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1 Introduction

Dimensional reduction and consistent truncation are extremely powerful tools in the construction of interesting supergravity solutions. The idea is to reduce the problem to the most relevant degrees of freedom and then solve this simplified system. The danger is that one may have frozen out degrees of freedom that are essential to the underlying physics. Indeed, one sometimes finds that the reduced system may form singularities in regimes where the complete theory does not. This is, in microcosm, precisely the perspective of microstate geometries and fuzzballs in supergravity and string theory on horizon formation in classical general relativity: black holes are artefacts of neglecting the essential stringy degrees of freedom (whose low-energy coherent excitations are also often describable within supergravity) needed to resolve the singularity and the information paradox [1, 2].

The power and trade-off’s inherent in consistent truncations are particularly apparent in the sphere compactifications that lead to lower-dimensional gauged supergravity. The truncation is typically restricted to the lowest-energy, but non-trivial, excitations on the sphere and these are then exactly described by the gauged supergravity, whose solutions can be uplifted to give an exact solution to the higher dimensional supergravity.\(^1\) The limitations, in capturing only a subset of all modes, are clear, but the “lowest-energy excitations” are often the most important for understanding large-scale structure and long-range dynamics. The inherent danger in suppressing the higher modes is a loss of fidelity in revealing the detailed structure.

The power of the consistent truncation lies in the fact that all the non-trivial dynamics in the sphere directions are handled by the machinery of the truncation, and one only has to solve the dynamics of the lower-dimensional gauged supergravity. Indeed, in holographic field theory there are many simple solutions in four- and five-dimensional gauged supergravity whose ten or eleven-dimensional uplifts are extremely complicated and either took years to build, or their construction remains an open problem. This is especially true of solutions that have rather little symmetry: the intrinsic construction in higher dimensions may be completely out of reach. The only practical way to obtain the higher-dimensional solution is then to use the uplift formulae, and even these can be extremely challenging computationally. (See, for example, [3, 4].)

This paper focuses on new results coming from the consistent truncation of IIB supergravity on \(T^4 \times S^3\) to a gauged supergravity in three-dimensions with an AdS\(_3\) vacuum. There is a long history of such consistent truncations [5–11], however, in [12], this work was extended to include extra tensor multiplets. These extra degrees of freedom are essential if one is to capture a subset of superstrata — a particularly important class of microstate geometries [13–20].

The price to pay for the consistent truncation is that one is restricted to the \((k = 1, m, n)\) family of superstrata, where the \(k = 1\) signifies the restriction to the lowest modes on the \(S^3\). The advantage, once again, lies in restricting the dynamics to three-dimensions. The original goal was to simplify the dynamics so that one could find non-BPS microstate geometries, or “microstrata,” and this led to the breakthroughs in [21, 22]. The three-dimensional BPS equations were also analyzed in [23, 24], and contrary to our initial expectations,

\(^1\)This is what one means by a consistent truncation.
there are new, non-trivial superstrata that can be constructed in three dimensions [23, 24]. Perturbation theory had shown that there should be new branches of superstrata in six-dimensions, (see, for example, [25]), but the explicit construction seemed out of reach because the six-dimensional metric has rather little symmetry. Once again this plays into the strength of gauged supergravity in low dimensions.

Our goal in this paper is to make a careful analysis of a specific sector of the three-dimensional BPS equations and to uplift the result to obtain the geometry in six dimensions. This uplift leads to a new class of elliptically-deformed, ambi-polar, hyper-Kähler metrics for the four-dimensional base space that underlies the new superstrata. These geometries have only a U(1) isometry, and this U(1) is not tri-holomorphic. We give complete details of the hyper-Kähler structure and the Kähler potentials for one of the complex structures. We also obtain the remaining components of the six-dimensional geometry, including the non-trivial fibration vector obtained from the self-dual magnetic field on this spatial base.

We show that once this base metric and fibration vector is fixed, then the remaining six-dimensional quantities are determined, as in [26, 27], by linear equations on this background. Most importantly, we find that a subset of our new superstrata that can be dualized so as to live in purely the NS sector of IIB supergravity, or string theory.

Standard superstrata are obtained from adding momentum excitations to the D1-D5 system: these branes source RR-fluxes and the momentum carriers are NS5-F1 density waves, which source NS B-fields. One can, of course, take the S-dual of this configuration to the F1-NS5 frame in which the momentum carriers become D5-D1 density modes. The background geometry of the metric and F1-NS5 sources are completely described in the NS sector of the supergravity, or string theory. However, the momentum carriers, the D5-D1 density modes, live in the RR sector.

Our new solutions involve both the D5-D1 momentum carriers and some F1-NS5-metric-scalar density modes that create an elliptical deformation of the $S^3$ geometry. We find a branch of this phase space in which the momentum is carried solely by metric-dilaton density modes and RR-fluxes, and, if one takes the S-dual, this deformed superstratum lives entirely within the NS sector. We show that, like any other superstratum, there is a scaling regime in which the geometry has a long BTZ throat that is then capped off at a parametrically choosable depth. We expect these new pure-NS superstrata to be important to the efforts in understanding microstructure and fuzzballs using the non-linear sigma-models of the string world-sheet [28–30].

In section 2 we review the relevant three-dimensional supergravity and define a further truncation of this system to a superstratum sector. Section 3 contains a careful analysis of the BPS equations for the superstratum sector, and we provide analytic solutions for a multi-parameter family of BPS solutions that were discovered perturbatively in [23]. In section 4 we uplift the solution to obtain the complete six-dimensional geometries of the new families of superstrata, and we highlight the new ambi-polar, hyper-Kähler geometries that form the base of the six-dimensional solutions. We summarize the details of the purely NS superstrata in section 5, and in section 6 we show that these superstrata do indeed have scaling regions and that the supertube remains bounded away from the degenerate flattened ellipse. We summarize our results and make some final remarks in section 7.
2 The three-dimensional supergravity

Here we summarize the essential features of the underlying three-dimensional supergravity. More details may be found in [21, 23].

2.1 The field theory content

The \((1, m, n)\) superstrata can be described within an \(\mathcal{N}=4\) gauged supergravity theory in three dimensions. This theory has eight supersymmetries and the spectrum consists of a graviton, four gravitini, \(\psi^A_\mu\), two sets of six vector fields, \(A^{IJ}_\mu = -A^{JI}_\mu\) and \(B^{IJ}_\mu = -B^{JI}_\mu\), 20 fermions, \(\chi^A\), and 20 scalars parametrized by the coset:

\[
\frac{G}{H} \equiv \frac{\text{SO}(4,5)}{\text{SO}(4) \times \text{SO}(5)}. \tag{2.1}
\]

The gauge group is an \(\text{SO}(4) \times \mathbb{T}^6\) subgroup of \(G\) and the \(\mathbb{T}^6\) gauge invariance is typically fixed by setting six of the scalars to zero. The associated gauge fields, \(B^{IJ}_\mu\), can then be integrated out. The result is an action for the graviton, the gravitini, the fermions, the \(\text{SO}(4)\) gauge fields, \(A^{IJ}_\mu\), and 14 scalars. Capital Latin indices, \(I, J\), denote the vector representation of \(\text{SO}(4)\) and we use small Greek letters, \(\mu, \nu\), for spacetime indices. The scalars can be described by the non-compact generators of a \(\text{GL}(4, \mathbb{R})\) matrix, \(P_{IJ}\), and an \(\text{SO}(4)\) vector, \(\chi_I\). The theory then has a remaining gauge symmetry \(\text{SO}(4) \subset G\) that acts on the \(\chi_I\) and on the left of \(P_{IJ}\), along with a composite, local symmetry \(\text{SO}(4) \subset H\) that acts on the fermions and on the right of \(P_{IJ}\). This part of the composite local symmetry is typically fixed by taking \(P\) to be symmetric. Indeed, once all this gauge fixing is done, the scalars are usually parametrized by a manifestly symmetric matrix, \(m_{IJ}\), and its inverse, \(m^{IJ}\):

\[
m_{IJ} \equiv (P P^T)_{IJ}, \quad m^{IJ} = ((P^{-1})^T P^{-1})^{IJ}. \tag{2.2}
\]

The gauge covariant derivatives are defined in terms of the \(\text{SO}(4)\)-dual vectors:

\[
\tilde{A}_\mu^{IJ} \equiv \frac{1}{2} \epsilon_{IJKLM} A^K_{\mu L}, \tag{2.3}
\]

with minimal couplings

\[
\mathcal{D}_\mu \mathcal{X}_I = \partial_\mu \mathcal{X}_I - 2 g_0 \tilde{A}_\mu^{IJ} \mathcal{X}_J. \tag{2.4}
\]

In particular, one has:

\[
\mathcal{D}_\mu m_{IJ} = \partial_\mu m_{IJ} - 2 g_0 \tilde{A}_\mu^{IK} m_{KJ} - 2 g_0 \tilde{A}_\mu^{JK} m_{IK}. \tag{2.5}
\]

The field strengths are thus

\[
F^{IJ}_{\mu\nu} = \frac{1}{2} \epsilon_{IJKLM} F^{KL}_{\mu\nu} = \partial_\mu A^{IJ}_\nu - \partial_\nu A^{IJ}_\mu - 2 g_0 \left( A^{IL}_\mu \tilde{A}_L^{J\nu} - A^{JL}_\mu \tilde{A}_L^{I\nu} \right). \tag{2.6}
\]

The gauge coupling has dimensions of inverse length, and is related to the charges of the D1-D5 system via:

\[
g_0 \equiv (Q_1 Q_5)^{-\frac{1}{4}}. \tag{2.7}
\]
We also define the following combinations of fields:

\[ Y_{\mu IJ} \equiv \chi I \nabla_\mu \chi J - \chi J \nabla_\mu \chi I, \quad C^{IJ}_\mu \equiv g_{\mu\rho} \varepsilon^{\rho\sigma
u} \, m_{IK} m_{JL} F_{\sigma\nu}^{KL}, \]

\[ \phi^I_{D} \equiv P^{-1} K^{-1} P^{-1} J^{L} C^{KL}_\mu = g_{\mu\rho} \varepsilon^{\rho\sigma
u} P^{\mu} K^{-1} P^{\nu} J^{L} F_{\sigma\nu}^{KL}. \]

(2.8)

Our conventions for \( \varepsilon \) can be found in appendix A of [24].

2.2 The bosonic action

Following [23], we will use a metric signature\(^2\) of \((+- -)\). The action may now be written as [12, 23] (note that the first reference uses different metric conventions):

\[ \mathcal{L} = -\frac{1}{2} \varepsilon R + \frac{1}{8} \varepsilon g^{\mu\nu} m^{IJ} (\nabla_\mu \chi I)(\nabla_\nu \chi J) + \frac{1}{16} \varepsilon g^{\mu\nu} (m^{JL} \nabla_\mu m_{IK})(m^{IL} \nabla_\nu m_{KJ}) \\
- \frac{1}{8} \varepsilon g^{\mu\rho} g^{\nu\sigma} m_{IK} m_{JL} F^{IJ}_{\mu\nu} F^{KL}_{\rho\sigma} - \varepsilon V \\
+ \frac{1}{2} \varepsilon g^{\mu\nu} \left[ g_0 (A_{I}^{J} \partial_\nu \bar{A}_{I}^{J} + \frac{4}{3} g_0 A_{I}^{J} A_{\nu}^{JK} A_{\rho}^{KI}) + \frac{1}{2} Y_{\mu IJ} F^{IJ}_{\mu\nu} \right]. \]

(2.9)

The scalar potential is given by:

\[ V = \frac{1}{4} g_0^2 \det (m^{IJ}) \left[ 2 \left( 1 - \frac{1}{4} (\chi I \chi I) \right)^2 + m_{IJ} m_{IJ} + \frac{1}{2} m_{IJ} \chi I \chi J - \frac{1}{2} m_{II} m_{JJ} \right]. \]

(2.10)

It is frequently convenient to fix the local \( \text{SO}(4) \) gauge symmetry by diagonalizing \( P \) in terms of four scalar fields, \( \lambda_i \):

\[ P = \text{diag}(e^{\lambda_1}, e^{\lambda_2}, e^{\lambda_3}, e^{\lambda_4}). \]

(2.11)

The potential then reduces to:

\[ V = \frac{1}{4} g_0^2 e^{-2(\lambda_1 + \lambda_2 + \lambda_3 + \lambda_4)} \left[ 2 \left( 1 - \frac{1}{4} (\chi I \chi I) \right)^2 + (e^{4\lambda_1} + e^{4\lambda_2} + e^{4\lambda_3} + e^{4\lambda_4}) \\
+ \frac{1}{2} (e^{2\lambda_1} \chi_1^2 + e^{2\lambda_2} \chi_2^2 + e^{2\lambda_3} \chi_3^2 + e^{2\lambda_4} \chi_4^2) \\
- \frac{1}{2} (e^{2\lambda_1} + e^{2\lambda_2} + e^{2\lambda_3} + e^{2\lambda_4})^2 \right]. \]

(2.12)

The supersymmetry means that there is a superpotential

\[ W \equiv \frac{1}{4} g_0 \left( \text{det}(P) \right)^{-1} \left[ 2 \left( 1 - \frac{1}{4} (\chi A \chi A) \right) - \text{Tr}(P P^T) \right] \\
= \frac{1}{4} g_0 e^{-\lambda_1 - \lambda_2 - \lambda_3 - \lambda_4} \left[ 2 \left( 1 - \frac{1}{4} (\chi A \chi A) \right) - \left( e^{2\lambda_1} + e^{2\lambda_2} + e^{2\lambda_3} + e^{2\lambda_4} \right) \right], \]

(2.13)

and that the potential may be written as

\[ V = \delta^{\lambda_i} \partial W / \partial \lambda_i \partial W / \partial \chi I \partial \chi J - 2 W^2. \]

(2.14)

The potential has a supersymmetric critical point\(^3\) for \( \lambda_j = \chi I = 0 \). At this point \( V \) takes the value

\[ V_0 = -\frac{1}{2} g_0^2. \]

(2.15)

\(^2\)Section 2.7 of [23] discusses how to convert to the mostly positive signature.

\(^3\)There are also non-supersymmetric flat directions extending from this supersymmetric critical point.
Setting all the other fields to zero, the Einstein equations give:

\[ R_{\mu \nu} = -4 V_0 g_{\mu \nu} = 2 g_0^2 g_{\mu \nu}, \]  

and the supersymmetric vacuum\(^4\) is an AdS\(_3\) of radius, \( g_0^{-1} \). We therefore define

\[ R_{\text{AdS}} = \frac{1}{g_0}, \]  

and so we will henceforth use this to set the overall scale of the metric.

### 2.3 The metric

The original superstrata were parametrized in terms of the usual double null coordinates, \((u, v)\), which are related to the time and circle coordinates, \((t, y)\), via:

\[ u \equiv \frac{1}{\sqrt{2}} (t - y), \quad v \equiv \frac{1}{\sqrt{2}} (t + y), \]  

where \(y\) is periodically identified as

\[ y \equiv y + 2\pi R_y. \]  

It is also convenient to compactify the radial coordinate and make the other coordinates scale-free:

\[ \xi = \frac{r}{\sqrt{r^2 + a^2}}, \quad \tau = \frac{t}{R_y}, \quad \psi = \frac{\sqrt{2} v}{R_y}, \]  

where \(0 \leq \xi < 1\), \(\psi\) inherits the periodicity \(\psi \equiv \psi + 2\pi\) from (2.19) and \(a\) is the radius of the supertube locus.

As noted in [21, 23], the most general three-dimensional metric can then be recast in the form:

\[ ds_3^2 = R_{\text{AdS}}^2 \left[ \Omega_1^2 \left( d\tau + \frac{k}{1 - \xi^2} d\psi \right)^2 - \frac{\Omega_0^2}{(1 - \xi^2)^2} (d\xi^2 + \xi^2 d\psi^2) \right], \]  

for three arbitrary functions \(\Omega_0, \Omega_1\) and \(k\) of the three coordinates, \((\tau, \xi, \psi)\). For later convenience, we also define the metric function:

\[ \kappa(\xi) \equiv \frac{k}{(1 - \xi^2)}. \]  

If one returns to the coordinates \((t, r, v)\), one obtains the more canonical superstratum metric:

\[ ds_3^2 = R_{\text{AdS}}^2 \left[ \frac{\Omega_1^2}{R_y^2} \left( dt + \frac{\sqrt{2}}{a^2} (r^2 + a^2) k dv \right)^2 - \frac{\Omega_0^2}{(1 - \xi^2)^2} \left( \frac{dr^2}{r^2 + a^2} + 2 \frac{r^2}{R_y^2 a^4} r^2 (r^2 + a^2) dv^2 \right) \right]. \]  

If one further sets:

\[ \Omega_0 = \Omega_1 = 1, \quad k = \frac{r^2}{(r^2 + a^2)}, \]  

then (2.23) becomes the metric of global AdS\(_3\):

\[ ds_3^2 = R_{\text{AdS}}^2 \left[ \left( 1 + \frac{r^2}{a^2} \right) \left( \frac{dt}{R_y} \right)^2 - \frac{dr^2}{r^2 + a^2} - \frac{r^2}{a^2} \left( \frac{dy}{R_y} \right)^2 \right]. \]  

---

\(^{4}\)One should note that because we are using a metric signature \((+ - -)\) the cosmological constant of AdS is positive, contrary to the more standard and rational choice of signature.
2.4 The superstratum truncation

We impose the following symmetries on the fields:

(i) Invariance under internal U(1) that rotates the indices (3, 4).

(ii) Translation invariance under: $\tau \rightarrow \tau - \alpha$ and $\psi \rightarrow \psi - \beta$

(iii) Reflection invariance under $\psi \rightarrow -\psi$, $t \rightarrow -t$, accompanied by a discrete internal SO(4) rotation, $2 \rightarrow -2$, $4 \rightarrow -4$.

For the fields, $\chi_I$, the first and third symmetries imply that

$$\chi_2 = \chi_3 = \chi_4 = 0, \quad (2.26)$$

and the second symmetry means that the remaining field, $\chi_1$, is only a function of $\xi$.

Similarly, the scalar matrix must be diagonal, and the entries are only functions of $\xi$.

We therefore have

$$\chi_1 = \sqrt{1 - \xi^2} \nu(\xi), \quad \chi_2 = \chi_3 = \chi_4 = 0, \quad P = \text{diag}(e^{\mu_1 + \mu_0}, e^{\mu_1 - \mu_0}, e^{\mu_2}, e^{\mu_2}),$$

(2.27)

where we have introduced the factor of $\sqrt{1 - \xi^2}$ into $\chi_1$ to match the choices made in [21, 24]. Also note that the first symmetry requirement means that the last two eigenvalues of $P$ must be equal.

The first symmetry also reduces the gauge fields to $\tilde{A}^{12}$ and $\tilde{A}^{34}$, while remaining symmetries mean that these fields can only depend on $\xi$, and have no $d\xi$ components. The gauge fields can therefore be reduced to:

$$\tilde{A}^{12} = \frac{1}{g_0} \left[ \Phi_1(\xi) d\tau + \Psi_1(\xi) d\psi \right], \quad \tilde{A}^{34} = \frac{1}{g_0} \left[ \Phi_2(\xi) d\tau + \Psi_2(\xi) d\psi \right], \quad (2.28)$$

where we have introduced explicit factors of $g_0^{-1}$ so as to cancel the $g_0$’s in the minimal coupling and thus render the fields and interactions scale independent.

Finally, the time-translation and $\psi$-translational invariance means that $\Omega_0$, $\Omega_1$ and $k$, can only depend on $\xi$.

The Ansatz thus involves eleven arbitrary functions of one variable, $\xi$:

$$\mathcal{F} \equiv \{ \nu, \mu_0, \mu_1, \mu_2, \Phi_1, \Psi_1, \Phi_2, \Psi_2, \Omega_0, \Omega_1, k \}. \quad (2.29)$$

One can easily verify that this Ansatz is consistent with the equations of motion.

We have arrived at exactly the same Ansatz as was used in [21, 22, 24], but we imposed different symmetries to get to this point. This is because the symmetries used in [21] are actually insufficient to remove two of the degrees of freedom that have been frozen in the Ansatz: (i) An independent function for $\chi_2(\xi)$ and (ii) The $d\xi$-component of $\tilde{A}^{12}$. The Ansatz in [21] could have allowed an arbitrary complex function in $\chi_1 + i\chi_2$, and, while a gauge rotation can trivially remove $\tilde{A}^{12}$, the result is then inconsistent with the form of $P$ and $\chi$ in (2.27). However the symmetries used here are sufficient to this task. Nevertheless,
the subsequent analysis and results in [21, 22, 24] are correct because it was shown that the truncation is consistent with the equations of motion with $\chi_2 \equiv \tilde{A}_1^2 \equiv 0$.

We also note that, in comparison to [21, 22, 24], we have absorbed the mode numbers and the frequencies into the constant terms in $\Psi_1$ and $\Phi_1$. This is done via the SO(4) transformation:

$$U = \begin{pmatrix}
\cos (n \psi \mp t \omega) & -\sin (n \psi \mp t \omega) & 0 & 0 \\
\sin (n \psi \mp t \omega) & \cos (n \psi \mp t \omega) & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad (2.30)$$

and it acts on the gauge fields as:

$$\tilde{A} \to U \tilde{A} U^{-1} + \frac{1}{2g_0} (dU) U^{-1}. \quad (2.31)$$

With the form of $U$ above, the gauge transformation induces shifts by $\frac{1}{2}\omega$ and $\frac{1}{2}n$ in respectively $\Phi_1$ and $\Psi_1$. It also reduces the matrix, $P$, in [21] to the diagonal form used here. As a result, the mode number and frequency are only implicit in our ansatz: they are constant terms in $\Phi_1$ and $\Psi_1$ that are set by the boundary conditions of the gauge fields.

### 2.5 The reduced action

The easiest way to express the equations of motion for this truncated system is to give the reduced action from which they can be derived. This Lagrangian was given in [21] and here we simply catalog this result.

The bosonic Lagrangian can be decomposed into pieces:

$$\mathcal{L} = \mathcal{L}_{\text{gravity}} + \mathcal{L}_X + \mathcal{L}_m + \mathcal{L}_A + \mathcal{L}_{CS} + \mathcal{L}_Y - \sqrt{g} V, \quad (2.32)$$

and the explicit expressions are:

$$\mathcal{L}_{\text{gravity}} \equiv -\frac{1}{4} \sqrt{g} R$$

$$= \frac{\Omega_1}{8g_0 \xi} \left[ \frac{\Omega_2^2}{\Omega_0^2} \left(k' + \frac{2\xi}{1-\xi^2} k \right)^2 - 4 \xi \left( \partial_k \left( \xi \frac{\Omega_0'}{\Omega_0} + \frac{1}{\Omega_1} \partial_k \left( \xi \Omega_1' \right) \right) - \frac{16\xi^2}{(1-\xi^2)^2} \xi \right] \quad (2.33)$$

$$\mathcal{L}_X \equiv \frac{1}{8} \sqrt{g} g^{\mu\nu} (D_\mu \chi \iota) m^{IJ} (D_\nu \chi \jmath)$$

$$= \frac{e^{2(\mu_0 - \mu_1)}}{8g_0 \xi (1-\xi^2) \Omega_1} \left[ \Gamma \nu^2 - \xi^2 (1-\xi^2) \Omega_1^2 e^{-4\mu_0} \left( \partial_k \left( \sqrt{1-\xi^2} \nu \right) \right)^2 \right] \quad (2.34)$$

$$\mathcal{L}_m \equiv \frac{1}{16} \sqrt{g} g^{\mu\nu} \text{Tr} \left( m^{-1} (D_\mu m) m^{-1} (D_\nu m) \right)$$

$$= \frac{1}{2g_0 \xi (1-\xi^2) \Omega_1} \left[ \Gamma \sinh^2 2\mu_0 - \xi^2 (1-\xi^2)^2 \Omega_1^2 (\mu'_1)^2 + (\mu'_2)^2 + (\mu'_3)^2 + (\mu'_4)^2 \right] \quad (2.35)$$

$$\mathcal{L}_A \equiv -\frac{1}{8} e^{g^{\mu\nu}} g^{\sigma\rho} m_{JK} m_{KL} F_{\mu\nu}^{IJ} F_{\rho\sigma}^{KL}$$

$$= \frac{1}{2g_0 \xi \Omega_1} \left[ \xi^2 \left( e^{A_{\mu_2}} \Phi_1^2 + e^{A_{\mu_1}} \Phi_2^2 \right) - \frac{\Omega_1^2}{\Omega_0^2} \left( e^{A_{\mu_2}} \left( (1-\xi^2) \Psi_1' - k \Phi_1 \right)^2 + e^{A_{\mu_1}} \left( (1-\xi^2) \Psi_2' - k \Phi_2 \right)^2 \right) \right] \quad (2.36)$$
\[
\mathcal{L}_{CS} \equiv \frac{1}{g_0} e^{\mu\nu\rho} \left( A_{\mu}^{\ IJ} \partial_\nu \tilde{A}_{\rho}^{\ IJ} + \frac{4}{3} g_0 A_{\mu}^{\ IJ} A_{\nu}^{\ JK} A_{\rho}^{\ KL} \right)
= \frac{1}{g_0} \left( \Phi_1 \Psi_2' - \Psi_2 \Phi_1' + \Phi_2 \Psi_1' - \Psi_1 \Phi_2' \right)
\]
\[
\mathcal{L}_Y \equiv \frac{1}{16} e^{\mu\nu\rho} Y_\mu^{\ IJ} F_{\nu\rho}^{\ IJ}
= \frac{1}{2g_0} \left( 1 - \xi^2 \right) \nu^2 \left( \Psi_1 \Phi_2' - \Phi_1 \Psi_2' \right)
\]
\[
V = \frac{g_0}{2} e^{-4(\mu_1 + \mu_2)} \left[ 1 - 2 e^{2(\mu_1 + \mu_2)} \cosh(2\mu_0) + e^{4\mu_1} \sinh^2(2\mu_0) \right]
+ \frac{1}{16} \nu^2 \left( 1 - \xi^2 \right) \left( (1 - \xi^2) \nu^2 + 4 e^{2(\mu_0 + \mu_1)} - 8 \right),
\]
\[
\text{where, } \prime \text{ indicates a differentiation with respect to } \xi. \text{ We are also using the convenient shorthand that captures the mode dependence and minimal couplings:}
\]
\[
\Gamma = 4 \xi^2 \Omega_0^2 \Phi_1^2 - 2 \Omega_1^2 \left[ (1 - \xi^2) \Phi_1 - k \Phi_1 \right]^2.
\]

Again, in comparison to [21, 22, 24], we have absorbed superstratum/microstratum mode numbers and the frequencies into the constant terms in \( \Psi_1 \) and \( \Phi_1 \).

There are also three integrals of the motion:
\[
\mathcal{I}_0 \equiv \frac{\xi^2(1 - \xi^2)}{k} \left[ \frac{1}{\xi \Omega_1} \left( \mathcal{L}_{\text{gravity}} + \mathcal{L}_A + \sqrt{g} V - \mathcal{L}_\chi - \mathcal{L}_m \right) \right.
- \frac{1}{g_0} \left( (\mu_0')^2 + (\mu_1')^2 + (\mu_2')^2 + \frac{1}{4} e^{-2(\mu_0 + \mu_1)} \left( \partial_\xi \left( \sqrt{1 - \xi^2} \nu \right) \right)^2 \right] ,
\]
\[
\text{and}
\]
\[
\mathcal{I}_1 \equiv \frac{e^{4\mu_1} (1 - \xi^2)}{\xi \Omega_0^2} \left( (1 - \xi^2) \Phi_1^2 - k \Phi_1' \right) - 2 \Phi_1 \left( 1 - \frac{1}{4} (1 - \xi^2) \nu^2 \right),
\]
\[
\mathcal{I}_2 \equiv \frac{e^{4\mu_1} k \Omega_1}{\xi \Omega_0^2} \left( (1 - \xi^2) \Psi_2' - k \Phi_2' \right) + \frac{e^{4\mu_1} \xi \Phi_1'}{\Omega_1} - 2 \Psi_1 \left( 1 - \frac{1}{4} (1 - \xi^2) \nu^2 \right).
\]

### 2.6 The BPS equations

The BPS equations for this system were derived in [24] and they start with algebraic constraints. First one finds that \( \Omega_1 \) must be a constant. Regularity requires that \( \Omega_1 \) is non-zero, and it can be re-scaled by scaling the time coordinate, \( \tau \), in (2.21). For simplicity we take it to be:

\[
\Omega_1 \equiv 1.
\]

For non-trivial superstrata with \( \nu \neq 0 \) and \( \mu_0 \neq 0 \), the electric potentials are locked to the scalars:

\[
\Phi_1 = \frac{1}{2} e^{-2\mu_2} \quad \text{and} \quad \Phi_2 = \frac{1}{2} (1 - e^{-2\mu_1}),
\]

\[\text{For AdS/CFT there is a more canonical normalization of time discussed in [22], namely } \lim_{\xi \to 1} \frac{g_{\tau\sigma}}{g_{\tau\sigma}} = -1, \text{ where } \psi \to \tau + \sigma. \text{ Rescaling time by } \tau \to s \tau \text{ implies the following for the fields: } \Omega_1 \to s \Omega_1, \Phi_1 \to s \Phi_1, \text{ and } k \to k/s.
\]
and the functions \( \mu_0 \) and \( \nu \) are constrained by:
\[
(1 - \xi^2) \nu^2 = \sigma \left( 1 - e^{4\mu_0} \right),
\] (2.46)
for some constant, \( \sigma \). This constant will prove to be a very important parameter in our new solutions because, in six dimensions, it determines the relative amounts of metric fluctuations (represented by \( \mu_0 \)) and tensor multiplet-fluctuations (represented by \( \nu \)).

The remaining independent first-order BPS equations determine \( \mu_0, \Psi_1, \Psi_2, \Omega_0 \) and \( k \):
\[
\xi \partial_\xi \mu_0 - 2 \sinh(2\mu_0) \left[ \Psi_1 - \frac{k}{(1 - \xi^2)} \Phi_1 \right] = 0, \] (2.47)
\[
\left( \partial_\xi \Psi_1 - \frac{k}{(1 - \xi^2)} \partial_\xi \Phi_1 \right) + \frac{\xi \Omega_0^2}{(1 - \xi^2)^2} e^{-2\mu_1 - 4\mu_2} \left( 1 - e^{2\mu_1} \cosh(2\mu_0) - \frac{1 - \xi^2}{4} \nu^2 \right) = 0, \] (2.48)
\[
\left( \partial_\xi \Psi_2 - \frac{k}{(1 - \xi^2)} \partial_\xi \Phi_2 \right) - \frac{\xi \Omega_0^2}{(1 - \xi^2)^2} e^{-4\mu_1 - 2\mu_2} \left( 1 - e^{2\mu_2} - \frac{1 - \xi^2}{4} \nu^2 \right) = 0, \] (2.49)
\[
\xi \partial_\xi \left( \ln \Omega_0 - (\mu_1 + \mu_2) \right) + 2 \cosh(2\mu_0) \left[ \Psi_1 - \frac{k}{(1 - \xi^2)} \Phi_1 \right] + \frac{2 \xi^2}{1 - \xi^2} \left( \Psi_2 - \frac{k}{(1 - \xi^2)} \Phi_2 - \frac{1}{2} \right) = 0, \] (2.50)
\[
\partial_\xi \left( \frac{k}{(1 - \xi^2)} \right) + \frac{2 \xi \Omega_0^2}{(1 - \xi^2)^2} e^{-2(\mu_1 + \mu_2)} \left( 1 - e^{2\mu_2} - e^{2\mu_1} \cosh(2\mu_0) - \frac{1 - \xi^2}{4} \nu^2 \right) = 0. \] (2.51)

The last two scalar functions, \( \mu_1 \) and \( \mu_2 \), are not determined by the BPS equations. To this end, we introduce the quantity:
\[
\mathcal{I} \equiv e^{2\mu_1} \xi \partial_\xi \mu_1 - \frac{k}{(1 - \xi^2)} - 2 \left( \Psi_1 - \frac{k}{(1 - \xi^2)} \Phi_1 \right) \left( 1 - \frac{1}{4} (1 - \xi^2) \nu^2 \right), \] (2.52)
which one can show is conserved,
\[
\partial_\xi \mathcal{I} = 0, \] (2.53)
under the equations of motion from [21]. The latter also give us
\[
\frac{1}{2} \partial_\xi \left[ \xi \partial_\xi (e^{2\mu_2}) \right] - \frac{2 \xi \Omega_0^2}{(1 - \xi^2)^2} e^{-2\mu_2} \left[ 1 - e^{-2(\mu_0 + \mu_1)} \left( e^{4\mu_0} - \frac{1}{2} e^{2\mu_2} (1 + e^{4\mu_0}) + \left( 1 - \frac{1}{4} (1 - \xi^2) \nu^2 \right) \right) \right] = 0. \] (2.54)

### 2.7 The superstratum solution

It is useful to note that the “single-mode” \((1, 0, n)\) superstratum [12, 21] corresponds to:
\[
\nu = \alpha_0 \xi^n, \quad \mu_1 = \frac{1}{2} \log \left[ 1 - \frac{1}{4} \alpha_0^2 (1 - \xi^2) \xi^{2n} \right], \quad \mu_0 = \mu_2 = 0, \]
\[
\Phi_1 = \frac{1}{2}, \quad \Psi_1 = \frac{n}{2}, \]
\[
\Phi_2 = \frac{1}{2} \left[ 1 - \frac{1}{4} \alpha_0^2 (1 - \xi^2) \xi^{2n} \right], \quad \Psi_2 = -\frac{\alpha_0^2}{8} \frac{\xi^{2n+2}}{(1 - \frac{1}{4} \alpha_0^2 (1 - \xi^2) \xi^{2n})}, \]
\[
\Omega_0 = \sqrt{1 - \frac{1}{4} \alpha_0^2 (1 - \xi^2) \xi^{2n}}, \quad \Omega_1 = 1, \quad k = \xi^2. \] (2.55)
where we have made a gauge choices for $\tilde{A}^{34}$, (2.28), so that $\Phi_2(1) = 0$ and $\Psi_2(0) = 0$. Note also that the mode number, $n \in \mathbb{N}$, of the superstratum appears in the constant value of $\Psi_1$, and in the notation of [21, 22, 24], we have $\omega = 0$, hence the value of $\Phi_1$.

2.8 A solution on the “special locus”

The “special locus” first emerged in the study of microstrata [22, 24], where it became necessary to restrict to it in order to have regular, BPS and non-BPS solutions. This locus is defined by $\mu_0 \equiv \mu_1$, $\mu_2 \equiv 0$ and $\sigma = 2$. This subsequently led to a new family of BPS solutions [24] with:

$$\Omega_1 \equiv 1, \quad \sigma = 2, \quad \mu_0 \equiv \mu_1, \quad \mu_2 \equiv 0, \quad \Phi_1 \equiv \frac{1}{2}, \quad \Psi_1 \equiv \frac{p}{2}, \quad \Phi_2 \equiv \frac{1}{2}(1 - e^{-2\mu_0}),$$

for all $\xi$.

The equations for $\mu_0$, $\Psi_2$, $\Omega_0$ and $k$ then reduce to:

$$\frac{\xi \partial_\xi \mu_0}{\sinh(2\mu_0)} = p - \frac{k}{(1 - \xi^2)\Omega_0^2} e^{-2\mu_0} \sinh(2\mu_0),$$

$$\partial_\xi \Psi_2 + \frac{k}{2(1 - \xi^2)} \partial_\xi (e^{-2\mu_0}) = \frac{\xi \Omega_0^2}{(1 - \xi^2)^2} e^{-2\mu_0} \sinh(2\mu_0),$$

$$\xi \partial_\xi (\ln \Omega_0 - \mu_0) = - \cosh(2\mu_0) \left[ p - \frac{k}{(1 - \xi^2)} \right] - \frac{2\xi^2}{1 - \xi^2}$$

$$+ 2\Psi_2 + \frac{k}{(1 - \xi^2)} e^{-2\mu_0},$$

$$\partial_\xi \left( \frac{k}{(1 - \xi^2)} \right) = \frac{2\xi e^{-2\mu_0} \Omega_0^2}{(1 - \xi^2)^2}.$$

It was also shown in [24] that this system of equations admits an analytic family of solutions, parametrized by a real constant $\gamma$. Define

$$\Lambda_1^2 \equiv 1 - \gamma^4 \xi^{4p+2}, \quad \Lambda_2^2 \equiv (2p + 1) \gamma^2 \xi^{2p} (1 - \xi^2)$$

and the solutions are then given by

$$\nu = \frac{2\sqrt{2}}{\sqrt{1 - \xi^2}} \frac{\Lambda_1 \Lambda_2}{\Lambda_1^2 + \Lambda_2^2}, \quad \mu_0 = \mu_1 = - \arctanh \left( \frac{\Lambda_2^2}{\Lambda_1^2} \right), \quad \mu_2 = 0,$$

$$\Phi_1 = \frac{1}{2}, \quad \Psi_1 = \frac{p}{2},$$

$$\Phi_2 = - \frac{\Lambda_2^2}{\Lambda_1^2 - \Lambda_2^2}, \quad \Psi_2 = - \frac{\xi^2}{1 - \xi^2} \frac{\Lambda_2^2}{\Lambda_1^2 - \Lambda_2^2} (1 - \gamma^2 \xi^{2p}),$$

$$k = \xi^2 \left( 1 - \gamma^2 \xi^{2p} \frac{\Lambda_2^2}{\Lambda_1^2} \right), \quad \Omega_0 = 1 - \frac{\Lambda_2^2}{\Lambda_1^2}, \quad \Omega_1 = 1.$$

for general $p \in \mathbb{N}$.

If one then defines

$$\alpha \equiv \sqrt{8(2n + 1)} \gamma, \quad p \rightarrow n,$$
one has $\nu \sim \alpha \xi^n$ as $\xi \to 0$, and these solutions match with the perturbative expansion and the numerical solutions found in [21] (for $n = 2$, $\omega_0 = 0$).

Using the form of the metric (2.21), one can compute explicitly the coefficient of $d\psi^2$ in the metric, and find the range of parameters for which the solution is CTC-free. We find that this requires

$$\gamma^2 \leq \frac{1}{4p + 1}. \quad (2.64)$$

When $\gamma$ saturates this bound, the solution is asymptotic to AdS$_2 \times S^1$.

3 Solving the BPS equations in general

3.1 The BPS layers

We start by using the algebraic constraints (2.44), (2.45) and (2.46) in (2.47)–(2.51) and introducing the functions:

$$F(\xi) \equiv 2 \Psi_1 - \frac{2k}{(1 - \xi^2)} \Phi_1,$$

$$G(\xi) \equiv 2 \Psi_2 + 1 - \frac{2k}{(1 - \xi^2)} \left( \Phi_2 - \frac{1}{2} \right),$$

$$H(\xi) \equiv \frac{2 \xi^2 \Omega_0^2 e^{-2(\mu_1 + \mu_2)}}{(1 - \xi^2)^2}. \quad (3.1)$$

By taking linear combinations of (2.51) with (2.47)–(2.50), one finds that the latter four equations can be written:

$$\xi \partial_\xi F = -H, \quad \xi \partial_\xi G = H \cosh(2\mu_0), \quad \frac{\xi \partial_\xi \mu_0}{\sinh(2\mu_0)} = F,$$

$$\xi \partial_\xi \log [H \sinh(2\mu_0)] = 2G. \quad (3.2)$$

Observe that this is a “base-layer” — a system of four first-order, non-linear equations for the four functions: $F, G, H$ and $\mu_0$. This system has been decoupled from the other BPS equations and from the equations of motion. As we will see in section 4, this is the first-order, non-linear system that determines the base geometry in six dimensions.

Now observe that if one uses (2.51) to eliminate the derivatives of $k$ in (2.53) and then takes the sums and differences with (2.54), one finds:

$$\frac{1}{2} \xi \partial_\xi \left[ \xi \partial_\xi (e^{2\mu_1} + e^{2\mu_2}) \right] - 2H \cosh^2 \mu_0 (e^{2\mu_1} + e^{2\mu_2})$$

$$= -H e^{2\mu_0} - H (1 + e^{-2\mu_0}) \left( 1 - \frac{1}{4} (1 - \xi^2) \nu^2 \right) + \xi \partial_\xi \left[ F \left( 1 - \frac{1}{4} (1 - \xi^2) \nu^2 \right) \right], \quad (3.3)$$

$$\frac{1}{2} \xi \partial_\xi \left[ \xi \partial_\xi (e^{2\mu_1} - e^{2\mu_2}) \right] - 2H \sinh^2 \mu_0 (e^{2\mu_1} - e^{2\mu_2})$$

$$= H e^{2\mu_0} - H (1 - e^{-2\mu_0}) \left( 1 - \frac{1}{4} (1 - \xi^2) \nu^2 \right) + \xi \partial_\xi \left[ F \left( 1 - \frac{1}{4} (1 - \xi^2) \nu^2 \right) \right].$$

Since $F, G, H$ and $\mu_0$ are known from solving the base-layer equations, (3.2), the functions appearing in (3.3) are known, with $\nu$ being determined by (2.46). Therefore the
equations in this “first layer,” (3.3), are linear equations in \((e^{2\mu_1}+e^{2\mu_2})\) and \((e^{2\mu_1}-e^{2\mu_2})\). The solutions to the base layer determine the sources and coefficients of this linear system, and the functions determined by these equations are precisely the electrostatic potentials (2.45).

Once this linear system is solved, one finally determines \(k\) from the first-order equation (2.51), which may be written as a linear “second-layer” equation:

\[
\xi \partial_k \left( \frac{k}{1 - \xi^2} \right) = H \left( e^{2\mu_2} + e^{2\mu_1} \cosh(2\mu_0) - \left( 1 - \frac{1}{q} \left( 1 - \xi^2 \right) \nu^2 \right) \right), \tag{3.4}
\]

where the sources are entirely determined by the previous layers.

The BPS equations obtained in [24] have precisely the “linear structure” discovered in the earlier BPS systems that underpin microstate geometries \([13, 26, 31]\). Note also that the base geometry, which is determined by \(F, G, H\) and \(\mu_0\), is entirely independent of \(\nu\), or \(\sigma\), and hence independent of the amplitude of the standard superstratum excitation.

### 3.2 Solving the base layer

The base-layer system, (3.2), has a remarkable structure that enables us to solve the system completely. Indeed, one can easily verify that these equations imply:

\[
\xi \partial_k \left[ \xi \partial_k \left( F + G \right) - (F + G)^2 \right] = 0, \quad \xi \partial_k \left[ \xi \partial_k \left( F - G \right) + (F - G)^2 \right] = 0. \tag{3.5}
\]

These equations are trivially solved to give:

\[
F = \frac{1}{2} \left( q_1 + \gamma_1 \xi^{2q_1} - q_2 \frac{1 + \gamma_2 \xi^{2q_2}}{1 - \gamma_2 \xi^{2q_2}} \right), \quad G = \frac{1}{2} \left( q_1 + \gamma_1 \xi^{2q_1} + q_2 \frac{1 + \gamma_2 \xi^{2q_2}}{1 - \gamma_2 \xi^{2q_2}} \right), \tag{3.6}
\]

where the four constants of integration in (3.5) are \(q_1, q_2, \gamma_1\), and \(\gamma_2\). One should note that with these choices one has

\[
\xi \partial_k \left( F + G \right) - (F + G)^2 = -q_1^2, \quad \xi \partial_k \left( F - G \right) + (F - G)^2 = +q_2^2. \tag{3.7}
\]

Note that we have implicitly chosen the signs of the constants of integration in these equations. One can choose the opposite sign, and this leads to imaginary exponents and solutions with singular behavior at \(\xi = 0\). Our choice leads to rational functions, and one must have \(2q_1, 2q_2 \in \mathbb{Z}\) if one wishes to avoid branch cuts.

From the third equation in (3.6) and (3.2) one obtains:

\[
\mu_0 = -\frac{1}{2} \log \left[ \frac{\xi^{q_2} (1 - \gamma_1 \xi^{2q_1}) - \beta \gamma_1 (1 - \gamma_2 \xi^{2q_2})}{\xi^{q_2} (1 - \gamma_1 \xi^{2q_1}) + \beta \gamma_1 (1 - \gamma_2 \xi^{2q_2})} \right], \tag{3.8}
\]

where \(\beta\) is yet another constant of integration.

Substituting these back into (3.2) one finds that the first order system yields:

\[
H = \frac{2q_2^2 \gamma_2}{(1 - \gamma_1 \xi^{2q_1})^2 (1 - \gamma_2 \xi^{2q_2})^2} \left( \xi^{2q_2} (1 - \gamma_1 \xi^{2q_1})^2 - \beta^2 \xi^{2q_2} (1 - \gamma_2 \xi^{2q_2})^2 \right), \tag{3.9}
\]

along with a constraint on the constants of integration:

\[
q_1^2 \gamma_1 - \beta^2 q_2^2 \gamma_2 = 0, \tag{3.10}
\]

which, in particular, means that \(\gamma_1\) and \(\gamma_2\) must have the same sign.

In section 3.4, we will constrain some of these parameters through re-parametrizations and regularity. For the present we will construct the rest of the solution in general form.
3.3 Solving the remaining layers of BPS equations

One can actually solve the linear system of the first layer, (3.3), by quadrature. Indeed, it follows from (3.5) that for any function, \( P \), one has:

\[
\xi \partial_{\xi} \left[ (F \pm G)^2 \xi \partial_{\xi} ((F \pm G)^{-1} P) \right] = (F \pm G) \left[ \xi \partial_{\xi} \left( \xi \partial_{\xi} P \right) \pm 2 \left( \xi \partial_{\xi} (F \pm G) \right) P \right].
\]  

(3.11)

Now observe that

\[
2 \left( \xi \partial_{\xi} (F + G) \right) = 4 H \sinh^2(\mu_0), \quad 2 \left( \xi \partial_{\xi} (F - G) \right) = 4 H \cosh^2(\mu_0),
\]

(3.12)

which means that the differential operators on the left-hand sides of (3.3) can be rewritten using (3.11), to give the following form of the first layer:

\[
\xi \partial_{\xi} \left[ (F-G)^2 \xi \partial_{\xi} ((F-G)^{-1} (e^{2\mu_1} + e^{2\mu_2})) \right]
\]

\[
= (F-G) \left[ -2 H e^{2\mu_0} + 2 \xi \partial_{\xi} \left[ F \left( 1 - \frac{1}{4} (1-\xi^2) \nu^2 \right) \right] \right],
\]

\[
\xi \partial_{\xi} \left[ (F+G)^2 \xi \partial_{\xi} ((F+G)^{-1} (e^{2\mu_1} - e^{2\mu_2})) \right]
\]

\[
= (F+G) \left[ 2 H e^{2\mu_0} - 4 H \left( 1 - \frac{1}{4} (1-\xi^2) \nu^2 \right) + 2 \xi \partial_{\xi} \left[ F \left( 1 - \frac{1}{4} (1-\xi^2) \nu^2 \right) \right] \right].
\]

(3.13)

The important point is that the sources on the right-hand side of these expressions consist of known functions given by (2.46), (3.6), (3.8) and (3.9). One can therefore solve these equations by integrating and we find:

\[
(e^{2\mu_1} + e^{2\mu_2}) = \sigma \left( \frac{\beta \xi q_1 (1 - \gamma_2 \xi^2 q_1)}{\xi q_1 (1 - \gamma_1 \xi^2 q_1) - \beta \xi q_1 (1 - \gamma_2 \xi^2 q_1)} - \frac{2 c_4}{1 - \gamma_2 \xi^2 q_1} \right) - \frac{1 + \gamma_2 \xi^2 q_2}{1 - \gamma_2 \xi^2 q_1} ((c_4 + 2) q_2 \log \xi + c_6),
\]

\[
(3.14)
\]

\[
(e^{2\mu_1} - e^{2\mu_2}) = \sigma \left( \frac{\xi q_2 (1 - \gamma_1 \xi^2 q_1)}{\xi q_2 (1 - \gamma_1 \xi^2 q_1) - \beta \xi q_1 (1 - \gamma_2 \xi^2 q_1)} - \frac{2 c_5}{1 - \gamma_1 \xi^2 q_1} \right) - \frac{1 + \gamma_1 \xi^2 q_1}{1 - \gamma_1 \xi^2 q_1} ((c_5 - 2) q_1 \log \xi + c_7),
\]

where \( c_4, c_5, c_6 \) and \( c_7 \) are constants of integration.

Exponentiating (3.8) yields:

\[
e^{2\mu_0} = \xi q_2 (1 - \gamma_1 \xi^2 q_1) + \beta \xi q_1 (1 - \gamma_2 \xi^2 q_1),
\]

(3.15)

and hence

\[
\left( \frac{1}{2} \sigma e^{2\mu_0} - e^{2\mu_1} \right) = \frac{1}{2} \left( \frac{1 + \gamma_2 \xi^2 q_2}{1 - \gamma_2 \xi^2 q_1} ((c_4 + 2) q_2 \log \xi + c_6) + \frac{c_4}{1 - \gamma_2 \xi^2 q_1} \right) - \frac{1 + \gamma_1 \xi^2 q_1}{1 - \gamma_1 \xi^2 q_1} ((c_5 - 2) q_1 \log \xi + c_7) + \frac{c_5}{1 - \gamma_1 \xi^2 q_1},
\]

\[
(3.16)
\]

\[
e^{2\mu_2} = -\frac{1}{2} \sigma - \frac{1}{2} \left( \frac{1 + \gamma_2 \xi^2 q_2}{1 - \gamma_2 \xi^2 q_1} ((c_4 + 2) q_2 \log \xi + c_6) - \frac{c_4}{1 - \gamma_2 \xi^2 q_1} \right) + \frac{1 + \gamma_1 \xi^2 q_1}{1 - \gamma_1 \xi^2 q_1} ((c_5 - 2) q_1 \log \xi + c_7) + \frac{c_5}{1 - \gamma_1 \xi^2 q_1}.
\]
One can now integrate the last layer, (3.4), to arrive at:

\[
k = - (1 - \xi^2) \left[ ((c_4 + 2) q_2 \log \xi + c_4 + c_6) \frac{q_2 \gamma_2 \xi^{2q_2}}{1 - \gamma_2 \xi^{2q_2}} + \frac{1}{2} \frac{c_4 q_2}{1 - \gamma_2 \xi^{2q_2}} + ((c_5 - 2) q_1 \log \xi + c_5 + c_7) \frac{q_1 \gamma_1 \xi^{2q_1}}{1 - \gamma_1 \xi^{2q_1}} + \frac{1}{2} \frac{c_5 q_1}{1 - \gamma_1 \xi^{2q_1}} + c_8 \right],
\]

where \( c_8 \) is a constant of integration.

The rest of the fields can now be easily determined algebraically using (2.44), (2.45), (2.46) and (3.2). For completeness, the expressions are given in appendix A.

3.4 Gauge fixing, regularity and asymptotic behaviour

We start by removing redundancies from the parametrization of the solution and ensuring the regularity of the base-layer, (3.2), functions \( F, G, H \) and \( \mu_0 \) for \( 0 \leq \xi < 1 \).

3.4.1 The base system

Note that:

- The solution to the base-layer, first-order BPS system is invariant under both \((q_1 \rightarrow -q_1, \gamma_1 \rightarrow 1/\gamma_1, \beta \rightarrow -\beta/\gamma_1)\) and \((q_2 \rightarrow -q_2, \gamma_2 \rightarrow 1/\gamma_2, \beta \rightarrow -\beta/\gamma_2)\), which means that we can choose \( q_1 \geq 0 \) and \( q_2 \geq 0 \).

- The regularity of \( \mu_0 \) as \( \xi \to 0 \) implies \( q_1 \geq q_2 \).

- The absence of any singularity in \( F \) and \( G \) (except possibly at \( \xi = 1 \)) due to the finiteness of \( k \) at infinity and the form of (3.1)) implies \( \gamma_1, \gamma_2 \leq 1 \).

- If \( \sigma \neq 0 \), then regularity of \( \nu \) at infinity (\( \xi = 1 \)) means that \( \mu_0 \to 0 \) as \( \xi \to 1 \). This means either \( \gamma_1 = 1 \) or \( \gamma_2 = 1 \) or \( \beta = 0 \). The choice \( \beta = 0 \) will be examined later. When choosing between the gammas, positivity of \( e^{-2\mu_0} \) implies one must take \( \gamma_2 = 1 \). We therefore have either \( \sigma = 0 \) or \( \gamma_2 = 1 \), for \( \beta \neq 0 \).

Next, we observe that there is an unfixed coordinate choice: \( \xi \to \lambda \xi \), with \( \lambda > 0 \). This leaves \( \xi = 0, 1 \) unchanged. Moreover, the BPS equations (3.2), (3.3) and (3.4) only involve the differential operator \( \xi \partial_{\xi} \), and this scales by \( \lambda^{-1} \). The system is therefore invariant under this re-definition, as long as, one leaves the \( \mu_j \) unchanged but replaces:

\[
F, G \to \lambda^{-1} F, \lambda^{-1} G, \quad H \to \lambda^{-2} H, \quad \kappa(\xi) \to \lambda^{-1} \kappa(\xi),
\]

where \( \kappa(\xi) \) is defined in (2.22). We therefore fix the rescaling of \( \xi \) by setting \( q_2 = 1 \) in (3.7).

To summarize: for \( \sigma \neq 0 \), and using (3.10), we arrive at:

\[
\sigma \neq 0, \quad q_2 = 1, \quad 0 \leq \gamma_1 \leq 1, \quad \gamma_2 = 1, \quad \beta^2 = q_1^2 \gamma_1;
\]

while for \( \sigma = 0 \), one simply has \( \gamma_1, \gamma_2 \leq 1 \) and

\[
\sigma = 0, \quad q_2 = 1, \quad q_1^2 \gamma_1 = \beta^2 \gamma_2.
\]

We will discuss this solution in more detail in section 5. Its significance lies in the fact that \( \nu = 0 \), and yet it can produce a scaling superstratum. This can then be S-dualized to a scaling, pure NS superstratum.
3.4.2 Smoothness of the complete solution

To obtain a smooth solution one must remove the log terms in the solutions for $\mu_1$, $\mu_2$ and $k$ and require $k \to 0$ as $\xi \to 0$. We will do this without implementing the constraints from the previous section and comment on how they combine at the end. This means one must take:

$$c_4 = -2, \quad c_5 = 2, \quad c_8 = q_2 - q_1.$$  \hspace{1cm} (3.21)

With these choices one has:

$$\frac{1}{2} \sigma e^{2\mu_0} - e^{2\mu_1} = -\frac{1}{2} (c_6 + c_7) + \frac{c_6 - 2}{1 - \gamma \xi^2q_2} + \frac{c_7 + 2}{1 - \gamma \xi^2q_1},$$

$$e^{2\mu_2} = -\frac{1}{2} (\sigma - c_6 + c_7) - \frac{c_6 - 2}{1 - \gamma \xi^2q_2} + \frac{c_7 + 2}{1 - \gamma \xi^2q_1},$$  \hspace{1cm} (3.22)

and

$$\frac{k}{1 - \xi^2} = -(c_6 - 2) \frac{q_2 \gamma \xi^2q_2}{(1 - \gamma \xi^2q_2)^2} + \frac{q_2 \gamma \xi^2q_2}{1 - \gamma \xi^2q_2} - (c_7 + 2) \frac{q_1 \gamma \xi^2q_1}{(1 - \gamma \xi^2q_1)^2} - q_1 \gamma \xi^2q_1.$$

The parameters $\gamma_2$, $c_6$ and $c_7$ determine the values of the scalars at infinity ($\xi = 1$). If one requires that the solution goes to the supersymmetric critical point at infinity, where all the $\mu_j$ vanish, one must take:

$$\gamma_2 = 1, \quad c_6 = 2, \quad c_7 = \frac{(1 - \gamma) \sigma - 4}{1 + \gamma}.$$  \hspace{1cm} (3.24)

This leads to:

$$e^{2\mu_0} = \frac{\xi^2q_2 (1 - \gamma \xi^2q_1) + \beta \xi^2q_1 (1 - \gamma \xi^2q_2)}{\xi^2q_2 (1 - \gamma \xi^2q_1) - \beta \xi^2q_1 (1 - \gamma \xi^2q_2)},$$  \hspace{1cm} (3.25)

$$(e^{2\mu_1} - \frac{1}{2} \sigma e^{2\mu_0}) = -\frac{1}{2} (\sigma - 2) \frac{(1 - \gamma) (1 + \gamma \xi^2q_1)}{(1 + \gamma) (1 - \gamma \xi^2q_1)},$$  \hspace{1cm} (3.26)

$$e^{2\mu_2} - 1 = -(\sigma - 2) \frac{\gamma_1}{1 + \gamma_1} \frac{1 - \xi^2q_1}{1 - \gamma_1 \xi^2q_1},$$

$$\frac{k}{1 - \xi^2} = \frac{q_2 \xi^2q_2}{1 - \xi^2q_2} - q_1 \gamma \xi^2q_1 - (\sigma - 2) \frac{(1 - \gamma) (1 + \gamma)}{(1 + \gamma) (1 - \gamma \xi^2q_1)^2}.$$  \hspace{1cm} (3.27)

In particular, this implies

$$(e^{2\mu_1} - 1) + (e^{2\mu_2} - 1) - \frac{1}{2} \sigma (e^{2\mu_0} - 1) = 0.$$  \hspace{1cm} (3.28)

One should also recall that there is the constraint (3.10), which now becomes

$$q_1^2 \gamma_1 - \beta^2 q_2^2 = 0.$$  \hspace{1cm} (3.29)

To summarise how the results from this and the previous section combine. Demanding that the scalars, $\mu_j$, vanish at infinity, we have the same constraints, irrespective of the value of $\sigma$:

$$q_2 = 1, \quad 0 \leq \gamma_1 \leq 1, \quad \gamma_2 = 1, \quad q_1^2 \gamma_1 = \beta^2, \quad c_4 = -2, \quad c_5 = 2, \quad c_8 = 1 - q_1,$$

$$c_6 = 2, \quad c_7 = \frac{(1 - \gamma_1) \sigma - 4}{1 + \gamma_1}.$$  \hspace{1cm} (3.30)
On the other hand, if the $\mu$ scalars are not required to vanish at infinity, then we have 2 cases:

\[
\sigma \neq 0, \quad q_2 = 1, \quad 0 \leq \gamma_1 \leq 1, \quad \gamma_2 = 1, \quad q_1^2 \gamma_1 = \beta^2, \quad c_4 = -2, \quad c_5 = 2, \quad c_8 = 1 - q_1, \quad (3.31)
\]

and

\[
\sigma = 0, \quad q_2 = 1, \quad \gamma_1, \gamma_2 \leq 1, \quad q_1^2 \gamma_1 = \gamma_2 \beta^2, \quad c_4 = -2, \quad c_5 = 2, \quad c_8 = 1 - q_1. \quad (3.32)
\]

Each of (3.30), (3.31) and (3.32) leads to all the rest of the functions, given in appendix A, being regular as well.

To match with the solution given in [22] and section 2.8, one must take (3.30) and

\[
\sigma = 2, \quad q_1 = (2p + 1), \quad \beta = -(2p + 1) \gamma^2, \quad \gamma_1 = \gamma^4. \quad (3.33)
\]

The standard $(1, 0, n)$ superstratum solution, given in section 2.7, is obtained in the same case, (3.30), by setting $q_1 = 2n + 1$, $q_2 = 1$, $\gamma_1 = 0$ and taking the limit $\sigma \to \infty$, $\beta \to 0$, with $\sigma \beta = -\frac{1}{4} \alpha^2$ finite.

4 Features of the six-dimensional uplift

The complete uplift formulae are given in [12], however we will focus on a subset of the fields, and especially upon the metric. To write the Ansatz for the uplift one defines the $S^3$ by introducing four Cartesian coordinates, $x^I$, on $\mathbb{R}^4$, obeying the constraint $x^I x_I = 1$.

One also defines

\[
\Delta = m_{IJ} x^I x^J, \quad (4.1)
\]

where $m_{IJ}$ is the matrix of scalars, (2.2), in three dimensions. The six-dimensional metric ansatz is then given by:

\[
ds_6^2 = -(\det m_{IJ})^{-1/2} \Delta^{1/2} \bar{d}s_3^2 + g_0^{-2} (\det m_{IJ})^{1/2} \Delta^{-1/2} m^{IJ} \bar{D} x^I \bar{D} x^J, \quad (4.2)
\]

where $ds_3^2$ is the three-dimensional metric, (2.21), and $\bar{D}$ is the covariant derivative defined in (2.4). The $-$ sign in front of $ds_3^2$ is to convert the metric into “mostly plus” signature.

The six-dimensional scalars, the dilaton and axion, are given by:

\[
e^{-\sqrt{2} \varphi} = \Delta, \quad X = \chi_I x^I. \quad (4.3)
\]

The standard BPS form of the six-dimensional metric is:

\[
ds_6^2 = -\frac{2}{\sqrt{P}} (dv + \hat{\beta})(dv + \omega + \frac{1}{2} \mathcal{F}(dv + \hat{\beta})) + \sqrt{P} ds_4^2, \quad (4.4)
\]

where $ds_4^2$ is a metric on a base manifold, $\mathcal{B}$. (We have relabelled the fibration vector as $\hat{\beta}$ so as to avoid confusion with the parameter, $\beta$, in our solutions.) Our primary goal is to use (4.2) to determine the various pieces of this metric. Indeed, supersymmetry requires the
base metric, \( ds^2_4 \), to be hyper-Kähler and \( d\tilde{\beta} \) to be self dual on \( \mathcal{B} \). As we will see, the result is a new family of elliptically deformed, two centered ambi-polar hyper-Kähler metrics.

We should note, at this point, that one might have expected to get a standard super-stratum in which the base metric is \( \mathbb{R}^4 \) and the fields depend on the \( v \)-coordinate in six dimensions. However, at the outset, we chose a gauge in which the fields are independent of \( \psi \), and hence \( v \). This gauge choice is equivalent to a spectral flow that converts the canonical \( \mathbb{R}^4 \) base into a two centered ambi-polar hyper-Kähler metric.

While we are not going to compute the detailed uplifts of the tensor gauge fields, we note that the tensor gauge field components, usually denoted by \( \Theta^{(4)} \), are proportional to the components, \( B^4_{ij} \), in the uplift formula given in [12]:

\[
B^4_{ij} = \left(-\frac{\sqrt{2}}{g_0}\right) \frac{1}{2} \omega_{ijk} \delta^{kl} \Delta^{1/2} \partial_l \left(\Delta^{-1/2} X\right). \quad (4.5)
\]

Note that the scalar, \( X \), is the axion, whose uplift is given in (4.3), and this is the field that one calls \( Z_4 \) in six dimensions.

The important thing to note here is that if \( \sigma = 0 \), then \( \nu \equiv 0 \), which means that \( X \equiv 0 \) and hence \( (Z_4, \Theta^{(4)}) \) vanish identically. In the standard superstratum, the pair, \( (Z_4, \Theta^{(4)}) \), are the momentum-carrying “seeds” of the solution. However, in our work, the field \( \mu_0 \) can also carry momentum charge and in section 5 we will see how this can create a scaling superstratum.

4.1 The four-dimensional base metric

A straightforward but somewhat involved computation leads to the metric, \( ds^2_4 \), on the base manifold, \( \mathcal{B} \). One finds that this metric only depends on the four functions, \( \mu_0, F, G \) and \( H \) that appear in the lowest layer of the BPS equations described in section 3.1. We parametrize the \( S^3 \subset \mathbb{R}^4 \) using polar coordinates by taking:

\[
x^1 = \sin \theta \sin \varphi, \quad x^2 = \sin \theta \cos \varphi, \quad x^3 = \cos \theta \sin \chi, \quad x^4 = \cos \theta \cos \chi. \quad (4.6)
\]

As we will describe in detail below, we obtain a new family of ambi-polar, hyper-Kähler geometries, parametrized by \( \gamma_1, \gamma_2, q_1 \) and \( q_2 \). Indeed, the first-order system, (3.2), is precisely what defines the hyper-Kähler structure. We will also see that, for \( \gamma_2 = 1 \), these geometries are asymptotically locally-Euclidean (ALE) [32] in that they are asymptotic to the flat metric on \( \mathbb{R}^4/Z_{q_2} \) at infinity (\( \xi \to 1 \)). Thus, the choice \( q_2 = 1 \) makes the base geometries asymptotically Euclidean, and the coordinate reparametrization \( \xi \to \xi^\lambda \) used in section 3.4.1 to set \( q_2 = 1 \) may be viewed as “undoing” the \( Z_{q_2} \) orbifold. The ambi-polar structure of the metric then emerges through individual geometric charges, \( \frac{1}{2}(q_2 + q_1) \) and \( \frac{1}{2}(q_2 - q_1) \), in the interior.

It should be stressed that these geometries are not the canonical Gibbons-Hawking ALE metrics because they only have one \( U(1) \) isometry and, as we will see in section 4.1.2, this isometry is not tri-holomorphic. These metrics are expressed in terms of rational functions of \( \xi \), and are therefore not some variant of the Atiyah-Hitchin metric. They are thus completely new ambi-polar, hyper-Kähler geometries.
4.1.1 The base metric

The metric, \( ds_4^2 \), may be written as the sum of the squares of the frames:

\[
ds_4^2 = a^2 \sum_{i=1}^{4} (e^i)^2, \tag{4.7}
\]

\[
e^1 = \sqrt{\frac{H(\xi) \Gamma}{2}} \frac{d\xi}{\xi},
\]

\[
e^2 = \sqrt{\frac{H(\xi) \Gamma}{2}} \left[ \sinh(2\mu_0) \sin \theta \cos \sin 2\varphi \, d\theta 
- (\cosh(2\mu_0) - \sinh(2\mu_0) \cos 2\varphi) \sin^2 \theta \, d\varphi + \cos^2 \theta \, d\chi \right],
\]

\[
e^3 = \frac{1}{\sqrt{\Gamma}} \left[ (F(\xi) e^{-\mu_0} \sin^2 \theta - G(\xi) e^{\mu_0} \cos^2 \theta) \cos \varphi \, d\theta 
- e^{\mu_0} \sin \theta \cos \theta \sin \varphi (F(\xi) \, d\chi - G(\xi) \, d\varphi) \right],
\]

\[
e^4 = \frac{1}{\sqrt{\Gamma}} \left[ (F(\xi) e^{\mu_0} \sin^2 \theta - G(\xi) e^{-\mu_0} \cos^2 \theta) \sin \varphi \, d\theta 
+ e^{-\mu_0} \sin \theta \cos \theta \sin \varphi (F(\xi) \, d\chi - G(\xi) \, d\varphi) \right],
\]

where

\[
\Gamma \equiv G(\xi) \cos^2 \theta - F(\xi) (\cosh(2\mu_0) - \sinh(2\mu_0) \cos 2\varphi) \sin^2 \theta. \tag{4.9}
\]

This metric is positive definite for \( q_1 = q_2 \) and ambi-polar for \( q_1 > q_2 \). The latter is easily seen by taking \( \xi \to 0 \), where \( \mu_0 \to 0 \) and \( F \to \frac{1}{2}(q_1 - q_2), G \to \frac{1}{2}(q_1 + q_2) \), whence:

\[
\lim_{\xi \to 0} \Gamma = \frac{1}{2} (q_2 + q_1 \cos 2\theta). \tag{4.10}
\]

Since one has \( 0 < \theta < \frac{\pi}{2} \), this changes sign for \( q_1 > q_2 \). The general expression for \( \mu_0 = 0 \) is:

\[
\Gamma = \frac{1}{2} (G(\xi) - F(\xi)) + \frac{1}{2} (G(\xi) + F(\xi)) \cos 2\theta = \frac{q_2}{2} \left( \frac{1 + \gamma_2 \xi^{2q_2}}{1 - \gamma_2 \xi^{2q_2}} \right) + \frac{q_1}{2} \left( \frac{1 + \gamma_1 \xi^{2q_1}}{1 - \gamma_1 \xi^{2q_1}} \right) \cos 2\theta. \tag{4.11}
\]

We have computed the curvature of \( ds_4^2 \) and it is, as one should expect, non-trivial and self-dual for \( q_1 > q_2 \) and that of flat \( \mathbb{R}^4 \) for \( q_1 = q_2 \).

4.1.2 The complex structures

There is an obvious candidate for a Kähler form:

\[
J \equiv e^1 \wedge e^2 - e^3 \wedge e^4. \tag{4.12}
\]

This is manifestly anti-self-dual, and one can easily verify that it is closed as a result of the differential identities (3.2). The other two complex structures, \( K \) and \( L \), are almost as simple, and are defined by:

\[
K \equiv (e^1 \wedge e^3 + e^2 \wedge e^4) \cos \chi + (e^1 \wedge e^4 - e^2 \wedge e^3) \sin \chi,
\]

\[
L \equiv -(e^1 \wedge e^3 + e^2 \wedge e^4) \sin \chi + (e^1 \wedge e^4 - e^2 \wedge e^3) \cos \chi. \tag{4.13}
\]
These are again manifestly anti-self-dual and are closed by virtue of the differential identities (3.2).

One should note that $\frac{\partial}{\partial \chi}$ is a Killing vector of the metric $ds_4^2$, but it is not tri-holomorphic because of the $\chi$-dependence in (4.13).

It is elementary to obtain potentials for these Kähler forms:

$$J = dA, \quad K + iL = dB,$$

$$A = -\frac{1}{2} \left[ \frac{1}{2\xi} H(\xi) \sinh(2\mu_0) \sin^2 \theta \sin 2\varphi \, d\xi + G(\xi) \sin^2 \theta \, d\varphi + F(\xi) \cos^2 \theta \, d\chi \right],$$

$$B = e^{-i\chi} \left( e^{\mu_0} \cos \varphi + i e^{-\mu_0} \sin \varphi \right) \sqrt{\frac{H(\xi)}{2}} \left[ \frac{G(\xi)}{\xi} \sin \theta \cos \theta \, d\xi - \sin^2 \theta \, d\theta - i \sin \theta \cos \theta \, d\chi \right].$$

While one can choose any linear combination of $J, K$ and $L$ to define a complex structure, we will use $J_{\mu\nu}$ as the complex structure henceforth.

### 4.1.3 Some complex coordinates and the hermitian form of the metric

Using $J_{\mu\nu}$ as the complex structure, one can define holomorphic coordinates:

$$z_1 \equiv \frac{(e^{\mu_0} \cos \varphi - i e^{-\mu_0} \sin \varphi)}{\sqrt{\sinh 2\mu_0}} \sin \theta, \quad z_2 \equiv e^{i\chi} \sqrt{H(\xi)} \sin 2\mu_0 \cos \theta.$$ 

The metric, $ds_4^2$ can then be written in hermitian form:

$$ds_4^2 = A_1 |dz_1|^2 + A_2 |dz_2|^2 + A_3 \left( \frac{dz_1}{z_1} \frac{d\bar{z}_2}{\bar{z}_2} + \frac{d\bar{z}_1}{\bar{z}_1} \frac{dz_2}{z_2} \right) - i A_4 \left( \frac{dz_1}{z_1} \frac{d\bar{z}_2}{\bar{z}_2} - \frac{d\bar{z}_1}{\bar{z}_1} \frac{dz_2}{z_2} \right).$$

We then find:

$$A_1 = 2 \sinh(2\mu_0) \left[ G(\xi) + Q \left( \cosh(2\mu_0) - \sinh(2\mu_0) \cos 2\varphi \right) \sin^2 \theta \right],$$

$$A_2 = \frac{2}{H(\xi) \sinh(2\mu_0)} \left[ - F(\xi) + Q \cos^2 \theta \right],$$

$$A_3 = Q \sin^2 \theta \cos^2 \theta, \quad A_4 = -Q \sinh(2\mu_0) \sin^2 \theta \cos^2 \theta \sin 2\varphi.$$ 

where

$$Q \equiv \frac{1}{1-s} \left( F(\xi) G(\xi) + \frac{1}{4} H(\xi) \right) = \frac{1}{4s} \left( q_1^2 \beta^2 \right).$$

It is interesting to note that for $q_1 = q_2$ one has $Q \equiv 0$, which means $H(\xi) = -2F(\xi) G(\xi)$. Moreover, one has:

$$G \sinh(2\mu_0) = \frac{2q_1 \beta}{1-\beta^2}. $$

As a result, the metric defined by (4.16) and (4.17) becomes

$$ds_4^2 = A_1 |dz_1|^2 + A_2 |dz_2|^2 = \frac{4q_1 \beta}{(1-\beta^2)} |dz_1|^2 + \frac{(1-\beta^2)}{2q_1 \beta} |dz_2|^2.$$ 

This is manifestly a flat metric in (scaled) Cartesian coordinates.
4.1.4 A Kähler potential

One can write the standard expression for the Kähler potential, $\mathcal{K}$, in terms of real variables implicitly as

$$A_\mu = \partial_\mu U + J_\mu^\nu \partial_\nu \mathcal{K},$$

(4.21)

where the potential, $A_\mu$, is given in (4.14) and $J$ is the complex structure defined by (4.12). The function, $U$, is simply a gauge transformation reflecting an implicit gauge choice in (4.14).

A straightforward computation leads to a solution:

$$U = \frac{\beta}{8} \left( q_1 + q_2 \right) \frac{\xi^{q_1 - q_2} (1 - \gamma_2 \xi^{2q_2})}{(1 - \gamma_1 \xi^{2q_1})} - \frac{1}{4} \left( \beta \frac{\xi^{q_1 - q_2} (1 - \gamma_2 \xi^{2q_2})}{(1 - \gamma_1 \xi^{2q_1})} + \frac{q_2 \beta \xi^{q_1 - q_2}}{1 - \gamma_1 \xi^{2q_1}} \right),$$

(4.22)

4.2 The other parts of the six-dimensional metric

4.2.1 The warp factor

The warp factor, $\mathcal{P}$, is relatively straightforward. One finds that

$$\mathcal{P} = \frac{\Delta}{g_0 a^2 \Gamma^2},$$

(4.23)

where

$$\Delta \equiv m_{AB} x^A x^B = e^{2\mu_2} \cos^2 \theta + e^{2\mu_1} (\cosh(2\mu_0) - \sinh(2\mu_0) \cos 2\varphi) \sin^2 \theta.$$

(4.24)

4.2.2 The fibration vector

The connection, $\hat{\beta}$, of the $v$-fibration is given by:

$$\hat{\beta} = - \frac{R_y}{\sqrt{H(\xi) \Gamma}} e^2$$

$$= - \frac{R_y}{\sqrt{2} \Gamma} \left[ \sinh(2\mu_0) \sin \theta \cos \theta \sin 2\varphi \, d\theta \\
- (\cosh(2\mu_0) - \sinh(2\mu_0) \cos 2\varphi) \sin^2 \theta \, d\varphi + \cos^2 \theta \, d\chi \right].$$

(4.25)

where $e^2$ is one of the frames in (4.8).

One can then verify that one has:

$$\Theta_3 = d\hat{\beta}$$

$$= \frac{\sqrt{2} R_y}{\Gamma^2} (\cosh(2\mu_0) - \sinh(2\mu_0) \sin^2 \theta \cos 2\varphi) (e^1 \wedge e^2 + e^3 \wedge e^4)$$

$$+ 2 \frac{R_y F(\xi)}{\sqrt{H(\xi) \Gamma^2}} \sinh(2\mu_0) \sin \theta \cos \varphi \sin \varphi (e^1 \wedge e^3 - e^2 \wedge e^4)$$

$$+ e^{-\mu_0} \cos \varphi (e^1 \wedge e^4 + e^2 \wedge e^3).$$

(4.26)

This is manifestly a self-dual flux.
4.2.3 The momentum function and angular momentum vector

The momentum function, \( F \), is given by:

\[
F = 2 - \frac{2}{R_g^2 a^2 g_0^2} \left[ \frac{1}{\Gamma} (e^{2\mu_2} F(\xi)^2 + \frac{1}{2} e^{2\mu_1} H(\xi))(\cosh(2\mu_0) - \sinh(2\mu_0) \cos 2\varphi) \sin^2 \theta \\
+ \frac{1}{\Gamma} (e^{2\mu_1} G(\xi)^2 + \frac{1}{2} e^{2\mu_2} H(\xi)) \cos^2 \theta - \frac{2k}{1 - \xi^2} \right].
\]

(4.27)

The non-trivial components of the angular momentum vector are:

\[
\omega \equiv \omega_\theta d\theta + \omega_\varphi d\varphi + \omega_\chi d\chi,
\]

(4.28)

with

\[
\omega_\theta = -\frac{\sqrt{2}}{R_g a^2 g_0^2} \sinh(2\mu_0) \sin \theta \cos \theta \sin 2\varphi \left( e^{2\mu_1} G(\xi) + \omega_0 \right),
\]

\[
\omega_\varphi = \frac{\sqrt{2}}{R_g a^2 g_0^2} \Gamma \left( \cosh(2\mu_0) - \sinh(2\mu_0) \cos 2\varphi \right) \sin^2 \theta \left( e^{2\mu_1} G(\xi) + \omega_0 \right),
\]

(4.29)

\[
\omega_\chi = \frac{\sqrt{2}}{R_g a^2 g_0^2} \Gamma \cos^2 \theta \left( e^{2\mu_2} F(\xi) - \omega_0 \right)
\]

where \( Q \) is defined in (4.18) and

\[
\omega_0 \equiv -\frac{k}{1 - \xi^2} - \frac{1}{2} R_g^2 a^2 g_0^4 + Q \Delta.
\]

(4.30)

4.3 Asymptotics and conserved charges

We can extract the conserved charges of the geometries according to the methods of [13].

At large \( r \), the momentum function limits to a constant value:

\[
\lim_{r \to \infty} F = 2 + \frac{2}{R_g^2 a^2 g_0^4} \left( 2q_1 - q_2 - \frac{q_1 \sigma}{1 - \sqrt{\gamma_1}} + \frac{q_1 (\sigma - 2)}{1 + \gamma_1} \right).
\]

(4.31)

In order to get the correct \( \text{AdS}_3 \times S^3 \) asymptotics, this constant must vanish [12, 13]. This leads to the following constraint, which is akin to what is often called the “regularity condition” of superstrata:

\[
R_g^2 a^2 g_0^4 = q_2 - 2q_1 + \frac{q_1 \sigma}{1 - \sqrt{\gamma_1}} - \frac{q_1 (\sigma - 2)}{1 + \gamma_1}.
\]

(4.32)

As we will discuss below, the positivity of the left-hand side places bounds on \( \sigma \) and \( \gamma_1 \).

Upon applying the constraint, the momentum function then decays at infinity as

\[
F = -\frac{q_1^2 - q_2^2}{2R_g^2 g_0^4 r^2} + O \left( \frac{a}{r} \right)^4.
\]

(4.33)
The fibration and angular momentum vectors, $\hat{\beta}$ and $\omega$, also decreases as $1/r^2$ at infinity:

$$
\hat{\beta} = \frac{R_y}{\sqrt{2}} \left[ \sin^2 \theta \, d\varphi - \cos^2 \theta \, d\chi \right] \frac{a^2}{r^2} + O \left( \frac{a}{r} \right)^4,
$$

$$
\omega = \frac{R_y}{\sqrt{2}} \left[ 1 + \frac{q_1 - q_2}{R_y^2 a^2 g_0} \right] \left[ \sin^2 \theta \, d\varphi + \cos^2 \theta \, d\chi \right] \frac{a^2}{r^2} + O \left( \frac{a}{r} \right)^4.
$$

(4.34)

Using these results, one can then follow the procedure described in [13] to read-off the conserved charges:

$$
\hat{\beta}_\phi + \hat{\beta}_\chi + \omega_\phi + \omega_\chi = \frac{\sqrt{2}}{r^2} (J_L - J_R \cos 2\theta) + \mathcal{O}(r^{-4}),
$$

$$
F = -\frac{2Q_P}{r^2} + \mathcal{O}(r^{-4}),
$$

(4.35)

leading to:

$$
J_L = \frac{R_y}{2} \left( a^2 + \frac{q_1 - q_2}{R_y^2 g_0} \right), \quad J_R = \frac{a^2 R_y}{2}, \quad Q_P = \frac{q_1^2 - q_2^2}{4R_y^2 g_0^2}.
$$

(4.36)

### 4.4 Inverting the spectral flow

Because of the gauge choices described in section 2.4, our six-dimensional solution is $v$-independent even though it carries momentum charge. The more canonical formulation as a superstratum would involve a topologically trivial $\mathbb{R}^4$ base and would have explicit $v$-dependence in the fluctuating modes, and trivial constant terms in the magnetic potentials. To convert the canonical superstratum into the solution presented here one needs to do a spectral flow of the form:

$$
\varphi \rightarrow \varphi - \frac{1}{2} (q_1 - q_2) \psi, \quad \chi \rightarrow \chi - \frac{1}{2} (q_1 - q_2) \psi,
$$

(4.37)

which means the Hopf fiber of the Gibbons-Hawking space is shifted by:

$$
(\varphi + \chi) \rightarrow (\varphi + \chi) - (q_1 - q_2) \psi.
$$

(4.38)

This flow takes the trivial base to a base with GH charges $\frac{1}{2}(q_1 + q_2)$ and $\frac{1}{2}(q_1 - q_2)$. It also shifts the quantized CFT charges according to [33–37]:

$$
j_L \rightarrow j_L + \frac{c}{12} (q_1 - q_2), \quad h \rightarrow h + (q_1 - q_2) j_L + \frac{c}{24} (q_1 - q_2)^2,
$$

(4.39)

where $c = 6N_1 N_5$ is the central charge of the D1-D5 CFT. This translates into the following shift of the supergravity charges:

$$
J_L \rightarrow J_L + \frac{q_1 - q_2}{2R_y g_0}, \quad Q_P \rightarrow Q_P + (q_1 - q_2) \frac{J_L}{R_y} + \frac{(q_1 - q_2)^2}{4R_y^2 g_0^2}.
$$

(4.40)

---

6 We are using the standard conventions in which the excitations of the supertube are in the left-moving sector. Section D.5 of [12] uses the opposition conventions, swapping $J_L$ and $J_R$.

7 The translation between quantized and supergravity charges can be found in many places, see, for example, [13, 14].
This means that the canonical form of our new superstratum solution on an $\mathbb{R}^4$ base with $v$-dependent modes must have

$$J_L = J_R = \frac{a^2 R_y}{2}, \quad Q_P = \frac{q_1 - q_2}{2R_y^2 g_0^2} (q_2 - a^2 R_y^2 g_0^4). \quad (4.41)$$

These charges are determined by the fact that the spectral flow (4.40) applied to them results in the charges (4.36). The canonical superstratum therefore has $J_L = J_R \sim a^2$. The momentum charge determines the AdS$_3$ radius, $g_0^{-1} \equiv (Q_1 Q_5)^{1/4}$, and is related to the mode numbers and the amplitudes through the constraint (4.32). It is interesting to note that the expression for $Q_P$ may be rewritten as:

$$\frac{2 Q_P}{(q_1 - q_2)} + a^2 = \frac{q_2}{R_y^2 g_0^4} = \frac{q_2 Q_1 Q_5}{R_y^2}, \quad (4.42)$$

which is the analogue of the usual superstratum regularity condition.

5 An important example

The solution with $\sigma = 0$ may seem a rather degenerate limit of the solutions we have presented here, but it is perhaps one of the more significant results in this paper. As we noted at the beginning of section 4, setting $\sigma = 0$ removes the standard momentum carriers of the original superstratum. On the other hand, this solution can still have momentum charge carried by $\mu_0$. We will therefore examine this solution in more detail.

What makes it important is that the six-dimensional uplift only has excitations in the metric, the gauge fields $(Z_1, \Theta^{(2)})$ and $(Z_2, \Theta^{(1)})$, and the dilaton. The axion and flux, $(Z_4, \Theta^{(4)})$, are identically zero. If one takes the S-dual of such a D1-D5 superstratum, then it becomes a pure F1-NS5 superstratum whose excitations lie only in the NS-NS sector of the theory: there are no R-R excitations. This means one has the possibility of using exact world-sheet methods for exploring these geometries.

While such solutions exist for arbitrary $\gamma_1, \gamma_2 \leq 1$, we will focus on smooth solutions that limit to the supersymmetric critical point at infinity. That is, we impose (3.30), with $\sigma = 0$, and use the general solution given in (2.44), (3.15), (3.16), (3.17) and appendix A:

$$\nu \equiv 0, \quad e^{2 \mu_0} = \frac{(1 - \lambda^2 \xi^{2q_1}) + \lambda q_1 \xi^{q_1-1} (1 - \xi^2)}{(1 - \lambda^2 \xi^{2q_1}) - \lambda q_1 \xi^{q_1-1} (1 - \xi^2)}, \quad (5.1)$$

$$e^{2 \mu_1} = 1 + \frac{2 \lambda^2 (1 - \xi^{2q_1})}{(1 + \lambda^2)(1 - \lambda^2 \xi^{2q_1})}, \quad e^{2 \mu_2} = 1 + \frac{2 \lambda^2 (1 - \xi^{2q_1})}{(1 + \lambda^2)(1 - \lambda^2 \xi^{2q_1})}, \quad (5.1)$$

where we have solved the constraint in (3.20) by introducing a new parameter, $\lambda$:

$$\beta \equiv \lambda q_1, \quad \gamma_1 \equiv \lambda^2. \quad (5.2)$$
The metric functions\(^8\) are:

\[
\Omega_0^2 = \frac{(1-\lambda^2)(1+\lambda^2 \xi^{2q_1})}{(1+\lambda^2)(1-\lambda^2 \xi^{2q_1})} \left(1 + \frac{2\lambda^2 (1-\xi^{2q_1})}{(1+\lambda^2)(1-\lambda^2 \xi^{2q_1})} - \frac{(1-\xi^2)^2}{(1-\lambda^2 \xi^{2q_1})^2}\right), \quad (5.3)
\]

\[
\Omega_1 \equiv 1, \quad k = \frac{\xi^2}{1-\xi^2} + \frac{q_1 \lambda^2 \xi^{2q_1}}{(1+\lambda^2)(1-\lambda^2 \xi^{2q_1})^2}. \quad (5.4)
\]

For completeness, we re-state the gauge fields in terms of the other fields and the functions \(F\) and \(G\), (3.6), with parameters fixed by (3.30), which provides the easiest way of obtaining expressions for them:

\[
\Phi_1 = \frac{1}{2} e^{-2\mu_2}, \quad \Psi_1 = \frac{1}{2} \left( F(\xi) + \frac{k}{1-\xi^2} e^{-2\mu_2} \right),
\]

\[
\Phi_2 = \frac{1}{2} (1 - e^{-2\mu_1}), \quad \Psi_2 = \frac{1}{2} \left( G(\xi) - 1 - \frac{k}{1-\xi^2} e^{-2\mu_2} \right), \quad (5.5)
\]

\[
F = \frac{1}{2} \left[ q_1^2 \frac{1 + \lambda^2 \xi^{2q_1}}{1 - \lambda^2 \xi^{2q_1}} - 1 + \xi^2 \right], \quad G = \frac{1}{2} \left[ q_1 \frac{1 + \lambda^2 \xi^{2q_1}}{1 - \lambda^2 \xi^{2q_1}} + 1 + \xi^2 \right].
\]

6 Asymptotically \(\text{AdS}_2 \times S^1\) geometries

We now return to superstrata with generic values of \(\sigma\) and to obtain a better understanding of these solutions, it is useful to track the evolution of the length of the \(\psi\)-circle in the 3-dimensional geometry (2.21):

\[
L_\psi(\xi) = \frac{2\pi}{R_{\text{AdS}}} \sqrt{g_{\psi\psi}}. \quad (6.1)
\]

We can generally identify three distinct regions:

- Close to the origin of space, one has \(L_\psi(r) \sim 2\pi r/a\), the solution caps off smoothly with no conical singularity.

- There is an intermediate regime where \(L_\psi(\xi)\) remains constant, which means that the size of the circle is fixed, and the geometry is approximately \(\text{AdS}_2 \times S^1\). We call this region the throat.

- Asymptotically, the size of the circle typically grows linearly with \(r\), forming an \(\text{AdS}_3\) region. It is given by

\[
L_\psi(r) \sim r \to \infty 2\pi C \left( \frac{r}{a} \right), \quad \text{or equivalently} \quad L_\psi(\xi) \sim \xi \to 1 \frac{2\pi C}{\sqrt{1-\xi^2}}, \quad (6.2)
\]

where \(C\) is a constant that depends on the exact solution we are looking at. We can compute it using (3.9) and (3.25)–(3.27). Its value depends on the parameters \(\beta\) and \(\sigma\), and on the modes \(q_1\) and \(q_2\):

\[
C^2 = q_3 - 2q_1 + \frac{\sigma q_1^2}{q_1 - q_2} \beta - \frac{(\sigma - 2) q_1^2}{q_1^2 + q_2^2} \beta^2. \quad (6.3)
\]

\(^8\)To go to the canonically normalised time, discussed in the footnote before (2.44), the parameter \(s\) of the time rescaling, \(\tau \to s \tau\), is \(s = \frac{1+(1-2q_1)\lambda^2}{1+\lambda^2}\).
Figure 1. Plots of $\log L_\psi$ against $x$, where $\xi = \frac{e^x}{\sqrt{e^{2x}+1}}$. In the first graph we have taken $\sigma = 2$, $\beta = -\frac{q_1}{2q_1-1} + \frac{1}{2q_1}$. Here $C^2$ has a small positive value, and we identify the two $AdS_3$ regions of linear growth separated by a plateau, which is the throat. The second graph corresponds to $\sigma = 2$, $\beta = -\frac{q_1}{2q_1-1}$, $q_1 = 5$. For this solution, $C$ is zero, and the asymptotic $AdS_3$ region is not present.

Note that using the regularity condition (4.32), one can write $C$ simply in terms of the radii of the supertube locus and of the $AdS$ space:

$$C^2 = \frac{R_y^2 a^2 g_0^4}{1 + \gamma^2}. \tag{6.4}$$

More precisely, when $C^2$ is positive, $L_\psi$ grows linearly at infinity, and the geometry is asymptotically $AdS_3$. But at certain values of the parameters, when $C = 0$, the size of the circle is kept finite at infinity, the asymptotically $AdS_3$ region disappears, the throat becomes infinite, and the geometry is asymptotically $AdS_2 \times S^1$. If we keep on increasing the parameters, we reach a regime where $C^2$ is negative, the solution then develops closed time-like curves and is therefore unphysical.

To illustrate this behaviour, we take $q_2 = 1$ and plot, in figure 1, the logarithm of the length of the circle, $\log L_\psi$, against $x$, defined through $\xi = \frac{e^x}{\sqrt{e^{2x}+1}}$. This is done, as an example, on the special locus, (3.33). There we obtain

$$C^2 = \frac{1 - (4p + 1)\gamma^2}{1 + \gamma^2} = \frac{1 - (2q_1 - 1)\gamma^2}{1 + \gamma^2}, \tag{6.5}$$

where $q_1 = 2p + 1$ as in (3.33). Asking for $C^2$ to be positive, we find again the condition given in (2.64):

$$\gamma^2 \leq \frac{1}{4p + 1} = \frac{1}{2q_1 - 1}, \quad \text{or equivalently} \quad -\beta \leq \frac{q_1}{2q_1 - 1}. \tag{6.6}$$

A choice of parameters for which this bound is respected is shown on the left graph of figure 1. The aforementioned three regions are identified as follows: the linear growth on the left corresponds to the cap; the plateau, in the middle, is the throat; and the growing part to the right signifies the $AdS_3$ region.

The bound is saturated when $C = 0$. The solutions saturating the bound are asymptotically $AdS_2 \times S^1$ geometries, as shown on the right graph of figure 1.
Figure 2. Plot of $C^2$, (6.3), for $q_1 = 5$, $q_2 = 1$, as a function of $\sigma$ and $\beta$. The red dashed-dotted lines indicates the $C = 0$ contour. In the region between them is where the values are positive. $C^2$ determines the size of the $\psi$ circle at infinity, in the asymptotically AdS$_3$ region.

More generally, moving away from the special locus, one finds that the length of the $\psi$ circle at infinity when $C = 0$ is:

$$L_{\psi}^{(\infty)} = \sqrt{2q_2 (q_1 - q_2)} \pi.$$  \hspace{1cm} (6.7)

The solutions of the equation $C = 0$ describe a contour in the plane $(\sigma, \beta)$, that separates it into two regions: the physical region, and the region with CTCs. This is represented on figure 2, for $q_1 = 5$ and $q_2 = 1$. Alternatively, one can replace $\sigma$ by $\alpha^2 = -4\beta\sigma$ — a better parametrisation in relation to the standard superstratum in our three-dimensional notation, and plot the contour $C = 0$ in the $(\alpha, \beta)$ plane. This is done in figure 3, using once again $q_1 = 5$ and $q_2 = 1$. We recover a similar result to the one presented in figure 12 of [21].

Because of (6.4), the $C = 0$ locus can also be identified with the “$\alpha \to 0$ limit” of superstrata geometries. In the standard construction of the latter, there are two ways of taking that limit. To see that, one needs to transform back to the original $r$ coordinate, (2.20).
Figure 3. Plot of $C^2$, (6.3), for $q_1 = 5$, $q_2 = 1$, as a function of $\alpha$ and $\beta$. The red dashed-dotted lines indicates the $C = 0$ contour, which encloses the region of positive values. $C^2$ determines the size of the $\psi$ circle at infinity, in the asymptotically AdS$_3$ region.

Then, one possibility is to keep $r$ finite and take $a \to 0$, this leads to an asymptotically AdS$_3$ geometry with an infinitely-deep throat at the origin and a metric approaching that of extremal BTZ. The other option is to take both $r \to 0$ and $a \to 0$, while keeping the ratio $r/a$ fixed. This is a choice we have implicitly made by using the compactified radial variable, $\xi$. As we have seen, it produces an asymptotically AdS$_2 \times S^1$ spacetime, as the AdS$_3$ region is pushed to an infinite distance, with a smooth AdS$_3$ cap at the origin.

The significance of the $a \to 0$ limit for the standard superstratum and a resolution to the issue of whether a black hole solution can be obtained as a limit of such a horizonless geometry is discussed in [38].

We have therefore shown, and depicted in figure 1, that our new superstrata, including the family in section 5 that can be $S$-dualised to a solution with only NS-fields, can exhibit the deep scaling behavior of the standard superstrata as the momentum charge is increased towards its maximum value. Intriguingly enough, one can see from (3.25) and (3.26) that
Figure 4. Plots of $\mu_0$ against $\xi$. In the first graph we have taken $\sigma = 2$, $\beta = -\frac{q_1}{(2q_1-1)^2} + \frac{1}{10^6}$, $q_1 = 5$. The second graph corresponds to $\sigma = 2$, $\beta = -\frac{q_1}{(2q_1-1)^2}$, $q_1 = 5$.

the scalars $\mu_0$, $\mu_1$ and $\mu_2$ remain smooth and bounded even in the deepest such superstrata, except when $q_1 = q_2$. See, for example, figure 4, which shows a plot of $\mu_0$ on the special locus, (3.33), where $\mu_0 = \mu_1$ and $\mu_2 = 0$. We use the same values of the parameters as in figure 1, and while that leads to different spacetime asymptotics, $\mu_0$ barely changes. This means that the elliptical deformation also remains bounded and goes nowhere near “flattening the ellipse.”

7 Final comments

Despite the very significant restrictions imposed by a consistent truncation to three-dimensional gauged supergravity, it is evident that the truncated theory still contains very interesting new branches of the moduli space of superstrata.

Perturbative analysis around supertubes, $\text{AdS}_3 \times S^3$ and within the dual CFT reveal the complete family of superstratum deformations [25, 28–30, 39], however the challenge is to “integrate” these perturbations to finite explorations of the moduli space. If the perturbations lie within the linear BPS structure, then such integration is trivial and such deformations have been extensively exploited in the construction of superstrata. Finite metric deformations are probably the most non-trivial moduli spaces because they involve tensorial quantities that explore the fully non-linear part of the BPS equations. It is therefore very fortunate that three-dimensional supergravity enables us to construct examples of precisely such geometries.

In this paper we have used three-dimensional supergravity to construct superstrata based on elliptically-deformed supertubes and uplift the results to six dimensions. The resulting geometries have reduced symmetry (compared to standard superstrata) and it would have been very challenging to construct them directly in six dimensions. However, now that the structure has been elucidated it may well be possible to generalize the results presented here to obtain new families of multi-mode superstrata directly in six dimensions.

There are also two important by-products of this work.

---

$^9$Here, we are only considering solutions where the $\mu_j$ scalars are taken to vanish at infinity.
On the more formal side, we have obtained new classes of ambi-polar, hyper-Kähler manifolds in four dimensions: geometries that only have a $U(1)$ isometry and this isometry is not tri-holomorphic. One can think of these solutions as elliptical deformations of the usual two-centered Gibbons-Hawking geometries: the parameter that causes the elliptical deformation of the supertube appears in the hyper-Kähler geometry, and if the deformation is set to zero, one recovers a two-centered Gibbons-Hawking geometry with geometric charges $(n + 1)$ and $-n$. While it may be a computational challenge, one could, in principle, construct whole new families of six-dimensional superstrata based of this new deformed hyper-Kähler manifold.

Perhaps the most important by-product is the construction of superstrata that lie purely in the NS sector of the underlying string theory. Standard superstrata involve momentum carriers encoded in the axion and the NS-fluxes, and these source further excitations in the dilaton and the RR fluxes [13]. The careful pairing of these excitations is known as “coiffuring,” and this was essential to the construction of smooth solutions. However, by opening up the metric deformations we have found a new way to create smooth solutions. One can start with only the dilaton and the RR fluxes ($C_2$ and $C_5$) of the original superstratum and smoothness can then be achieved through elliptical deformations of the base geometry. These are the solutions described in section 5. Since one only has RR-fluxes and no axion, the S-dual solution contains only excitations of the metric, the NS flux and the dilation, and is therefore contained purely within the NS sector of the supergravity, or string. While the complexity of these new geometries might be a little daunting, we expect they might find invaluable applications in probing quantum microstructure via exact world-sheet methods [28–30].

Indeed, world-sheet techniques have been extensively studied for elliptically deformed supertubes in [30], and we expect that such two-charge backgrounds correspond to our (zero-momentum) superstrata with $q_1 = q_2 = 1$. A particularly interesting limit of the supertubes considered in [30] arises when the ellipse is flattened out, and branes stretching across the supertube become massless. Our results suggest that adding momentum charge prevents the flattening of the supertube. However, branes stretching across the supertube can still become massless because, while such branes have finite world-volume, their mass is hugely red-shifted in a very deep throat. This is very reminiscent of the “W-branes” of [40], in which such wrapped branes retain a finite size in the fully back-reacted geometry but become massless, due to red-shifts, in the limit in which the throat of the microstate geometry becomes infinitely deep.

There are also a number of interesting questions within the purely three-dimensional setting. First there are some technical questions about the solutions presented here. We have focussed on solutions with $0 < \gamma_1, \gamma_2 < 1$, and especially on those with $\gamma_2 = 1$. While the $\gamma_i$ are required to have the same sign, we have not considered $\gamma_1, \gamma_2 \leq 0$. More broadly, we have only looked at a very restricted Ansatz, defined in section 2.4, which only includes the $(1, 0, n)$ superstratum. One could extend the Ansatz to include more general $(1, m, n)$ superstrata, and more general interactions between them. This may well lead to richer classes of six-dimensional geometries. One could also explore multi-mode solutions even within the $(1, 0, n)$ sector.
Then there are non-BPS microstrata [21, 22] that can be obtained from supersymmetry-breaking excitations of our new classes of superstrata. There are a huge range of possibilities here and some of them are being explored in forthcoming work [41], which considers a more general Ansatz in the spirit discussed in the previous paragraph, and offers new BPS geometries as well. Indeed, in constructing the three-dimensional gauged supergravities that contain superstrata [12], the original goal was to use this formulation to obtain interesting, non-BPS microstrata. As we remarked before, the three-dimensional formulation retains a remarkably rich BPS structure that already has the capacity to inform and advance our understanding of far more general classes of superstrata and advance exact world-sheet analysis of these backgrounds. It seems that the non-BPS structure in three dimensions affords even more options for probing black-hole microstructure.
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A General solutions for the rest of the fields

Here we explicitly present the general solutions to the fields that remain undetermined at the end of section 3.3. These can be obtained from (2.44), (2.45), (2.46) and (3.2) with the already derived solutions for $\mu_0$, $\mu_1$, $\mu_2$, $k$ and $\Omega_1$.

$$\nu = \sqrt{\frac{\sigma}{1-\xi^2} \left( 1 - \frac{\xi^2(1-\gamma_1 \xi^2 q_1) + \beta \xi^2(1-\gamma_2 \xi^2 q_2)}{(\xi^2(1-\gamma_1 \xi^2 q_1) - \beta \xi^2(1-\gamma_2 \xi^2 q_2))^2} \right)} \quad \text{(A.1)}$$

$$\Phi_1 = \frac{1}{2} \left( \frac{c_3}{1-\gamma_1 \xi^2 q_1} - \frac{c_4}{1-\gamma_2 \xi^2 q_2} + \frac{(1+\gamma_1 \xi^2 q_1)}{2(1-\gamma_1 \xi^2 q_1)} ((c_5 - 2) q_1 \log \xi + c_7) - \frac{(1+\gamma_2 \xi^2 q_2)}{2(1-\gamma_2 \xi^2 q_2)} ((c_4 + 2) q_2 \log \xi + c_6 - \frac{\sigma}{2}) \right)^{-1} \quad \text{(A.2)}$$

$$\Phi_2 = \frac{1}{2} \left( 1 - \frac{\sigma(1-\gamma_1 \xi^2 q_1) + \beta \xi^2(1-\gamma_2 \xi^2 q_2)}{2(1-\gamma_1 \xi^2 q_1) - \beta \xi^2(1-\gamma_2 \xi^2 q_2)} \right) \left( \frac{c_5}{1-\gamma_1 \xi^2 q_1} - \frac{c_4}{1-\gamma_2 \xi^2 q_2} - \frac{(1+\gamma_1 \xi^2 q_1)}{2(1-\gamma_1 \xi^2 q_1)} ((c_5 - 2) q_1 \log \xi + c_7) - \frac{(1+\gamma_2 \xi^2 q_2)}{2(1-\gamma_2 \xi^2 q_2)} ((c_4 + 2) q_2 \log \xi + c_6) \right)^{-1} \quad \text{(A.3)}$$

$$\Psi_1 = \frac{1}{4} \left( q_2 - \frac{2 q_2}{1-\gamma_2 \xi^2 q_2} - q_1 - \frac{2 q_1}{1-\gamma_1 \xi^2 q_1} \right) - \left( \frac{(c_4 + 2) q_2 \log \xi + c_4 + c_6}{q_2 \xi^2 q_1} - \frac{q_2 \xi^2 q_1}{1-\gamma_2 \xi^2 q_2} \right) + \frac{1}{2} \frac{c_4 q_2}{1-\gamma_2 \xi^2 q_2} + \frac{(c_5 - 2) q_1 \log \xi + c_7}{(1-\gamma_1 \xi^2 q_1)^2} + \frac{1}{2} \frac{c_5 q_1}{1-\gamma_2 \xi^2 q_2} + \frac{c_8}{2(1-\gamma_2 \xi^2 q_2)} \right) \quad \text{(A.4)}$$
\[
\Psi_2 = \frac{-1}{2} + \frac{q_1 + q_2 + q_1}{4} \left[ \frac{2 \xi^{2q_2} \xi(1-\gamma^2 \xi q_2)}{2(1-\gamma\xi q_2)^2} - \frac{2(1-\gamma\xi q_2)}{1-\gamma\xi q_2} \right] + \frac{q_2^2}{2} \left[ \frac{2}{1-\gamma\xi q_2} - \frac{2\beta^{2} \xi^{2q_1}(1-\gamma\xi q_1)^2}{2(1-\gamma\xi q_1)^2} \right] - \frac{\gamma^2 q_1^2(1-\gamma\xi q_1)}{2(1-\gamma\xi q_1)^2} \right] - \frac{\gamma q_1 q_2^2(2q_1 + q_2)}{2(1-\gamma\xi q_2)^2} + \frac{2}{2(1-\gamma\xi q_2)} \Bigg[ \left( (c_4 + 2) q_2 \log \xi + c_4 + c_6 \right) + \frac{q_2^2}{2(1-\gamma\xi q_2)^2} \right] + \frac{1}{2} \left[ \left( (c_5 - 2) q_1 \log \xi + c_5 + c_7 \right) \left( \frac{q_1 q_2^2 q_2}{2(1-\gamma\xi q_2)^2} \right) \right] \times \left[ \frac{\sigma(\xi^{2q_2} \xi(1-\gamma\xi q_2) + \beta^{2} \xi^{2q_1}(1-\gamma\xi q_1)}{2(\xi^{2q_2} \xi(1-\gamma\xi q_2) - \beta^{2} \xi^{2q_2}(1-\gamma\xi q_2))} \right] - \frac{c_5}{1-\gamma\xi q_2} \right]^{-1},
\]

(A.5)

\[
\Omega_0 = \left[ \frac{(1-\xi^2)^2 (\gamma q_2^2 \xi^{2q_2} \xi(1-\gamma\xi q_2) - \gamma q_1 q_2 \xi^{2q_1} (1-\gamma\xi q_2)^2)^2}{4 \xi^{2q_2} \xi(1-\gamma\xi q_2)^2 (1-\gamma\xi q_2)^2} \right] \times \left( \frac{2c_5}{1-\gamma\xi q_1} - \frac{2c_4}{1-\gamma\xi q_2} - \sigma + \frac{(1+\gamma\xi q_1)}{1-\gamma\xi q_1} (c_5 - 2) q_1 \log \xi + c_7 \right) - \frac{(1+\gamma\xi q_2)}{1-\gamma\xi q_2} \left( (c_4 + 2) q_2 \log \xi + c_6 \right) \times \left( \frac{2c_5}{1-\gamma\xi q_1} - \frac{2c_4}{1-\gamma\xi q_2} \right) - \frac{(1+\gamma\xi q_1)}{1-\gamma\xi q_1} (c_5 - 2) q_1 \log \xi + c_7 - \frac{(1+\gamma\xi q_2)}{1-\gamma\xi q_2} \left( (c_4 + 2) q_2 \log \xi + c_6 \right) + \frac{\sigma(\xi^{2q_2} \xi(1-\gamma\xi q_2) + \beta^{2} \xi^{2q_1}(1-\gamma\xi q_2)^2)}{\xi^{2q_2} \xi(1-\gamma\xi q_2) - \beta^{2} \xi^{2q_2}(1-\gamma\xi q_2)^2} \right]^{1/2}.
\]
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