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Abstract

Indic languages like Hindi and Tamil are underrepresented in the natural language processing (NLP) field compared to languages like English. Due to this under-representation, performance on NLP tasks (such as search algorithms) in Indic languages are inferior to their English counterparts. This difference disproportionately affects those who come from lower socioeconomic statuses because they consume the most Internet content in local languages. The goal of this project is to build an NLP model that performs better than pre-existing models for the task of extractive question-answering (QA) on a public dataset in Hindi and Tamil. Extractive QA is an NLP task where answers to questions are extracted from a corresponding body of text. To build the best solution, we used three different models. The first model is an unmodified cross-lingual version of the NLP model RoBERTa, known as XLM-RoBERTa, that is pretrained on 100 languages. The second model is based on the pretrained RoBERTa model with an extra classification head for the question answering, but we used a custom Indic tokenizer, then optimized hyperparameters and fine tuned on the Indic dataset. The third model is based on XLM-RoBERTa, but with extra finetuning and training on the Indic dataset. We hypothesize the third model will perform best because of the variety of languages the XLM-RoBERTa model has been pretrained on and the additional finetuning on the Indic dataset. This hypothesis was proven wrong because the paired RoBERTa models performed the best as the training data used was most specific to the task performed as opposed to the XLM-RoBERTa models which had much data that was not in either Hindi or Tamil.

I. INTRODUCTION

Indic languages are underrepresented in the natural language processing (NLP) field compared to languages like English. For example, in the corpora provided by the Natural Language Toolkit (NLTK) [Arora 2020], over half of them are in English. Indic languages include Hindi, Tamil, Telugu, Malayalam, and others that originate from the Indian subcontinent, and are spoken by the 1.7 billion people that live on the Indian subcontinent. As seen in Table 1, around 57% speak Hindi, while only 10.6% speak English. An English-centric view is bad for the NLP community for a variety of reasons. First, English’s written script is different from other languages, and a focus on English or only English-like languages (such as French, German, Spanish, etc.) can make current systems work poorly on languages with different writing systems,
such as Chinese or Korean. Second, tokenization, which is the process of splitting a document into smaller pieces, such as paragraphs, sentences, or words, is more straightforward in English and other languages that have an easier way to define a “word.” However, in languages such as Tamil where one does not traditionally put spaces between words, the task of tokenizing changes and becomes completely different ([Bender] [2021]). Due to this under-representation, NLP tasks in Indic languages, such as search algorithms and sentiment analysis, have performance inferior to their English counterparts ([Arora] [2020]). This difference disproportionately affects those who come from lower socioeconomic statuses because they consume the most Internet content in local languages ([S] [2019]). One way to allow people to access information easier is to improve the performance of extractive question-answering algorithms on search engines in Indic languages. Extractive QA is an NLP task that extracts an answer to questions from a given body of text. This body of text is known as the context and normally contains the answer to the question provided. In the dataset we used, the contexts (and answers) came from Wikipedia articles, and the questions were generated by native speakers of both Hindi and Tamil. For this project, we will use Hindi and Tamil as train data as they are the ones provided by the Kaggle competition ([Google] [2021]) that inspired this project.

| Language | Speakers(M) | Speaker% in Pop. |
|----------|-------------|------------------|
| Hindi    | 692         | 57.1             |
| English  | 129         | 10.6             |
| Bengali  | 107         | 8.9              |
| Marathi  | 99          | 8.2              |
| Telugu   | 95          | 7.8              |
| Tamil    | 77          | 6.3              |
| Gujarati | 60          | 5                |
| Urdu     | 63          | 5.2              |
| Kannada  | 59          | 4.9              |
| Malayalam| 36          | 2.9              |
| Punjabi  | 36          | 3                |
| Assamese | 24          | 2                |
| Maithili | 14          | 1.2              |
| Sanskrit | 0.025       | 0.3              |

II. RELATED WORK

Previously, the task of extractive QA on English datasets was popularized in SQuAD: 100,000+ Questions for Machine Comprehension of Text ([Rajpurkar et al.] [2016]). This paper outlined the creation process for an English dataset for the task of Extractive QA. The questions were proposed by human annotators and based on Wikipedia articles. Similarly, the dataset that we used was also derived from Wikipedia articles and had questions produced by human annotators. However, our dataset is different because it is one of the first datasets produced in Hindi and Tamil. Currently, in English, the best models on extractive question answering use transformer models. Transformers are a computationally efficient deep learning model that intro-
duce attention which allows the model to give more or less importance to different parts of the input. This mechanism is particularly useful in the task of question answering because it allows the model to ignore the useless parts of the context and obtain the answer from the useful parts. We utilize transformer models such as XLM-RoBERTa and RoBERTa to achieve the highest performance on the task. We describe the changes we made to these pre-trained models in Section VI.

III. Task

Extractive question answering is the task of extracting the question to the answer from a corresponding context. The inputs for this task are a question, and a body of text known as the context. This body of text generally contains the answer; however, it does not have to. Certain datasets such as SQuADv2 [Rajpurkar et al. 2018] include questions with no answer provided, but the dataset that we use does not do this. The output for this task is a span of text in the context or a null value if the answer does not exist in the context. This output is presented to the end-user as the answer to the question.

IV. Evaluation Metric

We utilize the word-level Jaccard score for this task which tests text similarity between two strings. The python implementation for this method is below.

```python
def jaccard(str1, str2):
    a = set(str1.lower().split())
    b = set(str2.lower().split())
    c = a.intersection(b)
    d = (len(a) + len(b) - len(c))
    return float(len(c)) / d
```

This function takes the predicted answer and correct answer as inputs. Then, it defines 3 variables, known as a, b, and c. a and b are the correct answer and predicted answer respectively split into a list of characters. c is the common characters between both a and b, and d is the total number of characters in the inputs subtracted by the number of common characters. The function returns the number of common characters between both inputs divided by d. The equation to apply this metric is defined as such.

\[
\frac{1}{n} \sum_{i=1}^{n} jaccard(answer_{predicted}, answer_{correct})
\]

In this equation, \( n \) is the number of predictions made, \( jaccard \) is the function defined above, \( answer_{predicted} \) is the predicted answer and \( answer_{correct} \) is the correct answer. A Jaccard score of 0 means that none of the characters are the same between the predicted answer and the correct answer, and a score of 1 means that the two are identical. The implementation of this metric and the equation above are from the kaggle competition [Google 2021].

V. Data

For this project, all of our data came from the Kaggle competition called chaii - Hindi and Tamil Question Answering [Google 2021]. In this dataset, the context, question, answer text, the position of the starting word of the answer,
and language of the question are provided. Around 23% of the dataset (740 entries) is in Hindi while around 13% of the dataset (364 entries) is in Tamil. The entire dataset contains 1104 entries. The creators of the Kaggle competition created the dataset in two steps with help from native speakers of both Hindi and Tamil. First, in the question elicitation step, the native speakers were shown excerpts from Wikipedia articles in their respective languages. Based on these articles, participants were asked to create questions about the excerpts that they were genuinely interested in knowing the answer to. These questions did not have an answer that was in the Wikipedia article verbatim. After this, in the second step of answer labeling, more annotators were shown the questions from the previous step and the first Wikipedia article that the Google search for the question produced. The Wikipedia article selected was to be in Hindi for Hindi questions and Tamil for Tamil questions. The annotators were then asked to provide the first answer to the question shown in the Wikipedia article. If the answer to the question could not be found in this Wikipedia article, the question was thrown out and not included in the final dataset. For the training dataset, 1 annotator did the steps shown here. For the testing dataset, 3 annotators did the steps and a voting process determined the final answer. If there were disagreements, a separate pass was done to determine the final answer. This method may lead to some noise, however, this is representative of real-world scenarios and will lead to a more noise-tolerant model. This method was created in TydiQA (Clark et al. [2020]). Our validation dataset was a random 64 entries selected from the training set.

VI. Models

We evaluated the Hindi and Tamil extractive QA task on 4 models. The first two are based on XLM-RoBERTa and the last two are based on RoBERTa. To import all of these models into our code, we used a package called transformers which was provided by the NLP company Huggingface (Wolf et al. [2019]). A transformer is a computationally efficient deep learning model that introduces attention which allows the model to give more or less importance to different parts of the input. It does not use convolutions. These transformers are pre-trained models that can be used by Tensorflow or PyTorch depending on the model selected. For this project, we obtained the pre-trained XLM-RoBERTa model from the python package Transformers and the Indic version of RoBERTa from a Kaggle post. We next describe each model in detail.

i. XLM-RoBERTa

We first used an off-the-shelf version of XLM-RoBERTa (Conneau et al. [2019]). XLM-RoBERTa is a fork of RoBERTa which can work on any language. This is achieved by training the model on a large corpus of webcrawl data called the Common Crawl. The Common Crawl is a dataset that contains over 7 years of webcrawl data in over 40 languages. The question answering head applied to XLM-
RoBERTa was trained on the Stanford Question Answering Dataset (SQuAD) \cite{rajpurkar2018know}. This model was used as a baseline and was not trained on any Tamil or Hindi data.

ii. XLM-RoBERTa+finetune

Our second model is based on XLM-RoBERTa, but further trained on both the Hindi and Tamil data to gain further performance. We train for 2 epochs with a learning rate of $2 \times 10^{-5}$.

iii. RoBERTa + Hindi finetune/Tamil finetune

Our third and fourth models are based on RoBERTa \cite{liu2019roberta}. RoBERTa is a better trained version of BERT \cite{devlin2018bert} which trained with better hyperparameters and achieves higher NLP performance on all tasks. Since RoBERTa is a model trained purely on English, we had to obtain a tokenizer that was capable of tokenizing Hindi and Tamil text. To achieve this, we obtained a version of RoBERTa that was modified by WECHSEL \cite{minixhofer2021wechsel}. WECHSEL is a python package that initializes subword embeddings to transfer monolingual NLP models into different languages. For the purpose of this project, we obtained 2 versions of RoBERTa that were transferred into Hindi and Tamil respectively. Both of these models were trained exclusively on Hindi (RoBERTa+Hindi finetune) and Tamil (RoBERTa+Tamil finetune) QA data provided by the Kaggle competition. The hyperparameters for these models are identical. We trained for 4 epochs with batch size 12, learning rate $2 \times 10^{-5}$, and weight decay 0.01.

VII. Results

In this section, we describe the results of our models.

i. XLM-RoBERTa

For the XLM-RoBERTa model, we achieved a word-level Jaccard score of 0.656 on both the Hindi and Tamil dataset combined. This was on the validation set. For this project, this will serve as the baseline model that all other models are compared to.

ii. XLM-RoBERTa+finetune

For the XLM-RoBERTa+finetune model, we achieved a word-level Jaccard score of 0.749 on both the Hindi and Tamil datasets combined. This prediction was also run on the same 64 examples from the previous section. This is an increase of 14.18% from the XLM-RoBERTa model.

iii. RoBERTa + Hindi finetune/Tamil finetune

The best performing model was the RoBERTa+ Hindi finetune/Tamil finetune model. We achieved a Jaccard score of 0.958 with the Hindi model. We achieved a Jaccard score of 0.829 with the Tamil model. The reason that these scores are different is that there the dataset that is used is 67% Hindi and
Figure 1: Incorrect Model Outputs and Corresponding Answers

Example 1:
Incorrect: (3 जून 1924
Correct: 3 जून 1924
Translated Example 1:
Incorrect: (3 June 1924
Correct: 3 June 1924

Example 2:
Question: பிரேசில் நாட்டில் அதிகம் ஓரேட்டும் மேது எது?
Incorrect Answer: ரோய்துக்கடய
Correct Answer: ரோய்துக்கடய மேது
Translated Example 2:
Question: What is the language spoken in Brazil?
Incorrect Answer: Portuguese
Correct Answer: Portuguese Language

33% Tamil. The average of these two scores is 0.893. This is an increase of 36.13% over the XLM-RoBERTa model and a increase of 19.23% over the XLM-RoBERTa+finetune model.

VIII. Error Analysis

The RoBERTa model performed much better than both of the XLM-RoBERTa models. This could be due to the fact that the data fed to the RoBERTa models is more specific to the task that the model is performing. The XLM models must use both Tamil and Hindi data for both languages while the RoBERTa model uses only Tamil data for Tamil predictions and only Hindi data for Hindi predictions. The models made some errors in predictions and most of them can be explained reasonably. The first example can be seen in Example 1. Incorrectly, the XLM model picked up the parenthesis as part of the answer. While the predicted answer is functionally equivalent to the correct answer, the Jaccard score will still be lower. It is preferable to remove these kinds of errors for user accessibility and UI cleanliness. The next error can be seen in Example 2. The question given here can be translated as, “What is the language spoken in Brazil?” The model output is translated as “Portuguese.” However, in Tamil, the correct answer would be translated as “Portuguese Language.” This error was also in the XLM model and could be because the model was trained on English grammar. In English grammar, the answer given would be correct. This is a major reason to continue the development of NLP algorithms in languages other than English to avoid situations like these.

IX. Conclusion

In this project, we approached the task of extractive question answering on queries in Hindi and Tamil. This problem is important because most NLP systems are based in English and an English-centric view in NLP can cause models in other languages to perform worse as English functions differently from many languages. We used 3 models to achieve our goal. The first model was the XLM-RoBERTa. This model was a baseline model and achieved a word-level Jaccard score of 0.656. The next model was the XLM-RoBERTa+finetune. This model achieved a word-level Jaccard score of 0.749. The last and best performing model was RoBERTa+ Hindi finetune/Tamil finetune. This model
achieved a word-level Jaccard score of 0.958 in Hindi and a score of 0.829 in Tamil. The biggest application of this project is to improve extractive QA models in search engines for different languages. This will help those who don’t know English access information far easier. Any code for this project can be found by clicking here.
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