New microscopy technique based on position localization of scattering particles
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Abstract: We introduce the Holographic – Single Scatterer Localization Microscopy in which we combine dynamical laser speckle illumination with centroid localization of backscattered light spots in order to localize isolated scattering particles. The reconstructed centroid images show very accurate particle localization, with precision much better than the width of diffraction-limited image of the particles recorded by the CCD. Furthermore, the method provides an improved resolution in distinguishing two very close scattering objects compared to the standard laser scanning techniques and can be assimilated to a confocal technique in the ability of light background rejection in three-dimensional disposition of scattering objects. The illumination is controlled via a digital holography setup based on the use of a spatial light modulator. This allows not only a high level of versatility in the illumination patterns, but also the remarkable characteristics of absence of moving mechanical parts, typical of the laser scanning techniques, and the possibility of strongly miniaturizing the setup.
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1. Introduction

Optical microscopy is a fundamental means not only to visualize biological samples and investigate the dynamics at cellular level, but it is also a useful tool to analyze scattering and reflective samples. Much research in optical microscopy is oriented towards the overcoming of the performances of the standard bright-field microscopy and many techniques were proposed over the years in order to respond to requests on contrast, resolution and sectioning ability. For example, Scanning Near-Field Optical Microscopy (SNOM) [1–6] breaks Abbe’s resolution limit probing the optical near field close to the sample. However, the majority of the new proposed methods is intrinsically related to fluorescence microscopy and it is based on the modification of the effective Point-Spread Function (PSF) [7] of a fluorescence microscope. In the Stimulated Emission Depletion microscopy (STED) [8], the fluorescence of photo-switchable molecules is restricted to a narrow spatial volume by a spatially modulated excitation light which results into an effective narrower PSF, providing a super-resolved image of the sample in a scanning process. The Structured Illumination Microscopy (SIM) [9] is able to double the resolution of a conventional fluorescence microscope in three dimensions [10] shifting the information about high spatial frequencies of the sample, normally lost in the imaging of the far-field, in the frequency passband of the microscope. This is achieved by elaborating a sequence of images obtained from a properly spatially structured illumination of the sample. The resolution of the SIM can be pushed even further if non-linear absorption of the fluorophores is involved [11]. The reconstruction of super-resolution SIM images requires well known and controlled illumination patterns, but new methods using random illumination speckle patterns were successfully realized [12–14], with advantages related to set-up simplification and insensitivity to aberration-induced illumination deformations. Photo-activated Localization Microscopy (PALM) [15], Stochastic Optical Reconstruction Microscopy (STORM) [16] and related methods [17,18] surpass Abbe’s resolution limit [19] by exploiting high precision localization of the center of fluorescence emission from single photo-switchable chromophores, activated randomly and imaged one by one in a time sequence by a pixelated detector (like a CCD) [7,20]. A superresolution method based on spatial localization of spectrally discriminated quantum-dots was also recently...
proposed [21]. Improved axial and optical sectioning ability is also a need in the study of biological samples, which are typically thick. Confocal microscopy [22–24] and multiphoton microscopy [25–27] belong to the class of Laser Scanning Microscopy (LSM) techniques in which the image of a well-defined plane of the sample is collected from a point-by-point acquisition of the signal coming from the excitation of a focused laser spot on the sample, requiring a raster scanning to have a complete image of the sample.

In the last years many attempts to extend the resolution enhancement also to non-fluorescent samples have been made. Using the nonlinear dependence of the transient absorption on the illumination intensity and pump-probe illumination schemes, typical of STED microscopy, super-resolution methods are successfully reported [28–31]. However, these methods require high intensity and complex optical setups, as well as, a raster scanning of the sample to effectively image the sample. Recent works [32–34] tried even to generalize the concept of super-resolution of SIM fluorescence microscopy to the scattering non-fluorescent samples. However, because of the coherence of the light in the scattering or reflectance imaging modality of this class of samples, the direct generalization of the SIM technique is not straightforward and its performance is still under debate [35,36]. On the other hand, only recently the possibility of the extension to fluorescence-free samples of the localization microscopy underlying the basic idea of the PALM and STORM was explored in the works of Zhang et al. [37,38]. Analogously to the fluorescence emitted by an isolated chromophore, the back-scattered light coming from an isolated point-like particle gives rise to a diffraction-limited image on the CCD, which can be fitted with the PSF of the microscope in order to localize the scattering emission center. As in the PALM, in which the localized emission center is the most probable position of the emitting fluorophore, in the scattering analogous the localized center of emission is the most probable position of the scattering center. Obviously, differently from what happens with the photo-switchable chromophores in the PALM, there is no possibility of time switching the scattered signal of two close emitting particles simultaneously excited by the illumination beam. In this situation, indeed, the two close scattering objects cannot be individually distinguished because of the light diffraction limit. A possibility to overcome this limit is to spectrally separate the emission from close adjacent scattering particles. Based on this principle, in the references [37,38] the authors used a wavelength-based discrimination of the scattered light coming from a mixture of 25 plasmonic nanoparticles and demonstrated a three-dimensional sub-resolution reconstruction of the relative scatterer positions for the different species of plasmonic particles by fitting the center of the PSF for each filtered wavelength. However, this resolution enhancement happens only for the sample regions were particles of different species are closely packed and, at same time, are sufficiently separated from the particles of the same species. Such wavelength dependence can be avoided if the localization approach is realized with a spatially structured time-varying illumination and if the discrimination criterion is based on the shape variation of the apparent PSF occurring when multiple, instead of single, objects are emitting scattered light simultaneously. A similar approach requires a very dense illumination mapping of the sample, where for example, a focused illumination spot is accurately moved in time across the sample. Furthermore, instead of focused scanning spots, even a dynamical changing speckle intensity pattern can be used to realize the dense illumination mapping of the sample, provided that a sufficient number of different speckle patterns can be generated [39,40]. A speckle pattern is characterized by a granular intensity [41,42] which arises from the interference of de-phased wavelets in a coherent laser beam. Such random de-phase originates from the roughness at the wavelength scale in any reflective surfaces, but can also be controlled on the propagating beam through an optical modulator. Dynamical Speckle patterns are obtained in a very simple way using a Spatial Light Modulator (SLM), which represents an interesting optical device for microscopy [43] and for laser scanning microscopy setups [25,44]. It can be coupled with a mechanical scanning system [45] to obtain an array of localized spots scanning the sample simultaneously, or even
used to holographically scanning the sample, without further mechanical movement of any component in the setup [46,47].

In the present work, we report about the Holographic - Single Scatterer Localization Microscopy (H-SSLoM), in which we use a SLM to control the random speckle intensity pattern of the illuminating laser beam in the sample plane. The back-scattered light, coming from the serial illumination mapping of the sample, is collected by a CCD in a time sequence. Each frame of this image stack is then elaborated in order to localize the centroid positions of the scattering objects and a new image of the sample showing the whole recorded information is reconstructed. We investigate the minimal discernible gap between two distinct scattering objects in a plane and we test also the sectioning ability of the method on a controlled 3D distribution of the scattering centers. The imaging capability of the method on reflective surfaces is also tested. The method shows accuracy in localization of sparse scattering object in a plane well below the Abbe’s diffraction limit of the microscope. Moreover the sectioning ability on 3D objects together with the resolution and the contrast showed on reflective samples can be assimilated to the performances of a confocal microscope operating in the same wavelength range. Furthermore, the use of the SLM for the holographic control of the illumination ensures a high level of versatility in the illumination patterns, as well as the absence of mechanical movement in the sample scanning together with the possibility of highly reducing the dimensions of the scanning setup.

2. Optical setup and working principle

In this work, the illumination of the sample is controlled through a Computer Generated Holography (CGH) setup [48–50], whose schematic representation is shown in Fig. 1(a). The laser beam at \( \lambda = 532 \) nm (from Nd:YVO\(_4\) continuous-wave frequency-doubled laser), after a beam expander (lenses \( L_1 \) and \( L_2 \)) is reflected onto a computer controlled SLM (phase-only, Holoeye Pluto) which is programmed for visualizing a hologram (kinoform) to reconstruct the desired illumination distribution in the microscope object plane. The diffracted beam is transmitted by the lens \( L_3 \) and spatially filtered via an iris located at its second focal plane. After re-collimation (lens \( L_4 \)), the beam is finally focused onto the sample plane by means of the external lens \( L_5 \) and the internal lens system (including tube lens \( L_T \) and the microscope 100X oil-immersion objective, NA = 1.4). The light signal back-scattered by the sample is collected by the same objective, and imaged onto a CCD (Hamamatsu Photonics ORCA-Flash2.8) that records a 16-bit grayscale image of the microscope object plane. The time sequence of different illumination patterns, necessary when a complete mapping of the sample plane is needed, is achieved by properly refreshing the kinoform displayed on the spatial lightmodulator (typical refresh rate used is 25 Hz).

The working principle of the proposed Holographic - Single Scatterer Localization Microscopy is based on the precise localization of the centroids of the imaged light spots of sub-diffraction sparse scattering objects. The centroid localization in the CCD collected raw images is carried out with the open source ImageJ plugin QuickPALM [51], which analyzes each frame of a collected stack of images in order to identify the centroids of the imaged light spots. The crucial parameters of the centroid localization are the minimum Signal to Noise Ratio (SNR) and the maximum FWHM of the light spots appearing in the analyzed raw images. These parameters have to be chosen according to the noise level visible in the acquired images and to the width of the lateral PSF of the system. Only those recorded spots whose intensity is enough to overcome the minimum specified SNR and whose width matches the width of the lateral PSF are properly processed and the relative centroid is calculated and recorded, while all the other spots in the analyzed image are discarded. In particular, the FWHM control operates as a spot shape control and is able to discriminate the spots scattered from multiple simultaneously scattering particles based on the apparent width of the imaged spot. This role of the FWHM parameter as filtering control is further clarified in Appendix A. When all the frames in the acquired stack are successfully processed, a new image is
reconstructed and each properly localized centroid is rendered as single bright pixel, similar to PALM microscopy images [15,51]. A complete description on the operating features of the elaboration software can be found in the Henriques et al. work [51].

In the localization microscopy, the precision of the localization procedure used to reconstruct the super-resolved image has to be experimentally determined. From the theory [37,51], in the case of low background level, localization precision associated to the centroid position determination of a sub-diffraction particle experiment can be approximated as \( \sigma = s / \sqrt{N} \), where s is the standard deviation of the system PSF and N number of collected photons. In this situation, a reasonable estimator of the experimental localization precision can be given by measuring the width of the distribution of multiple localization experiments conducted on the same isolated emitting particle [37,38,52,53]. Accordingly, the localization precision of our localization setup is determined by a multiple localization experiment on a single isolated scattering object [Fig. 1]. The sub-diffraction scatterer in our experiment is a silver disk (nominally 100 nm in diameter) fabricated on a coverslip glass substrate by electron beam lithography. The SEM image of the disk is shown in Fig. 1(b) together with its normalized intensity plot profile measured along the horizontal direction in Fig. 1(c) (mediated along the vertical direction). The sample is covered with the index-matching objective oil to avoid light contributions from reflection at the air-glass substrate interface and it is illuminated with a diffraction-limited focused light spot generated in the sample plane through the CGH setup. A series of 1000 kinoforms, generating the light spot in the sample plane in correspondence of the disk position, is displayed on the SLM in a time sequence and the light backscattered by the sample for each kinoform is recorded by the CCD. The image resulting from the summation of all the acquired images in the stack is shown in Fig. 1(d) (we refer to this image as *summed image*), with its horizontal intensity profile in Fig. 1(e). The image in Fig. 1(f) is reconstructed by plotting the positions of the centroids localized in the elaboration of the 1000 images of the stack. Each localized centroid is rendered as a bright pixel whose intensity is the mean intensity of the relative spot intensity measured in the CCD recorded frame [51]. The reconstructed distribution has a Gaussian profile [Fig. 1(g)], clearly seen in the image of localized centroids by reconstructing the localized positions in an image whose pixel linear dimension is smaller than the pixel dimension in the original CCD acquired image. In particular, the image of Fig. 1(f) is obtained by setting the image pixel dimension at 1/5 of the pixel dimension in the original CCD acquired image. The centroid distribution shows a FWHM of about 25 nm, while the FWHM of the summed image is about 250 nm, according to the lateral dimension of the diffraction-limited PSF of our imaging system. We want to point out that an accurate determination of the width of centroid distribution, and so of the localization precision, should require, in principle, to perform the multiple localization experiment on a point-like scattering object. The scattering disk used in our experiment cannot be considered really a point scatter (diameter 100 nm), but this affects the localization precision by enlarging the measured distribution width and the precision of the centroid localization of our setup be considered at least of 25 nm.
Fig. 1. (a) Schematic representation of the optical setup. The SLM and the sample planes are in 2f geometry so that the optical fields in these planes are related by Fourier transform relations \([7,48]\). Segments \(f_i\) denote the focal lengths of the corresponding lenses \(L_i\) (focal lengths: \(f_3 = 400\) mm, \(f_4 = 400\) mm, \(f_5 = 200\) mm). (b) SEM image of a silver disk on a glass substrate and (c) its normalized intensity plot profile. (d) Summed image resulting from the signal back-scattered by the sample in 1000 frames sequence. (e) Intensity plot profile of the summed image in (d). (f) Image of the localized centroids reconstructed with pixel dimension of 1/5 CCD acquired images. (g) Intensity profile of the localized centroid distribution. Scale bars 100 nm.

Despite this high accuracy in localizing single isolated objects, two very close scattering objects, illuminated with a static focused light spot and lying in the distance less than the width of the diffraction-limited illumination spots [Fig. 1(d)], cannot be distinguished as single entities. However, the localization accuracy proven in Fig. 1 can be turned in an improved localization resolution if a very dense scanning of an extended area of the sample is realized and the time sequence of the collected back-scattered light is elaborated through the centroid localization procedure coupled with the rejection of spots whose width does not match the system PSF (See Appendix A). A very dense illumination mapping of the sample plane can be realized using dynamically changing speckle intensity patterns. In the CGH setup, the speckle light grains are easily produced in the hologram reconstruction plane by imposing a random spatially varying phase profile in the SLM plane. This phase profile in our experiment is a 8-bit grayscale image digitally built through the Matlab random number generator, in which the pixel values are randomly chosen in the \([0-255]\) gray-level interval [inset Fig. 2(a)]. In Fig. 2(a), the image of a typical light pattern, generated by one of these random kinoforms on a reflective homogeneous silver slab situated in the microscope focal
plane, is shown. This light pattern is characterized by a granular intensity pattern, where high intensity light spots are randomly distributed over a lower intensity background. From speckle theory, it is known that a speckle pattern fulfills the condition of fully development when the phases of interfering wavelets are uniformly distributed, resulting in a negative exponential probability distribution of the speckle intensity pattern [42,54,55]. This condition is met in the speckle patterns generated with the random kinoforms in the CGH setup. In Fig. 2(b) it is shown (using a Log scale) the intensity probability $P(I)$ of a kinoform-generated speckle pattern as function of the dimensionless parameter $I / \langle I \rangle$, where $\langle I \rangle$ is the mean value of the intensity in the speckle image. The linear decreasing trend confirms that the pattern shows an exponentially decreasing intensity probability and responds to the request on fully developed condition. Furthermore, the relation among different randomly-generated speckle patterns is investigated by means of image correlation analysis. The scatter plot between two speckle patterns reported in Fig. 2(c) clearly shows that the considered patterns are not correlated, and the estimation of correlation coefficient is always close to zero for every analyzed couple of randomly chosen speckle patterns. This confirms that our setup is able to generate independent speckle patterns imposing different random kinoforms in the SLM plane.

The high intensity and circularly symmetric spots randomly appearing in the speckle patterns can be used as sample mapping spots for our proposed method. A typical spot under consideration is pointed out by the yellow circle in the Fig. 2(a) with its zoomed image in the left panel of Fig. 2(d).

Choosing the control parameters in QuickPALM elaboration software in order to match the PSF of the system and to collect sufficiently intense spots of the intensity speckle patterns,
it is possible to filter out the background (with lower intensity and non-symmetric shape in the intensity distribution) and apply the localization procedure only to the light signals coming from the bright and symmetric diffraction limited spots, whose centroid can thus be localized with high precision (right panel of Fig. 2(d)). We refer to the image of localized centroids obtained with the sequence of random illumination speckle pattern as H-SSLoM image hereafter. As the position of these high intensity symmetric spots in the objective focal plane is randomly changed when a new random kinoform is used to modulate the illuminating laser beam, a dense mapping of the whole objective field of view with these spots can be realized using a sufficiently high number of random kinoforms, sequentially displayed onto the SLM in a time sequence.

The number of properly localized spots in H-SSLoM images depends on the stochastic generation of symmetric and contrasted spots in the sample plane, on the nature of the sample and on the background noise level in the raw collected images. For this reason, a large number of independent speckle illumination patterns is required to reconstruct properly the image of the sample. In the next sections, the presented images are reconstructed using a number of independent illumination patterns chosen based on the analysis conducted in the appendix B about the dependence of the reconstruction on the number of frames included in the elaboration.

3. Localization resolution

To test the ability of the method in localizing multiple scattering objects with dynamical speckle illumination and to characterize the minimum discernible distance between the scattering features that the method can resolve, the H-SSLoM procedure is applied to a sample constituted by a series of 100 nm in diameter silver disks, whose edge-to-edge distance is varied from 30 to 600 nm. The SEM images of the array are shown in Fig. 3(a).

![Fig. 3](image_url)

**Fig. 3.** (a) SEM images of 100 nm in diameter silver disks. Nominal inner edge-to-edge distances in nm starting top left: 600-500-450-400-350-300; Center left: 300-250-200-150-130-110; Bottom left: 90-70-60-50-30-0. (b) H-SSLoM and (c) summed image resulting from the elaboration of the image stack of the backscattered light from the disk array illuminated with 3600 different speckle patterns. Scale bars 500 nm. Note: the “V” shaped structure appearing in the SEM image in panel (a) is a dust particle introduced on the sample before the SEM imaging and was not present during the optical imaging of the sample (panels (b) and (c)).

The sample is fabricated by electron beam lithography on a glass. In the resolution test, the sample is placed on the microscope stage and it is covered with the index matching microscope oil. The sample is illuminated with a series of 3600 independent speckle patterns...
of the type as in Fig. 2(b) and, for each of these illumination patterns, the image of the backscattered light spots is collected by the CCD. The acquired stack of 3600 images is then elaborated by the localization software and the image of localized centroid is reconstructed. The FWHM parameter of the elaboration software is set also in this experiment at the FWHM width of the system PSF. Figure 3(b) and Fig. 3(c) show, respectively, the reconstructed H-SSLoM image and the relative summed image of the sample. Comparing the SEM image with the H-SSLoM image, it is clear that the random speckle illumination provides a proper way to densely map an extended area of the sample. All the disk positions are indeed correctly localized with high accuracy. The FWHM in the reconstructed centroid distributions relative to the isolated disks is about 25 nm, in accordance with the results in Fig. 2. Furthermore, it is evident that the H-SSLoM method is also able to improve the resolution. Two distinct scattering objects are evident in the H-SSLoM image [Fig. 3(b)] even for nominal edge-to-edge distance of 50 nm. This is not the case of the summed image where all the pairs of disks separated less than 250 nm are imaged as single blurred spots [Fig. 3(c)]. In Fig. 4 it is shown a zoomed view of the images relative to the disks separated by 90 nm with the relative normalized intensity profiles in the horizontal direction. In the H-SSLoM image, the two single disks are distinguished and a clear deep in the intensity plot between the two distributions is also visible [Fig. 4(c)-4(d)]. In the summed image and in the relative intensity profile [Fig. 4(e)-4(f)] instead, no information on the two distinct single objects is observable, according to the diffraction limit in ordinary optical microscope images.

![Fig. 4. Zoomed view of the 90 nm separated disks. (a) SEM image and (b) normalized intensity profile along horizontal direction mediated along the vertical direction of the image. (c)-(d) H-SSLoM and its intensity profile. (e)-(f) Summed image and its intensity profile. Scale bar 50 nm.](image)

In this resolution enhancement, the key role is played by the discrimination of imaged scattered spots based on their width. The spots having a FWHM larger than the PSF of the system are not processed in the centroid localization process. This spots are mainly associated with the illuminating spots localized in the gap between two scattering objects. Otherwise, when a speckle spot is produced randomly in a position such that only one of the scatterer is illuminated, the relative scattered spot is properly localized.

The localization of many of these spots permits the reconstruction of the centroid distribution for each of the disks of the sub-diffraction scattering couple. It should be noted
that the reconstructed centroid distribution for small gap distances appears slightly asymmetric toward the adjacent spot. This could be ascribed to some proximity effect, which is not taken in account in the elaboration. However, the presented results clearly show that the proposed H-SSLoM method is able to distinguish light scattering objects in a flat two-dimensional sample with a resolution (50 nm in our experiment) well below the diffraction limit of our setup.

4. Sectioning ability and reflective samples

The spatial filtering operated by the elaboration software on the light spots which do not satisfy the elaboration parameters can be used to discard background light coming from a 3D distribution on scattering objects. This provides the technique with 3D sectioning capability. To test this ability, we realize the H-SSLoM method on a sample of silver nanoparticles of 50 nm mean radius dispersed onto a PDMS substrate.

![Fig. 5. (b) H-SSLoM and (c) summed images respectively of the clusters of silver nanoparticles dispersed on a grooved PDMS substrate, acquired for a defined position $z_1$ of the axial piezo-actuated sample stage (d) H-SSLoM and (e) summed images of the same sample translated in the axial direction to the position $z_2$ distanced of 500 nm from the position $z_1$. Scale bars 500 nm.](image)

The substrate has a grooved profile obtained by molding the PDMS on a sinusoidal silver-coated diffraction grating with dimensions of 3.2 μm in pitch and about 700 nm in height. The sample is fixed to a coverslip and mounted on a piezo stage able to translate in the axial
direction. The position of the sample is varied in the range of 1.5 µm with a pitch of 100 nm. For each z-position, the image sequence for H-SSLoM is acquired illuminating the sample with 7000 independent random speckle patterns. In Fig. 5, the H-SSLoM images are compared with the relative summed images for two axial positions, separated by 500 nm. From Fig. 5(a) it is evident that in the H-SSLoM image the background light, coming from particles in different planes with respect to the objective focal plane, is significantly reduced compared to the summed image in Fig. 5(b). This produces a visible contrast enhancement for the only particles lying in the objective focal plane. Indeed, repeating the experiment for a new axial position of the sample, many of the particles, blurred in the previous image, are clearly visible [Fig. 5(c)] with an improved contrast respect to the summed image in Fig. 5(d). This feature of the H-SSLoM images makes the method similar to a confocal microscope in which the spatial filtering of collected light, as well as rejection of the not-in-focus light, are realized by the check of spots shape and intensity in the raw images, imposed through the control parameters of the elaboration software.

A typical sample where the spot shape discrimination and the localization of spot centroid should not provide any spatial resolution improvement is constituted by high reflective homogeneous samples on which the thin features to be analyzed are present as non-reflective regions. In this case there are no discrete emitting particles to be localized and the centroid of each reflected spot does not contain super-resolution information on the non-reflective features of sample (see also Appendix A). This behavior should be common to all the localization method on not fluorescent samples where the spot discrimination is based on imaged spot width. We test this aspect applying the H-SSLoM method to a reflective sample constituted of a series of non-reflective slits engraved on a flat homogeneous silver surface by means of focused ion beam milling. The slits are 100 nm wide and 10 to 15 µm long. A series of 24000 different random kinoforms is used to illuminate densely the sample and the light backscattered by the sample surface is recorded by the CCD at each step. Figure 6 shows the resulting images with the summed image in Fig. 6(a) and the relative H-SSLoM image in Fig. 6(b), together with a zoomed view of two crossing lines in the insets.

As expected, the apparent width of the scratches in the H-SSLoM images is about 250 nm, confirming that no super-resolved features are reconstructed in the image. However, the H-
SSLoM image in Fig. 6(b) shows an improved visibility of the slits with respect to summed image in Fig. 6(a), with sharper edges and enhanced contrast (see Appendix B for the dependence of the contrast on the number of indent speckle illumination patterns enclosed in the elaboration). This characteristic is even highlighted in the magnified views in insets. Due to the reduced size of the reconstructed pixel (1/10 of the CCD pixel size in these images), the H-SSLoM image preserves the same quality when zoomed in, while the zooming operation deteriorates the summed image.

5. Discussion and conclusions

In this work we propose a new microscopy method able to extent to sparse back-scattering samples the capability of a pixelated detector in localizing sub-diffraction emitters, with accuracy much better than the width of the recorded diffraction-limited image. The possibility to apply any localization elaboration on the images collected from back-scattering samples without any spectral discrimination of the emission from closely embedded scatterers, requires necessarily the use of a spatially structured illumination, able to make accessible information about the presence of individual scatterers by exciting each of them at different times. This illumination requirement is here efficiently realized using a dynamical random speckle intensity pattern [Fig. 2] to map in time the sample. Coupled with a software spatial filtering which retains and elaborates the information coming only from light spots with enough intensity and whose width matches the lateral PSF of the imaging system, the dynamical changing position of the speckle grains realizes a very dense scanning of the surface. Furthermore, the mapped region is always the largest sample area accessible at once in the objective field of view. The recorded back-scattered light from the sample is elaborated in a statistical procedure that localizes the positions of the light spot centroids. The reconstructed centroid images show a very accurate ability to well localize isolated scattering objects [Fig. 1] but, above all, also an improved resolution in distinguishing two very close point-like scattering objects. The resolution test in Fig. 3 and Fig. 4 shows that the method retains information on the presence of individual scattering objects in a well-defined sample plane for object separations up to 50 nm, while the corresponding conventional laser scanning images lose this information accordingly to the light diffraction limit. Furthermore, the software spatial filtering operated in the image elaboration procedure is able to improve the contrast in three-dimensional distributions of scattering objects [Fig. 5] producing images with z-sectioning ability comparable to the confocal microscope images. The imaging capability on nanostructures engraved on reflective surfaces is also tested. On this kind of samples, the image contrast is produced by the proper localization of the reflected spots (fitting the PSF of the system), respect to the dark absorbing/highly scattering nanostructures. In this configuration, the resolution is obviously limited by the diffraction-limited size of the illumination speckle grains. However, the centroids reconstruction procedure is still able to improve the structure visibility respect to the summed images [Fig. 6]. The samples analyzed in the present work are essentially binary, but we believe that the method can be easily extended also to sample having different scattering properties, with the possibility to reconstruct the gray-scale images according with the scattering efficiency.

The illumination patterns in H-SSLoM are controlled via a computer generated holography setup, based on the laser phase modulation through a LC spatial light modulator (SLM). Even if the speckle illumination could be in principle realized also through a rotating diffuser, with the advantages related to the shortening of the acquisition time, the use of the SLM allows the realization of the sample mapping without any optical component in mechanical movement, making the method immediately appealing in the practical situations where vibrations must be avoided and mechanical stability is needed. Moreover, the setup could be significantly miniaturized, making it usable also in space-demanding situations, even for Space applications. The use of a SLM to control the illumination could also permit the realization of the method with holographic controlled spot array in a mechanical motion-less
scanning of the sample, suitable also to image samples that require specific illumination pattern, i.e., degradable samples.

Appendix A: Simulation and spot discrimination criterion

In order to give a deeper sight at the working principle and the performances of the discrimination criterion operated in the elaboration of the H-SSLoM method, here it is proposed a phenomenological simulation about the illumination and the elaboration process of the method for a simple situation, similar to the our experimental framework. In the simulation, the optical setup consists of a microscope objective, operating in epi-illumination condition, and of a CCD collecting the image of the scattered light of the objective focal plane. The simulated sample is made up of two binary scattering squares and the analysis is conducted for a gap width between the two objects larger and smaller than the diffraction-limited width of the lateral Point Spread Function (assumed to have a Gaussian intensity profile with $\text{FWHM}_o=250$ nm, where the subscript specifies that this value of the FWHM is due to optical system diffraction limit) of the simulated setup. In order to keep the situation as simple as possible, the illumination of the sample is obtained with a single diffraction-limited Gaussian spot moving across the sample in a time sequence to completely map the simulated field of view (FOV), and no light polarization effects are considered. The center and the peak intensity of this illumination spot are randomly chosen in each frame of the time sequence, in order to simulate one ideal circularly symmetric and well-contrasted speckle spot which can arise in a random position in the typical illuminating speckle pattern of the H-SSLoM [Fig. 2]. All the simulation in this section are obtained generating a $10^5$ Gaussian spots whose centers randomly span a simulated sample area of $5 \times 5 \mu m^2$.

![Fig. 7. (a) Simulated diffraction-limited and relative intensity profile of a spot passing the FWHM threshold control (whose width is represented by the dotted red line) imposed in the elaboration software. (b) Image and intensity profile of a spot having a FWHM larger than the maximum acceptable by the software. Scale bar of the simulated images 200 nm.](image)

When the illuminating spot is generated in a position which partially overlaps with a scattering object, a simulated scattered light signal arises from the sample. This scattered light spot assumed to be a new Gaussian spot, whose center is the center of mass of the intensity of the illuminating spot, calculated on the overlapping pixel region between the illuminating spot and the scattering object, and with peak intensity proportional to mean intensity of the illuminating spot, calculated on the same region of pixels. The FWHM of the scattered spot is imposed to be diffraction-limited and, because this spot is imaged through the same objective used to illuminate the sample, it is fixed at the same value of the $\text{FWHM}_o$ of the illumination.
spots. The sequence of simulated images of the scattered light spots for each illumination frame is recorded in an stack of images, which is then analyzed through the elaboration software (QuickPALM [51]) for the centroid localization procedure. As no noise is present in the simulated images, the only elaboration parameter to be chosen is the maximum FWHM \(_{\text{el}}\) ("elaboration") of analyzed spot in order to be accepted as valid spot for centroid localization. Because the system is diffraction-limited, the smallest possible FWHM \(_{\text{os}}\) of the spots originating from sub-resolution scattering objects in the simulated images is fixed at the system FWHM \(_{\text{os}}\). Choosing FWHM \(_{\text{el}} = \text{FWHM}_{\text{os}}\) in the elaboration parameter ensures that the elaboration software localizes only the centroid of spots whose width matches the lateral PSF of the system. A typical example of the simulated situation in which the analyzed spot passes the width discrimination control is shown in Fig. 7(a). The dotted red line represents the FWHM \(_{\text{el}}\) dimension, which is fixed at the value of FWHM \(_{\text{os}}\)=250 nm. From the intensity plot profile in Fig. 7(a), it is clear that this spot fulfills the threshold condition on maximum FWHM imposed by the elaboration software. In the present simulation, this spot is the typical scattered spot arising from the illumination of an isolated scattering object or from a multi-scatterer system in which the illumination spot partially overlaps only with one scatterer. On the other side, when the illumination spot occurs in a position able to excite more than one scatter at time, the simulated recorded scattered light spot has an asymmetric and larger intensity profile [Fig. 7(b)] and does not pass the width control in the elaboration. Based on this discrimination criterion, the H-SSLoM method should be able to distinguish two close discrete scattering objects by localizing and retaining the information only on centroids of scattered spots which originate from the illumination of only one scatterer at time. In order to simulate the distribution of the localized centroids for scattering objects separated by a gap bigger than the FWHM of the optical system, the simulation is performed on a couple of scattering squares having a side width of 150 nm and a gap distance of 350 nm [Fig. 8(a)]. Fig. 8(b) - 8(c) show, respectively, the summed image of simulated raw sequence images of the scattered spots and the relative elaborated H-SSLoM image. In this section the simulated H-SSLoM images are rendered in green colors in order to clearly distinguish them from the experimental images in the other sections of the text. As the two squares are separated more than the system resolution limit, they are distinguishable as individual scattering objects in both the summed and H-SSLoM images. The appearing width of the objects in the summed image is equal to the simulated diffraction-limited PSF of the illumination and collection system, as expected from diffraction-limited imaging [Fig. 8(b)].

The localized spot centroids give rise to a Gaussian distribution, visible in H-SSLoM simulated image in Fig. 8(c), whose peaks are separated by a distance matching the center-to-center distance of the scattering objects. From the intensity plot, we can also determine the FWHM of the reconstructed centroid distribution, which results to be broadened because of finite size of the simulated scatterers (FWHM \(_{\text{el}}\)/side square = 1.67). However, the centroid distribution FWHM results narrower than the width of the scattering objects. This is due to the fact that in the simulation, the intensity associated to the scattered spot is proportional to the intensity of the illumination spot overlapping with the scatter area. For the spots whose centroids are located at the edges of the squares, the scattered amplitude is systematically small and this is rendered as pixels with low grayscale values in the centroid distribution (bottom panel Fig. 8(c)). These centroid positions are even cut from the valid localized spot if the elaboration procedure is performed with a threshold on the minimum signal to noise attributable to an analyzed spot to be considered valid. For this reason the information on the scatterer inner is mostly lost when also the noise is taken into account and only the position of the scatterer center can be properly reconstructed. A similar effect should be present also in the images experimental images of Fig. 1 and Fig. 3, where FWHM \(_{\text{el}}\)/size = 2.5 and the elaboration is performed with non-zero noise level.
The simulation about the improved resolution ability of the H-SSLoM in localizing discrete scatterers is presented in Fig. 8(e) and Fig. 8(f), where are shown the simulated images of two scattering objects separated by a gap of 50 nm [Fig. 8(f)]. The summed image in Fig. 8(e) presents an enlarged intensity profile, which does not contain information about the two separated scatterers. These are instead distinguishable in the H-SSLoM image in Fig. 8(f), where two centroids distribution are clearly present in the H-SSLoM intensity profile. Even if the appearing gap does not correspond to real gap width, the distance between the peaks of the two reconstructed centroid distributions is equal to the center-to-center distance between the simulated scatterers (150 nm). The centroid distributions appear slightly asymmetric toward the gap. This is due to the spot shape filtering which essentially cut all the spots originated in that region because they are associated with bigger scattered FWHM [Fig. 8(f)].
This characteristic is not observed in the experimental images of Fig. 3 and Fig. 4, suggesting that in the experimental situation the coupling between the coherent scattering from the two objects can play a role in the centroid reconstruction.

The presented simulation framework can be applied also to describe the performances in terms of resolution of the technique on a simulated homogeneous reflective sample on which the sub-resolution features are constituted of non-reflective regions. In this case, the simulation is run on a simulating absorbing slit, having a lateral width of 150 nm, engraved on a reflective surface. The simulated summed and the H-SSLoM images are shown in Fig. 9(a) and Fig. 9(b), respectively. Even in the H-SSLoM image, the appearing slit width is comparable with the FWHM of the simulate optical system, confirming that the centroid localization does not give super-resolution information on this class of samples. However, as in the experimental image in Fig. 6(b), the visible contrast is enhanced in the H-SSLoM image compared with the wide-field summed image.

Even if the presented simulation is very simple and disregards many aspects of the real experiment (like the proper simulation of the speckle pattern, the simulation of actual scattering mechanism, no effects due to the coherence of the scattering imaging are included), the key points of the principle (based on the centroid localization coupled with the FWHM discrimination criterion of the scattered spot in a dense illumination mapping of the sample) of the method proposed in this paper and its resolution performances are properly described. A more accurate model should include all the neglected contributions for a proper description.

Appendix B: Dependence of reconstruction performances on number of speckle illumination patterns

The illumination process is based on the generation of random speckle grains with high intensity, symmetric shape and with good contrast respect to the surrounding speckles, which all happen with a probability distribution in each speckle pattern. Furthermore, the number of properly localized spots in the H-SSLoM depends also on the sample nature and on the noise level present in the raw images. All these factors contribute in the determination of the minimum number of independent of independent speckle illumination patterns required for the correct reconstruction of a given sample, and any statistical analysis about the estimation of this number should include the probability of all the mentioned processes.

However, here we want to show that all these conditions can be met in the real experiment requiring a reasonable acquisition time. In this section it is conducted an analysis about the
characteristics of H-SSLoM images elaborated including different independent illumination patterns for image reconstruction. In Fig. 10 are presented the H-SSLoM images of two silver disks separated by a gap of 150 nm and reconstructed for six different values of illumination pattern number N included in the elaboration. The images are rendered using a constant brightness/contrast level in the 16-bit grayscale images and for each image the number N, together with the intensity plot profile, is reported in the same panel. Even for N=500, the two separated distribution can be recognized in the H-SSLoM images, but the peak-to-peak distance does not accurately measure the center-to-center distance between the disks (250 nm from SEM image in Fig. 3(a)) because of the very few points used to reconstruct the distribution. As the number of included frames increases, the intensity distributions are better reconstructed and, starting from N=3000, the center-to-center distance is correctly reproduced from the peak-to-peak distance of the localized centroid distributions. Using a SLM refresh rate of 25 Hz (typical refresh rate in our experiment), this reconstruction is accomplished in 150 s. The accumulation of a bigger number of frames can provide a better reconstruction of the centroid distributions and permits to localize the emission center with improved precision.

Increasing the number of illumination patterns should be necessary if the scattering objects are not perfectly identical and the experiment aims also to reconstruct the scattering properties in a grayscale image. In this case a larger number of illuminating speckles would be required in order to mediate on the random intensity of the speckle grains and ascribe the intensity differences in the reconstructed distribution to the differences in the scattering properties of the objects. In this case, the dependence of the granularity degree of the reconstructed H-SSLoM images on a homogeneous reflective sample on the number included frames N in the elaboration have be analyzed. For this purpose, the granularity of H-SSLoM images is characterized by the speckle severity \( S = \sigma / \langle I \rangle \) (with \( \sigma \) standard deviation and \( \langle I \rangle \) mean intensity in the image). In Fig. 11 it is reported the dependence of the speckle severity S on the number of independent patterns N illuminating a region of an homogenous silver surface. In Fig. 11(a) the summed (top) and the H-SSLoM (bottom) images for three values of N are rendered at fixed brightness/contrast values. As the N increases, the mean value of the intensity in the elaborated images increases, resulting in a brighter reconstructed images. Also the absolute value of the intensity standard deviation increases with increasing N. However, the speckle severity S decreases with a saturating trend as the number of illumination patterns increases. This is shown in Fig. 11(b), plotting the value of the measured speckle severity in the H-SSLoM images at different values of N.

This behavior shows that a minimum number of patterns N is required in order to ascribe intensity variation in the H-SSLoM images to the scattering properties of the surface above the intensity fluctuations of the illuminating speckle grains. An empirical criterion on the minimum N can be established from the value where the saturation trend is recognizable (for example N > 5000 from the graph in Fig. 11(b)).
Reducing granularity in the H-SSLoM images is important also in order to reconstruct the images of non-reflective features inscribed in a reflective surface (as in the case of Fig. 6), where speckle severity can hinder structure visualization if a not sufficient number of illumination patterns are included. In Fig. 12(a) are presented four H-SSLoM images of the non-reflective slit inscribed in the homogeneous reflective surface is reconstructed using a different number N of speckle illuminating patterns. The relative intensity plot profiles are plotted in Fig. 12(b). For N=1000, the contrast visible in the image is low and the presence of the line in the image is barely visible from the intensity profile, where the grayscale image value in the region of the slit is only slightly lower than the mean value outside the line and is almost confused in the speckle fluctuations. Increasing N, the visible contrast in the...
reconstructed images also increases and the groove profile become defined in the intensity plots. In order to characterize the visibility in the different images, we use the parameter 
\[ V = \left( \hat{I}_{\text{out}} - I_{\text{min}} \right) / \sigma_{\text{out}} \]
where \( \hat{I}_{\text{out}} \) is the mean speckle intensity and \( \sigma_{\text{out}} \) is the speckle standard deviation measured outside of the region of the groove, and \( I_{\text{min}} \) is the average intensity evaluated in the five neighbor pixels around the minimum intensity pixel in the slit. The value of the visibility parameter \( V \) for the four analyzed images is plotted in the graph of Fig. 12(c), showing that there is more visibility as the number of frames included in the reconstructed image increases. This is in accordance with the considerations reported above on the speckle severity reduction as the number \( N \) increases, which is necessary to reconstruct a properly contrasted H-SSLoM image on this class of samples. This also justify the large number (\( N = 24000 \)) of illumination patterns used to reconstruct the image of the structures presented in Fig. 6(b).

![Fig. 12. (a) H-SSLoM images of the groove of 100 nm in width including an increasing number \( N \) of independent speckle patterns in the reconstruction process. The corresponding number \( N \) is shown above each image. (b) Intensity plot profiles of the groove measured from 16 bit grayscale H-SSLoM images for the different \( N \). (c) Visibility parameter of the groove plotted as function \( N \).](image)
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