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Abstract
We present the depth-resolved nuclear resonance reflectivity (NRR) studies of the magnetization evolution in $[^{57}\text{Fe}(3\text{ nm})/\text{Cr}(1.2\text{ nm})]_{10}$ multilayer under the applied external field. The measurements have been performed at the station BL09XU of SPring-8 at different values of the external field (0 – 1500 Oe). We apply the joint fit of the delayed reflectivity curves and the time spectra of the nuclear resonance reflectivity measured at different grazing angles for enhancement of the depth resolution and reliability of the results. For the first time we show that the azimuth angle, which is used in all papers devoted to the magnetization profile determination, has more complicated physical sense due to the partially coherent averaging of the scattering amplitudes from magnetic lateral domains. We describe the way how to select the true azimuth angle from the determined “effective azimuth angle”. Finally we obtain the noncollinear twisted magnetization depth-profiles where the spin flop state appears sequentially in different $^{57}\text{Fe}$ layers at increasing applied field.

Introduction
The interest to antiferromagnet/ferromagnet [F/AF] multilayers (ML) had been started long ago after the discovery of the GMR effect in [Fe/Cr] structures [1]. The immediately developed applications of this effect in microelectronics stimulated the extensive investigations of such systems resulting in the Nobel prize for Albert Fert and Peter Grünberg [2]. However, up to now some behavior features of F/AF multilayers at the action of the applied fields have not been inquired properly.
Ladder-step magnetization curve, observed in [3] for [Fe/Cr]n multilayer, gives the authors the idea that the transition from the antiferromagnetic interlayer alignment to the ferromagnetic one under the action of the external field in such systems takes place as a layer-by-layer change of the sign of the magnetization. Similar model of the magnetization reorientation had been presented in the earlier paper [4]. Resembling sequent overturn of magnetization of ferromagnetic layers separated by nonmagnetic one was observed in three layer system by X-ray resonant magnetic scattering (XRMS) [5]. Polarized neutron reflectivity (PNR) and off-specular scattering was measured at the Institute Laue Langevin on the reflectometer ADAM from the sample [Cr(0.9 nm)/57Fe(6.7 nm)]12 of (100) orientation in the external magnetic field of 19.5 mT applied along an in-plane easy axis (001) after a saturation in a field of 1 T. The data gave the experimental evidence of the nonuniform twisted canted state in the spin-flop phase [6]. The canting angles are maximal in the end layers and progressively relax towards the middle of the ML from both sides. The presence of magnetic off-specular scattering (vanishing at saturation) observed in this experiment meant that the layer magnetization was laterally not homogeneous, but rather decomposed into domains. A visualization of the field evolution of the [Fe(14 A)/Cr(11 A)]20 magnetic structure grown with a (211) orientation was obtained by the least square fitting of the PNR data [7]. The authors concluded that the obtained picture quite well reproduced the theoretical predictions of [8-10], in particular it was shown that the spin-flopped region started from the top layer and was moved toward the center of the SL resulting in two antiphase domains. The similar complicated picture of the magnetization reorientation under the applied field was tested by PNR experiment in [11] for [Fe(4 nm)/Cr(1.1 nm)]22 superlattice with cubic crystalline anisotropy. Measurements were performed under the applied fields 600, 200, 60 and 30 mT in order to probe the magnetisation depth-profile. The finding of the authors based on the data fit was that they got the proof of the predicted picture of the magnetization reorientation in decreasing fields.

The theories so far developed [8-14] present a rather complicated picture of the layer-by-layer reorientation in the antiferromagnetic MLs under the applied field, however in some papers the evolution of the layer magnetization vectors is treated with the assumption that magnetizations in all even and in all odd magnetic layers are
collinear in other words the reorientation of each magnetic sublattice takes place cophasingly. So the process of reorientation under the external field could be described just by two azimuth angles: each one for separate magnetic sublattice. In the paper [15] this model was used for the description of the hysteresis loops measured by the intensity variation of the half-order Bragg peak at the reflection of the soft $\pi$ linear polarized X-rays (at L$_3$ edge of Fe) from [Fe(1.52 nm)/Cr(2.56 nm)]$_{10}$ ML. In the paper [16] the variation of the layer magnetization directions in [Fe/FeO] superstructure was studied by nuclear resonance reflectivity (NRR) under gradual increase of the external field. The results were interpreted by an almost orthogonal moment alignment between adjacent Fe layers that are progressively rotated and finally collapsed to the direction of the applied field. The result was later tested by PNR measurements [17].

In our paper we have performed the thorough investigation of the [$^{57}$Fe(3.0 nm)/Cr(1.2 nm)]$_{10}$ multilayer with antiferromagnetic interlayer coupling by means of the NRR using gradually increase of the external field. We have used the basic advantage of NRR experiments supplying the possibility to measure the time spectra of reflectivity at selected angles of incidence in addition to the NRR angular reflectivity curve. In such a way we got the combination of the spectroscopic and diffraction information in one experiment that supplies us with depth-profile information about hyperfine interactions in $^{57}$Fe layers and their magnetization direction. The joint fit of the angular curve and the time spectra of reflectivity, measured at several grazing angles, adds the reliability to the obtained magnetization depth-profiles.

We have made as well the essential correction to the previous ways of the data interpretation taking into account the partially coherent averaging of the reflected amplitudes from magnetic lateral domains. In this way we have been able to explain the results, obtained in two geometries: for transverse (T-geometry) and longitudinal (L-geometry) direction of the applied field relative SR beam.

**Theory**

Up to present the NRR experiments at synchrotron beamlines have been performed in the time domain: the short pulse of synchrotron radiation (SR) excites
all hyperfine transitions in the resonant nuclei simultaneously and $\gamma$-quanta, attendant the decay of the excited states, are measured as a function of the delay time after prompt SR pulse (Nowadays with the developing of the nuclear monochromators it is possible to measure the spectra of reflectivity in the energy scale as common Mössbauer spectra [18-20]).

The time spectra of reflectivity $I(\theta,t)$ are calculated by applying the Fourier transform to the energy dependent $\sigma$- and $\pi$- reflectivity amplitudes.

$$I(\theta,t) = \frac{1}{2\pi} \left[ \int_{-\infty}^{+\infty} R^\pi \Rightarrow \sigma (\theta,\omega) e^{-i\omega t} d\omega \right]^{2} + \frac{1}{2\pi} \left[ \int_{-\infty}^{+\infty} R^\pi \Rightarrow \pi (\theta,\omega) e^{-i\omega t} d\omega \right]^{2}. \quad (1)$$

Here we suppose that the incident SR field is $\sigma$-polarized, but the Mössbauer transition in $^{57}$Fe is of the magnetic dipole M1 type, so we follow the magnetic field of the radiation with the nuclei, which is $\pi$-polarized. Hyperfine interactions reveal themselves in the time spectra of reflectivity by the quantum beats well described for the nuclear resonance forward scattering, but the data interpretation is complicated by the dynamical beats and other effects specific for coherent decay of the excited nuclear system [21]. The time spectra of NRR are also distorted by the dynamical effects, but what is more essential by the phase relations between waves scattered by different layers. This last circumstance does not exist for the forward scattering and it provides us with the depth selective information relative the investigated parameters. The selectivity of the spectra measured at the different Bragg maxima to the depth distribution of hyperfine fields over one repetition period have been presented in [22] and thoroughly analyzed in [23]. In our case we are mostly interested in the magnetization profile in the whole ML.

The delayed nuclear reflectivity curve $I^{\text{delayed}}(\theta)$ is calculated by the integration of the time spectra over the whole delay time after the prompt SR pulse

$$I^{\text{delayed}}(\theta) = \int_{\Delta}^{T} I(\theta,t) dt \quad (2)$$

where $\Delta$ is the dead time of the APD detector and $T$ is the time interval between the successive SR pulses. Note that the actual value of $\Delta$ can essentially distort the behavior of $I^{\text{delayed}}(\theta)$ [24]. Normally the nuclear decay is virtually finished during
the interval $T$, however if this interval is comparable with the lifetime of the excited nuclear state than “the tail” of the reflectivity decay from the previous pulse should be added to (2).

We used for the NRR data treatment our computer package REFTIM [25, 26]. Here we briefly present the used reflectivity theory. For the case of complicated noncollinear magnetic MLs we should work with the reflectivity matrices taking into account the possible polarization change of the radiation during multiple reflections-transitions through layer boundaries. Such matrix formalism has been developed in Optics [27, 28]. For plane waves $\sim \exp \left(i \frac{\omega}{c} \mathbf{k} \cdot \mathbf{r} - i \omega t\right)$ we can describe the radiation field inside the multilayer in the following way:

$$
\begin{pmatrix}
\mathbf{E}(r,t) \\
\mathbf{H}(r,t)
\end{pmatrix} =
\begin{pmatrix}
\mathbf{E}(z) \\
\mathbf{H}(z)
\end{pmatrix} e^{i \left(\frac{\omega}{c} \mathbf{b} \cdot \mathbf{r} - \omega t\right)},
$$

(3)

where $\mathbf{b}$ is the tangential component of the incident, reflected and transmitted wave vectors. We use the wave vectors $\mathbf{\kappa}$ in units of $\omega / c$, $\mathbf{\kappa} = \mathbf{\vec{b}} + \eta \mathbf{q}$, where $\mathbf{q}$ is the unit vector normal to the surface (along $z$), so $|\mathbf{b}| = \cos \theta$, $\theta$ is the glancing angle for the incident radiation. Now we can work with the full radiation vectors $\mathbf{E}(z)$, $\mathbf{H}(z)$ not dividing them onto the eigen waves (4 in each of sublayers). It is known that it is worthy to go to the tangential components of $\mathbf{E}(z)$ and $\mathbf{H}(z)$, which are continuous at the transition through the boundary.

For the media characterized by the dielectric tensor $\hat{\varepsilon}(z) = 1 + \hat{\chi}(z)$, following [28], we present the Maxwell equations in a form:

$$
\left(-\nabla \times \frac{d}{dz} + i \frac{\omega}{c} \mathbf{\vec{b}} \times \nabla\right) \begin{pmatrix}
\mathbf{H}(z) \\
\mathbf{E}(z)
\end{pmatrix} = i \frac{\omega}{c} \begin{pmatrix}
\hat{\varepsilon}(z) \mathbf{E}(z) \\
\mathbf{H}(z)
\end{pmatrix},
$$

(4)

where superscript $\times$ means the dual tensor, representing the vector product. Using the obvious scalar relations: $\hat{a} \mathbf{H} = \mathbf{q} \hat{\varepsilon} \mathbf{E}$, $\mathbf{a} \mathbf{E} = -\mathbf{q} \mathbf{H}$, where $\mathbf{a} = \mathbf{b} \times \mathbf{q}$ we can get the relation between the total and tangential filed amplitudes determined by
\( \vec{H}_t = \hat{I} \vec{H}, \vec{E}_t = \hat{I} \vec{E} \) (\( \hat{I} = 1 - \tilde{q} \circ \tilde{q} = -\tilde{q}^2 \) is the surface projective tensor, the sign \( \circ \) means the outer product of vectors, subscript \( t \) means the tangential component):

\[
\begin{pmatrix}
\vec{H} \\
\vec{E}
\end{pmatrix} = \begin{pmatrix}
\hat{I} & -\tilde{q} \circ \tilde{a} \\
1 - \frac{1}{\varepsilon} \tilde{q} \circ \tilde{a} & \frac{1}{\varepsilon} \tilde{q} \circ \tilde{I}
\end{pmatrix} \begin{pmatrix}
\vec{H}_t \\
\vec{E}_t
\end{pmatrix},
\]

(5)

where \( \varepsilon_q = \tilde{q} \varepsilon \tilde{q} \). Relation (5) allows us to diminish the number of variables in (4) from 6 to 4 and get finally the propagation matrix \( \hat{M} \)

\[
\frac{d}{dz} \begin{pmatrix}
\vec{H}_t(z) \\
q \times \vec{E}(z)
\end{pmatrix} = i \frac{\omega}{c} \hat{M}(z) \begin{pmatrix}
\vec{H}_t(z) \\
q \times \vec{E}(z)
\end{pmatrix},
\]

(6)

where

\[
\hat{M} = \begin{pmatrix}
\hat{A} & \hat{B} \\
\hat{C} & \hat{D}
\end{pmatrix}
\]

(7)

and planar 2x2-blocks \( \hat{A}, \hat{B}, \hat{C}, \hat{D} \) have the form (\( \hat{\varepsilon} \) is the transposed to the reciprocal tensor of \( \hat{\varepsilon} \)) [28]:

\[
\hat{A} = \frac{1}{\varepsilon} \tilde{q} \times \tilde{\varepsilon} \tilde{q} \circ \tilde{a}, \quad \hat{B} = \frac{1}{\varepsilon} \hat{\varepsilon} \hat{\varepsilon} \hat{I} - \tilde{b} \circ \tilde{b},
\]

\[
\hat{C} = \hat{I} - \frac{1}{\varepsilon} \tilde{a} \circ \tilde{a}, \quad \hat{D} = -\frac{1}{\varepsilon} \tilde{a} \circ \tilde{q} \tilde{\varepsilon} \tilde{q} \times.
\]

(8)

For NRR we can simplify the general expressions (8), obtained in optics, if we take into account that \( \hat{\chi} \sim 10^{-5} \) and reflectivity is essential only at grazing incidence angles \( \theta < 10^{-2} \). We have got the very simple approximate expression for the differential propagation matrix applicable for NRR at grazing angles [29]:

\[
\hat{M} \equiv \begin{pmatrix}
0 & 0 & 1 & 0 \\
\tilde{a} \tilde{\chi} \tilde{q} & 0 & 0 & \sin^2 \theta + \tilde{a} \tilde{\chi} \tilde{a} \\
\sin^2 \theta + \tilde{q} \tilde{\chi} \tilde{q} & 0 & 0 & \tilde{q} \tilde{\chi} \tilde{a} \\
0 & 1 & 0 & 0
\end{pmatrix}.
\]

(9)

The used coordinate system is presented in Fig. 1.
In some specific cases the simplified expression (9) is incorrect (some examples are considered in [30]) and the exact propagation matrix should be used.

The eigen values $\eta$ of the matrix (9), which at the same time are the normal components of the wave vectors in units of $\omega / c$, can be easily found from the biquadratic equation:

$$\eta^4 - 2\sin^2 \theta + \tilde{a}\tilde{\chi} \tilde{a} + \tilde{q}\tilde{\chi} \tilde{q})\eta^2 + (\sin^2 \theta + \tilde{q}\tilde{\chi} \tilde{q})(\sin^2 \theta \tilde{a} + \tilde{a}\tilde{\chi} \tilde{a}) - \tilde{a}\tilde{\chi} \tilde{q}\tilde{\chi} \tilde{a} = 0, \quad (10)$$

so the integral of (6) in the layer of thickness $d$ with constant $\tilde{\chi}(z)=\text{const}$ we calculate e.g. by the Sylvester formula [31]:

$$\int_0^\infty e^{i\omega t} d\tilde{M} = \sum_{j=1}^4 \int_0^\infty e^{i\omega t} \eta^{(j)} \prod_{n\neq j} (\tilde{M} - \eta^{(n)}) \prod_{n\neq j} (\eta^{(j)} - \eta^{(n)}) \quad (11)$$

The analytical expression for the integral propagation matrix have also been found in [29] for such simple form of $\tilde{M}$ (9) by interchanging of the lines and columns of $\tilde{M}$:

$$\tilde{L}(d) = e^{ik\tilde{M} d} = \left( \begin{array} {cc} \cos(kd\sqrt{\tilde{B}\tilde{C}}) & iC^{-1}\sqrt{\tilde{B}\tilde{C}} \sin(kd\sqrt{\tilde{B}\tilde{C}}) \\ i\tilde{B}^{-1}\sqrt{\tilde{B}\tilde{C}} \sin(kd\sqrt{\tilde{B}\tilde{C}}) & \cos(kd\sqrt{\tilde{B}\tilde{C}}) \end{array} \right), \quad (12)$$

where

$$\tilde{B} = \left( \begin{array} {cc} \tilde{a}\tilde{q}\tilde{q} & \sin^2 \theta + \tilde{a}\tilde{\chi} \tilde{a} \\ \sin^2 \theta + \tilde{q}\tilde{\chi} \tilde{q} & \tilde{q}\tilde{\chi} \tilde{a} \end{array} \right), \quad \tilde{C} = \left( \begin{array} {cc} 0 & 1 \\ 1 & 0 \end{array} \right) \quad (13)$$
This algorithm is similar to the super-matrix method used in the PNR theory [32, 33], however the calculations of the 2x2 matrix functions in (12) (The detailed algorithm of these procedures with usage of the Pauli matrices has been presented e.g. in the early work devoted to the Faraday rotation for Mössbauer radiation [34]) take more computation time than the calculations by Silvester formula (11).

The known eigen values of $\hat{M}$ allow us to get as well the so called surface impedance planar tensors $\hat{\gamma}$, connected the tangential components of the radiation field $\vec{q} \times \vec{E}$ and $\vec{H}_t$, i.e. $\vec{q} \times \vec{E} = \hat{\gamma} \vec{H}_t$, which are needed for the boundary task. For the waves propagating in one direction (connected with the eigen values $\eta^{(1)}, \eta^{(2)}$):

$$\hat{\gamma}^M = \frac{1}{\sin^2 \theta + \tilde{\alpha} \tilde{\chi} + \eta^{(1)} \eta^{(2)}} \begin{pmatrix} \eta^{(1)} \eta^{(2)} (\eta^{(1)} + \eta^{(2)}) & \vec{q} \tilde{\chi} \tilde{a} \\ -\tilde{\alpha} \tilde{\chi} \tilde{q} & (\eta^{(1)} + \eta^{(2)}) \end{pmatrix}$$  (14)

The integral propagation 4x4-matrix for the whole multilayer $\hat{L}$ is calculated as the product of the propagation matrices of the individual layers $\hat{L}(d_n)$ because the tangential components of the radiation field are continuous at the layer boundaries. The reflectivity 2x2-matrix $\hat{r}$ for the tangential components of the magnetic filed of the radiation $\vec{H}_t^R = \hat{r} \vec{H}_t^0$ is calculated by the formula [29]:

$$\hat{r} = \gamma^D (\hat{L}_1 + \hat{L}_2 \gamma^R) - (\hat{L}_3 + \hat{L}_4 \gamma^R) \gamma^R \gamma^0 (\hat{L}_3 + \hat{L}_4 \gamma^0) - \hat{r}^D (\hat{L}_1 + \hat{L}_2 \gamma^0)$$  (15)

where $\hat{L}_{1,2,3,4}$ are the 2x2-blocks of $\hat{L}$ and superscripts $D,R$ refer to the substrate and the outward media. Taking into account that $\vec{E} = (q \circ a - q \times \hat{\gamma}) \vec{H}_t$ (from (5)), the components of the reflectivity matrix in $\sigma, \pi$ orts used in (1) are determined by the relations:

$$R^{\hat{\sigma} \rightarrow \hat{\sigma}} = -r_{22}, \quad R^{\hat{\sigma} \rightarrow \hat{\pi}} = -r_{12} \sin \theta, \quad R^{\hat{\pi} \rightarrow \hat{\sigma}} = r_{21} / \sin \theta, \quad R^{\hat{\pi} \rightarrow \hat{\pi}} = r_{11}.$$  (16)

For the angles much larger than the critical angle of the total external reflection the reflectivity can be described in the kinematical limit of the exact theory. For the scalar susceptibility of layers it has been accurately derived in [35] and for the case of anisotropic layers it is done in [36]:
\[
\hat{R} \equiv \sum_{j=1}^{L} e^{-i\frac{\omega}{c}d_{1}\hat{n}_{j}} \ldots e^{-i\frac{\omega}{c}d_{j-1}\hat{n}_{j-1}} \hat{r}_{j-1,j} e^{+i\frac{\omega}{c}d_{j-1}\hat{n}_{j-1}} \ldots e^{+i\frac{\omega}{c}d_{1}\hat{n}_{1}},
\] (17)

For the refraction \(\hat{n}^\pm_{j}\) and reflectivity \(\hat{r}_{j-1,j}\) matrices the following expressions have been obtained:

\[
\hat{r}_{j-1,j} = \frac{1}{4\sin^2 \theta} (\hat{\chi}_{j-1}^\perp - \hat{\chi}_{j}^\perp), \quad \hat{n}^\pm_{j} = \pm (\sin \theta + \frac{\hat{\chi}_{j}^{\perp \perp}}{2\sin \theta}).
\] (18)

For small grazing angles typically used in NRR experiments the transversal 2x2-matrices \(\hat{\chi}_{j}^{\perp}\) in (18) can be calculated in the plane perpendicular to the beam direction (to vector \(\vec{b}\), which is along the y-axis, see Fig. 1), then \(\hat{\chi}_{j}^{\perp}\) can be presented in \(\sigma, \pi\) or as

\[
\hat{\chi}_{j}^{\perp} = \begin{pmatrix}
\alpha_{\chi}^{a} & -\alpha_{\chi}^{q} \\
-q_{\chi}^{a} & q_{\chi}^{q}
\end{pmatrix} = \frac{\lambda^2}{\pi} \rho \hat{f}_{\vec{b} \rightarrow \vec{b}},
\] (19)

Where we can put \(|a| = 1\). In (20) we as well write down the known relation between the susceptibility tensor and the coherent forward scattering amplitude \(\hat{f}_{\vec{b} \rightarrow \vec{b}}\), \(\rho\) is the volume density of the scattering centers.

Unfortunately, in general case the matrix exponentials \(e^{i\hat{n}kz}\) in (17) can not be rearranged, so this kinematical way of computation does not considerably speed-up the computations. Only if the polarization dependent absorption can be neglected, the expression (17) can be simplified to the expression (formally similar to that obtained in [35], but for matrices \(\hat{\chi}_{j}^{\perp}\)):

\[
\hat{R} \equiv \frac{1}{4\sin^2 \theta} \sum_{j=1}^{L} e^{iQz_{j-1}} (\hat{\chi}_{j-1}^{\perp} - \hat{\chi}_{j}^{\perp}),
\] (20)

where \(Q = \frac{4\pi}{\lambda} \sin \theta\) is the vector of scattering and \(z_{j-1}\) is the z-coordinate of the \((j-1)/ j\) boundary counting off the surface, \(L\) is the number of the interlayer boundaries. Proceeding from this simplest expression (20) for the reflectivity amplitude, NRR experiments are often called as the forward scattering experiments.
However, the different phases ($e^{iQz_{j-1}}$ in the simplest case (20)) of the reflection amplitudes from layer boundaries lead to much more complicated shape of the reflectivity spectra than of the forward scattering spectra. But these phases supply us with the depth resolution. Kinematical approach is not applicable near the critical angle, however, the kinematical formula (19) gives us an opportunity for qualitative considerations of some effects.

In the matrix formalism of reflectivity the roughness of layer boundaries can not be included as the additional factor like it has been done for the scalar reflectivity theory (e.g. in [37]). For anisotropic layers we take into consideration the interface layers with variable profiles of the used parameters (electron density, density of nuclei characterizing by the definite kind of hyperfine interaction etc.). The smooth profiles are automatically partitioned in calculations by the determined number of steps. (The detailed description is given in [25]). The procedure of the roughness inclusion to the matrix reflectivity theory, described in [38], is much more complicated and uncertain for differential consideration of the separate hyperfine contributions.

The most lengthy description in calculations is needed for the susceptibility tensor $\hat{\chi}$ of the Mössbauer medium. It consists from two parts associated with the scattering by the electrons $\chi^{el}$ and resonant nuclei $\hat{\chi}^{nucl}$:

$$\hat{\chi} = \chi^{el} + \hat{\chi}^{nucl}.$$  

(21)

For the electronic part we have

$$\chi^{el} = -\frac{\lambda^2}{\pi} r_e \sum_n \rho_n (Z_n + \Delta f_n '+' + i\Delta f_n '"") = -2\delta + i2\beta,$$

(22)

where $r_e=2.818\cdot10^{-6}$ нм is the classical electron radius, $\rho_n$ is the volume density of the n-type atoms, $Z_n$ is their atomic number, $\Delta f_n'$, $\Delta f_n"$ are the anomalous dispersion corrections, $\delta$ and $\beta$ are the refraction and absorption terms in the expression of the refractive index $n = 1 + \delta + i\beta$. (We can find the Table values of $\delta$ and $\beta$ for some substances in e.g. [39]).
\[ \hat{\chi}^{\text{nucl}}(\omega) = -\frac{\lambda}{2\pi} \frac{\Gamma_{\text{nat}}}{2} \sigma_{\text{res}} \frac{2L+1}{2I_e+1} \times \]
\[ \sum_j \rho_j^{\text{nucl}} f_j^{LM} \sum_{m_e,m_g} \frac{|\langle I_g m_g L \Delta m | I_e m_e \rangle|^2}{\hbar \omega - E_j R (m_e, m_g) + \frac{i\Gamma}{2}} \hat{h}_{\Delta m} \cdot \hat{h}_{\Delta m}^* \]

where for $^{57}\text{Fe}$ (M1 transition) $L=1$, $I_e = 3/2$, $I_g = 1/2$, $m_e, m_g$ are the magnetic quantum numbers, $\Delta m = m_e - m_g = \pm 1, 0$, $\langle I_g m_g L \Delta m | I_e m_e \rangle$ are the Clebsch–Gordan coefficients, $\sigma_{\text{res}} = 2.56 \times 10^{-4} \text{ nm}^2$ is the resonance cross-section, $\lambda = 0.086 \text{ nm}$, $\Gamma_{\text{nat}} = 0.097 \text{ mm/s}$ (4.665 neV), $j$ numerate the kind of the hyperfine splitting (multiplet number in Mössbauer spectrum), $f_j^{LM}$ is the Lamb–Mössbauer factor for this type of nuclei and $\rho_j^{\text{nucl}}$ is the volume density of the resonant nuclei possessing $j$ type of hyperfine splitting. $\hat{h}_{\Delta m}$ in (23) are the spherical orts of the hyperfine field principal axis:

\[ \overline{h}_{\pm 1} = \pm i \frac{\hat{h}_x + i\hat{h}_y}{\sqrt{2}}, \quad \hat{h}_0 = i\hat{h}_z. \] (24)

In the chosen coordinate system we have ($\beta$ and $\gamma$ are the polar and azimuth angles determining $\overline{B}_{hf}$ orientation as it shown in Fig. 1)

\[ \hat{h}_x = (-\cos \beta \cos \gamma, -\cos \beta \sin \gamma, \sin \beta), \]
\[ \hat{h}_y = (\sin \gamma, -\cos \gamma, 0), \]
\[ \hat{h}_z = (\sin \beta \cos \gamma, \sin \beta \sin \gamma, \cos \beta). \] (25)

The matrix (20) for different hyperfine transitions takes a form:

\[ \hat{\chi}^\perp_{\Delta m = 0} \propto \begin{pmatrix} \sin^2 \beta \cos^2 \gamma & -\sin \beta \cos \beta \cos \gamma \\ -\sin \beta \cos \beta \cos \gamma & \cos^2 \beta \end{pmatrix} \] (26)

\[ \hat{\chi}^\perp_{\Delta m = \pm 1} \propto \frac{1}{2} \begin{pmatrix} \sin^2 \gamma + \cos^2 \gamma \cos^2 \beta & (\cos \beta \cos \gamma \mp i \sin \gamma) \sin \beta \\ (\cos \beta \cos \gamma \pm i \sin \gamma) \sin \beta & \sin^2 \beta \end{pmatrix} \] (27)
It is easily seen that in the case of $\beta=0$ the transitions with $\Delta m=0$ do not participate in the scattering the $\pi$-polarized radiation (that is the polarization of the magnetic field of the $\sigma$-polarized SR), the amplitude of scattering at the $\Delta m=\pm 1$ is not changed after substitution $\gamma$ by $(180-\gamma)$ (symmetrical relative the beam direction), the scattering to the changed polarization state is antisymmetric, but it is symmetric for scattering to the same polarization state relative substitution $\gamma$ by $(-\gamma)$ (in one-fold scattering approximation).

If the hyperfine splitting is absent $E_R(m_e,m_g)=E_R$, then

$$\frac{2L+1}{2L+1} \sum_{m_e,m_g} \left| \langle I_g m_g L \Delta m | I_e m_e \rangle \right|^2 \vec{h}_{\Delta m} \cdot \vec{h}_{\Delta m}^* = 1 \tag{28}$$

and we come to the expression for the scalar $\chi^\text{nucl}$ given in e.g. [21]. It is useful to have the averaging of tensors $\vec{h}_{\Delta m} \cdot \vec{h}_{\Delta m}^*$ for the cases of the random orientation of the hyperfine fields in the surface plane ($\beta=90^\circ$)

$$\frac{1}{4} (1 + \vec{q} \cdot \vec{q}) = \frac{1}{4} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 2 \end{pmatrix}, \tag{29}$$

$$\frac{1}{2} (1 - \vec{q} \cdot \vec{q}) = \frac{1}{2} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}; \tag{30}$$

For the case of the random orientation of the hyperfine fields in 3D space (Averaging over sphere means $\frac{1}{4\pi} \int \int \ldots \sin \phi \, d\gamma \, d\beta$) we have scalar nuclear susceptibility $\chi^\text{nucl}$:

$$\vec{h}_{\pm} \cdot \vec{h}_{\pm}^* = \vec{h}_0 \cdot \vec{h}_0^* = \frac{1}{3} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \tag{31}$$
The hyperfine splitting of the nuclear levels \( E_R(m_e, m_g) \) is well known in Mössbauer spectroscopy. For the case of the uniaxial hyperfine fields we have.

\[
E_R(m_e, m_g) = IS + B_{hf}(G_{ex}^m m_e - G_{gr}^m m_g) + \Delta_{EFG}^*(A_{Q}^{ex} - A_{Q}^{gr} * C_{Q}),
\]

where \( IS \) (mm/s) is the isomeric shift, \( B_{hf} \) (T) is the magnetic hyperfine field value, \( G_{ex}^m = -0.067897 \) (mm/s / T) and \( G_{gr}^m = 0.118821 \) (mm/s / T) are the gyromagnetic ratios for the excited and ground states, \( \Delta_{EFG} \) (mm/s) is the electric quadrupole splitting (\( \Delta_{EFG} = eQq/2 \) in the notations of [40]), \( A_{Q}^{ex, gr} = \frac{3m_{e,g}^2 - I_{e,g}(I_{e,g} + 1)}{2I_{e,g}(2I_{e,g} - 1)} \), \( C_{Q} = \frac{Q_{gr}}{Q_{ex}} \), \( Q_{ex} = 0.2 \) barn and \( Q_{gr} = 0 \) are the quadrupole moments of the excited and ground states. The values are given for \( ^{57}\text{Fe} \). For the case of the noncollinear \( B_{hf} \) and the principal axis of the electric field gradient or for the case of non-axially symmetric electric quadrupole interaction the eigen functions of the nuclear energy levels are the combination of the magnetic states and we follow the paper [41] for the description of \( \hat{\chi} \) in REFTIM [25, 26].

Note that \( \hat{\chi}^{nuc}(\omega) \) (as well as \( \chi^{el} \) has depth profile) in multilayer is specific for each separate sublayer and this specification should be determined by the additional index number adding to \( \rho_{j}^{nuc} \), to hyperfine axis orientation \( \beta_j, \gamma_j \) and to possible portion of the random or plane orientation in each sublayer. So the description of the multilayer model includes the huge number of independent parameter for fit.

**Partial transverse coherence of the incident beam**

The most nontrivial description for the reflectivity is needed for the case when lateral inhomogeneous magnetic structure takes place. Nowadays it is clear that even a very thin magnetic ML has lateral domains. A lot of experimental methods successfully visualize them. Up to now the most of the papers devoted to the NRR experiments (excluding the off-specular measurements, e.g. [42]) have presented the
definite azimuth magnetization angle for each sublayer as the result of the reflectivity data fit [16, 43-45]. If the measurements are not performed in the saturation state of the sample that is in contradiction with the latest results on the domain structure visualizations for ultrathin multilayers (see e.g. [46-48]).

NRR measurements are executed at grazing angles $\sim 10^{-3}$ rad. Even the very narrow SR beam ($\sim 20 \mu$m) illuminates a rather large area on the surface $\sim 20000 \mu$m (along the beam direction) which exceeds the typical lateral domain size. If in the absence of the external field we have the equal number of domains with different orientation of $\vec{B}_{hf}$ in the surface plane, we could suppose that we have the case (29)-(30), which for $\sigma$ polarized SR beam gives the identical results with the case $\beta=90^\circ$, $\gamma=0^\circ,180^\circ$ [49-51]. But surprisingly the NRR data interpretation has given the definite azimuth angle for the magnetization direction which is difficult to explain especially for the polycrystalline film in e.g. [43].

Here we try to give the more realistic interpretation of the results. It takes into account the finite transverse coherence length of SR [52-53]. We should suppose that probably not all scattered amplitudes from different domains are added coherently in the reflectivity signal (Fig. 2).

![Fig. 2. The illustration of the partially coherent interference of waves reflected by different domains.](image)

Assuming the 4-fold in-plane anisotropy we will operate with 4 possible $\sigma$– and $\pi$–polarized reflected amplitudes $f_\sigma^{L,-L,T,-T}$ for domains with magnetization
directions along the beam (L and -L) and perpendicular to the beam (T and –T). So the reflectivity intensity can be presented by the formula:

\[ I_R(t) \propto \left( |\alpha f^L_\pi|^2 + |\beta f^{L*}_\pi|^2 + |\gamma f^T_\pi|^2 + |\delta f^{T*}_\pi|^2 + 
+ 2C_{coh} \text{Re} \left( \alpha \beta f^L_\pi f^{L*}_\pi + \alpha \gamma f^L_\pi f^{T*}_\pi + \alpha \delta f^L_\pi f^{T*}_\pi + \beta \gamma f^T_\pi f^{T*}_\pi + \beta \delta f^T_\pi f^{T*}_\pi + \gamma \delta f^T_\pi f^{T*}_\pi \right) \right) \]

\[ + \left( |\alpha f^L_\sigma|^2 + |\beta f^{L*}_\sigma|^2 + |\gamma f^T_\sigma|^2 + |\delta f^{T*}_\sigma|^2 + 
+ 2C_{coh} \text{Re} \left( \alpha \beta f^L_\sigma f^{L*}_\sigma + \alpha \gamma f^L_\sigma f^{T*}_\sigma + \alpha \delta f^L_\sigma f^{T*}_\sigma + \beta \gamma f^T_\sigma f^{T*}_\sigma + \beta \delta f^T_\sigma f^{T*}_\sigma + \gamma \delta f^T_\sigma f^{T*}_\sigma \right) \right) \]

(33)

where \( \alpha, \beta, \gamma, \delta \) are the relative amount of the \( L, -L, T, -T \) domains respectively. In (33) we insert the factor \( C_{coh} \) (\( 0 \leq C_{coh} \leq 1 \)) which supplies the suppression of the interference of the waves reflected by different domains due to the partial coherence of the incident SR beam. Following the consideration in [53] we can write

\[ C_{coh} = \exp[-\frac{1}{2} \left( \frac{D_{domains}}{\xi_t} \right)^2], \]

(34)

where \( \xi_t \) is the transverse coherence length of SR beam, \( D_{domains} \) is the characteristic lateral domain size. If \( D_{domains} \gg \xi_t \), \( C_{coh} \approx 0 \), the interference between scattering waves from different domains is absent. If \( D_{domains} \ll \xi_t \), \( C_{coh} \approx 1 \) and scattering from the whole surface is fully coherent.

When \( \vec{B}_{hf} \) orientates in the surface plane, it can be shown that in the kinematical approximation (remember that we consider M1 transition, so we have \( \pi \) polarized SR beam with respect to the magnetic field of radiation)

\[ f^L_\pi = f^{L*}_\pi = f^T_\pi = f^{T*}_\pi = f_\pi(t) \]

(35)

\[ f^L_\sigma = -f^{L*}_\sigma = f_\sigma(t); \quad f^T_\sigma = f^{T*}_\sigma = 0 \]

(36)

So in the fully coherent scattering (\( C_{coh} = 1 \))

\[ I_R(t) \propto \left( (\alpha + \beta + \delta)^2 |f_\pi(t)|^2 + (\alpha - \beta)^2 |f_\sigma(t)|^2 \right), \]

(37)
and when $\alpha = \beta = \gamma = \delta = 1$ no contribution of $|f_\sigma(t)|^2$ will be inserted to the time spectrum of reflectivity $I_R(t) \propto |f_\pi(t)|^2$. In the case of completely incoherent scattering ($C_{coh} = 0$)

$$I_R(t) \propto \left( (\alpha^2 + \beta^2 + \gamma^2 + \delta^2) |f_\pi(t)|^2 + (\alpha^2 + \beta^2) |f_\sigma(t)|^2 \right),$$

and when $\alpha = \beta = \gamma = \delta = 1$ we have $I_R(t) = A(|f_\pi(t)|^2 + \frac{1}{2} |f_\sigma(t)|^2)$. In general for any value of $C_{coh}$ we have

$$I_R(t) \propto (1 + 3C_{coh}) |f_\pi(t)|^2 + \frac{1}{2} (1 - C_{coh}) |f_\sigma(t)|^2$$

The same mixture of $|f_\pi(t)|^2$ and $|f_\sigma(t)|^2$ dependencies we can get in the case of the homogeneous magnetization direction with definite azimuth angle $\gamma^{eff}$ for $B_{hf}$ orientation:

$$I_R(t) \propto |f_\pi(t)|^2 + \sin^2 \gamma^{eff} |f_\sigma(t)|^2.$$  \hfill (40)

Compare (39) with (40) we can claim that the interpretation of the time spectra of reflectivity, presented in many papers in terms of uniaxial anisotropy of the sample magnetization (single domain state) can in reality be masked by the multidomain state due to the restricted coherence length of radiation. For any effective azimuth angle $\gamma^{eff}$, obtained by the fit of the reflectivity time spectrum, measured at one sample orientation, we can give a fully adequate description with some value of the partial coherence parameter $C_{coh}$ according to the equation for $C_{coh}$

$$\frac{(1-C_{coh})}{2(1 + 3C_{coh})} = \sin^2 \gamma^{eff}.$$  \hfill (41)

In many cases the choice between the two different descriptions of the data can be made with the sample rotation say on 90°. If for the new spectrum interpretation you should change in the model the azimuth angle also for 90°, you deal with the single-domain state with definite magnetization direction. If you should not change anything in the model, then it is a proof of the partial coherence of the scattered waves from
different domains. In the case of the external field application we should not rotate the sample but should change the direction of the external field, however in practice such comparison is not trivial, because the sample magnetization is always depends on the pre-history and you can get another magnetization state in the process of increasing or decreasing of the external field.

Strictly speaking the lateral inhomogeneity always leads to the diffuse scattering. The “magnetic” diffuse scattering (or small angle scattering in the case of forward scattering), brightly demonstrated for NRS in [54, 55], gives the more direct information about the lateral magnetic domain size. However, the theory of the diffuse scattering especially for the case of the spectral inhomogeneity is rather complicated (see e.g. [56, 57]) and needs the use of the correlation functions for the description of the lateral distribution of the inhomogeneities, while for specular reflectivity this factor is absent and just the partial transverse coherence of synchrotron beam is actual. Diffuse NRR experiments are rather difficult to do (in the allocated beamtime) and the resulting advantage would have been of limited use for determination of the depth-profiles of magnetization direction. In our work we use just the specular NRR reflectivity and present the simplest and clear description of the influence of the finite transverse coherence of the synchrotron beam on the NRR from multi-domain multilayers. Note that similar simplification for description of the specular reflectivity from rough surfaces, like a simple exponential factor, decreasing the Fresnel amplitude of specular reflectivity, is commonly used for the X-ray reflectivity data treatment.

It is interesting that the surface domain influence on the specular NRR reflectivity destroys the common opinion that the specular reflectivity provides information on the depth profiles only, while off-specular scattering on the lateral structure of scattering layers. The same idea has been presented in [57], where the authors have shown that the lateral domain occurrence leads to the decrease of the “antiferromagnetic maximum” on the delayed specular NRR curve. However, in the NRR theory the authors of [57] have used a rather general parameter: “a specific magnetic bias parameter $\eta$” (eq. (45)), - which is a part of the magnetization along the field direction. In addition it has been assumed a strict antiferromagnetic
interlayer coupling. So their approach would be helpless in the description of the twisted magnetization profiles.

**Experiment**

The experiment was performed at the station BL09XU of SPring-8. The angular dependencies and the time spectra of the NRR were measured at each step of the gradually increasing external field from 0 Oe up to 1500 Oe in L- and T-geometries. For such measurements the special design of the magnet had been created.

The $[^{57}\text{Fe}(2.0 \text{ nm})/\text{Cr}(1.2 \text{ nm})]_{10}$, $[^{57}\text{Fe}(2.0 \text{ nm}/\text{Cr}(1.2\text{nm})]_{20}$ and $[^{57}\text{Fe}(3.0 \text{ nm})/\text{Cr}(1.2 \text{ nm})]_{10}$ have been grown samples for our investigation at Indore (India). Deposition on Si substrate was carried out using ion beam sputtering at room temperature in a UHV chamber with a base pressure of $1 \times 10^{-7}$ mbar. Sputtering was done using 3 cm broad Kaufman type ion source with 1keV Ar ions. Fe layers were prepared with 95% enriched $^{57}$Fe target in order to enhance NRR signal. Before the measurements at Spring-8 the conversion electron Mössbauer spectra (CEMS) were measured (Fig. 3) as well as the magnetization curves (Fig. 4). CEMS can be fitted with several magnetic sub-spectra (we manage to do that with three sub-spectra used for the subsequent fit of the time spectra – Fig. 3). The ratio of the hyperfine lines confirms the plane anisotropy of the magnetization, i.e. all $B_{hf}$ lay in the surface plane.
Magneto-optical Kerr effect (MOKE) measurements were done in longitudinal geometry using a He–Ne laser (632.8 nm wavelength), and with a maximum magnetic field of 1500 Oe.

Magnetization measurements did not reveal the noticeable anisotropy in the surface plane. Just slight manifestation of the step-like behavior and weak hysteresis can be seen on the magnetization curves. The small values of these effects could be explained by the multi-domain surface structure of our film.

The antiferromagnetic interlayer coupling of $^{57}$Fe layers was evidently detected by the occurrence of the half order Bragg peaks (Fig. 5) on the delayed reflectivity curves measured at the SPring-8. We start these measurements with the sample $[^{57}$Fe(2.0 nm/Cr(1.2nm)]$_{20}$ and follow the disappearance of these “magnetic peaks” during the external field increase in the longitudinal geometry. However, we needed also the time spectra of reflectivity, but at the field decrease we come to another magnetization state of the sample. So later we decided to investigate the whole set of data in the increasing field with another $[^{57}$Fe (3.0 nm)/Cr (1.2 nm)]$_{10}$ sample. For that sample we got the most complete set of data, which we present now.
Fig. 5. Prompt and delayed reflectivity measured without external field for the sample \([^{57}\text{Fe} \ (3.0 \ \text{nm})/\text{Cr} \ (1.2 \ \text{nm})]_{10}\). The angles at which the time spectra of the NRR were measured are marked by the dash vertical lines.

The fit of the prompt reflectivity curve gives us the electron density profile (Fig. 6). It is not simple and we see that not only top Cr layer but also the surface Fe/Cr bilayer and bilayer at the interface with Cr buffer layer are somehow distracted. The electron density of Fe and Cr layers differs from the Table values due to some intermixture. The larger than table values of $\text{Im}\chi$ in the interfaces can be explained by the roughness initiated diminution of radiation.

Fig. 6. Depth profile of the electron density and of the absorption obtained by the fit of the prompt reflectivity curves.

The fit of the delayed reflectivity curve should be done simultaneously with the fit of the time spectra of reflectivity which were measured at 5 angles: at the critical angle, at $\frac{1}{2}$, 1st, 3/2 and 2nd orders Bragg peaks (Fig. 7). The shape of the time spectra
measured at the marked grazing angles are rather different, however their Fourier transforms contain the same frequency beats and confirm that we have the plane orientation of $\overline{B}_{hf}$ when just the $\Delta m = \pm 1$ transitions are excited by the $\sigma$-polarized SR. Corresponding 4 lines in the conventional Mossbauer spectrum are shown in the insert of Fig. 7. The basic frequency beats originates from the interference of these hyperfine transitions (marked by vertical lines). At the same time the Fourier transform reveals the difference in the magnitude of these frequency beats. It have been shown that the first order Bragg peak is mostly sensitive to the hyperfine fields in the center of the $^{57}\text{Fe}$ layers, but in 2$^{\text{nd}}$-order Bragg peak the contribution from interfaces dominates [23]. So the essential increase of the amplitude of the largest frequency beat for 2$^{\text{nd}}$-order Bragg peak can be explained by considerable disorientation of the $B_{hf}$ in the interfaces comparing with the center part of $^{57}$Fe layers. The same deduction have been obtained by the fit of the NRR data for $[^{57}\text{Fe}/\text{Cr}]$ ML [43] and XRMR, PNR data for [Fe(35 Å)/Gd(50 Å)]$_5$ ML in [58].

![Graph](image)

Fig. 7. NRR time spectra, measured at the angles, marked by vertical lines in Fig. 5, (left panel) and their Fourier transform (right panel). The spectra are normalized and vertically shifted.

For the joint fit of the delayed reflectivity and the time spectra of reflectivity we use the parameters, obtained by the Mössbauer spectrum fit and prompt
reflectivity curve fit. The main purpose of the joint fit is the depth distribution of the three chosen $B_{hf}$ and their effective orientation in plane.

![Reflectivity curve fit](image)

**Fig. 8.** Time spectra of NRR measured at 4 grazing angles in logarithm scale and vertically shifted. Symbols present the experimental data, lines – the fit results.

The fitted delayed curve and the time spectra of reflectivity in the case, when the external field is absent, are shown in Figs. 5,8. The obtained depth-profiles for the three chosen hyperfine fields is presented in Fig. 9.

As we see in Fig. 9 the highest hyperfine field of 33.1 T is attributed to the nuclei situated preferably near the top interface. That means that the Fe-on-Cr interface is more diffused than the Cr-on Fe interface in our sample.

We expected that when the external field is absent the hyperfine fields, antiferromagnetically coupled between adjacent $^{57}$Fe layers, has no any preferable azimuth direction in the surface plane. Even if there is some uniaxial anisotropy in the multilayer due to internal stresses generated during deposition (like it was observed in [59] for finemet ferromagnetic alloy) we can not exclude 180° lateral domains. The coherent averaging of scattering amplitudes in that case should give the effective azimuth angle 0°/180° for the magnetization direction in antiferromagnetic bilayers. However, the fit of our data set has been more or less successful with the azimuth angles of 20°/-160° (or equivalently -20°/160°). The considered in the previous section influence of the partial coherence of the scattering from different
domains can explain this result. Using (41) for the effective azimuth angle \( \gamma_{\text{eff}} = 20 \, \text{deg} \), we get \( C_{\text{coh}} = 0.45 \), or \( D_{\text{domains}} / \xi_t = 1.26 \). The value of the transverse coherence length for ESRF source has been measured as \(~3 \, \mu\text{m}\) in [52] (notice that it depends of the slit sizes), at grazing angle \(~10 \, \text{mrad}\) the lateral coherence length is \( \xi_t \sim 300 \, \mu\text{m} \), so \( D_{\text{domains}} \sim 400 \, \mu\text{m} \) looks as a quite true result.

The results of the external field influence

The results of the external field influence is presented by Figs. 10-15. In L-geometry the relative intensity of the half-order Bragg peak comparing with first-order Bragg peak is decreased with the increase of the field magnitude - Fig. 10. It could be interpreted by the gradual change of the antiferromagnetic interlayer alignment to the canted state as if the difference of the azimuth angles in the adjacent \(^{57}\text{Fe}\) layers changes from \(180^\circ\) at zero field to \(0^\circ\) at 1500 Oe. However the measurements in T-geometry are not consistent with such interpretation: at 600 Oe we have the essential increase of the half-order Bragg peak. Such effect has been observed earlier [55] and it was interpreted by the reorientation of the antiferromagnetically coupled magnetizations to the perpendicular direction relative the external field – that is the bulk spin-flop transition. The same results have been presented in the interpretation of the PNR experiments (e.g. in [6,7]). For the case of the perpendicular orientation of the antiferromagnetically coupled ML we do not have any difference in the scattering amplitudes from the adjacent \(^{57}\text{Fe}\) layers in the L-geometry, but they have opposite sign in the T-geometry. So at half order Bragg peak we have zero sum for L-geometry and maximal sum for T-geometry when these waves from magnetic period are added with the \(\pi\) space phase shift.

Quantitative interpretation of the layer magnetization reorientation by the action of the applied field has been obtained by the joint fit of the delayed reflectivity curve (Figs. 11,12) and three time spectra (Figs. 12,13) measured for each value of the applied field. The final picture of the magnetization alignment for all used magnitudes of the applied field is given in Figs. 14-15.
Fig. 10. Delayed reflectivity curves measured at different magnitude of the ascending external field in L-geometry. Symbols represent the experimental data, lines – the fit results.

Fig. 11. The same as in Fig. 10 but for T-geometry.

At first stage we supposed that in each magnetic sublattices (i.e. in the odd and even $^{57}$Fe layers) collinear alignment in each of two magnetic sublevels takes place. This approximate result is presented in Fig. 14 by dash vertical lines. It is significant to notice that in such approach we can get the more or less reasonable fit of the delayed reflectivity curves for all field magnitudes, but the obtained models does not reproduce all features of the experimental time spectra. For example, in Fig. 16 we compare the results for the half-order time spectra, measured under the applied 450 Oe field, obtained as the best joint fit of all the data for two models: the model of the collinear magnetization in each magnetic sublattice (dash vertical lines in Fig. 14) and for the model, allowing the arbitrary magnetization direction in each $^{57}$Fe layer. We see that the last more complicated model gives much better fit result. So we have used that model for all data.
Fig. 12. Time spectra of NRR reflectivity, measured at three incidence angles of SR for different magnitude of the ascending external field in L-geometry. Symbols represent the experimental data, lines – the fit results.

Fig. 13. The same as in Fig. 12, but for T-geometry.
Fig. 14. The layer-by-layer variations of the effective azimuth angle in our ML as a function of the ascending applied field which are the results of the joint fit of the delayed reflectivity curves (Figs. 10-11) and time spectra of NRR reflectivity (Figs. 12-13).

Fig. 15. The same as in Fig. 14 (e.g. the magnetization directions in azimuth plane for $^{57}$Fe layers of our ML) for the selected values of the external field, presented as polar graphs.
Figs. 14-15 present the very complicated picture of the change of the layer-by-layer change of the effective azimuth angle for magnetization directions in $^{57}$Fe layers under the applied field. The most essential question now is how we can separate these effective angles onto the effect of the partially coherent averaging over magnetic domains and the real picture of the magnetization directions.

That can be done by the comparison of the fit result, obtained in the L- and T-geometries. Unfortunately the measurements in T-geometry have been done only at the selected field values (at 0, 50, 600 and 1500 Oe), and with the another piece of the same sample in order to avoid the remanent magnetization effects after the first cycle of the magnetic field application (Figs. 11,13). The angular delayed curve and time spectra of reflectivity at zero external field are good fitted with the same hyperfine parameter and $B_{hf}$ orientations (20°/-160°) which according to (41) we associate with the $C_{coh} = 0.45$.

At 50 Oe the fit results for two geometries are slightly different (Fig. 17). It is almost the same in the simplest model of the collinear magnetizations in each magnetic sublattices (-9.6°/147° – the effective angles prove to be connected with the SR direction, but not with the applied field direction), so it is the $C_{coh}$ factor influence. The improved model show the twisted layer-by-layer magnetizations which are closer to the external field for near surface $^{57}$Fe layers than move off that direction and again slightly approach that direction at the bottom layers. And the marked twisted features are the same in both geometries, so this twisted part is connected with real change of the magnetization directions. However the influence of the multi-domain state is still predominant at 50 Oe, so the variations of the $\gamma^{eff}$ represent actually the average result over this multi-domain state.
Fig. 16. Time spectrum, measured at the $1/2$ order Bragg peak from our sample with 450 Oe field applied along the beam (symbols) and theoretical curves for two models (being results of the best fit of all the data for this field): for the model of collinear magnetization in two ”magnetic sublattices” -5°/156.7°- (thin blue line) and the model of twisted magnetization (thick red line), presented in the insert (thin dash vertical lines and lines with square symbols respectively).

Fig. 17. The layer-by-layer variations of the effective azimuth angle in our ML for the applied field of 50 Oe obtained from the fit of data for L-geometry (filled aquares) and T-geometry (empty squares). The direction of the external field drawn by thick vertical line for the L-geometry and by thick dash vertical line for the T-geometry. Note that the effective azimuth angle $\gamma^{\text{eff}}$ is determined in the axis, connected with beam direction (Fig. 1).

Contrary to the case of 50 Oe, the fit result for the 600 Oe and 1500 Oe in both geometries are almost identical: we should change the values of $\gamma^{\text{eff}}$, obtained by the
fit of the data in L-geometry for the $\gamma_{\text{eff}} + 90^\circ$ (because $\gamma_{\text{eff}}$ is determined in the coordinate system, connected with beam direction) and the calculations in T-geometry give the acceptable result as well. That means that at these magnitudes of the external field (the bottom row in Fig. 14) we most probably have got the single domain state, and the obtained $\gamma_{\text{eff}}$ presents the real layer-by-layer magnetization directions.

At 600 Oe in T-geometry we have observed the very high half-order Bragg peak and in qualitative consideration we have supposed that in such a way the “bulk” spin-flop effect manifests itself. The qualitative treatment of the data shows a noncollinear canted state. However even such $\sim 140^\circ$ difference in magnetization directions for two magnetic sublattices (excluding bottom layers) is enough to create the high half-order Bragg peak contrary to the $\gamma_{\text{eff}}^1 + 90^\circ$/$\gamma_{\text{eff}}^2 + 90^\circ$ at zero external field, because in the latter case it is not the real magnetization directions but the consequence of the partially coherent average of the scattering by different domains. We get the broadening of the angle between the magnetizations in the sublattices with external field increase getting the maximum at 350 Oe. That can be the evidence that the magnetizations in two sublattices really try to line up perpendicular to the external field at this field. But we have no the delayed reflectivity curve in T-geometry at such field. So we are not sure that the data at this magnitude of the field are completely stipulated by the real magnetization directions but not by the partial coherence of the beam.

At 1500 Oe the half-order Bragg peak is still presented in the T-geometry. So at the highest applied field we still have no total ferromagnetic alignment (as it could be concluded from the disappearance of the half-order Bragg peak in the L-geometry). It is interesting that the relative intensities of the half-order Bragg peak and the first order Bragg peak are almost the same at 0 Oe and at 1500 Oe. But the interpretation of these two dependencies is completely different. We believe that for 1500 Oe we get the real picture of the magnetization directions in Fig. 14, but at 0 Oe the specific azimuth angle of the antiferromagnetically coupled layers is the appearance of the partially coherent averaging of scattering from different magnetic domains.
The fit of the NRR data for our sample includes a huge amount of parameters (number of hyperfine parameters multiplied by the number of layers excluding the repetitions for the magnetization directions), so the problem of ambiguity of the presented picture in Fig. 14 is very serious. During the fit we have got sometimes the different models of magnetizations - Fig. 18. At first sight the obtained dependences presented by dash (blue on-line) and solid (red on-line) lines gives two completely different models. But soon we have understood that actually they are the same. They differ just by the sign of the external field, but our experimental results are not sensitive to the sign of the magnetization (the way for overcoming of this problem is described in e.g. [44]). So the observed two possible models just confirm that our fit is more or less reliable.

Fig. 18. Two models of the depth profile of the $^{57}$Fe layer magnetizations under the 350 Oe applied field obtained by the all data joint fit.

We have not analyzed the inhomogeneous intralayer magnetic structure, mentioned hereinabove. Probably such consideration can slightly improve the fit results, but it essentially increases the number of the fit parameters and make the task unsolvable. Besides just the second order Bragg peak is most sensitive to the interfaces (and their magnetization directions), but we have treated just the half- and first order Bragg peaks for different values of the applied field.

Conclusions.
In our experiment we have mobilized huge amount of the experimental data for the decryptment of the magnetization reversal in antiferromagnetic [Fe/Cr] ML under the applied external field. The essential difference of our investigation from the previous ones (e.g. [6, 11, 16, 17]) consists in the involvement to the consideration the spectra of reflectivity (NRR time spectra in our case) measured at different Bragg angles in addition to the reflectivity curves. It is essential as well that the fit of all kinds of dependences has been done simultaneously for one and the same model.

For the first time we take into account the influence on the data interpretation the partial coherence of the scattering from different domains. We have shown that the fit of the reflectivity data can be performed only with the so-called “effective azimuth angle”. The real meaning of this angle can be obtained just by comparison of the results obtained for two directions of the applied field relative the beam direction.

The obtained results, presenting in Figs.14-15, gives a rather complicated picture of the layer-by-layer resolved reorientation of magnetization in $^{57}$Fe layers under the applied field. The detailed analysis has shown that the collinear alignment in each magnetic sublattices and its cophasing rotation does not take place. We have seen that the reorientations even at the smallest applied field affected all layers but not just the top or bottom ones. The most specific magnetization state under the applied field is the twisted one, the bending details being the function of the applied field magnitude. The result should have some impact on the developing of the theory of the interlayer antiferromagnetic interaction. From our picture it is clear that in the theory we can not restrict ourselves by the interaction between just the adjacent magnetic layers, but should include the whole system simultaneously.
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Figure captions

Fig. 1. The used coordinate system.

Fig. 2. The illustration of the partially coherent interference of waves reflected by different domains.

Fig. 3. Experimental CEMS (dots) and fit result by three magnetic sub-spectra (dot lines) corresponding to $B_{\text{hf}}^{(1)} = 33.1 \, \text{T}$, $B_{\text{hf}}^{(2)} = 30.8 \, \text{T}$, $B_{\text{hf}}^{(3)} = 24.5 \, \text{T}$ for the $[^{57}\text{Fe} (3.0 \, \text{nm})/\text{Cr} (1.2 \, \text{nm})]_{10}$ sample.

Fig. 4. Magnetization curve for $[^{57}\text{Fe} (3.0 \, \text{nm})/\text{Cr} (1.2 \, \text{nm})]_{10}$ sample, measured by Magneto-Optical Kerr Effect.

Fig. 5. Prompt and delayed reflectivity measured without external field for the sample $[^{57}\text{Fe} (3.0 \, \text{nm})/\text{Cr} (1.2 \, \text{nm})]_{10}$. The angles at which the time spectra of the NRR were measured are marked by the dash vertical lines.

Fig. 6. Depth profile of the electron density and of the absorption obtained by the fit of the prompt reflectivity curves.

Fig. 7. NRR time spectra, measured at the angles, marked by vertical lines in Fig. 5, (left panel) and their Fourier transform (right panel). The spectra are normalized and vertically shifted.

Fig. 8. Time spectra of NRR measured at 4 grazing angles in logarithm scale and vertically shifted. Symbols present the experimental data, lines – the fit results.

Fig. 9. The depth distribution of the $^{57}\text{Fe}$ nuclei, characterizing by one of the three kinds of $B_{\text{hf}}$, obtained by the fit of CEM spectrum in Fig. 3.

Fig. 10. Delayed reflectivity curves measured at different magnitude of the ascending external field in L-geometry. Symbols represent the experimental data, lines – the fit results.
Fig. 11. The same as in Fig. 10 but for T-geometry.

Fig. 12. Time spectra of NRR reflectivity, measured at three incidence angles of SR for different magnitude of the ascending external field in L-geometry. Symbols represent the experimental data, lines – the fit results.

Fig. 13. The same as in Fig. 12, but for T-geometry.

Fig. 14. The layer-by-layer variations of the effective azimuth angle in our ML as a function of the ascending applied field which are the results of the joint fit of the delayed reflectivity curves (Figs. 10-11) and time spectra of NRR reflectivity (Figs. 12-13).

Fig. 15. The same as in Fig. 14 (e.g. the magnetization directions in azimuth plane for 10 $^{57}$Fe layers of our ML) for the selected values of the external field, presented as polar graphs.

Fig. 16. Time spectrum, measured at the $\frac{1}{2}$ order Bragg peak from our sample with 450 Oe field applied along the beam (symbols) and theoretical curves for two models (being results of the best fit of all the data for this field): for the model of collinear magnetization in two ”magnetic sublattices” $-5^\circ/156.7^\circ-$ (thin blue line) and the model of twisted magnetization (thick red line), presented in the insert (thin dash vertical lines and lines with square symbols respectively).

Fig. 17. The layer-by-layer variations of the effective azimuth angle in our ML for the applied field of 50 Oe obtained from the fit of data for L-geometry (filled squares) and T-geometry (empty squares). The direction of the external field drawn by thick vertical line for the L-geometry and by thick dash vertical line for the T-geometry. Note that the effective azimuth angle $\gamma^{\text{eff}}$ is determined in the axis, connected with beam direction (Fig. 1).

Fig. 18. Two models of the depth profile of the $^{57}$Fe layer magnetizations under the 350 Oe applied field obtained by the all data joint fit.