CONVERGENCE OF LOCALLY HOMOGENEOUS SPACES

FRANCESCO PEDICONI

Abstract. We study three different topologies on the moduli space $\mathcal{H}^{\text{loc}}_m$ of equivariant isometry classes of $m$-dimensional locally homogeneous Riemannian spaces. As an application, we provide the first examples of locally homogeneous spaces converging to a limit space in the pointed $C^{k,\alpha}$-topology, for some $k > 1$, which do not admit any convergent subsequence in the pointed $C^{k+1}$-topology.

1. Introduction

In this paper we consider $m$-dimensional locally homogeneous Riemannian spaces and the moduli space of their equivalence classes up to equivariant local isometries, which we denote by $\mathcal{H}^{\text{loc}}_m$. We also denote by $\mathcal{H}^{\text{loc}}_m \subset \mathcal{H}^{\text{loc}}_m$ the moduli subspace of locally homogeneous spaces which are equivariantly locally isometric to a globally homogeneous space. It is known that $\mathcal{H}^{\text{loc}}_m = \mathcal{H}^{\text{loc}}_m$ if $1 \leq m \leq 4$ (see [13, Sec 7]), while $\mathcal{H}_m \subset \mathcal{H}^{\text{loc}}_m$ for any $m \geq 5$ (see [18, 10]). Moreover, $\mathcal{H}^{\text{loc}}_m$ is a natural completion of $\mathcal{H}_m$ in case $m \geq 5$ (see e.g. [24]).

In [12] Lauret developed a framework which allows him to parameterize the moduli space $\mathcal{H}_m$ by a distinguished set of Lie algebras with an additional structure. This parametrization associates to any element $\mu \in \mathcal{H}_m$, a pair $(G_\mu/H_\mu, g_\mu)$ given by the quotient of a simply connected Lie group $G_\mu$ by a closed connected subgroup $H_\mu \subset G_\mu$ and a $G_\mu$-invariant metric $g_\mu$. Furthermore, he endowed $\mathcal{H}_m$ with three different topologies and he discussed the relations among them. These are:

* the pointed convergence topology, that is the usual convergence in pointed Cheeger-Gromov topology of pointed Riemannian manifolds;
* the infinitesimal convergence topology, that is a weaker notion that involves only the germs of the metrics at a point;
* the algebraic convergence topology, which only takes into account the underlying algebraic structure.

Since this approach turned out to be particularly well suited for studying curvature variational problems and geometric flows in the globally homogeneous setting (see e.g. [13, 14, 15] and references therein), we carry out in this paper a similar analysis for $\mathcal{H}^{\text{loc}}_m$.

Some classical results in [27, 28] allows us to reformulate Lauret’s construction for $\mathcal{H}^{\text{loc}}_m$ (see also [8, Sec 5]). More precisely, one can associate to any $\mu \in \mathcal{H}^{\text{loc}}_m$ a pair $(G_\mu/H_\mu, g_\mu)$ as above, with the only difference that, if $\mu \in \mathcal{H}_m^{\text{loc}} \setminus \mathcal{H}_m$, then the subgroup $H_\mu \subset G_\mu$ is not closed. Notice that in this case the quotient space $G_\mu/H_\mu$ is not even Hausdorff, and hence it is not a smooth manifold. This issue is overcome by considering local factor spaces, which generalize the usual quotients of Lie groups (see [13, 28]).

Both the infinitesimal convergence and the algebraic convergence perfectly extend to this larger space (see Definition 3.2 and Definition 3.3). Actually, for what concerns the former, we introduce a weaker version of that, which we call s-infinitesimal convergence. Here in the following definition, we denote by $0 \leq \iota(m) < \frac{2}{3}m$ the maximum of the Singer invariants of $m$-dimensional locally homogeneous Riemannian spaces (see Formula (2.4)).

Definition. For any integer $s \geq \iota(m) + 2$, a sequence $(\mu^{(n)}) \subset \mathcal{H}^{\text{loc}}_m$ converges s-infinitesimally to $\mu^{(\infty)} \in \mathcal{H}^{\text{loc}}_m$ if the Riemannian curvature tensors and their first $s$ covariant derivatives at the origin $\epsilon_{\mu^{(n)}}(\mu^{(n)})$ of $(G_{\mu^{(n)}}/H_{\mu^{(n)}}, g_{\mu^{(n)}})$ converge to those of $(G_{\mu^{(\infty)}}/H_{\mu^{(\infty)}}, g_{\mu^{(\infty)}})$ at the origin $\epsilon_{\mu^{(\infty)}}(\mu^{(\infty)})$.
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This is motivated by the fact that any class \( \mu \in \mathcal{H}_{m}^{\text{loc}} \) is completely determined by the curvature and its covariant derivatives at some point up to order \( \iota(m) + 2 \) (see [20]). Note that Lauret’s original definition is equivalent to ours in case \( s = \infty \) and, for the convenience of the reader, we will prove it in Appendix A.

However, there are inconveniences which arise in trying to extend the pointed convergence topology to \( \mathcal{H}_{m}^{\text{loc}} \). This is due to the fact that a rigorous definition of local factor spaces depends on arbitrary choices of distinguished neighborhoods inside \( H_{m} \) and \( G_{m} \) (see e.g. [23, Sec 6]), and hence this construction seems to be not appropriate for studying pointed convergence.

In [23, Thm A], we proved that any locally homogeneous space \( (G_{m}/H_{m}, g_{\mu}) \) with \( |\sec(g_{\mu})| \leq 1 \) is locally isometric to a unique, up to equivariant isometry, Riemannian distance ball \( (B_{\mu}(\theta_{\mu}, \pi), \hat{g}_{\mu}) \) of radius \( \pi \) with \( \text{inj}_{g_{\mu}}(B_{\mu}, \hat{g}_{\mu}) = \pi \), which we call geometric model (see Theorem 5.3). These objects provide a useful parametrization for the subspace \( \mathcal{H}_{m}^{\text{loc}}(1) \subset \mathcal{H}_{m}^{\text{loc}} \) of those equivalence classes \( \mu \in \mathcal{H}_{m}^{\text{loc}} \) with bounded sectional curvature \( |\sec(g_{\mu})| \leq 1 \), and can be used to study pointed convergence of locally homogeneous spaces (see e.g. [23, Thm B]). Let us stress that, by the very definition, it follows that the pointed convergence in the \( C^{s+2,\alpha} \) topology of a sequence of geometric models clearly implies the \( s \)-infinitesimal convergence. Our first result is a kind of converse of such a statement. Namely

**Theorem A.** If a sequence \( (\mu^{(n)}) \subset \mathcal{H}_{m}^{\text{loc}}(1) \) converges \((s+1)\)-infinitesimally to \( \mu^{(\infty)} \in \mathcal{H}_{m}^{\text{loc}}(1) \) for some integer \( s \geq \iota(m) + 2 \), then the corresponding geometric models \( (B_{\mu^{(n)}}, \hat{g}_{\mu^{(n)}}) \) converge to the geometric model \( (B_{\mu^{(\infty)}}, \hat{g}_{\mu^{(\infty)}}) \) in the pointed \( C^{s+2,\alpha} \)-topology for any \( 0 \leq \alpha < 1 \).

Actually, we do not know whether this statement is optimal or not, i.e. we do not know whether the \( s \)-infinitesimal convergence already implies the pointed convergence of geometric models in the \( C^{s+2,\alpha} \)-topology or not. However, Theorem A immediately implies the following

**Corollary B.** A sequence \( (\mu^{(n)}) \subset \mathcal{H}_{m}^{\text{loc}}(1) \) converges infinitesimally to \( \mu^{(\infty)} \in \mathcal{H}_{m}^{\text{loc}}(1) \) if and only if the corresponding geometric models \( (B_{\mu^{(n)}}, \hat{g}_{\mu^{(n)}}) \) converge to the geometric model \( (B_{\mu^{(\infty)}}, \hat{g}_{\mu^{(\infty)}}) \) in the pointed \( C^{\infty} \)-topology.

Let us remark that the pointed convergence is much stronger than the infinitesimal convergence (see [12, Subsec 6.2], [13, Subsec 3.4]). On the contrary, Corollary B shows that the pointed convergence of geometric models is indeed equivalent to the infinitesimal convergence. This special feature is due to the fact that, by the very definition, collapse cannot occur along a sequence of geometric models.

Furthermore, we investigate \( s \)-infinitesimal convergence by allowing \( s \) to vary. The main result of this paper shows that keeping all the covariant derivatives of the curvature tensor bounded along a sequence of locally homogeneous spaces is a much more restrictive condition than just bounding a finite number of them. More precisely

**Theorem C.** For any choice of \( m, s \in \mathbb{N} \) such that \( m \geq 3 \) and \( s \geq \iota(m) + 2 \), the notion of \( s \)-infinitesimal convergence in \( \mathcal{H}_{m}^{\text{loc}} \) is strictly weaker than the one of \((s+1)\)-infinitesimal convergence.

In order to prove Theorem C we construct an explicit 2-parameter family

\[ \{\mu_{s}(\varepsilon, \delta) : \varepsilon, \delta \in \mathbb{R}, 0 < \varepsilon, 0 \leq \delta < 1\} \subset \mathcal{H}_{3} \]

with the following property: for any fixed integer \( k \geq 0 \), there are \( (\varepsilon^{(n)}), (\delta^{(n)}) \subset (0, 1) \) and \( C > 0 \) such that, letting \( \mu_{s}^{(n)} := \mu_{s}(\varepsilon^{(n)}, \delta^{(n)}) \), it holds that

\[ \sum_{i=1}^{k} |(\nabla g_{\mu_{s}^{(n)}})^{i} \text{Rm}(g_{\mu_{s}^{(n)}})| g_{\mu_{s}^{(n)}}| \leq C \quad \text{for any } n \in \mathbb{N} \]

and

\[ |(\nabla g_{\mu_{s}^{(n)}})^{k+1} \text{Rm}(g_{\mu_{s}^{(n)}})| g_{\mu_{s}^{(n)}}| \to +\infty \quad \text{as } n \to +\infty . \]

The key idea to obtain such families \( \mu_{s}(\varepsilon, \delta) \) is to consider a slight modification of the Berger spheres, which arise from the canonical variation of the round metric on \( \text{SU}(2) \) with respect to the Hopf fibration \( S^{1} \to \text{SU}(2) \to \mathbb{C}P^{1} \) (see [2, p. 252]).

Combining Theorem A and Theorem C we also obtain
Convergence of locally homogeneous spaces

Corollary D. For any $m, k \in \mathbb{N}$ with $m \geq 3$ and $k \geq 1$ and $m+4$, there exists a sequence of $m$-dimensional pointed locally homogeneous spaces converging to a limit pointed locally homogeneous space in the pointed $C^{k,\alpha}$-topology for any $0 < \alpha < 1$ and which does not admit a convergent subsequence in the pointed $C^{k+1}$-topology.

To the best of our knowledge, Corollary D provides the first example of locally homogeneous spaces converging to a (smooth) locally homogeneous limit space in the pointed $C^{k,\alpha}$-topology, for some fixed integer $k > 1$, which do not admit any convergent subsequence in the pointed $C^{k+1}$-topology.

Finally, we stress that the main results in [24] imply that the moduli space $\mathcal{H}^\loc_m(1)$ is compact in the pointed $C^{1,\alpha}$-topology for any $0 < \alpha < 1$, for any integer $m \geq 1$. The contents of this paper lead to the following refinement.

Corollary E. If $1 \leq m < 3$, then $\mathcal{H}^\loc_m(1) = \mathcal{H}(1)$ is compact in the pointed $C^\infty$-topology. On the contrary, $\mathcal{H}^\loc_m(1)$ is not compact in the pointed $C^2$-topology for any $m \geq 3$.

The paper is structured as follows. In Section 2 we collect some preliminaries on locally homogeneous spaces. In Section 3 we introduce the notion of $s$-infinitesimal convergence and we prove Theorem A. In Section 4 we introduce the notion of almost-Berger sequence on $SU(2)$ and we provide some estimates for the curvature tensor and its covariant derivatives along these sequences. In Section 5 we prove Theorem C. Finally, in Appendix A we give a proof of the following facts: (i) the subspace $\mathcal{H}_m$ is dense in $\mathcal{H}^\loc_m$, and (ii) our notion of infinitesimal convergence is equivalent to the one introduced by Lauret in [12].
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2. Preliminaries on locally homogeneous Riemannian manifolds.

2.1. Locally homogeneous Riemannian manifolds.

A smooth Riemannian manifold $(M, g)$ is locally homogeneous if the pseudogroup of local isometries of $(M, g)$ acts transitively on $M$, i.e., if for any $x, y \in M$ there exist two open sets $U_x, U_y \subset M$ and a local isometry $f : U_x \to U_y$ such that $x \in U_x$, $y \in U_y$ and $f(x) = y$. It is known that any such a space admits a unique real analytic structure, up to real analytic diffeomorphism, with respect to which the metric $g$ is real analytic (see e.g. [27, Thm 2.2] or [25, Lemma 1.1]).

Given a locally homogeneous Riemannian space $(M, g)$ and a distinguished point $p \in M$, the Killing generators at $p$ are defined as those pairs $(v, A) \in T_p M \oplus \mathfrak{so}(T_p M, g_p)$ such that

$$A \cdot g_p = 0, \quad v \cdot (\nabla^g)^k \text{Rm}(g)_p + A \cdot (\nabla^g)^k \text{Rm}(g)_p = 0 \quad \text{for any } k \in \mathbb{Z}_{\geq 0},$$

where $\nabla^g$ denotes the Levi-Civita covariant derivative of $(M, g)$, $\text{Rm}(g)(X \wedge Y) := \nabla^g_{[X,Y]} - [\nabla^g_X, \nabla^g_Y]$ its Riemannian curvature operator and $\mathfrak{so}(T_p M, g_p)$ acts on the tensor algebra of $T_p M$ as a derivation. We indicate by $\tilde{\mathfrak{t}}^g$ the space of Killing generators of $(M, g)$ at $p$. This nomenclature is due to the following fact. For any Killing vector field $X$ of $(M, g)$ defined in a neighborhood of $p$, the pair $(X|_p, -\nabla^g X|_p)$ is a Killing generators of $(M, g)$ at $p$. Conversely, being $(M, g)$ real analytic, by [20, Thm 2] there exists a neighborhood $\Omega_p \subset M$ of $p$ such that for any $(v, A) \in \tilde{\mathfrak{t}}^g$ there exists a Killing vector field $X$ on $\Omega_p$ with $X|_p = v$ and $(\nabla^g X|_p) = -A$. The vector space $\tilde{\mathfrak{t}}^g$ is a Lie algebra with the Lie brackets

$$[(v, A), (w, B)] := (A(v) - B(w), [A, B] + \text{Rm}(g)p(v, w))$$

and it is called the Nomizu algebra of $(M, g, p)$.

2.2. Orthogonal transitive Lie algebras.

Let us firstly give the following notion, which will play an important role.

Definition 2.1 ([21], p. 51). Let $\mathfrak{g}$ be a Lie algebra and $\mathfrak{h} \subset \mathfrak{g}$ a Lie subalgebra. Let us denote by $\mathfrak{G}$ the simply connected Lie group with Lie($\mathfrak{G}$) = $\mathfrak{g}$ and by $\mathfrak{H} \subset \mathfrak{G}$ the connected Lie subgroup with Lie($\mathfrak{H}$) = $\mathfrak{h}$. The Malcev-closure of $\mathfrak{h}$ in $\mathfrak{g}$ is the Lie algebra $\tilde{\mathfrak{h}} \subset \mathfrak{g}$ of the closure $\tilde{\mathfrak{H}}$ of $\mathfrak{H}$ in $\mathfrak{G}$. The Lie algebra $\mathfrak{h}$ is said to be Malcev-closed in $\mathfrak{g}$ if $\mathfrak{h} = \tilde{\mathfrak{h}}$. 
Notice that the notion of Malcev-closure depends only on the Lie algebra data, not on the choice of the Lie groups. Indeed, if $\mathfrak{g}$ is a Lie algebra and $G$ is the simply connected Lie group with $\text{Lie}(G) = \mathfrak{g}$, then any other connected Lie group $G'$ with $\text{Lie}(G') = \mathfrak{g}$ is of the form $G' = G \Gamma$ for some discrete central subgroup $\Gamma$ of $G$. Then, letting $\mathfrak{h}$ be a Lie subalgebra of $\mathfrak{g}$ and $H$ the simply connected Lie group of $G$ with $\text{Lie}(H) = \mathfrak{h}$, the connected Lie subgroup of $G'$ with Lie algebra $\mathfrak{h}$ is $H' := \Gamma \backslash (\Gamma H) = (H \cap \Gamma) H$. Therefore, if $\mathbb{H}$ and $\mathbb{H}'$ are the closures of $H$ and $H'$ in $G$ and $G'$, respectively, it follows that $\text{Lie}(\mathbb{H}) = \text{Lie}(\mathbb{H}')$.

Then, we recall the following

**Definition 2.2** ([27][28][12]). Let $m, q \in \mathbb{Z}_{\geq 0}$. An orthogonal transitive Lie algebra $(\mathfrak{g} = \mathfrak{h} + \mathfrak{m}, \langle , \rangle)$ of rank $(m, q)$ is the datum of

- a $(q+m)$-dimensional Lie algebra $\mathfrak{g}$ together with a $q$-dimensional Lie subalgebra $\mathfrak{h} \subset \mathfrak{g}$ which does not contain any non-trivial ideal of $\mathfrak{g}$;
- an $\text{ad}(\mathfrak{h})$-invariant complement $\mathfrak{m}$ of $\mathfrak{h}$ in $\mathfrak{g}$ endowed with an $\text{ad}(\mathfrak{h})$-invariant Euclidean product $\langle \cdot , \cdot \rangle$.

An orthogonal transitive Lie algebra $(\mathfrak{g} = \mathfrak{h} + \mathfrak{m}, \langle \cdot , \cdot \rangle)$ is said to be regular if $\mathfrak{h}$ is Malcev-closed in $\mathfrak{g}$, non-regular otherwise.

Let $(\mathfrak{g} = \mathfrak{h} + \mathfrak{m}, \langle \cdot , \cdot \rangle)$ be an orthogonal transitive Lie algebra of rank $(m, q)$. Since there are no ideals of $\mathfrak{g}$ in $\mathfrak{h}$, the adjoint action of $\mathfrak{h}$ on $\mathfrak{m}$ is a faithful representation in $\mathfrak{so}(\mathfrak{m}, \langle \cdot , \cdot \rangle)$ and so $\mathfrak{h}$ is compact and $0 \leq q \leq \frac{n(n-1)}{2}$. An adapted frame is a basis $u = (e_1, \ldots, e_q) : \mathbb{R}^q \to \mathfrak{g}$ such that $\mathfrak{h} = \text{span}(e_1, \ldots, e_q)$, $\mathfrak{m} = \text{span}(e_{q+1}, \ldots, e_{q+m})$ and $\langle e_{q+i}, e_{q+j} \rangle = \delta_{ij}$. An isomorphism between two orthogonal transitive Lie algebras $(\mathfrak{g}_1 = \mathfrak{h}_1 + \mathfrak{m}_1, \langle \cdot , \cdot \rangle_1)$ is any Lie algebra isomorphism $\varphi : \mathfrak{g}_1 \to \mathfrak{g}_2$ such that $\varphi(\mathfrak{h}_1) = \mathfrak{h}_2$, $\varphi(\mathfrak{m}_1) = \mathfrak{m}_2$ and $\langle \cdot , \cdot \rangle_1 = (\varphi|_{\mathfrak{m}_1})^* \langle \cdot , \cdot \rangle_2$.

An important class of orthogonal transitive Lie algebras are provided by the Nomizu algebras. Indeed, let $(M, g)$ be a locally homogeneous space, $p \in M$ a distinguished point and $\text{tilf}_0^g$ the Nomizu algebra of $(M, g, p)$. Consider the Euclidean scalar product on $\text{tilf}_0^g$ given by

$$\langle (v, A), (w, B) \rangle_g := g_p(v, w) - \text{Tr}(AB),$$

set $\text{tilf}_0^g := \{ (0, A) \in \text{tilf}_0^g \}$ and let $\mathfrak{m}$ be the $\langle \cdot , \cdot \rangle_g$-orthogonal complement of $\text{tilf}_0^g$ in $\text{tilf}_0^g$. Being $(M, g)$ locally homogeneous, it comes that $\mathfrak{m} \simeq T_p M$ and this allows us to define a scalar product $\langle \cdot , \cdot \rangle_g$ on $\mathfrak{m}$ induced by the metric $g$ on $M$. Then, $(\text{tilf}_0^g = \text{tilf}_0^g + \mathfrak{m}, \langle \cdot , \cdot \rangle_g)$ is an orthogonal transitive Lie algebra. We stress that the Nomizu algebra, modulo isomorphism, does not depend on the choice of the point $p$. Furthermore, two locally homogeneous spaces are locally isometric if and only if their Nomizu algebras are isomorphic.

**Remark 2.3.** Let $(\mathfrak{g} = \mathfrak{h} + \mathfrak{m}, \langle \cdot , \cdot \rangle)$ be an orthogonal transitive Lie algebra. By [28] Lemma 3.1], one can extend $\langle \cdot , \cdot \rangle$ to an $\text{ad}(\mathfrak{h})$-invariant Euclidean product $\langle \cdot , \cdot \rangle'$ on the whole $\mathfrak{g}$ such that $\langle \mathfrak{h}, \mathfrak{m} \rangle = 0$ and the restriction $\langle \cdot , \cdot \rangle|_{\mathfrak{h} \otimes \mathfrak{h}}$ coincides with the Cartan-Killing form of $\mathfrak{so}(\mathfrak{m}, \langle \cdot , \cdot \rangle)$.

### 2.3. Ambrose-Singer connections and the Singer invariant.

We recall that a smooth Riemannian manifold $(M, g)$ is a locally homogeneous space if and only if it admits an Ambrose-Singer connection, i.e. a metric connection with parallel torsion and curvature [29] Thm 2.1. In general, Ambrose-Singer connections are far from being unique, but there is always a canonical one, which is characterized as follows. Fix $p \in M$ and for any $k \geq 0$ set

$$i(k) := \{ A \in \mathfrak{so}(T_p M, g_p) : A \cdot ((\nabla^g)^j \text{Rm}(g)_p = 0 , \quad 0 \leq j \leq k \} .$$

(2.3)

Since $(i(k))_{k \in \mathbb{Z}_{\geq 0}}$ is a filtration of the finite dimensional Lie algebra $\mathfrak{so}(T_p M, g_p)$, there exists a first integer $k_g$ such that $i(k_g) = i(k_g+1)$, and hence $i(k) = i(k_g)$ for any $k \geq k_g$. It is called the Singer invariant of $(M, g)$. By [29] there exists a unique Ambrose-Singer connection $D^g$ on $(M, g)$ such that $S_g^g \in i(k_g)^{-1}$, where $S^g := D^g - \nabla^g$ and $i(k_g)^{-1}$ is the orthogonal complement of $i(k_g)$ in $\mathfrak{so}(T_p M, g_p)$ with respect to the Cartan-Killing form.

**Remark 2.4.** Note that for any $v \in T_p M$ the pair $(v, S^g(v))$ is always a Killing generator at $p$. Moreover, for the globally homogeneous spaces the canonical Ambrose-Singer connection coincides with the canonical connection according to [9] Sec X.2].
By the results in [23][13], it is known that a locally homogeneous space \((M, g)\) with Singer invariant \(k_g\) is completely determined by the curvature and its covariant derivatives up to order \(k_g + 2\) at a single point.  
For later purposes, for any positive integer \(m\) we set 
\[
i(m) := \max\{k_g : (M, g) \text{ local hom. dim } M \leq m\}.
\] (2.4) 
Notice that \(m \mapsto i(m)\) is not decreasing and \(0 \leq i(m) < \frac{1}{2}m \) (8 p. 165]). Moreover, one can directly check that \(i(1) = i(2) = 0\) and the main result in [11] implies that \(i(3) = i(4) = 1\). We also mention that from the main theorem in [17] we get \(\lim_{m \to +\infty} i(m) = +\infty\). 

For any \(m, s \in \mathbb{N}\) with \(s \geq i(m) + 2\), we define \(\widehat{R}^s(m)\) to be the set of all the \((s+1)\)-tuples 
\[
(R^0, R^1, \ldots, R^s) \in W^s(m) := \bigoplus_{k=0}^{s} \left( \otimes^k (\mathbb{R}^m)^* \otimes \Lambda^2 (\mathbb{R}^m)^* \otimes \mathfrak{s}(m) \right)
\]
satisfying the subsequent conditions (R1) and (R2). 

(R1) The following six identities hold: 

1) \((R^0(Y_1 \wedge Y_2)V_1, V_2)_{st} = (R^0(V_1 \wedge V_2)Y_1, Y_2)_{st}\),

2) \(\mathfrak{S}_{\gamma_1, \gamma_2, \gamma_1} (R^0(Y_1 \wedge Y_2)V_1, V_2)_{st} = 0\),

3) \((R^1(X_1|Y_1 \wedge Y_2)V_1, V_2)_{st} = (R^1(X_1|V_1 \wedge V_2)Y_1, Y_2)_{st}\),

4) \(\mathfrak{S}_{\gamma_1, \gamma_2, \gamma_1} (R^1(X_1|Y_1 \wedge Y_2)V_1, V_2)_{st} = 0\),

5) \(\mathfrak{S}_{\gamma_1, \gamma_2, \gamma_1} (R^1(X_1|V_1 \wedge V_2)Y_1, Y_2)_{st} = 0\),

6) \(R^{k+2}(X_1, X_2, X_3, \ldots X_{k+2}|Y_1 \wedge Y_2) - R^{k+2}(X_2, X_1, X_3, \ldots X_{k+2}|Y_1 \wedge Y_2) = -(R^0(X_1 \wedge X_2) \cdot R^k)(X_3, \ldots X_{k+2}|Y_1 \wedge Y_2)\) for any \(0 \leq k \leq s - 2\),

where \(\mathfrak{s}(m)\) acts on the tensor algebra on \(\mathbb{R}^m\) by derivation.

(R2) For any \(1 \leq k \leq s\), the maps 
\[
\alpha^k : \mathfrak{s}(m) \rightarrow W^k(m) \ , \quad \alpha^k(A) := (A \cdot R^0, A \cdot R^1, \ldots, A \cdot R^k) ,
\]
\[
\beta^k : \mathbb{R}^m \rightarrow W^{k-1}(m) \ , \quad \beta^k(X) := (X \cdot R^1, X \cdot R^2, \ldots, X \cdot R^k)
\]
are such that 
\[
\beta^k(\mathbb{R}^m) \subset \alpha^{-1}\left( \mathfrak{s}(m) \right) \quad \text{for any } i(m) + 2 \leq k \leq s ,
\]
\[
\ker(\alpha^k) = \ker(\alpha^{k+1}) \quad \text{for any } i(m) \leq k \leq s - 1 .
\]

Notice that \(\widehat{R}^s(m)\) is invariant under the standard left action of \(O(m)\), and hence 

**Definition 2.5.** Let \(m, s \in \mathbb{N}\) with \(s \geq i(m) + 2\). We call Riemannian \(s\)-tuples of rank \(m\) the elements of the quotient space \(\mathcal{R}^s(m) := O(m) \backslash \widehat{R}^s(m)\).

This definition is motivated by the following 

**Theorem 2.6** ([23][13]). Let \((M^m, g)\) be a locally homogeneous space. For any point \(p \in M\), \(u : \mathbb{R}^m \rightarrow T_pM\) orthonormal and \(s \geq i(m) + 2\), let 
\[
\rho^s := (u^*(\text{Rm}(g)_p), u^*(\nabla^9 \text{Rm}(g)_p), \ldots, u^*(\nabla^9)^s \text{Rm}(g)_p)) .
\]
Then \(\rho^s\) is a Riemannian \(s\)-tuple of rank \(m\) and is independent of \(p\) and \(u\). Conversely, for any Riemannian \(s\)-tuple \(\rho^s \in \mathcal{R}^s(m)\) of rank \(m\), there exists a locally homogeneous Riemannian space \((M^m, g)\), uniquely determined up to a local isometry, such that \(\rho^s = (u^*(\text{Rm}(g)_p), u^*(\nabla^9 \text{Rm}(g)_p), \ldots, u^*(\nabla^9)^s \text{Rm}(g)_p))\) for some point \(p \in M\) and \(u : \mathbb{R}^n \rightarrow T_pM\) orthonormal.
3. The algebraic convergence and the infinitesimal convergence

3.1. The space of locally homogeneous spaces.

For any $m, q \in \mathbb{Z}$ with $m \geq 1$ and $0 \leq q \leq \frac{m(m-1)}{2}$, we indicate with $\mathcal{H}_{q,m}^{\text{loc}}$ the moduli space of transitive orthogonal Lie algebras of rank $(q,m)$ up to isomorphisms and we indicate with $\mathcal{H}_{q,m}$ the subset of moduli space of regular ones. Moreover, we define

$$V_{q,m} := (\text{GL}(q) \times \text{O}(m)) \backslash (\Lambda^2(\mathbb{R}^{q+m})^* \otimes \mathbb{R}^{q+m}) ,$$

where we considered a fixed decomposition $\mathbb{R}^{q+m} = \mathbb{R}^q \oplus \mathbb{R}^m$ and the diagonal embedding of $\text{GL}(q) \times \text{O}(m)$ into $\text{GL}(q+m)$, which acts on $\Lambda^2(\mathbb{R}^{q+m})^* \otimes \mathbb{R}^{q+m}$ on the left by change of basis. By arguing like in [12], one can show that the map

$$\Phi_{q,m} : \mathcal{H}_{q,m}^{\text{loc}} \to V_{q,m} , \quad (g = \mathfrak{h} + m,(,)) \mapsto \mu := u^*(\cdot | \cdot )_{\mathfrak{g}} ,$$

where $u : \mathbb{R}^{m+q} \to \mathfrak{g}$ is any adapted linear frame for $(\mathfrak{g} = \mathfrak{h} + m,(,))$, is well defined, injective and that its image contains all and only the elements $\mu \in V_{q,m}$ which verify the following conditions:

(h1) $\mu$ satisfies the Jacobi condition, $\mu(\mathbb{R}^q, \mathbb{R}^q) \subset \mathbb{R}^q$ and $\mu(\mathbb{R}^q, \mathbb{R}^m) \subset \mathbb{R}^m$;

(h2) $\mu(Z, X, Y)_{st} = \langle X, \mu(Z, Y) \rangle_{st}$ for any $X, Y, Z \in \mathbb{R}^q, Z \in \mathbb{R}^m$;

(h3) $\{ Z \in \mathbb{R}^q : \mu(Z, \mathbb{R}^m) = \{ 0 \} \} = \{ 0 \}$.

Remark 3.1. Conditions (h1) and (h2) above are closed, while (h3) is open. Nonetheless, as pointed out in [12], for any $\mu \in V_{q,m} \setminus \mathcal{H}_{q,m}^{\text{loc}}$ satisfying (h1) and (h2), there exists a decomposition $\mathbb{R}^q = \mathbb{R}^{q-q'} \oplus \mathbb{R}^{q'}$ for some $0 \leq q' < q$ such that $\mathbb{R}^{q-q'} = \{ Z \in \mathbb{R}^q : \mu(Z, \mathbb{R}^m) = \{ 0 \} \}$ and the restriction

$$(\tilde{\mu})_{q',m} := \text{pr}_{\mathbb{R}^{q'} \oplus \mathbb{R}^m} \circ (\tilde{\mu}|_{\mathbb{R}^{q'} \times \mathbb{R}^{q'+m}}) \tag{3.1}$$

satisfies $(\tilde{\mu})_{q',m} \in \mathcal{H}_{q',m}^{\text{loc}}$. Here, $\mathbb{R}^{q'+m} = \mathbb{R}^{q'} \oplus \mathbb{R}^m$ and $\text{pr}_{\mathbb{R}^{q'} \oplus \mathbb{R}^m} : \mathbb{R}^{q'+m} \to \mathbb{R}^{q'+m}$ denotes the projection with respect to the direct sum decomposition $\mathbb{R}^{q'+m} = \mathbb{R}^{q'} \oplus \mathbb{R}^{q'+m}$.

From now on, we identify $\mathcal{H}_{q,m}^{\text{loc}}$ with its image through $\Phi_{q,m}$, i.e. we think $\mathcal{H}_{q,m}^{\text{loc}} \subset V_{q,m}$. For the sake of clarity, for any $\mu \in \Phi_{q,m}(\mathcal{H}_{q,m}^{\text{loc}}) \simeq \mathcal{H}_{q,m}^{\text{loc}}$ we set

$$\mathfrak{g}_\mu := (\mathbb{R}^{q+m}, \mu) , \quad \mathfrak{h}_\mu := (\mathbb{R}^q, \mu|_{\mathbb{R}^q \times \mathbb{R}^q})$$

so that $(\mathfrak{g}_\mu = \mathfrak{h}_\mu + \mathbb{R}^m, (,))$ is the orthogonal transitive Lie algebra uniquely associated to the bracket $\mu$.

We also set

$$\mathcal{H}_{q,m}^{\text{loc}} := \bigcup_{q=0}^{\frac{m(m-1)}{2}} \mathcal{H}_{q,m}^{\text{loc}} , \quad \mathcal{H}_{q,m} := \bigcup_{q=0}^{\frac{m(m-1)}{2}} \mathcal{H}_{q,m} . \tag{3.2}$$

The set $\mathcal{H}_{q,m}^{\text{loc}}$ parametrizes the moduli space of the equivalence classes of $m$-dimensional smooth locally homogeneous Riemannian manifolds, up to equivariant local isometries, in the following way.

Theorem 3.2 ([27], Lemma 3.5 and Prop 4.4). For any orthogonal transitive Lie algebra $\mu \in \mathcal{H}_{q,m}^{\text{loc}}$, there exist a pointed locally homogeneous space $(M, g, p)$ and an injective homomorphism $\varphi : \mathfrak{g}_\mu \to \text{fill}^\varphi$ such that $\varphi(\mathfrak{h}_\mu) \subset \text{fill}^{\mathfrak{h}}$ and $(\varphi(\mathfrak{h}_\mu), (\varphi^{-1}|_{\mathfrak{h}_\mu}))_{\text{st}} = (T_{p}M, g_{p})$, where $\text{fill}^{\varphi}$ is the Nomizu algebra of $(M, g, p)$. The space $(M, g, p)$ is uniquely determined up to an equivariant local isometry and it is equivariantly locally isometric to a globally homogeneous space if and only if $\mu$ is regular.

Finally, we mention that the set $\mathcal{H}_{q,m}$ is dense in $\mathcal{H}_{q,m}^{\text{loc}}$ with respect to the standard topology induced by $V_{q,m}$. This fact is known in the literature (see e.g. [30]). However, for the convenience of the reader, we will prove it in Appendix A.

3.2. Curvature of locally homogeneous Riemannian spaces.

Given an element $\mu \in \mathcal{H}_{q,m}^{\text{loc}}$, the locally homogeneous Riemannian space uniquely associated to $\mu$ as in Theorem 3.2 is constructed in the following way. Let $G_\mu$ be the only simply connected Lie group with Lie($G_\mu$) = $\mathfrak{g}_\mu$ and $H_\mu \subset G_\mu$ the connected Lie subgroup with Lie($H_\mu$) = $\mathfrak{h}_\mu$, which is closed in $G_\mu$ if and only if $\mu$ is regular. Then one can consider the local quotient of Lie groups $G_\mu/H_\mu$, which admits a unique suitable real analytic manifold structure (see e.g. [23] Sec 6). Moreover, by means of the standard local
We stress that for any $H_{\mu}$, this map is surjective but not injective. In particular, by Theorem 2.6 and Theorem 3.2, 
\[ \text{Rm}(\mu) = \sum_{i=1}^{q} \partial \text{Rm}(\mu)(X_i, \ldots, X_k)X_l \] 
Moreover, we consider the orthogonal decomposition
\[ \mu = (\mu_{\mathfrak{h}_0} \land \mathfrak{g}_0) + \mu_{\mathfrak{h}_0} + \mu_{\mathfrak{g}_0} \, , \] 
with respect to the the $\text{ad}(\mathfrak{h}_0)$-invariant product $(\cdot, \cdot)'_\mu$ on $\mathfrak{g}_0$ discussed in Remark 2.3.

The canonical Ambrose-Singer connection is uniquely determined by the $(1,2)$-tensor $S^\mu := D^\mu - \nabla^\mu$, which can be identified with the linear map $S^\mu : \mathbb{R}^m \to \mathfrak{so}(m)$ defined by (see [8, Thm 3.3, Ch XI])
\[ -2(S^\mu(X, Y, Z)_st) = \langle \mu_{\mathfrak{g}_0}(X, Y, Z)_{st} + \langle \mu_{\mathfrak{g}_0}(Z, X), Y \rangle_{st} + \langle \mu_{\mathfrak{g}_0}(Z, Y), X \rangle_{st} \] 
Then, by [8, Thm 2.3, Ch X] it comes that
\[ \text{Rm}(\mu)(X \land Y) = \text{ad}_\mu (\mu_{\mathfrak{h}_0}(X, Y)) - [S^\mu(X), S^\mu(Y)] - S^\mu(\mu_{\mathfrak{g}_0}(X, Y)) \] 
Moreover, from (3.3) and the fact that $D^\mu \text{Rm}(\mu) = 0$ we get
\[ X, \text{Rm}_{k+1}(\mu) = -S^\mu(X) \cdot \text{Rm}(\mu) \] 
for any $k \geq 0$.

Notice that in [8], for any $A \in \mathfrak{so}(m)$ and for any linear map $P : \otimes^r \mathbb{R}^m \to \mathfrak{so}(m)$, the linear map $(A \cdot P) : \otimes^r \mathbb{R}^m \to \mathfrak{so}(m)$ is defined by
\[ (A \cdot P)(V_1, \ldots, V_r) := [A, P(V_1, \ldots, V_r)] - \sum_{i=1}^{q} P(V_1, \ldots, A, V_i, \ldots, V_r) \] 
Finally, for the sake of notation we denote by
\[ \mathcal{H}_{q,m}(1) := \{ \mu \in \mathcal{H}_{q,m} : |\text{sec}(\mu)| \leq 1 \} \, , \quad \mathcal{H}_{q,m}(1) := \mathcal{H}_{q,m}(1) \cap \mathcal{H}_{q,m} \] 
and we define the spaces $\mathcal{H}_{q,m}(1)$ and $\mathcal{H}_{m}(1)$ in the same fashion as $\mathcal{H}_{m}(2)$.

**Remark 3.3.** We stress that for any $\mu \in \mathcal{H}_{q,m}$ there exists $R > 0$ such that $R \cdot \mu \in \mathcal{H}_{q,m}(1)$, where the bracket $R \cdot \mu$ is defined by
\[ (R \cdot \mu)|_{\mathfrak{h}_0} \land \mathfrak{g}_0 := \mu|_{\mathfrak{h}_0} \land \mathfrak{g}_0 \, , \quad (R \cdot \mu)_{\mathfrak{h}_0} := \frac{1}{R} \mu_{\mathfrak{h}_0} \, , \quad (R \cdot \mu)_{\mathfrak{g}_0} := \frac{1}{R} \mu_{\mathfrak{g}_0} \] 
In fact, the space $(G_{R \mu}/H_{R \mu}, g_{R \mu})$ is locally equivariantly isometric to $(G_{\mu}/H_{\mu}, R^2 g_{\mu})$ and hence it follows that $\text{sec}(R \cdot \mu) = \frac{1}{R} \text{sec}(\mu)$.

### 3.3. Convergence of locally homogeneous spaces.

We are going to describe two types of convergence in the moduli space $\mathcal{H}_{m}$. We begin with the algebraic convergence, that is

**Definition 3.4.** A sequence $\mu^{(n)} \subseteq \mathcal{H}_{m}$ is said to converge algebraically to $\mu^{(\infty)} \in \mathcal{H}_{m}$ if one of the two mutually exclusive conditions below is satisfied:

i) $\mu^{(\infty)} \in \mathcal{H}_{q,m}$ and $\mu^{(n)} \to \mu^{(\infty)}$ in the standard topology induced by $\mathcal{V}_{q,m}$;

ii) $\mu^{(\infty)} \in \mathcal{H}_{q,m}$ for some $0 \leq q' < q$ and there exists $\tilde{\mu} \in \mathcal{V}_{q,m} \setminus \mathcal{H}_{q,m}$ such that $\mu^{(n)} \to \tilde{\mu}^{(\infty)}$ in the standard topology of $\mathcal{V}_{q,m}$ and $(\tilde{\mu}^{(\infty)})^{q,m} = \mu^{(\infty)}$ as in Remark 3.1.

We introduce also a second notion of convergence. Firstly, let us notice that Theorem 2.6 and Theorem 3.2 allow us to consider the map
\[ \mathcal{H}_{m} \to \mathbb{R}^m \, , \quad \mu \to \rho^{s}(\mu) = (\text{Rm}^0(\mu), \text{Rm}^1(\mu), \ldots, \text{Rm}^s(\mu)) \] 
which associates to any $\mu \in \mathcal{H}_{m}$ the Riemannian s-tuple $\rho^{s}(\mu)$ of $(G_{\mu}/H_{\mu}, g_{\mu})$, for any $s \geq \nu(m) + 2$ (see Subsection 2.3). This map is surjective but not injective. In particular, by Theorem 2.6 and Theorem 3.2 it holds that $\rho^{1}(\mu_1) = \rho^{1}(\mu_2)$ for some, and hence for any, $s \geq \nu(m) + 2$ if and only if $\text{fill}(\mu_1) = \text{fill}(\mu_2)$.
Definition 3.5. Let \( m, s \in \mathbb{N} \) with \( s \geq i(m) + 2 \). A sequence \( (\mu^{(n)}) \subset \mathcal{H}_{\text{loc}}^{n+1} \) is said to converge s-infinitesimally to \( \mu^{(\infty)} \in \mathcal{H}_{\text{loc}}^{n+1} \) if \( \rho^*(\mu^{(n)}) \to \rho^*(\mu^{(\infty)}) \) as \( n \to +\infty \) in the standard topology of \( \mathcal{R}_s(m) \). If \( (\mu^{(n)}) \) converges s-infinitesimally to \( \mu^{(\infty)} \) for any \( s \geq i(m) + 2 \), then \( (\mu^{(n)}) \) is said to converge infinitesimally to \( \mu^{(\infty)} \).

Notice that by the previous observation, if a sequence \( (\mu^{(n)}) \subset \mathcal{H}_{\text{loc}}^{n+1} \) converges s-infinitesimally to \( \mu^{(\infty)} \) and \( s_2 \)-infinitesimally to \( \mu^{(\infty)}_2 \) for some integers \( s_2 \geq s_1 \geq i(m) + 2 \), then \( \text{fill}(\mu^{(\infty)}_1) = \text{fill}(\mu^{(\infty)}_2) \).

As we have already pointed out in the Introduction, Laurent introduced in [12] Sec 6] a notion of infinitesimal convergence for globally homogeneous spaces which is equivalent to the infinitesimal convergence according to Definition 3.5. For the reader’s convenience, we will prove it in Appendix A.

The following proposition put in relation the algebraic convergence with the infinitesimal convergence (see also [13] Thm 6.12 (i) and the errata corrigé [14] Thm 3.9).

Proposition 3.6. Let \( q, m \in \mathbb{Z} \) with \( m \geq 1 \) and \( 0 \leq q \leq m(m-1) \).

i) If \( (\mu^{(n)}) \subset \mathcal{H}_{\text{loc}}^{n+1} \) converges algebraically to \( \mu^{(\infty)} \in \mathcal{H}_{\text{loc}}^{n+1} \), then it converges infinitesimally to \( \mu^{(\infty)} \).

ii) The converse assertion of (i) is not true.

Proof. Let us assume that \( (\mu^{(n)}) \subset \mathcal{H}_{\text{loc}}^{n+1} \), converges algebraically to \( \mu \in \mathcal{H}_{\text{loc}}^{n+1} \). From (3.5) we immediately get that \( S^{\mu^{(n)}} \to S^{\mu^{(\infty)}} \) in the standard Euclidean topology. Therefore, claim (i) is a direct consequence of (3.6) and (3.7). On the other hand, claim (ii) follows from [4] Ex 9.1].

Notice that there exist sequences \( (\mu^{(n)}) \) which admit limits in the infinitesimal convergence, while \( |\mu^{(n)}| \to +\infty \). This happens e.g. in considering Ricci flow blow-downs on the universal cover of \( \text{SL}(2, \mathbb{R}) \) (see (10)). This phenomenon, called algebraic collapse, it has several geometric consequences and has been investigated in [4] (see also [22] Sec 5).

3.4. Proof of Theorem A

We begin this section by recalling the following

Definition 3.7. A geometric model is a smooth locally homogeneous Riemannian distance ball \( (\mathcal{B}, \tilde{g}) = (\mathcal{B}_{\tilde{g}(o, \pi)}, \tilde{g}) \) of radius \( \pi \) satisfying \( |\sec(\tilde{g})| \leq 1 \) and \( \text{inj}_{\tilde{g}}(\mathcal{B}, \tilde{g}) = \pi \).

This special class plays an important role in the theory of convergence of locally homogeneous spaces. Indeed, in the main results in [24] can be stated as follows.

Theorem 3.8. The following two statements hold true.

a) For each \( \mu \in \mathcal{H}_{\text{loc}}^{n+1}(1) \), there exists a geometric model \( (\mathcal{B}, \tilde{g}) = (\mathcal{B}_{\tilde{g}(o, \pi)}, \tilde{g}) \) which is equivariantly locally isometric to \( (\mathcal{G}\mu, H\mu, g_{\mu}) \), and it is unique up to global equivariant isometry.

b) Any sequence of geometric models with bounded geometry up to order \( k \) admits a subsequence which converges to a limit geometric model in the pointed \( C^{k+1,\alpha}\)-topology, for any \( 0 < \alpha < 1 \).

Claim (a) assures that the geometric models provides a parametrization for each space \( \mathcal{H}_{\text{loc}}^{n+1}(1) \) defined in (3.9). In claim (b), a sequence of geometric models \( (\mathcal{B}(\mu^{(n)}), \tilde{g}(\mu^{(n)})) \) is said to have bounded geometry up to order \( k \), for some integer \( k \geq 0 \), if for some \( C > 0 \) such that:

\[ |\text{Rm}^0(\mu^{(n)})|_{\text{st}} + |\text{Rm}^1(\mu^{(n)})|_{\text{st}} + \ldots + |\text{Rm}^k(\mu^{(n)})|_{\text{st}} \leq C \quad \text{for any } n \in \mathbb{N} \] .

Moreover, we also recall that a sequence of geometric models \( (\mathcal{B}(\mu^{(n)}), \tilde{g}(\mu^{(n)})) \) converges in the pointed \( C^{k+1,\alpha}\)-topology to a geometric model \( (\mathcal{B}(\mu^{(\infty)}), \tilde{g}(\mu^{(\infty)})) \) if for any \( 0 < \delta < \pi \) there exist an integer \( \bar{n} = \bar{n}(\delta) \in \mathbb{N} \) and \( C^{k+2,\alpha}\)-embeddings \( \phi^{(n)} : \mathcal{B}(\mu^{(n)}), \tilde{g}(\mu^{(n)}), \pi - \delta \to \mathcal{B}(\mu^{(n)}) \to \mathcal{B}(\mu^{(\infty)}) \) for any \( n \geq \bar{n} \) such that \( \phi^{(n)}(\mu^{(n)}) \equiv \mu^{(\infty)} \) and the pulled back metrics \( \phi^{(n)} \circ \tilde{g}(\mu^{(n)}) \) converge to \( \tilde{g}(\mu^{(\infty)}) \) in \( C^{k+1,\alpha}\)-topology.

Proof of Theorem A. Let us consider a sequence \( (\mu^{(n)}) \subset \mathcal{H}_{\text{loc}}^{n+1}(1) \) and assume that \( (\mu^{(n)}) \) converges \((s+1)\)-infinitesimally to an element \( \mu^{(\infty)} \in \mathcal{H}_{\text{loc}}^{n+1} \) for some \( s \geq i(m) + 2 \). By Proposition 3.2 we get \( \mu^{(\infty)} \in \mathcal{H}_{\text{loc}}^{n+1}(1) \). Fix \( 0 < \alpha < 1 \). By Theorem 2.1 and Theorem 3.8 it comes that there exists a subsequence of \( (\mathcal{B}(\mu^{(n)}), \tilde{g}(\mu^{(n)})) \) which converges to \( (\mathcal{B}(\mu^{(\infty)}), \tilde{g}(\mu^{(\infty)})) \) in the pointed \( C^{s+2,\alpha}\)-topology. Moreover, it holds more: any convergent subsequence of \( (\mathcal{B}(\mu^{(n)}), \tilde{g}(\mu^{(n)})) \) in the pointed \( C^{s+2,\alpha}\)-topology necessarily converges to \( (\mathcal{B}(\mu^{(\infty)}), \tilde{g}(\mu^{(\infty)})) \). Let us
assume then by contradiction that \((B_{\mu(\infty)}, \hat{g}_{\mu(\infty)})\) does not converge to \((B_{\mu(\infty)}, \hat{g}_{\mu(\infty)})\) in the pointed \(C^{s+2,\alpha}\)-topology. Then, there exist \(0 < \delta < \pi\) and a sequence \((n_j) \subset \mathbb{N}\) such that for any \(j_0 \in \mathbb{N}\) and for any choice of \(C^{s+3,\alpha}\)-embeddings \(\phi^{(n_j)} : B_{\hat{g}_{\mu(\infty)}}(o_{\mu(\infty)}, \pi - \delta) \subset B_{\mu(\infty)} \rightarrow B_{\mu(\infty)}\) with \(\phi^{(n_j)}(o_{\mu(\infty)}) = o_{\mu(n_j)}\) and \(j \geq j_0\), the pulled back metrics \((\hat{g}^{(n_j)} \circ \phi^{(n_j)})\) do not converge to \(\hat{g}_{\mu(\infty)}\) in \(C^{s+2,\alpha}\)-topology. On the other hand, the sequence \((B_{\mu(n_j)}, \hat{g}_{\mu(n_j)})\) has bounded geometry up to order \(s+1\), and hence it admits a subsequence which converges to a limit geometric model in the pointed \(C^{s+2,\alpha}\)-topology. By construction, this limit is not isometric to \((B_{\mu(\infty)}, \hat{g}_{\mu(\infty)})\), which is absurd.

We finally remark that Corollary 5.3 follows immediately from Theorem A and Proposition 3.6.

4. Collapsing sequences on \(SU(2)\)

4.1. Riemannian curvature of left invariant metrics on \(SU(2)\).

Let us fix a left invariant metric \(g\) on the Lie group \(SU(2)\), which we will constantly identify with the corresponding Euclidean inner product on the Lie algebra \(\mathfrak{su}(2)\). By the Milnor Theorem, it is known that there exists a \(g\)-orthogonal basis \((X_0, X_1, X_2)\) for \(\mathfrak{su}(2)\) such that

\[
[X_0, X_1] = -2X_2, \quad [X_0, X_2] = +2X_1, \quad [X_1, X_2] = -2X_0.
\]

Up to an automorphism of \(\mathfrak{su}(2)\), we can suppose that

\[
X_0 = \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix}, \quad X_1 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad X_2 = \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}.
\]

We also set

\[
g(X_0, X_0) = \varepsilon, \quad g(X_1, X_1) = \lambda_1, \quad g(X_2, X_2) = \lambda_2.
\]

We aim to study the curvature of \((SU(2), g)\). Firstly, by means of (4.1) and (4.3) we notice that the bracket \(\mu \in \mathcal{H}_{0,3}\) satisfying \((G_\mu, g_\mu) = (SU(2), g)\) is given by

\[
\mu(e_0, e_1) = -2\sqrt{\frac{\lambda_1 + \lambda_2}{\lambda_1 \lambda_2}} e_2, \quad \mu(e_0, e_2) = +2\sqrt{\frac{\lambda_1 + \lambda_2}{\lambda_1 \lambda_2}} e_1, \quad \mu(e_1, e_2) = -2\sqrt{\frac{\varepsilon}{\lambda_1 \lambda_2}} e_0.
\]

Here, we indicated with \((e_0, e_1, e_2)\) the standard basis of \(\mathbb{R}^3\). From now on we will denote by

\[
(E_{ij} := e^i \otimes e_j - e^j \otimes e_i, \ 0 \leq i < j \leq 2)
\]

the standard basis of \(\mathfrak{so}(3)\).

Let \(S^\mu : \mathbb{R}^3 \to \mathfrak{so}(3)\) be the linear operator defined in \((SU(2), g_\mu)\). Then, one can directly check that

\[
S^\mu(e_0) = +c_0^\mu E_{12}, \quad S^\mu(e_1) = -c_1^\mu E_{02}, \quad S^\mu(e_2) = +c_2^\mu E_{01},
\]

where \(c_0^\mu, c_1^\mu, c_2^\mu \in \mathbb{R}\) are the coefficients defined by

\[
c_0^\mu := -\frac{\varepsilon + \lambda_1 + \lambda_2}{\sqrt{\lambda_1 \lambda_2}}, \quad c_1^\mu := \frac{\varepsilon + \lambda_1 + \lambda_2}{\sqrt{\lambda_1 \lambda_2}}, \quad c_2^\mu := \frac{\varepsilon + \lambda_1 - \lambda_2}{\sqrt{\lambda_1 \lambda_2}}.
\]

In virtue of (3.6) and (4.5), the curvature operator \(R^0(\mu) : \Lambda^2 \mathbb{R}^3 \to \mathfrak{so}(3)\) is diagonal, i.e.

\[
R^0(\mu)(e_0 \wedge e_1) = \sec(\mu)(e_0 \wedge e_1) E_{01}, \quad R^0(\mu)(e_1 \wedge e_2) = \sec(\mu)(e_1 \wedge e_2) E_{12},
\]

and the sectional curvature is given by

\[
\sec(\mu)(e_0 \wedge e_1) = -c_0^\mu c_1^\mu + c_0^\mu c_2^\mu + c_1^\mu c_2^\mu = \frac{1}{\lambda_1 \lambda_2} \left( \varepsilon^2 + 2(\lambda_2 - \lambda_1)(\lambda_1 + 3\lambda_2) \right),
\]

\[
\sec(\mu)(e_1 \wedge e_2) = +c_0^\mu c_1^\mu - c_0^\mu c_2^\mu + c_1^\mu c_2^\mu = \frac{1}{\lambda_1 \lambda_2} \left( -3\varepsilon + 2(\lambda_1 + \lambda_2) + \varepsilon^{-1}(\lambda_2 - \lambda_1)^2 \right),
\]

\[
\sec(\mu)(e_0 \wedge e_2) = +c_0^\mu c_1^\mu + c_0^\mu c_2^\mu - c_1^\mu c_2^\mu = \frac{1}{\lambda_1 \lambda_2} \left( \varepsilon - 2(\lambda_2 - \lambda_1) + \varepsilon^{-1}(\lambda_2 - \lambda_1)^2(\lambda_1 + 3\lambda_1) \right).
\]

By applying (4.5), we obtain the following expressions for the non-zero components of \(R^1(\mu)\)

\[
R^1(\mu)(e_0 \wedge e_1) = 2(c_0^\mu)^2(e_2 \wedge -c_2^\mu) E_{02}, \quad R^1(\mu)(e_1 \wedge e_2) = 2(c_1^\mu)^2(e_2 \wedge -c_2^\mu) E_{12}, \quad R^1(\mu)(e_2 \wedge e_0) = 2(c_2^\mu)^2(e_2 \wedge -c_2^\mu) E_{20},
\]

\[
R^1(\mu)(e_0 \wedge e_2) = 2(c_2^\mu)^2(e_1 \wedge -c_1^\mu) E_{12}, \quad R^1(\mu)(e_1 \wedge e_0) = 2(c_1^\mu)^2(e_1 \wedge -c_1^\mu) E_{20}, \quad R^1(\mu)(e_2 \wedge e_1) = 2(c_0^\mu)^2(e_1 \wedge -c_1^\mu) E_{12}.
\]
and for the non-zero components of $\text{Rm}^2(\mu)$.

\[
\begin{align*}
\text{Rm}^2(\mu)(e_0, e_0 | e_0 &\wedge e_1) = +4(c_0^3)(c_1^3 - c_2^3)E_{01} \\
\text{Rm}^2(\mu)(e_0, e_0 | e_0 &\wedge e_2) = -4(c_0^3)(c_1^3 - c_2^3)E_{02} \\
\text{Rm}^2(\mu)(e_0, e_1 | e_0 &\wedge e_1) = 2c_0^3(c_1^3 - c_2^3)(c_1^3 - c_2^3)E_{12} \\
\text{Rm}^2(\mu)(e_0, e_1 | e_0 &\wedge e_2) = -2c_0^3(c_1^3 - c_2^3)(c_1^3 + c_2^3)E_{02} \\
\text{Rm}^2(\mu)(e_0, e_2 | e_0 &\wedge e_1) = -2c_0^3(c_1^3 - c_2^3)(c_1^3 + c_2^3)E_{12} \\
\text{Rm}^2(\mu)(e_0, e_2 | e_0 &\wedge e_2) = 0 \\
\end{align*}
\]

Finally, we prove the following

\[
|X J \text{Rm}^{k+1}(\mu)|_{st} \leq C_k |S^n(X)|_{st} |\text{Rm}^k(\mu)|_{st}.
\]

We stress also that from (3.7), for any integer $k \geq 0$ there exists a constant $C_k > 0$, which depends only on $k$, such that

\[
(4.9)
\]

Finally, we prove the following

**Lemma 4.1.** Let $k \geq 1$ be an integer and $b(k) := 1 + (k \mod 2)$. Then, it holds that

\[
\begin{align*}
\text{Rm}^k(\mu)(e_0, \ldots, e_0 | e_0 &\wedge e_1) = (-1)^{k-1} 2^k (c_0^k - c_1^k)(c_1^k - c_2^k)E_{0b(k)} \\
\text{Rm}^k(\mu)(e_0, \ldots, e_0 | e_0 &\wedge e_2) = (-1)^{k} 2^k (c_0^k - c_2^k)(c_1^k - c_2^k)E_{0b(k+1)} \\
\text{Rm}^k(\mu)(e_0, \ldots, e_0 | e_1 &\wedge e_2) = 0
\end{align*}
\]

where $c_0^k, c_1^k, c_2^k$ are defined in (4.6).

**Proof.** We proceed by induction on $k \geq 1$. The case $k = 1$ follows directly from the computations in (4.8). In order to prove that $k \mapsto k + 1$, we first notice that

\[
(4.12)
\]

So, by (4.8), (3.7), (4.12) and the inductive hypothesis we get

\[
\begin{align*}
\text{Rm}^{k+1}(\mu)(e_0, \ldots, e_0 | e_1 &\wedge e_2) = \\
= (-1)^{k-1} 2^k (c_0^k)(c_1^k + c_2^k)E_{12}, E_{0b(k)} + (-1)^{k+1} 2^k (c_0^k)(c_1^k + c_2^k)E_{0b(k+1)} \\
= (-1)^{k-1} (1-1)^{k-1} 2^k (c_0^k)(c_1^k + c_2^k)E_{0b(k+1)} \\
= (-1)^{k+1} 2^k (c_0^k)(c_1^k + c_2^k)E_{0b(k+1)} \\
\end{align*}
\]

The second formula is analogous. For the third formula, from (4.8), (3.7) and the inductive hypothesis

\[
\begin{align*}
\text{Rm}^{k+1}(\mu)(e_0, \ldots, e_0 | e_2 &\wedge e_2) = \\
= 0 + c_0^k \text{Rm}^k(\mu)(e_0, \ldots, e_0 | e_2) - c_0^k \text{Rm}^k(\mu)(e_0, \ldots, e_0 | e_1) \\
= 0
\end{align*}
\]

and this completes the proof. \[\square\]

### 4.2. Almost-Berger sequences.

We consider now a sequence $(\mu^{(n)}) \subset \mathcal{H}_{0,3}$ of brackets which corresponds to a sequence $(g_{\mu^{(n)}})$ of left-invariant metrics on SU(2). By (4.1), we can assume that

\[
\begin{align*}
g_{\mu^{(n)}}(X_0, X_0) &= \xi^{(n)}, & g_{\mu^{(n)}}(X_1, X_1) &= \lambda^{(n)}, & g_{\mu^{(n)}}(X_2, X_2) &= \lambda_2^{(n)}, \\
g_{\mu^{(n)}}(X_0, X_1) &= g_{\mu^{(n)}}(X_0, X_2) = g_{\mu^{(n)}}(X_1, X_2) = 0
\end{align*}
\]

where $(X_0, X_1, X_2)$ is the standard basis of $\mathfrak{su}(2)$ given in (2.2). Let us suppose that

\[
\epsilon^{(n)} \to 0, \quad \lambda_1^{(n)} \to \lambda_1^{(\infty)} \in (0, +\infty) \quad \text{as} \quad n \to +\infty.
\]

A direct computation based on (4.7) shows that the sectional curvature $\text{sec}(\mu^{(n)})$ is uniformly bounded if and only if

\[
|\lambda_1^{(n)} - \lambda_2^{(n)}| \leq C \epsilon^{(n)} \quad \text{for some} \ C > 0.
\]

(4.14)
Notice that (4.14) is coherent with [22 Thm 4.3], which gives necessary conditions for a sequence of invariant metrics to diverge with bounded curvature.

Therefore, since we are interested in studying sequences with bounded curvature, we assume without loss of generality that \( \lambda_1^{(\infty)} = \lambda_2^{(\infty)} = 1 \). Notice that, if we define

\[
\tilde{k} := \sup \left\{ k \in \mathbb{Z} : (\varepsilon^{(n)})^{-\frac{1}{2}} |\lambda_1^{(n)} - \lambda_2^{(n)}| \rightarrow 0 \text{ as } n \rightarrow +\infty \right\},
\]

then (4.14) implies that \( \tilde{k} \geq 1 \). We introduce now the following

**Definition 4.2.** An almost Berger sequence is any sequence \( (\mu^{(n)}) \subset \mathcal{H}_{0,3} \) which corresponds to a sequence of left-invariant metrics on \( \text{SU}(2) \) as in (4.13) such that

i) \( \varepsilon^{(n)} \rightarrow 0 \) and \( \lambda_i^{(n)} \rightarrow 1 \) as \( n \rightarrow +\infty \);

ii) \( \sec(\mu^{(n)}) \) is uniformly bounded, i.e. (4.14) holds true.

The positive integer \( \text{reg}(\mu^{(n)}) := \tilde{k} \) defined in (4.15) is called regularity index of \( (\mu^{(n)}) \).

This nomenclature is motivated by the following fact. If \( \lambda_1^{(n)} = \lambda_2^{(n)} = 1 \) for any \( n \in \mathbb{N} \), then \( g_{\mu^{(n)}} \) comes from the canonical variation of the round metric on \( S^3 = \text{SU}(2) \) with respect to the Hopf fibration \( S^1 \rightarrow S^3 \rightarrow S^2 \) (see [2, p. 252]). The 3-sphere endowed with any such a metric is commonly named Berger sphere. This construction provides the first non trivial example of collapsing sequence with bounded curvature (see e.g. [6, 7]).

From the very definition of regularity index, the following properties hold:

- \( (\varepsilon^{(n)})^{-\frac{1}{2}} |\lambda_1^{(n)} - \lambda_2^{(n)}| \rightarrow 0 \) as \( n \rightarrow +\infty \) for any integer \( 0 \leq k \leq \text{reg}(\mu^{(n)}) \);

- if \( \text{reg}(\mu^{(n)}) = \tilde{k} \) is finite, then \( (\varepsilon^{(n)})^{-\frac{1}{2}} |\lambda_1^{(n)} - \lambda_2^{(n)}| \) is bounded away from zero.

Let us stress also that from (4.14), it comes that any almost Berger sequence \( (\mu^{(n)}) \) verifies

\[
\mu^{(n)}(e_0, e_1) \rightarrow -\infty, \quad \mu^{(n)}(e_0, e_2) \rightarrow +\infty, \quad \mu^{(n)}(e_1, e_2) \rightarrow 0 \quad \text{as } n \rightarrow +\infty.
\]

This means that they never converge algebraically to an element of \( \mathcal{H}_3 \). Actually, the fact that almost-Berger sequences cannot converge algebraically can be derived also from [22 Prop D].

### 4.3. Curvature estimates.

We investigate the behavior of the curvature along an almost-Berger sequence \( (\mu^{(n)}) \subset \mathcal{H}_{0,3} \). Concerning the sectional curvature, from (4.7) we directly get

**Proposition 4.3.** Let \( (\mu^{(n)}) \) be an almost Berger sequence with regularity index \( \text{reg}(\mu^{(n)}) = \tilde{k} \). Then

\[
\sec(\mu^{(n)})(e_0 \wedge e_1) \rightarrow 0, \quad \sec(\mu^{(n)})(e_1 \wedge e_2) \rightarrow 4, \quad \sec(\mu^{(n)})(e_0 \wedge e_2) \rightarrow 0 \quad \text{as } n \rightarrow +\infty
\]

if and only if \( \tilde{k} \geq 2 \).

We give now a characterization for the covariant derivatives of the curvature tensor along \( (\mu^{(n)}) \) in terms of the regularity index. More precisely

**Proposition 4.4.** Let \( (\mu^{(n)}) \) be an almost Berger sequence with regularity index \( \text{reg}(\mu^{(n)}) = \tilde{k} \geq 3 \). Then, for any integer \( 1 \leq k \leq \tilde{k} - 2 \) there exists a constant \( L_k > 0 \), which depends only on \( k \), such that

\[
| \text{Rm}^k(\mu^{(n)}) |_{st} \leq L_k \left( (\varepsilon^{(n)})^{-\frac{k+1}{2}} + (\varepsilon^{(n)})^{-\frac{k+2}{2}} |\lambda_1^{(n)} - \lambda_2^{(n)}| \right) \quad \text{for any } n \in \mathbb{N}.
\]

**Proof.** For \( \tilde{k} = 3,4 \) the thesis comes from a direct computation based on (4.6), (4.7), (4.8) and (4.9). So we assume that \( \tilde{k} > 4 \). Without loss of generality, we assume \( \varepsilon^{(n)} < 1 \) and \( |\lambda_1^{(n)} - \lambda_2^{(n)}| < 1 \) for any \( n \in \mathbb{N} \).

Firstly, we prove by induction on \( k = 1, \ldots, \tilde{k} - 2 \) that there exists a constant \( L_{k,0} > 0 \) such that for any \( 1 \leq i_1, \ldots, i_k \leq 2, 0 \leq j_1 < j_2 \leq 2 \)

\[
| \text{Rm}^k(\mu^{(n)})(e_{i_1}, \ldots, e_{i_k}, e_{j_1} \wedge e_{j_2}) |_{st} \leq L_{k,0} \left( (\varepsilon^{(n)})^{-\frac{k+1}{2}} + (\varepsilon^{(n)})^{-\frac{k+2}{2}} |\lambda_1^{(n)} - \lambda_2^{(n)}| \right) \quad \text{for any } n \in \mathbb{N}.
\]

For \( k = 1 \) this is true by means of (4.6) and (4.8). Since \( \tilde{k} > 2 \) by hypothesis, from (4.6) we get

\[
\varepsilon_1^{(n)}, \varepsilon_2^{(n)} \sim (\varepsilon^{(n)})^{\frac{1}{2}}.
\]
and so (4.17) comes from (4.3), (4.10) and the inductive hypothesis.

Secondly, by (4.6) we notice that
\[ c_0^{(n)} \sim 2(\varepsilon^{(n)})^{-\frac{3}{2}} \]
and so a direct computation based on (4.5), (4.10) and (4.17) shows that there exists \( L_{k,r} > 0 \) such that
\[ \left| \text{Rm}^k(\mu^{(n)})(e_0, \ldots, e_0, e_{i_1}, \ldots, e_{i_k}, e_j, e_j) \right| \leq L_{k,r} \left( (\varepsilon^{(n)})^{\frac{k-r}{2}} + (\varepsilon^{(n)})^{-}\frac{k-r}{2} |\lambda_1^{(n)} - \lambda_2^{(n)}| \right) \]  
(4.18)
for any \( k, r \in \mathbb{N} \) with \( 2 \leq k \leq \tilde{k} - 2 \), \( 1 \leq r \leq k - 1 \) and for any \( 1 \leq i_1, \ldots, i_k-r \leq 2 \), \( 0 \leq j_1 \leq j_2 \leq 2 \). Moreover, from (4.6) and (4.11) it follows that there exists \( L_{k,k} > 0 \) such that
\[ \left| \text{Rm}^k(\mu^{(n)})(e_0, \ldots, e_0 | e_{j_1}, \ldots, e_{j_2}) \right| \leq L_{k,k} (\varepsilon^{(n)})^{1-k-r} |\lambda_1^{(n)} - \lambda_2^{(n)}| \]  
(4.19)
for any integer \( 1 \leq k \leq \tilde{k} - 2 \) and for any \( 0 \leq j_1 < j_2 \leq 2 \).

Thirdly, a direct computation based on (4.7) and the last identity in (R1) (see Section 2.3) shows that there exists \( N_{k,r} > 0 \) such that
\[ \left| \text{Rm}^{k+2}(\mu^{(n)})(e_{\alpha_1}, \ldots, e_{\alpha_r}, e_{\ell_1}, e_{\ell_2}, e_{\alpha_{r+1}}, \ldots, e_{\alpha_k} | e_{j_1}, \ldots, e_{j_2}) \right| \leq \] 
\[ \leq N_{k,r} \sum_{q=0}^{r} \left| \text{Rm}^{q}(\mu^{(n)}) \right| \left| \text{Rm}^{k-q-1}(\mu^{(n)}) \right| \]  
(4.20)
for any pair of integers \( k, r \in \mathbb{Z} \) with \( 0 \leq k \leq \tilde{k} - 4 \), \( 0 \leq r \leq k \) and for any \( 0 \leq \alpha_1, \ldots, \alpha_k, \ell_1, \ell_2 \leq 2 \), \( 0 \leq j_1 < j_2 \leq 2 \).

Finally, we are ready to prove (4.10) by induction on \( k = 1, \ldots, \tilde{k} - 2 \). For \( k = 1 \) it comes directly from (4.6) and (4.8). Let us fix now \( 1 \leq k \leq \tilde{k} - 3 \) and assume that (4.10) holds for any \( 1 \leq k' \leq k \). Let us also consider \( \tilde{L}_k := \max \{ L_{k,r}, N_{k,r} : 0 \leq r \leq k \} \). Then
\[ \left| \text{Rm}^{k+1}(\mu^{(n)}) \right| \leq C_1 \sum_{0 \leq \alpha_1, \ldots, \alpha_{k+1} \leq 2} \sum_{0 \leq j_1 < j_2 \leq 2} \left| \text{Rm}^{k+1}(\mu^{(n)})(e_{\alpha_1}, \ldots, e_{\alpha_{k+1}} | e_{j_1}, \ldots, e_{j_2}) \right| \] 
\[ \leq C_2 \left\{ \sum_{0 \leq \alpha_1, \ldots, \alpha_{k+1} \leq 2} \sum_{0 \leq j_1 < j_2 \leq 2} \left| \text{Rm}^{k+1}(\mu^{(n)})(e_{\alpha_1}, \ldots, e_{\alpha_{k+1}} | e_{j_1}, \ldots, e_{j_2}) \right| + \tilde{L}_k \sum_{q=0}^{k-1} \left| \text{Rm}^{q}(\mu^{(n)}) \right| \left| \text{Rm}^{k-q-1}(\mu^{(n)}) \right| \right\} \] 
\[ \leq C_3 \left\{ \sum_{i=1}^{k+1} (\varepsilon^{(n)})^{\frac{i}{2}} + \sum_{i=0}^{k+1} (\varepsilon^{(n)})^{-\frac{i-k+2}{2}} |\lambda_1^{(n)} - \lambda_2^{(n)}| + \sum_{q=0}^{k-1} \left| \text{Rm}^{q}(\mu^{(n)}) \right| \left| \text{Rm}^{k-q-1}(\mu^{(n)}) \right| \right\} \]  
(4.21)
where \( C_i \) are some suitable positive constants. Finally, by the inductive hypothesis it comes
\[ \sum_{q=0}^{k-1} \left| \text{Rm}^{q}(\mu^{(n)}) \right| \left| \text{Rm}^{k-q-1}(\mu^{(n)}) \right| \leq C \left( (\varepsilon^{(n)})^{\frac{k}{2}} + (\varepsilon^{(n)})^{-\frac{k-r}{2}} |\lambda_1^{(n)} - \lambda_2^{(n)}| \right) \]
for another suitable $\tilde{C} > 0$. Therefore the thesis follows.

From [4.3], [4.11] and [4.10] we directly get

**Corollary 4.5.** Let $(\mu^{(n)})$ be an almost Berger sequence with regularity index \(\text{reg}(\mu^{(n)}) = \bar{k}\).

a) If $\bar{k} \geq 3$, then \(\text{Rm}^k(\mu^{(n)})|_{st} \to 0\) as $n \to +\infty$ for any $1 \leq k \leq \bar{k} - 2$.

b) If $\bar{k} \geq 2$ and it is finite, the following conditions hold true:

- \(\text{Rm}^{k-1}(\mu^{(n)})|_{st}\) does not converge to 0 as $n \to +\infty$;
- \(\text{Rm}^{k-1}(\mu^{(n)})|_{st}\) is bounded if and only if \(\frac{2\bar{k}+1}{2\bar{k}} |\mu^{(n)}(\Lambda_2^{(n)})|\) is bounded.

c) If $\bar{k}$ is finite, then \(\text{Rm}^{k}(\mu^{(n)})|_{st} \to +\infty\) as $n \to +\infty$ for any integer $k \geq \bar{k}$.

5. **Proof of the main results**

Let us consider the 2-parameter family

\[
\{\mu_\ast = \mu_\ast(\varepsilon, \delta) : \varepsilon, \delta \in \mathbb{R}, \varepsilon > 0, 0 \leq \delta < 1\} \subset \mathcal{K}_{0,3}
\]

defined by

\[
\mu_\ast(e_0, e_1) = -2\sqrt{\frac{1+2\varepsilon \delta}{2}} e_2, \quad \mu_\ast(e_0, e_2) = +2\sqrt{\frac{1-2\varepsilon \delta}{2}} e_1, \quad \mu_\ast(e_1, e_2) = -2\sqrt{\frac{4\varepsilon \delta}{3-4\varepsilon}} e_0.
\]

By means of (4.11), each $\mu_\ast(\varepsilon, \delta) \in \mathcal{K}_{0,3}$ correspond to the Lie group \((\text{SU}(2), g_{\mu_\ast(\varepsilon, \delta)})\) with the diagonal left-invariant metric

\[
g_{\mu_\ast(\varepsilon, \delta)}(X_0, X_0) = \varepsilon, \quad g_{\mu_\ast(\varepsilon, \delta)}(X_1, X_1) = 1 - \frac{\delta}{2}, \quad g_{\mu_\ast(\varepsilon, \delta)}(X_2, X_2) = 1 + \frac{\delta}{2},
\]

where \((X_0, X_1, X_2)\) is the standard basis of $\text{su}(2)$ given in (1.2). Let us consider also the Riemannian symmetric space \((\mathbb{C}P^1 \times \mathbb{R}, g_\text{flat} + dt^2)\), which corresponds to the element $\mu_0 \in \mathcal{K}_{1,1}$ defined by

\[
\mu_0(e_0, e_1) = -2e_2, \quad \mu_0(e_0, e_2) = 2e_1, \quad \mu_0(e_1, e_2) = -2e_0, \quad \mu_0(e_3, \cdot) = 0.
\]

Clearly it holds that

\[
\text{Rm}^0(\mu_0) = \begin{pmatrix} 4 & 0 \\ 0 & 0 \end{pmatrix}, \quad \text{Rm}^k(\mu_0) = 0 \quad \text{for any } k \geq 1.
\]

**Proof of Theorem A.** Let us fix $m = 3$, and hence $s(3) = 1$ (see Section 2.3). Fix an integer $s \geq 3$ and consider the sequence $\mu^{(n)} := \mu_\ast(\varepsilon^{(n)}, \delta^{(n)})$ defined by

\[
\varepsilon^{(n)} := \frac{1}{n^s}, \quad \delta^{(n)} := \frac{1}{n^s \frac{s}{2}}.
\]

Then we get

\[
\left(\varepsilon^{(n)}\right)^{-\frac{s}{2}} \delta^{(n)} = n^{k-s-\frac{s}{2}}, \quad \lim_{n \to +\infty} n^{k-s-\frac{s}{2}} = \begin{cases} 0 & \text{if } 0 \leq k \leq s + 2 \\ +\infty & \text{if } k > s + 2 \end{cases}
\]

and hence from (4.2) it comes that \((\mu^{(n)})\) is an almost Berger sequence with regularity index \(\text{reg}(\mu^{(n)}) = s + 2\) (see Definition 4.2). From Proposition 4.3 and Corollary 4.3 we get

\[
\text{Rm}^0(\mu^{(n)}) \to \begin{pmatrix} 4 & 0 \\ 0 & 0 \end{pmatrix}, \quad \text{Rm}^k(\mu^{(n)}) \to 0 \quad \text{for any } 1 \leq k \leq s,
\]

\[
\left|\text{Rm}^{k'}(\mu^{(n)})\right|_{st} \to +\infty \quad \text{for any } k' \geq s + 1.
\]

Therefore the thesis comes directly from (4.10). For $m > 3$, it is sufficient to consider the Riemannian product \((\text{SU}(2) \times \mathbb{R}^{m-3}, g_{\mu^{(n)}} + g_{\text{flat}})\), where $\mu^{(n)}$ is constructed as above choosing $s \geq s(m) + 2$.

**Proof of Corollary B.** As in the proof of Theorem A, we can reduce to the case $m = 3$. Fix an integer $k \geq s(3) + 4 = 5$ and consider the sequences

\[
\varepsilon^{(n)} := \frac{1}{n^s}, \quad \delta^{(n)} := \frac{1}{n^s \frac{s}{2}}.
\]

By arguing as in the proof of Theorem A from Proposition 4.3 and Corollary 4.3 it comes that the sequence $\mu^{(n)} := \mu_\ast(\varepsilon^{(n)}, \delta^{(n)})$ converges \((k-2)\)-infinitesimally to $\mu_0$ and

\[
\frac{1}{n} < \left|\text{Rm}^{k-1}(\mu^{(n)})\right|_{st} < C, \quad \left|\text{Rm}^{k'}(\mu^{(n)})\right|_{st} \to +\infty \quad \text{for any } k' \geq k.
\]
for some $C > 1$. We can choose $R > 0$ big enough in such a way that $|\sec(R \cdot \mu^{(n)})| \leq 1$, where the scaled bracket $R \cdot \mu^{(n)}$ is defined by $\mu^{(n)} = R \cdot \mu^{(n)}$. Letting $\tilde{\mu}^{(n)} := R \cdot \mu^{(n)}$ and $\tilde{\mu}_o := R \cdot \mu_o$, by Theorem 3.10 it follows that we can pass to a subsequence in such a way that $(B_{\tilde{\mu}^{(n)}}, \tilde{g}_{\tilde{\mu}^{(n)}})$ converges to $(B_{\tilde{\mu}_o}, \tilde{g}_{\tilde{\mu}_o})$ in the pointed $C^{k,\alpha}$-topology for any $0 < \alpha < 1$. Let us assume then by contradiction that $(B_{\tilde{\mu}^{(n)}}, \tilde{g}_{\tilde{\mu}^{(n)}})$ admits a convergent subsequence in the pointed $C^{k+1}$-topology. By Theorem A this would imply that $|\mathrm{Rm}^{k-1}(\mu^{(n)})|_\ast \to 0$ as $j \to +\infty$ for some $(n_j) \subset \mathbb{N}$, which is absurd.

**Proof of Corollary 3.2** Let us first prove that the moduli spaces $\mathcal{H}_1(1), \mathcal{H}_2(2)$ are compact in the pointed $C^\infty$-topology. For $m = 1$, $\mathcal{H}_1 = \mathcal{H}_{0,1}$ contains only the bracket $\mu = 0$ which correspond to the straight line $(\mathbb{R} = \mathbb{R}/\{0\}, dt^2)$. Therefore in this case the statement is trivially true. For $m = 2$, the moduli space $\mathcal{H}_2(1)$ decomposes as $\mathcal{H}_2(1) = \mathcal{H}_{0,2}(1) \cup \mathcal{H}_{1,2}(1)$, where $\mathcal{H}_{0,2}(1) = \mathcal{H}_{0,2}$ contains only the bracket $\mu = 0$ which correspond to $(\mathbb{R}^2 = \mathbb{R}^2/\{0\}, g_{\text{flat}})$, while

$$\mathcal{H}_{1,2}(1) = \{\mu_0\} \cup \{R \cdot \mu_e : R \in (0, 1], \epsilon = \pm 1\}.$$ 

Here

$$\mu_0(\epsilon_0, e_1) = +e_2, \quad \mu_0(\epsilon_0, e_2) = -e_2, \quad \mu_0(e_1, e_2) = 0$$

corresponds to $(\mathbb{R}^2 = \mathrm{SE}(2)/\mathrm{SO}(2), g_{\text{flat}})$, while

$$\mu_e(\epsilon_0, e_1) = +e_2, \quad \mu_e(\epsilon_0, e_2) = -e_2, \quad \mu_e(e_1, e_2) = \epsilon e_0, \quad \text{with } \epsilon = \pm 1$$

corresponds to $(\mathbb{R}^2 = \mathrm{SO}(3)/\mathrm{SO}(2), g_{\text{ground}})$ and $(\mathbb{R}^2 = \mathrm{SL}(2, \mathbb{R})/\mathrm{SO}(2), g_{\text{hyp}})$, respectively. Therefore, $\mathcal{H}_2(1)$ is compact with respect to the algebraic convergence topology and hence the claim follows by Corollary 3.2. Finally, to prove that $\mathcal{H}_{0,2}(1)$ is not compact in the pointed $C^4$-topology for any $m \geq 3$, one can reduce to the case $m = 3$ and applying again Proposition 3.3 Corollary 3.5 and Remark 3.3 in order to construct a sequence $(\mu^{(n)}) \subset \mathcal{H}_3(1)$ such that $|\mathrm{Rm}^1(\mu^{(n)})|_\ast \to +\infty$ as $n \to +\infty$. 

**Appendix A.**

**A.1. The subset $\mathcal{H}_{q,m}$ is dense in $\mathcal{H}_{q,m}^{\text{loc}}$.**

The aim of this section is to provide a proof of the following

**Proposition A.1.** The set $\mathcal{H}_{q,m}$ is dense in $\mathcal{H}_{q,m}^{\text{loc}}$ with respect to the standard topology induced by $\mathcal{V}_{q,m}$.

In order to do this, we begin with a preliminary lemma.

**Lemma A.2.** Let $T^m = \mathbb{R}^m/\mathbb{Z}^m$ be the $n$-torus and let $L_v$ be the $1$-parameter subgroup of $T^m$ generated by a fixed element $v = (v^1, \ldots, v^m) \in \mathbb{R}^m = \text{Lie}(T^m)$. Then

$$\dim \mathcal{L}_v = \dim \mathbb{Q} \text{span}_\mathbb{Q}(v^1, \ldots, v^m),$$

where $\text{span}_\mathbb{Q}(v^1, \ldots, v^m) \subset \mathbb{R}$ is the $\mathbb{Q}$-subspace of $\mathbb{R}$ generated by the components of $v$.

**Proof.** We recall that the closed subgroups of a locally compact topological group are characterized as being those which are intersections of kernels of continuous characters (see [25], Rem 1.20]). Moreover, the continuous characters of $T^m$ are all and only the applications $\chi_r : T^m \to S^1, \quad \chi_r(x^m) := e^{2\pi \sqrt{-1}(x, r)_{\ast}}$ with $r \in \mathbb{Z}^m$.

Since $L_v \subset \ker(\chi_r)$ if and only if $(\chi_r)_*(tv) \in \mathbb{Z}$ for any $t \in \mathbb{R}$, i.e. if and only if $(v, r)_{\ast} = 0$, we get

$$\mathcal{L}_v = \bigcap_{r \in \mathbb{Z}^m} \ker(\chi_r)_{\ast} = 0 \quad \text{for } (v, r)_{\ast} = 0$$

So by a straightforward computation it comes that

$$\dim \mathcal{L}_v = \dim \mathbb{Q} \bigcap_{r \in \mathbb{Z}^m} \ker(\chi_r)_{\ast} = m - \text{rank}_\mathbb{Q} F,$$

where we denoted by $F$ the free $\mathbb{Z}$-module $F := \{r \in \mathbb{Z}^m : (v, r)_{\ast} = 0\}$. Since the rank of $F$ is

$$\text{rank}_\mathbb{Z} F = m - \dim \mathbb{Q} \text{span}_\mathbb{Q}(v^1, \ldots, v^m),$$
the thesis follows. □

**Corollary A.3.** Let \( t \) be an abelian Lie algebra over \( \mathbb{R} \) of dimension \( m \), \( \text{Gr}_s(t) \) the Grassmannian of \( s \)-planes inside \( t \) and denote by \( \text{Gr}_s^0(t) \subset \text{Gr}_s(t) \) the subset of those \( s \)-planes which are Malcev-closed as Lie subalgebras of \( t \). Then \( \text{Gr}_s^0(t) \) is dense in \( \text{Gr}_s(t) \) for any integer \( 0 \leq s \leq m \).

Finally, we are ready to prove Proposition A.1.

**Proof of Proposition A.1.** Let us fix \( \mu \in \mathcal{H}_{q,m} \setminus \mathcal{H}_{q,m} \) and let \( \langle \cdot, \cdot \rangle_\mu \) be the \( \text{ad}(h_\mu) \)-invariant Euclidean product on \( g_\mu \) defined in Remark 2.3. Then, the Malcev-closure \( \overline{h}_\mu \) of \( h_\mu \) in \( g_\mu \) turns out to be faithfully represented by its adjoint action as a subalgebra of \( \mathfrak{so}(g_\mu, \langle \cdot, \cdot \rangle_\mu) \) (see [28, Sec 3]) and hence it is reductive. Therefore by [21] Thm 3, p. 52 it follows that

\[
\overline{h}_\mu = [h_\mu, h_\mu] + t_\mu, \quad \text{with } t_\mu \subset g_\mu \text{ abelian such that } z(h_\mu) \subset t_\mu.
\]

By Corollary A.3 we can pick a sequence of Malcev-closed subalgebras \( a^{(n)} \subset t_\mu \) which converges to \( z(h_\mu) \) with respect to the standard Euclidean topology. Then we define \( h^{(n)}(t) := [h_\mu, h_\mu] + a^{(n)} \), \( m^{(n)} \) as the \( \langle \cdot, \cdot \rangle_\mu \)-orthogonal complement of \( h^{(n)}(t) \) inside \( g_\mu \) and \( \langle \cdot, \cdot \rangle^{(n)} := \langle \cdot, \cdot \rangle_{m^{(n)}} \). It is easy to check that \( g_\mu = h^{(n)} + m^{(n)}, \langle \cdot, \cdot \rangle^{(n)} \) is a regular orthogonal transitive Lie algebra, and so it corresponds uniquely to an element \( \mu^{(n)} \in \mathcal{H}_{q,m} \). Finally, by the very construction, we can conclude that \( \mu^{(n)} \to \mu \) as \( n \to +\infty \) in the standard topology induced by \( \mathcal{H}_{q,m} \).

**□**

A.2. The infinitesimal convergence in the sense of Lauret.

In this section, we recall the definition of infinitesimal convergence introduced by Lauret in [12] for sequences of globally homogeneous Riemannian spaces and we prove that it is equivalent to the notion of infinitesimal convergence according to Definition 3.3.

We recall that a sequence \( (\mu^{(n)}) \subset \mathcal{H}_m \) converges infinitesimally to \( \mu^{(\infty)} \in \mathcal{H}_m \) in the sense of Lauret if there exists a sequence of smooth embeddings

\[
\phi^{(n)} : \mathbb{B}_{g_\mu^{(n)}}(\mathcal{H}_m, \varepsilon^{(n)}) \subset \mathcal{G}_{\mu^{(n)}} / H_{\mu^{(n)}} \to \mathcal{G}_{\mu^{(n)}} / H_{\mu^{(n)}}, \quad \text{with } \varepsilon^{(n)} \to 0^+,
\]

such that \( \phi^{(n)}(e_{\mu^{(n)}} H_{\mu^{(n)}}) = e_{\mu^{(n)}} H_{\mu^{(n)}} \) and

\[
\left| \left( (\nabla^{(n)})^k (\phi^{(n)} g^{(n)} - g^{(n)}) \right)_{e_{\mu^{(n)}}} \right|_{g_\mu^{(n)}} \to 0 \quad \text{as } n \to +\infty, \quad \text{for any integer } k \geq 0. \quad (A.2)
\]

Fixing a system of local coordinates centered at \( e_{\mu} H_{\mu} \) and letting \( g_{ij}^{(n)} \), \( g_{ij}^{(\infty)} \) be the components of \( \phi^{(n)} g^{(n)} \) and \( g_{ij}^{(\infty)} \), respectively, it is easy to realize that (A.2) is equivalent to require that

\[
\partial^q g_{ij}^{(n)}(0) \to \partial^q g_{ij}^{(\infty)}(0) \quad \text{as } n \to +\infty \quad (A.3)
\]

for any multi-index \( q \).

**Proposition A.4.** Let \( (\mu^{(n)}) \subset \mathcal{H}_m \) be a sequence, \( \mu^{(\infty)} \in \mathcal{H}_m \). Then, \( (\mu^{(n)}) \) converges infinitesimally to \( \mu^{(\infty)} \) in the sense of Lauret if and only if it converges infinitesimally to \( \mu^{(\infty)} \) according to Definition 3.3.

Before proceeding with the proof of Proposition A.4 we give a detailed proof for the following known fact (see e.g. [11] Prop E.III.7).

**Proposition A.5.** For any integer \( k \geq 0 \), every partial derivative \( \partial_{x^1 \ldots x^k} g_{ij} \) of order \( k + 2 \) of a real analytic Riemannian metric \( g \) in normal coordinates is expressible as a polynomial in the components of \( \text{Rm}^k(g) \) of order \( k^2 \).

**Proof.** Consider a ball \( B \subset \mathbb{R}^m \) centered at the origin and denote by \( g \) a real analytic Riemannian metric on \( B \). We also assume that the standard coordinates \( (x^1, \ldots, x^m) \) of \( \mathbb{R}^m \) are normal for \( g \) at 0. Then, there exists \( \varepsilon > 0 \) sufficiently small such that

\[
g_{ij}(x) = \delta_{ij} + \sum_{k=0}^{\infty} \sum_{|q|=k+2} \frac{\partial^q g_{ij}(0)}{q!} x^q \quad \text{for any } |x| < \varepsilon,
\]
where for any multi-index \( q = (q_1, \ldots, q_m) \) we set

\[ q! := q_1! \cdots q_m! , \quad x^q := (x^1)^{q_1} \cdots (x^m)^{q_m} , \quad \partial^q := \frac{\partial^{q_1}}{\partial x_1^{q_1}} \cdots \frac{\partial^{q_m}}{\partial x_m^{q_m}} . \]

Fix now \( y \in B \) and consider the radial geodesic (\( \gamma(t) := ty \) together with the Jacobi vector field \( J(t) := tw^i \frac{\partial}{\partial x^i} \) along (\( \gamma(t) \)). Set also (\( f(t) := g_{\gamma(t)}(J(t), J(t)) \) and, for any tensor field \( A = A(t) \), denote by \( A^{[k]}(t) \) the \( k \)-th covariant derivative \( A^{[k]} := (\nabla^2)^k A \) along \( \gamma(t) \). We recall that the Jacobi equation is

\[ J^{[2]}(t) = R(t)(J^{[0]}(t)) \quad \text{with} \quad R(t)(\cdot) := -Rm(g_{\gamma(t)}(\gamma(t)) \wedge (\cdot)) \gamma(t) . \]

By the Leibniz rule, we get

\[
J^{[0]}(0) = 0 , \quad J^{[1]}(0) = w , \quad J^{[2]}(0) = 0 , \quad J^{[k+2]}(0) = P_k(R^{[0]}(0), \ldots, R^{[k-1]}(0))w \quad \text{for any integer} \ k \geq 1 ,
\]

where \( P_k \) are polynomials in \( k \) variables of \( \deg(P_k) = \frac{k(k+1)}{2} \) recursively defined by

\[
P_1(a^0) = a^0 , \quad P_2(a^0, a^1) = 2a^1 , \quad P_k(a^0, \ldots, a^{k-1}) = ka^{k-1} + \sum_{i=1}^{k-2} \left( \frac{k}{i+2} \right) a^{k-2-i} P_i(a^0, \ldots, a^{i-1}) .
\]

Differentiating the function \( f \) we get

\[
f^{[2k+1]}(0) = 2(2k+1)J^{[2k]}(0, w) + \sum_{i=3}^{k} 2 \binom{2k+1}{i} J^{[2k+1-i]}(0, J^{(i)}(0)) w + \sum_{i=3}^{k} 2 \binom{2k+1}{i} J^{[2k+1-i]}(0, J^{(i)}(0)) w + \sum_{i=3}^{k} 2 \binom{2k+1}{i} J^{[2k+1-i]}(0, J^{(i)}(0)) w .
\]

From (A.4), (A.5) and (A.6) it follows that

\[
f^{[k+4]}(0) = \sum_{i,j} \sum_{|q|=k+2} \alpha_{ijq}^{(k)} y^q w^i w^j \quad \text{for any integer} \ k \geq 0 ,
\]

where \( \alpha_{ijq}^{(k)} \) are coefficients which depends polynomially only on the components of \( \text{Rm}^0(g)|_0, \ldots, \text{Rm}^k(g)|_0 \). Hence, for \( t \) sufficiently small

\[
f(t) = \sum_{k=0}^{\infty} \frac{f^{(k)}(0)}{k!} t^k = \delta_{i,j} w^i w^j t^2 + \sum_{k=0}^{\infty} \frac{f^{[k+4]}(0)}{(k+4)!} t^{k+4} = t^2 \left( \delta_{i,j} + \sum_{k=0}^{\infty} \sum_{|q|=k+2} \alpha_{ijq}^{(k)} y^q t^{k+2} \right) w^i w^j .
\]

Since \( f(t) = t^2 g_{ij}(ty) w^i w^j \), we finally get

\[
g_{ij}(x) = \delta_{i,j} + \sum_{k=0}^{\infty} \sum_{|q|=k+2} \frac{q!}{(k+4)!} \alpha_{ijq}^{(k)} y^q x^q
\]

and the thesis follows. \( \square \)

**Proof of Proposition A.4** Up to scaling, we can assume that \( (\mu^{(n)}) \subset \mathcal{H}_m(1) \) and hence \( \mu^{(\infty)} \in \mathcal{H}_m(1) \). By A.30, it comes that if \( (\mu^{(n)}) \) converges infinitesimally to \( \mu^{(\infty)} \) in the sense of Laurent, then \( (\mu^{(n)}) \) converges infinitesimally to \( \mu^{(\infty)} \) according to Definition 3.2. On the other hand, if \( (\mu^{(n)}) \) converges infinitesimally to \( \mu^{(\infty)} \) according to Definition 5.5, then there exists a sequence of matrices \( (a^{(n)}) \subset O(m) \) such that \( a^{(n)} \to I_m \) and

\[
a^{(n)} \cdot \text{Rm}^k(\mu^{(n)}) \to \text{Rm}^k(\mu^{(\infty)}) \quad \text{as} \ n \to +\infty
\]

for any integer \( k \geq 0 \), where \( a^{(n)} \) acts by change of basis. Therefore Proposition A.30 implies that

\[
(a^{(n)})_i^j (a^{(n)})_r^s \partial^q (\hat{g}_{\mu^{(n)}})_{rt}(0) \to \partial^q (\hat{g}_{\mu^{(\infty)}})_{ij}(0) \quad \text{as} \ n \to +\infty
\]
for any multi-index $q$ and this completes the proof. □
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