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ABSTRACT. In this paper, an event-triggered reinforcement learning-based method is developed for model-based optimal synchronization control of multiple Euler-Lagrange systems (MELSs) under a directed graph. The strategy of event-triggered optimal control is deduced through the establishment of Hamilton-Jacobi-Bellman (HJB) equation and the triggering condition is then proposed. Event-triggered policy iteration (PI) algorithm is then borrowed from reinforcement learning algorithms to find the optimal solution. One neural network is used to represent the value function to find the analytical solution of the event-triggered HJB equation, weights of which are updated aperiodically. It is proved that both the synchronization error and the weight estimation error are uniformly ultimately bounded (UUB). The Zeno behavior is also excluded in this research. Finally, an example of multiple 2-DOF prototype manipulators is shown to validate the effectiveness of our method.

1. Introduction. Recent years have witnessed compelling attention in the field of multi-agent systems (MASs) owing to their promising applications, including natural science such as bird flocking [9], fish schooling [14] and other areas involving power systems [34] and mobile robots [2]. Optimal synchronization control [36], being a popular research issue in this field, requires MASs to accomplish an agreement while minimizing the given performance cost.

Multiple Euler-Lagrange systems (MELSs) has also aroused great interest of study, since the Euler-Lagrange model is one effective way to model a huge number of mechanical systems consisting of robotic arms [21], automated vehicles [7] and spacecrafts [33]. Recently, extensive results have been studied on the synchronization problems of MELSs [24], [16], [1]. In [16], a decentralized and continuous controller is designed to realize the synchronization problem of MELSs with an added robust integral sign of the error (RISE) strategy. Besides, there exist some studies, which are concerned about the containment control and tracking control...
using sliding mode control [22], [6]. Output tracking control is also studied in [35]. Further, some researchers pay attention to the optimal synchronization control of MELSs [32], [26] when they begin to consider minimizing certain performance function. In [32], a newly proposed distributed gradient-based control algorithm is introduced to drive both the position and velocity of robotics to reach synchronization. The optimal synchronization problem under kinematic constraints, the objective of which includes the synchronization of acceleration is also studied in [26].

Reinforcement learning, a branch of artificial intelligence, aims at finding the optimal policy through continuous interactions with the external environment [28]. Instead of applying a correct action directly in the above-mentioned works [32], [26], the control policy will be learned by agents themselves through trials and errors and adapts to the environment gradually, which is the most notable benefit of reinforcement learning method. Summing up the above discussions on the optimal synchronization control problems of MELSs and the merit of reinforcement learning method constitute the first motivation of our work. Adaptive dynamic programming (ADP) [23] depending on reinforcement learning algorithm, has been a class of popular methods in addressing the optimal control problems including synchronization control problems of MASs [25], [30]. In ADP methods, neural networks are generally applied to represent the system model, reinforcement signals and control inputs. Specifically, the reinforcement signal is applied to evaluate the current control signal so that the control input can be improved gradually, which means the policy can adapt to the environment better. Both synchronization of MASs with linear and nonlinear dynamics via ADP are discussed in [25], [39], respectively. In particular, the optimal control problem is generally transformed to the solution of HJB equation, which is tough to be solved. PI [4], as one category of reinforcement learning algorithms, is known as a kind of computational intelligence to handle this issue. This algorithm mainly includes policy evaluation and policy improvement, and the two steps will iterate continuously until the convergence of the value function. Consequently, solving the HJB equation directly is avoided.

However, one has to guarantee the stability of the close-looped systems while applying reinforcement learning method. Additionally, with the increase of the dimensionality of the state, curse of dimension will be caused when using neural network as approximation of the value function.

With the rapid growth of both scale and complexity of Euler-Lagrange systems like multiple industrial manipulators, the computational burden is largely increased consequently. At the same time, with the growing number of agents in one network, the continuous interactions among agents also result in heavy communication pressure. As a result, the second motivation of our work is to reduce the above-mentioned computational and transmission burden. For the purpose of reducing the overall resource cost, event-triggered control is introduced in the field of MASs and MELSs [8], [10], [13], [11], [37]. So far as we know, most previous works have not focused on the optimal synchronization control of MELSs under event-triggered mechanism, which inspires our work. Event-triggered systems are one kind of hybrid systems, as well as impulsive systems [29], [38], [19]. Compared to time-triggered situations, with event-triggered mechanism, the policy is renewed aperiodically and will be only triggered, when the pre-designed condition is satisfied. Inspired by [39], [31], the event-triggered control design for the optimal synchronization issue of MELSs is proposed in this research, which only involves the local and neighbouring agents’ information.
We consider the reinforcement learning-based optimal synchronization control of MELs with event-triggered strategies in this research. To the best of our knowledge, this issue has not been studied in recent works yet. Specifically, the main merits are summarized as the following.

1) This paper firstly addresses the optimal synchronization control of MELs through event-triggered reinforcement learning method. The event-triggered policy iteration algorithm and the triggering condition are newly proposed for MELs and the stability of which is guaranteed according to the Lyapunov technique. Meanwhile, the Zeno behaviour is proved to be excluded in this work.

2) Compared to the consideration that the neighbouring control policies of one agent should remain constant during the triggering interval of one agent in the previous literature [39], all neighbours in this work can update their control policies in this interval, which is more reasonable in the event-triggered setting and can apply to most practical situations.

We summarize the remaining of this work as below. In section 2, fundamental necessities are introduced and formulated. Section 3 gives the triggering condition and the event-triggered PI algorithm. The implementation of PI with critic-only neural network is presented in section 4. Section 5 gives one numerical example of multiple 2-DOF prototype robots. In section 6, there involves the conclusion and outlook for the upcoming research.

2. Preliminaries and problem formulation. This part firstly gives several useful notations and fundamental concepts of graph theories. The Euler-Lagrange system and the optimal synchronization control problem of MELs will be then introduced and formulated.

2.1. Notations. Throughout this paper, $\mathbb{R}^n$ and $\mathbb{R}^{n \times m}$ represent the n-dimensional vector set and $n \times m$ real matrix set. $\mathbb{N}$ is the set of positive integers. For vector $x = [x_1, x_2, ..., x_n] \in \mathbb{R}^n$, $\|x\|$ represents the Euclidean norm of vector $x$, which is denoted as $\|x\| = \sqrt{x_1^2 + x_2^2 + ... + x_n^2}$. With a given matrix $A = [a_{ij}] \in \mathbb{R}^{N \times N}$, $\lambda_{\min}(A)$ and $\lambda_{\max}(A)$ stand for the minimum eigenvalue and the maximum eigenvalue of matrix $A$, respectively. $A > 0$ shows that matrix $A$ is positive definite. $\text{tr}(A)$ represents the trace of $A$. $\|A\|_F$ denotes the Frobenius norm of matrix $A$ which is represented as $\|A\|_F = \sqrt{\sum_{i=1}^{N} \sum_{j=1}^{N} |a_{ij}|^2}$.

2.2. Graph theories. With a directed communication graph denoted as $G = (\mathcal{V}, \mathcal{E}, \mathcal{A})$, it contains $N$ nodes with weighted edges. $\mathcal{V} = \{1, 2, ..., N\}$ denotes a nonempty node set, and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ represents a set of directed edges. $\mathcal{A}$ is called as the adjacency matrix. Specifically, it can be represented as $\mathcal{A} = [a_{ij}] \in \mathbb{R}^{N \times N}$, in which $a_{ij} > 0$ if there exists one directed edge starting from node $j$ to node $i$ and $a_{ij} = 0$ otherwise. For node $i$, $\mathcal{N}_i = \{j \in \mathcal{V}, a_{ij} > 0\}$ is written as a set of the neighbours of node $i$. $\mathcal{N}_i$ indicates the set of agent $i$ with its neighbours. Here, self connections are excluded, i.e., $a_{ii} = 0$, $\mathcal{D} = \text{diag}\{d_1, d_2, ..., d_N\} \in \mathbb{R}^{N \times N}$ denotes the in-degree matrix, in which $d_i = \sum_{j=1}^{N} a_{ij}$. Then we define the Laplacian matrix as $\mathcal{L} = [l_{ij}] \in \mathbb{R}^{N \times N}$, with $l_{ij} = d_i$ if $i = j$ and $l_{ij} = -a_{ij}$ otherwise.

One directed path beginning from node $i$ to node $j$ is denoted as a limited sequence of edges such as $(i, k_1), (k_1, k_2), ..., (k_l, j) \subset \mathcal{E}$. In case there exists a directed path within any two distinct nodes, then this graph is said to be strongly connected.
In this note, the directed graph which is strongly connected is considered. The choice of the graph condition will be discussed later.

2.3. Euler-Lagrange system model. Consider a system with \( N \) agents, each of which is governed by the Euler-Lagrange equation as below,

\[
M_i(q_i)\ddot{q}_i + C_i(q_i, \dot{q}_i)\dot{q}_i + G_i(q_i) = \tau_i, \quad i = 1, \ldots, N, \tag{1}
\]

in which \( q_i \in \mathbb{R}^n \) denotes the generalized configuration coordinate vector. Specifically, \( M_i(q_i) \in \mathbb{R}^{n \times n} \) indicates the generalized inertia matrix. Besides, \( C_i(q_i, \dot{q}_i)\dot{q}_i \in \mathbb{R}^n \) and \( G_i(q_i) \in \mathbb{R}^n \) represent Centrifugal/Coriolis force vector and gravitational force vector, respectively. \( \tau_i \in \mathbb{R}^n \) is the control torque implemented by the actuator.

The model information of the Euler-Lagrange model is assumed to be known here, that is, the above-mentioned \( M_i, C_i \) and \( G_i \) are available when computing. Besides, we have the following assumptions throughout this work.

Assumption 1. [16]: Both the generalized configuration coordinate \( q_i \) and the first-order derivative \( \dot{q}_i \) can be measured. As a result, its second-order derivative \( \ddot{q}_i \) can be inferred from the known model and all measurable information.

Assumption 2. [13], [17]: The inverse matrix of \( M_i(q_i) \) exists, i.e., \( M_i^{-1}(q_i) \in \mathbb{R}^{n \times n} \) exists. Besides, \( M_i^{-1}(q_i) \) is bounded. Specifically, there are positive constants \( k_{mi}, k_{M1} \) such that \( k_{mi} \leq \| M_i^{-1}(q_i) \| \leq k_{M1} \).

2.4. Problem formulation. Our goal here is to design a controller which ensures that all Euler-Lagrange agents can reach an agreement including \( q_i \) and \( \dot{q}_i \). In addition, there exists specific performance functional constraint. Hence, the following definition is given.

The local neighbourhood position synchronization error (NPSE) \( e_{1,i} \in \mathbb{R}^n \) is firstly introduced here, which is described as follows,

\[
e_{1,i} = \sum_{j \in \mathcal{N}_i} a_{ij}(q_i - q_j).
\]

According to the goal, the definition of the auxiliary synchronization error \( e_{2,i} \in \mathbb{R}^n \) is proposed as

\[
e_{2,i} = \dot{e}_{1,i} + \alpha_{1,i}e_{1,i}, \tag{2}
\]

where \( \alpha_{1,i} > 0 \) [16].

Then the dynamics of \( e_{2,i} \) is represented as

\[
\dot{e}_{2,i} = \sum_{j \in \mathcal{N}_i} a_{ij}(\ddot{q}_i - \dot{q}_j) + \alpha_{1,i} \sum_{j \in \mathcal{N}_i} a_{ij}(\dot{q}_i - \dot{q}_j). \tag{3}
\]

From (1), the dynamics (3) can be converted into the following form

\[
\dot{e}_{2,i} = \sum_{j \in \mathcal{N}_i} a_{ij}[M^{-1}_i(\tau_i - C_i(q_i, \dot{q}_i)\dot{q}_i - G_i(q_i))]
- M^{-1}_j(\tau_j - C_j(q_j, \dot{q}_j)\dot{q}_j - G_j(q_j))] + \alpha_{1,i} \sum_{j \in \mathcal{N}_i} a_{ij}(\dot{q}_i - \dot{q}_j), \tag{4}
\]

and we use \( E_i(q_i, \dot{q}_i) \) to represent \(-C_i(q_i, \dot{q}_i)\dot{q}_i - G_i(q_i)\) for all \( i \in \mathcal{V} \) in the remaining work.
where \( V(\text{Optimal Synchronization Control of MELS}) \) is given as follows.

\[
V_i(e_{2,i}(t_0), \tau_i, \tau_{\mathcal{K}_i}) = \int_{t_0}^{\infty} \left[ e_{2,i}^T Q_i e_{2,i} + \tau_i^T S_{ii} \tau_i + \sum_{j \in \mathcal{K}_i} \tau_j^T S_{ij} \tau_j \right] dt,
\]

where \( \tau_{\mathcal{K}_i} = \{ \tau_j | j \in \mathcal{K}_i \} \) means the control inputs of the \( i \)th agent’s neighbours. \( Q_{ii} \in \mathbb{R}^{n \times n}, Q_{ii} > 0 \) denotes the weighted matrix of the synchronization error in the overall performance cost. Meanwhile, \( S_{ii} \in \mathbb{R}^{n \times n}, S_{ij} \in \mathbb{R}^{n \times n} \) are both positive definite matrices [5].

To obtain the control input which results in the optimal synchronization control, a definition of admissible synchronization control policy is introduced here.

**Definition 2.1.** (Admissible Synchronization Control [20]) A control input \( \tau_i \) is defined as an admissible synchronization control policy with regard to (5) on a given set \( \mathcal{Y} \in \mathbb{R}^n \) if \( \tau_i \) is continuous with \( \tau_i(0) = 0 \), drives the auxiliary synchronization error \( e_{2,i} \) to zero locally and the local performance function (5) is finite, i.e., \( J_i < +\infty \).

Further, the reinforcement learning signal which corresponds to (5), i.e., the value function is defined as follows,

\[
V_i(e_{2,i}(t)) = \int_{t}^{\infty} \left[ e_{2,i}^T Q_i e_{2,i} + \tau_i^T S_{ii} \tau_i + \sum_{j \in \mathcal{K}_i} \tau_j^T S_{ij} \tau_j \right] dt.
\]

With the definition of value function (6), the admissible control policy can be designed to drive all agents to reach synchronization and minimize the value function (6) at the same time. Hence, the definition of optimal synchronization control of MELSs is given as follows.

**Definition 2.2.** (Optimal Synchronization Control of MELSs) For \( i = 1, 2, ..., N \), the local admissible control input \( \tau_i^* \) is designed to drive all Euler-Lagrange agents to reach synchronization, i.e., \( \lim_{t \to \infty} ||q_a(t) - q_b(t)||_2 = 0, \lim_{t \to \infty} ||\dot{q}_a(t) - \dot{q}_b(t)||_2 = 0 \), for \( \forall a, b \in \mathcal{V} \) and minimize the value function \( V_i \).

Combining (2) and (6), for agent \( i \), we have the definition of the Hamiltonian function [3] as

\[
H_i(e_{2,i}, V_{e_{2,i}}, \tau_i, \tau_{\mathcal{K}_i}) = e_{2,i}^T Q_i e_{2,i} + \tau_i^T S_{ii} \tau_i + \sum_{j \in \mathcal{K}_i} \tau_j^T S_{ij} \tau_j + V_{e_{2,i}}^T
\]

\[
\left\{ \sum_{j \in \mathcal{K}_i} a_{ij} M_i^{-1}(\tau_i + E_i(q_i, \dot{q}_i)) - M_j^{-1}(\tau_j + E_j(q_j, \dot{q}_j)) \right\} + \alpha_{1,i} \sum_{j \in \mathcal{K}_i} a_{ij}(\dot{q}_i - \dot{q}_j),
\]

where \( V_{e_{2,i}} = \partial V_i / \partial e_{2,i} \) represents the partial derivative of \( V_i(e_{2,i}(t)) \) regarding to \( e_{2,i} \).

By applying the stationary condition, i.e., \( \partial H_i(e_{2,i}) / \partial e_{2,i} = 0 \), one can obtain the optimal control as follows,

\[
\tau_i^* = -\frac{1}{2} d_i S_{ii}^{-1}(M_i^{-1})^T V_{e_{2,i}}^*.
\]
Substituting the optimal control input (8) into (7), the local time-triggered coupled HJB equation will be then obtained as

\[
H_i(e_{2,i}, V_{e_{2,i}}^*, \tau_i^*, \tau_{0}^*) \\
= e_{2,i}^T Q_{ii} e_{2,i} + \left(-\frac{1}{2} d_i S_{ii}^{-1}(M_i^{-1})^T V_{e_{2,i}}^* \right)^T S_{ii} \left( -\frac{1}{2} d_i S_{ii}^{-1}(M_i^{-1})^T V_{e_{2,i}}^* \right) \\
+ \sum_{j \in N_i} \left(-\frac{1}{2} d_j S_{jj}^{-1}(M_j^{-1})^T V_{e_{2,j}}^* \right)^T S_{ij} \left(-\frac{1}{2} d_j S_{jj}^{-1}(M_j^{-1})^T V_{e_{2,j}}^* \right) \\
+ V_{e_{2,i}}^* \left( \sum_{j \in N_i} a_{ij} \left[M_i^{-1}\left(-\frac{1}{2} d_i S_{ii}^{-1}(M_i^{-1})^T V_{e_{2,i}}^* + E_i(q_i, \hat{q}_i) \right) \right] + \alpha_{1,i} \sum_{j \in N_i} a_{ij}(\hat{q}_i - \hat{q}_j) \right) \\
= 0.
\]

With the solution \( F_i(e_{2,i}) \) to the local coupled HJB equation (9) and the control policy (8), the asymptotical stability of \( e_{2,i} \)-dynamics can be guaranteed. Moreover, for MELSs, \( \{\tau_1^*, \ldots, \tau_N^*\} \) constitutes the interactive Nash equilibrium (INE) policy profile [30, 20], and the definition of INE and the according proof can be seen in the above works. At the same time, the game values are \( J_i^* (e_{2,i}(t_0), \tau_i^*, \tau_{0}^*) = F_i(e_{2,i}(t_0)), \forall i. \) The similar proof is omitted here for brevity.

**Remark 1.** The strong connectivity condition of the graph in this work is a sufficient and necessary condition to the existence of the INE policy profile [30]. Further, one strongly connected graph can be reduced to that the graph has a directed spanning tree. We will consider the graph condition of directed spanning tree in our future work.

3. **Design of event-triggered reinforcement learning method.** In the traditional time-triggered control system, the system bears huge transmission data and computation resources resulting from the continuous data-sampling. In this section, a reinforcement learning algorithm and specifically policy iteration will be introduced for the optimal synchronization control of MELSs with event-triggered mechanism.

3.1. **Event-triggered setting.** With event-triggered setting, the designed controller of agent \( i \) is only updated at a sequence of triggering instants \( \{t_{i,k}\}_{k=0}^\infty \), with \( t_{i,k} < t_{i,k+1}, k \in \mathbb{N}. \) We assume that the first moment is triggered, i.e., \( t_{i,0} = t_0 \), and \( t_{i,k} \) represents the \( k \)th triggering instant of the \( i \)th agent.

For the \( i \)th agent, the event-triggered error vector \( \delta_i(t) \) is defined as,

\[
\delta_i(t) = \hat{e}_{2,i}(t_{i,k}) - e_{2,i}(t), \forall t \in [t_{i,k}, t_{i,k+1}),
\]

where \( e_{2,i}(t) \) denotes the synchronization error of agent \( i \) at current and \( \hat{e}_{2,i}(t_{i,k}) \) denotes the sampled error vector. At the triggering instants, the event-triggered error \( \delta_i(t) \) will be reset to zero, and the sampled data keeps constant by application of zero-order holder(ZOH) during the triggering interval \( (t_{i,k}, t_{i,k+1}), k \in \mathbb{N}. \)

The triggering instants of agent \( i \) are decided by the violation of the following condition,

\[
\|\delta_i(t)\| < \delta^h_i(t),
\]

in which \( \delta^h_i(t) \) denotes the time-varying threshold of event-triggered setting, and we will introduce it later.
where $\hat{\tau}_j$ denotes the event-triggered control input of agent $j$, i.e., $\hat{\tau}_j = \tau_j(\hat{e}_{2,i}(t_{j,k}))$, $j \in \mathcal{N}_i$.

Accordingly, the local event-triggered coupled HJB equation of agent $i$ is

$$H_i(e_{2,i}, V_{e_{2,i}}^{*}, \hat{\tau}_i^*, \hat{\tau}_j) = e_{2,i}^T Q_i e_{2,i} + \hat{\tau}_i^T S_i \hat{\tau}_i^* + \sum_{j \in \mathcal{N}_i} \hat{\tau}_j^T S_{ij} \hat{\tau}_j^* + V_{e_{2,i}}^T$$

$$= \left\{ \sum_{j \in \mathcal{N}_i} a_{ij} [M_j^{-1}(\hat{\tau}_j^* + E_j(q_j, \dot{q}_j))] - M_j^{-1}(\hat{\tau}_j^* + E_j(q_j, \dot{q}_j))] + \alpha_1 i \sum_{j \in \mathcal{N}_i} a_{ij}(\dot{q}_i - \dot{q}_j) \right\}$$

$$= 0.$$  \hfill (11)

Hence, the according optimal local event-triggered synchronization control is then obtained as follows,

$$\hat{\tau}_i^* = -\frac{1}{2} d_i S_i^{-1}(M_i^{-1})^T V_{e_{2,i}}^*.$$  \hfill (12)

**Assumption 3 [31].** There exists one value $P$ which satisfies $P > 0$ so that

$$\|\tau_i(e_{2,i}(t)) - \tau_i(\hat{e}_{2,i}(t_{i,k}))\| \leq P\|d_i\|,$$  

which indicates the controller for the Euler-Lagrange system is Lipschitz continuous.

### 3.2. Event-triggered PI algorithm

With the event-triggered setting, the local event-triggered coupled HJB equation (11) for agent $i$ is hard to solve in an analytical manner. Though the form of the optimal policy input is deduced, the optimal $V_{e_{2,i}}^*$ is unknown unless the HJB function is solved. To obtain $V_{e_{2,i}}^*$, PI algorithm is used to seek for the solution. PI generally involves two main steps: policy evaluation plus policy improvement. These two procedures will continuously iterate until the value function converges, that is to say the second step will not improve the control policy anymore. Specifically, the event-triggered policy iteration algorithm for MELSs is given in Algorithm 1.

**Theorem 3.1.** Under the event-triggered mechanism and by using Algorithm 1, then the control policy of each agent $\hat{\tau}_i^{(h)}$ will converge to the optimal one $\hat{\tau}_i^*$, i.e., $\hat{\tau}_i^{(h)} \to \hat{\tau}_i^*$, \(\forall i \in \mathcal{V}\), as $h \to \infty$.

**Proof.** From (13), we can deduce as

$$\dot{V}_i^{(h+1)}(e_{2,i}, \hat{\tau}_i^{(h)}, \hat{\tau}_j^{(h)})$$

$$= -e_{2,i}^T Q_i e_{2,i} - (\hat{\tau}_i^{(h)})^T S_i \hat{\tau}_i^{(h)} + \sum_{j \in \mathcal{N}_i} (\hat{\tau}_j^{(h)})^T S_{ij} \hat{\tau}_j^{(h)},$$
Algorithm 1 Model-based Policy Iteration Algorithm with event-triggered mechanism

**Step 1 (Initialization):** Initialize admissible control policy for all agents $\hat{x}_i^{(0)}$, $\forall i$ and set the initial iteration time $h = 0$;

**Step 2 (Policy Evaluation):** Solve the event-triggered HJB equation for $V_{e_2,i}^{(h+1)}$ at the triggering instant of agent $i$ as

$$H_i(e_{2,i}, V_{e_2,i}^{(h+1)}, \hat{x}_i^{(h)}, \hat{x}_i^{(h-1)}) = e_{2,i}^T Q_{ii} e_{2,i} + (\hat{x}_i^{(h)})^T S_{ii} \hat{x}_i^{(h)} + \sum_{j \in \mathcal{N}_i} (\hat{x}_j^{(h)})^T S_{ij} \hat{x}_j^{(h)} + V_{e_2,i}^{(h+1)} \dot{e}_{2,i} = 0. \tag{13}$$

**Step 3 (Policy Improvement):**

$$\hat{x}_i^{(h+1)} = \frac{1}{2} d_i S_{ii}^{-1} (M_{ii}^{-1})^T V_{e_2,i}^{(h+1)}. \tag{14}$$

Back to Step 2 until the following condition for convergence satisfies,

$$\|V_i^{(h+1)} - V_i^{(h)}\| \leq \kappa,$$

where $\kappa$ denotes an extremely small value.

and

$$\dot{V}_i^{(h)}(e_{2,i}, \hat{x}_i^{(h-1)}, \hat{x}_i^{(h-1)}) = -e_{2,i}^T Q_{ii} e_{2,i} - (\hat{x}_i^{(h-1)})^T S_{ii} \hat{x}_i^{(h-1)} - \sum_{j \in \mathcal{N}_i} (\hat{x}_j^{(h-1)})^T S_{ij} \hat{x}_j^{(h-1)}$$

Then,

$$\dot{V}_i^{(h)} - \dot{V}_i^{(h+1)} = -(\hat{x}_i^{(h-1)})^T S_{ii} \hat{x}_i^{(h-1)} - \sum_{j \in \mathcal{N}_i} (\hat{x}_j^{(h-1)})^T S_{ij} \hat{x}_j^{(h-1)} + (\hat{x}_i^{(h)})^T S_{ii} \hat{x}_i^{(h)}$$

$$+ \sum_{j \in \mathcal{N}_i} (\hat{x}_j^{(h)})^T S_{ij} \hat{x}_j^{(h)}$$

$$= (\hat{x}_i^{(h-1)})^T S_{ii} \hat{x}_i^{(h-1)} - 2(\hat{x}_i^{(h-1)})^T S_{ii} (\hat{x}_i^{(h)} - \hat{x}_i^{(h-1)})$$

$$+ \sum_{j \in \mathcal{N}_i} (\hat{x}_j^{(h-1)})^T S_{ij} (\hat{x}_j^{(h+1)} - \hat{x}_j^{(h-1)}) + \sum_{j \in \mathcal{N}_i} 2(\hat{x}_j^{(h-1)})^T S_{ij} (\hat{x}_j^{(h)} - \hat{x}_j^{(h-1)}).$$

The sufficient condition of $(\dot{V}_i^{(h)} - \dot{V}_i^{(h+1)}) \leq 0$ is to guarantee the following two inequalities hold,

$$\Delta \hat{x}_i^T S_{ii} \Delta \hat{x}_i \leq -2(\hat{x}_i^{(h-1)})^T S_{ii} \Delta \hat{x}_i,$$

$$\sum_{j \in \mathcal{N}_i} \Delta \hat{x}_j^T S_{ij} \Delta \hat{x}_j \leq - \sum_{j \in \mathcal{N}_i} 2(\hat{x}_j^{(h-1)})^T S_{ij} \Delta \hat{x}_j,$$

where $\Delta \hat{x}_i = \hat{x}_i^{(h)} - \hat{x}_i^{(h-1)} \in \mathbb{R}^n$, $\Delta \hat{x}_j = \hat{x}_j^{(h)} - \hat{x}_j^{(h-1)} \in \mathbb{R}^n$. 
From the form of control policy and Assumption 2, and let $q_{ij} = \lambda_{\min}(S^{-1}_{jj}S_{ij})$, the sufficient condition becomes
\[ \lambda_{\max}(S_{ii})\|\Delta \hat{\tau}_i\| \leq k_{mi}d_i\|V_{e_{2,i}}^{(h-1)}\|, \]
\[ \lambda_{\max}(S_{ij})\|\Delta \hat{\tau}_j\| \leq k_{mj}d_j\|V_{e_{2,j}}^{(h-1)}\|. \]

Regarding to the definition of $V_i$, it can be deduced that $V_i^{(\infty)} = 0$. By integrating $\dot{V}_i^{(h)} \leq \dot{V}_i^{(h+1)}$ over $[t, \infty)$, then it follows that
\[ V_i^{(h+1)} \leq V_i^{(h)}, \]
which indicates that it is a non-increasing function, which is lower bounded by zero.

According to (6) and the optimality principle [18], it can be easily obtained that
\[ V_i^{(h)} \geq \int_{t_0=0}^\infty (e_{2,i}^TQ_{ii}e_{2,i} + (\hat{\tau}_i^*)^T S_{ii} \hat{\tau}_i^* + \sum_{j \in N_i} (\hat{\tau}_j^*)^T S_{ij} \hat{\tau}_j^*)d\tau = V_i^*, \]
where $h$ tends to $\infty$, $V_i^{(\infty)} \geq V_i^*$. As $V_i^{(\infty)} \leq V_i^*$, it can be inferred that $V_i^{(\infty)} = V_i^*$, which means $V_i$ will have a convergence to the optimal one. Hence, one can easily get $\dot{\tau}_i^{(\infty)} = \dot{\tau}_i^*$.

In the policy evaluation step of PI algorithm, it is still hard to solve the event-triggered HJB equation (13) analytically, i.e., the first-order derivative of $V_i$ with regard to $e_{2,i}$. Inspired by the strong approximation capability of NN, NN-based implementation of the PI algorithm will be proposed in the next section, in which one neural network is utilized to represent the value function and the control policy can be then obtained.

4. Implementation of event-triggered PI algorithm via critic-only neural network.

4.1. Critic-only neural network implementation. Actor-critic method, being popular in reinforcement learning, uses two separate neural networks, which represent the value function and control input, respectively. However, with model information and value function available, the control signal will be easily obtained by (12) such that only one critic neural network is sufficient in this work. Furthermore, with the event-triggered scheme, the weights of the critic neural network will only be renewed at triggering moments.

In accordance with the great universal approximation performance of the neural network, the value function of agent $i$ can be expressed as a three-layer neural network
\[ V_i^*(e_{2,i}) = W_{c,i}^T \phi_{c,i}(\sigma_{c,i}^T e_{2,i}) + \epsilon_{c,i}, \]
where $\sigma_{c,i} \in \mathbb{R}^{n \times n}$ represents the weight matrix between the input to the hidden layer, which is always set with identity matrix $I$ for brevity. $\phi_{c,i}(\cdot) : \mathbb{R}^n \to \mathbb{R}^m$ represents the activation function. The concrete form of $\phi_{c,i}(\cdot)$ will be given in the simulation part. $W_{c,i} \in \mathbb{R}^m$ denotes the weight matrix from the hidden to the output layer. $\epsilon_{c,i}$ denotes the reconstruction error of the critic network.

Hence, the first-order derivative of $V_i(e_{2,i})$ regarding to $e_{2,i}$ is
\[ V_{e_{2,i}}^* = \frac{\partial (W_{c,i}^T \phi_{c,i})}{\partial e_{2,i}} + \frac{\partial \epsilon_{c,i}}{\partial e_{2,i}} = \nabla \phi_{c,i}^T W_{c,i} + \nabla \epsilon_{c,i}, \]
where \( \nabla \phi_{c,i}^{T} = \frac{\partial \phi_{c,i}^{T}}{\partial \sigma_{c,i}}, \nabla \epsilon_{c,i} = \frac{\partial \epsilon_{c,i}}{\partial \sigma_{c,i}}. \)

Hence, the local time-triggered coupled HJB equation (9) becomes

\[
H_{i} = W_{c,i}^{T} \nabla \phi_{c,i} \dot{e}_{2,i} + e_{2,i}^{T} Q_{ii} e_{2,i} + (\tau_{i}^{*})^{T} S_{ii} \tau_{i}^{*} + \sum_{j \in \mathcal{N}_{i}} (\tau_{j}^{*})^{T} S_{ij} \tau_{j}^{*} = \epsilon_{c,i},
\]

where \( \epsilon_{c,i} = -(\nabla \epsilon_{c,i})^{T} e_{2,i} \) represents the residual error and we have \( \hat{\epsilon}_{c,i} \) and \( \nabla \hat{\epsilon}_{c,i} \) with the event-triggered mechanism.

Then, the estimated value function of agent \( i \) during \( t \in [t_{i,k}, t_{i,k+1}) \) is as follows,

\[
V_{i}(e_{2,i}) = \hat{W}_{c,i}^{T} \phi_{c,i}(\sigma_{c,i}^{T} e_{2,i}),
\]

where \( \hat{W}_{c,i} \) denotes the estimated weight matrix between the hidden to the output layer at event-triggering instants.

Therefore, the event-triggered HJB equation error \( \xi_{c,i} \) becomes

\[
\dot{\xi}_{c,i} = \hat{W}_{c,i}^{T} \nabla \phi_{c,i} \dot{e}_{2,i} + e_{2,i}^{T} Q_{ii} e_{2,i} + (\hat{\tau}_{i})^{T} S_{ii} \hat{\tau}_{i} + \sum_{j \in \mathcal{N}_{i}} (\hat{\tau}_{j})^{T} S_{ij} \hat{\tau}_{j}.
\]

For the critic neural network, the objective function to minimize can be designed as

\[
E_{c,i} = \frac{1}{2} \hat{\xi}_{c,i}^{T} \hat{\xi}_{c,i}.
\] (15)

The estimated weights are only updated at discrete triggering instants \( t_{i,k} \) and hold constant during triggering interval \( t \in [t_{i,k}, t_{i,k+1}) \) under the event-triggered control.

From the objective function (15), the weight update law can be deduced as follows

\[
\begin{align*}
\dot{\hat{W}}_{c,i} &= 0, t \in (t_{i,k}, t_{i,k+1}), \\
\dot{W}_{c,i}^+ &= \hat{W}_{c,i} - l_{c} K_{i} (K_{i}^{T} \hat{W}_{c,i} + Y_{i}(e_{2,i}, \hat{\tau}_{i}, \hat{\tau}_{\mathcal{N}_{i}})), t = t_{i,k},
\end{align*}
\] (16)

where \( \hat{W}_{c,i} \) denotes the renewed estimated weight at the triggering time \( t_{i,k}, l_{c} \) denotes the critic network's learning rate, \( K_{i} = K_{ii} / (K_{ii}^{1/2} K_{ii} + 1)^{2} \) with \( K_{ii} = \nabla \phi_{c,i}^{T} \dot{e}_{2,i} \), and \( Y_{i}(e_{2,i}, \hat{\tau}_{i}, \hat{\tau}_{\mathcal{N}_{i}}) = e_{2,i}^{T} Q_{ii} e_{2,i} + (\hat{\tau}_{i})^{T} S_{ii} \hat{\tau}_{i} + \sum_{j \in \mathcal{N}_{i}} (\hat{\tau}_{j})^{T} S_{ij} \hat{\tau}_{j} \). It should be noticed that the identity matrices between the input layer and the hidden layer keep instant.

Then, with the estimated value function, we can obtain the control policy under event-triggered mechanism as

\[
\hat{\tau}_{i} = -\frac{1}{2} d_{i}^{T} s_{ii}^{-1} (M_{i}^{-1})^{T} V_{e_{2,i}} = -\frac{1}{2} d_{i}^{T} s_{ii}^{-1} (M_{i}^{-1})^{T} \nabla \phi_{c,i}^{T} \hat{W}_{c,i}.
\]

With the application of ZOH and the update of the weight of the critic neural network, the control sequence is continuous. In particular, the control policy is a piecewise constant function, which keeps constant during the triggering interval.

Moreover, with the definition of the estimation error \( \tilde{W}_{c,i} = \hat{W}_{c,i} - W_{c,i} \) of the critic NN, the first-order derivative of \( \tilde{W}_{c,i} \) becomes

\[
\begin{align*}
\dot{\tilde{W}}_{c,i} &= 0, t \in (t_{i,k}, t_{i,k+1}), \\
\dot{\tilde{W}}_{c,i}^+ &= \tilde{W}_{c,i} - l_{c} K_{i} (K_{i}^{T} \tilde{W}_{c,i} + \tilde{\epsilon}_{c,i}), t = t_{i,k}.
\end{align*}
\] (17)

Next, one has to prove the stability of the system which contains two situations: event-triggering instant and the triggering interval. At the same time, the Zeno
behavior can be avoided in this work, which will be proved later. Before the proof in the next part, we will firstly give the assumption as follows.

**Assumption 4.** In the critic network, the weights \( W_{c,i} \), the activation function \( \phi_{c,i} \) and reconstruction error \( \epsilon_{c,i} \) are all bounded by positive constants \( W_m, \phi_m \) and \( \epsilon_m \), i.e., \( \|W_{c,i}\| \leq W_m, \|\phi_{c,i}\| \leq \phi_m, \|\epsilon_{c,i}\| \leq \epsilon_m \). Also, the critic network’s residual error \( \epsilon_{c,i} \) is bounded by \( \epsilon_{cm} > 0 \), i.e., \( \|\epsilon_{c,i}\| \leq \epsilon_{cm} \). The gradients of residual error and the activation function are also bounded by positive constants \( \nabla \epsilon_m \) and \( \nabla \phi_m \), i.e., \( \|\nabla \epsilon_{c,i}\| \leq \nabla \epsilon_m, \|\nabla \phi_{c,i}\| \leq \nabla \phi_m \). Under the event-triggered setting, we have the same assumption, which is omitted here for brevity.

The activation function \( \phi_{c,i} \) of the critic network should maintain the persistence of excitation (PE) condition to make the estimated weights converges eventually [27].

**Assumption 5.** From the PE condition, it can be inferred that both \( K_{1i} \) and \( K_i \) are bounded such that \( \|K_{1i}\| \leq K_{ni}, \|K_i\| \leq K_{Mi} \), with \( K_{ni} > 0 \) and \( K_{Mi} > 0 \).

### 4.2. Stability analysis of neural-network-based event-triggered PI algorithm

Firstly, the definition of uniformly ultimately bounded (UUB) is reviewed here.

**Definition 4.1.** (Uniformly Ultimately Bounded) With the solution \( x \) of one differential system and a given set which contains the origin \( W \subset \mathbb{R}^n \), for all \( x(t_0) = x^0 \in W \), it is said to be UUB in case there has a bound \( B \) which is positive and a non-negative \( T(x^0, B) \) so that

\[
\|x(t)\| \leq B, \forall t \geq t_0 + T.
\]

**Theorem 4.2.** Considering \( e_{2,i} \)-dynamics (10), the given value function (6) and Assumptions 1-5 with the event-triggered policy (12) under the event-triggered update of estimated weights (16), both the dynamics of local synchronization error \( e_{2,i} \) (10) and the weight estimation error \( \tilde{W}_{c,i} \) of the target weight \( W_{c,i} \) are UUB when the event-triggering condition which requires information of both agent \( i \) and the neighbours satisfies as follows,

\[
\|\delta_i\|^2 \leq \frac{(1 - \gamma_i^2)\lambda_{\min}(Q_{ii})\|e_{2,i}\|^2 + \|s_i^T \tau_i\|^2 + \sum_{j \in K_i} \lambda_{\min}(S_{ij})\|\tau_j\|^2}{P^2\|s_i\|^2}.
\]

where \( s_i s_i^T = S_{ii} \), \( s_i \) represents a matrix which is semi-positive definite, which depends on the choice of \( S_{ii} \) and \( \gamma_i \in (0, 1) \) is a constant parameter.

**Proof.** The proof will be divided into the next two situations.

**Situation 1:** Event-triggering interval, \( t \in (t_{i,k}, t_{i,k+1}), \forall i \in \mathcal{V} \).

Choose the Lyapunov candidate function as follows,

\[
L^i = L^i_1 + L^i_2,
\]

where \( L^i_1 = V^*_i(e_{2,i}) \), and \( L^i_2 = \frac{1}{l_c} \text{tr}(\tilde{W}_{c,i}^T \tilde{W}_{c,i}) \). Next, the first-order derivative of the \( L^i \) goes

\[
\dot{L}^i = \dot{L}^i_1 + \dot{L}^i_2 = \dot{V}^*_i(e_{2,i}) + \frac{2}{l_c} \text{tr}(\tilde{W}_{c,i}^T \dot{\tilde{W}}_{c,i}).
\]
As $\tilde{W}_{e,i} = 0$, we can get $\tilde{L}_2 = 0$. Hence,

$$\dot{L}_1 = V^*_i(e_{2,i}) = V^{*T}_{e2,i} \dot{e}_{2,i}$$

$$= V^{*T}_{e2,i} \left\{ \sum_{j \in \mathcal{N}_i} a_{ij} [M_i^{-1}(\hat{\tau}_i^* + E_i(q_i, \hat{q}_i)) - M_j^{-1}(\hat{\tau}_j^* + E_j(q_j, \hat{q}_j))] + \alpha_{1,i} \sum_{j \in \mathcal{N}_i} a_{ij}(\hat{q}_i - \hat{q}_j) \right\} \tag{20}$$

Using the local coupled time-triggered HJB equation (9), it follows that

$$V^{*T}_{e2,i} \left\{ \sum_{j \in \mathcal{N}_i} a_{ij} [M_i^{-1}E_i(q_i, \hat{q}_i) - M_j^{-1}E_j(q_j, \hat{q}_j)] + \alpha_{1,i} \sum_{j \in \mathcal{N}_i} a_{ij}(\hat{q}_i - \hat{q}_j) \right\}$$

$$= -e^{T}_{2,i}Q_{ii}e_{2,i} - \tau_i^{*T}S_{ii}\hat{\tau}_i^* - \sum_{j \in \mathcal{N}_i} \tau_j^{*T}S_{ij}\hat{\tau}_j^* - V^{*T}_{e2,i} \sum_{j \in \mathcal{N}_i} a_{ij}M_j^{-1}\tau_j^*$$

$$+ V^{*T}_{e2,i} \sum_{j \in \mathcal{N}_i} a_{ij}M_j^{-1}\hat{\tau}_j^*. \tag{21}$$

Substituting (21) into (20), (20) can be converted into the form as below,

$$V^*_i(e_{2,i}) = V^{*T}_{e2,i} \sum_{j \in \mathcal{N}_i} a_{ij}M_i^{-1}\hat{\tau}_i^* - e^{T}_{2,i}Q_{ii}e_{2,i} - \tau_i^{*T}S_{ii}\hat{\tau}_i^* - \sum_{j \in \mathcal{N}_i} \tau_j^{*T}S_{ij}\hat{\tau}_j^*$$

$$- V^{*T}_{e2,i} \sum_{j \in \mathcal{N}_i} a_{ij}M_i^{-1}\tau_i^* + V^{*T}_{e2,i} \sum_{j \in \mathcal{N}_i} a_{ij}M_j^{-1}(\tau_j^* - \hat{\tau}_j^*).$$

Combining optimal control policy (8) and $d_i = \sum_{j=1}^{N} a_{ij}$, one can get

$$V^{*T}_{e2,i} \sum_{j \in \mathcal{N}_i} a_{ij}M_i^{-1} = -2\tau_i^{*T}S_{ii} = -2\tau_i^{*T}S_{ii}.$$

Hence, the first-order derivative of $V_i(e_{2,i})$ becomes

$$\dot{V}_i^*(e_{2,i}) = -2\tau_i^{*T}S_{ii}\hat{\tau}_i^* - e^{T}_{2,i}Q_{ii}e_{2,i} - \tau_i^{*T}S_{ii}\tau_i^* - \sum_{j \in \mathcal{N}_i} \tau_j^{*T}S_{ij}\tau_j^*$$

$$+ 2\tau_i^{*T}S_{ii}\tau_i^* - \frac{2}{d_i} \tau_i^{*T}S_{ii}M_i \sum_{j \in \mathcal{N}_i} a_{ij}M_j^{-1}(\tau_j^* - \hat{\tau}_j^*)$$

$$= \tau_i^{*T}S_{ii}\tau_i^* - 2\tau_i^{*T}S_{ii}\hat{\tau}_i^* - e^{T}_{2,i}Q_{ii}e_{2,i} - \sum_{j \in \mathcal{N}_i} \tau_j^{*T}S_{ij}\tau_j^*$$

$$- \frac{2}{d_i} \tau_i^{*T}S_{ii}M_i \sum_{j \in \mathcal{N}_i} a_{ij}M_j^{-1}(\tau_j^* - \hat{\tau}_j^*)$$

$$= \tau_i^{*T}S_{ii}\tau_i^* - 2\tau_i^{*T}S_{ii}\hat{\tau}_i^* - e^{T}_{2,i}Q_{ii}e_{2,i} - \sum_{j \in \mathcal{N}_i} \tau_j^{*T}S_{ij}\tau_j^*$$

$$+ \tau_i^{*T}C_i \sum_{j \in \mathcal{N}_i} a_{ij}M_j^{-1}(\tau_j^* - \hat{\tau}_j^*), \tag{22}$$

where $C_i = -\frac{2}{d_i} S_{ii} M_i$.

In (22), combined with Assumption 3, then it becomes

$$\tau_i^{*T}S_{ii}\hat{\tau}_i^* - 2\tau_i^{*T}S_{ii}\tau_i^* = \| s_i^T \hat{\tau}_i^* - s_i^T \tau_i^* \|^2 - \| s_i^T \hat{\tau}_i^* \|^2 \leq P^2 \| s_i^T \|^2 \| \delta_i \|^2 - \| s_i^T \hat{\tau}_i^* \|^2.$$
Hence, (20) becomes

\[
\dot{V}_i^*(e_{2,i}) \leq P^2\|s_i^T\|^2 \|\delta_i\|^2 - \gamma_i^2 \lambda_{\text{min}}(Q_{ii}) \|e_{2,i}\|^2 - (1 - \gamma_i^2)\lambda_{\text{min}}(Q_{ii})\|e_{2,i}\|^2 \\
- \sum_{j \in N_i} \lambda_{\text{min}}(S_{ij})\|\tau_j\|^2 + \|\tau_j^*T\|C_i \sum_{j \in N_i} a_{ij}\|M_j^{-1}\| (\tau_j^* - \hat{\tau}_j)\| - \|s_i^T\hat{\tau}_j\|^2.
\]

(23)

With the neural network approximating value function, let \(z_i = \frac{1}{2}d_i S_{ii}^{-1} (M_i^{-1})^T \in \mathbb{R}^{n \times n}\), \(\tau_i^* = \tau_i + z_i (\nabla \phi_{c,i}^T \tilde{W}_{c,i} - \nabla \epsilon_{c,i}) \in \mathbb{R}^n\), \(\hat{\tau}_i = \tau_i + \hat{z}_i (\nabla \phi_{c,i}^T \tilde{W}_{c,i} - \nabla \epsilon_{c,i}) \in \mathbb{R}^n\), where \(\tau_i^*, \tau_i, \hat{\tau}_i, \hat{\tau}_i\) denote the optimal control policies and the estimated ones at the time-triggered and event-triggered setting, respectively.

From Assumption 2 and 4, we can deduce that \(\|z_i\| \leq z_m, \|\hat{z}_i\| \leq z_m, \|\tau_i\| \leq \tau_m\) and \(\|\hat{\tau}_i\| \leq \tau_m\), with positive constants \(z_m, \tau_m\).

Then, with neural network approximation, (23) can be converted into

\[
\dot{L}_i = V_{e_{2,i}} \left\{ \sum_{j \in N_i} a_{ij} \|M_j^{-1}\| (\hat{\tau}_j + E_j(q_j, \hat{q}_j)) - M_j^{-1}(\hat{\tau}_j + E_j(q_j, \hat{q}_j)) \right\} \\
+ \alpha_{1,i} \sum_{j \in N_i} a_{ij} (\hat{q}_j - \hat{q}_j) \leq P^2\|s_i^T\|^2 \|\delta_i\|^2 - \gamma_i^2 \lambda_{\text{min}}(Q_{ii})\|e_{2,i}\|^2 - (1 - \gamma_i^2)\lambda_{\text{min}}(Q_{ii})\|e_{2,i}\|^2 \\
- \sum_{j \in N_i} \lambda_{\text{min}}(S_{ij})\|\tau_j\|^2 - \|s_i^T\hat{\tau}_i\|^2 + 6\lambda_{\text{max}}(S_{ii})\tau_m z_m (\nabla \phi_m \|\tilde{W}_{c,i}\| + \nabla \epsilon_m) \\
+ \nabla \epsilon_m + 3\lambda_{\text{max}}(S_{ii}) z_m^2 (\nabla \phi_m \|\tilde{W}_{c,i}\| + \nabla \epsilon_m) \\
+ 2 \sum_{j \in N_i} \lambda_{\text{max}}(S_{ij})\tau_m z_m (\nabla \phi_m \|\tilde{W}_{c,j}\| + \nabla \epsilon_m) \\
- \sum_{j \in N_i} \lambda_{\text{min}}(S_{ij})\|z_j (\nabla \phi_{c,j}^T \tilde{W}_{c,j} - \nabla \epsilon_{c,j})\|^2 \\
+ \|\tau_j^* T\|C_i \sum_{j \in N_i} a_{ij}\|M_j^{-1}\|\tau_j^* \| + \|\tau_j^* T\|C_i \sum_{j \in N_i} a_{ij}\|M_j^{-1}\|\hat{\tau}_j^* \| \\
+ (W_m \nabla \phi_m + \nabla \epsilon_m) \left( d_i k_{M\ell} (\nabla \phi_m \|\tilde{W}_{c,i}\| + \nabla \epsilon_m) \right) \\
+ \sum_{j \in N_i} a_{ik} k_{M\ell} (\nabla \phi_m \|\tilde{W}_{c,j}\| + \nabla \epsilon_m) \right).
\]

(24)

Based on Assumption 2 and 4, it can be known that \(\|\tau_j^* T\|C_i \sum_{j \in N_i} a_{ij}\|M_j^{-1}\|\tau_j^* \| + \|\tau_j^* T\|C_i \sum_{j \in N_i} a_{ij}\|M_j^{-1}\|\hat{\tau}_j^* \|\) has an upper bound \(B_m\).

Hence, (24) becomes

\[
\dot{L}_i \leq P^2\|s_i^T\|^2 \|\delta_i\|^2 - \gamma_i^2 \lambda_{\text{min}}(Q_{ii})\|e_{2,i}\|^2 - (1 - \gamma_i^2)\lambda_{\text{min}}(Q_{ii})\|e_{2,i}\|^2 \\
- \sum_{j \in N_i} \lambda_{\text{min}}(S_{ij})\|\tau_j\|^2 - \|s_i^T\hat{\tau}_i\|^2 + D_m + B_m \\
- \sum_{j \in N_i} \lambda_{\text{min}}(S_{ij})\|z_j (\nabla \phi_{c,j}^T \tilde{W}_{c,j} - \nabla \epsilon_{c,j})\|^2.
\]
where
\[
D_m = 6\lambda_{\max}(S_{ii})\tau_m z_m (\nabla \phi_m \| \mathbf{W}_{c,i} \| + \nabla \epsilon_m) + 3\lambda_{\max}(S_{ii}) z_m^2 (\nabla \phi_m \| \mathbf{W}_{c,i} \| + \nabla \epsilon_m) \\
+ 2 \sum_{j \in \mathcal{N}_i} \lambda_{\max}(S_{ij})\tau_m z_m (\nabla \phi_m \| \mathbf{W}_{c,j} \| + \nabla \epsilon_m) + (W_m \nabla \phi_m + \nabla \epsilon_m)
\]
\[
(\lambda_{\max}(S_{ii}) + \lambda_{\max}(S_{ij}))\tau_m z_m (\nabla \phi_m \| \mathbf{W}_{c,i} \| + \nabla \epsilon_m) + (W_m \nabla \phi_m + \nabla \epsilon_m) + D_m = 6\lambda_{\max}(S_{ii})\tau_m z_m (\nabla \phi_m \| \mathbf{W}_{c,i} \| + \nabla \epsilon_m) + 3\lambda_{\max}(S_{ii}) z_m^2 (\nabla \phi_m \| \mathbf{W}_{c,i} \| + \nabla \epsilon_m) \\
+ 2 \sum_{j \in \mathcal{N}_i} \lambda_{\max}(S_{ij})\tau_m z_m (\nabla \phi_m \| \mathbf{W}_{c,j} \| + \nabla \epsilon_m) + (W_m \nabla \phi_m + \nabla \epsilon_m)
\]

\[
\mathbf{L} = \mathbf{tr}\left[\mathbf{W}_{\tilde{c},i}\right)
\]

\[
\mathbf{L}^{T}c,i\mathbf{W}_{\tilde{c},i} + \nabla \epsilon_m) + \sum_{j \in \mathcal{N}_i} a_{ij} k_{Mj} (\nabla \phi_m \| \mathbf{W}_{c,j} \| + \nabla \epsilon_m)
\]

When the event-triggering condition (18) and the following condition satisfy, \( \dot{L}_i < 0 \),
\[
\|e_{2,i}\| > \sqrt{\frac{D_m + B_m}{\lambda_{\min}(Q_{ii})}}
\]

It implies that the local synchronization error \( e_{2,i} \) is UUB. During the event-triggering interval, the critic network’s weight estimation error keeps constant, which indicates that the weight estimation error \( \mathbf{W}_{c,i} \) is UUB.

Situation 2: Event-triggering instant, \( t = t_{i,k}, \forall i \in \mathcal{V} \).

At this situation, the Lyapunov function is chosen as (19)
\[
\Delta \mathbf{L}^i = \Delta \mathbf{L}_1^i + \Delta \mathbf{L}_2^i,
\]

where
\[
\Delta \mathbf{L}_1^i = V^i_1(e_{2,i}^+ - e_{2,i}) = 0 \quad \text{as } e_{2,i}^+ = e_{2,i} \quad \text{for } t = t_{i,k}.
\]

Hence, we only have to consider \( \Delta \mathbf{L}_2^i \), which is represented as follows,
\[
\Delta \mathbf{L}_2^i = \frac{1}{\mathbf{L}_c} [\mathbf{tr}(\mathbf{W}_{c,i}^T \mathbf{W}_{c,i}^+ - \mathbf{tr}(\mathbf{W}_{c,i}^T \mathbf{W}_{c,i}))].
\]

Using (17) in (25), it becomes
\[
\Delta \mathbf{L}_2^i = \frac{1}{\mathbf{L}_c} [\mathbf{tr}(\mathbf{W}_{c,i}^T \mathbf{W}_{c,i}^+ - \mathbf{tr}(\mathbf{W}_{c,i}^T \mathbf{W}_{c,i}))].
\]
It can be deduced that
\[
\Delta L_2 \leq -2\alpha \|\tilde{W}_{c,i}\|^2 + \epsilon_{cm}^2 + \|\tilde{W}_{c,i}\|^2 K_{Mi}^2 + l_c \beta^2 \|\tilde{W}_{c,i}\|^2 \\
+ \epsilon_{cm}^2 + K_{Mi}^2 \|\tilde{W}_{c,i}\|^2 K_{mi}^2 + l_c K_{Mi}^2 \epsilon_{cm}^2.
\]

Merging all similar terms in the above inequality, the first-order difference of the candidate Lyapunov function goes
\[
\Delta L_2 \leq P \|\tilde{W}_{c,i}\|^2 + Q,
\]
where
\[
P = -2\alpha + K_{Mi}^2 + l_c \beta^2 + l_c K_{Mi}^2 K_{mi}^2, \quad Q = \epsilon_{cm}^2 + l_c \epsilon_{cm}^2 + l_c K_{Mi}^2 \epsilon_{cm}^2.
\]

Hence, \(\Delta L_2 < 0\) can be guaranteed as long as the following condition satisfies,
\[
\|\tilde{W}_{c,i}\| > \sqrt{-\frac{Q}{P}},
\]
on condition that \(P < 0\), i.e.,
\[
l_c < \frac{2\alpha - K_{Mi}^2}{\beta^2 + K_{Mi}^2 K_{mi}^2}.
\]

Then, the overall Lyapunov functional candidate \(\Delta L^j < 0\) can be obtained. At this situation, this implies that the weight estimation error \(\tilde{W}_{c,i}\) is UUB.

From situation 1 and 2, we conclude that both the local synchronization error \(e_{2,i}\) and the weight estimation error \(\tilde{W}_{c,i}\) are UUB. \(\square\)

**Remark 2.** Compared with [39], all neighbouring agents can update their own control policy during \(i\)th agent’s triggering interval in this paper, which is more reasonable in the event-triggered mechanism and can apply to most applications, see the derivation of Theorem 4.2.

**Remark 3.** It should be noticed that the ultimate bound for the local synchronization error \(e_{2,i}\) and the estimation error \(\tilde{W}_{c,i}\) are related to the learning rate, the reconstruction error and other corresponding bounds. By adjusting the parametric setting and increasing the number of hidden neurons [12], the ultimate bounds can be accordingly driven to an arbitrarily small value.

**Assumption 6.** In order to avoid the Zeno behaviour, we assume that
\[
\|M_i^{-1}(q_i)E_i(q_i, \dot{q}_i) + \alpha_{1,i} \dot{q}_i\| \leq b_c \|\dot{q}_i + \alpha_{1,i} \dot{q}_i\|,
\]
where \(b_c > 0\).

**Remark 4.** In Assumption 6, it can be easily known that all terms in the left side corresponds to \(\dot{q}_i\) and \(q_i\) such that it is reasonable to find a proper \(b_c\) which satisfies the above condition. To prove its reasonability, we will implement a validation in the simulation part.

**Theorem 4.3.** With Assumption 6, the triggering condition (18) and the conclusion of Theorem 4.2, then the interval between the adjacent two triggering moments \(T_i = t_{i,k+1} - t_{i,k}, \forall i \in \mathcal{V}\) has a positive lower bound.

**Proof.** The dynamics of the event-triggered error \(\delta_i\) are as follows,
\[
\dot{\delta}_i = \dot{e}_{2,i} - \dot{\epsilon}_{2,i}, \forall t \in (t_{i,k}, t_{i,k+1}], i \in \mathcal{V}.
\]
By combining (10), it becomes

\[
\|\hat{\delta}_i\| = \|e_{2,i}\| \\
= \left\| \sum_{j \in \mathcal{N}_i} a_{ij} [M_i^{-1}(\hat{\tau}_i + E_i(q_i, \hat{q}_i)) - M_j^{-1}(\hat{\tau}_j + E_j(q_j, \hat{q}_j))] \right\| \\
+ \alpha_{1,i} \sum_{j \in \mathcal{N}_i} a_{ij} (\hat{q}_i - \hat{q}_j) \\
\leq \left\| \sum_{j \in \mathcal{N}_i} a_{ij} [M_i^{-1}E_i(q_i, \hat{q}_i) - M_j^{-1}E_j(q_j, \hat{q}_j)] + \alpha_{1,i} \sum_{j \in \mathcal{N}_i} a_{ij} (\hat{q}_i - \hat{q}_j) \right\| \\
+ \| \sum_{j \in \mathcal{N}_i} a_{ij} M_i^{-1}\hat{\tau}_i \| + \| \sum_{j \in \mathcal{N}_i} a_{ij} M_j^{-1}\hat{\tau}_j \| \\
\leq b_c \|e_{2,i}\| + d_i k_M \left\| \frac{1}{2} d_i S_{ii}^{-1}(M_i^{-1})^T \nabla \phi_{c,i}^T \hat{\xi}_{c,i} \right\| \\
+ \left\| \sum_{j \in \mathcal{N}_i} a_{ij} k_{M_j} \frac{1}{2} d_j S_{jj}^{-1}(M_j^{-1})^T \nabla \phi_{c,j}^T \hat{\xi}_{c,j} \right\| \\
= b_c \|\hat{\delta}_i\| + \Gamma_{i,j},
\]

where

\[
\Gamma_{i,j} = b_c \|e_{2,i}\| + d_i k_M \left\| \frac{1}{2} d_i S_{ii}^{-1}(M_i^{-1})^T \nabla \phi_{c,i}^T \hat{\xi}_{c,i} \right\| \\
+ \left\| \sum_{j \in \mathcal{N}_i} a_{ij} k_{M_j} \frac{1}{2} d_j S_{jj}^{-1}(M_j^{-1})^T \nabla \phi_{c,j}^T \hat{\xi}_{c,j} \right\|.
\]

In the light of Assumption 2, 4 and Theorem 4.2, it can be deduced that \(\Gamma_{i,j}\) is bounded.

According to the comparison lemma in [15], it can be obtained,

\[
\|\hat{\delta}_i\| \leq e^{b_c (t - t_{i,k}^+)} \delta_i(t_{i,k}^+) + \frac{1}{2} \int_{t_{i,k}}^{t} e^{b_c (t - \tau)} \Gamma_{i,j} d\tau.
\] (26)

At the triggering moment \(t = t_{i,k}\), the event-triggered error is reset to zero with \(\delta_i(t_{i,k}^+) = 0\), it can be concluded that

\[
\|\hat{\delta}_i\| \leq \frac{1}{2} \frac{\Gamma_{i,j}}{b_c} (e^{b_c (t - t_{i,k}^+)} - 1), \forall t \in (t_{i,k}, t_{i,k+1}], \forall i \in \mathcal{V}.
\] (27)

Based on the triggering condition (18), it can be written as,

\[
\|\hat{\delta}_i\|^2 \leq \frac{(1 - \gamma^2)\lambda_{\min}(Q_{ii}) \|e_{2,i}\|^2}{P^2 \|s_i\|^2} + \frac{\|s_i^T \hat{\xi}_i\|^2}{P^2 \|s_i\|^2} + \sum_{j \in \mathcal{N}_i} \lambda_{\min}(S_{ij}) \|\tau_j\|^2 \\
= \frac{\Pi_{1i} + \Pi_{2i} + \Pi_{3i}}{P^2 \|s_i\|^2},
\]
where
\[
\Pi_{1i} = (1 - \gamma_i^2) \lambda_{\min}(Q_{ii}) \|e_{2,i}\|^2, \\
\Pi_{2i} = \frac{1}{2} d_i s_i^T S_{ii}^{-1} (M_i^{-1})^T V e_{2,i}, \\
\Pi_{3i} = \sum_{j \in \mathcal{N}_i} \lambda_{\min}(S_{ij}) \frac{1}{2} d_j s_j^T S_{jj}^{-1} (M_j^{-1})^T V e_{2,j},
\]

At the triggering instant \(t_{i,k+1}\), then it becomes
\[
\|\delta_i(t_{i,k+1})\| \leq \sqrt{\frac{\Pi_{1i} + \Pi_{2i} + \Pi_{3i}}{P^2 \|s_i\|^2}}. \tag{28}
\]

By combining (27) and (28), at time \(t_{i,k+1}\), we can derive that
\[
\sqrt{\frac{\Pi_{1i} + \Pi_{2i} + \Pi_{3i}}{P^2 \|s_i\|^2}} \leq \frac{1}{2} \frac{\Gamma i,j}{b_c} (e^{b_c(t_{i,k+1} - t_{i,k})} - 1).
\]

Hence, the inter-event time interval is as follows,
\[
T_i = t_{i,k+1} - t_{i,k} \geq \frac{1}{b_c} \log \frac{\Pi_{1i} + \Pi_{2i} + \Pi_{3i}}{P^2 \|s_i\|^2} + \frac{\Gamma i,j}{\Gamma i,j} > 0.
\]

Therefore, the inter-event interval has a positive lower bound, we can then conclude that the Zeno behaviour can be excluded in this work.

5. Simulation. In order to validate the utility of our method in this section, we give a numerical example. Specifically, we are concerned with a multiple Euler-Lagrange system which includes four agents [13], each of which is modeled as a 2-DOF prototype robot. Figure 1 illustrates the topology of the communication network, which is a strongly connected directed graph.

![Communication graph of MELSs.](image)

The Laplacian matrix of the graph in this paper is set as
\[
L = \begin{bmatrix}
1.5 & -1.5 & 0 & 0 \\
-0.5 & 2.0 & 0 & -1.5 \\
-1.5 & 0 & 2.5 & -1.0 \\
0 & 0 & -2.5 & 2.5
\end{bmatrix}.
\]
Each manipulator is modeled as follows,

\[ M_i(q_i) \ddot{q}_i + C_i(q_i, \dot{q}_i) \dot{q}_i + G_i(q_i) = \tau_i, \quad i = 1, 2, 3, 4, \]

in which \( q_i = [q_{i1}, q_{i2}]^T \) represents the joint position vector.

Define the vector parameter \( \mathcal{W} = [\varpi_1, \varpi_2, \varpi_3]^T \) as

\[
\begin{bmatrix}
\varpi_1 \\
\varpi_2 \\
\varpi_3
\end{bmatrix} = 
\begin{bmatrix}
I_{ca} + m_al_{ca}^2 + m_bl_{a}^2 + I_{cb} + m_bl_{cb}^2 \\
m_bl_{cb}
I_{cb} + m_bl_{cb}^2
\end{bmatrix},
\]

where \( m_a, m_b \) denote the mass of link \( a \) and \( b \), respectively, \( l_{ca}, l_{cb} \) represent the distance from the center of the mass including both links, \( l_a, l_b \) show the length and \( I_{ca}, I_{cb} \) denote the moment of inertia to center of mass for both links. The values of the mentioned notations and their units are given in the Table 1.

With the definition, \( M_i(q_i) \) and \( C_i(q_i, \dot{q}_i) \) are respectively denoted as follows,

\[
M_i(q_i) = 
\begin{bmatrix}
\varpi_1 + 2\varpi_2 \cos(q_{i2}) & \varpi_3 + \varpi_2 \cos(q_{i2}) \\
\varpi_3 + \varpi_2 \cos(q_{i2}) & \varpi_3
\end{bmatrix},
\]

\[
C_i(q_i, \dot{q}_i) = 
\begin{bmatrix}
-\varpi_2 \sin(q_{i2}) \dot{q}_{i2} & -\varpi_2 \sin(q_{i2})(\dot{q}_{i1} + \dot{q}_{i2}) \\
3\varpi_2 \sin(q_{i2}) \dot{q}_{i1} & 0
\end{bmatrix}.
\]

\[ \text{Figure 2. Triggering instants for all agents.} \]
Table 1. Notations, values and units of the according physical parameters.

| Notations | Values | Units  |
|-----------|--------|--------|
| $m_a$     | 1.2    | kg     |
| $m_b$     | 1      | kg     |
| $l_{ca}$  | 0.75   | m      |
| $l_{cb}$  | 0.75   | m      |
| $l_a$     | 0.26   | m      |
| $l_b$     | 0.5    | m      |
| $I_{ca}$  | 0.125  | kg·m²  |
| $I_{cb}$  | 0.188  | kg·m²  |
| $g$       | 9.81   | m/s²   |

In this simulation, the matrices $Q_{ii}$, $S_{ii}$ and $S_{ij}$ in the performance index are appointed as $Q_{11} = Q_{22} = Q_{33} = Q_{44} = \text{diag}\{5, 5\}$, $R_{11} = R_{22} = R_{33} = R_{44} = \text{diag}\{4, 4\}$, $R_{12} = R_{21} = R_{24} = R_{42} = R_{34} = R_{43} = \text{diag}\{1, 1\}$ and $\alpha_{1,i}$ in the auxiliary synchronization error is chosen as 0.4. The whole simulation time is up to 40 seconds, and the sampling interval $\Delta t$ here is set to 0.01 s.

![Figure 3](image)

**Figure 3.** Position trajectories of the first and second component of each EL agent.

The parameters in condition (18) are chosen as below,

$$\gamma_i = 0.9, \ i = 1, 2, 3, 4,$$

$$P = 2.5,$$

and $\kappa$ is chosen as $10^{-6}$ in this work.

The critic neural network is modeled as a three-layer neural network structure with three hidden units and one output unit. The input for the critic neural network
of agent $i$ is $e_{2,i}$ and the learning rate here is set as 0.4. We select the activation
functions as follows, where $e_{2,i} = [e_{2,1,i}, e_{2,2,i}]^T$, $i = 1, 2, 3, 4$,

\[
\phi_{c,1} = [\tanh((e_{2,1}^1)^2), \tanh(e_{2,1}^1 e_{2,1}^2), \tanh((e_{2,1}^2)^2)],
\]
\[
\phi_{c,2} = [\tanh((e_{2,2}^1)^2), \tanh(e_{2,2}^1 e_{2,2}^2), \tanh((e_{2,2}^2)^2)],
\]
\[
\phi_{c,3} = [\tanh((e_{2,3}^1)^2), \tanh(e_{2,3}^1 e_{2,3}^2), \tanh((e_{2,3}^2)^2)],
\]
\[
\phi_{c,4} = [\tanh((e_{2,4}^1)^2), \tanh(e_{2,4}^1 e_{2,4}^2), \tanh((e_{2,4}^2)^2)],
\]
where \( \tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} \). The choice of the initial weights of four critic networks are randomized within \([0, 2]\). It should be noticed that we have to guarantee the inertia matrices \( M_i(q_i), \forall i \) are reversible to obtain a reasonable control input as (12). The initial states of each agent are given as \( q_i(0) = [0.1i, 0.1i]^T \), and both the first-order and second-order derivative of \( q_i \) are set to zero vectors.

Figure 2 denotes the triggering instants of four agents. The number of un-triggered times of four agents are 3921, 3899, 3866 and 3858 respectively, which can be calculated that 97.15\% triggering times are saved. The trajectories of the time-varying state for all agents are indicated in Figure 3, 4. Figure 3 shows the position vectors and Figure 4 shows the velocity vectors. It can be seen that both \( q_i \) and \( \dot{q}_i \) reach an agreement, which is also obvious in the result of synchronization error, see Figure 5. It should be noticed that Figures 3, 4, 5 are shown under time-triggered situation. In fact, the sampled states are kept constant through ZOH during the triggering interval under event-triggered mechanism. Figure 6 indicates the evolution of the event-triggered control inputs of all agents under event-triggered setting, which converges to zero eventually. The norm of the estimated weights is also shown in Figure 7, which infers that the weight estimation error is UUB. In summary, our proposed method can synchronize MELSs while minimizing the performance index. Meanwhile, the computation and transmission resources are greatly reduced due to the event-triggered mechanism. Finally, take agent 1 for example, it can be seen that Assumption 6 is valid in Figure 8, in which \( b_c \) equals to 0.229 and the remaining agents can be validated similarly. Specifically, we find the value of \( b_c \) through several trials to validate its existence.

6. Conclusion and future work. In this work, we have studied the optimal synchronization problem of multiple Euler-Lagrange systems with reinforcement learning under event-triggered mechanism. Compared to the previous work, all agents can renew their control policies at one agent’s triggering interval in this work. With the event-triggered setting, the transmission cost and computational
resources are greatly reduced as all agents update their control policies aperiodically. Critic-only neural network has been used to approximate the value function and the control input can be then obtained. The absence of the Zeno behaviour has also been proved. In future works, we may concern with model-free optimal synchronization control of MELSs with event-triggered setting and the graph condition of directed spanning tree.
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