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ABSTRACT

Phonons diffraction and interference patterns are observed at the atomic scale, using molecular dynamics simulations in systems containing crystalline silicon and nanometric obstacles as voids or amorphous-inclusions. The diffraction patterns caused by these nano-architected systems of the same order as the phonon wavelengths are similar to the ones predicted by a simple Fresnel-Kirchhoff integral, with a few differences due to the nature of the obstacle and the anisotropy of crystalline silicon. These findings give evidence of the wave nature of phonons, can help to a better comprehension of the interaction of phonons with nanoobjects and at long term can be useful for intelligent thermal management and phonon frequency filtering at the nanoscale.
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Diffraction and interference can be observed for any wave propagation and has been studied since the sixteen century for light [1], the most famous example being the double slit experiment [2]. Diffraction is well described since the end of the nineteenth century through the Fresnel-Kirchhoff equation [3]. It is very commonly used in optics, but has applications in acoustics and geophysics [4]. Indeed, this model is valid for any kind of propagating wave, including electromagnetic waves (photons) and lattice vibrations (phonons). More broadly, this can be applied to the quantum wave description of particles [5]. Hong–Ou–Mandel interference have even been observed for phonons [6].
Nevertheless, the first experiment showing phonons interference or more largely interference of high frequency propagative waves in solids date from the second half of the last century. The work of Anderson and Sabisky is one of the first describing phonon interference [7]. Since then, interferences between reflected and incident waves have been used to engineer phonon bandgaps in superlattices or phononic crystals [8], or to induce interference by creating two phonon pathways that will then interact with each other, decreasing the transmission of specific frequencies [9]. More globally, the importance of the wavelike nature of phonons, is highlighted in recent reviews [10,11]. Controlling interference patterns allows managing the spatial extent of energy transfer.

Phonon diffraction, when defects change the direction of propagation of phonons, can also affect the lattice heat conduction. It has been shown that dislocations can act as a diffraction grating [12]. The diffraction phenomena have also been evidenced thanks to the interference patterns induced by periodic transducers in pump-probe experiments, as evidenced by the influence on conduction [13] or visualization of the pattern via angle resolved Brillouin scattering [14]. Finally, diffraction by a small aperture has been shown experimentally [15] and described theoretically [12].

It is challenging to observe spatially resolved interference and diffraction of phonons in the THz range directly, usual methods consisting in using indirect effects, such as on the heat flux [13]. This limitation can be waved by using Molecular Dynamics simulations that give access to the different quantities at the atomic scale, allowing the direct visualization of high-frequency waves.

In this letter, we show diffraction and interference of the THz range phonons induced by voids or by amorphous patches. For this, we study the propagation of a longitudinal wave in a single crystal of Si separated in two parts, with a small interconnecting channel. The Si block has an orientation (100) in the z direction, from this block of thickness $d = 8 \text{ Å}$ is removed to the exception of a small channel (see Fig. 1). This channel will be our aperture to diffract the incoming wave. In other words, the diffraction grating is build using nanometric crystalline bridges over a void. As diffraction occurs when the size of the obstacle is of the order of the wavelength, the channel width is set to 3 nm. For reference, the wavelength in c-Si at 6 THz is 1.2 nm (for longitudinal phonon in the ⟨100⟩ direction). This value is extracted from the dispersion relation for the potential used, using the dynamical structure factor (the exact method is described in a previous article [16]). A void barrier is used here, but any material having a high acoustic mismatch or a strong attenuation in the THz range can be used, such as amorphous Silicon (see [8]). Periodic boundary conditions are used in all the directions except the wave propagation direction. As a result, we obtain a transmission diffraction grating of infinite size, the slits (here channels) are infinitely long in y and repeated infinitely in x. The diffracted wave exiting the channel interacts with its image wave through the periodic boundary condition. To depict this phenomenon, we have chosen a rather large length after the channel exit (here 111 nm). The dimensions of the simulation box are of 250 nm in length, 47 nm in width and 4 nm in thickness. The total length of 250 nm is chosen to let the wave propagate in both $-z$ and $+z$ direction to avoid the waves interacting with each other through reflection. The exact dimensions are adjusted to have an integer number of lattice units and avoid the creation of crystal defects. At the edge of the box, in the $z$ direction, the atoms are frozen to avoid interaction between the two directions of propagation ($-z$ and $+z$). The interatomic potential used is the one designed by Vink et al. [17] and LAMMPS is used to run the simulation [18].
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**Figure 1:** Geometrical description used for the computation of the displacement field due via equation [1]

The wave used to visualize the diffraction interference is created by exciting a 4 Å thick slice with a sinusoidal continuous force excitation in the $z$ direction, represented in Fig. 1 by the vertical black line on the left with the arrows giving the polarization. For this work, the frequency chosen is 6 THz that has a wavelength of 1.2 nm, corresponding to the order of the aperture size. The amplitude of the excitation is very low and results in local displacement of $1 \times 10^{-4} \text{ Å}$ at most, such a low excitation amplitude is possible because the system is at mechanical equilibrium a the begging of the simulation (T= 0K). This low excitation amplitude is necessary as the system is continuously excited and thus energy is continuously accumulated in the system. An atomic visualization of the system is displayed in figure [2].
In this figure different features appear, the most obvious one, labeled 1 is the slow broadening of the waves front at the exit of the channel due to diffraction. The second feature, labeled 2, are the side lobes. These side lobes are centered around $35^\circ$ and are typical for diffraction by an aperture and will be discussed in the following paragraphs. In the last fifth of the picture, labeled 3, a pattern composed of slightly slanted lines appear, these lines build the beginning of the well known far field interference pattern. Finally, in the zone labeled 4, lines forming an angle of $45^\circ$ with the $z$ axis appear, these lines disappear when the void is filled with a-Si (see figure B). To facilitate the simulation, the kinetic energy is used to visualize the shape of the waves rather than the displacement. It is directly correlated to the displacement (proportional to the square of the derivative).

To confirm that the patterns observed here are caused by diffraction and interference of the incoming waves, the results of the MD simulations are compared with a continuous model of wave propagation. The model of diffraction used is the Fresnel-Kirschhoff equation [19] assuming a superposition of emitted spherical waves:

$$U_r(x, z) = A \int_{-c/2}^{c/2} U_r(x', 0) \frac{\exp(ikR)}{R} \left[1 + \frac{R/z}{2}\right] dx'$$

with $dx'$ the integral over the aperture, $R = \sqrt{(x-x')^2 + z^2}$, and $k = 2\pi/\lambda$ ($\lambda$ being the wavelength). The different geometrical parameters are defined in Fig. 1. The origin of the $z$ axis is set at the aperture opening, the origin of the $x$ axis is taken at the center of aperture. To compute the full displacement field, the integral is computed for each point in a grid of dimensions corresponding to the MD simulations, with a resolution of $dz=1.6$ Å and $dx=1.1$ Å. The integral is solved using a Clenshaw–Curtis method implemented in SciPy [20]. $U_r(x', 0)$ is here defined as a constant which is equivalent to assume a uniform displacement at the exit of the channel. To compute the full displacement field, the integral is computed for each point in a grid of dimensions corresponding to the MD simulations, with a resolution of $dz=1.6$ Å and $dx=1.1$ Å. The integral is solved using a Clenshaw–Curtis method implemented in SciPy [20]. $U_r(x', 0)$ is here defined as a constant which is equivalent to assume a uniform displacement at the exit of the channel. The interface effects in the channel are neglected. Another strong assumption of equation (1) is that wave-propagation in c-Si is isotropic. Moreover, as this represents a sinusoidal displacement field, a quantity proportional to the kinetic energy can be obtained through the square of the displacement:

$$E_k(x, z) \propto U_r^2(x, z)$$

To obtain the interference pattern, a set of apertures must be considered. For this, the solution in terms of displacement field of the diffraction by a single aperture is simply shifted by $c+d$ in the $x$ direction and summed. It is noteworthy that here, due to the intermediate size of the system, the small angle approximation does not hold, neither the Fraunhofer nor the Fresnel approximation can be used [19].

The pattern obtained with this method for the studied geometry is displayed in Fig. 3 (top left). The aperture is centered around $x=0$. To ease the comparison with the MD simulation, the results of the simulation are also reported in a panel below the results of the Fresnel-Kirchhoff equations. For both panels, the color scale is normed, for each pixel column along $z$, by the highest value in the pixel column.
is displayed in the appendix A. The same zones identified in the atomistic representation (see Fig. 2), are present here. The zone 1, where the slow broadening of the central part due to the diffraction is visible. The zone 2, where a secondary lobe at around 35° appears, and the zone 3, where an interference pattern in the form of slanted lines are visible. To compare directly with the MD results in the panel below, these lines are numbered: around the symmetry plane at x=0 there are 8 fringes on each side 100 nm away from the aperture. For a more precise comparison, the energy distribution as a function of x for z = 100 nm is displayed on the right of Fig. 3. The broad pattern of having more energy in the center and less energy at the edges due to the simple diffraction is visible for both curves. Again, one can verify that there is the same number of fringes in both cases. This similarity with the models is a sign that equation [1] reproduces well the patterned observed with the MD simulation.

Figure 3: Comparison of the results obtained with the Kirchhoff integral (top left) and the MD simulation (bottom left) as a heat map, and for a slice at z=100 nm (right). The energy value is normalized by the maximum value for each pixel column along z.

Nevertheless, we observe a few differences between the patterns obtain through equation [1] and the one obtained with the MD simulation. The first obvious are the lines at 45° appearing for MD, (labeled 4 in Fig. 2). As they disappear when the voids are filled with a-Si and are attenuated for shorter channels, they can be attributed to the effect of the free surface in the channel, most probably reflection (figures 5 and 6). When looking at the detail at z=100nm it appears that even though the number of fringes between the two models matches, their positions are phase shifted. This might be linked to the anisotropy being neglected in the model. Indeed, crystalline Si is anisotropic [21], this role of anisotropy can be verified in the appendix C where we show that an orientation change affects slightly the observed pattern. This anisotropy is not included in equation [2] that assumes that the medium is isotropic. The treatment of anisotropy for diffraction in the near field exceeds the scope of this work. Moreover, here the constant frequency surface does not deviate much from a sphere for silicon in the direction studied [22, 23]. It also appears clearly that the spatial pattern of the kinetic energy resulting from MD simulations is less sharp and contrasted than the one using the equation [1]. This can be explained by the continuous medium model that has been used for the implementation of the wave propagation which contrasts with the discrete atomistic nature of the materials and the MD simulations. Also, due to the normalization by a very low value of kinetic energy, the appearance of numerical noise in the background is possible. Finally, the norm used here hides a discrepancy between the two models, the attenuation rate in the analytical model is much stronger than the one observed with molecular dynamics (see figure 4). The channel present in MD appears thus to focus the energy.

It is worth to keep in mind that the simulations that have been performed here are at very low temperature with the sinusoidal excitation as the only source energy, in order to minimize the thermal noise. This facilitates the visualization of the results, nevertheless since the length scale involved here are lower than the mean free path in Si, we expect that the phenomena happens also at a finite temperature. However, at higher temperature the kinetic energy used to visualize the interferences would be dominated by noise. The pattern observed may also be discussed, as is usual for diffraction. It is worth to keep in mind that the simulations that have been performed here are at very low temperature with the sinusoidal excitation as the only source energy, in order to minimize the thermal noise. This facilitates the visualization of the results, nevertheless since the length scale involved here are lower than the mean free path in Si, we expect that the phenomena happens also at a finite temperature. However, at higher temperature the kinetic energy used to visualize the interferences would be dominated by noise. The pattern observed may also be discussed, as is usual for diffraction. One might expect to observe pattern described by a cardinal sine function. However, in the present study we are not in the far field and deal with an infinite grating, those two factors may prevent such a solution to arise.

To conclude, we have shown using MD that diffraction and interference patterns appear for waves at frequencies important for thermal transport in silicon. These interference patterns can be reasonably predicted using the Fresnel-Kirchhoff equation but with discrepancies, that depend on the nature of the boundary obstacles (voids or amorphous
inclusions, size of the channel, orientation of the crystal). Due to its simplicity, the model is robust and might be applied at larger or smaller scale for other frequencies, but it ignores the specificities of surface and anisotropy effects that are detailed in the letter. This study indicates that the wave nature of phonons matters even at high frequencies in crystals. Interestingly, amorphous patches in a crystalline Si sample are sufficient to induce diffraction and then interferences between phonons. The wave nature of high frequency phonons might be important for phonon focusing applications, where phononic crystal are studied using an approach that considers phonons as particle [24]. Finally, phonon diffraction grating may help to select phonon of specific frequencies.
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A Comparison in Non-Normalized Values

This section contains the visual comparison of the patterns obtained with the Kirchhoff integral and the MD simulation in Fig. 4. It appears clearly that the intensity decreases faster for the Kirchhoff equation compared to MD. This difference may be explained by the focusing of the incoming wave by the channel.

Figure 4: Comparison of the non-normalized results obtained with the Kirchhoff integral (top line) and the MD simulation (bottom line). Using a log-scale.

B Amorphous Silicon barrier

In this section, the nature of the barrier is studied. For this purpose the results using either a void or an a-Si filled screen are compared. Crystalline window in amorphous barrier can be obtained experimentally [25]. The geometry is slightly modified, with two holes being modeled and a distance \( d \) of 20.6 nm (see Fig. 2 of the main text) between the aperture opening and the distance between the screen with the apertures and the box limits is also smaller (60 nm). Here, two apertures are simulated and represented. Moreover the excitation is not continuous but a pulse as in a previous work [26] and the superposition of multiple times steps is used to get the full pattern in figure 5. Comparing the two panels, it appears that using a-Si results in a broader ray at the exit of the aperture. This probably comes from the a-Si/c-Si interface allowing the transmission of energy [27]. Overall, there is contrast when using an a-Si barrier. Again, this can be attributed to the partial transmission of energy through the amorphous screen, whereas the void is an insurmountable barrier for the wave. Another notable difference is the absence of the secondary fringe at 45° for a-Si. This hints that these fringes are caused by the free surface of the crystalline channel, in which fully specular reflections are possible.
whereas transmission dominates in the case of a-Si/c-Si interface [27]. The role of the channel in these side fringes is discussed more in depth in the next section.

C Impact of Crystalline Orientation and Channel Length

In this section two configurations are introduced for comparison, with a shorter channel: A= 1 nm instead of 8 nm, and for one of them a small rotation of the crystal is introduced. In this last configuration, the \( x \) direction is not aligned with the \( \langle 100 \rangle \) but with \( \langle 50 1 0 \rangle \) to see whether having a high symmetry direction aligned with the propagation direction has an influence on the propagation.

In Fig. 5 these configurations are compared. First, for the shorter channels, the side fringes are less marked (as visible when comparing the regions circled in black). This is consistent with the contribution of the reflections on the channel sides to the appearance of the side fringes.

If we still focus on this side fringes, it appears that they depend on the crystalline orientation as well. Indeed, when the crystalline orientation is tilted, the upper fringe almost disappears (see the black circled region). This indicates that these side fringes depend on high symmetry crystalline orientation. If \( x \) is aligned with \( \langle 100 \rangle \) they are aligned with \( \langle 111 \rangle \). Lastly, a small asymmetry in the interference pattern seems to appear upon the rotation, it might be due to the change in orientation. However, one should note that due to the rotation, crystalline defects appear at the periodic boundary conditions in \( x \) and this may impact the diffraction patterns.
Figure 6: Interference pattern as displayed in Fig. 3 of the main text (upper panel), for a channel length $A$ of 1 nm with (lower panel) or without (mid panel) a slight rotation of the crystal.
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