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Abstract—Full-duplex transmission comprises the ability to transmit and receive at the same time on the same frequency band. It allows for more efficient utilization of spectral resources, but raises the challenge of strong self-interference (SI). Cancellation of SI is generally implemented as a multi-stage approach. This work proposes a novel adaptive SI cancellation algorithm in the digital domain and a comprehensive analysis of state-of-the-art adaptive cancellation techniques. Inspired by recent progress in acoustic echo control, we introduce a composite state-space model of the nonlinear SI channel in cascade structure. We derive a SI cancellation algorithm that decouples the identification of linear and nonlinear elements of the composite state. They are estimated separately and consecutively in each adaptation cycle by a Kalman filter in DFT domain. We show that this adaptation can be supported by a-priori signal orthogonalization and decoding of the signal-of-interest (SoI). In our simulation results, we analyze the performance by evaluating residual interference, system identification accuracy and communication rate. Based on the results, we provide recommendations for system design. In case of input orthogonalization, our Kalman filter solution in cascade structure delivers best performance with low computational complexity. In this configuration, the performance lines up with that of the monolithic (parallel) Kalman filter or the recursive-least squares (RLS) algorithms. We show that the Kalman-based algorithm is superior over the RLS under time-variant conditions if the SoI is decoded and in this way the covariance information required by the Kalman filter can be provided to it.

I. INTRODUCTION

The sheer amount of data conveyed over the wireless medium requires novel concepts to be integrated into 5G (and beyond) transmission standards. A promising technique for more efficient spectrum utilization is RF (radio frequency) in-band full-duplex communication, where transmission and reception of signals are run simultaneously on the same frequency band [1]. Theoretically such an approach supports an improved capacity of the wireless link [2], [3]. However, some considerable signal power from the transmitter inevitably leaks as self-interference (SI) into the receiver chain, and therefore any signal-of-interest (SoI) from a distant communication node cannot be reliably recovered at the receiver. Cancellation of the strong SI is a challenging task. Several landmark papers have successfully demonstrated the feasibility of such an approach [4]–[6]. Common state-of-the-art SI cancellation is generally implemented as a multi-stage operation. Full-duplex prototypes have combined passive SI suppression, active analog cancellation, and digital cancellation [7]–[11].

The availability of SI cancellation allows for a wide range of full-duplex applications. It can increase the communication rate in a wireless network by using full-duplex relays [12], [13], reduce end-to-end delay [14], provide enhanced security at the physical layer by friendly jamming [15] or key agreement [16], and it implies the potential of energy-harvesting [17], [18].

To remove the impact of SI in the digital domain, a variety of digital SI channel estimation metrics have been studied such as least-squares (LS) [19], minimum-mean squared error (MMSE) [20] or maximum-likelihood (ML) estimation [21]. Non-uniform sampling can avoid undesired SI in Orthogonal Frequency-Division Multiplexing (OFDM) systems [22]. Under time-variant conditions, adaptive algorithms generally can cover the task of adjusting an SI estimate to gradual changes in the SI channel [23]. The linear SI channel model has been extended to nonlinear forms, where the Hammerstein polynomial model is the most popular [24]. It takes the form of a parallel, multi-channel representation with monolithic structure. Alternatively, the nonlinear SI channel can be characterized by an artificial neural network [25]. Beyond the nonlinear SI model, previous work established enhancements like signal orthogonalization, least-mean square (LMS) adaptation [26], [27] or recursive-least square (RLS) algorithms [28], [29]. Adaptive approaches can be used in hybrid digital/analog cancellation designs [30]. Many prototypes use an analog cancellation stage to remove the line-of-sight component, which is the dominant and, in most cases, the time-invariant part of the SI. However, moving objects close to the antenna can significantly change the multipath characteristics of the SI channel due to power backscattering [31] and therefore introduce a significant time-variant contribution to the SI. The general problem of adaption to time-variant SI channels requires further research in the digital domain.

The SI is a challenge not only in wireless communication. Consider hands-free voice communication, where microphone and loudspeaker signals require full-duplex operations. Here, similar to the SI in wireless full-duplex applications, the unacceptable acoustic echo signal needs to be effectively removed. It was, however, found that the eventual echo cancellation system involves a number of challenges, such as the fast adaptivity to time-variant loudspeaker-room-microphone systems [32]–[34]. The standard for acoustic echo control is the LMS and normalized least means-square (NLMS) type adaptive-filter algorithm in single- and multi-channel configurations [35], [36]. Similarly, RLS-based approaches of the multi-channel type have been introduced [32]. As a compromise between NLMS and RLS in terms of fast adaptation and...
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Fig. 1: Proposed full-duplex SI estimation and cancellation.

computational complexity, approaches based on affine projection algorithms (APA) [37] have been proposed and applied to nonlinear echo cancellation [38]. State-space modeling of the time- and frequency-domain echo channel [39], [40] has been introduced. Variants of the Kalman filter algorithm were provided in multichannel [41] and nonlinear configurations [42], [43].

Both the domains of acoustic echo control and wireless SI cancellation share many aspects of the system modeling. Thus, we can transfer concepts and insights from the acoustic echo cancellation. Most prominently, the nonlinear echo/SI models of both the acoustic loudspeaker and the RF power amplifiers are very similar. In the acoustic echo channel, however, impulse responses can have up to a few thousand of significant taps. In the wireless domain, the delay spread is much shorter, but the accurate depiction of fractional signal delays still requires a significant amount of taps [44]. There is a notable difference between acoustic echo control and wireless SI cancellation: in the handling of the SI. In acoustics, the SI is usually modeled as a random process and therefore contributes to the observation noise during adaptation. In wireless communications, however, the SI is deliberately encoded and thus can be removed before adaptation.

In this work, we set our focus on the digital part of SI cancellation by an adaptive algorithm. Consider the system overview of Fig. 1. A distant node sends a SI \( d_{k} \) at time \( k \) to the receiver, while the local transmitter conveys \( x_{k} \). At the local receiver, an adaptive algorithm reconstructs an estimated SI \( \hat{x}_{a,k} \) and subtracts its contribution from the received signal \( y_{k} \), which leaves the error signal \( e_{k} \). Next, this signal \( e_{k} \) is fed into a decoder which retrieves the decoded SI \( \hat{d}_{k} \). By removing \( d_{k} \) from the error signal \( e_{k} \), the residual signal \( \hat{e}_{k} \) is given to the algorithm for adaptation. Inspired by recent progress in the area of acoustic echo control, we intend to tailor acoustic echo cancellation methods to wireless SI cancellation by employing a nonlinear, composite state-space system model in cascade structure. The state-space representation allows more a-priori knowledge to be embedded directly into the system model. This leads to a better control over the adaptation process and an improved performance of the solution. Unlike in the parallel nonlinear SI channel model, the cascade structure is reducing the number of variables to be estimated and simultaneously the susceptibility to over-fitting [43]. We linearize the model by decoupling linear SI path and nonlinear coefficients, which are then estimated separately and iteratively by linear algorithms in each adaptation cycle. The natural algorithmic solution to the estimations based on MMSE criterion turns out to be the Kalman filter. This Kalman filter algorithm is derived in DFT domain. Frequency domain approaches, while often explicitly tailored to OFDM systems [45], have the potential of reducing computational complexity while maintaining estimation accuracy [46]. In previous work, adaptive algorithms with input orthogonalization have been proposed [26], [29] to meet the aforementioned assumptions. We maintain this feature to decouple the nonlinear basis function for improved speed of convergence. We pursue a systematic treatise of that design feature and explore its impact on the performance. Furthermore, we integrate the decoding of the signal-of-interest (SoI), which has been conveyed by a distant node. This approach is beneficial, since in wireless full-duplex communication, the SoI contains structure which is a-priori known and therefore can be exploited. In the development of adaptive SI cancellation algorithms, the a-priori knowledge of SoI signal statistics have been rather neglected so far.

We study the performance by considering certain metrics like the signal-to-residual-interference-and-noise ratio, system identification accuracy and the communication rate. Both the time convergence behavior and the global performance with respect to input signal-to-interference-and-noise ratio are considered. We provide comparisons of the proposed algorithm in exact and approximated form to other approaches like Kalman-based, NLMS and RLS algorithms from the literature. This leads to a comprehensive analysis of certain design options (such as input orthogonalization, complexity or model structure) on the performance of the novel and state-of-the-art adaptive algorithms. We show that the temporal variations impose a fundamental performance limitation, regardless of whether input orthogonalization is applied or not. The simulation results indicate that the decoding of the SoI is generally beneficial to both speed of convergence and cancellation performance, especially under time-variant conditions.

Throughout the paper, we print column vectors and matrices as bold lower-case and upper-case letters, respectively. The operators \( E[·] \), \( \text{tr}[·] \), \( |·| \), \( ∥·∥_2 \), \( (·)^T \), \( (·)^H \) denote expectation, trace of a matrix, absolute value, Euclidean norm, matrix transpose and Hermitian transpose, respectively. The operator \( \text{diag}[·] \) represents a diagonal matrix with the elements of vector \( x \) on its main diagonal. Signal vectors in DFT domain are marked by underline \( \underline{·} \). The term \( x \circ y \) denotes the Hadamard product, i.e., the element-wise multiplication of \( x \) and \( y \). The identity matrix of size \( M \times M \) is given by \( I_M \).

The paper is organized as follows. Section II introduces the system model with more details on the Tx/Rx path of Fig. 1, its DFT domain representation and the state-space model. We derive the nonlinear adaptive algorithm in Section III and discuss useful approximations in Section IV. In Section V, we define suitable metrics and evaluate the performance by considering computational complexity, time convergence behavior, global performance and various use cases. Finally, Section VI concludes the paper.

II. SYSTEM MODEL

Consider the system model of Fig. 2 which depicts a nonlinear cascaded SI channel. The local transmitter creates an input signal \( x_k \) to be conveyed to a distant receiver. Due to hardware impairments like I/Q imbalance in the quadrature mixer or high-order harmonics of the power amplifier, the signal is distorted by nonlinear components. This effect is especially severe at high transmitter output powers [47]. We
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**Fig. 2:** Cascade model of the nonlinear SI channel with input \( x_k \) and the signal-of-interest \( d_k \).

**Fig. 3:** Parallel model of the nonlinear SI channel.

Model the nonlinear contribution as \( N^{th} \)-order memoryless expansion, where the \( i^{th} \) component consists of a nonlinear basis function \( \phi_i(\cdot) \) and the coefficient \( a_{i,k} \). Now, the linear SI channel is modeled by a linear, time-variant finite-impulse response (FIR) filter. Let the aforementioned FIR filter have \( L \) leading coefficients given by

\[ w_k = [w_{k,0}, w_{k,1}, \ldots, w_{k,L-1}]^T. \tag{1} \]

Alternatively, the nonlinear SI channel can be modeled in parallel structure, which is shown in Fig. 3. In that case, each of the nonlinear basis functions is followed by a different FIR filter with coefficients \( w_{i,k} \) for \( 0 \leq i \leq N - 1 \). However, the parallel approach significantly increases the degrees of freedom to be estimated. Conventional SI channel models require a large number of filter taps, which has been identified as an obstacle for practical systems [45]. Specifically, such an architecture might lead to ambiguous solutions. Thus, we focus on the cascade modeling of Fig. 2 in our work. Then, the SI signal of Fig. 2 can be written in a generalized linear model [49]

\[ x_{si,k} = \sum_{l=0}^{L-1} \sum_{i=0}^{N-1} a_{i,k} \phi_i(x_{k-l}) + \sum_{i=0}^{N-1} a_{i,k} \phi_i(x_{k-l}) \tag{2} \]

where \( w_{i,k} \) is taken from Eq. (1).

At a distant node, the transmitter broadcasts a SoI, denoted by \( d_k \) with zero mean and power \( E[|d_k|^2] = P_d \) over a wireless channel. Similar to the SI channel, the wireless channel is modeled as linear FIR filter with \( L \) coefficients

\[ h_k = [h_{k,0}, h_{k,1}, \ldots, h_{k,L-1}]^T. \tag{3} \]

**Fig. 4:** Frame of \( M \) samples with frame shift \( R \) at index \( \kappa \).

with the same number of coefficients \( L \) as in the case of the linear SI channel for convenience. Hence, at the receiver, the SoI is designated as

\[ d_k^h = \sum_{l=0}^{L-1} h_{k,l} d_{k-l}. \tag{4} \]

The signal \( s_k \) contains all elements at the receiver that are not related to the SI, such as the SoI (4) and the additive noise \( n_k \), i.e.,

\[ s_k = d_k^h + n_k = \sum_{l=0}^{L-1} h_{k,l} d_{k-l} + n_k \tag{5} \]

and hence we have the overall observed signal at the receiver

\[ y_k = x_{si,k} + s_k. \tag{6} \]

Next, we introduce a vector notation for all signals in time domain. We group consecutive samples in time into frames. This is depicted in Fig. 4. Suppose that there are frames consisting of \( M \) samples, where each frame is indexed by \( \kappa \). We form a new frame on every \( R^{th} \) sample, such that we have an overlap of neighboring frames by \( L = M - R \) samples. On this basis, we can express the convolution of the transmitted signal and the SI channel by the overlap-save method. Let

\[ \phi_{i,\kappa} = [\phi_i(x_{\kappa R-M+1}), \phi_i(x_{\kappa R-M+2}), \ldots, \phi_i(x_{\kappa R})] \tag{7} \]

be the \( \kappa^{th} \) frame vector for the \( i^{th} \) nonlinear basis function, applied to the input \( x_k \). Furthermore, let

\[ \Phi_{\kappa} = [\phi_{0,\kappa}, \phi_{1,\kappa}, \ldots, \phi_{N-1,\kappa}] \tag{8} \]

be a \( M \times N \) matrix with the signal of all nonlinear basis functions from (7), stacked as column vectors.

We assume the SI channel to be slowly varying and therefore constant within a single frame, similar to block fading. Then, we form a FIR channel vector of size \( M \times 1 \) by appending \( R \) zeros to (1), and get

\[ w_\kappa = [w_\kappa^T, 0_{R \times 1}]^T. \tag{9} \]

Similarly, we define a \( M \times 1 \) frame vector for the desired \( d_k \)

\[ d_\kappa = [d_\kappa R-M+1, d_\kappa R-M+2, \ldots, d_\kappa R]^T \tag{10} \]

and a \( R \times 1 \) frame vector for the receiver noise

\[ n_\kappa = [n_{\kappa (k-1) R+1}, n_{\kappa (k-1) R+2}, \ldots, n_{\kappa R}] \tag{11} \]

and we define \( y_\kappa \), \( s_\kappa \) and \( x_\kappa \) similarly as \( n_\kappa \).
A. DFT-domain representation

Next, we transform selected signals into DFT domain and express the convolutions of (2) and (3) as multiplications. Let

$$\Phi_\kappa = F_M \Phi_\kappa = \left[ \phi_{0,\kappa}, \phi_{1,\kappa}, \ldots, \phi_{N-1,\kappa} \right]$$

(12)
denote the $M \times N$ DFT-domain representations of the basis frame, where $F_M$ is the $M \times M$ DFT matrix. Similarly, let

$$w_\kappa = F_M w_\kappa$$

(13)
be the DFT-domain transform of the linear SI channel coefficients from (9). It is likewise assumed that the nonlinear coefficients $a_{i,k}$ only vary slowly over time, thus they are approximately constant within a frame. We write

$$a_{i,k} = a_{i,(k-1)R} = a_{i,(k-1)R+1} = \ldots = a_{i,kR}$$

(14)
and group the nonlinear coefficients (13) in vector form

$$\mathbf{a}_\kappa = \left[ a_{0,\kappa}, a_{1,\kappa}, \ldots, a_{N-1,\kappa} \right]^T.$$  

(15)

Now we are equipped to express the SI signal of (2) in DFT domain, we have

$$y_\kappa = F_M \Phi_\kappa$$

(16)
where we introduce (a) to prepare a form that later on allows to efficiently infer the coefficients $\mathbf{a}_\kappa$ by a linear algorithm. The corresponding $R \times 1$ time-domain signal of (17), in line with (4), is

$$x_{si,\kappa} = \Psi F_{si,\kappa}$$

(18)
$$= \left( \sum_{i=0}^{N-1} \mathbf{a}_{i,\kappa} \Psi F_{si,\kappa} \right)^T \Psi F_{si,\kappa}$$

(19)
where the matrix

$$\Psi = \begin{bmatrix} 0_{R \times L} & I_R \end{bmatrix}$$

(20)
removes the first $L = M - R$ entries from a vector since these entries are contaminated by aliasing. Next, we address the SoI. In DFT domain, we have

$$d_\kappa = F_M d_\kappa$$

(21)
$$h_\kappa = F_M h_\kappa$$

(22)
for the SoI and the coefficients of the wireless channel. Similar to (19), we express the convolution of SoI and the wireless channel as multiplication of (21) and (22) in DFT domain, and then transform it back into time domain

$$s_\kappa = \Psi F_{si,\kappa} d_\kappa + h_\kappa.$$  

(23)

Next, we transform the overall received signal $y_\kappa = x_{si,\kappa} + s_\kappa$ back into DFT domain by first prepending $L$ zeros and then applying the DFT matrix. Thus we have

$$y_\kappa = F_M \Psi y_\kappa$$

(24)
$$= F_M \Psi x_{si,\kappa} + F_M \Psi s_\kappa$$

(25)
where (b) uses (19) and we employed the definition

$$C_{i,\kappa} = F_M \Psi F_{si,\kappa} \Psi F_{si,\kappa}$$

(26)
and the DFT domain representation

$$\mathbf{a}_\kappa = F_M \Psi \mathbf{a}_\kappa.$$  

(27)
The received signal without SI contribution (27) can be alternatively expressed by using (23) by

$$\mathbf{a}_\kappa = d_\kappa + h_\kappa,$$

(28)
where the term $n_\kappa$ denotes the DFT domain representation of the additive receiver noise and $d_\kappa$ is the DFT domain equivalent of the SoI at the receiver.

B. State-space model

We propose state-space models for both the linear SI channel (14) and the nonlinear coefficients (14). The time-variant nature of the nonlinear SI channel is specifically modeled by first-order Markov models of the linear SI channel and the nonlinear coefficients, i.e.,

$$w_\kappa = \Delta^w w_{\kappa-1} + \Delta^w,$$

(29)
$$a_\kappa = \Delta^a a_{\kappa-1} + \Delta^a,$$

(30)
where the parameter $\Delta^w$ with $0 \leq |\Delta^w| \leq 1$ and the diagonal matrix $\Delta^a$ denote the transition factor between consecutive channel realizations and nonlinear coefficients over time, respectively. We assume a scalar $\Delta^w$ since the linear SI channel coefficients are assumed to be similar in transient behavior. On the other hand, the matrix $\Delta^a$ reflects different degrees of temporal variations among the nonlinear coefficients. The Gaussian system noise variables $\Delta^w_i \sim \mathcal{C}\mathcal{N}(0, \psi_i^{\Delta w_i} I_M)$ and $\Delta^a_i \sim \mathcal{C}\mathcal{N}(0, \psi_i^{\Delta a_i})$ are independent with variance $\psi_i^{\Delta w_i}$ and covariance matrix $\psi_i^{\Delta a_i}$. By definition, we assume the top path from Fig. 2 with index $i = 0$ represents the linear component of the SI, thus, without loss of generality, we have $\psi_i(x_k) = x_k$ and fix $\Delta_{i,\kappa} = 1, \Delta_{i,\kappa} = 0$ in the following.

Let $R^w = E\left[ w_\kappa w_\kappa^H \right]$ be the autocorrelation matrix of the random SI channel coefficients, thus, from (29), we have

$$\text{tr}[R^w] = |\Delta^w|^2 \text{tr}[R^w_{\kappa-1}] + M |\Delta^a|^2.$$  

(31)

Apparently, the system model is characterized by a significant number of parameters. Since these parameters are difficult to determine, we reduce their number by using certain relations between them. For instance, from a practical perspective, it is reasonable to assume that the statistical properties of the linear SI channel remain similar over time. Thus, we assume

$$\text{tr}[R^w_{\kappa}] = \text{tr}[R^w_{\kappa+1}] = \ldots = \text{tr}[R^w_{\kappa}],$$

(32)
and thus we find the covariance of the system noise as

$$\psi_i^{\Delta w_i} = \frac{1}{M} \text{tr}[R^w_{\kappa-1}](1 - |\Delta^w|^2).$$

(33)
The steady-state parameter $\text{tr}[R^w_{\kappa}]$ determines the power of the linear SI channel components. In practice, this can be obtained from a-priori knowledge, since the relation of SI power level to the SoI is at least approximately known.

Furthermore, the coherence time reflects the variability of the communication channel in time, and therefore is regarded
as main characteristic of temporal variations. To best of our knowledge, the coherence time has not been systematically studied for SI channels so far. However, we believe it to be on the same order as the wireless channel, as indicated in some previous work [4]. To integrate the notion of a channel coherence time into our framework, we introduce a coherence frame index \( \kappa_{coh} \), which denotes the time when the correlation of subsequent channel variables has dropped by half, thus

\[
|A^w|^{\kappa_{coh}} = \frac{1}{2}.
\]

(34)

For the zero-mean nonlinear coefficients \( a_{\kappa} \), we define the diagonal covariance matrix \( R^a = \mathbb{E} [a_{\kappa} a_{\kappa}^T] \) with the \( i \)-th diagonal element

\[
R^a_{i,\kappa} = \mathbb{E} \left[ |a_{\kappa,i}|^2 \right].
\]

From (30), we can derive

\[
R^a_{i,\kappa} = A^a_{i} \Gamma_{\kappa}^{-1} A^a_{i}^T + \Psi^a_{i,\kappa}.
\]

(35)

With the elements of \( R^a_{i,\kappa} \) approximately constant over time,

\[
R^a_{i,\kappa} = R^a_{i,\kappa+1} = \ldots = R^a_{i,\kappa},
\]

(36)

the system noise covariance matrix is expressed by

\[
\Psi^a_{\Delta \kappa} = R^a_{\infty} \left( I - A^a_{\gamma} A^a_{\gamma}^T \right),
\]

(37)

since \( A^a_\gamma \) is diagonal. Similar to (34), we define a coherence time \( \kappa^a_{coh} \) for the \( i \)-th nonlinear coefficient by

\[
|A^a_{i}|^{\kappa^a_{coh}} = \frac{1}{2},
\]

(38)

where \( A^a_i \) denotes the \( i \)-th element on the main diagonal of \( A^a \).

III. STATE-SPACE NONLINEAR ADAPTIVE ALGORITHM

Consider the proposed SI estimation and cancellation algorithm depicted in Fig. 5. All signals are represented here in DFT domain. The adaptive algorithm has access to the transmitted signal \( \bar{x}_k \). Initially, the input is subject to an orthogonalization process, where the nonlinear contributions are transformed to uncorrelated equivalents. Then, the adaptation is performed in an iterative process over time. At each step \( k \), we first acquire a predicted Kalman estimate of the linear SI channel and the nonlinear coefficients. We intend to cancel as much SI as possible, thus the algorithm produces a reconstruction \( \hat{d}^h_k \) of the SI signal. After subtracting \( \hat{d}^h_k \) from the received signal \( y_k \), the algorithm outputs an error signal \( e_k \). This error signal is then provided to the decoder which produces a reconstructed SoI \( \hat{d}^h_k \). Finally, after \( \hat{d}^h_k \) is subtracted from the error signal \( e_k \), the residual error \( \hat{e}_k \) supports the Kalman update estimations for both the linear SI channel and the nonlinear coefficients.

A. Orthogonalization

The nonlinear basis functions \( 
phi_i(\cdot) \n\) do not necessarily represent an orthogonal basis for the SI signal. Therefore, we intend to change the basis by a matrix transformation. There are many approaches available that achieve this orthogonalization, such as eigenvalue decomposition [25], Cholesky factorization [29] or Gram-Schmidt method [50]. We describe the statistical connection between different basis functions by a time-invariant \( N \times N \) autocorrelation matrix. Using (12), we have

\[
R^\Phi = \mathbb{E} \left[ \Phi \Phi^T \right].
\]

Next, we choose a \( N \times N \) transform matrix \( G \), which is not necessarily unitary, but full-rank, and such that \( G R^\Phi G^H \) is diagonal. We apply the transformation to each basis frame by

\[
\tilde{\Phi}_k = \Phi_k G^T \quad = \left[ \tilde{\phi}_{0,\kappa}, \tilde{\phi}_{1,\kappa}, \ldots, \tilde{\phi}_{N-1,\kappa} \right].
\]

(39)

Next, starting from (16), we have

\[
\tilde{x}_{i,k} = \mathbb{E} \left[ \tilde{\Phi}_k G (G^T)^{-1} a_{\kappa} \right] \tilde{w}_k;
\]

\[
(\tilde{\rho}, \tilde{\tilde{w}}) = \mathbb{E} \left[ \Phi_k \tilde{\Phi}_k^T \right] \tilde{w}_k
\]

(40)

where (c) uses (39) and (d) applies normalization with \( \tilde{\tilde{a}}_{\kappa, i} = \tilde{a}_{\kappa, i} / \tilde{\delta}_{\kappa, i} \) and \( \tilde{\tilde{w}}_{\kappa, i} = \tilde{\tilde{a}}_{\kappa, i} \tilde{w}_k \).

B. Predictions

Consider the state equations for the linear SI channel [29] and the nonlinear coefficients [30]. We intend to derive estimators for \( \tilde{w}_{\kappa} \) and \( \tilde{a}_{\kappa} \). Let

\[
\tilde{w}_{\kappa} = \tilde{w}_{\kappa,\kappa-1} + \tilde{w}_{\kappa,\kappa-1}^w
\]

(41)

\[
\tilde{a}_{\kappa} = \tilde{a}_{\kappa,\kappa-1} + \tilde{a}_{\kappa,\kappa-1}^w.
\]

(42)

where \( \tilde{w}_{\kappa,\kappa-1} \) and \( \tilde{a}_{\kappa,\kappa-1} \) are estimators for the linear SI channel and the nonlinear coefficients given all past observations \( \{ y_{\kappa-1}, \ldots, y_{\kappa-2}, y_{\kappa-1} \} \), respectively. The zero-mean a-priori errors \( \tilde{w}_{\kappa,\kappa-1} = \tilde{w}_{\kappa,\kappa-1}^w \) and \( \tilde{a}_{\kappa,\kappa-1} = \tilde{a}_{\kappa,\kappa-1}^w \) have the covariances \( P_{\tilde{w}_{\kappa,\kappa-1}} \) and \( P_{\tilde{a}_{\kappa,\kappa-1}} \), respectively. Similarly, we define \( \tilde{w}_{\kappa,\kappa} \) and \( \tilde{a}_{\kappa,\kappa} \) to be estimators for the linear SI channel and the nonlinear coefficients given the present and all past observations \( \{ y_{\kappa-1}, \ldots, y_{\kappa-1}, y_{\kappa} \} \), respectively. The zero-mean a-posteriori errors have the covariances \( P_{\tilde{w}_{\kappa,\kappa}} \) and \( P_{\tilde{a}_{\kappa,\kappa}} \), respectively. Furthermore, consider the following assumptions:

1. The linear SI channel \( \tilde{w}_{\kappa} \) and the nonlinear coefficients \( \tilde{a}_{\kappa} \) are independent.
2. The joint probability density functions of both the estimators \( \tilde{w}_{\kappa,\kappa-1}, \tilde{a}_{\kappa,\kappa-1}, \tilde{w}_{\kappa,\kappa}, \tilde{a}_{\kappa,\kappa} \) and the a-priori,
a-posteriori errors are circular-symmetric, complex Gaussian distributions.
3) The a-priori, a-posteriori errors are independent.

The adaptive algorithms for the estimation of the linear SI channel and of the nonlinear coefficients are derived in the following. We show the overall adaptive algorithm in Alg. 1. Following the lines of [51], the predictions of the estimates \( \hat{w}_{\kappa-1} \) and the estimation error covariances \( P_{w|\kappa-1} \) are computed first. Next, the information encoded in the SoI is retrieved and its contribution is removed from the received signal. This is explained in more detail in Subsection III-C. Finally, the update steps of the linear SI channel and the nonlinear coefficients are computed. This is presented in Subsections III-D and III-E, respectively.

**Algorithm 1** Iterative estimation of linear SI channel \( w_{\kappa} \) and nonlinear coefficients \( \hat{a}_{\kappa} \)

Require: Initialization of \( w_{0|0}, P_{w|0}, \hat{a}_{0|0} \) and \( P_{a|0} \)

repeat
  \( \kappa \leftarrow \kappa + 1 \)
  Predict linear SI channel estimate
  \( \hat{w}_{\kappa|\kappa-1} = A^{\kappa} \hat{w}_{\kappa-1|\kappa-1} \)
  Predict linear SI channel estimation error covariance
  \( P_{w|\kappa-1} = |A^{\kappa}|^2 P_{w|\kappa-1} + \Psi_{a} \)
  Predict coefficients estimate
  \( \hat{a}_{\kappa|\kappa-1} = A^{\kappa} \hat{a}_{\kappa-1|\kappa-1} \)
  Predict coefficients estimation error covariance
  \( P_{a|\kappa-1} = |A^{\kappa}|^2 P_{a|\kappa-1} + \Psi_{a} \)
  Decode the information from the SoI and subtract its contribution from the received signal, see Section III-C

Update linear SI channel estimate from prediction \( \hat{w}_{\kappa|\kappa-1} \), see Alg. 2 in Subsection III-D

Requires all predictions and provides \( \hat{w}_{\kappa|\kappa} \) and \( P_{w|\kappa} \)

Update nonlinear coefficients estimate from prediction \( P_{a|\kappa-1} \), see Alg. 3 in Subsection III-E

Requires all predictions, the updated \( \hat{w}_{\kappa|\kappa} \) and \( P_{w|\kappa} \), and provides \( \hat{a}_{\kappa|\kappa} \) and \( P_{a|\kappa} \)

until forever

C. Decoding

After predicting the estimates of both the linear SI channel and the nonlinear coefficients, the SI contribution can be reconstructed based on (25) for the current time frame \( \kappa \) by

\[
\hat{e}_{\kappa|\kappa} = \sum_{i=0}^{N-1} \hat{a}_{\kappa|\kappa-1} \hat{C}_{i,\kappa} \hat{w}_{\kappa|\kappa-1}.
\]

We define the error signal

\[
\epsilon_{\kappa} \equiv \hat{y}_{\kappa} - \hat{e}_{\kappa|\kappa}.
\]

At this point the error signal (44) comprises many sources of observation noise, such as the residual SI, the SoI and independent additive noise. Large observation noise generally reduces the convergence speed or increases the misalignment of adaptive algorithms [35], but here we can reduce its contribution. Unlike in acoustic echo cancellation, where the acoustic signal is modeled as a random process, the SoI in wireless communication contains structure from encoded information. By decoding the information from the SoI and subtracting the corresponding SoI signal from (44), we have better conditioning for subsequent updates of the SI path.

Let \( \hat{d}_{\kappa} \) be the SoI generated from decoded information in DFT domain. Then, we have the residual error

\[
\epsilon_{\kappa} = \hat{y}_{\kappa} - \hat{e}_{\kappa|\kappa} - \hat{d}_{\kappa}.
\]

It comprises a potential decoding error, the residual SI and independent noise.

D. Update estimation of linear SI channel

During the \( \kappa^{th} \) step of adaption, we need to know the estimate of the nonlinear coefficients from the previous step. Therefore, in the following, we assume that the estimates \( \hat{a}_{\kappa|\kappa-1} \) are given. Recall the observation equation (25). After the decoding, we subtract the reconstructed SoI and have

\[
\hat{y}_{\kappa} = \hat{y}_{\kappa} - \hat{d}_{\kappa},
\]

where (\( e \)) introduces the noise term \( \bar{\xi}_{\kappa} = \hat{y}_{\kappa} - \hat{d}_{\kappa} \) comprising the residual SI and additive noise with covariance matrix \( \Psi_{a} \). We assume that \( \Psi_{a} \) can be characterized from a-priori information on the noise level. The term (f) is due to both (42) and the zero-mean augmented noise term

\[
\bar{\xi}_{\kappa} = \left( \sum_{i=0}^{N-1} \hat{a}_{i|\kappa|\kappa-1} \hat{C}_{i,\kappa} \right) \hat{w}_{\kappa} + \bar{\xi}_{\kappa}.
\]

The covariance matrix of the augmented noise \( \bar{\xi}_{\kappa} \) is

\[
\Psi_{\kappa} = \mathbb{E} \left[ \bar{\xi}_{\kappa} \bar{\xi}_{\kappa}^H \right] = \sum_{i=0}^{N-1} \hat{a}_{i|\kappa|\kappa-1} \hat{C}_{i,\kappa} R_{w|\kappa} \hat{C}_{i,\kappa}^H + \Psi_{a}.
\]

where we have \( R_{w|\kappa} = \mathbb{E} \left[ \hat{w}_{\kappa} \hat{w}_{\kappa}^H \right] \) and \( R_{w|\kappa} = \mathbb{E} \left[ \hat{w}_{\kappa} \hat{w}_{\kappa}^H \right] \) is non-Gaussian. As a consequence, the derivation of exact Kalman filter equations is not possible, since it requires jointly Gaussian distributions within the state-space model. Therefore, in the following, we approximate (45) by an independent Gaussian random vector \( \hat{\xi}_{\kappa}^u \), which has the same second-order moment as \( \bar{\xi}_{\kappa} \). Thus, the modified observation vector is

\[
\hat{y}_{\kappa} \approx \left( \sum_{i=0}^{N-1} \hat{a}_{i|\kappa|\kappa-1} \hat{C}_{i,\kappa} \right) \hat{w}_{\kappa} + \hat{w}_{\kappa}^u + \bar{\xi}_{\kappa}^u
\]

with

\[
\hat{C}_{\kappa|\kappa-1} = \sum_{i=0}^{N-1} \hat{a}_{i|\kappa|\kappa-1} \hat{C}_{i,\kappa}.
\]

We are now prepared to provide the Kalman gain and update equations (51), based on the observation equation (50), and by using (49) and (51), and the definitions of error covariance matrices from Section III-B. The computations for the \( \kappa^{th} \) step are depicted in Alg. 4.
Algorithm 2 Obtain linear SI channel estimate at step $\kappa$

Require: known $\mathbf{w}_{\kappa|\kappa-1}$, $\mathbf{P}_{\kappa|\kappa-1}$, $\mathbf{a}_{\kappa|\kappa-1}$ and $\mathbf{P}_{\kappa|\kappa-1}$
Kalman gain
$$
\mathbf{K}_\kappa = \mathbf{P}_{\kappa|\kappa-1} \mathbf{C}_\kappa \mathbf{C}_\kappa^H \left( \mathbf{C}_\kappa \mathbf{P}_{\kappa|\kappa-1} \mathbf{C}_\kappa^H + \mathbf{I} \right)^{-1}
$$
Update linear SI channel estimation
$$
\hat{\mathbf{w}}_{\kappa|\kappa} = \hat{\mathbf{w}}_{\kappa|\kappa-1} + \mathbf{K}_\kappa (\mathbf{y}_\kappa - \mathbf{C}_\kappa \hat{\mathbf{w}}_{\kappa|\kappa-1})
$$
Update linear SI channel estimation error covariance
$$
\mathbf{P}_{\kappa|\kappa} = (\mathbf{I}_M - \mathbf{K}_\kappa \mathbf{C}_\kappa) \mathbf{P}_{\kappa|\kappa-1}
$$

E. Update estimation of nonlinear coefficients

We first provide an alternative expression for the observation (56) at the receiver. The adaptation with respect to the nonlinear coefficients $\mathbf{a}_\kappa$ requires another linear form of the observation. Thus, we express (56) alternatively by using (15)

$$
\hat{\mathbf{y}}_\kappa = \mathbf{C}_\kappa \hat{\mathbf{w}}_{\kappa|\kappa} + \mathbf{a}_\kappa
$$

where we define

$$
\mathbf{C}_\kappa = \left[ \mathbf{C}_{0,\kappa} \mathbf{w}_{\kappa|\kappa} \mathbf{w}_{\kappa+1|\kappa} \ldots \mathbf{C}_{N-1,\kappa} \mathbf{w}_{\kappa|\kappa} \right].
$$

Compared to the original form (46), we have essentially swapped the roles of $\mathbf{a}_\kappa$ and the linear SI channel $\mathbf{w}_\kappa$. Let

$$
\hat{\mathbf{y}}_\kappa = \mathbf{C}_\kappa \hat{\mathbf{w}}_{\kappa|\kappa} + \mathbf{a}_\kappa
$$

where we use (52) and the definition

$$
\mathbf{C}_\kappa = \left[ \mathbf{C}_{0,\kappa} \mathbf{w}_{\kappa|\kappa} \mathbf{w}_{\kappa+1|\kappa} \ldots \mathbf{C}_{N-1,\kappa} \mathbf{w}_{\kappa|\kappa} \right].
$$

Furthermore, the zero-mean augmented noise here is

$$
\mathbf{E}_\kappa = \left[ \mathbf{C}_{0,\kappa} \mathbf{w}_{\kappa|\kappa} \mathbf{C}_{1,\kappa} \mathbf{n}_{\kappa|\kappa} \ldots \mathbf{C}_{N-1,\kappa} \mathbf{n}_{\kappa|\kappa} \right] \mathbf{a}_\kappa + \mathbf{E}_\kappa.
$$

The covariance matrix of the augmented noise $\mathbf{E}_\kappa$ is

$$
\mathbf{E}_\kappa = \sum_{i=0}^{N-1} \mathbf{p}_{\kappa,i} \mathbf{C}_i \mathbf{P}_{\kappa|\kappa-1} \mathbf{C}_i^H + \mathbf{E}_\kappa.
$$

IV. APPROXIMATIONS

In this section, we discuss three approximations of the algorithm derived in Section III such as an intra-channel approximation (Section IV-A), an overlap-save diagonalization (Section IV-B) and an nonlinear diagonalization (Section IV-C).

A. Intra-channel approximation

The computation of noise covariances (49) and (53) during the Kalman update step requires a-priori knowledge of the second moments $\mathbf{p}_{\kappa} \mathbf{E}_\kappa$ of the linear channel and nonlinear coefficients, respectively. However, this information might not be available, and therefore we approximate the second moments by their estimated counterparts:

$$
\mathbf{R}_\kappa = \mathbf{E} \left[ \mathbf{w}_{\kappa} \mathbf{w}_{\kappa}^H \right] 
\approx \text{diag} \left( \hat{\mathbf{w}}_{\kappa|\kappa-1} \circ \hat{\mathbf{w}}_{\kappa|\kappa-1} \right) + \mathbf{P}_{\kappa|\kappa-1}.
$$

$$
\mathbf{P}_{\kappa|\kappa} = \mathbf{E} \left[ \mathbf{a}_\kappa \mathbf{a}_\kappa^H \right] 
\approx \left| \hat{\mathbf{a}}_{\kappa|\kappa-1} \right|^2 + \mathbf{P}_{\kappa|\kappa-1}.
$$

where we approximate the linear channel and nonlinear coefficient covariance by considering the instantaneous representations of the variables (41) and (42) instead of the average.

Furthermore, we assume the error covariance matrices $\mathbf{P}_{\kappa|\kappa-1}$, $\mathbf{E}_\kappa$ and the augmented noise covariance matrix of (49) to be diagonal.

B. Overlap-save diagonalization

The computation of the Kalman gain in Alg. 2 requires the inversion of an $M \times M$ matrix, which is both computationally intensive and numerically unstable. To simplify (26), we apply the intra-channel diagonalization from Section IV-A and use the approximations (52), (59) for each nonlinear contribution

$$
\mathbf{C}_{i,\kappa} \mathbf{P}_{\kappa|\kappa-1} \mathbf{C}_{j,\kappa}^H \approx \frac{R}{M} \text{diag} \left( \phi_{i,j} \right)
$$

The approximation errors of (62), (63) vanish for $R \rightarrow M$ [43]. The diagonalization step essentially ignores the overlap-save constraint during fast convolution, however, this effect is small if the difference $M - R$ is rather low. Considering the aforementioned changes, the prediction, Kalman gain and update steps from Alg. 2 are diagonalized.

Algorithm 3 Obtain nonlinear coefficients estimate at step $\kappa$

Require: known $\mathbf{w}_{\kappa|\kappa}$, $\mathbf{P}_{\kappa|\kappa}$, $\mathbf{a}_{\kappa|\kappa-1}$ and $\mathbf{P}_{\kappa|\kappa-1}$
Kalman gain
$$
\mathbf{K}_\kappa = \mathbf{P}_{\kappa|\kappa-1} \mathbf{C}_\kappa \mathbf{C}_\kappa^H \left( \mathbf{C}_\kappa \mathbf{P}_{\kappa|\kappa-1} \mathbf{C}_\kappa^H + \mathbf{I} \right)^{-1}
$$
Update coefficients estimate
$$
\hat{\mathbf{a}}_{\kappa|\kappa} = \hat{\mathbf{a}}_{\kappa|\kappa-1} + \mathbf{K}_\kappa \left( \mathbf{y} - \mathbf{C}_\kappa \hat{\mathbf{w}}_{\kappa|\kappa-1} \right)
$$
Update coefficients estimation error covariance
$$
\mathbf{P}_{\kappa|\kappa} = \left( \mathbf{I}_M - \mathbf{K}_\kappa \mathbf{C}_\kappa \right) \mathbf{P}_{\kappa|\kappa-1}
$$
C. Nonlinear diagonalization

The Kalman gain of Alg. 3 uses the inversion of an $M \times M$ matrix. We intend to reduce computational complexity of that operation by diagonalizing that matrix. Since $\Psi_{\kappa}^{\kappa^2}$ and $\Phi_{\kappa}$ are already diagonal by the approximations of Sections V-A and V-B only the $M \times N$ frame matrix $C_{\kappa}^{(\kappa)}$ has to be considered. Recall the definition (56). Each of the columns represents a nonlinear basis frame after convolution with the linear SI channel. Thus, we can write

$$C_{\kappa}^{(\kappa)}P_{\kappa}\Psi_{\kappa}^{\kappa^2} = \sum_{i=0}^{N-1} \Phi_{\kappa}^{(\kappa)}(\kappa, i) e_{\kappa}^{(\kappa)}(\kappa, i) + \Psi_{\kappa}^{\kappa^2},$$

$$\sum_{i=0}^{M-1} \sum_{i=0}^{M-1} \Phi_{\kappa}^{(\kappa)}(\kappa, i) e_{\kappa}^{(\kappa)}(\kappa, i) + \Psi_{\kappa}^{\kappa^2} + \sigma^2 I_M,$$

$$(h) = U \text{diag} [\lambda_0, \lambda_1, \ldots, \lambda_{M-1}] U^H$$

where (g), $\Psi_{\kappa}^{\kappa^2}$ is approximated by $\sigma^2 I_M$ and $\sigma^2$ denotes the largest element of $\Psi_{\kappa}^{\kappa^2}$. Furthermore, in (h), $U$ denotes the matrix of eigenvectors and $\lambda_i$ are the eigenvalues. The basis frames $\phi_{\kappa}^{(\kappa)}(\kappa, a)$ are not necessarily orthogonal. However, if we assume they are approximately orthogonal, then the basis frames are eigenvectors of $C_{\kappa}^{(\kappa)}P_{\kappa}\Psi_{\kappa}^{\kappa^2}$, and, since $\sigma^2 I_M$ is just a scaled identity matrix, they are also eigenvectors of (65) with eigenvalues

$$\lambda_i = \left( \sum_{i=0}^{N-1} \Phi_{\kappa}^{(\kappa)}(\kappa, i) e_{\kappa}^{(\kappa)}(\kappa, i) + \sigma^2 \right)^{1/2}, \quad 0 \leq i \leq N-1$$

$$\lambda_i = \left( \sum_{i=0}^{M-1} \sum_{i=0}^{M-1} \Phi_{\kappa}^{(\kappa)}(\kappa, i) e_{\kappa}^{(\kappa)}(\kappa, i) + \sigma^2 \right)^{1/2}, \quad 0 \leq i \leq M-1.$$

Furthermore, the first $N$ columns of $U$ are normalized versions of the $\phi_{\kappa}^{(\kappa)}(\kappa, a)$. Next, for the Kalman gain, we have

$$K_{\kappa} = P_{\kappa} \Phi_{\kappa}^{(\kappa)} \left( \sum_{i=0}^{N-1} \Phi_{\kappa}^{(\kappa)}(\kappa, i) e_{\kappa}^{(\kappa)}(\kappa, i) + \sigma^2 I_M \right)^{-1}$$

$$K_{\kappa} = \Phi_{\kappa}^{(\kappa)} \left( U \text{diag} \left[ \frac{1}{\lambda_0}, \frac{1}{\lambda_1}, \ldots, \frac{1}{\lambda_{M-1}} \right] \right)^H.$$ 

Let $k_{\kappa}^{(i)}$ be the $i$th row of $K_{\kappa}$, then we have

$$k_{\kappa}^{(i)} = \left( \sum_{i=0}^{N-1} \Phi_{\kappa}^{(\kappa)}(\kappa, i) e_{\kappa}^{(\kappa)}(\kappa, i) + \sigma^2 \right)^{1/2}, \quad 0 \leq i \leq N-1$$

$$k_{\kappa}^{(i)} = \left( \sum_{i=0}^{M-1} \sum_{i=0}^{M-1} \Phi_{\kappa}^{(\kappa)}(\kappa, i) e_{\kappa}^{(\kappa)}(\kappa, i) + \sigma^2 \right)^{1/2}, \quad 0 \leq i \leq M-1.$$

since the $i$th row of $C_{\kappa}^{(\kappa)}$ is orthogonal to all columns of $U$ except the $i$th one. The computation of (67) is much less expensive in terms of computational complexity. Finally, we apply the overlap-save diagonalization of (22) to (67), and get

$$k_{\kappa}^{(i)} \approx \frac{\sum_{i=0}^{N-1} \Phi_{\kappa}^{(\kappa)}(\kappa, i) e_{\kappa}^{(\kappa)}(\kappa, i)}{\sum_{i=0}^{M-1} \sum_{i=0}^{M-1} \Phi_{\kappa}^{(\kappa)}(\kappa, i) e_{\kappa}^{(\kappa)}(\kappa, i)} + \sigma^2.$$

V. RESULTS

In this section, we evaluate the performance of the algorithms derived in this work by comparing them to other approaches in the literature. We refer to Alg. 2, Alg. 3 from Section III as the exact Kalman algorithm in cascade structure. In addition, the approximated Kalman algorithm is taken from Section IV. From the literature, we employ the Kalman algorithm in parallel structure [42] and both the time-domain nonlinear NLMS and RLS in parallel structure.

The section is organized as follows. First, we define the performance metrics in Section V-A. Then, the computational complexity is analyzed in Section V-B. By performing simulations, we look into time convergence behavior in Section V-C. The global performance of the proposed algorithms in Sections V-D and use cases and V-E.

A. Performance metrics

We define the key metrics that serve as performance indicators for the adaptive SI cancellation algorithms. First, we introduce definitions according to the mean-squared error (MSE) principle. The average signal to residual-interference-and-noise ratio (SRINR) is given as follows:

$$SRINR_{\kappa} = \frac{E \left[ d_{\kappa}^2 \right]}{E \left[ e_{\kappa} - d_{\kappa}^2 \right]},$$

where $d_{\kappa}$ denotes the desired signal at the receiver, and $e_{\kappa}$ is the error signal before decoding (44) in time domain. The wireless channel (3) is assumed to be random, thus the process (68) is non-ergodic, and therefore we define the “global” SRINR to be the average in time for $\kappa \to \infty$ over many realizations of the wireless channel.

The capability of system identification can be measured by the system distance, i.e., the power of the estimation error compared to the power of the system variables. In the domain of Kalman filtering, the internal system state is the unknown quantity to be observed. To evaluate the quality of state estimation, we define the system distance for the linear SI channel coefficients as follows:

$$SysDist_{w} = \frac{E \left[ (w_{\kappa} - w_{\kappa})^H (w_{\kappa} - \hat{w}_{\kappa}) \right]}{E \left[ w_{\kappa}^H w_{\kappa} \right]},$$

where $w_{\kappa}$ is the true SI channel vector per frame, as given by (9), and $\hat{w}_{\kappa}$ is the corresponding estimate of $w_{\kappa}$ from Alg. 2 in time domain. Similarly, the system distance for the $i$th nonlinear coefficient is defined as follows:

$$SysDist_{a} = \frac{E \left[ (\alpha_{\kappa} - \hat{\alpha}_{\kappa})^2 \right]}{E \left[ \alpha_{\kappa}^2 \right]}.$$
Thus, the information capacity with power constraint $P_d$ at the distant node is given by [52]

$$C = \max_{f(d): \mathbb{E}|y|^2 < P_d} I(d; y)$$

$$(i) \geq \max_{f(d): \mathbb{E}|y|^2 < P_d} I(d; y_{GC})$$

$$(j) = \log \left( 1 + \frac{P_d \|h_i\|^2}{\sigma_e^2} \right) =: R$$

where in (i) we approximate the received signal $y$ by a circular-symmetric complex Gaussian counterpart $y_{GC}$, since Gaussian noise serves as the worst-case noise [53]. We arrive at (j), since in a Gaussian point-to-point channel, it is known that a Gaussian input is optimal. Here, $\sigma_e^2$ denotes the variance of the residual SI plus independent noise.

B. Complexity

The cascade model of the nonlinear SI channel (recall Fig. 2) is essentially motivated by reducing computational complexity of the adaptive cancellation algorithm, which is primarily determined by the number of multiplications and divisions. In our analysis, we focus on the principal complexity only and do not evaluate the cost of each calculation step in detail. Thus, we identify those parts of the algorithms that exhibit the most significant impact on the complexity, depending on the (potentially large) frame shift $R$, the FIR filter length $L$ and on the order of the nonlinear expansion $N$. Tab. I shows the results. In order to compare time-domain and DFT domain SI estimation and cancellation algorithms, we refer to the complexity as per sample. In all cases, DFT domain approaches are normalized to the frame shift $R = M - L$. This is reducing complexity by an order of magnitude if $R$ is growing while $L$ is kept fixed.

Now, consider the frame shift $R$. The exact Kalman algorithm in cascade structure, derived in Section III does have at least quadratic complexity, since it requires the inversion and multiplication of $M \times M$ matrices. On the other hand, considering the approximations of Section IV the DFT operation becomes dominant, and therefore we have logarithmic complexity for the Kalman algorithm with nonlinear diagonalization. Similar reasoning holds for the Kalman algorithm in parallel structure after submatrix or full diagonalization [42]. The complexity of the time-domain algorithms is determined by the the FIR filter size $L$. The classic NLMS algorithm in time domain exhibits linear complexity in $L$, while the parallel RLS algorithm in time domain has quadratic complexity due to the update step. However, a direct comparison of time-domain and DFT domain complexities is more involved and depends on the priorities of Kalman filter design. Certain parameters might increase $L$ for finer channel estimation (and thus keep $R$ essentially constant), while others might use larger frame shifts $R$ to diminish the impact of the overlap-save approximation.

The number of nonlinear basis functions $N$ affects the computational complexity of the various algorithms in different ways. In cascade structure, the complexity generally scales linearly with respect to $N$. On the other hand, in parallel structures, Kalman or RLS algorithms take the correlation between all sub-channels into account, and therefore require cubic and quadratic complexity in $N$, respectively. Especially the cubic term might be greater than $\log_2 M$ even for small $N$ and thus can have a significant impact. Kalman algorithm with full diagonalization [42] or the NLMS allow to reduce the complexity to linear scale, since the correlation between parallel channels is neglected.

C. Time convergence behavior

In this Section, we analyze the performance of the adaptive estimations over the course of time. We evaluate the performance of the algorithm by simulations. We choose the parameters $M = 64$, $R = 56$ and select $N = 3$ basis functions. The basis function are chosen according to the following emphases: (i) the linear part $\phi_0(x_k) = x_k$ of the SI, then (ii) the widely-linear component $\phi_1(x_k) = x_k x_k^*$ and finally, (iii), the $3^{rd}$ order nonlinear component $\phi_2(x_k) = x_k^3 x_k^*$ with initial nonlinear coefficients $a_{1,0}^* = a_{2,0}^* = -10 \text{ dB}$. The additive noise level is set to $-50 \text{ dB}$. For the SI signal and the SoI, we generate zero-mean, standard normal i.i.d. samples. The Kalman filter parameters are perfectly matched to the simulated time-variant SI channel conditions. The NLMS step size is $10^{-2}$, while the RLS forgetting factor is matched to the Markov model of [29]. Let the input SINR be the ratio of the SoI power to the SI-and-noise power at the receiver before any signal processing occurs. The input SINR is fixed to $-15 \text{ dB}$, thus, the SI is much stronger than the SoI. Consider Fig. 3 which shows the time convergence behavior of SI cancella-

| Algorithm                      | Complexity                                                                 |
|-------------------------------|--------------------------------------------------------------------------|
| Kalman, Cascade, Exact        | $O\left( \frac{N^2 + L^2}{R} \right)$                                  |
| Kalman, Cascade, Approx.      | $O\left( \frac{N^2 + L^2}{R} \right)$                                  |
| Kalman, Parallel, Sub. diag.  | $O\left( \frac{N^3 + L}{R} \right) + O\left( \frac{N^4 + L}{R} \right)$ |
| Kalman, Parallel, Full diag.  | $O\left( \frac{N^3 + L}{R} \right)$                                    |
| NLMS, Parallel, Time domain   | $O(NL)$                                                                  |
| RLS, Parallel, Time domain    | $O(N^2L^2)$                                                              |

TABLE I: Comparison of computational complexity with respect to frame shift $R$, FIR filter length $L$ and expansion order $N$ for different SI estimation and cancellation algorithms.
3rd order component are correlated, and thus the performance deterioration if the algorithms lack a decorrelation feature. The system distances in Figs. 6b to 6d of the Kalman approach in parallel structure with submatrix diagonalization and the RLS are almost identical. But the SRINR result (Fig. 6a) indicates that the Kalman algorithm does not precisely achieve the same level as the RLS. However, this observation can be explained. Both algorithms are devised in parallel structure. Thus, the nonlinear coefficients are computed by (71), which essentially is averaging over the channel coefficients and thus removing potential estimation errors. The parallel Kalman algorithm is slightly more susceptible to errors than the RLS since it is formulated in DFT domain with overlap-save approximation similar to the method described in sub-section IV-B. These error phenomena are compensated by reducing the number of estimated variables, such as by using (71).

D. Global performance

For the global performance, we evaluate SRINR (after cancellation) and system distances with respect to certain input SINR (before cancellation), which is illustrated in Fig. 7. Again, the input signals are not orthogonalized and both the linear SI channel and the nonlinear coefficients remain static. Consider Fig. 7a first, which depicts the SRINR. The solid black line labeled “SRN” designates the maximum possible SRINR, since the noise floor is fixed at −20 dB with respect to the SoI. If the SRINR vs. input SINR graph crosses the “treating-interference-as-noise threshold”, then it is no longer reasonable to use the algorithm and better to rather accept the SI as noise. The “min. SRINR” line is simply attained when the algorithm selects $\hat{x}_{si,\kappa} = y_{\kappa}$ as output such that the received signal is completely suppressed. The results show that all algorithms can be used over the whole range of SINR scenarios. However, as already previously indicated, algorithms with already existing decorrelation property (Kalman in parallel structure with submatrix diagonalization or the RLS) have an advantage. This is especially prominent for the low SINR regime, where a great amount of cancellation is required. On the other hand, in the high SINR regime, the performance difference between the algorithms significantly diminishes. The system distance results of the linear SI channel coefficients $w_{\kappa}$ are shown in Fig. 7b. If we compare the performance of the various algorithms, the graphs are essentially reflecting the expected “upside-down” pattern compared to the SRINR figure, since a negative system distance naturally pays off in terms of SRINR. Here, however, the overall system distance is much better in the low SINR regime. This is intuitive, since at low SINR, the SI power is much larger than the SoI power, and thus the SI system components can be identified more accurately. Conversely, in the high SINR regime, the SI is buried in the SoI and the noise floor, and therefore the coefficient estimations are less reliable. While the detailed system identification is more difficult in the high SINR regime, the SRINR performance (denoting the overall SI estimation) is, however, not degraded.
E. Use cases

In this Section, we investigate the impact of time-variant channels on the performance of the SI estimation and cancellation algorithms. Static and time-variant channels represent fundamentally different use cases that significantly influence the proper choice of algorithms. As a performance metric, we apply the communication rate (72). The time-variant case is characterized by the (normalized) coherence time $\kappa_{coh}$ for the linear SI channel and $\kappa_{coh}^a$ for the nonlinear coefficients. We assume that the algorithm parameters are perfectly matched to the simulated channel conditions. Now consider Fig. 9a where we illustrate the rate over the input SINR for different cases of temporal variations with or without orthogonalization. In each figure, we have provided the capacity as the upper bound for all rates. In Fig. 9a, we have depicted the rate for static conditions of both the linear SI channel and the nonlinear coefficients, while the input signals are not orthogonalized. This is essentially a similar situation shown as in Fig. 7a but now the performance gaps in the low SINR regime are even more pronounced. Algorithms with inherent decorrelation like the Kalman in parallel structure with submatrix diagonalization perform the best regardless of the input SINR, while the RLS actually almost achieves the capacity. The cascaded and computationally efficient Kalman algorithms proposed in this work have a middle position, while the simple NMLS exhibits worse performance.

However, if orthogonalization of the input signal is applied, the situation fundamentally changes, as shown in Fig. 9b. Now all the algorithm performances are independent of the input SINR. Furthermore, the performance gaps are almost insignificant, and thus a system designer can switch to a different metric in order to choose the best algorithm, such as the computational complexity. In the time-convergence behavior, where we can observe the same evolution for all the algorithms except the NLMS, but we omit the figure due to space constraints. In addition, the system distance results (not shown here) are very similar for all studied algorithms.

Fig. 9a illustrates the communication rate in time-variant scenario, but without using input orthogonalization. Compared to the result of Fig. 7a it can clearly be seen that now the input SINR has a significant impact on the performance of all algorithms. Fig. 9c shows the results under time-variant conditions for orthogonalized input signals. In this case, the orthogonalization does not seem to help either, since the temporal variations represent the overall performance limitation.

F. Decoding

The decoding step has been introduced in Section III-C. It takes place after the Kalman prediction, right before the update step is performed. Now, we evaluate the benefits of the information decoding to the SI estimation and cancellation. We essentially regard two relevant cases. First, we consider the situation that the algorithm does not decode the desired information at all. As a consequence, the SoI is considered as unknown noise to the adaptive algorithm, and thus the estimation performance is equal to the results of the previous Sections. Second, in the case of perfect decoding, the desired information is obtained without any errors, and thus the remaining residual error signal contains the residual SI only and some independent noise with $\text{SNR} = 20 \text{ dB}$.

Consider Fig. 9a. It shows the communication rate (72) for different input SINR in static (Fig. 9a) and time-variant (Fig. 9b) environments without input orthogonalization. We keep our focus on Kalman algorithms in cascade structure with approximations (Section IV-C) and the time-domain RLS in parallel configuration. At first glance, it can be presumed that with perfect decoding, the performance is no longer dependent on the input SINR. However, this is only the case for the RLS algorithm in static environments. In the low SINR regime, the SI power is strong and thus the approximated algorithm is rather limited by estimation errors or favors certain levels of SI power. Moreover, the probability of decoding errors is much higher in that regime and thus the potential rate gain is in fact even lower. This leads to the conclusion that in low SINR regime for static environments, the decoding step is of less relevance. However, the picture is different if the environment is time-variant, as illustrated in Fig. 9b. The primary limiting factor is the temporal variations. The Kalman algorithm benefits twofold from the perfect decoding: First, the SoI is removed from the received signal before the SI channel update, and second, the signal covariance is adjusted to the noise floor. This improves adaptation to the time-variant context and makes it possible for the Kalman algorithm to be uniformly superior over the RLS in both low and high input SINR regimes. The actual rate performance of decoding with partial errors is expected to lie
somewhere in between the two extreme cases of either perfect or no decoding at all. Thus, Fig. 9 provide insights on the lower and upper performance bounds. Decoding increases the rate performance especially in moderate-to-high input SINR regimes.

VI. CONCLUSION

In this work, we have proposed an adaptive SI cancellation algorithm for full-duplex communication in the digital domain. It is based on a state-space model of the nonlinear SI channel in cascade structure. The signal model is derived in DFT domain. Linear and nonlinear components, although statistically coupled by the system model, can be linearized and then estimated separately in a two-step iterative approach, each by a Kalman filter. The algorithm comprises input orthogonalization, prediction, decoding of the desired signal, and updating the estimations. The state-space representation has introduced a more fine-grained handling of the time-variant nature of the SI channel. It underlines the significance of a-priori knowledge on the scale of temporal variations, which is represented by the state-space system model. Our simulation results indicate the following conclusion. While the choice of the underlying algorithmic principle like NLMS, RLS or Kalman do influence the performance of SI cancellation, the structural elements such as orthogonalization, parallel or cascade model, and the decoding have a much more significant impact. Especially
the orthogonalization equalizes the performance gain for all algorithms. This work also demonstrates that the temporal variations are determining the fundamental performance limitation.
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