DESCENT OF NEARBY CYCLE FORMULA
FOR NEWTON NON-DEGENERATE FUNCTIONS
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Abstract. We prove a descent theorem of nearby cycle formula for Newton non-degenerate functions at the origin as well as its motivic version (without assuming the convenience condition). This is used in some papers without any proof although its proof is quite nontrivial because of the existence of coordinate hyperplanes, which is completely neglected in the literature about the descent theorem. In the isolated singularity case, it implies some well-known formula for the number of Jordan blocks of the Milnor monodromy with the theoretically maximal size, using a standard estimate of weights. It also provides a proof of a modified version of the Steenbrink conjecture on spectral pairs for non-degenerate functions with simplicial Newton polytopes in the isolated singularity case (which is false in the non-simplicial case).

Introduction

Let \( f \) be a Newton non-degenerate holomorphic function of \( n \) variables with \( \Gamma_+(f) \) the Newton polytope at the origin, fixing local coordinates \( x_1, \ldots, x_n \). We have the dual fan \( \Sigma \) in \((\mathbb{R}_{\geq 0})^n \) (see [Va76, 9.1]) and also a toric variety \( X \) with a proper morphism 
\[
X \to X : = \mathbb{C}^n,
\]
inducing an isomorphism over \( X^* := (\mathbb{C}^*)^n \). Here we use the associated analytic spaces rather than algebraic varieties (since we have to deal with local systems).

Let \( \Gamma_f \) be the union of compact faces of \( \Gamma_+(f) \). There is a stratification 
\[
X^\text{ex}_0 := \pi^{-1}(0) = \bigsqcup_{\sigma \in \Gamma_f} X_\sigma,
\]
where \( X_\sigma \cong (\mathbb{C}^*)^{d_\sigma} \) for a face \( \sigma \subseteq \Gamma_f \) with \( d_\sigma := \text{dim } \sigma \). These \( X_\sigma \) are orbits of the natural torus action on \( X \). This stratification is finer than the one used for the calculation of motivic nearby fibers in [DeLo01, 3.3], since it gives a stratification of the inverse image of the union of \( f^{-1}(0) \) and the coordinate hyperplanes. The codimension of each stratum must be adjusted by subtracting the number of the proper transforms of coordinate hyperplanes containing the stratum, and this is closely related to the numbers \( k(\sigma) \) explained below. These do not seem to be mentioned in the literature.

Let \( X^\text{pr}_0 \subset X \) be the proper transform of \( f^{-1}(0) \). This is a hypersurface of some open neighborhood of \( X^\text{ex}_0 \subset X \) in the classical topology. Set \( X^o_\sigma := X_\sigma \setminus X^\text{pr}_0 \) with \( j_\sigma : X^o_\sigma \hookrightarrow X_\sigma \) the inclusion.

Let \( K^T_0(\text{MHS}) \) be the Grothendieck ring of mixed \( \mathbb{Q} \)-Hodge structures endowed with an endomorphism \( T_\sigma \) of finite order. Denoting the Milnor fiber of \( f \) around 0 by \( F_f \), we have the Euler characteristic 
\[
[\chi(F_f, \mathbb{Q}), T_\sigma] \in K^T_0(\text{MHS}),
\]
where \( T_\sigma \) is the semisimple part of the Jordan decomposition \( T = T_\sigma T_u \) of the monodromy \( T \). (Note that the action of the monodromy \( T \) on the \( H^k(F_f, \mathbb{Q}) \) is not an endomorphism of mixed Hodge structure, unless \( T \) is semisimple, that is, \( T = T_\sigma \).) Set 
\[
\theta := [\mathbb{Q}(-1), \text{id}] \in K^T_0(\text{MHS}),
\]
which is the class of a mixed \( \mathbb{Q} \)-Hodge structure of type \((1,1)\) with trivial action of \( T_\sigma \).
Let $x_1, \ldots, x_n$ be the coordinates used for the Newton polytope. Put
\[ J_f := \{ i \in [1, n] \mid \{ x_i = 0 \} \subset \{ f = 0 \} \}. \]
We have $J_f = \emptyset$ if $f$ is convenient (or $f$ has an isolated singularity with $n \geq 3$). For a face $\sigma \subseteq \Gamma_f$, set $d(\sigma) := \dim C(\sigma) (= d_\sigma + 1)$ with $C(\sigma) \subseteq \mathbb{R}^n$ the cone of $\sigma$, and
\[ k(\sigma) := \min \{|I| \mid J_f \subset I \subset \{1, \ldots, n\}, \mathbb{R}^I \supset \sigma\}, \]
where $\mathbb{R}^I := \bigcap_{i \notin I} \{ x_i = 0 \} \subset \mathbb{R}^n$. Let $\delta_\sigma$ be the positive integer satisfying
\[ (1) \quad \ell_\sigma(V(\sigma) \cap \mathbb{Z}^n) = \frac{1}{\delta_\sigma} \mathbb{Z}, \]
where $V(\sigma) \subset \mathbb{R}^n$ is the vector subspace spanned by $\sigma$, and $\ell_\sigma$ is the linear function on $V(\sigma)$ with $\ell_\sigma^{-1}(1) \supset \sigma$. In this paper we show the following.

**Theorem 1.** For a Newton non-degenerate function $f$, there is an equality in $K_0^{\text{TV}}(\text{MHS})$
\[ [(\chi(F_f, \mathbb{Q}), T_\sigma)] = \sum_{\sigma \subset \Gamma_f} (-1)^{d(\sigma)}(1 - \theta)^{k(\sigma) - d(\sigma)} \psi_\sigma, \]
with $\psi_\sigma := [H^d_\epsilon(C, R(j_\sigma)_*(L_\sigma, T_\sigma))]$.

Here $\sigma$ runs over all the faces of $\Gamma_f$ (not including $\emptyset$), and $L_\sigma$ is a $\mathbb{Q}$-local system of rank $\delta_\sigma$ on $X^\nu_\sigma$, which is identified with a variation of Hodge structure of type $(0,0)$, and is endowed with an action of $T_\sigma$ of finite order. Moreover $\text{Ker}(T_\sigma - \lambda)$ in the complex scalar extension $\mathbb{C} \otimes \mathbb{Q} L_\sigma$ for $\lambda \in \mathbb{C}^*$ is a local system of rank 1 if $\lambda^{\delta_\sigma} = 1$, and vanishes otherwise.

This may be called a descent theorem of nearby cycle formula for Newton non-degenerate functions, since a similar formula is known for a desingularization by a smooth subdivision of $\Sigma$ (where the cohomology with compact supports in the definition of $\psi_\sigma$ is replaced by the Euler characteristic with compact supports up to sign depending of $d_\sigma$), see Theorem A.2 below for a motivic version. The local systems $L_\sigma$ can be defined in a similar way to motivic nearby fibers of Denef and Loeser [DeLo 01, 3.3].

Here a problem is that the $k(\sigma)$ (or more precisely $\tilde{k}_\eta_\sigma$ in (2.3.2) below) are unstable under the morphism of toric orbits, and this makes the proof of Theorem 1 quite complicated, see the end of the proof of Theorem 1 in 2.3 below. This comes from the existence of coordinate hyperplanes explained above. There is also a (minor) problem of an “obvious combinatorial identity” used without any proof, which is not easy to prove combinatorially without applying a “topological method” (employing Euler numbers) as in the proof of Proposition 2.3 below. These points do not seem to be studied carefully in the papers quoted by [Sta 17] as relevant results. Except for the argument related to the problem of $k(\sigma)$, the proof of Theorem 1 is rather an easy consequence of Remarks 2.2c–e below. (It is also possible to prove Theorem 1 by induction on $\dim \eta_\sigma - \dim \xi$ as in the proof of Theorem A.2 below.)

We say that $f$ is simplicial, if every compact face of $\Gamma_\nu(f)$ is a simplex. In this case, we can define a graded $\mathbb{C}$-algebra $B_\sigma$ to be the $\mathbb{C}$-vector space spanned by the monomials $x^\nu$ with $\nu \in \mathbb{N}^n$ contained in the interior $E_\sigma^\nu$ of the parallelootope $E_\sigma$ spanned by the vertices $v_j$ of a face $\sigma \subseteq \Gamma_f$, that is, $E_\sigma^\nu = \{ \sum_j r_j v_j \mid r_j \in (0,1) \}$. Here the grading is defined so that any vertex $v_j$ of $\sigma$ has degree 1. Let $q_\sigma(t)$ be the Poincaré polynomial of $B_\sigma$, see also (1.4.1–2) below. For $\tau \leq \Gamma_f$, set
\[ \tilde{q}_\tau(t) = \sum_{\emptyset \leq \sigma \leq \tau} q_\sigma(t). \]
Here $\sigma$ runs over any face of $\tau$ including $\emptyset$, and $q_\emptyset(t) := 1$.

Let $\text{Sp}'_f(t)$ be the Hodge spectrum of $f$, see [Sa 91], [DeLo 01], and also 1.2 below. This is essentially the dual of the usual Steenbrink spectrum [Ste 89] (up to the shift of $t$ by 1) in the non-isolated singularity case, see also [JKSY 22, 1.8], etc. Theorem 1 has the following.
Corollary 1. If $f$ is Newton non-degenerate and simplicial, then we have the equality
\[(3) \quad Sp'_f(t) = \sum_{\theta \in \sigma \in \Gamma_f} (-1)^{n-d(\sigma)} (1-t)^{k(\sigma)} Q_\sigma(t),\]
with $\sigma$ running over any faces of $\Gamma_f$ including $\emptyset$, where $k(\emptyset) = d(\emptyset) = 0$.

Note that reduced cohomology is used for the definition of spectrum, and the summand for $\sigma = \emptyset$ corresponds to the difference between the usual and reduced cohomologies. We can show that Corollary 1 implies [JKSY 23, Theorem 2], although this requires some non-trivial assertion on combinatorics of triangulations of triangles, see Remarks 2.4e–f below.

In the convenient Newton non-degenerate case (where the singularities are isolated [Ko]), the equality (3) follows from [Ste 77, Theorem 5.7] (see also [JKSY 23, 1.5]) using [Sa 88a]. We say that $f$ is convenient, if $\Gamma_+(f)$ intersects any coordinate axis of $\mathbb{R}^n$. Under this hypothesis, it is unnecessary to assume that $f$ is simplicial, see (4) and also 1.41.4 below.

Using [Sa 94], [Sa 07], [Sa 16], we can deduce from Corollary 1 the following.

Corollary 2. Assume $f$ is Newton non-degenerate and simplicial. Let $c \in \mathbb{Q}_{>0}$ such that $(c, \ldots, c) \in \partial \Gamma_+(f)$. If $c > 1$, then $-1/c$ is the maximal root of the Bernstein-Sato polynomial $b_{f,0}(s)$.

In the isolated singularity case, this is a consequence of [EhLo 82], [Ma 75], [Sa 88a], [ScSt 85], [Va 82], where the minimal spectral number coincides with the maximal root of $b_{f,0}(s)/(s+1)$ up to sign; hence Corollary 2 holds also in the case $c \leq 1$ by replacing $b_{f,0}(s)$ with $b_{f,0}(s)/(s+1)$. (It has been informed that some argument in [EhLo 82] does not work when $c < 1$.)

From now on, we assume $f$ has an isolated singularity at 0 in this introduction. (However, we do not assume $f$ is convenient.) Let $\text{CF}^k$ be the set of $k$-dimensional compact faces of $\Gamma_+(f)$, and $\text{CF}^k_{f,\text{in}}$ be the subset consisting of internal faces. (A face is called internal if it is not contained in any coordinate hyperplane of $\mathbb{R}^n$.) For $\lambda \in \mathbb{C}^*$, $k \in \mathbb{N}$, set
\[\text{CF}^k_{f,\lambda} := \{\sigma \in \text{CF}^k_f \mid \lambda^{\delta_{\sigma}} = 1\},\]
\[\text{CF}^k_{f,\text{in},\lambda} := \text{CF}^k_{f,\text{in}} \cap \text{CF}^k_{f,\lambda},\]
and
\[l_\sigma := |\mathbb{Z}^n \cap \sigma| - 1 \quad (\sigma \in \text{CF}^1_f),\]
\[\beta_\sigma := \#\{\tau \in \text{CF}^k_{f,\text{in}} \mid \tau \geq \sigma\} \quad (\sigma \in \text{CF}^0_f).\]

Let $n_{\lambda,k}$ be the number of Jordan blocks of the monodromy $T$ for eigenvalue $\lambda$ with size $k$. As a consequence of Theorem 1, we get a proof of the following formula which seems to be known to certain specialists (see for instance [Sta 17] and references there).

Corollary 3. Assume $f$ is Newton non-degenerate, and has an isolated singularity at the origin. Then we have the equalities
\[n_{\lambda,k} = \begin{cases} |\text{CF}^0_{f,\text{in},\lambda}| & (\lambda \neq 1, k = n), \\ \sum_{\sigma \in \text{CF}^1_{f,\text{in},\lambda}} l_\sigma - \sum_{\sigma \in \text{CF}^0_{f,\lambda}} \beta_\sigma & (\lambda \neq 1, k = n-1), \\ |\mathbb{Z}^n_{>0} \cup \bigcup_{\sigma \in \text{CF}^1_{f,\text{in}}} \sigma| & (\lambda = 1, k = n-1). \end{cases}\]

Note that $n_{1,n} = 0$ as a consequence of (1.2.4) below. This corollary immediately follows from Theorem 1 using a standard estimate of weights as in [Sa 90, 4.5.2] (especially for $n_{\lambda,n}$). Here we do not need a theory of the duals of logarithmic complexes on toric varieties. (The latter theory could be justified partially by using [Sa 90, 3.11] for instance.) The above formula for $\lambda \neq 1, k = n-1$ is equivalent to a well-known one (see for instance [Sta 17] and also Remark 2.5b below).

Assume now $f$ is furthermore simplicial. In this case there is no counter-example to a modified version of Steenbrink’s conjecture on spectral pairs of Newton non-degenerate
functions, see [Da79] (and Remark 1.4a below). Let \((\alpha_i, w_i) \ (i \in [1, \mu_f])\) be the spectral pairs of \(f\), where \(\mu_f\) is the Milnor number, the \(\alpha_i \in \mathbb{Q}\) are spectral numbers, and the \(w_i \in \mathbb{N}\) are modified weights. The definition in this paper essentially coincides with the one in [Ste77], and is different from the one in [SSS91] by the shift of spectral numbers \(\alpha_i\) by 1 and the change of modified weights \(w_i\) by the involution of \(\mathbb{Z}\) defined by \(w \mapsto 2n-2-w\), see 1.2 below.

By [Ste77, Theorem 5.7] (see also [JKSY23, 1.5]) and using [Sa88a], we have the equalities

\[
\text{Sp}_f(t) := \sum_{i=1}^{\mu_f} t^{\alpha_i} = \sum_{\emptyset \leq \sigma \leq \Gamma_f} (-1)^{n-d(\sigma)} (1-t)^{k(\sigma)-d(\sigma)} \hat{q}_\sigma(t) \\
= \sum_{\emptyset \leq \sigma \leq \Gamma_f} r_\sigma(t) q_\sigma(t) \quad \text{with} \\
r_\sigma(t) := \sum_{\emptyset \leq \tau \leq \Gamma_f} (-1)^{n-k(\tau)} (t-1)^{k(\tau)-d(\tau)}.
\]

The summations \(\sum_{\emptyset \leq \sigma \leq \Gamma_f}\) in (4) are taken over any faces of \(\Gamma_f\) including \(\emptyset\). We call \(r_\sigma(t)\) the combinatorial polynomial. The assertion (4) holds without assuming \(f\) is simplicial. It was originally proved in the \(f\) convenient case. However, it holds also in the non-convenient simplicial case by (3) assuming \(f\) has an isolated singularity. Observe the striking similarity between the right-hand sides of (2) and (4), although these come from totally different methods.

Using Theorem 1, we can prove a modified Steenbrink conjecture (see [Ste77]) as follows.

**Theorem 2.** Assume \(f\) is Newton non-degenerate, simplicial, and has an isolated singularity at the origin. Then the generating function of the spectral pairs, which is called the weighted spectrum, is given by

\[
\text{wSp}_f(t, u) := \sum_{i=1}^{\mu_f} t^{\alpha_i} u^{w_i} = \sum_{\emptyset \leq \sigma \leq \Gamma_f} r_\sigma(tu^2) u^{d_\sigma} q_\sigma(t),
\]

where \(\sigma\) runs over any faces of \(\Gamma_f\) including \(\emptyset\) with \(d_\emptyset := -1\).

We have the symmetry of combinatorial polynomials \(r_\sigma(t)\) in the convenient simplicial case, see [JKSY23, Theorem A]. This is compatible with the symmetry of spectral pairs for the weight filtration (1.2.5). In the proof of Theorem 2, it is better to adopt the definition of spectrum like Hodge spectrum in Corollary 1 (using the symmetry of spectral numbers in the isolated singularity case), see 1.2 below. In the non-simplicial case, it does not seem easy to determine the equivariant Euler characteristic Hodge numbers of the vanishing cohomology of \(f\) (where equivariant means that the Hodge numbers are given for each monodromy eigenvalue). It is unclear whether there is really an algorithm to determine them except for the case where all the compact faces of the Newton polytope are prime, that is, its dual fan is simplicial. Some arguments in papers quoted by [Sta17] as relevant results may work only in the prime case, see also Remark A.2b below.
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In Section 1 we recall basics of spectrum and spectral pairs. In Section 2 we review some toric geometry, and prove the main theorems. In Appendix we show the descent theorem for motivic nearby fibers.

**Convention.** For a subset \(\gamma \subset \mathbb{R}^n\), we denote respectively by \(A(\gamma)\), \(V(\gamma)\) the smallest affine and vector subspaces containing \(\gamma\) in this paper. (This is different from [JKSY22], [JKSY23], where \(A_\gamma, V_\gamma\) are used respectively. In this paper \(A_\gamma\) means a \(\mathbb{C}\)-algebra when \(\gamma = \sigma_\gamma\).)

We denote by \(\delta_\gamma\) the largest non-negative integer \(d\) such that \(d\nu \in A(\gamma)\) for some \(\nu \in \mathbb{Z}^n\). This is compatible with a definition after (1). We can also define \(\delta_\gamma\) using a linear function \(\ell_\gamma\) on \(V(\gamma)\) as in (1) when \(0 \notin A(\gamma)\). Note that \(\delta_\gamma = 0\) if and only if \(0 \in A(\gamma)\).
1. Spectrum and spectral pairs

1.1. Spectrum

In this section, we recall basics of spectrum and spectral pairs.

1.1. Spectrum. Let $f : (\mathbb{C}^n, 0) \to (\mathbb{C}, 0)$ be a holomorphic function. We denote the Milnor fiber of $f$ by $F_f$. We have the canonical mixed Hodge structure on the vanishing cohomology $\tilde{H}^j(F_f, \mathbb{Q})$ (using for instance mixed Hodge modules [Sa 90]), where $\tilde{H}$ denotes the reduced cohomology. Let $F, W$ be the Hodge and weight filtrations. Let $T = T_s T_u$ be the Jordan decomposition of the monodromy $T$. Note that this $T$ is the inverse of the Milnor monodromy. This is closely related to some confusion in the definition of spectrum in [Ste 77], see for instance [DiSa 14]. Set

$$\tilde{H}^j(F_f, \mathbb{C})\lambda := \text{Ker}(T_s - \lambda) \subset \tilde{H}^j(F_f, \mathbb{C}).$$

We define the Hodge spectrum $\text{Sp}_f(t) = \sum_{\alpha \in \mathbb{Q}} m'_{f, \alpha} t^\alpha$ by

$$m'_{f, \alpha} = \sum_{j=0}^{n-1} (-1)^{n-1-j} \dim_{\mathbb{C}} \text{Gr}^p_F \tilde{H}^j(F_f, \mathbb{C})_{\lambda}$$

with $p = [\alpha], \lambda = \exp(2\pi \sqrt{-1} \alpha)$,

see [Sa 91], [DeLo 01], etc. This is essentially the dual of the Steenbrink spectrum $\text{Sp}_f(1/t)$, that is,

$$\text{Sp}_f(t) = t^n \text{Sp}_f(1/t).$$

Indeed, the conditions $p = [\alpha], \lambda = e^{2\pi \sqrt{-1} \alpha}$ are replaced respectively with $p = [n - \alpha]$ and $\lambda = e^{-2\pi \sqrt{-1} \alpha}$ in the usual definition of spectrum, see for instance [BuSa 05], [BuSa 10], [DiSa 14], [JKSY 22], etc. Note that the Steenbrink spectrum in [Ste 89] is shifted by $-1$ so that the spectral numbers (that is, the $\alpha$ with $m'_{f, \alpha} \neq 0$) are contained in $(1, n-1)$ instead of $(0, n)$.

1.2. Spectral pairs. In the isolated singularity case ($n \geq 2$), we define the spectral pairs $(\alpha_i, w_i) (i \in [1, \mu_f])$ in this paper as follows (see also [Ste 77], [Sa 91, 2.1-2], [JKSY 23]):

$$\# \{i \mid (\alpha_i, w_i) = (\alpha, w)\} = \dim \text{Gr}^p_F \text{Gr}^W_{w+\delta_{\lambda,1}} H^{n-1}(F_f, \mathbb{C})_{\lambda}$$

with $p = [\alpha], \lambda = \exp(2\pi \sqrt{-1} \alpha)$,

where $\mu_f$ is the Milnor number (and $\delta_{\lambda,1} = 1$ if $\lambda = 1$, and 0 otherwise). This definition of the $\alpha_i$ is different from the usual one as is explained after (1.1.1). However, it does not...
cause a problem because of the symmetry explained just below. The numbers $\alpha_i \in \mathbb{Q}$ and $w_i \in \mathbb{N}$ are respectively called the spectral numbers and the modified weights. The generating polynomial of the spectral pairs is called the weighted spectral, and is denoted by $W\text{Sp}_f(t,u)$, that is,

$$W\text{Sp}_f(t,u) = \sum_{i=1}^{\mu_f} t^{\alpha_i} u^{w_i}.$$ 

There are equalities

(1.2.2) \[ \text{Sp}_f(t) = \sum_{i=1}^{\mu_f} t^{\alpha_i} = W\text{Sp}(t,1). \]

Here we use the self-duality (or symmetry)

(1.2.3) \[ \text{Sp}_f(t) = \text{Sp}_f(t^{-1})t^n, \quad \text{that is,} \quad \alpha_i = \alpha_j \ (i+j = \mu_f+1), \]

which follows from the Hodge symmetry of the graded pieces of the vanishing cohomology $\text{Gr}_n^W H^{n-1}(F_f, \mathbb{C})$ together with the monodromical property of the weight filtration $W$ as in (1.2.4) below (using also the assertion that $T_s$ is defined over $\mathbb{R}$).

**Remark 1.2a.** The above definition of spectral pairs coincides essentially with the one in [Ste 77], and is different from the one in [SSS 91] as is explained before (4) in the introduction. The generating polynomial for the spectral pairs in the sense of loc. cit. is given by

$$W\text{Sp}_f(t, u^{-1})t^{-1}u^{2n-2}.$$ 

In the case $f = x^p + y^p + z^p + xyz \ (p > 3)$, for instance, the generating polynomials are respectively given by

$$tu + t^2u^2 + 3\sum_{k=1}^{p-1} t^{k/p+1}u^2,$$

$$u^2 + tu + 3\sum_{k=1}^{p-1} t^{k/p}u^2.$$ 

**Remark 1.2b.** We have the decomposition by unipotent and non-unipotent monodromy part of the vanishing cohomology:

$$H^{n-1}(F_f, \mathbb{C}) = H^{n-1}(F_f, \mathbb{C})_1 \oplus H^{n-1}(F_f, \mathbb{C})_{\neq 1},$$

where the last term is defined by

$$H^{n-1}(F_f, \mathbb{C})_{\neq 1} := \bigoplus_{\lambda \neq 1} H^{n-1}(F_f, \mathbb{C})_\lambda.$$ 

The weight filtration $W$ on $H^{n-1}(F_f, \mathbb{C})_{\neq 1}$ and $H^{n-1}(F_f, \mathbb{C})_1$ coincides with the monodromy filtration shifted respectively by $n-1$ and $n$, that is,

(1.2.4) \[ N^j : \text{Gr}_{n-1+j}^W H^{n-1}(F_f, \mathbb{C})_{\neq 1} \xrightarrow{\sim} \text{Gr}_{n-1-j}^W H^{n-1}(F_f, \mathbb{C})_{\neq 1} \ (j \in \mathbb{N}), \]

\[ N^j : \text{Gr}_{n+j}^W H^{n-1}(F_f, \mathbb{C})_1 \xrightarrow{\sim} \text{Gr}_{n-j}^W H^{n-1}(F_f, \mathbb{C})_1 \ (j \in \mathbb{N}), \]

where $N = \log T_u$. The proof of (1.2.4) is highly non-trivial, and some argument as in [Sa 88b, 4.2.2] must be needed, since the weight filtration $W$ is not defined as a shifted monodromy filtration in [Ste 77] and the passage from the $E_1$-term to the $E_2$-term is quite non-trivial.

**Remark 1.2c.** The spectral pairs $(\alpha_i, w_i)$ of $f$ are equivalent to the weight decomposition

$$\text{Sp}_f(t) = \sum_{w=0}^{2n-2} \text{Sp}_f(t)_w \quad \text{with} \quad \text{Sp}_f(t)_w = \sum_{w_i=w} t^{\alpha_i}.$$ 

From (1.2.4) we can deduce the symmetry of the weight decomposition

(1.2.5) \[ t^j \text{Sp}_f(t)_{(n-1-j)} = \text{Sp}_f(t)_{(n-1+j)} \ (j \in \mathbb{N}). \]

**1.3. Newton non-degenerate case.** We denote by $\Gamma_+(f)$ the Newton polytope of $f$. This is the convex hull of the union of $\nu + \mathbb{R}_{\geq 0}^n$ for $\nu \in \text{Supp}(x) f$ with

(1.3.1) \[ \text{Supp}(x) f := \{ \nu \in \mathbb{N}^n \mid a_\nu \neq 0 \} \quad \text{for} \quad f = \sum_\nu a_\nu x^\nu \in \mathbb{C}[x], \]

where $x_1, \ldots, x_n$ are the coordinates of $\mathbb{C}^n$. 
We say that $f$ is (Newton) non-degenerate, or more precisely, $f$ has non-degenerate Newton boundary, if we have for any compact face $\sigma \subset \Gamma_+(f)$

\[(1.3.2) \quad \bigcap_{i=1}^n \{ x_i \partial x_i, f_\sigma = 0 \} \cap (C^*)^n = \emptyset,\]

where $f_\sigma := \bigoplus_{\nu \in \sigma} a_{\nu} x^\nu$ with $a_{\nu}$ as in (1.3.1), see [Ko], [Ste 89], etc.

Assume now $f$ is non-degenerate and moreover convenient (that is, $\Gamma_+(f)$ intersects every coordinate axis of $\mathbb{R}^n$). These conditions imply that $f$ has an isolated singularity at 0, see [Ko]. For $h \in \mathbb{C} \{x\}$, set

\[(1.3.3) \quad v_f(h) := \max \{ r \in \mathbb{R} \mid 1 + \text{Supp}_x(h) \subset r \Gamma_+(f) \},\]

with $1 := (1, \ldots, 1)$. The minimal spectral number $\alpha_1$ coincides with $v_f(1)$. More generally, the $V$-filtration on $\mathbb{C} \{x\}/(\partial f)$ induced from the Brieskorn lattice (see for instance [ScSt 85]) coincides with the one induced from the Newton filtration $V_N^*$ on $\mathbb{C} \{x\}$ defined by

\[(1.3.4) \quad V_N^* \mathbb{C} \{x\} := \{ h \in \mathbb{C} \{x\} \mid v_f(h) \geq \alpha \} \quad (\alpha \in \mathbb{Q}),\]

see [Sa 88a]. We get for $\alpha \in \mathbb{Q}$

\[(1.3.5) \quad \# \{ i \in [1, \mu_f] \mid \alpha_i = \alpha \} = \dim_\mathbb{C} \text{Gr}^\alpha \{ (\mathbb{C} \{x\} / (\partial f)) \},\]

where $(\partial f) \subset \mathbb{C} \{x\}$ denotes the Jacobian ideal.

We define $v'_f, V'_N$ in the same way as in (1.3.3–4) except that $1+$ is omitted in (1.3.3). We have $v_f(h) = v'_f(x^1 h)$ with $x^1 = x_1 \cdots x_n$.

1.4. Steenbrink formula for spectrum. Let $f$ be a holomorphic function with convenient non-degenerate Newton boundary (in particular, $f$ has an isolated singularity at 0), see 1.3. We do not assume $f$ is simplicial as in the introduction. We have the graded $\mathbb{C}$-algebra

\[A_\Gamma := \text{Gr}^{\bullet} Q_\Gamma \mathbb{C} \{x\}.\]

Let $\Gamma_f$ be the union of compact faces of $\Gamma_+(f)$. For $\sigma \subseteq \Gamma_f$, let $A_\sigma$ be the graded subalgebra of $A_\Gamma$ generated by the classes of monomials $[x^\nu]$ with $\nu$ contained in the cone $C(\sigma)$ of $\sigma$ in $\mathbb{R}^n$. Let $p_\sigma(t)$ be the Hilbert-Poincaré series of the graded vector space $A_\sigma$ (which is a fractional power series). Set

\[(1.4.1) \quad \hat{q}_\sigma(t) := (1 - t)^{d(\sigma)} p_\sigma(t) \quad \text{with} \quad d(\sigma) := \dim C(\sigma),\]

\[q_\sigma(t) := \sum_{\emptyset \leq \tau \leq \sigma} (-1)^{d(\sigma) - d(\tau)} \hat{q}_\tau(t),\]

with summation taken over any faces $\tau$ of $\sigma$ including $\sigma$ and $\emptyset$. Here $C(\emptyset) = \{ 0 \}$ and $\hat{q}_\emptyset(t) = q_\emptyset(t) = 1$. We have $d(\emptyset) = d_\sigma + 1$ (even if $\sigma = \emptyset$). Note that $q_\sigma(t)$ is a fractional power polynomial, see [Ko], [Ste 89]. It is known (loc. cit.) that

\[(1.4.2) \quad q_\sigma(t) = \sum_{\emptyset \leq \tau \leq \sigma} q_\tau(t).\]

(Note that (1.4.2) is trivial in the simplicial case.) This definition of $q_\sigma$ is compatible with the one in the introduction when $f$ is simplicial. Set as in the introduction

\[k(\sigma) = \min \{|I| \mid C(\sigma) \subseteq \mathbb{R}^I\} \quad \text{with} \quad \mathbb{R}^I := \bigcap_{i \notin I} \{ x_i = 0 \}.\]

Consider the graded $A_\Gamma$-modules

\[B_\Gamma := \text{Gr}^{\bullet} Q_\Gamma (\mathbb{C} \{x\}/(\partial f)),\]

\[B^*_\Gamma := \text{Gr}^{\bullet} Q_\Gamma (\mathbb{C} \{x\}/(x_1 f_1, \ldots, x_n f_n)),\]

where $f_i := \partial x_i f$. The Poincaré polynomial of $B_\Gamma$ can be described as

\[(1.4.3) \quad p_{B_\Gamma}(t) = \sum_{\emptyset \leq \sigma \leq \Gamma_f} (-1)^{n-d(\sigma)} (1-t)^{k(\sigma)-d(\sigma)} q_\sigma(t),\]

where the summation is taken over any faces of $\Gamma_f$ including $\emptyset$, see [Ste 89, Theorem 5.7] and also [JKSY 23, 1.5]. Note that $V_N$ (and not $V'_N$) is used in the definition of $B_\Gamma$. By (1.3.5), we can get the spectrum from (1.4.3). Here it is not necessary to assume $f$ is simplicial.
Remark 1.4a. In the non-simplicial case, there is a counter-example to a conjecture of Steenbrink on the spectral pairs of Newton non-degenerate functions. For instance, if

\[ f = x^2 + y^2 + xz + yz + z^4, \]

then we have

\[ q_{\sigma_1} = t + t^{3/2}, \quad \text{although} \quad \text{Sp}_f(t) = t^{3/2}, \]

where \( \sigma_1 \) is the unique non-simplicial 2-dimensional face of \( \Gamma_{+}(f) \), see [Da 79]. More precisely, the other \( q_{\sigma}(t) \) vanish except for \( q_{\emptyset}(t) = 1 \), and the combinatorial polynomials \( r_{\sigma}(t) \) in (4) for these are given by \( r_{\sigma_1}(t) = 1 \), \( r_{\emptyset}(t) = -t \). This implies that the modified version of Steenbrink conjecture as in Theorem 2 does not hold in the non-simplicial case.

Remark 1.4b. As a corollary of Theorem 2, the assertion (4) in the introduction holds also in the non-convenient case if \( f \) is simplicial, and has an isolated singularity at 0. For an example of a non-convenient function, we may consider for instance

\[ f = x^a y^b z + xz^c \quad (a, b, c \in \mathbb{Z}_{>0}). \]

The intersection of the dual cone \( \Sigma \) with the surface defined by \( \sum_{i=1}^{3} v_i = 1 \) in \( \mathbb{R}^3 \) is given by

\[ \text{It does not seem necessarily easy to prove the above assertion without using Theorem 2 by reducing to the convenient case (adding certain monomials to \( f \) and applying [JKSY 22, Proposition A.2] together with the finite determinacy of holomorphic functions with isolated singularities). For instance, we might have to show that the combinatorial polynomials \( r_{\sigma}(t) \) do not change by passing from \( f \) to \( f + \sum_i x_i^a \) for \( a_i \gg 0 \) in the case \( q_{\sigma}(t) \neq 0 \). However, the combinatorics of non-convenient Newton polytopes can be rather complicated if \( n \geq 4 \).

One may consider for instance the following example with \( n = 4 \):

\[ f = x^3 y + y^3 + x^2 z + z^3 + zw^3. \]

This has an isolated singularity with Milnor number 37 according to Singular [DGPS 19], and seems to be simplicial. Let \( \sigma_1 \) be the convex hull of \((3, 1, 0, 0)\) and \((0, 3, 0, 0)\). We have \( q_{\sigma_1}(t) \neq 0 \), and hence would have to calculate the combinatorial polynomial \( r_{\sigma_1}(t) \) for \( f \) and also for \( g := f + x^a + y^b \) \((a, b \gg 0)\). Let \( v^{(i)} \in \mathbb{N}^3 \) be the lattice point corresponding to the \( i \)th monomial appearing in \( g \) \((i \in [1, 7])\). We would have to determine which subset of \( \{v^{(i)}\}_{i \in [3, 7]} \) gives the set of vertices of some face of \( \Gamma_g \) by taking the union with \( \{v^{(1)}, v^{(2)}\} \). These seem to be \( \{3, 5\}, \{5, 7\}, \{3\}, \{7\}, \emptyset \), if the calculation is correct, where \( v^{(i)} \) is simply denoted by \( i \). Notice that there is a partition into two groups depending on whether \( v^{(5)} \) is contained or not, and there is moreover a one-to-one corresponding between the two groups by adding \( v^{(5)} \). This may be related closely to the invariance of combinatorial polynomials. Note also that, in the isolated singularity case, for each \( i \in [1, n] \), there is \( j \in [1, n] \) such that the coefficient of \( x_i^a x_j \) in the Taylor expansion of \( f \) does not vanish for some \( a_i > 0 \) in general.

2. Relation to the toric geometry

In this section we review some toric geometry, and prove the main theorems.

2.1. Toric varieties. Let \( f : (\mathbb{C}^n, 0) \to (\mathbb{C}, 0) \) be a Newton non-degenerate holomorphic function with \( \Gamma_{+}(f) \) the Newton polytope. We have the dual fan \( \Sigma \) in \((\mathbb{R}_{>0})^n\), see for instance [Va 76, 9.1] (and Remark 2.1a below). Let \( \Xi \) be a smooth subdivision of \( \Sigma \), see [Da 78, 8.2],
[Od 88], [KKMS 73]. Here smooth means that any cone $\xi \in \Xi$ is simplicial and moreover the semi-group $\mathbb{Z}^n \cap \xi \setminus \{0\}$ is freely generated by the primitive elements in the 1-dimensional faces of $\xi$ so that $\mathbb{C}[\mathbb{Z}^n \cap \xi]$ is isomorphic to a polynomial ring. We have the toric varieties $\mathcal{X}$, $\mathcal{Y}$ associated to $\Sigma$, $\Xi$ respectively and also the proper morphisms

$$
\mathcal{Y} \xrightarrow{\rho} \mathcal{X} \xrightarrow{\pi} X := \mathbb{C}^n,
$$

inducing isomorphisms over $X^* := (\mathbb{C}^*)^n$, where $X$ corresponds to the fan consisting of $(\mathbb{R}_{>0})^n$ and its faces. Note that the dual fan $\Sigma$ of $\Gamma_+(f)$ contains every coordinate axis of $\mathbb{R}_{>0}^n$. For any $(n-1)$-dimensional compact face $\sigma < \Gamma_+(f)$, the corresponding 1-dimensional cone $\eta_\sigma$ is contained in $\mathbb{R}_{>0}^n \cup \{0\}$ by the positivity of the coefficients of a linear function defining $\sigma$. This implies that $\pi$ induces an isomorphism over $X \setminus \{0\}$ if $f$ is convenient.

In this paper we use the associated analytic spaces rather than algebraic varieties, since we have to deal with local systems defined on Zariski-open subsets of them. Let $U_0 \subset X$ be a sufficiently small open neighborhood of $0 \in X$ on which $f$ is defined. Set

$$
X_0 := U_0 \cap f^{-1}(0), \quad X(1) := \{x_1 \cdots x_n = 0\} \subset X,
$$

$$
\mathcal{X}_0 := \pi^{-1}(X_0), \quad \mathcal{X}(1) := \pi^{-1}(X(1)) \subset \mathcal{X},
$$

$$
\mathcal{Y}_0 := \rho^{-1}(X_0), \quad \mathcal{Y}(1) := \rho^{-1}(X(1)) \subset \mathcal{Y}.
$$

There are natural isomorphisms

$$
\mathcal{Y} \setminus \mathcal{Y}(1) \xrightarrow{\sim} \mathcal{X} \setminus \mathcal{X}(1) \xrightarrow{\sim} X \setminus X(1) = X^* := (\mathbb{C}^*)^n.
$$

Note that $\mathcal{Y}$ is smooth, and $\mathcal{Y}(1) \subset \mathcal{Y}$ is a divisor with normal crossings (since $\Xi$ is a smooth subdivision of $\Sigma$). Moreover $\mathcal{Y}_0 \subset \rho^{-1}\pi^{-1}(U_0)$ is also a divisor with normal crossings (shrinking $U_0$ if necessary). Indeed, the intersection of the proper transform of $f^{-1}(0)$ with any positive-dimensional stratum $\mathcal{Y}_\xi$ of $\mathcal{Y}(1)$ (which is a torus action orbit) is a smooth divisor on $\mathcal{Y}_\xi$, using the condition that $f$ is non-degenerate. Here the intersection is scheme-theoretic, since it is defined by restricting a local defining function $h$ in an ambient space so that its restriction to $\mathcal{Y}_\xi$ coincides (up to multiplication by a nowhere vanishing function) with the pull-back of $f_\sigma$ for $\sigma \leq \Gamma_f$ such that $\rho(\mathcal{Y}_\xi) = \mathcal{X}_\sigma$ in the notation explained just below (and $dh$ does not vanish after the restriction).

Put

$$
\mathcal{X}_0^{\text{ex}} := \pi^{-1}(0) \subset \mathcal{X}_0, \quad \mathcal{Y}_0^{\text{ex}} := \rho^{-1}(\mathcal{X}_0^{\text{ex}}) \subset \mathcal{Y}_0.
$$

Let $\mathcal{X}_0^{\text{pr}} \subset \mathcal{X}_0$ be the proper transform of $X_0$ so that $\mathcal{X}_0 = \mathcal{X}_0^{\text{ex}} \cup \mathcal{X}_0^{\text{pr}}$. By the definitions of the dual fan of $\Gamma_+(f)$ and the associated toric varieties, there are stratifications

$$
\mathcal{X}(1) = \bigcup_{\sigma < \Gamma_+(f)} \mathcal{X}_\sigma, \quad \mathcal{X}_0^{\text{ex}} = \bigcup_{\sigma \in \Gamma_f} \mathcal{X}_\sigma,
$$

$$
\mathcal{Y}(1) = \bigcup_{\xi \in \Xi} \mathcal{Y}_\xi, \quad \mathcal{Y}_0^{\text{ex}} = \bigcup_{\xi \in \Xi'} \mathcal{Y}_\xi,
$$

where $\Xi' \subset \Xi$ consists of cones which are not contained in any coordinate hyperplane of $\mathbb{R}^n$, see also Remark 2.1b below. Note that the above stratification of the exceptional divisor $\mathcal{X}_0^{\text{ex}} = \pi^{-1}(0)$ is strictly finer than the usual one used for the construction of motivic nearby fibers in [DeLo 01, 3.3] (for instance, if $f = \sum_{i=1}^n x_i^d$ ($d \geq 2$), we have $\pi^{-1}(0) = \mathbb{P}^{n-1}$, which is smooth). The numbers $k(\sigma)$ in Theorem 1 is closely related to this difference. Note that the number of irreducible components of $\mathcal{Y}_0$ passing through a point of $\mathcal{Y}_\xi$ is $d_\xi - k_\xi$.

The stratifications of $\mathcal{X}(1)$, $\mathcal{X}_0^{\text{ex}}$ can be indexed also by $\Sigma$, $\Sigma'$ respectively, where $\mathcal{X}_\sigma = \mathcal{X}_{\eta_\sigma}$ in the notation of Remark 2.1a below (and $\Sigma' \subset \Sigma$ is defined in the same way as $\Xi' \subset \Xi$). Note that $\mathcal{X}_\sigma \cong (\mathbb{C}^*)^{d_\sigma}$, $\mathcal{Y}_\xi \cong (\mathbb{C}^*)^{n-d_\xi}$ for $\sigma < \Gamma_+(f)$, $\xi \in \Xi$, and they are orbits of the natural torus actions on $\mathcal{X}$, $\mathcal{Y}$, see Remarks 2.1a–c below. We have $\sigma \geq \tau$ (or equivalently $\eta_\sigma \leq \eta_\tau$) if and only if the closure $\overline{\mathcal{X}}_\sigma$ contains $\mathcal{X}_\tau$ (and similarly for $\mathcal{Y}_\xi$).
Remark 2.1a. For \( v \in \mathbb{R}_{\geq 0}^n \), set
\[
\Gamma_+(f)_v := \{ u \in \Gamma_+(f) \mid \langle v, u \rangle = \min \langle v, \Gamma_+(f) \rangle \}
\]
where \( \langle v, u \rangle \) denotes the natural pairing of \( v, u \in \mathbb{R}^n \). Then \( \Gamma_+(f)_v \) is a face of \( \Gamma_+(f) \). For a face \( \sigma \leq \Gamma_+(f) \), set
\[
\eta_\sigma := \{ v \in \mathbb{R}_{\geq 0}^n \mid \Gamma_+(f)_v \supset \sigma \} \subset \mathbb{R}_{\geq 0}^n.
\]
This defines the dual fan \( \Sigma \) to \( \Gamma_+(f) \), see for instance [Va 76, 9.1]. (It is also called the normal fan, where min is replaced by max usually; so the dual cones have opposite directions.)

By this construction, each \((n-1)\)-dimensional (not necessarily compact) face \( \sigma \) of \( \Gamma_+(f) \) corresponds to a 1-dimensional dual cone \( \eta_\sigma \in \Sigma \), and then to the closure \( \overline{\mathcal{X}}_\sigma \) of \( \mathcal{X}_\sigma \) in \( \mathcal{X} \), which is the divisor corresponding to \( \eta_\sigma \).

For a (not necessarily compact) face \( \sigma < \Gamma_+(f) \), let \( \tau_1, \ldots, \tau_m \) be the \((n-1)\)-dimensional faces of \( \Gamma_+(f) \) containing \( \sigma \) with \( \eta_{\tau_i} \in \Sigma \) the 1-dimensional dual cone to \( \tau_i \) \((i \in [1, m])\), where \( m \geq n - \dim \sigma \). Then \( \sigma \) corresponds to the cone \( \eta_\sigma \in \Sigma \) spanned by \( \eta_{\tau_1}, \ldots, \eta_{\tau_m} \), and then to the intersection \( \overline{\mathcal{X}}_{\tau_1} \cap \cdots \cap \overline{\mathcal{X}}_{\tau_m} \) in \( \mathcal{X} \).

The latter assertion means that the combinatorial data of the set of intersections of divisors \( \overline{\mathcal{X}}_\sigma \) with \( d_\sigma = n-1 \) are the same as those of the set of (not necessarily compact) faces of \( \Gamma_+(f) \). Here the intersection \( \overline{\mathcal{X}}_{\tau_1} \cap \cdots \cap \overline{\mathcal{X}}_{\tau_m} \) with \( d_{\tau_i} = n-1 \) is non-compact if and only if \( \sigma = \bigcap_i \tau_i \) is a non-compact face of \( \Gamma_+(f) \), or equivalently, all the \( \eta_{\tau_i} \) is contained in one coordinate hyperplane of \( \mathbb{R}^n \) (since \( \eta_\sigma \) does not intersect \( \mathbb{R}_{\geq 0}^n \), and is spanned by the \( \eta_{\tau_i} \)).

Remark 2.1b. For \( I \subset \{1, \ldots, n\} \), set
\[
\overline{\mathcal{X}}_I := \bigcap_{i \in I} \{ x_i = 0 \} \subset X, \\
X_I := \overline{\mathcal{X}}_I \setminus \bigcup_{i \in \sigma \setminus I} \overline{\mathcal{X}}_{i \cup \{i\}}, \\
\gamma_I := \begin{cases} 0 & \text{if } U_0 \cap X_I \subset f^{-1}(0), \\ 1 & \text{otherwise.} \end{cases}
\]

The \( X_I \) are the strata of the natural stratification of \( X = \mathbb{C}^n \), which is compatible with the morphism of toric varieties \( \pi : \mathcal{X} \rightarrow X \). If there is a face \( \sigma < \Gamma_+(f) \) such that \( \pi(\mathcal{X}_\sigma) = X_I \) and \( d_\sigma > d_I \), then we have \( \gamma_I = 0 \), where \( d_I := n - |I| \). This is verified inductively using the projections as in [JKSY 22, A.1.4–5]. Note that the first condition \( \pi(\mathcal{X}_\sigma) = X_I \) is equivalent to that \( I \subset \{1, \ldots, n\} \) is the maximal subset such that
\[
\eta_\sigma \subset \mathbb{R}_{>0,I} := \bigcap_{i \in I} \{ v_i = 0 \} \subset \mathbb{R}_{>0}^n,
\]
which is denoted by \( I_\sigma \). (This is similar to the assertion for \( \rho \) at the end of Remark 2.1d below.) We have
\[
k(\sigma) = n - |I_\sigma \setminus J_f|, \\
I_\tau = 1 \quad \text{if} \quad I_\tau = 1, \quad \sigma < \tau.
\]

Remark 2.1c. Let \( U_\sigma \subset \mathcal{X} \) be the affine open subset corresponding to \( \sigma < \Gamma_+(f) \), or equivalently to \( \eta_\sigma \in \Sigma \). We have
\[
U_\sigma = \text{Spec} \mathbb{C}[\mathbb{Z}^n \cap \eta_\sigma^\vee]^\text{an} = \bigcup_{\sigma \subset \tau \subset \Gamma_+(f)} \mathcal{X}_\tau, \\
\mathcal{X}_\sigma = \text{Spec} \mathbb{C}[\mathbb{Z}^n \cap \eta_\sigma^\perp]^\text{an},
\]
(whose \( \text{Spec} \mathcal{A}^\text{an} \) is the analytic space associated to \( \text{Spec} \mathcal{A} \)) with
\[
\eta_\sigma^\vee := \{ u \in \mathbb{R}^n \mid \langle v, u \rangle \geq 0 \ (\forall \ v \in \eta_\sigma) \}, \\
\eta_\sigma^\perp := \{ u \in \mathbb{R}^n \mid \langle v, u \rangle = 0 \ (\forall \ v \in \eta_\sigma) \}.
\]
We have \( \eta_\sigma^\vee = \bigcap_i \eta_{\tau_i}^\vee \) with \( \eta_{\tau_i} \) as in Remark 2.1a, and
\[
U_\sigma \supset \mathcal{X}_{\sigma_0} := X^* \cong (\mathbb{C}^*)^n \quad \text{with} \quad \sigma_0 := \Gamma_+(f).
\]
Notice that \(\mathbb{C}[Z^n \cap \eta^\perp]\) is a subquotient of \(\mathbb{C}[Z^n]\) by the injective and surjective morphisms
\[
\mathbb{C}[Z^n] \hookrightarrow \mathbb{C}[Z^n \cap \eta^\perp] \twoheadrightarrow \mathbb{C}[Z^n \cap \eta^\perp],
\]
corresponding to the open and closed immersions of analytic spaces
\[
(C^*)^n \hookrightarrow U_\sigma \twoheadrightarrow X_\sigma.
\]

**Remark 2.1d.** Let \(V_\xi \subset Y\) be the affine open subset corresponding to \(\xi \in \Xi\). We have
\[
(1.3) \quad \begin{align*}
V_\xi &= \text{Spec} \mathbb{C}[Z^n \cap \xi^\vee]^{\text{an}} = \bigsqcup_{\xi' \leq \xi} \mathcal{Y}_{\xi'}, \\
\mathcal{Y}_\xi &= \text{Spec} \mathbb{C}[Z^n \cap \xi^\perp]^{\text{an}}
\end{align*}
\]

Together with the open and closed immersions
\[
(C^*)^n \hookrightarrow V_\xi \twoheadrightarrow \mathcal{Y}_\xi.
\]
The above disjoint union is taken over any \(\xi' \leq \xi\) including the case \(\xi' = \emptyset\) with \(\mathcal{Y}_\emptyset = (C^*)^n\).

Note that \(\rho_1\) induces the natural morphism \(V_\xi \to U_\eta\) if \(\xi \subset \eta\), or equivalently, if \(\xi^\vee \subset \eta^\vee\). The morphism \(\rho\) induces the smooth surjective morphism \(\mathcal{Y}_\xi \to \mathcal{X}_\eta\) (that is \(\rho(\mathcal{Y}_\xi) = \mathcal{X}_\eta\)) if and only if \(\eta \in \Sigma\) is the minimal dimensional cone containing \(\xi \in \Xi\) (which will be denoted by \(\eta_\xi\)). These morphisms are compatible with \((2.1.2–3)\).

**Remark 2.1e.** There are natural isomorphisms of analytic spaces:
\[
(2.1.4) \quad \mathcal{X}_0^{\text{ex}} = (\text{Proj} \ A_\Gamma)^{\text{an}}, \quad \mathcal{X}_\sigma = (\text{Proj} \ A_\sigma)^{\text{an}} \quad (\sigma \leq \Gamma_f),
\]
in the notation of 1.4, see [Ha 77] for Proj. It is easy to see the first isomorphism locally on the complement of the divisor on \((\text{Proj} \ A_\Gamma)^{\text{an}}\) defined by \(x^\nu\) for \(\sigma = \{\nu\} \subset C\Gamma_f\), since the latter is naturally isomorphic to the closed subvariety of \(U_\sigma\) in \((2.1.2)\) defined by the ideal generated by \(x^\nu\) with \(\nu \in \mathbb{Z}^n\) contained the interior of \(\eta_\sigma^\perp\). Note that for \([x^\nu],[x^\nu'] \in A_\Gamma\), we have
\[
[x^\nu] \cdot [x^\nu'] = 0 \quad \text{unless} \quad \nu, \nu' \in C(\tau) \quad \text{for some} \quad \tau \leq \Gamma_f.
\]

A similar argument shows the second isomorphism of \((2.1.4)\). (Note that \(A_\sigma\) is a quotient ring of \(A_\Gamma\), and \(\text{Proj} \ A_\sigma\) is an irreducible component of \(\text{Proj} \ A_\Gamma\) if \(d_\sigma = n-1\)). The latter implies that \(\mathcal{X}_\sigma \setminus \mathcal{X}_0^{\text{pr}}\) is an affine variety, since its complement \(\mathcal{X}_\sigma^{\text{pr}} := \mathcal{X}_\sigma \cap \mathcal{X}_0^{\text{pr}} \subset \mathcal{X}_\sigma\) is defined by \(f_\sigma \in A_\sigma\).

**Remark 2.1f.** The motivic nearby fiber defined as in A.2 below can be obtained up to multiplication by \((1-L)^{k(\sigma)-d(\sigma)}\) by restricting the following over \(\mathcal{X}_\sigma^{\text{pr}} \subset \mathcal{X}_0^{\text{ex}}\):
\[
(2.1.5) \quad \text{Spec} \frac{A_\Gamma}{A_\Gamma(f_{1\Gamma} - 1)}^{\text{an}} \quad \text{over} \quad \mathcal{X}_0^{\text{ex}}.
\]

Here we use the identification
\[
\text{Gr}_{V_\xi}^1 f \cong f_{1\Gamma}.
\]
Taking the base changes of \((2.1.5)\), we get
\[
(2.1.6) \quad \begin{align*}
\text{Spec} \frac{A_\sigma}{A_\sigma(f_{\sigma} - 1)}^{\text{an}} & \quad \text{over} \quad \mathcal{X}_\sigma, \\
\text{Spec} \frac{\hat{A}_\sigma}{\hat{A}_\sigma(f_{\sigma} - 1)}^{\text{an}} & \quad \text{over} \quad X_\sigma,
\end{align*}
\]
where \(\hat{A}_\sigma\) is the subring of \(\mathbb{C}[Z^n]\) generated by \(A_\sigma = \mathbb{C}[Z^n \cap C(\sigma)]\) and \(\mathbb{C}[Z^n \cap \eta^\perp]\) (with \(C(\sigma)\) the cone of \(\sigma\)). The last term of \((2.1.6)\) can be identified with \(\mathcal{X}_\sigma^{\text{pr}}\) defined in \((2.2.2)\) below, since \(\mathcal{X}_\sigma^{\text{pr}} \subset X_\sigma\) is defined by \(h_\sigma := f_{\sigma}/x^{\nu_\sigma'}\) with \(\nu_\sigma'\) explained just below, see also the beginning of Section 2.2 below.

Notice that \((\text{Spec} \hat{A}_\sigma)^{\text{an}}\) is a line bundle over \(X_\sigma\). We get a \(C^*\)-bundle if \(\hat{A}_\sigma\) is replaced by \(\mathbb{C}[Z^n \cap V(\sigma)]\) with \(V(\sigma) \subset \mathbb{R}^n\) the vector subspace spanned by \(\sigma\). Their trivializations are given by choosing a monomial \(x^{\nu_\sigma'}\) such that
\[
(2.1.7) \quad \nu_\sigma' := \delta_\sigma \nu_\sigma \in A(\sigma) = \sigma + \eta^\perp_\sigma.
\]
Recall that \( A(\sigma) \) is the smallest affine space containing \( \sigma \), see Convention at the end of the introduction. We can identify \( x^{\nu} \sigma \) with a coordinate of the line bundle, see also a remark after (2.2.2). This kind of argument seems to be needed to relate motivic nearby fibers of Denef and Loeser to certain constructions in some papers quoted by [Sta 17] as relevant results.

**Remark 2.1g.** For a holomorphic function \( g \) on a complex manifold \( Y \) with \( Y_0 := g^{-1}(0) \) a divisor with simple normal crossings, it is well known that there is a normal analytic space \( \mathcal{Y}_0 \) over \( Y_0 \) such that the motivic nearby fiber is given up to multiplication by a power of \( 1 - L \) by its restriction over each stratum of the stratification associated with the normal crossing divisor. This is obtained by taking the normalization of the base change of \( g : Y \to \mathbb{C} \) by a ramified covering \( \mathbb{C} \ni \tilde{t} \mapsto t = \tilde{t}^m \in \mathbb{C} \) for a sufficiently divisible positive integer \( m \) (more precisely, \( m \) is divisible by the multiplicity of any irreducible component of \( Y_0 \)), see, for instance, an argument before [Loo 02, Lemma 5.3] and also [Ste 77]. Note that \( \mathcal{Y}_0 \) is algebraic if \( Y, g \) are.

It does not seem trivial to show that the above motivic nearby fiber is isomorphic to the one constructed in 2.2 below (since the normalization is involved). At the level of nearby cycle sheaves, however, it is rather easy to show the isomorphism, since the universal covering of \( \mathbb{C}^* \) (used for the definition of nearby cycle sheaves) factors through the above finite morphism (restricted over \( \mathbb{C}^* \)). In our case, we can then verify the isomorphism at the level of finite unramified covering space over each \( \mathcal{X}_\sigma^0 \) by applying Remark 2.1h as well as Remarks 2.2a-b below (using also the faithfulness of the permutation representation of the symmetric group associated with a finite unramified covering). Note that \( T_\sigma \) can be identified with the action of a generator of the cyclic covering transformation group, and the local monodromy around a divisor at infinity is a power of it by Remark 2.2d below.

The variety in (2.1.5) may be normal. However, it is not defined over \( \mathcal{X}_\sigma^0 \cap \mathcal{X}_0^\pr \), and we need an argument as in Remark 2.2b below.

**Remark 2.1h.** Unramified finite covering spaces of smooth (or more generally, normal) complex algebraic varieties can be determined uniquely by their underlying topological (or equivalently, analytic) spaces. This means that any topological (or analytic) unramified finite covering space of a smooth complex variety has a unique structure as algebraic variety, see [GrRe 58], [Gr 71, XII, Cor. 5.2], [Ha 77, App. B, 3.2], etc. Here an unramified finite covering space of a smooth complex algebraic variety is a proper morphism with finite fibers.) The above assertion is sometimes called the generalized Riemann existence theorem.

### 2.2. Construction of nearby cycle sheaves.

For \( \sigma < \Gamma_+(f) \), set

\[
\mathcal{X}_\sigma^\pr := \mathcal{X}_\sigma \cap \mathcal{X}_0^\pr, \quad \mathcal{X}_\sigma^0 := \mathcal{X}_\sigma \setminus \mathcal{X}_\sigma^\pr,
\]

with \( i_\sigma : \mathcal{X}_\sigma^\pr \hookrightarrow \mathcal{X}_\sigma, j_\sigma : \mathcal{X}_\sigma^0 \hookrightarrow \mathcal{X}_\sigma \) the inclusions. Note that \( \mathcal{X}_\sigma^\pr \subset \mathcal{X}_\sigma \cong (\mathbb{C}^*)^{d_\sigma} \) is smooth for \( \sigma \leq \Gamma_f \), since it is defined essentially by \( f_\sigma \), more precisely, by \( h_\sigma := f_\sigma/x^{\nu_\sigma'} \) with \( \nu_\sigma' \) as in the end of Remark 2.1f.

We have the equality of Weil divisors on the normal variety \( \mathcal{X} \):

\[
\text{div } \pi^* f = \sum_{d_\tau = n-1} \delta_\tau \mathcal{X}_\tau + \mathcal{X}_0^\pr,
\]

with \( d_\tau := \dim \tau \). This follows from the definition of \( \delta_\tau \), see (1) in the introduction. We see that the first term of the right-hand side is locally principal (hence so is the last term), considering the pull-back of any functions \( g \) with \( \Gamma_+(g) \subset \Gamma_+(f) \) (see also [Da 78], [Od 88] for the general theory of equivariant invertible sheaves on toric varieties).
Replacing the last condition with $\Gamma_+(g) \subset \frac{1}{\delta_\sigma} \Gamma_+(f)$, we see that the restriction of
$$D_\sigma := \sum_{d_\tau = n-1, \tau \geq \sigma} (\delta_\tau / \delta_\sigma) \overline{\mathcal{X}}_\tau$$
to a Zariski-open neighborhood of $\mathcal{X}_\sigma$ is locally principal. Note that $\delta_\tau$ is divisible by $\delta_\sigma$ if $\tau \geq \sigma$. Consider the invertible sheaf $\mathcal{L}_\sigma$ on $\mathcal{X}_\sigma$ defined by
$$\mathcal{L}_\sigma := \mathcal{O}_{\mathcal{X}}(D_\sigma)|_{\mathcal{X}_\sigma}.$$ 
The equality of divisors (2.2.1) then gives an isomorphism of invertible sheaves on $\mathcal{X}_\sigma$:
$$\mathcal{L}_\sigma^{\otimes \delta_\sigma} \cong \mathcal{O}_{\mathcal{X}_\sigma}(-\mathcal{L}_\sigma^{pr}).$$
We thus get a cyclic covering $p_\sigma : \tilde{\mathcal{X}}_\sigma \to \mathcal{X}_\sigma$ defined by
$$\tilde{\mathcal{X}}_\sigma := \text{Spec} \mathcal{X}_\sigma \left( \bigoplus_{k=0}^{\delta_\lambda-1} \mathcal{L}_\sigma^{\otimes k} \right)^{an},$$
see also [Sa18, Appendix]. This is totally ramified along $\mathcal{X}_\sigma^{pr}$, and $\tilde{\mathcal{X}}_\sigma := p_\sigma^{-1}(\mathcal{X}_\sigma)$ is a finite unramified covering of $\mathcal{X}_\sigma$. Indeed, $\tilde{\mathcal{X}}_\sigma$ is defined by
$$z^{\delta_\sigma} = h_\sigma \quad \text{in} \quad \mathbb{C} \times \mathcal{X}_\sigma.$$ (2.2.2)
Here $z$ is the coordinate of $\mathbb{C}$, and $h_\sigma$ is a defining function of $\mathcal{X}_\sigma^{pr}$ in $\mathcal{X}_\sigma \cong (\mathbb{C}^*)^{\delta_\sigma}$ explained in the beginning of this section. This construction is essentially the same as motivic nearby fibers of Denef and Loeser (see [DeLo01, 3.3]) except that $z$ in (2.2.2) is replaced by $z^{-1}$. This replacement is reasonable when one defines the motivic nearby fibers as in Remark 2.1f, since $z^{-1}$ is essentially identified with $x'^{\sigma}$ in (2.1.7).

We define a $T_s$-action on $\tilde{\mathcal{X}}_\sigma$ over $\mathcal{X}_\sigma$ choosing a generator of the covering transformation group $\mathbb{Z}/\delta_\sigma \mathbb{Z}$, which acts on the above coordinate $z$ by the multiplication by $\exp(2\pi \sqrt{-1}/\delta_\sigma)$. We then get a $\mathbb{Q}$-local system of rank $\delta_\sigma$ on $\mathcal{X}_\sigma^{\circ}$:
$$L_\sigma := (p_\sigma)_* \mathbb{Q}_{\tilde{\mathcal{X}}_\sigma}|_{\mathcal{X}_\sigma^{\circ}},$$
which is endowed with an action of $T_s$ of order $\delta_\sigma$. This is viewed as a variation of Hodge structure of type $(0,0)$ on $\mathcal{X}_\sigma^{\circ}$.

Setting
$$L_{\sigma,\mathbb{C},\lambda} := \text{Ker}(T_s - \lambda) \subset L_{\sigma,\mathbb{C}} := \mathbb{C} \otimes_{\mathbb{Q}} L_\sigma,$$
we have the direct sum decomposition
$$L_{\sigma,\mathbb{C}} = \bigoplus_{\lambda \in \mu_{\delta_\sigma}} L_{\sigma,\mathbb{C},\lambda},$$ (2.2.3)
with rank $L_{\sigma,\mathbb{C},\lambda} = 1$ if $\lambda \in \mu_{\delta_\sigma}$ (and 0 otherwise). Here $\mu_m := \{ \lambda \in \mathbb{C} \mid \lambda^m = 1 \}$ ($m \geq 2$).

With $\mathbb{Q}$-coefficients, we have the decomposition
$$L_\sigma = L_{\sigma,1} \oplus L_{\sigma,\neq 1} \quad \text{with}$$
$$L_{\sigma,1} := \text{Ker}(T_s - \text{id}) = \mathbb{Q}_{\mathcal{X}_\sigma^{\circ}} \subset L_\sigma,$$ (2.2.4)
in a compatible way with the action of $T_s$ (since $p_\sigma$ is totally ramified along a smooth hypersurface $\mathcal{X}_\sigma^{pr} \subset \mathcal{X}_\sigma$).

**Remark 2.2a.** The local systems $L_{\sigma,\mathbb{C},\lambda}$ are uniquely determined by local monodromies around divisors at infinity of a smooth compactification of $\mathcal{X}_\sigma^{\circ}$ such that the complement of $\mathcal{X}_\sigma^{\circ}$ is a divisor with normal crossings. Indeed, if there are two local systems $L_1, L_2$ of rank 1 on $\mathcal{X}_\sigma^{\circ}$ with the same local monodromies at infinity, we can consider the tensor product $L_1 \otimes L_2$. This has trivial local monodromies at infinity, and can be extended to a local system on the smooth compactification. But it must be a trivial local system, since $\mathcal{X}_\sigma^{\circ}$ has a simply connected smooth partial compactification $\mathbb{C}^{\delta_\sigma}$.

**Remark 2.2b.** For $\sigma \leq \Gamma_f$, there are distinguished triangles
$$L_{\sigma} \to L_{\sigma} \to (j_\sigma)_* \mathcal{L}_\sigma \to (i_\sigma)_* i_\sigma^* L_{\sigma}^{-1} \to L_{\sigma}.$$ (2.2.5)
together with isomorphisms of \(\mathbb{Q}\)-local systems on \(\mathcal{X}^{pr}_{\sigma}\):

\[
(2.2.6) \quad i^{*}\sigma R^{k}(j_{\sigma})_{*}L_{\sigma} = i^{*}\sigma R^{k}(j_{\sigma})_{*}\mathbb{Q}\mathcal{X}^{pr}_{\delta} = \begin{cases} \mathbb{Q}\mathcal{X}^{pr}_{\delta} & (k = 0), \\ \mathbb{Q}\mathcal{X}^{pr}_{\delta}(-1) & (k = 1), \\ 0 & (k \neq 0, 1), \end{cases}
\]

since \(p_{\sigma}\) is totally ramified along a smooth hypersurface \(\mathcal{X}^{pr}_{\sigma} \subset \mathcal{X}_{\delta}\). These are needed to show the compatibility of (2) with a formulation using motivic nearby fibers in Theorem A.2 below. Theorem 1 is also compatible with [BuSa 10, 1.3] in the case of homogeneous polynomials with an isolated singularity at 0. These are closely related to [BuSa 05, Theorem 4.2].

We have no problems as above for the non-unipotent monodromy part \(L_{\sigma, \neq 1}\), since there are canonical isomorphisms

\[
(2.2.7) \quad (j_{\sigma})_{!}L_{\sigma, \neq 1} = (j_{\sigma})_{*}L_{\sigma, \neq 1} = R(j_{\sigma})_{*}L_{\sigma, \neq 1},
\]

and these give the intermediate direct image of \(L_{\sigma, \neq 1}\) in [BBD 82] (up to a shift of complex).

**Remark 2.2c.** For any local system \(L\) of rank 1 on a torus \(T\), we have

\[
H^{j}(T, L) = 0 \quad (\forall j \in \mathbb{Z}),
\]

if and only if \(L\) is not a trivial local system (that is, some local monodromies around a divisor at infinity is non-trivial). In the trivial case, we have in the Grothendieck group of mixed \(\mathbb{Q}\)-Hodge structures

\[
\chi_{c}(T, \mathbb{Q}) = (\theta - 1)^{\dim T}.
\]

**Remark 2.2d.** Let \(g\) be a function on a complex manifold \(Y_{1}\). Set \(f = gz^{m}\) on \(Y = Y_{1} \times \Delta\) with \(z\) the coordinate of \(\Delta\) and \(m \in \mathbb{Z}_{> 0}\). Then the monodromy around \(z = 0\) of the nearby cycle sheaves of \(f\) on \(Y_{1} \times \Delta^{*}\) is given by \(T^{-m}\) with \(T\) the monodromy of the nearby cycles (which is the inverse of the Milnor monodromy, see [DiSa 14]). This is compatible with a calculation of nearby cycles in the normal crossing case [Sa 90, 3.3.1] (comparing \(\nu\) and \(\nu' + \nu_{0}m\)).

**Remark 2.2e.** For \(\xi \in \Xi'\), let \(\xi_{i}\) be its 1-dimensional faces \((0 \in [1, d_{\xi}]\)). Let \(\sigma \leq \Gamma_{f}\) be the (unique) face such that its corresponding \(\eta_{\sigma} \in \Sigma'\) coincides with \(\eta_{\xi}\), that is, the minimal dimensional cone containing \(\xi\), see Remark 2.1d. Set

\[
\delta_{\sigma, \xi} := \delta_{\sigma, \xi, 0},
\]

and similarly for \(\delta_{\sigma, \xi_{i}}\), see Convention at the end of the introduction and (2.1.7). (Note that \(\sigma + \xi^{\perp} \supset \sigma + \eta_{\xi}^{\perp} = A(\sigma)\).) We then get the equality

\[
(2.2.8) \quad \delta_{\sigma, \xi} = \text{GCD}(\delta_{\sigma, \xi_{i}} \mid i \in [1, d_{\xi}]),
\]

since \(\mathcal{Y}_{0}^{\perp} \subset \mathcal{Y}\) is a divisor with normal crossings, and the multiplicity of the pull-back of \(f\) along the divisor \(\mathcal{Y}_{\xi_{i}}\) is given by \(\delta_{\sigma, \xi_{i}}\) using (2.1.3). (Note that \(\xi^{\perp} = \bigcap_{i}^{\perp}\xi_{i}\).) In particular, \(\delta_{\sigma, \xi_{i}} / \delta_{\sigma, \xi} \in \mathbb{N}\). We have \(\delta_{\sigma, \xi_{i}} = 0\) if \(\xi_{i}\) is a coordinate axis of \(\mathbb{R}^{n}_{> 0}\). (We define GCD via the sum of of the corresponding ideals of \(\mathbb{Z}\) so that \(\mathbb{Z}\delta_{\sigma, \xi} = \sum_{i} \mathbb{Z}\delta_{\sigma, \xi_{i}}\), using a very classical theorem assuring that any ideal of \(\mathbb{Z}\) is generated by one element.)

**2.3. Proof of Theorem 1.** By the same argument as in 2.2, we can define for \(\xi \in \Xi'\) the ramified covering spaces

\[
p_{\xi} : \tilde{\mathcal{Y}}_{\xi} \rightarrow \mathcal{Y}_{\xi},
\]

together with the \(\mathbb{Q}\)-local systems \(L_{\xi}'\) on

\[
\mathcal{Y}_{\xi}' := \mathcal{Y}_{\xi} \setminus \mathcal{Y}_{\xi}^{pr}, \quad \mathcal{Y}_{\xi}^{pr} := \mathcal{Y}_{\xi} \cap \mathcal{Y}_{0}^{pr},
\]

where \(\mathcal{Y}_{0}^{pr} \subset \mathcal{Y}_{0}\) is the proper transform of \(X_{0}\) in the notation of 2.1. This essentially coincides with the construction of motivic nearby fibers of Denef and Loeser [DeLo 01, 3.5.3].
Let \( \tilde{k}_\xi \) be the number of unit vectors \( e_i \in \mathbb{R}^n \) contained in \( \xi \in \Xi \) with \( i \notin J_f \) (similarly for \( \tilde{k}_\eta \) with \( \eta \in \Sigma' \)), where \( J_f \) is as in the introduction. By an argument similar to [MSS13, 5.1 and 5.3] and using [BuSa05, Theorem 4.2] (see also Remark 2.2b), we get the equality in \( K_0^{T_f}(\text{MHS}) \)

\[
\chi(F_f, \mathbb{Q}), T_s] = \sum_{\xi \in \Xi} (1 - \theta)^{d_\xi - \tilde{k}_\xi - 1} \psi^{\ell}_{\xi},
\]

with

\[
\psi^{\ell}_{\xi} := \chi_c(Y_\xi, R(j_\xi)^*(L_{\xi}^\ell, T_s)).
\]

Here \( j_\xi : Y_\xi^\prime \hookrightarrow Y_\xi \) is the inclusion, and \( \chi_c \) denotes the Euler characteristic with compact supports. Note that \( d_\xi - \tilde{k}_\xi \) is the number of irreducible components of \( Y_0^\prime \) passing through each point of \( Y_\xi^\prime \). In the notation of Remark 2.1a, we have the equality

\[
k(\sigma) - d(\sigma) = d_{\eta_0} - \tilde{k}_{\eta_0} - 1,
\]

since

\[
k(\sigma) + \tilde{k}_{\eta_0} = n = d_\sigma + d_{\eta_0}.
\]

We have

\[
\text{rank } L_{\xi}^\ell = \delta_{\sigma, \xi},
\]

that is, the degree of the ramified covering \( p_\xi \) is \( \delta_{\sigma, \xi} \), see Remark 2.2e. Here \( \sigma \in \Gamma_f \) is the face such that the corresponding \( \eta_0 \in \Sigma' \) coincides with \( \eta_\xi \) (the minimal dimensional cone containing \( \xi \), see Remark 2.1d), and \( \delta_{\sigma, \xi} \) is as in Remark 2.2e. Then \( \rho \) induces the smooth surjective morphism

\[
\rho_\xi : Y_\xi \to X_\sigma,
\]

whose fibers are tori. (This is induced by (2.1.2–3).) We have

\[
\delta_\xi^\prime := \delta_{\sigma, \xi}/\delta_{\sigma} \in \mathbb{Z},
\]

using the definition of \( \delta_{\sigma} \) as in (1), since there is an inclusion of affine spaces

\[
\sigma + \xi^\perp \supset \sigma + \eta_\sigma^\perp.
\]

By (2.2.2) the pull-back of the ramified covering space \( \tilde{X}_\sigma \to X_\sigma \) by \( p_\xi \) is identified with a quotient covering space \( \Gamma_\xi' \) of \( p_\xi : \tilde{Y}_\xi \to Y_\xi \) defined by the (unique) cyclic subgroup of order \( \delta_\xi^\prime \) of the covering transformation group \( \Gamma_\xi \) of \( p_\xi \). Note that

\[
\Gamma_\xi' \cong \mathbb{Z}/\mathbb{Z}\delta_\xi^\prime, \quad \Gamma_\xi \cong \mathbb{Z}/\mathbb{Z}\delta_{\sigma, \xi}, \quad \Gamma_\xi / \Gamma_\xi' \cong \mathbb{Z}/\mathbb{Z}\delta_{\sigma}.
\]

Then \( \rho_\xi^*(L_{\sigma}) \) is identified with the \( \Gamma_\xi^\prime \)-invariant part of \( L_{\xi}^\ell \), and we get the isomorphisms

\[
L_{\xi, \ell, \lambda}^\ell = \rho_{\ell}^*(L_{\sigma, \ell, \lambda}) \quad \text{for any } \lambda \in \mu_{\delta_{\sigma}}.
\]

Using these, we can show the following equality in \( K_0^{T_f}(\text{MHS}) \):

\[
\chi_c(Y_\xi, R(j_\xi)^*(L_{\xi}^\ell, T_s)) = (\theta - 1)^r(\xi) \chi_c(X_{\sigma}, R(j_{\sigma})^*(L_{\sigma}, T_s)),
\]

where \( r(\xi) := \dim Y_\xi - \dim X_{\sigma} = n - d_\xi - d_{\sigma} \). By Remark 2.2c, it is enough to show that some local monodromy at infinity of the restriction of \( L_{\xi, \ell, \lambda}^\ell \) to a general fiber of the projection \( \rho_\xi^* : Y_\xi^\prime \to X_{\sigma}^\prime \) (which is a torus) is non-trivial if \( \lambda \in \mu_{\delta_{\sigma, \xi}} \setminus \mu_{\delta_{\sigma}} \). But this can be verified by using Remarks 2.2d–e as follows.

Let \( \xi' \in \Xi' \) be a maximal dimensional cone containing \( \xi \) and contained in \( \eta_\sigma \), where \( \sigma \in \Gamma_f \) is as in Remark 2.2e. Let \( \xi'_j \) (\( j \in [1, d_\xi' - d_\xi] \)) be the 1-dimensional cones of \( \xi' \) not contained in \( \xi \). They correspond to normal crossing divisors \( \mathcal{Y}_{\xi'_j} \) meeting at \( Y_\xi \). Their intersections with the closure \( \overline{\mathcal{Y}_{\xi}} \) of \( Y_\xi \) are divisors at infinity of \( Y_{\xi'} \). Using Remark 2.2d, the local monodromy of the local system \( L_{\xi, \ell, \lambda}^\ell \) around \( \mathcal{Y}_{\xi} \cap \mathcal{Y}_{\xi'_j} \) is given by multiplication by

\[
\lambda^{-\delta_{\sigma, \xi'_j}}.
\]
Note that the multiplicity of the pull-back of $f$ along $\mathcal{Y}_{\xi'}$ is $\delta_{\sigma, \xi'}$, see also Remark 2.2e. By the maximality of $\xi'$, we get the equality of affine subspaces

$$\sigma + \xi' \perp = \sigma + \eta^{\perp}_{\sigma},$$

(counting their dimensions). This implies that

$$\delta_{\sigma, \xi'} = \delta_{\sigma}.$$

The assertion then follows from Remark 2.2e applied to $\xi$ and $\xi'$. Indeed, together with the above equality, it gives that

$$\delta_{\sigma} = \text{GCD}(\delta_{\sigma, \xi}, \delta_{\sigma, \xi'} (j \in [d_{\xi'} - d_{\xi}])).$$

Note that

$$\lambda^m \neq 1 \text{ if } \lambda \in \mu_{\delta_{\sigma, \xi}} \setminus \mu_{\delta_{\sigma}}, \ m = \delta_{\sigma}.$$ 

Here we can replace the right-hand side of the last condition, that is, $\delta_{\sigma}$ with

$$\delta'_{\xi'} := \text{GCD}(\delta_{\sigma, \xi'} (j \in [d_{\xi'} - d_{\xi}]));$$

using the above equality. Indeed, we have $\lambda \in \mu_{\delta_{\sigma, \xi}}$ and $\delta_{\sigma} = \text{GCD}(\delta_{\sigma, \xi}, \delta'_{\xi'})$, hence

$$\delta_{\sigma} \mathbb{Z} = \delta'_{\xi'} \mathbb{Z} \mod \delta_{\sigma, \xi} \mathbb{Z}.$$ 

So the non-triviality of some local monodromy follows from the above calculation of the local monodromies at infinity, since the normal crossing divisors meet at $\mathcal{Y}_{\xi'}$. (Recall that locally the complement of a divisor with normal crossings on a complex manifold has an abelian fundamental group generated freely by loops around local irreducible components, since it is essentially a product of punctured disks.) We thus get the equality (2.3.5).

As for the right-hand side of (2.3.5), we can show the following equality in $K^T_{\sigma}(\text{MHS})$:

$$(2.3.6) \quad \chi_{c}(\mathcal{X}_{\sigma}, \mathbb{R}(j_{\sigma})_{*}(L_{\sigma}, T_{s})) = (-1)^{d_{\sigma}} \left[ H^{d_{\sigma}}_{c}(\mathcal{X}_{\sigma}, \mathbb{R}(j_{\sigma})_{*}(L_{\sigma}, T_{s})) \right].$$

Indeed, there is a commutative diagram

$$\begin{array}{ccc}
\mathcal{X}^o_{\sigma} & \overset{j_{\sigma}}{\rightarrow} & \mathcal{X}_{\sigma} \\
\downarrow j^o_{\sigma} & & \downarrow j_{\sigma} \\
\mathcal{X}_{\sigma} & \overset{j_{\sigma}}{\rightarrow} & \mathcal{X}_{\sigma}
\end{array}$$

By Remark 2.1e, $\mathcal{X}^o_{\sigma}$ is an affine variety, and all the inclusions are affine morphisms so that the associated open direct images are t-exact functors (see [BBD 82]). We have moreover the canonical isomorphism

$$(2.3.7) \quad (j_{\sigma})_{*}\mathbb{R}(j_{\sigma})_{*}L_{\sigma} = \mathbb{R}(j^o_{\sigma})_{*}((j^o_{\sigma})_{*}L_{\sigma}),$$

using the non-degeneracy condition on $f$. This can be reduced to the case $\mathcal{X}_{\sigma}$ is smooth and $\mathcal{X}_{\sigma} \setminus \mathcal{X}^o_{\sigma}$ is a divisor with normal crossing, taking a subdivision of the dual fan of $\sigma$ (see for instance [Da 78, 8.2]) and using the direct image by the morphism from the desingularization. The assertion (2.3.6) then follows from Artin’s vanishing theorem [BBD 82] (see also [Sa 88b, 2.1.18]) together with its dual.

For $\eta \in \Sigma'$, let $\Xi'_{\eta} \subset \Xi'$ be the subset consisting of $\xi \in \Xi'$ such that $\eta$ coincides with $\eta_{\xi}$ (see Remark 2.1d), that is, the interior of $\xi$ is contained in that of $\eta$. (In this paper, the interior of a cone means the interior in the smallest affine space containing the cone.) The last condition is equivalent to that $\rho$ induces the morphism $\mathcal{Y}_{\xi} \rightarrow \mathcal{X}_{\eta}$. Set

$$I_0 := \{ i \in [1, n] \mid e_i \in \eta \},$$

where $e_i \in \mathbb{R}^n$ is the $i$ the unit vector. For $I \subset I_0$ (here $I$ may be $\emptyset$), set

$$\Phi_I := \bigcup_{j \in I} \Phi_{\xi}^j, \quad \Phi^I_{\eta} := \bigcup_{j \in I} \Phi_{\eta}^j.$$
with
\[ \Phi^j_I := \{ \xi \in \Xi_I^j \mid e_i \in \xi \ (\forall i \in I), \ d_{\eta} - d_{\xi} = j \} = \bigcap_{i \in I} \Phi^j_i, \]
\[ \Phi^j_{I'} := \Phi^j_I \setminus \bigcup_{i' \in I_0 \setminus I} \Phi^j_{i'}, \]
where \( \Phi^j_i := \Phi^j_{(i)} \). We have
\[ \Xi_0^j = \bigcup_{I \subseteq I_0} \Phi^j_I, \]
where \( I \) runs over any subsets of \( I_0 \) including \( \emptyset \) (and \( \Phi^j_{I_0} = \Phi_{I_0} \)). Put
\[ \varepsilon_I := \sum_j (-1)^j |\Phi^j_I|, \quad \varepsilon^0_I := \sum_j (-1)^j |\Phi^j_{I'}|. \]
Then Theorem 1 follows from (2.3.1) and (2.3.5–6) using Proposition 2.3 and Corollary 2.3 below.

**Proposition 2.3.** *In the above notation, we have \( \varepsilon_I = 1 \) for any \( I \subset I_0 \) including the case \( I = I_0 \) or \( I = \emptyset \).*

*Proof.* Set
\[ Y := \{(y_1, \ldots, y_n) \in (\mathbb{R}_{>0})^n \mid \sum_i y_i = 1\}. \]
For \( I \subset I_0 \), let \( Y_I \subset Y \) be the subset defined by \( y_i = 0 \) for \( i \not\in I \). Let \( Z_I \) be a sufficiently general affine subspace of \( Y \) intersecting \( Y_I \) transversally. We then get a stratification of an open subset \( U_I \subset Z_I \) by
\[ Z^0_{I, \xi} := \xi^0 \cap Z_I \quad (\xi \in \Phi_I), \]
(where \( \xi^0 \) denotes the interior of \( \xi \) in the smallest affine space containing \( \xi \)) so that
\[ U_I = \bigcup_{\xi \in \Phi_I} Z^0_{I, \xi}, \quad \text{hence} \quad \chi_c(U_I) = \sum_{\xi \in \Phi_I} \chi_c(Z^0_{I, \xi}). \]
Note that \( Z^0_{I, \xi} \) and \( U_I \) are contractible. So \( \chi_c(Z^0_{I, \xi}) = (-1)^{\dim Z^0_{I, \xi}} \) by duality [Ve], and similarly for \( U_I \). (Indeed, the dualizing complex on an orientable real manifold is given by the constant sheaf shifted by the real dimension.) The assertion then follows.

**Corollary 2.3.** *In the above notation, we have \( \varepsilon^0_I = 0 \) for any \( I \subset I_0 \) including the case \( I = \emptyset \) but not for \( I = I_0 \).*

*Proof.* We proceed by decreasing induction on \(|I| < |I_0|\). We have the partition
\[ \Psi_I = \bigcup_{I \subseteq J \subseteq I_0} \Psi^J_I, \]
where \( J \) runs over any subsets of \( I_0 \) containing \( I \) (including the case \( J = I \) or \( J = I_0 \)). Hence
\[ \varepsilon_I = \sum_{I \subseteq J \subseteq I_0} \varepsilon^J_I, \]
and we have by Proposition 2.3
\[ \varepsilon^0_I = \varepsilon_{I_0} = \varepsilon_I = 1. \]
By inductive hypothesis, we have \( \varepsilon^j_J = 0 \) for any \( J \) such that \( I \not\subset J \not\subset I_0 \). (In the case \(|I| = |I_0| - 1 \), this is trivially satisfied, since there is no such \( J \).) We thus get \( \varepsilon_I = 0 \). So the assertion follows by induction.

**Remark 2.3.** Related to \( \psi_\sigma \) in the case \( \sigma = \emptyset \) in (2), we have in the \( \sigma \) simplicial case
\[ H^k(\overline{X}_\sigma \setminus \overline{X}^{pr}_\sigma, \mathbb{Q}) = 0 \quad (k \neq 0, d_\sigma), \]
with \( \overline{X}^{pr}_\sigma := \overline{X}_\sigma \cap \overline{X}^{0, pr}_\sigma \). Here \( H^0(\overline{X}_\sigma \setminus \overline{X}^{pr}_\sigma, \mathbb{Q}) = \mathbb{Q} \), and \( H^{d_\sigma}(\overline{X}_\sigma \setminus \overline{X}^{pr}_\sigma, \mathbb{Q}) \) is pure of weight \( d_\sigma + 1 \), using the Gysin sequence
\[ \rightarrow H^{k-2}(\overline{X}^{pr}_\sigma, \mathbb{Q})(-1) \rightarrow H^k(\overline{X}_\sigma, \mathbb{Q}) \rightarrow H^k(\overline{X}_\sigma \setminus \overline{X}^{pr}_\sigma, \mathbb{Q}) \rightarrow \]
and the weak Lefschetz property. Note that \( \overline{X}_\sigma \) is a \( V \)-manifold which is homeomorphic to \( \mathbb{P}^{d_\sigma} \) (since \( \sigma \) is simplicial), and \( \overline{X}^{pr}_\sigma \) is also a \( V \)-manifold (since \( f \) is non-degenerate). Using a spectral sequence, we then get that
\[ \text{Gr}^W_0 H^{d_\sigma}_c(\chi^0_\sigma, \mathbb{Q}) = \mathbb{Q} \quad (\sigma \neq \emptyset). \]
This shows that $\psi_0$ is necessary in (2). Indeed, $\text{Gr}^W_0 H^{n-1}(F_j, \mathbb{Q})_1$ does not vanish without it, since $\sum_{i \geq 0} (-1)^i s_i = 1$ with $s_i$ the number of $i$-dimensional faces of $\Gamma_f$.

2.4. Proofs of Corollary 1 and Theorem 2. We may assume that $f$ is typical by Remarks 2.4b–c below. (Here typical means that $\text{Supp}(f)$ consists of the vertices of $\Gamma_+(f)$.) Then the assertions follow from Theorem 1 using Lemma 2.4 and Proposition 2.4 below.

Lemma 2.4. Assume $\sigma \leq \Gamma_f$ is a simplex. Set $\overline{\mathcal{X}}^\sigma := \mathcal{X}_\sigma \setminus \mathcal{X}_\sigma^{pr}$ with $\tilde{j}_\sigma^0 : \mathcal{X}_\sigma^0 \hookrightarrow \overline{\mathcal{X}}^\sigma$ the inclusion, and

$$L_\sigma := (\tilde{j}_\sigma^0)_* L_\sigma.$$  

There are isomorphisms constructible sheaves on $\overline{\mathcal{X}}^\sigma_\tau$ for $0 \neq \tau < \sigma$:

$$(2.4.1) \quad L_\sigma |_{\overline{\mathcal{X}}^\sigma_\tau} = L_\tau.$$  

Moreover $L_\sigma$ is identified with the intermediate direct image of $L_\sigma$ up to a shift of complex.

Proof. This follows from an argument similar to 2.3. Indeed, the assertion is reduced to the normal crossing case by using the morphism $\rho$ and choosing $\xi_1, \xi_2 \in Z'$ such that

$$\xi_1 \subset \xi_2, \quad \xi_1 \subset \eta_\tau, \quad \xi_2 \subset \eta_\tau, \quad d_{\xi_1} = d_{\eta_\tau}, \quad d_{\xi_2} = d_{\eta_\tau}.$$  

The assertion then follows by using Remarks 2.2d–e. (This is closely related to Remark 2.1g.) Note that the assumption on $\sigma$ implies that the $\overline{\mathcal{X}}^\tau$ are $V$-manifolds so that a constant sheaf is an intersection complex up to shift for $\tau \leq \sigma$, see also the proof of Proposition 2.4 and Remark 2.4a below. This finishes the proof of Lemma 2.4.

Proposition 2.4. Assume $\sigma \leq \Gamma_f$ is a simplex, and moreover $f_\sigma$ is typical. Set

$$L_{\sigma,c,\lambda} := \text{Ker}(T_\sigma - \lambda) \subset \mathbb{C} \otimes_{\mathbb{Q}} L_\sigma.$$  

We have the isomorphisms for $p = |\alpha|$, $\lambda = \exp(2\pi i \alpha)$ with $\alpha \in \mathbb{Q}$:

$$(2.4.2) \quad \text{Gr}_{F_p} h^{d_\sigma}(\overline{\mathcal{X}}^\sigma_\tau, \mathcal{R}(\tilde{j}_\sigma^0)_* L_{\sigma,c,\lambda}) = B_{\sigma,d_\sigma + 1 - \alpha},$$  

where $\tilde{j}_\sigma^0 : \overline{\mathcal{X}}^\sigma_\tau \hookrightarrow \overline{\mathcal{X}}^\sigma$ is a natural inclusion, and $B_{\sigma}$ is as in the introduction (defined before Corollary 1).

Proof. Let $v_1, \ldots, v_r$ be the vertices of $\sigma$. Let $\delta_\sigma, V(\sigma)$ be as in (1). Set $E' := V(\sigma) \cap \mathbb{Z}^n$. Let $E \subset V(\sigma)$ be the free abelian subgroup generated by $v'_k := \mathbb{Z}^r v_k$ ($k \in [1, r]$), where $r = d_\sigma + 1$. Then $E \supset E'$, and Remark 2.4a below applies. Let $x_i \in \mathbb{C}[E]$ corresponding to $v'_k \in E$. Then we have

$$\mathbb{C}[x_1, \ldots, x_r]^G = A_\sigma,$$  

since each monomial is stable by the action of $G$ (up to constant multiple). Moreover, there is $h = \sum_{i=1}^r a_i x_i^d$ ($a_i \neq 0$) in the left-hand side which is identified with $f_\sigma$ in the right-hand side. Set

$$B_k := \{\nu \in \mathbb{Z}^r \mid 0 < \nu_i < d (\forall i), |\nu| = k\}.$$  

It is well known (as a consequence of [Br 70], [ScSt 85], [Va 82]) that we have a canonical isomorphism

$$\iota_h : B_k \cong \text{Gr}_{F_p} h^{-1}(F_k, \mathbb{C})_\lambda,$$  

for $p = |n - k|/d$, $\lambda = \exp(-2\pi i k/d)$, where $F_k := h^{-1}(1) \subset \mathbb{C}^r$. This isomorphism can be defined by

$$\iota_h(g) := [(g dx/dx) h]_{F_k} \in H^{r-1}_{dR}(F_k, \mathbb{C}) \quad (g \in B_k),$$  

using the analytic de Rham cohomology of the stein manifold $F_k$, where $dx/dx := \bigwedge_{i=1}^r dx_i/x_i$. (Note that $g/x \in \mathbb{C}[x_1, \ldots, x_r]$.) The isomorphism $\iota_h$ is compatible with the action of $G$, since $dx/dx$ and $h$ are $G$-invariant. So the assertion follows by restricting the isomorphism to the $G$-invariant part, since the local system $L_\sigma$ and the constructible sheaf $L_\sigma$ can be obtained also by using the direct images of the constant sheaves on the second and first terms of (2.1.6). (Note that (2.4.1) corresponds to that $f_\tau$ is a “restriction” of $f_\sigma$ for $\tau < \sigma$.)
The index $d_\alpha + 1 - \alpha$ on the right-hand side of (2.4.2) comes from the difference of the two definitions of spectral numbers as is explained after (1.1.1) (using the symmetry). This finishes the proof of Proposition 2.4.

**Remark 2.4a.** Let $E$ be a free abelian group with $E' \subset E$ a subgroup such that $E/E'$ is finite. There is a decomposition

$$E/E' \cong \prod_{j=1}^b \mu_{a_j} \quad (a_j \geq 2),$$

with $\mu_{a_j}$ as in (2.2.3). Let $\phi_j : E \to \mu_{a_j}$ be the composition of the projection $E \to E/E'$ and the projection to the $j$th factor.

Consider the group ring $\mathbb{C}[E]$. We denote by $x^e$ the element of $\mathbb{C}[E]$ corresponding to $e \in E$ so that $x^{e+e'} = x^e x^{e'}$. (If we choose free generators $e_1, \ldots, e_r$ of $E$, then $\mathbb{C}[E]$ is identified with $\mathbb{C}[x_1, \ldots, x_r][1/x_1 \cdots x_r]$ where $x_k := x^{e_k}$.) We have an action of a generator $\rho_j$ of $\mu_{a_j}$ on $\mathbb{C}[E]$ such that

$$\rho_j(x^e) = \phi_j(e)x^e \quad (e \in E).$$

This is extended to the action of $G := \prod_{j=1}^b \mu_{a_j}$ on $\mathbb{C}[E]$ so that

$$\mathbb{C}[E]^G = \mathbb{C}[E'].$$

**Remark 2.4b.** If there is a deformation $\{f_u\}_{u \in \Delta^r}$ such that $\Gamma_+(f_u)$ is independent of $u$ and each $f_u$ is Newton non-degenerate, then we have a simultaneous embedded resolution of the $f_u$ by taking a smooth subdivision of the dual fan of $\Gamma_+(f_u)$, see for instance [Da78, 8.2]. This implies that the spectrum of $f_u$ is independent of $u$ (similarly for spectral pairs in the isolated singularity case).

**Remark 2.4c.** For a finite number of lattice points $v^{(j)} \in \mathbb{Z}^n$ ($j \in [1, r]$), there is a non-empty Zariski-open subset $U_v \subset \mathbb{C}^r$ such that, for $(a_j) \in U_v$, we have the smoothness of the hypersurface

$$Z_{v,a} := \{ (x_i) \in (\mathbb{C}^*)^n \mid \sum_{j=1}^n a_j x^{v^{(j)}} = 0 \}.$$  

Indeed, the hypersurface defined by the above equation in $(\mathbb{C}^*)^n \times U_v$ is smooth (using the derivation by $a_i$). So the assertion follows from a well-known Bertini type theorem.

**Remark 2.4d.** The compatibility of Corollary 1 with [Va76] can be verified by using an argument similar to an old version of [JKSY23, 1.5].

**Remark 2.4e.** We can show that Corollary 1 implies [JKSY23, Theorem 2], which claims that for a non-degenerate function $f$ of 3 variables with $\Gamma_+(f)$ simplicial and intersecting any coordinate plane of $\mathbb{R}^3$, we have

$$\text{Sp}'_f(t) = \sum_{\sigma \in \text{CF}_{f,\text{in}}} (\sum_{j=0}^{2-d_\sigma} t^j) q_\sigma(t) + |\text{CF}_{f,\text{in}}| (t+t^2)$$

\hspace{1cm} + \sum_{\sigma \in \text{CF}_{f,\text{ex}}} (\gamma_\sigma - 3) q_\sigma(t) t - \sum_{\sigma \in \text{CF}_{f,\text{ex}}} m_\sigma \sum_{j=0}^{1-d_\sigma} t^j q_\sigma(t) - \sum_{\sigma \in \text{CF}_{f,\text{ex}}} m_\sigma t.

Here $m_\sigma$ for $\sigma < \Gamma_+(f)$ is the number of $(d_\sigma+1)$-dimensional faces of $\Gamma_+(f+\ell r) \ (r \gg 0)$ which is the convex hull of $\sigma \cup \{r e_i\}$ for some $i \in [1, 3]$ and is not contained in any coordinate plane with $e_i$ the $i$th unit vector and $\ell$ a sufficiently general linear function. We denote by $\gamma_\sigma$ the number of 2-dimensional (not necessarily compact) faces of $\Gamma_+(f+\ell r) \ (r \gg 0)$ containing $\sigma$ in $\text{CF}_{f,\text{ex}}$.

Indeed, let $\text{CF}_{f,\text{ab}}, \text{CF}_{f,\text{db}}$ be the subset of $\text{CF}_{f,\text{b}}$ consisting of $\tau$ such that $\sigma^{(i)} \cup \tau$ is a face of $\Gamma_+(f+\ell r) \ (r \gg 0)$ for exactly one and two $i \in [1, 3]$ respectively. Put

$$\text{CF}_{f,\text{nb}} := \text{CF}_{f,\text{ab}} \setminus \text{CF}_{f,\text{b}},$$

$$\text{CF}_{f,\text{bk}}^{j,k} := \{ \sigma \in \text{CF}_{f,\text{b}} \mid k(\sigma) = k+1 \}.$$
Note that $\text{CF}^{j/2}_{f} = \text{CF}^{j}_{f_{\text{in}}}$. Set

$$\text{CF}^{j,k}_{f_{\text{b}} := \text{CF}^{j}_{f_{\text{b}}} \cap \text{CF}^{j,k}_{f}}$$

and similarly for $\text{CF}^{j,k}_{f_{\text{sb}}}$, etc. Put

$$n_{\sigma,k,d} := \# \{ \tau \leq \Gamma_{f} \mid \tau \geq \sigma, k(\tau) = k+1, d(\tau) = d+1 \}.$$ 

Note that

$$\sum_{k} n_{\sigma,k,1} + m'_{\sigma} = \bar{\gamma}_{\sigma} \quad \text{if} \quad \sigma \in \text{CF}^{0}_{f}.$$ 

Here $m'_{\sigma}$ is defined like $m_{\sigma}$ without assuming the last condition (about the non-inclusion in coordinate planes).

We can calculate these $n_{\sigma,k,d}$ and the combinatorial polynomials $r_{\sigma}(t)$ (using pictures as in Remark 2.4f below if necessary) as follows.

Case 0a: $\sigma \in \text{CF}^{0,2}_{f_{\text{nb}}}(m_{\sigma} = 0)$.

$$n_{\sigma,2,0} = 1, \quad n_{\sigma,2,1} = \bar{\gamma}_{\sigma}, \quad n_{\sigma,2,2} = \bar{\gamma}_{\sigma}, \quad (d_{\sigma} = 0),$$

$$r_{\sigma}(t) = (t-1)^{2} + \bar{\gamma}_{\sigma}(t-1) + \bar{\gamma}_{\sigma} = (\bar{\gamma}_{\sigma} - 3)t + (1 + t + t^{2}).$$

Case 0b: $\sigma \in \text{CF}^{0,2}_{f_{\text{sb}}}(m_{\sigma} = 1)$.

$$n_{\sigma,2,0} = 1, \quad n_{\sigma,2,1} = \bar{\gamma}_{\sigma} - 1, \quad n_{\sigma,2,2} = \bar{\gamma}_{\sigma} - 2,$$

$$r_{\sigma}(t) = (t-1)^{2} + (\bar{\gamma}_{\sigma} - 1)(t-1) + (\bar{\gamma}_{\sigma} - 2)$$

$$= (\bar{\gamma}_{\sigma} - 3)t + (1 + t + t^{2}) - (1 + t).$$

Case 0b': $\sigma \in \text{CF}^{0,2}_{f_{\text{sb}}}(m_{\sigma} = 2)$.

$$n_{\sigma,2,0} = 1, \quad n_{\sigma,2,1} = \bar{\gamma}_{\sigma} - 2, \quad n_{\sigma,2,2} = \bar{\gamma}_{\sigma} - 4,$$

$$r_{\sigma}(t) = (t-1)^{2} + (\bar{\gamma}_{\sigma} - 2)(t-1) + (\bar{\gamma}_{\sigma} - 4)$$

$$= (\bar{\gamma}_{\sigma} - 3)t + (1 + t + t^{2}) - 2(1 + t).$$

Case 0c: $\sigma \in \text{CF}^{0,1}_{f_{\text{nb}}}(m_{\sigma} = 0)$.

$$n_{\sigma,1,0} = 1, \quad n_{\sigma,2,1} = \bar{\gamma}_{\sigma} - 2, \quad n_{\sigma,1,1} = 2, \quad n_{\sigma,2,2} = \bar{\gamma}_{\sigma} - 1,$$

$$r_{\sigma}(t) = -(t-1) + (\bar{\gamma}_{\sigma} - 2)(t-1) - 2 + (\bar{\gamma}_{\sigma} - 1) = (\bar{\gamma}_{\sigma} - 3)t.$$

Case 0d: $\sigma \in \text{CF}^{0,1}_{f_{\text{sb}}}$ with $m_{\sigma} = 1$.

$$n_{\sigma,1,0} = 1, \quad n_{\sigma,2,1} = \bar{\gamma}_{\sigma} - 3, \quad n_{\sigma,1,1} = 2, \quad n_{\sigma,2,2} = \bar{\gamma}_{\sigma} - 3,$$

$$r_{\sigma}(t) = -(t-1) + (\bar{\gamma}_{\sigma} - 3)(t-1) - 2 + (\bar{\gamma}_{\sigma} - 3) = (\bar{\gamma}_{\sigma} - 3)t - (t+1).$$

Case 0d': $\sigma \in \text{CF}^{0,1}_{f_{\text{sb}}}$ with $m_{\sigma} = 0$.

$$n_{\sigma,1,0} = 1, \quad n_{\sigma,2,1} = \bar{\gamma}_{\sigma} - 2, \quad n_{\sigma,1,1} = 1, \quad n_{\sigma,2,2} = \bar{\gamma}_{\sigma} - 2,$$

$$r_{\sigma}(t) = -(t-1) + (\bar{\gamma}_{\sigma} - 2)(t-1) - 1 + (\bar{\gamma}_{\sigma} - 2) = (\bar{\gamma}_{\sigma} - 3)t.$$

Case 0d'': $\sigma \in \text{CF}^{0,1}_{f_{\text{sb}}}(m_{\sigma} = 0)$.

$$n_{\sigma,1,0} = 1, \quad n_{\sigma,2,1} = \bar{\gamma}_{\sigma} - 2, \quad n_{\sigma,1,1} = 0, \quad n_{\sigma,2,2} = \bar{\gamma}_{\sigma} - 3,$$

$$r_{\sigma}(t) = -(t-1) + (\bar{\gamma}_{\sigma} - 2)(t-1) - 0 + (\bar{\gamma}_{\sigma} - 3) = (\bar{\gamma}_{\sigma} - 3)t.$$
Case 1a: \( \sigma \in \text{CF}_{f,\text{nb}}^{1,2} (m_\sigma = 0) \).

\[
\begin{align*}
n_{\sigma,1} &= 1, & n_{\sigma,2} &= 2, & r_\sigma(t) &= (t-1) + 2 = t+1.
\end{align*}
\]

Case 1b: \( \sigma \in \text{CF}_{f,b}^{1,2} (m_\sigma = 1) \).

\[
\begin{align*}
n_{\sigma,1} &= 1, & n_{\sigma,2} &= 1, & r_\sigma(t) &= (t-1) + 1 = t+1 - 1.
\end{align*}
\]

Case 1c: \( \sigma \in \text{CF}_{f,\text{nb}}^{1,1} (m_\sigma = 0) \).

\[
\begin{align*}
n_{\sigma,1} &= 1, & n_{\sigma,2} &= 1, & r_\sigma(t) &= -1 + 1 = 0.
\end{align*}
\]

Case 1d: \( \sigma \in \text{CF}_{f,b}^{1,1} (m_\sigma = 1) \).

\[
\begin{align*}
n_{\sigma,1} &= 1, & n_{\sigma,2} &= 0, & r_\sigma(t) &= -1.
\end{align*}
\]

We now get the equality between the partial sum of (3) over the non-empty faces \( \sigma \leq \Gamma_f \) and the right-hand side of (2.4.3) with second and last terms deleted. The coincidence between \( r(t) \) and the sum of the second and last terms of the right-hand side of (2.4.3) is reduced to Remark 2.4f just below.

**Remark 2.4f.** For a triangulation of a triangle \( \Gamma \), let \( a_0, a_1 \) be the number of vertices and edges of the triangulation which are not contained in the boundary of \( \Gamma \). Let \( b_0 \) be the number of vertices lying on smooth points of \( \partial \Gamma \). Then we have

\[
3a_0 + b_0 = a_1.
\]

For instance, if the triangulation is given by

we have \( (a_0, b_0, a_1) = (4, 3, 15) \). Here a triangulation means that if the intersection of two triangles \( \gamma_1, \gamma_2 \) is non-empty, then it coincides with one side of \( \gamma_i \) for \( i = 1, 2 \).

The above statement can be verified by induction on \( a_0 \) dividing \( \Gamma \) into two parts. Here we may assume \( a_0 > 0 \), since the case \( a_0 = 0 \) is easily shown by induction on \( a_1 \) or \( b_0 \) (removing an appropriate edge). We choose a general line \( \ell \) passing through a vertex \( A \) of \( \Gamma \) and a point \( B \) on the boundary of \( \Gamma \) which is not a vertex of \( \Gamma \). We assume \( \ell \) does not contain any vertex of triangulation (except for \( A \)). Let \( \Gamma_1, \Gamma_2 \) be the triangles such that \( \Gamma_1 \cup \Gamma_2 = \Gamma \), \( \ell \cap \Gamma_1 = \Gamma \cap \ell \). We may assume that \( \Gamma_i \) contains at least one vertex of triangulation for \( i = 1, 2 \) (replacing \( A \) if necessary). Let \( \gamma_j \ (j \in [0, r]) \) be the triangles intersecting \( \ell \).

Changing the order of the \( \gamma_j \) if necessary, we may assume that there are intersection points \( P_j \ (j \in [1, r]) \) of \( \ell \) with edges of triangulation such that \( P_j, P_{j+1} \in \gamma_j \ (j \in [0, r]) \), where \( P_0 = A, P_{r+1} = B \). We then get triangulations of \( \Gamma_1, \Gamma_2 \) by adding an edge joining \( P_j \) and a vertex of \( \gamma_j \) for each \( j \in [1, r] \). Define \( a_0^{(i)}, b_0^{(i)}, a_1^{(i)} \) for \( \Gamma_i \) as above \( (i = 1, 2) \). Since the edges intersecting \( \ell \) are divided into two parts, we see that

\[
a_0^{(1)} + a_0^{(2)} = a_0, \quad b_0^{(1)} + b_0^{(2)} = b_0 + 2r, \quad a_1^{(1)} + a_1^{(2)} = a_1 + 2r.
\]

The assertion is thus reduced to the case \( a_0 = 1 \) by induction. We may then assume that the unique vertex in the interior of \( \Gamma \) is contained in all the edges by deleting (or replacing) inductively certain edges which are a side of a triangle containing a vertex of \( \Gamma \). The claim is further reduced to the case \( b_0 = 0 \) by removing edges inductively. We then get \( a_1 = 3 \). So the assertion follows.

For the application to the problem in Remark 2.4e above, all the triangles containing certain vertices of \( \Gamma \) must be deleted (since \( f \) has non-isolated singularities). The multiplicity
of each vertex on the new boundary of the remaining area then becomes \(3 - \nu_\sigma\) if \(\sigma \in \mathcal{C}_f^0\) corresponds to the vertex (since the edge joining this vertex with a vertex of \(\Gamma\) is removed). Here the triangulation by obtained by taking the intersection of the cones of \(\sigma \leq \Gamma_f\) with the hypersurface \(\sum_i \nu_i = 1\). (This triangulation cannot recover the toric variety associated with \(\Sigma\), since crucial information is lost by passing to the cones of \(\sigma\).)

### 2.5. Proof of Corollary 3

By Remarks 2.4b–c just above, we may assume \(n_{\lambda,k}\) for \(\lambda \neq 1\), \(k = n\) or \(n-1\) follows from the estimate of weights as in [Sa90, 4.5.2] and the monodromy property of the weight filtration as in Remark 1.2b together with Proposition 2.4 (since any 1-dimensional polytope is a simplex). Indeed, the estimate of weights implies that \(\text{wt}(\psi_{\sigma, \neq 1}) \leq d_\sigma\), and hence

\[
(2.5.1) \quad \text{wt}((1-\theta)^{k(\sigma) - d(\sigma)}\psi_{\sigma, \neq 1}) \leq 2n - 2d_\sigma,
\]

since \(k(\sigma) - d(\sigma) \leq n - 1 - d_\sigma\) (and \(\text{wt} \theta = 2\)). Here the decomposition \(\psi_{\sigma} = \psi_{\sigma, 1} + \psi_{\sigma, \neq 1}\) (induced by (2.2.4)) is used, and \(\text{wt}\) means weights.

The assertion on \(n_{1,n-1}\) also follows from Theorem 1 and Proposition 2.4 using the estimation

\[
(2.5.2) \quad \text{wt}((1-\theta)^{k(\sigma) - d(\sigma)}\psi_{\sigma, 1}) \leq 2n - 1 - d_\sigma,
\]

(which holds since the closure of \(\mathcal{X}_f\) in an appropriate compactification of \(\mathcal{X}_\sigma\) is a smooth hypersurface). This finishes the proof of Corollary 3.

**Remark 2.5a.** For the proof of the assertion on \(n_{1,n-1}\), we can also use the equality

\[
(2.5.3) \quad \dim \text{Gr}_1^W H^1(\mathbb{P} \setminus Z) = |Z| - 1,
\]

for a non-empty finite subset \(Z \subset \mathbb{P}^1\) instead of Proposition 2.4.

**Remark 2.5b.** The assertion for \(\lambda \neq 1\), \(k = n-1\) in Corollary 3 is equivalent to the equality

\[
(2.5.4) \quad n_{\lambda,n-1} = \sum_{\sigma \leq \Gamma_f, d_\sigma = 1} (q_{\sigma,\beta} + q_{\sigma,2-\beta}),
\]

for \(\beta \in (0,1)\) with \(\lambda = \exp(\pm 2\pi i\beta)\) (here \(q_{\sigma}(t) = \sum_{\alpha \in \mathbb{Q}} q_{\sigma, \alpha} t^\alpha\)), see also [Sta17] and the references quoted there as relevant results. We have \(n_{\lambda,k} = n_{\lambda,k}\), since the monodromy is defined over \(\mathbb{Q}\).

### 2.6. Proof of Corollary 2

Let \(-\alpha_f\) be the maximal root of the Bernstein-Sato polynomial \(b_{f,0}(s)\). By [Sa94, Corollary 3.3] (using implicitly [Sa16, (1.3.4)]), we have

\[
(2.6.1) \quad \alpha_f \geq c^{-1}.
\]

So it is sufficient to show that \(b_{f,0}(-c^{-1}) = 0\). Using the projections \(\mathbb{R}^n \to \mathbb{R}^{n-1}\) together with Remark 2.6a below, the assertion is reduced to the case \((c, \ldots, c) \in \Gamma_f\).

It is then further reduced to the assertion that \(c^{-1}\) is a spectral number of the Steenbrink spectrum \(\text{Sp}(t) = \text{Sp}'(t^{-1}) t^n\). Indeed, by [Sa07, Theorem 2], \(-\alpha\) is a root of \(b_{f,0}(s)\) for \(\alpha \in \mathbb{Q}_{>0}\) if

\[
(2.6.2) \quad \text{Gr}_p^\nu H^{n-1}(F, \mathbb{C})_\lambda \neq 0 \quad (\lambda = e^{-2\pi i\alpha}, \ p = [n-\alpha])
\]

On the other hand, the spectral numbers \(\alpha\) of \(\text{Sp}(t)\) contained in \((0,1)\) are given by (2.6.2) with \(\tilde{P}\) replaced by \(F\), since we have \(p = [n-\alpha] = n-1\), and

\[
(2.6.3) \quad F^{n-1} H^k(F, \mathbb{C}) = 0 \quad \text{if} \ k < n-1,
\]

see Remark 2.6a below. Moreover the saturated pole order filtration \(\tilde{P}\) contains the Hodge filtration \(F\) on \(H^{n-1}(F, \mathbb{C})\), and \(\tilde{P}^n = 0\), see *loc. cit.* So the above reduction is proved.
By Corollary 1, the maximal spectral number of $\text{Sp}_f(t)$ is given by $n-c^{-1}$, using the symmetry of the $q_\sigma(t)$. Indeed, $f$ is simplicial, the leading coefficient of $r_\sigma(t)$ is 1 for the minimal dimensional $\sigma \leq \Gamma_f$ with $(c, \ldots, c) \in \sigma$, and $c^{-1} < 1$. So the minimal spectral number of $\text{Sp}_f(t)$ is $c^{-1}$. This finishes the proof of Corollary 2.

Remark 2.6a. If $f$ is Newton non-degenerate, then so is the restriction $f_{(i)}$ of $f$ to $x_i = a_i$ with $|a_i|$ sufficiently small in the case $f_{(i)}$ has a singularity. This can be verified by using a smooth subdivision of the dual fan. Indeed, it implies the stratified smoothness of the pull-back of $f_{(i)}$ when $|a_i|$ is very small, see also [JKSY 22, Remark 1.7].

Remark 2.6b. The mixed Hodge structure on the vanishing cohomology $H^{n-1+k}(F_f, \mathbb{Q})$ is defined by applying the cohomological functor $H^{k,i_0}$ to the nearby mixed Hodge module of $f$. Here $i_0 : \{0\} \hookrightarrow X$ is the inclusion, and $H^{k,i_0}$ can be defined by iterating the mapping cones of functors

\[(2.6.4)\quad C(\text{can}_j : \psi_{x_j,1} \to \varphi_{x_j,1}) \quad (j \in [1, n]),\]

with $x_j$ local coordinates, see [Sa 90]. The morphism $\text{can}_j$ in (2.6.4) is induced by $\partial_{x_j}$, and the Hodge filtration $F$ on $\psi$ is shifted by 1 so that $F$ is preserved by $\text{can}_j$, see [Sa 88b]. This shift implies that

\[(2.6.5)\quad F^{n-k+1}H^{n-k}(F_f, \mathbb{C}) = 0 \quad (k \geq 1).\]

Remark 2.6c. It does not seem easy to generalize the argument in the proof of Corollary 2 to the case $c < 1$ where the situation is quite different; consider for instance the case $f = x^a + yz$ (but not $x^a + y^2 + z^2$) for $a > 2$, where $\text{Sp}_f(t) = r_\sigma(t)q_\sigma(t)$ for $\sigma = \{(a, 0, 0)\}$ with $r_\sigma(t) = t$, $q_\sigma(t) = t^{1/a} + \ldots + t^{(a-1)/a}$.

Appendix. Descent theorem for motivic nearby fibers

In this Appendix we show the descent theorem for motivic nearby fibers.

A.1. Relative Grothendieck ring. In this paper a variety means a separated scheme of finite type over $\mathbb{C}$. We assume further it is reduced, but not necessarily irreducible (since we consider Grothendieck rings of varieties). Moreover we consider only closed points of varieties. So it is an algebraic variety over $\mathbb{C}$ in the sense of Serre [Se 55, Section 34]. The analytic spaces $\mathcal{X}_0^{an}$, etc. constructed in Section 2 will be viewed as varieties (although the same notation is used), since they are naturally defined algebraically.

For a variety $S$, let $K_0^\mu(\text{Var}_S)[L^{-1}]$ be the relative Grothendieck ring of varieties endowed with a good $\mu$-action over $S$ with $L$ inverted, see [DeLo 01, 2.4], [Loe 05, 3.4], [Bi 05, 2.2], etc. Here the $\mu$-action on $S$ is trivial, and good action means that every orbit is contained in an affine open subset. The multiplicative structure is defined by fiber product over $S$. (Note that the fiber product of affine open subvarieties of two varieties over $S$ is the intersection of their fiber product over $\mathbb{C}$ with the inverse image of the diagonal of $S \times S$, and closed subvarieties of affine varieties are affine.) Recall that $L$ is the class of the trivial affine bundle $[\mathbb{A}^1 \times S]$ endowed with the trivial $\mu$-action (here $\mathbb{A}^1$ denotes 1-dimensional affine space). Note that $\mu$ is the projective limit of $\mu_m$ ($m \in \mathbb{Z}_{>0}$), and $K_0^\mu(\text{Var}_S)$ is the inductive limit of $K_0^\mu_m(\text{Var}_S)$, so every object has an $\mu_m$-action for some sufficiently divisible positive integer $m$.

By definition $K_0^\mu(\text{Var}_S)$ is a quotient group of the free group generated by the $[Y]$ with $Y$ isomorphism classes of varieties with good $\mu$ action over $S$. This free group is divided by the subgroup generated by

\[(A.1.1)\quad [Y \setminus Z] + [Z] - [Y],\]
for any variety $Y$ with a good $\mu$-action over $S$ and any closed subvariety $Z \subset Y$ stable by the $\mu$-action. Note that this subgroup is an ideal (since closed immersions are stable by base change). Hence $K_0^\mu(\text{Var}_S)$ is a ring. Its localization by $\mathbb{L}$ is denoted by $K_0^\mu(\text{Var}_S)[\mathbb{L}^{-1}]$.

Let $K_0^\mu(\text{Var}_S)^\sim$ be the quotient ring of $K_0^\mu(\text{Var}_S)[\mathbb{L}^{-1}]$ by the subgroup generated by

\[(A.1.2) \quad [A] - [A'],\]

with $A \to Y$, $A' \to Y$ affine bundles of the same rank over a same variety $Y$ over $S$, which are endowed with $\mu_m$-actions compatible with a (same) $\mu_m$-action on $Y$ over $S$ for some $m \in \mathbb{Z}_{>0}$, see [Loe05, 3.4]. This subgroup is an ideal (since affine bundles are stable by base change).

Remark A.1a. In (A.1.2) we may assume that $A$, $A'$ are products of affine spaces with a same variety $Y$ over $S$ by using a sufficiently fine partition of $Y$ (since we consider them in the Grothendieck ring), although we cannot assume that the product structures are compatible with the $\mu_m$-actions, that is, the actions are diagonal on the products.

Remark A.1b. In the case of varieties over $\mathbb{C}$, the $\mu$-action can be replaced with an action of $T_s$ of finite order on varieties over $S$ by choosing $\sqrt{-1} \in \mathbb{C}^*$. Indeed, this choice gives an isomorphism

\[(A.1.3) \quad \mathbb{Z}/\mathbb{Z}m \ni a \mapsto \exp(2\pi\sqrt{-1}a/m) \in \mu_m,\]

such that the canonical generator $\exp(2\pi \sqrt{-1}/m) \in \mu_m$ (with $a = 1$) is sent to the canonical generator $\exp(2\pi \sqrt{-1}/m') \in \mu_{m'}$ by the transition morphism of projective system $\mu_m \ni \lambda \mapsto \lambda^{m/m'} \in \mu_{m'}$ $(m/m' \in \mathbb{Z})$.

The action of $T_s$ is then defined to be the action of the canonical generator for $m$ sufficiently divisible. So the above Grothendieck ring may be denoted also by $K_0^{T_s}(\text{Var}_S)^\sim$.

A.2. Motivic descent theorem. In this section we assume $f$ is a polynomial, and $U_0$ in 2.1 is a Zariski-open subset of $X$. In the notation of (2.1–2) and A.1, we have a canonical $T_s$-action on $\tilde{X}^\sigma_\xi$ over $X^\sigma_\xi$ ($\sigma \leq \Gamma_f$) as is explained after (2.2.2). Similarly we have the $T_s$-action on $\tilde{Y}^\sigma_\xi$ over $Y^\sigma_\xi$ ($\xi \in \Xi'$) in the notation at the beginning of Section 2.3. We have the trivial action of $T_s$ on $X^\sigma_\xi$, $Y^\sigma_\xi$, etc. denote algebraic varieties (instead of analytic spaces) as is explained at the beginning of A.1.

Define the motivic nearby fibers of $f$ at 0 in $K_0^\mu(\text{Var}_{X_0^\sigma})^\sim$, $K_0^\mu(\text{Var}_{Y_0^\sigma})^\sim$ respectively by

\[(A.2.1) \quad S_{f, X_0^\sigma} := \sum_{\sigma \leq \Gamma_f} (1 - \mathbb{L})^{k(\sigma) - d(\sigma)} (\tilde{X}^\sigma_\sigma + (1 - \mathbb{L})\mathcal{X}^\sigma),
S_{f, Y_0^\sigma} := \sum_{\xi \in \Xi'} (1 - \mathbb{L})^{d_k - k - 1} (\tilde{Y}^\sigma_\xi + (1 - \mathbb{L})\mathcal{Y}^\sigma),\]

see Remark 2.2b for the compatibility with Theorem 1. By definition the image of $S_{f, X_0^\sigma}$ in $K_0^\mu(Var_{X_0^\sigma})^\sim$ via the direct image by $\pi \circ \rho$ coincides with the one denoted by Denef and Loeser [DeLo01], [Loe05] in $K_0^\mu(Var_{X_0^\sigma})^\sim$, see a remark after (2.2.2). (The direct image is defined by composing the morphisms to $Y_0^\sigma$ with $Y_0^\sigma \to \{0\}$.)

Theorem A.2. We have the equality

\[(A.2.2) \quad \rho_1 S_{f, Y_0^\sigma} = S_{f, X_0^\sigma} \quad \text{in} \quad K_0^\mu(\text{Var}_{X_0^\sigma})^\sim,\]

where the direct image $\rho_1$ is defined by composing the morphisms to $Y_0^\sigma$ with $\rho : Y_0^\sigma \to X_0^\sigma$.

Proof. For $\xi \in \Xi'$, there is $\sigma \leq \Gamma_f$ such that the corresponding $\eta_\sigma \in \Sigma'$ coincides with $\eta_\xi$ (the minimal dimensional cone containing $\xi$, see Remark 2.1d), and the morphism $\rho$ induces the surjective morphism

\[(A.2.3) \quad \rho_\xi : \mathcal{Y}_\xi \to \mathcal{X}_\sigma,\]
whose fibers are tori, see also (2.1.2–3). In view of Proposition 2.3 and Corollary 2.3, the proof of Theorem A.2 is then reduced to the following.

**Proposition A.2.** In the above notation, we have the equalities in $K_0^\hat{\rho}(\text{Var}_{A_0^{\infty}})^\sim$:

\[
\rho_i[\mathcal{Y}_\xi^\circ] = (L-1)^{d_{\eta_\sigma} - d_\xi}[\hat{\mathcal{X}}_\sigma^\circ],
\]

\[
\rho_i[\mathcal{Y}_\xi^{\text{pr}}] = (L-1)^{d_{\eta_\sigma} - d_\xi}[\hat{\mathcal{X}}_\sigma^{\text{pr}}],
\]

**Proof.** We proceed by induction on $d_{\text{rel}} := d_{\eta_\sigma} - d_\xi$. In the case $d_{\text{rel}} = 0$, the assertion follows from the compatibility of the covering spaces explained before (2.3.4), since (A.2.3) is an isomorphism by (2.1.2–3) when $d_{\text{rel}} = 0$.

In the case $d_{\text{rel}} > 0$, take $\gamma \in \Xi'$ such that $\xi < \gamma \subset \eta_\sigma$ and $d_\gamma = d_\xi + 1$. Let $\xi_1 < \gamma$ be the 1-dimensional face of $\gamma$ not contained in $\xi$. Restricting to the half space $\xi_1 \cap \xi_1' \subset \xi_1$, we get the $\mathbb{C}$-subalgebra

\[
R_{\xi,\gamma} := \mathbb{C}[\mathbb{Z}^n \cap \xi_1 \cap \xi_1'] \subset R_\xi := \mathbb{C}[\mathbb{Z}^n \cap \xi_1],
\]

together with the surjection

\[
R_{\xi,\gamma} \to R_\xi := \mathbb{C}[\mathbb{Z}^n \cap \gamma] = \mathbb{C}[\mathbb{Z}^n \cap \xi_1 \cap \xi_1'].
\]

These morphisms of $\mathbb{C}$-algebras correspond to the open and closed immersions of varieties

\[
\mathcal{Y}_\xi \hookrightarrow \mathcal{Y}_{\xi,\gamma} \hookrightarrow \mathcal{Y}_\gamma,
\]

with $\mathcal{Y}_{\xi,\gamma} := \text{Spec } R_{\xi,\gamma}$. Set-theoretically we have $\mathcal{Y}_{\xi,\gamma} = \mathcal{Y}_\xi \cup \mathcal{Y}_\gamma$.

There is moreover a natural inclusion $R_\gamma \hookrightarrow R_{\xi,\gamma}$, which is equivalent to the smooth surjective morphism

\[
\hat{p}_{\gamma,\xi} : \mathcal{Y}_{\xi,\gamma} \to \mathcal{Y}_\gamma,
\]

with fibers $\mathbb{A}^1$. This is a line bundle with zero-section given by the above closed immersion. We denote by $p_{\gamma,\xi} : \mathcal{Y}_\xi \to \mathcal{Y}_\gamma$ the restriction of $\hat{p}_{\gamma,\xi}$ to $\mathcal{Y}_\xi$.

Since (A.2.4) holds for $\gamma, \sigma$ by inductive assumption, the proofs of Theorem A.2 and Proposition A.2 are then reduced to the following.

**Lemma A.2.** In the above notation, we have the equalities in $K_0^\hat{\rho}(\text{Var}_{\mathcal{Y}_\gamma})^\sim$:

\[
(p_{\gamma,\xi})_! [\mathcal{Y}_\xi^\circ] = (L-1)[\mathcal{Y}_\gamma^\circ],
\]

\[
(p_{\gamma,\xi})_! [\mathcal{Y}_\xi^{\text{pr}}] = (L-1)[\mathcal{Y}_\gamma^{\text{pr}}].
\]

**Proof.** The last equality of (A.2.5) follows from the relation (A.2.1), since the fibers of $p_{\gamma,\xi}$ are 1-dimensional tori, and we have $\mathcal{Y}_\xi^{\text{pr}} = p_{\gamma,\xi}^{-1} (\mathcal{Y}_\gamma^{\text{pr}}) \subset \mathcal{Y}_\xi$.

As for the first equality of (A.2.5), there is a (unique) normal variety $\mathcal{Y}_{\xi,\gamma}^0$, which is finite over $\mathcal{Y}_{\xi,\gamma}^0 := \mathcal{Y}_{\xi,\gamma} \setminus \mathcal{Y}_0^{\text{pr}}$ and whose restriction over $\mathcal{Y}_\xi^0$ is isomorphic to $\mathcal{Y}_\xi^0$. Indeed, its affine ring can be given by the integral closure of the affine ring of $\mathcal{Y}_{\xi,\gamma}^0$ in the affine ring of $\mathcal{Y}_\xi^0$. It is also possible to consider a smooth variety $W$ having a proper morphism $q$ to $\mathcal{Y}_{\xi,\gamma}^0$ and whose restriction over $\mathcal{Y}_\xi^0$ is isomorphic to $\mathcal{Y}_\xi^0$ (using a desingularization of some partial compactification of $\mathcal{Y}_\xi^0$). We then get $\mathcal{Y}_{\xi,\gamma}^0 = \text{Spec } q_* \mathcal{O}_W$ (which is the Stein factorization of $q$, see [Ha 77, III, Corollary 11.5]).

Fix $y \in \mathcal{Y}_\gamma^0$. Let $\tilde{\mathcal{Y}}_{\xi,\gamma}^{\text{pr}}$ be the restriction of $\tilde{\mathcal{Y}}_{\xi,\gamma}^0$ over $\hat{p}_{\gamma,\xi}^{-1}(y) (\cong \mathbb{C})$. By definition, this is naturally isomorphic to the normalization $\tilde{Z}_y$ of the curve

\[
\tilde{Z}_y := \{(z, u) \in \mathbb{C}^2 | z^{\delta_{\sigma,\xi}} = u^{\delta_{\sigma,\xi_1}} h_{\sigma,\gamma}(y)\},
\]

with $z, u$ the coordinates of $\mathbb{C}$ and $\hat{p}_{\gamma,\xi}^{-1}(y) (\cong \mathbb{C})$ respectively, see Remark A.2a below. Here $\delta_{\sigma,\xi}, \delta_{\sigma,\xi_1}$ are as in Remark 2.2e.
We see that the number of irreducible components of \( Z_y \) is equal to \( \delta_{\sigma, \gamma} \), since

(A.2.6) \[ \delta_{\sigma, \gamma} = \gcd(\delta_{\sigma, \xi}, \delta_{\sigma, \xi_1}), \]
as a consequence of Remark 2.2e. (Notice that the action of \( \bar{\mu} \) is not necessarily diagonal, for instance, if \( \delta_{\sigma, \xi}/\delta_{\sigma, \gamma} = \delta_{\sigma, \gamma} \).)

Passing to the normalization, we have the decomposition

\[ \tilde{Z}_y = \bigsqcup_i \tilde{Z}_{y, i} \quad \text{with} \quad \tilde{Z}_{y, i} \cong \mathbb{C} \quad (i \in [1, \delta_{\sigma, \gamma}]). \]
The canonical morphism \( \tilde{Z}_{y, i} \to \tilde{p}_{\gamma, \xi}^{-1}(y) (\cong \mathbb{C}) \) is identified with the morphism

\[ \mathbb{C} \ni v \mapsto v^{\delta_{\xi, \gamma}} \in \mathbb{C}, \]
where \( \delta_{\xi, \gamma} := \delta_{\sigma, \xi}/\delta_{\sigma, \gamma} \). The identification \( \tilde{p}_{\gamma, \xi}^{-1}(y) \cong \mathbb{C} \) is unique up to constant multiple, since \( \tilde{p}_{\gamma, \xi} \) is a line bundle. We thus get a unique structure of \( \mathbb{C} \)-vector space on each \( \tilde{Z}_{y, i} \).

We now show that there is a canonical morphism \( \tilde{Y}_{\xi, \gamma}^{\circ} \to \tilde{Y}_{\gamma}^{\circ} \) whose fibers are 1-dimensional \( \mathbb{C} \)-vector spaces. (This is closely related to Remark 2.1g and also Lemma 2.4.) Let \( \Gamma_\xi \) be the cyclic subgroup of order \( \delta'_{\sigma, \gamma} \) of the cyclic covering transformation group \( \Gamma_\xi \) of \( \tilde{p}_\xi^\circ \) which has order \( \delta_{\sigma, \xi} \). This defines a quotient covering space \( \tilde{Y}_{\xi, \gamma}^{\circ} \) of order \( \delta_{\sigma, \gamma} \) of \( \tilde{Y}_\xi^{\circ} \to Y_\xi^{\circ} \). This quotient covering space is constant along the fibers of

\[ p_{\gamma, \xi} : Y_\xi^{\circ} \to Y_\gamma, \]
and can be extended to an unramified covering space \( \tilde{Y}_{\xi, \gamma}^{\prime \circ} \) over \( Y_{\xi, \gamma}^{\circ} \). Here the restriction of \( \tilde{Y}_{\xi, \gamma}^{\prime \circ} \) over \( Y_\xi^{\circ} \) is naturally isomorphic to \( \tilde{Y}_\xi^{\circ} \) by definition. Indeed, the covering spaces over \( Y_\xi^{\circ}, Y_\gamma^{\circ} \) are defined by dividing (the pull-backs of) \( f_\sigma \) by appropriate monomials (depending also on the covering degrees) as is explained before (A.2.6), see also Remark A.2a below. (Note also that the action of \( \Gamma_\xi \) on \( \tilde{Y}_\xi^{\circ} \) is identified with that of the covering transformation group of \( \tilde{Z}_{y, i} \to \tilde{p}_{\gamma, \xi}^{-1}(y) \) for any \( i \in [1, \delta_{\sigma, \gamma}] \) by the definition of \( Z_y \).)

By the above argument, \( \tilde{Y}_{\xi, \gamma}^{\prime \circ} \) is a line bundle over \( \tilde{Y}_{\gamma}^{\circ} \). The algebraicity of this line bundle can be verified by using the base change by a cyclic finite étale morphism \( Y_{\xi, \gamma}^{\prime \circ} \to Y_{\gamma}^{\circ} \) associated with the \( \delta_{\sigma, \gamma} \)th root of unity of \( h_{\sigma, \gamma}(y) \), and decomposing the direct image of the associated locally free sheaf by the action of the cyclic covering transformation group.

Since the complement of the zero-section in \( \tilde{Z} \) is isomorphic to \( \tilde{Y}_\xi \) over \( Y_\gamma \) via \( p_{\gamma, \xi} \) by definition, we then get the equalities in \( K^G_0(\text{Var}_{Y_\gamma}) \)

(A.2.7) \[ (p_{\gamma, \xi})_! [\tilde{Y}_\xi] = [\tilde{Z}] - [\tilde{Y}_\xi] = (\mathbb{L}-1)[\tilde{Y}_\gamma], \]
where the last equality follows from the relation (A.1.2). Thus the first equality of (A.2.5) is also proved. This finishes the proofs of Lemma A.2, Proposition A.2, and Theorem A.2.

**Remark A.2a.** In the argument before (A.2.6), the two covering spaces

\[ \tilde{Y}_\xi^{\circ} \to Y_\xi^{\circ}, \quad \tilde{Y}_\gamma^{\circ} \to Y_\gamma^{\circ} \]
can be defined respectively by the equations

\[ z^{\delta_{\sigma, \xi}} = h_{\sigma, \xi}(u, y), \quad z^{\delta_{\sigma, \gamma}} = h_{\sigma, \gamma}(y), \]
with \( h_{\sigma, \xi}(u, y) := u^{\delta_{\sigma, \xi_1}} h_{\sigma, \gamma}(y) \). We can obtain \( h_{\sigma, \xi}(u, y), h_{\sigma, \gamma}(y) \) by dividing (the pull-backs of) \( f_\sigma \) by appropriate monomials in a similar way to the definition of \( h_\sigma \) in the beginning of 2.2 (where the monomial is identified with a power of a coordinate of a line bundle). In the case of \( h_{\sigma, \xi}(u, y) \) and \( h_{\sigma, \gamma}(y) \), these monomials are given respectively by the monomials

\[ \prod_{i=2}^{d_{\xi}} y_i^{\delta_{\sigma, \xi_1}}, \quad \prod_{i=1}^{d_{\gamma}} y_i^{\delta_{\sigma, \xi_1}}, \]
corresponding to the 1-dimensional cones $\xi_i < \xi$ ($i \in [2, d]$) and $\xi_i < \gamma$ ($i \in [1, d]$) so that we get the equalities

$$h_{\sigma, \xi}(u, y) = f_{\sigma}/\prod_{i=2}^{d} y_i^{\delta_{\sigma, \xi_i}}, \quad h_{\sigma, \gamma}(y) = f_{\sigma}/\prod_{i=1}^{d} y_i^{\delta_{\sigma, \xi_i}}.$$  

Here $y_i := x^{\nu(i)}$ with $\nu(i) \in \mathbb{Z}^n$, and the $\nu(i)$ are extended to free generators of $\mathbb{Z}^n$ satisfying the orthonormal relation

$$\langle \mu(j), \nu(i) \rangle = \delta_{i, j},$$

with $\mu(j) \in \mathbb{Z}^n \cap \xi_j$ ($j \in [1, d]$), choosing an $n$-dimensional cone in $\Xi'$ containing $\gamma$ (since $\Xi$ is a smooth subdivision). We then get (see (2.1.3))

$$h_{\sigma, \xi}(u, y) \in \mathbb{C}[\mathbb{Z}^n \cap \xi^\perp] = \Gamma(\mathcal{Y}_{\xi}, \mathcal{O}_{\mathbb{Y}_{\xi}}),$$

$$h_{\sigma, \gamma}(y) \in \mathbb{C}[\mathbb{Z}^n \cap \gamma^\perp] = \Gamma(\mathcal{Y}_{\gamma}, \mathcal{O}_{\mathcal{Y}_{\gamma}}).$$

The variables $z, u$ in the definition of $Z_y$ before (A.2.6) are identified respectively with

$$\prod_{i=2}^{d} y_i^{-\delta_{\sigma, \xi_i}/\delta_{\sigma, \xi}}, \quad y_1,$$

and the equation in the definition of $Z_y$ is essentially the pull-back of the equation $1 = f_{\sigma}$, see also Remark 2.1f.

**Remark A.2b.** It seems to be noted in some paper quoted by [Sta 17] that one cannot prove the motivic nearby fiber formula for Newton non-degenerate functions in the Grothendieck ring of complex algebraic varieties with good $\hat{\mu}$-action in terms of the associated toric variety in a similar way to the normal crossing case by Denef and Loeser [DeLo 01] (and some formula seems to be stated in the Grothendieck ring of mixed Hodge structures with good $\hat{\mu}$-action), although its reason does not seem very clear.

It is also unclear if there is an algorithm to compute the Euler characteristic Hodge numbers of toric hypersurfaces in the “non-prime” case, since the non-middle cohomology of a quasi-smooth compactification of a toric hypersurface via a quasi-smooth subdivision of the dual fan may have Hodge level greater than 0, see [Sa 20].
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