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Abstract—As hardware architectures are evolving in the push towards exascale, developing Computational Science and Engineering (CSE) applications depend on performance portable approaches for sustainable software development. This paper describes one aspect of performance portability with respect to developing a portable library of kernels that serve the needs of several CSE applications and software frameworks. We describe Kokkos Kernels, a library of kernels for sparse linear algebra, dense linear algebra and graph kernels. We describe the design principles of such a library and demonstrate portable performance of the library using some selected kernels. Specifically, we demonstrate the performance of four sparse kernels, three dense batched kernels, two graph kernels and one team level algorithm.

Index Terms—performance portability, sparse linear algebra, dense linear algebra, graph algorithms.

1 INTRODUCTION

The number of architectures that are of interest to Computational Science and Engineering (CSE) applications has increased rapidly in the past few years. This includes the emergence of ARM based supercomputers such as Astra and Fugaku, and supercomputers with accelerators from AMD, Intel and NVIDIA in production at the same time. Kokkos is an ecosystem that serves the needs of CSE applications in this diverse landscape. Kokkos Core [1] provides a library-based programming model for performance portability of CSE applications. Several CSE applications rely on general-purpose libraries for their performance-critical, kernels. Application usage varies from dense matrix operations such as Basic Linear Algebra Subroutines (BLAS) [2] to sparse matrix operations [3], [4]. However, no portable solution existed for sparse/dense linear algebra kernels before the Kokkos Kernels library was created as part of the Advanced Technology Development and Mitigation program and the Exascale Computing Program. Kokkos Kernels was originally developed to provide linear algebra and graph kernels for the Trilinos framework. It later became part of the Kokkos ecosystem to form one portable ecosystem.

The need for portability is different in terms of programming models and libraries for common operations. The complexity in portable programming models is primarily in providing abstractions to parallelize kernels within applications. When designing a portable library with several kernels, the key challenges are in providing: efficient and general interfaces, abstractions at the right levels for several application needs and portable algorithms for several of these kernels. We will demonstrate use cases for each one of these aspects in the rest of the paper.

Kokkos Kernels has already been adopted as the primary linear algebra layer in software frameworks such as Trilinos and several applications such as SPARC and EMPIRE. This paper introduces the software, clarifies the design choices behind the software, describes few new algorithms and demonstrates their performance on CPUs and GPUs.

The novel algorithm, data structure and interface contributions in Kokkos Kernels are as follows.

- Sparse Linear Algebra: The key contributions of Kokkos Kernels with respect to sparse linear algebra are in developing data structures and portable algorithms, well defined interfaces that allow for good performance on new architectures, interfaces to optimized kernels from vendors when available, and specialized kernels (fused, structure exploiting) where appropriate.
- Dense Linear Algebra: Kokkos Kernels provides a hierarchical dense linear algebra implementation that can be used within multiple levels of the parallel hierarchy which is critical for performance in accelerator architectures. Dense linear algebra interfaces support calls that can utilize an entire accelerator, a team of threads, or a single thread within a sequential execution unit.
- Graph Algorithms: Kokkos Kernels provides new algorithms for graph operations that are key for linear algebra operations and for social network analysis.
- Batched Data Structure and Utilities: Kokkos Kernels provides data structures and utilities that are parallel context-aware (team, thread-aware) so hierarchical parallel algorithms can be implemented efficiently.

In terms of software design, Kokkos Kernels balances
between the following design goals.

- Provide a portable, production-ready and high performance library that a higher level framework such as Trilinos [5], PETSc [6], hypre [7], and applications such as ExaWind and SPARC can build on.
- Serve as a research vehicle where new portable algorithms can be easily developed and deployed.
- Provide a common interface to high-performance, architecture-specific kernels from libraries such as cuBLAS [3], rocSPARSE [8] and Intel MKL [9] when they exist alongside our native implementations.

The rest of the paper is organized as follows. Sparse and dense linear algebra features are described in Sections 2 and 3 respectively. Portable graph algorithm features are described in Section 4. We do not demonstrate performance of all the features of the Kokkos Kernels library in this paper. This has been shown in other papers and we cite those papers where appropriate. New and previously unpublished results are included here. Unless noted otherwise, the performance results shown in this paper were collected using the 3.3.01 versions of Kokkos and Kokkos Kernels compiled with double precision scalars, GCC C++ version 7.2.0 and cuda 10.1.105.

Summary of New Results: We summarize the new algorithms and results that are included in this paper here. We show results for four sparse matrix algorithms, a structured SpMV (2.1.1), a fused Jacobi-SpGEMM (2.2.2), sparse matrix-matrix addition (2.3.1), and a supernodal sparse triangular solve (2.4.2). We demonstrate the portable performance of our team-level batched routines on GPUs [32], which were previously demonstrated only on CPUs. We cover graph kernels for distance-2 coloring [4] and distance-2 maximum independent set [13], and show performance on GPUs. Finally, we demonstrate the performance of bitonic sorting in comparison to Thrust [10], CUB [11], and Kokkos [1].

2 Sparse Linear Algebra

For its sparse linear algebra implementations, Kokkos Kernels uses the compressed row sparse (CRS) format to store sparse matrices, which is commonly referred to as CrsMatrix. That format is widely used in sparse linear algebra libraries (Trilinos, PETSc, hypre) and is the most commonly used sparse matrix format in CSE software and applications. Most importantly this allows Kokkos Kernels and Trilinos to interface easily as Tpetra (Trilinos distributed sparse linear algebra package) also relies on that matrix format. The concept of vectors is not formally introduced in Kokkos Kernels, it simply relies on Kokkos views of rank 1 and rank 2 to represent a single vector or multiple vectors. The row pointers and column indices of the CrsMatrix form the graph of the matrix and are implemented in the StaticCrsGraph associated with the matrix. The StaticCrsGraph defines the row pointer as constant after the matrix has been created; this avoids the potential for memory reallocation by the user, which is typically costly on GPU architectures.

In the rest of this section the following core kernels for sparse linear algebra are presented: sparse matrix vector multiplication (SpMV), sparse matrix matrix addition (SpAdd), sparse matrix matrix multiplication (SpGEMM) and sparse triangular solver (SpTRSV). The last three kernels use an interface that splits the symbolic operations from numeric operations for better performance.

2.1 SpMV: Sparse Matrix Vector Multiply

The Sparse Matrix Vector multiplication (SpMV) is probably one of the most common kernels in sparse linear solvers, for instance to compute residuals, to apply polynomial pre-conditioning or to project vectors onto new spaces as is performed in domain decomposition and multigrid techniques. SpMV implements the following operation: $y = \beta y + \alpha A x$ where $A$ is a $m \times n$ CrsMatrix, $x$, resp. $y$, is $k$ vectors of length $n$, resp. $m$ and $\alpha$ and $\beta$ are scalar parameters. As is common, four modes are supported for this kernel: plain, transpose, conjugate and conjugate transpose, which are applied to the matrix during the computation.

While providing a unique interface for all modes and for single vs multiple vector multiplication is the most convenient for users, the underlying implementation uses four specialized kernels for performance:

- plain or conjugate single vector,
- plain or conjugate multiple vectors,
- transpose or conjugate transpose single vector,
- transpose or conjugate transpose multiple vectors.

Furthermore, the implementation is specialized for host execution where a single level of parallelism is used and for GPU execution where three levels of parallelism are employed. These ensure good performance of the kernels on multiple architectures. Using the mechanism described in Section 6, the native implementation provided by the library can be overridden in favor of specialized TPL implementations. Currently, only cuSPARSE and MKL are supported as TPLs for SpMV. Early performance results of the SpMV kernel can be found in [12] where the discussion focused on the optimization of the kernel for the OpenMP backend on Intel Knights Landing and IBM Power8 platforms.

2.1.1 SpMV on structured grids

A variant of the SpMV algorithm for structured grid problems is also available for applications that can represent their problems on structured grids and can thus leverage more computationally efficient algorithms, especially on GPUs.

The algorithm requires the user to provide the dimensions of the underlying box as well as the stencil type used for the discretization (currently only 3pts, 5pts, 7pts, 9pts and 27pts stencils are supported). Based on the box dimensions, the algorithm excludes rows corresponding to points on the skin of the box as these might contain boundary conditions that are treated with the standard SpMV algorithm. For the remaining rows, the algorithm exploits the structure of the stencil to avoid indirection when accessing the entries of $x$ and to select optimal kernel launch parameters based on the stencil length.

In Figure 1 we present the computational speed-up between the structured SpMV approach and the native
SpMV implementation in Kokkos Kernels. The comparison is performed using a NVIDIA V100 GPU. The structured SpMV provides good performance compared to the native implementation, in the case of the 27pts stencil, further improvement could be achieved by reducing occupancy in order to improve reuse and thus improve the achieved speed-up. We compare to the native implementation here as it is slightly faster that vendor kernels for these use cases.

2.2 SpGEMM: Sparse Matrix Matrix Multiply

The target kernel here is $C = AB$, where $A$, $B$ and $C$ are sparse matrices of size $m \times n$, $n \times k$, and $m \times k$, respectively. SpGEMM finds application in graph analysis and scientific computing domains, especially in multigrid solvers such as MueLu [13].

2.2.1 Standard SpGEMM Kernel

Our implementation [14], [15] follows Gustavson’s algorithm [16], which iterates over the rows of $A$. For each row $A(i,:)$, the rows of $B$ which correspond to the column indices of the nonzeros in $A(i,:)$ are accumulated to obtain the resulting row $C(i,:)$ as

$$C(i,:) = \sum_{j \in A(i,:)} A(i,j)B(j,:). \quad (1)$$

Note that the number of nonzeros in $C(i,:)$ is not known in advance.

Our implementation consists of two major phases: symbolic and numeric. The symbolic phase computes the size of $C$, that is, the number of nonzeros in each row of $C$, whereas the numeric phase computes the column indices and the values of those nonzeros. In the overall SpGEMM implementation, we first allocate the row pointers of $C$ (also known as row offsets in the CRS format). We may compress $B$ into $B_C$ by representing the column indices by bits instead of integers. Then we perform the symbolic phase on $A$ and $B_C$ to fill the row pointers array. The last entry of the row pointers array amounts to the total number of nonzeros in $C$, i.e., $nnz(C)$. Then we allocate two more arrays to store the column indices and values of $C$, each of which is size of $nnz(C)$. Finally, we perform the numeric phase on $A$ and $B$ to fill the indices and values arrays.

The symbolic and numeric phases both use an accumulator to keep track of the entries in each row of $C$. The accumulator may be sparse or dense, depending on the parallel back-end and input matrices.

In the sparse case, we use a data structure called HashmapAccumulator that stores key-value pairs $(k,v)$. On insertion of $(k_{\text{new}},v_{\text{new}})$, $k_{\text{new}}$ is inserted if not already present, and the value is accumulated: $v := \text{accum}(v,v_{\text{new}})$. For the symbolic phase with compression, $\text{accum}$ is a bitwise OR. For the numeric phase, it is addition. SpGEMM uses a two-level HashmapAccumulator, where level-1 ($L_1$) and level-2 ($L_2$) components reside in the fast (shared) and slow (global) memory, respectively. We first attempt to insert the entries into $L_1$. If it is full, we lazily create $L_2$ and insert the remaining entries into $L_2$.

Our dense accumulator is a simple array - a bit vector for symbolic, and a scalar array for numeric. Because of the high memory cost of a dense scalar array per thread, the dense numeric accumulator is only used on CPUs.

We have different parallelization methods which vary in terms of how they exploit the hierarchical parallelism provided by Kokkos. Depending on the input matrix properties, the best method is picked and used for the entire computation. On the matrices with fewer FLOPs per row, we assign a row block to each team where each row within the block is assigned to a thread. The rows of $B$ referenced by the current row of $A$ are processed sequentially and the entries in each referenced row of $B$ are processed using vector parallelism. On the matrices with more FLOPs, we assign individual rows to the teams where each thread processes roughly equal amount of nonzeros in the flattened two nested loops using vector parallelism. The reader is referred to [14] and [15] for a more detailed description of the implementation and the performance results.

2.2.2 Jacobi-Fused SpGEMM Kernel

This kernel implements a Jacobi operation in the form of $C = (I - \omega D^{-1}A)B$, where $A$, $B$ and $C$ are sparse matrices of sizes $m \times m$, $m \times k$, and $m \times k$, respectively. Note that $A$ is square and we assume that all of its diagonal entries have nonzero values. $\omega$ is a scalar, $I$ is the identity matrix, and $D^{-1}$ represents the inverse of the diagonal matrix of $A$. This operation is frequently used during the prolongator smoothing in algebraic multigrid solvers [13].

$C = (I - \omega D^{-1}A)B$ could be implemented by calling the following three kernels:

1) a usual SpGEMM in the form of $E = AB$,
2) scaling in the form of $F = D^{-1}E$, and
3) matrix addition in the form of $C = B - \omega F$,

where $E$ and $F$ are intermediate matrices. However, in our Jacobi-fused implementation, we fuse Jacobi operation into the computations associated with the $i$th row of $A$ (equivalently, $E$, $F$, and finally $C$) in the numeric phase of SpGEMM described in Section 2.2.1. Note that the sparsity patterns of $E$ and $C$ are the same because of the nonzero diagonal entries assumption about $A$. Therefore, Jacobi-fused SpGEMM uses the usual symbolic kernel to compute the number of nonzeros in $C$. 

---

**Fig. 1.** Speed-up achieved using structured SpMV algorithm over native Kokkos Kernels SpMV algorithm for 2D finite difference (5pts), 2D finite element (9pts), 3D finite difference (7pts) and 3D finite element (27pts) stencils on a NVIDIA V100 GPU.
TABLE 1
Performance comparison of the non-fused (MSAK: multiply-scale-add kernel) and fused (KK: Kokkos Kernels) Jacobi implementations on an MPI+Cuda build of Trilinos [5].

| matrix         | #GPUs | MSAK | KK   | KK/MSAK |
|----------------|-------|------|------|---------|
| ecology1       | 4     | 45   | 27   | 0.59    |
|                | 16    | 37   | 24   | 0.65    |
|                | 64    | 33   | 22   | 0.67    |
| dielFilter     | 4     | 438  | 398  | 0.91    |
|                | 16    | 233  | 209  | 0.90    |
|                | 64    | 138  | 100  | 0.73    |
| Queen_4147     | 4     | 184  | 128  | 0.70    |
|                | 16    | 128  | 100  | 0.78    |
|                | 64    | 117  | 97   | 0.83    |

Consider the \( \sum_{i,j} A(i,j) \neq 0 \) entry \( B(i,j) \) according to [1]. Here, we fuse the Jacobi operation as

\[
C(i,:) = B(i,:) - \omega D^{-1}(i) E(i,:),
\]

where \( D^{-1}(i) \) denotes the \( i \)-th entry of \( D^{-1} \). This means in addition to the usual SpGEMM computation that obtains row \( E(i,:) \), the Jacobi-fused kernel also

- inserts the entries of row \( B(i,:) \) to the hashmap accumulator and
- multiplies each \( E(i,j) \) entry with scalar \(-\omega D^{-1}(i)\).

The FLOP count of the fused kernel is smaller than the non-fused implementation by \( m - 1 \) multiply operations, because the fused kernel multiplies \( \omega \) and \( D^{-1}(i) \) only once for each row. More importantly, the fused approach launches only one kernel instead of three kernels, hence reduces the kernel launch latency. Furthermore, it eliminates the costs associated to creating and maintaining the intermediate matrices \( E \) and \( F \), which may also involve additional communication steps at the distributed-memory level.

Table 1 displays the performance comparison of the non-fused (MSAK) and fused (KK) approaches on three different problems using an MPI+Cuda build of Trilinos [5]. The experiments were performed using the spectral graph partitioning tool Sphynx [17] with a multigrid (MueLu [13]) preconditioner in the LOBPCG eigensolver. In Table 1, we only report the running time of the Jacobi operation in the finest level of MueLu, which means that \( A \) corresponds to the adjacency matrix of the input graph and \( B \) is computed by MueLu as a prolongator matrix. We obtained the test graphs/matrices from the SuiteSparse matrix collection [16], ecology1, dielFilterV2real, and Queen_4147 have 1.0M, 1.2M, and 4.1M rows, and 5.0M, 48.5M, and 329.5M nonzeros, respectively. The experiments were performed on Summit, in which each node is equipped with six NVIDIA Volta V100 GPUs and two IBM POWER9 CPUs all connected together with NVLink and the interconnect topology is a non-blocking fat tree. In our Trilinos build, we used CUDA 10 (version 10.1.243), GCC (version 7.4.0), Netlib’s LAPACK (version 3.8.0), and Spectrum MPI (version 10.3.1.2) and set the environment variable CUDA_LAUNCH_BLOCKING. In addition, we disabled cuSPARSE and Cuda-aware MPI as suggested by Sphynx [17]. Since Trilinos requires a one-to-one mapping of MPI processes and GPUs, the second column of the table corresponds to the number of MPI processes as well.

As seen in Table 1 the fused KK kernel is 9%-41% faster than the non-fused MSAK implementation. Note that the performance improvement increases as the number of GPUs increases on dielFilterV2real. This can be explained by the increasing importance of the kernel launch latency and MPI-related overheads as the computation loads of MPI processes get smaller. On the contrary, the improvement decreases on ecology1 and Queen_4147, which could be attributed to the reduction in the FLOP count obtained by the fused kernel getting smaller as the sizes of the (sub)matrices handled by the MPI processes get smaller.

2.3 SpAdd: Sparse Matrix Addition

Sparse matrix addition computes \( C = \alpha A + \beta B \), where \( A \), \( B \) and \( C \) are in CRS format. A trivial way to compute this sum is to simply concatenate each row of \( A \) and \( B \). However, it is desirable to merge all entries in \( C \) with the same row and column so that its size in memory is minimized. Like SpGEMM, SpAdd has two phases: a “symbolic” phase that prepares to compute \( C \) based on the sparsity patterns of \( A \) and \( B \), and a fast “numeric” phase that can compute \( C \) for any \( A, B \) as long as their sparsity patterns are the same as when symbolic was called. Both phases have two versions: one for sorted input, where the entries in each row of \( A \) and \( B \) are ordered by column, and one for unsorted input. Both versions can handle unmerged inputs; if row \( i \) of \( A \) contains many entries for column \( j \), these entries will be additively merged into a single entry \( C(i,j) \).

Algorithm 1 SpAdd: Symbolic for Unsorted Inputs

1: procedure UNSORTEDSYMBOLIC(Arow, Brow)
2: for all \( i, col \in Arow \) do
3: \( Atuples \leftarrow (col, A, i) \)
4: end for
5: for all \( i, col \in Brow \) do
6: \( Btuples \leftarrow (col, B, i) \)
7: end for
8: \( Ctuples \leftarrow \text{sort } Atuples \cup Btuples \) by column
9: count \( \leftarrow -1 \)
10: for all \( (col, mat, i) \in Ctuples \) do
11: \( \triangleright \) Count unique entries
12: if \( col \) was not seen before then \( count \leftarrow count + 1 \)
13: end if
14: if \( mat = A \) then
15: \( Apos[i] \leftarrow count \)
16: else
17: \( Bpos[i] \leftarrow count \)
18: end if
19: end for
20: \( \triangleright \) Include the final entry
21: return \( count + 1 \)
22: end procedure

Algorithm 1 describes the unsorted symbolic phase within each row. It has two goals: count the entries in \( C \), and compute scatter indices for each entry in \( A \) and \( B \). The most performance-critical component is sorting. On GPUs, a
team-parallel bitonic sort is used (Section 5), while on CPUs, a serial radix sort is used. Like SpGEMM, a parallel prefix sum computes $C$’s row offsets from counts. The numeric phase is simple and fast - the final sum is produced by scattering $A$’s entries using $Apos$, and $B$’s entries using $Bpos$, directly to the correct index within the row of $C$.

Figure 2 compares against MKL for unsorted inputs. Here, MKL is about 2x faster up to about 100,000 rows, and Kokkos Kernels nearly catches up for larger inputs. However, the Kokkos Kernels numeric phase is on average 6.8x faster than MKL’s overall SpAdd.

2.3.2 SpAdd: Sorted Inputs
For sorted inputs, computing each row of $C$ is equivalent to merging two sorted lists. On CPUs, this merging is done by the trivial sequential algorithm. The symbolic phase only computes the length of the merged list. For the numeric phase, $C$’s entries and values have been allocated to the correct size. The merged list is computed again, this time storing both the column indices and summed values to the correct offsets in these arrays.

On GPUs, it is profitable to exploit SIMD parallelism within each row. The sorted list merging is done by forming a bitonic sequence in shared memory: $A$’s entries, followed by $B$’s entries in reverse. The merging phase of bitonic sort can sort this sequence in $\lceil \log_2(n_A + n_B) \rceil$ parallel steps. As with the unsorted SpAdd algorithm, the sorting also permutes the source index of each entry in $A$ or $B$ in order to form $Apos$ and $Bpos$. The numeric phase is then identical to the unsorted inputs case.

Figure 3 compares Kokkos Kernels with the Intel MKL for SpAdd on sorted inputs. The input matrices are square and each have 30 randomized entries per row. 8 OpenMP threads on a Broadwell Xeon CPU were used. MKL’s interface assumes all inputs are unsorted, and it does not separate the symbolic and numeric phases. On average, Kokkos Kernels gives a 3.6x speedup overall, and a 7.4x speedup for numeric only.

Figure 4 compares Kokkos Kernels with cuSPARSE on an NVIDIA V100. cuSPARSE requires the inputs to be sorted, but it does separate the symbolic and numeric phases. For inputs with fewer than 10,000 rows, cuSPARSE is faster overall, but for inputs larger than 200,000 rows Kokkos Kernels is between 23% and 70% faster. Distributed sparse solvers typically use more than 10,000 rows per node because strong scaling breaks down, so in practice Kokkos Kernels should be faster [19]. The numeric phase (symbolic reuse) is up to 4x faster for Kokkos Kernels.

2.4 Sparse Triangular Solver
Kokkos Kernels provides sparse triangular solve (SpTRSV) capabilities to solve linear systems $L \cdot x = b$ or $U \cdot x = b$ for $x$, where $L$ is a lower, and $U$ is an upper, non-singular triangular matrix and $x$ and $b$ are vectors. Sparse triangular solve kernels are an important component for numerical linear algebra algorithms, for example to complete the direct solution to an LU factorized linear system, or with preconditioning using incomplete LU factorization for iterative methods like multigrid or conjugate gradient.

Available SpTRSV options include a default implementation and API, with optional vendor support for NVIDIA’s cuSPARSE implementation for use on NVIDIA GPUs, and a collection of algorithms that take advantage of a matrix’s supernodal structure (referred to as the supernode-based SpTRSV). All algorithms are written using Kokkos and Kokkos Kernels, allowing portability across many-core architectures. Each algorithm is split into separate symbolic and solve phases, where the symbolic phase is responsible for computing and storing information used to expose maximal parallelism to the solve phase. The symbolic phase results can be reused while the matrix structure remains
unchanged, improving performance and efficiency of the solve phase for cases with repeat solves as in preconditioned iterative methods.

2.4.1 Sparse Triangular Solver for incomplete LU
The default SpTRSV algorithm options employ methods described in Maxim Naumov’s paper [20]. In the basic level scheduling algorithm, the symbolic phase analyzes the matrix structure on the host, performing level scheduling to group matrix rows that can be computed independently into level sets within a dependency tree. The solve phase launches a solve kernel for each level set and employs Kokkos’ hierarchical parallelism, parallelizing solve computation across each row within a level set to take advantage of the parallelism exposed by the symbolic phase.

For cases where the solve kernel’s time is dominated by kernel launch overheads, due to the levels with too few rows to merit any parallelism, a variant of the basic level scheduling algorithm called “chaining” can be used. This variant can be useful particularly for GPU runs, where consecutive levels of the dependency tree that have few rows and little work (or with number of rows falling under a set threshold) are “chained” together into a single kernel launch. On the GPU, this requires that the “chained” kernel launch run on a single thread-block to utilize GPU hardware to synchronize between levels; though this is inefficient usage of the GPU, the reduction in accumulated kernel launch overhead times may improve solve performance, for example with banded matrices where all rows have dependencies. The advantage of the portable implementation of Naumov et al. [20] is to provide a portable preconditioning option on other GPUs.

2.4.2 Sparse Triangular Solver for direct LU
We have also developed a sparse triangular solver that takes advantage of the special sparsity structures of the triangular matrices that come from the direct factorization of a sparse matrix [21]. Specifically, these triangular matrices often has a set of consecutive rows or columns with similar sparsity patterns, which can be grouped into a supernodal block. Instead of processing the columns of the sparse triangular matrix, our supernode-based triangular solver operates on these supernodal blocks. Though we may be explicitly storing zeros to form the supernodal blocks and operating with these zeros, this supernode-based solver can reduce the number of kernels launches and expose the hierarchical parallelism on top of a traditional parallel triangular solve algorithm (e.g. level scheduling).

Our implementation of the supernode-based triangular solver uses several key features of Kokkos Kernels including the team-level BLAS kernels. In particular, at each level of scheduling, we launch a single functor, where a team of threads execute a sequence of team-level BLAS kernels on each of the independent supernodal blocks, of variable supernode sizes, in parallel (e.g., TRSM to compute the solution block with the diagonal block, followed by GEMV to update the remaining blocks with the corresponding off-diagonal blocks). Hence, the team-level kernels can effectively map the supernodes to the hierarchical parallelism available on the GPU.

The dense triangular-solve TRSM, which is needed to compute a solution block, is a fundamentally sequential algorithm, and the team of threads may not be able to exploit the parallelism as well as for the matrix-vector multiply GEMV used to update the solution vector. To avoid the potential performance bottleneck with TRSM, we provide an option to explicitly invert the diagonal blocks (using batched TRTRI) in the numeric phase. We then use the team-level GEMV, instead of TRSM, to compute each of the solution blocks in the solve phase. Moreover, we can apply the inverse of the diagonal blocks to the corresponding off-diagonal blocks in the numeric phase, using our batched TRMM routine (new nonzero entries are introduced only within the blocks). Then, in the solve phase, we combine two GEMV calls (one to compute the solution block and the other to update the remaining solutions) into a single GEMV call. This is equivalent to the partitioned inverse [22], which partitions the triangular matrix and expresses its inverse as the product of the inverse of the partitioned matrices. We revisited this technique where the triangular matrix is partitioned based on the supernodal level set, and demonstrated that it is a valid option on a GPU. Table 2.4.2 compares our SpTRSV performance with that of cuSPARSE on an NVIDIA P100 GPU when SuperLU and METIS ordering are used to compute the LU factors.

3 DENSE LINEAR ALGEBRA
3.1 BLAS/LAPACK Interfaces
When using BLAS/LAPACK functions, users tend to rely on vendor library functions which are well optimized for vendor-specific hardware architectures. Commonly, users need to write different function interfaces for different computing platforms, such as Intel’s MKL vs. NVIDIA’s cuBLAS. Each BLAS/LAPACK vendor library only supports its built-in real/complex data types and column/row major data layouts. Although these functions are highly optimized, in practice, high performance is usually obtained from large problem sizes. The motivations of Kokkos Kernels BLAS/LAPACK interfaces are (i) to provide a single interface to vendor BLAS libraries on heterogenous computing platforms; (ii) to support custom user-defined scalar data types e.g., Automatic Differentiation, Ensemble data types for uncertainty quantification [23], with Kokkos native implementation; (iii) to provide customized performance solution for certain problem sizes; (iv) to explore new performance oriented interfaces

Kokkos Kernels provides interfaces for most BLAS-1 type functions, BLAS-2 type function (GEMV - matrix vector multiplication), a subset of BLAS-3 type functions (GEMM - matrix matrix multiplication, TRSM - triangular linear system solve with multiple right-hand-sides, and TRMM - triangular matrix multiplication), and a subset of LAPACK
functions (GESV - linear equation system solve using LU factorization, TRTRI - triangular matrix inverse). Kokkos Kernels’ APIs are implemented in a simple, generic way so that the called functions are able to run on a wide range of architectures. These functions accept Kokkos::View instead of raw pointers as inputs and outputs. Depending on where data resides, Kokkos Kernels calls the right functions for the targeted backend. Additionally, Kokkos Kernels’ BLAS-1 type functions are also able to operate on multi-vectors, where the 1D BLAS operations are applied to each vector respectively.

The default performance-portable implementations for BLAS/LAPACK functions in Kokkos Kernels employ Kokkos execution patterns and policies. Specialized TPL implementations pointing to vendor-optimized BLAS/LAPACK are also provided when appropriate. Using the approach described in section 6, the BLAS/LAPACK interfaces enable straightforward, convenient calls to vendor libraries. Kokkos Kernels supports host BLAS/LAPACK TPLs such as Intel’s MKL, IBM’s ESSL, OpenBLAS, etc. For GPU architectures, the currently supported TPLs are cuBLAS and MAGMA (LAPACK functionalities). There are custom BLAS/LAPACK kernels implemented for performance reason as well. For instance, the dot-based GEMM implements the optimization for $C = \beta \cdot C + \alpha \cdot A^T \cdot B$ where $A$, $B$ matrices are both tall and skinny, and $C$ matrix is small. In this particular implementation, each entry of $C$ is computed by performing the dot product of respective columns of $A$ and $B$ matrices. It is noted that since the dot products are performed on very long vectors, each dot product is assigned to a team and threads within a team are collectively perform the assigned dot product. The advantage of such an implementation for orthogonalization kernels in eigen solvers has been shown in the past [17].

3.2 Parallel Batched BLAS/LAPACK Interfaces

The Kokkos Kernels batched BLAS/LAPACK interface provides multiple functor-level interfaces for dense linear algebra (DLA), which is suitable for Kokkos hierarchical parallelism. Unlike other batched BLAS and LAPACK interface, Intel batched GEMM [21], cuBLAS batched GEMM [24], MAGMA batched GEMM [25], we do not provide a front-level (or subroutine) interface that launches a streaming parallel kernel. Instead, we provide a functor-level interface that can be used in a Kokkos parallel execution patterns e.g., parallel_for, parallel_reduce and parallel_scan. The advantage of this approach is that a user can compose various batched DLA subroutines and exploit temporal locality via the functor-level interfaces. Vectorized versions for CPU and Intel Knights Landing architectures have been studied in the past [25].

Most vendor-provided DLA libraries such as Intel MKL and NVIDIA cuBLAS perform well for large problem sizes. For small problem sizes, it is not feasible to use vendor-optimized DLA libraries as even a function call or error check already puts quite an amount of overhead for such problems. Furthermore, cuBLAS cannot be nested inside of a parallel region. The main difference from other vendor-provided DLA libraries is that Kokkos Kernels batched APIs are very light-weight generic implementations focusing on small matrix sizes; kernels are developed and tuned from the application context. Kokkos batched APIs provide generic functor-level implementations that can be embedded in a parallel region. Hence, a single parallel_for can be launched to compute a sequence of DLA operations such as GEMM, LU and TRSV. Moreover, the batched APIs can be mapped to Kokkos hierarchical parallelism and also provide various implementations of algorithms with a template argument, which allows users to choose the batched routines best suited for their application context.

Kokkos Kernels provides three choices of functor-level interfaces for batched BLAS/LAPACK DLA subroutines: Serial, Team, and TeamVector. The Serial (Algorithm 6) interface maps to a single Kokkos thread and uses serial execution patterns internally. The Team (Algorithm 3) interface maps to a team of Kokkos threads and uses the Kokkos parallel_for execution pattern to assign a Kokkos thread to a subset of the subroutine’s work internally, for example, one Kokkos thread per dot product. The TeamVector (Algorithm 7) interface maps to a team of Kokkos threads and one or more vector lanes per Kokkos thread; TeamVector uses two Kokkos parallel_for execution patterns internally: one to assign a Kokkos thread to a subset of the subroutine’s work and a second to assign a vector lane to a subset of the subroutine’s work. Lastly, Kokkos Kernels provides a SIMD data type intended to be used for allocating Kokkos views that are passed to the Serial interface or Team interface (Algorithm 5); this SIMD type affects the data access pattern of the subroutine and provides a mechanism for reducing GPU memory transactions via double word loads and stores. Depending on the application’s matrix sizes and required batched DLA subroutines, the user will choose what is suitable for their needs.

Figure 5 shows the performance of Kokkos Kernels (using all four interfaces mentioned above) against MAGMA, and cuBLAS for batched GEMM on small matrices. We evaluate the performance for random-valued, square matrices of sizes 3, 5, 7, 9, 11, 13, and 15, with a batch size of 163,840. All Kokkos Kernels (KK) batched GEMM experiments average times over 2000 trials. The KK, MAGMA, and cuBLAS comparisons use O3 optimization on an NVIDIA Tesla V100 GPU. This data was collected with MAGMA 2.5.4 batched GEMM and the Kokkos Kernels develop branch. It is observed that all Kokkos Kernels implementations
Fig. 6. Batched gemm on small matrices: Kokkos Kernels vs. MKL

Fig. 7. Batched trmm on small matrices: Kokkos Kernels vs. MAGMA

outperform the cuBLAS batched GEMM. For larger sizes of 13 and 15, MAGMA performs better as compared to the KK implementations. For example, MAGMA achieves 1.1x, 1.6x speedups w.r.t. KK SIMD Team Gemm interface for these block sizes, respectively. For smaller sizes of 3, 5, 7, 9, 11, KK SIMD Team Gemm interface is faster than MAGMA with the speedups of 2.8x, 2.4x, 1.5x, 1.3x, 1.1x, respectively.

To evaluate the batched GEMM performance on CPU backend, we carry out the same experiment as with the aforementioned GPU case and compare against the MKL compact implementation, as shown in Figure 6. The KK and MKL comparisons use O3 optimization with Intel C++ version 19.0.3.199, with 96 OpenMP threads on a node with two Intel Xeon Platinum 8160 (Skylake) processors. We only show the KK Serial interfaces’ results since these are the best performance number over the other KK implementations. Using SIMD type, we can achieve an average speedup of 1.7x as compared to KK Serial interface for all matrix sizes. We see that the performance of MKL Compact is comparable to KK Serial interface with SIMD type.

Fig. 7 compares Kokkos Kernels with MAGMA for batched TRMM on small matrices. The input matrices are square with a batch size of 2^19 and are populated with random values. All Kokkos Kernels batched TRMM experiments average times over 2000 trials. The KK+Cuda and MAGMA comparisons use O3 optimization on an NVIDIA Tesla V100 GPU. The KK+OpenMP comparison uses O3 optimization with 96 OpenMP threads on a node with two Intel Xeon Platinum 8160 (Skylake) processors. This data was collected with MAGMA 2.5.4 batched TRMM and the Kokkos Kernels develop branch. cuBLAS and MKL batched TRMM performance is omitted since these BLAS/LAPACK libraries do not provide a batched TRMM interface. Figure 7 shows that KK+Cuda outperforms both KK+OpenMP and MAGMA. For matrix sizes of 3, 5, 7, 9, 11, 13, the KK+Cuda SerialTrmm interface is faster than MAGMA with speedups of 95.4x, 23.6x, 8.9x, 3.8x, 2.4x, 1.5x, respectively. For the matrix dimension of 15, MAGMA is comparable to KK+Cuda.

Figure 8 compares Kokkos Kernels with the Kokkos Cuda backend and Kokkos OpenMP backend for batched TRTRI on small matrices. The input matrices are square with a batch size of 2^19 and are populated with random values. All Kokkos Kernels batched TRTRI experiments average times over 2000 trials. The KK+Cuda comparisons use O3 optimization on an NVIDIA Tesla V100 GPU. The KK+OpenMP comparison uses O3 optimization with 96 OpenMP threads on a node with two Intel Xeon Platinum 8160 (Skylake) processors. This data was collected with the Kokkos Kernels develop branch. MAGMA, cuBLAS and MKL batched TRTRI performance is omitted since these BLAS/LAPACK libraries do not provide a batched TRTRI interface. Figure 8 shows that KK+Cuda outperforms KK+OpenMP.

4 Graph Algorithms

4.1 Distance-1 Graph Coloring

Distance-1 graph coloring is the classical problem for undirected graphs: label each vertex with a color such that no two adjacent vertices have the same color. Minimizing the number of colors is intractable (NP-complete), but an
approximate solution is still useful and can be found efficiently by greedy algorithms. Kokkos Kernels has two parallel greedy algorithms for coloring: vertex-based (VB) and edge-based (EB) [27]. Both algorithms are speculative. They assign colors to vertices without thread synchronization, potentially creating an invalid coloring due to data races. Conflicts are then resolved by uncoloring one endpoint of each edge between two like colors. This process is repeated until the conflict resolution pass finds no conflicts.

The difference between VB and EB is in the granularity of each thread’s task. In VB, each thread loops over a vertex’s neighbors to determine the smallest valid color, and to detect conflicts. In EB, each thread processes only a single edge at a time. In the coloring pass, the color of each endpoint is passed to the other to find the set of valid colors. In the conflict detection pass, if the colors of each endpoint are the same, the endpoint with the larger index is uncolored. VB is usually the faster algorithm in practice, but for irregular graphs with some vertices of high degree (e.g., power-law graphs), EB can be much faster on GPUs.

4.2 Distance-2 Graph Coloring

Distance-2 graph coloring and bipartite graph partial coloring (BGPC) are two other closely related coloring problems. Distance-2 coloring is the same as distance-1 coloring, except that any two vertices connected by a path of two or fewer edges must have different colors. Bipartite graph partial coloring is the same, but defined for bipartite graphs and only one part (left or right) of the graph is assigned colors. For undirected (symmetric) graphs with all self-loops, these problems are equivalent. In Kokkos Kernels, the bipartite graph is still represented as a sparse adjacency matrix, where each row is a vertex in the left part, and each column is a vertex in the right part.

For these problems, Kokkos Kernels implements a parallel algorithm called net-based (NB) coloring by Taş et al. [28]. The simplest approach to greedy distance-2 coloring is to extend the distance-1 VB algorithm to loop over both neighbors and neighbors-of-neighbors. However, this nested loop has a high performance cost. Net-based coloring avoids the nested loop by gathering used colors from immediate neighbors twice. After the k-th gather pass, each vertex is aware of all used colors in a radius-k neighborhood. If Δ is the maximum degree of the graph, this reduces the complexity of each coloring pass from \( O(\Delta^2 |V|) \) to \( O(\Delta |V|) \). In practice, using pure NB coloring is not always faster than VB. NB must recompute the forbidden colors for all vertices after every iteration, while VB only computes them for the uncolored vertices.

Table 3 compares VB and NB performance on some selected graphs from the SuiteSparse collection [18]. \( \Delta_{avg} \) and \( \Delta_{max} \) are the average and maximum degrees, respectively. Generally, as \( \Delta_{max} \) increases, NB performs better relative to VB.

4.3 Distance-2 Maximal Independent Set

Distance-2 maximal independent set (MIS-2) is the problem of finding a subset of vertices such that no two vertices are within 2 edges of each other, and where no additional vertex can be added to the set without violating this property. MIS-2 is useful for graph coarsening, especially in algebraic multigrid [29]. Each coarse vertex may be formed from a “root” vertex in the MIS-2 and its radius-2 neighborhood.

Kokkos Kernels has an optimized, deterministic MIS-2 implementation based on an algorithm by Bell et al. [29], as well as MIS-2 based coarsening. We compare the performance of Kokkos Kernels MIS-2 against the CUSP library [30], also by Dalton and Bell. 15 graphs from SuiteSparse [18] are used, as well as a 100\(^3\) 3D Laplacian problem and a 60\(^3\) 3D elasticity problem generated by MueLu [13]. The number of vertices range from 505K to 1.498M, and the average degrees are between 5 and 82. Kokkos Kernels averages a 6x speedup by using prefix-sum worklists, re-randomizing the priorities each iteration, and by representing vertex states more efficiently.

5 Multi-Level Bitonic Sorting

Kokkos Kernels provides a flexible implementation of the bitonic sorting algorithm. Although bitonic sort has a high

---

### Algorithm 3 Batched Team

1: procedure BATCHEDTEAM(Amats, Bmats, Cmats)
2:   # Using Kokkos TeamPolicy
3:   for all A, B, C \( \in \) Amats, Bmats, Cmats do
4:     C ← TeamGemm(\( \alpha \), A, B, \( \beta \), C)
5:   end for
6: return C
7: end procedure

### Algorithm 4 Batched TeamVector

1: procedure BATCHEDTEAMVECTOR(Amats, Bmats, Cmats)
2:   # Using Kokkos TeamPolicy
3:   for all A, B, C \( \in \) Amats, Bmats, Cmats do
4:     C ← TeamVectorGemm(\( \alpha \), A, B, \( \beta \), C)
5:   end for
6: return C
7: end procedure

### Algorithm 5 Batched SIMD

1: @ Inputs are SIMD Kokkos Views. ThreadVectorRange within TeamPolicy is “unconventional” Kokkos Hierarchical Parallelism
2: procedure BATCHEDSIMD(Amats, Bmats, Cmats)
3:   # Using Kokkos TeamPolicy
4:   for all \( A_v, B_v, C_v \in \) Amats, Bmats, Cmats do
5:     C ← SerialGemm/TeamGemm(\( \alpha \), A, B, \( \beta \), C)
6:   end for
7:   return C
8: end procedure

### Table 3

| graph       | vertices | \( \Delta_{avg} \) | \( \Delta_{max} \) | VB time | NB time |
|-------------|----------|----------------|----------------|--------|---------|
| ecology2    | 999999   | 4.996          | 5              | 0.0101 | 0.0706  |
| af_shell7   | 504855   | 34.8           | 40             | 0.271  | 0.358   |
| Fault_639   | 638802   | 44.8           | 318            | 0.612  | 1.172   |
| circuit_4   | 80209    | 3.84           | 6750           | 210.9  | 21.3    |

---

### Algorithm 3

1: @ Inputs are SIMD Kokkos Views. ThreadVectorRange within TeamPolicy is “unconventional” Kokkos Hierarchical Parallelism
2: procedure BATCHEDSIMD(Amats, Bmats, Cmats)
3:   # Using Kokkos TeamPolicy
4:   for all \( A_v, B_v, C_v \in \) Amats, Bmats, Cmats do
5:     C ← SerialGemm/TeamGemm(\( \alpha \), A, B, \( \beta \), C)
6:   end for
7:   return C
8: end procedure

### Table 3

VB vs. NB performance on selected graphs (NVIDIA V100)
Kokkos Kernels provides team-level and device-level sorting. An NVIDIA BlockRadixSort [11] for team-level sorting of

1000 different arrays. Thrust is obviously the fastest for

time is for the entire kernel, including the transfers be-

tween global and shared memory. Although Kokkos Kernels is slightly slower than CUB, it can sort elements of any

type, use any comparison function, and is not constrained

by hardware registers or shared memory.

6 Software Design
Kokkos Kernels provides a header-only C++ template library for instantiating linear algebra and graph kernels. Kokkos Kernels still requires linking against an installed library (shared or static) due to Kokkos core, third-party libraries and explicit template instantiation. Like Kokkos itself, Kokkos Kernels provides single-source, multiple-platform C++ code through compile-time dispatch to different code paths by changing execution policy and memory space input types. The final executable code is generated when building downstream applications, not Kokkos Kernels itself, which creates a so-called transitive dependency problem. Our goals in the design are:

• Limiting expensive template-heavy compile times through explicit instantiation (called eti-kernels)
• Transparently dispatching to vendor-optimized third-party libraries when available without needing to modify user code (called tpl-kernels)
• Enabling use of kernels not covered through eti-kernels and tpl-kernels (called inline-kernels)

We use Kokkos View for all our interfaces. One problem with this design is that different types can actually represent the exact same data with the same properties, see frame below, which leads to a combinatorial explosion of different signatures for an otherwise identical function.

There are three issues because of this flexibility:

• Instantiating a function simply for View<double*> will not cover a call for View<const double*>.
• While a function, norm(View<double*>) for example, can be mapped to a tpl-kernel an equally allowed one, norm(View<const double*, LayoutStride>) for instance, might not.
• Without further measures calling the otherwise identical functions above, will result in six compiled variants of the norm function, with the associated increase in compile time and binary size.

To enable both the transparent dispatch to tpl-kernels, eti-kernels and inline-kernels and resolving these issues the software design is deploying a two layer implementation. The user-facing dispatch-layer consists of functions templated on the Kokkos View types. These functions are always implicitly instantiated by the user. They first unify the types of the View arguments as much as possible and then dispatch to the implementation-layer which consists of partial specializations of classes.

In order to then dispatch from the same function to either the inline-kernel, tpl-kernel or eti-kernel helper arguments are introduced for the parameters of the implementation layer.
They provide the information about whether a specific kernel variant was explicitly instantiated or can map to a third party library.

```cpp
template<class ViewType>
auto norm(ViewType a) {
   // get the common type
   CommonVT<ViewType>::type common_a = a;
   // Call the implementation layer
   return ETI_Variant_Exists<CommonVT>::value
           ? ETI_Variant_Exists<CommonVT>::value : norm(common_a);
}
```

Inside an application the call to `norm` will now only inline instantiate the actual implementation of the kernel, if both `TPL_Variant_Exists<CommonVT>` and `ETI_Variant_Exists<CommonVT>` are false.

Furthermore, even the instantiations for which `TPL_Variant_Exists<CommonVT>` is true can still distinguish between different `View` types. That allows Kokkos Kernels to target a TPL for host data (e.g., Intel’s MKL) and for GPU data (e.g., NVIDIA’s CuBLAS and CuSparse) in the same executable, since the memory type information is part of the `View` type.

During compilation of the Kokkos Kernels library, a list can be specified for which `eti-kernels` shall be generated. For the actual generation the same generic code is then used which applications would hit when they implicitly instantiate a kernel (i.e. `ETI_Variant_Exists<CommonVT>` is simply always set to false during library compilation).

Another use case introduced later in the development of Kokkos Kernels, is the ability for users to choose at runtime between different variants. This can be used both for choosing between different algorithms for the same function implemented by Kokkos Kernels itself and choosing between calling the `tpl-kernel`, `inline-kernel` or `eti-kernel`. The user provides that type of information via a `handle` as an argument to the `dispatch-layer` function. Choosing between different algorithms in the Kokkos Kernel implementation happens in the `implementation-layer`. However, choosing between `tpf-kernel`, `inline-kernel` and `eti-kernel` happens at the `dispatch-layer` to avoid unnecessary explicit instantiations of the `inline-kernels` during compilation of the `tpl-kernels`.

```cpp
template<class ViewType>
auto func(KKHandle h, ViewType a) {
   // get the common type
   CommonVT<ViewType>::type common_a = a;
   // Choose between kokkos-kernels and tpl variant
   if(h.no_tpl_kernel) { // Call the implementation layer with TPL
      return FuncImpl<CommonVT, false, false>(ETI_Variant_Exists<CommonVT>::value
                                                  ? ETI_Variant_Exists<CommonVT>::value : func(h, common_a));
   } else { // Call the implementation layer return FuncImpl<CommonVT, TPL_Variant_Exists<CommonVT>::value
        ETI_Variant_Exists<CommonVT>::value : func(h, common_a));
   }
}
```

7 Conclusion
We described the capabilities of the Kokkos Kernels library. We also showed how interface design could help us achieve better performance. We showed examples for reusing symbolic information, team-level routines for batched linear algebra and team-level utilities like hashing and sorting will help us achieve portable performance. We demonstrated several new results for sparse/dense matrix kernels and graph kernels. We have also compared the portable kernels with state-of-the-art native kernels when applicable. Kokkos Kernels continues to grow in terms of its capabilities. We plan to fully support upcoming accelerators from Intel and AMD in the near future.
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