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Abstract: Data-driven evolutionary multi-objective optimization (EMO) has been recognized as an effective approach for multi-objective optimization problems with expensive objective functions. The current research is mainly developed for problems with a ‘regular’ triangle-like Pareto-optimal front (PF), whereas the performance can significantly deteriorate when the PF consists of disconnected segments. Furthermore, the offspring reproduction in the current data-driven EMO does not fully leverage the latent information of the surrogate model. Bearing these considerations in mind, this paper proposes a data-driven EMO algorithm based on multiple-gradient descent. By leveraging the regularity information provided by the up-to-date surrogate model, it is able to progressively probe a set of well distributed candidate solutions with a convergence guarantee. In addition, its infill criterion recommends a batch of promising candidate solutions to conduct expensive objective function evaluations. Experiments on 33 benchmark test problem instances with disconnected PFs fully demonstrate the effectiveness of our proposed method against four selected peer algorithms.

Keywords: Data-driven optimization Multiple-gradient descent Evolutionary multi-objective optimization.

1 Introduction

Many real-world scientific and engineering applications involve multiple conflicting objectives, a.k.a. multi-objective optimization problems (MOPs). For example, tuning a water distribution system to optimize its financial and operational costs [1], minimizing the energy consumption while maximizing locomotion speed in a complex robotic system [2]. In multi-objective optimization, there does not exist a solution that optimizes all conflicting objectives simultaneously. Instead, we are looking for a set of representative, with a promising convergence and diversity, trade-off solutions that compromise one objective for another.

Due to the population-based characteristics, evolutionary algorithms (EAs) have been widely recognized as an effective approach for MO [3, 4]. However, one of the major criticisms of EAs is its daunting amount of function evaluations (FEs) required to obtain a set of reasonable solutions. This is unfortunately unacceptable in practice since FEs are either computationally or financially demanding, e.g., computational fluid dynamic simulations can take from minutes to hours to carry out a single FE [5]. To mitigate this issue, data-driven evolutionary optimization1 guided by surrogate models of computationally expensive objective functions, have become as a powerful approach for solving expensive optimization problems [7]. For example, some researchers considered various ways to build a surrogate model of the expensive objective functions, either collectively [8, 11] or as a weighted aggregation [12, 15]. According to the ways of surrogate modeling, bespoke model management strategies are developed to select promising candidate solution(s) for conducting expensive FEs. In particular,
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1It is also known as surrogate-assisted EA interchangeably in the literature [6].
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this can either be driven by the surrogate model directly \([9,14,15]\) or an acquisition function inferred from the model uncertainty \([8,10–13]\). There are two gaps in the current literature that hinder the further uptake of data-driven evolutionary multi-objective optimization (EMO) in practice.

- Most, if not all, existing studies are mainly designed and validated on prevalent test problems (e.g., DTLZ1 to DTLZ4 \([16]\) and WFG4 to WFG9 \([17]\)) characterized as ‘regular’ triangle-like Pareto-optimal fronts (PFs). Unfortunately, this is unrealistic in the real-world optimization scenarios \([18]\). On the contrary, it is not uncommon that the PFs of real-world applications are featured as disconnected, incomplete, degenerated, and/or badly-scaled (partially due to the complex and nonlinear relationship between objectives), it is surprising that the research on handling MOPs with irregular PFs is lukewarm in the context of data-driven EMO, except for \([11]\).

- In addition, the evolutionary operators for offspring reproduction are directly derived from the EA (e.g., crossover and mutation \([19]\), particle swarm optimization \([20]\), differential evolution \([21]\)) or conventional mathematical programming (e.g., simplex \([22]\), Nelder–Mead \([23]\), and trust-region methods \([24]\)). By this means, the regularity information of the underlying MOP embedded in the surrogate model(s) is unfortunately yet exploited. Note that such information can be beneficial to navigate a more effective exploration of the search space.

Bearing these considerations in mind, this paper proposes a data-driven evolutionary multi-objective optimization based on multiple-gradient descent \([25]\) for expensive MOPs with disconnected PFs. Its basic idea is to leverage the gradient information of the surrogate models to explore promising candidate solutions. It consists of the following two distinctive components.

- **MGD-based evolutionary search**: As the main crux of our proposed algorithm, it generates a set of candidate solutions guided by the multiple-gradient descent of the surrogate model of each computationally expensive objective function. In a nutshell, these candidate solutions are first randomly sampled in the decision space. Then, they are gradually guided to interpolate well distributed potential solutions along the manifold of the surrogate PS.

- **Infill criterion**: It recommends a batch of promising candidate solutions obtained by the MGD-based evolutionary search step to carry out expensive FEs for the model management.

Our experiments on 33 benchmark test problem instances with disconnected PFs fully demonstrate the effectiveness and outstanding performance of our proposed D²EMO/MGD against four selected peer algorithms.

The rest of this paper is organized as follows. Section 2 gives some preliminary knowledge pertinent to this paper. The technical details of our proposed method is introduced in Section 3. The experimental setup is given in Section 4 and the results are presented and discussed in Section 5. Section 6 concludes this paper and sheds some lights on potential future directions.

2 Preliminaries

In this section, we give some basic definitions pertinent to this paper.

2.1 Basic Definitions in Multi-Objective Optimization

The MOP considered in this paper is defined as:

\[
\begin{align*}
\text{minimize} & \quad F(x) = (f_1(x), \ldots, f_m(x))^T, \\
\text{subject to} & \quad x \in \Omega,
\end{align*}
\]

where \(x = (x_1, \ldots, x_n)^T\) is a decision vector and \(F(x)\) is an objective vector. \(\Omega = [x^L_1, x^U_1] \subseteq \mathbb{R}^n\) defines the search space. \(F : \Omega \rightarrow \mathbb{R}^m\) is the corresponding attainable set in the objective space \(\mathbb{R}^m\).
Definition 1. Given two solutions \( x^1, x^2 \in \Omega \), \( x^1 \) is said to Pareto dominate \( x^2 \), denoted as \( x^1 \preceq x^2 \), if and only if \( f_i(x^1) \leq f_i(x^2) \) for all \( i \in \{1, \cdots, m\} \) and \( F(x^1) \neq F(x^2) \).

Definition 2. A solution \( x^* \in \Omega \) is said to be Pareto-optimal if and only if \( \nexists x' \in \Omega \) such that \( x' \preceq x^* \).

Definition 3. The set of all Pareto-optimal solutions is called the Pareto-optimal set (PS), i.e., \( \mathcal{PS} = \{ x^* | \exists x' \in \Omega \text{ such that } x' \preceq x^* \} \) and their corresponding objective vectors form the Pareto-optimal front (PF), i.e., \( \mathcal{PF} = \{ F(x^*) | x^* \in \mathcal{PS} \} \).

2.2 Gaussian Process Regression Model

In view of the continuously differentiable property, we consider the Gaussian process regression (GPR) [26] as the surrogate model of each expensive objective function. Given a set of training data \( \mathcal{D} = \{ (x^i, f(x^i)) \}_{i=1}^{N} \), a GPR model aims to learn a latent function \( g(x) \) by assuming \( f(x^i) = g(x^i) + \epsilon \) where \( \epsilon \sim \mathcal{N}(0, \sigma_n^2) \) is an independently and identically distributed Gaussian noise. For each testing input vector \( z^* \in \Omega \), the mean and variance of the target \( f(z^*) \) are predicted as:

\[
\overline{g}(z^*) = m(z^*) + k^T(z^*)(K + \sigma_n^2I)^{-1}(f - m(X)),
\]

\[
\mathcal{V}[g(z^*)] = k(z^*, z^*) - k^T(z^*)(K + \sigma_n^2I)^{-1}k^*,
\]

where \( X = (x^1, \cdots, x^N)^T \) and \( f = (f(x^1), \cdots, f(x^N))^T \). \( m(X) \) is the mean vector of \( X \), \( k^* \) is the covariance vector between \( X \) and \( z^* \), and \( K \) is the covariance matrix of \( X \). In this paper, we use the radial basis function as the covariance function to measure the similarity between a pair of two solutions \( x \) and \( x' \in \Omega \):

\[
k(x, x') = \gamma \exp(-\frac{\|x - x'\|^2}{\ell}),
\]

where \( \| \cdot \| \) is the Euclidean norm and \( \gamma \) and length scale \( \ell \) are two hyperparameters. The predicted mean \( \overline{g}(z^*) \) is directly used as the prediction of \( f(z^*) \), and the predicted variance \( \mathcal{V}[g(z^*)] \) quantifies the uncertainty. In practice, the hyperparameters associated with the mean and covariance functions are learned by maximizing the log marginal likelihood function as recommended in [26]. For the sake of simplicity, here we assume that the mean function is a constant 0 and the inputs are noiseless.

3 Proposed Method

In this section, we plan to delineate the implementation of our proposed data-driven evolutionary multi-objective optimization based on multiple-gradient descent (dubbed D\textsuperscript{2}EMO/MGD). As the flowchart shown in Fig. 1, D\textsuperscript{2}EMO/MGD starts with an initialization step based on an experimental design method such as Latin hypercube sampling [27]. Note that these initial samples will be evaluated based on the computationally expensive objective functions. During the main loop, the surrogate modeling step builds a surrogate model by using the GPR for each expensive objective function based on the data collected so far. The other two steps will be delineated in the following paragraphs.

3.1 MGD-based Evolutionary Search

This step aims to search for a set of promising candidate solutions \( \mathcal{P} = \{ \hat{x}^i \}_{i=1}^{\hat{N}} \), which are assumed to be an appropriate approximation to the PF, based on the surrogate model built in the surrogate
Remark 1. As discussed in [25], the multiple-gradient descent (MGD) is a natural extension of the single-objective gradient to finding a PF. In a nutshell, its basic idea is to iteratively update a solution \(x\) along a ‘specified’ direction so that all objective functions can thus be improved. Different from the single-objective gradient to finding a PF. In a nutshell, its basic idea is to iteratively update a solution \(x\) along a ‘specified’ direction so that all objective functions can thus be improved.

Step 1: Initialize a candidate solution set \(P = \{\hat{x}^i\}_{i=1}^N\) based on Latin hypercube sampling upon \(\Omega\).

Step 2: For each solution \(\hat{x}^i \in P\), do

1. Calculate the gradient of the predicted mean of each objective function \(\nabla g_j(\hat{x}^i)\) where \(j \in \{1, \cdots, m\}\).

2. Find a nonnegative unit vector \(w^* = (w^*_1, \cdots, w^*_m)^\top\) that satisfies:

\[
w^* = \arg\min_w \left\| \sum_{j=1}^m w_j \nabla g_j(\hat{x}^i) \right\|,
\]

where \(w = (w_1, \cdots, w_m)^\top\), \(\sum_{i=1}^m w_i = 1\) and \(w_i \geq 0, i \in \{1, \cdots, m\}\).

3. Obtain a directional vector \(u^*\) as:

\[
u^* = \begin{cases} 
\arg\max_{1 \leq j \leq m} \|\nabla g_j(\hat{x}^i)\|, & \text{if } \sum_{j=1}^m w^*_j \nabla g_j(\hat{x}^i) = 0 \\
\arg\min_{1 \leq j \leq m} \|\nabla g_j(\hat{x}^i)\|, & \text{if } \exists i,j \in \{1, \cdots, m\}, \langle \nabla g_j(\hat{x}^i), \nabla g_j(\hat{x}^i) \rangle > \delta \\
\sum_{j=1}^m w^*_j \nabla g_j(\hat{x}^i), & \text{otherwise}
\end{cases}
\]

where \(\langle *, * \rangle\) measures the acute angle between two vectors, and \(\delta = \min\left\{ \|\nabla g_k(\hat{x}^i)\| \right\}_{k=1}^m\).

4. Amend the updated solution to \(P \leftarrow P \cup \{\hat{x}^i + \eta u^*\}\)

Step 3: Remove the dominated solutions in \(P\) according to their predicted objective functions.

Step 4: If the stopping criterion is met, then stop and output \(P\). Otherwise, go to Step 2.

Remark 2. In this paper, since the computationally expensive objective functions are modeled by GPR, which is continuously differentiable, we can derive the gradient of the predicted mean function w.r.t. a solution \(x\) as:

\[
\frac{\partial g(x)}{\partial x} = \frac{\partial k^*}{\partial x} K^{-1} f,
\]

where the first-order derivative of \(k^*\), i.e., the covariance vector between \(P\) and \(x\), is calculated as:

\[
\frac{\partial k^*}{\partial x} = - \frac{\partial \|x - x'\|}{\partial x} \frac{\partial g(x)}{\partial x} \ell.
\]

Remark 3. The optimization problem in [3] is essentially equivalent to finding a minimum-norm point in the convex hull. When \(m = 2\), we have the closed form solution as:

\[
w^*_1 = \frac{(\nabla g_2(\hat{x}^i) - \nabla g_1(\hat{x}^i))^\top \nabla g_2(\hat{x}^i)}{\|\nabla g_2(\hat{x}^i) - \nabla g_1(\hat{x}^i)\|^2}, \quad w^*_2 = 1 - w^*_1.
\]

Remark 4. Fig. 2 gives an illustrative example for each of the three conditions given in equation (6) when \(m = 2\). More specifically, when the gradients of two objective functions are in opposite directions as shown in Fig. 2(a), \(u^*\) is chosen as the one with a larger Euclidean norm. If the gradients are too close to each other as shown in Fig. 2(b), \(u^*\) is chosen as the one with a smaller Euclidean norm. On the contrary, \(u^*\) is set as the weighted aggregation of two gradients where the weights are obtained from Step 2.2.
Remark 5. According to the Karush–Kuhn–Tucker (KKT) conditions \cite{28}, we have $\forall \mathbf{x}^\ast \in \mathcal{PS}$, $\exists \tilde{\alpha} = (\alpha_1, \cdots, \alpha_m)^T$, where $\alpha_i \geq 0$, $i \in \{1, \cdots, m\}$ and $\sum_{i=1}^m \alpha_i = 1$, such that $\sum_{i=1}^m \alpha_i \nabla f_i(\mathbf{x}^\ast) = 0$. In this case, we come up with Theorem 1 and Corollary 1, the proof of which can be found in the supplemental document of this paper.

**Theorem 1.** Considering the $m$ objective functions defined in (1), $\forall \mathbf{x} \in \Omega$ but $\mathbf{x} \not\in \mathcal{PS}$, $\exists \mathbf{w}^\ast$ that satisfies (5) and $\mathbf{u}^\ast = \sum_{j=1}^m w_j^\ast \nabla f_j(\mathbf{x}) > 0$, we can obtain a new solution $\mathbf{x}' = \mathbf{x} + \eta \mathbf{u}^\ast$ such that $\mathbf{x}' \preceq \mathbf{x}$.

**Corollary 1.** Considering the $m$ objective functions defined in (1), $\forall \mathbf{x} \in \mathcal{PS}$, $\exists \mathbf{w}^\ast$ that satisfies (3) and $\mathbf{u}^\ast = \sum_{j=1}^m w_j^\ast \nabla f_j(\mathbf{x}) = 0$, we can obtain a new solution $\mathbf{x}' = \mathbf{x} + \eta \mathbf{u}^\ast$ such that $\mathbf{x}'$ is still on the PS.

Remark 6. According to Theorem 1, the MGD-based evolutionary search step can be understood as pushing a solution towards the PS first before implementing a random walk along the PS as an illustrative example shown in Fig. 3.

**Remark 7.** In Step 2.4, $\eta \in (0, 1]$ is a random scaling factor along the direction vector $\mathbf{u}^\ast$. The stopping criterion in Step 4 is the number of iterations (here it is set as 100 in our experiments) of this MGD-based evolutionary search step.

### 3.2 Infill Criterion

This step aims to pick up $\xi \geq 1$ promising solutions from $\mathcal{P}$ and evaluate them by using the computationally expensive objective functions. These newly evaluated solutions are then used to update the training dataset for the next iteration. In a nutshell, there are two main difference w.r.t. many existing works on data-driven EA \cite{7} and Bayesian optimization \cite{29}. First, even though we the GPR as the surrogate model, our infill criterion does not rely on an uncertainty quantification measure, a.k.a. acquisition function. Second, instead of recommending one solution for the computationally...

---

**Figure 2:** Illustrative examples of the calculation of $\mathbf{u}^\ast$ in equation (6).

**Figure 3:** Illustrative examples of MGD w.r.t. different solutions moving towards different (a) PS segments and (b) PF segments, and (c) the working mechanism in the MGD-based evolutionary search step.
expensive function evaluation in a sequential manner, the infill criterion step of D²EMO/MGD proposes to select a batch of samples at a time. Under a limited computational budget, we can expect to reduce the number of iterations of the main loop in Fig. 1 by $\xi$ times. In addition, since many physical experiments can be carried out in parallel given the availability of more than one infrastructure (e.g., the training and validating machine learning models are usually distributed into multiple cores or GPUs for hyper-parameter optimization in automated machine learning), such batched recommendation provides an actionable way for parallelization. Therefore, we can anticipate the practical importance to save the computational overhead. In this paper, we propose a simple infill criterion based on the individual Hypervolume [30] contribution (IHV). Specifically, the IHV of each candidate solution $x \in P$ is calculated as:

$$\text{IHV}(x) = \text{HV}(P) - \text{HV}(P \setminus \{x\}),$$

where $\text{HV}(P)$ evaluates the Hypervolume of $P$. Then, the top $\xi$ solutions in $P$ with the largest IHV are picked up for the expensive function evaluations.

4 Experimental Setup

This section introduces our experimental setup including the benchmark test problems, the peer algorithms along with their parameter settings, and the performance metrics and statistical tests.

4.1 Benchmark Test Problems

In our empirical study, we consider benchmark test problems with disconnect PF segments to constitute our benchmark suite, including ZDT3 [31], DTLZ7 [16] and WFG2 [17] along with their variants dubbed ZDT3*, DTLZ7* and WFG2*. Their mathematical definitions and characteristics can be found in the supplemental document

4.2 Peer Algorithms and Parameter Settings

To validate the competitiveness of our proposed algorithm, we compare its performance with ParEGO [12], MOEA/D-EGO [13], K-RVEA [10], and HSMEA [11] widely used in the literature. We do not intend to delineate their working mechanisms here while interested readers are referred to their original papers for details. The parameter settings are listed as follows.

- Number of function evaluations (FEs): The initial sample size is set to $11 \times n - 1$ for all algorithms and the maximum number of FEs is capped as 250.
- Reproduction operators: The parameters associated with the simulated binary crossover [66] and polynomial mutation [67] are set as $p_c = 1.0$, $\eta_c = 20$, $p_m = 1/n$, $\eta_m = 20$.
- Kriging models: As for the algorithms that use Kriging for surrogate modeling, the corresponding hyperparameters of the MATLAB Toolbox DACE [68] is set to be within the range $[10^{-5}, 10^5]$.
- Batch size $\xi$: It is set as $\xi = 10$ for our proposed algorithms and $\xi = 5$ is set in MOEA/D-EGO.
- Number of repeated runs: Each algorithm is independently run on each test problem for 31 times with different random seeds.

4.3 Performance Metric and Statistical Tests

To have a quantitative evaluation of the performance of different algorithms, we use the widely used HV as the performance metric. To have a statistical interpretation of the significance of comparison results, we use the following three statistical measures in our empirical study.

---

3The supplemental document can be found in xxxxxxxxxxxx
• Wilcoxon signed-rank test \cite{wilcoxon1945individual}: This is a widely used non-parametric statistical test to conduct a pairwise comparison. In our experiments, we set the significance level as $p = 0.05$.

• A\textsubscript{12} effect size \cite{sanchez2019effect}: This is an effect size measure that evaluates the probability of one algorithm is better than another. Specifically, given a pair of peer algorithms, $A_{12} = 0.5$ means they are equivalent. $A_{12} > 0.5$ denotes that one is better for more than 50% of the times. $0.56 \leq A_{12} < 0.64$ indicates a small effect size while $0.64 \leq A_{12} < 0.71$ and $A_{12} \geq 0.71$ mean a medium and a large effect size, respectively.

• Scott-knott test \cite{scott1969critical}: This is used to rank the performance of different peer algorithms over 31 runs on each test problem. In a nutshell, it uses a statistical test and effect size to divide the performance of peer algorithms into several clusters. In particular, the performance of peer algorithms within the same cluster are statistically equivalent. The smaller the rank is, the better performance of the algorithm achieves.

5 Experimental Results

In this section, our empirical study aims to investigate: 1) the performance of our proposed D\textsuperscript{2}EMO/MGD compared against the selected peer algorithms; and 2) the effectiveness of the MGD-based evolutionary search and the infill criterion steps of D\textsuperscript{2}EMO/MGD.

5.1 Performance Comparisons with the Peer Algorithms

The statistical comparison results of the Wilcoxon signed-rank test of the HV values between our proposed D\textsuperscript{2}EMO/MGD against the other peer algorithms are given in Table 1. From these results, it is clear to see that the HV values obtained by D\textsuperscript{2}EMO/MGD are statistically significantly better than the other four peer algorithms in all comparisons. As the selected results of the population distribution obtained by different algorithms shown in Fig. 4, it is clear to see that the solutions obtained by D\textsuperscript{2}EMO/MGD not only have a good convergence on the PF, but also have a descent distribution on all disconnected PF segments. In contrast, the other peer algorithms either struggle to converge to the PF or hardly approximate all segments. It is interesting to note that the performance of HSMEA and K-RVEA are acceptable on ZDT3 and DTLZ7\textsuperscript{*}, which have a relatively small number of disconnected segments, whereas their performance deteriorate significantly when the number of disconnected segments becomes large.

In addition to the pairwise comparisons, we apply the Scott-knott test to classify their performance into different groups to facilitate a better ranking among these algorithms. Due to the large number of comparisons, it will be messy if we list all ranking results ($11 \times 3 = 33$ in total). Instead, we pull all the Scott-knott test results together and show their distribution and variance as the bar charts with error bar in Fig. 5(a). From this results, we can see that our proposed D\textsuperscript{2}EMO/MGD is the best algorithm in all comparisons, which confirm the observations from Table 1. In addition, to have a better understanding of the performance difference of D\textsuperscript{2}EMO/MGD w.r.t. the other peer algorithms, we investigate the comparison results of $A_{12}$ effect size. From the bar charts shown in Fig. 5(b), it is clear to see that the better results achieved by D\textsuperscript{2}EMO/MGD is consistently classified as statistically large.

5.2 Ablation Study

In this subsection, we empirically investigate the effectiveness of two key algorithmic components of D\textsuperscript{2}EMO/MGD. More specifically, we first compare the performance of D\textsuperscript{2}EMO/MGD w.r.t. the variant D\textsuperscript{2}EMO/MGD-v1 without using the MGD-based evolutionary search step. Instead, it applies the widely used simulated binary crossover \cite{b�72} as the alternative operator for offspring reproduction. From the selected results shown in Fig. 6, we can see that D\textsuperscript{2}EMO/MGD-v1 can only find a very limited number of solutions on the PF with a poor diversity. Thereafter, we compare the performance of D\textsuperscript{2}EMO/MGD w.r.t. the variant D\textsuperscript{2}EMO/MGD-v2 without using the infill criterion introduced in Section 3.2. In particular, it uses a random selection to recommend the candidates for expensive function evaluations.

\footnote{Due to the page limit, the complete results are in the supplemental document.}
Table 1: Comparison results of D²EMO/MGD with the peer algorithms

| n  | D²EMO/MGD | HSMEA | K-RVEA | MOEA/D-EGO | ParEGO |
|----|-----------|-------|--------|------------|--------|
| ZDT3 | 1.3199(3.34E-3) | 1.2914(5.99E-2) | 1.3181(1.77E-1) | 1.3031(1.57E-1) | 1.1549(1.84E-2) |
| ZDT31 | 1.3918(2.14E-2) | 1.3183(2.06E-1) | 1.3395(2.84E-1) | 1.0983(2.84E-1) | 1.0839(5.35E-2) |
| ZDT32 | 1.2818(2.14E-2) | 1.3106(6.99E-2) | 1.1107(1.72E-1) | 1.0351(2.13E-1) | 1.0068(5.73E-2) |
| ZDT33 | 1.0909(6.31E-4) | 1.1851(1.14E-1) | 1.1098(1.65E-1) | 0.9112(1.21E-1) | 0.8659(2.16E-1) |
| WFG2 | 5.9299(3.99E-2) | 5.7944(2.10E-1) | 5.7935(1.84E-1) | 4.9327(3.31E-1) | 4.6709(2.84E-1) |
| WFG21 | 6.2155(4.87E-2) | 5.5858(4.16E-1) | 5.5407(3.49E-1) | 4.9540(3.22E-1) | 4.8377(2.97E-1) |
| WFG22 | 6.2630(2.37E-2) | 5.0867(5.17E-1) | 5.5867(9.45E-2) | 4.7417(4.15E-1) | 4.6174(3.08E-1) |
| WFG23 | 6.0309(5.79E-2) | 4.5429(3.14E-1) | 5.2068(3.06E-1) | 4.0720(3.10E-1) | 3.9503(4.48E-1) |
| DTLZ7 | 1.3234(7.52E-3) | 1.3195(1.84E-2) | 1.2407(1.18E-2) | 1.2550(2.56E-2) | 1.2076(6.65E-2) |
| DTLZ71 | 1.3330(1.29E-3) | 1.3138(1.73E-2) | 1.2371(2.14E-2) | 1.2131(1.20E-1) | 1.1303(5.55E-2) |
| DTLZ72 | 1.3297(2.99E-3) | 1.3123(1.90E-2) | 1.2263(2.52E-2) | 1.1591(1.13E-1) | 1.0667(1.21E-1) |
| DTLZ73 | 1.3999(2.64E-3) | 1.3659(1.02E-2) | 1.3289(1.79E-2) | 1.2916(7.39E-1) | 1.2755(2.84E-2) |
| DTLZ74 | 1.4040(2.96E-3) | 1.3956(9.43E-3) | 1.3190(1.26E-2) | 1.2746(3.82E-1) | 1.0609(1.67E-1) |
| DTLZ75 | 1.4034(4.42E-3) | 1.3762(1.07E-1) | 1.3146(1.50E-1) | 1.0508(4.14E-1) | 0.9420(5.21E-1) |
| DTLZ76 | 1.4013(9.67E-3) | 1.4013(1.69E-2) | 1.3292(2.58E-2) | 1.3006(1.44E-1) | 1.2863(4.18E-2) |
| DTLZ77 | 1.4075(2.62E-3) | 1.3926(1.00E-2) | 1.3313(1.72E-2) | 1.1908(1.14E-1) | 1.2150(6.59E-2) |
| DTLZ78 | 1.4052(3.34E-3) | 1.3875(1.20E-1) | 1.3170(1.53E-1) | 1.0411(8.06E-2) | 0.9540(2.36E-1) |

From the selected results shown in Fig. 6, we can see that D²EMO/MGD-v2 can only find some of the disconnected PF segments.

6 Conclusion

Most, if not all, existing data-driven EMO algorithms, directly apply evolutionary operators for off-spring reproduction, while the regularity information embedded in the surrogate models has been unfortunately ignored. Bearing this consideration in mind, this paper, for the first time, investigates the use of MGD to leverage the latent information of the surrogate models to accelerate the convergence of the evolutionary population towards the PF. Due to the extra diversity provided by the exploration along the approximated PS manifold, our proposed D²EMO/MGD has shown strong performance on the selected benchmark test problems with disconnected PF segments. In addition, the ablation study also confirms the usefulness of the batched infill criterion guided by the IHV. Since this paper only considers problems with two objectives, its first potential extension is the scalability for problems with many objectives. In addition, it is well known that a biased mapping between the decision variables and the objective functions can raise significant challenges in EMO [72]. This will be aggravated when using the MGD, since the gradients along the approximated PS manifold can be largely biased towards a local niche. In addition, it is also interesting to investigate the performance of data-driven EMO algorithms for constrained multi-objective optimization problems [73, 77].
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