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Abstract—The distributed adaptive signal fusion (DASF) framework has been proposed as a generic method to solve spatial filtering and signal fusion problems in a distributed fashion over a wireless sensor network, reducing the communication and energy costs compared to a centralized approach. The DASF framework assumes that there is a common goal across the nodes, i.e., all nodes collaborate to optimize the same network-wide objective function. However, some applications require node-specific objectives, which are linked via a common latent target signal subspace. In this work, we propose the distributed adaptive node-specific signal fusion (DANSF) algorithm which builds upon the DASF framework, and extends it to allow for such node-specific spatial filtering problems.

Index Terms—Distributed Signal Processing, Distributed Spatial Filtering, Feature Fusion.

I. INTRODUCTION

Wireless sensor networks (WSNs) consist of a set of physically distributed wireless sensor nodes that are able to locally process the collected sensor data and share it with other nodes in the network. Typically, the goal is to estimate a signal or parameter satisfying some optimality condition which is dependent on the global data of the network, obtained by combining the data collected at every node. In our work, we are interested in optimal spatial filtering [1], i.e., linearly combining all the signals measured within a WSN to obtain a filtered output signal that is optimal in some sense. Applications of spatial filtering include — but are not restricted to — wireless communication [2], [3], biomedical signal processing [4], [5] and acoustics [6], [7].

Some applications require the nodes to estimate a common spatial filter as in [8]–[10]. This usually translates mathematically as an optimization problem which is common to every node in the network. However, a node-specific spatial filter can be desired, e.g., when each node is interested in different source signals or differently filtered versions of the same source signal(s) [6], [11], [12]. Each node then has a different optimization problem to solve, i.e., the problem is node-specific, yet can be related, e.g., via a common latent signal model, in which case a joint processing is desirable.

Distributed algorithms for some particular node-specific problems have been studied, such as minimum mean-squared error (MMSE) [13]–[15] and linearly constrained minimum variance beamforming (LCMV) [16]–[19], although each problem has been treated separately in the literature. Other distributed algorithms for node-specific problems have been proposed in [20], [21], but can generally not be applied to spatial filtering due to the way the data is partitioned across the network.
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The distributed adaptive signal fusion (DASF) algorithm proposed in [22] is a generic "vanilla" algorithm that allows to solve spatial filtering problems in a distributed and adaptive fashion, i.e., without centralization of the data, while converging to the solution of the central problem under mild constraints [23]. The DASF algorithm captures several existing distributed signal fusion algorithms as special cases. However, it considers a single common optimization problem to be solved across the network, i.e., it does not allow for node-specific optimization problems. In this work, we propose the distributed adaptive node-specific signal fusion (DANSF) algorithm, which builds upon the DASF framework to solve generic node-specific problems in a distributed fashion, where the node-specific objectives are linked via a common latent target signal subspace. The proposed method contains specific algorithms previously described for the MMSE and LCMV problems [13]–[18] as special cases and allows for a generalization over a larger class of problems, such as robust variations of the MMSE/LCMV, regularized total least squares, ℓ2 regularizations terms, etc. The DANSF algorithm converges to the optimal solution of each node-specific problem under the same assumptions as the original DASF algorithm.

II. PROBLEM SETTING

We consider a sensor network with K nodes given in the set 𝔽 = {1, . . . , K} and connected following a topology given by a graph 𝒢, where each link between two nodes k and ℓ implies that nodes k and ℓ can share data with each other. Every node senses an Mk-channel signal yk so that the network-wide signal can be defined as

\[ y = [y_1^T, \ldots, y_K^T]^T, \]

while an observation at time sample t is denoted as y(t) ∈ ℜM, where M = \( \sum_k M_k \). The signal y should be viewed as a multivariate stochastic variable, assumed to be ergodic and (short-term) stationary. Each node k acts as a data sink and is interested in finding its own optimal (network-wide) spatial filter \( X_k \in \mathbb{R}^{M \times Q} \) and the corresponding filter output \( X_k^T y(t) \), which should satisfy a node-specific optimality condition. We envisage a generic problem statement where we assume that the optimal filter \( X_k \) is the solution of an optimization problem of the following form (for node k):

\[
\text{P}_k: \quad \text{minimize}_{X_k \in \mathbb{R}^{M \times Q}} \quad \varphi_k(X_k^T y(t), X_k^T B)
\]
subject to \( \eta_{k,j}(X_k^T y(t), X_k^T B) \leq 0 \quad \forall j \in J_1, \)
\( \eta_{k,j}(X_k^T y(t), X_k^T B) = 0 \quad \forall j \in J_E, \)

where the sets \( J_1 \) and \( J_E \) represent the index sets for inequality and equality constraints respectively. Some examples of problems of the form (2) are shown in Table I. The functions..
TABLE I: Examples of problems with node-specific objectives as in (2). MMSE is the minimum mean squared error problem and LCMV the linearly constrained minimum variance beamforming problem. $E$ denotes the expectation operator.
\[
\begin{array}{|c|c|c|}
\hline
\text{Problem} & \text{Cost function } \varphi_{\text{k}} & \text{Constraints} \\
\hline
\text{MMSE} & \min \mathbb{E} \left[ \|d_{\text{k}}(t) - X_{\text{k}}^T y(t)\|^2 \right] & \varphi_{\text{k}} \\
\text{LCMV} & \min \mathbb{E} \left[ \|X_{\text{k}}^T y(t)\|^2 \right] & X_{\text{k}}^T B = H_{\text{k}} \\
\hline
\end{array}
\]

$\varphi_{\text{k}}$ and $\eta_{\text{j}}, j \in \mathcal{J}_{\text{F}} \cup \mathcal{J}_{\text{P}}$ are real and scalar-valued functions, while the subscript $\text{k}$ specifies that a function or variable is specific for node $\text{k}$. Moreover, as the filter output $(X_{\text{k}}^T y(t))$ is a stochastic variable, the functions in (2) should contain an operator to extract a real-valued deterministic quantity from this term, such as an expectation operator. Note that a solution $X_{\text{k}}^T(t)$ of (2) depends on the time sample $t$, as the statistics of the signal $y$ are allowed to change in time. The proposed DANSF algorithm will act as a block-adaptive filter that estimates and tracks the changes in the data statistics. However, from short-term stationarity, we assume that a solution $X_{\text{k}}^T(t)$ of (2) changes slowly in time compared to the convergence rate of the DANSF algorithm. Therefore we omit the time-dependence of solutions of (2) for mathematical tractability and assume stationarity within convergence time of the algorithm.

$B$ is a deterministic $M \times L$ matrix independent of the time index $t$, and is commonly encountered to enforce a structure on the variable $X_{\text{k}}$ (as in, e.g., LCMV in Table I). Although treated similarly, the distinction between stochastic signals $y$ and deterministic matrices $B$ is made to emphasize the adaptive and stochastic properties of the algorithm we will present. Similarly to the partitioning of $y$ in (1), these deterministic matrices are assumed to be obtained by stacking $M_{\text{k}} \times L$ matrices $B_{\text{k}}$, where $B_{\text{k}}$ is supposed to be available at node $\text{k}$, i.e., $B = [B_1^T, \ldots, B_K^T]^T$. Moreover, for a fixed node $\text{k}$, we also allow Problem (2) to have multiple variables, signals and deterministic matrices (in addition to $X_{\text{k}}$, $y$ and $B$, respectively), which are however not represented in (2) for conciseness. We assume that every parameter in (2), except $y$ and $B$, is available at node $\text{k}$. For example, the signal $d_{\text{k}}$ and parameter $H_{\text{k}}$ in the MMSE and LCMV examples of Table I should be available at node $\text{k}$.

For each node $\text{k}$, let us denote by $X_{\text{k}}^*$ the solution set of $\mathbb{P}_\text{k}$ and $X_{\text{kk}}^* \in X_{\text{k}}^*$ a specific solution. We then make the following assumption on the set of problems $\mathbb{P}_\text{k}$ which links the solutions across the nodes.

**Assumption 1.** There exists a set of invertible $Q \times Q$ matrices $\{D_{\text{k,l}}\}_{(\text{k,l}) \in \mathcal{E}^2}$ such that for any pair $(\text{k,l})$ of nodes, the solutions $X_{\text{kk}}^* \in X_{\text{k}}^*$ and $X_{\text{kl}}^* \in X_{\text{l}}^*$ satisfy $X_{\text{kl}}^* = X_{\text{kk}}^* \cdot D_{\text{kl}}$.

These properties were also exploited in [13]–[17], [19] for the design of distributed fusion algorithms for MMSE and LCMV problems. Note that Assumption 1 implies that the solutions at the different nodes are instantaneous mixtures of each other. However, this also allows to model convolutive mixtures if the problem is formulated in the short-time Fourier transform domain, as for example in [15], [17]. Taking the example of the MMSE problem in Table I, it can be shown that Assumption 1 is satisfied if $d_{\text{k}}(t) = D_{\text{k}}^T d_{\text{k}}(t)$. This is true if the desired signals at the different nodes are all different mixtures from the same set of latent sources. This is common in, e.g., hearing aids where the acoustic mixing process needs to be preserved for spatial hearing [15], [17]. For the LCMV example of Table I, Assumption 1 is satisfied if $H_{\text{k}} = D_{\text{k}}^T H_{\text{k}}$, which is a common case in wireless acoustic sensor networks [17]–[19]. In this paper, we propose a unifying algorithmic framework, which has [13]–[18] as special cases, while also admitting new problems (see, e.g., Section IV), assuming they can be written in the form (2).

### III. DASF for Node-Specific Problems

In this section, we derive the DANSF algorithm which extends the DASF framework [22], [23] to also admit node-specific problems of the form (2). We refer to [22] for a thorough presentation of the DASF algorithm, from which we here only extract the essential ingredients to allow us to define the proposed DANSF algorithm.

At each iteration $i$, an updating node $q \in \mathcal{K}$ is selected and the network represented by the graph $\mathcal{G}$ is temporarily pruned to a tree $T^{i}(\mathcal{G}, q)$, such that there is a unique path between any pair of nodes in the network. The pruning function is a free design choice, however it should not remove any links between node $q$ and its neighbors $n \in \mathcal{N}_q$ [22], where $\mathcal{N}_q$ denotes the set of neighboring nodes of node $q$. In the remaining parts of the algorithm derivation, the neighbors of any node are defined to be the ones after pruning the network, i.e., based on the edges of $T^{i}(\mathcal{G}, q)$. Note that the updating node changes at each iteration $i$ of the algorithm, which implies that a different tree is used in each iteration.

Let us partition each $X_{\text{k}}$, i.e., the network-wide spatial filter that generates the desired node-specific output signal for node $\text{k}$, as

\[
X_{\text{k}} = [X_{\text{k1}}^T, \ldots, X_{\text{kK}}^T]^T, \tag{3}
\]

such that each $X_{\text{kq}}$ is $M_{\text{q}} \times Q$. For each $k \in \mathcal{K}$, we define $X_{\text{kk}}$ as the $k-$th block of $X_{\text{k}}$, to be the compressor at node $k$. At iteration $i$, every node $k \neq q$ uses its current estimate of $X_{\text{kq}}$ to compress the local $M_{\text{q}}$-dimensional sensor signal $y_{\text{q}}$ into a $Q$-dimensional one, with $Q < M_{\text{q}}$. A similar compression applied to node $k$’s matrix $B_k$ leads to

\[
\hat{y}_{\text{k}}^i \triangleq [X_{\text{kq}}^T]^T y_{\text{k}}, \quad \hat{B}_{\text{k}}^i \triangleq X_{\text{kq}}^T B_k, \tag{4}
\]

where $X_{\text{kq}}^0$ is initialized randomly for each $k$. The nodes will then fuse and forward their compressed data (4) towards node $q$ as explained next. We note that a batch of $N$ time samples of $\hat{y}_{\text{k}}^i$ should be transmitted by node $k$, where $N$ should be chosen such that there are enough samples to estimate the relevant statistics of $\hat{y}_{\text{k}}^i$ that are used in the objective and constraints of (2) (in most practical examples, this consists of all the second-order statistics). At each iteration, a different block of $N$ samples is used, so that in the case of changes in statistics of the signal $y$, the proposed method can adaptively track these changes. Each node $k$ first waits until receiving data from all of its neighbors except one, which we denote as $n$. Node $k$ then fuses the data received from its neighbors $l \in \mathcal{N}_k \setminus \{n\}$ with its data (4) and the result is then transmitted to node $n$, which receives $N$ samples of

\[
\tilde{y}_{\text{kn}}^i \triangleq X_{\text{kn}}^T y_{\text{kn}} + \sum_{l \in \mathcal{N}_k \setminus \{n\}} \tilde{y}_{\text{kl}}^i, \tag{5}
\]

where $\tilde{y}_{\text{kn}}^i$ is the data received by node $k$ from its neighbor $l$. Note that the second term of (5) is recursive and vanishes for nodes with a single neighbor, i.e., leaf nodes, implying that the recursion in (5) is bootstrapped at the leaf nodes of the tree $T^{i}(\mathcal{G}, q)$. The fused data eventually reaches node $q$, which receives $N$ samples of

\[
\tilde{y}_{\text{nq}}^i = X_{\text{nq}}^T y_{\text{nq}} + \sum_{k \in \mathcal{N}_q \setminus \{q\}} \tilde{y}_{\text{kq}}^i = \sum_{k \in \mathcal{B}_n} \tilde{y}_{\text{kq}}^i, \tag{6}
\]

from all its neighbors $n \in \mathcal{N}_q$. In (6), $\mathcal{B}_n$ is defined to be the subgraph of $T^{i}(\mathcal{G}, q)$ which contains node $n$, obtained after
cutting the link between nodes $n$ and $q$. A similar recursion applies for the compressed matrices $b_i^q$, and we define $B_{i-n-q}$ as the matrix analogous to (6) received by node $q$. Defining $N_q \triangleq \{n_1, \ldots, n_{|N_q|}\}$, the data collected at node $q$ can be structured as
\[
\begin{align*}
\hat{y}_q^i &\triangleq [y_q^T, \tilde{y}_n^T \cdots, \tilde{y}_{n_{|N_q|}}^T]^T \in \mathbb{R}^{N_q}, \\
\hat{B}_i &\triangleq [B_q^i, \hat{B}_{n_1}^T, \cdots, \hat{B}_{n_{|N_q|}}^T]^T \in \mathbb{R}^{N_q \times L}
\end{align*}
\]
where $\hat{M}_q \triangleq |N_q| \cdot Q + M_q$. Using the local data in (7), node $q$ creates a compressed version of its original problem $\mathcal{P}_q$:
\[
\begin{align*}
\text{minimize} & \quad \phi_q(\hat{X}_{q}^T, \hat{Y}_q^i(t), \hat{B}_i^q) \\
\text{subject to} & \quad \eta_{k,j}(\hat{X}_q^T, \hat{Y}_q^i(t), \hat{B}_i^q) \leq 0 \quad \forall j \in J_f, \\
& \quad \eta_{k,j}(\hat{X}_q^T, \hat{Y}_q^i(t), \hat{B}_i^q) = 0 \quad \forall j \in J_E.
\end{align*}
\]
Note that (8) has the same objective and constraint functions as (2) (for $k = q$), hence a solver for (2) can also be used locally at node $q$ to solve the compressed problem (8). This is an interesting feature of the DASF framework, which is inherited in DANSF as well.

Node $q$ then solves its local problem (8) to obtain $\hat{X}_{q}^{i+1}$. In the cases where (8) has multiple solutions, we choose $\hat{X}_{q}^{i+1}$ by minimizing $\|\hat{X}_q - \hat{X}_{q}^i\|_F$ over all solutions of (8), with
\[
\hat{X}_q = [X_{qq}^i, I_q, \ldots, I_q]^T
\]
and where $X_{qq}^i$ corresponds to the current estimate of the compressor $X_{qq}$ of node $q$. The optimal solution $\hat{X}_q^{i+1}$ is then partitioned as
\[
\hat{X}_q^{i+1} = [X_{i+1}^{i+1}, X_{i+1}^{i}G_{qq}^{i+1}, \cdots, G_{q(n_q)}^{i+1}]^T
\]
with each $G$–matrix being $Q \times Q$. The new estimate of the variable $X_q = [X_{i+1}^i, \cdots, X_{i+1}^{i+1}]$ at iteration $i$ is then
\[
X_{i+1}^{q} = \begin{cases} X_{i+1}^{i+1} & \text{if } k = q \\ X_{kq}^{i+1} & \text{if } k \in B_{n_q}, n \in N_q \end{cases}
\]
For nodes $k \neq q$, a new estimate of their variable $X_k$ can be estimated in the following way. Node $q$ first transmits
\[
\begin{align*}
z_{q}^{i+1}(t) &\triangleq [X_{i+1}^{i+1}T_y(t), Y_{i+1}^q(t)] \\
z_{q}^{i+1} &\triangleq [X_{i+1}^{i+1}T_{B_k}^q]
\end{align*}
\]
to each node $k$, which can either be broadcast by node $q$ or transmitted following the pruned network topology (see [13] for a discussion on efficient ways to achieve this). Note that again $N$ samples of $z_{q}^{i+1}$ should be sent by node $q$ to the other nodes. Node $k$ then solves
\[
\begin{align*}
\text{minimize} & \quad \phi_k(F_{kq}^z, \sigma_k^{i+1}) \\
\text{subject to} & \quad \eta_{k,j}(F_{kq}^z, \sigma_k^{i+1}) \leq 0 \quad \forall j \in J_f, \\
& \quad \eta_{k,j}(F_{kq}^z, \sigma_k^{i+1}) = 0 \quad \forall j \in J_E
\end{align*}
\]
such that a new estimate of the variable $X_k$ at iteration $i$ is
\[
X_{i+1}^k = X_{i+1}^{i+1}F_{kq}^z
\]
where $F_{kq}^z$ is a solution of (13) at node $k$. Note that the compressor at node $k$, i.e., $X_{kq}$ is part of $X_{k}$, i.e., the compression matrix of node $k$ is also updated by (14).

Remark 1. Similar to the proof in [22], it can be shown that for each node $k$, $X_k$ defined as in (11) (and (14) always satisfies the constraints of the corresponding problem (2) at node $k$ for every $i > 0$. Furthermore, $X_q^{i+1} \in S_q \iff X_q^{i+1} \in S$, where $S_q$ and $S$ denote the constraint sets of (8) and (2), respectively (proof omitted, see [22]).

Since only the compressor matrices $X_{kk}$ (for all $k$) play a role within the algorithm (as these define the transmitted signals), the update of the blocks $X_{kl}$ with $k \neq l$ can be omitted, unless the nodes are explicitly interested in knowing the coefficients of the full matrix $X_k$. However, in most applications, the filter output signal $X_{k}(t) = X_{k}^{i}y(t)$ is sought after, rather than the filter $X_k$ itself, which can be computed at each node $k$ as
\[
z_{k}^{i+1}(t) \triangleq \begin{cases} X_{i+1}^{i+1}T_y(t) & \text{if } k = q \\ F_{kq}^zX_{i+1}^{i+1}T_y(t) & \text{if } k \neq q,
\end{cases}
\]
without keeping track of other subblocks $X_{kl}$ for $k \neq l$. This is because the filtering of subblocks $X_{kl}$ is done at node $q$ instead of node $k$, using the compressor $X_{qq}$, of which the output is transformed with $F_{kq}$ at node $k$.

At each iteration, this process is repeated by selecting a different updating node. Algorithm 1 summarizes the steps of the DANSF algorithm described above. We note that [14–17] are special cases of this algorithm. The method is able to adapt to and track changes in the signal statistics of $y$, as is the case for the original DASF algorithm. This is because a new block of $N$ samples, e.g., $\{y(t)[iN]_{i=0}^{N-1}\}$, is measured and used at each iteration to solve (8), i.e., different iterations of the DANSF algorithm are spread over different sample blocks across the time dimension, similar to an adaptive filter, making each $X_k$ an estimate of $X_k^i(t)$, where $t = iN$. Note that the communication cost per node and per iteration is at most $2NQ$ samples, independent of the topology (note that $Q < M_k$). In a setting where all the raw data is delayed to a fusion center via multi-hop transmissions, this cost is much higher (i.e., $P \cdot N \cdot M_k$, where $P$ is the number of hops between node $k$ and the fusion center). Additionally, as the problems (8) are compressed versions of the original problem (2) at each node $k$, the computational cost required to solve the former is smaller.

Theorem 1 below gives a convergence guarantee in cost for the DANSF algorithm. The full convergence for each node $k$ to a solution $X_k^e \in X_k^e$ of $\mathcal{P}_k$ is described afterwards in Theorem 2. However, the proof of the latter is omitted due to space constraints, but follows similar steps as in [23].

Theorem 1. Let us denote by $(\phi_k)$, the sequence of function values $\phi_k(X_k^e y(t), X_k^e B)$, $\forall k \in K$, obtained from Algorithm 1. Then, the sequence $(\phi_k)$ is non-increasing, and converges for each $k$, i.e., the cost function at each node is monotonically decreasing.

Proof. For conciseness, we omit the matrix $B$ in this proof (it can be treated similarly to $y$). For the updating node $q$, at iteration $i$, we have that $\phi_q(\hat{X}_q^{i+1}T_y(t), \hat{Y}_q^i(t)) \leq \phi_q(\hat{X}_q^{i+1}T_y^{i+1}(t))$ for any $\hat{X}_q \in S_q$, since $\hat{X}_q^{i+1}$ solves the local problem (8). Moreover, since $\hat{X}_q \in S_q$ (see Remark 1), we have $\phi_q(\hat{X}_q^{i+1}T_y^{i+1}(t)) \leq \phi_q(\hat{X}_q^{i+1}T_y^{i+1}(t))$. This shows a monotonic decrease of the cost at the current updating node $q$. For the case $k \neq q$, let us (hypothetically) assume that the updating node $q$ would have used the cost function of node $k$ instead,
Algorithm 1: DANSF algorithm

\[X^0_k\] initialized randomly for each \(k\), \(i \leftarrow 0\).

repeat

Choose the updating node as \(q \leftarrow (i \mod K) + 1\).

1) The network \(G\) is pruned into a tree \(T^*(G, q)\).

2) Each node \(k\) collects \(N\) samples of \(y_k\), compress these to \(N\) samples of \(\hat{y}_k^i\) and also compute \(\bar{B}_k^i\) as in (4).

3) The nodes sum-and-forward their compressed data towards node \(q\) via the recursive rule (5) (and a similar rule for the \(\bar{B}_k^i\)). Node \(q\) eventually receives \(N\) samples of \(\hat{y}_k^i\) and similarly, \(\bar{B}_q\), from all its neighbors \(n \in N_q\).

at Node \(q\) do

4a) Compute the solution of (8) to obtain \(\hat{X}_q^{i+1}\) and if \(q\) is not unique, select \(\hat{X}_q^{i+1}\) which minimizes \(\|\hat{X}_q^{i+1} - \bar{X}_q^i\|_F\) with \(\bar{X}_q^i\) defined in (9).

4b) Partition \(\hat{X}_q^{i+1}\) as in (10).

4c) Update the estimate of \(X_q\) as in (11).

4d) Disseminate \(Z_q^{i+1}\) and \(N\) samples of \(\hat{X}_q^{i+1}\) as in (12) within the tree to each data sink node.

end

5) Nodes \(k \neq q\) update \(X_k\) according to (14) by solving (13) and can estimate its filtered output as in (15).

\[i \leftarrow i + 1\]

i.e., it solves

\[
\begin{align*}
\text{minimize} & \quad \varphi_k\left(X_q^T \hat{y}_q^i(t)\right) \\
\text{subject to} & \quad \eta_{k,j}(X_q^T \hat{y}_q^i(t)) \leq 0 \quad \forall j \in J_1, \\
& \quad \eta_{k,j}(X_q^T \hat{y}_q^i(t)) = 0 \quad \forall j \in J_E,
\end{align*}
\]

(16)

instead of (8). As mentioned earlier, (8) and (16) are compressed versions of the problem (2) for node \(q\) and node \(k\) respectively, i.e., the data \(y\) of (2) is replaced by \(\hat{y}_q^i\) in (8) and (16). Therefore, the local problems (8)-(16) satisfy Assumption 1, i.e., there exists a matrix \(D_{q,k}\) such that \(X_q^{i+1} = \bar{X}_k^{i+1}, \bar{D}_{q,k}\). This implies that node \(q\) also optimizes \(\varphi_k\) up to a transformation with a \(Q \times Q\) matrix. The latter transformation is compensated for by finding a proper transformation \(F_{k,q}\) at node \(k\) by solving (13). Since this argument holds for any iteration \(i\), and from the relationship \(X_q^{i+1} = X_q^{i+1} F_{k,q}\) in (14), we have \(\varphi_k(X_q^{(i+1)}y(t)) \leq \varphi_k(X_q^{T}y(t))\) even though node \(q\) optimizes \(\varphi_k\) instead of \(\varphi_k\) at iteration \(i\). The sequence \(\varphi_k^i\) is therefore non-increasing for each \(k\). Since these sequences are respectively lower bounded by the minimal value of \(\varphi_k\) achieved for \(X_k^i\) over the constraint set of \(P_k\) in (2), they are converging sequences. \(\square\)

Theorem 2 (Proof Omitted). Suppose that, for each node \(k\), Problem (2) satisfies Assumption 1 and the conditions for convergence of the original DASF algorithm (see [22], [23]). Then the sequences \(X_k^i\), for each \(k \in K\), obtained from the DANSF algorithm also converge respectively to an optimal point \(X_k^*\) of Problem (2).

Note that this also implies that each node has access to its optimal node-specific filter output \(X_k^*(t) = X_k^* y(t)\) for all samples collected after convergence of the algorithm. Sensor observations used during convergence of the algorithm are fused suboptimally (similar to how an adaptive filter initially produces suboptimal filter outputs). The algorithm can be used in an adaptive or tracking context if the dynamics of the statistics change slowly, i.e., slower than the convergence time of the DANSF algorithm.

IV. SIMULATIONS

To demonstrate the generic nature of the DANSF algorithm, we consider a new “toy” problem that has not been investigated in the literature in the context of node-specific spatial filtering. For results on practical scenarios, we refer readers to [13]-[18], which can be shown to be special cases of DANSF. The problem can be formulated as:

\[
\begin{align*}
\text{minimize} & \quad X_k \in \mathbb{R}^{M \times Q} \quad \text{trace}(X_k^T B_k) \\
\text{subject to} & \quad \text{trace}(X_k^T R_{yy} X_k) \leq 1,
\end{align*}
\]

(17)

where \(R_{yy} = \mathbb{E}[y(t)y^T(t)]\). Taking \(B_k \neq 0\), the unique solution of the problem is given by \(X_k^* = -\beta_k R_{yy}^{-1} B_k\), where \(\beta_k = \sqrt{\text{trace}(B_k^T R_{yy}^{-1} B_k)}\). For each \(k\), we take \(B_k = B \cdot D_k\) where each element of \(B\) and \(D_k\) are drawn from a Gaussian distribution with zero-mean and variance 1, i.e., \(N(0,1)\). Note that Problem (17) satisfies Assumption 1 as \(X_k^* = X_k^* D_k\), where \(D_k = D_k^T D_k \cdot \beta_k / \beta_t\). We will first look at the convergence properties of the DANSF algorithm under stationarity conditions and for different topologies. In a second experimental setting, we will show that the DANSF algorithm is able to track changes in the statistical properties of the signals, demonstrating its adaptive properties in a non-stationary setting. In every experiment described below, \(T^*(\cdot, q)\) is taken to be the shortest path pruning function.

A. Stationary Setting

In this experiment, we consider a stationary signal \(y\) which follows the mixture model \(y(t) = A \cdot d(t) + n(t)\), where each element of \(d \in \mathbb{R}^Q\) and \(n \in \mathbb{R}^M\) independently follows \(\mathcal{N}(0, 0.5)\) and \(\mathcal{N}(0, 0.1)\) respectively, at each time sample. Every entry of \(A \in \mathbb{R}^{M \times Q}\) is drawn from \(\mathcal{N}(0, 0.2)\).

At each iteration \(i\) of the DANSF algorithm, each node \(k\) transmits \(N = 10^4\) samples of \(\hat{y}_k^i\) to the updating node \(q\). The updating node \(q\) then solves its local problem (8) given by

\[
\begin{align*}
\min_{\hat{X}_q \in \mathbb{R}^{M \times Q}} & \quad \text{trace}(\hat{X}_q^T \hat{B}_q^i) \quad \text{s. t.} \quad \text{trace}(\hat{X}_q^T R_{\hat{y}\hat{y}} \hat{X}_q) \leq 1,
\end{align*}
\]

(18)

where \(\hat{y}_q^i\) and \(\hat{B}_q^i\) are defined as in (7) and \(R_{\hat{y}\hat{y}}^i\) is taken to be the shortest path pruning function.

The performance of the DANSF algorithm is assessed by computing the relative mean squared error (MSE) \(\epsilon_k(X_k^i) = \|X_k^* - X_k^i\|_F^2 \cdot \|X_k^*\|_F^2\), where \(X_k^i\) is the solution of (17) for node \(k\). In all our experiments, we take \(Q = 3\), \(K = 10\) and \(M_k = 7\) for every \(k \in K\). Figure 1 shows the MSE \(\epsilon_k\) for every node \(k\) and for different network topologies namely fully-connected networks, networks with line topologies, i.e., each node has two neighbors except two which have a single neighbor, and networks with randomly generated topologies. We observe that the DANSF algorithm converges to \(X_k^*\) for every node \(k\) of the network, as stated in Theorem 2, although at different convergence rates for different topologies. Fully-connected networks converge the fastest, while the slowest...
convergence rate is obtained for networks with a line topology. A similar result was observed for the DASF algorithm, where networks with more connected topologies lead to faster convergence rates [22]. Additionally, we see from Figure 1 that each node’s estimate of its variable $X_k^*$ converges to the respective optimal value $X_k^*$ without large deviations in convergence rate between different nodes.

B. Adaptive Setting

In this second experimental setting, we demonstrate that the DANSF algorithm is able to track changes in the signal statistics, therefore making the method adaptive. We consider the same setting as previously except $N = 10^3$ and the mixture matrix $A$ changes at each time sample $t$. In particular, we have $LL(t) = A_0 + (1 - p(t)) \cdot (A_0 + \Delta) \cdot p(t)$, where the elements of $A_0$ and $\Delta$ are independently drawn from $\mathcal{N}(0, 0.2)$ and $\mathcal{N}(0, 0.01)$ respectively, and $p$ is given in Figure 2. This implies that the stationarity condition does not hold and $X^*$ is now time-dependent. Figure 1 shows the MSE value for each node $k$ in networks with randomly generated topologies. We see that an abrupt change in the signal statistics imply a sudden increase in the MSE value, while the algorithm gradually adapts to slow rates of change, as can be seen by the decreasing MSE. We also observe that the algorithm reaches MSE floors instead of converging towards decreasing MSE. We also observe that the algorithm reaches gradually adapts to slow rates of change, as can be seen by the imply a sudden increase in the MSE value, while the algorithm.

V. Conclusion

We have proposed the DANSF algorithm to solve node-specific signal fusion problems in a distributed fashion over a network. The DANSF algorithm builds upon the principles of the DASF framework and extends it to problems with different optimization problems at each node, yet with coupled solution sets, which leads to analogous convergence results between both algorithms. We provided a proof for the convergence in cost, which showed that we obtain a monotonic decrease of the cost at each node. Simulations of the DANSF algorithm applied on a new problem validated our convergence claims.
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