Comparison between Hadamard and canonical bases for in-situ wavefront correction and the effect of ordering in compressive sensing
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In this work we compare the Canonical and Hadamard bases for in-situ wavefront correction of a focused Gaussian beam using a spatial light modulator (SLM). The beam is perturbed with a transparent optical element (sparse) or a random scatterer (both prevent focusing at a single spot). The phase corrections are implemented with different basis sizes ($N = 64, 256, 1024, 4096$) and the phase contribution of each basis element is measured with 3 step interferometry. The field is reconstructed from the complete $3N$ measurements and the correction is implemented by projecting the conjugate phase at the SLM. Our experiments show that in general, the Hadamard basis measurements yield better corrections because every element spans the relevant area of the SLM, reducing the noise in the interferograms. In contrast, the canonical basis has the fundamental limitation that the area of the elements is proportional to $1/N$, and requires dimensions that are compatible with the spatial period of the grating. In the case of the random scatterer, we were only able to get reasonable corrections with the Hadamard basis and the intensity of the corrected spot increased monotonically with $N$, which is consistent with fast random changes in phase over small spatial scales. We also explore compressive sensing with the Hadamard basis and find that the minimum compression ratio needed to achieve corrections with similar quality to those that use the complete measurements depend on the basis ordering. The best results are reached in the case of the Hadamard-Walsh and cake cutting orderings. Surprisingly, in the case of the random scatterer we find that moderate compression ratios on the order of $10 - 20\%$ ($N = 4096$) allow to recover focused spots, although as expected, the maximum intensities increase monotonically with the number of measurements due to the non sparsity of the signal.

I. INTRODUCTION

Most optical instruments and applications can be very sensitive to aberrations. However, programmable optical elements like deformable mirrors and 2 dimensional arrays like spatial light modulators (SLM) and digital micromirror arrays (DMD) have enabled corrections of arbitrary errors that can result in better focusing and enhancing light transmission through scattering materials [1][2].

A very simple solution to correct aberrations with a spatial light modulator is the 'in-situ' method that cancels the errors at the point where the beam is used (i.e. focused spot) demonstrated by Cizmar and coworkers [3]. That approach uses an orthogonal canonical basis representation of the field at the surface of an SLM, where the basis is implemented in a square domain with an area $A$ that is divided into a grid of $N$ non-overlapping elements. Each element is represented by a unit vector in $N$ dimensional space $\hat{e}_i = \delta_{ij} \ (i = 1, ..., N)$. The amplitude and phase contribution of each square wavelet at the point of interest is measured with interferometry. In that way, it is possible to enhance the intensity of the focused beam by assigning each mode a phase that maximizes the interference, cancelling the aberrations and enhancing the intensity. This method has also been implemented with a DMD that has faster update rates [4] to generate very accurate structured beams.

A fundamental limitation of the in-situ method with the canonical basis is that increasing the spatial resolution of the measurement by increasing the size of the basis $N$ decreases the area of the individual elements to $A/N$, reducing the amount of light diffracted by each element which can increase noise in the measurement. Furthermore, if the size becomes smaller than the grating period that is used to diffract the light, the diffraction efficiency decreases exacerbating the problem.

Other orthogonal bases (i.e. Hadamard) utilize overlapping modes that fill the relevant area $A$ of the SLM where the basis is defined [5]. For example, the $N$ orthogonal vectors of the Hadamard basis do not have zero entries but ±1 values; as a result the signal to noise ratio increases and is similar for all elements.

Furthermore, the spatial overlap of the modes in the case of the Hadamard basis allows the use of compressive sensing (CS) [6], where the full signal can be reconstructed measuring only a subset $M$ of vectors in the basis ($M < N$). This can be done because most signals are sparse with only a few components contributing significantly. An important consideration in the implementation of compressive sensing is the ordering of the Hadamard basis [7][8], which can significantly decrease the number of measurements needed to reconstruct a signal.

Several groups have already implemented compressive sensing for imaging a complex field (phase and amplitude) [9], but to our knowledge there are no studies comparing the original 'in-situ' experiment with a Hadamard
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basis to correct a focused beam, which is important for many applications like micromanipulation and microfabrication.

In this work we demonstrate in-situ wavefront correction for two extreme cases: a sparse perturbation with a transparent optical element and a random scatterer. In general, we find that the signal to noise ratio degrades for the largest canonical basis ($N=4096$), while the case of the Hadamard basis is independent of $N$. The case of the random scatterer cannot be corrected with the canonical basis, while the Hadamard correction improves monotonically with $N$. We also investigate the following orderings of the Hadamard basis for compressive sensing: Hadamard, Hadamard-Walsh, cake cutting and random. The best results are achieved with the Hadamard-Walsh and cake cutting orderings.

This article is arranged in the following way: The experimental setup is described in section 2, including the implementation of the bases at the SLM, the 3 step interferometry to recover the phase and amplitude contribution of each element and the description of the perturbing elements. The results of the full measurements ($3N$) of the bases are presented in section 3. Compressive sensing is described in section 4 and the results are in section 5 where wavefront corrections are implemented using subsets of the full measurements (between $2-90\%$) and different orderings of the Hadamard basis (Hadamard, Hadamard-Walsh, cake cutting, random). Section 6 contains the concluding remarks.

II. EXPERIMENT

This section contains details about the experimental setup, bases, encoding at the SLM, 3 step interferometry, field reconstruction and specific details about the perturbations and the realization of the experiment.

A. Experimental Setup

The experiment schematic (not to scale) is depicted in Figure 1a, where a CW laser beam ($\lambda = 1064\text{ nm}$, $4.95 \pm 0.01\text{ mW}$) with linear polarization controlled by a half wave plate (HWP1) is reflected by a spatial light modulator (SLM - Hamamatsu: LCOS-SLM X10468, 20 $\mu$m pixel size) that imprints a 2d prism phase to the horizontal polarization component to separate it from the zero order. Then a polarizing beam splitter cube (PBS) separates the modulated horizontal and unmodulated vertical polarization that makes the reference beam which propagates through a small aperture (diameter of $\sim 1.5\text{ mm}$) and then through a half wave plate (HWP2) projecting it into the horizontal polarization state. A lens ($f = 40\text{ cm}$) at a distance of 40 cm from the SLM focuses the beams into the camera (Thorlabs DCC1645C, 3.6 $\mu$m pixel size), that can acquire the transverse intensity profile of the uncorrected/corrected beams (with no reference) or the interferograms with are measured at a single pixel. We introduce an additional element to the modulated beam at an arbitrary position to perturb it preventing a good focus: a transparent element or a random scatterer (Fig 1a, D1 and D2).

The experiment is similar to the original in-situ article [3] and the main difference is the interferometer. Čižmar and coworkers extracted the reference beam from a single basis element located at the center of the grid, while our reference emerges from a small section (controlled with the iris) of the unmodulated beam which is equivalent. Both experiments perform the measurements with a CCD camera, which allows to quickly measure the transverse profiles of the beams.

B. Bases and 2d representation at the SLM

We consider the canonical and the Hadamard bases. The bases are represented by matrices with $N \times N$ elements, and each vector (row in the matrix) is represented in the SLM as a square grid with $\sqrt{N} \times \sqrt{N}$ that is resized to the size of the screen area that encodes the basis at the SLM ($512 \times 512$ px).

1. Canonical basis

The canonical basis is represented by an $N \times N$ identity matrix $\Phi_{\text{CAN}} = I_N$, where the orthogonal vectors are
the rows or columns. The first frame of Fig. 1b shows $\Phi_{\text{CAN}}$ for $N = 16$ with the fourth element highlighted, the encoding of that element at the SLM screen is shown in the first row of Fig. 1c ($\sqrt{N} \times \sqrt{N}$ array).

2. Hadamard basis

The Hadamard basis $\Phi_H$ ($N \times N$ matrix) is obtained from the Hadamard matrix, which is made of $\pm 1$ entries. The Hadamard basis can be ordered in different ways (natural, Hadamard-Walsh, cake-cutting, random) which are relevant to compressive sensing (sections 4 and 5).

In this article we refer to the natural ordering of the basis as Hadamard (H) and the second row of Fig. 1b shows $\phi_H$ for $N = 16$ and in the next row (Fig. 1c) the encoding of the fourth element at the SLM.

The Walsh ordered Hadamard basis (HW) $\Phi_{\text{HW}}$ orders the Walsh functions according to the increasing number of zero crossings, acting as a low pass filter [7]. The case for $N = 16$ of $\Phi_{\text{HW}}$ is in the third column of Fig. 2b, and the encoding of the fourth element at the SLM is depicted in the third row of figure 1c as an $\sqrt{N} \times \sqrt{N}$ array.

The cake-cutting ordering ($\Phi_{\text{CC}}$) is calculated by displaying the $1 \times N$ row-vectors of the Hadamard basis $\Phi_H$ in the $\sqrt{N} \times \sqrt{N}$ representation that is projected onto the SLM. These row-vectors are then ordered according to the number of connected “$+1$”- entries in their 2d representation [10]. The encoding at the SLM of the fourth element of $\phi_{\text{CC}}$ is shown in the last row of Fig. 1c. To illustrate the different ordering between HW and CC one of the elements is highlighted in orange, showing the change in ordering.

The random ordering (HRAN) of the Hadamard basis ($\Phi_{\text{HRAN}}$) is a random permutation of the vectors (rows) of $\Phi_H$.

C. Encoding at the SLM

The Gaussian beam is reflected at the SLM and diffracted with a linear prism phase (not shown, spatial period~20 px) in order to separate it from the unmodulated zero order. In order to imprint the basis elements (in the 2d representation) into the SLM, we consider a constant area $A$ so that all the different basis sizes $N$ area resized to fill it (i.e. 512 $\times$ 512 px).

In the case of the canonical basis, the prism phase is simply multiplied by the 2d representation of each vector element that does not vanish at a square. In that way, the light is only diffracted by the individual square wavelets.

In the case of the Hadamard basis where each element has $+1$ and $-1$ entries, normally each element has to be sampled twice to account for the different signs when performing intensity measurements like those involving photographs or images. Here, in order to avoid double sampling [6] we use the approach of [11] where the $+1$ basis elements have a phase difference of $\pi$ compared with the $-1$. Hence, a phase of $\pi$ is added to the prism at the locations that correspond to a $-1$ value in the basis element. In that way, the subtraction is achieved in a single step.

The field is represented by the complex vector $x = |x|e^{i\phi_x} (1 \times N$ elements$)$ that has to be measured and is also encoded as a $\sqrt{N} \times \sqrt{N}$ array at the SLM. In order to compare the effect that the basis $\Phi$ has on the experiment, $x$ is sampled with the canonical and the Hadamard representation.

D. 3 step interferometry

In order to reconstruct the phase and amplitude of the perturbed field $x$, the interference between the reference beam and each individual mode of a basis $\Phi$ is measured using three-step interferometry by adding constant phase shifts $\delta_m = 0, 2\pi/3$ and $4\pi/3$ (m=1-3). The interference between the full field $x$ and the reference beam for a given phase shift is represented by $x_m$. In this way the

![FIG. 2. Reconstruction results for the full bases in glass: Reconstructed phase, and corrected spot for $N$ between 64 and 4096 with the Hadamard basis (a) and the canonical basis (b). (c) Signal to noise ratio (SNR) of the corrected spots as a function of $N$ for the Hadamard (filled circles) and canonical (hollow circles) basis.](image-url)
measured interference is (in arbitrary units) \( I_m = I_r + I_x + 2\sqrt{I_r I_x} \cos(\Delta \phi + \delta_m) \), where \( I_r \) is the intensity of the reference beam, \( I_x \propto |x|^2 \) the intensity of the field at the SLM and \( \Delta \phi = \phi_x - \phi_r \) with \( \phi_x \) and \( \phi_r \) the phase of \( x \) and the reference, respectively. The reference beam contributes with a constant amplitude and phase at the point of detection. The measured interference between the different elements of the basis \( \Phi \) and the reference for a given phase shift are \( I_{i,m} \) \((i = 1, \ldots, N)\).

E. Field reconstruction

The full set of measurements \((3N)\) is grouped into \( N \) vectors \( I_m \) that contain the individual measurements \( I_{i,m} \) for a given phase shift \( \delta_m \). In this way

\[
\Phi x_m = I_m, \tag{1}
\]

the vectors \( x_m \) are recovered by solving the system of equations \((x_m = \Phi^{-1} I_m)\) and the full complex field \( x \) is recovered (up to a constant amplitude and phase) with \([1]\):

\[
x = -\frac{1}{3}(x_2 + x_3 - 2x_1) + \frac{i}{\sqrt{3}}(x_2 - x_3) \tag{2}
\]

The (effect of the perturbations) aberrations are corrected by projecting the conjugate of \( \arg(x) \) at the SLM.

F. Perturbations and realization of the experiment

Two different perturbations are added to the modulated beam: transparent element (glass slide) which is representative of regular aberrations or a random scatterer made of Parafilm (Fig. 1a). Notice that the position of these elements (D1 and D2 respectively) is arbitrary (just like in the original in-situ experiment \([3]\)).

The glass slide cuts the beam at an angle through the center, creating a phase discontinuity resulting in a couple of focused spots (insets of Figure 2a,b). The exposure time for the focused spots with no reference (uncorrected and corrected) is 0.1 ms, while the exposures for the interferometric measurements are 1 ms for the Hadamard basis (independent of \( N \)) and on the order of tens of milliseconds for the canonical basis, with the longest exposure for the largest \( N \) (we set 65 ms as the global maximum to reduce the time to perform all the experiments).

The random scatterer is made of Parafilm (element D2, Fig. 1a) which has been used by several groups \([12, 13]\). The resulting focused beam (with no reference) is a very dim speckle pattern. The exposure time for the intensity measurements (uncorrected and corrected) is 0.65 ms, while the exposures for the interferometric measurements are 20 ms for Hadamard and between 30 − 65 ms for the canonical basis. Notice that for the random scatterer the random exposure times have increased because multiple scattering drastically reduces the amount of light that is transmitted.

For a given perturbation the experiment is conducted in the following way: First, HWP1 is rotated to prepare the beam in horizontal polarization, so there is no reference. Then the uncorrected beam is photographed. Next, HWP1 prepares the beam in a mixed polarization (Horizontal + Vertical) state in order to have a reference and to maximize the visibility of the interferogram for the first basis size \( N = 64 \) while the intensity of each of the 3N interferograms is captured at a single pixel in the camera. The field is reconstructed with the 3N measurements and the conjugate phase is projected at the SLM, HWP1 prepares the horizontal polarization and the corrected beam is photographed. In the case of the Hadamard basis, the measurements are reordered according to H, HW, CC and HRAN. For each ordering, the field is reconstructed with compressive sensing for a given subset of \( N \) (between 2 and 90%) and the corrected beam is photographed. Once the measurements for Hadamard and canonical bases are completed, the process is repeated for the next \( N \).

G. Signal to noise ratio

In order to quantify the quality of the corrected beam, it is compared to the uncorrected one with the signal to noise ratio (SNR). The SNR is defined as the ratio between the maximum intensity of the corrected spot \( \langle I_{corr}\rangle \) and the mean of the uncorrected beam \( \langle I_{uncorr}\rangle \) \([16, 17]\):

\[
SNR = \frac{\text{Max}(I_{corr})}{\langle I_{uncorr}\rangle}. \tag{3}
\]

III. FULL MEASUREMENTS AND DISCUSSION

This section describes the results for both transparent optical element and random scatterer consider the full 3N measurements.

A. Glass perturbation (transparent element)

The results for the transparent element considering the full measurements are in Fig. 2. The reconstructed phase and corrected spots for the Hadamard basis \((N = 64\) to 4096) and are in Fig. 2a, while the inset to the left shows the uncorrected spot. The results for the canonical basis are in Fig. 2b. We observe that the phase reconstructions have less noise in the case of the Hadamard basis, while the phases reconstructed with the canonical phase have a sudden increase in noise at \( N = 4096 \).

The quantitative comparison for the corrected spots via a SNR as a function of \( N \) is in Fig. 3C. The filled circles represent the SNR with the Hadamard basis while the hollow circles are those with the canonical basis. We
FIG. 3. Reconstruction results for the full bases in Parafilm: Reconstructed phase, and corrected spot for \( N = 64 \) and 4096 with the Hadamard basis (a) and the canonical basis (b). (c) SNR of the corrected spots as a function of \( N \) for the Hadamard (filled squares) and canonical (hollow squares) basis.

observe that in the case of the Hadamard basis the SNR is fairly constant with a mean of 56 and a variation of 4% when considering all \( N \). In the case of the canonical basis, the trend is similar up to \( N = 1024 \), however at \( N = 4096 \) there is a significant decrease in the SNR to a value of 39. This is because the size of the square wavelets is 8 pixels at the SLM which is not compatible with the prism phase that has a larger spatial period (\( \sim 20 \text{ px} \)). As a result the diffraction efficiency decreases along increasing the measurement noise, showing the fundamental limit of the canonical basis.

B. Random scatterer

The reconstructed phases and measured spots when the beam is perturbed by the random scatterer are in Fig. 3. In contrast with the glass perturbation, the dispersive Parafilm randomizes the phase of the transmitted light. The reconstructed phases and measured corrected focused spots with the Hadamard and canonical bases are in Fig. 3(a) and (b) respectively. The reconstructed phases confirm the randomizing effect that the Parafilm has on the beam. The uncorrected spots are shown in insets to the left. We observe that the intensity of the corrected spots increase monotonically with \( N \) in the case of the Hadamard measurements, while those of the canonical basis are almost indistinguishable from the uncorrected spot.

The SNR data as a function of \( N \) is in Fig. 3c. The measurements with the Hadamard basis (filled squares) show the same trend as the photographs in Fig. 3a, where the maximum SNR is reached at \( N = 4096 \) with a value \( \sim 94 \). The canonical basis has a very poor performance (hollow squares) at all \( N \) with a maximum SNR of 20 at \( N = 256 \). Part of the reason is that the maximum exposure time of 65 ms is not enough to acquire a good interferogram of each small square wavelet as the light is multiply scattered by the Parafilm. Again, the smallest SNR (value of 3) for the canonical basis is reached at \( N = 4096 \) where the low light signal problem is exacerbated by the decrease in diffraction efficiency.

Notice that the SNR reached for Parafilm are larger than for the glass element, this is because the average intensity of the uncorrected glass perturbation is larger than that of uncorrected Parafilm.

IV. COMPRESSIVE SENSING

The compressive sensing (CS) approach to solving eq. (1) consists of using a smaller number \( M \) of elements \( (M < N) \) where \( M \) depends on the sparsity of the representation for a given dataset with \( K \) sparse entries: \( M \approx K \log(N/K) \). The reduced basis is represented by \( \Phi' \) which is an \( N \times M \) matrix. The corresponding intensity measurement vectors \( (1 \times M) \) are \( I'_m \) with \( \Phi'x_m = I'_m \). Most optical signals are sparse in frequency space, so we use the discrete cosine transform (dct) which is a reasonable sparse basis. We express the field \( x \) in this basis: \( \text{dct}(x_m) = s_m \) or \( x_m = \Psi s_m \) with \( \Psi = \text{idct}(I_N) \) \( (I_N \) is the \( N \times N \) identity matrix and idct the inverse discrete cosine transform). The relation between \( s_m \) and the subset of measurements \( I'_m \) is \( \Phi'\Psi s_m = I'_m \), which can be rewritten as \( \Theta s_m = I'_m \) with \( \Theta = \Phi'\Psi \) the sensing matrix.

The problem is stated as a convex L1 minimization:

\[
\min ||s_m||_1 \text{ such that } I'_m = \Theta s_m
\]

This problem is solved using SPGL1 basis pursuit algorithm with its Matlab implementation. The \( x_m \) are recovered with \( x_m = \Psi s_m \) and finally the complex field \( x \) is extracted with eq. (2).

V. COMPRESSIVE SENSING RESULTS AND DISCUSSION.

The results using different compression ratios \( cr = M/N \) considering different orderings of the Hadamard basis are presented in Figs. 4 and 5 for the transparent
FIG. 4. a) Reconstructed phase and corrected spots for glass with the HW ordering with different $cr$ ($N = 64$). b) SNR of the corrected spots as a function of $cr$ for all the orderings in the case of $N = 64$. c) Reconstructed phase and corrected spots for glass with the HW ordering with different $cr$ ($N = 4096$). d) SNR of the corrected spots as a function of $cr$ for all the orderings with $N = 4096$.

and random element respectively. In the SNR plots, the abbreviations and symbols used for the different orderings are: H for Hadamard (filled black circles), HW for Hadamard Walsh (hollow black circles), CC for cake cutting (filled red squares) and HRAN for random ordering (hollow red squares).

A. CS Transparent element

Figure 4a shows the phase reconstructions and corrected spots for the glass perturbation in the case of $N = 64$ with the cake-cutting ordering with different $cr$. The SNR data considering all the orderings is plotted in Fig. 4b for $N = 64$. As expected we observe that increasing $cr$ results in an enhanced SNR until it reaches the value of the full measurement, which for the transparent element is $\sim 56$ (Fig. 2c). SNR on the order $\geq 48$ are reached at $cr = 40\%$ in the case of the HW and CC orderings, with SNR at the maximum value of $\sim 56$ at $cr = 50\%$ and above.

In the case of $N = 256$, both the HW and CC orderings reach SNR of 52 at $cr = 20\%$, while for $N = 1024$ those orderings reach SNR above 45 at $cr = 10\%$.

Figure 4c shows the reconstructed phases and corrected spots for the largest basis with $N = 4096$ ele-
ments for selected \( cr \) for the HW ordering. The SNR data as a function of \( cr \) for all orderings is plotted in Fig. 4d. Both, HW and CC orderings reach SNR above 53 at \( cr = 5\% \), while the H and HRAN orderings only reach similar values for \( cr \geq 80\% \).

To summarize the CS results for the transparent element, the best performing orderings are HW and CC, where CC converges at a slightly faster rate to the maximum SNR value. The H and HRAN orderings have a very slow convergence as a function of \( cr \). We also observe that for HW and CC orderings the \( cr \) at which SNR reaches values on the order of 45 decreases with increasing \( N \). This means that for perturbations that are sparse we can increase the spatial resolution in the basis space and reconstruct the signal with a small subset of \( N \). In the case of \( N = 4096 \), 5\% of the full measurements \((3N)\) is 614 which is smaller than the full measurements \((3N = 768)\) for \( N = 256 \).

### B. CS Random scatterer

Figure 5a shows phase reconstructions for the Parafilm scatterer and corrected spots at selected \( cr \) for \( N = 64 \) and the HW ordering. The images of the corrected spots are very similar to the uncorrected one (Fig. 3 a-b). The reason is that measurements with that spatial resolution yield poor results as the random scatterer induces very fast changes in phase at small spatial scales. The data considering SNR as a function of \( cr \) is in Fig. 5b, which shows that all the orderings yield similar results. The maximum SNR is that of Fig. 3c for the Hadamard basis (at \( N = 64 \)) which is smaller than 12. A similar trend is observed for \( N = 256 \) (not shown) where H, HW and CC are slightly better than HRAN and all converge to the SNR \( N \approx 32 \) for \( cr = 100\% \). The case for \( N = 1024 \) has HW and CC with better SNR than H and HRAN for \( cr < 80\% \) and the maximum SNR is \( \sim 65 \).

Figure 5c has the reconstructed phase and corrected spots for the HW ordering at \( N = 4096 \). Interestingly, the corrected beams already show a focused spot at \( cr \) between 10 – 20\%, which the peak intensity increasing with \( cr \). The SNR as a function of \( cr \) is plotted in Fig. 5d for all the orderings. Again we observe a monotonic increase in SNR with \( cr \) and the best performing orderings are HW and CC. However HW is better than CC for \( cr \leq 80\% \) and HW reaches SNR \( sim 70 \) at \( cr = 50\% \).

In the case of the random scatterer we observe a very different trend in the SNR data compared with the transparent optical element (sparse), there are no sudden jumps in SNR that approach those of the complete 3N measurement \(( cr = 100\%)\), but monotonic increases for all the different orderings. Nevertheless, the Walsh and cake cutting orderings still outperform significantly the Hadamard and random, especially between \( cr = 30 \) and 80\%.

### VI. CONCLUSION

We compared measuring the field of a perturbed beam using the Hadamard and canonical bases. The perturbations we considered a transparent element and a random scatterer. In general, the use of the Hadamard basis to sample the field increases the accuracy of the reconstructed phase compared to the canonical basis and thus enables a significant improvement of the correction through highly scattering media.

The results of the transparent element should be representative of other aberrations that have sparse representations like those described by the Zernike polynomials [21]. The compressive sensing experiments show that the ordering of the basis has a very large impact on the convergence of the SNR for a given \( cr \). The best results for the compressive correction through glass are reached for HW and CC orderings. The plot of SNR as a function of \( cr \) have the expected trends, with a threshold \( cr \) where the SNR jumps to a value close to that of the full measurement. The value of \( cr \) where that happens decreases with \( N \) reaching a value of 5\% for \( N = 4096 \).

The random scatterer represents the extreme case where there is no sparse representation and requires a large basis that can resolve the fast phase changes at small spatial scales. For these cases there is an advantage in using the full area where the basis is defined (like in the Hadamard basis), in contrast with small non overlapping sections of the canonical basis. Furthermore, modest compression ratios can already have a large impact on the SNR, so it is better to subsample a large basis than complete measurements with a small one that does not have the required spatial resolution. In the case of the random scatterer the best results were achieved by the Hadamard-Walsh ordering with \( N = 4096 \), where a reasonable correction was reached at a \( cr \) of 50\% and a focused spot can be observed at \( cr = 10 – 20\% \).
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