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Abstract. We construct extensions of the pure-jump Λ-Wright-Fisher processes with frequency-dependent selection (Λ-WF processes with selection) beyond their first passage time at the boundary 1. We show that they satisfy some duality relationships with the block counting process of simple exchangeable fragmentation-coalescence processes (EFC). One-to-one correspondences between the nature of the boundary 1 of the Λ-WF process with selection and the boundary ∞ of the block counting process are established. New properties for the Λ-WF processes with selection and the block counting processes of the simple EFC processes are deduced from these correspondences. Some conditions are provided for the selection to be either weak enough for boundary 1 to be an exit boundary or strong enough for 1 to be an entrance boundary. When the measure Λ and the selection mechanism satisfy some regular variation properties, conditions are found in order that the extended Λ-WF process with selection makes excursions out from the boundary 1 before getting absorbed at 0. In the latter process, 1 is a transient regular reflecting boundary. This corresponds to a new phenomenon for the deleterious allele which can spread into the population in a set of times of zero Lebesgue measure, before vanishing in finite time almost surely.

1. Introduction

The Λ-Wright-Fisher processes represent the evolution of the frequency of a neutral allele (or type) in a two-allele model evolving by resampling. A well-known result in the coalescent theory states that any Λ-Wright-Fisher process satisfies a certain duality relationship with a Λ-coalescent, see Donnelly and Kurtz [DK99] and Bertoin and Le Gall [BLG03]. A consequence of this duality is that the Λ-Wright-Fisher process gets absorbed in finite time at one of its boundaries if and only if the Λ-coalescent comes down from infinity. This event, called fixation in the genetics terminology mirrors the fact that even though no allele presents any advantage, the resampling of the population can reduce allelic diversity by the law of chance. This phenomenon is called random genetic drift. We refer the reader to, for instance, Etheridge’s book [Eth11]. In this article, a generalisation of the Λ-Wright-Fisher process taking into account an extra force of selection is considered.
Selection dynamics are typically modelled deterministically, so that the frequency of a type evolves both due to the resampling and due to a frequency-dependent term modeling how deleterious the allele considered is. Recently González and Spanò [GS18] have established that discrete Wright-Fisher models with frequency-dependent selection can be rescaled to converge towards certain Markov processes called Ξ-Wright-Fisher process with frequency-dependent selection. In the latter work the approach of Neuhauser and Krone [KN97] for modeling logistic selection is generalized by relating selection events with multiple (and not only binary) branching events in the ancestral genealogy. We shall focus on the simpler setting of Λ-Wright-Fisher process with frequency-dependent selection (Λ-WF processes with selection). In those processes, resampling events are simple in the sense that they only involve one fraction of the population.

Let Λ be a finite measure over (0, 1). Let μ be a finite measure on \( N := \{1, 2, \ldots \} \). Denote by \( f \) the generating function of the probability measure \( \xi(\cdot) = \mu(\cdot)/\mu(N) \) over \( N \), for all \( x \in [0, 1] \), \( f(x) := \sum_{k=1}^{\infty} x^k \xi(k) \). Consider the following stochastic equation

\[
X_t(x) = x + \int_{0}^{t} \int_{0}^{1} \int_{0}^{1} z \left( 1\{v \leq X_{s-}(x)\} - X_{s-}(x) \right) \mathcal{M}(ds, dv, dz) + \mu(N) \int_{0}^{t} (f(X_s(x)) - X_s(x))ds,
\]

where \( \mathcal{M} \) is a Poisson point process on \( \mathbb{R}_+ \times [0, 1] \times [0, 1] \) with intensity \( m(dt, dv, dz) = dt \otimes dv \otimes z^{-2} \Lambda(dz) \) and \( \mathcal{M} \) stands for the compensated measure \( \mathcal{M} = \mathcal{M} - m \). Notice that \( f(0) = f(1) = 0 \) and for all \( x \in [0, 1] \), \( f(x) - x \leq 0 \) so that the drift term is negative.

In the general case, Λ-WF processes may have a diffusion part. We focus in this work on the case of a measure \( \Lambda \) on \([0, 1]\) with no mass at 0.

A solution \((X_t(x), t \geq 0)\) to (1.1) is valued in \([0, 1]\) and its dynamics can be understood as follows. Imagine a population of constant size 1, whose individuals carry at any time one allele among a set of two alleles \( \{a, A\} \). The process \((X_t(x), t \geq 0)\) follows the frequency of allele \( a \) when initially the proportion of individuals carrying allele \( a \) is of size \( x \). The time-dynamics of \((X_t(x), t \geq 0)\) consists of two parts:

- the resampling which is governed by the Poisson random measure \( \mathcal{M} \): for any \((t, v, z)\) atom of \( \mathcal{M} \),
  
  - if \( v \leq X_{t-}(x) \), then allele \( a \) is sampled and a fraction \( z \in (0, 1) \) of the alleles \( A \) at time \( t- \) is replaced by the allele \( a \) at time \( t \). The frequency of allele \( a \) increases:
    \[
    X_t(x) = z(1 - X_{t-}(x)) + X_{t-}(x),
    \]
  
  - if \( v > X_{t-}(x) \), then allele \( A \) is sampled and a fraction \( z \in (0, 1) \) of the alleles \( a \) at time \( t- \) is replaced by the allele \( A \) at time \( t \). The frequency of allele \( a \) decreases:
    \[
    X_t(x) = (1 - z)X_{t-}(x),
    \]

- the selection which is modeled by function \( f \) characterizes the disadvantage of allele \( a \): the frequency of allele \( a \) decreases continuously in time along the negative deterministic drift:
  \[
  \mu(N)(f(X_t(x)) - X_t(x))dt.
  \]
When \( f \) vanishes, the drift term in (1.1) governing the selection disappears and the solution of (1.1) becomes the classical \( \Lambda \)-Wright-Fisher process, see Bertoin and Le Gall [BLG05] and Dawson and Li [DL12]. In particular, when there is no selection term, the SDE (1.1) has a pathwise unique strong solution and the boundaries 0 and 1 are both absorbing whenever they are reached. The event of absorption at 1 is called fixation of the allele \( a \). It corresponds to the fact that all individuals have the common type \( a \) in finite time almost surely. Bertoin and Le Gall [BLG05] have established that in the setting with no selection, if \( \Lambda(\{1\}) = 0 \) then the event of fixation at one of the boundaries occurs if and only if the measure \( \Lambda \) satisfies the following condition

\[
\sum_{n \geq 2} \frac{1}{\Phi(n)} < \infty,
\]

where for any \( n \geq 2 \),

\[
\Phi(n) = \int_{(0,1)} ((1-x)^n + nx - 1) x^{-2} \Lambda(dx).
\]

Condition (1.2) is perhaps better known in the coalescent theory, as the necessary and sufficient condition for the \( \Lambda \)-coalescent to come down from infinity. We will return to this fact later. We assume from now on that \( \Lambda(\{1\}) = 0 \), so that no single resampling event can give to all individuals the same allele.

One of the first models generalizing the \( \Lambda \)-Wright-Fisher process by incorporating selection is perhaps the logistic case for which \( f(x) = x^2 \) and the drift term in the SDE (1.1) takes the form \( -\alpha x(1-x) \) with \( \alpha = \mu(N) \). In this setting the measure \( \mu \) reduces to a Dirac mass at 2. Such processes have been studied by Baake et al. [BLW16], Bah and Pardoux [BP15], Etheridge and Griffiths [EG09], Griffiths [Gri14] and Foucart [Fou13].

The SDE (1.1) has been considered in the study of discrete branching processes with interactions by González et al. [GCPP20] with function \( f \) satisfying \( f'(1-) < \infty \) (i.e. \( \mu \) has a first moment).

The behavior of the positive function \( x \mapsto x - f(x) \) near 1 reflects the strength of the selective advantage of allele \( A \) over \( a \). The question addressed in the present article is to see whether a selection term can overcome the \( \Lambda \)-resampling mechanism and prevent fixation of the deleterious allele \( a \). We will find indeed new phenomena occurring in the presence of certain strong selection. In particular, despite the strength of the resampling rule under the condition (1.2), we shall find regimes for which even though the population starts entirely with the deleterious allele, its frequency will vanish in finite time almost surely. Our main results concern specifically the case for which

\[
\Lambda(dz) = h(z)dz, \quad \text{for } x \in [0, x_0] \text{ with } h(z)z^\beta \xrightarrow{x \to 0^+} \rho,
\]

and

\[
\mu(N)(x-f(x)) \xrightarrow{x \to 1^-} \sigma(1-x)^\alpha,
\]

for some \( x_0 \in (0, 1], \alpha, \beta \in (0, 1) \) and \( \sigma, \rho > 0 \). In this setting, when \( \beta = 1 - \alpha \), we shall find regimes in which all individuals carry the deleterious allele at a set of times of negligible Lebesgue measure, before the selection starts to act effectively and that the deleterious allele vanishes, see Theorem 3.23 and Theorem 4.7.
In a more theoretic wording, when the measure $\mu$ is heavy-tailed, the drift term in (1.1) becomes non-Lipschitz at 1, namely $f'(1) = \infty$, and pathwise uniqueness of the solution to the SDE (1.1) might not hold. We shall be interested in the different ways of extension of the minimal process solution to (1.1) after it has reached boundary 1. Following Feller’s terminology for diffusions, see e.g. Karlin and Taylor’s book [KT81, Chapter 15, Section 6], a boundary point is said to be natural if the process can not reach the boundary and can not leave it. The boundary is an exit if the process can reach the boundary but can not leave it. Symmetrically, it is said to be an entrance if the process can not access the boundary but leaves it; and finally the boundary is regular if the process enters into it and is able to get out from it.

Our method relies on the study of an extension of the minimal process, solution to (1.1), after it has reached boundary 1 constructed in the following way. We first look at processes, solution to the Equation (1.1) with an additional drift term $-\lambda X_t dt$ with $\lambda > 0$. This drift can be seen as modeling mutation from the deleterious allele $a$ to the advantaged one $A$. We shall see that under the assumption that there is no Kingman component, i.e. $\Lambda(\{0\}) = 0$, those processes, call them $X_\lambda^\prime s$, can all be started from boundary 1. Our core object of study is the limit process that arises when the parameter $\lambda$ tends to 0 (i.e. the mutation becomes very low). Hence define formally the limit process $X^r$ as $X^r_t := \lim_{\lambda \to 0+} X^\lambda_t$ for all $t \geq 0$. The convergence will be made precise later and we shall see that the process $X^r$ is extending the minimal solution to (1.1). In order to classify its boundaries, we will investigate some duality relationships that it necessarily satisfies with respect to certain continuous-time Markov chains arising as the functional of the block counting process $N$ of a simple exchangeable fragmentation-coalescence (EFC) process. These duality relations can be seen as generalization of the well-known moment duality between a $\Lambda$-WF process and the block counting process of a $\Lambda$-coalescent. Basic facts about moment-duality in the simpler case without selection are recalled in Section 2.1.

EFC processes have been introduced by Berestycki in [Ber04]. They are partition-valued processes whose laws are invariant under the action of finite permutation and whose blocks (i.e. equivalence classes) can coalesce as in an exchangeable coalescent and fragmentate as in an homogeneous fragmentation. Simple EFC processes form a subclass of EFC processes in which coalescence occurs as in a $\Lambda$-coalescent and fragmentation occurs at finite rate. More backgrounds on EFC processes are provided in Section 2.2. Simple EFCs and their block counting processes have been studied in Foucart [Fou20] and Foucart and Zhou [FZ20]. The boundary $\infty$ has been investigated in those articles and sufficient conditions for the boundary $\infty$ to be entrance, exit or regular have been identified. We shall transfer the results on EFC processes to results for $\Lambda$-WF processes with selection and vice versa, see Section 4.

In the sequel, we say that a boundary is absorbing if when started from the boundary, the process stays at the boundary at any future time. So that an exit boundary is absorbing and a regular boundary is absorbing if it is subject to the prescription that the process fixes at the boundary once it is attained. In other words, the process with a regular absorbing boundary is stopped at the boundary. When saying that a boundary is non-absorbing, we mean that the process, when started from the boundary, leaves it at some future time with positive probability. An entrance boundary is thus non-absorbing as well as a regular boundary when the process is not stopped at it.
In a more formal setting, for any \( x \in [0, 1] \), let \( \tau_1 := \inf\{t > 0 : X_t^r(1) = 1\} \in [0, \infty] \). The \( \Lambda \)-WF process with selection has boundary 1 accessible if for any \( x \in (0, 1] \), \( \mathbb{P}_x(\tau_1 < \infty) > 0 \). Furthermore, the boundary 1 is

- exit: if 1 is accessible and when \( \tau_1 < \infty \), for all \( t \geq \tau_1 \), \( X_t^r(1) = 1 \) a.s;
- entrance: if 1 is not accessible and for all \( t > 0 \), \( X_t^r(1) < 1 \) a.s;
- regular non-absorbing: 1 is accessible and \( \mathbb{P}(X_t^r(1) < 1 \text{ for some } t > 0) > 0 \);
- natural: if 1 is not accessible and for all \( t \geq 0 \), \( X_t^r(1) = 1 \) almost surely.

As explained before, a boundary is said to be regular absorbing if the boundary is regular but the process is stopped after reaching it. In the case of the \( \Lambda \)-WF process with selection, the process with boundary 1 absorbing is \((X_t^r \wedge \tau_1, t \geq 0)\). The latter will coincide with the process \((X_{t}^{\text{min}}, t \geq 0)\) solution to (1.1) that is absorbed after it has hitted the boundary 1. In order to classify the different possibilities, we will establish not one, but two relationships of duality, see Theorems 3.1 and 3.11. The first duality relation is for the process \((X_{t}^{\text{min}}, t \geq 0)\) and the second is for the process \((X_t^r, t \geq 0)\) that might get out from the boundary 1, but which we need to construct rigorously.

The two duality relationships have for consequence the following one-to-one correspondences between boundaries conditions. Denote by \( N \) the block counting process of the simple EFC process with coalescence measure \( \Lambda \) and splitting measure \( \mu \), see Section 2.2.

![Table 1](https://example.com/table1.png)

**Table 1.** Boundaries of \( X \) and boundaries of \( N \).

The correspondences stated in Table 1 between entrance and exit boundaries for processes satisfying a duality relationship have been observed in other contexts, see the seminal work of Cox and Rössler [CR84]. Reminiscent classifications between boundaries have been established in Foucart [Fou19] for logistic continuous-state branching processes, see also Hermann and Pfaffelhuber [HP20] and Berzunza Ojeda and Pardo [BOP20+].

Since there are several possible ways to leave a regular boundary, see e.g. [KT81, Chapter 15, Section 8] in the case of diffusions processes, Table 1 does not precise completely the behavior of the process at the boundary when it is regular non-absorbing.

Recall that a regular boundary is said to be *reflecting* when the set of times at which the process lies at the boundary, has a zero Lebesgue measure. A regular boundary is also said to be *regular for itself* if the process started from the boundary returns immediately to it almost surely. In the same fashion, we classify the exit and entrance boundaries by saying that boundary 1 is an instantaneous entrance if it is an entrance and the first entrance time in \([0, 1)\), \( \tau^1 := \inf\{t > 0 : X_t^r(x) < 1\} \) satisfies for any \( t > 0 \), \( \mathbb{P}_x(\tau^1 \leq t) \rightarrow 1 \), as \( x \) goes to 1. The boundary \( \infty \) is an instantaneous exit if it is an exit and the first explosion
time \( \zeta_\infty := \inf\{ t > 0 : N_t^{(n)} = \infty \} \) satisfies for any \( t > 0, \mathbb{P}^n(\zeta_\infty \leq t) \longrightarrow 1, \) as \( n \) goes to \( \infty. \) Similar definitions hold for instantaneous exit boundary 1 and instantaneous entrance boundary \( \infty. \)

We shall see in Theorem 3.19 and Proposition 3.20 that the following one-to-one correspondences hold:

| Boundary of \( X \)                  | Boundary of \( N \)        |
|-------------------------------------|---------------------------|
| 1 regular reflecting                | \( \infty \) regular for itself |
| 1 regular for itself                | \( \infty \) regular reflecting |
| 1 instantaneous entrance            | \( \infty \) instantaneous exit |
| 1 instantaneous exit                | \( \infty \) instantaneous entrance |

Table 2. regular for itself/regular reflecting

We address now the long-term behavior of the extended \( \Lambda \)-Wright-Fisher process with selection \( (X_t^r, t \geq 0) \). Recall that by fixation, we mean that all individuals get one of the two alleles and keep it forever. When 1 is an exit, fixation of the deleterious allele has a positive probability to occur. When the boundary 1 is regular non-absorbing or entrance, fixation at 1 can not occur, and we shall actually see that there is almost sure fixation of the advantageous allele, see Theorem 3.23. Namely, if the process \( (X_t^r, t \geq 0) \) has boundary 1 entrance or regular non-absorbing, then almost surely

\[ \exists \ t_0 > 0; X_t^r(x) = 0, \ \forall t \geq t_0. \]

Table 1 and Table 2 provide a theoretical classification of the boundaries. When there is selection, no necessary and sufficient conditions entailing that boundary 1 of \( X \) or boundary \( \infty \) of \( N \) is of a given type are known. In Section 4, we design explicit sufficient conditions on the resampling measure \( \Lambda \) and the selection function \( f \) for each possible boundary condition. They are obtained via the correspondences stated in Table 1 and Table 2, by transferring previous results on the boundary \( \infty \) of the block counting process \( N \), obtained in [FZ20], to results on the boundary 1 of \( X^r \). Sufficient conditions on the function \( f \) entailing that the boundary 1 is an instantaneous entrance or an exit are given in Theorem 4.3 and Theorem 4.6 respectively. When the conditions (1.4) and (1.5) are satisfied, the nature of the boundary depends on the parameters \( \alpha, \beta, \sigma \) and \( \rho \). In particular, we show that when \( \beta = 1 - \alpha \) and \( \frac{1}{(1-\alpha)(2-\alpha)} < \sigma/\rho < \frac{\pi}{(2-\alpha)\sin(\pi \alpha)} \), the process \( (X_t^r, t \geq 0) \) has boundary 1 regular reflecting and regular for itself, see Theorem 4.7 and Theorem 4.8.

The paper is organized as follows. Backgrounds on \( \Lambda \)-Wright-Fisher processes with and without selection are provided in Section 2.1. We verify in particular that the SDE (1.1) admits a unique solution up to the first hitting time of the boundaries. The moment-duality between the \( \Lambda \)-Wright-Fisher process without selection and the process counting the number of blocks in a \( \Lambda \)-coalescent is recalled. Consequences of this duality relationships for the boundaries of the \( \Lambda \)-Wright-Fisher process without selection are reviewed. In Section 2.2, we briefly recall the notion of exchangeable fragmentation-coalescence processes and describe the process of its number of blocks. Results from [Fou20] are gathered.

In Section 3, two natural extensions of the minimal \( \Lambda \)-Wright-Fisher process are studied.
We then provide a theoretical study of their possible behaviors at the boundary 1. In Section 4, we apply the results obtained in [FZ20] to the Λ-Wright-Fisher processes with selection and provide explicit sufficient conditions for each boundary condition.

**Notation.** We denote by $C([0, 1])$ the space of continuous functions on $[0, 1]$, $C^2((0, 1))$ and $C^2_v([0, 1])$ are respectively the space of twice continuously differentiable functions on $(0, 1)$ and the space of twice continuously differentiable functions whose derivatives have compact support included in $(0, 1)$. The integrability of a function $g$ in a left-neighbourhood of $a \in (0, \infty]$ is denoted by $\int^{a-} g(x)dx < \infty$. We set $\bar{\mathbb{N}} := \{1, 2, \ldots, \infty\}$, the one-point compactification of $\mathbb{N}$, the latter is compact for the metric $d(n, m) := |n - m|$ for $n, m \in \mathbb{N}$ and $d(\infty, n) := 1/n$ for any $n \in \bar{\mathbb{N}}$, where by convention $1/\infty = 0$. The space of continuous functions on $\bar{\mathbb{N}}$ is denoted by $C(\bar{\mathbb{N}})$. A function $f$ belongs to $C(\bar{\mathbb{N}})$ if and only if $f(n) \xrightarrow{n \to \infty} f(\infty)$. We denote by $\mathbb{P}_x$ the law of the process under consideration started from $z$, the corresponding expectation is $\mathbb{E}_z$.

## 2. Background on Λ-WF with selection and simple EFCs

### 2.1. Λ-Wright-Fisher processes with selection and Λ-coalescent

#### 2.1.1. A stochastic differential equation with jumps

We introduce the class of Λ-Wright-Fisher processes with frequency-dependent selection. As we shall use it later, we slightly generalize SDE (1.1) by allowing the generating function driving selection to be defective, namely such that $f(1) < 1$. Let $\mu$ be a finite measure over $\bar{\mathbb{N}} := \{1, 2, \ldots, \infty\}$ and $\Lambda$ be a finite measure over $[0, 1]$ with $\Lambda(\{0\}) = \Lambda(\{1\}) = 0$. Let $f$ be the generating function of the probability law $\mu(\cdot)/\mu(\bar{\mathbb{N}})$ over $\bar{\mathbb{N}}$: for all $x \in [0, 1]$, $f(x) = \sum_{k \in \mathbb{N}} x^k \mu(k)/\mu(\bar{\mathbb{N}})$. When the function $f$ is defective, $1 - f(1) > 0$ and this term corresponds to the mass at infinity for the probability distribution associated to $f$. Consider the stochastic equation

\begin{equation}
X_t(x) = x + \int_0^t \int_0^1 \int_0^1 z \left(1_{\{v \leq x_{s-}(x)\}} - X_{s-}(x)\right) \mathcal{M}(ds, dv, dz) + \mu(\bar{\mathbb{N}}) \int_0^t (f(X_s(x)) - X_s(x))ds.
\end{equation}

When there is no selection, i.e. $f \equiv 0$ and the drift term in Equation (2.6) vanishes, the process $(X_t(x), t \geq 0)$ valued in $[0, 1]$, is a martingale (this property in terms of the population model can be thought as the neutrality assumption between the two alleles) and has both boundaries 0 and 1 absorbing. Existence and weak uniqueness of the solution to the SDE (2.6), when $f \equiv 0$, has been established by Bertoin and Le Gall [BLG05] through a martingale problem. Set $q(v, x) := 1_{\{v \leq x\}} - x$ for any $x \in [0, 1]$, the generator of the Λ-Wright-Fisher process without selection is the operator $\mathcal{A}$ defined as follows

\begin{equation}
\mathcal{A}g(x) := \int_{[0, 1] \times [0, 1]} (g(x + zq(v, x)) - g(x) - zq(v, x)g'(x)) z^{-2} \Lambda(dz).
\end{equation}

Dawson and Li [DL12] have studied the SDE (2.6) through techniques different from Bertoin and Le Gall. Among other results, it is established that under some assumptions on the drift term, (2.6) admits a flow of strong solutions $(X_t(x), t \geq 0, x \geq 0)$ for which $x \mapsto X_t(x)$ is càdlàg.
Consider now the setting with selection. Any process solution to (2.6) has for generator $A^s$ acting on $C^2((0,1))$, by

$$(2.8) \quad A^s g(x) := Ag(x) + \mu(\bar{N})(f(x) - x)g'(x) \quad \text{for any } x \in (0,1).$$

**Lemma 2.1.** Let $f$ be any generating function (possibly defective). There exists a unique strong solution to (2.6) up to the first hitting time of the boundaries.

**Proof.** For any $n \geq 1$, one can find a Lipschitz function $b^n$ on $[0,1]$ such that $b^n(x) := \mu(\bar{N})(f(x) - x)$ if $0 \leq x \leq 1-1/n$ and $b^n(x) := 0$ if $x \geq 1-1/2n$. Consider the stochastic equation

$$(2.9) \quad X_t(x) = x + \int_0^t \int_0^1 \int_0^1 z \left(\1_{\{v \leq X_{s-}(x)\}} - X_{s-}(x)\right) \bar{\Lambda}(ds, dv, dz) + \int_0^t b^n(X_s) ds.$$ 

We verify now that the latter equation has a pathwise unique strong solution by applying [LP12, Theorem 5.1]. We follow the notation of [LP12] and check Conditions (3.a), (3.b) and (5.a). Set $U_0 = [0,1] \times [0,1]$, for any $u \in U_0$, denote the coordinates of $u$ by $u = (v,z)$ and let $\mu_0(dv) = \mu_0(dv, dz) := dv \otimes z^{-2}\Lambda(dz)$. Define $g_0(x,u) = z\1_{\{v \leq x\}} - x$ and note that the stochastic equation above corresponds to the stochastic equation (2.1) in [LP12] with $\sigma \equiv 0, g_1 \equiv 0$ and $b(x) := b^n(x) \leq 0$. Since $b^n$ is Lipschitz on $[0,1]$, condition (3.a) is satisfied (with $r_m(z) = r_1(z) := L_n z$ for any $z$ and any $m$, and where $L_n$ is the Lipschitz constant of $b_n$). Condition (3.b) is verified in [LP12, Corollary 6.2]. It remains only to check Condition (5.a). For any $x \in \mathbb{R}$, $g_0(x,(u,z))^2 \leq z^2$ and $b^n(x)^2 \leq 1$, hence

$$\int_0^1 g_0(x,(u,z))^2 \mu_0(dv) + b^n(x)^2 \leq \int_0^1 z^2 z^{-2}\Lambda(dz) + 1 = \Lambda((0,1)) + 1 \leq K(1 + x^2).$$

Denote by $(X^n_t, t \geq 0)$ the solution of (2.9). Let $\tau_{1-1/n} := \inf\{t > 0 : X^n_t > 1 - 1/n\}$. By pathwise uniqueness if $m < n$ then $X_t^m = X_t^n$ for $t \leq \tau_{1-1/m} \wedge \tau_0$. Note that $\tau_{1-1/m} \to \tau_1$; thus we can define a process $(X_t, t < \tau)$ such that $X_t = X^n_t$ for all $t \leq \tau_{1-1/n}$ and all $n \geq 1$. The process is solution to (2.6) and uniqueness of this minimal solution plainly holds. \qed

**Remark 2.2.** When the selection term satisfies the condition $f'(1) < \infty$ (i.e. $\mu$ has a finite mean), the function $x \mapsto f(x) - x$ is Lipschitz over $[0,1]$, and [DL12, Theorem 2.1] ensures that there is a unique pathwise strong solution to (2.6). It is worth noticing that in this case, since the constant process 1 is solution to (2.6), pathwise uniqueness entails in particular that if the boundary 1 is reached then the process is absorbed at 1.

We will be interested in cases where $f$ is not globally Lipschitz on $[0,1]$, i.e. $f'(1) = \infty$ and in possible extensions of the minimal process after time $\tau$. We call minimal Wright-Fisher process with selection governed by $f$ and denote by $(X^{\min}_t, t \geq 0)$ the process solution to (2.6) that is stopped at the boundary after time $\tau := \inf\{t > 0 : X_t \notin (0,1)\}$. A consequence of Lemma 2.1 is that the minimal process, or minimal solution, is the unique solution to the following (stopped) martingale problem :

$$(\text{MP}) : \forall g \in C^2_c([0,1]), \quad \left( g(X^{\min}_{t \wedge \tau}) - \int_0^t A^s g(X^{\min}_{s \wedge \tau}) ds, t \geq 0 \right) \text{ is a martingale,}$$
where \( X_{t}^{\min} = 1 \) if \( t \geq \tau_1 = \tau_1 \land \tau_0 \) and \( X_{t}^{\min} = 0 \) if \( t \geq \tau_0 = \tau_1 \land \tau_0 \). By extension of the minimal process solution of (2.6), we mean here a process \((X_t, t \geq 0)\) with infinite life-time such that the process \((X_t, t < \tau)\) has same law as \((X_{t}^{\min}, t < \tau)\).

An important tool used repeatedly in the proofs is a comparison theorem due to Dawson and Li for solutions of (2.6). Consider two Lipschitz generating functions \( f_1 \) and \( f_2 \) such that \( f_1 \leq f_2 \) (thus by assumption \( f'_i(1-) < \infty \) for \( i = 1, 2 \)) and two initial values in \([0, 1], x_1 \leq x_2\), then by [DL12, Theorem 2.2] (here \( \sigma = g'_1 = g''_1 = 0 \) and the conditions (2-a)-(2-d) are satisfied) if \((X^i_t(x), t \geq 0)\) is the solution of (2.6) with \( f = f_i \) for \( i = 1, 2 \) and initial value \( x \), then almost surely for all \( t \geq 0 \), \( X^1_t(x) \leq X^2_t(x) \).

2.1.2. \( \Lambda \)-Wright-Fisher processes without selection. A fundamental property of \( \Lambda \)-Wright-Fisher processes without selection is their link with the processes called \( \Lambda \)-coalescents. Those processes are valued in the space of partitions of \( \mathbb{N} \) and are evolving by multiple (not simultaneous) mergings of equivalence classes (called blocks). The \( \Lambda \)-coalescents can be thought as representing the genealogy backwards in time of the ancestral lineages in the population evolving by resampling, see [BLG03]. More backgrounds about \( \Lambda \)-coalescents are provided in Section 2.2. Let \((\Pi(t), t \geq 0)\) be a \( \Lambda \)-coalescent and \((\#\Pi(t), t \geq 0)\) be its block counting process. This is a Feller process valued in \( \bar{\mathbb{N}} \) whose generator is \( \mathcal{L}^c \) with for any \( g : \mathbb{N} \mapsto \mathbb{R} \)

\[
(2.10) \quad \mathcal{L}^c g(n) := \sum_{k=2}^{n} \binom{n}{k} \lambda_{n,k}(g(n - k + 1) - g(n)),
\]

where

\[
(2.11) \quad \lambda_{n,k} := \int_{0}^{1} z^k (1 - z)^{n-k} x^{-2} \Lambda(dz) \text{ for } 2 \leq k \leq n.
\]

Recall Condition (1.2). Schweinsberg [Sch00] has established that (1.2) is necessary and sufficient for \( \infty \) to be an entrance boundary of the block counting process, in this case although \( \#\Pi(0) = \infty \), for any \( t > 0 \) \( \#\Pi(t) < \infty \) almost surely.

The following identity, established for instance in [BLG05, Theorem 1, Equation (8)], links the block counting process of a pure \( \Lambda \)-coalescent with the \( \Lambda \)-Wright-Fisher process without selection through a moment-duality relationship. For any \( x \in [0, 1] \) and \( n \in \bar{\mathbb{N}} \), if \( \#\Pi(0) = n \) then

\[
(2.12) \quad \mathbb{E}[X_t(x)^n] = \mathbb{E}_n[x^{\#\Pi(t)}],
\]

where we denote by \( \mathbb{E}_n \) the expectation conditionally given that \( \#\Pi(0) = n \).

The identity (2.12) has many important consequences. Firstly, since \( X_t(x) \) is a bounded random variable, its law is entirely characterized by its moments and therefore the one-dimensional laws of \((\#\Pi(t), t \geq 0)\) are in one-to-one correspondence with those of the process \((X_t(x), t \geq 0)\). From a theoretical point of view one can see (2.12) as a representation of the semigroup of the process \((X_t(x), t \geq 0)\). Moreover, for any \( n \in \mathbb{N} \), \( \#\Pi(t) \leq \#\Pi(0) = n \) for all \( t \geq 0 \), \( \mathbb{P}_n \)-a.s. and letting \( x \) approach 1 provides the identity

\[
\lim_{x \to 1^-} \mathbb{E}_n[X_t(x)^n] = \lim_{x \to 1^-} \mathbb{E}_n[x^{\#\Pi(t)}] = \mathbb{P}_n(\#\Pi(t) < \infty) = 1.
\]

Since \( x \mapsto X_t(x) \) admits left-limits, we see from the above convergence and Lebesgue’s theorem that \( X_t(1-) = 1 \) almost surely for all \( t \geq 0 \), so that the boundary 1 is not an
In the latter case, the function \( X_t(x) = 1 \) and \( \# \Pi(t), t \geq 0 \) starts from \( \infty \) under \( \mathbb{P}_\infty \). When Schweinsberg’s condition (1.2) holds, \( \# \Pi(t) < \infty \) a.s. for any \( t > 0 \) and (2.13) ensures that \( \tau_1 < \infty \) with positive probability. The identity (2.13) provides a representation of the cumulative distribution function of \( \tau_1 \) and in a dual way a representation of the entrance law at \( \infty \) of the process \( \# \Pi(t), t \geq 0 \). Since 1 is absorbing, the event \( \{ \tau_1 < \infty \} \) coincides with the event of fixation at 1: \( \{ \exists \, t_1 \geq 0; \forall t \geq t_1; X_t(x) = 1 \} \).

2.1.3. Pure selection process. When there is no resampling in the population, the frequency of the deleterious allele \( X_t(x), t \geq 0 \) solves the ODE

\[
X_t(x) = x + \mu(\bar{N}) \int_0^t (f(X_s(x)) - X_s(x))ds.
\]

Equivalently, the map \( (X_t(x), t \geq 0) \) satisfies for all \( x \in (0, 1) \) and \( t \geq 0 \),

\[
\int_0^x \frac{du}{u - f(u)} = \mu(\bar{N})t.
\]

A study of (2.15) when \( x \) tends to 1, yields the following dichotomy. Either \( \int_1^\infty \frac{du}{f(u)-u} = \infty \), and in order for the integral in (2.15) to retain the value \( \mu(\bar{N})t \), we must have \( X_t(1) \) as \( \lim_{x \to 1^-} X_t(x) = 1 \), or else \( \int_1^\infty \frac{du}{f(u)-u} < \infty \) and we must have \( X_t(1) := \lim_{x \to 1^-} X_t(x) \in (0, 1) \). In the latter case, the function \( (X_t(1), t \geq 0) \) solves (2.14) and starts from 1. Hence, if \( f(1) = 1 \) then (2.14) has two distinct solutions started from 1, \( X_t := 1 \) for all \( t \geq 0 \) and \( X_t := \lim_{x \to 1^-} X_t(x) \) for all \( t \geq 0 \), if and only if

\[
\int_1^\infty \frac{dx}{x - f(x)} < \infty.
\]

The integral in (2.16) converges for example when \( x - f(x) \sim \sigma(1-x)^{\alpha} \) with \( \alpha \in (0, 1) \) and \( \sigma > 0 \). Note that if \( f(1) < 1 \), i.e. \( \mu(\infty) > 0 \), then (2.16) clearly holds.

Solutions to (2.14) are well-known in the theory of branching processes. Let \( (N_t^{(n)}, t \geq 0) \) be a continuous-time discrete-state branching process started from \( n \in \mathbb{N} \) with offspring measure \( \mu \). We refer for instance to Harris’ book [Har63, Chapter V]. Note that \( \mu \) gives no mass at 0, namely there is no death in the process \( (N_t^{(n)}, t \geq 0) \) and its sample paths are almost surely non decreasing. The branching property of the process \( (N_t^{(n)}, t \geq 0) \) ensures that the boundary \( \infty \) is absorbing whenever it is reached. One can identify the function \( (X_t(x), t \geq 0) \) with the generating functions of \( N_t^{(1)} \) at any time \( t \), more precisely for any \( x \in [0, 1] \), any \( n \in \mathbb{N} \) and any \( t \geq 0 \)

\[
X_t(x)^n = \mathbb{E}[x^{N_t^{(n)}}].
\]

Letting \( x \) go towards 1 the identity above yields: \( \mathbb{P}_n(\zeta_n \leq t) = \lim_{x \to 1^-} X_t(x) \) for any \( t \geq 0 \), where \( \zeta_n := \inf\{ t > 0 : N_t^{(n)} \text{ or } N_t^{(n)} = \infty \} \). This is the standard method for studying the explosion of process \( (N_t^{(n)}, t \geq 0) \), see [Har63, Chapter V, Theorem 9.1]. In particular,
the boundary $\infty$ is an exit for the branching process $(N_t^{(n)}, t \geq 0)$ if and only Dynkin’s condition (2.16) holds.

When resampling and selection are both taken into account, the process solution to (2.6) may have more involved boundary conditions than what has just been seen for processes without selection or without resampling. In a similar fashion as for the pure selection process and for the pure resampling one, we will see that the moments of $(X_t(x), t \geq 0)$ can be represented via certain continuous-time Markov chains, with values in $\mathbb{N}$, whose jumps are mixture of those of the block counting process of a $\Lambda$-coalescent and those of an increasing branching processes. These processes appear when counting the number of blocks in certain exchangeable partition-valued processes.

### 2.2. Backgrounds on exchangeable fragmentation coalescence (EFC) processes.

#### 2.2.1. Definition and Poisson construction.

These processes, introduced by Berestycki in [Ber04], are Markov processes with state-space $P_\infty$, the space of partitions of $\mathbb{N}$. By convention, any partition $\pi \in P_\infty$ is represented by the sequence (possibly finite) of its non-empty blocks $(\pi_i, i \geq 1)$ ordered by their least element. The number of non-empty blocks of a partition $\pi$ is denoted by $\#\pi$ and if $\#\pi < \infty$, then we set $\pi_j = \emptyset$ for any $j \geq \#\pi + 1$. By definition an EFC process $(\Pi(t), t \geq 0)$ satisfies the following conditions

i) for any time $t \geq 0$, the random partition $\Pi(t)$ is exchangeable, i.e. its law is invariant by the action of permutations with finite support,

ii) it evolves in time by merging of blocks or fragmentation of an individual block into sub-blocks.

Berestycki has established that any EFC process is characterized in law by two $\sigma$-finite exchangeable measures on $P_\infty$, $\mu_C$, the measure of coagulation and $\mu_F$, that of fragmentation. We refer the reader to [Ber04, Proposition 3] for the form of those measures as mixtures of paint-box laws. We briefly sketch the Poissonian construction of EFC processes, see [Ber04, Section 3.2].

**Poisson construction.** Consider two independent Poisson Point Processes $\text{PPP}_C$ and $\text{PPP}_F$ respectively on $\mathbb{R}_+ \times P_\infty$ and $\mathbb{R}_+ \times P_\infty \times \mathbb{N}$ with intensity $dt \otimes \mu_C(d\pi)$ and $dt \otimes \mu_F(d\pi) \otimes \#$ where $\#$ denotes the counting measure on $\mathbb{N}$. The process $(\Pi(t), t \geq 0)$ defined as follows is an EFC process: its initial value $\Pi(0)$ is an exchangeable random partition independent of $\text{PPP}_F$ and $\text{PPP}_C$ and

\[
\Pi(t) = \text{Coag}(\Pi(t-), \pi_c) \text{ if } (t, \pi_c) \text{ is an atom of } \text{PPP}_C, \\
\Pi(t) = \text{Frag}(\Pi(t-), \pi_f, j) \text{ if } (t, \pi_f, j) \text{ is an atom of } \text{PPP}_F,
\]

where for any partitions $\pi$, $\pi_c$, $\pi_f$

\[
\text{Coag}(\pi, \pi_c) := \{\cup_{j \in \pi_c} \pi_j, i \geq 1\} \text{ and } \text{Frag}(\pi, \pi_f, j) := \{\pi_j \cap \pi_{f, i}, i \geq 1; \pi_{f, \ell} \neq j\}^\downarrow
\]

where $\{\cdot \cdot \cdot \}^\downarrow$ means that we reorder the blocks by their least elements.

We focus on the subclass of simple EFC processes in which as in a $\Lambda$-coalescent, there is no simultaneous multiple mergings, fragmentations occur at finite rate and fragmentate any blocks into sub-blocks of infinite size (no formation of singletons). In this setting,
• the coagulation measure $\mu_{\text{Coag}}$ charges partitions with only one non-singleton block. If one associates to the atom $(t, \pi^c)$ of $\text{PPP}_C$, a sequence of random variables $(X_i, i \geq 1)$ such that $X_i = 1$ if $\{i\} \notin \pi^c$ and $X_i = 0$ if $\{i\} \in \pi^c$, then the random variables $(X_i, i \geq 1)$ are exchangeable and mixture of i.i.d Bernoulli random variables whose parameter $\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} X_i$ has for “intensity” a measure of the form $\nu(dz) := z^{-2} \Lambda(dz)$ for some finite measure $\Lambda$ on $[0, 1]$. We call $\Lambda$ the coalescence measure.

• The fragmentation measure $\mu_{\text{Frag}}$ on $P_\infty$ has finite mass, i.e. $\mu_{\text{Frag}}(P_\infty) < \infty$, and only charges partitions whose blocks are all of infinite size. If one associates to each atom $(t, \pi^f, j)$ of $\text{PPP}_F$, the random variable $k := \#\pi^f - 1 \in \mathbb{N}$, one gets a Poisson point process on $\mathbb{R}_+ \times \mathbb{N} \times \mathbb{N}$ with intensity $dt \otimes \mu \otimes \#$, where $\mu$ is the image of $\mu_{\text{Frag}}$ by the map $\pi \mapsto \#\pi - 1$. We call $\mu$ the splitting measure.

For the sake of simplicity, we focus on initial partitions whose blocks are all infinite. In this case there is no singleton at any time in the system and the blocks of $\Pi(0)$ stay infinite at any time $t$. The infinitesimal time dynamics of $(\#\Pi(t), t \geq 0)$ are as follows.

**Coalescence.** Upon the arrival of an atom $(t, \pi^c)$ of $\text{PPP}_C$, given $\#\Pi(t^-) = n$, all blocks whose index $j \in [n]$ satisfies $X_j = 1$ are merged. Given the parameter $z$ of the $X_i$’s, the number of blocks that merge at time $t$ has a binomial law with parameters $(n, z)$. Therefore, for any $k \in \{2, n\}$ the jump $\#\Pi(t) = \#\Pi(t^-) - (k - 1)$ has rate $\binom{n}{k} \lambda_{n,k}$ where we recall $\lambda_{n,k} := \int_{[0,1]} z^k (1 - z)^{n-k} z^{-2} \Lambda(dz)$.

**Fragmentation.** Upon the arrival of an atom $(t, \pi^f, j)$ of $\text{PPP}_F$, given $\#\Pi(t^-) = n$, and $j \leq n$, then the $j$th-block is fragmented into $k + 1$ blocks where $k = \#\pi^f \in \mathbb{N}$. Therefore, at time $t$, $\#\Pi(t) = \#\Pi(t^-) + k$. Since there are $n$ blocks at time $t^-$, the total rate at which such a jump occurs is $n \mu(k)$ for any $k \in \mathbb{N}$.

Recall $L^c$ defined in (2.10).

**Lemma 2.3** (Proposition 2.11 in [Fou20]). If $\Pi(0)$ has blocks of infinite size, then the process $(\#\Pi(t), t \geq 0)$ is a right-continuous process valued in $\mathbb{N}$ and has the Markov property when lying on $\mathbb{N}$; i.e. setting $\zeta_\infty := \inf\{t > 0 : \#\Pi(t^-) = \infty \text{ or } \#\Pi(t) = \infty\}$, $(\#\Pi(t), t < \zeta_\infty)$ is a continuous-time Markov chain whose generator is $L = L^c + L^f$ with $L^c$ is given in (2.10) and $L^f$ is acting on any bounded function $g$ by

\begin{equation}
L^f g(n) := \sum_{k=1}^{\infty} n \mu(k)(g(n + k) - g(n)) + n \mu(\infty)(g(\infty) - g(n)).
\end{equation}
\( \Pi^{(n)}(0) = \{\Pi_1(0), \ldots, \Pi_n(0)\} \), constructed in a Poisson way as follows:

\[
\Pi^{(n)}(t) = \text{Coag}(\Pi^{(n)}(t^-), \pi^c) \text{ if } (t, \pi^c) \text{ is an atom of } \text{PPP}_C,
\]

\[
\Pi^{(n)}(t) = \text{Frag}(\Pi^{(n)}(t^-), \pi^f, j) \text{ if } (t, \pi^f, j) \text{ is an atom of } \text{PPP}_F.
\]

The process \( (\Pi^{(n)}(t), t \geq 0) \) follows the fragmentations and coagulations in the system restricted to the integers belonging to \( \cup_{i=1}^n \Pi_i(0) \).

In the sequel, we write \( (N_t^{(n)}, t \geq 0) := (\#\Pi^{(n)}(t), t \geq 0) \) for the process counting the blocks of \( (\Pi^{(n)}(t), t \geq 0) \). Notice that by definition, \( (\Pi^{(\infty)}(t), t \geq 0) \) coincides with \( (\Pi(t), t \geq 0) \) and thus \( (N_t^{(\infty)}, t \geq 0) = (N_t, t \geq 0) \). The process \( (N_t^{(n)}, t \geq 0) \) is at the core of our study, and from now on we call it simply “block counting process”.

**Lemma 2.4** (Monotonicity in the initial values, Lemma 3.4 in [Fou20]). For any \( n \geq 1 \),

\[
N_t^{(n)} \leq N_t^{(n+1)} \quad \text{and} \quad N_t^{(n)} \xrightarrow{n \to \infty} N_t^{(\infty)} \quad \text{for all } t \geq 0 \text{ a.s.}
\]

Moreover, the process \( (N_t^{(n)}, t < \zeta_\infty) \) is Markovian and has the same law as \( (N_t, t < \zeta_\infty) \) when \( N_0 = n < \infty \).

The next lemma ensures that one can approach from below the process \( (N_t^{(n)}, t \geq 0) \) by a non-decreasing sequence of non-explosive processes. For any \( m \in \mathbb{N} \), set \( \bar{\mu}(m) := \mu(\{m, \ldots, \infty\}) \).

**Lemma 2.5** (Lemma 3.8 in [Fou20]). For any \( n \in \bar{\mathbb{N}} \), there exists a non-decreasing sequence of processes \( (N_m^{(n)}(t), t \geq 0)_{m \geq 1} \) started from \( n \in \bar{\mathbb{N}} \) such that

i) for any \( m \geq 1 \), \( (N_m^{(n)}(t), t \geq 0) \) has generator, the operator \( \mathcal{L}^m \) acting on any function \( g : \mathbb{N} \to \mathbb{R}_+ \) as follows

\[
\mathcal{L}^m g(\ell) := \mathcal{L}^c g(\ell) + \ell \sum_{k=1}^{m} \mu_m(k)(g(\ell + k) - g(\ell)), \quad \text{for all } \ell \in \mathbb{N},
\]

where \( \mu_m(k) := \mu(k) \text{ if } k \leq m - 1 \) and \( \mu_m(m) := \bar{\mu}(m) \);

ii) for any \( m \in \mathbb{N} \), the process \( (N_m^{(n)}(t), t \geq 0) \) does not explode;

iii) almost surely for any \( n \in \bar{\mathbb{N}} \), \( m \in \mathbb{N} \) and all \( t \geq 0 \), \( N_m^{(n)}(t) \leq N_m^{(n+1)}(t) \), and

\[
\lim_{m \to \infty} N_m^{(n)}(t) = N_t^{(n)} \text{ a.s.}
\]

2.2.3. Summary of sufficient conditions for different boundary behaviors for \( (N_t^{(n)}, t \geq 0) \). Sufficient conditions for the process \( (\Pi(t), t \geq 0) := (\#\Pi(t), t \geq 0) \) to have boundary \( \infty \) absorbing or not have been found in [Fou20]. More precisely the process can have the boundary \( \infty \) exit, entrance or even regular for certain heavy-tailed splitting measures.

**Lemma 2.6** (Corollary 1.2-(2) in [Fou20]). Let \( \lambda > 0 \). If the coalescence measure has no Kingman part, i.e. \( \Lambda(\{0\}) = 0 \), and \( \mu(\infty) = \lambda \), then the process \( (\Pi(t), t \geq 0) := (\#\Pi(t), t \geq 0) \) has boundary \( \infty \) as an exit, that is to say, for any \( t \geq \zeta_\infty \), \( N_t = \infty \) a.s. where \( \zeta_\infty := \inf\{t > 0 : N_t = \infty\} \).

Remark 2.7. When \( \Lambda(\{0\}) = c_k > 0 \), the process \( (N_t^{(k)}, t \geq 0) \) comes down from infinity (i.e leaves \( \infty \)) if and only if \( \frac{\lambda}{c_k} < 1 \), see Kyprianou et al. [KPRS17, Theorem 1.1] and
Lemma 2.6 is a key lemma in our construction of an extension getting out from 1 of the minimal \( \Lambda \)-WF process with selection.

The next lemmas provide sufficient condition for \( \infty \) to be an entrance, an exit or a regular boundary. They will appear in Section 4 in a “dual” way for the \( \Lambda \)-WF processes with selection.

**Lemma 2.8** (Theorem 3.4 in [FZ20]). Assume \( \mu(\infty) = 0 \). If \( \sum_{n=2}^{\infty} \frac{n}{\Phi(n)} \bar{\mu}(n) < \infty \), then \( \infty \) is inaccessible for the process \( (N_t, t \geq 0) \). Moreover, in this case,

i) if \( \sum_{n=2}^{\infty} \frac{1}{\Phi(n)} < \infty \) then \( \infty \) is an entrance boundary,

ii) if \( \sum_{n=2}^{\infty} \frac{1}{\Phi(n)} = \infty \) then \( \infty \) is a natural boundary.

**Remark 2.9.** We recall that the sequence \( (\Phi(n)/n, n \geq 2) \) is nondecreasing, see e.g. [LT15, Lemma 2.1-(iv)]. Hence the sequence \( (\frac{n}{\Phi(n)}, n \geq 2) \) is bounded and when the splitting measure \( \mu \) admits a first moment, \( \sum_{n=2}^{\infty} \frac{1}{\Phi(n)} \bar{\mu}(n) \leq \frac{2}{\Phi(2)} \sum_{n=2}^{\infty} \bar{\mu}(n) < \infty \), and the condition in Lemma 2.8 is fulfilled.

The next lemma provides a sufficient condition for \( \infty \) to be an exit boundary.

**Lemma 2.10** (Theorem 3.1 in [FZ20]). Assume \( \mu(\infty) = 0 \) and set \( \ell : n \mapsto \sum_{k=1}^{n} \bar{\mu}(k) \).

If the map \( n \mapsto \ell(n) \) satisfies the following condition \( \mathbb{H} \):

\[ \mathbb{H}: \text{there exists a positive function } g \text{ on } \mathbb{R}_+ \text{ eventually non-decreasing such that} \]

\[ \ell(n) \geq g(\log n) \log n \text{ for large } n, \int_{1}^{\infty} \frac{1}{xg(x)} \, dx < \infty \]

and

\[ (2.20) \lim_{n \to \infty} \frac{\Phi(n)}{n\ell(n)} = 0, \]

then the process \( (N_t, t \geq 0) \) has \( \infty \) as an exit boundary.

We now recall the classification of the boundary \( \infty \) in some regularly varying cases found in [FZ20].

**Lemma 2.11** (Theorem 3.7 in [FZ20]). Assume that \( \Phi(n) \sim_\infty d n^{1+\beta} \) with \( d > 0 \) and \( \beta \in (0, 1) \) and \( \mu(n) \sim_\infty \frac{b}{n^{\alpha+1}} \) with \( b > 0 \) and \( \alpha \in (0, \infty) \). Then

- if \( \alpha + \beta < 1 \), then \( \infty \) is an exit boundary,
- if \( \alpha + \beta > 1 \), then \( \infty \) is an entrance boundary,
- if \( \alpha + \beta = 1 \) and further,
  - if \( b/d > \alpha(1-\alpha) \), then \( \infty \) is an exit boundary,
  - if \( \frac{\alpha \sin(\pi \alpha)}{\pi} < b/d < \alpha(1-\alpha) \), then \( \infty \) is a regular boundary,
  - if \( b/d < \frac{\alpha \sin(\pi \alpha)}{\pi} \), then \( \infty \) is an entrance boundary.
3. Theoretical study of the boundaries of \((N_t, t \geq 0)\) and \((X_t, t \geq 0)\)

Recall that by Lemma 2.1, existence and uniqueness of the solution of (2.6) are only guaranteed until the process has reached one of its boundaries. It will be therefore necessary to construct the process \(X\) whose boundary 1 is an entrance or regular. Our study focuses on extensions of the minimal process at the barrier 1. The boundary 0 will be always absorbing. We are going to classify the boundaries by establishing some duality relationships between simple EFC processes and \(\Lambda\)-Wright-Fisher processes with selection. This will generalize the duality relationships (2.12) and (2.17) known for \(\Lambda\)-coalescents and branching processes. Imposing boundary conditions on the process \(X\) will be necessary here. Recall the processes \((N_t(n), t \geq 0)\) described in Section 2.2. In order to establish the correspondences displayed in Table 1, we shall need two different moment-duality relationships established respectively in Section 3.1 and Section 3.2, one for the non-stopped process \((N_t(n), t \geq 0)\) and the other for the process stopped at its first explosion time (whenever explosion occurs), \((N^\text{min}_t(n), t \geq 0) := (N^\text{min}_t(n), t \geq 0)\).

In the same fashion as what we have explained in Section 2.1 for the classical \(\Lambda\)-Wright-Fisher process, we are going to classify the boundary 1 of the process with selection according to the nature of the boundary \(\infty\) of the simple EFC process.

Recall \(g_n(x) = g_x(n) = x^n\) for all \(x \in [0, 1]\) and \(n \in \mathbb{N}\). We work with the convention

\[
\lim_{n \to \infty} x^n = \mathbb{1}_{\{x=1\}}, \quad \text{and} \quad \lim_{x \to 1^{-}} x^n = 1_{\{n<\infty\}}.
\]

3.1. Moment-duality I. Let \(\Lambda\) be a coalescence measure such that \(\Lambda(\{1\}) = 0\) and \(\mu\) be a splitting measure with possibly a mass at \(\infty\). For any \(x \in [0, 1]\), recall that \((X^\text{min}_t(x), t \geq 0)\) is the minimal process which is absorbed at its boundary once it has reached it.

We first state a new duality relationship which holds for any \(\Lambda\)-Wright-Fisher process with frequency-dependent selection, subject to the condition \(\Lambda(\{1\}) = 0\). No assumption on the generating function \(f\) is made.

**Theorem 3.1.** The Markov process \((X^\text{min}_t(x), t \geq 0, x \in [0, 1])\) satisfies the following property. For any \(x \in [0, 1]\) and any \(n \in \mathbb{N}\)

\[
E[X^\text{min}_t(x)^n] = E[x^{N^\text{min}_t(n)}].
\]

In particular,

\[
P(X^\text{min}_t(x) = 1) = \lim_{n \to \infty} E[x^{N^\text{min}_t(n)}] = E[x^{N^\text{min}_t(\infty)}] \in [0, 1]
\]

and the process \((X^\text{min}_t(x), t \geq 0, x \in [0, 1])\) gets absorbed at 1 with positive probability if and only if the process \((N^\text{min}_t(\infty), t \geq 0)\) comes down from infinity.

**Remark 3.2.** Theorem 3.1 can be generalized to cases where \(\Lambda\) has a mass at 0, see Remark 3.4. We shall however focus in the sequel on pure-jump \(\Lambda\)-Wright-Fisher processes, namely those with \(\Lambda(\{0\}) = 0\), see Remark 3.16.

The following is the scheme of the proof of Theorem 3.22.

1. We first establish the duality (3.1) in the simpler case where \(\mu\) has a second moment.
(2) We then construct a sequence of processes \((X_t^{(m)}, t \geq 0)\) solution to (2.6) with \(f\) replaced by a certain smooth generating functions \(f_m\), that are approximating \(f\). We then show that \((X_t^{(m)}, t \geq 0, m \geq 1)\) converges pointwise almost surely towards a certain process \((X_t^{(\infty)}, t \geq 0)\) which satisfies the targeted duality relationship (3.22). See Lemma 3.5.

(3) We finally identify the process \((X_t^{(\infty)}, t \geq 0)\) with the process \((X_t^{\text{min}}, t \geq 0)\) which is absorbed at the boundaries after reaching it. See Lemma 3.6.

Our starting point is the following duality lemma which holds for \(\Lambda\)-WF process with selection whose function \(f\) is smooth.

**Lemma 3.3.** Assume \(\mu(\infty) = 0\) and \(f''(1) = \sum_{n=2}^{\infty} n(n-1)\mu(n) < \infty\). Denote by \((X_t(x), t \geq 0)\) the solution to (2.6). Then for any \(n \in \mathbb{N}\), and \(x \in [0, 1]\),

\[
\mathbb{E}[X_t(x)^n] = \mathbb{E}[x^{N_t^{(n)}}]. 
\]

**Remark 3.4.** This result has been observed by González et al. [GCPP20, Lemma 2] in their study of branching processes with interaction. The moment duality (3.23) also holds true when \(\Lambda\) gives mass at 0. We check here that conditions for Ethier-Kurtz’s theorem to hold are satisfied.

**Proof.** Recall \(\mathcal{A}\) in (2.7) and \(\mathcal{L}^c\) in (2.10) the generators respectively of the \(\Lambda\)-WF process with no selection and the block counting process of the \(\Lambda\)-coalescent. For any \(x \in [0, 1]\) and \(n \in \mathbb{N}\), set \(g(x, n) = g_x(n) = g_n(x) := x^n\). The following identity is well-known, see e.g. [GCPP20, Lemma 2],

\[
\mathcal{A}g_n(x) = \mathcal{L}^c g_x(n). 
\]

Recall \(\mathcal{A}^e\) in (2.8). By assumption since \(\mu(\infty) = 0\), one has for all \(x \in [0, 1]\), \(\mathcal{A}^e g(x) = \mathcal{A}g(x) + \mu(N)(f(x) - x)g_n'(x)\) and for all \(n \in \mathbb{N}\)

\[
\mu(N)(f(x) - x)g_n'(x) = n \sum_{k=1}^{\infty} (g_x(n + k) - g_x(n))\mu(k). 
\]

This provides the duality at the level of the generators

\[
(3.25) \quad h(x, n) := \mathcal{A}^e g_n(x) = \mathcal{L}^c g_x(n) = \sum_{k=2}^{n} (x^{n-k+1} - x^n) \binom{n}{k} \lambda_{n,k} + \sum_{k=1}^{\infty} (x^{n+k} - x^n)n\mu(k). 
\]

We now establish that the duality holds at the level of the semigroups. The process \((N_t^{(n)}, t \geq 0)\) stays below a pure branching process \((Z_t, t \geq 0)\) with offspring measure \(\mu\). By assumption \(\mu\) admits a second moment, this entails in particular that for any time \(T > 0\), \(\mathbb{E}(Z_T^2) < \infty\), see e.g. [AN04, Chapter 3, Corollary 1 page 111]. In particular, \((Z_t, t \geq 0)\) does not explode which ensures that \((N_t^{(n)}, t \geq 0)\) does not explode either. By Dynkin’s formula for continuous-time Markov chains, since \(g_x\) is bounded and the process does not explode, we see that

\[
\left( g(x, N_t^{(n)}) - \int_0^t h(x, N_s^{(n)}) ds, t \geq 0 \right)
\]

is a martingale. Since \(\mu\) admits in particular a finite first moment, then the drift term \(x \mapsto f(x) - x\) is Lipschitz on \([0, 1]\) and as noticed in Remark 2.2, it ensures that there
is only one solution to the equation (2.6) and that 1 is absorbing for \( X \) whenever it is reached. By applying Itô’s formula to the process \( (X_t(x), t \geq 0) \), we get that
\[
\left( g(X_t(x), n) - \int_0^t h(X_s(x), n)ds, t \geq 0 \right)
\]
is a local martingale. Since \( g_0 \) is bounded and \( s \mapsto h(X_s(x), n) \) is bounded over finite time interval, the latter is a true martingale.

We now apply results of Ethier and Kurtz [EK86, Theorem 4.4.11, page 192]. Assume that \( (X_t(x), t \geq 0) \) and \( (N_t(x), t \geq 0) \) are independent. Provided that the integrability assumption (4.50) of [EK86, Theorem 4.4.11] is verified, Ethier and Kurtz’s theorem (with in their notation \( \alpha = \beta = 0 \)) states that for all \( x \in [0, 1], n \in \mathbb{N} \), \( \mathbb{E}[x^{N_t(x)}] = \mathbb{E}[X_t(x)^n] \). We check now assumption (4.50). Let \( T > 0 \), clearly \( \sup_{s,t \leq T} |g(X_s, N_t)| \leq 1 \) and it remains to see that the random variable \( \sup_{s,t \leq T} |g(X_s, N_t)| \) is integrable. Recall the expression of \( h(x, n) \) in (3.25), one has for any \( x \in [0, 1] \) and \( n \in \mathbb{N} \),
\[
|h(x, n)| \leq \sum_{k=2}^{n} \binom{n}{k} \lambda_{n,k} + n\mu(\mathbb{N}).
\]
Recall the form of the \( \lambda_{n,k} \)’s in (2.11). Simple binomial calculations provide that
\[
\sum_{k=2}^{n} \binom{n}{k} \lambda_{n,k} = \int_0^1 (1 - (1 - z)^n - nz(1 - z)^{n-1}) z^{-2} \Lambda(dz).
\]
Setting \( h(z) = 1 - (1 - z)^n - nz(1 - z)^{n-1} \), one checks \( h'(u) = n(n - 1)u(1 - u)^{n-2} \) for all \( u \in [0, 1] \) and thus
\[
\sum_{k=2}^{n} \binom{n}{k} \lambda_{n,k} = \int_0^1 z^{-2} \Lambda(dz) \int_0^z n(n - 1)u(1 - u)^{n-2} du
\]
\[
\leq n(n - 1) \int_0^1 z^{-2} \Lambda(dz) \int_0^z u du
\]
\[
= \frac{\Lambda([0,1])}{2} n(n - 1).
\]
Therefore, for all \( x \in [0, 1] \) and all \( n \in \mathbb{N} \), \( |h(x, n)| \leq \frac{\Lambda([0,1])}{2} n(n - 1) + n\mu(\mathbb{N})n \) and since \( N_t \leq Z_t \leq Z_T \) for any \( t \leq T \), one has almost surely
\[
\sup_{s,t \leq T} |h(X_s, N_t)| \leq \frac{\Lambda([0,1])}{2} Z_t^2 + \mu(\mathbb{N}) Z_T := \Gamma_T
\]
The random variable \( \Gamma_T \) is integrable since \( \mu \) admits a second moment. \( \square \)

We now go to step (2). Let \( \mu \) be a finite measure on \( \bar{\mathbb{N}} \) and \( f \) be its generating function (possibly defective). For any \( m \in \mathbb{N} \), recall \( \bar{\mu}(m) = \mu(\{m, \ldots, \infty\}) \) and \( \mu_m \) defined in Lemma 2.5. For any \( m \in \mathbb{N} \), set for any \( x \in [0, 1] \),
\[
f_m(x) := \frac{1}{\mu_m(\mathbb{N})} \sum_{k=1}^{\infty} x^k \mu_m(k) = \frac{1}{\mu(\mathbb{N})} \left( \sum_{k=1}^{m-1} x^k \mu(k) + x^m \bar{\mu}(m) \right).
\]
Lemma 3.5. Let \((X^{(m)}_t(x), t \geq 0)\) be the unique strong solution to the SDE
\[
X^{(m)}_t(x) = x + \int_0^t \int_0^1 \int_0^1 z \left( \mathbb{1}_{\{v \leq X^{(m)}_s(x)\}} - X^{(m)}_s(x) \right) \mathcal{M}(ds, dv, dz)
\]
(3.27)
\[+ \mu_m(N) \int_0^t (f_m(X^{(m)}_s(x)) - X^{(m)}_s(x))ds.
\]
Then, for any \(m \geq 1\), almost surely for all \(t \geq 0\),
\[
X^{(m+1)}_t \leq X^{(m)}_t \quad \text{for all } t \geq 0 \quad \text{almost surely}
\]
(3.28)
and the limiting process \((X^{(\infty)}_t, t \geq 0)\) defined by \(X^{(\infty)}_t := \lim_{m \to \infty} X^{(m)}_t\) for all \(t \geq 0\), satisfies the duality relationship: for all \(x \in [0,1), n \in \mathbb{N}\),
\[
\mathbb{E}[X^{(\infty)}_t(x)^n] = \mathbb{E}[x^{N_n(t)}].
\]
(3.29)
Proof. Note that for any \(m \geq 1\), \(f'_m(1-) < \infty\), therefore the SDE (3.27) admits a unique strong solution. Moreover, \(f_m(x) - f_{m+1}(x) = \bar{\mu}(m+1)(x^m - x^{m+1}) \geq 0\) for any \(x \in [0,1]\). By the comparison theorem for SDEs with jumps, we see that (3.28) holds true and thus \((X^{(\infty)}_t, t \geq 0)\) is well defined.

Recall Lemma 2.5 and consider a monotone sequence of processes \((N^{(n)}_m(t), t \geq 0)\) with generator \(L^m\) defined in (2.19), with splitting measure \(\mu_m\) such that \(\mu_m(k) = \mu(k)\) if \(k \leq m-1\) and \(\mu_m(m) = \bar{\mu}(m)\). Since \(\mu_m\) admits a second moment, the duality relationship (3.23) holds and we have
\[
\mathbb{E}[x^{N^{(n)}_m(t)}] = \mathbb{E}[(X^{(m)}_t(x))^n].
\]
(3.30)
By Lemma 2.5, \(N^{(n)}_m(t)\) converges almost surely towards \(N^{(m)}_t\) as \(m\) goes to \(\infty\). Hence, the identity (3.29) follows readily by taking limit on \(m\). \(\square\)

Lemma 3.6. The limit process \((X^{(\infty)}_t, t \geq 0)\) has the same law as \((X^{\min}_t, t \geq 0)\) the minimal solution of (2.6).

Proof. We first precise the behavior of the process \((X^{(\infty)}_t(x), t \geq 0)\) when it reaches one of its boundaries 1 or 0. For the boundary 1, since \(\mu_m\) has a finite mean, Corollary 1.4 and Remark 1.5 in [Fou20] apply and entail that the non-explosive processes \((N^{(\infty)}_m(t), t \geq 0)\) comes down from infinity. As observed in Section 2.1, this is equivalent to the fact that the dual process \((X^{(m)}_t, t \geq 0)\) is getting absorbed at 1 in finite time with positive probability. Note that by (3.28), \(\tau^{(m)}_1 := \inf\{t \geq 0 : X^{(m)}_t = 1\}\) verifies \(\tau^{(m+1)}_1 \geq \tau^{(m)}_1\) and therefore \(\tau^{(\infty)}_1 := \inf\{t \geq 0 : X^{(\infty)}_t = 1\} \geq \lim_{m \to \infty} \tau^{(m)}_1\). Hence, since 1 is absorbing for \((X^{(m)}_t, t \geq 0)\) and \(\tau^{(\infty)}_1 \geq \tau^{(m)}_1\) a.s. If \(\tau^{(\infty)}_1 < \infty\) then \(X^{(\infty)}_{t+\tau^{(\infty)}_1} = \lim_{m \to \infty} X^{(m)}_{t+\tau^{(m)}_1} = 1\) for any \(t \geq 0\) a.s. On the event \(\{\tau^{(\infty)}_1 < \infty\}\), \((X^{(\infty)}_t, t \geq 0)\) is absorbed at its boundary 1 in finite time, hence for any \(t \geq 0\), \(\mathbb{P}(X^{(\infty)}_t = 1) = \mathbb{P}(\tau^{(\infty)}_1 \leq t)\) and
\[
\mathbb{P}(\tau^{(m)}_1 \leq t)) = \mathbb{P}(X^{(m)}_t = 1) \to \mathbb{P}(X^{(\infty)}_t = 1) = \mathbb{P}(\tau^{(\infty)}_1 \leq t),
\]
and thus \(\tau^{(\infty)}_1 = \lim_{m \to \infty} \tau^{(m)}_1\) a.s.
For the boundary 0, by taking \( x = 0 \) in the duality relationship (3.29), we see that \( X_i^{(\infty)}(0) = 0 \) a.s. Hence, 0 is necessarily absorbing.

We establish now that the process \((X_t^{(\infty)}, t > 0)\) stopped at its first hitting time of the boundaries has the same law as the minimal process. This follows from uniform convergence of the generators. Recall \( \mathcal{A}^s \) the generator of the minimal solution \((X_t^{(m)}, t \geq 0)\) to (2.6). For any \( g \in C_c^2((0, 1)) \), \( \mathcal{A}^sg(x) = \mathcal{A}g(x) + \mu(\bar{N})(f(x) - x)g'(x) \). Let \( \mathcal{A}^{s(m)} \) be the generator of \((X_t^{(m)}, t \geq 0)\). Since the jump parts of \( \mathcal{A}^s \) and \( \mathcal{A}^{s(m)} \) are the same, and \( \mu(\bar{N}) = \mu(m(\bar{N})) \) for any \( m \), we have that

\[
||\mathcal{A}^{s(m)}g - \mathcal{A}^sg||_\infty = \mu(\bar{N}) \sup_{x \in (0,1)} |(f_m(x) - f(x))g'(x)|.
\]

For any \( x \in [0,1] \),

\[
0 \leq f_m(x) - f(x) = \frac{1}{\mu(\bar{N})} \sum_{k \geq m} (x^m - x^k)\mu(k)
\leq \frac{1}{\mu(\bar{N})} x^m \sum_{j \geq 0} (1 - x^j)\mu(j + m) \leq \frac{\bar{\mu}(m)}{\mu(\bar{N})} x^m \leq x^m.
\]

Hence we see from (3.31) that \( ||\mathcal{A}^{s(m)}g - \mathcal{A}^sg||_\infty \leq \sup_{x \in (0,1)} |x^m g'(x)| \). Since by assumption \( g' \) has a compact support on \((0,1)\) and for any \( x \in (0,1) \), \( x^m \to \infty \), one has

\[
||\mathcal{A}^{s(m)}g - \mathcal{A}^sg||_\infty \to 0.
\]

Moreover for large enough \( m \geq 1 \), \( ||\mathcal{A}^{s(m)}g - \mathcal{A}^sg||_\infty \leq 1 + ||\mathcal{A}^sg||_\infty \) and since \( X_i^{(m)} \to X_i^{(\infty)} \) a.s. for any \( s \geq 0 \), \( \mathcal{A}^{s(m)}g(X_i^{(m)}) \to \mathcal{A}^sg(X_i^{(\infty)}) \) a.s. for any \( s \geq 0 \). Let \( 0 \leq t_1 \leq t_2 \leq \ldots \leq t_n \leq s < t \) and \( f_1, \ldots, f_n \) some bounded and continuous functions. By Lemma 2.1 applied to the process \((X_t^{(m)}, t \geq 0)\), for any \( g \in C_c^2([0,1]) \), the process

\[
\left(g(X_t^{(m)}_{t \wedge \tau(m)}) - \int_0^t \mathcal{A}^{s(m)}g(X_s^{(m)}_{s \wedge \tau(m)})ds, t \geq 0\right)
\]

is a martingale. By applying Lebesgue’s theorem, we have that

\[
\mathbb{E}_x \left[ \left(g(X_{t_1 \wedge \tau(\infty)}^{(\infty)}) - g(X_{s_1 \wedge \tau(\infty)}^{(\infty)}) - \int_{s_1}^{t_1} \mathcal{A}^sg(X_{r \wedge \tau(\infty)}^{(\infty)})dr \right) \prod_{i=1}^n f_i(X_{t_i \wedge \tau(\infty)}) \right]
\]

\[
= \lim_{m \to \infty} \mathbb{E}_x \left[ \left(g(X_{t_1 \wedge \tau(m)}^{(m)}) - g(X_{s_1 \wedge \tau(m)}^{(m)}) - \int_{s_1}^{t_1} \mathcal{A}^{s(m)}g(X_{r \wedge \tau(m)}^{(m)})dr \right) \prod_{i=1}^n f_i(X_{t_i \wedge \tau(m)}) \right]
\]

\[
= 0.
\]

This shows that the limiting process \((X_t^{(\infty)}, t \geq 0)\) stopped at time \( \tau(\infty) \) solves the martingale problem (MP). Lemma 2.1 ensures that there is a unique solution to (MP), therefore \((X_t^{(\infty)}, t < \tau(\infty))\) has the same law as the minimal process. \( \square \)

**Proof of Theorem 3.1.** This is the combination of Lemma 3.5 and Lemma 3.6. \( \square \)

We deduce now from Theorem 3.1 two important results for the block counting process of a simple EFC process. Those results were left unaddressed in [Fou20] and [FZ20]. Recall
Lemma 2.4 and that when \( n < \infty \), \( (N_t^{(n)}, t < \zeta_\infty) \) has the same law as \((\#\Pi(t), t < \zeta_\infty)\) where \((\Pi(t), t \geq 0)\) is a simple EFC process started from a partition with \( n \) blocks, and whose coalescence measure is \( \Lambda \) and splitting measure is \( \mu \).

**Theorem 3.7** (Markov property of \((\#\Pi(t), t \geq 0)\)). Let \((\Pi(t), t \geq 0)\) be a simple EFC process whose coalescence measure is \( \Lambda \) and splitting measure is \( \mu \). The block counting process \((N_t, t \geq 0) := (\#\Pi(t), t \geq 0)\) with state-space \( \mathbb{N} \) is a Markov process satisfying the Feller property.

**Proof.** Let \((\Pi^{(n)}(t), t \geq 0)\) be the process following the coalescences and fragmentations involving only the first \( n \) initial blocks of \((\Pi(t), t \geq 0)\), see Section 2.2 and [Fou20, Lemma 3.3 and Lemma 3.4]. In particular, \( \Pi^{(n)}(0) := (\Pi_1(0), \ldots, \Pi_n(0)) \). When \( n = \#\Pi(0) \), both processes \((N_t^{(n)}, t \geq 0) := (\#\Pi^{(n)}(t), t \geq 0)\) and \((\Pi(t), t \geq 0)\) coincide. Hence, by Theorem 3.1 and the duality relationship (3.22), for any \( x \in [0,1] \) and any \( t \geq 0 \),

\[
\mathbb{E}[x^{\#\Pi(t)}] = \mathbb{E}[x^{\#\Pi^{(n)}(t)}] = \mathbb{E}[X_{s+t}^{\min}(x)^n] = \mathbb{E}[\mathbb{E}[X_{s+t}^{\min}(X_{s}^{\min}(x))^n|X_{s}^{\min}(x)]]
\]

\[
= \mathbb{E}[X_{s}^{\min}(x)^{\Pi^{(n)}(t)}] = \mathbb{E}[x^{\Pi^{(n)}(t)}(s)].
\]

We see finally that \((\Pi(t+s), t \geq 0)\) has the same distribution as \((\Pi^{(n)}(t)), s \geq 0)\). The process \((\Pi(t), t \geq 0)\) is therefore Markovian. We now establish the Feller property. Recall \( \mathbb{N} \) the one-point compactification of \( \mathbb{N} \) and \( C(\mathbb{N}) \) the space of continuous functions defined on \( \mathbb{N} \). By the duality relationship (3.22), we see that

\[
(3.33) \quad \lim_{n \to \infty} \mathbb{E}_n(x^{\Pi(t)}) = \mathbb{P}(X_t^{\min} = 1) = \mathbb{E}[x^{N_t^{(\infty)}}].
\]

Recall \( g_x(n) = x^n \) and set \( x^\infty := \lim_{n \to \infty} x^n = 1 \{ x=1 \} \). We have just established in (3.33) that \( n \mapsto \mathbb{E}_n(g_x(\#\Pi(t))) \) is continuous at \( \infty \). The subalgebra \( A \) of \( C(\mathbb{N}) \) generated by the linear combinations of the maps \( n \mapsto g_x(n), x \in [0,1] \), is separating \( C(\mathbb{N}) \). Moreover, for any \( n \in \mathbb{N} \), there is a function \( g \) in \( A \) such that \( g(n) \neq 0 \). By the Stone-Weierstrass theorem, \( A \) is dense in \( C(\mathbb{N}) \) for the uniform norm, since \( n \mapsto \mathbb{E}_n(g(\#\Pi(t))) \) is continuous for any \( g \in A \), this holds true for any \( g \in C(\mathbb{N}) \) and the semigroup of \((\#\Pi(t), t \geq 0)\) maps \( C(\mathbb{N}) \) to \( C(\mathbb{N}) \). It remains to verify the continuity of the semigroup at \( 0 \). This is a direct application of the duality relationship (3.1), since \( X^{\min} \) is right-continuous. Finally the process \((\#\Pi(t), t \geq 0)\) is Feller. \( \square \)

Recall the first hitting times of the boundary \( \tau_i := \inf \{ t \geq 0; X_t^{\min} = i \} \) for \( i \in \{0,1\} \).

**Theorem 3.8** (Recurrence of \((N_t, t \geq 0)\)). If the process \((N_t^{(\infty)}, t \geq 0)\) comes down from infinity (i.e. infinity is non-absorbing), then it is positive recurrent and has a stationary distribution whose generating function is \( \varphi : x \in [0,1] \mapsto \mathbb{P}_x(\tau_1 < \tau_0) \).

**Remark 3.9.** A sufficient condition for coming down from infinity of simple EFC processes is given in [Fou20, Theorem 1.1]. In the notation of [Fou20], if \( \theta^* < 1 \), then the block
counting process comes down from infinity and by Theorem 3.8, \((N_t, t \geq 0)\) is positive recurrent.

**Remark 3.10.** The stationary distribution of \((N_t, t \geq 0)\) is carried over \(\mathbb{N}\) if and only if the generating function \(\varphi\) is non-defective i.e. \(\varphi(x) = \mathbb{P}_x(\tau_1 < \tau_0) \xrightarrow{x \rightarrow 1} 1\).

**Proof.** Denote by \((Y_t(x), t \geq 0)\) the neutral \(\Lambda\)-Wright-Fisher process, that is to say, the unique solution to (1.1). As recalled in the introduction, when the \(\Lambda\)-coalescent process comes down, the process \((Y_t(x), t \geq 0)\) has a positive probability to be absorbed at 0. Moreover, for any \(m \geq 1\), \(f_m(x) - x \leq 0\), and by applying the comparison theorem between \((X_t^{(m)}(x), t \geq 0)\) and \((Y_t(x), t \geq 0)\), we get \(X_t^{(m)}(x) \leq Y_t(x)\) for all \(t \geq 0\) almost surely. Hence, letting \(m\) converge to \(\infty\), we see that \(X_t^{(\min)}(x) \leq Y_t(x)\) for all \(t \geq 0\) almost surely, which ensures that the process \((X_t^{(\min)}(x), t \geq 0)\) hits \(0\) with positive probability. Moreover, according to Theorem 3.1-i), since \((N_t^{(\infty)}, t \geq 0)\) comes down from infinity, the process \((X_t^{(\min)}(x), t \geq 0)\) hits \(1\) with positive probability. Finally, since process \((X_t^{(\min)}(x), t \geq 0)\) is a positive supermartingale, it converges almost surely as \(t\) goes to \(\infty\) towards one of its absorbing boundaries \(0\) or \(1\). On the event \(\{\tau_1 < \tau_0\}\), \(\lim_{t \to \infty} X_t^{(\min)} = 1\) a.s and similarly on the event \(\{\tau_0 < \tau_1\}\), \(\lim_{t \to \infty} X_t^{(\min)} = 0\) a.s. Thus, by the duality relationship (3.39),

\[
\lim_{t \to \infty} \mathbb{E}[x^{N_t^{(n)}}] = \mathbb{P}_x(\tau_1 < \tau_0).
\]

3.2. **Moment duality II.** The duality relation (3.22) somehow maps the entrance laws of the process \((N_t^{(n)}, t \geq 0)\) to the exit laws of \((X_t^{(\min)}(x), t \geq 0)\). We now wish to get a more complete correspondence between the boundaries, and look for the process \((X_t(x), t \geq 0)\) that is dual to \((N_t, t \geq 0)\) when the boundary \(\infty\) of the latter is either an exit or regular absorbing. Recall that by regular absorbing, we mean that the boundary \(\infty\) is reached and sample paths of the process are stopped at it. The assumption \(\Lambda(\{0\}) = 0\) will play an important role in this section. We consider from now on such a coalescence measure \(\Lambda\) (also with no mass at \(1\)), a splitting measure \(\mu\) without mass at \(\infty\) and its associated probability generating function \(f\).

**Theorem 3.11.** There exists a Feller process \((X_t^r(x), t \geq 0, x \in [0, 1])\) extending the minimal process such that for any \(t \geq 0\) and any \(n \in \mathbb{N}\),

\[
\mathbb{E}[X_t^r(x)^n] = \mathbb{E}[x^{N_t^{(min)(n)}}] \quad \text{for any } x \in [0, 1] \text{ and } \mathbb{E}[X_t^r(1)^n] = \mathbb{P}(N_t^{(min)(n)} < \infty),
\]

where \((N_t^{min(n)}, t \geq 0) := (N_{t \wedge \zeta_\infty}^{(n)}, t \geq 0)\) for \(\zeta_\infty := \inf\{t > 0 : N_t^{(n)} = \infty\} \in [0, \infty]\). Moreover,

i) the boundary 1 is an entrance for \((X_t^r(x), t \geq 0)\) if and only if \(\infty\) is an exit for \((N_t^{(n)}, t \geq 0)\);

ii) the boundary 1 is regular non-absorbing for \((X_t^r(x), t \geq 0)\) if and only if \(\infty\) is regular absorbing for \((N_t^{min(n)}, t \geq 0)\), i.e. \(\infty\) is regular non-absorbing for the process \((N_t^{(n)}, t \geq 0)\);

iii) the boundary 1 is an exit for \((X_t^r(x), t \geq 0)\) if and only if \(\infty\) is an entrance of \((N_t^{(n)}, t \geq 0)\);

iv) the boundary 1 is natural for \((X_t^r(x), t \geq 0)\) if and only if \(\infty\) is natural for \((N_t^{(n)}, t \geq 0)\).
The proof is more involved than for Theorem 3.1, since one has to construct an extension of the minimal solution to (2.6) possibly getting out from 1. We will construct \((X^\lambda_t, t \geq 0)\) as limit of processes with boundary 1 entrance and the assumption \(\Lambda(\{0\}) = 0\) will play here a crucial role. The proof of Theorem 3.11 is deferred. We establish first several lemmas. The strategy of the proof is the following. The coalescence and splitting measures \(\Lambda\) and \(\mu\) are fixed and are assumed to verify \(\Lambda(\{0\}) = 0\) and \(\mu(\infty) = 0\). Recall that \(f\) is the generating function of \(\mu\).

- Step 1: Let \(\mu\) be a splitting measure with no mass at \(\infty\) and \(f\) its associated probability generating function. We consider a family of \(\Lambda\)-Wright-Fisher processes with selection, \((X^\lambda_t, t \geq 0)\) indexed by \(\lambda > 0\). Each has its selection mechanism driven by the defective function \(f^\lambda\) associated to \(\mu^\lambda = \mu + \lambda \delta_\infty\). We then establish a duality relationship between this process \((X^\lambda_t, t \geq 0)\) and the block counting process \((N^\lambda_t, t \geq 0)\) of a simple EFC process whose splitting measure is \(\mu^\lambda\). We show that under the assumption \(\Lambda(\{0\}) = 0\), \((X^\lambda_t, t \geq 0)\) has boundary 1 entrance. This is the aim of Lemma 3.12.

- Step 2: We study the dual processes \((N^\lambda_t, t \geq 0)\) as \(\lambda\) goes to 0 and establish that they converge as \(\lambda\) goes to 0 towards \((N^{\min}_t, t \geq 0)\), the block counting process with splitting measure \(\mu\) and coalescence measure \(\Lambda\) that is stopped after it has reached the boundary \(\infty\). This is the aim of Lemma 3.14.

- Step 3: The convergence of the processes \((N^\lambda_t, t \geq 0)\) as \(\lambda\) goes to 0 shown in Step 2 entails the convergence of processes \((X^\lambda_t, t \geq 0)\) considered in Step 1. We study the limit process called \((X^\lambda_t, t \geq 0)\), establish the duality relationship (3.34) and verify that this is an extension of the minimal \(\Lambda\)-WF process with selection driven by \(f\). This is the aim of Lemma 3.15.

- Step 4: We study the possible behaviors at the boundary 1 of the process \((X^\lambda_t, t \geq 0)\) from the duality (3.34). When the process started from 1 is degenerate at 1, and further 1 is inaccessible, we say that the boundary 1 is natural. In the case that 1 is accessible, the boundary is an exit. When the process started from 1 leaves 1 and never reaches it again, 1 is an entrance. Finally, when the process started from 1, leaves and returns to 1, we say that the boundary is regular. The correspondences i) to iv) stated in Theorem 3.11 are then established. This is done in Lemma 3.18.

**Step 1.** Let \(\Lambda\) be a coalescence measure with no atom at 0 nor 1. Let \(\mu\) be a finite measure on \(\mathbb{N}\) and denote by \(f\) its probability generating function. Fix \(\lambda > 0\). We denote by \((N^{\lambda,(n)}_t, t \geq 0)\) the block counting process started from \(n \in \mathbb{N}\) with coalescence measure \(\Lambda\) and splitting measure \(\mu^\lambda\) defined such that \(\mu^\lambda(k) = \mu(k)\) for any \(k \in \mathbb{N}\) and \(\mu^\lambda(\infty) = \lambda\). Let \(f^\lambda\) be the defective probability generating function associated to \(\mu^\lambda\). For any \(x \in [0, 1]\), \(f^\lambda(x) = \sum_{k=1}^{\infty} x^k \mu(k)\mathbb{N}_{\lambda+\mu(\infty)}^\lambda f(x)\) and \(f^\lambda(1) - 1 = -\frac{\lambda}{\mu(\infty)+\lambda} < 0\).

Recall the SDE (2.6). Let \((X^\lambda_t, t \geq 0)\) be the minimal process solution to the equation (3.35)

\[
X^\lambda_t(x) = x + \int_0^t \int_0^1 \int_0^1 z \left(1_{\{v \leq X^\lambda_{s-}(x)\}} - X^\lambda_{s-}(x)\right) \mathcal{M}(ds, dv, dz) + \mu^\lambda(\mathbb{N}) \int_0^t (f^\lambda(X^\lambda_s(x)) - X^\lambda_s(x)) ds.
\]
Lemma 3.12. The process \((X_t^\lambda(x), t \geq 0)\) verifies the duality relationship
\begin{equation}
\mathbb{E}[X_t^\lambda(x)^n] = \mathbb{E}[x^{N_t^\lambda(n)}],
\end{equation}
for any \(n \in \mathbb{N}\), any \(x \in [0, 1]\) and \(t \geq 0\). Moreover, \((X_t^\lambda, t \geq 0)\) has 1 as an entrance boundary, and the entrance law at 1 is characterized by its moments by
\begin{equation}
\mathbb{E}[X_t^\lambda(1)^n] := \lim_{x \to 1^-} \mathbb{E}[x^{N_t^\lambda(n)}] = \mathbb{P}(N_t^\lambda(n) < \infty), \text{ for any } t \geq 0 \text{ and any } n \in \mathbb{N}.
\end{equation}
The semigroup of \((X_t^\lambda(x), t \geq 0, x \in [0, 1])\) satisfying (3.36) and (3.37) is Feller.

Remark 3.13. When the measure \(\mu\) is a Dirac mass at \(\infty\), \(\mu = \lambda \delta_\infty\), the drift term in the stochastic equation (3.35) reduces to \(-\int_0^t X_s^\lambda(x)ds\). The process \((X_t^\lambda(x), t \geq 0)\) corresponds to a \(\Lambda\)-Wright-Fisher process with no selection but unilateral mutation from type \(a\) to \(A\) at rate \(\lambda\). A side consequence of Lemma 3.12 is that the boundary 1 is an entrance (thus inaccessible) for the \(\Lambda\)-Wright-Fisher process with unilateral mutation when \(\Lambda(\{0\}) = \Lambda(\{1\}) = 0\).

Proof. Let \((X_t^{\lambda, \min}, t \geq 0)\) be the process solution to (3.35) that is stopped when reaching boundary 1. Namely \((X_t^{\lambda, \min}, t \geq 0) := (X_t^\lambda)_{t \geq 0}\). By Theorem 3.1, the process satisfies the identity \(\mathbb{E}[X_t^{\lambda, \min}(x)^n] = \mathbb{E}[x^{N_t^\lambda(n)}]\) for any \(x \in [0, 1]\) and \(n \in \mathbb{N}\). Recall that the key Lemma 2.6 ensures that for any \(\lambda > 0\), the process \((N_t^\lambda, t \geq 0)\) with splitting measure \(\mu^\lambda\) has \(\infty\) as an exit boundary (i.e. \(\infty\) is accessible absorbing). Moreover, by Lemma 2.4, \(N_t^{\lambda, (\infty)} = \lim_{n \to \infty} N_t^n\) a.s. Therefore \(\mathbb{E}[x^{N_t^{\lambda, (\infty)}}] = \mathbb{P}(X_t^{\lambda, \min}(x) = 1) = 0\) and \(1\) is inaccessible for \((X_t^{\lambda, \min}, t \geq 0)\) and \((X^\lambda, t \geq 0)\). Thus, one has \(\mathbb{E}[X_t^\lambda(x)^n] = \mathbb{E}[x^{N_t^\lambda(n)}]\) and letting \(x\) go towards 1, we see that
\[\lim_{x \to 1^-} \mathbb{E}[X_t^\lambda(x)^n] = \mathbb{P}(N_t^{\lambda(n)} < \infty) \in (0, 1)\]
This characterizes an entrance law at boundary 1 for the process \((X_t^\lambda, t \geq 0)\). We establish the Feller property of the extended semigroup of \((X_t^\lambda, t \geq 0)\) on \([0, 1]\). Recall \(g_n(x) = g_x(n) = x^n\). Plainly by the duality relationship (3.36), if one denotes by \(P_t^\lambda\) the semigroup of \((X_t^\lambda, t \geq 0)\), we see that \(P_t^\lambda g_n : x \mapsto \mathbb{E}[X_t^\lambda(x)^n] = \mathbb{E}[x^{N_t^\lambda(n)}]\) is continuous on \([0, 1]\). Thus, for any polynomial function \(h\) on \([0, 1]\), \(x \mapsto \mathbb{E}[h(X_t^\lambda(x))]\) is continuous on \([0, 1]\). By the Weierstrass theorem, if \(g \in C([0, 1])\), one can find a sequence of polynomial functions \((h_n)\) such that \(h_n \to g\) uniformly. The following routine calculation establishes the continuity of \(P_t^\lambda g\): for any \(x, y \in [0, 1]\),
\[
|P_t^\lambda g(x) - P_t^\lambda g(y)| = |P_t g(x) - P_t h_n(x) + P_t h_n(x) - P_t^\lambda h_n(y) + P_t^\lambda h_n(y) - P_t^\lambda g(y)|
\leq 2||g - h_n||_\infty + |P_t h_n(x) - P_t^\lambda h_n(y)|.
\]
Since \(P_t^\lambda h_n\) is continuous on \([0, 1]\), if one let \(x\) tend to \(y \in [0, 1]\) and then \(n\) to \(\infty\), we get
\[
\lim_{x \to y} |P_t^\lambda g(x) - P_t^\lambda g(y)| \leq ||g - h_n||_\infty \to 0,
\]
which allows us to conclude that \(P_t^\lambda\) maps \(C([0, 1])\) into \(C([0, 1])\). We now check the strong continuity at 0 of the semigroup \(P_t^\lambda\). Since it is Feller, it is sufficient to check the pointwise continuity, and by the Weierstrass theorem, we can focus on the functions
\[ g_n : x \mapsto x^n, \] namely we need to show \( \mathbb{E}[X_t^*(x)^n] \to x^n. \) The latter follows readily from the duality (3.36) and the right-continuity of \( (N_t^\lambda, t \geq 0). \)

\[ \Box \]

**Step 2:** We now study the dual process \( (N_t^0, t \geq 0). \) Recall that by assumption \( \Lambda(\{0\}) = 0. \) The key Lemma 2.6 plays again a central role in the proof of the following lemma. Recall that \( (N_t^{\min(n)}, t \geq 0) \) denotes the block counting process started from \( n \in \mathbb{N} \) and absorbed at \( \infty \) whenever it reaches it.

**Lemma 3.14.** Let \( (N_t^{(n)}, t \geq 0) \) be a block counting process with coalescence measure \( \Lambda \) (with no mass at 0) and splitting measure \( \mu \) (with no mass at \( \infty \)). There exists on the same probability space, block counting processes \( N_t^{\lambda(n)}, t \geq 0, \lambda > 0 \) started from \( n \in \mathbb{N} \) with splitting measure \( \mu^\lambda := \mu + \lambda \delta_\infty \) and same coalescence measure \( \Lambda \), such that if \( \lambda' \leq \lambda \) then

\[ N_t^{\lambda',(n)} \leq N_t^{\lambda(n)} \text{ for all } t \geq 0 \text{ a.s.} \]

Almost surely for any \( n \in \mathbb{N}, \lim_{\lambda \to 0+} N_t^{\lambda(n)} = N_t^{\min(n)} \) for all \( t \geq 0 \) and \( \zeta_\infty^\lambda \to \zeta_\infty \) a.s. where \( \zeta_\infty^\lambda := \inf\{t > 0 : N_t^{\lambda(n)} = \infty\} \) and \( \zeta_\infty := \inf\{t > 0 : N_t^{(n)} = \infty\}. \)

**Proof.** We work at the level of the partition-valued processes. Recall the Poisson construction of the process \( (\Pi(t), t \geq 0) \) explained in Section 2.2. Let \( \text{PPP}_F \) and \( \text{PPP}_C \) be the Poisson point processes governing respectively fragmentations and coalescences. Recall the fragmentation measure \( \mu_{\text{Frag}} \), and that the latter is finite by assumption. Let \( m := (m_1, m_2, \ldots) \) be a positive sequence such that \( \sum_{i=1}^\infty m_i = 1 \) and \( m_i > m_{i+1} > 0 \) for all \( i \geq 1 \). Denote by \( \rho_m \) the law of the paint-box partition whose ranked asymptotic frequencies are given by \( m \) and note that \( \#\pi = \infty \), for \( \rho_m \)-almost every partition \( \pi \). Consider now \( \text{PPP}^1 := \sum_{i \geq 1} \delta(t_i^1, \pi_i, j) \) an independent Poisson point process, with intensity \( dt \otimes \rho_m \otimes \#, \) where we recall that \# is the counting measure. Let \( (\text{PPP}^\lambda, \lambda > 0) \) be the images of \( \text{PPP}^1 \) by the map \( t \mapsto \lambda t \). They are Poisson point processes with intensity \( \lambda dt \otimes \rho_m \otimes \#, \) such that if \( \lambda \geq \lambda' \), then \( t_1^\lambda \leq t_1^{\lambda'} \) almost surely where \( t_1^\lambda \) denotes the first atom of time of \( \text{PPP}^\lambda \).

Let \( (\Pi^t(t), t \geq 0) \) for \( \lambda > 0 \) be the simple EFC processes built from the Poisson point process \( \text{PPP}_F = \text{PPP}_F + \text{PPP}^\lambda \) and \( \text{PPP}_C \). For any \( \lambda > 0 \), the fragmentation measure is \( \mu^\lambda_{\text{Frag}} := \mu_{\text{Frag}} + \lambda \rho_m \), and thus the splitting measure is \( \mu^\lambda \) such that \( \mu^\lambda(k) = \mu(k) \) for all \( k \in \mathbb{N} \) and \( \mu^\lambda(\infty) = \lambda \rho_m(\pi; \#\pi = \infty) = \lambda \). Recall \( (\Pi^\lambda(t), t \geq 0) \) defined in Section 2.2. Let \( (N_t^{\lambda(n)}, t \geq 0) := (\#\Pi^\lambda(t), t \geq 0) \) and \( \zeta_\infty^\lambda := \inf\{t > 0 : N_t^{\lambda(n)} = \infty\} \) or \( N_t^{\lambda(n)} = \infty \).

Recall Lemma 2.6. All processes \( N^\lambda \) have boundary \( \infty \) exit and we see by construction that for any \( \lambda > \lambda' > 0 \) the processes \( (N_t^{\lambda(n)}, t \geq 0) \) satisfy \( N_t^{\lambda(n)} \geq N_t^{\lambda'(n)} \) for any \( t \) almost surely and \( \zeta_\infty^\lambda \leq \zeta_\infty^{\lambda'} \) a.s. For any \( t \geq 0 \), set \( N_t^{0(0)} := \lim_{\lambda \to 0} N_t^{\lambda(n)} \) a.s. Plainly for any \( \lambda > 0, \zeta_\infty := \inf\{t > 0 : N_t^{0(0)} = \infty\} \geq \zeta_\infty^\lambda \) a.s. Hence, on the event \( \{\zeta_\infty^0 < \infty\} \), for any \( t > 0, t + \zeta_\infty^0 \geq t + \zeta_\infty^\lambda \) and Lemma 2.6 yields that \( N_t^{\lambda(n)} = \infty \) for all \( t \geq 0 \) a.s. Thus

\[ N_t^{0(0)} = \lim_{\lambda \to 0+} N_t^{\lambda(n)} = \infty \text{ a.s.} \]

The process \( (N_t^{0(0)}, t \geq 0) \) is therefore absorbed at infinity whenever it reaches it. We show that \( \zeta_\infty^0 := \lim_{\lambda \to 0} \zeta_\infty^\lambda = \zeta_\infty \) a.s. As noticed before, \( \zeta_\infty^\lambda \leq \zeta_\infty \) for any \( \lambda > 0 \). Hence \( \zeta_\infty^0 \leq \zeta_\infty \). We work now on the event \( \{\zeta_\infty^0 < \infty\} \). Assume that \( N_t^{0(0)} < \infty, \)
Since \( N^\lambda_t(n) \rightarrow N^0_t(n) \) for any \( t \geq 0 \) a.s., if \( N^0_t(n) < \infty \), then there exists \( \lambda > 0 \) small enough such that \( N^\lambda_t(n) = N^0_t(n) < \infty \). This entails the contradiction \( \zeta^\lambda_\infty > \zeta^0_\infty \) a.s. Hence, \( N^0_t(n) = \infty \) a.s and since \( \zeta^0_\infty \leq \zeta_\infty \), we have that \( \zeta^0_\infty = \zeta_\infty \) a.s. Observe finally that by construction, \((N^0_t(n), t < \zeta^0_\infty)\) has the same dynamics as the block counting process \((N_t(n), t < \zeta_\infty)\) whose splitting measure is \( \mu \) and coalescence measure is \( \Lambda \). By the uniqueness of the minimal continuous-time Markov chain with generator \( \mathcal{L} \), \((N^0_t(n), t \geq 0)\) and the stopped process \((N^\min_t(n), t \geq 0) := (N_t(n), t \geq \zeta)\) coincide. \( \Box \)

We study now some extensions of the minimal process, solution to the SDE (2.6), whose drift term satisfies \( f(1) = 1 \). We define extensions by looking at the limit arising in the processes \((X^\lambda, \lambda > 0)\) when the mutation rate \( \lambda \) gets very low.

**Lemma 3.15 (Extension of \((X^\min_t, t \geq 0)\) after reaching 1).** The Markov processes \((X^\lambda_t(x), t \geq 0, x \in [0,1])\) converge as \( \lambda \) goes to 0, in the Skorokhod space towards a Feller process \((X^\lambda_t(x), t \geq 0, x \in [0,1])\) valued in \([0,1]\), which extends the minimal solution of (2.6), and whose semigroup satisfies: for any \( n \in \mathbb{N} \)

\[
\mathbb{E}[X^\lambda_t(x)^n] = \mathbb{E}[x^{N^\min_t(n)}] \text{ for any } x \in [0,1],
\]

and

\[
\mathbb{E}[X^\lambda_t(1)^n] := \lim_{x \rightarrow 1^-} \mathbb{E}[x^{N^\min_t(n)}] = \mathbb{P}_n(\zeta_\infty > t).
\]

**Remark 3.16.** In order to establish Lemma 3.15, we require the assumption that the measure \( \Lambda \) gives no mass to 0. We shall indeed use the fact that when there is no Kingman component, the processes \( N^\lambda \) have all their boundary \( \infty \) as exit. This is not the case when \( \Lambda(\{0\}) = c_k > 0 \) for which processes \( N^\lambda \) may have boundary \( \infty \) regular, see Remark 2.7.

**Proof.** In order to ease the reading we outline the scheme of the proof. The strategy is similar to that in the proof of Lemma 3.12

1. We first show that for any fixed \( t \geq 0 \), the random variables \((X^\lambda_t(x), x \in [0,1])\) converge in law as \( \lambda \) goes to 0 through convergence of their moments.
2. We establish that the semigroup of \((X^\lambda_t(x), t \geq 0, x \in [0,1])\) converges as \( \lambda \) goes to 0 uniformly. We denote by \( P^\lambda_t \) the limiting operator and verifies that it is a Feller semigroup. The associated process is denoted by \((X^\lambda_t(x), t \geq 0, x \in [0,1])\).
3. We then show that \((X^\lambda_t(x), t \geq 0, x \in [0,1])\) extends the minimal solution to (2.6) after explosion at 1.

1. By letting \( \lambda \) go towards 0 in the duality relationship (3.36), and recalling the almost sure convergence of \( N^\lambda_t(n) \) towards \( N^\min_t(n) \), we see that \( \lim_{\lambda \rightarrow 0} \mathbb{E}[X^\lambda_t(x)^n] = \mathbb{E}[x^{N^\min_t(n)}] \).

Recall that the convergence in law of random variables valued in \([0,1]\) is characterized by the convergence of the entire moments. Therefore, the \( X^\lambda_t(x) \)'s are converging in law as \( \lambda \) goes to 0, and the limit law is characterized by the sequence of its entire moments, \( \left( \mathbb{E}[x^{N^\min_t(n)}], n \geq 0 \right) \). For all \( x \in [0,1] \) we denote by \( X^\lambda_t(x) \) the random variable valued in \([0,1]\) such that \( \lim_{\lambda \rightarrow 0} \mathbb{E}[(X^\lambda_t(x))^n] = \mathbb{E}[(X^\lambda_t(x))^n] = \mathbb{E}[x^{N^\min_t(n)}] \).
(2) Recall that by Lemma 3.12, \((X_t^\lambda, t \geq 0)\) is a Feller process and that we denote its semigroup by \((P_t^\lambda, t \geq 0)\). Let \(g_n(x) = x^n\) for any \(x \in [0, 1]\) and \(n \in \mathbb{N}\). By the duality relationship (3.36), \(P_t^\lambda g_n(x) = \mathbb{E}[X_n^{(\alpha)}(t, \xi)]\). We check that

\[
\|P_t^\lambda g_n - P_t^r g_n\|_\infty = \sup_{x \in [0, 1]} \mathbb{E}[X_t^{\min(n)} - X_t^{\alpha(n)}] \xrightarrow{\lambda \to 0} 0.
\]

Arguments are adapted from those in [Fou19, Section 7]. For any \(x \in [0, 1]\),

\[
\mathbb{E}[X_t^{\min(n)} - X_t^{\alpha(n)}] = \mathbb{E} \left[ \left( X_t^{\min(n)} - X_t^{\alpha(n)} \right) 1_{\{X_t^{\min(n)} \leq X_t^{\alpha(n)} < \infty\}} \right]
\]

\[
+ \mathbb{E} \left[ \left( X_t^{\min(n)} - X_t^{\alpha(n)} \right) 1_{\{X_t^{\min(n)} < \infty, X_t^{\alpha(n)} = \infty\}} \right]
\]

\[
\leq \mathbb{E} \left[ \left( X_t^{\min(n)} - X_t^{\alpha(n)} \right) 1_{\{X_t^{\min(n)} \leq X_t^{\alpha(n)} < \infty\}} \right] + 2P_n(\zeta > t \geq \zeta^{\alpha}).
\]

Recall that by Lemma 3.14, \(\zeta^{\alpha} \xrightarrow{\lambda \to 0+} \zeta_\infty\) a.s., thus \(P_n(\zeta > t \geq \zeta^{\alpha}) \xrightarrow{\lambda \to 0} 0\). It remains to study the uniform convergence on the event \(\{X_t^{\min(n)} \leq X_t^{\alpha(n)} < \infty\}\). Plainly,

\[
\sup_{x \in [0, 1]} \mathbb{E} \left[ \left( X_t^{\min(n)} - X_t^{\alpha(n)} \right) 1_{\{X_t^{\min(n)} \leq X_t^{\alpha(n)} < \infty\}} \right]
\]

\[
\leq \mathbb{E} \left[ \left( \sup_{x \in [0, 1]} \left( X_t^{\min(n)} - X_t^{\alpha(n)} \right) 1_{\{X_t^{\min(n)} \leq X_t^{\alpha(n)} < \infty\}} \right) \right].
\]

Recall that \(X_t^{\alpha(n)} \xrightarrow{\lambda \to 0} X_t^{\min(n)}\) a.s. On the event \(\{X_t^{\min(n)} \leq X_t^{\alpha(n)} < \infty\}\), since both random variables \(X_t^{\min(n)}\) and \(X_t^{\alpha(n)}\) are integer-valued, there exists almost surely a small enough \(\lambda_0 > 0\) such that for all \(\lambda < \lambda_0\), \(X_t^{\alpha(n)} = X_t^{\min(n)}\). Thus the upper bound (3.42) vanishes for \(\lambda \leq \lambda_0\). Finally

\[
\limsup_{\lambda \to 0} \sup_{x \in [0, 1]} \mathbb{E} \left[ \left( X_t^{\min(n)} - X_t^{\alpha(n)} \right) 1_{\{X_t^{\min(n)} \leq X_t^{\alpha(n)} < \infty\}} \right] = 0,
\]

and the convergence in (3.41) is established. To see that the uniform convergence holds for any function \(f \in C([0, 1])\), one argues by the Stone-Weierstrass theorem as follows. Let \(f \in C([0, 1])\) and \((f_n)\) be a sequence of polynomial functions such that \(\|f_n - f\|_\infty \xrightarrow{n \to \infty} 0\). Then,

\[
\|P_t^\lambda f - P_t^r f\|_\infty \leq \|P_t^\lambda f - P_t^\lambda f_n\|_\infty + \|P_t^\lambda f_n - P_t^r f_n\|_\infty + \|P_t^r f_n - P_t^r f\|_\infty
\]

\[
\leq 2\|f - f_n\|_\infty + \|P_t^\lambda f_n - P_t^r f_n\|_\infty.
\]

By letting \(\lambda\) go towards 0, we see that

\[
\limsup_{\lambda \to 0+} \|P_t^\lambda f - P_t^r f\|_\infty \leq 2\|f - f_n\|_\infty
\]

and one concludes by letting \(n\) go to \(\infty\). We now deduce that \((P_t^r)\) is a Feller semigroup. As previously, the Stone-Weierstrass theorem asserts that it suffices to establish the semigroup property for the functions \(g_n\). Let \(f := P_s^r g_n\). For any \(n \geq 0\),

\[
\|P_{t+s}^r g_n - P_t^r P_s^r g_n\|_\infty
\]

\[
\leq \|P_{t+s}^r g_n - P_{t+s}^r g_n\|_\infty + \|P_t^\lambda P_s^\lambda g_n - P_t^\lambda P_s^\lambda g_n\|_\infty + \|P_t^\lambda P_s^\lambda f - P_t^r P_s^r f\|_\infty
\]

\[
\leq \|P_{t+s}^r g_n - P_{t+s}^r g_n\|_\infty + \|P_s^\lambda g_n - P_s^\lambda g_n\|_\infty + \|P_t^\lambda f - P_t^r f\|_\infty,
\]
where we have used the fact that $P^λ_t$ is a contraction. The upper bound in (3.43) goes towards 0 as $λ$ goes to 0, and the semigroup property is established. The Feller property follows from the same argument as in the proof of Lemma 3.12. The fact that the convergence of the sequence $(X^λ_t, t ≥ 0, λ > 0)$ as $λ$ goes to 0, holds in the Skorokhod sense is a direct application of [EKR86, Theorem 2.5 page 167].

(3) Denote by $A^λ$ the generator of $(X^λ_t, 0 ≤ t ≤ τ)$. Recall $A^s$ the generator of the minimal solution to (2.6). By Lemma 3.12, for any $g ∈ C_c([0, 1])$, the process $(M^λ_t, t ≥ 0)$ defined by

$$M^λ_t = g(X^λ_t) - ∫_0^t A^{λ,s} _{x} g(X^λ_s)ds$$

is a martingale. We establish now that $A^{λ,s}$ converges uniformly towards $A^s$ on functions with a compact support $[a,b]$ contained in $(0, 1)$. Recall the drift term of $A^s g(x)$ in (2.8): $μ(\mathbb{N})(f(x) - x)g'(x)$. Since $A^{λ,s}$ and $A^s$ have the same jump parts, for any $g ∈ C_c([0, 1])$:

$$||A^{λ,s} g - A^s g||_∞ = sup_{x ∈ (0,1)} (|μ(\mathbb{N}) + λ)f^{λ}(x) - x)g'(x) - μ(\mathbb{N})(f(x) - x)g'(x)|$$

$$= sup_{x ∈ (0,1)} |g'(x)| (μ(\mathbb{N})|f^{λ}(x) - f(x)| + λf^{λ}(x))$$

(3.44)

$$≤ μ(\mathbb{N})||g'||_∞ sup_{x ∈ [a,b]} |f(x) - f^{λ}(x)| + λ||g'||_∞.$$ 

One has $sup_{x ∈ [a,b]} |f(x) - f^{λ}(x)| = sup_{x ∈ [a,b]} \sum_{k=1}^{∞} x^k μ(k) \frac{λ}{μ(\mathbb{N}) + λ} ≤ λ \sum_{k=1}^{∞} \frac{μ(k)}{μ(\mathbb{N}) + λ} ≤ λ$. Therefore the right-hand side of (3.44) goes to 0 when $λ$ goes to 0 and the generators $A^{λ,s}$ uniformly converge to $A^s$. The same arguments as in the proof of Lemma 3.6 show that

$$(g(X^{τ, r}_{t∧τ}) - ∫_0^t A^s g(X^{τ, r}_{s∧τ})ds, t ≥ 0)$$

is a martingale where $τ^r := inf\{t > 0 : X^r_t ∉ (0, 1)\}$. Finally, the process $(X^r_t, t ≥ 0)$, stopped at time $τ^r$ solves the martingale problem (MP). Since the latter has a unique solution, we see that $(X^r_t, t ≥ 0)$ extends the minimal process. □

The next lemma completes the convergence result in Lemma 3.15 for processes $(X^λ_t(x), t ≥ 0)$ as $λ$ goes to 0.

**Lemma 3.17** (Almost sure pointwise convergence and monotonicity). For any $x ∈ [0, 1]$ and $t ≥ 0$, the limit $X^λ_t(x) := lim_{λ→0^+} X^λ_t(x)$ exists almost surely. Moreover, if $x ≤ y$ then $X^λ_t(x) ≤ X^λ_t(y)$ a.s. In particular, the limit $X^λ_t(1) := lim_{x→1^-} X^λ_t(x) ∈ [0, 1]$ exists almost surely.

**Proof.** For any $m ≥ 2$. Let $f^λ_m$ be the generating function associated to the measure $μ^λ_m$ defined by $μ^λ_m(k) := μ(k)$ for $k ≤ m - 1$ and $μ^λ_m(k) := μ(\mathbb{N}) + λ$ for $k ≥ m$. Denote by $(X^{λ,(m)}_t, t ≥ 0)$ the Λ-WF process with selection driven by $f^λ_m$. By Lemma 3.6, for any
\( x \in [0, 1), X^\lambda_t(x) := \lim_{m \to \infty} X^\lambda_{t(m)}(x) \) and since \( x^m - x \leq 0 \), we easily check that if \( \lambda' > \lambda \),

\[
(\mu(N) + \lambda) \left( f^\lambda_m(x) - x \right) = \sum_{k=1}^{m-1} (x^k - x)\mu(k) + (\bar{\mu}(m) + \lambda)(x^m - x) \\
\geq \sum_{k=1}^{m-1} (x^k - x)\mu(k) + (\bar{\mu}(m) + \lambda')(x^m - x) \\
= (\mu(N) + \lambda') \left( f^{\lambda'}_m(x) - x \right).
\]

For any \( m \geq 2 \) and any \( \lambda > 0 \), the function \( f^\lambda_m \) is Lipschitz over \([0, 1]\), the comparison theorem therefore applies and for any \( x \in [0, 1), X^\lambda_{t(m)}(x) \leq X^{\lambda'}_{t(m)}(x) \) a.s. By letting \( m \) go to \( \infty \), we get \( X^\lambda_t(x) \leq X^{\lambda'}_t(x) \) a.s. Recall that \( (X^\lambda_t, t \geq 0) \) can be started from 1. By letting \( x \) go to 1, we also get \( X^\lambda_t(1) \leq X^{\lambda'}_t(1) \) a.s. Finally the limit \( \lim_{\lambda \to 0^+} X^\lambda_t(x) =: X^\lambda_t(x) \) exists almost surely for all \( x \in [0, 1] \). The monotonicity in the initial values can be checked similarly. \( \Box \)

We can now use both duality relationships (3.22) and (3.34) in order to classify the boundaries as in Table 1 and establish Theorem 3.11.

**Lemma 3.18.** The boundary 1 is non-absorbing (respectively, inaccessible) for \((X^\lambda_t, t \geq 0)\) if and only if the boundary \( \infty \) is accessible (respectively, absorbing) for \((N_t, t \geq 0)\).

**Proof.** Recall that by Lemma 3.15, \((X^\lambda_t, t < \tau_1)\) has the same law as \((X^{\lambda\min}_t, t < \tau_1)\). As we shall use it repeatedly, we recall the duality relationships (3.22) and (3.34): for any \( n \in \mathbb{N} \), \( x \in [0, 1] \) and \( t \geq 0 \)

\[
\mathbb{E}[x^{N^m(t)}_t] \stackrel{(3.22)}{=} \mathbb{E}[X^{\lambda\min}_t(x)] \quad \text{and} \quad \mathbb{E}[x^{N^m(\lambda\min)}_t] \stackrel{(3.34)}{=} \mathbb{E}[X^\lambda_t(x)].
\]

By Lemma 3.17, the limit \( X^\lambda_t(1) := \lim_{x \to 1^-} X^\lambda_t(x) \) exists almost surely. By letting \( x \) go towards 1 in the identity (3.34) above with \( n = 1 \), we have \( \mathbb{E}[X^\lambda_t(1)] = \mathbb{P}_n(\zeta_\infty > t) \).

For the first implication, we look at the contraposition and verify that if \( \infty \) is inaccessible for \((N^m_t, t \geq 0)\), then the boundary 1 is absorbing for \((X^\lambda_t, t \geq 0)\). If \( \infty \) is inaccessible for \((N^m_t, t \geq 0)\) then it is inaccessible for \((N^{\lambda\min}_t, t \geq 0)\) and \( \mathbb{P}_1(\zeta_\infty > t) = \mathbb{E}(X^\lambda_t(1)) = 1 \). Therefore, \( \mathbb{E}(1 - X^\lambda_t(1)) = 0 \) and since \( X^\lambda_t(1) \leq 1 \) a.s. we get \( X^\lambda_t(1) = 1 \) a.s. Thus, the boundary 1 is absorbing for \((X^\lambda_t, t \geq 0)\).

We then show the second implication. If \( \infty \) is accessible for \((N^m_t, t \geq 0)\), then it is accessible and absorbing for \((N^{\lambda\min}_t, t \geq 0)\) and there exists \( t > 0 \) such that \( \mathbb{P}_1(\zeta_\infty > t) = \mathbb{E}[X^\lambda_t(1)] < 1 \). Therefore, \( \mathbb{P}(X^\lambda_t(1) < 1) > 0 \) and the boundary 1 is non-absorbing for \((X^\lambda_t, t \geq 0)\). We thus have established that \((X^\lambda_t, t \geq 0)\) has boundary 1 non-absorbing if and only if \( \infty \) is accessible for \((N^m_t, t \geq 0)\).

The second equivalence is shown along similar arguments. Letting \( n \) go to \( \infty \) in the identity (3.22), we get for any \( x \in [0, 1) \),

\( \mathbb{E}[x^{N^\infty}_t] = \mathbb{P}(X^{\lambda\min}_t(x) = 1) \). We see that the boundary 1 is inaccessible for the process \((X^{\lambda\min}_t, t \geq 0)\), which is equivalent to be inaccessible for \((X^\lambda_t, t \geq 0)\), if and only if \( \mathbb{E}[x^{N^\infty}_t] = 0 \) for any \( x \in [0, 1) \), which is
equivalent to $N_t^{(\infty)} = \infty$ almost surely, that is to say the boundary $\infty$ is absorbing for the process $(N_t^{(n)}, t \geq 0)$. \hfill \Box

**Proof of Theorem 3.11.** The moment duality relationship (3.34) is provided by Lemma 3.15. Statements (i) to (iv) are deduced by applying Lemma 3.18 and combining the necessary and sufficient conditions for boundaries to be respectively absorbing, non-absorbing and inaccessible or accessible. We establish statements (ii) and (iv), the others are obtained via similar arguments. For statement (ii), if $(N_t^{(n)}, t \geq 0)$ has $\infty$ as regular absorbing boundary, then the boundary $\infty$ is regular non-absorbing for the non-stopped process $(N_t^{(n)}, t \geq 0)$. Therefore $\mathbb{P}(X_{t}^{\min}(x) = 1) = \mathbb{E}[x^{N_{t}^{(\infty)}}] > 0$ and the boundary 1 of $(X_t^{(n)}, t \geq 0)$ is accessible. On the other hand, since $\infty$ is accessible, $\mathbb{E}[X_t^{(1)^n}] = \mathbb{P}(\zeta_{\infty}^{(n)} > t) < 1$, and boundary 1 is also non-absorbing. Hence, 1 is regular non-absorbing.

For statement (iv), if $(N_t, t \geq 0)$ has $\infty$ as a natural boundary, then $(N_t, t \geq 0)$ and $(N_t^{(n)}, t \geq 0)$ have the same law and $\infty$ being inaccessible. The boundary 1 of $(X_t^{(n)}, t \geq 0)$ is thus absorbing. The boundary $\infty$ being absorbing, the boundary 1 is also inaccessible. Hence, 1 is a natural boundary. \hfill \Box

The next theorem precises the possible behaviors of the dual processes at their boundaries when they are regular non-absorbing. Recall that we say that a boundary $b$ for a process $(Z_t, t \geq 0)$ is regular reflecting if it is regular non-absorbing and the random level-set $\{t > 0 : Z_t = b\}$ has Lebesgue measure zero. Recall also that the boundary $b$ is regular for itself if the process started from $b$ returns immediately to $b$, i.e $\sigma_b := \inf\{t > 0 : Z_t = b\} = 0 \mathbb{P}_b$-almost surely.

We now establish the correspondences given in Table 2.

**Theorem 3.19** (regular reflecting/regular for itself). The boundary 1 of the process $(X_t^{(n)}, t \geq 0)$ is regular for itself (respectively, regular reflecting) if and only if the boundary $\infty$ of the process $(N_t, t \geq 0)$ is regular reflecting (respectively, regular for itself).

**Proof.** By definition, 1 is regular for itself if for any $t > 0$, $\mathbb{P}_1(\sigma_1 > t) = 0$. We first observe that this is equivalent to the condition $\lim_{x \to 1^-} \mathbb{P}_x(\sigma_1 > t) = 0$. By applying the Markov property at a time $s > 0$, we obtain that for any time $t > 0$, $\mathbb{P}_1(\sigma_1 > t + s) = \mathbb{E}_1[\mathbb{P}_{X_t(1)}(\sigma_1 > t)1_{\{\sigma_1 > s\}}]$. By the right-continuity at 0 of the sample paths, $X_t(1) \to 1$ almost surely. Thus, 1 is regular for itself if and only if $\lim_{x \to 1^-} \mathbb{P}_x(\sigma_1 > t) = 0$ for all $t > 0$.

Note that for any $x \in [0, 1)$ under $\mathbb{P}_x$, $\sigma_1$ has the same law as $\tau_1$. Moreover, $(X_{t+\tau_1}, t \geq 0)$ has the same law as $(X_t^{\min}, t \geq 0)$. By the duality relationship (3.22), for any $t > 0$, $\mathbb{P}_x(\tau_1 \leq t) = \mathbb{P}(X_t^{\min}(x) = 1) = \mathbb{E}[x^{N_t^{(\infty)}}]$. Hence, $\lim_{x \to 1^-} \mathbb{P}_x(\tau_1 \leq t) = \mathbb{P}(N_t^{(\infty)} < \infty)$. If the boundary 1 of the process $(X_t^{(n)}, t \geq 0)$ is regular for itself then $\lim_{x \to 1^-} \mathbb{P}_x(\tau_1 \leq t) = 1$ and $\mathbb{P}(N_t^{(\infty)} < \infty) = 1$. By Fubini’s theorem, the set $\{t \geq 0 : N_t^{(\infty)} = \infty\}$ has zero Lebesgue measure almost surely, namely, $\infty$ is regular reflecting. If $\infty$ is regular reflecting, then $\mathbb{P}(N_t^{(\infty)} < \infty) = 1$ for all $t > 0$, then $\lim_{x \to 1^-} \mathbb{P}_x(\tau_1 \leq t) = 1$, and as noticed before this entails that $\mathbb{P}_1(\sigma_1 \leq t) = 1$ for all $t > 0$. Therefore, $\sigma_1 = 0$, $\mathbb{P}_1$-almost surely and 1 is regular for itself.
We now show that 1 is regular reflecting if and only if $\infty$ is regular for itself. Set 
$$
\zeta^{(n)}_1 := \inf \{ t > 0 : N^{(n)}_t = \infty \}.
$$
For any $t > 0$ and $n \in \mathbb{N}$, by the duality relationship (3.39),
$$
P(\zeta^{(n)}_1 > t) = \lim_{x \to 1^-} E[x^{N^{(n)}_t}] = E[X^\tau_1(1)^n].
$$
Letting $n$ go to $\infty$ yields
$$
\lim_{n \to \infty} P(\zeta^{(n)}_1 > t) = P(X^\tau_1(1) = 1).
$$
Provided that 1 is regular reflecting for the process $(X^\tau_1, t \geq 0)$, we get $\lim_{n \to \infty} P(\zeta^{(n)}_1 > t) = 0$ 
for all $t > 0$, hence $\zeta^{(n)}_1 = 0$, $P_{\infty}$-a.s. Therefore, $\infty$ is regular for itself for $(N^{(n)}_t, t \geq 0)$. 
Similarly, if $\infty$ is regular for itself, we see that 1 is regular reflecting. \qed

Notice that when boundary 1 is regular reflecting, then 1 is necessarily an instantaneous point, in the sense that $\tau^1 := \inf \{ t > 0 : X^\tau_1(1) < 1 \} = 0$ a.s. The next proposition shows how the property for boundary 1 of being instantaneous is associated to some condition on the boundary $\infty$ of the dual process $(N_t, t \geq 0)$. We recall the notation 
$$
\zeta^{(n)}_\infty := \inf \{ t > 0 : N^{(n)}_t = \infty \}
$$
for all $n \geq 1$ and that $\infty$ is an instantaneous exit if for all $t > 0$, $\lim_{n \to \infty} P(\zeta^{(n)}_\infty > t) = 0$.

**Proposition 3.20** (Instantaneous entrance). Assume that the boundary 1 is an entrance for $(X^\tau_1, t \geq 0)$. The boundary 1 is an instantaneous entrance if and only if $\infty$ is an instantaneous exit. Similarly, the boundary 1 is an instantaneous exit if and only if $\infty$ is an instantaneous entrance.

**Proof.** Recall $\tau^1$ the first entrance time in $[0, 1)$ of process $(X^\tau_1, t \geq 0)$. The argument is similar to that in the proof of Theorem 3.19. By Theorem 3.11, for any $t \geq 0$, 
$$
E[X^\tau_1(1)^n] = P(N^{\min,(n)}_t < \infty) = P(\zeta^{(n)}_\infty > t).
$$
Since 1 is not accessible, for any $t > 0$,
$$
P_1(\tau^1 > t) = P(X^\tau_1(1) = 1) = \lim_{n \to \infty} E[X^\tau_1(1)^n] = \lim_{n \to \infty} P(\zeta^{(n)}_\infty > t) = 0
$$
which allows us to conclude the first equivalence. The second is established similarly from the first duality relationship (3.22). \qed

**Remark 3.21.** The condition $\lim_{n \to \infty} P(\zeta^{(n)}_\infty > t) = 0$ is sometimes called $t$-regularity of the boundary $\infty$, see Kolokoltsov's book [Kol11, Section 6.1, page 273].

**Remark 3.22.** We mention that when the block counting process $(N^{(n)}_t, t \geq 0)$ comes down from infinity (in particular, when $\infty$ is an entrance boundary), then provided that $\Lambda(\{1\}) = 0$, the process leaves the boundary $\infty$ instantaneously, see [Fou20, Lemma 2.5].

We clarify now the longterm behavior of the process $(X^\tau_1, t \geq 0)$ when the boundary 1 is not an exit. In particular, we establish that in the regular non-absorbing case, the boundary 1 is transient, in the sense that the level set $\{ t > 0; X^\tau_1 = 1 \}$ is a.s. bounded.

**Theorem 3.23.** Assume that $\Lambda$ satisfies (1.2). If $(X^\tau_1(x), t \geq 0)$ has boundary 1 either regular non-absorbing or an entrance, then
$$
\exists t_0 > 0; X^\tau_1(x) = 0 \text{ for all } t \geq t_0, \text{ a.s.}
$$

**Proof.** By the comparison theorem, for all $x \in [0, 1]$ and $t \geq 0$, $X^{\min}_t(x) \leq Y_t(x)$ a.s. where $(Y_t(x), t \geq 0)$ is a $\Lambda$-Wright-Fisher process with no selection. Under the condition (1.2), the latter reaches 0 with positive probability, and so does the process $(X^{\min}_t, t \geq 0)$.
Assume 1 is regular non-absorbing for \((X^t_r, t \geq 0)\). Consider the successive excursions out from 1 of the process \((X^t_r, t \geq 0)\) which crosses a given level \(x < 1\). Namely, set \(\tau_1^{(0)} := 0\) and \(\tau_1^{(n)} := \inf\{t > \tau_1^{(n-1)} : X^t_r \leq x\}\) and \(\tau_1^{\text{min}} := \inf\{t > \tau_1^{(n)} : X^t_r = 1\}\). Then the processes \((X^t_r, t \geq 0)\) are independent and with the same law as \((X^t_r, t \geq 0)\) started from \(X^t_r \leq x\) a.s. By the comparison property, each process \((X^t_r, t \geq 0)\) is below a process \((X^{\text{min}}_r(x), t \geq 0)\) and since \(P_x(\tau_0 < \tau_1) > 0\), each excursion has a positive probability to hit 0. Therefore, there exists almost surely an excursion among the latters which attains the boundary 0.

Assume 1 is an entrance for \((X^t_r, t \geq 0)\). The boundary \(\infty\) is therefore an exit for the process \((N^t_r, t \geq 0)\) and by the duality relationship (3.39), we get for all \(x \in [0,1]\),

\[
\lim_{t \to \infty} E[X^t_r(x)] = \lim_{t \to \infty} E[X^{N^t_r}_{\text{min}}] = 0.
\]

Hence \(\liminf_{t \to \infty} X^t_r(x) = 0\) a.s. Set \(\tau_{1/n} := \inf\{t > 0 : X^t_r \leq 1/n\}\). For all \(n \geq 2\), \(\tau_{1/n} < \infty\) a.s. Since 1 is an entrance boundary, for any \(x \in [0,1]\), \((X^t_r(x), t \geq 0)\) has the same law as \((X^{\text{min}}_r(x), t \geq 0)\). By the Markov property at time \(\tau_{1/n}\), \((X^t_{r+\tau_{1/n}}(x), t \geq 0)\) has the same law \((X^{\text{min}}(X^r_{\tau_{1/n}}(x)), t \geq 0)\). Since \(X^r_{\tau_{1/n}}(x) \leq 1/n\) a.s, by the comparison theorem, \((X^r_{\tau_{1/n}}+\tau_{1/n})(x), t \geq 0)\) is stochastically smaller than \((Y_{\tau_{1/n}}(1/n), t \geq 0)\) where \((Y_{\tau_{1/n}}(1/n), t \geq 0)\) is a \(\Lambda\)-Wright-Fisher process with no selection.

Set \(E_n := \{X^t_{r+\tau_{1/n}} > 0, \forall t \geq 0\}\) for any \(n \geq 2\). One has

\[
P(E_n) \leq P(Y_{\tau_{1/n}}(1/n) > 0) = P_{1/n}(\tau_0^Y > \tau_1^Y),
\]

where \(\tau_i^Y := \inf\{t \geq 0 : Y_t = i\}\) for \(i = 0,1\). By the duality relationship for the pure \(\Lambda\)-coalescent: \(P_x(\tau_0^Y < \tau_1^Y) = E_{\infty}[x^{\tau_1^Y}] \to 0\) where we have denoted by \((N^Y_t, t \geq 0)\) the moment dual of \((Y_t, t \geq 0)\). Thus \(P(E_n) \to 0\). Since 0 is an absorbing boundary, \(E_{n+1} \subset E_n\) for all \(n \geq 2\). Hence \(P(\cap_{n=2}^{\infty} E_n) = \lim_{n \to \infty} P(E_n) = 0\). This allows us to conclude since \(\cup_{n=2}^{\infty} E_n\) has probability 1 and \(\cup_{n=2}^{\infty} E_n \subset \{\exists t_0 \geq 0; X^t_r(x) = 0, \forall t \geq t_0\}\).

\[\square\]

Until now we have only shown theoretical results on possible extensions of the minimal process and their duality relationships with the process \((N_t, t \geq 0)\) and the stopped process \((N^{\text{min}}_t, t \geq 0)\). One may wonder whether there exist mechanisms of resampling \(\Lambda\) and selection \(f\) that result in the regular boundary, see the last line in Table 1. It is not clear whether the easiest route to study a given process is to look at its dual or not. The aim of the next section is to gather all results known about block counting processes for simple EFCs and to translate them to results for the \(\Lambda\)-Wright-Fisher process with frequency-dependent selection.

### 4. Sufficient Conditions and Explicit Cases

We transfer the results known for the block counting process \((N_t, t \geq 0)\) to the \(\Lambda\)-Wright-Fisher process with frequency-dependent selection by applying our two duality relationships (3.1) and (3.2). Recall the correspondences stated in Table 1 and Table 2. In the sequel, we work with the extension \((X^t_r, t \geq 0)\) of the minimal solution to (2.6), \((X^{\text{min}}_t, t < \tau)\), which is constructed in Lemma 3.15.
4.1. Sufficient conditions for 1 to be an exit or an entrance. Recall the assumptions \( \Lambda(\{0\}) = \Lambda(\{1\}) = 0 \). According to Lemma 3.12, when the function \( f \) is defective, namely \( f(1) < 1 \), the A-WF process with selection \( (X_t, t \geq 0) \), minimal solution to (2.6), has boundary 1 entrance. We are interested in this section on the non-defective selection functions for which \( f(1) = 1 \). The next theorem provides a sufficient condition on the resampling measure \( \Lambda \) and the selection function \( f \) entailing that the process solution to (2.6), has boundary 1 as an entrance. Recall the map \( \Phi \) defined in (1.3). Set \( \Phi(x) := \Phi([x]) \) for any \( x \geq 2 \).

Introduce the following condition \( \text{A} \) over the drift function \( x \mapsto x - f(x) \).

\( \text{A} \): there exists a positive function \( L \) defined on \((0, 1)\) such that

\[
x - f(x) \geq L(x)
\]

for \( x \) close enough to 1,

the map \( h : x \mapsto \frac{L(x)}{(1-x) \log(1/(1-x))} \) is eventually non-decreasing in the neighbourhood of 1,

\[
\int_{1^{-}}^{1} \frac{1}{L(x)} dx < \infty \text{ and } (4.45) \quad \frac{(1-x)^2 \Phi(1/\log(1/x))}{x - f(x)} \xrightarrow{x \to 1^-} 0.
\]

Remark 4.1. The first condition in \( \text{A} \) stipulates that \((x - f(x))/(1-x) \log(1/(1-x))\) stays above a non-decreasing function when \( x \) is close to 1. This requires some regularity in the difference quotient of the function \( f \) near 1.

Remark 4.2. Since \( \Phi \) is non-decreasing, \( \Phi(1/\log(1/x)) \leq \Phi(1/(1-x)) \) for any \( x \in [1/2, 1) \).

Theorem 4.3. If the function \( f \) satisfies condition \( \text{A} \), then the boundary 1 is an instantaneous entrance.

Example 4.4. (1) Let \( c > 0 \) and \( \alpha \in (0, 1) \). If \( x - f(x) \geq c(1-x)^{\alpha} \) for \( x \) close enough to 1 and if \( \Phi(1/(1-x))(1-x)^{2-\alpha} \xrightarrow{x \to 1^-} 0 \), then condition \( \text{A} \) is satisfied.

This holds for instance when \( \Phi(n) \sim \frac{dn^\beta}{n} \) with \( 0 < \beta < 1 - \alpha \) and \( d > 0 \).

(2) Let \( \alpha > 0 \). If \( x - f(x) \geq \log(1/(1-x))^{1+\alpha} (1-x)^3 \) for \( x \) close enough to 1 and

\[
\Phi(1/(1-x)) \quad \frac{1}{1/(1-x) \log(1/(1-x))}^{1+\alpha} \xrightarrow{x \to 1^-} 0,
\]

then condition \( \text{A} \) is satisfied. This holds for instance when \( \Phi(n) \sim \frac{dn(\log n)^\beta}{n} \) with \( 0 < \beta < 1 + \alpha \) and \( d > 0 \).

Proof of Theorem 4.3. If the boundary \( \infty \) of the process \( (N_t, t \geq 0) \) is an exit, then Theorem 3.11 imply that the process \( (X_t', t \geq 0) \) has boundary 1 entrance. The fact that 1 is an entrance boundary will therefore be a simple consequence of Lemma 2.10. We will use some Tauberian theorems to show that condition \( \text{A} \) for the drift function \( x \mapsto x - f(x) \) entails the condition \( \mathcal{H} \) in Lemma 2.10. Recall the map \( \ell : n \mapsto \sum_{k=1}^n \bar{\mu}(k) \).

Condition \( \text{A} \) ensures that the integral \( \int_{1^{-}}^{1} \frac{1}{x - f(x)} dx \) is finite, which implies \( f'(1^-) = \infty \). Set \( u(x) := \mu(N)(x - f(x)) \) for all \( x \in [0, 1] \) and recall \( \ell(n) = \sum_{k=1}^n \bar{\mu}(k) \). For all \( \lambda \geq 0 \), set \( \kappa(\lambda) := \int_0^{\infty} (1 - e^{-\lambda x}) \mu(dx) \) with \( \mu(dx) = \sum_{k=1}^\infty \mu(k) \delta_k \). Since \( \frac{1-f(x)}{1-x} \xrightarrow{x \to 1^-} f'(1^-) = \infty \),

\[
u(x) = \mu(N)(x - f(x)) = \mu(N)(1 - f(x) - (1-x)) \xrightarrow{x \to 1^-} \mu(N)(1 - f(x)).
\]
For \( \lambda \geq 0 \),
\begin{equation}
(4.46) \quad u(e^{-\lambda}) \sim_{\lambda \to 0} \mu(\mathbb{N}) (1 - f(e^{-\lambda})) = \sum_{k=1}^{\infty} (1 - e^{-\lambda k}) \mu(k) = \kappa(\lambda).
\end{equation}

By [Ber96, Proposition 1, Chapter III], there exists a universal constant \( c > 1 \) such that
\[
\frac{1}{c} \int_{1}^{1/\lambda} \tilde{\mu}(x) \, dx \leq \frac{\kappa(\lambda)}{\lambda} \leq c \int_{1}^{1/\lambda} \tilde{\mu}(x) \, dx,
\]
where \( \tilde{\mu}(x) = \tilde{\mu}(k) \) for any \( x \in [k, k + 1] \). One can check \( \int_{1}^{1/\lambda} \tilde{\mu}(x) \, dx \sim \ell([1/\lambda]) \). By change of variable \( \lambda = \log 1/x \) and using the equivalence (4.46), we see that for \( x \) close enough to 1:
\begin{equation}
(4.47) \quad \frac{1}{c} \ell([1/\log 1/x]) \leq \frac{u(x)}{\log 1/x} \leq c \ell([1/\log 1/x]).
\end{equation}

We now show that condition \( A \) entails condition \( H \). By condition \( A \), if \( x \) is close enough to 1, then \( u(x) \geq \mu(\mathbb{N}) L(x) \) for some function \( L \) such that the map \( h \) satisfying \( \mu(\mathbb{N}) L(x) = (1 - x) \log (1/(1 - x)) h(x) \), is non-decreasing. Moreover, since \( 1 - x \sim_{x \to 1} \log 1/x \), there is \( C > 0 \) such that if \( x \) is close enough to 1 then
\[
u(x) \geq \mu(\mathbb{N}) L(x) = (1 - x) \log (1/(1 - x)) h(x) \geq C(\log 1/x)(\log 1/ \log 1/x) h(x).
\]
By applying the upper bound in (4.47) in the inequality above, we see that
\[\ell([1/\log 1/x]) \geq C \log(1/\log 1/x) h(x),\]
for some constant \( C > 0 \). Thus, for large enough \( n \), \( \ell(n) \geq C(\log n) g(\log n) \) with \( g \) the map such that \( g(\log 1/\log 1/x) := Ch(x) \). Since by assumption \( h \) is non-decreasing in a neighbourhood of 1, the map \( g \) is also eventually non-decreasing. One also easily checks that \( \int_{1}^{1/L(x)} dx < \infty \) entails \( \int_{1}^{\infty} \frac{1}{x g(x)} \, dx < \infty \). Finally, by condition (4.45) and the bounds (4.47), we see that \( \lim_{n \to \infty} \frac{\Phi(n)}{n \ell(n)} = 0 \), hence Condition \( H \) is fulfilled.

It remains to show that the entrance at boundary 1 is instantaneous. It has been established in [FZ20, Lemma 5.3], that under condition \( H \), the boundary \( \infty \) of process \( (N_{t}^{(n)}, t \geq 0) \) satisfies the condition \( \zeta^{(n)}_{\infty} \to 0 \) a.s., where we recall \( \zeta^{(n)}_{\infty} \) stands for the first explosion time of the process \( (N_{t}^{(n)}, t \geq 0) \). We can therefore apply Proposition 3.20 which ensures that boundary 1 of the dual process \( (X_{t}^{*}, t \geq 0) \) is an instantaneous entrance. \( \square \)

**Remark 4.5.** Note that (4.47) entails that \( \int_{1}^{1} \frac{dx}{x - f(x)} < \infty \) if and only if \( \sum_{n \geq 1} \frac{1}{n \ell(n)} < \infty \). We recover analytically here the equivalence between Dynkin’s condition and Doney’s condition for explosion of a pure discrete branching process in continuous time whose offspring law is \( \mu \) and generating function of \( \mu \) is \( f \), see Doney [Don84] and e.g. [FZ20, Section 2.4].

By considering resampling measures \( \Lambda \) and selection functions \( f \) with some properties of regular variation, we can use Tauberian theorems to relate the asymptotics of the selection function \( f \) at boundary 1, with asymptotics of the splitting measure \( \mu \) at \( \infty \).

We gather here these results. Recall \( u(x) := \mu(\mathbb{N})(x - f(x)) \) for any \( x \in (0, 1) \) and the equivalence (4.46), \( \kappa(\lambda) := \int_{0}^{\infty} (1 - e^{-\lambda x}) \mu(dx) \sim_{\lambda \to 0} u(e^{-\lambda}) \). Let \( s \) be a slowly varying
function at \( \infty \). By the Tauberian theorem, see e.g. [Ber96, Chapter 0.7 page 10], the following are equivalent:

(i) \( \mu(n) \sim \frac{b}{n^{\alpha+1}} \Phi(n) \) for some \( \alpha \in (0,1) \),

(ii) \( \kappa(\lambda) \sim \frac{\lambda^\alpha b^2}{\alpha(1-\alpha)} \Phi(\lambda) \)

(iii) \( \mu(N)(x-f(x)) \sim \kappa(\log 1/x) \sim \frac{\mu(1/x)}{\alpha} (1-x)^\alpha \Phi(1/(1-x)) \).

Similarly, if \( s \) is slowly varying at \( \infty \), then we have the equivalence:

(1) \( \mu(N)(x-f(x)) \sim \kappa(\log 1/x) \sim s(1/(1-x)) \)

(2) \( \bar{\mu}(n) \sim s(n) \).

The next theorem provides a sufficient condition over the selection function \( f \) and the resampling measure \( \Lambda \) for \( 1 \) to be an absorbing boundary for the (non-stopped) process \( (X_t^r, t \geq 0) \), so that \( 1 \) is either an exit or a natural boundary.

**Theorem 4.6.** Assume \( x \mapsto x-f(x) \) regularly varying at \( 1 \) with index \( \alpha \in [0,1) \). If

\[
\int^{1-} \frac{x-f(x)}{(1-x)^{1-\alpha} \Phi(1/(1-x))} \, dx < \infty,
\]

then the boundary \( 1 \) of \( (X_t^r, t \geq 0) \) is absorbing. Moreover in this case,

(i) if \( \int^{\infty} \frac{dx}{\Phi(x)} < \infty \), then \( 1 \) is an exit boundary,

(ii) if \( \int^{\infty} \frac{dx}{\Phi(x)} = \infty \), then \( 1 \) is a natural boundary.

**Proof.** According to Lemma 2.8, if \( \sum_{n=2}^{\infty} \frac{n}{\Phi(n)} \bar{\mu}(n) < \infty \), then the block counting process \( (N_t, t \geq 0) \) does not explode, i.e. \( \infty \) is inaccessible. By Lemma 3.18, the process \( (X_t^r(x), t \geq 0) \) has in this case its boundary 1 absorbing. If moreover, \( \sum_{n=2}^{\infty} \frac{1}{\Phi(n)} < \infty \), then the process \( (N_t, t \geq 0) \) has \( \infty \) as an entrance. Theorem 3.11 ensures that \( 1 \) is an exit for \( (X_t^r(x), t \geq 0) \). If \( \sum_{n=2}^{\infty} \frac{1}{\Phi(n)} = \infty \), then \( \infty \) is natural and by Theorem 3.11, \( 1 \) is natural. It remains to show that the condition (4.48) entails the convergence of the series \( \sum_{n=2}^{\infty} \frac{n}{\Phi(n)} \bar{\mu}(n) \). Recall the Tauberian equivalence (iii) \( \iff \) (i). When \( x \mapsto x-f(x) \) is regularly varying at \( 1 \) with index \( \alpha \in [0,1) \), \( x-f(x) \sim c(1-x)^\alpha s(1/(1-x)) \) for some slowly varying function \( s \) at \( \infty \) and \( \bar{\mu}(n) \sim \frac{c}{n^\alpha} s(n) \) for some constant \( c' > 0 \). Hence, \( \bar{\mu}(1-x) \sim c' (1-x)^\alpha s(1/(1-x)) \) \( \sim c''(x-f(x)) \) where \( c'' \) is a positive constant. Simple integral comparisons and a change of variable give the equivalences:

\[
\sum_{n=2}^{\infty} \frac{n}{\Phi(n)} \bar{\mu}(n) < \infty \iff \int^{1-} \frac{1/(1-x)}{\Phi(1/(1-x))} (1-x)^\alpha s(1/(1-x)) \frac{dx}{(1-x)^2} < \infty
\]

\[
\iff \int^{1-} \frac{x-f(x)}{(1-x)^{1-\alpha} \Phi(1/(1-x))} \, dx < \infty.
\]

\( \square \)
4.2. A $\Lambda$-Wright-Fisher process with selection and boundary 1 regular. When
the splitting measure $\mu$ and the coalescence measure $\Lambda$ satisfy certain properties of regular
variation at $\infty$ and 0, respectively, some sharp conditions for classifying the boundary $\infty$ of the block counting process $(N_t, t \geq 0)$ have been established in [FZ20].

We transfer those results to results for the $\Lambda$-Wright-Fisher process with selection.

**Theorem 4.7.** Let $\alpha, \beta \in (0, 1)$ and $\sigma, \rho > 0$. Assume
\[ \Lambda(dz) = h(z)dz \text{ with } h(z) \sim \rho z^{-\beta} \text{ and } \mu(N)(x - f(x)) \sim \sigma(1 - x)^\alpha. \]

The boundary 1 of $(X_t^i, t \geq 0)$ is classified as follows:

i) if $\alpha + \beta < 1$, then 1 is an entrance boundary,

ii) if $\alpha + \beta > 1$, then 1 is an exit boundary,

iii) if $\alpha + \beta = 1$ and further,
- if $\sigma/\rho > \frac{\pi}{(2-\alpha)\sin(\pi \alpha)}$, then 1 is an entrance boundary,
- if $\frac{1}{(1-\alpha)(2-\alpha)} < \sigma/\rho < \frac{\pi}{(2-\alpha)\sin(\pi \alpha)}$, then 1 is a regular reflecting boundary,
- if $\sigma/\rho < \frac{1}{(1-\alpha)(2-\alpha)}$, then 1 is an exit boundary.

**Proof.** Tauberian theorems ensure that the conditions over $\Lambda$ and $f$ are equivalent to
$\Phi(n) \sim d\eta^{\beta+1}$ and $\mu(n) \sim \frac{b}{n^{1+\alpha}}$ with $d := \frac{\Gamma(1-\beta)}{\beta(1+\beta)}\rho$ and $b := \frac{\alpha}{\Gamma(1-\alpha)}\sigma$, see e.g. [Fou20, Section 2.2, page 12] for the equivalent of function $\Phi$. Cases i) and ii) are obtained by
applying respectively Theorem 4.3 and Theorem 4.6. [FZ20, Theorem 3.7] classifies the
cases when $\alpha = 1 - \beta$ according to the ratio $b/d$. The three cases in iii) are obtained
by noticing that $\sigma/\rho > \frac{\pi}{(2-\alpha)\sin(\pi \alpha)}$ is equivalent to $\frac{b}{d} > \alpha(1-\alpha)$ and $\sigma/\rho < \frac{1}{(1-\alpha)(2-\alpha)}$
is equivalent to $b/d > \frac{\alpha\sin(\pi \alpha)}{\pi}$. In particular, when $\frac{1}{(1-\alpha)(2-\alpha)} < \sigma/\rho < \frac{\pi}{(2-\alpha)\sin(\pi \alpha)}$, the
process $(N_t, t \geq 0)$ has $\infty$ as a regular non-absorbing boundary. Therefore, the process
$(N_t^\min, t \geq 0) := (N_{t\wedge C_t}, t \geq 0)$ has $\infty$ as a regular absorbing boundary, and Theorem
3.11 ensures that the process $(X_t^i, t \geq 0)$ has boundary 1 regular non-absorbing. We now
need to check that the boundary 1 is regular reflecting. [FZ20, Proposition 3.9] ensures that
the dual process $(N_t, t \geq 0)$ has boundary $\infty$ regular for itself, the fact that 1 is
reflecting is a consequence of Theorem 3.19. \qed

We now precise the behavior of the process $(X_t^i, t \geq 0)$ at its boundary 1 when it is
regular reflecting by showing that the boundary is regular for itself.

**Theorem 4.8.** Let $\sigma, \rho > 0$ and $\alpha \in (0, 1)$. Assume $\Lambda(dz) = h(z)dz \text{ with } h(z) \sim \rho z^{-(1-\alpha)} \text{ and } \mu(N)(x - f(x)) \sim \sigma(1 - x)^\alpha$. If $\frac{1}{(1-\alpha)(2-\alpha)} < \sigma/\rho < \frac{\pi}{(2-\alpha)\sin(\pi \alpha)}$, then $(X_t^i, t \geq 0)$ has its boundary 1 regular for itself.

**Remark 4.9.** Since the process $(X_t^i, t \geq 0)$ is Feller, when boundary 1 is regular reflecting
and regular for itself, standard theory, see e.g. [Ber96, Chapter IV] ensures the existence of a local time of the process $(X_t^i, t \geq 0)$ at 1 whose inverse subordinator has no drift.

**Proof.** Recall $A$ in (2.7) and $A^\epsilon$ in (2.8). Let $\epsilon > 0$. We look for a positive continuous
function on $[0, 1]$, $g$ which satisfies the following conditions: $g \in C^2([0,1]), g(1) = 0$.
and there is $c > 0$, such that $A^*g(x) \leq -c$ for any $x \in (1 - \epsilon, 1)$. By applying [Kol11, Proposition 6.3.2, page 281], we will have for any $t > 0$, $\mathbb{P}_x(\sigma_1 \leq t) \xrightarrow{t \to 1^-} 1$. Observe that

$$A^g(x) = x \int_0^1 (g(x + z(1 - x)) - g(x) - z(1 - x)g'(x))z^{-2}\Lambda(dz)$$

$$+ (1 - x) \int_0^1 (g(x(1 - z)) - g(x) + z\cdot xg'(x))z^{-2}\Lambda(dz)$$

$$:= A^+g(x) + A^-g(x).$$

Recall $A^*g(x) = A_g(x) + \mu(N)(f(x) - x)\cdot g'(x)$ for all $x \in [0, 1]$, see (2.8). Note that for any function $g \in C^2((0, 1))$, one has for any $y, u$,

$$g(y + u) - g(y) - ug'(y) = u^2 \int_0^1 g''(y + vu)(1 - v)dv.$$

Let $g(x) = (1 - x)^\delta$ for $0 < x < 1$ and $0 < \delta < 1$. Plainly,

$$g(1) = 0, \quad g'(x) = -\delta(1 - x)^{\delta - 1} < 0, \quad g''(x) = \delta(\delta - 1)(1 - x)^{\delta - 2} < 0.$$

Since by assumption $\mu(n) \xrightarrow{n \to \infty} \frac{b}{n+1}$, then by Remark 4.5-ii), we see that $x - f(x) \xrightarrow{x \to 1^-} C\log(1/x)^\alpha$. Hence, the generating function $f$ satisfies $\limsup_{x \to 1^-} \frac{x - f(x)}{(1-x)^\alpha} < \infty$. Choosing $\delta = 1 - \alpha$, we have $(f(x) - x)g'(x) = -\delta(f(x) - x)(1 - x)^{\delta - 1} < c$ for some $c > 0$ and all $x$ close to 1. In addition, for all $x \in [0, 1]$,

$$A^+g(x) = x \int_0^1 (g(x + z(1 - x)) - g(x) - z(1 - x)g'(x))z^{-2}\Lambda(dz)$$

$$\quad = \delta(\delta - 1)x(1 - x)^2 \int_0^1 \Lambda(dz) \int_0^1 (1 - x - vz(1 - x))^{\delta - 2}(1 - v)dv$$

$$\quad = \delta(\delta - 1)x(1 - x)^\delta \int_0^1 \Lambda(dz) \int_0^1 (1 - vz)^{\delta - 2}(1 - v)dv < 0,$$

and for all $x$ close to 1,

$$A^-g(x) = (1 - x) \int_0^1 (g(x(1 - z)) - g(x) + z\cdot xg'(x))z^{-2}\Lambda(dz)$$

$$\quad = \delta(\delta - 1)(1 - x)x^2 \int_0^1 \Lambda(dz) \int_0^1 (1 - x + vxz)^{\delta - 2}(1 - v)dv$$

$$\quad \leq c_1(\delta - 1)(1 - x) \int_0^1 (1 - x + z)^{\delta - 2}\Lambda(dz) \int_0^1 (1 - v)dv$$

$$\quad \leq c_2(\delta - 1)(1 - x) \int_0^{1-x} (1 - x + z)^{\delta - 2}\Lambda(dz)$$

$$\quad \leq -c_3(1 - x)(1 - x)^{\delta - 2} \int_0^{1-x} \Lambda(dz) \leq -c_3(1 - x)^{\delta - 1} \int_0^{1-x} \Lambda(dz),$$

where $c_i, i \in \{1, 2, 3\}$ are positive constants. By assumption $\Lambda(dz) = h(z)dz$ with $h(z) \sim \rho z^{\alpha - 1}$. Thus, $\int_0^{1-x} \Lambda(dz) \sim C(1 - x)^\alpha$ for some constant $C > 0$. Combining (4.49) and (4.50), and recalling that $\delta = 1 - \alpha$, we see that $\limsup_{x \to 1^-} A^*g(x) \leq -c$ for some positive
constant $c$. By Lemma 3.17, for any $t > 0$, $X_t^f(x) \xrightarrow{x \to 1^-} X_t^f(1-)$ almost surely. Therefore $P_1(\sigma_1 \leq t) = \lim_{x \to 1^-} P_2(\sigma_1 \leq t) = 1$, and since $t$ is arbitrary small, $\sigma_1 = 0$, $P_1$-a.s., i.e. 1 is regular for itself. \hfill \Box

We finally state a corollary of Theorem 4.8 for the block counting process $(N_t, t \geq 0)$ of a simple EFC process $(\Pi(t), t \geq 0)$ whose splitting measure $\mu$ and coalescence measure $\Lambda$ are regularly varying. By Theorem 3.7, $(N_t, t \geq 0) := (#\Pi(t), t \geq 0)$ is a Markov process with state-space $\mathbb{N}$. The first assertion i) below answers a question raised but left unaddressed in [FZ20, page 31].

**Corollary 4.10.** Let $\alpha \in (0, 1)$. Assume $\Phi(n) \sim n^{2-\alpha}$ with $d > 0$ and $\mu(n) \sim b n^{1+\alpha}$ with $b > 0$.

i) If $\frac{\alpha \sin(\pi \alpha)}{\pi} < \frac{b}{d} < \alpha (1 - \alpha)$, then the boundary $\infty$ of the process $(#\Pi(t), t \geq 0)$ is regular reflecting.

ii) If $\frac{b}{d} < \alpha (1 - \alpha)$, then the process $(#\Pi(t), t \geq 0)$ is positive recurrent and admits a stationary distribution carried over $\mathbb{N}$.

**Proof.** By Theorem 4.8, the boundary 1 of $(X_t^f, t \geq 0)$ is regular for itself. Then statement i) follows by applying Theorem 3.19. Statement ii) is a consequence of Theorem 3.8. \hfill \Box

Other explicit cases have been found in [FZ20] and have their counterparts for the dual $\Lambda$-Wright-Fisher processes with frequency-dependent selection. We refer for instance to [FZ20, Theorem 3.11] for the case $\Phi(n) \sim n (\log n)^{\beta}$ and $\mu(n) \sim b (\log n)^{\alpha} n^{2-\beta}$.

We finally mention a question that has not been addressed in the present article. The equivalence stated in Theorem 3.19 entails that if one of the processes has its boundary irregular for itself then the other process has its boundary sticky, in the sense that the process stays at the boundary a set of times of positive Lebesgue measure. More precisely, for the process $(X_t^f(x), t \geq 0)$, the duality relation (3.39) implies that for any time $t \geq 0$, $\lim_{n \to \infty} \mathbb{P}[x_{N_t^{f}(n)}^\text{min}] = \mathbb{P}(X_t^f(x) = 1)$, which might be positive if the process $(N_t^{f}(\infty), t \geq 0)$ does not return to $\infty$ instantaneously i.e. $\lim_{n \to \infty} \mathbb{P}[n(\zeta_\infty > t)] > 0$ for some $t > 0$. Whether there are some resampling measure $\Lambda$ and selection function $f$ for which boundaries 1 or $\infty$ are indeed sticky or irregular for themselves remains an unsolved question.
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