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Abstract
 Scaling up language models has been empirically shown to improve performance on a wide range of downstream tasks. However, if we were to observe worse performance as a function of scale (inverse scaling) on certain tasks, this would indicate that scaling can also encourage behaviors that are misaligned with human preferences. The Inverse Scaling Prize (McKenzie et al., 2023) identified eleven such inverse scaling tasks, evaluated on models of up to 280B parameters and up to 500 zettaFLOPs of training compute. In this paper, we evaluate models of up to 540B parameters, trained on five times more compute than those evaluated in the Inverse Scaling Prize. With this increased range of model sizes and compute, only four out of the eleven tasks remain inverse scaling. Six tasks exhibit U-shaped scaling, where performance decreases up to a certain size, and then increases again up to the largest model evaluated (the one remaining task displays positive scaling). In addition, 1-shot examples and chain-of-thought can help mitigate undesirable scaling patterns even further. U-shaped scaling suggests that the inverse scaling trend observed in McKenzie et al. (2023) may not continue to hold for larger models, which we attribute to the presence of distractor tasks that only sufficiently large models can avoid.

1 Introduction
 Scaling up language models (LMs) has been shown to improve model performance for a wide range of downstream tasks and has been claimed to unlock emergent abilities (Kaplan et al., 2020; Brown et al., 2020; Srivastava et al., 2022; Wei et al., 2022a, i.a.). However, are there any tasks for which performance gets worse as models scale? Tasks that exhibit this property have been referred to as inverse scaling tasks (Lin et al., 2022), and such tasks can help reveal flaws in the models’ training data or objectives (McKenzie et al., 2022a).

The Inverse Scaling Prize was created to identify such tasks for which larger LMs show increasingly undesirable behavior (McKenzie et al., 2023). Submissions were scored based on a range of criteria including inverse scaling strength, task importance, novelty/surprisingness, task coverage, reproducibility, and inverse scaling generality across different models. Eleven tasks were awarded Third Prizes, the datasets for which have been publicly released. The scaling curves for these eleven tasks (see Figure 2 and also Appendix C, Figure 6) were shown on a range of LMs with scales spanning several orders of magnitude in parameters, including Gopher (42M–280B; Rae et al., 2021), Chinchilla (400M–70B; Hoffmann et al., 2022), and an Anthropic

Figure 1: Across ten tasks from the Inverse Scaling Prize (McKenzie et al., 2022a), PaLM (Chowdhery et al., 2022) on average exhibits U-shaped scaling, which means that performance first decreases and then increases again as the model gets larger. Model scale can be viewed through the axis of either compute (zettaFLOPs for pretraining) or model size (# of parameters)—see Appendix E, Figure 8 for the model size plot. The y-axis denotes the average accuracy of ten tasks that use accuracy as the metric, excluding Prompt Injection that uses loss as the metric.
Figure 2: Scaling curves for the eleven Inverse Scaling Prize tasks. Prompt Injection (Injection) uses loss as the evaluation metric and is not included in the average. The only model that has been added in this paper is PaLM (Chowdhery et al., 2022). Results from other models are taken from McKenzie et al. (2022b).

In this paper, we take a closer look at the scaling behaviors for these eleven tasks. First, we evaluate PaLM models of up to 540B parameters (Chowdhery et al., 2022), trained on about five times more compute than the models evaluated in the Inverse Scaling Prize submissions (see Table 1). Under this setup, we find that six out of the eleven tasks exhibit what we call U-shaped scaling: performance first decreases, and then increases again for larger models. With one task demonstrating positive scaling (monotonically increasing performance) with PaLM, this brings the number of inverse scaling tasks down to four with the additional scale provided in our experiments. This finding of U-shaped scaling is consistent with prior observations of U-shaped scaling on BIG-Bench tasks such as TruthfulQA (Lin et al., 2022), Persian Idioms, and Identify Math Theorems (Srivastava et al., 2022, see Appendix B, Figure 5).

The implication of U-shaped scaling is that inverse scaling curves may not extrapolate to larger scales, since performance could either keep decreasing (true inverse scaling), or start increasing (U-shaped scaling).

The second part of this paper explores whether

\[ \text{ZettaFLOPs for pre-training} \]

\[ \text{NeQA} \]

\[ \text{Table 1: Scale of the largest model in each model family in the Inverse Scaling Prize compared to this paper.} \]

| Model family | # params | Pretrain zettaFLOPs |
|--------------|----------|---------------------|
| Anthropic    | 52B      | 124                 |
| GPT-3        | 175B     | 315                 |
| OPT          | 175B     | 315                 |
| Gopher       | 280B     | 546                 |
| Chinchilla   | 70B      | 563                 |
| PaLM (this paper) | 540B | 2,527             |

Appendix B, Figure 5). The implication of U-shaped scaling is that inverse scaling curves may not extrapolate to larger scales, since performance could either keep decreasing (true inverse scaling), or start increasing (U-shaped scaling).

The second part of this paper explores whether

1See McKenzie et al. (2023) for a more comprehensive review of prior observations of inverse scaling.
different prompting strategies can help mitigate inverse scaling. Specifically, we test 1-shot demonstrations and chain-of-thought (CoT) prompting (Wei et al., 2022b)—a form of prompt engineering that encourages the model to decompose the task into intermediate steps. We find that simply providing 1-shot examples as part of the prompt changes all four tasks that remained inverse scaling in our evaluation to U-shaped or flat scaling. With CoT prompting, four out of the nine classification tasks that are U-shaped under 1-shot changes to positive scaling, and one of the tasks reaches near-perfect accuracy across all model sizes tested. Even when the scaling pattern does not change to positive, task performance generally improves with CoT in 8B+ models. These results show that (even minimal) demonstrations are critically effective for avoiding distractor tasks, and point towards promising future directions for developing prompting techniques for mitigating undesirable scaling patterns.

2 U-shaped scaling

Setup. We evaluate PaLM models on all eleven Inverse Scaling Prize tasks. We use 8B, 62B, and 540B PaLM models from the original paper and also include a 1B model trained on 40B tokens, which is 0.2 zettaFLOPs of compute. The parameter count of PaLM 540B is about twice as large as the parameter count of the largest model evaluated in the Inverse Scaling Prize (Gopher 280B), and the amount of compute used is about five times as much—2.5K zettaFLOPs versus 560 zettaFLOPs of Chinchilla 70B. We follow the exact experimental setup from McKenzie et al. (2023), with the same prompts and scoring protocol, where all answer choices are scored and the option with the highest probability is chosen as the prediction.

Results. The results for PaLM on the eleven tasks are shown in Figure 2, with the cross-task average highlighted in the first figure. We also plot results for other LMs as reported in McKenzie et al. (2022b) for comparison. In summary, only four out of eleven tasks remain inverse scaling once the PaLM 540B model is included. Six out of eleven tasks change from inverse scaling to U-shaped, and one task (Repetitive Algebra) shows positive scaling with PaLM. This broad observation of U-shaped scaling demonstrates the difficulty of extrapolating inverse scaling curves to larger models.

Potential explanation. A natural question about the U-shaped scaling results is, why does performance decrease and then increase again? One speculative hypothesis is the following. Each Inverse Scaling Prize task can be decomposed into two tasks: (1) the true task and (2) a distractor task where performing the distractor task well hurts performance on the true task. Small models cannot perform either task, and performs around chance. Medium-sized models can perform the distractor task, which results in worse performance compared to smaller models. Large models are able to ignore the distractor task and perform the true task, which then leads back to increased performance and potentially solving the task. We describe potential distractor tasks for each of the inverse scaling tasks in Appendix D, Table 3. Note that while it could be possible to measure model performance on the distractor task only, this would be an imperfect ablation since the distractor task and true task could not only have a competing but also a joint effect on performance. We leave further exploration of why U-shaped scaling occurs to future work.

3 Mitigation for inverse scaling

We next explore possible mitigation strategies for inverse scaling. In Section 2, we hypothesized the primary cause of inverse scaling to be distractor tasks that mislead the models towards a different solution from the true task. Then, in-context demonstrations of a problem/solution pair could discourage the models from solving the distractor task, since the answer according to the true task diverges from the answer according to the distractor task. If such demonstrations are accompanied by explicit rationales, this could guide the models towards identifying the true task even more strongly. To this end, we explore whether 1-shot demonstrations and 1-shot demonstrations with chain-of-thought reasoning improve undesirable scaling patterns.

3.1 1-shot demonstrations make all inverse scaling tasks U-shaped or flat

To gauge the effect of demonstrations, we re-evaluate the PaLM models on all tasks with 1-shot prompts, using the 1-shot dataset from the official Inverse Scaling Prize data release. This official 1-shot dataset is created by pairing each example in the dataset with a randomly sampled, different example. These examples are then simply prepended to the default prompts (see Appendix C, Figure 6).
Figure 3: Providing 1-shot demonstrations changes the four inverse scaling tasks in PaLM to U-shaped or flat scaling. The performance of the largest model benefits from 1-shot prompting in all cases.

We find that all four tasks that continued to be inverse scaling after including the 540B model shift to U-shaped or flat scaling when prompted with 1-shot demonstrations. Specifically, Pattern Matching Suppression, Into the Unknown, and Prompt Injection change to U-shaped scaling, and Redefine changes to flat scaling (see Figure 3). Furthermore, the performance of the largest model benefits from 1-shot prompting in all four tasks. These results show that even a single example of a problem/solution pair effectively encourages the models towards solving the true task, especially for larger models.

The tasks that were already U-shaped with unmodified prompts remain U-shaped. See Appendix A, Table 2 for full results on all tasks.

3.2 Chain-of-thought helps U-shaped scaling become positive scaling

While our 1-shot results are promising in that even a single demonstration helps shift the inverse scaling trend to U-shaped or flat scaling, for most tasks, the performance of the largest model (540B) still fell behind or was not substantially better than the smallest model (1B). This pattern held true for six out of the ten U-shaped or flat tasks with 1-shot. We explore whether chain-of-thought (CoT) prompting can help in such scenarios, based on recent work showing that CoT can greatly improve performance for multi-step reasoning tasks (Wei et al., 2022b; Kojima et al., 2022; Suzgun et al., 2022, i.a.).

For the experiments in this section, we follow the protocol of Wei et al. (2022b) and follow-up work that includes intermediate reasoning steps in the in-context demonstrations. We continue to use a single example as in Section 3.1, but now the demonstrations are paired with step-by-step rationales. Because CoT prompting also requires the models to generate intermediate steps, we use free-form generation followed by exact string match to evaluate model performance. This requires one additional modification to the prompt to facilitate the postprocessing of the model generations. Specifically, the model is prompted to output the final answer following the expression “So the answer is”. Other than these changes, the instructions and the structure of the prompts are kept as close as possible to the 1-shot prompts used in Section 3.1. We construct CoT prompts for ten inverse scaling tasks, excluding Prompt Injection that is evaluated on loss instead of classification accuracy. See Appendix C, Figure 7 for examples of CoT prompts.

We show results for six tasks in Figure 4: three classification tasks that were inverse scaling in PaLM (Into the Unknown, Pattern Matching Suppression, and Redefine) and all other U-shaped tasks where the 540B model performed worse or only similarly to the 1B model even after 1-shot (Negation QA, Modus Tollens, and Memo Trap). Overall, CoT substantially improves performance on these tasks with the exception of Redefine where there is a small gain only in the 540B model (≈6% points over 1-shot). The scaling curves change to positive for Into the Unknown, Pattern Matching Suppression, Redefine, and Negation QA, although for Redefine this is a byproduct of smaller models underperforming their 1-shot counterparts. For Memo Trap, we observe an inverted-U-shaped curve where the performance drops slightly with the largest model; nevertheless, there are consistent performance gains via CoT in 8B+ models. For Modus Tollens, CoT-prompted models achieved almost perfect accuracy regardless of size (i.e., flat scaling but saturated performance). See Appendix A, Table 2 for full results.

\(^3\) All prompts are available at: https://github.com/jasonwei20/inv-scaling-prompts/.

\(^4\) The occasional performance drop in 1B is likely due to the limited capacity of smaller models to perform CoT reasoning.
Figure 4: Chain-of-thought (CoT) prompting generally improves performance in 8B+ models, and changes many U-shaped tasks into positive or flat scaling. To control for the effect of the choice of demonstration examples, we compare CoT against 1-shot experiments that use the same fixed demonstration example as our CoT prompts (minus the rationale), rather than comparing directly against results from Section 3.1 evaluated on the official dataset that uses a randomly sampled demonstration for each example (also see Appendix A).

4 Conclusions

This paper has two simple takeaways. First, inverse scaling can turn into U-shaped scaling when evaluated on models of sufficiently large scale, as demonstrated on six out of eleven Inverse Scaling Prize tasks. The prevalence of U-shaped scaling we identified in this paper shows that inverse scaling curves do not necessarily extrapolate to larger models. Second, demonstrations and rationales are effective for mitigating undesirable scaling patterns. All inverse scaling tasks change to U-shaped or flat scaling when a single demonstration is provided as a part of the prompt. With additional intermediate reasoning steps, many of the U-shaped tasks further shift to positive scaling, as well as substantial performance gains throughout.

Taken together, a combination of scaling and prompting techniques appears to be a viable method for mitigating inverse scaling. However, the prompting approaches we explored has limitations in that they require manual construction of demonstrations and reasoning steps tailored to individual tasks. The 0-shot CoT approach proposed by Kojima et al. (2022) is one method that does not require manual prompt construction, but as we show in the additional experiment in Appendix F, the effectiveness of this approach is limited for the inverse scaling tasks. This leaves open an interesting area of future research of developing novel solutions for inverse scaling that do not require explicit demonstrations.

Limitations

The prevalence of U-shaped scaling does not mean that the Inverse Scaling Prize tasks are solved. Even when U-shaped scaling is observed, it is often the case that the performance of the largest model is still close to or worse than the performance of the smallest model (e.g., Resisting Correction, Modus Tollens). For several tasks, the absolute performance of the models are poor, with the best model performing near chance (e.g., Negation QA) or much worse (Pattern Matching Suppression). While we discuss several mitigation strategies to guard against undesirable scaling behavior in the paper, these observations demonstrate the inherently challenging nature of the task, highlighting an opportunity for future research towards improving absolute performance on these tasks. Furthermore, the mitigation strategies explored in this paper require manual construction of demonstrations. While this is relatively low-effort, only requiring one demonstration per task, the example
still has to be tailored to individual tasks. We expect future work to develop more generalizable mitigation strategies, possibly inspired by the causes of inverse scaling identified in McKenzie et al. (2023).
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A Full results

The full results for all eleven Inverse Scaling Prize tasks reported this paper are shown in Table 2. We used the exact dataset and protocol from McKenzie et al. (2023) for the main experiments (Section 2), and used the officially released 1-shot dataset for the 1-shot experiments (Section 3.1). These experiments are marked 1-shot (official). We additionally ran 1-shot experiments where we fixed the 1-shot demonstration to be the same as the CoT demonstration, except for the step-by-step rationale, marked 1-shot (controlled). This is because the official 1-shot dataset used a a randomly sampled example from the dataset as the 1-shot demonstration example, which varied across each example in the test set. Since our CoT experiments

5The official 0- and 1-shot datasets are from https://github.com/inverse-scaling/prize/tree/main/data-release.
(Section 3.2) use a single manually written demonstration for every test example, the CoT results are more directly comparable to the controlled 1-shot experiments where the demonstrations are fixed.

B Prior examples of U-shaped scaling

See Figure 5 for examples of U-shaped scaling reported in the literature.

Prior examples of U-shaped scaling

(a)

(b)

(c)

Figure 5: Three examples of U-shaped scaling behavior from BIG-Bench (Srivastava et al., 2022). a: identify math theorems. b: persian idioms. c: truthful_qa. The above are screenshots from https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/.

C Prompts

Figure 6 shows the original prompts of the tasks from the Inverse Scaling Prize. Figure 7 shows examples of the CoT prompts we constructed, with the difference from the official 1-shot prompts highlighted in blue.

D Distractor tasks

A possible hypothesis for why U-shaped scaling emerges is as follows. U-shaped scaling tasks consist of a true task and a distractor task. Medium-sized models are good enough to perform the distractor tasks, which hurts performance compared to smaller models that cannot perform the distractor task nor the true task. Larger models can ignore the distractor task and perform the true task, which leads to increased performance again. We show a speculative decomposition of tasks into the true task and a distractor task in Table 3.

E Model scale: parameters, data, and compute

As shown in Table 4, we computed training FLOPs following the protocol of Brown et al. (2020). See also Figure 8 for the average performance of different LMs on the Inverse Scaling Prize tasks, viewed through the axis of compute and model size.

F 0-shot CoT experiments

We additionally investigate whether 0-shot CoT approach proposed by Kojima et al. (2022) is effective against inverse scaling, given that this approach does not require task-specific prompt construction. Following their method, we first append the original prompt with “Let’s think step by step”. Then, we extract the rationale generated by the model, and append the rationale after “Let’s think step by step”. Then, we append “So the answer is” at the end, and prompt the model for the final answer. We run the 0-shot CoT experiments for 8B+ models only, given that 1B models generally show limited ability to perform CoT reasoning (this trend was also evident in our main CoT experiment). The results are shown in Table 2. The results are highly mixed but rarely beneficial—only two tasks clearly benefit from 0-shot CoT compared to the default setup (Pattern Matching Suppression, Modus Tollens). Two tasks only show substantial gains for the 8B model (Hindsight Neglect, Repetitive Algebra). The rest either remains similar (Negation QA, Into the Unknown) or show lower performance (Memo Trap, Redefine, Sig Figs, Resisting Correction). In tasks where 0-shot CoT leads to lower performance, we often observed that the models failed to produce any reasoning chain at all at the
Figure 6: Prompts for the eleven inverse scaling tasks from McKenzie et al. (2022a). […] marks where few-shot exemplars are placed. Few-shot exemplars are relevant in the following scenarios: (1) when they are part of the original task (e.g., Hindsight Neglect), and (2) in our 1-shot/CoT experiments in Section 3.

first reasoning extraction step (e.g., sequence of newlines and nothing else following “Let’s think step by step”), which led to instabilities in the final answer stage. Overall, this shows that 0-shot CoT is not a reliable solution for inverse scaling tasks, and further research is needed.
Figure 7: Example 1-shot CoT demonstrations for the three classification tasks that are inverse scaling in PaLM. The demonstrations contain CoT reasoning and the expression “So the answer is” immediately before the final answer. These demonstrations are prepended to the default prompt containing the actual problem that the model has to solve (Figure 6). The blue highlights denote the difference between the 1-shot CoT prompts and the simple 1-shot prompts used in Section 3.1.

Figure 8: Across ten tasks from the Inverse Scaling Prize (McKenzie et al., 2022a), PaLM (Chowdhery et al., 2022) on average exhibits U-shaped scaling, which means that performance first decreases and then increases again as the model gets larger. Model scale can be viewed through the axis of either compute (zettaFLOPs for pretraining: left) or model size (# of parameters: right). The y-axis denotes the average accuracy of ten tasks that use accuracy as the metric, excluding Prompt Injection that uses loss as the metric. All results are obtained using the exact prompts and evaluation format specified by Inverse Scaling Prize.
| Task                      | Prompting       | PaLM model size | Scaling  |
|---------------------------|-----------------|-----------------|----------|
|                           |                 | 1B   | 8B   | 62B   | 540B  |       |
| Negation QA               | Default         | 43.7 | 46.3 | 29.0  | 40.0  | U-shaped |
|                           | 1-shot (official) | 51.7 | 56.0 | 34.7  | 52.7  | U-shaped |
|                           | 1-shot (controlled) | 53.7 | 54.7 | 32.7  | 61.7  | U-shaped |
|                           | 1-shot CoT       | 53.7 | 52.7 | 69.3  | 89.0  | Positive |
|                           | 0-shot CoT       | -    | 50.0 | 33.7  | 35.3  |         |
| Memo trap                 | Default         | 54.6 | 33.5 | 31.0  | 40.2  | U-shaped |
|                           | 1-shot (official) | 55.9 | 38.3 | 44.1  | 57.8  | U-shaped |
|                           | 1-shot (controlled) | 55.1 | 53.1 | 69.7  | 65.9  | Other   |
|                           | 1-shot CoT       | 4.5  | 77.1 | 90.4  | 82.5  | Other   |
|                           | 0-shot CoT       | -    | 1.1  | 0.1   | 0.3   |         |
| Pattern matching suppression | Default       | 4.8  | 0.0  | 0.0   | 0.1   | Inverse |
|                           | 1-shot (official) | 2.7  | 1.4  | 7.1   | 24.4  | U-shaped |
|                           | 1-shot (controlled) | 2.8  | 0.0  | 0.2   | 0.2   | Inverse |
|                           | 1-shot CoT       | 1.8  | 87.1 | 42.0  | 52.2  | Other   |
|                           | 0-shot CoT       | -    | 20.7 | 20.9  | 13.2  |         |
| Into the unknown          | Default         | 50.4 | 49.6 | 36.0  | 36.7  | Inverse |
|                           | 1-shot (official) | 49.3 | 50.8 | 24.3  | 47.9  | U-shaped |
|                           | 1-shot (controlled) | 52.2 | 50.8 | 28.4  | 47.5  | U-shaped |
|                           | 1-shot CoT       | 47.4 | 54.6 | 60.4  | 83.4  | Positive |
|                           | 0-shot CoT       | -    | 45.0 | 38.4  | 39.0  |         |
| Modus tollens             | Default         | 100.0| 0.0  | 57.7  | 76.0  | U-shaped |
|                           | 1-shot (official) | 100.0| 0.0  | 12.6  | 50.5  | U-shaped |
|                           | 1-shot (controlled) | 100.0| 0.0  | 12.5  | 78.4  | U-shaped |
|                           | 1-shot CoT       | 99.6 | 99.4 | 99.8  | 99.9  | Flat (saturated) |
|                           | 0-shot CoT       | -    | 46.3 | 67.6  | 95.4  |         |
| Redefine                  | Default         | 71.5 | 64.7 | 56.7  | 44.1  | Inverse |
|                           | 1-shot (official) | 64.8 | 68.2 | 67.1  | 69.1  | Flat |
|                           | 1-shot (controlled) | 69.3 | 65.2 | 64.6  | 65.3  | Flat |
|                           | 1-shot CoT       | 47.8 | 62.5 | 64.8  | 71.4  | Positive |
|                           | 0-shot CoT       | -    | 25.6 | 28.9  | 17.0  |         |
| Sig figs                  | Default         | 40.8 | 37.8 | 26.8  | 59.9  | U-shaped |
|                           | 1-shot (official) | 41.2 | 37.7 | 34.5  | 74.2  | U-shaped |
|                           | 1-shot (controlled) | 40.2 | 34.3 | 31.1  | 72.8  | U-shaped |
|                           | 1-shot CoT       | 31.6 | 37.2 | 14.2  | 43.1  | U-shaped |
|                           | 0-shot CoT       | -    | 11.8 | 5.5   | 27.7  |         |
| Hindsight Neglect†        | Default         | 46.7 | 20.0 | 44.8  | 88.3  | U-shaped |
|                           | 1-shot (official) | 53.0 | 21.3 | 62.5  | 84.1  | U-shaped |
|                           | 1-shot (controlled) | 54.0 | 14.0 | 61.3  | 86.7  | U-shaped |
|                           | 1-shot CoT       | 54.9 | 56.5 | 90.8  | 97.1  | Positive |
|                           | 0-shot CoT       | -    | 41.6 | 49.2  | 84.8  |         |
| Resisting correction†     | Default         | 92.6 | 72.8 | 76.7  | 82.7  | U-shaped |
|                           | 1-shot (official) | 95.2 | 90.9 | 96.6  | 98.4  | U-shaped |
|                           | 1-shot (controlled) | 96.1 | 88.8 | 96.7  | 98.3  | U-shaped |
|                           | 1-shot CoT       | 0.8  | 87.4 | 99.3  | 98.4  | Other |
|                           | 0-shot CoT       | -    | 7.8  | 14.4  | 19.2  |         |
| Repetitive algebra†       | Default         | 22.0 | 39.9 | 44.6  | 90.6  | Positive |
|                           | 1-shot (official) | 8.1  | 24.4 | 43.5  | 89.6  | Positive |
|                           | 1-shot (controlled) | 7.4  | 16.9 | 36.8  | 79.3  | Positive |
|                           | 1-shot CoT       | 1.8  | 46.0 | 51.2  | 64.5  | Positive |
|                           | 0-shot CoT       | -    | 63.5 | 73.6  | 68.2  |         |
| Prompt injection† (loss)  | Default         | 0.3  | 1.8  | 2.2   | 1.7   | Inverse |
|                           | 1-shot (official) | 0.1  | 0.8  | 1.2   | 0.4   | U-shaped |
|                           | 1-shot (controlled) | 0.1  | 0.6  | 0.4   | 0.2   | U-shaped |

Table 2: Exact results for all Inverse Scaling Prize tasks used in this paper (eleven tasks including both Rounds 1 and 2). The tasks marked with † contain few-shot demonstrations as a part of the default prompt. Our 1-shot experiments for these tasks use one demonstration of the full (few-shots, question) pair, following the official Inverse Scaling Prize data release.
|                          | **Distractor task**                                      | **True task**                                      |
|--------------------------|----------------------------------------------------------|----------------------------------------------------|
| Negation QA              | Answer the question without negation                     | Answer the negated question                        |
| Hindsight Neglect        | Understand outcome of bet                                | Analyze expected value of bet                       |
| Resisting Correction     | Produce most likely completion given a prefix            | Repeat the input exactly                           |
| Redefine                 | Use common definition of symbols                         | Use redefined definition of symbols according to the instruction |
| Repetitive Algebra       | Select answer that matches the answer of the most recent few-shot example | Perform arithmetic computation                      |
| Memo Trap                | Repeat a famous quote verbatim                           | Produce a different ending to a famous quote according to the instruction |
| Prompt Injection         | Follow the most recent injected instruction               | Ignore the injected instruction following the initial instruction to ignore it |
| Into the Unknown         | Select answer similar to information given in prompt     | Select answer that helps solve the given reasoning problem, considering the information in prompt |
| Pattern Matching Suppression | Produce most likely completion of the pattern            | Produce unlikely completion of the pattern according to the instruction |
| Sig Figs                 | Round based on the number of decimal places               | Round based on the number of significant figures   |
| Modus Tollens            | Produce most likely answer (and replicate common human errors) | Perform valid logical reasoning                     |

Table 3: A speculative decomposition of inverse scaling tasks into distractor and true tasks.
|          | params (B) | tokens (B) | zettaFLOPs |
|----------|------------|------------|------------|
| GPT-3    | 0.35       | 300        | 0.64       |
|          | 1.3        | 300        | 2.3        |
|          | 6.7        | 300        | 12         |
|          | 175        | 300        | 315        |
| Anthropic| 0.013      | 400        | 0.03       |
|          | 0.042      | 400        | 0.1        |
|          | 0.197      | 400        | 0.5        |
|          | 0.805      | 400        | 1.9        |
|          | 3          | 400        | 6.5        |
|          | 13         | 400        | 30         |
|          | 52         | 400        | 124        |
| Gopher   | 0.044      | 300        | 0.08       |
|          | 0.117      | 300        | 0.2        |
|          | 0.417      | 300        | 0.8        |
|          | 1.4        | 300        | 2.5        |
|          | 7.1        | 300        | 12.8       |
|          | 280        | 325        | 546        |
| Chinchilla| 0.4       | 314        | 0.8        |
|          | 1          | 314        | 1.9        |
|          | 7          | 199        | 8.4        |
|          | 70         | 1,340      | 563        |
| PaLM     | 1          | 40         | 0.24       |
|          | 8          | 780        | 37         |
|          | 62         | 780        | 290        |
|          | 540        | 780        | 2,530      |

Table 4: Computation of training FLOPs for GPT-3, Anthropic, Gopher, and Chinchilla, and PaLM.