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Abstract

In order to encode additional statistical information in data fusion and transfer learning applications, we introduce a generalized covariance constraint for the matching component analysis (MCA) transfer learning technique. We provide a closed-form solution to the resulting covariance-generalized optimization problem and an algorithm for its computation. We call the resulting technique – applicable to both data fusion and transfer learning – covariance-generalized MCA (CGMCA). We also demonstrate via numerical experiments that CGMCA is capable of meaningfully encoding into its maps more information than MCA.

1 Introduction

The matching component analysis (MCA) transfer learning technique was originally developed as a data augmentation strategy for building large, representative machine learning training sets within a data-limited environment [1]. Specifically, MCA maps a training domain and a testing domain into a low-dimensional, common domain using only a small number of matched train-test image pairs. These maps minimize the expected distance between train-test image pairs within the common domain, subject to an identity matrix covariance constraint and an affine linear structure. The training domain’s optimal affine linear transformation – encoded with information from the matched train-test image pairs – is then applied to a large number of unmatched training images, resulting in a large number of common-domain image representations to be used as training inputs.

We are interested in extending the MCA application space to the fusion of data acquired from two different modalities. By generalizing MCA’s covariance constraint, we afford the meaningful encoding of additional statistical information into the MCA maps. We note that this encoding may also be used in the original transfer learning context.

In this paper, we first mathematically develop the generalized covariance constraint. We then provide an algorithm for its computation. We also demonstrate via numerical experiments that the resulting technique – which we call covariance-generalized MCA (CGMCA) – is capable of encoding into its maps more information than MCA.

2 Mathematical development of CGMCA

Our development of the covariance-generalized optimization problem mirrors the development of the original MCA optimization problem [1], with some notation borrowed from [2, p. 130].
2.1 Notation

Let \( a, b, c \in \mathbb{N} \) with \( c \leq \min\{a, b\} \), and let \( v \in \mathbb{R}^c \). Define

\[
diag_{a \times b}(v) \in \mathbb{R}^{a \times b}
\]

to be the matrix whose first \( c \) diagonal elements are the elements of \( v \) (in order) and zero elsewhere.

Let

\[
\mathbb{O}_{a \times b} \equiv \{ O \in \mathbb{R}^{a \times b} \mid O^T O = I_b \}
\]

denote the set of \( a \times b \) real matrices with orthonormal columns (this set is non-empty only if \( b \leq a \); when \( b = a \), these matrices are orthogonal), let

\[
\mathbb{D}_+^{a \times b} \equiv \{ D \in \mathbb{R}^{a \times a} \mid D = \text{diag}_{a \times a}(\delta_1, \ldots, \delta_a)^T \exists \delta_1 \geq \ldots \geq \delta_a > 0 \}
\]

denote the set of diagonal \( a \times a \) real invertible matrices with non-increasing elements, and let

\[
\mathbb{D}_{\mathcal{F}}^{a \times b} \equiv \{ D \in \mathbb{R}^{a \times b} \mid D = \text{diag}_{a \times b}(\delta_1, \ldots, \delta_{\min\{a, b\}})^T \exists \delta_1 \geq \ldots \geq \delta_{\min\{a, b\}} \geq 0 \}
\]

denote the set of diagonal \( a \times b \) real matrices with non-negative, non-increasing elements.

We reserve the undecorated but subscripted symbols \( U_{(-)}, \Sigma_{(-)}, \) and \( V_{(-)} \) and barred, subscripted symbols \( \bar{U}_{(-)}, \bar{\Sigma}_{(-)}, \) and \( \bar{V}_{(-)} \) exclusively for use as factors in the SVD. In particular, for a matrix \( Z \in \mathbb{R}^{\text{rows}(Z) \times \text{cols}(Z)} \), we denote an arbitrary but fixed thin SVD of \( Z \) by

\[
Z = U_Z \Sigma_Z V_Z^T,
\]

where \( U_Z \in \mathbb{O}^{\text{rows}(Z) \times \text{rank}(Z)}, \Sigma_Z \in \mathbb{D}_+^{\text{rank}(Z)}, V_Z \in \mathbb{O}^{\text{cols}(Z) \times \text{rank}(Z)} \),

and we denote a fixed full SVD of \( Z \) by

\[
Z = \bar{U}_Z \bar{\Sigma}_Z \bar{V}_Z^T,
\]

where \( \bar{U}_Z \in \mathbb{O}^{\text{rows}(Z) \times \text{rows}(Z)}, \bar{\Sigma}_Z \in \mathbb{D}_+^{\text{rows}(Z) \times \text{cols}(Z)}, \bar{V}_Z \in \mathbb{O}^{\text{cols}(Z) \times \text{cols}(Z)} \),

with \( \bar{U}_Z \) an arbitrary but fixed orthogonal completion of \( U_Z \), with \( \bar{V}_Z \) an arbitrary but fixed orthogonal completion of \( V_Z \), and with \( \bar{\Sigma}_Z \) having \( \Sigma_Z \) as a leading principal submatrix, with zeros elsewhere.

2.2 Problem statement

We consider random variables \( X_1 \) and \( X_2 \) with domain probability space \( (\Omega, \mathcal{M}, P) \) and a set of outcomes \( \{ \omega_j \}_{j \in [n]} \subseteq \Omega \) for some \( n \in \mathbb{N} \) with \( 1 < n \), and we are provided, for \( i \in \{1, 2\} \), with the data set \( \{X_i(\omega_j)\}_{j \in [n]} \) of independent random variates belonging to the \( i^{\text{th}} \) data domain \( \Omega_{X_i} = \mathbb{R}^{d_i} \) for some \( d_i \in \mathbb{N} \) with \( 1 < d_i \).

For each \( j \in [n] \), we refer to the paired realizations \( (X_1(\omega_j), X_2(\omega_j)) \) as a matched data point. Provided a covariance matrix \( C_i C_i^T \in \mathbb{R}^{k \times k} \) for each \( i \in \{1, 2\} \) for some fixed \( k \in \mathbb{N} \), we wish to use the matched data to approximately solve the constrained optimization problem

\[
\begin{align*}
\text{minimize} & \quad \mathbb{E}\|g_1(X_1) - g_2(X_2)\|_2^2, \\
\text{subject to} & \quad g_i : \mathbb{R}^{d_i} \to \mathbb{R}^k, \\
& \quad \mathbb{E}g_i(X_1) = 0, \\
& \quad \mathbb{E}\left[g_i(X_1)g_i(X_1)^T\right] = C_i C_i^T, \\
& \quad i \in \{1, 2\}.
\end{align*}
\]

The optimization problem (4) is our covariance-generalized version of the optimization problem (2.1) of [1] (in which \( C_i C_i^T = I_k \)); we seek to minimize the expected distance between the images under \( g_i \) of the random variables \( X_i \) within the common domain of dimension \( k \), while centering the resulting mappings \( g_i \) via (4c) and preserving a prescribed covariance structure via (4d). Figure 1 illustrates schematically the difference between the covariance constraints of MCA and CGMCA.
2.3 Approximation via available data

Restricting $g_i$ to be an affine linear transformation, the requirement (4b) is equivalent to the requirement that $g_i(x) = A_i x + b_i$ for some $A_i \in \mathbb{R}^{k \times d_i}$ and $b_i \in \mathbb{R}^k$. Denoting $\mu_i$ and $\Theta_i$ the mean and covariance, respectively, of $X_i$, the centering constraint (4c) then implies the condition $b_i = -A_i \mu_i$, so that

$$g_i(x) = A_i (x - \mu_i).$$

(5)

The covariance constraint (4d) then becomes the condition $A_i \Theta_i A_i^T = C_i C_i^T$, and the optimization problem (4) becomes the optimization problem

$$\begin{align*}
\text{minimize} & \quad \mathbb{E} \|A_1 (X_1 - \hat{\mu}_1) - A_2 (X_2 - \hat{\mu}_2)\|_2^2, \\
\text{subject to} & \quad A_i \in \mathbb{R}^{k \times d_i}, \\
& \quad A_i \Theta_i A_i^T = C_i C_i^T, \\
& \quad i \in \{1, 2\}.
\end{align*}$$

(6a, 6b, 6c)

Using the $n$ realizations of $X_1$ and $X_2$ to which we have access, we approximate the true means $\hat{\mu}_i$ and true covariances $\hat{\Theta}_i$ via the sample means $\mu_i$ and sample covariances $\Theta_i$:

$$\hat{\mu}_i \approx \mu_i \equiv \frac{1}{n} \sum_{j \in [n]} X_i(\omega_j) \in \mathbb{R}^{d_i},$$

(7a)

$$\hat{\Theta}_i \approx \Theta_i \equiv S_i S_i^T \in \mathbb{R}^{d_i \times d_i},$$

(7b)

where we define $S_i \in \mathbb{R}^{d_i \times n}$ to be the matrix whose $j^{th}$ column is the vector

$$(S_i)_j \equiv \frac{1}{\sqrt{n - 1}} (X_i(\omega_j) - \mu_i) \in \mathbb{R}^{d_i}.$$

(8)

Then the optimization problem (6) is approximated by the optimization problem

$$\begin{align*}
\text{minimize} & \quad \frac{n-1}{n} \sum_{j \in [n]} \|A_1 (S_1)_j - A_2 (S_2)_j\|_2^2, \\
\text{subject to} & \quad A_i \in \mathbb{R}^{k \times d_i}, \\
& \quad A_i \Theta_i A_i^T = C_i C_i^T, \\
& \quad i \in \{1, 2\}.
\end{align*}$$

(9a, 9b, 9c)

\(^1\)As compared to (2.3) of [1], we have swapped the notations $\mu_i \leftrightarrow \hat{\mu}_i.$
which is equivalent to the optimization problem

\[
\text{minimize} \quad \frac{n - 1}{n} \| A_1 S_1 - A_2 S_2 \|_F^2, \quad (10a)
\]

subject to

\[
A_i \in \mathbb{R}^{k \times d_i}, \quad (10b)
\]

\[
A_i \Theta_i A_i^T = C_i C_i^T, \quad i \in \{1, 2\}. \quad (10c)
\]

2.4 Change of variables

We make the change of variables

\[
A_i = U_i \Sigma_i C_i D_i \Sigma_i^{-1} U_i^T, \quad (11)
\]

where the semi-orthogonal matrix

\[
D_i^T \in \mathbb{O}_{r_i \times r_i^{\text{cov}}}(12)
\]

is unknown. With \( A_i \) defined as in (11), the covariance constraint (10c) is satisfied for each \( D_i \) satisfying (12). Here,

\[
r_i \equiv \text{rank}(S_i) = \text{rank}(\Theta_i) \quad (13a)
\]

and

\[
r_i^{\text{cov}} \equiv \text{rank}(C_i) = \text{rank}(C_i C_i^T) \leq k. \quad (13b)
\]

We find that the covariance constraint (10c) implies infeasibility unless

\[
r_i \geq r_i^{\text{cov}}; \quad (14)
\]

since \( \Theta_i \) is a sample covariance matrix, \( r_i \) always satisfies \( r_i \leq \min\{d_i, n - 1\} \).

2.5 Transformation to trace maximization problem

Using (11), we find that

\[
A_i S_i = U_i \Sigma_i C_i D_i V_i^T, \quad (15)
\]

so that the norm in the objective function (10a) becomes

\[
\| A_1 S_1 - A_2 S_2 \|_F = \text{tr} \left( (A_1 S_1)(A_1 S_1)^T \right) + \text{tr} \left( (A_2 S_2)(A_2 S_2)^T \right) - 2 \text{tr} \left( (A_1 S_1)(A_2 S_2)^T \right)
\]

\[
= \text{tr} \left( C_1 C_1^T + C_2 C_2^T \right) - 2 \text{tr} \left( U_i \Sigma_i C_i D_i V_i^T S_i V_i S_2 D_i^T \Sigma_i C_i U_i^T C_i \right). \quad (16a)
\]

The optimization problem (10) can then be solved by finding

\[
(D_1^{\text{opt}}, D_2^{\text{opt}}) \in \arg \max_{(D_1, D_2) \in F} \text{tr} \left( U_i \Sigma_i C_i D_i V_i^T S_i V_i S_2 D_i^T \Sigma_i C_i U_i^T C_i \right) \quad (17a)
\]

\[
= \arg \max_{(D_1, D_2) \in F} \text{tr} \left( D_2^T A^T D_1 B \right), \quad (17b)
\]

where

\[
A \equiv \Sigma_i C_i U_i^T C_i \Sigma_i \quad \text{and} \quad B \equiv V_i^T S_i V_i, \quad (17c)
\]

and where

\[
F \equiv \{(D_1, D_2) \mid D_i \text{ satisfies (12)}, i \in \{1, 2\}\} \quad (17d)
\]

is the set of doublets of feasible matrices.
2.6 A closed-form solution to the trace maximization problem

The trace of (17b) satisfies the bound [6]

\[
\text{tr} \left( D^T A^T D B \right) \leq \sum_{j \in [r_-]} \text{sing}_j(A) \text{sing}_j(B),
\]

where \( r_- \equiv \min\{\text{rank}(A), \text{rank}(B)\} \). This bound is achieved for

\[
(D_{\text{opt}1}, D_{\text{opt}2}) = \left( U_A \left( U_B \right)_{[r_1 \text{cov}]}^T, V_A \left( V_B \right)_{[r_2 \text{cov}]}^T \right),
\]

with \((\cdot)_{[\ell]}\) denoting the first \( \ell \) columns of a matrix; this solution is a semi-orthogonal extension of the solution provided in [5, p. 463].

2.7 Reduction of our optimal solution in the case of an identity matrix covariance constraint

For the special case \( C_i C_i^T = I_k \) for \( i \in \{1, 2\} \) investigated in [1], we find that \( A = I_k \) in (17c), so that our solution (19) reduces to

\[
(D_{\text{opt}1}, D_{\text{opt}2}) = \left( \left( U^{[k]}_B \right)^T, \left( V^{[k]}_B \right)^T \right),
\]

which is the solution provided in [1].

3 Main results

Here we state our main results.

3.1 CGMCA maps

Substituting the solution (19) into the definition (11) and using the approximation (7a) in the result (5), we find affine linear transformations approximately solving the original optimization problem (4) to be given by

\[
g_{i \text{GMCA}}(x) \equiv A_{i \text{GMCA}} x + b_{i \text{GMCA}},
\]

where

\[
A_{i \text{GMCA}} \equiv U_{C_i} \Sigma_{C_i} D_{i \text{opt}} \Sigma_{S_i}^{-1} U_{S_i}^T, \quad b_{i \text{GMCA}} \equiv -A_{i \text{GMCA}} \mu_i, \quad i \in \{1, 2\},
\]

and where \( A \) and \( B \) of the solutions \( \{D_{i \text{opt}}\} \) of (19) are defined as in (17c). The affine linear transformations \( \{g_{i \text{GMCA}}\} \) are the CGMCA maps.

3.2 CGMCA algorithm

In Algorithm 3.1, we provide a method to compute the CGMCA maps (21) from the data and prescribed covariance matrices.
Algorithm 3.1: Covariance-Generalized MCA.

**Inputs:** data \( \{X_i(\omega_j)\}_{j \in [n]} \) and prescribed covariance matrices \( C_i C_i^T \in \mathbb{R}^{k \times k} \) for \( i \in \{1, 2\} \)

1. Compute sample mean \( \mu_i \) (See (7a))
2. Compute scaled and centered data matrix \( S_i \) (See (8))
3. Compute thin SVD \( S_i = U_i S_i \Sigma_i S_i V_i^T = U_i \Sigma_i V_i^T \) (See (3a))
4. Compute thin SVD \( C_i C_i^T = U_i C_i \Sigma_i^2 U_i C_i^T \) (See (3a))
5. If \( r_i < r_i^{\text{cov}} \)
   - Return error (Problem infeasible; see (14))
6. Compute matrix \( \Sigma_{C_i} = (\Sigma_i^2) \) (1/2)
7. Compute matrices \( A_i^{\text{CGMCA}} = U_i \Sigma_{C_i} D_i^{\text{opt}} \Sigma_i^{-1} U_i^T \) (19)
8. Compute linear map \( A_i^{\text{CGMCA}} = U_i \Sigma_{C_i} D_i^{\text{opt}} \Sigma_i^{-1} U_i^T \) (21)
9. Compute translation \( b_i^{\text{CGMCA}} = -A_i^{\text{CGMCA}} \mu_i \) (21)

4 Numerical experiments

In these numerical experiments, we demonstrate the claim that CGMCA is capable of meaningfully encoding into its maps more information than MCA.

4.1 Data domains

Using the MNIST [7] data set, we define two data domains. The first is the set \( \{X_{\text{unmodified}}(\omega_j)\}_{j \in [N]} \) of unmodified MNIST digits, while the second is the set \( \{X_{\text{corrupted}}(\omega_j)\}_{j \in [N]} \) of MNIST digits corrupted with additive Gaussian noise with mean 0 and standard deviation 0.1. Here, for each \( j \), \( X_{\text{unmodified}}(\omega_j) \in \mathbb{R}^{784 \times 1} \) and \( X_{\text{corrupted}}(\omega_j) \in \mathbb{R}^{784 \times 1} \) are vectorized versions of the (28 × 28)-pixel MNIST images and their corrupted counterparts. An image from each of these domains is found in Figure 2. We also note that \( N = 60,000 \) is the total number of MNIST images.

![Figure 2: An example of an unmodified (left) and corrupted (right) “3”](image_url)
4.2 MCA and CGMCA map training

For each digit $d \in \{0, \ldots, 9\}$, define the set

$$\mathcal{X}^{(d)}_{\text{unmodified}} \equiv \{ X_{\text{unmodified}}(\omega_j) \mid \text{label}(X_{\text{unmodified}}(\omega_j)) = d \}$$

(22)

of unmodified MNIST images of the digit $d$, and define the set $\mathcal{X}^{(d)}_{\text{corrupted}}$ similarly. In each experiment, one particular digit $d$ is chosen, and the set

$$\text{inds}_d \equiv \{ j \in [N] \mid X_{\text{unmodified}}(\omega_j) \in \mathcal{X}^{(d)}_{\text{unmodified}} \} = \{ j \in [N] \mid X_{\text{corrupted}}(\omega_j) \in \mathcal{X}^{(d)}_{\text{corrupted}} \}$$

(23)

of indices of images of the digit $d$ is partitioned into a set $\text{inds}^{(d)}_{\text{train}}$ of training indices and a set $\text{inds}^{(d)}_{\text{test}}$ of test indices, with the training indices comprising $80\%$ of the indices in $\text{inds}_d$ and the test set comprising the remaining $20\%$. Define the set

$$\mathcal{X}^{(d)}_{\text{unmodified, train}} \equiv \{ X_{\text{unmodified}}(\omega_j) \mid j \in \text{inds}^{(d)}_{\text{train}} \} ,$$

with $\mathcal{X}^{(d)}_{\text{corrupted, train}}$ defined similarly. The data matrices whose columns are the elements of $\mathcal{X}^{(d)}_{\text{unmodified, train}}$ and whose elements are the columns of $\mathcal{X}^{(d)}_{\text{corrupted, train}}$ are the data matrices that serve as inputs to CGMCA in Algorithm 3.1. The number of matched data points for the application of MCA and CGMCA for the digit $d$, then, is $n_d \equiv |\text{inds}_d^{(d)}_{\text{train}}|$.

The covariance matrices for CGMCA (that is, the inputs for Algorithm 3.1) were chosen to be the best approximation of rank $t$ of the covariance of the unmodified training data matrix whose columns are the elements of the set $\mathcal{X}^{(d)}_{\text{unmodified, train}}$. Here, $t$ is a parameter to be chosen. For CGMCA, then, $k_{\text{CGMCA}} = 784$, while $(r_t^{\text{cor}})_{\text{CGMCA}} = t$. For MCA, however, $t = (r_t^{\text{cor}})_{\text{MCA}} \equiv k_{\text{MCA}}$. The covariance matrices for the two techniques, then, have different sizes (values of $k$) but identical ranks (values of $r_t^{\text{cor}}$). In Table 1, we show the values of $t$ chosen for each experiment.

This choice of covariance matrix for CGMCA reflects the goal of the testing procedure of Section 4.3. There, we wish to take as input a corrupted image $X_{\text{corrupted}}(\omega_j)$ for some $j$ and find its unmodified counterpart $X_{\text{unmodified}}(\omega_j)$; assigning – via CGMCA – the covariance in the common domain to be an approximation of the covariance of the unmodified images, then, allows an inversion process (chosen to be least squares in Section 4.3) to simply preserve the common-domain covariance. This is in contrast to MCA, where the identity covariance enforced in the common domain must be transformed by the inversion process into a more appropriate covariance (that of the unmodified data points). See Section 4.4 for additional comments.

The maps $g^{(CG)MCA}_{\text{unmodified}}$ and $g^{(CG)MCA}_{\text{corrupted}}$ of (21) are then trained on the data $\mathcal{X}^{(d)}_{\text{unmodified, train}}$ and $\mathcal{X}^{(d)}_{\text{corrupted, train}}$, respectively; these data serve as the inputs for Algorithm 3.1, while the resulting maps are the outputs computed by Algorithm 3.1.

4.3 Testing procedure

After the MCA and CGMCA maps are trained as in Section 4.2, we compare the performance of both techniques using the following testing procedure.

For each $j \in \text{inds}_d^{(d)}_{\text{test}}$, we find via least squares (using Matlab’s \texttt{lsql})

$$x_j^{(d)}_{\text{MCA}} \in \arg \min_{x \in \mathbb{R}^{784 \times 1}} \| g^{\text{MCA}}_{\text{unmodified}}(x) - g^{\text{MCA}}_{\text{corrupted}}(X_{\text{corrupted}}(\omega_j)) \|$$

(25a)

and

$$x_j^{(d)}_{\text{CGMCA}} \in \arg \min_{x \in \mathbb{R}^{784 \times 1}} \| g^{\text{CGMCA}}_{\text{unmodified}}(x) - g^{\text{CGMCA}}_{\text{corrupted}}(X_{\text{corrupted}}(\omega_j)) \| .$$

(25b)

Here, $x_j^{(d)}_{\text{MCA}}$ is our best guess, in the least-squares sense, at the unmodified image $X_{\text{unmodified}}(\omega_j)$ that maps as closely as possible under $g^{(CG)MCA}_{\text{unmodified}}$ to $g^{(CG)MCA}_{\text{corrupted}}(X_{\text{corrupted}}(\omega_j))$, the common-domain representation.
of $X_{\text{corrupted}}(\omega_j)$. The goal of this testing procedure, then, is to take as input a corrupted image $X_{\text{corrupted}}(\omega_j)$ for some $j$ and find its unmodified counterpart $X_{\text{unmodified}}(\omega_j)$. A schematic representation of this least-squares problem can be found in Figure 3.

![Figure 3: Schematic representation of the least-squares problem (25) solved for each $j \in \text{inds}_{\text{test}}^d$ for each digit $d$. Empty circles are unknown points. The known data point $X_{\text{corrupted}}(\omega_j)$ and unknown data point $X_{\text{unmodified}}(\omega_j)$ are mapped closely together in the common domain via the (CG)MCA maps $g_{\text{corrupted}}^{(CG)MCA}$ and $g_{\text{unmodified}}^{(CG)MCA}$, respectively. The least-squares procedure (thick arrow) serves as an approximate inversion of $g_{\text{unmodified}}^{(CG)MCA}$, recovering $x_{j,(CG)MCA}^{(d)}$, our best guess for $X_{\text{unmodified}}(\omega_j)$.](image)

We note that least squares is a natural choice of inversion process: the fundamental idea of (CG)MCA is to map points closely together in the common domain, so it is natural to select an inversion process based on minimizing distances between common-domain points.

As shown in Figure 4, the least-squares problem (25) produces digits that are discernible, but of low contrast. In order to create more recognizable visualizations of the least-squares solutions, we form filtered images $\hat{x}_{j,(CG)MCA}^{(d)}$ via Matlab’s built-in functions as

$$\hat{x}_{j,(CG)MCA}^{(d)} = \text{medfilt2}(\text{wiener2}(x_{j,(CG)MCA}^{(d)}, [3\ 3\ 3]))$$

and evaluate the closeness of each filtered image to the unmodified image $X_{\text{unmodified}}(\omega_j)$ via Matlab’s image similarity metric $\text{ssim}$ [8]. Here, $\text{wiener2}(\cdot, [3\ 3\ 3])$ is a de-noising filter over $3 \times 3$ neighborhoods [9], while $\text{medfilt2}$ is a contrast-enhancing median filter, also over $3 \times 3$ neighborhoods [10], each chosen empirically.

### 4.4 Results

Figure 4 shows images of the solutions $x_{j,\text{MCA}}^{(d)}$ and $x_{j,(CG)MCA}^{(d)}$ of the least-squares problem (25) for the same “3” shown in Figure 2. The “3” is visible in the CGMCA solution, but not in the MCA solution.

![Figure 4: The solutions $x_{j,\text{MCA}}^{(3)}$ (left) and $x_{j,(CG)MCA}^{(3)}$ (right) of the least-squares problem (25) for the same “3” as in Figure 2.](image)
Figure 5 shows the filtered images $\hat{x}_{j,\text{MCA}}^{(3)}$ and $\hat{x}_{j,\text{CGMCA}}^{(3)}$ of (26) for the same “3” as in Figures 2 and 4. After identical filtering, the MCA image shows no identifiable “3”, while the CGMCA image shows a recognizable “3”.

Figure 5: The filtered images $\hat{x}_{j,\text{MCA}}^{(3)}$ (left) and $\hat{x}_{j,\text{CGMCA}}^{(3)}$ (right) of (26) for the same “3” found in Figures 2 and 4.

For each digit $d$, Figure 6 shows an example element of $X_{\text{unmodified}}^{(d)}$ (first row) and of $X_{\text{corrupted}}^{(d)}$ (second row) and an example image of $\hat{x}_{j,\text{MCA}}^{(d)}$ (third row) and of $\hat{x}_{j,\text{CGMCA}}^{(d)}$ (fourth row); see definitions (22) and (26).

Figure 6: Unmodified (first row), corrupted (second row), filtered MCA (third row), and filtered CGMCA (fourth row) example images of each digit; see definitions (22) and (26).

These figures indicate that CGMCA is preserving covariance information that is destroyed by MCA. In the case of MCA, the inversion process – here, least squares – must transform data with an identity covariance (in the common domain) into data with a more appropriate covariance (that of the unmodified data). In the case of CGMCA, however, the inversion process can simply preserve the common-domain covariance information already enforced by the CGMCA maps.

For each digit $d$, Table 1 shows the value of $t$ (chosen empirically) and the average ssim score (higher is better) over each set $\text{inds}_{\text{test}}^{(d)}$ after filtering via (26) and scaling pixel values to be in $[0, 1]$. Here, the ssim values are evaluated by comparing the filtered images (26) to the true unmodified images $X_{\text{unmodified}}^{(d)}(\omega_j)$.

|        | 0     | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     |
|--------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| $t$    | 500   | 500   | 500   | 550   | 550   | 550   | 500   | 500   | 500   | 500   |
| mean ssim (MCA) | 0.0122 | 0.0037 | 0.0125 | 0.0095 | 0.0122 | 0.0113 | 0.0096 | 0.0088 | 0.0099 | 0.0077 |
| mean ssim (CGMCA) | 0.1556 | 0.0271 | 0.1293 | 0.1320 | 0.1118 | 0.1413 | 0.1252 | 0.1034 | 0.1055 | 0.0819 |

Table 1: ssim values (higher is better) over each digit’s entire test set $\text{inds}_{\text{test}}^{(d)}$.

From Table 1, we see that the images produced by CGMCA score much higher (usually by a factor of 10
or more) than those produced by MCA, indicating a higher degree of similarity to the true unmodified images.

5 Discussion

Our key theoretical results are the CGMCA maps (21) and their method of computation, as provided in Algorithm 3.1.

Our key numerical result is summarized in Figure 6, which demonstrates our claim that CGMCA’s maps are capable of meaningfully encoding variational information not able to be captured by the identity covariance constraint of CGMCA’s predecessor, MCA. Further evidence of this claim is provided in Table 1, which quantitatively compares entire test sets for each digit \(d\) under MCA and CGMCA and shows that CGMCA produces images more similar to the true images than those produced by MCA.

In contrast to the identity matrix covariance constraint \(C_iC_i^T \equiv I_k\) of [1], the generalized covariance constraint (4d) may be used to encode both

\[(E1)\] uncertainty information about the ability of the measurement process underlying some data domain to provide information about elements of that data domain, and

\[(E2)\] variational information about the elements of a data domain, especially when those elements are defined probabilistically.

While other encodings are possible, we expect the encodings \((E1)\) and \((E2)\) to have potential utility in any data fusion or transfer learning applications whose objects of study are statistical or probabilistic.

6 Conclusion

In order to encode additional statistical information in data fusion and transfer learning contexts, this paper introduced a generalized covariance constraint for MCA. The resulting covariance-generalized optimization problem was solved in closed form, and an algorithm for the computation of this solution was provided. This generalized technique is called CGMCA, and was demonstrated via numerical experiments to be capable of encoding meaningful variational information not able to be captured by the identity covariance constraint of CGMCA’s predecessor, MCA.

We note that the CGMCA technique has the potential to be useful in any data fusion or transfer learning application in which encodings afforded by the generalized covariance constraint (4d) – such as \((E1)\) and \((E2)\) of Section 5 – are desired.

For an example of the application of this paper’s theory to the challenge of characterizing microtexture regions in titanium, see [11].
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