Thermodynamics of noninteracting bosonic gases in cubic optical lattices versus ideal homogeneous Bose gases
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Abstract

We have studied thermodynamic properties of noninteracting gases in periodic lattice potential at arbitrary integer fillings and compared them with that of ideal homogeneous gases. Deriving explicit expressions for thermodynamic quantities and performing exact numerical calculations we have found that the dependence of e.g. entropy and energy on the temperature in the normal phase is rather weak especially at large filling factors. In the Bose condensed phase their power dependence on the reduced temperature is nearly linear, which is in contrast to that of ideal homogeneous gases. We evaluated the discontinuity in the slope of the specific heat which turned out to be approximately the same as that of the ideal homogeneous Bose gas for filling factor $\nu = 1$. With increasing $\nu$ it decreases as the inverse of $\nu$. These results may serve as a checkpoint for various experiments on optical lattices as well as theoretical studies of weakly interacting Bose systems in periodic potentials being a starting point for perturbative calculations.
I. INTRODUCTION

Inter-particle interactions play a crucial role in fundamental physics. It is well known that, coupling constants of interactions between elementary particles are set and fixed by nature whereas that of atoms, especially in ultracold gases, can be varied in a large scale by using Feshbach resonances [1]. This gives an opportunity to change even the sign of the s-wave scattering length, $a_s$, or to create a system of an ultracold Bose gas with extremely weak interaction. A good example is $^{39}$K. Recently [2] the non-interacting Bose - Einstein condensate (BEC) has been created by sympathically cooling a cloud of interacting $^{39}$K atoms in an optical trap, and then $a_s$ is tuned almost to zero by means of Feshbach resonance, in order to study effects of disorder. In general, experimental and theoretical studies of ideal quantum gases can shed new light on the interdisciplinary phenomenon of Anderson localization [3] and a matter-wave interferometry [4], opening new directions towards Heisenberg-limited interferometry [5]. So, study of noninteracting Bose gases in optical traps [6] or in optical lattices [7] has not only academic interest but also a practical one. In present work we study thermodynamics of noninteracting bosonic gases in cubic optical lattices both in the BEC and normal phases.

Ultracold bosonic atoms in optical lattices have sparked investigations of strongly correlated many-body quantum phases with ultracold atoms [8] that are now at the forefront of current researches. They may be used as quantum emulations of more complex condensed matter system. Experimentally they are created by superimposing two counter-propagating laser beams of the same wavelength and frequency that act as an periodic potential. In the simplest case, when the depth is constant and isotropic the potential can be represented as follows:

$$V_L(r) = V_0 \sum_{\alpha=1}^{d} \sin^2(k_0^\alpha r_{\alpha}),$$

(1)

where the wave vector $k_0 \equiv \{k_0^\alpha\}$ is related to the laser wavelength $\lambda_\alpha$ as $k_0^\alpha = 2\pi/\lambda_\alpha$, and $d$ is the space dimension of a cubic lattice, $d = 1, 2, 3$.

It is well known that, an ideal homogeneous Bose (IHB) gas of noninteracting atoms consists of free atoms with the plane wave $\exp(ikr)$, and with the energy dispersion relation $\epsilon_k = k^2/2m$. The creation of an optical lattice may be considered as a procedure of loading preliminarily magnetically trapped ultracold Bose atoms into a well tuned laser field, whose influence on the atoms, being in fact the Stark effect, is simulated via periodic potential
Now the dispersion is no longer quadratic with the momentum, but develops gaps at specific locations determined by the lattice structure. This energy can be specified by a band index and a quasimomentum, taking on values within the first Brillouin zone only. As to the wave function it can be written as a Bloch function \( \chi_{nk}(r) = \sum_i \exp(i k r) \omega_n(r - r_i) \) in the Wannier representation. In the limit \( V_0 \gg E_R \), where \( E_R \) is the recoil energy, each well of the periodic potential supports a number of vibrational levels, separated by an energy \( \omega_0 \gg E_R \). At low temperatures, atoms are restricted to the vibrational level at each site. Their kinetic energy is then frozen, except for the small tunneling amplitude to neighboring sites. The associated single particle eigenstates in the lowest band are Bloch waves with quasimomentum \( k \) and energy

\[
\epsilon_0(k) = \frac{3}{2} \omega_0 - 2J[\cos(k_x a) + \cos(k_y a) + \cos(k_z a)] + \ldots
\]  

(2)

where \( \omega_0 \) is the energy of local oscillations in the well \[9\]. This is one of the main differences between IHB gas and noninteracting Bose gas in optical lattices, which is no longer homogeneous either. The bandwidth parameter \( J > 0 \) is the gain in the kinetic energy due to the nearest neighbor tunneling, which can be approximated for \( d = 3 \) as

\[
J \approx \frac{4}{\sqrt{\pi}} E_R \exp \left[ -2 \sqrt{\frac{V_0}{E_R}} \right] \left[ \frac{V_0}{E_R} \right]^{3/4}
\]  

(3)

where \( E_R = k_0^2/2m \), \( k_0 = |k_0| \) is the laser wave vector modulus, \( k_0 = \pi/a \), \( a \) is the lattice spacing.

By the assumption that the only lowest band is taken into account, an optical lattice without harmonic trap can be described by the Bose-Hubbard model \[10\],

\[
\hat{H} = -J \sum_{\langle i,j \rangle} (\hat{b}_i^+ \hat{b}_j + h.c) + \frac{U}{2} \sum_j \hat{n}_j (\hat{n}_j - 1),
\]  

(4)

where \( \hat{b}_i^+ \) and \( \hat{b}_i \) are the bosonic creation and annihilation operators on the site \( i \); the sum over \( \langle i,j \rangle \) includes only pairs of nearest neighbors; \( J \) is the hopping amplitude, which is responsible for the tunneling of an atom from one site to another neighboring site; \( U \) is the on site repulsion energy, \( \hat{n}_j \) is the number operator and \( N_s \) the number of sites. Depending on the ratio \( \kappa = U/J \), the filling factor \( \nu \) and the temperature \( T \), the system may be in superfluid, Mott insulator or in normal (\( N \)) phases. Note that, strictly speaking the Mott insulator phase may be reached only for \( T = 0 \) and commensurate, i.e. integer filling factors \[11\], \( \nu = N/N_s \), where \( N \) total number of atoms. The filling factor is related to the average
atomic density, $\rho = N/V$ as $\nu = \rho a^d$, where $V$ - volume of the system occupied with the atoms.

We shall study the system with an extremely weak interaction described by the Hamiltonian $H$ in the limit $\kappa \to 0$, taking into account only the lowest band with the dispersion $\omega = \sqrt{k^2 + \kappa^2}$. Since an ideal gas with the quadratic spectrum at small momentum, i.e. $\epsilon(k) = ck^2 + O(k^3)$ can not exhibit superfluidity [12], our discussions will concern the phase transition from BEC phase into a normal phase.

On the other hand properties of 3d a homogeneous Bose gas of noninteracting atoms are well known and outlined in textbooks [12, 13]. Particularly, following facts are well established:

- At sufficiently low temperatures they exhibit a phase transition from normal to Bose Einstein state with the critical temperature
  
  $$\tilde{T}_c^0 = \frac{2\pi}{m} \left[ \frac{\tilde{\rho}}{g_{3/2}(1)} \right]^{2/3}$$

  where $g_{\sigma}(z) = 1/\Gamma(\sigma) \int_0^\infty x^{(\sigma - 1)} dx/(\exp(x)z^{-1} - 1)$ is a Bose function, $m$ is the atomic mass. Here and below we denote by tilde the quantities characterizing the IHBB gases and use the units $\hbar = 1, k_B = 1$. At the critical temperature such quantities as the energy $\tilde{E}(T)$, entropy $\tilde{S}(T)$ and the specific heat, $\tilde{C}_v = (\partial \tilde{E}/\partial T)_v$ are continuous, while the derivative of $\tilde{C}_v$ with respect to the temperature $\partial \tilde{C}_v/\partial T$ has a discontinuity given by

  $$\tilde{\Delta} = \frac{\tilde{T}_c^0}{N} \left[ \left( \frac{\partial \tilde{C}_v}{\partial T} \right)_{\tilde{T}_c^0} - \left( \frac{\partial \tilde{C}_v}{\partial T} \right)_{\tilde{T}_c^0} \right] = 3.66$$

  where $N$ is the total number of particles.

- The critical temperature, $\tilde{T}_c^0$, divides the scale of temperature into two different regimes: BEC and normal. In the BEC phase, $T \leq \tilde{T}_c^0$ when the chemical potential of the gas is zero i.e. $\mu = 0$, the energy and the specific heat behave as $\tilde{E}/N \sim (T/\tilde{T}_c^0)^{5/2}$, $\tilde{C}_v/N \sim (T/\tilde{T}_c^0)^{3/2}$ which can be shown analytically [13].

- The thermodynamic quantities exhibit a scale invariance, which means that they depend explicitly on the reduced temperature $t = T/\tilde{T}_c$, but not on the density. One may find in the literature good approximations for e.g. $\tilde{E}(t)$ or $\tilde{C}_v(t)$ [14]. Moreover, there is a simple scale relation between the internal energy and the pressure $\tilde{P}$:

  $$\tilde{E}(t) = \frac{d}{2} \tilde{P}(t)V$$


which holds for IHB gas exactly both in the BEC and normal phases \[15\].

Now one may assume that IHB gas is loaded into an optical lattice. Mathematically this means that a periodic potential is implemented as an external potential given by Eq. (1). Clearly, the presence of this potential will change the energy dispersion and makes a boundary for the quasimomentum \(k\). So, the bare dispersion is no longer quadratic \(\epsilon_k = k^2/2m\) with \(k = 0 \div \infty\) and the quasimomentum integration is taken only within the first Brillouin zone, \(k_{\alpha} \in \left[-\frac{\pi}{a}, \frac{\pi}{a}\right]\). Then, how the properties of noninteracting Bose gas, in particularly, listed above, will be changed due to the periodic potential? In present work we shall make an attempt to answer these questions and make the parallel between the thermodynamic properties IHB and optically confined gases. The results will be useful in studying optical lattices with a weak interaction and may serve as a check point for further theoretical studies.

Note that, there is one more system of Bose particles whose thermodynamic properties at finite temperature are similar to that of the gas in an optical lattice. These are specific excitations in quantum antiferromagnets, namely, triplons, with a non quadratic dispersion \[16\] for which the momentum integration is also taken in the Brillouin zone \[17\] to study their possible Bose - Einstein condensation.

This paper is organized as follows. In Sec. II we derive main equations for thermodynamic quantities of ideal optical lattices which will serve as a working formulas in the next sections. In Sec. III we discuss the power dependence of condensate fraction on the reduced temperature. In Secs. IV and V the \(T\) and \(\nu\) dependence of the entropy and energy will be studied. We study the heat capacity and its derivative in Sec. VI. The Sec. VII will discuss the stability properties. Our conclusions are brought in the last VIII section. In Appendix A and B we present useful formulas for IHB gases and ideal optical lattices respectively.

\section*{II. THERMODYNAMIC QUANTITIES: GENERAL RELATIONS}

The thermodynamic potential of the noninteracting Bose gas in an optical lattice is given by \[18, 19\]

\[\Omega = T \sum_q \ln \left[1 - z e^{-\beta \epsilon(q)}\right]\]  

(8)
where $\beta = 1/T$, $\varepsilon(q) = 2J \sum_{\alpha=1}^{3} (1 - \cos \pi q_{\alpha})$ - bare dispersion, $z = \exp(\beta \mu)$ - fugacity, and $\sum_{q} f(q) = N_{s} \int_{0}^{1} dq_{1} dq_{2} dq_{3} f(q)$. Note that in (8) the chemical potential $\mu$ includes the term $6J$, which is not written here explicitly.

From (8) one may find all needed thermodynamic quantities, namely

- **Number of particles**:
  \[
  N = - \left( \frac{\partial \Omega}{\partial \mu} \right)_{T} = \sum_{q} \frac{1}{z^{-1} \exp(\beta \varepsilon(q)) - 1} \tag{9}
  \]

- **Entropy**:
  \[
  S = - \left( \frac{\partial \Omega}{\partial T} \right)_{\mu} = -\beta \left[ \Omega + \sum_{q} \frac{(\mu - \varepsilon(q))}{z^{-1} \exp(\beta \varepsilon(q)) - 1} \right] \tag{10}
  \]

- **Energy**:
  \[
  E = TS + N \mu + \Omega = \sum_{q} \frac{\varepsilon(q)}{z^{-1} \exp(\beta \varepsilon(q)) - 1} \tag{11}
  \]

- **Pressure**:
  \[
  P = -\frac{\Omega}{V} = -\frac{\Omega}{a^{d} N_{s}} \tag{12}
  \]

- **Fugacity**. Actually in the BEC phase $z(T \leq T_{c}^{0}) = 1$. In the normal phase the function $z(T)$ may be found by solving (9) with respect to $z$ for given temperature $T$ and filling factor. To calculate the specific heat one needs also $z' = (\partial z/\partial T)_{\mu}$. To obtain an explicit expression for $z'$, we differentiate both sides of (9) for a fixed $N$ and solve the equation $dN/dT = 0$ with respect to $z'$. The result is:
  \[
  z' = -\frac{z R_{112}(z, T)}{T R_{012}(z, T)} \tag{13}
  \]

where we introduced following integrals
\[
R_{ijk}(z, T) = \frac{1}{N_{s}} \sum_{q} \frac{(\beta \varepsilon(q))^{i} e^{j \beta \varepsilon(q)}}{[\exp(\beta \varepsilon(q)) z^{-1} - 1]^{k}} \equiv \int_{0}^{1} dq_{1} dq_{2} dq_{3} \frac{x^{i} e^{j x}}{[e^{x} z^{-1} - 1]^{k}}, \tag{14}
\]

$x = \beta \varepsilon(q)$

Below we omit $T$ dependence of this function for simplicity, setting $R_{ijk}(z) \equiv R_{ijk}(z, T)$. Note that in the case of IHB gases the analogous integrals may be rewritten more compactly in terms of Bose functions $g_{\sigma}(z)$ due to the recurrent relations (A.3).
• **Heat capacity**, \( C_v = (\partial E/\partial T)_V \). Differentiating (11) and using (13), (14) one obtains

\[
C_v/N_s = \begin{cases} 
  R_{212}(1) & (T \leq T_c^0) \\
  R_{212}(z)R_{012}(z) - R_{112}^2(z) \\
  zR_{012}(z) & (T > T_c^0)
\end{cases}
\]

Note that, the heat capacity per particle \( C_v/N \) may be evaluated by dividing these expressions to \( \nu \), i.e. \( C_v/N = [C_v/N_s]/\nu \).

• **The derivative of the specific heat**: \( (\partial C_v/\partial T) \). From (15) one may obtain

\[
T \frac{N_s}{N_s} \left( \frac{\partial C_v}{\partial T} \right)_{T \leq T_c^0} = 2R_{323}(1) - 2R_{212}(1) - R_{312}(1)
\]

in the BEC phase and a rather long expression

\[
T \frac{N_s}{N_s} \left( \frac{\partial C_v}{\partial T} \right)_{T > T_c^0} = 2R_{323}(z) - 2zR_{212}(z) - zR_{312}(z) + \frac{R_{112}(z)[2zR_{112}(z) + 3zR_{212}(z) - 6R_{223}(z)]}{R_{012}(z)} - \frac{2R_{112}^2(z)[zR_{112}(z) - 3R_{123}(z)]}{R_{012}^2(z)} - 2R_{112}^3(z) \left[ \frac{R_{023}(z)}{R_{012}^3(z)} \right]
\]

in the normal phase where we used Eqs. (13) and (14).

### III. THE CRITICAL TEMPERATURE AND THE CONDENSED FRACTION

For a noninteracting gas the phase transition BEC \( \rightarrow N \) occurs when \( \mu \rightarrow 0 \), so that the critical temperature \( T_c^0 \) is determined by the following equation with a given filling factor \( \nu_c \):

\[
\nu_c = \int_0^1 dq_1 dq_2 dq_3 \frac{1}{e^{\epsilon(q)/T_c^0} - 1}
\]

which directly follows from Eq. (9). The similar equation for IHB gas can be solved analytically giving \( T_c^0 \sim \rho^{2/3} \) power dependence as it was outlined above. However, for an ideal optical lattice the Eq.(18) can not be solved analytically, so an explicit dependence of \( T_c^0(\nu) \) on the filling factor, which plays the role of density, \( \nu = \alpha^3 \rho \) may be found by studying numerical solutions of (18). We have recently shown [21] that the function \( T_c^0(\nu) \) may be approximated as

\[
T_c^0(\nu) = 3.96J\nu e^{0.37/\nu}
\]
Particularly, $T^0_c(\nu)$ has a linear dependence on $\nu$ at large filling factors ($\nu \geq 5$) as it is seen from Fig.1. This figure illustrates also the fact that the critical temperature of an ideal gas is strongly modified by the influence of the periodic potential, especially at large filling factors. Note that a magnetic trap with harmonic potential $U(r) = \frac{m(\omega_x^2 x^2 + \omega_y^2 y^2 + \omega_z^2 z^2)}{2}$ also modifies the power dependence of critical temperature as $T^0_c(\text{mag.trap}) = 0.94\omega_0 N^{1/3}$ (20) where $\omega_0 = (\omega_x \omega_y \omega_z)^{1/3}$ is the geometric average of trap frequencies.

The condensed fraction $n_0 = N_0/N$, where $N_0$ is the number of condensed particles, may be defined as

$$n_0 = 1 - n_1$$

where

$$n_1 = \frac{1}{\nu N_s} \sum_q \frac{1}{e^{\beta \epsilon(q)} - 1} = \frac{1}{\nu} \int_0^1 dq_1 dq_2 dq_3 \frac{1}{e^{\beta \epsilon(q)} - 1}$$

The function $n_0(t, \nu)$, for various values of $\nu$ and the reduced temperature $t = T/T^0_c$ is presented in Fig.2. It is seen from Fig.2 that at $\nu = 1$ the temperature dependence the condensed fraction in both cases is almost the same:

$$n_0(t, \nu) \bigg|_{\nu=1} \sim \tilde{n}_0(t) = 1 - t^{3/2}$$

However, with the increasing of the filling factor, say, ($\nu \geq 5$), $n_0(t, \nu)$ approaches to a linear function of temperature i.e.

$$n_0(t, \nu \geq 5) \sim 1 - t.$$ (24)

IV. SOME SCALING PROPERTIES

In general, in the thermodynamic limit, ($N \to \infty$, $V \to \infty$, $\rho = N/V \neq \infty$) any thermodynamic quantity of IHB gas in the equilibrium is a function of two independent variables, the temperature and the density, i.e., $W = W(T, \rho)$.

It is easy to prove following statement: Let $W(T, \rho)$ of a nonrelativistic IHB gas has a dimensionality as $[W] = (\text{Energy})^n (\text{space})^3$. Then $W(T, \rho)$ may be represented as

$$W(T, \rho) = (T^0_c)^{n} \rho^{-l} W'(t)$$

(25)
FIG. 1: (Color online) The condensation temperature in units $J$ as a function of the filling factor calculated from Eq. (19) (thin solid line). The symbols correspond to the exact solutions of Eq. (18). The thick solid line corresponds to the critical temperature of IHB gas with an effective mass $m = 1/2Ja^2$ and density $\rho = \nu/a^3$ exhibiting a power law $\nu^{2/3}$.

where $W'(t)$ is the function of only reduced temperature, regardless of the particle mass $m$.

Proof. Since the most of quantities may be derived from the thermodynamic potential, it is enough to prove this statement for $\Omega(T, \rho)$:

$$\Omega = VT \int \frac{dk}{(2\pi)^3} \ln \left[ 1 - ze^{-\epsilon(k)/T} \right]$$  \hspace{1cm} (26)

where $\epsilon(k) = k^2/2m$. Making following substitution in the integral

$$k = \sqrt{2T_0}\epsilon mx, \quad x = 0..\infty$$  \hspace{1cm} (27)

and integrating by parts one obtains:

$$\Omega = -\frac{4TN}{3\tilde{\rho}\lambda_T^3\sqrt{\pi}} \int_0^\infty \frac{x^{3/2}dx}{e^{x\tilde{z}}-1} = -\frac{NTg_{5/2}(\tilde{z})}{\tilde{\rho}\lambda_T^4}$$  \hspace{1cm} (28)

where $\lambda_T = \sqrt{2\pi/mT}$ is the thermal wavelength, and $\tilde{z}$ is the fugacity. On the other hand inverting Eq. (5) gives

$$\tilde{\rho}\lambda_T^3 = \zeta(3/2)t^{-3/2}$$  \hspace{1cm} (29)
FIG. 2: (Color online) The condensed fraction $n_0$ vs reduced temperature $t = T/T^0_c$, as an exact solution of Eqs. (21) and (22) for different values of $\nu$. The thick solid line corresponds to the ideal homogeneous Bose gas given by (23).

where $\zeta(x)$ is the Riemann function. Now inserting (29) into (28) we obtain

$$\Omega = -\frac{NT^0_c t^{5/2}g_{5/2}(\tilde{z})}{\zeta(3/2)}$$

That is the dimensionless thermodynamic potential per particle $\Omega/NT^0_c$ may presented as a function only of $t$:

$$\frac{\Omega'(t)}{N} = -\frac{t^{5/2}g_{5/2}(\tilde{z})}{\zeta(3/2)}$$

At the first glance it seems that, the remaining explicit $\tilde{\rho}$ or $m$ dependence may come from $\tilde{z}$. However, it can be shown that $\tilde{z}$ satisfies the above statement by itself: $\tilde{z}(T, \rho) = \tilde{z}(t)$. In fact, the equation

$$\tilde{\rho} = \int \frac{d\mathbf{k}}{(2\pi)^3} \frac{1}{\tilde{z}^{-1}e^{\tilde{z}e(\mathbf{k})/T} - 1}$$

which defines $\tilde{z}$, may be, clearly, rewritten as

$$\tilde{\rho} \lambda T^3 = g_{3/2}(\tilde{z})$$

Now from Eqs. (29) and (33) we get

$$g_{3/2}(\tilde{z}) = \zeta(3/2)t^{-3/2}$$
Thus $\tilde{z}(T, \rho) = \tilde{z}(t)$, and hence the density dependence of e.g. $\Omega'$ is involved only via the reduced temperature as $t \sim T/\tilde{\rho}^{2/3}$.

FIG. 3: (Color online) This relation between the internal energy and the thermodynamic potential, $|\Omega|$, equals exactly to unity for ideal homogeneous Bose gas, as presented by the thick solid line (see Eq.s (A.6) and (A.10)).

Note that in the above discussions we didn’t lose the number of free parameters. Actually, there are two independent variables: on the LHS of (25) they are $T$ and $\tilde{\rho}$, while on the RHS $T$ and $T_c^0$.

Similarly, it can be easily shown that

$$\frac{\tilde{E}'(t)}{N} = \frac{3t^{5/2}g_{5/2}(\tilde{z})}{2\zeta(3/2)}$$

$$\frac{\tilde{S}'(t)}{N} = \frac{5t^{3/2}g_{5/2}(\tilde{z})}{2\zeta(3/2)}$$

$$\tilde{P}'(t) = \frac{t^{5/2}g_{5/2}(\tilde{z})}{\zeta(3/2)}$$

(35)

where $\tilde{P}(t)' = \tilde{P}/T_c^0\rho$ (see Appendix A).
The natural question arises, if a thermodynamic quantity of an ideal optical lattice satisfies the scale relation given in (25), where the role of the density plays the filling factor \( \nu = \rho a^3 \)? To answer this question we consider the BEC and the normal phases separately.

In the BEC phase the thermodynamic potential per site is given by

\[
\Omega(T \leq T_c^0)/N_s = Ta^3 \int_{-\pi/a}^{\pi/a} \frac{dk_1 dk_2 dk_3}{(2\pi)^3} \ln \left[ 1 - ze^{-\varepsilon(k)/T} \right]_{z=1}
\]  

where \( \varepsilon(k) = 2J \sum_{\alpha=1}^{3} (1 - \cos(k_\alpha a)) \). The Eq. (36) displays that in this phase \( \Omega(T)/N_s \) absolutely does not dependent on \( \nu \). So, it can be represented as a function of the reduced temperature \( t \) as: \( \Omega(T \leq T_c^0)/N_s = \Omega(tT_c^0)/N_s \) and hence the thermodynamic potential per particle behaves as \( \Omega(T)/N \sim 1/\nu \), due to the relation \( \nu N_s = N \).

In the normal phase an explicit \( \nu \) dependence of all thermodynamic quantities comes from the function \( z(t, \nu) \). To illustrate the fact that in contrast to the fugacity of IHB gas, the fugacity of a noninteracting gas in the periodic potential dependence not only on \( t \) but also on \( \nu \) we will use a simple Debye approximation (see Appendix B). So, on the one hand

\[
\nu = a^3 \int_{-\pi/a}^{\pi/a} \frac{dk_1 dk_2 dk_3}{(2\pi)^3} \frac{1}{z^{-1} e^{\varepsilon(k)/T} - 1} \simeq a^3 \int_0^{k_D} \frac{k^2 dk}{2\pi^2} \frac{1}{z^{-1} e^{\varepsilon_k/T} - 1}
\]

where \( \varepsilon_k = k^2/2m \), \( m = 1/2Ja^2 \), \( k_D = (6\pi^2)^{1/3}/a \). On the other hand \( T_c^0 \) corresponding to this fixed \( \nu \) is defined by

\[
\nu \simeq a^3 \int_0^{k_D} \frac{k^2 dk}{2\pi^2} \frac{1}{e^{\varepsilon_k/T_0(\nu)} - 1}
\]

Now equating the last two equations to each other and making following substitution

\[
k = \sqrt{2mA T_c^0}, \quad x = 0..x_D, \quad x_D = \frac{6^{2/3} \pi^{4/3}}{2a^2 m T_c^0(\nu)}
\]

one obtains following equation with respect to \( z \)

\[
\int_0^{x_D} \sqrt{x} dx \left[ \frac{1}{z^{-1} e^{x/T} - 1} - \frac{1}{e^{x} - 1} \right] = 0
\]

Although the integrand in Eq. (40) depends only on \( t \) the upper boundary of the integral explicitly depends on \( \nu \) e.g. through Eq. (19) as \( T_c^0 \approx 4\nu J \) and as a result \( z \) acquires an explicit, nonlinear \( \nu \) dependence.

Thus we may conclude that a thermodynamic quantity describing an ideal optical lattice may be presented as the only function of \( T \) in the BEC phase, while in the normal phase, its density dependence cannot be simply extracted as it was done for IHB gas in Eq. (25).
In the content of the scaling, there is a simple scale relation between the internal energy and the pressure $\tilde{P}$:

$$\tilde{E}(t) = \frac{d}{2} \tilde{P}(t)V$$

which holds for IHB gas exactly. In textbooks it is usually derived by the integration by parts of the free energy, $\tilde{\Omega} = -\tilde{P}V$. On the other hand, it can be shown that this relation is a consequence of the scale invariance of the Hamiltonian with respect to the dilation of coordinates such as $r \rightarrow \lambda r$.

To discuss the scaling relation $E = 3PV/2$ we plot in Fig.3 dimensionless quantity $3PV/2E$ which equals exactly to unity for IHB gases. It is seen from Fig.3 that the presence of the external potential leads to a strong breaking of this relation disregarding $\nu$ and $t$. 
FIG. 4: (Color online) The energy per site in units $J$, (a), the entropy per site (b), the fugacity (c) and the absolute value of the thermodynamic potential per site in units $J$, (d) of noninteracting gases in optical gases for different filling factors $\nu$ vs the absolute scale of the temperature $T/J$.

The branch points correspond to the following critical temperatures: $T_c^0(1) = 5.5911J$, $T_c^0(5) = 21.6714J$ and $T_c^0(10) = 41.5J$. 
V. $T$ AND $\nu$ DEPENDENCE OF THERMODYNAMIC QUANTITIES

To discuss the general tendency of a thermodynamic quantity of an ideal optical lattice as a function of temperature and filling factor we present in Figs. 4 the energy (4a), entropy (4b), fugacity (4c) and the absolute value of thermodynamic potential per site in units $J$ (4d) on the scale of the dimensionless absolute temperature for various $\nu$. The branch points correspond to the following critical temperatures: $T_0^c(1) = 5.5911J$, $T_0^c(5) = 21.6714J$ and $T_0^c(10) = 41.5J$ which separate the BEC and the normal phases. Below we consider these two phases separately.

a) The BEC phase. In this phase these quantities does not depend on $\nu$ as it was shown in the previous section. It is seen from Figs. 4 that for $T \leq T_0^c$ the power dependence of $E(T)$, $S(T)$ and $P(T)$ on temperature is nearly linear e.g. $E(T) \sim T$. This is similar to the classical gas, as it is illustrated in Fig. 4(a) and in contrast to the case of IHB gas where for instance $S/N \sim T^{3/2}$ (see Appendix A).

b) The normal phase. The difference between the thermodynamic quantities of noninteracting particles in periodic potential and that of IHB gas is rather large for $T > T_0^c$. As it is seen from Figs. 4 (a) and (b) when the temperature reaches its critical value, $T_0^c(\nu)$, the energy and the entropy become quite insensitive to temperature, especially at large filling factors $\nu \geq 5$. Mathematically this tendency may be explained as follows. With the increasing of temperature the exponential function in Eq. (11) fast decreases. On the other hand as it is clearly seen from Fig. 4(c) the factor $z^{-1}$ in this equation also increases exponentially (see Footnote 3). As a result the whole product $\exp(\varepsilon(q)/T)/z(T)$ in Eq. (11) goes to a constant value at large $T$ and $\nu$ as it is displayed in Fig.5(d). For the similar reason the absolute value of the dimensionless thermodynamic potential per site, $|\Omega|/JN_s$ plotted in Fig.4(d) increases with the increasing of the temperature, as it is clear from the Eq. (3). Note also that, the pressure (Fig. 4(d)) and module of the chemical potential $|\mu|$ fast increases (Fig. 5(c)) with the increasing of temperature and the density as expected from general physical principles.

To give a further illustration of the contrast between IHB gas and the one in the periodic potential in the normal phase we present in Figs. 5 the energies (a) as well as entropies (b) of both systems on the scale of the reduced temperature. As it is seen from the figures, with the increasing the temperature , for instance, the energy of the IHB gas continues to
increase, while that of the ideal optical lattice remains nearly constant. For small filling factors $S(t, \nu)/N$ is almost linear in the temperature. As for the $\nu$ dependence of this function, the entropy decreases as $1/\nu$ with increasing $\nu$. A similar behavior of $S(t, \nu)/N$ was found in Ref. [23] where the authors studied entropy-temperature curves in a large scale of temperature for $\nu \leq 4$. 
FIG. 5: (Color online) The energy in units $T_c^0$ (a), entropy (b) per particle and the absolute value of the chemical potential in units $J$ (c) for different values of $\nu$. In the evaluating of the quantity $z^{-1}\exp(<\varepsilon(q)/T>)$ presented in (d) we set $<\varepsilon(q) = 1>$. The thick solid lines in (a) and (b) correspond to the ideal homogeneous Bose gas given by $\textbf{(A.9)}$ and $\textbf{(A.10)}$. 
VI. THE SPECIFIC HEAT AND THE JUMP IN $\partial C_v/\partial T$

The specific heat per site $C_v/N_s$ and per particle $C_v/N$ calculated from Eqs. (15) are presented in Figs. 6 (a) and (b) respectively. It is seen that $C_v(\nu, t)/N_s$ reaches unity at rather small values of $t$, say, $t \leq 0.2$ for $\nu \geq 5$ in the BEC phase. In the normal phase the same quantity fast decreases with increasing the temperature that again confirms a weak dependence of the energy on $t$, especially at high temperatures. Moreover at such temperatures the dependence of the function $C_v(\nu, t)/N_s$ on $\nu$ nearly vanishes (see Fig. 6(a)) and it mostly becomes a function of only $t$, similarly to the specific heat of IHB gas. Therefore $\lambda$-shaped $C_v/N$, i.e. the specific heat per particle, decreases as $C_v(\nu, t)/N \sim 1/\nu$ with the increasing $\nu$ and fades out at large $t$, namely at $t \geq 2.3$ in contrast to IHB gas, as it is seen from Fig. 6(b).

It is well known that the most of thermodynamic quantities are continuous at the critical temperature for IHB gas. This remains true for optical lattices also, as it is seen from figures Figs.3-Figs.6. However there is a discontinuity in the slope of the specific heat, $\partial C_v/\partial T$, even for the case of ideal homogeneous gas given by equation (6).

![Diagram](image-url)

**FIG. 6:** (Color online) The specific heat per site (a), evaluated from Eq. (15), and per particle (b) for different values of $\nu$. The thick solid line in (b) corresponds to the ideal homogeneous Bose gas given by (A.11).
The similar quantities, namely, $\partial C_v / \partial T$ per site and per particle for noninteracting Bose gases in optical lattices are presented in figures Fig.7(a) and Fig.7(b) respectively. It is seen that the derivative is discontinuous in this case also. Below we will show how this jump can be evaluated. First we note that the jump in IHB gas presented in Eqs. (6) and (A.14) as

$$\Delta = \frac{9g_{3/2}(1)}{4g_{1/2}(1)} + \frac{27g_{3/2}^2(1)g_{-1/2}(1)}{8g_{1/2}^2(1)}$$

is mainly determined by the singularities of Bose functions near $z = 1$ which may be isolated by using Robinson formula [24]

$$g_\sigma(z) = \frac{\Gamma(1-\sigma)}{\alpha^{2(1-\sigma)} + \text{regular terms}}$$

where $z = \exp(-\alpha^2)$, $\sigma < 1$, as it was outlined in Appendix A. So, the first term in (42) vanishes, while the second term gives a finite value $\Delta = 3.66$.

For ideal optical lattices from equations (16) and (17) one obtains

$$\nu \Delta(\nu) = \frac{T_c^0}{N_s} \left[ \left( \frac{\partial C_v}{\partial T} \right)_{T_c^0}^{-} - \left( \frac{\partial C_v}{\partial T} \right)_{T_c^0}^{+} \right] = \frac{R_{112}(1)[6R_{223}(1) - 2R_{112}(1) - 3R_{212}(1)]}{R_{012}(1)} +$$

$$\frac{2R_{112}^2(1)[R_{112}(1) - 3R_{212}(1)]}{R_{012}^2(1)} + 2R_{112}^3(1) \left[ \frac{R_{023}(1)}{R_{012}^3(1)} \right]$$

As it was shown in the Appendix B, $R_{ijk}(z)|_{z \to 1} \to \infty$ due to the infrared divergency for $i - k + 1 < 0$. Thus in Eq. (44), where the relation in square brackets is evaluated in the Appendix B, only the last term survives. So, using Eq. (B.7) we get following expression

$$\nu \Delta(\nu) = 32\pi^2 \left[ \frac{R_{112}(1)J}{T_c^0} \right]^3.$$  

(45)

At first glance it seems that this function behaves like $1/\nu^3$ due to the Eq. (19). However, taking into account the $\nu$ dependence of $R_{112}(1)$ it can be shown that $\nu \Delta(\nu) \sim \text{const}$. In fact, especially, for large $\nu$, ($\nu \geq 5$) using the estimation for $R_{112}(1)$ given in (B.9) one may conclude that $\nu \Delta(\nu)$ does not practically depend on the filling factor, since in this case $T_c^0$ in eq. (45) is cancelled:

$$\nu \Delta(\nu) \approx 32\pi^2 \left[ \frac{T_c^0 J}{4T_c^0} \right]^3 = 4.9348$$

(46)

Actually, performing exact numerical calculations 1 using (44) show following values: $\nu \Delta(\nu) \mid_{\nu=1} = 3.96$, $\nu \Delta(\nu) \mid_{\nu=5} = 4.618$, $\nu \Delta(\nu) \mid_{\nu=10} = 4.657$ and $\nu \Delta(\nu) \mid_{\nu=30} = 4.661$ (see

---

1 These estimations have been made at the points very close to the critical temperature, namely, at $t_{-1} = 0.9890$ and $t_{+1} = 1.010$. 

also Fig. 7(a)). Hence one may conclude that the jump in the heat capacity per particle linearly decreases with increasing the filling factor i.e \( \Delta \sim 1/\nu \) as it can be also seen from Fig. 7(b). This is in contrast to the case of IHB gases where the similar quantity does not depend on the density being a constant.

There is one more difference between the \( \partial C_v/\partial T \) of these two kinds of gases. As it is seen from Figs. 7 it reaches its maximum exactly at the critical temperature for IHB gases, while in the case of optical lattices the maximum is shifted towards smaller values of temperature, \( T_{max} < T_c^0 \). Moreover, as it is seen from Fig. 7a, \( T_c^0(\partial C_v/\partial T)/N_s \) is insensitive to \( \nu \) in the normal phase. These facts may be checked experimentally \cite{25} by decreasing the interaction between the atoms with a Feshbach resonance technique.

\[ \text{Fig. 7: (Color online) The temperature derivative of the specific heat per site (a) and per particle (b) multiplied by factor } T_{c}^0 \text{ vs reduced temperature } t \text{ for different values of } \nu. \text{ It is seen that this quantity for the optical lattices does not reach its maximum at } t = 1, \text{ even at } \nu = 1 \text{ (thin solid lines), in contrast to the ideal homogeneous gas, presented as a thick solid line in (b) (see Eq.s (A.13)).} \]

\section{VII. Condensate Fluctuations in the Thermodynamic Limit}

Number-of-particle fluctuations define the stability of the system and its way of reaching the state of thermodynamic equilibrium \cite{26, 27}. For IHB gases they have been thoroughly
studied by Yukalov in Refs. [28, 29]. Here we outline the main ideas of these works and then discuss the case of noninteracting gases in cubic optical lattices.

The number-of-particle fluctuations are characterized by the dispersion

\[ \Delta_f^2 = \langle \hat{N}^2 \rangle - \langle \hat{N} \rangle^2 \]  

(47)

where \( \hat{N} \) is the number - of - particle operator. This dispersion is directly related to the isothermal compressibility defined by

\[ \kappa_T \equiv \frac{1}{B} = -\frac{1}{V} \left( \frac{\partial V}{\partial P} \right)_{TN} = \frac{1}{\rho^2} \left( \frac{\partial \rho}{\partial \mu} \right)_{TN}, \] 

(48)

where \( B \) is a bulk module, by following equality [30]

\[ \kappa_T = \frac{\Delta_f^2}{TN\rho} \]  

(49)

A necessary condition for a system to be stable is the semi-positiveness and finiteness of the compressibility, that is, \( 0 \leq \kappa_T < \infty \). If the compressibility (48) were infinite, this would mean that an infinitesimal fluctuation of pressure \( P \) would lead to an immediate collapse or explosion of the system. Therefore, in the thermodynamic limit, the dispersion (47) should behave as

\[ \Delta_f^2 \simeq \text{const} \cdot N \quad (N \to \infty) \]  

(50)

When the stability condition (50) is satisfied, the number of particle fluctuations are called normal, but when Eq. (50) is not valid, so that the compressibility (49) diverges in the thermodynamic limit, the fluctuations are termed anomalous.

Now following work [28], it is easy to show that the ideal homogeneous Bose gas, below the condensation temperature, as an unstable system with anomalous condensate fluctuations. In fact, as it was shown in the Appendix A, the compressibility of IHB gas is given by

\[ \tilde{\kappa}_T = \frac{g_{1/2}(\tilde{z})}{\lambda_{1/2}^2 T \rho^2}. \]  

(51)

In the BEC phase the fugacity equals to unity, \( \tilde{z}(T \leq \tilde{T}_c^0) = 1 \), and hence, due to the divergence of Bose function \( g_{1/2}(1) \) the compressibility goes to infinity, \( \tilde{\kappa}_T \to \infty \).

On the other hand it was shown many years ago by Politzer [31] that a magnetic trap stabilizes the system of noninteracting bosons whose dispersion became proportional to the number of particles:

\[ \Delta_f^2(mag.trap) = 1.37N \left( \frac{T}{T_c} \right)^3 \]  

(52)
The natural question arises, if the optical trap with the periodic potential is also able to make an ideal Bose gas stable?

Actually, in this case the compressibility may be defined similarly to (48) as follows

$$\kappa_T = \frac{a^3}{\nu^2} \left( \frac{\partial \nu}{\partial \mu} \right)_{TN}$$

Representing (9) as

$$\nu = \int_0^1 d\tau_1 d\tau_2 d\tau_3 \frac{1}{e^{\beta \epsilon(q)} z^{-1} - 1}$$

and differentiating this equation with respect to $\mu$ we obtain

$$B^{-1} = \kappa_T = \frac{a^3 R_{012}(z)}{z T \nu^2}$$

where $B$ is the bulk module of the noninteracting gas in an optical lattice. From Eqs. (55) and (49) it is immediately understood that in the BEC regime the ideal optical lattice has an infinitely large particle fluctuations, i.e. $\left( \Delta \xi^2 / N \right)_{\text{BEC}} \to \infty$ and hence becomes unstable, since $\lim_{\mu \to 0} R_{012}(z(\mu)) = \infty$ (see Appendix B). This is in good agreement with experimental observations. For instance, Roati et al. [2] have shown that the lifetime of the BEC in the optical trap, which is typically around 3 s, is significantly shortened when $a_s$ is extremely decreased.

One more conclusion concerning the scale properties of these two kinds of gases can be made by introducing dimensionless compressibility as $\kappa'_T = T^0 \kappa_T \rho$. For IHB gas this quantity may be represented as $\kappa' = \sqrt{\epsilon} g_{1/2}(\tilde{z}) / g_{3/2}(1)$, as it was shown in the Appendix A. As to the ideal gas in optical lattice the similar quantity is $\kappa'_T = R_{012}(z) / z T \nu$. Again we conclude that the dimensionless compressibility does not explicitly depend on the density for IHB gases but it does for optical lattices.
FIG. 8: (Color online) The bulk module in units $T_c^0 \rho$ vs reduced temperature $t$ for different values of $\nu$. In the BEC phase, when $t \leq 1$ it equals to zero. The thick solid line corresponds to IHB gas (see Eq. \[(A.16)\]).

In Fig. 8 the dimensionless bulk module, as an inverse of $\kappa'_T$, is presented for IHB gas as well as for ideal optical lattice. It is seen that in the normal phase the module $B$, and hence the compressibility is positive and finite. Thus we may complete this section with following conclusion: Both kinds of gases under the consideration are unstable in the BEC phase but stable in the normal phase $^2$.

VIII. CONCLUSION

We have studied thermodynamic properties of ideal gases loaded into the cubic periodic lattice potential in $d = 3$ without a harmonic trap for arbitrary integer filling factors and

$^2$ Clearly an ultracold gas, especially in the condensed phase is metastable by itself. Its stability strongly decreases when the interatomic interaction is switched off.
compared them with that of ideal homogeneous Bose gases.

It have been shown by exact numerical calculations that in contrast to the case of an IHB gas, the energy as well as the entropy of ideal optical lattice exhibits a linear dependence on temperature in the BEC phase and becomes almost a constant in the normal phase for large filling factors. We have evaluated the jump in $dC_v/dT$ and shown that jump in the heat capacity per particle linearly decreases with increasing the filling factor i.e. $\Delta \sim 1/\nu$. It is interesting to note that $dC_v/dT$ for an ideal optical lattice reaches its maximum not at the critical temperature, as it does for IHB gas, but at rather smaller temperature.

We have shown that scaling properties of these two kinds of gases are different. For example the thermodynamic potential of IHB gas in units of the critical temperature may be presented as an explicit function of only the reduced temperature as $\Omega/T^0_c \sim \Omega'(t)$, while that of the ideal optical lattice may be not. Moreover, the well known relation $E = -d\Omega/2$ between the energy and the thermodynamic potential does not hold for the ideal gas in the periodic potential.

Studying the bulk properties of an ideal gas in the thermodynamic limit have shown that both kind of gases are unstable below the critical temperature.

The present work will give an opportunity for the estimations in future experiments and QMC calculations for large values of $\nu$ and may serve as a check point in theoretical studies in the limit $(U/J) \to 0$.
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Appendix A

Here we bring a summary of main explicit formulas for ideal homogeneous Bose gases. The most of them can be directly derived from eq. (8) by using well known thermodynamic relations [12,13].
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• The density:

\[ \rho = \frac{N}{V} = \sum_k \frac{1}{z^\beta \epsilon(k) - 1} = \frac{g_{3/2}(z)}{\lambda_T^3} \]  

(A.1)

where \( \sum_k f(k) = V \int d k f(k)/(2\pi)^3, \epsilon(k) = k^2/2m, \lambda_T = \sqrt{2\pi/Tm} \) and [24]

\[ g_{\sigma}(z) = \frac{1}{\Gamma(\sigma)} \int_0^\infty \frac{x^{(\sigma-1)} dx}{\exp(x)z^{-1} - 1} = \Gamma(1-\sigma)\tilde{\alpha}^{\sigma-1} + \sum_{l=0}^{\infty} \frac{(-1)^l}{l!} \zeta(\sigma-l)\tilde{\alpha}^l, \]  

(A.2)

\( \tilde{\alpha} = -\beta \mu = -\ln z \)

is the Bose function satisfying the recurrence formula

\[ \frac{\partial g_{\sigma}(z)}{\partial z} = \frac{g_{\sigma-1}(z)}{z} \]  

(A.3)

• The condensed fraction:

\[ n_0 = 1 - t^{3/2} \]  

(A.4)

where \( t = T/\tilde{T}_c^0 \) is the reduced temperature.

• The critical temperature is defined from eq. (A.1) at \( z = 1 \) as:

\[ \tilde{T}_c^0 = \frac{1.05\pi}{m} \rho^{2/3}. \]  

(A.5)

Here and below we use numerical values of Bose functions such as \( g_{3/2}(1) = 2.6124, g_{5/2}(1) = 1.3415 \) etc.

• The thermodynamic potential and pressure. Integration by parts in equation (8) gives

\[ \frac{\Omega}{NT_c^0} = -V \frac{PV}{NT_c^0} = -\frac{V m^{3/2}\sqrt{2} T_c^{5/2} g_{5/2}(z)}{4\pi^{3/2}} \begin{cases} -0.513t^{5/2} & (T \leq \tilde{T}_c^0) \\ -0.383t^{5/2}g_{5/2}(z) & (T > \tilde{T}_c^0) \end{cases} \]  

(A.6)

• The fugacity. Clearly, in the BEC phase \( z = \exp(\mu/T) \) equals to unity i.e. \( z(T \leq T_c^0) = 1 \). In the normal phase it can be evaluated as a solution to the equation (A.1) with a given density \( \rho \) and temperature. Near the critical temperature, when \( \mu \ll T \) we may use Robinsons formula Eq. (A.2) and solve (A.1) analytically to find following approximation in the normal phase

\[ \tilde{z} \approx \exp(-0.54 + 1.1/t^{3/2} - 0.54/t^{3}) \leq 1 \quad if \quad t > 1 \]  

(A.7)

Its temperature derivative \( \tilde{z}' = \partial z/\partial T \) can be found by differentiation the both sides of eq. (A.1) with the fixed \( \rho \) with respect to \( T \), i.e. the equation \( d\rho/dT = 0 \). As a
The heat capacity and its slope

\[ \frac{S}{N} = \frac{5m^{3/2} \sqrt{2T^{3/2} g_{5/2}(z)}}{8\pi^{3/2} \rho} = \begin{cases} 1.283 t^{3/2} & (T \leq \tilde{T}_c^0) \\ 0.957 t^{3/2} g_{5/2}(z) & (T > \tilde{T}_c^0) \end{cases} \]  

\[ \frac{E}{N} = \begin{cases} 0.77\tilde{T}_c^0 t^{5/2} & (T \leq \tilde{T}_c^0) \\ 0.574\tilde{T}_c^0 t^{5/2} g_{5/2}(z) & (T > \tilde{T}_c^0) \end{cases} \]

The energy per particle, when the zero temperature energy is subtracted is given by

\[ \frac{E}{N} = \begin{cases} 0.77\tilde{T}_c^0 t^{5/2} & (T \leq \tilde{T}_c^0) \\ 0.574\tilde{T}_c^0 t^{5/2} g_{5/2}(z) & (T > \tilde{T}_c^0) \end{cases} \]

**The heat capacity and its slope.** The exact expression for the heat capacity per particle \( C_v/N \), given in textbooks,

\[ \frac{C_v}{N} = \begin{cases} \frac{15\zeta(5/2)}{4\zeta(3/2)} t^{3/2} & (T \leq \tilde{T}_c^0) \\ \frac{15g_{5/2}(z)}{4g_{3/2}(z)} - \frac{9g_{3/2}(z)}{4g_{1/2}(z)} & (T > \tilde{T}_c^0) \end{cases} \]  

where \( \zeta(x) \) is the Riemann function, may be replaced by a nice and more practical approximation given in ref. [14]

\[ \frac{C_v}{N} = \begin{cases} 1.926 t^{3/2} & (T \leq \tilde{T}_c^0) \\ 1.496 + 0.341 t^{-3/2} + 0.089 t^{-3} & (T > \tilde{T}_c^0) \end{cases} \]

Differentiating the last equation one obtains

\[ \frac{\tilde{T}_c}{N} \left( \frac{\partial C_v}{\partial T} \right)_V = \begin{cases} 2.899 t^{1/2} & (T \leq \tilde{T}_c^0) \\ -0.511 t^{-5/2} - 0.267 t^{-4} & (T > \tilde{T}_c^0) \end{cases} \]

The discontinuity in the slope of the heat capacity may be evaluated directly from the equation (A.13) as

\[ \tilde{\Delta} = \frac{\tilde{T}_c}{N} \left( \frac{\partial C_v}{\partial T} \right)_{\tilde{T}_c^0} - \left( \frac{\partial C_v}{\partial T} \right)_{\tilde{T}_c^0} = \frac{9g_{3/2}(1)}{4g_{1/2}(1)} + \frac{27g_{3/2}^2(1)g_{1/2}(1)}{8g_{1/2}(1)} \]

\[ = \left[ 2.899 t^{1/2} + 0.511 t^{-5/2} + 0.267 t^{-4} \right]_{t \to 1} = 0.36675 \]
• **The compressibility.** Being defined as

\[ \kappa_T = \frac{1}{\rho^2} \left( \frac{\partial \rho}{\partial \mu} \right)_{N,T} \quad \text{(A.15)} \]

the compressibility \( \kappa_T \) can be directly obtained from (A.1). The result is

\[ \kappa_T \rho \tilde{T}_c^0 = \begin{cases} 
\infty & (T \leq \tilde{T}_c^0) \\
0.3828 \sqrt{t g_{1/2}(z)} & (T > \tilde{T}_c^0)
\end{cases} \quad \text{(A.16)} \]

Note that the bulk module is defined as \( B = 1/\kappa_T \).

**Appendix B**

Here we consider the functions \( R_{ijk}(z) \) defined as

\[ R_{ijk}(z) = \int_0^1 dq_1 dq_2 dq_3 \frac{x^i e^{jx}}{[e^x z - 1]^k}, \quad x = \beta \varepsilon(q) \quad \text{(B.1)} \]

For IHB gases the similar functions are Bose functions whose expansion was given by Robinson [24] as in the Eq. (A.2). From (A.2) it is seen that in the BEC regime for ideal gas, when \( \mu \to 0 \) and \( \sigma < 1 \), \( g_\sigma(\tilde{\alpha}) \) diverges, e.g. \( g_{1/2}(\tilde{\alpha}) \sim \sqrt{\pi}/\sqrt{\tilde{\alpha}} \).

Similarly it is easy to understand that when the chemical potential goes to zero the function in (B.1) goes to infinity, i.e. \( R_{ijk}(z)|_{z \to 1} \to \infty \) due to the infrared divergency for \( i-k+1 < 0 \) and is regular otherwise. Below we show how this divergency can be isolated and presented analytically e.g. for \( R_{012}(z) \) and \( R_{023}(z) \). To do this we use Debye like approximation [11, 19]:

\[ \int_0^1 dq_1 dq_2 dq_3 \to \frac{\pi}{2} \int_0^{q_d} q^2 dq; \quad \varepsilon(q) = 2 J \varepsilon'(q), \quad \varepsilon'(q) = \frac{\pi^2 q^2}{2}, \quad q_d = \left( \frac{6}{\pi} \right)^{1/3}. \quad \text{(B.2)} \]

Introducing \( T' = T/J, z = \exp(\mu/T) \equiv \exp(-\alpha^2) \) and expanding the exponent, we represent \( R_{ijk}(z) \) as

\[ R_{ijk}(z) \big|_{\alpha \to 0} = \frac{\pi}{2} \int_0^{q_d} q^2 dq \frac{x^i e^{jx}}{(x + \alpha^2)^k} \quad \text{(B.3)} \]
where \( x = \varepsilon(q)\beta = \pi^2 q^2 / T' \). In particular

\[
R_{012}(z) \bigg|_{z \to 1} = \frac{(T')^{3/2}}{2\pi^2} \int_0^{y_d} y^2 dy \frac{1 + y^2}{(y^2 + \alpha^2)^2}
\]

\[
R_{023}(z) \bigg|_{z \to 1} = \frac{(T')^{3/2}}{2\pi^2} \int_0^{y_d} y^2 dy \frac{1 + 2y^2}{(y^2 + \alpha^2)^3}
\]

(B.4)

\[
R_{001}(z) \bigg|_{z \to 1} = \frac{(T')^{3/2}}{2\pi^2} \int_0^{y_d} \frac{y^2}{(y^2 + \alpha^2)} dy
\]

where \( y_d = \pi q_d / \sqrt{T'} \). The explicit integration gives

\[
R_{012}(z) \bigg|_{z \to 1} = \frac{(T')^{3/2}}{4\pi^2} \left[ \frac{y_d(2y_d^2 + 3\alpha^2 - 1)}{y_d^2 + \alpha^2} - \frac{(3\alpha^2 - 1) \arctan(y_d/\alpha)}{\alpha} \right]
\]

\[
R_{023}(z) \bigg|_{z \to 1} = \frac{(T')^{3/2}}{16\pi^2} \left[ \frac{y_d(-\alpha^2 - 6\alpha^4 + y_d^2 - 10y_d^2\alpha^2)}{\alpha^2(y_d^2 + \alpha^2)^2} + \frac{(6\alpha^2 + 1) \arctan(y_d/\alpha)}{\alpha^3} \right]
\]

(B.5)

\[
R_{001}(z) \bigg|_{z \to 1} = \frac{(T')^{3/2}}{2\pi^2} [y_d - \alpha \arctan(y_d/\alpha)]
\]

Now expanding in powers of \( \alpha \) one obtains

\[
R_{012}(z) = \frac{(T')^{3/2}}{8\pi \alpha} + \text{regular terms}
\]

\[
R_{023}(z) = \frac{(T')^{3/2}}{32\pi \alpha^3} + \frac{3(T')^{3/2}}{16\pi \alpha} + \text{regular terms}
\]

(B.6)

\[
R_{001}(z) = \frac{T' 6^{1/3}}{2\pi 4^{1/3}} - \frac{(T')^{3/2} \alpha}{4\pi} + \frac{(T')^{2} 6^{2/3} \alpha^2}{12\pi^{8/3}} + O(\alpha^3)
\]

where the regular terms are finite at \( \alpha \to 0 \) and may be calculated more accurately by the exact three dimensional integration. As to \( R_{001}(z) \) which will be used below to study the fugacity \( z = \exp(-|\mu|/T) \) near \( T_0^c \), it is regular at small \( |\mu| / T \equiv \alpha^2 \), as expected.

Now we are on the stage of calculating the relation \( \lim_{z \to 1} \frac{R_{023}(z)}{R_{012}(z)} \) which is necessary to evaluate the jump in the heat capacity. From equation (B.6) one immediately obtains

\[
\lim_{z \to 1} \frac{R_{023}(z)}{R_{012}(z)} = 16\pi^2 \left[ \frac{J}{T_0^c} \right]^3
\]

(B.7)
For completeness we estimate also $R_{112}(1)$ which is used to evaluate the discontinuity in the slope of the specific heat in eq. (44). In fact, for large $\nu$, ($\nu \geq 5$) one may represent $R_{112}(1)$ as

$$R_{112}(1) = \int_0^1 dq_1 dq_2 dq_3 \frac{\varepsilon(q) \beta \varepsilon(q) \beta}{[\varepsilon(q) \beta z - 1]^2} \approx T_c^0 \int_0^1 dq_1 dq_2 dq_3 \frac{T_c^0}{2J} \int_0^1 dq_1 dq_2 dq_3 \frac{T_c^0}{\varepsilon(q)}$$

(B.8)

where $\varepsilon(q) = \sum_{\alpha=1}^{3} (1 - \cos \pi q_\alpha)$ Now evaluating the last integral numerically gives following final expression:

$$R_{112}(1) \approx \frac{T_c^0}{4J}$$

(B.9)

Similarly to IHB gas one may obtain an approximation for the fugacity of an ideal optical lattice, starting from following equation

$$\nu = \int_0^1 dq_1 dq_2 dq_3 \frac{\varepsilon(q) \beta \varepsilon(q) \beta}{z - 1} \equiv R_{001}(z)$$

(B.10)

Near the critical temperature, $\alpha$, defined through $\alpha^2 = -\ln(z) = |\mu| / T$, is small, so one may use Robinson like expansion (B.6) for $R_{001}(z)$ to solve (B.10) analytically. As a result we obtain

$$\alpha \approx \frac{2(6/\pi)^{1/3}}{(C_\nu t_\nu)^{1/2}} - \frac{4\pi \nu}{(C_\nu t_\nu)^{3/2}}, \quad z = \exp(-\alpha^2)$$

(B.11)

where $C_\nu = 3.96 \exp(0.37/\nu)$ and $T$ is presented as $T = tT_c^0$, with $T_c^0$ given by (19). From this equations as well as from Fig. (4)(c) one may conclude that the fugacity goes to unity with the increasing of the filling factor $\nu$. As to $z' = dz/dT$ defined in equation (13) it is clear that $z'(T)|_{T=T_c^0} = 0$. Thus, near $T_c^0$ both $z$ and $z'$ are continuous.

---

3 Although this simple approximation is not valid for the system of homogenous atomic gases, it is justified for optical lattices due to the fact that $\varepsilon(q)$ is bounded above i.e. $|\varepsilon(q)| \leq 2d$. 
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