Validation of Simulated Safety Indicators with Traffic Crash Data
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Abstract: The purpose of this document is to validate a new methodology useful for the estimation of road accidents resulting from possible driver distractions. This was possible through a statistical comparison made between real accident data between 2016 and 2018 in the city of Santander (Spain) and simulated data resulting from the application of the methodology on two areas of study. The methodology allows us to evaluate possible collisions starting from the knowledge of vehicular trajectories extrapolated from microsimulation. Studies show that there are good correlations between the real data and the simulated data. The results obtained show that the proposed methodology can be considered reliable and, therefore, it could be of fundamental importance for designers, since it would simplify the choice between different possible intervention scenarios, determining which is the least risky in terms of road safety.
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1. Introduction

The main methodology for the identification of dangerous locations, commonly named black spots, relies on the use of crash databases [1–8]. Statistical and analytical methodologies applied to crash databases allow us to establish a connection between the causes (roads) and effects (accidents) and allow the extraction of useful information for road safety improvement. These procedures, unfortunately, cannot be used to perform better planning of new roads or to perform a detailed evaluation of possible modifications of the road infrastructure. Moreover, the physical process, which would explain the relationship between causes and effects, is not established and stays hidden behind the statistical modelling.

For these reasons, an alternative procedure was developed at the end of the 1960s. The concept is that of using traffic conflict data instead of crash data. Traffic conflicts are events in which crashes are more likely since drivers are driving close to each other. In 1987, Hydén [9] developed the concept of a “safety pyramid, or Hydén pyramid” (Figure 1) thanks to which it is possible to take into account all the possible interaction events that are inevitably created within any vehicular flow. According to this research, there is a connection between the severity of the event and the probability that it will
occur. According to this approach, the most probable events are less serious ones, while less probable events are the most serious.

![Figure 1. Hydén pyramid.](image)

The prerequisite to applying this kind of procedure is that of using vehicle trajectories to assess safety levels by evaluating the number or the severity of dangerous situations that can occur on certain road infrastructure. All the studies carried out on this subject are based on the identification of so-called “surrogate safety indicators”, which seek to evaluate the potentially dangerous interactions between vehicles and to determine which of these may lead to dangerous—or, in any case, anomalous—events.

Among these surrogate safety indicators, the best known are Time to Collision (TTC) and Post-Encroachment Time (PET). In 1971, Hayward [10] introduced the use of TTC (Figure 2), which is the time in which two vehicles would collide if they continued travelling on the same trajectory with their speeds unchanged.

![Figure 2. Surrogate safety indicator: TTC.](image)

The PET time (Figure 3) was applied for the first time in the field of road safety assessment in 1978 by Allen et al. [11]. Considering vehicles on intersecting trajectories, the PET time is calculated from the moment in which the first vehicle passes at the intersection point until the moment when the second vehicle also passes.

![Figure 3. Surrogate safety indicator: PET.](image)
The first implementations of surrogate safety indicators were applied to real trajectories (especially at intersections). Trajectories can also be generated by microsimulation. With the idea of evaluating traffic safety levels in a microsimulation environment, the Software Surrogate Safety Assessment Model (SSAM) [12] was developed in 2008. SSAM is able to identify, classify and evaluate the various conflicts that can be generated between different vehicles in a network in an automatic way (generally, the software considers the possibility of a conflict occurring in the event that TTC ≤ 1.5 s or PET ≤ 5 s). SSAM analyses the trajectories extracted from some of the most well-known microsimulation software—including AIMSUN [13], VISSIM [14], Paramics [15] and TEXSIM [16]—and identifies and catalogs every possible conflict. In addition, for each conflict, SSAM establishes the values of TTC, PET, etc.

Recently, three meticulously compiled papers present a state of the art on traffic conflicts, road safety simulation modelling and on the use of surrogate safety measures [17–19]. All these three works indicate some of the limitations of using microsimulation and surrogate safety measures.

Young et al. [18] recognize the potential for simulation to become a useful tool for road traffic safety, yet they also state that further research is needed since driver behaviours that may generate an accident have not been considered holistically in simulation. Moreover, they affirm that “The theory behind driver behaviour in crashes” and the presence of heavy vehicles are not commonly taken into account.

Zheng et al. [19] point out that common traffic safety indicators consider only the occurrence of conflicts without taking into consideration the real consequences of a potential crash: “proximity measure can only reflect the risk of collision but not the severity of crashes, which is typically differentiated based on consequences of the crash, not proximity.”

Furthermore, Laureshyn et al. [20] explain that commonly used surrogate safety performance measures convey “proximity” to a crash and overlook the potential severity of the consequences of a crash. The consequences need to be taken into account in some way [21].

Crash severity is an extremely important measure [22] and, strangely, the severity of potential crashes was only introduced in surrogate safety indicators in 2017, with the Extended Delta-V method [20]. Delta-V commonly means the variation of the speed vector V of a vehicle after an accident. This value can describe the magnitude of the impact, taking into consideration vehicle dynamics and physical dimensions; in fact, if you consider, for example, the impact between a very small vehicle with one of large dimension, it will occur that the first vehicle will bounce while the second will continue its motion almost unaffected.

Moreover, the elephant in the room for the current application of these methodologies lies in the important, easily observable fact that not all accidents are caused by vehicles travelling on conflicting trajectories. According to statistics, collisions between isolated vehicles and fixed objects are extremely important in road safety [23–25], and account of more than 40% of all fatal accidents (not involving pedestrians or bicycles).

In other words, all previously introduced road traffic safety indicators are incomplete in their use since they are based on conflict techniques that do not take into account roadside obstacles and barriers.

Traditionally in transportation engineering, quantitative approaches have been applied to solve congestion problems with attempts to shift demand on transit systems [26] and to implement better road traffic control by adopting tools such as traffic simulation [18,27–31] dynamic network loading equilibrium, dynamic models [32–35] and methodologies attempting to affect user route choice [36–40]. Quantitative approaches involving network modelling have seldom been applied to Traffic Safety evaluation.

The above-indicated limitations are possibly among the reasons why simulation was never used to find out black spots and to evaluate safety levels in current engineering practices.

To address these problems and to boost the use of microsimulation for the assessment of traffic safety levels in 2018, in the Department of Civil Engineering of the University of Calabria, the Zombie Driver (ZD) methodology was developed [29]. The methodology follows the traditional approach of conflict based indicators and can be applied to real vehicular trajectories or simulated trajectories
derived from microsimulation environments such as AIMSUN [13], VISSIM [14] and Tritone [28,41]. This methodology can encompass all the aspects described, and also introduces the human factor (the possible distraction of the users) as a trigger for accident events.

The objective of this document will, therefore, be the validation of the latter methodology and, a comparison with other previously introduced surrogate safety indicators. Results of the analysis carried out show a better correlation between the newly proposed indicator and real crash data than other more commonly used classic indicators.

2. Materials and Methods

2.1. A New Surrogate Safety Indicator: from Traffic Conflict Simulation to Traffic Crash Simulation

The Zombie Driver methodology [29] can only be applied following the acquisition of vehicular trajectories. In this work, the Tritone Software [28,41] was used for the extrapolation of vehicular trajectories. Tritone is a complete microsimulation environment that can simulate traffic in a network instant-by-instant, based on road geometry and the behaviour of drivers, considering also specific vehicle characteristics.

2.1.1. Tritone Simulation Model Can Produce Trajectories and Traditional Safety Performances Indicators Such as TTC and PET Using the Same Algorithms of SSAM

To do this, a series of models were implemented in Tritone with which it was possible to describe the behaviour of every vehicle introduced into the network for every instant of simulation. Specifically, there are car-following models (modelling how a driver tries to reach a certain speed according to his driving style, the type of vehicle and the geometry of the infrastructure), lane-changing models (modelling how a driver assesses at any time the possibility of switching lanes, not only on the basis of his own initiative but also in consideration of the actual possibility of completing the manoeuvre), and over-taking models (modelling how a driver evaluates at any time the possibility of carrying out the overtaking manoeuvre, not only on the basis of his own initiative but also in consideration of the effective possibility of completing the manoeuvre). Moreover, these models are integrated with a gap-acceptance model according to how a driver assesses whether or not to make a certain manoeuvre, establishing whether the minimum time is available to complete it, determined by both his own speed and the speed of the users with whom he may interact.

To obtain trajectories, it is necessary to model the network being studied in the Tritone Software. The data needed for modelling are network geometry (arc length, lane width, lane number, gradients, intersection management features), the phases of the traffic signal systems, if present, and the type and distribution of the vehicular flows. Furthermore, in the same software the algorithm of the SSAM methodology [12] was completely implemented in order to obtain the following values of SSAM:

- TTC (average value of the TTC detected in the area considered);
- PET (average value of the PET detected in the area considered);
- SSAM Conflicts (number of the probable conflicts detected in the area considered).

2.1.2. The Zombie Driver Software

Vehicles trajectory files can be post-processed within the Zombie Driver Software (See Supplementary) in order to determine potential vehicular collisions. The software is able to simulate a driver’s distraction, moment by moment and for every vehicle present on the network. According to the authors Astarita and Giofré [29], in this way numerous “potential anomalous trajectories” are generated. Based on these deviated trajectories, the methodology is able to evaluate a whole series of parameters that could be used as surrogate safety indicators.

In the Zombie Driver Software, driver distraction is introduced and applied to all simulated vehicles at any time by diverting their trajectories. The parameters to be set in order to simulate such
distrations are: time Δt (time interval of simulation during which the driver is distracted and moved maintaining its constant speed) and the angle of deviation (during the time interval Δt it is considered that the trajectory of a vehicle whose distraction is to be simulated can be kept unchanged at 0° or it can be deviated by −15° and +15°, thus having three possible configurations). The application of this algorithm allows us to add a simulation of the driver distractions to the microsimulation of the network traffic. In this further simulation, each vehicle could find itself in three different conditions: it does not suffer any impact, it suffers an impact with another vehicle, or it suffers an impact with a fixed obstacle (punctual or linear).

The whole Zombie Driver procedure is presented in Figure 4. The evaluation of crash severity of a potential impact is evaluated taking into account the speed and mass of the vehicles involved and by referring to the physical laws of conservation of momentum and energy conservation. According to Newton, the relative velocity of two bodies involved in a one-dimensional impact is directly proportional to the velocity, they had before the occurrence of the same impact, multiplied by a function coefficient elasticity of the bodies involved. Therefore, it is:

\[ v_{1\Delta} - v_{2\Delta} = \varepsilon(v_{1b} - v_{2b}) \quad \text{with} \quad 0 \leq \varepsilon \leq 1 \quad (1) \]

\( v_{1\Delta} \) and \( v_{2\Delta} \) represent the velocities of objects 1 and 2 after impact, while, \( v_{1b} \) and \( v_{2b} \) are the velocities of objects before impact. A totally inelastic impact corresponds to \( \varepsilon = 0 \), on the contrary, the impact is elastic if \( \varepsilon = 1 \). The Zombie Driver Software assumes that the collisions between the vehicles are inelastic and therefore if you consider the law of conservation of momentum in vector form it is possible to state that before the impact:

\[ P = m_1v_1 + m_2v_2 \quad (2) \]

\( m_1 \) and \( m_2 \) being the masses of the vehicles. It follows that the speed of the whole system after the impact is:

\[ V = \frac{m_1v_1 + m_2v_2}{m_1 + m_2} \quad (3) \]

At this point it is possible to calculate the \( \Delta V \), which for the case of one-dimensional impact corresponds to:

\[ \Delta v_1 = V - v_1 \quad \text{and} \quad \Delta v_2 = V - v_2 \quad (4) \]

The relative \( \Delta V \), instead, is:

\[ \Delta V_{12} = v_2 - v_1 = V - \Delta v_2 - V + \Delta v_1 = \Delta v_1 - \Delta v_2 \quad (5) \]

In addition, the kinetic energy of vehicles can be calculated before the occurrence of the accident, such as:

\[ K_a = \frac{1}{2}m_1v_1^2 + \frac{1}{2}m_2v_2^2 \quad (6) \]

Still maintaining the inelastic impact hypothesis, the kinetic energy of the vehicles after the occurrence of the accident is equal to:

\[ K_b = \frac{1}{2}(m_1 + m_2)V^2 \quad (7) \]

The energy that develops during the impact can be evaluated as the difference between the two energies just evaluated and therefore is given by:
\[ \Delta K = K_a - K_b = \frac{1}{2} m_1 v_1^2 + \frac{1}{2} m_2 v_2^2 - \frac{1}{2} (m_1 + m_2) v^2 = \frac{1}{2} m_r \Delta V_{12}^2 \]  

(8)

with \( m_r \) evaluated as:

\[ m_r = \frac{m_1 m_2}{m_1 + m_2} \]  

(9)

Finally, it is also possible to establish the probability of deaths and injuries—with and without seatbelts—as a \( \Delta V \) function, using the formulation suggested by Joksch [42]:

\[ \text{Dead}_\text{Seatbelts} = \left( 0.621371 \frac{\Delta V}{69.18} \right)^{4.57} \]  

(10)

\[ \text{Dead}_\text{NoSeatbelts} = \left( 0.621371 \frac{\Delta V}{70.61} \right)^{3.54} \]  

(11)

\[ \text{Injured}_\text{Seatbelts} = \left( 0.621371 \frac{\Delta V}{67.43} \right)^{2.62} \]  

(12)

\[ \text{Injured}_\text{NoSeatbelts} = \left( 0.621371 \frac{\Delta V}{66.09} \right)^{2.22} \]  

(13)

Synthesizing the extracted parameters are:

- Total Energy: calculated as the sum of the energies of all impacts.
- Maximum value of Energy among all impacts.
- Total \( \Delta V \) (\( \Delta V \) Total) as the sum of all \( \Delta V \) of all simulated crashes.
- Number of potential deaths: as the sum over all crashes of all probabilities of a death.
- Number of injuries: as the sum over all crashes of all probabilities of an injury.

The flowchart of the whole procedure of applying Tritone and SSAM (embedded in Tritone) and Zombie Driver is depicted in Figure 5, where it is showed that the inputs are:

- The geometric characteristics of the networks.
- The characteristics of the traffic light systems.
- The vehicular flows.
Figure 4. The Zombie Driver procedure.
2.2. Case Studies

2.2.1. General Description of Two Case Studies

The Zombie Driver methodology was applied on two different case studies of the city of Santander (Spain): the area of Paseo de Pereda (Calle Jesús de Monasterio, Calle Calvo Sotelo, Paseo de Pereda and Calle Castelar) (Figure 6), located in the central area of the city of Santander and one of the busiest areas of the city, and the area of Paseo del General Dávila (Figure 7), located in the north of the same city—an area with average traffic throughout the day.

Figure 6. Case study 1: area of Paseo de Pereda, Santander (Spain).
Both road networks extend for about 2 km and— with reference to the period of analysis— these areas have an excellent state of road maintenance and there is the presence of numerous poles of attraction along them. The first road network analysed consists of 27 entrances and/or exits and, inside it, were identified 12 cross-sections, two roundabout intersections and 14 road sections, there are 14 traffic light systems and 26 pedestrian crossings, many protected by traffic lights. The second road network, instead, as a whole has 24 entrances and/or exits, 11 cross-sections, two roundabout intersections and 15 road sections, there are seven traffic light systems and 27 pedestrian crossings, partly signalized. It is clear, therefore, that the two areas are very similar from the point of view of geometry, but they are substantially different from the point of view of vehicular traffic loads. In addition, the first network is located in an urban area while the second is located in a more peripheral, almost suburban area.

For both networks a modelling was created in the Tritone microsimulation environment. The data required for modelling are: the geometric characteristics of the networks, the characteristics of the traffic light systems and the vehicular flows. The analysed flows are derived from traffic surveys carried out over a whole month on the intermediate days of the week (Tuesday, Wednesday and Thursday: the so-called "average weekday") in order to obtain an estimate of vehicular flows not influenced by special events such as weekends, commuter departures or returns, holidays, events, or temporary closures of network.

2.2.2. Time and Space Dimensions in the Two Case Studies

The study of the two networks differs not only in the amount of vehicular traffic present on the networks, but also in the time to which the surveys of the traffic flows refer. In fact, for the area of Paseo de Pereda we considered the temporal interval from 08:00 to 09:00, while for the area of Paseo del General Dávila we considered the temporal interval from 07:00 to 08:00.

At the end of the modelling process, the geometry of the networks to be studied was created, which presents: 180 nodes, 364 arches, 14 traffic light systems and 96 lanterns, 4404 cars, eight buses and 87 heavy vehicles for the case study 1 (Figure 8); 302 nodes, 238 arches, seven traffic light systems and 61 lanterns, 1360 cars, 13 buses and nine heavy vehicles for the case study 2 (Figure 9).
2.2.3. Simulation Repetitions, Car Following Model and Calibration of the Microsimulation Model

The simulation of the networks is carried out in the Tritone Software adopting the Gipps model [43] (among the different possible options of Tritone) since it is commonly used (as an example in Aimsun [13] or in [44]). Each simulation is completely random in order to reflect reality better and, as a result, it is not enough to perform a single simulation to assess the state of a road network, but it is necessary to evaluate the data on a larger sample. For this reason, 30 simulations were completed for each scenario in order to minimize possible errors.

To verify the choice of using the Gipps model, it was decided to use the Geoffrey E. Havers GEH [45] calibration technique according to which:

\[
GEH_{\text{maneuver}} = \sqrt{\frac{2(\text{Simulated} - \text{Real})^2}{\text{Simulated} + \text{Real}}} = \begin{cases} 
1 & \text{if } GEH_m \leq 5.0 \\
0 & \text{if } GEH_m > 5.0 
\end{cases} 
\] (14)

\[
GEH = \max_{m=1}^{\text{man}} GEH_m \geq 85\% 
\] (15)

In both case studies, it was decided to compare the real data with the simulated data for 20 representative sections that covered the entire extent of the two areas analysed and it can be noted that for both networks the choice to use the Gipps model [43] is appropriate (Tables 1 and 2) since the verification criteria are always satisfied.

![Figure 9. Case study 2: road network modelling.](image)

**Table 1.** Case study 1: calibration of the model with the GEH technique [45].

| Control Section | Real Flow | Simulated Flow | GEH | Check |
|-----------------|-----------|----------------|-----|-------|
| 1               | 225       | 226            | 0.067 | 1     |
| 2               | 491       | 315            | 8.767 | 0     |
| 3               | 699       | 600            | 3.885 | 1     |
| 4               | 531       | 515            | 0.700 | 1     |
| 5               | 697       | 825            | 4.640 | 1     |
| 6               | 423       | 477            | 2.546 | 1     |
| 7               | 703       | 838            | 4.863 | 1     |
|   |   |   |   |   |
|---|---|---|---|---|
| 8 | 440 | 479 | 1.819 | 1 |
| 9 | 816 | 892 | 2.601 | 1 |
| 10 | 463 | 482 | 0.874 | 1 |
| 11 | 1446 | 1383 | 1.675 | 1 |
| 12 | 1327 | 981 | 10.185 | 0 |
| 13 | 1475 | 1381 | 2.488 | 1 |
| 14 | 1196 | 796 | 12.674 | 0 |
| 15 | 339 | 351 | 0.646 | 1 |
| 16 | 780 | 900 | 4.140 | 1 |
| 17 | 796 | 250 | 2.784 | 1 |
| 18 | 732 | 824 | 3.298 | 1 |
| 19 | 130 | 1200 | 0.894 | 1 |
| 20 | 412 | 509 | 4.520 | 1 |

**GEH** 85.00% VERIFIED

**Table 2.** Case study 2: calibration of the model with the GEH technique [45].

**Case Study 2**

| Control Section | Real Flow | Simulated Flow | GEH | Check |
|-----------------|-----------|----------------|-----|-------|
| 1               | 169       | 225            | 3.990 | 1 |
| 2               | 191       | 242            | 3.466 | 1 |
| 3               | 146       | 192            | 3.538 | 1 |
| 4               | 225       | 272            | 2.981 | 1 |
| 5               | 147       | 192            | 3.456 | 1 |
| 6               | 243       | 272            | 1.807 | 1 |
| 7               | 146       | 204            | 4.384 | 1 |
| 8               | 318       | 285            | 1.901 | 1 |
| 9               | 190       | 227            | 2.562 | 1 |
| 10              | 475       | 392            | 3.986 | 1 |
| 11              | 130       | 201            | 5.519 | 0 |
| 12              | 345       | 305            | 2.219 | 1 |
2.2.4. The Comparative Analysis between Real Crash Data and Simulated Parameters

The objective of this document is to validate the Zombie Driver methodology described above and compare the methodology with classical indicators (TTC and PET). To this end, the analysed flows are derived from Automatic Traffic Counters deployed in the city and from traffic surveys carried out over a whole month. Real data on accidents in the city of Santander were taken into consideration in the two study areas between 2016 and 2018 extracted from the “Santander accident Police Database”. These data were located in the territory thanks to the presence of latitude and longitude values present in the database. After that, the road accidents were divided into categories: deaths, injuries and other types of accidents. The comparison between safety indicator parameters and real crash data was performed on a space grid. The Zombie Driver software is, in fact, able to create a grid on the study areas, whose mesh can take different sizes and define an origin so that each element of the mesh is characterized by an abscissa and an ordinate.

For each grid component on the basis of the trajectories the following parameters were calculated: maximum energy (maximum energy that can be generated in a collision and is distinguished in “generic”, “single” and “based on the collided object”); total energy (total energy that can be generated in a collision and is distinguished in “generic”, “single” and “based on the collided object”); vector speed difference total (sum of module of the vector difference between vehicle speed vectors during a collision); dead seatbelts (summation of the probability that a driver’s death will occur following a collision as a function of the difference between the vehicle speed vectors); injured seatbelts (summation of the probability that a driver’s injury will occur following a collision as a function of the difference between the vehicle speed vectors); dead + injured seatbelts (sum of dead seatbelts and injured seatbelts); collision (number of collisions occurring during the analysis of the network under study which can also be classified according to the angle of the deviated trajectory). In the application of this study, in order to calculate the above parameters, the following values were set: maximum distraction times 3 s; grid size 5 m; angle 15°.

To make the real accident data comparable with the simulated data, a procedure for processing this data had to be developed. For this reason, it was decided to identify areas of influence starting from the intersections for both case studies. The remaining road sections were considered as road sections. The areas were plotted on the two networks using the Zombie Driver Software (Figures 10 and 11) to facilitate the counting of simulated parameters falling within each area of influence.
For each area, the accidents that really happened were also counted, having their geolocation available. In this way, for case study 1, 12 intersections, 2 roundabout intersections and 14 road sections were identified, while for case study 2, 11 intersections, 2 roundabout intersections and 15 road sections were identified. It is therefore possible to identify data sets that are now finally comparable.

2.2.5. Real Accident Data

From the study on areas of influence, 287 total accidents can be detected in the case study 1 (Table 3) and 130 total accidents in the case study 2 (Table 4). In the following two tables the accident data are presented and the entering/exiting sections are identified with an "I" before the number.

| Table 3. Case study 1: real accident. |
|--------------------------------------|
| **Case Study 1**                     |
| **ID** | **Dead** | **Injured** | **Other** | **Total** |
|---------|----------|-------------|-----------|-----------|
| Section I.1 | 1  | 2  | 3  | 6 |
| Intersection 1 | 0  | 3  | 10 | 13 |
| Section I.2 | 0  | 0  | 1  | 1 |
| Section I.3 | 0  | 0  | 2  | 2 |
| Intersection 2 | 0  | 2  | 7  | 9 |
| Section I.4 | 0  | 0  | 1  | 1 |
| Section 5 | 0  | 1  | 5  | 6 |
| Intersection 3 | 0  | 3  | 7  | 10 |
| Section 6 | 0  | 3  | 2  | 5 |
| ID. | Dead | Injured | Other | Total |
|-----|------|---------|-------|-------|
| Section I.1 | 0 | 4 | 1 | 5 |
| Section I.2 | 0 | 1 | 0 | 1 |
| Intersection 1 | 0 | 7 | 3 | 10 |
| Section I.3 | 0 | 1 | 1 | 2 |
| Section 4 | 0 | 2 | 3 | 5 |
| Intersection 2 | 0 | 2 | 4 | 6 |
| Section 5 | 0 | 0 | 3 | 3 |

Table 4. Case study 2: real accident.
| Intersection | 0 | 1 | 2 | 3 |
|--------------|---|---|---|---|
| Roundabout 1  | 0 | 3 | 5 | 8 |
| Section I.6   | 0 | 1 | 4 | 5 |
| Section 7     | 0 | 5 | 10| 15|
| Intersection 4| 0 | 0 | 1 | 1 |
| Section 8     | 0 | 2 | 2 | 4 |
| Intersection 5| 0 | 1 | 6 | 7 |
| Intersection 6| 0 | 3 | 2 | 5 |
| Section I.9   | 0 | 0 | 0 | 0 |
| Section 10    | 1 | 4 | 4 | 9 |
| Intersection 7| 0 | 0 | 3 | 3 |
| Roundabout 2  | 0 | 2 | 1 | 3 |
| Section I.11  | 0 | 0 | 0 | 0 |
| Section 12    | 0 | 3 | 1 | 4 |
| Intersection 8| 1 | 6 | 8 | 15|
| Section 13    | 1 | 4 | 1 | 6 |
| Intersection 9| 0 | 1 | 1 | 2 |
| Section I.14  | 0 | 1 | 0 | 1 |
| Intersection 10| 0 | 1 | 3 | 4 |
| Intersection 11| 0 | 0 | 0 | 0 |
| Section I.15  | 1 | 1 | 1 | 3 |

2.2.6. Statistical Analysis

The statistical analysis was performed combining the real accident data of Tables 3 and 4 with the simulated values of different kind of safety indicators to establish the validity of the proposed methodology in comparison with the more classic safety indicators obtained with the SSAM methodology: TTC, PET and the total number of conflicts. Statistical correlations have been assessed following the methodologies of Pearson [46] and Spearman [47]. Moreover, polynomial regression and a multiple linear regression have been proposed. The results of the statistical analysis are presented in the following section in different subsections relative to Pearson correlation, Spearman correlation, polynomial regression, multiple linear regression, polynomial regression and a graphical comparison of how every road area compares.

3. Results

The results obtained from the analysis of road safety and the comparison between real data and simulated data with reference to the two case studies are reported below.
3.1. Simulated Parameters with the Road Safety Analysis Methodology

Following the application of the methodology described in this document, and always with reference to the areas of influence, data series have been obtained (maximum energy “Energy Max”, total energy “Energy Tot.”, vector speed difference total “ΔV Tot.”, dead seatbelts “D”, injured seatbelts “I”, dead + injured seatbelts “D + I”, collision “Coll.”, Time to Collision SSAM “SSAM TTC”, Post-Encroachment Time SSAM “SSAM PET” and Conflicts SSAM “SSAM Confl.”) comparable with the real crash data (Tables 5 and 6).

Table 5. Case study 1: simulated parameters.

| Case Study 1 | Energy | Dead and Injured | SSAM |
|--------------|--------|-----------------|------|
|              | Max    | Tot.            | Coll.|
|              | (MJ)   | (MJ)            | (s)  |
| ID.          | ΔV Tot.| D (0–1)         | I (0–1)| D + I (0–1)| TTC | PET | Confl.|
| S1.1         | 0.5    | 3.8             | 0.8   | 9      | 13  | 22  | 121  | 1.11 | 2.06 | 1   |
| 1            | 1.6    | 70.7            | 31.1  | 47     | 162 | 209 | 7381 | 1.17 | 2.04 | 2421 |
| S1.2         | 0.6    | 1.9             | 0.7   | 0      | 3   | 3   | 102  | 1.04 | 1.95 | 1   |
| S1.3         | 0.8    | 5.5             | 3.5   | 1      | 9   | 10  | 1030 | 1.16 | 2.05 | 406  |
| 12           | 5.4    | 49.1            | 11.5  | 98     | 166 | 264 | 1640 | 1.22 | 2.10 | 262  |
| S1.4         | 0.2    | 0.1             | 0.0   | 0      | 0   | 0   | 12   | 1.19 | 2.00 | 3   |
| S5           | 5.2    | 102.5           | 21.7  | 212    | 358 | 570 | 2373 | 1.11 | 1.95 | 621  |
| 13           | 7.0    | 111.1           | 37.7  | 174    | 326 | 499 | 8463 | 1.09 | 1.93 | 1935 |
| S6           | 4.1    | 57.4            | 13.9  | 130    | 203 | 333 | 2127 | 1.12 | 1.88 | 493  |
| 14           | 5.8    | 78.9            | 13.9  | 198    | 297 | 496 | 1215 | 1.15 | 2.04 | 85   |
| S7           | 6.0    | 185.3           | 31.8  | 526    | 730 | 1256 | 2680 | 1.04 | 1.86 | 396  |
| 15           | 5.5    | 79.1            | 14.1  | 198    | 288 | 486 | 1314 | 1.18 | 2.08 | 143  |
| S8           | 6.7    | 350.0           | 58.6  | 944    | 1329 | 2273 | 4753 | 1.14 | 1.99 | 1150 |
| 16           | 6.4    | 134.5           | 21.6  | 361    | 508 | 869 | 1500 | 1.19 | 1.99 | 61   |
| R1           | 6.4    | 364.3           | 83.4  | 558    | 1116 | 1674 | 8557 | 1.23 | 2.06 | 256  |
| S1.9         | 6.5    | 37.1            | 6.0   | 93     | 137 | 230 | 416  | 1.25 | 2.02 | 20   |
| 17           | 2.3    | 85.1            | 43.5  | 39     | 176 | 215 | 10,511 | 1.17   | 2.03 | 2602 |
| S10          | 5.8    | 11.9            | 9.1   | 1      | 16  | 17  | 2388 | 1.25 | 2.02 | 184  |
| 18           | 7.3    | 24.1            | 16.9  | 5      | 40  | 45  | 4713 | 1.19 | 2.08 | 1626 |
| S11          | 0.4    | 2.9             | 2.8   | 0      | 3   | 3   | 806  | 1.17 | 2.10 | 28   |
### Case Study 2

| ID. | Energy | ΔV Tot. | Dead and Injured | Coll. | SSAM |
|-----|--------|---------|------------------|-------|------|
|     | Max (MJ) | Tot. (MJ) | D (0–1) | I (0–1) | D + I (0–1) | TTC (s) | PET (s) | Confl. |
| S1.1 | 0.6 | 5.9 | 2.4 | 8 | 16 | 24 | 509 | 0.00 | 0.00 | 402 |
| S1.2 | 2.9 | 0.7 | 0.1 | 1 | 2 | 4 | 13 | 0.00 | 0.00 | 0 |
| I1 | 7.3 | 58.5 | 17.4 | 95 | 181 | 275 | 2640 | 1.17 | 2.06 | 1618 |
| S1.3 | 0.1 | 0.1 | 0.0 | 0 | 0 | 0 | 10 | 0.00 | 0.00 | 0 |
| S4 | 0.6 | 16.9 | 2.2 | 62 | 63 | 126 | 82 | 0.00 | 0.00 | 0 |
| I2 | 8.9 | 19.4 | 2.4 | 69 | 71 | 140 | 91 | 0.00 | 0.00 | 0 |
| S5 | 1.4 | 12.6 | 2.6 | 37 | 45 | 83 | 296 | 1.15 | 2.06 | 264 |
| I3 | 0.7 | 11.2 | 2.0 | 34 | 44 | 78 | 147 | 1.27 | 2.17 | 6 |
| R1 | 1.6 | 27.8 | 6.4 | 58 | 95 | 153 | 665 | 1.24 | 2.05 | 421 |
| S1.6 | 0.3 | 0.1 | 0.0 | 0 | 1 | 1 | 3 | 0.00 | 0.00 | 0 |
| S7 | 1.5 | 57.3 | 8.7 | 189 | 213 | 403 | 573 | 1.17 | 2.05 | 87 |
| I4 | 2.3 | 52.7 | 13.4 | 65 | 160 | 225 | 1601 | 1.13 | 2.04 | 370 |
| S8 | 2.4 | 9.8 | 1.5 | 26 | 33 | 59 | 111 | 1.17 | 2.01 | 9 |
| I5 | 3.0 | 37.3 | 5.3 | 126 | 135 | 261 | 380 | 1.17 | 2.22 | 36 |
| I6 | 3.2 | 27.2 | 4.1 | 74 | 90 | 163 | 325 | 1.18 | 1.98 | 74 |
| S1.9 | 0.0 | 0.0 | 0.0 | 0 | 0 | 0 | 0 | 0.00 | 0.00 | 0 |

1 Calculated using Joksch’s formulas [42] in the condition of seatbelts.

**Table 6.** Case study 2: simulated parameters.
3.2. Comparative Analysis Real/Simulated

With all the real data and the simulated data, it was finally possible to compare them and, therefore, establish whether the Zombie Driver methodology can be reliably used to estimate crashes. Where a high correlation was established, the various simulated quantities were considered for a polynomial regression.

The statistical correlations considered for the Real/Simulated comparative analysis are those of Pearson [46] and Spearman [47].

3.2.1. Pearson Correlation

The Pearson correlation coefficient [46], if applied to two series of variables, makes it possible to understand whether there is a linear relationship between them. It takes values between −1 and +1. The closer the coefficient is to −1 or to +1, the higher the correspondence between the variables, while in the case in which the coefficient tends to 0 there is a complete absence of linearity relationships between the variables. The index is calculated through the following equation:

$$\rho_{xy} = \frac{\sigma_{xy}}{\sigma_x \sigma_y}$$  \hspace{1cm} (16)

where \(x\) and \(y\) represent the statistical variables taken into consideration, \(\sigma_{xy}\) represents the value of the covariance between \(x\) and \(y\), \(\sigma_x\) represents the standard deviation of variable \(x\), and \(\sigma_y\) represents the standard deviation of variable \(y\).

Twelve pairs of variables were defined keeping the “Real accident total” series fixed, each time varying the series of simulated parameters. In this way, it was possible to calculate the Pearson coefficient for the pairs of real/simulated variables in order to establish which simulated parameters demonstrated the best correlations with the real parameters (Tables 7 and 8).

Table 7. Case study 1: Pearson correlation coefficient.

|   |   |   |   |   |   |   |   |   |   |
|---|---|---|---|---|---|---|---|---|---|
| S 10 | 0.7 | 67.5 | 9.9 | 212 | 246 | 458 | 647 | 1.22 | 2.02 | 211 |
| I 7  | 0.9 | 18.1 | 2.9 | 50  | 67  | 117 | 177 | 1.24 | 2.11 | 1   |
| R 2  | 3.0 | 54.6 | 14.3 | 67  | 151 | 218 | 1819 | 1.14 | 2.04 | 596 |
| S I.11 | 0.2 | 0.4  | 0.1 | 1   | 1   | 2   | 13  | 1.14 | 2.00 | 10  |
| S I.12 | 0.5 | 34.5 | 9.2  | 71  | 118 | 189 | 1346 | 1.26 | 2.03 | 563 |
| I 8  | 1.0 | 51.6 | 13.7 | 81  | 163 | 244 | 1888 | 1.16 | 2.03 | 1014|
| S I.13 | 0.5 | 34.9 | 5.3  | 102 | 140 | 241 | 288 | 0.00 | 0.00 | 0   |
| I 9  | 1.2 | 29.9 | 7.7  | 61  | 99  | 160 | 1090 | 1.14 | 1.97 | 657 |
| S I.14 | 0.0 | 0.0  | 0.0  | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| I 10 | 1.2 | 22.9 | 4.3  | 56  | 87  | 143 | 337 | 1.26 | 2.05 | 12  |
| I 11 | 0.5 | 26.0 | 3.9  | 79  | 108 | 187 | 148 | 0.00 | 0.00 | 0   |
| S I.15 | 0.5 | 6.6  | 1.0  | 21  | 28  | 48  | 34  | 0.00 | 0.00 | 0   |

1 Calculated using Joksch’s formulas [42] in the condition of seatbelts.
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### Table 8. Case study 2: Pearson correlation coefficient.

| Param. | Energy | $\Delta V$ | Dead and Injured$^1$ | SSAM |
|--------|--------|------------|----------------------|------|
|        | Max    | Tot.       | D       | I | D + I | TTC | PET | Confl. |
| Real accident total | 0.26 | 0.60 | 0.67 | 0.48 | 0.56 | 0.53 | 0.6 | 0.20 | 0.20 | 0.46 |
| Ranking  | 8      | 3         | 2       | 6 | 4   | 5   | 1   | 9   | 10   | 7    |

$^1$ Assuming seatbelts.

### Table 9. Case study 1: Spearman correlation coefficient.

| Param. | Energy | $\Delta V$ | Dead and Injured$^1$ | SSAM |
|--------|--------|------------|----------------------|------|
|        | Max    | Tot.       | D       | I | D + I | TTC | PET | Confl. |
| Real accident total | 0.38 | 0.58 | 0.73 | 0.40 | 0.52 | 0.48 | 0.79 | 0.10 | 0.21 | 0.54 |

3.2.2. Spearman Correlation

The Spearman correlation coefficient [47] assesses the correlation that may exist between two statistical variables by reference to the rank of the series to be compared. The coefficient is calculated by applying a particular formulation of the Pearson coefficient [46]:

$$
\rho = \frac{\sum (x_i - \text{average}_x) (y_i - \text{average}_y)}{\sqrt{\sum (x_i - \text{average}_x)^2} \sqrt{\sum (y_i - \text{average}_y)^2}}
$$

(17)

where $x$ and $y$ represent the statistical variables taken into consideration, $x_{\text{average}}$ represents the average of variable $x$, and $y_{\text{average}}$ represents the average of variable $y$.

Furthermore, for the calculation of the Spearman coefficient, twelve pairs of variables were identified, keeping the “Real accident total” series fixed and varying the series of simulated parameters (Tables 9 and 10).
Table 10. Case study 2: Spearman correlation coefficient.

| Param. | Energy Max | $\Delta V_{Tot.}$ | Dead and Injured | SSAM | Colli. | TTC | PET | Confl. |
|--------|-----------|------------------|------------------|------|-------|-----|-----|--------|
|        | Real accident total |                  |                  |      |       |     |     |        |
|        | 0.44   | 0.52             | 0.64             | 0.61 | 0.50  | 0.35 | 0.30 | 0.38   |
| Ranking| 7      | 3                | 5                | 1    | 4     | 2   | 6   | 9      |

1 Assuming seatbelts.

3.2.3. Polynomial Regression

To investigate the real/simulated analysis further, a polynomial (second degree) regression was applied to the pairs of series that showed better correlations. The aim of this simple polynomial regression was to establish a methodology that can estimate the number of accidents in a given area with the simulation, results of our methodology. Similar attempts have been carried out in other works such as: [12,48,49].

For case study 1, the serial pairs that were considered were Real accident total-Collision, and Real accident total-$\Delta V$ Total (Figure 12). For case study 2, the serial pairs that were considered were, instead, Real accident total-Dead + Injured, and Real accident total-Dead Seatbelts (Figure 13).

![Figure 12](image_url)

Figure 12. Case study 1, second degree polynomial regression: (a) Real accident total-Collision; (b) Real accident total-$\Delta V$ Total.
Both polynomial regressions for case studies 1 and 2 show an increasing tendency in the resulting curves. The chosen indicators seem to well anticipate the number of accidents. In case study 2, there was one area where both the total number of collisions and the $\Delta V$ Total were much higher than in other areas of the network. Removal of this value would have increased the correlation factor $R^2$ (which was 0.61 for Collision and 0.60 for $\Delta V$ Total). It was decided not to remove outliers in this case and in other cases of the above described Pearson and Spearman analysis, since practically all the values of all parameters were contained in the interval created by subtracting and adding three times the standard deviation to the average value.

### 3.2.4. Multiple Linear Regression

The multiple linear regression is a development of simple linear regression, the only difference with the latter being that there are more independent variables that define a dependent variable. For case study 1, the chosen dependent variable is the number of accidents while the chosen independent variables are: total energy (MJ), vector speed difference total (km/s), dead seatbelts (-), injured seatbelts (-) and collision (-).

$$\text{Accident}_{\text{case study 1}} = 3.0039 - 1.39 \cdot 10^{-6}\text{EnergyTotal} + 5.6368\Delta V\text{Total} + 0.1598\text{DeadSeatbelts} + 0.0540\text{InjuredSeatbelts} - 0.0115\text{Collision}$$

This regression has an $R$ fitting of 0.5878.

Furthermore, for case study 2, the chosen dependent variable is the number of accidents, and the independent variables chosen are: total energy (MJ), vector speed difference total (km/s), dead seatbelts (-), injured seatbelts (-) and collision (-).

$$\text{Accident}_{\text{case study 2}} = 1.5640 - 4.66 \cdot 10^{-7}\text{EnergyTotal} + 2.2760\Delta V\text{Total} + 0.1899\text{DeadSeatbelts} - 0.0831\text{InjuredSeatbelts} - 0.0021\text{Collision}$$

This regression has an $R$ fitting of 0.5686.

### 3.2.5. Graphical Comparison of Ranks

Below is the graphical comparison of the ranks between the series of accidents recorded on-site and the series of simulated parameters descending from the calculation of the Spearman correlation for the two case studies (Figures 14 and 15). In the figures for each intersection or road section, it is indicated how it ranks in terms of real accident data and three different simulated parameters. This graphical comparison can help establish—at a glance—the capacity of the best three indicators for each case study to identify potential black spots. The parameters that are considered in Figure 14 relative to case study 1 are: Energy total, $\Delta V$ Total and Collision. The parameters that are considered in Figure 15 relative to case study 2 are: Energy total, Dead + Injured and Collision.
4. Discussion

The first statistical analysis that was conducted with Spearman and Pearson methodologies was able to establish the best indicators according to the given data.

The results of the proposed methodology show a good correlation between simulated parameters and the real crash data with both the Pearson [46] and the Spearman [47] index. The results are noticeably better than those obtained with other classical conflict-based indicators extracted from SSAM software such as TTC and PET.

In case study 1, the parameters that showed better correlation (both of Pearson [20] and of Spearman [47]) turn out to be $\Delta V$ total and collision; instead, in case study 2, the parameters that are best correlated to the real data are those related to the number of deaths and the number of injuries. This stems from the fact that the area of Paseo de Pereda is an urban area where vehicles are very close to each other. This condition favours the onset of probable conflicts as they are determined precisely by the distance (spatial and temporal) between vehicles. Contrastingly, the area of Paseo del General Dávila, being a more peripheral and less busy area, leads to vehicles achieving higher...
speeds, and this is evidenced by the fact that all the parameters that showed the best correlations are all derived from $\Delta V$.

The study discussed in this document was carried out on two different areas of study in order to differentiate the analysis of accidents as much as possible and to obtain a validation of the method on more than one scenario. This work also applied a multiple linear regression, which allowed us to derive the Equations (18) and (19)—useful for the estimation of accidents.

It is possible to notice how the series of the simulated parameters follows the trend of the series of the real data in the two cases well; therefore, the Zombie Driver methodology shows a moderate correlation to the real observed data for both networks. This correlation is much better than what has been obtained with the classical indicators calculated with the SSAM methodology.

The poor correlation between the three indicators calculated with the SSAM methodology is noticeable in this work, and possibly evidences a conceptual limit of currently used surrogate safety performance indicators. The classical theory of conflicts does consider the existence of a conflict, though only when two vehicles are driving on conflicting trajectories. Vehicles that are travelling in opposite directions on a two-way single carriageway do not generate any conflict. In our network, there were many lanes for direction and intense traffic. Despite this dangerous layout that actually produced many accidents, there were many road areas (sections) in which there was not even one conflict according to SSAM methodology.

This result is the most important result of this paper, and—if confirmed by other works conducted on the same road network or similar road networks (where many parallel lanes share a two-way single carriageway)—it may suggest a restriction for the field of applicability of indicators such as TTC.

Regarding the presented Zombie Driver methodology, the $\Delta V$ parameter has a good ranking in terms of correlation in both case studies, despite the different conditions that exist on the two networks. It can be stated that the $\Delta V$ parameter represents the most reliable surrogate safety indicator according to this work. This result is in accordance with recent studies that have proposed an evolution from traditional traffic safety indicators that can be obtained from SSAM software [20]. This new direction of research suggests, in fact, the use of indicators that consider the severity of potential crashes.

The results of this paper are based on two simple networks for a total simulated distance of 3.6 km. The results are not sufficient to draw out a definitive conclusion on classical surrogate safety indicators. More research efforts can be devoted to confirm the presented results and better calibrate the Zombie Driver procedure (or any other procedure that introduces random deviation in vehicle trajectories). Despite the limitations of this work, we can conclude, that the presented results for decision-makers imply that there is a need to apply (with great caution) microsimulation and classical surrogate safety indicators for situations where an economical assessment of different road sections is requested.

Microsimulation can be a great tool for helping in decisions on exactly what safety requalification interventions can be programmed, but more research is yet to be carried out before this becomes an established methodology.

5. Conclusions

A new methodology to assess traffic safety levels using traffic microsimulation has been developed and applied in a real traffic scenario. The methodology simulates potential crashes starting from the knowledge of vehicular trajectories extrapolated from microsimulation. Real accident data were used to test this methodology and other classical methodologies, which are also based on conflict indicators. Results show that the proposed methodology performs better than other commonly used indicators in both of the simulated traffic networks. More research is necessary to conclude that our methodology is universally applicable. However, this paper gives interesting insights into the use of traffic conflict methodologies in microsimulation, which could help to develop better traffic conflict indicators. The evaluation of traffic safety with microsimulation may become an
important tool for engineers in the future, since it could assist in identifying the more promising interventions in terms of both road safety and traffic congestion.

**Supplementary Materials:** the software Zombie Driver can be downloaded for free and applied on trajectories extracted from SSAM software at: http://itis.unical.it/.
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