Screening Patients with Early Stage Parkinson’s Disease Using a Machine Learning Technique: Measuring the Amount of Iron in the Basal Ganglia
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Abstract: The purpose of this study was to determine whether a support vector machine (SVM) model based on quantitative susceptibility mapping (QSM) can be used to differentiate iron accumulation in the deep grey matter of early Parkinson’s disease (PD) patients from healthy controls (HC) and Non-Motor Symptoms Scale (NMSS) scores in early PD patients. QSM values on magnetic resonance imaging (MRI) were obtained for 24 early PD patients and 27 age-matched HCs. The mean QSM values in deep grey matter areas were used to construct SVM and logistic regression (LR) models to differentiate between early PD patients and HCs. Additional SVM and LR models were constructed to differentiate between low and high NMSS scores groups. A paired t-test was used to assess the classification results. For the differentiation between early PD patients and HCs, SVM had an accuracy of 0.79 ± 0.07, and LR had an accuracy of 0.73 ± 0.03 (p = 0.027). SVM for NMSS classification had a fairly high accuracy of 0.79 ± 0.03, while LR had 0.76 ± 0.04. An SVM model based on QSM offers competitive accuracy for screening early PD patients and evaluates non-motor symptoms, which may offer clinicians the ability to assess the progression of motor symptoms in the patient population.
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1. Introduction

Effective screening for early Parkinson’s disease (PD) is essential, as early diagnosis and treatment can postpone the progression of symptoms and complications caused by the disease [1]. Early detection can also economically reduce the burden of elderly patients [2]. Despite the importance of early diagnosis, PD is still under-recognized in its early stages [3], perhaps partially because existing diagnostic criteria are mainly based on subjective symptoms [4]. Additionally, in the early stages of PD, nonmotor symptoms (NMS), such as olfactory problems, depression, and rapid eye movement sleep disorder, are more prominent than motor symptoms, further complicating the early diagnosis of this disease [3,5].

Recent studies have demonstrated that iron accumulation in the deep grey matter (e.g., the substantia nigra (SN), globus pallidus (GP), dentate nucleus (DN), red nucleus (RN), caudate nucleus (CN), and putamen (PUT)) may serve as a potential biomarker of PD [6–8]. Quantitative susceptibility mapping (QSM) on magnetic resonance imaging (MRI) may be useful in detecting this iron accumulation [9]. QSM uses the phase difference induced by differences in tissue susceptibility to estimate magnetic susceptibility. Because iron is the primary source of these susceptibility changes, QSM has been used in patients PD patients to measure iron distribution [8,10]. In this research, patients with PD demonstrated significantly increased QSM values in the basal ganglia areas than healthy volunteers [10]. Research has also shown that the amount and extent of iron deposition in the brain vary depending on the severity of disease [6]. Thus, QSM may prove valuable in the diagnosis of PD.

Recently, researchers have begun to assess the use of machine learning techniques for the diagnosis of PD. A support vector machine (SVM), one of the most potent classification algorithms based on machine learning techniques, has been used in such studies [11,12], demonstrating accuracy rates of 86% [12] and 97% [11] for the detection of moderately advanced PD in patients with atypical forms of parkinsonism using diffuse tensor imaging and susceptibility-weighted imaging each. However, these studies focused on patients with advanced PD; no previous studies have assessed the use of an SVM model to detect early PD.

Therefore, the purpose of this study was to assess the potential of machine learning-based screening for early PD. We constructed an SVM model using QSM values to distinguish between patients with early PD and healthy volunteers and compared them with those from logistic regression (LR) models. As non-motor symptoms and motor symptoms are related to the pathologic severity of PD [13], we constructed separate SVM and LR models to distinguish between patients with low Non-Motor Symptoms Scale (NMSS) scores and those with high NMSS scores.

2. Materials and Methods

The Institutional Review Board approved the study protocol of the Seoul National University-Seoul Metropolitan Government Boramae Medical Center (SNU-SMG Boramae Medical Center—IRB 26-2016-107, approval date: 22 September 2016). The requirement for informed consent was waived because the data were collected retrospectively.

2.1. Subjects

Twenty-four patients with early PD (16 women, 8 men; mean age, 69 years; range, 56–79 years) and 27 age-matched healthy controls (HCs) (20 women, 7 men; mean age, 65 years; range, 53–82 years) who had undergone 3 Tesla MRI (Achieva 3.0T, Koninklijke Philips N.V., Amsterdam, The Netherlands) were retrospectively recruited for this study. The clinical diagnosis of early PD was evaluated by movement disorder specialists (Chaewon Shin and Jee-Young Lee) based on United Kingdom brain bank criteria [14]. Disease duration of early PD was defined as the duration from the onset of motor symptoms (mean, 0.8 years; range, 0–3 years). The severity of PD was measured with Hoehn and Yahr stage and Movement Disorder Society-sponsored revision of the Unified Parkinson’s Disease Rating Scale (MDS-UPDRS) part II and III scores [15]. NMSS scores were evaluated with the Korean version
of the NMSS (K-NMSS) [16]. HC patients with no neurological disease other than HC were selected. The demographic and clinical characteristics of early PD and HC are summarized in Table 1. The 24 early PD patients data and 27 HC patients data were collected retrospectively from a study performed by Shin et al. [17].

| Table 1. Demographic and clinical characteristics of the study cohort. |
|-----------------------------|---------------------|---------------------|---------------------|
| Characteristic              | Patients with Early PD a (n = 24) | HCs b (n = 27) | p-Value |
| Mean age, years (range)     | 68.8 (56–79)         | 65.3 (53–82)       | 0.139 * |
| Sex (male:female)           | 8:16                 | 7:20               | 0.759 † |
| Mean disease duration, years (range) ‡ | 0.8 (0–3) | - | - |
| Mean NMSS c score (range)   | 18 (4–47)            | -                   | - |
| Mean Hoehn and Yahr stage (range) | 1.6 (1–2.5) | - | - |
| Mean MDS-UPDRS d (part III sum) (range) | 17.8 (4–40.5) | - | - |

* p value from Student t-test. † p value from chi-square test. ‡ Disease duration defined as duration from the onset of motor symptoms. a, PD = Parkinson’s disease, b, HC = healthy control, c, NMSS = Non-motor Symptoms Scale, d, MDS-UPDRS = Movement Disorder Society-sponsored revision of the Unified Parkinson’s Disease Ratings Scale.

2.2. MR Data Acquisition

All the participants were scanned with 3D gradient echo images using an Achieva 3T MR system (Philips, Amsterdam, The Netherlands). The scan parameters were: resolution, 0.4 × 0.4 × 2 mm³; 70 to 80 slices (to cover the whole brain); repetition time, 18.16 to 19.78 ms; echo time, 25.65 to 27.98 ms; matrix size, 512 × 512; flip angle, 10°; and the number of receiver channels in the head coil, 8. The 3D gradient echo images were then used directly for processing.

2.3. QSM Reconstruction

QSM was reconstructed with a susceptibility tensor imaging software suite (Version 2.2, Brain Imaging & Analysis Center, Durham, NC, USA). The process consisted of 3 steps. In the first step, the acquired phase map was unwrapped to a continuous phase image with HARmonic (background) PhasE Removal using the Laplacian operator (HARPERELLA) [18]. Because magnetic sources other than brain tissue (e.g., bone) can affect the obtained field, the second step involved removing the background field, originating from outside the tissue of interest [19]. These two steps were performed simultaneously by estimating the phase originating from the background and applying fast Fourier transform-based inverse Laplacian. In the third step, the magnitude image and tissue field from the first step were combined to reconstruct the QSM image. Because the inversion from k-space to field map is ill-conditioned due to the insufficiency of k-space values, magnetic susceptibility obtained from k-space includes streaking artifacts. Thus, we used the least-squares algorithm-based method to identify the artifacts and exclude them from obtained susceptibility maps.

2.4. ROI Selection

To obtain mean QSM values in deep gray matter, seven regions of interest (ROIs), including the CN, PUT, GP, SN pars compacta (SNc), SN pars reticulate (SNr), RN, and DN, were manually drawn on two to three adjacent slices of each reconstructed QSM image (Figure 1). We selected these seven ROIs because they are correlated with the pathogenesis and progression of PD [6]. The thalamus was excluded because it had a wider area than the other regions and was challenging to delineate uniformly on the images.
Figure 1. Manually segmented regions of interest. 1, Dentate nucleus; 2, substantia nigra pars compacta; 3, substantia nigra pars reticulata; 4, red nucleus; 5, caudate nucleus; 6, globus pallidus; 7, putamen.

2.5. Classification Models

SVM is a powerful method for solving a two-class classification problem. The primary objective of SVM is to determine the hyperplane that maximizes the distance from each datum of different classes or margins [20]. The specific data nearest to the hyperplane and thus are most relevant to its construction are called support vectors. If the examples from different classes are severely overlapping, the input data dimension can be manipulated using Gaussian kernel functions to enhance the classification performance.

LR has been widely used for classification problems in the clinical field [21] and has become a gold standard for data analysis [22]. LR provides a model for estimating the dependence of a binary response variable, and this model can fit into an S curve using various methods. The LR model is based on the linear combination of predictors and is fitted using maximum likelihood estimation. Classification is accomplished by estimating probability to the set threshold.

In this study, the SVM and LR models were constructed using MATLAB R2014a (The MathWorks Inc., Natick, MA, USA).
2.6. Feature Selection

To achieve the optimal performance of SVM and LR models, backward elimination based on Fisher’s score (F-score) was used for the feature selection. F-score was calculated using the following equation:

\[
F(i) = \frac{1}{n_+-1} \sum_{k=1}^{n_+} (x_{k,i}^{(+)} - \bar{x}_i)^2 + \frac{1}{n_-1} \sum_{k=1}^{n_-} (x_{k,i}^{(-)} - \bar{x}_i)^2.
\]  

In this equation, \( \bar{x}_{i}^{(+)} \) and \( \bar{x}_{i}^{(-)} \) are the average QSM values of the \( i \)th feature of the whole, PD (positive), and HC (negative) datasets, respectively, and \( x_{k,i}^{(+)} \) and \( x_{k,i}^{(-)} \) are the \( k \)th QSM value of \( i \)th feature for the positive and negative subjects, respectively. \( n_+ \) and \( n_- \) represent the numbers of positive and negative subjects, respectively.

F-score measures the deviation between the two groups of real numbers [23]: a larger F-score represents a larger deviation. We included values from the ROI with the highest F-score to the ROI with the lowest F-score to apply backward elimination.

For a subclassification model, PD cases were divided into two groups based on the median NMSS score in study patients (15.5 ± 11.5); when median NMSS was set as the threshold, the two groups were defined as high NMSS score (mean ± SD, 26.6 ± 10.0) and low NMSS score (mean ± SD, 9.4 ± 3.8). The F-scores of ROIs for these groups were compared.

2.7. Performance Assessment

Evaluation of the proposed method was based on accuracy, sensitivity, specificity, and area under the receiver operating characteristics curve (AUC). Accuracy was defined as the ratio of correctly diagnosed subjects to all subjects. Sensitivity was defined as the ability to detect true positives (early PD) as positives, and specificity was defined as detecting true negatives (HC) as negatives. The receiver operating characteristic curve was defined as the plot of the classification ability, with the \( x \)-axis representing the false-positive rate (1-specificity) and the \( y \)-axis representing the true positive rate (sensitivity). Theoretically, AUC would be in the range of 0.5 to 1, with an AUC of 1 representing the perfect classification result.

To evaluate the performance of SVM and LR, we applied two methods for classification models. The first method was to use all datasets to obtain average performance from 10-fold cross-validation. Because data distribution in folds for training and validation affects the performance of models due to the small number of datasets, data distribution was randomized 10 times and divided differently into folds. Thus, each cross-validation has different training and validation datasets. The average performance of models was calculated. The second method was to use 80% of datasets for training and 20% of datasets for the test. The training was performed to determine optimal features; datasets validated one time and training model with the optimal features. For NMSS classification models, data were not divided into training and test sets because the number of datasets is only 48. Instead, the first method was performed to evaluate the average performance of the NMSS models.

For SVM, the nested cross-validation was performed to measure the optimal performance. The nested cross-validation was used to search hyperparameters of the SVM model during cross-validation. The nested cross-validation consists of two folds: inner and outer folds. The inner fold determines the optimal hyperparameters of a classification model, changing the hyperparameters of the model iteratively. In the outer fold, the same dataset is applied to the classification model tuned with optimal hyperparameters to estimate generalization error [24].

A paired t-test was used to compare SVM and LR models’ results with the same number of features and compare the best SVM and LR models. Paired t-tests were used to assess the accuracy, sensitivity, specificity, and AUC of the models, and a \( p \)-value < 0.05 was considered significant.
3. Results

3.1. QSM and F-Scores for Patients with Early PD and HCs

Figure 2 shows representative QSM images of HC and early PD. By visual inspection, QSM images of early PD shows brighter signals in basal ganglia areas than HC, demonstrating iron accumulation in early PD.

Mean QSM values for the seven ROIs in patients with PD and HCs are shown in Table 2. The mean QSM values for early PD patients were approximately 10% higher (range, 0.070–0.142 ppm) than the values for HCs (range, 0.059–0.134 ppm). In comparisons of F-scores for patients with PD and HCs, GP demonstrated the highest F-score, and PUT demonstrated the lowest, meaning that the largest difference between patients with PD and HCs was in the GP.

Table 2. QSM Values and F-scores for Patients with Early PD\(^ a \) and HCs\(^ b \).

| ROI \(^ c \) | Mean QSM \(^ k \) Value ± SD, ppm | F-score \(^ l \) |
|------------|----------------------------------|----------------|
| Patients with Early PD (\( n = 24 \)) | HC (\( n = 27 \)) | |
| GP \(^ d \) | 0.142 ± 0.034 | 0.134 ± 0.038 | 14.634 |
| DN \(^ e \) | 0.101 ± 0.031 | 0.095 ± 0.026 | 11.461 |
| SNr \(^ f \) | 0.131 ± 0.044 | 0.115 ± 0.044 | 11.261 |
| SNC \(^ g \) | 0.130 ± 0.043 | 0.125 ± 0.041 | 9.349 |
| RN \(^ h \) | 0.102 ± 0.032 | 0.097 ± 0.034 | 9.251 |
| CN \(^ i \) | 0.070 ± 0.025 | 0.059 ± 0.021 | 7.497 |
| PUT \(^ j \) | 0.109 ± 0.049 | 0.094 ± 0.025 | 6.910 |

\(^ a \) PD = Parkinson’s disease, \(^ b \) HC = healthy control, \(^ c \) ROI = region of interest, \(^ d \) GP = globus pallidus, \(^ e \) DN = dentate nucleus, \(^ f \) SNr = substantia nigra pars reticulate, \(^ g \) SNC = substantia nigra pars compacta, \(^ h \) RN = red nucleus, \(^ i \) CN = caudate nucleus, \(^ j \) PUT = putamen, \(^ k \) QSM = quantitative susceptibility mapping, \(^ l \) F-score = Fisher’s score.
3.2. Classification Results for Patients with Early PD and HCs

When training and test datasets were not separated, backward elimination results based on F-score are shown in Figure 3. The best performance for SVM was observed when all seven ROIs were used. For LR, the best performance was observed when four features were used (GP, DN, SNr, and SNc).

![Figure 3](image)

**Figure 3.** Performance of SVM and LR in classifying patients with early Parkinson’s disease (PD) and healthy controls (HC) using backward elimination of features. The results for SVM and LR are shown in regard to (a) accuracy, (b) area under the receiver operating curve (AUC), (c) sensitivity, and (d) specificity. The features were included as the training set from the region of interest with the highest F-score to the region of interest with the lowest F-score. Asterisk (*) shows significance (p < 0.05). LR = logistic regression, SVM = support vector machine.

When we compared the performance of the best SVM model (using GP, RN, DN, SNr, SNc, CN, and PUT) with LR models with the same features, the calculated p-value was less than 0.01 inaccuracy, AUC, and sensitivity, demonstrating a significant difference between the performance of the SVM model using all seven ROIs and the performance of LR models.

The optimal SVM model demonstrated accuracy, sensitivity, specificity, and AUC values of 0.79 ± 0.07, 0.81 ± 0.07, 0.76 ± 0.09, and 0.73 ± 0.06, respectively (Figure 3). The optimal LR model demonstrated accuracy, sensitivity, specificity, and AUC values of 0.73 ± 0.03, 0.74 ± 0.04, 0.72 ± 0.04, and 0.64 ± 0.03, respectively. SVM had approximately 10% higher accuracy than LR overall. The performance of the best SVM model was significantly different from that of the best LR model (p = 0.027 in accuracy, p = 0.001 in AUC, and p = 0.017 in sensitivity) except for specificity (p = 0.199).

Table 3 shows classification results from training data when separating datasets into training and test. The SVM model with all features shows the best performance (accuracy = 0.76, AUC = 0.70, sensitivity = 0.77, and specificity = 0.84), while LR has accuracy, AUC, sensitivity, and specificity of
0.72, 0.64, 0.72, and 0.72, respectively. When using all features for the SVM and LR models, in the test set, SVM revealed better accuracy (0.8), AUC (0.90), and sensitivity (0.75) than those of LR (accuracy = 0.75, AUC = 0.64, and sensitivity = 0.5) except for specificity (SVM = 0.88 and LR = 0.92). An LR model with GP, DN, SNr, and SNC selected in Figure 3 also had the same performance as the LR model with all features in the test set.

Table 3. Classification results of SVM a and LR b from the training set.

| The Number of Features | SVM a | LR b |
|------------------------|-------|------|
| Accuracy               | 0.67  | 0.58 |
|                        | 0.65  | 0.55 |
|                        | 0.65  | 0.59 |
|                        | 0.64  | 0.70 |
|                        | 0.72  | 0.69 |
|                        | 0.71  | 0.69 |
|                        | 0.76  | 0.69 |

| AUC c                   | SVM a | LR b |
|------------------------|-------|------|
|                        | 0.58  | 0.40 |
|                        | 0.45  | 0.37 |
|                        | 0.40  | 0.36 |
|                        | 0.48  | 0.39 |
|                        | 0.62  | 0.58 |
|                        | 0.63  | 0.62 |
|                        | 0.70  | 0.64 |

| Sensitivity            | SVM a | LR b |
|------------------------|-------|------|
|                        | 0.68  | 0.49 |
|                        | 0.54  | 0.49 |
|                        | 0.56  | 0.52 |
|                        | 0.55  | 0.69 |
|                        | 0.81  | 0.62 |
|                        | 0.89  | 0.62 |
|                        | 0.77  | 0.72 |

| Specificity            | SVM a | LR b |
|------------------------|-------|------|
|                        | 0.70  | 0.69 |
|                        | 0.76  | 0.67 |
|                        | 0.72  | 0.67 |
|                        | 0.75  | 0.67 |
|                        | 0.67  | 0.62 |
|                        | 0.60  | 0.62 |
|                        | 0.84  | 0.79 |
|                        | 0.72  | 0.72 |

a, support vector machine, b, logistic regression, c, area under the receiver operating curve.

3.3. Classification Results for High and Low NMSS Score Groups

Mean QSM values for the high and low NMSS score groups are shown in Table 4. The difference between QSM values in these groups was only 0.5% for all ROIs (high NMSS score group = 0.112 ± 0.02 ppm; low NMSS score group = 0.113 ± 0.03 ppm).

Table 4. QSM a values and F-scores b for patients with high or low NMSS c score.

| ROI d       | Mean QSM Value ± SD, ppm | F-score |
|-------------|---------------------------|---------|
|             | High NMSS (n = 12)        | Low NMSS (n = 12) |
| GP e         | 0.136 ± 0.029             | 0.149 ± 0.037 | 17.772 |
| RN f         | 0.106 ± 0.028             | 0.099 ± 0.035 | 10.544 |
| DN g         | 0.102 ± 0.033             | 0.100 ± 0.031 | 10.426 |
| SNr h        | 0.129 ± 0.043             | 0.133 ± 0.045 | 9.070 |
| SNC i        | 0.127 ± 0.045             | 0.134 ± 0.042 | 9.063 |
| CN j         | 0.074 ± 0.027             | 0.067 ± 0.023 | 7.846 |
| PUT k        | 0.111 ± 0.042             | 0.107 ± 0.056 | 5.005 |

High and low Non-motor Symptoms Scale (NMSS) score groups were divided based on the median value of the NMSS within study patients (15.5). a, QSM = quantitative susceptibility mapping, b, F-scores = Fisher’s score, c, NMSS = non-motor symptoms scale, d, ROI = region of interest, e, GP = globus pallidus, f, RN = red nucleus, g, DN = dentate nucleus, h, SNr = substantia nigra pars reticulata, i, SNC = substantia nigra pars compacta, j, CN = caudate nucleus, k, PUT = putamen.

In terms of F-scores, GP again demonstrated the highest (17.772), and PUT again demonstrated the lowest (5.005) (Table 3). We implemented SVM and LR models for high and low NMSS score classification. The optimal features for the SVM and LR models were GP and RN. With the selected two ROIs, the SVM model demonstrated accuracy, sensitivity, specificity, and AUC values of 0.79 ± 0.03, 0.77 ± 0.04, 0.85 ± 0.06, and 0.68 ± 0.04, respectively, while the LR model showed those of 0.76 ± 0.04, 0.68 ± 0.10, 0.88 ± 0.07, and 0.63 ± 0.06, respectively (Figure 4).
Figure 4. Performance of SVM and LR in classifying low and High Non-motor Symptoms Scale (NMSS) groups using backward elimination of features. The results are shown in regard to (a) accuracy, (b) area under the receiver operating curve (AUC), (c) sensitivity, and (d) specificity. The features were included as the training set from the region of interest with the highest F-score to the region of interest with the lowest F-score. Asterisk (*) shows significance ($p < 0.05$). SVM = support vector machine. LR = logistic regression.

When the optimal SVM model (using GP and RN) and the LR model (using GP and RN) were compared, $p$-values for sensitivity and AUC were < 0.05; the $p$ value for accuracy and specificity were 0.09 and 0.525, respectively.

4. Discussion

Because early treatment of PD enhances patients’ quality of life, effective early screening methods are essential. Dopamine imaging and the assessment of alpha-synuclein levels in the blood or spinal fluid have been considered the standard screening tools, but these methods have limitations; for instance, dopamine imaging may lack cost competitiveness as a screening tool. Meanwhile, recent MRI studies have demonstrated that iron accumulation in the basal ganglia may serve as a potential biomarker of PD. In this study, we used QSM, a new MRI technique, to noninvasively measure iron accumulation in the brain and thus differentiate between patients with early PD and HCs. This technique demonstrated its ability to serve as a rapid machine learning-based screening tool in this patient population.

Early PD diagnosis is challenging, as only subtle symptoms appear in the early stages [25]. The SVM model constructed in this study had an accuracy of 79% for identifying early PD, an accuracy rate similar to that demonstrated by experienced neurologists using clinical criteria (approximately 76%) [26]. Therefore, this machine learning-based technique, therefore, offers a diagnostic accuracy
rate comparable to that demonstrated by experienced neurologists but independent of the clinicians’ involved skills.

We found that QSM values were higher in patients with early PD than in HCs in all ROIs (GP, RN, DN, SNr, SNc, CN, and PUT). A previous study reported that iron accumulates in the basal ganglia (e.g., SNc) in patients with early PD and is progressively stored in nearby areas [6]. Our study also suggests that iron deposition in the deep grey matter may occur in early PD patients.

In this study, we found that GP demonstrated the highest F-score for differentiating between patients with early PD and HCs. A previous study of QSM values demonstrated that iron accumulation in GP is prevalent in early PD [6], and another study found a positive correlation between GP iron content and PD severity [27]. However, data regarding these potential correlations are still limited; further research is needed to investigate the importance of GP iron content in patients with early PD.

SVM has the best performance in discriminating early PD and HC when all features are used. The previous studies have demonstrated significant elevation of QSM values in basal ganglia regions such SNc, SNr, GP, or RN in PD, and the iron accumulation has a progressive pattern extending from SNc to adjacent basal ganglia regions as with the disease progression in patients with early PD [6,28,29]. In a perspective of classifying PD and HCs with SVM, this broad progressive pattern in the basal ganglia allows more information on constructing the classification model, resulting in better performance when using more features as shown in Figure 3.

SVM showed higher performance than LR. SVM uses a kernel function to transform datasets into the required form of data. Because data of this study has a high dimension, SVM with the kernel function is superior to deciding a hyperplane to classify patients with early PD compared to LR. In a multivariate problem with data, SVM performance is better than LR [30]. Figure 3 also shows that the overall performance of SVM increases as the number of features increases, whereas LR does not. The kernel function in SVM helps solve the high dimensional non-linear classification problem [31].

Applying QSM to an SVM model for screening patients with potential early PD has the advantage of simplicity. In a previous study, an SVM model demonstrated an accuracy of 87%, a sensitivity of 79%, and a specificity of 93% in differentiating between patients with early PD and HCs; however, multiple modalities were used, including resting-state functional MRI (i.e., the amplitude of low-frequency fluctuations, regional homogeneity, and regional functional connectivity strength) and brain structural images (i.e., volume characteristics from grey matter, white matter, and cerebrospinal fluid) [32]. This use of multiple modalities makes the technique difficult to apply in a clinical setting. The simplicity of using QSM, on the other hand, allows for this method to be easily incorporated in clinical fields.

In a sub-analysis of patients with low or high NMSS scores, GP and RN were selected as the best test features. However, limited data exist regarding the potential correlation between NMSS score and QSM values in GP and SN [28], with one study demonstrating no significant correlation between NMSS score and QSM values [17]. Further studies are therefore needed regarding the potential association between iron accumulation and NMSS score.

Despite the subtle difference in QSM values we observed for low and high NMSS score groups, the proposed SVM model demonstrated a relatively high accuracy of 79% in differentiating between groups. The nonlinear approach of SVM may have allowed for a relatively high classification power, even though each value did not demonstrate the statistical significance reported in previous research [17]. Because non-motor symptoms affect the quality of life, this simple screening method of differentiating between patients with low and high NMSS scores may be clinically meaningful.

Although QSM and SVM have demonstrated usefulness for screening, QSM as a technique has some limitations, and this study was limited in some methodological aspects. The major limitation of QSM is the offset problem which occurs during the inversion process from k-space to field map [9]; offset compensation is required on QSM images. In this study, we constructed SVM models using a relatively small sample size. To address this limitation, 10-fold cross-validation was repeated in randomized order 10 times to calculate the models’ average performance. Even though the models demonstrated high accuracy rates, further studies using larger sample sizes may be needed. The recent
trend for machine learning–related classification is to use a deep learning approach. However, because of the small sample size in this study, a traditional SVM model may be more appropriate, as the deep learning approach requires thousands, millions, or even billions of samples [33]. In addition, it is difficult to eliminate the comorbidity factor in the SVM based QSM method. Thus, clinicians should consider clinical data, along with QSM results, in diagnosing or screening early PD patients. Finally, we manually drew ROIs in deep gray matter to obtain QSM values in this study; recent studies have reported using auto segmentation of deep gray matter areas on a QSM map [34,35]. Adopting this approach with our suggested models may improve the practicality of this technique.

5. Conclusions

In conclusion, this study demonstrated the potential of a machine learning-based screening method for early PD using QSM values in deep nuclei. The SVM model based on QSM values demonstrated an accuracy rate comparable to that demonstrated by experienced neurologists. Furthermore, the SVM model for differentiating between patients with low and high NMSS scores may offer clinicians a method for following up motor symptoms progression. These SVM models are expected to be useful as rapid screening tools in this patient population.
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