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Abstract—We introduce a novel class of Nash equilibrium seeking dynamics for non-cooperative games with a finite number of players, where the convergence to the Nash equilibrium is bounded by a $KL$ function with a settling time that can be upper bounded by a positive constant that is independent of the initial conditions of the players, and which can be prescribed a priori by the system designer. The dynamics are model-free, in the sense that the mathematical forms of the cost functions of the players are unknown. Instead, in order to update its own action, each player needs to have access only to real-time evaluations of its own cost, as well as to auxiliary states of neighboring players characterized by a communication graph. Stability and convergence properties are established for both potential games and strongly monotone games. Numerical examples are presented to illustrate our theoretical results.

I. INTRODUCTION

In many engineering and socio-technical systems, there exists inherent competition between different entities or subsystems who aim to maximize their individual payoffs by controlling their own actions. Since, in general, the payoffs of the subsystems also depend on the actions of each other, this setting describes a standard non-cooperative game, where the notion of Nash equilibrium has played an important role during the last decades by providing a rigorous mathematical characterization of operational points where players have no incentive to deviate [1].

In the controls and optimization literatures, several iterative algorithms have been developed to compute the Nash equilibrium of a given game under different assumptions on the information available to the players [2]. In [3], it was shown that model-free dynamics inspired by extremum seeking ideas can also be used to achieve Nash equilibrium seeking (NES) in non-cooperative games with static and dynamic players. Similar ideas have been pursued in [4], [5], [6], [7] and [8], under different assumptions on the structure of the game and the communication requirements of the algorithm. However, while several algorithms have been able to solve the Nash equilibrium seeking problem in a model-free way, achieving desirable rates of convergence has been a persistent challenge in the design of model-free Nash seeking algorithms. Indeed, existing NES dynamics based on extremum seeking have been able to achieve only asymptotic results, where the bound that dominates the convergence of the actions of the players is either an exponential function [3] or just a general $KL$ bound [4], [5]. In these cases, and unless the gain of the dynamics is continuously increased, the convergence time of the algorithms will grow unbounded as the compact set of initial conditions also grows.

On the other hand, during recent years there have been several new results in the context of fixed-time optimization and fixed-time control [9]–[11]. This class of algorithms can achieve finite-time convergence to a desired target, with a finite-time that can be upper bounded by a constant that is independent of the initial conditions. However, most of the results developed so far in the context of fixed-time multi-agent learning and optimization are applicable only to systems for which a precise mathematical model is available [11], or to single-agent learning problems with no spatial information constraints [12]. Motivated by this background, in this paper, we present the first model-free NES dynamics with the (semi-global practical) fixed-time convergence property for non-cooperative games with a finite number of players. To be more precise, we propose a new model-free learning algorithm which guarantees that the actions of the players converge to a neighborhood of the Nash equilibrium of the game, with a convergence bound characterized by a $KL$ function having a uniformly bounded settling time. Moreover, the bound on the settling time can be prescribed a priori under a mild knowledge of the monotonicity properties of the game. Given that these types of dynamics are necessarily non-Lipschitz continuous, they cannot be studied by using standard tools of smooth extremum seeking control, e.g., [13]. Instead, we use averaging tools for non-smooth extremum seeking dynamics, see e.g., [14], [15]. Numerical simulations are presented to illustrate the results.

The rest of this paper is organized as follows. Section II presents the preliminaries. Section III presents the main NES dynamics and the main results. The proofs are presented in Section IV. Numerical results are presented in Section V and Section VI ends with the conclusions.

II. NOTATION AND DEFINITIONS

Given a compact set $A \subset \mathbb{R}^n$ and a vector $z \in \mathbb{R}^n$, we use $|z|_A := \min_{x \in A} \|z - s\|_2$ to denote the minimum distance of $z$ to $A$. We use $S^1 := \{z \in \mathbb{R}^2 : z_1^2 + z_2^2 = 1\}$ to denote the unit circle in $\mathbb{R}^2$, and $T^N := S^1 \times S^1 \times \ldots \times S^1$ to denote the Cartesian product of order $N$ of the set $S_1$. We also use $rB$ to denote a closed ball in the Euclidean space, of radius $r > 0$, and centered at the origin. We use $I_n \in \mathbb{R}^{n \times n}$ to denote the identity matrix. A function $\beta : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is of class $KL$ if it is nondecreasing in its first argument,
nonincreasing in its second argument, $\lim_{s \to 0^+} \beta(r, s) = 0$ for each $s \in \mathbb{R}_{\geq 0}$, and $\lim_{r \to \infty} \beta(r, s) = 0$ for each $r \in \mathbb{R}_{> 0}$. A function $\beta$ is of class $\mathcal{KL}_T$ if $\beta \in \mathcal{KL}$, and additionally, for each $r > 0$ there exists a function $T : \mathbb{R} \to \mathbb{R}_{\geq 0}$, called the settling time, such that $\beta(r, s) = 0$ for all $s > T(r)$. When there exists $m > 0$ such that $T(r) < m$ for all $r > 0$, we say that $\beta$ has the fixed-time convergence property. Given a vector-valued function $H : \mathbb{R}^N \to \mathbb{R}^N$, we define its pseudo-gradient $G$ as the vector-valued function $G(x) := [\frac{\partial H}{\partial x_1}, \frac{\partial H}{\partial x_2}, \ldots, \frac{\partial H}{\partial x_N}]^T$. For the purpose of algorithmic analysis, in this paper we will work with constrained dynamical systems. In particular, we will consider ordinary differential equations (ODEs) with state $x \in \mathbb{R}^n$, and dynamics

$$x \in C, \quad \dot{x} = F(x), \quad (1)$$

where $F : \mathbb{R}^n \to \mathbb{R}^n$ is a continuous function, and $C \subset \mathbb{R}^n$ is a closed set. A solution to system (1) is a continuously differentiable function $x : \text{dom}(x) \to \mathbb{R}^n$ that satisfies: a) $x(0) \in C$; b) $x(t) \in C$ for all $t \in \text{dom}(x)$; and c) $\dot{x}(t) = F(x(t))$ for all $t \in \text{dom}(x)$. A solution is said to be complete if $\text{dom}(x) = [0, \infty)$. Given a compact set $A \subset C$, system (1) is said to render $A$ uniformly globally asymptotically stable (UGAS) if there exists a class $\mathcal{KL}$ function $\beta$ such that every solution of (1) satisfies $|x(t)|_A \leq \beta(|x(0)|_A, t)$, for all $t \in \text{dom}(x)$. In this paper, we will also consider $\varepsilon$-perturbed or $\varepsilon$-parameterized dynamical systems of the form

$$x \in C, \quad \dot{x} = F_{\varepsilon}(x), \quad (2)$$

where $F_{\varepsilon}$ is a continuous function parameterized by a positive constant number $\varepsilon > 0$. For these systems, we will study semi-global practical stability properties. In particular, a compact set $A \subset C$ is said to be $\beta$-Semi-Globally Practically Asymptotically Stable ($\beta$-SGPAS) as $\varepsilon \to 0^+$, if there exists a class $\mathcal{KL}$ function $\beta$ such that for each pair $\delta > \nu > 0$ there exists $\varepsilon^* > 0$ such that for all $\varepsilon \in (0, \varepsilon^*)$ every solution of (2) with $|x(0)|_A \leq \delta$ satisfies

$$|x(t)|_A \leq \beta(|x(0)|_A, t) + \nu, \quad \forall t \in \text{dom}(x). \quad (3)$$

The notion of SGPAS can be extended to systems that depend on multiple parameters $\varepsilon = [\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_l]^T$. In this case, and with some abuse of notation, we say that the system (2) renders the set $A$ $\beta$-SGPAS as $\varepsilon = [\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_l] \to 0^+$, where the parameters are tuned in order starting from $\varepsilon_1$.

### III. Fixed-Time Nash Equilibrium Seeking Dynamics

We consider a non-cooperative game with $N$ players, where each player can control only its own action $u_i \in \mathbb{R}$. For each player $i \in V := \{1, 2, 3, \ldots, N\}$, we denote by $u_{-i} \in \mathbb{R}^{N-1}$ the actions of the other players, and $J_i(u_i, u_{-i})$ as the cost function of the $i$th player, which in this paper is assumed to be a real-valued function, i.e., $J_i : \mathbb{R}^N \to \mathbb{R}$. The goal of the players is to converge to a Nash equilibrium of the game, which is an action profile $u^* \in \mathbb{R}^N$ that satisfies the condition $J_i(u^*_i, u_{-i}^*) = \text{inf}_{u_i \in \mathbb{R}} J_i(u_i, u_{-i}^*)$, for all $i \in V$. In this paper, we assume that the cost functions $\{J_i\}_{i=1}^N$ are such that the underlying game admits a unique Nash equilibrium, and to reach that equilibrium in a distributed way we are interested in strategies that have two main properties: (a) Their convergence can be characterized by class $\mathcal{KL}$ functions $\beta$ that have the fixed-time convergence property; (b) We assume that the mathematical forms of the cost functions $J_i$ and their partial derivatives are unknown, and each player has access only to local real-time evaluations of its own cost, as well as to auxiliary states of neighboring players characterized by a communication graph $\mathcal{G}$.

In order to achieve Nash equilibrium seeking under these two requirements, we will consider a class of model-free fixed-time Nash equilibrium seeking (FtxNES) dynamics based on fixed-time extremum seeking ideas [17], [18]. We will focus on non-cooperative games that can be modeled either as potential games or strongly monotone games. To simplify our presentation, we will make the following assumption on the communication network of the game.

**Assumption 1:** The communication graph $\mathcal{G}$ is undirected, connected and time-invariant.

#### A. Nash Equilibrium Seeking Dynamics

In order to achieve NES with fixed-time $\mathcal{KL}_T$ bounds, each player updates its own action using the feedback rule

$$u_i = \hat{u}_i + \alpha_i \hat{\mu}_i, \quad (4)$$

where $\alpha_i \in (0, 1)$ is a tunable parameter, and $\hat{u}_i$ is updated according to the following dynamics

$$\dot{\hat{u}}_i = -k \hat{u}_{ij} \left( \frac{1}{(x_i^T x_i)^{\alpha_1}} + \frac{1}{(x_i^T x_i)^{\alpha_2}} \right), \quad (5)$$

where $k > 0$ is a tunable gain, and $\alpha_1, \alpha_2$ are defined as

$$\alpha_1 := \frac{q_1 - 2}{q_1 - 1}, \quad \alpha_2 := \frac{q_2 - 2}{q_2 - 1}. \quad (6)$$

where $(q_1, q_2) \in \mathbb{R}^2_{> 0}$ are tunable parameters that are said to be admissible if they satisfy $q_1 \in (2, \infty)$ and $q_2 \in (1, 2)$. Admissible parameters $(q_1, q_2)$ guarantee that $\alpha_1$ is always positive and $\alpha_2$ is always negative. To implement (5), each player is endowed with a vector state $x_i := [x_{i1}, x_{i2}, \ldots, x_{iN}]^T \in \mathbb{R}^N$, with dynamics $\dot{x}_i$ given by

$$\dot{x}_{1i} = \sum_{k \in \mathcal{N}_i} (x_{kj} - x_{ij}) + b_{ij} \left( \frac{2}{a} J_i(u)|\hat{\mu}_i - x_{ij}^*| \right), \quad (7)$$

where $\varepsilon_{1,i} := \varepsilon_1 \rho_{1,i}$ is a parameter of each player, $1 \gg \varepsilon_1 > 0$ is a tunable parameter, and $b_{ij} = 1$ if $i = j$, and $b_{ij} = 0$ for all $i \neq j$. For simplicity, in this paper we assume that $\rho_{1,i} = 1$ for all $i$. The feedback law (4) and the dynamics (7) depend also on an auxiliary state $\hat{\mu}_i$, which is generated by each player as the first component of the solution of a linear oscillator with state $\hat{\mu}_i = [\hat{\mu}_{i1}, \hat{\mu}_{i2}] \in \mathbb{R}^2$:

$$\varepsilon_{2,i} \left[ \begin{array}{c} \hat{\mu}_{i1} \\ \hat{\mu}_{i2} \end{array} \right] = 2\pi \mathcal{R}_i \left[ \begin{array}{c} \hat{\mu}_{i1} \\ \hat{\mu}_{i2} \end{array} \right], \quad \mathcal{R}_i := \left[ \begin{array}{cc} 0 & -\kappa_i \\ \kappa_i & 0 \end{array} \right], \quad (8)$$

$^1$For the kinds of games that are our focus in this paper (potential games and strongly monotone games) the condition of existence of a unique Nash equilibrium is satisfied, as discussed later.
where $\varepsilon_{2,i} = \varepsilon_{2}p_{2,i}$ is a parameter of each player, $\varepsilon_{1} \gg \varepsilon_{2} > 0$, $p_{2,i} > 0$, and $\kappa_{i} > 0$ are tunable parameters. We make the following assumption on the parameters.

**Assumption 2:** Let $\tilde{\kappa}_{i} := \kappa_{i}/p_{2,i}$. For each player $i \in \mathcal{V}$, the parameter $\tilde{\kappa}_{i}$ is a positive rational number, $\tilde{\kappa}_{i} \neq \tilde{\kappa}_{j}$, and $\tilde{\kappa}_{i} \neq 2\tilde{\kappa}_{j}$ for all $i \neq j$.

**B. FxTNES in Potential Games**

To study the FxTNES dynamics, we start by considering a class of games termed potential games [19], which are characterized by the following assumption.

**Assumption 3:** There exists a $C^{2}$ radially unbounded function $P : \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfying $\frac{\partial^{2}P(u)}{\partial u_{j}\partial u_{j}} < 0$, for all $u \in \mathbb{R}^{n}$ and all $i \in \mathcal{V}$; and there exists a unique $u^{*} \in \mathbb{R}^{n}$ such that $\frac{\partial J_{i}(u^{*},u^{*},u_{-i})}{\partial u_{i}} = 0$, for all $i \in \mathcal{V}$, and $u^{*} = \arg\min_{u \in \mathbb{R}^{n}} P(u)$. 

We will also make the following assumption on the mapping $u \mapsto P(u)$.

**Assumption 4:** There exists $\kappa > 0$ such that $P(u) - P(u^{*}) \leq -\frac{1}{\kappa} \|\nabla P(u)\|^{2}$, for all $u \in \mathbb{R}^{n}$.

To characterize the fixed-time convergence properties of the Nash seeking dynamics in potential games, we introduce the constants $\gamma_{1} = 2^{\frac{\kappa - 2\alpha_{1}}{\kappa - 2\alpha_{2}}}$, and $\gamma_{2} = 2^{\frac{\kappa - 2\alpha_{2}}{\kappa - 2\alpha_{1}}}$. Using these constants, we define the following fixed-time:

$$T_{P} := \frac{4}{\kappa}\left(\frac{1}{\gamma_{1}\alpha_{1}} - \frac{1}{\gamma_{2}\alpha_{2}}\right).$$ (9)

When $(q_{1}, q_{2})$ are admissible, the term inside the parenthesis of (9) is positive. Thus, for any desired $T_{P} > 0$, equation (9) can be satisfied by simply selecting the gain $k$ of the players as $k = \frac{4}{T_{P}}\left(\frac{1}{\gamma_{1}\alpha_{1}} - \frac{1}{\gamma_{2}\alpha_{2}}\right)$. The following theorem is the first result of the paper.

**Theorem 1:** Consider the FxTNES dynamics given by (5), (7), and (8). Suppose that Assumptions 1, 2, and 3 hold. Then, for any $T_{P} > 0$, there exist admissible parameters $(q_{1}, q_{2})$ and gain $k > 0$, such that there exists $\beta \in KLC_{T}$ such that the following holds:

1) For each pair $\delta > \nu > 0$, there exists $\varepsilon_{1}^{*} > 0$ such that for each $\varepsilon_{1} \in (0, \varepsilon_{1}^{*})$ there exists $a^{*} > 0$ such that for each $a \in (0, a^{*})$ there exists $\varepsilon_{2}^{*} > 0$ such that for each $\varepsilon_{2} \in (0, \varepsilon_{2}^{*})$ the FxTNES dynamics with initial conditions $(\hat{u}_{i}(0), x_{i}(0), \mu_{i}(0)) \in \{(u^{*}) + \delta B \} \times \delta B \times \mathbb{T}^{n}$ generate complete solutions, and the vector of actions of the players satisfies the bound

$$|u(t) - u^{*}| \leq \beta(|\hat{u}(0) - u^{*}|, t) + \nu, \quad \forall \ t \geq 0.$$ (10)

2) $\beta(r, s) = 0$ for all $s \geq T_{P}$ and all $r > 0$; i.e., $\beta$ has the fixed-time convergence property.

The dependence of the parameters $(a, \varepsilon_{1}, \varepsilon_{2})$ on the pair $(\delta, \nu)$ implies that Theorem 1 is a semi-global practical asymptotic stability result. However, unlike previous results in the literature, e.g., [3], the convergence of the actions of the players is characterized by a class $KLC_{T}$ function with a fixed-time convergence property, where $T_{P}$ can be completely prescribed a priori by the system designer, provided a lower bound on $\kappa$ is known. In particular, the gains $k_{i}$ do not need to be retuned in order to maintain the convergence bound $T_{P}$ as $\delta$ (resp. $\nu$) increases (resp. decreases).

**Remark 1:** As shown later in the proof of Theorem 1, the semi-global practical nature of the result and the use of singular perturbation theory (where (7) and (8) act as fast dynamics) allow us to consider exponentially stable consensus fast dynamics of the form (7), instead of fixed-time consensus dynamics [10], for which the application of averaging theory might be intractable in our case.

**Remark 2:** Even though the dynamics (5) use homogeneous gains $k$ and homogeneous exponents ($\alpha_{1}, \alpha_{2}$), it is possible to obtain similar convergence results using heterogeneous exponents and gains. Such results are omitted in this paper due to space limitations.

**C. FxTNES in Strongly Monotone Games**

We now consider general non-cooperative games characterized by $\kappa$-strongly monotone pseudo-gradients $G$ obtained from the vector of costs $J(u) = [J_{1}(u), J_{2}(u), \ldots, J_{N}(u)]^{T}$. These games, termed strongly monotone games, are characterized by the following assumption.

**Assumption 5:** There exists a unique Nash equilibrium $u^{*} \in \mathbb{R}^{n}$, and the pseudo-gradient mapping $u \mapsto G(u)$ satisfies the following inequality $(u_{1} - u_{2})^{T}(G(u_{1}) - G(u_{2})) \geq \kappa(u_{1} - u_{2})^{2}$, for all $u_{1}, u_{2} \in \mathbb{R}^{n}$, and for $\kappa > 0$.

**Remark 3:** Strongly monotone games have been extensively studied in the literature of variational inequalities [20], and distributed control [21].

For strongly monotone games, we define the constants $\theta_{1} = 2^{\frac{\kappa - 2\alpha_{1}}{\kappa - 2\alpha_{2}}}$, $\theta_{2} = 2^{\frac{\kappa - 2\alpha_{2}}{\kappa - 2\alpha_{1}}}$, where $\alpha_{1}$ and $\alpha_{2}$ are defined in (6). Using these constants, we define the fixed-time:

$$T_{S} := \frac{4}{k\kappa}\left(\frac{\theta_{1}}{\alpha_{1}} - \frac{\theta_{2}}{\alpha_{2}}\right).$$ (11)

Since for any admissible pair $(q_{1}, q_{2})$ the term inside the parenthesis is positive, for any $T_{S} > 0$ we can satisfy equation (11) by setting $k := \frac{4}{T_{S}}\left(\frac{1}{\gamma_{1}\alpha_{1}} - \frac{1}{\gamma_{2}\alpha_{2}}\right)$. The following theorem corresponds to the second main result of the paper.

**Theorem 2:** Consider the FxTNES dynamics given by (5), (7), and (8). Suppose that Assumptions 1, 2, and 5 hold. Then, for any $T_{S} > 0$, there exist admissible parameters $(q_{1}, q_{2})$ and gains $k_{i} > 0$, for all $i \in \mathcal{V}$, such that there exists $\beta \in KLC_{T}$ such that the following holds:

1) For each pair $\delta > \nu > 0$, there exists $\varepsilon_{1}^{*} > 0$ such that for each $\varepsilon_{1} \in (0, \varepsilon_{1}^{*})$ there exists $a^{*} > 0$ such that for each $a \in (0, a^{*})$ there exists $\varepsilon_{2}^{*} > 0$ such that for each $\varepsilon_{2} \in (0, \varepsilon_{2}^{*})$ the FxTNES dynamics with initial conditions $(\hat{u}_{i}(0), x_{i}(0), \mu_{i}(0)) \in \{(u^{*}) + \delta B \} \times \delta B \times \mathbb{T}^{n}$ generate complete solutions, and the vector of actions of the players satisfies the bound

$$|u(t) - u^{*}| \leq \beta(|\hat{u}(0) - u^{*}|, t) + \nu, \quad \forall \ t \geq 0.$$ (12)

2) $\beta(r, s) = 0$ for all $s \geq T_{S}$ and all $r > 0$; i.e., $\beta$ has the fixed-time convergence property.
IV. STABILITY AND CONVERGENCE ANALYSIS

In this section, we present the analysis and proofs of our main results. Since the FxTNES dynamics are continuous but not Lipschitz continuous, standard averaging and singular perturbation tools for smooth extremum seeking dynamics cannot be used as in [3]. Instead, we will use generalized averaging tools for extremum seeking dynamics that only use continuity of the dynamics, e.g., [7], [14], [15]. We organize the proof of the Theorems into multiple steps.

Step 0: Setting up the Model. Let us start by writing the FxTNES dynamics as a singularly perturbed system [14], [15]. To do this, define the vectors \( x_i = [x_{i1}, x_{i2}, x_{i3}, \ldots, x_{iN}]^T \in \mathbb{R}^N \), as well as the vector-valued mapping \( \Psi(x) = [\psi(x_1), \psi(x_2), \ldots, \psi(x_N)]^T \in \mathbb{R}^N \), with mappings \( z \rightarrow \Psi(z) \) defined as

\[
\psi(z) := (z^T z)^{-\frac{1}{2}} + (z^T z)^{-\frac{3}{2}},
\]
for all \( z \in \mathbb{R}^N \). We also define the vectors

\[
\begin{align*}
X_i &= [x_{i1}, x_{i2}, x_{i3}, \ldots, x_{iN}]^T \in \mathbb{R}^N, \\
x &= [x_1^T, x_2^T, x_3^T, \ldots, x_N^T] \in \mathbb{R}^{N \times N}, \\
b_i &= [b_{i1}, b_{i2}, b_{i3}, \ldots, b_{iN}]^T \in \mathbb{R}^N, \\
\mu &= [\mu_1, \mu_2, \mu_3, \ldots, \mu_N]^T \in \mathbb{R}^{N \times N},
\end{align*}
\]

and define the mapping \( E(u, \mu) := 2(A^T J(u, \mu)) \in \mathbb{R}^N \). Finally, define a block diagonal matrix \( \mathcal{R}_k \in \mathbb{R}^{2N \times 2N} \), which is parametrized by a vector of gains \( \kappa := [\kappa_1, \kappa_2, \ldots, \kappa_N]^T \) (c.f., Assumption 2), with the \( i^\text{th} \) diagonal block of \( \mathcal{R}_k \) defined as \( \mathcal{R}_k \).

By using these definitions, the FxTNES dynamics can be written in vectorial form as

\[
\begin{align*}
J(u, \mu) := [J_1(u) \mu_1, J_2(u) \mu_2, \ldots, J_N(u) \mu_N]^T \in \mathbb{R}^N, \\
A := \text{diag}([a_1, a_2, a_3, \ldots, a_N]^T) \in \mathbb{R}^{N \times N}, \\
J'(u) := \partial J(u, \mu), \\
E(u, \mu) := 2(A^T J(u, \mu)), \\
\mathcal{R}_k \in \mathbb{R}^{2N \times 2N}, \\
\mu := [\mu_1, \mu_2, \mu_3, \ldots, \mu_N]^T \in \mathbb{R}^{N \times N},
\end{align*}
\]

which evolve in the set \( \mathcal{R}_k \).

Therefore, we proceed to analyze the stability and convergence properties of the nominal system (17)-(18), using robustness results for continuous ODEs to establish stability properties for the perturbed dynamics (16).

Step 2: Second Application of Averaging Theory. For \( \epsilon_1 \) sufficiently small, system (17)-(18) is in singular perturbation form with the dynamics of \( x^a \) acting as fast dynamics, see [14], [15]. To find the boundary layer dynamics, let \( \tau = t/\epsilon_1 \), and consider the system in the \( \tau \)-time scale:

\[
\frac{\partial x^a}{\partial \tau} = -\epsilon_1 \frac{\partial \Psi}{\partial x^a}(x^a),
\]

and the matrix \( B := \text{diag}(b_i) \). Let

\[
\begin{align*}
\dot{J}(u, \mu) &:= [J_1(u) \mu_1, J_2(u) \mu_2, \ldots, J_N(u) \mu_N]^T \in \mathbb{R}^N, \\
A &:= \text{diag}([a_1, a_2, a_3, \ldots, a_N]^T) \in \mathbb{R}^{N \times N}, \\
\end{align*}
\]

The following lemma will be instrumental for our results. The proof can be found in [15, Appendix A].

**Lemma 2.** Suppose that Assumption 2 holds. Then, there exists a \( T > 0 \) such that every solution \( \mu \) of the oscillator (14c) with \( \varepsilon_2 = 1 \) satisfies \( \frac{T}{T} \int_0^T \dot{\mu}(t) \mu(t) \, dt = \frac{1}{2} I_n \) and \( \frac{T}{T} \int_0^T \dot{\mu}(t) \, dt = 0 \), for all \( \ell \in \mathbb{Z}_{\geq 1} \), where \( \mu := [\mu_1, \mu_2, \ldots, \mu_N]^T \).

Using Lemma 2, we will now proceed to average the dynamics (14a) along the solutions of system (14c). In order to do this, and for values of \( a_i > 0 \) sufficiently small, we consider a Taylor expansion of each cost function \( J_i(\hat{u} + A\hat{\mu}) \) around \( u \), leading to \( J_i(\hat{u} + A\hat{\mu}) = J_i(\hat{u}) + \sum_{k=1}^N a_k \mu_k \frac{\partial J_i(\hat{u})}{\partial \mu_k} + O_i(a^2) \), where \( O_i(a^2) \) represents higher order terms that are bounded on compact sets, and which can be made arbitrarily small by decreasing \( a_i \). Using Lemma 2, it follows that \( \frac{T}{T} \int_0^T \dot{\mu}_i(s) J_i(\hat{u} + A\hat{\mu}(s)) \, ds = \int_0^T \frac{\partial J_i(\hat{u})}{\partial \mu} \mu_i(\hat{u}) + O_i(a^2) \), for each \( \ell \in \mathbb{V} \). Then it follows that

\[
\frac{T}{T} \int_0^T E(u, \hat{\mu}(s)) \, ds = G(\hat{u}) \otimes 1_N + O(a), \quad G \text{ is the pseudo-gradient of the game.}
\]

Therefore, we proceed to analyze the stability and convergence properties of the nominal system (17)-(18), using robustness results for continuous ODEs to establish stability properties for the perturbed dynamics (16).

System (16)-(17) is an \( (a) \)-perturbed version of a nominal average system with dynamics

\[
\dot{\hat{u}}^a = -k \text{diag}(x_i \mu) \Psi(x^a) \quad (16a)
\]

\[
\epsilon_1 \dot{x}^a = -(L \otimes I_{N \times N} + B)x^a + BE(\hat{u} + A\hat{\mu}) \quad (16b)
\]

Therefore, we proceed to analyze the stability and convergence properties of the nominal system (17)-(18).
for all $i \in \mathcal{V}$. Thus, the singularly perturbed system (17)-(18) has a well-defined reduced system, see [14, Ex. 1], which corresponds to the dynamics (18) with $x^\dagger_i$ substituted by the steady-state values $x^{\dagger,a}, x^{\dagger,b}$. Therefore, the reduced system, with state $z \in \mathbb{R}^N$, are given by

$$\dot{z} = -\kappa \frac{\partial J_i(z)}{\partial z_i} \left( \frac{1}{|G(z)|^{a_1}} + \frac{1}{|G(z)|^{a_2}} \right).$$

(21)

**Step 3: Fixed-Time Convergence $\mathcal{KL}_T$ bounds.** Next, we establish suitable fixed-time $\mathcal{KL}_T$ convergence bounds for the dynamics (21).

**Lemma 3:** Suppose that Assumptions 3 and 4 hold, and consider the dynamics (21) for all $i \in \mathcal{V}$. Then, there exists $\beta \in \mathcal{KL}_T$ such that every solution satisfies $|z(t) - u^s| \leq \beta(|z(0) - u^s|, t)$, for all $t \geq 0$, and $\beta(r, s) = 0$ for all $s > T_p^s$, and all $r > 0$, where $T_p^s$ is given by (9).

**Proof:** Consider the Lyapunov function $V_p(z) = \frac{1}{2}(P(z) - P(u^s)^2$, which under Assumption 3 is positive definite with respect to $u^s$, and also radially unbounded. Since the game is a potential game, we have that $\nabla V(z) = G(z)$, and the dynamics (21) can be written as

$$\dot{z} = -\kappa G(z) \left( \frac{1}{|G(z)|^{a_1}} + \frac{1}{|G(z)|^{a_2}} \right).$$

Thus, the time-derivative of $V$ satisfies

$$\dot{V}_p(z) = -\kappa (P(z) - P(u^s) + \frac{G(z)^T G(z)}{|G(z)|^{a_1}} + \frac{G(z)^T G(z)}{|G(z)|^{a_2}}.$$

Defining $\alpha_1 := 2 - a_1 > 0$, $\alpha_2 := 2 - a_2 > 0$, $c_1 := 2 - 2\alpha_1 \kappa > 0$, $c_2 := 2 - 2\alpha_2 \kappa > 0$, and using Assumption 4 we obtain

$$\dot{V}_p(z) \leq -\kappa \left(c_1 V_p(z) + c_2 V_p(z)\right) < 0,$$

where $\gamma_1 := \frac{\alpha_1}{4c_1} \in (0,1), \gamma_2 := \frac{\alpha_2}{4c_2} > 1$. The result follows by [9, Lemma 1].

**Lemma 4:** Suppose that Assumption 5 holds and that every player implements the dynamics (21). Then, there exists $\beta \in \mathcal{KL}_T$ such that every solution satisfies $|z(t) - u^s| \leq \beta(|z(0) - u^s|, t)$, for all $t \geq 0$, and $\beta(r, s) = 0$ for all $s > T_p^s$, and all $r > 0$, where $T_p^s$ is given by (11).

**Proof:** Consider the Lyapunov function $V(z) = \frac{1}{2}G(z)^2$, which is positive definite with respect to the Nash equilibrium $u^s$, and also radially unbounded due to the strong monotonicity assumption. The time derivative of $V$ satisfies

$$\dot{V}(z) = G(z)^T J G(z) \dot{z}$$

where $J$ is the Jacobian matrix of the pseudo-gradient $G$. Since $G$ is strongly $\kappa$-monotone, $\kappa G(z) \eta \geq \kappa \eta^2$, for all $\eta \in \mathbb{R}^n$, and for all $z \in \mathbb{R}^n$ [20, Prop. 2.3.2]. Therefore, we obtain

$$\dot{V}(z) \leq -\kappa \left(c_1 V(z) + c_2 V(z)\right) < 0,$$

where $c_1 = 2^{\alpha_1}, c_2 = 2^{\alpha_2}, \gamma_1 = \frac{\alpha_1}{2}, \gamma_2 = \frac{\alpha_2}{2}$. The result follows by [9, Lemma 1].

**Step 4: $\beta$-SGPAS for Second Singularly Perturbed System.** Having established UGAS of the average dynamics with $\mathcal{KL}_T$ bounds $\beta$, we proceed to apply averaging results in order to establish suitable stability properties for the singularly perturbed dynamics (17)-(18). In particular, by [14, Thm. 2] the dynamical system (17)-(18) renders the compact set $\mathcal{A} := \{u^s + \beta \cdot \mathbb{S} \}$ by $\mathcal{KL}_T$ bounds the $\mathcal{KL}_T$ bound $\beta$ obtained in Lemmas 3 or 4. Moreover, by the definition of solutions we have that $|x^a(t)|_{MB} = 0$ for all $t \in \text{dom}(u^a, x^a)$, which implies that $|x^a(t)|_{\mathcal{A}} := |u^a(t) - u^a|$, where $x^a := [u^{a,T}, x^{a,T}]^T$. Thus, for each $\delta > \nu > 0$, there exists $\epsilon_1 > 0$ such that for all $\epsilon_1 \in (0, \epsilon_2)$ every solution of the dynamical system (17)-(18) with $\nu_a(0) \in \{u^a + \delta \mathbb{S}\}$ and $\delta \mathbb{S}$ satisfies the bound $|x^a(t)|_{\mathcal{A}} \leq \beta(|x^a(0)|_{\mathcal{A}} + t + \nu)$, for all $t \in \text{dom}(u^a)$, where $\beta$ comes from Lemmas 3 and 4. Finally, by [15, Prop. A.1], the $O(a)$-perturbed system (16)-(17) renders the compact set $\mathcal{A} := \{u^a + \epsilon \cdot \mathbb{S} \}$ by $\mathcal{KL}_T$ bound $\beta$.

**Step 5: $\beta$-SGPAS for Original Dynamics.** We now analyze the FxTNESS dynamics (14) based on the properties of the average dynamics (16) studied in Step 4. Since the oscillator (14a) renders the set $\mathbb{T}^N$ UGAS, it follows by [15, Thm. 7] that the FxTNESS dynamics render the compact set $\mathcal{A} \times \mathbb{T}^n$ $\beta$-SGPAS as $(c_2, a, \epsilon_2) \rightarrow 0^+$ with the same $\mathcal{KL}_T$ bound $\beta$ of Step 4. In particular, this establishes that for each $k > 0$, for each tuple of admissible parameters $(q_1, q_2)$, and each pair $\delta > \nu > 0$, there exists $\epsilon_1 > 0$ such that for each $\epsilon_1 \in (0, \epsilon_2)$ we have $\epsilon_2 \in (0, \epsilon_3)$ such that $\epsilon_3 > 0$ that for each $\epsilon_3 \in (0, \epsilon_3)$ each solution of the FxTNESS dynamics satisfies the bound $|y(0)|_{\mathcal{A}} \leq \beta(|y(0)|_{\mathcal{A}} + t + \nu)$, for all $t \in \text{dom}(y)$, where $y := (\hat{u}, x, \mu)^T$. Given that by definition of solutions we have that $|x, \mu|_{MB \times \mathbb{T}^N} = 0$ and therefore $|y|_{\mathcal{A}} = |\hat{u} - u^s|$, it follows that the actions of the players satisfy the bound $|\hat{u} - u^s| \leq \delta$, for all $t \in \text{dom}(\hat{u})$. Let $\bar{\alpha} = \max_{i \in \mathcal{V}} \alpha_i$; using the previous $\mathcal{KL}_T$ bound, $\bar{\alpha} \in (0, \min\{\nu/2, a^s\})$, the triangle inequality, and the fact that $\bar{\alpha} \leq \hat{u} + A \mu$, we obtain inequalities (10) and (12). Finally, completeness of solutions of the original FxTNESS dynamics (14) without the restriction $MB$ follows by the linearity of the dynamics (16). In particular, for a bounded input $s$, the solutions of a system of the form $x^a = \frac{1}{\epsilon_1} (Fx^a + Us(t))$ satisfy $|x^a(t)| \leq c_1 \exp(-\frac{\kappa}{\epsilon_1} t)|x^a(0)| + c_2 U \|s\|_{\mathbb{S}}$. Thus, for all $t \geq 0$, some $c_1, c_2 > 0$, and all $\epsilon_1 > 0$. Since in our case $s = G(\hat{u})$, continuity of $G$ and uniform boundedness of $\hat{u}$ imply boundedness of $G(\hat{u})$, and for $\delta > 0$ such that $|\hat{u} - u^s| \leq \delta$ and $|x^a(0)| \leq \delta$, there exists $M > 1$ sufficiently large such that $|x^a(t)| < 0.5 M$ for all $t \geq 0$. The fact that $|x^a(t)| < M$ for all $t \geq 0$ follows by $c$-closeness between $x^a$ and $x$, and the exponential bound on $|x^a(t)|$.

**V. Numerical Results**

We consider a non-cooperative game with three players having quadratic cost functions of the form $J_i(u) = u^\top Q_i u + b_i^\top u + c_i$. The matrices $Q_i$, the vectors $b_i$, and the constant $c_i$ are selected as $Q_1 = [-6, 3, -1; 3, 2, 1; -1, 1, 2], Q_2 = [3, 6, 1; 6, -9, 4; 1, 4, 3], Q_3 = [2, 3, 5; 3, 6, 2; 5, 2, 6].$
Fig. 1: Evolution in time of the actions of the players under the FxTNES dynamics (solid lines) and under the gradient-based NES dynamics considered in [3] (dotted line).

\[ Q_3 = [2, -3, -0.5; -3, -1, 1; -0.5, 1, -3], \quad c_i = 0, \quad \text{and} \quad b_1 = [10, 5, 15], \quad b_2 = [15, 20, 25], \quad b_3 = [20, 10, 30]. \]

This game is strongly monotone with coefficient \( \kappa = 4.35 \). It also has a unique Nash equilibrium given by \( u^* = [2.62, 5.73, 6.47] \). In order to achieve model-free NES, we implement the FxTNES dynamics as well as the model-free gradient-based NES dynamics considered in [3]. Both algorithms used the same parameters \( k = 1 \) and \( a_i = 0.1 \) for all \( i \in \mathcal{V} \), as well as the constants \( \varepsilon_2 = 1 \times 10^{-5} \), and \( \varepsilon_1 = 5 \times 10^{-5} \). For the FxTNES dynamics, we used the parameters \( q_1 = 3 \) and \( q_2 = 1.5 \). Figure 1 shows the evolution in time of the actions of the players under the FxTNES dynamics (solid lines), and also under the gradient-based NES dynamics of [3] (dotted lines). It can be seen that the trajectories of the FxTNES dynamics converge to the Nash equilibrium before the prescribed time \( T_n^* \). To further illustrate the effect of the initial conditions on both algorithms, Figure 2 compares the reachable set of both dynamics using the same parameters. In this plot, we can observe a substantial improvement on the transient performance of the trajectories generated by the FxTNES dynamics in comparison to the trajectories generated by the traditional ES gradient-based dynamics.

VI. CONCLUSIONS

We have introduced novel model-free fixed-time Nash equilibrium seeking dynamics for non-cooperative games. In these dynamics, each player needs to evaluate only its own cost function, and to share state information with neighboring players characterized by a communication graph. The convergence of the player’s actions to a neighborhood of the Nash equilibrium of the game is dominated by a class \( KLT \) function with the “fixed-time convergence” property, where the fixed-time can be prescribed a priori by the system designer using minimal information of the game. Numerical examples have illustrated the advantages of the proposed approach compared to traditional gradient descent-based learning rules that have an average system with only asymptotic or exponential convergence properties. Future research directions will focus on dynamic games and settings with time-varying communication topologies.

REFERENCES

[1] T. Başar and G. J. Olsder, Dynamic Noncooperative Game Theory. San Diego, CA: Academic Press, 1995.
[2] T. Başar, “Asynchronous algorithms in non-cooperative games,” Journal of Economic Dynamics and Control, vol. 12, pp. 167-172, 1988.
[3] P. Frihauf, M. Krstić, and T. Başar, “Nash equilibrium seeking in noncooperative games,” IEEE Transactions on Automatic Control, vol. 57, no. 5, pp. 1192-1207, May 2012.
[4] R. J. Kutadzic, W. H. Moase, and C. Manzie, “Dither re-use in Nash equilibrium seeking,” IEEE Trans. Autom. Contr., vol. 60, pp. 1433–1438, 2015.
[5] J. I. Poveda and N. Quijano, “Shahshahani gradient like extremum-seeking,” Automatica, vol. 58, pp. 51–59, 2015.
[6] M. Ye and G. Hu, “Distributed seeking of time-varying Nash equilibrium for non-cooperative games,” IEEE Trans. Autom. Contr., vol. 60, pp. 3000–3005, 2015.
[7] J. I. Poveda and A. R. Teel, “A framework for a class of hybrid extremum seeking controllers with dynamic inclusions,” Automatica, vol. 76, pp. 113–126, 2017.
[8] M. Stanković, K. H. Johansson, and D. M. Stipanović, “Distributed seeking of Nash equilibria with applications to mobile sensor networks,” IEEE Trans. Autom. Contr., vol. 57, no. 4, pp. 904–919, 2012.
[9] A. Polyakov, “Nonlinear feedback design for fixed-time stabilization of linear control systems,” IEEE Transactions on Automatic Control, vol. 57, no. 8, pp. 2106–2110, 2012.
[10] Z. Zhao, Q. L. Han, and B. Ning, Fixed-Time Cooperative Control of Multi-Agent Systems. Springer, 2019.
[11] K. Garg and D. Nanj, “Fixed-time stable gradient-flow schemes: Applications to continuous-time optimization,” IEEE Transactions on Automatic and Control, DOI 10.1109/TAC.2020.3001436, 2020.
[12] J. I. Poveda and M. Krstić, “Non-smooth extremum seeking control with user-prescribed convergence,” IEEE Transactions on Automatic and Control, provisionally accepted, 2020.
[13] K. Atyur and M. Krstić, Real-Time Optimization by Extremum-Seeking Control. Hoboken, NJ: Wiley, 2003.
[14] W. Wang, A. R. Teel, and D. Nelić, “Analysis for a class of singularly perturbed hybrid systems via averaging,” Automatica, pp. 1057–1068, 2012.
[15] J. I. Poveda and N. Li, “Robust hybrid zero-order optimization algorithms with acceleration via averaging in time,” Automatica, vol. 123, 2021.
[16] H. Rios and A. R. Teel, “A hybrid fixed-time observer for state estimation of linear systems,” Automatica, pp. 103–112, 2018.
[17] J. I. Poveda and M. Krstić, “Fixed-time gradient-based extremum seeking,” American Control Conference, pp. 2838–2843, 2020.
[18] ———, “Fixed-time Newton-based extremum seeking,” 21st IFAC World Congress, July 11-17, pp. 1–6, 2020.
[19] D. Monderer and L. S. Shapley, “Potential games,” Games and Economic Behavior, vol. 14, no. 1, pp. 124–143, 1996.
[20] F. Facchinei and J. Pang, Finite-Dimensional Variational Inequalities and Complementary Problems: Vol I. Springer, 2003.
[21] C. D. Persis and S. Grammatico, “Distributed averaging integral nash equilibrium seeking on networks,” Automatica, vol. 110, pp. 1–7, 2019.
[22] W. Ren and Y. Cao, Distributed Coordination of Multi-Agent Networks. Springer, 2011.