Electricity Curtailment Cost Coupled to Operation Model Facilitates Clean Energy Accommodation in Grid-Connected System
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Abstract: Electricity transmission in a grid-connected system provides an effective solution to promoting clean energy accommodation. However, with arbitrary determination in current operation models, the clean energy utilization ratio (CEUR) is not satisfactory largely due to the lack of electricity curtailment (the electricity equivalent of clean energy curtailment) cost-dependent optimization. In this study, a curtailment cost-dependent multi-objective operation (CCMO) model was proposed to complementarily operate a grid-connected hybrid energy system, identify optimal CEUR, and thus maximally reduce electricity curtailment. The CCMO model centers on coupling the punishment cost of electricity curtailment with the multi-objective function defined as the total cost of each grid component. The CCMO model was solved to derive the optimal equilibrium solution determined based on multiple non-dominated solutions. A grid-connected hybrid energy system including the Yunnan, Guangdong, and Guangxi Power Grids was used to test the model performance. The results showed that the CCMO model’s CEUR was up to 100% at hourly scale and 96.9% on daily average, which were both significantly higher than those in the current operation models. Furthermore, the CCMO’s optimal equilibrium solution, i.e., respective minimum total cost of each grid component, can also identify optimal transmission schemes of the daily channel utilization to make the peak utilization hours largest.
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1. Introduction

As the global demand for energy continues to rise, we are facing increasing pressure on both energy and environment [1,2]. Traditional power generation relies heavily on fossil fuel, which deteriorates the environment and results in resource shortages. In recent decades, it has become increasingly important to develop clean energy and reduce fossil energy consumption, so as to slow down global warming [3,4]. Clean energy is defined as non-carbohydrate energy mainly including hydro energy, solar energy, and nuclear energy, which does not emit or rarely emits greenhouse gases and pollutants [5,6]. Renewable energy plays an important role in the transition to clean energy, and its deployment has seen continuous improvement worldwide throughout the last few decades. Renewable energy provided 18% of the European Union’s gross energy consumption in 2018 [7], and about 11.4% of the total energy consumption of the U.S. in 2019. Furthermore, China’s power generation capacity of renewable energy had reached 706 GW by the autumn of 2018 with a year-on-year increase of 12%. It was reported that China’s energy structure would gradually shift to clean power generation [8].
Since electricity is the major form of energy transmission, power grids are the focus of clean energy accommodation. With the development of hydropower generation and new energy technology, a greater number of countries have formulated clean energy development goals [9]. Although clean energy has the advantages of low operating cost and zero pollution, substantial electricity curtailment (referring to the electricity equivalent of clean energy curtailment) frequently occurs in power grids, due to the feature of difficult storage in clean energy accommodation. It is challenging to solve the accommodation problem in power generation systems for two main reasons [10]. First, wind and solar power plants are characterized by randomness, intermittence, and fluctuation, yet extra clean energy often has to be abandoned due to the lack of storage equipment [11]. Second, hydropower plants frequently serve as peak regulation plants, due to their features of flexible start-stop controlling and simple state transformation. Peak regulation of hydropower plants during flood periods results in substantial electricity curtailment in the off-peak power load, when the inflow water is abundant [12]. The electricity curtailments related to water, wind, and solar energy in China in 2019 were approximately 30, 169, and 46 billion kWh, respectively. Overall, the clean energy utilization ratio (CEUR) in hybrid energy systems is expected to improve.

Generally, hybrid energy systems are classified into stand-alone and grid-connected types [13]. The former generates and stores energy to use for local demand, whereas the latter can transmit electricity among power grids to satisfy external demand. Accordingly, traditional approaches to improving the CEUR primarily rely on local and grid-connected utilization approaches. In the local utilization approach, power plants in each power grid are separately operated [14,15]. For example, by optimizing the operation mode of pumped storage power plants, Liu et al. [16] reduced the hydropower curtailment related to peak regulation during flood periods and thus enhanced the water utilization efficiency. Furthermore, Liu et al. [17] developed a mid-to-long-term optimal operation model, taking minimizing hydropower curtailment as the operation objective in order to improve the power energy where affluent hydropower exists. Although the above studies improved the CEUR by optimizing the operation mode of power plants to some extent, the operation was limited in the same power grid.

Transmission outside the local grid serves as the other way to improve the CEUR, which is achieved by transferring surplus clean energy to other power grids via transmission channels [18,19]. The grid-connected power system is an important framework in energy interconnection and provides an effective way to promote the accommodation of clean energy [20–22]. Related operation models were used in previous studies. Saiprasad et al. [23] and Perez et al. [24] analyzed grid-connected photovoltaic technology for a case in Australia. Ahmet and Aktas [25] conducted operational decisions of a hybrid energy system by considering profit obtained from system operations and the renewable energy utilization ratio in load demand satisfaction. Nevertheless, the highly simplified representation of these optimal operation models cannot depict the real operation state of grid-connected systems, and thus limits their capacity in improving the CEUR [26,27]. For example, these models only consider the energy system to include one sending-end and one receiving-end, whereas there may be multiple sending- or receiving-ends in practice. In addition, the difference between the power generation for sending-ends and the loading for receiving-ends has not been taken into account for various typical days, which makes these models only available for mid-to-long-term but not short-term modeling.

Overall, current investigation on technologically facilitating clean energy accommodation primarily focuses on complementary operation models with simplified structure to determine the utilization schemes of low electricity curtailment. However, these models do not explicitly consider the link between the clean energy curtailment and the optimization operation and thus cannot identify the optimal accommodation operation frequently, especially in some special circumstances in practice. For example, these models are invalid when the receiving-end grid requires stable transmission to offset the base load of power, and/or peak regulation to relieve the initial pressure. By contrast, only concentrating on
the demand of receiving-ends is also impractical, caused by the lack of power transmission capacity of sending-ends. Consequently, in the context of grid-connected hybrid energy systems, a satisfactory complementary operation model to obtain the optimal CEUR should be coupled with the electricity curtailment cost-dependent operation strategy, which takes the transmission capacity of both the sending- and receiving-ends and the quantitative CEUR into account.

To address the problem above, this study aimed to establish an innovative short-term curtailment cost-dependent multi-objective operation (CCMO) model for optimizing the CEUR in grid-connected hybrid energy systems. The CCMO model explicitly coupled the electricity curtailment cost into the multi-objective function, defined as the total cost of each power grid component. It also greatly improved the search space of cost-based object variables by introducing the dynamic decision variable of the spinning reserve constraint. To match the complexity of the multi-objective function, the model was solved using the state-of-the-art Niche Multi-Objective Particle Swarm Optimization (NMOPSO) algorithm, and diagnosed by the multi-attribute decision-making Technique of Order Preference by Similarity to an Ideal Solution (TOPSIS). The proposed model is promising in the complicated grid-connected hybrid energy system owing to its compatibility to any numbers of power grid and receiving/sending ends, as well as optimal transmission channel power. Typically, the model would be useful to facilitate the CEUR via optimally operating multiple power grids in the West-to-East Power Transmission Project of China. The outline of this paper is as follows. The construction, optimization scheme, and decision-making scheme of the CCMO model are described in Sections 2–4, respectively. Next, our case study is described and analyzed in Section 5. Finally, the primary conclusions are given in Section 6.

2. Construction of the CCMO Model

The model structure complies with the power balance principle and is represented by the programming model. The structure and solution of the CCMO model are displayed in the flowchart in Figure 1. The structure of the proposed model was achieved with two modules, which contain the objective function and the constraint conditions. In the objective function, the punishment cost associated with electricity curtailment was coupled with the multi-objective function, i.e., the total power generation cost of each power grid component, so as to ensure the priority of clean energy accommodation. In addition, the solution process included optimization and decision steps.

Figure 1. Flowchart of constructing and solving the curtailment cost-dependent multi-objective operation (CCMO) model (text in red color highlights the modification of the improved operation model; F represents the multi-objective function).
2.1. Multi-Objective Function Coupled with Punishment Cost of Electricity Curtailment

In the model construction, it was assumed that each power grid in a system complies with the minimum total cost principle, as different power grids are subject to different requirements. Therefore, the total cost of each power grid component contributes to one of the object variables. The optimization problem of clean energy accommodation existing in a grid-connected system is a typical multi-objective optimization and decision-making problem. This is because the complexly high-dimensional and non-linear relationship between sending- and receiving-end grids is inherent in the total cost since the generated output is non-linearly and negatively correlated with the cost of the sending- or receiving-end grid. Specifically, to understand the non-linear relationship above, two conflicts constrained by the cost and power generation were taken as examples. First, for the receiving-end grid, transmitting electricity into other grids cannot only increase the CEUR, but also produce electricity benefits, thereby indirectly reducing the total cost. However, persistently increasing the transmission rate of power will not always benefit the entire system, as it may force fossil fuels to be used for power generation and the resulting cost will increase. Therefore, the power generation output of the receiving-end has one or more critical thresholds. Second, for the sending-end grid, the access to clean energy provides an alternative to the sending-end plant for regulating peaks or basic loads, which significantly reduces the power generation and cost of highly energy-wasting plants. However, if taking the power price into consideration, the power generation jointed into other grids needs to be paid as the market price, and may indirectly increase the total cost. Thus, the optimal ratio of clean energy to total energy in the sending-end also has one or more critical thresholds.

The multi-objective function used in the CCMO model, which can theoretically be used for the grid-connected power system with any number of power grids, is introduced as follows:

$$\min F = [f_1, \ldots, f_i, \ldots, f_G],$$

where $f_i$ is the total cost for the $i$th power grid, $i = 1, 2, \ldots, G$, and $G$ denotes the number of power grid components connected with others; $f_i$ can be calculated from the punishment cost of electricity curtailment $u_{i,1}$, the cost of fossil ($u_{i,2}$) and pumped storage ($u_{i,3}$) power plants, the expenditure for input from the sending-end grid ($u_{i,4}$), and the income by selling power generation transmitted to the receiving-end ($u_{i,5}$) (see Equation (2)). The cost of conventional hydropower and new energy power plants has been ignored here, and the cost of nuclear power plants has also been ignored due to their limited capacity in peak regulation, fixed cost related to restrict operation regulation mode, and low optimization flexibility of power generation. Each item on the right side of Equation (2) can be further partitioned into detailed cost calculations according to their individual characteristics.

$$f_i = u_{i,1} + u_{i,2} + u_{i,3} + u_{i,4} - u_{i,5}$$

(1) Punishment cost of electricity curtailment

To quantitatively link the clean energy accommodation and the cost of power grids, punishment due to electricity curtailment was explicitly considered in the multi-objective function. The punishment was identified using the cost in order to maintain the dimensional consistency of the multi-objective function. It is worth noting that the clean energy associated with curtailment just includes hydropower, solar, and wind energy, and these types of energy are frequently abandoned due to their power generation features in the context of complementary operation with arbitrary determination for CEUR. The punishment cost contributes to the multi-objective function as follows:

$$u_{i,1} = p_{hy} \left[ \epsilon_{N_{hy,i,t}}^{max} - \sum_{j=1}^{N_i} \sum_{t=1}^{T} (\Delta t N_{hy,j,t}) \right] + p_{wi} \sum_{n=1}^{N_i} \sum_{t=1}^{T} [\Delta t (N_{wi,n,t}^{max} - N_{wi,n,t})] +$$

$$p_{so} \sum_{m=1}^{M_i} \sum_{t=1}^{T} [\Delta t (N_{so,m,t}^{max} - N_{so,m,t})],$$

(3)
where \( l = 1, \ldots, J_l, \) \( n = 1, \ldots, N_i, \) and \( m = 1, \ldots, M_i, \) which represent the number of power plants in the \( i \)th power grid, respectively; \( N_{\text{hy},i,j,t}, N_{\text{wind},i,n,t}, \) and \( N_{\text{so},i,m,t} \) denote the generated output of the \( l \)th normal hydropower plant, \( n \)th wind power plant, and \( m \)th solar power plant, respectively; \( \max_{\text{hy},i,j,t} \) and \( \max_{\text{wind},i,n,t} \) are the predicted maximum generated output of the \( n \)th wind power plant that is related to the forecasted wind speed and \( m \)th solar power plant that is related to the forecasted solar radiation intensity, respectively; \( \max_{\text{so},i,m,t} \) is the available electricity during the operation period; \( p_{\text{hy}}, p_{\text{wind}} \), and \( p_{\text{so}} \) denote the punishment coefficients of unit electricity curtailment related to water, wind, and solar energy, respectively; and \( T \) denotes the number of time steps.

Next, the CEUR, used to evaluate the clean energy accommodation, is defined as the ratio of identified optimal average clean energy amount transformed into electricity to the theoretical maximum value under complete accommodation.

2) Operation cost of thermal power plant

Although characterized with non-clean energy, the thermal power plant has not been completely replaced by clean energy due to its conventional and longstanding role in energy supply. Thus, in practical operation, thermal power, whose operational cost can be written as Equation (4), is reserved as a necessary component of hybrid energy.

\[
\delta u_{i,2} = u_{i,2,1} + u_{i,2,2} + u_{i,2,3},
\]

where \( u_{i,2,1}, u_{i,2,2}, \) and \( u_{i,2,3} \) denote the cost related to burning coal or gas fuel for thermal power, the punishment cost of carbon emission and pollution emission, and the cost of starting and stopping equipment, respectively.

3) Operation cost of pumped storage power plant

As a kind of battery equipment, the pumped storage power plant was taken into consideration in the Guangdong Power Grid in this study. It was used to regulate the peak and basic loading of the thermal power plant, which can save more cost compared with that of the hydropower plant. The operation cost of a pumped storage power plant can be expressed as

\[
\delta u_{i,3} = p_{\text{pu}} \sum_{h=1}^{H_i} \sum_{t=1}^{T} \Delta t P_{\text{pu},i,h,t},
\]

where \( p_{\text{pu}} \) represents the operation cost of unit pumped water for a pumped storage power plant; \( P_{\text{pu},i,h,t} \) is the pumping power of the \( h \)th pumped storage power plant in the \( i \)th power grid during time interval \( t \); and \( H_i \) denotes the number of pumped storage power plants.

4) Expenditure cost related to purchasing electricity

The expenditure cost related to purchasing electricity is

\[
\delta u_{i,4} = p_{\text{in}} E_{\text{in},i} = p_{\text{in}} \sum_{y=1}^{Y_i} \sum_{t=1}^{T} (\Delta t N_{\text{in},i,y,t}),
\]

where \( p_{\text{in}} \) and \( E_{\text{in},i} \) are the unit price purchasing electricity and purchased total electricity during operating period, respectively; and \( N_{\text{in},i,y,t} \) is the receiving power of the \( y \)th channel connected with other power grids in the \( i \)th power grid during time interval \( t \).

5) Income related to selling electricity

The income related to selling electricity is

\[
\delta u_{i,5} = p_{\text{out}} E_{\text{out},i} = p_{\text{out}} \sum_{y=1}^{Y_i} \sum_{t=1}^{T} (\Delta t N_{\text{out},i,y,t}),
\]

where \( p_{\text{out}} \) and \( E_{\text{out},i} \) are the unit price for selling electricity and the total electricity transmitted outside during the operating period; and \( N_{\text{out},i,y,t} \) denotes the sending power of the \( y \)th channel connected with other power grids in the \( i \)th power grid during time interval \( t \).
2.2. Constraints of the CCMO Model Using Dynamic Spinning Reserve

Constraints of the operation model reflect the assumptions, which determine to what extent the developed model is reasonable and available. Compared with other contemporary models, the assumptions in the present study were highly softened by introducing a dynamic decision variable into the spinning reserve constraint. Thus, the constructed model was improved with enhanced applicability so that it supports a wider search space of cost-based object variables for quantifying the optimal CEUR. The constraints can be classified into system constraints and power plant constraints.

(1) Constraints related to the system

a. Power balance constraint

The power balance constraint is expressed as

\[
P_{i,t} = \sum_{j=1}^{J_i} N_{th,j,t} + \sum_{l=1}^{L_i} N_{hy,j,t} + \sum_{k=1}^{K_i} N_{nu,j,t} + \sum_{n=1}^{N_i} N_{wi,n,t} + \sum_{m=1}^{M_i} N_{soj,m,t} + \sum_{h=1}^{H_i} \left( N_{pu,h,t} - P_{pu,h,t} \right) + \sum_{y=1}^{Y_i} \left( N_{in,y,t} - N_{out,y,t} \right),
\]

where \(N_{hy,j,t}, N_{nu,j,t}, N_{wi,n,t}, N_{soj,m,t},\) and \(N_{pu,h,t}\) represent the generated output of the \(j\)th regular hydropower plant (out of a total of \(J_i\)), \(k\)th nuclear power plant (out of a total of \(K_i\)), \(n\)th wind power plant (out of a total of \(N_i\)), \(m\)th solar power plant (out of a total of \(M_i\)), and \(h\)th pumped storage power plant in the \(i\)th power grid.

b. Spinning reserve constraint

The dynamic spinning reserve constraint is expressed as

\[
\begin{align*}
L_{i,t}^+ & \geq \sum_{j=1}^{J_i} \left( S_{i,j,t} \times \left( N_{max,th,j,t} - N_{th,j,t} \right) \right) + \sum_{l=1}^{L_i} \left( N_{max,hy,j,t} - N_{hy,j,t} \right) + \sum_{h=1}^{H_i} \left( N_{max,pu,h,t} - N_{pu,h,t} \right) \\
L_{i,t}^- & \geq \sum_{j=1}^{J_i} \left( S_{i,j,t} \times \left( N_{min,th,j,t} - N_{th,j,t} \right) \right) + \sum_{l=1}^{L_i} \left( N_{min,hy,j,t} - N_{hy,j,t} \right) + \sum_{h=1}^{H_i} \left( N_{min,pu,h,t} - N_{pu,h,t} \right),
\end{align*}
\]

where \(L_{i,t}^+\) and \(L_{i,t}^-\) represent the capacity demand of positive and negative spinning reserves of the \(i\)th power grid during the time interval \(t\), respectively; \(N_{max,th,j,t}, N_{max,hy,j,t},\) and \(N_{max,pu,h,t}\) denote the upper generated output limit of the \(j\)th thermal power unit, \(l\)th hydropower plant, and \(h\)th pumped storage power plant, respectively, and \(N_{min,th,j,t}\) and \(N_{min,pu,h,t}\) are the lower generated output limit of the \(j\)th hydropower plant and \(h\)th pumped storage power plant, respectively. In previous studies, the spinning reserve was constrained to fixed constants which were determined by the proportion of installed capacity of the thermal power, hydropower, and pumped storage power plants. The operation model with fixed spinning reserve constraint used in previous studies was taken as the reference model in the present study.

c. Channel capacity constraint

The channel capacity constraint is expressed as

\[
\begin{align*}
C_{i,y}^\text{min} & \leq N_{out,i,y} \leq C_{i,y}^\text{max} \\
C_{i,y}^\text{min} & \leq N_{in,i,y} \leq C_{i,y}^\text{max},
\end{align*}
\]

where \(C_{i,y}^\text{min}\) and \(C_{i,y}^\text{max}\), respectively, denote the lower and upper power limit of the \(y\)th channel in the \(i\)th power grid, respectively.

(2) Constraints related to the power plants

a. Constraints of thermal power plants
First, the generated output constraint is the primary constraint of a power plant, which can be expressed as \( S_{i,j,t} N_{\text{th},i,j}^{\min} \leq N_{\text{th},i,j,t} \leq S_{i,j,t} N_{\text{th},i,j}^{\max} \) for the thermal power plants. \( S_{i,j,t} \) was used to label the start-stop state of thermal power units, with 0 for stopping state and 1 for starting state. The climbing constraint reflects the gradient of power generation change in time:

\[
\begin{align*}
N_{\text{th},i,j,t} - N_{\text{th},i,j,t-1} &\leq \Delta N_{i,j}^{\text{up}}, & \text{if } N_{\text{th},i,j,t} \geq N_{\text{th},i,j,t-1} \\
N_{\text{th},i,j,t-1} - N_{\text{th},i,j,t} &\leq \Delta N_{i,j}^{\text{down}}, & \text{if } N_{\text{th},i,j,t} < N_{\text{th},i,j,t-1} ,
\end{align*}
\]

where \( \Delta N_{i,j}^{\text{up}} \) and \( \Delta N_{i,j}^{\text{down}} \), respectively, denote the increasing and decreasing slopes of the \( j \)th thermal power unit in the \( i \)th power grid.

Second, the minimal persistent time constraint of start-stop states is used to guarantee the minimum running time once a thermal power unit starts and the minimum non-operation time once a unit stops. To simplify the subsequent searching difficulty in the optimization step, the minimum running or non-operation time is set to integral multiples of the unit time step of the operation period.

Third, the actual power generation constraint is another key condition. Since the generated output constraint is the primary constraint of a power plant, the upper limit constraint of power generation from thermal power exists due to the limitation of coal or gas reserves, and it can be expressed with the formula

\[
\Delta t \sum_{t=1}^{T} N_{\text{th},i,j,t} \leq E_{\text{th},i,j}^{\max}, \quad \text{where } E_{\text{th},i,j}^{\max} \text{ is the upper limit of the } j \text{th thermal power unit in the } i \text{th power grid.}
\]

b. Constraints of hydropower plants

First, for hydropower plants, the generated output constraint can be written as

\[
N_{\text{hy},i,j}^{\min} \leq N_{\text{hy},i,j,t} \leq N_{\text{hy},i,j}^{\max}.
\]

Second, the available power generation constraint exists because the hydropower plant is constrained by inflow, reservoir capacity, and water head conditions. The available power generation is frequently identified by the inflow forecast of the next day, which can be predicted by the maximum power generation model. Thus, the actual electricity is subject to \( \Delta t \sum_{t=1}^{T} N_{\text{hy},i,j,t} \leq E_{\text{hy},i,j}^{\max} \), with \( E_{\text{hy},i,j}^{\max} \) denoting the available electricity during the operation period of the \( i \)th hydropower plant in the \( i \)th power grid.

c. Constraints of nuclear power plants

First, for nuclear power plants, the generated output constraint is \( N_{\text{nu},i,j,k}^{\min} \leq N_{\text{nu},i,j,k,t} \leq N_{\text{nu},i,j,k}^{\max} \), where \( N_{\text{nu},i,j,k}^{\max} \) and \( N_{\text{nu},i,j,k}^{\min} \), respectively, denote the maximal and minimal generated output of the \( k \)th nuclear power plant in the \( i \)th power grid.

Second, the peak regulation constraint is another key constraint. Nuclear power plants are characterized using base load regulation most of the time and not allowing for drastic fluctuations, since their generated output largely depends on the reactors. Thus, the peak regulation capability is very limited, with the following format:

\[
\frac{\max_{1 \leq t \leq T} (N_{\text{nu},i,j,k,t}) - \min_{1 \leq t \leq T} (N_{\text{nu},i,j,k,t})}{\max_{1 \leq t \leq T} (N_{\text{nu},i,j,k,t})} \leq \rho_{\text{nu},i,j,k},
\]

where \( \max_{1 \leq t \leq T} (N_{\text{nu},i,j,k,t}) \) and \( \min_{1 \leq t \leq T} (N_{\text{nu},i,j,k,t}) \) are, respectively, the maximal and minimal generated output of the \( k \)th nuclear power plant in the \( i \)th power grid during the operation period \( t \), and \( \rho_{\text{nu},i,j,k} \) is the maximal peak regulation ratio of the \( k \)th nuclear power plant.

Third, the actual power generation constraint is another key condition. Since the nuclear power plants do not allow for flexible operation, they are operated strictly according to the power generation planning. The power generation constraint for nuclear power plants can be written as \( \Delta t \sum_{t=1}^{T} N_{\text{nu},i,j,k,t} = E_{\text{plan},i,j,k}^{\text{nu},i,j,k} \), where \( E_{\text{plan},i,j,k}^{\text{nu},i,j,k} \) is the planning of the \( k \)th nuclear power plant in the \( i \)th power grid.
d. Constraints of pumped storage power plants

For pumped storage power plants, the generated output constraint is similar to the other plants mentioned above. Furthermore, the pumped water is constrained by the reservoir capacity, which is associated with the pumped water constraint. In addition, the energy transformation constraint is related to the energy loss in the operation, which is related to the energy transformation constraint.

e. Constraint of new energy plants

The generated output constraint is the main constraint of new energy plants, which can be expressed as

\[
\begin{align*}
N_{\text{min}}^{\text{wind}} \leq N_{\text{wind},i,n,t} & \leq N_{\text{max}}^{\text{wind}}, \\
N_{\text{min}}^{\text{so}} \leq N_{\text{so},i,m,t} & \leq N_{\text{max}}^{\text{so}},
\end{align*}
\]

where \(N_{\text{max}}^{\text{wind}}\) and \(N_{\text{max}}^{\text{so}}\) denote the maximum generated output of the \(i\)th wind power plant and \(m\)th solar power plant, respectively, in \(i\)th power grid; and \(N_{\text{min}}^{\text{wind}}\) and \(N_{\text{min}}^{\text{so}}\) denote the corresponding minimum values.

3. Optimizing the CCMO Model Based on NMOPSO Algorithm

The CCMO model is high-dimensional, nonconvex, and nonlinear. Therefore, traditional algorithms, including both linear and nonlinear programing, and dynamic programing, are unable to solve the model. To solve this problem, we introduced the NMOPSO algorithm in this study to search the object variable space of CCMO to simulate the grid-connected hybrid energy system. NMOPSO was developed very recently with the advantages of simple calculation, fast convergence, and easy realization, and thus is frequently used to solve the traditional optimal operation problems in power grid systems [28,29]. In the implementation of NMOPSO, the constraints were defined as punishment functions, which would be added into the original objective function when the constraints were violated. The detailed construction steps of NMOPSO are listed as follows.

Step 1: Construct the decision vector \(Y = [X_{1,1}, \ldots, X_{i,n}, \ldots, X_{G,N_{G}}]\) using the generated output over all power plants and all power grids during a time period. In the vector, \(i\) and \(n\) are subscripts of the power grid and power plants or unit; \(N_{i}\) denotes the number of units in the \(i\)th power grid; \(X_{i,n}\) is the generated output over all time steps in the \(i\)th power grid. Defining \(I\) as the \(i\)th time step out of a total of \(T\) time steps during the peak regulation period, \(X_{i,n}\) can be further decomposed in the temporal scale with \(X_{i,n} = x_{i,n,1} \cdot x_{i,n,2} \cdot \cdots x_{i,n,T}\).

It is worth noting that in this step, it is unnecessary to set the start-stop states of units and the channel power as decision variables. This is because the start-stop states can be derived from the generated output of a unit, with zero for stop state and non-zero for start state, and the channel power can be derived according to the power balance of each power grid (Equation (13)). In addition, the total output power and total input power cannot be positive/negative at the same time, since it is impossible in practice for a power grid to simultaneously send output into and receive input from other grids.

\[
\begin{align*}
N_{\text{out},i,t} &= \sum_{n=1}^{N_{i}} x_{i,n,t} - P_{i,t}, \\
N_{\text{in},i,t} &= P_{i,t} - \sum_{n=1}^{N_{i}} x_{i,n,t},
\end{align*}
\]  

(13)

where \(N_{\text{out},i,t}\) and \(N_{\text{in},i,t}\) respectively represent the total sending power and total receiving power during time \(t\) in the \(i\)th power grid.

Step 2: Initialize population. Generate the initial particle population using the uniform design method in order to distribute the particles uniformly in the solution space.

Step 3: Initialize calculation, including estimating initial objective matrix, initial non-dominated solutions among various particles, external archive for the initial non-dominated solution sets, and current optimal position of each particle \(p_{\text{best}}\).
Step 4: Calculate the ratio of adaptive values \( S(Y_{ii,jj}) \) (see Equation (14)) that belongs to the non-dominated solutions using the sharing fitness function \( O(Y_{ii}, Y_{jj}) \) (see Equation (15)) for \( N \) non-dominated solutions.

\[
S(Y_{ii,jj}) = \frac{1}{N \sum_{jj=1}^{N} \frac{1}{O(Y_{ii,jj}, Y_{ii,jj})}} \times \frac{1}{\sum_{ii=1}^{N} O(Y_{ii,jj}, Y_{ii,jj})}, \tag{14}
\]

\[
O(Y_{ii}, Y_{jj}) = \begin{cases} 
1 - \left( \frac{D(Y_{ii}, Y_{jj})}{r} \right)^2, & D(Y_{ii}, Y_{jj}) > r \\
0, & D(Y_{ii}, Y_{jj}) \leq r 
\end{cases}, \tag{15}
\]

where \( N, ii, \) and \( jj \) are the subscripts used for non-dominated solutions, \( D(Y_{ii}, Y_{jj}) \) denotes the Euclidean distance between any two non-dominated solutions, and \( r \) is the niche radius.

In addition, select the non-dominated solution under a probabilistic condition, using the roulette method to randomly select a position in the external archive as the current optimal position \( g_{\text{best}} \).

\[
D(Y_{ii}, Y_{jj}) = \sqrt{(Y_{ii} - Y_{jj})^2}. \tag{16}
\]

Step 5: Update the speed and position of the current particle.

Step 6: Calculate the object vector for each particle, and mix the current particle population with the external archives to quantify the non-dominant solution. Next, update the external archives, in which the number of non-dominant solution is denoted as \( N \).

Step 7: Quantify the adaptive value of the non-dominant solution in external archives.

Step 8: According to the non-dominant principle, update the current optimal position of the particle, \( p_{\text{best}} \).

Step 9: If the iterative number \( s < \) the upper limit \( s_{\text{max}} \), return to Step 4. Otherwise, the optimization is achieved, and the results are output.

4. Optimal Equilibrium Solution Decided Based on TOPSIS

The non-dominated solutions obtained by solving the CCMO model can be regarded as the approximate Pareto front, i.e., the mapping from the Pareto solution to the objective space. To further derive the optimal equilibrium solution, TOPSIS, a technique of multi-attribute decision-making was introduced and exploited in this study to select the optimal equilibrium solution and make a decision. The compromised solution concept was used to implement TOPSIS, which implies having to make a concession to reach an agreement. The weighting coefficients play an important role in the decision making, but they are difficult to configure due to their subjectiveness. To reduce the influence from the preference of decision makers, the entropy weight method was applied to determine the weighting coefficients of evaluation indices related to the model objectives constructed in Section 2.1.

The application steps of TOPSIS were as follows.

Step 1: Construct the evaluation matrix using the approximate Pareto fronts generated by solving the CCMO model.

\[
Z = \begin{bmatrix}
    f_{1,1} & \cdots & f_{1,i} & \cdots & f_{1,G} \\
    \vdots & & \ddots & & \vdots \\
    f_{m,1} & \cdots & f_{m,i} & \cdots & f_{m,G} \\
    \vdots & & \ddots & & \vdots \\
    f_{M,1} & \cdots & f_{M,i} & \cdots & f_{M,G}
\end{bmatrix}, \tag{17}
\]

where \( f_{m,i} \) is the value of the \( i \)th index of the \( m \)th evaluation individual; and \( G \) and \( M \) denote the power grid number (i.e., the objective or index number) and the non-dominated solution number in approximate Pareto fronts (i.e., the individual numbers to evaluate), respectively.
Step 2: Normalize the evaluation matrix using the formula in Equation (18), considering that the objectives in the model belong to cost indices, and lower values indicate better performance.

\[
 r_{m,i} = \frac{\max_{1 \leq m \leq M} \{f_{m,i}\} - f_{m,i}}{\max_{1 \leq m \leq M} \{f_{m,i}\} - \min_{1 \leq m \leq M} \{f_{m,i}\}}. 
\]  

(18)

Accordingly, the normalized evaluation matrix can be expressed as

\[
 R = \begin{bmatrix}
 r_{1,1} & \cdots & r_{1,i} & \cdots & r_{1,G} \\
 \vdots & \ddots & \vdots & \ddots & \vdots \\
 r_{m,1} & \cdots & r_{m,i} & \cdots & r_{m,G} \\
 \vdots & \ddots & \vdots & \ddots & \vdots \\
 r_{M,1} & \cdots & r_{M,i} & \cdots & r_{M,G}
\end{bmatrix}. 
\]  

(19)

Step 3: Calculate the weighting coefficient of each index using the entropy weight method. The entropy value and weight can be written as Equations (20) and (21), respectively.

\[
 H_i = -\frac{\sum_{m=1}^{M} e_{m,i} \ln e_{m,i}}{\ln M}. 
\]  

(20)

\[
 w_i = 1 - \frac{H_i}{G - \sum_{i=1}^{G} H_i}. 
\]  

(21)

Step 4: Determine the value matrix \((V_{M,G})\) via the weight matrix \((W)\).

\[
 V_{M,G} = RW = \begin{bmatrix}
 v_{1,1} & \cdots & v_{1,i} & \cdots & v_{1,G} \\
 \vdots & \ddots & \vdots & \ddots & \vdots \\
 v_{m,1} & \cdots & v_{m,i} & \cdots & v_{m,G} \\
 \vdots & \ddots & \vdots & \ddots & \vdots \\
 v_{M,1} & \cdots & v_{M,i} & \cdots & v_{M,G}
\end{bmatrix}. 
\]  

(22)

Step 5: Determine the positive and negative ideal solutions using Equations (23) and (24), from which the Euclidean distance of each evaluation individual \((d_m^+ = \sqrt{\sum_{i=1}^{G} (v_{m,i} - s_i^+)^2})\), \((d^- = \sqrt{\sum_{i=1}^{G} (v_{m,i} - s_i^-)^2})\) can be derived.

\[
 S^+ = \begin{bmatrix}
 s_1^+ & \cdots & s_i^+ & \cdots & s_G^+
\end{bmatrix}, \\
 S^- = \begin{bmatrix}
 s_1^- & \cdots & s_i^- & \cdots & s_G^-
\end{bmatrix}.
\]  

(23)

\[
\begin{align*}
 s_i^+ &= \min_{1 \leq m \leq M} \{v_{m,i}\}, \\
 s_i^- &= \max_{1 \leq m \leq M} \{v_{m,i}\}.
\end{align*}
\]  

(24)

Step 6: Derive the relative proximity degree \((PD)\) of evaluation individuals as follows.

\[
 PD = \frac{d_m^-}{d_m^+ + d_m^-}. 
\]  

(25)

The solution that has maximum \(PD\) is the final optimal equilibrium solution.
5. Case Study

A scaled-down grid-connected hybrid energy system (see the schematic in Figure 2) was considered as a prototype for applying the established CCMO model combined with optimization and decision algorithms to identify the optimal CEUR. The hybrid energy consisted of six energy components. Except for one thermal power component, the other five components were all clean energy, including nuclear power, hydropower, pumped storage power, wind power, and solar power. To improve the CEUR, the thermal power plant was operated to decrease and was limited by a theoretical minimum constraint. The case study of a grid-connected system containing one sending-end and two receiving-ends, as introduced in Section 5.1, was explored to concisely verify the performance of the CCMO model.

![Schematic of the grid-connected hybrid energy system.](image_url)

5.1. Data Sources

Yunnan Province, located in Southwest China, is one of the country’s biggest adopters of clean energy. The installed capacity of hydropower plants and new energy plants contributes approximately 70% and 12% of the total installed capacity in this province, respectively. Although incorporating clean energy into the power grid benefits the development of green power as well as energy conservation and emission reduction, substantial electricity curtailment exists. It was reported that the hydropower curtailment for Yunnan Province in 2017 was up to 28.7 billion kWh [30,31]. In accordance with the power regime revolution of the Develop-the-west Strategy in China, the power generated in western areas has been increasingly transmitted into eastern areas. As the primary base of the West-to-East Power Transmission Project, Yunnan Province not only transports persistently clean energy but also alleviates the problem of insufficient utilization of local clean energy. Thus, a local power grid in the central area of Yunnan, from which power is transmitted into power grids of Guangdong and Guangxi Provinces, was taken as the study case.

5.2. Data and Parameter Description

The three-power-grid hybrid energy system in the case study includes a sending-end, i.e., Yunnan Power Grid (YnPG), and two receiving-ends, i.e., Guangdong Power Grid (GdPG) and Guangxi Power Grid (GxPG). To understand the operational condition of these three power grids, we summarized and analyzed some of their main operating parameters. First, the diurnal dynamics of their initial loads before grid-connected operation are depicted in Figure 3a in terms of a typical day located in a flood period. Measured on an hourly scale, the GdPG exhibited a significantly higher load during a day than GxPG and
YnPG. All three of the grids reached two peaks during a day and fluctuated in ranges of 13,860–21,000 MW, 22,050–35,000 MW, and 15,200–20,000 MW for GdPG, GxPG, and YnPG, respectively. For comparison, the typical daily output dynamics of new energy plants are plotted in Figure 3b. The generated wind power output of YnPG fluctuated more dramatically than that of GdPG, with the global trough occurring at 13:00 and 14:00 for YnPG and GdPG, respectively. By contrast, the generated solar power output of YnPG was within a lower range compared to wind power, and the output curve reached its peak at 13:00. The brief calculation information of hydropower, nuclear power, and pumped storage power plants is presented in Tables 1 and 2.

The upper limits of transmission power from YnPG to GdPG (denoted as Channel I) and from YnPG to GxPG (denoted as Channel II) were set to 10,000 MW and 4000 MW, respectively. Furthermore, the population number used in the NMOPSO algorithm and the upper limit of external archives were both set to 100, and the iteration number was 300.

5.3. Results and Discussion

5.3.1. Optimal Results of the CCMO Model

The approximate Pareto front derived from NMOPSO is displayed in Figure 4, in which 100 non-dominated solutions are provided for the total cost of each power grid, including YnPG, GdPG, and GxPG. From among the 100 optimal cost schemes, representing the individual total cost of three power grid components and identified from 30,000 solution sets (100 × 300), it cannot be determined which is best based only on the theory in NMOPSO due to the multiplicity feature of solving a multi-objective problem. Thus, we focus on the solution range covered by the set of Pareto-optimal solutions. It was observed that the range of YnPG was negative, indicating the profit of total cost, whereas the ranges of GdPG and GxPG were positive, indicating the expenditure of total cost. The approximate Pareto front provides decision-makers with the flexibility to choose satisfactory solutions based on specific requirements. In the trade-off section between the total cost of the three power grids, the profit of YnPG increased by 61.3% from 13.43 to 34.70 million Yuan, whereas the expenditures of GdPG and GxPG nonlinearly increased by 9.22% from 127.56 to 140.52 million Yuan and by 5.47% from 59.48 to 62.92 million Yuan, respectively.

Afterward, the decision-making experiment was conducted using the TOPSIS technology to further evaluate the performance of Pareto-optimal solutions. Thus, for 100 non-dominant solutions, the distribution of the proximity degree, i.e., PD index (Equation (25)), was determined and plotted in Figure 5. Solution No. 70 was found to be the optimal equilibrium solution, with the highest PD value of 0.89. In addition, this optimal equilibrium solution corresponded to the red dot in the approximate Pareto front scatters of Figure 4, with total costs of −31.21, 131.29, and 61.56 million Yuan for YnPG, GdPG, and GxPG, respectively. In this case study, the aim was to choose a solution to make it closest to the positive ideal solution (optimal solution) and farthest to the negative ideal solution (inferior solution). However, the satisfactory candidates were not unique. In other words, the decision maker can select different optimal equilibrium solutions, by modifying the weighting coefficient or decision attributes to fit various clean energy allocation circumstances [32].

Figures 6 and 7 further exhibit the temporal dynamic for each clean energy component within the balance of electric power and energy. It can be clearly observed that, as the sending-end in the grid-connected system, YnPG had abundant hydropower and new energy resources, and thus it transmitted some surplus power outside to GdPG and GxPG in addition to its steady base loading output and peak shaving output, on the basis of supplying its own balance of electric power and energy. As the receiving-ends, GdPG and GxPG received a base loading generated output of 3815 MW and 384 MW, respectively, while receiving maximal generated outputs for peak shaving of 6185 MW and 3616 MW (Figure 7). Both the base load and peak regulation output could reduce the total operation cost for the receiving-end power grids. The base load output transmitted into the receiving-
ends provided an alternative to thermal power, and the peak regulation output substituted that obtained from the local power grid. Neither the total load nor the clean energy load was significantly correlated with the load of outside transmission. This demonstrated that the outside transmission power cannot be decided by simple linear relationships to realize the efficient utilization of clean energy and confirmed the need to exploit the multi-objective operation model in this context and similar complex non-linear power generation systems [33,34].

### 5.2. Data and Parameter Description

The three-power-grid hybrid energy system in the case study includes a sending-end, i.e., Yunnan Power Grid (YnPG), and two receiving-ends, i.e., Guangdong Power Grid (GdPG) and Guangxi Power Grid (GxPG). To understand the operational condition of these three power grids, we summarized and analyzed some of their main operating parameters. First, the diurnal dynamics of their initial loads before grid-connected operation are depicted in Figure 3a in terms of a typical day located in a flood period. Measured on an hourly scale, the GdPG exhibited a significantly higher load during a day than GxPG and YnPG. All three of the grids reached two peaks during a day and fluctuated in ranges of 13,860–21,000 MW, 22,050–35,000 MW, and 15,200–20,000 MW for GdPG, GxPG, and YnPG, respectively. For comparison, the typical daily output dynamics of new energy plants are plotted in Figure 3b. The generated wind power output of YnPG fluctuated more dramatically than that of GdPG, with the global trough occurring at 13:00 and 14:00 for YnPG and GdPG, respectively. By contrast, the generated solar power output of YnPG was within a lower range compared to wind power, and the output curve reached its peak at 13:00. The brief calculation information of hydropower, nuclear power, and pumped storage power plants is presented in Tables 1 and 2.

![Figure 3. (a) Diurnal load of three power grid components and (b) generated output of wind and solar power.](image)

**Table 1.** Configuration information of power plants in each power grid component.

| Power Grid | YnPG | GdPG | GxPG |
|------------|------|------|------|
|            | Hydropower | Hydropower | Nuclear Power | PS Power | Hydropower | Nuclear Power |
| Installed capacity (MW) | 27,450 | 5515 | 2000 | 1500 | 8030 | 400 |
| Average available generated output (MW) | 25,500 | 5502 | - | - | 8002 | - |
| Average available pumped water power (MW) | - | - | - | 115 | - | - |
| Average planned generated output (MW) | - | - | 1933 | - | - | 385 |
| Transferring efficiency | - | - | 0.75 | - | - | - |
| Maximal peak regulation ratio | 1 | 1 | 0.05 | 1 | 1 | 0.05 |

Note: YnPG, GdPG, and GxPG represent Yunnan, Guangdong, and Guangxi Power Grids, respectively. PS denotes pumped storage. "-" means that the index does not exist for the corresponding power plant type.
Table 2. Summary of parameter in the model optimization.

| Name                                | Unit     | Value |
|-------------------------------------|----------|-------|
| Oil price                           | Yuan/ton | 7500  |
| Coal price                          | Yuan/ton | 650   |
| CO$_2$ emission                     | CO$_2$/kg| 2600  |
| SO$_2$ emission                     | SO$_2$/kg| 8.5   |
| NO$_2$ emission                     | NO$_2$/kg| 7.4   |
| Punishment cost from CO$_2$ emission| Yuan/kg  | 0.02  |
| Punishment cost from SO$_2$ emission| Yuan/kg  | 6.0   |
| Punishment cost from NO$_2$ emission| Yuan/kg  | 28.0  |
| Price of sending electricity        | Yuan/MW·h| 200   |
| Price of selling electricity        | Yuan/MW·h| 250   |

Note: CO$_2$, SO$_2$, and NO$_2$ emission is calculated based on burning unit mass of coal.

Figure 4. Approximate Pareto front composed of non-dominated solutions.

Figure 5. Scatter plot of proximity degree derived from non-dominated solutions.
Figure 5. Scatter plot of proximity degree derived from non-dominated solutions.

Figures 6 and 7 further exhibit the temporal dynamic for each clean energy component within the balance of electric power and energy. It can be clearly observed that, as the sending-end in the grid-connected system, YnPG had abundant hydropower and new energy resources, and thus it transmitted some surplus power outside to GdPG and GxPG in addition to its steady base loading output and peak shaving output, on the basis of supplying its own balance of electric power and energy. As the receiving-ends, GdPG and GxPG received a base loading generated output of 3815 MW and 384 MW, respectively, while receiving maximal generated outputs for peak shaving of 6185 MW and 3616 MW (Figure 7). Both the base load and peak regulation output could reduce the total operation cost for the receiving-end power grids. The base load output transmitted into the receiving-ends provided an alternative to thermal power, and the peak regulation output substituted that obtained from the local power grid. Neither the total load nor the clean energy load was significantly correlated with the load of outside transmission. This demonstrated that the outside transmission power cannot be decided by simple linear relationships to realize the efficient utilization of clean energy and confirmed the need to exploit the multi-objective operation model in this context and similar complex non-linear power generation systems [33,34].

Figure 6. Diurnal dynamic of various loads under the power balance condition in the optimal equilibrium solution for YnPG as sending-end of the grid-connected hybrid energy system.

Figure 7. Diurnal dynamic of various loads under the power balance condition in the optimal equilibrium solution for (a) GdPG and (b) GxPG as sending-ends of the grid-connected hybrid energy system.
5.3.2. Analysis of the Optimal Equilibrium Solution

To verify the advantage of the optimal equilibrium solution, i.e., the optimal solution scenario, it was compared with three solutions having minimum total cost for only one power grid, which were named extreme solution scenarios I, II, and III for YnPG, GdPG, and GxPG, respectively. The daily average of supplied and received electricity and electricity curtailment, as well as other indices, is listed in Table 3. First, in extreme solution scenario I (i.e., the extreme solution of YnPG), the total cost of YnPG was lower, compared to the optimal equilibrium solution. Although the zero-electricity curtailment and 100% CEUR for YnPG existed in both extreme solution scenario I and the optimal equilibrium solution, the electricity curtailments for GdPG and GxPG in the optimal equilibrium solution were lower than that in extreme solution scenario I, and the CEURs of GdPG and GxPG in the optimal equilibrium solution were higher. This suggested that the optimal equilibrium solution could more significantly reduce the electricity curtailment of the receiving-end (GdPG and GxPG) and increase the whole CEUR, under a relatively high supplying ratio.

In extreme solution scenario II (i.e., the extreme solution of GdPG), GdPG had a lower total cost compared with the optimal equilibrium solution. Similar to extreme solution scenario I, extreme solution scenario II exhibited considerable electricity curtailment and lower CEUR for YnPG than the optimal equilibrium solution, although it had a slightly lower electricity curtailment and higher CEUR for GdPG and GxPG. In addition, there was no electricity curtailment accompanying 100% CEUR for YnPG in the optimal equilibrium solution, whereas there was no electricity curtailment with 100% CEUR for GdPG in extreme solution scenario II. This contrast between the two scenarios may have resulted from the fact that the optimization placed emphasis on decreasing the total cost since it is necessary to pay for receiving electricity. It was assumed that the receiving-end would receive electricity and energy only when consuming enough local clean energy. Therefore, the received electricity and energy of GdPG were relatively low, leading to too much electricity and energy remaining in YnPG to consume and large electricity curtailment. In general, the optimal equilibrium solution was superior to extreme scenario II, as the latter violated the principle of increasing the utilization rate of clean energy.

Table 3. Comparison of optimal equilibrium solution and extreme solution.

| Scheme                        | Power Grid | Total Cost (Million Yuan) | Sending Electricity (MW) | Receiving Electricity (MW) | Electricity Curtailment (MW) | CEUR (%) |
|-------------------------------|------------|---------------------------|--------------------------|-----------------------------|-----------------------------|-----------|
| Optimal equilibrium solution  | YnPG       | −30.65                    | 11,892                   | 0                           | 0                           | 100       |
|                               | GdPG       | 133.16                    |                          |                             | 8871                        | 93        |
|                               | GxPG       | 63.23                     | 0                        | 3021                        | 212                         | 97        |
| Extreme solution for YnPG     | YnPG       | −32.04                    | 11,162                   | 0                           | 0                           | 100       |
|                               | GdPG       | 139.19                    | 0                        | 8244                        | 470                         | 92        |
|                               | GxPG       | 62.85                     | 0                        | 2919                        | 1444                        | 82        |
| Extreme solution for GdPG     | YnPG       | −18.45                    | 9980                     | 0                           | 2041                        | 92        |
|                               | GdPG       | 127.45                    | 0                        | 7284                        | 0                           | 100       |
|                               | GxPG       | 61.59                     | 0                        | 2696                        | 65                          | 99        |
| Extreme solution for GxPG     | YnPG       | −15.51                    | 8072                     | 0                           | 3193                        | 88        |
|                               | GdPG       | 131.22                    | 0                        | 5705                        | 113                         | 98        |
|                               | GxPG       | 59.41                     | 0                        | 2367                        | 0                           | 100       |

Note: CEUR: Clean energy consumption ratio.
Finally, in extreme solution scenario III (i.e., the extreme solution of GxPG), GxPG had a lower total cost compared with the optimal equilibrium solution. There was no electricity curtailment with 100% CEUR for YnP in the optimal scenario, whereas there was no electricity curtailment with 100% CEUR for GxPG in extreme solution scenario III. This indicated that receiving electricity and energy from other power grids on the basis of preferentially using the local clean energy reduced the total cost. However, this strategy resulted in a decrease in the received amount of electricity and energy, which further led to too much electricity and energy remaining in the YnP to accommodate. Thus, the electricity curtailment of YnP was larger in extreme scenario III than that in the optimal scenario, which went against the clean energy utilization principle. Overall, the optimal equilibrium solution was superior to extreme solution scenario III.

The daily utilization time of channels I and II in the four scenarios specified above is plotted in Figure 8. Among the four scenarios, the daily utilization time of both channels I and II was largest in the optimal scenario. This demonstrated that the optimal scenario can not only improve the CEUR, but also increase the utilization of channels used to connect various grids. Through high utilization of channels, the optimal scenario made full use of the available resources, which further verified the reasonability of the optimal scenario.

![Figure 8](image.png)

**Figure 8.** Daily utilization time derived from one optimal equilibrium solution (OES) and three extreme solutions (ES) of Channels I and II connecting YnP with GdPG and GxPG, respectively.

5.3.3. Upper-Limit Impact of the Transmission Channel Power

Figure 9 presents the co-evolution of key indices related to clean energy accommodation with the upper-limit power of channels I and II. As the upper limits of channels I and II increased, the CEUR of YnP increased from 92% to 100% (Figure 9a). This is because the increase of the upper limit of channel power improved the supplying ability of the sending-end YnP. The daily utilization time of channels I and II gradually decreased with the increasing upper limit of channel power. In addition, to improve the clean energy utilization capability of the sending-end and ensure the full use of channels, the critical value of channel power was identified (gray dotted line in Figure 9a; in the area to the right of this line, the CEUR of YnP is always 100%). In contrast to the critical value, the average daily utilization time of channels I and II was maximum when the upper power was 10,000 and 3920 MW for channels I and II, respectively, and thus this was the optimal combination scheme of two channels connecting to receiving-end grids.

The peak regulation rates of electricity for GdPG and GxPG are exhibited in Figure 9c,d to depict the rate of peak regulation capacity obtained from receiving electricity to the total demand of peak regulation capacity. The rate of peak regulation for GdPG significantly rose with the increase of the upper power limit of channel I, whereas there was no significant correlation between this rate and the change in channel II’s upper power. The rate of peak regulation for GxPG had the opposite pattern with the change in the two channels, with a positive correlation with channel II and no apparent trend with channel I. The patterns
discussed above demonstrated that the increase of upper power for grid-connected channels contributed to the increase in the maximum of indices estimating the transmission processes, including utilization rate, daily utilization time, and peak regulation range.

Figure 8. Daily utilization time derived from one optimal equilibrium solution (OES) and three extreme solutions (ES) of Channels I and II connecting YnP with GdPG and GxPG, respectively.

5.3.3. Upper-Limit Impact of the Transmission Channel Power

Figure 9 presents the co-evolution of key indices related to clean energy accommodation with the upper-limit power of channels I and II. As the upper limits of channels I and II increased, the CEUR of YnP increased from 92% to 100% (Figure 9a). This is because the increase of the upper limit of channel power improved the supplying ability of the sending-end YnP. The daily utilization time of channels I and II gradually decreased with the increasing upper limit of channel power. In addition, to improve the clean energy utilization capability of the sending-end and ensure the full use of channels, the critical value of channel power was identified (gray dotted line in Figure 9a; in the area to the right of this line, the CEUR of YnP is always 100%). In contrast to the critical value, the average daily utilization time of channels I and II was maximum when the upper power was 10,000 and 3920 MW for channels I and II, respectively, and thus this was the optimal combination scheme of two channels connecting to receiving-end grids.

Figure 9. Optimal results including (a) clean energy consumption ratio (CEUR) of YnP, (b) average daily utilization time of Channels I and II, and (c,d) peak regulation ratios of power generation of GdPG and GxPG received from YnP with changing Channels I and II.

5.3.4. Comparison of the CCMO Model with Reference Models

To verify the improvement of CCMO related to the punishment cost of clean energy curtailment, two reference models, namely, a version removing a curtailment cost-dependent module but using the dynamic spinning reserve constraint (abbreviated as RI) and a version using curtailment cost-dependent module and a fixed spinning reserve constraint (abbreviated as RII), were compared with CCMO. For these two operation schemes, the diurnally generated outputs of clean energy in the three-grid-connected system are compared. The curves of generated outputs when the system was operated using the RI model (mean value: 37,414 MW) and RII model (mean value: 37,535 MW) were mostly lower than that when the system was operated using CCMO (which considered the curtailment cost and dynamic spinning reserve constraint; mean value: 39,029 MW). Although the difference of generated outputs derived using RI/RII and CCMO only accounted for approximately 4% ((39,029–37,414)/39,029 ≈ (39,029–37,535)/39,029 ≈ 4%) of the CCMO-based generated output, the difference in electricity which integrates the generated output over a long time, was considerable. The generated outputs operated with the RI and RII models fluctuated more dramatically than those with CCMO. In addition, the optimal total costs summarizing all three power grid components were 317 and 335 million Yuan for the RI and RII models, respectively, which were larger than that for the CCMO model (285 million Yuan). The daily average CEURs based on the RI and RII models were 92.9% and 93.2%, respectively, which were significantly lower than the CCMO-based CEUR (96.9%). Thus, it was demonstrated that the developed CCMO model coupling the curtailment cost with the dynamic spinning reserve constraint performed significantly better in terms of obtaining higher generated output, lower total cost, and higher CEUR.

The total power generation cost, established previously for various power grid operation models, is frequently taken as the object variable since electricity prices can resolve the mismatch between energy generation and accommodation by fluctuating with market sup-
ply and demand [35]. In this study, we further considered both total cost and clean energy utilization to obtain economic benefits as well as achieve high CEUR. The modification demonstrated a theoretical framework for using price trajectories to develop clean energy technologies and build technological roadmaps for clean energy accommodation.

6. Conclusions

It is challenging to promote clean energy accommodation and make related decisions in the operation and planning of grid-connected hybrid energy systems, due to the complicated interaction and compensation process among various power grids and types of energy. In this study, we proposed a novel multi-objective operation model called CCMO to complementarily operate grid-connected hybrid energy system. To identify the optimal scheme with a high CEUR, the punishment cost of electricity curtailment was considered in the multi-objective function of the developed model, and the dynamic spinning reserve decision variable was used in the constraints to support a flexible space of cost-based object variables to search for the optimal CEUR. A three-grid-connected system with one sending-end (YnPG) and two receiving-ends (GdPG and GxPG) was studied as an example. The following conclusions can be drawn.

(1) The daily average CEUR derived from the CCMO model was 96.9%, whereas the daily averaged CECR of the reference models RI (without the consideration of curtailment cost) and RII (using the fixed spinning reserve constraint) were 92.9% and 93.2%, respectively. This demonstrated that the curtailment-cost-based operation provided a more practical representation of the hybrid energy system connecting multiple power grids together and made full use of clean energy, thus performing better than the reference models.

(2) The optimal equilibrium solution which was derived by solving CCMO, provided not only an improved CEUR (up to 100% at hourly scale) but also the optimal daily utilization time of the transmission channels (with optimal upper limits of 10,000 MW and 3920 MW for the channel transmitting power from YnPG to GdPG and to GxPG, respectively) linking the sending-end to the receiving-ends.

Overall, the developed model is deemed to be a practical complementary operation tool to facilitate clean energy accommodation in grid-connected hybrid energy systems. The contribution of our study focuses on coupling the punishment cost of curtailment energy with the total cost to achieve a higher clean energy utilization ratio. In future work, the measurement and prediction uncertainties in hydro-wind-solar resources associated with complex hydro-meteorological conditions will be further analyzed for the proposed curtailment-focused model.
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