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In this paper, we present a variational treatment of the linear dependence for a non-orthogonal time-dependent basis set in solving the Schrödinger equation. The method is based on: i) the definition of a linearly independent working space, and ii) a variational construction of the propagator over finite time-steps. The second point allows the method to properly account for changes in the dimensionality of the working space along the time evolution. In particular, the time evolution is represented by a semi-unitary transformation. Tests are done on a quartic double-well potential with Gaussian basis function whose centers evolve according to classical equations of motion. We show that the resulting dynamics converges to the exact one and is unitary by construction.

I. INTRODUCTION

Describing nature at the microscopic scale often requires solving the Schrödinger equation (SE). However, this equation cannot generally be solved exactly, and perturbative or variational approximations are necessary. Variational approaches are particularly appealing thanks to their flexibility in describing the systems of interest and because they do not rely on the definition of an appropriate zeroth order Hamiltonian. A particularly powerful approach consists in expressing the approximate SE solution in a set of time-dependent basis functions (TDBFs) that represent best the wave packet at any time along the dynamics. In the context of molecular systems, application of the time-dependent variational principle (TDVP)\textsuperscript{1–5} resulted in some of the most used quantum variational methods for electronic dynamics\textsuperscript{6,7}, or nuclear dynamics, such as the multi configuration time-dependent Hartree (MCTDH) method.\textsuperscript{8,9} Of particular interest are variations that employ Gaussian TDBFs evolving according to the TDVP: Gaussian multi configuration time-dependent Hartree (G-MCTDH) and variational multi configuration Gaussian (vMCG),\textsuperscript{10–14} or non-variational: ab initio multiple spawning (AIMS) and multi configuration Ehrenfest (MCE).\textsuperscript{15–19}

A variational treatment of the time-dependent basis often involves a non-linear parameterization (e.g. MCTDH or vMCG), which results in the coupled equations of motion (EOMs) of the TDBFs. Solving these equations is generally a difficult task since it requires inverting potentially large matrices. To reduce computational cost, one can decouple the TDBFs. Then, the time evolution of the basis is not variational anymore, and the solution to the SE is not optimal but is still variational. This decoupling is often employed for the time evolution of TDBFs associated with nuclear degrees of freedom (DOFs), represented by Gaussians\textsuperscript{20–23} or coherent states\textsuperscript{24–26} whose centers follow classical trajectories: for example using Ehrenfest\textsuperscript{17,27,28}, or Born-Oppenheimer trajectories.\textsuperscript{15,29,30} The independent TDBFs approach projects the SE on a time-dependent (working) space spanned by the TDBFs. Then, the wavefunction reads

\[ |\Psi(t)\rangle = \sum_{k=1}^{N_g} |g_k(t)\rangle C_k(t), \]  

where, \{\{g_k(t); k = 1, \ldots, N_g\}\} are the \(N_g\) TDBFs (which are not limited to Gaussian functions), and \(C_k(t)\) are complex time-dependent coefficients. Another advantage of utilizing independent TDBFs is the possibility for efficient parallelization.\textsuperscript{18,27} These independent TDBFs are not variationally optimal for the solution of the SE, but this drawback can be compensated by propagating a large number of TDBFs to reach completeness. Once the time evolution of the TDBFs is known, the SE is approximately solved after projection on the time-dependent basis. This projector reads

\[ \tilde{P}_g(t) = \sum_{k=1}^{N_g} \sum_{l=1}^{N_g} |g_k(t)\rangle \langle g_l(t)| \left( S^{-1}\right)_{kl}, \]  

where \(S\) is the overlap matrix defined by

\[ S_{kl}(t) = \langle g_k(t) | g_l(t) \rangle. \]

Time-dependent basis functions commonly overlap largely with each other. This can create a near-linear dependence of the basis, which is in fact a numerical linear dependence that result in a singular overlap matrix \(S(t)\). Since the inverse of the overlap matrix appears in the definition of the projector Eq. (2), singularities in the overlap indicates an ill-defined working space. A signature of this problem arises in the EOM for the coefficients \(C(t)\) where the overlap matrix also appears,\textsuperscript{12,17,18}

\[ S(t) \dot{C}(t) = -[i\mathbf{H}(t) + \tau(t)] C(t), \]  

where the dot symbolizes the time-derivative and

\[ \tau_{kl} = \langle g_k(t) | \dot{g}_l(t) \rangle, \]  

\[ \mathbf{H}_{kl} = \langle g_k(t) | \mathbf{H} | g_l(t) \rangle. \]
We employ atomic units in Eq. (4) and in the rest of the paper. From Eq. (4), we observe that a singular overlap leads to an ill-defined set of equations for the coefficients’ evolution.5,10,12,31–33

While the linear dependence of the basis is more pronounced in the case of independent TDBFs, we need to mention that a similar problem also occurs in methods employing variational TDBFs (e.g. MCTDH and vMCG). Even, if an equivalent to Eq. (4) also exists for these approaches, the problem is less significant since optimal evolution is assumed to diminish TDBFs overlaps in order to improve completeness, which also reduces the linear dependence. However, another EOM, used to solve for the time-evolution of the TDBFs, shows a similar problem. Indeed, an overlap of variations along non-linear parameters of the wave function (not the basis overlap) must be inverted to solve this EOM, but can also become singular.5 This occurs, for example, in the MCTDH method,9,34–36 or in G-MCTDH and vMCG.37 Thus, investigating the linear dependence in the case of independent TDBFs is a first step to the more general problem depicted here.

To remedy the problem of a singular $S$, one can act on the time-evolution of the TDBFs. A possible approach is then to reintroduce some correlation between the TDBF so that they overlap less significantly. The optimal approach employing variational basis that is mentioned in the previous paragraph does exactly that. We can also mention methods that re-spawn the basis at each time-step such as the “matching pursuit” algorithm38 or the “Basis Expansion Leaping”.39 However, in the present work, we assume that the time evolution of the TDBFs is given, and we rather want to find an approach to handle the linear dependence and solve for the SE in this basis.

Another approach is to regularize $S$ using an approximate but invertible matrix, which is then used to approximate $S^{-1}$. This approach is employed in MCTDH,40,41 vMCG,12,37 or AIMS.42 Similarly, one can replace $S^{-1}$ with its Moore-Penrose pseudo-inverse.32 We can also mention the iterative construction of an approximate $S^{-1}$ using, for example, the Hotelling’s method.43 Nevertheless, one effect of approximating the inverse of $S$ is that it modifies Eq. (4). Since Eq. (4) is variational, departing from it can result in a non-variational solution,44 which can prevent convergence. Hence, we would like to avoid a procedure that modifies Eq. (4).

To eliminate linear dependence, we can reduce the number of TDBFs to a subset of all the functions at our disposal. This is the motivation behind the ideas presented in references 12,33,45 for Gaussian TDBFs. We note that such an approach can efficiently be combined with creation of new basis functions when needed to ensure low error in the SE solution. The creation of new basis functions can either be based on some local data along a single TDBF time evolution,15,46 or based on the full information of the total wavefunction, either perturbatively47 or by minimization of the error.48–50 The main difficulty comes from discontinuities introduced with the reduction of the working space. Furthermore, it seems that removing entire TDBFs at a time to build a linearly independent space is not optimal in the sense that there other larger dimensional linearly independent spaces can be obtained using linear combinations of the TDBFs, which could improve convergence. This is the route we follow.

In this paper, we elaborate on these ideas by developing a new approach where we define, based on the given overlapping TDBFs, a smaller dimensional linearly independent basis that we can use as a working space to solve the SE. Since the overlap matrix evolves in time, the size of this working subspace varies in time. To account for this change in dimensionality, we apply a variational approach that is different from the usual TDVP in the sense that it is applied for finite time-steps. We then test and compare this approach against two approaches that regularize Eq. (4) on a simple model designed to intensify linear dependence of the TDBFs: a one-dimensional double-well, and utilizing a basis of moving Gaussians with frozen width.

The rest of the paper is organized as follows. Section II describes the new method. Computational details, including the model description, are given Sec. III. Section IV presents the results and the related discussion. We finally conclude with Sec. V.

II. DESCRIPTION OF THE METHOD

Our approach is based on three ideas developed in the three following subsections. In subsection II A, we construct a well-defined linearly independent subspace to be used as a proper working space to apply the variational principle. Due to possible changes in the dimensionality of the working space along the time evolution, we define a variational approach over a finite time-step to avoid discontinuities in subsection II B. A second variational treatment allows us to define unitary time-reversible propagators in subsection II C.

For the sake of compactness we will introduce two specific notations in the rest of the document: i) we replace the explicit time-dependence by subscripts to the corresponding matrix and vector quantities, e.g. $C_1 \equiv C(t_1)$ or $H_2 \equiv H(t_2)$ (the time-dependence is simply dropped when the position in time is not essential and no subscripts are given), and ii) we define vectors of basis functions as $g^\tau \equiv (|g_1\rangle \ |g_2\rangle \ ... \ |g_N\rangle)$. With the introduced notations we have that $|\Psi(t_1)\rangle \equiv |\Psi_1\rangle = g^\tau C_1$ or $\tau(t_1) \equiv \tau_1 = g^\tau g_1$.

A. Definition of the working space

Our starting point is the working space build from the set of TDBFs $\{g_k\}$ at a given time. We need to isolate $M$ linearly independent states from this basis. While the
working space is unique, its construction is not. We utilize the eigendecomposition of $S$ (singular value decomposition or Gram–Schmidt process could also be used). The resulting eigenvalues can be grouped into $M$ non-zero positive eigenvalues $\{s_k; k = 1, \ldots, M\}$ and $N_g - M$ eigenvalues $\{\zeta_k; k = 1, \ldots, N_g - M\}$ that are numerically zero in the sense that $\zeta_k < \varepsilon_S$ where $\varepsilon_S$ is a threshold to be defined later. Eigenvectors with non-zero eigenvalues are represented as a rectangular matrix $V$, while the matrix $W$ contains the remaining ones:

$$S = (VW) \begin{pmatrix} s & 0 \\ 0 & \zeta \end{pmatrix} (VW)^\dagger \approx VsV^\dagger. \tag{7}$$

The symbol “≈” indicates numerical equality in Eq. (7). After discarding the eigenvectors associated with numerically zero eigenvalues $(W)$, we obtain a set of linearly independent states $\{|\varphi_k\rangle; k = 1, \ldots, M\}$ defined by

$$\varphi^i = g^i\Phi,$$

$$\Phi = Vs^{-1/2}, \tag{8}$$

and the corresponding projector reads

$$\hat{P} = \varphi^i \varphi^* = g^iVs^{-1}V^1g^* \tag{9}.$$

We note that this projector is similar to the one defined in Eq. (2) but utilizing the Moore–Penrose pseudo-inverse on the singular overlap matrix. Using this projector, it is easy to check that the remaining basis function combinations form a numerically null space: $\hat{P}g^iW = g^iVs^{-1}V^1SW \simeq 0$. Therefore, the following relation holds

$$g^t = g^iVV^\dagger, \tag{11}$$

and, in particular, the wavefunction can be rewritten

$$|\Psi\rangle = g^iVV^\dagger C = \varphi^i C \tag{12},$$

where we define

$$C = \Phi^-C, \tag{13}$$

$$\Phi^- = s^{1/2}V^\dagger. \tag{14}$$

From Eq. (12), we observe that $W^\dagger C$ does not have an impact on the local (in time) dynamics, and we will impose that $W^\dagger C = 0$, and $VV^\dagger C = C$.

Now that we have a well-defined set of linearly independent states that composes the working space, starting from Eq. (12), we obtain an equation equivalent to Eq. (4) but in this new basis (see App. A)

$$\hat{C} = -i\tau + i\hat{H}|C\rangle \tag{15}$$

where we used the following definitions

$$\tau = \varphi^i\varphi^i = \Phi^\dagger \tau \Phi + \Phi^\dagger S\Phi, \tag{16}$$

$$\hat{H} = \varphi^i\hat{H}\varphi^i = \Phi^\dagger H\Phi. \tag{17}$$

An important advantage of Eq. (15) comes from the fact that it uses $s^{-1/2}$ rather than $s^{-1}$. Since $s^{-1/2}$ is better conditioned, we can employ a significantly lower threshold $\varepsilon_S$.

### B. “finite-step” variational approach

Due to the time-dependence of the overlap matrix, we have that $S_1 \neq S_2$ at different times $t_1$ and $t_2$ ($\hat{P}_1 \neq \hat{P}_2$). Hence, it is possible that the dimensionality of the linearly independent working spaces at $t_1$ is different from the one at $t_2$: $M_1 \neq M_2$. This introduces an additional complexity in the integration of Eq. (15), which becomes discontinuous. To avoid this problem, we do not combine the TDVP with the SE, but we rather directly project the solution of the SE for a finite step on the working space. In this aim, we first define the exact wavefunction at time $t_2$

$$|\Psi^t_2\rangle = \hat{U}(t_2,t_1)|\Psi_1\rangle, \tag{18}$$

where the state at $t_1$, $|\Psi_1\rangle$, is imposed. We only assume that the operator $\hat{U}(t_2,t_1)$ is unitary, but it can be identified, for example, as the exact propagator of the SE: $\hat{U}(t_2,t_1) = e^{-i\hat{H}(t_2-t_1)}$. We then project this equation on the subspace at time $t_2$

$$\varphi^i_2|\Psi^t_2\rangle = \varphi^i_2\hat{U}(t_2,t_1)|\Psi_1\rangle = \hat{U}_{21}C_1, \tag{19}$$

$$\hat{U}_{21} = \varphi^i_2\hat{U}(t_2,t_1)\varphi^i_1. \tag{20}$$

The resulting vector $\varphi^i_2|\Psi^t_2\rangle$ is a variational approximation to the solution of SE since it converges to the exact solution as the basis grows to completeness.

### C. Optimization of the transformation

It is clear from Eq. (20) that $\hat{U}_{21}$ is time-reversible but not unitary for a finite basis $\{\varphi_k\}$. The matrix $\hat{U}_{21}$ can even be rectangular if the dimensions of the working spaces at $t_1$ and $t_2$ are different $M_2 \neq M_1$. We would like to generate the best approximation $\hat{U}_{21}$ from $\hat{U}_{21}$ that is unitary and time-reversible. As we will see in the next subsection, this is only possible when $M_2 = M_1$. When $M_2 \neq M_1$, $\hat{U}_{21}$ is rectangular. Hence, the expected transformation, $\hat{U}_{21}$, is also a rectangular transformation, and we cannot obtain a unitary approximation $\hat{U}_{21}$ to $\hat{U}_{21}$. Instead, we generate the best semi-unitary approximation, which satisfies $\hat{U}_{21}\hat{U}_{21}^\dagger = 1_{M_2}$ if $M_1 \geq M_2$ or $\hat{U}_{21}^\dagger\hat{U}_{21} = 1_{M_1}$ if $M_2 > M_1$, where $1_M$ is the $M$-dimensional identity matrix. Such a semi-unitary transformation belongs to a complex Stiefel manifold, and we need to apply the variational principle on this manifold. To simplify the procedure, we truncate the larger of the two spaces so that unitarity is recovered in this smaller space. We should also emphasize that once this truncation is operated, one could obtain the time-evolution by integrating Eq. (15) in this truncated subspace. The resulting transformation in the “untruncated” working space is indeed a semi-unitary matrix, but generally not time-reversible. The overall procedure minimizes the distance between $\hat{U}_{21}$ and $\hat{U}_{21}$ using the...
Frobenius norm
\[
\| \tilde{U}_{21} - \tilde{U}_{21} \| = \sqrt{\text{Tr}((\tilde{U}_{21} - \tilde{U}_{21})^\dagger(\tilde{U}_{21} - \tilde{U}_{21}))}
\]
under the constraint that \( \tilde{U}_{21} \) is unitary if \( M_2 = M_1 \) or semi-unitary otherwise. This approach is variational and converges to the exact dynamics in the infinite basis limit (see App. B).

1. The case \( M_2 = M_1 \)

In this case, the matrix \( \tilde{U}_{21} \) is square. The construction of the unitary transformation \( \tilde{U}_{21} \) is achieved by minimizing \( \| \tilde{U}_{21} - \tilde{U}_{21} \| \), given by Eq. (21), under the constraint that \( \tilde{U}_{21} \) is unitary (\( \tilde{U}_{21} = \tilde{U}_{21}^\dagger \)). This minimization is equivalent to maximizing the quantity \( \text{Re}[\text{Tr}\{\tilde{U}_{21}^\dagger U_{21}\}] \). This is a Procrustes problem and the known solution is found by using singular value decomposition of \( \tilde{U}_{21} \):

\[
\tilde{U}_{21} = X \tilde{u}_{21} Y^\dagger, \quad (22)
\]

\[
\tilde{U}_{21} = X Y^\dagger, \quad (23)
\]

where \( X \) and \( Y \) are unitary, and \( \tilde{u}_{21} \) is a real diagonal semi-positive matrix. Then, we can generate the coefficients of interest in the basis \( \{g_k\} \) as follows

\[
C_2 = \Phi_2 \tilde{U}_{21} \Phi_1 C_1. \quad (24)
\]

When no linear dependencies are present in the basis (e.g. \( M_2 = M_1 = N_y \)) the solution matches the usual TDVP solution given in Eq. (4) as shown in App. C.

2. The cases \( M_2 > M_1 \)

To recover unitarity, we proceed in two steps: i) we first truncate the space at time \( t_2 \) so that its new dimension after truncation is \( M_2' = M_1 \), then ii) we apply the same procedure as in the previous subsection. We operate the truncation variationally by defining the basis which maximizes the overlap between the truncated space with the original one. This basis is represented by the semi-unitary matrix \( R \), which satisfies \( R^\dagger R = 1_{M_1} \).

In this case, we want to maximize \( \tilde{U}_{21}' = R^\dagger \tilde{U}_{21} \). For this purpose, we define the Lagrangian

\[
\mathcal{L} = \| R^\dagger \tilde{U}_{21} \|^2 + \text{Tr}\{\lambda(R^\dagger R - 1_{M_1})\}, \quad (25)
\]

where \( \lambda \) is a matrix of Lagrange multipliers to enforce the constraint \( R^\dagger R = 1_{M_1} \). The stationary condition leads to an eigenequation

\[
(\tilde{U}_{21}' \tilde{U}_{21}) R = R \lambda, \quad (26)
\]

from which the maximum of Eq. (25) is obtained by selecting the \( M_1 \) eigenvalues of Eq. (26) with the largest magnitude. The square matrix \( \tilde{U}_{21}' = R^\dagger \tilde{U}_{21} \) (note the prime in the index indicating that the space at \( t_2 \) is reduced) is then employed in place of the rectangular \( \tilde{U}_{21} \) to construct the unitary transformation \( \tilde{U}_{21}' \). We apply the singular value decomposition onto \( \tilde{U}_{21}' \) and build \( \tilde{U}_{21}' \) as in the previous subsection

\[
\tilde{U}_{21}' = X' \tilde{u}_{21}' (Y')^\dagger, \quad (27)
\]

\[
\tilde{U}_{21}' = X' (Y')^\dagger. \quad (28)
\]

Going back from \( M_2' \) to the \( M_2 \)-dimensional space at time \( t_2 \), we can build \( \tilde{U}_{21} \) as

\[
\tilde{U}_{21} = RX (Y')^\dagger. \quad (29)
\]

It is now easy to check that \( \tilde{U}_{21} \) is semi-unitary \( (\tilde{U}_{21} \tilde{U}_{21} = 1_{M_2}) \).

3. The cases \( M_2 < M_1 \)

As in the previous subsection, we proceed in two steps: i) we reduce the size of the subspace at \( t_1 \) from \( M_1 \) to \( M_2' = M_2 \), and ii) minimization of the error as in the case \( M_2 = M_1 \). The dimensional reduction is done by maximizing \( \tilde{U}_{21}' = \tilde{U}_{21} R \), with the constraint that \( R^\dagger R = 1_{M_2} \). We also need the subspace at time \( t_1 \) to contain the vector \( C_1 \) and possibly \( N_e - 1 \) other vectors of importance (with \( N_e \leq M_1 \)). We recast this latter requirement as a new constraint \( RR^\dagger D = D \), where \( D \) contains the \( N_e \) important vectors (including \( C_1 \)) already orthonormalized \( D^\dagger D = 1_{N_e} \). To impose this last constraint, we choose the parameterization \( R = (DE) \).

Hence, we have to maximize \( \tilde{U}_{21} E \) under the constraints \( E^\dagger E = 1_{(M_2 - N_e)} \) and \( E^\dagger D = 0 \). For this purpose, we define the Lagrangian

\[
\mathcal{L} = \| \tilde{U}_{21} E \|^2 + \text{Tr}\{\lambda(E^\dagger E - 1_{(M_2 - N_e)})\}
\]

\[
+ \text{Re}[\text{Tr}\{\lambda'(E^\dagger D')\}], \quad (30)
\]

where \( \lambda \) and \( \lambda' \) are matrices of Lagrange multipliers. Applying the stationary condition to Eq. (30) gives a set of three equations

\[
\tilde{U}_{21}' \tilde{U}_{21} E + E \lambda + D \lambda' = 0, \quad (31)
\]

\[
E^\dagger E - 1_{(M_2 - N_e)} = 0, \quad (32)
\]

\[
E^\dagger D = 0. \quad (33)
\]

Multiplying Eq. (31) by \( D^\dagger \) on the left, we obtain

\[
\lambda' = -D^\dagger \tilde{U}_{21}' \tilde{U}_{21} E. \quad (34)
\]

We can then substitute for \( \lambda' \) in Eq. (31) and use Eq. (33) to obtain the eigenequation

\[
-(1_{N_e} - DD^\dagger) \tilde{U}_{21}' \tilde{U}_{21}(1_{M_2} - DD^\dagger) E = E \lambda, \quad (35)
\]

from which the maximum of Eq. (30) is obtained by selecting the \( M_2 - N_e \) eigenvalues of Eq. (35) with the largest magnitude. The singular value decomposition of
the matrix $\mathbf{U}_{21}' = \mathbf{U}_{21} \mathbf{R} = \mathbf{X}' \mathbf{u}_{21}'(\mathbf{Y}')\dagger$ is then employed to construct the closest unitary transformation $\mathbf{U}_{21} = \mathbf{X}'(\mathbf{Y}')\dagger$. The time-evolution is then given by the propagator

$$\mathbf{U}_{21} = \mathbf{X}'(\mathbf{Y}')\dagger \mathbf{R}.$$  

Again, $\mathbf{U}_{21}$ is semi-unitary by construction ($\mathbf{U}_{21} \mathbf{U}_{21}^\dagger = \mathbf{1}_{M}$), and it satisfies $\mathbf{U}_{21}^\dagger \mathbf{U}_{21} \mathbf{D} = \mathbf{D}$.

III. COMPUTATIONAL DETAILS

A. Regularized methods

We compare variational the approach presented in Sec. II, named the “Var” approach hereafter, to two approaches where we handle the linear dependence through regularization in order to solve Eq. (4). In these two other approaches, the singular overlap matrix $\mathbf{S}$ is inverted approximately into $\mathbf{S}^{-}$. The first approach employs a Moore-Penrose pseudo-inversion where the inverse of the numerical zeros in the eigenvalues of $\mathbf{S}$ are replaced by 0 similarly to the pseudo-inverse done in Eq. (7) so that $\mathbf{S}^{-} = \mathbf{V} \mathbf{S}^{-1} \mathbf{V}^\dagger$. Numerical zeros are defined as being smaller than a threshold $\varepsilon_{S}$. We shall name this method “Reg1”. While Reg1 seems equivalent to the Var method, the difference lies in the fact that for Var, the pseudo-inversion is used to build a well defined working space as a starting point to apply the variational treatment, while in Reg1, the pseudo-inversion is employed a posteriori, which can break the variational character of Eq. (4).

The second approach we consider here is often employed in combination with the MCTDH method to regularize the reduced density matrix in single particle functions propagation. In this approach, numerical zeros in the eigenvalues of $\mathbf{S}$, again defined as being smaller than $\varepsilon_{S}$, are replaced by a small number such that the approximate inverse reads $\mathbf{S}^{-} = [\mathbf{S} + \varepsilon \mathbf{e}^{-\mathbf{S}/\varepsilon_{S}}]^{-1}$. We shall name this method “Reg2”.

In both approaches Reg1 and Reg2, $\varepsilon_{S}$ is chosen to be small enough so that the approximation $\mathbf{S} \approx [\mathbf{S}^{-}]^{-1}$ is valid, and chosen large enough so that $\mathbf{S}^{-}$ exists.

B. Model

The model we employ for testing the different methods is a one-dimensional double-well potential described by the Hamiltonian

$$\hat{H} = \frac{1}{2}\hat{p}^2 - \frac{1}{5}\hat{Q}^2 + \frac{1}{4}\hat{Q}^4,$$  

where $\hat{Q}$ and $\hat{P}$ are the dimensionless position and momentum operators, respectively, and all quantities are given in atomic units. It shows two minima at $x_{\pm} \approx \pm 0.63$ separated by a barrier height of 0.04. To solve the SE numerically “exactly”, we project the solution and the Hamiltonian onto a time-independent basis of $n_{b}$ functions $\{\psi_{n}(t)\}_{n=1}^{n_{b}}$ build as the solution of the Harmonic oscillator $\hat{H}_{0} = \frac{1}{2}(\hat{P}^2 + \hat{Q}^2)$, with $\hat{H}_{0} | n \rangle = \epsilon_{n} | n \rangle$. We chose the initial condition to be a Gaussian state placed at the minimum $x_{-}$

$$|\psi(0)\rangle = e^{-i\hat{P}x_{-}} |n = 0\rangle.$$  

We employed $n_{b} = 20$ basis functions to generate numerically exact results. To assess the convergence of the Gaussian-based methods, we compare the time evolution of two quantities. The first quantity is the average autocorrelation function $\langle |\psi(0)\rangle |\psi(t)\rangle |$, which assesses the capacity of the time-dependent basis to cover the accessible eigenfunctions along the dynamics. We will also study symmetry properties of the propagation: unitarity, time-reversibility, and energy conservation.

C. Definition of the Gaussian basis

We chose the Gaussian basis as coherent states of $\hat{H}_{0}$ parameterized by complex numbers $\{z_{k}(t)\}_{k=1,\ldots,N}$ such that they satisfy the eigenequation

$$\hat{a} |g_{k}\rangle = z_{k} |g_{k}\rangle,$$  

where $\hat{a} = (\hat{Q} + i\hat{P})/\sqrt{2}$ is the annihilation operator of the Harmonic oscillator described by $\hat{H}_{0}$. The Gaussian parameters are combinations of positions $q_{k}(t)$ and momenta $p_{k}(t)$, $z_{k} = (q_{k} + i p_{k})/\sqrt{2}$, in the sense that

$$\langle g_{k}|\hat{Q}|g_{k}\rangle = q_{k}, \quad \text{and} \quad \langle g_{k}|\hat{P}|g_{k}\rangle = p_{k}.$$  

The time evolution of $q_{k}(t)$ and $p_{k}(t)$ is given by a classical EOM, using the Hamilton function $\dot{q}_{k} = p_{k}^{2}/2 - q_{k}^{2}/5 + q_{k}^{4}/4$, which can be expressed compactly as

$$\dot{z}_{k} = -i \left( z_{k} - \frac{7}{5} \text{Re}[z_{k}] + \frac{1}{2} \text{Re}[z_{k}]^{3} \right).$$  

The initial positions and momenta of all the Gaussians are generated using a Monte Carlo sampling algorithm: the position is taken randomly in the interval $[-1 : 1]$ and the momentum is chosen as the inverse of the kinetic energy Boltzmann distribution. The corresponding phase space configuration is accepted or rejected according to the thermal energy $k_{B}T = 0.2$ a.u., where $k_{B}$ is the Boltzmann constant and $T$ the chosen temperature.

D. Integration schemes

The exact propagator appearing in Eq. (20), $\mathbf{U}_{21}$, requires evaluating matrix elements of the form

$$\langle g_{k}(t_{2}) | e^{-i\hat{H}(t_{2} - t_{1})} | g_{l}(t_{1}) \rangle,$$  

where $\hat{H}$ is the one-dimensional double-well potential.
which cannot be evaluated analytically for a general Hamiltonian. We rather approximate the propagator as an expansion in $t_2 - t_1$ in the spirit of the Crank-Nicolson integrator, similarly to Ref. 54. We approximate Eq. (18) as the symmetric form

$$[1 + i\hat{H} \frac{t_2 - t_1}{2}] |\Psi_2\rangle \approx [1 - i\hat{H} \frac{t_2 - t_1}{2}] |\Psi_1\rangle,$$  

(42)

which allows for a time-reversible integration. We then project onto the basis at time $t_2$:

$$[1_{M_2} + i\hat{H}_2 \frac{t_2 - t_1}{2}] \tilde{C}_2 \approx [\tilde{S}_{21} - i\hat{H}_{21} \frac{t_2 - t_1}{2}] \tilde{C}_1,$$  

(43)

where $\tilde{S}_{21} = \varphi_2^* \varphi_1^t$ and $\hat{H}_{21} = \varphi_2^* \hat{H} \varphi_1^t$. We could also have chosen to project on the basis at time $t_1$ to obtain

$$[\tilde{S}_{21}^\dagger + i\hat{H}_{21}^\dagger \frac{t_2 - t_1}{2}] \tilde{C}_2 \approx [1_{M_1} - i\hat{H}_1 \frac{t_2 - t_1}{2}] \tilde{C}_1.$$  

(44)

Thus, we have two comparable approximate propagators that we can use to approximate unitary evolution by minimizing the quantity

$$\frac{1}{2} \| [1_{M_2} + i\hat{H}_2 \frac{t_2 - t_1}{2}] \tilde{U}_{21} - [\tilde{S}_{21} - i\hat{H}_{21} \frac{t_2 - t_1}{2}] \| +$$

$$\frac{1}{2} \| [\tilde{S}_{21}^\dagger + i\hat{H}_{21}^\dagger \frac{t_2 - t_1}{2}] \tilde{U}_{21} - [1_{M_1} - i\hat{H}_1 \frac{t_2 - t_1}{2}] \|^2.$$  

(45)

We can then apply the same procedure as defined in Sec. II, but with the following definition of $\tilde{U}_{21}$:

$$2\tilde{U}_{21} = [1_{M_2} - i\hat{H}_2 \frac{t_2 - t_1}{2}] [\tilde{S}_{21} - i\hat{H}_{21} \frac{t_2 - t_1}{2}] +$$

$$[\tilde{S}_{21}^\dagger - i\hat{H}_{21}^\dagger \frac{t_2 - t_1}{2}] [1_{M_1} - i\hat{H}_1 \frac{t_2 - t_1}{2}].$$  

(46)

We chose a similar scheme to integrate the EOM Eq. (4). Combining forward and backward Euler steps, we obtain:

$$C_2 = \left[ 1_{M_2} + \frac{t_2 - t_1}{2} S_2 (i\hat{H}_2 + \tau_2) \right]^{-1}$$

$$\times \left[ 1_{M_1} - \frac{t_2 - t_1}{2} S_1^\dagger (i\hat{H}_1 + \tau_1) \right] C_1.$$  

(47)

For the classical evolution of the Gaussians, the EOM given in Eq. (40) is also numerically solve using a Crank-Nicolson integration scheme. Combining the forward and backward Euler steps applied on Eq. (40) results in the implicit scheme

$$z_2 = z_1 + \frac{t_2 - t_1}{2} (\dot{z}_1 + \dot{z}_2).$$  

(48)

We solve this non-linear equation using the Newton method with the Euler forward step. $z_2 = z_1 + (t_2 - t_1) \dot{z}_1$, as the initial guess to the solution.

All simulations are done with the Octave package\textsuperscript{55}.

IV. RESULTS AND DISCUSSION

To quantitatively analyze the performance of the new approach, we define an error function

$$\Delta[f(\Psi[t])] = f(\Psi[t]) - f(\Psi_{exact}[t]),$$  

(49)

of the quantity $f(\Psi[t])$ of interest, which depends on the time-dependent wave-function $\Psi[t]$. In the following, we will consider the quantity $f(\Psi[t])$ to be: the autocorrelation function $\langle \Psi(0) | \Psi(t) \rangle$, the energy $\langle \Psi[t] | \hat{H} | \Psi[t] \rangle$, the average position $\langle |\Psi[t]| \langle Q | \Psi[t] \rangle \rangle$, or the overlap between two distinct states $\langle \Psi[t] | \Psi'[t] \rangle$. To analyze this error in a compact form for the entire dynamics, we define the time average error as

$$\bar{\Delta}_t[f(\Psi)] = \frac{1}{t_f - t_i} \int_{t_i}^{t_f} dt |\Delta[f(\Psi[t])]|.$$  

(50)

A. Dynamics and convergence

We first observe that the original approach given by Eq. (4) fails. We would expect that, since Eq. (4) is derived from a variational principle, increasing the size of the basis should bring the resulting time evolution closer to the exact result. Nevertheless, we do not observe convergence due to the singularity in the overlap matrix, which causes large numerical errors in solving the linear system Eq. (4). The time evolution of the expectation value of the position, $\langle \Psi(t) | \hat{Q} | \Psi(t) \rangle$, is given in Fig. 1 for various number of Gaussian basis functions, $N_g$, and compared to the exact time-evolution. It clearly shows how the dynamics generated by Eq. (4) diverges from the exact one as the number of basis functions is increased. We even observe that the dynamics with $N_g = 15$ is stopped before $t = 3$ a.u. The root of this divergence is numerical instabilities in inverting the overlap matrix when near-linear dependencies appear in the Gaussian basis set. Indeed, 2 eigenvalues of the overlap matrix are lower than $10^{-7}$ when $N_g = 9$ and this number increases to 7 when $N_g = 15$. The phase-space trajectories of the $N_g = 15$ parameters $z_k$ are represented in Fig. 2. It clearly shows that 15 Gaussians are not sufficient for covering the accessible phase-space such that the dynamics with $N_g = 15$ Gaussian basis functions is far from being converged.

Upon Fourier transform, the autocorrelation function is directly related to the eigenspectrum of the Hamiltonian that is accessible by a given initial state. Hence, the ability of a simulation to reproduce the exact time evolution of the autocorrelation function is directly related to the level of convergence. We ran a systematic study of convergence by evaluating the time-average error on the autocorrelation function’s modulus, $f(\Psi[t]) = |\langle \Psi(0) | \Psi(t) \rangle|$, for $N_g \in [3 : 300]$. The ability of the method to converge to the exact solution is impacted by the value of the threshold $\varepsilon_S$ used in regularizing
the overlap matrix or to define the linearly independent set of basis functions. Figure 3 gives the time-average error on the autocorrelation function $\Delta_t[\langle \Psi_0 | \Psi \rangle]$ (see Eq. (50)) using the regularized and the variational methods for different number of Gaussian basis functions $N_g$ and different value of $\varepsilon_S$. The plateau visible for small values of $\varepsilon_s$ for the regularized methods depicts the divergences of the errors.

The best case scenarios for each of the methods are $N_g = 300$ with $\varepsilon_S = 10^{-7}$ for the regularized methods ($\text{Reg1}$ and $\text{Reg2}$), and with $\varepsilon_S = 10^{-14}$ for the $\text{Var}$ method. The time evolution of the average position for these 3 cases is given in Fig. 4 and shows that all 3 methods are qualitatively correct. By zooming on the curve, for example at the maxima as done in Fig. 4, we can see that the regularized methods exhibit small discrepancies as opposed to the variational method that is quantitatively correct. This is in line with the observation made in the previous paragraph.

B. Conserved quantities

It is well known that the exact solution of the SE conserves various quantities under specific conditions (e.g. energy conservation and unitarity for a closed system).
In this section, we investigate the ability of the different methods to conserve the following quantities: i) the scalar product (unitarity), ii) the mean energy, and iii) the dynamics under time inversion (time-reversibility).

1. Unitarity

To test unitarity of the method, we define a second wavefunction $|\Psi'\rangle$ and study the time evolution of the norms $|||\Psi|||$ and $|||\Psi'||||$, and the normalized scalar product $|\langle \Psi \Psi' \rangle/|||\Psi||||\rangle$. This second wavefunction is defined by its initial condition where $z_2 = -0.034575 - i0.521422$

$$|\Psi'(0)\rangle = e^{z_2 a^\dagger - z_2^\dagger a} |n = 0\rangle.$$

The results, given in Fig. 5, show that the variational method conserves these quantities with an error of $10^{-4}$, while the regularized methods do not conserve these quantities with an error of at least $10^{-3}$. The variational method designed in the current document is in fact built to be strictly unitary in the subspace of linearly independent basis functions $\{|\varphi(t)\rangle\}$. Nevertheless, to propagate the coefficients vector $C(t)$, it is necessary to multiply the unitary transformation $U(t_2, t_1)$ [given by Eq. (29)] by the inverse of the overlap square root on the left. This operation considerably alters the numerical stability if $\varepsilon_S$ is very small, as is the case in Fig. 5 where $\varepsilon_S = 10^{-14}$ for the variational method. In fact, we can make the error on the scalar product arbitrarily small, down to $10^{-12}$, if we increase this threshold to $\varepsilon_S = 10^{-7}$. We can also observe that the method Reg1 usually performs better than Reg2 with a smaller amplitude of variations.

2. Energy conservation

It can be shown that in approaches where the time-dependent basis evolves variationally, the obtained EOM for closed systems conserves energy.\cite{5,8,33,56} However, this is not the case in the current document and energy is not, a priori, conserved. It can be shown that the error on energy conservation should diminish as the basis approaches completeness. In general, increasing the number of Gaussians introduces a strong linear dependence, which causes numerical instabilities in Eq. (4), and reaching energy conservation seems hopeless. Nevertheless, the new approach does not suffer from this difficulty and should show a better conservation of energy as the size of the linearly independent space increases. On the contrary, the regularized methods are not variational and energy conservation is not ensured when the time-dependent basis reaches convergence. This is what we observed in Fig. 6 where the variational method clearly shows less deviation of the energy along the dynamics.

While the differences are not quantitative in the figure, we must emphasize that, even if the method Var is variational, the reduction of the error on the energy is not variational as it can be seen in Tab. I. In particular we can observe that the calculation with $N_g = 300$ and $\varepsilon_S = 10^{-13}$ gives a much lower error for the method Var, which is an order of magnitude lower than the error of the simulation in Fig. 6-a) compared to the case where $\varepsilon_S = 10^{-14}$ in Fig. 6-b). As a comparison, results from the other methods are also given in Tab. I, and show that errors using Reg1 and Reg2 are generally larger by
TABLE I. Table of the time-average energy errors, $\Delta_{\epsilon_i}(|\Psi_i H \Psi_i|)$, using different values of $N_g$ and $\epsilon_S$ for the three methods. Results are given in $10^{-3}$ a.u.

| Method | $\epsilon_S$ | $N_g = 150$ | $N_g = 210$ | $N_g = 300$ |
|--------|-------------|-------------|-------------|-------------|
| Var    | $10^{-12}$  | 0.47        | 1.45        | 1.80        |
|        | $10^{-13}$  | 4.15        | 0.88        | 0.51        |
|        | $10^{-14}$  | 2.71        | 0.72        | 3.59        |
| Reg1   | $10^{-6}$   | 19.38       | 7.42        | 7.65        |
|        | $10^{-7}$   | 3.44        | 6.66        | 18.22       |
|        | $10^{-8}$   | 14.99       | 16.47       | 4.92        |
| Reg2   | $10^{-5}$   | 27.84       | 30.67       | 20.85       |
|        | $10^{-6}$   | 18.65       | 22.13       | 20.04       |
|        | $10^{-7}$   | 25.06       | 17.54       | 18.79       |

an order of magnitude (or more) compared to the Var method.

3. Time-reversibility

The original EOM is infinitesimally time-reversible and our choice of integrator transfers this time-reversibility for a finite time step. This time-reversibility is again conserved by construction for the regularized method. On the contrary, the variational method loses this time-reversibility because the size of the linearly independent subspace varies over time. Time-reversible methods are known to be more stable and we want to evaluate how the Var method performs. To this aim, we propagated the wavefunction obtained at time $t = 6$ a.u. backward in time back to $t = 0$ a.u. The comparison between the forward and the backward propagation is made based on the time evolution of the average position. Figure 7 presents the errors between the forward and the backward time evolution for the different methods. It confirms the time-reversibility of the methods Reg1 and Reg2, but it also shows that the error on the time-reversibility for the method Var is rather low and at most $2 \times 10^{-3}$ a.u. In fact, the time-dependent position expectation value obtained from the backward dynamics is visually indistinguishable from the forward, as shown in Figure 8.

C. Convergence properties for a model with a reduced linear dependence

Numerical simulations are generally done with basis functions that are optimized to diminished linear dependence. To test the Var method in a more realistic context, we modified the Hamiltonian to decrease the linear dependence and investigate the convergence in this case. For this purpose, we artificially rescaled the position operator, while we still employ coherent states of $H_0 = (\hat{P}^2 + \hat{Q}^2)/2$. The model Hamiltonian becomes

$$H' = \frac{1}{2} \hat{P}^2 - \frac{1}{8} \hat{Q}^2 + \frac{1}{8^2} \hat{Q}^4,$$

where minima are now $x'_{\pm} = \pm 2$ a.u. Hence, the rescale factor is about 3 compared to Eq. (37). All parameters and simulation details are otherwise the same as already given in Sec. III. Time-average errors (see definitions in Eq. (50)) from a $31.739$ a.u. time propagation with this new Hamiltonian are given in Tab. II. They show that numerical precision is almost met regarding norm and energy conservation for the Var method, while the regularized methods still show significant deviations. Regarding the correlation function and the average position, the Var method shows an error that is an order of magnitude smaller than the Reg1 and Reg2 methods.

V. CONCLUSION

In this paper, we show that the problem of linear dependence can be handled by defining a time-dependent working space with varying dimensionality. Introducing this change in dimensionality implies that evolution cannot be unitary and time-reversible at the same time. In-
instead, we define a variational approach over finite time steps, that results into a projection of the time evolution transformation onto the Stiefel manifold of semi-unitary transformations. The resulting method variationally evolves the solution of the SE using the maximum information from the linearly dependent TDBFs. Furthermore, the evolution is unitary and time-reversible when the dimensionality of the working space is constant. When the dimensionality varies, the evolution becomes semi-unitary and is not time-reversible anymore. The time-reversibility for the method could be recovered by imposing a fixed size for the linearly independent subspace. This is essentially what the 2-layer G-MCTDH method\textsuperscript{12,57,58} does if a “linear” parameterization is employed. However, we generally do not know this fixed size in advance and further investigations are required to estimate a size that is sufficiently large to help reach convergence and sufficiently low to avoid numerical instabilities. In this sense, the variational method presented in this paper takes full advantage of the TDBFs by allowing the dimensionality to change.

While the method is not time-reversible and does not conserve energy, we show that errors on these two aspects can be diminished thanks to the fact that large basis set can be employed to help reach convergence. Furthermore, the (semi-)unitarity of the method ensures that the norm is conserved and the method is more stable. Although this method was developed to handle TDBFs exhibiting strong linear dependence, it also shows better performance compared to methods employing regularization when linear dependence is less severe. Regarding convergence, one advantage of the new method is that only inversion of the square-root of the overlap matrix is needed (instead of the inverse of the overlap matrix itself), which improves the condition number in the inversion.

Finally, we note that the presented methodology is rather general and could be combined with the usual TDVP to avoid difficulties in similar linear dependencies appearing, for example, in the MCTDH method.
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\appendix
\section*{Appendix A: Derivation of the EOM in the linearly independent basis}

Using Eqs. (13-14) and Eq. (9), we can rewrite that $\hat{C} = \Phi^\dagger SC$. Hence, the time-derivative is given by

$$\dot{\hat{C}} = \dot{\Phi}^\dagger SC + \Phi^\dagger \dot{S}C - \Phi^\dagger [\tau + i\hat{H}] C,$$

(A1)

where we utilized Eq. (4) to substitute $\dot{S}C$. Then, using Eq. (12) and Eq. (13), we have that $\hat{C} = VV^\dagger C = \Phi \hat{C}$, so that Eq. (A1) becomes

$$\dot{\hat{C}} = - [\Phi^\dagger \tau \Phi - \Phi^\dagger \dot{S} \Phi - \Phi^\dagger \dot{S} \Phi + i\hat{H}] \hat{C}.$$  \hspace{1cm} (A2)

Finally, we use the fact that $\varphi^\ast \varphi^\dagger = \Phi^\dagger S \Phi = 1_M$, which implies that $\Phi^\dagger S \Phi + \Phi^\dagger S \Phi + \Phi^\dagger S \Phi = 0$, to obtain the form given in the main text Eq. (15).

\section*{Appendix B: Variational character of the method}

Starting from Eq. (21), we can express the trace using the definition of the projectors in Eq. (10) at times $t_1$ and $t_2$

$$\text{Tr}\{\hat{P}_1(\hat{U}(t_2, t_1) - \hat{U}(t_2, t_1))\dagger \hat{P}_2(\hat{U}(t_2, t_1) - \hat{U}(t_2, t_1))\},$$

(B1)

where the operator $\hat{U}(t_2, t_1)$ is defined through the relation

$$\hat{U}_{21} = \varphi_2^\ast \hat{U}(t_2, t_1) \varphi_1^\dagger.$$  \hspace{1cm} (B2)

Taking the complete bases limits, we have $\hat{P}_1 \rightarrow 1$ and $\hat{P}_2 \rightarrow 1$, and the trace in Eq. (21) becomes

$$\text{Tr}\{[\hat{U}(t_2, t_1) - \hat{U}(t_2, t_1)]\dagger [\hat{U}(t_2, t_1) - \hat{U}(t_2, t_1)]\} = \|\hat{U}(t_2, t_1) - \hat{U}(t_2, t_1)\|^2.$$  \hspace{1cm} (B3)

Since $\hat{U}(t_2, t_1)$ is unitary, minimization of the norm in Eq. (B3), under the constraint that $\hat{U}(t_2, t_1)$ is unitary, is trivially achieved by the equality $\hat{U}(t_2, t_1) = \hat{U}(t_2, t_1)$. This equality shows that the minimization tends to the exact solution in the complete basis limit.

\section*{Appendix C: Proof of equivalence with TDVP for infinitesimal step}

In this appendix, we show how the new approach given by Eq. (24) is equivalent to the usual approach Eq. (15)
in the limit of an infinitesimal step time and when $M_1 = M_2 = N_q$. This is achieved by taking the time-derivative of Eq. (24) with respect to $t_2$ and comparing the result at $t_2 = t_1 = t$ with Eq. (4). For simplicity we will work in the orthonormal basis $\{\phi_i\}$ and use the form Eq. (15). Our starting point is the stationary condition that can be obtained for the Procrustes problem in the case $M_2 = M_1$ where it is possible to show, by differentiating the error with respect to $\vec{U}_{21}$, that the minimal error is achieved when the following equation is satisfied for $\vec{U}_{21}$:

$$\vec{U}_{21} - \vec{U}_{21} \vec{U}_{21}^\dagger \vec{U}_{21} = 0.$$  

(C1)

The time derivative $\dot{\vec{U}}_{21}$ is obtained from the stationary condition given by differentiating Eq. (C1), which results in

$$0 = \frac{\partial}{\partial t_2} \left[ \vec{U}_{21} - \vec{U}_{21} \vec{U}_{21}^\dagger \vec{U}_{21} \right]$$

$$= \vec{U}_{21} - \vec{U}_{21} \dot{\vec{U}}_{21} \dot{\vec{U}}_{21}^\dagger \vec{U}_{21} - \vec{U}_{21} \vec{U}_{21}^\dagger \dot{\vec{U}}_{21} - \vec{U}_{21} \dot{\vec{U}}_{21}^\dagger \vec{U}_{21}.$$  

(C2)

Using the definition of $\vec{U}_{21}$ in Eq. (20) for $\dot{\vec{U}}(t_2, t_1) = e^{-i\hat{H}(t_2-t_1)}$, we can evaluate $\dot{\vec{U}}_{21}$

$$\dot{\vec{U}}_{21} = \dot{\vec{U}}\equiv \dot{\vec{U}}_{21}.$$  

(C3)

Then, we take the limit $t_2 \to t_1 \equiv t$ for which $\varphi_2 \to \varphi_1 \equiv \varphi$ and obtain

$$\dot{\vec{U}} = \dot{\tau} - i\hat{H}.$$  

(C4)

Furthermore, in the same limit, we have that $\vec{U}_{21} = \vec{U}_{21} = 1_M$ so that Eq. (C2) becomes

$$\dot{\vec{U}} = \frac{1}{2} \left[ \vec{U} - (\vec{U})^\dagger \right] = \frac{1}{2} \left[ \dot{\tau} - \dot{\tau} - 2i\dot{\hat{H}} \right] = -\dot{\tau} - i\dot{\hat{H}}.$$  

(C5)

In the last equality, we used the fact that $\varphi^\dagger = 1_M$ and thus $\dot{\tau} = -\dot{\tau}$. We are now in a position to evaluate $\dot{C}$ as follows

$$\dot{C} \equiv \frac{\partial C}{\partial t_2} \bigg|_{t_2 = t} = \frac{\partial \vec{U}_{21}}{\partial t_2} \bigg|_{t_2 = t_1 = t} \quad \dot{C} = -[\dot{\tau} + i\dot{\hat{H}}]C.$$  

(C6)

In this last equality we recover Eq. (15) as expected.
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