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Abstract

The variational quantum eigensolver (VQE) [25,32,28] is a hybrid quantum-classical algorithm for finding the minimum eigenvalue of a Hamiltonian that involves the optimization of a parameterized quantum circuit. Since the resulting optimization problem is in general nonconvex, the method can converge to suboptimal parameter values which do not yield the minimum eigenvalue. In this work, we address this shortcoming by adopting the concept of variational adiabatic quantum computing (VAQC) as a procedure to improve VQE. In VAQC, the ground state of a continuously parameterized Hamiltonian is approximated via a parameterized quantum circuit. We discuss some basic theory of VAQC to motivate the development of a hybrid quantum-classical homotopy continuation method. The proposed method has parallels with a predictor-corrector method for numerical integration of differential equations. While there are theoretical limitations to the procedure, we see in practice that VAQC can successfully find good initial circuit parameters to initialize VQE. We demonstrate this with two examples from quantum chemistry. Through these examples, we provide empirical evidence that VAQC, combined with other techniques (an adaptive termination criteria for the classical optimizer and a variance-based resampling method for the expectation evaluation), can provide more accurate solutions than “plain” VQE, for the same amount of effort.

1 Introduction

The variational quantum eigensolver (VQE) [25,32,28] is a hybrid quantum-classical algorithm for approximating the minimum eigenvalue of a given Hamiltonian. A parameterized quantum circuit, or ansatz, is tuned via a classical optimization method in order to minimize the expected value of the Hamiltonian. This expected value is estimated on a quantum computer, and thus this evaluation is noisy (at the very least, there is noise from the finite number of circuit samples or shots used to estimate the expected value). Consequently, VQE has characteristics of a stochastic optimization problem. VQE has been used to estimate the ground state molecular energy of small molecules [32,19], and as a heuristic for Ising problems [28,31].
While VQE has shown promise in some small size problems, its ability to scale to larger problems is an open question; ultimately, the classical optimization methods on which VQE relies are at best local methods, while the objectives are typically nonconvex with multiple local minima. Convergence to a local, but not global, minimizer limits the accuracy of the estimated eigenvalue.

To address this fundamental shortcoming of VQE, as well as the parametric nature of certain applications, we adopt the concept of variational adiabatic quantum computing (VAQC). In this approach, we use VQE to calculate the minimum eigenvalues of a parameterized Hamiltonian, taking advantage of the continuity of the problems to bootstrap or warm-start the local optimization methods. At a high level, we see that VAQC uses a parameterized Hamiltonian to navigate an energy landscape in order to arrive at the minimum eigenvalue of a target Hamiltonian. We draw connections to predictor-corrector methods for integrating differential equations and numerical continuation methods [3] by recasting the problem in a differential setting. We introduce a few other practical numerical techniques (adaptive termination of the classical optimization procedure and resampling) for improving the performance of VQE.

As the name suggests, we borrow notions and ideas from adiabatic quantum computation (AQC) and adiabatic simulation; see for instance [2] for a review. Improvements to adiabatic simulation for molecular systems was explored recently in [23]. However, the present work focuses on a computational protocol for the enhancement of variational algorithms used on near term gate-based quantum computers. As we discuss in Section 2 in AQC a quantum state evolves in some Hilbert space via the Schrödinger equation. In contrast, in VAQC a quantum state evolves in some reduced space (due to the ansatz) via a series of applications of VQE. A similar method was proposed in [10], where the authors introduce the idea of adiabatically assisted VQE. The present work expands on this idea, provides different theoretical perspectives, and discusses more connections to other numerical methods.

An approach was recently introduced in [10] under the name “adiabatic variational quantum computing.” This approach is essentially a variational time evolution method, a hybrid quantum-classical method for simulating the Schrödinger equation. However, our approach to VAQC in the present work is fundamentally different; we do not try to simulate unitary evolution. We provide a different theoretical perspective to motivate VAQC and to establish certain continuity properties of the optimal ansatz parameters. Further, this alternate point of view permits us to propose a numerical method that is different from typical numerical integration methods, and in particular the method proposed in [10].

Compared to the quantum approximate optimization algorithm (QAOA) [15] and other work like [27], the VAQC approach described here permits in practice a wider range of ansatz forms. Inspired by the adiabatic theorem, the main requirement on the ansatz is that it can represent the ground state of the initial Hamiltonian (and, critically, the corresponding values of the ansatz parameters are known). If there is flexibility in the problem to do so, these considerations suggest designing the ansatz and the initial Hamiltonian together to achieve this goal. In the examples that we consider, we still use “hardware-efficient” ansätze [19], and suggest a simple modification to how these ansätze are typically constructed.

The VAQC approach and techniques for augmenting VQE are independent of the classical optimization method (within reason – ultimately we still need noise-robust optimization methods). Indeed, we demonstrate that these techniques can practically improve the performance of VQE (for instance, an order of magnitude or more reduction in error) using a few different optimization methods (namely stochastic gradient descent, simultaneous perturbation stochastic approximation, and the Nakanishi-Fujii-Todo method). While [39] notes that the performance of these methods can be sensitive to the hyperparameters used (like step sizes), we expect any hyperparameter tuning would benefit the augmented procedures as well, and only further improve the results we obtain.
Ultimately, the techniques we propose offer similarly or more accurate answers, for the same number of samples. When considering the number of unique circuits evaluated, these techniques can offer an order of magnitude reduction.

Meta-VQE, recently proposed in [9], has a similar aim of efficiently calculating the ground state energies of a parameterized Hamiltonian. However, the approach in meta-VQE is to prepend to the variational ansatz another parameterized circuit which aims to “learn” the parametric form of the Hamiltonian. In this work, we focus on a Hamiltonian depending on a single parameter (“time”) and are less concerned with fitting or learning a functional form of the ground state energy.

As mentioned, VQE has been applied to Ising problems and similar classical combinatorial optimization problems. Although we do not consider such examples, the present work could also be applied to these problems. The recent work in [14] has a similar goal of improving variational algorithms for combinatorial optimization through warm-start strategies. Combining those ideas with the present work is a subject for future research.

This work is organized as follows. In Section 2, we begin with a few theoretical considerations to describe and motivate VAQC. In Section 3, we describe its numerical implementation as a bootstrapping procedure, along with the other practical improvements like resampling and adaptive termination. In Section 4, we discuss some numerical results with simulated quantum devices. In particular, we show how VAQC can improve on the performance of plain VQE to find a better quality ground-state energy of a small molecule. Further, we demonstrate that in certain settings, like calculating the Born-Oppenheimer potential energy surface, VAQC and the proposed practical improvements can yield more consistently accurate results. We then conclude with a few final thoughts.

2 Variational adiabatic quantum computing

Abstractly, the goal is to calculate

$$f^*(t) = \min_\theta f(\theta, t) \equiv \langle \psi(\theta) | H(t) | \psi(\theta) \rangle$$

for a range of values of $t$. Here, $H$ is a parameterized Hamiltonian while $\psi$ is the VQE ansatz, a parameterized quantum state (trial wavefunction). For simplicity, we assume that $t$ is a single real value (typically time), and for expositional purposes at least, we assume that it is scaled and shifted so $t \in [0, 1]$. To be concrete, we assume a system of $n$ qubits, so we define the Hilbert space of interest as $\mathcal{H} \equiv (\mathbb{C}^2)^\otimes n$, and so $H$ is a mapping from $[0, 1]$ to the space of self-adjoint linear operators on $\mathcal{H}$, while $\psi$ is a mapping from some domain $\mathcal{D}$ to $\mathcal{H}$. We typically think of $\mathcal{D}$ as a subset of $\mathbb{R}^p$ (that is, the quantum state is parameterized by $p$ real parameters), however we will see that some flexibility is useful.

We may consider Problem (1) as an approximation of an adiabatic computation: in this setting $H(t) = (1 - t)H_I + tH_T$, where $H_I$ is an initial (or mixing) Hamiltonian, $H_T$ is the target Hamiltonian, and the goal is to determine the ground state of $H_T$. As another application of (1), consider calculating the potential energy surface of a molecule, where $H$ is the Hamiltonian parameterized by some molecular coordinate $t$.

At its core, VAQC may be seen as a hybrid quantum-classical homotopy/numerical continuation method, with the goal of approximating the ground state of the parametric Hamiltonian at each instant in time. At a high level, the same can be said of adiabatic quantum computing (AQC). In VAQC, the approximation to the ground state is in a reduced space due to the ansatz, and is evolved by a hybrid quantum-classical method (e.g. VQE). In AQC, however, the approximation to
the ground state occurs in the full Hilbert space and evolves via unitary evolution (the Schrödinger equation).

The basic requirement of VAQC is that the optimal ansatz parameters \( \theta^* \) are continuous as a function of \( t \). Consequently, the solution of Problem (1) for some value of \( t \) will be close to the solution of Problem (1) for some other nearby value \( t' \). This proves very useful when solving Problem (1) by local optimization methods like gradient descent.

To establish the required continuity properties, we begin with the following result, stating that there exists a continuous ground state of \( H \). See Appendix A for its proof. This result requires a continuously parameterized Hamiltonian with a strictly positive minimum gap between the ground state energy and first excited state energy. As another, more technical, connection with AQC, similar conditions appear in versions of the adiabatic theorem [18].

Proposition 1. Assume \( H \) is continuously differentiable on \([0,1]\). Assume that there exists real constant \( \delta > 0 \) such that for each \( t \), the lowest and second lowest eigenvalues (of \( H(t) \)), \( \lambda_0(t) \) and \( \lambda_1(t) \) respectively, are separated by \( \delta \): \( \lambda_0(t) + \delta < \lambda_1(t) \). Then there exists a continuous mapping \( \phi^* : [0,1] \rightarrow \mathcal{H} \) such that \( \phi^*(t) \) is a ground state of \( H(t) \) for all \( t \in [0,1] \).

The intuition is that if the ansatz \( \psi \) can represent the ground state \( \phi^*(t) \) for each \( t \), and this ground state is continuous, then the optimal ansatz parameters \( \theta^* \) should be continuous as well. However, making this precise essentially requires the continuity of \( \psi^{-1} \), the inverse mapping of \( \psi \), which is not a property of ansätze that typically has been studied. Since we normally assume that \( \psi \) itself also is continuous, this leads to the assumption that \( \psi \) is a homeomorphism. Furthermore, the assumption that the ansatz can represent the ground state is nontrivial as well, but one that is common to most variational methods. Nevertheless, we state the following result to make it explicit what kinds of assumptions are needed.

Proposition 2. Assume that the ansatz \( \psi : D \rightarrow \mathcal{H}_\psi \) is a homeomorphism for some subset \( \mathcal{H}_\psi \subset \mathcal{H} \). Assume that there exists a continuous mapping \( \phi^* \) such that \( \phi^*(t) \in \mathcal{H}_\psi \) and is a ground state of \( H(t) \) for all \( t \in [0,1] \). Then there exists a continuous mapping \( \theta^* : [0,1] \rightarrow D \) such that \( \theta^*(t) \) is an optimal solution to Problem (1) for each \( t \in [0,1] \).

Proof. As a homeomorphism, \( \psi^{-1} \) is a continuous mapping \( \mathcal{H}_\psi \rightarrow D \). Thus define \( \theta^*(t) = \psi^{-1}(\phi^*(t)) \) and we see that it must be a solution of Problem (1) and \( \theta^* \) is continuous. \( \square \)

Although we typically think of \( \psi \) as a mapping on \( \mathbb{R}^p \), the abstraction of its domain to the space \( D \) is useful in the preceding result. For instance, consider an ansatz whose parameterization is via rotation gates and is periodic with period \( 2\pi \) with respect to each parameter. Consequently, as a function on \( \mathbb{R}^p \), such an ansatz cannot be bijective (and thus it cannot be a homeomorphism). If we restrict the parameters to \([0,2\pi]^p\), then we potentially impose discontinuities on the inverse map. However, if we define \( D \) as the quotient space of \( \mathbb{R}^p \) with respect to the equivalence relation defined by this periodicity\(^1\) (along with the corresponding quotient topology), then we have some hope that this ansatz could be a bijection, and subsequently a homeomorphism. Then the conclusion of Proposition 2 is that \( \theta^* \) is continuous with respect to this quotient topology on \( D \); we can then define\(^2\) a continuous mapping \( \vartheta^* : [0,1] \rightarrow \mathbb{R}^p \) such that \( \vartheta^*(t) \) is a solution of Problem (1) for each \( t \). Practically, this suggests in this setting that we should not impose bounds on the parameters when performing the optimization of Problem (1).

\(^1\)Specifically, the equivalence relation in this example is \( \theta \sim \theta' \) iff for each \( i \in \{1,\ldots,p\} \) there exists \( k_i \in \mathbb{Z} \) such that \( \theta_i + k_i2\pi = \theta'_i \).

\(^2\)In this case, the quotient map induced by the equivalence relation is a covering map of \( D \), and so the path lifting property holds; we can “lift” \( \theta^* \) to \( \vartheta^* \). See Sections 53 and 54 of [29], in particular Lemma 54.1.
In AQC, the computation is initialized with a known ground state $\phi^*(0)$ of the initial Hamiltonian $H(0) = H_I$. Analogously, in VAQC, we require initial ansatz parameters $\theta^0$ such that the ansatz represents the ground state of the initial Hamiltonian:

$$\psi(\theta^0) = \phi^*(0).$$

If $\psi$ is a homeomorphism, then as in the proof of Proposition 2 we must have $\theta^0 = \psi^{-1}(\phi^*(0)) = \theta^*(0)$.

The requirement that the ansatz be able to represent the ground state at each instant in time may seem too strong, especially if the goal is to find the ground state of the final target Hamiltonian $H_T$ only. Depending on the properties of the ansatz, a modified analysis is possible. For instance, if the ansatz spans a linear subspace (or, more accurately, the range $D$) of $H$, then we conclude that VAQC has some theoretical guarantees, moving forward we will largely view VAQC as bootstrapping and the techniques of adaptive termination and resampling in detail. While the previous section gives precise conditions under which VAQC contains the ground state of $\phi^*(0)$, then there exists a continuous ground state $\phi^*_L$ of the reduced Hamiltonian. If $L$ contains the ground state of $H_T$, then once again VAQC provides a method to find it.

Finally, since the motivation behind VAQC is to avoid sub-optimal local minimizers of Problem 1, one question is whether the optimal ansatz parameters $\theta^*$ are locally unique, and if so, how close do they come to another local minimizer. In the numerical implementation of VAQC, we must discretize the parameter $t$ and take finite steps, and so the local uniqueness of the optimal ansatz parameters has implications for the size of the allowable time steps. While we leave a complete discussion for future work, we state a brief result that is relevant.

**Proposition 3.** Assume that we can identify $D$ with some open subset of $\mathbb{R}^p$, $f$ is twice-continuously differentiable, and $\theta^* : [0, 1] \rightarrow D$ is continuous. Assume that for each $t \in [0, 1]$, $\theta^*(t)$ is a solution of Problem 1 and the Hessian matrix $\nabla^2 f(\theta^*(t), t)$ is positive definite. Then (for any norm $\|\cdot\|$) there exists a positive constant $\epsilon$ such that for all $t$, no other local minimizer of $f(\cdot, t)$ comes within a distance less than $\epsilon$ of $\theta^*(t)$.

**Proof.** Define $A(t) \equiv \nabla^2 f(\theta^*(t), t)$. Then $A$ is positive definite-valued and continuous, and we can find a positive $\eta$ such that for all $t$ we have $\eta \leq (2\|A(t)^{-1}\|)^{-1}$. For any $\alpha > 0$, the set $K = \{(\theta, t) : \|\theta - \theta^*(t)\| \leq \alpha, t \in [0, 1]\}$ is compact. Thus $\nabla^2 f$ is uniformly continuous on $K$, and so we can find an $\epsilon > 0$ such that for all $t$ and $\theta$ with $\|\theta - \theta^*(t)\| < \epsilon$ we have $\|\nabla^2 f(\theta, t) - A(t)\| < \eta$.

Now, for each $t$, $\nabla^2 f(\theta^*(t), t) = 0$ by the necessary conditions for optimality [51, Prop. 1.1.1]. For each $t \in [0, 1]$ let $g_t : \theta \mapsto \theta - A(t)^{-1}\nabla^2 f(\theta, t)$. We see that $\nabla^2 f(\theta, t) = 0$ if and only if $\theta$ is a fixed point of $g_t$. Then for all $t$, $\nabla g_t(\theta) = (A(t) - \nabla^2 f(\theta, t))A(t)^{-1}$, and so $\|\nabla g_t(\theta)\| < \eta\|A(t)^{-1}\| \leq 1/2$ for all $\theta$ such that $\|\theta - \theta^*(t)\| < \epsilon$. It follows that $g_t$ is a contraction mapping on $B_\epsilon(\theta^*(t))$, the open ball of radius $\epsilon$ centered at $\theta^*(t)$. Thus $g_t$ has at most one fixed point in $B_\epsilon(\theta^*(t))$ [54, Thm. 9.23]; we conclude that $\theta^*(t)$ is the only value at which the gradient of $f$ is zero. Thus, for all $t$, $\theta^*(t)$ is the only local minimizer, and further the only stationary point of $f(\cdot, t)$, in $B_\epsilon(\theta^*(t))$. \qed

### 3 Implementation and practical improvements

In this section, we describe the implementation of VAQC as bootstrapping and the techniques of adaptive termination and resampling in detail. While the previous section gives precise conditions under which VAQC has some theoretical guarantees, moving forward we will largely view VAQC from a more practical, heuristic perspective.
3.1 Bootstrapping

Again, recall that the motivation behind VAQC is to overcome the limitations of VQE when faced with a high-dimensional, nonconvex energy landscape with multiple local minima and stationary points. The proposed bootstrapping procedure aims to navigate this landscape through the solution of a series of related optimization problems, using the solution of the previous problem to warm-start or “bootstrap” the solution of the next problem. Specifically, we assume that we have an ordered sequence of values of $t$, $(t_1, t_2, \ldots, t_K)$, at which $f^*$ is wanted. Then for each $k$, if $\tilde{\theta}^k$ is an approximate solution of $\min_{\theta} f(\theta, t_k)$, we use $\tilde{\theta}^k$ as the initial point when solving $\min_{\theta} f(\theta, t_{k+1})$. Further, as discussed in Section 2, we assume that we have initial optimal parameters $\theta^0 \in \arg \min_{\theta} f(\theta, 0)$ that we use as the initial guess when solving the problem at $t_1$. Based on Propositions 1 and 2, we hope that the optimal parameters are continuous, and that $\tilde{\theta}^k$ is a reasonable initial estimate for the next step.

To draw connections to numerical continuation methods [3], we discuss VAQC from the point of view of integrating differential equations. From this perspective, we transform the problem of finding a minimizer of Problem (1) for each $t$, into the problem of finding a solution of the necessary conditions for optimality:

$$\frac{\partial f}{\partial \theta_i}(\theta, t) = 0 \quad \forall \theta \in \arg \min_{\theta} f(\theta, 0)$$

We then differentiate these equations with respect to $t$ and look for a solution $\theta^*$ of the implicit ordinary differential equations

$$\sum_{j=1}^{p} \frac{\partial^2 f}{\partial \theta_j \partial \theta_i}(\theta^*(t), t) \frac{\partial \theta_j^*}{\partial t}(t) + \frac{\partial^2 f}{\partial t \partial \theta_i}(\theta^*(t), t) = 0, \quad \forall (i, t) \in \{1, \ldots, p\} \times [0, 1].$$

The initial conditions for the differential equations are set to $\theta^*(0) = \theta^0$. In general (without the supporting theory of the previous section), a solution of (2) at best gives a local minimizer at any $t$. Similar equations are derived in [26]; as in that work, we could use an explicit Euler method to numerically integrate Equations (2). Variational (real or imaginary) time evolution also relies on the numerical integration of implicit ordinary differential equations in the space of the ansatz parameters, and in practice often use an explicit Euler method [10, 24, 41].

The idea of integrating differential equations to find the zero of a system of algebraic equations is the basic idea in numerical continuation methods [3]. A common approach there, however, is to use predictor-corrector methods for numerical integration. The proposed bootstrapping method is akin to using $\tilde{\theta}^k$ as a zeroth-order predictor of the solution at $t_{k+1}$, followed by a local optimization method as the corrector iteration to improve this estimate.

Since the corrector iteration is in effect an application of VQE, it can be expensive, measured in terms of the number of objective function evaluations. However, an Euler step requires an accurate estimate of the Hessian matrix of $f$, and we will see in practice (see discussion in Section 4.2) that the cost of the corrector iteration is comparable to the cost of an explicit Euler step. Meanwhile, compared to an explicit Euler method, a benefit of the bootstrapping method is that fairly large time steps can be taken, since errors in the approximation tend to be corrected by the solution of the optimization problem, instead of accumulating as in Euler’s method. Further, depending on the application, the ansatz parameter estimates $\tilde{\theta}^k$ do not need to be highly accurate; we only need them to be in the “basin of attraction” of the global optimal values. For instance, in the setting of an adiabatic computation, we only need the final ground state energy with high accuracy, and the VAQC approach is a heuristic to provide us with a high-quality initial point $\theta^K$ that can be used in a final application of VQE to the target Hamiltonian $H_T$. 
3.2 Adaptive termination

Intuitively, if either the ansatz parameters or the objective estimates are varying below some tolerance, then we have determined the objective or the wavefunction as accurately as we need, and there is no need for further optimization. This is the motivation behind adaptive termination. This is a standard technique in deterministic optimization, although in the stochastic setting some modifications are necessary.

Since most optimization methods tend to incrementally improve a point, moving toward a minimum, the idea behind adaptive termination is to look at the change in a windowed average of past iterates. The candidate ansatz parameter values $\theta^k$ and objective estimates $\hat{f}^k$ from the last $N_w$ iterations are saved (for some given value of $N_w$). The method terminates when we have either

$$\frac{1}{N_w} \left| \sum_{i=1}^{N_w} \hat{f}^{k-i} - \sum_{i=1}^{N_w} \hat{f}^{k+1-i} \right| \leq \varepsilon_f \quad \text{or} \quad \frac{1}{N_w} \left| \sum_{i=1}^{N_w} \theta^{k-i} - \sum_{i=1}^{N_w} \theta^{k+1-i} \right| \leq \varepsilon_\theta,$$

for given tolerances $\varepsilon_f$ and $\varepsilon_\theta$. Evidently the terms in these windowed averages cancel out and the expressions simplify. In convex stochastic optimization, averaging the iterates is discussed in [33].

Appropriate values of $N_w$, $\varepsilon_f$, and $\varepsilon_\theta$ depend on the problem (for instance, the scaling of the objective $f$ influences the choice of the tolerance $\varepsilon_f$). In general, smaller values of $\varepsilon_f$ and $\varepsilon_\theta$ lead to more accurate results, at the cost of more iterations of the optimization method. Meanwhile, larger values of $N_w$ can help average out noise in the estimates.

3.3 Resampling

Again, the objective function of the optimization problem (1) is evaluated on a quantum computer, and thus we only have access to a noisy estimator. For simplicity, we assume this estimator $\hat{f}_m(\theta, t)$ is a sample average estimator consisting of $m$ independent “samples.” The number of circuit evaluations and measurements that are actually required for each sample depends on the quantum hardware and the decomposition of $H(t)$ into basis gates (e.g., as a sum of tensor products of Pauli operators). We will largely ignore this, and when we refer to a “circuit evaluation,” “shot,” or “sample,” we are referring to some unit of quantum computational resource, $m$ of which is required to calculate $\hat{f}_m(\theta, t)$. This ignores, for instance, that $H$ may be more efficient to evaluate (e.g. have a simpler decomposition as Pauli operators) for some values of $t$ than others. However, we feel this abstraction is acceptable, as it makes the present analysis independent of the specific estimation scheme used.

After the optimization/corrector iteration finishes at a parameter value $t$, we have (an approximation of) optimal ansatz parameters $\theta$. We still have the challenge of accurately estimating the value of $f(\theta, t)$; the base estimator $\hat{f}_m$ may not be sufficiently accurate.

Fortunately, in many cases we have access to an estimate of the variance of $\hat{f}_m(\theta, t)$. See for instance Section V.A of Kandala et al. [19] for the details of the variance estimator in Qiskit [1]. Assuming this variance is $\sigma^2(\theta, t)$, the average of $N_r$ repeated independent estimators has variance $\sigma^2(\theta, t)/N_r$. Consequently, we can get an estimate of the objective with standard deviation less than or equal to $\varepsilon_f$ by taking $N_r > \sigma^2(\theta, t)/\varepsilon^2_f$. In fact, considering that $\hat{f}_m$ already consists of $m$ samples, we take $N_r > m\sigma^2(\theta, t)/\varepsilon^2_f$, and construct an estimator $\hat{f}_{N_r}(\theta, t)$ with this many samples in the first place. See also [25], which discusses similar ideas as well as an interesting approach from a Bayesian perspective.

However, we reiterate that this proposed resampling procedure is only applied to the final, optimized ansatz parameters. Another benefit of this construction of the estimator is that it adapts; based on the variance (which depends on $t$ and $\theta$), we use just enough samples to yield a final
objective estimate within a desired tolerance. Using a noise-robust stochastic optimization method, few samples are needed during optimization when evaluating \( \hat{f}_m(\theta, t) \). But when accuracy matters, at the final evaluation of the optimal objective, we use a high number of samples automatically determined by this resampling procedure.

4 Experiments

In this section we perform simulations to assess the effectiveness of VAQC and the improvements to VQE. These are performed with the QasmSimulator in Qiskit v0.15 \(^1\). In all experiments, we use \( m = 64 \) samples to build the objective estimator \( \hat{f}_m(\theta, t) \). This is a relatively low number of samples and results in a fair amount of sampling noise. While not one of our main conclusions, this permits us to assess how noise-robust the various methods are.

The two examples we consider demonstrate two common applications of VQE in quantum chemistry: calculating a ground state energy for a single molecular configuration, and calculating an energy surface as a function of molecular coordinates. In the first case, we show how VAQC, with an artificially parameterized Hamiltonian, can yield more accurate energy values than plain VQE. In the second case, we take advantage of the naturally parametric Hamiltonian and apply VAQC to robustly calculate an energy surface.

4.1 Optimization methods

We will use three optimization methods in our experiments: stochastic gradient descent (SGD), simultaneous perturbation stochastic approximation (SPSA), and Nakanishi-Fujii-Todo (NFT). See Appendix \(^3\) for more details. Each method is well-suited to stochastic settings. Each method may be augmented with adaptive termination, bootstrapping, resampling, or a combination thereof; these are denoted with the suffixes “A”, “B”, or “R”, respectively. For instance, “NFT-BR” refers to NFT with bootstrapping and resampling applied.

There are many other optimization methods that can be applied in this context; see \(^21\) for more extensive discussion along these lines. Again, our intention is not to exhaustively compare or benchmark optimization methods, but rather to assess the effect of VAQC and the other augmentations. The three methods are meant to be representative of a few different classes of optimization methods: strongly local, gradient-based methods (SGD); derivative-free methods with some random search (SPSA); and domain-specific methods with some guarantee of finding a global minimum (NFT).

4.2 VAQC calculation of ground state of lithium hydride

We use the VAQC approach to robustly compute the ground state energy, and compare this with VQE. The target Hamiltonian \( H_T \) acting on four qubits comes from the electronic energy of LiH when the distance between the nuclei is 2.5\( \AA \). This is not the equilibrium bond length; we specifically choose this internuclear distance since it can be a challenging point for VQE to find a ground state energy. See Appendix \(^4\) for its full specification. Errors are with respect to the full configuration interaction energy (i.e., the lowest eigenvalue of the Hamiltonian, calculated with classical methods). The objective function is measured in units of Hartree, and so we choose the tolerances with the aim of achieving an accuracy of order \( 10^{-3} \). Thus, for instance, we will use \( \varepsilon_r = 5 \times 10^{-4} \) in the resampling procedure, whenever it is used.
Procedure

We use a four-layer RY ansatz with a few additional gates appended to the end of the circuit. This results in an ansatz with \( p = 20 \) parameters. (see Figure 1). Note that \( \psi(0) = |0110\rangle \), since \( R_Y(0) = I \), each CNOT does not modify the initial state \( |0000\rangle \), and the final \( X \) gates flip the second and third qubits. We define the initial Hamiltonian as

\[
H_I = (0.568)I^\otimes 4 + (-0.102)Z_1 + (0.245)Z_2 + (0.102)Z_3 + (-0.245)Z_4,
\]

which indeed has \( \psi(0) = |0110\rangle \) as a ground state. The motivation for this form of \( H_I \) is that the target Hamiltonian as a weighted sum of tensor products of Pauli operators has the form \( H_T = H_I + (\text{other terms}) \), where “other terms” captures the rest of the terms that do not include \( Z_1, Z_2, Z_3, Z_4, \) or \( I^\otimes 4 \). Furthermore, all other terms have a weight with absolute value less than 0.2, and so \( H_I \) is capturing some of the more significant terms. While the Hartree-Fock state and corresponding Hamiltonian are another option for constructing the ansatz and initial Hamiltonian, the present choice demonstrates that even a mildly problem-specific heuristic for constructing the initial Hamiltonian is successful.

Subsequently, we define the parameterized Hamiltonian: \( H(t) = (1-t)H_I + tH_T \). The “time” points are taken to be \( t_k = 1 - (1 - 0.05k)^3 \) for \( k \in \{1, \ldots, 20\} \); this is akin to using a dimensionless time step of 0.05, along with a schedule of \( s : t \mapsto 1 - (1 - t)^3 \). While the term “schedule” is borrowed from adiabatic computation, the motivation behind its form in the present setting is that we would like to approach the target Hamiltonian gradually, without taking any large steps that might inhibit the convergence of the optimization-based corrector iteration. Consequently, for a fixed number of time steps, we posit that they should be distributed so as to avoid large perturbations near the target Hamiltonian (this motivates a schedule of the form \( t \mapsto 1 - (1 - t)^a \) with \( a > 1 \)). This should also help with the relatively slow convergence of SGD, which we use for the corrector iteration.

The corrector iteration in specific is SGD-AB, with a maximum of \( 2p = 40 \) iterations, \( N_w = 10, \epsilon_f = 10^{-3}, \) and \( \epsilon_\theta = 10^{-3} \). SGD requires \( 2p + 1 = 41 \) objective estimates per iteration (using the parameter shift rule to estimate the gradient). Thus, each corrector iteration requires up to \( 2p(2p + 1) \) objective estimates. This is roughly the same amount of effort required to estimate the Hessian matrix of \( f \), which would be required for an Euler method applied to the differential equation: each of the \( p(p+1)/2 \) unique entries of the symmetric Hessian require up to four objective estimates via an iterated parameter-shift rule to get a second derivative (although see for an alternative approach that requires fewer estimates if an ancilla qubit is available). However,
in our approach, the adaptive termination means that we typically use fewer than the 40 allowed iterations.

With these settings, VAQC gets close to a good solution, but requires some polishing; consequently, at the last time point $t_{20} = 1$, we apply SGD (with adaptive termination, bootstrapping, and resampling) with a maximum of 80 iterations, $N_w = 10$, $\varepsilon_f = 10^{-4}$, and $\varepsilon_\theta = 5 \times 10^{-4}$.

VAQC will require more computation than “plain” VQE applied directly to the target Hamiltonian $H_T$. Given a budget of iterations, the best we can do with VQE is to repeatedly apply it with different randomly chosen initial points. Thus, we compare against plain VQE, using SGD-AR and the same ansatz, but with initial ansatz parameters uniformly randomly chosen from $[-\pi, \pi]^p$. We take $N_w = 10$, $\varepsilon_f = 10^{-4}$, $\varepsilon_\theta = 5 \times 10^{-4}$ (the same values used for the final time point of VAQC).

Results

VAQC robustly produces a high-quality solution; over five independent trials, VAQC yields a final objective value within $2.5 \times 10^{-3}$ Hartree of the exact energy. See Table 1. Over these five repetitions, VAQC requires 1913 total iterations of SGD. Giving this budget of iterations to plain VQE, we are able to sample 33 different initial ansatz parameters, with an average of 58 iterations required to converge VQE. However, even these multiple applications of VQE with different initial ansatz parameters do not produce as accurate an answer; the minimum absolute error that is achieved is $9.5 \times 10^{-3}$ Hartree. Furthermore, the results are not nearly as consistent, with errors as large as 0.1641 Hartree. This supports the conclusion that the VAQC procedure is capable of navigating a non-trivial landscape in order to improve upon the performance of plain VQE.

| Method | Mean absolute error (Ha) | Min / Max absolute error (Ha) |
|--------|--------------------------|------------------------------|
| VAQC   | 0.0016                   | 0.0004 / 0.0025              |
| VQE    | 0.0640                   | 0.0095 / 0.1641              |

VAQC requires on average 19.13 iterations per time step, or $19.13 \times 41 = 784.33$ function evaluations per time step. As noted, an explicit Euler step would require at least $4((p+1)/2) = 840$ function evaluations per time step (if an ancilla qubit is not available). Thus, we see that VAQC (with SGD, at least) has a per time step cost comparable to an explicit Euler scheme.

4.3 Potential energy surface of molecular hydrogen

In this problem, our goal is to calculate an accurate Born-Oppenheimer potential energy surface for $H_2$. We will use this as an opportunity to assess the impact of the various proposals (bootstrapping/VAQC, adaptive termination, and resampling).

The parameter $t$ corresponds to internuclear distance, and we seek the electronic energy at the points $\{0.4, 0.55, 0.7, 0.85, 1.2, 1.6, 1.9, 2.2, 2.6, 3.0, 4.0, 5.0\}$ (Å). We construct the Hamiltonian using PySCF \[38\] and the STO-3G basis set \[17, 11\], following the procedure outlined in \[19\]. This Hamiltonian is then transformed into the particle/hole representation \[1\] and mapped to a qubit Hamiltonian using parity mapping \[7, 36\], which results in a two qubit representation. We use a one-layer RY ansatz with additional gates prepended that prepare the Hartree-Fock state\[4\]. See Figure 2.

\[\text{As discussed in the lithium hydride study (Section 4.2), arguably a better ansatz would be one with the gates that prepare the Hartree-Fock state appended to the end of the circuit. In fact, the methods considered do perform better with this ansatz, but it subsequently makes it harder to see the effects of the proposed improvements like bootstrapping.}\]
Again, errors are with respect to the full configuration interaction energy (calculated classically). We target an accuracy level of $10^{-3}$ Hartree. Thus, for instance, we will use $\varepsilon_r = 5 \times 10^{-4}$ in the resampling procedure, whenever it is used. While in general, lower error is better, we are more interested in consistently low error, and further, a method that achieves error much lower than $10^{-3}$ could be seen as wasting effort.

**Procedure**

For any method using adaptive termination, we take $N_w = 10$, $\varepsilon_f = 10^{-4}$, and $\varepsilon_\theta = 5 \times 10^{-4}$. Any method using bootstrapping begins at the smallest distance and proceeds in order of increasing distance. For any method or iteration that is not bootstrapped, the initial guess for the ansatz parameters is zero. While $\psi(0)$ is not exactly the ground state for the initial Hamiltonian at 0.4Å, it is a reasonable starting point.

For each optimization method, we at least look at the performance of the baseline optimizer, optimizer plus resampling, and optimizer plus resampling plus bootstrapping. In the particular case of SGD, we also look at SGD plus resampling, bootstrapping, and adaptive termination (for NFT and SPSA we use the current implementations in Qiskit, which would have to be modified to allow adaptive termination).

To assess the robustness of the methods, we perform five independent repetitions of the potential energy surface calculation for each method. To be as fair as possible in our comparisons of the various methods, we make sure that each method uses approximately the same number of total samples in the calculation of the potential energy surface, over all the independent repetitions. Since it is only SGD-ABR with its adaptive termination for which this budget of samples is not known beforehand, we run this method first and allocate its effort to the others. While we do not directly control how many samples are used for resampling, two methods that use resampling will use approximately the same total number of samples during the resampling phase.

Thus we run SGD-ABR first, calculate the total number of samples used, and set an iteration limit (which is the same for each internuclear distance) for SGD, SPSA, and NFT so that they approximately use the same total number of samples (taking into account the different number of function calls per iteration for each method). Meanwhile, we take the number of samples used only during the optimization phase from SGD-ABR, and again set an iteration limit for SGD-R, SGD-BR, SPSA-R, SPSA-BR, NFT-R, and NFT-BR, so that the optimization phases of each method use the same number of samples (while the number of samples used in the resampling phases are roughly similar).

**Improvements in accuracy**

Figure 3 visualizes the errors, over all independent repetitions and internuclear distances, for each baseline optimization method and its augmented versions. Meanwhile, Figures 4 and 5 show the progression of mean absolute error at each internuclear distance for each method. In general, where there is error, we must distinguish between sampling error and failure of the optimization method.
Figure 3: Box and whisker plot for error (over independent repetitions and internuclear distances) for various methods for H$_2$ potential energy surface. Boxes represent middle quartiles, whiskers represent minimum to maximum, and the central line is the mean. Note the change in scaling at 0.05 Hartree on the y-axis.

Figure 4: Mean absolute error (over five independent repetitions for each internuclear distance) versus distance. We have SPSA (left) and NFT (right) along with the corresponding augmented versions.
Figure 5: Mean absolute error (over five independent repetitions for each internuclear distance) versus distance for SGD and its augmented versions.

Figure 5: Mean absolute error (over five independent repetitions for each internuclear distance) versus distance for SGD and its augmented versions.

to find optimal ansatz parameters. The resampled versions of the optimization methods help make this distinction. For instance, for SPSA and SGD, the addition of resampling does not make significant improvements (besides eliminating negative errors, which must be due to sampling error). This indicates that most of the error for those methods is due to poor quality ansatz parameters. Meanwhile, SPSA-BR improves a lot over SPSA and SPSA-R, and in particular is nearly an order of magnitude more accurate in the region of 1 to 2Å, indicating that bootstrapping yields a significant improvement.

Similarly, we see that SGD improves significantly with bootstrapping and resampling. Looking at Figure 5, SGD-BR and SGD-ABR consistently achieve the desired threshold of $10^{-3}$ Hartree across the internuclear distances. Furthermore, SGD-BR and SGD-ABR are not limited to an accuracy of $10^{-3}$ Hartree; with a tighter tolerance $\varepsilon_r$ and more optimization iterations we expect them to improve.

While mean absolute error appears similar between SGD-BR and SGD-ABR, maximum absolute error over all the distances and independent repetitions is 0.0128 Hartree for SGD-BR, and 0.0043 Hartree for SGD-ABR. See also Table 2. This is where adaptive termination proves valuable; SGD-ABR expends more effort when necessary in order to get closer to a desired accuracy level.

Figures 3 and 4 show that NFT is already a fairly robust optimization method, with resampling appearing to make most of the improvement over the base optimizer. This makes sense, since NFT can take large steps when updating the ansatz parameters. Thus, the final parameters depend less on the initial values given to NFT, making bootstrapping less effective.

Reduction in unique circuits

While we have kept the total number of samples the same in our comparisons, the number of unique circuits that are executed is an interesting metric to consider. In many hardware architectures,
the overhead of preparing a circuit can be significant, and so once prepared, executing the same circuit many times is relatively efficient. So, consider Table 2. We see that, compared to the base optimizers, adding bootstrapping and resampling results in better mean and maximum absolute error, as well as an order of magnitude fewer unique circuit evaluations. This is because while resampling contributes many objective evaluations, they are all at the same ansatz parameter values.

5 Conclusions

We have presented the concept of variational adiabatic quantum computing (VAQC), its practical implementation as a bootstrapping procedure, and some other practical numerical techniques to improve VQE. When applied to the calculation of the ground state energies of simple molecules, these techniques yield consistently more accurate results compared to a more basic implementation of VQE. This is particularly evident when calculating a potential energy surface, where a series of high accuracy energies are needed.

We have established some basic theoretical guarantees for the performance of VAQC. While the conditions under which these guarantees hold are difficult to verify, VAQC performs quite well as a heuristic for improving VQE. We expect the VAQC approach to benefit from further research in AQC; analysis of the spectral gaps of Hamiltonians of interest should impact the approach discussed here, and homotopy maps could inspire novel ansätze. Meanwhile, VAQC may be a useful tool for better understanding or simulating adiabatic computations.
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A Proof of Proposition 1

The following proof essentially elaborates on Remarks 5.10 and 4.3 in [20, Chapter II]. A fundamental tool in that analysis is the resolvent operator

\[ R(z, t) = (H(t) - zI)^{-1} \]
where $z$ is a complex number and $I$ is the identity on $\mathcal{H}$. Evidently the resolvent is only defined for $(z,t)$ such that $z$ is not an eigenvalue of $H(t)$. So, let $\mathcal{D}_R$ be the preimage under $(z,t) \mapsto H(t) - zI$ of the set of invertible operators. Then, as the preimage under a continuous mapping of an open set, $\mathcal{D}_R$ is an open subset of $\mathbb{C} \times [0,1]$. Further, $R$ is well-defined on $\mathcal{D}_R$. Since $H$ and the inversion of an operator are continuous and further, differentiable, $R$ is continuous and differentiable on $\mathcal{D}_R$ with derivative $\frac{\partial R}{\partial t}(z,t) = -R(z,t)\dot{H}(t)R(z,t)$. This shows that $\frac{\partial R}{\partial t}$ is continuous on $\mathcal{D}_R$. Importantly, for any $s$, $R(z,t) - R(z,s) \rightarrow \frac{\partial R}{\partial t}(z,s)$ pointwise in $z$ as $t \rightarrow s$, and the convergence is uniform on any compact subset of $\mathbb{C}$ not containing an eigenvalue of $H(s)$ootnote{A little more detail here: if $R(t)$ is defined on $\mathcal{D}_R$ as the difference quotient when $t \neq s$, and as $\frac{\partial R}{\partial t}(z,s)$ for $t = s$, then it is a continuous function on $\mathcal{D}_R$. Thus $R(t)$ must converge uniformly to $R(s) = \frac{\partial R}{\partial t}(s)$ on compact subsets $K$ of $\mathbb{C}$ such that $K \times (s-\epsilon,s+\epsilon) \subset \mathcal{D}_R$, for some positive real $\epsilon$.}. That $\mathcal{D}_R$ is open is critical here; if $K$ is a compact subset of the complex plane which does not contain an eigenvalue of $H(t)$, then $\lambda_0$ may be chosen as continuous functions on $[0,1]$, since $H$ is continuous and the eigenvalues are real. This means that for $t$ close to $s$, $\Gamma$ encloses the “same” eigenvalues.

**Proposition.** Assume $H$ is continuously differentiable on $[0,1]$. Assume that there exists real constant $\delta > 0$ such that for each $t$, the lowest and second lowest eigenvalues (of $H(t)$), $\lambda_0(t)$ and $\lambda_1(t)$ respectively, are separated by $\delta$: $\lambda_0(t) + \delta < \lambda_1(t)$. Then there exists a continuously mapping $\phi^* : [0,1] \rightarrow \mathcal{H}$ such that $\phi^*(t)$ is a ground state of $H(t)$ for all $t \in [0,1]$.

**Proof.** To start, we show that we have a continuously differentiable eigenprojection. Fix $s \in [0,1]$. We may choose a closed curve $\Gamma$ enclosing the lowest eigenvalue $\lambda_0(s)$, and not enclosing or passing through any other eigenvalue (this is possible by the assumption that the lowest eigenvalue is separated by $\delta$). Define

$$P_0(s) = -\frac{1}{2\pi i} \oint_{\Gamma} R(z,s)dz.$$  

Consequently, $P_0(s)$ is the eigenprojection corresponding to $\lambda_0(s)$. Critically, this expression continues to hold for all $t$ in a neighborhood of $s$ by the continuity of $\lambda_0(t)$. Then note that

$$\frac{P_0(t) - P_0(s)}{t-s} = -\frac{1}{2\pi i} \oint_{\Gamma} \frac{R(z,t) - R(z,s)}{t-s}dz$$

for $t$ sufficiently close to $s$. Taking the limit as $t$ approaches $s$, we obtain

$$\dot{P}_0(s) = -\frac{1}{2\pi i} \oint_{\Gamma} \frac{\partial R}{\partial s}(z,s)dz$$

by the uniform convergence of $\frac{R(z,t) - R(z,s)}{t-s}$ mentioned above. Once again, this expression continues to hold for $t$ near $s$, so $P_0$ is continuously differentiable on a neighborhood of $s$, and since $s$ was arbitrary, it is continuously differentiable on $[0,1]$.

Next we show that there exists a continuous $U$ such that for all $t$, $U(t)$ is invertible and $P_0(t) = U(t)P_0(0)U^{-1}(t)$. Since $P_0$ is a projection, $(P_0(t))^2 = P_0(t)$ for all $t$, so differentiating yields

$$P_0\dot{P}_0 + \dot{P}_0 P_0 = \dot{P}_0;$$  

(3)
multiplying from the right and left by $P_0$ gives

$$P_0 \dot{P}_0 P_0 = 0. \quad (4)$$

Then let $Q(t) = \dot{P}_0(t) P_0(t) - P_0(t) \dot{P}_0(t)$ be the commutator of $\dot{P}_0$ and $P_0$. We have that

$$\dot{P}_0 = Q P_0 - P_0 Q \quad (5)$$

using the definition of $Q$, [3], and (4). We construct $U$ as the solution of the initial value problem in linear ordinary differential equations

$$\dot{V}(t) = Q(t)V(t), \quad \forall t \in [0, 1], \quad V(0) = V_0. \quad (6)$$

In particular, for the initial value $V_0 = I$, we define the solution as $U$. We note that a general solution of (6) may be given by $V(t) = U(t) V_0$. The inverse of $U$ is the solution of the initial value problem

$$\dot{W}(t) = -W(t)Q(t), \quad \forall t \in [0, 1], \quad W(0) = I.$$ 

For a solution $W$ of the above, we see that \( \frac{d(WU)}{dt} = W \dot{U} + \dot{W}U = WQU - WQU = 0 \); thus $W(t)U(t)$ is constant and must equal its initial value $W(0)U(0) = I$ for all $t$. This shows that $U$ is invertible. Then note that $P_0 U$ is a solution of (6) with initial value $P_0(0)$:

$$\frac{d(P_0 U)}{dt} = \dot{P}_0 U + P_0 \dot{U} = (\dot{P}_0 + P_0 Q) U = Q(P_0 U)$$

where we have used (5) in the last equality. Since the solution of (6) is unique for a given initial value, $P_0(t)U(t)$ must coincide with the general solution noted above $U(t)P_0(0)$. In other words $P_0(t)U(t) = U(t)P_0(0)$ for all $t$; thus we have $P_0(t) = U(t)P_0(0)U^{-1}(t)$ as desired.

Finally, let $\phi^0$ be any (non-zero) vector in the eigenspace of $H(0)$ corresponding to $\lambda_0(0)$ (so $P_0(0)\phi^0 = \phi^0$). Then define $\phi(t) = U(t)\phi^0$. Note that

$$P_0(t)\phi(t) = (U(t)P_0(0)U^{-1}(t))(U(t)\phi^0) = U(t)P_0(0)\phi^0 = U(t)\phi^0 = \phi(t).$$

So we see that $\phi(t)$ is an eigenvector corresponding to the lowest eigenvalue of $H(t)$, for all $t \in [0, 1]$. Since $U(t)$ is invertible, $\phi(t)$ is non-zero, so we can normalize it to obtain $\phi^*(t) \equiv \frac{\phi(t)}{\|\phi(t)\|}$. We have that $\phi^*(t)$ is a well-defined, normalized ground state of $H(t)$ for each $t$, and $\phi^*$ is continuous. □

### B Optimization methods

We describe in detail the optimization methods used in our experiments.

**SGD** (stochastic gradient descent) is an optimization method defined by the iteration

$$\theta^{k+1} = \theta^k - \gamma^k g^k.$$

Here, $\gamma^k$ is the step length, and $g^k$ is the current gradient estimate. Gradients are obtained using the parameter shift rule [35, 12] (we use RY-type ansätze for $\psi$, for which the parameter shift rule is applicable). Along with evaluation of the objective estimate at the current parameter point, this makes the cost per iteration of the SGD method $2p + 1$ objective evaluations. Step lengths
\( \gamma^k \) decrease to zero with an asymptotic behavior like \( 1/k \); this is consistent with most convergence theories \cite{6}. We use a step length equal to 1 for the first ten iterations, then decrease it by setting it to \( 1/(k - 10) \), for \( k > 10 \).

The addition of a momentum term is a common variant of SGD. The idea is that this can help escape local minima; see \cite{13,22} for various perspectives and references. Again, our point here is to show improvement in nearly any optimizer; we use a basic form of SGD for simplicity.

SPSA (simultaneous perturbation stochastic approximation) is a gradient-free stochastic optimization method \cite{37}. It has been used successfully with VQE in previous studies \cite{19}. Each iteration consists of two objective evaluations, essentially giving a derivative approximation in a particular coordinate direction. The algorithm randomizes these search directions and carefully controls the sequence of steplengths that it takes. Hyperparameter settings are the default in Qiskit, with the exception of the initial step size which is set to 1.0.

NFT (Nakanishi-Fujii-Todo) is a sequential coordinate minimization method \cite{30}. When \( \psi \) is an RY-type ansatz, the objective \( f \) is sinusoidal as a function of a single parameter \( \theta_i \) with the others fixed. The method leverages this fact to estimate \( f \) as a function of a single parameter and analytically minimize it in this coordinate direction. NFT requires two to three objective evaluations per iteration (the frequency of the extra evaluation is a hyperparameter – we use the default in its implementation in Qiskit). In the noise-free setting, at least, sequential minimization methods enjoy reasonable convergence guarantees \cite{40}.

## C Lithium hydride Hamiltonian

Here we specify the Hamiltonian used in the lithium hydride ground state study of Section 4.2. We construct the Hamiltonian at an internuclear distance of 2.5Å using PySCF \cite{38} and the STO-3G basis set. We consider the LiH molecule oriented with the bond along the x-direction. For this orientation, the unoccupied \( 2p_y \) and \( 2p_z \) orbitals are perpendicular to the LiH bond and along with the core orbitals, are assumed frozen; thus we do not consider the frozen orbitals in the quantum simulations. This Hamiltonian is then transformed into the particle/hole representation \cite{4} and mapped to a qubit Hamiltonian using parity mapping \cite{7,36}, which results in a four-qubit representation after applying qubit tapering to account for symmetries due to spin up and spin down particle number conservation \cite{8}. The full Hamiltonian, written as a linear combination of tensor products of Pauli operators, has 100 terms. See Table 3.
Table 3: LiH Hamiltonian terms, to six decimal places.

|      |      |      |      |      |      |      |
|------|------|------|------|------|------|------|
| 0.567662 | 0.025425 | 0.013812 | 0.011521 | -0.008083 |
| 0.245088 | 0.025425 | 0.013812 | 0.011521 | -0.008083 |
| -0.245088 | 0.025425 | -0.013812 | 0.011521 | 0.008083 |
| -0.190085 | 0.025425 | -0.013812 | -0.011521 | 0.008083 |
| -0.190085 | -0.019768 | -0.013812 | -0.011521 | 0.008083 |
| -0.107219 | 0.019768 | 0.013812 | 0.011521 | -0.006835 |
| 0.101581 | 0.019768 | 0.013812 | 0.011521 | -0.006835 |
| -0.101581 | -0.019768 | -0.013812 | -0.011521 | -0.006835 |
| 0.098833 | -0.018582 | -0.012909 | -0.011521 | -0.006835 |
| 0.098833 | 0.018582 | 0.012909 | 0.011521 | 0.006835 |
| -0.096556 | 0.018582 | -0.012909 | 0.011521 | 0.006835 |
| 0.079438 | -0.018582 | 0.012909 | 0.011521 | 0.006835 |
| -0.060240 | 0.017442 | 0.011861 | 0.011521 | 0.004511 |
| 0.060240 | -0.017442 | 0.011861 | 0.011521 | -0.004511 |
| -0.053253 | 0.017442 | -0.011861 | 0.011521 | 0.004511 |
| 0.053253 | -0.017442 | 0.011861 | 0.011521 | 0.004511 |
| 0.033028 | -0.016652 | -0.011521 | 0.011521 | 0.003631 |
| -0.033028 | 0.016652 | 0.011521 | 0.011521 | 0.003631 |
| -0.033028 | 0.016652 | -0.011521 | 0.011521 | 0.003631 |
| 0.033028 | -0.016652 | -0.011521 | 0.011521 | -0.003631 |
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