A 3D WAVELET-BASED INCOMPRESSIBLE NAVIER–STOKES SOLVER FOR FULLY ADAPTIVE COMPUTATIONS IN TIME-VARYING GEOMETRIES
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Abstract. We present a wavelet-based adaptive method for computing 3D flows in complex, time-dependent geometries, implemented on massively parallel computers. The incompressible fluid is modeled with an artificial compressibility approach in order to avoid the solution of elliptical problems. No-slip and in/outflow boundary conditions are imposed using volume penalization. The governing equations are discretized on a locally uniform Cartesian grid with centered finite differences, and integrated in time with a Runge–Kutta scheme, both of 4th order. The domain is partitioned into cubic blocks with equidistant grids and, for each block, biorthogonal interpolating wavelets are used as refinement indicators and prediction operators. Thresholding of wavelet coefficients allows to introduce dynamically evolving grids and the adaption strategy tracks the solution in both space and scale. Blocks are distributed among MPI processes and the global topology of the grid is encoded in a tree-like data structure. Analyzing the different physical and numerical parameters allows balancing their individual error contributions and thus ensures optimal convergence while minimizing computational effort. Different validation tests score accuracy and performance of our new open source code, WABBIT (Wavelet Adaptive Block-Based solver for Interactions with Turbulence), on massively parallel computers using fully adaptive grids. Flow simulations of flapping insects demonstrate its applicability to complex, bio-inspired problems. (https://github.com/adaptive-cfd/WABBIT).
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1. Introduction. Computing flows in complex geometries, which may move or deform, is required for multiple applications, e.g., many biological flow problems like flying insects or beating hearts. In particular in the turbulent flow regime this is still a major challenge for computational fluid dynamics. Turbulence and moving boundaries require numerical techniques that can track the solution in space and scale to dynamically adapt the numerical grid accordingly, especially in cases where fluid-structure interaction is considered, since the motion of the boundary is then not known a priori, but rather depends on the nonlinear interaction with the fluid. In this regard adaptive numerical discretization methods, which can be traced back to the 1980s [7, 6], are indeed attractive. In many cases they can be much more competitive than schemes on regular fine grids, depending on the character of the solution. However, for adaptive discretizations two major challenges can be identified:
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their actual implementation on massively parallel computers and the numerical error analysis of adaptivity.

The implementation of the code is crucial to optimize computing and two conceptually different approaches can be distinguished: one uses point-based techniques, while the other uses block-based techniques. In the former, the error indicator determines for each grid point whether it is significant or not (e.g., [59, 45]), while for the latter significant grid points are clustered in patches with the drawback of including non-significant points and thus decreasing the compression rate [24]. Due to the hardware layout of modern CPUs, block-based implementations are in many cases more competitive and have become increasingly popular during the last years, see, e.g., [63] for a recent review on available software packages. The locally regular block data can be transferred in one contiguous chunk to the CPU cache, which greatly increases the performance despite an increase in number of points.

The mathematical support for adaptivity needs to provide reliable error estimators of the solution and, for evolutionary problems, a prediction of the grid for the next time step. For both, a variety of heuristic criteria exists, e.g., gradient-based approaches [18]. Adaptive mesh refinement algorithms use these heuristic criteria and are error-induced methods because of their heuristic nature. A-posteriori error estimators [4] are mathematically rigorous but require solving expensive adjoint problems.

Wavelets and related multiresolution analysis techniques provide likewise a mathematical framework and yield reliable error estimators, coupled with high computational efficiency, and are thus well suited for developing adaptive solvers with error control. The idea of wavelet analysis is to decompose data into space and scale (and possibly directional) contributions. The wavelet transform has been introduced by Grossmann and Morlet [37], and the algorithm of the fast wavelet transform by Mallat [50]. Nonlinear approximation [21] provides the conceptual support for adaptivity; indeed, it introduces a systematic way to classify functions according to the sparsity of their representation in wavelet space, i.e., the possibility of describing a function by a small number of wavelet coefficients. Wavelet-based algorithms for solving PDEs, starting with [49], were the first ones to be proved to guarantee the best n-term approximation [11]. The books of Cohen [10] and Müller [53] and the review articles [23, 62] give a detailed overview on the subject.

To take into account boundary conditions for complex geometries, in particular at solid walls, the family of immersed boundary methods (IBM) [57, 52, 61] is now often preferred over the traditional body-fitted grids for complex geometries. While the latter can yield better accuracy near the wall, IBM approaches convince with their ease of implementation and great flexibility. An early application for computing flow in a beating heart can be found in [56], illustrating that this class of methods has been designed from the start for complex, bio-inspired flow problems. Among the variety of methods, the volume penalization method [3], physically motivated by flow in porous media, is furthermore distinguished by its convergence proof for nonlinear Navier–Stokes [2]. Moreover its convergence properties are improved in the turbulent regime [54].

In biological applications the flow can be typically described as incompressible, which requires specialized numerical techniques to decouple the pressure from the velocity, most of which involve solving a Poisson equation. While there are adaptive solvers following this strategy, e.g., [45], alternative methods such as the Lattice–Boltzmann method are an attractive choice for adaptive simulations due to their explicit character [63]. Another recently revisited method [55] is the artificial com-
pressibility method [9], which introduces a large but finite speed of sound and avoids solving elliptic equations.

In this work, we present a wavelet-based fully adaptive approach for solving the incompressible Navier–Stokes equations in complex and time-varying geometries on massively parallel computers. To this end we combine two physically motivated models: the artificial compressibility approach, to relax the kinematic incompressibility constraint and to allow for a finite speed of sound, and the volume penalization, which models solid objects as porous media with finite permeability. In the limit when the speed of sound and the permeability parameters tend to infinity and to zero, respectively, we recover the incompressible Navier–Stokes equations with no-slip boundary conditions. The numerical method for solving the resulting model equations is based on centered finite differences and explicit time integration, both of 4th order. The MPI parallel implementation uses block-based grids, which are coarsened and refined using biorthogonal wavelets. While the framework we present is quite general and can be applied to a large variety of fields, our main motivation for its development comes from the spectacular flight capabilities of flying insects, which use flapping wings to create the required aerodynamic forces.

The remainder of the paper presents the governing equations (sec. 2) followed by the numerical method including discretization errors (sec. 3) and the multiresolution analysis for introducing adaptivity (sec. 4). The choice of the parameters for balancing the different errors is discussed in sec. 5. The parallel implementation is presented in sec. 6. Different numerical results are shown in sec. 7 and the performance of the code is analyzed in sec. 8. Finally, conclusions are drawn in sec. 9.

2. Governing equations and modeling errors.

2.1. Artificial compressibility. The applications we have in mind involve exterior, incompressible flows past obstacles of complex shape which may vary in time. Numerical methods for such flows usually require the solution of a Poisson-type, elliptic PDE. Even though powerful libraries (e.g., PETSc [1]) exist for that purpose, the solution of the Poisson equation is causing major computational cost, especially on irregular, time-dependent grids.

Instead of the incompressible Navier–Stokes equations,

\[
\begin{align*}
\frac{\partial}{\partial t} u + (u \cdot \nabla) u + \nabla p - \nu \nabla^2 u &= 0 \\
\nabla \cdot u &= 0
\end{align*}
\] (2.1)

for the velocity \( u \) and the pressure \( p \) in the fluid domain \( \Omega_f \subset \mathbb{R}^D \) for \( t > 0 \) and \( D = 2 \) or \( 3 \), completed with suitable boundary and initial conditions, and where \( \nu \) is the kinematic viscosity, we consider the artificial compressibility method (ACM). An artificial speed of sound \( C_0 \gg |u| \) is introduced and eqn. (2.2) is replaced by

\[
\frac{\partial}{\partial t} p + C_0^2 \nabla \cdot u + C_\gamma p = 0
\] (2.3)

where \( C_\gamma > 0 \) is a dashpot damping term discussed below. Note that the fluid density \( \rho_f \) is normalized to unity and the equations are written in dimensionless form. The basic idea of the ACM can be traced back to Chorin [9]. More recently, several authors have reconsidered the ACM. Guermond and Minev state that “the artificial compressibility method may not have been given all the attention it deserves in the literature” [38]. The spirit adopted here, which is to explicitly solve eqns. (2.1,2.3), is inspired by the work of Ohwada and Asinari [55]. The ACM solution converges to
the solution of the incompressible Navier–Stokes equations (INC) with

\[ e_{ACM} = \|U_{ACM} - U_{INC}\|_2 = \mathcal{O}(C_{0}^{-2}) \]

as \( C_{0} \to \infty \). Here, \( U \) is the state vector, containing \( u \) and \( p \). We will confirm this result numerically later. Note that [55] proposes a strategy to increase the accuracy to \( \mathcal{O}(C_{0}^{-4}) \) using Richardson extrapolation, but we do not follow this approach because the second order is sufficient when combined with the volume penalization method.

We also point out that there is a natural upper limit for \( C_{0} \), which is the true speed of sound of the fluid (e.g. \( C_{0} = 340 \text{ m s}^{-1} \) in air), and that any fluid is at least slightly compressible.

### 2.2. Volume penalization.

The no-slip boundary conditions at the fluid–solid interface are imposed using the volume penalization method [3, 2], which is based on the physical intuition of approximating a solid obstacle as a porous medium with small permeability. The penalized versions of eqns. (2.1,2.3) are solved in the larger domain \( \Omega = \Omega_f \cup \Omega_s \), where \( \Omega_s \) is the solid domain, and read

\[ \partial_t u + u \cdot \nabla u + \nabla p - \nu \nabla^2 u + \frac{\chi}{C_\eta} (u - u_s) + \frac{\chi_{sp}}{C_{sp}} (u - u_\infty) = 0 \]

\[ \partial_t p + C_{0}^2 \nabla \cdot u + C_{\gamma} p + \frac{\chi_{sp}}{C_{sp}} (p - p_\infty) = 0, \]

where \( \chi \) is the indicator function, \( C_\eta \ll 1 \) is the penalization parameter (permeability) and \( u_s \) the solid body velocity field. The indicator function is \( \chi = 1 \) inside \( \Omega_s \) and \( \chi = 0 \) in \( \Omega_f \), and we use a thin smoothing layer with thickness proportional to the grid spacing in the case of moving [47] or deforming obstacles [30]. For details on the generation of \( \chi \), see [32]. From the penalization term aerodynamic forces are obtained by volume integration [2],

\[ F = C_{\eta}^{-1} \int_\Omega \chi (u - u_s) dV, \]

for which we use the midpoint quadrature rule. We anticipate that the penalization error converges as

\[ e_{VPM} = \|U_{ACM,C_\eta} - U_{ACM}\|_2 = \mathcal{O}(C_{\eta}^{1/2}) \]

for \( C_{\eta} \to 0 \) using similar arguments as for INC.

For our application to unbounded exterior flows, an additional sponge penalization term (index sp) has been added [30, 31], which imposes mean flow conditions, \( u_\infty \) and \( p_\infty \), in a layer at the outer boundary of the computational domain. Contrarily to the penalization for the obstacle itself, this term also acts on the pressure \( p \). We can understand the ACM as a transport of divergence, which is created both at the boundary and in the nonlinear term. Hence, some outflow conditions are required to remove it from the physical domain, and the sponge term here plays the dual role of absorbing outgoing pressure waves as well as damping outgoing vortical structures.

In the case of impulsively started flow, the initial condition is incompatible with the boundary conditions, which causes a singularity in the aerodynamic force. A strong pressure wave of width \( \delta_p = \mathcal{O}(C_{\eta} C_{0}) \) is created at the boundary, because the penalization requires a time \( \mathcal{O}(C_{\eta}) \) to damp the velocity inside the obstacle, and the ACM transports it with a speed \( C_{0} \). Its intensity decays with the distance \( R \).
as $R^{-(D-1)}$, where $D = 2$ or $3$ is the dimensionality of the problem. Even though, physically speaking, the pressure wave is an artifact of the ACM, it still needs to be resolved. If $\delta_s$ is too small, dispersion errors occur, and spurious oscillations in the forces can appear. In practice, we ensure that $\Delta x \leq \delta_s$. In order to minimize reflections, the width of the sponge layer $L_{sp}$ is set larger than characteristic length scales of the geometry; a wider sponge reduces reflections. We then adjust the sponge constant $C_{sp}$ such that the time the pressure wave spends in the sponge is equivalent to $\tau$ times the relaxation time, yielding $C_{sp} = L_{sp}(C_0 \tau)^{-1}$. Here we set $\tau = 20$, but found that the specific choice of both $\tau$ and $L_{sp}$ only has a weak impact on the solution (see Appendix D for details).

In simulations with periodic boundary conditions, the sponge technique cannot be used. For such cases, we use the dashpot damping term $C_{\gamma p}$ proposed in [55] to mitigate pressure waves; the constant is then $C_{\gamma} = 1$, as suggested in [55].

The combination of artificial compressibility and volume penalization constitutes our physical model. It has four parameters ($C_\eta, C_0, C_{sp}, C_{\gamma}$), the choice of which will be discussed in detail below.

### 3. Numerical method and discretization errors.

The model equations (2.5-2.6), are discretized in space and time. Spatial derivatives are approximated using centered higher-order finite differences on a collocated, periodic grid. We use the optimized fourth order scheme proposed by Tam and Webb [69] for first order derivatives (Appendix A) and a classical, centered, fourth order stencil for second order derivatives.

Time integration is done with a classical Runge–Kutta-4 scheme. The explicit scheme implies stability restrictions on the time step $\Delta t$, namely

$$\Delta t < \min \left( \text{CFL} \frac{\Delta x_{\min}}{u_{\text{eig}}}, \text{CFL}_\eta C_\eta, \text{CFL}_\nu \Delta x_{\min}^2 / \nu \right),$$

where the characteristic velocity is $u_{\text{eig}} = |u_{\text{max}}| + \sqrt{u_{\text{max}}^2 + C_0^2}$, which we can approximate by $u_{\text{eig}} \approx C_0$ as $C_0 \gg |u_{\text{max}}|$. The constants are set to $\text{CFL} = \text{CFL}_\eta = 1.0$ and $\text{CFL}_\nu = 1/4$. We therefore expect the fully discretized solution to converge with 4th order accuracy in space and time,

$$e_{\text{FDM}} = \left\| U_{ACM}^n - U_{ACM} \right\|_2 = O(\Delta x^4) + O(\Delta t^4),$$

which we will verify later numerically. This is valid in the case without penalization.

As pointed out in [54], the discretization (eq. 3.1) and penalization (eq. 2.7) error cannot be treated independently. A too small value for $C_\eta$ results in a loss of regularity of the exact solution and by consequence the discretization error increases, thus there is an optimal choice of $C_\eta$ as a function of $\Delta x$. As discussed in our previous work [31, 32], the relation is

$$C_\eta = \left( K_\eta^2 / \nu \right) \Delta x^2$$

where $K_\eta$ is a constant which depends only on the discretization scheme. It can be interpreted as the number of grid points in the penetration boundary layer inside the obstacle. Using eqn. (3.2), first order convergence [54] is assured for any value of $K_\eta$, i.e.,

$$\left\| U_{\text{ACM}, C_\eta}^n - U_{\text{ACM}} \right\|_2 = O(\Delta x) + O(\Delta t^4),$$

as $\Delta x, C_\eta \to 0$. The error offset can be tuned by choosing $K_\eta$. In the present work, we obtained best results using the same values of $0.05 \leq K_\eta \leq 0.4$ as reported in [32] with a Fourier discretization, which suggests a certain universality of this scaling.
4. Multiresolution analysis, biorthogonal wavelets and thresholding errors. Motivated by the multitude of excited scales in the flow, in particular in the turbulent regime, and close to the boundary, which may even change in time, we introduce dynamically adaptive grids. The grid is supposed to track automatically the motion in both scale and position and allows furthermore its prediction for the next time step. To this end we use multiresolution analysis and decompose the solution into biorthogonal wavelets. First we recall the point-value multiresolution analysis and we give the link with biorthogonal wavelets. Some drawbacks of point-value multiresolution analysis are pointed out and we show how they can be overcome using lifted wavelets. Some details on the parallel implementation are given later in section 6.

For ease of presentation we limit the description to the one-dimensional scalar-valued case, denoted by $u$. The extension to higher dimension and vector-valued data is outlined at the end of the section.

4.1. Point-value multiresolution analysis. Discrete multiresolution analysis introduced by Harten [39, 40, 41] is well-suited for introducing adaptivity into discretization schemes of PDEs. In particular for finite difference methods the point-value multiresolution [39], which is directly related to the interpolating subdivision scheme by Deslauriers & Dubuc [19, 20], has been designed.

Starting point is a nested sequence of uniform grids at level $J$, $X^J = \{x_i^J\}_{i=0}^{2^J}$ with an odd number of grid points defined by $x_i^J = i/2^J$ for $i = 0, \ldots, 2^J$. The grids satisfy $x_{2^J}^{i+1} = x_i^J$ for $i = 0, \ldots, 2^J$ and $x_{2^J}^{i+1} = (x_i^J + x_{i-1}^J)/2$ for $i = 1, \ldots, 2^J$.

For the solution $u$ given on the grid $X^J$ we can then define a prediction operator $P_J \rightarrow J + 1 : u(X^J) \rightarrow u(X^{J+1})$ which interpolates values of $u$ onto the next finer grid. For this, we use the fourth order interpolating subdivision scheme [19, 20] to interpolate missing values at $x_{2^J+1}^J$, i.e.,

$$u_{2^J+1}^{J+1} = \frac{1}{16}u_{i-1}^J + \frac{9}{16}u_i^J + \frac{9}{16}u_{i+1}^J - \frac{1}{16}u_{i+2}^J. \quad (4.1)$$

Following Harten, we also define a restriction operator $R_{J+1 \rightarrow J} : u(X^{J+1}) \rightarrow u(X^J)$ which is simply the decimation by a factor of two, i.e., $u_i^J = u_{2i}^{J+1}$. Note that $R_{J+1 \rightarrow J} \circ P_J \rightarrow J + 1 = \text{Id}$. Combining restriction and prediction, detail coefficients can be computed by subtracting the values predicted from the coarse grid from the values at the fine grid. At even grid points the details are zero, while at odd grid points we obtain

$$\tilde{u}_{2^J+1}^J = u_{2^J+1}^{J+1} - P_J \rightarrow J + 1 R_{J+1 \rightarrow J} u_{2^J+1}^{J+1}. \quad (4.2)$$

Thus the solution on the fine grid $u^{J+1}$ can be represented as a solution at the coarser grid $u^J$ plus detail coefficients $\tilde{u}^J$. Iterating this procedure from $J$ down to 1 yields the multiresolution transform. The fine grid solution can be reconstructed by inverting the above procedure. Detail coefficients are mostly significant in regions of steep gradients and discontinuities, and are small or even do vanish in regions where the solution is smooth. They “measure the local deviation from a polynomial” and are obtained as the interpolation error. Thus adaptivity can be introduced by removing small detail coefficients without loosing the precision of the computation.

4.2. Biorthogonal wavelets. The point-value multiresolution analysis is intimately related to biorthogonal wavelets, as already pointed out by Harten [39], and
the solution $u \in C^0(\mathbb{R})$ can be expanded into a biorthogonal wavelet series,

$$
(4.3) \quad u(x) = \sum_{n \in \mathbb{Z}} \left\langle u, \tilde{\phi}^0_n(x) \right\rangle \phi^0_n(x) + \sum_{j=0}^{\infty} \sum_{n \in \mathbb{Z}} \left\langle u, \tilde{\psi}^j_n(x) \right\rangle \psi^j_n(x)
$$

Note that for a given primary scaling function $\phi$, different dual scaling functions $\tilde{\phi}$ can be constructed (and vice versa) and thus the choice is not unique and there is some flexibility compared to the orthogonal case (in terms of symmetry, number of vanishing moments, filter length, etc.). For orthogonal wavelets we have $\tilde{\phi} = \phi$ and $\tilde{\psi} = \psi$.

For the point-value multiresolution the scaling function $\phi$ (Fig. 1) is identical to the Deslauriers–Dubuc fundamental function [19, 20]. It can be obtained by interpolating a delta Dirac impulse (using Lagrange interpolation), and the filters are defined to be symmetrical and have minimal support for a given polynomial order. They are equivalent to the autocorrelation function of orthogonal Daubechies [14] scaling functions [51]. The dual scaling functions are delta Dirac distributions $\tilde{\phi}^0_n(x) = \delta(x - x_n^0)$. The wavelets are interpolating (‘interpolets’), yield an interpolating subdivision scheme, and correspond to a shifted scaling function $\psi(x) = \phi(2x - 1)$, while the dual wavelets are linear combinations of $\delta$ distributions. The construction of these interpolating wavelets was also proposed by Donoho [25] and rediscussed later by Sweldens [67]. Note that the primary scaling function is normalized with respect to the $L^\infty$ norm, i.e., $\phi^j_n(x) = \phi(2^jx - i)$ implying $\|\phi^j_n\|_\infty = 1$, and not with respect to the $L^2$ norm, as it is typically the case.

Both scaling functions and wavelets fulfill refinement relations,

$$
(4.4) \quad \phi(x) = \sum_{n \in \mathbb{Z}} h_n \phi(2x - n) \quad \tilde{\phi}(x) = \sum_{n \in \mathbb{Z}} \tilde{h}_n \phi(2x - n)
$$

$$
(4.5) \quad \psi(x) = \sum_{n \in \mathbb{Z}} g_n \phi(2x - n) \quad \tilde{\psi}(x) = \sum_{n \in \mathbb{Z}} \tilde{g}_n \phi(2x - n)
$$

and the filter coefficients are coupled via $\tilde{g}_n = (-1)^{1-n} h_{1-n}$ and $g_n = (-1)^{1-n} \tilde{h}_{1-n}$.

Rearranging the restriction and prediction operations of the multiresolution transform yields the filter coefficients and applying the fast wavelet transform with these filters and downsampling will yield equivalent results. The detail coefficients correspond to the wavelet coefficients. For the point-value multiresolution we have $h_0 = 1$ and $\tilde{h}_n = 0$ for $n \neq 0$ and thus $g_1 = 1$ and $g_n = 0$ for $n \neq 1$. The coefficients of $h$ and $g$ depend on the interpolation order, and in the linear case we have $h_n = \{1/2, 1, 1/2\}_{n=-1,0,1}$ and $\tilde{g}_n = \{-1/2, 1, -1/2\}_{n=0,1,2}$.

The filter $\hat{h}$ illustrates the loose downsampling of the data (simple decimation by a factor of two) when going to coarser scale and it is thus not a low pass filter in the classical sense as no high frequency contributions are eliminated. The corresponding scaling function $\hat{\phi}$ is a distribution, and even not in $L^2(\mathbb{R})$. The wavelet $\psi$ is a shifted scaling function and hence not a wavelet with vanishing mean. The corresponding filter coefficients $h, g$ and $\hat{h}, \tilde{g}$ are summarized in the appendix B and the functions are shown in Fig. 1.
This biorthogonal wavelet decomposition yields good compression properties of the data, as the analyzing wavelet \( \tilde{\psi} \) has vanishing moments. However there is no separation into scales with separated frequency bands, as the loosely downsampling does not filter out high frequency contributions (it produces aliasing) and the synthesizing wavelet has no vanishing moment which means that all frequencies are mixing up. For denoising [26] and Coherent Vorticity Simulation [33] such decompositions are only of limited use and for this reason we are applying Sweldens’ lifting scheme to construct second generation wavelets. The CDF 4/0 biorthogonal wavelets are upgraded to CDF 4/4 [67, 66, 68] which yield a reasonable scale and frequency separation.

4.2.1. Lifted biorthogonal wavelets. To improve the frequency selectivity of the point-value multiresolution decomposition we apply (primary) lifting to the wavelet \( \psi \) and thus construct a wavelet with vanishing moments. To this end we modify the primary wavelet \( \psi \) and the dual scaling function \( \phi \) correspondingly, while the secondary wavelet \( \tilde{\psi} \) and the primary scaling function \( \tilde{\phi} \) remain unchanged. For the filters the lifting operations are applied accordingly [66]. More precisely we determine lifting coefficients \( s_n \) such that

\[
\psi(x) = \psi^{\text{old}}(x) - \sum_n s_n \phi^{\text{old}}(2x - n)
\]

and

\[
\tilde{\phi}(x) = \sum_n \tilde{h}_n \tilde{\phi}^{\text{old}}(2x - n) + \sum_n s_n \psi^{\text{old}}(x - n)
\]

requiring that the new \( \psi \) has \( M \) vanishing moments, i.e., \( \int x^p \psi(x)dx = 0 \) for \( p = 0, ..., M - 1 \). In the linear interpolation case, i.e., CDF 2/0, we have \( s_0 = s_1 = -1/4 \) and for the resulting lifted filters we get \( \{g_n, n = -3, ..., 1\} = \{1/8, -1/4, 3/4, -1/4, -1/8\} \) and \( \{h_n, n = -2, ..., 2\} = \{1/8, -1/4, -3/4, -1/4, 1/8\} \), yielding thus CDF 2/2 wavelets, which have two vanishing moments. Applying lifting to the cubic inter-

![Figure 1. Scaling functions \( \phi \), wavelets \( \psi \) and dual functions \( \tilde{\phi} \), \( \tilde{\psi} \) for the CDF 4/0 (left, black) and CDF 4/4 wavelets (right, green).](image-url)
polatory wavelets CDF 4/0 we can construct CDF 4/4. They are shown in Fig. 1 and the filter coefficients are given in the appendix B.

4.3. Nonlinear approximation and thresholding. The biorthogonal wavelet representation of the solution \( u \) (eqn. 4.3) can be used for introducing an adaptive grid. To this end we apply thresholding to the detail coefficients \( \tilde{u}_J^i = \langle u, \psi_J^i (x) \rangle \) and mark details with magnitude below a constant, level-independent threshold \( C_\varepsilon \), precisely if \( |\tilde{u}_J^i|/\|u\|_\infty < C_\varepsilon \). As a detail coefficient \( \tilde{u}_J^i \) is directly related to a grid point \( x_{J+1}^{i+1} \), we could remove the corresponding grid points. In our block-based structure, a block is coarsened only if all its details are smaller than \( C_\varepsilon \), i.e., some insignificant points can be included. The thresholding error can be estimated in the \( L_\infty \) norm and is directly proportional to the threshold, i.e., after \( N_t \) time steps we have,

\[
\left\| \Delta x C_\varepsilon \left( U_{ACM} - U_{ACM}^{\Delta x} \right) \right\|_\infty \overset{\text{def}}{=} e_{MR} \leq N_t C_\varepsilon
\]

as shown in [13, 60]. This upper bound assumes a worst-case scenario that the filtering introduces an error \( O(C_\varepsilon) \) in all \( N_t \) time steps, which of course depends on the problem. For example in pure transport, the production of fine scales is related only to the lack of translation invariance of the multiresolution transform. Eventually, if no velocity is imposed, the error is in fact \( e_{MR} \leq C_\varepsilon \). Thus, whether the number of time steps enters eqn. (4.8) depends on the non-linearity. Assuming the pure transport CFL condition, we have \( N_t \propto \Delta x^{-1} \).

4.4. Extension to higher dimensions and vectors. Extensions in dimension larger than one are obtained by tensor product of the one-dimensional wavelets. For multiresolution constructions in two dimensions we obtain wavelets in the horizontal, vertical and diagonal directions, while in three dimensions we have seven directions. For details we refer to [51]. For vector-valued quantities, e.g., the state vector \( \mathbf{U} \), the biorthogonal wavelet expansion is applied to each component of the vector and thus a vector-valued wavelet series is obtained. Hence the coefficients become vector-valued, but not the basis functions. During thresholding, each component is normalized by its \( L_\infty \)-norm.

4.5. Grid prediction and time stepping algorithm. The algorithm to advance the numerical solution \( \mathbf{U}(t^n, \mathbf{x}) \) (state vector containing \( u \) and \( p \)) on the block-structured grid \( \mathcal{G}^n \) to the new time level \( t^{n+1} \) is as follows:

1. Refinement. Given \( \mathbf{U}(t^n, \mathbf{x}) \) on the grid \( \mathcal{G}^n \), we first extend the grid by adding neighbors in position and scale. This concept of a safety zone, introduced in [49], ensures that the solution is tracked in scale and space. Adding neighbors in scale captures newly emerging scales due to the quadratic non-linearity, which can produce scales twice as small in one time step. The grid \( \mathcal{G}^n \) is thus extended to \( \mathcal{G}^n_{\Delta} \) by refining all blocks by one level.

2. Evolution. On the extended grid \( \mathcal{G}^n_{\Delta} \), we solve equations (2.5–2.6) using finite differences with explicit time-marching.

3. Coarsening. We compute the detail coefficients of \( \mathbf{U}(t^{n+1}, \mathbf{x}) \) for each block, and tag it for coarsening if the largest detail is smaller than the prescribed threshold \( C_\varepsilon \). Next, the tag is removed if coarsening would result in a non-graded grid, and finally the tagged blocks are merged with their sister blocks. This procedure is repeated until no more blocks can be coarsened.

This well established algorithm (see, e.g., [49, 62, 24, 45, 46]) is at the core of our adaptive strategy. In practice, the above algorithm is modified by imposing an upper
bound for the refinement, i.e., a level $J_{\text{max}}$ is introduced at which no refinement is allowed anymore. The largest possible value in the current implementation is $J_{\text{max}} = 18$. This is done not only because of finite computational resources, but also in the interest of balancing the discretization- and thresholding error. While the former error depends mainly on $\Delta x$ (and thus directly on $J_{\text{max}}$), the latter is determined by $C_\varepsilon$. The relation between both is discussed below.

If the maximum level $J_{\text{max}}$ is reached after the refinement stage and the detail coefficients are significant after the evolution step, we can choose between two possibilities: either, the corresponding block is coarsened, even though its details are significant, or it remains at $J_{\text{max}}$. The former option corresponds to dealiasing and avoids accumulation of energy in high wavenumbers, if viscous dissipation is not sufficient to stabilize the simulation. We therefore term this option “dealiasing”. In low Reynolds number simulations, it can be omitted for the benefit of improved precision, while in most simulations it is required for stabilization.

While the volume penalization term does usually result in large detail coefficients near the fluid-solid interface, it can happen that for large values of $C_\varepsilon$ the grid is coarsened at the interface. In this case, oscillations appear in the aerodynamic forces, which are undesirable. Therefore, we use the mask function $\chi$ as secondary criterion for block coarsening, and apply the same multiresolution thresholding with $C_\varepsilon' = 10^{-6}$ to it. Thus, blocks containing the fluid-solid interface are coarsened only if the dealiasing option is used. The initial condition at $t = 0$ is created in an iterative process and also takes the mask $\chi$ into account.

5. Balancing modeling, discretization and thresholding errors. The numerical solution of the Navier–Stokes equations with artificial compressibility on adaptive grids and volume penalization involves in total five parameters, ACM ($C_0$), penalization ($C_\eta$), time ($\Delta t$), space ($\Delta x$) and thresholding ($C_\varepsilon$). The accuracy of the computation with respect to the reference solution, i.e., the exact solution of the incompressible Navier–Stokes equation, can be estimated from the various error contributions, namely, the artificial compressibility (eq. 2.4), penalization (eqn. 2.7), discretization (eqn. 3.1) and thresholding (eqn. 4.8) errors and then applying the triangle inequality, we find,

$$
\left\| U_{\text{ACM},C_\eta}^{\Delta x,\Delta t,C_\varepsilon} - U_{\text{INC}} \right\|_2 \leq O(C_0^{-2}) + O(C_\eta^{1/2}) + O(\Delta x^4) + O(\Delta t^4) + O(C_\varepsilon)
$$

A suitable choice of the parameters taking their scaling into account allows to balance the different errors. In sec. 3 we also already discussed the balancing of discretization and penalization errors, which formally reduces the convergence in $\Delta x$ to first order, (eqn. 3.3). Requiring all errors to decrease simultaneously by the same amount, we find in the case without penalization the following relations

$$
C_\varepsilon \propto \Delta x^5 \quad C_0 \propto \Delta x^{-2},
$$

while in the penalized case we have

$$
C_\varepsilon \propto \Delta x^2 \quad C_0 \propto \Delta x^{-1/2} \quad C_\eta = (K_\eta^2/\nu) \Delta x^2,
$$

where $0.05 \leq K_\eta \leq 0.4$. In addition, as described above, we fix the sponge constant to $C_{sp} = L_{sp}/C_0\tau$ with $\tau = 20$. Asymptotically, the restriction on $\Delta t$ due to the penalization term is stronger than the classical CFL condition. For this reason we can increase the scaling to $C_0 \propto \Delta x^{-1}$ for high resolutions without decreasing the
time step further and thus at no extra cost. Note that using this modified scaling, the condition \( \delta_s = C_0 C_\eta = \mathcal{O}(\Delta x) \) is ensured for all \( \Delta x \) smaller than a reference value, provided the condition is met with that reference.

6. Parallel implementation.

6.1. Data structure. Previous work on wavelet-based adaptivity exploited the fact that the fast interpolating wavelet transform can be used to assign one wavelet coefficient to each grid point, and hence allows judging for each point if it is important or can be discarded [43]. The resulting grids are as sparse as possible, and each point is a node in a tree data structure [60] or hash-table [53]. The difficulty is that these data structures are poorly aligned with the memory access of typical modern CPUs. If the CPU requires a data point for computing, the vicinity of this point in the 1D memory is also transferred to the CPUs cache, which explains the high performance of structured grids. To turn the achievable sparsity into CPU time compression, a block-based hybrid data structure is a suitable choice. In the context of wavelet-based multiresolution, block-based grids have first been proposed by Domingues et al. [24] and later, independently, in [58]. The basic idea is however older; for adaptive computations without wavelet-support, they have been pioneered by Berger and Collela [5] and further developed by Deiterding and coworkers [15, 16, 17]. An excellent overview over recently developed software packages can be found in [63].

Block-based grids are locally structured and for the relations between blocks, a flexible data structure has to be used. In our implementation, we use a tree-based structure for this task, and define blocks of size \( B_s^D \). All blocks have the same number of points, which is the same in all directions. The number of entries in the tree data structure, and thus its overhead, is reduced by the same factor \( B_s^D \). On the other hand, the total number of grid points \( N_{\text{points}} \) is increased, until for (very) large \( B_s \), an equidistant monoblock grid is recovered. Figure 2 illustrates the concept of our data structure. The grid layout contains blocks of the same size on different levels, while the memory layout is a simple, contiguous array of size \( B_s \times B_s \times B_s \times N_b \). Since the number of blocks \( N_b \) changes during the simulation, our code allocates an array with the largest possible number of blocks for the given memory, which is specified in the program call using the flag \texttt{--memory=40.0GB}. Memory allocation is done once during the initialization and is not deallocated again until the termination of the code. This type of memory management is suitable for high-performance supercomputers, where typically only one application is running on a given processor.

Since the number of blocks \( N_b \) in the tree data structure is typically low (\( N_b = \mathcal{O}(10^5) \) blocks, while \( N_{\text{points}} = N_b (B_s - 1)^D = \mathcal{O}(10^{10}) \) in 3D applications), we design a simple tree library based on the work of Gargantini [34, 35], where octal numbers are used to encode the position of an element in the tree. There is thus no need to use an external high-performance tree library, such as \texttt{p4est} [8]. From the octal number, level and position of the block can be computed, as well as the IDs of neighboring blocks. It constitutes, along with a refinement flag and level indicator, the metadata, which is separated from the actual block data named heavy data. The metadata is stored redundantly on all CPUs and is kept synchronized, so that neighbor lookup is a local process, while the heavy data is process-local.

6.2. Parallelization aspects. Parallelization appears in our implementation at two places: ensuring that each MPI rank has the same amount of blocks to compute (load balancing) and then synchronizing the layer of ghost nodes.

The creation and removal of blocks during the simulation can lead to an imbal-
anced distribution of blocks among processes. As we use blocks of identical size, load balancing is guaranteed if the number of blocks on each process is the same. The load balancing process first computes the index of all blocks on a space-filling Hilbert-curve [70, 42], then distributes contiguous chunks of blocks to the processes. Special care is devoted to keeping the required number of transfers as small as possible. The Hilbert-curve preserves the locality of blocks and minimizes the interface between processes.

Any parallelization by decomposition of the domain requires communication between the processes, either in the form of flux transfer or ghost node synchronization. Our blocks are equipped with a layer of \( n_g \) ghost nodes (where \( n_g \) depends on the support of the interpolation and discretization stencils) that overlaps with adjacent blocks. During the synchronization of the ghost nodes, the processes first prepare the required data, i.e., apply restriction and prediction operators if required, and copy them into a buffer, which is then sent to the receiving process. The receiver then extracts the data to the ghost node layers of each block. We skip more details on this technical part in the interest of brevity.

Parallelization of an adaptive code is inherently more complicated than in the case of static grids. The number of blocks can vary significantly during a simulation and choosing the same number of processes throughout the simulation is often not an efficient choice. On most supercomputers, a simulation is interrupted after a wall time limit is exceeded, which is usually of the order of 24h. We exploit this fact to decide upon resubmission of a simulation if the number of CPUs is increased, decreased or can remain unchanged. We will discuss the performance in greater detail in section 8.

7. Numerical results.

7.1. Three vortices. As a quantitative validation test for the fluid part in two-dimensions, we consider the vortex merger proposed in [44]. The setup involves no walls and is a good starting point for the validation of our new numerical method. At time \( t = 0 \), three Gaussian vortices (Fig. 3A) are set into the periodic domain of size \( L = 2\pi \), two with positive (\( \Gamma = 1 \)) and one with negative (\( \Gamma = -1/2 \)) circulation. The initial vorticity field is given by

\[
\omega(x, t = 0) = \sum_{i=1}^{3} \frac{\Gamma_i}{\pi \cdot a^2} \exp \left( -((x - x_{0,i})^2 + (y - y_{0,i})^2)/a^2 \right),
\]

where \( a = 1/\pi \) and the vortex centers \( (x_{0,i}, y_{0,i}) \) are located at \((0.75, 1)\pi\), \((1.25, 1)\pi\) and \((1.25, 1.25)\pi\). Note that initially, the mean vorticity is small but not zero. The
vortices then interact nonlinerly, but the evolution remains deterministic. Due to the low viscosity of $\nu = 5 \cdot 10^{-5}$, thin vortex filaments develop during the merging of the two positive vortices (Fig. 3B). We stop the simulation at $t = 40$ (Fig. 3C), and use this time instant for comparing different simulations. The creation of small scales due to the nonlinearity is an important test for our adaptive framework.

We perform four types of numerical simulations for this problem:
1. Incompressible Navier–Stokes (INC) solved with a Fourier pseudospectral method [32], which is the quasi-exact reference solution,
2. ACM solved with a Fourier pseudospectral method, as quasi-exact solution of the ACM equations,
3. ACM solved with the fourth-order finite difference method on equidistant grids,
4. ACM solved with the fourth-order finite difference method on dynamically adaptive grids using multiresolution analysis with CDF 4/0 and CDF 4/4 wavelets.

These simulations allow us to assess (i) the model error of the ACM, (ii) the discretization error and (iii) the thresholding error. Combined, they allow us to confirm the relation between the three parameters of the problem ($C_0$, $\Delta x$, $C_\varepsilon$) presented in eq. (5.2). Instead of $\Delta x$, it is however more practical to use the maximum refinement $J_{\text{max}}$, which is related to $\Delta x$ via $\Delta x = 2^{-J_{\text{max}}}L/(B_s - 1)$. In all ACM simulations problem, we set the pressure damping $C_\gamma = 1$, as the sponge technique cannot be used for periodic domains.

(i) Compressibility error. We first consider the spectral solution of the artificial compressibility eqns. (2.5-2.6). Comparing the spectral ACM simulations with the incompressible reference solution from [44] allows us to evaluate the compressibility error alone. We compute the reference solution with spatial resolution of $1536 \times 1536$ modes using the FLUSI code [32], which uses the same Fourier pseudospectral scheme as in [44]. Time integration is done with the classical 4th order Runge–Kutta scheme and CFL = 1.5. For all times $t \geq 0$, we verified that the isotropic Fourier spectrum decays exponentially for large wavenumber $k$ below machine precision, hence both the reference solution and the spectral ACM simulations can be considered highly accurate. Figure 3D shows the resulting convergence in $C_0$, confirming the second order convergence from eq. (2.4).

(ii) Discretization error. We next evaluate the discretization error of the finite difference scheme on equidistant grids, fixing $C_0 = 10$ for computational convenience, and compare with the spectral solution of the ACM equations. The equidistant computations with resolutions from $N = 256$ to 4096 are performed using the WABBIT code with adaptivity turned off. In this test case, the viscosity is sufficiently elevated to stabilize the simulation without filtering at the maximum level $J_{\text{max}}$. Therefore we perform three types of equidistant computations shown in Fig. 3E, CDF 4/0 (red line), CDF 4/4 (green) and without (orange) the dealiasing filter. Without dealiasing, the method is clearly fourth order accurate. If filtering at $J_{\text{max}}$ is used, the CDF 4/4 solution increases, as expected, slightly the error compared to the case without any filtering. Note that filtering is usually required for stabilization. The convergence rate locally varies, but a linear least squares fit to the data reveals a slope of 4.04. With the CDF 4/4 wavelet, we can hence preserve the accuracy. The CDF 4/0 method on the other hand significantly increases the error and deteriorates the convergence rate. This could be due to the lack of scale separation in the CDF 4/0 wavelet.

(iii) Thresholding error. We now consider fully adaptive simulations, where we fix $C_0 = 10$ and use the refine – evolve – coarsen cycle in each time step to remove aliasing
Figure 3. Three vortices simulations. A-C: Time evolution of the vorticity field in a simulation with $B_s = 33$, $C_v = 10^{-5}$, $J_{\text{max}} = 8$ and $C_0 = 10$. Initial condition (A), intermediate (B) and final time (C). D: Decay of the compressibility error with respect to the incompressible solution as a function of $C_0$, computed using a non-adaptive spectral discretization. Second order is observed. E: Decay of the error w.r.t the spectral ACM solution as a function of $\Delta x$ for $C_0 = 10$. Shown are equidistant computations with and without aliasing and adaptive simulations with $C_\varepsilon$ small enough for the discretization error to be dominant. The black dashed line is a linear least squares fit to the CDF 4/4 data and has a slope of 4.04. The adaptive solution preserves the accuracy of the equidistant ones. F: Decay of the error using CDF 4/4 w.r.t. the spectral ACM solution as a function of $C_\varepsilon$ for different $J_{\text{max}}$ and $C_0 = 10$. Leftmost points of each line are also shown in E.
errors. The block size $B_s$ is mainly a parameter that impacts the computational efficiency, which is crucial only for 3D simulations. We here fix $B_s = 33$ for all 2D simulations and discuss the performance as a function of $B_s$ later in section 8. Two snapshots of an adaptive computation are shown in Fig. 3A,C. Visibly, the initial grid contains less blocks than the terminal one. The refinement is concentrated, as expected, in regions with sharp gradients.

In adaptive simulations, the thresholding error arises in addition to discretization and compressibility errors. We compare with the spectral ACM solution for $C_0$ fixed, hence the compressibility error is absent. Figure 3F shows the error as a function of $C_\varepsilon$ for different $J_{\max}$. For large $C_\varepsilon$, all simulations run on the coarsest possible level ($J_{\max} = 1$) and therefore yield the same error. When $C_\varepsilon$ is decreased, the error generally decreases, until a saturation at a level-dependent value of $C_{\varepsilon, \text{opt}}(J_{\max})$ is observed. At this point, the discretization- and thresholding error are of the same size. Decreasing $C_\varepsilon$ further can thus not increase the precision, as the discretization error then dominates. Before the saturation, the error decays $\propto C_\varepsilon$. Fig. 3E shows the convergence as a function of $\Delta x$ (blue line), where we use the smallest $C_\varepsilon$ used for each $J_{\max}$. The obtained curve overlaps the equidistant one almost perfectly – we can hence conclude that we preserve the accuracy and the order of the discretization scheme on adaptive grids (cf also Appendix C for the case of a linear PDE).

7.2. Impulsively started cylinder. We now consider an impulsively started cylinder at $Re = Du_\infty/\nu = 3000$ and compare with [48, 45, 36]. The volume penalization method is used to approximate the Dirichlet boundary condition, and the simulation is two-dimensional. A significant improvement with respect to spectral simulations is that the adaptive framework allows for setting very large domains (for the cylinder simulations, we use here $L = 160$), because the strongest refinement is located near the cylinder. The flow is impulsively started, i.e., the initial velocity is $u(x, t = 0) = u_\infty$, where $u_\infty = (1, 0)^T$, and $p(x, 0) = 0$. Four levels of resolution are performed, with their key parameters summarized in Fig. 4A. Because of the large computational domain, the coarsest simulation already uses $J_{\max} = 12$ scales.

When using the volume penalization method, we found only minor differences between a simulation with CDF 4/0 and CDF 4/4 wavelets, despite a significantly reduced grid density by about 20%, but since the larger ghost node layer increases the MPI synchronization cost, the overall efficiency was lower when using CDF 4/4 wavelets. Therefore, all following results with penalization are obtained with CDF 4/0.

Figure 4C shows the vorticity field at the final time $t = 3.0$ for the lowest and highest $J_{\max}$. The vorticity is visually very similar to results presented in the literature [48, 45, 36], and the two simulations show only little differences. Two main vortices are visible behind the cylinder, and secondary and tertiary vorticity lead to a dipole-like flow pattern near the separation point [48].

The drag force is shown in Fig. 4D together with the reference data and an incompressible spectral simulation with penalization [32] (using $L = 20$, 16384 $\times$ 16384 modes, $K_\eta = 0.1$). During the impulsive startup phase, present results obtained with ACM differ as expected significantly from the reference solutions. While the force is very large in the beginning, it later decreases and even becomes negative. After some time, depending on $C_0$, the drag however approaches the reference curves. We also note that there is some spread in the reference drag data, and thus we do not present convergence plots for the error.

As discussed, the impulsive start results in pressure waves propagating in the
Figure 4. Impulsively started cylinder at $Re = 3000$. A: computational parameters for the four levels of resolution. B: mask function $\chi_{sp}$ for the sponge. The actual cylinder is not visible due to the large domain size. C: vorticity field with the block-based grid superimposed in the lower half, results from the level 1 and 4 computations, respectively. G: drag force as a function of time, compared with results from the literature. All results are obtained with CDF 4/0 wavelets.

domain, and they can contribute significantly to the number of blocks used in the simulation. The pattern is similar in all simulations: the initial wave entails an increasing $N_b$, until the wave is absorbed by the sponge (Fig. 4B). Then, the grid density rapidly decreases and then remains practically constant. In all cases, less than 0.1% of the corresponding full grid is used at most, which is also related to the large domain size.

7.3. A flapping wing. As example of a time-dependent geometry in 3D, we consider the test case proposed by Suzuki et al. [65], Appendix B2. It has also been considered as validation case in our previous work [32] and by Dilek et al. [22]. We therefore limit the description of the setup to a minimum and refer the reader to [32] for details of the geometry and wingbeat kinematics. The test consists of a single, rectangular flapping wing with finite thickness $h$ and length $R = 1$. No inflow is imposed; the setup mimics hovering flight. The wing moves in an horizontal stroke plane, its prescribed wingbeat motion is visualized in Fig. 5A. The two half cycles, conventionally termed up- and downstroke, are symmetrical. The size of the
computational domain is chosen large enough to be a good approximation for an unbounded flow, in our case we set $6R \times 6R \times 6R$, which is slightly larger than \([65, 22]\). At the outer border, we impose homogeneous Dirichlet conditions on $u_\infty = 0$ and $p_\infty = 0$ using the sponge term in eqns. (2.5-2.6). The sponge mask is the same as shown in Fig. 4B. The initial condition is fluid at rest, which is incompatible with the boundary condition of the moving wing, like it was above in the cylinder simulations.

As penalization is used for the wing, the scaling relations (5.3) are used, and we use the constant $K_\eta = 0.365$ justified from our previous work [32]. Figure 5B summarizes the parameters used for a coarse, medium and fine resolution simulation.

**Figure 5.** Suzuki test case. A: visualization of the wing beat. The wing moves in an horizontal stroke plane with varying angle of attack, the motion is symmetrical in down- and upstroke. B: computational parameters used in the simulations, together with overall computational cost for the adaptive and spectral codes. C-D: Time evolution of lift and drag and comparison with results from the literature. All results are obtained with CDF 4/0 wavelets.
The low Reynolds number of $Re = \frac{u_{\text{tip}} c_m}{\nu} = 100$, which is comparable to that of a fruit fly, results in a smooth flow topology. Here, $u_{\text{tip}}$ is the mean wingtip velocity and $c_m$ the chord length. The flow displays the characteristic features of flapping flight, namely a strong leading edge vortex and a wingtip vortex. The computational grid shows the expected refinement near the wing, while the resolution in the remaining parts of the domain is dictated by gradedness. Because of the absence of fine-scale structures in the flow, the grid is in practice determined uniquely by the mask function $\chi$, and the parameter $C_\varepsilon$ is not important. Nonetheless, $C_\varepsilon$ has been scaled according to eq. (5.3) for consistency. We set a block size of $B_s = 23$ (see section 8).

Figure 5C-D compares the lift- and drag force obtained by present simulations with the results obtained by Suzuki et al. [65], Dilek et al [22] and our own work [32]. As already noted by Suzuki in their initial publication using two different solvers, some discrepancy between the reference solutions is observed. The difference, integrated over the stroke period, is of the order of 5%, which is why we do not present convergence plots.

Because the grid density $\varrho_g$ does not vary much over time, the same number of CPUs was used during the entire simulation. Figure 5B summarizes the number of CPUs and computational cost. The simulations have been performed on IRENE, a Bull Sequana X1000 supercomputer with 79 488 Intel Xeon Platinum 8168 24C cores. For comparison, the computed cost (on the same machine) of the analog simulation using the spectral code FLUSI is also given, where we assume the grid to be uniformly on the finest level and the same number of time steps. This latter assumption is justified by the fact that the restriction $\Delta t < C_\eta$ is the most severe one. We observe a significant improvement of CPU time by a factor of 16, 69 and 208 in the different resolution levels. It is however noteworthy that the relatively high viscosity is challenging for the penalization method, as it requires small $C_\eta$ and thus small $\Delta t$. The testcase is furthermore a worst-case scenario for the spectral code, because the fine resolution is required only on the wings surface as no fine-scale flow structures exist in the wake. The equidistant grid of a Fourier-type code is thus not very efficient.

7.4. Bumblebee in forward flight. The last example in our hierarchy of validation cases is the simulation of a model bumblebee. This model has also been used in our previous work [28, 29] and it was the first model to be studied in fully developed turbulence. The penalization method allows for the inclusion of obstacles of arbitrary complexity, and we hence include the bumblebees body. The wingbeat is illustrated in Fig. 6A. We are considering forward flight, which is why the stroke plane is inclined with respect to horizontal. The wing kinematics differs significantly between down- and upstroke. During the downstroke, also called power-stroke, most of the aerodynamic forces are generated, as the wing moves against the flow direction at elevated angle of attack. The upstroke at much smaller angle of attack primarily serves to enable the next downstroke. Our bumblebee has a Reynolds number of $Re = \frac{u_{\text{tip}} c_m}{\nu} = 2000$ and as such produces a more complicated flow topology than the previous test [29, 27, 28]. The domain size is $L = 8$, the block size is $B_s = 23$ (see section 8) and the other key parameters of three simulations levels are given in Fig. 6B. As the viscosity is weaker than in the Suzuki case, $C_\eta$ is larger and hence is the admissible $\Delta t$, which is why we use the $C_0 \propto \Delta x^{-1/2}$ scaling.

The drag (Fig. 6C) and lift (Fig. 6D) show good convergence and display the

---

1[http://www-hpc.cea.fr/en/complexe/tgcc-Irene.htm](http://www-hpc.cea.fr/en/complexe/tgcc-Irene.htm)
Figure 6. Bumblebee simulations. A: Wingbeat of the bumblebee model in forward flight. During the downstroke, the angle of attack is more elevated than during the upstroke. The stroke plane is inclined to generate a forward force. B: computational parameters and CPU time consumption for the three levels of simulation. C-D: Drag- and lift force. All results are obtained with CDF 4/0 wavelets.

| Parameter | level 1 | level 2 | level 3 |
|-----------|---------|---------|---------|
| $J_{\text{max}}$ | 6       | 7       | 8       |
| $C_c$     | $4 \cdot 10^{-5}$ | $1 \cdot 10^{-3}$ | $2.5 \cdot 10^{-5}$ |
| $C_l$     | 25      | 35      | 50      |
| $C_d$     | $5.45 \cdot 10^{-4}$ | $1.36 \cdot 10^{-4}$ | $3.14 \cdot 10^{-5}$ |
| $T_{\text{cpu}}$ (s) | 1770    | 15236   | 155142  |
| $T_{\text{cpu}}$ (s, expected) | 26858   | 5600655 | 12131077 |
| speedup   | 15.2    | 36.8    | 78.0    |

typical features. The leading edge vortex is built up during the downstroke and reaches its maximum intensity during the mid-downstroke ($t = 2.25$), which is seen in the lift force as a maximum. At the turning point ($t = 2.5$) between down- and upstroke, the rapid wing rotation causes large peaks in the forces.

The total CPU time (Fig. 6B) increases between levels by a factor of roughly eight, while the factor between two levels of spectral computations is roughly 20. We also note that the speedup of the adaptive code, though also significant at the coarsest level, is improving with increasing resolution. As $N_b$ changes more during a simulation, the number of processes has been adjusted every 24h in the finest simulation (the other two did not require restarting), starting from 624 and ending with 912 processes. Figure 7A,C,E shows the same snapshot of the flow field at $t/T = 2.3$ in all three simulations. Shown is the $|\omega| = 50$ isosurface. Visually, the three levels yield similar results, especially regarding the large scale structures of the flow field. The grid (Fig. 7B,D,F) concentrates, as expected, high resolution near the insect, but parts of the wake now likewise are refined to $J_{\text{max}}$, because they are detected by the wavelet
Figure 7. Bumblebee simulations. Visualization of the flow field (isosurfaces of vorticity) at $t/T = 2.3$ (left) and computational grid used at this time (right) for the three simulations. All results are obtained with CDF 4/0 wavelets.
thresholding.

8. Performance. We have not yet discussed how the block size $B_s = 23$ has been chosen. Prior to performing the actual simulations, we performed a series of runs with varying $B_s$ on the bumblebee configuration. As the smallest $\Delta x$ depends on $B_s$, we cannot simply change $B_s$ without altering the results. Therefore, we took advantage of the fact that for an exterior flow, the domain size $L$ is an artifact from the simulation rather than a physical quantity ($L \to \infty$ in reality). Thus, for every $B_s$ we modified $L$ to obtain the same $\Delta x$. All simulations are given the same amount of run time on $N_{\text{CPU}} = 672$, and the other parameters are $J_{\text{max}} = 8$, $C_\varepsilon = 10^{-3}$, $C_0 = 20$ and $C_\eta = 1.65 \cdot 10^{-4}$.

Figure 8A shows the CPU cost $t_{\text{CPU}}$ per grid point and time step. For smaller $B_s$, the cost increases because the overhead due to adaptivity becomes larger. Larger $B_s$ reduces the cost per point because of the increased data regularity. It is important to compare the performance to other existing codes, therefore the computational cost for the spectral code FLUSI [32] is also shown. We choose this code because we can simulate exactly the same bumblebee setup with a completely different approach. In this simulation, the resolution is $2048^3$ points and $N_{\text{CPU}} = 1152$. The comparably low $N_{\text{CPU}}$ ensures best possible performance for the FLUSI code. By comparison, he performance of our new WABBIT code approaches that of the FLUSI code for larger $B_s$, which demonstrates that the additional overhead due to adaptivity is successfully mitigated by the block based data structure. Because of the full grid in the FLUSI case, the total cost is much more elevated, but on the other hand it relies on highly optimized FFT libraries. The similar performance per grid point and time step is thus a strong indicator for competitive performance of the WABBIT code.

For the WABBIT simulations, Fig. 8C shows the total number of points on the grid, averaged over the time span all simulations computed. It can be observed that as the computational cost per point decreases, the total number of points increases. Both influences combined yield Fig. 8B, which shows the total cost per simulation time unit. It presents a minimum for an intermediate value of $B_s$, where a compromise between sparsity and data regularity is made. We therefore choose $B_s = 23$, but we also note that any value between 15 and 30 would have resulted in near-optimal performance.

Figure 8D shows the fraction of CPU time spent on refinement, evolution and coarsening, which sum to 100%. Coarsening becomes cheaper with increasing $B_s$, while the relative cost for refinement is constant. The portion spent on the actual solution of the PDE (time evolution) increases with $B_s$, but even the lowest value is above 70%. We further show the relative time required for ghost node synchronization, which is done in all three of refinement, time evolution and coarsening. The synchronization is the crucial part for the parallelization, and it decreases, as expected, with increasing $B_s$. The performance data is machine-dependent, but the trends will be the same on other machines, thus this study gives a guideline how to choose $B_s$ to obtain near-optimal performance.

Finally, we already discussed that parallelization of a dynamical grid is fundamentally different from static grids, because the work load per CPU is not constant. It is therefore important to verify that the performance remains indeed constant over a large range of blocks per CPU, $N_b/N_{\text{CPU}}$, as shown in Fig. 9. The data for this figure is accumulated from several simulations with $N_{\text{CPU}}$ ranging from 672 to 5520. For $N_b/N_{\text{CPU}} > 50$, the performance is nearly constant, while it drops for smaller values. We therefore check periodically if $N_b/N_{\text{CPU}} > 50$ is satisfied and decrease the number of processes if it is not.
Figure 8. Bumblebee simulations, performance as a function of the block size $B_s$. A: CPU cost per grid point per time step. For comparison, the cost of the FLUSI code is included as well. Note only one simulation is shown, which does not depend on $B_s$. Shaded areas correspond to mean ± 1 s.d. B: total cost of simulation in CPUh per simulation time unit. C: Grid density $N_{\text{points}} = N_b(B_s - 1)^3$. D: fraction of time spend on grid refinement, time evolution and coarsening (≈100%), as well as ghost node synchronization via MPI. All results are obtained with CDF 4/0 wavelets.

Figure 9. Bumblebee simulations, computational cost as a function of the number of blocks per CPU. Data for this figure is accumulated simulations with $672 \leq N_{\text{CPU}} \leq 5520$. For comparison, the cost of the FLUSI code is included as well. Note only one FLUSI simulation is shown, where the actual parallelization is constant. Shaded areas correspond to mean ± 1 s.d.
9. Conclusions. This article presents a novel framework for the wavelet-based adaptive simulations of turbulent flows in complex, time-dependent geometries on massively parallel computers. It is open-source in order to maximize its utility for the scientific community. The physical model is based on the original combination of artificial compressibility and volume penalization, which allows for an efficient implementation on fully adaptive grids, yielding both memory- and CPU time compression. Through numerical estimations and a series of validation cases, we discussed how the parameters for this model have to be chosen in order to reduce all occurring errors simultaneously while maintaining computational efficiency. Our implementation is based on block-structured grids, and the performance data illustrated how the size of these blocks is chosen to yield maximum efficiency. We furthermore showed that the performance per grid point and time step is very close to that of the Fourier pseudospectral code FLUSI. Because this spectral code relies on the fast Fourier transform, a task for which highly tuned libraries are used, we can conclude that our framework offers excellent performance and can indeed translate the sparsity of the grid into CPU time savings.
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Appendix A. Approximation for first derivatives. In the present work, we use the optimized fourth order scheme proposed by Tam and Webb [69] for first derivatives. It is built on the idea of combining a fourth- and a sixth order approximation using standard finite differences, yielding

\[
(\partial_x u)_i \approx \Delta x^{-1} \left( \sum_{j=-n}^{n} \left( \gamma a_j^{(4th)} + (1 - \gamma) a_j^{(6th)} \right) u_{i+j} \right)
\]

where \( a_j^{(4th)} \) and \( a_j^{(6th)} \) are classical, central finite differences. The combination provides a degree of freedom \( \gamma \), which is then used to optimize the modified wavenumber. The resulting stencil is

\[
a_j^{(TW)} = -a_{-j}^{(TW)} = \{-0.02651995, 0.18941314, -0.79926643, 0\}, \quad (-3 \leq j \leq 0).
\]

Appendix B. Filter Coefficients for CDF wavelets. The filter coefficients for the biorthogonal wavelets used in this work (CDF 4/0 and CDF 4/4) are given in Table 1.

| CDF4/0 | CDF4/4 |
|--------|--------|
| \( \hat{h} \) | \( \hat{g} \) | \( h \) | \( g \) | \( \hat{h} \) | \( \hat{g} \) | \( h \) | \( g \) |
| -7 | | | | | | | |
| -6 | | | | | | | |
| -5 | | | | | | | |
| -4 | | | | | | | |
| -3 | | | | | | | |
| -2 | | | | | | | |
| -1 | | | | | | | |
| 0 | | | | | | | |
| 1 | | | | | | | |
| 2 | | | | | | | |
| 3 | | | | | | | |
| 4 | | | | | | | |
| 5 | | | | | | | |
| 6 | | | | | | | |

Filter coefficients for the CDF4/0 and CDF4/4 interpolating biorthogonal wavelets.

Appendix C. Validation for a linear PDE. As an additional validation case, we now consider a benchmarking problem for the linear transport equation,

\[
\partial_t \theta + u \cdot \nabla \theta = 0
\]

where \( \theta(x, y, t) \) is a scalar and \( 0 \leq x, y < 1 \). The domain is periodic in
two-dimensional space. The initial condition is a Gaussian blob,
\[ \theta(x, y, 0) = e^{-(x-c)^2+(y-d)^2}/\beta \]
where we set \( c = 0.5, d = 0.75 \) and \( \beta = 0.01 \). The time-dependent velocity field is given by
\[
(C.1) \quad u(x, t) = \cos\left(\frac{\pi t}{T_a}\right) \left( \begin{array}{c} \sin^2(\pi x) \sin(2\pi y) \\ \sin^2(\pi y)(-\sin(2\pi x)) \end{array} \right)
\]
and swirls the initial condition, but reverses to the initial state at \( t = T_a \). Its divergence is \( \nabla \cdot u = 0 \). The swirling motion produces increasingly fine structures until \( t = T_a/2 \), where \( T_a \) controls also the size of structures. The larger \( T_a \), the more challenging is the test. In our simulations, we set \( T_a = 5.0 \).

As for the discretization, the method is the same as the one used to solve the artificial compressibility equations. Spatial derivatives are discretized with a 4th-order, central finite-difference scheme with optimized modified wavenumbers [69] and we use a 4th-order Runge–Kutta time integration. Interpolation for the refinement operator is also 4th order and we use a block size of \( B_s = 33 \).

In the original design of the test [46, 64], the computations are performed until \( t = T_a \), and the error is evaluated with respect to the initial condition. The temporal symmetry of the swirl field can however result in error cancellation, provided the discretization is conservative. Dispersion errors can cancel out. We therefore run the simulation only until the point of maximum distortion (\( t = T_a/2 \)), and compare with a spectral reference solution.

Figure 10A illustrates \( \theta \) at the initial time, \( t = 0 \), and the instant of maximal distortion at \( t = T_a/2 \). At \( t = T_a/2 \) the grid is strongly refined in regions of fine structures, while the remaining part of the domain features a coarser resolution, e.g., in the center of the domain.

Figure 10B illustrates the relative error \( \|\theta - \theta_{\text{spectral}}\|_{\infty} / \|\theta_{\text{spectral}}\|_{\infty} \) as a function of the multiresolution threshold \( C_\varepsilon \) and for different \( J_{\text{max}} \). For the computation of the error, all adaptive grids are first interpolated to an equidistant grid with their given \( J_{\text{max}} \), then the norms are computed. The error first decays, as expected, almost linearly in \( C_\varepsilon \), the precise slope being 0.93 (black dashed line). Once a threshold \( C_{\varepsilon, \text{opt}}(J_{\text{max}}) \) is reached, the discretization error saturates and further reducing \( C_\varepsilon \) does no longer increase the overall precision. The value of \( C_{\varepsilon, \text{opt}} \) can be estimated as the intersection between the constant discretization error and the linear slope in \( C_\varepsilon \).

Figure 10C visualizes the data for the smallest \( C_\varepsilon \) considered for each \( J_{\text{max}} \), as well as the optimum value \( C_{\varepsilon, \text{opt}} \), as a function of the smallest grid spacing \( \Delta x = L^2 - J_{\text{max}}/(B_s - 1) \). For this linear problem, we find the convergence to be very close to \( \Delta x^4 \). We can therefore conclude that our framework preserves the convergence rates of the underlying space- and time discretization on dynamically adapted grids. Tracing \( C_{\varepsilon, \text{opt}} \) as a function of \( \Delta x \) is shown in Fig. 10D.

Appendix D. Non-reflecting boundary conditions using sponges. At the outflow boundary of the computational domain, we impose non-reflecting boundary conditions using a sponge technique. The outflow removes two physically distinct phenomena: on the one hand, vortical structures not yet dissipated, and artificial sound waves on the other. The artificial sound waves transport flow divergence created at the fluid–solid interface and due to the nonlinear term. It is possible to implement such conditions based on characteristics, but for simplicity and consistency with the
treatment of the obstacles, we use the volume penalization method to include non-reflecting sponges. We can conveniently discuss the choice of parameters for sponges using a simple, one-dimensional model. In the acoustic regime, we can neglect the nonlinear and diffusion terms, and we also remove the obstacle penalization term, yielding

\[
\begin{align*}
\partial_t u &= -\partial_x p - \frac{\chi_{sp}}{C_{sp}} u, \\
\partial_t p &= -\partial_x u - \frac{\chi_{sp}}{C_{sp}} p,
\end{align*}
\]
where we further normalize $C_0 = 1$ without loss of generality. The reference state is $u_\infty = p_\infty = 0$. Consider a periodic domain of length $L$ and the initial condition

$$
\begin{align*}
   u(x, t=0) &= \exp(- (x - L/2)^2 / \sigma^2) \\
   p(x, t=0) &= 0.
\end{align*}
$$

This initial condition results in two artificial sound waves with characteristic size $\sigma$ traveling left and right. The waves do not decay in a 1D setting, unlike in higher dimensions, making the 1D problem the most sensitive to non-reflecting boundary conditions. In 3D, the waves decay as $R^{-2}$, where $R$ is the distance to the source. Provided a sufficiently large domain, pseudoacoustic waves thus are already significantly weakened when reaching the sponge layer.

The size of the sponge layer should be larger than the waves it is supposed to absorb – the important ratio is thus $L_{sp}/\sigma$. The second relevant parameter is the time spent in the sponge layer, relative to the relaxation time $C_{sp}$. We call this parameter

$$
\tau = \frac{L_{sp}}{C_0 C_{sp}}.
$$

The third relevant parameter is the shape $\chi_{sp}$ of the sponge layer, for which we can use either a discontinuous or smoothed function as shown in Fig. 11 (left).

Depending of the choice of parameters, one of two things can happen: the damping is too weak, and the wave is not completely removed from the domain (it re-enters on the opposite side). The damping can also be too strong, in which case the sponge term deteriorates the regularity of the solution and spurious reflections occur. We run the simulations until $T = 3L/4$; the artificial wave reaches the sponge around $T_0 = (L - L_{sp})/2$. The exact solution at $t = T$ is $u = p = 0$. Figure 11 (right) shows the normalized residual velocity at the final time $T$ for hard and soft mask function and different $L_{sp}/\sigma$, as a function of $\tau$. The curves coincide for small $\tau$, which indicates that $L_{sp}/\sigma$ and $\tau$ are indeed the relevant parameters. Thicker sponges allow setting larger values of $\tau$, which reduces reflections. However, a significant improvement of the soft mask function over the discontinuous one is observed, and almost perfect cancellation of waves is observed for the largest $L_{sp}/\sigma$. From this data, we conclude that $L_{sp}/\sigma > 5$ and $\tau > 10$ minimize reflections. Because sponges are usually set much larger than $L_{sp}/\sigma = 5$, because of vortical structures, we recommend setting $\tau = 20$ in the main text. Note that in practice, simulations are performed in 3D and the sensitivity to the sponge is then significantly reduced.