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Abstract—Machine learning (ML) models, such as SVM, for tasks like classification and clustering of sequences, require a definition of distance/similarity between pairs of sequences. Several methods have been proposed to compute the similarity between sequences, such as the exact approach that counts the number of matches between \(k\)-mers (sub-sequences of length \(k\)) and an approximate approach that estimates pairwise similarity scores. Although exact methods yield better classification performance, they pose high computational costs, limiting their applicability to a small number of sequences. The approximate algorithms are proven to be more scalable and perform comparably to (sometimes better than) the exact methods — they are designed in a “general” way to deal with different types of sequences (e.g., music, protein, etc.). Although general applicability is a desired property of an algorithm, it is not the case in all scenarios. For example, in the current COVID-19 (coronavirus) pandemic, there is a need for an approach that can deal specifically with the coronavirus. To this end, we propose a series of ways to improve the performance of the approximate kernel (using minimizers and information gain) in order to enhance its predictive performance pm coronavirus sequences. More specifically, we improve the quality of the approximate kernel using domain knowledge (computed using information gain) and efficient preprocessing (using minimizers computation) to classify coronavirus spike protein sequences corresponding to different variants (e.g., Alpha, Beta, Gamma). We report results using different classification and clustering algorithms and evaluate their performance using multiple evaluation metrics. Using two datasets, we show that our proposed method helps improve the kernel’s performance compared to the baseline and state-of-the-art approaches in the healthcare domain.
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1 INTRODUCTION

The COVID-19 global pandemic is unique compared to past pandemics because it occurs in a time of worldwide travel like never before and the widespread availability of high-throughput sequencing. Before this pandemic, sequences for a given virus were gathered in the order of hundreds, maybe a few thousand, but the current number of sequences of the SARS-CoV-2 virus (which causes the COVID-19 disease) is orders of magnitude beyond this. This amount is so high that methods such as phylogenetic tree building [1], which have traditionally been used for studying the diversity, dynamics, and evolution of viruses, are no longer appropriate in this situation because they do not scale. Some researchers have hence turned to alternatives such as clustering and classification to tackle this “big data” problem [2], [3], [4].

The SARS-CoV-2 is a type of coronavirus, so-called because of its notable spikes, which resemble “crows”. These spikes serve as the mechanism for the virus to fuse to the host cell membrane. Coronaviruses such as SARS-CoV-2 cause a wide variety of respiratory diseases in an array of different hosts. Changes in these spikes (in the form of spike protein mutations) allow coronaviruses to adapt to different hosts and evolve into new and more transmissible variants. See Fig. 1 for an illustration of the SARS-CoV-2 genomic structure, including the region (the spike region) that codes the spike protein. It is hence important to use this source of information to identify different host specificity [5] and variants [4]. This motivates approaches for classifying coronavirus spike sequences to better understand the dynamics of the different variants in terms of this information.

Most classification approaches leverage the powerful tools of machine learning (ML) — methods such as support vector machine (SVM) or random forest (RF), which have highly optimized implementations. One problem researchers face while utilizing ML models’ power is to convert the character-based sequences into fixed-length numerical vectors so that the machine can understand them. One popular way to deal with this problem is by using \(k\)-mers-based approach (a substring of length \(k\)). Several alignment-based [5], [6] and alignment-free [4], [7] have been proposed recently for ML tasks such as classification and clustering. Most of these methods involved computing \(k\)-mers from the spike sequences and then computing the \(k\)-mers count to get a frequency vector (more detail about \(k\)-mers is given in Section 4). Since these methods are based on feature engineering, they may not fully
utilize ML models’ power as loss of information may occur while performing the feature engineering process. One problem with the \(k\)-mers-based methods is that the number of \(k\)-mers in a given sequence could be large (and there could be a large number of similar/redundant \(k\)-mers). Therefore, there is a computational overhead for processing these redundant \(k\)-mers. One way to reduce that overhead is by using Minimizers [8]. Minimizers are a type of lightweight “signature” of a sequence that is used primarily in the context of de novo assembly and read mapping. In this paper, we are using minimizers (as a pre-processing step) as a way to remove some of the amino acids from the sequences and show that this eventually improves the predictive performance of the overall algorithm for classification and clustering.

A popular domain of research for sequence classification that has shown success in the past is using kernel-based method [9], [10]. These methods compute the exact/approximate distance between pairs of sequences based on the matches and mismatches between the \(k\)-mers (substrings of length \(k\)) of the sequences. In [3], the authors use an approximate kernel proposed in [10] to compute the distance between pairs of sequences. These kernels are then used to perform classification using kernel-based classifiers such as SVM and non-kernel-based classifiers (using kernel PCA) such as decision trees. In this work, we devise a kernel that is computationally more efficient, has the kernel’s theoretical properties and yields excellent predictive accuracy for both clustering and classification. We then use this kernel in comparison with many baselines (including that of [3]) and show that it outperforms all baselines in terms of predictive performance and runtime.

Our contributions in this paper are the following:

1) We propose a method based on minimizers, information gain, and approximate kernel to perform classification and clustering on the COVID-19 spike sequences.
2) Unlike in [3], we use more variants to show the performance of kernel matrix with a higher number of classes.
3) We show that spike sequences alone can be used to classify different COVID-19 variants efficiently.
4) We show that our method could work for classification and clustering tasks.
5) Using the domain knowledge (information gain), we show that the classification and clustering performance could be improved compared to the baselines.
6) We prove that the proposed kernel is positive semidefinite.

The rest of the paper is organized as follows: Section 2 contains related work. Our proposed model is given in Sections 3, 4, 5, and 6. Section 7 contains the experimental setup. Results are given in Section 8. Finally, we conclude the paper in Section 9.

2 Related Work

In bioinformatics, sequence homology (shared ancestry) detection between a pair of proteins and prediction of disease transmission using the Phylogeny-based method [11] are essential tasks. The use of \(k\)-mers counts for phylogenetic applications was first explored in [12], which proposed constructing accurate phylogenetic trees from several coding and non-coding nDNA sequences. In bioinformatics, sequence classification is a widely studied problem [13]. Some classification methods are alignment-free (considered computationally less expensive), while others rely on sequences’ alignment (computationally more expensive).

Converting input data into fixed-length numerical vectors for applying different machine learning algorithms such as classification and clustering is a common practice across numerous fields like smart grid [14], [15], graph analytics [16], [17], [18], [19], [20], electromyography [21], clinical data analysis [22], network security [23], and text classification [24]. Authors in [5] use the position weight matrix-based approach to compute feature embeddings for spike sequences. Although their approach shows promising results, one drawback of their method is that it only works for aligned data. A \(k\)-mers-based approach for classification of SARS-CoV-2 sequences is proposed in [4]. Several methods to perform clustering on the spike sequence data have also been proposed recently [7], [25].

Another domain for classifying sequences is by using kernel matrix (gram matrix). In this method, a kernel matrix is computed that represents the similarity between pairs of sequences [9], [10]. This matrix is used as input to kernel-based classifiers like Support Vector Machines (SVM). Recently, authors in [3] proposed a kernel-based approach for spike sequence classification. Although their method shows promising results on classification, it is not clear if the proposed method can be generalized to more variants and for other bioinformatics tasks such as clustering.

One issue with sequence similarity measures involving dynamic programming such as Smith-Waterman [26], is that they have quadratic \(O(n^2)\) runtime and space complexity. Even at 7000 sequences, performing such an operation for all (49 million) pairs would be infeasible. In fact, the approximate kernel method we propose here is precisely for this reason, it allows for pairwise comparisons to be much faster \(O(k^2 n \log n)\), where \(k\) is a constant and \(n\) refers to the length of larger sequence between a pair of sequences. On the other hand, using common sequence similarity measures such as Hamming distance (which takes linear time) maybe too simple: not necessarily reflecting the underlying (e.g., physical) similarity between sequence fragments [9]. For example, in protein sequence analysis, different pairs of symbols (amino acids) induce different similarity levels, a consequence of particular physical or chemical properties. Hence, treating all differences the same (similar weight) may not be a good option. Moreover, Hamming distance treats sequences as vectors, which means that the sequences must have
same length, which is not always the case. As compared to our alignment-free kernel-based method, Hamming distance may not be applicable in real world because of its dependence on sequence alignment, which itself is an expensive operation.

3 ALGORITHM FOR KERNEL COMPUTATION

In this section, we formulate the problem, describe our algorithm and analyze its runtime and quality.

k-Spectrum and k, m-Mismatch Kernel. Given a sequence $X$ over alphabet $\Sigma$, the $k, m$-mismatch spectrum of $X$ is a $|\Sigma|^k$-dimensional vector, $\Phi_{k,m}(X)$ of number of times each possible $k$-mer occurs in $X$ with at most $m$ mismatches. Formally

$$\Phi_{k,m}(X) = \left( \phi_{k,m}(X)[\gamma] \right)_{\gamma \in \Sigma^k} = \left( \sum_{a \in X} I_m(a, \gamma) \right)_{\gamma \in \Sigma^k}, \quad (1)$$

where $I_m(a, \gamma) = 1$, if $a$ belongs to the set of $k$-mers that differ from $\gamma$ by at most $m$ mismatches, i.e., the Hamming distance between $a$ and $\gamma$, $d(a, \gamma) \leq m$. Note that for $m = 0$, it is known as $k$-spectrum of $X$. The $k, m$-mismatch kernel value for two sequences $X$ and $Y$ (the mismatch spectrum similarity score) [27] is defined as:

$$K(X, Y | k, m) = \langle \Phi_{k,m}(X), \Phi_{k,m}(Y) \rangle \quad (2)$$

$$= \sum_{\gamma \in \Sigma^k} \phi_{k,m}(X)[\gamma] \phi_{k,m}(Y)[\gamma]$$

$$= \sum_{\gamma \in \Sigma^k} \sum_{a \in X} I_m(a, \gamma) \sum_{b \in Y} I_m(b, \gamma)$$

$$= \sum_{a \in X} \sum_{b \in Y} \sum_{\gamma \in \Sigma^k} I_m(a, \gamma) I_m(b, \gamma).$$

For a $k$-mer $a$, let $N_{k,m}(a) = \{ \gamma \in \Sigma^k : d(a, \gamma) \leq m \}$ be the $m$-mutational neighborhood of $a$. Then for a pair of sequences $X$ and $Y$, the $k, m$-mismatch kernel given in Eq. (2) can be equivalently computed as follows [28]:

$$K(X, Y | k, m) = \sum_{a \in X} \sum_{b \in Y} \sum_{\gamma \in \Sigma^k} I_m(a, \gamma) I_m(b, \gamma) \quad (3)$$

$$= \sum_{a \in X} \sum_{b \in Y} |N_{k,m}(a) \cap N_{k,m}(b)|$$

$$= \sum_{a \in X} \sum_{b \in Y} \mathcal{J}_m(a, b),$$

where $\mathcal{J}_m(a, b) = |N_{k,m}(a) \cap N_{k,m}(b)|$ is the size of intersection of $m$-mutational neighborhoods of $a$ and $b$. We use the following two facts.

Fact 3.1. $\mathcal{J}_m(a, b)$, the size of the intersection of $m$-mismatch neighborhoods of $a$ and $b$, is a function of $k, m, |\Sigma|$ and $d(a, b)$ and is independent of the actual $k$-mers $a$ and $b$ or the actual positions where they differ.

Fact 3.2. If $d(a, b) > 2m$, then $\mathcal{J}_m(a, b) = 0$.

In view of the above two facts, we can rewrite the kernel value (3) as

$$K(X, Y | k, m) = \sum_{a \in X} \sum_{b \in Y} \mathcal{J}_m(a, b) = \min \{2m, k \} M_i(X, Y) \cdot \mathcal{I}_i, \quad (4)$$

where $\mathcal{I}_i = \mathcal{J}_m(a, b)$ when $d(a, b) = i$ and $M_i(X, Y)$ is the number of pairs of $k$-mers $(a, b)$ such that $d(a, b) = i$, where $a \in X$ and $b \in Y$. Note that $d(a, b) \leq 2m$.

A closed form formula to evaluate the size of intersection of mismatch neighborhoods of two $k$-mers at distance $i$ is derived in [10]. Let $N_{k,m}(\alpha, \beta)$ be the intersection of $m$-mismatch neighborhoods of $\alpha$ and $\beta$, i.e.,

$$N_{k,m}(\alpha, \beta) = N_{k,m}(\alpha) \cap N_{k,m}(\beta)$$

As defined earlier $|N_{k,m}(\alpha, \beta)| = \mathcal{J}_m(\alpha, \beta)$. Let $N_q(\alpha) = \{ \gamma \in \Sigma^k : d(\alpha, \gamma) = q \}$ be the set of $k$-mers that differ with $\alpha$ in exactly $q$ indices. Note that $N_0(\alpha) \cap N_0(\alpha) = \emptyset$ for all $q \neq r$. Using this and defining $n^q(\alpha, \beta) = |N_q(\alpha) \cap N_r(\beta)|$

$$N_{k,m}(\alpha, \beta) = \sum_{q=0}^m \sum_{r=0}^m N_q(\alpha) \cap N_r(\beta)$$

(5)

With these notations, let $s = |\Sigma|$, $n^s(\alpha, \beta)$ can be computed using the following closed form.

Theorem 3.3 ([10]). Given two $k$-mers $\alpha$ and $\beta$ such that $d(\alpha, \beta) = d$, we have that

$$n^{i+j}(\alpha, \beta) = \sum_{t=0}^{i+j} \binom{2d - i - j + 2t}{d - (i - t)} \binom{d}{i + j - 2t - d} \times \left( s - 2 \right)^{j + 2t - d} \left( k - d \right) t (s - 1)^t \quad \text{(6)}$$

Corollary 3.4. Runtime of computing $\mathcal{I}_i$ is $O(m^3)$, independent of $k$ and $|\Sigma|$.

This is so, because if $d(\alpha, \beta) = d$, $\mathcal{I}_d = \sum_{q=0}^m \sum_{r=0}^m n^q(\alpha, \beta)$ and $n^s(\alpha, \beta)$ can be computed in $O(m)$.

3.1 Computing $M_i(X, Y)$

Recall that given two sequences $X$ and $Y$, $M_i(X, Y)$ is the number of pairs of $k$-mers $(\alpha, \beta)$ such that $d(\alpha, \beta) = i$, where $\alpha \in X$ and $\beta \in Y$. Formally, the problem of computing $M_i(X, Y)$ is as follows:

Problem 3.5. Given $k, m$ and two sets of $k$-mers $S_X$ and $S_Y$ (set of $k$-mers extracted from the sequences $X$ and $Y$, respectively) with $|S_X| = n_X$ and $|S_Y| = n_Y$. Let $t = \min\{2m, k\}$, for $0 \leq i \leq t$ compute
\[ M_i(X, Y) = \left\{ (\alpha, \beta) \in S_X \times S_Y : d(\alpha, \beta) = i \right\} \]

Note that the brute force approach to compute \( M_i(X, Y) \) requires \( O(n_X \cdot n_Y \cdot k) \) comparisons. Let \( Q_k(j) \) denote the set of all \( j \)-sets of \( \{1, \ldots, k\} \) (subsets of indices). For \( \theta \in Q_k(j) \) and a \( k \)-mer \( \alpha \), let \( \alpha|_\theta \) be the \( j \)-mer obtained by selecting the characters at the \( j \) indices in \( \theta \). Let \( f_\theta(X, Y) \) be the number of pairs of \( k \)-mers in \( S_X \times S_Y \) as follows:

\[ f_\theta(X, Y) = |\{(\alpha, \beta) \in S_X \times S_Y : d(\alpha|_\theta, \beta|_\theta) = 0\}|. \]

We use the following important observations about \( f_\theta \).

**Fact 3.6.** For \( 0 \leq i \leq k \) and \( \theta \in Q_k(k-i) \), if \( d(\alpha|_\theta, \beta|_\theta) = 0 \), then \( d(\alpha, \beta) \leq i \).

**Fact 3.7.** For \( 0 \leq i \leq k \) and \( \theta \in Q_k(k-i) \), \( f_\theta(X, Y) \) can be computed in \( O(kn \log n) \) time.

**Proof.** This can be done by first lexicographically sorting the \( k \)-mers in each of \( S_X \) and \( S_Y \) by the indices in \( \theta \). The pairs in \( S_X \times S_Y \) that are the same at indices in \( \theta \) can then be enumerated in one linear scan over the sorted lists. Let \( n = n_X + n_Y \), the running time of this computation is \( O(k(n + \Sigma)) \) if we use counting sort (as in [28]) or \( O(kn \log n) \) for mergesort (since \( \theta \) has \( O(k) \) indices.) Since this procedure is repeated many times, we refer to this as the SORT-ENUMERATE subroutine. \( \square \)

Define

\[ F_i(X, Y) = \sum_{\theta \in Q_k(k-i)} f_\theta(X, Y). \] (7)

We can compute \( M_i(X, Y) \) from \( F_i(X, Y) \) using the following identity.

**Lemma 3.8.**

\[ F_i(X, Y) = \sum_{j=0}^{i} \binom{k-j}{k-i} M_j(X, Y). \] (8)

**Proof.** Let \( (\alpha, \beta) \) be a pair in \( X \times Y \) that contributes to \( M_j(X, Y) \), i.e., \( d(\alpha, \beta) = j \). Then for every \( \theta \in Q_k(k-i) \) that has all indices within the \( k-j \) positions where \( \alpha \) and \( \beta \) agree, the pair \( (\alpha|_\theta, \beta|_\theta) \) is counted in \( f_\theta(X, Y) \). The number of such \( \theta \)'s are \( \binom{k-j}{k-i} \), hence \( M_j(X, Y) \) is counted \( \binom{k-j}{k-i} \) times in \( F_i(X, Y) \), yielding the identity. \( \square \)

**Corollary 3.9.** \( M_i(X, Y) \) can readily be computed as:

\[ M_i(X, Y) = F_i(X, Y) - \sum_{j=0}^{i-1} \binom{k-j}{k-i} M_j(X, Y) \]

Next, we derive expressions for \( M_i \) matrices for \( 1 \leq i \leq \min\{2m, k\} \) (with values of \( M_i(X, Y) \) for all pairs of sequences). In this alternate form it is easier to approximate the matrix \( M_i \) and that the resultant approximate kernel matrix indeed is positive semidefinite, as required for kernel based machine learning methods.

For a sequence \( X \) and \( \theta \in Q_k(j) \), let \( u_\theta(X) \) be a \( |\Sigma|^j \) dimensional vector defined as:

\[ u_\theta(X) = (u_\theta(X)[\gamma])_{\gamma \in \Sigma^j} = \left( \sum_{\alpha \in X} I(\alpha|_\theta, \gamma) \right)_{\gamma \in \Sigma^j} \] (9)

where \( I(\alpha|_\theta, \gamma) = 1 \) if \( \alpha|_\theta = \gamma \).

It is easy to see that by definition \( f_\theta(X, Y) = (u_\theta(X), u_\theta(Y)) \). Let \( U_i(X) \) be the concatenation \( u_\theta(X) \) for all \( \theta \in Q_k(k-i) \). Again by definition of \( F_i(X, Y) \) in (7) we have that \( F_i(X, Y) = (U_i(X), U_i(Y)) \).

Let \( F_i \) and \( M_i \) be \( N \times N \) matrix with a row and column corresponding to each of the \( N \) sequences, with values \( F_i(X, Y) \) and \( M_i(X, Y) \) for all pairs of sequences \( X \) and \( Y \). We get the matrix versions of Lemma 8 and Corollary 3.9, i.e.,

\[ F_i = \sum_{j=0}^{i} \binom{k-j}{k-i} M_j \quad \text{and} \quad M_i = F_i - \sum_{j=0}^{i-1} \binom{k-j}{k-i} M_j \]

If \( U_i \) is a matrix with \( U_i(X) \)'s as its \( N \) columns, then by definition, \( F_i = U_i^T U_i \), thus \( F_i \) is a positive semidefinite matrix. Using Lemma 8 one easily verify for \( 0 \leq i \leq \min\{2m, k\} \), the matrices \( M_i \) are also positive semidefinite.

Note that for space and computational efficiency we use (7) and Corollary 3.9 to compute \( F_i \) and \( M_i \) to compute By definition, \( F_i(X, Y) \) can be computed with \( \binom{k-j}{k-i} \) \( f_\theta \) computations. \( K(X, Y)[k, m] \) can be evaluated by (4) after computing \( M_i(X, Y) \) (by (8)) and \( I_i \) (by Corollary 3.4) for \( 0 \leq i \leq t \). The overall complexity of this strategy thus is

\[ \left( \sum_{j=0}^{t} \binom{k-j}{k-i} \right) (n \log n + n) + O(n) \]

Next, we give our sampling based approximate method for kernel computation. We select a random sample of index sets in \( Q_{k-i} \) for each \( i \) and compute an estimate \( \hat{F}_{xy}^{\theta} \) of \( F(X, Y) \). These \( \hat{F}_{xy}^{\theta} \)'s are used to compute estimates \( \hat{M}_{xy} \) of \( M_{xy} \). In matrix form, this corresponds to a random projection of the vectors \( U_i(X) \) on the subspace spanned by the selected random index set. Thus, the resulting matrices \( \hat{M}_{xy} \)'s are positive semidefinite, leading to positive semidefinite kernel matrix.

**Algorithm 1. Approximate-Kernel\( (S_X, S_Y, k, m, \epsilon, \delta) \) to Estimate \( K(X, Y)[k, m] \)

1: \( T \leftarrow \text{zeros}(t+1) \)
2: \( \hat{M} \leftarrow \text{zeros}(t+1) \)
3: \( \hat{F} \leftarrow \text{zeros}(t+1) \)
4: Populate \( T \) using Corollary 3.4
5: for \( i = 0 \) to \( t \) do
6: \( \mu_F \leftarrow 0 \)
7: for \( \theta \in B_i \) do
8: \( \mu_F \leftarrow \mu_F + \text{sort} \neg \text{enumerate}(S_X, S_Y, k, \theta) \)
9: Application of Fact 3.7
10: \( \hat{F}[i] \leftarrow \mu_F \cdot \frac{1}{\binom{k-j}{k-i}} \binom{k-j}{k-i} \)
11: \( \hat{M}[i] \leftarrow \hat{F}[i] \)
12: for \( j = 0 \) to \( i-1 \) do \text{Application of Corollary 3.9}
13: \( \hat{M}[i] \leftarrow \hat{M}[i] - \binom{k-j}{k-i} \cdot \hat{M}[j] \)
14: return \( K' \)
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We randomly sample a collection $B_i$ of index-sets from $Q_{k,i}$, that Algorithm 1 uses to compute estimate $F_{i}^{xy}$ for a pair of sequences $X, Y$. Using (7) to estimate $F_{i}^{xy}$ for the randomly chosen $\theta \in B_i$. The estimated $F_{i}^{xy}$’s are used to compute $M_{i}^{xy}$ (estimates of $M_{i}(X, Y)$) using Corollary 3.9. These $M_{i}^{xy}$’s together with the pre-computed exact values of $T_{i}$’s are used to compute our estimate, $K'(X, Y ; k, m, \sigma, \epsilon, \delta)$ for the kernel value using (4). The sample sizes (cardinalities of $B_i$’s) are chosen such that variance in the estimates are bounded above by $\sigma^2 = \epsilon^2 \delta$, where $\epsilon$ and $\delta$ are user set parameters.

First, we give an analytical bound on the runtime of Algorithm 1 then we provide guarantees on its performance.

**Theorem 3.10.** Runtime of Algorithm 1 is $O(k^2 n \log n)$.

**Proof.** Let $B = \max_{i < j} \{|B_i|\}$. Observe that throughout the execution of the algorithm there are at most $tB$ computations of $f_0$, which by Fact 3.7 needs $O(kn \log n)$ time. Since $B$ is an absolute constant and $t \leq k$, we get that the total runtime of the algorithm is $O(k^2 n \log n)$.

Let $K' = K'(X, Y ; k, m, \epsilon, \delta)$ be our estimate (output of Algorithm 1) for $K(X, Y ; k, m)$.

**Theorem 3.11.** $K'$ is an unbiased estimator of the true kernel value, i.e., $E(K') = K$.

**Proof.** For this, we need the following result, whose proof is deferred.

**Lemma 3.12.** $E(M_i^{xy}) = M_i(X, Y)$.

By Line 17 of Algorithm 1, $E(K') = E(\sum_{i=0}^{t} T_i M_i^{xy})$. Using the fact that $T_i$’s are constants and Lemma 3.12 we get that

$$E(K') = \sum_{i=0}^{t} T_i E(M_i^{xy}) = \sum_{i=0}^{t} T_i M_i(X, Y) = K.$$

**Theorem 3.13.** For any $0 < \epsilon, \delta < 1$, Algorithm 1 is an $(\epsilon \mathcal{I}_{\max}, \delta)$-additive approximation algorithm, i.e., $Pr(|K' - K| > \delta \mathcal{I}_{\max}) < \delta$, where $\mathcal{I}_{\max} = \max_{i \in \{T_i\}}$.

Note that though $\mathcal{I}_{\max}$ could be large, but it is only a fraction of one of the terms in summation for the kernel value $K(X, Y ; k, m)$.

**Proof.** Let $\tilde{F}_{i}^{xy}$ be our estimate for $F_i(X, Y)$. We use the following bound on the variance of $K'$ that is proved later.

**Lemma 3.14.** $\text{Var}(K') \leq \delta (\epsilon \cdot \mathcal{I}_{\max})^2$.

By Lemma 3.12 we have $E(K') = K$, hence by Lemma 3.14, $\text{Pr}(|K' - K| > \epsilon \mathcal{I}_{\max})$ is equivalent to $\text{Pr}(|K' - E(K')| > \frac{1}{\sqrt{\delta}} \text{Var}(K'))$. By Chebychev’s inequality, this latter probability is at most $\delta$. Therefore, Algorithm 1 is an $(\epsilon \mathcal{I}_{\max}, \delta)$-additive approximation algorithm.

**Proof.** (Proof of Lemma 3.12) We prove it by induction on $i$.

The base case ($i = 0$) is true as we compute $M[0]$ exactly, i.e., $M[0] = M_0(X, Y)$. Suppose $E(M_j^{xy}) = M_j(X, Y)$ for $0 \leq j \leq i - 1$. After execution of Line 10 we get

$$\tilde{F}[i] = \frac{1}{|B_i|} \sum_{j=0}^{|B_i|} f_{0}(X, Y) \binom{k}{k-i}$$

where $\theta_j$ is the random $(k-i)$ index set. Since $\theta_j$ is chosen uniformly at random, we get that

$$\text{Var}(\tilde{F}[i]) = \text{Var}(f_0(X, Y)) \binom{k}{k-i} = \frac{F_i(X, Y)}{\binom{k}{k-i}}$$

After the loop on Line 15 is executed we get that

$$E(\tilde{F}[i]) = E(f_0(X, Y)) \binom{k}{k-i} = F_i(X, Y) \binom{k}{k-i}$$

or Kernel Approx.). We use the following fact that follows from basic calculations.

**Fact 3.15.** Suppose $X_0, \ldots, X_t$ are random variables and let $S = \sum_{i=0}^{t} a_i X_i$, where $a_0, \ldots, a_t$ are constants. Then

$$\text{Var}(S) = \sum_{i=0}^{t} a_i^2 \text{Var}(X_i) + 2 \sum_{i=0}^{t} \sum_{j=i+1}^{t} a_i a_j \text{Cov}(X_i, X_j).$$

Using Fact 3.15 and definitions of $\mathcal{I}_{\max}$ and $\sigma$ we get that

$$\text{Var}(K') = \sum_{i=0}^{t} \mathcal{I}_i^2 \text{Var}(\tilde{F}_i^{xy}) + 2 \sum_{i=0}^{t} \sum_{j<i} \mathcal{I}_i \mathcal{I}_j \text{Cov}(\tilde{F}_i^{xy}, \tilde{F}_j^{xy})$$

$$\leq \mathcal{I}_{\max}^2 \left[ \sum_{i=0}^{t} \text{Var}(\tilde{F}_i^{xy}) + 2 \sum_{i<j} \text{Cov}(\tilde{F}_i^{xy}, \tilde{F}_j^{xy}) \right]$$

$$\leq \mathcal{I}_{\max}^2 \text{Var}(\tilde{F}_i^{xy}) \leq \mathcal{I}_{\max}^2 \sigma^2 = \delta (\epsilon \mathcal{I}_{\max})^2$$

**Remark 3.16.** For reference, we call this kernel based method as Kernel Approximate (or Kernel Approx.). We use $k = 3$ and $m = 0$ for this method, which is decided using standard validation set approach [29].

**4 ORDERED MINIMIZER WITH KERNEL (OMK)**

The original study of approximate kernel in [10] (and the one that uses approximate kernel in our conference version of the paper [3]) uses the $k$-mers-based method to compute the approximate values for the kernel matrix. One problem with the $k$-mers is that there could be a lot of similar $k$-mers in a sequence that may not add any value to boost the predictive performance of the underlying machine learning (ML) algorithms. These redundant $k$-mers, however, could add computational overhead to the underlying processing.
One solution to deal with this problem is to use Minimizers [30] (also called m-mers), where \( m < k \). The main idea of the minimizer (m-mers) is the following: Given a k-mer, an m-mer \( \in k \)-mer is a sub-sequence, which is lexicographically smallest both in forward and reverse order of the k-mer (as given in Fig. 2). Since \( m < k \), we ignore some of the amino acids (which were in k-mers but not in m-mers), which helps us to reduce computational overhead (as input size is reduced). The pseudocode to compute minimizers given a sequence is given in Algorithm 2. Although the notion of minimizer is previously used in the domain of metagenomics [31], it has not been used (to the best of our knowledge) for COVID-19 sequence classification.

Algorithm 2. Minimizer Computation

1: Input: Sequence \( s \) and integer \( k \) and \( m \)
2: Output: Set of Minimizers
3: minimizers \( \leftarrow \emptyset \)
4: queue \( \leftarrow [] \)  \( \triangleright \) maintain queue of all m-mers
5: idx \( \leftarrow 0 \)  \( \triangleright \) index of the current minimizer
6: for \( i = 1 \) to \( |s| - k + 1 \) do
7: kmer \( \leftarrow s[i : i + k] \)
8: if \( \text{idx} > 1 \) then
9: queue.dequeue
10: mmer \( \leftarrow s[i + k - m : i + k] \)  \( \triangleright \) new m-mer
11: idx \( \leftarrow \text{idx} - 1 \)  \( \triangleright \) shift index of current minimizer
12: mmer \( \leftarrow \min(\text{mmer}, \text{reverse}(\text{mmer})) \)  \( \triangleright \) lexicographically smallest forw./rever.
13: queue.enqueue(mmer)
14: if mmer \( \text{<} \text{queue[idx]} \) then
15: idx \( \leftarrow k - m \)  \( \triangleright \) update minimizer with new m-mer
16: else
17: queue = []  \( \triangleright \) reset the queue
18: idx \( \leftarrow 0 \)
19: for \( j = 1 \) to \( k - m + 1 \) do
20: mmer \( \leftarrow \text{kmers}(j : j + m) \)  \( \triangleright \) compute each m-mer
21: mmer \( \leftarrow \min(\text{mmer}, \text{reverse}(\text{mmer})) \)
22: queue.enqueue(mmer)
23: if mmer \( \text{<} \text{queue[idx]} \) then
24: idx \( \leftarrow j \)  \( \triangleright \) index of current minimizer
25: minimizers \( \leftarrow \text{minimizers} \cup \text{queue[idx]} \)  \( \triangleright \) add current minimizer
26: return(minimizers)

To use the power of minimizer with the approximate kernel approach [10], we perform the following operations: Given a sequence, we first compute a set of minimizers from the k-mers (where \( m = 3 \) and \( k = 9 \)), see Fig. 2 for an example. We then concatenate those minimizers to make a new sequence (or reference, we call this new sequence as \( s_{\text{minimizer}} \)). That sequence is used as an input for the approximate kernel algorithm to compute the kernel matrix. Since the approximate kernel method operates by computing k-mers, the order of the amino acids in \( s_{\text{minimizer}} \) is preserved by applying k-mers approach. This is the reason we call this method Ordered Minimizer with Kernel (OMK). After computing the kernel matrix, we use kernel PCA [32] to compute the feature vector representation (we selected 50 principal components for our experiments) for the sequences and apply different machine learning tasks on the vectors, such as classification and clustering.

5 INFORMATION GAIN WITH KERNEL (IGK)

One way to compute the importance of amino acids in a sequence is to use Information Gain (IG) [3]. The IG of an amino acid position in terms of a class (variant) is defined as follows:

\[
\text{IG}(\text{Class}, \text{position}) = H(\text{Class}) - H(\text{Class} \mid \text{position})
\]

where

\[
H(C) = \sum_{i \in C} -p_i \log p_i
\]

is the entropy of category \( C \), and \( p_i \) is the probability of element \( i \) of category \( C \). Intuitively, the information gain of a given amino acid position tells us how much information this position provides in deciding the class (variant). Given a sequence, we first compute IG values for amino acids. We then select the amino acids with top IG values (top 243 amino acids, which are selected using standard validation set approach) and use those amino acids only as input to the approximate kernel method. The approximate kernel approach computes the distance score for each pair of sequences based on the amino acids with top IG value only, and we then apply kernel PCA [32] for non-kernel classifiers (we selected 50 principal components for our experiments using standard validation set approach) to compute the vector representation for the sequence and apply classification/clustering tasks. For reference, we call this method “Information Gain with Kernel (IGK)”.

Remark 5.1. Note that using less than 243 amino acids gave worst classification results while having more that 243 amino acids did not had any significant impact on the results.

6 ORDERED MINIMIZER WITH KERNEL AND IG (OMK + IG)

In this setting, we first compute the set of minimizers from the k-mers (where \( m = 3 \) and \( k = 9 \)) for a given sequence as performed in Section 4 (see Fig. 2 for an example). After getting the minimizers, we concatenate them to make a single sequence (\( s_{\text{minimizer}} \)). The information gain logic is then
applied on $s_{\text{minimizer}}$ to get the top amino acid (we selected the top 2184 amino acids, in this case, using the standard validation set approach). Those top amino acids as given as input to the approximate kernel algorithm for the computation of kernel matrix. Then kernel PCA [32] is applied for non-kernel classifiers (we selected 50 principal components for our experiments) to get the vector representation followed by classification/clustering methods.

Remark 6.1. Note that the idea of using IG in this paper is to reduce the dimensionality of sequence-based data, so that the kernel computation and hence classification/clustering tasks can be performed efficiently, while retaining good accuracies. Since IG give us the importance of each amino acid positions within sequences, we can take advantage of those importance scores to extract the relevant amino acid positions and discard the rest. In this way, since only the important features (amino acids to be precise) are considered, we will get better embeddings, and hence better classification/clustering results (in less computational time) because the noise (if any) from the sequences is ignored.

In summary, given the original spike sequence data, we have 1274 amino acids in each sequences. For IGK, we select top 243 amino acids. For OMK, given a spike sequence, we first compute $k$-mers (where $k = 9$) and then from each 9-mer, we compute $m$-mer (where $m = 3$). Since number of $k$-mers in any sequence are $N - k + 1$ (where $N$ is the length of sequence), we will have $1274 - 9 + 1 = 1266$ $k$-mers. Now, since we compute an $m$-mer of length 3 from each $k$-mer, we have $1266$ $m$-mers in total. If we concat those $m$-mers, we will get $1266 \times 3 = 3798$ amino acids, which we called as ordered minimizer and use it as input to kernel method (we call this OMK). In the next step, we compute top 2184 amino acids using IG from 3798 amino acids and we call this method as OMK + IG.

7 EXPERIMENTAL SETUP

We use 70-30% training and testing data split for experimentation. To tune the hyperparameters, we apply 5 fold cross validation on the training data and then compute results on 30% unseen (held out) testing set. Experiments are conducted 5 times with different random train-test data, and average ± standard deviation results are reported. All experiments are performed in python language on a Core i5 system with Windows 10 OS and 32 GB RAM.

7.1 Dataset Statistics

We randomly sampled spike sequences from the largest known database of human SARS-CoV-2, GISAID\(^1\). The sample size is 7000 (each sequence is length 1274). Since kernel-based algorithms require the kernel matrix saved in memory, in order to be able to perform experiments on a PC and avoid memory overflow, we use 7000 sequences. Moreover, the computational overhead of the baseline methods at a larger scale hinders performing any meaningful comparison. Therefore, we chose 7000 sequences. Unlike the conference version, where only 5 variants were considered in experiments, here we consider all 22 variants. We used uniform random sampling, hence the proportions of variants in the sample are close.

---

1. https://www.gisaid.org/
to those in the whole dataset on the date of sampling. The proportion of variants on both datasets is given in Table 1. We repeated the experiments on two independent samples, referred to as GISAID-1 and GISAID-2.

### 7.2 Data Visualization

We use t-distributed stochastic neighbor embedding (t-SNE) \[33\] to evaluate the (hidden) patterns in the data. The t-SNE method maps input data to 2D real vectors that can be visualized using scatter plots. The idea behind computing t-SNE plots is to see if the overall distribution of data is disturbed or remains the same when we use different embedding methods. The t-SNE plots for different embedding methods are shown in Fig. 3. For the feature engineering-based methods (i.e., OHE, Spike2Vec, and PWM2Vec), we can see overlapping among different variants. However, for the kernel-based methods (for which embeddings were computed using kernel PCA), we can see a smaller (but comparatively pure) grouping of variants with less overlapping as compared to the feature engineering-based methods.

### 7.3 Baseline Models

In this section, we introduce the baseline (one-hot encoding) and the state-of-the-art (SOTA) approaches (Spike2Vec and PWM2Vec) that we used for comparison with our models.
### 7.3.1 One-Hot Embedding (OHE) [6]

A fixed-length numerical feature vector, OHE [3], [6] generates 0-1 vector on the character’s position in the sequence given $\Sigma$. The 0-1 vectors for all characters are concatenated to make a single vector for a given sequence. The length of the feature vector, in this case, is 30576.

### 7.3.2 Spike2Vec [4]

Spike2Vec is recently proposed in [4] for spike sequence classification. Given a sequence, Spike2Vec computes $N$ $k$-mers, where $N = L - k + 1$ ($L$ is the length of the spike sequence and $k = 3$ as given in [4]). After generating the $k$-mers for a spike sequence, the count of each $k$-mer is used.
to get the frequency vector. The length of Spike2Vec-based embedding for each spike sequence is $|\Sigma|^k = 13824$.

### 7.3.3 PWM2Vec [5]

A method combining the power of k-mers and position weight matrix [41], PWM2Vec is proposed in [5]. PWM2Vec assigns different weight to each k-mer (where $k = 9$) in the feature vector depending on the values of the characters in the position weight matrix. The length of PWM2Vec-based embedding for each spike sequence is 1265.

### 7.4 Evaluation Metrics for Classification

Various ML algorithms have been utilized for the classification task. K-PCA output, which is 50 components fed to
different classifiers for prediction purposes. We use Support Vector Machine (SVM), Naive Bayes (NB), Multi-Layer Perceptron (MLP), K-Nearest Neighbour (KNN) (with $K = 5$), Random Forest (RF), Logistic Regression (LR), and Decision Tree (DT) classifiers. The evaluation metrics that we are using are average accuracy, precision, recall, weighted and macro F1, and ROC area under the curve (AUC).

### 7.5 Evaluation Metrics for Clustering

To perform the clustering on the data, we use the simple $k$-means algorithm. To evaluate the performance of $k$-means, we use the following internal evaluation metrics:

- **Silhouette Coefficient** [42]. Given a vector $v$, it measures the similarity of $v$ to its own cluster (cohesion) compared to the other clusters (separation). Its value range from $-1$ to $1$ where upper bound $1$ indicates best possible clustering and lower bound $-1$ shows worst possible clustering.

- **Calinski-Harabasz Score** [43]. is the ratio between the inter-cluster dispersion and the between-cluster dispersion. The higher the value of this score, the higher the clustering performance.

- **Davies-Bouldin Score** [44]. It validates the clustering schemes by measuring the similarity between clusters. The ratio of distances within-cluster to between clusters is referred to as similarity. Unlike the previous metrics, a lower Davies-Bouldin Score indicates a better clustering performance, and its lower bound is $0$.

#### 7.5.1 Elbow Method for $k$-Means

To get the optimal number of clusters, we use the Elbow method [7], [45]. The main idea of the elbow method is to compute clusterings and evaluate the trade-off between two metrics, namely runtime and the sum of squared error (distortion score). The clustering having the optimal value for both metrics is selected as the ideal number of clusters. The optimal number of clusters in this case is 4 (see Fig. 4).

## 8 Results and Discussion

In this section, we report classification and clustering results using our proposed model, baseline, and SOTA methods.

### 8.1 Classification Results

The classification results (average ± standard deviation values of 5 runs) for GISAID-1 dataset are given in Table 2. We can observe that OMK+IG outperforms all other methods, including the baseline and SOTA, in terms of all evaluation metrics. Similar behavior is observed for GISAID-2 dataset (see Table 3). From these observations, we can conclude that using the domain knowledge from IG along with the power of minimizers, we can improve the classification performance of the approximate kernel.

### 8.2 Clustering Results

To evaluate the performance of different methods in terms of clustering, we report the quality of clustering using different evaluation metrics. The clustering results for GISAID-1 and GISAID-2 datasets are given in Tables 4 and 5, respectively. For the silhouette coefficient, OMK method performs better than the other methods for both datasets. In terms of Calinski-Harabasz score, IGK performs better than the baselines for both datasets. However, the OHE outperforms all methods in terms of Davies-Bouldin score. However, one problem with OHE method is its runtime complexity due to high dimensionality of the vectors. In terms of runtime, OMK + IG performs better than other methods in case of GISAID-1 dataset, while OMK outperforms the other methods in case of GISAID-2 dataset. From the reported clustering results, we can conclude that there is no single method that outperforms all other approaches for all evaluation metrics (as can be seen from classification results). However, kernel-based methods appear to be
performing better overall for both datasets (similar behavior is observed from classification results).

### 8.3 Kernel Computation Runtime

We report the kernel computation runtime for Approximate kernel, IGK, OMK, and OMK + IG in Table 6 (for GISAID-1 dataset). We can observe that since IGK contains the least number of amino acids in each sequence, the kernel computation time for this method is the minimum. However, OMK method takes the maximum (2163 sec.) to compute the kernel matrix. Since both GISAID-1 and GISAID-2 datasets contain the same number of sequences, the kernel computation time for both datasets will be similar.

### 9 Conclusion

The COVID-19 outbreak induced by SARS-CoV-2 captured the scientific community’s attention across the world. The current research on SARS-CoV-2 focused on understanding the transmission pattern of the virus, identifying new variants, improving public health, and developing start-of-art vaccine and treatment options. Computational biology played a significant role in this scientific journey of comprehensive understanding of the COVID-19 pandemic and management. Especially in the processing of the high-throughput sequencing data, there is an unmet need to classify the genomic data accurately.

Here, we propose three different settings to efficiently perform different machine learning tasks such as classification and clustering on SARS-CoV-2 variants using spike sequences. Results show that the minimizer plus information gain-based method outperforms the existing baseline and state-of-the-art methods in terms of predictive performance. In the future, we will work towards detecting new (unknown) variants (such as Omicron) based on whole genome sequences. We will collect more data in the future to test the scalability of the proposed model. Another exciting future work is considering other attributes like countries, cities, and dates to design richer feature vector representations for spike sequences.

### Acknowledgments

The authors would like to acknowledge funding from an MBD fellowship to Sarwan Ali and Bikram Sahoo, and Georgia State University Computer Science Startup Grant to Murray Patterson. Imdad Ulah Khan and Murray Patterson are joint last authors.

### References

[1] J. Hadfield et al., “Nextstrain: Real-time tracking of pathogen evolution,” Bioinformatics, vol. 34, pp. 4121–4123, 2018.

[2] A. Melnyk et al., “From alpha to zeta: Identifying variants and subtypes of SARS-CoV-2 via clustering,” J. Comput. Biol., vol. 28, no. 11, pp. 1113–1129, 2021.

[3] S. Ali, B. Sahoo, N. Ullah, A. Zelikovskiy, M. Patterson, and I. Khan, “A k-mer based approach for SARS-CoV-2 variant identification,” in Proc. Int. Symp. Bioinf. Res. Appl., 2021, pp. 153–164.

[4] S. Ali and M. Patterson, “Spike2Vec: An efficient and scalable embedding approach for COVID-19 spike sequences,” in Proc. IEEE Int. Conf. Big Data, 2021, pp. 1533–1540.

[5] S. Ali, B. Bello, P. Chourasia, R. T. Punathil, Y. Zhou, and M. Patterson, “PWM2Vec: An efficient embedding approach for viral host specification from coronavirus spike sequences,” Biology, vol. 11, 2022, Art. no. 418.

[6] K. Kuzmin et al., “Machine learning methods accurately predict host specificity of coronaviruses based on spike sequences alone,” Biochim. Biophys. Res. Commun., vol. 533, no. 3, pp. 553–558, 2020.

[7] S. Ali, T. E. Ali, M. A. Khan, I. Khan, and M. Patterson, “Effective and scalable clustering of SARS-CoV-2 sequences,” in Proc. 5th Int. Conf. Big Data Res., 2021, pp. 42–49.

[8] M. Roberts, W. Haynes, B. Hunt, S. Munt, and J. Yorke, “Reducing storage requirements for biological sequence comparison,” Bioinformatics, vol. 20, pp. 3366–9, 2004.

[9] P. Kuksa, I. Khan, and D. Pavlovic, “Generalized similarity kernels for efficient sequence classification,” in Proc. SIAM Int. Conf. Data Mining, 2012, pp. 873–882.

[10] M. Farhan, J. Tariq, A. Zaman, M. Shabbir, and I. Khan, “Efficient approximation algorithms for strings kernel based sequence classification,” in Proc. Int. Conf. Neural Inf. Process. Syst., 2017, pp. 6935–6945.

[11] S. Dhar et al., “NNet: Phylogeny-based inference of disease transmission networks using within-host strain diversity,” in Proc. Int. Symp. Bioinf. Res. Appl., 2020, pp. 203–216.

[12] B. Blaisdell, “A measure of the similarity of sets of sequences not requiring sequence alignment,” Proc. Nat. Acad. Sci. USA, vol. 83, pp. 5155–5159, 1986.

[13] G. Krishnan, S. Kamath, and V. Sugumaran, “Predicting vaccine efficacy and virus persistence using topological modeling and evolutionary optimization,” in Proc. Int. Conf. Appl. Natural Lang. Inf. Syst., 2021, pp. 255–263.

[14] S. Ali, H. Mansoor, N. Arshad, and I. Khan, “Short term load forecasting using smart meter data,” in Proc. Int. Conf. Future Energy Syst., 2019, pp. 419–421.

[15] S. Ali, H. Mansoor, I. Khan, N. Arshad, M. A. Khan, and S. Faizullah, “Short-term load forecasting using AMI data,” 2019, arXiv:1912.12474.

[16] S. Ali, M. H. Shakeel, I. Khan, S. Faizullah, and M. A. Khan, “Predicting attributes of nodes using network structure,” ACM Trans. Intell. Syst. Technol., vol. 12, no. 2, pp. 1–23, 2021.

[17] M. Ahmad, S. Ali, J. Tariq, I. Khan, M. Shabbir, and A. Zaman, “Combinatorial trace method for network immunization,” Inf. Sci., vol. 519, pp. 215–228, 2020.

[18] M. Ahmad, J. Tariq, M. Farhan, M. Shabbir, and I. Khan, “Who should receive the vaccine?,” in Proc. Australas. Data Mining Conf., 2016, pp. 137–145.

[19] J. Tariq, M. Ahmad, I. Khan, and M. Shabbir, “Scalable approximation algorithm for network immunization,” in Proc. Pacific Asia Conf. Int. Syst., 2017, Art. no. 200.

[20] M. Ahmad, J. Tariq, M. Shabbir, and I. Khan, “Spectral methods for immunization of large networks,” Australas. J. Int. Syst., vol. 21, pp. 1–18, 2017.

[21] A. Ullah, S. Ali, I. Khan, M. A. Khan, and S. Faizullah, “Effect of analysis window and feature selection on classification of hand movements using EMG signal,” in Proc. SAI Intell. Syst. Conf., 2020, pp. 400–415.

[22] S. Ali, Y. Zhou, and M. Patterson, “Efficient analysis of COVID-19 clinical data using machine learning models,” Med. Biol. Eng. Comput., vol. 60, pp. 1881–1896, 2022.

[23] S. Ali, M. K. Ali, S. Faizullah, M. A. Khan, A. Alshanalqii, and I. Khan, “Detecting DDxS attack on SDN due to vulnerabilities in OpenFlow,” in Proc. IEEE Int. Conf. Adv. Energy. Comput. Technol., 2020, pp. 1–6.

[24] M. Shakeel, S. Faizullah, T. Alghamidi, and I. Khan, “Language independent sentiment analysis,” in Proc. IEEE Int. Conf. Adv. Energy. Comput. Technol., 2021, pp. 255–263.

[25] Z. Tayebi, S. Ali, and M. Patterson, “Robust representation and efficient feature selection allows for effective clustering of SARS-CoV-2 variants,” Algorithms, vol. 14, no. 12, 2021, Art. no. 348.

[26] T. F. Smith and M. S. Waterman, “Identification of common molecular subsequences,” J. Mol. Biol., vol. 147, no. 1, pp. 195–197, 1981.

[27] C. Leslie, E. Eskin, J. Weston, and W. Noble, “Mismatch string kernels for SVM protein classification,” in Proc. Int. Conf. Neural Inf. Process. Syst., 2003, pp. 1441–1448.

[28] P. Kuksa, P. Huang, and V. Pavlovic, “Scalable algorithms for string kernels with inexact matching,” in Proc. Int. Conf. Neural Inf. Process. Syst., 2009, pp. 881–888.

[29] P. Devijver and J. Kittler, Pattern Recognition: A Statistical Approach. London, U.K.: Prentice-Hall, 1982, pp. 1–448.

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
[30] M. Roberts, W. Hayes, B. Hunt, S. Mount, and J. Yorke, “Reducing storage requirements for biological sequence comparison,” Bioinformatics, vol. 20, no. 18, pp. 3363–3369, 2004.

[31] S. Girotto, C. Pizzi, and M. Comin, “MetaProb: Accurate metagenomic reads binning based on probabilistic sequence signatures,” Bioinformatics, vol. 32, no. 17, pp. i567–i575, 2016.

[32] H. Hoffmann, “Kernel PCA for novelty detection,” Pattern Recognit., vol. 40, no. 3, pp. 863–874, 2007.

[33] L. van der Maaten and G. Hinton, “Visualizing data using t-SNE,” J. Mach. Learn. Res., vol. 9, pp. 2579–2605, 2008.

[34] S. Galloway et al., “Emergence of SARS-CoV-2 b.1.1.7 lineage,” Morbidity Mortality Weekly Rep., vol. 70, no. 3, 2021, Art. no. 95.

[35] P. Yadav et al., “Neutralization potential of Covishield vaccinated individuals sera against B.1.617.1,” Clin. Infect. Dis., vol. 74, pp. 558–559, 2022.

[36] SARS-CoV-2 Variant Classifications and Definitions, 2021. Accessed: Dec. 29, 2021. [Online]. Available: https://www.cdc.gov/coronavirus/2019-ncov/variants/variant-info.html

[37] E. Hodcroft et al., “Emergence and spread of a SARS-CoV-2 variant through europe in the summer of 2020,” MedRxiv, 2021.

[38] F. Naveca et al., “Phylogenetic relationship of SARS-CoV-2 sequences from Amazonas with emerging Brazilian variants harboring mutations E484K and N501Y in the spike protein,” 2021. [Online]. Available: Virological.org

[39] A. West Jr et al., “Detection and characterization of the SARS-CoV-2 lineage B.1.526 in New York,” Nature Commun., vol. 12, 2021, Art. no. 4886.

[40] W. Zhang et al., “Emergence of a novel SARS-CoV-2 variant in Southern California,” JAMA, vol. 325, no. 13, pp. 1324–1326, 2021.

[41] G. Stormo, T. Schneider, L. Gold, and A. Ehrenfeucht, “Use of the ‘Perceptron’ algorithm to distinguish translational initiation sites in E. coli,” Nucleic Acids Res., vol. 10, no. 9, pp. 2997–3011, 1982.

[42] P. Rousseeuw, “Silhouettes: A graphical aid to the interpretation and validation of cluster analysis,” J. Comput. Appl. Math., vol. 20, pp. 53–65, 1987.

[43] T. Caliński and J. Harabasz, “A dendrite method for cluster analysis,” Commun. Statist.-Theory Methods, vol. 3, no. 1, pp. 1–27, 1974.

[44] D. L. Davies and D. W. Bouldin, “A cluster separation measure,” IEEE Trans. Pattern Anal. Mach. Intell., vol. PAMI-1, no. 2, pp. 224–227, Apr. 1979.

[45] V. Satopaa, J. Albrecht, D. Irwin, and B. Raghavan, “Finding a “Kneedle” in a haystack: Detecting knee points in system behavior,” in Proc. IEEE 31st Int. Conf. Distrib. Comput. Syst. Workshops, 2011, pp. 166–171.