A method for assessing cybersecurity in special-purpose information systems was developed. Cybersecurity assessment was performed using decision trees, implemented using “IF-THEN” fuzzy rules, which are considered as common building blocks of the decision tree. This approach allows processing large amounts of data. The use of the decision tree allows increasing evaluation accuracy, is easy to set up and intuitive. Improvement of the efficiency of cybersecurity assessment (error reduction) was achieved using evolving neuro-fuzzy artificial neural networks. Training of evolving neuro-fuzzy artificial neural networks was carried out by learning not only the synaptic weights of the artificial neural network, type, parameters of the membership function, but also by reducing the dimensionality of the feature space. The efficiency of information processing was also achieved through training the architecture of artificial neural networks; taking into account the type of uncertainty of information to be assessed; working with both clear and fuzzy products, and reducing the feature space. This reduces the computational complexity of decision-making and eliminates the accumulation of learning errors of artificial neural networks. The computational complexity of the method is on average 2 million calculations less compared to the known ones, and after 2 epochs, the learning error decreases. Cybersecurity analysis in general occurs due to an advanced clustering procedure that allows working with both static and dynamic data. Testing of the proposed method was carried out. The increase in the efficiency of cybersecurity assessment of about 20–25 % in terms of information processing efficiency was revealed.
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1. Introduction

The experience of conducting operations (combat operations) in recent years shows the growing role of special-purpose information systems (IS) in achieving the goal of combat operations.

The specificity of special-purpose IS is that, on the one hand, they solve the problem of transmission and process-
Information and controlling system

The most important advantage of artificial neural networks in detecting attacks is their ability to study the characteristics of deliberate attacks and identify elements that are not similar to those observed in the network before.

In [5], the classification of problems solved by artificial neural networks is given:
- rapid recognition of threats;
- fight against malicious software, which also has the self-learning ability;
- making certain conclusions in the training process, and building a more powerful security system on their basis.

In applied information security problems, neural networks are used in [8]:
- attack detection systems. The formed image of the normal behavior of a network allows finding and recognizing dangerous anomalies with a high degree of efficiency;
- firewalls. The neural network analyzes traffic and makes assumptions about possible intrusions (performs the functions of an expert system).

That is why the use of artificial neural networks in the interests of special users is a promising way to ensure a given level of cybersecurity in special-purpose IS.

Evolving artificial neural networks (ANN) are a type of artificial neural networks. Evolving artificial neural networks are actively used for pattern recognition, monitoring and prediction of complex systems. A feature of evolving artificial neural networks is the adaptation not only of the parameters of the artificial neural network but also the network architecture itself, namely: the number of network layers, the number of network neurons, the number of connections between network neurons depending on the amount of information to be processed.

Evolving artificial neural networks have both universal approximating properties and fuzzy inference capabilities. Evolving ANNs are widely used to solve various problems of data mining, identification, emulation, forecasting, intelligent control, etc.

Evolving ANNs provide stable operation in conditions of nonlinearity, uncertainty, stochasticity and chaos, various disturbances and interference.

That is why the urgent task is to increase the cybersecurity of special-purpose information systems by increasing the speed (efficiency) of assessing cybersecurity in special-purpose IS while maintaining the necessary reliability by improving the interpretability of the results and using evolving neuro-fuzzy artificial neural networks.

2. Literature review and problem statement

The paper [7] proposes to use Bayesian hierarchical networks to quantify the level of cybersecurity risks in special-purpose information systems. However, this approach is limited by the statistical distribution that can be used and the extensibility of the model structure. This imposes restrictions on the information system architecture and does not take into account qualitative factors that affect the cybersecurity of the information system.

The paper [8] proposes the security certification methodology developed for information systems to enable various stakeholders to evaluate security solutions for large-scale deployments of information systems automatically. The methodology supports transparency regarding the security level of information systems for consumers, as the methodol-
ology provides labeling as one of the main results of the certification process. The disadvantages of the proposed approach include the inability of knowledge bases to learn new threats, the difficulty of generalization and analysis of various types of data circulating in the network.

The paper [9] proposes the model that combines fault tree analysis, decision theory and fuzzy theory to determine the current causes of cyber attack prevention failures. The model was used to assess cybersecurity risks associated with a website attack, e-commerce, and corporate resource planning, as well as to assess the possible consequences of such attacks. This model has a flexible architecture, however, the disadvantages of the proposed model include the accumulation of evaluation errors during fuzzification and defuzzification procedures.

The paper [10] proposes the model of resource allocation of an automated special-purpose control system in the conditions of insufficient information on the development of an operational situation. The specified model proposes the mechanisms of resource allocation of the automated control system taking into account the influence of cyber attacks. This allows us to present the solution of the vector optimization problem in binary relations of conflict, assistance and indifference. Also it takes into account the operational situation and allows you to forecast the state of the system taking into account external influences, build utility and guaranteed gain functions, as well as a numerical optimization scheme on this set. However, this model does not allow working with multidimensional indicators.

The paper [11] proposes the hierarchical concept of implementing a management model based on e-government. The paper examines the main threats to critical cyberphysical systems as the basis of mechanisms for performing e-government functions. This hierarchical system is based on the use of symmetric and asymmetric cryptosystems, which does not allow them to be used for identifying cybernetic effects on the system.

The paper [12] proposes the model for selecting the optimal set of cybersecurity insurance policies of a company, given the limited number of policies offered by one or more insurance companies. The model allows you to systematically evaluate different insurance policies as a function of the probability that cybersecurity breaches will occur over the life of policies and policy-related premiums. The proposed model provides a risk-sharing approach that assists RMS cybersecurity policy choices in a way that contributes to an effective cybersecurity insurance market. However, the disadvantages of this approach include the inability to introduce new risks to the knowledge base in the course of operation and a limited number of assumptions. This makes it impossible to work in real time.

The paper [13] discusses the importance of including vulnerability analysis in cybersecurity not only as part of process hazard analysis, but also in terms of protecting the process management network and implementing adequate safeguards against cyber threats in general. Security level analysis is designed to assess potential vulnerabilities and protect critical applications from cyber attack resistance. The integration of cybersecurity into hazard and risk analysis, as well as other elements of process security management are demonstrated by examples, making the plant more resilient to traditional and cyber threats. However, the proposed approach is only suitable for a clear architecture and is not intended to be configured in the course of operation.

The paper [14] proposes the risk management process for detecting, analyzing, evaluating, responding to cyber threats and monitoring risks at each stage of the cybersecurity chain. This approach can be used in organizations that intend to implement security mechanisms to align them with current requirements or reduce cyber risks to an accepted level. The risk assessment method is based on a continuous Markov chain. However, the disadvantages of the proposed method include the inability to simultaneously take into account both quantitative and qualitative indicators, and the inability to adapt to new system threats.

The paper [15] proposes the theoretical and analytical approach to the analysis of the impact of information transmission delays in traffic regulation caused by cybernetic impact. The evaluation is performed using the method of successive averages. However, this approach is limited to the use only in traffic control systems and is not suitable for other systems.

The paper [16] proposes the method of creating and solving a game theory model for solving cybersecurity issues, especially for advanced production systems with high-level computer integration. This method introduces a unique approach to determining the content of the game win matrix, including support for defense strategies, production losses and recovery from attacks as part of the cost function. The disadvantages of the proposed method include high computational complexity and the ability to work only with one-dimensional quantities.

Therefore, summarizing the above, a common disadvantage of all these approaches is the inability to work with multidimensional data in real time. Let us consider the known works that allow solving this shortcoming. Several different solutions have been proposed to address this shortcoming.

Thus, the paper [17] proposes to use neuro-fuzzy systems to predict the efficiency of building structures. This approach allows predicting the efficiency of building structures under probabilistic and non-probabilistic uncertainty. The disadvantages of this approach include the inability to train the architecture and parameters of the artificial neural network, as well as the accumulation of errors during system operation.

The paper [18] proposes to use fuzzy expert systems for assessing the creative abilities of a person. This approach is based on the use of fuzzy logic to assess the creative abilities of a person in recruitment. The disadvantages of this approach include the accumulation of errors during fuzzification and defuzzification procedures.

The paper [19] proposes to use fuzzy expert systems for forecasting the load on electric networks. The genetic algorithm and the ant colony algorithm are used to speed up the solution. The disadvantages of this approach include the accumulation of errors during fuzzification and defuzzification procedures, as well as no reduction in the dimensionality of the feature space.

The paper [20] proposes the intelligent evaluation methodology based on fuzzy logic and expert systems. The principle of this methodology is to transform abstract concepts of human expertise into a numerical inference engine applied
The paper [22] presents the results of analytical review and comparison of the most common management decision support technologies: hierarchy analysis method, neural networks, fuzzy set theory, genetic algorithms and neuro-fuzzy modeling. The advantages and disadvantages of these approaches are indicated. The spheres of their application are defined. It is shown that the hierarchy analysis method works well if the initial information is complete, but due to the need for experts to compare alternatives and choose evaluation criteria, it has a high degree of subjectivity. The use of fuzzy set theory and neural networks is justified for forecasting problems in conditions of risk and uncertainty. The technology of collective decision-making, used both in general elections and in a group of experts, is also considered. It allows reducing the time for conciliation meetings to reach a consensus by pre-analyzing all opinions presented on the plane in the form of points. The consistency of opinions is determined by the distances between them.

In [23], the development of a fuzzy expert system for the diagnosis of cystic fibrosis was carried out. The results showed that the proposed system can be used as a powerful tool with an accuracy of 93.02%, specificity of 89.29%, sensitivity of 95.24% and accuracy of 92.86% for the diagnosis of cystic fibrosis. However, the proposed fuzzy expert system does not implement the training mechanism and does not take into account the uncertainty about the state of the object.

In [24], the method of information security risk assessment was developed. The method is based on an attack tree model with fuzzy set theory and risk probability estimation technology used in a ship control system risk scenario. Fuzzy numbers and expert knowledge are used to determine the factors that affect the probability of leaf nodes that are quantified to obtain the probability of an interval. The disadvantages of the proposed method include the accumulation of errors during operation and failure to take into account the uncertainty about the state of the object.

In [25], we show the creation of a fuzzy expert system for the early diagnosis of infections in newborns. This fuzzy expert system allows the early diagnosis of infections by many indicators. However, this system does not reduce the feature space, which in turn requires significant computing resources of the system.

The paper [26] created a fuzzy expert system with a soft expert set, which allows checking the adequacy of the information provided by the expert and increasing the accuracy of assessment. However, the disadvantages of this approach include the accumulation of evaluation errors and non-consideration of uncertainty about the state of the evaluation object.

The analysis showed that the known methods (techniques) [6–26]:
- do not adjust the results taking into account the evaluation error;
- training occurs only by adjusting synaptic weights;
- require significant computing resources;
- do not reduce the dimensionality of the feature space;
- do not take into account uncertainty about the state of the evaluation object;
- are not able to adapt the architecture of the artificial neural network depending on the amount of information received at the input of the artificial neural network;
- have low linguistic interpretability of data;
- have high computational complexity in extracting conjunctive patterns from a large array of data and generating fuzzy rules;
- are not able to assess the individual object and the situation as a whole.

Therefore, it is necessary to develop a method for assessing cybersecurity in special-purpose information systems, which is able to effectively assess the cybersecurity of an object in conditions of uncertainty, as well as shortage of computing resources.

### 3. The aim and objectives of the study

The aim of the study is to develop a method for assessing cybersecurity in special-purpose information systems.

To achieve the aim, the following objectives are set:
- to provide a mathematical formulation of the problem of analyzing the cybersecurity of special-purpose information systems;
- to develop an approach for assessing cybersecurity in special-purpose information systems;
- to evaluate the effectiveness of the proposed method of assessing cybersecurity in special-purpose information systems.

### 4. Mathematical formulation of the problem of analyzing the cybersecurity of special-purpose information systems

Let us suppose that as a result of the analysis of cyber threats, a vector model of cybersecurity of special-purpose information systems is obtained. The model determines the type of monitoring object, so the studied monitoring objects are divided into elementary components according to the characteristics that make up the set of V elementary components of the analyzed monitoring object. The obtained information is interpreted to a particular structural unit. The special-purpose information system can be presented as a set of monitoring objects (objects to be analyzed):

$$Ob = \{Ob_1, Ob_2, \ldots, Ob_v\},$$

(1)

where $Ob_v$ is the total number of monitoring objects included in the special-purpose information system. Each of the monitoring objects has its own rank of importance, so taking into account the importance, expression (1) will have the following form
where \( w \) is the importance of monitoring objects.

The objects of monitoring in solving the problem of analyzing the cybersecurity of special-purpose information systems include control points of brigades, operational commands, operational and tactical groups of troops (forces), information and telecommunication nodes of control points and communication lines between them.

The information about the security of the information system is stored in computer memory in digital form. It is presented as a matrix \( R \) of dimension \((M \times N)\) and has the following form [2, 4]:

\[
R = \begin{bmatrix}
  r_{1,1} & \cdots & r_{1,M} \\
  \vdots & \ddots & \vdots \\
  r_{N,1} & \cdots & r_{N,M}
\end{bmatrix},
\]

where

\[
i = 1, \ldots, M; \quad j = 1, \ldots, N.
\]

where \( M \) is the number of matrix rows; \( N \) is the number of matrix columns.

Each element of the matrix \( R \) is a vector of parameters that characterize each \((i, j)\)-th elementary parameter of cybersecurity on some \( m \)-th \( m=(1, \ldots, T) \) set of thematic properties of the unit (element):

\[
r_{ij} = [r_{ij,1}, \ldots, r_{ij,M}]^T.
\]

the nature of the components of the vectors \( r_{ij} \) in general does not play a fundamental role.

Let the set of thematic properties \( \{P_a\}, (a=1, \ldots, K) \) be set to classify the studied data and threshold restriction values.

It is necessary to match each \( P_a \) according to their threshold limits to the set \( P_a, V \in V, \{1 \leq t \leq (M \times N)\} \) of elementary components of the object (system element), which have the property \( P_a \). Threshold limits for each of the thematic properties are determined for each of the special-purpose information systems during design and operation.

Then, showing all possible options of feature values within the constraint thresholds for each \( k \)-th reference table at the output, we have the rating matrix \( I^\text{p} \):

\[
I^\text{p} = \begin{bmatrix}
  q_{11}^\text{p} & \cdots & q_{1N}^\text{p} \\
  \vdots & \ddots & \vdots \\
  q_{M1}^\text{p} & \cdots & q_{MN}^\text{p}
\end{bmatrix},
\]

\( q_{ij}^\text{p} \) are the options of feature values within the constraint thresholds, where the answer 1 means that a decision is made on belonging to one of the membership classes based on the set of features and their constraint thresholds and 0 – otherwise. \( f \) is the number of options.

Considering a large number of different parameters (graduations of their change) in assessing the cybersecurity of special-purpose information systems, it is advisable to use neural-fuzzy artificial networks to solve this problem. However, even with all the advantages of neural fuzzy artificial networks, they have some disadvantages. Among them [7–10]:

– accumulation of evaluation errors during fuzzification and defuzzification procedures;

– the artificial neural network used to form knowledge bases has a rigid architecture and is not able to adapt during computing;

– training of the artificial neural network is limited only by learning synaptic weights between neurons;

– low productivity of solution search methods, even with a small number of rules;

– great computational complexity of solution search methods;

– large dimension of the feature space.

Therefore, it is necessary to develop a method for assessing cybersecurity in special-purpose information systems.

Given the above, the mathematical formulation of the problem of analyzing the cybersecurity of special-purpose information systems can be represented as (6):

\[
\begin{align*}
\text{max} & \quad R = \|r_{ij}^\text{p}\| \\
\text{s.t.} & \quad P_a, V \in V; \\
& \quad t_{\text{des}} \leq t_{\text{des,prob}}; \\
& \quad BER \leq BER_{\text{prob}}.
\end{align*}
\]

where \( t_{\text{des}} \) is the time of decision-making on the state of cybersecurity in special-purpose information systems; \( t_{\text{des,prob}} \) is the allowable time of decision-making on the state of cybersecurity in special-purpose information systems; \( BER \) is the bit error probability of information transmitted in the system; \( BER_{\text{prob}} \) is the allowable bit error probability of information transmitted in the system.

Thus, the mathematical formulation of the problem of analyzing the cybersecurity of special-purpose information systems (6) is a solution to the optimization problem. The parameters of cybersecurity are accepted as the objective function, and optimization consists in maximizing them. At the same time, restrictions are imposed on the time of cybersecurity decision-making and error magnitude.

5. Development of an approach for assessing cybersecurity in special-purpose information systems

The method of assessing cybersecurity in special-purpose IS consists of the following main stages (Fig. 1): 1. Entering initial data. At this stage, the operational situation and available data on the possibilities of cybernetic impact on special-purpose IS are entered. At this stage, expressions (1) – (5) are used for further formulation of the concept and the relationships between them.

2. Analysis of cyber threats. During this procedure, the following steps are performed:

1) determining the IS context;

2) conducting a security audit in IS, including: questionnaires; detection of cyber threats in IS assets; evaluation of IS assets; detection of threats; detection of typical attack vectors and formation of scenario concepts.

Analysis of cyber threats is carried out by comparing the identified cyber threats with those available in the knowledge base. Also at this stage, we make a list of critical assets and identified vulnerabilities that correspond to cyber threat, as well as typical attack vectors, which are a chain of vulnerabilities, threats and target assets [7–9].

Based on the obtained result, concepts and relationships between them are formed for further construction of scenarios. Formally, the initial data of the first stage of cyber threat analysis and risk assessment are presented by formula (7).

\[
P = \{V, T, A, R\},
\]

(7)
where \( P \) is the model of intruder attacks represented by a chain of vulnerabilities and threats; \( V_i \) is the identified vulnerabilities of special-purpose IS; \( T_j \) is cybersecurity threats; \( A_k \) is the target assets of attacks; \( R_v \) is the attack vectors.

3. Formation of scenarios of extreme situations in IS caused by cyber threats.

This procedure is based on systematic analysis and information security research.

It is proposed to use a fuzzy network for scenario analysis of the impact of cyber threats on the occurrence of extreme situations in special-purpose IS (Fig. 2).

The architecture of decision trees is implemented using “IF-THEN” fuzzy rules, considered as general building blocks of the decision tree [9].

The decision tree (DT) is one of the most well-known methods to obtain classified data from large data sets.

There are several reasons for their widespread use:

– the accuracy of decision trees is often comparable or higher than in other classification models [10];

– most decision trees do not require a large number of parameters for their configuration in the DT design [11];

– due to their intuitively attractive topology, the results of classification models are easy to understand [6, 13, 14].

However, the main disadvantage of neuro-fuzzy mathematical models and other methods is the difficulty of interpreting the identification model and the lack of understanding of the interaction between technical indicators and fluctuations in time series values. There are cases when it is difficult to classify an object with one or another feature with high accuracy. These situations are solved due to the possibilities of fuzzy logic, when we talk not just about belonging to a class, feature, attribute, but about its degree of membership.

Let us consider the initial conditions. So, this set of examples is denoted as \( T \). The set of examples of each element is described by certain attributes \( m \). The number of examples for each set of examples \( T \) is the power of the specified set \( |T| \).

Thus, when classes \( \{C_1, C_2, ..., C_k\} \) are designated, there may be the following 3 situations [3–5, 7, 8]:

1. \( T \) has one or more examples that belong to the same class \( C_k \). In this case, the decision tree for the set \( T \) is the leaf that defines the class \( C_k \).
2. \( T \) is an empty set, so the class associated with the leaf is selected from another set.
3. \( T \) has examples belonging to different classes. In this case, it is necessary to divide \( T \) into subsets.

In this case, we select one of the features that has different values \( T_1, T_2, ..., T_n \). \( T \) is divided into subsets \( T_1, T_2, ..., T_n \). Each subset \( T_i \) contains all examples, these examples have the value \( O_i \) for a specific feature. The task is to build a hierarchical classification model in the form of a tree with the set of examples \( T \). The process of building a tree occurs from top to bottom.

As a result, we get \( n \) subsets. These \( n \) subsets create a certain number \( n \) of root descendants. Each of the roots is
matched to the defined subset obtained by partitioning the specified set $T$.

Therefore, the advantage of this approach is that it does not preclude the reuse of the attribute. Thus, any of the attributes can be used an unlimited number of times while building a tree.

Let us have a check $X$ that accepts $n$ values $A_1, A_2, ..., A_n$. Then dividing $T$ by the check $X$ will give us subsets $T_1, T_2, ..., T_n$, with $X$ equal to $A_1, A_2, ..., A_n$, respectively.

$\text{freq}(C_j, S)$ is the set of examples from the set $S$, which belong to a certain class $C_j$. In this case, the probability that a random example from the set $S$ will belong to the class $C_j$ is determined by the expression:

$$P = \frac{\text{freq}(C_j, S)}{|S|}.$$

It is known that the amount of information contained in the message depends on its probability

$$\log_2 \frac{1}{P}. \quad (8)$$

Since the logarithm has a binary base, the expression (8) gives a quantitative estimate in bits.

$$\text{Info}(T) = \sum_{j=1}^{n} \frac{\text{freq}(C_j, T)}{|T|} \log_2 \frac{|T|}{\text{freq}(C_j, T)} \cdot (9)$$

we obtain an estimate of the average amount of information required to determine the class of the example from the set. The algorithm uses a theoretical and information approach. To select the most appropriate attribute, it is proposed to use the following criterion:

$$\text{Info}(T) = \sum_{j=1}^{n} \frac{|T|}{|T|} \text{Info}(T_j). \quad (10)$$

The criterion for selecting the attribute is the following formula:

$$\text{Gain}(X) = \text{Info}(T) - \text{Info}(T). \quad (11)$$

The value of this attribute will be checked in the tree depending on the attribute.

Let us assume that a numeric attribute has a finite number of values. Let us note the numeric attributes $\{V_1, V_2, ..., V_m\}$.

As a threshold, you can choose the average value between $V_i$ and $V_{i+1}$

$$TH_i = \frac{V_i + V_{i+1}}{2}. \quad (12)$$

Thus, the task of finding the threshold is significantly simplified, and only $n-1$ potential threshold values and we choose the one that gives the maximum value according to the criterion (8).

4. Assessment of cybersecurity risks in IS

This procedure is aimed at identifying risks, their qualitative and quantitative assessment, as well as ranking the considered objects according to the set criteria, which can be the values of both the integrated object risk indicator and indicators of individual risk types.

This procedure contains recommendations for risk description, qualitative and quantitative assessment, assessment of risk scales and ranking of energy facilities. The procedure for assessing cybersecurity risks in information and telecommunications systems includes 3 main stages: risk description; qualitative and/or quantitative risk assessment; objects ranking.

5. Objects ranking in IS

In this technology, objects are ranked according to the magnitude of the risks that may be caused by cyber influences, information about which is included in the database of external and internal threats or factors.

The proposed ranking criterion:

$$K^5 = \{C, R, \Theta\}, \quad (13)$$

$K^5$ is the significance criterion; $C$ is the risk assessment criterion; $R$ is the integrated risk indicator of affected objects; $\Theta$ is the object represented by a set of characteristics.

6. Evaluation of the effectiveness of the proposed method of assessing cybersecurity in special-purpose information systems

Therefore, we made the simulation of the method according to the algorithm in Fig. 1 and expressions (3)–(13). We made the simulation of the proposed method in the MathCad 14 software environment (USA).

Initial data for assessing the state of cybersecurity using the proposed method:

– the number of information sources about the state of the monitoring object is 3 (radio monitoring, remote Earth sensing devices and unmanned aerial vehicles);

– the number of information features that determine the state of the monitoring object is 13. The parameters include: affiliation, type of organizational and staff formation, priority, minimum width on the front, maximum width on the front. The number of personnel, minimum depth on the flank, maximum depth on the flank, total number of personnel, number of samples of weapons and military equipment (WME), number of WME types, number of communication means are also taken into account;

– options for organizational and staff formation are company, battalion, brigade (number of computers is 70).

The type of system attacks is DDoS (Distributed Denial of Service).

To make the experiment, a simulation of the flows assigned to the group for users of applications and the process of their processing was performed. A queuing network was used for this purpose.

MiKroBiTik NetMetal 5 broadband radio access station with the following parameters (128-position quadrature amplitude manipulation; radiation bandwidth is 40 MHz,
radiation power is 1 W; radiation frequency is 2.1–3) was selected as the radio communication device subjected to a cyberattack. On the basis of the specified initial data, a graph was constructed (Fig. 3). The works [6, 13, 14] were used for analysis and comparison.

The evaluation found that to detect a denial-of-service cyber attack, it is sufficient to analyze 3,433 packets, which increases the efficiency of determining the transmission delay from 20 to 25% (compared to the WinMTR network connection diagnostic program).

The proposed method allows increasing the efficiency of information processing (reducing the number of computational operations) from 20 to 25%, depending on the amount of information about the monitoring object (Fig. 3). These dependences were obtained empirically during the experiment.

However, as already mentioned, the known methods accumulate errors, that is why the proposed method uses evolving artificial neural networks.

To demonstrate the effectiveness of training of the evolving artificial neural network, we made a forecast of the time security of the network.

A training sample containing data about the monitored object was used for the experiment. 5,000 observations from this sample were used for experiments. The training sample contained 3,000 observations, the test sample contained 2,000 observations.

The square root of the standard error was used as a criterion of forecasting quality.

A multilayer perceptron (MLP), a radial-basis neural network (RBNN), and an evolving artificial neural network were used to compare forecasting quality.

The results of forecasting for different systems are presented in Table 1.

Table 1

| System                      | Number of customized parameters | RMSE (train) | RMSE (test) | Time, s |
|-----------------------------|---------------------------------|--------------|-------------|---------|
| Multilayer perceptron       | 51                              | 0.1058       | 0.1407      | 0.1081  |
| Radial-basis neural network | 21                              | 0.1066       | 0.2155      | 0.1081  |
| Evolving cascade system     | 20                              | 0.0784       | 0.1081      | 0.1081  |

The results of efficiency evaluation are shown in Fig. 4.

Fig. 3 shows that the use of evolving artificial neural networks allows not to accumulate training errors after 3 epochs and we can see a gradual reduction of training errors.
7. Discussion of the results of developing the method for assessing cybersecurity in special-purpose information systems

The given mathematical formulation of the problem of analyzing the cybersecurity of special-purpose information systems presented in expressions (1)–(6) allows describing a set of factors that affect cybersecurity in special-purpose information systems. This is explained by the vector representation of a set of factors affecting cybersecurity in special-purpose information systems.

An approach for assessing cybersecurity in special-purpose information systems was developed. The advantage of the proposed approach over others is explained by the comprehensive consideration of different data on the state of the monitored object; type of uncertainty about the state of the monitoring object, using evolving ANN and clustering of objects with similar behavior.

The features of the proposed method are as follows:
- allows high-quality processing of large arrays of different data that have a numerical and quantitative nature;
- while clustering the monitored objects, takes into account not only the dynamics of changes in the state of the monitored object, but also the use of resources;
- allows training the method during operation;
- takes into account the degree of awareness about the state of the monitored object;
- allows comprehensive processing of information about the state of the monitored object;
- allows a comprehensive assessment of the operational situation for each unit.

The advantages of this method include:
- minimization of the total time to perform the response task;
- limitation of human participation in the resource management of integrated processing and automatic determination of the option for forming scenarios for solving monitoring tasks.

The limitations of this method include the need for communication channels with high transmission reliability and minimal delay. This is due to the need to process information in close to real-time mode and high requirements for the reliability of information circulating in special-purpose decision support systems.

The disadvantages of this method include the need to process large amounts of data to determine the state of the monitoring object and the operational environment as a whole and the need for an artificial neural network to learn new types of attacks. This is due to the need for a long time for the artificial neural network to learn new types of attacks caused by the need to form test and training samples.

The practical significance of the method consists in the fact that it significantly increases the efficiency of integrated data processing in automated control systems. The proposed method allows solving the following useful tasks from the standpoint of analyzing the operational situation:
- having a set of clusters and information about new monitoring objects, the new monitoring object should be assigned to one or another cluster;
- having a set of clusters, it is possible to assess the change in the “position” of the monitored object in the cluster and possibly its transition to another cluster;
- having a set of clusters, it is possible to estimate changes in the size, structure of clusters (absolute values of differences between the “old” and “new” cluster centroids);
- having the obtained centroids for each cluster, it is possible to estimate their dynamics of changes;
- it is possible to estimate the deviation between the set values and the centroids for the typical average profiles of the monitoring objects set by the official.

It is proposed to use the proposed method in decision support systems of automated control systems (ACS DSS) for artillery units, ACS DSS for aviation and air defense, as well as ACS DSS for logistics of the Armed Forces of Ukraine. This study is a further development of research aimed at developing methodological principles for improving the efficiency of data processing in special-purpose information systems, published earlier [28–32]. Areas of further research should be aimed at reducing computational costs when processing various data in special-purpose information systems.

8. Conclusions

1. The parameters of analyzing cybersecurity in special-purpose information systems are determined, namely: time of decision-making on the state of cybersecurity in special-purpose information systems, allowable time of decision-making on the state of cybersecurity in special-purpose information systems, bit error probability of information transmitted in the system. The influence of cybersecurity analysis parameters on the quality of cybersecurity assessment is determined. The presence of cyber attacks in special-purpose information systems increases the bit error probability, increases the packet delivery time and reduces the share of packets reaching the recipient. These effects should be identified in the minimum time. Their number and measurement units are determined, namely, they have quantitative and qualitative measurement units.

2. The differences between the proposed approach for assessing cybersecurity in special-purpose information systems and known approaches based on game theory, graph theory, theoretical and analytical approaches are as follows:
- while assessing cybersecurity, the type of uncertainty is additionally taken into account;
- evolving artificial neural networks and algorithms for their training were used to increase the efficiency of information processing [26];
- does not accumulate errors of training artificial neural networks as a result of processing the information coming to the input of artificial neural networks by learning the architecture and parameters;
- has less computational complexity in assessing the cybersecurity of special communication systems.

3. Evaluation of the efficiency of the proposed method was carried out. This example, in comparison with approaches based on game theory, graph theory, theoretical and analytical approaches, showed an increase in evaluation efficiency of about 20–25% in terms of information processing efficiency.
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