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ABSTRACT

Real world recommendation systems influence a constantly growing set of domains. With deep networks, that now drive such systems, recommendations have been more relevant to the user’s interests and tasks. However, they may not always be reproducible even if produced by the same system for the same user, recommendation sequence, request, or query. This problem received almost no attention in academic publications, but is, in fact, very realistic and critical in real production systems. We consider reproducibility of real large scale deep models, whose predictions determine such recommendations. We demonstrate that the celebrated Rectified Linear Unit (ReLU) activation, used in deep models, can be a major contributor to irreproducibility. We propose the use of smooth activations to improve recommendation reproducibility. We describe a novel family of smooth activations; Smooth ReLU (SmeLU), designed to improve reproducibility with mathematical simplicity, with potentially cheaper implementation. SmeLU is a member of a wider family of smooth activations. While other techniques that improve reproducibility in real systems usually come at accuracy costs, smooth activations not only improve reproducibility, but can even give accuracy gains. We report metrics from real systems in which we were able to productionalize SmeLU with substantial reproducibility gains and better accuracy-reproducibility trade-offs. These include click-through-rate (CTR) prediction systems, content, and application recommendation systems.
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1 INTRODUCTION

Machine learned recommendation systems are appearing in more and more domains. Examples include systems for search engines, content recommendation, online shopping, online ads, and diagnostic. Deep models, that have grown to dominate and drive such systems, can recommend how to find answers to questions, what movie to watch, what product to buy, which ads are shown, how to fix one’s car, and how to diagnose one’s medical condition. Similar models are the backbone of language translation and understanding, speech recognition, image understanding, video processing, and other applications.

Consider a situation where a user queried for a job recommendations and two attractive results were shown. The user chose one, and deferred the other for later, without saving the details. Later, the user queries again to find the second job recommendation, but the system shows a different recommendation list. The user is unable to find the job they want. This scenario is very realistic and common. An identical query to the same system gives a different set of recommendations, and no matter how hard one tries, they cannot reproduce a result set they had found before. For the user, this can be frustrating. There may be serious consequences in other applications, like medical diagnosis. Irreproducibility in deep models is a critical factor in causing situations like this. Unlike the crisis of lack of replicability [39] in published results due to missing information, much less attention has been given to this problem.

While deep models provide astonishing results on many tasks, they appear to unveil model irreproducibility. The problem manifests as multiple models with the same configuration and training data generate predictions with deviations far beyond classical statistical deviations. The scenario we described is one example. This problem has become very obvious in practical large scale systems. Despite its importance, it received very little attention in academic publications. Only recently, a series of empirical works [11, 13, 17, 46–49, 53] demonstrated it. An initial theoretical framework for reproducibility in optimization only appears in very recent work [2] and demonstrates the problem for the much simpler case of convex optimization. Generalizing such results to deep learning, with highly non-convex loss landscape, is even more challenging.

In real systems, two models that are supposedly the same, may behave very differently when deployed in production. For some applications this may be acceptable. However, for some recommendation systems, providing different recommendations for the same request is undesirable, specifically in cases where a typical user would expect equal results. Irreproducibility is exacerbated if the current recommendations and their user engagements become the training data for future recommendations, as in reinforcement learning systems. Divergence of the training data gradually expands model and future recommendation differences. Practical systems often retrain models and redeploy new versions, use continuous (online) training, update models with fresh new data, or replace models by new generations. Different recommendations may be unavoidable if new generations or new data change model predictions, but one would expect fresh versions or a small amount of new data not to cause substantial deviations.

Irreproducibility affects not only the user, but also the engineering development cycle. It can lead to arbitrary model evaluations, and invalid A/B testing results. Model developers usually use aggregate prediction accuracy metrics on either validation or progressive
validation [8] (in online models) data to judge experimental models. With huge training datasets, training is expensive, timely, and resource-intensive. Model developers attempt to fail fast based on training performance, to only deploy promising models for live recommendations. Without taking reproducibility into consideration, a model can be deployed in experimental stage, show favorable metrics, but then, when retrained to be deployed in production, produce unfavorable results. This can be expensive to diagnose and address. An example of large scale recommendation is click-through-rate (CTR) prediction in sponsored advertising [31]. The signal produced by the model is used as part of an auction process to determine ads to show. Shown ads choices affect other system metrics. Two models that are irreproducible tend to show significant divergence in these system metrics, and also end up pushing different examples to the training data. Irreproducibility is thus a source of concern to the engineering development cycle. The problem is not unique to CTR systems, and can interfere with development cycles of other recommendation systems in a similar fashion.

Unlike overfitting, duplicate models that produce different recommendations may have identical average loss or accuracy metrics, but they can exhibit potentially very large Prediction Differences (PDs) on individual examples [11, 17, 53]. PDs do not diminish with CTR prediction in sponsored advertising [31]. The signal produced by the model is used as part of an auction process to determine ads to show. Shown ads choices affect other system metrics. Two models that are irreproducible tend to show significant divergence in these system metrics, and also end up pushing different examples to the training data. Irreproducibility is thus a source of concern to the engineering development cycle. The problem is not unique to CTR systems, and can interfere with development cycles of other recommendation systems in a similar fashion.

Unlike overfitting, duplicate models that produce different recommendations may have identical average loss or accuracy metrics, but they can exhibit potentially very large Prediction Differences (PDs) on individual examples [11, 17, 53]. PDs do not diminish with more training examples (unlike epistemic/model uncertainty). We may observe PDs in orders of magnitude of 20% or more of the predicted positive engagement rates. Specifically, we observed that PDs are very correlated to system irreproducibility. Thus they can be used to measure the level of irreproducibility [46] in a training model prior to its deployment, saving resources. In large scale, we also observed that it is sufficient to measure PDs between only two models. This is very suitable for cutting costs in such scale.

1.1 Our Contributions

Our main contributions are:

- We expose how critical irreproducibility can be to real world large scale systems, specifically recommendation systems, both to a user as well as to the development engineer. As such, it is important to study and understand this problem theoretically and empirically, as well as develop methods that are able to mitigate it to reasonable levels.
- We demonstrate how smooth activations can be useful to mitigate irreproducibility in large scale production systems.
- We propose using Smooth ReLU (SmeLU) as a smooth activation to mitigate irreproducibility. SmeLU has a much simpler mathematical form than other smooth activations. This can lead to cheaper implementations, yet it gives trade-offs on irreproducibility-accuracy comparable to or even favorable over much more mathematically complex smooth activations.
- We report results from a range of production recommendation systems (including content and application recommendation, and CTR prediction) in which we were able to deploy SmeLU in production with both reproducibility and accuracy gains. This led to substantial simplifications, as well as training speed improvements of these systems, cutting down resource usage, and development times.
- We report results in which we were able to productionalize smooth activations from the wider family of generalized SmeLU (gSmeLU) activations (that includes SmeLU) with accuracy gains over other activations, specifically in a distillation [21] pipeline.

1.2 Related Work and Productionalization

Reproducibility: Many factors contribute to irreproducibility in deep models [13, 18, 19, 44, 48, 49, 56]. The highly non-convex objective [18], combined with nondeterminism in training [49] and underspecification [13] of over-parameterized deep networks, can lead training models to optima at different locations in a manifold or sets of optima. Nondeterminism can emerge from the highly parallelized, highly distributed training pipelines, quantization errors, hardware types [56] and more. Slight deviations early in training due to these can lead to very different models [1]. A fixed initialization does not mitigate the problem. Neither do standard methods like regularization, learning rates, or other hyper-parameter tuning, dropout, and data augmentation. Among the techniques, some may reduce PDs. However, that comes at the expense of degraded validation accuracy. Degraded accuracy makes these methods undesirable in production systems. Warm starting models to solutions of previously trained models may not be a good idea, because without any guidance, a solution that leads to unfavorable metrics may be the one we anchor to. Moreover, in a production development cycle, new models, architectures, and algorithms are being developed. A new model may not always be aligned with a previous generation, and it may not be possible to warm start its now different parameters to those of a previous model. With huge datasets in practical systems, enforcing determinism [35] in training is also not an option.

A natural approach to improve reproducibility is using ensembles [14], and specifically self ensembles [3], where multiple duplicates of the model are trained, and the final prediction is the average prediction of the duplicate components. Ensembles have also been proposed and studied in the context of model prediction uncertainty (see e.g., [27] and references therein). Each component converges to a different optimum, and the average reduces the prediction variance. Ensembles also reduce PD levels, and with different initialization of the parameters of each component, PD of the overall ensemble reduces even more. However, in real world scale practical recommendation systems this can come at the expense of other costs. Unlike images, recommendation systems implement sparse machine learning problems, as we discuss in Section 2. A huge set of input features are learned, but every training example consists only of an insignificant fraction of the feature set. Those features are mapped to embedding vectors that are concatenated as the input to the deep network. Embeddings constitute the dominating fraction of model parameters. Moreover, many models we consider train online with single visit per example, as opposed to batch learning with multiple visits of each example. In this production regime, ensembles are, in fact, inferior in their prediction accuracy to single networks with the same number of parameters or with the same complexity. For keeping equal complexity, a network component of an ensemble will have narrower embedding vectors and hidden layers than a single network counterpart. Thus in a production system
with limited parameter complexity, using ensembles may improve reproducibility, but at the expense of accuracy (which directly effects important downstream metrics). This is unlike image models [26, 29, 51] where the model learned parameters are dominated by internal link weights and biases. Ensembles may make production models more complex and harder to maintain. Production models may include various parts with special handling of various special cases. Interactions of such parts with multiple duplicates as well as with their ensemble can build up to a substantial technical debt (see, e.g., [43]). Finally, as we have observed in real cases, having multiple sets of the same sparse input features, as required with ensembles, creates a bottleneck that can slow training substantially.

Compression of deep networks into smaller networks that attempt to describe the same information is the emerging area of distillation [21]. Predictions of a strong teacher train a weaker student model. The student is then deployed. This approach is very common if there are ample training resources, but deployment is limited, as for mobile network devices. Co-distillation [4] (see also [54]) embraces training ensembles and distillation to address irreproducibility. Instead of unidirectional transfer of knowledge, several models in an ensemble distill information between each other, attempting to agree on a solution. The method requires more training resources to co-train models, but deployment only requires a single model (which can be an ensemble by itself). The deployed model follows the PD levels of the training ensemble, but may exhibit some degradation in accuracy due to forcing the components to agree on a solution they may not prefer.

A somewhat opposite approach; Anti-Distillation was proposed in [46], again, embracing ensembles, with an additional (decorrelation) loss that forces their components away from one another. Each component is forced to capture a (more) different part of the objective space, and as a whole, the predictions of the ensemble are more reproducible. This may still come at the expense of accuracy. However, we were able to deploy anti-distillation models with reproducibility improvements and without any accuracy loss. In such models, different components, such as linear components of the model, were able to compensate for the accuracy loss caused by the anti-distillation decorrelation loss.

Distillation from the same teacher can reduce PDs. However, like warm starting to the same solution, it may not necessarily be a desired solution, as it may anchor predictions to an unfavorable teacher. Unlike warm starting, distillation does not need to align parameters to those of the teacher. Using ensemble teachers trained to be reproducible (potentially with anti-distillation) [47] with a more accurate student and/or teacher can improve reproducibility of a deployed model forcing it towards a more reproducible solution, which may not be just that of a disfavored teacher. This method can give a deployed model with the accuracy of a single component model, and reproducibility of the ensemble teacher. An ensemble does not need to be deployed, but must be trained and maintained as a distillation teacher model. Other recent approaches to address the irreproducibility problem attempted to anchor the a solution to some constraint [7, 45] but also degrade performance by constraining the model’s ability to converge to a better solution.

Activations: The Rectified Linear Unit (ReLU) activation [36] has been instrumental to deep networks in recent years. With backpropagation it gives simple updates, accompanied with superior accuracy. Due to its non-smoothness, ReLU imposes an extremely non-convex objective surface. With such surface, the order in which updates are applied is a dominant factor in determining the optimization trajectory, providing a recipe for irreproducibility.

Various recent works started challenging the dominance of ReLU, exploring alternatives. Overviews of various activations were reported in [37, 38]. Variations on ReLU were studied in [24]. Activations like SoftPlus [55], Exponential Linear Unit (ELU) [12], Scaled Exponential Linear Unit (SELU) [25, 41, 50], or Continuously differentiable Exponential Linear Unit (CELU) [6] were proposed, as well as the Gaussian Error Linear Unit (GELU) [20]. The Swish activation [40] (approximating GELU) was found through automated search to achieve accuracy superior to ReLU. Additional GELU like activations; Mish [33], and TanhExp [28], were recently proposed. Unlike ReLU, many of these activations are smooth with continuous gradients. Recent work [9] smoothed ReLU taking only initial coefficients of its Fourier series. Studies [32] (see also [15, 30]) suggested potential advantages to smooth activations, where recent work [52], inspired by our results, applied smooth activations to adversarial training.

2 SYSTEM OVERVIEW

We consider a supervised learning problem in recommendation systems. Logs of past recommendation sets constitute the training dataset. A recommendation set can be a stream of past recommendations that a user engaged with, or it can be an outcome set provided for a specific query issued by the user. A recommended item is assigned a label based on the user response or engagement with the item. In the simplest binary case, which we focus on, the label is either positive, i.e., the user engaged with the item, or negative, the user did not engage with the item.

Many such systems are in the sparse regime. There is a huge selection of items the user can engage with, and a huge set of features that can describe the request as well as the items themselves. Features can be properties of the request, the item, the combination of the two, the user, the recommendation user interface, the recommendation rendering, and more. A single recommendation item, represented as a labeled example in the training dataset, will have only an insignificant portion of features present. Using standard notation, the example is the pair \( \{x_t, y_t\} \), with \( x_t \) being a feature value vector and \( y_t \in \{0, 1\} \) the label. In such sparse problems, most entries in \( x_t \) are 0. Some features are binary; either the ith feature is present, with the respective component \( x^i_t \) of \( x_t \) taking value 1, or absent, with \( x^i_t = 0 \). Some features are categorical, i.e., from a group of features, only one can be present, although for some categories, multiple ones can be in a given example.

Models for such systems can train on the training dataset with multiple epochs, where in each epoch, all or a subset of the currently available training dataset is (re)visited. A trained model is then deployed to provide recommendations to live user requests. These recommendations are ordered by engagement rates predicted by the model, or joined with other signals, such as bids in CTR, and shown to the user based on combination of the predicted engagement rates and the other signals. The requests, their outcomes, and users’ engagements with the outcomes produce more training examples that can be fed into the training dataset, and used to refresh models.
Models can be retrained from scratch on refreshed datasets, or trained continuously when additional data is available.

For some recommendation systems, such as device application installation recommendations, except in special cases, current world trends may have smaller effects on engagement rates. However, in others, such trends can affect which content a user is engaged with, or which ads users tend to click on. Trend as well as other temporal nonstationarities justify online learning, where models train with a single visit to each data point, and examples are ordered in a roughly chronological order. With ample training data, which many such systems have, this reduces overfitting to the training data. (Some of the real systems we consider train online, although, others, for which the time is not as critical, may use data shuffling with different schedules.) For efficiency, production systems have to be mini-batched, parallelized and distributed. Thus even with online systems, training is not per-example online, and model update ordering is only roughly chronological. Training accuracy (and other training metrics) can (still) be evaluated with progressive validation [8], where prediction on each example is evaluated relative to the true label before the model trains on the example. We focus the exposition on online learning production systems, but the methods described also apply to batch training systems. Specifically, some results reported in Section 6 did not use an online schedule.

Recommender deep neural networks can be fully connected or of other architectures. Due to the extreme sparsity, models can train mainly on individual item engagement label rates, although other losses can also be introduced for various purposes. Numerical input features act as inputs to the network. Categorical features are mapped into embedding vectors, each vector representing a category. All features/embeddings are concatenated into an input layer of the deep network. The embeddings constitute the majority of the model parameters, but as described, only an insignificant portion of the stored embedding vectors is present in any training example. Embeddings are stored in highly distributed systems, and the correct vector must be fetched for any training example. Hence, fetching embeddings can be costly. This cost scales with ensembles that store multiple copies of embedding vectors for the same feature, all of which must be fetched for a given example. This can substantially slow ensemble training (unless model components are shared).

Taking the embedding layer as inputs, a network of several hidden layers is used to produce an engagement rate output. Since the sparse parameter space is dominated (by far) by embeddings, deep networks can be rather shallow with single digit layer count. Let \( a^l \) denote the activation output of layer \( l \). The embeddings constitute layer \( l = 0 \). Starting with layer \( l = 1 \), a nonlinearity \( f(\cdot) \) is applied on the output of the previous layer. Then, the layer produces an output \( a^l = W^l \cdot f(a^{l-1}) + b^l \) where \( W^l \) and \( b^l \) are link weight matrices and bias vectors, respectively, that are learned by the network. For the output layer, \( l = L \), \( W^L \) can have a single row (although if multiple losses or outputs are needed, it can have more rows). For binary labeled models, we use logistic regression with logarithmic cross entropy loss. The output of layer \( L \) is converted to probability of positive engagement with the logistic (Sigmoid) function \( \sigma(x) \doteq 1/(1 + \exp(-x)) \). The positive engagement probability predicted by the model is \( \hat{y}_t = \sigma(a^L) \). It is compared against the true label \( y_t \) producing loss whose gradients propagate to the network.

Some form of Stochastic Gradient Descent (SGD) can be used to train the models, including the embeddings, and the weights and biases. Because of the problem sparsity, per-coordinate learning schedules as those in AdaGrad [16] are used, especially for training the embeddings. Actual production models may be a lot more complex with additional architecture, factorization, constraints and components, as well as use more complex optimizers. However, such complications are beyond the scope of this paper, and do not change the results and conclusions.

Hidden layer activations are clipped within some range to ensure numerical stability. Together with capping, some form of normalization should be applied to limit the range of the signal. Without such normalization, an extremely non-smooth objective surface is attained, which at the very least encourages model irreproducibility. Weight normalization [42], layer normalization [5], or batch normalization [23] can be applied. For shallow networks with sparse embedding inputs, batch normalization may not be ideal. Layer norm and a slightly different form of weight normalization have shown beneficial to our production systems. With this form of weight norm, an \( L_p \) norm of a row of \( W^l \), constituting the matrix weights incoming to some output neuron of the layer, is kept at a fixed value \( \varepsilon \). Specifically, with \( p = 2 \), let \( w_j^l \) denote the \( j \)th row of \( W^l \). Then, \( w_j^l \) is replaced by \( \tilde{w}_j^l \doteq v \cdot w_j^l/\|w_j^l\|_2 \). One advantage of this weight norm is that in deployment, normalization can be computed once for all weights, whereas with layer norm, normalization must be computed on the activations for every inference.

A very important trait of mature large scale production recommendation systems is that they have been highly optimized. From our experience, even very small accuracy improvements of small fractions of a percent of the training loss can make a huge difference to the application system’s overall performance. For binary-labeled models, in addition to training loss, ranking loss, commonly computed as Area Under the Curve (AUC) loss is also important.

\[
L_{\text{AUC}} = \frac{1}{N} \sum_{t} \sum_{i,y_i=1} I(\hat{y}_t > \hat{y}_t),
\]

where \( I(\cdot) \) is the indicator function, and \( N \) is the total number of positive-negative label pairs in the validation corpus. Such a loss can also be computed per query (or request) (PQAUC). Training and ranking accuracy tend to be well correlated with many of the practical system’s objectives. Therefore, resources can be saved by eliminating models with bad accuracy metrics without need for live deployment.

Deployed production models may be constrained in complexity, amount of training data, and other system considerations. As such, they may not be able to produce metrics that can be produced without these limitations. Unconstrained teacher models can be trained and used with distillation [21] to transfer such gains to the student to be deployed. Distillation can be advantageous for reproducibility beyond the methods described in Section 1. Some techniques trade off reproducibility to accuracy. We can train more accurate models, with degraded reproducibility, and use distillation to distill the accuracy of these models to more reproducible student models. This approach has been used with gSmELEU to improve production model performance, as we report in Section 6.
3 PREDICTION DIFFERENCE

Engagement rate Prediction Difference (PD) for individual examples is correlated with system level reproducibility performance metrics. For content recommendations, such differences can lead to different or swapped recommendation sets. When predictions are used for auctions, PDs affect the auction outcomes. Unlike classification applications that focus on the final label, in recommendation systems, the exact predicted engagement probabilities can make a difference. Theoretically, we can use different statistics averaged over multiple models [11, 46, 53] such as standard deviations or KL divergences. In [46], various $L_p$ norms relative to an average prediction of a set of models were considered. However, training multiple models is expensive in large scale production systems. Thus a metric with minimal training costs is desirable. PDs between two models in our large scale systems tend to settle to roughly the same values for different pairs of the same model. Thus it is (usually) sufficient to train one pair of models and measure PD between them. We also want a metric that is not sensitive to actual predicted engagement rates. We define the relative PD for example $t$ as the absolute difference between predictions $\hat{y}_{t,1}$ and $\hat{y}_{t,2}$ of models 1 and 2 normalized by their average prediction. Then, the model relative PD, averaged on all examples, is given by

$$\Delta_r \doteq \frac{1}{T} \sum_t 2 \cdot \frac{|\hat{y}_{t,1} - \hat{y}_{t,2}|}{\hat{y}_{t,1} + \hat{y}_{t,2}}.$$  (2)

4 SMOOTH ACTIVATIONS

Several forms of smooth activations have been recently proposed, all attempting to preserve ReLU’s shape with a smooth form. Many can be parameterized with a single parameter, denoted as $\beta$. Let erf$(\cdot)$ be the standard error function and $\Phi(\cdot)$ the standard normal CDF. Functional forms of some smooth activations are:

$$y_{\text{SoftPlus}} = \frac{1}{\beta} \cdot \log \left[ 1 + \exp \left( \beta \cdot x \right) \right]$$  (3)

$$y_{\text{Swish}} = x \cdot \sigma \left( \beta \cdot x \right)$$  (4)

$$y_{\text{GELU}} = x \cdot \frac{1}{2} \left[ 1 + \text{erf} \left( \beta \cdot x / \sqrt{2} \right) \right] = x \cdot \Phi(\beta \cdot x)$$  (5)

Activations such as Mish and TanhExp are similar to GELU and Swish, and did not add benefit to accuracy-reproducibility trade-offs in our systems. Others, such as SELU did not perform as well. GELU can be approximated by Swish with $\text{GELU}(x) = x \sigma \left( \sqrt{2} / \pi \right) x$. Fig. 1 shows the different activations and their gradients for different values of $\beta$. The parameter $\beta$ controls the width of a transition region from approaching 0 on the left towards a slope 1 on the right. For activations in (3)-(5), a smaller $\beta$ gives a wider region, and a larger $\beta$, a narrower one. When $\beta \to \infty$, the activation resembles ReLU, and when $\beta \to 0$, it is close to linear. Activations like GELU and Swish are not monotonic, and have a region in which they change the direction of the gradients. Also, they do not have a stop region, i.e, strictly 0, and a clear slope 1 region. Activations, such as GELU must be either numerically computed or approximated by other functions. Such activations require more complex hardware implementation, especially with cheaper, simplified hardware that supports only a limited number of operations. These properties can make deployment error-prone, expensive, or slow.

ReLU’s noncontinuous gradient partitions the parameter space into regions with multiple local minima. Some equal, but may provide different model predictions. Training randomness leads the model into a region, and converges to its local minimum. Sudden jumps in gradient, like in ReLU, may lock some hidden units at some states, requiring others to compensate by moving towards their nearest optima. If this happens early in training, it determines the trajectory of the optimization. Different examples and update orders thus lead to different trajectories. Smoother activations give a model fewer opportunities to diverge. Wider transition regions allow gradients to change more slowly, and units in the network to gradually adjust. Wider transition regions are closer to more reproducible linear functions. However, a good activation must also retain good accuracy. Softplus, for example, may not achieve accuracy as good as other activations. Roughly, reproducibility improves by widening activations’ transition regions, but accuracy moves in the opposite direction. However, as observed on our datasets, there exist tuning points where smooth activations outperform ReLU on both accuracy and reproducibility. This is demonstrated in Section 6. Smooth activations thus provide a tuning knob (the
parameter $\beta$ to trade off between accuracy and reproducibility. Trade-offs as we described are usually dataset, model architecture, and model configuration dependent.

5 SMOOTH RELU - SMELU

As mentioned above, there are several disadvantages to activations in (3)-(5) and others alike. In this section, we introduce a new, simple smooth activation SmeLU, that gives competitive accuracy-reproducibility trade-offs. We then generalize the methodology to describe a larger family of activations.

5.1 SmeLU

Using linear and quadratic pieces [22] but asymmetrically (unlike [22]), we design SmeLU to keep ReLU’s functional form, including monotonicity, complete stop on the left, and gradient of 1 on the right. Multiple pieces are joined with smoothness, continuous gradient, constraints. We match both sides of ReLU with a middle quadratic region. Let $\beta$ be the half-width of a symmetric transition region around $x = 0$. Reciprocally to (3)-(5), a smaller $\beta$ gives a narrower transition region, and a larger a wider one. With constraints: a) $y = 0$ to the left of the transition; b) $y = x$ to the right of the transition; c) continuous gradient at the transition boundaries:

$$(dy/dx)|_{x=-\beta} = 0, \quad (dy/dx)|_{x=\beta} = 1,$$  

we arrive at the SmeLU activation function:

$$y_{\text{SmeLU}} = \begin{cases} 0; & x \leq -\beta \\ (x+\beta)^2; & |x| \leq \beta \\ x; & x \geq \beta. \end{cases}$$  

The 3rd column in Fig. 1 shows SmeLU and its gradient as function of $\beta$. SmeLU is a convolution of ReLU with a box of magnitude $1/(2\beta)$ in $[-\beta, \beta]$. Its gradient is a hard Sigmoid. As we report in Section 6, despite its simplicity, SmeLU’s accuracy-reproducibility trade-offs in real systems are competitive with the more complex smooth activations. A greater $\beta$ tends to produce better PD and a smaller $\beta$ better accuracy. Using larger $\beta$ values in layers closer to input features and smaller ones closer to the output may allow lowering PDs, because of better smoothness closer to most model parameters (the embeddings) with compensation for accuracy closer to the output. While this approach interacted well with weight normalization, it did not with layer normalization.

Figs. 2 and 3 demonstrate loss landscapes vs. inputs with deep networks whose weights and biases were fixed to random values and a single input is fed into the network (Fig. 2) or two inputs are fed into the network (Fig. 3). Different loss functions and different normalization strategies are shown. Activations are clipped within a predefined range. Curves and surfaces are shown for ReLU, and SmeLU with different $\beta$ values. The ReLU networks exhibit multiple local (and global) optima, and very non-smooth overall curves or surfaces. Even with very small $\beta$, smoothing of the curves or surfaces from SmeLU is clear, as well as reduction of the quantities of optima. The objectives appear smoother as we increase $\beta$. The second row in Fig. 3 illustrates the changing of the manifold surrounding a local maximum, which gradually disappears with increasing $\beta$ giving a single global minimum when $\beta = 2$. Smoothing reduces the opportunities of the optimization to end up in a different minimum. However, too much smoothing also reduces the ability of the model to distinguish between parameters. For example, while the loss for $\rho_1 = 0.1$ at the top of Fig. 2 is clearly

Figure 2: Normalized loss objective curves (scaled to fit the same axes) as function of a single input to a random network with 5 hidden layers of dimensions [256, 128, 64, 32, 16] activated by ReLU, and SmeLU with different $\beta$ values. Activated values are clipped to $[-6, 6]$. The last layer outputs a scalar score $s$. Then, for positive label probability $p_1$ (noted on the graphs), the graphs show logistic loss $L = p_1 \log(1 + \exp(-s)) + (1 - p_1) \log(1 + \exp(s))$. Top row: link weights are from a normal distribution $\mathcal{N}(0, 0.25)$, biases from $\mathcal{N}(0, 0.25)$, and weight normalization is applied. Middle row: Link weights and biases drawn from $\mathcal{N}(0, 1)$, and layer norm is applied. Bottom row: the activation; ReLU on the left, and SmeLU with $\beta = 0.1, 0.5, 1$ in the remaining columns.
5.2 Generalized SmeLU

The constraints in (6) can be generalized by allowing for asymmetry, shifts, and different gradients \( g_+ \neq 0 \) to the left and \( g_+ > g_- \) to the right of the quadratic transition region. Using

\[
\frac{dy}{dx}|_{x=-\alpha} = g_-, \quad \frac{dy}{dx}|_{x=\beta} = g_+, \quad y(x = -\alpha) = t
\]

(8)

generalized SmeLU (gSmeLU) is defined by \( \{\alpha, \beta, g_-, g_+, t\} \). To cross the origin, \( \alpha, \beta > 0 \), and \( t \leq 0 \). For a leaky and monotonic activation, \( g_- > 0 \). Enforcing (8) and continuity at \( x = -\alpha \) and \( x = \beta \) leads to

\[
y_{gSmeLU} = \begin{cases} 
    g_- x + t + g_- \alpha; & x \leq -\alpha \\
    ax^2 + bx + c; & -\alpha \leq x \leq \beta \\
    g_+ x + t + \frac{a\beta - b}{2}g_- + \frac{a\beta - b}{2}g_+; & x \geq \beta
    \end{cases}
\]

(9)

with

\[
a = \frac{g_+ - g_-}{2(\alpha + \beta)}; \quad b = \frac{ag_+ + \beta g_-}{\alpha + \beta}; \quad c = t + \frac{a^2(g_+ + g_-) + 2\alpha\beta g_-}{2(\alpha + \beta)}. \quad (10)
\]

Examples of gSmeLU (with \( t = 0 \)) are shown on the right column of Fig. 1. SmeLU is obtained with \( g_- = 0, g_+ = 1, \alpha = \beta \) and \( t = 0 \). Hyper-parameters of generalized SmeLU can be learned in
6 LARGE-SCALE PRODUCTION SYSTEMS

SmeLU was deployed in multiple recommendation production systems for multiple products, with a wide range of architectures and objectives, where irreproducibility was a critical concern. For sponsored advertising CTR prediction, using SmeLU allowed replacing costly ensembles by a single network in several products. In one system, PDs of 17% were observed with single-network ReLU models. A three component ensemble lowered PD to 12%. SmeLU with a single component network lowered production PDs to 7.5% (55% reduction) with no accuracy degradation relative to the ensemble, reducing ensemble complexity and technical debt. Tuning to narrower $\beta$, keeping PD equal to that of the ensemble, gave 0.3% PQAUC loss improvements, giving substantial system metrics improvements. In another system, SmeLU gave over 0.5% PQAUC loss improvements in production, keeping PDs equal to those of an ensemble, but also providing 33% training speed improvements due to elimination of multiple embedding lookups. In a different system, PDs were reduced from 20% to 10%. In a content recommendation system, SmeLU provided 6% decrease of recommendation swapping rate, with other additional positive metrics. In an application installation recommendation system, SmeLU gave up to 6% decrease of PDs.

For a clean comparison of accuracy-reproducibility trade-offs of smooth activations and SmeLU, we also tested them on a “toy” simple model on real CTR prediction data for sponsored advertisement. We constructed a simple 6 layer fully connected network with dimensions [1024, 512, 256, 128, 64, 16] with 5 informative features that were learned as embedding vectors, providing a total of 240 inputs. Models were identically initialized, training with data-shuffling in [1024, 512, 256, 128, 64, 16] using 5 informative features that were learned as embedding vectors, providing a total of 240 inputs. Models were identically initialized, training with data-shuffling. We unveiled the importance of irreproducibility in real world large scale recommendation systems. We demonstrated how ReLU exacerbates this problem, and described using smooth activations as an approach to mitigate it. We presented SmeLU, which is a simple smooth activation that can be used to improve reproducibility, and reported production launches in real recommendation systems that were able to benefit from SmeLU to improve reproducibility, accuracy, and efficiency. We also described a generalization of SmeLU that can improve model accuracy, and reported how it was productionized, gaining efficiency without harming reproducibility.

7 CONCLUSIONS

improvements can still be leveraged on a teacher model in a distillation set up. In one system, gSmeLU gave about 0.15% PQAUC loss reduction to the teacher model, which was leveraged to speed up convergence of the student, reducing training time by 13%.
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