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The National Health and Family Planning Commission requires medical institutions to use the International Classification of Diseases (ICD) codes. However, due to many commonly used words in clinical disease descriptions, the direct mapping matching rate between the diagnosis names entered in the electronic medical records and the ICD codes is low. In this paper, based on the actual diagnostic data on the regional health platform, a disease term map incorporating standard terms was constructed. Specifically, based on the rule algorithm based on the components of the disease, a data-enhanced BERT (bidirectional encoder representation from transformers) upper and lower relationship recognition algorithm is proposed. Synonymous upper and lower relationships identify diseases, and the hierarchical structure is further integrated. In addition, a task assignment based on the association map of disease departments is also proposed. Methods were used for manual verification, and finally, 94,478 disease entities formed a large-scale disease term map, including 1,460 synonymous relationships and 46,508 hyponymous relationships. Evaluation experiments show that, based on the disease term map and clinical diagnosis, the coverage rate of diagnostic data is 75.31% higher than direct mapping coding based on ICD. In addition, using the disease term map to code diseases automatically will shorten the coding time by about 59.75% compared with manual coding by doctors, and the correct rate is 85%.

1. Introduction

With the continuous improvement of informatization in the medical field, medical research institutions in Europe and the United States have established a series of medical terminology databases, such as the systematized nomenclature of medicine-clinical terms (SNOMED-CT) [1], the unified medical language system (UMLS) [2], ICD-10 (international classification of diseases 10th revision) [3], and ICD-11 (international classification of diseases 11th revision) [4]. Among them, the National Health Commission of the People’s Republic of China clearly requires all medical institutions to uniformly use the Chinese version of ICD-10 (ICD10) in the writing of medical records, which greatly promotes the standardization and standardized management of medical services.
However, when ICD10 is actually applied to clinical data, less than 20% can directly establish the mapping. There are two main problems: first, the diversity of disease name descriptions. For example, “urinary tract infection” is a common term in clinical diagnosis, but it is not included in the ICD10. The word is a synonym for “urinary tract infection”; the corresponding code in ICD10 is N39.0. Second, the granularity of common disease terms is finer. For example, “diabetes with ocular changes” cannot find a matching synonym in ICD10, only its hyponym “diabetes” can be found, and the corresponding code of diabetes in ICD10 is E14.900. Therefore, using ICD10 as the standard to construct a disease term map that integrates common terms, and incorporating common terms as synonyms or hyponyms into ICD10, can effectively establish the mapping relationship between disease names and ICD10, which will facilitate doctors to find disease names or machine ICD automatic coding. However, the fusion of common terms requires a lot of medical knowledge, and the manual mapping is time-consuming and labor-intensive, and the accuracy of automatic machine mapping is relatively low. In addition, the classification system of ICD10 continues the traditional list structure, which is too flat and inconvenient to browse and search.

In view of the above problems and difficulties, this paper proposes a large-scale disease terminology map construction scheme that integrates common terms. Specifically, this paper screened out the common terms in the disease data of the Shanghai regional medical and health platform (which contains the clinical diagnosis and treatment information of 38 tertiary hospitals in the city) and integrated the common terms with ICD10. In addition, in order to facilitate doctors’ search, the category layer of ICD10 and the hierarchical structure of the Chinese version of ICD-11 (abbreviated as ICD11) were further integrated to form a large-scale disease term map fused with common terms. The construction of the disease term map combines the advantages of machines and humans. In the proposed scheme, firstly, the components of disease words are analyzed, and the synonymous relationship between diseases is identified by the rule algorithm based on disease components, and the upper and lower relationship between diseases is found through the data-enhanced BERT (bidirectional encoder representation from transformers) upper and lower relationship identification algorithm. Then, using the characteristics of the ICD system itself, according to the type of disease, the disease data is verified based on the subspecialty grouping. The main contribution of the paper includes the following aspects:

(1) Constructing a large-scale disease term map fused with common terms for clinical diagnosis data, the map can represent the hyponymous relationship and synonymous relationship between medical terms and fuse common terms with standard terms. In the end, 1460 synonymous relations and 46508 upper and lower relations were found.

(2) Designing a task assignment method based on the association map of disease departments, which is convenient for proofreaders to verify medical data, so as to ensure the accuracy of the relationship between disease medical entities.

(3) Experimental studies reveal that the disease term map constructed in this paper is efficient in terms of the coding coverage, coding efficiency, and coding accuracy when compared with the manual coding and ICD10 system.

2. Related Work

There are abundant researches on the construction of terminology system at home and abroad. A large number of biomedical classification systems have been presented in the literature. In addition to the general classification systems such as UMLS [1] and SNOMED-CT, there are also subdivisions such as the drug-oriented naming system RxNorm [1], the inspection-oriented coding system LOINC [2], and the widely used International Classification of diseases system. The domestic medical terminology system is constantly in line with international standards, such as ICD10. The construction of the early terminology system is purely manual, such as the semantic-oriented English dictionary WordNet [2] and the common knowledge graph CYC [3], in which CYC consists of 500,000 entities and 7 million assertions.

In recent years, the use of automatic methods to construct terminology systems has been widely used. The construction process involves the problem of automatic classification and induction; that is, it can effectively expand the entire knowledge structure. A large number of works have studied methods based on language model matching to solve the problem of terminology and its relationship with the problem of automatic classification and induction of relations between hypernyms. For example, Demir et al. [4] described a method to automatically obtain hyponyms from unrestricted text, and determined a set of lexical-syntactic patterns that were easy to identify. Reference [5] proposed a graph-based approach aimed at automatically learning lexical taxonomies starting from domain corpora and the Web. Experiments show that high-quality results can be obtained both when constructing a completely new taxonomy and when reconstructing the WordNet subhierarchy. Reference [6] proposed a new algorithm to automatically learn the upper and lower (isGa) relations from text to solve the problem of automatically constructing and extending semantic taxonomies such as WordNet. Reference [7] proposed a new metric-based framework for the task of automatic classification and induction. In recent years, the use of word embedding-based methods to identify relations to reconstruct taxonomy is also very popular [8–11].

New information such as common terms is added to the existing taxonomy, mainly focusing on enhancing the WordNet taxonomy [12] enriched WordNet with 310,742 named entities and 381,043 “relationship instances.” Reference [13] created Medical-WordNet, which is not only a lexical expansion of medical terms in the original WordNet, but a new type of repository. Reference [14] studied the knowledge structure expansion problem, that is, how to add a large number of new concepts to the existing knowledge structure.
There are dual challenges to this problem, how to detect unknown entities or concepts and how to insert new concepts into existing knowledge structures without destroying the semantic integrity of newly created relationships. They propose a framework for ETFs to enrich large-scale general taxonomies with new concepts from sources such as news and research publications, linking new concepts to existing concepts and gaining potential parent-child relationships. However, the manual construction method requires a lot of manpower and material resources, and only the automatic construction method cannot guarantee the correct rate of the machine. Therefore, this paper adopts a method combining manual and automatic construction.

3. Construction of Disease Terminology Atlas

3.1. Problem Definition. This paper refers to and expands the classification hierarchy of ICD10 and ICD11 and defines the relationship between disease medical entities as follows:

Definition 1. Mapping relationship \( R(E_i, E_j) \) between different disease medical entities. Among them, \( E_i \) and \( E_j \) are disease medical entities, and \( R \) is the mapping relationship. There are two types of mapping relationships:

1. is\_hyponym: relation is\_hyponym \((E_i, E_j)\) represents the upper and lower relationship between entities \( E_i \) and \( E_j \). In particular, the is\_hyponym relation is inversely functional: is\_hyponym \((E_i, E_j)\) \( \Leftrightarrow \) is\_hyponym \((E_j, E_i)\), that is, \( E_i \) is the hyponym of \( E_j \), which is equivalent to \( E_j \) being the hyponym of \( E_i \). For the sake of convenience, unless otherwise specified, the upper and lower relations in this paper refer exclusively to the upper and lower relations

2. is\_same: Relation is\_same \((E_i, E_j)\) represents the synonymous relationship between entities \( E_i \) and \( E_j \). The synonymous relationship includes two parts: one is the medical synonymous relationship, similar to the synonymous relationship between “insulin-dependent diabetes mellitus” and “type 1 diabetes mellitus” The second is the synonymous relationship caused by the different writing habits of doctors, similar to the synonymous relationship between “type 1 diabetes” and “diabetes (type 1)”.

The main task of this paper is to link common terms to ICD10 according to the relationship of disease medical entities and to fuse the category layer in ICD10 with the hierarchical structure of ICD11, so as to construct a large-scale disease term map that integrates common terms. Among them, common terms are defined as the names of diseases that appear more than 5 times in the clinically diagnosed disease data on the regional platform.

3.2. Overall Framework. The overall framework of this paper is shown in Figure 1. ICD10 fuses common terms, then adds ICD11 hierarchical structure information, and finally forms a disease term map fused with common terms. The left side of Figure 1 shows the basic framework of the disease term map. The fusion process is to determine whether the disease pairs with the standard disease terms in ICD10, and whether the common terms have a hyponymous relationship or a synonymous relationship. According to the disease medical entity relationship of the disease pair, the commonly used words are linked to each layer of the ICD10 to realize the classification of the commonly used words. The right side of Figure 1, respectively, shows the use of the disease component rule algorithm to identify whether the disease pair has a synonymous relationship, and the combination of BERT to identify whether the disease pair has an upper and lower relationship on the basis of the disease component based rule algorithm. Secondly, according to the mapping rules, the category layer in ICD10 is linked to the hierarchical structure of ICD11. Finally, in order to ensure the correctness of the fusion results, a task assignment method based on the association map of disease departments is introduced, which is convenient for verifiers to correct the relationship between disease medical entities contained in the disease term map.

3.3. ICD10 Fusion Phrases. For the task of identifying the relationship between disease terms, this paper defines it as the identification of synonyms and hyponyms, and the focus is on the identification of hyponyms. Reference [15] proposed a rule-based upper and lower identification algorithm, which is driven by knowledge and used for relationship judgment by preconstructing a dictionary containing a large number of fine-grained clinical entities and a set of upper and lower relations between entities. The rule-based method can identify the upper and lower relationships with high quality, but limited by the size of the dictionary, its recall rate is very low. Therefore, on the basis of using the pretraining model combined with the reference results provided by the rules to provide auxiliary information, this paper proposes a data augmentation-based BERT upper and lower relationship recognition algorithm.

Given a disease pair \((X_1, X_2)\), \(X_1\) is the standard disease term in ICD10, and \(X_2\) is the common term. Firstly, \(X_2\) is sent to the rule algorithm based on disease components, and the optimal matching word \(X_3\) of \(X_2\) in the ICD10 corpus is obtained and the optimal matching pair \((X_2, X_3)\). Next is the reference pair \((X_3, X_1)\). Then, the disease pair \((X_1, X_3)\) and the reference pair \((X_3, X_1)\), respectively, go through BERT [16] to obtain the correlation representation [12] and [17] of the two elements in the word pair. Finally, concatenate [12] and [18], and use the feed forward neural network (FNN) to predict the upper and lower relationship.

In this paper, common terms and all the standard disease terms in ICD10 are formed into disease pairs, and the data-enhanced BERT epigenetic relationship recognition model is used to predict the hypostatic relationship of disease pairs, and all the prediction results are predicted as hyponymic relationships according to the model. The probability is sorted, and the highest probability \((X_1, X_2)\) is taken as the final output result.
3.3.1. Reference Pair Construction. The goal of constructing the reference pair \((X_3, X_1)\) is to provide assistance for the identification of the upper and lower relationship between the disease pair \((X_1, X_2)\), by judging the correlation between the reference results \((X_3, X_1)\) predicted by the rule algorithm based on disease components information. Therefore, this paper defines the disease components to obtain the corresponding dictionary and uses the rule algorithm based on the disease components to obtain \(X_3\).

(1) Definition of disease components: based on the analysis of the clinical diagnosis data of 38 hospitals included in the ICD and regional medical platform, this paper summarizes the disease words into atomic disease words, causal words, pathological words, and parts. Part words and clinical expression words are composed of five major components. Table 1 gives the specific meanings.

(2) The rule algorithm based on disease components gives the disease name set \(D = \{D_1, D_2, D_n\}\) of ICD10, where \(n\) is the total number of disease names. The rule algorithm based on disease components firstly segmented \(D_i\) and \(X_2\) based on the bidirectional maximum matching algorithm of disease components and eliminated the invalid words “accompanied by” etc. Then, replace the remaining words with their corresponding standard names, thereby obtaining valid element sets set\(D\) and set\(X\), respectively. For the elements in the valid element sets set\(D\) and set\(X\) of \(D_iX_2\), this paper iteratively replaces the hyponymous disease components with their hypernyms to detect the epistasis relationship, until the following situations occur.

If set\(X\) contains set\(D\), then \(D_i\) is the hypernym of \(X_2\) and returns the number of subsituations; otherwise, continue to perform hypernym substitution until there is no hypernym to replace. Finally, set \(X_3\) as \(D_i\) satisfies the hypernym condition and has the least number of substitutions. The pseudocode of the algorithm is shown in Algorithm 1.

The problem of identifying the semantic relationship of disease medical entities based on the BERT hypernym relationship recognition algorithm based on data enhancement can be regarded as a classification task, that is, whether the standard disease term \(X_1\) in the ICD10 is a hypernym of the common term \(X_2\). The model architecture is shown in Figure 2.

This paper uses the pretrained language model BERT to encode disease pairs \(X_1, X_2\) and reference pairs \(X_3, X_1\), respectively. Taking the disease pair \(X_1\) and \(X_2\) as an example, the [SEP] tag is used to identify the segmentation information of the two disease words, and a special tag [CLS] is added at the beginning of the input sequence to form “[CLS]\(X_1\) [SEP] \(X_2\) [SEP]” as input. The model first calculates the input embedding, which includes the sum of word embedding, sentence embedding, and position embedding. Then, the input embedding is sent to the bidirectional...
The transformer model, and the output [CLS] contains the information about whether the two disease words are related. The final output [18] of the labeled [CLS] is used as the correlation representation in the classification task vector. Similarly, the reference pair $X_3, X_1$ is sent to BERT to get [19]. Finally, [20], [21] are concatenated and sent to the feed forward neural network, and the output result is 0/1 (0 means there is no relationship between the two, and 1 means that $X_1$ is the upper and lower relationship of $X_2$).

### 3.3.2. Comparison Experiment of Term Graph Relationship Recognition Algorithm.

This paper verifies the effectiveness of the algorithm used in constructing a disease term graph that integrates common terms. We use the disease data in the regional medical platform as the experimental data set. In particular, there are few synonymous relationships between disease names in this dataset, so the rule algorithm based on disease components is directly used to judge the synonymous relationship, so this paper only conducts comparative experiments on the upper and lower relationship.

This paper selects four relationship recognition algorithms:

1. **String similarity algorithm:** first, find out the Levenshtein distance $(X_1, X_2)$ between the standard disease term $X_1$ and the common term $X_2$ in

| Disease components meaning | Disease components meaning |
|----------------------------|----------------------------|
| Atomic disease words       | Atomic disease words: a part of a disease name, but not divide into finer grained words, such as diabetes |
| Causal words               | Including the cause of disease and conditions. The cause of disease refers to those factors that can cause the disease and give the disease specificity, for example, hereditary |
| Pathological words         | Modifying words such as severity, nature, and period of onset. For example, pregnancy is the pathological word of "gestational hypertension" |
| Part words                 | Indicating the location of disease in disease name. For example, stomach is the part word of "gastric ulcer" |
| Clinical expression words  | A series of abnormal changes in a patient’s body after he has a certain disease, such as "fever" |

**Algorithm 1:** Rules of algorithm based on disease components.

**Input:** Standard disease terms $X_i$ in ICD10, common terms $X_r$ in clinically diagnosed disease data, synonymous relation set $R$ in the dictionary of disease components, stop word set $S = \{S_1, S_2, ..., S_n\}$, disease components HypernymMap in the lexicon;

**Output:** The relationship of disease to $(X_1, X_2)$ Perform word segmentation on $(X_1, X_2)$ according to the bidirectional maximum matching algorithm, and obtain the components of $X_1 = \{X_{11}, X_{12}, ..., X_{1m}\}$, $X_2 = \{X_{21}, X_{22}, ..., X_{2n}\}$ for $X_2 \in X_2$ do if $X_2 = S_i$ then Move $X_2$ out of $X_2$ elseif $X_2 \in R$ then Replace $X_2$ with the standard synonym in $R$ endif endfor Do the same steps 2 to 8 for $X_1$ ; Obtain the effective component set setX of $X_2$ and the \ effective component set setD of $X_1$ respectively ; if setX \ − \ setD = \ \emptyset \ then \ return \ synonymous \ relation ; else \ if \ setD \ \in \ setX \ then \ return \ upper \ − \ lower \ relationship ; else \ while \ X_2 \ \in \ setX \ has \ hypernym \ in \ HypernymMap \ do \ Replace \ X_2 \ \in \ setX \ with \ its \ hypernym \ counterpart \ X_2i ; \ if \ setX \ − \ setD = \ \emptyset \ then \ return \ synonymous \ relation ; \ break ; else \ if \ setD \ \in \ setX \ then \ return \ upper \ and \ lower \ relationship ; \ break ; endif \ return \ irrelevant \ end if \ Algorithm 1: Rules of algorithm based on disease components.
ICD-10 for each disease pair. The Levenshtein distance refers to the minimum editing operation required to convert two strings from one to the other frequency. If the result of distance \((X_1, X_2)\) exceeds the threshold, it is considered that \(X_1, X_2\) have an upper-lower relationship; otherwise, there is no relationship. The threshold set in this paper is 0.8 (2) Dynamic distance loss model: Reference [11] trains a hyponym vector \(O_{X_1}\) and a hypernym vector \(E_{X_2}\) for each common phrase \(X_2\). Whenever \(X_2\) appears as a hyponym, use \(O_{X_2}\); whenever it appears as a hypernym candidate, use \(E_{X_2}\). Then, use the supervised corpus to train the SVM model, and use the trained model to judge whether the input disease pair \((X_1, X_2)\) is a hypernym pair.

(3) Rule algorithm based on disease components: according to Reference [15], the disease pairs \((X_1, X_2)\) are firstly segmented according to the dictionary, and the elements after word segmentation are subjected to stop words and standardization operations. If the elements of \(X_1\) are included in the elements of \(X_2\), then \(X_1\) is the hypernym of \(X_2\), otherwise, iteratively replaces that element of \(X_2\) with its hypernym.

(4) BERT reference [16]: input the disease pairs \((X_1, X_2)\) in the form of \([CLS] X_1 [SEP] X_2 [SEP]\) into the pretraining model BERT, followed by a feed-forward neural network for binary classification.

For the relationship identification results, the evaluation indicators in this paper use the most commonly used Precision, Recall, and \(F_1\) score as the evaluation criteria. The calculation formula of the evaluation results is

\[
\text{Precision} = \frac{\text{Number of right relationships}}{\text{Total number of relationships}} \times 100\%
\]

\[
\text{Recall} = \frac{\text{Number of right relationships}}{\text{Total number of relationships in standard results}} \times 100\%
\]

\[
F_1 \text{score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \times 100\%.
\]

Table 2 and Figure 3 show the Precision, Recall, and \(F_1\) score of the five comparison algorithms. Compared with the existing algorithms, the proposed algorithm obtains the

![Algorithm model of BERT upper and lower relationship recognition based on data enhancement.](image-url)
best F1_score value, and Precision, Recall, and F1_score are 96.89%, 92.28%, and 94.70%, respectively. For the rule-based relationship recognition method, its Precision reaches 100%, but the Recall is very low, because the algorithm is limited by the size of the dictionary and does not cover completely, but its prediction results have high confidence. This is also the reason why this paper integrates the algorithm to provide auxiliary information. In addition, we found that the F1_score value of the proposed algorithm is 0.92% higher than that of using BERT alone, which proves the effectiveness of the data augmentation-based BERT subordinate relationship recognition algorithm.

3.4. Add ICD11 Hierarchy Information. With the help of the mapping table published on the official website of ICD10 and ICD11, this paper links all category-level diseases in the ICD10 structure that incorporates common terms to the ICD11 hierarchy to add ICD11 hierarchy information to obtain a more fine-grained disease hierarchy. The structure is convenient for doctors to view and screen diseases. The reason for adding ICD11 hierarchy information is as follows:

(1) The hierarchical structure of the 3-digit category code of ICD10 is too flat and fails to reflect the hierarchical structure of diseases. “diabetes” and “endocrine diseases” are on the same level in ICD10, and “diabetes” should belong to “endocrine diseases”; that is, “diabetes” should be located at the lower level of “endocrine diseases”

(2) The classification of diseases is becoming more and more refined. ICD11 adjusts the classification axis, changes the classification level, adds or refines taxonomic units, and revises and improves the original classification structure and classification knowledge of ICD10. However, in view of the fact that medical institutions have used ICD10 as a disease code in the past 10 years, therefore, it is necessary to use ICD10 to fuse with common terms first and then add the hierarchical structure information of ICD11.

The classification code of the ICD10 standard is firstly the category, which is divided into suborders with a total of three levels. In this paper, ICD10 category layer diseases are mapped to ICD11 diseases at any layer, and it is found

| Algorithm                              | Precision | Recall | F1_score |
|----------------------------------------|-----------|--------|----------|
| String similarity algorithm            | 96.56     | 80.03  | 72.97    |
| Dynamic distance loss model            | 72.32     | 88.73  | 80.36    |
| Rule algorithm based on disease components | 95.52     | 22.12  | 36.23    |
| BERT                                   | 94.63     | 91.84  | 93.52    |
| Proposed method                        | 96.89     | 92.28  | 94.70    |

Table 2: Comparative experimental results.
that ICD10 category layer can map 90.34% of the diseases in ICD11, so the diseases in the category layer in ICD10 (2047 in total) are mapped to the ICD10 category layer diseases. The results of each layer node of ICD11 are shown in Table 3 and Figure 4. A total of 2521 items are mapped in Table 3, while there are 2047 items in the ICD10 category level diseases, and the reason for the extra 474 items is that 213 items are not uniquely mapped. For example, “Other bacterial enteric infections” (code A04) in the ICD10 category layer is further split into “Other Vibrio enteric infections” (code A01) and “Escherichia coli” in ICD11. “Intestinal infection” (code A03), “bacterial intestinal infection, unspecified” (code A02) result in nonunique mappings. Therefore, it is necessary to further align the ICD10 suborder and detail layers with the ICD11 multiple mapping, and this requires the intervention of professional medical staff, so this paper uses the task assignment method based on the association map of disease departments to perform knowledge verification on the large-scale disease term map constructed with the fusion of common terms.

3.5. Knowledge Verification. Even after data enhancement, the upper and lower relationship recognition algorithms based on the above still cannot guarantee that the predicted upper and lower relationships are all correct, and two types of errors may occur:

(1) Common terms are related to wrong ICD10 names. For example, “type 2 diabetic neuropathy” has an upper and lower relationship with “type 2 diabetic neuritis” through an algorithm, and the correct one should be “type 2 diabetes with neurological complications”.

(2) The name of ICD10 is not a direct hypernym of common expressions. In this paper, the most adjacent hypernyms in the hierarchy of common terms are called direct hypernyms. The hypernym relationship is transitive; that is, X is the direct hypernym of Y, Y is the direct hypernym of Z, and X is the hypernym (nondirect hypernym) of Z. For example, “type 2 diabetic macro albuminuria” has an upper and lower relationship with “type 2 diabetes” through an algorithm, and “type 2 diabetic nephropathy” is the direct hypernym of “type 2 diabetic macroalbuminuria”.

The departments corresponding to the standard disease terms in the disease pair are divided into multiple department-based term subsets to be verified. The same subset of terms to be verified will be assigned to multiple proofreaders in the same department for verification and modification. After completion, it will be automatically judged by the machine, and the data with the reliability of the verification result higher than 0.5 will be classified. For the correct term set, the rest will be checked by experts.

Table 3: ICD10 category layer mapped to the mapping of each layer of ICD11.

| ICD11 hierarchy | Mapping number | Mapping percentage (%) |
|-----------------|----------------|------------------------|
| 3rd             | 688            | 28.11                  |
| 4th             | 1049           | 45.75                  |
| 5th             | 582            | 22.80                  |
| 6th             | 115            | 5.06                   |
| 7th             | 17             | 0.50                   |

(1) Assignment of tasks based on the department where the disease is located. For the standard disease terms and common terms in the disease pair ICD10, firstly, according to the added hierarchical structure information of ICD11, the standard disease terms in the disease pair are roughly classified according to chapters, and then use the disease department knowledge map we constructed previously. The standard disease terms under each chapter are subdivided by departments, and the disease pairs that are finally classified into the same department will be filled in the same knowledge verification form, and the hierarchical structure of their standard disease terms will be expanded.

(2) Manual proofreading: the same task will be assigned to n (n ≥ 3) medical staff for verification, in order to reduce the randomness and chance of verification results. In response to the wrong ICD10 name on the link of common words, the medical staff modified the knowledge verification table (the hierarchy of the term base where the common term is located), it is judged whether the common term is a direct hypernym, and the corresponding modification is made. In the manual proofreading process, if all proofreaders have not modified a certain piece of data, the piece of data will be directly added to the correct term set.

(3) Proofreading consistency judgment: when multiple people proofread the same piece of data, there will be a variety of modification situations. In view of the inconsistency of multiperson proofreading results, it is necessary to evaluate the quality of proofreading results. For the results of manual proofreading, the specific quality assessment is as follows: each piece of data to be proofread is regarded as a proofreading task Tj, and each proofreading task Tj is guaranteed to have n (n ≥ 3) proofreaders to check. Each proofreader may have n kinds of proofreading results in a verification task dj. Therefore, the confidence level of each proofreading result is calculated as

\[ td_j = \frac{n_j}{n} (j = 1, 2, \ldots, m) \]  

(2) Among them, n_j represents the number of people who
choose the jth proofreading result. If $td_j > 0.5$, the result of the jth proofreading task of this proofreading task $T_i$ is correct, and the correct term set will be output directly; otherwise, $T_i$ will be checked by medical experts.

(4) The man-machine combination method saves labor costs. First, for each common term, the algorithm predicts its position in the ICD10. Although this may not be exact, the assignment of the subtree of terms in which it resides is generally accurate. For example, “type 2 diabetic neuropathy” and “type 2 diabetic macro albuminuria”, are both subtrees of the term “type 2 diabetes mellitus”. This ensures that the data search space is reduced from ICD ensemble search to subtree search. Moreover, diabetes belongs to the department of endocrinology as a whole, and the assignment of specialist proofreading personnel is also correct, which ensures that personnel can check familiar diseases.

4. Disease Term Coding Assessment

4.1. Assess Coding Coverage. In order to verify that the disease term map constructed in this paper can effectively cover more clinical diagnostic data, we extracted 10,038 data from the electronic medical record (EMR) discharge summary table as the first group of evaluation data and from the follow-up data. 9426 pieces of data were extracted as the second group of evaluation data, and the number of successful mapping of disease coding based on ICD10 and the disease term map constructed in this paper was counted. The mapping results are shown in Table 4 and Figure 5.

It can be seen from Table 4 that using the disease term map constructed in this paper can increase the coding coverage rate by 74.37% on average compared to the one based on ICD10, which proves that more disease-corresponding codes can be found using the disease term map. However, the disease term map constructed in this paper still fails to find all the medical entity relationships of diseases, and the reasons include two aspects: (1) due to the fact that there are two disease names in the real data. For example, the disease name “neonatal convulsion (epilepsy)”, in which “neonatal convulsion” corresponds to P90 in ICD10, the corresponding code of “epilepsy” in ICD10 is G40.901, and “neonatal convulsion” and “epilepsy” are two diseases, and it is difficult for the disease term map to distinguish the disease code according to the algorithm. (2) Data that is not the name of the disease appears in the real data, such as “after autologous stem cell transplantation” and “after posterior urethral valve operation”. For the first case, different weights can be set for disease names containing two codes according to the symbols. For the second case, the occurrence of data with nondisease names should not have been linked to the Disease Terminology Atlas.

4.2. Evaluate Coding Efficiency. In order to verify the advantages of the large-scale disease term map constructed in this paper fused with common terms in the medical field when doctors fill in disease codes, we set up two evaluation methods, manual coding and machine-assisted coding, in order to compare the constructed disease term map for doctors. For the effect of coding disease efficiency for manual coding, we recruited 5 medical staff who were familiar with ICD codes, given the ICD10 disease standard classification codes, and counted the completion time of 5 testers to find out the matching codes for 50 randomly sampled disease names.

| Coding mode                  | Mapping rate of data coding |
|------------------------------|----------------------------|
| The 1st group                | The 2nd group              |
| Coding based on ICD10        | 11.96 12.01                |
| Coding based on our method   | 95.69 74.37                |
For machine-assisted coding, we first used the disease term map constructed in this paper to automatically find the ICD10 codes corresponding to 50 disease names and displayed them in the form of the knowledge verification table. The completion time at this time is defined as the sum of the machine running time and the time spent by the proofreader. The experimental results are shown in Table 5 and Figure 6. The completion speed of the auxiliary coding using the disease term map constructed in this paper is 2.48 times that of manual coding, indicating that using the disease term map constructed in this paper to automatically perform disease coding can shorten the coding time for doctors. In practice, the medical staff of medical institutions are not too familiar with the ICD coding system, which will also affect the coding efficiency, and with the increase in the amount of disease data, the application of the disease term map constructed to the filling process of the first page of medical records have more prominent advantages.

4.3. Evaluate Coding Accuracy. The validity of the disease term map constructed in this paper is verified by using the electronic health record (EHR) data of the regional platform. The data includes the registration data of 38 tertiary hospitals in Shanghai, and the data containing the doctor code accounts for 536,456 pieces, and the data is cleaned. After that, 2 special disease data were randomly selected as evaluation data. The goal of this evaluation is to count the respective accuracy of the doctor’s manual coding and the coding using the disease term map constructed in this paper. The results are shown in Table 6. It is worth noting that the standard ICD code of the evaluation data is based on the ICD10 code obtained after knowledge verification.

From the results in Table 6, it can be seen that the correct rate of disease term map coding constructed in this paper is much higher than that of doctors’ manual coding, which is increased by 60%. Analyze the reasons for the low accuracy rate of doctors’ manual coding: (1) doctors have inconsistent understanding of coding. For the disease name “type 2 diabetic ketosis”, the doctor’s coding includes E11.103, E11.100, and FFF. The code of the disease term map is E11.100. After verification by the proofreaders, it is synonymous with “type 2 diabetic keto acidosis”, and the code should be E11.100.2 some doctors fill in the disease code irregular. For example, the commonly used term “stage IV gastric malignant tumor” should be linked to “stomach malignant tumor” (coded as C16.900) in ICD10, and the doctor code is C16. Another example is the commonly used term “type 2 diabetes”, which corresponds to “type 2 diabe-tes” in ICD10 (coded as E11.900), while the doctor’s code is written as E11.90000S.

The above-mentioned experimental study shows that the disease terminology map constructed in this paper not only maintains the existing standard system but also takes into account the convenience of clinical use. The disease term map was evaluated from three aspects: coding coverage, coding efficiency, and coding accuracy. Compared with the ICD10 system, the disease term map constructed can cover 75% more on average. Compared with manual coding, the use of disease term atlas-assisted coding can shorten the time by about 59.75%, and the accuracy rate reaches 85%.

Table 5: Completion time results for human coding and machine-assisted coding.

| Proofreader | Manual coding (s) | Machine-aided coding (s) |
|-------------|------------------|-------------------------|
| 1           | 475.017          | 196.423                 |
| 2           | 392.206          | 162.221                 |
| 3           | 412.157          | 160.871                 |
| 4           | 466.403          | 171.990                 |
| 5           | 468.183          | 179.015                 |
| Average     | 440.102          | 169.939                 |

Figure 5: Disease name code mapping (%).
5. Conclusion

In this paper, the disease medical entity relationship between common terms and standard disease terms in ICD10 is identified through the rule algorithm based on disease components and the BERT hypernymous relationship recognition algorithm based on data enhancement, and the mapping between common terms and ICD10 codes is realized, and the ICD11 code is added. The hierarchical structure is convenient for doctors to check the ICD10 code corresponding to the disease. Disease coding using the disease term map constructed in this paper has good performance in coding coverage, accuracy, and coding efficiency. In the future, the disease term map can be applied in various medical structures to ensure the coverage, efficiency, and accuracy of disease coding and to promote the standardization process of medical information.
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Table 6: Manually coded by physicians and automatically coded using the Disease Terminology Atlas.

| Coding mode                        | Accuracy (%) |
|------------------------------------|--------------|
| Doctor manual coding               | 68.56        |
| Coding based on our method         | 83.48        |

Figure 6: Completion time results for human coding and machine-assisted coding.
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