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Abstract

A Bayesian hierarchical model for total variation regularisation is presented in this paper. All the parameters of an inverse problem, including the ‘regularisation parameter’, are estimated simultaneously from the data in the model. The model is based on the characterisation of the Laplace density prior as a scale mixture of Gaussians. With different priors on the mixture variable, other total variation like regularisations e.g. a prior that is related to t-distribution, are also obtained. An approximation of the resulting posterior mean is found using a variational Bayes method. In addition, an iterative alternating sequential algorithm for computing the maximum a posteriori estimate is presented. The methods are illustrated with examples of image deblurring. Results show that the proposed model can be used for automatic edge-preserving inversion in the case of image deblurring. Despite promising results, some difficulties with the model were encountered and are subject to future work.
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1 Introduction

Total variation (TV) regularisation, initially presented in [29], is a popular alternative for restoring ‘blocky’ images. It penalises non-smoothness in the solution while allowing occasional ‘jumps’. This is useful if one wants to recover ‘edges’ of an image from its noisy and blurred copy. The total variation regularisation penalty term is, however, more difficult to deal with than, for example, the $L^2$ norm since it is not differentiable at the origin. Bayesian approach for TV regularisation is useful because it allows a natural framework for taking prior information into account and the uncertainty of the results can be assessed. This approach also enables estimation of nuisance parameters related to the inverse problem.

In the literature there have been several studies related to the topic. A hierarchical Bayesian model for the $L^1$ regularisation (which is also known as Lasso in the context of regression problems) was studied in [11, 28, 20]. In these papers the penalty term is interpreted as the Laplace prior which is modeled as a Gaussian scale mixture (GSM) ([1, 18]) leading to a hierarchical model that is easier to deal with. This approach is related to the model presented in this work. In [20] also, a statistical model for fused Lasso featuring two penalisation terms, one $L^1$ and the other TV penalty, was analysed in the Bayesian setting. Laplace priors have also been considered e.g. in compressive sensing [4] and classification problems [16]. A fully Bayesian model of Tikhonov regularisation was studied in [14], where the variational Bayes (VB) ([5, 24]) method was used. Bayesian hierarchical models are also used in several inverse problem research projects, see for instance [6, 7, 8, 32, 26, 21]. Fast $L^1$ sampling methods have been considered...
Bayesian models of TV regularisation for image processing problems have been studied in [2, 3, 9, 7, 8]. There also exists several fast optimisation algorithms (see e.g. [33, 13]) for solving TV regularisation problems in deterministic framework.

While several Bayesian hierarchical models of TV regularisation have been proposed, in many cases the regularisation parameter is considered unknown but fixed. Especially in a deterministic optimisation approach, auxiliary methods (and possibly some trial and error) have to be used for choosing the regularisation parameter. In our approach we consider estimating all the parameters of the inverse problem simultaneously from the data. We also study TV priors that can be presented as Gaussian scale mixtures. In [2, 3] the regularisation parameter was estimated as a part of their hierarchical model as in our case but they did not use Gaussian mixtures but considered isotropic version of the TV prior and some approximations had to be used. We avoid this difficulty. Also, instead of providing only sampling based solution for the inverse problem, we consider iterative alternating sequential (IAS) method for solving the maximum a posteriori (MAP) estimate although this is not fully Bayesian approach. We also consider using Variational Bayes method to approximating the posterior.

The idea of presenting Laplace prior as a Gaussian scale mixture encourages to try other mixing densities that, to the best of our knowledge, have not been considered in literature. This leads to more general TV like penalties than the well-known anisotropic TV penalty. These priors have also heavy tails promoting ‘sparsity’ which make them useful for edge-preserving image reconstruction. For example, Student’s t-distribution is a Gaussian scale mixture with inverse gamma mixing density and using generalised inverse Gaussian as mixing density leads to some other interesting priors. In addition, we also consider a possible alternative for isotropic TV prior using two-dimensional Laplace distribution. Similar multidimensional distribution has been studied in [10, 18] but this distribution has not been considered to be used as a TV type prior. Furthermore, a hierarchical model for the Lasso is obtainable as a special case of our formulation although we will focus mainly on total variation regularisation in this paper.

The rest of this paper is organised as follows. In the next section we introduce the familiar linear model and the idea of TV regularisation. In Section 3 we present the hierarchical model, derive formulas for posterior mode and mean using IAS and VB methods. Section 4 contains discussion about certain technical details, special cases and remarks. In Section 5 some image deblurring examples are considered. Finally, the summary of this work is given and possible ideas for future work are discussed in Section 6. Some results and remarks of the probability distributions appearing in this work are gathered to the appendix.

## 2 Problem formulation

The classical method for solving a linear discrete system

\[ y = Hx + \text{noise}, \quad (1) \]

where \( H \) is a given (blurring) matrix, \( x \) a vector (the image) to be solved and \( y \) a given vector (the measured image), is to formulate it as an optimisation problem, in particular as a least squares problem. However, if the matrix has nontrivial nullspace, for instance, it has more columns than rows, the problem has no unique solution. Even though the matrix is theoretically non-singular as is typically the case in the image deblurring problem, the matrix can be so close to being singular that numerical problems arise in practice if naive matrix inversion is tried. This issue is typically dealt with by introducing a penalisation term and approximating the original ill-posed problem with a problem that is well-posed. This approach leads to the problem of solving

\[ \arg\min_x \{ ||Hx - y||^2 + \delta J(x) \}, \quad (2) \]

where \( \delta > 0 \) is a regularisation parameter and \( J(x) \) is a regularisation penalty, often \( L^2 \) or \( L^1 \) norm on \( x \). If \( \delta = 0 \) then the optimisation problem simplifies to the original least-squares formulation.

The difficulty in the deterministic approach is that one needs to select some proper value for the regularisation parameter. If too large value is chosen, the solution is dominated by the penalty term. On the other hand, if too small value is chosen, then the problem is close the original ill-posed case. Also finding the minimum by using some optimisation algorithm can be difficult and the uncertainty in the obtained result cannot be easily assessed.
Next we mention some remarks on our notation. We will consider images with size $k \times n$ pixels and the matrix $H$ will be of size $kn \times kn$. Images are considered as $k \times n$ matrices as well but for the rest of this paper we will consider them as column-wise stacked vectors having length $N = kn$ without using any special notation. For notational simplicity indexing based on presentation of these stacked vectors as arrays is used. That is, the pixel $(i, j)$ of the image $x$ is denoted as $x_{i,j}$. Also, the following notation is used to denote horizontal and vertical differences between pixels: $\nabla_{ij}^1 x = x_{i,j+1} - x_{i,j}$ and $\nabla_{ij}^2 x = x_{i+1,j} - x_{i,j}$, respectively.

With the notation introduced we now introduce briefly the TV penalties in the discrete setting that are considered in this paper. The discretised two-dimensional total variation functional is called isotropic TV and it is defined by

$$TV_{iso}(x) = \sum_{i=1}^{k} \sum_{j=1}^{n} \sqrt{(\nabla_{ij}^1 x)^2 + (\nabla_{ij}^2 x)^2}. \quad (3)$$

For convenience, we will assume periodic boundary conditions, that is,

$$x_{i,1} = x_{i,n+1}, \quad i = 1, \ldots, k$$

$$x_{1,j} = x_{k+1,j}, \quad j = 1, \ldots, n. \quad (4a)$$

$$x_{i,j} = x_{i,j+1}, \quad i = 1, \ldots, k$$

$$x_{i,j} = x_{i+1,j}, \quad j = 1, \ldots, n. \quad (4b)$$

Many other boundary conditions could also be considered but in this paper we limit to these. We, however, note that our methods will be easily used with other boundary conditions as well. A simple and typical approach is to approximate the isotropic TV penalty (3) with

$$TV_{iso}(x) \approx \sum_{i=1}^{k} \sum_{j=1}^{n} \sqrt{\nabla_{ij}^1 x)^2 + (\nabla_{ij}^2 x)^2} + \beta, \quad (5)$$

with some small $\beta > 0$. This approximation allows using gradient-based optimization methods [31].

Another TV variant that is sometimes used instead to (3) is called anisotropic TV and is defined as

$$TV_{aniso}(x) = \sum_{i=1}^{k} \sum_{j=1}^{n} \{ |\nabla_{ij}^1 x| + |\nabla_{ij}^2 x| \}. \quad (6)$$

This $L^1$-version is sometimes simply called the TV penalty. This anisotropic version of TV might be somewhat easier to deal with than $TV_{iso}$, though neither version is differentiable at the origin. The anisotropic version is also not rotation invariant unlike the isotropic TV and the isotropic TV can be seen as a discretisation of the gradient of TV functional. A hierarchical model for isotropic TV as in [3] has been considered in [2] and [3] but it involves some approximations. The anisotropic TV penalty, however, can be linked to Laplace distribution prior using the Gaussian scale mixture idea and thus in this study, we will instead focus on anisotropic TV. This framework also allows us to study other penalties which we will also call TV penalties (or TV priors in Bayesian setting) since they penalise the differences of neighbouring pixels.

In the next section we will briefly introduce the Bayesian framework for solving inverse problems and then the hierarchical model for the optimisation problem (2) with anisotropic TV penalty (6) is discussed in detail.

3 Bayesian Hierarchical model for TV regularisation

We will first review the basic ideas of Bayesian inversion. In Bayesian statistics the unknowns are modelled as random variables. Let a random vector $y$ denote the data (e.g. the blurred and noisy image) and $x$ the parameters of interest (the resulting image). (Note that we denote random variables or vectors with boldface characters and fixed values with ordinary characters from now on.) Then the Bayes’ law states that

$$p_{y|x}(y|x) = \frac{p_{x}(x)p_{y|x}(y|x)}{p_{y}(y)} \propto p_{x}(x)p_{y|x}(y|x), \quad (7)$$

where $p_{y|x}(y|x)$, the likelihood, denotes the probability of obtaining the data $y$ if the parameters $x$ were known. Probability distribution $p_{x}(x)$ describes the prior information on parameters before any data is obtained. The result,
the posterior distribution \( p_{x,y}(x \mid y) \) expresses our information about the image \( x \) after both prior information and the data has been taken into account. The proportionality constant \( p(x) = \int p_x(x)p_{y|x}(y \mid x) \, dx \) can usually be ignored if one is only interested estimating the parameters of the inverse problem. Now if we assume that our prior also depends on some hyperparameter \( w \) we can write the Bayes’ law as
\[
P_{x,w,y}(x,w \mid y) \propto p_{x,w}(x \mid w)p_w(w)p_{y|x}(y \mid x).
\] (8)

If we integrate over the hyperparameter \( w \), which could be seen as nuisance parameter if we are not interested its particular value, in (8) we obtain (7). We can think (8) as a hierarchical model because part of the prior specification involves modelling that is on higher level. For example, we could specify a Gaussian prior for \( x \) and set its variance (as \( w \)) to be Inverse Gamma distributed if we would not want to specify tight value for the variance. More information about Bayesian inversion can be found e.g. in [17,27]. Let us now consider the statistical version of (2) that is given by the linear Gaussian observation model
\[
y \mid (x = x, \nu = \nu) \sim \text{Normal}(Hx, (\nu I)^{-1}).
\] (9)

Here \( \nu \) is a precision parameter and \( I \) denotes the identity matrix. The blurred noisy image \( y \) is now modelled as random vector and, similarly, the image \( x \) to estimated is a random vector. The two-dimensional discrete anisotropic TV prior on the coefficients \( x \) is
\[
p_{x|x}(x \mid \lambda) \propto \lambda^N e^{-\sqrt{\lambda} \sum_{i=1}^{n} \sum_{j=1}^{n} \left\{ \vert \nabla_{ij} x \vert + \vert \nabla_{ij} y \vert \right\}}.
\] (10)

This TV prior penalises oscillations while allowing occasional jumps. We have now connected the anisotropic TV penalty in Section 2 to the prior distribution to be used in the Bayesian framework. The hyperparameter \( \lambda \) controls now the overall ‘strength’ of the penalisation.

For conjugacy the priors for \( \lambda \) and \( \nu \) can be chosen to be
\[
\lambda \sim \text{Gamma}(\alpha_\lambda, \beta_\lambda), \quad \nu \sim \text{Gamma}(\alpha_\nu, \beta_\nu),
\] (11)

where the parameters \( \alpha_\lambda, \beta_\lambda, \alpha_\nu \) and \( \beta_\nu \) are positive constants that, in principle, should be set according to the prior knowledge that is available about the expected values of these parameters. See Appendix 4 for specification of the gamma density and other densities appearing in this paper. It is possible to set \( \alpha_\lambda = 0 \) and \( \beta_\lambda = 0 \). This ‘non-informative’ prior \( p_\lambda(\lambda) \propto \lambda^{-1} \) can be used if parameters \( \alpha_\lambda \) and \( \beta_\lambda \) are not to be tuned. Similar non-informative prior can be chosen for \( \nu \) as well. This way we can, in principle, describe our ignorance about these parameters. Another option could be a ‘flat’ prior \( p_\lambda(\lambda) \propto 1 \). These priors are improper as they do not integrate to 1. One should note that using an improper prior may or may not lead to an improper posterior and one should always check if this is the case. Nevertheless, we considered the improper priors for the parameters \( \lambda \) and \( \nu \) in this study and we will discuss later in this paper what kind of issues are related to this choice. We also emphasize at this point that it can be difficult to pick values for these parameters.

Now with the likelihood (9) and the priors (10) and (11) the posterior density is, by Bayes’ law,
\[
p_{x,y,\lambda}(x,y,\lambda) \propto p_{x,y,\lambda}(x,y,\lambda) p_y(x,y,\lambda)
= p_{x|x}(x \mid \lambda) p_\lambda(\lambda) p_\nu(\nu) p_{y|x,\nu}(y \mid x, \nu)
\propto \lambda^{N+\alpha_\lambda-1} \nu^{N+\alpha_\nu-1} e^{-\frac{\lambda}{2} \|y-Hx\|^2 + \sqrt{\lambda} \sum_{i=1}^{n} \sum_{j=1}^{n} \left\{ \vert \nabla_{ij} y \vert + \vert \nabla_{ij} x \vert \right\}} \beta_\lambda \beta_\nu \lambda + \beta_\lambda + \lambda \nu}.
\] (12)

If the noise and penalisation parameters \( \nu \) and \( \lambda \) are known, the computation of the MAP estimate can be obtained by computing the minimum of
\[
\frac{1}{2} \|y-Hx\|^2 + \sqrt{\lambda} \sum_{i=1}^{n} \sum_{j=1}^{n} \left\{ \vert \nabla_{ij} x \vert + \vert \nabla_{ij} y \vert \right\}.
\] (13)
This computation is not trivial due to the absolute values in the TV penalty. The selection of the regularization parameter \( \delta = \frac{\sqrt{2}}{\lambda} \) is also a challenge. However, as shall be shown next, the problem can be made more tractable by introducing additional parameters.

In the discrete TV prior (10), the model coefficients’ differences are conditionally independent Laplace random variables, for instance

\[ x_{i+1,j} - x_{i,j} \mid (\lambda = \lambda) \sim \text{Laplace}(0, \sqrt{\lambda}). \]  

(14)

The multivariate Laplace is a scale mixture of multivariate normal distribution, see Theorem A.3 in Appendix A. In this case if \( x \mid (r, \lambda = \lambda) \sim \text{Normal}(0, \lambda) \) and \( r \sim \text{Exp}(1) \) then \( x \mid (\lambda = \lambda) \sim \text{Laplace}(0, \sqrt{\lambda}) \). So, in place of (10), one can use the prior

\[ p_{x|x,r}(x \mid \lambda, r) \propto \lambda^{N} \prod_{i,j,l} r_{i,j,l}^{-1/2} e^{-\frac{1}{2} \sum_{i,j,l} \left( \frac{v_{i,j}^1 x_{i,j}^1}{2r_{i,j,l}} + \frac{v_{i,j}^2 x_{i,j}^2}{2r_{i,j,l}} \right)}, \]

(15)

The difference with model (10) is the addition of hyperparameters \( r_{i,j,l} \), for \( i = 1, \ldots, k, j = 1, \ldots, n, l = 1, 2 \), where \( i \) and \( j \) refer to pixels and \( l \) either to vertical or horizontal difference of adjacent pixels. These additional hyperparameters are a-priori independent of \( \lambda \) and have exponential prior distributions

\[ r_{i,j,l} \sim \text{Exp}(1), \quad p_{r_{i,j,l}}(r_{i,j,l}) = e^{-r_{i,j,l}}, \quad r_{i,j,l} > 0. \]  

(16)

It is easy to see that

\[ \| R^{-1} D x \|_{2}^2 = \sum_{i=1}^{k} \sum_{j=1}^{n} \left\{ \frac{v_{i,j}^1 x_{i,j}^1}{2r_{i,j,1}} + \frac{v_{i,j}^2 x_{i,j}^2}{2r_{i,j,2}} \right\} , \]

(17)

and so the equation (15) is rewritten in the form

\[ p_{x|x,r}(x \mid \lambda, r) \propto \lambda^{N} \prod_{i,j,l} r_{i,j,l}^{-1/2} e^{-\frac{1}{2} \| R^{-1} D x \|_{2}^2} . \]  

(18)

In the above formulas \( R = \text{diag}(\sqrt{2r}) \in \mathbb{R}^{2N \times 2N} \) with the convention (that we use from now on in this paper) that the square root of a vector is taken component wise. Matrix \( D \in \mathbb{R}^{2N \times N} \) above consists of two \( N \times N \) blocks corresponding to the differences of components of \( x \) in row wise and column wise directions. That is, \( D = [D_{b}^{T}, D_{h}^{T}]^{T} \), where \( D_{b} \) is a \( N \times N \) matrix consisting of horizontal differences and similarly \( N \times N \) matrix \( D_{h} \) contains the vertical differences. This discrete differential operator matrix is assumed throughout this paper. Naturally we could set other kind of matrices \( D \). Basically the model allows arbitrary components or their linear combinations to be penalised (as long as the rank condition \( \mathscr{r}(D) \cap \mathscr{r}(H) = \{ 0 \} \), where \( \mathscr{r}(D) \) denotes the nullspace of matrix \( D \), is satisfied).

The augmented hierarchical model can be summarised by the directed acyclic graph shown in Figure I. Although we are mainly interested in TV and the related Laplace prior, for the sake of generality we will consider more general GIG(\( a, b, p \)) mixing density in the derivations to follow. So we will use

\[ p_{r_{i,j,l}}(r_{i,j,l}) \sim r_{i,j,l}^{p_{r_{i,j,l}}-1} e^{-\frac{1}{2} \left( ar_{i,j,l} + br_{i,j,l}^{-1} \right)}, \quad r_{i,j,l} > 0. \]  

(19)

in the place of (10). The hierarchical TV prior model is obtainable as a special case because GIG(2, 0, 1) = \( \text{Exp}(1) \). The full posterior for the hierarchical TV model is, by Bayes’ law

\[ p_{x,v} \propto p_{x|v, \lambda, r}(x \mid v, \lambda, r) p_{v|x,v, \lambda, r}(v \mid x, v, \lambda, r) \]

(20)

\[ p_{x|v, \lambda, r}(x \mid v, \lambda, r) = \frac{p_{x}(x \mid \lambda)}{p_{v}(v \mid x, v, \lambda)} \]

\[ = \lambda^{N} \prod_{i,j,l} r_{i,j,l}^{-1/2} e^{-\frac{1}{2} \| R^{-1} D x \|_{2}^2} . \]

(21)
where we have defined $\hat{x} = Q^{-1}H^Ty$ and $Q = H^TH + \frac{1}{\nu}D^TR^{-2}D$. It is easy to see that $Q$ is symmetric and positive definite and consequently

$$\left\|y - Hx\right\|^2 + \frac{\lambda}{\nu} \left\|R^{-1}Dx\right\|^2$$

$$= (Hx)^T Hx - (Hx)^T y - y^T Hx + y^T y + \frac{\lambda}{\nu} x^T D^T R^{-2} D x$$

$$= x^T (H^TH + \frac{\lambda}{\nu} D^T R^{-2} D) x - x^T H^Ty - y^T Hx + y^T y$$

$$= x^T Qx - x^T Q\hat{x} + \hat{x}^T Q\hat{x} + \hat{x}^T Q\hat{x} + y^T y - \hat{x}^T Q\hat{x}$$

$$= (x - \hat{x})^T Q(x - \hat{x}) + y^T y - \hat{x}^T Q\hat{x}. \quad (22)$$

This shows that equations (20) and (21) are indeed equivalent.

### 3.1 Conditional densities and MAP estimate

The conditional distributions are evident by inspection of the full posterior (20) and (21),

$$x | v, \lambda, r, y \sim \text{Normal}(Q^{-1}H^Ty, (vQ)^{-1}), \quad (23a)$$

$$\nu | x, \lambda, r, y \sim \text{Gamma}(\frac{N}{2} + \alpha_\nu, \frac{1}{2} \left\|y - Hx\right\|^2 + \beta_\nu), \quad (23b)$$

$$\lambda | x, v, r, y \sim \text{Gamma}(N + \alpha_\lambda, \frac{1}{2} \left\|R^{-1}Dx\right\|^2 + \beta_\lambda), \quad (23c)$$

$$r_{i,j,l} | x, v, \lambda, r-_{i,j,l}, y \sim \text{GIG} \left( a, \frac{1}{2} \lambda (\nu_{ijl})^2 + b, p - \frac{1}{2} \right), \quad i = 1, \ldots, k, \ j = 1, \ldots, n, \ l = 1, 2. \quad (23d)$$

The notation $r-_{i,j,l}$ means all components of vector $r$ except the $(i,j,l)$th. In the case of anisotropic TV prior (i.e. $a = 2, b = 0, p = 1$) the last density reverts to

$$r_{i,j,l} | x, v, \lambda, r-_{i,j,l}, y \sim \text{RIG} \left( \sqrt{\lambda} \nu_{ijl}, \frac{1}{2} \lambda (\nu_{ijl})^2 \right). \quad (24)$$

The MAP estimate for the posterior can be found using IAS (iterative alternating sequential) method that has been used in [7, 8]. The IAS procedure is to maximize the posterior with respect to each variable (or a group of variables) one at a time keeping all the other variables fixed. One can loop through the variables this way using the newest values of the parameters at each step. The algorithm converges to some local minima since at each step the value of the density cannot decrease. The method is derivative-free. This method is connected to the coordinate descent method in optimisation theory and is presented in e.g. [23, Ch. 8.9] and similar method is also known as Lindley-Smith iteration in Bayesian literature [27].

In our case, cycling through the variables can be done via the following equations:

$$x = (H^TH + \frac{1}{\nu} D^T R^{-2} D)^{-1} H^Ty, \quad (25a)$$

$$\nu = \frac{N - 2 + 2\alpha_\nu}{\left\|y - Hx\right\|^2 + 2\beta_\nu}, \quad (25b)$$

$$\lambda = \frac{2N - 2 + 2\alpha_\lambda}{\left\|R^{-1}Dx\right\|^2 + 2\beta_\lambda}, \quad (25c)$$

$$r_{i,j,l} = \frac{p - \frac{1}{2} a + \sqrt{(p - \frac{1}{2} a)^2 + 4 \lambda (\nu_{ijl})^2 + b}}{a}, \quad i = 1, \ldots, k, \ j = 1, \ldots, n, \ l = 1, 2. \quad (25d)$$
These are the formulas for the modes of the conditional densities. In the anisotropic TV case the last equation simplifies to

$$r_{i,j,l} = -\frac{1}{4} + \frac{1}{4} \sqrt{1 + 4\lambda (\nabla_l^j x)^2}.$$ (26)

The resulting IAS procedure is presented as Algorithm 1 below.

**Algorithm 1: IAS algorithm for TV regularisation in 2d.**

1. set initial values \(r_0, \lambda_0^{(1)}\) and \(\lambda_0^{(0)}\)
2. for \(s = 1, 2, \ldots \) until stopping criteria is met do
   3. // use the newest values of the parameters at each step:
      4. solve \(x^s\) from the linear system (25a)
      5. compute \(v^s\) using (25b)
      6. compute \(\lambda^s\) using (25c)
      7. for all elements in \(\{i, j, l\} | i = 1, \ldots, k, j = 1, \ldots, n, l = 1, 2\} do
         8. compute \(r^s_{i,j,l}\) from (25d)
      9. end
  10. end
  11. return the values \(x^{\text{end}}, v^{\text{end}}, \lambda^{\text{end}}\) and \(r^{\text{end}}\)

### 3.2 Variational Bayes algorithm

We will derive equations for approximating the posterior mean using VB method. The idea of variational inference is to approximate a difficult posterior density to yield useful computational simplifications. We can sample from the posterior and estimate the conditional mean (CM) using the conditional densities and the resulting Gibbs sampler algorithm. However, it is sensible to compute this ‘analytic approximation’ since sampling based solutions tend to be slow to compute as one typically needs to generate a large number of samples and thus only suitable for small scale problems. Sampling based methods are naturally subject to sampling error and it can be difficult to decide if the MCMC algorithm has converged. Compared to MAP estimate, using VB to approximate CM yields also information about the uncertainty of the result and not just point estimates.

Let \(p_{z|y}(z|y)\) be the posterior probability density function (pdf) with parameters \(z\) and data \(y\). Consider pdf \(q_z\) with partitioned parameters \(z = (z_1, \ldots, z_g)\), which can be factorized as

$$q_z(z) = \prod_{i=1}^g q_{z_i}(z_i).$$ (27)

Here the parameters \(z_1, \ldots, z_g\) need not be of the same size or one-dimensional. The objective is to find such densities \(q_{z_i}, i = 1, \ldots, g\) that minimize \(KL(q_z|p_{z|y})\), the Kullback-Leibler divergence (19) of density \(q_z\) with respect to density \(p_{z|y}\). This form of variational inference is often called the mean field approximation. The optimal pdfs \(q^*_z\) can be found by computing the following expectations (see for instance [12] or [5, pp. 464 – 466] for derivation)

$$\ln q^*_z(z_j) = E_{z_i \neq j} [\ln p_{z|y}(z,y)] + c = \int \ln p_{z|y}(z,y) \prod_{i \neq j} q_{z_i}(z_i) \, dz_i + c.$$ (28)

In the above formula \(p_{z|y}(z,y)\) is the joint distribution of the parameters \(z\) and the data \(y\) and \(c\) is constant with respect to the current random vector to be solved. The expectation is taken over all variables except the \(j\)th. The constant is related to the normalisation term and it is unnecessary to be computed since we know that \(q^*_z\)’s are normalised pdfs.

The parameters of the distributions \(q^*_z\) will usually depend on expectations with respect to other distributions \(q^*_z\), \(i \neq j\). So the parameters are solved iteratively in practice. That is, one starts with some initial values for the unknown parameters of these pdfs and updates them cyclically using the current estimates for the other densities until some stopping criteria is satisfied. The algorithm is guaranteed to converge. [5]
Next we use VB to approximate the full posterior \((21)\) so that

\[
p_{x, \nu, \lambda, r}(x, \nu, \lambda, r | y) \approx q_{x}(x)q_{\nu}(\nu)q_{\lambda}(\lambda)q_{r}(r).
\]  

(29)

We will denote the expectation, for example, with respect to a random vectors \(\nu, \lambda, r\) as \(E_{\nu, \lambda, r}\) when all the other variables are kept fixed. A bar over random vector denotes its mean and \(c_i\)'s denote values that are constants with respect to current variables. These constants are not necessary to be computed. Notice also that matrix \(R\) depends on \(r\). With these conventions it can be calculated that

\[
\ln q_{x}^{*}(x) = E_{\nu, \lambda, r}\left[ \ln p_{x, \nu, \lambda, r}(x, \nu, \lambda, r | y) \right] + c_1
\]

\[
= E_{\nu, \lambda, r}\left[ (N + \alpha_{d} - 1)\ln \lambda + \left( \frac{N}{2} + \alpha_{v} - 1 \right)\ln \nu + \left( p - \frac{\gamma}{2} \right) \sum r_{i,j} - \frac{\gamma}{2} \|y - Hx\|^{2}_2 \right]
\]

\[
- \frac{\lambda}{2} \|R^{-1}Dx\|^{2}_2 - \frac{\gamma}{2} \sum r_{i,j} - \frac{\gamma}{2} \|y - Hx\|^{2}_2
\]

\[
= \frac{1}{2} \|\bar{\nu} - y - Hx\|^{2}_2 - \frac{1}{2} \lambda E_{\nu}(\|R^{-1}Dx\|^{2}_2) + c_2
\]

\[
= \frac{1}{2} \|\bar{\nu} - y - Hx\|^{2}_2 + \frac{1}{2} \|\bar{\nu} - y - Hx\|^{2}_2
\]

\[
= \frac{1}{2} (\bar{\nu} - y - Hx)^{T} \bar{Q} (\bar{\nu} - y - Hx) + c_3
\]

where we have denoted \(\bar{\nu} = \bar{Q}^{-1}H^{T}y\), \(\bar{Q} = H^{T}H + \frac{\gamma}{2}D^{T}D\), \(\bar{R} = \text{diag} \left( \frac{\gamma}{2}E(\nu^{-1}) \right)\) and thus \(\bar{R}^{-2} = \frac{1}{2} \text{diag} \left( E(\nu^{-1}) \right)\) with the convention that the inversions on \(r\) are done component wise. So we obtain

\[
x \sim \text{Normal}(\bar{x}, (\nu \bar{Q})^{-1}).
\]  

(30)

Next the distribution for \(\nu\) is derived. We can compute that

\[
\ln q_{\nu}^{*}(\nu) = E_{x, \lambda, r}\left[ \ln p_{x, \nu, \lambda, r}(x, \nu, \lambda, r | y) \right] + c_1
\]

\[
= \left( \frac{N}{2} + \alpha_{v} - 1 \right) \ln \nu - \frac{\nu}{2} E_{x}(\|y - Hx\|^{2}_2) - \beta_{v} \nu + c_2.
\]

Using some properties of expectation and trace one can see that

\[
E(\|y - Hx\|^{2}_2) = E(y^{T}y - y^{T}Hx - x^{T}H^{T}y + x^{T}H^{T}Hx)
\]

\[
= E(y^{T}y) - E(y^{T}Hx) - E(x^{T}H^{T}y) + E(\text{tr}(x^{T}H^{T}Hx))
\]

\[
= y^{T}y - y^{T}H\bar{x} - \bar{x}^{T}H^{T}y + y \text{tr}(Hx\bar{x}^{T}H^{T})
\]

\[
= y^{T}y - y^{T}H\bar{x} - \bar{x}^{T}H^{T}y + \text{tr}(H\bar{x}\bar{x}^{T}H^{T})
\]

\[
= y^{T}y - y^{T}H\bar{x} - \bar{x}^{T}H^{T}y + y \text{tr}(H\bar{x}\bar{x}^{T}H^{T}) + y \text{tr}(H\bar{x}^{T}H^{T}H\bar{x})
\]

\[
= y^{T}y - y^{T}H\bar{x} - \bar{x}^{T}H^{T}y + \bar{x}^{T}H^{T}H\bar{x} + y \text{tr}(H\bar{x}\bar{x}^{T}H^{T}H)
\]

\[
= \|y - H\bar{x}\|^{2}_2 + \text{tr}(\bar{x}^{T}H^{T}H).
\]

Thus the distribution for \(\nu\) is

\[
\nu \sim \text{Gamma} \left( \frac{N}{2} + \alpha_{v}, \frac{1}{2} \|y - H\bar{x}\|^{2}_2 + \frac{1}{2} \text{tr}(\bar{x}^{T}H^{T}H) + \beta_{v} \right).
\]  

(31)

Derivation of the distribution for \(\lambda\) is similar. Since it holds that

\[
E_{x, r}(\|R^{-1}Dx\|^{2}_2) = \frac{1}{2} \sum_{i,j} \left( E(r_{i,j}^{-1})E((\nu_{ij}^{T}x)^{2}) \right),
\]

(32)
which is easily verified using (17), the result is

\[ \lambda \sim \text{Gamma} \left( N + \alpha_{2}, \frac{1}{4} \sum_{i,j,l} \left( E(r_{i,j,l}^{-1})E((\nabla_{l} x)^{2}) \right) + \beta_{k} \right). \]  

(33)

Writing out the square term and using the linearity of expectation shows that

\[ E((\nabla_{l} x)^{2}) = E((x_{i+1,j} - x_{i,j})^{2}) = E(x_{i+1,j}^{2}) + E(x_{i,j}^{2}) - 2E(x_{i+1,j}x_{i,j}), \]  

(34)

and similarly for horizontal difference when \( l = 2 \). Given the mean and covariance matrix of \( x \), this statistic can be computed by summing corresponding components of \( E(xx^{T}) = V(x) + E(x)E(x)^{T} \). The means for \( \nu \) and \( \lambda \) can now be computed given the mean and variance of \( x \) since the distributions are gamma. For \( \lambda \) and for \( x \) one also needs to know the moments \( E(r^{-1}) \).

The components of \( r \) are mutually independent so \( q_{r}(r) = \prod_{i,j,l} q_{r_{i,j,l}}(r_{i,j,l}) \). For each of the components \( r_{i,j,l} \) we obtain a GIG density. The derivation goes as follows.

\[ \ln q_{r_{i,j,l}}(r_{i,j,l}) = \ln p_{x,\nu,\lambda, r_{i,j,l}}(x, \nu, \lambda, r|y) + c_{1} \]

\[ = \left( p - \frac{3}{2} \right) \ln r_{i,j,l} - \frac{\lambda}{2} \text{E}_{x,r_{i,j,l}} \left( \sum_{i,j,l} \frac{(\nabla_{l} x)^{2}}{2r_{i,j,l}} \right) - \frac{1}{2} ar_{i,j,l} - \frac{1}{2} br_{i,j,l}^{-1} + c_{2} \]

\[ = \left( p - \frac{3}{2} \right) \ln r_{i,j,l} - \frac{1}{2r_{i,j,l}} \left( \frac{\lambda}{2} \text{E}_{x}((\nabla_{l} x)^{2}) + b \right) - \frac{1}{2} ar_{i,j,l} + c_{3}. \]

From above it is seen that

\[ r_{i,j,l} \sim \text{GIG} \left( a, \frac{\lambda}{2} \text{E}((\nabla_{l} x)^{2}) + b, p - \frac{1}{2} \right), \]  

(35)

for \( i = 1, \ldots, k \), \( j = 1, \ldots, n \), \( l = 1, 2 \). In the anisotropic TV case, GIG reverts to RIG as in the case of conditional densities and we obtain

\[ r_{i,j,l} \sim \text{RIG} \left( \sqrt{\lambda \text{E}((\nabla_{l} x)^{2})}, \frac{1}{2} \sqrt{\lambda \text{E}((\nabla_{l} x)^{2})} \right). \]  

(36)

Given the parameters, the moments \( E(r_{i,j,l}) \) in RIG case can be computed from the following formula

\[ E(r_{i,j,l}^{-1}) = \frac{2}{\sqrt{\lambda \text{E}((\nabla_{l} x)^{2})}}. \]  

(37)

A formula for this moment in the case of equation (35) can be obtained using result (43) in Appendix A.

Starting with some initial values for the unknown parameters of the probability densities above and updating them one at a time using the latest estimates, one finds the optimal distributions for the unknowns \( x, \nu, \lambda \) and \( r \). As a result one can extract the mean of \( x \) (which is the same as the mode in this normal distribution case). Furthermore, one can, for example, plot the (marginal) densities of \( \lambda \) and \( \nu \) to analyze the inference result. The resulting algorithm is presented as Algorithm 2 below.

### 3.3 Two-dimensional Laplace TV prior model

The approach of using Gaussian scale mixtures does not apply for the isotropic TV but we will briefly consider an another related prior. Previously we considered the differences of the neighbouring pixels to be modelled using one-dimensional Laplace densities which was connected to the anisotropic TV. However, next we will briefly discuss the possibility of using bivariate Laplace density. As mentioned earlier, the multivariate Laplace is a scale mixture of the multivariate normal distribution. If \( \Sigma = \frac{2r}{\lambda} I \), the result can be written so that if \( x \mid (r = r, \lambda = \lambda) \sim \text{Normal}(0, \frac{2r}{\lambda} I) \) and \( r \sim \text{Exp}(1) \) then \( x \mid (\lambda = \lambda) \sim \text{MLaplace}(0, \frac{2r}{\lambda} I) \). The pdf of this bivariate Laplace distribution is

\[ p_{x|\lambda}(x|\lambda) = \frac{\lambda}{2\pi} K_{0} \left( \sqrt{\lambda \sqrt{x_{1}^{2} + x_{2}^{2}}} \right), \]  

(38)
Approximation to it like GIG is diagonal. See e.g. [11] for some details. In general case one can replace the exponential hyperprior with some $T$ as infinite values must be handled. One can use the matrix inversion lemma to deal with the issue. However, for this latent variable $r_i$ for $i = 1, \ldots, k$, $j = 1, \ldots, n$, $l = 1, 2$, then the corresponding IAS formulas are the same as in the anisotropic TV case. VB formulas are also easily obtainable so we will not state them here. This prior model could be seen as a sort of hierarchical model of isotropic TV.

\section{Implications}

In this section we discuss some technical details and mention some remarks regarding the model. There is one issue with the IAS algorithm: if some adjacent pixels become almost the same for some index $(i, j, l)$, then the corresponding latent variable $r_{i,j}$ will become very small. This issue makes solving the linear system \[ \begin{pmatrix} \rho_i \end{pmatrix} \] for $x$ numerically difficult as infinite values must be handled. One can use the matrix inversion lemma to deal with the issue. However, for this to work, it is required that $T = D^T R^{-2} D$ is invertible which is clearly true in the Lasso case since $D = I$ and thus $T$ is diagonal. See e.g. [11] for some details. In general case one can replace the exponential hyperprior with some approximation to it like $\text{GIG}(2, 0.001, 1)$ which will ensure that the values for $r$ cannot go exactly to zero in the

\begin{algorithm}[H]
\begin{algorithmic}[1]
\State set initial values of parameters of densities $q_{\lambda}^0$, $q_{\nu}^0$, $q_{\lambda}^0$, and $q_{\nu}^0$
\For{$s = 1, 2, \ldots$ until stopping criteria is met} \Comment{use the newest values of the parameters at each step:}
\State solve for parameters of $q_{\lambda}^s$ using \[ (37) \] and \[ (30) \]
\State solve for parameters of $q_{\nu}^s$ using \[ (31) \]
\State solve for parameters of $q_{\lambda}^s$ using \[ (33) \]
\For{all elements in $\{(i, j, l) | i = 1, \ldots, k, j = 1, \ldots, n, l = 1, 2\}$} \Comment{solve for parameters of $q_{\lambda,i,j}^s$ (r_i,j) using $\{36\}$}
\State \end
\End
\State return the parameters of $q_{\lambda}^\text{end}(x), q_{\nu}^\text{end}(v), q_{\lambda}^\text{end}(\lambda)$ and $q_{\nu}^\text{end}(r_i,j)$
\end{algorithmic}
\end{algorithm}
of course, then the prior is no more exactly related to the Laplace prior but to some other heavy-tailed approximation to it that has less sharp peak at the origin. This approximation is similar to the approximation $|x| \approx \sqrt{x^2 + \beta^2}$ for small positive $\beta$ (see, e.g. [31]) which is often used to make the TV functional differentiable at the origin. This approximation allows one to use gradient-based optimisation methods to tackle the problem. Alternatively, it might be possible to make the latent variables to be thresholded to keep them above some small positive value but we did not consider this idea.

Setting $\text{GIG}(0, w, -\frac{w}{1}) = \text{InvGamma}(\frac{w}{2}, \frac{w}{2})$ as the mixing density leads to a hierarchical Student’s t-distribution prior model. In this model one needs to specify the degree of freedom $w$ for the prior. Since $a = 0$ we see that the resulting densities for hyperparameters are also inverse gamma densities with a mode that does not present singularity issues. With small values of $w$ one could expect stronger penalisation for smoothness. With large values of $w$ the results will be smoother as the t-distribution converges to Gaussian as $w \rightarrow \infty$.

Similar derivations as in the case of the anisotropic TV can easily be done in one-dimensional setting. In addition, as a special case, replacing matrix $D$ with identity matrix and the differences in the sums that are written out with single components, gives a hierarchical Bayesian model for the Lasso. Similar hierarchical Lasso models have been considered e.g. in [11, 28, 20] mainly for regression problems.

Inverting the covariance matrix of $x$ is required in the VB algorithm. This limits the use of VB only to problems with small dimension. Perhaps the matrix inversions could be done faster by assuming block circulant with circulant blocks) structure for covariance matrix and inverting it in Fourier domain as used in [2] and using certain approximations. However, even if that could be somehow done (without large approximation errors), this method does not work for general matrix. In [27] Region of Interest (ROI) method was introduced for one to be able to compute the CM estimate and assess uncertainty of the result in a small (interesting!) domain of the whole image. We did not consider this approach in our case but it might be possible to use similar method in our VB case.

In the case of the MAP estimate only a linear system has to be computed which is evidently faster and allows computing the MAP estimate in much larger dimensions. It might be possible to do it in Fourier domain but, even if the matrix does not have any nice structure to exploit, iterative techniques such as the conjugate gradient method with preconditioning can be used [31, Ch. 5] to speedup the computation. A drawback compared to Tikhonov regularisation formula is that one needs to solve this linear system as many times as iteration steps are needed for convergence. We also note that the iterative methods for solving the linear system developed in [27] (and in some of the preceding papers by the authors of [27]) could be used in our case.

The similarity between the conditional densities, IAS equations and the independent densities of VB method cannot be ignored. For instance, in VB case the means and certain moments with respect to other independent densities appear while in the corresponding conditional densities of the Gibbs sampler one uses samples drawn from the other corresponding conditional densities. Furthermore, in IAS algorithm the modes of the conditional densities are used. The expectation maximisation (EM) method has a variant called expectation conditional maximisation (ECM) [25] which could also have been used and would have produced quite similar formulas as the IAS (or VB) method. In EM based approaches usually the hyperparameters are considered as latent variables. In ECM the maximisation step is done in the style of IAS by maximising the log-likelihood with respect to each variable. Unlike in standard EM it is enough that the value of the objective function increases but the exact maximum is not needed to be solved. EM algorithm has been applied for the Lasso case in [11].

5 Examples of image deblurring

In this section we demonstrate the algorithms presented in earlier sections with one and two-dimensional image deblurring test problems. There are several priors (obtainable by setting different GIG mixing densities) that can be used in our model for the following test problems. However, for the sake of brevity we only show results for priors that are hierarchical representations of Laplace and t-distributions. We will not discuss the differences between the priors in detail here but focus more on the general aspects.

Non-informative priors for $\lambda$ and $\nu$ were used in the test problems although it could be possible to set them according to prior knowledge e.g. about the noise level in the images. In the IAS algorithm in the case of Laplace type of prior we used GIG(2, 0.001, 1) mixing density to avoid the singularity issues as discussed in Section 4. The degree of freedom in the case of the t-distribution priors was set to 2 in all of our examples. All the test images were...
convolved with Gaussian blurring kernel and then white Gaussian noise was added to the blurred test images. The results were computed with MATLAB 2011b.

We start with simple one-dimensional examples. Some reconstructions using an implementation based on our hierarchical model are presented in Figures 2 and 3. In these examples the signal was defined on the interval $[0, 1]$ and it was divided into equispaced 100 points. For comparison, we used Tikhonov regularisation with penalty term $J(x) = \delta \|Dx\|^2_2$ and a deterministic TV regularisation algorithm that is based on the well-known method of transforming the problem into a quadratic programming problem that is easier to solve.

In two-dimensional image deblurring examples we used a small $42 \times 42$ pixel test image and a moderate size $200 \times 200$ Shepp-Logan phantom image which were blurred using $7 \times 7$ Gaussian blur mask. Some reconstructions of these images are shown in Figures 4 and 5.

In these test cases the introduced hierarchical model provides promising estimation results. To our eye the reconstruction qualities are mostly equal or only slightly worse than those obtained by the deterministic optimisation algorithm whose regularisation parameters were tuned ‘by eye’ for the best reconstruction performance. We find that there is little difference between CM estimates computed by Gibbs sampling and VB. This indicates that the VB approximation is accurate. We note, however, that even though the mean values seem to agree quite well, it can be that the densities are still different. In fact, VB seems to give slightly better image reconstructions than the Gibbs sampler algorithm although neither of them is not well suited for reconstructing sharp edges of the images. The Gibbs sampling was performed using the conditional densities that we derived in Section 3. In the Gibbs sampler 10000 samples were generated from the posterior. The CM estimates were not much better than Tikhonov regularisation, though in our examples with less noise or smaller blur levels it performed better (not shown).

The MAP estimate worked better for blocky images due to its ‘sparsity’ property than the CM estimate which tends to produce smoother solutions and does not preserve the edges very well with higher blurring or noise levels. The MAP estimate, on the other hand, produced a ‘staircasing effect’ with the smooth curve in the first example indicating that the regularisation parameter was estimated to be perhaps too large for this case. The t-distribution TV prior models produced results with surprisingly well preserved edges although the density is not sharply peaked like Laplace density. With larger values the reconstructions tended to become smoother because then the prior approaches Gaussian prior. With small degree of freedom levels t-distribution prior favoured indeed very ‘sparse’ solutions and performed thus well in the case of blocky image.

The IAS and VB algorithms converged reasonably fast in these tests. Usually less than 50 iterations were needed for the convergence. The needed iterations (and the reconstruction performance) expectedly depend on how small changes in the estimated image were used as a stopping criteria for the algorithms.

In small dimensional cases we solved the linear systems in our equations directly but in large dimensional cases (e.g. the $200 \times 200$ Shepp-Logan phantom image) we had to use iterative strategy i.e. preconditioned conjugate gradient method to speedup the computations. It was also noticed that if the initial values were set very badly or if extreme amount of noise was added to the images then the algorithms converged to unwanted solutions like a blank image (as the regularisation parameter converged close to infinity) or to the original blurred and noisy image (as the regularisation parameter converged close to zero). However, in most cases there were no problems with the convergence of the algorithms in the case of several deblurring test examples.

We also tested the models with certain image denoising test problems. This was done by simply setting the matrix $H$ to be the identity matrix. The results of these problems were mostly not good and issues with the convergence of the algorithms were encountered. The estimates often converged to either blank image or to the original noisy image. The results of these examples are not illustrated here. The convergence issues might be because the posterior could be improper and the computation using the IAS algorithm fails. If this is the case then the results by the Gibbs sampling or VB might also be somewhat questionable. Setting tight priors for $\lambda$ and $\nu$ parameters allows convergence to expected results (and ensures properness of the posterior) but then one faces the problem of choosing these values which is exactly what we wanted to avoid by studying the hierarchical model in this paper. It is also likely the case that the posterior is dominated by the prior of the parameters $\lambda$ and $\nu$. This makes choosing the prior very crucial but generally one does not have enough prior information (similarly as one does not know how large the regularisation parameter should be set in the deterministic framework). Also, generally, if the posterior is multimodal, then it is possible that the IAS algorithm converges to some local maxima. Thus it seems that our method is partly unsatisfactory. However, in the case of image deblurring, the improper priors were good choice and in most test cases, the results were quite good.
and no tuning were needed. Anyway, we hope to conduct more tests on the convergence properties of the algorithms in near future.

6 Conclusions

In this work total variation regularisation was studied in the Bayesian context. The usual deterministic optimisation algorithms require auxiliary methods for determining regularisation parameter and produce only point estimates. In the model proposed here, the total variation penalty function was formulated as a Laplace prior distribution and the posterior for the model was derived exploiting the Gaussian scale mixture property. The formulation is straightforward to generalise to other heavy-tailed ‘TV like’ priors that promote sparsity of the estimated images and all the essential parameters in the model are simultaneously estimated from the data. The uncertainty of the results can be (at least in principle) assessed. Algorithms for the conditional mean and maximum a posteriori estimates were derived using the variational Bayes and IAS methods.

When compared to other more or less similar approaches in the literature, our model is more flexible and slightly more general. Although we did not test the differences between the different TV priors exhaustively it seems that the Laplace TV prior and the t-distribution TV prior with a small degree of freedom are good choices in cases where preserving the edges of the image is essential. We also proposed the two-dimensional Laplace TV prior that can be considered a statistical alternative for isotropic TV prior.

Generally the MAP estimates worked well in our deblurring test cases for restoring blocky images and the edges were well preserved. Comparison of the MAP and (approximative) CM estimates showed that the CM tends to yield more smooth and less ‘edge preserving’ image reconstructions than the MAP estimate. The CM estimates computed using VB were very close to those results obtained using Gibbs sampling. Unfortunately computing the (approximate) CM estimates is computationally intensive because of the need to invert large matrices in the VB algorithm. In [7] Region of interest (ROI) method was developed because of the similar problems. It might be possible to apply the same approach in our VB case also. The MAP estimate, on the other hand, requires only solving a linear system for which special iterative techniques can be used.

Our model in which all the parameters are estimated from data is not fully satisfactory. Although realistic estimates could be obtained in the case of deblurring problems, difficulties with the estimation were encountered in some cases as the algorithms did not converge to proper solutions. This might be because the posterior can become improper if using improper priors or even if is not, it is likely the case that the prior for the hyperparameters dominates the likelihood. One can, of course, set tight priors for the parameters or simply consider them to be fixed (which is the same as choosing Dirac delta priors) but the need to do this is against the motivation of this study. If the $\nu$ and $\lambda$ parameters are fixed, then our model simplifies to a model considered in [7] (although there are some other differences). It might be possible to analyse these properties of the model both analytically and numerically in more detailed way in future.

As future work also more comprehensive study of hierarchical models could be carried out and one could implement and test the algorithms with more specific imaging (or other) problems. Although the proposed method does not require separate tuning of the regularisation parameter in the deblurring case in typical scenarios, the method does include higher-level parameters (the GIG distribution’s parameters) that could be tuned to give good results for a particular problem class. Finally, in the model we assumed Gaussian noise. However, by using Gaussian scale mixture trick it is also possible to generalise the method so that heavy-tailed noise of the image is modeled.
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A Probability distributions

The probability densities used in this paper and related facts are summarised here. We start by the generalised inverse Gaussian (GIG) distribution \([15]\).

**Definition A.1.** A random variable \(x > 0\) has GIG distribution, denoted \(x \sim \text{GIG}(a, b, p)\), with parameters \(a, b\) and \(p\) if it has the pdf

\[
p_x(x) = \frac{(a/b)^{p/2}}{2K_p(\sqrt{ab})} x^{p-1} e^{-\frac{1}{2} \left( ax + \frac{b}{x} \right) }, \quad x > 0,
\]

where \(K_p\) is the modified Bessel function of the second kind with parameter \(p \in \mathbb{R}\). The range of the parameters is

\[
a > 0, \quad b \geq 0, \quad p > 0; \quad a > 0, \quad b > 0, \quad p = 0; \quad a \geq 0, \quad b > 0, \quad p < 0.
\]

The GIG distribution is unimodal and skewed. The central moments, mode and variance for GIG can be computed using formulas \([15]\. pp. 7, 13–14\]

\[
\mathbb{E}(x^q) = \left( \frac{b}{a} \right)^{q/2} \frac{K_{p+q}(\sqrt{ab})}{K_p(\sqrt{ab})}, \quad q \in \mathbb{R},
\]

\[
\text{mode}(x) = \begin{cases} 
\left( \frac{(p-1)+\sqrt{(p-1)^2+ab}}{a} \right), & \text{if } a > 0, \\
\left( \frac{b}{2(1-p)} \right), & \text{if } a = 0,
\end{cases}
\]

\[
\text{Var}(x) = \frac{b}{a} \left( \frac{K_{p+2}(\sqrt{ab})}{K_p(\sqrt{ab})} - \left( \frac{K_{p+1}(\sqrt{ab})}{K_p(\sqrt{ab})} \right)^2 \right),
\]
which can be further simplified if \( a = 0 \) or \( b = 0 \) using certain asymptotic property of the modified Bessel function. These formulas are given in [13] pp. 13–14.

Reciprocal Inverse Gaussian (RIG) is a special case of GIG. Setting \( a = \alpha^2 / \beta, b = \beta \) and \( p = 1/2 \) gives RIG. Also gamma and inverse gamma densities are special cases of GIG which follow by setting \( a = 2\beta, b = 0 \) and \( p = \alpha \) or \( a = 0, b = 2\beta \) and \( p = -\alpha \), respectively. Exponential distribution \( \text{Exp}(\theta) \) is the same as Gamma\((1, \theta)\). These densities and some of their statistics are gathered in Tables [1] and [2]. Note that \( \Gamma(\cdot) \) is the gamma function and is defined as \( \Gamma(x) = \int_0^\infty t^{x-1}e^{-t}dt \) for \( x > 0 \). RIG density has also been studied in [30].

We define the multivariate Laplace distribution in the following way.

**Definition A.2.** A random \( n \)-vector \( x \) is said to have a multivariate Laplace distribution, denoted as \( x \sim \text{MV Laplace}(\mu, \Sigma) \), with parameters \( \mu \) and a \( n \times n \) positive definite matrix \( \Sigma \), if it has the pdf

\[
p_x(x) = \frac{2}{(2\pi)^{n/2}(\det(\Sigma))^{1/2}} \frac{\exp \left( \frac{1}{2} (x-\mu)^T \Sigma^{-1} (x-\mu) \right)}{\sqrt{2} \sqrt{x^T \Sigma^{-1} x}}.
\]

This definition agrees with the one in [18, p. 235] but with the added location parameter \( \mu \). In one dimension the Laplace pdf with \( \Sigma = 2/b^2 \in \mathbb{R}_+ \) and \( b > 0 \) reduces to

\[
p_x(x) = \frac{b}{2} e^{-b|x-x|}.
\]

This one-dimensional Laplace density is denoted as Laplace\((\mu, b)\). This is easily seen by some simple calculations and using a property of the Bessel function. The second parameter was chosen in this specific way for convenience. The density is sometimes also called the double-exponential density as it consists of two exponential curves.

The mean of this density is \( \mu \) and variance is \( \Sigma \), which can be seen using the following connection to Gaussian and exponential density. The multivariate Laplace distribution defined above is a Gaussian scale mixture with exponential mixing density. That is, it can be written as

\[
y = \mu + \sqrt{\Sigma}^{1/2} x,
\]

where \( r \sim \text{Exp}(1), x \sim \text{Normal}(0,1) \) and \( r \) and \( x \) are independent. The square root is defined as being any matrix such that \( \Sigma = (\Sigma^{1/2})(\Sigma^{1/2})^T \). The fact that Laplace density can be represented as GSM in one-dimensional case was discovered by Andrews and Mallows in 1974 [11]. The next theorem is the generalisation to multidimensional case inspired by [11], where a slightly different version of the result below is given.

**Theorem A.3** (Laplace as Gaussian scale mixture). If \( y \mid (r = r) \sim \text{Normal}(\mu, r\Sigma) \) and \( r \sim \text{Exp}(1) \), then \( y \sim \text{MV Laplace}(\mu, \Sigma) \).

**Proof.** The proof is straightforward calculation.

\[
p_y(y) = \int_0^\infty p_y \mid (r = r) p_r(r) dr = \int_0^\infty p_y \mid (r = r) p_r(r) dr = \int_0^\infty \frac{1}{(2\pi)^{n/2}(\det(\Sigma))^{1/2}} e^{-\frac{1}{2} (y-x)^T \Sigma^{-1} (y-x)} dr
\]

\[
= \frac{1}{(2\pi)^{n/2}(\det(\Sigma))^{1/2}} \int_0^\infty r^{-n/2} e^{-\frac{1}{2} (2r + \frac{2\Sigma^{-1}}{\beta})} dr = -2K_{\frac{n}{2}}(\sqrt{2\Sigma^{-1} \beta}) \left( \frac{2\Sigma^{-1} \beta}{\sqrt{2\Sigma^{-1} \beta}} \right) ^{\frac{n}{2}} = \frac{2}{(2\pi)^{n/2}(\det(\Sigma))^{1/2}} K_{\frac{n}{2}} \left( \frac{\sqrt{2\Sigma^{-1} \beta}}{\sqrt{\frac{2\Sigma^{-1} \beta}{\sqrt{2\Sigma^{-1} \beta}}}} \right) ^{\frac{n}{2}}
\]

where we have denoted \( z = y - \mu \). The integrand on the third line is recognised as unnormalised GIG\((2, z^T \Sigma^{-1} \beta, 1 - \frac{n}{2})\) pdf and is thus computed using the fact that the density integrates to 1. □
Similarly it can be shown that the multivariate t-distribution can be characterised as a GSM using the connection \( y = \mu + \sqrt{r} \Sigma^{1/2} x \) with inverse gamma mixing density \( r \sim \text{InvGamma}(\frac{w}{2}, \frac{w}{2}) \), where \( w \) is the degree of freedom for t-distribution.
Table 1: Special cases of GIG distribution. All the parameters appearing in the formulas must be positive.

| x  | \( p_x(x) \) |
|----|---------------|
| RIG(\( \alpha, \beta \)) | \( \frac{\alpha}{\sqrt{2\pi\beta}} e^{\frac{\alpha}{2}x^{-\frac{1}{2}}} \exp \left(-\frac{(\alpha x+\beta)^2}{2\beta x}\right) \) |
| Exp(\( \theta \)) | \( \theta e^{-\theta x} \) |
| Gamma(\( \alpha, \beta \)) | \( \frac{\beta^\alpha}{\Gamma(\alpha)^\alpha} x^{\alpha-1} e^{-\beta x} \) |
| InvGamma(\( \alpha, \beta \)) | \( \frac{\beta^\alpha}{\Gamma(\alpha)^{\alpha-1}} e^{-\beta x} \) |

Table 2: Some statistics of different distributions.

| x  | \( E(x) \) | mode(\( x \)) | \( V(x) \) |
|----|-------------|--------------|-----------|
| RIG(\( \alpha, \beta \)) | \( \frac{\beta(1+\alpha)}{\alpha^2} \) | \( -\frac{\beta+\sqrt{1+4\alpha^2}}{2\alpha^2} \) | use (45) |
| Exp(\( \theta \)) | \( \theta^{-1} \) | 0 | \( \theta^{-2} \) |
| Gamma(\( \alpha, \beta \)) | \( \frac{\alpha}{\beta} \) | \( \frac{\alpha-1}{\beta} \) for \( \alpha > 1 \) | \( \frac{\alpha}{\beta^2} \) |
| InvGamma(\( \alpha, \beta \)) | \( \frac{\beta}{\alpha-1} \) for \( \alpha > 1 \) | \( \frac{\beta}{\alpha+1} \) | \( \frac{\beta^2}{(\alpha-1)^2(\alpha-2)} \) for \( \alpha > 2 \) |

Figure 1: Graphical model of TV regularisation.
Figure 2: TV regularisation of one-dimensional partly blocky, partly smooth test image. The noise level was BSNR=40 dB. CM-VB and CM-MCMC are the CM estimates using VB and Gibbs sampler, respectively, stTV refers to the t-distribution TV prior and MAP-opt is the solution computed using deterministic optimisation approach.

Figure 3: TV regularisation of one-dimensional blocky image. Here the noise level was BSNR=30 dB. The algorithms used are the same as in Figure 2.
Figure 4: (a) The original image. (b) Blurred and noisy image. (c-e) Image reconstruction using the algorithm based on our hierarchical TV model, (c) anisotropic TV (MAP), (d) anisotropic TV (CM), (e) 2-dimensional Laplace TV prior (MAP), (f) t-distribution TV prior (MAP).
Figure 5: (a) The original image. (b) Blurred and noisy image. (c-e) Image reconstruction using the algorithm based on our hierarchical TV model, (c) anisotropic TV (MAP), (d) 2-dimensional Laplace TV prior (MAP), (e) t-distribution TV prior (MAP), (f) 2-dimensional t-distribution TV prior (MAP).