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Abstract—Deep reinforcement learning (DRL) enables robots to perform some intelligent tasks end-to-end. However, there are still many challenges for long-horizon sparse-reward robotic manipulator tasks. On the one hand, a sparse-reward setting causes exploration inefficient. On the other hand, exploration using physical robots is of high cost and unsafe. In this article, we propose a method of learning long-horizon sparse-reward tasks utilizing one or more existing traditional controllers named base controllers in this article. Built upon deep deterministic policy gradients (DDPGs), our algorithm incorporates the existing base controllers into stages of exploration, value learning, and policy update. Furthermore, we present a straightforward way of synthesizing different base controllers to integrate their strengths. Through experiments ranging from stacking blocks to cups, it is demonstrated that the learned state-based or image-based policies steadily outperform base controllers. Compared to previous works of learning from demonstrations, our method improves sample efficiency by orders of magnitude and improves performance. Overall, our method bears the potential of leveraging existing industrial robot manipulation systems to build more flexible and intelligent controllers.

Index Terms—Base controllers, deep reinforcement learning (DRL), long-horizon sparse reward, robotic manipulator tasks.

I. INTRODUCTION

The research of learning-based control is developing rapidly [1], [2], [3], [4]. Among them, deep reinforcement learning (DRL) has been applied extensively to complicated decision-making problems in the past few years, including board games like Go [5] and video games like StarCraft [6]. Meanwhile, a lot of research has been done on applying DRL to robot control problems [7], [8], [9], [10], [11], [12], [13]. However, DRL algorithms are often data-hungry, requiring millions of interactions with the environment to learn a single task. Exploration is even more inefficient when the reward is sparse and delayed, which is a common situation in robot tasks. Besides, the random exploration of a robot in the real world is of high cost and unsafe. Although there is a scheme of training in simulation and testing in a real environment, the gap between simulation and real environment always exists, which requires a high degree of verisimilitude in the simulation environment.

For the long-horizon sparse-reward robotic manipulator tasks, the robot needs to perform correct actions continuously and finally complete the task to obtain the reward. At the beginning of training, it is almost impossible to randomly explore a series of corrective actions to complete the task. As a result, it is hard for the robot to obtain rewards, so the strategy cannot be optimized, or the optimization is very slow.

Previous works have used demonstrations [14], [15], [16], [17], [18] to speed up DRL. Although this method could successfully learn some long-horizon sparse-reward tasks, it is still not a perfect solution to the efficiency problem. Learning tasks like “pick-and-stack” still take millions of interactions with the environment. Furthermore, additional hardware like virtual reality equipment [14], [19] or 3-D motion controllers [15], [17] are required to collect demonstrations. Virtual reality equipment ensures that humans and robots share the same observation and action space. The 3-D motion controllers allow the manipulator to be operated by position control. The demonstration-based approach implements guidance by calculating the behavior cloning (BC) loss on the demonstration dataset. The demonstration dataset is generally small, and BC loss does not play a role outside the demonstration dataset, so the guidance effect is limited. In addition, at the beginning of training, a large number of ineffective actions explored by the agent will be put into the replay buffer. This makes the agent learns slowly.

Residual reinforcement learning (RL) [20], [21] introduces a baseline in the learning process of the network controller. However, it only learns the correction of the base controller. Its effect is limited by the base controller, so it is difficult to explore a better strategy. It is also difficult to find appropriate compensation for sparse rewards, which makes the overall effect of the base controller and network controller still poor.
Moreover, it cannot combine the advantages of multiple base controllers.

Considering these, we propose a hybrid method for robotic task learning with existing controllers, which is referred to as base controllers. The base controller has its own fixed mode to guide the network to learn. In addition, conservative and slow controllers with high accuracy and aggressive and efficient controllers with low accuracy are difficult to be selected as appropriate guiding baselines. Therefore, we also study an ensemble strategy of base controllers, to merge the advantages of different base controllers. The network can learn a flexible strategy with high efficiency and high precision. The main contributions include as follows.

1) Long horizons and sparse rewards make it difficult for robots to obtain rewards to optimize networks. We present a novel learning scheme that incorporates base controllers to resolve the challenges of sparse-reward and long-horizon robotic tasks. The proposed approach greatly relieves the exploration cost during learning.

2) We extend our approach to an ensemble of base controllers so that the network can aggregate the advantages of these controllers. The final network performance is better than all these base controllers.

3) The experiments demonstrate that, compared with learning from demonstrations, our approach accelerates the learning speed by orders of magnitude and is also effective in handling difficult tasks which cannot be solved by demonstration learners.

II. RELATED WORK

A. Imitation Learning

Imitation learning (IL) is broadly adopted in robotics, ranging from automated driving [22], [23] to unmanned aerial vehicle [24] control. The simplest way of doing IL is BC [22], which intends to match the actions of the learner to those of an expert. BC is not safe due to overfitting and distribution drift issues. IL algorithms like dataset aggregation (DAGGER) [25], [26] address this by collecting data with an annealed ratio of expert control, which helps achieve low-cost learning or regret minimization. Nevertheless, a huge amount of expert data needs to be collected. Recent algorithms can also learn implicitly from demonstration data, such as inverse RL (IRL) [27] and generative adversarial IL (GAIL) [28].

B. Reinforcement Learning

State-of-the-art DRL algorithms have been applied in the robot learning field, ranging from robotic manipulator control using deep Q-network (DQN) [29], [30], dexterous robot hand manipulation using proximal policy optimization (PPO) [10], [31], up to applications of deep deterministic policy gradient (DDPG) [32], [33], and soft actor-critic (SAC) [34]. For simple sparse-reward settings, hindsight experience replay (HER) [35] proposes the notion of goal-conditioned tasks. But HER is hard to be applied to more complex tasks with bottlenecks [17]. DivAC [36] extends the divergent strategy iterative algorithm to the continuous action space problem, which can deal with the tradeoff between exploration and exploitation. Yang et al. [37] propose the universal option framework (UOF) to solve the multistep tasks by training symbol planning and motion control strategies simultaneously.

Some works investigate model uncertainty in RL algorithms [38], [39], [40]. Kahn et al. [38] propose a model-based learning algorithm combining uncertainty perception and control method. Lütjens et al. [39] use dropout and bootstrapping to train a set of LSTM networks for model uncertainty estimation and construct a safe RL framework. Wu et al. [40] propose an uncertainty weighted actor-critic (UWAC) to deal with the uncertainty in offline RL.

C. Combining Imitation With Reinforcement Learning

Researchers have been trying to combine IL with RL to get the best of both worlds. DDPGGfD [41] puts demonstration in the replay buffer of DDPG to learn peg insertion tasks. Nair et al. [14] augment DDPG with a Q-filtered BC loss to learn with a separate demonstration replay buffer. In our approach, all transformations are stored in the replay buffer of DDPG, and there is no distinction between whether the actions in the transformation are decided by the base controller or the agent. The model is more concise. We gradually reduce the possibility of taking a base controller by a decaying coefficient. Our BC loss is similar to [14]. The BC loss of [14] is only calculated in the demonstration. However, we calculate the BC loss when the action of the actor network is inferior to the base controller. This allows the agent to learn from the base controller more quickly and gradually reduce the dependence on the base controller.

Zhu et al. [15] employ GAIL to learn from demonstrations and use state prediction as auxiliary tasks to learn a deep visuomotor policy for a robot hand. Ding et al. [17] use demonstrations to overcome bottlenecks in HER. Hermann et al. [16] sample demonstrations according to a curriculum of increasing difficulty to help learn a visuomotor policy. All of the above works use demonstrations to realize robot learning, but tasks like “pick-and-stack” still take millions of environmental interactions. Furthermore, additional hardware is required to collect demonstrations. Finally, the agent is prone to making mistakes in the initial stage, which is unfavorable when mistake costs are expensive. In contrast to learning from demonstrations, learning with existing controllers often directly uses a controller to aid exploration. Guided policy search (GPS) [42], [43] optimizes a model-based controller and then learns a policy in a supervised manner. Residual RL [20], [21] learns a compensation policy that is strongly dependent on the existing controller, while our method learns a complete policy and the base controller can be discarded once learning is done. Our method can also utilize an ensemble of base controllers, while residual RL can only use one controller.

III. METHOD

We formulate the Markov decision process (MDP) as standard RL. For state set $S$ and action set $A$ in environment $E$, a policy $\mu$ is a mapping $S \rightarrow A$, and $P : S \times A \rightarrow S$ is the transition probability. For every time step $t$, the agent receives
observation \(s_t\), takes an action \(a_t\), and then receives next observation \(s_{t+1}\) and reward \(r_t\). The goal is to maximize the accumulated discounted reward \(R_t = \sum_{t=0}^{T} \gamma^{t-t} r_t\), where \(\gamma\) is the discount factor. The optimal \(Q\) value is defined as the expected reward after taking an action from a state and acting optimally thereafter: \(Q^*(s, a) = \max_{\pi} \mathbb{E}_{s_t, a_t \sim \pi} [R_t | s_t, a_t] \). A base controller is denoted as \(\mu_b(s)\) and can be queried for actions regarding arbitrary states. Our algorithm builds on DDPG [32], a standard actor-critic algorithm for continuous control which is often preferred in previous works [14], [41] for its utilization of off-policy data. The actor network is denoted as \(\mu(s|\theta^\mu)\), and the critic network is denoted as \(Q(s,a|\theta^Q)\), where \(\theta^\mu\) and \(\theta^Q\) are corresponding network weights. In the sections below, we will describe our algorithm, DDPG with base controllers (DDPGwB), as shown in Fig. 1, including methods during exploration, value estimation, and policy update to incorporate a base controller. We will also show how the algorithm scales from one base controller to an ensemble of base controllers.

### A. Mixed Q-Control

Exploration is challenging in robotic tasks, especially when the reward is sparse. By utilizing a base controller to explore in the initial stage and linearly decaying its control ratio, the agent is able to experience a regular positive reward. The agent also avoids unsafe states and unnecessary explorations. However, simply annealing the ratio could result in abandoning the base controller too early or too late. When abandoning too early, the agent might crumble due to insufficient guidance, and when abandoning too late, the agent might not outperform the base controller since it cannot explore on its own. To address this, a novel mechanism is proposed that allows the agent to flexibly adjust the control ratio. Specifically, the probability that an agent must execute the base controller’s action, \(\epsilon\), is initialized to 1 and decreases by \(\delta\) for every environment step. With \(1 - \epsilon\) probability, the agent selects the best action based on the prediction of the critic network

\[
a_t = \arg\max_{a \in B_t \cup \{\mu(s)\}} Q(s_t, a|\theta^Q) .
\]

The intuition behind this is that in Q-learning [44], the learned policy is selecting the action with the greatest value over all possible actions given an arbitrary state. Since the critic network in DDPG performs the same role as the Q-network in DQN, it is natural to adopt the same fashion of choosing actions via \(\arg\max\).

### B. Base Controller Bootstrap

In the update step of the critic network, DDPG, like many other RL algorithms, uses the Bellman equation

\[
Q^*(s, a) = \mathbb{E}_{s_t, a_t \sim \pi} [r_t + \gamma \max_{a_{t+1}} Q^*(s_{t+1}, a_{t+1})]
\]

(2)

to estimate the \(Q\) value, where “\(\pi\)” denotes the optimal policy. Unlike Q-learning, DDPG deals with continuous actions and thus loses the ability to efficiently compute the maximum \(Q\) value of the next state. Hence, DDPG uses the \(Q\) value of its current policy. In practice, target networks (indicated with “\(\bar{\cdot}\)”) below are used for stabilized learning, whose weights are slowly updated. We use \(y_t\) to represent the bootstrap target

\[
y_t = r_t + \gamma Q^*(s_{t+1}, \mu'(s_{t+1}|\theta^\mu)|\theta^Q) .
\]

(3)

where \(\mu'(s|\theta^\mu)\) denotes the target actor network, \(Q^*(s, a|\theta^Q)\) denotes the target critic network, \(\theta^\mu\) is the weights of the
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Due to inaccurate value estimates and a deterministic policy, such unbounded update tends to be very brittle as discussed in [45], as the actor network will often try to exploit peaks in the Q-function and diverge. To relieve this, we apply BC with respect to the base controller as a regularization tool that guides the gradient update direction

\[ \nabla_{\theta^\pi} L_a = -\nabla_{\theta^\pi} L_{BC} + \lambda \nabla_{\theta^\pi} J \]

where \( \lambda \) is a coefficient balancing two losses. Specifically, the BC gradient is imposed only on actions that are worse than those of the base controller as decided by the critic network. Note that this does not violate the optimization goal of maximizing the accumulated reward. This kind of filtering is similar to [14], except in [14] BC loss is imposed on a demonstration buffer.

D. Ensemble of Base Controllers

For complex tasks, there is sometimes no good base controller, but some weak controllers can be easily designed. These controllers have their own characteristics: some high efficiency but low precision, some high precision but low efficiency. Then, it is ideal to learn a policy from an ensemble of multiple base controllers and integrate their strengths. To this end, our algorithm easily scales to multiple base controllers. Considering \( K \) base controllers: \( \mu_b(s), \mu_b(s), \ldots, \mu_b(s) \), we define the ensemble base controller action set as

\[ \mathcal{B}_t = \{ \mu_b(s_t), \mu_b(s_t), \ldots, \mu_b(s_t) \}. \]

With probability \( \epsilon \), the action is randomly selected from \( \mathcal{B}_t \). With probability \( 1 - \epsilon \), the choice is made amount actions in \( \mathcal{B}_t \) and the actor network action according to the modified (1)

\[ a_t = \arg \max_{a \in \mathcal{B}_t \cup \{ \mu(s_t) \}} Q(s_t, a|\theta^\pi). \]

The bootstrap target form in value learning now also extends from (4) to

\[ y_t = r_t + \gamma \max_{a \in \mathcal{B}_t \cup \{ \mu(s_t) \}} \left[ Q(s_{t+1}, a|\theta^\pi) - \mu(s_t|\theta^\pi) \right]. \]

Finally, \( L_{BC} \) in (6) becomes

\[ L_{BC} = \frac{1}{N} \sum_{i=1}^{N} \left[ \mu(s_t|\theta^\pi) - \mu(s_t|\theta^\pi) \right]^2. \]

Using an ensemble of base controllers helps the agent to avoid mistakes caused by a single controller during exploration, as in (8). It also helps the critic network to further benefit from diverse strategies, as reflected in the bootstrap target form in (9). In turn, those learned values help the agent shape a better policy as in (10). In this way, even if the individual base controller is weak, a learned policy absorbs the strengths in each of them and has a good performance.

The complete pseudo-code is presented in Algorithm 1. We unified exploration, value learning, and policy learning into a single framework to take advantage of one or more base controllers. Base controller bootstrap helps the critic to

---

**Algorithm 1 DDPG With Base Controllers (DDPGwB)**

**Input:** actor network \( \mu(s|\theta^\pi) \), critic network \( Q(s, a|\theta^\Omega) \), target network \( \mu^\prime \) and \( Q^\prime \), \( K \) base controllers: \( \mu_b(s), \mu_b(s), \ldots, \mu_b(s) \), replay buffer \( R \), Gaussian noise \( \mathcal{N} \)

**Output:** learned policy \( \mu(s|\theta^\pi) \)

1. \( \epsilon = 1; \)
2. for \( \text{episode} = 1, M \) do
3. \( \text{Get initial observation } s_1; \)
4. for \( t = 1, T \) do
5. if random < \( \epsilon \) then
6. \( a_t = \mu_b(s_t) \) random \( B_t; \)
7. else
8. \( \text{Get } a_t \text{ according to Equation (8); } \)
9. \( a_t \leftarrow a_t + N; \)
10. \( \text{Execute action } a_t, \text{ observe reward } r, \text{ and next state } s_{t+1}; \)
11. \( \text{Store transition } (s_t, a_t, r_t, s_{t+1}) \text{ in } R; \)
12. \( \epsilon \leftarrow \epsilon - \delta; \)
13. \( \text{Sample a random minibatch of } N \text{ transitions } (s_t, a_t, r_t, s_{t+1}) \text{ from } R; \)
14. \( \text{Get } y_t \text{ according to Equation (9); } \)
15. \( \text{Update critic by minimizing the Bellman error; } \)
16. \( \text{Update actor according to Equation (6); } \)
17. \( \text{Update the target networks: } \)
18. \( \theta^\mu \leftarrow \tau \theta^\mu + (1 - \tau) \theta^\mu, \theta^Q \leftarrow \tau \theta^Q + (1 - \tau) \theta^Q; \)

---

The policy update in DDPG is done by back-propagating through the critic network

\[ \nabla_{\theta^\pi} J = \frac{1}{N} \sum_{i} \nabla_{\theta^\pi} Q(s_i, a_i|\theta^\pi) \nabla_{\theta^\pi} \mu(s_i|\theta^\pi). \]
avoid suffering from a terrible actor, so the critic network in charge of both exploration and policy update can be learned better. The brittleness of the actor network is greatly eased, as it will be shown in experiments that abandoning the use of the target actor network does not create drastic decay in our algorithm’s performance, which is unusual for DDPG.

IV. EXPERIMENTS

In this section, we provide a description of the tasks we evaluate our algorithm on. Then the network architectures are described, along with a straightforward template for designing base controllers. Finally, we give a quantitative evaluation of our algorithm in terms of learned policies’ success rates, learning efficiency, and the ability to utilize an ensemble of base controllers. And we compare it to previous methods.

A. Task Description

We use PyBullet [46] simulator and a KUKA robotic manipulator for our experiments. The output action of the base controller and the actor network is \( a_t = [x, y, z, e, f] \), where \( x, y, z \) are the change in the end-effector position, \( e \) is the change in the end-effector yaw angle, and \( f \) is the change in the gripper open angle. They have a range of \([-1, 1]\). The observation consists of proprioceptive data of the robotic manipulator and either state information of two objects or images. The proprioceptive data of the robotic manipulator is 8-D, including end-effector position, orientation, gripper open angle, and the force on gripper fingers. The state information of two objects is 12-D, including positions and orientations. The images are binocular RGB images from two sides of the table, with a resolution of 128 \( \times \) 128. Our algorithm is verified under the following three tasks.

1) Stacking: This task involves two cubes initialized at random positions and orientations on the table, each with a side length of 5 cm. The goal is to stack the green cube onto the purple cube.

2) Block–Cup: This task involves a cube and a cup initialized at random positions and orientations on the table. The cube has a side length of 5 cm. The cup’s height is 15 cm and has a square opening with a side length of 6 cm. The goal is to place the green cube into the blue cup while not tipping the cup over.

3) Cup–Cup: This task involves two cups initialized at random positions and orientations on the table. The green cup’s opening has a side length of 5 cm. The blue cup’s opening has a side length of 6 cm. Both cups’ height is 15 cm. The goal is to place the green cup into the blue cup while not tipping either cup over.

Screenshots of all tasks are presented in Fig. 2. In all tasks, we employ a truly sparse reward, that is, a reward of 1 if the goal is achieved, and a reward of 0 for other scenarios, as follows:

\[
  r_t = \begin{cases} 
    1, & \text{the goal is achieved} \\
    0, & \text{otherwise.} 
  \end{cases}
\]  

An episode is terminated if it reaches 100 steps or the agent achieves the goal. In block–cup or cup–cup tasks, an episode is also terminated when a cup is tipped, and the reward is 0. All tasks are designed to reflect the challenges of sparse-reward and long-horizon robotic tasks, that is, the robot must accomplish a sequence of actions before receiving a proper reward signal. For example, for the cup–cup task, the robot must first reach for the green cup, grab the cup, then align the green cup with the blue cup, and finally place it into the blue cup to obtain the reward.

We highlight the increasing difficulties in these tasks: First, the agent has to pick up the object. Second, it cannot tip the cup over when moving the object. Finally, it has to match the object precisely with the opening. The risk of tipping over the cup makes the tasks significantly harder and correspond to a kind of safety requirement, for example, fragile things are not allowed to be knocked over. A proper learning scheme should avoid making those expensive mistakes.

B. Network Structure

1) State-Input: The actor network receives 20-D input and outputs 5-D action, with two hidden layers each having 256 units and ReLU activation. Activation of the last layer is Tanh. The critic network receives 25-D input and outputs 1-D \( Q \) value, with two hidden layers each having 256 units and ReLU activation. Activation of the last layer is Sigmoid.

2) Image-Input: The normalized image first passes through a convolutional neural network (CNN) with three convolution layers of \( 3 \times 3 \) kernel size, one stride, 8-channel output, and ReLU activation, then passes through channel-wise spatial softmax [42] to get feature points (16-D). The binocular images share one CNN, and their output features are concatenated, resulting in a 32-D feature output. This image feature concatenated with proprioceptive data is then passed through a fully connected network same as the state-input actor

Fig. 2. Screenshots of all tasks in different stages described in Section IV-A. A screenshot of the cup–cup task depicts a failed trial, where the blue cup is tipped over by the robot. (a) Stacking. (b) Block–cup. (c) Cup–cup.
network, except for different input dimensions. A state-input critic is coupled with an image-input actor during training as in [15]. Note that the use of state information here is for learning only, and the trained image-based policies work without state information. Fig. 3 outlines the entire neural network architecture.

C. Base Controllers

Given state information and proprioceptive data, we provide a simple controller template in Algorithm 2 that covers a variety of tasks. \( p_{\text{desired}} \) represents the desired end-effector (object) position and yaw angle. \( p_{\text{curr}} \) represents the current end-effector (object) position and yaw angle. The controller first tries to reach and grasp an object. Once the gripper holds the object, the controller will place it in the goal position. We use simple proportional controllers to calculate actions for the end-effector. The proportionality coefficient \( K_p \) is 5 for position and 2 for angular actions. Force on gripper fingers is used to tell whether there is a successful grasp. The experiments show that Algorithm 2 produces decent success rates.

D. Training Details

We use the Adam optimizer and a learning rate of \( 10^{-3} \) for both actor and critic networks. Exploration noise during training is Gaussian distribution with 0.1 standard deviation and 0 mean. The discount factor \( \gamma \) is 0.99. The soft update parameter \( \tau \) for the target networks is \( 5 \times 10^{-3} \). The batch size is 256, and the replay buffer size is \( 10^5 \). We set the loss balance coefficient of the actor network \( \lambda \) in (6) as \( 2 \times 10^{-2} \). The ratio of the direct use of the base controller \( \epsilon \) is initialized to 1, and the decreased value at each step \( \delta \) is \( 2 \times 10^{-5} \). All experiments are performed on an RTX2080 Ti.

E. Results

During the training, the actor model is tested for 100 episodes every 30 training episodes. We calculate the success rate and save the model with the highest success rate. After the completion of the training, the saved model is tested for 1000 episodes (no Gaussian noise). The experiments are repeated five times, and the average of the test results is the final test performance, as listed in Table I. We also measure the training performance and the average success rate of the agent in the interaction process with the environment throughout the training process. This reflects the safety requirement of the training process. The results are the training performance in Table I. Due to the Gaussian noise in the training process and the poor performance of the agent in the early training, the performance of the training is worse than that of the test.

1) Comparison With Other Methods: We compare our method with HER [35], Residual RL [20], and the method of learning from demonstrations (DDPG w/BC + Demo) [14]. Learning curves (success rates for evaluation) with state-input are summarized in Fig. 4(a)–(c).

HER [35] uses a strategy to sample a set of additional goals for the replay buffer to improve sampling efficiency.
In our tasks, whether the robotic manipulator can successfully grasp the block is one of the bottlenecks of the task. If HER can successfully grasp the block through exploration, it can strengthen the grasping behavior and start the exploration in the next stage. However, random exploration is almost impossible due to the high complexity of the action space. In their paper, they set half training episodes to start with the block being grasped. This initialization is equivalent to artificially crossing a bottleneck and making the problem easier. However, this approach is not useful when it is difficult to find one such keyframe. Instead, our approach uses the base controller to guide agents to explore, and agents can quickly learn how to grasp. Since we use mixed Q-control to choose actions, most of the transitions in the replay buffer work, which makes our sampling efficiency much higher.

In all tasks, our method requires only about 0.2 million environment steps or less to converge, while learning from demonstrations struggles to converge in limited environment steps. In previous works, Nair et al. [14] learn a much easier pick-and-place task: the robotic manipulator has to pick up a block on the table and move it to a position in space, where neither orientation nor object interaction is considered. In their paper, about 1 million environmental steps are used to converge. According to our results, as the difficulty level of the task increases (more bottlenecks), it becomes harder for demonstration learners to find a sensible policy, and performances even start to degrade as the training progresses. For the cup–cup task, the final performance of learning from demonstrations is almost down to zero.

Residual RL [20] also uses a base controller. They learn the compensation amount of a base controller and superimpose the compensation amount on the base control action as the actual control action. Although it can improve the performance of the base controller, the policy is strongly dependent on the base controller. Therefore, other more effective policies cannot be explored, which limits performance improvement. In addition, it is difficult to explore effective compensation for random exploration, so the strategy convergence is slow. In our approach, thanks to mixed Q-control and base controller bootstrap, poor base controller performance is slowly discarded as network performance is progressively improved under guidance. Our method can learn the advantages of the base controller and explore a better strategy to replace the poor part of the base controller. This is more flexible and effective than residual RL.

To characterize the safety of learning, we present the success rates during training in Fig. 4(d)–(f), which are the performances the agents hold while actually interacting with the environment. Note that all policies’ performances are naturally lower than those during evaluation because of Gaussian noise. Results show that our method learns at a stable success rate throughout the training process. The base controller helps prevent the agent from making mistakes like tipping over the cup in the initial stage. However, learning from demonstrations starts learning with a success rate of 0. At the beginning of training, due to the random compensation of the network, the performance of residual RL is lower than that of the base controller. By contrast, our method is safer during training and more suitable for real-world training.

2) Learn From Images: We run a set of experiments that use binocular RGB images as the actor network’s input instead of state information. We train the agent for 0.4 million environment steps (50 gradient steps per episode) and evaluate the final learned policies’ performances by running 1000 test episodes for each task. The image-based policies achieve success rates of 87.28%, 68.74%, and 49.18%, respectively, for stacking, block–cup, and cup–cup tasks, proving that our method also applies to image-based tasks. The performance is worse than the state-based result, which we believe is because the feature extraction capability of the convolutional neural network is limited.

3) Abandon the Target Actor: We further validate our algorithm by abandoning the use of a target actor network, which is an unusual ablation since DDPG needs both the target actor and target critic networks for stabilized learning. The target actor network generates stable actions, and the target critic network generates stable $Q$ values according to the actions of the target network, which provides stable target points for network training and makes training stable. In our algorithm, the actions of the baseline controller and the target actor network are compared by the target critic network. The target critic network will select the optimal estimation $Q$ value. Our base controller itself is a very stable actor, and its actions further ensure the stability of the $Q$ value estimated by the target critic network. When the target action network is removed, the base control still comes into play and the training is still effective and stable. As shown in Fig. 5, abandoning the use of a target actor network does not create drastic decay to our algorithm’s performance, and policies are still stably learned outperforming base controllers, which highlights that our algorithm greatly increases the stability of actor.

| Method                      | Test performance | Training performance |
|-----------------------------|------------------|----------------------|
|                             | Stacking | Block-cup | Cup-cup | Stacking | Block-cup | Cup-cup |
| HER [35]                    | 0%       | 0%        | 0%      | 0%       | 0%        | 0%      |
| DDPG w/BC + Demo [14]       | 63.40%   | 56.90%    | 14.16%  | 15.79%   | 7.69%     | 1.67%   |
| Residual RL [20]            | 93.82%   | 70.62%    | 40.94%  | 82.82%   | 57.07%    | 21.03%  |
| Base Controller             | 89.04%   | 57.66%    | 28.14%  | 89.04%   | 57.66%    | 28.14%  |
| DDPGwb (Ours)               | 95.58%   | 84.94%    | 65.40%  | 87.13%   | 74.34%    | 45.02%  |
Fig. 4. (a)–(c) Learning curves (success rates during evaluation) of three tasks. (d)–(f) Success rates in actual training of three tasks. Solid lines represent the mean, and shaded areas represent the standard deviation. The number of environment steps is used as an x-axis label to convey sample complexity. Curves are averaged from five runs with different random seeds and smoothed for clarity. The performance of the base controller is denoted by the horizontal dashed line.

Fig. 5. Effect of abandoning the use of target actor networks. Without the target actor network, the performance of our algorithm is not significantly reduced. (a) Stacking. (b) Block–cup. (c) Cup–cup.

| Method          | Average steps | Success rate | Misbehavior rate |
|-----------------|---------------|--------------|------------------|
| Base controller |               |              |                  |
| Base 0          | 93.4          | 63.8%        | 25.9%            |
| Base 1          | 120.2         | 83.1%        | 13.2%            |
| DDPGb           |               |              |                  |
| Base 0          | 70.7          | 75.6%        | 18.0%            |
| Base 1          | 96.7          | 82.0%        | 14.0%            |
| Base 0&1        | 88.3          | 86.5%        | 9.6%             |

4) Learn With an Ensemble of Base Controllers: For an ensemble of base controllers, we design two base controllers: a base controller 0 with high efficiency but low accuracy, and a base controller 1 with high accuracy but low efficiency. When the ensemble of base controllers works, we randomly choose one of the actions to perform. First, we train our algorithm with these two base controllers. Then, we train our algorithm with the ensemble of the two base controllers. The total training step length is 1 million steps. The maximum step length of each episode is up to 140 steps to fully perform the slower base controller.

The results are shown in Fig. 6 and Table II. When the two base controllers are trained separately, the agent performance we get exceeds that of the base controller. With the combination of controllers, our agent’s performance improves even more. The success rate is higher and the error rate is lower than the two base controllers and the model trained by them, respectively, with the average completion step size between base controller 0 and base controller 1. It can be seen that when using an ensemble of base controllers, our algorithm can learn the advantages of each base controller at the same time. The performance is better than using a single controller, which reflects the superiority of our algorithm. However, residual RL [20] can only use one base controller.
5) Sim2Real Policy Transfer: In order to verify the effectiveness of the strategy in real scenarios, we test the actor network trained in the simulation on a real KUKA LBR IIWA manipulator. The real-world setup is the same as the simulation environment (including robot dynamics and object size). We use state input to test the trained actor network on the three tasks. The location and orientation of the blocks and cups are random. The initial position of the manipulator is the same each time. In ten experiments, the success rate was 90% for stacking, 70% for block–cup, and 50% for cup–cup. This shows the robustness of our algorithm and the potential for practical applications. Video demonstrations of the real-world environment are uploaded to supplemental materials.

V. CONCLUSION

In this article, we propose DDPGwB, an algorithm that utilizes base controllers to efficiently and safely learn challenging sparse-reward robot tasks. DDPGwB incorporates base controllers into stages of exploration, \( Q \) value estimation as well as policy update, and learns state-based or vision-based policies that exceed the performances of base controllers. At the same time, our algorithm can be extended to an ensemble of base controllers to concentrate the advantages of each controller. The method proposed in our research may facilitate DRL applications in industrial robot systems where traditional non-DRL-powered controllers are pervasive.

One interesting future direction is to incorporate more base controllers for one single task or to use a parameterized base controller distribution. Such a distribution might facilitate diverse control strategies and in turn aid the exploration of the agent. Another possible direction is to use Task and Motion Planning algorithms [47] to automatically synthesize base controllers for tasks requiring multistep planning.
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