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ABSTRACT. In analyzing complex datasets, it is often of interest to infer lower dimensional structure underlying the higher dimensional observations. As a flexible class of nonlinear structures, it is common to focus on Riemannian manifolds. Most existing manifold learning algorithms replace the original data with lower dimensional coordinates without providing an estimate of the manifold in the observation space or using the manifold to denoise the original data. This article proposes a new methodology for addressing these problems, allowing interpolation of the estimated manifold between fitted data points. The proposed approach is motivated by novel theoretical properties of local covariance matrices constructed from noisy samples on a manifold. Our results enable us to turn a global manifold reconstruction problem into a local regression problem, allowing application of Gaussian processes for probabilistic manifold reconstruction. In addition to theory justifying the algorithm, we provide simulated and real data examples to illustrate the performance.
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1. INTRODUCTION

Data are often observed as moderate to high-dimensional but in many cases have a lower dimensional structure. As this structure may be non-linear, it is common to characterize it mathematically as a Riemannian manifold. This has led to a rich literature on manifold learning algorithms, which reconstruct the observed data in a low dimensional space, while maintaining as much of the topology and geometry of the underlying manifold as possible. Some well known manifold learning algorithms include isomap [30], Laplacian eigenmaps [3], locally linear embeddings [26], diffusion maps [7] and t-distributed stochastic neighbor embedding [31]. In practice, for the manifold assumption to be realistic, it is typically necessary to allow measurement error. Although some manifold learning algorithms are robust to noise [12, 27, 11, 8], these algorithms focus on providing lower-dimensional features and not on estimating the manifold or providing fitted values in the original sample space. The goal of this article is to address these limitations of classical manifold learning algorithms.

We use the following example as illustration. Near-infrared reflectance spectroscopy (NIRS) is widely used to assess food quality. The relation between wavelengths of incident waves and diffuse reflectance of the waves is called the reflectance spectrum, which relates to water content, sugar content and ripeness of crops. We consider the reflectance spectra for 86 wheat samples, with the near-infrared waves measured in 2 nm intervals from 1100 nm to 2500 nm. Each of the 86 samples can be represented as a point in \( \mathbb{R}^{701} \) with each coordinate the reflectance of the corresponding incident wave. We plot the data in Figure 1, which shows that the observed reflectances are noisy, especially over the wavelengths from 1900 nm to 2500 nm. We first apply diffusion maps [7], producing a reconstruction in \( \mathbb{R}^2 \) revealing an underlying one dimensional manifold structure. While diffusion maps may be useful for learning very low-dimensional features summarizing NIRS data, it is unclear how these features relate to the original spectrum data, limiting interpretability. It would be appealing to have an approach that can infer the manifold structure in the original \( \mathbb{R}^{701} \) spectra space, while exploiting the manifold structure to denoise the data.

In this article, we propose a Manifold reconstruction via Gaussian processes (MrGap) algorithm, which estimates a submanifold of the observation space from samples on the manifold corrupted by
Gaussian noise. MrGap builds upon our theoretical analysis of the spectral behavior of the local covariance matrix of noisy samples on a manifold. Our theoretical results enable us to turn a global manifold reconstruction problem into a local regression problem so that we can apply Gaussian process (GP) regression. The predictors and the response variables of the regression problem are constructed from the Euclidean coordinates of the noisy samples. MrGap provides a probabilistic method to reconstruct a manifold in the sense that for each noisy sample, we obtain a probability distribution whose mean is a denoised point on the manifold. Moreover, we can interpolate between different denoised points.
To provide a teaser illustrating practical advantages of our algorithm, we apply the algorithm to the reflectance spectra example. The 86 spectra in \( \mathbb{R}^{701} \) are denoised in a way that incorporates the underlying manifold structure. We plot the reflectance spectra in Figure 2.

We briefly review some related literature. The spectral properties of the local covariance matrix constructed from samples on an embedded submanifold in Euclidean space have been extensively studied. [28] analyzes the bias and variance of the local covariance matrix constructed by a smooth kernel supported on \([0, 1]\), assuming samples without noise from a closed submanifold. [33, 34] study spectral behavior of the local covariance matrix constructed from a \( \mathbb{R}^{-1} \) kernel, assuming samples without noise from a closed submanifold and a submanifold with a boundary. [19] studies the local covariance matrix constructed from \( k \) nearest neighbors, assuming the embedded submanifold can be locally parametrized by quadratic functions in the tangent spaces and samples are images of uniform samples in the domain of their parameterization with Gaussian noise. This is a quite restricted setting, and we consider much more general sampling conditions. Our theory on the local covariance matrix generalizes [33] to allow Gaussian noise.

In addition to manifold learning algorithms that reconstruct a data set in a low dimensional space, there are also algorithms developed to reconstruct a manifold from noisy samples in the original high dimensional space. [24] propose an algorithm to recover the homology groups of the manifold, assuming samples fall in an \( \varepsilon \) neighborhood of the manifold. [16] assumes noise in the normal direction to the manifold, developing a method similar to [24] and proving the convergence rate when the variance of the noise is known. The principal curve algorithm is an iterative method to fit a curve through the data \([17, 20, 21]\). [29] and [22] propose principal manifold methods extending principal curves to higher dimensions. [14, 15] consider samples from a manifold with Gaussian noise. By using the partition of unity, they construct a vector bundle in the neighborhood of the samples to approximate the normal bundle of the manifold. The manifold is reconstructed in a deterministic way by using the vector bundle. [1] and [2] apply local polynomial fitting to reconstruct a manifold from noisy samples. [1] assumes bounded noise in the normal direction, while [2] consider uniformly distributed noise in a tubular neighborhood of the manifold.
The rest of the paper is organized as follows. We set up the problem formally and describe the goals in section 2. In section 2.1, we define the local covariance matrix and the associated projection operators. In section 2.2, we briefly review GP regression. In section 2.3, we propose the MrGap algorithm with an explanation in section 2.4. Theoretical analysis of MrGap is in section 3. In section 3.1, we introduce geometric preliminaries. We provide a bias and variance analysis of the local covariance matrix in section 3.2. In section 3.3, we construct the charts of a manifold based on the projection operators associated with the local covariance matrix. In section 3.4, we relate the reconstruction of the chart to a regression problem. In section 3.5, we discuss the algorithm theoretically based on the previous results. In section 3.6, we introduce a geometric root mean square error to evaluate algorithm performance. The numerical simulations are in section 4. In section 5, we apply the algorithm to the reflectance spectra of wheat data.

We summarize our notation. Let \( \{e_i\}_{i=1}^D \) be the standard orthonormal basis of \( \mathbb{R}^D \), where \( e_i = [0, \cdots, 1, \cdots, 0]^\top \) with 1 in the \( i \)-th entry. Similarly, let \( \{e_i'\}_{i=1}^D \) be the standard orthonormal basis of \( \mathbb{R}^d \). Let \( J \in \mathbb{R}^{D \times d} \) be a projection matrix such that \( J_{ij} = 1 \) when \( i = j \) and \( J_{ij} = 0 \) when \( i \neq j \). Let \( \bar{J} \in \mathbb{R}^{D \times (D-d)} \) be another projection matrix such that \( \bar{J}_{ij} = 1 \) when \( i = d + j \) and \( \bar{J}_{ij} = 0 \) otherwise. If \( t \) is an isometric embedding of a manifold \( M \) into \( \mathbb{R}^D \), then \( t_i \) is the push forward map of \( t \). For \( x \in M \), \( T_xM \) is the tangent space of \( M \) at \( x \) and \( t_0T_xM \) is the tangent space of \( t(M) \) at \( t(x) \). We use \( B_R^{d \times d} \) and \( B_R^D \) to denote open balls of radius \( r \) in \( \mathbb{R}^d \) and \( \mathbb{R}^D \), respectively. We use bold lowercase letters to denote Euclidean vectors.

2. Manifold Reconstruction via Gaussian Processes

In this section, we propose an algorithm to reconstruct an embedded submanifold of Euclidean space from noisy samples. We first make the following assumption about the samples.

**Assumption 1.** Let \( M \) be a \( d \)-dimensional smooth, closed and connected Riemannian manifold isometrically embedded in \( \mathbb{R}^D \) through \( t : M \rightarrow \mathbb{R}^D \). The observed data, \( y_i \in \mathbb{R}^D \) for \( i = 1, \ldots, n \), can be expressed as \( y_i = t(x_i) + \eta_i \), where \( x_i \) are i.i.d sampled from \( P \) and \( \eta_i \) are i.i.d sampled from \( \mathcal{N}(0, \sigma^2 I_{D-D}) \) independently of \( x_i \). Here, \( (M, \mathcal{F}, P) \) is a probability space, where \( P \) is a probability measure defined over the Borel sigma algebra \( \mathcal{F} \) on \( M \). We assume \( P \) is absolutely continuous with respect to the volume measure on \( M \), i.e. \( dP = PdV \) by the Radon-Nikodym theorem, where \( P \) is the probability density function on \( M \) and \( dV \) is the volume form. We further assume \( P \) is smooth and is bounded from below by \( P_m > 0 \) and bounded from above by \( P_M \).

In this work, the embedded submanifold \( t(M) \) is not accessible and we are only given the Euclidean coordinates of \( \{y_i\}_{i=1}^n \). We want to develop an algorithm to achieve the following two goals:

1. For each \( y_k \), find a corresponding \( \hat{y}_k \in t(M) \) while controlling \( \frac{1}{n} \sum_{i=1}^n \| t(x_i) - \hat{y}_i \|_{\mathbb{R}^D}^2 \).
2. For each \( \hat{y}_k \), find a chart of \( t(M) \) around \( \hat{y}_k \) so that we can interpolate on \( t(M) \).

For simplicity, we consider the dimension \( d \) of the manifold as known throughout the paper. Under Assumption 1, we provide a method to determine the dimension \( d \) in Appendix F. There are two major ingredients in our algorithm: the local covariance matrix and GP regression. Before we describe the algorithm, we review these ingredients briefly in the following two subsections.

### 2.1. Local covariance matrix

Letting \( \chi(t) = 1 \) for \( t \in [0, 1] \) and \( \chi(t) = 0 \) for \( t > 1 \) denote a \( 0 \)-\( 1 \) kernel, we define a local covariance matrix at a sample point \( y_k \) based on data \( \{y_1, \cdots, y_n\} \subset \mathbb{R}^D \),

\[
C_n,e(y_k) = \frac{1}{n} \sum_{i=1}^n (y_i - y_k)(y_i - y_k)^\top \chi \left( \frac{\|y_i - y_k\|_{\mathbb{R}^D}}{\varepsilon} \right),
\]
where \( \epsilon > 0 \), and \( C_{n, \epsilon} \) is the covariance matrix used in local Principal Components Analysis (PCA); \( C_{n, \epsilon} \) and its eigenvectors are major ingredients of our algorithm. Consider the eigen decomposition

\[
(2) \quad C_{n, \epsilon}(y_k) = U_{n, \epsilon}(y_k) \Lambda_{n, \epsilon}(y_k) U_{n, \epsilon}(y_k)^\top,
\]

with \( U_{n, \epsilon}(y_k) \in \mathbb{O}(D) \) and \( \Lambda_{n, \epsilon}(y_k) \in \mathbb{R}^{D \times D} \) a diagonal matrix containing the eigenvalues of \( C_{n, \epsilon}(y_k) \) in decreasing order on the diagonal, \( \epsilon_1 \Lambda_{n, \epsilon}(y_k) \epsilon_1 \geq \epsilon_2 \Lambda_{n, \epsilon}(y_k) \epsilon_2 \geq \cdots \geq \epsilon_D \Lambda_{n, \epsilon}(y_k) \epsilon_D \). The column vectors of \( U_{n, \epsilon}(y_k) \) are the orthonormal eigenvectors of \( C_{n, \epsilon}(y_k) \) corresponding to decreasing order of the eigenvalues. The eigenvectors form an orthonormal basis of \( \mathbb{R}^D \). We define projection operators from \( \mathbb{R}^D \) onto two subspaces as follows. For any \( y \in \mathbb{R}^D \), let

\[
(3) \quad \mathcal{P}_{y_k}(y) = \bar{U} U_{n, \epsilon}(y_k)^\top (y - y_k),
\]

be the projection onto the subspace generated by the first \( d \) column vectors of \( U_{n, \epsilon}(y_k) \). Let

\[
(4) \quad \mathcal{P}_{y_k}^\perp(y) := \bar{U} U_{n, \epsilon}(y_k)^\top (y - y_k),
\]

be the projection onto the subspace generated by the last \( D - d \) column vectors of \( U_{n, \epsilon}(y_k) \).

2.2. Gaussian process regression. Suppose \( F : \mathbb{R}^d \to \mathbb{R}^q \) is an unknown regression function with \( F = (f_1, \cdots, f_q) \). Letting \( z_i \in \mathbb{R}^q \) denote the response vector and \( u_i \in \mathbb{R}^d \) denote the predictor vector, for \( i = 1, \ldots, n \), and allowing for measurement error, we let

\[
(5) \quad z_i = F(u_i) + \eta_i, \quad \eta_i \sim \mathcal{N}(0, \sigma^2 I_{q \times q}).
\]

We assign a GP prior to each component function \( f_j \) with mean 0 and covariance function

\[
(6) \quad C(u, u') = \Lambda \exp \left( -\frac{\|u - u'\|^2}{\rho} \right).
\]

Denote \( f_j \in \mathbb{R}^N \) to be the discretization of \( f_j \) over \( \{u_i\}_{i=1}^N \) so that \( f_j(i) = f_j(u_i) \) for \( j = 1, \ldots, q \). A GP prior for \( f_j \) implies \( p(f_j | u_1, u_2, \cdots, u_N) = \mathcal{N}(0, \Sigma_j) \), where \( \Sigma_j \in \mathbb{R}^{N \times N} \) is the covariance matrix induced from \( C \), with the \((j,k)\) element of \( \Sigma_j \) corresponding to \( C(u_j, u_k) \), for \( 1 \leq j, k \leq N \). Prior distribution \( \mathcal{N}(0, \Sigma_j) \) can be combined with information in the likelihood function under model (5) to obtain the posterior distribution, which will be used as a basis for inference.

Suppose we want to predict \( F \) at \( \{u_i\}_{i=N+1}^{N+m} \). Denote \( f_j' \in \mathbb{R}^m \) with \( f_j'(i) = f_j(u_{N+i}) \) for \( j = 1, \ldots, q \) and \( i = 1, \ldots, m \). Under a GP prior for \( f_j \), the joint distribution of \( f_j \) and \( f_j' \) is

\[
(7) \quad p(f_j, f_j') = \mathcal{N}(0, \Sigma),
\]

where \( \Sigma = \begin{bmatrix} \Sigma_1 & \Sigma_2 \\ \Sigma_3 & \Sigma_4 \end{bmatrix} \), with \( \Sigma_2 \in \mathbb{R}^{N \times m}, \Sigma_3 \in \mathbb{R}^{m \times N} \), and \( \Sigma_4 \in \mathbb{R}^{m \times m} \) induced from covariance function \( C \). Denote \( F \in \mathbb{R}^{m \times q} \) with \( j \)th column \( f_j' \) and denote \( Z \in \mathbb{R}^{N \times q} \) with \( i \)th row \( z_i \). Under model (5) and a GP prior, we have \( p(Z, F) = \mathcal{N}(0, \Sigma) \), where

\[
(8) \quad \Sigma = \begin{bmatrix} \sigma^2 I_{N \times N} & 0 \\ 0 & \Sigma \end{bmatrix} = \begin{bmatrix} \Sigma_1 + \sigma^2 I_{N \times N} & \Sigma_2 \\ \Sigma_3 & \Sigma_4 \end{bmatrix}.
\]

By direct calculation, the predictive distribution is

\[
(7) \quad p(F | Z) = \mathcal{N}(\Sigma_3^\top(\Sigma_1 + \sigma^2 I_{N \times N})^{-1} Z, \Sigma_4 - \Sigma_3^\top(\Sigma_1 + \sigma^2 I_{N \times N})^{-1} \Sigma_2) .
\]

The covariance parameters \( \Lambda, \rho \) and \( \sigma \) can be estimated by maximizing the natural log of the marginal likelihood, obtained by marginalizing over the GP prior,

\[
(8) \quad \log p(Z | \Lambda, \rho, \sigma) = -\text{tr}(Z^\top(\Sigma_1 + \sigma^2 I_{N \times N})^{-1} Z) - q \log(\det(\Sigma_1 + \sigma^2 I_{N \times N})) - \frac{qN}{2} \log(2\pi). \]

This empirical Bayes approach for parameter estimation automatically protects against over-fitting. Refer to [25] for more background on GP regression.
2.3. MrGap algorithm. From Assumption[1], \( y_i = t(x_i) + \eta_i \) with \( y_i \) a noisy version of data \( t(x_i) \), for \( i = 1, \ldots, n \). Algorithm[1] uses GP regression to iteratively denoise each data point \( y_i \), relying on data in a local neighborhood around that point. The output of Algorithm[1] is the denoised data \( \{\hat{y}_1, \cdots, \hat{y}_n\} \). Inputs include data \( \{y_i\}_{i=1}^{n} \), a bandwidth \( \epsilon \) of the local covariance matrix in [1], and a scale \( \delta \) of the projection maps [5] and [6]. The bandwidth \( \epsilon \) is chosen so that each \( B_{\epsilon}^D(y_k) \cap \{y_1, \cdots, y_n\} \) has more than \( d \) points and \( \delta > \epsilon \).

**Algorithm 1:** MrGap denoising steps to produce estimates of \( \hat{y}_1, \cdots, \hat{y}_n \) from \( y_1, \ldots, y_n \).

1. For each \( y_k \), construct \( C_{n,\epsilon}(y_k) \) as in (1). Denote the \( N_k \) samples in \( B_{\epsilon}^D(y_k) \) as \( \{y_{k,1}, \cdots, y_{k,N_k}\} \).
   
   Let \( w_{k,j} = \mathcal{S}_{y_k}(y_{k,j}) \) and \( z_{k,j} = \mathcal{S}_{\epsilon}^{-1}(y_{k,j}) \) for \( j = 1, \ldots, N_k \), with \( \mathcal{S}_{y_k}(y) \) and \( \mathcal{S}_{\epsilon}^{-1}(y) \) defined in (3) and (4). The \( k \)th local GP regression has responses \( z_{k,j} \) and predictors \( w_{k,j} \).

2. For each \( y_k \), construct covariance \( \Sigma_k = \begin{bmatrix} \Sigma_{k,1} & \Sigma_{k,2} \\ \Sigma_{k,3} & \Sigma_{k,4} \end{bmatrix} \in \mathbb{R}^{(N_k+1) \times (N_k+1)} \) over \( \{w_{k,1}, \cdots, w_{k,N_k}, 0\} \) induced by \( C \) in (6), with \( \Sigma_{k,1} \in \mathbb{R}^{N_k \times N_k} \). Denote \( Z_k \in \mathbb{R}^{N_k \times (D-d)} \) with 1th row \( z_{k,1} \).

3. For the \( k \)th local GP regression, the log marginal likelihood is calculated using (3) for \( Z = Z_k \).
   
   \[ \log p_k(Z|A, \rho, \sigma) = -\frac{1}{2} \sum_{k=1}^{n} \left( \text{tr}(Z_k^T (\Sigma_{k,1} + \sigma^2 I_{N_k \times N_k})^{-1} Z_k) \right) \]
   
   \[ - (D-d) \log(\det(\Sigma_{k,1} + \sigma^2 I_{N_k \times N_k})) - \frac{q_{N_k}}{2} \log(2\pi) \]

   We then obtain the denoised output data using

\[ y_k^{(1)} = y_k + U_{n,\epsilon}(y_k) \begin{bmatrix} 0 \\ (\Sigma_{k,3}(\Sigma_{k,1} + \sigma^2 I_{N_k \times N_k})^{-1} Z_k)^\top \end{bmatrix} \]

where \( U_{n,\epsilon}(y_k) \) is the orthonormal eigenvector matrix of \( C_{n,\epsilon}(y_k) \) defined in (2).

4. Repeat Steps 1-3 using the denoised data in Step 3 as the input in Step 1. Stop iterating when the change in \( \sigma \) between iterations is below a small tolerance and output the final denoised data.

After data denoising to infer points \( \{\hat{y}_1, \cdots, \hat{y}_n\} \), the second phase of our MrGap algorithm is to interpolate \( K \) points around each \( \hat{y}_k \) on \( t(M) \). This interpolation phase is described in Algorithm[2]. Inputs consist of \( K \), the values of \( A, \rho, \sigma \) from Algorithm[1] and the denoised data \( \{\hat{y}_1, \cdots, \hat{y}_n\} \) from the second to last round of Algorithm[1]. Algorithm[2] iteratively interpolates \( K \) points around each \( \hat{y}_k \) for \( k = 1, \ldots, n \).

2.4. Motivation for algorithm. We provide an intuitive justification for the MrGap algorithm; a more formal theoretical discussion is in Section 3. We start from Algorithm[1] Let \( \mathcal{H}_k \) and \( \mathcal{A}_k \) be the affine subspaces through \( y_k \) generated by the first \( d \) and last \( D-d \) eigenvectors of \( C_{n,\epsilon}(y_k) \), respectively. It can be shown that under certain relations between the bandwidth \( \epsilon \) of the local covariance matrix, the variance of the noise \( \sigma^2 \), and the sample size \( n \), with high probability, for \( \delta > \epsilon \) and any \( y_k, B_{\epsilon}^{D}(y_k) \cap t(M) \) can be parametrized as the graph of a function: \( F_k(u) : O_k \rightarrow \mathbb{R}^{D-d} \) up to a rotation and a translation in \( \mathbb{R}^D \), where \( O_k \) is an open set in \( \mathbb{R}^d \). The left panel in Figure[3] provides an illustration. Specifically, \( B_{\frac{q_{N_k}}{2}}^{D}(y_k) \cap t(M) \) can be parametrized as

\[ y_k + U_{n,\epsilon}(y_k) \begin{bmatrix} u \\ F_k(u) \end{bmatrix} \]
Algorithm 2: MrGap steps to iteratively interpolate $K$ points around each $\hat{y}_k$.

1. for $k = 1, \ldots, n$ do
   2. Let $\hat{M}_{k-1}$ be the union of the $K(k-1)$ points already interpolated around $\{\hat{y}_1, \ldots, \hat{y}_{k-1}\}$.
      For notation simplicity, we use $\{y_1, \ldots, y_n\}$ to denote the denoised output from the second to last round iteration in Algorithm 1.
   3. Use $\{y_1, \ldots, y_n\}$ to repeat Step 1 of Algorithm 1. Construct $C_{n, \epsilon}(y_k)$ and find $U_{n, \epsilon}(y_k)$.
      Obtain $z_{k,j}, w_{k,j}$ for $j = 1, \ldots, N_k$.
   4. Let $\hat{y}_k = \frac{1}{N_k} \sum_{j=1}^{N_k} w_{k,1}$, and $(m_k, s_k)$ denote the mean and standard deviation of
      $\{\|w_{k,1} - \hat{y}_k\|_2, \ldots, \|w_{k,N_k} - \hat{y}_k\|_2\}$. Let $\{\hat{u}_{k,1}, \ldots, \hat{u}_{k,K}\}$ be $K$ samples generated uniformly in $B_{mk}^{D^d}(\hat{y}_k)$. Suppose $B_{mk}^{D^d}(y_k) \cap \hat{M}_{k-1} = \{\hat{y}_k, \ldots, \hat{y}_{k,L_k}\}$, and let
      $\tilde{w}_{k,j} = \mathcal{P}_{\hat{y}_k}(y_{k,j}), \tilde{z}_{k,j} = \mathcal{P}_{\hat{y}_k}(z_{k,j})$ for $j = 1, \ldots, L_k$.
   5. Construct covariance $\tilde{\Sigma}_k = \begin{bmatrix} \Sigma_{k,1} & \Sigma_{k,2} \\ \Sigma_{k,3} & \Sigma_{k,4} \end{bmatrix}$ over $\{w_{k,1}, \ldots, w_{k,N_k}, \tilde{w}_{k,1}, \ldots, \tilde{w}_{k,L_k}, \tilde{u}_{k,1}, \ldots, \tilde{u}_{k,K}\}$
      using covariance $C$ in (6) and the covariance parameters that we find in the last round iteration of Algorithm 1 with $\tilde{\Sigma}_{1,1}$ corresponding to $\{w_{k,1}, \ldots, w_{k,N_k}, \tilde{w}_{k,1}, \ldots, \tilde{w}_{k,L_k}\}$.
      Denote $\tilde{Z}_k \in \mathbb{R}^{n \times (D-d)}$ with $j$th row $\tilde{z}_{k,j}$, and $\tilde{Z}_k \in \mathbb{R}^{L_k \times (D-d)}$ with $j$th row $\tilde{z}_{k,j}$.
   6. Let $1_K$ denote a $K$-vector of ones. Then, the column vectors of
      \[
      y_k 1_K + U_{n, \epsilon}(y_k) \begin{bmatrix} \tilde{u}_{k,1} & \cdots & \tilde{u}_{k,K} \end{bmatrix}
      \begin{bmatrix} \tilde{z}_1 \\ \cdots \\ \tilde{z}_{L_k} \end{bmatrix}
      \]  
      give the Euclidean coordinates of the points that we interpolate around $\hat{y}_k$.
7. end

for $u \in O_k$ and $U_{n, \epsilon}(y_k)$ defined in (2). If we can recover the function $F_k$, then we can recover $\hat{t}(M)$ locally. In particular, since $\mathcal{P}_{y_k}(y_k) = 0$,
\[
y_k + U_{n, \epsilon}(y_k) \begin{bmatrix} 0 \\ F_k(0) \end{bmatrix}
\]
is the prediction of a point on $\hat{t}(M)$ corresponding to $y_k$, which is the initial denoised output. Observe that $w_{k,j} = \mathcal{P}_{y_k}(y_{k,j})$ for $j = 1, \ldots, N_k$ are the inputs for $F_k$ and $z_{k,j} = \mathcal{P}_{y_k}(z_{k,j})$ for $j = 1, \ldots, N_k$ are the corresponding response variables. These inputs can be identified as the points
\[
y_k + U_{n, \epsilon}(y_k) \begin{bmatrix} w_{k,j} \\ 0 \end{bmatrix}
\]
for $j = 1, \ldots, N_k$ in $\mathcal{M}_k$. In Step 1 of Algorithm 1 we construct the inputs and response variables, in Step 2 we calculate the GP covariance matrix, and in Step 3 we apply GP regression, while estimating the tuning parameters, to recover $F_k(0)$ in order to denoise the data. Recovery of $F_k$ involves a challenging errors in variables regression problem, so that it becomes necessary to apply Step 4 of Algorithm 1 to iteratively refine the results from Steps 1 to 3; Step 4 is further motivated in Section 3.

Next, we discuss Algorithm 2. For simplicity, suppose $\sigma \approx 0$, so that the variance of the noise is very small and one iteration in Algorithm 1 suffices. We interpolate $K$ points iteratively around each denoised output $\hat{y}_k$ on $\hat{t}(M)$ for $k$ from 1 to $n$. We use the inputs $w_{k,j}$ for $j = 1, \ldots, N_k$ to estimate a small round ball contained in the domain $O_k$ with the center of the ball the mean of $\{w_{k,j}\}$. We uniformly randomly sample $K$ points $\{\tilde{u}_{k,1}, \ldots, \tilde{u}_{k,K}\}$ in the ball; $\{\tilde{u}_{k,1}, \ldots, \tilde{u}_{k,K}\}$ can be identified as the points
\[
y_k + U_{n, \epsilon}(y_k) \begin{bmatrix} \tilde{u}_{k,j} \\ 0 \end{bmatrix}
\]
we interpolated $K$ points around $\hat{y}_1$ on $t(M)$; $\bar{M}_1$ is the union of these $K$ points. To interpolate $K$ points around $\hat{y}_2$ on $t(M)$, we find $\bar{M}_1 \cap B_{\delta}^{B_D}(y_2)$ which are the orange points. Interpolation is then based on a GP which uses the green points as inputs and the projections of the black points in $B_{\delta}^{B_D}(y_2)$ and the orange points onto $\mathcal{A}_2$ as response variables.

$$y_k + U_{n,e}(y_k) \begin{bmatrix} \tilde{u}_{k,j} \\ f_k(\tilde{u}_{k,j}) \end{bmatrix}$$

is a point interpolated in $B_{\delta}^{B_D}(y_k) \cap t(M)$ for $j = 1, \ldots, K$. However, it is possible that $B_{\delta}^{B_D}(y_k) \cap t(M)$ and $B_{\delta}^{B_D}(y_{k'}) \cap t(M)$ intersect when $k \neq k'$. We want to make sure that the points interpolated in $B_{\delta}^{B_D}(y_k) \cap t(M)$ and $B_{\delta}^{B_D}(y_{k'}) \cap t(M)$ are glued together smoothly along the intersecting region. Suppose we interpolated $K(k-1)$ points around $\tilde{y}_1, \ldots, \tilde{y}_{k-1}$ and we denote the union of these points as $\bar{M}_{k-1}$. We explain how to interpolate $K$ points in $B_{\delta}^{B_D}(y_k) \cap t(M)$ and glue them smoothly with $\bar{M}_{k-1}$. We find $\bar{M}_{k-1} \cap B_{\delta}^{B_D}(y_k) = \{ \tilde{y}_{k,1}, \ldots, \tilde{y}_{k,L_k} \}$. We use both $w_{k,j} = \mathcal{P}_{\gamma_k}(y_{k,j})$ for $j = 1, \ldots, N_k$ and $\tilde{w}_{k,j} = \mathcal{P}_{\gamma_k}(\tilde{y}_{k,j})$ for $j = 1, \ldots, L_k$ as the inputs for $f_k$. We use both $z_{k,j} = \mathcal{P}_{\gamma_k}(y_{k,j})$ for $j = 1, \ldots, N_k$ and $\tilde{z}_{k,j} = \mathcal{P}_{\gamma_k}(\tilde{y}_{k,j})$ for $j = 1, \ldots, L_k$ as the corresponding response variables for $f_k$. The tuning parameters that we estimated in Step 3 of Algorithm 1 determine the covariance structure for $f_k$ so that we can apply GP regression to the inputs and the response variables to recover $f_k(\tilde{u}_{k,j})$ for $j = 1, \ldots, K$. Refer to the right panel in Figure 3 for an illustration.
3. Theoretical Analysis

3.1. Geometric preliminaries. Suppose \( M \) is a \( d \)-dimensional smooth, closed and connected Riemannian manifold isometrically embedded in \( \mathbb{R}^D \) through \( \iota \). The topology of \( \iota(M) \) is induced from \( \mathbb{R}^D \). We first recall the definition of a chart for \( \iota(M) \). For any \( x \in M \), we can find an open set \( U_x \subseteq \mathbb{R}^D \) with \( \iota(x) \in U_x \). \( V_x \) is an open topological ball in \( \mathbb{R}^d \). A chart of \( \iota(M) \) over \( U_x \cap \iota(M) \) is a map \( \Phi_x : V_x \rightarrow U_x \cap \iota(M) \) such that \( \Phi_x \) is a diffeomorphism. Refer to Chapter 5 in [23] for details.

We recall the definition of the reach of an embedded submanifold in the Euclidean space [13], which is an important concept in the reconstruction of the manifold.

**Definition 1.** For any point \( y \in \mathbb{R}^D \), the distance between \( y \) and \( \iota(M) \) is defined as \( \text{dist}(y, \iota(M)) = \inf_{y' \in \iota(M)} \| y - y' \|_{\mathbb{R}^D} \). The reach of \( \iota(M) \) is the supremum of all \( \ell \) such that if \( y \in \mathbb{R}^D \) and \( \text{dist}(y, \iota(M)) < \ell \) then there is a unique \( y' \in \iota(M) \) with \( \text{dist}(y, \iota(M)) = \| y - y' \|_{\mathbb{R}^D} \). We denote the reach of \( \iota(M) \) as \( \tau_{\iota(M)} \).

Based on the definition, the reach \( \tau_{\iota(M)} \) of \( \iota(M) \) is the largest number such that any point in \( \mathbb{R}^D \) at distance less than the reach from \( \iota(M) \) has a unique nearest point on \( \iota(M) \). The reaches of some special embedded submanifolds can be explicitly calculated. For example, the reach of a \( d \)-dimensional round sphere in \( \mathbb{R}^D \) is the radius of the sphere. We have the following topological result about the reach of \( \iota(M) \). A consequence of the result says that if we can find a point \( y \in \mathbb{R}^D \) and a radius \( \xi \) such that \( B^D_{\xi} (y) \cap \iota(M) \) has more than one connected component, then \( \tau_{\iota(M)} < \xi \). In Figure 4, we illustrate the concept of reach by using this consequence.
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**Figure 4.** Left panel: The reach of a circle in the plane is the radius. For the center of the circle, the nearest point on the circle is the whole circle. For any point \( y \) whose distance to the circle is less than the radius, there is a unique nearest point on the circle. Right panel: A closed curve in the plane with small reach. We can find a point \( y \) and a small ball of radius \( r \) centered at \( y \). The intersection between the ball and the curve has two connected components. Hence, by the consequence of Proposition [1], the reach of the curve is smaller than \( r \).

**Proposition 1** (Proposition 1 [4]). Suppose \( 0 < \xi < \tau_{\iota(M)} \). For any \( y \in \mathbb{R}^D \), if \( B^D_{\xi} (y) \cap \iota(M) \neq \emptyset \), then \( B^D_{\xi} (y) \cap \iota(M) \) is an open subset of \( \iota(M) \) that is homeomorphic to \( B^D_1 (0) \).

As we introduced previously, for any \( x \in M \), there is a chart of \( \iota(M) \) over a neighborhood \( U_x \cap \iota(M) \subseteq \mathbb{R}^D \) around \( \iota(x) \). However, the size of \( U_x \) may not be uniform for all \( x \). In the next proposition, by
applying Proposition 1, we show that we can choose the neighborhoods \( \{ U_x \} \) to be uniform for all \( x \). In particular, we can construct a chart over \( B^{\theta_2}_\xi (t(x)) \cap t(M) \) for any \( \xi < \frac{\eta}{2} \). The proposition will be used later in the proof of the main theorem. The proof of the proposition is in Appendix C.

**Proposition 2.** Suppose \( 0 < \xi < \frac{\eta}{2} \). For any \( x \in M \), there is an open set \( V_x \subset B^{\theta_2}_\xi (0) \subset \mathbb{R}^d \) containing 0 such that for any \( y \in B^{\theta_2}_\xi (t(x)) \cap t(M) \), we have

\[
y = t(x) + X(x) \left[ \frac{u}{G_x(u)} \right],
\]

where \( u \in V_x \). Moreover,

1. \( \{ Xe_i \}_{i=1}^d \) form a basis of \( t_x T_x M \).
2. \( V_x \) is homeomorphic to \( B^\theta_1 (0) \).
3. \( G_x(u) = \left[ g_{x,i}(u), \cdots, g_{x,D-d}(u) \right] \top \in \mathbb{R}^{D-d} \) and each \( g_{x,i} \) is a smooth function on \( V_x \).
4. \( g_{x,i}(0) = 0 \) and \( \partial g_{x,i}(0) = 0 \) for \( i = 1, \cdots, D-d \), where \( \partial g_{x,i} \) is the derivative of \( g_{x,i} \).

This proposition uses the fact that the projection of \( y - t(x) \) onto the tangent space \( t_x T_x M \) is a diffeomorphism for \( y \in B^{\theta_2}_\xi (t(x)) \cap t(M) \). Hence, it can be used to construct a chart for \( t(M) \).

### 3.2. Local covariance matrix on manifold with noise

Recall Assumption 1, and let \( G_\sigma (\eta) \) denote the \( \mathcal{N}(0, \sigma^2 I_{D-D}) \) probability density function of \( \eta \). Since the samples \( \{ \eta_1, \cdots, \eta_k \} \) are independent of \( \{ x_1, \cdots, x_k \} \), the pairs \( \{ (x_i, \eta_i) \}_{i=1}^k \) can be regarded as \( n \) i.i.d samples based on the probability density function \( P(x) G_\sigma (\eta) \) on \( M \times \mathbb{R}^D \).

Note that \( C_{\eta x}(y_k) \) is invariant under the translation of \( t(M) \) in \( \mathbb{R}^D \). Hence, to simplify the notation, for any fixed \( x_k \in M \), we translate \( t(M) \) and apply an orthogonal transformation in \( \mathbb{R}^D \) so that \( t(x_k) = 0 \in \mathbb{R}^D \) and \( \{ e_i \}_{i=1}^d \) form a basis of \( t_x T_x M \). Suppose \( X \) is a random variable associated with the probability density function \( P(x) G_\sigma (\eta) \) on \( M \). Suppose \( \mathbf{H} \) is a random variable associated with the probability density function \( G_\sigma (\eta) \) on \( D \). Since \( t(x_k) = 0 \), we have \( y_k = t(x_k) + \eta_k = \eta_k \). Based on the above setup, the expectation of the local covariance matrix at \( y_k \) is defined as follows:

\[
C_\varepsilon(y_k) := \mathbb{E}
\left[
(t(X) + \mathbf{H} - \eta_k) (t(X) + \mathbf{H} - \eta_k) \top \left( \frac{\| t(X) + \mathbf{H} - \eta_k \|_{\mathbb{R}^D}}{\varepsilon} \right)
\right]
\]

\[
= \int_{\mathbb{R}^D} \int_M (t(x) + \eta - \eta_k)(t(x) + \eta - \eta_k) \top \left( \frac{\| t(x) + \eta - \eta_k \|_{\mathbb{R}^D}}{\varepsilon} \right) P(x) G_\sigma (\eta) dV d\eta.
\]

**Remark 1.** Suppose \( f : \mathbb{R}^D \rightarrow \mathbb{R} \) is a measurable function. Then, by change of variables, we have

\[
\int_{\mathbb{R}^D} \int_M f(t(x) + \eta) P(x) G_\sigma (\eta) dV d\eta = \int_{\mathbb{R}^D} \int_M f(\eta) P(x) G_\sigma (\eta - t(x)) dV d\eta
\]

\[
= \int_{\mathbb{R}^D} f(\eta) P * G_\sigma (\eta) d\eta,
\]

where the convolution \( P * G_\sigma (\eta) := \int_M P(x) G_\sigma (\eta - t(x)) dV \) is the probability density function for the random variable \( t(X) + \mathbf{H} \). Hence, the definition in (14) is equivalent to

\[
\mathbb{E}[(t(X) + \mathbf{H} - \eta_k)(t(X) + \mathbf{H} - \eta_k) \top \left( \frac{\| t(X) + \mathbf{H} - \eta_k \|_{\mathbb{R}^D}}{\varepsilon} \right)]
\]

\[
= \int_{\mathbb{R}^D} (\eta - \eta_k)(\eta - \eta_k) \top \left( \frac{\| \eta - \eta_k \|_{\mathbb{R}^D}}{\varepsilon} \right) P * G_\sigma (\eta) d\eta.
\]

In the following proposition, we provide a bias analysis for the local covariance matrix. The proof of the proposition is in Appendix X.
Proposition 3. Under Assumption[7] suppose \( \varepsilon \) is small enough depending on \( d, D \), the second fundamental form of \( t(M) \) and the scalar curvature of \( M \). For any \( \alpha > \frac{1}{2} \), suppose \( 1 < \beta \leq \alpha - \frac{1}{2} \). If \( \sigma = \varepsilon^\alpha \) and \( \| \eta_k \|_{\mathbb{R}^D} \leq \varepsilon^\beta \), then
\[
C_{\varepsilon}(y_k) = \varepsilon^{d+2} \left( \frac{|S^{d-1}|}{d(d+2)} P(x_k) \left[ I_{d \times d} 0 \right] + \left[ \begin{array}{cc} O(\varepsilon^{\beta-1}) + \varepsilon^2 & O(\varepsilon^{2\beta-2} + \varepsilon^2) \\ O(\varepsilon^{2\beta-2} + \varepsilon^2) & O(\varepsilon^{2\beta-2} + \varepsilon^2) \end{array} \right] \right),
\]
where the constant factors in all blocks depend on \( d, C^2 \) norm of \( P \), the second fundamental form of \( t(M) \) and its derivative and the Ricci curvature of \( M \).

Supposing \( t(x_k) = 0 \) and there is no noise, then the expectation of the local covariance matrix at \( y_k \) can be expressed as follows:
\[
\hat{C}_{\varepsilon}(y_k) = \mathbb{E}[t(X)t(X)^\top \chi(\|X\|_{\mathbb{R}^D}/\varepsilon)].
\]
By Proposition 3.1 in [33],
\[
\hat{C}_{\varepsilon}(y_k) = \varepsilon^{d+2} \left( \frac{|S^{d-1}|}{d(d+2)} P(x_k) \left[ I_{d \times d} 0 \right] + O(\varepsilon^2) \right),
\]
where \( O(\varepsilon^2) \) represents a \( D \) by \( D \) matrix whose entries are of order \( O(\varepsilon^2) \). The constant factors in \( O(\varepsilon^2) \) depend on \( d, C^2 \) norm of \( P \), the second fundamental form of \( t(M) \) and its derivative and the Ricci curvature of \( M \). If the variance of the Gaussian noise is small enough, so that \( \sigma^2 = \varepsilon^{2\alpha} \) with \( \alpha \geq \frac{3}{2} \), and suppose we can choose \( \beta \geq 3 \), then
\[
C_{\varepsilon}(y_k) = \varepsilon^{d+2} \left( \frac{|S^{d-1}|}{d(d+2)} P(x_k) \left[ I_{d \times d} 0 \right] + O(\varepsilon^2) \right).
\]
Comparing to Proposition 3.1 in [33], we conclude that the impact of the noise on the local covariance matrix is negligible in this case. In the next proposition, we provide a variance analysis of the local covariance matrix. The proof is in Appendix [B].

Proposition 4. Under Assumption[7] suppose \( \varepsilon \) is small enough depending on \( d, D \), the second fundamental form of \( t(M) \) and the scalar curvature of \( M \). Suppose \( \sigma = \varepsilon^\alpha \) for \( \alpha > \frac{1}{2} \). If \( n \leq \frac{1}{4} \exp\left( \frac{1}{12\varepsilon^2(\alpha - \beta)} \right) \) for some \( \beta \) such that \( 1 < \beta \leq \alpha - \frac{1}{2} \), then for all \( x_k \), with probability greater than \( 1 - \frac{1}{n^2} \), we have \( \| \eta_k \|_{\mathbb{R}^D} \leq \varepsilon^\beta \), and
\[
(16) \quad C_{n,\varepsilon}(y_k) = \varepsilon^{d+2} \left( \frac{|S^{d-1}|}{d(d+2)} P(x_k) \left[ I_{d \times d} 0 \right] + \varepsilon^\beta \right),
\]
where
\[
\varepsilon^\beta = \left[ \begin{array}{cc} O(\varepsilon^{\min(\beta-1,2)}) + \sqrt{\frac{\log n}{n^d \varepsilon^2}} & O(\varepsilon^{2\min(\beta-1,1)}) + \sqrt{\frac{\log n}{n^{d-2}\min(\beta-1,1)}} \\ O(\varepsilon^{2\min(\beta-1,1)}) + \sqrt{\frac{\log n}{n^{d-2}\min(\beta-1,1)}} & O(\varepsilon^{2\min(\beta-1,1)}) + \sqrt{\frac{\log n}{n^{d-2}\min(\beta-1,1)}} \end{array} \right].
\]
The top left block of \( \varepsilon^\beta \) is a \( d \) by \( d \) matrix. The constant factors in \( \varepsilon^\beta \) depend on \( d, C^2 \) norm of \( P \), the second fundamental form of \( t(M) \) and its derivative and the Ricci curvature of \( M \).

The following proposition describes the structure of the orthonormal eigenvector matrix of \( C_{n,\varepsilon}(y_k) \) from (16). The proof relies on applying the Davis-Kahan theorem to Proposition 4. In order to acquire a large enough lower bound on the eigengap between the \( d \)th eigenvalue and the \( (d+1) \)th eigenvalue of \( C_{n,\varepsilon}(y_k) \), we need the variance of the Gaussian noise to be smaller than the requirement in Proposition 4 e.g. \( \sigma^2 = \varepsilon^{2\alpha} \) with \( \alpha \geq \frac{3}{2} \) rather than \( \alpha > \frac{1}{2} \). The proof of the proposition is in Appendix [B].
Proposition 5. Under Assumption 2, suppose $\epsilon$ is small enough depending on $d$, $D$, $P_m$, $C^2$ norm of $P$, the second fundamental form of $t(M)$ and its derivative and the Ricci curvature of $M$. Suppose $\sigma = \epsilon^\alpha$ for $\alpha \geq \frac{9}{2}$. If $\epsilon^{-d - 2\min\{\beta - 1, 1\}} \leq \frac{n}{\log n}$ and $n \leq \frac{1}{\epsilon^{12\epsilon(\alpha - \beta)}}$ for some $\beta$ such that $\frac{9}{4} \leq \beta \leq \frac{9}{2}$, then for all $x_k$, with probability greater than $1 - \frac{1}{n^2}$, we have $\|\eta_k\|_{\mathbb{R}^d} \leq \epsilon^\beta$, and

\begin{equation}
U_{n,\epsilon}(y_k) = \begin{bmatrix} X_1 & 0 \\ 0 & X_2 \end{bmatrix} + O(\epsilon^{2\min\{\beta - 1, 1\}}),
\end{equation}

where $X_1 \in \mathbb{O}(d)$, $X_2 \in \mathbb{O}(D - d)$. $O(\epsilon^{2\min\{\beta - 1, 1\}})$ represents a $D$ by $D$ matrix whose entries are of order $O(\epsilon^{2\min\{\beta - 1, 1\}})$, where the constant factors depend on $d$, $D$, $P_m$, $C^2$ norm of $P$, the second fundamental form of $t(M)$ and its derivative and the Ricci curvature of $M$.

Proposition 5 depends on lower and upper bounds on the sample size $n$. We first discuss the lower bound for $n$. If there exists $\beta$ with $\frac{9}{4} \leq \beta$ such that $\epsilon^{-d - 2\min\{\beta - 1, 1\}} \leq \frac{n}{\log n}$, then $n$ should not be too small and should satisfy $\frac{n}{\log n} \geq \epsilon^{-d - \frac{1}{2}}$. Intuitively, since $\{x_i\}_{i=1}^n$ are sampled based on a p.d.f having a positive lower bound, to achieve a large enough eigengap between the $d$th and $(d + 1)$th eigenvalue of $C_n,\epsilon(x_k)$, $n$ should be large enough so that there are enough samples in any $\epsilon$ geodesic ball on the manifold. The upper bound on $n$ implies a relation between $n$ and $\sigma$. To achieve $n \leq \frac{1}{\epsilon^{12\epsilon(\alpha - \beta)}}$, $n$ should not exceed $\frac{1}{\epsilon^{12\epsilon(\alpha - \beta)}} \exp\left(-\frac{1}{12\epsilon^2(\alpha - \beta)}\right)$. Intuitively, since $\{\eta_i\}$ are Gaussian noise, if $n$ is too large, then there will be more $\eta_i$ with large magnitude. As $C_n,\epsilon(x_k)$ is the covariance matrix for local PCA, there will be more than $d$ principal components in an $\epsilon$ Euclidean ball around $y_k$. Hence, there will be a significant difference between the subspace generated by eigenvectors corresponding to the first $d$ eigenvalues of $C_n,\epsilon(x_k)$ and $t_* T_x M$. On the other hand, if there is $\beta$ such that $n \leq \frac{1}{\epsilon^{12\epsilon(\alpha - \beta)}} \exp\left(-\frac{1}{12\epsilon^2(\alpha - \beta)}\right)$ holds, then

\begin{equation}
\sigma^2 \leq \frac{\epsilon^\beta}{12\log(2n)} \leq \frac{\epsilon^\beta}{12\log(2n)}.
\end{equation}

Asymptotically, since $\alpha - \beta \geq \frac{1}{2}$, $n \leq \frac{1}{\epsilon^{12\epsilon(\alpha - \beta)}} \exp\left(-\frac{1}{12\epsilon^2(\alpha - \beta)}\right)$ implies $\epsilon \to 0$ as $n \to \infty$. Hence, as $\sigma = \epsilon^\alpha$ with $\alpha \geq \frac{9}{2}$, we have $\sigma \to 0$ as $n \to \infty$.

If $n$ satisfies the requirements in Proposition 5 so that there is $\beta$ with $\frac{9}{4} \leq \beta \leq \frac{9}{2}$, then

\begin{equation}
U_{n,\epsilon}(y_k) - \begin{bmatrix} X_1 & 0 \\ 0 & X_2 \end{bmatrix} = O(\epsilon^{2\min\{\beta - 1, 1\}}).
\end{equation}

Since $\frac{9}{4} \leq \beta$, $O(\epsilon^{2\min\{\beta - 1, 1\}})$ should be at most order $\epsilon^\frac{9}{4}$. In our algorithm, we use the first $d$ column vectors of $U_{n,\epsilon}(y_k)$ to construct a projection map $\mathcal{P}_{x_k}(y)$ from $\mathbb{R}^D$ to $\mathbb{R}^d$ defined in (3). We will show that when we restrict the map $\mathcal{P}_{x_k}(y)$ on $t(M)$, it is not necessary that the entries of $U_{n,\epsilon}(y_k) - \begin{bmatrix} X_1 & 0 \\ 0 & X_2 \end{bmatrix}$ are very small for the map to be a local diffeomorphism.

3.3. Construction of a chart from noisy samples. In this subsection, we will show that the projection map $\mathcal{P}_{x_k}(y)$ defined in (3) is a local diffeomorphism on $t(M)$ and its inverse is a chart of $t(M)$. We first define a projection map from $\mathbb{R}^D$ to $\mathbb{R}^d$. This generalizes the projection map in (3).

Definition 2. Fix $x \in M$. Suppose $U \in \mathbb{O}(D)$. For any vector $a \in \mathbb{R}^D$, we define a projection map for $y \in \mathbb{R}^D$ to the subspace generated by the first $d$ column vectors of $U$:

$$
\mathcal{P}_{U, \epsilon(x) + a}(y) = J^T U^T (y - t(x) - a).
$$

We show that, under suitable conditions on $a$ and $U$, the above projection is a local diffeomorphism when it is restricted on $t(M)$. For any $x \in M$, if we have a $d$ dimension subspace of $\mathbb{R}^D$ which does not deviate too far away from the tangent space $t, T_x M$, then for any point $t(x) + a \in \mathbb{R}^D$ that is not too far away from $t(x)$ and any $y$ around $t(x) + a$ on $t(M)$, the projection of $y - t(x) - a$ onto the subspace is a diffeomorphism. Hence, we can use the projection to construct a chart. Our next proposition formalizes this argument. The proof is in Appendix C.
Moreover, suppose \(\Pi\) is a diffeomorphism from \(B^D_\varepsilon(t(x) + a)\cap t(M)\) onto its image \(O \subset \mathbb{R}^d\). \(O\) is homeomorphic to \(B^d_1(0)\).

Proposition 6. For \(x \in M\), suppose we translate \(t(M)\) and apply an orthogonal transformation in \(\mathbb{R}^D\) so that \(t(x) = 0 \in \mathbb{R}^D\) and \(Xe\) is the second fundamental form of \(M\). Then \(R \geq (\sqrt{A^2 - A^2B} - \sqrt{B - A^2B})(\xi - ||a||_{\mathbb{R}^D})\).

Theorem 1. Under Assumption 1, suppose \(\varepsilon\) is small enough depending on \(d, D, P, n\), \(C^2\) norm of \(P\), the second fundamental form of \(t(M)\) and its derivative and the Ricci curvature of \(M\). Moreover, \(\varepsilon < \frac{2\varepsilon}{\delta}\).

Suppose \(\sigma = e^\alpha\) for \(\alpha \geq \frac{3}{4}\). If \(\varepsilon^{-d-2\min(\beta,1,1)} \leq \frac{n}{\log n}\) and \(n \leq \frac{1}{\exp(\frac{1}{12^2\alpha - \beta})}\) for some \(\beta\) such that \(\frac{3}{4} \leq \beta \leq \alpha - \frac{1}{2}\), then for all \(x_i\) and any \(\delta\) such that \(\varepsilon^\beta < \delta < \frac{2\varepsilon}{\delta}\), with probability greater than \(1 - \frac{1}{n^2}\), we have the following facts:

1. If \(y_i \in B^D_\varepsilon(y_k)\), then \(t(x_i) \in B^D_\varepsilon(y_k)\).
2. The map \(t_M\) defined in (3) is a diffeomorphism from \(B^D_\varepsilon(y_k)\cap t(M)\) onto its image \(O_k \subset \mathbb{R}^D\).

We discuss the set \(O_k\) in the above theorem. Depending on the variance of the noise, the last part of the theorem describes how close to round \(O_k\) is. First consider the extreme case when there is no noise. Equivalently, we can take \(\alpha \to \infty\) and \(\beta = \alpha - \frac{1}{2} \to \infty\), then the relations \(\varepsilon^{-d-2\min(\beta,1,1)} \leq \frac{n}{\log n}\) and \(n \leq \frac{1}{\exp(\frac{1}{12^2\alpha - \beta})}\) are satisfied when the sample size \(n\) satisfies \(\varepsilon^{-d-2} \leq \frac{n}{\log n}\). By a straightforward calculation, if \(\varepsilon\) and \(\delta\) satisfy the conditions in the theorem, then \(R_k \geq 2(1 - 4\varepsilon^{2\min(\beta,1,1)})\delta\), for some constant \(\varepsilon\) depending on \(\Omega\). Hence, \(O_k\) is close to round in the sense that \(O_k\) is contained in the round ball of radius \(2\delta\) and it contains a round ball of radius close to \(2\delta\). In general, when \(\sigma\) is small, then
less noisy, the set $\{u \in \Phi \}$ is large and we can choose $n \leq \frac{1}{2\log(n\epsilon)\exp(\frac{1}{12\log(n\epsilon)\exp(\frac{1}{\log(n\epsilon)})})}$ are satisfied. In this case, $R_k$ is closer to $2\delta$. Consequently, when the samples are less noisy, the set $O_k$ becomes more regular in the sense that it is always contained in $B_{2\delta}^d(0)$ and it contains a round ball with radius closer to $2\delta$.

In conclusion, based on Theorem 1 if $\epsilon, \delta, \sigma$ and $n$ satisfy the conditions, then the inverse of the map $\mathcal{P}_{y_1}(y)$ from $O_k$ to $B_{2\theta}^d(y_k) \cap t(M)$ is a chart of $t(M)$. Moreover, for all $y_i \in B_{2\theta}^d(y_k)$, the corresponding $t(x_i)$ in the image of the chart. When $\sigma$ is smaller, the domain $O_k$ becomes more regular. In the following subsections, we will discuss how to use $\mathcal{P}_{y_1}(y)$ and $\mathcal{P}_{\Phi_k}(y)$ for $y_i \in B_{2\delta}^d(y_k)$ to recover information about the inverse of the map $\mathcal{P}_{y_1}(y)$.

3.4. Setup of the regression functions. We describe a chart of $t(M)$ around $t(x_k)$ and an associated regression problem implied by Theorem 1. Suppose $\epsilon, \delta, \sigma$ and $n$ satisfy the conditions in Theorem 1. Then, all the following statements hold with probability greater than $1 - \frac{1}{n}$.

If the image of $B_{2\theta}^d(y_k) \cap t(M)$ under $\mathcal{P}_{y_1}(y)$ is $O_k \subset \mathbb{R}^d$, then $\mathcal{P}_{y_1}(y)$ is a diffeomorphism from $B_{2\theta}^d(y_k) \cap t(M)$ to $O_k$. $O_k$ is an open set in $\mathbb{R}^d$ homeomorphic to $B_1^{d}(0)$. If $\Phi_k$ is the inverse of $\mathcal{P}_{y_1}(y)$ from $O_k$ to $B_{2\theta}^d(y_k) \cap t(M)$, then $\Phi_k$ is a chart of $t(M)$. Based on (3),

$$\Phi_k(u) = y_k + U_{n,e}(y_k)\begin{bmatrix} u \\ F_k(u) \end{bmatrix},$$

where $F_k(u) : O_k \rightarrow \mathbb{R}^{d-d}$ is a smooth function. Note that

$$F_k(u) = \mathcal{P}_{\Phi_k}(\Phi_k(u)).$$

Let $\eta_{1,i} = J^\top U_{n,e}(y_k)^\top \eta_i \in \mathbb{R}^d$ and $\eta_{2,i} = J^\top U_{n,e}(y_k)^\top \eta_i \in \mathbb{R}^{d-d}$. Suppose $B_{2\theta}^d(y_k) \cap \{y_1, \cdots, y_n\} = \{y_{k,1}, \cdots, y_{k,N_k}\}$. By Theorem 1, we have $t(x_{k,i}) \in B_{2\theta}^d(y_k)$ for $i = 1, \cdots, N_k$. Hence,

$$u_{k,i} = \mathcal{P}_{y_1}(t(x_{k,i})), \quad t(x_{k,i}) = \Phi_k(u_{k,i}), \quad y_{k,i} = t(x_{k,i}) + \eta_{k,i} = \Phi_k(u_{k,i}) + \eta_{k,i},$$

with $u_{k,i} \in O_k$. Moreover,

$$\mathcal{P}_{y_1}(y_{k,i}) = J^\top U_{n,e}(y_k)^\top (t(x_{k,i}) + \eta_{k,i} - t(x_k) - \eta_k) = J^\top U_{n,e}(y_k)^\top (t(x_{k,i}) - t(x_k) - \eta_k) + J^\top U_{n,e}(y_k)^\top \eta_{k,i} = u_{k,i} + \eta_{k,i,i}.$$  

$$\mathcal{P}_{\Phi_k}(y_{k,i}) = J^\top U_{n,e}(y_k)^\top (t(x_{k,i}) + \eta_{k,i} - t(x_k) - \eta_k) = J^\top U_{n,e}(y_k)^\top (t(x_{k,i}) - t(x_k) - \eta_k) + J^\top U_{n,e}(y_k)^\top \eta_{k,i} = \mathcal{P}_{\Phi_k}(\Phi_k(u_{k,i})) + J^\top U_{n,e}(y_k)^\top \eta_{k,i} = F_k(u_{k,i}) + \eta_{k,i,i,2}.$$

If we can recover the function $F_k$ by using the pairs $(\mathcal{P}_{y_1}(y_{k,i}), \mathcal{P}_{\Phi_k}(y_{k,i}))_{i=1}^{N_k}$, then for $u \in O_k$, (19) provides a point in $B_{2\theta}^d(y_k) \cap t(M)$. Therefore, we introduce the following errors-in-variables regression problem. Suppose $F = (f_1, \cdots, f_p) : O \subset \mathbb{R}^d \rightarrow \mathbb{R}^q$, with $q = d - d$, is an unknown regression function, where $O$ is an unknown open subset homeomorphic to a $d$ dimensional open ball in $\mathbb{R}^d$. We observe the labeled training data $\{(w_i, z_i)\}_{i=1}^{N}$, where

$$w_i = u_i + \eta_{i,1}, \quad \eta_{i,1} \sim \mathcal{N}(0, \sigma^2 I_{d \times d}),$$

$$z_i = F(u_i) + \eta_{i,2}, \quad \eta_{i,2} \sim \mathcal{N}(0, \sigma^2 I_{q \times q}).$$
and \( \{u_i\}_{i=1}^N \subset O \). The goal is to predict \( F(u) \) for \( u \in O \).

3.5. Discussion of the main algorithm. In this subsection, by applying the previous theoretical results, we provide a discussion of the main algorithms. First, we choose \( \varepsilon \) so that each \( B_\varepsilon^D(\{y_j\}) \) has more than \( d \) points. Hence, for each \( k \), we can find the eigenvectors corresponding to the largest \( d \) eigenvalues of \( C_{n,k}(y_k) \). We choose \( \delta > \varepsilon \) to satisfy the requirement of Theorem 1.

Step 1 of Algorithm 1. Setup of the predictors and the response variables for charts of \( t(M) \). For each \( k \), we find all the samples \( \{y_j\} \) in \( B_\varepsilon^D(y_k) \). Suppose there are \( N_k \) samples in \( B_\varepsilon^D(y_k) \), denoted \( \{y_{k,1}, \ldots, y_{k,N_k}\} \). Denote \( w_{k,j} = \mathcal{Q}_{y_k}(y_{k,j}) \) and \( z_{k,j} = \mathcal{D}_{y_k}(y_{k,j}) \) for \( j = 1, \ldots, N_k \). Observe that \( \mathcal{D}_{y_k}(y_k) = 0 \). Then, by (21) and (22), we have

\[
\begin{align*}
    w_{k,j} &= u_{k,j} + \eta_{k,j,1} \\
    z_{k,j} &= F_k(u_{k,j}) + \eta_{k,j,2}
\end{align*}
\]

where \( F_k : O_k \subset \mathbb{R}^d \rightarrow \mathbb{R}^{D-d} \) is described in (20). \( O_k \) is homeomorphic to a \( d \) dimensional open ball. \( \{w_{k,j}\}_{j=1}^{N_k} \) are in \( O_k \). The map \( \Phi_k : O_k \rightarrow B_\varepsilon^D(y_k) \cap t(M) \) described in (19) is a chart of \( t(M) \) containing \( t(x_k) \). Our goal is to reconstruct the chart so that we can predict

\[
y_k + U_{n,k}(y_k) \begin{bmatrix} 0 \\ F_k(0) \end{bmatrix}. \]

Predictive distribution of the initial denoised samples (from Steps 2 to 3). We solve \( F_k(0) \) by applying GP regression to (24), while ignoring the errors of \( w_{k,j} \). Based on (7) and (19), for each \( k \), the predictive distribution of \( y_k + U_{n,k}(y_k) \begin{bmatrix} 0 \\ F_k(0) \end{bmatrix} \) is Gaussian in the \( D-d \) dimensional affine subspace \( \mathcal{A}_k = y_k + V_k \), where \( V_k \) is the \( D-d \) dimensional subspace generated by the last \( D-d \) column vectors of \( U_{n,k}(y_k) \). The mean of this predictive distribution is \( a_k \), where

\[
a_k = y_k + U_{n,k}(y_k) \begin{bmatrix} 0 \\ (\Sigma_{k,3}(\Sigma_{k,1} + \sigma^2I_{N_k \times N_k})^{-1}Z_k)^\top \end{bmatrix} \in \mathcal{A}_k,
\]

and the variance is \( \Sigma_{k,4} - \Sigma_{k,3}(\Sigma_{k,1} + \sigma^2I_{N_k \times N_k})^{-1}\Sigma_{k,2} \) \( \in \mathbb{R} \). We illustrate \( a_k \) in Figure 5. The initial denoised outputs of this step are \( \{y_1^{(1)}, \ldots, y_n^{(1)}\} \) with \( y_1^{(1)} = a_k \).

Step 4 of Algorithm 1. Reconstruction of the charts by iteration. For any \( i > 1 \), denote the denoised outputs from the \((i-1)\)th iteration of Steps 1-3 as \( \{y_1^{(i-1)}, \ldots, y_n^{(i-1)}\} \). We assume that

\[
y_k^{(i-1)} = t(\mathcal{A}_k^{(i-1)}) + \eta_k^{(i-1)} \quad \text{for} \quad x_k^{(i-1)} \in M \quad \text{and} \quad \eta_k^{(i-1)} \sim \mathcal{N}(0, \sigma^{(i-1)2}I_{D \times d}),
\]

where \( \sigma^{(i-1)} \) decreases as \( i \) increases. In the \( i \)th iteration, for each \( y_k^{(i-1)} \), we construct \( C_{n,k}(y_k^{(i-1)}) \) by using \( \{y_1^{(i-1)}, \ldots, y_n^{(i-1)}\} \) as in (1). We find the orthonormal eigenvector matrix \( U_{n,k}(y_k^{(i-1)}) \) of \( C_{n,k}^{(i-1)}(y_k^{(i-1)}) \) as in (2) and construct the operators \( \mathcal{D}_{y_k^{(i-1)}}(y) \) and \( \mathcal{D}_{y_k^{(i-1)}}^\perp(y) \). Suppose \( y_j^{(i-1)} \cap B_\varepsilon^D(y_k^{(i-1)}) = \{y_{k,1}^{(i-1)}, \ldots, y_{k,N_k^{(i-1)}}^{(i-1)}\} \). Let \( w_{k,j}^{(i-1)} = \mathcal{D}_{y_k^{(i-1)}}(y_{k,j}^{(i-1)}) \) and \( z_{k,j}^{(i-1)} = \mathcal{D}_{y_k^{(i-1)}}^\perp(y_{k,j}^{(i-1)}) \) for \( j = 1, \ldots, N_k^{(i-1)} \). Then, (21) and (22) imply that

\[
\begin{align*}
    w_{k,j}^{(i-1)} &= u_{k,j}^{(i-1)} + \eta_{k,j,1}^{(i-1)} \\
    z_{k,j}^{(i-1)} &= F_k^{(i-1)}(u_{k,j}) + \eta_{k,j,2}^{(i-1)}
\end{align*}
\]

where

\[
\begin{align*}
    \eta_{k,j,1}^{(i-1)} &\sim \mathcal{N}(0, \sigma^{(i-1)2}I_{d \times d}) \\
    \eta_{k,j,2}^{(i-1)} &\sim \mathcal{N}(0, \sigma^{(i-1)2}I_{(D-d) \times (D-d)})
\end{align*}
\]
for $j = 1, \cdots, N_k^{(i-1)}$, where $F_k^{(i-1)}: O_k^{(i-1)} \subset \mathbb{R}^d \rightarrow \mathbb{R}^{D-d}$ is described in (20) and $\{u_k^{(i-1)}, \cdots, u_{N_k^{(i-1)}}^{(i-1)}\}$ are in the domain $O_k^{(i-1)}$. The chart $\Phi_k^{(i-1)}: O_k^{(i-1)} \rightarrow B_{2\delta}^{\mathbb{R}^D}(y_k^{(i-1)}) \cap t(M)$ can be expressed as in (19) by $y_k^{(i-1)}, U_{n,k}^{(i-1)}(y_k^{(i-1)}),$ and $F_k^{(i-1)}$. To find $F_k^{(i-1)}(0)$, we use the covariance function $C$ to construct a $(N_k^{(i-1)} + 1) \times (N_k^{(i-1)} + 1)$ covariance matrix $\Sigma_k^{(i-1)}$ over $\{w_{k,1}^{(i-1)}, \cdots, w_{N_k^{(i-1)}}^{(i-1)}\}$. Denote the covariance parameters that we find through (9) in the $i$th iteration as $A^{(i-1)}, \rho^{(i-1)}$ and $\sigma^{(i-1)}$. These parameters determine the covariance structure associated to all the charts $\{\Phi_k^{(i-1)}(u)\}_{k=1}^n$. Thus, we can use the GP to predict $F_k^{(i-1)}(0)$ and find the denoised outputs $\{y_1^{(i)}, \cdots, y_n^{(i)}\}$ from the $i$th iteration through (10). Suppose the change from $\sigma^{(i-1)}$ to $\sigma^{(i)}$ is below a small tolerance when $i = 1$. Then, the iterations stop at the $1$th round. The final denoised output corresponding to $y_k^{(i)}$ is $\hat{y}_k^{(i)} = y_k^{(i)}$.

**Algorithm 2** Gluing the charts and interpolation within charts. We use $\{y_1^{(i)}, \cdots, y_n^{(i)}\}$ from the $1$-th iteration in Algorithm 1 as the inputs to interpolate points on $t(M)$. In the $i$th iteration of Steps 1-3 of Algorithm 1, we construct $n$ charts $\{\Phi_k^{(i-1)}\}_{k=1}^n$, whose domains are $\{O_k^{(i-1)}\}_{k=1}^n$. If we can generate $K$ points in each domain $O_k^{(i-1)}$, then we can use the covariance parameters $A^{(i-1)}, \rho^{(i-1)}$ and $\sigma^{(i-1)}$ estimated in the $i$th iteration to recover each $\Phi_k^{(i-1)}$ and interpolate $K$ points on $t(M)$ through (11). However, if the $K$ generated points are not in $O_k^{(i-1)}$, then it is possible that the corresponding interpolated points are not on $t(M)$.

Suppose $\{y_j^{(i-1)}\}_{j=1}^n \cap B_{\delta}^{\mathbb{R}^D}(y_k^{(i-1)}) = \{y_{k,1}^{(i-1)}, \cdots, y_{k,N_k^{(i-1)}}^{(i-1)}\}$. Let $w_{k,j}^{(i-1)} = \Phi_k^{(i-1)}(y_{k,j}^{(i-1)})$. We estimate a round ball contained in $O_k^{(i-1)}$ using $\{w_{k,1}^{(i-1)}, \cdots, w_{k,N_k^{(i-1)}}^{(i-1)}\}$ and sample $K$ points, $\{\tilde{u}_{k,1}, \cdots, \tilde{u}_{k,K}\}$.

![Figure 5. The purple line represents the affine subspace $A_k$. $\{y_{k,1}, \cdots, y_{k,N_k}\}$ are the points from $\{y_1, \cdots, y_n\}$ contained in $B_{\delta}^{\mathbb{R}^D}(y_k)$, represented in black. Both $y_k$ and the mean of the predictive distribution $\hat{a}_k$ are in the same affine subspace $A_k$. The $\hat{a}_k$ is the initial denoised output corresponding to $y_k$.](image-url)
uniformly at random from the ball. The center of the ball is

\[ \mathcal{B}_k = \frac{1}{N_k^{(1-1)}} \sum_{j=1}^{N_k^{(1-1)}} w_{k,j}^{(1-1)} = \frac{1}{N_k^{(1-1)}} \sum_{j=1}^{N_k^{(1-1)}} u_{k,j}^{(1-1)} + \frac{1}{N_k^{(1-1)}} \sum_{j=1}^{N_k^{(1-1)}} \eta_{k,j,1}^{(1-1)} \in \mathbb{R}^d, \]

where \( w_{k,j}^{(1-1)} \in O_k^{(1-1)} \) and \( \eta_{k,j,1}^{(1-1)} \sim \mathcal{N}(0, \sigma^{(1-1)}_k I_{d \times d}) \) for \( j = 1, \ldots, N_k^{(1-1)} \). We set the radius as \( m_k - s_k \), with \( m_k \) the mean and \( s_k \) the standard deviation of \( \{ \| w_{k,1}^{(1-1)} - \mathcal{B}_k \|_\mathbb{R}^d, \ldots, \| w_{k,N_k^{(1-1)}}^{(1-1)} - \mathcal{B}_k \|_\mathbb{R}^d \} \).

Next, we discuss how the above method to construct a small round ball in \( O_k^{(1-1)} \) relates to the evolution of the shapes of the sets \( \{ O_k, O_k^{(1)}, \ldots, O_k^{(1-1)} \} \) through the iteration process. If \( O_k^{(1-1)} \subset \mathbb{R}^d \) is very close to spherical, then it is easy to verify our algorithm produces a ball contained in \( O_k^{(1-1)} \). On the other hand, by (26) and (3) in Theorem 1 all the sets \( \{ O_k, O_k^{(1)}, \ldots, O_k^{(1-1)} \} \) are contained in \( B_{2\delta}^{d} (0) \). Since \( \sigma^{(1-1)} \) decreases as \( i \) increases, comparing to \( \{ O_k, O_k^{(1)}, \ldots, O_k^{(1-2)} \} \), \( O_k^{(1)} \) contains a larger ball of radius closer to \( 2\delta \). In Figure 6 we show an illustration of the sets \( O_k \) and \( O_k^{(1-1)} \) for a comparison. Hence, we perform the interpolation after sufficient iterations of Step 1-3 in Algorithm 1.

**Figure 6.** Both \( O_k \) and \( O_k^{(1-1)} \) are contained in \( B_{2\delta}^{d} (0) \). Left: An illustration of the set \( O_k \subset \mathbb{R}^d - O_k \) containing a small round ball. Right: An illustration of the set \( O_k^{(1-1)} \subset \mathbb{R}^d - O_k^{(1-1)} \) containing a larger round ball of radius close to \( 2\delta \).

To make sure that the charts are glued together smoothly and the interpolated points lie on a smooth manifold, we iteratively interpolate the points in the charts \( \Phi_i^{(1-1)} \) for \( i \) from 1 to \( n \). Suppose \( \tilde{M}_{k-1} \) is the union of \( K(k-1) \) points interpolated in the charts \( \{ \Phi_{k-1}^{(1-1)} \}_{i=1}^{k-1} \). We find \( B_{2\delta}^{d} (y_k^{(1-1)}) \cap \tilde{M}_{k-1} = \{ \tilde{y}_{k,1}, \ldots, \tilde{y}_{k,L_k} \} \). Suppose \( \tilde{w}_{k,j} = \mathcal{P}_{y_k^{(1-1)}} (\tilde{y}_{k,j}) \) and \( \tilde{z}_{k,j} = \mathcal{P}_{y_k^{(1-1)}} (\tilde{y}_{k,j}) \) for \( j = 1, \ldots, L_k \). Since \( \Phi_k^{(1-1)} \) is a chart of \( \tau(M) \) over \( B_{2\delta}^{d} (y_k^{(1-1)}) \cap \tau(M) \), we need to predict \( F_k^{(1-1)} \) in (20) over \( \{ \tilde{u}_{k,1}, \ldots, \tilde{u}_{k,L_k} \} \). We use \( \{ \tilde{w}_{k,1}^{(1-1)}, \ldots, \tilde{w}_{k,N_k^{(1-1)}}^{(1-1)}, \tilde{w}_{k,1}, \ldots, \tilde{w}_{k,L_k} \} \) as the inputs for \( F_k^{(1-1)} \) and \( \{ \tilde{z}_{k,1}^{(1-1)}, \ldots, \tilde{z}_{k,N_k^{(1-1)}}^{(1-1)}, \tilde{z}_{k,1}, \ldots, \tilde{z}_{k,L_k} \} \) as the response variables. The coordinates of the interpolated points around \( \tilde{y}_k \) are provided in (11).
Based on the above discussion, the key idea is contained in Steps 1-3 of Algorithm [1], where we use GP regression to fit the functions $F_k$ for $k = 1, \ldots, n$. Although there are many ways to fit the unknown functions, we choose GP regression for the following reasons. First, GP regression is flexible. There may be a relatively large deviation from the subspace generated by the eigenvectors corresponding to the $d$ largest eigenvalues of $C_{n,x}(x_k)$ to the tangent space of $t(M)$ at $t(x_k)$, while the projection from $t(M)$ onto the subspace is still a diffeomorphism locally. Hence, the function $F_k$ can be quite different from a function dominated by quadratic terms, e.g. the function $G_{iz}$ in Proposition [2]. We use GP regression to fit $F_k$ to avoid unrealistic restrictions. Second, GP regression is a probabilistic approach that automatically provides predictive distributions for the denoised samples. Third, GP regression is an efficient method for interpolation. In particular, we can smoothly merge intersecting charts.

3.6. Evaluation of the performance of the algorithm. In this section, we introduce an approach to evaluate performance of MrGap. The error in prediction is determined by how far the generated points deviate from the embedded submanifold $t(M)$. Thus, we introduce the following geometric root mean square error. For any $y \in \mathbb{R}^D$, the distance from $y$ to $S \subset \mathbb{R}^D$ is defined as

$$\text{dist}(y,S) = \inf_{y' \in S} \|y-y'\|_{\mathbb{R}^D}.$$ 

Given $\mathcal{Y} = \{y_1, \ldots, y_n\} \subset \mathbb{R}^D$, the geometric root mean square error (GRMSE) from $\mathcal{Y}$ to $S$ is

$$\text{GRMSE}(\mathcal{Y}, S) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \text{dist}(y_i, S)^2}.$$ 

Note that $\text{GRMSE}(\mathcal{Y}, S) = 0$ if and only if $\mathcal{Y}$ is in the closure of $S$. Hence, when $S$ is compact, $\text{GRMSE}(\mathcal{Y}, S) = 0$ if and only if $\mathcal{Y} \subset S$.

Remark 2. The Hausdorff distance is not a good measure of the error from the samples $\{y_1, \ldots, y_n\}$ to $S$. First, it measures maximum distance between two sets rather than average distance. Second, the Hausdorff distance between two sets $A$ and $B$ is 0 if and only if they have the same closure. Hence, when $\{y_1, \ldots, y_n\} \subset S$, the Hausdorff distance between $\{y_1, \ldots, y_n\}$ and $S$ is still not 0 unless $S = \{y_1, \ldots, y_n\}$.

In the following proposition, we show that when $S = t(M)$ and $\mathcal{Y}_{\text{true}}$ is sampled on $t(M)$ based on a density function with a positive lower bound, if the sample size of $\mathcal{Y}_{\text{true}}$ goes to infinity, then $\text{GRMSE}(\mathcal{Y}, \mathcal{Y}_{\text{true}})$ converges to $\text{GRMSE}(\mathcal{Y}, t(M))$ almost surely. We also provide the convergence rate. The proof of the proposition is in Appendix [D].

Proposition 7. Suppose $\mathcal{Y} = \{y_1, \ldots, y_n\} \subset \mathbb{R}^D$. $\{x_1, \ldots, x_m\}$ are samples on $M$ based on a $C^1$ p.d.f $q$ on $M$ such that $q > q_{\text{min}} > 0$. Let $\mathcal{Y}_{\text{true}} = \{t(x_1), \ldots, t(x_m)\}$. Suppose $C$ is a constant depending on $d$, $D$, $C^1$ norm of $q$, the curvature of $M$ and the second fundamental form of $t(M)$, then with probability greater than $1 - \frac{1}{m}$,

$$\text{GRMSE}(\mathcal{Y}, \mathcal{Y}_{\text{true}})^2 - 2r\text{GRMSE}(\mathcal{Y}, t(M)) - r^2 \leq \text{GRMSE}(\mathcal{Y}, t(M))^2 \leq \text{GRMSE}(\mathcal{Y}, \mathcal{Y}_{\text{true}})^2,$$

where $r^2 = \max\left(\frac{2 \sigma^2}{q_{\text{min}}^2}, \left(\frac{2C}{q_{\text{min}}^2}\right)^2\log m/m\right)$.

Note that $q_{\text{min}} \leq \frac{1}{\text{Vol}(M)}$ and the equality holds when $q$ is uniform. Therefore, the above proposition suggests an efficient way to estimate $\text{GRMSE}(\mathcal{Y}, t(M))$ is sampling $\mathcal{Y}_{\text{true}}$ uniformly.

4. Numerical examples

In this section, we demonstrate the performance of MrGap in two examples. The manifold $M$ in the first example is a closed curve, while $M$ in the second example is a torus. In each case, the manifold is isometrically embedded into $\mathbb{R}^3$ through $t$. We sample points on $t(M)$ and add Gaussian noise. We first apply our algorithm to denoise the samples and then interpolate points to approximate $t(M)$.
4.1. Cassini Oval in $\mathbb{R}^3$. We consider a Cassini Oval $t(M)$ in $\mathbb{R}^3$ parametrized by $\theta \in [0, 2\pi)$,

\begin{align*}
X(\theta) &= \sqrt{\cos(2\theta) + \sqrt{\cos(2\theta)^2 + 0.2\cos(\theta)}}, \\
Y(\theta) &= \sqrt{\cos(2\theta) + \sqrt{\cos(2\theta)^2 + 0.2\sin(\theta)}}, \\
Z(\theta) &= 0.3\sin(\theta + \pi).
\end{align*}

We uniformly sample points $\{ \theta_i \}_{i=1}^{102}$ on $[0, 2\pi)$ to obtain non-uniform samples $\{ X(\theta), Y(\theta), Z(\theta) \}_{i=1}^{102}$ on $t(M)$. Suppose $\eta_i \sim \mathcal{N}(0, \sigma^2 I_3 \times 3)$, with $\sigma = 0.04, Y_i = (X(\theta), Y(\theta), Z(\theta))^\top + \eta_i$ for $i = 1, \cdots, 102$, and $Y = \{ y_i \}_{i=1}^{102}$. We uniformly sample $\{ \phi_i \}_{i=1}^{10^5}$ on $[0, 2\pi)$ to obtain $Y_{true} = \{ X(\phi), Y(\phi), Z(\phi) \}_{i=1}^{10^5}$. We use $Y_{true}$ to approximate the GRMSE from samples to $t(M)$ with $GRMSE(Y, Y_{true}) = 0.059$. We plot $Y$ and $Y_{true}$ in Figure 7. We apply the MrGap algorithm with $\epsilon = 0.3$ and $\delta = 0.6$. We iterate Steps 1-3 of Algorithm 4 twice. The estimated covariance parameters in the last round of the iterations are $A(1) = 0.048, \rho(1) = 0.3$ and $\sigma(1) = \sqrt{2 \times 10^{-3}}$. The denoised outputs are $X = \{ \tilde{x}_i \}_{i=1}^{102}$ with $GRMSE(X, Y_{true}) = 0.0224$. The plot of $X$ and $Y_{true}$ is in Figure 15 in Appendix G. When we apply Algorithm 2, we choose $K = 20$, i.e. we construct 102 charts and we interpolate 20 points in each chart. The outputs are $X = \{ \tilde{x}_i \}_{i=1}^{10^5}$ with $GRMSE(X, Y_{true}) = 0.0016$. We plot $X$ and $Y_{true}$ in Figure 8. We provide a comparison of MrGap and the principal graph algorithm for this example in Appendix G.

![Figure 7](image7.png)

**Figure 7.** $Y$ contains 102 noisy points around the Cassani Oval $t(M)$ and $Y_{true}$ contains $10^5$ points on $t(M)$. The left and the right panels show the XY plot and YZ plot of $Y$ and $Y_{true}$ respectively. The blue points are $Y$ and the red points are $Y_{true}$. We use $Y_{true}$ to estimate the GRMSE from samples to $t(M)$ with $GRMSE(Y, Y_{true}) = 0.059$.

4.2. Torus in $\mathbb{R}^3$. We consider a torus $t(M)$ in $\mathbb{R}^3$ parametrized by $u, v \in [0, 2\pi)$,

$$X(u, v) = (2 + 0.8 \cos(u)) \cos(v), \quad Y(u, v) = (2 + 0.8 \cos(u)) \sin(v), \quad Z(u, v) = 0.8 \sin(u).$$

We randomly sample 558 points $\{ t(x_i) \}_{i=1}^{558}$ based on the uniform density function on $t(M)$. Let $\eta_i \sim \mathcal{N}(0, \sigma^2 I_3 \times 3)$, with $\sigma = 0.12, Y_i = t(x_i) + \eta_i$ for $i = 1, \cdots, 558$, and $Y = \{ y_i \}_{i=1}^{558}$. We randomly sample $3.2 \times 10^5$ points based on the uniform density function on $t(M)$ to form $Y_{true}$. We calculate the GRMSE from $Y$ to $Y_{true}$ which is $GRMSE(Y, Y_{true}) = 0.1238$. We plot $Y$ in Figure 9. We apply the MrGap algorithm with $\epsilon = 0.8$ and $\delta = 1$. We iterate Steps 1-3 of Algorithm 4 twice. The estimated covariance parameters in the last round of the iterations are $A(1) = 0.2, \rho(1) = 1.1$ and $\sigma(1) = \sqrt{0.007}$. The final
denoised outputs are $\mathcal{X}_1 = \{\tilde{y}_i\}_{i=1}^{558}$ with $\text{GRMSE} (\mathcal{X}_1, \mathcal{Y}_{true}) = 0.0544$. We plot $\mathcal{X}_1$ in Figure 9 as in the previous example, we choose $K = 20$ in applying algorithm 2. The outputs are $\mathcal{X}_2 = \{\tilde{y}_i\}_{i=1}^{1760}$ with $\text{GRMSE} (\mathcal{X}_2, \mathcal{Y}_{true}) = 0.0605$. We plot $\mathcal{X}_2$ in Figure 9.

5. Near-infrared reflectance spectra of wheat samples

Recall the NIRS data from [18] introduced in Section 1 and Figure 1. We apply the MrGap algorithm with $\varepsilon = 0.7$ and $\delta = 0.9$ through the iteration process. We repeat Steps 1-3 of Algorithm 1 three times. The estimated covariance parameters in the last round of the iterations are $\Lambda^{(2)} = 3 \times 10^{-6}$, $\rho^{(2)} = 0.6$ and $\sigma^{(2)} = \sqrt{1 \times 10^{-5}}$. The denoised outputs are $\mathcal{X}_1 = \{\tilde{y}_i = y_{i}^{(3)}\}_{i=1}^{86}$. When we apply Algorithm 2, we choose $K = 30$ so that we interpolate 2580 points in total on the curve. The outputs are $\mathcal{X}_2 = \{\tilde{y}_i\}_{i=1}^{2580}$.

To visualize the results, in Figure 2 we plot the denoised reflectance spectra $\mathcal{X}_1$ corresponding to the 86 samples and the denoised spectrum corresponding to the 28th sample. In Figure 10, we plot the projections of $\mathcal{X}_1$ and $\mathcal{X}_2$ onto the $(1,140), (1,280), (1,420), (1,560), (1,700)$ coordinate planes. In other words, we plot the pairs $(\tilde{y}_i(1), \tilde{y}_i(140j))_{i=1}^{86}$ and $(\tilde{y}_i(1), \tilde{y}_i(140j))_{i=1}^{2580}$ for $j = 1, \cdots, 5$.

6. Discussion

We have proposed a manifold reconstruction algorithm, MrGap, which relies on Gaussian processes to obtain a smoothly interpolated estimate of an unknown manifold by combining local charts. Key tuning parameters, including the measurement error noise and GP covariance parameters, are estimated by maximizing the marginal likelihood obtained in marginalizing out the unknown functions over their GP priors. This is a common approach for tuning parameter choice in GP-based models. In the reflectance spectra examples, we first apply diffusion map to obtain insight into the appropriate $d$, and then use this $d$ in our implementations of MrGap.

There are many interesting areas for future research. One direction is to further refine the MrGap algorithm, with a focus on computational scalability to large sample sizes and obtaining an accurate characterization of uncertainty in manifold learning. Another direction is to consider more elaborate data structures, such as when only a subset of the observed data have a manifold structure. In addition, it will be interesting to build on the theory we developed in this paper to obtain rates of convergence and other asymptotic properties.
**Figure 9.** $\mathcal{Y}$ contains 558 noisy points around the torus $t(M)$ and $\mathcal{Y}_{true}$ contains $3.2 \times 10^5$ points on the torus $t(M)$. $\mathcal{X}_1$ contains 558 denoised points on $t(M)$ by the MrGap algorithm. $\mathcal{X}_2$ contains 11160 interpolated points on $t(M)$ by the MrGap algorithm. We use $\mathcal{Y}_{true}$ to estimate the GRMSE from samples to $t(M)$. Top left: Original data $\mathcal{Y}$ with $\text{GRMSE} (\mathcal{Y}, \mathcal{Y}_{true}) = 0.1238$. Top right: Fits from Mr Gap $\mathcal{X}_1$ with $\text{GRMSE}(\mathcal{X}_1, \mathcal{Y}_{true}) = 0.0544$. Bottom: Interpolated fits from Mr Gap $\mathcal{X}_2$ with $\text{GRMSE}(\mathcal{X}_2, \mathcal{Y}_{true}) = 0.0605$.
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**Appendix A. Proof of Proposition 3**

A.1. Preliminary lemmas. We introduce some notation. Suppose $S$ is a subset of $M$. Then $\chi_S(x)$ is the characteristic function on $S$. For $S_1, S_2 \subset M$, let $S_1 \Delta S_2 = (S_1 \setminus S_2) \cup (S_2 \setminus S_1)$ be the symmetric difference. Let $d_M(x, x')$ be the geodesic distance between $x$ and $x'$ in $M$. Let $B_r(x) \subset M$ be the open geodesic ball of radius $r$ centered at $x \in M$.

First, we have the following lemma about the geodesic distance between $x$ and $x'$ on $M$ and the Euclidean distance between $t(x)$ and $t(x')$ in $\mathbb{R}^D$. The proof of the lemma is available in [33].

**Lemma 1.** Fix $x \in M$. For $u \in T_x M \approx \mathbb{R}^d$ with $\|u\|_{\mathbb{R}^d}$ sufficiently small, if $x' = \exp_x(u)$, then

$$
\|t(x') - t(x)\|_{\mathbb{R}^D} = \|u\|_{\mathbb{R}^d} - \frac{1}{2} \|\mathbb{II}_x(u, u)\|_{\mathbb{R}^d} + O(\|u\|^3_{\mathbb{R}^d}),$

where $\mathbb{II}_x$ is the second fundamental form of $t(M)$ at $x$. Moreover,

$$
\|t(x') - t(x)\|_{\mathbb{R}^D} = \|u\|_{\mathbb{R}^d} - \frac{1}{24} \left\| \mathbb{II}_x \left( \frac{u}{\|u\|_{\mathbb{R}^d}}, \frac{u}{\|u\|_{\mathbb{R}^d}} \right) \right\|_{\mathbb{R}^d}^2 \|u\|_{\mathbb{R}^d}^3 + O(\|u\|^4_{\mathbb{R}^d}).$


FIGURE 10. Suppose \( \{ \hat{y}_i \}_{i=1}^{86} \) are the denoised outputs and \( \{ \tilde{y}_i \}_{i=1}^{2580} \) are interpolated points. Top row from left to right: \( (\hat{y}_i(1), \hat{y}_i(140)) \) for \( j = 1, \cdots, 5 \). Bottom row from left to right: \( (\tilde{y}_i(1), \tilde{y}_i(140)) \) for \( j = 1, \cdots, 5 \).

In other words,

\[
\|u\|_{\mathbb{R}^d} = \|t(x') - t(x)\|_{\mathbb{R}^d} + \frac{1}{24} \|x_i \bigg( \frac{u}{\|u\|_{\mathbb{R}^d}}, \frac{u}{\|u\|_{\mathbb{R}^d}} \bigg) \|_{\mathbb{R}^d}^2 \|t(x') - t(x)\|^3_{\mathbb{R}^d} + O(\|t(x') - t(x)\|^4_{\mathbb{R}^d}).
\]

Next, we introduce the following lemma about the volume form on \( M \). The proof of the lemma is available in [9].

**Lemma 2.** Fix \( x \in M \). For \( u \in T_xM \approx \mathbb{R}^d \) with \( \|u\|_{\mathbb{R}^d} \) sufficiently small, the volume form has the following expansion

\[
dV = \left( 1 - \sum_{i,j=1}^d \frac{1}{6} R_{ij} c_i e_j u_i u_j + O(\|u\|^3_{\mathbb{R}^d}) \right) du,
\]

where \( u = \sum_{i=1}^d u_i e_i \) and \( R_{ij} c_i \) is the Ricci curvature tensor of \( M \) at \( x \). Consequently,

\[
\text{Vol}(B_r(x)) = \text{Vol}(B^d_{1}) r^d \left( 1 - \frac{S_x}{6(d+2)} r^2 + O(r^4) \right),
\]

where \( S_x \) is the scalar curvature of \( M \) at \( x \).

Recall that \( G_{\sigma}(\eta) \) is the \( \mathcal{N}(0, \sigma^2 I_{D \times D}) \) probability density function of \( \eta \):

\[
G_{\sigma}(\eta) = \frac{1}{(2\pi \sigma^2)^{D/2}} e^{- \frac{\|\eta\|^2_{\mathbb{R}^D}}{2\sigma^2}}.
\]

We have the following Lemma describing bounds on \( G_{\sigma}(\eta) \).
Lemma 3. (1) If $\frac{r}{\sigma} \geq \sqrt{2}(D-2)$, then \( \int_{\|\eta\|_D \geq r} G_\sigma(\eta) d\eta \leq \frac{\Gamma(\frac{D-1}{2})}{\Gamma(\frac{D-1}{2})} e^{-\frac{r^2}{4\sigma^2}}. \)

(2) \( \int_{\mathbb{R}^D} \eta(i)^2 G_\sigma(\eta) d\eta \leq \sigma^2, \) for \( i = 1, \ldots, D. \)

Proof. (1) By the change of variables in the spherical coordinates, \[
\int_{\|\eta\|_D \geq r} G_\sigma(\eta) d\eta = \frac{1}{(2\pi\sigma^2)^{\frac{D}{2}}} (2\sigma^2)^{\frac{D}{2}} \frac{\Gamma(\frac{D-1}{2})}{\Gamma(\frac{D-1}{2})} \int_{\frac{r}{\sigma}}^\infty e^{-r^2} dr = \frac{\Gamma(\frac{D-1}{2})}{\Gamma(\frac{D-1}{2})} \int_{\frac{r}{\sigma}}^\infty e^{-r^2} dr.
\]

Since $\frac{r}{\sigma} \geq \log(r)$ for all $r > 0$, when $r \geq D-2$, we have $D-2 \leq \frac{r^2}{2\log(r)}$. Hence, $r^{D-2}e^{-r^2} \leq e^{-\frac{r^2}{2}}$. If $\frac{r}{\sigma} \geq \sqrt{2}(D-2)$, then
\[
\int_{\|\eta\|_D \geq r} G_\sigma(\eta) d\eta \leq \frac{\Gamma(\frac{D-1}{2})}{\Gamma(\frac{D-1}{2})} \frac{2\sigma^2}{1}(\frac{D-2}{2}) \cdot e^{-\frac{r^2}{2}}.
\]

(2) follows from the change of variables in the spherical coordinates and the symmetry of $\mathbb{R}^D$. \( \square \)

Recall that we have $\iota(x_i) = 0 \in \mathbb{R}^D$. For $1 < \beta \leq \alpha - \frac{1}{2}$, we define the following terms which we will use in our discussion.

\[
F_1(t(x), \eta, \eta_k) = (t(x) + \eta - \eta_k)(t(x) + \eta - \eta_k)^\top \chi(\frac{\|t(x) + \eta - \eta_k\|_D}{\epsilon}),
\]

\[
E_1 = \int_{\|\eta\|_D < \epsilon^D} \int_M F_1(t(x), \eta, \eta_k) P(x) G_\sigma(\eta) dV d\eta,
\]

\[
E_2 = \int_{\|\eta\|_D \geq \epsilon^D} \int_M F_1(t(x), \eta, \eta_k) P(x) G_\sigma(\eta) dV d\eta,
\]

\[
E_3 = \int_{\|\eta\|_D < \epsilon^D} \int_M (t(x) + \eta - \eta_k)(t(x) + \eta - \eta_k)^\top \chi_{B_\epsilon(x_i)}(P(x)) G_\sigma(\eta) dV d\eta.
\]

Lemma 4. Suppose $\epsilon$ is small enough depending on $d$ and $D$. Suppose $\sigma = \epsilon^\alpha$ and $1 < \beta \leq \alpha - \frac{1}{2}$. Then $|e_i^\top E_2 e_j| \leq \epsilon^{d+5}$ for all $1 \leq i, j \leq D$.

Proof. When $\|t(x) + \eta - \eta_k\|_D \leq \epsilon$, $\chi(\frac{\|t(x) + \eta - \eta_k\|_D}{\epsilon}) \leq 1$. When $\|t(x) + \eta - \eta_k\|_D > \epsilon$, $\chi(\frac{\|t(x) + \eta - \eta_k\|_D}{\epsilon}) = 0$. Hence, for all $1 \leq i, j \leq D$ and all $x$, we have
\[
|e_i^\top (t(x) + \eta - \eta_k)(t(x) + \eta - \eta_k)^\top e_j| \chi(\frac{\|t(x) + \eta - \eta_k\|_D}{\epsilon}) \leq \epsilon^2.
\]

Next, we bound $|e_i^\top E_2 e_j|$, \[
|e_i^\top E_2 e_j| \leq \int_{\|\eta\|_D \geq \epsilon^D} \int_M |e_i^\top (t(x) + \eta - \eta_k)(t(x) + \eta - \eta_k)^\top e_j| \chi(\frac{\|t(x) + \eta - \eta_k\|_D}{\epsilon}) P(x) G_\sigma(\eta) dV d\eta 
\]
\[
\leq \int_{\|\eta\|_D \geq \epsilon^D} \int_M e^{2\sigma(\|t(x) + \eta - \eta_k\|_D)} P(x) G_\sigma(\eta) dV d\eta = \int_{\|\eta\|_D \geq \epsilon^D} e^{2\sigma(\|t(x) + \eta - \eta_k\|_D)} P(x) d\eta \int_M P(x) dV 
\]
\[
\leq \int_{\|\eta\|_D \geq \epsilon^D} e^{2\sigma(\|t(x) + \eta - \eta_k\|_D)} d\eta.
\]

We apply Fubini’s theorem in the second to last step and the fact that $P(x)$ is a probability density function on $M$ in the last step. Since $\beta \leq \alpha - \frac{1}{2}$, if $\epsilon^{2|\beta-\alpha|} \geq \frac{1}{2} \geq 2\sqrt{2}(D-2)$, then by Lemma 3 \[
|e_i^\top E_2 e_j| \leq \frac{2\epsilon^2}{\Gamma(\frac{D-1}{2})} e^{-\frac{2\epsilon^2}{4\sigma^2}} \leq \frac{2\epsilon^2}{\Gamma(\frac{D-1}{2})} e^{-\frac{\epsilon^2}{4\sigma^2}}.
\]
We apply $\beta \leq \alpha - \frac{1}{2}$ in the last step again. Since $\Gamma(\frac{Q}{2}) > 1$, when $\varepsilon$ is small enough depending on $d$ and $D$, we have $|e_i^T E_k e_j| \leq \varepsilon^{d+3}$. □

Lemma 5. Suppose $\varepsilon$ is small enough depending on the second fundamental form of $t(M)$. Let $W_{ij}(x) = |e_i^T (t(x) + \eta - \eta_k)(t(x) + \eta - \eta_k)^T e_j|$. Suppose $1 < \beta \leq 3$. If $\|\eta\|_{R^D} \leq \varepsilon^\beta$, $\|\eta_k\|_{R^D} \leq \varepsilon^\beta$, then for $x \in B_{\varepsilon + 3\varepsilon^\beta}(x_k)$

$$W_{ij}(x) \leq 49\varepsilon^2, \quad \text{for } 1 \leq i, j \leq d,$$

$$W_{ij}(x) \leq C_3(\varepsilon^3 + \varepsilon^{1+\beta}), \quad \text{for } 1 \leq i \leq d \text{ and } d+1 \leq j \leq D,$$

$$W_{ij}(x) \leq C_3(\varepsilon^3 + \varepsilon^{1+\beta}), \quad \text{for } d+1 \leq i \leq D \text{ and } 1 \leq j \leq d,$$

$$W_{ij}(x) \leq C_3(\varepsilon^4 + \varepsilon^{2\beta}), \quad \text{for } d+1 \leq i, j \leq D,$$

where $C_3$ is a constant depending on the second fundamental form of $t(M)$.

Suppose $\beta > 3$. If $\|\eta\|_{R^D} \leq \varepsilon^\beta$, $\|\eta_k\|_{R^D} \leq \varepsilon^\beta$, then for $x \in B_{\varepsilon + 3\varepsilon^\beta}(x_k)$

$$W_{ij}(x) \leq 49\varepsilon^2, \quad \text{for } 1 \leq i, j \leq d,$$

$$W_{ij}(x) \leq 2C_3\varepsilon^3, \quad \text{for } 1 \leq i \leq d \text{ and } d+1 \leq j \leq D,$$

$$W_{ij}(x) \leq 2C_3\varepsilon^3, \quad \text{for } d+1 \leq i \leq D \text{ and } 1 \leq j \leq d,$$

$$W_{ij}(x) \leq 2C_3\varepsilon^3, \quad \text{for } d+1 \leq i, j \leq D.$$

Proof. Since $\|\eta\|_{R^D} < \varepsilon^\beta$ and $\|\eta_k\|_{R^D} \leq \varepsilon^\beta$, we have

$$\|e_i^T (t(x) + \eta - \eta_k)(t(x) + \eta - \eta_k)^T e_j\| \leq (|e_i^T t(x)| + |e_i^T \eta| + |e_i^T \eta_k|)(|t(x)^T e_j| + |\eta^T e_j| + |\eta_k^T e_j|)$$

$$\leq |e_i^T t(x)| + 2\varepsilon^\beta(|t(x)^T e_j| + 2\varepsilon^\beta).$$

For any $x \in B_{\varepsilon + 3\varepsilon^\beta}(x_k)$, suppose $x = \exp_{x_k}(u)$ for $u \in T_{x_k}M \approx \mathbb{R}^d$. Then, $\|u\|_{R^d} \leq \varepsilon + 3\varepsilon^\beta$. By Lemma 1, we have

$$t(x) = t(x_k) + \frac{1}{2} \Phi(t(x_k), u) + O(\|u\|_{R^d}^3)$$

Since $\{e_1, \cdots, e_d\}$ form a basis of $t_{x_k}T_{x_k}M$, they are perpendicular to $\Phi(t(x_k), u)$. Since $1 < \beta$, when $\varepsilon$ is small enough depending on the second fundamental form of $t(M)$, we have $|e_i^T t(x)| \leq 5\varepsilon$ for $i = 1, \cdots, d$. Similarly, since $\{e_{d+1}, \cdots, e_{2d}\}$ form a basis of $t_{x_k}T_{x_k}M^\perp$, they are perpendicular to $t(x_k)$. When $\varepsilon$ is small enough depending on the second fundamental form of $t(M)$, we have $|e_i^T t(x)| \leq C_2\varepsilon^2$ for $i = d+1, \cdots, D$, where $C_2$ is a constant depending on the second fundamental form of $t(M)$. If we substitute the bounds of $|e_i^T t(x)|$ into (29), then after the simplification, for any $\|\eta\|_{R^D} < \varepsilon^\beta$, $\|\eta_k\|_{R^D} \leq \varepsilon^\beta$ and $x \in B_{\varepsilon + 3\varepsilon^\beta}(x_k)$, we have

$$|e_i^T (t(x) + \eta - \eta_k)(t(x) + \eta - \eta_k)^T e_j| \leq 49\varepsilon^2, \quad \text{for } 1 \leq i, j \leq d,$$

$$|e_i^T (t(x) + \eta - \eta_k)(t(x) + \eta - \eta_k)^T e_j| \leq C_3(\varepsilon^3 + \varepsilon^{1+\beta}), \quad \text{for } 1 \leq i \leq d \text{ and } d+1 \leq j \leq D$$

$$|e_i^T (t(x) + \eta - \eta_k)(t(x) + \eta - \eta_k)^T e_j| \leq C_3(\varepsilon^3 + \varepsilon^{1+\beta}), \quad \text{for } d+1 \leq i \leq D \text{ and } 1 \leq j \leq d$$

$$|e_i^T (t(x) + \eta - \eta_k)(t(x) + \eta - \eta_k)^T e_j| \leq C_3(\varepsilon^4 + \varepsilon^{2\beta}), \quad \text{for } d+1 \leq i, j \leq D,$$

where $C_3$ is a constant depending on the second fundamental form of $t(M)$. The proof for the case when $\beta > 3$ is similar. □
Lemma 6. Suppose $\varepsilon$ is small enough depending on the scalar curvature of $M$ and the second fundamental form of $t(M)$. Suppose $1 < \beta$. If $\|\eta_k\|_{\mathbb{R}^d} \leq \varepsilon^\beta$ then

$$E_1 = E_3 + \begin{bmatrix} O(\varepsilon^{d+1+\beta} + \varepsilon^{d+4}) \\ O(\varepsilon^{d+2+\beta} + \varepsilon^{d+2\beta} + \varepsilon^{d+5}) \end{bmatrix} \begin{bmatrix} O(\varepsilon^{d+2+\beta} + \varepsilon^{d+2\beta} + \varepsilon^{d+5}) \\ O(\varepsilon^{d+3+\beta} + \varepsilon^{d+1+3\beta} + \varepsilon^{d+6\beta}) \end{bmatrix},$$

where the top left block is a $d$ by $d$ matrix and the constant factors in the four blocks depend on $d$, $P_M$ and the second fundamental form of $t(M)$.

Proof. Let $A(\eta) = \{ x \in M \mid \| t(x) + \eta - \eta_k \|_{\mathbb{R}^d} \leq \varepsilon \text{ for a fixed } \| \eta \|_{\mathbb{R}^d} < \varepsilon^\beta \}$. Since $\| \eta \|_{\mathbb{R}^d} < \varepsilon^\beta$ and $\| \eta_k \|_{\mathbb{R}^d} \leq \varepsilon^\beta$, by the triangle inequality, if $x \in A(\eta)$, then $\varepsilon - 2\varepsilon^\beta \leq \| t(x) \|_{\mathbb{R}^d} \leq \varepsilon + 2\varepsilon^\beta$. If $1 < \beta \leq 3$, when $\varepsilon$ is small enough depending on the second fundamental form of $t(M)$, by Lemma 5 we have $\varepsilon - 2\varepsilon^\beta \leq d(x, x_k) < \varepsilon + 3\varepsilon^\beta$. Hence, $B_{\varepsilon - 2\varepsilon^\beta}(x_k) \subset A(\eta) \subset B_{\varepsilon + 3\varepsilon^\beta}(x_k)$ which implies $A(\eta) \Delta B_\varepsilon \subset B_{\varepsilon + 3\varepsilon^\beta}(x_k) \setminus B_{\varepsilon - 2\varepsilon^\beta}(x_k)$. Since $1 < \beta \leq 3$, when $\varepsilon$ is small enough depending on the scalar curvature of $M$, by Lemma 5 for all $\| \eta \|_{\mathbb{R}^d} < \varepsilon^\beta$ we have

$$\begin{align*}
\text{Vol}(A(\eta) \Delta B_\varepsilon(x_k)) &\leq \text{Vol}(B_{\varepsilon + 3\varepsilon^\beta}(x_k)) - \text{Vol}(B_{\varepsilon - 2\varepsilon^\beta}(x_k)) \\
&\leq 6\text{Vol}(B_{\varepsilon^\beta}^d) d \varepsilon^{d-1+\beta} = C_1(d) \varepsilon^{d-1+\beta},
\end{align*}$$

where $C_1(d) = 6d\text{Vol}(B_{\varepsilon^\beta}^d)$ is a constant only depending on $d$. Similarly, if $\beta > 3$, then for all $\| \eta \|_{\mathbb{R}^d} < \varepsilon^\beta$ we have $A(\eta) \Delta B_\varepsilon \subset B_{\varepsilon + 3\varepsilon^\beta}(x_k) \setminus B_{\varepsilon - 2\varepsilon^\beta}(x_k)$ and

$$\text{Vol}(A(\eta) \Delta B_\varepsilon(x_k)) \leq C_1(d) \varepsilon^{d+2}.$$

Observe that for a fixed $\| \eta \|_{\mathbb{R}^d} < \varepsilon^\beta$, $| \mathcal{Z}_{A(\eta)}(x) - \mathcal{Z}_{B_\varepsilon(x_k)}(x) \| \leq \mathcal{Z}_{A(\eta) \Delta B_\varepsilon(x_k)}(x)$. Moreover, we have

$$\mathcal{Z}_{A(\eta)}(x) = \mathcal{X}(\frac{(t(x) + \eta - \eta_k) + (t(x) + \eta - \eta_k)^\top e_j}{\varepsilon}).$$

Hence,

$$E_1 = E_3 + \begin{bmatrix} O(\varepsilon^{d+1+\beta}) \\ O(\varepsilon^{d+2+\beta} + \varepsilon^{d+2\beta} + \varepsilon^{d+5}) \end{bmatrix} \begin{bmatrix} O(\varepsilon^{d+2+\beta} + \varepsilon^{d+2\beta} + \varepsilon^{d+5}) \\ O(\varepsilon^{d+3+\beta} + \varepsilon^{d+1+3\beta} + \varepsilon^{d+6\beta}) \end{bmatrix}.$$

Recall that if $1 < \beta \leq 3$, for any $\| \eta \|_{\mathbb{R}^d} < \varepsilon^\beta$, $A(\eta) \Delta B_\varepsilon(x_k) \subset B_{\varepsilon + 3\varepsilon^\beta}(x_k) \setminus B_{\varepsilon - 2\varepsilon^\beta}(x_k) \subset B_{\varepsilon + 3\varepsilon^\beta}(x_k)$. Hence, if we substitute the bounds in Lemma 5 into (30), then we conclude that when $1 < \beta \leq 3$ and $\varepsilon$ is small enough depending on the scalar curvature of $M$ and the second fundamental form of $t(M)$,

$$E_1 = E_3 + \begin{bmatrix} O(\varepsilon^{d+1+\beta}) \\ O(\varepsilon^{d+2+\beta} + \varepsilon^{d+2\beta}) \end{bmatrix} \begin{bmatrix} O(\varepsilon^{d+2+\beta} + \varepsilon^{d+2\beta}) \\ O(\varepsilon^{d+3+\beta} + \varepsilon^{d+1+3\beta}) \end{bmatrix},$$

where the top left block is a $d$ by $d$ matrix and the constant factors depend on $d$, $P_M$ and the second fundamental form of $t(M)$.

When $\beta > 3$ and $\varepsilon$ is small enough depending on the scalar curvature of $M$ and the second fundamental form of $t(M)$, we have $A(\eta) \Delta B_\varepsilon \subset B_{\varepsilon + 3\varepsilon^\beta}(x_k) \setminus B_{\varepsilon - 2\varepsilon^\beta}(x_k)$. Hence, if we substitute the bounds
in Lemma 5 into (30), then
\[
E_1 = E_3 + \begin{bmatrix} O(e^{d+4}) & O(e^{d+5}) \\ O(e^{d+5}) & O(e^{d+6}) \end{bmatrix},
\]
where the top left block is a \( d \times d \) matrix and the constant factors depend on \( d \), \( P_M \) and the second fundamental form of \( t(M) \). The statement of the lemma follows from combining the cases when \( 1 < \beta \leq 3 \) and \( \beta > 3 \).

**Lemma 7.** Suppose \( \epsilon \) is small enough depending on the scalar curvature of \( M \) and \( D \). Suppose \( 1 < \beta \leq \alpha - \frac{1}{2} \). If \( \sigma = \epsilon^d \) and \( \| \eta_k \|_{\mathbb{R}^d} \leq \epsilon^\beta \), then
\[
E_3 = \frac{|S|^{d-1}}{d(d+2)} \epsilon^{d+2} \begin{bmatrix} I_{d \times d} & 0 \\ 0 & 0 \end{bmatrix} + O(\epsilon^{d+4} + \epsilon^{d+2\beta}),
\]
where \( O(\epsilon^{d+4} + \epsilon^{d+2\beta}) \) represents a \( D \times D \) matrix whose entries are of order \( O(\epsilon^{d+4} + \epsilon^{d+2\beta}) \). The constants in \( O(\epsilon^{d+4} + \epsilon^{d+2\beta}) \) depend on \( d \), \( C^{2} \) norm of \( P \), the second fundamental form of \( t(M) \) and its derivative and the Ricci curvature of \( M \).

**Proof.**

(31)
\[
E_3 = \int_{\|\eta\|_{\mathbb{R}^d} < \epsilon^\beta} \int_M \left( \sigma \eta \right) \left( \sigma \eta \right)^\top \chi_{B_r(x_k)}(x) P(x) G_\sigma(\eta) dV d\eta
\]
\[
= \int_{\|\eta\|_{\mathbb{R}^d} < \epsilon^\beta} \int_M \left( \sigma \eta \right) \left( \sigma \eta \right)^\top - \eta \sigma \left( \sigma \eta \right)^\top + \left( \sigma \eta \right) \sigma + \eta \sigma^\top - \eta \sigma \sigma^\top + \eta \sigma^\top + \eta \sigma^\top + \eta \sigma^\top
\]
\[
= \int_{\|\eta\|_{\mathbb{R}^d} < \epsilon^\beta} \int_M \left( \sigma \eta \right) \left( \sigma \eta \right)^\top - \eta \sigma \left( \sigma \eta \right)^\top + \left( \sigma \eta \right) \sigma + \eta \sigma^\top - \eta \sigma \sigma^\top + \eta \sigma^\top + \eta \sigma^\top + \eta \sigma^\top
\]
where we use the symmetry of the region \( \{\|\eta\|_{\mathbb{R}^d} < \epsilon^\beta\} \) and the symmetry of the function \( G_\sigma(\eta) \) in the last step.

When \( \epsilon \) is small enough depending on the scalar curvature of \( M \), by Lemma 3 we have \( \text{Vol}(B_r(x_k)) \leq C_4(d) \epsilon^d \), where \( C_4(d) = 2\text{Vol}(B_1^d) \) is a constant only depending on \( d \). We have
\[
\left| \int_{\|\eta\|_{\mathbb{R}^d} < \epsilon^\beta} \int_M \left( \sigma \eta \right) \left( \sigma \eta \right)^\top e_j \chi_{B_r(x_k)}(x) P(x) G_\sigma(\eta) dV d\eta \right|
\]
\[
\leq \int_{\|\eta\|_{\mathbb{R}^d} < \epsilon^\beta} \int_M \left( \sigma \eta \right) \left( \sigma \eta \right)^\top e_j G_\sigma(\eta) d\eta \| \int_M \chi_{B_r(x_k)}(x) dV P(x) \|
\]
\[
\leq \int_{\|\eta\|_{\mathbb{R}^d} < \epsilon^\beta} \int_M \left( \sigma \eta \right) \left( \sigma \eta \right)^\top e_j G_\sigma(\eta) d\eta \| \chi_{B_r(x_k)}(x) dV P(x) \|
\]
\[
\leq C_4(d) \epsilon^d.
\]

By the symmetry of the region \( \{\|\eta\|_{\mathbb{R}^d} < \epsilon^\beta\} \) and the symmetry of the function \( G_\sigma(\eta) \),
\[
\int_{\|\eta\|_{\mathbb{R}^d} < \epsilon^\beta} \left( \sigma \eta \right) \left( \sigma \eta \right)^\top e_j G_\sigma(\eta) d\eta = 0, \quad \text{if } i \neq j.
\]

By Lemma 3
\[
\int_{\|\eta\|_{\mathbb{R}^d} < \epsilon^\beta} \left( \sigma \eta \right) \left( \sigma \eta \right)^\top e_j G_\sigma(\eta) d\eta \leq \sigma^2 = \epsilon^{2\alpha}, \quad \text{if } i = j.
\]

In conclusion
\[
\int_{\|\eta\|_{\mathbb{R}^d} < \epsilon^\beta} \int_M \left( \sigma \eta \right) \left( \sigma \eta \right)^\top \chi_{B_r(x_k)}(x) P(x) G_\sigma(\eta) dV d\eta = O(\epsilon^{d+2\alpha}) I_{d \times d},
\]
where the constant in $O(\varepsilon^{d+2\alpha})$ depends on $d$.

Similarly, for $1 \leq i, j \leq D$,

$$
\int_{||\eta||_D<\varepsilon^\beta} e_i^\top \eta_k e_j \mathcal{X}_{B_\varepsilon(z_k)}(x)P(x)G_\sigma(\eta)dV d\eta = O(\varepsilon^{d+2\beta}),
$$

where the constant in $O(\varepsilon^{d+2\beta})$ depends on $d$.

Next, we have

$$
\left| \int_{||\eta||_D<\varepsilon^\beta} e_i^\top t(x) \eta_k e_j \mathcal{X}_{B_\varepsilon(z_k)}(x)P(x)G_\sigma(\eta)dV d\eta \right|
\leq \left| \int_{M} e_i^\top t(x) \mathcal{X}_{B_\varepsilon(z_k)}(x)P(x)dV \right| \int_{||\eta||_D<\varepsilon^\beta} G_\sigma(\eta) d\eta \left| \eta_k e_j \right|
\leq \varepsilon^\beta \left| \int_{M} e_i^\top t(x) \mathcal{X}_{B_\varepsilon(z_k)}(x)P(x)dV \right|.
$$

Based on the proof of Lemma SL.5 in [33], $| \int_{M} e_i^\top t(x) \mathcal{X}_{B_\varepsilon(z_k)}(x)P(x)dV | = O(\varepsilon^{d+2})$ for $i = 1, \cdots, d$, where the constant in $O(\varepsilon^{d+2})$ depends on $d$ and the $C^{(1)}$ norm of $P$. $| \int_{M} e_i^\top t(x) \mathcal{X}_{B_\varepsilon(z_k)}(x)P(x)dV | = O(\varepsilon^{d+2})$ for $i = d+1, \cdots, D$, where the constant in $O(\varepsilon^{d+2})$ depends on $d, P_m$ and the second fundamental form of $t(M)$. In conclusion, for $1 \leq i, j \leq D$,

$$
\int_{||\eta||_D<\varepsilon^\beta} e_i^\top t(x) \eta_k e_j \mathcal{X}_{B_\varepsilon(z_k)}(x)P(x)G_\sigma(\eta)dV d\eta = O(\varepsilon^{d+2+\beta}),
$$

where the constant in $O(\varepsilon^{d+2})$ depends on $d$, the $C^{(1)}$ norm of $P$ and the second fundamental form of $t(M)$. Next, observe that

$$
\int_{||\eta||_D<\varepsilon^\beta} e_i^\top t(x) \eta_k e_j \mathcal{X}_{B_\varepsilon(z_k)}(x)P(x)G_\sigma(\eta)dV d\eta
= \left( \int_{||\eta||_D<\varepsilon^\beta} t(x)^\top \mathcal{X}_{B_\varepsilon(z_k)}(x)P(x)G_\sigma(\eta)dV d\eta \right)^\top.
$$

At last,

$$
\int_{||\eta||_D<\varepsilon^\beta} t(x)^\top \mathcal{X}_{B_\varepsilon(z_k)}(x)P(x)G_\sigma(\eta)dV d\eta
= \int_{M} t(x)^\top \mathcal{X}_{B_\varepsilon(z_k)}(x)P(x)dV \int_{||\eta||_D<\varepsilon^\beta} G_\sigma(\eta) d\eta
= \int_{M} t(x)^\top \mathcal{X}_{B_\varepsilon(z_k)}(x)P(x)dV \left( 1 - \int_{||\eta||_D\geq\varepsilon^\beta} G_\sigma(\eta) d\eta \right).
$$

Based on the proof of Proposition 3.1 in [33],

$$
\int_{M} t(x)^\top \mathcal{X}_{B_\varepsilon(z_k)}(x)P(x)dV = \frac{|S^{d-1}|P(x_k)}{d(d+2)} \varepsilon^{d+2} \begin{bmatrix} I_{d\times d} & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} O(\varepsilon^{d+4}) & O(\varepsilon^{d+4}) \\ O(\varepsilon^{d+4}) & O(\varepsilon^{d+4}) \end{bmatrix},
$$

where the constant in $O(\varepsilon^{d+4})$ depends on $d, C^2$ norm of $P$, the second fundamental form of $t(M)$ and its derivative and the Ricci curvature of $M$. By Lemma[3] and the fact that $\beta \leq \alpha - \frac{1}{2}$, when $\varepsilon$ is small enough depending on $D$,

$$
0 < \int_{||\eta||_D\geq\varepsilon^\beta} G_\sigma(\eta) d\eta \leq \frac{2}{\Gamma(\frac{d}{2})} \varepsilon^{-\frac{d}{2}} \leq 2\varepsilon^{-\frac{d}{2}} \leq \varepsilon^2.
$$
In conclusion,

\[
\int_{\|\eta\|_2 < \epsilon^\beta} \int_M t(x) t(x)^\top \chi_{B_\epsilon(x)}(x) P(x) G_\sigma(\eta) dV d\eta \\
= \frac{|S^{d-1}|}{d(d+2)} \epsilon^{d+2} \left[ I_{d \times d} \ 0 \ 0 \ 0 \right] + O(\epsilon^{d+4})
\]

where the constant in \(O(\epsilon^{d+4})\) depends on \(d, C^2\) norm of \(P\), the second fundamental form of \(t(M)\) and its derivative and the Ricci curvature of \(M\). If we substitute \((32), (33), (34), (35)\) and \((36)\) into \((31)\) and use the fact that \(\beta < \alpha\), then we have

\[
E_3 = \frac{|S^{d-1}|}{d(d+2)} \epsilon^{d+2} \left[ I_{d \times d} \ 0 \ 0 \ 0 \right] + O(\epsilon^{d+4} + \epsilon^{d+2+\beta} + \epsilon^{d+2\beta}),
\]

where \(O(\epsilon^{d+4} + \epsilon^{d+2+\beta} + \epsilon^{d+2\beta})\) represents a \(D\) by \(D\) matrix whose entries are of order \(O(\epsilon^{d+4} + \epsilon^{d+2+\beta} + \epsilon^{d+2\beta})\). The constants in \(O(\epsilon^{d+4} + \epsilon^{d+2+\beta} + \epsilon^{d+2\beta})\) depend on \(d, C^2\) norm of \(P\), the second fundamental form of \(t(M)\) and its derivative and the Ricci curvature of \(M\). Observe that if \(\beta > 2\), then \(\epsilon^{d+4} + \epsilon^{d+2+\beta} + \epsilon^{d+2\beta}\) is bounded by \(3\epsilon^{d+4}\). If \(\beta \leq 2\), then \(\epsilon^{d+4} + \epsilon^{d+2+\beta} + \epsilon^{d+2\beta}\) is bounded by \(3\epsilon^{d+2\beta}\). The statement of the lemma follows. \(\square\)

A.2. Proof of Proposition 5

Observe that

\[
\mathbb{E}[(t(X) + H - \eta_k)(t(X) + H - \eta_k)^\top (\|t(X) + H - \eta_k\|_P^2 / \epsilon)] = E_1 + E_2 = E_3 + (E_1 - E_3) + E_2.
\]

By combining Lemmas 4, 6 and 7, we have

\[
C_{\epsilon}(y_k) = \epsilon^{d+2} \frac{|S^{d-1}|}{d(d+2)} \left[ I_{d \times d} \ 0 \ 0 \ 0 \right] + O(\epsilon^{d+4} + \epsilon^{d+2+\beta} + \epsilon^{d+2\beta})
\]

where the constant factors in all the blocks depend on \(d, C^2\) norm of \(P\), the second fundamental form of \(t(M)\) and its derivative and the Ricci curvature of \(M\). Since \(1 < \beta\), we have \(\epsilon^{d+2\beta} < \epsilon^{d+1+\beta}\), \(\epsilon^{d+3+\beta} < \epsilon^{d+4}\) and \(\epsilon^{d+1+3\beta} < \epsilon^{d+2\beta}\). If \(\beta > 2\), then \(\epsilon^{d+4} + \epsilon^{d+2+\beta} + \epsilon^{d+2\beta}\) is bounded by \(3\epsilon^{d+4}\). If \(\beta \leq 2\), then \(\epsilon^{d+4} + \epsilon^{d+2+\beta} + \epsilon^{d+2\beta}\) is bounded by \(3\epsilon^{d+2\beta}\). Hence

\[
C_{\epsilon}(y_k) = \epsilon^{d+2} \frac{|S^{d-1}|}{d(d+2)} \left[ I_{d \times d} \ 0 \ 0 \ 0 \right] + O(\epsilon^{d+4} + \epsilon^{d+2+\beta} + \epsilon^{d+2\beta})
\]

where the constant factors in all the blocks depend on \(d, C^2\) norm of \(P\), the second fundamental form of \(t(M)\) and its derivative and the Ricci curvature of \(M\).

APPENDIX B. PROOF OF PROPOSITION 4 AND PROPOSITION 5

B.1. Preliminary lemmas. Suppose \(U, V \in \mathbb{R}^{m \times n}\). Recall the Hadamard product of \(U\) and \(V\) is defined as \((U \circ V)_{ij} = U_{ij}V_{ij}\) for \(1 \leq i \leq m\) and \(1 \leq j \leq n\). Then, \(U^{(2)} = U \circ U\) is the Hadamard square of \(U\). We start by considering the second moment of the local covariance matrix:

\[
\mathbb{E} \left[ ((t(X) + H - \eta_k)(t(X) + H - \eta_k)^\top (\|t(X) + H - \eta_k\|_P^2 / \epsilon))^{(2)} \right] (t(X) + H - \eta_k)^\top \|t(X) + H - \eta_k\|_P^2 \right]
\]
Next, we define the following matrices $E_4$ and $E_5$ to simplify our discussion:

$$F_2(t(x), \eta, \eta_k) = \left(t(x) + \eta - \eta_k \right)^\top \left(t(x) + \eta - \eta_k \right) \frac{\|t(x) + \eta - \eta_k\|_{R^D}}{\varepsilon},$$

$$E_4 = \int_{\|\eta\|_{R^D} < \varepsilon^6} \int_M F_2(t(x), \eta, \eta_k) P(x) G_\sigma(\eta) dV d\eta,$$

$$E_5 = \int_{\|\eta\|_{R^D} \geq \varepsilon^6} \int_M F_2(t(x), \eta, \eta_k) P(x) G_\sigma(\eta) dV d\eta.$$

Note that for $1 \leq i, j \leq D$,

$$e_i^\top E_5 e_j = \int_{\|\eta\|_{R^D} \geq \varepsilon^6} \int_M \left(e_i^\top (t(x) + \eta - \eta_k) \right) \left(e_j^\top (t(x) + \eta - \eta_k) \right)^2 \frac{\|t(x) + \eta - \eta_k\|_{R^D}}{\varepsilon} \left(\frac{\|t(x) + \eta - \eta_k\|_{R^D}}{\varepsilon}\right) P(x) G_\sigma(\eta) dV d\eta.$$

When $p \leq \|t(x) + \eta - \eta_k\|_{R^D} \leq \varepsilon, \frac{\|t(x) + \eta - \eta_k\|_{R^D}}{\varepsilon} \leq 1$. When $p > \|t(x) + \eta - \eta_k\|_{R^D} > \varepsilon, \frac{\|t(x) + \eta - \eta_k\|_{R^D}}{\varepsilon} = 0$. Hence, for all $1 \leq i, j \leq D$ and all $x$, we have

$$\left(e_i^\top (t(x) + \eta - \eta_k) \right) \left(e_j^\top (t(x) + \eta - \eta_k) \right)^2 \frac{\|t(x) + \eta - \eta_k\|_{R^D}}{\varepsilon} \left(\frac{\|t(x) + \eta - \eta_k\|_{R^D}}{\varepsilon}\right) \leq \varepsilon^4.$$

By applying the same argument as Lemma 4, we have the following lemma about $E_5$.

**Lemma 8.** Suppose $\varepsilon$ is small enough depending on $d$ and $D$. Suppose $1 < \beta \leq \alpha - \frac{1}{2}$. If $\sigma = \varepsilon^\alpha$, then $|e_i E_5 e_j| \leq \varepsilon^{d+6}$ for all $1 \leq i, j \leq D$.

Now we are ready to bound the second moment of the local covariance matrix.

**Lemma 9.** Suppose $\varepsilon$ is small enough depending on $d, D$, the scalar curvature of $M$ and the second fundamental form of $t(M)$. Suppose $1 < \beta \leq \alpha - \frac{1}{2}$. If $\sigma = \varepsilon^\alpha$ and $\|\eta\|_{R^D} \leq \varepsilon^\beta$, then

$$E \left[ \left((t(X) + \eta - \eta_k - k) (t(X) + \eta - \eta_k - k) \right)^\top \frac{\|t(X) + \eta - \eta_k\|_{R^D}}{\varepsilon} \right]$$

$$= \begin{bmatrix} O(\varepsilon^{d+4}) & O(\varepsilon^{d+5} + \varepsilon^{d+6} + \varepsilon^{d+7}) \\ O(\varepsilon^{d+6} + \varepsilon^{d+7} + \varepsilon^{d+8}) & O(\varepsilon^{d+8} + \varepsilon^{d+9}) \end{bmatrix},$$

where the top left block is a $d \times d$ matrix and the constant factors in all blocks depend on $d, P_M$ and the second fundamental form of $t(M)$.

**Proof.** Let $A(\eta) = \{x \in M \mid \|t(x) + \eta - \eta_k\|_{R^D} \leq \varepsilon \}$. Since $\|\eta\|_{R^D} < \varepsilon^\beta$ and $\|\eta_k\|_{R^D} \leq \varepsilon^\beta$, by the triangle inequality, if $x \in A(\eta)$, then $\varepsilon - 2\varepsilon^\beta \leq \|t(x)\|_{R^D} \leq \varepsilon + 2\varepsilon^\beta$. If $1 < \beta \leq 3$, when $\varepsilon$ is small enough depending on the second fundamental form of $t(M)$, by Lemma 4, we have

$$\|d(x, x_k) \leq \varepsilon + 3\varepsilon^\beta \| \leq \varepsilon + 1,$$

Hence, $A(\eta) \subset B_{\varepsilon + 3\varepsilon^\beta}(x_k)$. Since $1 < \beta \leq 3$, when $\varepsilon$ is small enough depending on the scalar curvature of $M$, by Lemma 4, for all $\|\eta\|_{R^D} < \varepsilon^\beta$, we have

$$\text{Vol}(A(\eta)) \leq \text{Vol}(B_{\varepsilon + 3\varepsilon^\beta}(x_k)) \leq 4^d \text{Vol}(B_{\varepsilon^\beta}(x_k)) \varepsilon^d = C_5(d) \varepsilon^d,$$

where $C_5(d) = 4^d \text{Vol}(B_{\varepsilon^\beta}(x_k))$ is a constant depending on $d$. Similarly, if $\beta > 3$ and $\varepsilon$ is small enough depending on the second fundamental form of $t(M)$ and the scalar curvature of $M$, then we have $A(\eta) \subset B_{\varepsilon + 3\varepsilon^\beta}(x_k)$ and $\text{Vol}(A(\eta)) \leq C_5(d) \varepsilon^d$.

Observe that for a fixed $\eta$, we have $\chi_{\text{A(\eta)}}(x) = \frac{\|t(x) + \eta - \eta_k\|_{R^D}}{\varepsilon}$. 

Let $Q_{ij}(x, \eta, \eta_k) = (e_i^T (t(x) + \eta - \eta_k))^2 (t(x) + \eta - \eta_k)^e_j$, then

$$|e_i^T E_4 e_j| = \left| \int_{[\eta]} R_{D} < \epsilon^\beta \int_{M} e_i^T F_2(t(x), \eta, \eta_k) e_j P(x) G_\sigma(\eta) dV d\eta \right|$$

$$= \left| \int_{[\eta]} R_{D} < \epsilon^\beta \int_{M} Q_{ij}(x, \eta, \eta_k) \chi_{A(\eta)}(x) P(x) G_\sigma(\eta) dV d\eta \right|$$

$$\leq \sup_{\|\eta\|_{R^D} < \epsilon^\beta, x \in A(\eta)} Q_{ij}(x, \eta, \eta_k) \int_{[\eta]} R_{D} < \epsilon^\beta \int_{M} \chi_{A(\eta)}(x) P(x) G_\sigma(\eta) dV d\eta$$

$$\leq \sup_{\|\eta\|_{R^D} < \epsilon^\beta, x \in A(\eta)} Q_{ij}(x, \eta, \eta_k) \sup_{\|\eta\|_{R^D} < \epsilon^\beta} \text{Vol}(A(\eta))$$

$$\leq \sup_{\|\eta\|_{R^D} < \epsilon^\beta, x \in A(\eta)} Q_{ij}(x, \eta, \eta_k) P_M C_5(d) \epsilon^d.$$
Since
\[\mathbb{E}\left[\left((t(X) + H - \eta_k)(t(X) + H - \eta_k)^\top\right)\chi(\left\|t(X) + H - \eta_k\right\|_{\mathbb{R}^d}^2) / \varepsilon\right)\right] = E_4 + E_5,\]
the statement of the lemma follows from combining the cases when \(1 < \beta \leq 3\) and \(\beta > 3\) with Lemma 8.

**B.2. Proof of Proposition 4.** Suppose \(\sigma = \varepsilon^\alpha\) and \(1 < \beta < \alpha - 1/2\). For a fixed \(i\), if \(\varepsilon^{2(\beta - \alpha)} \geq \frac{1}{\varepsilon} \geq 2\sqrt{2}(D-2)\), then by Lemma 3, we have
\[\Pr\{\|\eta_i\|_{\mathbb{R}^d} \geq \varepsilon^\beta\} \leq \frac{2}{\Gamma(\frac{D}{2})} e^{-\frac{1}{4\varepsilon^{2(\alpha - \beta)}}} \leq 2e^{-\frac{1}{4\varepsilon^{2(\alpha - \beta)}}},\]
where we use \(\frac{2}{\Gamma(\frac{D}{2})} \leq 2\) in the last step.

If \(n \leq \left\lfloor \frac{1}{\varepsilon^{2(\alpha - \beta)}} \right\rfloor\) for some \(1 < \beta < \alpha - 1/2\), then by a straightforward calculation, we have
\[\Pr\{\|\eta_i\|_{\mathbb{R}^d} \geq \varepsilon^\beta\} \leq \frac{1}{4n}.\]

Since \(\eta_i\) are i.i.d. samples, by a straightforward union bound, we have
\[\Pr\{\|\eta_i\|_{\mathbb{R}^d} \leq \varepsilon^\beta | i = 1, \ldots, n\} \geq 1 - \frac{1}{4n^2}.\]

Suppose \(\|\eta_i\|_{\mathbb{R}^d} \leq \varepsilon^\beta\). Since \(y_k = t(x_k) + \eta_k\) with \(t(x_k) = 0\), for each \(a, b = 1, \ldots, D\), we denote
\[F_{a,b,i,k} := e_a^\top (y_i - y_k)(y_i - y_k)^\top e_b \chi(\left\|y_i - y_k\right\|_{\mathbb{R}^d}) = e_b^\top (t(x_i) + \eta_i - \eta_k)(t(x_i) + \eta_i - \eta_k)^\top e_b \chi(\left\|t(x_i) + \eta_i - \eta_k\right\|_{\mathbb{R}^d}).\]

\(\{F_{a,b,i,k}\}\) for \(i = 1, \ldots, n\) and \(i \neq k\) are i.i.d. realizations of the random variable
\[F_{a,b,k} := e_a^\top (t(X) + H - \eta_k)(t(X) + H - \eta_k)^\top e_b \chi(\left\|t(X) + H - \eta_k\right\|_{\mathbb{R}^d}).\]

If \(\|t(x) + \eta - \eta_k\|_{\mathbb{R}^d} \leq \varepsilon\), then \(\chi(\left\|t(x) + \eta - \eta_k\right\|_{\mathbb{R}^d}) = 1\), \(\left\|e_a^\top (t(x) + \eta - \eta_k)\right\| \leq \varepsilon\) and \(\left\|t(x) + \eta - \eta_k\right\|_{\mathbb{R}^d} \leq \varepsilon\). Hence, \(\{F_{a,b,k}\}\) is uniformly bounded by \(c = \varepsilon^2\), for all \(1 \leq a, b \leq D\).

By Proposition 3 when \(\varepsilon\) is small enough depending on \(d, D\), the second fundamental form of \(t(M)\) and the scalar curvature of \(M\),
\[\mathbb{E}[\langle t(X) + H - \eta_k \rangle (t(X) + H - \eta_k)^\top \chi(\left\|t(X) + H - \eta_k\right\|_{\mathbb{R}^d}^2) / \varepsilon)\]
\[= \varepsilon^{d+2} \left[ S^{d-1} |P(x_k)| d^{d-2} \begin{bmatrix} I_d & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} O(\varepsilon^{2\beta - 1} + \varepsilon^2) \\ O(\varepsilon^{2\beta - 2} + \varepsilon^2) \end{bmatrix} \right] \right].\]

where the constant factors in the four blocks depend on \(d, C^2\) norm of \(P\), the second fundamental form of \(t(M)\) and its derivative and the Ricci curvature of \(M\). Let
\[\Omega = \mathbb{E}\left[\left((t(X) + H - \eta_k)(t(X) + H - \eta_k)^\top\right)^2 \chi(\left\|t(X) + H - \eta_k\right\|_{\mathbb{R}^d}^2) / \varepsilon)\right]
\[= \left(\mathbb{E}[\langle t(X) + H - \eta_k \rangle (t(X) + H - \eta_k)^\top \chi(\left\|t(X) + H - \eta_k\right\|_{\mathbb{R}^d}^2) / \varepsilon)\right)^2.\]
The variance of the random variable $F_{a,b,k}$ is $e_a^\top \Omega e_b$. By combining Proposition 5 and Lemma 9, we have
\[
e_a^\top \Omega e_b \leq C_6 e^{d+4} \quad \text{for } 1 \leq a, b \leq d, \\
e_a^\top \Omega e_b \leq C_6 (e^{d+6} + e^{d+2+2\beta}) \quad \text{otherwise,}
\]
where $C_6$ is a constant depending on $d$, $C^2$ norm of $P$, the second fundamental form of $\mathbf{i}(M)$ and its derivative and the Ricci curvature of $M$.

Observe that
\[
e_a^\top C_n e_{y_k} e_b = \frac{1}{n} \sum_{i=1}^n F_{a,b,i,k} = \frac{n-1}{n} \left( \frac{1}{n-1} \sum_{i \neq k}^n F_{a,b,i,k} \right).
\]

Since $\frac{a^2-n}{n} \to 1$ as $n \to \infty$, the error incurred by replacing $\frac{1}{n}$ by $\frac{1}{n-1}$ is of order $\frac{1}{n}$, which is negligible asymptotically. Thus, we can simply focus on analyzing $\frac{1}{n-1} \sum_{i \neq k}^n F_{a,b,i,k}$. By Bernstein's inequality,
\[
\Pr \left\{ \left| \frac{1}{n-1} \sum_{i \neq k}^n F_{a,b,i,k} - \mathbb{E}[F_{a,b,k}] \right| > \gamma \right\} \leq \exp \left( - \frac{(n-1)\gamma^2}{2e_a^\top \Omega e_b + \frac{2}{\gamma} c \gamma} \right) \leq \exp \left( - \frac{n\gamma^2}{4e_a^\top \Omega e_b + \frac{4}{\gamma} c \gamma} \right).
\]

For fixed $a, b$ with $1 \leq a, b \leq d$, we choose $\gamma_1$ so that $\frac{\gamma_1}{\epsilon^2 d^2} \to 0$ as $\epsilon \to 0$, then we have $4e_a^\top \Omega e_b + \frac{4}{\gamma} c \gamma_1 \leq (4C_6 + 2)\epsilon^{d+4}$. Hence,
\[
\exp \left( - \frac{n\gamma_1^2}{4e_a^\top \Omega e_b + \frac{4}{\gamma} c \gamma_1} \right) \leq \exp \left( - C_7 n\gamma_1^2 \epsilon^{-d-4} \right),
\]
where $C_7 = \frac{1}{4C_6 + 2}$.

For fixed $a, b$ with $d + 1 \leq a \leq D$ or $d + 1 \leq b \leq D$, we choose $\gamma_2$ so that $\frac{\gamma_2}{\epsilon^2 d^2 + \epsilon^2 d^2} \to 0$ as $\epsilon \to 0$, then we have $4e_a^\top \Omega e_b + \frac{4}{\gamma} c \gamma_2 \leq (4C_6 + 2)(\epsilon^{d+2+2\beta} + \epsilon^{d+6}) \leq (8C_6 + 4)\epsilon^{d+2+\min(4, 2\beta)}$. Hence,
\[
\exp \left( - \frac{n\gamma_2^2}{4e_a^\top \Omega e_b + \frac{4}{\gamma} c \gamma_2} \right) \leq \exp \left( - \frac{C_7}{2} n\gamma_2^2 \epsilon^{-d-2-\min(4, 2\beta)} \right).
\]

If $\gamma_1 = C_8 \sqrt{\frac{\log(n)\epsilon^{d+4}}{n}}$ and $\gamma_2 = C_9 \sqrt{\frac{\log(n)\epsilon^{d+2+\min(4, 2\beta)}}{n}}$ for some constants $C_8$ and $C_9$ depending on $C_7$ and $D$, then $\exp \left( - C_7 n\gamma_1^2 \epsilon^{-d-4} \right) = \frac{1}{4D^2 n^3}$ and $\exp \left( - \frac{C_7}{2} n\gamma_2^2 \epsilon^{-d-2-\min(4, 2\beta)} \right) = \frac{1}{4D^2 n^3}$. Hence, for fixed $a, b$, we have
\[
\Pr \left\{ \left| \frac{1}{n-1} \sum_{i \neq k}^n F_{a,b,i,k} - \mathbb{E}[F_{a,b,k}] \right| > \gamma_1 \sqrt{\frac{\log(n)\epsilon^{d+4}}{n}} \right\} \leq \frac{1}{4D^2 n^3} \quad \text{when } 1 \leq a, b \leq d, \\
\Pr \left\{ \left| \frac{1}{n-1} \sum_{i \neq k}^n F_{a,b,i,k} - \mathbb{E}[F_{a,b,k}] \right| > \gamma_2 \sqrt{\frac{\log(n)\epsilon^{d+2+\min(4, 2\beta)}}{n}} \right\} \leq \frac{1}{4D^2 n^3} \quad \text{otherwise.}
\]

By considering the conditional probability such that $\|\eta_k\|_{\mathbb{R}^D} \leq \epsilon^\beta$ for $k = 1, \cdots, n$ and taking a trivial union bound for all $1 \leq a, b \leq D$ and $1 \leq k \leq n$, we conclude that for all $x_k$ with probability greater than $1 - \frac{1}{n^2}$
\[
|e_a^\top C_n e_{y_k} e_b - \mathbb{E}[F_{a,b,k}]| < C_8 \sqrt{\frac{\log(n)\epsilon^{d+4}}{n}} \quad \text{for all } 1 \leq a, b \leq d, \\
|e_a^\top C_n e_{y_k} e_b - \mathbb{E}[F_{a,b,k}]| < C_9 \sqrt{\frac{\log(n)\epsilon^{d+2+\min(4, 2\beta)}}{n}} \quad \text{otherwise.}
\]

The conclusion of the proposition follows.
B.3. Proof of Proposition 5 Suppose $\epsilon$ is small enough depending on $d$, $D$, the second fundamental form of $t(M)$ and the scalar curvature of $M$. Note that $\sqrt{\frac{\log n}{n^{d+2}}} \leq \epsilon^{d+2\min(\beta, 1)}$ is equivalent to $\frac{\log n}{n} \leq \epsilon^{d+2\min(\beta-1, 1)}$ and $\sqrt{\frac{\log n}{n^{d+2}}} \leq \epsilon^{2\min(\beta-1, 1)}$ is equivalent to $\frac{\log n}{n} \leq \epsilon^{d+2\min(\beta-1, 1)}$. Hence, by Proposition 4 if $\epsilon^{-d+2\min(\beta-1, 1)} \leq \frac{n}{\log n}$ and $n \leq \frac{1}{\epsilon} \exp\left(\frac{1}{12\epsilon^{2(d-\beta)}}\right)$, then for all $x_k$, with probability greater than $1 - \frac{1}{n}$,

$$C_{n,\epsilon}(y_k) = \epsilon^{d+2} \left(\frac{|S^{d-1}|}{d(d+2)} \begin{bmatrix} I_{d \times d} + E_1 & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} O(\epsilon^{\min(\beta-1, 1)}) & 0 \\ 0 & O(\epsilon^{\min(\beta-1, 1)}) \end{bmatrix} \right),$$

where the constant factors depend on $d$, $C^2$ norm of $P$, the second fundamental form of $t(M)$ and its derivative and the Ricci curvature of $M$. Hence,

$$C_{n,\epsilon}(y_k) = \epsilon^{d+2} \left(\frac{|S^{d-1}|}{d(d+2)} \begin{bmatrix} I_{d \times d} + E_1 & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} E_2 & E_3 \\ E_4 & E_5 \end{bmatrix} \right),$$

where the entries of $E_1$ are bounded by $C_{10}\epsilon^{\min(\beta-1, 1)}$ and the entries of $E_2$, $E_3$, $E_4$ and $E_5$ are bounded by $C_{10}\epsilon^{2\min(\beta-1, 1)}$. $C_{10}$ depends on $d$, $P_m$, $C^2$ norm of $P$, the second fundamental form of $t(M)$ and its derivative and the Ricci curvature of $M$.

The scalar curvature is the trace of the Ricci curvature tensor. We will simplify any dependence on the scalar curvature by the dependence on $d$ and the Ricci curvature. Since $\beta \geq \frac{2}{3}$, if $\epsilon$ is small enough depending on $d$, $D$, $P_m$, $C^2$ norm of $P$, the second fundamental form of $t(M)$ and its derivative and the Ricci curvature of $M$, then the operator norms of $E_1$ and $\begin{bmatrix} E_2 & E_3 \\ E_4 & E_5 \end{bmatrix}$ are bounded by $\frac{1}{3}$. Since $\begin{bmatrix} I_{d \times d} + E_1 & 0 \\ 0 & 0 \end{bmatrix}$ and $\begin{bmatrix} E_2 & E_3 \\ E_4 & E_5 \end{bmatrix}$ are symmetric matrices, based on Weyl’s theorem, all the eigenvalues of $I_{d \times d} + E_1$ and the first $d$ largest eigenvalues of $\begin{bmatrix} I_{d \times d} + E_1 & 0 \\ 0 & 0 \end{bmatrix}$ are bounded below by $\frac{1}{2}$ and the remaining $D - d$ eigenvalues of $\begin{bmatrix} I_{d \times d} + E_1 & 0 \\ 0 & 0 \end{bmatrix}$ are bounded above by $\frac{1}{3}$. Consider the eigen decomposition of $C_{n,\epsilon}(y_k)$ as $C_{n,\epsilon}(y_k) = U_{n,\epsilon}(y_k) \Lambda_{n,\epsilon}(y_k) U_{n,\epsilon}(y_k)^\top$ with $U_{n,\epsilon}(y_k) \in \mathbb{O}(D)$. Then, by Davis-Kahan theorem

$$U_{n,\epsilon}(y_k) = \begin{bmatrix} X_1 & 0 \\ 0 & X_2 \end{bmatrix} + O(\epsilon^{2\min(\beta-1, 1)}),$$

where $X_1 \in \mathbb{O}(d)$, $X_2 \in \mathbb{O}(D - d)$. $O(\epsilon^{2\min(\beta-1, 1)})$ represent a $D$ by $D$ matrix whose entries are of order $O(\epsilon^{2\min(\beta-1, 1)})$, where the constant factors depend on $d$, $D$, $P_m$, $C^2$ norm of $P$, the second fundamental form of $t(M)$ and its derivative and the Ricci curvature of $M$.

APPENDIX C. PROOFS OF PROPOSITION 2, PROPOSITION 6 AND THEOREM 1

C.1. Proof of Proposition 2 By Proposition 1 $B_\epsilon^{R^D}(0)$ is an open subset of $t(M)$ which is homeomorphic to $B_1^{R^D}(0)$. Let $f$ be the projection from $\mathbb{R}^D$ to $t*,T_*M$. For any $y \in B_\epsilon^{R^D}(t(x) \cap t(M))$, we express $g(y) = f(y - \pi(t))$ in a chart around $y$, then by Lemma 5.4 in [23], $Dg(y)$ is not singular. By the inverse function theorem, $g(y)$ is a diffeomorphism. Hence, the image of $B_\epsilon^{R^D}(t(x) \cap t(M))$ under $g$ is the open set $V_x$ which is homeomorphic to $B_1^{R^D}(0)$. Then $g^{-1}$ is the chart in Proposition 2 with the described properties.
C.2. Preliminary lemmas for the proof of Proposition 6

In order to prove Proposition 6, we need to define the angle between two subspaces of the same dimension in \( \mathbb{R}^D \).

**Definition 3.** The angle \( \phi_{V,W} \) between two subspaces of the same dimension in \( \mathbb{R}^D \), \( V \) and \( W \), is defined as

\[
\phi_{V,W} = \max_{v \in V} \min_{w \in W} \arccos \left( \frac{|v^\top w|}{\|v\|_2 \|w\|_2} \right).
\]

**Lemma 10.** Suppose \( V, W, Z \) are three subspaces of the same dimension in \( \mathbb{R}^D \). Then, we have the following properties:

1. \( \cos(\phi_{V,W}) = \min_{v \in V} \max_{w \in W} \frac{|v^\top w|}{\|v\|_2 \|w\|_2} \).
2. If there is a vector \( v \in V \) which is perpendicular to \( W \), then \( \phi_{V,W} = \frac{\pi}{2} \).
3. The angle is invariant under orthogonal transformation of \( \mathbb{R}^D \). In other words, if \( X \in O(D) \), then \( \phi_{V,OX} = \phi_{V,W} \).
4. The angle is a metric on the set of all subspaces of the same dimension in \( \mathbb{R}^D \). Specifically, we have
   i. (Non-negativeness) \( \phi_{V,W} \geq 0 \).
   ii. (Identification) \( \phi_{V,W} = 0 \) implies \( V = W \).
   iii. (Symmetry) \( \phi_{V,W} = \phi_{W,V} \).
   iv. (Triangle inequality) \( \phi_{V,Z} \leq \phi_{V,W} + \phi_{W,Z} \).

**Proof.** (1) follows from the definition and the fact that cosine is decreasing on \([0, \frac{\pi}{2}]\). (2) and (3) follow directly from the definition. A proof of (4) can be found in [32].

We refer the reader to [32] for more discussion about the angle between two subspaces of different dimensions. Next, we prove a lemma which bounds the angle for two sufficiently close subspaces.

**Lemma 11.** Suppose \( X \in O(D) \) such that \( X = \begin{bmatrix} X_1 & 0 \\ 0 & X_2 \end{bmatrix} \) with \( X_1 \in O(d) \) and \( X_2 \in O(D-d) \). Suppose \( U \in O(D) \) such that \( E = U - X \) with \( |E| \) \( r \). Let \( \{Xe_i\}_{i=1}^d \) be a basis of \( V \) and \( \{Ue_i\}_{i=1}^d \) be a basis of \( W \). Suppose \( \phi_{V,W} \) is the angle between \( V \) and \( W \), then \( \cos(\phi_{V,W}) \geq 1 - d^2 r \). In particular, if \( r \leq \frac{1}{6d^2} \), then \( \cos(\phi_{V,W}) \geq \frac{3}{5} \).

**Proof.** We write \( E = \begin{bmatrix} E_1 & E_2 \\ E_3 & E_4 \end{bmatrix} \) with \( E_1 \in \mathbb{R}^{d \times d} \). Let \( u \in \mathbb{R}^d \) be an arbitrary unit vector. Then \( \begin{bmatrix} X_1 \ 0 \end{bmatrix} u \) is an arbitrary unit vector in \( V \) and \( \begin{bmatrix} X_1 + E_1 \\ E_3 \end{bmatrix} u \) is a unit vector in \( W \). By (1) in Lemma 10, we have

\[
\cos(\phi_{V,W}) \geq |u^\top [X_1^\top, 0] [X_1 + E_1] u| = |u^\top X_1^\top (X_1 + E_1) u| = |1 + u^\top X_1^\top E_1 u|
\]

By Cauchy-Schwarz inequality, each entry of \( X_1^\top E_1 \) is bounded by \( \sqrt{dr} \) and each entry of \( X_1^\top E_1 u \) is bounded by \( dr \). Hence, \( |u^\top X_1^\top E_1 u| \leq d^2 r \). The conclusion follows.

Suppose \( x, y \in M \), then the next lemma describes the angle between the tangent spaces of two points \( t(x) \) and \( t(y) \) when they are close in Euclidean distance. The proof is a combination of Proposition 6.2 and Proposition 6.3 in [24].
Lemma 12. Suppose \( x, y \in M \). Let \( \phi_{V,W} \) be the angle between \( V = t_x T_x M \) and \( W = t_y T_y M \). If \( \|t(x) − t(y)\| \leq \frac{\tau(M)}{2} \), then \( \cos(\phi_{V,W}) \geq \sqrt{1 − \frac{2\|t(x) − t(y)\|^2}{\tau(M)^2}} \). In particular, if \( \|t(x) − t(y)\| \leq \frac{\tau(M)}{3} \), then \( \cos(\phi_{V,W}) \geq \frac{1}{\sqrt{3}} \).

C.3. Proof of Proposition 6. We now prove Proposition 6 by combining above lemmas. By Proposition 5, suppose we choose \( 0 < \xi \leq \frac{\tau(M)}{3} \), then any \( y \in B_{\xi_1}^D(0) \cap t(M) \), \( \mathcal{P}_{U, t(x) + a}(y) \) can be represented in the chart as follows,

\[
\mathcal{P}_{U, t(x) + a}(y) = J^T U^T \begin{bmatrix} u & G_x(u) \end{bmatrix} - J^T U^T a,
\]

where \( u \in V_x \subset B_{\frac{\tau(M)}{3}}^d(0) \subset \mathbb{R}^d \). \( V_x \) contains 0 and is homeomorphic to \( B_{\frac{\tau(M)}{3}}^d(0) \).

Since \( t(M) \) is smooth, \( \mathcal{P}_{U, t(x) + a}(y) \) is smooth. By Proposition 5, \( B_{\frac{\tau(M)}{3}}^D(0) \cap t(M) \) is homeomorphic to \( B_{\frac{\tau(M)}{3}}^d(0) \), in particular, \( B_{\frac{\tau(M)}{3}}^D(0) \cap t(M) \) is connected. Hence, we can show that \( \mathcal{P}_{U, t(x) + a}(y) \) is a diffeomorphism from \( B_{\frac{\tau(M)}{3}}^D(0) \cap t(M) \) onto its image by applying the inverse function theorem. Note that

\[
D \mathcal{P}_{U, t(x) + a}(y) = J^T U^T \begin{bmatrix} I_{d \times d} & DG_x(u) \end{bmatrix}.
\]

The column vectors of \( \begin{bmatrix} I_{d \times d} & DG_x(u) \end{bmatrix} \) are a basis of the tangent space \( V = t_x T_x M \), while the column vectors of \( UJ \) are a basis of a subspace \( W \). Hence, \( D \mathcal{P}_{U, t(x) + a}(y) \) is not singular if and only if there is no vector in \( V \) that is perpendicular to \( W \). By (2) in Lemma 10, it is sufficient to show the angle \( \phi_{V,W} \) between \( V \) and \( W \) is less than \( \frac{\pi}{2} \). By Lemma 11, if \( r \leq \frac{\tau(M)}{6d^2} \), then \( \cos(\phi_{V,W}) \geq \frac{5}{6} \).

Since \( y \in B_{\xi_1}^D(0) \cap t(M) \), by Lemma 12, we have \( \cos(\phi_{V,W}) \geq \frac{1}{\sqrt{3}} \). By (4) in Lemma 10 and a straightforward calculation, \( \phi_{V,W} \leq \phi_{t(M),V} < \frac{\pi}{2} \). By the inverse function theorem, \( \mathcal{P}_{U, t(x) + a}(y) \) is a diffeomorphism from \( B_{\xi_1}^D(0) \cap t(M) \) onto its image. Choose \( \xi = \frac{\sqrt{3}}{2} \). If \( \|a\|_D < \frac{\sqrt{3}}{2} \), then the closure of \( B_{\xi_1}^D(t(x) + a) \cap t(M) \) is contained in \( B_{\xi_1}^D(0) \cap t(M) \). Hence, \( \mathcal{P}_{U, t(x) + a}(y) \) is a diffeomorphism from the closure of \( B_{\xi_1}^D(t(x) + a) \cap t(M) \) onto its image by Proposition 5.

Let \( O \subset \mathbb{R}^d \) be the image of \( B_{\xi_0}^D(t(x) + a) \cap t(M) \) under \( \mathcal{P}_{U, t(x) + a}(y) \). Then, \( O \) is homeomorphic to \( B_{\xi_1}^D(0) \). Let \( \tilde{O} \) be the closure of \( O \) in \( \mathbb{R}^d \). Suppose \( \tilde{O} \rightarrow \mathbb{R}^D \) is the inverse of \( \mathcal{P}_{U, t(x) + a}(y) \). Then the restriction of \( \Phi \) on \( \tilde{O} \) is a chart of \( t(M) \). Since \( \|a\|_D < \frac{\sqrt{3}}{2} \), we have \( t(x) \in B_{\xi_0}^D(t(x) + a) \cap t(M) \). Hence, \( u_0 = \mathcal{P}_{U, t(x) + a}(t(x)) \in O \). Note that \( 0 = \mathcal{P}_{U, t(x) + a}(t(x) + a) \) may not be in \( O \). Recall that we assume \( t(x) = 0 \), so based on the definition of \( \mathcal{P}_{U, t(x) + a} \) in Definition 2, \( \Phi \) can be expressed as

\[
\Phi(u) = u + U \begin{bmatrix} \tilde{u} \end{bmatrix}
\]

where \( F(u) : \tilde{O} \rightarrow \mathbb{R}^{D-d} \) is a smooth function. By the triangle inequality, for any \( u \in O \), \( \|t(x) - \Phi(u)\|_D \leq \xi + \|a\|_D \). Recall that \( W \) is the subspace generated by the column vectors of \( UJ \). If \( V(u) \) is the tangent space of \( t(M) \) at \( \Phi(u) \) for \( u \in O \). By Lemma 11, \( \cos(\phi_{t(M),W}) \geq 1 - d^2r \). By Lemma 12,
we have \( \cos(\phi_{v,T,M,V(u)}) \geq \sqrt{1 - \frac{2(\xi + ||a||_{\mathcal{R}^d})}{\tau_{t(M)}}} \). Hence, by (4) in Lemma 10

\[
(38) \quad \Phi_{v,u} \leq \Phi_{0,v,u} + \Phi_{1,v,u} \leq \arccos \left( \sqrt{1 - \frac{2(\xi + ||a||_{\mathcal{R}^d})}{\tau_{t(M)}}} \right) + \arccos(1 - d^2 r).
\]

Suppose \( B^{\mathcal{R}^d}_{\xi}(u_0) \) is the largest open ball centered at \( u_0 \) and contained in \( O \), i.e. there is \( u_1 \) on the boundary of \( O \) such that \( ||u_0 - u_1||_{\mathcal{R}^d} = R \). Thus, we have

\[
||t(x) - \Phi(u_1)||^2_{\mathcal{R}^d} = ||\Phi(u_0) - \Phi(u_1)||^2_{\mathcal{R}^d} = ||u_0 - u_1||^2_{\mathcal{R}^d} + ||F(u_0) - F(u_1)||^2_{\mathcal{R}^d}.
\]

Since \( B^{\mathcal{R}^d}_{\xi}(u_0) \) is contained in \( O \), any point on the segment between \( u_0 \) and \( u_1 \) is in \( O \). By the mean value inequality, there is \( u' \in O \) on the segment between \( u_0 \) and \( u_1 \) such that

\[
||F(u_0) - F(u_1)||_{\mathcal{R}^d} \leq ||DF(u')||_{\mathcal{R}^d} ||u_0 - u_1||^2_{\mathcal{R}^d},
\]

where \( v = \frac{u_0 - u_1}{||u_0 - u_1||_{\mathcal{R}^d}} \). In other words,

\[
(39) \quad ||t(x) - \Phi(u_1)||_{\mathcal{R}^d} \leq R \sqrt{1 + ||DF(u')||_{\mathcal{R}^d}}^2 ||u_0 - u_1||^2_{\mathcal{R}^d}.
\]

Based on the definition of \( \Phi \), \( U^{\top} \left[ \frac{v}{\mathcal{R}^d} \right] \) is a vector in \( V(u') \), the tangent space of \( \Phi(u') \) at \( \Phi(u') \).

Hence, \( \frac{1}{\sqrt{1 + ||DF(u')||_{\mathcal{R}^d}^2}} \left[ DF(u') \right] \mathcal{R}^d \) is a unit vector in \( U^{\top} V(u') \). By (3) in Lemma 10, \( \Phi_{U^{\top} V(u'), U^{\top} \Phi} = \Phi_{V(u'), u} \). Observe that any unit vector in \( U^{\top} W \) is in the form of \( \begin{bmatrix} w \\ 0 \end{bmatrix} \), where \( w \) is a unit vector in \( \mathcal{R}^d \).

We choose the \( w \) such that \( \begin{bmatrix} w \\ 0 \end{bmatrix} \left[ \frac{v}{\mathcal{R}^d} \right] \) attains the maximum, then we have

\[
\cos(\phi_{V(u'), u}) = \cos(\phi_{U^{\top} V(u'), U^{\top} \Phi}) \leq \left[ \begin{bmatrix} w \\ 0 \end{bmatrix} \right]^{\top} \frac{1}{\sqrt{1 + ||DF(u')||_{\mathcal{R}^d}^2}} \left[ DF(u') \right] \mathcal{R}^d \]

\[
\leq \frac{1}{\sqrt{1 + ||DF(u')||_{\mathcal{R}^d}^2}} \frac{||v||_{\mathcal{R}^d}}{||DF(u')||_{\mathcal{R}^d}^2} \leq \frac{1}{\sqrt{1 + ||DF(u')||_{\mathcal{R}^d}^2}}.
\]

By (39), we have \( \|t(x) - \Phi(u_1)\|_{\mathcal{R}^d} \leq \frac{R}{\cos(\phi_{V(u'), u})} \). Note that since \( u_1 \) is on the boundary of \( O \), \( \Phi(u_1) \) is on the boundary of \( B^{\mathcal{R}^d}_{\xi}(t(x) + a) \cap t(M) \). Hence,

\[
\xi = \|t(x) + a - \Phi(u_1)\|_{\mathcal{R}^d} \leq \|t(x) - \Phi(u_1)\|_{\mathcal{R}^d} + \|a\|_{\mathcal{R}^d} \leq \frac{R}{\cos(\phi_{V(u'), u})} + \|a\|_{\mathcal{R}^d}.
\]

We conclude that \( R \geq (\xi - \|a\|_{\mathcal{R}^d}) \cos(\phi_{V(u'), u}) \geq \frac{\xi}{2} \cos(\phi_{V(u'), u}) \). By (38), we have

\[
\cos(\phi_{V(u'), u}) \geq (1 - d^2 r) \sqrt{1 - \frac{2(\xi + ||a||_{\mathcal{R}^d})}{\tau_{t(M)}}} - \sqrt{\frac{2(\xi + ||a||_{\mathcal{R}^d})}{\tau_{t(M)}}} \sqrt{1 - (1 - d^2 r)^2}.
\]

The conclusion of the proposition follows.
C.4. Proof of Theorem

Based on Proposition 5 for all \( x_i, i = 1, \ldots, n \), with probability greater than \( 1 - \frac{1}{m^q} \), we have \( \| \eta_i \|_{\mathbb{R}^D} \leq \varepsilon^D \). When \( \varepsilon \) is small enough, we have \( \varepsilon^D < \varepsilon < \frac{\varepsilon_1}{m^q} \). Hence, we have \( \| \eta_i \|_{\mathbb{R}^D} \leq \varepsilon^D \). If \( y_i \in B_{2\delta}^{R^D}(y_k) \), then by triangle inequality

\[
\| t(x_i) - y_k \|_{\mathbb{R}^D} = \| y_i - \eta_i - y_k \|_{\mathbb{R}^D} \leq \| y_i - y_k \|_{\mathbb{R}^D} + \| \eta_i \|_{\mathbb{R}^D} \leq 2\delta \leq \frac{2\varepsilon_1(M)}{9}.
\]

Hence, \( t(x_i) \in B_{2\delta}^{R^D}(y_k) \). Moreover,

\[
U_{x_i}(y_k) = \begin{bmatrix} X_1 & 0 \\ 0 & X_2 \end{bmatrix} + E.
\]

By Proposition 5, \( |E_{ij}| < C\varepsilon^{2\min(\beta - 1, 1)} \), where \( C \) is a constant depending on \( d, D, P_m, C^2 \) norm of \( P \), the second fundamental form of \( t(M) \) and its derivative and the Ricci curvature of \( M \). Since \( \beta \geq \frac{5}{4}, 2\min(\beta - 1, 1) \geq \frac{1}{2} \). Hence, when \( \varepsilon \) is small enough depending on \( d, D, P_m, C^2 \) norm of \( P \), the second fundamental form of \( t(M) \) and its derivative and the Ricci curvature of \( M, C\varepsilon^{2\min(\beta - 1, 1)} \leq \frac{1}{6d^2} \). Note that \( \mathcal{P}_{x_i} \mathcal{Y} = \mathcal{P}_{U_{x_i}(t(x_i))} + \eta_i \). Note that, for \( \mathcal{P}_{U_{x_i}(t(x_i))} + \eta_i \), the conditions in Proposition 6 are satisfied with \( \xi = 2\delta, \beta = \eta_i \) and \( r = C\varepsilon^{2\min(\beta - 1, 1)} \). (1) and (2) of Theorem 1 follows. Since \( \| \eta \|_{\mathbb{R}^D} \leq \varepsilon^D \), we have \( \frac{2\delta + 2\varepsilon^D}{\delta(M)} \leq \frac{\varepsilon_1(M)}{9} \). (3) of Theorem 1 follows.

Appendix D. Proof of Proposition 7

Since \( \mathcal{Y}_{true} \subset t(M), \text{dist}(y_i, t(M)) \leq \text{dist}(y_i, \mathcal{Y}_{true}) \) for all \( i \). Hence, \( \text{GRMSE}(\mathcal{Y}, t(M)) \leq \text{GRMSE}(\mathcal{Y}, \mathcal{Y}_{true}) \). Let \( N_r(x) \) be the number of samples in \( B_{2\delta}^{R^D}(t(x)) \cap \mathcal{Y}_{true} \). Based on (3) in Theorem 2.4 in [35], if \( r \to 0 \) as \( m \to \infty \), then with probability greater than \( 1 - \frac{1}{m^q} \),

\[
\sup_{x \in M} \left| \frac{N_r(x)}{mr^d} - q(x) \right| \leq C \sqrt{\frac{\log m}{mr^d}},
\]

where \( C \) is a constant depending on \( d, D, C^4 \) norm of \( q \), the curvature of \( M \) and the second fundamental form of \( t(M) \). Hence, if \( \frac{2\min m^q r^d}{2} \geq 1 \) and \( \frac{\log m}{mr^d} \leq \frac{\varepsilon_1^2}{4C^2} \), then \( N_r(x) \geq \frac{m^q}{4C^2} r^d \geq 1 \). Note that \( \frac{2\min m^q r^d}{2} \geq 1 \) and \( \log m \geq \frac{\varepsilon_1^2}{4C^2} \) are satisfied when \( r^d \geq \max\left( \frac{2\min m^q}{4C^2}, \frac{4C^2 \log m}{\varepsilon_1^2} \right) \). Hence, we choose \( r^d \geq \max\left( \frac{2\min m^q}{4C^2}, \frac{4C^2 \log m}{\varepsilon_1^2} \right) \). Since \( M \) is compact, for any \( y_i \), let \( t(x'_i) \) be the point that realizes \( \text{dist}(y_i, t(M)) \). Then, with probability greater than \( 1 - \frac{1}{m^q} \), there is a point \( t(x'_i) \in \mathcal{Y}_{true} \) such that \( t(x_i) \in B_{2\delta}^{R}(t(x'_i)) \). Hence,

\[
\text{dist}(y_i, \mathcal{Y}_{true}) - r \leq \| y_i - t(x'_i) \|_{\mathbb{R}^D} - r \leq \| y_i - t(x_i) \|_{\mathbb{R}^D} - \| t(x'_i) - t(x_i) \|_{\mathbb{R}^D} \leq \| t(x'_i) - y_i \|_{\mathbb{R}^D} = \text{dist}(y_i, t(M)).
\]

In conclusion, we have \( 0 \leq \text{dist}(y_i, \mathcal{Y}_{true}) - \text{dist}(y_i, t(M)) \leq r \). Consequently,

\[
0 \leq \text{dist}(y_i, \mathcal{Y}_{true})^2 - \text{dist}(y_i, t(M))^2 \leq r(\text{dist}(y_i, \mathcal{Y}_{true}) + \text{dist}(y_i, t(M))) \leq 2r \text{dist}(y_i, t(M)) + r^2.
\]

By the definition of \( \text{GRMSE} \),

\[
\text{GRMSE}(\mathcal{Y}, \mathcal{Y}_{true})^2 - \text{GRMSE}(\mathcal{Y}, t(M))^2 \leq 2r \sum_{i=1}^n \text{dist}(y_i, t(M)) + r^2 \leq 2r \text{GRMSE}(\mathcal{Y}, t(M)) + r^2.
\]

The conclusion follows.
APPENDIX E. BRIEF REVIEW OF THE DIFFUSION MAP

We provide a brief review of the Diffusion Map (DM). Given samples \( \{y_i\}_{i=1}^n \subset \mathbb{R}^D \), the DM constructs a normalized graph Laplacian \( L \in \mathbb{R}^{n \times n} \) by using the kernel \( k(y,y') = \exp\left(-\frac{||y-y'||^2}{\epsilon_{DM}^2}\right) \) as shown in the following steps.

1. Let \( W_{ij} = \frac{k(y_i,y_j)}{\sum_{y_s \in D} k(y_i,y_s)} \in \mathbb{R}^{n \times n}, 1 \leq i,j \leq n \), where \( q(y_i) = \sum_{j=1}^n k(y_i,y_j) \).
2. Define an \( n \times n \) diagonal matrix \( D_u = \sum_{j=1}^n W_{ij} \), where \( i = 1, \ldots, n \).
3. The normalized graph Laplacian \( L \) is defined as \( L = \frac{D^{-1/2}W - I}{\epsilon_{DM}^2} \in \mathbb{R}^{n \times n} \).

Suppose \( (\mu_j, V_j)_{j=0}^{n-1} \) are the eigenpairs of \( -L \) with \( \mu_0 \leq \mu_1 \leq \ldots \leq \mu_{n-1} \) and \( V_i \) normalizing in \( l^2 \). Then, \( \mu_0 = 0 \) and \( V_0 \) is a constant vector. The map \( (V_1, \ldots, V_i) \) provides the coordinates of the data set \( \{y_i\}_{i=1}^n \) in a low dimensional space \( \mathbb{R}^t \).

When \( \{y_i = t(x_i)\}_{i=1}^n \) are samples from an isometrically embedded submanifold \( t(M) \subset \mathbb{R}^D \), then [7] shows that \( -L \) approximates the Laplace-Beltrami (LB) operator of \( M \) pointwise. In particular, when the boundary of \( M \) is not empty, \( -L \) pointwise approximates the LB operator with Neumann boundary condition. Moreover, when \( M \) is a closed manifold, the spectral convergence rate of \( -L \) to the LB operator is discussed in [10, 6, 5]. Suppose the eigenvectors of \( -L \) are normalized properly. [10] show that the first \( K \) eigenpairs of \( -L \) approximate the corresponding eigenpairs of the LB operator over \( \{x_i\}_{i=1}^n \) whenever \( \epsilon_{DM} \) is small enough depending on \( K \) and \( n \) is large enough depending on \( \epsilon_{DM} \). Based on the results in spectral geometry, by choosing \( \ell \) sufficiently large, the DM \( (V_1, \ldots, V_i) \) approximates the discretization of an embedding of \( t(M) \) into \( \mathbb{R}^\ell \).

Suppose \( t(M) \) is an embedded curve with boundary. \( M \) has length \( c \) and \( \gamma(t) : [0, c] \rightarrow \mathbb{R}^D \) is the arc length parameterization of \( t(M) \). Then, \( \ell \)-th eigenfunction of the LB operator with Neumann boundary condition is \( A_j \cos\left(\frac{\pi t}{c}\right) \), where \( t \in [0, c] \). \( A_j \) is a normalization constant, e.g. if we require that the eigenfunctions are normalized in \( L^2(M) \), then \( A_j^2 = \int_0^c A_j^2 \cos^2\left(\frac{\pi t}{c}\right) dt \).

We demonstrate the performance of the DM by applying the DM to the reflectance spectroscopy data set \( \mathcal{D} \) described in section [1] with \( \epsilon_{DM} = 0.9 \). We plot the eigenvector pairs \( (V_1, V_2) \) and \( (V_1, V_3) \) in Figure 11. The plots of \( (V_1, V_2) \) and \( (V_1, V_3) \) show embedded curves in \( \mathbb{R}^2 \), which implies the underlying structure of the dataset is a curve with boundary. It is shown in [12, 27, 11, 18] that the DM is robust to noise. Hence, by our previous discussion, \( (V_1, V_2) \) approximates an embedding of the underlying manifold into \( \mathbb{R}^2 \). The eigenvector pairs \( (V_1, V_j)_{j=2}^5 \) are supposed to recover the parametric curve \( (A_1 \cos\left(\frac{\pi t}{c}\right), A_j \cos\left(\frac{j\pi t}{c}\right))_{j=2}^5 \). However, due to the small sample size and the noise in the data set, DM does not successfully recover the 4th and 5th eigenfunctions of the LB operator.

APPENDIX F. DETERMINE THE DIMENSION OF THE DATA SET

Suppose the data points \( \{y_i\}_{i=1}^n \subset \mathbb{R}^D \) satisfy the Assumption [1]. In this section, we describe a method to estimate the dimension \( d \) of the underlying manifold \( M \) by using diffusion map. Let \( C_{n,\ell}(y_k) \) be the local covariance matrix at \( y_k \) constructed by \( \{y_i\}_{i=1}^n \) as defined in [1]. Suppose \( \lambda_{n,\ell,i}(y_k) \) is the \( i \)-th largest eigenvalue of \( C_{n,\ell}(y_k) \). Then, we define the mean of the \( i \)-th eigenvalues of the local covariance matrices as

\[
\bar{\lambda}_{\ell,i} = \frac{1}{n} \sum_{k=1}^n \lambda_{n,\ell,i}(y_k).
\]

We demonstrate our method by using the following example. Consider the surface of the ellipsoid in \( \mathbb{R}^3 \) described by the equation

\[
\frac{x^2}{4} + \frac{y^2}{2.25} + \frac{z^2}{1} = 1
\]
We sample 800 points \( \{(x'_i, y'_i, z'_i)\}_{i=1}^{800} \) uniformly on the surface. Let \( R \) be an orthogonal matrix of \( \mathbb{R}^3 \).

We rotate the surface by using \( R \), i.e., we get 800 points \( \{(x''_i, y''_i, z''_i)\}_{i=1}^{800} \) where

\[
\begin{bmatrix}
  x''_i \\
  y''_i \\
  z''_i
\end{bmatrix} = R
\begin{bmatrix}
  x'_i \\
  y'_i \\
  z'_i
\end{bmatrix}.
\]

Hence, \( t(x_i) = (0, \ldots, 0, x''_i, y''_i, z''_i, 0, \ldots, 0) \in \mathbb{R}^{30} \) (\( x''_i, y''_i, \) and \( z''_i \)) are the 14th, 15th, and 16th coordinates, respectively, is a point on a surface of the ellipsoid \( t(M) \) in \( \mathbb{R}^{30} \). Suppose \( \{\eta_i\}_{i=1}^{800} \) are i.i.d samples from \( \mathcal{N}(0, \sigma^2 I_{30 \times 30}) \) where \( \sigma = 0.05 \). Then \( y_i = t(x_i) + \eta_i \) is a noisy data point around the submanifold \( t(M) \) in \( \mathbb{R}^{30} \). We choose the bandwidths \( \epsilon = 0.3, 0.4, 0.5, 0.6 \) and find \( \{\lambda_{\epsilon,i}\}_{i=1}^{800} \) by using \( \{t(x_i)\}_{i=1}^{800} \). We show the plot of \( \{\lambda_{\epsilon,i}\}_{i=1}^{30} \) for different \( \epsilon \) in Fig 12. We can see that there are two large eigenvalues. In other words, for this example, when there is no noise, the eigenvalues of the local covariance matrices constructed from \( \{t(x_i)\}_{i=1}^{800} \) are sufficient to determine the dimension of the underlying manifold.

Next, we choose the bandwidths \( \epsilon = 0.1t \) and find \( \{\lambda_{\epsilon,i}\}_{i=1}^{30} \) by using \( \{y_i\}_{i=1}^{800} \). We show the plot of \( \{\lambda_{\epsilon,i}\}_{i=1}^{30} \) for \( \epsilon = 0.5, 1, \ldots, 3 \) in Fig 13. Due to the noise, we cannot determine the dimension of \( t(M) \) correctly by using the eigenvalues of the local covariance matrices constructed from \( \{y_i\}_{i=1}^{800} \).

The robustness of diffusion map to noise is discussed in [12, 27, 11]. Based on the description of the algorithm in Appendix E, we construct the normalized graph Laplacian \( L \in \mathbb{R}^{n \times n} \) by using the kernel

\[
k(y, y') = \exp(-\frac{\|y - y'\|^2}{\epsilon_{DM}^2})
\]

and the noisy data points \( \{y_i\}_{i=1}^{800} \). We choose \( \epsilon_{DM} = 2 \) and let \( (\mu_j, V_j)_{j=1}^{n-1} \) be the eigenpairs of \( -L \) with \( \mu_0 \leq \mu_1 \leq \cdots \leq \mu_{n-1} \) and \( V_j \) normalizing in \( \ell^2 \). We reconstruct the noisy data points \( \{y_i\}_{i=1}^{800} \) in \( \mathbb{R}^{2^j} \) by using \( \{V_1, \ldots, V_{2^j}\} \in \mathbb{R}^{800 \times (2^j)} \) and denote these data points in \( \mathbb{R}^{2^j} \) as \( \mathcal{X}_j \) for \( j = 1, \ldots, 4 \). For each \( j = 1, \ldots, 4 \), the diffusion map \( \{V_1, \ldots, V_{2^j}\} \) can be regarded as an approximation of a discretization of an embedding of \( t(M) \) into \( \mathbb{R}^{2^j} \) over the clean data point \( \{t(x_i)\}_{i=1}^{800} \) on \( t(M) \). Hence, \( \mathcal{X}_j \) are the samples around an embedded submanifold \( N_j \) in \( \mathbb{R}^{2^j} \) homeomorphic to

**Figure 11.** We apply Diffusion Map to the reflectance spectra data set \( \mathcal{Y} \) with \( \epsilon_{DM} = 0.9 \). We plot the eigenpairs \((V_1, V_2), (V_1, V_3), (V_1, V_4), \) and \((V_1, V_5)\) of the diffusion map. Due to the small sample size and the noise in the 86 samples. DM does not successfully recover the 4th and the 5th eigenfunction of the LB operator.
We choose the bandwidths $\varepsilon = 0.3, 0.4, 0.5, 0.6$ and find $\{\tilde{\lambda}_{\varepsilon,i}\}_{i=1}^{30}$ by using $\{t(x_i)\}_{i=1}^{800}$. In the above plots, the horizontal axis indicates the $i = 1, \cdots, 30$ and the vertical axis indicates the value of corresponding $\tilde{\lambda}_{\varepsilon,i}$.

For $\{\varepsilon = 0.1\}_{j=1}^{30}$, we find $\{\tilde{\lambda}_{\varepsilon,j}\}_{j=1}^{30}$ by using $\{y_i\}_{i=1}^{800}$. We plot $\{\tilde{\lambda}_{\varepsilon,j}\}_{j=1}^{30}$ for $\varepsilon = 0.5, 1, \cdots, 3$. In the above plots, the horizontal axis indicates $i = 1, \cdots, 30$ and the vertical axis indicates the value of the corresponding $\tilde{\lambda}_{\varepsilon,j}$.

The dimension of $M$ is the same as the dimension of $N_j$. For each $j = 1, \cdots, 4$, we construct the local covariance matrices by using $X_j$ with $\varepsilon = 0.3 + 0.1j$ and calculate $\{\tilde{\lambda}^j_{\varepsilon,i}\}_{i=1}^{2+j}$. We plot $\{\tilde{\lambda}^j_{\varepsilon,i}\}_{i=1}^{2+j}$ for each $j$ in Figure 14. We can see that in each plot there are 2 large eigenvalues. Therefore, the dimension of the underlying manifold $N_j$ and the dimension of $M$ are 2.
Figure 14. $\mathcal{X}_1, \ldots, \mathcal{X}_4$ constructed by diffusion map are the samples around the embeddings of $M$ in $\mathbb{R}^3, \ldots, \mathbb{R}^6$, respectively. For each $j = 1, \ldots, 4$, we construct the local covariance matrices by using $\mathcal{X}_j$ with $\epsilon = 0.3 + 0.1 j$ and calculate $\{\hat{\lambda}_{i,j}^{2+j}\}_{i=1}^{2+j}$. We plot $\{\hat{\lambda}_{i,j}^{2+j}\}_{i=1}^{2+j}$ for each $j$. The top two plots correspond to $j = 1, 2$. The bottom two plots correspond to $j = 3, 4$. In the above plots, the horizontal axis indicates $i = 1, \ldots, 2+j$ and the vertical axis indicates the value of the corresponding $\hat{\lambda}_{i,j}^{2+j}$.

Appendix G. Comparison of MrGap with Principal Graph Method on Cassani Oval

We compare the performance of MrGap on the noisy samples from the Cassini Oval $t(M)$ described in subsection 4.1 with the principal graph method of [21]. The principal graph method treats the data as vertices of a weighted graph and solves a minimization problem involving a number of nearest neighbors $m$ and tuning parameters $\sigma_p$, $\gamma_p$ and $\lambda_p$. Recall that the Cassini Oval data set $\mathcal{Y}$ consists of 102 noisy points near the curve and $\mathcal{Y}_{true}$ consists of $10^5$ points on the curve for us to estimate the GRMSE. $\mathcal{X}_1$ is the denoised output of the MrGap with $\text{GRMSE}(\mathcal{X}_1, \mathcal{Y}_{true}) = 0.0224$. We plot $\mathcal{X}_1$ and $\mathcal{Y}_{true}$ in Figure 15. For the principal graph method, we choose $m = 5$, $\sigma_p = 0.01$, $\gamma_p = 0.5$ and $\lambda_p = 1$ based on the suggestion in the code. We iterate the algorithm for 20 times to acquire 102 denoised data points $\mathcal{X}_p$, obtaining $\text{GRMSE}(\mathcal{X}_p, \mathcal{Y}_{true}) = 0.0322$, which is 44% higher than $\text{GRMSE}(\mathcal{X}_1, \mathcal{Y}_{true})$. We plot $\mathcal{X}_p$ and $\mathcal{Y}_{true}$ in Figure 16. The principal graph algorithm generates a curve which fits $\mathcal{Y}$. We plot the curve and $\mathcal{Y}_{true}$ in Figure 17. In the MrGap algorithm, we glue charts together by applying GP to construct a smooth manifold. However, in the principal graph method, there may be non-smoothness generated as indicated in Figure 17.
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