Evaluation of a numerical simulation for cryoablation – comparison with bench data, clinical kidney and lung cases
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ABSTRACT

Purpose: The accuracy of a numerical simulation of cryoablation ice balls was evaluated in gel phantom data as well as clinical kidney and lung cases.

Materials and methods: To evaluate the accuracy, 64 experimental single-needle cryoablations and 12 multi-needle cryoablations in gel phantoms were re-simulated with the corresponding freeze-thaw-freeze cycles. The simulated temperatures were compared over time with the measurements of thermocouples. For single needles, temperature values were compared at each thermocouple location. For multiple needles, Euclidean distances between simulated and measured isotherms (10°C, 0°C, –20°C, –40°C) were computed. Furthermore, surface and volume of simulated 0°C isotherms were compared to cryoablation-induced ice balls in 14 kidney and 13 lung patients. For this purpose, needle positions and relevant anatomical structures defining material parameters (kidney/lung, tumor) were reconstructed from pre-ablation CT images and fused with postablation CT images (from which ice balls were extracted by manual delineation).

Results: The single-needle gel phantom cases showed less than 5°C prediction error on average. Over all multiple needle experiments in gel, the mean and maximum isotherm distance were less than 2.3 mm and 4.1 mm, respectively. Average Dice coefficients of 0.82/0.63 (kidney/lung) and mean surface distances of 2.59/3.12 mm quantify the prediction performance of the numerical simulation. However, maximum surface distances of 10.57/10.8 mm indicate that locally larger errors have to be expected.

Conclusion: A very good agreement of the numerical simulations for gel experiments was measured and a satisfactory agreement of the numerical simulations with measured ice balls in patient data was shown.

Introduction

Cryoablation is a minimally invasive ablation procedure used to treat patients when surgery is not possible due to general patient’s health conditions, difficult accesses, or multiple scattered lesions [1,2]. During cryoablation, one or multiple cryoprobes [3–5] – needle-shaped instruments – are inserted into the target structure in order to cool the tissue below its freezing point. In clinical practice, several freeze-thaw cycles are applied sequentially [6–8]. The target cells are damaged during the freeze-thaw cycles as a result of several processes [9] such as crystallization of water, cell dehydration, metabolic derangement and vascular stasis [9]. Cooling rate and temperature significantly influence the tissue damage due to the differences in intra- and extracellular ice formation which result in osmotic tension between intra- and extracellular space and cell dehydration [10]. The majority of cryoablation treatments are performed on the prostate, bone, breast, pancreas [11], but also kidney [12] and lung [13]. To improve the ablation volume, combinations of cryoablation with the injection of liquids with other thermal properties [14], and with immunotherapies [15,16] have been proposed. For more details on cryoablation, we refer to the reviews [1,2].

For a successful ablation, it is important to create a sufficiently large damage zone enclosing the complete target tumor. The required target temperature and ablation time, that is, time for which the target temperature has to be reached, is subject to discussion in the scientific literature [9]. Thus, this paper focusses on the comparison of the simulated and measured temperatures, without comparing simulated and measured necrosis. The mapping between the space–time temperature evolution and tissue damage will be handled in subsequent work and has no influence on the temperature validation.

Depending on target location and size, several cryoprobes have to be inserted simultaneously to reach complete destruction of the ablation target. In clinical practice, the operator has to determine needle placements using the expected ice ball dimensions given by the manufacturers of the cryoablation devices, which are obtained based on...
animal studies or benchmark ablations in gel phantoms. To improve therapy planning, patient-specific numerical simulations have been introduced in the last decades [1]. Rossi and Rabin et al. [17,18] proposed efficient numerical approaches to experimental validation of cryosurgery. Keelan et al. [19] investigated bioheat simulation for cryoablation using the graphics processing unit (GPU). Furthermore, they investigated the use of the proposed simulation as a training tool. Another training tool aimed at prostate cryosurgery has been presented by Rabin et al. [20]. Zhang et al. [21] discussed numerical simulation for heat transfer of cryoablation in prostate cancer.

Most of the papers mentioned above presented new approaches for modeling cryoablation but did not validate the results against real ablations. Zhang et al. [22] and Hossain et al. [23] modeled multi-probe cryoablations and both compared simulated results to phantom data by Shaikh et al. [24]. Temperatures measured with thermocouples in gel phantoms are discussed by Ramajayam et al. [14]. Zhang et al. [25] simulated the effects of an MRI-compatible cryoprobe and compared numerical results to their own measurements. Golkar et al. [26] presented a GPU-based modeling for fast cryoablation simulation. They compared their results with the work of Shah et al. [27] who used a thermocouple matrix structure to measure temperatures in an ultrasound gel phantom and validated Golkar’s results on five patient cases using intraoperative MRI images.

In this paper, we report on the evaluation of the accuracy of a previously published numerical simulation method which allows to calculate the temperature of cryoablations [13]. We performed numerical validation experiments to analyze the impact of uncertainty in simulation parameters on the simulation results. Additionally, we compared the resulting temperatures at spatial positions as well as temperature isotherms of numerical simulations to experimental single-needle and multi-needle cryoablations in gel phantoms. Finally, we evaluated the accuracy of the simulation method in a clinical setting by comparing simulated ice balls with ice balls from patient lung and kidney cryoablations.

Materials and methods

Numerical model

The numerical model [13] evaluated here takes into account the phase change process [28], an effective conductivity model [29], and state-dependent material parameters:

$$\frac{\partial}{\partial t} \left( \rho c T \right) = \nabla \cdot \left( k_{\text{eff}} \nabla T \right) - \nabla \cdot \left( \rho \nabla\left( 1 + F \right) \right).$$  \hspace{1cm} (1)

In this equation, the density $\rho$, the heat capacity $c$, and the effective conductivity $k_{\text{eff}}$ are state-dependent, i.e., they change with the temperature $T$. We use a piecewise linear parameter model that continuously interpolates the parameters based on fixed parameter values given at sampling points, that is, at various temperatures $T_i$. The latent heat resulting from the phase changes between liquid water and ice are modeled via a mushy region approach, that is, the amount of ice represented by the mushy region variable $F$ may be any number in $[-1,0]$, where $-1$ represents a fully frozen state. Since the organs of interest are composed of different materials, the model takes into account the relative water content $\Lambda$ and the mass specific latent heat $l$. The latent heat or enthalpy of fusion has a significant influence on the temperature distribution. It represents the energy that is required to transform a unit mass of ice into water at constant pressure. This energy is absorbed by the mass without changing its temperature but stored as internal energy, due to the fact that liquid water has weaker intermolecular forces than solid ice and thus a higher potential energy. When the state changes from liquid water to solid ice, the energy stored as latent heat is released.

The continuous model was discretized by using an explicit time stepping scheme and by using a regular and isotropic hexahedral grid. This allows to massively parallelize the calculations using a single instruction multiple data architecture (graphical processing units).

Further details regarding the numerical model, the discretization, and the numerical implementation are given in [30].

Numerical validation

To quantitatively analyze the impact of uncertainty in model parameters on the simulation results, a sensitivity analysis was performed.

For this purpose, two classes of simulation parameters were considered: patient-associated parameters (tissue material properties, body temperature as initial and boundary condition) and a therapy-associated parameter (needle temperature).

There are two sources of uncertainty in the patient-associated parameters:

- Variations on an individual basis, for example, between different patients, because the patient-associated parameters are based on population averages and do not take inter-patient variations into account.
- Variations reported in the literature. There are various material parameter studies reported in the scientific literature and the numerical simulation uses patient-associated parameters aligned with the parameter ranges reported in the literature. However, we restrict the analysis to uncertainty in the parameters of the tissue parameter models and do not take uncertainty with respect to the chosen parameter model into account.

Both uncertainty sources for the patient-associated parameters have to be taken into account when using or analyzing the numerical simulation result.

This sensitivity analysis used ranges of material parameters reported in the literature, in most cases based on the ITIS tables [31]. There are very few publications dealing with state-dependent material parameter models. Thus, deriving a state-dependent model that can be used for sensitivity analysis is not directly possible. Instead, a simplified model for the parameter variations was used here: from the material parameter used in the simulation at body temperature, that
is, at $T_{\text{body}} = 310.15 \, \text{K}$, the percentage deviation between this parameter and the parameter ranges reported in the ITIS tables were computed. For example, for a parameter $a_{\text{Sim}}$, the relations $a_{\text{rel min}} = \frac{a_{\text{min ITIS}}}{a_{\text{Sim}(T_{\text{body}})}}$ and $a_{\text{rel max}} = \frac{a_{\text{max ITIS}}}{a_{\text{Sim}(T_{\text{body}})}}$ were computed. Based on this relative parameter uncertainty, the state-dependent material parameters were rescaled using a uniform sampling in the interval $I = [a_{\text{rel min}}, a_{\text{rel max}}]$ corresponding to a uniform distribution of $a_{\text{rel}}$. Treatment cycles were then simulated with a setup consisting of a single needle in homogeneous kidney or lung tissue. From the final temperature distribution, a temperature profile along a radial axis orthogonal to the needle was generated.

These radial temperature profiles were plotted to provide an overview of the sensitivity of the simulation results to uncertainty in the patient-associated parameters. As a quantitative measure, the maximal temperature difference was computed over all patient-associated parameter samples and spatial sampling points. Moreover, using the default values of the patient-associated parameters used by numerical simulation as a reference, mean and standard deviation of the differences of the temperature profiles to the reference for different ranges of temperatures were determined.

In a first step, each patient-associated parameter value was varied independently, keeping the remaining parameters at their respective default value. This approach identified those parameters that lead to highest uncertainty in the resulting temperature profiles. In a second step, the bivariate combination of the two parameters with highest sensitivity was investigated.

### Gel phantom

To analyze the performance of the needles used in this study, gel phantom experiments testing different needle types while measuring the resulting temperatures at a multitude of positions relative to the needles with arrays of thermocouples over time have been performed by Shah et al. [11]. We used the measured data of these experiments in this work to assess the accuracy of the numerical simulation. As such, all conclusions drawn are only valid for cryoablation in the specific gel with the specific standardized cooling procedure of 10 min cooling, 5 min passive thawing, followed by another 10 min cooling.

Experiments were conducted with single needles or with multiple needles of the same kind used simultaneously. In all experiments the standard cooling cycle was performed. In single-needle experiments, a single-needle thermocouple (TC) matrix was used, see Figure 1(a) while for experiments with multiple needles the multi-needle TC matrix was used, see Figure 1(b).

The multi-needle TC matrix fixture is an advanced TC fixture which enables the recording of the gel temperature in a plane corresponding to the largest ice ball diameter created by a set of needles used simultaneously. The fixture is comprised of 247 TCs in a grid pattern which enables the recording of the gel temperatures in 2.5 mm increments in the parallel direction and 5 mm in the perpendicular direction. A needle grid of $20 \times 12$ holes is assembled on top of the TCs array with a space of 10 mm in the $y$ axis and 5 mm on the $x$ axis. A sketch of the TCs together with the grid needle slots locations is shown in Figure 1(b). A more detailed description of the experimental setup can be found in the work of Shah et al. [11].

### Single needle

For the single-needle cases, the temperature profiles parallel and perpendicular the needle at the end of both the first and second cooling cycle were analyzed. We restrict the analysis to the end of the freezing cycles because clinical patient data is available for the end of the freezing cycle only. Once temporally resolved clinical temperature data, e.g. from MR-based cryo-thermometry [DOI: 10.1002/jmri.25301], is available, the analysis could be extended to the whole freeze-thaw cycle. This would enable investigations of effects like primary and secondary ice fronts.

For each experiment, the following data were used as input for the numerical simulation:

- gel temperature at experiment start,
- measured needle distance from thermocouple line parallel to needle, ($d_x$ in Figure 1(a)),
- the used thermocouple matrix with positions of the thermocouples,
- the time for which the analysis should be performed.

The simulation was performed on a $100 \, \text{mm} \times 120 \, \text{mm} \times 100 \, \text{mm}$ grid with 1 mm isotropic voxel size. The needle was located at $x = 0$ and the thermocouple positions were moved by the measured needle distance in direction of the positive $x$-axis. The temperature at all thermocouple positions was read from the simulated temperature distribution and comparisons were computed only for these virtual thermocouple readings. To compare the simulated temperature to the measurements, we computed average errors for multiple temperature ranges: that is for each pair of simulated temperature $T_{\text{Sim}}$ and measured temperature $T_{\text{Actual}}$ we first determined in what analysis range $T_{\text{Actual}}$ is and then added the error $T_{\text{Sim}} - T_{\text{Actual}}$ to the samples within that range. For each temperature range, we then determined the average error and the standard deviation in °C. In case of only a single sample within a certain range, the standard deviation is zero. In case of no samples within a certain range, both the average value and standard deviation are zero. The analyzed temperature ranges were defined as [-∞, -45], [-45, -35], (-35, -25), [-25, -15], (-15, -5), (-5, 5).

### Multiple needles

For experiment with multiple needles, the cryoablation device manufacturer provided isotherms for $-40 \, \text{°C}$, $-20 \, \text{°C}$, $0 \, \text{°C}$, and $10 \, \text{°C}$. To compute the isotherms, in a first step, the raw data at the specific time for all thermocouples of the
Multi-Needle TC Matrix was interpolated to an image grid (120 mm × 140 mm, 1 mm × 1 mm pixel size) using uniform B-splines. Afterwards, the isotherms were extracted from the 2D image. An example case of two needles is shown in Figure 6. The white contours are the resulting contours of our recalculation based on the raw data, while the black contours are the contours provided by the cryoablation device manufacturer. Small differences in the isotherms result from different interpolation and contour computation tools used by the cryoablation device manufacturer.

For each experiment with multiple needles, the following data were used as input for the setup of the numerical simulation:

- gel temperature at experiment start,
- needle positions for all needles,
- the thermocouple matrix with positions of the thermocouples, and
- the time for which the analysis should be performed.

Again, the simulation was performed on a 100 mm × 120 mm × 100 mm grid with 1 mm isotropic voxel size. The temperature at all thermocouple positions was read from the simulated temperature distribution and temperature differences were computed only for these virtual thermocouple readings. The isotherms were computed directly from the simulated temperature distribution, i.e. not from the interpolated virtual thermocouple readings. This approach has the benefit of implicitly verifying that the B-spline interpolation used to compute a dense temperature distribution and isotherms from the sparse thermocouple measurements is suitable and that the sparse thermocouple distribution is dense enough to describe the relevant isotherms.

In addition to the temperature binning that was already assessed for the single-needle experiments, we assessed contour distances for the multiple needle experiments. We computed the minimum, maximum, and mean of the distances for each isotherm. The distances were computed for each discrete point of the ground truth contour \( C_{gt} \) by evaluation

\[
D(x, C_{candidate}) = \min\{d(x, k) \mid k \in C_{candidate}\}
\]

with \( d(a, b) \) being the Euclidean distance in mm.

### Clinical kidney and lung data

Because the biophysical material properties of gel substantially differ from in-vivo tissue and because the needle positions are not always parallel, the validation of gel phantoms cannot be transferred to patients. Thus, we compared 0°C isotherms computed with the numerical simulation with ice balls from clinical kidney and lung cryoablations. For this purpose, relevant anatomical structures were contoured from planning CT images in order to apply the corresponding material parameters to labeled tissue types. The labels are background, kidney/lung, and tumor. Based on the intra-interventional confirmation CT image, needle positions were extracted from the visible needles and the ice balls have been contoured. To compensate for anatomical deformations and patient movements, both CT data sets were co-registered by a rigid transformation so that needles and ice balls are at the correct spatial position with respect to the planning CT.

**Table 1.** Parameter values used in the sensitivity analysis for kidney and lung tissue.

| Parameter name                      | Unit          | Kidney | Lung  |
|-------------------------------------|---------------|--------|-------|
| Density                             | kg m\(^{-3}\) | 1019   | 1147  |
| Heat capacity                       | J kg\(^{-1}\)K\(^{-1}\) | 3505   | 3891  |
| Thermal conductivity                | J m\(^{-3}\)s\(^{-1}\)K\(^{-1}\) | 0.499  | 0.56  |
| Relative Blood Perfusion Rate       | s\(^{-1}\)   | 0.0044 | 0.0888|
| Body temperature                    | °C            | 35.5   | 38    |
| Needle temperature                  | °C            | −180   | −119.15 |

(2015)
The anatomical structures mentioned above were contoured on planning CT images using a manual slice-by-slice contouring procedure. The ice balls were contoured with the same method from confirmation CTs which were acquired immediately after the ablation was finished with inserted needles. For the kidney cases, the ice balls appear as regions of lower contrast compared to surrounding anatomical structures, but for the lung cases with higher contrast. To spatially register the corresponding images, a manual rigid co-registration method was used. The cryoablation needles were reconstructed by placing spatial positions for each needle tip and skin entry point in the intra-interventional CT images. All tasks were performed by experienced medical personnel. An overview of the image processing workflow can be found in Figure 2.

Only the front between ice and water is visible in CT images, so the temperature of the ice ball cannot be measured. To allow a comparison with the numerical simulation, we assume that the visible ice ball boundary has a temperature of 0°C. This assumption is motivated by the work of Permpongkosol et al.32 who measured the temperatures during CT guided renal cryotherapy with thermocouples and suggest that the edge of the low-attenuation area likely represents 0°C. Thus, the simulated 0°C isotherm was compared with the contoured ice ball boundary for each case. Additionally, the corresponding elliptical ablation zones reported in the instructions for use by the ablation device manufacturer were compared with the contoured ice ball. The following measures were subsequently calculated in 3D space:

- Dice coefficient,
- Relative volume error,
- Max surface distance, and
- Mean surface distance.

Results

Numerical validation

For univariate sensitivity analysis, the respective ranges of patient-associated parameters and initial conditions were calculated for steps of 5%, that is, in 21 equidistant steps. The parameter ranges are listed in Table 1. The distributions of the resulting temperature profiles are plotted in Figure 3.

A bivariate sensitivity analysis was based on the results of the univariate analysis. For each organ, two patient-associated parameter values were identified for which the results are most sensitive. For kidney, relative blood perfusion rate and body temperature were most sensitive, for lung, density and thermal conductivity. The two parameter values were then varied simultaneously, where the two-dimensional range of parameters was now sampled with 11 equidistant points per parameter. As a result, the analysis shows a maximal temperature variation of 5.451 K for kidney and 21.735 K for lung (see Figure 4).

Gel phantom

Figure 5 shows a result of the simulation for a cryo needle (IceFORCE®, BostonScientific) at the end of the second cooling cycle compared to the measured temperatures for a single-needle experiment. The left plot shows the measured temperature over time and illustrates the analysis time. The middle plot shows measured and simulated temperature at each thermocouple perpendicular to the needle. The right plot shows the measured and simulated temperature along the needle.

A total of 22 IceFORCE®, 22 IcePEARL®, 10 IceROD®, and 10 IceSPHERE® simulations was computed. The binned temperature differences over all 64 single-needle experiments comparing simulated temperature to measurements are given in the Table 2.

The result, at the end of the second cooling cycle, from two IceFORCE® needles are shown in Figure 6 where (a) shows the minimum temperature over time plot with marking of the analysis time, (b) shows the simulated temperature distribution with isotherms overlaid (white: simulated, black: measured).

Moreover, 12 multi-needle simulations were computed, for each needle type (IceFORCE®, IcePEARL®, IceROD®, and IceSPHERE®) two, three and four needles are placed in parallel. The temperature differences over all 12 multi-needle experiments are given in the Table 3.

The overall contour distances of simulated isotherm contours to ground truth isotherm contours taking the respective metric over all experiments (average minimum, maximum, or mean surface distance over all experiments) are listed in Table 4.

In addition, the grid size was varied for a simulation run and the results were plotted at two time steps. The original domain size of the experiments was 100 × 120 × 100 mm³. To assess the spatial convergence, the computations were performed on varying grids starting from 75 × 90 × 75 voxels refining four times with factor 1.3 up to 177 × 233 × 177 voxels (see Figure 7).

For the temporal convergence, the time step size was varied by a time factor for a simulation run and the results are plotted. The numerical simulation is usually computed on the native grid size [13], that is, with a time step size of 1.0. To ensure that the results do not vary substantially with a smaller time step size, we used time factors of 0.5 and 0.25 to assess the temporal convergence.

Clinical data

An example post-interventional kidney case is shown in Figure 8. Overlays show the contoured labels (yellow), the simulation result 0°C isotherm (blue), the contoured ice ball (orange), as well as the needles with corresponding ellipsoids (green) as provided by the manufacturer. It can be seen that the numerical simulation has a better overlap compared to the ellipsoids.

Averaged measures from 14 kidney cases including mean and standard deviation are shown in Table 5. The ellipsoid
Figure 2. Overview of the annotation workflow for structure contouring, image registration, and needle identification. Image data sets are courtesy of Dr. Alex King, University Hospital Southampthon.

Figure 3. Plots showing the sensitivity to density, heat capacity, thermal conductivity, blood perfusion rate, and body temperature for kidney and lung, respectively. Line colors encode the parameter value according to a rainbow color map (blue: smallest, red: largest value considered, dashed black line: default value.

Figure 4. Bivariate sensitivity analysis for kidney tissue, varying relative blood perfusion rate and body temperature (left). Bivariate sensitivity analysis for lung tissue, varying density and thermal conductivity (right). The gray lines show the temperature profiles for the variation of the parameter values, the dashed black line corresponds to the default values.
reported from the vendor's needle specification as well as the numerical simulation were compared to the ice ball extracted from post-interventional image data. Averaged measures from 13 lung cases are shown in Table 6.

### Discussion

#### Univariate sensitivity

The univariate sensitivity of the temperature profiles to patient-associated parameter uncertainty is generally small (a few Kelvins, see Figure 3), except for the sensitivity to density of the lung tissue and the thermal conductivity of lung tissue. This is plausible because most patient-associated parameter values have been reported in fairly narrow ranges in the literature, thus the resulting temperature can also be expected not to vary substantially. Lung tissue density and thermal conductivity, however, were varied over a broad range of literature values, and the resulting temperature values vary accordingly.

The largest temperature differences occur near the freezing point of water for most of the patient-associated parameters, except for the relative blood perfusion rate and the body temperature. These observations are plausible because the phase change between liquid and frozen water requires large changes of energy for small changes of temperature, hence the largest impact of most of the parameters (which ultimately influence the heat transfer) can be expected near this temperature. Blood perfusion, in contrast, only happens in a temperature range between the freezing point and body temperature ($37^\circ\text{C}$), so changes in the blood perfusion rate can be expected to have most impact in this

#### Table 2. Temperature differences over all single needle experiments comparing simulated temperature to measurements.

| Temp Range $[^\circ\text{C}]$ | Avg Diff $[^\circ\text{C}]$ | std dev $[^\circ\text{C}]$ |
|-----------------------------|---------------------------|--------------------------|
| (5, $\infty$)              | 1.82                      | 1.67                     |
| ($[-5, 5]$)                | 5.11                      | 3.66                     |
| ($[-15, -5]$)              | 4.81                      | 4.22                     |
| ($[-25, -15]$)             | 4.11                      | 3.69                     |
| ($[-35, -25]$)             | 4.90                      | 3.55                     |
| ($[-45, -35]$)             | 4.45                      | 3.89                     |
| ($[-\infty, -45]$)         | 7.99                      | 7.83                     |

#### Table 3. Temperature differences over all multi needle experiments comparing simulated temperature to measurements.

| Temp Range $[^\circ\text{C}]$ | Avg Diff $[^\circ\text{C}]$ | std dev $[^\circ\text{C}]$ |
|-----------------------------|---------------------------|--------------------------|
| (5, $\infty$)              | 1.18                      | 1.31                     |
| ($[-5, 5]$)                | 6.42                      | 3.93                     |
| ($[-15, -5]$)              | 6.96                      | 4.36                     |
| ($[-25, -15]$)             | 5.05                      | 3.47                     |
| ($[-35, -25]$)             | 6.22                      | 3.42                     |
| ($[-45, -35]$)             | 5.55                      | 4.24                     |
| ($[-\infty, -45]$)         | 6.43                      | 4.68                     |
temperature range. The body temperature is used both as initial and boundary condition, so the variation of body temperature has highest impact at the boundary (lung) or near the boundary (kidney), where the dependency of interior material parameters slightly amplifies the impact of variable body temperature.

**Multivariate sensitivity**

The bivariate sensitivity for kidney and lung is smaller than the sum of the univariate sensitivities to the respective parameters. Similarly, the largest temperature differences are observed in the range between the two temperatures with largest differences from the univariate analysis.

These observations are plausible because no substantial additional sensitivity is expected from the interaction of varying more than one patient-associated parameter. The observations also suggest that the multivariate sensitivity to the uncertainty in all patient-associated parameters can be expected to be in the same range and not introduce substantial additional uncertainty of the simulated temperature profiles.

**Gel phantom**

Table 2 shows that for all single-needle temperature ranges except one, the temperature difference between ground truth measurements and simulated temperature are, on average, less than 5K. This value is less than the reported deviations of the temperature defining lethal damage in the scientific community. The only range that exceeds this threshold is the range below $-45 \, ^\circ C$ which is very close to the needle and thus highly influenced by grid resolution and needle discretization.

The spatial convergence analysis shows that 1 mm voxel sizes are suited for the simulations. Choosing a coarser grid with only $75 \times 90 \times 75$ voxels with $1.3 \, mm \times 1.3 \, mm \times 1.3 \, mm$ voxel results in considerably larger errors while the 1 mm voxel results in predictions close to finer grid solution as well as the measurements. The temporal convergence analysis shows no considerable benefit of choosing smaller time steps than the largest possible time step fulfilling the stability criterion for the simulations.

**Clinical cases**

With an average Dice coefficient of 0.82/0.63 (kidney/lung) and a mean surface distance of 2.59/3.12 mm (kidney/lung), the results show that the prediction performance of the numerical simulation ranges is within the clinically accepted safety margin [33] of 5 to 6 mm. The maximum surface distance of 10.57/10.8 mm (kidney/lung) indicates that locally larger errors should be expected. Besides the uncertainties of the numerical models, various sources of errors are introduced in this validation.

Firstly, during the ablation procedures, the tissue of the target area is strongly deformed by inserting the needles.
This deformation could only in part be compensated for by the rigid transformation between the pre-interventional planning and intra-interventional confirmation CT images. Thus, depending on the specific case, a large registration error of the order of several millimeters may to be expected.

Secondly, the medical experts faced several difficulties in the annotation of the ice balls. In some regions, the ice balls are hardly distinguishable from the surrounding tissue due to insufficient image contrast or high image noise. Furthermore, artifacts caused by metal in the cryoablation needles interfere with the expected Hounsfield units of the ice balls, resulting in boundaries which were difficult to distinguish.

Thirdly, the resolution of the image data itself is limited. The average in-plane resolution is 0.84/0.7 mm (kidney/lung) and the average slice thickness is 1.79/1.33 mm (kidney/lung).
Fourthly, within the limited number of clinical cases, a high inhomogeneity can also be observed. The number of needles and thus the size (maximal 3D diameter and volume) of the ice balls differ substantially, which makes a statistical comparison difficult.

With respect to the given errors from registration and contouring of the clinical CT images, as well as the uncertainties in the numerical models, the results show a good agreement between the simulations and the measured ice balls. The simulations provide a better prediction of outcome than the ellipsoids provided by the manufacturers.

Since the temperature of the ablation region cannot be measured in patients, we assume the visible ice ball represent the 0 °C isotherm. In order to improve the numerical simulation, an accurate damage model has to be developed and will be validated in future work.

Conclusions

Despite inter-individual variation and uncertainty of material parameters for lung and kidney tissue, simulated temperature profiles agree well with measured data: differences are a few Kelvins in gel phantom temperatures and below the range of surgical safety margins in clinically observed ice balls. Accurate numerical simulation were performed at spatial and temporal resolutions for which real-time computational performance [13] was achieved. This sufficiently accurate and fast pre-interventional prediction of ice balls is an important step toward a clinically applicable cryoablation planning system.
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