THE INVERSE SCATTERING TRANSFORM FOR THE KDV EQUATION WITH STEP-LIKE SINGULAR MIURA INITIAL PROFILES

SERGEI GRUDSKY, CHRISTIAN REMLING, AND ALEXEI RYBKIN

Abstract. We develop the inverse scattering transform for the KdV equation with real singular initial data \( q(x) \) of the form \( q(x) = r^2(x) + r'(x) \), where \( r \in L^2_{\text{loc}} \setminus \mathbb{R} \), \( r'|_{\mathbb{R}_+} = 0 \). As a consequence we show that the solution \( q(x,t) \) is a meromorphic function with no real poles for any \( t > 0 \).
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1. INTRODUCTION

This note is motivated by the recent progress in the spectral theory of Schrödinger operators with singular potentials [11] and the long lasting interest in completely integrable systems with low regularity initial data [23].

We are concerned with the Cauchy problem for the Korteweg-de Vries (KdV) equation \((x \in \mathbb{R}, t > 0)\)

\[
\begin{align*}
\partial_t u - 6u\partial_x u + \partial_x^2 u &= 0 \\
u(x,0) &= q(x)
\end{align*}
\]

with the initial data \( q \) satisfying (the terminology will be clarified below)

Hypothesis 1.1. \( q(x) \) is a real-valued \( H^{-1}_{\text{loc}}(\mathbb{R}) \) distribution subject to
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Here
\[ H_{\text{loc}}^{-1}(\mathbb{R}) = \{ \chi f : \chi \in C_0^\infty(\mathbb{R}), f \in H^{-1}(\mathbb{R}) \}, \]
where \( H^s(\mathbb{R}), s \in \mathbb{R}, \) is the Sobolev space of distributions subject to \( (1+|x|)^s f(x) \in L^2(\mathbb{R}) \) and \( C_0^\infty(\mathbb{R}) \) is the space of compactly supported smooth functions.

\[ \mathbb{L}_q = -\partial_x^2 + q(x) \]

is the Schrödinger operator on \( L^2(\mathbb{R}) \) associated with the initial profile \( q \) in (1.1). As shown in [34] \( \mathbb{L}_q \) is well-defined as a selfadjoint operator for large classes of distributional potentials \( q \) form \( H_{\text{loc}}^{-1}(\mathbb{R}) \). Condition (1.2) is understood in the sense that \( \langle \mathbb{L}_q \chi, \chi \rangle \geq 0 \) if \( \chi \in C_0^\infty(\mathbb{R}) \). It is one of the main results of [23] that Condition (1.2) holds if and only if

\[ q(x) = \partial_x r(x) + r(x)^2 =: B(r) \]

with some real \( r \in L^2_{\text{loc}}(\mathbb{R}) \). The transform (potential) \( B(r) \) is referred in [23] to as Miura. To reflect Condition (1.3) we call any \( q \) subject to Hypothesis 1.1 a Miura steplike potential.

We emphasize from the beginning that our results can be suitably adjusted to semiboundedness from below in Condition (1.2) and a certain decay assumption at \( +\infty \) in Condition (1.3). The numerous complications (some of which are by no means trivial) that arise then are not of principal nature and can all be resolved within our approach. They however seriously aggravate the exposition. We therefore choose here transparency over completeness.

Our main goal is to develop the Inverse Scattering Transform (IST) method for (1.1) under Hypothesis 1.1. We achieve our goal by employing techniques of Hankel operators from [16], [31]-[33]. The version of this approach that we use here makes our considerations particularly transparent. More specifically, with an initial profile subject to Hypothesis 1.1 we associate the Hankel operator (see Definition 3.1) \( \mathbb{H}(\varphi_{x,t}) \) with the symbol \( \varphi_{x,t}(k) = \xi_{x,t}(k) R(k) \) where

\[ \xi_{x,t}(k) := \exp\{i(8k^3t + 2kx)\} \]

and \( R(k) \) is the reflection coefficient from the right incident (see Definition 2.3).

The solution to (1.1) is then given by

\[ q(x, t) = -\partial_x^2 \log \det (1 + \mathbb{H}(\varphi_{x,t})) \]

thus establishing well-posedness of (1.1) in the sense of Definition 5.1. Moreover, \( q(x, t) \) is a meromorphic function in \( x \) on the entire complex plane for any \( t > 0 \) with no real poles. We prove (1.7) by first approximating our singular \( q \) by \( C_0^\infty \)-functions for which (1.7) is well-known and then passing to the limit. Justifying the validity of our limiting arguments is the main issue here and it is the techniques of Hankel operators that make it quite effortless.

Let us now put our results in the historic context. The formula (1.7) is a derivation of the classical Dyson (also called Bargman or log-determinant) formula (see, e.g., [10], [29]). For step like (regular) potentials it appeared first in [37] (under assumption that \( q(x) \) goes to a constant at \( -\infty \)) and with no restrictions on \( -\infty \).
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in [16], [31]-[33]. For singular potentials (1.7) is new. In fact, to the best of our
knowledge, in the context of singular initial data, the IST is rigorously justified
for measure potentials (see e.g. [21]). On the other hand, well-posedness of (1.1)
in the Sobolev space $H^s(\mathbb{R})$ with negative index $s$ turned out to be an interesting
problem in its own right having drawn enormous attention. The sharpest result
says that (1.1) is globally well-posed in $H^{-3/4}(\mathbb{R})$ ([7], [17], [36] and extensive lit-
erature therein). Note that the space $H^{-3/4}(\mathbb{R})$ includes such singular functions
as $\delta(x), 1/x$, etc. However, $s = -3/4$ is the threshold for the harmonic analytical
methods commonly used in this circle of issues. On the other hand, if one looks
at the KdV as a completely integrable system the Schrödinger operator (1.4) in
the Lax pair associated with (1.1) remains well-defined for $s < -3/4$. In fact,
the spectral (direct and inverse) theory of Schrödinger (Sturm-Liouville) operators
with singular potentials has independently attracted much of interest. The system-
atric approach to $H^{-1}_{\text{loc}}(\mathbb{R})$ potentials began with the influential paper [34] and has
experienced a rapid development culminating in the recent [11], where the com-
pleteness of this theory approaches that of the classical Titchmarsh-Weyl theory.

We especially mention the recent [19] devoted to the scattering theory for potentials
$q \in B(L^2(\mathbb{R}) \cap L^1(\mathbb{R}))$ with the future goal of developing the IST for such initial
data\footnote{To the best of our knowledge this goal has not been realized yet.}
1. Our methods are completely different.

This suggests that if we use complete integrability of (1.1) the global well-
posedness could be pushed across the threshold $s = -3/4$. It is exactly how
Kappeler-Topalov [22] were able to extend well-posedness of $H^{-1}(\mathbb{T})$ for periodic
$q$’s. One might conjecture that the global well-posedness for (1.1) also holds far
beyond $H^{-3/4}(\mathbb{R})$ and could be achieved by a suitable extension of the IST method
for $L_q$ with $q \in H^{-1}(\mathbb{R})$. An important step in this direction was done by Kapp-
eler et al [23] where it was shown that (1.1) is globally well-posed in a certain
sense if $q \in B(L^2(\mathbb{R}))$. Of course, $B(L^2(\mathbb{R}))$ doesn’t exhaust $H^{-1}(\mathbb{R})$ but, since
$H^{-1}(\mathbb{R}) \supset H^{-3/4}(\mathbb{R})$, singularity of such solutions is pushed all the way to\textsuperscript{2} $s = -1$.

We note that all functions in $H^{-s}(\mathbb{R})$ exhibit certain decay at $\pm \infty$. On the
other hand, there has been a significant interest in non-decaying solutions to (1.1)
(other than periodic). The case of the so-called steplike initial profiles (i.e. when
$q(x) \to 0$ sufficiently fast as $x \to +\infty$ and $q(x)$ doesn’t decay at $-\infty$) is of physical
interest and has attracted much attention since the early 70s. We refer to the recent
paper [12] for a comprehensive account of the (rigorous) literature on steplike initial
profiles with specified behavior at infinity (e.g. $q$’s tending to a constant, periodic
function, etc.). In the recent [16], [31]-[33] the case of $q$’s rapidly decaying at $+\infty$
and sufficiently arbitrary at $-\infty$ is studied in great detail. Initial steplike profiles
in these papers are at least locally integrable (i.e. regular).

The paper is organized as follows. In Section 2 we discuss the Titchmarsh-Weyl
$m$-function and reflection coefficient in the context of singular potentials. In Section
3 we review Hankel operators and prove some results related to a Hankel operator
with a cubic oscillatory symbol. In the last Section 4 we state and prove our main
result.

\textsuperscript{2}As indicated in [34], $L_q$ with $q \in H^{-s}$ for $s > 1$ is ill-defined.
2. The Titchmarsh-Weyl $m$-function and the reflection coefficient

It is well-known [34] that any $q \in H^{-1}_{\text{loc}}(\mathbb{R})$ can be represented as $q = \partial_y Q$ with some $Q \in L^2_{\text{loc}}(\mathbb{R})$. We now regularize the Schrödinger differential expression with (formal) potential $q = \partial_y Q$ by introducing the quasi-derivative

$$Dy = \partial_y Q,$$

for (locally) absolutely continuous $y$.

Following the approach of [34] we then introduce

$$\mathbb{L}_q y := -\partial_x (Dy) - Q \partial_x y$$

and

$$\partial_x Q = q$$

(2.1)

the Schrödinger operator with a (singular) potential $q \in H^{-1}_{\text{loc}}(\mathbb{R})$. This may be evaluated on functions $y$ that satisfy $y, Dy \in AC$. Similarly, we regularize the Schrödinger equation by rewriting it as follows:

$$-\partial_x (Dy) - Q \partial_x y = zy.$$ (2.2)

As proven in [34], the operator (2.1) is well-defined. Similarly, the classical Titchmarsh-Weyl theory can be developed for $L_q$ along the usual lines [11]. Essentially, one has to replace regular derivatives $\partial_x$ by the quasi-derivative $D$ where appropriate.

Let us make this more explicit. Rewrite (2.2) as the first order system

$$\partial_x Y = AY, \quad A = \begin{pmatrix} Q & 1 \\ -z - Q^2 & -Q \end{pmatrix}, \quad Y = \begin{pmatrix} y \\ Dy \end{pmatrix}.$$ (2.3)

Notice that $\text{tr} A = 0$, so the modified Wronskian $W = y_1 Dy_2 - (Dy_1)y_2$ of two solutions to the same equation is independent of $x$. In particular, that means that the transfer matrices $T(x, z)$ associated with (2.3) take values in $SL(2, \mathbb{C})$ and if $z \in \mathbb{R}$, then $T(x, z) \in SL(2, \mathbb{R})$. Here we define $T$ as usual as the $2 \times 2$ matrix solution of (2.3) with the initial value $T(0, z) = 1$. Moreover, if $z \in \mathbb{C}^+$, then $T(x, z)$ acting as a linear fractional transformation on $w \in \mathbb{C}^+$ is a Herglotz function, that is, the map $w \mapsto Tw$ maps $\mathbb{C}^+$ holomorphically to itself. Recall also that this action is defined as

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} w = \frac{aw + b}{cw + d}.$$

To establish this Herglotz property of $w \mapsto T(x, z)w$, use the fact that this property is equivalent to

$$-i(T^*JT - J) \geq 0,$$ see, for example, [30, Lemma 4.2]. Now this latter property follows from the fact that $-i(JAJ - (JA)^* \geq 0$; indeed, a calculation shows that this latter matrix equals $2 \text{Im} z \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$.

These properties are all we need to have a Titchmarsh-Weyl type theory available. See again [30, Section 4] for more on this abstract interpretation of the theory.

We now define the Titchmarsh-Weyl $m$ function of the problem on $(-\infty, 0)$, with Dirichlet boundary conditions $y(0) = 0$, as follows: For $z \in \mathbb{C}^+$, let $\psi(., z)$ be the (unique, up to a factor) solution of (2.2) that is square integrable near $-\infty$, and let

$$m(z) = -\frac{D\psi(0, z)}{\psi(0, z)}.$$ (2.4)
Then \( m \) is a Herglotz function. Moreover, we have continuous dependence on the potential, in the following sense.

**Theorem 2.1.** Let \( Q_n, Q \in L^2_{\text{loc}}(\mathbb{R}) \). Suppose that \( \mathbb{L}_q \) is in the limit point case at \(-\infty\). If \( Q_n \to Q \) in \( L^2_{\text{loc}}(\mathbb{R}) \), that is, \( \|Q_n - Q\|_{L^2(-R,R)} \to 0 \) for all \( R > 0 \), then \( m_n \to m \) uniformly on compact subsets of \( \mathbb{C}^+ \).

We do not assume limit point case for the operators \( \mathbb{L}_{q_n} \) here\(^3\). If some or all of these are in the limit circle case, then we can make an arbitrary choice of boundary conditions at \(-\infty \) in the Theorem 2.1. As the proof below will make clear, what happens far out is in fact quite irrelevant.

**Proof.** By our limit point assumption, \( m(z) \) can be approximated locally uniformly by \( m \) functions \( m_k \) of problems on \([-L,0]\), with Dirichlet boundary conditions at \( x = -L \) (say), if we send \( L \to \infty \) here. This follows from the fact that such \( m \) functions lie in the corresponding Weyl disks \( D_L(z) \) whose radii go to zero as \( L \to \infty \), locally uniformly on \( z \in \mathbb{C}^+ \). This last statement can be obtained in a general version from a normal families argument (see [30, Theorem 4.4] for such a treatment), or one can use, in more classical style, an explicit formula for the radius of the Weyl disk in terms of entries of the transfer matrix.

Now we have that \( m_k(z) = -(Dy_k)(0)/y_k(0) \), where \( y_k \) solves \((2.2)\) and \( y_k(-L) = 0 \), \((Dy_k)(-L) = 1 \). We also know that \( y_k(0-z) \) is bounded away from zero, uniformly on compact subsets of \( \mathbb{C}^+ \). It now suffices to show that the values \( y_k(0), (Dy_k)(0) \) that are obtained by solving \((2.3)\) across \([-L,0]\) depend continuously on \( Q \) in the sense specified, locally uniformly in \( z \). This is done by a rather routine argument; the key feature that makes things work is the continuous dependence of \( A(Q) \) on \( Q \) in the \( L^1 \) norm on \([-L,0]\). We include a sketch of the argument for the reader’s convenience.

Write \((2.3)\) in integral form:

\[
Y_n(x,z) = \begin{pmatrix} 0 \\ 1 \end{pmatrix} + \int_{-L}^{x} A(t;Q_n(t),z)Y_n(t,z) \, dt \tag{2.5}
\]

We want to show that \( Y_n(0,z) \to Y(0,z) \), where \( Y \) solves the same equation for \( Q \). First of all, by standard ODE theory, the \( Y_n \) are uniformly bounded, that is, \( |Y_n(x,z)| \leq C \) for \( n \geq 1 \), \(-L \leq x \leq 0 \), \( z \in K \subset \mathbb{C} \), and here \( |\cdot| \) denotes an arbitrary norm on \( \mathbb{C}^2 \). This implies that for \( s < t^4 \),

\[
|Y_n(s,z) - Y_n(t,z)| \lesssim \int_s^t |A(t;Q_n(t),z)| \, dt \to \int_s^t |A(t;Q(t),z)| \, dt.
\]

Here we have used the crucial fact that \( A(t;Q_n) \to A(t;Q) \) in \( L^1(I) \) for all compact intervals \( I \). The convergence on the right-hand side is uniform in \(-L \leq s \leq t \leq 0 \) and \( z \in K \); moreover \( \int_s^t \|A(Q)\| \) can be made arbitrarily small by taking \( |t-s| < \epsilon \).

We have verified that \( Y_n(\cdot,z) \) is an equicontinuous family. Thus we may pass to a limit in \((2.5)\) along a suitable subsequence. It is easy to verify that the integrals on the right-hand side also approach the expected limit. So, if we write \( Z = \lim Y_{n_j} \), then we obtain that

\[
Z(x,z) = \begin{pmatrix} 0 \\ 1 \end{pmatrix} + \int_{-L}^{x} A(t;Q(t),z)Z(t,z) \, dt.
\]

\(^3\)In fact, under Hypothesis 1.1 \( q_n \) and \( q \) are limit point case ([2], [11]).

\(^4\)We write \( y \lesssim x \) in place of \( y \leq Cx \) with some \( C > 0 \) independent of \( x \).
This identifies \( Z = Y \) as the solution of (2.3) for \( Q \); also, since this is the only possible limit, it was not necessary to pass to a subsequence. In particular, we have established that \( Y_n(0, z) \to Y(0, z) \), as desired. \( \square \)

**Remark 2.2.** For regular potentials Theorem 2.1 is a folklore. For singular \( H_{\text{loc}}^{-1}(\mathbb{R}) \) potentials it is new.

Define now the reflection coefficient \( R \) from the right incident of a singular potential \( q \in H_{\text{loc}}^{-1}(\mathbb{R}) \) such that \( q|_{\mathbb{R}} = 0 \). Note that for such a \( q \), we may alternatively compute \( m \) as

\[
m(z) = -\lim_{x \to 0^+} \frac{\partial_x \psi(x, z)}{\psi(x, z)},
\]

and we can similarly replace \( D\psi \) with \( \partial_x \psi \) in \( m \) functions of problems on \((-\infty, x_0)\), with \( x_0 > 0 \).

Pick a point \( x_0 > 0 \) and consider a solution to \( L q y = 2 y \) which is proportional to the Weyl solution on \((-1, x_0)\) and is equal to \( e^{i\lambda x} + re^{i\lambda x} \) on \((x_0, \infty)\). From the continuity of this solution and its derivative at \( x_0 \) one has

\[
r(\lambda, x_0) = e^{-2i\lambda x_0} \frac{i\lambda - \psi'(x_0, \lambda^2)}{\psi(x_0, \lambda^2)} = \frac{i\lambda + \psi'(x_0, \lambda^2)}{\psi(x_0, \lambda^2)}.
\]

We define the right reflection coefficient by

**Definition 2.3** (Reflection coefficient). We call

\[
R(\lambda) = \lim_{x_0 \to 0^+} r(\lambda, x_0) = \frac{i\lambda - m(\lambda^2)}{i\lambda + m(\lambda^2)}.
\]

the (right) reflection coefficient.

Theorem 2.1 and Definition 2.3 immediately imply

**Theorem 2.4.** Assume that \( q, q_n \) are subject to Hypothesis 1.1. Then \( R \in H^\infty(\mathbb{C}^+) \),

\[
R(-\lambda) = \overline{R(\lambda)}, \quad |R(\lambda)| \leq 1 \quad \text{for} \quad \lambda \in \mathbb{C}^+,
\]

and \( R_n(\lambda) \to R(\lambda) \) as \( n \to \infty \) uniformly on compact subsets of \( \mathbb{C}^+ \) if \( q_n \to q \) in \( H_{\text{loc}}^{-1}(\mathbb{R}) \).

Note that Hypothesis 1.1 does not rule out the case \( |R(\lambda)| = 1 \) a. e. on the real line (in the contrast with the short range case when \( |R(\lambda)| < 1 \) for \( \lambda \neq 0 \)). From the spectral point of view the latter means that the absolutely continuous spectrum of \( L_q \) is supported on \( \mathbb{R}^+ \) but has uniform multiplicity one (not two as in the short range case). We conclude the section with an explicit example.

**Example 2.5.** Let \( q(x) = c\delta(x), c > 0 \). The Weyl solution corresponding to \(-\infty \) can be explicitly computed by \((C \neq 0)\)

\[
\psi(x, \lambda^2) = C \begin{cases} e^{-i\lambda x} & \text{, } x < 0 \\ \frac{1}{2i\lambda} (ce^{i\lambda x} + (2i\lambda - c)e^{-i\lambda x}) & \text{, } x > 0 \end{cases}
\]

and hence by (2.4) and (2.6)

\[
m(\lambda^2) = i\lambda - c, \quad R(\lambda) = \frac{c}{2i\lambda - c}.
\]
3. Hankel Operators

A Hankel operator is an infinitely dimensional analog of a Hankel matrix, a matrix whose \((j,k)\) entry depends only on \(j+k\). I.e. a matrix \(\Gamma\) of the form

\[
\begin{pmatrix}
\gamma_1 & \gamma_2 & \gamma_3 & \cdots \\
\gamma_2 & \gamma_3 & \cdots & \\
\gamma_3 & \cdots & \gamma_n \\
\vdots & \ddots & \ddots & \ddots
\end{pmatrix}
\]

Definitions of Hankel operators depend on specific spaces. We consider Hankel operators on the Hardy space \(H^2(C^+)\) (cf. [20], [28]). Here, as usual (but a bit in conflict with our notation of the Sobolev spaces) \(H^p(C^+)\) \((0 < p \leq \infty)\) denotes the Hardy space of \(C^+\). It is well-known (see e.g. [14]) that \(L^2(R) = H^2(C^+)\oplus H^2(C^-)\), the orthogonal (Riesz) projection \(P_\pm\) onto \(H^2(C^\pm)\) being given by

\[
(P_\pm f)(x) = \pm \frac{1}{2\pi i} \int f(s) ds, \quad f \in L^2(R).
\]

Let \((Jf)(x) = f(-x)\) be the operator of reflection on \(L^2\). It is clearly an isometry and with the obvious property

\[
JP_\mp = P_\mp J.
\]

Definition 3.1 (Hankel and Toeplitz operators). Let \(\varphi \in L^\infty(R)\). The operators \(\mathbb{H}(\varphi)\) and \(T(\varphi)\) defined by

\[
\mathbb{H}(\varphi)f = JP_- \varphi f, \quad T(\varphi)f = P_+ \varphi f, \quad f \in H^2(C^+),
\]

are called respectively the Hankel and Toeplitz operators with the symbol \(\varphi\).

Due to (3.2), both \(\mathbb{H}(\varphi)\) and \(T(\varphi)\) act from \(H^2(C^+)\) to \(H^2(C^+)\). Note that while \(\mathbb{H}(\varphi)\) and \(T(\varphi)\) look alike, they are different parts of the multiplication operator

\[
\varphi f = J\mathbb{H}(\varphi)f + T(\varphi)f, \quad f \in H^2(C^+),
\]

and therefore are quite different. The Toeplitz operator will play only an auxiliary role in our consideration.

As well-known (and also obvious) that \(\mathbb{H}(\varphi)\) is selfadjoint if \(\varphi = \bar{\varphi}\).

Definition 3.1 can be extended to certain unbounded symbols (more exactly, from BMO) which nevertheless produce bounded Hankel operators. In such cases we define \(\mathbb{H}(\varphi)\) first on the set

\[
\mathfrak{H}_2 := \{ f \in H^2(C^+) : f \in C^\infty, \quad f(z) = o(z^{-2}), \quad z \to \infty, \quad \text{Im} \; z \geq 0 \},
\]

dense [14] in \(H^2(C^+)\) by

\[
\mathbb{H}(\varphi)f = JP_- \varphi f, \quad f \in \mathfrak{H}_2,
\]

and then extend (3.6) to the whole \(H^2(C^+)\) retaining the same notation \(\mathbb{H}(\varphi)\) for the extension.

Introduce the regularized Riesz projection

\[
(\mathfrak{R}_\pm f)(x) = \pm \frac{1}{2\pi i} \int_R \left( \frac{1}{s - (x \pm i0)} - \frac{1}{s + i} \right) f(s) ds, \quad f \in L^\infty(R).
\]

As well-known

\[
\mathfrak{P}_\pm f \in \text{BMOA}(C^\pm) \text{ if } f \in L^\infty(R),
\]
where BMOA($\mathbb{C}^{\pm}$) is the class of analytic in $\mathbb{C}^{\pm}$ functions having bounded mean oscillation:
\[
\sup_{I \in \mathbb{R}} \frac{1}{|I|} \int_I |f(x) - f_I| \, dx < \infty, \quad f_I := \frac{1}{|I|} \int_I f(x) \, dx,
\]
for any bounded interval $I$. One has
\[
\overline{P}_+ f + \overline{P}_- f = f, \quad f \in L^\infty(\mathbb{R}). \tag{3.9}
\]
The next elementary statement will play an important role in our consideration.

**Theorem 3.2.** If $\varphi \in L^\infty(\mathbb{R})$ then
\[
\mathbb{H}(\varphi) = \mathbb{H}(\overline{P}_- \varphi). \tag{3.10}
\]

**Proof.** As well-known [14] every BMOA function $h$ is subject to $h(x) / (1 + x^2) \in L^1(\mathbb{R})$ and one can easily see that $hf \in H^2(\mathbb{C}^+)$ if $f \in \mathcal{F}_2$. Hence $\overline{P}_- hf = 0$ and
\[
\mathbb{H}(\varphi + h)f = \mathbb{H}(\varphi)f \quad \text{for any} \quad f \in \mathcal{F}_2. \tag{3.11}
\]
Therefore (3.11) can be closed to the whole $H^2(\mathbb{C}^+)$ and $\mathbb{H}(\varphi + h)$ is well-defined in the sense discussed above, bounded and
\[
\mathbb{H}(\varphi + h) = \mathbb{H}(\varphi)
\]
holds. By (3.9) $\varphi = \overline{P}_- \varphi + \overline{P}_+ \varphi$ and (3.10) follows from (3.11) with $h = -\overline{P}_+ \varphi$ which, by (3.8), is in BMOA($\mathbb{C}^+$). $\square$

Directly from Definition 3.1, $||\mathbb{H}(\varphi)|| \leq ||\varphi||_\infty$ but we will need much stronger statements.

Let us now introduce the Sarason algebra
\[
H^\infty(\mathbb{C}^+) + C(\mathbb{R}) := \{ f : f = h + g, \ h \in H^\infty(\mathbb{C}^+), \ g \in C(\mathbb{R}) \},
\]
where
\[
C(\mathbb{R}) = \left\{ f : f \text{ is continuous on } \mathbb{R}, \ \lim_{x \to -\infty} f(x) = \lim_{x \to +\infty} f(x) \neq \pm \infty \right\}.
\]

**Theorem 3.3** (Sarason, 1967). $H^\infty(\mathbb{C}^+) + C(\mathbb{R})$ is a closed sub-algebra of $L^\infty(\mathbb{R})$.

The set $H^\infty + C$ is one of the most common function classes in the theory of Hankel (and Toeplitz) operators due to the following fundamental theorem.

**Theorem 3.4** (Hartman, 1958). Let $\varphi \in L^\infty(\mathbb{R})$. Then $\mathbb{H}(\varphi)$ is compact if and only if $\varphi \in H^\infty(\mathbb{C}^+) + C(\mathbb{R})$. I.e. $\mathbb{H}(\varphi)$ is compact if and only if $\mathbb{H}(\varphi) = \mathbb{H}(g)$ with some $g \in C(\mathbb{R})$.

For Hankel operators appearing in completely integrable systems the membership of the symbol in $H^\infty(\mathbb{C}^+) + C(\mathbb{R})$ is far from being obvious. The following statement will be crucial to our approach.

**Theorem 3.5** (Grudsky, 2001). Let $p(x)$ be a real polynomial with a positive leading coefficient such that
\[
p(-x) = -p(x). \tag{3.12}
\]
Then
\[
e^{ip} \in H^\infty(\mathbb{C}^+) + C(\mathbb{R}). \tag{3.13}
\]
Moreover, there exist an infinite Blaschke product $B$ and a unimodular function $u \in C(\mathbb{R})$ such that
\[
e^{ip} = Bu. \tag{3.14}
\]
In our case $p(\lambda) = t\lambda^3 + x\lambda$ with real $x$ (spatial variable) and positive $t$ (time). Note that for polynomials $p$ of even order, Theorem 3.5 fails.

**Definition 3.6.** A function $f \in H^\infty(\mathbb{C}^+) + C(\mathbb{R})$ is said invertible in $H^\infty(\mathbb{C}^+) + C(\mathbb{R})$ if $1/f \in H^\infty(\mathbb{C}^+) + C(\mathbb{R})$. Similarly, $f$ is not invertible in $H^\infty(\mathbb{C}^+) + C(\mathbb{R})$ if $1/f \notin H^\infty(\mathbb{C}^+) + C(\mathbb{R})$.

This concept is very important in the connection with invertibility of Toeplitz operators, as the following theorem suggests (see, e.g. [5], [9]).

**Theorem 3.7.** Let $\varphi \in H^\infty(\mathbb{C}^+) + C(\mathbb{R})$ and $1/\varphi \in L^\infty(\mathbb{R})$. Then

\[ 1/\varphi \notin H^\infty(\mathbb{C}^+) + C(\mathbb{R}) \implies \mathbb{T}(\varphi) \text{ is left-invertible}, \quad (3.15) \]

\[ 1/\varphi \in H^\infty(\mathbb{C}^+) + C(\mathbb{R}) \implies \mathbb{T}(\varphi) \text{ is Fredholm}. \quad (3.16) \]

**Lemma 3.8.** Let $B$ be an infinite Blaschke product, $u \in H^\infty(\mathbb{C}^+) + C(\mathbb{R})$ and unimodular. Then $\varphi = Bu$ is not invertible in $H^\infty(\mathbb{C}^+) + C(\mathbb{R})$.

**Proof.** (By contradiction). Since $B \in H^\infty(\mathbb{C}^+)$, due to the algebraic property (Theorem 3.3) of $H^\infty(\mathbb{C}^+) + C(\mathbb{R})$, one has $\varphi \notin H^\infty(\mathbb{C}^+) + C(\mathbb{R})$. Assume that $\varphi$ is invertible in $H^\infty(\mathbb{C}^+) + C(\mathbb{R})$, i.e. $1/\varphi \in H^\infty(\mathbb{C}^+) + C(\mathbb{R})$. Then by (3.16) $\mathbb{T}(\varphi)$ is Fredholm that forces $\mathbb{T}(B)$ to be Fredholm too. Indeed, $B \in H^\infty(\mathbb{C}^+)$ and, since $\varphi = Bu$,

\[ 1/B = u \cdot 1/\varphi \in H^\infty(\mathbb{C}^+) + C(\mathbb{R}) \] .

Thus $B$ is invertible in $H^\infty(\mathbb{C}^+) + C(\mathbb{R})$ and (3.16) holds. Hence $\mathbb{T}(B) = \mathbb{T}(1/B)$ is also Fredholm and therefore by definition

\[ \dim \ker \mathbb{T}(B) < \infty. \quad (3.17) \]

We now show that (3.17) may not hold for $B$ with infinitely many zeros $\{z_k\}$, which creates a desired contradiction. To this end consider the Blaschke product

\[ B(x) = \prod b_n(x), \quad b_n = c_n \left( \frac{x - z_n}{x - \overline{z_n}} \right) \]

and set

\[ f_n(x) = c_n(x - \overline{z_n})^{-1}. \]

Clearly $f_n \in H^2(\mathbb{C}^+)$ and

\[ \mathbb{T}(B)f_n = \mathbb{P}_+ Bf_n = \mathbb{P}_+ c_n(\cdot - z_n)^{-1}B = \mathbb{P}_+(\cdot - z_n)^{-1}B_n, \]

where $B_n = B/b_n$. But $B_n \in H^\infty(\mathbb{C}^-)$ and $(x - z_n)^{-1} \in H^2(\mathbb{C}^-)$. Hence

\[ (x - z_n)^{-1}B_n(x) \in H^2(\mathbb{C}^-) \]

and

\[ \mathbb{T}(B)f_n = 0. \]

Therefore $f_n \in \ker \mathbb{T}(B)$ and the lemma is proven as $\{f_n\}$ are linearly independent.

\[ \square \]

Note that Lemma 3.8 is entirely about $H^\infty(\mathbb{C}^+) + C(\mathbb{R})$ but its proof, as often happens in this circle of issues, relies on operator theoretical arguments.

The next important claim directly follows from Theorem 3.5 and Lemma 3.8.

**Theorem 3.9.** Let $u$ be a unimodular function from $H^\infty(\mathbb{C}^+) + C(\mathbb{R})$ and $e^{ip}$ as in Theorem 3.5. Then $e^{ip}u$ is not invertible in $H^\infty(\mathbb{C}^+) + C(\mathbb{R})$. 

Combining Theorems 3.10 and

**Theorem 3.10** (Widom, 1960). Let $\varphi$ be unimodular. Then $\|\mathbb{H}(\varphi)\| < 1$ if and only if $\mathbb{T}(\varphi)$ is left invertible.

yields

**Theorem 3.11.** If $\varphi \in H^\infty(\mathbb{C}^+) + C(\mathbb{R})$ and unimodular but not invertible then

$$\|\mathbb{H}(\varphi)\| < 1. \quad (3.18)$$

**Proof.** By Theorem 3.7, $\mathbb{T}(\varphi)$ is left-invertible. By Theorem 3.10 we have (3.18). □

While an immediate consequence of Theorems 3.11 and 3.5, the following theorem is vital to our approach.

**Theorem 3.12.** If $u \in H^\infty(\mathbb{C}^+) + C(\mathbb{R})$, $|u| = 1$, and $p$ is as in Theorem 3.5, then

$$\|\mathbb{H}(e^{ip}u)\| < 1.$$  

**Theorem 3.13.** If $\varphi \in H^\infty(\mathbb{C}^+) + C(\mathbb{R})$ is not unimodular but $\|\varphi\|_{\infty} \leq 1$ and $\not\exists \varphi = \tilde{\varphi}$ then (3.18) holds.

**Proof.** (By contradiction) Assume that $\|\mathbb{H}(\varphi)\| = 1$. Since $\mathbb{H}(\varphi)$ is selfadjoint and compact (by Theorems 3.5 and 3.4), $\mathbb{H}(\varphi)$ has a unimodular eigenvalue $\lambda$ ($\lambda = \pm 1$). For the associated normalized eigenfunction $f \in H^2(\mathbb{C}^+)$ we have by (3.2)

$$\langle \mathbb{H}(\varphi)f, f \rangle = \langle \varphi f, \mathbb{P}f \rangle = \langle \varphi f, \mathbb{I}f \rangle$$

and hence by the Cauchy inequality

$$|\langle \mathbb{H}(\varphi)f, f \rangle|^2 \leq \left( \int_{\mathbb{R}} |\varphi(x) f(x) f(-x)| \, dx \right)^2$$

$$\leq \int_{\mathbb{R}} |\varphi(x)||f(x)|^2 \, dx \int_{\mathbb{R}} |f(-x)|^2 \, dx$$

$$= \int_{\mathbb{R}} |\varphi(x)||f(x)|^2 \, dx$$

$$= \int_S |\varphi(x)||f(x)|^2 \, dx + \int_{\mathbb{R} \setminus S} |\varphi(x)||f(x)|^2 \, dx \quad (3.19)$$

$$< \int_{\mathbb{R}} |\varphi(x)||f(x)|^2 \, dx = 1.$$

Here $S$ is a set of positive Lebesgue measure where $|\varphi(x)| < 1$ a.e. Here we have used the fact that $f \in H^2(\mathbb{C}^+)$ and hence cannot vanish on $S$. The inequality (3.19) implies that $|\lambda| < 1$ which is a contradiction. □

Finally, we note that the Hankel operator can also be defined as an integral operator on $L^2(\mathbb{R}_+)$ whose kernel depends on the sum of the arguments

$$(\mathbb{H}f)(x) = \int_{\mathbb{R}_+} h(x + y)f(y)dy, \ f \in L^2(\mathbb{R}_+), \ x \geq 0 \quad (3.20)$$

and it is this form that Hankel operators typically appear in the inverse scattering formalism. One can show that the Hankel operator $\mathbb{H}$ defined by (3.20) is unitary equivalent to $\mathbb{H}(\varphi)$ with the symbol $\varphi$ equal to the Fourier transform of $h$. We emphasize though that the form (3.20) does not prove to be convenient for our purposes and also $h$ is in general not a function but a distribution.
4. The IST Hankel Operator

For a reason which will become clear in the next section we introduce

**Definition 4.1 (IST Hankel operator).** Assume that initial data \( q \) is subject to Hypothesis 1.1. Let \( R \) be as in Definition 2.3. We call the Hankel operator

\[
\mathbb{H}(x,t) := \mathbb{H}(\varphi_{x,t}),
\]

with the symbol

\[
\varphi_{x,t}(k) = \xi_{x,t}(k)R(k),
\]

the IST Hankel operator associated with \( q \).

We need some general statements on singular numbers of Hankel operators. We recall that the \( n \)-th singular value \( s_n(A) \) of a compact Hilbert space operator \( A \) is defined as the \( n \)-th eigenvalue of the operator \( (A^*A)^{1/2} \).

The following theorems are fundamental in the study of singular numbers of Hankel operators.

**Theorem 4.2** (Adamyan-Arov-Krein, 1971). Let \( \varphi \in L^\infty(\mathbb{R}) \). Then

\[
s_n(\mathbb{H}(\varphi)) = \text{dist}_{L^\infty}(\varphi, \mathcal{R}_n + H^\infty(\mathbb{C}^+)),
\]

where \( \mathcal{R}_n \) is the set of rational functions bounded at infinity with all poles in \( \mathbb{C}^+ \) of total multiplicity \( \leq n \).

**Theorem 4.3** (Jackson, 1910). Let \( \varphi \in C^m(\mathbb{R}) \). Then

\[
\text{dist}_{L^\infty}(\varphi, \mathcal{R}_n + H^\infty(\mathbb{C}^+)) \lesssim \|\varphi^{(m)}\|_\infty / n^m.
\]

Theorems 4.2 and 4.3 immediately yield the following observation.

**Lemma 4.4.** Let \( f \in L^1(\mathbb{R}), h > 0 \) and

\[
\varphi(k) = \int_{\mathbb{R}} \frac{f(s)}{s - k + ih} ds.
\]

Then

\[
s_n(\mathbb{H}(\varphi)) \lesssim (2/h) \|f\|_1 \exp \{- (h/2) n\}.
\]

**Proof.** Differentiating (4.2) one has

\[
\|\varphi^{(m)}\|_\infty \leq \|f\|_1 \frac{m!}{h^{m+1}}
\]

and hence by Theorems 4.2 and 4.3 for any \( m = 0, 1, 2, \ldots \)

\[
s_n(\mathbb{H}(\varphi)) \lesssim \|f\|_1 \frac{m!}{h} \frac{m!}{(hn)^m}.
\]

Rewriting the last estimate as \( s_n(\mathbb{H}(\varphi)) \frac{m!}{(2hn)^m} \lesssim \|f\|_1 \frac{1}{h} 2^{-m} \) and summing up on \( m \) implies the desired result.

Here is the main result of this section

**Theorem 4.5** (Properties of the IST Hankel operator). Under Hypothesis 1.1 the IST Hankel operator \( \mathbb{H}(x,t) \) is well-defined and has the properties: for any \( x \in \mathbb{R}, t > 0 \)

1. \( \mathbb{H}(x,t) \) is selfadjoint,
(2) \(H(x,t)\) is compact and its singular numbers \(s_n(H(x,t))\) satisfy
\[
s_n(H(x,t)) \lesssim \frac{2}{h} \left\{ \int_{\mathbb{R}} |\xi_{x,t}(\lambda + ih)R(\lambda + ih)| \, d\lambda \right\} \exp \left\{ -\frac{2\pi}{h} \right\}
\] (4.3)
for any \(h > 0\).

(3) \(\|H(x,t)\| < 1\).

(4) \(\partial_t^m H(x,t), \ m = 0, 1,\) is an entire in \(x\) operator-valued function.

Proof. Statement (1) is obvious as \(J_x(t) = \xi_x(t) R\). We now prove statement (2). By Theorem 3.2 \((\xi_x(t) = \xi_{x,t})R\),
\[
H(x,t) = H(\varphi_{x,t}) = H(\bar{\varphi}_{x,t})
\]
where
\[
(\bar{\varphi}_{x,t})(k) = -\frac{1}{2\pi i} \int_{\mathbb{R}} \left( \frac{1}{\lambda - (k - i0)} - \frac{1}{\lambda + i} \right) \varphi_{x,t}(\lambda) \, d\lambda.
\] (4.4)
The function \(\varphi_{x,t}\) is clearly analytic in \(C^+\). Since \(R \in H^\infty(C^+)\) with \(\|R\|_\infty \leq 1\) and \(\xi_{x,t}(\lambda + ih)\) rapidly decays as \(\lambda \to \pm\infty\) for any \(t > 0\) and arbitrary \(h > 0\), we can deform the contour of integration in (4.4) to \(R + ih, \ h > 0\). Thus
\[
(\bar{\varphi}_{x,t})(k) = -\frac{1}{2\pi i} \int_{\mathbb{R} + ih} \frac{\varphi_{x,t}(\lambda)}{\lambda - k} \, d\lambda - \int_{\mathbb{R} + ih} \frac{\varphi_{x,t}(\lambda)}{\lambda + i} \, d\lambda.
\]
Since the last term is a constant, we conclude that
\[
H(x,t) = H(\Phi_{x,t})
\] (4.5)
with an entire function
\[
\Phi_{x,t}(k) := -\frac{1}{2\pi i} \int_{\mathbb{R}} \frac{\xi_{x,t}(\lambda + ih)R(\lambda + ih)}{\lambda - k + ih} \, d\lambda.
\] (4.6)
By Theorem 3.4 operator \(H(x,t)\) is compact. By Lemma 4.4 yields (4.3).

Statement (3) follows from Theorem 3.13 if \(\|R(\lambda)\| < 1\) on a set of positive Lebesgue measure, or Theorem 3.12 if \(\|R(\lambda)\| = 1\) a.e.

It remains to prove statement (4). One can easily see from the straightforward formula \((t > 0)\)
\[
|\xi_{x,t}(\lambda + ih)| = \exp \left\{ 8h^2 t - 2h \text{Re} z + \frac{\text{Im}^2 z}{24ht} - \left( \sqrt{24ht\lambda} + \frac{\text{Im} z}{\sqrt{24ht}} \right)^2 \right\}
\] (4.7)
and (4.6) that \(\partial_t^m \Phi_{x,t}(k)\) is well-defined for any complex \(z\), i.e. it is also entire in \(z\) for any \(t > 0\). Therefore the operator-valued function \(\partial_t^m H(x,t)\) defined by
\[
\partial_t^m H(x,t) = H(\partial_t^m \Phi_{x,t})
\]
is also entire.

We conclude this section with a few remarks.

Remark 4.6. Statement (3) of Theorem 4.5 says that \((1 + H(x,t))^{-1}\) is a bounded operator on \(H^2(C^+)\) for any \(x \in \mathbb{R}\) and \(t > 0\), which is of course of a particular importance for validation of the IST. A weaker versions of this theorem (stated in different terms) was proven in [16] (which in turn improved [33]).
5. Main Results

In this section we finally state and prove our main results. With all the preparations done in the previous sections, the actual proof will be quite short.

Note that while the interest to well-posedness of integrable systems has been generated by the progress in soliton theory, well-posedness issues are typically approached by means of PDEs techniques [36] (norm estimates, etc.) and the IST is not usually employed. In soliton theory, in turn, well-posedness is commonly assumed (frequently even by default) and one applies the IST method to study the unique solution to (1.1) or any other integrable system. The paper [22] represents a rather rare example where the complete integrability of (1.1) with periodic initial data was used in a crucial way to prove some subtle well-posedness results for irregular which are not accessible by harmonic analysis means. In our case neither a priori well-posedness nor IST are readily available and we have to deal with both at the same time.

Solutions of the KdV can be understood in a number of different ways [36] (classical, strong, weak, etc.) resulting in a variety of different well-posedness results.

**Definition 5.1** (Natural solution). We call \( q(x,t) \) a global natural solution to (1.1) if for any sequence of \( C^\infty_0(\mathbb{R}) \) potentials \( \{q_n(x)\} \) converging to \( q(x) \) in \( H_{\text{loc}}^1(\mathbb{R}) \), the corresponding sequence of (classical) solutions \( \{q_n(x,t)\} \) to (1.1) with initial data \( q_n(x) \) converges to \( q(x,t) \) for any \( t > 0 \) uniformly in \( x \) on compacts of \( \mathbb{R} \).

Our definition is a stronger version of that in [22]. It also looks quite natural from the computational and physical point of view. Another feature of Definition 5.1 is that existence implies uniqueness.\(^5\)

**Theorem 5.2** (Main Theorem). Assume that the initial data \( q \) in (1.1) is subject to Hypothesis 1.1. Then the Cauchy problem (1.1) has a global natural solution \( q(x,t) \) (Definition 5.1) given by

\[
q(x,t) = -20^2 \log \det (1 + \mathbb{H}(x,t)), \tag{5.1}
\]

where \( \mathbb{H}(x,t) \) is the IST Hankel operator associated with \( q \) (Definition 4.1). The solution \( q(x,t) \) has no singularities and admits a meromorphic continuation \( q(z,t) \) to the whole \( \mathbb{C} \) with no poles in parabolic domains

\[
D(\delta,t) := \left\{ z : \frac{\text{Im}^2 z}{12} < \delta \text{Re} z - \delta^2 + \frac{\sqrt{\delta t}}{4} \log \left\{ \frac{t}{\delta^2} \right\} \right\} \tag{5.2}
\]

for any \( t, \delta > 0 \).

*Proof.* Let \( \{q_n(x)\} \) be any real \( C^\infty_0(\mathbb{R}) \) sequence converging to \( q(x) \) in \( H_{\text{loc}}^{-1}(\mathbb{R}) \). Without loss of generality we may assume that \( q_n(x) \) is of form (1.5). The problem (1.1) with initial data \( q_n(x) \) is classical and its (unique) classical solution \( q_n(x,t) \) and can be computed by the Dyson formula

\[
q_n(x,t) = -20^2 \log \det (I + \mathbb{H}_n(x,t)),
\]

where \( \mathbb{H}_n(x,t) \) is the IST Hankel operator corresponding to \( q_n \). By Theorem 4.5, \( q_n(x,t) \) is a meromorphic function in \( x \) on the entire complex plane. Consider the function \( q(x,t) \) given by (5.1). By Theorem 4.5, it is well defined and entire in \( x \) and certain continuous dependence on the initial data which we don’t discuss here.
for any \( t > 0 \). It remains to prove that \( q(x, t) = \lim_{n \to \infty} q_n(x, t) \), solves (1.1). Inserting \( q = q_n + \Delta q_n \) into (1.1) one gets
\[
\partial_t q - 6q\partial_x q + \partial_x^3 q = \partial_t \Delta q_n + 3\partial_x [((\Delta q_n - 2q) \Delta q_n)] + \partial_x^3 \Delta q_n.
\]
For \( \Delta q_n \) we have (dropping subscript \( x, t \))
\[
\Delta q_n = -2\partial_x^2 \log \det \left( I - (I + H)\left( I - H_n \right) \right).
\]
It follows form (4.5) and (4.6) that for the symbol \( \Delta \Phi_n \) of \( H_n \) we have
\[
\Delta \Phi_n(k) = \frac{1}{2\pi i} \int \xi_{x,t}(\lambda + ih) \frac{R_n(\lambda + ih) - R(\lambda + ih)}{\lambda - k + ih} d\lambda.
\]
But, by Theorem 2.4 \( R_n \to R \) uniformly on compacts in \( \mathbb{C}^+ \) as \( n \to \infty \) and we can easily conclude that \( \partial_x^n \partial_x^3 (H - H_n) \) vanishes in the trace norm as \( n \to \infty \). Therefore \( \partial_x^n \partial_x^3 \Delta q_n \to 0, n \to \infty \) and the right hand side of (5.3) vanishes.

By Theorem 4.5 \( q(x, t) \) is meromorphic in \( x \) for any \( t > 0 \) with all poles o\( f \) the real line. It remains to show that it has no poles in the domain (5.2). It follows from (4.5) and (4.6) that
\[
\| H(z, t) \| \leq \| \Phi_{x,t} \|_{\infty} \leq \frac{1}{2\pi h} \int |\xi_{x,t}(\lambda + ih)| d\lambda.
\]
In virtue of (4.7)
\[
\int |\xi_{x,t}(\lambda + ih)| d\lambda = \sqrt{\frac{\pi}{24ht}} \exp \left\{ 8h^3 t - 2h Re z + \frac{Im^2 z}{24ht} \right\}
\]
and hence for any \( t, h > 0 \),
\[
\| H(z, t) \| \leq \sqrt{\frac{1}{24\pi h^3 t}} \exp \left\{ 8h^3 t - 2h Re z + \frac{Im^2 z}{24ht} \right\}.
\]
The right hand side of (5.5) is less than 1 if \( z \in D(\delta, t) \) with \( \delta = 4h^2 t \). Since \( h \) is arbitrary \( \delta \) is also arbitrary.

In a weaker form for regular initial profiles Theorem 5.2 was proven in recent [16]. We conclude our paper with some discussions and corollaries.

**Remark 5.3.** Hypothesis 1.1 does not impose any decay assumption at \(-\infty\) or any type of pattern of behavior. Initial data \( q(x) \) could be unbounded at \(-\infty\) or behave like white noise.

**Remark 5.4.** We emphasize that our proof is based on limiting arguments and avoids dealing directly with such common in the classical IST issues as the direct/inverse scattering problem, time evolution of scattering quantities under the KdV flow, etc. (see [19] and the literature cited therein for some results relevant to our singular initial data). This is the main advantage of our approach and we only borrow the fact that the initial condition is satisfied in \( H_{\text{loc}}^{-1}(\mathbb{R}) \) sense [23].

**Remark 5.5.** The estimate (4.3) means that the determinant in (5.1) rapidly converges. This fact, coupled with the recent progress in computing Fredholm determinants [4], suggests that (5.1) could potentially be used for numerical evaluations.
Remark 5.6. Theorem 5.2 says that any, no matter how rough, singular initial profile \( q(x) \) instantaneously evolves under the KdV flow into a meromorphic function \( q(x,t) \). This effect, also called dispersive smoothing, has a long history. While being noticed long ago, its rigorous proof took quite a bit of effort even for box shaped initial data \([26]\) (see also \([39]\) for other integrable systems). Note that our solutions are ‘dispersive’, i.e. solutions which disperse in time and do not have a soliton component.

Remark 5.7. Since \( q(x,t) \) is a meromorphic function on \( \mathbb{C} \) for any \( t > 0 \), it is completely characterized by a countable number of time dependent parameters. Viewing a pure soliton solution as a meromorphic function of \( x \) goes back to Kruskal. In \([24]\) he initiated a study of pole dynamics which has been quite active since then (see also \([1]\), \([3]\), \([8]\), \([15]\) to mention just four). In our soliton free situation we still in general have infinitely many poles but their nature and behavior are unclear. We so far only know that all poles are double, non-real, come in complex conjugate pairs, and stay away from the time dependent domains \( D(\delta,t) \) given by \((5.2)\). Besides this, some older general results \([35]\) say that poles depend continuously on \( t \) and cannot appear or disappear. We are unaware of any relevant helpful results from the theory of Hankel operators which would shed much light on the operator-valued function \((I + \mathbb{H}(x,t))^{-1}\).

Remark 5.8. As a meromorphic function \( q(x,t) \) cannot vanish on a set of positive Lebesgue measure for any \( t > 0 \) unless \( q(x) \) is identically zero. This simple observation quickly recovers and improves on many unique continuation results. E.g., \( q(x,t) \) cannot have compact support at two different moments unless it vanishes identically. This result was first proven in \([38]\) assuming that \( q(x) \) is absolutely continuous and short range. The techniques of \([38]\) also rely on the IST and some Hardy space arguments.

Remark 5.9. There is a large variety of determinant formulas similar to \((5.1)\) available in the literature. For instance, the substitution \( q(x,t) = -2\partial_x^2 \tau(x,t) \) (which goes back to the seminal paper \([18]\)) is commonly used as an ansatz to reduce the KdV equation to the so-called bilinear KdV which is advantageous in some situations. Formulas like \((5.1)\) are particularly convenient for describing classes of exact solutions (see, e.g. \([25]\)) and \( \tau(x,t) \) typically appears as a Wronskian. We also refer to \([13]\), \([27]\), \([29]\), and \([37]\) for \((5.1)\) in the context of the Cauchy problem for the KdV. Under our conditions on the initial data \((5.1)\) is new.

Remark 5.10. It can be easily shown that \( q(x,t) \) decays exponentially fast in the region \( x \geq Ct \) for any \( C > 0 \).
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