1 INTRODUCTION

Drug combinations are an important therapeutic strategy for treating diseases that are subject to evolutionary dynamics, in particular cancers and infectious disease [1, 2]. Conceptually, as tumours or pathogens are subject to change over time, they may develop resistance to a single agent [3] — motivating one to target multiple biological mechanisms simultaneously [4]. Discovering synergistic drug combinations is a key step towards developing robust therapies as they hold the potential for greater efficacy whilst reducing dose, and hopefully limiting the likelihood of adverse effects. For example, in a drug repurposing scenario (i.e., uncovering new indications for known drugs), the ReFRAME library of ~12,000 clinical stage compounds [5] leads to ~72 million pairwise combinations; this does not appear tractable with standard high throughput screening (HTS) technology even at a single dose [6].

With the recent COVID-19 global health crisis, there has been the need for rapid drug repurposing that would allow for expedited and de-risked clinical trials. Due to the complexity of selecting drug combinations and minimal training data publicly available, studies have typically been limited towards monotherapy repurposing from a variety of angles — often involving artificial intelligence (AI) techniques to provide recommendations [7]. The dearth of drug combination datasets is due to the large combinatorial space of possible experiments available — ultimately limiting the quality of drug synergy predictions. Moreover, databases of drug combinations are biased towards suspected synergistic agents and thus making predictions outside the scope of the training dataset can be challenging.

The goal of this work is to discover synergistic drug combinations whilst only requiring minimal wet lab experimentation. One cost-efficient tool at our disposal is sequential model optimization (SMO), whereby a machine learning (ML) model selects experiments (i.e., pairs of drugs) that it would like to be evaluated (in this case, for drug synergism). Both highly informative experiments ("exploration") and experiments that double-down on promising data-driven hypotheses ("exploitation") can be selected [8]. Between rounds of experimental evaluation, the model is iteratively adapted to new observations (via model training), which allows performance to gradually improve. This SMO process allows for queries that are more and more enriched with highly synergistic combinations, ultimately leading to reduced experimentation when compared to an exhaustive search.

There have now been a number of approaches for predicting the effects of and subsequently prioritising drug combinations [9].
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With an SMO platform available in conjunction with an appropriate in vitro assay, one has a powerful tool to rapidly respond to a future public health crisis. To encourage use by the scientific community, we detail a configuration that can be trained on a personal computer or laptop without requiring dedicated computational infrastructure. Remarkably, high predictive power is not a prerequisite for such an SMO system to be utilised effectively. In fact, as we are trying to identify pairs of drugs in prospective experiments that have more extreme synergy scores than those drug combinations evaluated within previous experiments (i.e., our training dataset), we cannot necessarily expect to have high predictive power. However, we achieve our ultimate goal: the identification of highly synergistic drugs — not building highly accurate ML models. This work forms a proof of concept demonstration of RECOVER — which should then motivate greater community adoption of the method and extensions thereof.

2 RESULTS

2.1 RECOVER: sequential model optimization platform for rapid drug repurposing

RECOVER is an open-source SMO platform for the optimal suggestion of drug combinations, see Figure 1. Pairs of drug feature vectors are fed into a deep neural network which is used for the prediction of synergy scores. These feature vectors include molecular fingerprints as well as a one-hot encoding identifying a drug. For a full description of the model, see Appendix A.1.

Figure 1: Overview of the RECOVER workflow integrating both a novel machine learning pipeline and iterated wet lab evaluation.
Our core focus is the prediction of pairwise drug combination synergy scores. Whilst many mathematical descriptions of synergy have been proposed [1], in the following work, we utilise the Bliss synergy score due to its simplicity and numerical stability. In the context of cell viability, the Bliss independence model assumes that in the absence of synergistic effects, the expected fraction of viable cells after treatment with drugs \(a\) and \(b\) at doses \(c_a\) and \(c_b\), written \(V(c_a, c_b)\), is identical to the product of the fractions of viable cells when using each drug independently, i.e., \(V(c_a)V(c_b)\). We then define the Bliss synergy score as the difference between these quantities such that a fraction of surviving cells \(V(c_a, c_b)\) smaller than the expected proportion \(V(c_a)V(c_b)\) leads to a large Bliss synergy score

\[
s_{Bliss}(c_a, c_b) = V(c_a)V(c_b) - V(c_a, c_b) = I(c_a) - I(c_a)I(c_b),
\]

where \(I(\cdot) = 1 - V(\cdot)\) is the experimentally measured growth inhibition induced by drug \(a\), \(b\), or both together at the associated doses. Given a dose-response matrix for the two drugs, a global synergy score can be obtained through a pooling strategy. In our case, we take the maximum value, i.e.,

\[
\hat{s}_{Bliss} = \max_{c_a, c_b} s_{Bliss}(c_a, c_b).
\]

In many studies, the arithmetic mean is taken to calculate a global synergy score. Unfortunately, different laboratories use different dose intervals for each drug, and typically each drug combination shows a synergistic effect at a specific dose-pair interval. Therefore, the arithmetic mean is highly sensitive to the chosen dose interval, thus why we choose to prioritise a max-pooling strategy as in Eq. 2. Unless explicitly stated otherwise, a synergy score refers to a global max-pooled Bliss score.

In addition to the prediction of synergy, RECOVER estimates the uncertainty associated with the underlying prediction. More precisely, for a given combination of drugs, RECOVER does not only provide a point estimate of the synergy, but estimates the distribution of possible synergy scores for each combination, which we refer to as the predictive distribution. We define the model uncertainty as the standard deviation of the predictive distribution.

An acquisition function is used to select the combinations that should be tested in subsequent experiments [23]. This acquisition function is designed to balance between: exploration, prioritising combinations with high model uncertainty whereby labelling said points should increase predictive accuracy in future experimental rounds; and exploitation, selection of combinations believed to be synergistic with high confidence.

In summary, this SMO setting consists of generating recommendations of drug combinations that will be tested in vitro at regular intervals. At each step, RECOVER is trained on all the data acquired up to that point, and predictions are made for all combinations that could be hypothetically tested experimentally. The acquisition function is then used to provide recommendations for in vitro testing. The results of the experiments are then added to the training data for the next round of experiments and the whole process repeats itself.

To illustrate the benefits of the SMO approach, we perform a preliminary simulation to mimic a scientist with a limited experimental budget of 300 drug combinations to be tested – with the aim to find synergistic drug combinations. We assume the experimentalist has access to a trained machine learning model and can use it in a number of ways.

At a high level, we specify that there are two options: either to perform all 300 experiments in one go, or to perform experiments in 10 batches of 30. All models are pretrained on the O’Neil drug combination study [24], and validation by the experimentalist is simulated through uncovering specific examples from the NCI-ALMANAC drug combination study [25]. In more detail, we test the following options: (Random) all 300 combinations are queried at random; (DeepSynergy) the synergies of all combinations in ALMANAC are predicted using the DeepSynergy model with the top 300 predictions queried; (RECOVER without SMO) the synergies of all combinations in ALMANAC are predicted using the RECOVER model with the top 300 predictions queried; (RECOVER) 30 combinations are queried at random followed by an SMO using batches of 30; and (DeepSynergy with SMO) which is the same SMO as before but using the DeepSynergy model.

In Figure 2, we report the reversed cumulative density of the synergies of all 300 queried combinations (higher is better). We also report the level of enrichment defined as the ratio between the reversed cumulative density of a given strategy’s queries and the reversed cumulative density of random queries. We first observe that DeepSynergy [18] performs worse than random, while RECOVER (without SMO) performs slightly above the level of randomness. Most importantly, the bulk of the performance gain comes from utilizing our SMO procedure. Finally, RECOVER and DeepSynergy are compared head-to-head in the SMO setting, the RECOVER model slightly outperforms the DeepSynergy model. The threshold for “highly synergistic” is challenging to specify, but we note that a drug combination in clinical trials has a max Bliss synergy score of 54.9, see Section 2.4. On this basis, these experiments suggest...
that our approach can reduce by a factor of \( \approx 5-10 \times \) the amount of experiments needed to discover and validate highly synergistic drug combinations when compared to random selection, or by a factor of \( >3 \times \) when using a pretrained model selecting all drug combinations at a single time point.

2.2 Retrospective testing of RECOVER informs the design of future experiments

In this section, we evaluate the in silico performance of RECOVER in multiple ways. In order to understand the scope of scenarios to which RECOVER can be applied to, we benchmark RECOVER against baseline models and test our ability to generalise in several out-of-distribution tasks without incorporating SMO. Thereafter, we perform backtesting through simulating mock SMO experiments (see Appendices A.2 and C).

Due to the limited size of most individual drug combination studies reported in the literature, we focus on the NCI-ALMANAC viability screen [25] summarised in Figure S2. We refrain from combining multiple datasets because of the severe batch effects between studies; in Figure S2E, we show a scatter plot that demonstrates inconsistency between the O'Neil 2016 [24] series of drug combination experiments against their NCI-ALMANAC counterpart. We note this may result from: variation in the readouts of these experiments, mutations in cell lines, or differences in harvest times.

We investigate whether RECOVER can generalise beyond the training (and validation) set in various ways: (i) What is the performance on test cases drawn from the same distribution as the training set? Can RECOVER generalize when (ii.) one of the drugs is unseen (during training), or (iii.) when both of the drugs are unseen? These tasks are illustrated graphically in Figure 3A. In Appendix B.1, we also present additional scenarios wherein we consider multiple cell lines and performance when our training and test sets come from different studies. For each task, we benchmark against several alternative models along with RECOVER, including a linear support vector machine (SVM), Boosting Trees and DeepSynergy [18]. In addition, we evaluate a version of RECOVER without the invariance module, and another version for which the identities of the drugs (as well as cell lines) have been shuffled, see Appendix B.1 for model details and their hyperparameter optimization. Through understanding the capacity for the generalisation of RECOVER, we can design prospective experiments with greater confidence of success.

In Figures 3B and 3C, we report the test performance metrics of RECOVER across each of the first three tasks. Examining performance within task (a.), test statistics appear modest, however we demonstrate limits on achievable performance in Appendix B.3 — resulting from experimental noise and non-uniformity of synergy scores. From task (a.) to task (c.), we note a drastic drop in performance for all models, but this effect is alleviated if only one of the drugs has not been seen before, see task (b).

We note that our benchmarking justifies various aspects of our deep learning architecture: the RECOVER permutation invariance module can provide improvement in performance across some scenarios; moreover RECOVER (shuffled labels) fails compared to other methods on task (ii.) with one unseen drug task, and is at the level of randomness on task (iii.) with two unseen drugs. In these cases, we demonstrate that drug structure is actually leveraged by the model in order to generalize (to some extent) to unseen drugs.

From the above results, we can recommend that any prospective experiments should require that one of the two drugs in the combination have been seen in some context before, see task (iii.). Due to the severe batch experiments between studies in the public domain, as shown in Figure S2E, models fail to generalize to data coming from a different study, as shown in Figure S5A (Study Transfer task). As such, should we want to utilise publicly available resources, we will have to incorporate such data intelligently. To this end we investigated using transfer learning, wherein one trains a model on a large dataset (known as pretraining), and thereafter refines the model on a smaller dataset (known as fine-tuning) — typically with some aspect of the task or the data changed between the two instances. We show that this is possible and beneficial (compared to not leveraging existing data) in an SMO setting between the O’Neil 2016 and NCI-ALMANAC studies in Appendix C.3. Remarkably even with minimal correlation between studies, we are able to observe the benefits of transfer learning in this scenario. These findings inform design choices regarding our prospective experiments.

2.3 Prospective use of RECOVER enriches for selection of synergistic drug combinations

From the in silico results, we now test RECOVER prospectively using a cancer cell model, leveraging publicly available data for pretraining. Using the insights from Section 2.2, the queriable space of drug combinations was designed to include drug pairs where only one compound was already seen by the model during pretraining — with a second compound not seen before, illustrated in Figure S2A. Details about the model used to generate recommendations are available in Appendix A.3.

The MCF7 cell line was used to generate \( 6 \times 6 \) dose-response matrices, see Appendix A.5 for more details. We perform multiple rounds of RECOVER-informed wet lab experiments and observe sequential improvements in performance. The rounds of experiments are described as follows:

1. Calibration. The initial round of experiments was performed to supplement publicly available data with 20 randomly selected unseen drug combinations. Furthermore, we confirmed the previous in silico result that we could not predict synergy scores for unseen drugs (using a model trained on public data) through selecting 5 highly synergistic combinations selected by RECOVER. In addition, 5 more drug combinations were selected by a Graph Neural Network (GNN) model in the style of Zitnik et al. [16] that we did not develop further due to the computational overhead. It was also specified that each drug should appear in at most a single drug combination queried.

2. Diversity. Thereafter, drug combinations are selected using model predictions in conjunction with the upper confidence bound (UCB) acquisition function. To ensure that we quickly observe all single drugs at least once (as we showed that the model cannot generalize well to combinations involving unseen drugs), we select our batch of experiments as follows. First we rank combinations according to their acquisition
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Figure 3: (A.) Overview of the different tasks on which RECOVER has been evaluated. Each task corresponds to a different way to split the training, validation and test sets, and aims at evaluating a specific generalization ability of the model. (i.) Default. Combinations are split randomly into training/validation/test (70%/20%/10%). Only the MCF7 cell line is used. (ii.) One unseen drug. 30% of available drugs are excluded from the training and validation sets. The test set consists of combinations between a drug seen during training and an unseen drug. Combinations among seen drugs are split into training and validation (80%/20%). Only the MCF7 cell line is used. (iii.) Two unseen drugs. Similar to Task (b.), but the test set consists of combinations of two unseen drugs. (B.) and (C.) Performance of RECOVER and other models for the three different tasks. Standard deviation computed over 3 seeds.

function score. We then find the first combination which involves a drug that has not yet been used (or involved in one of the combinations from the current batch), and add it to the batch. We repeat until we have 30 combinations in the batch.

3. SMO Search. RECOVER is now free to select any drug pairs of interest for testing, with the requirement that any single drug may be selected no more than 5 times (to avoid oversampling and depletion of chemical stock). Three such rounds have been performed in this manner.

The search space was constructed as follows. The NCI-ALMANAC includes 95 unique drugs that were employed in combinations tested on the MCF7 cell line, see grey area in Figure 4B. We chose to de-prioritise drugs without a well-characterised mechanism of action (MoA) to facilitate biological interpretation and validation of the results, see light blue area in Figure 4B. To achieve this, drugs in NCI-ALMANAC were annotated with known targets extracted from the ChEMBL drug mechanism table: 54 drugs matched with at least one known target were thus selected. An additional 54 drugs were selected by clustering drugs with known MoA that are included in the DrugComb [22] database but not in NCI-ALMANAC, see Appendix A4 for details. Hence, a search space including a total of 2,916 drug combinations was obtained, see the white area in Figure 4B. In Figure 4A, we illustrate the pairs of drugs selected in each round of experiments.

We now evaluate both the synergy scores of the drug combinations selected and the underlying accuracy of the model. In Figure 4C, we plot the cumulative density function of each experimental round. We note that the mean synergy score significantly increases between the first and the third round (t-test, p < 0.05); this trend further continues by the fifth round (t-test, p < 10^{-5}). Moreover, the distribution starts developing a heavier tail towards high max Bliss synergy scores. This emergent heavy tail already appears significant when comparing the distribution in the first SMO Search round to the background distribution of synergy scores in NCI-ALMANAC (Kolmogorov–Smirnov test, p < 0.025), see Figure S2C. Finally, the highest max Bliss synergy score observed increases between rounds until the second SMO Search round, whereby the behaviour appears to have saturated.
Figure 4: Prospective use of RECOVER for in vitro evaluation. (A.) Network plot indicating which pairs of drugs were identified at each round, line colour represents synergy. (B.) Heatmap representing drug combinations used during: pretraining (NCI-ALMANAC), in the five subsequent experiment rounds, and combinations excluded from the analysis. Drug combinations which were not available for pretraining or were not selected for experiments are represented in white. (C.) Cumulative density plot of max Bliss synergy score for each experimental round; (inset) box plot representation and calibration round details. (D.) Predicted versus actual plot for max Bliss synergy score and (inset) the explained variance is plotted for each experimental round.
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In Figure 4D, we plot the predicted versus actual plot of the max Bliss synergy score. Here, the point size in the scatter plot is inversely proportional to the model uncertainty, therefore we display confident predictions as large points and vice versa. As expected, more confident predictions are closer to the y = x line. Less confident predictions are associated with larger max Bliss synergy scores. Moreover, we systematically underestimate the measured max Bliss synergy score (more points far above y = x line); this intuitively makes sense as we are trying to identify highly synergistic drug combinations that are not within our training dataset. Figure 4D (inset) displays the increase in (weighted) explained variance from one round to the next; weights are chosen to be the reciprocal of the model uncertainty. We find that initially the explained variance is negative, i.e., our model has no predictive power. However, as the experiments continue, a positive trend emerges such that we have a small amount of predictive power by the end of the experiments.

This increase in the synergy of queried combinations from one round to the next demonstrated in Figure 4C is expected and can be attributed to two factors. First, we needed to adapt the model to predict in a new experimental setting. From the Study Transfer Task in Figure S5, we know this would otherwise be an impossible task and thus motivates the Calibration round. After the Calibration round, one expects that the systematic biases learnt by the model during pretraining are minimised. At this point, the model is in a scenario akin to task (ii) in Figure 3. Second, we can improve performance further by enforcing that (almost) all drugs have been evaluated at some point, which subsequently motivated the Diversity round. Thereafter, the model is free to optimise during the SMO rounds to the extent that it is able to, leveraging model predictions and model uncertainties. In fact, due to activity cliff effects [26], there are likely fundamental limits on quantifying the relationship between model uncertainty and model error; we perform a preliminary investigation of this phenomena in Appendix B.5. From our prospective use of RECOVER, we not only discover highly synergistic drug combinations, but also demonstrate that high predictive power is not strictly necessary to identify synergistic drug combinations.

2.4 Discovery and rediscovery of novel synergistic drug combinations

In Figure S3, we plot the Bliss synergy dose-response matrices for the 12 most synergistic drug combinations (from ~150 tested) with Alfacalcidol and Crizotinib achieving a max Bliss score above 90. Of note, we rapidly discover drug combinations with similar mechanisms and efficacy to those already in clinical trials. Namely, within the first SMO search round we found: (a.) Alisertib & Pazopanib, and (b.) Flumatinib & Mitoxantrone. The concentration intervals for the drugs used in both drug combinations that show synergy as determined from the Bliss matrices in Figure S4 are in range of therapeutically relevant plasma concentrations [27, 28], or as observed in in vivo animal experiments (Flumatinib) [29].

Pazopanib inhibits angiogenesis through targeting a range of kinases including vascular endothelial growth factor receptor (VEGFR), platelet-derived growth factor receptor (PDGFR), c-KIT and fibroblast growth factor receptors (FGFR); in contrast Alisertib is a highly selective inhibitor of mitotic Aurora A kinase. Synergism between the two agents is hypothesised to be linked to the observation that mitosis-targeting agents also demonstrate antiangiogenic effects. In an independent study, the combination of Alisertib & Pazopanib has successfully completed phase 1b clinical trials for advanced solid tumours [27]. The combination of Flumatinib and Mitoxantrone appears to be linked to a similar mechanism, but does not seem to have been studied in the biomedical literature. Whilst Flumatinib is a tyrosine kinase inhibitor targeting Bcr-Abl, PDGFR and c-KIT, Mitoxantrone is a Type II topoisomerase inhibitor.

2.5 RECOVER drug embeddings capture both structural and biological information

To get a better insight into the drug embeddings learnt by RECOVER, we report uniform manifold approximation and projection (UMAP) visualizations of the drug embeddings generated by the single drug module in Figure 5. The colour of each point is chosen by applying principal component analysis (PCA) to the binary matrix of drug-targets and scaling the first 3 dimensions into an RGB triplet; high transparency indicates drugs with a PCA target profile close to the average PCA target profile (calculated over all drugs). In short, the position of the points indicates what RECOVER has learnt about the drugs, and the colour represents information known about drug mechanisms from other databases not used in the training procedure.

We note that the RECOVER model does not use information on drug targets, however drugs with similar colours are located within similar areas of UMAP space. We also observe broad sensible patterns in UMAP space based on structure, for example, most kinase inhibitors (with the -ib suffix) appear in the upper left hand of the UMAP. Moreover, drugs with similar mechanisms tend to be co-located, for example, see structurally diverse DNA-targeting agents in the bottom right of the UMAP. As a counterpoint, we observe that agents with either: mixed agonist/antagonist profiles, including selective estrogen receptor modulators (SERMS); or targeting genes through indirect mechanisms, including mammalian target of rapamycin (mTOR), lead to less structured patterns in UMAP space. We believe this is a highly novel observation, and suggests that were this screen to be scaled to a larger library of small molecules, one may be able to group diverse structures into common biological mechanisms.

3 DISCUSSION

Drug combinations can achieve benefits unattainable by monotherapies and are routinely investigated within clinical trials (e.g., PD-1/PD-L1 inhibitors combined with other agents [30]), and utilised within clinical practice (e.g., antiretroviral treatment of HIV where between 3-4 agents may be used [31]). To this end, we have presented the SMO toolbox RECOVER for drug combination identification. We showcase a general methodology, consisting of careful analysis of the properties of our machine learning pipeline in such as its out-of-distribution generalization capacities — to help us design key aspects of our prospective experiments, to eventually ensure a smooth and successful interaction between the SMO pipeline and the wet lab. Highly synergistic drug combinations have been identified and the resulting learnt embeddings appear to capture both structural and biological information. We provide commentary
We note the considerable difficulties of working with publicly available datasets with discrepancies in the data generation process. Inconsistent media between multiple labs, the presence of spontaneous mutations within immortalised in vitro models, and differences in experimental protocols limit ease of data integration between laboratories [32]. In particular, systematic biases limit generalisability of model predictions to subsequent prospective experiments. Within oncology, protein coding mutations may drive resistance to any one chemotherapeutic agent, but also large scale gene dosing changes from non-coding mutations [33], copy number variation [34] and aneuploidy [35]. These issues have been somewhat alleviated through careful choice of metric to optimise (max pooled Bliss synergy scores) and only using publicly available data for pretraining (when compared to using this data for prediction without adaptation).

From a computational perspective, we experimented with a range of more complicated models. For example, we considered using graph neural networks to model biomolecular interactions [36], which have numerous benefits including greater biological interpretability and incorporation of prior knowledge, namely drug–target and protein–protein interactions. However, these models only resulted in marginal increases in performance whilst requiring substantially more computational resources. We believe that the limited diversity of the dataset and the simplicity of the task, a one dimensional regression, did not allow these more advanced approaches to reach their full potential. Therefore, we prioritised a framework that could be run quickly for rapid turnaround of recommendations for experimental testing.

When considering a SMO setting, we are required to collapse highly complex information into a single number to be optimised (i.e., a synergy score). Whilst there is opportunity to improve choices of metric (synergy scores may not reflect absolute cell viability), assay readouts that better characterise cell state (compared to cell viability) may provide a stronger starting point. In particular, an omic readout, through transcriptomics [37] and/or single cell profiling [38, 39]; and high content imaging [40] provide a much higher dimensional measurement of cell state. Furthermore, derived properties from these readouts may be more interpretable, e.g., pathway activation [41] or extracellular signalling [42]. Remarkably, even while only using cell viability as a readout, we achieved significant progress in identifying novel synergistic drug combinations.

From the systematic screen by Jaak et al. [43], they conclude that: synergy between drugs is rare and highly context-dependent. RECOVER provides a means to identify such synergies while requiring substantially less screening than an exhaustive evaluation; thus we expect RECOVER and similar such systems may have a role to play when addressing novel emergent infectious disease such as the COVID-19 pandemic.
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A METHODS

A.1 Model description

We frame the problem of pairwise drug synergy prediction as a regression task \((\{a, b\}, s)\): given a pair of drugs \(a, b\), we aim to predict their (pooled) level of synergy, \(s\). Our proposed architecture is an end-to-end framework trained with a mean square error (MSE) criterion.

Our model can be decomposed into two modules. First, a single drug module, \(E\), which produces representations (or embeddings) for the drugs based on their chemical structure information. The embeddings from a pair of drugs are used as input to the combination module \(P\), which directly estimates the synergy score; see Figure S1.

Further, uncertainty estimation methods are used in order to estimate the predictive distribution of synergies \(p(s|\{a, b\})\) for each drug pair \((a, b)\), as opposed to a point estimate. The predictive distributions of drug pairs are given as input to an acquisition function in order to decide which combinations should be tested in vitro, balancing between combinations that are informative, i.e., that can reduce the generalization error of the model later on, and combinations that are likely to be synergistic.

A.1.1 Single drug module. Let \(X_D \in \mathbb{R}^{n_D \times l_D}\) denote the matrix of drug features, where \(n_D\) is the number of drugs in \(D\) and \(l_D\) corresponds to the number of raw features that describe each drug. Drug features used in this work include molecular fingerprints [10] and one-hot encoding of the drugs.

The single drug module can be written as a function \(E : D \rightarrow \mathbb{R}^{k_D}\) where \(k_D\) corresponds to the dimension of the output vector representation (or embedding) of each drug. Our single drug module is a simple multi-layer perceptron (MLP) that takes raw features of drugs as input and outputs an updated vector representation. This MLP can be conditioned on cell line as described in Appendix A.1.3.

A.1.2 Combination module. Given a set of drugs \(D\), the combination module corresponds to a function \(P : \binom{D}{2} \rightarrow \mathbb{R}\) that maps a pair of drugs to their Bliss synergy score. We remark first that \(P\) should be agnostic to the order of the two drugs. Hence, the first operation of \(P\) correspond to a permutation invariant function – such as element-wise sum, mean, or max operations – applied to the two vector representations corresponding to each drug. In this work, we use a bilinear operation defined by a tensor \(B \in \mathbb{R}^{k_D \times k_D \times k}\), where \(k\) is a hyperparameter corresponding to the dimension of the vector representation of a drug combination. To ensure permutation invariance, we enforce that every slice across the third dimension (denoted as \(B_1\)), is a symmetric matrix. Note that we do not enforce \(B_1\) to be positive definite, hence \(B_1\) does not necessarily define a scalar product. The output of this permutation invariant function is fed to an MLP that outputs the predicted synergy for the pair of drugs. Again, the MLP can be conditioned on cell lines, see Appendix A.1.3.

A.1.3 Cell line conditioning. As a drug effect is context dependent, the synergy of a combination of two drugs can be different in experiments using different cell lines. To account for the cell line in our model we condition upon it using FiLM [44]. In essence, the FiLM approach learns an affine transformation of the activation of each neuron in the MLP.

We denote the matrix of cell line features by \(X_C \in \mathbb{R}^{n_C \times l_C}\), with \(C\) the set of cell lines, \(n_C\) corresponding to the number of cell lines in \(C\) and \(l_C\) giving the number of raw features for each cell line.

The feature representation of the cell line is either based on a one-hot encoding, or on information about mutations and basal level of gene expression. The former approach relies on having data for each cell line in the training set and cannot generalise to new cell lines. The second approach makes use of features that represent cell lines as described in Appendix A.4.

Figure S1: Overview of the RECOVER model. Drug representations are fed into the Single drug module which is composed of an MLP which can be conditioned on cell line. Given two drug embeddings, the synergy is predicted using the Combination module, composed of a bilinear operation followed by an MLP. The Combination MLP can be conditioned on cell line as well.
A.2 Searching the space of drug combinations

A.2.1 Uncertainty estimation. Estimating the uncertainty of the predictions is a key step towards providing reliable recommendations as well as driving the exploration with SMO. For this purpose, we use a common uncertainty estimation method: deep ensembles [45]. Given an ensemble of models which differ only in the initialization of the parameters, the predictions of the different models are considered as samples from the predictive distribution. In this work, we define uncertainty as the standard deviation of the predictive distribution, and can be estimated from the standard deviation between the predictions of the different members of the ensemble. Unless specified otherwise, we use a deep ensemble of size 5 as the uncertainty estimation method in our in silico experiments, and of size 36 for recommendation generation, as described in Appendix A.3.

Note that for completeness, we investigated other methods for uncertainty quantification in some of the in silico experiments, including direct estimation of the standard deviation of the predictive distribution — in a similar fashion to Direct Epistemic Uncertainty Prediction (DEUP) [46], see Appendix C.1 for more details.

A.2.2 Sequential model optimization. Sequential model optimization (SMO) aims at discovering an input $x^* \in \mathcal{X}$ maximizing an objective function $S$:

$$x^* \in \arg \max_{x \in \mathcal{X}} S(x). \quad (3)$$

The SMO approach consists in tackling this problem by iteratively querying the objective function $S$ in order to find a maximizer $x^*$ in a minimal number of steps. At each step $t$, the dataset is augmented such that $\mathcal{D}_t$ contains all the inputs that have already been acquired at time $t$. The dataset $\mathcal{D}_t$ is then used to find the next query $x^{(t+1)}$. In the context of drug combinations, $x$ corresponds to a pair of drugs, and the objective function $S$ corresponds to the synergy score.

SMO has been prospectively applied to: optimize the production of proteins in cell free systems [47]; determine gene functions in yeast [48]; enhance the production of fine chemicals in Escherichia coli [49]; and to identify inhibitors of Mycobacterium tuberculosis growth [50].

In what follows, $f$ refers to an estimator of the objective function $S$. One may notice that several properties of the potential queries $x^{(t)}$ should be taken into account. One would like to find an $x^{(t)}$ that would be informative to acquire (i.e., the uncertainty at $x^{(t)}$ is high) in order to obtain a reliable estimator of the objective function early on. On the other hand, one would like to find an $x^{(t)}$ that is a good guess in the sense that $f(x^{(t)})$ is close to the expected maximum $\max_{x \in \mathcal{X}} f(x)$. Looking for queries which are informative is referred to as exploration while looking for queries which are expected to maximize the objective function is called exploitation.

The key challenge of SMO is to balance between exploration and exploitation. This is typically achieved by designing an acquisition function (or strategy) $\alpha$ which defines a score on the space of inputs $\mathcal{X}$ and takes into account both the expected $f(x)$ and an estimate of the uncertainty at $x$. The input which maximizes the score $\alpha$ is chosen as the next query. An overview of the SMO approach is presented in Algorithm 1.

![Algorithm 1: Sequential model optimization](image)

In what follows, we assume that we have access to an estimate of the mean of the predictive distribution, $\hat{\mu}(x)$, as well as an estimate of the uncertainty $\hat{\sigma}(x)$. The key acquisition functions considered are detailed below.

Brute-force. $\alpha(x)$ corresponds to random noise, and therefore the drug combinations are selected at random.

Greedy. $\alpha(x) = \hat{\mu}(x)$. This acquisition function corresponds to pure exploitation whereby we select drug combinations with the highest predicted synergy.

Pure exploration. $\alpha(x) = \hat{\sigma}(x)$. This acquisition function corresponds to pure exploration. The strategy aims at labelling the most informative examples in order to reduce model uncertainty as fast as possible, and corresponds to the traditional strategy in Active Learning.

Upper confidence bound (UCB). $\alpha(x) = \mu(x) + \kappa \hat{\sigma}(x)$. This strategy balances between exploration and exploitation. $\kappa \in \mathbb{R}$ is a hyperparameter that is typically positive. Higher values of $\kappa$ give more importance to exploration.

Unless specified otherwise, in silico experiments involving SMO were performed using UCB with $\kappa = 1$.

In our synthetic SMO experiments, the model was reinitialized and trained from scratch on all visible data after each query. Whilst not designed for optimal computational efficiency, this procedure ensures that the model is not overfitting on examples that have been acquired early on.

A.3 Recommendation generation

In order to generate the recommendations for in vitro experiments, we trained 3 models using 3 different seeds on the NCI-ALMANAC study, restricting ourselves to samples from the MCF7 cell line. We refer to these 3 models as pretrained.

Afterwards, we fine-tune using prospectively generated data. More precisely, the weights of one of the pretrained models were loaded, and some additional training was performed on prospectively generated data only, using early stopping. This fine-tuning process was repeated with 12 different seeds for each pretrained model. The end result being that we obtain an ensemble of 36 fine-tuned models in total.
This ensemble was used to generate predictions ($\hat{\mu}, \hat{\sigma}$) for all candidate combinations. We then use UCB with $k = 1$ to obtain a score according to which all candidates were ranked.

### A.4 Dataset processing

Datasets have been pre-processed and normalized in a centralised data repository RESERVOIR. The repository unifies data around biologically relevant molecules and their interactions. Pre-processing and normalizing scripts are provided for traceability, and a Python API has been made available to facilitate access. Below, the major data types included are briefly described.

#### A.4.1 Drugs

Data on drugs and biologically active compounds has been extracted from ChEMBL [51], pre-processed and indexed with unique identifiers. A translation engine has been provided such that a compound can be translated to a unique identifier using generic or brand drug names, SMILES strings and Pubchem [52] CIDs.

#### A.4.2 Cell Line Features

Additionally, RESERVOIR retrieved cell line features from the Cancer Dependency Map [53]. These include genetic mutations, base level gene expression and metadata.

#### A.4.3 Drug combinations

Literature drug combination data was extracted from DrugComb version 1.5 [22]. Quality control was applied on the experiments in DrugComb. Only blocks (i.e. combination matrices) complying to the following criteria were selected: (a.) filter out erroneous blocks that show very low variance, specifically inhibition standard deviation $\leq 0.05$, (b.) filter out small blocks less than $3 \times 3$ dimensions, (c.) filter out blocks with extreme inhibition values, such that $5\% < \text{mean pooled growth inhibition} < 95\%$.

The dataset used for model pretraining and in silico experiments consists of 4463 data points relative to experiments on MCF7 cell line expressed as max Bliss which were reported in the Almanac study. These data correspond to 4271 unique drug combinations made up by 95 unique drugs.

The prediction set for experiment selection was built by taking 54 out of the 95 Almanac drugs for which a mode of action (MoA) was annotated in ChEMBL 25 [51]. An additional 54 drugs were obtained by clustering 719 drugs with known MoA that are included in DrugComb but are not part of Almanac. Clustering was performed with the $k$-medoids algorithm as implemented in scikit-learn 0.24.2 [54] ($n_{clusters}=54$, metric=Tanimoto similarity, init=$k$-medoids++), drugs were encoded by Morgan fingerprints with radius 2 and 1024 bits calculated with RDKit [55]. A representative compound for each cluster was obtained by taking the cluster centroid.

Three of the centroid drugs were replaced due to lack of availability from commercial vendors or due to poor reported solubility. Replacements for each of the three drugs were selected by taking the nearest analogue (evaluated by Tanimoto similarity) in the same cluster. 54 Almanac and 54 non-Almanac compounds thus selected were used to build a set of 2916 binary combinations made up by one Almanac and one non-Almanac compound.

---

1. see http://github.com/RECOVERcoalition/RESERVOIR
Supplementary Figures

Figure S2: Model performance was evaluated on synergy data from the NCI-ALMANAC viability screen [25] for the MCF7 cell line. After quality control, synergy scores could be computed for 4271 unique drug pairs. (A.) Distribution of dose-response matrix dimensions. (B.) Distribution of clinical phases of the considered 95 distinct drugs. (C.) Synergy scores for each drug-pair. White squares indicate missing or removed (low-quality) dose-response matrices. (D.) Histogram of average synergy scores for each drug computed across all drug pairs recorded. (E.) Scatter plot across 783 (drug-pair, cell line) tuples found in both NCI-ALMANAC and O’Neil 2016 [24].
Figure S3: Bliss synergy dose response plots the top 12 synergistic drug combinations (excluding drug combos found in Figure S4).
Figure S4: Bliss synergy dose response plots for two drug combinations discovered within the SMO Search 1 round: (A.) Alisertib & Pazopanib and (B.) Flumatinib & Mitoxantrone.
RECOVER: sequential model optimization for combination drug repurposing

**SUPPLEMENTARY INFORMATION**

**B MODEL DEVELOPMENT AND EVALUATION**

We investigated various aspects of the performance of RECOVER for the prediction of Bliss synergy scores. All results presented in this section have been computed on the NCI-ALMANAC study restricted to the MCF7 cell line. Combinations are split randomly into training/validation/test (70%/20%/10%). We restrict ourselves to MCF7 for consistency with prospective in vitro experiments.

**B.1 Benchmarking of RECOVER on several out-of-distribution tasks**

In order to understand the out-of-distribution abilities of RECOVER as well as several other models, we evaluate a series of models on six different tasks, described in Figures 3A and S5A. Validation and test metrics are reported in Table 1. Test performance can further be visualized in Figure 3B and C, as well as Figure S5B and C.

|                           | (i) Default | (ii) One unseen drug | (iii) Two unseen drugs | (iv) Multi Cell Line | (v) Cell Line Transfer | (vi) Study Transfer |
|---------------------------|-------------|----------------------|------------------------|----------------------|------------------------|---------------------|
| **Linear SVM**            |             |                      |                        |                      |                        |                     |
|                          | $g^2$       |                      |                        |                      |                        |                     |
| Valid                    | 0.257 ± 0.005 | 0.221 ± 0.040 | 0.228 ± 0.035 | 0.157 ± 0.051 | 0.142 ± 0.020 | 0.153 ± 0.013 |
| Test                     | 0.171 ± 0.006 | 0.167 ± 0.005 | 0.026 ± 0.008 | 0.151 ± 0.003 | 0.189 ± 0.003 | 0.005 ± 0.001 |
| **Spearman r**           |             |                      |                        |                      |                        |                     |
| Valid                    | 0.493 ± 0.014 | 0.440 ± 0.024 | 0.455 ± 0.045 | 0.371 ± 0.011 | 0.373 ± 0.007 | 0.421 ± 0.009 |
| Test                     | 0.453 ± 0.004 | 0.333 ± 0.002 | 0.106 ± 0.015 | 0.308 ± 0.003 | 0.344 ± 0.002 | 0.104 ± 0.004 |
| **Gradient Boosting Trees** |             |                      |                        |                      |                        |                     |
|                          | $g^2$       |                      |                        |                      |                        |                     |
| Valid                    | 0.276 ± 0.022 | 0.320 ± 0.084 | 0.273 ± 0.065 | 0.294 ± 0.056 | 0.310 ± 0.014 | 0.311 ± 0.006 |
| Test                     | 0.172 ± 0.002 | 0.184 ± 0.011 | 0.024 ± 0.002 | 0.212 ± 0.008 | 0.383 ± 0.017 | 0.001 ± 0.001 |
| **DeepSynergy**          |             |                      |                        |                      |                        |                     |
|                          | $g^2$       |                      |                        |                      |                        |                     |
| Valid                    | 0.484 ± 0.033 | 0.475 ± 0.042 | 0.420 ± 0.022 | 0.474 ± 0.010 | 0.507 ± 0.008 | 0.580 ± 0.010 |
| Test                     | 0.459 ± 0.001 | 0.362 ± 0.002 | 0.137 ± 0.015 | 0.370 ± 0.023 | 0.406 ± 0.015 | 0.044 ± 0.001 |
| **RECOVER (no invariance)** |             |                      |                        |                      |                        |                     |
|                          | $g^2$       |                      |                        |                      |                        |                     |
| Valid                    | 0.329 ± 0.034 | 0.283 ± 0.079 | 0.356 ± 0.111 | 0.393 ± 0.015 | 0.366 ± 0.011 | 0.378 ± 0.021 |
| Test                     | 0.144 ± 0.025 | 0.170 ± 0.012 | 0.059 ± 0.003 | 0.305 ± 0.012 | 0.399 ± 0.010 | 0.004 ± 0.002 |
| **RECOVER (shuffled labels)** |             |                      |                        |                      |                        |                     |
|                          | $g^2$       |                      |                        |                      |                        |                     |
| Valid                    | 0.332 ± 0.074 | 0.275 ± 0.064 | 0.330 ± 0.123 | 0.361 ± 0.057 | 0.301 ± 0.017 | 0.358 ± 0.032 |
| Test                     | 0.208 ± 0.001 | 0.195 ± 0.008 | 0.043 ± 0.005 | 0.206 ± 0.037 | 0.380 ± 0.025 | 0.001 ± 0.001 |
| **RECOVER (full)**       |             |                      |                        |                      |                        |                     |
|                          | $g^2$       |                      |                        |                      |                        |                     |
| Valid                    | 0.457 ± 0.036 | 0.491 ± 0.001 | 0.515 ± 0.015 | 0.504 ± 0.009 | 0.297 ± 0.023 | 0.625 ± 0.008 |
| Test                     | 0.437 ± 0.003 | 0.329 ± 0.006 | 0.145 ± 0.023 | 0.458 ± 0.011 | 0.386 ± 0.031 | 0.044 ± 0.021 |

Table 1: Performance of RECOVER and baselines for the different tasks, as detailed in Figure 3 and Figure S5. Standard deviation computed over 3 seeds.

For this evaluation, the hyperparameters of RECOVER have been optimized (on the validation set of the default task) within the following set of values. Because it was not tractable to perform a grid search over all possible values at once, hyperparameters have been optimized one at a time in an iterative way. The set of parameters that yielded best performance is highlighted, and used for all following experiments (both in silico and in vitro experiments):

- **Learning rate:** [1 × 10⁻¹, 1 × 10⁻², 1 × 10⁻³, 1 × 10⁻⁴, 1 × 10⁻⁵, 1 × 10⁻⁶]
- **Batch size:** [16, 32, 64, 128, 256]
- **Weight decay:** [1, 1 × 10⁻¹, 1 × 10⁻², 1 × 10⁻³, 1 × 10⁻⁴, 1 × 10⁻⁵, 1 × 10⁻⁶, 0]
- **Morgan fingerprint radius:** [2, 3, 4, 5]
- **Morgan fingerprint dimension:** [1024, 2048]
- **Output dimension of the single drug MLP:** [16, 32, 64, 128, 256]
- **Dimension(s) of the hidden layer(s) of the single drug MLP:** [[512], [256], [1024], [2048], [4096], [1024, 1024], [1024, 1024, 1024], [1024, 512], [1024, 512, 256]]
- **Dimension(s) of the hidden layer(s) of the combination MLP:** [[32], [64], [128], [256], [64, 16], [64, 32], [64, 64]]

Depending on the task at hand, the model configuration will differ slightly. For all tasks (excluding task (iii.)), the drug feature representations consists of the Morgan fingerprints [56] concatenated with a one-hot encoding specifying the identity of drug. For task (iii.), only the Morgan fingerprint is used. When several cell lines are available, the RECOVER model is conditioned on cell lines using feature-wise linear modulation (FiLM) [44], see Appendix A.1.3. The cell line features are either a one-hot encoding of the cell line for tasks (iv.) and (vi.), or some information about mutations and basal level of mRNA gene expression for task (v.).

We will now describe a few baseline models and how their hyperparameters have been optimized. A grid search has been performed to optimize the hyperparameters of the Gradient Boosting Trees baseline model. The number of trees was set to 100. The set of parameters that yielded best performance is highlighted:

- **Maximum tree depth:** [2, 5, 10, 20]
(iv.) Multi cell line

(v.) Cell line transfer

(vi.) Study transfer

Figure S5: (A.) Overview of the different tasks on which RECOVER has been evaluated. Each task corresponds to a different way to split the training, validation and test sets, and aims at evaluating a specific generalization ability of the model. For tasks (i.) to (iii.), see Figure 3 (iv.) Multi Cell Line. All cell lines are used for training and validation, but the test set is restricted to the MCF7 cell line. If a combination is part of the test set, it is never used in the training and validation sets, regardless of cell line. Training/validation split is consistent across cell lines. Proportions (70%/20%/10%) (v.) Cell Line Transfer. The test set consists of all examples corresponding to the MCF7 cell line. Other cell lines are randomly assigned to training/validation (80%/20%). A given combination can appear in both training and test sets (vi.) Study Transfer. The O’Neil 2016 study [24] is used to generate the training and validation sets. All overlapping cell lines are used. The test set is generated using NCI-ALMANAC and restricted to combinations for which both drugs also appear in the O’Neil study. If a combination is part of the test set, it is excluded from training and validation sets, regardless of cell line. (B.) and (C.) Performance of RECOVER and other models for the three different tasks. Standard deviation computed over 3 seeds.

- Minimum number of samples to split a node: [2, 5, 10, 20, 50]
- Learning rate: [0.0001, 0.001, 0.01, 0.1, 1]
- Maximum feature: [all, \( \sqrt{\text{total number of features}} \), \( \log_2(\text{total number of features}) \)]

Similarly, a grid search has been performed for the Linear SVM baseline model:
- Tolerance for stopping criterion: \([1 \times 10^{-1}, 1 \times 10^{-2}, 1 \times 10^{-3}, 1 \times 10^{-4}, 1 \times 10^{-5}]\)
- Regularization C: [0.0001, 0.001, 0.01, 0.1, 1, 10]

Moreover, we compare against DeepSynergy [18], which is a deep learning based approach. We replicated the original model, more precisely:
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- Cell line features and drug features (described in Subsection A.4) were given as input (for all tasks).
- Normalization: Input features’ mean and standard deviation were set to (0, 1), followed by a tanh normalization.
- The architecture from the original paper was used (two hidden layers of dimension 8182 and 4096), with input dropout ($p = 0.2$) and layer dropout ($p = 0.5$).
- The final prediction is the average of two predictions made from $(d_1, d_2)$ and $(d_2, d_1)$ where $d_1$ and $d_2$ are the two drugs in the combination.

Finally, we evaluate two variants of RECOVER. In RECOVER (no invariance), the two drug embeddings (outputs of the single drug MLP) are concatenated and directly fed into the combination MLP, instead of first being fed into the invariance module. In RECOVER (shuffled labels), prior to training, drug features are randomly permuted such that each drug gets represented by the features of another drug. A similar procedure is applied to cell line features when they are used, c.f. tasks (iv.) to (vi.).

We will now briefly comment the results of the benchmarking study. RECOVER outperforms baseline models in terms of $R^2$ and Spearman correlation metrics on the Default task (i.). RECOVER (shuffled labels) performs well compared to other models on the default task, multi cell line task, cell line transfer task and study transfer task. In these cases, the information contained in drug fingerprints and cell line features only provides a limited gain in performance, thus merely knowing the identity of the drugs is sufficient. We further confirmed in Appendix B.2 that drug structure information only provided a minimal increase in performance on the default task.

In task (iii.) we note a considerable drop in performance when compared to task (i.) for all models alike, demonstrating that RECOVER will have markedly reduced performance when attempting to predict the synergy of drug combinations in which both drugs have not been observed in earlier experiments. The results pertaining to tasks (iv.) and (v.) demonstrate that leveraging experiments from other cell lines does provide a benefit when compared to the performance from task (i.), although the effect is most significant when the specific drug combination in question has been seen in other cell lines, i.e., task (v.). For completion, we confirm the significant batch effects between the NCI-ALMANAC and the O’Neil 2016 studies render using the same model parameters for both studies impossible — notice task (vi.) performing at the level of randomness and Figure S2E.

### B.2 Feature importance study

Through investigation of different drug features, we find a large proportion of the performance of RECOVER can be achieved given the identity of the drugs alone, and that structural information allows for a slight increase in performance. As shown in Table 2, the performance of the model is similar whether the one hot encoding of the drug or its Morgan fingerprint is used as input. We notice a slight improvement when using both feature types together. Note that the number of parameters of the model is always the same regardless of the type of feature provided as input. When a feature type is not used, the corresponding part of the drug feature vector is set to zero without changing the underlying dimension.

|                | $R^2$       | Spearman corr. |
|----------------|-------------|----------------|
| RECOVER (fingerprint + one hot) | 0.242 ± 0.006 | 0.466 ± 0.007 |
| RECOVER (fingerprint)          | 0.232 ± 0.007 | 0.458 ± 0.010 |
| RECOVER (one hot)             | 0.230 ± 0.029 | 0.449 ± 0.017 |

Table 2: Feature importance study for the prediction of max Bliss score on the MCF7 cell line. Standard deviation computed over 3 seeds.

### B.3 Upper bounds on model performance

We investigate RECOVER performance with regards to Spearman correlation and $R^2$. Whilst predictive power appears modest, we are still able to identify highly synergistic drug combinations in simulated SMO experiments, see Appendix B.4. Several aspects that may limit predictive power: experimental noise, and nonuniformity of maximum Bliss synergy scores.

In Figure S2C, we note most data points are close to zero, with some examples very far from the mean, i.e., the examples of interest. As an example, let us consider the case of Spearman correlation. Given that the observations are noisy, the observed rank among synergies might be corrupted compared to the true ordering — especially in the region close to zero where the density of examples is very high.

The non-uniformity of synergy scores leads to some difficulties in evaluating fairly the performance of RECOVER. For example, the positive tail of the distribution, which is the region of interest, represent a very small percentage of the total number of examples and thus have a little effect on the value of the aggregated statistic.

In order to get a better understanding of the performance of our model, we compare the reported aggregated statistics to an upper bound which takes into account the presence of noise in the observations in addition to the distribution of synergy scores.

**Evaluating the level of noise.** Consider all replicates from the NCI-ALMANAC study. Two examples are considered replicates when the same pair of drugs has been tested on the same cell line. We found 1960 triplets ({$d_{\text{drug1}}, d_{\text{drug2}}$, cell line}) that had been tested several times. For each triplet, we computed the standard deviation of the maximum Bliss score across the replicates. We refer to this as the level of noise for a given triplet. We then computed the average level of noise $\bar{\eta}$ across all triplets.
Estimating upper bounds. Given an average level of noise \( \eta \) and the distribution of synergy scores in NCI-ALMANAC, we simulated a noisy acquisition process as follows: the synergies from NCI-ALMANAC were considered as the true synergies, and noisy observations were obtained by corrupting the true synergies with some Gaussian noise \( N(0, \eta^2) \). We then considered a perfect regression model which fits the noisy observations exactly, and evaluated its performance on the true synergies. Upper bounds are defined by the performance of this perfect regression model.

Upper bounds have been computed for \( R^2 \) and Spearman correlation using various levels of noise and are reported in Figure S6. We see that the noisy acquisition process alone leads to significant limitations in the performance that can be reached. While there is still room for improvement, the performance of RECOVER is reasonably close to the hypothetical maximum. For example, RECOVER achieves 0.47 Spearman correlation, while the highest achievable Spearman correlation is estimated to be 0.64.

![Figure S6](image)

**Figure S6:** Comparison of the performance of RECOVER with upper bounds that take into account the level of noise in the data, and the non uniform distribution of synergies: (A.) \( R^2 \) value, (B.) Spearman correlation. The upper bound, shown in blue, is a function of the level of noise. The standard deviation for the upper bound is lower than \( 10^{-3} \) for both statistics (estimated over 3 seeds). The estimated level of noise in our dataset is shown in green. The performance of RECOVER as well as its standard error are shown in red.

### B.4 Performance analysis on the tail of the distribution of synergies

We now show that RECOVER achieves good performance on the positive tail of the distribution of synergies, which is necessary to successfully identify highly synergistic combinations within a SMO setting.

Given a model trained on NCI-ALMANAC, we query the top \( k \) combinations with highest predicted synergy within the test set, and compute the percentage of combinations which are truly synergistic (arbitrarily defined by a maximum Bliss synergy score of above 30) within queried examples. We refer to \( k \) as the size of the query. In Figure S7, we report the percentage of synergistic combinations as a function of the size of the query. The percentage of synergistic combinations is superior to the proportion in the whole test set, meaning that the model performs far beyond the level of randomness. For instance, with a query size of 30, we observe a \( \sim 5 \)-fold enrichment in synergistic combinations. However, this enrichment decreases with the size of the query.
Figure S7: Percentage of highly synergistic combinations (synergy score > 30) in queried combinations using RECOVER as a function of the size of the query. Shaded area corresponds to the standard deviation computed over 3 seeds.
B.5 Analysis of the relationship between drug similarity, model uncertainty, and model error

Figure S8: Uncertainty of RECOVER (lower left triangle) and mean square error (upper right triangle). The magenta square corresponds to the training-validation set. The part of the matrix outside of the magenta square corresponds to the test set, which can be subdivided into two parts: combinations where one of the drugs has been seen during training (cyan rectangles), and combinations where none of the drugs have been seen during training (light green square). The ordering of the drugs is based on a hierarchical clustering wherein distances between drugs are derived from their Tanimoto similarities. The color map is on a logarithmic scale, both for model error and for model uncertainty. White entries correspond to combinations absent from the dataset.
Figure S9: Errors made by the RECOVER model as a function of its log-uncertainty. Color corresponds to the dataset split to which the combination belongs.

To help build intuition for the relationship between drug similarity, model uncertainty and model accuracy, we provide some additional results using RECOVER trained on combinations from the ALMANAC database (data pertaining to the MCF7 cell line).

In Figure S8, we report both model uncertainty (lower left triangle) and mean square error (upper right triangle). Uncertainty is estimated using an ensemble of 20 models. The ordering of the drugs is based on a hierarchical clustering wherein distances between drugs are derived from their Tanimoto similarities. Therefore, the ordering of lines and columns is based on drug structures. Clustering is performed separately for drugs contained within the training/validation set and drugs contained within the test set.

We observe that there is some local consistency in the values of model uncertainty, suggesting that the model is confident in some regions of chemical space, and less confident in other regions of the chemical space. Moreover, we observe columns and rows of high uncertainty, meaning that the model is less confident about specific drugs (regardless of the other drug found in the combination). On average, uncertainty is lowest on the training-validation set, and highest on combinations where neither of the drugs have been seen, c.f. marginal distributions of log-uncertainties in Figure S9 (top). Moreover, large model errors seem to preferentially occur in regions of high uncertainty – as shown in Figure S9. Most importantly, large errors never occur when model is confident (low uncertainty), c.f. absence of points in the upper left part of Figure S9. Furthermore, logged model errors and logged uncertainties are weakly positively correlated (0.22 on the Training+Validation split, 0.29 on the One unseen drug split, and 0.14 on the Two unseen drugs split).

The modeling of structure-activity relationships (SAR) is an extremely difficult task when considering emergent complex phenotypes (e.g., cell death) due to the presence of cliff effects, i.e. there are superficially similar molecules with similar properties, and others with divergent properties. We note that this is such a challenging problem for machine learning that it undoubtedly deserves standalone research without the complicating factor of studying pairs of drugs.

C IN SILICO SEQUENTIAL MODEL OPTIMIZATION

We benchmarked the SMO pipelines, whereby the model is shown a fraction of the full data set and can choose sample points to unblind. Our in silico experiments try to mirror as closely as possible the setting of the in vitro experiments. Therefore, unless specified otherwise, experiments are restricted to the MCF7 cell line and 30 combinations were acquired at a time using the same model as the one used to generate recommendations for the in vitro experiments. Uncertainty is estimated using a deep ensemble of size 5, unless stated otherwise.

C.1 Alternative uncertainty estimators: Direct Estimation

As deep ensembles are only one method for uncertainty quantification, we tested another approach: directly estimating the uncertainty in the style of DEUP [46]. Here, two models are initialized: the first one, denoted as the mean predictor, predicts the expected synergy $\hat{\mu}$ and is trained with Mean Square Error (MSE). The second model, denoted as the uncertainty predictor, outputs an estimate of the standard
deviation of the predictive distribution $\hat{\sigma}$ and is trained to minimize the following negative log-likelihood criterion:

$$NLL = \frac{\log(\hat{\sigma}^2)}{2} + \frac{(y - \hat{\mu})^2}{2\hat{\sigma}^2},$$

where $y$ is the ground truth variable of interest. This criterion allows us to get an estimator $\hat{\sigma}$ of the standard deviation of the predictive distribution for each combination: given the expected synergy $\hat{\mu}$ predicted by the mean predictor, and the actual observation $y$, we wish to find $\hat{\sigma}$ that maximizes the probability of $y$ assuming a predictive distribution of the form $N(\hat{\mu}, \hat{\sigma})$.

$$\log p(y|\hat{\mu}, \hat{\sigma}) = \log \left[ \frac{1}{\sqrt{2\pi\hat{\sigma}^2}} e^{-\frac{1}{2}(\frac{y - \hat{\mu}}{\hat{\sigma}})^2} \right]$$

$$= -\frac{1}{2} \log(2\pi) - \frac{1}{2} \log(\hat{\sigma}^2) - \frac{1}{2} \frac{(y - \hat{\mu})^2}{\hat{\sigma}^2}$$

Therefore, maximizing $\log p(y|\hat{\mu}, \hat{\sigma})$ w.r.t. $\hat{\sigma}$ is equivalent to minimizing the $NLL$ criterion presented in Equation 4. Note that only the uncertainty predictor is trained using this criterion. The mean predictor is trained using Mean Square Error (MSE) as we found experimentally that it was more stable. When fixing $\hat{\sigma} = 1$, $NLL$ corresponds to the MSE criterion.

### C.2 Backtesting RECOVER demonstrates efficient exploration of drug combination space

In order to simulate real-world interactions with the wet lab, we start with a set of 30 randomly chosen drug pairs that the pipeline is initially trained on, while the rest of the data is hidden from the pipeline. Hence, these combinations are always part of the visible set. We now perform an iteration: we split the visible set into a training and validation set (80/20), train the model using early stopping and then acquire 30 additional drug pairs from the hidden set. The entire procedure is repeated again with the new training set of 60 drug pairs (i.e., 30 + 30), and then with 90, and so on, until no more drug pairs are left to acquire from the hidden set. A range of methods can be used to generate recommendations for new drug pairs, typically as specified by an acquisition function [23]. The acquisition functions that we investigate are detailed in Appendix A.2.2.

We compare acquisition functions by the rate at which they unblind the set of top 1% of synergistic combinations in the NCI-ALMANAC dataset within each synthetic experimental round (or iteration). As shown in Figure S10A, Greedy acquisition and Upper Confidence Bound (UCB) acquisition, two model-based strategies, perform on par with each other and outperform the random strategy by a large margin. Both approaches discover 80% of the top 1% of synergistic drug pairs in approximately 15 iterations whereas the random strategy discovers less than 20% in the same number of iterations.

Figure S10B presents the average synergy among queried combinations at each iteration of the SMO pipeline. While the average synergy using random strategy is always approximately 10, model-based strategies query batches for which the average synergy can be up to 25. After approximately 15 iterations, the average synergy in the queries starts to decrease, as there are fewer highly synergistic combinations left to query.
RECOVER: sequential model optimization for combination drug repurposing

C.3 Transfer learning: O’Neil 2016 study to NCI-ALMANAC study

An important aspect of the SMO pipeline is its ability to leverage publicly available data in order to improve performance in a new experimental setting. To this end, we analyzed the impact of pretraining the model on the O’Neil database before simulating SMO experiments on a subset of the NCI-ALMANAC database.

While the out-of-distribution analysis presented in Table 1 showed that RECOVER does not generalize well to new experimental settings without adaptation, these experiments demonstrate, quite remarkably, that some latent knowledge can still be transferred from one experimental setting to another, resulting in increased performance in the latter setting.

As shown in Figure S11, the model pretrained on O’Neil outperforms the other model, initialized randomly. The model was first pretrained on the O’Neil study, thereafter, we simulated the SMO process on the subset of NCI-ALMANAC consisting of drug pairs for which at least one of the drugs was included in the O’Neil study. We compared against a model that had not been pretrained. All models are conditioned on cell line, and two different uncertainty estimation methods were tested.

In these experiments, we restricted ourselves to cell lines which were covered in both the O’Neil and NCI-ALMANAC studies. As the MCF7 cell line is not included in the O’Neil study, we could not restrict ourselves to MCF7 as usual. Instead, we performed SMO on all overlapping cell lines, resulting in a space of possible queries which is bigger than in other experiments where only MCF7 was used. This explains why the rate of discovery is slower in this case.

![Figure S11](image)

**Figure S11**: Effect of pretraining on the rate of discovery of highly synergistic combinations via a UCB acquisition function: (A.) Deep Ensemble, (B.) Direct Uncertainty Estimation. Evaluation performed on the subset of NCI-ALMANAC consisting of drug pairs for which at least one of the drugs is included in O’Neil. All overlapping cell lines were included. Shaded areas correspond to the standard deviation computed over 3 seeds.

C.4 Demonstration that an uncertainty driven strategy can outperform a greedy strategy

When trying to mirror as closely as possible the setting of the in vitro experiments, we did not notice any significant difference in performance between the two Model-based acquisition functions Greedy and UCB, as shown in Figure S10A. However, depending on the model set up, we can demonstrate that taking uncertainty into account to guide experiments can increase the performance of the pipeline over a naive Greedy acquisition strategy.

In the following, uncertainty was directly estimated using an DEUP-style uncertainty predictor, and the task is the prediction of the average Bliss synergy score (instead of maximum Bliss), which corresponds to the average over the dose-response matrix of the concentration specific Bliss scores. In the following, 5 combinations were acquired at a time, instead of 30.

As shown in Figure S12, UCB can outperform Greedy acquisition, demonstrating the value of taking uncertainty into account in the exploration strategy.
Figure S12: Comparison of acquisition functions through in silico SMO experiments. Prediction of the average Bliss synergy score. 5 combinations acquired at a time. Uncertainty estimated using direct uncertainty estimation. Shaded areas correspond to the standard deviation computed over 3 seeds.