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Abstract

Background: Clustering is a widely used technique for analysis of gene expression data. Most clustering methods group genes based on the distances, while few methods group genes according to the similarities of the distributions of the gene expression levels. Furthermore, as the biological annotation resources accumulated, an increasing number of genes have been annotated into functional categories. As a result, evaluating the performance of clustering methods in terms of the functional consistency of the resulting clusters is of great interest.

Results: In this paper, we proposed the WDCM (Weibull Distribution-based Clustering Method), a robust approach for clustering gene expression data, in which the gene expressions of individual genes are considered as the random variables following unique Weibull distributions. Our WDCM is based on the concept that the genes with similar expression profiles have similar distribution parameters, and thus the genes are clustered via the Weibull distribution parameters. We used the WDCM to cluster three cancer gene expression data sets from the lung cancer, B-cell follicular lymphoma and bladder carcinoma and obtained well-clustered results. We compared the performance of WDCM with k-means and Self Organizing Map (SOM) using functional annotation information given by the Gene Ontology (GO). The results showed that the functional annotation ratios of WDCM are higher than those of the other methods. We also utilized the external measure Adjusted Rand Index to validate the performance of the WDCM. The comparative results demonstrate that the WDCM provides the better clustering performance compared to k-means and SOM algorithms. The merit of the proposed WDCM is that it can be applied to cluster incomplete gene expression data without imputing the missing values. Moreover, the robustness of WDCM is also evaluated on the incomplete data sets.

Conclusions: The results demonstrate that our WDCM produces clusters with more consistent functional annotations than the other methods. The WDCM is also verified to be robust and is capable of clustering gene expression data containing a small quantity of missing values.
common clustering methods include k-means [12,13], hierarchical clustering [8], and Self Organizing Map (SOM) [14,15], and so on. Each method has its own strengths and weaknesses. The k-means is an important clustering algorithm which partitions n objects into k clusters in which each object belongs to the cluster with the nearest mean. In k-means clustering, the number of clusters k is an input parameter, and an inappropriate choice of k may yield poor clustering results. The main advantages of this algorithm are its simplicity and computational speed which allows it to run on large datasets, however, it does not yield the same result with each run, since the resulting clusters depend on the initial random assignments. Besides, it conducts poorly with overlapping clusters and is sensitive for noisy data. The hierarchical clustering aims to create a hierarchy of clusters which may be represented by a tree structure called a dendrogram. The root of the tree consists of a single cluster containing all objects, and the leaves correspond to individual objects. The hierarchical technique requires relatively smooth data and the clusters themselves need to be well defined. Like k-means method, noisy data strongly affect the resulting clusters. SOM is a type of artificial neural network that is trained using unsupervised learning to produce a two-dimensional, discretized representation of the input space of observations. It requires the geometry of nodes as input, and the nodes are mapped into two-dimensional space, initially at random, and then iteratively adjusted. SOM imposes the structure on data, with neighboring nodes tending to define related clusters. SOM has good computational properties and is suited to clustering of large data sets. One major drawback of this algorithm is the “boundary effect” of nodes on the edges of the network, which may lead to less effective clustering results. Besides, these clustering methods mentioned above require a complete data set as an input, and therefore those gene rows containing the missing values are either removed or imputed using an imputation method on the missing entries prior to clustering analysis. Removing the missing gene rows may result in omitting some important genes, such as the genes related to diseases, whereas the badly estimated missing values even changes the quality of data, which could influence the accuracy of clustering results.

In this article, we propose a Weibull distribution-based clustering method called WDCM. The assumption of this method is that the gene expression of each gene can be considered as a random variable following unique Weibull distribution [16], and that a group of genes tend to be clustered together if the Weibull distributions of gene expressions of these genes have similar distribution parameters. Here, we use the gene expression values of each gene to construct its corresponding Weibull distribution and then group these genes by clustering their corresponding distribution parameters.

The following sections of this paper are organized as ‘Results’, ‘Discussion and conclusion’ and ‘Methods’. In section ‘Results’, we first introduced three cancer gene expression data sets we used, and then visually demonstrated the clustering results obtained using the WDCM for the three data sets. Second, to assess the performance of the WDCM, we compared the functional consistency of the gene clusters produced by the WDCM to those of the k-means and SOM methods for the same data sets. We also used the external measure Adjusted Rand Index to establish the performance of the WDCM, and the comparisons with the other algorithms were conducted simultaneously. Finally, we tested the robustness of the WDCM on clustering the incomplete data sets. In section ‘Discussion and conclusion’, we first summarized the main work of this study, discussed the strength and limitation of the WDCM. In the end we briefly mentioned the improvement of the WDCM and the future study. In section ‘Methods’, we introduced the WDCM together with the algorithm used for clustering the Weibull distribution parameters, the functional consistency assessment method of the clustering result, and the external validation index Adjusted Rand Index of the clustering performance. Moreover, Robustness test of the WDCM on clustering the incomplete data set was also presented in this section.

Methods

In this section, the WDCM is described as follows: Given a m × n gene expression matrix, let \( g_{ij} \) be the \( j \)th expression value of gene \( i \), \( i = 1, ..., m \), and \( j = 1, ..., n \). We here treat one gene expression as a random variable, and construct the distribution of the gene expressions of gene \( i \). We then choose a subset of genes whose distributions of the gene expressions belong to the common Weibull distribution [16]. Due to the consistent distribution function types, we consider that those genes with similar gene expression distribution parameters tend to share the similar expression patterns, and they are probably concerned with the same biological processes or functions together. We further cluster the genes in the selected subset by clustering their corresponding distribution parameters, as each gene corresponds to its unique distribution parameters. In the following we introduce the principle of the distribution function construction procedures.

Weibull distributions of gene expressions construction

First, we construct the empirical distribution of each gene expression [17], and then ascertain the precise distribution regarding the constructed empirical distribution using the Kolmogorov goodness of fit test [18-20].
The details as follows: assume that \( x_{1i}, x_{2i}, \ldots, x_{ni} \) are the gene expressions of gene \( g_i, i = 1, \ldots, m \), and sort them in ascending as \( x_{1i} < x_{2i} < \cdots < x_{ni} \). For \( \forall x \in (-\infty, +\infty) \), define the empirical distribution of \( g_i \) as

\[
F_n^{(i)}(x) = \frac{1}{n} \sum_{k=1}^{n} I(x_k^{(i)} \leq x)
\]

(1)

Where \( I(\cdot) \) is the indicator function.

We utilize the Weibull distribution type to fit \( F_n^{(i)}(x) \) and then ascertain the distribution parameters which uniquely determine the distribution.

The probability density function of a Weibull distribution is defined as:

\[
f(x; a, b) = \begin{cases} 
  b \left( \frac{x}{a} \right)^{b-1} e^{-\left( \frac{x}{a} \right)^b}, & x \geq 0 \\
  0, & x < 0
\end{cases}
\]

(2)

where \( a > 0 \) is the scale parameter and \( b > 0 \) is the shape parameter of the distribution. The scale parameter \( a \) determines the range of the distribution. The shape parameter \( b \) is what gives the Weibull distribution its flexibility. By changing the value of the shape parameter, the Weibull distribution can fit a wide variety of data.

Let \( F^{(i)}(x) \) is a certain Weibull distribution with known parameters, and a Kolmogorov-Smirnov test is conducted to determine if the sample \( x_{1i}, x_{2i}, \ldots, x_{ni} \) comes from the Weibull distribution \( F^{(i)}(x) \). The null hypothesis is that the random sample of gene expressions of \( g_i \) comes from the Weibull distribution \( F^{(i)}(x) \). If the null hypothesis is true, the deviation of \( F^{(i)}(x) \) and \( F^{(i)}(x) \) is small. Construct the Kolmogorov-Smirnov statistic

\[
T_n^{(i)} = \sup_{x \in \mathbb{R}} |F_n^{(i)}(x) - F^{(i)}(x)|
\]

(3)

under the null hypothesis, \( \sqrt{n}T_n^{(i)} \) converges to the Kolmogorov distribution [18]. The null hypothesis is rejected at significance level \( \alpha \) if \( \sqrt{n}T_n^{(i)} > K_{\alpha} \), otherwise it is accepted, where \( K_{\alpha} \) is the critical value of the Kolmogorov distribution. Given \( \alpha = 0.05 \), we here select the appropriate parameters for \( F^{(i)}(x) \) in order to the null hypothesis is accepted (\( p\text{-value} > 0.05 \), that is, the random sample comes from the certain Weibull distribution \( F^{(i)}(x) \), \( i = 1, 2, \ldots, m \). Following the above procedure, we can obtain the Weibull distributions of \( m \) gene expressions, denoted by \( F^{(1)}(x), F^{(2)}(x), \ldots, F^{(m)}(x) \).

Weibull distribution parameters of gene expressions clustering

Let \( \theta_i \) denotes the parameter of the Weibull distribution \( F^{(i)}(x), f = 1, \ldots, m \). Here \( \theta_i \) consists of double-parameter pair \((a_i, b_i)\), we then cluster the \( m \) parameters \( \theta_1, \theta_2, \ldots, \theta_m \) using a certain clustering algorithm based on the hub points. This algorithm presented by Robert Clason designates a single point as a hub for each cluster and then finds the distance from each remaining point to each hub, as well as assigns this point to the hub to which it is closer [21]. The merit of it is to automatically ascertain the clusters number on the basis of the distances between data points. A detailed description of the algorithm is provided in Additional file 1.

Functional consistency of clustering result

In order to evaluate the performance of the proposed WDCM, we also apply the K-means and Self Organizing Map (SOM) clustering algorithms to the same gene sub-sets as the WDCM and obtain the gene clusters, respectively. We compare the functional consistency of the gene clusters produced by WDCM to those produced by the other methods. For this purpose, we consider the biological annotations of the gene clusters in terms of Gene Ontology (GO). The Gene Ontology (GO) project provides three structured, controlled vocabularies that describe the gene products in terms of their associated biological processes (BP), cellular components (CC) and molecular functions (MF) [22]. The annotation ratios of each gene cluster in three GO terms were calculated using the web-accessible DAVID 2008 tool [23]. For each of clusters found by one of three clustering methods, under the BP ontology, we search the just GO term in which the most genes in this cluster are enriched, and define the BP annotation ratio for this cluster as the number of genes in both the assigned GO term and this cluster divided by the number of genes in this cluster. After calculating the BP annotation ratios for all clusters, we treat the mean value of all annotation ratios as the final BP annotation ratio. We also define the CC and MF annotation ratios by the same manner. A higher annotation ratio represents that the corresponding clustering result is better than the other ones, that is, gene are better clustered by function, indicating a more functionally consistent clustering result.

Adjusted Rand Index validation index

The Adjusted Rand Index (ARI) is a measure of agreement between two partitions of the same set of objects [24,25]. One partition is given by the clustering method and the other is defined by the external criteria. For a gene expression data set, suppose \( X \) is the partition based on some external criteria and \( C \) is the clustering result obtained by some clustering method. Let \( a,b,c,d \) respectively denote the number of gene pairs that are in the same cluster in both \( X \) and \( C \), the number of gene pairs that are in the same cluster in \( X \) and in different clusters in \( C \), the number of gene pairs that are in different clusters in \( X \) and in the same cluster in \( C \) and the
number of gene pairs that are in different clusters in both X and C. The Adjusted Rand Index \( ARI(X,C) \) is defined as follows:

\[
ARI(X,C) = \frac{2(ad - bc)}{(a + b)(b + d) + (a + c)(c + d)}
\]  

(4)

The value of Adjusted Rand Index varies from 0 to 1 and higher value means that C is more similar to X.

Considering that the genes with similar expression patterns may be functionally related each other [26], we group the genes in the given data set according to functional similarity and define these gene clusters as X. The clustering results Cs are then given by the proposed WDCM, k-means and SOM. We compute and compare the values of Adjusted Rand Index between X and Cs to evaluate the performance of WDCM. To this end, we first use the Gene Functional Classification Tool of DAVID to group the genes into the highly functionally related gene clusters and then compute the values of \( ARI \). The higher value indicates the corresponding clustering method performs better.

**Robustness of the WDCM on clustering incomplete data set**

The WDCM can be applied to cluster the incomplete gene expression data set without imputing the missing values. To test the robustness of this approach, we compared the overlapped degree between the gene clusters for incomplete data sets and the ones for complete data sets. A higher overlapped degree represents a robust clustering method. To this end, we first randomly remove 5-25% of the complete data set in order to create the incomplete gene expression data sets, and then we apply the WDCM to cluster these complete and incomplete data sets and obtain the clustering results, respectively. Here, a Cluster Overlap Ratio (COR) index is introduced for assessing the overlapped degrees at individual missing percentages.

**Cluster Overlap Ratio index**

Suppose \( n \) gene clusters \( C_1, C_2, \ldots, C_n \) for the complete data set and \( m \) gene clusters \( I_1, I_2, \ldots, I_m \) for the incomplete one. The Cluster Overlap Ratio (COR) index is then defined as follows:

\[
COR = \sum_{i=1}^{m} p_i x_i
\]  

(5)

where

\[
p_i = \frac{|I_i|}{\sum_{k=1}^{m} |I_k|}
\]  

(6)

\(|.|\) denotes the number of genes in the cluster, and thus \( p_i \) represents the proportion of genes in the gene cluster \( I_i \). Here \( x_i \) denotes the maximum of overlapped gene numbers between \( I_i \) and each individual \( C_k \) \((k = 1, \ldots, n)\) divided by \(|I_i|\).

**Results**

**Identification of six gene clusters for lung cancer data set**

We applied the WDCM to cluster the lung cancer data set. It consists of expression levels of 675 genes across 156 tissues, which include 17 normal and 139 carcinomas lung tissues [27]. Using the Kolmogorov-Smirnov goodness of fit test (see Methods), we tested whether the expression sample of each gene comes from the Weibull distribution. The results showed that the distributions of gene expressions of 402 genes belong to the common Weibull distribution, whereas the others whose distributions of gene expressions fail to be in the Weibull distribution are removed. The \( p\)-values produced by Kolmogorov-Smirnov goodness of fit test for the 402 genes were reported in Additional file 2. We then used the hub node based clustering algorithm (see Methods) to cluster the 402 Weibull distribution parameters which consist of the shape parameters and scale parameters, and obtained 6 distribution parameter clusters, that is, 6 gene clusters. The clustered parameters scatter plots have been shown in Figure 1A.

It is evident from Figure 1A that the distribution parameters of the genes of a cluster are close and compact to each other, which indicates the Weibull distribution parameters were clustered well. The expression profiles of the corresponding clustered genes plots have been shown in Figure 1B, from which it is also evident that the expression profiles of the genes within identical clusters are quite similar, whereas the profiles for the genes belonging to different clusters differ from each other.

**Identification of four gene clusters for follicular lymphoma data set**

We tested the WDCM on another follicular lymphoma data set consisting of expression levels of 798 genes in 19 B-cell follicular lymphoma specimens [28]. We utilized the Kolmogorov-Smirnov test to decide if the sample of individual gene on the follicular lymphoma data set comes from the Weibull distribution, and found 471 genes whose distributions of gene expressions belong to the common Weibull distribution. The \( p\)-values produced by Kolmogorov-Smirnov goodness of fit test for the 471 genes were reported in Additional file 2. We then clustered the corresponding 471 distribution parameter pairs and determined 4 gene clusters. Figure 2 illustrates the clustered parameters scatter plots and the cluster profile plots of the clustering results.
From Figure 2A, the four parameters clusters are clearly distinguished from each other, meanwhile, the expression profiles of the genes within the same clusters are similar, whereas the ones of the genes across different clusters are distinct (see Figure 2B). The results indicate that the significantly distinct gene clusters were found using the WDCM on follicular lymphoma data set.

Identification of four gene clusters for bladder carcinoma data set

The bladder carcinoma data set contains 1203 genes measured over 40 different experimental conditions [29]. Using the Kolmogorov-Smirnov test, we found 1040 genes whose distributions of gene expressions belong to the common Weibull distribution. The *p*-values produced by Kolmogorov-Smirnov goodness of
fit test for the 1040 genes were reported in Additional file 2. Again, the hub node based clustering algorithm was employed to cluster the corresponding 1040 distribution parameter pairs. The number of clusters determined was 4. Figure 3 shows the clustered parameters scatter plots and the cluster profile plots of the clustering results.

Comparison of clustering performance
To show the performance of the WDCM, we applied the K-means and Self Organizing Map (SOM) algorithms to the same gene subsets clustered by the WDCM and compared the functional consistency of the gene clusters produced by WDCM to those of the gene clusters produced by the other methods (see Methods).

Simultaneously, the values of ARI for the WDCM, k-means and SOM algorithms on these three data sets were also contrasted (see Methods).

Among these three tested algorithms, the WDCM show the highest functional annotation ratios on both lung cancer and follicular lymphoma data sets. The detailed comparisons for the lung cancer data set are given in Figure 4A, from which we found that the three final functional annotation ratios of the WDCM clusters all exceed the ones of the other methods clusters. Especially, the BP and MF annotation ratios of the WDCM clusters (91.57% and 92.16%) are much higher than those of the SOM clusters (82.76% and 83.96%). On B-cell follicular lymphoma data test, although the CC and MF annotation ratios of gene clusters found by each of three methods are asymptotically equal (see Figure 4B), the BP annotation ratio of WDCM clusters (84.9%) is much higher than those of K-means clusters (71.6%) and SOM clusters (74.8%).

Test for robustness of the WDCM on clustering incomplete data set
To test the robustness with which the WDCM clusters the incomplete gene expression data, we applied the
WDCM to cluster the above three gene expression data sets containing missing values and compared the overlapped degree between the gene clusters for incomplete data sets and the ones for complete data sets. These three data sets were preprocessed by randomly removing 5-25% of the data in order to create the incomplete gene expression data sets, and the WDCM then was applied to these data sets. Table 2 lists the average Cluster Overlap Ratio (COR) values with respect to the percentages of missing values (0-25%) achieved by WDCM over 100 runs for the lung cancer, B-cell follicular lymphoma and bladder carcinoma data sets, respectively. The WDCM provided the higher COR values regarding the smaller percentages of missing values for all three data sets. The COR values exceeded 0.9 at 5% missing value. At 10%, the COR value was also beyond 0.9 for the follicular lymphoma and bladder carcinoma data sets (0.9078 and 0.9702), and approximated 0.9 for the lung cancer data set (0.8654). For the bladder carcinoma data set, we see that the COR values were varied from 0.9823 to 0.9335, passing 0.9 at all missing values.

The results of the cluster overlapped degree comparison tests indicate that the WDCM gave a high overlapped degree of the gene clusters compared with those of complete data set at low missing value, highlighting the robustness and potential of the WDCM. We think that the results might stem from the fact that the missing gene expression values of individual genes have little influence on constructing their corresponding Weibull distribution parameters at low missing values.

**Discussion and conclusion**

In this article, we propose a robust approach based on Weibull distribution (WDCM) for clustering gene expression data. It is based on the idea that a group of genes tend to be clustered together if the distributions of gene expressions of these genes belong to the common Weibull distribution and have the similar distribution parameters. Consequently, we cluster the genes by clustering the distribution parameters of their gene expressions. A hub nodes-based dynamic clustering algorithm is utilized in the distributions clustering process. The clusters number in a gene expression data set is automatically determined in this clustering algorithm. The performance of the proposed WDCM has been compared with those of K-means and SOM clustering algorithms by the biological annotation ratios to show its effectiveness on three cancer gene expression data sets. The results show that the WDCM is more capable of grouping the genes with similar expression patterns and strong functional consistency together. We also used the external measure Adjusted Rand Index to validate the performance of the WDCM. The comparative results demonstrate that the WDCM provides the better

---

**Table 1** ARI values of WDCM, k-means and SOM algorithms for the lung cancer, B-cell follicular lymphoma and bladder carcinoma gene expression data sets

| Algorithm | Lung cancer | Follicular lymphoma | Bladder carcinoma |
|-----------|-------------|---------------------|-------------------|
| WDCM      | 0.5365      | 0.3991              | 0.4105            |
| k-means   | 0.2478      | 0.3481              | 0.1623            |
| SOM       | 0.3681      | 0.2647              | 0.0926            |

**Table 2** COR indices with respect to the specified percentages of missing values for the lung cancer, B-cell follicular lymphoma and bladder carcinoma data sets

| Percentage of missing | Lung cancer | Follicular lymphoma | Bladder carcinoma |
|-----------------------|-------------|---------------------|-------------------|
| 5%                    | 0.9140      | 0.9495              | 0.9823            |
| 10%                   | 0.8654      | 0.9078              | 0.9702            |
| 15%                   | 0.8220      | 0.8738              | 0.9565            |
| 20%                   | 0.7892      | 0.8418              | 0.9450            |
| 25%                   | 0.7649      | 0.8120              | 0.9335            |
clustering performance compared to k-means and SOM algorithms. Moreover, the WDCM can be applied to cluster the incomplete gene expression data set without imputing the missing values. The results have demonstrated that there is high overlap between the gene clusters for the incomplete data set and those for the complete data set, which illustrates the robustness of the WDCM on clustering the incomplete data set at low percentage of missing values.

In general it is known that due to the complex nature of the gene expression data sets themselves and the experimental errors in detecting the gene expression data, it is difficult to discover an acknowledged best clustering approach. In clustering process, the WDCM disregards a few genes whose gene expression distributions fail to fit the Weibull distribution. In future study, we will consider replacing the single Weibull distribution with the mixture distribution in order to cluster the whole data set. Besides, we will also increase the robustness of this approach on clustering the incomplete gene expression data set containing the missing values of moderate percentage. For the gene clusters found by WDCM, we would like to investigate which gene clusters and genes are correlated with some cancer phenotype, and which biological processes or molecular functions in these genes in the clusters are concerned with. Our study may be helpful to gain insights into the complex diseases.

**Additional material**

Additional file 1: A clustering algorithm based on “hub nodes”. A clustering algorithm used to cluster the Weibull distribution parameters.

Additional file 2: P-values of tests for the three data sets. This file consists of three spreadsheets, each lists the gene numbers and p-values of Kolmogorov–Smirnov test for one data set.
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