GROUP SPARSE RECOVERY VIA THE $\ell^0(\ell^2)$ PENALTY: THEORY AND ALGORITHM
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Abstract. In this work we propose and analyze a novel approach for recovering group sparse signals, which arise naturally in a number of practical applications. It is based on regularized least squares with an $\ell^0(\ell^2)$ penalty. One distinct feature of the new approach is that it has the built-in decorrelation mechanism within each group, and thus can handle the challenging strong inner-group correlation. We provide a complete analysis of the regularized model, e.g., the existence of global minimizers, invariance property, support recovery, and characterization and properties of block coordinatewise minimizers. Further, the regularized functional can be minimized efficiently and accurately by a primal dual active set algorithm with provable global convergence. In particular, at each iteration, it involves solving least squares problems on the active set only, and merits fast local convergence, which makes the method extremely efficient for recovering group sparse signals. Extensive numerical experiments are presented to illustrate salient features of the model and the efficiency and accuracy of the algorithm. A comparative experimental study indicates that it is competitive with existing approaches.
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1. Introduction

In recent years, sparsity has emerged as one of the most prominent tools for data acquisition, signal transmission, storage and processing in signal processing and for simultaneous variable/feature selection and estimation in statistics. Mathematically the problem is often formulated as

$$y = \Psi x^\dagger + \eta,$$

where the vector $x^\dagger \in \mathbb{R}^p$ denotes the target signal to be recovered, the vector $\eta \in \mathbb{R}^n$ denotes measurement errors with a noise level $\epsilon = \|\eta\|$, and the sensing matrix $\Psi \in \mathbb{R}^{n \times p}$ models the system response mechanism. Under the assumption that the observational data $y \in \mathbb{R}^n$ is generated from the linear combination of a few basis vectors $\psi_j$, the sparsity approach has proven very effective to estimate the underlying sparse signal $x^\dagger$ in the highly under-determined case $n \ll p$. A natural approach is the following $\ell^0$ optimization

$$\min_{x \in \mathbb{R}^p} \frac{1}{2}\|\Psi x - y\|^2 + \lambda\|x\|_0,$$

where $\|\cdot\|$ denotes the Euclidean norm of a vector, and $\|\cdot\|_0$ the number of nonzero entries in a vector. However, problem (1.2) is generally hard to solve due to discontinuity of the $\ell^0$ penalty, and in practice, convex relaxations, such as Lasso [39, 12], and greedy methods [41, 32, 14, 7, 8, 21, 33] have been proven very successful.

In many applications, the underlying signal $x^\dagger$ exhibits a natural group structure: not only the signal $x^\dagger$ is sparse but also a priori known subsets of the components are all equal
to zero. For example, in electroencephalography, each group encodes the information about the direction and strength of the dipoles of each discrete voxel representing the dipole approximation [34]. Other examples include multi-task learning/multivariate regression, wavelet image analysis, and gene analysis with biological pathways, to name a few. Such group structure represents an important piece of knowledge about the problem statement, and should be properly accounted for in the solution procedure in order to improve the interpretability and accuracy of the recovered signal.

These applications have motivated developing regularization methods at group level. Bakin [2] proposed group Lasso as an extension of Lasso and adopted group thresholding in regularized wavelet estimation. Malioutov et al [30] proposed a model to enforce the sparsity pattern of spatial-temporal signals. This idea was further developed by Yuan and Lin [47], where the sum of the $\ell^2$ norms of the group coefficients is penalized, instead of individual coefficients. This piece of work has sparked many further research activities on group-wise estimation and variable selection; see the overview [22] and references therein. A number of theoretical studies have shown that many desirable properties of group Lasso, and the advantages of group Lasso over Lasso for recovering group sparse signals [24, 4, 29, 1, 18]. Very recently, $\ell^1$ and $\ell^2$ error estimates for the were derived for a class of group recovery models, including group Lasso [18]. However, group Lasso suffers from the same drawbacks as Lasso: it requires stringent conditions for exact support recovery, and statistically, the estimator is biased and lacks the oracle property [19, 48]. In the context of Lasso, nonconvex penalties have been proposed to remedy these drawbacks, e.g., the bridge, smoothly clipped absolute deviation, and minmax concavity penalty; and their nice properties do extend to the group case [45, 23, 22]. A number of efficient algorithms [47, 31, 44, 43, 13, 37, 35, 9] have been proposed for the convex and nonconvex group sparse recovery models; see also [17, 5] for group greedy methods.

However, in these interesting existing works, the small submatrices of $\Psi$ (i.e., $\Psi_{G_i}$) are assumed to be well conditioned to get estimation errors; see [24, 29, 22, 18, 17, 5]. While this assumption is reasonable in some applications, it excludes the practically important case of a general sensing matrix, especially possible strong correlation within groups. For example, in microarray gene analysis, where the columns in the matrix $\Psi$ correspond to gene expression values, it was observed that genes in the same pathway produce highly correlated values [36]. One remedy is the $A$-norm group lasso, which penalizes a weighted $\ell^2$ norm of the group coefficient vector, with the weights dependent on $\Psi$ [38]. However, a rigorous justification seems not yet available.

In this work, we propose a novel approach for recovering group sparse signals:

$$\min_{x \in \mathbb{R}^p} \left\{ J_\lambda(x) = \frac{1}{2} \| \Psi x - y \|^2 + \lambda \| x \|_{\ell^0(\ell^2)} \right\},$$  \hspace{1cm} (1.3)$$

where the $\ell^0(\ell^2)$ penalty $\| \cdot \|_{\ell^0(\ell^2)}$ (with respect to a given group partition $\{G_i\}_{i=1}^N$) is defined below in (2.3), and the scalar $\lambda > 0$, known as regularization parameter, controls the group sparsity level of the regularized solution. The motivation of the $\ell^0(\ell^2)$ penalty follows the same spirit of the $\ell^0$ penalty in (1.2), and it is the genuine penalty for recovering groupwise sparse signals. To the best of our knowledge, this model has not been studied in the literature. We shall show that it has a number of salient features in comparison with existing approaches. First, the regularized solution is invariant under full rank column transformation, and thus it does not depend on the specific parametrization within the
groups. Second, it allows strong inner-group correlation and merits a built-in decorrelation effect, cf. Remarks 2.1, 2.2 and 3.1, and thus admits theoretical results under very weak conditions. Third, both global minimizer and the block coordinatewise minimizer merit several desirable properties, e.g., support recover and oracle property.

In this work, we provide a thorough mathematical and numerical study on the model (1.3). First, we establish a number of fundamental theoretical properties, e.g., existence of a global minimizer, local optimality, necessary optimality condition, and transformation invariance. The model (1.3) can be equivalently transformed into a problem with orthogonal columns within each group, and thus its property is independent of the conditioning of the inner-group columns, which is in sharp contrast to existing group sparse recovery models. Second, we develop an efficient numerical algorithm for solving the model, which is of primal dual active set (PDAS) type. It represents a nontrivial extension of the PDAS algorithm for the $\ell^1$ and $\ell^0$ penalties [20, 27]. Numerically, at each iteration, the algorithm involves only solving a least-squares problem on the active set and exhibits a fast local convergence. When coupled with a continuation strategy along $\lambda$, the algorithm is extremely efficient and merits a global convergence in finite steps. The MATLAB package of the algorithm is provided online at http://www0.cs.ucl.ac.uk/staff/b.jin/software/gpdasc.zip.

The rest of the paper is organized as follows. In Section 2, we describe the problem setting, and derive useful estimates. Then in Section 3, we investigate fundamental properties of the model (1.3), e.g., the existence of a global minimizer, invariance property, and necessary optimality condition. In Section 4, we develop a group primal dual active set algorithm, and establish its global convergence. Finally, in Section 5, several numerical examples are provided to illustrate the mathematical theory and the efficiency of the algorithm. The technical proofs are given in the appendix.

2. Preliminaries

In this section, we describe the problem setting, and derive useful estimates.

2.1. Problem setting and notations. Throughout, we assume that the sensing matrix $\Psi \in \mathbb{R}^{n \times p}$ with $n \ll p$ has normalized columns $\|\psi_i\| = 1$ for $i = 1, \ldots, p$, and the index set $S = \{1, \ldots, p\}$ is divided into $N$ non-overlapping groups $\{G_i\}_{i=1}^N$ such that $1 \leq s_i = |G_i| \leq s$ and $\sum_{i=1}^N |G_i| = p$. For any index set $B \subseteq S$, we denote by $x_B$ (respectively $\Psi_B$) the subvector of $x$ (respectively the submatrix of $\Psi$) which consists of the entries (respectively columns) whose indices are listed in $B$. All submatrices $\Psi_{G_i}, i = 1, 2, \ldots, N$, are assumed to have full column rank. The true signal $x^\dagger$ is assumed to be group sparse with respect to the partition $\{G_i\}_{i=1}^N$, i.e., $x^\dagger = (x_{G_1}^\dagger, \ldots, x_{G_N}^\dagger)$, with $T$ nonzero groups. Accordingly, the group index set $\{1, \ldots, N\}$ is divided into the active and inactive set by

$$\mathcal{A}^\dagger = \{i : \|x^\dagger_{G_i}\| \neq 0\} \quad \text{and} \quad \mathcal{I}^\dagger = (\mathcal{A}^\dagger)^c. \quad (2.1)$$

The measurement vector $y$ in (1.1), possibly contaminated by noise, can be recast as

$$y = \Psi x^\dagger + \eta = \sum_{i \in \mathcal{A}^\dagger} \Psi_{G_i} x^\dagger_{G_i} + \eta.$$
Given the true active set $\mathcal{A}^\dagger$ (as provided by an oracle), we define the oracle solution $x^o$ by the least squares solution on $\mathcal{A}^\dagger$ to (1.1), i.e.,

$$x^o = \arg\min_{\supp(x) \subseteq \bigcup_{i \in \mathcal{A}^\dagger} G_i} \|\Psi x - y\|^2. \quad (2.2)$$

The oracle solution $x^o$ is uniquely defined provided that $\Psi_{\bigcup_{i \in \mathcal{A}^\dagger} G_i}$ has full column rank. It is the best approximation for problem (1.1), and will be used as the reference solution.

For any vector $x \in \mathbb{R}^p$, we define an $\ell^r(\ell^q)$-penalty (with respect to the group partition \{G\}_i=1^N) for $r \geq 0$ and $q > 0$ by

$$\|x\|_{r(q)} = \begin{cases} (\sum_{i=1}^N \|x_{G_i}\|_{\ell^q(r)})^{1/r}, & r > 0, \\ \#\{i : \|x_{G_i}\|_{\ell^q} \neq 0\}, & r = 0, \\ \max\{\|x_{G_i}\|_{\ell^q}\}, & r = \infty. \end{cases} \quad (2.3)$$

When $r = q > 0$, the $\ell^r(\ell^q)$ penalty reduces to the usual $\ell^r$ penalty. The choice $r = 0$ (or $r = \infty$) and $q = 2$ is frequently used below. Further, we shall abuse the notation $\|\cdot\|_{\ell^r(\ell^q)}$ for any vector that is only defined on some sub-groups (equivalently zero extension).

For any $r, q \geq 1$, the $\ell^r(\ell^q)$ penalty defines a proper norm, and it was studied in detail in [28]. For any $r, q > 0$, the $\ell^r(\ell^q)$ penalty is continuous. The $\ell^0(\ell^2)$ penalty, which is of major interest in this work, is discontinuous, but still lower semi-continuous.

**Proposition 2.1.** The $\ell^0(\ell^2)$ penalty is lower semicontinuous.

**Proof.** Let $\{x^n\} \subseteq \mathbb{R}^p$ be a convergent sequence to some $x^* \in \mathbb{R}^p$. By the continuity of the $\ell^2$ norm, $\|x^n_{G_i}\|$ converges to $\|x^*_{G_i}\|$, for $i = 1, \ldots, N$. Now the assertion follows from the lower semicontinuity of the $\ell^0$ function, i.e., $\|x^*_{G_i}\|_{\ell^0} \leq \lim\inf \|x^n_{G_i}\|_{\ell^0}$ [26, Lemma 2.2].

Now we derive the associated hard-thresholding operator $x^* \in H_\lambda(g)$ for one single group for an $s$-dimensional vector $g \in \mathbb{R}^s$ as

$$x^* \in \arg\min_{x \in \mathbb{R}^s} \frac{1}{2}\|x - g\|^2 + \lambda \|x\|_{\ell^0(\ell^2)},$$

where the $\|\cdot\|_{\ell^0(\ell^2)}$ penalty is given by $\|x\|_{\ell^0(\ell^2)} = 1$ if $x \neq 0$, and $\|x\|_{\ell^0(\ell^2)} = 0$ otherwise. Then it can be verified directly

$$x^* = \begin{cases} g, & \text{if } \|g\| > \sqrt{2\lambda}, \\ 0, & \text{if } \|g\| < \sqrt{2\lambda}, \\ 0 \text{ or } g, & \text{if } \|g\| = \sqrt{2\lambda}. \end{cases}$$

For a vector $x \in \mathbb{R}^p$, the hard thresholding operator $H_\lambda$ (with respect to the partition \{G\}_i=1^N) is defined groupwise. For $s = 1$, it recovers the usual hard thresholding operator, and hence called a group hard thresholding operator.

**2.2. Blockwise mutual coherence.** Now we develop several useful estimates for the analysis of and algorithm for the group $\ell^0(\ell^2)$ model in Sections 3 and 4, using the concept of blockwise mutual coherence. We first introduce some notation:

$$\tilde{\Psi}_{G_i} = (\Psi_{G_i}^\top \Psi_{G_i})^{\frac{1}{2}} \quad \text{and} \quad D_{i,j} = \tilde{\Psi}_{G_i}^{-1} \Psi_{G_i} \Psi_{G_j} \tilde{\Psi}_{G_j}^{-1}. \quad (2.4)$$

Since $\Psi_{G_i}$ has full column rank, $\tilde{\Psi}_{G_i}$ is symmetric positive definite and invertible.
Let the MC, since the BMC, \( \nu \), and similarly \( \parallel u \parallel \geq (1 - (s_1 - 1)\nu) \parallel c \parallel^2 \). Hence we have

\[
\frac{\langle u, v \rangle}{\parallel u \parallel \parallel v \parallel} \leq \frac{\nu \sum_{i=1}^{s_1} \sum_{j=1}^{s_2} |c_i| |d_j|}{(1 - \nu(s - 1)) \parallel c \parallel \parallel d \parallel} \leq \frac{\nu s}{1 - \nu(s - 1)},
\]

where \( \mathcal{N}_i \) is the subspace spanned by the columns of \( \Psi_{G_i} \), i.e., \( \mathcal{N}_i = \text{span}\{\psi_l, l \in G_i\} \subseteq \mathbb{R}^n \). Geometrically, the quantity \( \mu_{i,j} \) is the cosine of the minimum angle between two subspaces \( \mathcal{N}_i \) and \( \mathcal{N}_j \). Hence the BMC \( \mu \) is a natural generalization of the concept mutual coherence (MC) \( \nu \), which is defined by \( \nu = \max_{i \neq j} |\langle \psi_i, \psi_j \rangle| \ [15] \), and has been widely used in analyzing sparse recovery algorithms [41, 11, 27]. In linear algebra, one often uses principal angles to quantify the angles between two subspaces [6], i.e., given \( U, V \subseteq \mathbb{R}^n \) with dim \( U = s_i \) and dim \( V = s_j \), the principal angles \( \theta_l \) for \( l = 1, 2, \ldots, \min\{s_i, s_j\} \) are defined recursively by

\[
\cos(\theta_l) = \max_{u \in U, \|u\|=1, \ u \perp \text{span}\{v_l\}_{l=1}^{l-1}} \langle u, v \rangle, \quad \text{where} \quad v_l \in V, \|v_l\|=1, \ v_l \perp \text{span}\{v_{l'}\}_{l'=1}^{l-1}.
\]

By the definition of principal angles, \( \mu_{i,j} = \cos(\theta_1) \) for \( (U, V) = (\mathcal{N}_i, \mathcal{N}_j) \); see Lemma 2.1 below. Principal angles (and hence the BMC) can be computed efficiently by QR and SVD [6], unlike the restricted isometry property or its variants [3].

Lemma 2.1. Let \( U_i \in \mathbb{R}^{n \times s_i} \) and \( V_j \in \mathbb{R}^{n \times s_j} \) be two matrices whose columns are orthonormal basis of \( \mathcal{N}_i \) and \( \mathcal{N}_j \), respectively, and \( \{\theta_l\}_{l=1}^{\min(s_i, s_j)} \) be the principal angles between \( \mathcal{N}_i \) and \( \mathcal{N}_j \). Then, \( \mu_{i,j} = \cos(\theta_1) = \sigma_{\text{max}}(U_i^t V_j) \).

Proof. The proof can be found in [6, pp. 603–604].

The next result indicates that the BMC \( \mu \) can be bounded from above in terms of the MC \( \nu \). In particular, it implies that the BMC is generally sharper than a direct extension of the MC, since the BMC \( \mu \) does not depend on the correlation of the inner-group columns.

Proposition 2.2. Let the MC \( \nu \) of \( \Psi \) satisfy \( (s - 1)\nu < 1 \). Then for the BMC \( \mu \) of \( \Psi \), there holds

\[
\mu \leq \frac{\nu s}{1 - \nu(s - 1)}.
\]
in view of the inequality

\[ \sum_{i=1}^{s_1} \sum_{j=1}^{s_2} |c_i d_j| = \sum_{i=1}^{s_1} |c_i| \sum_{j=1}^{s_2} |d_j| \leq \sqrt{s_1 s_2} \|c\| \|d\| \leq s \|c\| \|d\|, \]

where the second last inequality follows by the Cauchy-Schwarz inequality. \( \square \)

In later discussions we assume the following condition on the BMC \( \mu \) of the matrix \( \Psi \).

**Assumption 2.1.** The BMC \( \mu \) of the matrix \( \Psi \) satisfies \( \mu \in (0, 1/3T) \).

Assumption 2.1 ensures the uniqueness of the oracle solution \( x^o \); see Corollary 2.1. We have a few comments on Assumption 2.1.

**Remark 2.1.** First, if the group sizes do not vary much, then the condition \( \mu < 1/3T \) holds if \( \nu < 1/C \|x^1\|_0 \). The latter condition with \( C \in (2, 7) \) is widely used for analyzing Lasso [49] and OMP [40, 11]. Hence, the condition in Assumption 2.1 generalizes the classical condition. Second, the assumption allows strong inner-group correlations (i.e., ill-conditioning of \( \Psi_{G_i} \)), for which the MC \( \nu \) can be very close to one, and thus it has a built-in mechanism to tackle inner-group correlation. This differs essentially from existing approaches, which rely on certain pre-processing techniques, e.g., clustering [10, 46].

**Remark 2.2.** A similar block MC, defined by \( \mu_B = \max_{i \neq j} \|\Psi_{G_i}^t \Psi_{G_j}\|/s \), was used for analyzing group greedy algorithm [17, 5] and group Lasso [1] (without scaling \( s \)). If each submatrix \( \Psi_{G_i} \) is column orthonormal, i.e., \( \Psi_{G_i}^t \Psi_{G_i} = I \), then \( \mu_B \) and \( \mu \) are identical. However, to obtain the error estimates in [17, 5], the MC \( \nu \) within each group is still needed, which excludes possible correlations within each group. The estimates in [1] were obtained under the assumption \( \max_i \|\Psi_{G_i} \Psi_{G_i} - I\| \leq 1/2 \), which again implies that \( \Psi_{G_i} \) are well conditioned [1, Theorem 1]. Group restrict eigenvalue conditions [24, 29] and group restricted isometry property [18] were adopted for analyzing the group Lasso. Under these conditions, strong correlation within groups is not allowed.

Now we give a few important preliminary estimates. These estimates are very useful for analyzing the model and algorithm.

**Lemma 2.2.** For any \( i, j \), there hold

\[ \|\Psi_{G_i}^{-1} y\| \leq \|y\|, \quad \|\Psi_{G_i}^{-1} x_{G_i}\| = \|x_{G_i}\|, \quad \|D_{i,j} x_{G_j}\| \left\{ \begin{array}{ll} \leq \mu \|x_{G_j}\| & i \neq j, \\ = \|x_{G_j}\| & i = j. \end{array} \right. \]

**Proof.** First, recall that for any matrix \( A \), \( A^t A \) and \( AA^t \) have the same nonzero eigenvalues. Upon letting \( A = \Psi_{G_i}^{-1} \Psi_{G_i}^t \), we have \( AA^t = I \), and

\[ \|\Psi_{G_i}^{-1} x_{G_i}\|^2 = x_{G_i}^t AA^t x_{G_i} = \|x_{G_i}\|^2, \]

and likewise

\[ \|\Psi_{G_i}^{-1} y\|^2 = y^t A^t A y \leq \lambda_{\max}(A^t A) \|y\|^2 = \|y\|^2, \]

giving the first two estimates. If \( i = j \), \( D_{i,j} \) is an identity matrix, and thus \( \|D_{i,j} x_{G_j}\| = \|x_{G_j}\| \). For \( i \neq j \), \( U_i = (\Psi_{G_i}^{-1} \Psi_{G_i}^t)^t \in \mathbb{R}^{n \times |s_i|} \), \( V_j = (\Psi_{G_j}^{-1} \Psi_{G_j}^t)^t \in \mathbb{R}^{n \times |s_j|} \), then we have

\[ D_{i,j} = U_i^t V_j, \quad U_i^t U_i = I, \quad V_j^t V_j = I. \]
Thus by Lemma 2.1, there holds
\[ \| D_{i,j} x_{G_j} \| = \| U_i^T V_j x_{G_j} \| \leq \| U_i^T V_j \| x_{G_j} \| \leq \mu x_{G_j} \|, \]
showing the last inequality. \qed

**Lemma 2.3.** For any distinct groups \( G_{i1}, \ldots, G_{i_M}, 1 \leq M \leq T \), let
\[ D = \begin{pmatrix}
D_{i1,i1} & \cdots & D_{i1,i_M} \\
\vdots & \ddots & \vdots \\
D_{i_M,i1} & \cdots & D_{i_M,i_M}
\end{pmatrix} \quad \text{and} \quad x = \begin{pmatrix}
x_{G_{i1}} \\
\vdots \\
x_{G_{i_M}}
\end{pmatrix}.
\]

There holds
\[ \| Dx \|_{\ell^\infty(\ell^2)} \in \left[ (1 - (M - 1)\mu) \| x \|_{\ell^\infty(\ell^2)}, (1 + (M - 1)\mu) \| x \|_{\ell^\infty(\ell^2)} \right]. \]

**Proof.** Since \( D_{i,i} = I \), we have
\[ y = Dx = \begin{pmatrix}
x_{G_{i1}} + \sum_{j \neq i} D_{i1,i_j} x_{G_{i_j}} \\
\vdots \\
x_{G_{i_M}} + \sum_{j \neq M} D_{i_M,i_j} x_{G_{i_j}}
\end{pmatrix} = \begin{pmatrix}
y_{G_{i1}} \\
\vdots \\
y_{G_{i_M}}
\end{pmatrix}. \]

By Lemma 2.2, \( \| D_{k,i_j} x_{G_{i_j}} \| \leq \mu \| x_{G_{i_j}} \| \) for any \( k \neq i_j \). Let \( k^* \) be the index such that \( \| y \|_{\ell^\infty(\ell^2)} = \| y_{G_{k^*}} \| \). Then
\[ \| y \|_{\ell^\infty(\ell^2)} = \| y_{G_{k^*}} \| \leq \| x_{G_{k^*}} \| + \sum_{i_j \neq k^*} \| D_{k^*,i_j} x_{G_{i_j}} \| \]
\[ \leq \| x_{G_{k^*}} \| + \mu \sum_{i_j \neq k^*} \| x_{G_{i_j}} \| \leq (1 + (M - 1)\mu) \| x \|_{\ell^\infty(\ell^2)}. \]

To show the other inequality, let \( j^* \) be the index such that \( \| x \|_{\ell^\infty(\ell^2)} = \| x_{G_{j^*}} \| \). Then by Lemma 2.2, we deduce
\[ \| y \|_{\ell^\infty(\ell^2)} \geq \| y_{G_{j^*}} \| \geq \| x_{G_{j^*}} \| - \sum_{i_j \neq j^*} \| D_{j^*,i_j} x_{G_{i_j}} \| \]
\[ \geq \| x_{G_{j^*}} \| - \mu \sum_{i_j \neq j^*} \| x_{G_{i_j}} \| \geq (1 - (M - 1)\mu) \| x \|_{\ell^\infty(\ell^2)}. \]

This completes the proof of the lemma. \qed

An immediate consequence of Lemma 2.3 is the uniqueness of the oracle solution \( x^o \).

**Corollary 2.1.** If Assumption 2.1 holds, then the oracle solution \( x^o \) is uniquely defined.

**Proof.** Since \( \Psi_{G_i} \) has full column rank, problem (2.2) is equivalent to
\[ \tilde{x}^o|_{\cup_{i \in A^\dagger} G_i} = \arg\min \| \sum_{i \in A^\dagger} \Psi_{G_i} \Psi_{G_i}^{-1} \tilde{x}_{G_i} - y \|^2, \quad \tilde{x}^o|_{\cup_{i \in A^\dagger} G_i} = 0, \]
where \( \tilde{x}_{G_i} = \Psi_{G_i} x_{G_i} \). The normal matrix involved in the least-squares problem on \( \cup_{i \in A^\dagger} G_i \) is exactly the matrix \( D \) in Lemma 2.3, with \( \{ i_1, \ldots, i_M \} = A^\dagger \). Then the uniqueness of the oracle solution \( x^o \) follows from Lemma 2.3. \qed
3. Theory of the $\ell^0(\ell^2)$ Optimization Problem

Now we study the $\ell^0(\ell^2)$ model (1.3), and analyze its analytical properties, e.g., the existence of a global minimizer, invariance property, support recovery, and block coordinatewise minimizers.

3.1. Existence and property of a global minimizer. First we show the existence of a global minimizer to problem (1.3).

**Theorem 3.1.** There exists at least one global minimizer to problem (1.3).

**Proof.** Let $G = \{B : B = \cup_{i \in I} G_i, I \subseteq \{1, 2, \ldots, N\}\}$. Then the set $G$ is finite. For any nonempty $B \in G$, the problem $\min_{\text{supp}(x) \subseteq B} \|\Psi x - y\|$ has a minimizer $x^*(B)$. Let $T_B^* = \frac{1}{2}\|\Psi x^*(B) - y\|^2 + \lambda\|x^*(B)\|_\rho(y)$, and for $B = \emptyset$, let $T_B^* = \frac{1}{2}\|y\|^2$ and $x^*(B) = 0$. Then we denote $T^* = \min_{B \in G} T_B^*$, with the minimizing set $B^*$, and accordingly $x^* = x^*(B^*)$.

We claim that $J_{\lambda}(x^*) \leq J_{\lambda}(x)$ for all $x \in \mathbb{R}^p$. Given any $x \in \mathbb{R}^p$, let $B \in G$ be the smallest superset of $\text{supp}(x)$. Then $\|x^*(B)\|_{\rho(y)} \leq \|x\|_{\rho(y)}$, and further by construction $\|\Psi x^*(B) - y\| \leq \|\Psi x - y\|$ and hence $J_{\lambda}(x) \geq J_{\lambda}(x(B)) \geq J_{\lambda}(x^*)$. $\square$

It can be verified directly that the $\ell^0(\ell^2)$ penalty is invariant under group full-rank column transformation, i.e., $\|\Psi_G x_G\|_\rho = \|x_G\|_\rho$ for nonsingular $\Psi_G$, $i = 1, 2, \ldots, N$. Thus problem (1.3) can be equivalently transformed into

$$\frac{1}{2}\left\| \sum_{i=1}^N \Psi_G \bar{\Psi}_G^{-1} \bar{x}_{G_i} - y \right\|^2 + \lambda\|\bar{x}\|_{\rho(y)}.$$

with $\bar{x}_{G_i} = \bar{\Psi}_G x_{G_i}$. This invariance does not hold for other group sparse penalties, e.g., group lasso and group SCAD. Further, the BMC $\mu$ is invariant under the transformation, in view of the identity span($\{\psi_l : l \in G_i\}) = \text{span}((\Psi_G \bar{\Psi}_G^{-1} i))$.

**Remark 3.1.** Most existing works do not distinguish inner- and inter-group column vectors, and thus require incoherence between the columns in each group in order for the theory to hold. For strong inner-group correlation, first a clustering step is often employed to decorrelate the sensing matrix $\Psi$ [10, 46]. In contrast, our approach has a built-in decorrelation mechanism: it is independent of the conditioning of the submatrices $\{\Psi_G\}_{i=1}^N$.

The next result shows that for properly chosen $\lambda$, the global minimizer has nice properties. In particular, the proposed $\ell^0(\ell^2)$ model allows the exact support recovery for small noise and the $\ell^0(\ell^2)$ estimate has the oracle property.

**Theorem 3.2.** Let Assumption 2.1 hold, $x$ be a global minimizer of (1.3) with an active set $A$, and $\bar{x}_{G_i} = \bar{\Psi}_G x_{G_i}$.  

(i) Let $A = \{|i \in A^\dagger : \|\bar{x}_{G_i}\| \leq 2\sqrt{2\lambda + 3}\epsilon\|$. If $\lambda > \epsilon^2/2$, then

$$|A \setminus A^\dagger| + |A^\dagger \setminus A| \leq 2\lambda.$$

(ii) Let the noise $\eta$ be small in the sense that $\epsilon < \min_{i \in A^\dagger}\{\|\bar{x}_{G_i}\|/5\}$. Then for any $\lambda \in (\epsilon^2/2, (\min_{i \in A^\dagger}\{\|\bar{x}_{G_i}\|\} - 2\epsilon)^2/8)$, the oracle solution $x^\circ$ is the only global minimizer to $J_{\lambda}$. 


Proof. Since \( x^* \) is a global minimizer of \( J_\lambda \), we have
\[
\lambda T + \frac{1}{2} \epsilon^2 = J_\lambda(x^\top) \geq J_\lambda(x^*) \geq \lambda |A|,
\]
which together with the choice of \( \lambda \) implies \( |A| \leq T \). Since any global minimizer is also a block coordinatewise minimizer (see Section 3.2 below for the definition), by Theorem 3.4(i) below, we deduce
\[
\left\{ i \in A^\top : \| \bar{x}_{G_i}^\top \| \geq 2\sqrt{2\lambda + 3\epsilon} \right\} \subseteq A.
\]
This gives part (i). Next, for \( \lambda \in (\epsilon^2/2, (\min_{i \in A^\top} \{ \| \bar{x}_{G_i}^\top \| \}) - 2\epsilon^2/8) \), there holds \( A^\top \subseteq A \) and hence \( A^\top = A \). Hence the only global minimizer is the oracle solution \( x^0 \). \( \square \)

3.2. Necessary optimality condition. Since problem (1.3) is highly nonconvex, there seems no convenient characterization of a global minimizer that is amenable with numerical treatment. Hence, we resort to the concept of a block coordinatewise minimizer (BCWM) with respect to the group partition \( \{ G_i \}_{i=1}^N \), which is minimizing along each group coordinate \( x_{G_i} \) [42]. Specifically, a BCWM \( x^* \) to the functional \( J_\lambda \) satisfies
\[
x_{G_i}^* \in \arg \min_{x_{G_i} \in \mathbb{R}^{s_i}} J_\lambda(x_{G_i}^*, \cdots, x_{G_{i-1}}^*, x_{G_i}, x_{G_{i+1}}^*, \cdots, x_{G_N}) \text{ for } i = 1, \ldots, N.
\]

We have the following necessary and sufficient condition for a BCWM \( x^* \). It is also the necessary optimality condition of a global minimizer \( x^* \).

**Proposition 3.1.** The necessary and sufficient optimality condition for a BCWM \( x^* \in \mathbb{R}^p \) of problem (1.3) is given by
\[
\bar{x}_{G_i}^* \in H_\lambda(x_{G_i}^* + \bar{d}_{G_i}^*), \quad i = 1, \ldots, N,
\]
where \( \bar{x}_{G_i}^* = \bar{\Psi}_{G_i} x_{G_i}^* \), and the dual variable \( d^* \) is \( d^* = \bar{\Psi}^t(y - \bar{x}^*) \) and \( \bar{d}_{G_i}^* = \bar{\Psi}_{G_i}^{-1} d_{G_i}^* \).

**Proof.** By simple computation, a BCWM \( x^* \) is equivalent to the following: for \( i = 1, \ldots, N \)
\[
x_{G_i}^* \in \arg \min_{x_{G_i} \in \mathbb{R}^{s_i}} \frac{1}{2} \| \Psi_i x_{G_i} + \sum_{j \neq i} \Psi_{G_j} x_{G_j} - y \|_2^2 + \lambda \| x_{G_i} \|_{\ell^0(\epsilon)}
\]
\[\iff x_{G_i}^* \in \arg \min_{x_{G_i} \in \mathbb{R}^{s_i}} \frac{1}{2} \| \Psi_i (x_{G_i} - x_{G_i}^*) - (y - \bar{x}^*) \|_2^2 + \lambda \| x_{G_i} \|_{\ell^0(\epsilon)}
\]
\[\iff x_{G_i}^* \in \arg \min_{x_{G_i} \in \mathbb{R}^{s_i}} \frac{1}{2} \| \Psi_i (x_{G_i} - x_{G_i}^*) \|_2^2 - \langle x_{G_i} - x_{G_i}^*, \bar{\Psi}_{G_i}^{-1} d_{G_i}^* \rangle + \lambda \| x_{G_i} \|_{\ell^0(\epsilon)}.
\]
Recall the matrices \( \bar{\Psi}_{G_i} = (\bar{\Psi}_{G_i}^t \bar{\Psi}_{G_i})^{1/2} \) from (2.4). Using the elementary identities
\[
\| \Psi_i (x_{G_i} - x_{G_i}^*) \| = \| \bar{\Psi}_{G_i} (x_{G_i} - x_{G_i}^*) \|,
\]
\[
\langle x_{G_i} - x_{G_i}^*, \bar{\Psi}_{G_i}^{-1} d_{G_i}^* \rangle = \langle \bar{\Psi}_{G_i} (x_{G_i} - x_{G_i}^*), \bar{\Psi}_{G_i}^{-1} d_{G_i}^* \rangle,
\]
the BCWM \( x^* \) can be equivalently characterized by
\[
x_{G_i}^* \in \arg \min_{x_{G_i} \in \mathbb{R}^{s_i}} \frac{1}{2} \| \bar{\Psi}_{G_i} (x_{G_i} - x_{G_i}^*) \|_2^2 - \langle \bar{\Psi}_{G_i} x_{G_i}, \bar{\Psi}_{G_i}^{-1} d_{G_i} \rangle + \lambda \| \bar{\Psi}_{G_i} x_{G_i} \|_{\ell^0(\epsilon)}.
\]
Now recalling $\bar{x}_{Gi} = \Psi G_i x_{Gi}$, $\bar{x}_{Gi}^* = \Psi G_i x_{Gi}^*$, and $\bar{d}_{Gi}^* = \Psi G_i^{-1} d_{Gi}$ etc., we deduce

$$\bar{x}_{Gi}^* \in \arg\min_{\bar{x}_{Gi} \in \mathbb{R}^n} \frac{1}{2} \|\bar{x}_{Gi} - (\bar{x}_{Gi}^* + \bar{d}_{Gi}^*)\|^2 + \lambda \|\bar{x}_{Gi}\|_{\psi(\varepsilon)}.$$ 

Using the hard-thresholding operator $H_\lambda$, we obtain the optimality condition (3.2). □

**Remark 3.2.** The optimality system is expressed in terms of the transformed variables $\bar{x}$ and $\bar{d}$ only, instead of the primary variables $x$ and $d$. This has important consequences for the analysis and algorithm of the $\ell^0(\ell^2)$ model: both should be carried out using the transformed variables. Clearly, (3.2) is also the optimality system of a BCWM $\bar{x}^*$ for problem (3.1), concurring with the invariance property.

**Notation.** In the discussions below, given a primal variable $x$ and dual variable $d$, we will use $(\bar{x}, \bar{d})$ for the transformed variables, i.e., $\bar{x}_{Gi} = \Psi G_i x_{Gi}$ and $\bar{d}_{Gi} = \Psi G_i^{-1} d_{Gi}$, $i = 1, \ldots, N$.

Using the group hard-thresholding operator $H_\lambda$, we deduce

$$\|\bar{x}_{Gi} + \bar{d}_{Gi}\| < \sqrt{2\lambda} \Rightarrow \bar{x}_{Gi}^* = 0 \quad (\iff x_{Gi}^* = 0),$$

$$\|\bar{x}_{Gi} + \bar{d}_{Gi}\| > \sqrt{2\lambda} \Rightarrow \bar{d}_{Gi}^* = 0 \quad (\iff d_{Gi}^* = 0).$$

Combining these two relations gives the following simple observation

$$\|\bar{x}_{Gi}\| \geq \sqrt{2\lambda} \geq \|\bar{d}_{Gi}\|. \quad (3.3)$$

Next we discuss some interesting properties of a BCWM. Our first result states that a BCWM $x^*$ is always a local minimizer, i.e., $J_\lambda(x^* + h) \geq J_\lambda(x^*)$ for all small $h \in \mathbb{R}^p$.

**Theorem 3.3.** A BCWM $x^*$ of the functional $J_\lambda$ is a local minimizer. Further, with its active set $A$, if $\Psi_{\cup i \in A} G_i$ has full column rank, then it is a strict local minimizer.

**Proof.** It suffices to show $J_\lambda(x^* + h) \geq J_\lambda(x^*)$ for all small $h \in \mathbb{R}^p$. Let $B = \cup i \in A G_i$. Then

$$x_B^* \in \arg\min \frac{1}{2} \|\Psi_B x_B - y\|^2. \quad (3.4)$$

Now consider a small perturbation $h \in \mathbb{R}^p$ to $x^*$. If $h_{S^c} = 0$, since $\|x^* + h\|_{\psi(\varepsilon)} = \|x^*\|_{\psi(\varepsilon)}$ for small $h$, by (3.4), the assertion holds. Otherwise, if $h_{S^c} \neq 0$, then

$$J_\lambda(x^* + h) - J_\lambda(x^*) \geq \frac{1}{2} \|\Psi x^* - y + \Psi h\|^2 - \frac{1}{2} \|\Psi x^* - y\|^2 + \lambda \geq \lambda - \|(h, d^*)\|,$$

which is positive for small $h$, since $\|d^*\|_{\psi(\varepsilon)} \leq \sqrt{2\lambda}$, cf. (3.3). This shows the first assertion. Now if $\Psi_B$ has full column rank, then problem (3.4) is strictly convex. Hence, for small $h \neq 0$ with $h_{S^c} = 0$

$$\|x^* + h\|_{\psi(\varepsilon)} = \|x^*\|_{\psi(\varepsilon)} \quad \text{and} \quad \|\Psi(x^* + h) - y\|^2 > \|\Psi x^* - y\|^2.$$ 

This and (3.5) show the second assertion. □

To further analyze a BCWM $x^*$, we derive crucial estimates on one-step primal-dual iteration. The proof is lengthy and deferred to Appendix A. Here the energy $E$ associated with an active set $A$ is the largest group of transformed variables $\|\bar{x}_{Gi}^\dagger\|$ outside $A$, i.e.,

$$E(A) = \max_{j \in A^c \cup A} \{\|\bar{x}_{Gi}^\dagger\|\}. \quad (3.6)$$

These estimates bound the errors in the primal variable $\bar{x}$ on $A$ by the energy $E$ and the noise level $\epsilon$, and similarly the dual variable $\bar{d}$ on $I$. 
Lemma 3.1. Let Assumption 2.1 hold, and \( A \) be a given index set with \( |A| \leq T \), and \( \mathcal{I} = A^\dagger \). Consider the following one-step primal-dual update (with \( B = \cup_{i \in A} G_i \))

\[
x_B = \Psi_B^\dagger y, \quad x\setminus B = 0, \quad d = \Psi^t(y - \Psi x),
\]

where \( \Psi_B^\dagger = (\Psi_B^t \Psi_B)^{-1} \Psi_B^t \) is the pseudo-inverse of \( \Psi_B \). Then with \( \mathcal{P} = A \cap A^\dagger \), \( \mathcal{Q} = A^\dagger \setminus A \) and \( \mathcal{R} = A \setminus A^\dagger \), \( E = E(\mathcal{A}) \), for the transformed primal variable \( \bar{x} \), there holds

\[
\|\bar{x}_{G_i} - \bar{x}_{G_i}^\dagger\| \leq \frac{1}{1 - |A|\mu} (|Q|\mu E + \epsilon) \quad \forall i \in \mathcal{P} \cup \mathcal{R},
\]

and for the transformed dual variable \( \bar{d} \), there holds for any \( i \in \mathcal{I} \)

\[
\|\bar{d}_{G_i}\| \begin{cases} \leq \frac{|A|\mu}{1 - \mu(|A| - 1)} (\epsilon + |Q|\mu E) + |Q|\mu E + \epsilon & \text{if } i \in \mathcal{I} \cap \mathcal{I}^\dagger, \\ \geq \|\bar{x}_{G_i}\| - \left( \frac{|A|\mu}{1 - \mu(|A| - 1)} (\epsilon + |Q|\mu E) + (|Q| - 1)\mu E + \epsilon \right) & \text{if } i \in \mathcal{I} \cup \mathcal{I}^\dagger. \end{cases}
\]

Given the active set \( A \) of a BCWM \( x^* \), if \( |A| \) is controlled, then \( A \) provides information about the true active set \( A^\dagger \); see Theorem 3.4 below. For example, if the noise \( \eta \) is small, with a proper choice of \( \lambda \), then \( A \subseteq A^\dagger \).

Theorem 3.4. Let Assumption 2.1 hold, and \( x^* \) be a BCWM to the model (1.3) with a support \( \mathcal{A} \) and \( |A| \leq T \). Then the following statements hold.

(i) The inclusion \( \{ i : \|\bar{x}_{G_i}\| \geq 2\sqrt{2\lambda} + 3\epsilon \} \subseteq A \) holds.

(ii) The inclusion \( A \subseteq A^\dagger \) holds if the noise \( \eta \) is small in the sense

\[
\epsilon \leq t \min_{i \in A^\dagger} \{ \|\bar{x}_{G_i}\| \} \text{ for some } 0 \leq t < (1 - 3\mu T)/2.
\]

(iii) If the set \( \{ i \in A^\dagger : \|\bar{x}_{G_i}\| \in [2\sqrt{2\lambda} - 3\epsilon, 2\sqrt{2\lambda} + 3\epsilon] \} \) is empty, then \( A \subseteq A^\dagger \).

Proof. First we derive two preliminary estimates using the notation \( \mathcal{P} \), \( \mathcal{Q} \) and \( \mathcal{R} \) from Lemma 3.1. Since \( |A| \leq T \) and \( |Q| \leq T \), Lemma 3.1 and the triangle inequality yield

\[
\|\bar{x}_{G_i}\| \leq \frac{1}{1 - T\mu} (T\mu E + \epsilon) \quad \forall i \in A \cap \mathcal{I}^\dagger.
\]

Likewise, using the inequality

\[
\frac{|A|\mu}{1 - \mu(|A| - 1)} (\epsilon + |Q|\mu E) + |Q|\mu E + \epsilon \leq \frac{1}{1 - T\mu} (T\mu E + \epsilon),
\]

we deduce from Lemma 3.1

\[
\|\bar{d}_{G_i}\| \geq \|\bar{x}_{G_i}\| - \frac{1}{1 - T\mu} (T\mu E + \epsilon) \quad \forall i \in \mathcal{I} \cup \mathcal{I}^\dagger.
\]

Now we can proceed to the proof of the theorem. For \( Q = \emptyset \), \( \mathcal{A} = A^\dagger \) and assertions (i) and (ii) are trivially true. Otherwise, let \( i^* = \{ i \in Q : \|\bar{x}_{G_i}\| = \|\bar{x}_{G_i}\|_{\infty} \in (\epsilon^2) \} \). Then \( E = \|\bar{x}_{G_{i^*}}\| \). By (3.12) and inequality (3.3) with \( i = i^* \), we have

\[
\sqrt{2\lambda} \geq \|\bar{d}_{G_{i^*}}\| \geq E - \frac{T\mu}{1 - T\mu} E - \frac{\epsilon}{1 - T\mu}.
\]

Consequently, by Assumption 2.1, we deduce

\[
E \leq \frac{1}{1 - 2T\mu} \sqrt{2\lambda} + \frac{1}{1 - 2T\mu} \epsilon < 2\sqrt{2\lambda} + 3\epsilon,
\]
i.e., assertion (i) holds. Next we show assertion (ii) by contradiction. If \( \mathcal{A} \not\subseteq \mathcal{A}^\dagger \), we can choose \( j \in \mathcal{A}\setminus\mathcal{A}^\dagger \), and apply (3.11) and (3.12), together with (3.3), to obtain

\[
\frac{1}{1-T_\mu}(T_\mu E + \epsilon) \geq \|\bar{x}_{G_i}\| \geq \|\bar{d}_{G_i}\| \geq \frac{1}{1-T_\mu}E - \frac{\epsilon}{1-T_\mu},
\]

which contradicts (3.10), thereby showing assertion (ii). Last, we show assertion (iii). Assume that \( \mathcal{A} \not\subseteq \mathcal{A}^\dagger \). Then (3.13) holds. Meanwhile, since \( \mathcal{A} \cap \mathcal{I} \neq \emptyset \), using (3.11) and (3.12) (by choosing \( \bar{x}_{G_i} \) by \( i \in \mathcal{A} \cap \mathcal{I}^\dagger \) and \( \bar{d}_{G_i} \)) and inequality (3.3), we have

\[
E - \frac{1}{1-\mu T_\mu}(T_\mu E + \epsilon) \leq \sqrt{2\lambda} \leq \frac{1}{1-T_\mu}(T_\mu E + \epsilon).
\]

Under Assumption 2.1, simple computation gives \( E \geq 2\sqrt{2\lambda} - 3\epsilon \) and \( E \leq 2\sqrt{2\lambda} + 3\epsilon \). This contradicts with the assumption in (iii), and thus the inclusion \( \mathcal{A} \subseteq \mathcal{A}^\dagger \) follows.

4. GROUP PRIMAL-DUAL ACTIVE SET ALGORITHM

Now we develop an efficient, accurate and globally convergent group primal dual active set (GPDAS) algorithm for problem (1.3). It generalizes the PDAS algorithm for the \( \ell^1 \) and \( \ell^0 \) regularized problems [20, 27] to the group case. The starting point is the necessary and sufficient optimality condition (3.2) for a BCWM \( x^* \) from Proposition 3.1. The following two observations from (3.2) form the basis of the derivation. First, given a BCWM \( x^* \) (and its dual variable \( d^* = \Psi^t(y - \Psi x^*) \)), one can determine the active set \( \mathcal{A}^* \) by

\[
\mathcal{A}^* = \{ i : \|\bar{x}_{G_i}^* + \bar{d}_{G_i}^*\| > \sqrt{2\lambda} \}
\]

and the inactive set \( \mathcal{I}^* \) its complement, provided that the set \( \{ i : \|\bar{x}_{G_i}^* + \bar{d}_{G_i}^*\| = \sqrt{2\lambda} \} \) is empty. Second, given the active set \( \mathcal{A}^* \), one can determine uniquely the primal and dual variables \( x^* \) and \( d^* \) by (with \( B = \cup_{i \in \mathcal{A}^*} G_i \))

\[
\begin{align*}
\left\{ \begin{array}{ll}
x_{G_i}^* = 0 & \forall i \in \mathcal{I}^* \\
\Psi_B^t \Psi_B x_B^* = \Psi_B^t y, & \end{array} \right.
\end{align*}
\]

\[
\begin{align*}
\left\{ \begin{array}{ll}
d_{G_i}^* = 0 & \forall j \in \mathcal{A}^* \\
d_{G_i}^* = \Psi_{G_i}^t (y - \Psi x^*) & \forall i \in \mathcal{I}^*.
\end{array} \right.
\end{align*}
\]

By iterating these two steps alternatingly, with the current estimates \((x, d)\) and \((\mathcal{A}, \mathcal{I})\) in place of \((x^*, d^*)\) and \((\mathcal{A}^*, \mathcal{I}^*)\), we arrive at an algorithm for problem (1.3).

The complete procedure is listed in Algorithm 1. Here \( K_{max} \in \mathbb{N} \) is the maximum number of inner iterations, \( \lambda_0 \) is the initial guess of the regularization parameter \( \lambda \). The choice \( \lambda_0 = \frac{1}{2}\|y\|^2 \) ensures that \( x^0 = 0 \) is the only global minimizer, cf. Proposition 4.1 below, with a dual variable \( d^0 = \Psi^t y \). The scalar \( \rho \in (0, 1) \) is the decreasing factor for \( \lambda \), which determines the length of the continuation path.

The algorithm consists of two loops: an inner loop of solving problem (1.3) with a fixed \( \lambda \) using a GPDAS algorithm, and an outer loop of continuation along the regularization parameter \( \lambda \) by gradually decreasing its value.

In the inner loop, the algorithm involves solving a least squares problem on \( \mathcal{A}_k \) only:

\[
x^{k+1} = \arg \min_{\mathcal{supp}(x) \subseteq \cup_{i \in \mathcal{A}_k} G_i} \|\Psi x - y\|,
\]

which is equivalent to solving a (normal) linear system of size \( |\cup_{i \in \mathcal{A}_k} G_i| \leq |\mathcal{A}_k| s \). Hence, this step is very efficient, if the active set \( \mathcal{A}_k \) is of small size, which is the case for group sparse signals. Further, the inner iterates are essentially of Newton type: for the convex
Algorithm 1 Group primal dual active set algorithm

1: Input: $\Psi \in \mathbb{R}^{n \times p}$, $\{G_i\}_{i=1}^N$, $K_{max}$, $\lambda_0 = \frac{1}{2}\|y\|^2$, and $\rho \in (0, 1)$.
2: Compute $\bar{\Psi}_{G_i} = (\Psi_{G_i}^T \Psi_{G_i})^{1/2}$.
3: Set $x(\lambda_0) = 0$, $d(\lambda_0) = \Psi y$, $\mathcal{A}(\lambda_0) = \emptyset$.
4: for $s = 1, 2, \ldots$ do
5:   Set $\lambda_s = \rho \lambda_{s-1}$, $x^0 = x(\lambda_{s-1})$, $d^0 = d(\lambda_{s-1})$, $\mathcal{A}_{s-1} = \mathcal{A}(\lambda_{s-1})$.
6:   for $k = 0, 1, \ldots, K_{max}$ do
7:     Let $\bar{x}_{G_i}^k = \bar{\Psi}_{G_i} x_{G_i}^k$ and $\bar{d}_{G_i}^k = \bar{\Psi}_{G_i}^{-1} d_{G_i}^k$, and define the active set
8:     $\mathcal{A}_k = \{i : \|\bar{x}_{G_i}^k + \bar{d}_{G_i}^k\| > \sqrt{2\lambda_s}\}$.
9:   Check the stopping criterion $\mathcal{A}_k = \mathcal{A}_{k-1}$.
10: Update the primal variable $x^{k+1}$ by
11:     $x^{k+1} = \text{argmin}_{\text{supp}(x) \subseteq \cup_{i \in \mathcal{A}_k} G_i} \|\Psi x - y\|$.
12: Update the dual variable by $d^{k+1} = \Psi^T (y - \Psi x^{k+1})$.
13: end for
14: Set the output by $x(\lambda_s)$, $d(\lambda_s)$ and $\mathcal{A}(\lambda_s)$.
15: Check the stopping criterion
16:     $\|\Psi x(\lambda_s) - y\| \leq \epsilon$. (4.1)
17: end for

$\ell^1$ penalty, the iterates are identical with that for the semismooth Newton method [20]. Hence, its local convergence is expected to be very fast. However, in order to fully exploit this nice feature, a good initial guess of the primal and dual variables $(x, d)$ is required. To this end, we employ a continuation strategy along $\lambda$. Specifically, given a large $\lambda_0$, we gradually decrease its value by $\lambda_s = \rho \lambda_{s-1}$, for some decreasing factor $\rho \in (0, 1)$, and take the solution $x(\lambda_{s-1})$ to the $\lambda_{s-1}$-problem $J_{\lambda_{s-1}}$ to warm start the $\lambda_s$-problem $J_{\lambda_s}$.

There are two stopping criteria in the algorithm, at steps 8 and 13, respectively. In the inner loop, one may terminate the iteration if the active set $\mathcal{A}_k$ does not change or a maximum number $K_{max}$ of inner iterations is reached. Since the stopping criterion $\mathcal{A}_k = \mathcal{A}_{k-1}$ for convex optimization may never be reached in the nonconvex context [27], it has to be terminated after a maximum number $K_{max}$ of iterations. Our convergence analysis holds for any $K_{max} \in \mathbb{N}$, including $K_{max} = 1$, and we often choose $K_{max} \in [1, 5]$ in practice. The stopping criterion at step 13 is essentially concerned with the proper choice of $\lambda$. The choice of $\lambda$ stays at the very heart of any regularized model, and it is also the case for the model (1.3). In the literature, many rules, e.g., discrepancy principle, balancing principle and Bayesian information criterion, have been developed [25]. In Algorithm 1, we give only the discrepancy principle (4.1), provided that a reliable estimate on the noise level $\epsilon$ is available. The rationale behind the principle is that the reconstruction accuracy should be comparable with the data accuracy [25]. Note that the use of the discrepancy principle (and other rules) does not incurred any extra computational overheads, since the sequence of solutions $\{x(\lambda_s)\}$ is already generated along the continuation path.

Now we justify the choice of $\lambda_0$: for large $\lambda$, 0 is the only global minimizer to $J_{\lambda}$.
Proposition 4.1. The following statements hold.

(i) For any $\lambda > 0$, $x^* = 0$ is a strict local minimizer to $J_\lambda$;

(ii) For any $\lambda > \lambda_0 := \frac{1}{2}\|y\|^2$, $x^* = 0$ is the only global minimizer of problem (1.3).

Proof. Recall the identity

$$J_\lambda(x) = \frac{1}{2}\|\Psi x - y\|^2 + \lambda\|x\|_{\ell^0(\ell^2)} = J_\lambda(0) + R(x),$$

with $R(x) = \frac{1}{2}\|\Psi x\|^2 - \langle \Psi x, y \rangle + \lambda\|x\|_{\ell^0(\ell^2)}$. Also for any $x \neq 0$, $\|x\|_{\ell^0(\ell^2)} \geq 1$. Hence, for any $x \in B_r(0) \setminus \{0\}$, where $B_r(0)$ denotes a ball centered at the origin with a radius $r = \lambda/(\|\Psi y\| + 1)$, there holds $R(x) \geq -\|x\|\|\Psi y\| + \lambda > 0$. This shows the first assertion.

For $\lambda > \lambda_0$, for any nonzero $x$, we have $\|x\|_{\ell^0(\ell^2)} \geq 1$, and thus $J_\lambda(x) = \frac{1}{2}\|\Psi x - y\|^2 + \lambda\|x\|_{\ell^0(\ell^2)} \geq \lambda > \frac{1}{2}\|y\|^2 = J_\lambda(0)$, i.e., $x^* = 0$ is the only global minimizer. \hfill \Box

Last we state a finite-step global convergence of Algorithm 1.

Theorem 4.1. Let Assumption 2.1 and (3.10) hold. Then for a proper choice of $\rho \in (0, 1)$, and for any $K_{\text{max}} \geq 1$, Algorithm 1 converges to the oracle solution $x^o$ in a finite number of iterations.

Since the proof is lengthy and technical, we only sketch the main ideas here, and defer the complete proof to Appendix B. The most crucial ingredient of the proof is to characterize a strict monotone decreasing property of the “energy” during the iteration by some auxiliary set $\Gamma_s$, defined by

$$\Gamma_s = \left\{ i : \|\hat{x}^G_{i,s}\| \geq \sqrt{2}s \right\}. \quad (4.2)$$

The inclusion $\Gamma_{s_1} \subseteq \Gamma_{s_2}$ holds trivially for $s_1 > s_2$. If $A_k$ is the active set at the $k$-th iteration, the corresponding energy $E_k$ is defined by

$$E_k = E(A_k) = \max_{i \in I_k} \|\hat{x}^G_{i,s}\|. \quad (4.3)$$

Then with properly chosen $s_1 > s_2$, one can show

$$\Gamma_{s_1^2} \subseteq A_k \subseteq A^\dagger \Rightarrow \Gamma_{s_2^2} \subseteq A_{k+1} \subseteq A^\dagger.$$

This inclusion relation characterizes the evolution of the active set $A_k$ during the GPDAS iteration and provides a crucial strict monotone decreasing property of the energy $E_k$. This observation is sufficient to show the convergence of the algorithm to the oracle solution $x^o$ in a finite number of steps; see Appendix B for details.

Remark 4.1. The convergence in Theorem 4.1 holds for any $K_{\text{max}} \in \mathbb{N}$, including the choice $K_{\text{max}} = 1$. According to the proof in Appendix B, the smaller are the factor $\mu T$ and the noise level $\epsilon$, the smaller is the decreasing factor $\rho$ that one can choose and consequently Algorithm 1 takes fewer outer iterations to reach convergence on the continuation path. In our implementation, we often take $\rho \approx 0.7$.

5. Numerical results and discussions

Now we present numerical results to illustrate distinct features of the proposed $\ell^0(\ell^2)$ model and the efficiency and accuracy of the group PDAS algorithm. All the numerical experiments were performed on a four-core desktop computer with 3.16 GHz and 8 GB RAM. The MATLAB code (GPDASC) is available at http://www0.cs.ucl.ac.uk/staff/b.jin/software/gpdasc.zip.
5.1. Experimental setup. First we describe the problem setup of the numerical experiments. In all the numerical examples, the group sparse structure of the true signal \( x^\dagger \) is encoded in the partition \( \{ G_i \}^N_{i=1} \), which is of equal group size \( s \), with \( p = Ns \), and \( x^\dagger \) has \( T = |A^\dagger| \) nonzero groups. The dynamic range (DR) of the signal \( x^\dagger \) is defined by

\[
\text{DR} = \frac{\max\{|x^\dagger_i| : x^\dagger_i \neq 0\}}{\min\{|x^\dagger_i| : x^\dagger_i \neq 0\}}.
\]

In our numerical experiments, we fix the minimum nonzero entry at \( \min\{|x^\dagger_i| : x^\dagger_i \neq 0\} = 1 \). The sensing matrix \( \Psi \) is constructed as follows. First we generate a random Gaussian matrix \( \tilde{\Psi} \in \mathbb{R}^{n \times p} \), \( n \ll p \), with its entries following an independent identically distributed (i.i.d.) standard Gaussian distribution with a zero mean and unit standard deviation. Then for any \( i \in 1, 2, \ldots, N \), we introduce correlation within the \( i \)th group \( G_i \) by: given \( \tilde{\Psi}_{G_i} \in \mathbb{R}^{n \times |G_i|} \) by setting \( \tilde{\psi}_1 = \psi_1 \), \( \tilde{\psi}_{|G_i|} = \psi_{|G_i|} \) and

\[
\tilde{\psi}_j = \tilde{\psi}_j + \theta(\tilde{\psi}_{j-1} + \tilde{\psi}_{j+1}), \quad j = 2, \ldots, |G_i| - 1,
\]

where the correlation parameter \( \theta \geq 0 \) controls the degree of inner-group correlation. The larger is the parameter \( \theta \), the stronger is the inner-group correlation. Finally, we normalize the matrix \( \tilde{\Psi} \) to obtain the sensing matrix \( \Psi \) such that each column of \( \Psi \) is of unit length. The observational data \( y^\dagger = \Psi x^\dagger \) componentwise, where the entries \( \eta_i \) follow an i.i.d. Gaussian distribution \( N(0, \sigma^2) \) with mean zero and standard deviation \( \sigma \). Below we shall denote by the tuple \((n, p, N, T, s, DR, \theta, \sigma)\) the data generation parameters. All the results reported below are the average of 100 independent simulations of the experimental setting.

5.2. The benefit of group sparsity. First, we illustrate the benefit of incorporating the group structure in the sparse recovery by the proposed model (1.3) over the now classical Lasso [39, 12] (solved by the homotopy method [16]) and the state-of-art greedy methods, e.g., OMP [41] and HTP [21]. We note that all the benchmark methods do not take into account the group structure in the recovery procedure. To this end, we consider the following problem settings \((n, p, N, T, s, DR, \theta, \sigma) = (500, 10^3, 250, 10 : 10 : 100, 4, 10, 0, 10^{-3})\) and \((n, p, N, T, s, DR, \theta, \sigma) = (500, 10^3, 250, 10 : 10 : 100, 4, 10, 3, 10^{-3})\). The notation \( N_1 : d : N_2 \) denotes the sequence of numbers starting with \( N_1 \) and less than \( N_2 \) with a spacing \( d \). The probability of exact support recovery is shown in Fig. 1.

For the parameter \( \theta = 0 \), the inner-group columns are almost uncorrelated, confirmed by an \( O(1) \) condition number for the submatrices \( \Psi_{G_i} \), and the numerical results are shown in Fig. 1(a). All methods under consideration can exactly recover the underlying true support \( A^\dagger \) for very sparse signals, e.g., \( T = 10 \). However, as the group sparsity level \( T \) increases, Lasso, OMP, and HTP start to fail when \( T = 20, 40, \) and \( 60 \), respectively. In contrast, the proposed \( \ell^0(\ell^2) \) model still works fairly well for \( T \) up to \( T = 80 \). The case \( \theta = 3 \) corresponds to strong correlation within each group, and the condition number of the submatrices \( \Psi_{G_i} \) is \( O(100) \). In the presence of strong inner-group correlation, we observe that Lasso, OMP and HTP fail completely to recover the true support \( A^\dagger \) even for very sparse signals. In sharp contrast, the proposed \( \ell^0(\ell^2) \) model (1.3) (together with the gpdasc algorithm) still performs well, which is attributed to the use of group structure (and the built-in decorrelation mechanism of the proposed model). These experiments show clearly the significant benefit of building group structure into the recovery algorithm.
5.3. **Comparison with existing group sparse models.** Now we compare the proposed $\ell^0(\ell^2)$ model (1.3) (and the GPDASC algorithm) with three state-of-the-art group sparse recovery models and algorithms, e.g., group basis pursuit (GBP) model

$$\min_{x \in \mathbb{R}^p} \|x\|_{\ell^1} \text{ subject to } \|\Psi x - y\| \leq \epsilon$$

(solved by the group SPGL1 method [44]), the group MCP (GMCP) model [45, 23, 22] (solved by the group coordinate descent (GCD) method [9]), and the greedy group OMP (GOMP) [17, 5]. We refer to the cited references for the implementation details about these existing approaches. For the comparison, we shall examine separately support recovery, and computing time and reconstruction error.

First, to show exact support recovery, we consider the following problem settings: $(n, p, N, T, s, s, DR, \theta, \sigma) = (800, 2 \times 10^3, 500, 10 : 10 : 100, 4, 10, 0, 10^{-3})$ and $(n, p, N, T, s, s, DR, \theta, \sigma) = (800, 2 \times 10^3, 500, 10 : 10 : 100, 4, 10, 3, 10^{-3})$, for which the condition numbers of the submatrices $\Psi_{G_i}$ are $O(1)$ and $O(10^2)$, respectively, for the case $\theta = 0$ and $\theta = 3$, respectively. The numerical results are summarized in Fig. 2, where the exact recovery is measured by $A^* = A^\dagger$, with $A^\dagger$ and $A^*$ being the true and recovered active sets, respectively. We observe that as the (group) sparsity level $T$ and inner-group correlation parameter $\theta$ increase, the $\ell^0(\ell^2)$ model and GMCP are the best performers in the test. A closer look shows that the group SPGL1 tends to choose a larger active set than $A^\dagger$ in the noisy case.

Next we compare the approaches by computing time and reconstruction error on the following problem settings $(n, p, N, T, s, s, DR, \theta, \sigma) = (5 \times 10^3, 2 \times 10^4, 5 \times 10^3, 500 : 800, 4, 100, 0, 10^{-3})$ and $(n, p, N, T, s, s, DR, \theta, \sigma) = (5 \times 10^3, 2 \times 10^4, 5 \times 10^3, 500 : 800, 4, 100, 10, 10^{-3})$, for which the condition number of the submatrices $\Psi_{G_i}$ within each group is of $O(1)$ and $O(10^3)$, respectively. The case $\theta = 10$ involves very strong inner-group correlation, since the condition number $O(10^3)$ of the submatrices $\Psi_{G_i}$ is huge in view of
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Its size $s = 4$, and thus it is numerically very challenging for many existing approaches. The numerical results are summarized in Figs. 3 and 4.

It is observed from Fig. 3 that for small correlation (i.e., $\theta = 0$), the proposed $\ell^0(\ell^2)$ model is the fastest one, which is about three to four times faster than GMCP and GOMP, and group Lasso is equally efficient. Meanwhile, the reconstruction error of the $\ell^0(\ell^2)$ model is the smallest one, and the accuracy of GOMP and GMCP are close. The convex relaxation – group Lasso – significantly compromises the accuracy with computational efficiency. In the case of strong inner-group correlation (i.e., $\theta = 10$), the computing time of the proposed algorithm does not change much, but that of other algorithms has increased by a factor of two. Further, the reconstruction quality by the $\ell^0(\ell^2)$ model does not deteriorate with the increase of the correlation parameter $\theta$, due to its built-in decorrelation mechanism, cf. Section 3, and thus its reconstruction error is far smaller than that by other methods, especially when the sparsity level $T$ is large. In summary, these experiments show clearly that the proposed $\ell^0(\ell^2)$ model is competitive for group sparse recovery.

5.4. Superlinear local convergence of Algorithm 1. Last we examine the continuation strategy and local superlinear convergence behavior of Algorithm 1, using the following problem settings $(n, p, N, T, s, DR, \theta, \sigma) = (500, 10^3, 250, 50, 4, 100, 0, 10^{-3})$ and $(n, p, N, T, s, DR, \theta, \sigma) = (500, 10^3, 250, 50, 4, 100, 3, 10^{-3})$. To examine the local convergence, we show the number of iterations for each regularization parameter $\lambda_s$ along the continuation path in Fig. 5. It is observed that the stopping criterion at the inner iteration is usually reached with one or two iterations. Hence, the PADS algorithm converges locally superlinearly and the continuation strategy can provide an excellent initial guess for each inner iteration. Also this observation corroborates the convergence theory in Theorem 4.1, i.e., the algorithm converges globally even if each inner loop takes one iteration.
Figure 3. The computing time in seconds (panel a) and reconstruction error (panel b) for group OMP, group BP with SPGL1, group MCP with CD for the following problem setting \((n, p, N, T, s, DR, \theta, \sigma) = (5 \times 10^3, 2 \times 10^4, 5 \times 10^3, 500 : 50 : 800, 4, 100, 0, 10^{-3})\). All the computations were performed using the same continuation path.

Figure 4. The computing time in seconds (panel a) and reconstruction error (panel b) for the group OMP, group BP with SPGL1, group MCP with CD for the following problem setting \((n, p, N, T, s, DR, \theta, \sigma) = (5 \times 10^3, 2 \times 10^4, 5 \times 10^{-3}, 500 : 50 : 800, 4, 100, 10, 10^{-3})\). All the computations were performed with the same continuation path.

6. Conclusions

In this work we proposed and analyzed a novel approach for recovering group sparse signals based on the regularized least-squares problem with an \(\ell_0(\ell^2)\) penalty. We provided a complete theoretical study on the approach, e.g., the existence of global minimizers,
invariance property, support recovery, and characterization and properties of block coordinatewise minimizers. One salient feature of the approach is that it has built-in decorrelation mechanism, and can handle very strong inner-group correlation. Furthermore, these nice properties can be numerically realized efficiently by a primal dual active set solver, for which the global convergence is also established. Extensive numerical experiments are presented to illustrate salient features of the $\ell^0(\ell^2)$ model, and the efficiency and accuracy of the algorithm, and the comparative study with existing approaches show that it is competitive in terms of support recovery, reconstruction errors and computing time.

There are several avenues deserving further study. First, when the column vectors in each group are ill-posed in the sense that they are highly correlated / nearly parallel to each other, which are characteristic of most inverse problems, the proposed $\ell^0(\ell^2)$ model (1.3) may not be well defined or the involved linear systems in the group PDAS algorithm can be challenging to solve directly. One possible strategy is to apply an extra regularization. This motivates further study on related theoretical issues. Second, in practice, the true signal may have extra structure within the group, e.g., smoothness or sparsity. It remains to study how to use such extra a priori information.
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Appendix A. Proof of Lemma 3.1

Proof. First, the least squares update step in (3.7) can be rewritten as

$$x_B = (\Psi_B^t \Psi_B)^{-1} \Psi_B^t y = (\Psi_B^t \Psi_B)^{-1} \Psi_B^t (\Psi_B x_B^\dagger + \sum_{i \in Q} \Psi_{G_i} x_{G_i}^\dagger + \eta).$$
Hence, there holds

\[ x_B - x_B^\dagger = (\Psi_B^t \Psi_B)^{-1} \Psi_B^t \left( \sum_{i \in Q} \Psi_G \bar{x}_{G_i} + \eta \right). \]  

(A.1)

Let \( m = |P| \leq T, \ell = |R| \), then \( k = |Q| = T - m \). Further, we denote the sets \( P, Q \) and \( R \) by \( P = \{p_1, \ldots, p_m\}, Q = \{q_1, \ldots, q_k\} \) and \( R = \{r_1, \ldots, r_\ell\} \). Then (A.1) can be recast blockwise, using the notation \( D_{i,j} = \Psi_{G_i}^\dagger \Psi_{G_j} \Psi_{G_j}^{-1} \) etc., cf. (2.4), as

\[
e := \begin{bmatrix} \bar{x}_{G_{p_1}} - \bar{x}_{G_{p_1}}^\dagger \\ \vdots \\ \bar{x}_{G_{p_m}} - \bar{x}_{G_{p_m}}^\dagger \\ \bar{x}_{G_{q_1}} \\ \vdots \\ \bar{x}_{G_{q_k}} \end{bmatrix} = \begin{bmatrix} D_{p_1,p_1} & \cdots & D_{p_1,p_m} & D_{p_1,q_1} & \cdots & D_{p_1,r_\ell} \\ \vdots & & \vdots & \vdots & & \vdots \\ D_{p_m,p_1} & \cdots & D_{p_m,p_m} & D_{p_m,q_1} & \cdots & D_{p_m,r_\ell} \\ D_{r_1,q_1} & \cdots & D_{r_1,q_k} & \vdots & \cdots & \vdots \\ \vdots & & \vdots & & & \vdots \\ D_{r_\ell,q_1} & \cdots & D_{r_\ell,q_k} & \vdots & \cdots & \vdots \\ \cdots & & \cdots & & \cdots & \cdots \\ \cdots & & \cdots & & \cdots & \cdots \\ D_{r_1,r_\ell} & \cdots & D_{r_\ell,p_m} & D_{r_\ell,q_1} & \cdots & D_{r_\ell,r_\ell} \end{bmatrix}^{-1} \begin{bmatrix} \bar{x}_{G_{q_1}}^\dagger \\ \vdots \\ \bar{x}_{G_{q_k}}^\dagger \end{bmatrix} + \begin{bmatrix} \bar{\Psi}_{G_{p_1}}^{-1} \Psi_{G_{p_1}}^t \\ \vdots \\ \bar{\Psi}_{G_{p_m}}^{-1} \Psi_{G_{p_m}}^t \\ \bar{\Psi}_{G_{q_1}}^{-1} \Psi_{G_{q_1}}^t \\ \vdots \\ \bar{\Psi}_{G_{q_k}}^{-1} \Psi_{G_{q_k}}^t \end{bmatrix} \eta. \]

Next we estimate the two terms in the curly bracket. By Lemma 2.2, we deduce

\[ ||\Pi||_{\ell^\infty(\ell^2)} \leq ||\eta||. \]  

(A.2)

For the first term I, we denote its rows by \( z_i = \sum_{j=1}^k D_{i,q_j} \bar{x}_{G_j}^\dagger \), for any \( i \in P \cup R \). Since \( (P \cup R) \cap Q = \emptyset \), we have for \( i \in P \cup R \)

\[
\|z_i\| = \|D_{i,q_1} \bar{x}_{G_{q_1}}^\dagger + \cdots + D_{i,q_k} \bar{x}_{G_{q_k}}^\dagger\|
\leq \|D_{i,q_1} \bar{x}_{G_{q_1}}^\dagger\| + \cdots + \|D_{i,q_k} \bar{x}_{G_{q_k}}^\dagger\| \leq k \mu \max_{1 \leq j \leq k} \{\|\bar{x}_{G_{q_j}}\|\}.
\]

By the definition of the “energy” \( E, E = \max_{1 \leq j \leq k} \{\|\bar{x}_{G_{q_j}}\|\} \). Hence,

\[ \|z\|_{\ell^\infty(\ell^2)} \leq |Q| \mu E. \]  

(A.3)

By Lemma 2.3, (A.2) and (A.3) and the triangle inequality, we arrive at

\[
\|e\|_{\ell^\infty(\ell^2)} \leq \frac{1}{1 - \mu(|P| + |R| - 1)} (e + \mu|Q|E).
\]  

(A.4)

Notice that \(|P| + |R| = |A|\), we show (3.8). Next we turn to the transformed dual variable \( d \). By the definition, \( d = \Psi_G^\dagger(y - \Psi x) \), and thus for any \( i \in I \), we have

\[
d_{G_i} = \Psi_{G_i}^\dagger \left( \sum_{j \in P \cup R} \Psi_{G_j} \bar{x}_{G_j} - \bar{x}_{G_i} \right) - \sum_{i \in Q} \Psi_{G_i} \bar{x}_{G_i}^\dagger - \eta,
\]
which upon some algebraic manipulations yields
\[
\tilde{d}_{G_i} = \sum_{j \in P \cup R} D_{i,j}(\tilde{x}_{G_j} - \bar{x}_{G_j}^+) - \sum_{j \in Q} D_{i,j}\tilde{x}_{G_j} - \bar{\Psi}_{G_i}^{-1}\Psi_{G_i}^\top \eta.
\]

For any \(i \in \mathcal{I} \cap \mathcal{I}^\top\), by Lemma 2.2 and (A.4), we have
\[
\|\tilde{d}_{G_i}\| \leq \| \sum_{j \in P \cup R} D_{i,j}(\tilde{x}_{G_j} - \bar{x}_{G_j}^+) \| + \| \sum_{j \in Q} D_{i,j}\tilde{x}_{G_j} \| + \| \bar{\Psi}_{G_i}^{-1}\Psi_{G_i}^\top \eta \|
\]
\[
\leq \sum_{j \in P \cup R} \mu \|\tilde{x}_{G_j} - \bar{x}_{G_j}^+\| + \sum_{j \in Q} \mu \|\tilde{x}_{G_j}\| + \epsilon
\]
\[
\leq \frac{(|P| + |R|)\mu}{1 - \mu(|P| + |R| - 1)} (\epsilon + |\mathcal{Q}|\mu E + \|Q\|\mu E + \epsilon).
\]

Likewise, for any \(i \in \mathcal{I} \cap \mathcal{A}^\top = \mathcal{Q}\), we have
\[
\|\tilde{d}_{G_i}\| \geq \| D_{i,i}\bar{x}_{G_i}^+ - \| \sum_{j \in P \cup R} D_{i,j}(\tilde{x}_{G_j} - \bar{x}_{G_j}^+) \| - \| \sum_{j \in Q \setminus \{i\}} D_{i,j}\tilde{x}_{G_j} \| - \| \bar{\Psi}_{G_i}^{-1}\Psi_{G_i}^\top \eta \|
\]
\[
\geq \|\bar{x}_{G_i}^+\| - \left( \frac{|P| + |R|\mu}{1 - \mu(|P| + |R| - 1)} (\epsilon + |\mathcal{Q}|\mu E + (|\mathcal{Q}| - 1)\mu E + \epsilon) \right).
\]
This shows the assertion on the dual variable \(\tilde{d}\), and completes the proof of the lemma. \(\square\)

**Appendix B. Proof of Theorem 4.1**

*Proof.* The lengthy proof is divided into four steps.

**Step 1.** First we give the proper choice of the decreasing factor \(\rho\). By (3.10), we have
\[
0 < \frac{1 - \mu T}{1 - 2\mu T - t} < \frac{1 - \mu T}{\mu T + t}.
\]
Then for any \(s_1 \in ((1 - \mu T)/(1 - 2\mu T - t), (1 - \mu T)/(\mu T + t))\), letting \(s_2 = \frac{\mu T + t}{1 - \mu T} s_1 + 1\), we deduce \((1 - \mu T)/(1 - 2\mu T - t) < s_2 < s_1 < (1 - \mu T)/(\mu T + t)\).

Combining with the monotonicity of the function \(f(s_1) = s_2/s_1\) over the interval \(((1 - \mu T)/(1 - 2\mu T - t), (1 - \mu T)/(\mu T + t))\), it implies that for any \(\rho \in ((2\mu T + 2t)^2/(1 - \mu T)^2, 1)\), we can find such \(s_1\) with \(s_2/s_1 = \sqrt{\rho}\). Next we will choose \(\rho \in ((2\mu T + 2t)^2/(1 - \mu T)^2, 1)\).

**Step 2.** Next we show an important monotonicity relation:
\[
\Gamma_{s_2^2\lambda} \subseteq \mathcal{A}_k \subseteq \mathcal{A}^\top \Rightarrow \Gamma_{s_2^2\lambda} \subseteq \mathcal{A}_{k+1} \subseteq \mathcal{A}^\top.
\]
For short, we denote by \(\mathcal{A} = \mathcal{A}_k, \mathcal{I} = \mathcal{I}_k\), and \(\mathcal{Q} = \mathcal{A}^\top \setminus \mathcal{A}\). By the assumption \(\mathcal{A} \subseteq \mathcal{A}^\top\), we have \(\mathcal{R} = \emptyset\) in Lemma 3.1. Then it follows from (A.4) in the proof of Lemma 3.1 that the updates \(\tilde{x}^{k+1}\) and \(\tilde{d}^{k+1}\) satisfy
\[
\|\tilde{x}^{k+1}_{G_i}\| \geq \|\tilde{x}^+_{G_i}\| - \frac{1}{1 - \mu T}(T\mu E_k + \epsilon) \quad \forall i \in \mathcal{A},
\]
\[
\|\tilde{d}^{k+1}_{G_i}\| \leq \frac{1}{1 - \mu T}(T\mu E_k + \epsilon) \quad \forall i \in \mathcal{I}^\top,
\]
\[
\|\tilde{d}^{k+1}_{G_i}\| \geq \|\tilde{x}^+_{G_i}\| - \frac{1}{1 - \mu T}(T\mu E_k + \epsilon) \quad \forall i \in \mathcal{Q}.
\]
By the assumption $\Gamma_{s^2_0} \subseteq A_k$, we deduce $E_k < s_1 \sqrt{2\lambda}$; and by assumption (3.10), $\epsilon < t \min_{i \in A^\dagger} \{\|\bar{x}^\dagger_i\|\} \leq tE_k \leq t s_1 \sqrt{2\lambda}$. Hence, using (B.3), we deduce for any $i \in I^\dagger$

$$\|d_{G_i}^{k+1}\| \leq \frac{1}{1 - \mu T} (T\mu + t)E_k \leq \frac{\mu T + t}{1 - \mu T} s_1 \sqrt{2\lambda} < \sqrt{2\lambda},$$

where the last inequality follows from the choice of $s_1$. This and the relation (3.3) imply that $i \in I_{k+1}$, and thus $A_{k+1} \subseteq A^\dagger$. Meanwhile, by (B.4), for any $i \in I \cap \Gamma_{s^2_0}$, we have

$$\|d_{G_i}^{k+1}\| \geq s_2 \sqrt{2\lambda} - \frac{1}{1 - \mu T} (\mu T + t) s_1 \sqrt{2\lambda} \geq (s_2 - \frac{\mu T + t}{1 - \mu T - t} s_1) \sqrt{2\lambda} > \sqrt{2\lambda}.$$ 

which by the relation (3.3) yields $i \in A_{k+1}$. It remains to show $A \cap \Gamma_{s^2_0} \subseteq A_{k+1}$. Clearly, if $A = \emptyset$, the assertion is true. Otherwise, for any $i \in A \cap \Gamma_{s^2_0}$, by (B.2), there holds

$$\|\bar{x}_{G_i}\| \geq \|\bar{x}^\dagger_{G_i}\| - \frac{|Q|\mu + t}{1 - (T - 1)\mu} \|\bar{x}^\dagger_{Q}\|_{\ell^\infty(\ell^2)}$$

$$> s_2 \sqrt{2\lambda} - \frac{(T - 1)\mu + t}{1 - T\mu} s_1 \sqrt{2\lambda} \geq \sqrt{2\lambda}.$$ 

Like before, this and (3.3) also imply $i \in A_{k+1}$. Hence the inclusion $\Gamma_{s^2_0} \subseteq A_{k+1}$ holds.

**Step 3.** Now we prove that the oracle solution $x^o$ is achieved along the continuation path, i.e., $A(\lambda_s) = A^\dagger$ for some $\lambda_s$. To this end, for each $\lambda_s$-problem $J_{\lambda_s}$, we denote by $A_{s,0}$ and $A_{s,o}$ the active set for the initial guess and the last inner step (i.e., $A(\lambda_s)$ in Algorithm 1) of the $s$th iterate of the outer loop, respectively. Since $s_1 > s_2$, the inclusion $\Gamma_{s^2_0} \subseteq \Gamma_{s^2_0}$ holds. Next we claim that the following important inclusion by mathematical induction

$$\Gamma_{s^2_0} \subseteq A(\lambda_s) \subseteq A^\dagger$$

holds for the sequence active sets $A(\lambda_s)$ from Algorithm 1. From (B.1), for any index $s$ before the stopping criterion at step 13 of Algorithm 1 is reached, there hold

$$\Gamma_{s^2_0} \subseteq A_{s,0} \quad \text{and} \quad \Gamma_{s^2_0} \subseteq A_{s,o}. \quad \text{(B.5)}$$

Note that for $s = 0$, by the choice of $\lambda_0$, $\Gamma_{s^2_0} = \Gamma_{s^2_0} = \emptyset$, and thus (B.5) holds. Now for $s > 0$, it follows by mathematical induction and the relation $A_{s,o} = A_{s+1,0}$. By (B.5), during the iteration, the active set $A_{s,o}$ always lies in $A^\dagger$. This shows the desired claim. For large $s$, we have $\Gamma_{s^2_0} = A^\dagger$, and hence $A(\lambda_s) = A^\dagger$, and accordingly $x(\lambda_s)$ is the oracle solution $x^o$.

**Step 4.** Last, at this step we show that if $A(\lambda_s) \subseteq A^\dagger$, then the stopping criterion at step 13 of Algorithm 1 cannot be satisfied. Let $P = A(\lambda_s) \subsetneq A^\dagger$ and $Q = A^\dagger \setminus A$, and denote by $i^* = \arg\max_{i \in Q} \{\|\bar{x}^\dagger_{G_i}\|\}$ and $E = \|\bar{x}^\dagger_{G_i^*}\|$. Then with the notation $\bar{\Psi}_{G_i}$ and $D_{i,j}$ etc.
from (2.4), we deduce
\[
\|\Psi x - y\|^2 = \sum_{i\in P} \Psi_{G_i}(x_{G_i} - x_{G_i}^\dagger) - \sum_{j\in Q} \Psi_{G_j}x_{G_j}^\dagger - \eta^2
\]
\[
= \|\Psi_{G_{i^*}}x_{G_{i^*}}^\dagger - \sum_{i\in P} \Psi_{G_i}(x_{G_i} - x_{G_i}^\dagger) - \sum_{j\notin Q\{i^*\}} \Psi_{G_j}x_{G_j}^\dagger - \eta\|^2
\]
\[
\geq \|\Psi_{G_{i^*}}x_{G_{i^*}}^\dagger\|^2 + 2\sum_{j\notin Q\{i^*\}} \langle \Psi_{G_j}x_{G_j}^\dagger, \Psi_{G_{i^*}}x_{G_{i^*}}^\dagger \rangle
\]
\[
- 2\sum_{j\notin Q\{i^*\}} \langle \Psi_{G_j}(x_{G_j} - x_{G_j}^\dagger), \Psi_{G_{i^*}}x_{G_{i^*}}^\dagger \rangle + 2\langle \eta, \Psi_{G_{i^*}}x_{G_{i^*}}^\dagger \rangle.
\]

Now recall the elementary identities
\[
\|\Psi_{G_{i^*}}x_{G_{i^*}}\| = \|\bar{x}_{G_{i^*}}\| \quad \text{and} \quad \langle \Psi_{G_j}x_{G_j}^\dagger, \Psi_{G_{i^*}}x_{G_{i^*}}^\dagger \rangle = \langle D_{i^*}, \bar{x}_{G_{i^*}}^\dagger \rangle
\]
and then appealing to Lemma 2.3, we arrive at
\[
\|\Psi x - y\|^2 \geq \|\bar{x}_{G_{i^*}}\|^2 + 2\sum_{j\notin Q\{i^*\}} \langle D_{i^*}, \bar{x}_{G_{j}}^\dagger \rangle \bar{x}_{G_{j}}^\dagger
\]
\[
- 2\sum_{j\notin Q\{i^*\}} \langle D_{i^*}, \bar{x}_{G_{j}} - \bar{x}_{G_{j}}^\dagger \rangle + 2\langle \eta, \bar{x}_{G_{i^*}} \rangle
\]
\[
\geq E^2 - 2\mu|Q| E^2 - 2\mu|P|E \max_{i\in P} \|\bar{x}_{G_i} - \bar{x}_{G_i}^\dagger\| - 2\epsilon E.
\]
By repeating the proof of Lemma 3.1, we deduce
\[
\max_{i\in P} \|\bar{x}_{G_i} - \bar{x}_{G_i}^\dagger\| \leq \frac{\epsilon + \mu T E}{1 - \mu T}.
\]
Now by the condition \( \epsilon \leq tE \) from assumption (3.10), it suffices to show
\[
E^2 - 2\mu(|Q| - 1)E^2 - 2\mu(T - |Q|)\left(\frac{t}{1 - \mu T}E^2 - 2t E^2 \right) > t^2 E^2,
\]
which implies that the stopping criterion (4.1) at step 13 of Algorithm 1 cannot be satisfied. The left hand side of (B.6) is a function monotonically decreasing with respect to the length \(|Q|\), and when \(|Q| = T\), we have \( 1 - \mu(T - 1) - 2t > t^2 \), which completes the proof. \( \square \)
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