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During the last decades, rank-1 lattices as sampling schemes for numerical integration and approximation became highly popular due to their universal applicability in high dimensional problems. This popularity is essentially based on the pioneering observation that suitable rank-1 lattices can be constructed component–by–component (CBC). However, precisely this necessary construction is the decisive point at which the practical applicability may fail.

For that reason, several more and more efficient CBC constructions were developed during the last decades. On the one hand, there exist constructions that are based on minimizing some error functional, whereby this functional requires some dimension incremental structure. On the other hand, there is the possibility to construct rank-1 lattices whose corresponding cubature rule, a rank-1 lattice rule, exactly integrates all elements within a space of multivariate trigonometric polynomials.

In this paper, we focus on the second approach, i.e., the exactness of rank-1 lattice rules. The main contribution is the analysis of a probabilistic version of an already known algorithm that realizes a CBC construction of such rank-1 lattices. It turns out that the computational effort of the known deterministic algorithm can be considerably improved in average by means of a simple randomization. Moreover, we give a detailed analysis of the computational costs with respect to a certain failure probability, which then leads to the development of a probabilistic CBC algorithm. In particular, the presented approach will be highly beneficial for the construction of so-called reconstructing rank-1 lattices, that are practically relevant for function approximation. Subsequent to the rigorous analysis of the presented CBC algorithms, we present an algorithm that determines reconstructing rank-1 lattices of reasonable lattice sizes with high probability. We provide estimates on the resulting lattice sizes and bounds on the occurring failure probability. Furthermore, we discuss the computational complexity of the presented algorithm.

Various numerical tests illustrate the efficiency of the presented algorithms. Among others, we demonstrate how to exploit the efficiency of our algorithm even for the construction of exactly integrating rank-1 lattices, provided that a certain property of the treated space of trigonometric polynomials is known.

Keywords and phrases: rank-1 lattice construction, component–by–component, approximation lattices, fast discrete Fourier transform, trigonometric approximation

2010 AMS Mathematics Subject Classification: 42B05, 65D30, 65D32, 65T40, 65Y20, 68Q25, 68W20, 68W40,
computational complexity for
constructing rank-1 lattices that allow for
exact integration unique reconstruction comments

| Alg. 5     | $d \log^{1+\varepsilon}(d/\delta) |I| \log |I|$ | $d \log^{1+\varepsilon}(d/\delta) |I| \log^2 |I|$ | probabilistic $M < 4M_{\text{lb}}$
| (cf. Remark 5.3) | (cf. Remark 5.4)                      | success w.h.p. $M < 2M_{\text{lb}}$
| [16]      | $d |I| \log |I|$                  | $d |I|^2 \log |I|$                        | non-probabilistic $M < 2M_{\text{lb}}$

Table 1.1: Computational complexities of most efficient component–by–component constructions of rank-1 lattices that fulfill properties (2.3) and (2.12), respectively, in comparison. The parameter $\delta \in (0, 1)$ is an upper bound on the failure probability of Algorithm 5, $\varepsilon > 0$ arbitrarily small, and the subset relation $I \subset [[|I|, |I|]^d$ is assumed.

1 Introduction

The advantageous general approximation properties, cf. e.g. [17, 18, 12, 5], of rank-1 lattice sampling strategies in combination with the possibility of component–by–component (CBC) constructions of suitable rank-1 lattices have led to intensive studies on rank-1 lattices during the last decades. In particular, the beneficial structure of rank-1 lattices allows for using one dimensional fast Fourier transforms in order to efficiently reconstruct signals from sampling points, cf. [20, 22].

However, suitable rank-1 lattices need to be determined in order to guarantee for excellent approximation properties of this signal reconstruction. For a given rank-1 lattice size $M$, i.e., the number of sampling points one spends for the reconstruction of the signal, the usage of CBC strategies for determining suitably generating vectors $z \in \{0, \ldots, M-1\}^d$ heavily reduces the size of the search space from $M^d$ to $dM$, whereby this restricted search space does not cause significant disadvantages with respect to the achievable approximation errors in specific situation.

The runtime of relevant CBC algorithms proved to be polynomially in the spatial dimension $d$ and the lattice size $M$, [27, 8, 9]. A recently developed, non-probabilistic algorithm [16] for the construction of exactly integrating rank-1 lattices has a computational complexity that is linear in the dimension $d$, the lattice size $M$, and the cardinality $|I|$ of the frequency set $I$, $I \subset \mathbb{Z}^d$, $|I| < \infty$, which is highly efficient in this setting. In this context, exactly integrating means that the quasi Monte Carlo method based on the samples along the rank-1 lattice is a cubature rule that exactly integrates all signals within the linear space $\Pi_I := \text{span}\{e^{2\pi ik \cdot \circ}: k \in I\}$, cf. Section 2.1.

A slightly modified approach can be used to construct rank-1 lattices that allow for an exact reconstruction of all signals from linear spaces $\Pi_I$ of multivariate trigonometric polynomials, cf. Section 2.2 for details. We call such rank-1 lattices reconstructing rank-1 lattices for signals in $\Pi_I$ or – in short – reconstructing rank-1 lattices for the frequency set $I$. The crucial
advantages of such reconstructing rank-1 lattices are their applicability for approximating functions that are not necessarily in $\Pi_I$, the corresponding highly efficient algorithms using a permutation and a single one-dimensional fast Fourier transform, and the associated known error guarantees, cf. [28, 12, 5, 16].

In this paper, we develop a probabilistic approach that can be used for the construction of exactly integrating rank-1 lattices and for the construction of reconstructing rank-1 lattices as well. The crucial innovation of the presented algorithm is that the computational costs do not depend on the lattice size $M$ anymore and that they are almost linear in the cardinality of the frequency set $I$ under consideration. Roughly speaking, the computational costs depend almost linear on the number $|I|$ of multivariate monomials which one can exactly integrate simultaneously using the sampling points of the resulting rank-1 lattice or, in the case of signal reconstruction, on the number $|I|$ of multivariate monomials that builds up the space of multivariate trigonometric polynomials under consideration from which all signals can be reconstructed uniquely using the sampling points of the resulting rank-1 lattice. In particular for reconstructing rank-1 lattices, these two numbers $M$ and $|I|$ may necessarily differ widely, i.e., up to $|I| \lesssim \sqrt{M}$, cf. [11, 5]. Precisely in these situations, the presented probabilistic algorithm will reduce the computational costs for the construction of reconstructing rank-1 lattices significantly compared to known algorithms.

Table 1.1 presents best known upper bounds on the computational complexities of state-of-the-art non-probabilistic algorithms, cf. [16], and Algorithm 5, that, or rather its analysis, is one important contribution of this paper. It turns out that the crucial advantage of the presented probabilistic approach is in the construction of reconstructing rank-1 lattices. On the one hand, the new approach suffers from a certain, small failure probability and the upper bound on the resulting lattice sizes $M$ is doubled compared to known non-probabilistic approaches. On the other hand, the computational complexity is highly reduced since it depends almost linear on the cardinality $|I|$ of the considered frequency set $I$ whereas the computational complexity of the non-probabilistic approach depends quadratically on this cardinality $|I|$.

Besides the specification of all used algorithms, the main contribution of this work is the analysis of the computational complexities and, in particular, the success probabilities in full detail, cf. Sections 3 to 5. More specifically, we analyze the CBC approach for determining a suitable generating vector $z \in \mathbb{Z}^d$ for fix and large enough lattice size $M$ in Section 3. In Section 4 we discuss the difference between the presented algorithms when determining exactly integrating rank-1 lattices and reconstructing rank-1 lattices. Furthermore, we present Algorithm 5 in Section 5 and determine its resulting rank-1 lattice size in conjunction with associated success rate estimates. Various numerical tests demonstrate the practical relevance of the newly developed approaches in Section 6.

2 Prerequisites

First, we collect some notations and basic facts about rank-1 lattices. For $z \in \mathbb{Z}^d$ and $M \in \mathbb{N}$, we call the set of sampling nodes

$$\Lambda(z, M) := \left\{ x_j := \frac{j}{M}z \mod 1 : j = 0, \ldots, M - 1 \right\} \subset \mathbb{T}^d \simeq [0, 1)^d$$

a rank-1 lattice of size $M$ with generating vector $z$. The main goal of this paper is the construction of so-called exactly integrating lattice rules with respect to a given frequency set.
\( I \subset \mathbb{Z}^d, |I| < \infty \). In short words, this means that each \( d \)-variate trigonometric polynomial \( p \in \Pi_I := \text{span}\{e^{2\pi i k \cdot \cdot}: k \in I\} \) of the form

\[
p(x) := \sum_{k \in I} \hat{p}_k e^{2\pi i k \cdot x},
\]

(\( \hat{p} k \) \( k \in I \)) \( \in \mathbb{C}^|I| \), can be exactly integrated using the cubature rule

\[
Q_{z, M}(p) := M^{-1} \sum_{j=0}^{M-1} p\left(\frac{j}{M} z\right).
\]

Since the set of sampling nodes used by \( Q_{z, M} \) is a rank-1 lattice, \( Q_{z, M} \) is called (rank-1) lattice rule. In detail, the lattice rule \( Q_{z, M} \) exactly integrates all polynomials \( p \) with frequency support in \( I \) whenever \( Q_{z, M}(p) = \hat{p}_0 \) holds for all \( p \in \Pi_I \), which is equivalent to

\[
Q_{z, M}(e^{2\pi i k \cdot \cdot}) = \begin{cases} 1, & k = 0, \\ 0, & k \in I \setminus \{0\} \end{cases}.
\]

As a consequence of (2.2), we obtain

\[
Q_{z, M}(e^{2\pi i k \cdot \cdot}) = M^{-1} \sum_{j=0}^{M-1} (e^{2\pi i k \cdot \cdot \cdot})^j \begin{cases} 1, & \frac{k \cdot \cdot \cdot}{M} \in \mathbb{Z}, \\ 0, & \text{otherwise}, \end{cases}
\]

which leads directly to the observation that \( Q_{z, M} \) exactly integrates all \( p \in \Pi_I \) iff the generating vector \( z \in \mathbb{Z}^d \) and the lattice size \( M \in \mathbb{N} \) fulfill

\[
k \cdot \cdot \cdot \not\equiv 0 \pmod{M} \text{ for all } k \in I \setminus \{0\}.
\]

In cases where \( z \in \mathbb{Z}^d \) and \( M \in \mathbb{N} \) are chosen such that (2.3) holds for a given frequency set \( I \), we say that \( \Lambda(z, M) \) fulfills the exact integration property for \( I \).

One highly interesting question is how to choose a suitable generating vector \( z \) and an adequate lattice size \( M \) for a given frequency set \( I \). In particular, for too small \( M \), we cannot find any \( z \in \mathbb{Z}^d \) such that (2.3) holds. For instance, for any \( I \) with \(|I| \geq 2\) and fixed \( M = 1 \) there exists no generating vector \( z \in \mathbb{Z}^d \) such that (2.3) is fulfilled. Moreover, the lattice size \( M \) is (an upper bound on) the number of sampling values one uses in order to apply the lattice rule \( Q_{z, M} \). Accordingly, one is interested in lattice sizes \( M \) as small as possible.

We define \( \max(I) := \max\{\|k\|_{\infty}: k \in I\} \) which is the largest component of all frequency vectors within \( I \) in absolute value. Clearly, using \( M = (\max(I) + 1)^d \) and the generating vector \( z = (z_1, \ldots, z_d)^T \), \( z_t := (\max(I) + 1)^{t-1}, t = 1, \ldots, d \), yields a rank-1 lattice \( \Lambda(z, M) \) that fulfills the exact integration property (2.3) for \( I \) in general. However, this lattice size \( M \) is far too big – at least in cases where \( I \) is not a cartesian grid.

Nevertheless, the mere existence of the last mentioned exactly integrating rank-1 lattice for \( I \) implies that the finite number of possible rank-1 lattice sizes not greater than \( M = (\max(I) + 1)^d \) contains a global minimum such that (2.3) holds true for some generating vector \( z \). However, in general a search for the smallest possible lattice size \( M \) and a corresponding generating vector \( z \) is practically impossible even for moderate dimensions \( d \) and frequency sets \( I \) of small cardinality \(|I|\) due to the huge search space. Even for known suitable lattice size \( M \), the (brute force) search for an appropriate generating vector \( z \) is hard due to the huge search space consisting of \( M^d \) elements.
2.1 Component–by–component construction of exactly integrating rank-1 lattices

Nevertheless, there exists a general component–by–component (CBC) strategy for determining suitable components \( z_j, j = 1, \ldots, d \), of the generating vector \( z \) one after another. Clearly, this strategy may not allow for finding a generating vector \( z \) for the global minimum of all possible lattice sizes \( M \), but there exist simple and reasonable estimates on primes \( M \) such that this CBC strategy will successfully determine a corresponding generating vector such that (2.3) holds true.

We present a short sketch on this strategy, cf. [16] for details. Let \( M \) be an integer such that

\[
\begin{align*}
&k_1 \not\equiv 0 \pmod{M} \text{ for all } k \in I \setminus \{ h \in I : h_1 = 0 \} \\
&\{ y \in \{0, \ldots, M - 1\} : \quad -k_s y \equiv \sum_{j=1}^{s-1} k_j z_j \pmod{M} \text{ for any } k \in I \setminus \{ h \in I : h_1 = \ldots = h_s = 0 \} \} < M
\end{align*}
\]

(2.4)

for any admissible choice of \( z_2, \ldots, z_{s-1} \in \{0, \ldots, M - 1\} \), i.e., for any choice of \( z_2, \ldots, z_{s-1} \in \{0, \ldots, M - 1\} \) such that

\[
\sum_{j=1}^{s-1} k_j z_j \not\equiv 0 \pmod{M}
\]

for all \( (k_1, \ldots, k_{s-1})^\top \in \left\{ (h_1, \ldots, h_{s-1})^\top : h \in I, \sum_{j=1}^{s-1} |h_j| \neq 0 \right\} \)

(2.5)

is valid. Obviously, even for this strategy it is practically impossible to determine the smallest possible \( M \) that fulfills (2.4) for any admissible choice of the first \( s - 1 \) components of the generating vector since the number of admissible choices may be extremely large.

Nevertheless, the CBC strategy succeeds with suitably large primes \( M \), which one estimates using the just mentioned approach. Usually, recent research results determine bounds such that for each prime \( M \) larger than this bound this CBC strategy will succeed. This paper is not concerned about estimates on these lower bounds. However, we just define an abstract lower bound \( M_{lb} \in \mathbb{N} \) for our theoretical considerations in the following way. For each \( M \in \mathbb{N} \) and each \( s \in \{2, \ldots, d\} \) we define the sets

\[
Y^{(s)}(z_1, \ldots, z_{s-1}, M, I) := \left\{ y \in \{0, \ldots, M - 1\} : \quad -k_s y \equiv \sum_{j=1}^{s-1} k_j z_j \pmod{M} \text{ for any } k \in I \setminus \{ h \in I : h_1 = \ldots = h_s = 0 \} \right\}
\]

(2.6)
and

\[ Z^{(s-1)}(M, I) := \left\{ (z_1, \ldots, z_{s-1})^\top \in \{0, \ldots, M-1\}^{s-1} : (z_1, \ldots, z_{s-1}, M, I) \right\}. \quad (2.7) \]

Then, we define

\[ N'(M, I) = \max_{s=2, \ldots, d} \max_{(z_1, \ldots, z_{s-1})^\top \in Z^{(s-1)}(M, I)} |Y'(z_1, \ldots, z_{s-1}, M, I)| \]

and we take into account \( s = 1 \)

\[ N(M, I) := \begin{cases} M, & k_1 \equiv 0 \pmod{M} \text{ for any } k \in \{h \in I : h_1 \neq 0\} \\ N'(M, I) & \text{otherwise.} \end{cases} \quad (2.8) \]

Certainly, the bound \( N(M, I) \leq M \) holds true and values \( N(M, I) \) less than \( M \) guarantees success for CBC approaches that checks all the possibilities for choosing the components of the generating vector in each CBC step.

Now, the usual approach is to restrict \( M \) to prime numbers larger than \( \max\{\|k\|_\infty : k \in I\} =: \max(I) \), which has the crucial advantage that the cardinality of the sets of failing candidates \( Y'(z_1, \ldots, z_{s-1}, M, I) \) can be simply estimated by \( |Y'(z_1, \ldots, z_{s-1}, M, I)| \leq |I| \), cf. [16] for more detailed estimates. Taking into account that \( M \geq 1 + \max\{\|k_1\| : k \in I\} \) we observe \( N(M, I) = N'(M, I) \) and simply estimate \( N(M, I) \leq |I| \) for all large enough primes \( M \).

Due to the fact that \( N(M, I) \) is uniformly bounded for all large enough primes \( M \), we can find a minimal prime \( P_{\min}(I) \in \mathbb{N} \) such that

\[ P_{\min}(I) > \max \left( \max_{M \text{ prime}} N(M, I), \max(I) \right) \quad (2.9) \]

Clearly, \( P_{\min}(I) \) is at most the smallest prime number larger than \( \max\{|I|, \max(I)| \). Constructing this abstract prime number \( P_{\min}(I) \), we can define

\[ M_{\text{lb}} = M_{\text{lb}}(I) := P_{\min}(I) - 1. \]

Taking (2.8) into account, one observes that for each prime number \( P > M_{\text{lb}}(I) \) and each \( s = 2, \ldots, d \), we can estimate the cardinalities \( |Y'(z_1, \ldots, z_{s-1}, P, I)| \leq M_{\text{lb}}(I) \).

We read this from another point of view. In all cases where the lattice size \( M \) is chosen as prime with \( M \geq P_{\min}(I) \), we can find at least \( M - N(I, M) \geq M - M_{\text{lb}}(I) \) different appropriate choices for the component \( z_s \) of the generating vector \( z \) in the current \( s \)th CBC step. The last observation holds true for all \( s = 2, \ldots, d \), due to the definition of \( M_{\text{lb}}(I) \).

At this point, we would like to point out that the number of appropriate choices of the components of the vectors can significantly exceed the number \( M - M_{\text{lb}}(I) \) due to the fact that \( M_{\text{lb}}(I) \) is a very universal upper bound on the cardinalities \( |Y'(z_1, \ldots, z_{s-1}, M, I)| \) that determines the amount of integers within \( \{0, \ldots, M-1\} \) that are no appropriate choice of the component \( z_s \) in the case, where \( M, s \), and also the first \( s - 1 \) components of the generating vector \( z \) are already fixed.
2.2 Reconstructing rank-1 lattices

Up to now, we discussed the exact integration property of rank-1 lattices. In the following, we focus on the reconstruction property of rank-1 lattices. To this end, we consider the trigonometric polynomial $p$ as in (2.1). Since $(e^{2\pi i k \cdot x})_{k \in \mathbb{Z}^d}$ is an orthonormal system in $L^2(\mathbb{T}^d)$, we can reconstruct the active Fourier coefficients $\hat{p}_k, k \in I$, by solving the integrals

$$\hat{p}_k = \int_{\mathbb{T}^d} p(x) e^{-2\pi i k \cdot x} \, dx, \quad k \in I. \quad (2.9)$$

Similar as above, we can treat these integrals numerically using the lattice rule

$$Q_{z,M} \left( p(x) e^{-2\pi i k \cdot x} \right) := M^{-1} \sum_{j=0}^{M-1} p \left( \frac{j}{M} z \right) e^{-2\pi i \frac{j}{M} k \cdot z}.$$

We call the rank-1 lattice $\Lambda(z, M)$ a reconstructing rank-1 lattice for the frequency set $I$ iff $Q_{z,M} \left( p(x) e^{-2\pi i k \cdot x} \right) = \hat{p}_k$ holds for all $k \in I$ and all $p \in \Pi_I$. In other words, the lattice rule $Q_{z,M}$ allows for the exact integration of all $|I|$ integrals in (2.9). Consequently, we require

$$\hat{p}_k = Q_{z,M} \left( p(x) e^{-2\pi i k \cdot x} \right) = M^{-1} \sum_{j=0}^{M-1} \sum_{h \in I} \hat{p}_h e^{2\pi i \frac{j}{M} (h-k) \cdot z}$$

$$= \sum_{h \in I} \hat{p}_h M^{-1} \sum_{j=0}^{M-1} \left( e^{2\pi i \frac{(h-k) \cdot z}{M}} \right)^j = \sum_{h \in I} \hat{p}_h \quad (2.10)$$

for all $k \in I$. Thus equation (2.10) yields that a reconstructing rank-1 lattice $\Lambda(z, M)$ necessarily (and sufficiently) fulfills

$$(h - k) \cdot z \not\equiv 0 \pmod{M} \quad \text{for all } h, k \in I, h \neq k \quad (2.11)$$

or, equivalently,

$$h \cdot z \not\equiv k \cdot z \pmod{M} \quad \text{for all } h, k \in I, h \neq k. \quad (2.12)$$

We will call (2.12) reconstruction property of $\Lambda(z, M)$ for the frequency set $I$. At this point, we would like to emphasize the close connection between exactly integrating rank-1 lattices and reconstructing rank-1 lattices. To this end, we define the difference set $D(I) := \{h - k : k, h \in I\}$ of the frequency set $I$, which leads to the observation that (2.11) is equivalent to the exact integration property of $\Lambda(z, M)$ for the frequency set $D(I)$, cf. (2.3). In other words, a rank-1 lattice that satisfies the reconstruction property for $I$ equivalently fulfills the exact integration property for the difference set $D(I)$ of $I$.

As a consequence, one can apply a CBC strategy to $D(I)$ as explained in Section 2.1 in order to construct reconstructing rank-1 lattices for the frequency set $I$. At this point we define

$$N_I := \max(D(I)) = \max_{t=1, \ldots, d} \left( \max\{k_t : k \in I\} - \min\{k_t : k \in I\} \right) \leq 2 \max(I)$$

the expansion of a frequency set $I$ for later usage.
Algorithm 1 Probabilistic deterministic CBC construction of exactly integrating rank-1 lattices

Input: \( I \subset [-N, N]^d \) \( \text{frequency set} \)
\( M \) \( \text{lattice size } M \geq 2N + 1 \)
\( T \leq M \) \( \text{switching point of algorithm} \)

1: \( z_1 = 1; \)
2: \( \text{for } \ell = 2 : d \) \( \text{do} \)
3: \( \text{choose a set } \mathcal{T} \text{ of } T \text{ different elements from } \{0, \ldots, M - 1\}, \text{uniformly at random} \)
4: \( \text{shuffle the elements of } \mathcal{T} \text{ and save } (z^{(r)}_{\ell})_{r=1}^{T}, \text{i.e., } \{z^{(r)}_{\ell}, r = 1, \ldots, T\} = \mathcal{T} \)
5: \( \text{for } r = 1 : T \) \( \text{do} \)
6: \( \text{if check exactness}(I_\ell, (z_1, \ldots, z_{\ell-1}, z^{(r)}_{\ell})^\top, M) == \text{true then} \)
7: \( z_\ell = z^{(r)}_{\ell} \) \( \text{and go to 18} \)
8: \( \text{else if } r == T \) \( \text{then} \)
9: \( \text{construct random permutation array } (z^{(r)}_{\ell})_{r=T+1}^M \text{ of } \{0, \ldots, M - 1\} \setminus \mathcal{T} \)
10: \( \text{for } r = T + 1 : M \) \( \text{do} \)
11: \( \text{if check exactness}(I_\ell, (z_1, \ldots, z_{\ell-1}, z^{(r)}_{\ell})^\top, M) == \text{true then} \)
12: \( z_\ell = z^{(r)}_{\ell} \) \( \text{and go to 18} \)
13: \( \text{else if } r == M \) \( \text{then} \)
14: \( \text{raise ERROR} \)
15: \( \text{end if} \)
16: \( \text{end if} \)
17: \( \text{end for} \)
18: \( \text{end for} \)

Output: \( z \in \{0, \ldots, M - 1\}^d \subset \mathbb{Z}^d \) \( \text{generating vector of rank-1 lattice such that} \)
\( \Lambda(z, M) \) \( \text{is an exactly integrating rank-1 lattice for } I \)

Complexity:
\( \mathcal{O}(dT \log T + d \log(d/\delta) h(I, M)) \),
with probability \( 1 - \delta \) for \( M \geq c M_{lb} \) and \( T \geq \log_c((d - 1)/\delta) \)
\( \mathcal{O}(dT \log T + d h(I, M)) \),
in expectation for \( M \geq c M_{lb} \) and \( T \geq \log_c M \)
\( \mathcal{O}(d M h(I, M)) \),
in worst case, assuming that \( h(I, M) \geq \log M \)

\( h(I, M) \) is an upper bound on the computational complexity of a single call of \( \text{check exactness}(I_\ell, (z_1, \ldots, z_{\ell-1}, y)^\top, M) \) for fixed \( \ell \) and arbitrary, fixed \( y \in \{0, \ldots, M - 1\} \)

3 Main algorithms

First we start with a fixed and suitably large lattice size \( M \) and develop an appropriate strategy that determines a generating vector such that \( \Lambda(z, M) \) is an exactly integrating rank-1 lattice for a given frequency set \( I \). Certainly, the lattice size \( M \) depends on the frequency set \( I \), cf. Section 2.2. Since we will benefit from randomly checking component candidates for the generating vector \( z \in \{0, \ldots, M - 1\}^d \), we need a suitable strategy for fixing a random sequence of these candidates in order to construct a probabilistic deterministic algorithm. However, generating the whole sequence of \( M \) candidates in advance results in runtimes that are linear in \( M \), which we need to avoid in order to obtain runtimes of our algorithm that may be sublinear in \( M \). For that reason, we suggest a two-step strategy for determining a random permutation of the elements in \( \{0, \ldots, M - 1\} \).
Lemma 3.1. Let $T \in \{1, \ldots, M\}$ and we construct a permuted vector $v$ of all $\{0, \ldots, M-1\}$ numbers using the following approach:

First we take a set $T$ of $T$ distinct elements in $\{1, \ldots, M-1\}$ uniformly at random. Then, we shuffle the set $T$ uniformly at random in order to obtain the first $T$ elements $v_1, \ldots, v_T$ of $v \in \mathbb{N}_0^M$. Subsequently, we determine $v_{T+1}, \ldots, v_M$ as a random permutation of $\{0, \ldots, M-1\} \setminus T$. Then $v$ is a permutation of $\{0, \ldots, M-1\}$, and each permutation of $\{0, \ldots, M-1\}$ is obtained with probability $1/M!$.

Proof. Clearly, each permutation may be reached due to the construction. A fixed set $T$ is obtained with probability $\frac{T!(M-T)!}{M!}$. Each permutation of the set $T$ has a probability of $1/T!$ and each permutation of $\{0, \ldots, M-1\} \setminus T$ has a probability of $1/(M-T)!$. Clearly shuffling $T$ or $M-T$ elements is independent from the concrete set, which yields a probability of the fixed vector $v$ that is $1/M!$.

As mentioned above, we investigate a probabilistic deterministic version of the brute force CBC strategy, cf. [16], using randomization. We present the specific approach as Algorithm 1.

Randomly selecting permutations as suggested in Lemma 3.1 yields heavily improved arithmetic complexities with high probability and in average as well when we assume that the lattice size $M$ is large enough and the parameter $T$ is chosen appropriately.

Theorem 3.2. Let $1 < c \in \mathbb{R}$, $I \subset \mathbb{Z}^d$, $\delta > 0$, and $M$ being a prime number satisfying $M \geq cM_0$. Then,

- Algorithm 1 determines an exactly integrating rank-1 lattice for the frequency set $I$ for arbitrarily chosen parameter $T \in \{1, \ldots, M\}$,
- choosing $T \in \mathbb{N}$, $T \geq \frac{\log(d-1)-\log \delta}{\log c}$, Algorithm 1 determines an exactly integrating rank-1 lattice for the frequency set $I$ checking a number of at most $\left\lceil \frac{\log(d-1)-\log \delta}{\log c} \right\rceil$ component candidates $z^{(r)}_\ell$ in each CBC step with probability at least $1 - \delta$, which immediately yields an arithmetic complexity of Algorithm 1 in $O(dT \log T + d \log(d/\delta) h(I, M))$ with probability at least $1 - \delta$,
- for arbitrary $T \leq M$, we achieve an expected arithmetic complexity of Algorithm 1 in $O(dT \log T + c^{-T}M + h(I, M))$,
- assuming $h(I, M) \gtrsim \log M$, the worst case arithmetic complexity of Algorithm 1 can be bounded by terms in $O(dMh(I, M))$.

Proof. Since the suggested algorithm realizes the usual brute force CBC search, cf. [16, Rem. 24], and the lattice size $M$ guarantees the existence of at least one exactly integrating rank-1 lattice for the frequency set $I$, which can be found using a CBC construction, Algorithm 1 will determine one exactly integrating rank-1 lattice.

In order to show the other assertions we consider each CBC step separately, i.e., we fix $\ell \in \{2, \ldots, d\}$. Clearly, there may be elements $y \in \{0, \ldots, M-1\}$ such that

$\text{check\_exactness}(I_\ell, (z_1, \ldots, z_{\ell-1}, y)^T, M) == \text{false}$.
which we call failing component candidates. The number of these failing candidates is bounded from above by $M_{lb}$, cf. Section 2.1. We define the sets of failing candidates in iteration $r$ by

$$Z_r^{\ell} := \{ y \in \{0, \ldots, M-1\} \setminus \{z_{\ell}^{(1)}, \ldots, z_{\ell}^{(r-1)}\}; \check{\text{check exactness}}(I_{\ell}, (z_1, \ldots, z_{r-1}, y)^{\top}, M) = \text{false}\}.$$

We know that in each CBC step, we have at most a number of $M_{lb}$ of the potential $z$’s in the set $Z_1^{\ell}$ and we need to consider iteration $r$ iff $z_{\ell}^{(1)}, \ldots, z_{\ell}^{(r-1)}$ are all failing candidates and each of them does not appear anymore. Otherwise, $z_{\ell}^{(1)}, \ldots, z_{\ell}^{(r-1)}$ are not all failing candidates, which means that at least one of them is a non-failing, thus working, candidate and we can continue with the next CBC step.

Accordingly, we need to consider the set $Z_r^{\ell}$ iff the set $\{z_{\ell}^{(1)}, \ldots, z_{\ell}^{(r-1)}\}$ contains exactly $r - 1$ of failing $z$’s which means that there are at most $M_{lb} - r + 1$ failing candidates left in the set $Z_r^{\ell}$, in formula we have

$$|Z_r^{\ell}| \leq \max(0, M_{lb} - r + 1) \leq M/c.$$

Thus, when reaching iteration $r$ we obtain

$$P\left(\{z^{(r)}_{\ell} \text{ is a failing candidate}\} \left| \{z_{\ell}^{(1)}, \ldots, z_{\ell}^{(r-1)}\ \text{are all failing candidates}\}\right.\right)$$

$$= P\left(\{z^{(r)}_{\ell} \in Z_r^{\ell}\} \left| \bigcap_{j=1}^{r-1} \{z_{\ell}^{(j)} \in Z_{r-1}^{\ell}\}\right.\right) \leq \frac{|Z_r^{\ell}|}{M} \leq \frac{M_{lb} - r + 1}{M} \leq 1/c$$

and in particular $|Z_{M_{lb}+1}^{\ell}| = 0$ which yields for arbitrary $r \leq M_{lb}$

$$P\left(\bigcap_{j=1}^{r} \{z_{\ell}^{(j)} \in Z_r^{\ell}\}\right) \leq \prod_{j=1}^{r} \frac{M_{lb} - j + 1}{M} \leq c^{-r}$$

(3.1)

and

$$P\left(\bigcap_{j=1}^{M_{lb}+1} \{z_{\ell}^{(j)} \in Z_r^{\ell}\}\right) = 0.$$  (3.2)

For fixed $T \in \mathbb{N}$, we use the union bound and estimate the probability that Algorithm 1 checks in at least one of the $d - 1$ CBC steps more than $T$ candidates $z^{(j)}$

$$P\left(\bigcup_{t=2}^{d} \bigcap_{j=1}^{T} \{z_{\ell}^{(j)} \in Z_r^{\ell}\}\right) \leq (d - 1) \prod_{j=1}^{T} \frac{M_{lb} - j + 1}{M} \leq (d - 1)c^{-T}.$$  (3.3)

Using any $T \geq \frac{\log(d-1)-\log \delta}{\log c}$ in (3.3), we observe $\delta$ as upper bound. Thus the assertion on the success probability holds.

Due to the last considerations, we observe that each CBC step will succeed with probability $1 - \frac{\delta}{d-1}$ at latest in its $r_\delta$’s, $r_\delta = \lceil \log_c \left(\frac{d-1}{\delta}\right)\rceil$, iteration. Due to the fact that $r_\delta \leq T$, the CBC step of Algorithm 1 will successfully finish in line 7 with probability at least $1 - \frac{\delta}{d-1}$. In this case, the arithmetic complexity of the corresponding CBC step is dictated by lines 3,
4, and 6. For the first, we observe an arithmetic complexity that is bounded by \( C_1 T \log T \), which is caused by randomly choosing a set \( T \) in line 3 when applying the strategy by Floyd, cf. [4]. The arithmetic complexity of line 4 is bounded by \( C_2 T \) when using the shuffling strategy by Fisher-Yates, cf. [14, Algorithm P]. When considering line 6, we need to keep in mind that this line will be called up to \( r_\delta \) times, which yields an arithmetic complexity in \( O(\log(\frac{d}{\delta}) h_\ell(I, M)) \), where \( h_\ell(I, M) \) is an upper bound on the arithmetic complexity of a single call of the algorithm \text{check\_exactness}(I_\ell, (z_1, \ldots, z_{\ell-1}, y)^\top, M) \) that realizes the test for the exact integration property for fixed \( \ell \) and arbitrary, fixed \( y \in \{0, \ldots, M-1\} \).

Altogether, we obtain an arithmetic complexity in \( O(T \log T + h_\ell(I, M) \log \frac{d}{\delta}) \) with probability \( 1 - \frac{\delta}{2^\ell} \) for a single CBC step. Using the complementary events and the union bound for all \( d - 1 \) CBC steps yields that the whole algorithm has an arithmetic complexity in \( O((T \log T + \log(\frac{d}{\delta}) h(I, M))) \) with probability \( 1 - \delta \), where \( h(I, M) \) is a universal upper bound on \( \max_{\ell \in \{2, \ldots, d\}} h_\ell(I, M) \).

In order to estimate the expected computational complexity, again we first consider a single CBC step. Obviously, lines 3 and 4 will cause an arithmetic complexity in \( O(T \log T) \) independent from the number of candidates that are checked during the CBC step. If the \( \ell \)th CBC step will check more than \( T \) different candidates, i.e., \( r > T \), then line 9 can be realized using Fisher-Yates in an arithmetic complexity in \( O(M) \). The probability that this line is reached is bounded from above by \( c^{-r+1} \).

It remains to estimate the expected number of calls of the function

\[
\text{check\_exactness}(I_\ell, (z_1, \ldots, z_{\ell-1}, z_\ell^{(r)})^\top, M).
\]

To this end, we estimate

\[
\mathbb{P}(\text{check\_exactness is called } r \text{ times}) = \mathbb{P}\left( \left\{ z_\ell^{(1)}, \ldots, z_\ell^{(r-1)} \text{ are all failing candidates} \right\} \right) = \mathbb{P}\left( \bigcap_{j=1}^{r-1} \left\{ z_\ell^{(j)} \in Z_\ell^j \right\} \right) \leq c^{-r+1}
\]

Accordingly, we call the function \text{check\_exactness} \( r \) times with a probability bounded from above by \( c^{-r+1} \), which yields an expected number \( R \) of calls

\[
R := \sum_{r=1}^{M_{\ell+1}} r \mathbb{P}\left( \bigcap_{j=1}^{r-1} \left\{ z_\ell^{(j)} \in Z_\ell^j \right\} \right) < c \sum_{r=1}^{\infty} r c^{-r} = \left( \frac{c}{c-1} \right)^2.
\]

Together, we obtain an expected arithmetic complexity in

\[
O(T \log T + c^{-T} M + h(I, M))
\]

for a single CBC step. Due to the linearity of the expectation, we achieve an additional factor \( d - 1 \) for the expected complexity of Algorithm 1.

Analyzing the worst case complexity differs from analyzing the expected complexity only in the number of calls of

\[
\text{check\_exactness}(I_\ell, (z_1, \ldots, z_{\ell-1}, z_\ell^{(r)})^\top, M),
\]
Algorithm 2 Probabilistic CBC construction of exactly integrating rank-1 lattices

Input: $I \subset [-N, N]^d$ frequency set
$M$ lattice size
$T$ maximal number of tested components

1: $z_1 = 1$
2: for $\ell = 2 : d$ do
3: choose a set $T$ of $T$ different elements from $\{0, \ldots, M - 1\}$, uniformly at random
4: shuffle the elements of $T$ and save $(z_\ell(r), r = 1, \ldots, T)\top$, i.e., $\{z_\ell(r), r = 1, \ldots, T\} = T$
5: for $r = 1 : T$ do
6: if check exactness($I, (z_1, \ldots, z_{\ell-1}, z_\ell(r))\top, M) == \text{true}$ then
7: $z_\ell = z_\ell(r)$
8: break
9: else if $r == T$ then
10: raise ERROR
11: end if
12: end for
13: end for
Output: $z$ generating vector of rank-1 lattice such that $\Lambda(z, M)$ is a reconstructing rank-1 lattice for $I$

Complexity: $\mathcal{O}(T d (\log T + h(I, M)))$

$h(I, M)$ is an upper bound on the computational complexity of a single call of check exactness($I, (z_1, \ldots, z_{\ell-1}, y)\top, M)$ for fixed $\ell$ and arbitrary, fixed $y \in \{0, \ldots, M - 1\}$

which is $M_{lh} + 1 \leq M$ in the worst case. Thus, we achieve $\mathcal{O}(T \log T + M h(I, M)) = \mathcal{O}(M h(I, M))$ for a single CBC step when assuming $h(I, M) \geq \log M$. Summing up the complexities of $d - 1$ CBC steps yields the last assertion.

The last theorem motivates the modification of Algorithm 1 in order to significantly reduce the worst case arithmetic complexity when accepting a prespecified failure probability. The strategy is just to check only a reasonable number $T$ of component candidates in each CBC step, i.e., leaving out the computationally expensive parts of Lines 9 to 16 of Algorithm 1. Certainly, this yields a non-deterministic and probabilistic approach. For the sake of completeness we present the simpler strategy as Algorithm 2. At this point, we stress on the fact that Algorithm 2 is a probabilistic algorithm, but nevertheless terminates in finite time. Moreover, the algorithm returns admissible output in cases of success only, i.e., non-successful runs will be reported. The insights gained in the proof of Theorem 3.2 directly yield results on Algorithm 2.

Corollary 3.3. Let $1 < c \in \mathbb{R}$, $I \subset \mathbb{Z}^d$, $\delta > 0$, and $M$ being a prime number satisfying $M \geq c M_{lh}$. Choosing $T \in \mathbb{N}$, $T \geq \frac{\log(d-1) - \log \delta}{\log c}$, Algorithm 2 determines an exactly integrating rank-1 lattice for the frequency set $I$ with probability at least $1 - \delta$.

The runtime of Algorithm 2 is in $\mathcal{O}(d T (\log T + h(I, M)))$, where $h(I, M)$ is an upper bound on the computational complexity of a single call of the function check exactness($I, (z_1, \ldots, z_{\ell-1}, y)\top, M)$ for arbitrary $\ell \in \{2, \ldots, d\}$ and arbitrary $y \in \{0, \ldots, M - 1\}$.

Proof. The same argumentations as in the first part of the proof of Theorem 3.2 and taking $T \geq \frac{\log(d-1) - \log \delta}{\log c}$ into account yields $\delta$ as an upper bound for the failure probability. Thus the first assertion holds.
Let us comment on the computational complexity of Algorithm 2. Due to the precomputation of the candidate sets \( \{z^{(r)}_\ell, r = 1, \ldots, T\} \) using the algorithm from [4], and some sorted structure for saving the set \( \{z^{(r)}_\ell, r = 1, \ldots, \tilde{t}\}, \tilde{t} < T \), we achieve a computational complexity for Line 3 in \( O(T \log T) \). Furthermore, Line 4 can be realized using Fisher-Yates [14, Algorithm P] in \( O(T) \). Due to the definition of \( h(I, M) \) we obtain computational costs caused by the maximum of \( T \) passes of line 6 that is bounded in \( O(T h(I, M)) \) for each \( \ell = 2, \ldots, d \). Altogether, we achieve that Algorithm 2 terminates and has a computational complexity in \( O(d T(\log T + h(I, M))) \) in the worst case.

**Remark 3.4.** Let us comment on the expected computational complexity of Algorithm 2, which obviously is less than the expected complexity of Algorithm 1, cf. Theorem 3.2. In detail, the term that depend linearly on \( M \) vanishes, i.e., we achieve a computational complexity which is in \( O(d(T \log T + h(I, M))) \) for large enough \( M > M_{lb} \), in expectation. However, please note that Algorithm 2 may fail with certain probability for \( T < M_{lb} \) even in those cases where the success of the brute force approach in Algorithm 1 is guaranteed.

Fixing \( c > 1 \) and choosing \( T := \lceil \log_c \frac{d-1}{\delta} \rceil \) in Corollary 3.3 causes a computational worst case complexity of Algorithm 2 which is in

\[
O(d \log(d/\delta) (\log \log(d/\delta) + h(I, M)))
\]

and the Algorithm will succeed with probability at least \( 1 - \delta \). Since the probability estimates in the proof of Theorem 3.2 are very basic and pessimistic, we may achieve much better behavior in practice.

Moreover, due to (3.2), we observe that the failure probability is specified by \( \delta = 0 \) for \( T > M_{lb} \), e.g., \( T = M \). However, the computational complexity of Algorithm 2 is in \( \Omega(dT) \) due to the shuffling in Line 4. Fixing \( T \) too large, this term may dominate the computational complexity of the whole algorithm even though a small number of randomly chosen \( z^{(r)}_\ell \) is tested later on.

**Remark 3.5.** We stress on the fact that the expected computational complexity can be further decreased when using a slight modification of Algorithm 2. This modification concerns Lines 3 and 4, which is the random preselection of the numbers \( z^{(r)}_\ell \). Simply choosing the candidates \( z^{(r)}_\ell \in \{0, \ldots, M-1\} \) uniformly distributed at random within the inner loop is an alternative strategy, which yields that the term that depends on \( T \) in the expected computational complexity vanishes. In doing so, one could start the modified Algorithm 2 using a suitable parameter \( T \) and analyze this approach in more detail similar to the proof of Corollary 3.3. This will lead to an improved expected computational complexity of this algorithm which does not suffer from logarithmic terms in the dimension \( d \), i.e., the runtime will be strictly linear in the dimension \( d \) in expectation. Certainly, the modified algorithm would also suffer from a possible failure probability which can be estimated in a similar way as specified in the proof of Corollary 3.3 for Algorithm 2. However, we decided to present Algorithm 2 as it is in order to guarantee that we may check exactly \( T \) different candidates and that the algorithm is still deterministic. In particular, we are willing to accept the additional computational costs caused by Lines 3 and 4. In Section 4, it turns out that these additional costs will be negligible since usually the computational complexity \( h(I, M) \) of check_exactness is the strongly dominating part of the algorithm when choosing suitable parameters \( T \).
On the other hand one can also improve the worst case computational complexity by taking the recent observation of [16] into account. The strategy could be to estimate the computational effort that is needed to apply one CBC construction step from [16] and switching to that approach at that point, where Algorithm 2 has already spent a similar computational effort in a single CBC step. Thus, the worst case computational complexity would be in the order of two times of those that the CBC construction from [16] needs, i.e., $O(dM)$. The expected computational complexity is still bounded by the term that is given in Corollary 3.3 when appropriately choosing the lattice size $M$ and the (possibly slightly modified) parameter $T$.

Remark 3.6. Both, Algorithms 1 and 2, are predestined for parallelization since the function check_exactness is independently called up to (at least) $T$ times in each CBC step. However, since the expected number of check_exactness calls is extremely small for large enough $M$, only a reasonable small number of parallel function calls is worthwhile. A parallelization of check_exactness itself seems to be more appropriate in order to accelerate single thread performance.

4 Discussion on check_exactness

All algorithms presented in the last section apply the—up to now unexplained—function check_exactness and use an unspecified upper bound $h(I,M)$ on its computational costs in the theoretical investigations. In this section, we will analyze this function in more detail. First, we will consider the case where the full frequency set $I$ is given and we search for an exactly integrating rank-1 lattice for this set of frequencies. A second approach is the construction of reconstructing rank-1 lattices, which is in fact the construction of an exactly integrating rank-1 lattice for a difference set $I = D(I')$. It turns out that for the latter approach the presented strategies from Section 3 will be most beneficial since for checking the exactness of the rank-1 lattice the knowledge of the difference set is not necessary. The exactness can be checked dealing only with the original set $I'$.

In Section 3 we particularly simplified the input of the function check_exactness in order to provide a general view on the main strategies presented in Algorithms 1 and 2. Going into more detail, the exactness check for the $\ell$th component can even be done without knowing the full frequency set. Certainly, the lattice size $M$ and the designated component candidate $y$ need to be fixed. Then, it is enough to know some temporary result from the successful exactness check of the $(\ell - 1)$th CBC step, which directly led to the $\ell$th CBC step, together with the corresponding $\ell$th components of the frequencies within $I$ in order to decide whether or not $y$ is an admissible CBC choice, cf. also e.g. [16, Remark 24]. Since the determination of exactly integrating rank-1 lattices and reconstructing rank-1 lattices differ in the used approaches which put the function check_exactness into practice, and these differences are crucial for observing the computational complexities given in Table 1.1, we believe that it is necessary or at least very helpful to discuss in detail the two different approaches we utilize.

We start with the algorithm that can be used in CBC constructions in order to determine the exact integration property of rank-1 lattices for given frequency sets $I$. For practical implementations, we assume that the elements of the frequency set $I$ have some unique numbering, i.e., $I = \{k_j \in \mathbb{Z}^d : j = 1, \ldots, |I|\}$, which can be a “natural order” of the elements.
of $I$ given by

$$k_j < k_{j+1} \Leftrightarrow \exists t_0 \in \{1, \ldots d\} \text{ s.t.} \quad k_{j,t} = k_{j+1,t} \forall t \in \{1, \ldots, t_0-1\} \text{ and } k_{j,t_0} < k_{j+1,t_0},$$

(4.1)

$j = 1, \ldots, |I| - 1$. For a given rank-1 lattice $\Lambda(z, M)$, $z \in \mathbb{Z}^d$, $M \in \mathbb{N}$, we define the vector of inner products $\nu(I, z, M)$ of all elements of $I$ with the generating vector $z$ modulo $M$ as

$$\nu(I, z, M) := (k_j \cdot z \mod M)_{j=1}^{|I|}. $$

A simple exercise using the compatibility of the modulo operation with addition proves

$$\nu(I, (z_1, \ldots, z_{\ell}, 0)\top, M) = \left(\nu(I, (z_1, \ldots, z_{\ell-1}, 0)\top, M) + (k_{j,\ell}z_j)_{j=1}^{|I|}\right) \mod M,$$

from which follows that computing the inner products required for checking a single component candidate $y$ in a CBC construction has a computational complexity in $\mathcal{O}(|I|)$ for each CBC step, cf. line 3 of Algorithm 3. In each $\ell$th CBC step, $\ell = 2, \ldots, d$, we assume that the rank-1 lattice $\Lambda((z_1, \ldots, z_{\ell-1})\top, M)$ has the exact integration property for the frequency set

$$I_{\ell-1} := \{(k_1, \ldots, k_{\ell-1})\top \in \mathbb{Z}^{\ell-1} : k \in I\},$$

from which follows that the rank-1 lattice $\Lambda((z_1, \ldots, z_{\ell-1}, y)\top, M)$, $y \in \mathbb{Z}$, has the exact integration property for the set $I_{\ell}$, iff $\nu(I, (z_1, \ldots, z_{\ell-1}, y, 0)\top, M)\neq 0$ for all those $j$ where $k_{j,\ell} \neq 0$ holds. We denote the set of those indices by $J$, cf. line 2 of Algorithm 3. Clearly, $J$ can be determined in a runtime which is linear in $|I|$, i.e., $\mathcal{O}(|I|)$. The remaining
effort of Algorithm 3 is caused by line 4 and is just searching the first zero in a vector of length \(|I|\), which has a complexity of \(O(|I|)\). Accordingly, the total computational complexity of Algorithm 3 is linear in \(|I|\).

It remains to show, that Algorithm 3 does what it is supposed to. At this point we stress on the fact that the exact integration property of the rank-1 lattice \(\Lambda((z_1, \ldots, z_{\ell-1})^\top, M)\) for the projected frequency set \(I_{\ell-1}\), is an essential assumption in order to obtain the correctness of Algorithm 3.

**Lemma 4.1.** For given frequency set \(I \subset \mathbb{Z}^d\), \(|I| < \infty\), lattice size \(M \in \mathbb{N}\) and \(\ell \in \mathbb{N}\), \(\ell \geq 2\), we assume \(\Lambda((z_1, \ldots, z_{\ell-1})^\top, M) \subset \mathbb{T}^\ell-1\) is an exactly integrating rank-1 lattice for \(I_{\ell-1}\), i.e.,

\[
    h \cdot (z_1, \ldots, z_{\ell-1})^\top \neq 0 \mod M \quad \text{for all } h \in I_{\ell-1} \setminus \{0\}.
\]

Then, for given \(y \in \mathbb{Z}\) Algorithm 3 determines whether or not the \(\ell\)-dimensional rank-1 lattice \(\Lambda((z_1, \ldots, z_{\ell-1}, y)^\top, M) \subset \mathbb{T}^\ell\) is an exactly integrating one for \(I_{\ell}\).

**Proof.** We work directly on the set \(I\) instead of \(I_{\ell}\) in order to avoid the computational effort caused by the detection of duplicates. As a consequence, we may check a single element of \(I_{\ell}\) several times, but that does not matter. Moreover, the exact integration property of \(\Lambda((z_1, \ldots, z_{\ell-1}, y, 0, \ldots, 0)^\top, M) \subset \mathbb{T}^\ell \times \{0\} \subset \mathbb{T}^\ell\) for all frequencies \(k \in I \setminus \{h \in I : h_1 = \ldots, = h_\ell = 0\}\) implies the exact integration property of \(\Lambda((z_1, \ldots, z_{\ell-1}, y)^\top, M) \subset \mathbb{T}^\ell\) for \(I_{\ell} := \{(h_1, \ldots, h_\ell)^\top \in \mathbb{Z}^\ell : h \in I\}\).

For \(k_j \in I\), we distinguish three different cases:

1. \((k_{j,1}, \ldots, k_{j,\ell})^\top = 0\): We observe \(\sum_{s=1}^{\ell-1} k_{j,s} z_s + y k_{j,\ell} = 0\) as required for all \(y \in \mathbb{Z}\) without doing anything in Algorithm 3.

2. \((k_{j,1}, \ldots, k_{j,\ell-1})^\top \neq 0\) and \(k_{j,\ell} = 0\):
   \[
   \text{We get } \sum_{s=1}^{\ell-1} k_{j,s} z_s + y k_{j,\ell} = \sum_{s=1}^{\ell-1} k_{j,s} z_s \neq 0 \text{ as required for all } y \in \mathbb{Z}, \text{ due to the fact that } \Lambda((z_1, \ldots, z_{\ell-1})^\top, M) \subset \mathbb{T}^\ell-1 \text{ is an exactly integrating rank-1 lattice for } I_{\ell-1}.
   \]
   Similar as in the last case, we do not need to check anything in Algorithm 3.

3. \(k_{j,\ell} \neq 0\): In this case we have \(j \in J := \{i \in \{1, \ldots, |I|\} : k_{i,\ell} \neq 0\}\). Algorithm 3 checks whether or not at least one of the inner products \(\sum_{s=1}^{\ell-1} k_{j,s} z_s + y k_{j,\ell} \neq 0\), \(j \in J\), is zero modulo \(M\). If at least one of them is zero, the rank-1 lattice \(\Lambda((z_1, \ldots, z_{\ell-1}, y)^\top, M)\) can not exactly integrate at least one of the monomials \(e^{2\pi i (k_{j,1}, \ldots, k_{j,\ell})^\top} \cdot j \in J\), and Algorithm 3 returns \text{false}. Otherwise the rank-1 lattice \(\Lambda((z_1, \ldots, z_{\ell-1}, y)^\top, M)\) exactly integrates all monomials \(e^{2\pi i (k_{j,1}, \ldots, k_{j,\ell})^\top} \cdot j \in J\), and Algorithm 3 returns \text{true}.

Accordingly, Algorithm 3 realizes the exactness check of a CBC step under the assumption that \(\Lambda((z_1, \ldots, z_{\ell-1})^\top, M)\) is already an exactly integrating rank-1 lattice for the frequency set \(I_{\ell-1}\).

As mentioned above, there is a more clever way of checking the exact integration property for a difference set \(D(I')\), which directly uses the reconstruction property of \(I'\), cf. (2.12). Algorithm 4 states the strategy in detail. The crucial advantage is that the reconstruction property can be checked using only the inner products of the generating vector with all frequencies in \(I'\) instead of all frequencies in \(D(I')\), which leads to substantially reduced computational costs – at least in cases where \(|I'|\) and \(|D(I')|\) differ significantly.
Lemma 4.2. For given frequency set $I \subset \mathbb{Z}^d$, $|I| < \infty$, lattice size $M \in \mathbb{N}$ and $\ell \in \mathbb{N}$, $\ell \geq 2$, we assume $\Lambda((z_1, \ldots, z_{\ell-1})^\top, M) \subset \mathbb{T}^{\ell-1}$ is a reconstructing rank-1 lattice for $I_{\ell-1}$, i.e.,

$$h \cdot (z_1, \ldots, z_{\ell-1})^\top \not\equiv k \cdot (z_1, \ldots, z_{\ell-1})^\top \mod M$$

for all $h, k \in I_{\ell-1}, h \not\equiv k$.

Then, for given $y \in \mathbb{Z}$ Algorithm 4 determines whether or not $\Lambda((z_1, \ldots, z_{\ell-1}, y)^\top, M) \subset \mathbb{T}^\ell$ is a reconstructing rank-1 lattice for $I_{\ell}$.

**Proof.** Let $\ell > 1$. The frequency set $I_{\ell} \subset \mathbb{Z}^\ell$ can be determined in the following way

$$I_{\ell} := \{(k_{j,1}, \ldots, k_{j,\ell})^\top \in \mathbb{Z}^\ell : k \in I\}.$$  

Moreover, we consider the set $\tilde{I} := \{(\nu_j, k_{j,\ell}) : j = 1, \ldots, |I|\}$ and observe that the mapping

$$(k_{j,1}, \ldots, k_{j,\ell})^\top \mapsto (\nu_j, k_{j,\ell})$$

is a bijection between the sets $I_{\ell}$ and $\tilde{I}$ due to the fact that

$$(k_{j,1}, \ldots, k_{j,\ell-1})^\top \mapsto \nu_j$$

is a bijective mapping from $I_{\ell-1}$ to the set

$$\{\nu_j := (k_{j,1}, \ldots, k_{j,\ell-1})^\top \cdot (z_1, \ldots, z_{\ell-1})^\top \mod M : (k_{j,1}, \ldots, k_{j,\ell-1})^\top \in I_{\ell-1}\},$$

which holds because of the reconstruction property of $\Lambda((z_1, \ldots, z_{\ell-1})^\top, M)$ for $I_{\ell-1}$. Due to the definition of $\nu_j$ and the modulo compatibility of the addition, we observe

$$(k_{j,1}, \ldots, k_{j,\ell})^\top \cdot (z_1, \ldots, z_{\ell-1}, y)^\top \equiv \nu_j + yk_{j,\ell} \mod M,$$

Algorithm 4

Check exactness of the rank-1 lattice $\Lambda((z_1, \ldots, z_{\ell})^\top, M)$ for the difference set $D(I_{\ell-1})$ under the assumption that $\Lambda((z_1, \ldots, z_{\ell-1})^\top, M)$ is an exactly integrating rank-1 lattice for the difference set $D(I_{\ell-1})$

| Input: $(k_{j,\ell})_{j=1}^{|I|}$ | $\ell$th components of the frequency vectors in the set $I$ |
| $\nu = \nu(I, (z_1, \ldots, z_{\ell-1}, 0)^\top, M)$ | residues modulo $M$ of inner products of the elements in $I$ with generating vector $(z_1, \ldots, z_{\ell-1}, 0)^\top$ |
| $M \in [0, M) \cap \mathbb{Z}$ | lattice size |
| $\nu(I, (z_1, \ldots, z_{\ell-1}, y, 0)^\top, M) := \left(\nu + (yk_{j,\ell})_{j=1}^{|I|}\right) \mod M$ | component candidate of generating vector |

Output: $\nu(I, (z_1, \ldots, z_{\ell-1}, y, 0)^\top, M) = \nu$ | $\nu$ in case that $\Lambda((z_1, \ldots, z_{\ell-1}, y)^\top, M)$ exactly reconstructs each $p \in \Pi_{I_{\ell}}$ |

$\nu(I, (z_1, \ldots, z_{\ell-1}, y, 0)^\top, M) = \nu$ | $\nu$ in case that $D(I_{\ell-1})$ is an exactly integrating rank-1 lattice |

|$\nu$ | $\nu$ in case that $\Lambda((z_1, \ldots, z_{\ell-1})^\top, M)$ exactly reconstructs each $p \in \Pi_{I_{\ell}}$ |

Complexity: $O(|I| \log |I|)$
i.e., the set \( \{ \mathbf{h} \cdot (1, y)\top \mod M : \mathbf{h} \in \tilde{I} \} \) contains exactly the values \((k_1, \ldots, k_{\ell})\top \cdot (z_1, \ldots, z_{\ell-1}, y)\top, (k_1, \ldots, k_{\ell})\top \in I_\ell\), modulo \(M\). In the case that these values are all unique, we observe
\[
|\{ \mathbf{h} \cdot (1, y)\top \mod M : \mathbf{h} \in \tilde{I} \}| = |\tilde{I}| = |I_\ell|
\]
distinct values of the inner products modulo \(M\) and thus the reconstruction property of \(\Lambda((z_1, \ldots, z_{\ell-1}, y)\top, M)\) for \(I_\ell\) has proved to be true. On the other hand, in cases where we observe
\[
|\{ \mathbf{h} \cdot (1, y)\top \mod M : \mathbf{h} \in \tilde{I} \}| < |\tilde{I}| = |I_\ell|
\]
at least two distinct elements in \(I_\ell\) have the same inner product with \((z_1, \ldots, z_{\ell-1}, y)\) modulo \(M\) and thus the reconstruction property, cf. (2.12), for \(I_\ell\) does not hold true.

As mentioned above, Algorithm 4 substantially reduces the computational effort of the exactness check of a difference set \(D(I')\) to \(O(|I'| \log |I'|)\) instead of \(O(|D(I')|)\) when using Algorithm 3. The cost-intensive part of Algorithm 4 is the elimination of the duplicates in order to determine the set \(\tilde{I}\) in line 2 for which we need to sort the set \(\tilde{I}\). A similar worst-case runtime is caused by line 3 in order to determine the number of elements within the set \(\{ \mathbf{h} \cdot (1, y)\top \mod M : \mathbf{h} \in \tilde{I} \}\) of current inner products. Both sets are constructed in \(O(|I'| \log |I'|)\) arithmetic operations. The remaining costs of Algorithm 4 are dominated by line 5, which is in \(O(|I'|)\).

At this point, we would like to mention that for frequency sets \(I'\) ordered as mentioned in (4.1) the sets \(\tilde{I}\) can be constructed in linear time \(O(|I'|)\). However, precomputing this order of the frequency set \(I'\) causes an arithmetic complexity in \(O(|I'| \log |I'| + d|I'|)\) at least once, but it may save computing time in practice.

**Remark 4.3.** At first glance, Algorithms 3 and 4 can be used for determining exactly integrating and reconstructing rank-1 lattices, respectively. Due to the fact that the reconstruction property for the frequency set \(I'\) coincides with the exact integration property for the corresponding difference set \(D(I')\), one can combine both algorithms in order to construct exactly integrating rank-1 lattices. In particular for frequency sets \(I\) that fulfill the subset relation \(I \subset D(I^{(1)}) \cup I^{(2)}\) for some \(I^{(1)}, I^{(2)} \subset \mathbb{Z}\) with \(\sqrt{|I|} \leq |I^{(1)}| + |I^{(2)}| \ll |I|\), it can be advantageous to check the exact integration property of the rank-1 lattice \(\Lambda((z_1, \ldots, z_{\ell-1}, y), M)\) for \(I_\ell\) by just checking the reconstruction property for \(I^{(1)}_\ell\) using Algorithm 4 and checking the exact integration property for \(I^{(2)}_\ell\) using Algorithm 3. However, a suitable partitioning needs to be known in order to apply this approach and – roughly speaking – \(|D(I^{(1)}) \cup I^{(2)}| \ll |I|\) should hold in order to observe comparable values of \(M_H\) for both frequency sets \(D(I^{(1)}) \cup I^{(2)}\) and \(I\).

**Remark 4.4.** We close this section discussing some implementation issues. When choosing \(M\) reasonably small, we may utilize Algorithm 3 multiple times for fixed frequency set \(I\), fixed lattice size \(M\), fixed \(\ell\), and several \(y\). Then, it is enough to perform line 2 of Algorithm 3 only once, since the set \(J\) is independent of \(y\). A similar redundancy can be avoided when applying line 2 of Algorithm 4 only once for fixed \(I, M, \ell, y\). Furthermore, it is possible to parallelize Algorithms 3 and 4 as mentioned in Remark 3.6. In Algorithm 3, one could simply chop the input vectors \((k_j, h_j)_{j=1}^{\ell-1}\) and \(\nu\) in a suitable way and work on the separate parts in parallel. Then, the output of Algorithm 3 is just the logical conjunction of all partial results.
In Algorithm 4, we need to eliminate duplicates (line 2) or search for a duplicate (line 3) within integer vectors which does not allow for simply chopping the input in several parts. However, the efficient elimination of duplicates is based on sorting integer sequences, which can be done using parallel sorting algorithms, e.g., a parallel radix sort, cf. [24, 2] and references therein. Then, the duplicates can be found similar to the search for zeros in line 4 of Algorithm 3. Thus, this step can also be parallelized.

5 Probabilistic approach for determining suitable lattice sizes

The theoretical results in Section 3 mainly depend on the choice of suitable lattice sizes $M$ for which the knowledge of $M_{\text{lb}}$ is required. However, there exist simple upper bounds on $M_{\text{lb}}$, which can be used in order to choose $M$ such that $M \geq cM_{\text{lb}}$ is guaranteed. Of course, two crucial issues may arise using these upper bounds. On the one hand, simple to determine bounds may suffer from low accuracy, i.e., one might choose the lattice sizes $M$ much too large. On the other hand, computing these bounds should not cause excessive computational costs. In particular in the case where one is interested in reconstructing rank-1 lattices for $I'$, known well-suited bounds depend mainly on the difference set $D(I')$ and not on the frequency set $I'$ itself, cf. [9, 16]. Accordingly, one has to determine the difference set $D(I')$ from $I'$ which cause computational costs in $O(d|I'|^2)$ in general. In particular for unstructured frequency sets $I'$, this leads to significantly higher computational costs than those caused by the whole CBC construction for reconstructing rank-1 lattices in Algorithm 2 using Algorithm 4 for checking the reconstruction property for $I'$ (or, equivalently, the exact integration property for $D(I')$).

Moreover, even the smallest known upper bounds on $M_{\text{lb}}$ are based on considerations that assume worst case scenarios, which might not be expected in general. For that reason, we suggest a simple algorithm that just starts with a lattice size $M$ based on a very rough estimate on $M_{\text{lb}}$ and tries to determine a suitable generating vector using Algorithm 2. Then we continue iteratively. As long as Algorithm 2 succeeds, we continue with a new lattice size $M$ that is roughly half of the lattice size $M$ of the last successful lattice search. The systematic reduction of the lattice size $M$ is an obvious approach that can decisively reduce the sampling values one spends for the exact integration or the reconstruction problem, in particular in cases where suitable upper bounds on $M_{\text{lb}}$ are hard to determine. A similar approach is also suggested in [16, Remark 24] without going into details. The strategy we propose is indicated in Algorithm 5. Since our approach will be affected from a certain small failure probability, we analyze Algorithm 5 in more detail and discuss the computational complexities later on. Moreover, we compare the approach to the non-probabilistic state of the art algorithm from [16].

First, we prepare the discussion on the computational complexity of Algorithm 5 by considering the nextprime function defined as

\[ \text{nextprime}(x) := \min \{ p \text{ prime}: p > x \}. \]

**Lemma 5.1.** Let $p_1 > 2$ be a prime number. Then the smallest prime $p_2$ larger than $p_1/2$ fulfills

\[ p_2 \leq \frac{5p_1}{4}. \]
Proof. For the first six odd prime numbers $p_1$, one easily proves the assertion using Table 5.1 and observes the maximal ratio for $p_1 = 7$ and $p_2 = 5$. So let $p_1 > 17$, i.e., $p_1 \geq 19$.

Due to [23], for each $x \geq 9$, there exists a prime number in the interval $(x, 4x/3)$. For $p_1 \geq 19$, we have $x = (p_1 - 1)/2 \geq 9$ and the last mentioned fact yields that there exists a prime $p_2$ in the interval $((p_1 - 1)/2, 4(p_1 - 1)/6)$ and since $p_1$ is odd, we have $p_2 > p_1/2$. We estimate

\[
p_2 := \text{nextprime}(p_1/2) = \min\{p \text{ prime}: p > p_1/2\} < 4(p_1 - 1)/6 < 2p_1/3 < 5p_1/7.
\]

Again, we stress on the fact that $M \geq cM_{\text{lb}}$ is one essential assumption in Theorem 3.2 and Corollary 3.3. A simple upper bound on $M_{\text{lb}}$ is given by

\[
M_{\text{lb}} \leq \max\{|I\setminus \{0\}| + 1, \max(I)| =: \tilde{M}_{\text{int}}(I) =: \tilde{M}_{\text{int}} \tag{5.1}
\]

when constructing exactly integrating rank-1 lattices, cf. [16, Lemma 4], or

\[
M_{\text{lb}} \leq \max\{|D(I')| + 1/2, N_{I'}\)
\leq \max\{|I'|^2/2, 2 \max(I')\}, \tag{5.2}
\]

when constructing reconstructing rank-1 lattices for $I'$ with $D(I') > 1$, cf. [9, Corollary 1] together with [10, Lemma 2.2], and [26, Theorem 2.1] for the last estimate.

In the following, we focus on the construction of exactly integrating rank-1 lattices for the frequency set $I$ using Algorithm 5. Slight modifications for constructing reconstructing rank-1 lattices are later discussed in Remark 5.4.

As a consequence of Lemma 5.1 and (5.1), we observe that Algorithm 5 tests a number of lattice sizes that is at most logarithmic in $\tilde{M}_{\text{int}}$. Moreover, the lattice sizes $\tilde{M}$ decrease and, especially for smaller lattice sizes $\tilde{M}$, we expect significant failure probabilities when applying Algorithm 2, which may be reduced by starting several, i.e., at most $K$, independent instances of Algorithm 2. Accordingly, the complexity of Algorithm 5 is bounded by terms in $O(K \log \tilde{M}_{\text{int}})$ times the complexity of Algorithm 2 plus the computational expense of at most $O(\log \tilde{M}_{\text{int}})$ many calls of the $\text{nextprime}$ function. The latter can be realized by sequentially testing growing integers starting from the input of $\text{nextprime}$ for primality. Using an advanced AKS primality test, the computational complexity of each test is in $O\left((\log \tilde{M}_{\text{int}})^c\right)$, $c < 7$, cf. [1, 19]. Due to [3], the number of primality tests necessary to find the next prime is in $O\left(\tilde{M}_{\text{int}}^{0.525}\right)$. Accordingly, the total number of arithmetic operations Algorithm 5 spends for all $\text{nextprime}$ calls is in $O\left(\tilde{M}_{\text{int}}^{0.525+\epsilon}\right)$ for arbitrarily small $\epsilon > 0.$

|   | 3 | 5 | 7 | 11 | 13 | 17 |
|---|---|---|---|----|----|----|
| $p_1$ | 2 | 3 | 5 | 7 | 7 | 11 |

Table 5.1: Table of first primes illustrating the statement of Lemma 5.1
Algorithm 5 Heuristic CBC construction of exactly integrating rank-1 lattices

Input: \( I \subset [-\max(I), \max(I)]^d \) frequency set
\( K \) number of iterations per lattice size candidate \( \tilde{M} \)
\( T \) maximal number of tests in each CBC step for the components of the generating vector \( z \)

1: \( \tilde{M} := \text{nextprime}(2 \max(|I| + 1, \max(I))) \)
2: \( k = 0 \)
3: \( \text{while } k < K \text{ do} \)
4: \( k = k + 1 \)
5: \( \text{while Algorithm 2 with input } I, \tilde{M}, T \text{ succeeds with output } \tilde{z} \text{ do} \)
6: \( M = \tilde{M}, z = \tilde{z} \)
7: \( \text{if } \tilde{M} \neq 2 \text{ then} \)
8: \( \tilde{M} := \text{nextprime}(\tilde{M}/2) \)
9: \( k = 0 \)
10: \( \text{end if} \)
11: \( \text{end while} \)
12: \( \text{end while} \)

Output: \( z \) generating vector and \( M \) lattice size of rank-1 lattice such that \( \Lambda(z, M) \) is an exactly integrating rank-1 lattice for \( I \)

Complexity: \( \mathcal{O}(KTd(\log T + h(I, M)) \log m_I + m_I^{0.525+\varepsilon}) \); \( m_I := \max(|I|, \max(I)) \)

\[ h(I, M) \text{ is an upper bound on the computational complexity of a single call of check_exactness}(I, (z_1, \ldots, z_{\ell-1}, y)^\top, M) \text{ for fixed } \ell \text{ and arbitrary, fixed } y \in \{0, \ldots, M-1\} \]

According to the last considerations, Algorithm 5 is a probabilistic algorithm that determines reasonable lattice sizes as well as corresponding generating vectors of exactly integrating rank-1 lattices in cases of success. Please note that the algorithm, although probabilistic, is guaranteed to terminate after a finite number of arithmetic operations, and that upper bounds on this computational effort can be estimated in advance, cf. Theorem 5.2. However, a specific probability remains that Algorithm 5 does not construct any rank-1 lattice. One can control this failure probability when choosing suitable parameters \( K \) and \( T \). In fact, suitable parameters even allow to estimate the resulting lattice sizes in its order of magnitude and corresponding probabilities. It turns out, that Algorithm 5 determines rank-1 lattices of sizes less than \( 4M_{lb} \), with high probability when choosing suitable small parameters \( K \) and \( T \) without precomputing the number (or rather tight upper bounds on) \( M_{lb} \).

At this point, it proves beneficial to simplify the notation by defining

\[ h(I) := \max_{M \text{ prime}, M \leq M_{int}} h(I, M), \quad (5.3) \]

which is a universal upper bound on the computational complexity of a single call of check_exactness\((I, (z_1, \ldots, z_{\ell-1}, y)^\top, M)\) for each combination of \( \ell \in \{1, \ldots, d\} \), \( y \in \{0, \ldots, M-1\} \), and primes \( M \) in the range \([2, \tilde{M}_{int}]\), i.e., the prime numbers that may be used by Algorithm 5 as lattice size candidates \( \tilde{M} \), cf. Algorithm 2 for the definition of \( h(I, M) \).

According to the discussions in Section 4, we can bound \( h(I) \) by terms in \( \mathcal{O}(h(I, \tilde{M}_{int})) \) and the terms that contribute to \( h(I) \) are all of (roughly) the same magnitude in the worst case.

**Theorem 5.2.** Let \( \delta \in (0,1) \), \( d \in \mathbb{N} \setminus \{1\} \), \( I \subset \mathbb{Z}^d \), \( |I| < \infty \), \( T \geq \log_2 \frac{2d}{\delta} \), and \( K \geq 3 \) be fixed. Moreover, we fix \( M_{int} \) as stated in (5.1). Then Algorithm 5 determines an exactly
integrating rank-1 lattice for $I$ of size $M < 4M_{lb}$ with probability at least $1 - 2\delta^K$. The arithmetic complexity of Algorithm 5 is bounded by terms in

\[ O \left( KTd (\log T + h(I)) \log \tilde{M}_{int} + \tilde{M}_{int}^{0.525+\varepsilon} \right) \]

for each fixed and arbitrarily small $\varepsilon > 0$.

**Proof.** We need to discuss the success probability of Algorithm 2 and we number the lattice size candidates $\tilde{M}$ in the order in which they appear. Since we choose the initial $\tilde{M}_1$ and $T$ in accordance with the requirements of Corollary 3.3, i.e.,

\[ \tilde{M}_1 := \text{nextprime}(2 \tilde{M}_{int}) = \frac{M_{lb}}{M_{lb} = c_1} \geq 2M_{lb} \]

\[ T \geq \log_2 \frac{d - 1}{\delta} \geq \log_2 \frac{d - 1}{\delta}, \]

we can determine an upper bound $\delta_{d,c_1,T} \in (0, \delta]$ on the failure probability of Algorithm 2 using

\[ T = \log_{c_1} \frac{d - 1}{\delta_{d,c_1,T}}, \]

which yields that Algorithm 2 succeeds with probability at least $1 - (d - 1)c_1^{-T}$. Due to the fact that we iteratively restart Algorithm 2 in cases of failures, we exponentially decrease the failure probability due to the independence of each restart. We apply Algorithm 2 up to $K$ times for the initial $\tilde{M}_1$, i.e., we observe a failure probability of at most $((d - 1)c_1^{-T})^K$ for the first considered lattice size $\tilde{M}_1$.

The argumentation for the initial $\tilde{M}_1$ applies to $\tilde{M}_j := \text{nextprime}(\tilde{M}_{j-1}/2)$, $j = 2, \ldots$, as long as $c_j := \tilde{M}_j/M_{lb} \geq 2$ holds true, i.e., we observe $((d - 1)c_j^{-T})^K$ as upper bound on the failure probability. We define $j_0 := \max\{j : c_j \geq 2\}$, which yields $\tilde{M}_{j_0} < 4M_{lb}$ since otherwise we obtain $c_{j_0+1} \geq 2$, which is in contradiction to the definition of $j_0$. It remains to estimate the probability that Algorithm 5 terminates after Algorithm 2 succeeds for $\tilde{M}_{j_0}$.

\[
P \left( \bigcap_{j=1}^{j_0} \{ \text{at least one out of } K \text{ calls of Algorithm 2 succeeds for } \tilde{M}_j \} \right) \]
\[
= 1 - P \left( \bigcup_{j=1}^{j_0} \{ \text{all } K \text{ calls of Algorithm 2 fails for } \tilde{M}_j \} \right) \]
\[
\geq 1 - \sum_{j=1}^{j_0} P \left( \{ \text{all } K \text{ calls of Algorithm 2 fails for } \tilde{M}_j \} \right) \]
\[
\geq 1 - (d - 1)^K \sum_{j=1}^{j_0} c_j^{-TK} \]

Due to Lemma 5.1, we observe $\tilde{M}_{j+1} \leq \frac{7}{5}\tilde{M}_j$ which yields $c_j \geq \frac{7}{5}c_{j+1}$, and thus, we get

\[ c_j \geq \left( \frac{7}{5} \right)^{j_0-j} c_{j_0} \geq \left( \frac{7}{5} \right)^{j_0-j} 2, \]
for $j = 1, \ldots, j_0$. Accordingly, we observe

$$
\sum_{j=1}^{j_0} c_j^{-TK} \leq 2^{-TK} \sum_{j=1}^{j_0} \left( \left( \frac{7}{5} \right)^{j_0-j} \right)^{-TK} \leq 2^{-TK} \frac{7^{TK}}{7^{TK} - 5^{TK}},
$$

which yields

$$
P\left( \bigcap_{j=1}^{j_0} \{ K \text{ calls of Algorithm 2 succeeds for } \tilde{M}_j \text{ at least once} \} \right) \geq 1 - 2\delta^K,
$$

for $K \geq 3$.

As already discussed above, the computational complexity of Algorithm 5 is bounded by $K$ times log $\tilde{M}_{\text{int}}$ times the complexity $T d (\log T + h(I))$ of Algorithm 2 plus the effort of all \texttt{nextprime} calls, which cause an arithmetic complexity in $\mathcal{O}\left( \tilde{M}_{\text{int}}^{0.525+\varepsilon} \right)$ for arbitrary fixed $\varepsilon > 0$.

Let us consider the computational complexity of Algorithm 5 in more detail. We start with Remark 5.3, which discusses the complexity of the probabilistic construction of exactly integrating rank-1 lattices. However, as mentioned in the introduction, the crucial advantages of the presented approach appears when determining exactly integrating rank-1 lattices for difference sets $I = D(I')$ of frequency sets $I'$. Remark 5.4 investigates this specific approach in detail.

**Remark 5.3.** Due to the fact that the result on prime gaps in [3] seems to be non-optimal, cf. the conjectures on prime gaps in [21], and that the gap between consecutive primes is less than 1550 for large but reasonable numbers* up to at least $2^{64} \approx 1.84 \cdot 10^{19}$, we leave the part out of consideration in the following discussion. In other words, we just assume the length of prime gaps $q-p$ bounded in $\mathcal{O}\left( \sqrt{M_{\text{int}}} \right)$, cf. (5.1), which is dominated by the following estimates of the first summand in (5.4) anyway when assuming $|I| \gtrsim \max(I)$.

So, let us consider $\mathcal{O}\left( K T d (\log T + h(I)) \log \tilde{M}_{\text{int}} \right)$ with $h(I)$ as stated in (5.3). Certainly, for the construction of exactly integrating rank-1 lattices for a frequency set $I$, we apply Algorithm 2 which itself uses Algorithm 3 for checking the exact integration property. Accordingly, we can estimate $h(I) \in \mathcal{O}(|I|)$ and thus we observe a complexity of Algorithm 5 in $\mathcal{O}\left( K T d (\log T + |I|) \log(\max(|I|, \max(I))) \right)$. Under the assumption of Theorem 5.2 and additionally assuming $|I| \gtrsim \max(I)$, $\delta \leq 1/\sqrt{2}$, $K = 3$, and $T := \lceil \log_2(d-1) - \log_2 \delta \rceil$, we observe a computational complexity in $\mathcal{O}\left( \log(d/\delta) d (\log \log d/\delta + |I|) \log |I| \right)$ in the worst case. In addition, Algorithm 5 succeeds (i.e., we have that $M < 4 M_{\text{th}}$ holds) with probability at least $1 - \delta$ due to Theorem 5.2.

We stress the fact that one can slightly improve the computational complexity when using a similar heuristic strategy as indicated in Algorithm 5 in combination with the elimination approach presented in [16], cf. [16, Remark 24] for details. This improvement would affect the

---

*For details on numerically determined maximal prime gaps we refer to the Prime gap list project, https://primegap-list-project.github.io, and to OEIS Foundation Inc. (2020), The On-Line Encyclopedia of Integer Sequences, https://oeis.org/A002386 and https://oeis.org/A005250.
logarithmic terms depending on $d$ and $\delta$, i.e., the strategy would lead to a non-probabilistic approach with complexity in $\mathcal{O}(d|I| \log |I|)$ and resulting exactly integrating rank-1 lattices of sizes $M < 2M_{lb}$.

**Remark 5.4.** In order to efficiently determine exactly integrating rank-1 lattices for difference sets $I = D(I')$ we switch to an approach that directly determines reconstructing rank-1 lattices for the frequency set $I'$. Clearly, both tasks are equivalent but the latter may save significant computational effort. To this end, three noteworthy changes need to be made in Algorithm 5:

- Instead of $I = D(I')$, we use $I'$ as input.
- In line 1, we choose the initial $\tilde{M}$ according to (5.2), i.e.,
  \[ \tilde{M} := \text{nextprime}(2\tilde{M}_{reco}(I')) = \text{nextprime}(\max(|I'|^2, 2N_{I'})) . \]
- Algorithm 2 uses Algorithm 4 in order to check the reconstruction property for $I'$, $\ell = 2, \ldots, d$.

We stress on the fact that one does not need to construct the difference set $D(I')$, since all calculations can be done using the frequency set $I'$ itself. Nevertheless, the modified Algorithm 5 will determine an exactly integrating rank-1 lattice for $D(I')$ or, equivalently, a reconstructing rank-1 lattice for $I'$.

Using the aforementioned modifications, taking the discussion on `nextprime` in Remark 5.3 into account, and assuming $|I'| \gtrsim N_{I'}$, we observe a computational complexity of Algorithm 5 in

\[ \mathcal{O} \left( K T d \left( \log T + |I'| \log |I'| \right) \log \tilde{M}_{reco} \right) . \] \hspace{1cm} (5.5)

Under the assumption of Theorem 5.2 and additionally assuming $|I'| \gtrsim N_{I'}$, $\delta \leq 1/\sqrt{2}$, $K = 3$, and $T := \left\lceil \log_2(d - 1) - \log_2 \delta \right\rceil$, we observe a computational complexity in

\[ \mathcal{O} \left( \log(d/\delta) d \left( \log \log d/\delta + |I'| \log |I'| \right) \log |I'| \right) \subset \mathcal{O} \left( d \log^{1+\varepsilon}(d/\delta) |I'| \log^2 |I'| \right) , \]

$\varepsilon > 0$ arbitrarily small, in the worst case. As already mentioned in Remark 5.3, the parameters are chosen such that Algorithm 5 succeeds (i.e., we have that $M < 4M_{lb}$ holds) with probability at least $1 - \delta$ due to Theorem 5.2.

We compare our result to the recent results in [16], for details we refer to row (j) in [16, Table 1] listing the computational costs of different CBC approaches. Therein, the computational costs for (non-probabilistic) state-of-the-art CBC constructions for reconstructing rank-1 lattices are specified as bounded in $\mathcal{O}(d|D(I')|)$. Combining these CBC approaches with a similar strategy as indicated in Algorithm 5 in order to determine rank-1 lattices of sizes near $M_{lb}$ again leads to almost the same complexity $\mathcal{O}(d|D(I')| \log |I'|)$, up to an additional factor that is logarithmic in $|I'|$. Clearly, the computational complexity of Algorithm 5 is slightly more dependent on the spatial dimension $d$. However, we observe that the dependence on the frequency sets differ widely. For known non-probabilistic algorithms, the computational complexity depends linearly on the cardinality of the difference set $D(I')$, whereas Algorithm 5 depends linearly on the cardinality of the original frequency set $I'$ up to some logarithmic factors. For determining reconstructing rank-1 lattices, Algorithm 5 is most advantageous when $|D(I')|$ and $|I'|$ differ widely. Note that the inequalities $\sqrt{|D(I')|} \leq |I'| \leq |D(I')|$
hold in general, where the first inequality is sharp up to some universal constant for specific frequency sets $I'$, cf. Section 6.1 for an example. According to the last considerations, we proved a significantly lower computational complexity for Algorithm 5 compared to known non-probabilistic approaches in cases where $|I'| \ll |D(I')|$ holds.

6 Numerics

Since we expect significant numerical advantages of the presented probabilistic lattice search, cf. Algorithm 5 and Remark 5.4, when searching for reconstructing rank-1 lattices, the following numerical tests focus on applications that allow for exploiting this fact. We repeated each lattice search ten times and plotted the average values. In addition, we illustrated the whole ranges of the different outcomes as bars. In more detail, we used implementations of the presented algorithms in Julia 1.3.0. The time measurements were performed on a computer with 2 x 6-core Intel Xeon CPU X5690 (3.47 GHz), 144 GB RAM, using a single thread. Furthermore, we would like to point out the choice of fixed parameters $T = 100$ and $K = 5$ in all numerical tests, which leads to failure probabilities less than $\delta' = (d - 1)^{K - 1 - TK} < (d - 1)^{52 - 499} < 10^{-133}$ for dimensions $d \leq 2000$ according to Theorem 5.2, i.e., the resulting rank-1 lattice sizes are pretty sure less than $4M_{lb}$. Since $\delta' < 10^{-120}$ even for all dimensions $d \leq 10^6$, we do not see the necessity of varying the parameters when the dimension $d$ is changing in our numerical tests.

6.1 Integration lattices for functions of a specific ANOVA property

Let us assume that the superposition dimension, cf. [6], of the considered periodic function $f$ is only two, which means that all terms of effective dimension at most two within the ANOVA decomposition covers almost entirely the function $f$, cf. [25] for details on ANOVA decompositions of Fourier series. From a Fourier point of view, the function $f$ is, up to a small error, reconstructable using frequencies $k \in \mathbb{Z}^d$ with at most two nonzero entries. Roughly speaking, the large Fourier coefficients $c_k(f)$ belong to the $\binom{d}{2}$ two dimensional planes that are spanned by two axis. We join all these planes and define

$$A_d := \bigcup_{1 \leq j < l \leq d-1} A_{j,l}^{(d)},$$

$$A_{j,l}^{(d)} := \{0\} \times \ldots \{0\} \times \mathbb{Z} \times \{0\} \times \ldots \times \{0\} \times \mathbb{Z} \times \{0\} \times \ldots \times \{0\}.$$

In addition, we assume that the function $f$ is isotropically smooth, which means, that the absolute values of the Fourier coefficients of $f$ are uniformly low outside of a cube $[-N, N]^d$, $N \in \mathbb{N}$.

According to our assumptions, we expect small integration errors of $f$ for rank-1 lattice rules that integrates exactly trigonometric polynomials with frequency support at $A_d$ within the cube $[-N, N]^d$. Thus, we are interested in exactly integrating rank-1 lattices for $I^d_N := A_d \cap [-N, N]^d$, cf. Figure 6.1a for illustration. We determine the number of distinct elements within $I^d_N$:

$$|I^d_N| := 4 \binom{d}{2} N^2 + 2 \binom{d}{1} N + 1 = 2Nd(1 + (d - 1)N) + 1.$$
Figure 6.1: Three-dimensional frequency set $I_3^8$ of superposition dimension two and the corresponding axis cross $\hat{I}_3^8$, whose difference set $D(\hat{I}_3^8)$ is a superset of the original set $I_3^8$, in comparison.

On the one hand, the presented approach allows for the direct computation of exactly integrating rank-1 lattices for the frequency set $I_d^N$. On the other hand, we can take Remark 4.3 into account and observe for the $d$-dimensional axis cross of expansion $2N\hat{I}_d^N := \{k \in \mathbb{Z}^d : \|k\|_1 = \|k\|_\infty \leq N\}$ that the corresponding difference set $D(\hat{I}_d^N)$ is a superset of $I_d^N$, cf. Figures 6.1b and 6.1c for illustration.

Moreover, we observe

$$|\hat{I}_d^N| := 2dN + 1 \quad \text{and} \quad |D(\hat{I}_d^N)| = 2Nd(2 + (d - 1)N) + 1.$$ 

Accordingly, an exactly integrating rank-1 lattice for $D(\hat{I}_d^N)$ needs to fulfill the same requirements as an exactly integrating rank-1 lattice for $I_d^N$, and, in addition, a few requirements more. From a theoretical point of view, searching for an exactly integrating rank-1 lattice $D(\hat{I}_d^N)$ should result in at most slightly larger lattice sizes than the direct search for $I_d^N$. From a practical point of view, the search for an exactly integrating rank-1 lattice for $D(\hat{I}_d^N)$, i.e., searching for a reconstructing rank-1 lattice for $\hat{I}_d^N$, will lead to substantially reduced computational costs as mentioned in Remark 4.3.

A further detailed analysis of the frequency sets $I_d^N$ and $\hat{I}_d^N$ leads to the following two observations. First, we have $D(\hat{I}_{d[N/2]}^N) \subset I_d^N$, which yields that an exactly integrating rank-1 lattice for $I_d^N$ requires at least $M \geq |\hat{I}_{d[N/2]}^N| = 2d \lfloor N/2 \rfloor + 1$ due to the fact that this rank-1 lattice is also a reconstructing rank-1 lattice for $\hat{I}_{d[N/2]}^N$, cf. 2.12. Second, taking [9, Theorem 1] into account, we observe $M_{lb} \leq 2(d - 1)N^2 + 2$.

The numerically detected lattice sizes determined by Algorithm 5 are plotted in Figures 6.2 and 6.3 for $N = 64$ and dimensions up to 50 and 2000, respectively. The lattice sizes of the reconstructing rank-1 lattices for $\hat{I}_{64}^N$ and the exactly integrating rank-1 lattices for $I_{64}^d$ differ only slightly. Moreover, we observe that the determined rank-1 lattice sizes are less than the known upper bounds on $M_{lb}$, cf. [9, 16]. In Figure 6.3, we additionally plotted the lattice sizes scaled by $d^{-1}$, which leads to a bounded graph, i.e., the lattice sizes seem to depend linearly on the dimension $d$ just as the above determined bounds on $M_{lb}$ indicate.

The crucial difference between the two approaches of determining exactly integrating rank-1 lattices for $I_d^N$ and reconstructing rank-1 lattices for $\hat{I}_d^N$ are the numbers of elements that one
Figure 6.2: Comparison of results of Algorithm 5. As expected, the lattice sizes of exactly integrating rank-1 lattices constructed for $I_d^{64}$ differ only slightly from the lattice sizes of reconstructing rank-1 lattices constructed for $\tilde{I}_d^{64}$.

Figure 6.3: Double-log depiction and continuation of Figure 6.2. The lattice sizes are determined using Algorithm 5.

has to process. Since $|\tilde{I}_N^d| \sim |I_N^d|^{1/2}$ holds, we observe substantially reduced computational costs for the second approach. Figure 6.4 illustrates the different runtimes of Algorithm 5 applied to $I_N^{d_d}$ using Algorithm 3 and Algorithm 5 applied to $\tilde{I}_N^{d_d}$ using Algorithm 4. Obviously, both approaches scales as expected in the dimension $d$. Due to the lower complexity of the second approach, one can determine exactly integrating rank-1 lattices for $I_N^{d_d}$ for significantly higher dimensions $d$ when detouring via reconstructing rank-1 lattices for $\tilde{I}_N^{d_d}$. E.g., in the
6.2 Reconstructing rank-1 lattices for weighted hyperbolic crosses

We consider weighted hyperbolic cross frequency sets, which are widely used examples in the literature on rank-1 lattices. In particular, the product weights \( \omega(k) := \prod_{j=1}^{\infty} \max(1, \gamma_j^{-1} |k_j|) \) using the weight vector \( \gamma_j = j^{-2} \) were already used for numerical tests in, e.g., [15]. In short words, the weight function \( \omega \) specifies the importance of the frequencies within the whole \( \mathbb{Z}^\infty \), cf. e.g. [13, 7] for more details on different types of weights and corresponding function spaces. The larger the weight \( \omega(k) \) the lower is the importance of the frequency \( k \). Accordingly, we collect the more important frequencies in a frequency set \( I_N := \{k \in \mathbb{Z}^\infty : \omega(k) \leq N\} \).

Considering the frequencies \( k \in I_N \) in detail, one observes that they have nonzero components only in the first few dimensions which is caused by the decay of the weight vector \( \gamma \) that implies that \( I_N \subset \mathbb{Z}^{\lfloor \sqrt{N} \rfloor} \times \{0\}^\infty \) and, thus, \( I_N \) can be considered as \( \lfloor \sqrt{N} \rfloor \)-dimensional frequency set. For that reason, we choose \( N = d^2 \) and treat \( I_{d^2} \) as a \( d \)-dimensional frequency set in the following. Due to the decay of the weight vector \( \gamma \), we know that for each \( q > 2 \) there exists \( c_q < \infty \) such that \( |I_{d^2}| \leq c_q d^q \). Moreover, using a similar argumentation as in [11, Theorem 3.5] yields that a reconstructing rank-1 lattice for \( I_{d^2} \) necessarily requires a lattice size \( M \) of at least \( (d^2 + 1)(d^2/4 + 1) > d^4/4 \). We just applied Algorithm 5 ten times and obtained reconstructing rank-1 lattices with average lattice sizes depicted as diamonds in Figure 6.5.

In addition, we illustrate the whole range of the computed lattice sizes as bars.
Figure 6.5: Cardinalities of weighted hyperbolic cross frequency sets $I_{d^2}$ and corresponding reconstructing rank-1 lattice sizes determined using Algorithm 5 taking Remark 5.4 into account.

Figure 6.6: Oversampling factors $M/|I_{d^2}|$ of reconstructing rank-1 lattices $\Lambda(z, M)$ constructed by Algorithm 5 taking Remark 5.4 into account and simple theoretical lower bound on the oversampling factor.

detail, the ten different applications of Algorithm 5 to a fixed frequency set $I_{d^2}$ determined reconstructing rank-1 lattices of sizes $M$ that differ only by a factor of at most approximately two. In fact, this observation indicates that the outer while loop in Algorithm 5 terminated at only two different – and successive – iteration levels for fixed frequency set $I_{d^2}$. Accordingly, the output of Algorithm 5 seems to be highly reliable with respect to the order of magnitude of the determined rank-1 lattice size.
A further observation of this numerical test is that the determined rank-1 lattices are of sizes that are relatively close to the rough lower bound \((d^2 + 1)((d^2/4) + 1) > d^4/4\). In particular in our numerical tests, the lattice sizes are less than twenty times this lower bound, cf. Figure 6.6, and much less than the starting point, cf. Remark 5.4, which is approximately \(|I_2|^2\).

Figure 6.7 depicts the runtimes needed by Algorithm 5 taking Remark 5.4 into account for determining reconstructing rank-1 lattices for \(I_2\). In addition, we added a dotted line representing the asymptotic behaviour of the computational complexity of Algorithm 5 for large enough and fixed parameters \(K\) and \(T\). The slopes of both lines are very close, which indicates that the complexity of our implementation of Algorithm 5 is indeed in \(O(d|I| \log^2 |I|)\) for fixed \(T\) and \(K\), cf. (5.5).
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