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ABSTRACT

Robust and efficient interpretation of QSAR methods is quite useful to validate AI prediction rationales with subjective opinion (chemist or biologist expertise), understand sophisticated chemical or biological process mechanisms, and provide heuristic ideas for structure optimization in pharmaceutical industry. For this purpose, we construct a multi-layer self-attention based Graph Neural Network framework, namely Ligandformer, for predicting compound property with interpretation. Ligandformer integrates attention maps on compound structure from different network blocks. The integrated attention map reflects the machine’s local interest on compound structure, and indicates the relationship between predicted compound property and its structure. This work mainly contributes to three aspects: 1. Ligandformer directly opens the black-box of deep learning methods, providing local prediction rationales on chemical structures. 2. Ligandformer gives robust prediction in different experimental rounds, overcoming the ubiquitous prediction instability of deep learning methods. 3. Ligandformer can be generalized to predict different chemical or biological properties with high performance. Furthermore, Ligandformer can simultaneously output specific property score and visible attention map on structure, which can support researchers to investigate chemical or biological property and optimize structure efficiently. Our framework outperforms over counterparts in terms of accuracy, robustness and generalization, and can be applied in complex system study.

Keywords: Graph Neural Networks · Compound Property Prediction · AI Model Interpretability · Attention Mechanism

1 Introduction

Recent advances of deep learning (DL) methods [1, 2, 3, 4, 5, 6, 7, 8] boost the performance of quantitative structure-activity relationships (QSAR) models on predicting chemical or biological properties of molecules in drug discovery industry [9, 10]. However, many DL models function as black-boxes [7], which means that given a molecule with physiochemical/biological and structural features, DL models usually predict a simple global score for certain desired property, leaving the inference rationales, such like local judgement on chemical structure, an unknown status. Interpretation of such rationales is useful to reveal relationship between structure and property, optimize compound structure, and validate DL models with subjective opinion (chemical or biological knowledge) [9, 11, 8]. Especially, recent Graph Neural Network (GNN) based methods [11, 12, 13, 14, 15] were wildly designed and applied as QSAR models for predicting compound properties. Although GNN methods outperform against traditional machine learning methods such as random forest (RF) [16] and support vector machines (SVM) [17], most of them still function as black-boxes, providing uninterpretable results [7]. In this work, we propose a multi-layer self-attention based Graph Neural Network framework, namely Ligandformer, for predicting compound property with robust interpretation, which reflects machine interest on local region of input molecule.
2 Related Work

2.1 Molecule Representation

For molecule chemical representation, current GNN methods [9][11][8] usually process 2D graph as description of natural chemical graph, in which nodes represent atoms integrating different chemical attributes, and edges represent bonds connecting atoms to one another. There are mainly three advantages of using 2D graph description: (1) graph preserves clear and stable information of chemical structure, (2) it represents invariant molecule regardless of entry position in line notation (e.g., SMILES [18]), (3) it can be easily computed and optimized by GNN methods. In our chemical formulation, we take similar 2D graph representation, meanwhile we adopt bidirectional graph where the bond connection from atom A to atom B is the same as the bond connection from atom B and atom A. Moreover, 7 atomic chemical attributes, listed in Figure 1, are considered as node initial features of input graph. Our GNN method learns and aggregates these attributes to be proper molecular features for predicting certain property. For data preprocessing, Ligandformer converts SMILES sequence into 2D graph formula, and node attributes in Figure 1 can be used for distinguishing those compounds with same molecular structures. Hence, each molecule representation in our method is unique.

2.2 Self-Attention Mechanism

Self-attention mechanism was firstly designed as key characteristic in Transformers [19][20][21][22][23][24][8]. The mechanism can be considered as a graph-like inductive bias which relevantly pools features of all tokens in an input sample. Such bias can be interpreted as machine’s focus on each element of input sample.

The core operation of the mechanism is called single-head self-attention mechanism, in which each element learns to relevantly aggregate over all elements of an input \( X \). The definition of a single-head self-attention mechanism is as follows:

\[
Y_h = \text{softmax}(Q_h \cdot K^T_h) \cdot V_h
\]

where \( Q_h = W_q \cdot X_h \), \( K_h = W_k \cdot X_h \) and \( T_h = W_v \cdot X_h \) are linear projections applied on the hidden features \( X_h \in \mathbb{R}^d \) of the input \( X \). \( W_q, W_k, W_v \in \mathbb{R}^{d \times d} \) are the weight matrices for query, key and value transformations, and \( d \) is the dimension number of hidden input features \( X_h \). In equation (1), the attention matrix \( A_h = Q_h \cdot K^T_h \) takes charge of learning relevant scores between any two elements of input \( X_h \), which gives the reason why the process is called self-attention. Figure 1b shows the working mechanism of a single-head self-attention layer. For multi-head self-attention, the operations on \( X_h \) are densely conducted \( N \) times in parallel, which thereby output a series of \( Y_h^i, i \in [1, 2, ..., N] \). The final output \( Y_h = W_o[\tilde{Y}_h^1 \tilde{Y}_h^2 ... \tilde{Y}_h^N] \), where \( W_o \) is the translation parameters for output linear projection.

3 Method and Experiments

In this section, we describe our interpretable deep learning framework, namely Ligandformer, and demonstrate its performance on predicting compound’s chemical/biological properties. For a given molecule, we utilize Python RDKit [25] tool kit to process molecule SMILES as input data format, and convert the data into bidirectional graph \( G \) based on Deepchem and Chemprop [26][27] processing ways. The graph mainly consists of index lists of nodes and edges. For each node, each attribute in Figure 1c is converted into identical number, and all 7 numeric attributes are combined as initial node feature vector \( f_{init} \). The node feature \( f_{init} \) is then delivered to node embedding layer of our framework for learning optimal attribute combination, from which we can obtain an aligned node feature vector \( f_v \).

3.1 Self-attention based Graph Neural Networks Architecture

Similar to other Transformers, the block of our graph neural network framework is yet characterized by a graph neural network (GNN) module, a single-head self-attention mechanism, layer normalization layers [28] and residual passages. However, Ligandformer forms as a wide and parallel architecture, showed in Figure 1a, and all hidden features from previous blocks are concatenated and fed to self-attention layer of next block. The idea behind this dense connection is to enhance the message passing over different self-attention layers, and thus improve the robustness of attention mechanism. Different from SAMPN [8], another recent interpretable GNN method which concatenates self-attention mechanism between MPNN [11] backbone and classifier/regressor, Ligandformer has a very different architecture that integrates self-attention mechanism into each computational block and merges attention information from different layers for final visible interpretation. We describe Ligandformer architecture details and demonstrate its strengths in the following parts of this paper.
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For graph feature aggregation and message passing, we modified the structure of GIN [13] and used it as our GNN module. The module is a variant of spatial based graph neural networks [29, 30, 12], which aggregates features by taking both summation and maxima of neighbouring features, and thus enhances the message propagation from shallow blocks to deep blocks. Specifically, for each node $v$ in graph $G$, its node features $f^k_v$ from GNN module in $k$th block is calculated as:

$$f^k_v = \phi(\text{concat}(f^{k-1}_v, (\sum_{u \in \mathcal{N}(v)} f^{k-1}_u + \max_{u \in \mathcal{N}(v)} f^{k-1}_u)))$$  \hspace{1cm} (2)$$

where $\phi(\cdot)$ is the MLP function [31], and $\text{concat}(\cdot)$ concatenates features of node $v$ from ($k - 1$)th block and $k$th block, $u$ denotes a neighbouring node in node $v$’s neighbourhood $\mathcal{N}(v)$. The output node feature $f^k_v$ are concatenated with node features from all the previous blocks, i.e., $F^k_v = \text{concat}(f^k_v, f^{k-1}_v, ..., f^1_v)$, and then feed $F^k_v$ to a single-head self-attention layer using equation (1), the final node feature $f^k_{vo}$ from $k$th block is computed as:

$$f^k_{vo} = \text{LayerNorm}(\text{SelfAttention}(F^k_v)) \oplus \text{LayerNorm}(f^k_v)$$  \hspace{1cm} (3)$$

Where $\text{LayerNorm}$ means layer normalization [28] and $\oplus$ is the element wise addition along the feature vector. We then take a mean pooling read-out function over all the nodes of graph $G$, and thus obtain its graph representation $f^k_G$ from $k$th block. The graph representations from all the layers are concatenated and fed to a 3-layer MLP $\Phi(\cdot)$ functional head to predict property probability $p_G$:

$$p_G = \Phi(\text{concat}(f^1_G, f^2_G, ..., f^K_G))$$  \hspace{1cm} (4)$$

in which $K$ is the block number.

For loss function and optimization, in this work we mainly investigate the binary classification problem, i.e., positive or negative of certain property, and thus we adopt cross-entropy as our loss function, which can be simply written as:

$$L_G = - \log p_G$$  \hspace{1cm} (5)$$

Also, our method can be applied in different kinds of tasks, e.g., regression, multi-classification, ranking, etc., by modifying the corresponding functional head (e.g., regressor, classifier, etc.) and loss function. We tried SGD [32], Adam [33] and Adabelief [34] to optimize model parameters, and find that Adam provides the best optimal model with highest evaluation performance and most stable convergence during training and testing.

### 3.2 Dataset and Experiments

To verify the generalization ability of Ligandformer, we selected three chemical properties from different domains in drug research & development pipelines: 1. aqueous solubility, 2. Caco-2 cell permeability and 3. Ames mutagenesis from ADME/T domains. We trained and tested Ligandformer on public disclosed datasets of these three properties.
Table 1: AUC performance comparison on aqueous solubility, Caco-2 cell permeability and Ames mutagenesis.

|                      | Aqueous Solubility | Caco-2 Cell Permeability | Ames Mutagenesis |
|----------------------|--------------------|--------------------------|------------------|
| MPNN                 | 0.93               | 0.89                     | 0.90             |
| SAMPN                | 0.92               | 0.88                     | 0.91             |
| Ligandformer (ours)  | **0.98**           | **0.89**                 | **0.92**         |

**Aqueous Solubility**  Aqueous solubility is the chemical saturated concentration in the aqueous phase, which is usually described with unit log(mol/L) and written as logS. This dataset was downloaded from the website, namely online chemical database and modeling environment (OCHEM) [35], which includes 1,311 assay records. To ensure this task is binary classification, we set \( \text{LogS} = 0 \) as cut-off for distinguishing soluble or insoluble of each compounds in the dataset.

**Caco-2 Cell Permeability**  Caco-2 cell permeability [36] assay measures the rate of flux of a chemical across polarised Caco-2 cell monolayers and the results from the assay can be used to predict drug \( \text{in vivo} \) absorption. We collected and cleaned 7,624 assayed data from public and commercial sources, e.g., REAXYS [37], and set \( P_{\text{app}} \geq 10 \times 10^{-6} \text{cm/s} \) as a threshold for judging positive and negative w.r.t absorption.

**Ames Mutagenesis**  Ames mutagenesis [38] assay usually uses bacteria to test whether a given chemical can cause mutations in the DNA of the test organism. A positive assayed result indicates that the chemical is mutagenic, which implies high risk of inducing cancer. In our case, 7,617 assayed data were collected from public sources as our training and testing dataset. We set Colonies = 2 fold as the cut-off for binary classification, where \( \text{Colonies} \geq 2\text{fold} \) means positive, otherwise negative.

We trained and tuned each model’s parameters under same default protocol with three properties respectively. In details, we took a 90-10 split on three datasets respectively, where 90% of dataset was used for training and the remaining 10% was used for testing. Random shuffle on each dataset was used for ensuring that each input data sample give an independent change on the model in each training batch. Also, we resampled the positive and negative data of training samples, balancing their number ratio to 1:1, which avoids the training skewness towards the class with majority samples. For the hyperparameters configuration, we configured 3 characterized blocks for the architecture, and selected Adam optimizer with learning rate \( \eta = 0.001 \) and weight decay \( \lambda = 0.0001 \). The training batch size was fixed to 256, and we utilized early stop = 50 to avoid overfitting, which means the training procedure will stop after 50 epochs when the testing performance (i.e., AUROC) does not continue to increase at all. We compared Ligandformer with recent designed counterparts, i.e., MPNN, SAMPN w.r.t performance on predicting three chemical properties. As we can see from Table 1, Ligandformer constantly outperforms in terms of AUROC, reaching up to 0.98, 0.89 and 0.92 respectively. Furthermore, since single head self-attention mechanism is applied in Ligandformer, we believe that multi-head attention mechanism can further leverage Ligandformer’s performance on predicting chemical/biological properties.

### 3.3 Attention Map Visualization

Throughout the discussion before, while perusing higher prediction accuracy, robust and efficient interpretation on QSAR model is also important. By utilizing visualization technique on attention mechanism, researchers can directly validate and identify the learned features that determine compound property predictions. In Ligandformer, for an input molecule, each block \( i \) can provide relevant attention score matrix \( \mathcal{M}_i^{n \times n} \) for all \( n \) atoms. In \( \mathcal{M}_i^{n \times n} \), while the summation of each column equals to 1, we define the average value of each row of \( \mathcal{M}_i^{n \times n} \) as attention coefficients to observe each atom’s contribution to the property. While attention coefficients from shallow blocks represents atomic or local parts contribution, attention coefficients from deeper blocks reflects fragments or larger scale parts contribution. We calculate the average of attention coefficients from all blocks to gain an integrated attention map from different scopes. Using heat map to visualize the integrated attention helps chemist/biologist to find which parts of molecule play a more important role in certain property, and therefore assist researchers to optimize compound structure accordingly. Figure 2 shows several visualization examples given by Ligandformer and SAMPN respectively.

**Robustness validation**  To our knowledge, deep learning models often suffer from prediction instability. Even though the overall testing performance stays the same in different training rounds, specific prediction scores for the same testing sample are usually different. This is mainly because of the random initial model parameters. Ligandformer overcomes such instability by integrating all the attention coefficients from different blocks. To demonstrate the robustness of attention map, we launched two different training rounds with random initial model parameters on same training and
ligandformer: a graph neural network for predicting compound property with robust interpretation

Figure 2: Attention maps generated by SAMPN and Ligandformer for three chemical properties. In each heat map, redder color indicates predicted auxo-action feature on specific property.

Figure 3: Even though two corresponding attention maps of the same block are different in round 1 and round 2, the final corresponding integrated (averaged) attention maps remain the same in general. It indicates that, given same training materials on certain property, Ligandformer can output robust attention map.

4 Conclusion

In this work, we have introduced our Ligandformer, a multi-layer single-head self-attention based Graph Neural Network framework, for predicting compound chemical property with robust interpretation, i.e., integrated attention map. Facilitated with visualization technique, the map shows insights on AI model’s rationales on judging which parts of an input molecule impact certain property predictions, and thus it can support researchers to investigate chemical or biological property and optimize structure efficiently. Our Ligandformer outperforms over recent GNN counterparts, giving more robust interpretation. Ligandformer also demonstrated a good generalization ability to predict different chemical properties with high accuracy. We hope this interpretable QSAR method can contribute to scientific community and drug discovery industry as well.
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