1 Introduction

Nowadays, Li+-based batteries (LIBs) have become one of the mainstream systems in basic materials science and engineering applications, mainly owing to their diverse geometric, electronic, and transport properties. They are principally composed of the electrolyte, cathode, and anode materials (Fig. 1). In general, each component possesses unusual geometry, with a very large primitive unit cell directly reflecting the complicated chemical bonding. The greatly modulated bond length is regarded as a very important common characteristic. These lengths should be a critical condition in searching for the optimal match of three kinds of core components and determining efficient Li+-ion transport. Obviously, how to achieve the best LIBs with the highest performance is a universal engineering issue.

LIBs are widely utilized in many electronic devices, e.g., cell phones, laptops, iPods, cars/buses, and radios. Their main characteristics include high capacity, large output voltage, long-term stability, and environmental friendliness. The crucial mechanisms of LIBs are characterized by the unique charging and discharging based on the exchange of Li+-ions. Indeed, Li+-ion transport occurs at any time during the charging/discharging process by the cathode $\rightarrow$ electrolyte $\rightarrow$ anode/anode $\rightarrow$ electrolyte $\rightarrow$ cathode path. Specifically, a separator membrane is inserted to avoid an internal short circuit and only small Li+ are accepted to freely pass between the positive and negative electrodes. The two electrodes are linked externally to an electric supply after the initial charging process, in which electron carriers rapidly escape from the cathode and are transported by an external wire to the anode, leading to the creation of a charge current. To keep the electric neutrality, Li+-ions are rapidly transported along the parallel direction internally from the cathode to the anode by the solid/liquid/gluon state electrolyte. With this efficient process, the external energy from the electrical supply is stored in the battery in the form of electrical energy.
form of chemical energy. The opposite process, in which the electrons move from the anode to the cathode through the external lead and the Li$^+$-ions move back to the cathode via the electrolyte, can provide electric power and thus does work in electronic devices.$^{37}$

Generally, the cathode and anode systems of Li$^+$-based batteries belong to a class of solid-state materials, such as the three-dimensional ternary LiFe/Co/NiO$^{38-39}$ and LiTiO/graphite compounds.$^{40-41}$ In addition, the various electrolytes can be classified into solid and liquid states.$^{32}$ Compared with liquid ones, solid-state secondary LIBs may present the following merits: highly intrinsic, large energy density, safety, comparable power density, and long cycle lifetime.$^{24}$ Some representative systems for solid state electrolytes are LiOCl,$^{25}$ LiPS$_6$ and LiSiO$_6$, for example. In particular, the LiSiO$_6$ compound was reported as a potential electrolyte due to its low-cost synthesis,$^{27}$ reliable ionic conductivity (2.5 $\times$ 10^{-8} S cm$^{-1}$ for Li$_2$SiO$_3$ at 25 °C)$^{28}$ and stability in a CO$_2$ environment.$^{29}$ To date, numerous theoretical and experimental studies have been conducted on the optimal electrolytes,$^{29}$ in which the critical conditions are closely related to the rather high Li$^+$-ion conductivity, the almost vanishing electron transport through them, the large electrochemical potential window, the very stable electrode–electrolyte boundary, and the optimal match of cathode and anode materials.

On the theoretical side, numerous previous predictions show that the first-principles method is very efficient and reliable in determining the rich essential properties of three-dimensional compounds, such as the electronic, diffusion and optical properties$^{44}$ of ternary LiSiO$_6$ compounds. However, the extremely non-uniform chemical bonds in the large unit cell due to the critical but complicated multi-orbital hybridization, which are closely related to the high-potential functionalities of LIBs, have not been reported so far. Furthermore, they also do not deal with the unique magnetic quantization due to a very large Moire superlattice. Fortunately, the results calculated by VASP (discussed later) are sufficient to develop a theoretical framework for a thorough understanding of the diversified physical/chemical/material phenomena. Systematic studies have been successfully conducted on layered two-dimensional graphenes,$^{25}$ one-dimensional graphene nano-ribbons,$^{36}$ and two-dimensional silicenes with or without significant chemical modifications (absorptions and substitutions).$^{37,38}$ Through delicate analyses, the critical mechanisms and a concise picture for fully comprehending the geometric, electronic, and magnetic properties can be obtained. The significant multi-/single-orbital hybridizations in the various chemical bonds are obtained from the optimal lattice symmetry, the atom-created valence and conduction bands, the spatial charge densities and their changes after chemical modifications, and the atom and orbital-decomposed density of states. Furthermore, the spin distribution configurations, which are generated by the host and/or guest atoms, are accurately examined through the spin-split/spin-degenerate energy bands near the Fermi level, the spin density distributions, the net magnetic moments, and the spin-projected density of states. Therefore, these delicate calculations might be suitable for exploring the diverse fundamental properties of a lot of complicated oxide compounds, e.g., the electrolyte, cathode and anode materials, Li$_2$SiO$_3$, LiFe/Co/NiO$^{38-39}$ and Li$_2$Ti$_2$O$_{12}$,$^{23}$ in mainstream Li$^+$-based batteries. Also, whether the direct combination of numerical simulations with phenomenological models is reliable needs to be clarified in independent cases, since this linking is very important in the full exploration of various properties, such as the useful combination of the VASP calculations and the generalized tight-binding models in the rich magnetic quantization.$^{39}$

The main focuses of our work are the geometric symmetries and electronic properties of lithium metasilicate (Li$_2$SiO$_3$) – the electrolyte material of Li$^+$-based batteries. The first-principles method is available for delicately calculating the total ground state energy, lattice symmetry, distinct Li–O and Si–O bond lengths, the atom-dominated valence and conduction bands, the spatial charge density, and the atom- and orbital-projected density of states. The spin-created phenomena, the spin-split band structure across the Fermi level, the net magnetic moment, and the spin density distributions, will be thoroughly examined as to whether they could survive in this emergent material. These physical quantities are very important in achieving the critical multi-orbital hybridizations of two kinds of chemical bonds and the spin-dependent magnetic configuration. Most of the analytical difficulties arise from the very complicated orbital-projected van Hove singularities, the existence of which is partially supported by the electronic structure and charge density distribution. The theoretical predictions of the optimal geometry, the occupied electronic states, the bandgap and whole energy spectrum can be investigated by powder X-ray diffraction (PXRD)/scanning electron microscopy (SEM)/transmission electron microscopy (TEM)/scanning tunneling microscopy (STM),$^{40-42}$ optical absorption spectra,$^{43}$ angle-resolved photoemission spectroscopy (ARPES),$^{44}$ and scanning tunneling spectroscopy (STS).$^{45}$ Besides, the close relationship between the numerical VASP calculations and the tight-binding model is discussed in detail.

2 Computational details

The rich and unique geometric structure and electronic properties of the Li$_2$SiO$_3$ compound were determined using density functional theory (DFT)$^{46}$ implemented by the Vienna $ab$ initio simulation package (VASP).$^{47}$ The many-body exchange and correlation energies, due to the electron–electron coulomb interactions, are investigated from the Perdew–Burke–Ernzerhof functional (PBE)$^{48}$ within the generalized gradient approximation (GGA). Moreover, the projector-augmented wave (PAW)$^{49}$ pseudopotentials are available to characterize the significant electron–ion scatterings. Of course, those two critical interactions have no exact solutions in analytical forms. Therefore, it is difficult to carry out an accurate diagonalization of the many-particle Hamiltonian. Plane waves, with a kinetic energy cutoff of 500 eV chosen as a basic set, would make it more convenient and reliable to solve the Bloch wave functions and band structures. The first Brillouin zone is sampled by 7 $\times$ 7 $\times$ 7 and 20 $\times$ 20 $\times$ 20 k-point meshes within the Monkhorst-
Pack scheme\textsuperscript{39} for geometric optimization and the electronic energy spectrum, respectively. These wave-vector points should be sufficient to calculate the suitable orbital-projected van Hove singularities, spatial charge distributions, and spin density configurations. Besides, the convergence condition of the ground-state energy is set to be $10^{-5}$ eV between two consecutive simulation steps; furthermore, the maximum Hellmann–Feynman force acting on each atom is smaller than 0.01 eV under the ionic relaxations. The accurate VASP calculations are very useful in thoroughly exploring certain physical quantities, e.g., the atom-induced valence and conduction bands, the spatial charge densities due to chemical bonding, the atom- and orbital-projected density of states, the atom-dependent spin configurations, the spin-split or degenerate states across the Fermi level, and the finite or vanishing magnetic moments.

3 Results and discussions

3.1 Geometric structure

In this work, lithium metasilicate is predicted to display an extremely non-uniform chemical environment in a primitive unit cell (discussed later), so a suitable tight-binding model with the various chemical bonds might be very difficult to obtain for fitting the first-principles band structure. The ternary three-dimensional Li$_2$SiO$_3$ material possesses a unique lattice symmetry, according to the delicate first-principles calculations on the optimal geometric structures. We have chosen a metastable system to study the rich and unusual phenomena. This material, as clearly illustrated in Fig. 2, directly corresponds to an orthorhombic structure; the space group is $Cmc\overline{1}$ (ref. 51) with a primitive unit cell containing 24 atoms (8-Li, 4-Si and 12-O atoms). The total ground state energy is $-91.8$ eV per unit cell, to which the spin-dependent interactions do not make any contribution. The calculated lattice constants of lithium metasilicate are 9.46 Å, 5.44 Å, and 4.72 Å for the $x$, $y$, $z$ directions, respectively, and are very close to previously determined experimental\textsuperscript{32} and theoretical\textsuperscript{33} values. Obviously, the chemical/physical/material environments are highly anisotropic and extremely non-uniform, and other essential properties are expected to behave similarly. The diverse atomic arrangements are easily observed under distinct plane projections, e.g., the geometric structures in Fig. 3(a) (100), Fig. 3(b) (010), Fig. 3(c) (001), where the Li, Si, and O atoms are denoted by green, purple and red balls, respectively. The above mentioned real space lattice gives rise to the orthorhombic first Brillouin zone shown in Fig. 4, in which the high-symmetry points are very useful in characterizing the electronic energy spectra and states. They include $\Gamma$ (0.00, 0.00, 0.00), X (0.33, 0.33, 0.00), S (0.00, 0.50, 0.00), Y ($-0.50$, 0.50, 0.00), T (0.50, 0.50, 0.00), Z (0.00, 0.00, 0.50), A (0.33, 0.33, 0.5), and R (0.00, 0.50, 0.00). The various chemical bonds in the unit cell dominate all the fundamental properties. Only 32 Li–O and 16 Si–O bonds exist, whereas other kinds of chemical bonds are completely absent. Most importantly, the optimal geometric parameters in Table 1 clearly illustrate that the bond lengths of Li–O and Si–O vary over a range of 1.94–2.20 Å and 1.61–1.70 Å and the fluctuation percentages $\Delta b(\%) = \frac{|\text{bond}_{\text{max}} - \text{bond}_{\text{min}}|}{\text{bond}_{\text{avg}}} \times 100$ are over 13.3% and 5.6%, respectively, indicating possible structural transformation between two meta-stable systems with distinct geometries. This might be responsible for the outstanding electrolyte role of Li$_2$SiO$_3$ in Li$^+$-ion batteries. It is well known that the bond lengths directly determine the spatial charge density distributions and the strengths of the chemical

Fig. 2 (a) The optimal lattice structure of the Li$_2$SiO$_3$ compound with orthorhombic symmetry with 24 atoms in a unit cell with lattice constants $x = 9.46$ Å, $y = 5.44$ Å and $z = 4.72$ Å. (b) Two kinds of chemical bonding: Li–O and Si–O.

Fig. 3 Projections of Li$_2$SiO$_3$ onto distinct planes: (a) (100), (b) (010), (c) (001), where the green, purple and red balls correspond to Li, Si and O atoms, respectively.
bonds (discussed later in Fig. 6), so their large changes indicate highly non-uniform multi-orbital hybridizations (the various hopping integrals in the phenomenological models). Such complicated behaviors might induce extra theoretical barriers in exploring the other fundamental properties, i.e., the rich magnetic quantization phenomena in LiSiO-related compounds.

The theoretical predictions of the essential properties of lithium metasilicate could be examined by various experimental methods. PXRD is the most efficient technique in identifying the lattice symmetries of three-dimensional materials. Apparently, it is very suitable to directly observe the three-dimensional ternary Li$_2$SiO$_3$ compound. The lattice constant and phase information of Li$_2$SiO$_3$ have been successfully verified by PXRD measurements.\cite{27,28,52} In addition to PXRD, the particle sizes and morphologies of samples are investigated by using higher-resolution scanning electron microscopy (SEM).\cite{40} The side- and top-view nanoscale geometries are examined by tunneling electron microscopy (TEM)\cite{10} and scanning tunneling microscopy (STM), respectively.\cite{42} They can delicately identify the complex relations within the honeycomb lattice, the finite-width quantum confinement, the flexible geometry, and the distinct chemical bonds of carbon atoms, such as the chiral and achiral hexagonal arrangements of one-dimensional planar graphene nanoribbons and carbon nanotubes, and their curved, folded, scrolled, and stacked configurations.\cite{54-59}

Whether the wide modulations of the Li–O and Si–O bond lengths can be delicately identified from the measured data is worthy of systematic investigations. This is closely related to the very complex multi-orbital hybridizations in all the chemical bonds. Similar examinations could be generalized for other meta-stable or intermediate configurations, and may be very useful in understanding the transformation paths between them.

### 3.2 Rich electronic properties

Very interestingly, the solid-state electrolyte in Li$^+$-based batteries, the three-dimensional ternary Li$_2$SiO$_3$ compound, exhibits unusual geometric structures and thus presents rich and unique band structures. The electronic energy spectrum, as clearly illustrated in Fig. 5(a)–(d), strongly depends on the wavevector. The occupied valence bands are highly asymmetric to the unoccupied conduction bands about the Fermi level $E_F = 0$, directly reflecting the very complicated multi-orbital hybridizations in the Li–O and Si–O bonds. The energy dispersions, which are shown along the high-symmetry point, have strongly anisotropic behavior. For example, there exist parabolic, oscillatory and partially flat dispersion relations. Furthermore, sub-band non-crossing, crossing and anti-crossing phenomena come into existence frequently. Most importantly, the highest occupied and the lowest unoccupied states, respectively, appear at the Z and Γ points (0,0,0,0.5) and (0,0,0,0.0). This indicates a very large indirect band gap of $E_g = 5.077$ eV (Fig. 5(a)). This band gap is close to the values of the theoretical results, which are 5.36 eV,$^{15}$ 4.49 eV (ref. 34) and only slightly lower than that ($E_g = 5.5$ eV) of diamond. Apparently, the optical threshold absorption frequency, which is measured from the reflection/absorption/transmission spectroscopies, should be higher than the band gap value. That is to say, various high-resolution optical measurements are very suitable for examining the insulating behavior. Also, spin splitting is present in any energy band, but none of the Li, Si and O atoms can create spin-up or spin-down configurations. As a result, there is no magnetic moment and the spin density distribution becomes meaningless.

In addition to the main features of the band structure, the electronic wave functions for valence and conduction states can provide partial information on the chemical bonding. Each band state can be regarded as a linear superposition of distinct atomic contributions. The different atom dominances, being proportional to the spherical radius, can help in understanding the important roles played by the chemical bonds in the electronic properties. The green, purple and red balls correspond to the Li, Si and O contributions, respectively. In general, the effective valence and conduction states, which are closely related to the multi-orbital hybridizations of the Li–O and Si–O bonds (discussed later in Fig. 6 and 7), lie in the energy range of $-8.0$ eV, $E^c$, 8 eV. All three atoms have significant contributions to the whole band structure. This unusual phenomenon may explain the wide range of modulations of the chemical bonding strength in the Li–O and Si–O bonds (the strongly modulated hopping integrals). However, it might be difficult to observe the Li-contributions (small green balls) in Fig. 5(b) because of the single 2s-orbital. On the other hand, the silicon and oxygen contributions are obvious in the electronic energy spectrum, i.e., the sufficiently large purple and red balls in Fig. 5(c) and (d). Specifically, the oxygen atoms dominate all the valence and conduction states, since they are associated with all the chemical bonds.
On the experimental side, electronic energy spectra are frequently examined by optical spectroscopy methods and angle-resolved photoemission spectroscopy (ARPES). Very interestingly, the very wide energy gap in ternary lithium metasilicate, due to the extremely strong covalent bonding, is directly verified by using optical absorption spectroscopy. The measured excitation frequency is close to the VASP calculations. It is well known that the ARPES measurement is suitable for the direct examination of the occupied energy spectrum, with the different dispersion relations along the high-symmetry points in the first Brillouin zone. Up to now, ARPES measurements have been very successful in verifying the diverse electronic properties in graphene nanoribbons, carbon nanotubes, few-layer graphene, adatom-adsorbed graphene systems, and graphites. These measurements can provide sufficient information for the significant effects of the chemical bonding in these emergent materials. Nevertheless, high-resolution ARPES measurements are required for the Li₂SiO₃ compound in future studies.

Very interestingly, the multi-orbital hybridizations in Li–O and Si–O chemical bonds can be roughly examined via the spatial charge distributions, as clearly illustrated in Fig. 6(a)–(g). Furthermore, the delicate chemical bonds are identified from the atom- and orbital-projected density of states (later discussions) of Fig. 7(a)–(d). It is well known that the charge densities are very sensitive to a change in the bond lengths. Evidently, lithium metasilicate has highly modulated chemical bonds (Table 1), closely related to the available orbitals in different atoms. Concerning the shortest Li–O bonds of 1.943 Å in Fig. 6(b), each lithium atom only provides a single 2s-orbital, and its effective distribution range is 0.54 Å, as measured from the deep yellow region of the Li⁺-ion core to the light green one of the outermost orbitals. However, the two 1s orbitals do not participate in the critical orbital hybridizations with the oxygen atoms. The important oxygen orbitals, which correspond to the light green and yellow regions, are approximately predicted to be associated with the (2pₓ, 2pᵧ, 2pᶻ) ones. Specifically, the O-2s orbitals are relatively far away from the Li-atom, so they might play only a minor role in Li–O chemical bonding, resulting in the increase of the Li–O length to 2.201 Å. In Fig. 6(c) and (d), the orbital overlap of Li and O atoms declines quickly. As a result, the multi-orbital 2s–(2s, 2pₓ, 2pᵧ, 2pᶻ) hybridizations of the Li–O bonds exhibit a diverse hopping integral.

There are fewer Si–O chemical bonds, but they have a rather strong bonding strength (Fig. 6(e)–(g)) compared with the Li–O bonds. The effective charge distribution range of the Si atom is
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much higher than that of the Li atom because of the larger atomic number. Most importantly, both silicon and oxygen atoms can be classified into the dark red and yellow–green regions which, respectively, correspond to the 3s, 2s and (3p\textsubscript{x}, 3p\textsubscript{y}, 3p\textsubscript{z}), (2p\textsubscript{x}, 2p\textsubscript{y}, 2p\textsubscript{z}) orbitals. Very interestingly, the chemical bonding of the former is clearly illustrated by the deformed spherical distributions between the two atoms. That is to say, the Si–O chemical bonds consist of the four orbital hybridizations due to (3s, 3p\textsubscript{x}, 3p\textsubscript{y}, 3p\textsubscript{z})–(2s, 2p\textsubscript{x}, 2p\textsubscript{y}, 2p\textsubscript{z}). The chemical bonding strength declines with the increase of bond length, as indicated by the reduced charge density between Si and O atoms. The extremely non-uniform chemical bonding even for similar bonds will induce a high calculation barrier in researching suitable hopping integrals for the phenomenological models, e.g., reliable parameters of the tight-binding model.

The density of states (DOS), in which the number of states within a very small energy range of dE is defined, allows us to fully understand the valence and conduction energy spectra simultaneously. Generally, the special structures are created by the band-edge states with vanishing group velocities. The critical points in the energy–wave-vector space cover the local extreme points (minima and maxima), the saddle points, and all the partially flat energy dispersions. Apparently, the van Hove singularities are greatly diversified under the different dimensions, e.g., the delta-function-like prominent peaks for the zero-dimensional discrete energy levels, the square-root asymmetric peaks/plateau structures of the one-dimensional parabolic/linear energy sub-bands, and the shoulder structures/V-shapes/logarithmic peaks/square-root asymmetric peaks in the two-dimensional parabolic/Dirac cone/saddle-point/constant-energy-loop band structures. Moreover, the higher dimension in three-dimensional materials makes them only show symmetric/asymmetric peaks and shoulder structures, mainly due to the absence of quantum confinement; the shoulder structures arise from the three-dimensional parabolic energy dispersions.

In the current work, the atom and orbital-decomposed van Hove singularities are very useful in directly resolving the critical multi-orbital hybridizations in the Li–O and Si–O bonds, as shown in Fig. 7(a)–(d). The three kinds of atoms have significant contributions within the whole energy spectrum between ~8 eV and 8 eV, reflected in the large modulation of bond lengths (Table 1). For the wide-gap three dimensional Li\textsubscript{2}SiO\textsubscript{3} compound, the density of states per unit cell is vanishingly small within the large energy range of E\textsubscript{g} = 5.077 eV centered about the Fermi level (the black curve) in Fig. 7(a). The DOS is dominated by the valence states (E < 0), but not the conduction ones (E > 0). That is, the hole and electron energy spectra are highly asymmetric about the Fermi level. The van Hove singularities mainly arise from the valence and conduction band-edge states along the high-symmetry-point paths, corresponding to the local minimum, maximum, and saddle points in the reciprocal space. At least six and three special features are revealed in the valence and conduction energy spectra, respectively. As a result of the frequent crossings and anti-crossings, each feature reflects the combined phenomenon of certain neighboring band-edge states under a finite broadening effect. This indicates the experimental difficulty in examining the number of energy sub-bands and their band-edge states. Seemingly, the lithium and oxygen atoms (the green and red curves) make the weakest and strongest contributions to the total density of states, respectively. Such a result is principally determined by the number of available atom orbitals in a primitive unit cell.

Generally speaking, the important contributions, which arise from the various orbitals of the different atoms, cover (i) Li-2s orbitals (purple curve) in Fig. 7(b), (ii) Si–(3s, 3p\textsubscript{x}, 3p\textsubscript{y}, 3p\textsubscript{z}) orbitals (red, blue, green and purple curves) in Fig. 7(c), and (iii) O–(2s, 2p\textsubscript{x}, 2p\textsubscript{y}, 2p\textsubscript{z}) orbitals (red, blue, green and purple curves) in Fig. 7(d). All the orbital contributions are merged together, especially the number, energies, intensities and forms of van Hove singularities. The main reason is that the distinct chemical bonds are associated with one another through the Li–O and Si–O bonds. Consequently, there exist the multi-orbital hybridizations of 2s–(2s, 2p\textsubscript{x}, 2p\textsubscript{y}, 2p\textsubscript{z}) and (3s, 3p\textsubscript{x}, 3p\textsubscript{y}, 3p\textsubscript{z})–(2s, 2p\textsubscript{x}, 2p\textsubscript{y}, 2p\textsubscript{z}). The enlarged density of states for Li-2s orbitals can provide 5 clearly visible van Hove singularities and illustrate that they are weak but significant features in Fig. 7(b). The observable contributions are obviously revealed in...
the half-occupied four orbitals of the silicon atoms (Fig. 7(c)), in which their differences only reflect the strong anisotropy in the primitive unit cell (Fig. 3). Most importantly, only the three orbitals of O-(2p_x, 2p_y, 2p_z) make comparable and dominating contributions (Fig. 7(d)), while the 2s ones are much smaller than the others in the opposite region. This unusual behavior is consistent with the (3s, 3p_x, 3p_y, 3p_z)–(2s, 2p_x, 2p_y, 2p_z) orbital hybridizations in the Si–O and Li–O bonds, respectively. It should be noted that the O-2s orbitals are almost fully forbidden in the semiconducting Li_2SiO_3 compound.

High-resolution STS\textsuperscript{45} is a very efficient technique for detecting the entire valence and conduction energy spectrum through the van Hove singularities. Roughly speaking, when a quantum tunneling current (a very small I) is injected from a nanoscaled probe onto a sample surface by applying a finite potential difference, the measured differential conductance dI/dV can be regarded as the density of states. To date, STS has been successful in identifying the dimension-enriched van Hove singularities of graphene-related systems with sp\textsuperscript{2} chemical bonding. For example, there exist a lot of divergent peaks with the square-root in one-dimensional carbon nanotubes and graphene nanoribbons,\textsuperscript{65,66} a plateau structure across the Fermi level in metallic armchair tubules,\textsuperscript{67} a symmetric V-shape vanishing at E_F for monolayer graphene (a zero-gap semiconductor),\textsuperscript{68} the logarithmically symmetric peaks near E_F in twisted bilayer graphene systems (saddle point),\textsuperscript{69} a gate-voltage-induced energy gap for bilayer AB and tri-layer ABC stackings, a delta-function-like peak localized about E_F for ABC-stacked graphenes, a sharp dip structure close to E_F combined with a pair of square root peaks under tri-layer AAB stacking (a narrow-gap semiconductor with constant-energy loops), and a finite DOS at E_F for the semi-metallic Bernal graphite.\textsuperscript{70} Similar STS experiments on lithium metasilicate (Li_2SiO_3) materials could verify a very large energy gap of E_g = 5.077 eV, six/three asymmetric/symmetric peaks and broadening shoulders in the valence/conduction spectra, and a high asymmetry about the electron and hole states and their distinct distribution widths. The experimental measurements, together with the theoretical predictions of van Hove singularities, would allow the identification of the complicated band structure and thus the multi-orbital hybridizations in the Li–O and Si–O bonds.

In current Li\textsuperscript{+}-based batteries, lithium metasilicate (Li_2SiO_3) could serve as the solid-state electrolyte. During the charging process, many of the lithium ions are rapidly transferred from the cathode (e.g., Li/Fe/Co/NiO materials)\textsuperscript{18-20} to the electrolyte, and subsequently the anode. The opposite is true for the
discharging process. Seemingly, the Li⁺ flow generates the dramatic transformation of materials.

4 Conclusions

We present the rich and unique properties of lithium metasilicate using density functional theory (DFT) as implemented in the VASP package. The critical multi-orbital hybridizations, which survive in Li-O and Si-O bonds, are accurately identified from the atom-dominated band structure, the charge density distributions in the greatly modulated chemical bonds, and the atom- and orbital-projected van Hove singularities. The theoretical framework could be further developed for other electrolyte, anode and cathode materials in Li⁺-based batteries, e.g., the important differences among various LiₓO-related compounds, and the diverse phenomena driven by various components. Very importantly, highly anisotropic and non-uniform environments need to be included in the phenomenological models. For example, a suitable tight-binding model is expected to include the position-dependent hopping integrals and the orbital-created on-site coulomb potentials when simulating the VASP energy bands and the density of states. Whether the intrinsic atomic interactions of the Hamiltonian can be expressed in analytical form is the focus of future studies. Furthermore, these phenomenological models are very useful in exploring other diverse phenomena, such as the magnetic quantization in a uniform perpendicular magnetic field. The solid-state Li₂SiO₃ electrolyte material with 24 atoms in a primitive unit cell has an orthorhombic structure. There are 32 Li-O and 16 Si-O chemical bonds, in which each atom has four other neighboring atoms. The Li-O and Si-O bond lengths display large modulations of over 13.3% and 5.6%, respectively. Most importantly, the very strong orbital hybridizations create a very wide indirect gap of $E_g = 5.077$ eV, close to the largest one in diamond (5.5 eV). Its magnitude is even lower than the optical threshold absorption frequency, the high-resolution optical reflection/absorption/transmission spectroscopy available for detecting the obvious insulating properties of the transparent material. The occupied valence and the unoccupied conduction bands are highly asymmetric to each other about the Fermi level. Furthermore, there exists a very large band width ($\sim 8.0$ eV, $E^{CV}$, 8.0 eV), strong/ varied energy dispersion, high anisotropy, and frequent non-crossing/crossing/anti-crossing behavior. Moreover, the van Hove singularities, which arise from the band-edge states, appear as the six/three dominating/minor special structures in the density of states of the valence/conduction energy spectra ($E < 0$, $E > 0$). They all contribute to the broadening of the asymmetric/symmetric peaks and shoulders, and play a critical role in examining the multi-orbital 2s–(2p, 2pₓ, 2pᵧ, 2pｚ) and (3s, 3pₓ, 3pᵧ, 3pｚ)–2s, 2pₓ, 2pᵧ, 2pｚ) hybridizations of the Li-O and Si-O bonds. The diverse covalent bonding is partially supported by the atom-dominated band structure and charge density distributions in modulated chemical bands. The theoretical predictions of the optimal geometry, band gap, wave-vector-dependent valence bands, and valence and conduction density of states could be verified by PXRD/TEM/STM, optical spectroscopy, ARPES and STS methods, respectively.

The calculated results clearly illustrate that LiSiO₃-based compounds have certain meta-stable configurations, and even infinite intermediate ones during the charging and discharging processes for Li⁺-ion transport in batteries. Similar structural transformations between two meta-stable structures are expected to occur at any time. The optimal evolution paths, which might become an emergent issue, are under current investigation.
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