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Summary

Simplistic estimation of neural connectivity in MEEG sensor space is impossible due to head volume distortion. The only viable alternative is to carry out connectivity estimation in source space. Among the neuroscience community this is claimed to be impossible or misleading due to "Leakage": linear mixing of the reconstructed sources. To address this problematic we propose a novel solution method that “caulks” the “Leakage” in MEEG source activity and connectivity estimates: Brain Connectivity Variable Resolution Tomographic Analysis (BC-VARETA). It is based on a joint estimation of source activity and connectivity in the frequency domain representation of MEEG time series. To achieve this, we go beyond current methods that assume a fixed gaussian graphical model for source connectivity. In contrast we estimate this graphical model in a Bayesian framework by placing priors on it, which allows for highly optimized computations of the connectivity, via a new procedure based on the local quadratic approximation under quite general prior models. A further contribution of this paper is the rigorous definition of leakage via the Spatial Dispersion Measure and Earth Movers Distance, based on the geodesic distances over the cortical manifold. Both measures are extended for the first time to quantify "Connectivity Leakage" by defining them on the cartesian product of cortical manifolds. Using these measures, we show that BC-VARETA outperforms most state of the art inverse solvers by several orders of magnitude.

Highlights

- Nonlinear method BC-VARETA allows to caulk the leakage in MEEG source activity and connectivity estimates.
- Optimized solution of gaussian graphical models with general penalization function via local quadratic approximation.
- Quantification of the connectivity leakage by the extension of spatial dispersion measure and earth movers distance to cartesian product of cortical manifold spaces.
- Demonstrated the inefficacy of MEEG sensors space connectivity analysis by comparison against source space analysis with BC-VARETA
1 Introduction

The estimation of neural connectivity from EEG or MEG data is at the crossroad today. The essential debate is whether these estimates should be obtained in sensor space or source space and the limitations of each of these approaches, see a discussion on this topic in (Palva, et al., 2018). Equating neural connectivities in brain networks to the statistical dependencies at the sensors space is a common fallacy (Blinowska, 2011). It is rendered invalid by two combined effects: head volume distortive inhomogeneities and mixture of source activity from the whole brain (Brunner et al., 2016). Alternatively, there has been a quest for measures that somehow ‘ameliorate’ the volume distortive effect (Kaminski and Blinowska, 2014; Kaminski and Blinowska, 2017). This is also an unlikely enterprise. None of these procedures use explicitly knowledge about the Forward Model or Lead Field to cancel its effect (Van de Steen et al., 2016).

It would thus seem that the only sensible procedure to estimate neural connectivity would be to analyze interactions between estimated sources given the Forward Model inversion (Inverse Problem or Electrophysiological Sources Imaging). While attempting to counteract the volume distortive effect, with Electrophysiological Sources Imaging methods, also suffers from two difficulties. First, for different reasons, there are neural generators whose activity is not reflected at the sensors. Second, any of the methods to estimate sources suffers from the “Leakage Effect”.

The first problem refers to that invisible sources can only be encountered by prior knowledge encoded into the source activity and connectivity estimation procedure (Krishnaswamy et al., 2017). The second, Leakage (Schoffelen and Gross, 2009), refers to a blurred reconstruction of point sources that entails spillover of activity between them thus distorting the estimates of their inter-connections. Leakage is a well-known problem in all medical imaging techniques but is much more severe for MEEG source reconstruction methods. It is not surprising that there are many attempts to modify MEEG inverse methods to ameliorate or avoid source Leakage (Freeman, 1980; Brookes et al., 2012; McCoy and Troop, 2013; Colclough et al., 2015; Wens et al., 2015; Colclough et al., 2016; Silva Pereira et al., 2017; Hedrich et al., 2017, Farahibozorg et al., 2018).

Unfortunately, a difficulty in evaluating “Leakage Correctors” is the lack of a direct metric of the distortions in connectivity. Rather, what exists are measures of Leakage distortion of source estimators—not connectivity. One such measure is the dispersion of the “Point Spread Function” (PSF)—the reconstruction of a point sources. There is no doubt that reducing the distortions in activation, i.e. Type I Leakage, will be a good thing for connectivity estimates, but much better would be a direct measure of the distortion in connectivity, i.e. Type II Leakage. Another difficulty towards Leakage correction, is that the most established methods are based on connectivity postprocessing of estimated source activity given by a source localization procedure. Thus, they do not make use of more consistent models of sources activity and connectivity, i.e. system identification. In this sense the state of the art of sophisticated Non-linear source activity and connectivity estimators has been overlooked (Patterson and Thompson, 1971, Harville, 1977; Friston et al., 2007; Wipf et al., 2009; Belardinelli et al., 2012; Wu et al., 2016; Valdes-Sosa, 1996, Bosch-Bayard, et al., 2001). These are precisely the points of this paper:

1- Presenting a family of both Source Activity and Connectivity Non-linear estimators, denominated here Brain Connectivity Variable Resolution Tomographic Analysis (BC-VARETA).

2- Introducing a highly optimized method for the connectivity estimation based on the local quadratic approximation of hermitic gaussian graphical models with penalization function of the LASSO family.
3- Proposing measures of the Type I and II Leakage distortion in the context of BC-VARETA, that will be generalizable to other Non-linear MEEG methods.

2 Methods
2.1 Bayesian Model of MEEG Sources Activity and Connectivity

For the MEEG recorded signals, in the Fourier space, the Forward Model at a single Frequency Component is expressed by the general equation below. Check Appendix for the mathematical notation and definition of variables across this manuscript.

\[ \mathbf{v}_m = \mathbf{L}_m \mathbf{t}_m + \xi_m; \quad m \in \mathbb{M} \]  \hspace{1cm} [2.1.1]

The vectors of MEEG measurements \( \mathbf{v}_m \) and signal noise \( \xi_m \), are independent Random Samples \( m \in \mathbb{M} \), defined on the p-size Scalp Sensors (Electrodes) Space \( \mathbb{E} \), meanwhile the sources activity random vector \( \mathbf{t}_m \) is defined on the q-size discretized Gray Matter Space \( \mathbb{G} \). The \( p \times q \)-size Source to Data Transfer Operator (SDTO) \( \mathbf{L} \) (transformation of spaces \( \mathbb{G} \rightarrow \mathbb{E} \)) builds on a discretization of the Lead Field from a head conductivity model (Ribera and Fuentes, 1998; Valdés-Hernández et al. 2009).

Construing a Model of MEEG source localization and connectivity, upon the equation [2.1.1], can be tackled in general by the Bayesian formalism (MacKay, 2003), which involves categorizing as random variables the MEEG Measurements (Data) \( \mathbf{v}_m \) and Source Activity (Parameters) \( \mathbf{t}_m \). The model builds on a Parametric representation of the signal noise \( \xi_m \) and sources activity \( \mathbf{t}_m \), Probability Density Functions (pdf). It is commonly given by hierarchically conditioned Gaussian models, i.e. Multivariate Circularly Symmetric Complex Gaussians \( N^\mathbb{C} \), of the Data Likelihood and Parameters Prior. The parametrization within these distributions introduces an additional category of random variables denominated (Hyperparameters) \( \mathbb{X} \). See its schematic representation by More-Penrose diagrams in Figure 1.

Likelihood

\[ \mathbf{v}_m|\mathbf{t}_m, \mathbb{X} \sim N^\mathbb{C}_p(\mathbf{v}_m|\mathbf{L}_m \mathbf{t}_m, \Sigma_{\xi \xi}); \quad m \in \mathbb{M} \]  \hspace{1cm} [2.1.2]

\[ \Sigma_{\xi \xi} = \sigma^2_{\xi} \mathbf{R}_{\xi \xi}; \sigma^2_{\xi} \in \mathbb{X} \]

Parameters Prior

\[ \mathbf{t}_m|\mathbb{X} \sim N^\mathbb{C}_q(\mathbf{t}_m|0, \Sigma_u); \quad m \in \mathbb{M} \]  \hspace{1cm} [2.1.3]

\[ \mathbf{\Theta}_u = \Sigma_u^{-1}; \quad \mathbf{\Theta}_u \in \mathbb{X} \]

Hyperparameters Priors

\[ \mathbf{\Theta}_u \sim \exp(\Pi(\mathbf{\Theta}_u, \mathbf{A})|\alpha) \]  \hspace{1cm} [2.1.4]

\[ \sigma^2_{\xi} \sim \exp(1/\sigma^2_{\xi}|b) \]  \hspace{1cm} [2.1.5]

Above, \( \mathbb{X} = \{ \mathbf{\Theta}_u, \sigma^2_{\xi} \} \).represents the Model Parametrization (Hyperparameters). The Noise Covariance or Data GGM conditional Covariance matrix \( \Sigma_{\xi \xi} \) of formula [2.1.2], is assumed to be composed by a scalar random variable \( \sigma^2_{\xi} \), representing the unknown nuisance Variance, and a known matrix \( \mathbf{R}_{\xi \xi} \) (in the Cartesian space product \( \mathbb{E} \times \mathbb{E} \)) of the noise Covariance structure. The noise Covariance structure encodes information about the sensors correlated activity. These correlations are given either by shorting currents...
between adjacent electrodes’ due to the scalp conductivity or common inputs from instrumentation/environmental noisy sources. The noise Precision (Variance) Exponential (Jeffry Improper) Gibbs pdf set up on, see formula [2.1.5], aims to bypass the nuisance level that could be assimilated into the Parameters. This is possible due to the monotonically increasing values of the noise Variance probability density assigned by the Jeffry Improper Prior, which allows for encoding the information about the noise inferior threshold into the parameter $b$.

The inverse of the Covariance matrix $\Sigma_i$, Precision matrix $\Theta_i$ (in the Cartesian space product $\mathcal{G} \times \mathcal{G}$), of the Parameters GGM, represents the source connectivity, see formula [2.1.3]. The general penalization function $\Pi$ at the argument of the exponential Prior in formula [2.1.4], imposes certain Structured Sparsity pattern on the connectivity. The Structured Sparsity can be encoded given information from the Gray Matter anatomical segmentation, by penalizing the groups of variables corresponding to the Gray Matter areas Intra/Inter-connections. The matrix $A$ (in the Cartesian space product $\mathcal{G} \times \mathcal{G}$) within the General Penalization function, represents a probability mask of the anatomically plausible connections. The probability mask in case of the dense short-range connections, e.g. Intra-Cortical Connections, is defined as a deterministic spatially invariant empirical Kernel of the connections strength decay with distance. For the long-range connections, e.g. Inter-Cortical connection, it is given by probabilistic maps of the White Matter tracks connectivity strength from Diffusion Tensor Imaging (DTI). The global influence in the Parameters GGM of the connectivity Structured Sparsity penalization $\Pi(\Theta_i, A)$ is controlled by the Scale Parameter (Regularization Parameter) $\alpha$, which can be fitted to the Data by means of some statistical criteria of goodness.

In general, the construction of the Model corresponds to the ubiquitous Bayesian representation of Linear State Space Models (LSSM), in both Time (Real) and Frequency (Complex) domain. The LSSM Data (Observation Equation) and Parameters (Autoregressive State Equation) are modeled by Multivariate Gaussian pdfs, whereas the Connectivity (Autoregression Coefficients Matrix) is represented by the Parameters’ Precision Matrix, $\Theta_i$ (Wills et al., 2009; Faes et al., 2012; Galka et al., 2004; Pascual-Marqui et al., 2014; Valdes-Sosa 2004; Lopes da Silva et al., 1980; Baccalá and Sameshima, 2001; Babiloni et al., 2005).
2.2 Type I Leakage and the Brain Connectivity Variable Resolution Tomographic Analysis

The Bayesian Model depicted in Section 2.1 revendicates a large family of Linear, or Non-Linear/Hybrid iterated Sources Activity estimators, see Table 1. Along this family, the formulation of the source activity estimator, denominated First Level of Inference into the Bayesian Formalism, is also common to BC-VARETA. The estimators of this Model are given independently for each frequency component, since it does not consider Priors that could link the analysis along Frequency Domain. The First Level of Inference consists on maximizing the Multivariate Gaussian pdf derived from Parameters’ Posterior Analysis. This is given upon fixed values of the Hyperparameters $\mathbf{z}^{(k)}$, within an outer cycle indexed $(k)$ of the Parameters and Hyperparameters iterated computation, see Section C of (Paz-Linares and Gonzalez-Moreira et al, 2018):

$$\mathbf{t}_m|\nu_m, \mathbf{z}^{(k)} \sim N_q^C\left(\mathbf{t}_m^{(k)}|\mathbf{t}^{(k)}, \Sigma^{(k)}\right) \tag{2.2.1}$$

The Parameters’ Posterior Mean (Sources Activity iterated estimator) $\mathbf{t}_m^{(k)}$, given the Data $\nu_m$, is expressed through the iterated auxiliary quantities of the Data to Sources ‘Transference Operator’ $\mathbf{T}^{(k)}$ (transformation of spaces $\mathbb{E} \rightarrow \mathbb{G}$) and the Parameters’ Posterior Covariance $\Sigma^{(k)}_u$ (in the space $\mathbb{G} \times \mathbb{G}$). Both depending on the Hyperparameters iterated estimators $\mathbf{z}^{(k)}$. 

Figure 1: More-Penrose diagram of the MEEG Source Activity and Connectivity Bayesian Model and its Priors. The model Variables and Prior knowledge are represented with gray circles and squares respectively. The filled arrows represent Random Variables generation by a specific pdf and the unfilled arrows the corresponding pdf parametrization.
\[ \hat{\xi}_m^{(k)} \leftarrow \tilde{T}^{(k)} \nu_m \]  

\[ \tilde{T}^{(k)} = \tilde{\Sigma}_u^{(k)} L^T \left( \sigma^2 \xi^{(k)} R \right)^{-1} \]  

\[ \Sigma_u^{(k)} = \left( L^T \left( \sigma^2 \xi^{(k)} R \right)^{-1} L + \Theta_u^{(k)} \right)^{-1} \]  

Table 1: Family of Linear/Non-Linear/Hybrid Source Activity estimators

| Parameters Covariance | Data Conditional Covariance | Algorithm | Linear Non-Linear Hybrid |
|-----------------------|----------------------------|-----------|--------------------------|
| Minimum Norm Estimator (MME) (Hämäläinen and Ilmoniemi, 1994) | Constrained to Scaled Identity Matrix. Fixed value. Connectivity-Postprocessing. | Constrained to Scaled Identity Matrix. Fixed value. | Explicit Parameters Posterior Mean estimator. | Linear |
| Low Resolution Electromagnetic Tomography (LORETA) (Pascual-Marqui et al., 1994). | Fixed Laplacian Operator. Connectivity-Postprocessing. | Full Matrix. Prior Free. | Iterated Explicit Parameters Posterior Mean estimator and empirical formulas of the Conditional Data Covariance. | Hybrid |
| Exact Low Resolution Electromagnetic Tomography (eLORETA) (Pascual-Marqui et al., 2006). | Constrained to a Diagonal Matrix. Prior Free. Connectivity-Postprocessing. | Full Matrix. Prior Free. | Iterated Explicit Parameters Posterior Mean estimator and empirical formulas of the Conditional Data Covariance and Parameters Variances. Provides Zero Localization Error in case of a single Source reconstruction. | Hybrid |
| Standardized Low Resolution Electromagnetic Tomography (eLORETA) (Pascual-Marqui, 2002). | Full Matrix (Connectivity). Prior Free. | Full Matrix. Prior Free. | Iterated Explicit Parameters Posterior Mean estimator and empirical formulas of the Conditional Data Covariance and Parameters Covariances. | Hybrid |
| Variable Resolution Tomographic Analysis (VARETA) (Valdes-Sosa, 1996, Bosch-Bayard, et al., 2001). | Full Matrix (Connectivity). Prior Free. | Constrained to Scaled Identity Matrix. Prior free. | Iterated Explicit Parameters Posterior Mean estimator and Expectation Maximization (EM) formulas of the Conditional Data Variance and Parameters Covariances. | Non-linear |
| Automatic Relevance Determination (ARD) (Neal, 1998; Tipping, 2001; Sato et al., 2004; Wipf et al., 2006; Wipf and Rao, 2007; Daunizeau and Friston, 2007). | Constrained to a Diagonal Matrix. Jeffrey Improper Priors. Connectivity-Postprocessing. | Constrained to Scaled Identity Matrix. Prior free. | Iterated Explicit Parameters Posterior Mean estimator and Empirical Bayes (EB) formulas of the Conditional Data Variance and Parameters Variances. Induces Sparsity by pruning the Parameters Variances estimates. | Non-linear |
2.2.1 Measures of Type I (Activity) Leakage

Evaluating the Type I Leakage given to Volume Conduction distortion itself should be done in an isolated point Source scenario. In the general context of Signal Processing this situation is represented by the concept of ‘Point Spread Function’ (PSF). In this case it is defined as the estimated Sources Activity from synthetic Data due to a single Unitary Source, at an arbitrary point \( j_0 \) of the Gray Matter space \( \mathbb{G} \). The Activity of a single Unitary Active Source is mathematically represented by the Kronecker Delta, denoted by the vector \( \delta(j_0) \):

\[
\delta(j_0) = \begin{cases} 
0, & j \neq j_0 \\
1, & j = j_0 
\end{cases}
\]  

[2.2.5]

Computing the PSF involves the projection \( \mathbb{E} \rightarrow \mathbb{G} \), by effectuating formulas [2.2.2], [2.2.3] and [2.2.4] till convergence, given inputted Data obtained from the projected Kronecker Delta \( \mathbb{G} \rightarrow \mathbb{E} \) in [2.2.5], i.e. \( \lim_{k \rightarrow \infty} (\hat{T}^{(k)} L \delta(j_0)) \). Expressing the PSF by this formula alone constitutes an idealization of the real MEEG Source Localization scenario. A fair approach should consider avoiding the Inverse Crime (Kaipio & Somersalo 2004), which consists on modifying the Lead Field of Data generation from the one used within the Inference framework, and corrupting the Data with Noise, from all possible sources including biological, environmental and instrumentation, at acceptable levels.

In a situation as such, a suitable definition of PSF, will be given by the Variances of the iterated auxiliary quantity of Sources Activity Empirical Covariance (SEC) \( \hat{S}^{(k)}_{\text{ut}} \) (in the Cartesian space product \( \mathbb{G} \times \mathbb{G} \)). An explicit and compact expression of the SEC can be attained by the projection \( \mathbb{E} \times \mathbb{E} \rightarrow \mathbb{G} \times \mathbb{G} \) of the Data Empirical Covariance \( S_{\text{vv}} \) (in the Cartesian space product \( \mathbb{E} \times \mathbb{E} \)) through the Transference Operator \( \hat{T}^{(k)} \), see Section D of (Paz-Linares and Gonzalez-Moreira et al, 2018).

\[
\hat{S}^{(k)}_{\text{ut}} \leftarrow \hat{T}^{(k)} S_{\text{vv}} \hat{T}^{(k)} \dagger 
\]  

[2.2.6]

\[
S_{\text{vv}} = \frac{1}{m} \sum_{m=1}^{m} \nu_m \nu_m \dagger 
\]  

[2.2.7]
The computation of PSF is effectuated on a synthetic $S_{\text{sim}}^{β}$, obtained from the projection $G \times G \rightarrow E \times E$, through an independent Lead Field $L_{\text{sim}}$, of the Kronecker Delta $δ(j_0)$ plus Noise samples, represented by the Real/Complex vectors $ξ_m$:

$$\nu_{m}^{\text{sim}} = L_{\text{sim}}δ(j_0) + ξ_m, \ m = 1 ... m$$  \[2.2.8\]

The explicit formula of the PSF, denoted here as $P$, is given by the diagonal values (Variances) of the SEC iterated estimator, in formula [2.2.6], after convergence of the outer cycle:

$$P(j_0) \leftarrow \lim_{k \to \infty} \left( \text{diag} \left( \tilde{T}^{(k)} S_{\text{sim}}^{βm} \tilde{T}^{(k)} \right) \right)$$  \[2.2.9\]

The PSF distortion can be evaluated in general by any Measure of its difference to Ground Truth, Kronecker delta in [2.2.5]. Particularly, for single point spreading like scenarios and when the Gray Matter space $G$ is collapsed to a bidimensional Manifold, i.e. surfaces of different Brain structures, a measure universally adopted is the Spatial Dispersion (SD) according to the Geodesic Distance. In such scenario the Type I Leakage due to Volume Conduction distortion is expressed through the Spatial Dispersion of the Point Spread Function (SD-PSF). It is defined as the Standard Deviation of the Geodesic Distance $d_{j_0}$ between pairs of points indexed $(j, j_0)$, for $j = 1 ... q$, in the Gray Matter space $G$, with probability mass given by the absolute values of the PSF, denoted mathematically as $SD_{δ(j_0)}(P(j))$, see formula below:

$$SD_{δ(j_0)}(P(j_0)) = \sqrt{\frac{\sum_{j=1}^{q} d_{j_0}^2 |P_j| |P_{j_0}|}{\sum_{j=1}^{q} |P_j| |P_{j_0}|}}$$  \[2.2.10\]

In a more general scenario, where the Data is given by a composition of multiple Unitary Active Sources $v_{m}^{\text{sim}} = L_{\text{sim}}δ(j_0, j_1, ...) + ξ_m, \ m = 1 ... m$, the concept of PSF requires to be extended, i.e. ‘Generalized Spread Function‘ GSF, denoted mathematically as $P(j_0, j_1, ...)$. In this case the Type I Leakage is given by the composition of two distortive effects, i.e. the Volume Conduction and superposed Scalp projection of multiple Sources, which cannot be measured by simply using the SD. The Earth Movers’ Distance (EMD) between the GSF and the Ground Truth (EMD-GSF) would suit as a measure representative of the distortion in this general scenario, denoted mathematically as $EMD_{δ(j_0, j_1, ...)}(P(j_0, j_1, ...))$. In the State of the Art of Inverse Solution the EMD has been established as the most sensitive when compared to other quality measures, i.e. typical Dipole Localization Error or Binary Classification, i.e. Receiving Operating Characteristic, Precision, Recall and F1. See its definition in (Molins et al. 2008, Grova et al., 2006, Haufe et al., 2008). This concept is applicable in general to any definition of the Active sources, e.g. Vector made of patches with random extensions and random elements.

2.2.2 Second Level of Inference of the Brain Connectivity Variable Resolution Tomographic analysis and its influence on variable selection (Leakage)

Meanwhile, the First Level of Inference of the Methods described in Table 1 constitutes an invariant, a distinct aspect was its Parametrization structure and Priors defined. This is definitive at the denominated Second Level of inference or estimation of Hyperparameters $θ^{(k)}$, which biases the variables selection into the iterated estimation scheme, and thus the amount of Leakage carried by the Parameters and Hyperparameters. This effect is determined, at the First Level of Inference, by the Resolution (sparsity) in Variable Selection of the Transference Operator $T^{(k)}$, which is influenced by the scale and/or degree of sparsity of the Precision matrix $θ^{(k)}_{uu}$ and Data Nuisance $θ^{(k)}_{ξ}$ estimators. Those transitoriely influence the
Resolution through its balance into the Parameters' Posterior Covariance Matrix \( \Sigma^{(k)}_m \), see formulas [2.2.3], [2.2.4], [2.2.6] and [2.2.7]. The Resolution in the estimation will be globally determined by two interacting elements. First: The choices of Hyperparameters Posterior analysis strategies, i.e. EB, EM, ARD, ReLM, etc. Second: The bias introduced by the Hyperparameters Priors, i.e. ad hoc structure of the Data Conditional Covariance \( R \), Prior pdfs on the Sources’ Activity Precisions matrix \( \Theta_u \) and Data Nuisance Variance \( \sigma^2 \). Thus, the essential constituent of the BC-VARETA methodology is the definition of the Priors and Inference strategy at the Second Level along with adequate statistical guarantees.

The EM algorithm (Dempster et al., 1977; Liu and Rubin, 1994; McLachlan and Krishnan, 2007) constitutes an explicit way to tackle the Hyperparameters estimation. This is done by iteratively maximizing its approximated representation of the intractable Data Type II likelihood \( p(|v_m|_{m=1}^m|z) \), by the so-called Data Expected Log-Likelihood \( Q(z, \hat{z}^{(k)}) \). The Data Expected Log-Likelihood is construed by the marginalization (Expectation) of the Data and Parameters Joint pdf \( \log p(|v_m|_{m=1}^m, t_m, |z) \), given through formulas [2.1.2] and [2.1.3], by the parameters Posterior pdf \( p(t_m|v_m, \hat{z}^{(k)}) \), see formula [2.2.1]. The BC-VARETA methodology, meshed to the EM scheme at the Second Level of Inference, constitutes a special case of Hyperparameters Penalized Posterior Analysis. It is defined as the maximization of the approximated Hyperparameter's Posterior pdf, given by the combination the Data Expected Likelihood and Hyperparameter's Priors, see Section D of (Paz-Linares and Gonzalez-Moreira et al, 2018):

\[
\Xi|\{v_m\}_{m=1}^m, \xi^{(k)} \sim e^{Q(z, \hat{z}^{(k)})} \Psi(z)
\]  

[2.2.11]

The Data Expected Log-Likelihood has a close form expression on the Hyperparameters, given the Data Empirical Covariance and the iterated estimators of the Data to Sources Transference Operator, Sources Posterior Covariance, and an iterative auxiliary quantity denominated Effective Sources Empirical Covariance (ESEC) \( \hat{\Psi}^{(k)}_u \):

\[
Q(z, \hat{z}^{(k)}) = -m \log(\sigma^2_e) - (m/\sigma^2_e) tr \left( \left( I_p - L \hat{z}^{(k)} \right)^+ R^{-1} \left( I_p - L \hat{z}^{(k)} \right) S_{sv} \right) \cdots \\
-(m/\sigma^2_e) \left( L^T R^{-1} L \hat{z}^{(k)}_v \right) + m \log |\Theta_u| - m \text{tr} \left( \Theta_u \hat{\Psi}^{(k)}_u \right) \\
\hat{\Psi}^{(k)}_u = \hat{\Sigma}^{(k)}_u + \hat{S}_u
\]  

[2.2.12]

[2.2.13]

The Data Expected Log-Likelihood in formula [2.2.12] is a Concave function on \( z \), but the Concavity of its associated Posterior pdf in formula [2.2.11] can be only ensured with a pertinent definition of the Priors. In addition, the approximated Hyperparameters’ Posterior analysis of EM algorithm only guarantees reaching a local maximum of the actual Hyperparameters' Posterior, i.e. \( p(z|\{v_m\}_{m=1}^m) \propto p(|v_m|_{m=1}^m|z) p(z) \). The proximity of this local maximum to the global maximum is determined also by the selection of the Priors. The Gibbs Priors of formulas [2.1.5] and [2.1.6] guarantee the Concavity whenever the exponent arguments redress the mathematical definition of norm, i.e. a non-negative scalar function that satisfies 1) triangle inequality, 2) absolutely-scalable and 3) positive-definite.

The Precision Matrix estimation, given by Posterior Analysis of equation [2.2.11], is expressed through the minimization of a Target Function that resembles the structure of an equivalent Sources GGM with Effective Sources Empirical Covariance (ESEC) Matrix \( \hat{\Psi}^{(k)}_u \). Under the convention \( \alpha = \lambda m \), where the \( \lambda \) can be interpreted as the GGM effective Regularization Parameter, the Precision matrix estimator is given by the following formula, see Section E of (Paz-Linares and Gonzalez-Moreira et al, 2018):
argmin_{\Theta_u} \left\{ -\log |\Theta_u| + tr \left( \Theta_u \Psi^{(k)}_{tt} \right) + \lambda \Pi(\Theta_{tt}, A) \right\} \quad \text{[2.2.14]}

Setting up Sparse Models as General Penalty Function has been established in similar scenarios of Variable Selection, i.e. Graphical Models estimation (Jordan, 1998; Attias, 2000; Friedman et al., 2008; Mazumder et al. 2012; Wang, 2012; Wang, 2014; Schmidt, 2010; Hsieh, 2014; Danaher et al., 2014; Zhang and Zou, 2014; Yuan and Zheng, 2017; Orton and Maathuis, 2017). Some of the most common Penalty Functions are referred into the family of Graphical LASSO Models, see Table 2 below.

| Table 2: Graphical LASSO family Penalty Functions Models |
|--------------------------------------------------------|
| Graphical LASSO (GLASSO)                               |
| $||\Theta_{tt}||_{1,A}$                                |
| Graphical Elastic Net (GENET)                          |
| $||\Theta_{tt}||_{1,A} + ||\Theta_{tt}||^{\frac{1}{2}}_{2,A_2}$ |
| Graphical Group Lasso (GGGLASSO)                       |
| $\Sigma_{j=1}^{q} ||\Theta_{tt(k,j)}||^{\frac{1}{2}}_{2,A_{j}}$ : $\mathbb{K}_j \subset \mathbb{G} \times \mathbb{G}$; $j = 1 \cdots n$ |

Nevertheless, as for choosing the Penalty Function and Regularization Parameter there is not ubiquitous rule. It is usually assumed that, for a given Penalty Function, fitting the Regularization Parameter by some Statistical Criteria by would suffice to rule out the ambiguity on the Variable Selection sparsity level (Resolution). This approach does not provide a Statistical guarantee, as discussed in (Jankova and Van De Geer, 2015, 2017), due the biasing introduced in the estimation by the Sparse Penalty in any case. For the typical Graphical LASSO, a solution was recently presented in (Jankova and Van De Geer, 2018) through an unbiased Precision Matrix estimator $(\hat{\Theta}_u)^{(k+1)}_{\text{unbiased}}$:

$$(\hat{\Theta}_u)^{(k+1)}_{\text{unbiased}} = 2(\hat{\Theta}_u)^{(k+1)} - (\hat{\Theta}_u)^{(k+1)}_{tt} (\hat{\Theta}_u)^{(k+1)}$$ \quad \text{[2.2.15]}

For the conditions $\Pi(\Theta_{tt}, A) = ||\Theta_{tt}||_1$ and $\lambda = \sqrt{\log(q)/m}$, it is demonstrated, for the elements into the unbiased estimator of formula [2.2.5] $(\hat{\Theta}_u)^{(k+1)}_{\text{unbiased}}$, a tendency to the Model Precision Matrix elements $(\hat{\Theta}_u)_{ij}$ with Complex Normal $pdf$ of consistent variances $\sigma_{ij}(\hat{\Theta}_u)^{(k+1)}_{\text{unbiased}} = (\hat{\Theta}_u)^{(k+1)}_{ii} (\hat{\Theta}_u)^{(k+1)}_{ij} + (\hat{\Theta}_u)^{(k+1)}_{ij}$, rated by $\sqrt{m}$:

$$(\hat{\Theta}_u)^{(k+1)}_{\text{unbiased}} \sim N^C_1 \left( (\hat{\Theta}_u)^{(k+1)}_{\text{unbiased}} \right) \left| \left| (\hat{\Theta}_u)_{ij}, \sigma_{ij}(\hat{\Theta}_u)^{(k+1)}_{\text{unbiased}} \right| \sqrt{m} \right.$$ \quad \text{[2.2.16]}

For the Nuisance $Hyperparameter$ a close form estimator can be obtained, by the unique zero of the resulting equation given the derivative $\frac{\partial}{\partial \sigma^2}$ of formula [2.2.11]. It is expressed in below, by reformulating the Jeffry Improper Prior $pdf$ Rate Parameter as $b = m\epsilon$, where $\epsilon$ is the Data Nuisance effective inferior threshold, see Section E of (Paz-Linares and Gonzalez-Moreira et al., 2018):

$$\tilde{\xi} = \frac{\text{tr} (I_p - L \tilde{\Theta}^{(k)})^+ R^{-1} (I_p - L \tilde{\Theta}^{(k)}) S_{pp}}{p} + \frac{\text{tr} (L^T R^{-1} L \tilde{\Theta}^{(k)})}{p} + \epsilon \quad \text{[2.2.17]}

With equation [2.2.17] we attain a formulation in which the biasing given the Nuisance $Hyperparameter$ Prior relies on the Data Nuisance effective inferior limit $\epsilon$ and the Noise Covariance Structure $R$, which are...
quantities that can be experimentally informed. The interpretability of this Prior structure would thus rule out any ambiguity on its choice.

2.3 Estimation of the MEEG Sources Gaussian Graphical Model

Despite the growing interest on the GGM’s given its applicability in several fields, drawbacks of the State of Art methodologies prevent of utilizing them in the scenario of Electrophysiological Sources Localization and Connectivity, we mention some of them in Table 3 below.

| Table 3: Drawbacks of the Gaussian Graphical Models methodologies |
|---------------------------------|--------------------------------------------------|
| Complex Variable                | The established algorithms do not deal with Complex Variables, limiting their implementation on the Frequency Domain Connectivity Analysis. |
| Stability                        | They are based on very unstable strategies, such as Coordinate Updates of the Target Function Descend Direction or Alternating Direction Methods of Multipliers. |
| Dimensions                      | The High Dimensionality (common scenario in Brain Connectivity) along with the combined effect of instability and Inverses computation, at every iteration of the Coordinate Updates cycle, constitutes an important reason for these algorithms frequent crashing. |
| Bayesian analysis               | Addressing this problem from the perspective of Machine Learning or Optimization Theory is the common trend to most of Data Analysis groups, while a complete Bayesian insight to the structure and properties of the GGM and its Precision matrix Priors is still missing in State of the Art. |

Here we propose a revindication of the MEEG SGGM from the Bayesian perspective, that allows for obtaining a more general class of explicit Precision matrix (Connectivity) estimators. This is done by considering invariance properties of the GGM Wishart Likelihood and the hierarchical representation of the GGM Gibbs Priors’. The analogous SGGM representation of the Precision matrix Expected Posterior pdf can be expressed by a Wishart Likelihood $W_c^c$ (Real/Complex) on the ESEC matrix $\Psi_{tt}^{(k)}$ of $m$ degrees of freedom and scale matrix $(m\Theta_{tt})^{-1}$, combined with the Gibbs Prior pdf of formula [2.1.5].

\begin{align}
\Psi_{tt}^{(k)} | \Theta_{tt} & \sim W_c^c \left( \Psi_{tt}^{(k)}, (m\Theta_{tt})^{-1}, m \right) \quad [2.3.1] \\
\Theta_{tt} & \sim e^{-\alpha \Pi(\Theta_{tt})} \quad [2.3.2] \\
W_c^c \left( \Psi_{tt}^{(k)}, (m\Theta_{tt})^{-1}, m \right) & = |\Psi_{tt}^{(k)}|^{(m-q)} |\Theta_{tt}|^m e^{-m \text{tr}(\Theta_{tt}\Psi_{tt}^{(k)})} \quad [2.3.3]
\end{align}

The rigorous theoretical derivation of the strategy for the minimization of the Sources GGM Target Function is presented in Section G of (Paz-Linares and Gonzalez-Moreira et al, 2018). It is done by a modified Model through the hierarchical representation (in Complex Variable) of the exponential Priors by mixtures of Gaussian and Gamma pdf’s (Andrews and Mallows, 1974; Tipping, 2001; Schmolck and Everson, 2007; Faul and Tipping, 2002; Li and Lin, 2010; Kyung et al., 2010). With this hierarchical model it is derived a concave Local Quadratic Approximation (LQA) estimation strategy of the SGGM (Fan and Li, 2001; Valdés-Sosa et al., 2006; Sánchez-Bornot et al., 2008). We reformulate the LQA Target Function of the Precision Matrix into simple Quadratic Model, due to the Standardization GGM’s Wishart Likelihood (Srivastava, 1965; Drton et al., 2008). The explicit Connectivity estimator of the Standard Quadratic Model is expressed as the unique solution of a Matrix Riccati equation (Lim, 2006; Honorio and Jaakkola, 2013).
2.4 Type II Leakage and the Brain Connectivity Variable Resolution Tomographic Analysis

The whole estimation strategy consists on the computation ESEC $\tilde{\Psi}_u^{(k)}$ with unbiased Precision Matrix $(\hat{\Theta}_u)^{(k+1)}_{\text{unbiased}}$, at the outer cycle indexed $k$-th. The unbiased Precision Matrix, given in formula [2.2.15], is computed from its SGGM LQA estimator, after the convergence of the $\hat{\Theta}_u^{(k,l)}$ and $\hat{\Gamma}^{(k,l)}$, given within an inner cycle indexed $l$-th, see Section H of (Paz-Linares and Gonzalez-Moreira et al, 2018):

$$\hat{\Theta}_u^{(k,l+1)} \leftarrow \frac{1}{2\lambda} \Gamma^{(k,l)} \odot \left( \left( \left( \Psi_u^{(k)} \right)^{-1} \odot \Gamma^{(k,l)} \right)^{-2} + 4\lambda I_q - \left( \Psi_u^{(k)} \right)^{-1} \odot \Gamma^{(k,l)} \right)^{-1} \right)$$  \hspace{1cm} [2.4.1]

$$\hat{\Gamma}^{(k,l)} \leftarrow -I_q + \left( I_q + 4(\lambda m)^2 A^2 \odot \text{abs} \left( \hat{\Theta}_u^{(k,l)} \right)^2 \right)^{\frac{1}{2}} \odot \left( 2^{\frac{1}{2}(\lambda m)^2} A \right)$$  \hspace{1cm} [2.4.2]

As in Section 2.3, the elementwise matrix operations in the notation introduce: $\odot$ as Hadamard product, $\odot$ as Hadamard division, $\text{abs} \left( \cdot \right)$ as elementwise matrix absolute value, $\left( \cdot \right)^2$ (elementwise matrix Square exponentiation), $\left( \cdot \right)^{\frac{1}{2}}$ (elementwise matrix Square Root), $I_q$ ($q \times q$ identity matrix), $1_q$ ($q \times q$ matrix of ones).

2.4.1 Measures of Type II (Connectivity) Leakage

Evaluating the Type II Leakage given to Volume Conduction distortion itself should be done in a scenario where a single connection (pair connected sources) is present. For the Connectivity the PSF definition admits an extension to the Cartesian spaces product of Cortical Manifolds $\mathbb{G} \times \mathbb{G}$, i.e. ‘Cartesian Point Spread Function’ (CPSF). It is defined as the Precision matrix estimator from synthetic Data due to a pair of cortical sources at arbitrary points $j_0$ and $j_1$ with Unitary Connectivity (Precision matrix). The Unitary Precision matrix of the pair of connected Sources is denoted here with the matrix $\Delta(j_0,j_1)$ on the space $\mathbb{G} \times \mathbb{G}$, given by an outer product of Kronecker Delta functions:

$$\Delta(j_0,j_1) = \left( \delta(j_0) + \delta(j_1) \right) \left( \delta(j_0) + \delta(j_1) \right)^T$$  \hspace{1cm} [2.4.3]

In analogy to the construction of the PSF in Section 2.2.1, the computation of the CPSF is effectuated on a synthetic $S_{\text{sim}}^{uv}$, obtained from the projection $\mathbb{G} \times \mathbb{G} \rightarrow \mathbb{E} \times \mathbb{E}$, through an independent Lead Field $L_{\text{sim}}$ (avoiding inverse Crime) of the simulated Cortical Sources Activity plus Noise samples (corruption of Data), represented by the Real/Complex vectors $\xi_m$. The simulated Sources Activity, represented by the Real/Complex vectors $\xi_m$, is taken from random samples of Gaussian Random Generator with Covariance matrix $(\Delta(j_0,j_1))^+$, given by the Pseudoinverse operation over the nonzero block of $\Delta(j_0,j_1)$:

$$S_{\text{sim}}^{uv} = \frac{1}{m} \sum_{m=1}^{m} v_{\text{sim}}^m v_{\text{sim}}^m$$  \hspace{1cm} [2.4.4]

$$v_{\text{sim}}^m = L_{\text{sim}} t_m + \xi_m, \hspace{0.5cm} m = 1 ... m$$  \hspace{1cm} [2.4.5]

$$t_m \sim N_q \left( 0, \left( \Delta(j_0,j_1) \right)^+ \right), \hspace{0.5cm} m = 1 ... m$$  \hspace{1cm} [2.4.6]

The Precision matrix iterated estimator of formula [2.4.1] comprises the ESEC $\tilde{\Psi}_u^{(k)}$, expressed by substituting into formula [2.2.13] the SEC formula [2.2.6] computed for synthetic Data Experimental...
Covariance from [2.4.5]. Expressing $\hat{\Sigma}_u^{(k)}$ and $\hat{T}^{(k)}$ into [2.2.13] through the unbiased Precision Matrix $(\hat{\Theta}_u)^{(k+1)}_{\text{unbiased}}$ we obtain:

$$\hat{\Psi}_u^{(k)} = \left( L^T (\hat{\alpha}_x^{(k)} R)^{-1} L + (\hat{\Theta}_u)^{(k+1)}_{\text{unbiased}} \right)^{-1} \ldots$$

$$\times \left( I_q + \frac{1}{(\hat{\alpha}_x^{(k)})^2} L^T R^{-1} S_{\text{SD}} R^{-1} L \left( L^T (\hat{\alpha}_x^{(k)} R)^{-1} L + (\hat{\Theta}_u)^{(k+1)}_{\text{unbiased}} \right)^{-1} \right)^\dagger \right) \right] \right) \ldots$$

[2.4.7]

The explicit formula of the CPSF is given by the Precision matrix iterated estimator of formula [2.4.1] with the ESEC defined in formula [2.4.7] after convergence of the inner cycle (indexed $l$) and the outer cycle (indexed $k$):

$$\mathcal{C}(j_0, j_1) \leftarrow$$

$$\frac{1}{\lambda} \lim_{l \to \infty} \lim_{k \to \infty} \left( \Gamma^{(k,l)} \left( \sqrt{\left( \hat{\Psi}_u^{(k)} \hat{\Gamma}^{(k,l)} - 2 \right)^{-1}} + 4\lambda I_q \right) - \left( \hat{\Psi}_u^{(k)} \hat{\Gamma}^{(k,l)} \right)^{-1} \right) \ldots$$

$$\times \hat{\Psi}_u^{(k)} \left( \sqrt{\left( \hat{\Psi}_u^{(k)} \hat{\Gamma}^{(k,l)} - 2 \right)^{-1}} + 4\lambda I_q \right) - \left( \hat{\Psi}_u^{(k)} \hat{\Gamma}^{(k,l)} \right)^{-1} \right) \right) \ldots$$

[2.4.8]

The CPSF distortion (difference to the Ground Truth of the Precision matrix in [2.4.3]) can be evaluated by considering a generalization of the SD measure to Connectivity. Its expression can be directly deduced from the Natural extension of Distance Natural to pairs of points belonging to the Cartesian product of Cortical Manifolds $G \times G$. Analogously to the SD-PSF formulation of Section 2.2.1, the Spatial Dispersion of the Cartesian Point Spread Function (SD-CPSF), denoted mathematically as $SD_{\mathcal{C}(j_0, j_1)}$, is defined as follows:

"The Standard Deviation of the Cartesian Geodesic Distance $D_{(j, j')}(j_0, j_1)$ between pairs of points indexed \{(j, j'), (j_0, j_1)\}, for $j, j' = 1 \cdots q$ in the Cartesian product $G \times G$ of Cortical Manifolds, with probability mass built on the superior triangle of the CSF" (see its schematic representation in Figure 2).

$$SD_{\Delta(j_0, j_1)}(\mathcal{C}(j_0, j_1)) = \sqrt{\frac{\sum_{j=1}^{q} \sum_{j'=j+1}^{q} D_{(j, j')}(j_0, j_1)^2}{\sum_{j=1}^{q} \sum_{j'=j+1}^{q} C_{jj'}(j_0, j_1)}} \ldots$$

[2.4.9]

$$D_{(j, j')(j_0, j_1)} = \sqrt{d_{jj_0}^2 + d_{jj_1}^2} \ldots$$

[2.4.10]
In similitude to what was discussed on the PSF and GSF, also the CPSF requires an extended representation for a general scenario in which the Data is given by a Unitary Precision Matrix given the composition of multiple Active Sources, i.e. $\Delta(j_0, j_1, \cdots) = (\delta(j_0) + \delta(j_1) + \cdots)(\delta(j_0) + \delta(j_1) + \cdots)^T$. We denominate this representation “Cartesian Generalized Spread Function” CGSF, denoted mathematically as $C(j_0, j_1, \cdots)$. Consequently, the CGSP distortion cannot be measured by using the SD. For this we consider the generalization to the Cartesian spaces product of Cortical Manifolds of the EMD measure (EMD-CGSP), denoted mathematically $EMD_{\Delta(j_0, j_1, \cdots)}(C(j_0, j_1, \cdots))$, defined as follows:

“The sum of the typical EMD between all rows (columns) of the CGSF and Gold Standard, i.e. the projections in the cortical Manifold space $\mathbb{C} C_{j, (j_0, j_1, \cdots)} (C_{j, (j_0, j_1, \cdots)})$ and $\Delta_{j, (j_0, j_1, \cdots)} (\Delta_{j, (j_0, j_1, \cdots)})$ for all $j = 1 \cdots q (j' = 1 \cdots q)$ in the Cortical Manifold space $\mathbb{C}$. The Complex rows/columns EMD is given by the sum of the EMD between its corresponding Real and Imaginary part.”

\[
EMD_{\Delta(j_0, j_1, \cdots)}(C(j_0, j_1, \cdots)) = \sum_{j=1}^{q} EMD_{\Delta_{j, (j_0, j_1, \cdots)}}(C_{j, (j_0, j_1, \cdots)})
\]  

\[
EMD_{\Delta(j_0, j_1, \cdots)}(C(j_0, j_1, \cdots)) = \sum_{j'=1}^{q} EMD_{\Delta_{j', (j_0, j_1, \cdots)}}(C_{j', (j_0, j_1, \cdots)})
\]  

This concept is applicable in general to any definition of the sources Precision Matrix, e.g. Hermitian Matrix made of blocks with random extensions and random Complex elements.
3 Results

3.1 Simulation substrate

We evaluate the proposed estimators of Sources Localization and Connectivity on simulated EEG data. The simulation substrate was set up on a Cortical Manifold space $\mathcal{G}$, defined as 15K points Surface of the Gray Matter, with coordinates on the MNI Brain template (http://www.bic.mni.mcgill.ca). The Scalp Sensors space $\mathbb{E}$ was built on 343 electrodes, within 10-5 EEG Sensors system (Oostenveld and Praamstra, 2001). The Lead Fields, for both Simulations $\mathbf{L}_{\text{sim}}$ and for Reconstruction $\mathbf{L}$, were computed by BEM integration method accounting for a model of 5 head compartments (gray matter, cerebrospinal fluid, inner skull, outer skull, scalp) (Fuchs et al., 2002; Valdés-Hernández et al., 2009).

To avoid the Inverse Crime two individual subject Head Models were extracted from the corresponding T1 MRI images. The Electrophysiological Noise was defined by a composition of Sensors Noise and 500 Noisy Cortical Sources (approximating a 3% of the 15K points of the Cortical Manifold space $\mathcal{G}$), projected to the Scalp Sensors space $\mathbb{E}$. For practical computational limitations the Reconstruction was compute on a 6K points of Cortical Manifold space $\mathcal{G}$, obtained as a reduction from the original 15K points Surface of the Gray Matter. We design three kinds of characteristic simulations, to evaluate under different conditions the Leakage Effect in Source Localization (Type I) and Connectivity (Type II), see Table 4.

| Table 4: Description of Simulations |
|-------------------------------------|
| **Simulation 1** |
| **Configuration** | A Unitary Source was placed at 500 random locations (following the procedure described in Section 2.2.1), with amplitude defined by the Kronecker Delta of formula [2.2.5]. 400 EEG Data trials were created at the Scalp Sensors space, by adding Noise Samples at 5dB Level to each projected Unitary Source. |
| **Aims** | Evaluate the Type I Leakage given to Volume Conduction distortion in an isolated point Source scenario, by the $SD$-$PSF$ and $EMD$-$PSF$. |
| **Simulation 2** |
| **Configuration** | Two Sources were placed in 500 random configurations (following the procedure described in Section 2.4.1). 400 EEG Data trials were created, at the Scalp Sensors space, by projecting Samples from a Gaussian Random Generator given for each configuration. The Gaussian Random Generator Covariance structure was defined as the Inverse of the Unitary Precision matrix (Connectivity), given in formula [2.4.3]. Also, 5dB Level Noise were added to the Data of each projected Sample. |
| **Aims** | Evaluate the Type I Leakage given the composition the distortive effects of Volume Conduction and two Sources superposed at the Scalp projection, by the $EMD$-$GSF$. Evaluate the Type II Leakage given to Volume Conduction distortion in a scenario where a single connection is present, by the $SD$-$CPSF$ and $EMD$-$CPSF$. |
| **Simulation 3** |
| **Configuration** | Four Sources were placed in 500 random configurations where only thwo of them were connected. 400 EEG Data trials were created, at the Scalp Sensors space following the same procedure as in Simulation 2. |
| **Aims** | Evaluate the Type I Leakage given the composition the distortive effects of Volume Conduction and multiple Sources superposed at the Scalp projection, by the $EMD$-$GSF$. Evaluate the Type II Leakage given to Volume Conduction distortion in a scenario where multiple connections are present, by the $EMD$-$CGSF$. |
3.3 Validation Methods and software platforms

For reproducibility of the entire methodology proposed in this work results we provide a complementary routines package, i.e. Sources Activity and Connectivity estimators along with the Type I and II Leakage measures $SD$-$PSF$, $EMD$-$GSF$, $SD$-$CPSF$ and $EMD$-$CGSF$, publicly available in MATLAB format at the GitHub link: https://github.com/dpazlinares/BC-VARETA. The evaluation of $SD$-$PSF$, $EMD$-$GSF$, $SD$-$CPSF$ and $EMD$-$CGSF$ measures was also extended to different Methods within the State-of-the-Art Electrophysiological Source analysis, implemented into the FIELDTRIP software package publicly available at: https://github.com/fieldtrip/fieldtrip/blob/master/ft_sourceanalysis.m.

For comparison purpose we selected the Exact version of LORETA (eLORETA) (Pascual, 2002), which constitutes the most stablished and robust (under a wide range of conditions), among the of family Source Activity estimators described in Table 1. The eLORETA $SD$-$PSF$ and $EMD$-$GSF$ were computed from the SEC at the Fist Level of Inference after convergence, according to the theory in Subsection 2.2.1. The $SD$-$CPSF$ and $EMD$-$CGSF$ was taken from the Inverse of the Source Covariance matrix at the Second Level of Inference after convergence.

We also consider the Linearly Constrained Minimum Variance (LCMV) (Van Veen et al. 1997), well stablished among the family of Beam Former methods. The LCMV constitutes a qualitative different approach in comparison with the family of iterated Source Activity estimators described in Section 2.2, that enriches our validation with a higher contrast of the results. Roughly, it consists on the Spatial Filtering of the Forward Equation (2.1.1), under similar assumptions of the Noise and Sources Activity pdf's and in Subsection 2.1. The LCMV focuses only in the Sources’ Variances, ruling out the Covariance structure from the First Level of Inference, but it also provides a Connectivity analysis through empirical formulas of the Sources’ Covariance. For the computation of the $SD$-$PSF$, $EMD$-$GSF$, $SD$-$CPSF$ and $EMD$-$CGSF$ we follow analogous procedure as it was applied before to eLORETA solution.

3.4 Study of the Type I and II Leakage in simulations

Figure 4 below shows the results for a typical trial of Simulation 1 and Simulation 2 described in Subsection 3.1, as tridimensional colormaps of the Activity within an interval between 0 and maximum value 1. First, we present the Data Empirical Covariance diagonal values $diag(S_{\text{sim}}^{\text{emp}})$ at the Sensors space $\mathbb{E}$ (343 points), see Figure 4 a) c), as portraying of the Volume Conduction effect in the Gold Standard Scalp projection. Second, the estimated $PSF$ and $GSF$ and the corresponding simulation Gold Standard are presented at the reduction of the Cortical Manifold space $\mathbb{G}$ (6K points), for the Methods eLORETA, LCMV and BC-VARETA, see Figure 4 b) d).

Correspondingly, Figure 5 shows the results of the Connectivity for the typical trial of Simulation 2, as bidimensional colormaps within an interval between 0 and maximum value 1. First, we present the Data Empirical Covariance Matrix Inverse $inv(S_{\text{sim}}^{\text{emp}})$ at the Cartesian product of Sensor spaces $\mathbb{E} \times \mathbb{E}$ (343x343 points), see Figure 5 a), as portraying the Volume conduction effect in the Connectivity of the Gold Standard Scalp projection. Second, the estimated $CPSF$ and $CGSF$ and the corresponding simulation Gold Standard are presented at the Cartesian product of reduced Cortical Manifold spaces $\mathbb{G} \times \mathbb{G}$, (6Kx6K points), for the Methods eLORETA, LCMV and BC-VARETA, see Figure 5 b). For an easier visualization we don’t show the full space, but a subspace defined by 20 neighbors of each Active Source in the actual configuration.
Figure 4: A typical trial of the two configurations (one active dipole, two active dipoles) to evaluate the Volume Conduction effect and Localization performance. Projected Scalp Activity given one active generator a), two active generators c). Activity estimated with the methods eLORETA, LCMV and BC-VARETA given one active generator b), two active generators d). The tridimensional colormaps are shown within an interval between 0 and maximum value 1.
**Simulation 2**

**a)**

Scalp connectivity

**Figure 5:** A typical trial of the simulated configuration (two active dipoles) to evaluate the Volume Conduction effect and Connectivity performance. Projected Scalp Connectivity given two active generators a), four active generators c). Connectivity estimated with the methods eLORETA, LCVM and BC-VARETA given two active generators b), four active generators d). The bidimensional colormaps are shown within an interval between 0 and maximum value 1.
We performed further analysis in *Simulation 3*, regarding the distance between Active Sources at each of the 500 configurations. This was done establishing three classifications of distance. **Short Range**: The maximum distance between Sources was smaller than 5 cm. **Middle Range**: The minimum distance between Sources was greater than 5 cm and the maximum smaller than 8 cm. **Long Range**: The minimum distance between Sources was greater than 8 cm. We show the results for typical trials corresponding to each classification of distance analogously to *Figure 4* and *Figure 5*. See *Figure 6* for the tridimensional colormaps of Activity and in *Figure 7* for the bidimensional colormaps of the Connectivity.

| Long Range | Middle Range | Short Range |
|------------|--------------|-------------|
| ![Scalp activity](image1) | ![Scalp activity](image2) | ![Scalp activity](image3) |
| ![Scalp activity](image4) | ![Scalp activity](image5) | ![Scalp activity](image6) |
| ![Scalp activity](image7) | ![Scalp activity](image8) | ![Scalp activity](image9) |
| ![Scalp activity](image10) | ![Scalp activity](image11) | ![Scalp activity](image12) |
| ![Scalp activity](image13) | ![Scalp activity](image14) | ![Scalp activity](image15) |

*Note: Images are placeholders and should be replaced with actual images.*
Figure 6: A typical trial of each classification (long range, middle range and short range) of Simulation 3 to evaluate the Volume Conduction effect and Localization performance. Projected Scalp Activity given the long range a), middle range c), short range e) configurations. Activity estimated with the methods eLORETA, LCVM and BC-VARETA given the long range b), middle range d), short range f) configurations. The tridimensional colormaps are shown within an interval between 0 and maximum value 1.
Figure 7: A typical trial of each classification (long range, middle range and short range) of Simulation 3 to evaluate the Volume Conduction effect and Connectivity performance. Projected Scalp connectivity given the long range a), middle range c), short range e) configurations. Connectivity estimated with the methods eLORETA, LCMV and BC-VARETA given the long range b), middle range d), short range f) configurations. The bidimensional colormaps are shown within an interval between 0 and maximum value 1.

We report the Mean and Standard Deviation of the SD-PSF, EMD-GSF, SD-CPSF and EMD-CGSF measures for the Methods eLORETA, LCMV and BC-VARETA, computed for the 500 configurations of Simulation 1 and Simulation 2, see Table 5 below. The corresponding results for Simulation 3 of the EMD-GSF and EMD-CGSF measures Mean and Standard Deviation are reported separately for each classification (long range, middle range and short range), see Table 6.
Table 5: Mean and Standard Deviation of the SD-PSF, EMD-GSF, SD-CPSF and EMD-CGSF measures for the methods eLORETA, LCMV and BC-VARETA in Simulation 1 and 2.

| Methods   | Simulation 1          | Simulation 2          |
|-----------|-----------------------|-----------------------|
|           | EMD-GSF               | SD-PSF                | EMD-GSF | SD-CPSF | EMD-CGSF | EMD-GSF | SD-CPSF | EMD-CGSF |
| eLORETA   | 26.9305 ± 3.9276      | 0.1093 ± 0.0166       | 30.4747 ± 6.5958 | 107.8553 ± 25.3005 | 107.8553 ± 25.3005 |
| LCMV      | 10.2282 ± 11.4917     | 0.1592 ± 0.0447       | 37.1807 ± 10.2112 | 132.7289 ± 32.6940 | 132.7289 ± 32.6940 |
| BC-VARETA | 0.4632 ± 0.7121       | 0.0105 ± 0.0128       | 0.9712 ± 0.5589  | 2.8131 ± 0.4494   | 2.8131 ± 0.4494   |

Table 6: Mean and Standard Deviation of the SD-PSF, EMD-GSF, SD-CPSF and EMD-CGSF measures for the methods eLORETA, LCMV and BC-VARETA in each distance classification of Simulation 3.

| Methods   | Long Range | Middle Range | Short Range |
|-----------|------------|--------------|-------------|
|           | EMD-GSF    | EMD-CGSF     | EMD-GSF     | EMD-CGSF     | EMD-GSF     | EMD-CGSF |
| eLORETA   | 11.4388 ± 2.9366 | 231.0420 ± 60.7255 | 7.9462 ± 1.5958 | 216.6924 ± 25.3005 | 16.0355 ± 0.2562 | 139.9369 ± 10.1142 |
| LCMV      | 14.2701 ± 1.8652 | 201.7472 ± 18.8072 | 20.3405 ± 10.2112 | 274.7283 ± 32.6940 | 18.1182 ± 1.9750 | 163.6560 ± 29.1482 |
| BC-VARETA | 2.2695 ± 1.7096 | 43.7651 ± 4.5070 | 1.8992 ± 0.6810 | 21.4402 ± 9.8305 | 4.4229 ± 1.5213 | 16.4168 ± 5.6970 |

4 Discussion

4.1 Methodology of Brain Connectivity Variable Resolution Tomographic Analysis

The State of Art of Electrophysiological Brain Source Localization and Connectivity is quite diverse. Despite this fact, the structure of the proposed Bayesian Model, underlying the BC-VARETA framework, is common for a large family of Methods, see Subsection 2.1 and Table 1 in Subsection 2.2. Furthermore, we intended enough generality of our Model set up, within the Square of acceptable Physiological and Mathematical assumptions, by avoiding the use of constraints that could prevent for a fair analysis of the Parameters and Hyperparameters. It is based on a Hierarchically Conditioned and fully Multivariate Two Levels Gaussian Graphical Model of Data and Parameters, see Subsection 2.1, in consistency with the Bayesian representation of the LSSM, in both Time and Frequency Domain (Wills et al., 2009; Faes et al., 2012; Galka et al., 2004; Pascual-Marqui et al., 2014; Valdes-Sosa 2004; Lopes da Silva et al., 1980; Baccalá and Sameshima, 2001; Babiloni et al., 2005).

The ad-hoc Conditional Data Covariance structure was regarded as an observable property of Instrumental/Environmental/Biological Noisy processes (Waldorp et al., 2001; De Munck et al., 2002; Huizenga et al., 2002). In general, this strategy improves the algorithm convergence by ruling out adverse effects, given the Non-linear interaction between the estimation of multiple Hyperparameters within the Data Conditional Covariance, and the Parameters Covariance, as it happens with LORETA, eLORETA and eLORETA (Table 1). In similitude to previous works we regarded the Noise Variance as a Hyperparameter, see VARETA, ARD, ReLM and SSBL in Table 1. Distinctively, a Noise Variance Jeffrey Improper Gibbs Prior allowed us to set a Noise inferior limit, that constitutes also an observable property of Noisy processes (Van Hoey et al., 2000; Lemm et al., 2006; Bigdely-Shamlo et al., 2015; Phillips et al., 2002; Phillips et al., 2005). Setting a Noise inferior limit also prevents for adverse effects like assimilating higher amount of
Noise at the Sources Level, which can lead to the overestimation of the **Parameters** Covariance. This also contributes to the stability of the algorithms in general.

We formulated general Sparse Gibbs Priors on the **Parameters** Precision Matrix and not on the Covariance, see **Subsection 2.1** and **Table 2 of Subsection 2.3**. To regard the Covariance as informative of the Connectivity instead, is a wrong approach in sight of the LSSM theory (Wills et al., 2009; Faes et al., 2012; Galka et al., 2004; Pascual-Marqui et al., 2014; Valdes-Sosa 2004; Lopes da Silva et al., 1980; Baccalá and Sameshima, 2001; Babiloni et al., 2005). This constitutes a common misdeed of previous works that pursue the Connectivity analysis through Sparse Sources Covariance estimation, like ReLM, or Covariance extraction as a Postprocessing of Sources Activity estimates, like MNE, LORETA, eLORETA, ARD, VARETA, SSBL. In addition, our formulation attains to incorporate information on the Gray Matter areas Intra/Inter-connections. The Model Priors were rather general, allowing to include Structured Sparsity given an anatomical segmentation and probability mask of Intra-Cortical connections strength decay with distance and probabilistic maps of the White Matter tracks connectivity.

With the BC-VARETA framework we attained interpretable formulations of the First Level of Inference. The Maximum Posterior analysis (First Level of Inference) leads to an estimator of the Parameters that has identical expression to those of previous methodologies, see **Table 1 in Subsection 2.2**. Thus, formulating the Type I Leakage measures upon BC-VARETA is representative and extendable to the whole State of the Art in Electrophysiological Brain Source Localization. The Second Level of Inference constituted the most particular aspect in setting up the BC-VARETA. We proposed a unification of the State of Art in Electrophysiological Source Localization and Connectivity with the theory GGM’s, denominated here as SGGM. This was done by applying the EM strategy (Dempster et al., 1977; Liu and Rubin, 1994; McLachlan and Krishnan, 2007) and expressing the Expected Log-Likelihood as a function of the ESEC Matrix, see **Subsection 2.2.2**. The Posterior analysis with Gibbs Priors on the Precision Matrix **Hyperparameters** lead to Target Function analogous to that of a typical GGM’s.

The current GGM’s theory however was not able to serve the mathematical semblance of the Electrophysiological SGGM (Friedman et al, 2008; Mazumder et al. 2012; Schmidt, 2010; Hsieh, 2014; Danaher et al., 2014; Drton and Maathuis, 2017), see **Table 2**. In consequence we explored the GGM’s from the Bayesian perspective and proposed a new solution that better suits the Electrophysiological SGGM scenario, see **Subsection 2.3**. To achieve this, we used a generalization of Andrews and Mallows Lemma to the Gibbs Priors of the Precision Matrix with Penalization functions in the LASSO family (Andrews and Mallows, 1974; Tipping, 2001; Schmolck and Everson, 2007; Faul and Tipping, 2002; Li and Lin, 2010; Kyung et al., 2010). This generalization allowed for Concave Quadratic reformulation of the SGGM Target Function in resembling the strategy of LQA algorithms (Fan and Li, 2001; Valdés-Sosa et al., 2006; Sánchez-Bornot et al., 2008). In the context of the SGGM LQA we implemented a Standardization technique that simplifies the Target Function minimization problem, given the Scale Invariance properties of the Wishart Likelihood (Srivastava, 1965; Drton et al., 2008). The Connectivity estimator was derived, as consequence of applying the LQA and Standardization to the original SGGM, from the direct solution of a Matrix Riccati equation (Lim, 2006; Honorio and Jaakkola, 2013). To prevent the biasing of the Precision Matrix estimator given the selection of specific SGGM Penalty function and Regularization parameters (Jankova and Van De Geer, 2015, 2017), we use a debiasing operation proposed in (Jankova and Van De Geer, 2018).
The posterior analysis of the Noise Variance Hyperparameter lead to an interpretable formula composed of the also typical EM Naïve estimator plus the inferior limit (Dempster et al., 1977; Liu and Rubin, 1994; McLachlan and Krishnan, 2007; Valdes-Sosa, 1996, Bosch-Bayard, et al., 2001), in correspondence to what was discussed before about the Noise Variance Jeffrey Improper Gibbs Prior. The bias of this formula lies on quantities that can be interpreted experimentally, thus there is not ambiguity on the definition such estimator.

4.2 Theoretical analysis of the Type I and II Leakage effect measures

In this work we provided a unified description of the Leakage by a Model that regards the Source Activity and Connectivity as elements to be estimated into a System Identification approach. The two different scenarios of Leakage were correspondingly represented by the two Levels of Inference of the BC-VARETA methodology. The PSF and GSF formulated at the First Level of Inference, were representative of the Type I Leakage effect given Volume Conduction in multiple scenarios as proposed by (Schoffelen and Gross, 2009; Wens et al., 2015; Brunner et al., 2016; Silva Pereira et al., 2017; Hincapié et al., 2017). The original PSF concept was too ideal to cover all the aspects of realistic Electrophysiological Sources Localization, thus it was generalized to consider multiple Active cortical sources, the Inverse Crime (Kaipio & Somersalo 2004) and the Noise from biological, environmental and instrumentation origins.

We provide a representation of the Type II Leakage or Connectivity Leakage through the CPSF and CGSF at the Second Level of Inference. This is a more consistent approach in comparison to previous works, that have considered the Connectivity Leakage (Type II Leakage) and its Correctors in the limited context of the linear mixing or crosstalk between Sources Activity estimates (Type I Leakage) (Brookes et al., 2012; McCoy and Troop, 2013; Colclough et al., 2015; Wens et al., 2015; Colclough et al., 2016; Silva Pereira et al., 2017). Even though, these approaches constituted a first approximation to the Leakage effect, they lacked objectivity when ignored more realistic Non-linear Methods in the State of the Art of Sources Activity and Connectivity, see Table 1. Distinctively, the BC-VARETA framework allowed us to formulate Non-linear mutually interacting and explicit estimators of the PSF (GSF) and CPSF (CGSF), see Subsection 2.2.1 and Subsection 2.4.1, that evoke a bidirectional relationship between the Type I and II Leakage.

Modelling the Source Activity and Connectivity as a whole, as was done with BC-VARETA, provided a consistent way to implement the correction of the Connectivity Leakage, by incorporating the Corrector Operator at the Model Priors. In this sense, a more consistent approach was presented by (Pascual-Marqui et al., 2017; Bosch-Bayard and Biscay, 2018), accounting for the linear de-mixing of LSSM Kalman Filter Non-linear estimators. Distinctively, in our work we revendicate the concept of Sparsity in the Connectivity Level as part of the Leakage correction strategy, that might coexist and never collide with different approaches in the context of Non-linear Methods (like linear de-mixing LSSM Kalman Filter estimators).

A measure of the Type I Leakage in the PSF was built on the Geodesic Distance Spatial Dispersion (SD-PSF) in the Cortical Manifold, that has been universally adopted for single point spreading like scenarios. We provide an extension of this concept to multiple points by the GSF and its EMD (EMD-GSF). Remarkably, we present a generalization to the Cartesian geometry (Product of Cortical Manifolds Spaces) to represent the measures Type II Leakage given by CPSF and CGSF. To this end we use the Spatial Dispersion of the Cartesian Geodesic Distance (SD-CPSF), for a single connection, and the Cartesian Earth Mover’s distance (EMD-CGSF), for the extension to multiple connections.
4.3 Analysis of the Results in Simulations

**Simulation Aims**

*Simulation 1* was set up to study the Type I Leakage in an ideal scenario that reflects solely the Volume Conduction spilling effect on a single point. *Simulation 2* was aimed to study the Type II Leakage and its mutual interaction with the Type I Leakage, in a scenario that reflects the spilling effect of Volume Conduction on two points Connectivity. *Simulation 3* pursues the study the Type II Leakage on four points where only three of them were connected, reflecting not only the Volume Conduction spilling effect in Connectivity but also the crosstalk towards not connected points.

**Scalp Analysis**

For a typical trial of *Simulation 1* the projected Activity at the Scalp Sensors of a typical trial, see *Figure 4 a)*, showed the single point large spatial spillover and mismatch of its maximum given to the Volume Conduction effect, confirming an essential shortcoming of the direct analysis of Sensors data. This has been pointed out in previous works (Brunner et al., 2016; Van de Steen et al., 2016). Consistently to *Simulation 1* results, the Scalp projections of typical trials in *Simulation 2*, see *Figure 4 c)*, showed an even larger spatial spillover and mismatch their maximum given to the Volume Conduction effect. The situation of *Simulation 3*, see *Figure 6 a) c) e)*, was more anfractuous given the mixture of the projected Sources in the conditions of short and middle range distance, thus making impossible deduce the existence of the third or fourth source in the simulation, just by analyzing its Scalp projection. This happened in lower degree in the long range condition.

Consequently, this effect is reflected in the Precision Matrix (Connectivity) associated to the Data Empirical Covariance Matrix at the Cartesian Scalp Sensors space product, see *Figure 5 a) and Figure 7 a) c) e)*. The Scalp Connectivity analysis based on Precision Matrices (Kaminski and Blinowska, 2014; Kaminski and Blinowska, 2017; Blinowska, 2011), seems unfavorable as revealed by the visual inspection of these bidimensional maps: First: A large spillover of the Non-diagonal Block in the two points Connectivity of *Simulation 2*, see *Figure 5 a)*. Second: Mixture of the Diagonal Blocks corresponding to the individual Sources Precisions in the three conditions (short, middle and long range distance) of *Simulation 3*, see *Figure 7 a) c) e)*. Third: Crosstalk towards not connected points given the large spillover of the Non-diagonal Blocks in the three conditions (short, middle and long range distance) of *Simulation 3*, see *Figure 7 a) c) e)*. Even when we are in presence of highly sparse simulations the scenario for Scalp Connectivity doesn’t show any goodness according to these results.

**Sources Analysis**

The Sources Localization and Connectivity were distorted qualitatively by the Volume Conduction effect, across all simulations. For the typical trial of *Simulation 1* the reconstruction with eLORETA does not improves the mentioned situation for the Scalp Data, considering that the Sources were extended along a larger Cortical area than the simulated Scalp projection, see *Figure 4 b)*. This overestimation of Cortical activity is a peculiar of Linear Methods such as MNE, see *Table 1*, but in this case the eLORETA showed qualitatively similar performance despite its Hybrid estimation formulas. We found that the Cortical extension of the LCMV reconstruction was much shorter. This was possible due to the Linear Constraints of the LCMV Hybrid formulas at the Second Level of Inference, that pursue sparsity of the Spatial Filtering Variances. The BC-VARETA reconstruction was the sparsest confirming our hypothesis, about the effect of using a Sparse Precision Matrix Model, that underlies this Non-linear Sources estimation Method.
The Sources Activity reconstruction in typical trials of Simulation 2 see Figure 4 d) and Simulation 3, see Figure 5 b) d) f), for eLORETA was extended across a large Cortical area as expected, and consistently with the results in Simulation 1 it spills beyond the Scalp projection. The Connectivity, see Figure 5 b) and Figure 7 b) d) f), presented also high spatial spillover, mixing and crosstalk between Sources. This is the cause of repetitive allusions within the State of the Art to the Type I and II Leakage (Brookes et al., 2012; McCoy and Troop, 2013; Colclough et al., 2015; Wens et al., 2015; Colclough et al., 2016; Silva Pereira et al., 2017). The LCMV method achieves better performance in Source Activity and Connectivity reconstruction. The mixing of Sources and Crosstalk is qualitatively diminished, but still too spilled as compared to the highly sparse simulated Activity. The Source Activity and Connectivity reconstruction with the BC-VARETA Method was the sparsest and thus the best according to the properties of the simulations, also evidencing that the estimation with sparse Precision Matrix model worked as expected. The spatial spillover, mixing and crosstalk of reconstructed Sources Activity and Connectivity, of the presented typical trials, seems minimized across all simulations by this Non-linear Sparse Method. This outcome was effective for the three conditions (short, middle and long range distance) of Simulation 3, whereas expected the results with all Methods deteriorated with the range shrinking.

The results across the 500 trials of the measures SD-PSF, EMD-GSF, SD-CPSF and EMD-CGSF, for Simulation 1 and Simulation 2 and Simulation 3 were consistent with the qualitative analysis given for the typical ones, see Table 5 and Table 6. The measures values were always minimum for the BC-VARETA Method. The measures of Sources Localization SD-PSF and EMD-GSF were consistent to the SD-CPSF and EMD-CGSF, in the sense that when the Connectivity reconstruction performance was higher it was always higher the performance in Source Localization. The values of the EMD-GSF and EMD-CGSF, along the three conditions (short, middle and long range distance) of Simulation 3 revealed that reconstruction performance deteriorated for all methods as the Range decreased, see Figure 6. Even though this behavior was expected for every Source Localization Method, the BC-VARETA exhibited the most robust performance.

5 Conclusions
The proposed methodology BC-VARETA allowed us to caulk the “Leakage Effect” in simulation scenario of MEEG activity that was challenging, according to the high degree of sparsity (super resolution) variability (different configurations with random positions of sources) and realism (presence of noise in generators and sensors, and inverse crime evaluation). The BC-VARETA performance was better than well established methods, which operate under different assumptions, i.e. eLORETA and LCMV. These results were supported by sensitive quality measures (Spatial Dispersion and Earth Movers Distance), that are also acknowledged to be the most interpretable into the state of the art of MEEG source connectivity analysis. Remarkably, our Bayesian model and inference (BC-VARETA) constitutes a unification of the state of the art in the theory of MEEG source activity and connectivity estimation methods and the theory of Gaussian Graphical Models. We presented fully detailed technical derivations of BC-VARETA, along with its interpretability and theoretical comparison with those methodologies previously developed. Another issue addressed into this paper was the rigorous mathematical representation of the Leakage in both source activity and connectivity. It involved the introduction of new quantities as such the Generalized Spread Function (explicit activity estimator given multiple sources) and Cartesian Generalized Spread Function (explicit connectivity estimator given multiple connected sources), and the generalization of Spatial Dispersion and Earth Movers distance to the connectivity space, i.e. Cartesian product of Cortical Manifolds.
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Appendix

Mathematical notation

| A.1   | \( \mathbf{x}, \mathbf{X}, \mathbf{X} \) | The following symbols denote respectively a vector (bold italic lowercase) a matrix (bold capital) a set (double struck capital). |
|-------|----------------------------------------|----------------------------------------------------------------------------------------------------------------------------------|
| A.2   | \( \mathbf{x}_m \)                    | Subscript indicating with lowercase script the \( m \)-th vector sample.                                                                                                         |
| A.3   | \( x_{ij}, (\mathbf{X})_{ij}, x_i, (\mathbf{x})_i \) | Subscript indicating with lowercase the \( ij \) \((i)\) element of a matrix \( \mathbf{X} \) (vector \( \mathbf{x} \)). Light captions denote matrix (vectors) elements. |
| A.4   | \( \mathcal{N}_p(\mathbf{x}|\mathbf{y}, \mathbf{Z}) \) | Normal distribution of a \( (p) \) size vector \( \mathbf{x} \) with mean \( \mathbf{y} \) and Covariance Matrix \( \mathbf{Z} \). |
| A.5   | \( \mathcal{N}_p^C(\mathbf{x}|\mathbf{y}, \mathbf{Z}) \) | Circularly Symmetric Complex Normal distribution of a \( (p) \) size complex vector \( \mathbf{x} \) with complex mean \( \mathbf{y} \) and Complex Covariance Matrix \( \mathbf{Z} \). |
| A.6   | \( \exp(\mathbf{x}|\mathbf{y}) \)       | Exponential distribution of the scalar \( \mathbf{x} \) with parameter of shape \( \mathbf{y} \).                                                                                   |
| A.7   | \( \text{Gamma}(\mathbf{x}|\mathbf{y}, \mathbf{z}) \) | Gamma distribution of the scalar \( \mathbf{x} \) with parameters of shape \( \mathbf{y} \) and rate \( \mathbf{z} \).    |
| A.8   | \( TGamma(\mathbf{x}|\mathbf{y}, \mathbf{z}, (a, b)) \) | Truncated Gamma distribution of the scalar \( \mathbf{x} \) with parameters of shape \( \mathbf{y} \), rate \( \mathbf{z} \) and truncation interval \( (a, b) \). |
| A.9   | \( |\mathbf{X}| \)                        | Determinant of a matrix \( \mathbf{X} \).                                                                                                                                        |
| A.10  | \( tr(\mathbf{X}) \)                    | Trace of a matrix \( \mathbf{X} \).                                                                                                                                         |
| A.11  | \( \mathbf{X}^{-1} \)                   | Inverse of a matrix \( \mathbf{X} \).                                                                                                                                       |
| A.12  | \( \mathbf{X}^T \)                      | Transpose of a matrix \( \mathbf{X} \).                                                                                                                                       |
| A.13  | \( \mathbf{X}^\dagger \)                | Conjugate transpose of a matrix \( \mathbf{X} \).                                                                                                                               |
| A.14  | \( \hat{\mathbf{X}}, \hat{\mathbf{x}} \) | Estimator Parameters or Hyperparameters random matrix \( (\mathbf{X}) \) or vector \( (\mathbf{x}) \).                                                                |
| A.15  | \( \bar{\mathbf{X}} \)                  | Estimator of auxiliary magnitudes random matrix \( (\mathbf{X}) \), dependent on Parameters or Hyperparameters estimators. |
| A.16  | \( \bar{\mathbf{X}}^{(k)}, \bar{\mathbf{X}}^{(k)} \) | Updates at the \( k \)-th iteration of estimators.                                                                                                                               |
| A.17  | \( \sum_{m=1}^m \)                     | Sum operator along index \( m \).                                                                -placement|xil|
| Equation | Description |
|----------|-------------|
| \[ \prod_{m=1}^{m} \] | Product operator along index \( m \). |
| \[ p(X) \] | Probability density function of a random variable \( X \). |
| \[ p(X|Y) \] | Conditional probability density function of a random variable \( X \) regarding the state of the variable \( Y \). |
| \[ p(X,Y|Z) \] | Conditional joint probability density function of random variables \( X \) and \( Y \) regarding the state of the variable \( Z \). |
| \[ X|Y \sim p(X|Y) \] | Indicates that the variable \( X \) probability density function is conditioned to \( Y \). |
| \[ \|X\|_{i,A_i}, i = 1,2 \] | L1 or L2 norm of the matrix \( X \) with weights or elementwise precisions defined by the mask matrix \( A_i \). |
| \[ I_p, 1_p, 0_p \] | Denotes respectively Identity, Ones and Ceros matrices of size \( p \). |
| \[ \odot, \oslash \] | Elementwise matrix product a division operators (Hadamard). |

**Definition of variables**

| Variable | Description |
|----------|-------------|
| \( \mathbb{E} \) | Scalp Sensors (Electrodes) Space. |
| \( \mathbb{M} \) | Random Samples space. |
| \( \mathbb{G} \) | Discretized Gray Matter (Generators) Space. |
| \( p \) | Number of MEEG sensors at the scalp. |
| \( m \) | Number of data samples obtained from MEEG single frequency bin Fourier coefficients from a number \((m)\) of segments. |
| \( q \) | Number of MEEG generators at the Cortex surface. |
| \( \nu_m \) | Complex size MEEG data Fourier coefficients sample vector for a single frequency component (observed variables or Data). |
| \( \iota_m \) | Complex size MEEG source’s Fourier coefficients sample vector for a single frequency component (unobserved variables or parameters). |
| \( L \) | Lead Field matrix of \( n \times q \) size. |
| \( \xi_m \) | Complex Fourier coefficients vector for a single frequency component from MEEG forward model residuals (sensors’ noise). |
| \( \Sigma_{\nu} \) | Complex size Hermitian and positive semidefinite matrix of EEG/MEG sources’ Fourier coefficients (unobserved variables or Parameters) Covariance matrix. |
| \( \Theta_{\nu} \) | Complex size Hermitian and positive semidefinite matrix of EEG/MEG source’s Fourier coefficients |
| [B.13] | $\Sigma_{\xi\xi}$ | (unobserved variables or *Parameters*) Inverse Covariance matrix. |
| [B.14] | $R$ | Known Complex Hermitian and positive semidefinite matrix of EEG/MEG sensors correlation structure. |
| [B.15] | $\sigma_e^2$ | Positive nuisance level hyperparameter $\sigma_e^2$. |
| [B.16] | $\Xi$ | General variable defining the set of hyperparameters. |
| [B.17] | $Q(\Xi, \hat{\Xi})$ | Data expected log likelihood, obtained after the expectation operation of the data and parameters log joint conditional probability density function over the parameters accounting for the parameters posterior density function with estimated values of the hyperparameters. |
| [B.18] | $\Pi(\Theta_u, A)$ | Scalar general penalty function or exponent of the prior distribution Precision matrix $\Theta_u$ parametrized in the regularization parameters or mask matrix $A$. |
| [B.19] | $\lambda$ | Regularization parameters or tuning hyperparameters vector of the general penalty function. |
| [B.20] | $T^{(k)}$ | MEEG Data to Source activity Transference Operator. |
| [B.21] | $\Sigma_{tt}^{(k)}$ | Complex Hermitian and positive semidefinite matrix of MEEG source Fourier coefficients (unobserved variables or parameters) posterior Covariance matrix. |
| [B.22] | $\bar{S}_{tt}^{(k)}$ | Complex Hermitian and positive semidefinite matrix of MEEG sources’ Fourier coefficients (unobserved variables or parameters) empirical Covariance matrix. |
| [B.23] | $\Psi^{(k)}_u$ | Effective Sources Empirical Covariance (ESEC). It carries the information about sources correlations that will effectively influence the sources Covariance matrix estimator in the maximization step (sources Graphical Model solution), thus, it becomes the sources Covariance matrix estimator in the especial case of prior free model. |
| [B.24] | $S_{vv}$ | Complex Hermitian matrix MEEG data Fourier coefficients Covariance matrix. |