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ABSTRACT
State-of-the-art recommender systems have the ability to generate high-quality recommendations, but usually cannot provide intuitive explanations to humans due to the usage of black-box prediction models. The lack of transparency has highlighted the critical importance of improving the explainability of recommender systems. In this paper, we propose to extract causal rules from the user interaction history as post-hoc explanations for the black-box sequential recommendation mechanisms, whilst maintain the predictive accuracy of the recommendation model. Our approach firstly achieves counterfactual examples with the aid of a perturbation model, and then extracts personalized causal relationships for the recommendation model through a causal rule mining algorithm. Experiments are conducted on several state-of-the-art sequential recommendation models and real-world datasets to verify the performance of our model on generating causal explanations. Meanwhile, We evaluate the discovered causal explanations in terms of quality and fidelity, which show that compared with conventional association rules, causal rules can provide personalized and more effective explanations for the behavior of black-box recommendation models.
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1 INTRODUCTION
As widely used in decision-making, recommender systems have been recognized for its ability to provide high-quality services that reduces the gap between products and customers. Nowadays, many state-of-the-art performances are achieved by neural network models. Typically, deep learning models are used as black-box latent factor models accompanied with a high-dimensional latent space. This allows them to achieve good expressiveness power and accuracy in various recommendation tasks. However, it is also true that complex neural models easily go beyond the comprehension of the majority of customers, since thousands or millions of parameters are involved. Nevertheless, it is a natural demand of human-beings to understand why a model makes a specific decision, rather than blindly accepting the results without knowing the underlying reason. As a result, providing supportive information and interpretation along with the recommendation can be helpful for both the customers and the platform, since it improves the transparency, trustworthiness, effectiveness, and user satisfaction of the recommendation systems, while facilitating system designers to refine the algorithms [35]. For example, a user may be inspired by the recommendation panel explained as “you may also like” in an e-commerce system, and thus decides to look around for more items that better satisfy his or her interests. In the meantime, the user preference would be captured more precisely, so that better services can be provided in further interactions. On the other hand, system designers may also easily figure out the reasons of providing unsatisfied recommendation, leveraging the result to take actions. To address the explainability problem, researchers turned to explainable recommendation models, which are expected to not only generate effective recommendations but also intuitive explanations to humans. Generally, the explainable models can be either model-intrinsic or model-agnostic (also known as post-hoc), as shown in Fig.1. The model-intrinsic approach takes advantage of the interpretable mechanism of the model, with the explanations directly provided as the intermediate stages of recommended decisions. For instance, simple user-based collaborative filtering methods pass an item from one user to another similar user, and thus it can directly output explanations like “similar users also bought this item”. However, the recommendation explanations are usually not obtained for free, and sometimes we have to trade-off with model accuracy [27]. In many cases, outstanding recommendation performances are usually achieved by models that are less interpretable. Thus, it is very challenging for current explainable recommendation methods to redesign a black-box model into an interpretable one whilst maintaining the recommendation performance [35].

In contrast, post-hoc models make no assumption of the underlying recommendation model, and allow the decision mechanism to be a black-box, since it will provide explanations after a decision is made. Although such explanations may not strictly follow the exact mechanism that generated the recommendations, they offer the flexibility to be applied to many different models. Though it is
still not fully understood what information is useful for generating explanations for a certain recommendation result, Peake [21] argued that one can provide post-hoc item-level explanations. In other words, interacted items (the causes) in a user’s history can be used as explanations for the future item recommendations (the effect), since it answers “what items you bought causes the recommendation of this item”. However, existing work mostly use global association rule mining to discover the relationship between items, which relies on the item co-occurrence among all user transactions. Therefore, the explanations are not personalized, i.e., different users would receive the same explanation as long as they are recommended with the same item and have overlapped histories. This makes it incompatible with modern recommender systems, which aims to provide personalized services to users. Moreover, the item-level explanation problem naturally involves causal analysis between a user’s previous and future behaviors, which makes the problem even more challenging since it has to answer counterfactual questions such as “what would happen if a different set of items were purchased”.

In this paper, we explore a causal analysis framework to provide post-hoc causal explanations for any sequential recommendation algorithm. The goal is to design a model that generates post-hoc explanations for black-box recommendation models in order to reduce the accuracy-interpretability trade-off. Since the explanation model and recommendation model work separately, we obtain the benefit of explainability without hurting the prediction performance. Technically, we propose a Variational Auto-Encoder (VAE) based perturbation framework to create counterfactual examples for causal analysis, which extracts causal rules between a user’s previous and future behaviors as explanations.

The key contributions of this paper are as follows:

- We design and study a causal rule mining framework for sequential recommendation.
- We show that this framework can generate personalized post-hoc explanations based on item-level causal rules to explain the behaviors of a sequential recommendation model.
- We conduct experiments on real-world data to show that our explanation model outperforms state-of-the-art baselines.

In the following, we review related work in Section 2. We conclude this work in Section 5.

2 RELATED WORK

2.1 Sequential Recommendation

Sequential recommendation takes into account the historical order of items interacted by a user, and aims to capture useful sequential patterns for making consecutive predictions of the user’s future behaviors. Rendle et al. [24] proposed Factorized Personalized Markov Chains (FPMC) to combine Markov chain and matrix factorization for next basket recommendation. The Hierarchical Representation Model (HRM) [29] further extended this idea by leveraging representation learning as latent factors in a hierarchical model. However, these methods can only model the local sequential patterns of very limited number of adjacent records. To model multi-step sequential behaviors, He et al. [9] adopted Markov chain to provide recommendations with sparse sequences. Later on, the rapid development of representation learning and neural networks introduced many new techniques that further push the research of sequential recommendation to a new level. For example, Hidasi et al. [10] used an RNN-based model to learn the user history representation, Yu et al. [34] provided a dynamic recurrent model, Li et al. [16] proposed an attention-based GRU model, Chen et al. [6] developed user- and item-level memory networks, and Huang et al. [11] further integrated knowledge graphs into memory networks. However, most of the models exhibit complicated neural network architectures, and it is usually difficult to interpret their prediction results. As a result, we would like to generate explanations for these black box sequential recommendation models.

2.2 Explainable Recommendation

Explainable recommendation focuses on developing models that can generate not only high-quality recommendations but also intuitive explanations, which help to improve the transparency of the recommendation systems [35]. Generally, the explainable models can either be model-intrinsic or model-agnostic as introduced in introduction. As for model-intrinsic approaches, lots of popular explainable recommendation methods, such as factorization models [5, 28, 36], deep learning models [6, 7, 15, 25], and knowledge graph models [1, 8, 11, 19, 31, 33] have been proposed. A more complete review of the related models can be seen in [35]. However, they mix the recommendation mechanism with interpretable components, which often results in a system too complex to make successful explanations. Moreover, the increased model complexity may reduce the interpretability. A natural way to avoid this dilemma is to rely on model-agnostic post-hoc approaches so that the recommendation system is free from the noises of the down-stream explanation generator. Examples include [20] that proposed a bandit approach, [30] that proposed a reinforcement learning framework to generate sentence explanations, and [21] that developed an association rule mining approach. In their work, the transactions of all users, which consider user history as input and recommendation item as output, are used to extract association rules as the explanation for black-box models. However, correlation is not reliable for its direction agnostic feature. As will mention in the next part, our goal here is to find causal relationships in the user behaviour, which we can provide more stable explanations.

2.3 Causal Inference in Recommendation

Originated as statistical problems, causal inference [12, 22] aims at understanding and explaining the causal effect of one variable on another. While the observational data is considered as the factual world, causal effect inferences should be aware of the counterfactual world, thus often regarded as the question of “what-if”. The challenge is that it is often expensive or even impossible to obtain counterfactual data. For example, it is immoral to re-do the experiment on a patient to find out what will happen if we have not given the medicine. Though the majority of causal inference study resides in the direction of statistics and philosophy, it recently attract attention from AI community for its great power of explainability and bias elimination ability. Efforts have managed to bring causal inference to several machine learning areas, including recommendation [3], learning to rank [13], natural language processing [32], and
reinforcement learning [4], etc. With respect to recommendation tasks, large amount of work is about how to achieve de-bias matrix factorization with causal inference. The probabilistic approach ExpoMF proposed in [18] directly incorporated user exposure to items into collaborative filtering, where the exposure is modeled as a latent variable. Liang et al. [17] followed to develop a causal inference approach to recommender systems which believed that the exposure and click data came from different models, thus using the click data alone to infer the user preferences would be biased by the exposure data. They used causal inference to correct for this bias for improving generalization of recommendation systems to new data. Bonner et al. [3] proposed a new domain adaptation algorithm which was learned from logged data including outcomes from a biased recommendation policy, and predicted recommendation results according to random exposure. Differenty, this paper focuses on learning causal rules to provide more intuitive explanation for the black-box recommendation models. Additionally, we consider [2] as a highly related work though it is originally proposed for natural language processing tasks. As we will discuss in the later sections, we utilize some of the key ideas of its model construction, and show why it works in sequential recommendation scenarios.

3 PROPOSED APPROACH

In this section, we first define the explanation problem and then introduce our model as a combination of two parts: a VAE-based perturbation model that generates the counterfactual samples for causal analysis, and a causal rule mining model that can extract causal dependencies between the cause-effect items.

3.1 Problem Setting

We denote the set of users as \( U \) which was learned from logged data including outcomes from a \( X \) is the relation candidates as potential causes of \( Y \). Thus we can formulate the set of causal relation candidates as \( S^u = \{ (H, Y^u) | H \in \mathcal{H}^u \} \).

**Definition 2. (Causal Explanation for Sequential Recommendation Model)** Given a causal relation candidate set \( S^u \) for user \( u \), if there exists a true causal relation \( (H, Y^u) \in S^u \), then the causal explanation for recommending \( Y^u \) is described as “Because you purchased \( H \), the model recommends you \( Y^u \), denoted as \( H \Rightarrow Y^u \).”

Then the remaining problem is how to determine whether a candidate pair is a true causal relation. We can mitigate the problem by allowing a likelihood estimation for a candidate pair to be causal relation. In other words, we would like to find a ranking function that predicts the likelihood for each candidate pair. In this way, causal explanations can be generated by selecting the most promising ones from these candidates. One advantage of this formulation is that it allows the possibility that there is no causal relation between a user’s history and the recommended item, e.g. when algorithm recommends the most popular items regardless of the user history. In the following sections, we will illustrate in detail how our model solves these problems.

3.2 Causal Model for Post-Hoc Explanation

We thus introduce our causal explanation framework for recommendation. Inspired by [2], we divide our framework into two models: a perturbation model and a causal rule mining model. The overview of the model framework is shown in Fig.2. Before introducing our framework in detail, we define an important concept:

**Definition 3. (Causal Dependency):** For a given pair of causal relation candidate \( (H, Y^u) \), the causal dependency of the pair is the likelihood of the pair being a true causal relation.

**Algorithm 1 Causal Post-hoc Explanation Model**

**Input:** users \( U \), items \( I \), user history \( \mathcal{H}^u \), perturbation times \( m \), black-box model \( \mathcal{F} \), embedding model \( E \), causal mining model \( \mathcal{M} \)

**Output:** causal explanations \( H \Rightarrow Y^u \) \( H \in \mathcal{H}^u \)

1. Use embedding model \( E \) to get item embeddings \( E(I) \)
2. Use \( E(I) \) and true user history to train perturbation model \( \mathcal{P} \)
3. for each user \( u \) do
   4. for \( i \) from 1 to \( m \) do
      5. \( \tilde{H}_i^u \leftarrow \mathcal{P}(\mathcal{H}^u) \)
      6. \( \tilde{Y}_i^u \leftarrow \mathcal{F}(\tilde{H}_i^u) \)
   7. Construct perturbed input-output pairs \( \{(\tilde{H}_i^u, \tilde{Y}_i^u)\}_{i=1}^m \)
   8. \( \theta_{\tilde{H}_i^u, \tilde{Y}_i^u} \leftarrow \mathcal{M}(\{(H_i^u, Y_i^u)\}_{i=1}^m \cup (\mathcal{H}^u, Y^u)) \)
   9. Rank \( \theta_{\tilde{H}_i^u, \tilde{Y}_i^u} \) and select top-\( k \) pairs \( \{(H_j, Y^u)\}_{j=1}^k \)
10. if \( \exists \mathcal{M}_{\min}(j) \in \mathcal{H}^u \) then
11. Generate causal explanation \( H_{\min}(j) \Rightarrow Y^u \)
12. else
13. No explanation for the recommended item \( Y^u \)
14. end if
15. end for
16. return all causal explanations \( H \Rightarrow Y^u \)
We follow the standard training regime of VAE by maximizing the variational lower bound of the data likelihood [14]. Specifically, the encoder encodes the input item sequences in the latent space, and the perturbation model allows us to obtain perturbation embeddings based on pair-wise matrix factorization (BPRMF) [23].

Given a latent embedding \( \tilde{h} \), the decoder \( \text{DEC} \) extracts the variational information for the sequence, i.e., mean and variance. These sampled embeddings \( z \) are then passed to the decoder \( \text{DEC}(\cdot) \) to obtain the perturbed versions \( \tilde{X} \). For now, each item embedding in \( \tilde{X} \) may not represent an actual item since it is a sampled vector from the latent space, as a result, we find its nearest neighbor in the candidate item set \( I \) through dot product similarity as the actual item. In this way, \( \tilde{X} \) is transformed into the final perturbed history \( \tilde{H} \). One should keep in mind that the variance should be kept small during sampling, so that the resulting sequences are similar to the original sequence.

Finally, the generated perturbed data \( \tilde{H} \) together with the original \( H \) will be injected into the black-box recommendation model \( F \) to obtain the recommendation results \( \tilde{Y} \) and \( Y \), correspondingly. After completing this process, we will have \( m \) perturbed input-output pairs: \( (\tilde{H}_i^u, \tilde{Y}_i^u) \) for each user, as well as the original pair \( (H_u, Y_u) \).

### 3.2.2 Causal Rule Learning Model

Denote \( \mathcal{D}^u \) as the combined records of perturbed input-output pairs \( \{(\tilde{H}_i^u, \tilde{Y}_i^u)\}_{i=1}^m \) and the original pair \( (H_u, Y_u) \) for user \( u \). We aim to develop a causal model that first extracts causal dependencies between input and output items appeared in \( \mathcal{D}^u \), and then selects the causal rule based on these inferred causal dependencies.

Let \( H_i^u \equiv [\tilde{H}_1^u, \tilde{H}_2^u, \ldots, \tilde{H}_m^u] \) be the input sequence of the \( i \)-th record of \( \mathcal{D}^u \). Let \( \tilde{Y}_i^u \equiv [\tilde{Y}_1^u, \tilde{Y}_2^u, \ldots, \tilde{Y}_m^u] \) and output item \( Y_i^u \). We consider that the occurrence of a single output can be modeled as a logistic regression model on causal dependencies from all the input items in the sequence:

\[
P(\tilde{Y}_i^u \mid \tilde{H}_i^u) = \sigma \left( \sum_{j=1}^n \theta_{ij} \tilde{Y}_i^u \cdot \tilde{Y}_i^{n-j} \right)
\]

where \( \sigma \) is the sigmoid function defined as \( \sigma(x) = (1 + \exp(-x))^{-1} \) in order to scale the score to \([0, 1]\). Additionally, in recommendation task, the order of a user’s previously interacted items may affect their causal dependency with the user’s next interaction. A closer behavior tends to have a stronger effect on user’s future behaviors, and behaviors are discounted if they happened earlier [10]. Therefore, we involve a weight decay parameter \( \gamma \) to represent the time effect. Here \( \gamma \) is a positive value less than one.

![Figure 2: Model framework. \( x \) is the concatenation of the item embeddings of the user history. \( \tilde{x} \) is the perturbed embedding.](image)
For an input-output pair in $\mathcal{D}^u$, the probability of its occurrence generated by Eq.(1) should be close to one. As a result, we learn the causal dependencies $\theta$ by maximizing the probability over $\mathcal{D}^u$. When optimizing $\theta$, they are always initialized as zero to allow for no causation between two items. By learning this regression model, we are able to gradually increase $\theta$ until they converge to the point where the data likelihood of $\mathcal{D}$ is maximized.

After gathering all the causal dependencies, we select the items that have high $\theta$ scores to build causal explanations. This involves a three-step procedure.

1. We select those causal dependencies $\theta_{\mathcal{H}^u_k, \mathcal{Y}^u_k}$ whose output is the original output $Y^u$ (i.e., $\hat{Y}^u_k = Y^u$). Note that these $(\mathcal{H}^u_k, Y^u_k)$ pairs may come from either the original sequence or perturbed sequences, because when a perturbed sequence is fed into the black-box recommendation model, the output may happen to be the same as the original sequence $Y^u$.

2. We sort the above selected causal dependencies in descending order and take the top-$k$ $(\mathcal{H}^u_{ij}, Y^u_{ij})$ pairs.

3. If there exist one or more pairs in these top-$k$ pairs, whose cause item $\hat{H}^u_{ij}$ appears in the user’s original input sequence $\mathcal{H}^u$, then we pick such pair of the highest rank, and construct $\hat{H}^u_{ij} \Rightarrow Y^u$ as the causal explanation for the given user. Otherwise, i.e., no cause item appears in the user history, then we output no causal explanation for the user.

Note that the extracted causal explanation is personalized since the algorithm is applied on $\mathcal{D}^u$, which only contains records centered around the user’s original record $(\mathcal{H}^u, Y^u)$, while collaborative learning among users is indirectly modeled by the VAE-based perturbation model. The overall algorithm is provided in Alg. 1.

4 EXPERIMENTS

In this part, we conduct experiments to show what causal relationships our model can capture and how they can serve as an intuitive explanation for the black-box recommendation model.

4.1 Dataset Description

We evaluate our proposed causal explanation framework against baselines on two datasets. The first dataset is MovieLens100k1. This dataset consists of information about users, movies and ratings. In this dataset, each user has rated at least 20 movies, and each movie can belong to several genres. The second dataset is the office product dataset from Amazon2, which contains the user-item interactions from May 1996 to July 2014. The original dataset is 5-core. To achieve sequential recommendation with input length of 5, we select the users with at least 15 purchases and the items with at least 10 interactions.

Since our framework is used to explain sequential recommendation models, we split the dataset chronologically. To learn the pre-trained item embeddings based on BPRMF [23] (section 3.2.1), we take the last 6 interactions from each user to construct the testing set, and use all previous interactions from each user as the training set. To avoid data leakage, when testing the black-box recommendation models and our VAE-based perturbation model, we only use the last 6 interactions from each user (i.e., the testing set of the pre-training stage). Following common practice, we adopt the leave-one-out protocol, i.e., among the 6 interactions, we use the last one for testing, and the previous 5 as input to recommendation models.

A brief summary of the data is shown in Table 1.

| Dataset | # users | # items | # interactions | # train | # test | sparsity |
|---------|--------|--------|----------------|--------|-------|----------|
| MovieLens | 943    | 1682   | 100,000        | 95,285 | 14,715| 6.3%     |
| Amazon  | 573    | 478    | 13,062         | 9,624  | 3,438 | 4.7%     |

Table 1: Summary of the Datasets

4.2 Experimental Settings

We adopt the following methods to train black-box sequential recommendation models and to extract traditional association rules as comparative explanations. We include both shallow and deep models for experiment.

- **FPMC** [24]: The Factorized Personalized Markov Chain model, which combines matrix factorization and Markov chains to capture user’s personalized sequential behavior patterns for prediction.3
- **GRU4Rec** [10]: A session-based recommendation model, which uses recurrent neural networks – in particular, Gated Recurrent Units (GRU) – to capture sequential patterns for prediction.4
- **Caser** [26]: The Convolutional Sequence Embedding Recommendation (Caser) model, which adopts convolutional filters over recent items to learn the sequential patterns for prediction.5

**Association Rule** [21]: A post-hoc explanation model, which learns the item-item association rules as item-level explanations.6

For black-box recommendation models FPMC, GRU4Rec, and Caser, we adopt their best parameter selection in their corresponding public implementation. For the association rule-based explanation model, we follow the recommendations in [21] to set the optimal parameters: support = 0.1, confidence = 0.1, lift = 0.1, length = 2 for MovieLens100k, and support = 0.01, confidence = 0.01, lift = 0.01, length = 2 for Amazon dataset due to its smaller scale.

For our causal rule learning framework, we set the item embedding size as 16, both the VAE encoder and decoder are Multi-Layer Perceptrons (MLP) with two hidden layers, and each layer consists of 1024 neurons. The default number of perturbed input-output pairs is $m = 500$ on both datasets. The default time decay factor is $\gamma = 0.7$. We will discuss the influence of perturbation times $m$ and time decay factor $\gamma$ in the experiments.

In the following, we will apply both association rule learning and causal rule learning frameworks on the black-box recommendation models to evaluate and compare the association explanations and causal explanations. In particular, we evaluate our framework from two perspectives. First, we verify that the causal rules learned by our framework represent highly probable causal relationships (explanation quality). Second, we show that our model has the ability to offer explanations for most recommendations (explanation fidelity). Additionally, we shed light on how our model differs from other models on statistical metrics.

---

1https://grouplens.org/datasets/movielens/
2https://nijuanmo.github.io/amazon/
3https://github.com/hkesui/FPMC
4https://github.com/hungthanpham94/GRU4Rec-pytorch
5https://github.com/praytowne/caser-pytorch
6https://pyppi.org/project/apyori/
4.3 Causality Verification

We first verify the quality of the extracted causal rules. Here, we adopt the following widely used definition of causation, which is introduced by Pearl [22]:

\[
\text{Pr(}\text{effect}|\text{do}(\text{cause})) > \text{Pr(}\text{effect}|\text{do}(\neg \text{cause}))
\]  

(2)

where \(\text{do}(c)\) represents an external intervention, which compels the truth of \(c\), and \(\text{do}(\neg c)\) compels the truth of not \(c\). Actually, the conditional probability \(\text{Pr}(e|c)\) represents a probability resulting from a passive observation of \(c\), which rarely coincides with \(\text{Pr}(e|\text{do}(c))\).

Table 2: Results of Model Fidelity. Our causal explanation framework is tested under the number of candidate causal explanations \(k = 1, 2, 3\). The association explanation framework is tested under support, confidence, and lift thresholds, respectively.

| Dataset       | Movielens 100k | Amazon  |
|---------------|----------------|---------|
| Method        | Causal         | Association | Support | Confidence | Lift | Causal | Association | Support | Confidence | Lift |
| Parameter     | \(k = 1\)     | \(k = 2\) | \(k = 3\) | \(k = 1\) | \(k = 2\) | \(k = 3\) | \(k = 1\) | \(k = 2\) | \(k = 3\) |
| FPMC          | 96.50%         | 99.75%   | 99.57%   | 95.11%   | 98.95%   | 99.82%   | 94.83%   | 97.76%   | 97.75%   |
| GRU4Rec       | 95.94%         | 99.48%   | 99.65%   | 95.99%   | 99.30%   | 99.65%   | 97.84%   | 97.76%   | 97.75%   |
| Caser         | 97.03%         | 99.15%   | 99.57%   | 95.99%   | 99.30%   | 99.65%   | 97.84%   | 97.76%   | 97.75%   |
|               |                |          |          | 99.99%   | 100.00%  | 100.00%  | 99.99%   | 100.00%  | 100.00%  |

Table 3: The percentage of reliable causal explanations that satisfy the inequality in Eq.(2).

| Dataset       | Movielens      | Amazon    |
|---------------|----------------|-----------|
|               | \(k = 1\)     | \(k = 2\) | \(k = 3\) |
| FPMC          | 94.83%         | 94.23%   | 93.92%   | 91.56%   | 90.48%   | 90.03%   |
| GRU4Rec       | 97.84%         | 97.76%   | 97.75%   | 94.91%   | 94.20%   | 93.87%   |
| Caser         | 97.15%         | 96.89%   | 96.69%   | 98.91%   | 98.25%   | 98.14%   |

4.4 Model Fidelity

An important evaluation measure for explanation models is model fidelity, i.e., how many percentage of the recommendation results can be explained by the model [35]. The results of model fidelity are shown in Table 2. In this experiment, we still tune the number of candidate causal explanations \(k\) from 1 to 3. For the association rule explanation model (section 4.2), we test three versions of the association rule learning algorithm as introduced in [21], i.e., the association rules are filtered by support, confidence, and lift thresholds, respectively.

We can see that on both datasets, our causal explanation framework can generate explanations for almost all of the recommended items, while the association explanation approach can only provide explanations for significantly fewer recommendations. The underlying reason is that association explanations have to be extracted based on the original input-output pairs, which limits the number of pairs that we can use for rule extraction. However, based on the perturbation model, our causal explanation framework is able to create many counterfactual examples to assist causal rule learning, which makes it possible to go beyond the limited original data to extract causal explanations.

Another interesting observation is that GRU4Rec and Caser have significantly \((p < 0.01)\) lower fidelity than FPMC when explained by the association model. This is reasonable because FPMC is a Markov-based model that directly learns the correlation of adjacent items in a sequence, as a result, it is easier to extract association rules between inputs and outputs for the model. However, it also means that the fidelity performance of the association approach highly depends on the recommendation model being explained. Meanwhile, we see that our causal approach achieves comparably good fidelity on all three recommendation models, because the perturbation model is able to create sufficiently many counterfactual examples to break the correlation of frequently co-occurring items in the input sequence. This indicates the robustness of our causal explanation framework in terms of model fidelity.
γ will be determined as a cause. For example, suppose the original percentage will be small, and thus almost any change in the input sequence will be small, and thus almost any change in the input sequence when explaining the sequential recommendation models, earlier interactions, which also hurts the performance. We can see from the results that the best performance is achieved at about γ = 0.1. Inequality, we find that m already gives >95% confidence that γ is small, the previous interactions in a sequence are more likely to be ignored, which thus reduces the performance on model fidelity. When γ is large (e.g., γ = 1), old interactions will have equal importance with latest interactions, which also hurts the performance. We can see from the results that the best performance is achieved at about γ = 0.7 on both datasets.

Number of Perturbations: Figure 4 shows the influence for the number of perturbed input-output pairs m. A basic observation from Figure 4 is that when m increases, both model fidelity and the percentage of verified rules will decrease first and then increase. The underlying reason is as follows. When m is small, the variance of the perturbed input-output pairs will be small, and thus almost any change in the input sequence will be determined as a cause. For example, suppose the original input-output pair is A, B, C → Y. In the extreme case where m = 1, we will have only one perturbed pair, e.g., A, B, C → Y. According to the causal rule learning model (section 3.2.2), if Y ̸= Y, then B ⇒ Y will be the causal explanation since the change of B results in a different output, while if Y = Y, then either A ⇒ Y or C ⇒ Y will be the causal explanation since their θ scores will be higher than B or ̸B. In either case, the model fidelity and percentage of verified causal rules will be 100%. However, in this case, the results do not present statistical meanings since they are estimated on a very small amount of examples.

When m increases but not large enough, then random noise examples created by the perturbation model will reduce the model fidelity. Still consider the above example, if many pairs with the same output Y are created, then the model may find other items beyond A, B, C as the cause, which will result in no explanation for the original sequence. However, if we continue to increase m to sufficiently large numbers, such noise will be statistically offset, and thus the model fidelity and percentages will increase again. In the most ideal case, we would create all of the |H| sequences for causal rule learning, where |H| is the number of item slots in the input sequence, and |I| is the total number of items in the dataset. However, |H| would be a huge number that makes it computational infeasible for causal rule learning. In practice, we only need to specify m sufficiently large. Based on Chebyshev’s Inequality, we find that m = 500 already gives >95% confidence that the estimated probability error is <0.1.

4.6 Case Study
In this section, we provide a simple qualitative case study to compare causal explanations and association explanations. Compared with the association explanation model, our model is capable of generating personalized explanations, which means that even if
the recommendation model recommends the same item for two different users and the users have overlapped histories, our model still has the potential to generate different explanations for different users. However, the association model will provide the same explanation since the association rules are extracted based on global records. An example by the Caser recommendation model on MovieLens100k dataset is shown in Figure 5, where two users with one commonly watched movie (The Sound of Music) get exactly same recommendation (Pulp Fiction). The association model provides the overlapped movie as an explanation for the two different users, while our model can generate personalized explanation for different users even when they got the same recommendation.

5 CONCLUSIONS
Recommender systems are widely used in our daily life. Effective recommendation mechanisms usually work through black-box models, resulting in the lack of transparency. In this paper, we extract causal rules from user history to provide personalized, item-level, post-hoc explanations for the black-box sequential recommendation models. The causal explanations are extracted through a perturbation model and a causal rule learning model. We conduct experiments on real-world datasets, and apply our explanation framework to several state-of-the-art sequential recommendation models. Experimental results verified the quality and fidelity of the causal explanations extracted by our framework.

In this work, we only considered item-level causal relationships, while in the future, it would be interesting to explore causal relations on feature-level external data such as textual user reviews, which can help to generate finer-grained causal explanations.
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