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Abstract—Fusing and sharing information from multiple sensors over a network is a challenging task. Part of this challenge arises from the absence of a foundational rule for fusing probability distributions, with various approaches stemming from different principles. Yet, when expressing tracking algorithms within the framework of possibility theory, one specific fusion rule can be proved to be exact in the sense that it is equivalent to the non-distributed possibilistic approach. In this article, this fusion rule is applied to decentralised fusion, based on the possibilistic analogue of the Bernoulli filter. We then show that the proposed approach outperforms its probabilistic counterpart on simulated data.
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I. INTRODUCTION

OVER the last decade, the increasing communication and computation capacity have made the view of multiple agents performing distributed inference particularly relevant in multi-sensor processing applications [1], in distributed estimation [2]–[4] in general and in target tracking [5]–[8] in particular. There are challenges involved, however, such as the loss of precision that most approaches display when compared to non-distributed algorithms.

This work aims to highlight the capabilities in sensor fusion that can be leveraged when following an alternative version of Bayesian inference based on a particular formulation [9], [10] of possibility theory [11]. Recently-derived target-tracking algorithms [12]–[14] have shown that this approach allows for a greater uncertainty about some crucial aspects of target tracking when compared to their probabilistic analogues. Yet, their potential for sensor fusion is unrelated to these advantages and pertains instead to the fundamental nature of possibility theory as a representation of information rather than randomness. Indeed, as will be demonstrated in this work, information can be naturally shared, and combined [15], [16] in this context whereas these operations are less straightforward in probability theory and require the introduction of additional principles and approximations.

In order to demonstrate the generality of the proposed approach to decentralised fusion, we apply it to a target-tracking problem [17], [18] where an object of interest, the target, is observed under a partial, noisy and corrupted observation process: i) partial because the state of the target is not fully observed and because its detection can fail altogether, an event we refer to as a detection failure, ii) noisy because the observed components of the target’s state are subject to observation errors, and iii) corrupted because observations which do not originate from the target are also collected; we refer to these as false alarms. The target tracking problem is made challenging by the absence of information on the data association, i.e. it is assumed that the observations do not contain any information regarding whether they are a false alarm or they originate from the target, hence making the problem combinatorially complex. The difficulty is exacerbated by the uncertainties in the location of target when it first appears and the time at which it disappears; these are often modelled by — borrowing from the population statistics jargon— a birth/death process.

Solutions to this problem are often referred to as Bernoulli filters [19], with “Bernoulli” referring to the presence/absence of the target due to the birth/death process; a possibilistic Bernoulli filter has been introduced in [12].

One of the objectives of this work is to show how the proposed principled framework for sensor fusion can be easily applied to a complex inference algorithm such as the possibilistic Bernoulli filter. This focus is justified by the hierarchical nature of Bernoulli filters, where data association and state estimation are jointly inferred, hence falling out of the scope of modern decentralised Kalman filtering techniques, e.g. [20]. The main contribution of this work are as follows:

1) A decentralised possibilistic Bayesian inference method is introduced and proved to be (asymptotically) exact in the sense that it agrees with non-distributed possibilistic Bayesian inference.
2) The proposed approach is detailed in the case of a Gaussian mixture implementation of the possibilistic Bernoulli filter, highlighting its applicability to inference problems beyond the linear-Gaussian setting of the Kalman filter.
3) The performance of the proposed decentralised possibilistic Bernoulli filter is shown to largely improve existing approaches [21], [22], verifying the claim that the performance in the non-distributed case can be closely matched even with the necessary approximations and practical considerations (such as a small number of communication steps on the sensor network).

The structure of this article is as follows: An introduction to possibility theory is given in Section II. The main result of the article is stated and proved in Section III. In order to illustrate this result for a non-trivial inference problem, we
review the possibilistic Bernoulli filter in Section IV, detail the corresponding sensor fusion methodology in Section V, and assess its performance on simulated data in Section VI. The article concludes in Section VII.

II. REVIEW OF POSSIBILISTIC INFERENCE

Possibility theory allows for modelling the absence of precise knowledge regarding an unknown but otherwise fixed quantity of interest [11], [23]. This can be formalised by introducing a sample space \( \Omega \) as in probability theory; yet, instead of defining a probability distribution on \( \Omega \), we simply acknowledge the presence of a true state of nature \( \omega^* \in \Omega \) and aim to infer the aspects of it that are relevant to the problem under consideration. To this end, an analogue of the concept of a random variable, referred to as an uncertain variable, is introduced as a mapping \( x \) from \( \Omega \) to a given set \( S \) with \( x^* = x(\omega^*) \) being the true value of interest.

The information held about \( x \) (or, equivalently, about \( x^* \)) is formalised as a non-negative function \( f_x \) satisfying \( \sup_{x \in S} f_x(x) = 1 \). The interpretation of this function, referred to as a possibility function, is that the event \( x \in B \) for some subset \( B \) of \( S \) has credibility \( \sup_{x \in B} f_x(x) \); the term credibility itself can be understood informally as the degree of belief in an event or, more formally, as the maximum subjective probability that one would be ready to grant to this event. This probability is indeed subjective as the considered event is not associated to a random variable so that there is no true probability of the event happening.

An important aspect of possibility theory is that a given uncertain variable does not induce a unique possibility function. Instead, different agents might hold different information about the same unknown quantity. The least informative belief is represented by a possibility function \( f_x \) which is equal to 1 everywhere on \( S \). Such \( f_x \) holds no information whatsoever; we denote this possibility function by \( 1 \) and highlight that it has no proper probabilistic analogue when \( S \) is unbounded. On the other hand, some agents might have more informative possibility functions, i.e. \( f_x(x) < 1 \) for some \( x \in S \).

An agent can decide to forgo some of the information they hold by replacing their possibility function \( f_x \) by another one, say \( f'_x \), as long as it holds that \( f_x \leq f'_x \), i.e. \( f_x(x) \leq f'_x(x) \) for any \( x \in S \). This type of information loss can be motivated by gains in terms of analytical or computational simplicity. The fact that \( f'_x \) is less informative than \( f_x \) can be illustrated using the interpretation of possibility functions as providing maximum subjective probabilities: The possibility function \( f'_x \) will give a larger maximum probability than \( f_x \) for any given event, and therefore a large range of probabilities. In the extreme case where \( f'_x = 1 \), the probability of any event can take any value between 0 and 1, which does correspond to the absence of information.

An important difference between probability density functions (p.d.f.s) and possibility functions is that the latter are not densities so that \( f_x(x) \) can be directly interpreted as the credibility of the event \( x = x \). This difference has practical consequences, for instance, in the corresponding change of variable formula: for any mapping \( T \) on \( S \), the uncertain variable \( x' = T(x) \) is described by

\[
f_{x'}(x') = \sup_{x \in T^{-1}(x')} f_x(x)
\]

for any \( x' \) in the image of \( T \), where \( T^{-1}(x') \) is the pre-image of \( x' \) which is possibly a set, and where we assume that \( \sup \emptyset = 0 \), e.g., for the case where there is no \( x \) such that \( x' = T(x) \). If \( T \) is bijective, then this relation simplifies to \( f_{x'}(x') = f_x(T^{-1}(x')) \), which does not contain a Jacobian as opposed to its probabilistic analogue.

A. Independence and marginal possibilities

If another uncertain variable \( y \) is defined in a set \( S' \), then the joint information about \( x \) and \( y \) can be modelled by a possibility function \( f_{x,y} \) on \( S \times S' \). The marginal possibility function of \( x \) induced by \( f_{x,y} \) is denoted by \( f_x \) and given by

\[
f_x(x) = \sup_{y \in S'} f_{x,y}(x, y), \quad x \in S. \tag{1}
\]

The uncertain variables \( x \) and \( y \) are said to be independently described by \( f_{x,y}(x, y) \) if there exist possibility functions \( f_x \) and \( f_y \) such that

\[
f_{x,y}(x, y) = f_x(x)f_y(y), \quad (x, y) \in S \times S'. \tag{2}
\]

This definition of independence follows what is referred to as numerical possibility theory, although other notions of independence exist in possibility theory [24].

Numerical possibility theory has strong connections with probability theory, as will be seen in Section II-B where the analogues of Bayes theorem and Gaussian distributions will be defined; however, despite these connections, the considered notion of independence differs fundamentally from the probabilistic one as it is not an intrinsic property of the considered uncertain variables, but rather a statement about the absence of a relation between the information we hold about \( x \) and the one we hold about \( y \). In particular, uncertain variables can be assigned joint possibility functions that exhibit the independence property in (2) by using discounting, i.e. by bringing possibility functions to a given power. As opposed to p.d.f.s, possibility functions are closed under exponentiation, i.e. \( f^w_x \) is a non-negative function with a supremum that equals to 1 for any \( w \in [0, 1] \); in particular, \( f^0_x = 1 \).

We will show later on how one can split and merge the information characterised by a possibility function without incurring any loss or creating any artificial information. The following proposition focuses on the splitting part and considers the general case where a possibility function jointly describes the information about two unknown quantities. In this general case, some information will be lost in order to obtain independence. This is an important property of possibility functions: one can trade information for statistical properties, in this case independence.

**Proposition 1.** Let \( x \) and \( y \) be two uncertain variables on \( S \) and \( S' \), respectively, which are jointly described by a possibility function \( f_{x,y} \). Let \( f_x \) and \( f_y \) be the marginal possibility functions of \( x \) and \( y \), respectively, induced by \( f_{x,y} \).
as defined in (1). For any given scalar \( w \in [0, 1) \), let \( f_{x,y}^{(w)} \) be a function defined as

\[
f_{x,y}^{(w)}(x,y) = f_x(x)^w f_y(y)^{1-w},
\]

then \( f_{x,y}^{(w)} \) is a possibility function which verifies \( f_{x,y} \leq f_{x,y}^{(w)} \), i.e. \( f_{x,y}^{(w)}(x,y) \leq f_{x,y}^{(w)}(x,y) \) for all \((x,y) \in S \times S'\).

**Proof.** Since both marginals \( f_x \) and \( f_y \) are possibility functions, they are non-negative and have a supremum equal to 1. It follows that \( f_{x,y}^{(w)} \) is also non-negative and

\[
\sup_{(x,y) \in S \times S'} f_{x,y}^{(w)}(x,y) = \left( \sup_{x \in S} f_x(x) \right)^w \left( \sup_{y \in S'} f_y(y) \right)^{1-w} = 1,
\]

so that \( f_{x,y}^{(w)} \) is indeed a possibility function. We now aim to prove that \( f_{x,y} \leq f_{x,y}^{(w)} \). Using the definition of the joint \( f_{x,y}^{(w)} \) and of the marginals \( f_x \) and \( f_y \), we obtain

\[
f_{x,y}^{(w)}(x,y) = \left( \sup_{x \in S} f_{x,y}(x,y) \right)^w \left( \sup_{y \in S'} f_{x,y}(x,y) \right)^{1-w}.
\]

Since it holds that

\[
f_{x,y}(x,y) \leq \sup_{y' \in S'} f_{x,y}(x,y')
\]

and

\[
f_{x,y}(x,y) \leq \sup_{x' \in S} f_{x,y}(x',y),
\]

for any \((x,y) \in S \times S'\), we obtain that

\[
f_{x,y}^{(w)}(x,y) \geq \left( f_{x,y}(x,y) \right)^w \left( f_{x,y}(x,y) \right)^{1-w} \geq f_{x,y}(x,y),
\]

which concludes the proof of the proposition.

Proposition 1 is important as it ensures that no artificial information is introduced when replacing \( f_{x,y} \) by \( f_{x,y}^{(w)} \). This is true regardless of the strength of the correlation between \( x \) and \( y \). As a result, \( f_{x,y}^{(w)} \) can be extremely uninformative: For example, consider perfectly coupled \( x \) and \( y \) with \( S = S' \) and \( f_{x,y}(x,y) = \mathbb{I}(x = y) \), where

\[
\mathbb{I}(x = y) = \begin{cases} 1, & \text{if } x = y \text{ is true}, \\ 0, & \text{otherwise}. 
\end{cases}
\]

Then, there is no independent information about \( x \) and \( y \) in \( f_{x,y} \) and \( f_{x,y}^{(w)} = 1 \). The next step is to introduce ways of combining information; this is achieved through Bayes’ theorem in the following section.

**B. Posterior possibility and conjugate priors**

Assuming that the event \( y = y \) has positive credibility, i.e. \( f_y(y) > 0 \), the analogue of Bayes theorem for possibility functions was introduced in [23] as

\[
f_{x|y}(x | y) \hat{=} \frac{f_{x,y}(x,y)}{f_y(y)} = \frac{f_y(y | x) f_x(x)}{\sup_{x' \in S} f_y(y | x') f_x(x')},
\]

for any \( x \in S \).

The concept of a conjugate prior translates directly to this form of posterior inference, e.g., if \( S = \mathbb{R}^d \) and \( S' = \mathbb{R}^d' \) and if both the prior \( f_x \) and the likelihood \( f_{y|\cdot}(y | \cdot) \) take the form of a Gaussian (quadratic exponential) possibility function, i.e.

\[
f_x(x) = N(\mu, \Sigma), \quad f_{y|\cdot}(y | x) = \frac{1}{\sqrt{(2\pi)^d |\Sigma|}} \exp\left(-\frac{1}{2} (y - \mu)^T \Sigma^{-1} (y - \mu)\right),
\]

for some \( \mu \in S \), some \( d' \times d \) matrix \( \Sigma \), some \( d \times d \) positive definite matrix \( P \) and some \( d' \times d' \) positive definite matrix \( R \), then the posterior possibility function \( f_{x|y}(y | x) \) is also Gaussian [25]. Every probabilistic conjugate prior has a possibilistic analogue, up to differences in the set of parameters for which a given conjugate prior family is well-defined, due to the fact that possibility functions need to be bounded and p.d.f’s need to be integrable [9].

Using more advanced tools, a version of Bayes theorem with a possibilistic prior and a probabilistic likelihood is introduced in [10] as

\[
f_{x|y}(x | y) = \frac{\pi(y | x) f_x(x)}{\sup_{x' \in S} \pi(y | x') f_{x'}(x')},
\]

where \( y \) is a realisation of a random variable \( Y \) whose probability density function given \( x = x \in S \) is \( p(\cdot | x) \). This alternative version is useful as it is common for the observation process to involve randomness even when the dynamics of the target do not.

**C. Generalised conditional possibility and fusion**

A general notion of conditioning can also be introduced for events regarding uncertain variables via

\[
f_{u|v}(u | v \in A) = \frac{\sup_{u \in A} f_{u,v}(u,v)}{\sup_{v \in A} f_{v}(v)},
\]

for uncertain variables \( u \) and \( v \) on sets \( U \) and \( V \), and some subset \( A \) of \( V \). The possibilistic Bayes rule in (4) corresponds to a special case where \( u = x \), \( v = y \), and \( A = \{y\} \). The generalised conditional in (6) allows one to perform fusion, which will become clear later in this section. The following proposition provides an underpinning equality.

**Proposition 2.** For uncertain variables \( x \) and \( z \) on the same set \( S \), suppose that some possibility function \( f_{x,z} \) is their joint descriptor. Then, the posterior possibility function describing \( x \) (equivalently \( z \)) given that \( x \) and \( z \) represent the same unknown quantity, i.e. \( x = z \), is given by

\[
f_x(x | z = z) = \frac{f_{x,z}(x,x)}{\sup_{x' \in S} f_{x,z}(x',x')}.
\]

**Proof.** We use (6) with \( u = v \), \( v = (x,z) \) and \( A = \{(x,z) : x = z \} \subseteq S \times S \), and note that \( f_{u,v} = f_{x,z} \), which verifies

\[
f_{x,z,x,z}(x, z, x', z') = \mathbb{I}(x = x', z = z') f_{x,z}(x, z),
\]

so that

\[
\sup_{(x',z') : x' = z'} f_{x,z,x,z}(x, z, x', z') = \mathbb{I}(x = z) f_{x,z}(x, z).
\]
We then obtain the posterior possibility function given by
\[ f_{x,z}(x, z | x = z) = \mathbb{I}(x = z) \frac{f_{x,z}(x, z)}{\sup_{x', z' \in S} f_{x,z}(x', z')}, \] (7)
for any \( x, z \in S \). Note that such operations are often ill-defined for probability distributions and can lead to paradoxes (see, e.g. [26, Chapter 15.7]). Since \( f_{x,z}(\cdot | x = z) \) takes non-zero values on the diagonal \( \Delta = \{(x, x) : x \in S\} \) of \( S \times S \) only, i.e. \( f_{x,z}(x, z | x = z) = 0 \) if \( x \neq z \), this possibility function can be equivalently expressed as a univariate possibility function in either \( x \) or \( z \), i.e.
\[ f_x(x | x = z) = f_z(x | x = z) = f_{x,z}(x, x | x = z), \] (8a)
\[ = f_{x,z}(x, x | x = z), \] (8b)
which corresponds to a change of variable by the bijective mapping \( T : \Delta \to S \) defined by \( T(x, x) = x \) for any \( x \in S \).

In the context of fusion, the above result will be used together with Proposition 1 and specifically with (3). Before detailing this point as a remark, let us note that in the context of fusion, \( x \) and \( z \) are often independently described by some \( f_x \) and \( f_z \), i.e. it is useful to say that \( " f_x \) and \( f_z \) represent the same unknown quantity" when it is known that \( x = z \). Similarly, we will simply say that \( " f_x \) and \( f_z \) are independent" when \( x \) and \( z \) are independently described.

Remark 1. Proposition 1, specifically (3), provides a way to define a joint possibility function \( f_{x,z}(w) \) when only the corresponding marginals \( f_x \) and \( f_z \) are known. Given that \( x \) and \( z \) are in the same set \( S \) and using Proposition 2, we can fuse the obtained information given that \( x = y \) to obtain
\[ f_x(x | x = z) = \frac{f_x(x)^w f_x(x)^{1-w}}{\sup_{x' \in S} f_x(x')^w f_x(x')^{1-w}}. \]
This is reminiscent of the covariance intersection technique [27], [28], albeit with a different normalisation constant.

To simplify the notation, we will often denote a fused possibility function such as \( f_{x,z}(\cdot | x = z) \) by \( \hat{f} \). The following corollary is a straightforward generalisation of Proposition 2 for an arbitrary number of sources of information.

Corollary 1. If \( \{f_i\}_{i=1}^n \) is a collection of \( n > 1 \) independent possibility functions on \( S \) representing the same unknown quantity, then the corresponding fused possibility function is
\[ \hat{f}(x) = \frac{\prod_{i=1}^n f_i(x)}{\sup_{x' \in S} \prod_{i=1}^n f_i(x')} \] (9)

Proof. We denote by \( \{x_i\}_{i=1}^n \) the collection of uncertain variables on \( S \) independently described by the possibility functions \( \{f_i\}_{i=1}^n \), then one can define the joint possibility function \( f_{x_1, \ldots, x_n}(x_1, \ldots, x_n) = \prod_{i=1}^n f_i(x_i) \) using the independence property. Following the same steps as in the proof of Proposition 2, the fusion of these \( n \) sources of information is found to be
\[ \hat{f}(x) = f_{x_1, \ldots, x_n}(x_1, \ldots, x_n | x_i = x_j, i, j \in \{1, \ldots, n\}) = \frac{\prod_{i=1}^n f_i(x)}{\sup_{x' \in S} \prod_{i=1}^n f_i(x')} \] (10)

as required.

Alternative fusion rules in the context of possibility theory are studied in [29]. We now show how Propositions 1 and 2 can be used to split a single source of information into two independent pieces with no loss of information, i.e. these two pieces of information can be fused back into the original one. This is crucial for decentralised fusion where information is sequentially shared / fused between sensor nodes.

Proposition 3. The information captured in the possibility function \( f \) is equivalent to a combination of that in the two independent possibility functions \( f^w \) and \( f^{1-w} \), for any \( w \in [0, 1] \), which it holds that \( f^w \) and \( f^{1-w} \) represent the same unknown quantity.

Proof. We provide a constructive proof which introduces, first, a splitting of the information in a possibility function, followed by proving the claimed equivalence.

Let us denote by \( x \) the uncertain variable described by the possibility function \( f \) and introduce an additional uncertain variable \( z \) as a copy of \( x \). The most informative possibility function jointly describing \( x \) and \( z \) is
\[ f_{x,z}(x, z) = \mathbb{I}(x = z) f(x), \quad (x, z) \in S \times S \] (11)
In turn, both \( x \) and \( z \) have \( f \) as a marginal. Using (3), we introduce another possibility function \( f^{(w)}_{x,z} \) jointly describing \( x \) and \( z \) in a way that is independent in the sense of (2), i.e.
\[ f^{(w)}_{x,z}(x, x') = f(x)^w f(z)^{1-w}, \] (11)
for some \( w \in [0, 1] \). As shown before in Proposition 1, the independent description \( f^{(w)}_{x,z} \) is less informative than \( f_{x,z} \) since \( f^{(w)}_{x,z} \geq f_{x,z} \). The two simple operations characterised by (10) and (11) yield two independent pieces of information, modelled by the marginal possibility functions \( f^w \) and \( f^{1-w} \) of \( f^{(w)}_{x,z} \), from a single piece of information expressed as \( f \).

Although \( f^{(w)}_{x,z} \) is less informative than \( f_{x,z} \), we can use the fact that \( f^w \) and \( f^{1-w} \) represent the same unknown quantity, i.e. \( x = z \), to recover the original possibility function \( f \) as follows. Using (11) in Proposition 2, one can fuse \( f^w \) and \( f^{1-w} \), and obtain
\[ f_x(x | x = z) = \frac{f^{(w)}_{x,z}(x, x)}{\sup_{x' \in S} f^{(w)}_{x,z}(x', x')} = f(x), \] (12)
for any \( x \in S \) and \( w \in [0, 1] \), as desired.

In practice, Proposition 3 implies that a possibility function \( f \) can be perfectly recovered after splitting it into \( f^w \) and \( f^{1-w} \), regardless of the chosen weight \( w \in [0, 1] \). Graphically, these steps are illustrated in Fig. 1a, where each stage follows from principled operations on possibility functions. We are interested in the case where additional (conditionally independent) information is acquired at each node in Stage 2 via the observations \( Y^{(1)} \) and \( Y^{(2)} \), which will retain the independence necessary for the fusion in Stage 3 (Fig. 1b). The fact that the result of this fusion operation is in fact the posterior possibility function \( f_{x}(\cdot | Y^{(1)}, Y^{(2)}) \) will be shown in Section III.
We now consider $n$ sensors nodes $S_i$ with $i \in \mathcal{V} = \{1, \ldots, n\}$ and assume that the sensor network is modelled by an undirected connected graph $G = (\mathcal{V}, \mathcal{E})$ where $\mathcal{E}$ is the set of edges over which the nodes can communicate. Each node collects its independent observations of the same underlying variable. We refer to this configuration as decentralised fusion. We will use the superscript $\cdot(i)$ to refer to quantities that are specific to sensor node $S_i$. We denote by $\mathcal{N}_i = \{j \in \mathcal{V} : \{i, j\} \in \mathcal{E}\}$ the set of neighbours of $i \in \mathcal{V}$. We assume that the total number of nodes in the network is known by every node; this can indeed be obtained in a decentralised manner via standard techniques [30]. The objective in this section is to show that the posterior possibility function $f(\cdot | y_1, \ldots, y_n)$ defined in (13) can be recovered by alternating between communicating on the network and fusing the received information at each node using (9).

One step of the decentralised algorithm is specified as follows: let us first follow the principles of Proposition 3 and share the prior information across the network after splitting into $f^{(i)} = f^{\omega_i}$ at node $i \in \mathcal{V}$ for some collection of non-negative weights $\{\omega_i\}_{i \in \mathcal{V}}$. Performing prediction at each node with the Markov transition $g$ would cause a large overlap between each local possibility function: if all nodes were to be connected to a central node $C$ and fused, there would be no way of recovering the predicted possibility function $\sup_{x \in \mathcal{S}} g(\cdot | x)f(x)$. Instead, we share the information about the evolution of the state by considering the Markov transition $g^{\omega_i}(\cdot | x)$ at $S_i$, for some collection of non-negative weights $\{\omega_i\}_{i \in \mathcal{V}}$.

Finally, we assume that the observations are local, i.e. $y_i$ is the only observation at $S_i$. As a result, the local posterior possibility function at node $i$ can be computed as

$$f^{(i)}(x | y_i) \propto h^{(i)}(y_i | x) \sup_{x' \in \mathcal{S}} g^{\omega_i}(x | x')f^{\omega_i}(x').$$

The method we propose is reminiscent of iterative message-passing approaches to decentralised inference [1]: we assume that each node $j \in \mathcal{V}$ communicates with its neighbours and combines the information it receives by using a collection of non-negative weights $\{\Gamma_{i,j}\}_{i,j \in \mathcal{N}}$, where $\Gamma_{i,j} = 0$ if $i \notin \mathcal{N}_j$, using

$$f^{(j,l)}(x) \propto f^{(j,l-1)}(x) \Gamma_{j} \prod_{i \in \mathcal{N}_j} f^{(i,l-1)}(x)^{\Gamma_{i,j}}, \quad (14)$$

The initial condition of the iterations is selected as $f^{(1,0)} = f^{(\cdot | y_i)}$, so that the independence of the terms on the right hand-side of (14) are maintained for all steps $l = 1, \ldots, L$ following from the independence of the local posterior possibility functions $f^{(i)}(\cdot | y_i)$ at $l = 1$.

Let us denote by $\Gamma$ the weight matrix $(\Gamma_{i,j})_{i,j \in \mathcal{V}}$. The $l$th power of this matrix $\Gamma^l$ is related to the locally fused
result in (14) by
\[
F^{(j,l)}(x) = \prod_{i \in V} \left( f^{(i,0)}(x) \right)^{\Gamma_{i,j}},
\]
\[
= \prod_{i \in V} \left( f^{(i)}(x | y_{i}) \right)^{\Gamma_{i,j}}, \quad l = 1, \ldots, L,
\]
so, we focus on the limiting case \( \Gamma_{i,j} \to \infty \). In turn, the \((i,j)\)-th entry of \( \Gamma^{*} \) is denoted by \( \Gamma_{i,j}' \), which we assume positive for any \( i, j \in V \). Therefore, the product of the locally fused possibility functions in the limit is given by
\[
\hat{F}(x) \propto \prod_{j \in V} \left[ \prod_{i \in V} \left( f^{(i)}(x | y_{i}) \right)^{\Gamma_{i,j}'} \right],
\]
\[
= \prod_{i,j \in V} \left( f^{(i)}(x | y_{i}) \right)^{\Gamma_{i,j}').
\]
Let us now investigate the conditions under which the result of the decentralised inference scheme in (14), (15) matches the network posterior in (13). We consider the following conditions

**A1** It holds that \( \omega_{i} = \omega_{i}^{*} \) for all \( i \in V \) and that \( \sum_{i \in V} \omega_{i} = 1 \)

**A2** The limit condition for the weights in (14) as \( l \to \infty \) is that \( \Gamma_{i,j} = 1/n \) for all \( i, j \in V \)

The following theorem demonstrates that under these assumptions, the fused posterior \( \hat{F} \) is equal to the posterior possibility function \( f(\cdot | y_{1}, \ldots, y_{n}) \).

**Theorem 1.** Under Assumptions A1 and A2, the proposed decentralised Bayesian inference algorithm is (asymptotically) exact, i.e., the right hand-side of (15) equals to the network’s posterior possibility in (13).

Before its proof, a crucial aspect of Theorem 1 should be noted; it makes no assumptions on the nature of the set \( S \) on which the fusion is performed. In particular, it does not rule out hierarchical problems such as the ones appearing in multi-target tracking, where both the number of targets and their respective state must be inferred. We illustrate this aspect in Section V where fusion is performed in a case where the existence of a target is uncertain; we then show in Section VI that Theorem 1 can be verified in practice for such problems despite the use of approximations.

**Proof.** Let us express the fused result in the limit case given by (15) in a more explicit fashion as
\[
\hat{F}(x) \propto \prod_{i,j \in V} \left[ \prod_{y_{i} \in S} \sup_{x' \in S} \frac{g^{(i)}(x' | x') f^{(i)}(x')} {h^{(i)}(x_{i} | x)} \right]^{\Gamma_{i,j}'},
\]
\[
= \prod_{i,j \in V} \left( h^{(i)}(y_{i} | x) \sup_{x' \in S} \frac{g^{(i)}(x' | x') f^{(i)}(x')} {h^{(i)}(y_{i} | x)} \right)^{\Gamma_{i,j}'},
\]
For \( \hat{F} = f(\cdot | y_{1}, \ldots, y_{n}) \) to hold, a necessary (but not sufficient) condition is \( \Gamma_{i,j}' = 1/n \); otherwise the contribution from the likelihood \( h^{(i)}(y_{i} | \cdot) \) would not match the one in (13) in general (that is, except if \( h^{(i)}(y_{i} | \cdot) \) takes value in \( \{0, 1\} \), in which case raising it to a positive finite power has no effect). It remains to match the contributions from the prediction step(s).

We now have
\[
\hat{f}(x) \propto \prod_{i \in V} h^{(i)}(y_{i} | x) \prod_{i \in V} \sup_{x' \in S} g^{\omega_{i}}(x | x') f^{\omega_{i}}(x').
\]
Sufficient conditions for \( \hat{f} = f(\cdot | y_{1}, \ldots, y_{n}) \) to hold are \( \sum_{i \in V} \omega_{i} = 1 \) and \( \omega_{i} = \omega_{i}^{*} \) for all \( i \in V \). Indeed, under these conditions, we have
\[
\prod_{i \in V} \sup_{x' \in S} g^{\omega_{i}}(x | x') f^{\omega_{i}}(x') = \sup_{x' \in S} g(x | x') f(x'),
\]
which concludes the proof of the theorem.

**Remark**. Theorem 1 does not impose any constraints on the values of \( \{\omega_{i}\}_{i \in V} \) other than that they are in the \((n-1)\)-dimensional simplex. The choice \( \omega_{i} = 1/n \) is particularly convenient as it leads to every node \( i \in V \) containing exactly \( 1/n \)-th of the posterior information, i.e. it holds that
\[
f^{(i,\infty)}(x) = f(x | y_{1}, \ldots, y_{n})^{1/n}, \quad i \in V.
\]
In other words, the locally fused possibility function at each node can be raised to the power \( n \) to exactly find the network’s posterior; this scheme becomes an exact decentralised inference scheme.

We now consider an immediate corollary to Theorem 1 which considers the case where \( G \) is complete, i.e., there is an edge between every pair of nodes, with the following modified assumption:

**A2'** It holds that \( G \) is complete and that \( \Gamma_{i,j} = 1/n \) for all \( i, j \in V \).

**Corollary 2.** Under Assumptions A1 and A2', the proposed decentralised Bayesian inference algorithm is exact.

To prove Corollary 2, it is sufficient to notice that under Assumption A2', it holds that \( \Gamma = \Gamma^{*} \), i.e., the asymptotic regime can be achieved in a single iteration.

**Remark 2.** Let us consider the case where there is a central node \( C \) to which all the sensors are connected and which is the only node performing fusion. We refer to this scheme as centralised fusion. Since decentralised fusion with a complete graph is equivalent to centralised fusion, it holds that centralised fusion can also be performed exactly under Assumptions A1 and A2'.

**Remark 3.** The results of Theorem 1 and Corollary 2 still hold if we replace the possibility function \( h(y_{1}, \ldots, y_{n} | x) \) by a probability distribution of the form \( p(y_{1}, \ldots, y_{n} | x) = \prod_{i=1}^{n} h^{(i)}(y_{i} | x) \). Indeed, the corresponding posterior, obtained through the form of Bayes theorem defined in (5), remains a possibility function and can therefore be discounted and/or fused similarly. In fact, the likelihood can also be a more complex object that involves both possibility functions and probability distributions with no effect on the result. An example of such a likelihood is provided in Section IV.

**Remark 4.** In the linear-Gaussian case, one can use the possibilistic version of the Kalman filter [25] to perform
Bayesian inference. The possibilistic Kalman filter has the same expected value and variance as the standard Kalman filter and, in the centralised case, the proposed approach reduces to the optimal fusion rule in the independent case [31].

IV. THE POSSIBILISTIC BERNOULLI FILTER

A. General recursion

In this section, we recall the equations of the possibilistic Bernoulli filter [12] and the underlying notion of Bernoulli uncertain finite set (USF). The latter can be introduced as an uncertain variable \( X \) on the set \( X = \{ \emptyset \} \cup \{ \{ x \} : x \in S \} \), which is the set of finite subsets of a given space \( S \subseteq \mathbb{R}^d \) with no more than one element. The USF \( X \) can be described by a possibility function \( F \) on \( X \), and we will adopt the convention

\[
F(X) = \begin{cases} 
\beta & \text{if } X = \emptyset \\
\alpha f(x) & \text{if } X = \{ x \} \text{ with } x \in S.
\end{cases}
\]  

(16)

The fact that \( F \) is a possibility function implies that \( \alpha \) and \( \beta \) are non-negative, \( \max\{\alpha, \beta\} = 1 \), and \( f \) is a possibility function on \( S \). The possibilistic Bernoulli filter is a recursion for a possibility function of the same form as \( F \) describing the possibility of existence \( \alpha \) of a target in \( S \) and the information about its state via \( f \). We follow the notations of Section III to describe a target’s dynamics and observation when it exists. We model the changes in cardinality by a transition matrix \((\tau_{ij})_{i,j \in \{0,1\}}\), where \( \tau_{ij} \) corresponds to transitioning from cardinality \( i \in \{0,1\} \) to cardinality \( j \in \{0,1\} \). For instance, \( \tau_{01} \) is the possibility of birth. The spatial information about birth is described by a possibility function \( f_b \) on \( S \). Denoting by \( F_{k-1} \) the Bernoulli possibility function describing the state and existence of the target at time \( k-1 \), given the observations up to time \( k-1 \), and following the convention of (16), we can now express \( F_{k|k-1} \), the predicted Bernoulli possibility function at \( k \), as

\[
F_{k|k-1}(X) = \begin{cases} 
\beta_{k|k-1} & \text{if } X = \emptyset \\
\alpha_{k|k-1} f_{k|k-1}(x) & \text{if } X = \{ x \} \text{ with } x \in S.
\end{cases}
\]  

(17)

with

\[
\beta_{k|k-1} = \max\{\beta_{k-1}\tau_{00}, \alpha_{k-1}\tau_{10}\} \\
\alpha_{k|k-1} = \max\{\beta_{k-1}\tau_{01}, \alpha_{k-1}\tau_{11}\}
\]  

(18a)

\[
f_{k|k-1}(x) = \alpha_{k|k-1}^{-1} \max\{\beta_{k-1}\tau_{01} f_b(x), \alpha_{k-1}\tau_{11} \tilde{f}(x)\},
\]  

(18b)

where \( \tilde{f}(x) = \sup_{x' \in S} g(x \mid x') f_{k-1}(x') \) is the predicted possibility function describing the state of the target assuming that it exists at both times \( k-1 \) and \( k \).

As opposed to the approach in [12], we consider a partially-probabilistic observation model where the detection and the data association are possibilistic and where the generation of false alarms and of the observation under the assumption of detection are probabilistic. We assume as is usual that at most one observation originates from the target. This yields a likelihood \( \ell(Y_k \mid X) \) for the observation set \( Y_k \) at time \( k \) characterised by \( \ell(Y_k \mid \emptyset) = \kappa(Y_k) \) and

\[
\ell(Y_k \mid \{ x \}) = \max\{\beta_d \kappa(Y_k), \max_{y \in Y_k} \alpha_d p(y \mid x) \kappa(Y_k \setminus \{ y \})\},
\]  

where \( \kappa \) is the density of the random finite set characterising the false alarms, where \( \alpha_d \) and \( \beta_d \) are respectively the possibilities of detection and non-detection, and where \( p(\cdot \mid x) \) is the probability distribution of the observation given that the target is detected at state \( x \in S \). The likelihood \( \ell(\cdot \mid X) \) is neither a possibility function nor a probability distribution and its derivation requires more advanced notions which are relegated to the appendix.

Despite the considered partially-probabilistic approach, the form of the likelihood is similar to the one in [12] and the updated possibility function \( F_k \) can be found in the same way: Following the same convention as before, we obtain

\[
\beta_k \propto \ell(Y_k \mid \emptyset) \beta_{k|k-1} = \kappa(Y_k) \beta_{k|k-1} \]  

(19a)

\[
\alpha_k \propto \alpha_{k|k-1} \sup_{x \in S} \ell(Y_k \mid \{ x \}) f_{k|k-1}(x) \]  

(19b)

\[
f_k(x) = \frac{\ell(Y_k \mid \{ x \}) f_{k|k-1}(x)}{\sup_{x' \in S} \{(Y_k \mid \{ x \}) f_{k|k-1}(x')\}}
\]  

(19c)

where \( \max\{\alpha_k, \beta_k\} = 1 \). Although it has limited influence on the form of the updated possibility function \( F_k \), the introduction of the probabilistic elements \( \kappa \) and \( p(\cdot \mid x) \) allows for better connecting the proposed approach with the existing literature and hints at the potential for introducing more sophisticated mixed models in the future.

B. Implementation

For the sake of simplicity, we assume that the dynamics and likelihood are Gaussian, i.e. there exist matrices \( G, Q, H, R \) of appropriate dimensions such that \( g(x \mid x') = \mathcal{N}(x; Gx', Q) \) and \( p(y \mid x) = \mathcal{N}(y; Hx, R) \), with \( Q \) and \( R \) positive definite. The non-linear case has been considered in [12]. We also assume that the possibility function \( f_b \) is a max-mixture of Gaussian possibility functions of the form

\[
f_b(x) = \max_{i \in \{1, \ldots, N_b\}} w_{b,i} \mathcal{N}(x; \mu_{b,i}, P_{b,i}),
\]  

with \( \{w_{b,i}\}_{i=1}^{N_b} \) a collection of non-negative weights such that \( \max_{i \in \{1, \ldots, N_b\}} w_{b,i} = 1 \), and with \( \mu_{b,i} \) and \( P_{b,i} \) the expected value and covariance matrix of the \( i \)-th term, respectively. These assumptions allow to write the recursion of the possibilistic Bernoulli filter in closed form as follows. If the possibility function \( f_{k-1} \) is of the form

\[
f_{k-1}(x) = \max_{i \in \{1, \ldots, N_{k-1}\}} w_{k-1,i} \mathcal{N}(x; \mu_{k-1,i}, P_{k-1,i}),
\]  

then the predicted possibility function \( f_{k|k-1} \) follows as

\[
f_{k|k-1}(x) = \alpha_{k|k-1}^{-1} \max_{i \in \{1, \ldots, N_{k-1}\}} \{\beta_{k-1}\tau_{01} f_b(x), \alpha_{k-1}\tau_{11} \tilde{f}(x)\} \times \max_{i \in \{1, \ldots, N_{k-1}\}} w_{k-1,i} \mathcal{N}(x; G\mu_{k-1,i}, G P_{k-1,i} G^T + Q)\}
\]  

which is also a max-mixture of Gaussian possibility functions which can be expressed using \( N_{k|k-1} = N_{k-1} + N_b \) Gaussian terms, the \( i \)-th one having weight \( w_{k|k-1,i} \), expected value \( \mu_{k|k-1,i} \), and covariance matrix \( P_{k|k-1,i} \). The expressions of \( \alpha_{k|k-1} \) and \( \beta_{k|k-1} \) are unaffected by the form of \( f_{k-1} \) are
therefore not repeated. For the update step, the expression of \(\alpha_k\) can be specialised to the Gaussian case as

\[
\alpha_k \propto \alpha_{k-1} \max_{i \in \{1, \ldots, N_{k-1}\}} w_{k|k-1,i} \max \left\{ \beta_d \kappa(Y_{k}), \right. \\
\left. \max_{y \in Y_k} \alpha_d \kappa(Y_k \setminus \{y\}) \mathcal{N}(x; \mu_{k|k-1,i}, H P_{k|k-1,i} H^T + R) \right\},
\]

The updated possibility function \(f_k\) is characterised by

\[
f_k(x) \propto \max_{i \in \{1, \ldots, N_{k-1}\}} w_{k|k-1,i} \max \left\{ \beta_d \kappa(Y_{k}), \right. \\
\left. \max_{y \in Y_k} \alpha_d \kappa(Y_k \setminus \{y\}) \mathcal{N}(x; \mu_{k|k-1,i}, \tilde{P}_{k|k-1,i}) \right\}
\]

with \(\mu_{k,i}\) and \(\tilde{P}_{k,i}\) the standard updated expected value and covariance matrix of the Kalman filter corresponding to the \(i\)-th predicted term. Although \(f_k\) is once again a Gaussian max-mixture, it is usually necessary to apply pruning and merging to it, as is standard, in order to control the number of terms. The latter is done using the Hellinger distance due to the fact that it is a more conservative notion of distance than the Mahalanobis distance. Terms that are sufficiently close are then merged following the standard procedure, with the only difference being that the final weight of the merged term is the maximum of the weights of the terms being merged [13].

V. SENSOR FUSION

This section follows the approach introduced in Section III for the fusion of the Gaussian max-mixture possibilistic Bernoulli filters detailed in Section IV. As before, we focus on decentralised fusion for a network of \(n\) sensors with nodes \(S_i\), \(i \in V = \{1, \ldots, n\}\), and with connectivity represented by a graph \((V, E)\). To make the proposed approach more concrete, we describe it via the pseudo-code in Algorithms 1-3. Algorithm 1 describes the general recursion with prediction, update and fusion being performed sequentially at each time step. We consider these three parts in turn and justify the computations in Algorithm 1.

a) Prediction: As shown in Section III, the Markov transition needs to be discounted to preserve the independence between sensor nodes. In the considered Gaussian max-mixture implementation of the possibilistic Bernoulli filter, the Markov transition \(G(\cdot \mid X_{k-1})\) on \(X\) is characterised by

\[
G(X_k \mid \emptyset) = \begin{cases} 
\tau_{00} & \text{if } X_k = \emptyset \\
\tau_{01} f_b(x_k) & \text{if } X_k = \{x_k\},
\end{cases}
\]

and

\[
G(X_k \mid \{x_k\}) = \begin{cases} 
\tau_{10} & \text{if } X_k = \emptyset \\
\tau_{11} g(x_k \mid x_{k-1}) & \text{if } X_k = \{x_k\}.
\end{cases}
\]

The discounted version \(G^\omega(\cdot \mid X_{k-1})\) of this Markov transition is of the same form, with each term simply brought to the power \(\omega \in [0, 1]\). This allows for (17) and (18) to be used directly with, e.g., \(\tau_{11}^\omega\) and \(g(x_k \mid x_{k-1})^\omega\) instead of \(\tau_{11}\) and \(g(x_k \mid x_{k-1})\). Lines 5-11 in Algorithm 1 follow directly from these calculations and from the fact that Gaussian possibility functions are closed under exponentiation. A related and important result that is unique to possibility theory is that Gaussian max-mixtures are closed under power, indeed, for any Gaussian max-mixture \(f\), say,

\[
f(x) = \max_{i \in \{1, \ldots, N\}} w_i \mathcal{N}(x; \mu_i, P_i),
\]

for some \(N \in \mathbb{N}\), some non-negative weights \(w_i\) such that \(\max_{i \in \{1, \ldots, N\}} w_i = 1\), and some collection \(\{(\mu_i, P_i)\}_{i=1}^N\) of expected values and covariance matrices. It holds that \(f^\omega\) is also a Gaussian max-mixture for any \(\omega \in [0, 1]\). In particular, it holds that

\[
f^\omega(x) = \max_{i \in \{1, \ldots, N\}} w_i^\omega \mathcal{N}(x; \mu_i, P_i / \omega).
\]

This result justifies the discounted birth model implemented in Lines 12-17 of Algorithm 1.

b) Update: The LocalUpdate() function, described in Algorithm 2, implements directly the approach of Section IV-B. Indeed, based on the assumed conditional independence of the observations between sensor nodes, there is no redundancy to be corrected and therefore no particular discount to be applied. Line 16 of Algorithm 2 (as well as Line 12 of Algorithm 3) is a renormalisation of the

Algorithm 1 Decentralised fusion at the sensor node \(S_i\)

**Input:** Sequence of observation sets \((Y_k)_{k=1}^K\) at \(S_i\); Total number of time steps \(K\); Discount factor \(\omega_i \in [0, 1]\); Weight matrix \(\Gamma\); Number of network iterations \(L\)

1. \(N \leftarrow 0\)
2. \(\hat{\alpha} \leftarrow 1, \hat{\beta} \leftarrow 1\)
3. for all \(k \in \{1, \ldots, K\}\) do
   4. # Discounted prediction
   5. \(\alpha \leftarrow \max\{\hat{\beta} \tau_{11} \omega_i, \alpha \tau_{11}^\omega\}\)
   6. \(\beta \leftarrow \max\{\hat{\beta} \tau_{01} \omega_i, \beta \tau_{01}^\omega\}\)
   7. for all \(j \in \{1, \ldots, N\}\) do
      8. \(w_j \leftarrow \hat{\alpha} \tau_{11} w_j / \alpha\)
      9. \(\mu_j \leftarrow G \mu_i\)
   10. \(P_j \leftarrow G P_i G^T + Q / \omega_i\)
    end for
  end for
17. \(N \leftarrow N + N_b\)
18. # Update
19. \(F(i) \leftarrow \text{LocalUpdate}(Y_k, \alpha, \beta, (w_j, \mu_j, P_j)_{j=1}^N)\)
20. # Fusion
21. for all \(l \in \{1, \ldots, L\}\) do
22. Broadcast \(F(i)\)
23. Receive \(\{F(i') : i' \in \mathcal{N}_i\}\) from neighbours
24. for all \(i' \in \mathcal{N}_i\) do
25. \(F(i) \leftarrow \text{Fusion}(F(i), F(i'), \Gamma_{i,i}, \Gamma_{i,i'})\)
26. end for
27. end for
28. # Unpack information after fusion
29. \((\hat{\alpha}, \hat{\beta}, (w_j, \mu_j, P_j)_{j=1}^N) \leftarrow F(i)\)
30. end for

\[\text{Algorithm 1 Decentralised fusion at the sensor node } S_i\]
weights to ensure that they have a maximum equal to 1. In both algorithms, this is followed by a call to a Reduction() function which is a Gaussian max-mixture reduction function, performing pruning and merging; the only difference with standard merging techniques is that the weight of a set of merged components is the maximum of the merged weights, as detailed in [13].

c) Fusion: After the local update in Line 19 of Algorithm 1, we have independent information at sensor node $S_j$, under the form of a local posterior possibility function $P_k^{(i)}$, and aim to produce a fused possibility function $F_k$. A direct application of (9) yields the parameters of $F_k$ as

$$\hat{\beta}_k = C^{-1} \prod_{j \in N_i} \beta_k^{(i)}$$

$$\hat{\alpha}_k = C^{-1} \sup_{x \in S} \prod_{j \in N_i} a_k^{(j)} f_k^{(j)}(x)$$

$$\hat{f}_k(x) \propto \prod_{j \in N_i} f_k^{(j)}(x)$$

where $C$ is such that $\max\{\hat{\alpha}_k, \hat{\beta}_k\} = 1$. The products in (20) are computed by multiplying two terms at a time in Lines 24-26 of Algorithm 1, with the specific calculations for the case of a Gaussian max-mixture being given in Algorithm 3. These steps are repeated $L$ times.

Remark 5. If $n$ is large and $w_i = 1/n$ for all $i \in V$ then $g_k^{w_i}$ might be extremely uninformative and make inference at each node more challenging, especially if there is a substantial number of false alarms. This can be addressed if the sensor FoVs are different, in which case the information in a given region does not have to be communicated to sensors that do not observe it. This extension is however kept for future work.

VI. SIMULATIONS

We aim to show that the required approximations, i.e. pruning and merging of the Gaussian max-mixture, and a limited number of hops on the sensor network do not significantly lower the performance of the proposed method; recalling that, without these approximations and limitations, the proposed method would be asymptotically exact. The considered baselines are the decentralised fusion algorithms for the Bernoulli filter based on geometric average [21], arithmetic average [22] as well as the iterated (i.e. non-distributed) versions of both the probabilistic and possibilistic Bernoulli filters.

We consider simulations designed using the units of the international system, which allows for making these units implicit. Specifically, we consider $K = 25$ time steps of duration $\Delta = 1$, where targets evolve according to a nearly-constant velocity model in the 2-dimensional Euclidean plane, i.e. $X_k = GX_{k-1} + U_k$ with $U_k \sim N(0, Q)$ independently for any $k$, where

$$G = I_2 \otimes \begin{bmatrix} \Delta & 0 \\ 0 & 1 \end{bmatrix}$$

and $Q = \sigma^2 I_2 \otimes \begin{bmatrix} \Delta^4/4 & \Delta^3/2 \\ \Delta^3/2 & \Delta^2 \end{bmatrix}$,

and, $\sigma = 0.5$ is the standard deviation of the process noise. We assume that all the sensors have the same parameters and omit the superscript $^{(i)}$ whenever appropriate. Only the location of targets is observed by the sensors, that is $Y_k^{(i)} = H(X_k -$
$x^{(i)}_k + V^{(i)}$ with $V^{(i)} \sim N(0, \sigma'^2 I_2)$ independently for any $k$ and any $i$, where $\sigma' = 5$ is the standard deviation of the observational noise and where

$$H = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}.$$ 

The state space is therefore defined as $S = \mathbb{R}^4$ and we assume the observation space to be of the form $S' = [0, 1000] \times [0, 1000]$. We consider the case of $n = 4$ sensors, distributed across the corners of the square boundary of $S'$.

Any given sensor has an edge connecting it to the 2 closest sensors, one on each side of it. The weight matrix $\Gamma$ is defined based on the Metropolis weights [32] as is usual in decentralised fusion. We denote by $p_d(x) = 0.7$ the probability of detection at state $x \in S$ and by $p_a(x) = 1 - 10^{-3}$ the probability of survival at $x$. We model the birth of the target as follows: there is a probability $1/K$ for the target is born at any given time step and, when it is born, its state is drawn from $\frac{1}{3} \sum_{i=1}^{4} N(\mu_{b,i}, \Sigma_b)$, where each of the means $\mu_{b,1}, \ldots, \mu_{b,4}$ is one of $[500 \pm 200, 0, 500 \pm 200, 0]^\top$ and where $\Sigma_b$ is the diagonal matrix with diagonal $[25^2, 5^2, 25^2, 5^2]$. Yet, in practice, the times of birth and death of the target are predetermined in order to facilitate the interpretation of the results: it is born at time 5 and disappears at time 20. The number of false alarms is Poisson distributed with parameter $\lambda_{fa} = 25$, with the corresponding observations being drawn uniformly at random within $S'$. Both probabilistic and possibilistic approaches rely on pruning of the Gaussian mixture and max-mixture components with a threshold of $10^{-3}$. For the merging of components, it is based on the Hellinger distance with a threshold of 0.5. The presence of the target is confirmed in probabilistic methods when the probability of existence is greater than a given threshold. Since arithmetic average and geometric average methods behave differently, the threshold for the former ($\tau_{aa} = 0.7$) is different than the threshold for the latter ($\tau_{ga} = 0.95$). The mechanisms that the proposed approach relies on are close to the ones of the geometric average fusion so that the same threshold $\tau_{ga}$ is used; yet, instead of requiring the possibility of presence $\alpha$ to be greater than $\tau_{ga}$, we check if the possibility of non-existence $\beta$ is smaller than $1 - \tau_{ga}$. This is a more stringent test which amounts to requiring that the corresponding minimum subjective probability of presence be no smaller than $\tau_{ga}$.

An important aspect of the considered possibilistic approach is that it does not take the above data-generating mechanism directly as a model, and instead translates it into possibility functions. The Gaussian possibility function describing the dynamics is assumed to take the same expected value and covariance matrices as in the true model, and target-wise parameters are translated as follows: for any $x \in S$, denoting by $S_{obs} = \{x \in S : Hx \in S'\}$ the observed subset of the state space, we set $\alpha_d(x) = 1$, $\alpha_d(x) = 1_S_{obs}(x)$ and $\beta_d(x) = 1 - p_d 1_S_{obs}(x)$, which correspond to the interpretation of possibility function as upper bounds for probabilities, as detailed in [13].

Fig. 2 corresponds to the case where $L = 2$ iterations are performed for decentralised fusion, allowing for the information of each sensor to reach all other sensors while still being far from the asymptotic case where $\Gamma^L$ is the constant matrix where each component is equal to $1/n$. Fig. 2 shows that possibilistic fusion largely outperforms its probabilistic counterpart for 4 considered performance criteria. In Fig. 2a, where the performance is assessed via the OSPA metric [33], it is already clear that the loss incurred by the proposed decentralised fusion algorithm is negligible when compared to the asymptotic regime. Fig. 2b and 2c confirm that there are advantages both in terms of localisation and of cardinality estimation, although the localisation error of the geometric average fusion is similar to the one of the proposed method after 5 to 10 time steps. Even though Fig. 2b shows that the possibilistic methods initialise slightly faster than the iterated probabilistic algorithm, we do not consider this difference as significant as it can be due to the choice of confirmation threshold. The same remark can be made about the difference in cardinality error between the arithmetic average and geometric average fusion in Fig. 2b.

One of the advantages of the proposed method is that the variance of the Gaussian term with highest weight is not overestimated, as opposed to arithmetic/geometric average methods. This is illustrated in Fig. 2d, which shows the entropy $\log \det(2\pi e P_k)$, with $P_k$ the updated covariance matrix of the Gaussian term with highest weight at time $k$. Although the localisation error of the geometric average fusion is close to the proposed method, there remains a substantial error in the estimated variance, which can negatively affect downstream tasks.

Finally, we study the behaviour of the proposed method with varying number of iterations. Table I gives the OSPA distance for $L = 1, 2$ and 4 iterations, averaged over all $K = 25$ time steps as well as over a 1000 Monte Carlo runs. These results further validate the proposed method by showing a convergence to the asymptotic regime, even with a limited number of iterations. Given the structure of the sensor network, a single iteration is not sufficient for the information from each sensor to reach all other sensors, and the performance is more seriously affected in this case. For reference, the averaged OSPA distance for the geometric and arithmetic average fusion with $L = 2$ iterations are both over 6 due to the large cardinality error.

**VII. Conclusion**

In this article, we have demonstrated how possibility theory allows for fusing and sharing information on a sensor network while preserving the optimality of non-distributed solutions. Maintaining the independence between sensor nodes was key in allowing decentralised fusion to fully leverage the observations of all sensors, leveraging unique properties of possibility theory. Despite the fact that the Bernoulli filter and its possibilistic counterpart perform similarly in single-sensor approach.

| Table I: Averaged OSPA distance for possibilistic methods over all time steps and 1000 Monte Carlo runs |
|-------------------------------------------------|-------------------|-------------------|-------------------|
| Asymptotic (approximate) | Decentralised $L = 4$ | Decentralised $L = 2$ | Decentralised $L = 1$ |
| 1.9045 | 1.9056 | 1.9438 | 2.3325 |
problems, significant gains were observed for decentralised networks. Future work includes improving the robustness to potential calibration errors of some of the sensors, hence leveraging the capabilities of possibility theory in terms of robust inference [34], [35].
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APPENDIX

A. Likelihood for the possibilistic Bernoulli filter

We first consider separately the probabilistic and possibilistic components of the likelihood. We model the uncertainty about the detection of the target as epistemic, with a possibility function characterised by $\alpha_d$ for a detection and $\beta_d$ for a detection failure. The uncertainty in the data association is considered epistemic as there is a true data association which is simply unknown. For the sake of simplicity, we re-express the observation set $Y$ as a vector $\tilde{y} = (y_1, \ldots, y_m)$. Assuming that a detection has occurred, a possible association is defined as choosing a component of $\tilde{y}$ as the true detection, so that the other components are all false alarms. There is no prior information about the data association, which we model as permutations of indices in $\{1, \ldots, m\}$, so we choose 1 as the corresponding possibility function.

If the target exists, is at state $x \in S$, and is detected, then the true observation $y$ is characterised by the conditional probability distribution $p(\cdot | x)$ and the false alarms are characterised by $\kappa$, with an underlying cardinality distribution $c$ on $\mathbb{N}$ and, assuming there are $n$ false alarms, with a p.d.f. $p_n$ on $(S')^n$. In case of detection, the uncertainty in the observation is defined via an outer probability measure $\bar{P}_d$ [10], characterised by

$$\bar{P}_d(\varphi | x) = \sum_{n \geq 1} c(n-1) \int \max_{\sigma} (\varphi(y_{\sigma(1)}, \ldots, y_{\sigma(n)})) dy_1 \ldots dy_n$$

for any real-valued function $\varphi$ taking vectors of observations as argument, where the maximum ranges over all permutations $\sigma$ of $\{1, \ldots, n\}$. Setting $\varphi = \delta(y_1, \ldots, y_m)$ yields

$$\bar{P}_d(y_1, \ldots, y_m | x) = c(m-1) \times \max_{\sigma} p(y_{\sigma^{-1}(1)} | x) p_{n-1}(y_{\sigma^{-1}(2)}, \ldots, y_{\sigma^{-1}(m)}),$$

which can be simplified using the definition of $p_{n-1}$ as

$$\bar{P}_d(y_1, \ldots, y_m | x) = \max_{y \in \mathcal{Y}} p(y | x) \kappa(\mathcal{Y} \setminus \{y\}).$$

Following the same steps, we find that the likelihood for the case where the target is not detecting is simply $\kappa(\mathcal{Y})$. Finally, taking the epistemic uncertainty regarding detection into account, we obtain the likelihood of interest.