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Abstract

Quite a few people in the world have to stay under permanent surveillance for health reasons; they include diabetic people or people with some other chronic conditions, the elderly and the disabled. These groups may face heightened risk of having life-threatening falls or of being struck by a syncope. Due to limited availability of resources a substantial part of people at risk can not receive necessary monitoring and thus are exposed to excessive danger. Nowadays, this problem is usually solved via applying Human Activity Recognition (HAR) methods. HAR is a perspective and fast-paced Data Science field, which has a wide range of application areas such as healthcare, sport, security, surveillance etc. However, the currently techniques of recognition are markedly lacking in accuracy, hence, the present paper suggests a highly accurate method for human activity classification. We propose a new workflow to address the HAR problem and evaluate it on the UniMiB SHAR dataset [8], which consists of the accelerometer signals. The model we suggest is based on continuous wavelet transform (CWT) and convolutional neural networks (CNNs). Wavelet transform localizes signal features both in time and frequency domains and after that a CNN extracts these features and recognizes activity. It is also worth noting that CWT converts 1D accelerometer signal into 2D images and thus enables to obtain better results as 2D networks have a significantly higher predictive capacity. In the course of the work we build a convolutional neural network and vary such model parameters as number of spatial axes, number of convolutional and dense layers, number of neurons in each layer, image size, type of mother wavelet, the order of zero moment of mother wavelet etc. Besides, we also apply models with residual blocks which resulted in significantly higher metric values. Finally, we succeed to reach 99.26 % accuracy and it is a worthy performance for this problem.

1 Introduction

Human Activity Recognition (or HAR) [1] is a promising and rapidly growing branch of Data Science, which nowadays have scores of directions in application. Firstly, HAR is widely used in the area of smart homes [2], where it plays two significant roles: health care of the elderly and disabled and adaptation of the environment to the residents’ habits in order to improve the quality of their lives [3]. Then, another area of HAR implementing is the security and surveillance sphere [4]. For example, in airports surveillance systems can detect about 50 different types of actions such as aircraft arrival preparation or baggage unloading, and in public places like metro special cameras can recognize fighting and vandalism. Besides, HAR is often applied for different sport purposes: not only by individuals for their private objectives (such as keeping the history of their sport activity, struggling with the Office Workers Syndrome [5] of calculating daily energy loss), but also in the field of great sport for event detection for highlight generation and automatic video commenting [6].

Finally, as it has already been mentioned, one of the most popular and, at the same time, socially beneficial area of HAR application is healthcare. Elderly people or people vulnerable to syncope (such as diabetics) have to be kept under continuous observation, what sometimes can be rather difficult. One method of combating this problem is to record any particular signal connected with person movements and to process it automatically. If any data anomaly is detected, it will be a cause for concern that something like fall or syncope has occurred.

Generally speaking, the process of HAR can be roughly divided into two parts - data collection and data processing. The two main types of data-collecting devices are exterior and wearable sensors. [7] Each of these types has its benefits and drawbacks. Intelligent homes can be a classic illustration of exterior detection systems. The dispersion of sensor placement provides a better opportunity for data collection and, thereafter, for the activity identification. Separate exterior cameras are also frequently used for detection and recognition. They can simultaneously follow a few people and they do not burden observed individuals with their weight. However, exterior sensors have a number of shortcomings. Firstly, external devices should be connected with a certain place and has a limited angle of aspect. Then, video recording can be produced hiddenly and it is illegally. Finally, video processing requires much more resources compared with the processing of some other types of signals, which will be discussed further.

Wearable sensors is an excellent alternative for external detectors. There is plenty of parameters that can be measured by them for activity detection. For example, outside condition can indicate the type of activity: if it is noiseless and dark, the object is probably sleeping, if it is cold, the
Figure 1: Workflow consists of several parts. Firstly, 1D accelerometer signals are converted into 2D images via wavelet transform. Then, a neural network (CNN or ResNet) is trained on these images and, finally, it becomes capable of predicting the class of human activity.

Object may walking outside, etc. Physiological signals (heart and breath rate, skin temperature, blood pressure etc) also carry some information connected with activity. Finally, there is a wide range of variable physical quantities which can be used as an input signal. For measuring this signal corresponding apparatus are used: accelerometers, gravimeters, magnetometers and dozens more. It is noteworthy that these apparatus are often built in smartphones and can be managed just by means of a mobile app. Therefore, wearable sensors turned out to be the most suitable type of device to meet our target. In the course of the current project we use a dataset UniMiB-SHAR [8], which contains benchmarked accelerometer data.

Thus, our objective is to determine the type of human activity based on the accelerometer signal [9]. There are numbers of classifies, which can be appropriate for this classification problem; following are some of them.

Firstly, there is Naive Bayes, which assumes that all the features are independent and classifies every object with the probability proportional to conditional probabilities of its features [10]. In comparison to other methods, Naive Bayes performs a markedly lower accuracy [11]. Another classifier, Support Vector Machine (or SVM) divides objects in such a way as to maximize a gap between classes and, if objects are not separable linearly, increases the dimension of space [12]. The authors of the UniMiB SHAR dataset managed to gain 78.75% accuracy via the SVM method [8]. At the same time, Random Forest (a group of Decision Trees [13], [14]) enabled authors to obtain the 81.48% accuracy. K Nearest Neighbours (kNN) classifier ranks an object with the group which the majority of its neighbours belongs to [15]. This method is applied in the article [16], where quite high results, compared to some other methods such as Decision Trees, are presented. Logistic Regression (LR) considers class label as a probability function and maximize the likelihood function [17]. This method is designed for binary classification and can be used in the HAR purpose only in particular cases [18]. However, as the authors [18] notice, sometimes LR is significantly more time-consuming than some of the algorithms and as time-consuming as neural networks whereas it occasionally presents low results compared with other techniques.

Finally, different types of Artificial Neural Networks (ANNs) are widely used for classification problems [19], [20]. Due to their layered structure and a high number of weights, ANNs are able to capture even implicit features, thereby being an excellent classifier. The layers of the ANNs are composed of neurons, which are essentially primitive computational processors. Neural Networks differ in the architecture; in the current work the Convolutional Neural Networks (or CNNs) [21], [22] are discussed.

In addition to dense layers, which are contained in almost all types of networks, CNNs also include convolutional and pooling layers. Convolutional layers enable to extract image features into feature maps, pooling layers decreases feature map dimension.

A perfect example of ANNs application for human activity recognition is described by Debadyuti Mukherjee, et al. in the article [23]. Here the authors suggest a model composed of three independent neural networks: CNN-Net, Encoded-Net and CNN-LSTM. Each of this models has a special role. Namely, the CNN-Net model is in charge of feature extraction, the Encoded-Net model searches for hidden information and represents it in a simpler way, while the CNN-LSTM model keeps information fluctuations according to its sequence. The combined model, called EnsemConvNet,
enabled to obtain 92.6% accuracy on the UniMiB SHAR dataset.

Another CNN-based method is presented in the article [24] by Alireza Keshavarzian, et al. Their model consists of three parts. The first part is composed of one-dimensional convolution layer, batch normalization and ReLU activation function. In parallel with it the second part is situated, which is a pile of five residual blocks. Lastly, the architecture is topped with a module which bring these two branches together and gives the final answer. This approach enabled to reach 93.4 % accuracy on the UniMiB SHAR dataset.

In some cases CNNs are used in combination not only with other networks but also with different methods. For example, in the article [25] it is shown that extracting features via Fourier transform can significantly increase accuracy up to 94.02%.

Sometimes high accuracy can be obtained by implementing CNN models with Residual Blocks. Such models (ResNets) can be available in PyTorch, TensorFlow or Keras [26] libraries [27]. ResNets are widely used for a variety of purposes. For example, in the context of the Covid-19 pandemic, there is a sudden surge in demand for fast and reliable diagnostic methods. A group of MIT researchers suggested an approach whereby artificial neural networks detect patients with Covid-19 based on the audio record of the cough [28]. The researches used a several neural networks for different subtasks, inter alia, they applied ResNet50 to discriminate between various sounds connected with a degree of vocal cord strength. The suggested model demonstrated remarkable results, as it succeeded to identified 98.5 % of sick with Covid-19 patients even if they were completely asymptomatic.

Another example of off-the-shelf residual models application is described in the article [29], where authors use ResNet50 to solve the fingerprint recognition problem. ResNet50 enabled the researchers to outrun the already existing solutions. Finally, with respect to the human activity recognition problem, ResNets can be applied as in the work [30], where ResNet50 serves for the vision-based recognition of human activity.

Note that though off-the-shelf ResNet models usually tend to perform excellent results, there is no examples of their application to solve the acceleration-based human activity recognition problem as ResNets were developed for image classification while accelerometer signal is one-dimensional. We managed to overcome this obstacle by applying continuous wavelet transform to the initial signal and thus obtaining an image, as will be covered below.

Thus, though existing methods are getting pretty good with the HAR problem, they are still can be improved. Hence, we suggest a principally new approach for the challenge in question. Although CNNs rather can cope with 1D signal classification, while sorting 2D data they usually demonstrate noticeably better results, so one-dimensional accelerometer signal, this signal has to be transformed. There are two the most frequently used ways to do it: Fourier transform and wavelet transform [32]. The Wavelet Transform method, suggested in 1970s by a French geophysicist Jean Morlet, enables to effectively obtain high resolution in frequency as well as in time domain. Since then the WT method has been significantly developed and in 2017 The Abel Prize was awarded to Yves Meyer “for his pivotal role in the development of the mathematical theory of wavelets” [31]. Due to the periodicity of trigonometric functions and aperiodicity of mother wavelets, the Fourier transform is localized in frequency and is not localized in time and the Wavelet transform is localized in both of these domains. Consequently, the wavelet transform is much more suitable for analyzing non-stationary data (and the accelerometer signals belong precisely to the non-stationary one).

Therefore, in this paper we propose a model which firstly applies wavelet transform to signals and then classifies them via a convolutional neural network. We suggest that this approach will deliver quite higher accuracy than previously used methods. In order to train and test our model we use UniMiB SHAR dataset. To evaluate the model we use four metrics: loss-function, accuracy, recall and precision. The article is structured as followed. Firstly, we describe our program and the methodology of the experiment conduction. Then, the results of the experiment are given. Finally, we discuss the obtained results and the perspectives of the method.

2 Methodology

This section describes the dataset we used to train and test the neuronal network, preprocessing and the network architecture.
2.1 Data Description

In this article, all the work is conducted with the UniMiB SHAR dataset. UniMiB SHAR is a publicly available dataset which was desired to estimate new methods of human activity analysis. UniMiB SHAR is a collection of accelerometer data obtained via smartphones that had been produced not earlier than in 2012. The process of accelerometer recording was as follows. Test subjects placed smartphones into their front trousers pocket and then performed the required actions. Before performing a movement and after finishing it, a test subject claps his hands in order to indicate start and end of the movement. From the accelerometer data the acceleration due to gravity was deducted. Finally, the Butterworth filter with the bandwidth up to 0.3 Hz was applied to the signal.

Every datum in the dataset consists of the accelerometer values along three axes and the signal magnitude. The types of activities are firstly divided into two main parts, namely Activities of Daily Living (or ADLs) and Falls. ADLs includes five categories of activities: Context-related (e.g., Stepping in a car), Motion-related (e.g., Walking), Posture-related (e.g., Standing), Sport-related (e.g., Jumping) and Others (e.g., Vacuuming). Falls are also divided into categories: Falling backward, Falling forward, Falling sideward and Specific fall (Fig. 2). Therefore, there are 4 subsets: AF2, F8, A9 and AF17. AF2 is divided only on Falls and ADLs. F8 contains 8 classes of Falls, A9 contains 9 classes of ADLs. Finally, AF17 is composed of all the 17 classes.

![Graph showing acceleration shapes](image)

Figure 2: The averaged samples of acceleration shapes [8]. Every subplot represents the magnitude of acceleration as a function of time

In the current article we work with the A17 subset only. We shuffle the dataset and then randomly leave 0.8 of data for training and the rest 0.2 for test.
2.2 Fourier and Wavelet Transforms

2.2.1 Feature extraction

Signal analysis is a popular field of research at the interface between mathematics and radio engineering. In order to present data in an interpretive way, one or the other approach to feature selection are usually implemented. For example, in the work [33] the authors tried to apply 35 parameters such as signal energy $E$ or the entropy $EE$ of the energy of each frame $E_n$ to a signal $S$:

$$E = \sum_{t=1}^{T} |S_t|^2,$$
$$EE = -\sum_n E_n \ln E_n E_n.$$  (1)

Such approaches can leads to agreeable results, though sometimes the feature extraction by the signal decomposition is required. For this purpose there is a whole series of methods. We cover them in the further subsections.

2.2.2 Generalized Fourier Series

Generalized Fourier series is the method which is used the most commonly for the signal analysis problem. A signal $S(t)$ which satisfies the equation

$$\int_{t_1}^{t_2} [S(t)]^2 dt < \infty$$  (3)

can be decomposed by the basis functions $\phi_0(t), ..., \phi_n(t)$ via the Generalized Fourier series:

$$S(t) = \sum_{n=0}^{\infty} C_n \phi_n(t),$$  (4)

where

$$C_n = \frac{1}{||\phi_n||^2} \int_{t_1}^{t_2} S(t)\phi_n(t)dt, \quad ||\phi_n||^2 = \int_{t_1}^{t_2} \phi_n^2(t)dt.$$  (5)

Basis functions $\phi_0, ..., \phi_n$ should not be identically zero and, besides, they should be orthogonal on the interval $[t_1, t_2]$:

$$\forall k, n \ (k \neq n) : \int_{t_1}^{t_2} \phi_k(t)\phi_n(t)dt = 0.$$  (6)

If every basis function $||\phi_n||^2 = 1$ (such basis functions are called normalized), the basis is called orthonormal. The choice of the optimal orthonormal system of basis functions is a matter of great importance. Two the most frequently used systems are harmonic basis functions and wavelets.

2.2.3 Fourier Transform

Fourier transform allows to decompose a signal by harmonic functions $1, \sin x, \cos x, \sin 2x, \cos 2x, ..., \sin nx, \cos nx$ [34].

A periodic signal can be decomposed into Fourier Series as follows:

$$S(t) = \frac{a_0}{2} + \sum_{n=1}^{\infty} (a_n\cos(nt) + b_n\sin(nt)),$$  (7)

where

$$a_0 = \frac{1}{\pi} \int_{-\pi}^{\pi} S(t)dt, \quad a_n = \frac{1}{\pi} \int_{-\pi}^{\pi} S(t)\cos(nt)dt, \quad b_n = \frac{1}{\pi} \int_{-\pi}^{\pi} S(t)\sin(nt)dt.$$  (8)
If the signal $S(t)$ is aperiodic, it can be represented as Fourier Integral via applying Fourier Transform:

$$S(t) = \int_{-\infty}^{\infty} [A(\omega)\cos(\omega t) + B(\omega)\sin(\omega t)]d\omega,$$

where $A(\omega)$ and $B(\omega)$ are defined likewise $a_n$ and $b_n$:

$$A(\omega) = \frac{1}{\pi} \int_{-\infty}^{\infty} S(t)\cos(\omega t)dt, \quad B(\omega) = \frac{1}{\pi} \int_{-\infty}^{\infty} S(t)\sin(\omega t)dt.$$  \hfill (10)

Fourier transform enables to reveal the intensity of each frequency which the original signal consists of, however, the time localizations of these frequencies remain unknown [35]. Due to the inability to localize frequencies in the time domain, Fourier transform is unsuitable for analyzing non-stationary signals. For example, Fig. 3 demonstrates how substantially different signals can have remarkably similar Fourier transforms. There are three signals in the first column (upper: $y = \sin 2x$, $x < 10$ and $y = \sin 10x$, $x > 10$; center: $y = \sin 10x$, $x < 10$ and $y = \sin 2x$, $x > 10$; lower: $y = \sin 2x + \sin 10x$). The second column consists of the Fourier transforms applied to the signals from the first column. The Fourier transform is obtained via using the scipy.fft module.

![Figure 3: Different functions and Fourier transform applied to them. A: $y = \sin 2x$, $x < 10$ and $y = \sin 10x$, $x > 10$. B: $y = \sin 10x$, $x < 10$ and $y = \sin 2x$, $x > 10$. C: $y = \sin 2x + \sin 10x$. D, E, F: Fourier transforms applied to functions A, B and C respectively. Thus, distinctly different functions can have very similar Fourier transforms.](image)

2.2.4 Short-Time Fourier Transform

One of the ways to specify the frequency location is to decompose the original signal only in a certain window which glides alone the time axis. This approach is known as Short-Time Fourier
Transform [36]. It can be represented as follows:

\[
STFT(t, \omega) = \int_{-\infty}^{\infty} S(\tau) W(\tau - t) e^{-i\omega \tau},
\]

(11)

where \(W(\tau - t)\) is the window function. The type of the window function and the window size are chosen for every certain purpose individually. It should be noted, that the size of the window imposes some restrictions on the quality of results. According to the uncertainty principle [37], with higher frequency resolution the time resolution decreases and vice versa:

\[
\Delta \tau \cdot \Delta \omega \sim \frac{1}{4\pi}.
\]

(12)

Sometimes it is possible to find a compromise window size (for example, in the article [38] Short-Time Fourier Transform is successfully used to solve the HAR problem), but in certain cases it becomes necessary to find some other approach free of this restriction. This disadvantage can be wiped out by implementing the Wavelet Transform approach.

2.2.5 Wavelet Transform

There are two types of wavelet transform: discrete and continuous [39].

Continuous Wavelet Transform (or CWT) is a mathematical operation which represents a real-valued function \(S(t)\) as a following integral:

\[
W_s(a, b) = \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} S(t) \Psi\left(\frac{t-b}{a}\right) dt,
\]

(13)

depending on a scale \(a > 0\) \((a \in \mathbb{R}^+)\) and translational value \(b\) \((b \in \mathbb{R})\). Discrete Wavelet Transform (or DWT) carries with it a similar idea [40], with the difference that parameters \(a\) and \(b\) are discrete:

\[
a = (a_0)^n, \quad b = kb_0.
\]

(14)

Though CWT and DWT have much in common, they are usually used for different purposes. While DWT is a perfect instrument for such coding problems as image compression, CWT is mostly applied for signal analysis tasks [41]. Thus, CWT is the method we implement in the current work.

The Fig. 4 demonstrates that compared to the Fourier transform (Fig. 3), the Wavelet transform is able to distinctly localize features in the time domain.

As it has already been mentioned, CWT provides an excellent opportunity to extract and investigate complicated spectral features of a signal [42]. Function \(\Psi\) is a continuous in time and frequency function and is called mother wavelet. This mother wavelet is used to obtain a daughter wavelet for each possible pair \((a, b)\):

\[
\Psi_{a,b}(t) = \frac{1}{\sqrt{a}} \Psi\left(\frac{t-b}{a}\right).
\]

(15)

Then, the CWT is applied:

\[
W_s(a, b) = \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} S(t) \Psi\left(\frac{t-b}{a}\right) dt = \int_{-\infty}^{\infty} S(t) \Psi_{a,b}(t) = (S(t), \Psi_{a,b}(t)).
\]

(16)

Formula (16) shows the similarity between the signal in question and each of the daughter wavelets. These results can be represented as an image with \(b\)-value set along the \(x\)-axis and \(a\)-value set along the \(y\)-axis. The intensity of each pixel is determined by formula 13 with corresponding \(a\) and \(b\) values.

In the fig. 5 the results of CWT applied to the jumping and walking signals using different mother wavelets.

It has already been said that mother wavelet \(\Psi\) has to be continuous in time and frequency. There are 3 more requirements for mother wavelet functions. First, such function must be limited what means that its squared module has to be limited:
\[ ||\Psi||^2 = \int_{-\infty}^{\infty} ||\Psi(t)||^2 dt < \infty. \quad (17) \]

Second, the function has to be localized both in time and in frequency. Finally, the area under the curve has to be zero [43]. Let us address the last requirement in greater detail. In other words, the zero-order moment of the function should be equal to zero [44]:

\[ \int_{-\infty}^{\infty} \Psi(t) dt = 0. \quad (18) \]

There are several widely-used mother wavelets, but we chose three of them: Morlet, Paul and derivatives of gaussian function (including Mexican Hat, which is second-order derivative). In the current work the wavelet transform is performed via the pycwt python library.

Sometimes there are additional conditions on the function \( \Psi(t) \):

\[ \forall k \in [0, n] : \int_{-\infty}^{\infty} t^k \Psi(t) dt = 0. \quad (19) \]

which mean that not only zero-ordered moment but all the moments up to one with the n-order are equal to zero. Wavelets with low orders of zero moments are targeted at low frequencies primarily (pic. 6). On the other hand, high-ordered wavelets mitigate lowly oscillating components of signal and thus reveal high-frequency structures. Hence, a combination of low and high-ordered filters can present the most complete picture of signal features.
Applying CWT is a popular approach in the different branches of the signal classification field. For example, in the work [45] CWT is used for the microseismic signals classification and in the article [46] it is an excellent tool for dealing with electrocardiogram signals.

In the current work we apply CWT not only because it is an excellent tool for feature extraction, but also to transform a single-dimensioned signal into an image. This step is necessary, since convolutional neural networks, which we use, tend to provide significantly better results on 2- or 3-dimensional objects, as will be covered in the next section. Therefore, convolutional wavelet transform opens up new horizons of signal classification, inter alia, in the sphere of human activity recognition.
2.3 Convolutional Neural Network

Convolutional Neural Networks (or CNNs) is a commonly used class of feedforward learning algorithms [47]. The main idea of CNN working is a shift from minor features to the global ones, what makes CNNs perfect for image classification. A typical CNN consists of alternating batches of convolutional, pooling and fully connected layers. Convolutional layers are arranged as follows. A small matrix called filter courses through a previous layer and after each shift the filter is multiplied componentwise by a part of that layer; the next layer is being formed from the results of these multiplications. Convolutional layers are designed for feature extraction, and every further convolutional layer derives more complex features than the previous one. Pooling layers are responsible for the reduction of feature size. A pooling layer takes a square of a few pixels and returns the average (average pooling) value or the maximal value (max pooling) of them. The last type of layers applied in CNNs is fully connected layers. Their main purpose is to present a function of class determination based on features extracted by all the previous layers.
The initial version of our CNN consists of alternating two convolutional (kernel size = 5 x 5 and two max pooling layers (2-fold pooling in both directions), followed by two dense layers (first of them has 1000 neurons and the second one has 17 neurons, what is equal to the number of activity classes). We have the ReLu activation function in the convolutional layers and in the 1000-neuroned dense layer and the Softmax activation function in the last dense layer. The stride (a kernel step) is equal to 1 in the convolutional layers and to 2 in the pooling layers. The principal scheme of the initial model is shown in the fig. 7. Some parameters (such as the number of convolutional layers, fully-connected (dense) layers or the number of neurons in a layer) are varied in the course of the work.

Deep CNNs are able to extract more implicit features, however, in deep networks the vanishing gradient problem may occur. This matter can be solved by using Residual Blocks \[48\], which add shortcut connections between pairs of layers. The function of residual block is as follows:

\[ y = F(x, W_i) + x, \]

where \( x \) and \( y \) are the input and output vectors respectively and function \( F(x, W_i) \) refers to the residual mapping. In the current article we implement ResNets available in the Python library Keras.

The general workflow of our work is as follows (Fig. 1). Though for the 1D signal classification CNNs are also suitable, like they are implemented in the article \[49\] for the seismic signal classification, while dealing with 2D objects CNNs can perform significantly better results. Thus, firstly, we convert the 1D accelerometer signal into the 2D images via applying CWT in order to extract signal features and, at the same time, to make it possible to implement 2D CNNs. Secondly, these images are cropped down to the similar size and converted to the grayscale for reducing excessive dimension. The mentioned steps are conducted for three spacial axes (\( x, y \) and \( z \)) and then the obtained gray images are combined into a multi-axis image. Finally, the multi-axis images are received by a neural network (CNN or ResNet), which predicts the class of the activity.
3 Results and Discussion

3.1 Preprocessing

Firstly, we choose an optimal way of data representation. We compare the image methods, where the image representation is realised via three different python libraries: matplotlib.pyplot, cv2 and skimage, and the array method. We build a primitive convolutional neural network (Fig. 7), which gives the best results while using the images created via the matplotlib.pyplot library. Thus, we chose this way to create images as the most appropriate way of data representation.
3.2 Different axes

As stated above, in this paper we work with the *UniMiB SHAR dataset*. It contains acceleration values along three axes and general magnitude of acceleration. Using the same network (Fig. 7), we investigate which one of these four data series characterizes activity most distinctly. Then we test if a combination of data rows can deliver better results. The results are presented in Fig. 8 (here and throughout all the plots are for the test data). It can be seen that Z axis characterizes the general motion most closely.

![Figure 8: Loss-function and accuracy vs number of epochs for magnitude and different axes](image)

After that we designed 3-axis (X, Y, Z) and 4-axis (X, Y, Z, magnitude) neural networks in order to find out if the combination of axes describes motions most specifically. It can be seen from Fig. 9 that in comparison with single-axis neural network (Z axis), multi-axis neural networks produce substantially better results. On the other hand, the results obtained via 3-axis and 4-axis neural networks do not differ from one another significantly. Meanwhile, 3-axis neural network is less time- and resource-consuming than the 4-axis one, so we chose 3-axis network.

![Figure 9: Loss-function and accuracy vs number of epochs for 1, 3 and 4-axis neural networks](image)
3.3 Network variations

Next, we optimize the network architecture for 3-axis wavelet images. To start with, we probe different numbers of convolutional layers. We find out, that if the net consists of 3 convolutional layers its predictive quality increases compared with a net consisted of 2 convolutional layers (Fig. 10).

![Figure 10: Loss-function, recall, accuracy and precision vs number of epochs for 2 or 3 convolutional layers](image-url)
Secondly, we examine what is the optimal number of neurons in each convolutional layer. It turns out to be 32/128/128 (fig. 11).

Figure 11: Loss-function, recall, accuracy and precision vs number of epochs for different number of neurons in convolutional layers
Finally, for a net with 3 convolutional layers consisted of 32/128/128 neurons we determine the optimal number of extra dense layers. It is established that while the number of extra dense layers increases the accuracy only declines, as well as other metrics do. (Fig. 12).

Thus, the most appropriate network is composed of 3 convolutional layers with 32/128/128 neurons and one extra dense layer with 1000 neurons.

Figure 12: Loss-function, recall, accuracy and precision vs number of epochs for different number of extra dense layers
3.4 Cut and uncut images

So far, we overlook the fact that wavelets are not just simple images with all the pixels equitable. Indeed, the informativity of values changes along the $y$ axis, and in the area of low scale parameter even the least visible features can be detected. Thus, we try to divide every image into two parts as a branched network should be more sensitive, but as the number of trainable parameters decreases the result degrades (Fig. 13).

![Figure 13: Loss-function, recall, accuracy and precision vs number of epochs for cut and uncut images](image)
3.5 Different wavelets

The choice of the optimal mother wavelet is a very important step of the research. Up to this point, we use only the *Mexican Hat* wavelet (the 2nd derivative of the *Gauss function*). Now we try two more functions: *Paul* and *Morlet*. However, Mexican Hat shows the best scores (Fig. 14). A little less accuracy can be delivered by the Paul wavelet, and the Morlet Wavelet gives the worst result.

![Graph showing loss function, recall, accuracy, and precision vs number of epochs for different mother wavelets](image-url)

Figure 14: Loss-function, recall, accuracy and precision vs number of epochs for different mother wavelets
Next, we explore combinations of several mother wavelets. We add new wavelets in order of accuracy decreasing: Mexican Hat, Paul and Morlet.

![Figure 15: Loss-function, recall, accuracy and precision vs number of epochs for different combinations of mother wavelets (H, P and M are the Mexican Hat, Paul and Morlet mother wavelets respectively)](image)

Figure 15: Loss-function, recall, accuracy and precision vs number of epochs for different combinations of mother wavelets (H, P and M are the Mexican Hat, Paul and Morlet mother wavelets respectively)

It can be seen, that while the number of wavelets increases the accuracy decreases (Fig. 15), so we continue working with Mexican Hat only.
3.6 Batchsize

Now, we investigate what batchsize is the best for the chosen model (Fig. 16). For batchsize = 35 the best result is obtained (accuracy is equal to 0.978).

Figure 16: Loss-function, recall, accuracy and precision vs number of epochs for different number of batches for the Mexican Hat mother wavelet
3.7 Built-in models

After having researched parameters of our nets up and down, we test the built-in neural networks. We test 6 residual models available in Keras: ResNet50, ResNet101, ResNet152, ResNet50V2, ResNet101V2 and ResNet152V2. For ResNets the accuracy spikes down, so we augment the dataset by cropping every long image not into one short image as before but into a few images with a shift (Fig. 17) and then increase the batch size up to 500 samples. The best accuracy (99.25 %) is obtained via implementing the ResNet50 network.

Figure 17: Principle schemes of image cropping. A - For CNNs only a single image is obtained from every initial image. B - For ResNets a set of images is obtained for every initial image which is achieved by shifting the cropping frame.
Figure 18: Loss-function, recall, accuracy and precision vs number of epochs for Residual Networks
3.8 Image size

We also wonder if with a bigger image size the accuracy of prediction will increase. To challenge
this theory, we generate images with higher resolution and test them on the ResNet50V2 network.
However, the results of prediction become worse (Fig. 19) as while the number of weights increases
the number of features remains the same.

Figure 19: Loss-function, recall, accuracy and precision vs number of epochs for bigger images
3.9 Wavelets with different zero moments

The order of zero moment of the mother wavelet is also a significant parameter which influences the ability of extracting features. We generate images with 1, 2, 3, 4 and 5 orders of zero moment for the DOG (derivatives of gaussian function) mother wavelets and find out that the best result (Fig. 20) is obtained with the 2nd order (Mexican Hat).

Figure 20: Loss-function, recall, accuracy and precision vs number of epochs for different orders of DOG mother wavelets
Finally, we study a combination of images created with 2- and 4-order zero moments (Fig. 21); for this combination the best accuracy is 99.26%, thus, a combination of wavelets with different orders of zero moments does not result in a significantly higher accuracy.

Figure 21: Loss-function, recall, accuracy and precision vs number of epochs for a combination of 2- and 4-orders of mother wavelets

4 Conclusion

In the present work we suggest and realize a method for human activity recognition based on continuous wavelet transform and neural networks (code: https://github.com/AnitaEpsilon/HAR/). We propose a structure of a convolutional neural network and after varying such parameters as number of convolutional and dense layers, number of neurons in a layer, batchsize, number of spatial axes, mother wavelet, number of mother wavelets etc, we succeed to build an optimal model. We compare the CNN model with ResNets models provided by the Keras library. The ResNet models demonstrate a significantly better result. We also figure out, that the 2nd order of zero moment is the most optimal parameter for the DOG mother wavelet.

Compared with the reference article, we obtain a significantly higher accuracy (99.26% vs. 93.4%). We consider that the results we received not only play a significant role in the sphere of human activity recognition, but also bring new opportunities in the field of signal classification generally. In the future we plan to continue our research and to develop a device for the real-time activity prediction.
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