Iterative parameter estimation methods for dual-rate sampled-data bilinear systems by means of the data filtering technique
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Abstract
This paper considers the iterative parameter estimation for a dual-rate sampled-data bilinear system with autoregressive moving average noise. Through combining the auxiliary model identification idea with the data filtering technique, this paper derives two filtering auxiliary model gradient-based iterative algorithms by using two different filters. The key is to construct an auxiliary model for predicting the unavailable outputs, and to transform the dual-rate bilinear system identification model into two sub-identification models. Finally, an auxiliary model gradient-based iterative (AM-GI) algorithm is presented for comparison. The simulation results indicate that the proposed algorithms are effective for identifying the dual-rate sampled-data bilinear systems, and can generate more accurate parameter estimates and have a higher computational efficiency than the AM-GI algorithm.

1 | INTRODUCTION

Nonlinear systems widely exist in various practical problems, and have many characteristics significantly different from linear systems [1–3]. The modelling, parameter identification and control of nonlinear systems are difficult because of their complexity [4–6]. Bilinear systems are a class of ideal nonlinear system models with a simple model structure in the form, whose models are a generalization of linear system models [7, 8]. Due to the special structure of bilinear system models, they can describe a class of practical process more accurately than the linear system models [9, 10]. Therefore, bilinear and nonlinear models have been widely used in the fields of engineering [11–15].

The parameter estimation of bilinear systems has received extensive attention in the past several decades and many parameter estimation methods have been developed [16–18]. For example, Gibson et al. proposed a maximum likelihood parameter estimation method for a bilinear system [19]; according to the multi-innovation identification theory, Meng presented a new stochastic gradient algorithm for bilinear systems with white noises [20]; based on the data filtering technique, a filtering least squares-based iterative algorithm has been developed for parameter estimation of bilinear systems with coloured noises [21]; Zhang et al. derived a recursive parameter estimation algorithm and a state filtering-based least squares parameter estimation algorithm for bilinear systems using the hierarchical identification principle [22, 23]. In addition, transforming the bilinear system into an equivalent linear model is also an effective method to deal with the identification problem of bilinear systems, and many identification methods based on the model conversion have been developed, such as the observer/Kalman filtering based identification algorithm [24] and the intersection subspace algorithm [25]. Unfortunately, almost all of these methods assumed that the input–output data of bilinear systems are available at every sampling instant, that is, the outputs and the inputs of the bilinear systems have the same sampling rate. When the bilinear systems have dual-rate input–output data, these algorithms may be invalid. Motivated by these problems, this paper focuses on the identification of bilinear systems with dual-rate input–output data.

In the practical industrial process, there exist many multi-rate sampled-data systems because of the limitation of the measurement technology or any other hardware constraints, such as the production of yellow rice wine or the polymer [26, 27]. Multi-rate sampled-data systems have been studied extensively in the aspects of signal processing, control theory and system identification and modeling [28, 29]. A dual-rate sampled-data system, whose output sampling period is an integer multiple of the input updating period, is the simplest multi-rate sampled-data system [30]. The identification of dual-rate sampled-data systems has
The rest of this paper is organized as follows. Section 2 simply derives the identification model for dual-rate input–output bilinear systems with coloured noises. Sections 3 and 4 present an HF-AM-GI identification algorithm and an F-AM-GI identification algorithm by using the data filtering technique. Section 5 gives an AM-GI identification algorithm for comparison. Section 6 provides some numerical examples to validate the effectiveness of the proposed algorithms. Finally, some concluding remarks are made in Section 7.

2 System Description and Identification Model

Let us introduce some symbols for convenience. “$R := S$” or “$S := R$” stands for “$R$ is defined as $S$”. $1_{n}$ represents an $n$-dimensional column vector whose entries are all 1. The superscript $T$ denotes the matrix/vector transpose. $r^{-1}$ symbolizes a unit backward shift operator: $r^{-1}x(t) := x(t - 1)$.

The bilinear system can be described by a state space model structure, and also can be expressed as an input–output representation form. The difficulty of identifying the state space bilinear system is that its model structure contains the products of the states and inputs. According to the derivation process in [32], this paper eliminates the state variables in the bilinear state space system with the observability canonical form, and obtains the following input–output bilinear system with the output-error type model structure:

$$y(t) = \frac{C(r^{-1}) + u(t - n)D(r^{-1})}{A(r^{-1}) + u(t - n)B(r^{-1})}w(t) + w(t),$$

(1)

where $u(t) \in \mathbb{R}$ denotes the system input, $y(t) \in \mathbb{R}$ is the system output disturbed by a noise, $w(t) \in \mathbb{R}$ is a noise term with zero mean. $A(r^{-1})$, $B(r^{-1})$, $C(r^{-1})$, and $D(r^{-1})$ are the polynomials with respect to the unit backward shift operator $r^{-1}$, and can be described as

$$A(r^{-1}) := 1 + a_{1}r^{-1} + a_{2}r^{-2} + \cdots + a_{n}r^{-n}, \quad a_{i} \in \mathbb{R},$$

$$B(r^{-1}) := b_{1}r^{-1} + b_{2}r^{-2} + \cdots + b_{n}r^{-n}, \quad b_{i} \in \mathbb{R},$$

$$C(r^{-1}) := c_{1}r^{-1} + c_{2}r^{-2} + \cdots + c_{n}r^{-n}, \quad c_{i} \in \mathbb{R},$$

$$D(r^{-1}) := d_{2}r^{-2} + d_{3}r^{-3} + \cdots + d_{n}r^{-n}, \quad d_{i} \in \mathbb{R}.$$

In the dual-rate sampled-data bilinear systems, the input sampling period is assumed to be $T$, and the output sampling period is $bT$ ($b \geq 2$ is an integer). Then the input data have a quicker sampled rate than the output data, that is, all the input data $\{u(qT) : q = 1, 2, 3, \ldots\}$ and scarce output data $\{y(bqT) : q = 1, 2, 3, \ldots\}$ are available at each sampling instant $bT$, and the missing output data $\{y(bqT + jT) : j = 1, 2, \ldots, b - 1\}$ are not available. For convenience, the input data $u(qT)$ and the output data $y(bqT)$ are simply rewritten as $u(q)$ and $y(qb)$.

The noise term $w(t)$ in (1) may be a white noise process, an autoregressive (AR) process, a moving average (MA) process or
an ARMA process. Without loss of generality, this paper considers \(w(t)\) as an ARMA process, that is, \(w(t) := \frac{F(\zeta)}{E(\zeta)}v(t)\), where \(v(t) \in \mathbb{R}\) is a white noise process with zero mean, \(E(\zeta)\) and \(F(\zeta)\) are the polynomials in \(\zeta\) and

\[
F(\zeta) := 1 + e_1\zeta^{-1} + e_2\zeta^{-2} + \cdots + e_n\zeta^{-n}; \quad e_i \in \mathbb{R},
\]

\[
F(\zeta) := 1 + f_1\zeta^{-1} + f_2\zeta^{-2} + \cdots + f_m\zeta^{-m}; \quad f_i \in \mathbb{R}.
\]

Replacing \(t\) in (1) with \(qb\) and defining an intermediate variable \(\zeta(qb)\), the input–output bilinear system can be rewritten as

\[
\gamma(qb) = \zeta(qb) + w(qb),
\]

where

\[
\zeta(qb) := \frac{C(\zeta) + u(qb - n)D(\zeta)}{A(\zeta) + u(qb - n)B(\zeta)}w(qb),
\]

\[
w(qb) = \frac{F(\zeta)}{E(\zeta)}v(qb).
\]

The objective of this paper is to develop auxiliary model gradient-based iterative algorithms using the data filtering technique for estimating the unknown parameters \(a_i, b_i, c_i, d_i, e_i\) and \(f_i\) by using the dual-rate sampled data \(\{u(q), \gamma(qb) : q = 1, 2, 3, \ldots\}\).

Define the parameter vector \(\vartheta\) and the information vector \(\varphi(qb)\) as

\[
\vartheta := \begin{bmatrix} \tau \end{bmatrix} \in \mathbb{R}^{4n+n_q-1},
\]

\[
\varphi(qb) := \begin{bmatrix} \phi(qb) \\ \Psi(qb) \end{bmatrix} \in \mathbb{R}^{4n+n_q-1},
\]

\[
\tau := [a_1, a_2, \ldots, a_n, b_1, b_2, \ldots, b_n,
\]

\[
e_{1, 2, \ldots, n}, d_2, d_3, \ldots, d_m] \in \mathbb{R}^{4n-1},
\]

\[
\gamma := [e^T, f^T]^T \in \mathbb{R}^{n_q+n_f},
\]

\[
e := [e_1, e_2, \ldots, e_n]^T \in \mathbb{R}^n,
\]

\[
f := [f_1, f_2, \ldots, f_m]^T \in \mathbb{R}^m,
\]

\[
\phi(qb) := [-\zeta(qb - 1), -\zeta(qb - 2), \ldots, -\zeta(qb - n),
\]

\[
-u(qb - n)\zeta(qb - 1), -u(qb - n)\zeta(qb - 2), \ldots,
\]

\[
-u(qb - n)\zeta(qb - n), u(qb - 1), u(qb - 2), \ldots,
\]

\[
u(qb - n), u(qb - n)u(qb - 2),
\]

\[
u(qb - n)u(qb - n)u(qb - 2),
\]

\[
u(qb - n)u(qb - n)u(qb - 3), \ldots,
\]

\[
u(qb - n)u(qb - n)u(qb - n)] \in \mathbb{R}^{4n-1},
\]

\[
\psi(qb) := [\psi^T(qb), \psi^T_j(qb)]^T \in \mathbb{R}^{n_q+n_f},
\]

\[
\Psi_j(qb) := [-w(qb - h), -w(qb - 2h), \ldots,
\]

\[
-w(qb - nh)]^T \in \mathbb{R}^{n_q},
\]

\[
\Psi_j(qb) := [v(qb - h), v(qb - 2h), \ldots, v(qb - nh)]^T \in \mathbb{R}^{n_q}.
\]

According to the above definitions, Equation (4) can be rewritten as

\[
\gamma(qb) = [1 - E(\zeta)]w(qb) + F(\zeta)v(qb)
\]

\[
= -\sum_{i=1}^{n} e_i w(qb - ih) + \sum_{i=1}^{n} f_i v(qb - ih) + v(qb)
\]

\[
= \psi^T(qb)e + \psi^T_j(qb)f + v(qb)
\]

\[
= \psi^T(qb)\gamma + v(qb).
\]

Equation (7) is the noise identification model. From (3), we have

\[
\zeta(qb) = [1 - A(\zeta)]u(qb - n)B(\zeta)\zeta(qb)
\]

\[
+ [C(\zeta) + u(qb - n)D(\zeta)]w(qb)
\]

\[
= -\sum_{i=1}^{n} a_i \zeta(qb - i) - \sum_{i=1}^{n} b_i u(qb - n)\zeta(qb - i)
\]

\[
+ \sum_{i=2}^{n} e_i u(qb - i) + \sum_{i=2}^{n} d_i u(qb - n) u(qb - i)
\]

\[
= \phi^T(qb)\tau.
\]

Substituting (7) and (5) into (2) gives

\[
\gamma(qb) = \zeta(qb) + w(qb)
\]

\[
= \phi^T(qb)\tau + w(qb)
\]

\[
= \phi^T(qb)\tau + \psi^T_j(qb)f + v(qb)
\]

\[
= \psi^T(qb)\gamma + v(qb)
\]

\[
= \phi^T(qb)\vartheta + v(qb).
\]

Equation (13) is the identification model for the dual-rate input–output bilinear system with the output-error type model structure in (2), and the parameter vector \(\vartheta\) contains all the parameters to be estimated, that is, the parameters \(a_i, b_i, c_i\) and \(d_i\) of the system model and the parameters \(e_i\) and \(f_i\) of the noise model. The proposed algorithms in this paper are based on this identification model in (13). Many identification methods are derived based on the identification models of the systems [37–40] and can be used to estimate the parameters of other
linear systems and nonlinear systems [41–47] and can be applied to fields [48–53] such as chemical process control systems.

3 | THE HALF-FILTERING AUXILIARY MODEL GRADIENT-BASED ITERATIVE ALGORITHM

In general, we can see from (2) that the output data \( y(qb) \) involve the coloured noise \( w(qb) \), which has a negative influence on the parameter estimation accuracy. Using a filter to screen the input–output data of systems, new identification models are obtained. Therefore, a filter \( L_1(r^{-h}) = E(r^{-h}) \) is adopted to filter the dual-rate sampled input–output data, and a half-filtering auxiliary model gradient-based iterative (HF-AM-GI) algorithm is derived for the dual-rate sampled-data bilinear system.

3.1 | New sub-identification models

For the dual-rate input–output bilinear system in (2), multiplying the both sides of (2) by \( L_1(r^{-h}) \) gives

\[
E(r^{-h})y(qb) = E(r^{-h})\phi(qb) + E(r^{-h})w(qb). \tag{14}
\]

Define the filtered output \( y_f(qb) \) and the filtered information vector \( \phi_f(qb) \) as

\[
y_f(qb) := E(r^{-h})y(qb),
\]

\[
\phi_f(qb) := E(r^{-h})\phi(qb).
\]

Then Equation (14) can be rewritten as

\[
y_f(qb) = E(r^{-h})\phi_f(qb) + F(r^{-h})v(qb). \tag{15}
\]

From (15), we can see that the dual-rate bilinear system with ARMA noise can be transformed into a dual-rate bilinear system with MA noise, which has a simpler noise model structure. Because \( E(r^{-h}) \) is to be identified and unknown, the presented algorithm can be implemented through the iterative scheme.

Substituting (8) into (15) gives

\[
y_f(qb) = E(r^{-h})\phi_f(qb)\tau + F(r^{-h})v(qb)
\]

\[
= \phi_f(qb)\tau + F(r^{-h})v(qb)
\]

\[
= \phi_f(qb)\tau + \sum_{i=1}^{n_f} f_i v(qb - ilb) + v(qb)
\]

\[
= \phi_f(qb)\tau + \Psi_f(qb)f + v(qb),
\]

\[
= \chi_f(qb)\theta + v(qb), \tag{16}
\]

where

\[
\theta := [r^T, f^T]^T \in \mathbb{R}^{l+u_1+n_f},
\]

\[
\chi(qb) := [\phi_f^T(qb), \psi_f^T(qb)]^T \in \mathbb{R}^{l+u_1+n_f}.
\]

Notice that both the system identification model in (16) and the noise identification model in (6) contain the parameter vector \( \theta \). Define an intermediate variable \( w_1(qb) \) as

\[
w_1(qb) := w(qb) - \psi_f^T(qb)f = \psi_f^T(qb)e + v(qb). \tag{17}
\]

Then Equations (16) and (17) are the new identification models of bilinear systems filtered by the filter \( E(r^{-h}) \).

3.2 | Derivation of the HF-AM-GI algorithm

Collect the dual-rate sampled input–output data \{\( u(1), u(2), ..., u(lb), y(1b), y(2b), ..., y(lb) \)\}, where \( lb \gg 4u + n_u + n_f - 1 \) denotes the data length. Define the stacked filtered output vector \( Y_f(lb) \), the stacked filtered information matrix \( \Omega(lb) \), the stacked information matrices \( \Psi_f(lb) \) and \( \Psi_f(lb) \), and the stacked noise vectors \( W(lb) \) and \( W_1(lb) \) as

\[
Y_f(lb) := [y_f(lb), y_f(lb-b), ..., y_f(lb-4b)]^T \in \mathbb{R}^l,
\]

\[
\Omega(lb) := [\chi(lb), \chi(lb-b), ..., \chi(lb-4b)]^T \in \mathbb{R}^{(k-1)l+u_1+n_f},
\]

\[
\Psi_f(lb) := [\psi_f(lb), \psi_f(lb-b), ..., \psi_f(lb-4b)]^T \in \mathbb{R}^{lnue},
\]

\[
\Psi_f(lb) := [\psi_f(lb), \psi_f(lb-b), ..., \psi_f(lb-4b)]^T \in \mathbb{R}^{lnue},
\]

\[
W(lb) := [w(lb), w(lb-b), ..., w(lb-4b)]^T \in \mathbb{R}^l,
\]

\[
W_1(lb) := [w_1(lb), w_1(lb-b), ..., w_1(lb-4b)]^T \in \mathbb{R}^l.
\]

Let \( \|X\|^2 := \text{tr}(XX^T) \). According to the above definitions and the identification models in (16) and (17), we define the following two criterion functions

\[
J_1(\theta) := \sum_{q=1}^{l} [y_f(qb) - \chi_f(qb)\theta]^2 = \|Y_f(lb) - \Omega(lb)\theta\|^2,
\]

\[
J_2(\epsilon) := \sum_{q=1}^{l} [w_1(qb) - \psi_f(qb)f]^2 = \|W_1(lb) - \Psi_f(lb)e\|^2.
\]

Let \( \hat{\theta}_k \) and \( \hat{\epsilon}_k \) be the estimates of \( \theta \) and \( e \) at iteration \( k \), where \( k = 1, 2, 3, ... \) is an iteration variable. Minimizing \( J_1(\theta) \) and \( J_2(\epsilon) \) and using the negative gradient search give

\[
\hat{\theta}_k = \hat{\theta}_{k-1} - \frac{\mu_{1,k}}{2} \text{grad}[J_1(\hat{\theta}_{k-1})]
\]

\[
= \hat{\theta}_{k-1} + \mu_{1,k} \Omega(lb)[Y_f(lb) - \Omega(lb)\hat{\theta}_{k-1}], \tag{18}
\]
\[ \hat{e}_k = \hat{e}_{k-1} - \frac{\mu_{1,k}}{2 \gamma} \nabla f(\hat{e}_{k-1}) \]

\[ = \hat{e}_{k-1} + \mu_{2,k} \Psi_{f}(\hat{f})(W_{1}(\hat{f}) - \Psi_{f}(\hat{f})\hat{e}_{k-1}), \quad (19) \]

where \( \mu_{1,k} \) and \( \mu_{2,k} \) are the iterative step-size. From (17), we have

\[ W_{1}(\hat{f}) = W(\hat{f}) - \Psi_{f}(\hat{f})f. \]

Substituting (20) into (19) gives

\[ \hat{e}_k = \hat{e}_{k-1} + \mu_{2,k} \Psi_{f}(\hat{f})(W_{1}(\hat{f}) - \Psi_{f}(\hat{f})f - \Psi_{f}(\hat{f})\hat{e}_{k-1}). \quad (21) \]

Notice that the information vector \( \Psi_{f}(\hat{f}) \) in \( \Psi_{f}(\hat{f}) \) and the stacked noise vector \( W(\hat{f}) \) contain the unknown noise terms \( w(\hat{f} - \hat{h}) \), and the information vector \( \Psi_{f}(\hat{f}) \) in \( \Psi_{f}(\hat{f}) \) involves the unknown noise terms \( v(\hat{f} - \hat{j}) \), so they are unknown. Besides, the filter \( E(x) \) is related to the unknown parameters \( e_{i} \), so it is impossible to compute the filtered variables \( y_{f}(\hat{f}) \) and \( \hat{f}(\hat{f}) \), that is, the filtered output vector \( Y_{f}(\hat{f}) \) and the filtered information vector \( \chi(\hat{f}) \) in \( \Omega(\hat{f}) \) are unknown. Equations (18) and (21) cannot compute \( \hat{e}_{k} \) and \( \hat{e}_{k} \) directly.

The solution is based on the auxiliary model identification idea and the iterative search principle. Let \( \hat{\zeta}(\hat{f}), \hat{w}(\hat{f}) \) be the estimates of \( \zeta(\hat{f}), v(\hat{f}) \) and \( w(\hat{f}) \) at iteration \( k \), respectively. Define \( \hat{\phi}\zeta, \hat{\psi}(\hat{f}), \hat{\phi}_s(\hat{f}), \hat{\phi}_n(\hat{f}) \) and \( \hat{\phi}_f(\hat{f}) \) as the estimates of \( \phi(\hat{f}), \psi(\hat{f}), \phi_s(\hat{f}) \) and \( \psi(\hat{f}) \):

\[ \hat{\phi}(\hat{f}) := \begin{bmatrix} -\hat{\zeta}_{k-1}(\hat{f} - 1), -\hat{\zeta}_{k-1}(\hat{f} - 2), \ldots, -\hat{\zeta}_{k-1}(\hat{f} - n), -u(\hat{f} - n)\hat{\zeta}_{k-1}(\hat{f} - 1), -u(\hat{f} - n)\hat{\zeta}_{k-1}(\hat{f} - 2), \ldots, -u(\hat{f} - n)\hat{\zeta}_{k-1}(\hat{f} - n), u(\hat{f} - 1), u(\hat{f} - 2), \ldots, u(\hat{f} - n), u(\hat{f} - n)u(\hat{f} - 2), \ldots, u(\hat{f} - n)u(\hat{f} - 3), \ldots, u(\hat{f} - n)u(\hat{f} - n)), \end{bmatrix}^{\top} \in \mathbb{R}^{4n-1}, \]

\[ \hat{\psi}(\hat{f}) := \begin{bmatrix} \hat{\psi}_{s}(\hat{f}), \hat{\psi}_{f}(\hat{f}) \end{bmatrix}^{\top} \in \mathbb{R}^{n+n_s}, \]

\[ \hat{\phi}_s(\hat{f}) := \begin{bmatrix} -\hat{\psi}_{k-1}(\hat{f} - h), -\hat{\psi}_{k-1}(\hat{f} - 2h), \ldots, -\hat{\psi}_{k-1}(\hat{f} - nh), -\hat{\psi}_{k-1}(\hat{f} - 2nh), \ldots, -\hat{\psi}_{k-1}(\hat{f} - nh^2), \end{bmatrix}^{\top} \in \mathbb{R}^{n}, \]

\[ \hat{\phi}_f(\hat{f}) := \begin{bmatrix} \hat{\psi}_{k-1}(\hat{f} - h), \hat{\psi}_{k-1}(\hat{f} - 2h), \ldots, \hat{\psi}_{k-1}(\hat{f} - nh), \hat{\psi}_{k-1}(\hat{f} - 2nh), \ldots, \hat{\psi}_{k-1}(\hat{f} - nh^2) \end{bmatrix}^{\top} \in \mathbb{R}^{n_s}. \]

Let \( \hat{\Theta}_k := [\hat{\Theta}_k, \hat{\phi}_s, \hat{\phi}_f]^{\top} \) be the estimates of \( \Theta = [\Theta, \phi_s, \phi_f]^{\top} \)

\[ \hat{\Theta}_k = \hat{\Theta}_{k-1} + \mu_{1,k} \hat{\Omega}_{k}^{\top}(\hat{\Theta}_{k-1} - \hat{\Omega}_{k}^{\top}(\hat{\Theta}_{k-1} - \hat{\Omega}_{k}^{\top}(\hat{\Theta}_{k-1} - \hat{\Theta}_{k-1}) \]

\[ = \hat{\Theta}_{k-1} + \mu_{2,k} \hat{\Omega}_{k}^{\top}(\hat{\Theta}_{k-1} - \hat{\Theta}_{k-1}). \]

\[ \hat{\Theta}_k = \hat{\Theta}_{k-1} + \mu_{2,k} \hat{\Omega}_{k}^{\top}(\hat{\Theta}_{k-1} - \hat{\Theta}_{k-1}). \]

\[ \hat{\Theta}_k = \hat{\Theta}_{k-1} + \mu_{2,k} \hat{\Omega}_{k}^{\top}(\hat{\Theta}_{k-1} - \hat{\Theta}_{k-1}). \]

\[ \hat{\Theta}_k = \hat{\Theta}_{k-1} + \mu_{2,k} \hat{\Omega}_{k}^{\top}(\hat{\Theta}_{k-1} - \hat{\Theta}_{k-1}). \]
The procedures of computing $\hat{\Theta}_k$ and $\hat{\varphi}_k$ by the HF-AM-GI algorithm are listed in the following.

1. Let all variables be zero when $q \leq 0$. Let $k = 1$, and set the initial values: $\hat{\varphi}_0(qb)$, $\hat{\varphi}_0(qb-j)$ and $\hat{\varphi}_0(qb-j)$ are random numbers, $q = 1, 2, \ldots, t^i$, and $\hat{\varphi}_0 = 1_{\text{data}}/p_0$, $\hat{\varphi}_0 = 1_{\text{data}}/p_0$, and $\hat{\varphi}_0 = 1_{\text{data}}/p_0$ with $p_0 = 10^6$; give the data length $lb$ and a small $\varepsilon > 0$.

2. Collect the input data $\{u(t), t = 1, 2, \ldots, lb\}$ and the output data $\{y(qb), q = 1, 2, \ldots, t^i\}$.

3. Form $\hat{\Psi}_f,k(lib)$ and $\hat{\Psi}_f,k(lib)$ using (34) and (35), and form $\hat{\Psi}_f,k(lib)$ and $\hat{\Psi}_f,k(lib)$ using (30) and (31), and form $\hat{\Psi}_f,k(lib)$ using (32).

4. Choose a large $\hat{\mu}_{1,k}$ using (47) and update the parameter estimate $\hat{\varphi}_e$ using (27).

5. Form $\hat{\varphi}_f(qb)$ using (33), and compute $\hat{\varphi}_f(qb)$ and using (37) and (38), and form $\hat{\varphi}_f(k(lib)$ using (28).

6. Form $\hat{\varphi}_f(qb)$ using (36), and form $\hat{\varphi}_f(qb) \Rightarrow$ (29). Choose a large $\hat{\mu}_{1,k}$ using (46) and update the parameter estimate $\hat{\varphi}_e$ using (26).

7. Read $\hat{\varphi}_f$ from $\hat{\varphi}_f$ in (42), and compute $\hat{\varphi}_f(qb-j)$ using (39), respectively, and compute $\hat{\varphi}_e$ using (40).

8. Read $\hat{\varphi}_f$ and $\hat{\varphi}_f$ from $\hat{\varphi}_f$ in (42), and compute $\hat{\varphi}_f(qb)$ using (41).

9. If $||\hat{\Theta}_k - \hat{\Theta}_{k-1}|| + ||\hat{\varphi}_e - \hat{\varphi}_{e-1}|| > \varepsilon$, increase $k$ by 1 and go to Step 3; otherwise, terminate the procedure, and obtain the iteration $k$ and the parameter estimates $\hat{\Theta}_k$ and $\hat{\varphi}_e$.

The convergence of the identification algorithms is very important and relies on some assumptions or conditions. Some assumptions and conclusions about the convergence of the parameter estimation of the HF-AM-GI algorithm are given in the following.

(A1) Assume that the orders $n, n_e$, and $n_f$ of the system are known and $a(qb) = 0, y(qb) = 0$ and $v(qb) = 0$ as $q \leq 0$. In practice, we can determine the degrees by using the correlation analysis of the observation data.

(A2) Assume that the system is controllable and observable, and the input–output data are bounded.

(A3) On identification, parameter identifiability requires the persistent excited conditions, that is, the input $u(qb)$ is a persistently excited signal.

(A4) In order to guarantee the convergence of the iterative parameter estimates, all the eigenvalues of matrices $[I - \hat{\mu}_{1,k} \Omega_k^T(\hat{\Theta}_k)]$ and $[I - \hat{\mu}_{2,k} \hat{\Psi}_f,\hat{\varphi}_f(\hat{\varphi}_e,\hat{\varphi}_f)]$ should be located inside a unit circle. That is to say, one conservative choice of the iterative step-sizes $\hat{\mu}_{1,k}$ and $\hat{\mu}_{2,k}$ should satisfy (46) and (47).

Under these conditions, the parameter estimates given by the HF-AM-GI algorithm will converge to their true values as the iteration $k$ and the data length approach infinity.

The computational efficiency of the algorithm can be evaluated by the number of multiplications (including divisions) and additions (including subtractions). One multiplication or one addition is called a flop, which means the floating point operations. The sum of the flops is the computational efficiency of the algorithm. The computational efficiency of the HF-AM-GI algorithm is shown in Table 1, and we define $n_1$ and $n_0$ in Tables 1–3 as $n_1 = 4n - 1 + n_f$ and $n_0 := n_1 + n_e$.

4 | THE FILTERING AUXILIARY MODEL GRADIENT-BASED ITERATIVE ALGORITHM

Different from Section 3, this section uses a filter $L_2(\varepsilon^{lib}) = \hat{F}(\varepsilon^{lib})$ to filter the dual-rate sampled input–output data, and a filtering auxiliary model gradient-based iterative (F-AM-GI) algorithm is derived for the dual-rate sampled-data bilinear system.
TABLE 1  The computational efficiency of the HF-AM-GI algorithm

| Expressions | Number of multiplications | Number of additions |
|-------------|---------------------------|---------------------|
| \( \hat{\Theta}_{k} = \hat{\Theta}_{k-1} + \mu_{2,k} \hat{\Theta}_{k-1}(b)E_{1,k} \in \mathbb{R}^{n_{v}} \) | \( n_{f}(l+1) \) | \( n_{f} \) |
| \( E_{1,k} := \hat{Y}(b_{k}) - \Phi_{\alpha_{k}}(b_{k})\hat{\Theta}_{k-1} \in \mathbb{R}^{n_{v}} \) | \( n_{f} \) | \( n_{f} \) |
| \( \mu_{2,k} = 2A_{-1,k} \hat{\Theta}_{k-1}(b)E_{1,k} \in \mathbb{R}^{n_{v}} \) | \( n_{f}(l+1) + 1 \) | \( n_{f}^{2}l - 1 \) |
| \( \hat{\gamma}_{k} = \hat{\gamma}_{k-1} + \mu_{2,k} \hat{\gamma}_{k-1}(b_{k})E_{2,k} \in \mathbb{R}^{n_{v}} \) | \( n_{f}(l+1) \) | \( n_{f} \) |
| \( E_{2,k} := \hat{W}_{k}(b_{k}) - \hat{W}_{k}(b_{k})\hat{\gamma}_{k-1} \in \mathbb{R}^{n_{v}} \) | \( n_{f}(l+1) + 1 \) | \( n_{f}^{2}l - 1 \) |
| \( \hat{\Phi}_{k}(gb) = \hat{\Phi}_{k}(gb) + \sum_{i=1}^{n_{v}} \hat{\gamma}_{i,k}(gb - b_{i}) \in \mathbb{R}^{n_{v}} \) | \( (4a-1)n_{f} \) | \( (4a-1)n_{f} \) |
| \( \hat{\gamma}_{k}(gb - j) = \hat{\gamma}_{k}(gb - j)E_{1,k} \in \mathbb{R}^{n_{v}} \) | \( (4a-1) \) | \( (4a-1) \) |
| \( \hat{\gamma}_{k}(gb - j) = \hat{\gamma}_{k}(gb - j)E_{2,k} \in \mathbb{R}^{n_{v}} \) | \( n_{f} \) | \( n_{f} \) |
| \( \hat{\gamma}_{k}(gb - j) = \hat{\gamma}_{k}(gb - j)E_{1,k} \in \mathbb{R}^{n_{v}} \) | \( n_{f} \) | \( n_{f} \) |
| \( \hat{\gamma}_{k}(gb - j) = \hat{\gamma}_{k}(gb - j)E_{2,k} \in \mathbb{R}^{n_{v}} \) | \( n_{f} \) | \( n_{f} \) |
| \( \sum \left[ n_{f}^{2} + 4n_{f} + (4a-1)n_{f} \right] \) | \( N_{f} = \left[ 2n_{f}^{2} + 2n_{f}^{2} + 7n_{f} + 2(4a-1)n_{f} + 1 \right] + n_{f}^{2} + n_{f}^{2} + n_{f}^{2} \) |

Total flops

\[ N_{f} = \left[ 2n_{f}^{2} + 2n_{f}^{2} + 7n_{f} + 2(4a-1)n_{f} + 1 \right] + n_{f}^{2} + n_{f}^{2} + n_{f}^{2} \]

4.1  New sub-identification models

Define the filtered output \( y_{w}(gb) \) and the filtered information vector \( \hat{\Phi}_{w}(gb) \) as

\[ \hat{\Phi}_{w}(gb) := \frac{E_{s}(r_{b})}{F_{s}(r_{b})} \hat{\phi}(gb). \]

Multiplying the both sides of (2) by \( L_{2}(r_{b}) \) gives

\[ \hat{\Phi}_{w}(gb) := \frac{E_{s}(r_{b})}{F_{s}(r_{b})} \hat{\phi}(gb) + \hat{\nu}(gb), \]

(48)
From (48), we can see that the dual-rate bilinear system with ARMA noise can be transformed into a dual-rate bilinear system with white noise. Similarly, the filter $L_2(\tau^{-b})$ is unknown, and the proposed algorithm with this filter can be implemented by the iterative scheme.

Substituting (8) into (48) gives

$$y_m(qb) = \frac{E(\tau^{-b})}{F(\tau^{-b})} \Phi^T(qb)\tau + v(qb) = \Phi^T(qb)\tau + v(qb).$$

Equations (49) and (7) are the new identification models of bilinear systems filtered by the filter $L_2(\tau^{-b})$.

### 4.2 Derivation of the F-AM-GI algorithm

Collect the dual-rate sampled input–output data \(\{u(1), u(2), \ldots, u(lh), y(1), y(2), \ldots, y(lh)\}\), and define the stacked filtered output vector $Y_m(lh)$, the stacked output vector $Y(lh)$, the stacked filtered information matrix $\Phi_m(lh)$, the stacked information matrices $\Phi(lh)$ and $\Psi(lh)$, and the stacked noise vector $W(lh)$ as

$$Y_m(lh) := [y_m(lh), \ldots, y_m(lh)]^T \in \mathbb{R}^I,$$

$$Y(lh) := [y(lh), \ldots, y(lh)]^T \in \mathbb{R}^I,$$

$$\Phi_m(lh) := [\phi_m(lh), \ldots, \phi_m(lh)]^T \in \mathbb{R}^{J \times (4a-1)},$$

$$\Phi(lh) := [\phi(lh), \ldots, \phi(lh)]^T \in \mathbb{R}^{J \times (4a-1)},$$

$$\Psi(lh) := [\psi(lh), \ldots, \psi(lh)]^T \in \mathbb{R}^{J \times (4a-1)},$$

$$W(lh) := [w(lh), \ldots, w(lh)]^T \in \mathbb{R}^I.$$

Based on the identification models in (49) and (7), we define the following two criterion functions

$$f_3(\tau) := \|Y_m(lh) - \Phi_m(lh)\tau\|^2,$$

$$f_4(\gamma) := \|W(lh) - \Psi(lh)\gamma\|^2.$$

Let $\hat{\tau}$ and $\hat{\gamma}$ be the estimates of $\tau$ and $\gamma$ at iteration $k$. Minimizing $f_3(\tau)$ and $f_4(\gamma)$ and using the negative gradient search give

$$\hat{\tau}_k = \hat{\tau}_{k-1} - \frac{\mu_{3,k}}{2} \text{grad}[f_3(\hat{\tau}_{k-1})] = \hat{\tau}_{k-1} - \mu_{3,k} \Phi^T_m(lh) [Y_m(lh) - \Phi_m(lh)\hat{\tau}_{k-1}],$$

$$\hat{\gamma}_k = \hat{\gamma}_{k-1} - \frac{\mu_{4,k}}{2} \text{grad}[f_4(\hat{\gamma}_{k-1})] = \hat{\gamma}_{k-1} - \mu_{4,k} \Phi^T(lh) [W(lh) - \Psi(lh)\hat{\gamma}_{k-1}],$$

where $\mu_{3,k}$ and $\mu_{4,k}$ are the iterative step-size. From (10), we have

$$W(lh) = Y(lh) - \Phi(lh)\tau.$$

Substituting (52) into (51) gives

$$\hat{\phi}_k = \hat{\phi}_{k-1} + \mu_{4,k} \Phi^T(lh) [W(lh) - \Psi(lh)\hat{\gamma}_{k-1}].$$

Notice that the information vector $\Psi(qb)$ in $\Psi(lh)$ contains the unknown noise term $w(qb - lb)$, and the information vector $\phi(qb)$ in $\Phi(qb)$ contains the unmeasured term $\xi(qb - j)$, so they are unknown. Besides, the filter $L_2(\tau^{-b})$ is related to the unknown parameters $e$ and $f$, and the filtered variables $y_m(qb)$ and $\phi_m(qb)$ are unknown, so are the stacked filtered output vector $Y_m(lh)$ and the stacked filtered information matrix $\Phi_m(lh)$. Equations (50) and (53) cannot compute $\hat{\tau}$ and $\hat{\gamma}$ directly.

Similarly, the solution is based on the auxiliary model identification idea and the iterative search principle. Let $\hat{\theta}_k := [\hat{\tau}_k, \hat{\gamma}_k]^T$ be the estimates of $\theta = [\tau^T, \gamma^T]^T$ at iteration $k$. Let $\hat{\phi}_k(qb)$ and $\hat{\psi}_k(qb)$ be the estimates of $\phi(qb)$ and $\psi(qb)$, which have been defined in (22)–(25). From (8), (9), and (12), we can obtain the estimates $\hat{\xi}_k(qb), \hat{\omega}_k(qb)$ and $\hat{\psi}_k(qb)$ as follows:

$$\hat{\xi}_k(qb) = \hat{\xi}_k(qb - j)\hat{\tau}_k, \quad j = 0, 1, 2, \ldots, b - 1,$$

$$\hat{\omega}_k(qb) = y(qb) - \hat{\xi}_k(qb),$$

$$\hat{\psi}_k(qb) = y(qb) - \hat{\phi}_k(qb)\hat{\tau}_k - \hat{\psi}_k(qb).$$

### Table 3: The computational efficiency of the AM-GI algorithm

| Expressions | Number of multiplications | Number of additions |
|-------------|---------------------------|---------------------|
| $\hat{\delta}_k = \hat{\delta}_{k-1} + \mu_{\delta} \Phi^T_m(lh) E_k \in \mathbb{R}^m$ | $n_0(l + 1)$ | $n_0/2$ |
| $E_k := Y(lh) - \Phi_m(lb) \hat{\delta}_{k-1} \in \mathbb{R}^l$ | $n_0/2$ | $n_0/2$ |
| $\mu_{\delta,k} = 2\lambda_{\text{max}}^{-1} (\Phi_m(lb) \Phi_m(lb))^T \in \mathbb{R}$ | $n_0(l + 1) + 1$ | $n_0^2 - 1$ |
| $\hat{\xi}_k(qb - j) = \hat{\xi}_k(qb - j) \hat{\tau}_k \in \mathbb{R}$ | $(4a - 1)/2$ | $(4a - 1)/2$ |
| $\hat{\xi}_k(qb) = y(qb) - \hat{\phi}_k(qb) \hat{\delta}_k \in \mathbb{R}$ | $n_0/2$ | $n_0/2$ |
| $\hat{\omega}_k(qb) = y(qb) - \hat{\phi}_k(qb) \hat{\tau}_k \in \mathbb{R}$ | $0$ | $0$ |
| Sum | $(a_0^2 + 3a_0 + 4a - 1)/2 + n_0^2 + n_0 + 1$ | $(a_0^2 + 3a_0 + 4a - 1)/2$ |
| Total flops | $N_3 = (2a_0^2 + 6a_0 + 8a - 1)/2 + n_0^2 + n_0$ | $n_0^2 - 1$ |

### Table 3: The computational efficiency of the AM-GI algorithm
Using the parameter estimates \( \hat{\Psi}_k = [\hat{\gamma}_1, \hat{\gamma}_2, \ldots, \hat{\gamma}_n, \hat{\xi}_1, \hat{\xi}_2, \ldots, \hat{\xi}_n]^{T} \) of the noise model, we construct the estimates of \( E(x^{-b}) \) and \( F(x^{-b}) \) as

\[
\hat{E}_k(x^{-b}) = 1 + \hat{\gamma}_1 x^{-b} + \hat{\gamma}_2 x^{-2b} + \cdots + \hat{\gamma}_n x^{-nb},
\]

\[
\hat{F}_k(x^{-b}) = 1 + \hat{\xi}_1 x^{-b} + \hat{\xi}_2 x^{-2b} + \cdots + \hat{\xi}_n x^{-nb}.
\]

Filtering \( y(qb) \) and \( \hat{\Psi}_k(qb) \) with \( \hat{E}_k(x^{-b}) \) and \( \hat{F}_k(x^{-b}) \), we can obtain their estimates \( \hat{\mathcal{Y}}_{m,k}(qb) \) and \( \hat{\phi}_{m,k}(qb) \):

\[
\hat{\mathcal{Y}}_{m,k}(qb) = \frac{\hat{E}_k(x^{-b})}{\hat{F}_k(x^{-b})} y(qb) = y(qb) - \sum_{i=1}^{n_f} \hat{\gamma}_i \hat{\mathcal{Y}}_{m,k-1}(qb - ib) + \sum_{i=1}^{n} \hat{\gamma}_i y(qb - ib),
\]

\[
\hat{\phi}_{m,k}(qb) = \frac{\hat{E}_k(x^{-b})}{\hat{F}_k(x^{-b})} \hat{\phi}_k(qb) = \hat{\phi}_k(qb) - \sum_{i=1}^{n_f} \hat{\xi}_i \hat{\phi}_{m,k-1}(qb - ib) + \sum_{i=1}^{n} \hat{\xi}_i \hat{\phi}_k(qb - ib).
\]

Replacing \( \mathcal{Y}_m(lb) \) and \( \Phi_m(lb) \) in (50) with their estimates \( \hat{\mathcal{Y}}_{m,k}(lb) \) and \( \hat{\phi}_{m,k}(lb) \), and \( \Psi(lb) \), \( \Phi(lb) \) and \( \tau \) in (53) with their estimates \( \hat{\Psi}_k(lb) \), \( \hat{\phi}_k(lb) \) and \( \hat{\tau}_{k-1} \), we can obtain the filtering auxiliary model gradient-based iterative (F-AM-GI) identification algorithm for the dual-rate sampled-data bilinear systems:

\[
\hat{\tau}_k = \hat{\tau}_{k-1} + \mu_{3,k} \hat{\Phi}_{m,k}(lb)^T \times \left[ \hat{\mathcal{Y}}_{m,k}(lb) - \hat{\phi}_{m,k}(lb) \hat{\tau}_{k-1} \right],
\]

\[
\hat{\gamma}_k = \hat{\gamma}_{k-1} + \mu_{4,k} \hat{\Psi}_k(lb)^T \times \left[ \mathcal{Y}(lb) - \hat{\Phi}_{m,k}(lb) \hat{\tau}_{k-1} - \hat{\Psi}_k(lb) \hat{\gamma}_{k-1} \right],
\]

\[
\hat{\mathcal{Y}}_{m,k}(lb) = \left[ \hat{\mathcal{Y}}_{m,k}(lb), \hat{\mathcal{Y}}_{m,k}(lb - b), \ldots, \hat{\mathcal{Y}}_{m,k}(lb) \right]^T,
\]

\[
\mathcal{Y}(lb) = [y(lb), y(lb - b), \ldots, y(lb)]^T,
\]

\[
\hat{\phi}_{m,k}(lb) = [\hat{\phi}_{m,k}(lb), \hat{\phi}_{m,k}(lb - b), \ldots, \hat{\phi}_{m,k}(lb)]^T,
\]

\[
\hat{\Psi}_k(lb) = [\hat{\Psi}_k(lb), \hat{\Psi}_k(lb - b), \ldots, \hat{\Psi}_k(lb)]^T,
\]

\[
\hat{\phi}_k(lb) = [\hat{\phi}_k(lb), \hat{\phi}_k(lb - b), \ldots, \hat{\phi}_k(lb)]^T.
\]

The procedures of computing \( \hat{\tau}_k \) and \( \hat{\gamma}_k \) by the F-AM-GI algorithm are listed in the following:

1. Let all variables be zero when \( q \leq 0 \). Let \( k = 1 \), and set the initial values: \( \hat{\tau}_0(qb), \) \( \hat{\gamma}_0(qb), \) \( \hat{\tau}_{0}(qb - j) \) and \( \hat{\gamma}_{0}(qb) \) are random numbers, \( q = 1, 2, \ldots, l \); let \( \hat{\gamma}_0 = 1_{l+1}/p_0 \), \( \hat{\tau}_0 = 1_{l+1}/p_0 \) and \( \hat{\phi}_m(0b) = 1_{l+1}/p_0 \) with \( p_0 = 10^5 \); give the data length \( lb \) and a small \( \varepsilon > 0 \).
2. Collect the input data \{\( u(t), t = 1, 2, \ldots, lb \)\} and the output data \{\( y(qb), q = 1, 2, \ldots, l \)\}, and form \( \mathcal{Y}(lb) \) using (57).
3. Form $\hat{\phi}_k(qb)$ and $\hat{\psi}_k(qb)$ using (61) and (62), and form $\hat{\phi}_{\epsilon,k}(lb)$ and $\hat{\psi}_{\epsilon,k}(lb)$ using (60) and (59).
4. Choose a large $\mu_{\epsilon,k}$ using (69) and update the parameter estimate $\hat{\gamma}_k$ using (55).
5. Read $\hat{c}_{l,k}$ and $\hat{f}_{l,k}$ from $\hat{y}_k$ in (70), and compute $\hat{\mu}_{m,k}(qb)$ and $\hat{\phi}_{m,k}(qb)$ using (63) and (64).
6. Form $\hat{\Psi}_{m,k}(lb)$ and $\hat{\phi}_{m,k}(lb)$ using (56) and (58). Choose a large $\mu_{\epsilon,k}$ using (68) and update the parameter estimate $\hat{\epsilon}_k$ using (54).
7. Compute $\hat{\xi}_k(qb - j)$ using (65), and compute $\hat{w}_k(qb)$ and $\hat{v}_k(qb)$ using (66) and (67).
8. If $\|\hat{\xi}_k - \hat{\xi}_{k-1}\| + \|\hat{\mu}_k - \hat{\mu}_{k-1}\| > \varepsilon$, increase $k$ by 1 and go to Step 3; otherwise, terminate the procedure, and obtain the iteration $k$ and the parameter estimates $\hat{\epsilon}_k$ and $\hat{\gamma}_k$.

The computational efficiency of the F-AM-GI algorithm is shown in Table 2.

5 THE AUXILIARY MODEL

GRADIENT-BASED ITERATIVE ALGORITHM

In order to show the advantages of the proposed HF-AM-GI and F-AM-GI algorithms, this section gives the auxiliary model-based gradient iterative identification algorithm for comparison. Collect the dual-rate sampled input–output data $\{u(1), u(2), \ldots, u(lb), y(1), y(2), \ldots, y(lb)\}$, and define the stacked output vector $Y(lb)$ and the stacked information matrix $\Phi(lb)$ as

$$Y(lb) := [y(lb), y(lb - 1), \ldots, y(1)]^T \in \mathbb{R}^l,$$

$$\Phi(lb) := [\varphi(lb), \varphi(lb - 1), \ldots, \varphi(1)]^T \in \mathbb{R}^{2n+4n + n_l - 1}.$$

According to the identification model in (13), we define the criterion function $f_2(\Theta)$ as

$$f_2(\Theta) := \|Y(lb) - \Phi(lb)\Theta\|^2.$$

Let $\hat{\Theta}_k := [\hat{\xi}_k, \hat{\gamma}_k]^T$ be the estimates of $\Theta = [\varphi, \theta]^T$ at iteration $k$. Minimizing $f_2(\Theta)$ and using the negative gradient search, we can obtain the auxiliary model gradient-based iterative (AM-GI) identification algorithm for the dual-rate sampled-data bilinear systems:

$$\hat{\Theta}_k = \hat{\Theta}_{k-1} + \mu_{\epsilon,k} [\hat{\phi}_k(lb)]^T Y(lb) - \hat{\phi}_k(lb) \hat{\Theta}_{k-1},$$

$$Y(lb) = [y(lb), y(lb - 1), \ldots, y(1)]^T,$$

$$\hat{\phi}_k(lb) = [\phi_k(lb), \phi_k(lb - 1), \ldots, \phi_k(1)]^T,$$

$$\hat{\phi}_k(qb) = [\hat{\phi}_k(qb), \hat{\psi}_k(qb)]^T.$$

The procedures of computing $\hat{\Theta}_k$ by the AM-GI algorithm are listed in the following.

1. Let all variables be zero when $q \leq 0$. Let $k = 1$, and set the initial values: $\hat{\Theta}_0(qb), \hat{\phi}_0(qb), \hat{\psi}_0(qb - j)$ are random numbers, $q = 1, 2, \ldots, l$; let $\hat{\Theta}_0 = 1 + 10^{6}\mu_{\epsilon,k}$ with $\mu_{\epsilon,k} = 10^{6}$; give the data length $lb$ and a small $\varepsilon > 0$.
2. Collect the input data $\{u(t), t = 1, 2, \ldots, lb\}$ and the output data $\{y(q), q = 1, 2, \ldots, l\}$, and form $Y(lb)$ using (72).
3. Form $\hat{\phi}_k(qb)$ and $\hat{\psi}_k(qb)$ using (75) and (76), and form $\hat{\phi}_k(qb)$ using (74), and form $\hat{\phi}_k(lb)$ using (73).
4. Choose a large $\mu_{\epsilon,k}$ using (83) and update the parameter estimate $\hat{\Theta}_k$ using (71).
5. Read $\hat{\epsilon}_k$ from $\hat{\Theta}_k$ using (80), and compute $\hat{\xi}_k(qb - j)$ using (77).
6. Compute $\hat{w}_k(qb)$ using (78), and compute $\hat{v}_k(qb)$ using (79).
7. If $\|\hat{\Theta}_k - \hat{\Theta}_{k-1}\| > \varepsilon$, increase $k$ by 1 and go to Step 3; otherwise, terminate the procedure, and obtain the iteration $k$ and the parameter estimates $\hat{\Theta}_k$. 

The computational efficiency of the F-AM-GI algorithm is shown in Table 2.
The computational efficiency of the AM-GI algorithm is shown in Table 3.

In order to make it clear, we take an example. Assume that system orders \( n = 5 \), \( n_x = 5 \), \( n_y = 5 \) and the data length \( lh = 4000 \) with \( b = 2 \), then we have \( N_s = 3192630 \), \( N_x = 3416490 \), \( N_y = 3790870 \), that is, the difference between the total flops of the HF-AM-GI algorithm and the AM-GI algorithm at each iteration is
\[ N_s - N_x = 3790870 - 3192630 = 598240, \]
and the difference between the total flops of the HF-AM-GI algorithm and the AM-GI algorithm at each iteration is
\[ N_y - N_s = 3790870 - 3146490 = 644380. \]
The algorithm with higher computational efficiency means the algorithm has lower flops. Obviously, the HF-AM-GI algorithm and the F-AM-GI algorithm have a higher computational efficiency than the AM-GI algorithm.

6 EXAMPLES

Example 1. Consider a dual-rate input–output bilinear system with \( b = 2 \):

\[
\begin{align*}
\gamma(qb) &= \zeta(qb) + w(qb), \\
\zeta(qb) &= \frac{C(s^{-1})}{A(s^{-1}) + u(qb - n)D(s^{-1})}A(s^{-1})u(qb) + v(qb), \\
A(s^{-1}) &= 1 + a_1s^{-1} + a_2s^{-2} = 1 + 0.31s^{-1} + 0.45s^{-2}, \\
B(s^{-1}) &= b_1s^{-1} + b_2s^{-2} = 0.1s^{-1} - 0.1s^{-2}, \\
C(s^{-1}) &= e_1s^{-1} + e_2s^{-2} = 1.88s^{-1} - 3s^{-2}, \\
D(s^{-1}) &= d_2s^{-2} = 0.188s^{-2}, \\
E(s^{-1}) &= 1 + e_1s^{-1} = 1 + 0.1s^{-2}, \\
F(s^{-1}) &= 1 + f_1s^{-1} = 1 - 0.15s^{-2}.
\end{align*}
\]

The parameter vector to be estimated is given by
\[
\theta = [a_1, a_2, b_1, b_2, c_1, c_2, d_1, e_1, f_1]^T = [0.31, 0.45, 0.10, -0.10, 1.88, -3.00, 0.188, 0.10, -0.15]^T.
\]

In simulation, the input \( u(t) \) is taken as a persistent excitation sequence with zero mean and unit variance. The input \( \{v(n)\} \) is an uncorrelated noise sequence with zero mean and variance \( \sigma^2 = 2.00^2 \), \( \sigma^2 = 5.00^2 \) and \( \sigma^2 = 8.00^2 \), respectively. Assuming that the data length \( lb = 6000 \), and the outputs \( \{y(2), y(4), \ldots, y(6000)\} \) are available, while \( \{y(1), y(3), \ldots, y(5999)\} \) are unmeasurable.
To show the advantages of the proposed algorithms, the AM-GI algorithm is applied to estimate the parameters of this system for comparison. The AM-GI estimates and errors with different noise variances are shown in Table 4, where \( \delta := \| \hat{\theta} - \Theta \| / \| \Theta \| \).

From the simulation results in Table 4, we can see that the AM-GI algorithm can give accurate parameter estimates for bilinear systems when the noise variance is small, and the parameter estimation errors of the AM-GI algorithm become large as the noise variance increase.

Example 2. This example takes the simulation model and simulation conditions in Example 1, the AM-RLS algorithm and the F-AM-GI algorithm are applied to identify these subsystems, respectively.

The parameter estimates and their errors with different noise variances are shown in Tables 5 and 6. For comparison, the estimation errors \( \delta \) versus \( k \) with different algorithms are plotted in Figures 1–3.

Example 3. For the dual-rate sampled-data systems, the polynomial transformation technique and the lifting technique are very useful tools. For example, by using the polynomial transformation technique, a maximum likelihood forgetting factor stochastic gradient identification algorithm was proposed for the identification of Hammerstein dual-rate systems [54]; based on the lifting technique, a decomposition based recursive least squares algorithm was developed for general dual-rate sampled-data systems [55]. However, due to the complex structure of the dual-rate sampled-data bilinear model, the polynomial transformation technique and the lifting technique is not applicable, so do the identification methods in [54, 55].

The auxiliary model based recursive least squares (AM-RLS) algorithms developed in [34, 56] are mainly used for the parameter estimation of dual-rate linear systems. For comparison, this example extends the AM-RLS algorithm to study the parameter estimation of dual-rate bilinear systems. Taking the simulation model and simulation conditions in Example 1, the AM-RLS
The F-AM-GI estimates and errors with different $\sigma^2$ are shown in Table 6 and Figure 4.

From the simulation results in Tables 4–7 and Figures 1–4, we can draw the following conclusions.

- The HF-AM-GI algorithm and the F-AM-GI algorithm can generate smaller estimation errors than the AM-GI algorithm and the AM-RLS algorithm when the noise variance level is large—see Tables 4–6.

- Under high noise variance levels, the HF-AM-GI algorithm and the F-AM-GI algorithm have a faster convergence rate than the AM-GI algorithm—see Figures 1–3.

- The parameter estimation errors of the three algorithms become small as the noise variance decreases—see Tables 4–7.

- Compared with the AM-RLS algorithms in [34, 56], the iterative algorithms proposed in this paper can make full use of the input and output data, and have a better parameter identification accuracy—see Tables 4–7.

### Table 6

| $\sigma^2$ | $k$ | $a_1$ | $a_2$ | $b_1$ | $b_2$ | $c_1$ | $c_2$ | $d_1$ | $d_2$ | $e_1$ | $f_1$ | $\delta$ (%) |
|------------|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|---------------|
| 2.00 | 1 | 0.06929 | -0.01204 | 0.00186 | -0.02546 | 1.03138 | -1.94154 | -0.02039 | 0.02439 | 0.00000 | 41.25182 |
| 2.00 | 2 | 0.21607 | 0.12915 | 0.09531 | -0.12935 | 1.12014 | -2.04591 | -0.01664 | 0.23229 | -0.20739 | 35.87584 |
| 5.002 | 5 | 0.06744 | 0.00878 | 0.01625 | -0.01058 | 1.02356 | -1.96747 | -0.04516 | 0.02439 | 0.00000 | 40.79858 |
| 5.002 | 10 | 0.23131 | 0.21391 | 0.10084 | -0.13327 | 1.11695 | -2.09255 | -0.03437 | 0.17453 | -0.14986 | 34.33770 |
| 8.002 | 1 | 0.06558 | 0.02959 | 0.03064 | 0.00431 | 1.01575 | -1.99340 | -0.06994 | 0.02439 | 0.00000 | 40.38268 |
| 8.002 | 2 | 0.24556 | 0.26381 | 0.10120 | -0.13246 | 1.11908 | -2.12705 | -0.05309 | 0.15796 | -0.13334 | 33.57389 |

**Figure 1** The estimation errors $\delta$ versus $k$ with different algorithms ($\sigma^2 = 2.00^2$)

**Figure 2** The estimation errors $\delta$ versus $k$ with different algorithms ($\sigma^2 = 5.00^2$)

- From the simulation results in Tables 4–7 and Figures 1–4, we can draw the following conclusions.
TABLE 7  The AM-RLS estimates and errors with different $\sigma^2$

| $\sigma^2$ | $t$ | $a_1$ | $a_2$ | $b_1$ | $b_2$ | $c_1$ | $c_2$ | $d_2$ | $e_1$ | $f_1$ | $\delta$ (%) |
|-----------|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|----------|
| 2.00$^2$  | 100 | 0.29564 | 0.37477 | 0.03784 | -0.03373 | 1.68081 | -3.45281 | 0.23581 | 0.22408 | -0.01458 | 15.10637 |
|           | 200 | 0.28260 | 0.38160 | 0.13285 | -0.03908 | 1.61919 | -3.20574 | 0.27102 | 0.37640 | 0.00703 | 13.29895 |
|           | 500 | 0.29091 | 0.40842 | 0.10018 | -0.07407 | 1.79509 | -3.09496 | 0.18977 | 0.26559 | -0.04252 | 6.68691  |
|           | 1000| 0.29793 | 0.42617 | 0.10615 | -0.06660 | 1.82439 | -3.08874 | 0.21993 | 0.22165 | -0.03204 | 5.73974  |
|           | 2000| 0.30702 | 0.44694 | 0.09984 | -0.03872 | 1.84407 | -3.11045 | 0.14261 | 0.11225 | -0.11225 | 3.63733  |
|           | 3000| 0.30150 | 0.44248 | 0.09616 | -0.08916 | 1.82363 | -3.09536 | 0.14688 | 0.10666 | -0.10666 | 3.69876  |
|           | 4000| 0.30133 | 0.44719 | 0.09836 | -0.03908 | 1.82183 | -3.05132 | 0.13765 | 0.10140 | -0.15406 | 2.07215  |
|           | 5000| 0.30537 | 0.44320 | 0.09790 | -0.09938 | 1.83268 | -3.04684 | 0.18560 | 0.12608 | -0.18560 | 2.18045  |
| 5.00$^2$  | 100 | 0.26833 | 0.14179 | 0.05920 | 0.04705 | 1.70257 | -3.98423 | 0.00684 | 0.20451 | -0.03630 | 30.48216 |
|           | 200 | 0.23830 | 0.13702 | 0.01605 | 0.06294 | 1.29621 | -3.46258 | -0.05024 | 0.16727 | -0.20341 | 24.28530 |
|           | 500 | 0.24391 | 0.19610 | 0.01008 | 0.07345 | 1.72345 | -3.20574 | -0.05162 | 0.12757 | -0.18562 | 13.29895 |
|           | 1000| 0.24205 | 0.24656 | 0.01577 | 0.09116 | 1.75637 | -3.26853 | 0.07094 | 0.08094 | -0.18562 | 12.20174 |
|           | 2000| 0.24198 | 0.31939 | 0.03200 | 0.09116 | 1.79430 | -3.35818 | 0.06852 | -0.00892 | -0.18562 | 14.27195 |
|           | 3000| 0.25085 | 0.36361 | 0.03577 | 0.04636 | 1.73713 | -3.30918 | 0.07094 | 0.12757 | -0.18562 | 13.63112 |
|           | 4000| 0.25641 | 0.32752 | 0.03651 | 0.04063 | 1.78173 | -3.23810 | 0.07460 | -0.00892 | -0.27448 | 10.41743 |
|           | 5000| 0.26974 | 0.36180 | 0.03610 | 0.04063 | 1.83268 | -3.04684 | 0.10502 | 0.13255 | -0.18562 | 9.79925  |
| 8.00$^2$  | 100 | 0.24486 | -0.00658 | -0.06929 | 0.00074 | 1.66431 | -4.40726 | 0.03146 | 0.23924 | -0.03841 | 42.50859 |
|           | 200 | 0.24724 | 0.00666 | -0.05055 | -0.00681 | 1.02738 | -3.58573 | -0.08955 | 0.24552 | -0.13061 | 32.98534 |
|           | 500 | 0.16719 | 0.01230 | -0.04065 | -0.01362 | 1.63154 | -3.45643 | -0.12652 | 0.17055 | -0.15754 | 21.78552 |
|           | 1000| 0.12559 | 0.02792 | -0.02259 | -0.01262 | 1.73713 | -3.30918 | -0.01885 | 0.13188 | -0.13479 | 21.05052 |
|           | 2000| 0.07826 | 0.07725 | 0.00268 | -0.03973 | 1.73023 | -3.77810 | 0.03235 | 0.08147 | -0.18667 | 25.79196 |
|           | 3000| 0.10076 | 0.10602 | 0.01442 | -0.05042 | 1.63742 | -3.69925 | -0.04663 | 0.09956 | -0.16344 | 24.89489 |
|           | 4000| 0.10908 | 0.14012 | 0.03025 | -0.06558 | 1.55215 | -3.59018 | 0.03061 | 0.09893 | -0.16280 | 21.96128 |
|           | 5000| 0.12989 | 0.15807 | 0.02789 | -0.03752 | 1.63297 | -3.49117 | 0.06943 | 0.11146 | -0.15003 | 18.45416 |
|           | 6000| 0.14970 | 0.17563 | 0.04202 | -0.09220 | 1.65069 | -3.44241 | 0.10007 | 0.13157 | -0.13271 | 16.73196 |

$\delta$ (%) (HF-AM-GI) algorithm and a filtering auxiliary model gradient-based iterative (F-AM-GI) algorithm for the dual-rate bilinear systems with ARMA noises. Compared with the auxiliary model gradient-based iterative (AM-GI) algorithm, the HF-AM-GI algorithm and the F-AM-GI algorithm have a higher

7.1 CONCLUSIONS

Based on the auxiliary model identification idea, this work presents a half-filtering auxiliary model gradient-based iterative
computational efficiency due to the data filtering. Besides, the two proposed algorithms have faster convergence rate and higher parameter estimation accuracy than the AM-GI algorithm when the noise variance level is high. The simulation results show that the proposed algorithms can identify the dual-rate bilinear systems well and can give accurate parameter estimates for the dual-rate bilinear systems in the stochastic frame work. The proposed iterative parameter estimation methods for dual-rate sampled-data bilinear systems by means of the data filtering technique in this paper can be extended to other linear and nonlinear stochastic systems with coloured noises [57–61] and can be applied to other control and schedule areas such as the information processing and transportation communication systems [62–69] and so on.
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