A NEW $p$-ADIC MAASS-SHIMURA OPERATOR AND SUPERSINGULAR RANKIN-SELBERG $p$-ADIC $L$-FUNCTIONS
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Abstract. We give a construction of a new $p$-adic Maass-Shimura operator defined on an affinoid subdomain of the preperfectoid $p$-adic universal cover $\mathcal{Y}$ of a modular curve $Y$. We define a new notion of $p$-adic modular forms as sections of a certain sheaf $\mathcal{O}_\Delta$ of “nearly rigid functions” which transform under the action of subgroups of the Galois group $\text{Gal}(\mathcal{Y}/Y)$ by $\mathcal{O}_\Delta$-valued weight characters. This extends Katz’s notion of $p$-adic modular forms as functions on the Igusa tower $Y_{1g}$; indeed we may recover Katz’s theory by restricting to a natural $\mathbb{Z}_p$-covering $\mathcal{Y}_{1g}$ of $Y_{1g}$, viewing $\mathcal{Y}_{1g} \subset \mathcal{Y}$ as a sublocus. Our $p$-adic Maass-Shimura operator sends $p$-adic modular forms of weight $k$ to forms of weight $k + 2$. Its construction comes from a relative Hodge decomposition with coefficients in $\mathcal{O}_\Delta$ defined using Hodge-Tate and Hodge-de Rham periods arising from Scholze’s Hodge-Tate period map and the relative $p$-adic de Rham comparison theorem. By studying the effect of powers of the $p$-adic Maass-Shimura operator on modular forms, we construct a continuous $p$-adic $L$-function which satisfies an “approximate” interpolation property with respect to the algebraic parts of central critical $L$-values of anticyclotomic Rankin-Selberg families on $GL_2 \times GL_1$ over imaginary quadratic fields $K/\mathbb{Q}$, including the “supersingular” case where $p$ is not split in $K$. Finally we establish a new $p$-adic Waldspurger formula which, in the case of a newform, relates the formal logarithm of a Heegner point to a special value of the $p$-adic $L$-function.
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1. INTRODUCTION

1.1. Previous constructions and Katz’s theory of $p$-adic modular forms on the ordinary locus. Let us start by giving a brief account of Katz and Bertolini-Darmon-Prasanna/Liu-Zhang-Zhang’s construction of $p$-adic $L$-functions over imaginary quadratic fields $K$ in which $p$ splits in $K$. The splitting assumption of Katz allows one to make use of his theory of $p$-adic modular forms in order to construct his and Bertolini-Darmon-Prasanna/Liu-Zhang-Zhang’s $p$-adic $L$-functions, now colloquially known as the Katz and BDP/LZZ $p$-adic $L$-functions, respectively. Namely, the $p$-adic $L$-functions over $K$ which
Katz, Bertolini-Darmon-Prasanna and Liu-Zhang-Zhang, construct is a linear functional on the space of \((p\text{-adic})\) modular forms, which is obtained by evaluating \(p\text{-adic}\) differential operators applied to modular forms at ordinary CM points associated with \(K\). This means the CM points belong to the ordinary locus \(Y^\text{ord} \subset Y\), which is the affinoid subdomain of \((\text{the rigid analytification of})\) \(Y\) obtained by removing all points which reduce to supersingular points on the special fiber (this latter locus being isomorphic to a finite union of rigid analytic open unit discs). Here, the ordinariness assumption is crucial in order to establish nice analytic properties of the \(p\text{-adic}\) \(L\)-function, namely that \((p\text{-adic})\) modular forms have local coordinates in neighborhoods of CM points with respect to which the differential operators alluded to above have a nice, clearly analytic expression. In Katz’s setting, one views \(p\text{-adic}\) modular forms as functions on a pro-étale cover \(Y^\text{Ig} \rightarrow Y^\text{ord}\) using an explicit trivialization of the Hodge bundle. Then on \(Y^\text{Ig}\), he defines a differential operator \(\theta\) called the Atkin-Serre operator, which sends \(p\text{-adic}\) modular forms of weight \(k\) to forms of weight \(k + 2\), and the nice coordinates are provided by Serre-Tate coordinates. One can express

\[
\theta = (1 + T) \frac{d}{dT}
\]

in terms of the Serre-Tate coordinate \(T\), and using this expression one can show easily that the family

\[
\{ \theta^j f \}_{j \in \mathbb{Z}_{\geq 0}}
\]

for a given \(p\text{-adic}\) modular form \(f\) gives rise to a “nearly-analytic” function of \(j\): after applying a certain Hecke operator known as \(p\text{-stabilization}\) to \(f\) (which corresponds to removing an Euler factor in the \(p\text{-adic}\) \(L\)-function), one can show that

\[
\theta^j f^{(p)}
\]

where \(f^{(p)}\) denotes the \(p\text{-stabilization},\) is an analytic function (valued in the space of \(p\text{-adic}\) modular forms) of \(j \in \mathbb{Z}_p^\times\).

One could also use coordinates provided by \(q\)-expansions, if one compactifies all modular curves under our consideration; we stick to the open modular curve in this article in order to avoid boundary issues occurring at cusps, which present bigger technical issues when defining the pro-étale topology later).

The key property of \(Y^\text{Ig} \rightarrow Y^\text{ord}\) which allows one to construct the differential operator \(\theta\) is the existence of the unit root splitting of the Hodge filtration on \(Y^\text{Ig}\). Namely, one can find sections of the relative de Rham cohomology \(\mathcal{H}^1_\text{dR}(A)|_{Y^\text{Ig}}\) which are horizontal with respect to the algebraic Gauss-Manin connection

\[
\nabla : \mathcal{H}^1_\text{dR}(A) \rightarrow \mathcal{H}^1_\text{dR}(A) \otimes_{\mathcal{O}_Y} \Omega^1_Y
\]

(here a section \(\alpha\) being horizontal means that \(\nabla(\alpha) = 0\), and which are also eigenvectors for the canonical (Frobenius-linear) Frobenius endomorphism

\[
F : Y^\text{Ig} \rightarrow Y^\text{Ig}
\]

over \(W\). (The reason for the terminology “unit root” is because one of the eigenvalues for the \(F\) is a \(p\text{-adic}\) unit, since we restrict to a covering of the ordinary locus \(Y^\text{ord}\).) The unit root splitting is a functorial, \(F\)-equivariant splitting of the Hodge filtration, which allows one to then define the differential operator \(\theta\). This uses a standard formalism of Katz which produces such a differential (weight-raising) operator, whenever a splitting of the Hodge filtration with nice properties (e.g. \(\text{Gal}(Y^\text{Ig}/Y^\text{ord})\)-equivariance) exists.
Another key property of the unit root splitting is that for CM elliptic curves $A$, which by the theory of complex multiplication always have models over $\overline{\mathbb{Q}}$, it is induced by the splitting of $H^1_{dR}(A)$ defined over $\overline{\mathbb{Q}}$ given by the eigendecomposition under the CM action. This CM splitting over $\overline{\mathbb{Q}}$ also gives rise to the real-analytic Hodge decomposition over $\mathbb{C}$ from classical Hodge theory, which in that setting gives rise to the real-analytic Maass-Shimura operator $\vartheta$ sending nearly holomorphic modular forms of weight $k$ to nearly holomorphic forms of weight $k + 2$. The consequence is that after normalizing by appropriate “canonical” periods $\Omega_p$ and $\Omega_\infty$, one can show that given an algebraic modular form $w$ of weight $k$, the values of $\vartheta^j w(y)/\Omega_p^{k+2j}$ and $\vartheta^j w(y)/\Omega_\infty^{k+2j}$ at CM points $y$ belong to $\overline{\mathbb{Q}}$ and coincide. This observation of Katz is essential to establishing interpolation properties of the Katz and BDP/LZZ $p$-adic $L$-functions, i.e. to relate them to critical values of complex $L$-functions for fibers $V_x$ where $x \in \Sigma$ are algebraic points in the interpolation (Panchishkin) range. This is because such critical $L$-values can be expressed as period integrals over the CM torus (or finite sums over orbits of CM points) of $\vartheta^j w$, and hence by the above discussion these can be related to such $p$-adic period sums of $\vartheta^j w$ over CM points, which themselves give rise to the Katz and BDP/LZZ $p$-adic $L$-functions.

Let us elaborate on Serre-Tate coordinates and Katz’s notion of $p$-adic modular forms, and expound on the above discussion. To fix ideas, suppose that a modular curve $Y$ represents a fine moduli space (for example, if its topological fundamental group as an analytic space over $\mathbb{C}$ is neat in the sense that it has no torsion), and so it admits a universal object

$$\pi : A \to Y.$$ 

The Hodge bundle is then defined as

$$\omega := \pi_\ast \Omega^1_{A/Y}$$

and weight $k$ modular forms can be identified with sections of $\omega^\otimes k$. Katz’s theory of modular forms comes from viewing modular forms as functions on a certain covering of a $p$-adic rigid analytic subdomain of $Y$, by trivializing $\omega$ on that cover. Specifically, the rigid analytic subdomain is the ordinary locus $Y^{\text{ord}}$ of the modular curve $Y$, a $p$-adic rigid space obtained from $Y$ by removing all points which under the moduli interpretation of $Y$ correspond to supersingular elliptic curves, and the cover on which we trivialize $\omega$ is the Igusa tower $Y_{\text{Is}} \to Y^{\text{ord}}$, which is a $\mathbb{Z}_p^\times$-cover or in other words,

$$\text{Gal}(Y_{\text{Is}}/Y^{\text{ord}}) \cong \mathbb{Z}_p^\times.$$ 

To obtain the trivialization of $\omega$, Katz uses the simple structure of the $p$-divisible groups of ordinary elliptic curves, namely that they are isomorphic over $W = W(\mathbb{F}_p)$ to

$$\mu_{p^\infty} \times \mathbb{Q}_p/\mathbb{Z}_p.$$ 

By the Weil pairing (or Cartier duality), such a trivialization for a given $p$-divisible group $A[p^\infty]$ of an ordinary elliptic curve $A$ is determined by fixing an isomorphism

$$A[p^\infty]^\text{ét} \cong \mathbb{Q}_p/\mathbb{Z}_p.$$ 

In fact, $Y^{\text{ord}}$ is exactly the cover of $Y^{\text{ord}}$ defined over $W$ parametrizing such trivializations

$$\alpha : \mathbb{Q}_p/\mathbb{Z}_p \xrightarrow{3} A[p^\infty]^\text{ét},$$
or equivalently (by the previous discussion), trivializations
\[ \alpha : \mu_p^\infty \times \mathbb{Q}_p/\mathbb{Z}_p \xrightarrow{\sim} A[p^\infty] \]
of the entire \( p \)-divisible group.

Let \( A_0/\mathbb{F}_p \) be an elliptic curve corresponding to a closed geometric point \( y_0 \) on the special fiber \( Y_0^\text{ord} = Y^\text{ord} \otimes_W \mathbb{F}_p \), and let \( A/W \) denote any lift of it (i.e., with \( A \otimes_W \mathbb{F}_p \cong A_0 \)), corresponding to a point \( y \) on \( Y^\text{ord} \). Formally completing \( Y^\text{Ig} \) along \( y_0 \) hence gives the formal moduli space \( \hat{D}(y_0) \) of deformations of \( A_0 \) (with some level structure, which we will suppress for brevity). Since there is a canonical isomorphism
\[ A[p^\infty] \overset{\text{et}}{\cong} A_0[p^\infty](\mathbb{F}_p), \]
then a choice of trivialization
\[ \alpha_0 : \mathbb{Q}_p/\mathbb{Z}_p \xrightarrow{\sim} A_0[p^\infty](\mathbb{F}_p) \]
fixes \( A[p^\infty] \overset{\text{et}}{\cong} \) in the formal neighborhood \( \hat{D}(\tilde{y_0}) \) of \( \tilde{y_0} = (A_0, \alpha_0) \) in \( Y^\text{Ig} \). Hence \( \hat{D}(\tilde{y_0}) \) is parametrized exactly by the connected component \( A[p^\infty]^0 \) of \( A[p^\infty] \), and so there is an (in fact, canonical) isomorphism
\[ \hat{D}(\tilde{y_0}) \cong \hat{G}_m. \]

The canonical coordinate \( T \) on the torus gives rise to the Serre-Tate coordinate, also denoted by \( T \), on \( \hat{D}(\tilde{y_0}) \), and on the associated residue disc \( \hat{D}(\tilde{y_0}) \otimes_W W[1/p] \) (viewed as the rigid analytic generic fiber).

Katz also uses the description of formal neighborhoods on \( Y^\text{Ig} \) around closed points of the special fiber as being canonically isomorphic to \( \hat{G}_m \) to construct a global section of the Hodge bundle on the Igusa tower, which is often called the canonical differential; in terms of the Serre-Tate coordinate, the canonical differential is just given by \( dT/T \). Using tensorial powers of the canonical differential, modular forms, viewed as sections of powers \( \omega \otimes k \) of the Hodge-bundle \( \omega \) restricted to \( Y^\text{ord} \), can be identified as functions on \( Y^\text{Ig} \). Since the canonical differential transforms by
\[ a^* \omega^{\text{Katz}} = a \omega^{\text{Katz}} \]
for \( a \in \mathbb{Z}_p^\times \cong \text{Gal}(Y^\text{Ig}/Y^\text{ord}) \), the we can even identify a modular form of weight \( k \), i.e., a section of \( w \in \omega^{\otimes k}(Y^\text{ord}) \), as a function \( f \) of weight \( k \) on \( Y^\text{Ig} \), via
\[ w|_{Y^\text{Ig}} = f \cdot \omega^{\text{Katz},\otimes k}, \]
where weight \( k \in \mathbb{Z} \) means that \( f \) transforms as
\[ a^* f = a^{-k} f \]
for \( a \in \mathbb{Z}_p^\times = \text{Gal}(Y^\text{Ig}/Y^\text{ord}) \). Katz also uses this viewpoint to generalize modular forms to \( p \)-adic modular forms of weight \( k \in \mathbb{Z}_p^\times \), which are functions on \( Y^\text{Ig} \) which have weight \( k \in \mathbb{Z}_p^\times \) in the same way as defined above.

1.2. Outline of our theory of \( p \)-adic analysis on the supersingular locus and construction of \( p \)-adic \( L \)-functions. The key question addressed by this article is that of developing a satisfactory theory of \( p \)-adic analysis of modular forms on the supersingular locus of modular curves, and subsequently to construct “supersingular” \( p \)-adic \( L \)-functions for Rankin-Selberg families \( V \) associated to automorphic representations \( (\pi_w)_K \times \chi^{-1} \) for
anticyclotomic characters \( \chi \) over an imaginary quadratic field \( K/\mathbb{Q} \), where \( \pi_w \) is the automorphic representation of \( GL_2(\mathbb{A}_K) \) attached to a normalized new eigenform \( w \) (i.e. a newform or Eisenstein series), \( (\pi_w)_K \) denotes its base change to an automorphic representation of \( GL_2(\mathbb{A}_K) \), and \( \chi \) varies through a family of anticyclotomic Hecke characters over \( K \). Here, “supersingular” means that we assume that \( p \) is inert or ramified in \( K \). This is analogous, outside the splitting assumption on \( p \), to the “ordinary” setting in which Katz and Bertolini-Darmon-Prasanna/Liu-Zhang-Zhang construct their one-variable \( p \)-adic \( L \)-functions. In fact our theory addresses the ordinary and supersingular settings uniformly by working on an affinoid subdomain \( \mathcal{Y}_x \subset \mathcal{Y} \) of the \( p \)-adic universal cover \( \mathcal{Y} \) (defined below), where \( \mathcal{Y}_x \) contains a natural cover \( \mathcal{Y}^{ss}_x \) of \( \mathcal{Y}^{ss} \), and so we can recover the aforementioned one-variable \( p \)-adic \( L \)-functions in the ordinary case.

One motivation for the construction of supersingular Rankin-Selberg \( p \)-adic \( L \)-functions is to develop special value formulas in the same style as those of Katz and BDP, where in the former case a special value of the Katz \( p \)-adic \( L \)-function is related to the \( p \)-adic logarithm of elliptic units attached to \( K \), and in the latter case the special value formula is a \( p \)-adic Waldspurger formula involving the \( p \)-adic formal logarithm of a Heegner point attached to \( K \) (when a Heegner hypothesis holds for \( K \) and level \( N \) of \( w \)). Indeed, we succeed in proving such a formula in the case \( p \nmid N \) in Section 6.2 and either \( p > 2 \) or \( p \) is not ramified in \( K \), though in future work we expect to remove both \( p \nmid N \) and extend to \( p = 2 \) and ramified in \( K \) (as well as relax the Heegner hypothesis on \( N \), which would necessitate considering more general quaternionic Shimura curves than modular curves). Such formulas apply in cases not accessible by the previous formulas of Katz and BDP/LZZ, and upon removing the \( p \nmid N \) assumption would apply for example to CM elliptic curves over \( \mathbb{Q} \) where one considers \( p \) as ramified in the CM field \( K \) and one studies Heegner points (or mock Heegner points) attached to \( K \).

To develop a satisfactory theory of \( p \)-adic analysis on the supersingular locus, namely a notion of \( p \)-adic modular forms on the supersingular locus \( Y^{ss} \) which behaves well with respect to some differential operator \( d \) (say, there is a notion of weight which is raised by \( d \), and given a \( p \)-adic modular form \( f \), \( d^k f \) or some stabilization \( d^k f \) gives rise to some \( p \)-adic analytically well-behaved family), there are several technical difficulties which must be overcome. One of which is that there is no obvious canonical differential with which to trivialize \( \omega \) over a cover in order to view modular forms as function on the cover (in the same way as \( \omega_{\text{can}}^{\text{Katz}} \) does so for \( \omega \) on \( Y^{ss} \to Y^{ord} \)). It is also a difficulty that there is no “canonical line” in the \( p \)-divisible group of a supersingular curve as there is for \( \mu_{p^\infty} \subset A[p^\infty] \) when \( A \) is ordinary. Hence there is no natural splitting of the Hodge filtration with which to define a differential operator \( d \) analogous to the Atkin-Serre operator in the ordinary setting, and even if one were to construct such an operator, there is no obvious analogue of the Serre-Tate coordinate under which to locally express \( p \)-adic modular forms \( f \) and study the analytic properties of \( d^k f \).

To overcome these difficulties, we use two key ingredients which in some sense generalize the strategy of Katz. The lack of unit root splitting, whose construction comes from a horizontal basis for the Gauss-Manin connection defined as sections of the relative étale cohomology \( H^1_{\text{ét}}(A) \) over \( Y^{ss} \) which are eigenvectors of the canonical Frobenius. This unit root splitting gives a splitting of the Hodge filtration

\[
0 \to \omega|_{Y^{ord}} \to H^1_{\text{dR}}(A)|_{Y^{ord}} \to \omega^{-1}|_{Y^{ord}} \to 0
\]
as an exact sequence of $\mathcal{O}_{Y^\text{ord}}$-modules, where $\mathcal{O}_Y$ denote the rigid-analytic structure sheaf on $Y$. Note that unlike in the complex-analytic setting, we do not have to extend the sheaf of rigid functions (the analogue of holomorphic functions) to a large sheaf (of “real analytic functions”) in order to obtain the Hodge decomposition, as long as we restrict to $Y^\text{ord} \subset Y$.

As no unit root basis of exists outside of $Y^\text{ord}$, we instead consider the moduli space of all horizontal bases of étale cohomology. This moduli space is representable by the $p$-adic universal cover $\mathcal{Y}$ (which we define more explicitly in the next paragraph), and with universal object being given by $(A, \alpha_\infty)$ where $\alpha_\infty$ is the universal full $p^\infty$-level structure. We then use a relative $p$-adic de Rham comparison theorem to view $\alpha_\infty$ as a universal horizontal basis for relative de Rham cohomology; unlike in the ordinary case, this comparison involves extending the structure sheaf to a certain period sheaf $\mathcal{O}_{B^{+ \text{dR}}, Y}$ (where this is really a sheaf on the proétale site $Y_{\text{proét}}$) first constructed by Scholze in [28]. From this horizontal “framing” of the relative de-Rham cohomology $H^1_{\text{dR}}(A)$, we get a “Hodge-de Rham period” measuring the position of the Hodge filtration and the “Hodge-Tate period” measuring the position of the Hodge-Tate filtration, as considered by Scholze in loc. cit., and use these periods to construct a relative Hodge decomposition which we use as a substitute for the unit root splitting. This splitting is in fact defined over an “intermediate period sheaf”

$$\mathcal{O}_{\Delta, Y} := \mathcal{O}_{B^{+ \text{dR}}, Y}/(t),$$

equipped with natural connection

$$\nabla : \mathcal{O}_{\Delta, Y} \to \mathcal{O}_{\Delta, Y} \otimes_{\mathcal{O}_Y} \Omega^1_Y$$

which is $B^{+ \text{dR}, Y}/(t)$-linear, induced by the natural connection

$$\nabla : \mathcal{O}_{B^{+ \text{dR}, Y}} \to \mathcal{O}_{B^{+ \text{dR}, Y}} \otimes_{\mathcal{O}_Y} \Omega^1_Y$$

which is $B^{+ \text{dR}, Y}$-linear. Moreover, there is a natural map

$$\mathcal{O}_Y \subset \mathcal{O}_{B^{+ \text{dR}, Y}} \xrightarrow{\text{mod } t} \mathcal{O}_{\Delta, Y}$$

which is in fact an inclusion compatible with connections, and such that its composition with the natural map

$$\theta : \mathcal{O}_{\Delta, Y} \to \hat{\mathcal{O}}_Y$$

where $\hat{\mathcal{O}}_Y$ is the $p$-adically completed structure sheaf on $\mathcal{Y}$ is the natural map

$$\mathcal{O}_Y \to \hat{\mathcal{O}}_Y.$$  

Here $\theta$ is induced by the natural relative analogue

$$\theta : \mathcal{O}_{B^{+ \text{dR}, Y}} \to \hat{\mathcal{O}}_Y$$

of Fontaine’s map $\theta : B^{+ \text{dR}} \to \mathbb{C}_p$. Here, $t$ is a global analogue of Fontaine’s “$2\pi i$” and is a global section of a period sheaf $B^{+ \text{dR}, Y}$ on $\mathcal{Y}$, which is itself a relative version of Fontaine’s ring of periods $B^{+}$.

We call $\mathcal{O}_{\Delta, Y}$ “intermediate” because it, in the sense above, lies in between $\mathcal{O}_Y$ and $\mathcal{O}_{B^{+ \text{dR}, Y}}$. In analogy with having to extend from holomorphic to real analytic functions on the complex universal cover $\mathcal{H}$ in order to define the complex-analytic Hodge decomposition, we view $\mathcal{O}_{\Delta, Y}$ as a sheaf of “$p$-adic nearly holomorphic (or rigid) functions on the $p$-adic universal cover $\mathcal{Y}$”.  
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Thus, it is a natural fact that one can show that our theory restricts to Katz’s on $\omega$ with Serre-Tate expansions, and that the restriction of our canonical differential

$$\omega = \lim_{i} Y(p^i),$$

as considered by Scholze in [28] and Scholze-Weinstein in [31]. Here $Y(p^i)$ is the modular curve obtained by adding full $p^i$-level structure to the moduli space represented by $Y$, and $\mathcal{Y}$ is an adic space over $\text{Spa}(\mathbb{Q}_p,\mathbb{Z}_p)$ which is an object in the proétale site $\mathcal{Y}_{\text{proét}}$. Here, the full universal $p^\infty$-level structure $\alpha_{\infty}$ is just a trivialization of the Tate module of $\mathcal{A}$

$$\alpha_{\infty} : \hat{\mathbb{Z}}_{p,\mathcal{Y}}^\otimes \sim T_p\mathcal{A}|_{\mathcal{Y}},$$

where the last isomorphism uses the universal $p^\infty$-level structure $\alpha_{\infty}$ and the isomorphism

$$\mathcal{H}^1_{\text{dR}}(\mathcal{A}) \otimes_{\mathcal{O}_\mathcal{Y}} \mathcal{O}^+_{\text{dR,Y}} \subset \mathcal{H}^1_{\text{ét}}(\mathcal{A}) \otimes_{\hat{\mathbb{Z}}_{p,\mathcal{Y}}} \mathcal{O}_{\text{dR,Y}}^+,$$

on $\mathcal{Y}_{\text{proét}}$ compatible with filtrations (on the left, the convolution of the Hodge filtration on $\mathcal{H}^1_{\text{dR}}(\mathcal{A})$ and the natural filtration on $\mathcal{O}^+_{\text{dR,Y}}$), and on the right is just the filtration on $\mathcal{O}_{\text{dR,Y}}^+$ and connections (on the left, the convolution of the Gauss-Manin connection on $\mathcal{H}^1_{\text{dR}}(\mathcal{A})$ and the natural connection on $\mathcal{O}_{\text{dR,Y}}^+$ via the Leibniz rule, and on the right is just the connection on $\mathcal{O}^+_{\text{dR,Y}}$). Pulling back to $\mathcal{Y}$, we then have

$$\mathcal{H}^1_{\text{dR}}(\mathcal{A}) \otimes_{\mathcal{O}_\mathcal{Y}} \mathcal{O}^+_{\text{dR,Y}}|_{\mathcal{Y}} \overset{\text{dR}}{\rightarrow} \mathcal{H}^1_{\text{ét}}(\mathcal{A}) \otimes_{\hat{\mathbb{Z}}_{p,\mathcal{Y}}} \mathcal{O}^+_{\text{dR,Y}}|_{\mathcal{Y}} \overset{\alpha_{\infty}}{\sim} (\mathcal{O}_{\text{dR,Y}}^+ \cdot t^{-1})^\otimes$$

where the last isomorphism uses the universal $p^\infty$-level structure $\alpha_{\infty}$ and the isomorphism

$$\mathcal{H}^1_{\text{ét}}(\mathcal{A}) \simeq T_p\mathcal{A}(-1)$$

given by the Weil pairing. We also use the fact that there is a natural isomorphism

$$\hat{\mathbb{Z}}_{p,\mathcal{Y}}(-1) = \hat{\mathbb{Z}}_{p,\mathcal{Y}} \cdot t^{-1},$$

as $t$ is a period for the cyclotomic character.

We note that there is a natural sublocus $\mathcal{Y}^{\text{lg}} \subset \mathcal{Y}$ which parametrizes unit root splittings on ordinary elliptic curves, viewed as arithmetic $p^\infty$ level structures

$$\alpha : \mathbb{Z}_p(1) \oplus \mathbb{Z}_p \sim T_p\mathcal{A},$$

together with a trivialization

$$\mathbb{Z}_p(1) \simeq \mathbb{Z}_p,$$

and it is clear that these two data are equivalent to a full $p^\infty$-level structure

$$\alpha : \mathbb{Z}_p \oplus \mathbb{Z}_p \sim T_p\mathcal{A}.$$

Thus, it is a natural $\mathbb{Z}_p^\times$-cover of the Igusa tower $\mathcal{Y}^{\text{lg}}$, and a $\mathbb{Z}_p^\times \times \mathbb{Z}_p^\times$-cover of $\mathcal{Y}^{\text{ord}}$. In fact, one can show that our theory restricts to Katz’s on $\mathcal{Y}^{\text{lg}}$, that $q_{\text{dR}}$-expansions recover Serre-Tate expansions, and that the restriction of our canonical differential $\omega_{\text{can}}|_{\mathcal{Y}^{\text{lg}}}$ coincides with $\omega_{\text{Katz}}^{\text{can}}$. 
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Using (2), one sees that 
\[ \alpha_{\infty,1} := \alpha_{\infty}|_{\hat{\mathbb{Z}}_{p,Y}} \] and 
\[ \alpha_{\infty,2} := \alpha_{\infty}|_{\{0\} \oplus \hat{\mathbb{Z}}_{p,Y}} \] are horizontal sections for the connection. Moreover, upon making the identification (via the Weil pairing)
\[ T_pA \cong \text{Hom}(A[p^\infty], \mu_{p^\infty}), \]
we get a natural map
\[ HT_A : T_pA \otimes \hat{\mathbb{Z}}_{p,Y} \mathcal{O}_Y \to \omega, \quad \alpha \mapsto \alpha^* \frac{dT}{T} \]
where \( dT/T \) is the canonical invariant differential on \( \mu_{p^\infty} \). (It is also sometimes customary to denote \( HT_A = d\log \) as \( d\log T = dT/T \).) We then define the fake Hasse invariant as
\[ s := HT_A(\alpha_{\infty,2}), \]
and in fact we have that on the restriction to \( Y_{Ig} \),
\[ s|_{Y_{Ig}} = \omega_{\text{Katz}}|_{Y_{Ig}}. \]
Consider the affinoid subdomain
\[ Y_x = \{ s \neq 0 \} \subset Y. \]
We note that \( s \in \omega(Y_x) \) is a non-vanishing global section, i.e. a generator. Then let \( s^{-1} \in \omega^{-1}(Y_x) \) the generator corresponding to \( s \) under Poincaré duality. The trivialization
\[ \omega|_{Y_{Ig}} \cong \mathcal{O}_{Y_{Ig}} \]
induced by \( s|_{Y_y} = \omega_{\text{can}} \), along with the universal unit root splitting on \( Y_{Ig} \) given by \( \alpha_{\infty}|_{Y_{Ig}} \), gives rise to a \( p \)-adic differential operator (the Atkin-Serre operator) \( \theta_{AS} : \mathcal{O}_{Y_{Ig}} \to \mathcal{O}_{Y_{Ig}} \) with nice \( p \)-adic analytic properties, seen using Serre-Tate coordinates. The key to these nice \( p \)-adic properties is the identity
\[ \sigma(\omega_{\text{can}} \otimes^2) = d\log T \]
where \( T \) is the Serre-Tate coordinate, and
\[ \sigma : \omega^2 \xrightarrow{\sim} \Omega^1_Y. \]
is the Kodaira-Spencer isomorphism.

By the above discussion, \( s \) seems like a natural candidate to extend Katz’s idea of viewing \( p \)-adic modular forms (sections of \( \omega \)) as functions to the (non-Galois) covering \( Y_x \to Y \). However, unlike in Katz’s situation on \( Y_{Ig} \), in our situation the splitting of (a lift of) the Hodge filtration which we define and use will require extending coefficients from \( \mathcal{O}_{Y_x} \) to a larger sheaf \( \mathcal{O}_{\Delta,Y_x} \) (which can be viewed as “the sheaf of nearly rigid functions”, in analogy to extending the sheaf of holomorphic functions in order to define the Hodge decomposition in the complex analytic situation), and with respect to this splitting \( s \) will not be the most convenient choice for trivializing \( \omega \otimes \mathcal{O}_Y \mathcal{O}_{\Delta,Y_x} \). Instead, we will trivialize using the generator
\[ \omega_{\text{can}} := \frac{s}{y_{\text{dr}}} \in (\omega \otimes \mathcal{O}_Y \mathcal{O}_{\Delta,Y_x})(Y_x) \]
where \( y_{\text{dr}} \in \mathcal{O}_{\Delta,Y_x}(Y_x) \) is a certain \( p \)-adic period associated with \( s \). Hence this induces a trivialization
\[ \omega \otimes \mathcal{O}_Y \mathcal{O}_{\Delta,Y_x} \cong \mathcal{O}_{\Delta,Y_x}. \]
One can show that \( y_{\text{dr}} = 1 \) on the sublocus \( Y_{Ig} \subset Y \), and so we have
\[ \omega_{\text{can}}|_{Y_{Ig}} = \omega_{\text{can}}^{|_{Y_{Ig}}}. \]

In analogy with (3), we also have
\[ \sigma(\omega_{\text{can}}^{\otimes 2}) = dz_{\text{dR}} \]
where \( z_{\text{dR}} = z_{\text{dR}} \mod t \) for the de Rham fundamental period \( z_{\text{dR}} \), which we describe in more detail below. We note that the analogy between (3) and (5), along with (4) suggests that \( z_{\text{dR}} \) provides the correct analogue of \( \log T \). It is this observation which later leads to our notion of the \( z_{\text{dR}} \)-coordinate as an analogue (and extension) for the Serre-Tate coordinate \( T \), and \( z_{\text{dR}} \)-expansions as analogues (and extensions) of Serre-Tate \( T \)-expansions.

We can also use \( \omega_{\text{can}} \) to generalize Katz’s notion of \( p \)-adic modular forms. Let \( U \subset Y \) be a subadic space, let \( \lambda : Y \to Y \) denote the natural projection, and let \( \lambda(U) = U \). Then letting
\[ \Gamma = \text{Gal}(U/U) \subset \text{Gal}(Y/Y) = GL_2(\mathbb{Z}_p), \]
we have a natural map
\[ \omega^{\otimes k}|_U(U) \xrightarrow{\lambda^*} \omega^{\otimes k}|_U(U) \hookrightarrow (\omega \otimes \mathcal{O}_Y \mathcal{O}_{\Delta,\mathcal{Y}_x}|_U)^{\otimes k}(U) \xrightarrow{\omega_{\text{can}}^{\otimes k}} \mathcal{O}_{\Delta,\mathcal{Y}_x}|_U(U). \]
In fact, the image under this map consists of sections \( f \in \mathcal{O}_{\Delta,\mathcal{Y}_x}|_U(U) \) such that
\[ \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) f = (bc - ad)^{-k}(cz_{\text{dR}} + a)^k f \]
for any \( \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma \). In this situation, we say that \( f \) has weight \( k \) for \( \Gamma \) on \( U \). We note that when \( U = Y^\text{lg} \) and so \( U = Y^\text{ord} \), and
\[ \Gamma = (\mathbb{Z}_p^\times)^{\oplus 2} \subset GL_2(\mathbb{Z}_p) \]
the diagonal subgroup, and then (4) becomes
\[ \left( \begin{array}{cc} a & 0 \\ 0 & d \end{array} \right) f = (-d)^{-k} f. \]
In particular, \( f \) descends to a section in \( \mathcal{O}_Y(Y^\text{lg}) \) and we recover Katz’s notion (11) of a \( p \)-adic modular form of weight \( k \). Our main interest, which is defining a satisfactory notion of \( p \)-adic modular form on the supersingular locus, will involve the case \( U = Y^\text{ss}, U = Y^{\text{ss}} \) and \( \Gamma = GL_2(\mathbb{Z}_p) \).

Let us now elaborate on the construction of our splitting of (a lift of) the Hodge filtration alluded to above, which is crucial to the construction of the \( p \)-adic Maass-Shimura operator and its algebraic properties. Unlike in Katz’s theory, outside of \( Y^\text{lg} \), \( \alpha_{\infty,1} \) and \( \alpha_{\infty,2} \) do not generate either the Hodge or Hodge-Tate filtrations, and instead we are led to considering natural periods
\[ z_{\text{dR}} \in \mathcal{O}_{\mathcal{B}^+_{\text{dR},Y}}(\mathcal{Y}_x), \]
where the Hodge-de Rham period \( z_{\text{dR}} \in \mathcal{O}_{\mathcal{B}^+_{\text{dR},Y}}(\mathcal{Y}_x) \) measures the position of the Hodge filtration
\[ \omega|_{\mathcal{Y}_x} = s \cdot \mathcal{O}_{\mathcal{Y}_x} \subset \mathcal{H}^1_{\text{dR}}(A) \otimes_{\mathcal{O}_Y} \mathcal{O}_{\mathcal{B}^+_{\text{dR},Y}} \xrightarrow{z_{\text{dR}}} \mathcal{H}^1_{A}(A) \otimes_{\mathcal{O}_{\mathcal{Y}_x}} \mathcal{O}_{\mathcal{B}^+_{\text{dR,Y}}} \xrightarrow{\alpha_{\infty}^{-1}} (\mathcal{O}_{\mathcal{B}^+_{\text{dR},Y}} \cdot t^{-1})^{\otimes 2}, \]
and the Hodge-Tate period \( z \in \mathcal{O}_Y(Y_z) \subset \mathcal{O}_{dR,Y}(Y_z) \) measures the position of the Hodge-Tate filtration

\[
\omega^{-1}|_{Y_z} = s^{-1} \cdot \mathcal{O}_{Y_z} \subset \mathcal{H}_{et}^1(A) \otimes_{\mathbb{Z}_p,Y} \mathcal{O}_{dR,Y_z} \xrightarrow{\mathcal{A}^{-1}} (\mathcal{O}_{dR,Y_z}^+ \cdot t^{-1})^\otimes 2.
\]

Using these periods, and recalling our notation \( \mathcal{O}_{\Delta,Y_z} = \mathcal{O}_{dR,Y_z}^+/(t) \), one can construct a Hodge decomposition

\[
T_pA \otimes_{\mathbb{Z}_p,Y} \mathcal{O}_{\Delta,Y_z} \xrightarrow{\sim} (\omega \otimes_{\mathcal{O}_Y} \mathcal{O}_{\Delta,Y_z}) \oplus (\omega^{-1} \otimes_{\mathcal{O}_Y} \mathcal{O}_{\Delta,Y_z} \cdot t)
\]

where the projection onto the first factor is given by \( HT_A \) (i.e. the inclusion of the first factor is a section of \( HT_A \)), and so this gives a splitting of the Hodge-Tate filtration. Unfortunately, the kernel of this splitting is not horizontal with respect to the Gauss-Manin connection, which is a crucial property of the unit root splitting in Katz’s theory. Indeed, restricting to \( Y_{\mathbb{A}} \) to recover Katz’s theory, we that \( z = \infty \) on \( Y_{\mathbb{A}} \) and so in particular is constant and hence annihilated by \( \nabla \). However, in general we have

\[
\omega^{-1} \otimes_{\mathcal{O}_Y} \mathcal{O}_{\Delta,Y_z} \cdot t = (\alpha_{\infty,1} - \frac{1}{z} \alpha_{\infty,2}) \mathcal{O}_{\Delta,Y_z},
\]

and the fact that \( \nabla(z) \neq 0 \) on \( Y_z \) means that for any section \( w \in (\Omega^1_Y \otimes_{\mathcal{O}_Y} \mathcal{O}_{\Delta,Y_z})(Y_z) \) and \( f \in \mathcal{O}_{\Delta,Y_z}(Y_z) \),

\[
\nabla_w(\omega^{-1}_{can} \cdot f) = \nabla_w (\langle \alpha_{\infty,1} - \frac{1}{z} \alpha_{\infty,2} \rangle f) = \nabla_w (\langle \alpha_{\infty,1} - \frac{1}{z} \alpha_{\infty,2} \rangle f + \langle \alpha_{\infty,1} - \frac{1}{z} \alpha_{\infty,2} \rangle \nabla_w(f)) = -\nabla \left( \frac{1}{z} \right) \alpha_{\infty,2} + \langle \alpha_{\infty,1} - \frac{1}{z} \alpha_{\infty,2} \rangle \nabla_w(f) \notin \langle \alpha_{\infty,1} - \frac{1}{z} \alpha_{\infty,2} \rangle \mathcal{O}_{\Delta,Y_z}
\]

and so \( \mathcal{D} \) (and hence the Hodge decomposition \( \mathcal{D} \)) is not horizontal with respect to \( \nabla \). To remedy this, we instead replace \( \mathcal{D} \) with another splitting

\[
\mathcal{D}_{\alpha} \simeq (\mathbb{Z}_{p,Y} \otimes_{\mathbb{Z}_{p,Y}} \omega_{\alpha}) \oplus L,
\]

where \( L \) is a free \( \mathcal{O}_{\Delta,Y_z} \)-module of rank 1. Now the projection onto the first factor is not given by \( HT_A \), but instead its kernel is horizontal in the sense that

\[
\nabla_w(L) \subset L
\]

for any section \( w \) of \( \Omega^1_Y \otimes_{\mathcal{O}_Y} \mathcal{O}_{\Delta,Y_z} \). Moreover, \( \mathcal{D}_{\alpha} \) recovers the usual Hodge-Tate decomposition upon applying the natural map \( \theta : \mathcal{O}_{\Delta,Y_z} \to \mathcal{O}_{\mathbb{A}} \), where \( \mathcal{O}_{\mathbb{A}} \) denotes the \( p \)-adically completed structure sheaf (and \( \overline{\theta} \) is analogous to Fontaine’s universal cover \( \theta : B_{dR}^+ \to \mathcal{C}_p \))

\[
\mathcal{D}_{\alpha} \simeq (\omega \otimes_{\mathcal{O}_Y} \mathcal{O}_{\Delta,Y_z}) \oplus (\omega^{-1} \otimes_{\mathcal{O}_Y} \mathcal{O}_{\Delta,Y_z}(1)).
\]

Now we can define a \( p \)-adic Maass-Shimura operator \( d \) with respect to the splitting \( \mathcal{D}_{\alpha} \). Since \( \mathcal{D}_{\alpha} \) recovers the relative Hodge-Tate decomposition, it is induced at CM points by the algebraic CM splitting, and so as in Katz’s theory one can show (using the horizontalness of \( \mathcal{D}_{\alpha} \)) that for an algebraic modular form \( w \in \omega_\otimes^k(Y) \), writing

\[
w|_{Y_z} = f \cdot \omega_{\otimes}^k, \quad f \in \mathcal{O}_{\Delta,Y_z}(Y_z), \quad F \cdot (2\pi i dz)^{\otimes k}, \quad F \in \mathcal{O}_{\text{hol}}(\mathcal{H}^+),
\]
where $\mathcal{O}^{\text{hol}}$ denotes the sheaf of (complex) holomorphic function and $\mathcal{H}^+ \to Y$ the complex universal cover (i.e. the complex upper half-plane), we have that the value
\[(\theta \circ d^j) f(y)/\Omega_p(y)^{k+2j}\]
at a CM point $y \in \mathcal{Y}_x$ is an algebraic number for an appropriate $p$-adic period $\Omega_p(y)$ (depending on $y$), and in fact is equal (in $\mathcal{O}$) to the algebraic number
\[\mathfrak{d}^j F(y)/\Omega_\infty(y)^{k+2j}\]
at the same CM point $y \in \mathcal{Y}_x$ for an appropriate complex period $\Omega_\infty(y)$ (only depending on the image of $y$ under the natural projection $\mathcal{Y} \to Y$):
\[(\theta \circ d^j) f(y)/\Omega_p(y)^{k+2j} = \mathfrak{d}^j F(y)/\Omega_\infty(y)^{k+2j}.
\]

The key fact for proving this algebraicity is that the fiber $\mathcal{O}_{\Delta, \mathcal{Y}_x}(y)$ contains a unique copy of $\mathcal{Q}_p$ by Hensel’s lemma, and so the the composition $\mathcal{Q}_p \subset \mathcal{O}_{\Delta, \mathcal{Y}_x}(y) \to \mathcal{C}_p$ is the natural inclusion; then since the specialization $z(y) \in \mathcal{O}_p$, we have $\theta(z(y)) = z(y)$, and so $\theta(\theta \circ d^j) f(y) = \theta(d^j f(y)) = d^j f(y)$, and this latter value is equal (after normalizing by periods) to $\mathfrak{d}^j f(y)$ since both (10) and the complex analytic Hodge decomposition are both induced by the CM splitting at $y$.

It is the algebraicity of $\theta \circ d^j$ at CM points, and moreover the fact that it is equal in value to complex Maass-Shimura derivatives, which makes it applicable to questions regarding interpolation of critical $L$-values and hence construction of $p$-adic $L$-functions. Ultimately, for the construction of the latter, it is necessary to understand the analytic behavior of $(\theta \circ d^j) f$ around CM points $y$, and here the framework for understanding such analytic properties is provided by $\mathfrak{q}_{\text{dr}}$-expansions of modular forms, given by a $\mathfrak{q}_{\text{dr}}$-expansion map
\[
\omega^{\otimes k}|_{\mathcal{Y}_x} \xrightarrow{\omega^{\otimes k} |_{\mathcal{Y}_x}} y_{\text{dr}} \mathcal{O}_{\mathcal{Y}_x} \xrightarrow{\mathfrak{q}_{\text{dr}}-\text{exp}} \hat{\mathcal{O}}_{\mathcal{Y}_x} [\mathfrak{q}_{\text{dr}} - 1] \subset \mathcal{O}_{\Delta, \mathcal{Y}_x} \xrightarrow{\omega^{\otimes k} |_{\mathcal{Y}_x}} \omega^{\otimes k} \otimes_{\mathcal{O}_Y} \mathcal{O}_{\Delta, \mathcal{Y}_x}.
\]

A key fact is that on the supersingular locus $Y^{ss} \subset \mathcal{Y}_x$, (13) coincides with the natural inclusion
\[
\omega|_{Y^{ss}} \leftarrow \omega \otimes_{\mathcal{O}_Y} \mathcal{O}_{B_{\text{dr}}^{+}, Y^{ss}} \xrightarrow{\text{mod } t} \omega \otimes_{\mathcal{O}_Y} \mathcal{O}_{\Delta, Y^{ss}},
\]

which is induced by the natural inclusion $\mathcal{O}_Y \subset \mathcal{O}_{B_{\text{dr}}^{+}, Y^{ss}} \xrightarrow{\text{mod } t} \mathcal{O}_{\Delta, Y}$. In fact, recalling that $\hat{\mathcal{O}}_Y$ denotes the $p$-adic completion of the structure sheaf $\mathcal{O}_Y$, we have a natural inclusion
\[\hat{\mathcal{O}}_Y [\mathfrak{q}_{\text{dr}} - 1] \subset \mathcal{O}_{\Delta, Y}\]
which is compatible with the natural connections on each sheaf, and which is in fact an equality on $Y^{ss}$:
\[\hat{\mathcal{O}}_Y [\mathfrak{q}_{\text{dr}} - 1] = \mathcal{O}_{\Delta, Y^{ss}}.
\]

Hence we see that, at least on the supersingular locus $Y^{ss}$, $\mathfrak{q}_{\text{dr}}$ provides the correct coordinate when viewing a rigid modular form
\[w \in \omega^{\otimes k}(Y^{ss}) \subset (\omega \otimes_{\mathcal{O}_Y} \mathcal{O}_{\Delta, Y^{ss}})^{\otimes k}(Y^{ss}) \xrightarrow{\omega^{\otimes k} |_{\mathcal{Y}_x}} \mathcal{O}_{\Delta, Y^{ss}}(Y^{ss})\]
as a “nearly rigid function”. The coordinate $\mathfrak{q}_{\text{dr}} \in \mathcal{O}_{\Delta, \mathcal{Y}_x}(\mathcal{Y}_x)$ plays the role analogous to that of the Serre-Tate coordinate, and in fact the $\mathfrak{q}_{\text{dr}}$-expansion of a modular form recovers the Serre-Tate expansion upon restricting to $Y^{tg}$. 


In fact, one can write down an explicit formula for \( \theta \circ d^j \) in terms of \( q_{dR} \)-coordinates

\[
(15) \quad \theta \circ d^j = \sum_{i=0}^{j} \binom{j}{i} \binom{j+k-1}{i} i! \left( -\frac{\theta (y_{dR})}{z} \right)^i \theta \circ \left( \frac{q_{dR} d}{dz_{dR}} \right)^{j-i}.
\]

On \( \mathcal{Y}_{x}^\theta \), as we noted before, \( z = \infty \) and so we have

\[
(\theta \circ d^j) |_{\mathcal{Y}_{x}^\theta} = \theta \circ \left( \frac{q_{dR} d}{dz_{dR}} \right)^j |_{\mathcal{Y}_{x}^\theta} = \theta \circ \theta_{AS}^j = \theta_{AS}^j
\]

where the last equality follows from the fact that

\[
\frac{dq_{dR}}{q_{dR}} |_{\mathcal{Y}_{x}^\theta} = dz_{dR} |_{\mathcal{Y}_{x}^\theta} = dT |_{\mathcal{Y}_{x}^\theta}
\]

and that

\[
\mathcal{O}_{\mathcal{Y}_{x}} \subset \mathcal{O}_{\mathcal{Y}_{x}^\theta} \xrightarrow{\theta} \mathcal{O}_{\mathcal{Y}_{x}}
\]

is the natural completion map. Hence, again restricting to \( \mathcal{Y}_{x}^\theta \subset \mathcal{Y}_{x} \), we recover Katz’s theory.

In order to construct the \( p \)-adic \( L \)-function, we consider the image of a modular form \( w \in \omega^{\otimes k}(Y) \) under the \( q_{dR} \)-expansion map \( \mathcal{Y}_{x}^\theta \), and study the growth of the coefficients of its \( q_{dR} \)-expansion associated with supersingular CM points \( y \):

\[
\omega^{\otimes k} |_{\mathcal{Y}_{x}^\theta} \xrightarrow{\text{\( q_{dR} \)-expansion}} \hat{\mathcal{O}}_{\mathcal{Y}_{x}^\theta}[[q_{dR} - 1]] \xrightarrow{\text{stalk at } y} \hat{\mathcal{O}}_{\mathcal{Y}_{x}^\theta,y}[[q_{dR} - 1]] = \hat{\mathcal{O}}_{\mathcal{Y}_{x}^\theta,y}[q_{dR}^{1/p^b} - 1]
\]

for any \( b \in \mathbb{Q} \), where the last equality is just a formal change of variables. By the remarks above involving \( \mathcal{Y}_{x}^\theta \) and \( \mathcal{Y}_{x}^\theta \), since \( y \in \mathcal{Y}_{x}^\theta \), we see that the above map coincides with the natural map

\[
\omega^{\otimes k} |_{\mathcal{Y}_{x}^\theta} \xrightarrow{\text{natural}} \omega^{\otimes k} \otimes \mathcal{O}_{\mathcal{Y}_{x}^\theta} \xrightarrow{\text{stalk at } y} \omega^{\otimes k} \otimes \mathcal{O}_{\mathcal{Y}_{x}^\theta,y}
\]

and hence is compatible with the natural connections on all sheaves; in particular, this compatibility shows that the formula \( (15) \) gives the action of the \( p \)-adic Maass-Shimura operator \( \theta^j \circ d^j \). One of the main results of Section \( \mathcal{I} \) is that for appropriate \( b \in \mathbb{Q} \) (depending on \( y \), but we later show that \( b \) is the same for all \( y \) in the same CM orbit), one fact has that the above map factors through

\[
(16) \quad \omega^{\otimes k} |_{\mathcal{Y}_{x}^\theta} \xrightarrow{\text{natural}} \hat{\mathcal{O}}_{\mathcal{Y}_{x}^\theta,y}[[q_{dR}^{1/p^b} - 1]][1/p]
\]

where \( \hat{\mathcal{O}}_{\mathcal{Y}_{x}^\theta} \subset \hat{\mathcal{O}}_{\mathcal{Y}_{x}} \) denotes the \( p \)-adically completed integral structure structure sheaf. Given \( w \in \omega^{\otimes k}(Y) \), we can construct the \( p \)-adic \( L \)-function associated with \( w \) by considering sums of the images \( w(q_{dR}^{1/p^b}) \) of \( w \) under \( (16) \) for various orbits of CM points \( y \) on \( \mathcal{Y}_{x}^\theta \), and then applying the Maass-Shimura operators \( p^b \theta \circ d^j \) (normalized by \( p^b \)) using the formula \( (15) \). By the formula, we see that as long as \( p \)-adic valuations \( |y_{dR}(y)|, |z(y)| \) of the specializations \( y_{dR}(y), z(y) \) of the \( p \)-adic periods \( y_{dR}, z \) satisfy certain bounds, then images in the stalks

\[
p^b (\theta \circ d^j) w(q_{dR}^{1/p^b})
\]

“converge” to some \( p \)-adic continuous function in \( j \in \mathbb{Z}/(p - 1) \times \mathbb{Z}_p \), in a sense we now make more precise. Define the \( p \)-stabilization by

\[
w^b(q_{dR}^{1/p^b})_y = w(q_{dR}^{1/p^b})_y - \frac{1}{p} \sum_{j=0}^{p-1} w(q_{dR}^{j/p^b})_y.
\]
One can show directly from (15) that

\[ p^{bj}(\theta \circ d^j)w^b(q_{\text{dR}}^{1/p^k})_y \]

is a $p$-adic continuous function of $j \in \mathbb{Z}/(p - 1) \times \mathbb{Z}_p$. Then for any $j_0 \in \mathbb{Z}_{\geq 0}$ we have

\[(17) \quad \lim_{m \to \infty} p^{bj_0+p^m(p-1)}(\theta \circ d^{j_0+p^m(p-1)})w(q_{\text{dR}}^{1/p^k})_y = p^{bj_0}(\theta \circ d^{j_0})w^b(q_{\text{dR}}^{1/p^k})_y.\]

It is by summing $p^{bj}(\theta \circ d^i)w^b(q_{\text{dR}}^{1/p^k})_y$ against anticyclotomic Hecke characters $\chi$ evaluated at $y$ over appropriate orbits of the CM point $y$ (associated with an order of an imaginary quadratic field $K$) that we arrive at the construction of our $p$-adic continuous $L$-function. The expression (17) along with the algebraicity theorem (12) gives rise to an “approximate interpolation property” which our $p$-adic $L$-function satisfies, namely that values of the $p$-adic $L$-function in a certain range are determined by limits of algebraic normalizations of central critical $L$-values associated with the Rankin-Selberg family $(w, \chi)$.

In fact, we expect in forthcoming work to make the above approximate interpolation property into an actual interpolation formula, see Remark (6.7).

We end this outline with a few remarks on how we obtain the $p$-adic Waldspurger formula in Section 6.2 when $k = 2$. A key property of the $p$-adic Maass-Shimura operator $d^j$ is that it sends $p$-adic modular forms of weight $k$ in the sense of (6) to modular forms of weight $k + 2j$. Hence the limit

\[(18) \quad G := \lim_{m \to \infty} p^{bj_0+p^m(p-1)}(\theta \circ d^{j_0})w^b(q_{\text{dR}})|_{U}\]

converges to a $p$-adic modular form of weight 0 on some small affinoid neighborhood of $y$, for some subgroup $\Gamma \subset GL_2(\mathbb{Z}_p)$. Let $K_p$ denote the $p$-adic completion of $K$ (with respect to a fixed embedding $\overline{\mathbb{Q}} \hookrightarrow \mathbb{Q}_p$). In fact, one can show that for on some affinoid $U \supset \mathcal{Y}_{\text{dR}} \sqcup \mathcal{C}$, where $\mathcal{C} \subset \mathcal{Y}$ is a locus of CM points associated with $K$ such that $\text{Gal}(\mathcal{C}/\mathcal{Y}) \cong \mathcal{O}_{K_p}^\times \subset GL_2(\mathbb{Z}_p)$ (induced by some embedding $K_p \hookrightarrow M_2(\mathbb{Z}_p)$; the subadic space $\mathcal{C}$ itself does not depend on this choice of embedding), the limit

\[(19) \quad G = \log_w|_U.\]
Since the relevant special value of our $p$-adic $L$-function corresponds to evaluating \((18)\) on an orbit of the CM point $y$, one sees that we arrive at our $p$-adic Waldspurger formula by evaluating \((19)\) at an appropriate Heegner point.

1.3. Main Results. We now finally state our main results. We adopt the notation of Section 5.4 and the reader should refer to there for precise definitions and assumptions.

We let $p$ denote a prime which is inert or ramified in $K$, and let $w$ be a new eigenform (i.e. a newform or Eisenstein series) of weight $k$ for $\Gamma_1(N)$ and nebentype $\epsilon$, where $p \nmid N \geq 3$. Let $A$ be a fixed elliptic curve with CM by an order $\mathcal{O}_c \subset \mathcal{O}_K$ of conductor $p \nmid c$ also with $(c, Nd_K) = 1$, let $\alpha : \mathbb{Z}_p^{\oplus 2} \to T_pA$ be a choice of full $p\infty$-level structure as in Choice 6.2, let $y = (A, \alpha) \in \mathcal{C}(\mathcal{K}_p, \mathcal{O}_{\mathcal{K}_p})$ and let $\Omega_p(y)$ and $\Omega_{\infty}(y)$ be the associated periods as in Definition 3.48 and also let

$$w|_{H^+} = F \cdot (2\pi id\varepsilon)^{\otimes k}.$$  

Then for Hecke characters $\chi \in \Sigma$, in the notation of Section 6, we have that the values $L(F, \chi^{-1}, 0)$ are central critical. Given an algebraic Hecke character, let $\bar{\chi}$ denote its $p$-adic avatar, and let $\mathbb{N}_K : \mathbb{A}_K^\times \to \mathbb{C}^\times$ denote the norm character, which has infinity type $(1, 1)$. We collect our results into one Main Theorem.

Theorem 1.1 (Theorems 6.5, 6.6, 6.8). We have a $p$-adic continuous function

$$\mathcal{L}_{p, \alpha}(w, \cdot) : \overline{\Sigma}_+ \to \mathbb{C}_p$$

such that $\mathcal{L}_{p, \alpha}(w, \cdot)$ satisfies the following: Suppose $\{\chi_j\} \subset \Sigma_+$ is a sequence of algebraic Hecke characters where $\chi_j$ has infinity type $(k + j, -j)$, such that $\bar{\chi}_j \to \bar{\chi} \in \overline{\Sigma}_+ \setminus \Sigma_+$. Then when $d_K$ is odd, we have the “approximate” interpolation property

$$\mathcal{L}_{p, \alpha}(w, \bar{\chi})^2 = \lim_{\bar{\chi}_j \to \bar{\chi}} \left( \frac{1}{p^{b\theta(\Omega_p)(A, t, \alpha)}^2} \right)^{k+2j} \left( C(w, \chi_j, c) \sigma(w, \chi_j)^{-1} \Omega_{\infty}(A, t)^{2(k+2j)} \cdot L(F, \chi_j^{-1}, 0) \right)$$

where $b$ is as defined in \((178)\) for $y = (A, \alpha), C(w, \chi_j, c), \sigma(w, \chi_j)$, and the central $L$-values $L(F, \chi_j^{-1}, 0) = L((\pi_w)_K \times \chi_j^{-1}, 1/2)$ are as in Theorem 6.7.

Finally, when $k = 2$, we have our “$p$-adic Waldspurger formula”: Suppose that either $p$ is inert or $p > 2$. For any character $\chi : \mathcal{C}(\mathcal{O}_c) \to \mathbb{Q}_p^\times$, we have

$$\mathcal{L}_{p, \alpha}(w, \mathbb{N}_K \chi) = \begin{cases} \frac{1}{p^{(p^2-1)}} \log w \cdot P_K(\chi) & \text{p is inert in } K \\ \frac{1}{p^{(p-1)}} \log w \cdot P_K(\chi) & \text{p is ramified in } K \end{cases}$$

where $P_K(\chi)$ is the Heegner point as defined in Section 6.2.

In Proposition 6.4, we show that a different choice of $\alpha$ as in Choice 6.2 amounts to multiplying $\mathcal{L}_{p, \alpha}(w, \cdot)$ by a $\mathcal{O}_{K_p}^\times$-valued character.

Again, we stress that in forthcoming work we remove assumptions such as $p \nmid N$, the Heegner hypothesis, and prove analogues of the above theorem in greater generality. Moreover, we replace the “approximate” interpolation property in the above theory with an exact interpolation property. This expectation is based on the following heuristic argument: $p$-adic interpolation of $L$-values is usually achieved upon removing the Euler factors at $p$ from the
relevant $L$-values. In the case where $p$ is inert or ramified in $K$, the Euler factor at $p$ of $L(F, \chi^{-1}, 0)$ is constant:

$$1 - a_p(F)\chi^{-1}(p) + \epsilon(p)p^{k-1}\chi^{-1}(p^2) = 1 - a_p(F)\epsilon^{-1}(p)p^{-k} + \epsilon^{-1}(p)p^{-k-1},$$

where $a_p(F)$ denotes the $p$th Fourier coefficient of $F$ (i.e. the Hecke eigenvalue at $p$ of $w$), for any $\chi \in \Sigma$. Hence, removing the Euler factor from the interpolated $L$-values $L(F, \chi^{-1}, 0)$ amounts to multiplying by a constant (independent of $\chi \in \Sigma$), and so any $p$-adic continuous function which interpolates the $L$-values with Euler factor at $p$ removed $L^{(p)}(F, \chi^{-1}, 0)$ must also be equal to a constant times the limit of the values $L(F, \chi^{-1}, 0)$, which implies that by the approximate interpolation property that the $p$-adic continuous function interpolating the $L^{(p)}(F, \chi^{-1}, 0)$ should be equal to $L_{p,a}(w, \cdot)$ times a constant. This implies that $L_{p,a}(w, \cdot)$ is already continuous itself. We elaborate more on how we might actually prove this continuity in Remark 6.7. We also expect to remove the assumption “$d_K$ odd” assumption in the above approximate interpolation formula; we only make it here in order to use Theorem 6.1.
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2. Preliminaries for the construction of the $p$-adic Maass-Shimura operator

2.1. The preperfectoid infinite level modular curve. Henceforth, fix an algebraic closure $\overline{\mathbb{Q}}$ of $\mathbb{Q}$, and view all number fields (finite extensions of $\mathbb{Q}$) as embedded in $\overline{\mathbb{Q}}$. Henceforth, fix embeddings

$$(21) \quad i_p : \overline{\mathbb{Q}} \hookrightarrow \overline{\mathbb{Q}}_p, \quad i_\infty : \overline{\mathbb{Q}} \hookrightarrow \mathbb{C}$$

Let $\mathbb{C}_p$ denote the $p$-adic completion of $\overline{\mathbb{Q}}_p$. For every field $L \subset \overline{\mathbb{Q}}_p$, let $L_p$ denote the $p$-adic completion of $L$ in $\overline{\mathbb{Q}}_p$. Let $| \cdot |$ denote the unique $p$-adic valuation on $\mathbb{C}_p$ normalized with $|p| = 1/p$.

Let $p$ be a prime. Fix a positive integer $N \geq 3$ which is coprime with $p$. Let $Y_1(N)$ denote the modular curve associated with $\Gamma_1(N)$. Let

$$\mathcal{Y} := \lim_{\triangleright} Y(\Gamma_1(N) \cap \Gamma(p^n))$$

denote the infinite level modular curve with $\Gamma_1(N) \cap \Gamma(p^\infty)$ level structure, which can be viewed as an adic space defined over Spa($\mathbb{Q}_p, \mathbb{Z}_p$). It is a preperfectoid space, in the sense that upon base changing to a perfectoid field containing $\mathbb{Q}_p$ and $p$-adically completing the structure sheaf, one obtains the infinite level perfectoid modular curve constructed by Scholze in [28]. One can view $\mathcal{Y}$ naturally as an adic space over Spa($\mathbb{Q}_p, \mathbb{Z}_p$) (31) which is an object (in fact a profinite étale object) of the proétale site $Y_{\text{proét}}$ as defined in [29]. Given any extension $K/\mathbb{Q}_p$, we can form the base change $Y_K := Y \times_{\text{Spa}(\mathbb{Q}_p, \mathbb{Z}_p) \text{Spa}(K, O^+_K)}$. Henceforth, given any separable extension $K/\mathbb{Q}_p$, we can define an object also denoted by $Y_K \in Y_{\text{proét}}$ via

$$Y_K = \lim_{\triangleleft} \left. Y_{L_i} \right|_{Q_p \subset L \subset K, L/Q_p \text{ finite}}.$$
If $K \supset \mathbb{Q}_p$ is a perfectoid field, $Y_K$ is a perfectoid object in $Y_{\text{proét}}$. There is a natural equivalence of sites $Y_{\text{proét},K} \cong Y_{\text{proét}}/Y_K$, where the latter denotes $Y_{\text{proét}}$ localized at $Y_K$.

It is a somewhat subtle point that we work on $\mathcal{Y}$ instead of its associated “strong completion” (in the sense of [31]) $\hat{\mathcal{Y}}$, which is a true perfectoid space after base change to a perfectoid field and also a perfectoid space over $\text{Spa}(\mathbb{Q}_p, \mathbb{Z}_p)$ in the sense of Kedlaya-Liu, [22]). The reason for this is that we need to work with differentials in $\Omega^1_Y$ in order to define our differential operators (which arise from extensions of the Gauss-Manin connection $\nabla : \mathcal{H}^1_{\text{dR}}(A) \to \mathcal{H}^1_{\text{dR}}(A) \otimes_{\mathcal{O}_Y} \Omega^1_Y$), and it is a fact that $\Omega^1_Y = 0$, and more generally that all perfectoid spaces $X$ have $\Omega^i_X = 0$ for all $i \geq 1$ (for example, see [31, Section 4.4]).

The adic space $\mathcal{Y}$ has the following moduli-theoretic interpretation: a $(\mathcal{C}_p, \mathcal{O}_{\mathcal{C}_p})$-point on $\mathcal{Y}$ corresponds to a triple $(A, t, \alpha)$ consisting of an elliptic curve $A/\mathbb{C}_p$, a $\Gamma_1(N)$ level structure $t \in A[N]$, and a trivialization $\alpha : \hat{\mathbb{Z}}_{p,\mathcal{Y}}^{\oplus 2} \sim \mathcal{T}_pA$ of its Tate module. (This trivialization is equivalent to a $\Gamma(p^\infty)$ Drinfeld level structure on $A$.) Then $\mathcal{Y}$ represents a (fine) moduli space with universal object given by $\mathcal{A}_\infty := \mathcal{A} \times_{Y_1(N)} \mathcal{Y}$, where $\mathcal{A} \to Y_1(N)$ is the universal elliptic curve with $\Gamma_1(N)$-level structure. We also will write

$$\mathcal{A}_\infty = (\mathcal{A}, \alpha_\infty)$$

where $\alpha_\infty$ denotes the universal $\Gamma(p^\infty)$ level structure, which is equivalent to a trivialization $\alpha_\infty : \hat{\mathbb{Z}}_{p,\mathcal{Y}}^{\oplus 2} \sim \mathcal{T}_pA$ of the universal Tate module $\mathcal{T}_pA$ (where $\hat{\mathbb{Z}}_{p,\mathcal{Y}}$ is the “$p$-adic constant sheaf corresponding to $\mathbb{Z}_p$, to be defined in Section 2.2). From now on, we will often suppress the $\Gamma_1(N)$-level structure $t$ in our notation for simplicity (and also because it doesn’t affect any of the following).

2.2. The proétale site, structure sheaves and period sheaves. Let $Y_\text{ét}$ denote the small étale site of the adic space $Y$ over $\text{Spa}(\mathbb{Q}_p, \mathbb{Z}_p)$. Hence, objects of $Y_\text{ét}$ are étale maps $U \to Y$, and coverings are étale coverings. The category pro-$Y_\text{ét}$ consists of functors $F : I \to Y_\text{ét}$ from small cofiltered index categories $I$ in which morphisms are given by

$$\text{Hom}_{\text{pro-$Y_\text{ét}$}}(F, G) := \lim_{\longleftarrow J} \lim_{\longleftarrow I} \text{Hom}_{Y_\text{ét}}(F(i), G(j)).$$

Throughout this article, it will be necessary to work on the proétale site $Y_{\text{proét}}$ as defined in [29], whose objects form a full subcategory of pro-$Y_\text{ét}$. Hence, objects of $Y_{\text{proét}}$ are pro-étale maps $U \to Y$, which means that $U$ can be written as $\lim_{\longleftarrow i} U_i$, where $U_i$ are objects of pro-$Y_\text{ét}$ such that each $U_i \to Y$ is an étale map in pro-$Y_\text{ét}$ in the sense of loc. cit., and $U_i \to U_j$ is a finite étale map in pro-$Y_\text{ét}$ in the sense of loc. cit. for all large $i > j$. Coverings are given by proétale coverings. Given a $U \in Y_{\text{proét}}$, a presentation $U = \lim_{\longleftarrow i} U_i$ as above is called a proétale presentation. It is clear that there is hence a natural projection of sites $\nu : Y_{\text{proét}} \to Y_\text{ét}$. Given any object $U \in Y_{\text{proét}}$, let $Y_{\text{proét}}$ denote the localized site, consisting of objects $V \in Y_{\text{proét}}$ with a map $V \to U$. It is shown in [29] that if $Y_K$ denotes the base change of $Y$ to $\text{Spa}(K, \mathcal{O}_K)$, then there is a natural equivalence of sites $Y_{K,\text{proét}} \cong Y_{\text{proét}}/Y_K$.

Let $K$ denote a perfectoid field over $\mathbb{Q}_p$. An affinoid perfectoid is an object $U \in Y_{\text{proét}}/Y_K$ with a proétale presentation $\lim_{\longleftarrow i} U_i$ where $U_i = \text{Spa}(R_i, R_i^+)$ is an affinoid such that if $R^+$ denotes the $p$-adic completion of $\lim_{\longleftarrow i} R_i^+$ and $R = R^+[1/p]$, then $(R, R^+)$ is a perfectoid
Given any sheaf $\mathcal{F}$ on $Y_{\text{proét}}$ and any object $U \subseteq Y_{\text{proét}}$, we let $\mathcal{F}_U := \mathcal{F}|_U$ denote the induced sheaf on $Y_{\text{proét}}/U$. If the sheaf is written as $\mathcal{F}_Y$, we will often write $\mathcal{F}_U := \mathcal{F}_Y|_U$ for brevity. We let $\mathcal{O}_Y$ denote the structure sheaf on $Y_{\text{proét}}$ (which is defined to be the $\nu$-adic completion of $\mathcal{O}_Y$ or $\mathcal{O}_{\text{ét}}$, depending on the context). Similarly, let $\mathcal{O}_Y^+$ denote the internal structure sheaf. Let $\hat{\mathcal{O}}_Y := \varprojlim_n \mathcal{O}_Y/p^n$ denote the $p$-adic completion of $\mathcal{O}_Y$, and let $\hat{\mathcal{O}}_Y := \hat{\mathcal{O}}_Y[1/p]$ denote the $p$-adic completion of $\mathcal{O}_Y$. As they will be omnipresent throughout our discussion, we will recall construction of the period sheaves on affinoid perfectoids (see [29, Section 6]). We have

$$\hat{\mathcal{O}}_Y^+ := \lim_{\to \infty} \mathcal{O}_Y^+/p^n$$

denote the $p$-adic completion of $\mathcal{O}_Y^+$.

It is a fact that the composition $\theta : \mathcal{B}_{\text{inf},Y_K} \to \hat{\mathcal{O}}_Y$; ker $\theta$ is locally generated by some section $\xi$. We let

$$\mathcal{B}_{\text{inf},Y_K} := B(\hat{\mathcal{O}}_Y^+) \quad \mathcal{B}_{\text{inf},Y_K} := \mathcal{B}_{\text{inf},Y_K}$$

which are initially defined naturally on affinoid perfectoids (see [29, Section 6]). We have

$$A_{\text{inf},Y_K} := W(\hat{\mathcal{O}}_Y^+) \quad B_{\text{inf},Y_K} := A_{\text{inf}}[p^{-1}]$$

$\mathcal{O}_{\text{inf},Y_K} := \mathcal{O}_{Y_K} \otimes W(\kappa(B)) B_{\text{inf},Y_K}$. As they will be omnipresent throughout our discussion, we will recall construction of the period sheaves on affinoid perfectoids (see [29, Section 6]). We have

$$\hat{\mathcal{O}}_Y := \varprojlim_n \mathcal{O}_Y/p^n$$

denote the $p$-adic completion of $\mathcal{O}_Y$, and let $\hat{\mathcal{O}}_Y := \hat{\mathcal{O}}_Y[1/p]$ denote the $p$-adic completion of $\mathcal{O}_Y$. As they will be omnipresent throughout our discussion, we will recall construction of the period sheaves on affinoid perfectoids (see [29, Section 6]). We have

$$\hat{\mathcal{O}}_Y^+ := \lim_{\to \infty} \mathcal{O}_Y^+/p^n$$

denote the $p$-adic completion of $\mathcal{O}_Y^+$.

It is a fact that the composition

$$\mathcal{O}_{Y_K} \to \mathcal{O}_{\text{inf},Y_K}^+ \to \mathcal{O}_{\text{inf},Y_K}^+/\ker \theta = \hat{\mathcal{O}}_Y$$

is the natural inclusion $\mathcal{O}_{Y_K} \to \hat{\mathcal{O}}_Y$. We recall that $\mathcal{O}_{\text{inf},Y_K}$ is equipped with a canonical integrable $\mathcal{B}_{\text{inf},Y_K}$-linear connection

$$\nabla : \mathcal{O}_{\text{inf},Y_K}^+ \to \mathcal{O}_{\text{inf},Y_K}^+ \otimes \mathcal{O}_{Y_K} \Omega^1_{Y_K}$$

extending the trivial connection $\nabla : \mathcal{O}_{Y_K} \to \Omega^1_{Y_K}$. Since the above connection is $\mathcal{B}_{\text{inf},Y_K}$-linear, it extends to a connection

$$\nabla : \mathcal{O}_{\text{inf},Y_K}^+ \to \mathcal{O}_{\text{inf},Y_K} \otimes \mathcal{O}_{Y_K} \Omega^1_{Y_K}.$$
Henceforth, given an adic space $X$ with proéti site $X_{\text{proéti}}$, let
\[ \hat{\mathbb{Z}}_{p,X} = \lim_\leftarrow (\mathbb{Z}/p^n)_X \]
be an inverse limit of the usual constant sheaves $(\mathbb{Z}/p^n)_X$ on $X_{\text{proéti}}$ (which are equal to those constant sheaves pulled back from the small étale site $X_{\text{ét}}$); its sections correspond to continuous maps from $X_{\text{proéti}}$ into $\mathbb{Z}_p$ where $\mathbb{Z}_p$ is given the $p$-adic topology (and not the discrete topology). We also define the Tate twist $\hat{\mathbb{Z}}_{p,X}(1)$ by
\[ \hat{\mathbb{Z}}_{p,X}(1) = \lim_\leftarrow (\mu_{p^n})_X \]
where $(\mu_{p^n})_X$ is the usual constant sheaf on $X_{\text{proéti}}$. For any non-negative integer $n$, we let $\hat{\mathbb{Z}}_{p,X}(n) = \hat{\mathbb{Z}}_{p,X}(1)^{\otimes n}$ (where $\otimes$ is taken over $\hat{\mathbb{Z}}_{p,X}$), and we let $\hat{\mathbb{Z}}_{p,X}(-n) = \text{Hom}_{\hat{\mathbb{Z}}_{p,X}}(\hat{\mathbb{Z}}_{p,X}(n), \hat{\mathbb{Z}}_{p,X})$.

Given any $\hat{\mathbb{Z}}_{p,X}$-module $F$ and $n \in \mathbb{Z}$, we let $F(n) := F \otimes_{\hat{\mathbb{Z}}_{p,X}} \hat{\mathbb{Z}}_{p,X}(n)$.

2.3. Relative étale cohomology and the Weil pairing. Henceforth, we will make free use of the canonical principal polarization
\[ A \cong \hat{A} \]
where $\hat{A}$ denotes the dual of an abelian variety $A$.

We have that
\[ H^1_{\text{ét}}(A) := R^1\pi_*\hat{\mathbb{Z}}_{p,A} \]
is a $\hat{\mathbb{Z}}_{p,Y}$-local system of rank 2 which gives the relative étale cohomology of the family $\pi : A \to Y$. We denote
\[ T_pA := \text{Hom}_{\hat{\mathbb{Z}}_{p,Y}}(H^1_{\text{ét}}(A), \hat{\mathbb{Z}}_{p,Y}) \]
which gives the relative Tate module of the same family. Recall the Weil pairings given by, using the principal polarization $A \cong \hat{A}$ on $A$
\[ \langle \cdot, \cdot \rangle_n : A[p^n] \times A[p^n] \to \mu_{p^n} \]
which, taking the inverse limit over $n$, form a nondegenerate pairing
\[ \langle \cdot, \cdot \rangle : T_pA \times T_pA \to \hat{\mathbb{Z}}_{p,Y}(1) \]
as an inverse limit of constant sheaves on $X_{\text{proéti}}$. This induces a canonical isomorphism
\[ T_pA \cong H^1_{\text{ét}}(A)(1). \]

2.4. The $GL_2(\mathbb{Q}_p)$-action on $Y$.

**Definition 2.1.** Henceforth, we denote the canonical homogeneous coordinates on $\mathbb{P}^1 = \mathbb{P}(\mathbb{Q}_p^2)$ by $x, y \in \mathcal{O}_{\mathbb{P}^1}(1)$. Henceforth, let
\[ \mathbb{P}^1_x = \{ x \neq 0 \}, \quad \mathbb{P}^1_y = \{ y \neq 0 \} \]
be the standard affine cover of $\mathbb{P}^1$. 18
Recall the right $GL_2(\mathbb{Q}_p)$-action on $\mathcal{Y}$, which acts on $(\mathbb{C}_p, \mathcal{O}_{\mathbb{C}_p})$-points $(A, \alpha)$ in the following way (as recalled in [6, Section 2.2]). Recall $GL_2(\mathbb{Q}_p)$ has a left action on $\mathbb{C}_p^\otimes$ in the standard way (viewing elements of the latter as column vectors), and thus if we denote the contragredient by $g^\vee := g^{-1} \det(g)$, we get a *right* action $L \cdot g = g^\vee(L)$ on $\mathbb{Z}_p^\otimes$. Fix $n \in \mathbb{Z}$ such that $p^n g \in M_2(\mathbb{Z}_p)$ but $p^{n-1} g \not\in M_2(\mathbb{Z}_p)$. Then for all $m \in \mathbb{Z}_{>0}$ sufficiently large, the kernel of $p^n g^\vee \pmod{p^m}$ stabilizes to some subgroup $H$ of $A[p^m]$. Then we put $(A, \alpha) \cdot g := (A, \alpha')$, where $\alpha'$ is defined as the composition

$$Z_p^\otimes \xrightarrow{p^n g} \mathbb{Q}_p^\otimes \xrightarrow{\alpha} V_p A \xrightarrow{(\phi_\ast)^{-1}} V_p (A/H),$$

where $p^n g$ acts in the usual way on the left of $\mathbb{Z}_p^\otimes$ (viewing elements of the latter as column vectors), where $\phi : A \to A/H$ is natural isogeny given by projection and $\phi_\ast$ is the induced map $T_p A \to T_p (A/H)$ (extended by linearity to $V_p A \to V_p (A/H)$). Note that if $g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2(\mathbb{Z}_p)$, then $(A, \alpha) \cdot g = (A, \alpha')$ where $\alpha'(e_1) = a\alpha(e_1) + c\alpha(e_2)$ and $\alpha'(e_2) = b\alpha(e_1) + d\alpha(e_2)$.

In fact, one can check that the following diagram is commutative:

$$\begin{array}{ccc}
Z_p^\otimes & \overset{\alpha}{\longrightarrow} & T_p A \\
\downarrow{p^n g^\vee} & & \downarrow{\phi_\ast} \\
Z_p^\otimes & \overset{\alpha'}{\longrightarrow} & T_p (A/H)
\end{array}$$

where in the arrow on the left $p^n g^\vee$ acts on $\mathbb{Z}_p^\otimes$ via left multiplication (viewing the latter as column vectors).

One also has the standard *right* $GL_2(\mathbb{Q}_p)$-action on $\mathbb{P}^1$, given by an element $g$ acting on lines $\mathcal{L}$ (viewed as being spanned by column vectors) via $\mathcal{L} \cdot g = g^\vee \mathcal{L}$.

Finally, we remark that given a geometric point $y$ of $\mathcal{Y}$, the automorphism group of the fiber of $y$ under the natural profinite étale map $\mathcal{Y} \to Y$ is $GL_2(\mathbb{Z}_p)$, since $GL_2(\mathbb{Z}_p)$ acts simply transitively on this geometric fiber by changing the basis $\alpha : \mathbb{Z}_p^\otimes \xrightarrow{\sim} T_p A$.

### 2.5. The Hodge-Tate period and the Hodge-Tate period map.

In this section, we define the Hodge-Tate period and Hodge-Tate period map $\pi_{HT} : \mathcal{Y} \to \mathbb{P}^1$ following [28] and [4]. However, as those latter works define $\pi_{HT}$ on the *perfectoid space* $\hat{\mathcal{Y}}$ associated with $\mathcal{Y}$ (i.e. the strong $p$-adic completion of $\mathcal{Y}$) rather than on $\mathcal{Y}$ itself, it will be necessary for us later to work on the *preperfectoid space* $\mathcal{Y} \in Y_{proet}$ (since we will need to consider $\Omega^1_{\mathcal{Y}}$), we must define $\pi_{HT}$ on $\mathcal{Y}$ as a map of adic spaces over $\mathrm{Spa}(\mathbb{Q}_p, \mathbb{Z}_p)$. One can also recover our definition of $\pi_{HT}$ from the more general construction of period morphisms on (preperfectoid) moduli of $p$-divisible groups given by Scholze-Weinstein [31].

Recall the *Hodge bundle* defined by

$$\omega_A := \pi_\ast \Omega^1_{A/\mathcal{Y}}.$$

Now, we define the *Hodge-Tate map*

$$HT_A : T_p A \to \omega_A$$

(28)
defines a map of adic spaces over $\text{Spa}(\mathbb{Q})$ will easily check that the two sheaves coincide, by the definition of $z$.

Following diagram commutes to be the following: the truncated Weil pairings (24) are compatible in the sense that the

\[
\begin{array}{ccc}
\mathcal{A}[p^n] & \times & \mathcal{A}[p^n] \\
\downarrow & & \downarrow \\
\mathcal{A}[p^{n+1}] & \times & \mathcal{A}[p^{n+1}]
\end{array}
\]

\[
\xrightarrow{T \cdot \langle \cdot \rangle_n} \xrightarrow{T \cdot \langle \cdot \rangle_{n+1}} \mu_{p^n} \rightarrow \mu_{p^{n+1}},
\]

and hence they can be put together (taking an inverse limit along the left first vertical arrows, and a direct limit along the middle and right vertical arrows) to get a pairing

\[
T_p\mathcal{A} \times \mathcal{A}[p^\infty] \rightarrow \mu_{p^\infty}.
\]

Hence, we have a natural identification $T_p\mathcal{A} \cong \text{Hom}_{p\text{-}\text{div}}(\mathcal{A}[p^\infty], \mu_{p^\infty})$ (where the Hom is taken in the category of $p$-divisible groups over $\mathbb{Z}_p$). Using this identification, we define

\[
HT_A(\alpha) = \alpha^* \frac{dT}{T} \in \pi_* \Omega^1_{\mathcal{A}[p^\infty]/Y} = \pi_* \Omega^1_{A/Y} = \omega_A.
\]

By nondegeneracy of the Weil pairing, we know that $HT_A$ is not the zero map. Let $H^{1,0} \subset T_p\mathcal{A} \otimes_{\mathbb{Z}_p, Y} \mathcal{O}_Y$ denote its kernel.

Pulling back (31) along the cover $\mathcal{Y} \rightarrow Y$, we get a section $HT_A(\alpha_{\infty, 2}) \in \omega_A(\mathcal{Y})$. Let

\[
\mathcal{Y}_x = \{ HT_A(\alpha_{\infty, 2}) \neq 0 \} \subset \mathcal{Y}, \quad \mathcal{Y}_y : = \{ HT_A(\alpha_{\infty, 1}) \neq 0 \}.
\]

Denote $\mathcal{O}_Y := \mathcal{O}_Y|_Y$. We now define the Hodge-Tate period $z \in \mathcal{O}_Y(\mathcal{Y}_y)$ via the relation

\[
HT_A(\alpha_{\infty, 2}) = z \cdot HT_A(\alpha_{\infty, 1}).
\]

Since $HT_A$ is not the zero map, we have that $\mathcal{Y}_x \cup \mathcal{Y}_y = \mathcal{Y}$. Using the trivialization $\alpha_{\infty, 1} : T_p\mathcal{A}|_{\mathcal{Y}} \sim \hat{\mathbb{Z}}_{p, \mathcal{Y}}^{\oplus 2}$, we now see that the line

\[
H^{1,0}|_{\mathcal{Y}} \subset T_p\mathcal{A} \otimes_{\mathbb{Z}_p, \mathcal{Y}} \mathcal{O}_Y \xrightarrow{\alpha_{\infty, 1}} \mathcal{O}_Y^{\oplus 2}
\]

is the sub-$\mathcal{O}_Y$-module obtained by gluing together the sheaves $H^{1,0}|_{\mathcal{Y}_x} := (\alpha_{\infty, 1} - \frac{1}{z} \alpha_{\infty, 2})\mathcal{O}_Y$ and $H^{1,0}|_{\mathcal{Y}_y} := (z \cdot \alpha_{\infty, 2} - \alpha_{\infty, 2})\mathcal{O}_Y$ along $\mathcal{Y}_x \cap \mathcal{Y}_y$ (on which affinoid subdomain the reader will easily check that the two sheaves coincide, by the definition of $z$). The inclusion (33) defines a map of adic spaces over $\text{Spa}(\mathbb{Q}_p, \mathbb{Z}_p)$

\[
\pi_{\text{HT}} : \mathcal{Y} \rightarrow \mathbb{P}^1
\]

which we call the Hodge-Tate period map. It is straightforward to check that $\pi_{\text{HT}}$ is equivariant with respect to the $GL_2(\mathbb{Q}_p)$-actions defined in Section (23). Furthermore, since $\mathcal{Y}$ has the same underlying topological space as its associated perfectoid space (once base-changed to any perfectoid field), the map $\pi_{\text{HT}}$ is étale on the supersingular locus

\[
\mathcal{Y}_{ss} := \lim_{\longleftarrow n} Y(\Gamma_1(N) \cap \Gamma(p^n))^{ss}
\]

and maps to the Drinfeld upper half-plane $\Omega = \mathbb{P}^1(\mathbb{C}_p) \setminus \mathbb{P}^1(\mathbb{Q}_p)$. (For the étaleness of $\pi_{\text{HT}} : \mathcal{Y}_{ss} \rightarrow \Omega \subset \mathbb{P}^1$, see also (33) Remark 7.1.2 and Theorem 7.2.3.) The stratification $\mathcal{Y} = \mathcal{Y}_{ss} \cup \mathcal{Y}_{ss}$ is in fact given by

\[
\mathcal{Y}_{ss} = \pi_{\text{HT}}^{-1}(\Omega), \quad \mathcal{Y}_{ss} = \pi_{\text{HT}}^{-1}(\mathbb{P}^1(\mathbb{Q}_p)).
\]
Finally, we note that pulling back the coordinate \( z = -x/y \) on \( \mathbb{P}^1 \), we also obtain the Hodge-Tate period via

\[
(34) \quad z = \pi_{HT}^* z
\]
on \( \mathcal{Y} \). Moreover,

\[
HT_A(\alpha_{\infty,1}) = \pi_{HT}^* x, \quad HT_A(\alpha_{\infty,2}) = \pi_{HT}^* (-y).
\]

By (29), \( z \) satisfies the transformation property

\[
(35) \quad \left( \begin{array}{cc} a & b \\ c & d \end{array} \right)^* z = \frac{dz + b}{cz + a}
\]
for any \( \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{GL}_2(\mathbb{Q}_p) \).

### 2.6. The relative Hodge-Tate filtration

By definition, \( \mathcal{H}^{0,1} \) is the kernel of the map

\[
(36) \quad HT_A : T_pA \otimes_{\mathbb{Z}_{p,Y}} \mathcal{O}_Y \to \omega_A \otimes_{\mathcal{O}_Y} \mathcal{O}_Y.
\]
and extending by linearity to \( \otimes_{\mathcal{O}_Y} \mathcal{O}^{\text{B}_{\text{dr},Y}}_+ \), then \( \mathcal{H}^{0,1} \otimes_{\mathcal{O}_Y} \mathcal{O}^{\text{B}_{\text{dr},Y}}_+ \) is the kernel of the map

\[
(37) \quad HT_A : T_pA \otimes_{\mathbb{Z}_{p,Y}} \mathcal{O}^{\text{B}_{\text{dr},Y}}_+ \to \omega_A \otimes_{\mathcal{O}_Y} \mathcal{O}^{\text{B}_{\text{dr},Y}}_+
\]
which reduces modulo \( \ker \theta \) (i.e. after extending by linearity to \( \otimes_{\mathcal{O}^{\text{B}_{\text{dr},Y}}_+} \mathring{\mathcal{O}}_Y \)) to the map

\[
(38) \quad HT_A : T_pA \otimes_{\mathbb{Z}_{p,Y}} \mathring{\mathcal{O}}_Y \to \omega_A \otimes_{\mathcal{O}_Y} \mathring{\mathcal{O}}_Y
\]

Since the composition \( \mathcal{O}_Y \subset \mathcal{O}^{\text{B}_{\text{dr},Y}}_+ \xrightarrow{\theta} \mathring{\mathcal{O}}_Y \) is the natural \( p \)-adic completion map \( \mathcal{O}_Y \to \mathring{\mathcal{O}}_Y \), the map (38) is just the \( \otimes_{\mathcal{O}_Y} \mathring{\mathcal{O}}_Y \)-linear extension of (36), and its kernel is given by \( \mathcal{H}^{0,1} \otimes_{\mathcal{O}_Y} \mathring{\mathcal{O}}_Y \); in particular

\[
\mathcal{H}^{0,1} \otimes_{\mathcal{O}_Y} \mathring{\mathcal{O}}_Y |_{\mathring{\mathcal{O}}_Y} = (\alpha_{\infty,1} - \frac{1}{\mathring{z}} \cdot \alpha_{\infty,2}) \mathring{\mathcal{O}}_Y
\]
and

\[
\mathcal{H}^{0,1} \otimes_{\mathcal{O}_Y} \mathring{\mathcal{O}}_Y |_{\mathring{\mathcal{O}}_Y} = (\mathring{z} \cdot \alpha_{\infty,1} - \alpha_{\infty,2}) \mathring{\mathcal{O}}_Y |_{\mathring{\mathcal{O}}_Y},
\]

where \( \mathring{z} \in \mathring{\mathcal{O}}_Y(\mathcal{Y}) \) is the image of \( z \in \mathcal{O}_Y(\mathcal{Y}) \) under the natural map \( \mathcal{O}_Y(\mathcal{Y}) \to \mathring{\mathcal{O}}_Y(\mathcal{Y}) \). By construction, \( \mathring{z} \) is the (reciprocal of the) fundamental period as defined in [6, Definition 1.2] (since it is also defined by the relation (32) for the extended Hodge-Tate map (38)). When no confusion arises, we will also often conflate \( \mathring{z} \) and \( z \), as they are the same section under the natural \( p \)-adic completion map \( \mathcal{O} \to \mathring{\mathcal{O}} \).

Caraiani and Scholze [4] define the relative Hodge filtration

\[
(39) \quad 0 \to \omega^{-1}_A \otimes_{\mathcal{O}_Y} \mathring{\mathcal{O}}_Y \to \mathcal{H}^1_{\text{ét}}(A) \otimes_{\mathbb{Z}_{p,Y}} \mathring{\mathcal{O}}_Y \to \omega_A \otimes_{\mathcal{O}_Y} \mathring{\mathcal{O}}_Y(-1) \to 0,
\]
or after twisting by (1) and applying the isomorphism \( \mathcal{H}^1_{\text{ét}}(A)(1) \cong T_pA \) given by (26), equivalently as

\[
(40) \quad 0 \to \omega^{-1}_A \otimes_{\mathcal{O}_Y} \mathring{\mathcal{O}}_Y(1) \to T_pA \otimes_{\mathbb{Z}_{p,Y}} \mathring{\mathcal{O}}_Y \to \omega_A \otimes_{\mathcal{O}_Y} \mathring{\mathcal{O}}_Y \to 0.
\]
Taking the specialization of \((41)\) at a geometric point \(Y = (A) \in Y(\overline{\mathbb{Q}}_p, \mathcal{O}_\mathbb{C}_p)\), we obtain the usual Hodge-Tate exact sequence

\[
0 \to \text{Lie}(A)(1) \xrightarrow{(HT_A)^\vee(1)} T_pA \otimes \mathbb{Z}_p \mathbb{C}_p \xrightarrow{HT_A} \Omega^1_{A/\mathbb{C}_p} \to 0.
\]

We have the following result on the integral Hodge-Tate complex.

**Theorem 2.2** ([15], Theorem II.1.1). Suppose \(p > 2\). Taking an integral model \(A/\mathcal{O}_\mathbb{C}_p\), we have a sequence

\[
0 \to \text{Lie}(A)(1) \xrightarrow{(HT_A)^\vee(1)} T_pA \otimes \mathbb{Z}_p \mathcal{O}_{\mathbb{C}_p} \xrightarrow{HT_A} \Omega^1_{A/\mathbb{C}_p} \to 0
\]

which is in general not exact, but which is a complex with cohomology groups killed by \(p^{1/(p-1)}\).

**Proposition 2.3.** The penultimate arrow in \((39)\) is given by \(HT_A\) from \((37)\), and its kernel is given by the image of

\[
(HT_A)^\vee(1) : \omega_A^{-1} \otimes \mathcal{O}_Y \hat{\mathcal{O}}_Y(1) \to T_pA \otimes_{\mathbb{Z}_p, \mathcal{O}_Y} \hat{\mathcal{O}}_Y.
\]

In particular, since \(\mathcal{H}^0,1 \otimes \mathcal{O}_Y \hat{\mathcal{O}}_Y\) is the kernel of \((37)\), we have

\[
(HT_A)^\vee(1)(\omega_A^{-1} \otimes \mathcal{O}_Y \hat{\mathcal{O}}_Y(1)) = \mathcal{H}^0,1 \otimes \mathcal{O}_Y \hat{\mathcal{O}}_Y
\]

and

\[
(HT_A)^\vee(1)(\omega_A^{-1} \otimes \mathcal{O}_Y \mathcal{O}_\mathbb{B}_{dR,Y}^+(1)) = \mathcal{H}^0,1 \otimes \mathcal{O}_Y \mathcal{O}_\mathbb{B}_{dR,Y}^+.
\]

**Proof.** By \((41)\), the penultimate arrow in \((39)\), which is a map of locally finite free \(\mathcal{O}_Y\)-modules, specializes to \(HT_A\) on geometric fibers. Hence by Nakayama’s lemma, it specializes to \(HT_A\) on geometric stalks, and so the map must be \(HT_A\) since \(Y_{\text{proet}}\) has enough points given by profinite covers of geometric points. Since the kernel of \(HT_A\) in \((41)\) is given by the image of \((HT_A)^\vee(1)\), the same stalk-wise argument works to show that the kernel of \((37)\) is given by the image of \((HT_A)^\vee(1)\). This immediately implies \((43)\). For the final claim, we again can check on stalks at profinite covers of geometric points: since \(\mathcal{O}_\mathbb{B}_{dR,Y}^+//(\ker \theta) \cong \hat{\mathcal{O}}_Y\), by \((43)\) and Nakayama’s lemma (since the image of \(\ker \theta\) in the stalk is the maximal ideal of the stalk of \(\mathcal{O}_\mathbb{B}_{dR,Y}^+\)) we have \((44)\).

\[\square\]

### 2.7. The fake Hasse invariant

Henceforth, we define the **fake Hasse invariant** to be

\[
s := HT_A(\alpha_{\infty,2}) \in \Gamma(\mathcal{Y}, \omega_A),
\]

which is a nonvanishing section in \(\omega_A(\mathcal{Y})\), and so trivializes \(\omega_A\) on \(\mathcal{Y}\). It is equivalently obtained by pulling back the global section \(y\) of \(\mathcal{O}_{\mathbb{P}^1}(1)\) along \(\pi_{HT} : \mathcal{Y} \to \mathbb{P}^1\).

We will briefly address a formal model of \(\mathcal{Y}\) corresponding to the compactification \(X\) of \(Y\). As per the results of [28], there is a proétale cover \(\mathcal{X} \to X\) extending \(\mathcal{Y} \to Y\), which also makes \(\mathcal{X}\) a preperfectoid space over \(\text{Spa}(\mathbb{Q}_p, \mathbb{Z}_p)\) (the fact that the latter map is indeed defined over \(\text{Spa}(\mathbb{Q}_p, \mathbb{Z}_p)\) is explained in the ensuing remarks after [6, Theorem 2.8]). Let \(\mathcal{X}\) be the formal model corresponding to \(\mathcal{X}\) by applying [28, Lemma II.1.1] to the proper adic space \(\mathcal{X}\). Then there is a line bundle \(\omega^+_A\) on \(\mathcal{X}\) whose generic fiber is \(\omega_A\). In fact, by the same lemma in loc. cit., we have that

\[
s \in \Gamma(\mathcal{X}, \omega^+_A)
\]
and in fact trivializes $\omega^+_A$ on the adic-theoretic closure of $Y_y$ in $X$.

2.8. Relative de Rham cohomology and the Hodge-de Rham filtration. Recall the Poincaré sequence (of $\pi^{-1}\mathcal{O}_Y$-modules)

$$
\begin{align*}
0 &\rightarrow \mathcal{O}_A \xrightarrow{d} \Omega^1_{A/Y} \rightarrow 0
\end{align*}
$$

where $d : \mathcal{O}_A \rightarrow \Omega^1_{A/Y}$ is the tensorial exterior differential. Taking the first higher direct image under $\pi : A \rightarrow Y$ of this (46), we get the usual de Rham bundle

$$
\mathcal{H}^1_{\text{dr}}(A) := R^1\pi_{\text{dr}*}\mathcal{O}_A = R^1\pi_* (0 \rightarrow \mathcal{O}_A \rightarrow \Omega^1_{A/Y} \rightarrow 0)
$$

on $Y_{\text{pro ét}}$, which is a rank 2 vector bundle equipped with the usual Hodge-de Rham filtration

$$
\begin{align*}
0 &\rightarrow \omega_A \rightarrow \mathcal{H}^1_{\text{dr}}(A/Y) \rightarrow \omega_A^{-1} \rightarrow 0.
\end{align*}
$$

and Gauss-Manin connection

$$
\nabla : \mathcal{H}^1_{\text{dr}}(A) \rightarrow \mathcal{H}^1_{\text{dr}}(A) \otimes_{\mathcal{O}_Y} \Omega^1_Y
$$

which satisfies Griffiths transversality with respect to the Hodge-de Rham filtration.

We extend the filtration (47) to $\mathcal{H}^1_{\text{dr}}(A) \otimes_{\mathcal{O}_Y} \mathcal{O}_p^+_{\text{dr,Y}}$ by taking the convolution of the (decreasing) Hodge-de Rham filtration with the natural (decreasing) filtration on $\mathcal{O}_p^+_{\text{dr,Y}}$ as defined in Section 2.2. That is, we define

$$
\text{Fil}^i(\mathcal{H}^1_{\text{dr}}(A) \otimes_{\mathcal{O}_Y} \mathcal{O}_p^+_{\text{dr,Y}}) = \sum_{j+j'=i} \text{Fil}^j \mathcal{H}^1_{\text{dr}}(A) \otimes_{\mathcal{O}_Y} \text{Fil}^{j'} \mathcal{O}_p^+_{\text{dr,Y}}.
$$

Since the natural connection on $\mathcal{O}_p^+_{\text{dr,Y}}$ extends $d : \mathcal{O}_Y \rightarrow \Omega^1_Y$, we can extend (48) to $\mathcal{H}^1_{\text{dr}}(A)$ by the Leibniz rule to get a connection

$$
\nabla : \mathcal{H}^1_{\text{dr}}(A) \otimes_{\mathcal{O}_Y} \mathcal{O}_p^+_{\text{dr,Y}} \rightarrow \mathcal{H}^1_{\text{dr}}(A) \otimes_{\mathcal{O}_Y} \mathcal{O}_p^+_{\text{dr,Y}} \otimes_{\mathcal{O}_Y} \Omega^1_Y
$$

of filtered locally free $\mathcal{O}_p^+_{\text{dr,Y}}$-modules with integrable connection satisfying Griffiths transversality with respect to the convolution filtration on $\mathcal{H}^1_{\text{dr}}(A) \otimes_{\mathcal{O}_Y} \mathcal{O}_p^+_{\text{dr,Y}}$. Here, recall that given a locally free $\mathcal{O}$-module with decreasing filtration $\mathcal{M}$ and a connection $\nabla : \mathcal{M} \rightarrow \mathcal{M} \otimes_{\mathcal{O}} \Omega^1$, for $\nabla$ to satisfy Griffiths transversality means that

$$
\nabla(\text{Fil}^i \mathcal{M}) \subset \text{Fil}^{i-1} \mathcal{M} \otimes_{\mathcal{O}} \Omega^1.
$$

2.9. Relative $p$-adic de Rham comparison theorem. Scholze’s relative de Rham comparison theorem ([29, Theorem 8.8]) says that we have an isomorphism

$$
\begin{align*}
T_p A \otimes_{\hat{\mathbb{Z}}_p,Y} \mathcal{O}_{\text{dr,Y}} = H^1_{\text{ét}}(A) \otimes_{\hat{\mathbb{Z}}_p,Y} \mathcal{O}_{\text{dr,Y}} \cong H^1_{\text{dr}}(A) \otimes_{\mathcal{O}_Y} \mathcal{O}_{\text{dr,Y}}
\end{align*}
$$

of sheaves on $Y_{\text{pro ét}}$, compatible with filtrations and connections. The compatibility with the connections implies that the horizontal sections (i.e. sections $f$ with $\nabla(f) = 0$) of the Gauss-Manin connection

$$
\begin{align*}
\nabla : H^1_{\text{dr}}(A) \otimes_{\mathcal{O}_Y} \mathcal{O}_{\text{dr,Y}} \cong T_p A \otimes_{\hat{\mathbb{Z}}_p,Y} \mathcal{O}_{\text{dr,Y}} \rightarrow T_p A \otimes_{\hat{\mathbb{Z}}_p,Y} \mathcal{O}_{\text{dr,Y}} \otimes_{\mathcal{O}_Y} \Omega^1_Y
\end{align*}
$$

are given by $T_p A \otimes_{\hat{\mathbb{Z}}_p,Y} \mathcal{B}_{\text{dr,Y}}$. 
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2.10. $\mathcal{O}B_{\text{dr}}^{+}$-modules and $\mathcal{B}_{\text{dr}}^{+}$-local systems. Recall that by [29] Theorem 7.2, there is an equivalence between the category of $\mathcal{B}_{\text{dr}}^{+}$-local systems and $\mathcal{O}B_{\text{dr}}^{+}$-modules. By [4] Proposition 2.2.3 (see also [29] Proposition 7.9), we have that the $\mathcal{B}_{\text{dr}}^{+}$-local systems

$$M := (\mathcal{H}^1_{\text{et}}(A) \otimes_{\tilde{Z}_{p,Y}} \mathcal{O}B_{\text{dr},Y}^{+})^{\nabla=0} = \mathcal{H}^1_{\text{et}}(A) \otimes_{\tilde{Z}_{p,Y}} \mathcal{B}_{\text{dr},Y}^{+}$$

and

$$M_0 := (\mathcal{H}^1_{\text{dr}}(A) \otimes_{\mathcal{O}Y} \mathcal{O}B_{\text{dr},Y}^{+})^{\nabla=0}$$

satisfy

(51)

$$\begin{equation}
M_0 \subset M
\end{equation}$$

and thus, after tensoring with $\otimes_{\mathcal{B}_{\text{dr},Y}^{+}} \mathcal{O}B_{\text{dr},Y}^{+}$, this induces an inclusion of $\mathcal{O}B_{\text{dr},Y}^{+}$-modules which we denote by $\iota_{\text{dr}}$:

(52) $\mathcal{H}^1_{\text{dr}}(A) \otimes_{\mathcal{O}Y} \mathcal{O}B_{\text{dr},Y}^{+} = M_0 \otimes_{\mathcal{B}_{\text{dr},Y}^{+}} \mathcal{O}B_{\text{dr},Y}^{+} \subset M \otimes_{\mathcal{B}_{\text{dr},Y}^{+}} \mathcal{O}B_{\text{dr},Y}^{+} = \mathcal{H}^1_{\text{et}}(A) \otimes_{\tilde{Z}_{p,Y}} \mathcal{B}_{\text{dr},Y}^{+}$.

Using the isomorphism $\mathcal{H}^1_{\text{et}}(A) \cong T_p\mathcal{A}(-1)$ furnished by (26), this induces an inclusion

(53) $\mathcal{H}^1_{\text{dr}}(A) \otimes_{\mathcal{O}Y} \mathcal{O}B_{\text{dr},Y}^{+}(1) = M_0 \otimes_{\mathcal{B}_{\text{dr},Y}^{+}} \mathcal{O}B_{\text{dr},Y}^{+}(1)$

$$\begin{equation}
\iota_{\text{dr}} \subset M \otimes_{\mathcal{B}_{\text{dr},Y}^{+}} \mathcal{O}B_{\text{dr},Y}^{+}(1) = T_p\mathcal{A} \otimes_{\tilde{Z}_{p,Y}} \mathcal{O}B_{\text{dr},Y}^{+},
\end{equation}$$

which, upon evaluating on $Y \to Y$ and using $\tilde{Z}_{p,Y}(1) \cong \tilde{Z}_{p,Y} \cdot t$, induces

(54) $\mathcal{H}^1_{\text{dr}}(A) \otimes_{\mathcal{O}Y} \mathcal{O}B_{\text{dr},Y}^{+} \cdot t = M_0 \otimes_{\mathcal{B}_{\text{dr},Y}^{+}} \mathcal{O}B_{\text{dr},Y}^{+} \cdot t$

$$\begin{equation}
\iota_{\text{dr}} \subset M \otimes_{\mathcal{B}_{\text{dr},Y}^{+}} \mathcal{O}B_{\text{dr},Y}^{+} \cdot t = T_p\mathcal{A} \otimes_{\tilde{Z}_{p,Y}} \mathcal{O}B_{\text{dr},Y}^{+} \cdot t = T_p\mathcal{A} \otimes_{\tilde{Z}_{p,Y}} \mathcal{O}B_{\text{dr},Y}^{+} \cdot t \cong \mathcal{O}B_{\text{dr},Y}^{+} \cdot t.
\end{equation}$$

3. Construction of the $p$-adic Maass-Shimura operator

3.1. A proétale local description of $\mathcal{O}B_{\text{dr}}^{(+)}. Recall that for an affinoid $\mathcal{U} \subset \mathbb{Y}^{\text{aff}}$ we have an étale morphism of adic spaces $\pi_{\text{HT}} : \mathcal{U} \to \Omega^2 \subset \mathbb{P}^1$. Using the $p$-adic exponential, this adic-locally defines an étale morphism

$$\mathcal{U} \to \mathbb{T} = \text{Spa}(\mathbb{Q}_p(T, T^{-1}), \mathbb{Z}_p(T, T^{-1})),$$

and taking finite étale covers

$$\mathbb{T}^{1/p^m} = \text{Spa}(\mathbb{Q}_p(T^{1/p^m}, T^{-1/p^m}), \mathbb{Z}_p(T^{1/p^m}, T^{-1/p^m}))$$

of $\mathbb{T}$ to extract $p^\text{th}$-power roots of the $p$-adic exponential, we can extend to this to étale morphisms $\mathcal{U} \to \mathbb{T}$ defined on larger étale neighborhoods. In this section, we will deal with the more general situation where we have an arbitrary adic space $\mathcal{U}$ over $\text{Spa}(\mathbb{Q}_p, \mathbb{Z}_p)$ with a fixed étale-locally defined étale morphism $\pi : \mathcal{U} \to \mathbb{T}$, and specialize in Section 4.1 to the situation described above.

Let $K/\mathbb{Q}_p$ denote a perfectoid field, with ring of integers $\mathcal{O}_K$.

(55) $\mathbb{T} = \lim_{\mathbb{Q}_p} \mathbb{T}^{1/p^m} \in \mathbb{T}_{\text{proét}}.$

Letting $\mathbb{T}_K$ denote the base change to $\text{Spa}(K, \mathcal{O}_K)$, this is an affinoid perfectoid object of $\mathbb{T}_{\text{K,proét}}$. Using our given étale-locally defined étale map $\mathcal{U} \to \mathbb{T}$, let

$$\mathcal{U} = \mathcal{U} \times_{\mathbb{T}} \mathbb{T}_K \in \mathcal{U}_{\text{proét}}.$$


Let $\tilde{U}_K \in \mathcal{U}_{K,\text{proét}}$ denote the base change to $\text{Spa}(K, \mathcal{O}_K)$, so that $\tilde{U}_K$ is an affinoid perfectoid object in $\tilde{U}_{K,\text{proét}}$. The following proposition and its proof are copied almost verbatim from [29].

**Proposition 3.1** ([29], Proposition 6.10). We have a natural isomorphism of sheaves on the localized site $\mathcal{U}_{\text{proét}}/\tilde{U}$

$$B^+_{\text{dr},\tilde{U}}[X] \sim \mathcal{O}_{\text{dr},\tilde{U}}$$

sending $X \mapsto T \otimes 1 - 1 \otimes [T^0]$. In particular, we have

$$B^+_{\text{dr},\tilde{U}}[X][t^{-1}] \sim \mathcal{O}_{\text{dr},\tilde{U}}$$

**Proof.** As in loc. cit., the key ingredient of the argument is:

**Claim 3.2.** There is a unique morphism

$$\mathcal{O}_{\tilde{U}} \to B^+_{\text{dr},\tilde{U}}[X]$$

sending $T \mapsto [T^0] + X$ and such that the resulting map

$$\mathcal{O}_{\tilde{U}} \to B^+_{\text{dr},\tilde{U}}[X]/\ker \theta = \hat{\mathcal{O}}_{\tilde{U}}$$

is the natural inclusion.

Once we have shown this claim, we get a natural map

$$(\mathcal{O}_{\tilde{U}} \otimes_{W(\kappa)} W(\hat{\mathcal{O}}_{\tilde{U}}))|_{\tilde{U}} \to B^+_{\text{dr},\tilde{U}}|_{\tilde{U}}[X]$$

which induces the inverse of the map in the statement upon passing to the $(\ker \theta)$-adic completion.

In order to show the claim, we recall the following lemmas from [29].

**Lemma 3.3** ([29], Lemma 6.11). Let $(R, R^+)$ be a perfectoid affinoid $(k, \mathcal{O}_k)$-algebra, and let $S$ be a finitely generated $\mathcal{O}_K$-algebra. Then any morphism

$$f : S \to B^+_{\text{dr}}(R, R^+)[X]$$

such that $\theta(f(S)) \subset R^+$ extends to the $p$-adic completion of $S$.

**Lemma 3.4** (cf. [29], Lemma 6.12). Let $V = \text{Spa}(R, R^+)$ be an affinoid adic space of finite type over $\text{Spa}(W(\kappa)[p^{-1}], W(\kappa))$ with an étale map $V \to T$. Then there exists a finitely generated $W(\kappa)[T]$-algebra $R_0^+$, such that $R_0 = R_0^+[p^{-1}]$ is étale over

$$W(\kappa)[p^{-1}][T]$$

and $R^+$ is the $p$-adic completion of $R_0^+$.

**Proof of Claim 3.2.** We again follow the argument in loc. cit. Note that we have a map

(56) $$W(\kappa)[p^{-1}][T] \to B^+_{\text{dr},\tilde{U}}[X]$$

sending $T$ to $[T^0] + X$. Now take any affinoid perfectoid $V \in \mathcal{U}_{\text{proét}}/\tilde{U}_K$ writing it as a union of inverse limits of affinoid $V_i \in \mathcal{U}_{\text{proét}}$. Then $\mathcal{O}_{\tilde{U}}(V) = \varprojlim_i \mathcal{O}_{\tilde{U}}(V_i)$. Applying Lemma 3.4 to $V_i = \text{Spa}(R_i, R_i^+) \to \tilde{U} \to T$, we have algebras $R^i_0$ whose generic fibers $R^i_0$ are étale over $W(\kappa)[p^{-1}][T]$. By Hensel’s lemma, the map (56) uniquely lifts to a map $R^i_0 \to B^+_{\text{dr},\tilde{U}}(V)[X]$ and in particular we get a unique lifting of $R^i_0$. This map in turn extends by Lemma 3.3 to
the $p$-adic completion $R_i^+ = \mathcal{O}_i^+(V_i)$, and hence we get a unique lifting $\mathcal{O}_i(V_i) \to \mathbb{B}_{dR,\mathcal{U}}^+[X]$. Taking the direct limit, we get a unique lifting $\mathcal{O}_U(V) \to \mathbb{B}_{dR,\mathcal{U}}^+[X]$. Since $V$ was arbitrary and the affinoid perfectoids form a basis of the proétale site, and invoking the fact that $\mathcal{O}_U$ is a sheaf on $\mathcal{U}_{pro\acute{e}t}$ (and so satisfies the gluing axiom), we have proven the claim. \hfill \square

3.2. The de Rham fundamental periods. Let

$$t := \log[e] \in \text{Fil}^1 \mathbb{B}_{dR}^+(\mathcal{Y})$$

and

$$\epsilon := (\langle \alpha_{\infty, 2}, \alpha_{\infty, 1} \rangle, \langle \alpha_{\infty, 2}, \alpha_{\infty, 1} \rangle, \ldots) \in \hat{\mathbb{Z}}_{\mathbb{p}}(1)(\mathcal{Y})$$

where $\langle \cdot, \cdot \rangle$ is the Weil pairing $[25]$ (viewed as a pairing $T_p \mathcal{A} \times T_p \mathcal{A} \to \hat{\mathbb{Z}}_{p,\mathcal{Y}}(1)$ via the universal principal polarization $\mathcal{A} \cong \hat{\mathcal{A}}$), and $\langle \cdot, \cdot \rangle_n$ denotes its image under the projection $\hat{\mathbb{Z}}_{p,\mathcal{Y}}(1) \to \mu_{p^n}$. Hence $t$ is a generator (i.e. a non-vanishing global section) of $\text{Fil}^1 \mathbb{B}_{dR}^+(\mathcal{Y})$ over $\mathbb{B}_{dR}^+(\mathcal{Y})$.

Note also that $t$ gives a natural isomorphism

$$\hat{\mathbb{Z}}_{p,\mathcal{Y}}(1) \cong \hat{\mathbb{Z}}_{p,\mathcal{Y}} \cdot t : \gamma \mapsto \log[\gamma]$$

of $\hat{\mathbb{Z}}_{p,\mathcal{Y}}$-modules on $\mathcal{Y}_{pro\acute{e}t}$, and thus by the isomorphism $[26]$ induced by the Weil pairing, we have a natural isomorphism

$$\mathcal{H}^1_{\text{et}}(\mathcal{A}) \cong T_p \mathcal{A}(-1) \cong T_p \mathcal{A} \cdot t^{-1} \cong_{\alpha_{\infty, 1}} \left(\hat{\mathbb{Z}}_{p,\mathcal{Y}} \cdot t^{-1}\right)^{\oplus 2}.$$

Using (58) and (51), we write the global section of $\omega_\mathcal{A}$ given by the fake Hasse invariant

$$\mathfrak{s} := HT_\mathcal{A}(\alpha_2) \in \mathcal{H}^1_{dR}(\mathcal{A}) \otimes_{\mathcal{O}_Y} \mathbb{B}_{dR}^+(\mathcal{Y}) \subset \mathcal{H}^1_{\text{et}}(\mathcal{A}) \otimes_{\hat{\mathbb{Z}}_{p,\mathcal{Y}}} \mathbb{B}_{dR,\mathcal{Y}}^+(\mathcal{Y}) \cong (\mathbb{B}_{dR,\mathcal{Y}}^+ \cdot t^{-1})^{\oplus 2}$$

as

$$\mathfrak{s} = x_{dR} \alpha_{\infty, 1}/t + y_{dR} \alpha_{\infty, 2}/t$$

where $x_{dR}, y_{dR} \in \mathcal{O}_{dR}^+(\mathcal{Y})$.

**Definition 3.5.** We call $x_{dR}, y_{dR} \in \mathcal{O}_{dR}^+(\mathcal{Y})$ the de Rham fundamental periods.

**Remark 3.6.** By the proof of Proposition 2.2.5 of [1], we see that the map

$$\omega_\mathcal{A} \otimes_{\mathcal{O}_Y} \mathbb{B}_{dR,\mathcal{Y}}^+ \to \mathcal{H}^1_{dR}(\mathcal{A}) \otimes_{\mathcal{O}_Y} \mathbb{B}_{dR,\mathcal{Y}}^+ \to \mathcal{H}^1_{\text{et}}(\mathcal{A}) \otimes_{\hat{\mathbb{Z}}_{p,\mathcal{Y}}} \mathcal{O}_{dR,\mathcal{Y}} \xrightarrow{HT_\mathcal{A}} \omega_\mathcal{A}(-1) \otimes_{\mathcal{O}_Y} \mathbb{B}_{dR,\mathcal{Y}}^+$$

obtained from reducing the right hand side of (52) modulo $\ker \theta$ is just the 0 map. Hence $x_{dR}, y_{dR} \in \ker \theta \subset \mathcal{O}_{dR}^+(\mathcal{Y})$. 26
3.3. $GL_2(\mathbb{Q}_p)$-transformation properties of the de Rham fundamental periods. For any $\gamma \in GL_2(\mathbb{Q}_p)$, let

$$p^n\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$$

where $n \in \mathbb{Z}$ is such that $p^n\gamma \in M_2(\mathbb{Z}_p)$ but $p^{n-1} \notin M_2(\mathbb{Z}_p)$. Retain the same notation as in Section 2.4, so that we have

$$\alpha_{\infty,1} \cdot \begin{pmatrix} a & b \\ c & d \end{pmatrix} = a(\tilde{\phi}_s)^{-1}(\alpha_{\infty,1}) + c(\tilde{\phi}_s)^{-1}(\alpha_{\infty,2})$$

$$\alpha_{\infty,2} \cdot \begin{pmatrix} a & b \\ c & d \end{pmatrix} = b(\tilde{\phi}_s)^{-1}(\alpha_{\infty,1}) + d(\tilde{\phi}_s)^{-1}(\alpha_{\infty,2}).$$

Note that when $\gamma \in GL_2(\mathbb{Z}_p)$, then $(\tilde{\phi}_s)^{-1}$ is just the identity. From the calculations

$$\gamma^*s = \begin{pmatrix} a & b \\ c & d \end{pmatrix}^* \ HT_A(\alpha_{\infty,2}) = HT_A(b(\tilde{\phi}_s)^{-1}(\alpha_{\infty,1}) + d(\tilde{\phi}_s)^{-1}(\alpha_{\infty,2}))$$

$$= (bz^{-1} + d)HT_A((\tilde{\phi}_s)^{-1}(\alpha_{\infty,2}))$$

$$= (bz^{-1} + d)(\tilde{\phi}^{-1})^*s$$

and

$$\gamma^*t = \begin{pmatrix} a & b \\ c & d \end{pmatrix}^* \ log([\langle \alpha_{\infty,2}, \alpha_{\infty,1} \rangle_0, \ldots])$$

$$= log([\langle a(\tilde{\phi}_s)^{-1}(\alpha_{\infty,1}) + c(\tilde{\phi}_s)^{-1}(\alpha_{\infty,2}), b(\tilde{\phi}_s)^{-1}(\alpha_{\infty,1}) + d(\tilde{\phi}_s)^{-1}(\alpha_{\infty,2}) \rangle_0, \ldots])$$

$$= (bc - ad) \ log([\langle (\tilde{\phi}_s)^{-1}(\alpha_{\infty,2}), (\tilde{\phi}_s)^{-1}(\alpha_{\infty,1}) \rangle_0, \ldots])$$

$$= (bc - ad) \log([\langle (\alpha_{\infty,2}, \alpha_{\infty,1}) \rangle_0, \ldots])$$

$$= (bc - ad)t,$$

where the last equality follows from the functoriality of the Weil pairing, as follows. Given an isogeny $\phi : A \to A'$ with dual isogeny $\tilde{\phi} : A' \to A$, and the Weil pairings $\langle \cdot, \cdot \rangle$ and $\langle \cdot, \cdot \rangle'$ associated with $A$ and $A'$, we have

$$\langle \tilde{\phi}_s(x), y \rangle = \langle x, \phi_s(y) \rangle'.$$

Now by the construction of our $\phi$ (using our definition of $p^n\gamma$), we see that either $(\tilde{\phi}_s)^{-1}(\alpha_{\infty,1}) = \phi_s(\alpha_{\infty,1})$ or $(\tilde{\phi}_s)^{-1}(\alpha_{\infty,2}) = \phi_s(\alpha_{\infty,2})$, and hence

$$\langle (\tilde{\phi}_s)^{-1}(\alpha_{\infty,1}), (\tilde{\phi}_s)^{-1}(\alpha_{\infty,2}) \rangle = \langle \phi_s(\alpha_{\infty,1}), (\tilde{\phi}_s)^{-1}(\alpha_{\infty,2}) \rangle$$

$$= \langle \alpha_{\infty,1}, \phi_s(\tilde{\phi}_s)^{-1}(\alpha_{\infty,2}) \rangle$$

$$= \langle \alpha_{\infty,1}, \alpha_{\infty,2} \rangle$$

for $i = 1$ or 2.

We have:

**Proposition 3.7.** Let $\gamma \in GL_2(\mathbb{Q}_p)$ and

$$p^n\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$$
where $n \in \mathbb{Z}$ is such that $p^n \gamma \in M_2(\mathbb{Z}_p)$ but $p^{n-1} \not\in M_2(\mathbb{Z}_p)$. Then $x_{\text{dr}}/t$ and $y_{\text{dr}}/t$ satisfy the transformation laws

(63)
$$\gamma^*(x_{\text{dr}}/t) = (dx_{\text{dr}} - by_{\text{dr}})(bz^{-1} + d)(bc - ad)^{-1} = (bz_{\text{dr}}^{-1} + d)(bz^{-1} + d)(bc - ad)^{-1}(x_{\text{dr}}/t),$$

and

(64)
$$\gamma^*(y_{\text{dr}}/t) = (-cx_{\text{dr}} + ay_{\text{dr}})(bz^{-1} + d)(bc - ad)^{-1} = (cz_{\text{dr}} + a)(bz^{-1} + d)(bc - ad)^{-1}(y_{\text{dr}}/t),$$

Proof. Let
$$X := \gamma^*x_{\text{dr}}, \quad Y := \gamma^*y_{\text{dr}}.$$

Then by definition,
$$s = HT_A(\alpha_{\infty, 2}) = x_{\text{dr}}\alpha_{\infty, 1}t^{-1} + y_{\text{dr}}\alpha_{\infty, 2}t^{-1}$$

and so
$$\gamma^*s = HT_A\left(b(\tilde{\phi}_*)^{-1}(\alpha_{\infty, 1}) + d(\tilde{\phi}_*)^{-1}(\alpha_{\infty, 2})\right) = (bz^{-1} + d)\left(x_{\text{dr}}\frac{(\tilde{\phi}_*)^{-1}(\alpha_{\infty, 1})}{t} + y_{\text{dr}}\frac{(\tilde{\phi}_*)^{-1}(\alpha_{\infty, 2})}{t}\right).$$

From (61), we have
$$(bz^{-1} + d)\left(x_{\text{dr}}\frac{(\tilde{\phi}_*)^{-1}(\alpha_{\infty, 1})}{t} + y_{\text{dr}}\frac{(\tilde{\phi}_*)^{-1}(\alpha_{\infty, 2})}{t}\right) = \gamma^*s$$

$$= X\left(a(\tilde{\phi}_*)^{-1}(\alpha_{\infty, 1}) + c(\tilde{\phi}_*)^{-1}(\alpha_{\infty, 2})\right)(bc - ad)^{-1}$$

$$+ Y\left(b(\tilde{\phi}_*)^{-1}(\alpha_{\infty, 1}) + d(\tilde{\phi}_*)^{-1}(\alpha_{\infty, 2})\right)(bc - ad)^{-1}$$

$$= (aX + bY)(bc - ad)^{-1}(\tilde{\phi}_*)^{-1}(\alpha_{\infty, 1}) + (cX + dY)(bc - ad)^{-1}(\tilde{\phi}_*)^{-1}(\alpha_{\infty, 2})$$

which, by equating the coefficients of \frac{(\tilde{\phi}_*)^{-1}(\alpha_{\infty, 1})}{t} and \frac{(\tilde{\phi}_*)^{-1}(\alpha_{\infty, 2})}{t}, implies that
$$X = -(dx_{\text{dr}} - by_{\text{dr}})(bz^{-1} + d), \quad Y = -(cx_{\text{dr}} + ay_{\text{dr}})(bz^{-1} + d)$$

as desired. \hfill \square

3.4. The $p$-adic Legendre relation.

Proposition 3.8. The composition
$$HT_A \circ \iota_{\text{dr}} : \omega_A \otimes_{\mathcal{O}_Y} \mathcal{O}^{\oplus}_{\text{dr,Y}} \cdot t \to \omega_A \otimes_{\mathcal{O}_Y} \mathcal{O}^{\oplus}_{\text{dr,Y}}$$

is the natural inclusion.
Proof. We are considering the composition

\begin{equation}
(65) \; \omega_A \otimes_{\mathcal{O}_Y} \mathcal{O}_{\operatorname{dr},Y}^+ \cdot t \subset \mathcal{H}^1_{\operatorname{dr}}(A) \otimes_{\mathcal{O}_Y} \mathcal{O}_{\operatorname{dr},Y}^+ \cdot t \underleftarrow{\operatorname{i}_{\underline{A}}} T_p A \otimes_{\mathbb{Z}_p} \mathcal{O}_{\operatorname{dr},Y}^+ \xrightarrow{\operatorname{HT}_A} \omega_A \otimes_{\mathcal{O}_Y} \mathcal{O}_{\operatorname{dr},Y}^+.
\end{equation}

Since \( Y_{\operatorname{proet}} / \mathcal{Y} \) has enough points given by profinite covers of geometric points, it suffices to check that the above map is the natural inclusion on stalks at profinite covers of geometric points. For all sheaves appearing in (65), the stalk at a profinite cover of a geometric point is just a profinite direct product of stalks at the base geometric point, so we are reduced to checking that (65) is the natural inclusion on stalks at geometric points. By Proposition 3.1, the stalk of \( \mathcal{O}_{\operatorname{dr},Y}^+ \) (on \( Y_{\operatorname{proet}} / \mathcal{Y} \)) at a geometric point is just a profinite direct product of stalks at the base geometric point, so we are reduced to checking that the above map is the natural inclusion on stalks at profinite covers of geometric points. By Proposition 3.1, the stalk of \( \mathcal{O}_{\operatorname{dr},Y}^+ \) at a geometric point is isomorphic to \( B_{\operatorname{dr}}^+[X] \) for some indeterminate \( X \), where \( B_{\operatorname{dr}}^+ \) is Fontaine’s de Rham period ring. Taking the stalk (in the \( \operatorname{proetale} \) site) of (65) at a geometric point \( y = (A, \alpha) \in \mathcal{Y}(\overline{\mathbb{Q}}_p) \) (which by Proposition 3.1 also gives the data of a choice of embedding \( \overline{\mathbb{Q}}_p \to B_{\operatorname{dr}}^+[X] \) which modulo \( X \) is equal to the natural embedding \( \overline{\mathbb{Q}}_p \subset B_{\operatorname{dr}}^+ \)), we get

\begin{equation}
(66) \; \omega_{A,y} \otimes_{\mathcal{O}_{Y,y}} B_{\operatorname{dr}}^+[X] \cdot t \subset \mathcal{H}^1_{\operatorname{dr}}(A)_y \otimes_{\mathcal{O}_{Y,y}} B_{\operatorname{dr}}^+[X] \cdot t \underleftarrow{\operatorname{i}_{\underline{A}}} T_p A \otimes_{\mathbb{Z}_p} B_{\operatorname{dr}}^+[X] \xrightarrow{\operatorname{HT}_A} \omega_{A,y} \otimes_{\mathcal{O}_{Y,y}} B_{\operatorname{dr}}^+[X].
\end{equation}

Taking stalks at \( y = (A, t) \) of the inclusion (61), we get that there is a \( B_{\operatorname{dr}}^+ \)-lattice

\begin{equation}
(67) \; M_0 \subset \mathcal{H}^1_{\operatorname{dr}}(A)_y \otimes_{\mathcal{O}_{Y,y}} B_{\operatorname{dr}}^+[X]
\end{equation}
of rank 2 such that

\begin{equation}
(68) \; M_0 \otimes_{B_{\operatorname{dr}}^+} B_{\operatorname{dr}}^+[X] = \mathcal{H}^1_{\operatorname{dr}}(A)_y \otimes_{\mathcal{O}_{Y,y}} B_{\operatorname{dr}}^+[X],
\end{equation}

where \( i : B_{\operatorname{dr}}^+ \subset B_{\operatorname{dr}}^+[X] \) is the natural inclusion, and also by (51) we have

\begin{equation}
(69) \; M_0 \subset T_p A \otimes_{\mathbb{Z}_p} B_{\operatorname{dr}}^+.
\end{equation}

Colmez has shown (3) that the \( p \)-adic de Rham comparison theorem

\begin{equation}
(70) \; H^1_{\operatorname{dr}}(A / \overline{\mathbb{Q}}_p) \otimes_{\overline{\mathbb{Q}}_p} B_{\operatorname{dr}}^+ \cdot t \xrightarrow{\iota_0} T_p A \otimes_{\mathbb{Z}_p} B_{\operatorname{dr}}^+
\end{equation}
is induced by the inclusion

\[
H^1_{\operatorname{dr}}(A / \overline{\mathbb{Q}}_p) \otimes_{\overline{\mathbb{Q}}_p} B_{\operatorname{dr}}^+ \subset \operatorname{Hom}_{\operatorname{B}_{\operatorname{dr}}^+}(T_p A \otimes_{\mathbb{Z}_p} B_{\operatorname{dr}}^+, B_{\operatorname{dr}}^+) \cong H^1_{\operatorname{et}}(A, \mathbb{Z}_p) \otimes_{\mathbb{Z}_p} B_{\operatorname{dr}}^+
\]
\[
\cong T_p A \otimes_{\mathbb{Z}_p} B_{\operatorname{dr}}^+ \cdot t^{-1}
\]
(where the last isomorphism is given by the Weil pairing (26) induced by the non-degenerate \( B_{\operatorname{dr}}^+ \)-bilinear “\( p \)-adic Poincaré pairing”

\begin{equation}
(71) \; \langle \cdot, \cdot \rangle_p : (H^1_{\operatorname{dr}}(A / \overline{\mathbb{Q}}_p) \otimes_{\overline{\mathbb{Q}}_p} B_{\operatorname{dr}}^+ \cdot t) \times (T_p A \otimes_{\mathbb{Z}_p} B_{\operatorname{dr}}^+) \to B_{\operatorname{dr}}^+ \cdot t
\end{equation}
defined as

\[
\langle \omega, \gamma \rangle_p = \lim_{n \to \infty} p^n \int_{\gamma_n} \omega
\]
where \( \gamma = (\gamma_n) \in T_p A \otimes_{\mathbb{Z}_p} B_{\operatorname{dr}}^+ \), and here by definition

\[
\int_{\gamma_n} \omega := \int_{x_n}^{y_n} \omega
\]
where \((x_n), (y_n)\) are any sequences “bornées” (see \([8]\)) of elements of \(A(B_{\text{dr}}^+)\) such that 
\[ \theta(y_n - x_n) = \gamma_n \text{ for all } n. \]

We claim that \(\iota_{\text{dr},y}\) in \((63)\) is given by the \(\otimes_{B_{\text{dr},t}^+} B_{\text{dr}}^+[X]\)-linear extension of the \(B_{\text{dr}}^+\)-linear map \(\iota_0\) in \((70)\) restricted to \(\Omega^1\). The claim is verified easily after noting the following observations: The natural inclusion \(Z_p \subset B_{\text{dr}}^+[X]\) factors through \(Z_p \subset B_{\text{dr}}^+,\) and so
\[ T_p A \otimes_{Z_p} B_{\text{dr}}^+[X] = T_p A \otimes_{Z_p} B_{\text{dr}}^+ \otimes_{B_{\text{dr},t}^+} B_{\text{dr}}^+[X], \]

\((69)\) is given by \(\iota_0\) (since the relative comparison theorem specializes to the absolute comparison theorem; in fact, by the description of \(\text{gr}^0\mathcal{M}_0\) in \([29, p.45]\), taking the stalk at \(y\) of \(\text{gr}^0\mathcal{M}_0\) on \(Y\), we have that \(M_0 = H^1_{\text{dr}}(A/\mathbb{Q}_p) \otimes_{\mathbb{Q}_p} B_{\text{dr}}^+\). Now the claim follows from \((169)\).

Using the description of \(\iota_{\text{dr},y}\) given by our claim, we can now verify that \((66)\) is the natural inclusion. Let \(w \in \omega_{A,Y} \otimes_{O_{Y,y}} B_{\text{dr}}^+[X] \cdot t\) and \(\iota_{\text{dr},y}(w) = x\alpha_1 + y\alpha_2.\) Then
\[ HT_A(\iota_{\text{dr},y}(w)) = x\alpha_1^*\frac{dT}{T} + y\alpha_2^*\frac{dT}{T}. \]

Since the Hodge-Tate exact sequence \((41)\) is self-dual under the Weil pairing \([25]\) (see \([30, \text{Proposition 4.10}]\)), we have the following “pullback formula” : for any \(\gamma = (\gamma_n) \in \omega_{A,Y} \otimes_{O_{Y,y}} B_{\text{dr}}^+[X] \cdot t \subset T_p A \otimes_{Z_p} B_{\text{dr}}^+[X],\) and any \(\beta = (\beta_n) \in T_p A \cong \text{Hom}_{\mathbb{Z}_p}(T_p A, Z_p \cdot t)\) (using \((26)\)), we have
\[ \left\langle \beta^*\frac{dT}{T}, \gamma \right\rangle_p = \lim_{n \to \infty} p^n \int_{\gamma_n} \beta^*\frac{dT}{T} = \lim_{n \to \infty} p^n \int_{\beta_n(\gamma_n)} \frac{dT}{T} = \left\langle \beta, \gamma \right\rangle \]

where the last equality holds since
\[ t = \lim_{n \to \infty} p^n \int_{\alpha_{1,n}} \alpha_2^*\frac{dT}{T} = \log([\left\langle \alpha_{2,1}, \alpha_{1,1} \right\rangle, \left\langle \alpha_{2,2}, \alpha_{1,2} \right\rangle, \ldots]) \]

by the definition of \(t\) \((57)\).

Now by direct calculation, we have
\[ \left\langle HT_A(\iota_{\text{dr},y}(w)), \gamma \right\rangle_p = \left\langle x\alpha_1^*\frac{dT}{T} + y\alpha_2^*\frac{dT}{T}, \gamma \right\rangle_p = \left\langle x\alpha_1 + y\alpha_2, \gamma \right\rangle = \left\langle \iota_{\text{dr},y}(w), \gamma \right\rangle = \left\langle \iota_{\text{dr},y}(w), w \right\rangle \]
\[ = \left\langle w, \gamma \right\rangle_p \]

where the last equality again follows from the self-duality of \((41)\) under the Weil pairing \((25)\). Hence by the nondegeneracy of \((71)\) we have \(HT_A(\iota_{\text{dr},y}(w)) = w,\) as desired. \(\Box\)

We have the following “\(p\)-adic Legendre” relation of periods in \(\mathcal{O}\mathcal{B}_{\text{dr}}^+(Y_x)\) associated with the fake Hasse invariant \(s\).

**Corollary 3.9.** We have the following identity of sections of \(\mathcal{O}\mathcal{B}_{\text{dr},Y}^+(Y_x)\):
\[ x_{\text{dr}}/z + y_{\text{dr}} = t \]

where \(z\) is the Hodge-Tate period and \(x_{\text{dr}}, y_{\text{dr}}, t \in \mathcal{O}\mathcal{B}_{\text{dr}}^+(Y)\) are defined in Section 3.2.

*Proof.* Recall that by definition,
\[ \iota_{\text{dr}}(t \cdot s) = x_{\text{dr}}\alpha_{\infty,1} + y_{\text{dr}}\alpha_{\infty,2}. \]

\[ \Box \]
Applying Proposition 3.8 to $s \cdot t \in \omega_A(Y) \cdot t = \omega_A \cdot t(Y)$ (the last equality following since $t \in B_{dR}^+(Y)$ is a global section), we see that

$$t \cdot s = HT_A(t \cdot s) = x_{\text{dR}}/z \cdot s + y_{\text{dR}} \cdot s = (x_{\text{dR}}/z + y_{\text{dR}}) \cdot s$$

and the desired identity follows.

\[ \text{Corollary 3.10.} \quad \text{For any section } w \text{ of } \omega_A|_Y \text{ and section } \gamma \text{ of } T_pA|_Y, \text{ we have } \langle w, \gamma \rangle_p = \langle \iota_{\text{dR}}(w), \gamma \rangle. \]

\[ \text{Proof.} \quad \text{By Proposition 3.8 we have } HT_A \circ \iota_{\text{dR}}(w) = w, \text{ and so letting } \iota_{\text{dR}}(w) = x^\frac{\alpha_{\infty,1}}{t} + y^\frac{\alpha_{\infty,2}}{t}, \text{ we have } \]

\begin{equation}
\langle w, \gamma \rangle_p = \langle HT_A(t_{\text{dR}}(w)), \gamma \rangle_p = \left\langle HT_A \left( x^\frac{\alpha_{\infty,1}}{t} + y^\frac{\alpha_{\infty,2}}{t} \right), \gamma \right\rangle_p
\end{equation}

\begin{align*}
&= x \lim_{n \to \infty} \int_{\gamma_n} \left( \frac{\alpha_{\infty,1}}{t} \right)^* \frac{dT}{T} + y \lim_{n \to \infty} \int_{\gamma_n} \left( \frac{\alpha_{\infty,2}}{t} \right)^* \frac{dT}{T} \\
&= x \left\langle \frac{\alpha_{\infty,1}}{t}, \gamma \right\rangle + y \left\langle \frac{\alpha_{\infty,2}}{t}, \gamma \right\rangle = \left\langle x^\frac{\alpha_{\infty,1}}{t} + y^\frac{\alpha_{\infty,2}}{t}, \gamma \right\rangle = \langle \iota_{\text{dR}}(w), \gamma \rangle.
\end{align*}

\[ \text{\quad \quad} \]

\[ \text{Corollary 3.11.} \quad \text{The map } \]

\begin{equation}
\left( HT_A \right)^\vee : \omega_A^{-1} \otimes O_Y \mathcal{O}_{dR,Y}^+ \hookrightarrow T_pA \otimes \hat{Z}_{p,Y} \mathcal{O}_{dR,Y}^+ \cdot t^{-1}
\end{equation}

\text{is a section for the natural projection}

\[ T_pA \otimes \hat{Z}_{p,Y} \mathcal{O}_{dR,Y}^+ \cdot t^{-1} \to \left( T_pA \otimes \hat{Z}_{p,Y} \mathcal{O}_{dR,Y}^+ \cdot t^{-1} \right)/\iota_{\text{dR}}(\omega_A \otimes O_Y \mathcal{O}_{dR,Y}^+). \]

\[ \text{Proof.} \quad \text{First note that we have } \]

\begin{equation}
\left( T_pA \otimes \hat{Z}_{p,Y} \mathcal{O}_{dR,Y}^+ \cdot t^{-1} \right)/\iota_{\text{dR}}(\omega_A \otimes O_Y \mathcal{O}_{dR,Y}^+)
\end{equation}

\begin{align*}
&\overset{\alpha_{\infty,1}}{\sim} O_{dR,Y}^+/( \langle x_{\text{dR}} \cdot \alpha_{\infty,1}/t + y_{\text{dR}} \cdot \alpha_{\infty,2}/t \rangle \mathcal{O}_{dR,Y}^+ ) .
\end{align*}

\text{By the } p\text{-adic Legendre relation (73), the right-hand side isomorphic to the sub-} \mathcal{O}_{dR,Y}^+ \text{module}

\[ (\alpha_{\infty,1} - 1/z \cdot \alpha_{\infty,2}) \mathcal{O}_{dR,Y}^+ \]

\text{of } \mathcal{O}_{dR,Y}^+ \overset{\alpha_{\infty}}{\sim} T_pA \otimes \hat{Z}_{p,Y} \mathcal{O}_{dR,Y}^+ \text{ on } Y, \text{ and is the sub-} \mathcal{O}_{dR,Y}^+ \text{-module}

\[ (z \cdot \alpha_{\infty,1} - \alpha_{\infty,2}) \mathcal{O}_{dR,Y}^+ \]

\text{on } Y. \text{ Hence it is isomorphic to } \mathcal{H}^{0,1} \otimes O_Y \mathcal{O}_{dR,Y}^+, \text{ by the definition of } \mathcal{H}^{0,1} \text{ (see Section 2.5) and the Hodge-Tate period } z, \text{ and now the Corollary follows from Proposition (2.3).} \quad \blacksquare
3.5. Relation to classical (Serre-Tate) theory on the ordinary locus. Recall the 
ordinary locus $Y_{\text{ord}} \subset Y$, with universal ordinary elliptic curve $A_{\text{ord}} \to Y_{\text{ord}}$; here, $A_{\text{ord}}$ can 
be thought of as the restriction $A|_{Y_{\text{ord}}}$ of the universal elliptic curve $A \to Y$. In particular, 
since $Y$ has a formal model $\hat{Y}/\mathbb{Z}_p$ with a moduli interpretation, the universal elliptic curve 
$A \to Y$ and hence $A_{\text{ord}} \to Y_{\text{ord}}$ spread out to formal schemes $\hat{A} \to \hat{Y}$ and $\hat{A}_{\text{ord}} \to \hat{Y}_{\text{ord}}$ over 
$\mathbb{Z}_p$; let $\hat{A}_0_{\text{ord}}, \hat{Y}_{\text{ord}}$ denote the special fibers. Now the adic reduction map $A_{\text{ord}} \to \hat{A}_0_{\text{ord}}$ allows 
us to make the identifications 

$$A_{\text{ord}}[p^n](\overline{\mathbb{F}}_p) = \hat{A}_0_{\text{ord}}[p^n](\overline{\mathbb{F}}_p)$$ 

and so 

$$(T_p A_{\text{ord}})_{\text{ét}} = T_p \hat{A}_0_{\text{ord}}(\overline{\mathbb{F}}_p).$$ 

The Igusa tower $Y_{\text{Ig}} \to Y_{\text{ord}}$ is a $\mathbb{Z}_p^\times$-torsor which represents the moduli space classifying 
isomorphism classes of triples $(A, t, \mu_p)$. Let $A$ be an ordinary elliptic curve, 
$t \in A[N]$ is a generator, and $\mu_p : A[p^\infty] \to A[p^\infty]$ is an embedding of $p$-divisible groups. By $(30)$, an 
equivalent way to define $Y_{\text{Ig}}$ is as the solution to the moduli problem classifying isomorphism 
classes of triples $(A, t, (T_p A)_{\text{ét}} \cong \mathbb{Z}_p)$. 

There is an adic étale section of the $\mathbb{Z}_p^\times$-torsor $Y_{\text{Ig}} \to Y_{\text{ord}}$ defined by choosing an embedding 
$\mu_p \subset A_{\text{ord}}[p^\infty]$ (or equivalently $\hat{Z}_{p, Y}(1) \subset T_p A_{\text{ord}}$), or in other words by choosing a 
trivialization 

$$(75) \quad \hat{Z}_{p, Y_{\text{ord}}} \sim (T_p A_{\text{ord}})^0(-1) \subset T_p A_{\text{ord}}(-1)$$ 

of the canonical line $(T_p A_{\text{ord}})^0 \subset T_p A_{\text{ord}}$; here $(T_p A_{\text{ord}})^0$ denotes the connected component of the 
universal ordinary Tate module. From $(30)$, we get the isomorphism 

$$(76) \quad (T_p A_{\text{ord}})_{\text{ét}} \cong \text{Hom}_{\hat{Z}_{p, Y_{\text{ord}}}}(A_{\text{ord}}[p^\infty]^0, \mu_p),$$ 

where $(T_p A_{\text{ord}})_{\text{ét}} = T_p \hat{A}_0_{\text{ord}}(\overline{\mathbb{F}}_p)$ is the étale quotient of $T_p A_{\text{ord}}$ and $A_{\text{ord}}[p^\infty]^0$ is the connected 
component of the $p$-divisible group of the universal ordinary elliptic curve. Hence to have a 
trivialization as in $(75)$ is equivalent to having a trivialization 

$$\hat{Z}_{p, Y_{\text{ord}}} \sim (T_p A_{\text{ord}})_{\text{ét}}.$$ 

We wish to find a natural cover $Y_{\text{Ig}} \to Y_{\text{Ig}}$ which is an affinoid subdomain of the $p$-adic 
universal cover $Y$. Let $F = W(\overline{\mathbb{F}}_p)[1/p]$ so that $\mathcal{O}_F = W(\overline{\mathbb{F}}_p)$. Let $\mathcal{C}_{\text{can}} \subset A_{\text{ord}}$ denote the 
canonical subgroup, defined over $\mathcal{O}_F$. Base-changing $A_{\text{ord}}$ to $\text{Spa}(F, \mathcal{O}_F)$, by properties of 
the canonical subgroup, the isogeny 

$$\pi : A_{\text{ord}} \to A_{\text{ord}}/\mathcal{C}_{\text{can}}$$ 

over $\text{Spa}(F, \mathcal{O}_F)$, is a lifting of the relative Frobenius morphism on the special fiber 

$$A_{0_{\text{ord}}} \to A_{0_{\text{ord}}, (p)}$$ 

where 

$$A_{0_{\text{ord}}, (p)} = A_{0_{\text{ord}}} \times_{\text{Spec}(\overline{\mathbb{F}}_p), \text{Frob}} \text{Spec}(\overline{\mathbb{F}}_p)$$ 

and $\text{Frob} : \text{Spec}(\overline{\mathbb{F}}_p) \to \text{Spec}(\overline{\mathbb{F}}_p)$ is the absolute Frobenius (with $\text{Frob}^* f = f^p$). Then let 
$\phi : Y_{\text{ord}} \to Y_{\text{ord}}$ be the classifying morphism such that 

$$A_{\text{ord}}/\mathcal{C}_{\text{can}} = A_{\text{ord}} \times_{Y_{\text{ord}}, \phi} Y_{\text{ord}} =: A_{\text{ord}, (\phi)}.$$
The map $\phi : Y^{\text{ord}} \to Y^{\text{ord}}$ is often known as the canonical lifting of Frobenius or canonical Frobenius endomorphism. Let $\phi^{-1} : A^{\text{ord,}(\phi)} \to A^{\text{ord}}$ denote the natural projection. Recall that $T_p A^{\text{ord,0}} \subset T_p A^{\text{ord}}$ is the so-called canonical line is given by the line $T_p A^{\text{ord,0}} = (T_p A^{\text{ord}})^{F(\phi)=p\phi}$ defined over $F$ on which $F(\phi) = \phi^{-1} \circ \pi$ acts as multiplication by $p$. The anti-canonical line is given by the line $(T_p A^{\text{ord}})^{F(\phi)=\phi}$ defined over $F$ on which $F(\phi)$ acts as the identity. A choice of $T_p A^{\text{ord,ét}} \cong (T_p A^{\text{ord}})^{F(\phi)=\phi}$ induces an $F(\phi)$-equivariant splitting defined over $F$, often called a unit root splitting, of the Hodge-Tate exact sequence

$$0 \to T_p A^{\text{ord,0}} \to T_p A^{\text{ord}} \to T_p A^{\text{ord,ét}} \to 0.$$  

Now we can define the affinoid subdomain of the ordinary locus $Y^{\text{lg}} \subset Y^{\text{ord}}$ defined over $\text{Spa}(F, \mathcal{O}_F)$ as the sublocus classifying isomorphism classes of triples $(A, t, \alpha : \mathbb{Z}_p ^{\times} \twoheadrightarrow T_p A)$ where $A$ is ordinary with the additional condition on the $p^\infty$-level structure $\alpha : \mathbb{Z}_p ^{\times} \twoheadrightarrow T_p A$ that $\alpha$ is a unit root splitting, or explicitly:

$$\alpha|_{\mathbb{Z}_p \oplus \{0\}} : \mathbb{Z}_p \twoheadrightarrow (T_p A)^{F(\phi)=p\phi} = (T_p A)^0 \subset T_p A$$

and

$$\alpha|_{\{0\} \oplus \mathbb{Z}_p} : \mathbb{Z}_p \twoheadrightarrow (T_p A)^{F(\phi)=\phi} \subset T_p A.$$  

This gives a $\mathbb{Z}_p ^{\times}$-torsor of $Y^{\text{lg}}$. To see this, suppose that we are given a trivialization $T_p A^{\text{ét}} \cong \mathbb{Z}_p$. Then this induces

$$\mathbb{Z}_p \cong T_p A^{\text{ét}} \cong \text{Hom}(A[p^\infty], \mu_{p^\infty})$$

via (30). Now for each choice of (77), there is a unique choice of (78) which induces via (30), the identification (79). Since there are $\mathbb{Z}_p ^{\times}$ ways to choose (77), this shows that $Y^{\text{lg}} \to Y^{\text{lg}}$ is a $\mathbb{Z}_p ^{\times}$-torsor, and $Y^{\text{lg}} \to Y^{\text{ord}}$ is a $\mathbb{Z}_p ^{\times} \times \mathbb{Z}_p ^{\times}$-torsor.

Again, choosing a trivialization

$$\alpha_\infty : \hat{\mathbb{Z}}_p^{\oplus 2} \twoheadrightarrow T_p A^{\text{ord}}$$

with

$$\alpha_\infty|_{\hat{\mathbb{Z}}_p,Y^{\text{ord}} \oplus \{0\}} : \hat{\mathbb{Z}}_p,Y^{\text{ord}} \twoheadrightarrow (T_p A^{\text{ord}})^{F(\phi)=p\phi} = (T_p A^{\text{ord}})^0$$

and

$$\alpha_\infty|_{\{0\} \oplus \hat{\mathbb{Z}}_p,Y^{\text{ord}}} : \hat{\mathbb{Z}}_p,Y^{\text{ord}} \twoheadrightarrow (T_p A^{\text{ord}})^{\text{ét}}$$

defines an adic étale section

$$Y^{\text{ord}} \hookrightarrow Y^{\text{lg}}$$

of the $\mathbb{Z}_p ^{\times} \times \mathbb{Z}_p ^{\times}$-torsor $Y^{\text{lg}} \to Y^{\text{ord}}$.

**Proposition 3.12.** On $Y^{\text{lg}}$, we have

$$1/z = 0.$$  

As a consequence, on $Y^{\text{lg}}$, we have

$$y_{\text{dR}}/t = 1.$$
Moreover, there is a natural isomorphism of formal schemes over \( Y^{\text{ord}} \) spanned by the Hodge-Tate period, the first piece of the Hodge-Tate filtration is also spanned by
\[
\alpha_{\infty,1} - 1/z \cdot \alpha_{\infty,2} = \alpha_{\infty}((1,0)) - 1/z \cdot \alpha_{\infty}((0,1))
\]
on \( Y^{\text{Ig}} \), then we have \( 1/z = 0 \) on \( Y^{\text{Ig}} \). Hence by the \( p \)-adic Legendre relation \([73]\), we have \( y_{\text{dR}} = t \) on \( Y^{\text{Ig}} \).

We now recall Serre-Tate coordinates, which are defined naturally on \( Y^{\text{Ig}} \), stated for the pro\' etale site \( Y^{\text{ord}} \). (One can check that all the isomorphisms defined below are functorial for the pro\' etale objects, and so induce isomorphisms of sheaves on \( Y^{\text{ord}} \)).

**Theorem 3.13** (Corollary 4.1.5., Theorem 4.3.1. quat \([20]\)). We have the following natural isomorphisms of sheaves on \( Y^{\text{ord}} \):
\[
HT_A : (T_pA^{\text{ord}})^{\text{et}} \otimes_{\hat{Z}_{p,\text{ord}}} \mathcal{O}_{Y^{\text{ord}}} \sim \omega_A|_{Y^{\text{ord}}}
\]
\[
(HT_A)^{1,-1} : (T_pA^{\text{ord}})^0(0) \otimes_{\hat{Z}_{p,\text{ord}}} \mathcal{O}_{Y^{\text{ord}}} = \text{Hom}_{\mathbb{Z}_p}((T_pA^{\text{ord}})^{\text{et}}, \hat{Z}_{p,\text{ord}}) \otimes_{\hat{Z}_{p,\text{ord}}} \mathcal{O}_{Y^{\text{ord}}} \sim \omega_A^{-1}|_{Y^{\text{ord}}}.
\]

Moreover, there is a natural isomorphism of adic spaces over \( \mathcal{O}_F \) (viewed as functors of \( \mathcal{O}_F \)-algebras)
\[
(80) \quad Y^{\text{ord}}(\cdot) \cong \text{Hom}_{\mathbb{Z}_p}(T_p\hat{A}_0(\mathbb{F}_p) \otimes_{\mathbb{Z}_p} T_p\hat{A}_0(\mathbb{F}_p), \hat{\mathbb{G}}_m(\cdot))
\]
which on the adic generic fibers induces a natural isomorphism of adic spaces over \( \text{Spa}(F, \mathcal{O}_F) \) (viewed as functors of \( (F, \mathcal{O}_F) \)-algebras)
\[
(81) \quad Y^{\text{ord}}(\cdot) \cong \text{Hom}_{\mathbb{Z}_p}((T_pA^{\text{ord}})^{\text{et}} \otimes_{\mathbb{Z}_p} (T_pA^{\text{ord}})^{\text{et}}, \hat{\mathbb{G}}_m(\cdot)) \otimes_{\mathbb{Z}_p} \mathbb{Q}_p.
\]
This defines coordinates on the pro\' etale \( \mathbb{Z}_p^\times \times \mathbb{Z}_p^\times \)-cover \( Y^{\text{Ig}} \) in the following way: let \( \alpha_{\infty,1}, \alpha_{\infty,2} \) be the basis of \( (T_pA^{\text{ord}})|_{\mathcal{Y}^{\text{Ig}}} \) defined in \([77]\) and \([78]\). Then the \( \alpha_{\infty}|_{\{0\} \otimes \hat{Z}_{p,\mathcal{Y}^{\text{Ig}}}} : \hat{Z}_{p,\mathcal{Y}^{\text{Ig}}} \sim (T_pA^{\text{ord}})^{\text{et}}|_{\mathcal{Y}^{\text{Ig}}} \) induces, via \([57]\), a canonical isomorphism of adic spaces
\[
(82) \quad \mathcal{Y}^{\text{Ig}}(\cdot) \cong \text{Hom}_{\mathbb{Z}_p}((T_pA^{\text{ord}})^{\text{et}}|_{\mathcal{Y}^{\text{Ig}}} \otimes_{\mathbb{Z}_p} (T_pA^{\text{ord}})^{\text{et}}|_{\mathcal{Y}^{\text{Ig}}}, \hat{\mathbb{G}}_m(\cdot)) \otimes_{\mathbb{Z}_p} \mathbb{Q}_p
\]
which is naturally a \( \mathbb{Z}_p^\times \times \mathbb{Z}_p^\times \)-pro\' etale cover of \( Y^{\text{ord}} \). In fact, given a residue disc \( D \subset Y^{\text{ord}} \) and letting \( D = Y^{\text{ord}} \times_{Y^{\text{ord}}} D \), since \( (T_pA^{\text{ord}})^{\text{et}}|_D \) is constant on each geometric connected component of \( D \), then by \([82]\) \( D \) is a trivial \( \mathbb{Z}_p^\times \times \mathbb{Z}_p^\times \)-cover of \( \hat{\mathbb{G}}_m(\cdot) \otimes_{\mathbb{Z}_p} \mathbb{Q}_p \), i.e. on each geometric component it is isomorphic to \( \hat{\mathbb{G}}_m(\cdot) \otimes_{\mathbb{Z}_p} \mathbb{Q}_p \).

**Definition 3.14.** The pullback of the natural coordinate \( T \) on
\[
T = \text{Spa}(\mathbb{Q}_p(T^{\pm 1}), \mathbb{Z}_p(T^{\pm 1}))
\]
is called the Serre-Tate coordinate on \( Y^{\text{Ig}} \).
Definition 3.15. Let
\[ \hat{O}_{F,Y} = \mathbb{Z}_p \otimes_{\mathbb{Z}_p} \hat{O}_F. \]
We call the map of \( \hat{O}_F \)-modules
\[ (83) \quad T - \exp : \mathcal{O}_{Y_{\text{is}}} \xrightarrow{\sim} \hat{O}_{F,Y}[T - 1] \otimes_{\mathbb{Z}_p} \mathbb{Q}_p, \]
induced by \((82)\) the Serre-Tate expansion map. Now let \( y \in Y_{\text{is}} \) be a geometric point, and let \( D(\lambda(y)) \) denote the residue disc in \( Y_{\text{ord}} \) centered around \( \lambda(y) \) (recalling that \( \lambda : Y_{\text{is}} \to Y_{\text{ord}} \) is the natural projection), and let \( D(y) = D(\lambda(y)) \times_{Y_{\text{ord}}} Y_{\text{is}}. \) Using the fact that \( dT \) is a generator of \( \Omega^1_{\hat{G}_m} \), one can show that
\[ (84) \quad T - \exp(f) = \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{d}{dT} \right)^n f|_{T=1} (y)(T - 1)^n \]
where for a section \( s \) of \( \mathcal{O}_{Y_{\text{is}}} \), \( s(y) \) denotes the image of \( s \) in the residue field at \( y \). Henceforth, we adopt the shorthand
\[ f(T) := T - \exp(f). \]

Definition 3.16. We also have a natural section
\[ HT_A(\alpha_{\infty,2}) = \omega^\text{Katz}_{\text{can}} = s|_{Y_{\text{is}}}, \quad s \in \mathcal{O}_{Y_{\text{is}}} \]
which is called Katz’s canonical differential. By \([20, \text{Main Theorem } 4.4.1]\), we have
\[ \sigma(\omega^\text{Katz}_{\text{can}}) = d\log T. \]

3.6. The Kodaira-Spencer isomorphism. Recall the Kodaira-Spencer map (known to be an isomorphism of locally free \( \mathcal{O}_Y \)-modules in this setting) which is given by
\[ (85) \quad \sigma : \omega^2_A \xrightarrow{\sim} \Omega^1_Y, \quad \sigma(\omega_1 \otimes \omega_2) = \langle \omega_1, \nabla(\omega_2) \rangle_{\text{Poin}}, \]
where
\[ (86) \quad \langle \cdot, \cdot \rangle_{\text{Poin}} : \mathcal{H}^1_{\text{dR}}(A) \times \mathcal{H}^1_{\text{dR}}(A) \to \mathcal{O}_Y \]
is the alternating, non-degenerate “Poincaré pairing”, for which \( \omega_A \) is an isotropic subspace, and which encodes the (Serre) duality between \( \omega_A := \mathcal{R}^0\pi_* \Omega^1_{A/Y} \) and \( \omega_A^{-1} := \mathcal{R}^1\pi_* \mathcal{O}_A \). We extend \((85)\) \( \mathcal{O}^+_{\text{dR},Y} \)-linearly to a map (hence an isomorphism)
\[ (87) \quad \sigma : \omega^2_A \otimes \mathcal{O}_Y \mathcal{O}^+_{\text{dR},Y} \xrightarrow{\sim} \Omega^1_Y \otimes \mathcal{O}_Y \mathcal{O}^+_{\text{dR},Y}, \quad \sigma(\omega_1 \otimes \omega_2 \otimes f) = \langle \omega_1, \nabla(\omega_2 \otimes f) \rangle_{\text{Poin}} = \langle \omega_1, \nabla(\omega_2) \otimes f \rangle_{\text{Poin}}, \]
(where the last equality follows because \( \omega_A \) is an isotropic space under the Poincaré pairing). We note that we have the following commutative diagram
\[ (88) \quad \begin{array}{ccc}
\omega^2_A & \xrightarrow{\sim} & \Omega^1_Y \\
\downarrow & & \downarrow \\
\omega^2_A \otimes \mathcal{O}_Y \mathcal{O}^+_{\text{dR},Y} & \xrightarrow{\sim} & \Omega^1_Y \otimes \mathcal{O}_Y \mathcal{O}^+_{\text{dR},Y} \\
\downarrow & & \downarrow \\
\omega^2_A \otimes \mathcal{O}_Y \hat{O}_Y & \xrightarrow{\sim} & \Omega^1_Y \otimes \mathcal{O}_Y \hat{O}_Y
\end{array} \]
Proposition 3.17. We have the following commutative diagram

\[
\begin{array}{ccc}
\mathcal{H}_{\text{dr}}^1(\mathcal{A}) \otimes \mathcal{O}_Y \mathcal{O}^\perp_{\text{dr},Y} & \times & \mathcal{H}_{\text{dr}}^1(\mathcal{A}) \otimes \mathcal{O}_Y \mathcal{O}^\perp_{\text{dr},Y} \\
\downarrow{\text{t}_{\text{dr}}} & & \downarrow{\text{t}_{\text{dr}}} \\
T_p\mathcal{A} \otimes \mathbb{Z}_{p,Y} \mathcal{O}^\perp_{\text{dr},Y} & \times & T_p\mathcal{A} \otimes \mathbb{Z}_{p,Y} \mathcal{O}^\perp_{\text{dr},Y} \\
\end{array}
\]

(89)

\[
\rightarrow \mathcal{O}^\perp_{\text{dr},Y} \rightarrow \mathcal{O}^\perp_{\text{dr},Y} \cdot t^{-1}
\]

Proof. Since both $\langle \cdot, \cdot \rangle_{\text{Poin}}$ and $\langle \cdot, \cdot \rangle$ are alternating on spaces of rank 2, and $\omega_A \otimes \mathcal{O}_Y \mathcal{O}^\perp_{\text{dr},Y}$ is an isotropic subspace of $\mathcal{H}_{\text{dr}}^1(\mathcal{A}) \otimes \mathcal{O}_Y \mathcal{O}^\perp_{\text{dr},Y}$, by Corollary 3.11 it suffices to check that

\[
\langle \cdot, \cdot \rangle_{\text{Poin}} = \langle \text{t}_{\text{dr}}(\cdot), (H_T\mathcal{A})^\vee(\cdot) \rangle \cdot t^{-1}
\]

where here $\langle \cdot, \cdot \rangle_{\text{Poin}}$ denotes the pairing induced by the actual Poincaré pairing $\langle \cdot, \cdot \rangle_{\text{Poin}}$ (via the isotropy of $\omega_A \otimes \mathcal{O}_Y \mathcal{O}^\perp_{\text{dr},Y}$) on the quotient

\[
\omega_A \otimes \mathcal{O}_Y \mathcal{O}^\perp_{\text{dr},Y} \times (\mathcal{H}_{\text{dr}}^1(\mathcal{A}) \otimes \mathcal{O}_Y \mathcal{O}^\perp_{\text{dr},Y})/(\omega_A \otimes \mathcal{O}_Y \mathcal{O}^\perp_{\text{dr},Y})
\]

\[
= (\omega_A \otimes \mathcal{O}_Y \mathcal{O}^\perp_{\text{dr},Y}) \times (\omega_A^{-1} \otimes \mathcal{O}_Y \mathcal{O}^\perp_{\text{dr},Y}).
\]

By Corollary 3.10 we have that on the above subspace,

\[
\langle \cdot, (H_T\mathcal{A})^\vee(\cdot) \rangle_p = \langle \text{t}_{\text{dr}}(\cdot), (H_T\mathcal{A})^\vee(\cdot) \rangle,
\]

and so to finish the proof of the Proposition we are reduced to showing

\[
\langle \cdot, \cdot \rangle_{\text{Poin}} = \langle \cdot, (H_T\mathcal{A})^\vee(\cdot) \rangle_p \cdot t^{-1}.
\]

Given any section $w$ of $\omega_A \otimes \mathcal{O}_Y \mathcal{O}^\perp_{\text{dr},Y}$ and $\bar{w}$ of $\omega_A^{-1} \otimes \mathcal{O}_Y \mathcal{O}^\perp_{\text{dr},Y}$, we have

\[
\langle w, (H_T\mathcal{A})^\vee(\bar{w}) \rangle_p = \lim_{n \to \infty} n^{\alpha} \int_{(H_T\mathcal{A})^\vee(\bar{w})_n} w^{(1)}(H_T\mathcal{A})^\vee(\bar{w})(\text{t}_{\text{dr}}(w)) \cdot t
\]

\[
= \bar{w}(H_T\mathcal{A}(\text{t}_{\text{dr}}(w))) \cdot t = \bar{w}(w) \cdot t = \langle w, \bar{w} \rangle_{\text{Poin}} \cdot t.
\]

Here, the equality (1) follows by the “pullback formula” given in the proof of Proposition 3.8. (2) follows since by definition $(H_T\mathcal{A})^\vee(\bar{w}) = \bar{w} \circ HT\mathcal{A}$, and (3) follows from Proposition 3.8.

\[\square\]

Remark 3.18. Alternatively, one can use [30, Proposition 4.11] to prove Proposition 3.17.

Definition 3.19. We define the de Rham fundamental period as the ratio

\[
z_{\text{dr}} := -\frac{x_{\text{dr}}}{y_{\text{dr}}} \in \mathcal{O}^\perp_{\text{dr}}(Y_x).
\]

The identities (63) and (64) imply that

Proposition 3.20.

\[
\left( \begin{array}{cc}
a & b \\
c & d
\end{array} \right)^* z_{\text{dr}} = \frac{dz_{\text{dr}} + b}{cz_{\text{dr}} + a}
\]

for any $\left( \begin{array}{cc}
a & b \\
c & d
\end{array} \right) \in GL_2(\mathbb{Q}_p)$. 
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Remark 3.21. Note that $z_{\text{dr}} = -x_{\text{dr}}/y_{\text{dr}}$ specializes to values in $\mathbb{Q} \subset \overline{\mathbb{Q}}_p$ at CM points, since the Hodge-de Rham filtration is canonically split over $\overline{\mathbb{Q}}$ by the CM action (and the fact that $\omega_A$ and $\omega_A^{-1}$ have complex conjugate complex structures). Similarly, $z$ specializes to values in $\overline{\mathbb{Q}}_p$ by [17].

Definition 3.22. Given a section $x \in \mathcal{O}_{\text{dr}}(U) = \mathcal{O}_{\text{dr}}^+[1/t](U) = \mathcal{O}_{\text{dr}}^+[U]/t$ where $U \in \mathcal{Y}_\text{proet}$, we define the denominator $i(x)$ to be the minimal $i \in \mathbb{Z}$ so that $t^ix \in \mathcal{O}_{\text{dr}}^+(U)$. Note that $i(xy) = i(x) + i(y)$, and that if $i(x) > i(y)$, then $i(x + y) = i(x)$. Moreover, if $i(x) < 0$, then $x \in \text{ker} \theta$. Hence, if $x \in \mathcal{O}(U) \subset \mathcal{O}_{\text{dr}}^+(U) \setminus \{0\}$, then $i(x) = 0$ since $\mathcal{O} \subset \mathcal{O}_{\text{dr}}^+ \to \hat{\mathcal{O}}$ is the natural $p$-adic completion map.

Proposition 3.23. Both $x_{\text{dr}}, y_{\text{dr}} \in t \cdot \mathcal{O}_{\text{dr}}^+(\mathcal{Y}_x)$, and $x_{\text{dr}}, y_{\text{dr}} \notin t^2 \cdot \mathcal{O}_{\text{dr}}^+(\mathcal{Y}_x)$. Hence

$$\theta(x_{\text{dr}}/t), \theta(y_{\text{dr}}/t) \in \hat{\mathcal{O}}(\mathcal{Y}_x).$$

Defining the following affinoid subdomains

$$\mathcal{Y}_{x,\text{dr}} := \{z \neq 0, \theta(x_{\text{dr}}/t) \neq 0\} \quad \mathcal{Y}_{y,\text{dr}} := \{z \neq 0, \theta(y_{\text{dr}}/t) \neq 0\}$$

of $\mathcal{Y}_x$, we in fact have

$$\mathcal{Y}_{y,\text{dr}} = \mathcal{Y}_x$$

as well as

$$\mathcal{Y}_{x,\text{dr}} = \mathcal{Y}_x \setminus \{y_{\text{dr}}/t = 1\}.$$ 

Hence, $x_{\text{dr}} \in \mathcal{O}_{\text{dr}}^+(\mathcal{Y}_{x,\text{dr}})^\times$ and $y_{\text{dr}} \in \mathcal{O}_{\text{dr}}^+(\mathcal{Y}_x)^\times$. In particular,

$$z_{\text{dr}} \in \mathcal{O}_{\text{dr}}^+(\mathcal{Y}_x)$$

and

$$z_{\text{dr}} \in \mathcal{O}_{\text{dr}}^+(\mathcal{Y}_{x,\text{dr}})^\times.$$

Proof. Recall the Kodaira-Spencer isomorphism [85] and its extension [87] to $\mathcal{O}_{\text{dr}, \mathcal{Y}}$-coefficients. By the definition of $\sigma$ and Proposition [3.17] on $\mathcal{Y}_x$ we have

\begin{align*}
\sigma(s^{\otimes 2}) &= \left\langle x_{\text{dr}} \alpha_{\infty,1} t^{-1} + y_{\text{dr}} \alpha_{\infty,2} t^{-1}, \frac{d}{d(1/z)} x_{\text{dr}} \alpha_{\infty,1} t^{-1} + \frac{d}{d(1/z)} y_{\text{dr}} \alpha_{\infty,2} t^{-1} \right\rangle_{\text{Poin}} \otimes d(1/z) \\
&= \left\langle x_{\text{dr}} \alpha_{\infty,1} t^{-1} + y_{\text{dr}} \alpha_{\infty,2} t^{-1}, \frac{d}{d(1/z)} x_{\text{dr}} \alpha_{\infty,1} t^{-1} + \frac{d}{d(1/z)} y_{\text{dr}} \alpha_{\infty,2} t^{-1} \right\rangle_{\text{Poin}} \cdot t^{-1} \otimes d(1/z) \\
&= \left( x_{\text{dr}} \frac{d}{d(1/z)} y_{\text{dr}} - y_{\text{dr}} \frac{d}{d(1/z)} x_{\text{dr}} \right) \langle \alpha_{\infty,1} t^{-1}, \alpha_{\infty,2} t^{-1} \rangle t^{-1} \otimes d(1/z) \\
&= \left( \frac{x_{\text{dr}} d}{t d(1/z)} - \frac{y_{\text{dr}} d}{t d(1/z)} \right) d(1/z) - \left( \frac{1}{z} \left( \frac{y_{\text{dr}} d}{t} \right)^2 + \frac{1}{z^2} \frac{y_{\text{dr}} d}{t} + z \frac{d}{d(1/z)} \frac{y_{\text{dr}} d}{t} \right) \otimes d(1/z). 
\end{align*}
Here the third-to-last equality holds since \( (\alpha_{\infty,2} t^{-1}, \alpha_{\infty,1}^{-1}) \cdot t^{-1} = t^{-2} \) by our definition of \( t \) \textcolor{red}{[57]}], and the last equality follows from the \( p \)-adic Legendre relation \textcolor{red}{(73)}. Since \( g_{A}^{\otimes 2} \textcolor{red}{\in \omega_{A}^{\otimes 2}} \) is a generator of \( \omega^{\otimes 2}_{A} \) over \( \mathcal{O}_{Y_{x}} \), and \( (1/\mathbf{z}) \) is a generator of \( \Omega^{1}_{Y_{x}} \) over \( \mathcal{O}_{Y_{x}} \), the commutativity of the diagram \textcolor{red}{(88)} implies that

\[
(93) \quad -\left( \frac{\eta_{\text{DR}}}{t} \right)^{2} \frac{d}{d(1/\mathbf{z})} \zeta_{\text{DR}} = -\frac{1}{\mathbf{z}^{2}} \left( \frac{\eta_{\text{DR}}}{t} \right)^{2} + \frac{1}{\mathbf{z}^{2}} \left( \frac{\eta_{\text{DR}}}{t} \right) + \mathbf{z} \frac{d}{d(1/\mathbf{z})} \left( \frac{\eta_{\text{DR}}}{t} \right) \in \mathcal{O}(\mathcal{Y}_{x})^{\times}.
\]

Note that since \( t \in \mathcal{B}_{\text{dr}}^{+}(\mathcal{Y}) \) is a horizontal section, then \( t \) commutes with \( \frac{d}{d(1/\mathbf{z})} \), and so

\[
i \left( \frac{d}{d(1/\mathbf{z})} (\eta_{\text{DR}}/t) \right) \geq i(\eta_{\text{DR}}/t).
\]

Hence on \( \mathcal{Y}_{x} \cap \mathcal{Y}_{y} \) (where \( \mathbf{z} \neq \infty \), and so \( \mathbf{z} \in \mathcal{O}(\mathcal{Y}_{x} \cap \mathcal{Y}_{y}) \)),

\[
i \left( \frac{1}{\mathbf{z}^{2}} \eta_{\text{DR}}/t + \mathbf{z} \frac{d}{d(1/\mathbf{z})} (\eta_{\text{DR}}/t) \right) \geq i(\eta_{\text{DR}}/t).
\]

If \( i > 0 \), then \( i((\eta_{\text{DR}}/t)^{2}) = 2i(\eta_{\text{DR}}/t) > i(\eta_{\text{DR}}/t) \), and so

\[
i \left( \frac{1}{\mathbf{z}^{2}} (\eta_{\text{DR}}/t)^{2} + \frac{1}{\mathbf{z}^{2}} (\eta_{\text{DR}}/t) + \mathbf{z} \frac{d}{d(1/\mathbf{z})} (\eta_{\text{DR}}/t) \right) = 2i \left( \frac{1}{\mathbf{z}^{2}} \eta_{\text{DR}}/t \right) > 0,
\]

which contradicts \textcolor{red}{(93)} (by the remarks in Definition \textcolor{red}{3.22}). So \( i(\eta_{\text{DR}}/t) \leq 0 \), and now \textcolor{red}{(73)} implies that \( i(\eta_{\text{DR}}/t) \leq 0 \) as well. If \( \mathbf{z} = \infty \), i.e. \( 1/\mathbf{z} = 0 \), then \( \eta_{\text{DR}}/t = 1 \) again by \textcolor{red}{(73)}. Thus we have the first claim.

For the second claim, note that from \textcolor{red}{(93)} above and the fact that \( \mathcal{O} \subset \mathcal{O}\mathcal{B}_{\text{dr}}^{+} \xrightarrow{\theta} \hat{\mathcal{O}} \) is the natural inclusion, we have

\[
-\theta \left( \frac{\eta_{\text{DR}}}{t} \right)^{2} \theta \left( \frac{d}{d(1/\mathbf{z})} \zeta_{\text{DR}} \right) = -\left( \frac{\eta_{\text{DR}}}{t} \right)^{2} \frac{d}{d(1/\mathbf{z})} \zeta_{\text{DR}} \in \mathcal{O}(\mathcal{Y}_{x})^{\times}.
\]

Hence \( \theta \left( \frac{\eta_{\text{DR}}}{t} \right) \neq 0 \) on \( \mathcal{Y}_{x} \).

For the third claim, by \textcolor{red}{(73)} on \( \mathcal{Y}_{x} \) we have

\[
\zeta_{\text{DR}} = \zeta_{\text{HT}}(1 - \eta_{\text{DR}}/t).
\]

Since \( \zeta_{\text{HT}} \neq 0 \), \( \zeta_{\text{DR}} = 0 \iff \eta_{\text{DR}}/t = 1 \).

For the final claim, we must show that \( i(\eta_{\text{DR}}/t), i(\eta_{\text{DR}}/t) = 0 \). By the previous paragraph, we know that \( i(\eta_{\text{DR}}/t), i(\eta_{\text{DR}}/t) \geq 0 \), and so \( \eta_{\text{DR}}/t, \eta_{\text{DR}}/t \in \mathcal{O}\mathcal{B}_{\text{dr}}^{+}(\mathcal{Y}) \). By Proposition \textcolor{red}{3.12} on \( \mathcal{Y}^{\text{lg}} \subset \mathcal{Y} \) we have \( \eta_{\text{DR}}/t = 1 \). (We know that \( \mathcal{Y}^{\text{lg}} \neq \emptyset \) because it surjectively covers \( \emptyset \neq \mathcal{Y}^{\text{ord}} \subset Y_{y} \).) Hence \( i(\eta_{\text{DR}}/t) = 0 \) (on \( \mathcal{Y} \)). Now by the \( p \)-adic Legendre relation \textcolor{red}{(73)}, we have

\[
(\eta_{\text{DR}}/t)/\mathbf{z} + \eta_{\text{DR}}/t = 1
\]

which, upon applying \( \theta \), implies

\[
\theta(\eta_{\text{DR}}/t)/\mathbf{z} + \theta(\eta_{\text{DR}}/t) = 1.
\]

And so since \( i(1/\mathbf{z}) = 0 \), we have \( i(\eta_{\text{DR}}/t) = 0 \).

For the final statement, one notes that \( \eta_{\text{DR}}/t, \eta_{\text{DR}}/t \) are invertible in \( \mathcal{O}\mathcal{B}_{\text{dr}}^{+} \) if and only if \( \theta(\eta_{\text{DR}}/t), \theta(\eta_{\text{DR}}/t) \) are invertible in \( \hat{\mathcal{O}} \).

\[\Box\]
Corollary 3.24. The affinoid subdomain

\[ V = \mathcal{Y}^{ss} \cap \{ \theta(z_{\text{dr}}) \notin \mathbb{Q}_p \} \]

of \( \mathcal{Y}^{ss} \) is preserved by the action of \( GL_2(\mathbb{Z}_p) \). That is, \( V \cdot GL_2(\mathbb{Z}_p) = V \).

Proof. From (64), we have

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix}^\ast \left( \mathbf{y}_{\text{dr}}/t \right) = (bc - ad)^{-1}(cz_{\text{dr}} + a)(bz^{-1} + d)\mathbf{y}_{\text{dr}}/t
\]

for any \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2(\mathbb{Z}_p) \). Applying \( \theta : \mathcal{O}^B_{\text{dr}} \to \hat{\mathcal{O}} \), we get

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix}^\ast \left( \theta(\mathbf{y}_{\text{dr}}/t) \right) = (bc - ad)^{-1}(\theta(cz_{\text{dr}}) + a)(bz^{-1} + d)\theta(\mathbf{y}_{\text{dr}}/t).
\]

Suppose that the above quantity specializes to 0 at some point. Then since \( z \) cannot specialize to \(-d/b\) (as we are on the supersingular locus, and \( z \) can only be \( \mathbb{Q}_p \)-valued at ordinary points), and \( \theta(\mathbf{y}_{\text{dr}}/t) \neq 0 \) (since \( \mathcal{Y}_{y,\text{dr}} = \mathcal{Y}_x \subset \mathcal{Y}^{ss} \) and we are on \( \mathcal{Y}^{ss} \) by assumption), then we must have \( \theta(z_{\text{dr}}) \) specializes to the value \(-a/c \in \mathbb{Q}_p \) at some point which contradicts our assumption. \(\Box\)

3.7. The canonical differential.

Definition 3.25. Henceforth, let

\[ \omega_{\text{dr}} := \omega_A \otimes \mathcal{O}_Y \mathcal{O}^B_{\text{dr}, Y}, \quad \omega^{-1}_{\text{dr}} := \omega_A \otimes \mathcal{O}_Y \mathcal{O}^B_{\text{dr}, Y}. \]

Note that

\[ \omega_{\text{dr}} |_{\mathcal{Y}(n)} = \omega_{\text{dr}} |_{\mathcal{Y} \cdot t^n}, \quad \omega^{-1}_{\text{dr}} |_{\mathcal{Y}(n)} = \omega^{-1}_{\text{dr}} |_{\mathcal{Y} \cdot t^n}. \]

Definition 3.26. We define the canonical differential as

\[ \omega_{\text{can}} := \frac{t}{\mathbf{y}_{\text{dr}}} \cdot \mathbf{s} \in \omega_{\text{dr}}(\mathcal{Y}_x). \]

By (61) and (64), we have

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix}^\ast \omega_{\text{can}} = (bc - ad)(cz_{\text{dr}} + a)^{-1} \cdot \omega_{\text{can}}
\]

for any \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2(\mathbb{Z}_p) \).

Note that

\[ \iota_{\text{dr}}(\omega_{\text{can}}) = -z_{\text{dr}} \cdot \alpha_{\infty,1} + \alpha_{\infty,2} \]

and (using Corollary 3.17)

\[
\sigma(\omega_{\text{can}}^{\otimes 2}) = \langle \omega_{\text{can}}, \nabla(\omega_{\text{can}}) \rangle_{\text{Poin}} = \langle \iota_{\text{dr}}(\omega_{\text{can}}), \nabla(\iota_{\text{dr}}(\omega_{\text{can}})) \rangle \cdot t^{-1}
\]

\[
= \langle -z_{\text{dr}} \cdot \alpha_{\infty,1} + \alpha_{\infty,2}, \nabla(-z_{\text{dr}} \cdot \alpha_{\infty,1} + \alpha_{\infty,2}) \rangle \cdot t^{-1} = -dz_{\text{dr}}.
\]

Proposition 3.27. In fact, \( \omega_{\text{can}} \) generates \( \omega_{\text{dr}}(\mathcal{Y}_x) \), and \( dz_{\text{dr}} \) generates \( \Omega^1_{\mathcal{Y}} \otimes \mathcal{O}_Y \mathcal{O}^B_{\text{dr}, \mathcal{Y}_x} \).
Proof. The fake Hasse invariant $s$ is a generator of $\omega_A(Y_x)$. By Proposition [3.23], $y_{\text{dR}}/t$ is invertible in $\mathcal{O}_{\text{dR}}^+(Y_x)$, so the first claim of the Proposition follows. Now the second claim follows from (3.27), and the fact that the Kodaira-Spencer map (88) is an isomorphism. □

Proposition 3.28. On $Y^\text{lg}$ (see Section 3.5 for a definition), we have

$$\omega^\text{Katz \, can}_Y = s|_{Y^\text{lg}}.$$ 

In other words, $\omega_{\text{can}} \in \omega_{\Delta,Y}(Y_x)$ extends Katz’s canonical differential $\omega^\text{Katz \, can}_Y$ (see Definition 3.16) from $Y^\text{lg} \subset Y_x$ to all of $Y_x$.

Proof. This follows from Proposition 3.12 and Definition 3.14. □

Proposition 3.29. The $p$-adic comparison injection $\iota_{\text{dR}}$, restricted to the Hodge filtration $\omega_{\text{dR},Y_x} \subset \mathcal{H}^1_{\text{dR}}(A) \otimes_{\mathcal{O}_Y} \mathcal{O}_{\text{dR},Y_x}$, i.e.

$$\omega_{\text{dR},Y_x} \xrightarrow{\iota_{\text{dR}}} T_pA \otimes_{\mathcal{O}_{p,Y}} \mathcal{O}_{\text{dR},Y_x}^+, t^{-1},$$

factors through

$$\omega_{\text{dR},Y_x} \xrightarrow{\iota_{\text{dR}}} T_pA \otimes_{\mathcal{O}_{p,Y}} \mathcal{O}_{\text{dR},Y_x}^+,$$

which, reducing modulo $t$, induces

$$\omega_{\Delta,Y_x} \xrightarrow{\iota_{\text{dR}}} T_pA \otimes_{\mathcal{O}_{p,Y}} \mathcal{O}_{\Delta,Y_x}.$$

Hence we have a natural map

(98) $$\omega_A|_{Y_x} \subset \omega_{\Delta,Y_x} \xrightarrow{\iota_{\text{dR}}} T_pA \otimes_{\mathcal{O}_{p,Y}} \mathcal{O}_{\Delta,Y_x} \xrightarrow{\theta} T_pA \otimes_{\mathcal{O}_{p,Y}} \hat{O}_{Y_x} \xrightarrow{HT_A} \omega_A \otimes_{\mathcal{O}_Y} \hat{O}_{Y_x},$$

and in fact this map is the natural inclusion.

Proof. This follows from Proposition (3.23): since $x_{\text{dR}}/t, y_{\text{dR}}/t \in \mathcal{O}_{\text{dR}}^+(Y_x)$, then for the generator $s \in \omega_{\Delta,Y}(Y_x)$ we have $\iota_{\text{dR}}(s) \in \mathcal{O}_{\text{dR},Y}(Y_x)$, from which the first statement follows. The second statement follows immediately from the first. For the third statement, first note that

$$\theta \circ HT_A = HT_A \circ \theta$$

and so by Proposition 3.8, (98) is just the natural inclusion. □

Lemma 3.30. Consider the derivation

$$\frac{d}{dz} : \mathcal{O}_{\text{dR},Y}^+ \rightarrow \mathcal{O}_{\text{dR},Y}^+.$$ 

We have

$$\frac{d}{dz} z_{\text{dR}} \in \mathcal{O}_{\text{dR},Y}(Y_x \cap Y_y)^x$$

is invertible. (Note that we need to restrict to $Y_x \cap Y_y \subset Y_x$ in order to define $\frac{d}{dz}$, since $dz$ is a regular differential only on $\Omega^1_{Y_x}|_{Y_x \cap Y_y}$.)
Proof. By Proposition 3.27, the line
\[ \mathcal{O}^+_{dR}(\mathcal{Y}_x) \cong \omega_{dR}(\mathcal{Y}_x) \]
\[ \cong (\mathcal{H}^1_L(A) \otimes_{\mathbb{Z}_p, Y} \mathcal{O}^+_{dR,Y})(\mathcal{Y}_x) \]
\[ \xrightarrow{\alpha_\infty^{-1}} (t^{-1} \cdot \mathcal{O}^+_{dR,Y})^{\otimes 2}(\mathcal{Y}_x) \]
is generated by
\[ \omega_{\text{can}} := \frac{t}{Y_{dR}} \cdot s. \]

Then under the Kodaira-Spencer isomorphism \(85\) and using Theorem 3.17 and the equation (96), we have that
\[ \sigma(\omega_{\text{can}} \otimes_{\mathcal{O}^+_{dR,Y}} \omega_{\text{can}}) = \langle \omega_{\text{can}}, \nabla(\omega_{\text{can}}) \rangle_{\text{Poin}} = \langle t_{dR}(\omega_{\text{can}}), \nabla(t_{\omega_{\text{can}}}) \rangle \cdot t^{-1} \]
\[ = \left\langle -z_{dR}a_{\infty,1} + a_{\infty,2}, \nabla(-z_{dR}a_{\infty,1} + a_{\infty,2}) \right\rangle \cdot t^{-1} \]
\[ = \left\langle -z_{dR}a_{\infty,1} + a_{\infty,2}, -\frac{d}{dz}z_{dR}a_{\infty,1} \right\rangle \cdot t^{-1} \otimes dz = -\frac{d}{dz}z_{dR} \otimes dz \]
is a generator of \((\mathcal{O}^+_{dR,Y} \otimes_{\mathcal{O}_Y} \mathcal{O}^+_{dR,Y})(\mathcal{Y}_x \cap \mathcal{Y}_y)\) as an \(\mathcal{O}^+_{dR,Y}(\mathcal{Y}_x \cap \mathcal{Y}_y)\)-module. Hence
\[ \frac{d}{dz}z_{dR} \in \mathcal{O}^+_{dR}(\mathcal{Y}_x \cap \mathcal{Y}_y)^\times \]
which is what we wanted to show.

\[ \square \]

Note that by the \(p\)-adic Legendre relation (73) and Proposition 3.23,
\[ \mathcal{Y}_x \cap \mathcal{Y}_y \subset \mathcal{Y}_x \cap \{\mathcal{Y}_{dR}/t = 1\} = \mathcal{Y}_{x,dR}. \]

3.8. The “horizontal” lifting of the Hodge-Tate filtration. In this section, we construct a splitting

Let \( s^{-1} \in \omega^{-1}_{\mathcal{A}}(\mathcal{Y}_x) \) denote the unique section such that
\[ \langle t_{dR}(s), s^{-1} \rangle = 1. \]

Then \( s^{-1} \) generates \( \omega^{-1}_{dR}|_{\mathcal{Y}_x} \). Using the \(p\)-adic Legendre relation (73), we have the exact sequence
\[ 0 \rightarrow \omega^{-1}_{dR}|_{\mathcal{Y}_x} \cdot t \rightarrow T_pA \otimes_{\mathbb{Z}_p, Y} \mathcal{O}^+_{dR,Y_x} \xrightarrow{\alpha_\infty^{-1}} (\mathcal{O}^+_{dR,Y_x})^{\otimes 2} \rightarrow \omega_{dR}|_{\mathcal{Y}_x} \rightarrow 0 \]
where the second arrow is defined by sending \( s^{-1}t \mapsto a_{\infty,1} - 1/z \cdot a_{\infty,2} \) and the penultimate arrow is defined by sending \( a_{\infty,2} \mapsto s \) and \( a_{\infty,1} \mapsto 1/z \cdot s \).

By (73), we have the following relative \(\mathcal{O}^+_{dR,Y_x}\)-Hodge-Tate decomposition on \(\mathcal{Y}_x\):
\[ \omega_{dR}|_{\mathcal{Y}_x} \oplus (\omega_{dR}|_{\mathcal{Y}_x} \cdot t) = s \cdot \mathcal{O}^+_{dR,Y_x} \oplus s^{-1}t \cdot \mathcal{O}^+_{dR,Y_x} \]
\[ \xrightarrow{\alpha_{dR,Y_x}^{-1}} (T_pA \otimes_{\mathbb{Z}_p, Y} \mathcal{O}^+_{dR,Y_x}) \oplus ((a_{\infty,1} - 1/z \cdot a_{\infty,2})\mathcal{O}^+_{dR,Y_x}) \]

Definition 3.31. Henceforth, let
\[ x_{dR} := x_{dR}/t \mod t, \quad y_{dR} := y_{dR}/t \mod t, \quad z_{dR} := z_{dR} \mod t. \]
Definition 3.32. Henceforth, let
\[ \mathcal{O}_{\Delta,Y} = \mathcal{O}_{\mathbb{B}^{+}_{\text{dR},Y}}/(t) \]
and
\[ \omega_{\Delta,Y} := \omega_{A} \otimes_{\mathcal{O}_{Y}} \mathcal{O}_{\Delta,Y}. \]
We will also let \( \omega_{\text{can}} \) denote the image of \( \omega_{\text{can}} \) from Definition 3.26 modulo \((t)\).

Reducing (103) modulo \((t)\), we get a relative \( \mathcal{O}_{\Delta,Y}|_{Y_s} \)-Hodge-Tate decomposition on \( Y_s \):
\[
\omega_{\Delta,Y}|_{Y_s} \oplus \omega_{\Delta,Y}^{-1}(t)|_{Y_s} = s \cdot \mathcal{O}_{\Delta,Y}|_{Y_s} \oplus s^{-1}t \cdot \mathcal{O}_{\Delta,Y}|_{Y_s}
\]
(104)
\[
\xrightarrow{\text{dR}} (x_{\text{dR}} \cdot \alpha_{\infty,1} + y_{\text{dR}} \cdot \alpha_{\infty,2})\mathcal{O}_{\Delta,Y}|_{Y_s} \oplus ((\alpha_{\infty,1} - 1/z \cdot \alpha_{\infty,2})\mathcal{O}_{\Delta,Y}|_{Y_s})
\]
(105) \[
\xrightarrow{\text{split}} \mathcal{O}_{\Delta,Y}|_{Y_s} \otimes_{\hat{\mathcal{O}}_{Y_s}} \mathcal{O}_{\Delta,Y}|_{Y_s}
\]

Definition 3.33. Henceforth, denote the projection to the first factor above the above splitting by
\[
\text{split} : T_{p,Y} \otimes_{\mathbb{Z}_{p,Y}} \mathcal{O}_{\Delta,Y}|_{Y_s} \to \omega_{\Delta,Y}|_{Y_s}.
\]

One can use split to define a \( p \)-adic Maass-Shimura operator; however, for the purposes of defining a differential operator with satisfactory properties, such as coinciding in value at CM points with those of the complex Maass-Shimura operator, it will be necessary to define a “horizontal” lifting of the relative Hodge-Tate filtration, i.e. such that the lifting is generated by an element contained in the horizontal sections of the Gauss-Manin connection \( \nabla \). To be more precise, this means that we will define a line \( \mathcal{L} \subset T_{p,Y} \otimes_{\mathbb{Z}_{p,Y}} \mathcal{O}_{\Delta,Y}|_{Y_s} \) such that \( \theta(\mathcal{L}) \) coincides with the usual Hodge filtration in (100), and that this line is horizontal means that \( \nabla_{w}(\mathcal{L}) \subset \mathcal{L} \) for any non-vanishing section \( w \) of \( \Omega_{Y}^{1} \otimes_{\mathcal{O}_{Y}} \mathcal{O}_{\Delta,Y}|_{Y_s} \). That our \( \mathcal{L} \) lifts the Hodge filtration will be immediate from its construction (see (108)), and we prove the horizontalness of \( \mathcal{L} \) in Proposition 3.37; in fact, we show that \( \mathcal{L} \) is the unique such line which has both these properties (see Proposition 3.38).

Note that we have the natural map
\[
j : \mathcal{O}_{Y} \to \hat{\mathcal{O}}_{Y} \cong \mathbb{B}^{+}_{\text{dR},Y}/(t) \subset \mathcal{O}_{\mathbb{B}^{+}_{\text{dR},Y}}/(t)
\]
which is a section of \( \theta : \mathcal{O}_{\mathbb{B}^{+}_{\text{dR},Y}} \to \hat{\mathcal{O}}_{Y} \), i.e.
\[
\theta \circ j = \text{id},
\]
(107)
since \( \mathcal{O}_{Y} \subset \mathcal{O}_{\mathbb{B}^{+}_{\text{dR},Y}} \xrightarrow{\theta} \hat{\mathcal{O}}_{Y} \) is the natural inclusion. This embeds \( \hat{\mathcal{O}}_{Y} \) into the horizontal sections of the \( \hat{\mathcal{O}}_{Y} \)-linear connection
\[
\nabla : \mathcal{O}_{\mathbb{B}^{+}_{\text{dR},Y}}/(t) \to \mathcal{O}_{\mathbb{B}^{+}_{\text{dR},Y}}/(t) \otimes \Omega_{Y}^{1}
\]
which is induced by the \( \mathbb{B}^{+}_{\text{dR},Y} \)-linear connection
\[
\nabla : \mathcal{O}_{\mathbb{B}^{+}_{\text{dR},Y}} \to \mathcal{O}_{\mathbb{B}^{+}_{\text{dR},Y}} \otimes \Omega_{Y}^{1}
\]
since \( t \in \mathbb{B}^{+}_{\text{dR}}(Y) \) is a horizontal section.
Definition 3.34. Let \( \bar{z} = j(z) \) and note that
\[
\theta(\bar{z}) = \hat{z} = \theta(z)
\]
and in particular \( z - \bar{z} \in \ker \theta \).

We may, at times, conflate the notations \( z \) and \( \hat{z} \), as they denote the same section under the natural map \( \mathcal{O} \to \hat{\mathcal{O}} \).

3.9. The “horizontal” relative Hodge-Tate decomposition.

Proposition 3.35. We have
\[
x_{dR}/\bar{z} + y_{dR} \in \mathcal{O}_\Delta, Y_x^\times.
\]
Proof. By (108), we have
\[
\frac{x_{dR}}{\bar{z}} - \left( \frac{z}{\bar{z}} - 1 \right) + \left( \frac{z}{\bar{z}} - 1 \right)^2 - \cdots + \frac{x_{dR}}{\bar{z}} + y_{dR} = x_{dR}/(\bar{z} + (z - \bar{z})) + y_{dR} = x_{dR}/z + y_{dR} = 1
\]
and so
\[
\frac{x_{dR}}{z} + y_{dR} = 1 + \frac{x_{dR}}{z} \left( \left( \frac{z}{\bar{z}} - 1 \right) - \left( \frac{z}{\bar{z}} - 1 \right)^2 + \cdots \right) \in \mathcal{O}_\Delta, Y_x^\times
\]
since \( \left( \frac{z}{\bar{z}} - 1 \right) \in \ker \theta \).

Henceforth, let
\[
\mathcal{L} := ((\alpha_{\infty,1} - 1/\bar{z} \cdot \alpha_{\infty,2})\mathcal{O}_\Delta, Y_x^\times).
\]
Now we have the following \( \mathcal{O}_{\Delta, Y_x} \)-Hodge-Tate decomposition
\[
\omega_{\Delta, Y_x} \oplus \mathcal{L}
\]
\[
\overset{\iota_{dR}}{\sim} \left( (x_{dR} \cdot \alpha_{\infty,1} + y_{dR} \cdot \alpha_{\infty,2})\mathcal{O}_{\Delta, Y_x} \right) \oplus (((\alpha_{\infty,1} - 1/\bar{z} \cdot \alpha_{\infty,2})\mathcal{O}_{\Delta, Y_x})
\]
\[
\overset{(109)}{\sim} \mathcal{O}_{\Delta, Y_x} \oplus \tau_{pA} \otimes \mathcal{Z}_{p,Y} \mathcal{O}_{\Delta, Y_x}
\]
where the first factor in the above decomposition is given by
\[
\iota_{dR} : \omega_{\Delta, Y_x} \hookrightarrow \tau_{pA} \otimes \mathcal{Z}_{p,Y} \mathcal{O}_{\Delta, Y_x}.
\]

Definition 3.36. Henceforth, denote the projection to the first factor above the above splitting by
\[
\overset{\text{split}}{\sim} : \tau_{pA} \otimes \mathcal{Z}_{p,Y} \mathcal{O}_{\Delta, Y_x} \to \omega_{\Delta, Y_x}.
\]

Proposition 3.37. Let \( U \to Y_x \) be any proétagle cover. We have that \( \mathcal{L}|_U \) is horizontal for \( \nabla \). That is, for any nonvanishing \( w \in \Omega^1_Y \otimes \mathcal{O}_{\Delta, Y_x}(U) \), we have
\[
\nabla_w(\mathcal{L}|_U) \subset \mathcal{L}|_U.
\]
Proof. Note that the kernel $\mathcal{L}$ of \( \text{split} \) is generated by the section \( \alpha_{\infty,1} - 1/\varepsilon \cdot \alpha_{\infty,2} \) by definition, and so we can write any section of $\mathcal{L}|_U$ as $f \cdot (\alpha_{\infty,1} - 1/\varepsilon \cdot \alpha_{\infty,2})$. Then
\[
\nabla_w (f \cdot (\alpha_{\infty,1} - 1/\varepsilon \cdot \alpha_{\infty,2})) = \nabla_w (f) \cdot (\alpha_{\infty,1} - 1/\varepsilon \cdot \alpha_{\infty,2}) + f \cdot \nabla (\alpha_{\infty,1} - 1/\varepsilon \cdot \alpha_{\infty,2})
\]
which is a section of $\mathcal{L}|_U$. \( \square \)

Proposition 3.38. $\mathcal{L}$ is the unique line in $T_p \mathcal{A} \otimes_{\mathcal{Z}_{p,Y}} \mathcal{O}_{\Delta,Y_x}$ with $\theta(\mathcal{L}) = \omega_{\mathcal{A}}^{-1} \otimes \mathcal{O}_Y \hat{\mathcal{O}}_{Y_z}$ (i.e. $\mathcal{L}$ lifts the Hodge-Tate filtration as in (40)), and which is horizontal in the sense of Proposition 3.37.

Proof. For any line $\mathcal{L}' \subset T_p \mathcal{A} \otimes_{\mathcal{Z}_{p,Y}} \mathcal{O}_{\Delta,Y_x}$ with $\theta(\mathcal{L}') = \omega_{\mathcal{A}}^{-1} \otimes \mathcal{O}_Y \hat{\mathcal{O}}_{Y_z} = (\alpha_{\infty,1} - 1/\varepsilon \alpha_{\infty,2}) \cdot \hat{\mathcal{O}}_{Y_z}$, we must have $\mathcal{L}' = (\alpha_{\infty,1} - (1/\varepsilon + X) \alpha_{\infty,2}) \mathcal{O}_{\Delta,Y_z}$ where
\[
X \in \ker (\theta : \mathcal{O}_{\Delta,Y_z} \to \hat{\mathcal{O}}_{Y_z}).
\]
From the calculation in the proof of Proposition 3.37, we see that $\mathcal{L}$ is horizontal if and only if $X$ is a horizontal section of $\nabla : \mathcal{O}_{\Delta,Y_z} \to \mathcal{O}_{\Delta,Y_z} \otimes \mathcal{O}_{Y_z} \Omega^1_{Y_z}$ (recall that $X$ being a horizontal section means $\nabla(X) = 0$). However, the sheaf of horizontal sections of $\nabla$ (by its construction) is simply the subsheaf $j : \hat{\mathcal{O}}_{Y_z} \hookrightarrow \mathcal{O}_{\Delta,Y_z}$ as defined in (106), so if $X$ is horizontal we have $X \in j(\hat{\mathcal{O}}_{Y_z})$, say $X = j(x)$. But from (107), we see that $\theta(X) = \theta(j(x)) = x$, and so from (113) we have $0 = \theta(X) = x$, which implies $X = j(x) = 0$. \( \square \)

By direct calculation, on $\mathcal{Y}_x$ we have
\[
\text{split}(\alpha_{\infty,1}) = \frac{1}{\varepsilon - z_{dR}} \cdot \omega_{\text{can}}
\]
and
\[
\nabla(\omega_{\text{can}}) = \nabla((z_{dR} \cdot \omega_{\text{can}})) = \nabla(-z_{dR} \cdot \alpha_{\infty,1} + \alpha_{\infty,2}) = -\alpha_{\infty,1} \cdot dz_{dR} \frac{\text{split}}{z_{dR} - \varepsilon} \cdot \omega_{\text{can}}
\]
where
\[
dz_{dR} := \nabla(z_{dR}).
\]

Proposition 3.39. On the locus $\mathcal{Y}_x \subset \mathcal{Y}_x$, we have that
\[
dz_{dR} = d \log T \in \Omega^1(\mathcal{Y}_x)
\]
where $T$ is the Serre-Tate coordinate defined in the statement of Theorem 3.13.

Proof. By (92) and Proposition 3.12 on $\mathcal{Y}_x$ we have that
\[
\sigma(s \otimes t^2) = \left(\frac{\mathcal{Y}_x}{t}\right)^2 dz_{dR} = dz_{dR}
\]
and hence by the commutativity of the diagram (88)
\[
dz_{dR} \in \Omega^1(\mathcal{Y}_x).
\]
By the theorem cited in Definition (18) and (116), we must have $dz_{dR} = d \log T$. \( \square \)
From the relative $p$-adic de Rham comparison theorem \[\text{(49)},\] by taking $k$th symmetric powers of each side viewed as $\mathcal{O}_\mathbb{B}^+_{\text{dR},Y}$-modules, one has the comparison

\[
\text{Sym}^k_{\mathcal{O}_Y} \mathcal{H}^1_{\text{dR}}(A) \otimes_{\mathcal{O}_Y} \mathcal{O}_\mathbb{B}^+_{\text{dR},Y} \cong \text{Sym}^k_{\mathcal{O}_\mathbb{B}^+_{\text{dR},Y}} \left( \mathcal{H}^1_{\text{dR}}(A) \otimes_{\mathcal{O}_Y} \mathcal{O}_\mathbb{B}^+_{\text{dR},Y} \right) \tag{117}
\]

compatible with the inherited connections and filtrations. Here, the filtration on the left hand side is given by the convolution of the filtration on $\text{Sym}^k_{\mathcal{O}_Y} \mathcal{H}^1_{\text{dR}}(A)$ inherited from the Hodge-de Rham filtration

\[
\omega_{A}^\otimes \subset \omega_{A}^\otimes \otimes_{\mathcal{O}_Y} \mathcal{H}^1_{\text{dR}}(A) \subset \omega_{A}^\otimes \otimes_{\mathcal{O}_Y} \mathcal{H}^1_{\text{dR}}(A) \subset \ldots \subset \text{Sym}^k_{\mathcal{O}_Y} \mathcal{H}^1_{\text{dR}}(A) \tag{118}
\]

with the filtration on $\mathcal{O}_\mathbb{B}^+_{\text{dR},Y}$. From \[\text{(117)},\] we have

\[
\text{Sym}^k_{\mathcal{O}_Y} \mathcal{H}^1_{\text{dR}}(A) \otimes_{\mathcal{O}_Y} \mathcal{O}_\mathbb{B}^+_{\text{dR},Y} \cong \text{Sym}^k_{\mathcal{O}_\mathbb{B}^+_{\text{dR},Y}} \left( \mathcal{H}^1_{\text{dR}}(A) \otimes_{\mathcal{O}_Y} \mathcal{O}_\mathbb{B}^+_{\text{dR},Y} \right) \tag{119}
\]

compatible with connections and filtrations. Reducing modulo $(t)$, the splitting \[\text{(112)},\] induces a splitting on symmetric powers:

**Definition 3.40.** Henceforth, denote the map on symmetric powers induced by \[\text{(112)},\] also by

\[
\text{split} : \text{Sym}^k_{\mathcal{O}_\Delta,Y} \left( \mathcal{T}_pA \otimes_{\mathcal{O}_p,Y} \mathcal{O}_\Delta,Y \right) \vert_{\mathcal{Y}_x} \rightarrow (\omega_{\Delta,Y})_{\mathcal{Y}_x} \otimes_{\mathcal{O}_\Delta,Y} \mathcal{O}_\Delta,Y^k. \tag{120}
\]

3.10. **The $p$-adic Maass-Shimura operator.** In this section, we define our $p$-adic Maass-Shimura operator using the horizontal splitting \[\text{(120)},\]

**Definition 3.41.** We define a map

\[
\partial_k : (\omega_{\Delta,Y})_{\mathcal{Y}_x} \otimes_{\mathcal{O}_\Delta,Y} ^k \rightarrow (\omega_{\Delta,Y})_{\mathcal{Y}_x} \otimes_{\mathcal{O}_\Delta,Y} ^{k+2}
\]

as the following composition:

\[
(\omega_{\Delta,Y})_{\mathcal{Y}_x} \otimes_{\mathcal{O}_\Delta,Y} ^k \xrightarrow{\text{split}} \text{Sym}^k_{\mathcal{O}_\Delta,Y} \left( \mathcal{T}_pA \otimes_{\mathcal{O}_p,Y} \mathcal{O}_\Delta,Y \right) \vert_{\mathcal{Y}_x} \rightarrow \mathcal{T}_pA \otimes_{\mathcal{O}_p,Y} \mathcal{O}_\Delta,Y \otimes_{\mathcal{O}_Y} \mathcal{O}_\Delta,Y \vert_{\mathcal{Y}_x} \rightarrow (\omega_{\Delta,Y})_{\mathcal{Y}_x} \otimes_{\mathcal{O}_\Delta,Y} ^{k+2}. \tag{121}
\]

3.11. **The $p$-adic Maass-Shimura operator in coordinates and generalized $p$-adic modular forms.** Given any proétale $\mathcal{U} \rightarrow \mathcal{Y}_x$ and

\[
\omega \in (\omega_{\Delta,Y})_{\mathcal{Y}_x} \otimes_{\mathcal{O}_\Delta,Y} ^k(\mathcal{U}),
\]

we write

\[
\omega = F \cdot (\omega_{\text{can}})_{\mathcal{Y}_x} \otimes_{\mathcal{O}_\Delta,Y} ^k \xrightarrow{\text{split}} F \cdot (\omega_{\text{can}})_{\mathcal{Y}_x} \otimes_{\mathcal{O}_\Delta,Y} ^{k+2}.
\]
where $\omega_{\text{can}}$ is defined in Definition 3.26. For brevity, write $\omega_{\text{can}}^\otimes k = \omega_{\Delta,Y}^\otimes k$ and $\iota_{\text{DR}}(\omega_{\text{can}})^\otimes k = \iota_{\text{DR}}(\omega_{\text{can}})^{\otimes \Delta,Y}$. Then $\partial_k(\omega)$ is computed as the composition

$$\omega \mapsto \nabla(\omega) = \nabla(\iota_{\text{DR}}(\omega)) = \nabla((\iota_{\text{DR}}(F \cdot \omega_{\text{can}}^\otimes k))$$

$$= \frac{d}{dz_{\text{DR}}} F \cdot \iota_{\text{DR}}(\omega_{\text{can}})^\otimes k \otimes dz_{\text{DR}} + \sum_{i=1}^k \iota_{\text{DR}}(\omega_{\text{can}})^{\otimes i-1} \otimes \nabla((\iota_{\text{DR}}(\omega_{\text{can}})) \otimes \iota_{\text{DR}}(\omega_{\text{can}})^{\otimes k-i+1})$$

$$= \frac{d}{dz_{\text{DR}}} F \cdot \iota_{\text{DR}}(\omega_{\text{can}})^\otimes k \cdot dz_{\text{DR}} + \sum_{i=1}^k \iota_{\text{DR}}(\omega_{\text{can}})^{\otimes i-1} \cdot (-\alpha_{\infty,1} \cdot dz_{\text{DR}}) \otimes \iota_{\text{DR}}(\omega_{\text{can}})^{\otimes k-i+1}$$

$$= \frac{d}{dz_{\text{DR}}} F \cdot \iota_{\text{DR}}(\omega_{\text{can}})^\otimes k \cdot dz_{\text{DR}} - k \cdot \iota_{\text{DR}}(\omega_{\text{can}})^{\otimes k-1} \cdot \alpha_{\infty,1} \cdot dz_{\text{DR}}$$

and the last arrow uses (114).

Now given $F \in \mathcal{O}_{\Delta,Y}(U)$, we define

$$\delta_k : \mathcal{O}_{\Delta,Y}(U) \to \mathcal{O}_{\Delta,Y}(U)$$

by

$$\partial_k(F \cdot \omega_{\text{can}}^\otimes k) = (\delta_k F) \cdot \omega_{\text{can}}^\otimes k + 2,$$

the above calculation (126) shows that

(122)

$$\delta_k = \frac{d}{dz_{\text{DR}}} + \frac{k}{z_{\text{DR}} - \bar{z}}$$

**Definition 3.42.** Given an open subset $U \subset \mathcal{Y}$, $k \in \mathbb{Z}$, and a subgroup $\Gamma \subset GL_2(\mathbb{Z}_p)$ with $U \cdot \Gamma = U$, we define a $p$-adic modular form $F$ on $U$ for $\Gamma$ of weight $k$ to be a $F \in \mathcal{O}_{\Delta,Y}(U)$ such that

(123)

$$\left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \ast F = (bc - ad)^{-k} (cz_{\text{DR}} + a)^k F$$

for any $\left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma$. We also make an analogous definition for $k \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p$, provided that $(bc - ad)^{-k} (cz_{\text{DR}} + a)^k$ makes sense on $U$. (Note that we embed $\mathbb{Z} \subset \mathbb{Z}/(p-1) \times \mathbb{Z}_p$ diagonally to make all notions of weight compatible.) Let $M_{k,\Delta}(\Gamma)(U)$ denote the space of $p$-adic modular forms on $U$ for $\Gamma$ of weight $k$.

Recall the natural projection $\lambda : \mathcal{Y} \to \mathcal{Y}$.

**Proposition 3.43.** Let $U \subset \lambda(\mathcal{Y}_x)$ be an open subset, let $U = \lambda^{-1}(U)$, and let $k \in \mathbb{Z}_{\geq 0}$. Then we have

$$\omega_{A}^{\otimes k}(U) \xrightarrow{\lambda^*} \omega_{A}^{\otimes k}(U) \to \omega_{\Delta,Y}^{\otimes k}(U) \xrightarrow{\sim} M_{k,\Delta}(GL_2(\mathbb{Z}_p))(U) \cdot \omega_{\text{can}}^{\otimes k} \xrightarrow{\cdot (\omega_{\text{can}}^{\otimes k})^{-1}} M_{k,\Delta}(GL_2(\mathbb{Z}_p))(U).$$
Proof. The first arrow is obvious. Since $s$ trivializes $\omega_\mathcal{A}(\mathcal{U})$, we can write any $\omega \in \omega_\mathcal{A}^{\otimes k}(\mathcal{U})$ as
\[ \omega = f \cdot s^{\otimes k} = f (y_{\text{dR}}/t)^k \cdot \omega_{\text{can}}. \]
Then
\[
\left( \begin{array}{cc} a & b \\ c & d \end{array} \right)^* f = (b/z + d)^k F
\]
and combining this with (64), we see that $f (y_{\text{dR}}/t)^k$ is a $p$-adic modular form on $\mathcal{U}$ for $\text{GL}_2(\mathbb{Z}_p)$ of weight $k$. The rest of the arrows are obvious after invoking (95) and using the fact that $\omega_{\text{can}}$ generates $\omega_{\Delta, \mathcal{U}}(\mathcal{U})$ (Proposition 3.27).

□

Definition 3.44. Let
\[
\partial_j^k = \partial_{k+2j-2} \circ \partial_{k+2j-4} \circ \cdots \circ \partial_k
\]
and
\[
\delta_j^k = \delta_{k+2j-2} \circ \delta_{k+2j-4} \circ \cdots \circ \delta_k.
\]
It is clear by its definition that $\partial_j^k$ and $\delta_j^k$ are $\mathcal{O}_\mathcal{Y} = \mathbb{B}_{dR, \mathcal{Y}}^+/t$-linear.

Definition 3.45. Given an open subset $\mathcal{U} \subset \mathcal{Y}$, $k \in \mathbb{Z}$, and a subgroup $\Gamma \subset \text{GL}_2(\mathbb{Z}_p)$ with $\mathcal{U} \cdot \Gamma = \mathcal{U}$, we define a $p$-adic modular form $F$ on $\mathcal{U}$ for $\Gamma$ of weight $k$ to be a $F \in \mathcal{O}_\mathcal{Y}(\mathcal{U})$ such that
\[
\left( \begin{array}{cc} a & b \\ c & d \end{array} \right)^* F = (bc - ad)^{-k} (cz_{\text{dR}} + a)^k F
\]
for any $\left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma$. Let $M_{k, \Delta}(\Gamma)(\mathcal{U})$ denote the space of $p$-adic modular forms on $\mathcal{U}$ for $\Gamma$ of weight $k$.

Proposition 3.46. We have
\[
\delta_j^k : M_{k, \Delta}(\Gamma)(\mathcal{U}) \to M_{k+2j, \Delta}(\Gamma)(\mathcal{U})
\]
and
\[
\delta_j^k = \sum_{i=0}^{j} \binom{k-1+j}{i} \binom{j}{i} \frac{i!}{(z_{\text{dR}} - z)^i} \left( \frac{d}{dz_{\text{dR}}} \right)^{j-i}.
\]

Proof. This is a direct calculation, using (35), (63), and (91). More precisely, one uses induction: if $F \in \mathcal{O}_{\Delta, \mathcal{Y}}(\mathcal{U})$ has weight $k'$, then by direct computation one verifies that
\[
\left( \frac{d}{dz_{\text{dR}}} + \frac{k'}{z_{\text{dR}} - z} \right) F
\]
has weight $k' + 2$ in the sense of (132). Another “coordinate free” proof is to observe that each step in the construction of the assignment
\[ f \mapsto \partial_{k'} f \]
is $\Gamma$-equivariant (and $\text{GL}_2(\mathbb{Z}_p)$-equivariant if $\mathcal{U} = \mathcal{Y}_x$). □
Proposition 3.47. We have
\[ \partial^j_k = \text{split} \circ \nabla^j \circ \iota_{\text{dR}}. \]

Proof. By definition, we have
\[ \partial^j_k = (\text{split} \circ \nabla \circ \iota_{\text{dR}})^j. \]

Since the \( p \)-adic de Rham comparison \( \iota_{\text{dR}} \) (see (54)) is compatible with connections, we have
\[ (127) \quad \iota_{\text{dR}} \circ \nabla = \nabla \circ \iota_{\text{dR}}. \]

By Proposition 3.37, we have
\[ (128) \quad \nabla \circ \text{split} = \text{split} \circ \nabla. \]

Hence, we have
\[ \partial^j_k = (\text{split} \circ \nabla \circ \iota_{\text{dR}})^j \]
\[ = \text{split} \circ \nabla^j \circ \iota_{\text{dR}} \]
which is what we wanted to show. \( \Box \)

3.12. Comparison between the complex and \( p \)-adic Maass-Shimura operators at CM points. Let \( K/\mathbb{Q} \) be an imaginary quadratic field, with ring of integers \( \mathcal{O}_K \).

Let \( i_p : \overline{\mathbb{Q}} \to \mathbb{C}_p \) denote our previously fixed embedding (21), and now fix an embedding \( i_{\infty} : \overline{\mathbb{Q}} \to \mathbb{C} \). Let \( A/\mathbb{Q} \) be an elliptic curve with CM by an order \( \mathcal{O} \subset \mathcal{O}_K \). In the complex counterpart of the Hodge-de Rham filtration, we have
\[ H^1_{1,0}(A/\mathbb{C}) = \Omega^1_{A/\mathbb{C}}, \quad H^0_{0,1}(A/\mathbb{C}) = \text{Lie}(A/\mathbb{C}), \]
and in fact these respectively correspond to the \( \gamma \) and \( \overline{\gamma} \)-eigenspaces for any \( \gamma \in \mathcal{O} = \text{End}(A/\overline{\mathbb{Q}}) \), acting as scalars on these eigenspaces under the above embedding \( i_{\infty} \).

Let \( \tau \) denote the standard coordinate on the complex upper half-plane \( \mathcal{H}^+ \). The real-analytic Hodge splitting of the complex Hodge-de Rham filtration gives rise to the complex Maass-Shimura operator
\[ d_k = \frac{1}{2\pi i} \left( \frac{d}{d\tau} + \frac{k}{\tau - \overline{\tau}} \right). \]

The real-analytic Hodge splitting is induced by complex conjugation acting on the complex structure of de Rham cohomology, in particular interchanging the Hodge pieces (i.e. \( H^{p,q}(A/\mathbb{C}) = H^{q,p}(A/\mathbb{C}) \)) and giving rise to “opposing filtrations” in Deligne’s sense. Thus, as for a CM curve \( A/\mathbb{Q} \) we have
\[ H^{1,0}(A/\mathbb{C}) := \Omega^1_{A/\mathbb{C}} = \Omega^1_{A/\overline{\mathbb{Q}}} \otimes \overline{\mathbb{C}} = H^{1,0}(A/\overline{\mathbb{Q}}) \otimes \overline{\mathbb{C}}, \]

the splitting of the Hodge-de Rham filtration induced by the eigendecomposition under the \( \mathcal{O}_K \)-action coincides with the Hodge splitting. In fact, we have the following coincidence of the values of our \( p \)-adic and complex Maass-Shimura operators at CM points (Theorem 3.54). Let
\[ d^j_k = d_{k+2j-2} \circ d_{k+2j-4} \circ \cdots \circ d_{k+2} \circ d_k. \]

Definition 3.48. Let \( A/\overline{\mathbb{Q}} \) be an elliptic curve with complex multiplication by an order \( \mathcal{O} \subset \mathcal{O}_K \), and let \( t \) be any \( \Gamma_1(N) \)-level structure, \( \alpha : \mathbb{Z}_p^{\oplus 2} \xrightarrow{\sim} T_pA \) be any \( \Gamma(p^{\infty}) \)-level structure. Fix any \( \omega_0 \in \Omega^1_{A/\mathbb{Z}} \), and fix an isomorphism \( \mathbb{C}/\mathcal{O} \cong \mathbb{A} \) which defines a differential \( 2\pi i dz \in \Omega^1_{A/\overline{\mathbb{Q}}} \),
where \( z \) is the standard coordinate on \( \mathbb{C} \). Define \( \Omega_\infty(A, t) \in \mathbb{C}^\times \) and \( \Omega_p(A, t, \alpha) \in (B_{dR}^+)^\times \) by

\[
2\pi idz(A, t) = \Omega_\infty(A, t) \cdot \omega_0, \quad \omega_{\text{can}}(A, t, \alpha) = \Omega_p(A, t, \alpha) \cdot \omega_0.
\]

**Definition 3.49.** We recall the Shimura reciprocity law on \( \mathcal{Y} \). Fix an order \( \mathcal{O} \subset \mathcal{O}_K \). Let \( \mathbb{I} \) be the semigroup of ideals of \( \mathcal{O}_K \) prime to a fixed ideal \( \mathfrak{f} \subset \mathcal{O}_K \). Let \( a \in \mathbb{I}^{(p\mathbb{N})} \) with \( a \subset \mathcal{O} \). With \( A \) as in Definition 3.48, define

\[
a \ast A := A/A[a]
\]

where \( A[a] \) denotes the \( a \)-torsion subgroup of \( A \) using the identification \( \text{End}_{\mathcal{O}_K}(A) = \mathcal{O} \). Then the natural projection \( \pi_a : A \to a \ast A \) takes \( \Gamma_1(N) \)-level structures to \( \Gamma_1(N) \)-level structure, and \( \Gamma(p^\infty) \)-level structures to \( \Gamma(p^\infty) \)-level structures, so that we have a natural action

\[
a \ast (A, t) = (a \ast A, \pi_a(t)), \quad a \ast (A, t, \alpha) = (A/A[A], \pi_a(t), \pi_a(\alpha)).
\]

**Proposition 3.50.** Now let \( \omega_{0,a} \in \Omega^1_{\mathcal{O}_{A/K_p}} \) be the unique differential such that \( \pi^*_a \omega_{0,a} = \omega_0 \) (viewing \( \Omega^1_{A/\mathbb{Z}} \subset \Omega^1_{A/\mathbb{C}_p} \) using \( i_p \)), and define \( \Omega_\infty(a \ast (A, t)) \in \mathbb{C}^\times \) and \( \Omega_p(a \ast (A, t, \alpha)) \in (B_{dR}^+)^\times \) by

\[
2\pi idz(a \ast (A, t)) = \Omega_\infty(a \ast (A, t)) \cdot \omega_{0,a}, \quad \omega_{\text{can}}(a \ast (A, t, \alpha)) = \Omega_p(a \ast (A, t, \alpha)) \cdot \omega_{0,a}.
\]

Then

\[
\Omega_\infty(A, t) = \Omega_\infty(a \ast (A, t)), \quad \Omega_p(A, t, \alpha) = \Omega_p(a \ast (A, t, \alpha)).
\]

**Proof.** This follows immediately from (129) and (130), after noting that by definitions (in particular, the functoriality of the complex uniformization \( \mathbb{C}/(\mathbb{Z} + \mathbb{Z}r) \cong \mathcal{A} \) which defines \( 2\pi idz \) and the functoriality of the construction of \( \omega_{\text{can}} \) as defined in Definition 3.26), we have

\[
2\pi idz(a \ast (A, t)) = 2\pi idz(A, t), \quad \pi^*_a \omega_{\text{can}}(a \ast (A, t, \alpha)) = \omega_{\text{can}}(A, t, \alpha).
\]

\( \square \)

**Definition 3.51.** Henceforth, let

\[
d_k^j = \theta \circ \partial_k^j
\]

and

\[
\theta_k^j = \theta \circ \delta_k^j = \theta \left( \sum_{i=0}^{j} \binom{k-1+j}{i} \binom{j}{i} \frac{i!}{(z_{dR} - \bar{z})^i} \left( \frac{d}{dz_{dR}} \right)^{j-i} \right)
\]

\[
= \sum_{i=0}^{j} \binom{k-1+j}{i} \binom{j}{i} \frac{i!}{(z_{dR} - \bar{z})^i} \theta \circ \left( \frac{d}{dz_{dR}} \right)^{j-i}
\]

\[
= \sum_{i=0}^{j} \binom{k-1+j}{i} \binom{j}{i} \frac{i!}{(z_{dR} - \bar{z})^i} \left( -\frac{\theta(y_{dR})}{z} \right)^i \left( \frac{d}{dz_{dR}} \right)^{j-i}
\]

where the first line follows from (126) and the last equality follows from (73).
**Proposition 3.52.** Given an open subset $U \subset \mathcal{Y}$, $k \in \mathbb{Z}$, and a subgroup $\Gamma \subset GL_2(\mathbb{Z}_p)$ with $U \cdot \Gamma = U$, we define a $p$-adic modular form $F$ on $U$ for $\Gamma$ of weight $k$ to be a $F \in \hat{O}_\mathcal{Y}(U)$ such that

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} \cdot F = (bc - ad)^{-k}(cz_{\text{dR}} + a)^k F$$

for any $\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma$. We also make an analogous definition for $k \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p$, provided that $(bc - ad)^{-k}(cz_{\text{dR}} + a)^k$ makes sense on $U$. (Note that we embed $\mathbb{Z} \subset \mathbb{Z}/(p-1) \times \mathbb{Z}_p$ diagonally to make all notions of weight compatible.) Let $M_{k,\Delta}(\Gamma)(U)$ denote the space of $p$-adic modular forms on $U$ for $\Gamma$ of weight $k$.

**Proposition 3.53.** We have

$$\theta^j_k : \hat{M}_k(\Gamma)(U) \to \hat{M}_{k+2j}(\Gamma)(U).$$

*Proof.* This follows from applying $\theta$ to Proposition 3.46. \hfill \square

**Theorem 3.54.** Let $A/\overline{Q}$ be an elliptic curve with CM by an order $\mathcal{O} \subset \mathcal{O}_K$, and let $\alpha : \mathbb{Z}_p^{\otimes 2} \to T_p A$ be any $\mathfrak{m}$-level structure, and $t \in A[N]$ any $\Gamma_1(N)$-level structure, and fix $\omega_0 \in \Omega^1_{A/\mathbb{Z}}$ as in Definition 3.48. Let $\omega \in \omega_A(U)$ for any $U \to \mathcal{Y}$, and write $\omega = F \cdot (2\pi i dz)^{\otimes k}$ and

$$\omega|_{\lambda^{-1}(U) \cap \mathcal{Y}_x} = f \cdot \omega_{\text{can}}^{\otimes k}$$

on $\lambda^{-1}(U) \cap \mathcal{Y}_x$. Suppose $(A, t) \in U$ and $(A, t, \alpha) \in \lambda^{-1} \cap \mathcal{Y}_x$. Then for any $j \in \mathbb{Z}$, we have the following coincidence of values (in $\overline{\mathbb{Q}}$):

$$\begin{align*}
\hat{i}_p^{-1}(\theta(\Omega_p(A, t, \alpha))^{-(k+2j)} \cdot \theta^j_k f(A, t, \alpha)) &= \hat{i}_{\infty}^{-1}(\Omega_{\infty}(A, t)^{-(k+2j)} \cdot \partial_k^j F(A, t, \omega_0)).
\end{align*}$$

*Proof.* Let $\text{split}_C : \mathcal{H}^1_{\text{dR}}(A) \otimes_{\mathcal{O}^{\text{an}}} \mathcal{O}^\times$ denote the antiholomorphic splitting of complex relative de Rham cohomology. Using $2\pi i dz$, view $\delta^j_k$ as an operator $\omega_A^{\otimes k} \to \omega_A^{\otimes k+2j}$, and using $\omega_{\text{can}}$, view $\delta^j_k$ as an operator $\omega_A^{\otimes k} \to \omega_A^{\otimes k+2j}$. Since the Gauss-Manin connection is holomorphically horizontal, i.e. for any holomorphic differential $\omega$, $\nabla_\omega(\omega') = 0$ for any antiholomorphic $\omega'$, then we have

$$\delta^j_k = \text{split}_C \circ \nabla^j.$$

This is analogous with the horizontalness of our $p$-adic Maass-Shimura operator

$$\partial^j_k = \text{split} \circ \nabla^j \circ \iota_{\text{dR}}$$

as proven in Proposition 3.47.

The statement of the Theorem can hence be reformulated as

$$\hat{i}_p^{-1}(\theta(\text{split} \circ \nabla^j f)(A, t, \alpha)) = \hat{i}_{\infty}^{-1}(\text{split}_C \circ \nabla^j f)(A, t)$$

for any section $f \in \text{Sym}^k \mathcal{H}^1_{\text{dR}}(A)(U)$ where $U$ is as in the statement of the Theorem, where $(A, t, \alpha)$ and $(A, t)$ denote specialization to those points. First note that by functoriality of $\theta$, we have

$$\theta(\text{split} \circ \nabla^j f)(A, t, \alpha) = (\theta \circ \text{split} \circ \nabla^j f)(A, t, \alpha)$$
and so \((133)\) is equivalent to

\[
(134) \quad \left(\theta \circ \text{split} \circ \nabla j f\right) (A, t, \alpha) = \left(\text{split}_C \circ \nabla j f\right) (A, t)
\]

By the functoriality of \(\theta \circ \text{split}\) and \(\text{split}_C\), for any section \(f'\) in

\[
\text{Sym}^{\otimes k + 2j}_{\mathcal{O}_{\Delta,Y}} \left( \mathcal{H}^1_{\text{dR}}(A) \otimes \mathcal{O}_{\Delta,Y} \right) \left( \lambda^{-1}(U) \cap \mathcal{Y}_x \right) \cap \text{Sym}^{\otimes k + 2j}_{\mathcal{O}_{\Delta,Y}} \left( T_p A \otimes \mathcal{Z}_{p,Y} \otimes \mathcal{O}_{\Delta,Y} \right) \left( \lambda^{-1}(U) \cap \mathcal{Y}_x \right),
\]

where the intersection is taken in

\[
\text{Sym}^{\otimes k + 2j}_{\mathcal{O}_{\Delta,Y}} \left( T_p A \otimes \mathcal{Z}_{p,Y} \otimes \mathcal{O}_{\Delta,Y} \cdot t^{-1}\right) \left( \lambda^{-1}(U) \cap \mathcal{Y}_x \right)
\]

using \(t_{\text{dR}}\), letting \(f'(A, t, \alpha)\) denote its specialization to \((A, t, \alpha)\), that

\[
\left(\left(\theta \circ \text{split}\right) \left(f'\right)\right) (A, t, \alpha) = \left(\theta \circ \text{split}\right) \left(f'(A, t, \alpha)\right)
\]

and similarly for any section \(f\) of \((\mathcal{H}^1_{\text{dR}}(A) \otimes \mathcal{O}_{\text{hol}} \otimes \mathcal{O}_{\text{an}})^*)(U)\), letting \(f(A, t)\) denote its specialization to \((A, t)\), that

\[
\left(\text{split}_C(f')\right) (A, t) = \text{split}(f'(A, t)).
\]

Thus taking \(f' = \nabla j f\), can rewrite \((134)\) as

\[
(135) \quad i_p^{-1} \left(\left(\theta \circ \text{split}\right)_{(A,t,\alpha)} \left(\left(\nabla j f\right) (A, t, \alpha)\right)\right) = i_p^{-1} \left(\text{split}_C(A,t) \left(\left(\nabla j f\right) (A, t)\right)\right)
\]

where \(\left(\theta \circ \text{split}\right)_{(A,t,\alpha)}\) and \(\text{split}_C(A,t)\) denote the specializations of the splittings \(\text{split}\) and \(\text{split}_C\) to the points \((A, t, \alpha)\) and \((A, t)\), respectively. Now by \((108)\), we have

\[
\theta \circ \text{split} = \theta \circ \text{split}
\]

where \(\text{split}\) is defined as in Definition \((120)\). Hence \((136)\) is in turn equivalent to

\[
(136) \quad i_p^{-1} \left(\left(\theta \circ \text{split}\right)_{(A,t,\alpha)} \left(\left(\nabla j f\right) (A, t, \alpha)\right)\right) = i_p^{-1} \left(\text{split}_C(A,t) \left(\left(\nabla j f\right) (A, t)\right)\right)
\]

where again where \(\left(\theta \circ \text{split}\right)_{(A,t,\alpha)}\) and \(\text{split}_C(A,t)\) denote the specializations of the splittings \(\text{split}\) and \(\text{split}_C\) to the points \((A, t, \alpha)\) and \((A, t)\), respectively.

Since \(\nabla j f\) is a section defined over \(U \to Y\), then \(\left(\nabla j f\right) (A, t) = \left(\nabla j f\right) (A, t, \alpha)\); moreover, we have \(\nabla j f(A, t) \in H^1_{\text{dR}}(A/\mathbb{Q})\) since \((A, t) \in U(\mathbb{Q})\) by the theory of complex multiplication. So now it suffices to show that

\[
(137) \quad i_p^{-1} \left(\left(\theta \circ \text{split}\right)_{(A,t,\alpha)}\right) = i_p^{-1} \left(\text{split}_C(A,t)\right).
\]

For this, we first note that the \(\mathcal{O} = \text{End}(A/\mathbb{Q})\)-action induces a splitting

\[
(138) \quad H^1_{\text{dR}}(A/\mathbb{Q}) \cong \Omega^1_{A/\mathbb{Q}} \oplus H^0(A/\mathbb{Q})
\]

functorial in \(\mathbb{Q}\)-algebras, where the first factor is the subspace on which \(\mathcal{O}\) acts through multiplication, and the second factor is the subspace on which \(\mathcal{O}\) acts through the complex conjugation of multiplication; by the compatibility of complex structures with the CM action, \((138)\) induces, upon tensoring with \(\otimes \mathbb{C}\), the complex Hodge decomposition

\[
(139) \quad H^1_{\text{dR}}(A, t) = H^1_{\text{dR}}(A/\mathbb{C}) \cong \left( H^{1,0}(A) \otimes \mathbb{C} \right) \oplus \left( H^{0,1}(A) \otimes \mathbb{C} \right).
\]

Hence the projection onto the first factor in \((138)\) is just \(\text{split}_C(A,t)\), and projection onto the first factor in \((138)\) is just \(\text{split}_{C(A,t)}\) restricted to \(H^1_{\text{dR}}(A/\mathbb{Q}) \subseteq H^1_{\text{dR}}(A)(A, t)\).
The CM action also induces a splitting

\[(140) \quad \left( T_p A \otimes \mathbb{Z}_p, \mathcal{O}_{\Delta, Y} \right)(A, t, \alpha) \cong \omega_{\Delta, Y}(A, t, \alpha) \oplus \omega_{\Delta, Y}^{-1}(1)(A, t, \alpha) \]

where the first factor is the subspace on which \( \mathcal{O} \) acts through multiplication, and the second factor is the subspace on which \( \mathcal{O} \) acts through the complex conjugation of multiplication.

Suppose that \( p \) is inert or ramified in \( K \), so that complex conjugation acts on \( \mathcal{O} \subset \mathcal{O}_{K_p} \). Then looking at the action of \( \mathcal{O} \) on the tangent space of \( A \), the fact that the Hodge-Tate filtration

\[ \omega_{\Delta, Y}^{-1}(1)(A, t, \alpha) \subset \left( T_p A \otimes \mathbb{Z}_p, \mathcal{O}_{\Delta, Y} \right)(A, t, \alpha) \]

is the subspace on which \( \text{End}(A/\mathbb{Q}) \) acts through the complex conjugation of multiplication implies that the projection onto the first factor in (140) is given by \( \text{split}_{(A, t, \alpha)} \), and the projection onto the first factor in (138) is just split \( \text{split}_{(A, t, \alpha)} \) restricted to \( H^1_{\text{dR}}(A/\mathbb{Q}) \subset H^1_{\text{dR}}(A)(A, t) \).

When \( p \) is split in \( K \), the latter statement follows from the well-known fact that the CM splitting induces the unit root splitting upon base-change to \( \mathbb{C}_p \), see [19 Lemma 5.1.27].

Hence in all, we have

\[ i_p^{-1} \left( \text{split}_{(A, t, \alpha)} \right) = i_\infty^{-1} \left( \text{split}_{\mathbb{C},(A,t)} \right). \]

Now we claim that there is a unique embedding \( \mathbb{Q}_p \subset \mathcal{O}_{\Delta, Y}(A, t, \alpha) \) such that its composition with \( \theta : \mathcal{O}_{\Delta, Y}(A, t, \alpha) \to \hat{\mathcal{O}}_Y(A, t, \alpha) = \mathbb{C}_p \) is the natural inclusion. For this, note that the prôtale stalk \( \mathcal{O}_{\Delta, Y} \) by Proposition 3.1 (reduced modulo \( t \)) is a power series ring over the complete local ring \( \mathcal{O}_{Y,y} \), and so is Henselian. Let \( \mathfrak{m} \subset \mathcal{O}_{Y,y} \) be the maximal ideal of the local ring \( \mathcal{O}_{Y,y} \). Then \( \mathcal{O}_{\Delta, Y}(A, t, \alpha) = \mathcal{O}_{\Delta, Y} \otimes \mathcal{O}_{Y,y} \mathcal{O}_{Y,y}/\mathfrak{m} \) is also a Henselian local ring, with maximal ideal given by \( \ker \theta \) (generated by an indeterminate in the above power series description of \( \mathcal{O}_{\Delta, Y,y} \)) and residue field \( \mathbb{C}_p \). (Recall that the tensor \( \otimes_{\mathcal{O}_{Y,y}} \) is given by the natural embedding \( \mathcal{O}_{Y,y} \subset \mathcal{O}_{\Delta, Y} \subset \mathcal{O}_{\Delta, Y,y} \). We can thus describe the maximal ideal of \( \mathcal{O}_{\Delta, Y,y} \) as the ideal generated by the image of the maximal ideal of \( \mathcal{O}_{Y,y} \) under this embedding, and \( \ker \theta \).) Now since \( \mathbb{Q}_p \subset \mathbb{C}_p \), by Hensel’s lemma the inclusion \( \mathbb{Q}_p \subset \mathcal{O}_{\Delta, Y}(A, t, \alpha) \) lifts uniquely to an inclusion \( \mathbb{Q}_p \subset \mathcal{O}_{\Delta, Y}(A, t, \alpha) \) whose composition with \( \theta \) (the reduction map to the residue field) is the natural inclusion \( \mathbb{Q}_p \subset \mathbb{C}_p \).

Since \( \text{split}_{(A, t, \alpha)} \) is defined over \( \mathbb{Q}_p \) and the the map

\[ \mathbb{Q}_p \subset \mathcal{O}_{\Delta, Y}(A, t, \alpha) \stackrel{\theta}{\to} \mathbb{C}_p \]

is just the natural inclusion, we have

\[ \theta \left( i_p^{-1} \left( \text{split}_{(A, t, \alpha)} \right) \right) = i_p^{-1} \left( \text{split}_{(A, t, \alpha)} \right) \]

and so

\[ i_p^{-1} \left( (\theta \circ \text{split})_{(A, t, \alpha)} \right) = \theta \left( i_p^{-1} \left( \text{split}_{(A, t, \alpha)} \right) \right) = i_p^{-1} \left( \text{split}_{(A, t, \alpha)} \right) = i_\infty^{-1} \left( \text{split}_{\mathbb{C},(A,t)} \right). \]

Now the rest of the Theorem follows from the definition of \( \Omega_p \) and \( \Omega_\infty \) (taken with respect to the fixed \( \omega_0 \in \Omega^1_{A/\mathbb{Q}} \)).
3.13. Relation of $d^j_k$ to the ordinary Atkin-Serre operator. Recall the Atkin-Serre operator

$$d_{AS,k} : \omega_A|_{Y^i_{\text{ig}}} \to \omega_A|_{Y^i_{\text{ig}}}$$

which acts, with respect to the Serre-Tate coordinate $T$, as

$$d_{AS,k}(F \cdot \omega_{\text{Katz}, \otimes k}) = (\theta_{AS} F) \cdot \omega_{\text{Katz}, \otimes k + 2}$$

where

$$\theta_{AS} = \frac{T d}{dT}.$$

Note that the operator $\theta^j_{AS}$, defined in terms of the Serre-Tate coordinate $T$, does not depend on the weight $k$, unlike $\theta^j_k$. Let $d^j_{AS,k} = d_{AS,k+2j-2} \circ \cdots \circ d_k$ denote the $j$-fold composition, and similarly with $\theta^j_{AS}$.

**Proposition 3.55.** On $Y^i_{\text{ig}}$, we have

$$d^j_k = d^j_{AS,k}$$

and

$$\theta^j_k = \theta^j_{AS}.$$

**Proof.** From the $p$-adic Legendre relation (73), we have on $Y^i_{\text{ig}}$

$$\theta(1/(z_{\text{dR}} - \bar{z})) = -\theta(\eta_{\text{dR}})/\theta(z) = 0.$$

Hence from (126), we have

$$\theta^j_k = \theta \circ \delta^j_k = \theta \left( \frac{d}{dz_{\text{dR}}} \right)^j.$$

By Proposition 3.39 we have

$$\frac{d}{dz_{\text{dR}}} = \frac{d}{d\log T} = \frac{T d}{dT}$$

and so combining (141) and (142), we have

$$d^j_k = \theta(d^j_{AS,k}) = d^j_{AS,k}$$

where the last equality follows from the fact that $\mathcal{O} \subset \mathcal{O}^+_\eta_{\text{dR}} \to \hat{\mathcal{O}}$ is the natural inclusion.

Hence from now on, we can regard our theory of $p$-adic analysis on $Y_x$ using $d^j_k$ as an extension of Katz’s theory of $p$-adic analysis on $Y^i_{\text{ig}}$ using $d^j_{AS,k}$.
4. \( p \)-adic Analysis of \( d^j_k \)

In this section, we analyze \( p \)-adic analytic properties of \( d^j_k \) and \( \theta^j_k \), in particular how \( \theta^j_k F \) behaves as a function of \( j \) for elements \( F \in \mathcal{O}_{\Delta,y} \) in the stalk at a geometric point \( y \in \mathcal{Y}_x(\mathbb{C}_p, \mathcal{O}_p) \) of the period ring \( \mathcal{O}_{\Delta,y} \), which we view as the space of “germs at \( y \) of nearly holomorphic functions”. Crucial to this study will be the “\( q_{\text{dr}} \)-expansion map”

\[
\mathcal{O}_y \overset{q_{\text{dr}}-\exp}{\hookrightarrow} \hat{\mathcal{O}}_y [q_{\text{dr}} - 1] \subset \mathcal{O}_{\Delta,y},
\]

which on the supersingular locus factors the natural inclusion \( \mathcal{O}_{\text{ss}} \subset \mathcal{O}_{\Delta,\text{ss}} \) (Proposition 4.5). The \( q_{\text{dr}} \)-expansion map can be viewed naturally as analogue (or an extension) of the Serre-Tate \( T \)-expansion map, and similarly is injective and so satisfies a “\( q_{\text{dr}} \)-expansion principle”. Indeed, on the natural cover \( \mathcal{Y}^{dg} \) of \( \mathcal{Y}^{\text{ord}} \), the \( q_{\text{dr}} \)-expansion map recovers the Serre-Tate \( T \)-expansion (Theorem 4.6). The coordinate descriptions (126) and (131) allow us to compute the action of the \( p \)-adic Maass-Shimura operators \( d^j_k \) and \( \theta^j_k \) on \( q_{\text{dr}} \)-expansions, and hence study their \( p \)-adic analytic properties.

Understanding the analytic properties of \( \theta^j_k F \) will be important in Chapter 5.4 for constructing our \( p \)-adic \( L \)-function and establishing our \( p \)-adic Waldspurger formula.

4.1. \( q_{\text{dr}} \)-expansions. We retain the notation of the previous sections and let \( U \) denote an affinoid subdomain of \( \mathcal{Y} \). Let \( F \) be a complete nonarchimedean field with ring of integers \( \mathcal{O}_F \). Recall that the unit polydisc over \( \text{Spa}(F, \mathcal{O}_F) \) given by

\[
\text{Spa}(F(z), \mathcal{O}_F(z))
\]

and the rational subdomain the adic open punctured polydisc of radius \( r \) over \( \text{Spa}(F, \mathcal{O}_F) \) given by

\[
D^0_r := \bigcup_{\pi \in \mathbb{G}_p, |\pi| < r} \bigcup_{\pi' \in \mathbb{G}_p, |\pi'| < |\pi|} \text{Spa} \left( F(\frac{1}{\pi} z, \frac{1}{\pi'} z^{-1}), \mathcal{O}_F(\pi^{-1} z, \pi' z^{-1}) \right).
\]

Also recall the adic torus

\[
\mathbb{T} = \text{Spa} \left( F(T^{\pm 1}), \mathcal{O}_F(T^{\pm 1}) \right)
\]

and the rational subdomain (in fact an open polydisc) consisting of “units of distance less than \( r \) away from 1”

\[
\mathbb{T}^0_r = \bigcup_{\pi \in \mathbb{G}_p, |\pi| < r} \bigcup_{\pi' \in \mathbb{G}_p, |\pi'| < |\pi|} \text{Spa} \left( F(T^{\pm 1}, \pi^{-1}(T - 1), \pi'(T - 1)^{-1}), \mathcal{O}_F(T^{\pm 1}, \pi^{-1}(T - 1), \pi'(T - 1)^{-1}) \right).
\]

Hence by our above convention, we identify

\[
D^0_\infty = \mathbb{A}^1 = \mathbb{P}^1_x \subset \mathbb{P}^1
\]

where \( z = -x/y \) in terms of the canonical homogeneous coordinates on \( \mathbb{P}^1 = \mathbb{P}(F^{\otimes 2}) \).

The \( p \)-adic exponential gives an isomorphism of adic spaces over \( \text{Spa}(F, \mathcal{O}_F) \)

\[
\exp : D^0_{p^{-1/(p-1)}} \simeq \mathbb{T}^0_{p^{-1/(p-1)}}
\]

which sends

\[
D^0_{p^{-1/(p-1)}} \ni z \mapsto \exp z = 1 + z + \frac{z^2}{2!} + \ldots \in \mathbb{T}^0_{p^{-1/(p-1)}},
\]
with inverse given by the $p$-adic logarithm
\begin{equation}
\log : \mathbb{T}_{p^{-1/(p-1)}}^0 \xrightarrow{\sim} D_{p^{-1/(p-1)}}^0
\end{equation}
which sends
\[ \mathbb{T}_{p^{-1/(p-1)}} \ni T \mapsto \log T = (T - 1) - \frac{(T - 1)^2}{2} + \frac{(T - 1)^3}{3} - \ldots \in D_{p^{-1/(p-1)}}. \]

Recall that for $(F, \mathcal{O}_F) = (\mathbb{Q}_p, \mathbb{Z}_p)$, the Hodge-Tate period map is a smooth map of adic spaces (over $\text{Spa}(\mathbb{Q}_p, \mathbb{Z}_p)$)
\[ \pi_{HT} : \mathcal{Y}_x \to D_\infty^0 \]
which restricts to a proétale morphism on the open affinoid subdomain $\mathcal{Y}_{\ss} := \mathcal{Y}_x \cap \mathcal{Y}_{\ss}$
\[ \pi_{HT} : \mathcal{Y}_x^{\ss} \to D_\infty^0 \cap \Omega^2 \]
where we recall $\Omega^2 \subset \mathbb{P}^1$ is Drinfeld’s upper half-plane (an open rational subdomain of $\mathbb{P}^1$).

Now define
\[ \mathcal{U}_r = \pi_{HT}^{-1}(D_r^0), \quad \mathcal{U}_r^{\ss} = \mathcal{U}_r \cap \mathcal{Y}_{\ss} = \pi_{HT}^{-1}(D_r^0 \cap \Omega^2). \]
Note that the $GL_2(\mathbb{Q}_p)$ action induces isomorphisms
\[ [p^k] : \mathcal{U}_r \xrightarrow{\sim} \mathcal{U}_{p^{-k}}, \quad (A, \alpha) \mapsto (A, \alpha) \cdot \begin{pmatrix} 1 & 0 \\ 0 & p^k \end{pmatrix} \]
of adic spaces over $\text{Spa}(\mathbb{Q}_p, \mathbb{Z}_p)$. (This is an isomorphism since the matrix is invertible.) We interpret $[p^k]$ as “contracting toward the origin by a factor of $p^k$”. Now we are supplied with a family of morphisms
\begin{equation}
\rho_k := \exp \circ \pi_{HT} \circ [p^k] : \mathcal{U}_{p^{k-1}/(p-1)} \to \mathbb{T}_{p^{-1/(p-1)}}^0 \subset \mathbb{T}
\end{equation}
which restrict to proétale morphisms
\begin{equation}
\rho_k : \mathcal{U}_{p^{k-1}/(p-1)}^{\ss} \to \mathbb{T}_{p^{-1/(p-1)}} \cap \Omega^2 \subset \mathbb{T}.
\end{equation}

Let $L$ be any algebraically closed perfectoid field containing $\mathbb{Q}_p$ (for example, we could take $L = \mathbb{C}_p$). Base-change everything to $\text{Spa}(L, \mathcal{O}_L)$ and, for the rest of this section suppress the subscript “$L$” for brevity.

Now let $y \in \mathcal{U}_{p^{k-1}/(p-1)}^{\ss}$ be any geometric point, which under the natural proétale maps $\lambda : \mathcal{U}_{p^{k-1}/(p-1)}^{\ss} \to Y$ and $\rho_k : \mathcal{U}_{p^{k-1}/(p-1)}^{\ss} \to \mathbb{T}$, induces geometric points $\lambda(y) \in Y$ and $\rho_k(y) \in \mathbb{T}$. Since $\rho_k$ is proétale, given any sheaf $\mathcal{F}$ on $Y_{\text{proét}}$ and $\mathcal{G}$ on $T_{\text{proét}}$, we have an identification of proétale stalks
\[ \mathcal{F}_y = \mathcal{F}_{\lambda(y)}, \quad \mathcal{G}_y = \mathcal{G}_{\rho_k(y)}. \]
If further $\mathcal{F}|_{\rho_k^{-1}(\mathcal{V})} = \rho_k^* \mathcal{G}|_{\mathcal{V}}$ for any proétale neighborhood $\mathcal{V} \to \mathbb{T}$ of $\rho_k(y)$, then
\begin{equation}
\mathcal{F}_y = \mathcal{F}_{\lambda(y)} = \mathcal{G}_{\rho_k(y)}. \end{equation}

Since $\rho_k$ is proétale (in fact profinite-étale), by the first fundamental exact sequence for $\Omega^1$ ([18, Proposition 1.6.3, 1.6.8]), we have
\begin{equation}
\Omega^1_{\mathcal{U}_{p^{k-1}/(p-1)}^{\ss}} = \rho_k^* \Omega^1_{T, \rho_k(y)}
\end{equation}
and so by (146), we have
\begin{equation}
\Omega^1_{Y, \lambda(y)} = \Omega^1_{Y, y} = \Omega^1_{T, \rho_k(y)}. \end{equation}
Let $Y^+/\mathbb{Z}_p$ denote the adicification of the (localization at $p \nmid N$ of the) Katz-Mazur integral model $Y^+/\mathbb{Z}[1/N]$ for $Y$, so that $\mathcal{O}_Y^+ = \mathcal{O}_{Y^+}$, and the exterior differential maps
\[(149) \quad d : \mathcal{O}_{Y^+} \to \Omega^1_{Y^+}.\]
which induces a map on any stalk
\[(150) \quad d : \mathcal{O}_{Y^+,x} \to \Omega^1_{Y^+,x}.\]
Hence we have
\[(151) \quad \mathcal{O}_{Y^+},\lambda(y) = \mathcal{O}_{Y,y} = \mathcal{O}_{\ast,\rho_k(y)}\]
and
\[(152) \quad \mathcal{O}_{Y^+,\lambda(y)} = \mathcal{O}_{Y,\lambda(y)} = \mathcal{O}_{Y^+,\lambda(y)} = \mathcal{O}_{\ast,\rho_k(y)} = \{ f \in \mathcal{O}_{Y,\lambda(y)} : |f(y)| \leq 1 \}\]
where $f(y) := f \pmod{p_y}$, where $p_y$ is the prime ideal corresponding to the equivalence class of valuations associated with $y$. Finally, we have by (148)
\[(153) \quad \Omega^1_{Y^+,\lambda(y)} \subset \Omega^1_{Y^+} = \Omega^1_{Y,y} = \Omega^1_{\ast,\rho_k(y)}.\]
Again, we have the description
\[(154) \quad \Omega^1_{Y^+,\lambda(y)} = \{ w \in \Omega^1_{Y,y} : |w/w_0(y)| \leq 1 \text{ for any generator } w_0 \in \Omega^1_{Y^+,\lambda(y)} \}\]
where the generator $w_0$ exists above by the moduli interpretation of the Katz-Mazur integral model $Y^+$ of $Y$.

Note that for any $s \in \mathbb{Q}$, we have an isomorphism of adic spaces over $\text{Spa}(L, \mathcal{O}_L)$
\[p^s : D^0_{p^s} \to D^0_{p^{s-s}}\]
given by $x \mapsto p^sx$. Choose any $b \in \mathbb{Z}$ such that $s + b \geq 0$. Now we define an étale map
\[\rho_k^s : \mathcal{U}_{p^{k-1/(p-1)}}^{ss} \to \mathbb{T}_{T} \mathcal{U}_{p^{k-1}}^{T \pm 1/p^b} \]
given by the composition
\[\rho_k^s = \exp \circ p^{s+b} \circ \pi_{HT} \circ [p^k]\]
(the $b$ is necessary in the above definition so that $p^{a+b} \circ \pi_{HT} \circ [p^k](\mathcal{U}_{p^{k-1/(p-1)}}^{ss})$ is in the radius of convergence for exp). We denote
\[(155) \quad q^{p^s} := (\rho_k^s)^{\ast} T^{1/p^b} \in \mathcal{O}_{Y}(\mathcal{U}_{p^{k-1/(p-1)}} \times T^{1/p^b})\]
where $q^{1/p^b} \in \mathcal{O}_{T}(T^{1/p^b})$ and
\[\mathcal{T}^{1/p^b} := \text{Spa}(L(T^{\pm 1/p^b}), \mathcal{O}_L(T^{\pm 1/p^b})) \xrightarrow{\mathcal{T}^{1/p^b}} \mathbb{T}\]
is the standard finite étale cover.

Recall that we have the canonical differential $\frac{dq}{q} \in T^1_{\ast,\rho_k(y)}$. Now suppose that $y \in \mathcal{U}_{p^{k-1/(p-1)}}(L, \mathcal{O}_L)$ is a geometric point, so that the valuation group of the equivalence class
of valuation associated with $y$ is $\mathbb{Q}$, and let $a \in \mathbb{Q}$ be the smallest rational number such that under the identification (153),

$$p^a \frac{dq}{q} \in \Omega^1_{Y^+,\lambda(y)} \subset \Omega^1_{Y,\lambda(y)} = \Omega^1_{\mathcal{T},\rho^a_k(y)},$$

or in other words, such that $p^a \frac{dq}{q}$ is a generator of $\Omega^1_{Y^+,\lambda(y)}$; such $a$ exists by (154). Now

$$p^a \frac{dq}{q} = \frac{dq^{p^a}}{q^{p^a}}$$

and so since $q^{p^a} = \exp(p^a \log q) = \exp(p^{a+n} \log q^{1/p^n})$ (the last series is a convergent power series in $q^{1/p^n} - 1$ for all large $n \in \mathbb{Z}_{\geq 0}$, and so belongs to the proétale stalk since $q^{1/p^n} \in \mathcal{O}_{Y^+,\lambda(y)}$) is a unit in $\mathcal{O}_{Y^+,\lambda(y)} = \mathcal{O}^+_{Y^+,\lambda(y)} = \mathcal{O}^+_{\mathcal{T},\rho^a_k(y)}$ under the identification (151), we have

$$dq^{p^a} \in \Omega^1_{Y^+,\lambda(y)} \subset \Omega^1_{Y,\lambda(y)} = \Omega^1_{\mathcal{T},\rho^a_k(y)}$$

is a generator. Hence by (149) and (157), we have

$$\frac{d}{dq^{p^a}} : \mathcal{O}^+_{Y^+,\lambda(y)} \to \mathcal{O}_{Y^+,\lambda(y)} = \mathcal{O}_{Y^+,y}.$$  

By standard theory, the completion (by maximal prime ideal corresponding to $y$) of the étale stalk of $\mathcal{O}_{Y^+}$ at $y$ is isomorphic to the completion of the analytic stalk of $\mathcal{O}_{Y^+}$ at $y$, which is isomorphic to $\mathcal{O}_{\mathbb{C}_p}[q^{p^a} - q^{p^a}(y)]$. We can write the proétale stalk $\mathcal{O}_{Y^+,y}$ as a direct limit of étale stalks (which are henselizations of noetherian local rings, in particular subrings of the completions), and so the proétale stalk maps to the direct limit of the completions of étale stalks, each of which is isomorphic to the power series ring $\mathcal{O}_{\mathbb{C}_p}[q^{p^a} - q^{p^a}(y)]$. Hence there is a natural inclusion of the proétale stalk $\mathcal{O}_{Y^+,y}$ into $\mathcal{O}_{\mathbb{C}_p}[q^{p^a} - q^{p^a}(y)]$. Writing any element $f \in \mathcal{O}_{Y^+,\lambda(y)}$ as

$$f = \sum_{n=0}^{\infty} a_n (q^{p^a} - q^{p^a}(y))^n,$$

we see by the usual Taylor coefficient formula that

$$a_n = \frac{1}{n!} \left( \frac{d}{dq^{p^a}} \right)^n (f)(y) \in \mathcal{O}_{\mathbb{C}_p},$$

and so by (152), we have

$$\frac{1}{n!} \left( \frac{d}{dq^{p^a}} \right)^n : \mathcal{O}^+_{Y^+,\lambda(y)} \to \mathcal{O}_{Y^+,\lambda(y)} = \mathcal{O}^+_{Y^+,y}.$$  

Alternatively, to prove (159), we could have invoked [2, Chapter 2 Proposition 2.6, see also Remark 2.7].

Applying Proposition 3.1 with respect to $\rho^a_k : \mathcal{U}_{\mathcal{T}}^{ss}_{p^{k-1}/(p-1)} \to \mathcal{T}$, we get

$$\mathcal{U}_{\mathcal{T}}^{ss}_{p^{k-1}/(p-1)} := \mathcal{U}_{\mathcal{T}}^{ss}_{p^{k-1}/(p-1)} \times_{\mathcal{T}, \rho^a_k} \mathcal{T} \in \mathcal{Y}_{\text{proét}}$$

where $\mathcal{T}$ is defined in (55), on which we have an isomorphism of sheaves on the localized site $\mathcal{Y}_{\text{proét}}/\mathcal{U}_{\mathcal{T}}^{ss}_{p^{k-1}/(p-1)}$

$$\mathcal{O}^{\mathcal{T}}_{\mathcal{U}_{\mathcal{T}}^{ss}_{p^{k-1}/(p-1)}} = \mathcal{O}^{\mathcal{T}}_{\mathcal{U}_{\mathcal{T}}^{ss}_{p^{k-1}/(p-1)}} \left[ q^{p^a} - [q^{p^a,b}] \right]$$
where
\[ q^p = (\rho_k^a)^T \]
is as in (155), and
\[ q^{p, \beta} = (q^p, (q^p)^{1/p}, (q^p)^{1/p^2}, \ldots) \in \mathcal{O}_Y^{+}\big(\tilde{\mathcal{U}}_{p^{k-1}/(p-1)}^{\text{ss}}\big), \]
so the Teichmüller lift
\[ [q^{p, \beta}] \in \mathbb{B}_{dR,Y}^{+}\big(\tilde{\mathcal{U}}_{p^{k-1}/(p-1)}^{\text{ss}}\big) \subset \mathcal{O}^{+}_{dR,Y}\big(\tilde{\mathcal{U}}_{p^{k-1}/(p-1)}^{\text{ss}}\big). \]
Reducing modulo \( t \), we have a natural local description of \( \mathcal{O}_{\Delta,Y}^{+} \)
\[ \mathcal{O}_{\Delta,Y}^{+}\tilde{\mathcal{U}}_{p^{k-1}/(p-1)}^{\text{ss}} = \hat{\mathcal{O}}_{\Delta,Y}^{+}\tilde{\mathcal{U}}_{p^{k-1}/(p-1)}^{\text{ss}} \big[ q^p - \theta(q^p) \big] \]
where
\[ q^p \equiv q^p \pmod{t}, \]
and we note that
\[ \theta(q)^p \equiv [q^{p, \beta}] \pmod{t}. \]

**Proposition 4.1.** With the same notation as in the above discussion, let \( \tilde{y} \) denote any point in \( \mathcal{U}_{p^{k-1}/(p-1)(L, \mathcal{O}_L)}^{\text{ss}} \) lying above \( y \in \mathcal{U}_{p^{k-1}/(p-1)(L, \mathcal{O}_L)}^{\text{ss}} \). Then we have that the natural inclusion
\[ \mathcal{O}_{Y,\tilde{y}}^{+} \subset \mathcal{O}_{\Delta,Y}^{+}\tilde{\mathcal{U}}_{p^{k-1}/(p-1),\tilde{y}}^{\text{ss}} = \hat{\mathcal{O}}_{\Delta,Y}^{+}\tilde{\mathcal{U}}_{p^{k-1}/(p-1),\tilde{y}}^{\text{ss}} \big[ q^p - \theta(q)^p \big] \]
factors through
\[ \mathcal{O}_{Y,\tilde{y}}^{+} \tilde{\mathcal{U}}_{p^{k-1}/(p-1),\tilde{y}}^{\text{ss}} \subset \hat{\mathcal{O}}_{\Delta,Y}^{+}\tilde{\mathcal{U}}_{p^{k-1}/(p-1),\tilde{y}}^{\text{ss}} \big[ q^p - \theta(q)^p \big]. \]
Moreover, (161) extends to the \( p \)-adic completion
\[ \hat{\mathcal{O}}_{\Delta,Y}^{+}\tilde{\mathcal{U}}_{p^{k-1}/(p-1),\tilde{y}}^{\text{ss}} \subset \hat{\mathcal{O}}_{\Delta,Y}^{+}\tilde{\mathcal{U}}_{p^{k-1}/(p-1),\tilde{y}}^{\text{ss}} \big[ q^p - \theta(q)^p \big]. \]

**Proof.** Given \( f \in \mathcal{O}_{Y,\tilde{y}}^{+} \), let
\[ \sum_{n=0}^{\infty} a_n(f)(q^p - \theta(q^p))^n, \quad a_n(f) \in \hat{\mathcal{O}}_{\Delta,Y}^{+}\tilde{\mathcal{U}}_{p^{k-1}/(p-1),\tilde{y}}^{\text{ss}} \]
denote its image under the map (160). We have a commutative diagram
\[ \begin{array}{ccc}
\mathcal{O}_{\tilde{U}_{p^{k-1}/(p-1)}^{\text{ss}}} & \xrightarrow{\nabla} & \Omega_{\tilde{U}_{p^{k-1}/(p-1)}^{\text{ss}}}^{1} \\
\downarrow & & \downarrow \\
\mathcal{O}_{dR,\tilde{U}_{p^{k-1}/(p-1)}^{\text{ss}}}^{+} & \xrightarrow{\nabla} & \overline{\mathcal{O}}_{dR,\tilde{U}_{p^{k-1}/(p-1)}^{\text{ss}}}^{+} \otimes \mathcal{O}_{\tilde{U}_{p^{k-1}/(p-1)}^{\text{ss}}}^{1} \xrightarrow{\nabla} \Omega_{\tilde{U}_{p^{k-1}/(p-1)}^{\text{ss}}}^{1} \\
\end{array} \]
(163)
which, reducing mod \( t \), trivializing \( \Omega^1 \) \text{ua} \( \mathcal{C}_{k-1/(p-1)} \) \( \mathcal{H} \) using the section \( dq^{\text{pa}} \) and extending to the \( p \)-adic completion, implies that (164)

\[
\begin{array}{ccc}
\hat{O}_{\mathcal{C}_{k-1/(p-1)} \mathcal{H}} & \xrightarrow{d \frac{dq^{\text{pa}}}{dq^{\text{pa}}}} & \hat{O}_{\mathcal{C}_{k-1/(p-1)} \mathcal{H}} \\
\downarrow & & \downarrow \\
\hat{O}_{\mathcal{C}_{k-1/(p-1)} \mathcal{H}} \{p^{\text{pa}} - \theta(q^{\text{pa}})\} & \xrightarrow{d \frac{dq^{\text{pa}}}{dq^{\text{pa}}}} & \hat{O}_{\mathcal{C}_{k-1/(p-1)} \mathcal{H}} \{p^{\text{pa}} - \theta(q^{\text{pa}})\}
\end{array}
\]

is commutative. Note that since \( \mathcal{O} \subset \mathcal{O}^{\text{B}+}_{\text{dr}} \xrightarrow{\theta} \hat{O} \) is the natural inclusion, then (164) implies that

\[
a_n(f) = \theta \left( \frac{1}{n!} \left( \frac{d}{dq^{\text{pa}}} \right)^n \right).
\]

Now by (159), we in fact we have that

\[
a_n(f) = \theta \left( \frac{1}{n!} \left( \frac{d}{dq^{\text{pa}}} \right)^n \right) \in \mathcal{O}^{\text{y}+} = \mathcal{O}^{\text{y}+}_{\mathcal{C}_{k-1/(p-1)} \mathcal{H}}
\]

by identifying proétale stalks.

Now (162) follows because

\[
\hat{O}^{\text{y}+}_{\mathcal{C}_{k-1/(p-1)} \mathcal{H}} = \lim_{\longleftarrow n} \mathcal{O}^{\text{y}+}_{\mathcal{C}_{k-1/(p-1)} \mathcal{H}} / p^n.
\]

\[\square\]

**Definition 4.2.** Let \( y \) be as above. Henceforth, let

\[
q^{\text{pa}}_{\text{HT}} := q^{\text{pa}} / \theta(q^{\text{pa}}) \in \mathcal{O}_{\mathcal{C}_{k-1/(p-1)} \mathcal{H}}
\]

so that \( \theta(q^{\text{pa}}_{\text{HT}}) = 1 \). Also let

\[
q_{\text{dr}} := \exp(z_{\text{dr}} - \theta(z_{\text{dr}})) \in \mathcal{O}_{\mathcal{C}_{\mathcal{H}}} \mathcal{V}
\]

where the fact that \( q_{\text{dr}} \) defines a section on all of \( \mathcal{V} \) follows from Proposition (3.23). We also denote

\[
dq_{\text{dr}} := \nabla(q_{\text{dr}}).
\]

Note that

\[
dq_{\text{dr}} = dq_{\text{dr}} dz_{\text{dr}}.
\]

Furthermore, for any \( b \in \mathbb{Q} \) (and a choice of an element \( p^b \in \mathbb{C}_p \) with \( p \)-adic absolute value \( |p|^b = (1/p)^b \)), we can define

\[
q^{1/p^b}_{\text{dr}} := \exp \left( \frac{z_{\text{dr}} - \theta(z_{\text{dr}})}{p^b} \right).
\]
Lemma 4.3. Let \( y \) be as above. We have

\[(165) \quad y^2_{\text{dR}} \cdot \frac{dz_{\text{dR}}}{dq^{\rho^a}} \in \mathcal{O}_{\mathcal{Y},y}^\times.\]

As a consequence, we have

\[(166) \quad \theta(y_{\text{dR}})^2 \cdot \theta\left(\frac{dq_{\text{dR}}}{dq^{\rho^a}}\right) \in \mathcal{O}_{\mathcal{Y},y}^\times.\]

Proof. By the calculation (100) and the diagram (88), we have

\[(167) \quad \sigma(s^\otimes 2) = y^2_{\text{dR}} \cdot \frac{dz_{\text{dR}}}{dq^{\rho^a}} \otimes dq^a.\]

Then since \( s^\otimes 2 \) trivializes \( \omega_A|_{\mathcal{Y}^y} \cong \mathcal{O}_{\mathcal{Y},y} \) and \( dq^{\rho^a} \) trivializes \( \Omega^1_{\mathcal{Y},y} \cong \mathcal{O}_{\mathcal{Y},y} \), so we must have that (165) holds. For the second statement, we have that \( \mathcal{O}_{\mathcal{Y},y} \subset \mathcal{O}_{\Delta,\mathcal{Y},y} \xrightarrow{\theta} \hat{\mathcal{O}}_{\mathcal{Y},y} \) is the natural inclusion, and so

\[\theta(y_{\text{dR}})^2 \cdot \theta\left(\frac{dz_{\text{dR}}}{dq^{\rho^a}}\right) \in \mathcal{O}_{\mathcal{Y},y}^\times.\]

Now the statement follows by observing

\[\theta\left(\frac{dq_{\text{dR}}}{dq^{\rho^a}}\right) = \theta\left(q_{\text{dR}} \cdot \frac{dz_{\text{dR}}}{dq^{\rho^a}}\right) = \theta\left(\frac{dz_{\text{dR}}}{dq^{\rho^a}}\right)\]

since \( \theta(q_{\text{dR}}) = \theta(1 + (z_{\text{dR}} - \theta(z_{\text{dR}}))) + (z_{\text{dR}} - \theta(z_{\text{dR}}))^2/2! + \ldots = 1. \) \( \square \)

Definition 4.4. Let \( b \in \mathbb{Q} \). We define the “\( q^{1/pb \text{dR}} \)-expansion map" as

\[(168) \quad q^{1/pb}_{\text{dR}} - \text{exp} : \mathcal{O}_{\mathcal{Y},y} \hookrightarrow \hat{\mathcal{O}}_{\mathcal{Y},y} \left\llbracket q^{1/pb}_{\text{dR}} - 1 \right\rrbracket\]

given by

\[f \mapsto f(q^{1/pb}_{\text{dR}}) := \sum_{n=0}^{\infty} \theta\left(\frac{1}{n!} \left(\frac{d}{dq^{1/pb}_{\text{dR}}}\right)^n f\right)(q^{1/pb}_{\text{dR}} - 1)^n.\]

Note that \( q^{1/pb}_{\text{dR}} - \text{exp} \) is an injection, since \( \theta \circ q^{1/pb}_{\text{dR}} - \text{exp} \) is the natural inclusion \( \mathcal{O}_{\mathcal{Y},y} \subset \hat{\mathcal{O}}_{\mathcal{Y},y} \), and in particular injective.

Note that we have a natural inclusion

\[(169) \quad \hat{\mathcal{O}}_{\mathcal{Y},y} \left\llbracket q^{1/pb}_{\text{dR}} - 1 \right\rrbracket \subset \mathcal{O}_{\Delta,\mathcal{Y},y}\]

where \( \hat{\mathcal{O}}_{\mathcal{Y},y} \subset \mathcal{O}_{\Delta,\mathcal{Y},y} \) via (3.34), and \( q^{1/pb}_{\text{dR}} - 1 \) is naturally an element of \( \mathcal{O}_{\Delta,\mathcal{Y},y} \) (and in fact is in ker \( \theta \)) by (4.2). Since \( dz_{\text{dR}} \) generates \( \Omega^1_{\Delta,\mathcal{Y},y} \) by Proposition 3.27.

One checks that by construction, the map (168) commutes with connections, where the connection on \( \mathcal{O}_{\mathcal{Y},y} \) is the natural one defined earlier, and the connection on \( \hat{\mathcal{O}}_{\mathcal{Y},y} \left\llbracket q^{1/pb}_{\text{dR}} - 1 \right\rrbracket \) is induced by the connection on \( \mathcal{O}_{\Delta,\mathcal{Y},y} \) via the inclusion (169).

When \( b = 0 \), so that \( q^{1/pb}_{\text{dR}} = q_{\text{dR}} \), we abbreviate

\[q_{\text{dR}} - \text{exp} = q^{1/pb}_{\text{dR}} - \text{exp}, \quad f(q_{\text{dR}}) = f(q^{1/pb}_{\text{dR}}).\]
Proposition 4.5. On $\mathcal{Y}^{ss}$, we have that the natural inclusion (169) is in fact an equality

$$\mathcal{O}_{\Delta,\mathcal{Y}^{ss}}[q_{dR}^{1/p^b} - 1] = \mathcal{O}_{\Delta,\mathcal{Y}^{ss}}.$$  

Then natural inclusion

$$\mathcal{O}_{\mathcal{Y}^{ss}} \subset \mathcal{O}_{\Delta,\mathcal{Y}^{ss}}$$

factors as

$$\mathcal{O}_{\mathcal{Y}^{ss}} \xrightarrow{\sim} \exp \mathcal{O}_{\mathcal{Y}^{ss}}[q_{dR}^{1/p^b} - 1] = \mathcal{O}_{\Delta,\mathcal{Y}^{ss}}.$$  

Proof. We want to show (170). First, note that as subsheaves of $\mathcal{O}_{\Delta,\mathcal{Y}^{ss}}$ (using (3.34)), we have

$$\hat{\mathcal{O}}_{\mathcal{Y}^{ss}}[z - \bar{z}] = \hat{\mathcal{O}}_{\mathcal{Y}^{ss}}[z_{dR} - \theta(z_{dR})] = \hat{\mathcal{O}}_{\mathcal{Y}^{ss}}[q_{dR}^{1/p^b} - 1].$$

The first equality follows from Proposition 3.30, since $\mathcal{Y}^{ss} \subset \mathcal{Y}_x \cap \mathcal{Y}_y$. The second equality is a completely formal, given by a “change of variables”

$$z_{dR} - \theta(z_{dR}) \rightarrow \exp \left( \frac{z_{dR} - \theta(z_{dR})}{p^b} \right).$$

Under (172), (169) is given by

$$\hat{\mathcal{O}}_{\mathcal{Y}^{ss}}[z - \bar{z}] \subset \mathcal{O}_{\Delta,\mathcal{Y}^{ss}}$$

where $\hat{\mathcal{O}}_{\mathcal{Y}^{ss}} \subset \mathcal{O}_{\Delta,\mathcal{Y}^{ss}}$ through (3.34), and $z - \bar{z} \mapsto z - \bar{z}$.

To construct the inverse of (173), we again follow the argument of ([29, 1.6.10]). We claim it suffices to show that there is a unique map

$$\mathcal{O}_{\mathcal{Y}^{ss}} \rightarrow \hat{\mathcal{O}}_{\mathcal{Y}^{ss}}[z - \bar{z}]$$

sending $z \mapsto \bar{z} + (z - \bar{z})$ which is compatible with connections, and such that the composition with the map $\theta : \hat{\mathcal{O}}_{\mathcal{Y}^{ss}}[z - \bar{z}] \rightarrow \mathcal{O}_{\mathcal{Y}^{ss}}$ is the natural inclusion. Given (174), we have a natural map

$$\mathcal{O}_{\mathcal{Y}^{ss}} \otimes_{W(k)} \hat{\mathcal{O}}_{\mathcal{Y}^{ss}} \rightarrow \hat{\mathcal{O}}_{\mathcal{Y}^{ss}}[z - \bar{z}]$$

by extending $\otimes_{W(k)} \hat{\mathcal{O}}_{\mathcal{Y}^{ss}}$-linearly, which is easily checked to be the inverse of (173).

To prove the existence of (174), note that the Hodge-Tate period map gives a proétale map $\mathcal{Y}^{ss} \rightarrow \Omega \subset \mathbb{P}^1_x = \mathbb{A}^1 = \bigcup_{r > 0} \text{Spa}(L(p^{-r}z), \mathcal{O}_L(p^{-r}z))$. Now note that we have a map

$$\bigcap_{r > 0} W(k)[1/p][p^{-r}z] \rightarrow \hat{\mathcal{O}}_{\mathcal{Y}^{ss}}[z - \bar{z}]$$

given by $z \mapsto \bar{z} + (z - \bar{z})$. Now by the same argument as in Claim 3.2 using Hensel’s lemma (mutatis mutandis), this extends uniquely to a homomorphism

$$\mathcal{O}_{\mathcal{Y}^{ss}} \rightarrow \hat{\mathcal{O}}_{\mathcal{Y}^{ss}}[z - \bar{z}]$$

whose composition with $\theta : \hat{\mathcal{O}}_{\mathcal{Y}^{ss}}[z - \bar{z}] \rightarrow \mathcal{O}_{\mathcal{Y}^{ss}}$ is the natural inclusion (which also shows that it is an injection). So we have shown (174), and so we are done.

Now to prove the factoring statement, we recall that

$$\mathcal{O}_{\mathcal{Y}^{ss}} \subset \mathcal{O}_{\Delta,\mathcal{Y}^{ss}} = \hat{\mathcal{O}}_{\mathcal{Y}^{ss}}[q_{dR}^{1/p^b} - 1]$$
commutes with connections, and that it composed with \( \theta : \mathcal{O}_Y \rightarrow \hat{\mathcal{O}}_Y \) is the natural inclusion, hence given a section \( f \) of \( \mathcal{O}_Y \), each coefficient of its image under \( \theta \) is given by Taylor’s formula, and so its image is just \( f(q_{\text{dR}}^{1/p}) \). \( \square \)

We have the following proposition relating \( q_{\text{dR}} - \exp \) to the Serre-Tate expansion. Given a \( q_{\text{dR}} \)-expansion \( f(q_{\text{dR}}) = (q_{\text{dR}} - \exp)(f) \) or \( T \)-expansion \( f(T) = (T - \exp)(f) \), let \( f(q_{\text{dR}})(y) = (q_{\text{dR}} - \exp)(f)(y) \) and \( (T) = (T - \exp)(f) \) denote the corresponding power series obtained by evaluating each coefficient in the fiber at \( y \) (i.e. reducing modulo \( p_y \), the prime ideal corresponding to \( y \)).

**Theorem 4.6.** For a point \( y = (A, \alpha) \in \mathcal{Y}^{\text{lg}} \) where \( A \) is an ordinary elliptic curve with complex multiplication, we have

\[
q_{\text{dR}} - \exp(\cdot)(y) = T - \exp|_{D(y)}(\cdot)(y)
\]

where \( T - \exp \) is the Serre-Tate expansion map (see Definition 3.12), and \( D(y) \) is the preimage in \( \mathcal{Y}^{\text{lg}} \) of the ordinary residue disc in \( Y^{\text{ord}} \) centered around the geometric point of \( Y \) corresponding to \( \lambda(y) \). (Recall that \( \lambda : \mathcal{Y} \rightarrow Y \) is the natural projection.)

**Proof.** First, note that by a strictly formal computation, for a formal variable \( Y \), we have that

\[
\theta \left( \frac{d}{d \exp(Y)} \right)^n \big|_{\exp Y = 1} = P_n \left( \left( \frac{d}{d Y} \right)^n \big|_{Y = 0} \right)
\]

for some easily computable polynomial \( P_n(X) \in \mathbb{Q}[X] \). On \( \mathcal{Y}^{\text{lg}} \), by Theorem 3.39, we then have

\[
\theta \left( \frac{1}{n!} \left( \frac{d}{d q_{\text{dR}}} \right)^nf \right) = \frac{1}{n!}P_n \left( \theta \left( \left( \frac{d}{d q_{\text{dR}}} \right)^nf \right) \right) = \frac{1}{n!}P_n \left( \frac{d}{d \log T} \big|_{\log T = 0} f(y) \right)
\]

\[
= \frac{1}{n!} \left( \frac{d}{dT} \right)^n \big|_{T = 1} f(y),
\]

where for a section \( s \) of \( \mathcal{O}|_{\mathcal{Y}^{\text{lg}}} \), \( s(y) \) denotes evaluation at \( y \) (i.e. the image of \( s \) in the residue field \( y \)). Now we are done by (84). \( \square \)

Let

\[
Y_{0r} = Y(\Gamma_1(N) \cap \Gamma_0(p^r))
\]

and recall that \( Y = Y_1(N) = Y_{00} \). Recall the \( U_p \) operator which can be viewed as a correspondence \( Y_{0r} \leftarrow Y_{0r} \rightarrow Y \) and and \( V_p \) viewed as a correspondence \( Y_{0r} \leftarrow Y_{0r} \rightarrow Y \). Hence they can be viewed as Hecke operators which act on modular forms \( w \in \omega_A^{\otimes k}(Y_{0r}) \) by considering the pullback \( w|_{Y_{0r+1}} \), so that \( U_p^*(w|_{Y_{0r+1}}), V_p^*(w|_{Y_{0r+1}}) \in \omega_A^{\otimes k}(Y_{0r+1}) \). Given a modular form \( w \in \omega_A^{\otimes k}(Y) \), we can define the \( p \)-stabilization

(176)

\[
((U_p V_p)^* - (U_p V_p)^*)w \in \omega_A^{\otimes k}(Y_{02}).
\]

We can find lifts of them in terms of the \( GL_2(\mathbb{Q}_p) \) acting on the infinite level modular curve \( \mathcal{Y} \); in other words, we can find correspondences \( \tilde{U}_p, \tilde{V}_p \) on \( \mathcal{Y} \) defined in terms of the \( GL_2(\mathbb{Q}_p) \)-action such that

\[
\tilde{U}_p^* w|_{y_x} = (U_p^* w)|_{y_x}, \quad \tilde{V}_p^* w|_{y_x} = (V_p^* w)|_{y_x}.
\]

\[62\]
In fact, one such choice of $\tilde{U}_p, \tilde{V}_p$ is given by
\[
\tilde{V}_p = \begin{pmatrix} 1 & 0 \\ 0 & p \end{pmatrix}, \quad \tilde{U}_p = \frac{1}{p} \sum_{j=0}^{p-1} \begin{pmatrix} p & j \\ 0 & 1 \end{pmatrix}.
\]

We recall here that $GL_2(\mathbb{Q}_p)$ acts on functions $f$ by $\gamma^* f(x) = f(x\gamma)$.

Again, given a $T$-expansion $f(T)$ and a geometric point $y \in \mathcal{Y}(\mathbb{C}_p, \mathcal{O}_{\mathbb{C}_p})$, let $f(T)(y)$ denote the specialization of $f(T)$ at (i.e. image in the fiber at) $y$.

**Theorem 4.7** ([3] Lemma 8.2, [26] Proposition A.0.1). Suppose that $y \in \mathcal{Y}_A$ is an ordinary CM point. Let $w \in \omega_A(k)(Y)$, so that $((U_pV_p)^* - (V_pU_p)^*)w \in \omega_A(k)(Y_02)$. Write $w|_{Y_A} = f \cdot (\omega_{\text{can}})^{\otimes k}$ in $\omega_A(k)(Y_A)$. Then
\[
(((U_pV_p)^* - (V_pU_p)^*)f|_{Y_A}(T)(y) = (((\tilde{U}_p\tilde{V}_p)^* - (\tilde{V}_p\tilde{U}_p)^*)f|_{Y_A}(T)(y)
= f|_{Y_A}(T)(y) - \frac{1}{p} \sum_{j=0}^{p-1} f|_{Y_A}(\zeta_p^j T)(y).
\]

Furthermore, when $k = 2$, letting $\log_w$ denote the $p$-adic logarithm $Y \to \mathbb{C}_p$ associated with $w$, and writing
\[
F|_{Y} = \log_w |_{Y},
\]
we have
\[
\lim_{m \to \infty} \left( \frac{Td}{dT} \right)^{-1+\mu^m(p-1)} (((U_pV_p)^* - (V_pU_p)^*)f|_{Y_A}(T)) = \left( \lim_{m \to \infty} \theta_{\text{AS}}^{-1+\mu^m(p-1)}((U_pV_p)^* - (V_pU_p)^*)f \right) |_{Y_A}(T)
= (((U_pV_p)^* - (V_pU_p)^*)F|_{Y_A}(T) = (((\tilde{U}_p\tilde{V}_p)^* - (\tilde{V}_p\tilde{U}_p)^*)F|_{Y_A}(T)
= F|_{Y_A}(T) - \frac{1}{p} \sum_{j=0}^{p-1} F|_{Y_A}(\zeta_p^j T).
\] (177)

The last goal of this section is to prove our “Key Lemma”, which will be essential for our $p$-adic analytic computations, in particular for showing the convergence of the sequence of $p$-adic Maass-Shimura derivatives of a rigid function in stalks at supersingular CM points. First, let $b \in \mathbb{Q}$, and choose an element $p^b \in \mathbb{C}_p$ (of absolute value $|p|^b = (1/p)^b$) such that
\[
\left| \theta \left( \frac{d\theta_{\text{dR}}}{d\theta_{\text{HT}}} \right)(y) \right| = |p|^b.
\] (178)

Then recalling
\[
q_{\text{dR}}^{1/p^b} := \exp \left( \frac{z_{\text{dR}} - \theta(z_{\text{dR}})}{p^b} \right),
\]
we have by (178)
\[
\left| \theta \left( \frac{d\theta_{\text{dR}}^{1/p^b}}{d\theta_{\text{HT}}^{p^b}} \right)(y) \right| = 1.
\] (179)

First, let
\[
\mathcal{U}^a := \{|z| > a\}.
\]
Lemma 4.8 (Key Lemma). Suppose that \( y \in \mathcal{Y}(L, \mathcal{O}_L) \cap \mathcal{U}^{p^{(p^2-1)}} \) where we recall that \( L \) was the algebraically closed perfectoid field containing \( \mathbb{Q}_p \) fixed at the beginning of this section. We have that
\[
q^{p^r} \in \hat{\mathcal{O}}^+_{\mathcal{Y}, y}[q_{\mathrm{dR}}^{1/p^b} - 1].
\]
As a consequence, we have
\[
\mathcal{O}^+_{\mathcal{Y}, y} \subset \hat{\mathcal{O}}^+_{\mathcal{Y}, y}[q_{\mathrm{dR}}^{1/p^b} - 1]
\]
and this extends to the \( p \)-adic completion
\[
\hat{\mathcal{O}}^+_{\mathcal{Y}, y} \subset \hat{\mathcal{O}}^+_{\mathcal{Y}, y}[q_{\mathrm{dR}}^{1/p^b} - 1].
\]

The argument essentially comes down to an application of the Dieudonné-Dwork lemma. We recall a result of Chojecki-Hansen-Johansson that in particular implies that the subgroup \( \langle \alpha_1 \pmod{p} \rangle \)
called the pseudo-canonical subgroup in by Chojecki-Hansen-Johansson, coincides with the canonical subgroup on \( \mathcal{U}^{p^{(p^2-1)}} \).

Lemma 4.9 ([6], Lemma 2.14). Assume that \( |z(A, \alpha)| > p^{p/(p^2-1)} \). Then the pseudocanonical subgroup \( \langle \alpha_1 \pmod{p} \rangle \subset A[p] \) is in fact the canonical subgroup of \( A \).

View \( \mathcal{Y} \) as an adic space over \( \text{Spa}(W(\mathbb{F}_p)[1/p], W(\mathbb{F}_p)) \). By Lemma 4.9, the isogeny
\[
A_\infty \to A_\infty \cdot \left( \begin{array}{cc} 1 & 0 \\
0 & p \end{array} \right) = \left( A / \langle \alpha_\infty, 1 \pmod{p} \rangle, \alpha_\infty \cdot \left( \begin{array}{cc} 1 & 0 \\
0 & p \end{array} \right) \right),
\]
defined over \( \text{Spa}(F, \mathcal{O}_F) \), gives rise via the universal property of \( (A, \alpha_\infty) \) to a classifying map \( \phi : \mathcal{Y}_x = \mathcal{U}^0 \to \mathcal{U}^0 = \mathcal{Y}_x \) such that
\[
A_\infty \cdot \left( \begin{array}{cc} 1 & 0 \\
0 & p \end{array} \right) = \mathcal{A}_\infty \times_{\mathcal{U}^0, \phi} \mathcal{U}^0.
\]
The restriction
\[
\phi : \mathcal{U}^{p^{(p^2-1)}} \to \mathcal{U}^{p^{(p^2-1)}-1}
\]
gives a lifting of the \( p \)-power Frobenius morphism on the special fiber (this being Frobenius-linear). Hence, by Lemma 4.9, the induced map
\[
\left( \begin{array}{cc} 1 & 0 \\
0 & p \end{array} \right)^* : \mathcal{O}(\mathcal{U}^{p^{(p^2-1)}-1}) \to \mathcal{O}(\mathcal{U}^{p^{(p^2-1)}})
\]
is a lifting of the \( p \)-power Frobenius morphism.

Proof of Lemma 4.8. Note that by (91) and (35), and that by definition \( z_{\mathrm{dR}} = z_{\mathrm{dR}} \pmod{t} \), then for any integer \( r \geq 0 \) we have
\[
\left( \begin{array}{cc} 1 & 0 \\
0 & p^r \end{array} \right)^* z_{\mathrm{dR}} = p^r z_{\mathrm{dR}}, \quad \left( \begin{array}{cc} 1 & 0 \\
0 & p^r \end{array} \right)^* (z - \bar{z}) = p^r (z - \bar{z})
\]
and from Definition 4.2 we see that
\[
\left( \begin{array}{cc} 1 & 0 \\
0 & p^r \end{array} \right)^* q_{\mathrm{dR}} = q_{\mathrm{dR}}^{p^r}, \quad \left( \begin{array}{cc} 1 & 0 \\
0 & p^r \end{array} \right)^* q_{\mathrm{HT}} = q_{\mathrm{HT}}^{p^r}.
\]
We now need the following modified version of the Dieudonné-Dwork lemma, which addresses certain non-standard liftings of Frobenius (specifically, liftings of Frobenius to power series rings in one variable \( X \) which do not send \( X \mapsto X^p \)).

**Lemma 4.10** (Dieudonné-Dwork). Let \( F \) be a complete nonarchimedean field, and let \( \mathfrak{p} \) denote the maximal ideal of \( \mathcal{O}_F \). Suppose we have a lifting

\[ \phi : \mathcal{O}_F[[X]] \to \mathcal{O}_F[[X]] \]

of the Frobenius morphism, in the sense that \( \phi \pmod{\mathfrak{p}} \) is equal to the composition

\[ (\mathcal{O}_F/\mathfrak{p}\mathcal{O}_F)[[X]] = \overline{\mathbb{F}}_p[[X]] \xrightarrow{x \mapsto x^p} \overline{\mathbb{F}}_p[[X]] = (\mathcal{O}_F/\mathfrak{p}\mathcal{O}_F)[[X]], \]

and also suppose that \( \phi(X) \in X\mathcal{O}_F[[X]] \). Note that this extends to a morphism

\[ \phi : F[[X]] \to F[[X]] \]
on generic fibers.

Let \( Q(X) = \sum_{n=0}^{\infty} a_n X^n \in 1 + XF[[X]], \) and assume that

\[ a_1 \in \mathcal{O}_F. \]

Then \( Q(X) \in 1 + XF[[X]] \) is in \( 1 + X\mathcal{O}_F[[X]] \) with constant term in \( 1 + \mathfrak{p}\mathcal{O}_F \) if and only if we have

\[ \frac{\phi(Q(X))}{Q(X)^p} \in 1 + pX\mathcal{O}_F[[X]]. \]

**Remark 4.11.** We note that there is no analogue of the assumption (186) on \( a_1 \) made in the original Dieudonné-Dwork lemma [12, Lemma 1]. It is made here because we address a slightly modified version of the Frobenius lifting considered in loc. cit. Namely, instead of specifying that \( \phi(X) = X^p \), we consider a more general \( \phi \) where \( \phi(X) \in X\mathcal{O}_F[[X]] \).

**Proof of Lemma 4.10.** We adapt the proof of [12 Lemma 1]. Let \( Q(X) = \sum_{n=0}^{\infty} a_n X^n \). Suppose that \( Q(X) \in 1 + X\mathcal{O}_F[[X]] \). Then since \( \phi \) is a lifting of Frobenius, we have

\[ Q(X)^p \equiv \sum_{n=0}^{\infty} a_n^p X^{pn} \equiv \phi \left( \sum_{n=0}^{\infty} a_n X^n \right) = \phi(Q(X)) \pmod{\mathfrak{p}\mathcal{O}_F[[X]]} \]

which gives one direction of the statement.

Now suppose that (187) is satisfied. Then we have

\[ \left( \sum_{n=0}^{\infty} a_n X^n \right)^p = \left( \sum_{n=0}^{\infty} \phi(a_n) \phi(X)^n \right) \left( 1 + \sum_{n=1}^{\infty} b_n X^n \right) \]

where \( b_n \in \mathfrak{p}\mathcal{O}_F \) for all \( n \geq 0 \). We show that \( a_n \in \mathcal{O}_F \) for all \( n \geq 0 \), proceeding by induction on \( n \). By assumption, \( a_0 = 1 \) and \( a_1 \in \mathcal{O}_F \). Now assume that \( a_0, a_1, \ldots, a_{n-1} \in \mathcal{O}_F \) and \( n > 1 \). Note that since \( \phi(X) \in X\mathcal{O}_F[[X]] \), then we can write \( \phi(X) = X(X^{p-1} + g(X)) \) where \( g(X) \in \mathfrak{p}\mathcal{O}_F[[X]] \). Now comparing terms of degree at most \( n \) on both sides of (188), we have

\[ pa_n X^n + \sum_{j=0}^{n-1} a_j^p X^{jp} \equiv \sum_{j=0}^{n} \phi(a_j) X^{j(p-1) + g(X))} \pmod{(\mathfrak{p}, X^{n+1})\mathcal{O}_F[[X]]}. \]
Since \( a_j \in \hat{R} \) for \( 0 \leq j \leq n - 1 \), we have
\[
\phi(a_j)X^j(X^{p-1} + g(X))^j \equiv a_j^pX^{jp} \pmod{\mathfrak{p}\mathcal{O}_F[\![X]\!]} \]
for \( 0 \leq j \leq n - 1 \). Hence we can clear all terms indexed by \( 0 \leq j \leq n - 1 \) from both sides of (190), and we get
\[
(190) \quad p\alpha_nX^n \equiv \phi(a_n)X^n(X^{p-1} + g(X))^n \equiv \phi(a_n)g(0)^nX^n \pmod{(\mathfrak{p}, X^{n+1})\mathcal{O}_F[\![X]\!]}.
\]
Since \( g(0)^n \in p^n\mathcal{O}_F \), say \( g(0) = p^n\alpha \), (190) implies
\[
(191) \quad a_n - \phi(a_n)p^{n-1}\alpha \in \mathcal{O}_F.
\]
Note that since \( \phi : \mathcal{O}_F \to \mathcal{O}_F \), then \( |\phi(a_n)| > |a_n| \). Now since \( n > 1 \), we have
\[|\phi(a_n)p^{n-1}\alpha| < |a_n|,\]
and so (191) implies that \( a_n \in \mathcal{O}_F \). This completes the induction. \( \square \)

Now we return to our proof of Lemma \((4.8)\). Consider
\[
q^{p^a}_{\text{HT}} = \sum_{n=0}^{\infty} a_n(q_{\text{dr}}^{1/p^b} - 1)^n \in \hat{\mathcal{O}}_{\mathcal{Y},y}[q_{\text{dr}}^{1/p^b} - 1].
\]
By (152), we have
\[
(192) \quad \hat{\mathcal{O}}_{\mathcal{Y},y}^+ = \{ f \in \hat{\mathcal{O}}_{\mathcal{Y},y} : |f(y)| \leq 1 \}. \]
So now to check that
\[
(193) \quad q^{p^a}_{\text{HT}} = \sum_{n=0}^{\infty} a_n(q_{\text{dr}}^{1/p^b} - 1)^n \in \hat{\mathcal{O}}_{\mathcal{Y},y}^+[q_{\text{dr}}^{1/p^b} - 1],
\]
it suffices to show that the element
\[
q^{p^a}_{\text{HT}} \pmod{\mathfrak{p}_y} = \sum_{n=0}^{\infty} a_n(y)(q_{\text{dr}}^{1/p^b} - 1)^n \in (\hat{\mathcal{O}}_{\mathcal{Y},y}/\mathfrak{p}_y)[q_{\text{dr}}^{1/p^b} - 1] = L[q_{\text{dr}}^{1/p^b} - 1]
\]
is actually in the subring of integral power series, i.e.
\[
q^{p^a}_{\text{HT}} \pmod{\mathfrak{p}_y} = \sum_{n=0}^{\infty} a_n(y)(q_{\text{dr}}^{1/p^b} - 1)^n \in \mathcal{O}_L[q_{\text{dr}}^{1/p^b} - 1],
\]
where \( \mathfrak{p}_y \) is the prime ideal associated with (the equivalence class of valuations corresponding to) \( y \), since then we would have \( |a_n(y)| \leq 1 \) for all \( n \geq 0 \) and so by (192) we have \( a_n \in \hat{\mathcal{O}}_{\mathcal{Y},y}^+ \) for all \( n \geq 0 \).

Now we apply Lemma \((4.10)\) to
\[
\phi = \begin{pmatrix} 1 & 0 \\ 0 & p \end{pmatrix}^*, \quad X = q_{\text{dr}}^{1/p^b} - 1, \quad Q(X) = q^{p^a}_{\text{HT}} \pmod{\mathfrak{p}_y}
\]
so that letting \( y' = y \cdot \begin{pmatrix} 1 & 0 \\ 0 & p \end{pmatrix}^{-1} \), \( \phi : \mathcal{O}_{\mathcal{Y},y} \to \mathcal{O}_{\mathcal{Y},y} \) induces a lifting of Frobenius on residue fields \( \phi : L \to L \), and since \( \phi^*(q^{p^a}_{\text{HT}} - 1) = (q^{p^a}_{\text{HT}})^p - 1 \) we have
\[
\phi(X) = X((X + 1)^{p-1} + (X + 1)^{p-2} + \ldots + 1)
\]

and by Definition (178) and (152), the assumption (186) on

$$a_1 = \theta \left( \frac{dq_\mathrm{HT}}{dq_{\mathrm{dr}}} \right)_y = \theta \left( \frac{dz_\mathrm{HT}}{dz_{\mathrm{dr}}} \right)_y$$

is satisfied. (Here, the subscript $y$ denotes the image in the proétale stalk at $y$.) Hence, we have (193). Now (181) follows from (162) and (193), after making the identification

$$\hat{O}_{\varrho^k-1/(p-1),i}^+ \hat{\theta} = \hat{O}_{\varrho}^+.$$  

Finally, (182) follows because $\hat{O}_{\varrho^k}^+ = \lim_{n \to \infty} \mathcal{O}_{\varrho^k}^+/p^n$, so reducing (181) modulo $p^n$ for every $n \in \mathbb{Z}_{\geq 0}$, one sees that (181) extends to the $p$-adic completion. \hfill $\square$

**Corollary 4.12.** In the situation of Lemma 4.8, we have

$$y_{\mathrm{dr}}^2 \in \hat{O}_{\varrho,y}^+[q_{\mathrm{dr}}^{1/p^b} - 1][1/p] = \hat{O}_{\varrho,y}^+[q_{\mathrm{dr}}^{1/p^b} - 1][1/p].$$

**Proof.** By (165), we have

$$y_{\mathrm{dr}}^2 \in \frac{dq_{\mathrm{dr}}^{p_b}}{dq_{\mathrm{dr}}^{1/p^b}} \cdot \mathcal{O}_{\varrho,y} = q_{\mathrm{dr}}^{1/p^b} \frac{dq_{\mathrm{dr}}^{p_b}}{dq_{\mathrm{dr}}^{1/p^b}} \cdot \mathcal{O}_{\varrho,y}^{1/p^b}[1/p] \subset q_{\mathrm{dr}}^{1/p^b} \frac{dq_{\mathrm{dr}}^{p_b}}{dq_{\mathrm{dr}}^{1/p^b}} \cdot \mathcal{O}_{\varrho,y}[q_{\mathrm{dr}}^{1/p^b} - 1][1/p] = \hat{O}_{\varrho,y}^+[q_{\mathrm{dr}}^{1/p^b} - 1][1/p].$$

Here the last equality follows because clearly

$$q_{\mathrm{dr}}^{1/p^b} = 1 + (q_{\mathrm{dr}}^{1/p^b} - 1) \in \hat{O}_{\varrho,y}^+[q_{\mathrm{dr}}^{1/p^b} - 1]$$

and

$$\frac{dq_{\mathrm{dr}}^{p_b}}{dq_{\mathrm{dr}}^{1/p^b}} \in \hat{O}_{\varrho,y}^+[q_{\mathrm{dr}}^{1/p^b} - 1]$$

by (193). \hfill $\square$

### 4.2. The $p$-adic Maass-Shimura operator $\theta_{k}^j$ in $q_{\mathrm{dr}}$-coordinates.

Now we can rewrite (126) as

$$(194) \quad \delta_{k}^j = \sum_{i=0}^{j} \binom{j+k-1}{i} \binom{j}{i} \frac{1}{z_{\mathrm{dr}} - \bar{z}} \left( \frac{1}{p^b dq_{\mathrm{dr}}^{1/p^b}} \right)^{j-i},$$

and (131) as

$$(195) \quad \theta_{k}^j = \sum_{i=0}^{j} \binom{j+k-1}{i} \binom{j}{i} \frac{1}{(z_{\mathrm{dr}} - \bar{z})^i} \left( \frac{1}{p^b dq_{\mathrm{dr}}^{1/p^b}} \right)^{j-i} \theta \circ \left( \frac{q_{\mathrm{dr}}^{1/p^b} d}{dq_{\mathrm{dr}}^{1/p^b}} \right)^{j-i}$$

$$= \sum_{i=0}^{j} \binom{j+k-1}{i} \binom{j}{i} \frac{1}{(z_{\mathrm{dr}} - \bar{z})^i} \left( \frac{1}{p^b} \right)^{j-i} \theta \circ \left( \frac{q_{\mathrm{dr}}^{1/p^b} d}{dq_{\mathrm{dr}}^{1/p^b}} \right)^{j-i}$$

$$= \sum_{i=0}^{\infty} c_i(j) \left( \frac{\theta(y_{\mathrm{dr}})}{z} \right)^i \left( \frac{1}{p^b} \right)^{j-i} \theta \circ \left( \frac{q_{\mathrm{dr}}^{1/p^b} d}{dq_{\mathrm{dr}}^{1/p^b}} \right)^{j-i}$$
where the second equality follows from the $p$-adic Legendre relation (73), and

$$c_i(j) := \begin{cases} \frac{(j+k-1)}{i} d! & i \leq j \\ 0 & i > j \end{cases}.$$

(196)

Note that $c_i(j)$ extends to a $p$-adic continuous function in $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p \rightarrow \mathbb{Z}_p$. Here

$$\mathbb{Z} \subset \mathbb{Z}/(p-1) \times \mathbb{Z}_p$$

is embedded diagonally and is dense with respect to the $p$-adic topology (by the Chinese remainder theorem).

Note that $\frac{q_{dR}^{1/p^k}}{dq_{dR}^{1/p^k}}$ has the following simple action on power series

$$\frac{q_{dR}^{1/p^k}}{dq_{dR}^{1/p^k}} \left( \sum_{n=0}^{\infty} a_n (q_{dR}^{1/p^k} - 1)^n \right) = \sum_{n=1}^{\infty} n a_n q_{dR}^{1/p^k} (q_{dR}^{1/p^k} - 1)^{n-1}$$

where $a_n \in \hat{O}_{Y,y}^{+}$. In particular, on polynomials, we can write

$$\sum_{n=0}^{d} a_n (q_{dR}^{1/p^k} - 1)^n = \sum_{n=0}^{d} b_n (q_{dR}^{1/p^k})^n$$

for appropriate $b_n$, and hence

$$\left( \frac{q_{dR}^{1/p^k}}{dq_{dR}^{1/p^k}} \right)^j \left( \sum_{n=0}^{d} a_n (q_{dR}^{1/p^k} - 1)^n \right) = \left( \frac{q_{dR}^{1/p^k}}{dq_{dR}^{1/p^k}} \right)^j \left( \sum_{n=0}^{d} b_n (q_{dR}^{1/p^k})^n \right) = \sum_{n=0}^{d} n^j (b_n q_{dR}^{1/p^k})^n.$$

Now endow $\hat{O}_{Y,y}[q_{dR}^{1/p^k} - 1]$ with the $p$-adic uniform convergence topology, i.e. the metric topology induced by the “$p$-adic Gauss norm”

$$\left| \sum_{n=0}^{\infty} a_n (q_{dR}^{1/p^k} - 1)^n \right| := \sup_n |a_n|.$$

Note that this induces a stronger $p$-adic topology on the image of $\hat{O}_{Y,y}[q_{dR}^{1/p^k} - 1][1/p]$, since the weakest topology on $\hat{O}_{Y,y}[q_{dR}^{1/p^k} - 1][1/p]$ into which the $p$-adic topology on $\hat{O}_{Y,y}$ embeds is just the weakest topology which makes $\theta : \hat{O}_{Y,y}[q_{dR}^{1/p^k} - 1][1/p] \rightarrow \hat{O}_{Y,y}$ continuous, and open sets in this latter topology consists of sets which induce open sets on the constant term (recall $\theta$ takes a power series $F(q_{dR}^{1/p^k})$ to its constant term). Hence in order to show $p$-adic analytic properties of an element of $F \in \mathcal{O}_{\Delta,Y}$, $y$ where $y \in \mathcal{Y}^{\text{ns}}$, it suffices to show such properties for $F(q_{dR}^{1/p^k})$.

**Lemma 4.13.** Suppose $f \in \hat{O}_{Y,y} = \hat{O}_{Y,y}^{+}[1/p]$. Then under the inclusion (182), we have

$$y_{dR}^k f \in \hat{O}_{Y,y}[q_{dR}^{1/p^k} - 1][1/p]$$

(197)

for any even integer $k \geq 0$. The same conclusion also holds if $p > 2$ for any $k \in \mathbb{Z}_{\geq 0}$.
Proof. By (182), we have
\[ f \in \hat{O}_{Y, y}^{+}[1/p] \subset \hat{O}_{Y, y}^{+}[q_{dR}^{1/p^b} - 1][1/p] \]
and by Corollary 4.12 we have
\[ y_{dR}^2 \in \hat{O}_{Y, y}^{+}[q_{dR}^{1/p^b} - 1][1/p]. \]
If \( p > 2 \), then we can use the Taylor series expansion of \( y_{dR}^2 \) to see that
\[ y_{dR} \in \hat{O}_{Y, y}^{+}[q_{dR}^{1/p^b} - 1][1/p]. \]
The conclusion now immediately follows. \( \square \)

From this lemma, we see that integral properties of modular forms from finite level are somewhat preserved upon passing to finite level. Suppose now that \( w \in \omega_k \otimes_k A(Y) \) (where we recall \( Y^+/\mathbb{Z}[1/n] \) is the Katz-Mazur model of \( Y/\mathbb{Q} \)) is a normalized eigenform. Then since \( Y_x \to Y \) and \( \omega_{can} = s/y_{dR} \) and \( s \) trivializes \( \omega_{\Delta,Y}(Y_x) \), we can write
\[ w|_{Y_x} = y_{dR}^k f \cdot \omega_{can} \]
where \( f \in \mathcal{O}_Y(Y_x) \). Recall \( b \in \mathbb{Q} \) as in (178). Let
\[ (y_{dR} f)^{(y_{dR} f)}_{(q_{dR}^{1/p^b})} \in \hat{O}_{Y, y}^{+}[q_{dR}^{1/p^b} - 1] \]
denote the \( p \)-stabilization of \( y_{dR}^k f \), which is
\[
p^r(y_{dR}^k f)^{(y_{dR} f)}_{(q_{dR}^{1/p^b})} := p^r(y_{dR} f)(q_{dR}^{1/p^b}) - \frac{1}{p} \sum_{j=0}^{p-1} p^r(y_{dR} f)(\zeta_p^j q_{dR}^{1/p^b})
= \sum_{n=0}^{\infty} a_n(q_{dR}^{1/p^b} - 1)^n - \frac{1}{p} \sum_{j=0}^{p-1} \sum_{n=0}^{\infty} a_n(\zeta_p^j q_{dR}^{1/p^b} - 1)^n.
\]

Let \( r \in \mathbb{Q} \) be minimal such that
\[ p^r(y_{dR}^k f)^{(y_{dR} f)}_{(q_{dR}^{1/p^b})} \in \hat{O}_{Y, y}^{+}[q_{dR}^{1/p^b} - 1], \]
where the subscript \( y \), as usual, denotes the image in the stalk at \( y \). The fact that such \( r \in \mathbb{Q} \) exists follows from Lemma 4.13 and the definition of the stabilization (198). (One can in fact use Theorem 2.2 in order to get upper and lower bounds on \( r \) in terms of \( f \) and \( k \).) Now let
\[ p^r(y_{dR}^k f)^{(y_{dR} f)}_{(q_{dR}^{1/p^b})} = \sum_{n=0}^{\infty} a_n(q_{dR}^{1/p^b} - 1)^n \]
where \( a_n \in \hat{O}_{Y, y}^{+} \).

**Theorem 4.14.** Let \( f, y, y_{dR} \) be as above satisfying the assumptions of Lemma 4.13, and
\[ |\theta(y_{dR})(y)p^b/z(y)| < p^{1/p-1} \]
for \( y \).
Then the function \( \mathbb{Z} \to \hat{O}_{Y, y}^{+} \) defined by
\[ j \mapsto (p^b \theta_k)^{(y_{dR} f)^{(y_{dR} f)}_{(q_{dR}^{1/p^b})}}_{(y_{dR}^k f)^{(y_{dR} f)}_{(q_{dR}^{1/p^b})}} \],
where the subscript $y$ denotes the image in the stalk at $y$, extends to a continuous function in $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p \to \hat{O}_{Y,y}$ by defining

\[(p^b \theta_k)^j(((y_{dr}^k f)_y(q_{dr}^{1/p^b}))) := \lim_{m \to \infty} (p^b \theta_k)^j_m(((y_{dr}^k f)_y(q_{dr}^{1/p^b})))\]

where writing $j = \sum_{n=0}^{\infty} \alpha_n p^n$ uniquely with $0 \leq \alpha_n \leq p - 1$, then $j_m = \sum_{n=0}^{m} \alpha_n p^n$. (In particular, this limit exists.) Moreover, for any $j_0 \in \mathbb{Z}_{\geq 0}$, we have

\[
\lim_{m \to \infty} (p^b \theta_k)^{j_0+(p-1)p^m}(((y_{dr}^k f)_y(q_{dr}^{1/p^b}))) = (p^b \theta_k)^{j_0}(((y_{dr}^k f)_y(q_{dr}^{1/p^b}))).
\]

**Proof.** By (194), we have

\[
(p^b \delta_k)^j(((y_{dr}^k f)_y(q_{dr}^{1/p^b}))) = \sum_{i=0}^{\infty} c_i(j) \left(\frac{p^b}{(z_{dr} - Z)^i_y}\right) \left(\frac{d_{1/p^b}}{dq_{dr}}\right)^{j-i}(((y_{dr}^k f)_y(q_{dr}^{1/p^b})))
\]

for $j \in \mathbb{Z}_{\geq 0}$, where again the subscript $y$ denotes the image in the stalk at $y$. By (195), we have

\[
(p^b \theta_k)^j(((y_{dr}^k f)_y(q_{dr}^{1/p^b}))) = \sum_{i=0}^{\infty} c_i(j) \left(-\frac{\theta(y_{dr})p^b}{Z}\right)^i \left(\frac{d_{1/p^b}}{dq_{dr}}\right)^{j-i}(((y_{dr}^k f)_y(q_{dr}^{1/p^b})))
\]

for $j \in \mathbb{Z}_{\geq 0}$. Note that since the $q_{dr}^{1/p^b}$-expansion map (168) is injective and commutes with derivations, it suffices to prove all statements on $q_{dr}^{1/p^b}$-expansions.

First, note that for any polynomial

\[g(q_{dr}^{1/p^b}) = \sum_{n=0, p|n} b_n \left(q_{dr}^{1/p^b}\right)^n \in \hat{O}_{Y,y}^+[q_{dr}^{1/p^b}] = \hat{O}_{Y,y}^+[q_{dr}^{1/p^b} - 1],\]

we have

\[
\left(\frac{d_{1/p^b}}{dq_{dr}}\right)^j g(q_{dr}^{1/p^b}) = \sum_{n=0, p|n} n^j b_n \left(q_{dr}^{1/p^b}\right)^n
\]

which, by Fermat’s little theorem, is a continuous function in $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p \to \hat{O}_{Y,y}^+[q_{dr}^{1/p^b}] = \hat{O}_{Y,y}^+[q_{dr}^{1/p^b} - 1]$, where $\hat{O}_{Y,y}^+[q_{dr}^{1/p^b} - 1]$ has the $p$-adic uniform convergence topology. (Note that it is important that $b_n \in \hat{O}_{Y,y}^+$ for all $0 \leq n \leq d$ for this last assertion.)

In particular, writing

\[g(q_{dr}^{1/p^b}) = \sum_{n=0, p|n} c_{n,j} \left(q_{dr}^{1/p^b} - 1\right)^n,
\]

by the above discussion we see that each coefficient $c_{n,j}$ is a continuous function in $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p \to \hat{O}_{Y,y}^+$. Moreover, note that for a more general polynomial

\[h(q_{dr}^{1/p^b}) = \sum_{n=0}^{d} b_n \left(q_{dr}^{1/p^b}\right)^n \in \hat{O}_{Y,y}^+[q_{dr}^{1/p^b}] = \hat{O}_{Y,y}^+[q_{dr}^{1/p^b} - 1],\]
we have
\[
\left(\frac{q_{\text{dr}}^{1/p_b} d}{dq_{\text{dr}}^{1/p_b}}\right)^j h(q_{\text{dr}}^{1/p_b}) = \sum_{n=0}^d n^j b_n \left(q_{\text{dr}}^{1/p_b}\right)^n.
\]
Letting \( j = j_0 + (p - 1)p^n \) for any \( j_0 \in \mathbb{Z} \), we thus clearly see that
\[
\lim_{m \to \infty} \left(\frac{q_{\text{dr}}^{1/p_b} d}{dq_{\text{dr}}^{1/p_b}}\right)^{j_0 + p^n(p-1)} = \sum_{n=0}^d n^{j_0} b_n \left(q_{\text{dr}}^{1/p_b}\right)^n.
\]

We now need the following lemma.

**Lemma 4.15.** Let \( p^r \) be as in (199) for \((y_{\text{dr}}^k f)^b(q_{\text{dr}}^{1/p_b}) \). Each coefficient of
\[
\left(\frac{q_{\text{dr}}^{1/p_b} d}{dq_{\text{dr}}^{1/p_b}}\right)^j (p^r(y_{\text{dr}}^k f)^b(q_{\text{dr}}^{1/p_b})) =: \sum_{n=0}^\infty a_{0,n,j}(q_{\text{dr}}^{1/p_b} - 1)^n,
\]
where \( a_{0,n,j} \in \hat{O}^+_{y,y} \), is a continuous function in \( j \in \mathbb{Z}/(p - 1) \times \mathbb{Z}_p \to \hat{O}^+_{y,y} \). Moreover, for any \( j_0 \in \mathbb{Z} \), we have
\[
\lim_{m \to \infty} \left(\frac{q_{\text{dr}}^{1/p_b} d}{dq_{\text{dr}}^{1/p_b}}\right)^{j_0 + p^n(p-1)} ((y_{\text{dr}}^k f)_y(q_{\text{dr}}^{1/p_b})) = \left(\frac{q_{\text{dr}}^{1/p_b} d}{dq_{\text{dr}}^{1/p_b}}\right)^{j_0} ((y_{\text{dr}}^k f)_y(q_{\text{dr}}^{1/p_b})).
\]

**Proof of Lemma 4.15.** Note that since \( a_{0,n,j} \) can be expressed recursively in terms of \( a_{0,n,j-1} \) and \( a_{0,n+1,j-1} \), then \( a_{0,n,j} \) can be expressed entirely in terms of the coefficients \( a_{0,n,0}, a_{0,n+1,0}, \ldots a_{0,n+j,0} \). Hence for any \( N \geq 0 \), there exists a polynomial truncation
\[
(p^r((y_{\text{dr}}^k f)^b)_y(q_{\text{dr}}^{1/p_b}))^{(N)} = \sum_{n=0}^N a_n(q_{\text{dr}}^{1/p_b} - 1)^n \in \hat{O}^+_{y,y}[q_{\text{dr}}^{1/p_b} - 1]
\]
of \((y_{\text{dr}}^k f)_y(q_{\text{dr}}^{1/p_b})\) such that letting
\[
\left(\frac{q_{\text{dr}}^{1/p_b} d}{dq_{\text{dr}}^{1/p_b}}\right)^j (p^r((y_{\text{dr}}^k f)^b)_y(q_{\text{dr}}^{1/p_b}))^{(N)} = \sum_{n=0}^N a_{0,n,j}^{(N)}(q_{\text{dr}}^{1/p_b} - 1)^n,
\]
we have
\[
a_{0,n,j} = a_{0,n,j}^{(N)}
\]
for all \( n + j \leq N \). By the previous paragraph, we know that each \( a_{0,n,j}^{(N)} \) is a continuous function \( j \in \mathbb{Z}/(p - 1) \times \mathbb{Z}_p \to \hat{O}^+_{y,y} \). In particular, all the \( a_{0,n,j}^{(N)} \)'s patch together and show that \( a_{0,n,j} \) is continuous function in \( j \in \mathbb{Z}/(p - 1) \times \mathbb{Z}_p \to \hat{O}^+_{y,y} \). Moreover, by the uniform convergence of the coefficients from the previous paragraph, we have that (208) is a continuous function in \( j \), giving \( \hat{O}_{y,y}[q_{\text{dr}}^{1/p_b} - 1] \) the uniform convergence topology.

Now write for any \( j \in \mathbb{Z}_{\geq 0} \),
\[
\left(\frac{q_{\text{dr}}^{1/p_b} d}{dq_{\text{dr}}^{1/p_b}}\right)^j (y_{\text{dr}}^k f)_y(q_{\text{dr}}) = \sum_{n=0}^\infty b_{0,n,j}(q_{\text{dr}}^{1/p_b} - 1)^n.
\]
Then (207) follows by the same argument as above, expressing $b_{0,n,j}$ in terms of the coefficients $b_{0,n,0}, b_{0,n+1,0}, \ldots b_{0,n+j,0}$, then considering truncations $b_{0,n,j}^{(N)}$ and using (205). 

Fix any $j_0 \in \mathbb{Z}_{\geq 0}$. By (203), we have

$$
\left( \frac{q_{1/p}^{1/p}}{d_{q_{1/p}}^{1/p}} \right)^j \left( (p^b \delta_k)^{j_0} (p^r (y_{dr}^k f_y^b) (q_{1/p}^{1/p})) \right) = \left( \frac{d_{q_{1/p}}^{1/p}}{d_{q_{1/p}}^{1/p}} \right)^j \sum_{i=0}^{\infty} c_i(j_0) \left( p^b \right)^i \left( \frac{d_{q_{1/p}}^{1/p}}{d_{q_{1/p}}^{1/p}} \right)^{j_0-i} (p^r (y_{dr}^k f_y^b) (q_{1/p}^{1/p})) \right).
$$

(209)

Note that for all large $i \gg 0$, we have

$$
c_i(j) \left( \frac{d_{q_{1/p}}^{1/p}}{d_{q_{1/p}}^{1/p}} \right)^i = c_i(j) \left( \frac{d_{q_{1/p}}^{1/p}}{d_{q_{1/p}}^{1/p}} \right)^i
$$

(210)

where the last inclusion follows since

$$
c_i(j) \left( -\frac{\theta(y_{dr}) p^b}{z} \right)^{j_0} \in \hat{O}^+_y
$$

(211)

for all large $i \gg 0$; this follows from our assumption (200), the fact that $i! |c_i(j)$ for all $j \in \mathbb{Z}_{\geq 0}$, $|i!|$ becomes arbitrarily close to $p^{1/p-1}$ as $i \to \infty$, and (152). In particular, one can see from Lemma 4.15, (209) and (210) that

$$
\theta \circ \left( \frac{q_{1/p}^{1/p}}{d_{q_{1/p}}^{1/p}} \right)^j \left( ((p^b \delta_k)^{j_0} (p^r (y_{dr}^k f_y^b) (q_{1/p}^{1/p})) \right) = a_{j_0,0,j}
$$

(212)

is a continuous function in $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p \to \hat{O}^+_y$. Now we can rewrite (204) as

$$
\theta^j_{k+2j_0} \left( ((p^b \delta_k)^{j_0} (p^r (y_{dr}^k f_y^b) (q_{1/p}^{1/p})) \right) = \sum_{i=0}^{\infty} c_i(j) \left( -\frac{\theta(y_{dr}) p^b}{z} \right)^i a_{j_0,0,j-i}
$$

(213)

where we see by the previous paragraph that each $a_{j_0,0,j-i}$ is a continuous function in $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p \to \hat{O}^+_y$.

Now we show that the extension of $j \mapsto (p^b \delta_k)^{j_0} (p^r (y_{dr}^k f_y^b) (q_{1/p}^{1/p}))$ to $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p$ is well-defined (i.e. the limit in (211) exists).

For this, given $j = \sum_{n=0}^{\infty} \alpha_n p^n \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p$ where $0 \leq \alpha_n \leq p-1$, let $j_m = \sum_{n=0}^{m} \alpha_n p^n$. Given any $\epsilon > 0$, choose $N > 0$ such that $|p^N| < \epsilon$ and such that

$$
|a_{j_N,n,x} - a_{j_N,n,y}| < \epsilon
$$

for any $x, y \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p$ with $|x-y| < p^N$ and for all $n \in \mathbb{Z}_{\geq 0}$. For each individual $n$, we can do this since $\mathbb{Z}/(p-1) \times \mathbb{Z}_p$ is compact and $\mathbb{Z}/(p-1) \times \mathbb{Z}_p \ni x \mapsto a_{j_N,n,x} \in \hat{O}^+_y$ as in (212) are analytic and hence continuous, and hence uniformly continuous. The fact that such $N$ exists for all $n \in \mathbb{Z}_{\geq 0}$ simultaneously follows from the statement that (208) is a
continuous function in $j$ giving $\hat{\mathcal{O}}_{\hat{Y},y}[q_{\text{dR}}^{1/p^\ell} - 1]$ the uniform convergence topology, which we proved above.

Note that for all $m > N$, we have for any $|x| \leq |p^N|,$

\begin{equation}
|c_i(x)| \leq |p^N|, \quad |c_i(1 - k + x)| \leq |p^N|
\end{equation}

if $i > 0$, by Definition \[196\]. Then we have for all $m, m' > N$, since

\[
|\langle p \theta_k \rangle^{j_m}(p^r(y_{\text{dR}}f)^b(q_{\text{dR}}^{1/p^\ell})) - \langle p \theta_k \rangle^{j_{m'}}(p^r(y_{\text{dR}}f)^b(q_{\text{dR}}^{1/p^\ell}))| \\
= |\left(\langle p \delta_k \rangle^{j_{m-N}}(p^r(y_{\text{dR}}f)^b(q_{\text{dR}}^{1/p^\ell}))-\langle p \delta_k \rangle^{j_{m-N}}(p^r(y_{\text{dR}}f)^b(q_{\text{dR}}^{1/p^\ell}))\right)| \\
= \left[ \sum_{i=0}^{\infty} c_i(j_{m'} - j_N) \left( -\frac{\theta(y_{\text{dR}})}{z} \right)^i \theta \left( \frac{q_{\text{dR}}^{1/p^\ell} d_{\text{dR}}}{d_{\text{dR}}^{1/p^\ell}} \right) \right]^{j_{m'} - j_{N-i}} \\
- \sum_{i=0}^{\infty} c_i(j_m - j_N) \left( -\frac{\theta(y_{\text{dR}})}{z} \right)^i \theta \left( \frac{q_{\text{dR}}^{1/p^\ell} d_{\text{dR}}}{d_{\text{dR}}^{1/p^\ell}} \right)^{j_{m} - j_{N-i}} \\
\leq \max \left( \left| p^N \right|, \left| \theta \left( \frac{q_{\text{dR}}^{1/p^\ell} d_{\text{dR}}}{d_{\text{dR}}^{1/p^\ell}} \right) \right| \right) \\
\leq \max \left( \left| p^N \right|, \left| a_{j_m,0,j_{m'} - a_{j_m,0,j_m}} \right| \right) < \epsilon.
\]

So we have shown that

\[
\left\{ \langle p \theta_k \rangle^{j_m}(p^r(y_{\text{dR}}f)^b(q_{\text{dR}}^{1/p^\ell})) \right\}_{m \in \mathbb{Z}_{\geq 0}}
\]

is a Cauchy sequence in the $p$-adic topology. Now the statement that \[211\] exists follows from the fact that $\hat{\mathcal{O}}_{\hat{Y},y}$ is $p$-adically complete.

We now show that the function defined by \[201\] is continuous in $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p \rightarrow \hat{\mathcal{O}}_{\hat{Y},y}$.

Consider the sequence of truncations

\begin{equation}
\langle p \theta_k \rangle^{j}(p^r(y_{\text{dR}}f)^b(q_{\text{dR}}^{1/p^\ell}))(N) = \sum_{i=0}^{N} c_i(j) \left( -\frac{\theta(y_{\text{dR}})}{z} \right)^i \right) a_{0,0,i-j}
\end{equation}

each of which is a continuous function in $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p \rightarrow \hat{\mathcal{O}}_{\hat{Y},y}$, since the $a_{0,0,i-j}$ as in \[212\] are continuous.

We claim that the sequence $(\langle p \delta_k \rangle^{j}(p^r(y_{\text{dR}}f)^b(q_{\text{dR}}^{1/p^\ell}))(N)$ for $N \in \mathbb{Z}_{\geq 0}$ converges uniformly to $(\langle p \delta_k \rangle^{j}(p^r(y_{\text{dR}}f)^b(q_{\text{dR}}^{1/p^\ell})))$ as a function in $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p \rightarrow \hat{\mathcal{O}}_{\hat{Y},y}$, and hence $(\langle p \delta_k \rangle^{j}(p^r(y_{\text{dR}}f)^b(q_{\text{dR}}^{1/p^\ell})))$ is a continuous function in $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p \rightarrow \hat{\mathcal{O}}_{\hat{Y},y}$ by the standard argument from analysis.

Let us now show the uniform convergence. Given $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p$, suppose we are given any $\epsilon > 0$. Choose $t \in \mathbb{Z}_{\geq 0}$ so that $|p^t| < \epsilon$. Note that for all $i \geq p^t$

\begin{equation}
c_i(j) \in p^t \mathbb{Z}_p
\end{equation}
for all $j \in \mathbb{Z}/(p - 1) \times \mathbb{Z}_p$ (since one sees from the definition of $c_i(j)$ that for every residue class $\mathbb{Z}_p/(p')$, $c_i(j)$ is divisible by some representative of that residue class). Then for all $N \geq p'$, we have

$$|(p^b \theta_k)^i((y_{\text{dR}}^k f)^b ((q_{\text{dR}}^1 / p^b))) - (p^b \theta_k)^i((y_{\text{dR}}^k f)^b ((q_{\text{dR}}^1 / p^b)))^{(N)}|$$

$$= \left| \sum_{n=N}^{\infty} c_i(j) \left( -\frac{\theta(y_{\text{dR}}) p^b}{z} \right)^i a_{0,0,j-i} \right|$$

$$\leq \max_{N \leq i < \infty} \left( c_i(j) \left( -\frac{\theta(y_{\text{dR}}) p^b}{z} \right)^i a_{0,0,j-i} \right) \leq |p^j| < \epsilon.$$

This gives the desired uniform convergence.

Now (202) follows from (207) in Lemma 4.15 and the calculation (210).

5. The $p$-adic $L$-function and $p$-adic Waldspurger formula

In this section, let $K$ be an imaginary quadratic field. We construct a one-variable $p$-adic $L$-function for Rankin-Selberg families $(w, \chi^{-1})$, where $f$ is an eigenform of weight $k$ for $\Gamma_1(N)$ and $\chi$ runs through central anticyclotomic characters of $K$. This will be done by applying Theorem (4.17) in the case where $y$ is a supersingular CM point. We hence construct a $p$-adic $L$-function, which is a continuous function on a space of $p$-adic Hecke characters (the closure of $p$-adic central critical characters for $f$ inside the space of functions $\mathbb{A}_K^{\times,p_\infty} \rightarrow \mathcal{O}_{\mathbb{C}_p}$, where $\mathbb{A}_K^{\times,p_\infty}$ is the group of idèles prime to $p_\infty$, with the uniform convergence topology). We use Theorem [3.54] to show that our $p$-adic $L$-function satisfies an “approximate interpolation property”, namely that special values of our $p$-adic $L$-function are limits of algebraic normalizations of central $L$-values $L(w, \chi^{-1}, 0) := L((\pi_w)_K \times \chi^{-1}, 1/2)$ as $\chi$ varies through a sequence of central critical characters in the interpolation range.

We conclude by showing that in the case $k = 2$, a special value of our $p$-adic $L$-function is equal to the evaluation at a certain Heegner point of the formal logarithm of a certain differential in the same Hecke isotypic component away from $p$ as that of $f$. We show that if this special value is nonzero, then the Heegner point descends to a point of infinite order in $A_f(K)$ for a $GL_2$-type abelian variety $A_f$ attached to $f$. In particular, combined with the approximate interpolation property described in the previous paragraph, this gives a new criterion to produce a point of infinite order in $A_f(K)$, namely showing that a sequence of central $L$-values has a non-zero limit. We make a few remarks on how this criterion can be combined with a method (and some results) of Rubin in the case when $f$ is congruent modulo $p$ with an Eisenstein series in order give new congruence criteria for producing points of infinite order in $A_f(K)$.

5.1. Periods of supersingular CM points. Now fix an imaginary quadratic field $K = \mathbb{Q}(\sqrt{-d})$, where $d$ is squarefree, and with fundamental discriminant $d_K$. Let $\mathcal{O} \subset \mathcal{O}_K$ be a fixed suborder. Let $H$ denote the ring class field over $K$ associated with $\mathcal{O}$.

Suppose that $A/H$ is an elliptic curve with CM by $\mathcal{O}$. For any field extension $F/H$, there is a canonical algebraic splitting

$$H_{\text{dR}}(A/F) \cong H^{1,0}(A/F) \oplus H^{0,1}(A/F) = \Omega^1_{A/F} \oplus (\Omega^1_{A/F})^*$$

(219)
of the Hodge-de Rham sequence
\[ 0 \to H^{1,0}(A/F) = \Omega^1_{A/F} \to H^1_{\text{dR}}(A/F) \to H^{0,1}(A/F) = (\Omega^1_{A/F})^* \to 0 \]
given by the action of \( O_{A/F} \): for \( \gamma \in O = \text{End}(A/F) \), \( \gamma^* \) acts on \( H^1_{\text{dR}}(A/F) \) as multiplication by \( \gamma \) on \( H^{1,0}(A/F) \) and as multiplication by \( \overline{\gamma} \) on \( H^{0,1}(A/F) \). In fact, for any integral model \( A/O_F \) the \( O \)-action also induces an algebraic splitting
\[ H^1_{\text{dR}}(A/F) \cong H^{1,0}(A/O_F) \oplus H^{0,1}(A/O_F) = \Omega^1_{A/O_F} \oplus (\Omega^1_{A/O_F})^* \]
of the Hodge filtration:
\[ 0 \to H^{1,0}(A/O_F) \to H^1_{\text{dR}}(A/O_F) \to H^{0,1}(A/O_F) = (\Omega^1_{A/O_F})^* \to 0. \]
By virtue of it splitting the Hodge filtration, this splitting is also compatible with Poincaré duality, that is, under the specialization of the Poincaré pairing (i.e. the de Rham cup product)
\[ H^1_{\text{dR}}(A/O_F) \times H^1_{\text{dR}}(A/O_F) \to O_F \]
we have that \( H^{1,0}(A/O_F) = \Omega^1_{A/O_F} \) and \( H^{0,1}(A/O_F) \) are dual.
Moreover, recall the integral Hodge-Tate complex as recalled in Theorem 2.2
\[ 0 \to \text{Lie}(A/O_{C_p})(1) \xrightarrow{(HT)^1} T_pA \otimes_{Z_p} O_{C_p} \xrightarrow{HT^1} H^{1,0}(A/O_F) \otimes_{O_F} O_{C_p} \]
\[ = \Omega^1_{A/O_{C_p}} \to 0. \]
Consider \( (A, \alpha) \in \mathcal{Y}(C_p, O_{C_p}) \) for any \( p^{\infty} \)-level structure \( \alpha : Z_p^{\oplus 2} \iso T_pA \). Specializing Proposition \[3.29\] to \( (A, \alpha) \), we have an injective map
\[ \Omega^1_{A/F} \subset \Omega^1_{A/F} \otimes_F \mathcal{O}_{\Delta,Y}(A, \alpha) \xrightarrow{i_{\text{dR}}(A, \alpha)} T_pA \otimes_{Z_p} \mathcal{O}_{\Delta,Y}(A, \alpha) \xrightarrow{\theta} T_pA \otimes_{Z_p} C_p \]
whose composition with the natural map \( T_pA \otimes_{Z_p} C_p \xrightarrow{HT\alpha} \Omega^1_{A/C_p} \) is the natural inclusion \( \Omega^1_{A/F} \subset \Omega^1_{A/C_p} \). The next proposition gives more information on \( 223 \) in the case where \( A \) has complex multiplication.

**Proposition 5.1.** For an elliptic curve \( A \) with CM by some \( O \subset O_K \), the map \( 223 \) factors through an injective map
\[ \Omega^1_{A/O_F} \xrightarrow{i_{\Delta,Y}(A, \alpha)} T_pA \otimes_{Z_p} O_{C_p}. \]
As a result, the map
\[ HT\alpha : T_pA \otimes_{Z_p} O_{C_p} \to \Omega^1_{A/O_{C_p}} \]
from \( 223 \) is surjective. Furthermore, if \( |z(A, \alpha)| \geq 1 \), then
\[ s(A, \alpha) \in \Omega^1_{A/O_{C_p}} \]
is a generator.

**Proof.** Recall our map
\[ \theta : \mathcal{O}_{\Delta,Y}(A, \alpha) \xrightarrow{\theta} \hat{\mathcal{O}}_Y(A, \alpha) = C_p. \]
Let
\[ \mathcal{O}_{\Delta,Y}(A, \alpha)^+ := \theta^{-1}(\mathcal{O}_{C_p}). \]
Then the first part of the statement follows if we can show that
\[ i_{\text{dR}}(A, \alpha)(\Omega^1_{A/O_{F}}) \subset T_pA \otimes_{Z_p} \mathcal{O}_{\Delta,Y}(A, \alpha)^+. \]
From (220), we have a subspace $H^{0,1}(A/O_F) \subset H^1_{\text{dR}}(A/O_F)$ with orthogonal complement $\Omega^1_{A/O_F}$ under the de Rham cup product on $H^1_{\text{dR}}(A/O_F)$. For brevity, for the rest of the proof of the Proposition, denote the specialization of $t(A, \alpha)$ of $t \in \mathbb{B}^+(Y)$ simply by $t = t(A, \alpha)$. Recall that by Proposition 3.17, we have that the de Rham cup product composed with $\iota_{\text{dR}}(A, \alpha)$ coincides with $t^{-1}$ times the Weil pairing $(\cdot, \cdot) \cdot t^{-1}$. Hence

$$H^{0,1}(A/O_F)(1) \otimes_{O_F} \mathcal{O}_{\Delta,Y}(A, \alpha),$$

being the $t$ times the Poincaré dual of $\Omega^1_{A/O_F} \otimes_{O_F} \mathcal{O}_{\Delta,Y}(A, \alpha)$, viewed naturally via $\iota_{\text{dR}}(A, \alpha)$ as a subspace of $T_pA \otimes_{\mathbb{Z}_p} \mathcal{O}_{\Delta,Y}(A, \alpha)$, is identified with the dual of

$$\iota_{\text{dR}}(A, \alpha)(\Omega^1_{A/O_F} \otimes_{O_F} \mathcal{O}_{\Delta,Y}(A, \alpha))$$

under the twisted Weil pairing $(\cdot, \cdot) \cdot t^{-1}$. By the $p$-adic Legendre relation (73) and Proposition 2.33 this dual subspace is the Hodge-Tate filtration

$$\mathcal{H}^{0,1}(A) \otimes_{\mathcal{O}_Y} \mathcal{O}_{\Delta,Y}(A, \alpha) \xrightarrow{(\text{HT})^\vee} T_pA \otimes_{\mathbb{Z}_p} \mathcal{O}_{\Delta,Y}(A, \alpha).$$

In summary, we have a natural identification

(224)

$$H^{0,1}(A/O_F)(1) \otimes_{O_F} \mathcal{O}_{\Delta,Y}(A, \alpha) = \mathcal{H}^{0,1}(A) \otimes_{\mathcal{O}_Y} \mathcal{O}_{\Delta,Y}(A, \alpha) \xrightarrow{(\text{HT})^\vee} T_pA \otimes_{\mathbb{Z}_p} \mathcal{O}_{\Delta,Y}(A, \alpha)$$

which identifies this subspace with the dual of $\iota_{\text{dR}}(A, \alpha)(\Omega^1_{A/O_F} \otimes_{O_F} \mathcal{O}_{\Delta,Y}(A, \alpha))$ under the twisted Weil pairing $(\cdot, \cdot) \cdot t^{-1}$. Tensoring with $\otimes_{\mathcal{O}_{\Delta,Y}(A, \alpha)}(\mathcal{O}_{\Delta,Y}(A, \alpha)/(\ker \theta)) = \otimes_{\mathcal{O}_{\Delta,Y}(A, \alpha)} \mathbb{C}_p$, we get the natural inclusion

(225) $H^{0,1}(A/O_F)(1) \hookrightarrow H^{0,1}(A/O_F)(1) \otimes_{O_F} \mathbb{C}_p = \text{Lie}(A/\mathbb{C}_p)(1) \xrightarrow{(\text{HT})^\vee} T_pA \otimes_{\mathbb{Z}_p} \mathbb{C}_p$.

On the other hand, we have from the second arrow in (222) that

$$\text{Lie}(A/\mathbb{C}_p)(1) \xrightarrow{(\text{HT})^\vee} T_pA \otimes_{\mathbb{Z}_p} \mathbb{C}_p$$

and so (225) factors as

$$H^{0,1}(A/O_F)(1) \subset \text{Lie}(A/\mathbb{C}_p)(1) \xrightarrow{(\text{HT})^\vee} T_pA \otimes_{\mathbb{Z}_p} \mathcal{O}_{\mathbb{C}_p}.$$

Hence, in turn we see that (224) factors through

(226) $H^{0,1}(A/O_F)(1) \xrightarrow{(\text{HT})^\vee} T_pA \otimes_{\mathbb{Z}_p} \mathcal{O}_{\Delta,Y}(A, \alpha)^+.$

By the above discussion, the Weil pairing gives a duality

$$(\cdot, \cdot) \cdot t^{-1} : (T_pA \otimes_{\mathbb{Z}_p} \mathcal{O}_{\Delta,Y}(A, \alpha)^+)(-1) \times (T_pA \otimes_{\mathbb{Z}_p} \mathcal{O}_{\Delta,Y}(A, \alpha)^+) \to \mathcal{O}_{\Delta,Y}(A, \alpha)^+$$

compactible under $\iota_{\text{dR}}(A, \alpha)$ with Poincaré duality. Hence we see from (226) that the Poincaré dual $\Omega^1_{A/O_F}$ of the subspace

$$H^{0,1}(A/O_F) \xrightarrow{(\text{HT})^\vee} T_pA \otimes_{\mathbb{Z}_p} \mathcal{O}_{\Delta,Y}(A, \alpha)^+$$

is mapped into

$$T_pA \otimes_{\mathbb{Z}_p} \mathcal{O}_{\Delta,Y}(A, \alpha)^+$$

by $\iota_{\text{dR}}(A, \alpha)$; in other words,

$$\iota_{\text{dR}}(A, \alpha)(\Omega^1_{A/O_F}) \subset T_pA \otimes_{\mathbb{Z}_p} \mathcal{O}_{\Delta,Y}(A, \alpha)^+$$
which is what we wanted to show.

For the second part of the Proposition, recall that
\[ HT_A \circ \Theta = \operatorname{id}, \]
and so from the first part of the Proposition, we have that
\[ \Omega^1_{A/O_P} \hookrightarrow T_p A \otimes_{\mathbb{Z}_p} O_{C_p} \xrightarrow{HT_A} \Omega^1_{A/O_{C_p}} \]
is the natural inclusion. Extending by \( \otimes_{O_P} O_{C_p} \)-linearity, we see that
\[ \Omega^1_{A/O_{C_p}} \hookrightarrow T_p A \otimes_{\mathbb{Z}_p} O_{C_p} \xrightarrow{HT_A} \Omega^1_{A/O_{C_p}} \]
is the identity. In particular, the second arrow is surjective.

For the final claim, suppose that \(|z(A, \alpha)| \geq 1\). Recall that \( s(A, \alpha) = HT_A(\alpha^2) \in \Omega^1_{A/O_{C_p}} \), and that
\[ HT_A(\alpha_1) = HT_A(\alpha_2)/z(A, \alpha) = 1/z(A, \alpha) \cdot s(A, \alpha) \in \Omega^1_{A/O_{C_p}}. \]
Since \( 1/z(A, \alpha) \in O_{C_p} \), we see that \( s(A, \alpha) \) generates the image of
\[ HT_A : T_p A \otimes_{\mathbb{Z}_p} O_{C_p} \to \Omega^1_{A/O_{C_p}}. \]
But by the previous part of the Proposition, \( HT_A \) is surjective, and so \( s(A, \alpha) \in \Omega^1_{A/O_{C_p}} \) is a generator.

\[ \square \]

**Corollary 5.2.** Let \( y = (A, \alpha) \in \mathcal{Y}(C_p, O_{C_p}) \) be a CM point (i.e. \( A \) is an elliptic curve with CM by some order \( O \subset O_K \)). In the notation of Definition 3.48 and (178) for \( y \), we have
\[ |p^b \theta(\Omega_p(A, \alpha))^2| = 1. \]

**Proof.** Let \( \omega_0 \in \Omega^1_{A/O_Q} \) be an integral generator as in Definition 3.48. From (165), we have
\[ (227) \quad \frac{\omega_0^{\otimes 2}}{\theta(\Omega_p(A, \alpha)^{\otimes 2})} = \omega_{\text{can}}(A, \alpha)^{\otimes 2} = \frac{s(A, \alpha)}{y_{\text{dir}}(A, \alpha)^2} \cdot 1 + b \cdot \frac{1}{p^b} \theta \left( \frac{dq_{\text{dr}}}{dq_{\text{p}}^a} \right)(A, \alpha) \otimes dq_{\text{p}}^a(A, \alpha). \]
By (156), we have that \( dq_{\text{p}}^a(A, \alpha) \in \Omega^1_{A/O_{C_p}} \) is an integral generator, and by (178), we have that
\[ \left| \frac{1}{p^b} \theta \left( \frac{dq_{\text{dr}}}{dq_{\text{p}}^a} \right)(A, \alpha) \right| = 1, \]
and so
\[ \omega'_0 := \frac{1}{p^b} \theta \left( \frac{dq_{\text{dr}}}{dq_{\text{p}}^a} \right)(A, \alpha) \cdot dq_{\text{p}}^a(A, \alpha) \in \Omega^1_{A/O_{C_p}} \]
is also an integral generator. Hence from (227), we have
\[ \omega'_0 = p^b \theta(\Omega_p(A, \alpha))^2 \cdot \omega'_0. \]
Since \( \omega_0 \) and \( \omega'_0 \) are integral generators, we have that
\[ |p^b \theta(\Omega_p(A, \alpha))^2| = 1 \]
as desired. \[ \square \]

Using Proposition 5.1, we now analyze the Hodge-Tate, de Rham and \( \Omega_p \) periods of points in \( \mathcal{C}(O) \). We first deal with the case where \( p \) is ramified in \( K \).
Proposition 5.3. Suppose $p$ is ramified in $K$. Then suppose $A$ is an elliptic curve with CM by $\mathcal{O} \subset \mathcal{O}_K$, say $\mathcal{O} = \mathbb{Z} + c\mathcal{O}_K$ with $c \in \mathbb{Z}_{>0}$. Then there is a $p^{\infty}$-level structure $\alpha : \mathbb{Z}_p^{\oplus 2} \sim \mathcal{T}_pA$ such that $z(A, \alpha), z_{\text{dR}}(A, \alpha) \in K_p$, and
\[ z(A, \alpha) = -1/(c\sqrt{-d}), z_{\text{dR}}(A, \alpha) = 1/(c\sqrt{-d}), \theta(y_{\text{dR}})(A, \alpha) = -1/2. \]

Furthermore, if $p > 2$, we have that $b = 0$ as defined in (178) for $y = (A, \alpha) \in \mathcal{Y}(\mathbb{C}_p, \mathcal{O}_{\mathbb{C}_p})$, and
\[ |\theta(\Omega_p(A, \alpha))| = 1 \]
for $\Omega_p(A, \alpha)$ as defined in Definition 3.48.

Proof. Consider the element $c\sqrt{-d} \in \mathcal{O}_K$, and let $[c\sqrt{-d}] \in \text{End}(A/H)$ denote the corresponding endomorphism. Note that the composition $A \xrightarrow{[c\sqrt{-d}]} A \xrightarrow{[c\sqrt{-d}]} A$
is simply multiplication by $-c^2d$. Hence the composition of the induced maps on Tate modules $T_pA \xrightarrow{[c\sqrt{-d}]} T_pA \xrightarrow{[c\sqrt{-d}]} T_pA$
is also multiplication by $-c^2d$. We can thus choose a level structure $\alpha : \mathbb{Z}_p^{\oplus 2} \sim T_pA$ such that $(e_1, e_2)$ is a rational canonical basis for $[c\sqrt{-d}]$ and the induced linear map $\mathbb{Z}_p^{\oplus 2} \sim T_pA \xrightarrow{[c\sqrt{-d}]} T_pA \alpha^{-1} \sim \mathbb{Z}_p^{\oplus 2}$ is the matrix
\[ [c\sqrt{-d}] = \begin{pmatrix} 0 & 1 \\ -c^2d & 0 \end{pmatrix} \in GL_2(\mathbb{Q}_p). \]

For this choice of $\alpha$, we have by (35) and (91)
\[ [c\sqrt{-d}]^*z(A, \alpha) = -1/(c^2d \cdot z(A, \alpha)), \quad [c\sqrt{-d}]^*z_{\text{dR}}(A, \alpha) = -1/(c^2d \cdot z_{\text{dR}}(A, \alpha)). \]

On the other hand, by the discussion at the beginning of the section, we have
\[ [c\sqrt{-d}]^*z(A, \alpha) = z(A, \alpha), \quad [c\sqrt{-d}]^*z_{\text{dR}}(A, \alpha) = z_{\text{dR}}(A, \alpha). \]

Hence from (228) and (229), we have
\[ z(A, \alpha) = \pm 1/(c\sqrt{-d}), \quad -x_{\text{dR}}(A, \alpha)/y_{\text{dR}}(A, \alpha) = z_{\text{dR}}(A, \alpha) = \pm 1/(c\sqrt{-d}). \]

Now from the $p$-adic Legendre relation (73) and (60), we have
\[ \pm y_{\text{dR}}(A, \alpha) + y_{\text{dR}}(A, \alpha) = \pm x_{\text{dR}}(A, \alpha) \cdot c\sqrt{-d} + y_{\text{dR}}(A, \alpha) = x_{\text{dR}}(A, \alpha)/z(A, \alpha) + y_{\text{dR}}(A, \alpha) = t(A, \alpha) \]
and where the precise sign in $\pm$ in (231) is the same sign for which
\[ z(A, \alpha) = \pm z_{\text{dR}}(A, \alpha) \]
holds. Since $t(A, \alpha) \neq 0$ (since $t(A, \alpha)$ generates $\text{Fil}^1 B_{\text{dR}}^+$), we thus have
\[ z(A, \alpha) = -z_{\text{dR}}(A, \alpha) = \pm 1/(c\sqrt{-d}) \]
and
\[ x_{\text{dR}}(A, \alpha)/t(A, \alpha) = \pm 1/(2c\sqrt{-d}), \quad y_{\text{dR}}(A, \alpha)/t(A, \alpha) = \pm 1/2. \]
Now the first part of the statement follows upon noting that \( \theta(y_{\text{dR}}/t) = \theta(y_{\text{dR}}) \).

Now suppose that \( p > 2 \). Since by the first part of the Proposition we have \( |z(A, \alpha)| = |1/(c\sqrt{-d})| \geq 1 \), then by Proposition (5.1) we have that \( s(A, \alpha) \in \Omega_{A/O_{C_p}} \) is a generator. Hence by (167), we have
\[ |\theta(y_{\text{dR}}(A, \alpha))/z(A, \alpha)\theta'(dz_{\text{dR}}/dz)(A, \alpha)| = 1. \]
Since we have shown \( |\theta(y_{\text{dR}}(A, \alpha))/z(A, \alpha)| = |1/2| = 1 \), then this implies that
\[ \left| \theta \left( \frac{dz_{\text{dR}}}{dz} \right)(A, \alpha) \right| = 1 \]
and so \( b = 0 \) as in Definition (178). Now that \( |\theta(\Omega_p(A, \alpha))| = 1 \) follows from Definition 3.48 since \( \omega_{\text{can}}(A, \alpha) = s(A, \alpha)/y_{\text{dR}}(A, \alpha)^2 \), \( |y_{\text{dR}}(A, \alpha)| = |1/2| = 1 \).

\[ \square \]

To deal with the \( p \) inert in \( K \) case, we need to recall another result on canonical subgroups. For an abelian variety \( A \) over \( O_{C_p} \), let \( \text{Ha}(A) \) denote the Hasse invariant, truncated so that \( |\text{Ha}(A)| \in [1/p, 1] \).

**Proposition 5.4** (Theorem 4.2.5 of [11], see also p. 2 of [10]). Suppose \( A \) is an elliptic curve. Then \( A \) admits a canonical subgroup (of order \( p^n \)) if and only if \( |\text{Ha}(A)| > p^{-1/p^{n-2}(p+1)} \).

**Proposition 5.5.** Suppose \( p \) is inert in \( K \). Then suppose \( A \) is an elliptic curve with CM by \( \mathcal{O}_K \). Then for any \( p^\infty \)-level structure \( \alpha : \mathbb{Z}_p^{\otimes 2} \to T_p A \), we have \( z(A, \alpha), z_{\text{dR}}(A, \alpha) \in K_p \), and
\[ |z(A, \alpha)| = 1, \quad |z_{\text{dR}}(A, \alpha)| = 1, \quad |\theta(y_{\text{dR}}(A, \alpha))| = |\theta(y_{\text{dR}}(A, \alpha))| = 1. \]
In fact \( z(A, \alpha), z_{\text{dR}}(A, \alpha) \in \mathcal{O}_{K_p}^\times \). Furthermore we have \( b = 0 \) as defined in (178) for \( y = (A, \alpha) \in \mathcal{Y}(\mathbb{C}_p, O_{C_p}) \), and
\[ |\theta(\Omega_p(A, \alpha))| = 1 \]
for \( \Omega_p(A, \alpha) \) as defined in Definition 3.48. Moreover, for any two choices \( (A, \alpha), (A, \alpha') \) of points of \( \mathcal{Y}(\mathbb{C}_p, O_{C_p}) \) above \( (A) \in \mathcal{Y}(F, \mathcal{O}_F) \), we have that
\[ \theta(\Omega_p(A, \alpha))/\theta(\Omega_p(A, \alpha')) \in \mathcal{O}_{K_p}^\times. \]

**Proof.** Since \( p \) is inert in \( K \), by Deuring’s theorem \( A \) is supersingular and so \( |\text{Ha}(A)| < 1 \). Since \( \text{Ha}(A) \in K_p \), its \( p \)-adic valuation is an integral power of \( p \), and so \( |\text{Ha}(A)| = 1/p \). Now by Proposition 5.3 we have that \( A \) does not have a canonical subgroup. Hence, by Lemma (4.9) \( |z(A, \alpha)| \leq p^{p/(p^2-1)} \) for any \( p^\infty \)-level structure \( \alpha \) on \( A \).

By the discussion at the beginning of this section, the Hodge-Tate sequence splits over \( K_p \). Hence, for any \( \alpha \), we have
\[ \alpha_1 + 1/z(A, \alpha)\alpha_2 = s^{-1}(A, \alpha) \in \Omega^1_{A/O_{K_p}} \subset T_p A \otimes_{\mathbb{Z}_p} O_{K_p} \xrightarrow{\alpha^{-1}} \mathcal{O}^{\otimes 2}_{K_p}. \]
Hence \( z(A, \alpha) \in K_p \). In fact, by [17] Theorem 1.2 (2), we have
\[ (232) \quad K_p = \mathbb{Q}_p(z(A, \alpha)). \]
In particular $|z(A, \alpha)|$ is an integral power of $p$, and so the previous paragraph implies that $|z(A, \alpha)| \leq 1$. Since this holds for all $(A, \alpha)$, repeating the argument with $(A, \alpha) \cdot \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ and using the fact that 

$$z((A, \alpha) \cdot \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}) = 1/z(A, \alpha),$$

we also obtain $|z(A, \alpha)| \leq 1$, so in all we have $|z(A, \alpha)| = 1$.

Recall that for any field extension $F/H$, complex conjugation switches the $H^{1,0}(A/F)$ and $H^{0,1}(A/F)$ pieces of $H^1_{dR}(A/F)$. Let $\alpha^c : \mathbb{Z}_p^{\oplus 2} \rightarrow T_p A$ denote the $p^\infty$-level structure obtained from applying $c$ to $\alpha$ (note that $\alpha^c$ is well-defined since all the $p$-power torsion points of $A/F$ are defined over $\overline{\mathbb{Q}}$), and let

$$\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(\mathbb{Z}_p)$$

such that $\alpha \cdot \gamma = \alpha^c$. By the above discussion $c$ switches the lines given by the Hodge and Hodge-Tate filtrations, and hence we have

$$z_{dR}(A, \alpha) = z(A, \alpha^c)^c = \frac{dz(A, \alpha)^c + b}{cz(A, \alpha)^c + a}$$

which implies

$$z_{dR}(A, \alpha) \in K_p.$$

From (233), we have

$$|z_{dR}(A, \alpha)| = \frac{|dz(A, \alpha)^c + b|}{|cz(A, \alpha)^c + a|}.$$  

From (232), since $|z(A, \alpha)| = 1$ we see that $z(A, \alpha) \mod p$ generates the residue field $\mathbb{F}_{p^2}$ of $\mathcal{O}_{K_p}$ over $\mathbb{F}_p$, and hence the same is true for $z(A, \alpha)^c$. Hence,

$$dz(A, \alpha)^c + b, cz(A, \alpha)^c + a \not\equiv 0 \mod p$$

and thus (235) implies that $|z_{dR}(A, \alpha)| = 1$. Hence in all, $z(A, \alpha), z_{dR}(A, \alpha) \in \mathcal{O}_{K_p}^\times$.

Note that since $|z(A, \alpha)| = 1$, then $(A, \alpha) \in \mathcal{Y}_x$. By the $p$-adic Legendre relation (73), we have

$$y_{dR}(A, \alpha) = \frac{z(A, \alpha)}{z(A, \alpha) - z_{dR}(A, \alpha)}.$$  

Since on the special fiber $A \otimes_{\mathcal{O}_{K_p}} \mathcal{O}_{K_p}/p\mathcal{O}_{K_p}$, the $\pm 1$ eigenspaces of the CM action $\mathcal{O} = \text{End}(A/H)$ are linearly independent (i.e. the lines on which $\mathcal{O}$ acts through multiplication and the complex conjugation of multiplication, respectively, are linearly independent), then we must have

$$z(A, \alpha) \not\equiv z_{dR}(A, \alpha) \mod p\mathcal{O}_{K_p}$$

and so

$$z(A, \alpha) - z_{dR}(A, \alpha) \in \mathcal{O}_{K_p}^\times.$$

Hence, by (236), we have

$$y_{dR}(A, \alpha) \in \mathcal{O}_{K_p}^\times.$$  
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Now since $z_{dr}(A, \alpha) \in \mathcal{O}_{K_p}^\times$, then

$$-x_{dr}(A, \alpha)/y_{dr}(A, \alpha) = z_{dr}(A, \alpha) \in \mathcal{O}_{K_p}^\times.$$ 

Hence, by (237), we have;

(238) 

$$x_{dr}(A, \alpha) \in \mathcal{O}_{K_p}^\times.$$ 

For the second part of the Proposition, note that since $|z(A, \alpha)| = 1$ from the first part of the Proposition, then by Proposition 5.1, $s(A, \alpha) \in \Omega_{A/\mathcal{O}_{C_p}}$ is a generator. Hence by (167), we have that

$$|\theta(y_{dr}(A, \alpha))| = 1.$$ 

Since we have shown $|\theta(y_{dr}(A, \alpha))| = 1$, then this implies

$$|\theta(z_{dr}(A, \alpha))| = 1$$

and so $b = 0$ as in Definition 178. Now that $|\theta(\Omega_p(A, \alpha))| = 1$ follows from Definition 3.48 since $\omega_{\text{can}}(A, \alpha) = s(A, \alpha)/y_{dr}(A, \alpha)^2$, $|y_{dr}(A, \alpha)| = 1$ and $s(A, \alpha) \in \Omega_{1_{A/\mathcal{O}_{C_p}}}$ is a generator.

Finally, we show that given any two choices $\alpha, \alpha'$ of $p^\infty$-level structure, we have

(239) 

$$\theta(\Omega_p(A, \alpha))/\theta(\Omega_p(A, \alpha')) \in \mathcal{O}_{K_p}^\times.$$ 

We can write

$$(A, \alpha') = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$$

for some

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2(\mathbb{Z}_p).$$

Recall from 3.26 that

$$\omega_{\text{can}}((A, \alpha')) = (bc - ad)(cz_{\text{dr}}((A, \alpha')) + a)^{-1} \cdot \omega_{\text{can}}((A, \alpha)),$$

whereas for $\omega_0 \in \Omega_{1_{A/F}}$ as in Definition 3.48,

$$\omega_0 = \omega_0((A, \alpha)) = \omega_0((A, \alpha')).$$

So now from Definition 3.48 we see that

$$\Omega_p((A, \alpha')) = (bc - ad)^{-1}(cz_{\text{dr}}((A, \alpha')) + a) \cdot \Omega_p((A, \alpha))$$

which implies

$$\theta_p(\Omega_p)((A, \alpha')) = (bc - ad)^{-1}(c\theta(z_{\text{dr}})((A, \alpha)) + a) \cdot \theta(\Omega_p)((A, \alpha)).$$

From 234 we see that $z_{dr}((A, \alpha)) \in K_p$ and so $\theta(z_{dr})((A, \alpha)) \in K_p$ (since $K_p \subset \mathbb{B}_p$ is the natural inclusion). Hence $\theta(\Omega_p)((A, \alpha))/\theta(\Omega_p)((A, \alpha')) \in K_p$. Now from Corollary 5.2 and (239) we have

$$|\theta(\Omega_p)((A, \alpha))| = |\theta(\Omega_p)((A, \alpha'))|.$$ 

This, combined with $\theta(\Omega_p)(y)/\theta(\Omega_p)(y') \in K_p$ implies $\theta(\Omega_p)(y)/\theta(\Omega_p)(y') \in \mathcal{O}_{K_p}^\times$. Now we are done. 

\[\square\]
5.2. **The supersingular CM torus.** In this section, we study the geometry of the supersingular CM torus at infinite level, as well as properties of its periods in order to show that Corollary (4.14) applies to \( y \).

Consider orders \( \mathcal{O}_f = \mathbb{Z} + f \mathcal{O}_K \subset \mathcal{O}_K \subset K \), where \( K = \mathbb{Q}(\sqrt{-d}) \) with \( d > 0 \) squarefree is an imaginary quadratic field in which \( p \) is inert or ramified, let \( d_K \) denote the fundamental discriminant of \( K/\mathbb{Q} \), and let \( p \subset \mathcal{O}_K \) denote the prime ideal above \( p \). Suppose that conductor \( c \) of \( \mathcal{O}_c \) is prime to \( p \). Let \( K_p \) denote the \( p \)-adic completion of \( K \) (under the embedding \( i_p : \overline{\mathbb{Q}} \hookrightarrow \overline{\mathbb{Q}}_p \) from (21)). Let \( \mathcal{O}(\mathcal{O}_c) \) denote the class group of \( K \).

For the rest of this section, assume the Heegner hypothesis for \( N \), namely

for each prime \( \ell \mid N \), we have \( \ell \) is split or ramified in \( K \), and if \( \ell^2 \mid N \) then \( \ell \) is split in \( K \).

Let

\[
\varepsilon = \begin{cases} 
0 & p \text{ inert in } K \\
1 & p \text{ ramified in } K. 
\end{cases}
\]

Then \( Np^\varepsilon \) also satisfies the Heegner hypothesis. (Recall that we assumed \( p \nmid N \).)

Let \( \mathcal{Z} := \prod_{\ell<\infty} \mathbb{Z}_\ell \). Let \( K_n(Np^\varepsilon) \subset M_2(\mathcal{Z}) \) be the order

\[
K_n(Np^\varepsilon) = \left\{ \begin{pmatrix} a & b \\
c & d \end{pmatrix} \in M_2(\mathcal{Z}) : b \equiv 0 \pmod{p^n\mathcal{Z}}, \\
c \equiv 0 \pmod{p^{n+\varepsilon}N\mathcal{Z}}, d \equiv 1 \pmod{p^n\mathcal{Z}} \right\}.
\]

Let \( \alpha, \beta \in \mathbb{Z} \) such that \( \alpha^2 - 4Np^\varepsilon\beta = c^2d_K \). Fix an embedding

\[
i : \mathbb{A}_K \hookrightarrow M_2(\mathbb{A}_\mathbb{Q})
\]

given at a place \( v \) of \( K \) for \( x_v + y_v\frac{c^2d_K + c\sqrt{d_K}}{2} \in K_v \), where \( x_v, y_v \in \mathbb{Q}_\ell \) and \( \ell \) is the prime below \( v \), by

\[
x_v \mapsto \begin{pmatrix} x_v & 0 \\
0 & x_v \end{pmatrix}, \quad y_v\frac{c^2d_K + c\sqrt{d_K}}{2} \mapsto y_v \begin{pmatrix} \frac{c^2d_K + \alpha}{2Np^\varepsilon\beta} & -1 \\
\frac{c^2d_K - \alpha}{2} \end{pmatrix}
\]

so that \( K \cap K_0(Np^\varepsilon) = \hat{\mathcal{O}}_c \cong \mathcal{O}_c \otimes_{\mathcal{O}} \mathcal{Z} \), and more generally

\[
K \cap K_n(Np^\varepsilon) = \hat{\mathcal{O}}_c \times (1 + p^n\mathcal{O}_\mathcal{O}_p).
\]

Note that (241) also gives rise to an embedding of algebraic groups over \( \mathbb{Q} \),

\[
\text{Res}_{K/\mathbb{Q}} \mathbb{G}_m \hookrightarrow GL_2/\mathbb{Q}.
\]

Let \( Y_n := Y(\Gamma_1(N) \cap \Gamma_0(p^n) \cap \Gamma(p^n)) \), and let us briefly once more consider \( Y_n \) as an algebraic scheme (and not its associated adic space). In particular, \( Y_0 = Y(\Gamma_0(p^n)) \). Let

\[
K_n(Np^\varepsilon)^\times := (K_n(Np^\varepsilon) \cap GL_2(\mathbb{A}_\mathbb{Q})) \subset GL_2(\mathbb{A}_\mathbb{Q})
\]

denote the open compact subgroup corresponding to \( \Gamma_1(N) \cap \Gamma(p^n) \). Recall the uniformization

\[
Y_n(\mathbb{C}) = GL_2(\mathbb{Q})/\mathcal{H}^\pm \times GL_2(\mathbb{A}_{\mathbb{Q}, f})/K_n(Np^\varepsilon)^\times
\]
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with Hecke action $GL_2(\mathbb{A}_{\mathbb{Q},f})$ given by right multiplication. Let $C_n(\mathcal{O}_c)$ denote the scheme consisting of points with CM by an order $\mathcal{O}_c \subset \mathcal{O}_K$ and $p^n p^e$-level structure, so that as a complex space we have

$$C_n(\mathcal{O}_c)(\mathbb{C}) := K^\times \backslash \mathbb{A}_{K,f}^\times / (\hat{\mathcal{O}}_c^\times \times (1 + p^n p^e \mathcal{O}_{K_p})).$$

Then $C_n(\mathcal{O}_c)$ is a scheme defined over $\mathbb{Q}$, where the right action $\mathbb{A}_{K,f}^\times \subset GL_2(\mathbb{A}_{\mathbb{Q},f})$ is given by the Hecke action. For simplicity, denote $C_0(\mathcal{O}_c) = C(\mathcal{O}_c)$.

Then the embedding (241) induces an embedding

$$\mathcal{O}_{K_p} \hookrightarrow M_2(\mathbb{Z}_p)$$

and hence

$$\mathcal{O}_{K_p}^\times \hookrightarrow GL_2(\mathbb{Z}_p)$$

so that we may view $C_n(\mathcal{O}_c) \subset Y_n$ as a subscheme. Recall that the main theorem of complex multiplication says that every point of $C_n(\mathcal{O}_c)(\overline{K})$ is defined over the maximal abelian extension $K^{ab}$ of $K$, and that the Galois action $\text{Gal}(K^{ab}/K)$ is given by the action of $\mathbb{A}_{K}^\times \hookrightarrow GL_2(\mathbb{A}_{\mathbb{Q}})$ under the reciprocity law. Now viewing $C_n(\mathcal{O}_c)$ and $Y_n$ once more as adic spaces over $\text{Spa}(\mathbb{Q}_p, \mathbb{Z}_p)$, define an object $\mathcal{C}(\mathcal{O}_c) \in C(\mathcal{O}_c)_{\text{proét}}$ by

$$\mathcal{C}(\mathcal{O}_c) = \lim_n C_n(\mathcal{O}_c) \subset \lim_n Y_n = \mathcal{Y};$$

so that the Galois group of any geometric fiber of $\mathcal{C}(\mathcal{O}_c) \to C(\mathcal{O}_c)$ is $\mathcal{O}_{K_p}^\times$ if $p$ is inert in $K$, and is $1 + p \mathcal{O}_{K_p}$ if $p$ is ramified in $K$, viewed naturally inside the Galois group $\text{Gal}(\mathcal{Y}/Y) = GL_2(\mathbb{Z}_p)$ via the embedding (241) above. By construction, we see that $\mathcal{C}(\mathcal{O}_c) \subset \mathcal{Y}$ is a closed adic subspace.

**Proposition 5.6.** The Hodge-Tate, Hodge-de Rham, and $\theta(y_{\text{dR}})$ periods of all points $y \in \mathcal{C}(\mathcal{O}_c)(\overline{K}_p, \mathcal{O}_{\overline{K}_p})$ all have the same $p$-adic valuation.

In other words, given any $y, y' \in \mathcal{C}(\mathcal{O}_c)(\overline{K}_p, \mathcal{O}_{\overline{K}_p})$ as above, we have

$$z(y)/z(y'), z_{\text{dR}}(y)/z_{\text{dR}}(y'), \theta(y_{\text{dR}})(y)/\theta(y_{\text{dR}})(y') \in \mathcal{O}_{K_p}^\times$$

and so in particular

$$|z(y)| = |z(y')|, |z_{\text{dR}}(y)| = |z_{\text{dR}}(y')|, |\theta(y_{\text{dR}})(y)| = |\theta(y_{\text{dR}})(y')|.$$ 

In fact, we have $z(y), z_{\text{dR}}(y) \in K_p$ for all $y \in \mathcal{C}(\mathcal{O}_c)(\overline{K}_p, \mathcal{O}_{\overline{K}_p})$, as well as

(242)

$$|z(y)| = \begin{cases} 
1 & \text{p inert in } K \\
1/(c\sqrt{-d}) & \text{p ramified in } K 
\end{cases},
\quad
|z_{\text{dR}}(y)| = \begin{cases} 
1 & \text{p inert in } K \\
1/(c\sqrt{-d}) & \text{p ramified in } K 
\end{cases},$$

and

$$|\theta(y_{\text{dR}})(y)| = \begin{cases} 
1 & \text{p inert in } K \\
1/2 & \text{p ramified in } K 
\end{cases}.$$

Moreover, we have that the numbers $a, b \in \mathbb{Q}$ defined as in (150) and (178), as well as the $p$-adic absolute value $|\theta(\Omega_p)(y)|$, are the same for any $y \in \mathcal{C}(\mathcal{O}_c)(\overline{K}_p, \mathcal{O}_{\overline{K}_p})$. In fact, for any $y, y' \in \mathcal{C}(\mathcal{O}_c)(\overline{K}_p, \mathcal{O}_{\overline{K}_p})$ we have

$$\theta(\Omega_p)(y)/\theta(\Omega_p)(y') \in \mathcal{O}_{K_p}^\times.$$
If $p > 2$ or $p$ is inert, we further have $b = 0$ and $|θ(Ω_p)(y)| = 1$ for any $y ∈ C(O_c)(K_p, O_{K_p})$.

Proof. Note that the $GL_2(\mathbb{Q}_p)$-action on $Y$ than the action of the local Hecke algebra $GL_2(\mathbb{Q}_p) ⊂ GL_2(\mathbb{A}_q)$. As discussed in the beginning of this section, using the embedding $i : A_K^× → GL_2(\mathbb{A}_q)$ from (241), the $A_K^×$-action on $C(O_c)$ acts through the Hecke action, and by the main theorem of complex multiplication this coincides with the Artin reciprocity map. This action of $A_K^×$ hence factors through the ray class group (over $K$ of conductor $p^∞$)

(243) $K^× \backslash A_K^×/\prod_{v < ∞, v | p} O_{K_v}^× \cdot C^×$,

which acts simply transitively on $C(O_c)$, and $O_{K_p}^×$ acts simply transitively on any geometric fiber of $C(O_c) → C(O_c)$ (and can be identified as the Galois group of any geometric fiber in $C(O_c) → C(O_c)$).

Now we can view (243) as

$Cℓ(O_c)O_{K_p}^×$

and through the Hecke (i.e. $GL_2(\mathbb{Q}_p)$)-action this acts simply transitively on the sublocus $C(O_c)(K_p, O_{K_p})$. Now the representatives of $Cℓ(O_c)$ can be chosen to be units at $p$, and so these representatives act trivially through the $GL_2(\mathbb{Q}_p)$-action and hence do not affect Hodge-Tate periods. So now to prove the Lemma, it suffices to show that for any single $y ∈ C(O_c)(K_p, O_{K_p})$ and any $g ∈ O_{K_p}^× ⊂ GL_2(\mathbb{Z}_p)$, that

$|z(y \cdot γ)| = |z(y)|, |zdR(y \cdot γ)| = |zdR(y)|, |θ(ydR(y \cdot γ)| = |θ(ydR)(y)|$.

For this, when $p$ is inert in $K$ fix any point $y = (A, α) ∈ C(K_p, O_{K_p})$. When $p$ is ramified, let $y = (A, α)$ be as in Proposition 5.3, the projection of $y$ along $Y → Y(Γ_1(N) ∩ Γ_0(N))$ gives rise to a point $(A, t, A[p])$ (i.e. a point in $C(O_c)(K_p, O_{K_p})$ because $α$ was chosen to be a rational canonical basis for the endomorphism $c√d ∈ O_c = End(A/F) = End(\hat{A}/F)$, the kernel of which is $A[p]$. Then by Propositons 5.3 and 5.5 we have

(244) $|z(y)| = \begin{cases} 1 & p \text{ inert in } K \\ |1/(c√d)| & p \text{ ramified in } K \end{cases}$

$|zdR(y)| = \begin{cases} 1 & p \text{ inert in } K \\ |1/(c√d)| & p \text{ ramified in } K \end{cases}$

$|θ(ydR)(y)| = \begin{cases} 1/2 & p \text{ inert in } K \\ 1 & p \text{ ramified in } K \end{cases}$

If $p$ is inert in $K$, then $y \cdot γ$ for any $γ ∈ O_{K_p}^×$ also falls under the purview of Proposition 5.5 and so we have that $y \cdot γ$ satisfies the same equations (244) as $y$ and the ratios of all the relevant periods associated with $y$ and $y \cdot γ$ are in $O_{K_p}^×$ and so we are done with the first part of the Proposition in this case.

If $p$ is ramified in $K$, then since $γ ∈ (O_{K_p}^× ∩ Γ_0(p)) = 1 + pO_{K_p} ⊂ GL_2(\mathbb{Z}_p)$ is induced by (241), we have

$γ = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$
for some \(a, b, c, d \in \mathbb{Z}_p\) necessarily with \(a \in \mathbb{Z}_p^\times\) (in order for \(\gamma\) to have determinant in \(\mathbb{Z}_p^\times\)) and \(c \in p\mathbb{Z}_p\). Hence by (35), (91) and (64) we have

\[
(245) \quad z(y \cdot \gamma) = \frac{dz(y) + b}{cz(y) + a}, \quad z_{\text{dr}}(y \cdot \gamma) = \frac{dz_{\text{dr}}(y) + b}{cz_{\text{dr}}(y) + a},
\]

\[
\theta(y_{\text{dr}})(y \cdot \gamma) = (c\theta(z_{\text{dr}})(y) + a)(b\theta(z)^{-1}(y) + d)(bc - ad)^{-1}\theta(y_{\text{dr}})(y).
\]

Moreover, since \(a \in \mathbb{Z}_p^\times\) and \(c \in p\mathbb{Z}_p\) we have

\[
|dz(y) + b| = |z(y)|, \quad |cz(y) + a| = 1, \quad |dz_{\text{dr}}(y) + b| = |z_{\text{dr}}(y)|, \quad |cz_{\text{dr}}(y) + a| = 1,
\]

and so

\[
(246) \quad |z(y \cdot \gamma)| = \frac{|dz(y) + b|}{|cz(y) + a|} = |z(y)|, \quad |z_{\text{dr}}(y \cdot \gamma)| = \frac{|dz_{\text{dr}}(y) + b|}{|cz_{\text{dr}}(y) + a|} = |z_{\text{dr}}(y)|,
\]

\[
|\theta(y_{\text{dr}})(y \cdot \gamma)| = |(c\theta(z_{\text{dr}})(y) + a)(b\theta(z)^{-1}(y) + d)(bc - ad)^{-1}\theta(y_{\text{dr}})(y)| = |\theta(y_{\text{dr}})(y)|.
\]

Recall from Proposition 5.3 that we have \(z(y), z_{\text{dr}}(y), \theta(y_{\text{dr}})(y) \in K_p^\times\). From (245) we see that \(z(y \cdot \gamma), z_{\text{dr}}(y \cdot \gamma), \theta(y_{\text{dr}})(y \cdot \gamma) \in K_p\) and furthermore from (246) we see that

\[
z(y)/z(y \cdot \gamma), z_{\text{dr}}(y)/z_{\text{dr}}(y \cdot \gamma), \theta(y_{\text{dr}})(y)/\theta(y_{\text{dr}})(y \cdot \gamma) \in \mathcal{O}_{K_p}^\times
\]

and so we have proven the first part of the Proposition in the ramified case.

Now we prove the second part of the Proposition. Letting \(y' = (A, \alpha)\) as before, we have by the above that \(|z_{\text{HT}}(y')| = |z(y)|, |z_{\text{dr}}(y')| = |z_{\text{dr}}(y)|, |\theta(y_{\text{dr}})(y')| = |\theta(y_{\text{dr}})(y)|\) for all \(y' \in \mathcal{C}(\mathcal{O})(K_p^{ab}, \mathcal{O}_{K_p}^{ab})\). Now applying the same arguments as in the proofs of the last parts of Propositions 5.3 and 5.5 we have proven the statement on \(a, b\).

Now we address the periods \(\theta(\Omega_p)(y)\). Letting \(y' = y \cdot \gamma\) as above, from Definition 3.26 we see that

\[
\omega_\text{can}(y') = (bc - ad)(cz_{\text{dr}}(y) + a)^{-1} \cdot \omega_\text{can}(y),
\]

whereas \(\omega_0 \in \Omega_{1/A/F}^{\text{can}}\) as in Definition 3.48,

\[
\omega_0 = \omega_0(y) = \omega_0(y').
\]

So now from Definition 3.48 we see that

\[
\Omega_p(y') = (bc - ad)^{-1}(cz_{\text{dr}}(y) + a) \cdot \Omega_p(y)
\]

which implies

\[
\theta_p(\Omega_p)(y') = (bc - ad)^{-1}(c\theta(z_{\text{dr}})(y) + a) \cdot \theta_p(\Omega_p)(y).
\]

Again, from (the proofs of) Propositions 5.3 and 5.5 we see that \(z_{\text{dr}}(y) \in K_p\) and so \(\theta(z_{\text{dr}})(y) \in K_p\) (since \(K_p \subset B_{\text{dr}}^\theta \to \mathbb{C}_p\) is the natural inclusion). Hence \(\theta(\Omega_p)(y)/\theta(\Omega_p)(y') \in K_p\). Now from Corollary 5.2 and the previous paragraph we have

\[
|\theta(\Omega_p)(y)| = |\theta(\Omega_p)(y')|.
\]

This, combined with \(\theta(\Omega_p)(y)/\theta(\Omega_p)(y') \in K_p\) implies \(\theta(\Omega_p)(y)/\theta(\Omega_p)(y') \in \mathcal{O}_{K_p}^\times\). Now we are done. \(\square\)
5.3. **Weights.** In this section, we slightly refine our study of the notion of weights for the operator \((p^b \theta_k)^j f\) (for \(b\) as in (178)), and apply it restrictions of sections to the closed adic subspaces \(V \subset \mathcal{Y}_x\) of the open affinoid subdomain \(\mathcal{Y}_x\) of \(\mathcal{Y}\). Recall our fixed embedding \(K \hookrightarrow M_2(\mathbb{Q})\) from (241), which induces an embedding \(\mathcal{O}_K \hookrightarrow M_2(\mathbb{Z}_p)\) and \(\mathcal{O}_K^x \hookrightarrow GL_2(\mathbb{Z}_p)\) in the case when \(p > 2\) or \(p\) is not inert in \(K\). In particular, one sees by the proof of Proposition 5.6 that for such embeddings, we have

\[
|cz_{dR}(y) + a| = 1
\]

for any

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma \subset GL(\mathbb{Z}_p)
\]

with \(\Gamma = 1 + p\mathcal{O}_K\) when \(p\) is ramified in \(K\), and \(\Gamma = \mathcal{O}_K^x\) when \(p\) is inert in \(K\).

Given a closed immersion of adic spaces \(i : V \hookrightarrow \mathcal{Y}_x\), let \(\mathcal{O}_V\) denote the pro´ etale structure sheaf on the adic space \(V\), with \(p\)-adic completion \(\hat{\mathcal{O}}_V\).

Henceforth, denote \(\hat{\mathcal{O}}_{\mathcal{Y}_x}|_V := i^{-1}\hat{\mathcal{O}}_V\) the restriction of \(\hat{\mathcal{O}}_{\mathcal{Y}_x}\) to \(V\).

Note that since \(\mathcal{Y}_x \subset \mathcal{Y}\) is an open affinoid subdomain, then \(\mathcal{Y}_x \subset \mathcal{Y}\) is a closed adic subspace, and so \(\mathcal{Y}_x^{\text{ord}} := \mathcal{Y}_x \cap \mathcal{Y}^{\text{ord}} \subset \mathcal{Y}_x\) is a closed adic subspace of \(\mathcal{Y}_x\).

**Definition 5.7.** Let \(\Gamma \subset GL(\mathcal{O}_K) = \mathcal{O}_K^x \subset GL_2(\mathbb{Z}_p)\), where \(V \subset \mathcal{Y}_x\) is an affinoid open or closed adic subspace, be a subgroup such that \(V \cdot \Gamma = \Gamma\). A section \(F \in \hat{\mathcal{O}}_{\mathcal{Y}_x}|_V\) if \(V \subset \mathcal{Y}_x\) is closed and \(\mathcal{O}_{\mathcal{Y}_x}(V)\) if \(V\) is open is said to have weight \(k\) for \(\Gamma\) on \(V\) if

\[
\left(\begin{array}{cc} a & b \\ c & d \end{array}\right) \ast F = (ad - bc)^{-k}(c\theta(z_{dR}|_V + a)^k F
\]

for all \(\left(\begin{array}{cc} a & b \\ c & d \end{array}\right) \in \Gamma\).

**Remark 5.8.** Note that if \(F \in \mathcal{O}_{\Delta,\mathcal{Y}_x}(\mathcal{Y}_x)\) is of weight \(k\) in the sense of Definition 3.45 for any subgroup \(\Gamma \subset GL_2(\mathbb{Z}_p)\), so that \(\mathcal{Y}_x^{\text{ss}} \cdot \Gamma = \mathcal{Y}_x^{\text{ss}}\), then \(\theta(F) \in \hat{\mathcal{O}}(\mathcal{Y}_x^{\text{ss}})\) is of weight \(k\) on \(\mathcal{Y}_x^{\text{ss}}\) for \(\Gamma\) in the sense of Definition 5.7. Moreover, if \(V \cdot \Gamma = V\) then \(\theta(F)|_V\) has weight \(k\) for \(\Gamma\) on \(V\).

**Proposition 5.9.** Suppose \(F \in \mathcal{O}_{\Delta,\mathcal{Y}_x}(\mathcal{Y}_x)\) has weight \(k\) for \(\Gamma \subset GL_2(\mathbb{Z}_p)\) in the sense of Definition 3.45, and suppose \(V \cdot \Gamma = V\). Then for any \(j \in \mathbb{Z}_{\geq 0}\), \(\theta^j F|_V\) has weight \(k + 2j\) for \(\Gamma\) on \(V\).

**Proof.** This follows immediately from Remark 5.8 and by Proposition 3.53.

**Proposition 5.10.** Suppose that \(F\) has weight \(k\) on \(\mathcal{Y}_x\) for a subgroup \(\Gamma \subset GL_2(\mathbb{Z}_p)\) as defined in Definition 3.45, and let \(V \subset \mathcal{Y}\) be an open affinoid subdomain or closed adic subspace \(V \cdot \Gamma = V\). Then the limit

\[
\lim_{m \to \infty} \theta^m F|_V
\]
exists for \( j_0 \in \mathbb{Z} \), then it has weight \( k + 2j_0 \) for \( \Gamma \) on \( V \).

**Proof.** Note first that \( |c \theta(z_{\text{dR}}) + a| = 1 \) by (247), and so
\[
\lim_{m \to \infty} (c \theta(z_{\text{dR}}) + a)^{j_0 + 2(j_0 + (p-1)p^m)} = (c \theta(z_{\text{dR}}) + a)^{k + 2j_0}.
\]

For any \((a \ b \ c \ d) \in \Gamma\), we compute, using Proposition 5.9, that
\[
\left(\begin{array}{cc}
    a & b \\
    c & d
\end{array}\right)^* \lim_{m \to \infty} \theta_k^{j_0 + (p-1)p^m} F|_V
= \lim_{m \to \infty} \left(\begin{array}{cc}
    a & b \\
    c & d
\end{array}\right)^* (c \theta(z_{\text{dR}}) + a)^{j_0 + 2(j_0 + (p-1)p^m)} \theta_k^{j_0 + (p-1)p^m} F|_V
= \lim_{m \to \infty} (ad - bc)^{k+2j_0 + 2(j_0 + (p-1)p^m)} \lim_{m \to \infty} (c \theta(z_{\text{dR}}) + a)^{j_0 + 2(j_0 + (p-1)p^m)} \lim_{m \to \infty} \theta_k^{j_0 + (p-1)p^m} F|_V
= (ad - bc)^{k+2j_0 + 2(j_0 + (p-1)p^m)} \lim_{m \to \infty} \theta_k^{j_0 + (p-1)p^m} F|_V.
\]

\[\square\]

5.4. **Construction of the \( p \)-adic \( L \)-function.** In this section, we construct our 1-variable anticyclotomic \( p \)-adic \( L \)-function attached to a given normalized eigenform (i.e. newform or normalized Eisenstein series). Again let \( w \in \omega_k^2(Y) \) correspond to a normalized new eigenform of level \( \Gamma_1(N) \) and weight \( k \) (where \( k \geq 0 \) is an integer) and of nebentype \( \epsilon \), as in the statement of Theorem 3.54. Note then that letting \( N_\epsilon \) denote the conductor of \( \epsilon \), we have \( N_\epsilon | N \).

5.5. **Preliminaries for the construction.** Retaining the notation of the previous section, let \( K/\mathbb{Q} \) denote an imaginary quadratic field with \( K = \mathbb{Q}(\sqrt{-d}) \) and \( d > 0 \) squarefree. Henceforth let \( d_K \) denote the fundamental discriminant of \( K \). We will make the following **Heegner hypothesis** for \( N \), namely

for each prime \( \ell | N \), we have \( \ell \) is split or ramified in \( K \), and if \( \ell^2 | N \) then \( \ell \) is split in \( K \).

We make the Heegner hypothesis primarily for convenience in this document, and plan to remove or weaken this assumption in forthcoming work. The Heegner hypothesis guarantees the existence of an integral ideal \( \mathfrak{N} \subset \mathcal{O}_K \) such that
\[
\mathcal{O}_K/\mathfrak{N} = \mathbb{Z}/N.
\]

We henceforth fix a choice of such an \( \mathfrak{N} \). Since \( N_\epsilon | N \), this determines an ideal \( \mathfrak{N}_\epsilon | \mathfrak{N} \) such that
\[
\mathcal{O}_K/\mathfrak{N}_\epsilon = \mathbb{Z}/N_\epsilon.
\]

Recall the fixed embedding \( i_p : \overline{\mathbb{Q}} \hookrightarrow \overline{\mathbb{Q}}_p \) (from (21)), which determines a \( p \)-adic completion \( K_p \hookrightarrow \overline{\mathbb{Q}}_p \) of \( K \). Let \( q \) denote the order of the residue field of \( \mathcal{O}_{K_p} \).
**Definition 5.11.** Henceforth, given a complex-valued Hecke character $\chi : \mathbb{A}_K^\times \rightarrow \mathbb{C}^\times$ (which we henceforth assume arises from an algebraic Hecke character of “type $A_0$” in Weil’s sense), we let $\tilde{\chi}$ denote its $p$-adic avatar. We let $f(\chi)$ denote the conductor of $\chi$.

We call a Hecke character $\chi$ over $K$ central critical with respect to $w$ if it is of infinity type $(k + j, -j)$ for $j \in \mathbb{Z}$ and if it satisfies the following compatibility of central characters:

$$\chi|_{\mathbb{A}_K^\times} = \epsilon^{-1}.$$

Let $N_K : \mathbb{A}_K^\times \rightarrow \mathbb{C}^\times$ denote the norm character normalized to have infinity type $(1, 1)$.

Let $\pi_w$ denote the unitary automorphic representation of $GL_2(\mathbb{A}_K)$ generated by $w$, and $\pi_{\chi^{-1}}$ the unitary automorphic representation of $GL_2(\mathbb{A}_K)$ generated by $\theta_{\chi^{-1}}$. Central criticality forces the automorphic representation $\pi_w \times \pi_{\chi^{-1}}$ to be self-dual, and the center of $L(\pi_w \times \pi_{\chi^{-1}}, s)$ the functional equation to be $s = 1/2$. The Heegner hypothesis implies that the local root number

$$\epsilon_\ell(\pi_w \times \pi_{\chi^{-1}}, 1/2) = \epsilon_\ell((\pi_w)_K \otimes \chi^{-1}, 1/2) = \prod_{v|\ell} \epsilon_v((\pi_w)_K \otimes \chi^{-1}, 1/2) = +1$$

for all rational primes $\ell$ and primes $v$ of $K$, where here $(\pi_w)_K$ denotes the base-change of $\pi_w$ to $K$. Hence we satisfy the Saito-Tunnell local conditions so that the period integrals, whose squares we eventually relate to $L$-values via a calculation of Waldspurger, which we interpolate are not a priori $0$. More precisely, we can view these period integrals as functionals on the (unitary) automorphic representation $(\pi_w)_K \times \chi^{-1}$ over $\mathbb{A}_K$ attached to the pair $(w, \chi^{-1})$, or in other words as elements of the restricted tensor product

$$\bigotimes_v \text{Hom}_{K_v}(\pi_w \otimes \chi, \mathbb{C}).$$

By the well-known theorem of Saito and Tunnell (see, for example, [33, Chapter 1, Theorem 1.3]), this space is of dimension less than or equal to $1$, and is of dimension $1$ if and only if the local root numbers $\epsilon_v(w, \chi^{-1}, 1/2) = +1$ for all finite places $v$ of $K$, and $\epsilon_\infty(w, \chi^{-1}, 1/2) = -1$. In particular, the global root number satisfies

$$\epsilon(w, \chi, 1/2) = -1.$$

**Example 5.12.** As an example a family of central critical characters $\{\chi_j\}$ with $\epsilon = 1$, we can take the character defined on ideals by

$$\chi_{-k/2+h_K wt}(a) = N_K(a)^{k/2}(\frac{a}{a})^{wt},$$

where $a \in K^\times$ is a generator of $a^{h_K}$, where $h_K = \#\mathcal{C}(\mathcal{O}_K)$ and $w = \#\mathcal{O}_K^\times/2$. (One can check that the value $\chi_j(a)$ does not depend on the choice of $a$.) Then letting $j = -k/2 + h_K wt$, $\chi_j$ gives rise to a Hecke character which is unramified at all finite places, and which has infinity type $(k + j, -j)$.

Let

$$\mathcal{O}_c := \mathbb{Z} + c\mathcal{O}_K \subset \mathcal{O}_K; \quad \hat{\mathcal{O}}_c^\times = \prod_{v|\infty}(\mathcal{O}_c \otimes \mathcal{O}_K \mathcal{O}_{K_v})^\times, \quad \hat{\mathcal{O}}_K^\times = \prod_{v|\infty} \mathcal{O}_{K_v}^\times,$$

$$\mathfrak{m}_c = \mathfrak{m} \cap \mathcal{O}_c, \quad \mathfrak{m}_{c,e} = \mathfrak{m}_e \cap \mathcal{O}_c.$$
Henceforth, as in \[1\] Section 4 and \[3\] Section 8.2, we say a Hecke character \( \phi : K^\times \setminus \mathbb{A}_K^\times \to \mathbb{C}^\times \) has finite type \((c, \mathfrak{N}, \epsilon)\) if we have \(c|f(\chi)|c\mathfrak{N}\) and
\[
\chi|_{\mathfrak{O}_c^\times} = \psi_c
\]
where here, \(\psi_c\) is the composition
\[
\hat{\mathcal{O}}_c^\times \to (\hat{\mathcal{O}}_c/(\mathfrak{M}_c, \hat{\mathcal{O}}_c))^\times = (\mathcal{O}_K/\mathfrak{M}_c)^\times = (\mathbb{Z}/N, \mathbb{Z})^\times \xrightarrow{\varepsilon^{-1}} \mathbb{C}^\times.
\]

One can check that each member of the family of examples in Example 5.12 has finite type \((c, \mathfrak{N}, 1)\) (in fact each member has finite type \((1, 1, 1)\)).

6. CONSTRUCTION OF THE CONTINUOUS \(p\)-ADIC \(L\)-FUNCTION

Let \(\Sigma\) denote the set of central critical characters \(\chi\) of \(K\)-infinity type \((k+j, -j)\), where \(j \in \mathbb{Z}\) and \(j \geq 0\) or \(-1 \geq j \geq 1-k\), and of finite type \((c, \mathfrak{N}, \epsilon)\), and which satisfy the following conditions on the local signs of the functional equation:
\[
\epsilon_\ell(w, \chi^{-1}) = +1 \quad \text{for all finite primes } \ell.
\]
Under our assumptions, this holds automatically except for \(\ell\) in the set
\[
S_w := \{ \ell : \ell|(N, d_K), \ell \nmid N_c \}.
\]

Let \(\Sigma_+ \subset \Sigma\) denote the subset of such \(\chi\) with \(j \geq 0\) and \(\Sigma_- = \Sigma \setminus \Sigma_+\). Then given \(\chi \in \Sigma_+\), \(\chi\) is central critical with respect to \(w\). Using Waldspurger’s calculation involving the Rankin-Selberg formula, we will interpolate (square roots of) central values \(L(\pi_w \times \pi_{(\chi\phi)^{-1}}, 1/2)\) when \(\chi \in \Sigma_+\). Let \(\hat{\Sigma} \subset \text{Hom}_{cts}(\Gamma^-, \mathcal{O}_c)\) denote the set of \(p\)-adic avatars of elements of \(\Sigma\), and similarly with \(\Sigma_+\) and \(\Sigma_-\). We consider \(\hat{\Sigma}\) as a subspace of the space \(\text{Fun}(A_K^{\times,(p\infty)}, \mathcal{O}_c)\) of functions \(A_K^{\times,(p\infty)} \to \mathcal{O}_c\) equipped with the uniform convergence topology. We let \(\hat{\Sigma}_+\) denote the closure of \(\hat{\Sigma}_+\) in \(\text{Fun}(A_K^{\times,(p\infty)}, \mathcal{O}_c)\). One can in fact show, using Example 5.12, that \(\hat{\Sigma}_- \subset \hat{\Sigma}_+\).

Henceforth, let \(h_c = \#\mathcal{C}(\mathcal{O}_c)\) and let \(\{a\}\) be a fixed full set of representatives of \(\mathcal{C}(\mathcal{O}_c)\) which are prime to \(p\mathfrak{N}\). Recall the Shimura action of the ideals \(\mathbb{P}^\mathfrak{N}\) of \(\mathcal{O}_c\) which are prime to \(\mathfrak{P}\mathfrak{N}\) on the set of elliptic curves \(A\) with CM by \(\mathcal{O}_c\):
\[
a \star A = A/A[a], \quad \pi_a : A \to A[a] = A
\]
as in Definition 3.49. Then \(\pi_a\) sends \(\Gamma_1(N)\)-level structures to \(\Gamma_1(N)\)-level structures and \(\Gamma(p\infty)\)-level structures to \(\Gamma(p\infty)\)-level structures, and so gives an action of \(\mathbb{P}^\mathfrak{N}\) on pairs \((A, t)\) and triples \((A, t, \alpha)\)
\[
a \star (A, t) = (a \star A, \pi_a(t)), \quad a \star (A, t, \alpha) = (a \star A, \pi_a(t), \pi_a(\alpha)).
\]
Given a differential \(\omega \in \Omega^1_{A/c_p}\), let \(\omega_a \in \Omega^1_\mathfrak{a}(A)\) be the unique differential such that
\[
\pi_a^* \omega_a = \omega.
\]
Now fix a CM elliptic curve \(A/H\), a \(\Gamma_1(N)\)-level structure \(t : \mathbb{Z}/N \xrightarrow{\sim} A[9]\) \(\subset A[N]\), and a \(\Gamma(p\infty)\)-level structure \(\alpha : \mathbb{Z}_{p^2}^{\oplus 2} \xrightarrow{\sim} T_p A\) for any \((A, \alpha) = (A, t, \alpha) \in \mathcal{Y}(\mathbb{C}_p, \mathcal{O}_c)\) above the point \((A, t) \in Y(\mathbb{C}_p, \mathcal{O}_c)\). Now write the pullback of the normalized eigenform \(w\) to \(\mathcal{Y}_x\) as
\[
w|_{\mathcal{Y}_x} = y^k_{\text{dR}} f \cdot \omega_{\text{can}}^k,
\]
where \(f \in \mathcal{O}(\mathcal{Y}_x)\). Let \((y^k_{\text{dR}} f)^\mathfrak{a}(q_{\text{dR}})\) be as in \[198\].
Recall the complex-analytic universal cover \( \mathcal{H}^+ \to Y \), where \( \mathcal{H}^+ \) denotes the complex upper half-plane, and write
\[
w|_{\mathcal{H}^+} = F \cdot (2\pi idz)^k
\]
where \( dz \) is induced by the standard holomorphic differential on \( \mathbb{C} \) via the uniformization of the universal elliptic curve \( \mathbb{C}/(\mathbb{Z} + \mathbb{Z} \tau) \).

Let \( \chi \in \Sigma_+ \) be a central critical character for \( w \) of infinity type \( (k+j, -j) \) where \( j \geq 0 \) and of finite type \( (c, \mathfrak{N}, \epsilon) \). We recall the classical result of Waldspurger relating the algebraic part of the central critical value
\[
L(F, \chi^{-1}, 0) := L((\pi_w)_K \times \chi^{-1}, 1/2)
\]
to the toric period, as explicitly calculated in our situation by Bertolini-Darmon-Prasanna.

**Theorem 6.1** (II Theorem 5.4). Let \( \chi \in \Sigma_+ \) be as above, and suppose that \( c \) and \( d_K \) are odd, and let \( w_K = \#O_K^x \). Then we have
\[
(248) \quad C(w, \chi, c) \cdot L(F, \chi^{-1}, 0) = \sigma(w, \chi) \cdot \left( \sum_{[a] \in \mathcal{C}(\mathcal{O}_c)} (w, N_K^j \chi)^{-1}(a) \delta_k^j F(a \ast (A, t)) \right)^2,
\]
where the representatives \( a \) of classes of \( \mathcal{C}(\mathcal{O}_c) \) are chosen to be prime to \( \mathfrak{N}_c \), and
\[
C(w, \chi, c) = \frac{1}{4\pi^{k+2j-1}} \Gamma(j + 1) \Gamma(k + j) w_k |d_K|^{1/2} \cdot c \cdot \text{vol}(\mathcal{O}_c)^{-(k+2j)} \cdot 2^{\#S_w} \cdot \prod_{\ell|c} \ell - \epsilon_K(\ell) \in \mathbb{C}^x
\]
and
\[
\sigma(w, \chi) \in \mathbb{C}^x, \quad |\sigma(w, \chi)| = 1,
\]
are constants depending on \( w, \chi \) and \( c \). (For a precise definition of \( \sigma(w, \chi) \), see (5.1.11) of loc. cit. and the discussion preceding it.) Here, we note that the sum \( (248) \) is well-defined (i.e., independent of the choice of representatives \( a \) of elements of \( \mathcal{C}(\mathcal{O}_c) \)) by the central-criticality and \( (c, \mathfrak{N}, \epsilon) \)-finite typeness of \( \chi \).

**Assumption 6.2.** Now let \( y = (A, \alpha) = (A, t, \alpha) \in \mathcal{C}(\mathcal{O})(\overline{K}_p, \mathcal{O}_{\overline{K}_p}) \) for \( \mathcal{C}(\mathcal{O}) \) as defined in Section 5.2. Hence \( \langle \alpha_1 \ (\text{mod} \ p) \rangle = A[p] \) if \( p \) is ramified in \( K \). (Recall that \( p \subset \mathcal{O}_K \) is the prime above \( p \).)

Then Theorem 3.54 along with Proposition 3.50, Proposition 5.6 and Proposition 5.5 (in the case when \( p = 2 \) is inert) establishes the equality of algebraic numbers
\[
(249) \quad i_{\infty}^{-1} \left( \frac{C(w, \chi, c) \sigma(w, \chi)^{-1}}{\Omega_{\mathcal{O}_c}^{2(k+2j)}} \cdot L(F, \chi^{-1}, 0) \right)
\]
\[
= i_p^{-1} \left( \frac{1}{p^b \theta \Omega_p(A, t, \alpha)^2} \right)^{k+2j} \cdot \left( \sum_{[a] \in \mathcal{C}(\mathcal{O}_K)} (N_K^j \chi)^{-1}(a) (p^b \theta_k^j)(y_{\text{dir}} f)(a \ast (A, t, \alpha)) \right)^2.
\]
We note that
\[ |p^b \Omega_p(A, t, \alpha)^2| = 1 \]
by Corollary 5.2.

Again the sum in the last line of (249) is well-defined, which is seen as follows. For any \( a \in K^\times \) which is prime to \( pc\mathfrak{N} \), if we change all representatives \( a \) to \( aa \), then using our previously fixed embeddings \( K^\times \hookrightarrow GL_2(\mathbb{Q}_p) \hookrightarrow GL_2(\mathbb{Q}_p) \) and invoking Proposition 3.46 we have
\[
(p^b \theta_k)^j(y^k_{dr}f)(aa \ast (A, t, \alpha)) = (p^b \theta_k)^j(y^k_{dr}f)(a \ast (A, t, \alpha \cdot a))
\]
(250)
\[
= a^{k+2j}e(a)(p^b \theta_k)^j(y^k_{dr}f)(a \ast (A, t, \alpha)).
\]
We also have
\[
(N^j_K \chi)^{-1}(aa) = a^{-(k+2j)}e^{-1}(a)(N^j_K \chi)^{-1}(a),
\]
since \( \chi \) has infinity type \((k+j, -j)\) and finite type \((c, \mathfrak{N}, e)\). This with (250) gives the desired invariance.

**Definition 6.3.** Recall that \( A/F \) is a fixed elliptic curve with CM by \( \mathcal{O}_c \subset \mathcal{O}_K \), and \((A, \alpha) = (A, t, \alpha)\) is chosen to be as in Assumptions 6.2. For this choice, we define the **anticyclotomic p-adic L-function attached to** \( w \) as a function
\[
\mathcal{L}_{p, \alpha}(w, \cdot) : \overline{\Sigma}_+ \to \mathbb{C}_p
\]
given by
\[
\mathcal{L}_{p, \alpha}(w, \chi) := \sum_{[a] \in \mathfrak{O}(\mathcal{O}_K)} (\tilde{N}^j_K \chi)^{-1}(a)(p^b \theta_k)^j((y^k_{dr}f)^{(q_{dr}))}(a \ast (A, t, \alpha))
\]
if \( \chi|_{\mathcal{O}_{K_p}}(x_p) = x_p^{k+j}\).

**Proposition 6.4.** The p-adic L-function \( \mathcal{L}_{p, \alpha}(w, \cdot) \) depends on the choice of \( \alpha \) in the fixed point \((A, t, \alpha) \in \mathcal{Y}(\mathbb{C}_p, \mathcal{O}_{\mathbb{C}_p}) \) as in Assumption 6.2 up to a continuous character \( \overline{\Sigma}_+ \to \mathcal{O}_{K_p}^\times \).

**Proof.** Let \((A, t, \alpha), (A, t, \alpha')\) be as in Assumption 6.2. Then we can write
\[
(A, t, \alpha') = (A, t, \alpha) \cdot \left( \begin{array}{cc} a & b \\ c & d \end{array} \right)
\]
for some \( \gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in GL_2(\mathbb{Z}_p) \). By Theorem 4.14 and Proposition 5.10 we see that
\[
((y^k_{dr}f)^{(q_{dr}))}(a \ast (A, t, \alpha) \cdot \gamma) = (bc - ad)^{-(k+2j)}(cz_{dr}(A, y, \alpha) + a)^{k+2j}(y^k_{dr}f)(a \ast (A, t, \alpha)).
\]
Now by Propositions 5.5 and 5.6, we see that
\[
(bc - ad)^{-(k+2j)}(cz_{dr}(A, y, \alpha) + a)^{k+2j} \in \mathcal{O}_{K_p}^\times
\]
and hence we have that
\[
\frac{\mathcal{L}_{p, \alpha'}(w, \cdot)}{\mathcal{L}_{p, \alpha}(w, \cdot)} : \overline{\Sigma}_+ \to \mathcal{O}_{K_p}^\times
\]
is a character given by
\[
\chi \mapsto (bc - ad)^{-(k+2j)}(cz_{dr}(A, y, \alpha) + a)^{k+2j} \]
if $\tilde{\chi}|_{\mathcal{O}_{K_p}^\times}(x_p) = x_p^{k+j_1}x_p^{-j_1}$.

**Theorem 6.5.**

$$L_{p,\alpha}(w, \cdot) : \overline{\Sigma}_+ \to \mathbb{C}_p$$

is a continuous function.

**Proof.** Let $\tilde{\chi}_1, \tilde{\chi}_2 \in \overline{\Sigma}_+$ with $\tilde{\chi}_i|_{\mathcal{O}_{K_p}^\times}(x_p) = x_p^{k+j_i}x_p^{-j_i}$ for $i = 1, 2$ and which satisfy

$$\tilde{\chi}_1(a) \equiv \tilde{\chi}_2(a) \pmod{p^m \mathcal{O}_p}$$

for $a \in \mathbb{A}_K^{x,(p\infty)}$. Then evaluating on idèles congruent with $1 \pmod{\mathfrak{m}}$, we see that

$$j_1 \equiv j_2 \pmod{(p-1)p^{m-1}}.$$ Now the continuity of $L_{p,\alpha}(w, \cdot)$ follows from the continuity statements in Theorem 4.14. \hfill \square

**6.1. Interpolation.** We have the following “approximate interpolation property” for $L_{p,\alpha}(w, \cdot)$. Here we make the assumption that $d_K$ is odd in order to use Theorem 6.1, though we expect to remove this assumption in the future.

**Theorem 6.6.** Suppose that the fundamental discriminant $d_K$ is odd, and suppose $\{\chi_j\} \subset \Sigma_+$ is a sequence of algebraic Hecke characters where $\chi_j$ has infinity type $(k+j_1, -j_1)$, such that $\tilde{\chi}_j \to \tilde{\chi}$ in $\overline{\Sigma}_+ \setminus \hat{\Sigma}_+$. Then we have

$$L_{p,\alpha}(w, \tilde{\chi})^2 = \lim_{\tilde{\chi}_j \to \tilde{\chi}} \left( \frac{1}{p^t\theta(\Omega_p)(A, t, \alpha)^2} \right)^{k+2j_1} \left( \frac{C(w, \chi_j, c)\sigma(w, \chi_j)^{-1}}{\Omega_{\infty}(A, t)^{2(k+2j_1)}} \cdot L(F, \chi_j^{-1}, 0) \right).$$

**Proof.** This follows immediately from (249) and Theorem 4.14 (in particular, from (202)). \hfill \square

**Remark 6.7.** One can show that the Euler factor at $p$ which one usually removes from the $L$-value in a $p$-adic interpolation formula is constant for the $L$-values $L(F, \chi_j^{-1}, 0)$. Hence it is possible that the terms in the right-hand side of the limit in (251) form a $p$-adically continuous function. One strategy to address this, which is part of forthcoming work, is to base-change to a degree 4 CM extension where the unique prime above $p$ in the maximal totally real field (a real quadratic field) splits in the CM extension. In this case one can construct an analytic anticyclotomic $p$-adic $L$-function with the usual $p$-adic interpolation property, using Serre-Tate coordinates. In particular, it interpolates $L$-values and their quadratic twists whose limits give rise, as in (251), to a product of our anticyclotomic $p$-adic $L$-function times some constant Euler factors. Hence values of the product of our $p$-adic $L$-function and a quadratic twist are specializations of an analytic function, from which one may draw conclusions regarding the continuity questions raised above.
6.2. The $p$-adic Waldspurger formula. Retain the notation and setting of the earlier part of this chapter. In particular $p \nmid N$, $(c, N) = 1$, $N$ satisfies the Heegner hypothesis with respect to $K$ which determined an ideal $\mathfrak{N}|N$, and $A$ was a fixed elliptic curve with CM by $O_c$ and $\Gamma_1(N)$-level structure $t$ determined by the cyclic ideal $\mathfrak{N}$. We have the following special value formula (Theorem 6.8) in the case when $k = 2$. We view this as analogous to the $p$-adic Waldspurger formulas of [1] and [20] in the case where $p$ is inert or ramified in $K$. For the Eisenstein case, we view this formula as an analogue of the “$p$-adic Kronecker limit formula” in [21] Chapter X. In fact our approach can be used to recover these special value formulas, using the fact that the $q_{\text{dr}}$-expansion recovers the Serre-Tate expansion (Theorem 3.30) on the cover $\mathcal{Y}^g \to Y^{\text{ord}}$ and Theorem 3.55.

As before, let $w$ be a weight $k = 2$ normalized $\Gamma_1(N)$-new eigenform with nebentype $\epsilon$. In this section, we will briefly consider compactified modular curves $X(\Gamma) = Y(\Gamma)$, where we recall that $Y(\Gamma)$ is the modular curve associated with a finite-index subgroup $\Gamma \subset SL_2(\mathbb{Z})$. Recall $\epsilon$ as defined in [210], and let

$$X(N, p^n, \epsilon) = X(\Gamma_1(N) \cap \Gamma(p^n) \cap \Gamma(p^{n+\epsilon})), \quad J(N, p^n, \epsilon) := \text{Jac}(X(N, p^n, \epsilon)).$$

Then let

$$h_n : X(N, p^n, \epsilon) \to J(N, p^n, \epsilon)$$

denote the (analyitification of the usual algebraic) Abel-Jacobi map over $\mathbb{Q}$, sending the cusp at infinity $(\infty) \mapsto 0$. Thus $w = h_0^* \omega$ where $\omega = g(q) dq/q \in \Omega_1^{\text{New}}(N, p^n, \epsilon)/\mathbb{Q}$ and $g(q) = \sum_{n=0}^{\infty} a_n q^n$ is the $q$-expansion of $w$. Then the $p$-stabilization $w^b$ as in (176) satisfies $h_2^* \omega^b = w^b$ where $\omega^b = g^b(q) dq/q \in \Omega_1^{\text{New}}(N, p^n, \epsilon)/\mathbb{Q}$ and $g^b(q) = \sum_{n=0}^{\infty} a_n q^n$ is the $q$-expansion of $w^b$, viewed as a form of level $\Gamma_1(N) \cap \Gamma(p^2)$; it is an old eigenform. Let

$$\log_{w^b} : J(N, p^2, \epsilon) (\mathbb{C}_p, \mathcal{O}_{\mathbb{C}_p}) \to \mathbb{C}_p$$

be the formal logarithm attached to $\omega^b$, obtained by integrating the $q$-expansion $g^b(q) dq/q$ in the residue disc containing the origin, specifying that it takes the value 0 at the origin, and then extending linearly. From its $q$-expansion, we see that $\log_{w^b}$ is rigid on the residue disc containing the origin and hence extends uniquely via linearity to a locally analytic function on all of $J(N, p^2, \epsilon)$. Pulling back by $h_2^*$, we have a locally analytic function

$$\log_{w^b} := h_2^* \log_{w^b} : X(N, p^2, \epsilon)(\mathbb{C}_p, \mathcal{O}_{\mathbb{C}_p}) \to \mathbb{C}_p.$$ 

We know from [20, Proposition A.0.1] that $\log_{w^b}$ is a Coleman primitive of $w^b$.

Let $H_c$ denote the ring class field attached to $O_c$, and for $1 \leq r \leq \infty$ let $H_c(p^r)$ denote the compositum of $H_c$ and the ray class field $K(p^r)$ of conductor $p^r$, viewed as an extension of $H_c$ (recall $p \nmid c$). Then

$$\text{Gal}(H_c(p^r)/K) \cong \mathcal{C}(O_c) \times \left( \mathcal{O}_{K_p}^\times / (1 + p^r \mathcal{O}_{K_p}) \right).$$

Then let $K_{p^r}/K$ denote the abelian extension corresponding to the quotient of Galois groups

$$\text{Gal}(H_c(p^r)/K) / \text{Gal}(H_c/K) \cong \mathcal{O}_{K_p}^\times / (1 + p^r \mathcal{O}_{K_p}).$$

Now fix $(A, t, \alpha) \in \mathcal{C}(K_{p^r}, \mathcal{O}_{K_p})$ as in Assumption 6.2 (note that by Proposition 5.5 and Theorem 4.14 that $b = 0$ for all $(A, t, \alpha) \in \mathcal{C}(K_{p^r}, \mathcal{O}_{K_p})$). Given a point $P \in X(N, p^n)(\mathbb{C}_p, \mathcal{O}_{\mathbb{C}_p})$,
let \([P]\) denote its associated divisor. Let \(\chi : \mathcal{C}(\mathcal{O}_c) \to \overline{\mathbb{Q}}^\times\) be a character. In the notation of Definition 4.4, define a Heegner point

\[
P_{K,\alpha}(\chi) = \sum_{[a] \in \mathcal{C}(\mathcal{O}_c)} \chi^{-1}([a])([a \ast (A, t, (\alpha_1 \mod p^{2+\varepsilon}), \alpha_2 \mod p^{2})] - [(\infty)])
\]

\[\in J(N, p^2, \varepsilon)(H_c[p^2])^\chi\]

where \(J(N, p^2, \varepsilon)(H_c[p^2])^\chi\) denotes the \(\chi\)-isotypic component of the action of the group \(\text{Gal}(H_c[p^2]/K[p^2]) \cong \text{Gal}(H_c/K)\). Note that the trace of the above Heegner point

\[
P_K(\chi) := \sum_{\sigma \in \text{Gal}(K_{p^2}/K)} P_{K,\sigma}^\alpha \in J(N, p^2, \varepsilon)(H_c)\]

where \(J(N, p^2, \varepsilon)(H_c)^\chi\) denotes the \(\chi\)-isotypic component of the action \(\text{Gal}(H_c/K)\). We note that when \(\chi = 1\), we have \(P_{K,\alpha}(1) \in J(N, p^2, \varepsilon)(K_{p^2})\) and also \(P_K(1) \in J(N, p^2, \varepsilon)(K)\).

**Theorem 6.8 (“\(p\)-adic Waldspurger formula”).** Assume that \(p > 2\) or \(p\) is inert in \(K\). Let \((A, t, \alpha) \in \mathcal{C}(K_{p^2}, \mathcal{O}_{K_{p^2}}) = \mathcal{C}(K_{p}^{ab}, \mathcal{O}_{K_{p}^{ab}})\) (we recall the last equality follows from the theory of CM). We have, for any ring class character \(\chi : \mathcal{C}(\mathcal{O}_c) \to \overline{\mathbb{Q}}^\times\)

\[
\mathcal{L}_{p,\alpha}(w, \tilde{\mathbb{N}}_K \chi) = \begin{cases} 
\frac{1}{p^{r(p-1)}} \log_w P_K(\chi) & \text{ if } p \text{ is inert in } K \\
\frac{1}{p^{r(p-1)}} \log_w P_K(\chi) & \text{ if } p \text{ is ramified in } K
\end{cases}
\]

In particular, if \(\mathcal{L}_{p,\alpha}(w, \tilde{\mathbb{N}}_K \chi) \neq 0\), then \(P_K(\chi)\) projects via a modular parametrization to a non-torsion point in \(A_w(H_c)^{\chi}\), where \(A_w/\mathbb{Q}\) is the \(GL_2\)-type abelian variety associated uniquely up to isogeny with \(w\).

**Proof.** We need to slightly refine the statement of Theorem 4.14. Recall the \(q_{\text{dr}}\)-expansion map from Definition 4.4

\[
(252) \quad \mathcal{O}_{\mathcal{Y}_x} \hookrightarrow \hat{\mathcal{O}}_{\mathcal{Y}_x}[q_{\text{dr}} - 1]
\]

which is an injective map of pro-étale sheaves. Letting \(y = (A, t, \alpha)\) as in the statement, and recall that we have \(b = 0\) in this situation, by Proposition 5.5 and Theorem 4.14, from Lemma 4.13, we have

\[
(253) \quad (y^2_{\text{dr}} f)_y \in \hat{\mathcal{O}}_{\mathcal{Y}, y}[q_{\text{dr}} - 1][1/p].
\]

Localizing (252), we have

\[
(252) \quad (y^2_{\text{dr}} f)_y \in \mathcal{O}_{\mathcal{Y}, y} = \lim_{\mathcal{V} \to \mathcal{U} \ni y} \hat{\mathcal{O}}_{\mathcal{Y}, y}(\mathcal{V})[q_{\text{dr}} - 1]
\]

where \(\mathcal{V} \to \mathcal{U} \ni y\) runs over pro-étale open neighborhoods of \(y\), where \(\mathcal{U} \subset \mathcal{Y}_x\) is a rational open set. In particular, by (253), there is some pro-étale open neighborhood of \(y\) \(\mathcal{V} \to \mathcal{U} \ni y\), where \(\mathcal{U} \subset \mathcal{Y}_x\) is a rational open set, such that

\[
(254) \quad (y^2_{\text{dr}} f)|_{\mathcal{V}} \in \hat{\mathcal{O}}_{\mathcal{V}}[q_{\text{dr}} - 1][1/p].
\]

In fact, since \(y^2_{\text{dr}} f \in \mathcal{O}_{\Delta, \mathcal{Y}_x}\), and in particular is a section defined on \(\mathcal{Y}_x\), we have that (254) descends down to \(\mathcal{U} \subset \mathcal{Y}_x\), i.e.

\[
(255) \quad (y^2_{\text{dr}} f)|_{\mathcal{U}} \in \hat{\mathcal{O}}_{\mathcal{U}}[q_{\text{dr}} - 1][1/p].
\]
Now consider $U^{ss} := U \cap Y^{ss}$, which is affinoid since it is the intersection of two affinoids (recall $Y = \{ z \neq 0 \}$, which is evidently affinoid, and $U$ is a rational open and so is affinoid); note that $y \in U^{ss}(\mathbb{C}, \mathcal{O}_{\mathbb{C}})$ still, since $y \in Y^{ss}(\mathbb{C}, \mathcal{O}_{\mathbb{C}})$. Now consider the open subdomain

$$U' := U^{ss} \cap \{ |\theta(y_{\text{dR}})/z| < p^{1/p-1} \}$$

and we note that $y \in U'$ since $p > 2$ by Proposition 5.6. Then we can take the restriction

$$(y_{\text{dR}}^2 f)_{\mid U} \in \hat{O}_{Y}^+(U')[[q_{\text{dR}} - 1]]^1/p$$

from (255). In fact, we will show

$$\theta^j_k(y_{\text{dR}}^2 f)_{\mid U} \in \hat{O}_{Y}^+(U')[[q_{\text{dR}} - 1]]^1/p$$

for any $j \in \mathbb{Z}_{>0}$, and moreover

$$\theta^j_k(y_{\text{dR}}^2 f)^{(q_{\text{dR}})}_{\mid U} \in \hat{O}(U')$$

for any $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p$, as follows. Let $r \in \mathbb{Q}$ such that

$$p^r(y_{\text{dR}}^2 f)_{\mid U} \in \hat{O}_{Y}^+(U')[[q_{\text{dR}} - 1]].$$

Clearly

$$\left( \frac{q_{\text{dR}}d}{dq_{\text{dR}}} \right)^j (p^r y_{\text{dR}}^2 f)_{\mid U} \in \hat{O}_{Y}^+(U')[[q_{\text{dR}} - 1]]$$

by an easy computation. Moreover, on $U'$ we have

$$\left| c_i(j) \left( \frac{\theta(y_{\text{dR}})}{z} \right)^i \right| \leq 1$$

for all $i \gg 0$, since $i | c_i(j)$ and $|i!| \to p^{-1/(p-1)}$ as $i \to \infty$ in $\mathbb{Z}_{>0}$. In particular, from (195) (recalling $b = 0$ in our situation) we see that for some $s \in \mathbb{Q}$ we have

(256) $$\theta^j_k(p^{r+s} y_{\text{dR}}^2 f)_{\mid U} \in \hat{O}_{Y}^+(U')$$

for all $j \in \mathbb{Z}_{>0}$. Moreover, one sees that

$$\lim_{m \to \infty} \theta^{j_0 + p^m(p-1)}(p^{r+s} y_{\text{dR}}^2 f)_{\mid U} \to \theta^{j_0}(p^{r+s} y_{\text{dR}}^2 f)^{(q_{\text{dR}})}_{\mid U}$$

in $\hat{O}_{Y}^+(U')$, which in particular implies that

(257) $$\theta^j_k(p^{r+s} y_{\text{dR}}^2 f)^{(q_{\text{dR}})}_{\mid U} \in \hat{O}_{Y}^+(U')$$

for all $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p$.

Now we examine the $GL_2(\mathbb{Z}_p)$ action on the above sections. Let

$$\Gamma_0(p^r) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2(\mathbb{Z}_p) : c \equiv 0 \pmod{p^r} \right\}$$

consider the open subdomain of $Y$

$$U_0(p) = U' \cdot \Gamma_0(p) = \bigcup_{\gamma \in \Gamma_0(p)} U' \cdot \gamma.$$
We claim that $\theta^j_k(y^2_{\text{dr}}f)|_{U'}$ extends to $U'_0(p)$ for all $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p$, which we see as follows. For any $\begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(p)$, by Proposition 3.58 we have

$$\gamma^* \left( \theta^j_k(y^2_{\text{dr}}f)|_{U'} \right) = (bc - ad)^{-(2+2j)}(c\theta(z_{\text{dr}}) + a)^{2+2j}\theta^j_k(y^2_{\text{dr}}f)|_{U'}$$

and so

$$\gamma^* \left( \theta^j_k(y^2_{\text{dr}}f)|_{U'} \right) = 1$$

for all $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p$ by the definition of $U'$. Hence, from (256) and (257), we have that

$$\theta^j_k(p^{r+s}y^2_{\text{dr}}f)|_{U'_0(p)} \in \hat{O}_Y^+(U'_0(p))$$

for all $j \in \mathbb{Z}_{\geq 0}$ and

$$\theta^j_k(p^{r+s}y^2_{\text{dr}}f)|_{U'_0(p)} \in \hat{O}_Y^+(U'_0(p))$$

for all $j \in \mathbb{Z}_{\geq 0}$. In fact from (258), we see that

$$\theta^j_k(p^{r+s}y^2_{\text{dr}}f)|_{U'_0(p)} \in \hat{O}_Y^+(U'_0(p))$$

for all $j \in \mathbb{Z}_{\geq 0}$ and

$$\theta^j_k(p^{r+s}y^2_{\text{dr}}f)|_{U'_0(p)} \in \hat{O}_Y^+(U'_0(p))$$

has weight $2 + 2j$ for $\Gamma_0(p)$ on $U'_0(p)$ (in the sense of Definition 3.52) for any $j \in \mathbb{Z}_{\geq 0}$, and

$$\theta^j_k(p^{r+s}y^2_{\text{dr}}f)|_{U'_0(p)} \in \hat{O}_Y^+(U'_0(p))$$

has weight $2 + 2j$ for $\Gamma_0(p)$ on $U'_0(p)$ for any $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p$.

Now we consider the closed subspace $\mathcal{Y}^\text{Gk}$ in $\mathcal{Y}_x$, recall that $\mathcal{Y}^\text{Gk} \to \mathcal{Y}^\text{ord}$ is a $\mathbb{Z}_p^\times \times \mathbb{Z}_p^\times$-proétale covering, and on this subspace the restrictions $\theta^j_2(y^2_{\text{dr}}f)|_{\mathcal{Y}^\text{Gk}}$ and $\theta^j_2(y^2_{\text{dr}}f)|_{\mathcal{Y}^\text{Gk}}$ as defined in Section 5.3. By Proposition 5.9, we have that

$$\theta^j_2(y^2_{\text{dr}}f)|_{\mathcal{Y}^\text{Gk}}$$

has weight $2 + 2j$ for $\mathcal{Y}^\text{Gk}$ (in the sense of Definition 5.7) for all $j \in \mathbb{Z}_{\geq 0}$, and

$$\theta^j_2(y^2_{\text{dr}}f)|_{\mathcal{Y}^\text{Gk}}$$

has weight $2 + 2j$ for $\mathcal{Y}^\text{Gk}$ for all $j \in \mathbb{Z}/(p-1) \times \mathbb{Z}_p$.

Now consider the adic subspace $\mathcal{Y}^\text{Gk} \sqcup U'_0(p)$ (where this is a disjoint union by the construction of $U'$). Then we have the section

$$\theta^{-1}_k(p^{r+s}y^2_{\text{dr}}f)|_{\mathcal{Y}^\text{Gk} \sqcup U'_0(p)} \in \hat{O}_{\mathcal{Y}^\text{Gk}}(\mathcal{Y}^\text{Gk}) \times \hat{O}_{\mathcal{Y}^\text{Gk}}(\mathcal{Y}^\text{Gk})$$

which is of weight 0 for $\mathbb{Z}_p^\times \times \mathbb{Z}_p^\times$ on $\mathcal{Y}^\text{Gk}$, and of weight 0 for $\Gamma_0(p)$ on $U'_0(p)$. Recall the projection

$$\lambda_{\Gamma_0(p)} : \mathcal{Y} \to \mathcal{Y}(\Gamma_0(p)),$$

and let

$$U'_0(p) = \lambda_{\Gamma_0(p)}(U'_0(p)),$$

and let $Y^\text{Gk}_0(p) = \lambda_{\Gamma_0(p)}(\mathcal{Y}^\text{Gk})$; we note that we have a natural section $Y \to Y(\Gamma_0(p))$ for the natural projection $\rho : Y(\Gamma_0(p)) \to Y(GL_2(\mathbb{Z}_p)) = Y$, which is moreover an open immersion, given by the canonical subgroup, which gives a canonical rigid-analytic (and hence adic) identification $Y^\text{ord} \cong Y^\text{Gk}_0(p)$. Moreover, the Galois group of $\mathcal{Y}^\text{Gk} \to Y^\text{Gk}_0(p) \cong Y^\text{ord}$ is $\Gamma_0(p)$.
are rigid, and that we hence see that which implies by rigidity, since which is what we wanted to show.

We know that

\[ (259) \quad G|_{Y_0^{Ig}(p)} = \log_w|_{Y_0^{Ig}(p)} \]

by Theorems 3.15, 4.7, and 4.14. Hence applying the exterior differential

\[ d: \hat{O}_Y(Γ_0(p)) → \hat{O}_Y(Γ_0(p)) \otimes \mathcal{O}_Y(Γ_0(p)) \Omega^1_{Y(Γ_0(p))} \]

we hence see that

\[ dG ∈ \hat{O}_Y(Γ_0(p)) → \hat{O}_Y(Γ_0(p)) \otimes \mathcal{O}_Y(Γ_0(p)) \Omega^1_{Y(Γ_0(p))}(Y_0^{Ig}(p) \sqcup U'_0(p)) \]

is rigid, and that

\[ dG|_{Y_0^{Ig}(p)} = w^b|_{Y_0^{Ig}(p)} \]

which implies by rigidity, since \( Y_0^{Ig}(p) \subset Y(Γ_0(p)) \) is open (admissible) affinoid, that

\[ dG = w^b. \]

Now by uniqueness of Coleman integration ([26] Proposition A.0.1], or more specifically [7, Corollary 2.1c]), by (259) we have

\[ (260) \quad G = \log_w|_{Y_0^{Ig}(p) \sqcup U'_0(p)} \]

Now we apply the entire above argument to \( y = a*(A, t, α) \), for any \( a \subset \mathcal{O}_c \) prime to \( p \mathfrak{N} \). Now by Definition 6.3, we have

\[ (261) \quad \mathcal{L}_{p, α}(w, \bar{N}_K χ) \overset{(260)}{=} \log_w P_{K, α}(χ). \]

Now we claim that for any \( γ ∈ \mathcal{O}_K^\times \subset GL_2(\mathbb{Z}_p) \), letting \( (A, α') = (A, α) \cdot γ \), we have

\[ (262) \quad \mathcal{L}_{p, α}(w, \bar{N}_K χ) = \mathcal{L}_{p, α'}(w, \bar{N}_K χ). \]

But this follows directly from Proposition 6.4 and Theorem 251 for \( j = -1 \).

Applying this to a set of \( α_i \) such that \( \{α' \mod p^2\}_{i=1}^{\# Gal(K_{p^2}/K)} = \{α^σ\}_{σ ∈ Gal(K_{p^2}/K)} \), where one observes

\[ \# Gal(K_{p^2}/K) = \begin{cases} p^2(p^2 - 1) & \text{p is inert in } K \\ p^3(p - 1) & \text{p is ramified in } K \end{cases} \]

then from (261) and (262) we have

\[ (263) \quad \mathcal{L}_{p, α}(w, \bar{N}_K χ) \overset{(261)}{=} \log_w P_{K, α}(χ) \overset{(262)}{=} \frac{1}{\# Gal(K_{p^2}/K)} \log_w P_{K}(χ) \]

which is what we wanted to show.

Now for the final statement of the Theorem, we note that \( ω^b \), viewed as a form on \( Y(Γ_0(p^2, ε)) \) is in the same Hecke isotypic component as that of \( ω \), which is a new eigenform on \( Y \), outside of the prime \( p \). Hence \( P_K(χ) ∈ J(N, p^2, ε)(Hc)^χ \) is non-trivial in the
old part of the Eichler-Shimura decomposition corresponding to the new eigenform \( \omega \) from level \( \Gamma_1(N) \). This latter component is isomorphic to the direct product of some number of copies of \( A_\omega(H_c)^{\chi} \). Hence, given the nonvanishing of (263), we see that \( P_K(\chi) \) projects to a non-trivial point in this latter group, and hence projects non-trivially into some copy of \( A_\omega(H_c)^{\chi} \).

\[ \square \]
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