Abstract

Different from most state-of-the-art (SOTA) algorithms that use static and uniform sampling methods with a lot of hypothesis planes to get fine depth sampling, in this paper, we propose a free-moving hypothesis plane method for dynamic and non-uniform sampling in a wide depth range to build the cost volume, which not only greatly reduces the number of planes but also finers sampling, for both of reducing computational cost and improving accuracy, named Non-Uniform Cost Volume. We present the SuperMVS network to implement Multi-View Stereo with Non-Uniform Cost Volume. SuperMVS is a coarse-to-fine framework with four cascade stages. It can output higher resolution and accurate depth map. Our SuperMVS achieves the SOTA results with low memory, low runtime, and fewer planes on the DTU datasets and Tanks & Temples dataset.

1. Introduction

3D reconstruction from multiple images is one of the important problems in Computer Vision and Geometry. It is widely used in Autopilot, Smart City, Robot, and AR/VR. In the 3D reconstruction, Multi-view Stereo (MVS) is an indispensable step. It converts into a 3D model from multiple pictures with camera parameters. Recently, some MVS methods based on Deep Learning have also achieved good performance in 3D reconstruction.

Learning-based MVS algorithms [23] [9] [21] [22] [5], build the 3D Cost Volume to estimation depth. However, the 3D Cost Volume needs more planes subdivision the hypothesis range for higher precision depth sampling, leading to high memory and computational cost. Such as MVS-Net [23] and R-MVSNet [24] using 256 and 512 planes for sampling the depth, their large cost volume makes optimizations take much memory and computational cost. Follow-up methods like CasMVSNet [9] and UCS-Net [23] use cascade architecture for coarse-to-fine the depth to reduce the number of planes to 48 and 64 planes. They can output a higher-resolution depth map with low memory and runtime. Therefore, reducing the number of planes is the key to reduce memory and runtime. However, how do we achieve higher accuracy with fewer planes?

In this paper, we propose a novel Non-Uniform Cost Volume method where plane moves freely in the depth range for dynamic and non-uniform sampling to build the cost volume. We notice that most algorithms use a uniform method for sampling, which require a sufficient number of planes to cover the entire depth range. The minimum depth units of uniform sampling \( \Delta d = \frac{\Delta R}{\text{planes}} \) depends on the number of planes, larger planes requiring to the higher fine sampling and more memory of cost volume \( h \times w \times \text{planes} \). The CNNs do not have long-range attention. Most planes are redundant, which near the ground truth are valid. Our method is free to move most planes around the ground truth and make nearby sampling finer to achieve higher accuracy with a fewer number of planes. In Fig. 1, the interval between the plane of uniform sampling is static and uniform. But in our method, it is dynamic and non-uniform. Our method is more efficient than uniform sampling at the same number of planes, with a higher density of planes distributed around the ground truth.

We present the SuperMVS network with our Non-
Uniform Cost Volume method for Multi-View Stereo, which is a coarse-to-fine framework with four stages. To establish an efficient non-uniform sampling distribution, we propose SampleNet in the SuperMVS. The SampleNet makes the plane move freely in a wide depth sampling range to predict more accurate sampling. SuperMVS can output high resolution and high precision depth maps with low memory and runtime compared with other algorithms. We also achieve the state-of-the-art result on the DTU dataset [1] and Tanks & Temples dataset [14].

2. Method

Fig. 2 shows the architecture of SuperMVS. In this section, we describe the forward propagation process of SuperMVS. In Sec. 2.1, we introduce the multi-scale cascade structure for feature extraction. In Sec. 2.2, we build non-uniform cost volume with the non-uniform sampling. In Sec. 2.3, we talk about how to regularize the non-uniform cost volume by 3D CNN to predict the depth and loss function.

The task of SuperMVS is to input N images and camera parameters, and output the depth map \( L_k \). For simplicity, denote reference image \( I_1 \), source images \( \{ I_i \}_{i=2}^N \), and camera intrinsic and extrinsic matrices \( \{ K_i, T_i \}_{i=1}^N \).

2.1. Feature Extraction

This module is to extract N images as feature maps \( \{ F_{1,i}, F_{2,i}, F_{3,i}, F_{4,i} \} \) with the resolution of \( \frac{H}{8} \times \frac{W}{8}, \frac{H}{4} \times \frac{W}{4}, \frac{H}{2} \times \frac{W}{2} \) and \( H \times W \). We build a multi-scale feature extraction module based on U-Net [17], which includes the part of encoder and decoder. The encoder uses stride 2 convolution for downsampling, and the decoder uses stride 2 deconvolution for upsampling. Each convolution or deconvolution is followed by BN [11] and ReLU [2]. The low-scale features from the encoder are merged by the concatenation operation. The multi-scale feature extraction structure not only extracts more advanced features, but also reduces computational consumption. By fusing features of different scales in the decoder part, the redundant features can be reduced, thereby capturing more detailed features. In our model, the channels of four stage \( \{ C_1, C_2, C_3, C_4 \} \) are \{64, 32, 16, 8\}.

2.2. Non-Uniform Cost Volume

Homography Wrapping. We use differentiable homography warping, from the feature map \( \{ F_{1,i}, F_{2,i}, F_{3,i}, F_{4,i} \}_{i=2}^N \) of source views warping to the feature map \( \{ F_{1,1}, F_{2,1}, F_{3,1}, F_{4,1} \} \) of the reference view, to construct the cost volume. The coordinate mapping relationship between different views is determined by homography:

\[
H_i(d) = K_1 T_i T_i^{-1} K_1^{-1}
\]

We can find the pixel coordinate \((x, y)\) and depth \(d\) of the reference views between each source view by the homography.

Non-Uniform Sampling. Assume that the depth range is \([d_{min}, d_{max}]\), the maximum depth sampling range is \(\Delta R = [d_{max} - d_{min}]\). The number of hypothesis planes for sampling in hypothesis range \(\Delta R_k\) at \(k\)-th stage is \(D_k\),
When the standard deviation $\Delta$ is calculated from the normalized standard deviation: 

$$
\Delta S_k = \frac{\sum_{j=0}^{D_k/2} \Delta d_{k,j}}{\sum_{j=0}^{D_k/2} \Delta d_{k,j}}.
$$

When the standard deviation $\sqrt{(\hat{L}_{k-1} - L_{k-1})^2}$ limit to 0, it means that all planes are distributed around the depth maps $\hat{L}_{k-1}$. The depth map $L_{k-1}$ and reference view $I_1$ can also regularize the sampling distribution. In our experiments, SampleNet can well couple the relationship between them. There is difference in the contribution to the accuracy, $\Delta S_{k-1}$ and $L_{k-1}$ contributes the most. It will be discussed in Sec. 3.4.

From the sampling distribution $P_k$, we have all the inter-

terval between the plane $\Delta d_k$:

$$
\Delta d_k = P_k \cdot \Delta R_k,
$$

and the sampling depth of $j$-th plane $L_{k,j}$ based on the pre-

vious estimate is:

$$
L_{k,j} = \hat{L}_{k-1} - \frac{\sum_{j=0}^{D_k/2} \Delta d_{k,j} + \sum_{j=0}^{D_k/2} \Delta d_{k,j}}{2} + \sum_{j=0}^{D_k/2} \Delta d_{k,j} \quad \text{for } j = 0, 1, \ldots, D_k.
$$

Specially, $-\frac{\sum_{j=0}^{D_k/2} \Delta d_{k,j} + \sum_{j=0}^{D_k/2} \Delta d_{k,j}}{2}$ makes the previous depth in the center of all planes which is important for coarse-to-fine at next stage and training.

**SampleNet With Image Patches.** SampleNet (See Fig.3) uses the two PatchConv blocks, which consists of two residual blocks [10] with inputing the image patches. Why do we use patches as input in SampleNet? We have tried CNN, MLP and Swin Transformer [15] as the SampleNet, but the performance of CNN and MLP is not so good as that of the Swin Transform. The planes of CNN and MLP are distributed at both ends of the depth range. Only Swin Transformer satisfies our distribution requirements, which is distributed around the ground truth. We guess it is because the input of the Swin Transformer is the image patches. The Swin Transformer is too heavy, and we replace its window attention modules by convolution, which greatly improves the performance. There is no good global sampling distribution for whole input, but there is a better local distribution on local patches. In our experiments, we set the patches size to $8$ and the channels to $32$ in the SampleNet. We also add position encoding $\otimes$ to the input and output to represent hypothesis planes at different positions. Because the input is the patches, the sampling module is extremely low in computation and runtime, which is discussed in Sec. 3.4.

**Non-Uniform Cost Volume.** We get the depth $L_{k,j}$ of the reference view by the non-uniform sample. Then the depth $d$ of pixel coordinates $(x, y)$ is $L_{k,j}(x, y)$, using the homography $H_i(d)$ to wrap the feature map $F_{i,k}$ of the multiple source views, build the non-uniform cost volume $\Delta C_{k,j}$.

### 2.3. Depth Map and Loss Function

The 3D CNN is U-Net with the 3D convolution, but the skip connections are added. In the encoder, we downsample the input resolution form $H \times W$ to $\frac{H}{2} \times \frac{W}{2}$ and the decoder back to the input resolution by upsampling. The output layers, followed by SoftMax, output the depth probability $P_{k,j}$.

We use the 3D CNN to regularize the 3D cost volume $\Delta C_{k,j}$ to get the depth probability $P_{k,j}$. The depth map $\hat{L}_k$ of $k$-th stage is:

$$
\hat{L}_k = \sum_j L_{k,j} \cdot P_{k,j}.
$$

For supervised learning our SuperMVS, we use four
smooth L1 losses [8] to build the loss function:

$$
L = \sum_{k=1}^{N} \lambda_k \cdot \text{smooth}_{L1}(\hat{L}_k - L^\text{gt}_k),
$$

where $\lambda_1 = 0.25$, $\lambda_2 = 0.5$, $\lambda_3 = 1$, $\lambda_4 = 2$ and the $L^\text{gt}_k$ is the ground truth of $k$-th stage.

### 3. Experiments

We evaluate our method on DTU and Tanks & Temples datasets. And compare it with other state-of-the-art algorithms at performance, memory and runtime. We also discuss the contribution of the Non-Uniform Cost Volume to the model.

#### 3.1. Datasets

The DTU dataset [1] is a large-scale indoor MVS dataset with 124 different scenes. It includes images with different views and lighting, camera parameters and depth maps. It also provides the 3D point cloud data for all scenes. We use it to train, test and validate the model. The dataset split is the same as that in other methods defined at [12]. The Tanks & Temples dataset [14] consists of realistic indoor and outdoor scenes. It divided intermediate and advanced datasets. In our work, we train the SuperMVS on DTU training set, then test it on the DTU evaluation set and the intermediate set of Tanks & Temples dataset.

#### 3.2. Implementation

We set the images resolution to $[H = 512, W = 640]$ and the number of input images to $N = 5$. The number of hypothesis plane is $D_1 = 48$, $D_2 = 16$, $D_3 = 8$ and $D_4 = 8$. The scale of hypothesis range is $R_2 = 0.38$, $R_3 = 0.16$ and $R_4 = 0.04$. All stages use our non-uniform sampling method to build the cost volume, except for the first stage use the uniform sampling at $\Delta R$ for initialize the depth. We implement our model with Pytorch [16] and train it on 2 x Nvidia RTX 3090 GPUs with batch size of 4 per GPU. We employ the Adam [13] optimizer with an initial learning rate 0.0016 to train for 26 epoch, where the learning rate schedule is divided by 2 every two epochs starting from 10th epoch.

#### 3.3. Benchmark Performance

| Method      | Acc (mm) | Comp. (mm) | Overall (mm) | Mem (GB) | Runtime (s) | Planes |
|-------------|----------|------------|--------------|----------|--------------|--------|
| FaSI [7]    | 0.811    | 0.804      | 4.9          | -        | -            | -      |
| Tels [20]   | 0.342    | 1.190      | 0.766        | -        | -            | -      |
| Comp [7]    | 0.815    | 0.554      | 0.655        | -        | -            | -      |
| Gupma [7]   | 0.283    | 0.673      | 0.578        | -        | -            | -      |
| Colmap [15] | 0.400    | 0.864      | 0.432        | -        | -            | -      |
| Scan12 [12] | 0.450    | 0.840      | 0.745        | -        | -            | -      |
| MVSNet [23] | 0.396    | 0.527      | 0.462        | >8       | -            | 256    |
| Point-MVSNet [4] | 0.383    | 0.452      | 0.417        | 6.7      | 3.72         | 512    |
| Fast-MVSNet [15] | 0.342    | 0.411      | 0.376        | >8       | -            | 96     |
| CasMVSNet [9] | 0.325    | 0.385      | 0.355        | >6.6     | 0.76         | 48     |
| CVF-MVSNet [12] | 0.296    | 0.406      | 0.351        | >8       | -            | 98     |
| UCS-Net [5] | 0.338    | 0.548      | 0.344        | 6.9      | 0.84         | 64     |
| Ours        | 0.319    | 0.293      | 0.320        | >5.4     | 0.51         | 16     |

Table 1. Quantitative results on DTU’s evaluation set [1] (lower is better).

**Evaluation on the DTU dataset.** We evaluate our method on the DTU testing set. The resolution of input images is $[H = 1152, W = 1600]$ and the depth range is $[425mm, 935mm]$. The resolution of output depth map is equal to input. We reconstruct the point cloud by fusing the depth, to calculate the accuracy, completeness and overall metrics by the MATLAB evaluate code sourced from the DTU dataset. For a fair comparison, the GPU Mem and Runtime of all methods are run on Nvidia RTX 3070 with 8GB.

We compare our results with other state-of-the-art of learning-based methods as the baseline in Table.1. It is worth noting that most of them use the uniform sampling method in the table. Our method outperforms other algorithms on completeness and overall. We also list the number of planes set by different algorithms when the cost volume resolution is $\frac{H}{4} \times \frac{W}{4} \times planes$. We can see that the number of planes directly affects the accuracy, memory and...
Table 2. Quantitative results of F-scores (higher means better) on Tanks & Temples.

| Method            | Mean | Family | Francis | Horse | Lighthouse | M60 | Panther | Playground | Train |
|-------------------|------|--------|---------|-------|------------|-----|---------|------------|-------|
| MVSNet [23]       | 56.90| 56.39  | 52.51   | 55.36 | 58.17      | 57.43| 47.54   | 48.32      | 54.78 |
| Ours              | 55.38| 73.75  | 54.19   | 45.19 | 56.90      | 55.53| 56.11   | 54.02      | 58.17 |

Table 3. Quantitative results on DTU’s evaluation set [1] with the different number of views N. We training our model with uniform sampling (US) method and non-uniform sampling (NUS) method.

| N     | US | NUS | Acc. (mm) | Comp. (mm) | Overall (mm) | Mem. (GB) | Runtime (s) |
|-------|----|-----|-----------|------------|--------------|-----------|------------|
| 5     | ✓  | ✓   | 0.357     | 0.314      | 0.339        | 5.41      | 0.43       |
| 5     | ✓  | ✓   | 0.357     | 0.314      | 0.339        | 5.41      | 0.43       |
| 6     | ✓  | ✓   | 0.357     | 0.314      | 0.339        | 5.41      | 0.43       |
| 7     | ✓  | ✓   | 0.357     | 0.314      | 0.339        | 5.41      | 0.43       |

Table 4. Quantitative results on the Scan9 of DTU’s evaluation set [1] with the different input of SampleNet.

Non-uniform Sampling Vs. Uniform Sampling. In order to fully illustrate the superiority of our non-uniform sampling (NUS) method, we replace it in SuperMVS with uniform sampling (US), train with the same training strategy as the baseline. Table 4 shows that the precision of our method (NUS) is better than the US, and this verifies the effectiveness of NUS. It should be pointed out that our SuperMVS can still outperform UCS-Net and CasMVSNet without NUS at completeness and overall. Comparing memory and runtime between them, we can also find that our SampleNet occupies almost negligible memory and runtime, and the running time is 20ms.

Input Contribution. Table 3 shows the effect of different inputs on accuracy in SampleNet. The reference view $I_1$ has the least impact on accuracy. The Sample Cost $\Delta S_{k-1}$ and the depth map $L_{k-1}$ have the greatest impact on accuracy. It shows that they are necessary to establish the correct sampling distribution.

4. Conclusion

This paper presents a novel dynamic and non-uniform sampling method with fewer free-moving planes for 3D cost volume. We build the SuperMVS for Multi-View Stereo to achieve the purpose of low memory, low runtime and higher accuracy. We achieve the state-of-the-art performance on multiple datasets to verify our method's effectiveness. In the future, we plan to extend the method for other applications and combine position encoding with 2D convolution instead of 3D convolution regularization for the 3D Cost Volume.
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