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ABSTRACT
Starting from a variational formulation, we present a model for image segmentation that employs both region statistics and edge information. This combination allows for improved flexibility, making the proposed model suitable to process a wider class of images than purely region-based and edge-based models. We perform several simulations with real images that attest to the versatility of the model. We also show another set of experiments on images with certain pathologies that suggest opportunities for improvement.
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1. Introduction

In the last 30 years, beginning with the seminal works of Kass, Witkin, and Terzopoulos (1988), and Mumford and Shah (1989), an ever-increasing number of variational and partial differential equation (PDE) based methods (often termed Deformable models or Active Contours) for image segmentation have been proposed. The basic idea is to overlay a contour over the given image and evolve it so that it stops at the boundaries of relevant objects present in the image. This is typically accomplished by minimizing some kind of energy functional. Many other classical (non-PDE) approaches to the problem such as thresholding and local filtering (see e.g. Gonzalez, Woods, and Eddins (2004)) have also been introduced. However, the problem of segmenting an image is still open as there is no unifying theory within the field with methods capable of attacking every image (Marques, 2011, p. 367). Our goal is to propose an image segmentation scheme that is able to segment two very important classes of images: piecewise constant images, and inhomogeneous images which appear quite frequently in the medical sciences (Demirkaya, Asyali, and Sahoo, 2009; Farag, 2014).

In what follows $\Omega$ represents a bounded and open subset of the plane $\mathbb{R}^2$. The grayscale image $I: \Omega \to \mathbb{R}$ is realized as a bounded real valued function defined on $\Omega$. In image processing tasks such as image segmentation $\Omega$ (along with its boundary) is typically a rectangle $[0,a] \times [0,b]$, and $I$ is a discrete function taking values from 0 to 255. The number $I(x,y)$ is called the grayscale or intensity of $I$ at the pixel...
Figure 1. Composition of a bimodal image. Foreground (in color), background, and the boundary ω (in blue) separating the two regions. A segmentation is obtained as C approaches ω.

\[ \mathbf{x} = (x, y) \in \Omega. \]  

By \( C = C(q, t) : [0, 1] \times [0, \infty) \to \Omega \) we denote a smooth family of closed planar curves where \( q \) parameterizes the curve \( C(\cdot, t) \) and \( t \) parameterizes the family.

2. Model Formulation

2.1. Prior Models

To obtain a variational model for image segmentation a reasonable assumption about the composition of the image to be segmented is required. In Yezzi, Tsai, and Willsky (1999) (see also Yezzi, Tsai, and Willsky (2002)) it is assumed that \( I \) is bimodal; that is, the image consists of two regions, foreground and background, with respective constant intensities \( \iota_1, \iota_2 \), with \( \iota_1 \neq \iota_2 \). Let \( \mu_1, \mu_2 \) be, respectively, the mean intensity of \( I \) inside and outside \( C(\cdot, t) \). Then

\[ \mu_1 = \mu_1(x, \Omega) = \frac{1}{|\Omega|} \int_{\Omega} I(x) \, dx, \]  

\[ \mu_2 = \mu_2(x, \Omega) = \frac{1}{|\Omega^c|} \int_{\Omega^c} I(x) \, dx, \]  

\[ |\Omega| = \int_{\Omega} dx, \]  

where \( \Omega \) is the interior of \( C(\cdot, t) \), and \( \Omega^c \) its exterior. Let \( \omega \) represent the ideal boundary separating the background and foreground regions in \( I \) (see Figure 1). Clearly, as \( C \) approaches the unknown boundary \( \omega \) the absolute difference of the dynamic means \( \mu_1, \mu_2 \) increases and gets closer to the absolute difference of the region intensities \( \iota_1, \iota_2 \). In symbols,

\[ |\mu_1 - \mu_2| \to |\iota_1 - \iota_2| \text{ as } C \to \omega. \]  

Therefore, \( C \) gives a separation of the foreground and background regions according to the ‘distance’ separating their respective means. Based on this analysis, the following variational formulation is proposed (see Yezzi et al. (1999)):
Figure 2. Incorrect segmentation using separation of means. The evolving curve is attracted to the brightest regions in the image.

\[
\sup E = \sup (\mu_1 - \mu_2)^2,
\]

where the sup is taken over all admissible deformations of the curve \( C \) on \( W^{1,2}(\Omega) = \{ C \in L^2(\Omega); \nabla C \in L^2(\Omega) \} \). We call this model the Mean Separation (MS) model as in Lankton and Tannenbaum (2008). When the images are not bimodal, however, model (4) is not effective for segmentation of more general images (see Figure 2).

2.2. Formulation

To extend the capabilities of model (4) to a larger class of images we incorporate an edge function \( g \) to augment its scope for boundary detection. We thus propose the following energy for object detection:

\[
\hat{E}(\mathbf{x}, \Omega) = -\frac{1}{2} g(\mathbf{x})(\mu_1 - \mu_2)^2
\]

where \( \mu_1, \mu_2 \) are as in equations (1a) and (1b). We expect the (possibly local) minima of (5) to attract evolving curves toward object boundaries. We say this model is a hybrid model because it uses two kinds of forces—those exerted by the region features embedded in the separation of the means \( \mu_1 \) and \( \mu_2 \), and forces due to the edge function \( g \) that pins down the contours to salient discontinuities. To further strengthen (5) we add a regularization term (Tikhonov and Arsenin (1977))

\[
L = \oint_C ds
\]

which is a boundary integral that exerts control over \( C \) to have minimal arc length. We do so via a Lagrange multiplier \( \lambda > 0 \) which controls the influence of the regularizing effects of (6). The resulting model is

\[
E(\mathbf{x}, \Omega) = -\frac{1}{2} g(\mathbf{x}) (\mu_1 - \mu_2)^2 + \lambda \oint_{\partial \Omega} ds.
\]
To obtain an evolution PDE we must compute the velocity field of (7). We do this next.

### 2.2.1. Model Velocity Field

To implement our model for image segmentation we obtain the velocity field of (7). This can be done in either of two ways. One is the classical approach: convert region integrals to line integrals invoking solutions of Poisson’s equation with Dirichlet conditions with an application of Green’s theorem. The other (more modern) alternative is to obtain the velocity field from the region functionals directly using shape derivation methods (see Aubert, Michel, Faugeras, and Jehan-Besson (2003) and references therein). We proceed with the former approach and remark that the latter has interest in its own right. The region integrals in (7) are of the form

\[
F(\Omega) = \int_{\Omega} f(x, \Omega) \, dx
\]

where \(f\) is a scalar function and \(\Omega\) is an open, regular and bounded subset of \(\mathbb{R}^n\) with boundary \(\partial \Omega\). We prove the following result.

**Lemma 2.1.** Let \(\Omega\) be a bounded open set with regular boundary \(\partial \Omega\). Let \(f : \partial \Omega \to \mathbb{R}\) be continuous and \(u\) the unique solution of Poisson’s equation:

\[
\begin{align*}
-\Delta u &= f \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

The following identity holds:

\[
\int_{\Omega} f(x, \Omega) \, dx = \int_{\partial \Omega} \nabla u \cdot \vec{N} \, ds,
\]

where \(\vec{N}\) is the unit normal to \(\partial \Omega\).

**Proof.** If \(u\) is as in the hypothesis, then we have

\[
\int_{\Omega} f(x, \Omega) \, dx = -\int_{\Omega} \Delta u \, dx = \int_{\partial \Omega} \nabla u \cdot \vec{N} \, ds.
\]

The first equality follows by (9) inside \(\Omega\), and the second by Green’s theorem. The proof is complete.

**Computation of the Gateaux derivative**

With the region integrals in (7) converted into line integrals, we next compute its Gateaux derivative, from which the velocity field will follow. We prove the more general result for functional (8).

**Theorem 2.2.** The Gateaux derivative of (8) is

\[
F'(\Omega) = -\int_0^1 C_t \cdot f \vec{N} \, ds = -\int_0^1 C_t(q) \cdot f(C(q)) \vec{N} \, ds.
\]
Note that $F'$ does not depend on $u$, but on the original integrand of functional (8).

**Proof.** By Lemma 2.1 we have

$$
\int_{\Omega} f(x, \Omega) \, dx = \int_{\partial\Omega} \nabla u \cdot \vec{N} \, ds. \tag{11}
$$

Explicitly the gradient (column) vector field of $u$ is

$$
\nabla u = \langle u_x, u_y \rangle^T, \tag{12}
$$

and the inward unit normal vector $\vec{N}$ to $\partial\Omega$ is

$$
\vec{N} = \frac{\langle -y_q, x_q \rangle^T}{\|C_q\|}. \tag{13}
$$

Substituting (12) and (13) in (11) we get

$$
\int_{\Omega} f(x, \Omega) \, dx = \int_{\partial\Omega} \nabla u \cdot \vec{N} \, dq = \int_0^1 (u_y x_q - u_x y_q) \, dq. \tag{14}
$$

Differentiating with respect to $t$ gives

$$
F'(\Omega) = \frac{d}{dt} F(\Omega) = \int_0^1 \frac{d}{dt} (u_y x_q - u_x y_q) \, dq
= \int_0^1 (x_q \nabla u_y \cdot C_t + u_y x_q t - (y_q \nabla u_x \cdot C_t + u_x y_q t)) \, dq
= \int_0^1 ((x_q \nabla u_y - y_q \nabla u_x) \cdot C_t + \langle u_y, -u_x \rangle \cdot C_q) \, dq. \tag{15}
$$

Integrating the second term of the last equation above by parts, one has

$$
F'(\Omega) = \int_0^1 (x_q \nabla u_y - y_q \nabla u_x - (\nabla u_y \cdot C_q, -\nabla u_x \cdot C_q)^T) \cdot C_t \, dq
= \int_0^1 ((u_{xx} + u_{yy}) \langle -y_q, x_q \rangle^T) \cdot C_t \, dq
= \int_0^1 (\Delta u \vec{N} \|C_q\|) \cdot C_t \, dq. \tag{16}
$$

The hypothesis of Lemma 2.1, $\Delta u = -f$, and the fact that $ds = \|C_q\|dq$ verifies the claim. The proof is complete.

We now compute the Gateaux derivative of energy (7). Its first term is the region functional to which Theorem 2.2 applies. The derivative of the second term is standard and given by

$$
L'(t) = -\int_0^{L(t)} C_1 \cdot \kappa \vec{N} \, ds, \tag{17}
$$

1We use $\vec{V}^T = \langle a, b \rangle^T$ to denote the transpose of the row vector $\vec{V}$. 
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where $\kappa$ is the mean curvature at each pixel $x$ of $C$. Consider now the region dependent term of (7):

$$R(x, \Omega) = - \frac{1}{2} g(x) (\mu_1 - \mu_2)^2, \quad (18)$$

where the region functionals are embedded in the means $\mu_1, \mu_2$ of equation (1). The Gateaux derivative of (18) is

$$R'(x, \Omega) = - \frac{1}{2} g(x) \frac{d}{dt}(\mu_1 - \mu_2)^2 = g(x)(\mu_2 - \mu_1) \frac{d}{dt}(\mu_1 - \mu_2) = g(x)(\mu_2 - \mu_1)(\frac{d}{dt}\mu_1 - \frac{d}{dt}\mu_2) \quad (19)$$

where we have used the chain rule and the fact that $g = g(I(x))$ does not change with time. The problem has been reduced to computing the derivatives of $\mu_1$ and $\mu_2$. We consider each individually beginning with $\mu_1$:

$$\frac{d}{dt}\mu_1 = \frac{d}{dt} \left( \int_{\Omega} I(x) \, dx \right) = \int_{\Omega} dx \frac{d}{dt} \left( \int_{\Omega} I(x) \, dx \right) - \frac{d}{dt} \left( \int_{\Omega} I(x) \, dx \right) \int_{\Omega} I(x) \, dx \quad (20)$$

By Theorem 2.2 $\frac{d}{dt} \left( \int_{\Omega} I(x) \, dx \right) = - \int_{0}^{1} C_t \cdot I\vec{N} \, ds$ and $\frac{d}{dt} \left( \int_{\Omega^c} I(x) \, dx \right) = - \int_{0}^{1} C_t \cdot \vec{N} \, ds$. Also, to simplify notation, we write $|\Omega|$ for $\int_{\Omega} I(x) \, dx$. Substituting these expressions in (20) we get

$$\frac{d}{dt}\mu_1 = \int_{0}^{1} C_t \cdot \vec{N} \, ds \int_{\Omega} I(x) \, dx - |\Omega| \int_{0}^{1} C_t \cdot I\vec{N} \, ds \quad (21)$$

For $\mu_2 = \int_{\Omega^c} I(x) \, dx / \int_{\Omega^c} dx$, we note that the inner normal vector to $\Omega^c$ is $-\vec{N}$. Its Gateaux derivative is computed in similar fashion:

$$\frac{d}{dt}\mu_2 = \int_{0}^{1} C_t \cdot \frac{I - \mu_2}{|\Omega^c|} \vec{N} \, ds. \quad (22)$$

Finally, using (21) and (22) in (19) results (after some rearranging) in:

$$R'(x, \Omega) = - \int_{0}^{1} C_t \cdot g(x)(\mu_2 - \mu_1) \left( \frac{I - \mu_1}{|\Omega|} + \frac{I - \mu_2}{|\Omega^c|} \right) \vec{N} \, ds, \quad (23)$$
and adding (17) and (23) we arrive at the Gateaux derivative for the proposed model:

\[ E'(x, \Omega) = - \int_0^1 C_t \cdot \left[ g(x)(\mu_2 - \mu_1) \left( \frac{I - \mu_1}{|\Omega|} + \frac{I - \mu_2}{|\Omega^c|} \right) + \lambda \kappa \right] \vec{N} ds. \]  (24)

From the Gateaux derivative we immediately obtain the associated Euler equation. Starting from an initial curve \( C(x, 0) = C_0 \) the steepest descent method gives the following evolution equation for minima of (7):

\[ C_t = g(x)(\mu_2 - \mu_1) \left( \frac{I - \mu_1}{|\Omega|} + \frac{I - \mu_2}{|\Omega^c|} \right) \vec{N} + \lambda \kappa \vec{N}. \]  (25)

We expect the steady state of (25) to provide meaningful image partitions taking advantage of both edge and statistical information.

3. Numerical Implementation

We use the standard level set method of Osher and Sethian (1988) for the numerical implementation of the model. We do not go into much detail for this derivation; we refer interested readers to Evans and Spruck (1991) for a formal analysis and justification of the technique. Let \( C \) be represented by the zero level set of the embedding curve \( v: \mathbb{R}^2 \rightarrow \mathbb{R} \).

Then

\[ \nabla v \cdot C_t + v_t = 0. \]  (26)

Using (25) in (26) along with \( \vec{N} = -\nabla v/\|\nabla v\| \) we obtain the evolution of \( C \) in terms of the level sets of \( v \):

\[
\begin{align*}
v_t &= -\nabla v \cdot C_t \\
&= \nabla v \cdot \left( g(x)(\mu_2 - \mu_1) \left( \frac{I - \mu_1}{|\Omega|} + \frac{I - \mu_2}{|\Omega^c|} \right) + \lambda \kappa \right) \frac{\nabla v}{\|\nabla v\|} \\
&= \left( g(x)(\mu_2 - \mu_1) \left( \frac{I - \mu_1}{|\Omega|} + \frac{I - \mu_2}{|\Omega^c|} \right) + \lambda \kappa \right) \|\nabla v\|.
\end{align*}
\]

In terms of \( v \) the curvature \( \kappa \) of \( C \) is given by \( \kappa = \text{div}(\nabla v/\|\nabla v\|) \). Using this in the above equation we arrive at the level set evolution model for the solution of problem (17):

\[
\begin{align*}
\begin{cases}
v_t &= \left[ g(x)(\mu_2 - \mu_1) \left( \frac{I - \mu_1}{|\Omega|} + \frac{I - \mu_2}{|\Omega^c|} \right) + \lambda \text{div} \left( \frac{\nabla v}{\|\nabla v\|} \right) \right] \|\nabla v\| \\
\frac{\partial v}{\partial \vec{N}} &= 0 \text{ on } \partial \Omega \quad \text{(Neumann boundary condition)} \\
v(x, 0) &= v_0(x) \quad \text{(initial curve)}
\end{cases}
\end{align*}
\]  (27)

Equation (27) gives the evolution of all the levels sets of \( v \). However, we are only interested in the zero level set which represents \( C_t \). For our purposes it is sufficient to only consider pixels \( x \) in a small neighborhood (strip or band) of the zero level
set. Aiming for computational efficiency, we implement localized techniques known as narrowband methods. We refer the interested reader to references [Adalsteinsson and Sethian 1995; Sethian 1999, 2001] for details. For the discretization of (27) we employ forward differences for the time derivatives and central differences for the spatial derivatives at interior pixels and forward/backward differences for pixels at the left/right boundary accordingly. For the curvature $\kappa$ we have

$$\kappa = \text{div} \left( \frac{\nabla v}{\|\nabla v\|} \right) = \frac{v_{xx} v_y^2 - 2v_{xy} v_x v_y + v_{yy} v_x^2}{(v_x^2 + v_y^2)^{3/2}},$$

so approximations to the second order partial derivatives $v_{xx}$, $v_{yy}$, and $v_{xy}$ are needed for the approximation of $\kappa$. Let $h$ represent the spatial step size on either direction. From Taylor’s theorem we have the following expansions:

$$v(x + h, y) = v(x, y) + h v_x(x, y) + \frac{h^2 v_{xx}(x, y)}{2} + \frac{h^3 v_{xxx}(x, y)}{6} + O(h^4) \quad (28)$$

$$v(x - h, y) = v(x, y) - h v_x(x, y) + \frac{h^2 v_{xx}(x, y)}{2} - \frac{h^3 v_{xxx}(x, y)}{6} + O(h^4) \quad (29)$$

Adding (28) and (29) yields

$$v(x + h, y) + v(x - h, y) = 2v(x, y) + h^2 v_{xx}(x, y) + O(h^4) \quad (30)$$

and solving for $v_{xx}$ gives the second order accurate formula

$$v_{xx}(x, y) \approx \frac{v_{i+1,j} - 2v_{ij} + v_{i-1,j}}{h^2} \quad (31)$$

which can be written using subindex notation as

$$v_{xx}^{n}_{ij} \approx \frac{v_{i+1,j}^{n} - 2v_{ij}^{n} + v_{i-1,j}^{n}}{h^2} \quad (32)$$

for every iteration $n$ and interior pixel $(ih, jh) = (i, j)$. Similarly for $v_{yy}$ we get

$$v_{yy}^{n}_{ij} \approx \frac{v_{i,j+1}^{n} - 2v_{ij}^{n} + v_{i,j-1}^{n}}{h^2}. \quad (33)$$

The second order mixed partial derivative $v_{xy}$ requires more work. Refer to Figure 3. At the four ‘corner’ neighbors $v(x + h, y + h), v(x - h, y - h), v(x - h, y + h)$, and $v(x + h, y - h)$ we have the following expansions:

$$-v(x + h, y + h) = - (v(x, y) + h(v_x(x, y) + v_y(x, y)) + \frac{h^2(v_{xx}(x, y) + v_{yy}(x, y))}{2} + h^2 v_{xy}(x, y)) + \ldots \quad (34)$$
Figure 3. $3 \times 3$ neighborhood of pixel $(i, j)$. Corner neighbors are used for approximating mixed second order derivatives.

\[
-v(x - h, y - h) = - (v(x, y) - h(v_x(x, y) + v_y(x, y)) + \frac{h^2(v_{xx}(x, y) + v_{yy}(x, y))}{2} + h^2 v_{xy}(x, y)) + \ldots
\]

\[
v(x + h, y - h) = v(x, y) + h(v_x(x, y) - v_y(x, y)) + \frac{h^2(v_{xx}(x, y) + v_{yy}(x, y))}{2} - h^2 v_{xy}(x, y) + \ldots
\]

\[
v(x - h, y + h) = v(x, y) - h(v_x(x, y) - v_y(x, y)) + \frac{h^2(v_{xx}(x, y) + v_{yy}(x, y))}{2} - h^2 v_{xy}(x, y) + \ldots
\]

Adding equations (34)–(37) and solving for $v_{xy}$ yields the fourth order accurate formula

\[
v_{xy} = \frac{v(x + h, y + h) + v(x - h, y - h) - v(x + h, y - h) - v(x - h, y + h)}{4h^2}
\]

or more concisely using subindex notation

\[
v_{xy}|_{ij}^n = \frac{v_{i+1,j-1} + v_{i-1,j-1} - v_{i+1,j+1} - v_{i-1,j+1}}{4h^2}.
\]

The edge function $g$ is chosen to be

\[
g = \frac{1}{1 + \|\nabla G_\sigma*I\|},
\]

where $G_\sigma * I$ is the convolution of the image $I$ with a Gaussian kernel $G_\sigma = \sigma^{-1/2}e^{-|x|^2/4\sigma}$ with standard deviation $\sigma$. 
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4. Simulations

To assess the strengths and weaknesses of our variational model, which we call the Edge-Mean Separation (EMS) model, in this section we demonstrate its performance on a number of images. In Section 4.1 the examples illustrate how the EMS model is able to process images that the MS model is not able to segment correctly. Other technical aspects are tested in Section 4.2.

4.1. Application to Wider Class of Images

Unless stated otherwise, we choose the model parameters $\lambda$ and $\sigma$ to 1. We first revisit the ‘monkey’ image for our first example. We noted (Section 2.1) that the MS Model cannot delineate the boundaries of the relevant object for this image due to the presence of nonuniform lighting and bright regions within the object of interest. In Figure 4, using the same initial curve as for the MS model, we obtain a meaningful segmentation of the monkey.

For our next experiment we consider a galaxy image. Figure 5 shows an example of a spiral galaxy with two spiral arms (De Vaucouleurs, 1959). Our model is able to detect the ‘cognitive’ boundary of this galaxy. Note further the presence of a large star at the end of the spiral arm extending toward the top of the image. Our model suggests the presence of a potential object of interest there along with nearby cosmic dust, gas, and other smaller stars—perhaps a second bulge (De Vaucouleurs, 1959).

Our third and final example shows a medical image involving two cells, Figure 6. The advantages of using a level set formulation are apparent: starting from a rectangular
front, a change in topology occurs and the front adjusts to the shape suggested by image’s objects of interest. As in the previous examples our proposed model provides the more meaningful segmentation.

4.2. Further Experiments

In this section we show the results of several experiments conducted to assess other desired properties in segmentation techniques. Particularly, we investigate sensitivity to initialization, performance on multimodal images, and sensitivity to noise.

4.2.1. Sensitivity to Initialization

From a PDE-Variational point of view the problem of image segmentation is ill-posed. Although objects in static images do not change (in some sense, they are unique) regardless of the location chosen for the initial evolving curves, two starting fronts \(u_0, v_0, u_0 \neq v_0\), often render different solutions. Hence, there seems to be an unclear link between the steady state of evolution equations or (local) minima of energies and the particular image being segmented. Our proposed model does not escape this phenomenon. We tested our model against the ‘two cells’ image using a number of different initializations keeping all other parameters constant. Figure 7 shows eight different initializations. It is found that the model tends to yield meaningful segmentations when single, regular initial curves surround the target objects. Also worth noting are initial curves shown in Figure 7h. Contours of this form are desirable when detection of many objects is sought after. In this particular instance, not only the two cells were detected but also some structures within the left cell are suggested by the model as potential objects of interest.

4.2.2. Performance on Multimodal Images

Images containing more than one region of interest with different color/graylevel intensity are referred to as multimodal images. In this section we test our variational model on these images. Figure 8 shows our first experiment. The image consists of a square split into two black and white rectangles and the gray background. The three regions are adjacent to each other, a configuration commonly referred to as a triple junction. One could be interested in separating the square from the background or either rectangle. Starting from a front surrounding the target objects, our model is able to detect the boundary of the square. This is possible due to incorporation of edge information. Use of region statistics alone fails as the gray level averages inside and outside the initial front are approximately equal. The model is able to detect ei-
Figure 7. Sensible initialization of the evolving front plays a crucial role in the segmentation results for the proposed model. When initial contours encompass the target objects, as in (a) and (e), meaningful results are obtained. In (h) an almost correct segmentation is obtained if the detected region inside the cell on the left is neglected.
Figure 8. Segmentation of trimodal image with triple junction. (a) Original image and initial curve; (b) result by proposed model. Boundaries of the outer square are detected.

ther rectangle as well, starting from an overlapping front mostly contained within the target rectangle (Figure 9).

Even if the objects of interest are not adjacent as in the example above, our model is still able to separate each object from the background, although selectively, as Figure 10 illustrates. The model might fail if no prior information is available if a number objects are to be detected simultaneously with one single front.

4.3. Sensitivity to Noise

We have shown that our segmentation model enjoys great versatility in terms of both the class of images it can process and its scope. Its main limitation is perhaps its sensitivity to noisy features in images. Being a hybrid model, spurious objects can significantly hamper its effectiveness as such anomalies are interpreted as possible boundaries of an object by the edge function $g$, Figure 11. Therefore, preprocessing of noisy images using noise removal techniques (Perona, Shiota, and Malik, 1994, Rudin, Osher, and Fatemi, 1992) is recommended before the implementation of our variational model.
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Figure 9. Selective segmentation in trimodal image with triple junction. Individual detection of (a) black and (b) white rectangle.
Figure 10. (a) Selective detection is still possible, (b) but detection of all objects in the scene is not.

Figure 11. Effect of noise. Noise removal techniques ought to be implemented before segmentation.
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