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Abstract
The ability to record high-fidelity videos at high acquisition rates is central to the study of fast moving phenomena. The difficulty of imaging fast moving scenes lies in a trade-off between motion blur and underexposure noise: On the one hand, recordings with long exposure times suffer from motion blur effects caused by movements in the recorded scene. On the other hand, the amount of light reaching camera photosensors decreases with exposure times so that short-exposure recordings suffer from underexposure noise. In this paper, we propose to address this trade-off by treating the problem of high-speed imaging as an underexposed image denoising problem. We combine recent advances on underexposed image denoising using deep learning and adapt these methods to the specificity of the high-speed imaging problem. Leveraging large external datasets with a sensor-specific noise model, our method is able to speed up the acquisition rate of a High-Speed Camera over one order of magnitude while maintaining similar image quality.

1. Introduction
How fast can we see? The human visual system is estimated to perceive the world at a rate of 30 to 60 Frames Per Second (FPS). Any movement or oscillation faster than this frequency is imperceptible to our naked eye. Augmented with cameras and computers, we are now able to record images of the world beyond hundreds of thousands of frames per second, allowing us to observe phenomena that cannot be captured by the naked eye.

The ability to make near instantaneous observations of the world is key to many scientific research endeavours. For example, rocket combustion experiments [24, 28, 36] in the aerospace research rely on high-speed imaging devices for data collection, as a minimum of 100,000 FPS is required to analyze the extremely fast movements resulting from combustion. Image cytometry in biology [14, 25] also relies on high-speed cameras to record the characteristics of each cell among tens of thousands of cells, making it convenient for researchers to filter out the cells useful for research. Fluid dynamics [30, 32], structure mechanics [21, 26, 37], and many other fields [1, 12, 22, 29, 31, 34, 38] similarly rely on the ability to perceive the world at high frame rates. Beyond the sciences, industrial processes often rely on high-speed imaging for both quality control on production lines and development purposes. In the past decades, high-speed camera manufacturers have been pushing the limits of high-speed imaging, enabling the study of ever faster and higher frequency phenomenon.

Recording fast moving scenes is challenging due to a trade-off between underexposure noise and motion blur, as illustrated in Figure 15. Dynamic scenes recorded with long exposure times suffer from motion blur caused by fast moving points reflecting light from multiple locations along their trajectory during each frame’s recording. Short exposure times alleviate motion blur by limiting the movement range occurring during each frame’s recording. However, as the camera sensor exposure time decreases, the amount of light reaching the sensor also decreases so that the strength of the signal recorded by the sensor decreases, while the sensor noise remains comparatively constant. In other words, the Noise-to-Signal Ratio (SNR) of the recorded signal decreases with shutter speed, which results in problematic underexposure noise for very short exposure times. One solution to reduce the underexposure noise of short exposure recordings consists in increasing the amount of light in the scene using additional light sources. However, this solution requires a controlled recording environment, which is not always possible.

In this paper, we are interested in maximizing the acquisition rate at which we can get clear recordings from an industrial grade High-Speed Camera in controlled lighting conditions. We propose to do so by treating the problem of high-speed imaging as an underexposed image denoising problem.

In recent years, several successful deep learning approaches to underexposed image denoising have been proposed [5, 6, 11, 18, 35, 40]. These works formulate the prob-
Figure 1. Illustration of highly dynamic scenes recorded with high-speed camera at different shutter speed. The three rows of images from top to bottom are: JPG images processed by the HSC proprietary ISP, JPG visualized with gain, and the output of our model. Videos recorded with low shutter speed suffer motion blur, while videos recorded at high shutter speed suffer from underexposition noise. Using carefully adapted underexposed image denoising, our method allows to push the shutter-speed limit at which we are able to record high-fidelity videos.

lem as a supervised learning task in which a CNN is trained to regress clear long exposure ground-truth images from noisy short-exposure raw images, and have been applied to night scene recordings with impressive image quality improvements over traditional Image Signal Processing (ISP) codecs. Unfortunately, the most extreme low-light datasets publicly available (e.g; SID [6] or MCR [11]) show noise levels corresponding to video streams of only a few thousands FPS recorded with our HSC (High-Speed Camera) device in a standard lightning environment. For higher shutter speed, the denoising problem starts to differ for two reasons: First, the SNR becomes much lower, which makes the problem harder. Second, the noise stems from sensor-specific reactions to very short exposure times, which lends it characteristic patterns. Directly applying existing models to our data thus does not allow for clear denoising of high shutter speed videos.

One straightforward approach to build on these previous works and address this limitation would be to collect a large dataset of HSC images so as to train a denoising model tailored to our target noise distribution. In practice, we found this approach to come with important data collection challenges: Industrial-grade HSC are not portable devices: they are heavy, expensive and fragile equipments that require access to a strong power supply system. Collecting a diverse enough dataset to train a generic scene denoising model is thus significantly harder to do with a HSC than with portable devices like the ones used to collect existing datasets. Furthermore, our HSC images display characteristic noise patterns that were not observed in existing datasets, and that existing models do not seem to accurately denoise. This suggests that sensor-specific noise patterns may be needed at training for efficient denoising of very high shutter speed images. Collecting a dedicated dataset of underexposed images for each type of HSC sensor would be a great practical hindrance. Instead, a general method that would allow to efficiently denoise HSC videos with minimum data collection efforts would be preferable.

Towards that goal, we draw inspiration from recent works on underexposure noise synthesis and propose a procedure to generate high shutter speed underexposed raw frames from large available datasets. Our procedure combines high-bit raw reconstruction from JPG images with a noise synthesis model using bias frames collected from the target HSC device. This allows us to leverage large and publicly available datasets to generate a training dataset of diverse scenes showcasing the specific noise distribution of the target HSC recording conditions. We then leverage this synthetic dataset to train the latest and best performing underexposure denoising models.

To evaluate our method, we have collected a dataset of static and dynamic scenes. Static scenes were used to
quantitatively evaluate the accuracy of our denoising results using noisy frames aligned with their ground-truth. Dynamical scenes were used to qualitatively illustrate improvements in imaging fast moving phenomena. To summarize, the contributions of our work are as follows:

- We optimize the trade-off between underexposure noise and motion blur in high-speed imaging: our method enables high-speed cameras to record clear images beyond one order of magnitude faster shutter speed, without relying on artificial light sources.

- We analyze the nature of the underexposure noise stemming from high shutter speed acquisition and propose a noise synthesis procedure that generates underexposed images with similar noise patterns.

- Our method takes into account the practical difficulty of data collection with non-portable High-Speed Cameras: It only requires the collection of bias frames from the target device and leverages large public datasets to synthesize a diverse set of training data.

2. Related works

Underexposure Image Denoising. Many methods have been proposed for solving the well established problem of underexposure image denoising and enhancement. Gamma correction and histogram equalization methods are two classical methods for underexposure image enhancement. Pre-deep learning approaches have proposed different methods relying on hand-crafted filters and feature representations, including early works on adaptive histogram equalization (AHE) [27], the multi-scale Retinex model [16], based on the original Retinex model [19], or wavelet transforms [23]. The NLM [3] and BM3D [10] have shown powerful denoising abilities, but often require image prior Gaussian noise parameter.

In recent years, a number of works have proposed to address the underexposed image denoising problem with deep learning [5, 6, 11, 18, 35, 40]. In [6], a UNet was first proposed to perform end-to-end denoising and processing of images from the camera sensor’s raw output. The rationale [6] for using RAW unprocessed image from camera sensors as input to their model is to avoid the loss of information incurred by the traditional image processing pipeline so as to maximize the use of the optical information captured by the sensors.

Despite impressive quantitative improvements over classical approaches one drawback of the deep learning methods [5, 6, 11, 18] is that they require a large number of noisy/clear image pairs to train the denoising model. Pairs of images need to be collected as a set of pixel-aligned long-exposure-short-exposure image pairs, and the collection effort is time-consuming. This time-consuming image collection also contributes to the scarcity of datasets for studying underexposed RAW image denoising. Current common datasets for underexposed RAW image denoising include SID [6], DRV [5], Canon [9], ELD [35] and MCR [11].

These works mainly address the problem of night scene imaging, in which the low light exposure of the camera sensor is caused by weak illumination of the scene, rather than the very short exposure times we are considering in the setting of high-speed imaging.

Noise Synthesis. Noise synthesis models aim to generate noisy images from clear ground-truth in order to train denoising models without the need for expensive and time-consuming data collection. Noise synthesis can be divided into three categories: DNN-based, physics-based, and the recently proposed real-noise-based. DNN-based [4, 7, 17] leverage conditional generative models, typically GANs, to synthesize noise images, while physics-based models [2, 13, 33, 35] implement statistical models of the process of noise formation from the photon hitting the optical sensor to the digital signal.

The real-noise-based approach was recently proposed by RNS [40]. RNS collects real bias frame as a database and synthesizes noise images by randomly sampling from the database. Physics-based and real-noise-based approach will bring the trade-off between generalization and specialization. Physics-based method can model most cases, but is not generalized to every camera. Real-noise-based, on the other hand, can be specialized to a particular camera, but requires bias frames collected with the sensor. The specialization of the real-noise-based approach is particularly suitable for our case, where we need to synthesize noisy images specifically for a particular camera.

We combine the UPI [2] and RNS [40] methods to synthesize RAW training images using the COCO [20] dataset. Instead of relying on high-speed cameras to collect a large number of scene images.

3. Method

Figure 2 illustrates the overall pipeline of our proposed approach. To synthesize a training dataset, we start by reconstructing long-exposure raw ground-truth frames from the JPG images provided by the COCO dataset. We then simulate corresponding noisy short-exposure raw frames by scaling down the long-exposure frames’ intensities and applying a sensor-specific noise model. Using this dataset, we train the NAFNet [8] model to regress clear long-exposure raw frames from their corresponding noisy short-exposure frames. At inference time, we start by denoising short-exposure raw input frames using the trained NAFNet model. We then perform the remaining image processing steps on the denoised raw frame using a small CNN module we refer to as the Mini-ISP. The Mini-ISP was trained to reproduce
the processing of the HSC’s proprietary ISP on a few training ground-truth frames collected from the camera.

We quantitatively evaluate our denoising results on static scenes collected from our HSC device and qualitatively evaluate our denoising results on highly dynamical scenes. In its current version, our model is trained and evaluated separately for each exposure times: We have synthesized separate training datasets, with corresponding noise levels, for each of the exposure times we have collected HSC frames for. We then train and evaluate one model per exposure time.

In the remainder of this section, we describe each of the above steps in more details: We start by presenting the data we collected using a high-speed camera in Section 3.1. In Section 3.2, we analyse the noise present in our collected frames, and compare it to currently available underexposed image datasets to situate our work. We present the noisy frame synthesis procedure we used to generate our synthetic dataset in Section 3.3. Lastly, we give further details on our training and evaluation procedure in Section 3.4.

3.1. Data Collection

We used the HX-7S manufactured by Nac Image Technology Inc. as our target HSC device. We recorded videos for three kind of scenes from this camera, as described below. Unless stated otherwise, we collected videos of each scene using five different shutter speeds: 1/10k, 1/5k, 1/1k, 1/500 and 1/100 seconds. Each video is made of 10 consecutive frames, recorded at a resolution of 2560 × 1920 pixels.

Static Scenes: For the quantitative evaluation experiment, we collected 40 static scene images using a high-speed camera. We saved the images in two formats: RAW and JPG. We use the images with shutter speed 1/100 second as the correct exposure images ground truth. That is, we do not feed the denoising model with 1/100 images and perform quantitative metrics evaluation. Our collection of static images is strictly pixel-aligned. The manufacturer provides a software interface that can remotely operate the high-speed camera, so that in each capture we do not need to touch the high-speed camera. This ensures that the pixels of each frame are strictly aligned in the same scene.

Dynamic Scenes: In addition, we recorded videos of fast moving scenes to illustrate the improvements in the motion blur and underexposure noise trade-off. These dynamic scenes were record in a studio with fluorescent lamp light source illumination. We recorded 4 such videos illustrating the application and difficulty of high-speed imaging, including acoustic and fluid dynamics. Figure 15 illustrates frames from one such dynamic video, and more illustrations are given in the Appendix.

Bias Frames: As further detailed in the following Sections, HSC video frames feature a strong signal-independent noise component with characteristic spatial patterns. In order to model this characteristic noise component in our synthesized images, we collected bias frames in the darkroom using the five different shutter speeds described above. Each shutter speed was collected for 1000 frames, and a total of 5000 images were collected as a database for noise analysis and noise image synthesis.

3.2. Noise Analysis

In Figure 3, we show the evolution of the average PSNR of HSC video frames with shutter speed and contrast it to the average PSNR of publicly available datasets including SID [6], DRV [5], Canon [9], ELD [35] and MCR [11]). A sharp decline in PSNR can be seen in the range of a few thousandth shutter speed and, at 1/100(s), our video frames show PSNR quite lower than other existing datasets. As shown in the middle row of Figure 15, a distinctive streak noise pattern becomes increasingly visible with higher shutter speeds, which was not observed in previous datasets.
Figure 3. Noise intensity of different dataset. The HSC dataset is noisier than the public datasets (SID [6], DRV [5], Canon [9], ELD [35], MCR [11]) at $1/10k$ $(s)$ shutter speed.

Interestingly, the bias frames collected from the darkroom show similar streak noise patterns, which suggest that the noise in high shutter speed may predominantly stem from a signal independent component.

Accurately isolating and modeling different noise components from observations is a challenging task. In [40], the authors divide the noise of underexposed images into two components: a signal-dependent and a signal-independent noise. In order to investigate the extent of these two noise components on our HSC recordings and their evolution with shutter speed, we analyze random variations of raw sensor values using our static scene videos. Given a video of $T = 10$ frames, and a spatial location $i, j$ on the sensor grid, we denote by $X_{i,j,t}$ the raw sensor value returned at location $i, j$ for the frame $t \in [1, T]$. Denoting by $\bar{X}_{i,j}$ the raw sensor value averaged in time, we define the noise energy $E_{i,j}$ for this sensor response as:

$$\bar{X}_{i,j} = \frac{1}{T} \sum_{t=1}^{T} X_{i,j,t}$$

$$E_{i,j} = \frac{1}{T} \sum_{t=1}^{T} (X_{i,j,t} - \bar{X}_{i,j})^2$$  

Figure 4a shows the evolution of the noise energy $E = f(\bar{X})$ as a function of raw sensor values $\bar{X}$ averaged across all static scene video frames of our dataset. We consider the energy of the signal-independent component of the noise to be a constant function of raw sensor values equal to the noise energy estimated from our bias frames and the signal-dependent component to account for the remaining noise energy. This allows us to estimate the noise energy of both components as a function of raw sensor values, as illustrated by the area curves in Figure 4b.

$$E = E_{SD} + E_{SI}$$

where the $SD$ and $SI$ subscripts refer to the signal-dependent and signal-independent noise components respectively. We then compute the raw sensor value distribution $p_S(\bar{X})$ for each shutter speed $S$ from the static video frames and derive the noise energy of both noise components for each shutter speed $S$ as:

$$E_{SD}(s) = \mathbb{E}_P S(\bar{X}) \times f_{SD}(\bar{X})$$

$$E_{SI}(s) = \mathbb{E}_P S(\bar{X}) \times f_{SI}(\bar{X})$$

Figure 4c shows the raw sensor value distributions $p_S(\bar{X})$ for the different shutter speed $S$ of our dataset. The raw intensity values returned by the sensor decrease with higher shutter speeds due to lesser light exposure. Figure 4b shows the decomposition of the noise energy into both components as a function of shutter speed, and Figure 4d shows the relative contribution of signal-independent noise to the total noise in our static video frames. This ratio is defined as $E_{SI}/E$. As the shutter speed increases, the signal independent...
Noise component becomes increasingly preponderant: For the very noisy frames recorded at $1/10k(s)$ shutter speed, the signal-independant noise component accounts for 98% of the total noise energy, which explains the characteristic streak noise patterns observed in Figure 15.

### 3.3. Raw Frame Synthesis

The procedure used to generate our training dataset proceeds in two steps, as illustrated in Figure 2a. In a first step, we synthesize ground-truth long-exposure raw frames from the JPG images of the COCO dataset by combining and adapting the methods of UPI [2] and InvISP [39]. In a second step, we combine the generated long-exposure raw with our collected bias frames to synthesize noisy short-exposure frames following the procedure of the RNS noise model [40].

**Long-Exposure Raw Frame Reconstruction.** In UPI [2], the authors propose a generic inverse procedure to reconstruct RAW images from JPG images. The UPI procedure consists in sequentially applying the 5 steps of inverse tone mapping, gamma decompression, reverse color correction, reverse white balance and reverse digital gain. However, directly applying UPI to the 8-bit JPG images result in sparse raw value histograms, which we suspect to not capture the full extent of the visual information contained in dense 12-bit RAW images from a high-speed camera.

Recently, the InvISP [39] method has been proposed to reconstruct high-bit RAW images using a reversible CNN. Unfortunately, InvISP is only meant to reconstruct RAW images from the given camera from which training images have been recorded so that it cannot directly be applied to extract RAW images from the COCO dataset. Instead, we propose to use the pre-trained InvISP as a reconstructor for high bit data, before applying the UPI method to the reconstructed high bit RAW images. This procedure is described in further details in the Appendix.

**Noisy Short-Exposure Frame Synthesis.** Given a clear long-exposure raw, we now aim to generate noisy short-exposure to be used as input images to our training procedure. In RNS [40], the authors divide raw images noise into two categories: signal-dependent noise and signal-independent noise:

$$X = (X_S + N_{SD}) + N_{SI}$$

where $X_S$ represents the signal component of an observed raw intensity $X$. As discussed in Section 3.2, high shutter speed recordings we are interested in denoising are dominated by the signal-independent noise component. To model signal-independent noise, the authors of RNS have proposed to collect device-specific bias frames. These frames are collected in a darkroom so as to prevent any light from hitting the camera sensor. This way, only the raw sensor response is contained in the collected bias frames. Following the RNS noise synthesis model, we thus use our collected bias frames to model the signal-independent noise $N_b$. For each training image, we randomly sample one of our bias frames and apply it to the image.

To model the signal-dependent noise component, the RNS model considers photon shot noise as the main component of signal-dependent noise, and neglect other known sources of signal-dependant noise. We follow their model and simulate photon shot noise $N_p$ following a Poisson distribution:

$$P(X_S + N_{SD}) = P\left(\left(\frac{X_h}{K}\right)^K\right)$$

where the system gain parameter $K$ of the camera was computed from field flat frames [15] collected from our device.

In order to simulate different noise distributions for different exposure times, we simply applied Equation 6 to the long-exposure ground truth raw frames $X$ scaled down by the shutter speed amplification ratio $R$:
We train the NAFNet model to train the NAFNet model and the Mini-ISP model. The denoising model is used to regress clear long-exposure raw images from the noisy short-exposure frames. The Mini-ISP model is used to reproduce the processing from RAW to JPG of the camera’s proprietary ISP instead of the libraw library used in previous studies [35, 40]. As denoising model, we used the NAFNet model [8] in its RAW-to-RAW configuration. The Mini-ISP model is a small convolutional neural network consisting of 5 layers of 3x3 convolution.

We start by splitting our set of static scene videos into a set of 6 videos used for testing, and a set of 34 videos used for training and validation. This latter set is used for two purposes: As a validation set to control overfitting of the denoising model, and as a training set for the Mini-ISP module.

**Training Procedure.** We train the NAFNet model to regress the long-exposure RAW images reconstructed from the COCO dataset from their corresponding noisy short-exposure images. We train the model to minimize an L1 loss function for 300,000 iterations with the Adam optimizer, using an initial learning rate of \(2 \times 10^{-4}\) and a cosine learning rate schedule. At each iteration, we randomly sample a batch of 1 image pairs and bias frames from the training. We resize the image pairs to a resolution of \(640 \times 640\) pixels and randomly crop similar resolution patches from the sampled bias frames. We apply random horizontal and vertical flipping data augmentation. We control overfitting using the validation subset of 34 static scenes collected with the HSC device.

The Mini-ISP module is introduced as a replacement for the proprietary ISP of our HSC device, to which we do not have access. We trained the Mini-ISP to regress the RGB values of JPG images from their corresponding raw images using the training static scenes recorded at \(1/100\) shutter speed. For space constraint, we have included the details of the Mini-ISP training to the Appendix.

**Evaluation.** To quantitatively evaluate our model, we consider the long-exposure static videos recorded at \(1/100\) shutter speed to be our ground-truth. Given a noisy raw frame recorded at high shutter speed, we start by denoising the noisy frame with the trained NAFNet, apply the white balance adjustment, and then process the denoised raw frame using the Mini-ISP to compute the final RGB output. We use the PSNR and SSIM metrics to evaluate their similarity to the long-exposure RGB image exported in JPG. In addition, we isolate the impact of the denoising model by evaluating the PSNR and SSIM of denmoised raw frames to the long exposure ground-truth raw frame. This allows us to compare our denoising results to other existing methods.

**4. Experiments**

**4.1. Evaluation of Existing Denoising Model**

We start by evaluating the performance of current state-of-the-art underexposed image denoising models on our HSC dataset. Figure 5 illustrates the denoising results of RAW image denoising models [5, 6, 11, 18, 35, 40]. Higher resolution visualizations of theses models outputs are shown for diverse scenes in the Appendix. Despite a notable color bias, most models are able to denoise clear images for the lower shutter speed range, from \(1/500\) to \(1/10\) shutter speed, which correspond to the noise levels of most existing datasets (cf. Figure 3). However, for higher shutter speed (i.e., \(1/5k\) and \(1/10k\)), the output images tend to display either blurring effects or streak noise patterns similar to that of our bias frames. These results suggest that existing models trained on publicly available datasets do not efficiently address the underexposure noise regime of high shutter speed recordings in which the noise is dominated by a device-specific signal-independent component. Figure 6 shows the quantitative evaluation of these results on our static scene videos. As a baseline for comparison, we gained the JPG frames exported for each shutter speed to compensate for the loss of brightness incurred by shorter exposure times. The PSNR metric is sensitive to color bias which explains most of the poor performance of these models. Looking at the SSIM metric, we found that models trained using noise synthesis approaches (ELD and RNS) tend to outperform other methods trained using observed noise-clean image pairs for all shutter speed. These results, combined with the noise analysis performed in Section 3.2, have motivated our approach to train existing models on noisy frames synthesized with device-specific bias frames.
4.2. Main Denoising Results

Figure 7a and Figure 7b summarize our main results. In Figure 7a, we aim to isolate the results of the denoising step of our pipeline: we evaluate the PSNR and SSIM of the raw frames outputted by the NAFNet model using the raw frames captured at $1/100 \text{s}$ shutter speed as ground-truth. In Figure 7b, we evaluate the PSNR and SSIM in RGB space after the full pipeline including the processing of the Mini-ISP. We compare our results to those of the gained JPG images and denoising results of the two best-performing pretrained models identified in the previous section (ELD and RNS).

Our method achieves higher denoising accuracy than other methods across the range of shutter speed. Across all metrics, the results of our method at $1/100 \text{s}$ shutter speed are similar to those of other methods at $1/500 \text{s}$ shutter speed.

Of particular interest to us are the results of the RNS model. The results of the pre-trained RNS model we used were computed using the U-Net architecture proposed in [6] trained with synthetic noise generated from the black frames of a different camera device. To shed some light into the impact of the different components on our results, we conduct an ablation study in the following section.

4.3. Ablation Experiments

We focus on the $1/100 \text{s}$ shutter speed for our ablation study, which represents the hardest denoising case, and summarize our results in Table 2. We quantify the improvements brought by different modeling components: (1) Using NAFNet as the denoising model instead of the standard baseline UNet model used in most early studies [6, 35, 40]. (2) Using InvISP to extract high-bit reconstruction from the JPG images instead of directly applying the UPI procedure to the original JPG images. (3) Integrating bias frames collected from our target device as the SI noise component of the RNS noise synthesis procedure. (4) Integrating the statistical generation of SD noise to the RNS noise synthesis procedure.

The modeling of SI noise component is by far the most impacting factor. This concurs with the different observations made in the previous sections and the noise analysis conducted in Section 3.2. The second most impacting improvement came from using the more powerful NAFNet for denoising, instead of the baseline UNet. Leveraging the high-bit reconstruction provided by InvISP to process the JPG files of the COCO dataset also further improves the results of our experiments. Lastly, although integrating the SD noise component did bring a slight numerical improvement, the impact of this noise component has indeed been shown to be much lesser than the impact of the SI component.

5. Conclusions

The ability to record high-fidelity videos at high acquisition rates is central to the study of fast moving phenomena. As high shutter recordings suffer from underexposure of the camera sensor to light, this paper has proposed to treat the problem of high speed imaging as an underexposed image denoising problem. Combining recent methods on underexposed image denoising, we were able to generate video frames of similar clarity for shutter speed up to 20 times that of available methods, without requiring expensive HSC data collection.
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A. RAW Image Reconstruction Procedure

We combined the UPI [2] and InvISP [40] methods to reconstruct long-exposure RAW frames from the JPG images of the COCO dataset. Figure 8 illustrates the evolution of the pixel intensity distribution along each step of our procedure. We start by first applying the InvISP model to reconstruct high-bit encoding of the low-bit quantized JPG images, and then proceed with the steps of UPI. We slightly modify some of the original UPI procedure steps in order to adapt to the InvISP-processed output:

1. Tone mapping and Gamma Decompression. We did not apply the first step (invert tone mapping) of the UPI procedure. Figure 9 compares the intensity distribution after processing a COCO JPG image using the invert tone mapping proposed by UPI and using a pre-trained InvISP. Not only does the InvISP output reconstruct a dense distribution, it also shows a reduced dynamic range compared to the UPI invert tone mapping output. We thus skip the tone mapping step of the UPI procedure and perform gamma decomposition on the pre-trained InvISP output images. The parameters of gamma decompression was empirically set to 3 so as to better match the target HSC distribution.

2. Invert WB & Gain. Finally, we reconstruct the raw using the same method proposed by UPI, by applying the inverted gain, and the inverted white balance. Note that, in the same way as UPI, the red gain and blue gain used for the inverted white balance were randomly sampled from a value range inferred from our target HSC dataset.

Applying these steps, we were able to reconstruct long-exposure RAW frames from COCO’s JPG with an intensity distribution similar to our HSC dataset, as illustrated in the right-most plot of Figure 1.

B. Noisy Short-Exposure Frame Synthesis.

Figure 10c illustrates a noisy image recorded with our HSC at high shutter speeds. This image shows a streak-like pattern noise very similar to the collected bias frame, as shown in Figure 10a. In order to accurately synthesize similar noisy images, we have recorded bias frames from our target HSC device and applied this noise to the long-exposure RAW frames following the procedure proposed in [40]. Figure 10b illustrates a noisy image synthesized from the COCO dataset. The pattern noise of the camera sensor is successfully synthesized, yielding images visually similar to the HSC dataset. In Figure 11, we show the evolution of the noise distribution of both the HSC dataset and the synthesized dataset. Our noise synthesis method yields a noise distribution similar to the target HSC data.

Figure 10f illustrates the distribution of bias frames obtained at different shutter speeds. No significant difference in the bias frames collected at different shutter speeds was found.
Figure 10. The high shutter speed (e.g., 1/10k) raw image 10c of the HSC dataset has obvious pattern noise, as shown in 10a. We directly use bias frame as the signal-independent noise synthesized noise images can present the pattern noise well, as shown in Figure 10b. Figure 10f shows the distribution of bias frames collected using different shutter speeds. The different shutter speeds do not affect the distribution of bias frames, and the top of the distribution is concentrated at 129.

Figure 11. The real HSC noise distribution and the synthetic COCO noise distribution are compared using the method proposed in [5]. The shutter speeds from left to right are 1/5000(s), 1/1k(s), 1/5k(s), and 1/10k(s), respectively.

C. Mini-ISP

C.1. Motivation

Following previous works, we started by using the Libraw library to process long-exposure RAW frames into RGB space. However, directly applying libraw to our RAW frames yielded sub-optimal results, as shown in Figure 12a.

Upon closer inspection, we found most of our problems were caused by the inaccurate metadata of the RAW images returned by our camera: the Bayer pattern and CCM matrix were missing, and we found the black levels were incorrect.

In Figure 12b, we show the results after using libRAW with correct debayering, black level and white balance processing. Unfortunately, there is still a significant difference between Figure 12b and Figure 12d, which we believe to be due to the different processing used by the high-speed camera proprietary ISP and libRAW. In particular, the libRAW processed images show less crisp contrast and less varied colors. Instead of using libRAW, we thus opted from learning the RGB space conversion procedure from the camera data.

C.2. Mini-ISP Training

To do so, we used a five-layer CNN, we refer to as the Mini-ISP. Each layer is made of a 3 × 3 convolution with a ReLU activation function. We used 128 channels at each layer and no pooling. The architecture of Mini-ISP is illustrated in Figure 13.

We trained this module to regress the JPG images recorded at 1/100(s) shutter speed from their RAW frames.
The RAW frames were first processed by applying black level correction, white level correction and white balance correction. We used the Adam optimizer with a cosine learning rate schedule using an initial learning rate set to $1 \times 10^{-2}$ for a total of 240,000 training iterations. The Mini-ISP was trained on the 34 static scenes of the training set and we controlled overfitting using the testing set of 6 static scenes.

D. Additional HSC Dataset Denoising Visualizations

Existing Model Evaluation  Figure 14 shows denoising results of publicly available raw denoising models and contrast it to our results, as discussed in the main paper.

Dynamic Video Denoising  Figure 15 shows sample frames of our collected dynamical scenes: (1) poking balloons with a razor blade, (2) hitting mineral water with high-speed gas, (3) plucking guitar strings and (4) high-speed rotating fan. We can see that the JPG files exported directly from the camera gradually become underexposed as the shutter speed increases. After applying our proposed method to images taken at high shutter speeds for denoising tasks, we can have clear and distinguishable results at $1/10k(s)$ shutter speeds as well, although our model was not able to recover some fine-grained details such as the thinnest cords of the guitar or parts of the fan frame. The dynamic scene videos can be viewed at the following link: https://youtu.be/41QHzK2jCFo

E. Additional Ablation Experiments

In Table 2, we show the results of our ablation experiments for different shutter speeds. Our proposed method (i.e., #5) has the best metrics at all shutter speeds. For all shutter speed, the Signal-independent (SI) noise is the most impacting factor, although the relative improvement SI brings is most impressive for higher shutter speeds. Surprisingly, the SD noise component is not as important as SI noise even for relatively low shutter speed, in which SD noise was estimated to account for 25% of the noise energy. This suggests that a more efficient SD noise model may provide further improvements on the low shutter speed range. The more powerful noise reduction model NAFNet [8] provides a small but constant improvement across the shutter speed range compared to the baseline architecture of many previous works [6, 35, 40], as does the InvISP [39] high-bit reconstruction trick.
| # | Model | InvISP | SI | SD | PSNR / SSIM |
|---|---|---|---|---|---|
| 1 | Unet | ✓ | ✓ | ✓ | 34.09 / 0.9396 |
| 2 | NAFNet | - | ✓ | - | 34.44 / 0.9429 |
| 3 | NAFNet | ✓ | ✓ | - | 34.56 / 0.9447 |
| 4 | NAFNet | ✓ | - | ✓ | 29.17 / 0.7267 |
| 5 | NAFNet | ✓ | ✓ | ✓ | 34.95 / 0.9503 |

**Table 2. Ablation Experiment Results**

Figure 12. Figure 12a shows the RAW image using the default libRAW to process the HSC dataset. Due to the inaccurate metadata of the HSC dataset, we cannot use the default libRAW to output the same image as Figure 12d. Even though the bayer pattern and black level are set correctly, libRAW still does not output the correct brightness in Figure 12b. We use a Mini-ISP to fit the non-linear processing of the high-speed camera and are able to output images very similar to Figure 12d.

![Mini-ISP Architecture](image)

Figure 13. Mini-ISP Architecture.

(a) Camera JPG Ground Truth
(b) Denoising results for images with $1/500(s)$ shutter speed.
| SID [6] | SMID [5] | ELD [35] | RED [18] |
|--------|----------|----------|----------|
| ![Image](c) Denoising results for images with $1/1k$ (s) shutter speed. | ![Image](c) Denoising results for images with $1/1k$ (s) shutter speed. | ![Image](c) Denoising results for images with $1/1k$ (s) shutter speed. | ![Image](c) Denoising results for images with $1/1k$ (s) shutter speed. |

| ABFS [11] | RNS [40] | Camera JPG | Ours |
|-----------|----------|-------------|------|
| ![Image](c) Denoising results for images with $1/1k$ (s) shutter speed. | ![Image](c) Denoising results for images with $1/1k$ (s) shutter speed. | ![Image](c) Denoising results for images with $1/1k$ (s) shutter speed. | ![Image](c) Denoising results for images with $1/1k$ (s) shutter speed. |
(d) Denoising results for images with $1/5k$ (s) shutter speed.
Figure 14. Qualitative experimental results with existing models.
(a) Camera JPG with Gain
Figure 15. Dynamic videos.