Light-ray moments as endpoint contributions to modular Hamiltonians
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We consider excited states in a CFT, obtained by applying a weak unitary perturbation to the vacuum. The perturbation is generated by the integral of a local operator \(J^{(n)}\) of modular weight \(n\) over a spacelike surface passing through \(x = 0\). For \(|n| \geq 2\) the modular Hamiltonian associated with a division of space at \(x = 0\) picks up an endpoint contribution, sensitive to the details of the perturbation (including the shape of the spacelike surface) at \(x = 0\). The endpoint contribution is a sum of light-ray moments of the perturbing operator \(J^{(n)}\) and its descendants. For perturbations on null planes only moments of \(J^{(n)}\) itself contribute.
1 Introduction

The modular operator $\Delta$, and the associated extended modular Hamiltonian $-\log \Delta$, are fundamental objects in the study of von Neumann algebras. They provide powerful tools for working with spatial subregions of a quantum field theory [1, 2, 3]. Unfortunately explicit expressions for modular Hamiltonians are hard to come by. For the Poincaré vacuum and a division into half-spaces the modular Hamiltonian can be identified with a Lorentz generator [4], while for a CFT in its ground state and a division into spherical regions the modular Hamiltonian can be identified with a linear combination of conformal generators [5]. A few more examples are available in the literature [6]. But not much is explicitly known about the modular Hamiltonian for a generic excited state.
In this paper we take a small step toward a more generic situation, by constructing the modular Hamiltonian for a state in a CFT that is obtained by applying a weak unitary perturbation to the vacuum. At \( t = 0 \) we make a division into half-spaces and compute the modular Hamiltonian to first order in the strength of the perturbation. The surprise is that we find an endpoint contribution to the modular Hamiltonian, built from light-ray moments of the perturbing operator and its descendants, that is sensitive to the details of the perturbation at \( x = 0 \).

In more detail, consider a Lorentzian field theory and a state \( |\psi\rangle = e^{-i\epsilon G}|0\rangle \) created from the vacuum by a unitary operator. We will consider more general perturbations below, but for now suppose \( G \) acts along a one-dimensional spatial segment at \( t = 0 \). It will be convenient to work in light-front coordinates \( x^\pm = t \pm x \), so we will write \( G \) as

\[
G = \int_{-b}^{a} dx f(x) J^{(n)}(x^+ = x, x^- = -x, 0) \tag{1}
\]

Here \( f(x) \) is a real function and \( J^{(n)}(x^+, x^-, x_\perp) \) is a local operator with modular weight \( n \), meaning that under a Lorentz boost

\[
J^{(n)}(x) \rightarrow e^{ns} J^{(n)}(e^s x^+, e^{-s} x^-, x_\perp) \tag{2}
\]

We’ll only consider operators with integer \( n \); for example \( T_{++} \) has \( n = 2 \). The limits on the \( x \) integral ensure that the perturbation has support on a finite interval \(-b < x < a\). For our purposes it won’t matter whether \( f \) vanishes at the ends of the interval. We’ll work to first order in the expansion parameter \( \epsilon \).

At \( t = 0 \) we divide space into \( A \cup \bar{A} \), with \( A = \{x > 0\} \) and \( \bar{A} = \{x < 0\} \). We’ll refer to \( x = 0 \) as the endpoint.\(^1\) It would seem that since \( G \) is the integral over \( x \) of a local operator it can be decomposed into

\[
G = G_A \otimes 1_\bar{A} + 1_A \otimes G_{\bar{A}} \tag{3}
\]

where

\[
G_A = \int_{0}^{a} dx f(x) J^{(n)}(x^+ = x, x^- = -x, 0) \tag{4}
\]

just acts on region \( A \) while

\[
G_{\bar{A}} = \int_{-b}^{0} dx f(x) J^{(n)}(x^+ = x, x^- = -x, 0) \tag{5}
\]

just acts on region \( \bar{A} \). As we proceed we’ll see that the decomposition \((3)\) is more subtle than it appears. It can be used but must be treated with care. This seems to be related

\(^1\)If either \( a = 0 \) or \( b = 0 \) then \( G \) just touches the endpoint. This will make the results ambiguous, analogous to the ambiguity in defining \( \int_{0}^{\infty} dx \delta(x) f(x) \). To avoid this we’ll assume throughout that \( a \) and \( b \) are non-zero.
to the fact that the Hilbert space of a field theory can’t be factored into a tensor product \( \mathcal{H}_A \otimes \mathcal{H}_{\bar{A}} \).

We’re interested in computing the first-order change in the modular Hamiltonian for region \( A \), denoted \( \delta H_A \). For this we use the Sárosi–Ugajin formula \(^7\) or the related expansion developed in \(^8\). As shown in \(^9\), for a perturbation of the form (3) this leads to

\[
\delta H_A = \frac{i\epsilon}{2} \int_{-\infty}^{\infty} \frac{ds}{1 + \cosh s} \left( (G_A|s-i\pi + \tilde{G}_{\bar{A}}|s) - (G_A|s+i\pi + \tilde{G}_{\bar{A}}|s) \right)
\]

(6)

Here \( \mathcal{O}|s \) denotes vacuum modular flow, \( \mathcal{O}|s = (\Delta(0))^{-is/2\pi} \mathcal{O} (\Delta(0))^{is/2\pi} \), and \( \tilde{\mathcal{O}} \) denotes CPT conjugation. We present a path-integral derivation of this result in appendix A.

Our goal in the rest of this paper is to extract an explicit result for \( \delta H_A \) from the rather formal expression (6). The result for \( \delta H_A \) can be combined with an analogous result for the complementary region to obtain the first-order change in the extended or total modular Hamiltonian \( \delta \leftrightarrow H = \delta H_A - \delta H_{\bar{A}} \). As in \(^9\) we find that \( \delta \leftrightarrow H \) is a sum of commutator and endpoint contributions.

\[
\delta \leftrightarrow H = \delta \leftrightarrow H^{\text{commutator}} + \delta \leftrightarrow H^{\text{endpoint}}
\]

(7)

The commutator contribution captures the naive expectation that \( \leftrightarrow H \) is related to the vacuum modular Hamiltonian \( \hat{H}^{(0)} \) by an infinitesimal unitary transformation \(^3\)

\[
\delta \leftrightarrow H^{\text{commutator}} = -i\epsilon[G, \hat{H}^{(0)}]
\]

(8)

The endpoint contribution gives a correction to this result, arising from the fact that in general the unitary transformation doesn’t factorize between \( A \) and \( \bar{A} \). Extending previous results \(^9\) we find that the endpoint contribution involves operators we will refer to as light-ray moments of \( J^{(n)} \) and its descendants. For planar surfaces the general result will be given in \(^{73} - ^{75} \), and for perturbations with positive modular weight on a curved surface the general result will be given in \(^{86} \). As a preview, for the special case of the perturbation \(^1\) that acts on a spatial segment at \( t = 0 \) we find \( f^{(k)} = \partial^k_x f(x) \)

- The endpoint contribution vanishes for modular weights \( n = -1, 0, 1 \). For an intuitive explanation of this fact see appendix D of \(^9\): it requires a perturbation of modular weight \( |n| \geq 2 \), such as the \( T_{++} \) and \( T_{--} \) components of the stress tensor, to move degrees of freedom between \( A \) and \( \bar{A} \).

\(^2\)A note of caution: in \(^9\) \( G \) was decomposed into a sum of tensor products of operators on \( A \) and \( \bar{A} \). In the present work we don’t invoke such a decomposition. Instead we will only use \(^3\), which is the special case where one of the operators is the identity. This simplifies the calculation but slightly changes the meaning of \( G_A \) and \( G_{\bar{A}} \).

\(^3\)If the unitary transformation factorizes, \( U = U_A \otimes U_{\bar{A}} \) so that \( |\psi\rangle = (U_A \otimes U_{\bar{A}})|0\rangle \), then the modular operator (formally given by \( \Delta = \rho_A \otimes \rho_{\bar{A}}^{-1} \)) is related to the vacuum modular operator \( \Delta^{(0)} \) by \( \Delta = U \Delta^{(0)} U^\dagger \). For \( \hat{H} = -\log \Delta \) this leads to (8).
For modular weights \( n = 2, 3, 4, \ldots \) the endpoint contribution is a sum of light-ray moments of \( J^{(n)} \) and its descendants on the \( x^+ \) horizon.

\[
\delta H_{\text{endpoint}}^{\leftrightarrow} = -2\pi\epsilon \sum_{k=0}^{n-2} \frac{1}{k!} f^{(k)}(0) \sum_{l=0}^{\left\lfloor \frac{n-2-k}{2} \right\rfloor} \frac{(-1)^l}{l!} (n-k-2l-1) \int_{-\infty}^{\infty} dx^+(x^+)^{k+l} \partial_+^l J^{(n)}(x^+, 0, 0)
\]

For modular weights \( n = -2, -3, -4, \ldots \) the endpoint contribution is a sum of light-ray moments of \( J^{(n)} \) and its descendants on the \( x^- \) horizon.

\[
\delta H_{\text{endpoint}}^{\leftrightarrow} = +2\pi\epsilon \sum_{k=0}^{n-2} \frac{1}{k!} f^{(k)}(0) \sum_{l=0}^{\left\lfloor \frac{|n|-2-k}{2} \right\rfloor} \frac{(-1)^l}{l!} (|n|-k-2l-1) \int_{-\infty}^{\infty} dx^-(x^-)^{k+l} \partial_+^l J^{(n)}(0, x^-, 0)
\]

Here \( \left\lfloor \cdot \right\rfloor \) denotes the floor function. The results (9), (10) are exchanged by parity, as we discuss in section 6.

Note that our previous calculations [9] were for perturbations that acted on a null segment, and were incomplete in that they only detected operators corresponding to the \( k = 0 \) term in these sums. In the present work we will treat general spacelike surfaces, including a discussion of the null limit, and we will find the full set of light-ray moments that appear in endpoint contributions. We should point out that in two dimensions general stress tensor perturbations have been studied by Das and Ezhuthachan [10], and as noted in [9] we recover their results for weak perturbations and divisions into half-spaces. For other studies of modular Hamiltonians for excited states see [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24]. We should also point out that light-ray operators are well-known in the literature [25]. For example the average null energy operator [15] is the zeroth moment of the stress tensor while higher moments have been studied in [16, 26, 27, 28, 29].

An outline of this paper is as follows. In section 2 we discuss preliminary points needed to set up the calculation. In section 3 we discuss properties of correlators of \( G_A \) and \( \tilde{G}_A \) that play a role in the calculation. In section 4 we obtain a general formula for correlators of \( \delta H_A \) and in section 5 we extract an operator expression for \( \delta H_A \) from these correlators. Section 6 generalizes and extends the results and we conclude in section 7. We present a path integral derivation of the Sárosi–Ugajin formula in appendix A and some explicit CFT correlators in appendices B and C.

2 Preliminaries

Our goal is to use the Sárosi–Ugajin formula [6] to obtain an explicit expression for \( \delta H_A \). However we need to address a number of preliminary points before we can make use of [6].
Figure 1: The perturbation acts on the spacelike segment shown in blue. As \( \theta \to 0^+ \) the segment approaches a piece of the \( x^+ \) horizon.

In what follows it will be useful (and not difficult) to generalize the perturbation so that it acts on a tilted space-like segment. We do this by introducing a tilt parameter \( \theta \) and setting \( x^- = -\theta x^+ \) as shown in Fig. 1. That is, we consider the perturbation

\[
G = \int_a^b dx^+ f(x^+) J^{(n)}(x^+, -\theta x^+, 0) \tag{11}
\]

In this formula note that \( x^+ \) is just an integration variable used to parametrize the segment; we are labeling points along the segment by the value of their \( x^+ \) coordinate. The purely spatial perturbation (1) corresponds to setting \( \theta = 1 \). Perturbations along the \( x^+ \) horizon can be studied by sending \( \theta \to 0^+ \) while perturbations along the \( x^- \) horizon can be studied, a bit more awkwardly, by sending \( \theta \to \infty \). We will consider these limits in section 6 where we will also consider the generalization to curved surfaces.

Assuming the segment is spacelike, \( 0 < \theta < \infty \), it would appear we can decompose \( G \) into operators that act on \( A \) and \( \bar{A} \) as

\[
G = G_A \otimes 1_A + 1_A \otimes G_{\bar{A}} \tag{12}
\]

where

\[
G_A = \int_0^a dx^+ f(x^+) J^{(n)}(x^+, -\theta x^+, 0) \tag{13}
\]

\[
G_{\bar{A}} = \int_{-b}^0 dx^+ f(x^+) J^{(n)}(x^+, -\theta x^+, 0) \tag{14}
\]

One might worry this leaves the status of the endpoint at \( x = 0 \) (or equivalently at \( x^+ = 0 \)) ambiguous: does it belong to \( A \) or \( \bar{A} \)? As we’ll see it’s possible to keep track of the endpoint contribution in a consistent manner, by working inside correlation functions and paying careful attention to singularities. We’ll never have to address the question of whether \( x = 0 \) belongs to \( A \) or \( \bar{A} \).
In attempting to use the decomposition (12) – (14) with the Sárosi–Ugajin formula (6) there are two practical concerns we face. First, the Sárosi–Ugajin formula involves an integral over modular time, and there are potential divergences at early and late modular times. Second, the formula involves complex modular flow, and we need a prescription for making sense of that.

To deal with potential divergences in the integral over modular time we introduce a cutoff and set

$$\delta H_A = \frac{i\epsilon}{2} \int_{-\Lambda}^{\Lambda} \frac{ds}{1 + \cosh s} \left( (G_A|_{s-i\pi} + \tilde{G}_A|_s) - (G_A|_{s+i\pi} + \tilde{G}_A|_s) \right)$$  (15)

We will see that the endpoint contribution survives as a finite effect as the cutoff is removed, $\Lambda \to \infty$. This limit will be studied in section 5 where it gets rephrased as studying an equivalent limit $\delta \to 0$.

To interpret complex modular flow we proceed as follows. Denote vacuum modular flow by

$$J^{(n)}(x)|_s = e^{i\hat{H}^{(0)} s/2\pi} J^{(n)}(x) e^{-i\hat{H}^{(0)} s/2\pi}$$  (16)

Here $\hat{H}^{(0)}$ is the vacuum modular Hamiltonian, related to a Lorentz boost generator by $\hat{H}^{(0)} = 2\pi K$ [5, 3]. By definition a field of modular weight $n$ satisfies

$$J^{(n)}(x)|_s = e^{ns} J^{(n)}(e^s x^+, e^{-s} x^-, x_\perp)$$  (17)

We’ll also need the mirror or CPT conjugate operator

$$\widetilde{J}^{(n)}(x) = (-1)^n J^{(n)}(-x^+, -x^-, x_\perp)$$  (18)

The Sárosi–Ugajin formula involves complex modular flow, by modular time $s \pm i\pi$. To make sense of this define

$$G_A|_{s\pm i\pi} = \int_0^a dx^+ f(x^+) e^{n(s\pm i\pi)} J^{(n)}(e^{s\pm i\pi} x^+, -\theta e^{-(s\pm i\pi)} x^+, 0)$$  (19)

Formally this is what one obtains by applying complex modular flow to (13). We also have

$$\tilde{G}_A|_s = \int_{-b}^0 dx^+ f(x^+) (-e^s)^n J^{(n)}(-e^s x^+, \theta e^{-s} x^+, 0)$$  (20)

Our prescription for defining complex modular flow is to work with the operators (19), (20) inside correlators and analytically continue $r : 0 \to \pi$. An important fact is that, as we will discuss in section 3, the combination which appears in the Sárosi–Ugajin formula $G_A|_{s\pm i\pi} + \tilde{G}_A|_s$ has correlators which are well-behaved at early and late modular times. This

---

4 We’re defining parity to act by reflecting the first spatial coordinate.
will force us to work with the combination $G_A|_{s+\pi} + \bar{G}_A|_s$. We believe this is a manifestation of the fact that the Hilbert space of the field theory cannot be tensor factored into $\mathcal{H}_A \otimes \mathcal{H}_{\bar{A}}$.

To decide what sort of correlators we should look at, note that when $r = 0$ both $G_A|_s$ and $\bar{G}_A|_s$ only involve operators inserted at

$$x^+ > 0, \quad x^- < 0, \quad x_\perp = 0 \quad (21)$$

This means they have well-defined correlators with a spectator operator $J^{(n)}(y^+, y^-, y_\perp)$ inserted in the left Rindler wedge

$$y^+ < 0, \quad y^- > 0 \quad (22)$$

By inserting the spectator operator in this region we’re placing it at spacelike separation and ensuring that correlators with $G_A|_s$ and $\bar{G}_A|_s$ are non-singular, at least for real values of $s$.

We’ll make a stronger assumption, that to determine $\delta H_A$ it suffices to set $y_\perp = 0$ and insert the spectator operators at

$$y^+ < 0, \quad y^- > 0, \quad y_\perp = 0 \quad (23)$$

To justify this we note that the spectator operator will not play much of a role in the calculations that follow, aside from giving us correlators that have a definite analytic structure to work with. The spectator operator will be inserted then stripped off, and the results only depend on the nature of the perturbation $G$. From the Sárosi–Ugajin formula we expect that, in any sensible interpretation of complex modular flow, $\delta H_A$ should be an operator constructed from $J^{(n)}$ in the region $[21]$. For an operator $\delta H_A$ of this nature, it would seem spectator operators in the region $[23]$ should be adequate as a probe for determining $\delta H_A$.

A nice feature of setting $y_\perp = 0$ is that for a given conformal dimension and modular weight correlators become universal, determined by the constraints of 2D global conformal invariance. So the only correlator we need to consider is

$$\langle J^{(n)}(x^+, x^-, 0)J^{(n)}(y^+, y^-, 0) \rangle = \frac{1}{(x^+ - y^+)\Delta + n(-x^- + y^-)\Delta - n} \quad (24)$$

This resembles a correlator of primary fields in a 2D CFT with $h = \frac{\Delta + n}{2}$, $\bar{h} = \frac{\Delta - n}{2}$. We’ve distributed the minus signs so the correlator is well-defined in the region $[21], [23]$. More generally we could consider non-zero $y_\perp$, in which case correlators of primaries are no longer diagonal in modular weight. But this generalization leads to the same result for $\delta H_A$ so it won’t be necessary for our purposes. We present some explicit calculations in support of this claim in appendix $[C]$.  

---

5 Although it’s simplest to think about primary fields, the correlator of a descendant with itself has exactly the same form. So our results apply to descendants as well.
Finally the following property of light-ray operators \cite{25, 15, 16, 26, 27, 28, 29} will play an important role. These are operators of the form

$$L^k[J^{(n)}] = \int_{-\infty}^{\infty} dx^+ (x^+)^k J^{(n)}(x^+, x^-, \mathbf{x}_\perp)$$

for \( k = 0, 1, 2, \ldots \) \hspace{1cm} (25)

We’ll refer to \( k \) as the moment of the light-ray operator. By a small extension of \cite{25} it can be shown that \( L^k[J^{(n)}] \) annihilates the conformal vacuum both to the left and the right provided \( k < \Delta + n - 1 \).

$$L^k[J^{(n)}]|0\rangle = 0 = \langle 0|L^k[J^{(n)}]$$

for \( k < \Delta + n - 1 \) \hspace{1cm} (26)

The argument runs as follows. Ref. \cite{25} inserts \( L^0[J^{(n)}] \) on the far left (far right) in a correlator with a string of local operators and shows that as a function of \( x^+ \) the integrand is analytic and falls off as \( 1/(x^+)^{\Delta + n} \) in the lower (upper) half plane. So the \( x^+ \) contour can be closed and the integral vanishes, which means \( L^0[J^{(n)}] \) annihilates the vacuum to the left (right). Inserting a factor of \((x^+)^k\) we see that the same argument goes through and \( L^k[J^{(n)}] \) annihilates the vacuum as in (26) provided \( k < \Delta + n - 1 \).

A small further extension is possible and will be relevant for us: if a light-ray moment of a primary annihilates the vacuum then so does the light-ray moment of all its descendants.

$$L^k[P_\mu \cdots P_{\mu_l}J^{(n)}]|0\rangle = 0 = \langle 0|L^k[P_\mu \cdots P_{\mu_l}J^{(n)}]$$

for \( k < \Delta + n - 1 \) \hspace{1cm} (27)

For insertions of the momentum operators \( P_- \) and \( P_\perp \) this is just the statement that the derivative of zero is zero. Insertions of \( P_+ \) are related to lower moments by integrating by parts, but those lower moments already annihilate the vacuum.

As a simple example that illustrates these properties, consider the \( k^{\text{th}} \) moment of the 2-point function \cite{24}. With a Wightman \( i\epsilon \) prescription this is

$$\langle L^k[J^{(n)}] J^{(n)}(y) \rangle = \int_{-\infty}^{\infty} dx^+ \frac{(x^+)^k}{(x^+ - y^+ - i\epsilon)^{\Delta+n}(-x^- + y^- + i\epsilon)^{\Delta-n}}$$

\hspace{1cm} (28)

There is a branch cut from \( x^+ = y^+ + i\epsilon \) to \( x^+ = -\infty + i\epsilon \). In the lower half plane the integrand is analytic and falls off like \( 1/(x^+)^{\Delta+n-k} \). Provided \( k < \Delta + n - 1 \) we can close the contour in the lower half plane and the integral vanishes. Acting with \( \partial_{x^-} \) doesn’t change this behavior, so we have

$$\langle L^k[\partial_{x^-} J^{(n)}] J^{(n)}(y) \rangle = 0 \hspace{1cm} \text{for } k < \Delta + n - 1 \text{ with } l = 0, 1, 2, \ldots$$

\hspace{1cm} (29)

We’ll make use of this vanishing property in section 5. Although we won’t need it, acting with \( \partial_{x^+} \) improves the fall-off at large \( x^+ \), which in fact leads to a wider range

$$\langle L^k[\partial_{x^+} J^{(n)}] J^{(n)}(y) \rangle = 0 \hspace{1cm} \text{for } k < \Delta + n + l - 1 \text{ with } l = 0, 1, 2, \ldots$$

\hspace{1cm} (30)
3 Correlators of $G_A$ and $\tilde{G}_A$

Here we record properties of correlators involving $G_A$ and $\tilde{G}_A$ that, although not particularly interesting in their own right, will be important in the next section. For explicit calculations to illustrate these claims see appendix B.

Branch cuts

We’ve been careful to place our spectator operator in a region where the correlator is well-defined at real modular time. Singularities can arise, however, when we analytically continue to complex $s$. Depending on the situation it will be convenient to work in terms of either $z = e^s$ or $w = 1/z = e^{-s}$. For example we have (recall that we’re defining complex modular flow by continuing $r : 0 \to \pi$ inside correlators)

$$\langle G_A | s \pm i r J^{(n)}(y) \rangle = \left( \frac{e^{\pm ir}}{w} \right)^n \int_0^a dx^+ f(x^+) \langle J^{(n)}(\frac{e^{\pm ir} x^+}{w}, -\frac{\theta w x^+}{e^{\pm ir}}, 0) J^{(n)}(y) \rangle \tag{31}$$

As far as the correlator on the right is concerned, the perturbation acts on a segment which stretches from the origin to the point $(e^{\pm ir} a/w, -\theta w a/e^{\pm ir})$ in the $(x^+, x^-)$ plane. As can be seen in the figure, there is a singularity when $e^{\pm ir} a/w = y^+$ and one end of the stretched interval becomes null separated from the spectator operator.

The additional stretching as $w \to 0$ makes part of the stretched interval timelike separated from the spectator operator. So generically (31) has a branch cut which extends from $w = e^{\pm ir} a/y^+$ to $w = 0$. There is also a light-cone singularity when $-\frac{\theta w a}{e^{\pm ir}} = y^-$, so (31) also has a branch cut that extends from $w = -\frac{e^{\pm ir} y^-}{\theta a}$ to $w = -e^{\pm ir} \infty$.

We also have

$$\langle \tilde{G}_A | s J^{(n)}(y) \rangle = \left( -\frac{1}{w} \right)^n \int_{-b}^0 dx^+ f(x^+) \langle J^{(n)}(\frac{x^+}{w}, \theta w x^+, 0) J^{(n)}(y) \rangle \tag{32}$$

By similar reasoning this is singular when $w = b/y^+$, with a branch cut that extends from $w = b/y^+$ to $w = 0$. It is also singular when $w = -\frac{y^-}{\theta b}$, with a branch cut that extends from $w = -\frac{y^-}{\theta b}$ to $w = -\infty$. 


Late modular time
Now let’s consider the behavior at small $w$. Small $w$ corresponds to late modular time, $s \to +\infty$, which stretches operators along the $x^+$ horizon. It’s important to note that (31) and (32) by themselves may diverge in this limit. In fact both (31) and (32) behave $\sim 1/w^{n-1}$ as $w \to 0$, meaning they diverge in this limit for $n \geq 2$. However the Sárosi–Ugajin formula only involves the combination (31) + (32). For generic $r$ there is no cancellation and the sum also behaves $\sim 1/w^{n-1}$ as $w \to 0$. But upon setting $r = \pi$ the sum can be represented by

$$\langle (G_A|_{s \pm i\pi} + \tilde{G}_A|_s) J^{(n)}(y) \rangle = \left(-\frac{1}{w}\right)^n \int_{-b}^{a} dx^+ f(x^+)(J^{(n)}(-\frac{x^+}{w}, \theta wx^+, 0) J^{(n)}(y))$$

(33)

Since both limits of integration are non-zero this is finite and in fact vanishes $\sim w^\Delta$ as $w \to 0$, independent of the modular weight.

Early modular time
Finally we consider the behavior at large $w$ or early modular time. This is the limit $s \to -\infty$ which stretches operators along the $x^-$ horizon. The analysis parallels the previous situation. At large $w$ we find that (31) and (32) both behave $\sim 1/w^{n+1}$, which means they diverge for $n \leq -2$. For generic $r$ there is no cancellation and the sum (31) + (32) also $\sim 1/w^{n+1}$ at large $w$. However upon setting $r = \pi$ there is a cancellation: the sum (33) is finite and in fact vanishes at large $w$. It falls off $\sim 1/w^\Delta$, independent of the modular weight.

4 Correlators of $\delta H_A$

To represent $\delta H_A$ we use the Sárosi–Ugajin formula [7] or the related expansion of [8], which for a perturbation of the form (3) becomes

$$\delta H_A = \frac{i\epsilon}{2} \int_{-\infty}^{\infty} \frac{ds}{1 + \cosh s} \left((G_A|_{s-i\pi} + \tilde{G}_A|_s) - (G_A|_{s+i\pi} + \tilde{G}_A|_s)\right)$$

(34)

In terms of $w = e^{-s}$ this is

$$\delta H_A = i\epsilon \int_{0}^{\infty} \frac{dw}{(w+1)^2} \left((G_A|_{s-i\pi} + \tilde{G}_A|_s) - (G_A|_{s+i\pi} + \tilde{G}_A|_s)\right)$$

(35)

We’ve kept terms grouped in this way – despite what seems like an obvious cancellation – since the grouped terms have well-behaved correlation functions as $w \to 0$ and $w \to \infty$. The need to keep operators grouped in this way is the manifestation inside correlators of the underlying fact that the Hilbert space of a field theory can’t be factored into a tensor product $\mathcal{H}_A \otimes \mathcal{H}_{\tilde{A}}$. 
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To make sense of (35) we take a step back and define
\[ \delta H_A = i \epsilon \int_{0+}^{\infty} \frac{dw}{(w+1)^2} \left( (G_A|_{s-ir} + \tilde{G}_A|_s) - (G_A|_{s+ir} + \tilde{G}_A|_s) \right) \] (36)

Our procedure will be to work inside a correlator and compute \( \langle \delta H_A J^{(n)}(y) \rangle \). We define this by starting at spacelike separation where everything is well-defined and analytically continuing \( r : 0 \to \pi \). In (36) we’ve introduced a cutoff at early and late modular times, analogous to \( \Lambda \) in (15), to deal with divergences as \( w \to 0 \) and \( w \to \infty \). Once we’ve continued to \( r = \pi \) the divergences will cancel and we’ll be able to study what happens as the cutoff is removed.

Now let’s consider the analytic continuation of the correlator \( \langle \delta H_A J^{(n)}(y) \rangle \) from \( r = 0 \to \pi \). To make the discussion concrete we assume \( a, b > 0 \) so that the perturbation straddles the endpoint. Then as we take \( r : 0 \to \pi \) the first grouped term in (36) produces cuts from \( e^{-ir}a/y^{+} \) to 0 and from \( -e^{-ir}y^{-}/\theta a \) to \( -e^{-ir}\infty \) that rotate clockwise and hit the integration contour from above. The second grouped term in (36) produces cuts from \( e^{ir}a/y^{+} \) to 0 and from \( -e^{ir}y^{-}/\theta a \) to \( -e^{ir}\infty \) that rotate counterclockwise and hit the integration contour from below. All these contributions can be combined into a pair of U-shaped contours that wrap around the cuts.

Thanks to the cutoff on the integral over modular time in (36) we are able to keep the tips of the U-shaped contours slightly separated. So we’re left with
\[ \langle \delta H_A J^{(n)}(y) \rangle = i \epsilon \int \frac{dw}{(w+1)^2} \left( -\frac{1}{w} \right)^n \int_{-b}^{a} dx^{+} f(x^{+}) \langle J^{(n)}(\frac{x^{+}}{w}, \theta wx^{+}, 0) J^{(n)}(y) \rangle \] (37)

Although we derived this formula assuming \( a, b > 0 \) so that \( G \) straddles the endpoint, in section 5 we’ll see that this result is valid for all non-zero values of \( a \) and \( b \).

5 Extracting \( \delta H_A \)

Our next job is to extract \( \delta H_A \) from the correlator (37). There are three cases to consider: where the perturbation just acts on \( A \), where the perturbation just acts on \( \tilde{A} \), and where

\[ \text{We’re assuming } -y^{+}y^{-} > \theta a^2, -y^{+}y^{-} > \theta b^2 \text{ so the cuts are separated as shown. This keeps the spectator operator spacelike separated from the perturbation (11).} \]
the perturbation straddles the endpoint. In the first two cases we already know the answer, and in fact there is no need for perturbation theory: since the unitary transformation $U$ factorizes as in footnote 3 we have $H_A = U_A H_A^{(0)} U_A^\dagger$. But as a warm-up exercise we show how this emerges from (37) before turning to the more interesting case where the perturbation straddles the endpoint and the unitary transformation does not factorize.

5.1 Perturbation acts on $A$

First let’s consider the case where $a > -b > 0$ so that the perturbation just acts on $A$. In this case $G_A$ vanishes and the Sárosi–Ugajin formula becomes

$$\delta H_A = \frac{i \epsilon}{2} \int_{-\infty}^{\infty} \frac{ds}{1 + \cosh s} \left( G_A |_{s-i\pi} - G_A |_{s+i\pi} \right)$$

$$G_A |_{s \pm i\pi} = \left( \frac{e^{\pm ir}}{w} \right)^n \int_{-b}^{a} dx^+ f(x^+) J^{(n)} \left( \frac{e^{\pm ir} x^+}{w}, -\frac{\theta w x^+}{e^{\pm ir}}, 0 \right)$$

(38)

By following the steps in section 4 one sees that (37) also applies to this situation. The only real difference in the calculation is that $\langle G_A |_{s \pm i\pi} J^{(n)}(y) \rangle$ now has additional cuts. There are cuts from $w = e^{\pm ir} a/y^+$ to the origin and from $w = e^{\pm ir} (-b)/y^+$ to the origin. There are also cuts from $w = -e^{\pm ir} y^-/\theta a$ to $-e^{\pm ir} \infty$ and from $w = -e^{\pm ir} y^-/\theta (-b)$ to $-e^{\pm ir} \infty$. As $r : 0 \to \pi$ these cuts rotate and hit the integration contour from above in the first term and from below in the second term. So we end up with a pair of $U$-shaped contours that wrap around the cuts. This is correctly captured by (37) which has cuts in the right places.

---

To extract $\delta H_A$ from (37) we proceed as follows. The correlator that appears in the integrand of (37) is

$$\left( -\frac{1}{w} \right)^n \int_{-b}^{a} dx^+ f(x^+) \langle J^{(n)} \left( -\frac{x^+}{w}, \theta w x^+, 0 \right) J^{(n)}(y) \rangle$$

(39)

Since both limits of integration are non-zero this vanishes $\sim w^\Delta$ as $w \to 0$ and vanishes $\sim 1/w^\Delta$ as $w \to \infty$. So there is no problem closing the $U$-shaped contours in (37) into contours that encircle the cuts. The integrand vanishes at infinity, so at the cost of a minus
sign instead of enclosing the cuts we can take the contour to enclose the pole at \( w = -1 \). Picking up the residue of the pole and stripping off the spectator operator \( J^{(n)}(y) \) we obtain

\[
\delta H_A = 2\pi\epsilon \frac{d}{dw} \bigg|_{w=-1} \left( -\frac{1}{w} \right)^n \int_{-b}^a dx^+ f(x^+) J^{(n)} \left( -\frac{x^+}{w}, \theta wx^+, 0 \right) \tag{40}
\]

Recognizing that \( J^{(n)} \) is undergoing vacuum modular flow \([16]\) with \( w = e^{-s} \) we can replace

\[
\frac{d}{dw}(\cdot) = -\frac{i}{2\pi w} \{ \hat{H}^{(0)}, \cdot \} \tag{41}
\]

Setting \( w = -1 \) we obtain

\[
\delta H_A = i\epsilon \int_{-b}^a dx^+ f(x^+) \{ \hat{H}^{(0)}, J^{(n)}(x^+, -\theta x^+, 0) \} \tag{42}
\]

or equivalently

\[
\delta H_A = i\epsilon \{ \hat{H}^{(0)}, G \} \tag{43}
\]

In this way we’ve recovered the expected result, that for a perturbation restricted to region \( A \) the change in the modular Hamiltonian is the commutator of \( \hat{H}^{(0)} \) with the perturbation.

### 5.2 Perturbation acts on \( \bar{A} \)

Next we consider the case \(-b < a < 0\) where the perturbation just acts on \( \bar{A} \). In this case \( G_A \) vanishes and

\[
\tilde{G}_{\bar{A}}|_s = \left( -\frac{1}{w} \right)^n \int_{-b}^a dx^+ f(x^+) J^{(n)} \left( -\frac{x^+}{w}, \theta wx^+, 0 \right) \tag{44}
\]

Putting this in the Sárosi–Ugajin formula \((6)\) we rather trivially have \( \delta H_A = 0 \). Alternatively one can say that \((37)\) also applies to this situation, but that now the cuts are to the left of the origin.

Since both limits of integration in \((44)\) are non-zero we have

\[
\langle \tilde{G}_{\bar{A}}|_s J^{(n)}(y) \rangle \sim \begin{cases} w^\Delta & \text{as } w \to 0 \\ 1/w^\Delta & \text{as } w \to \infty \end{cases} \tag{45}
\]
So there’s no problem closing the U-shaped contours and the integral vanishes since it encloses no singularities. Again we get the expected result that $\delta H_A = 0$ for a perturbation that only acts on $A$.

### 5.3 Perturbation straddles the endpoint

Finally we consider the case $a, b > 0$ where the perturbation straddles the endpoint. In this case it’s useful to switch the order of integration in (37) and write (after stripping off the spectator operator)

$$\delta H_A = i \epsilon \int_{-b}^{a} dx^+ f(x^+) I(x^+)$$

$$I(x^+) = \int \frac{dw}{(w+1)^2} \left( -\frac{1}{w} \right)^n J^{(n)} \left( -\frac{x^+}{w}, \theta wx^+, 0 \right)$$

(46)

The claim, which we establish below by working inside correlators, is that for $n \geq 2$

$$I(x^+) = \Theta(x^+) C + \sum_{k=0}^{n-2} \frac{(-1)^k}{k!} \delta^{(k)}(x^+) E_k$$

(47)

Here $\Theta(x^+)$ is a step function, $\delta^{(k)}(x^+) = \partial^k \delta(x^+)$ and the commutator and $k^{th}$ moment endpoint contributions are

$$C = [\hat{H}^{(0)}, J^{(n)}(x^+ - \theta x^+, 0)]$$

$$E_k = 2 \pi i \sum_{l=0}^{[n-2-k]} \frac{(-\theta)^l}{l!} (n-k-2l-1) \int_0^\infty dx^+ (x^+)^{k+l} \partial^l J^{(n)}(x^+, 0, 0)$$

(48)

This means that for $n \geq 2$

$$\delta H_A = -i \epsilon \int_0^a dx^+ f(x^+) [J^{(n)}(x^+ - \theta x^+, 0), \hat{H}^{(0)}]$$

$$-2 \pi i \sum_{k=0}^{n-2} \frac{1}{k!} f^{(k)}(0) \sum_{l=0}^{[n-2-k]} \frac{(-\theta)^l}{l!} (n-k-2l-1) \int_0^\infty dx^+ (x^+)^{k+l} \partial^l J^{(n)}(x^+, 0, 0)$$

(49)

Thus for $n \geq 2$, whenever the perturbation straddles the endpoint, the subregion modular Hamiltonian picks up an endpoint contribution on the $x^+$ horizon. We’ll see that for $n = -1, 0, 1$ the endpoint contribution vanishes while for $n \leq -2$ there is an analogous endpoint contribution on the $x^-$ horizon.
In the remainder of this section we specialize to \( n \geq 0 \) and seek to establish (47). We proceed as follows. Inserting (46) in a correlator with a spectator operator at \( y^+ < 0, \ y^- > 0, \ y_\perp = 0 \) (50) we have
\[
\langle I(x^+)J(n)(y)\rangle = \int_{\mathcal{D}}^{\mathcal{C}} \frac{dw}{(w + 1)^2} \left( -\frac{1}{w} \right)^n \langle J(n)(-\frac{x^+}{w}, \theta wx^+, 0) J(n)(y^+, y^-, 0) \rangle \tag{51}
\]
There is a light-cone singularity when \( w = -\frac{x^+}{y^+} \) and the first argument of the two operators is the same. Generically this produces a cut from \( w = -\frac{x^+}{y^+} \) to \( w = 0 \). There is another light-cone singularity when \( w = \frac{y^-}{\theta x^+} \) and the second argument of the two operators is the same. Generically this produces a cut from \( w = \frac{y^-}{\theta x^+} \) to \( w = +\infty \) (if \( x^+ > 0 \)) or to \( w = -\infty \) (if \( x^+ < 0 \)). The situation for positive \( x^+ \) is shown in the figure.

Now let’s see how (51) depends on \( x^+ \). To simplify the following discussion it’s convenient to place the ends of the \( \mathcal{D} \)-shaped contour symmetrically at \( w = \pm i\delta \). The parameter \( \delta \to 0^+ \) will serve to regulate the distributions appearing in (47). It’s an avatar of the cutoff on modular time introduced in [15].

The correlator (24) leads to the explicit expression
\[
\langle I(x^+)J(n)(y)\rangle = \int_{\mathcal{D}}^{\mathcal{C}} \frac{dw}{(w + 1)^2} \left( -\frac{1}{w} \right)^n \frac{1}{(-\frac{x^+}{w} - y^+)^{\Delta + n} (-\theta wx^+ + y^-)^{\Delta - n}} \tag{52}
\]
Leaving aside the measure factor \( dw/(w + 1)^2 \), for \( n \geq 0 \) the integrand decays at infinity, with the behavior
\[
\sim \begin{cases} \frac{1}{w^n} & \text{if } x^+ = 0 \\ \frac{1}{w^\Delta} & \text{if } x^+ \neq 0 \end{cases} \tag{53}
\]
So there is no problem closing the \( \mathcal{C} \)-shaped contour. But as \( w \to 0 \) we have the behavior
\[
\sim \begin{cases} \frac{1}{w^n} & \text{if } x^+ = 0 \\ w^\Delta & \text{if } x^+ \neq 0 \end{cases} \tag{54}
\]
Figure 2: The imaginary part of $\langle I(x^+) J^{(n)}(y) \rangle$, defined in (52), as a function of $x^+$ for various values of $n$ and $\Delta$. Left panel: $n = 2$, $\Delta = 3$, $\delta = 0.03$. Middle panel: $n = 3$, $\Delta = 3.5$, $\delta = 0.05$. Right panel: $n = 4$, $\Delta = 4$, $\delta = 0.05$. In all plots $y^+ = -1.5$, $y^- = 1.2$ and $\theta = 0$.

As long as $x^+$ is non-zero there is no problem closing the $\triangledown$-shaped contour. But when $x^+ = 0$ there is a potential divergence and we need to be more careful. To gain intuition about what to expect the correlator is plotted as a function of $x^+$ in Fig. 2. One can clearly see the appearance of singular behavior near $x^+ = 0$. The singularity appears to involve $(-1)^k \delta^{(k)}(x^+)$ for $k = 0, \ldots, n - 2$.

To study $I(x^+)$ analytically we first consider the possibility that $x^+$ is “large.” By this we just mean that $x^+$ is large compared to $\delta$, or more precisely that $|x^+/\delta| \gg |y^+|$, where $\delta$ characterizes the distance between the tips of the $\triangledown$. When $x^+$ is large in this sense we can neglect $y^+$ in (52) near the tips of the $\triangledown$. Then the integrand vanishes $\sim w^n$ near $w = 0$ and we can bring the ends of the $\triangledown$ together to form a closed contour. If $x^+ < 0$ the two closed contours that result (from closing $\triangledown$ and $\triangledown$) can both be shrunk to a point and the integral vanishes, while if $x^+ > 0$ we pick up a commutator with $\hat{H}^{(0)}$ as in section 5.1. Thus as $\delta \to 0$ we find that

$$ I(x^+) = \Theta(x^+) \left[ \hat{H}^{(0)}, J^{(n)}(x^+, -\theta x^+, 0) \right] $$

That is, large $x^+$ gives the commutator contribution in (47).

We also need to consider the possibility that $x^+$ is “small,” meaning $|x^+/\delta| \lesssim |y^+|$. In this case $I(x^+)$ can diverge from the singular behavior of the integrand $\sim 1/w^n$ as $w \to 0$.

Note that the leading behavior as $w \to 0$ is independent of $\theta$. However there can be subleading

---

\(^7\)This is the behavior when $x^+ = 0$. More generally the integrand has this behavior when $x^+ \to 0$ at least as fast as $w$. 
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singularities, suppressed by powers of $\theta wx^+$. To take these into account we expand (51) in powers of $\theta$ and write

$$
\langle I(x^+)J^{(n)}(y) \rangle = \sum_{l=0}^{\infty} \frac{1}{l!} (-\theta x^+)^l \int \frac{dw}{(w+1)^2} \left( -\frac{1}{w} \right)^{n-l} \langle \partial_+^l J^{(n)}(-\frac{x^+}{w},0,0) J^{(n)}(y^+,y^-,0) \rangle
$$

(56)

As we saw in Fig. 2, at small $x^+$ we anticipate that $I(x^+)$ contains terms proportional to $\delta^{(k)}(x^+)$ for $k = 0, \ldots, n-2$. To test this, and to determine the coefficients, we integrate $I(x^+)$ against $(x^+)^k$ over an interval $-\beta < x^+ < \alpha$. Here $\alpha$ and $\beta$ are small, fixed positive quantities that we will later send to zero. Although they should not be confused with $a$ and $b$, they enter in the calculation in the same way. So from the discussion in section 4 we expect that the correlator

$$
\int_{-\beta}^{\alpha} dx^+(x^+)^k \langle I(x^+)J^{(n)}(y) \rangle
$$

(57)

has two terms, one with a cut from $-\alpha/y^+$ to the origin and the other with a cut from $\beta/y^+$ to the origin. [See the figure above (37). Note that in the expansion (56) the other two cuts recede to infinity.] To evaluate (57) it’s useful to switch the order of integration and to make a change of variables $x^+ \to -wx^+$. These steps give

$$
\int_{-\beta}^{\alpha} dx^+(x^+)^k \langle I(x^+)J^{(n)}(y) \rangle

= \sum_{l=0}^{\infty} \frac{(-\theta)^l}{l!} \int \frac{dw}{(w+1)^2} \left( -\frac{1}{w} \right)^{n-l} \int_{-\beta}^{\alpha} dx^+(x^+)^{k+l} \langle \partial_+^l J^{(n)}(-\frac{x^+}{w},0,0) J^{(n)}(y^+,y^-,0) \rangle

= -\sum_{l=0}^{\infty} \frac{(-\theta)^l}{l!} \int \frac{dw}{(w+1)^2} \left( -\frac{1}{w} \right)^{n-k-2l-1}

\times \left( \int_{-\alpha/w}^{\infty} dx^+(x^+)^{k+l} \langle \partial_+^l J^{(n)}(x^+,0,0) J^{(n)}(y^+,y^-,0) \rangle \right)

(58)

The two terms in (58) separately behave $\sim w^{\Delta+l}$ as $w \to 0$, so there is no obstacle to closing the contour around each term separately. The first term has a cut from $w = -\alpha/y^+$ to the origin that’s enclosed by the contour while the second term has a cut from $w = \beta/y^+$ to the
origin that’s outside the contour. So only the first term survives and we’re left with

\[- \sum_{l=0}^{\infty} \frac{(-\theta)^l}{l!} \oint_{\text{cut}} \frac{dw}{(w+1)^2} \left( \frac{1}{w} \right)^{n-k-2l-1} \int_{-\alpha/w}^{\infty} dx^+(x^+) \partial^l J^{(n)}(x^+,0,0) J^{(n)}(y^+,y^-,0)) \]

(60)

In (60) there’s a pole at \( w = -1 \) and for \( k + 2l > n - 1 \) a pole at infinity. Rather than encircling the cut we can think of the contour as encircling the poles. Setting \( w = 1/z \) and stripping off the spectator \( J^{(n)}(y) \) we’re left with

\[- \sum_{l=0}^{\infty} \frac{(-\theta)^l}{l!} \oint_{z=0,-1} \frac{dz}{(z+1)^{n-k-2l-1}} \int_{-\alpha/z}^{\infty} dx^+(x^+) \partial^l J^{(n)}(x^+,0,0) \]

(61)

As \( \alpha, \beta \to 0 \) this has a finite limit which gives us the coefficient of \( \frac{(-1)^k}{k!} \delta^{(k)}(x^+) \) in \( I(x^+) \). So we find that

small \( x^+ \): \( I(x^+) = \sum_k \frac{(-1)^k}{k!} \delta^{(k)}(x^+) \mathcal{E}_k \)

(62)

where the coefficient is

\[ \mathcal{E}_k = - \sum_{l=0}^{\infty} \frac{(-\theta)^l}{l!} \oint_{z=0,-1} \frac{dz}{(z+1)^{n-k-2l-1}} \int_{0}^{\infty} dx^+(x^+) \partial^l J^{(n)}(x^+,0,0) \]

(63)

Evaluating the contour integral we find (assuming \( n \geq 2 \), otherwise the integral vanishes)

\[ \mathcal{E}_k = \begin{cases} 2\pi i \sum_{l=0}^{n-k-2} \frac{(-\theta)^l}{l!} (n-k-2l-1) \int_{0}^{\infty} dx^+(x^+) \partial^l J^{(n)}(x^+,0,0) & \text{if } k = 0, 1, \ldots, n-2 \\ 0 & \text{otherwise} \end{cases} \]

(64)

Thus small \( x^+ \) gives the endpoint contribution to \( I(x^+) \) in (47). As a contribution to \( \delta H_A \) it gives the second line of (49).

\[ \delta H_A^{\text{endpoint}} = -2\pi \epsilon \sum_{k=0}^{n-2} \frac{1}{k!} f^{(k)}(0) \sum_{l=0}^{\frac{n-2-k}{2}} \frac{(-\theta)^l}{l!} (n-k-2l-1) \int_{0}^{\infty} dx^+(x^+) \partial^l J^{(n)}(x^+,0,0) \]

(65)

As an illustration of these properties, one of the relevant integrals is

\[ \int_{-\alpha/w}^{\infty} dx^+ \frac{(x^+)^{k+l}}{(x^+ - y^+)^{\Delta+n}} \]

(59)

This has a cut from \( w = -\alpha/y^+ \) to the origin and (as can be seen by considering \( w \to 0^- \)) falls off \( \sim w^{\Delta+n-k-l-1} \) as \( w \to 0 \).
6 Generalizations

The results we’ve presented so far have several straightforward generalizations. In this section we present results for the extended modular Hamiltonian and for negative modular weights. We introduce dependence on the transverse coordinates, consider perturbations on null planes, and discuss the extension of the results to perturbations on curved surfaces.

Extended modular Hamiltonian

We’ve obtained an expression for the change in the subregion modular Hamiltonian \( \delta H_A \).

But analogous results hold for the complementary region, and by combining them we can obtain the change in the extended modular Hamiltonian \( \delta H = \delta H_A - \delta H_{\bar{A}} \).

To obtain \( \delta H_{\bar{A}} \) we use the CPT transformation \([18]\). Note that CPT takes \( x^\pm \to -x^\pm \), so it exchanges \( A \) with \( \bar{A} \). This means we can apply CPT to our state, use \([65]\) to obtain \( \delta H_A \) for the transformed state, then apply CPT again to obtain \( \delta H_{\bar{A}} \) for the original state.

Applying CPT to \( |\psi\rangle = (1 - i\epsilon G)|0\rangle \) gives a new state \( |\tilde{\psi}\rangle = (1 + i\epsilon \tilde{G})|0\rangle \). Note the change in sign, due to the fact that CPT is anti-unitary. We get \( \delta H_A \) for the transformed state using \([65]\) with \( G \to -\tilde{G} \), then apply CPT to the result to obtain \( \delta H_{\bar{A}} \) for the original state.\(^9\)

The change in the extended modular Hamiltonian can then be obtained from \( \delta H = \delta H_A - \delta H_{\bar{A}} \).

The net result of this procedure is that \( \delta H \) is given by extending the range of integration in \([65]\) to cover the full \( x^+ \) horizon. Thus for \( n \geq 2 \) we have

\[
\delta H_{\text{endpoint}} = -2\pi \epsilon \sum_{k=0}^{n-2} \frac{1}{k!} f^{(k)}(0) \sum_{l=0}^{\left\lfloor \frac{n-2-k}{2} \right\rfloor} \frac{(-\theta)^l}{l!} (n - k - 2l - 1) \int_{-\infty}^{\infty} dx^+ (x^+)^{k+l} \partial_{x^+}^{(n)}(x^+, 0, 0)
\]

Negative modular weight

In section 5 we obtained the endpoint contribution \( \delta H_A \) for positive \( n \) as a light-ray moment on the \( x^+ \) horizon. It’s straightforward to see that for negative \( n \) there’s an analogous contribution on the \( x^- \) horizon. The easiest way to obtain it is to note that a parity transformation \( x \to -x \) acts by exchanging \( x^+ = t + x \) with \( x^- = t - x \) and acts on the modular weight (the difference in the number of \( x_+ \) and \( x_- \) indices) by \( n \to -n \). Parity also exchanges \( A \) with \( \bar{A} \), so for modular weights \( n = -2, -3, \ldots \) there must be an endpoint contribution to \( \delta H_{\bar{A}} \), the change in the modular Hamiltonian for the complement, on the \( x^- \) horizon.

\(^9\)CPT exchanges the regions but also transforms the state, so it takes

\[
\delta H_A |\tilde{\psi}\rangle \to \delta H_{\bar{A}} |\psi\rangle \quad \delta H_{\bar{A}} |\tilde{\psi}\rangle \to \delta H_A |\psi\rangle
\]
To obtain an expression for $\delta H_A$, instead of using (11), it’s convenient to write the perturbation in a hatted form where $x^-$ is used to parametrize the segment.

$$G = \int_{-b}^{b} dx^- \hat{f}(x^-) J^{(n)}(\hat{-\theta x^-}, x^-, 0)$$  \hspace{1cm} (68)$$

By adapting (65) to this situation we can immediately write the endpoint contribution for $n = -2, -3, \ldots$ as

$$\delta H_{A_{\text{endpoint}}}^{\text{endpoint}} = -2\pi \epsilon \sum_{k=0}^{\lfloor |n|/2 \rfloor - 1} \frac{1}{k!} \hat{f}^{(k)}(0) \sum_{l=0}^{[n/2-k]} (-\hat{\theta})^l \frac{2^l}{l!} (|n| - k - 2l - 1) \int_{0}^{\infty} dx^- (x^-)^{k+l} \partial_+ J^{(n)}(0, x^-, 0)$$ \hspace{1cm} (69)$$

For negative modular weights the perturbation is most naturally presented in the form (68). But we can rewrite $G$ in the form (11), where $x^+$ is used to parametrize the segment, via the dictionary

$$\hat{\theta} = \frac{1}{\theta}, \quad \hat{f}(x) = \frac{1}{\theta} f\left(-\frac{x}{\theta}\right), \quad \hat{a} = \theta b, \quad \hat{b} = \theta a \hspace{1cm} (70)$$

Then the endpoint contribution for negative modular weight becomes

$$\delta H_{A_{\text{endpoint}}}^{\text{endpoint}} = -2\pi \epsilon \sum_{k=0}^{\lfloor |n|/2 \rfloor - 1} \frac{1}{k!} \hat{f}^{(k)}(0) \sum_{l=0}^{[n/2-k]} (-1)^{k+l} (|n| - k - 2l - 1) \frac{2^l}{l!} \theta^{k+l+1} \int_{0}^{\infty} dx^- (x^-)^{k+l} \partial_+ J^{(n)}(0, x^-, 0)$$ \hspace{1cm} (71)$$

To obtain the change in the extended modular Hamiltonian one simply extends the range of integration to $\int_{-\infty}^{\infty} dx^-$ and introduces an overall sign due to the definition $\delta \hat{H} = \hat{H}_A - \hat{H}_{\bar{A}}$.

$$\delta \hat{H}_{A_{\text{endpoint}}}^{\text{endpoint}} = +2\pi \epsilon \sum_{k=0}^{\lfloor |n|/2 \rfloor - 1} \frac{1}{k!} \hat{f}^{(k)}(0) \sum_{l=0}^{[n/2-k]} (-1)^{k+l} (|n| - k - 2l - 1) \frac{2^l}{l!} \theta^{k+l+1} \int_{-\infty}^{\infty} dx^- (x^-)^{k+l} \partial_+ J^{(n)}(0, x^-, 0)$$ \hspace{1cm} (72)$$

Parity makes the endpoint contribution for negative modular weight easy to obtain, but one can also trace its origin in the calculation. In contrast to positive modular weight, where the endpoint contribution arises from behavior at late modular time, the endpoint contribution for negative modular weight arises from behavior at early modular time. When $n$ is negative and $x^+ = 0$ there is a potential singularity at early modular time which can obstruct closing the $\subset$-shaped contour in (52) at $w = \infty$.

**Transverse coordinates**

Instead of restricting to a perturbation of the form (11), we can introduce dependence on the transverse coordinates. If we perturb the vacuum by

$$G = \int_{-b}^{b} dx^+ \int d^{d-2} x_\perp f(x^+, x_\perp) J^{(n)}(x^+, -\theta x^+, x_\perp)$$ \hspace{1cm} (73)$$
then to first order the endpoint contribution to the extended modular Hamiltonian simply picks up an integral over the transverse coordinates. Denoting $f^{(k)}(x^+, x_\perp) = \partial_{\perp}^k f(x^+, x_\perp)$ this means

- The endpoint contribution vanishes for modular weights $n = -1, 0, 1$.
- For modular weights $n = 2, 3, 4, \ldots$ the endpoint contribution is a sum of light-ray moments of $J^{(n)}$ on the $x^+$ horizon.

\[ \delta H^{\text{endpoint}} = -2\pi \epsilon \int d^{d-2} x_\perp \sum_{k=0}^{n-2} \frac{1}{k!} f^{(k)}(0, x_\perp) \sum_{l=0}^{\lfloor \frac{n-2-k}{2} \rfloor} \frac{(-\theta)^l}{l!} (n - k - 2l - 1) \]
\[ \int_{-\infty}^{\infty} dx^+(x^+)^{k+l} \partial^l_+ J^{(n)}(x^+, 0, x_\perp) \] (74)

- For modular weights $n = -2, -3, -4, \ldots$ the endpoint contribution is a sum of light-ray moments of $J^{(n)}$ on the $x^-$ horizon.

\[ \delta H^{\text{endpoint}} = +2\pi \epsilon \int d^{d-2} x_\perp \sum_{k=0}^{\lfloor |n|-2-k \rfloor} \frac{1}{k!} f^{(k)}(0, x_\perp) \sum_{l=0}^{\lfloor \frac{|n|-2-k}{2} \rfloor} \frac{(-1)^{k+l}(|n| - k - 2l - 1)}{l! \theta^{k+l+1}} \]
\[ \int_{-\infty}^{\infty} dx^-(x^-)^{k+l} \partial^l_- J^{(n)}(0, x^-, x_\perp) \] (75)

**Perturbations on null planes**

Finally we consider perturbations that act along null planes. Let’s begin with the $x^+$ horizon. To obtain a perturbation that acts along the $x^+$ horizon we can start with the spacelike perturbation (73) and send $\theta \to 0^+$. If the modular weight is positive there is no problem sending $\theta \to 0^+$ in (74). Thus for the null perturbation

\[ G = \int_{-b}^{a} dx^+ \int d^{d-2} x_\perp f(x^+, x_\perp) J^{(n)}(x^+, 0, x_\perp) \] with $n \geq 2$ (76)

the endpoint contribution is given by retaining just the $l = 0$ terms in (74).

\[ \delta H^{\text{endpoint}} = -2\pi \epsilon \int d^{d-2} x_\perp \sum_{k=0}^{n-2} \frac{n-k-1}{k!} f^{(k)}(0, x_\perp) \int_{-\infty}^{\infty} dx^+(x^+)^{k} J^{(n)}(x^+, 0, x_\perp) \] (77)

But for negative modular weight the limit $\theta \to 0^+$ in (75) appears singular. It seems the modular Hamiltonian for a null perturbation with negative modular weight is not well-defined.
To gain intuition as to why this might be the case it’s helpful to boost to a frame where the perturbation acts on a fixed-time surface. Consider the following perturbation, defined to act on the slice \( t = 0 \).

\[
G_0 = \int_{-b}^{a} d\sigma \int d^{d-2}x_\perp f(\sigma, x_\perp) \theta^2 J^{(n)}(\sqrt{\theta} \sigma, -\sqrt{\theta} \sigma, x_\perp) \tag{78}
\]

As follows from (2), under a boost with \( \epsilon^+ = \frac{1}{\sqrt{\theta}} \) this turns into the perturbation of interest \( (73) \). But the form \( (78) \) makes the limit \( \theta \to 0 \) easier to understand. For any modular weight as \( \theta \to 0 \) the perturbation becomes localized at \( t = x = 0 \). If \( n \) is positive the coefficient in front of the perturbation goes to zero and it’s reasonable to expect the modular Hamiltonian to have a well-defined limit.\(^{10}\) But if \( n \) is negative the coefficient in front of the perturbation diverges as \( \theta \to 0 \) and one might expect the modular Hamiltonian to diverge as well.\(^{11}\)

We can likewise study perturbations which act along the \( x^- \) horizon provided the modular weight is negative. This corresponds to sending \( \theta \to \infty \) in \( (73) \) or better to sending \( \hat{\theta} \to 0 \) in \( (68) \). For a null perturbation

\[
G = \int_{-b}^{\hat{a}} dx^- \int d^{d-2}x_\perp \hat{f}(x^-) J^{(n)}(0, x^-, x_\perp) \quad \text{with } n \leq -2 \tag{79}
\]

the endpoint contribution to the extended modular Hamiltonian is a straightforward generalization of the (negative of the) \( l = 0 \) terms in \( (69) \).

\[
\delta \hat{H}^{\text{endpoint}} = 2\pi \epsilon \int d^{d-2}x_\perp \sum_{k=0}^{\left| n \right|-2} \frac{\left| n \right|-k-1}{k!} \hat{f}(k)(0, x_\perp) \int_{-\infty}^{\infty} dx^- (x^-)^k J^{(n)}(0, x^-, x_\perp) \tag{80}
\]

\section*{Perturbations on curved surfaces}

It’s possible to generalize these results to perturbations that act on a curved spacelike surface. For simplicity we introduce the perturbation at \( x_\perp = 0 \) and define the surface by setting \( x^- = g(x^+) \) where \( g(x^+) \) is a smooth function that vanishes at \( x^+ = 0 \). Thus in place of \( (11) \) we consider the perturbation

\[
G = \int_{-b}^{a} dx^+ f(x^+) J^{(n)}(x^+, g(x^+), 0) \tag{81}
\]

The tilted segment we worked with previously corresponds to the choice \( g(x^+) = -\theta x^+ \). We’ll discuss the subregion modular Hamiltonian \( \delta H_A \) for this perturbation, assuming positive \( n \).

\(^{10}\)One might guess that \( \delta \hat{H} \) would vanish as \( \theta \to 0 \), on the grounds that in this limit \( G_0 \to 0 \), but that guess would be wrong.

\(^{11}\)This guess does seem to be correct, or at least it’s borne out by the \( \theta \to 0 \) divergences in \( (75) \).
To evaluate the endpoint contribution for this perturbation, note that the expansion which replaces (56) is

\[
\langle \mathcal{I}(x^+J^{(n)}(y)) \rangle = \sum_{l=0}^{\infty} \frac{1}{l!} (g(x^+))^l \langle \mathcal{I}(x^+)J^{(n)}(y) \rangle
\]

where

\[
\langle \mathcal{I}_l(x^+J^{(n)}(y)) \rangle = \int \frac{dw}{(w+1)^2} \left( \frac{1}{w} \right)^{n-l} \langle \partial_l^J^{(n)} \left( -\frac{x^+}{w}, 0, 0 \right) J^{(n)}(y^+, y^-) \rangle
\]

As in section 5.3, one can probe for terms proportional to \( \delta^{(k)}(x^+) \) in \( I_l(x^+) \) by integrating against \( (x^+)^k \). For \( n \geq 2 \) this leads to the endpoint contribution for the subregion modular Hamiltonian

\[
\delta H_{A,\text{endpoint}} = -2\pi \epsilon \sum_{k=0}^{n-2} \sum_{l=0}^{n-2-k} \frac{n-k-l-1}{k!l!} \left[ \frac{d^k}{dx^{+k}} \right]_{x^+=0} f(x^+(x^+))^l \int_0^\infty dx^+(x^+)^k \partial_l^J^{(n)}(x^+, 0, 0)
\]

Upon setting \( g(x^+) = -\theta x^+ \) and re-arranging the sums this agrees with (65). The form (84) makes the structure of the endpoint contribution more transparent; we see that in general it involves a sum over moments \( k \) and descendant levels \( l \) bounded by \( k + l \leq n - 2 \). But the form (65) is more explicit for the case of perturbations that act on a planar surface.

It's straightforward to extend this result to obtain the endpoint contribution to the extended modular Hamiltonian for a general curved surface. We include dependence on the transverse coordinates by introducing a function \( g(x^+, x_\perp) \) that vanishes at \( x^+ = 0 \). Then for the perturbation

\[
G = \int_a^b dx^+ \int d^{d-2}x_\perp f(x^+, x_\perp) J^{(n)}(x^+, g(x^+, x_\perp), x_\perp)
\]

the endpoint contribution for \( n \geq 2 \) is

\[
\delta H_{\leftrightarrow,\text{endpoint}} = -2\pi \epsilon \sum_{k=0}^{n-2} \sum_{l=0}^{n-2-k} \frac{n-k-l-1}{k!l!} \int d^{d-2}x_\perp \left[ \frac{d^k}{dx^{+k}} \right]_{x^+=0} f(x^+, x_\perp)(g(x^+, x_\perp))^l \int_0^{\infty} dx^+(x^+)^k \partial_l^J^{(n)}(x^+, 0, x_\perp)
\]

The analogous result for negative modular weight can be obtained by exchanging \( x^+ \leftrightarrow x^- \), replacing \( n \) with \( |n| \), and making an overall change of sign.
7 Conclusions

We’ve seen that for small perturbations of the ground state the modular Hamiltonian for a division into half-spaces \( \{ x < 0 \} \cup \{ x > 0 \} \) gets a non-trivial endpoint contribution, arising whenever the perturbation can’t be factored into a tensor product of unitary operators on \( A \) and \( \bar{A} \). We were able to capture the endpoint contribution by working inside correlation functions, where the lack of tensor factorization manifests itself as potential divergences at early and late modular times. With a cutoff on modular time in place the calculation becomes well-defined, and when the cutoff is removed a finite endpoint contribution survives. In this sense the endpoint contribution can be regarded as an anomaly in tensor factorization.

Extending our previous results [9] we found that the endpoint contribution to the modular Hamiltonian involves light-ray moments of the form

\[
\mathcal{L}^k [\partial_+ J^{(n)}] = \int_{-\infty}^{\infty} dx^+ \left( x^+ \right)^k \partial_+ J^{(n)}(x^+, 0, 0)
\]

for \( k = 0, \ldots, n - 2 - l \). This can be viewed as a generalization of the fact that the average null energy operator (the zeroth moment of the stress tensor)

\[
\mathcal{L}^0 [T_{++}] = \int_{-\infty}^{\infty} dx^+ T_{++}(x^+, 0, 0)
\]

appears in the modular Hamiltonian under shape deformations [15]; for the extension of this result to higher orders see [22].

Moments of light-ray operators satisfy some remarkable properties. In particular they annihilate the conformal vacuum for moments satisfying \( k < \Delta + n - 1 \) [25, 29]. It’s worth noting that up to \( k = n - 2 \) this follows from the fact that these operators can appear in the modular Hamiltonian. The modular Hamiltonian annihilates the state, which to first order means

\[
(\hat{H}^{(0)} + \delta \hat{H})(\mathbb{1} - i\epsilon G)|0\rangle = 0
\]

or

\[
(-i\epsilon \hat{H}^{(0)} G + \delta \hat{H})|0\rangle = 0
\]

Suppose the change in the modular Hamiltonian has the form \( \delta \hat{H} = -i\epsilon [G, \hat{H}^{(0)}] + \delta \hat{H}^{\text{endpoint}} \). Substituting this in (90) we see that \( \delta \hat{H}^{\text{endpoint}}|0\rangle = 0 \).

In retrospect, in certain cases it’s clear that endpoint contributions must be present whenever the perturbation doesn’t vanish in a neighborhood of \( x = 0 \). For example, consider the vacuum state “excited” by applying a translation operator \( e^{ix P_x} \). Since the vacuum is invariant under a translation, the modular Hamiltonian (which is uniquely determined by the state) must be invariant as well. But the lowest-order modular Hamiltonian is a boost.
generator, $\hat{H}^{(0)} = 2\pi K$, and this does not commute with translations. So at first order in $\epsilon$ an endpoint contribution must be present to cancel the commutator term and make $\delta \hat{H} = 0$. Note that the same argument applies to the modular conjugation operator $J$ of Tomita-Takesaki theory, which at lowest order is identified with CPT: $J$ must receive endpoint contributions in perturbation theory.

Correlation functions of $G$ with a spectator operator have a well-defined analytic structure, discussed in section 3. We made heavy use of this structure in obtaining the perturbed modular Hamiltonian. But in addition to $G$ having well-defined correlators, one may wish to impose the condition that it produce a normalizeable perturbation of the vacuum state: $\| G|0\| < \infty$. For a recent discussion of normalizeability see section 5 of [30]. The upshot is that the spacelike perturbations we have considered are normalizeable in some but not all cases. For example a conserved current in 2-D, or a scalar primary of dimension $\Delta < \frac{d-1}{2}$ in $d$ spacetime dimensions, produces a normalizeable perturbation. Generically however some smearing in the time direction is required for normalizeability. To understand the implications of this we have begun exploring approaches for working with timelike perturbations.

Perturbation theory for modular operators is a large subject we have only begun to explore. Various generalizations of our results are possible. For example global conformal transformations can be used to determine the endpoint contributions associated with spherical regions in a CFT. It should be possible to extend the results to modular conjugation and to higher orders in perturbation theory. We expect endpoint contributions to be present even in non-conformal theories provided they have a well-defined UV fixed point. Finally note that we’ve adopted a particular method for calculating $\delta H_A$, based on the Sárosi–Ugajin formula with a cutoff on modular time and a prescription for defining complex modular flow. It would be interesting to understand how the endpoint contribution arises from different methods with different regulators. We hope to report on these developments in the near future.
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A Path integral derivation of $\delta H_A$

We present a Euclidean path integral derivation of the formula for $\delta H_A$ given in (6), which we interpreted in the bulk of the paper. For an operator derivation of the same result
see appendix B of [9]. The steps here are formal. They parallel the well-known Euclidean argument, reviewed in section 5.2 of [3], that for the ground state the reduced density matrix for the region \( A = \{ x > 0 \} \) is given by \( \rho_A^{(0)} = e^{-2\pi K} \).

We start from the state \( |\psi\rangle = e^{-i\epsilon G}|0\rangle \). If the unitary could be factored we would have

\[
|\psi\rangle = \left( e^{-iG_A} \otimes e^{-iG_{\bar{A}}} \right) |0\rangle \tag{91}
\]

This step isn't valid in general, or at the very least requires a regulator. But we'll get sensible answers as long as we keep in mind that, as discussed below [20], the generators must always appear in the combination \( G_A + G_{\bar{A}} \).

The state (91) is produced by a Euclidean path integral on the half-space \( \tau < 0 \), with the operator \( e^{-i\epsilon G_A} \otimes e^{-i\epsilon G_{\bar{A}}} \) inserted on the \( \tau = 0 \) slice. Likewise

\[
\langle \psi | = \langle 0 | \left( e^{i\epsilon G_A} \otimes e^{i\epsilon G_{\bar{A}}} \right) \tag{92}
\]

is produced by a Euclidean path integral on the half-space \( \tau > 0 \) with operator insertions at \( \tau = 0 \). Sewing these path integrals together along the complementary region \( \bar{A} = \{ x < 0 \} \) and switching to angular evolution generated by \( K \) we obtain an expression for the reduced density matrix of subregion \( A \).

\[
\rho_A = \text{Tr}_{\bar{A}} (|\psi\rangle \langle \psi|) = \begin{array}{c}
\frac{e^{i\epsilon G_A}}{e^{-i\epsilon G_A}} \\
\end{array} e^{-i\epsilon G_{\bar{A}}} e^{i\epsilon G_{\bar{A}}} e^{-\pi K} e^{i\epsilon G_A} \tag{93}
\]

Note that formally this is an operator on the Hilbert space for region \( A \). So by the time we've evolved through an angle \( \pi \), rather than act with \( G_{\bar{A}} \), we act with the CPT conjugate operator \( \widetilde{G_{\bar{A}}} \). Intuitively this is because a Euclidean rotation by \( \pi \) produces a CPT transformation,

\[
J^{(n)}(x^+, x^-, x_\perp) \rightarrow (-1)^n J^{(n)}(-x^+, -x^-, x_\perp) \].
\]

The role of CPT can be seen more concretely in the operator formalism used in appendix B of [9]. Note that we've refrained from making an obvious cancellation in (93) because we want to work with the combination \( G_A + G_{\bar{A}} \).

From (93) the first-order change in the reduced density matrix is

\[
\delta \rho_A = -i\epsilon \left( G_A \rho_A^{(0)} + (\rho_A^{(0)})^{1/2} \widetilde{G_{\bar{A}}}(\rho_A^{(0)})^{1/2} \right) + i\epsilon \left( \rho_A^{(0)} G_A + (\rho_A^{(0)})^{1/2} \widetilde{G_{\bar{A}}}(\rho_A^{(0)})^{1/2} \right) \tag{94}
\]

\[\text{12}\text{We’re performing a Euclidean calculation, with the operator } G_A \otimes 1_{\bar{A}} + 1_A \otimes \widetilde{G_{\bar{A}}} \text{ inserted at } \tau = 0. \text{ In Lorentzian signature this corresponds to a perturbation that acts at } t = 0. \text{ But this is adequate for analyzing the tilted case (11), since the operators appearing in (13) and (14) can be evolved in time from } t = 0. \text{ Note that this evolution doesn’t mix } A \text{ with } \bar{A}.\]
To compute $\delta H_A$ we use the expansion of the log developed in [7, 8]. At first order this gives

$$\delta H_A = -\frac{1}{2} \int_{-\infty}^{\infty} \frac{d\rho}{1 + \cosh \rho} (\rho^{(0)}_A)^{-\frac{1}{2} - \frac{i\pi}{2\pi}} \delta \rho_A (\rho^{(0)}_A)^{-\frac{1}{2} + \frac{i\pi}{2\pi}}$$

(95)

Expressing this in terms of complex modular flow we obtain [6].

$$\delta H_A = \frac{i\epsilon}{2} \int_{-\infty}^{\infty} \frac{d\rho}{1 + \cosh \rho} \left( (G_A|_{s-i\pi} + \tilde{G}_A|_s) - (G_A|_{s+i\pi} + \tilde{G}_A|_s) \right)$$

(96)

B CFT correlators

We present some explicit calculations that exhibit our claims about the behavior of correlators. We’ll analyze the situation where $a, b > 0$ so that $G$ straddles the endpoint and return to mention the other cases at the end. Then with the correlator [24] we have

$$\langle G_A|_{s\pm i\rho} J^{(n)}(y) \rangle = \int_0^a dx^+ f(x^+) \left( \frac{e^{\pm i\rho}}{w} \right)^n \frac{1}{(e^{\pm i\rho} x^+ - y)^{\Delta+n}} \frac{1}{(\theta w x^+ + y)^{\Delta-n}}$$

$$\langle \tilde{G}_A|_s J^{(n)}(y) \rangle = \int_{-b}^0 dx^+ f(x^+) \left( -\frac{1}{w} \right)^n \frac{1}{(-\frac{e^{\pm i\rho}}{w} x^+ - y)^{\Delta+n}} \frac{1}{(-\theta w x^+ + y)^{\Delta-n}}$$

(97)

These expressions have branch points when a singularity of the integrand collides with one of the limits of integration. So $\langle G_A|_{s\pm i\rho} J^{(n)}(y) \rangle$ has a cut that runs from $w = e^{\pm i\rho} a/y^+$ to $w = 0$ and from $w = -e^{\pm i\rho} y^-/(\theta a)$ to $w = -e^{\pm i\rho} \infty$. Likewise $\langle \tilde{G}_A|_s J^{(n)}(y) \rangle$ has a cut from $w = b/y^+$ to $w = 0$ and from $w = -y^-/(\theta b)$ to $w = -\infty$. These cuts were also discussed in section [3].

Now let’s consider the behavior as $w \to 0$. This behavior isn’t sensitive to the function $f(x^+)$, so to capture it we set $f(x^+) = 1$. Also to obtain the leading behavior at small $w$ we set $\theta = 0$. Then we have (here $C = -\frac{1}{(\Delta+n-1)(-y^+)^{\Delta+n-1}(y^-)^{\Delta-n}}$)

$$\langle G_A|_{s\pm i\rho} J^{(n)}(y) \rangle_{\theta=0} = C \left( \frac{e^{\pm i\rho}}{w} \right)^n \left( \frac{1}{(-\frac{e^{\pm i\rho} a}{wy^+} + 1)^{\Delta+n-1} - 1} \right)$$

(98)

$$\langle \tilde{G}_A|_s J^{(n)}(y) \rangle_{\theta=0} = C \left( -\frac{1}{w} \right)^n \left( 1 - \frac{1}{(-\frac{b}{wy^+} + 1)^{\Delta+n-1}} \right)$$

(99)

When $r = \pi$ these results can be combined to obtain

$$\langle (G_A|_{s+i\pi} + \tilde{G}_A|_s) J^{(n)}(y) \rangle_{\theta=0} = C \left( -\frac{1}{w} \right)^n \left( \frac{1}{(\frac{a}{wy^+} + 1)^{\Delta+n-1} - \frac{1}{(-\frac{b}{wy^+} + 1)^{\Delta+n-1}}} \right)$$

(100)
These results illustrate our claims about behavior at small \( w \). For \( n \geq 2 \) both (98) and (99) diverge \( \sim 1/w^{n-1} \) near \( w = 0 \). But the divergence cancels in the sum (100) which remains finite and in fact vanishes \( \sim w^\Delta \) near \( w = 0 \).

The procedure for studying behavior at large \( w \) is very similar. In (97), instead of setting \( \theta = 0 \), we would only retain the factors that do depend on \( \theta \). Then it’s straightforward to perform the integrals explicitly and verify the claims about behavior at late modular time made in section 3.

Finally let’s see what happens when \( G \) doesn’t straddle the endpoint. One possibility is \( a > -b > 0 \) where the perturbation only acts on \( A \) and the relevant operator is

\[
G_A \big|_{s \pm ir} = \left( \frac{e^{\pm ir}}{w} \right)^n \int_{-b}^{a} dx^+ f(x^+) J^{(n)} \left( \frac{e^{\pm ir} x^+}{w}, -\frac{\theta w x^+}{e^{\pm ir}}, 0 \right)
\]

Another possibility is \( -b < a < 0 \) where the perturbation only acts on \( \bar{A} \) and the relevant operator is

\[
\tilde{G}_A \big|_{s} = \left( -\frac{1}{w} \right)^n \int_{-b}^{a} dx^+ f(x^+) J^{(n)} \left( -\frac{x^+}{w}, \theta w x^+, 0 \right)
\]

The behavior is the same in these two cases. Thanks to the non-zero limits of integration these operators have correlators with a spectator operator \( J^{(n)}(y) \) that vanish \( \sim w^\Delta \) at small \( w \) and fall off \( \sim 1/w^\Delta \) at large \( w \).

### C Correlators at non-zero \( y_\perp \)

In this appendix we consider certain analogs of the correlation functions studied in appendix B, but with the spectator operator inserted at non-zero \( y_\perp \). We will show that – at least in the examples considered here – the behavior of correlators is qualitatively similar to what we found in appendix B. This means the calculations of sections 4 and 5 would go through in this more general setting and would lead to the same result for \( \delta H_A \).

As noted in section 2 at nonzero \( y_\perp \) the 2-point functions are no longer diagonal in modular weight. Furthermore we do not expect correlators to have universal behavior, depending only on the modular weights of the operators involved; hence our notation will indicate the specific spin components of the operators.

We will consider two examples. In both examples we take the perturbation \( G \) to be

\[
G = \int_{-b}^{a} dx^+ f(x^+) J_{+_\ldots+}(x^+, -\theta x^+, 0)
\]

i.e. the light-ray of the all-plus component of a spin-\( S \) primary operator \( J \). In this section \( S \) refers to the total number of indices of the current; note that our perturbation has modular
weight \( n = S > 0 \). Also we will be interested in the behavior of correlation functions at small \( w \) and large \( w \). In these limits the details of the function \( f(x^+) \) do not matter, so we will set \( f(x^+) = 1 \) from now on.

In our first example we take the spectator operator to be \( J_{+\ldots+}(y) \) (the all-plus component of the same primary field), while in our second example we take the spectator operator to be the all-minus component \( J_{-\ldots-}(y) \). For both examples we use the 2-point function \[ \langle J_S(x_1, \epsilon_1)J_S(x_2, \epsilon_2) \rangle = \frac{C_S}{(x_{12}^2)^\Delta} \left( \epsilon_1 \cdot \epsilon_2 - 2 \frac{\epsilon_1 \cdot x_{12} \epsilon_2 \cdot x_{12}}{x_{12}^2} \right)^S \] (104)

where \( J_S(x, \epsilon) \equiv J_{\mu_1\mu_2\ldots\mu_S}^\epsilon \epsilon^{\mu_1} \epsilon^{\mu_2} \ldots \epsilon^{\mu_S} \) for some null polarization vector \( \epsilon \), \( x_{12} \equiv x_1 - x_2 \) and \( C_S \) is a normalization factor.

### C.1 First example

If we set both polarization vectors in (104) to be \( \partial_+ \) we obtain the 2-point function

\[ \langle J_{+\ldots+}(x^+, -\theta x^+, 0)J_{+\ldots+}(y) \rangle = \frac{C_S}{(-2)^S} \left[ (\theta x^+ + y^-)(x^+ - y^+) + |y_\perp|^2 \right]^{\Delta+S} \] (105)

Using this 2-point function, the correlators \( \langle G_A|_{s\pm ir}J_{+\ldots+}(y) \rangle \) and \( \langle \widetilde{G}_A|_s J_{+\ldots+}(y) \rangle \) are

\[ \langle G_A|_{s\pm ir}J_{+\ldots+}(y) \rangle = \left( \frac{e^{\pm ir}}{w} \right)^S \frac{C_S}{(-2)^S} \int_0^a dx^+ \frac{\left( \frac{\theta w x^+}{e^{\pm ir}} - y^- \right)^{2S}}{[\left( \frac{\theta w x^+}{e^{\pm ir}} + y^- \right) \left( \frac{\theta w x^+}{e^{\pm ir}} - y^+ \right) + |y_\perp|^2]^{\Delta+S}} \] (106)

\[ \langle \widetilde{G}_A|_s J_{+\ldots+}(y) \rangle = \left( -\frac{1}{w} \right)^S \frac{C_S}{(-2)^S} \int_{-b}^0 dx^+ \frac{\left( \theta w x^+ - y^- \right)^{2S}}{[\left( \theta w x^+ - y^+ \right) \left( \frac{x^+}{w} - y^+ \right) + |y_\perp|^2]^{\Delta+S}} \]

As a function of \( w \), these integrals produce branch points when a singularity of the integrand collides with an upper or lower limit of integration. Thus

- \( \langle G_A|_{s\pm ir}J_{+\ldots+}(y) \rangle \) has a branch cut from \( w = \frac{ay^-}{y^2} \) to \( w = 0 \).
- \( \langle \widetilde{G}_A|_s J_{+\ldots+}(y) \rangle \) has a branch cut from \( w = -\frac{by^-}{y^2} \) to \( w = 0 \).
- \( \langle G_A|_{s\pm ir}J_{+\ldots+}(y) \rangle \) has a branch cut from \( w = \frac{ey^2}{\theta y^+ a} \) to \( w = \infty \).
- \( \langle \widetilde{G}_A|_s J_{+\ldots+}(y) \rangle \) has a branch cut from \( w = \frac{y^2}{\theta y^+ a} \) to \( w = \infty \).

These cuts are qualitatively similar to the ones found in appendix B.
Small $w$ behavior. To capture the small $w$ behavior we can set $\theta = 0$. We then obtain

$$\langle G_A|_{s \pm ir} J_{+ \ldots +}(y) \rangle = \left( \frac{e^{\pm ir}}{w} \right)^{S-1} \frac{(-y)^{2S-1}}{(\Delta + S - 1)} \frac{C_S}{(-2)^S} \left[ \frac{1}{(e^{\pm ir} y^+ - y^-) \Delta + S - 1} - \frac{1}{(w y^+ + y^2) \Delta + S - 1} \right] \tag{107}$$

$$\langle \tilde{G}_A|_{s} J_{+ \ldots +}(y) \rangle = \left( -\frac{1}{w} \right)^{S-1} \frac{(-y)^{2S-1}}{(\Delta + S - 1)} \frac{C_S}{(-2)^S} \left[ \frac{1}{(w y^+ + y^2) \Delta + S - 1} - \frac{1}{(w y^+ + y^2) \Delta + S - 1} \right] \tag{108}$$

When $r = \pi$ these two correlators can be added to obtain (note the cancellation)

$$\langle (G_A|_{s \pm ir} + \tilde{G}_A|_{s}) J_{+ \ldots +}(y) \rangle = \left( -\frac{1}{w} \right)^{S-1} \frac{(-y)^{2S-1}}{(\Delta + S - 1)} \frac{C_S}{(-2)^S} \left[ \frac{1}{(w y^+ + y^2) \Delta + S - 1} - \frac{1}{(w y^+ + y^2) \Delta + S - 1} \right] \tag{109}$$

For $S \geq 2$ note that both (107) and (108) diverge $\sim 1/w^{S-1}$ as $w \to 0$. But the divergence cancels in the sum (109), which remains finite and in fact vanishes $\sim w^\Delta$ as $w \to 0$. This is very similar to the behavior found in appendix B.

Large $w$ behavior. For large $w$ the correlators can be approximated as

$$\langle G_A|_{s \pm ir} J_{+ \ldots +}(y) \rangle = \left( \frac{e^{\pm ir}}{w} \right)^{S} \frac{C_S}{(-2)^S} \int_0^a dx^+ \left( \frac{\theta w x^+ - y^-}{e^{\pm ir} y^+ + y^2} \right)^{2S}$$

$$\langle \tilde{G}_A|_{s} J_{+ \ldots +}(y) \rangle = \left( -\frac{1}{w} \right)^{S} \frac{C_S}{(-2)^S} \int_{-b}^0 dx^+ \left( \frac{\theta w x^+ - y^-}{\theta w x^+ + y^2} \right)^{2S} \tag{110}$$

These integrals can be evaluated in terms of hypergeometric functions.

$$\langle G_A|_{s \pm ir} J_{+ \ldots +}(y) \rangle = \left( \frac{e^{\pm ir}}{w} \right)^{S+1} \frac{C_S}{(-2)^S (2S + 1)} \frac{1}{\theta} \frac{1}{|y_\perp|^2 (\Delta + S)}$$

$$\times \left[ \left( \frac{\theta w a}{e^{\pm ir}} + y^- \right)^{2S+1} \right] \right) \tag{111}$$

$$\langle \tilde{G}_A|_{s} J_{+ \ldots +}(y) \rangle = \left( -\frac{1}{w} \right)^{S+1} \frac{C_S}{(-2)^S (2S + 1)} \frac{1}{\theta} \frac{1}{|y_\perp|^2 (\Delta + S)}$$

$$\times \left[ (y^-)^{2S+1} \right] \right) \tag{112}$$
When \( r = \pi \) these correlators can be added to obtain (note the cancellation)

\[
\langle (G_A|_{\pm \pi} + \tilde{G}_A)J_{\pm \pi}(y) \rangle = \left(-\frac{1}{w}\right)^{\Delta + S + 1} \frac{C_S}{(2S + 1) \theta |y|^{2\Delta S}} \times \left[ (-\theta w + y^-)^{2S+1} _2F_1\left(\Delta + S, 2S + 1, 2S + 2, \frac{y^+}{|y|^2} (-\theta w + y^-)\right) \right.
\]

\[
-(-\theta w + y^-)^{2S+1} _2F_1\left(\Delta + S, 2S + 1, 2S + 2, \frac{y^+}{|y|^2} (-\theta w + y^-)\right) \right] \tag{113}
\]

To study the behavior at large \( w \) we use the following identity, which follows from a \( \zeta \to 1/\zeta \) transformation of the hypergeometric function.

\[
_2F_1(\Delta + S, 2S + 1, 2S + 2, \zeta) = \frac{\Gamma(2S + 2)\Gamma(\Delta - S - 1)}{\Gamma(\Delta + S)} \frac{1}{(-\zeta)^{2S+1}} - \frac{2S + 1}{(\Delta - S - 1) (-\zeta)^{\Delta + \zeta}} _2F_1\left(\Delta + S, \Delta - S - 1, \Delta - S, \frac{1}{\zeta}\right) \tag{114}
\]

In all cases of interest \( \Delta \geq S + 1 \) \[13\] Then the first term in (114), which falls off \( \sim 1/\zeta^{2S+1} \), gives the leading behavior of the hypergeometric function at large \( \zeta \), while the second term gives subleading behavior \( \sim 1/\zeta^{\Delta + S} \).

Using this result, the correlators (111) and (112) are seen to fall off \( \sim 1/w^{S+1} \) at large \( w \). As for the grouped correlator (113), at large \( w \) there is an exact cancellation of the leading behaviors of the two hypergeometric functions. So it is the subleading behavior (the second term in (114)) which determines the behavior at large \( w \). We find that the grouped correlator (113) falls off \( \sim 1/w^\Delta \) at large \( w \). Again this is very similar to the behavior found in appendix B.

### C.2 Second example

We now choose the first polarization vector in (104) to be \( \partial_+ \) and the second polarization vector to be \( \partial_- \). We then have the 2-point function

\[
\langle J_{\pm \pm}(x^+, -\theta x^+, 0)J_{\pm \pm}(y) \rangle = \frac{C_S}{(-2)^S [(\theta x^+ + y^-)(x^+ - y^+) + |y|^2]^{\Delta + S}} \tag{115}
\]

\[13\]The unitarity bound requires \( \Delta \geq S + d - 2 \) and existence of a transverse direction requires \( d \geq 3 \).
Using this 2-point function, the correlators $\langle G_A | s \pm ir J \cdots(y) \rangle$ and $\langle \tilde{G}_A | s J \cdots(y) \rangle$ are

$$
\langle G_A | s \pm ir J \cdots(y) \rangle = \left( \frac{e^{\pm ir}}{w} \right)^S \frac{C_S}{(-2)^S} |y_\perp|^{2S} \int_0^a dx^+ \left[ \left( \frac{\thetawx^+ + y^-}{e^{\pm ir}} \right) \left( \frac{e^{\pm ir}x^+}{w} - y^+ \right) + |y_\perp|^2 \right]^\Delta_S + \left( \frac{e^{\pm ir}}{w} \right)^S \frac{C_S}{(-2)^S} |y_\perp|^{2S} \int_0^a dx^+ \left[ \left( \frac{\thetawx^+ + y^-}{e^{\pm ir}} \right) \left( \frac{e^{\pm ir}x^+}{w} - y^+ \right) + |y_\perp|^2 \right]^\Delta_S
$$

(116)

Note that these correlators all vanish when $y_\perp = 0$. This is as expected, since when $y_\perp = 0$ the constraints of 2-dimensional conformal invariance require that correlators be diagonal in modular weight. Furthermore these correlators have exactly the branch cuts listed below (106). This is also as expected, since the cuts arise from light-cone singularities of the underlying 2-point function.

**Small $w$ behavior.** To capture the behavior at small $w$ we can set $\theta = 0$. We then find (with $D_S = \frac{C_S}{(-2)^S (\Delta + S - 1)}$)

$$
\langle G_A | s \pm ir J \cdots(y) \rangle = -D_S \left( \frac{e^{\pm ir}}{w} \right)^S \frac{1}{|y_\perp|^2} \left[ \frac{1}{\left( \frac{e^{\pm ir}x^- y^-}{w} + y^2 \right)^{\Delta + S - 1}} - \frac{1}{(y^2)^{\Delta + S - 1}} \right]
$$

(117)

$$
\langle \tilde{G}_A | s J \cdots(y) \rangle = -D_S \left( \frac{1}{w} \right)^S \frac{1}{|y_\perp|^2} \left[ \frac{1}{(y^2)^{\Delta + S - 1}} - \frac{1}{\left( \frac{by^- - w + y^2}{w} \right)^{\Delta + S - 1}} \right]
$$

(118)

When $r = \pi$ these correlators can be added to obtain (note the cancellation)

$$
\langle (G_A | s \pm ir + \tilde{G}_A | s ) J \cdots(y) \rangle = -D_S \left( \frac{1}{w} \right)^S \frac{1}{|y_\perp|^2} \left[ \frac{1}{\left( \frac{-aw^- + y^2}{w} \right)^{\Delta + S - 1}} - \frac{1}{\left( \frac{by^- + y^2}{w} \right)^{\Delta + S - 1}} \right]
$$

(119)

For $S \geq 2$ note that both (117) and (118) diverge $\sim 1/w^{S-1}$ as $w \to 0$. But the divergence cancels in the sum (119), which remains finite and in fact vanishes $\sim w^\Delta$ as $w \to 0$. This is very similar to the behavior found in appendix B.
Large $w$ behavior. At large $w$ the correlators are approximately given by

$$\langle G_A \mid s \pm ir J_{-\ldots}(y) \rangle = \frac{D_S}{\theta} \left( \frac{e^{\pm ir}}{w} \right)^{S+1} \left\{ \frac{1}{y^+} \left[ \frac{1}{(\theta + y^2)^{\Delta+1}} - \frac{1}{(y^2)^{\Delta+1}} \right] \right\}$$

(120)

$$\langle \tilde{G}_A \mid s \pm ir J_{-\ldots}(y) \rangle = \frac{D_S}{\theta} \left( \frac{1}{w} \right)^{S+1} \left\{ \frac{|y|^2}{y^+} \left[ \frac{1}{(\theta + y^2)^{\Delta+1}} - \frac{1}{(-\theta w + y^2)^{\Delta+1}} \right] \right\}$$

(121)

When $r = \pi$ these correlators can be added to obtain (note the cancellation)

$$\langle (G_A \mid s \pm ir + \tilde{G}_A \mid s \pm ir) J_{-\ldots}(y) \rangle = \frac{D_S}{\theta} \left( \frac{1}{w} \right)^{S+1} \left\{ \frac{|y|^2}{y^+} \left[ \frac{1}{(\theta + y^2)^{\Delta+1}} - \frac{1}{(-\theta w + y^2)^{\Delta+1}} \right] \right\}$$

(122)

We see that the correlators (120) and (121) both fall off $\sim 1/w^{S+1}$ at large $w$, while the grouped correlator (122) falls off $\sim 1/w^{\Delta+2}$. The grouped correlator has a faster fall-off than the $1/w^\Delta$ behavior found in appendix B. Fortunately faster decay still allows the contour manipulations in section 5 to go through, so we would have obtained the same result for $\delta H_A$ even if we used a spectator operator $J_{-\ldots}(y)$ inserted at non-zero $y_\perp$.
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