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Abstract. Lattice Boltzmann Methods (LBM) stand out for their simplicity and computational
efficiency while offering the possibility of simulating complex phenomena. While they are optimal
for Cartesian meshes, adapted meshes have traditionally been a stumbling block since it is difficult
to predict the right physics through various levels of meshes. In this work, we design a class of fully
adaptive LBM methods with dynamic mesh adaptation and error control relying on multiresolution
analysis. This wavelet-based approach allows to adapt the mesh based on the regularity of the
solution and leads to a very efficient compression of the solution without losing its quality and with
the preservation of the properties of the original LBM method on the finest grid. This yields a general
approach for a large spectrum of schemes and allows precise error bounds, without the need for deep
modifications on the reference scheme. An error analysis is proposed. For the purpose of assessing the
approach, we conduct a series of test-cases for various schemes and scalar and systems of conservation
laws, where solutions with shocks are to be found and local mesh adaptation is especially relevant.
Theoretical estimates are retrieved while a reduced memory footprint is observed. It paves the way
to an implementation in a multi-dimensional framework and high computational efficiency of the
method for both parabolic and hyperbolic equations, which is the subject of a companion paper.
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1. Introduction. A wide class of systems representing various complex phenom-
ena across different disciplines (fluid mechanics, combustion, atmospheric sciences,
plasma physics or biomedical engineering, see [24, 16, 19] and references therein for
a few examples) are modeled through PDEs, the solution of which can involve dy-
namically moving fronts, usually very localized in space. Among these PDEs, one
can find the fluid dynamics Euler equations, and more generally hyperbolic systems
of conservation laws, where shock wave solutions are to be found. For such solu-
tions, we need a good level of spatial detail where steep variations occur, whereas
one can accept a coarse space discretization where large plateaux are present. An
effective way of reducing the overall cost of a numerical solvers consists in devising a
strategy to dynamically adapt the spatial discretization to the solution as time ad-
ances, aiming at performing less operations and limiting the memory footprint, while
preserving a proper resolution. Once a discretization is chosen, there exists several
strategies for mesh adaptation in terms of both data-structure and refinement strat-
egy. Such strategies can make a crucial difference in terms of time-to-solution and
allow scientists to strongly reduce computational cost or reach the solution of large
3D problems on standard machines. In terms of data-structure, one can either choose
patch-based/block-based [50, 47] refinement of cell-based/multiresolution [8, 11], the
first one being easier to parallelize, while the second is more optimal in terms of com-
pression rate. Beyond such a choice, adapting the mesh relies on a choice of refinement
criteria. There are several possibilities ranging from feature-based [33], discretization
errors [46] as well as a posteriori estimates [57, 1], Richardson error evaluation [4],
goal-oriented criteria relying on adjoint evaluation [47] or even optimal sparse sensing
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to cite a few. Our purpose here is to tackle unsteady problems of hyperbolic and parabolic type, where the mesh is going to evolve dynamically and we aim at providing error control on the solution, so that we focus on the multiresolution approach. The wavelet-based approach coupled with the Harten heuristics leads in practice to solution error control based on the regularity of the solution. Even if optimality for steady problem is hard for such approaches, it is well adapted to the typical problems solved by LBM methods.

The discretization of the original PDEs can be conducted relying on several methods: here we focus on Lattice Boltzmann schemes (LBM - Lattice Boltzmann Methods), a class of wide-spread numerical methods to approximate models which can have spatially non-homogeneous solutions. Despite being present in the community since the end of the eighties, they have gained a lot of attention in the last decade due to the evolution of the computer architectures and body of literature on their mathematical analysis. Mesh-adaptation for LBM has been a stumbling block for quite some time even if interesting pieces of solution have been provided. The key issue is related to the difficulty of predicting the right physics through various levels of meshes. This can also lead to delicate transmission conditions for acoustic waves and has been a relatively hot topic in the field.

The purpose of the present contribution is to design of a new numerical strategy for LBM with dynamic mesh adaptation and error control based on multiresolution analysis. The key issue is the ability to rely on the original LBM scheme on the finest mesh without alteration while still reaching a controlled level of accuracy on the compressed representation. This contribution focuses on setting the fundamentals of the method, we concentrate on the one-dimensional framework and provide an error analysis. We conduct a numerical assessment on various test-cases for hyperbolic conservation laws (scalar and systems). We have chosen such a framework since it is a very representative example of localized fronts with default of regularity, where the MR can play a key role and where we can test a large variety of LBM schemes. The method yields a very reduced memory footprint while preserving a given level of accuracy. The proposed numerical strategy is versatile and can be extended in a straightforward manner to parabolic and hyperbolic systems in multi-dimensions, which is out of the scope of the present paper but is the subject of a companion contribution [2]. Before entering the body of the contribution, let us describe the state of the art.

1.1. Lattice Boltzmann methods and mesh adaptation. The lattice Boltzmann methods are relatively recent computational techniques for the numerical solution of PDEs, introduced at the end of the eighties by McNamara and Zanetti [45] and by Higuera and Jimenez [37], and stemming from the “Lattice gas automata”. The derivation of the method starts from Boltzmann equation, with a simplified collision kernel\(^1\), and relies on the selection of a small set of discrete velocities compatible with a given fixed-step lattice. This strategy is widely employed in many areas of computational mathematics, with special mention to the Computational Fluid Dynamics. In this context, the method has been used to simulate the Navier-Stokes system at low Mach numbers [42] with more recent extensions to handle multi-phase problems ([40] for a review), along with systems of hyperbolic conservation laws [32]. The advantages of the method are its dramatic simplicity\(^2\) and the ease of parallelization.

\(^1\)Through the BGK approximation with single or multiple relaxation times.
\(^2\)Since overall the strategy decomposes into a local collision and a stream along the characteristics of the discrete velocities
Still, stability, consistency and convergence remain open topics.

To the best of our knowledge, LBM strategies on adapted grids have been only developed either on fixed grids, in the spirit of Filippova and Hänel [28] and of many subsequent works, where more refined patches are placed according to an a priori knowledge of the flow. Such fixed refinement zones also yield difficulties in aeroacoustics resolution related to the artificial transmission impedance of the refinement interface [31, 27, 38]. Another strategy is to use an AMR approach [3] with some heuristics to determine the need for refinement in certain areas. In this class, we find the work of Fakhari and Lee [26] using the magnitude of the vorticity and its derivatives as regularity indicator, while Eitel-Amor et al. [25] have employed a weighted vorticity and the energy difference with respect to a free flow solution. Crouse et al. [14] have used the weighted magnitude of the divergence of the velocity field. Finally, Wu and Shu [56] have considered the difference between solutions at successive time steps. Although these approaches have been certainly able to reduce the computational cost of the simulations, they still face several drawbacks which we summarize as follows:

- Few available methods are time-adaptive: most of the time, one must construct a fixed non-uniform mesh according to some a priori knowledge of the solution. The refinement interface can then induce spurious effects on the numerical simulations when fine-scale physics interfere with a coarse level of the mesh. An example of such a situation is the resolution of acoustic waves leading to purely numerical transmission defaults. Consequently, this approach is intrinsically problem-dependent and non-optimal for unsteady solutions.
- Most of the time the reference scheme has to be deeply manipulated at various levels of grid to preserve the macroscopic parameters of the system.
- One must devise a heuristic, the dynamic mesh adaptation will rely on. As a consequence, there is no control on the perturbation error by the mesh adaptation.

In this work, we propose a strategy to fill these gaps by introducing a time adaptive numerical approach, designed to work for any LBM scheme without need for manipulations, which guarantees a precise bound on the perturbation error.

1.2. Multiresolution analysis. Multiresolution analysis has proved to be a general tool to analyze the local regularity of a signal in a rigorous setting, based on its decomposition on a wavelet basis. It has been introduced in the seminal works by Daubechies [15], Mallat [44] and Cohen et al. [10]. The possibility of applying this mechanism to reduce the computational cost of a numerical method was studied a few years later by Harten [35, 36, 5] in the context of Finite Volume methods for conservation laws. The principle was to use multiresolution to reduce the number of computations to evaluate fluxes at the interfaces, claiming that they constitute the majority of the computational cost. However, this approach still computes the solution on the full uniform mesh. The possibilities offered by multiresolution had been further exploited by Cohen et al. [11] who, in the footsteps of Harten, have developed fully adaptive schemes with solutions updated only on the reduced grid. Thus, multiresolution is not only a way of computing a large number of fluxes more cheaply, but also a manner to compute fewer of them. Both these strategies ensure better time-performances than traditional approaches on uniform grids in addition to a precise control on the perturbation error, unlike most of the AMR techniques. This strategy has been lately used to tackle various kinds of problems with Finite Volume methods. We mention parabolic conservation laws by Roussel et al. [53],
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the compressible Navier-Stokes equations in Bramkamp et al. [6], the shallow water equations by Lamby et al. [43], multi-component flows by Coquel et al. [13], degenerate parabolic equations by Burger et al. [7] and finally the Euler system with a local time-stepping technique again by Coquel et al. [12]. Furthermore, this technique has been included in later works to address more complex problems, such as flames [52, 20, 16] or by coupling it with other numerical strategies: we mention the works of Duarte et al. [21, 24, 19] and N’Guessan et al. [49]. We are not aware of the use of such procedure to conduct mesh adaptation and error control on LBM schemes. We decided to adopt a volumetric vision for MR because since it is naturally conservative, even if a whole body of literature exists about point-wise multiresolution [34, 9, 29].

1.3. Paper organization. We present the formalism of LBM schemes and Multiresolution analysis in section 2 and 3; the fundamentals of the proposed numerical strategy and the theoretical error analysis is presented in section 4. Section 5 is dedicated to numerical verifications on scalar and hyperbolic systems of conservation laws with a variety of LBM schemes, before concluding in section 6.

2. Lattice Boltzmann schemes. Consider a uni-dimensional bounded domain $\Omega = [a, b]$ with $a < b$ and the maximum level of allowed refinement $T \in \mathbb{N}$. The domain is discretized by a partition of $2^T$ cells with measure $\Delta x_T = 2^{-T}(b - a)$ forming a collection $\mathcal{E}_T := (I_{T,k})_{k=0,...,2^T-1}$ called lattice. Once we consider a function $f(t, x)$ of time and space, we define – in a Finite Volume fashion – its spatial averages on each cell

$$ F_k(t) \approx \frac{1}{|I_{T,k}|} \int_{I_{T,k}} f(t, x) dx, \quad t \geq 0, \quad k = 0, \ldots, 2^T - 1. $$

Henceforth, every discretized quantity with a bar shall be interpreted as a mean value of an underlying integrable function over the cell it refers to. In all the work, we consider a finite temporal horizon $t \in [0, T]$ with $T > 0$. The time is discretized, as we shall see in a moment, in equally spaced time steps with step $\Delta t > 0$. Without loss of generality, we assume that $T$ has been chosen so that $N := T/\Delta t \in \mathbb{N}$. Thus we indicate $t^n := n\Delta t$ for $n = 0, \ldots, N$ and $F_k^n \approx F_k(t^n)$ for $k = 0, \ldots, 2^T - 1$ and $n = 0, \ldots, N$. From now on $\|\cdot\|_p$ shall denote the weighted $\ell^p$ norm for $p \in [1, \infty]$ over $\mathbb{R}^{2^T}$ with weight $\Delta x_T$.

2.1. The d’Humières formalism. We consider lattice Boltzmann schemes under the so-called d’Humières formalism [17]. Let $\lambda > 0$ be a lattice velocity, so that the time step $\Delta t$ can be defined using the acoustic scaling\(^3\) $\Delta t = \Delta x_T/\lambda$. Moreover, consider a set of discrete velocities $\{v^{(h)}\}_{h=0,...,q-1}$, where $q \in \mathbb{N}$, compatible with the lattice velocity $\lambda$ in the sense that $w^h := v^h/\lambda \in \mathbb{Z}$ for $h = 0, \ldots, q - 1$. At time $t^n$, we indicate with $F_k^{h,n}$ the average of the density of the population moving with velocity $v^h$ on the cell $k = 0, \ldots, 2^T - 1$ for every $h = 0, \ldots, q - 1$. In order to recover the so-called moments, we consider an invertible matrix $M \in \text{GL}_q(\mathbb{R})$ defining the change of variables to pass from the space of the population densities towards the space of moments by $(\mathcal{M}^{(0)}, \ldots, \mathcal{M}^{(q-1)})^T = M(\mathcal{F}^{(0)}, \ldots, \mathcal{F}^{(q-1)})^T$, where we do not indicate the space and the time coordinates because the change of basis is completely local. Observe that the change of basis $M$ utilized here for the averages is exactly the same

\(^3\)Still, the strategy of this work equally works for a parabolic scaling such as $\Delta t \sim (\Delta x_T)^2$ [2].
that one could use with lattice Boltzmann schemes where the discretized quantities are interpreted as point values. This comes from the linearity of the integral.

The lattice Boltzmann scheme can be divided into two phases: collision phase and stream phase. We indicate its action as

\[
(F_{h,n}^{h,n+1})_{h=0,\ldots,q-1} = L(F_{h,n}^{h,n})_{h=0,\ldots,q-1},
\]

for any \(n = 0,\ldots,N-1\). The link between this average formulation of the lattice Boltzmann schemes and the discrete Boltzmann equation is provided in the Supplementary material. The operator \(L\) is constructed as follows.

2.1.1. Collision phase. Let us consider a cell \(k = 0,\ldots,2^J - 1\), then the collision phase is a local linear relaxation of the non-conserved moments towards their equilibrium, namely

\[
M_{h,n}^{h,n*} = M_{h,n}^{h,n}, \quad h = 0,\ldots,q_{cons} - 1,
\]

\[
M_{k}^{h,n*} = (1 - s^h)M_{k}^{h,n} + s^h M_{k}^{h,eq}(M_{k}^{0,n}, \ldots, M_{k}^{q_{cons}-1,n}), \quad h = q_{cons},\ldots,q - 1,
\]

where \(q_{cons} < q\) is the number of conserved moments and where \(s^h\) and \(M_{k}^{h,eq}\) are respectively the relaxation parameter and the equilibrium of the \(h\)th moment, which is a non-linear function of the conserved moments. These quantities are set relying either on a Chapman-Enskog expansion or on the theory of equivalent equations introduced by Dubois [22] in order to be consistent with the equations we want to solve. The relaxation parameters satisfy \(s^h \in (0,2]\), see [22]. In the context of hyperbolic conservation laws, they influence the stability (i.e. the numerical diffusion) of the method and also higher order terms in the resulting equivalent equations. The task of devising lattice Boltzmann schemes with good features tuning the relaxation parameters is a vast subject beyond the scope of this work, which highly depends on the considered method. It is important to stress that the lattice Boltzmann method is used to solve a system of \(q_{cons}\) conservation laws (PDEs), corresponding to the variables of interest, namely the conserved moments, by enlarging the size of the problem to \(q > q_{cons}\). There is therefore some latitude on the choice of the initial condition (we take it at equilibrium), because the initial datum is known only on the conserved variables.

2.1.2. Stream phase. Again on a cell \(k = 0,\ldots,2^J - 1\), the stream phase is given by

\[
F_{k}^{h,n+1} = F_{k}^{h,n*}, \quad h = 0,\ldots,q - 1.
\]

As we shall be interested in considering all the populations together, in the sequel, the weighted \(\ell^p\) norm are extended from \(\mathbb{R}^{2^J}\) to \(\mathbb{R}^{q \times 2^J}\) in the usual way. Moreover in what follows, uppercase letters, such as \(F\) and \(M\), indicate the solution of the reference scheme, namely the lattice Boltzmann scheme on the uniform lattice at maximum level \(J\). The choice of employing a less known formulation based on averages as done by [51] allows to easily enforce the conservation constraints when performing the mesh adaptation.

3. Adaptive multiresolution. Following the approach by [11, 18], the starting point of the multiresolution analysis is to consider a hierarchy of \(L + 1\) with \(L \in \mathbb{N}\)
nested uni-variate lattices \( \mathcal{L}_j \) with \( j = J - L, \ldots, J \), given by

\[
\mathcal{L}_j := (I_{j,k})_{k=0,\ldots,N_j-1}, \quad \text{with} \quad I_{j,k} := [(b-a)2^{-j}k + a, (b-a)2^{-j}(k+1) + a],
\]

for \( j = J, J-1, \ldots, J - L \), where we have set \( J := J - L \) and \( N_j := 2^j \) for \( j = J, J-1, \ldots, J \). They form a sequence of progressively finer nested lattices as we observe that each cell \( I_{j,k} \) (called “parent”) includes its two “children” \( I_{j+1,2k} \) and \( I_{j+1,2k+1} \) (called “siblings”) rendering a tree-like structure. As done before, given a function \( f(t,x) \), we have to understand things in the following way

\[
\mathcal{F}_{j,k}^n \approx \frac{1}{|I_{j,k}|} \int_{I_{j,k}} f(t^n, x) \, dx,
\]

for \( n = 0, \ldots, N, j = J, \ldots, J \) and \( k = 0, \ldots, N_j - 1 \). We now use lowercase letters such as \( \mathcal{F} \) and \( \mu \) to signify that we consider the solution of the adaptive lattice Boltzmann scheme which we are going to devise. In the remaining part of this Section, since time is of no importance, we do not mention the dependence of any quantity on it for the sake of clarity.

### 3.1. Projection and prediction operator

The projection and the prediction operators allow one to navigate in the ladder of nested lattices up and down. We start from the projection operator, which takes information at a certain level of resolution \( j + 1 \) and transforms it into information on a coarser level \( j \) as illustrated in Figure 1.

![Fig. 1. Illustration of the action of the projection operator. The cell average on the cell at level \( j \) is reconstructed by taking the average of the values on its two children at level \( j + 1 \).](image)

**Definition 3.1 (Projection operator).** The projection operator \( P^\vee : \mathbb{R}^2 \to \mathbb{R} \) is defined by

\[
\mathcal{F}_{j,k}^h = P^\vee \left( \left( \mathcal{F}_{j+1,2k+\delta}^h \right)_{\delta=0,1} \right) = \frac{1}{2} \left( \mathcal{F}_{j+1,2k}^h + \mathcal{F}_{j+1,2k+1}^h \right),
\]

for every \( h = 0, \ldots, q - 1, j = J, \ldots, J \) and \( k = 0, \ldots, N_j - 1 \).

The opposite happens for the prediction operator (Figure 2), taking information on a certain level \( j \) and trying to recover an estimation of the values on a finer level \( j + 1 \). It seems that we have an infinity of possible choices and this is indeed the case. However, we impose, following Cohen et al. [11], some reasonable rigidity on the choice of the operator.

**Definition 3.2 (Prediction operator).** The prediction operator \( P^\wedge : \mathbb{R}^{1+w} \to \mathbb{R}^2 \), giving approximated values (denoted by a hat) of means at a fine level from data on a coarse level, that is

\[
\left( \hat{\mathcal{F}}_{j+1,2k+\delta}^h \right)_{\delta=0,1} = P^\wedge \left( \left( \hat{\mathcal{F}}_{j,k}^h \right)_{\pi \in R(j,k)} \right),
\]

for \( h = 0, \ldots, q - 1, j = J, \ldots, J - 1 \) and \( k = 0, \ldots, N_j - 1 \), where
The operator is local, namely the outcome depends on the value on 1 + w cells at level j with indices belonging to $R(j, k)$ geometrically close to $I_{j+1, 2k+\delta}$ with $\delta = 0, 1$.

• The operator is consistent with the projection operator, namely

$$P_\gamma \left( \left( \tilde{T}^h_{j+1, 2k+\delta} \right)_{\delta=0, 1} \right) = \tilde{T}^h_{j,k},$$

for $h = 0, \ldots, q - 1$, $j = J, \ldots, J - 1$ and $k = 0, \ldots, N_j - 1$.

Remark 1 (Consequences of the definition). By the previous definition the parent belongs to the prediction stencil of its children (this is the 1 in 1 + w). Also observe that this definition does not impose to consider linear operators, even if it is the choice for this and many preceding works [35, 36, 11, 18, 49, 48].

In particular, let $\gamma \in \mathbb{N}$ and consider for any $h = 0, \ldots, q - 1$, $j = J, \ldots, J - 1$ and $k = 0, \ldots, N_j - 1$

$$\tilde{T}^h_{j+1, 2k+\delta} = \tilde{T}^h_{j,k} + (-1)^\delta \sum_{\alpha=1}^\gamma c_\alpha \left( \tilde{T}^h_{j,k+\alpha} - \tilde{T}^h_{j,k-\alpha} \right), \quad \delta = 0, 1,$$

corresponding to the polynomial centered interpolations, which are exact for the averages of polynomials up to degree $2\gamma$, being accurate at order $\mu := 2\gamma + 1$. Some coefficients are given by (see [18, 55, 48] and references therein):

• $\gamma = 1$, with $c_1 = -1/8$.
• $\gamma = 2$, with $c_1 = -22/128$ and $c_2 = 3/128$.
• $\gamma = 3$, with $c_1 = -201/1024$, $c_2 = 11/256$ and $c_3 = 5/1024$.

3.2. Details and smoothness estimation. Intuitively, the more the predicted value is far from the actual value on the considered cell, the more we can assume that the function locally lacks in smoothness due to the fact that it is far from behaving polynomially. This is what is quantified by the notion of detail:

Definition 3.3 (Detail). The details are defined as

$$\tilde{d}^h_{j,k} := \tilde{T}^h_{j,k} - \tilde{T}^h_{j,k},$$

for $h = 0, \ldots, q - 1$, $j = J + 1, \ldots, J$ and $k = 0, \ldots, N_j - 1$.

The details are redundant between siblings $I_{j+1,2k}$ and $I_{j+1,2k+1}$ sharing the same parent $I_{j,k}$. This is a trivial consequence of the consistency of $P_\gamma$ and reads

$$\tilde{d}^h_{j+1,2k} = -\tilde{d}^h_{j+1,2k+1},$$

(3.1)
for \( h = 0, \ldots, q - 1, j = J, \ldots, J - 1 \) and \( k = 0, \ldots, N_j - 1 \). For this reason, we have to avoid the redundancy by considering only one detail between two siblings: we chose to keep only the one of the son with even indices \( \tilde{d}^h_{j+1,2k} \). Thus we introduce the sets of indices

\[
\nabla_J := \{(J, k) : k = 0, \ldots, N_J - 1\}, \\
\nabla_j := \{(j, k) : k = 0, \ldots, N_j - 1 \text{ and } k \text{ even}\}, \quad j = J + 1, \ldots, J.
\]

Hence we have constructed the multiresolution \( M_R \) transform acting as follows

\[
\begin{align*}
\mathcal{F}^h_{\mathcal{J}} & \xrightarrow{M_R} \left( \mathcal{F}^h_{J}, \tilde{d}^h_{J+1}, \ldots, \tilde{d}^h_{\mathcal{J}} \right),
\end{align*}
\]

for every \( h = 0, \ldots, q - 1 \), where

\[
\begin{align*}
\mathcal{F}^h_{j} & := \left( \mathcal{F}^h_{j,k} \right)_{k=0,\ldots,N_j-1}, \quad j = J, \ldots, J, \\
\tilde{d}^h_{j} & := \left( \tilde{d}^h_{j,k} \right)_{(j,k) \in \nabla_j}, \quad j = J + 1, \ldots, J.
\end{align*}
\]

One easily checks that each side of (3.2) contains the same number of elements, because we have eliminated the redundancy of the details. The link between multiresolution and wavelets is the following, see [11]: the averages are defined via the "dual-scaling function" \( \tilde{\varphi}_{j,k} := \chi_{I_{j,k}} / |I_{j,k}| \), thus \( \mathcal{F}^h_{j,k} = \langle f^h, \tilde{\varphi}_{j,k} \rangle \). Since we have selected linear prediction operators, they can be written as \( \tilde{d}^h_{j,k} = \sum_k c^{j,k}_{j-1,k} \mathcal{F}^h_{j-1,k} \) with suitable weights. Then

\[
\tilde{d}^h_{j,k} := \mathcal{F}^h_{j,k} - \mathcal{F}^h_{j,k} = \langle f^h, \tilde{\varphi}_{j,k} \rangle - \sum_k c^{j,k}_{j-1,k} \langle f^h, \tilde{\varphi}_{j-1,k} \rangle = \langle f^h, \tilde{\psi}_{j,k} \rangle,
\]

where we have introduced the dual wavelet \( \tilde{\psi}_{j,k} := \tilde{\varphi}_{j,k} - \sum_k c^{j,k}_{j-1,k} \tilde{\varphi}_{j-1,k} \). We shall indicate \( \tilde{\Sigma}_{j,k} := \text{supp}(\tilde{\psi}_{j,k}) \) the support of the dual wavelet. The exactness of the prediction operators up to the order \( 2\gamma \) can be interpreted as a vanishing property for the moments of the dual wavelet: if \( f^h \in \Pi_{2\gamma} \), the polynomials of degree at most \( 2\gamma \), then \( \tilde{d}^h_{j,k} = \langle f^h, \tilde{\psi}_{j,k} \rangle = 0 \), thus all the corresponding details are zero. The details are a regularity indicator of the encoded function, as stated by the following Proposition

**Proposition 3.4 (Details decay).** Consider a cell \( I_{j,k} \) for \( j = J + 1, \ldots, J \) and a population \( h = 0, \ldots, q - 1 \) assuming that \( f^h \in W^\nu_{\infty}(\tilde{\Sigma}_{j,k}) \) for some \( \nu \geq 0 \), where

\[
W^\nu_p(I) := \{ \phi : \phi^{(\eta)} \in L^p(I), \ 0 \leq \eta \leq \nu \}, \quad \| \phi \|_{W^\nu_p(I)} := \| \phi \|_{L^p(I)} + \| \phi \|_{W^\nu_p(I)},
\]

where the semi-norm is \( |\phi|_{W^\nu_p(I)} := \| \phi^{(\nu)} \|_{L^p(I)} \). Then, we have the following decay estimate for the details

\[
|\tilde{d}^h_{j,k}| \lesssim 2^{-j \min(\nu, \omega)} \| f^h \|_{W^\min(\nu, \omega)(\tilde{\Sigma}_{j,k})},
\]

where the involved constants depend only on \( \mu := 2\gamma + 1 \), where \( \gamma \) is the width of the prediction stencil.

\[\text{The opposite is perfectly fine.}\]
Proof. The proof is well-known in wavelet theory. It is provided in the Supplementary material for the interested reader.

Remark 2. Since the spaces $W^\infty_{\mu}$ are algebras, we can infer the regularity of the densities $f$ from the expected regularity of the moments (obtained by the application of the matrix $M$), in particular the conserved ones. This is important because the conserved moments are eventually the quantities we are interested in and which have corresponding continuous equations under the form of conservation laws.

This inequality\(^5\) states that the details become small when the function is locally smooth and also that they decrease with the level $j$ if functions are slightly more than just bounded.

3.3. Tree structure and grading. We introduce the set of all indices given by

$$\nabla := \bigcup_{j=J}^J \nabla_j.$$  

In order to guarantee the feasibility of all the operations involved with the multiresolution and because it naturally provides a multi-level covering of the domain $\Omega$, we want that our structure $\Lambda \subset \nabla$ represents a graded tree.

Definition 3.5 (Tree). Let $\Lambda \subset \nabla$ be a set of indices. We say that $\Lambda$ represents a tree if

1. The coarsest level wholly belongs to the structure: $\nabla_J \subset \Lambda$.
2. There is no orphan cell: if $(j,k) \in \Lambda$, then $(j-1,k/2) \in \Lambda$, for $j = J + 1, \ldots, J^6$.

Since we have discarded from $\nabla$ the cells having redundant detail, given a tree $\Lambda \subset \nabla$, we consider the complete tree $R(\Lambda)$ obtained by adding the discarded cell with a siblings in $\Lambda$. With our choice, it is

$$R(\Lambda) = \nabla_J \cup \{(j,k), (j,k+1) : (j,k) \in \Lambda \text{ for } j = J + 1, \ldots, J\}.$$  

Remark that $\Lambda \subset \subset R(\Lambda) \not\subset \nabla$. We also introduce the set of leaves $L(\Lambda) \subset \Lambda \subset \nabla$ of a tree $\Lambda$ which is the set of cells without child. As usual, we introduce the set of complete leaves $S(\Lambda)$ which is given by

$$S(\Lambda) = \{(j,k) : (j,k) \in L(\Lambda)\} \cup \{(j,k), (j,k+1) : (j,k) \in L(\Lambda) \text{ and } j > J\}.$$  

As observed by [11], the tree structure and the nesting allow us to conclude that $S(\Lambda)$ is a multi-level partition of the domain $\Omega$, therefore characterizing the locally refined mesh. Moreover $L(\Lambda) \subset \subset S(\Lambda) \not\subset \nabla$. We are ready to provide the definition of graded tree.

Definition 3.6 (Graded tree). Let $\Lambda \subset \nabla$ be a tree, then it is graded with respect to the prediction operator $P_\Lambda$, if the prediction stencil to predict over cells belonging to $R(\Lambda) \setminus \nabla_J$ also belongs to $R(\Lambda)$. With our prediction operator, this means that

$$\text{If } (j,k) \in R(\Lambda) \setminus \nabla_J, \text{ then } (j-1, (k/2) + \delta) \in R(\Lambda), \quad \delta = -\gamma, \ldots, \gamma.$$  

---

\(^5\)The interested reader can find a related numerical study in the Supplementary material.

\(^6\)We are sure that $k/2$ is integer because we have only kept even cells.
or equivalently, since we have removed redundant odd details

If \((j, k) \in \Lambda \setminus \nabla_{J, L}\), then \((j - 1, k/2 + \delta) \in R(\Lambda), \quad \delta = -\gamma, \ldots, \gamma\).

Thus, given a tree \(\Lambda \subset \nabla\), we denote the operator yielding the smallest graded tree containing \(\Lambda\) as \(G(\Lambda)\). The grading property is important because it guarantees that we can implement the isomorphism between

\[
(\mathcal{T}^h_{j,k})_{(j,k) \in S(\Lambda)} \quad \longleftrightarrow \quad (\mathcal{T}^h_{j,k})_{(j,k) \in \Lambda \setminus \nabla_{J, L}}
\]

for every \(h = 0, \ldots, q - 1\) in an efficient manner [11]. This means that it is the same to know the means on the complete leaves \(S(\Lambda)\) of a graded tree \(\Lambda\) or knowing the averages on \(\nabla_{J, L} \subset \Lambda\) plus the details of \(\Lambda \setminus \nabla_{J, L}\). In this work, we choose to store information on the complete leaves \(S(\Lambda)\).

Let now \(\Lambda \subset \nabla\) be a graded tree and assume to know \((\mathcal{T}^h_{j,k})_{(j,k) \in S(\Lambda)}\) or equivalently \((\mathcal{T}^h_{J,L}, \mathcal{T}^h_{j,k})_{(j,k) \in \Lambda \setminus \nabla_{J, L}}\) for every \(h = 0, \ldots, q - 1\). From this information, we can build the reconstruction on every cell at the finest level \(J\)

\[
\hat{\mathcal{T}}^h_{J} := \left(\mathcal{T}^h_{J,k}\right)_{k=0, \ldots, N_{J,L}-1},
\]

for \(h = 0, \ldots, q - 1\), where the double hat represents the reconstruction operator. With this operator, the information, stored on the complete leaves \(S(\Lambda)\), is propagated from coarse (at the local level of resolution of \(S(\Lambda)\)) to the finest level \(J\) by means of level-by-level applications of the prediction operator \(P_{\Lambda}\). The reconstruction operator yields reconstructions of the lacking information on (possibly) virtual cells at the finest level (output) using the values stored on the complete leaves \(S(\Lambda)\) at the local level of refinement (input).

3.4. Compressing information. Take a graded tree \(\Lambda \subset \nabla\), then we consider the thresholding (or coarsening) operator given by

\[
\mathcal{T}_\epsilon(\Lambda) := \nabla_{J, L} \cup \left\{(j, k) \in \Lambda \setminus \nabla_{J, L} : \max_{h=0, \ldots, q-1} |\mathcal{T}^h_{j,k}| \geq \epsilon_j\right\} \subset \nabla,
\]

where the details concern \((\mathcal{T}^h_{j,k})_{(j,k) \in S(\Lambda)}\) for \(h = 0, \ldots, q - 1\). This operator is constructed so that we end up with a compressed mesh which is the same for every field spanned by \(h\) and is constructed by the most restrictive inequality on the details. It can be shown [11, 18] that

**Proposition 3.7.** Let \(\epsilon > 0\) and consider a graded tree \(\Lambda \subset \nabla\) with data known on its complete leaves \(S(\Lambda)\). Consider the choice of level-wise thresholds

\[
\epsilon_j = 2^{j-J} \epsilon, \quad j = J + 1, \ldots, J,
\]

and consider \(p \in [0, \infty]\). Then there exists a constant \(C_{MR} = C_{MR}(\gamma, p) > 0\) independent of \(L\) such that

\[
\left\|\hat{\mathcal{T}}^h_{J, L} - A_{G \circ \mathcal{T}_\epsilon(\Lambda)} \hat{\mathcal{T}}^h_{J, L}\right\|_{L^p} \leq C_{MR} \epsilon,
\]
for every $h = 0, \ldots, q - 1$, where $A_\Lambda := M_R^{-1}T_\Lambda M_R$, where $T_\Lambda$ is the operator putting the details corresponding to indices which do not belong to $\Lambda$ at zero.

A similar estimate clearly holds when gathering all the populations spanning $h = 0, \ldots, q - 1$. It means that we can discard cells with small details still being able to reconstruct at the finest level $\mathcal{F}$ within a given precision controlled by $\epsilon$. We can then rely on this machinery in order to conduct a compression process and build a numerical strategy based on LBM schemes. Observe that, from (43) in [11], the previous proposition also holds for $\mathcal{F}^h_\mathcal{F}$, thus also for $\mathcal{F}^h_\mathcal{F}$ as we stated.

4. Adaptive MR-LBM scheme and error control. So far, the procedure based on the multiresolution is static with respect to the evolution of time. Since we want to utilize this strategy to build a reliable fully adaptive lattice Boltzmann solver for time dependent problems, it is of the foremost importance to define a way of evolving the compressed mesh so that it correctly represents the solution both at current time $t^n$ and at the successive time $t^{n+1}$, constructing it without a priori knowing the new solution.

4.1. Mesh adaptation strategy and time-stepping. We are given an adaptive graded tree $\Lambda^n \subset \nabla$ and a solution $(\mathcal{J}^h_{j,k})_{(j,k) \in S(\Lambda^n)}$ for $h = 0, \ldots, q - 1$ defined on the complete leaves of $\Lambda^n$ for the discrete time $t^n$.

4.1.1. Mesh adaptation. Starting from this level of information, which yields $(\mathcal{J}^h_{j,k})_{(j,k) \in \Lambda^n \setminus \nabla}$ using $\mathcal{P}_\Lambda$ and $\mathcal{P}_\lor$, we want to create a new mesh $\Lambda^{n+1}$ used to compute the new solution at time $t^{n+1}$ on $S(\Lambda^{n+1})$. The procedure can be schematized as follows

$$\Lambda^{n+1} := \mathcal{G} \circ \mathcal{H}_\epsilon \circ \mathcal{T}_\epsilon(\Lambda^n),$$

where the details used by $\mathcal{H}_\epsilon$ (still to be defined) and $\mathcal{T}_\epsilon$ are those of the old solution, namely $(\mathcal{J}^h_{j,k})_{(j,k) \in \Lambda^n \setminus \nabla}$. In the previous expression, we have:

- $\mathcal{T}_\epsilon$ is the thresholding operator we have previously defined. It can only merge fine cells on the tree to form coarser ones (coarsen).
- $\mathcal{H}_\epsilon$ is the enlargement operator. It breaks cells to form finer ones (refine) and is constructed to slightly enlarge the structure in order to accommodate the slowly evolving solution at the new time $t^{n+1}$.
- $\mathcal{G}$ is the grading operator, which can also refine.

We again observe that the details used to build $\mathcal{T}_\epsilon$ and $\mathcal{H}_\epsilon$ are computed using the solution available at time $t^n$ on $S(\Lambda^n)$. The non-linear dependency of these operators on this solution is not written explicitly for the sake of keeping notations simple. Once we have $\Lambda^{n+1}$, we adapt the solution from $S(\Lambda^n)$ to $S(\Lambda^{n+1})$. When passing from $\Lambda^n$ to $\Lambda^{n+1}$, if cells are coarsened, we have to merge their data with the projection operator $\mathcal{P}_\lor$. On the other hand, when finer cells are added by $\mathcal{H}_\epsilon$ or $\mathcal{G}$, the missing information is reconstructed using the prediction operator $\mathcal{P}_\land$. We are left with the old solution at time $t^n$ on the complete leaves of the new mesh $S(\Lambda^{n+1})$: $(\mathcal{J}^h_{j,k})_{(j,k) \in S(\Lambda^{n+1})}$ for $h = 0, \ldots, q - 1$.

4.1.2. Time-stepping. We denote the operator associated with the adaptive MR-LBM scheme by $L^n_\Lambda$ (described in the sequel), with explicit dependence on the time $t^n$ since acting only on data defined on the time varying $S(\Lambda^{n+1})$. It gives the
approximate solution at time \( t^{n+1} \) on the same hybrid grid. This is
\[
\left( \mathcal{F}_{j,k}^{h,n+1} \right)_{(j,k) \in S(\Lambda^{n+1})} = L^n_A \left( \mathcal{F}_{j,k}^{h,n} \right)_{(j,k) \in S(\Lambda^{n+1})}.
\]

4.2. Construction of the enlargement operator \( \mathcal{H}_e \). We still have to define the enlargement operator \( \mathcal{H}_e \), which is based on the following principles:

- We must ensure that the propagation of information at finite speed via the stencil of the lattice Boltzmann operator \( L \) (and thus also \( L^n_A \)) is correctly handled. Thus, setting \( \sigma = \max_{h=0,\ldots,q-1} |w^h| \), we enforce that:

If \( (j, k) \in R(\mathcal{T}_e(\Lambda^n)) \), then \( (j, k + \delta) \in R(\mathcal{H}_e \circ \mathcal{T}_e(\Lambda^n)), \delta = -\sigma, \ldots, \sigma \).

- We must detect the shock formation possibly induced by the non linearity of the collisional part of \( L \) (or \( L^n_A \)). Consider \( \bar{\nu} \geq 0 \) to be tuned, then

If \( (j, k) \in \mathcal{T}_e(\Lambda^n), j < j, \) and
\[
\max_{h=0,\ldots,q-1} |d_{j,k}^{h,n}| \geq 2^{\bar{\nu}+1} \epsilon_j,
\]
(4.1) then \( (j+1, 2k + \delta) \in R(\mathcal{H}_e \circ \mathcal{T}_e(\Lambda^n)), \delta = 0, 1, 2, 3.\)

The rationale is the following: assume that the function \( f^h(t^{n+1}, \cdot) \) corresponding to \( (\mathcal{F}_{j,k}^{h,n+1})_{(j,k) \in S(\Lambda^{n+1})} \) is such that \( f^h(t^{n+1}, \cdot) \in W^\nu_\infty(\Sigma_{j,k}) \) for some \( \nu \geq 0 \). Set \( \bar{\nu} = \min(\nu, \mu) \). Since this solution is unknown at the stage at which we are utilizing \( \mathcal{H}_e \), we assume that the solution varies slowly from \( t^n \) to \( t^{n+1} \), so that we claim
\[
|d_{j,k}^{h,n+1}| \approx |d_{j,k}^{h,n}| \approx 2^{-\bar{\nu}} |f^h(t^n, \cdot)|_{W^\nu_\infty(\Sigma_{j,k})},
\]
using (3.3) and for the details which may not be available in the structure
\[
|d_{j+1,2k}^{h,n+1}| \approx |d_{j,1,2k}^{h,n}| \approx 2^{-(j+1)} |f^h(t^n, \cdot)|_{W^\nu_\infty(\Sigma_{j+1,2k})},
\]
\[
\leq 2^{-(j+1)} |f^h(t^n, \cdot)|_{W^\nu_\infty(\Sigma_{j,k})},
\]
using the nesting of the lattices. As a consequence, we have
\[
|d_{j+1,2k}^{h,n+1}| \approx 2^{-\bar{\nu}} |d_{j,k}^{h,n}|.
\]

According to the analysis to construct the truncation operator \( \mathcal{T}_e(\Lambda^{n+1}) \),
we would have kept \( I_{j+1,2k} \) and \( I_{j+1,2k+1} \) if \( |d_{j+1,2k}^{h,n}| \geq \epsilon_{j+1} = 2 \epsilon_j \), and a priori also \( I_{j+1,2k+2} \) and \( I_{j+1,2k+3} \), because their parent has a detail with the same absolute value of its sibling. This comes back, using the previous estimate, at doing so whenever \( |d_{j,k}^{h,n}| \geq 2^{\bar{\nu}+1} \epsilon_j \). Since the local regularity \( \nu \) of the solution at each time step is unknown, \( \bar{\nu} = \min(\nu, \mu) \) is a parameter of the simulation to be set.

\textit{Modulo} this operation on the mesh, which slightly enlarges the set of kept cells, we claim that the following heuristics, inspired by the works of Harten [35], holds:

\textbf{Assumption 1 (Harten heuristics).} The tree \( \mathcal{T}_e(\Lambda^n) \) has been enlarged into a \textit{graded} tree \( \Lambda^{n+1} = \mathcal{G} \circ \mathcal{H}_e \circ \mathcal{T}_e(\Lambda^n) \) such that for the chosen \( p \in [1, \infty] \)
\[
\left\| \mathcal{F}_{j}^{h,n} - A_{\Lambda^{n+1}} \mathcal{F}_{j}^{\hat{n}} \right\|_p \leq C_{\text{MRE}}, \quad \left\| L \mathcal{F}_{j}^{h,n} - A_{\Lambda^{n+1}} (L \mathcal{F}_{j}^{\hat{n}}) \right\|_p \leq C_{\text{MRE}}.
\]
\( n+1 \) because we are trying to anticipate the evolution of the solution.
The first assumption inequality is naturally fulfilled using the fact that $\mathcal{T}_h(\Lambda^n) \subset \Lambda^{n+1}$. The second inequality is potentially verified upon having enlarged the mesh using $\mathcal{H}_e$, which has been built considering how the scheme operator $L$ acts on the solution. It basically means that the mesh is suitable for well representing the solution obtained by applying the reference scheme to the adaptive solution at the previous time step $t^n$ reconstructed on the finest level. Observe that we do not rigorously prove that this assumption holds for our refinement strategy $\mathcal{H}_e$. As for the Finite Volume scheme, the Harten’s approach to construct $\mathcal{H}_e$ has never proved to satisfy the assumption but is widely used in practice. The only achievement in terms of reliability condition has been obtained in [11] for Finite Volume with scalar conservation laws, with a quite sophisticated refinement strategy.

### 4.3. Construction of the adaptive MR-LBM scheme.

We now present how to construct the adaptive MR-LBM scheme $L^m_A$ from the reference scheme $L$.

#### 4.3.1. Collision.

In this part, the change of variable via $M$ is understood. Consider a complete leaf $(j,k) \in S(\Lambda^{n+1})$. Consider all the cells of $\mathcal{L}_T$ inside $I_{j,k}$ with indices $(J, k2^j - \delta)$ with $\delta = 0, \ldots, 2^j - 1$. We reconstruct the data on them and project back on $I_{j,k}$ belonging to the complete leaves $S(\Lambda^{n+1})$. This is

$$m_{j,k}^{h,n} = m_{j,k}^{h,n}, \quad h = 0, \ldots, q_{\text{cons}} - 1,$$

$$m_{j,k}^{h,n} = (1 - s^h)m_{j,k}^{h,n} + \frac{s^h}{2^j - 1} \sum_{\delta = 0}^{2^j - 1} M^{h,\text{eq}} \left( \frac{m_{J,k2^j - \delta}^{0,n}, m_{J,k2^j - \delta}^{1,n}}{L_{J,k2^j - \delta}} \right),$$

for $h = q_{\text{cons}}, \ldots, q - 1$.

**Remark 3.** As observed by [39] for the source terms of Finite Volume schemes, this strategy can be computationally expensive and is mostly of theoretical interest. We shall discuss this fact and introduce an alternative approach in the sequel.

The first term on the right is taken on the complete leaf because it is linear, thus the reconstructed values simplify when taking the projection operator.

#### 4.3.2. Stream.

For the sake of notation, let us introduce the sign of each velocity given by $\sigma^h := |w^h|/|w^h| \in \{-1, 0, 1\}$ for $h = 0, \ldots, q - 1$ fixed in the sequel. Consider a complete leaf $(j,k) \in S(\Lambda^{n+1})$. Consider all the cells of $\mathcal{L}_T$ inside $I_{j,k}$ with indices $(J, k2^j - \delta)$ with $\delta = 0, \ldots, 2^j - 1$. Perform the advection on them

$$\tilde{f}_{J,k2^j - \delta}^{h,n} = f_{J,k2^j - \delta}^{h,n}, \quad \text{for} \quad \delta = 0, \ldots, 2^j - 1.$$

The problem is that the data on the right hand side are usually unavailable since their cell does not belong to $S(\Lambda^{n+1})$. Despite this, we can reconstruct, yielding

$$\tilde{f}_{J,k2^j - \delta}^{h,n} \approx \tilde{f}_{J,k2^j - \delta - w^h}^{h,n}, \quad \text{for} \quad \delta = 0, \ldots, 2^j - 1.$$

We want to update the solution on $S(\Lambda^{n+1})$, that is why we project using the projection operator $P_J$. $J - j$ times

$$f_{j,k}^{h+1,n} \approx \frac{1}{2^j - 1} \sum_{\delta = 0}^{2^j - 1} \tilde{f}_{J,k2^j - \delta - w^h}^{h,n}.$$
Indeed, only the terms referring to the virtual cells close to the boundary of the leaf are actually needed. This can be seen in the following way.

If \( \sigma^h = 0 \), then by the consistency of \( \mathbf{P}_\Lambda \) with \( \mathbf{P}_\gamma \), (4.4) becomes

\[
\frac{1}{2^{J-j}} \sum_{\delta=0}^{2^{J-j}-1} \mathcal{T}^{h,n\ast}_{\mathcal{J},k2^J-j+\delta-w^h} = \mathcal{T}^{h,n\ast}_{j,k}.
\]

If \( \sigma^h = 1 > 0 \), then using consistency once more

\[
\frac{1}{2^{J-j}} \sum_{\delta=0}^{2^{J-j}-1} \mathcal{T}^{h,n\ast}_{\mathcal{J},k2^J-j+\delta-w^h} = \mathcal{T}^{h,n\ast}_{j,k} + \frac{1}{2^{J-j}} \sum_{\delta=1}^{w^h} \left( \mathcal{T}^{h,n\ast}_{\mathcal{J},k2^J-j+\delta} - \mathcal{T}^{h,n\ast}_{\mathcal{J},(k+1)2^J-j+\delta} \right).
\]

Thus we obtain the more compact expression for the stream phase

\[
\mathcal{T}^{h,n_{j+1}}_{j,k} \approx \mathcal{T}^{h,n\ast}_{j,k} + \frac{\sigma^h}{2^{j-J}} \sum_{\delta=1}^{w^h} \left( \mathcal{T}^{h,n\ast}_{\mathcal{J},k2^J-j+\delta} - \mathcal{T}^{h,n\ast}_{\mathcal{J},(k+1)2^J-j+\delta} \right).
\]

**Remark 4.** Since the reconstruction operator \( \mathcal{R} \) which utilizes \( \mathbf{P}_\Lambda \) until reaching available values on \( S(\Lambda^{n+1}) \) does not depend on the details (they are not available) one might use a cheaper interpolation to perform this operation, as hinted by [11]. Such an approach is used in many works, but at the cost of the error control provided by the MR machinery.

### 4.4. Error analysis

The major interest of adaptive meshes generated by multiresolution is that we can recover a precise error control on the perturbation (or additional) error when solving PDEs on them. Fixing a given \( \ell^p \) norm for \( p \in [1, \infty] \), we want to control the additional error \( \| \mathcal{F}^n - \mathcal{T}^n_{\mathcal{J}} \|_{\ell^p} \) where \( \mathcal{F}^n \) is the solution of the reference scheme given by \( \mathcal{F}^{n+1} = L \mathcal{F}^n \) and wholly defined on the finest level \( \mathcal{J} \) and computations start from the same initial datum on the finest grid, that is \( \Lambda^0 = \nabla \). In the following analysis, the assumptions are the following

**H1 - Harten heuristics.** At each step, the tree \( \mathcal{T}^e(\Lambda^n) \) has been enlarged into a graded tree \( \Lambda^{n+1} \) so that

\[
\left\| \mathcal{T}^n_{\mathcal{J}} - \mathcal{A}_{\Lambda^{n+1}} \mathcal{T}^n_{\mathcal{J}} \right\|_{\ell^p} \leq C_{\text{MR}} \epsilon, \quad \left\| L \mathcal{F}^n - \mathcal{A}_{\Lambda^{n+1}} (L \mathcal{F}^n) \right\|_{\ell^p} \leq C_{\text{MR}} \epsilon.
\]

**H2 - Continuity of \( L \).** There exists a constant \( C_L = 1 + \tilde{C}_L \) with \( \tilde{C}_L \geq 0 \) such that

\[
\| L \mathcal{U} - L \mathcal{V} \|_{\ell^p} \leq C_L \| \mathcal{U} - \mathcal{V} \|_{\ell^p}, \quad \forall \mathcal{U}, \mathcal{V} \in \mathbb{R}^{N_\mathcal{J}}.
\]
Remark 5. The following procedure can be easily adapted to the context where
the continuity of the scheme is measured using a $\ell^2$-weighted norm as by [41]. It is
sufficient to consider $p = 2$ and to observe that the corresponding norm (measuring
the properties pertaining to the multiresolution) can be bounded by the $\ell^2$-weighted
norm.

Thus we prove, replicating the path of [11], the following statement which gives a
control on the error introduced by the MR-LBM adaptive scheme: Remark that our
formulation of the Harten heuristics is slightly different from the one in [11] because
of the different order of the operations at each time step of the algorithm, see Section
3.3 in [11]. However, this does not make any difference, except when dealing with the
initial datum, because the order of the operations when time steps are concatenated is
the same. In our work, we do not aim at providing a construction of the enlargement
operator $H_\epsilon$ that rigorously guarantees the Harten heuristics, contrarily to [11]. We
just state and assume the heuristics which shall eventually turn out to be fulfilled in
the examples of section 5.

Proposition 4.1 (Additional error estimate). Under the Assumptions (H1) and
(H2), the additional error satisfies the following upper bounds

$$
\left\| F^n - \hat{F}^n \right\|_{\ell^p} \leq C_{\text{MR}} \epsilon \times \begin{cases} 
  n + 1, & \text{if } \hat{C}_L = 0, \\
  1 + \frac{e^{C_L n} - 1}{C_L}, & \text{if } \hat{C}_L > 0.
\end{cases}
$$

Proof. Start by observing that as stated in the proof of Proposition 4.2 in [11] or
(3.117) in [24], since we reconstruct at the finest level both for the collision and the
stream phase

$$
\hat{F}^{n+1} = (A_{n+1} \circ L) \hat{F}^n,
$$

where $\hat{F}^n$ is reconstructed from data already adapted on $\Lambda^{n+1}$. Hence by the triangle
inequality

$$
\left\| F^n - \hat{F}^n \right\|_{\ell^p} \leq \left\| LF^{n-1} - L \hat{F}^{n-1} \right\|_{\ell^p} + \left\| L \hat{F}^{n-1} - \hat{F}^n \right\|_{\ell^p},
$$

$$
\leq (1 + \hat{C}_L) \left\| F^{n-1} - \hat{F}^{n-1} \right\|_{\ell^p} + \left\| L \hat{F}^{n-1} - (A_{n} \circ L) \hat{F}^{n-1} \right\|_{\ell^p},
$$

$$
\leq (1 + \hat{C}_L) \left\| F^{n-1} - \hat{F}^{n-1} \right\|_{\ell^p} + C_{\text{MR}} \epsilon,
$$

employing in this order Assumption (H2), (4.6) and Assumption (H1). We have to
distinguish two cases and apply the inequality recursively

- $\hat{C}_L = 0$, thus $\left\| F^n - \hat{F}^n \right\|_{\ell^p} \leq \left\| F^{n-1} - \hat{F}^{n-1} \right\|_{\ell^p} + C_{\text{MR}} \epsilon \leq \cdots \leq C_{\text{MR}} (n + 1)\epsilon$.

Observe that $n + 1$ comes from the fact that $\left\| F^0 - \hat{F}^0 \right\|_{\ell^p} \neq 0$, but we only
have $\left\| F^0 - \hat{F}^0 \right\|_{\ell^p} \leq C_{\text{MR}} \epsilon$ because of Proposition 3.7.
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\[ \text{Fig. 3. Schematic illustration of the basic features of the adaptive numerical scheme as it is currently used in the paper, meaning with the “leaves collision” (4.7).} \]

\[ \bullet \hat{C}_L > 0. \text{ We obtain, using that } (1 + \hat{C})(n \leq e^{\hat{C}n} \text{ if } \hat{C} > 0 \]
\[ \| F^n - \hat{F}^n_j \|_{\epsilon^p} \leq (1 + \hat{C}_L)\| F^{n-1} - \hat{F}^{n-1}_j \|_{\epsilon^p} + C_{MR} \epsilon \leq \ldots \]
\[ \leq C_{MR} \epsilon \sum_{i=0}^{n-1} (1 + \hat{C}_L)^i + C_{MR} \epsilon = C_{MR} \left( 1 + \frac{(1 + \hat{C}_L)^n - 1}{\hat{C}_L} \right) \epsilon \]
\[ \leq C_{MR} \left( 1 + \frac{e^{\hat{C}_L n} - 1}{\hat{C}_L} \right) \epsilon. \]

Therefore, regardless of continuity constant of the reference scheme, the additional error is bounded linearly with \( \epsilon \). According to the value of constant, we can prove that it accumulates either at most linearly in time or exponentially. It is in general difficult to link the relaxation parameters with the constant and, according to our experience, experiments frequently show a linear behavior even when we expect an exponential one, thus the bound is not sharp.

\[ \textbf{4.5. Conclusion, discussion and implementation.} \] As we observed with Remark 3, the collision given by (4.3) (called “reconstructed collision”) is used in the theoretical analysis but remains limiting in practice, especially in the multidimensional context [2]. Therefore, we propose the so-called “leaves collision” (see Figure 3), using data available on the complete leaves \( S(\Lambda^{n+1}) \), which form the locally refined mesh. This reads, for \((j, k) \in S(\Lambda^{n+1})\)
\[ m_{j,k}^{h,n} = m_{j,k}^{h,n}, \quad h = 0, \ldots, q_{\text{cons}} - 1, \]
\[ m_{j,k}^{h,n} = (1 - s^h)m_{j,k}^{h,n} + s^h M^{h,\text{eq}} \left( m_{j,k}^{0,n}, \ldots, m_{j,k}^{q_{\text{cons}}-1,n} \right), \quad h = q_{\text{cons}}, \ldots, q - 1. \]

This is significantly cheaper than (4.3) because there is no need to reconstruct a piece-wise constant representation of the solution on the full finest level. Moreover, in the case where the equilibria are linear, we are still able to prove Proposition 4.1 and we might argue that in practice it is still verified for non-linear cases. We shall validate this claim with simulations and provide an ad-hoc pathological example where Proposition 4.1 does not hold, with full discussion in the Supplementary material.

For the stream phase, even if we reconstruct at the finest level, the computation can be done at minimal expenses because we are capable of passing from (4.4) to (4.5) by linearity. Using cheaper reconstruction operators as hinted by Remark 4 cannot
yield the control by Proposition 4.1 and we have verified that it frequently generates low-quality results. This is the subject of a future contribution.

The algorithms are sequentially implemented in C++ using a code called SAMURAI\textsuperscript{8} (Structured Adaptive mesh and Multi-Resolution based on Algebra of Intervals) which is currently under development and that can handle general problems involving dynamically refined meshes (both MR and AMR). The central features of SAMURAI are its data structure based on intervals of contiguous cells along each axis and an ensemble of set operations to quickly and easily perform inter-level operations.

5. Verifications. In this Section, we concentrate on two main aspects, namely:

- The fulfillment of the theoretical estimate by Proposition 4.1.\textsuperscript{9} The errors are measured on the conserved moments. In particular, we look at:

$$E^{h,n} := ||\overline{M}^{h,ex}(t^n) - \overline{M}^{h,n}||_{\ell_1}, \quad e^{h,n} := ||\overline{M}^{h,ex}(t^n) - \overline{m}^{h,n}||_{\ell_1}, \quad \delta^{h,n} := ||\overline{M}^{h,n} - \overline{m}^{h,n}||_{\ell_1},$$

for $h = 0, \ldots, q_{\text{cons}} - 1$, which are respectively the error of the reference method against the exact solution (called “reference discretization error”), the error of the adaptive method against the exact solution (called “adaptive discretization error”) and the difference between the adaptive solution and the reference solution (called “perturbation error”). As seen in Proposition 4.1, the perturbation error $\delta^{h,n} \rightarrow 0$ as $\epsilon \rightarrow 0$. By the triangle inequality, we have that $e^{h,n} \leq E^{h,n} + \delta^{h,n}$. An important aspect once utilizing multiresolution, linked with the choice of $\epsilon$, is not to perturb the reference discretization error due to the perturbation error, \textit{e.g.} having $\delta^{h,n} \ll E^{h,n}$. This is independent of the fact that the reference scheme is convergent (and many lattice Boltzmann schemes are not), namely $E^{h,n} \rightarrow 0$ as $J \rightarrow +\infty$. Clearly, for convergent schemes, if the user increases $J$, the threshold parameter $\epsilon$ has to be decreased accordingly in order to avoid interference with the convergence of the scheme, thus to have $\delta^{h,n} \ll E^{h,n}$ entailing $e^{h,n} \approx E^{h,n}$.

We measure the differences on the conserved moments because they are ultimately the $q_{\text{cons}}$ quantities we are interested in and for which the exact solution is available.

- The gain in terms of computational time induced by the use of multiresolution. In this work, we use the compression factor (at final time), which is given by

$$\text{CR}^N := 100 \times \left(1 - \frac{\#S(\Lambda^n)}{N_J}\right),$$

as a measure of computational efficiency, knowing that the real one is strongly dependent on the implementation and data structure and will be studied in future works. Observe that we also can use the time-average compression factor given by

$$\text{ACR}^N := 100 \times \left(1 - \frac{1}{N} \sum_{n=1}^N \frac{\#S(\Lambda^n)}{N_J}\right).$$

In what we did, this metric is generally bounded from below by the compression factor at the final time for the following reason. We mostly start from solutions with shocks, where very high compression rates are achieved. Eventually, we obtain travelling shocks, contact discontinuities and rarefactions fans, thus having to put more and more cells and worsening the compression rate. Thus, the compression rate at the final time clearly bounds the average compression rate from below.

Unless otherwise stated, the test are carried using the “leaves collision”. An exception to this rule is presented in details in the Supplementary material. In the manuscript,
we consider $\gamma = 1$ (the number of neighbors considered by the prediction operator), $\epsilon = 10^{-4}$ (except when this parameter is varied or otherwise said), $J = 2$ and $J = 9$. This value for $\epsilon$ guarantees, for any considered test with reference scheme at level $J = 9$, to achieve $\delta^{h,n} \ll E^{h,n}$. Notice that $J$ determines which reference scheme we are relying on and building our adaptation strategy. On the other hand, $J$ such that $0 \leq J \leq J$ can be chosen freely by the user and determines the number of potential levels in the adaptive mesh. Some test cases are repeated using a larger prediction stencil $\gamma = 2$ in the Supplementary material. Larger prediction stencils entail larger costs of the multiresolution analysis and thus a larger overhead. However, since the decay of the details is linked to $\gamma$ via $\mu = 2\gamma + 1$, using $\gamma = 2, 3, \ldots$ for very smooth solutions can be beneficial to achieve very high compression factors.

On the other hand, for solutions with shocks, the details do not decay with the level $j$ whatever $\gamma$ is. It is therefore not advisable to use large $\gamma$ in this situation, because this does not yield important gains in the mesh compression compared to the larger overhead.

In the numerical simulations, many different schemes with several choices of relaxation parameters are considered. The aim is to showcase the generality of our approach. We do not focus on the choice of relaxation parameters to obtain the stability of the scheme with a good compromise between spurious oscillations and numerical diffusion since this is a huge subject on its own.

5.1. D1Q2 for a scalar conservation law: advection and Burgers equations.

5.1.1. The problem and the scheme. We aim at approximating the weak entropic solution (see Serre [54]) of the initial-value problem:

\[
\begin{aligned}
\partial_t \rho + \partial_x (\phi(\rho)) &= 0, & t \in [0, T], & x \in \mathbb{R}, \\
\rho(t = 0, x) &= \rho_0(x), & x \in \mathbb{R}.
\end{aligned}
\]

with $\phi \in C^\infty(\mathbb{R})$ a flux and $\rho_0 \in L^\infty(\mathbb{R})$. This problem is the advection equation with constant velocity for $\phi(\xi) = c\xi$ with velocity $c \in \mathbb{R}$ and the inviscid Burgers equation for $\phi(\xi) = \xi^2/2$. The D1Q2 scheme is obtained by selecting $q = 2$ and $q_{\text{cons}} = 1$ with velocities $v^0 = \lambda$, $v^1 = -\lambda$ and change of basis

\[ M = \begin{pmatrix} 1 & 1 \\ \lambda & -\lambda \end{pmatrix}. \]

With the theory of equivalent equations [22], Graille [32] has shown that the equivalent equation for this scheme is (5.1) up to first order in $\Delta t$ upon selecting $M^{1,\text{eq}} = \phi(M^0)$.

**Example 1.** In the case of advection equation with $\lambda \geq c > 0$, we have an explicit expression for the optimal continuity constant of the scheme for the $\ell^1$ norm, namely $C_L = 1$ if $s^1 \leq 2/(1 + c/\lambda)$ or $C_L = s^1 (1 + c/\lambda) - 1$ otherwise.

5.1.2. Results. For this test case, we consider $\Omega = [-3, 3]$. Concerning the lattice Boltzmann scheme, we fix $\lambda = 1$ and we vary the relaxation parameter. The tests we perform are resumed on Table 1. Observe that the choice for the regularity guess $\overline{p}$ has been done and shall be done according to the expected smoothness of the solution, namely, it should be equal to the number of expected bounded derivatives. In order not to overcharge the paper with plots, we just provide the values for the ratio $E^{0,n}/\delta^{0,n}$ at final time $T$ on Table 2. The time evolution of $\delta^{0,n}$ as well as
Fig. 4. Behavior of $\delta^{0,N}$ as function of $\epsilon$ (left) and compression factors (full line for $\text{CR}^N$ and dotted line for $\text{ACR}^N$) at the final time as function of $\epsilon$ (right), for test (from top to bottom) I, II, III and IV. The dot-dashed line gives the reference $\delta^{0,N} = \epsilon$. We call $s = s^1$. 
Table 1

Test cases for one scalar conservation law with choice of flux, initial datum, expected regularity of the solution, choice of the regularity parameter $\mu$ and final time of the simulation.

| Flux $\varphi$ | Initial datum $\rho_0$ | Type of solution | $\nu$ | $T$ | Test |
|----------------|------------------------|------------------|------|----|-----|
| $\varphi(u) = \frac{4}{3}u$ | $\rho_0(x) = e^{-20x^2}$ | Strong $C^\infty$ | $\infty$ | 0.4 | I |
| | $\rho_0(x) = \chi_{|x| \leq 1/2}(x)$ | Weak $L^\infty$ | 0 | 0.4 | H |
| $\varphi(u) = \frac{u^2}{2}$ | $\rho_0(x) = \frac{1 + \tanh(100x)}{2}$ | Strong $C^\infty$ | $\infty$ | 0.4 | III |
| | $\rho_0(x) = \chi_{|x| \leq 1/2}(x)$ | Weak $L^\infty$ | 0 | 0.7 | IV |

Fig. 5. Example of solution of the $D_1Q_2$ for the Test IV, considering $n = 358$, $s^1 = 1.5$ and $\epsilon = 10^{-4}$. On the left, levels of the computational mesh. On the right, solution on the leaves of the tree.

that of $E^{0,n}/\delta^{0,n}$, $E^{0,n}/\epsilon^{0,n}$ and $CR^n$ can be found in the Supplementary material. The evolution of the perturbation error of the adaptive MR-LBM method and the compression factor as function of $\epsilon$ are given on Figure 4, except for test number V, which is discussed in more detail in the Supplementary material. We formulate the following remarks:

I. We observe that with this choice of $\epsilon$ we successfully keep the perturbation error by the adaptive MR-LBM scheme $\delta^{0,n}$ about 10-100 times smaller than the reference discretization error $E^{0,n}$ at the chosen level $J$, with important compression rates around 95% for the chosen $\epsilon$. We remark the fairly correct linear behavior in terms of $\epsilon$. The compression factor $CR^N$ and the average compression factor $ACR^N$ coincide because the solution retains the same smoothness in time and is simply transported (plus the numerical diffusion). We have verified that the perturbation error increases linearly in time even when we can only prove an exponential bound by Proposition 4.1.

II. The perturbation error of the adaptive MR-LBM method is about three orders of magnitude smaller than the reference discretization error, again for the selected $J$. Due to the presence of large plateaux, the compression factor is really interesting for a large range of $\epsilon$, being always over 90%. We see that $ACR^N$ is larger than $CR^N$ arguably because of the numerical diffusion which accumulates in time and smears the shock. The trend of $\delta^{0,N}$ as function of $\epsilon$ agrees with the theory and can be bound linearly in time.

III. Again, we observe that this choice of $\epsilon$ guarantees perturbation errors which

---

10 See Supplementary material.
11 I.e. $s > 8/7$. 

20
Table 2
Value of the ratio $E_{0,\text{N}}^{0,\text{N}}/\delta_{0,\text{N}}^{0,\text{N}}$ at final for each test case for one scalar conservation law. The time variation of this quantities can be found in the Supplementary material.

| s  | I             | II            | III           | IV            | V             |
|----|---------------|---------------|---------------|---------------|---------------|
| 0.75 | 9.97e+01     | 1.86e+03     | 5.93e+01     | 3.50e+02     | 8.78e+02     |
| 1.00 | 5.94e+01     | 2.31e+03     | 3.71e+01     | 3.41e+02     | 1.01e+03     |
| 1.25 | 3.52e+01     | 2.62e+03     | 2.29e+01     | 3.93e+02     | 9.89e+02     |
| 1.50 | 1.94e+01     | 2.44e+03     | 1.31e+01     | 9.72e+01     | 1.05e+03     |
| 1.75 | 8.34e+00     | 1.21e+03     | 5.71e+00     | 2.90e+02     | 1.14e+03     |

are between 5 and 50 times smaller than the discretization error of the reference method, still preserving excellent compression rates. We again have $ACR^N > CR^N$ because of the formation of a rarefaction fan as the simulation goes on. The behavior as $\epsilon$ tends to zero is respected and the expected linear temporal trend is obtained.

The attentive reader could have observed the following fact: the compression rates tend to stagnate as $\epsilon \to 0$. The reason for that is the following (and applies to any context in which the situation shall happen, also in the sequel): consider the typical solution of most of the problems we consider, where only shocks (and contact discontinuities) and rarefaction fans are present. Elsewhere, the solution is essentially flat. Start from a very large threshold $\epsilon$: multiresolution does not put cells at the finest level of resolution $J$ because the threshold is really large. Then decrease $\epsilon$ little by little: the finest resolution is reached on the shock and in the less smooth zones of the rarefaction fans. By continuing decreasing $\epsilon$, the fans are also refined (especially if here the solution is highly non-linear). Nevertheless, at some time, the finest level $J$ is reached everywhere where the solution is non flat (shocks and fans) and eventually (for smaller $\epsilon$) there is not so much room for improving the quality of the reconstruction by refining elsewhere, because here the solution is totally flat (and indeed the details are perfectly equal to zero). This is why the compression rate (almost) stagnates. Multiresolution can still diminish the error as expected by adding very few cells thus with very little modifications of the compression rates. Of course, one expects $CR^N, ACR^N \to 0$ as $\epsilon \to 0$, but in this case $\epsilon$ should become really small, allegedly below the machine epsilon to observe the convergence after the stagnation.

IV. For illustrative purposes the weak solution of the problem is shown on Figure 5). The adaptive method largely beats the traditional method by three orders of magnitude, with less efficient compression compared to (II) due to the formation of a rarefaction fan\(^\text{12}\), which is again the cause of $ACR^N > CR^N$.

The estimate in $\epsilon$ is sharply met and the perturbation error increases linearly in time for every choice of $s^1$\(^\text{13}\).

V. The outcome of this test is presented and fully discussed in the Supplementary material and provides a pathological example where the reconstructed collision is needed to correctly retrieve the theoretical estimates on the perturbation error.

Overall, we can conclude that the adaptive MR-LBM for a scalar conservation law

\(^\text{12}\)This rarefaction is straight-shaped but multiresolution refines at the extremal kinks of the slope. Moreover the $D_1Q_2$ creates a stair-shaped rarefaction, which triggers refinement.

\(^\text{13}\)Sometimes with strong oscillations due to the oscillations of the scheme.
guarantees an error control by a threshold $\epsilon$ and succeeds in keeping the perturbation error $\delta^{0,n}$ way smaller than the discretization error $E^{0,n}$ of the reference scheme (see Table 2) especially when weak solutions are involved, for the selected maximum level $J$. The “leaves collision” does not impact these characteristics except in a specifically designed pathological case.

5.2. $D_1Q_3$ and $D_1Q_5$ for two conservation laws: the shallow water system.

5.2.1. The problem and the scheme. We aim at approximating the weak entropic solution of the shallow water system, where $h$ represent the height of a fluid and $u$ is its horizontal velocity:

$$\begin{aligned}
\partial_t h + \partial_x (hu) &= 0, \quad t \in [0, T], \quad x \in \mathbb{R}, \\
\partial_t (hu) + \partial_x (hu^2 + gh^2/2) &= 0, \quad t \in [0, T], \quad x \in \mathbb{R}, \\
h(t = 0, x) &= h_0(x), \quad x \in \mathbb{R}, \\
u(t = 0, x) &= u_0(x), \quad x \in \mathbb{R},
\end{aligned}$$ (5.2)

where $g > 0$ is the gravitational acceleration exerted on the fluid and $h_0, u_0 \in L^\infty(\mathbb{R})$. Two possible lattice Boltzmann schemes with two conserved moments are:

- **$D_1Q_3$,** obtained selecting $q = 3$ and $q_{\text{cons}} = 2$ with discrete velocities $v^0 = 0, v^1 = \lambda, v^2 = -\lambda$ and the change of basis:

$$M = \begin{pmatrix}
1 & 1 & 1 \\
0 & \lambda & -\lambda \\
0 & \lambda^2 & \lambda^2
\end{pmatrix}.$$ 

Selecting $M^{2,\text{eq}} = (M^1)^2 / M^0 + g(M^0)^2 / 2$ the scheme is consistent up to first order in $\Delta t$ with (5.2).

- **$D_1Q_5$,** obtained taking $q = 5$ and $q_{\text{cons}} = 2$ with the choice of velocities $v^0 = 0, v^1 = \lambda, v^2 = -\lambda, v^3 = 2\lambda, v^4 = -2\lambda$, along with the matrix:

$$M = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 \\
0 & \lambda & -\lambda & 2\lambda & -2\lambda \\
0 & \lambda^2 & \lambda^2 & 4\lambda^2 & 4\lambda^2 \\
0 & \lambda^3 & -\lambda^3 & 8\lambda^3 & -8\lambda^3 \\
0 & \lambda^4 & \lambda^4 & 16\lambda^4 & 16\lambda^4
\end{pmatrix}.$$ 

We select the equilibri in the following way:

$$M^{2,\text{eq}} = \frac{(M^1)^2}{M} + \frac{g}{2}(M^0)^2, \quad M^{3,\text{eq}} = \alpha \lambda^2 M^1, \quad M^{4,\text{eq}} = \beta \lambda^2 M^{2,\text{eq}},$$

where $\alpha$ and $\beta$ are real parameters to be set in order to keep the scheme stable. With this choice the equivalent equations are consistent with (5.2) up to first order being close to those of the $D_1Q_3$ scheme.

5.2.2. Results. As initial datum, we consider the Riemann problem given by $(h_0, u_0)(x) = (2, 0)\chi_{x<0}(x) + (1, 0)\chi_{x>0}(x)$, with a lattice velocity $\lambda = 2$, a final time $T = 0.2$ and a domain $\Omega = [-1, 1]$. The gravitational acceleration is $g = 1$. The result is shown in Figure 7: for both the conserved moments, the behavior of the perturbation error in time is supra-linear, being very small at the very beginning.
Fig. 6. Example of solution of the $D_1Q_5$ for the shallow water problem with $n = 300$, $s^2 = 1.6$ and $\epsilon = 10^{-4}$. On the left, levels of the computational mesh. On the right, solution on the leaves of the tree.

Fig. 7. $D_1Q_3$ for the shallow water system with Riemann initial datum. The dot-dashed line gives the reference $\delta_{0,N} = \epsilon$. For the sake of avoiding redundancy, we present only one moment. $s$ is a shorthand for $s^2$.

because the method adds enough security cells around the shock and information propagates relatively slowly. Moreover, we remark that the perturbation error is larger for smaller $s^2$ due to the larger diffusivity of the numerical scheme. The perturbation error is between four and six orders of magnitude smaller than the discretization error of the reference method, reaching very interesting compression factors. The estimates for $\delta_{h,N}$ for $h = 0, 1$ in terms of $\epsilon$ are correctly followed. We observe the typical inequality $\text{ACR}^N > \text{CR}^N$.

For the $D_1Q_5$, we use exactly the same setting except for taking $\alpha = \beta = 1$ and
Fig. 8. $D_1Q_5$ for the shallow water system with Riemann initial datum. The dot-dashed line gives the reference $\delta^{0,N} = \epsilon$. For the sake of avoiding redundancy, we present only one moment. $s$ is a shorthand for $s^2$.

setting $s^3 = s^4 = 1$. We obtain what is shown in Figures 6 and 8.\textsuperscript{14} The time behavior of the perturbation error is again supra-linear and now the difference between different relaxation parameters is less evident. The ratio with the discretization error of the reference scheme is between $10^4$ and $10^6$. The bound of $\delta^{h,N}$ for $h = 0, 1$ in $\epsilon$ is very well fulfilled. This example shows that our adaptive strategy works really well even for schemes with an extended advection stencil, namely with $\sigma = 2$.

5.3. $D_1Q^3_2$ for the Euler system. We consider the full Euler system

\begin{align}
\partial_t \rho + \partial_x (\rho u) &= 0, \quad t \in [0, T], \quad x \in \mathbb{R}, \\
\partial_t (\rho u) + \partial_x (\rho u^2 + p) &= 0, \quad t \in [0, T], \quad x \in \mathbb{R}, \\
\partial_t (E + \rho u) + \partial_x (E u + p u) &= 0, \quad t \in [0, T], \quad x \in \mathbb{R}, \\
\rho(t = 0, x) &= \rho_0(x), \quad x \in \mathbb{R}, \\
u(t = 0, x) &= u_0(x), \quad x \in \mathbb{R}, \\
E(t = 0, x) &= E_0(x), \quad x \in \mathbb{R},
\end{align}

(5.3)

where $\rho$ is the density, $u$ the velocity of the flow, $p$ the pressure and $E$ the total energy. The pressure and the energy are linked by the pressure law $E = \rho u^2 / 2 + p / (\gamma_{\text{gas}} - 1)$. For this work, we consider the Sod shock problem, choosing $\gamma_{\text{gas}} = 1.4$ and considering the Riemann initial datum given by:

$$(\rho_0, u_0, E_0)(x) = (1.000, 0.000, 2.500)\chi_{x<0}(x) + (0.125, 0.000, 0.250)\chi_{x>0}(x),$$

\footnote{We are limited to $s^2 = 1.6$ due to stability issues which are inherent to the reference scheme.}
generating a solution with a left-moving rarefaction, a right-moving contact discontinuity and a right-moving shock. We employ a vectorial scheme \cite{32, 23} rather than a scalar one for it adds the necessary numerical diffusion, enhancing stability and it makes easy to conserve $E$ without further manipulation. The scheme is the juxtaposition of three $D_1Q_2$ for the quantities $\rho$, $\rho u$ and $E$, coupled through their equilibri:

$$ M^{1,\text{eq}} = \frac{M^2}{M}, \quad M^{3,\text{eq}} = \left(\frac{3}{2} - \frac{\gamma_{\text{gas}}}{2}\right)\frac{(M^2)^2}{M^4} + (\gamma_{\text{gas}} - 1)M^4, $$

$$ M^{5,\text{eq}} = \gamma_{\text{gas}}\frac{M^2}{M^4} + \frac{1 - \gamma_{\text{gas}}}{2} \frac{(M^2)^3}{M^4}. $$

This scheme is consistent up to first order with \eqref{5.3} as shown by Graille \cite{32}.

5.3.1. Results. We consider a domain $\Omega = [-1, 1]$ and all the other parameters as in the previous examples, except the lattice velocity taken to be $\lambda = 3$ and the final time $T = 0.4$. All the relaxation parameters are taken equal: call them $s$. The result is given in Figures 9 and 10: the perturbation error behaves fairly linearly in time for every choice of relaxation parameter and becomes smaller as $s$ approaches two, due to the reduced numerical diffusion. We are capable of keeping the perturbation error between three and four order of magnitudes smaller than to the discretization error of the reference scheme for each of the conserved moments, for the chosen resolution $\hat{J}$. The behavior in $\epsilon$ is respected. This shows that our strategy is well suited to handle the simulation of systems of conservation laws using vectorial schemes.

6. Conclusions. In this paper, we have presented a class of new fully adaptive lattice Boltzmann schemes based on multiresolution to perform the adaptation of the spatial grid with error control. To the best of our knowledge, no previous research has been conducted to couple multiresolution and LBM methods. The most important features are that there is no need to devise ad-hoc refinement/coarsening criteria: mesh adaptation is naturally handled using multiresolution by analyzing the regularity of the solution. Therefore, no previous knowledge of the solution\footnote{Other than the regularity guess $\mu$, which can be set to a small value for precaution.} is needed because the numerical mesh is automatically evolved. Eventually, under reasonable assumptions on the reference scheme, we are able to prove precise error controls on the
perturbation error introduced by the non-uniform mesh, which are driven by a single adjustable tolerance $\epsilon$. The numerical method has been extensively tested, showing that the theoretical predictions are fully met, even for settings for which we expect less predictable behaviors. We have shown that, by tuning $\epsilon$ according to the desired precision, one is capable of keeping the perturbation error several orders of magnitude below the discretization error of the reference method with respect to the exact solution, still achieving excellent compression factors. We have also demonstrated that the optimized “leaves collision” is an efficient alternative to the “reconstructed collision”, except in pathological cases. The question on how the choice of prediction operator could modify the physics approximated by the MR-LBM adaptive scheme will be the object of a forthcoming contribution.

The major improvement our method needs to undergo is its generalization to the multi-dimensional framework (spatial dimension $d$). We provide answers to this question in a companion contribution [2]. The following points have been taken into consideration:

- The projection operator is straightforwardly generalized as a mean on the children. The prediction operator is constructed by tensor product as hinted by Bihari and Harten [5].
- The decay estimates for the details (3.3) are still valid without having to adjust them with $d$. Consequently (4.2) remains valid. However, one shall cope with the fact that details of two siblings no longer have the same modulus.
- One must modify the choice of $\epsilon_j$ according to $d$, as the number of elements in a tree is now bounded by $2^{dJ}$. We consider $\epsilon_j = 2^{d(j-J)} \epsilon$. Hence, we need to slightly modify (4.1) which becomes $|d_{j,k}^n| \geq 2^p + d\epsilon_j$. 

Fig. 10. Vectorial $D_1Q_2$ for the Sod problem. The dot-dashed line gives the reference $\delta^{2,N} = \epsilon$. For the sake of compactness, we show only one moment.
• The stream phase given by (4.5) and the way of recovering it remain essentially the same.

In [2], we employ the MR-LBM adaptive scheme to simulate both hyperbolic (Euler) and parabolic (incompressible Navier-Stokes) systems, because the accuracy of our reconstruction is enough to correctly cope with the physics of such systems.

Finally, the optimisation of the implementation is a crucial subject when dealing with multidimensional problems. In this work, we have restricted purposefully the measure of the computational gain with respect to the uniform mesh by merely looking at the compression factors. This is far from realistic if the implementation does not perform the operations involved in multiresolution in a clever way or if the problem is too small to observe a real gain. We believe that the choice of the underlying data structure has a huge impact on this matter: we are currently developing the library SAMURAI with the purpose of providing an innovative interval-based data structure to enhance performances and simplify the parallelization of the whole process. This is the subject of our current research.

7. Acknowledgements. The authors deeply thank Laurent Séries for fruitful discussions on multiresolution. They also thank the two anonymous referees for the useful remarks and suggestions. Thomas Bellotti is supported by a PhD funding (year 2019) from the Ecole polytechnique.

REFERENCES

[1] F. Alauzet, P. L. George, B. Mohammadi, P. Frey, and H. Borouchaki, Transient fixed point-based unstructured mesh adaptation, International journal for numerical methods in fluids, 43 (2003), pp. 729–745.
[2] T. Bellotti, L. Gouarin, B. Graille, and M. Massot, Multidimensional fully adaptive lattice boltzmann methods with error control based on multiresolution analysis, Journal of Computational Physics, (2021). Submitted, - available on HAL: https://hal.archives-ouvertes.fr/hal-03158073.
[3] M. J. Berger, P. Colella, et al., Local adaptive mesh refinement for shock hydrodynamics, Journal of computational Physics, 82 (1989), pp. 64–84.
[4] M. J. Berger and J. Oliger, Adaptive mesh refinement for hyperbolic partial differential equations, Journal of computational Physics, 55 (1984), pp. 484–512.
[5] B. L. Bihari and A. Harten, Multiresolution schemes for the numerical solution of 2-d conservation laws I, SIAM Journal on Scientific Computing, 18 (1997), pp. 315–354.
[6] F. Bramkamp, P. Lamby, and S. Müller, An adaptive multiscale finite volume solver for unsteady and steady state flow computations, Journal of Computational Physics, 197 (2004), pp. 460–490.
[7] R. Bürger, R. Ruiz, K. Schneider, and M. A. Sepulveda, Fully adaptive multiresolution schemes for strongly degenerate parabolic equations with discontinuous flux, Journal of Engineering Mathematics, 60 (2008), pp. 365–385.
[8] C. Burstedde, L. C. Wilcox, and O. Ghattas, p4est: Scalable algorithms for parallel adaptive mesh refinement on forests of octrees, SIAM Journal on Scientific Computing, 33 (2011), pp. 1103–1133.
[9] G. Chiavassa and R. Donat, Point value multiscale algorithms for 2D compressible flows, SIAM J. Sci. Comput., 23 (2001), pp. 805–823.
[10] A. Cohen, I. Daubechies, and J.-C. Feauveau, Biorthogonal bases of compactly supported wavelets, Communications on pure and applied mathematics, 45 (1992), pp. 485–500.
[11] A. Cohen, S. Kaber, S. Müller, and M. Postel, Fully adaptive multiresolution finite volume schemes for conservation laws, Mathematics of Computation, 72 (2003), pp. 183–225.
[12] F. Coquel, Q. L. Nguyen, M. Postel, and Q. H. Tran, Local time stepping applied to implicit-explicit methods for hyperbolic systems, Multiscale Modeling & Simulation, 8 (2010), pp. 540–570.
[13] F. Coquel, M. Postel, N. Poussineau, and Q.-H. Tran, Multiresolution technique and explicit–implicit scheme for multicomponent flows, Journal of Numerical Mathematics, 14 (2006), pp. 187–216.
[14] B. Crouse, E. Rank, M. Krafczyk, and J. Tölke, A lb-based approach for adaptive flow simulations, International Journal of Modern Physics B, 17 (2003), pp. 109–112.

[15] I. Daubechies, Orthonormal bases of compactly supported wavelets, Communications on pure and applied mathematics, 41 (1988), pp. 909–996.

[16] S. Descombes, M. Duarte, T. Dumont, F. Laurent, V. Louvet, and M. Massot, Analysis of operator splitting in the nonasymptotic regime for nonlinear reaction–diffusion equations. Application to the dynamics of premixed flames, SIAM J. Numer. Anal., 52 (2014), pp. 1311–1334.

[17] D. D’Humières, Generalized Lattice-Boltzmann Equations, American Institute of Aeronautics and Astronautics, Inc., 1992, pp. 450–458.

[18] M. Duarte, Adaptive numerical methods in time and space for the simulation of multi-scale reaction fronts, PhD thesis, École Centrale Paris, 2011. https://tel.archives-ouvertes.fr/tel-00667857.

[19] M. Duarte, Z. Bonaventura, M. Massot, and A. Bourdon, A numerical strategy to discretize and solve the Poisson equation on dynamically adapted multiresolution grids for time-dependent streamer discharge simulations, J. Comput. Phys., 289 (2015), pp. 129–148.

[20] M. Duarte, S. Descombes, C. Tenaud, S. Candel, and M. Massot, Time–space adaptive numerical methods for the simulation of combustion fronts, Combustion and Flame, 160 (2013), pp. 1083–1101.

[21] M. Duarte, M. Massot, S. Descombes, C. Tenaud, T. Dumont, V. Louvet, and F. Laurent, New resolution strategy for multiscale reaction waves using time operator splitting, space adaptive multiresolution, and dedicated high order implicit/explicit time integrators, SIAM Journal on Scientific Computing, 34 (2012), pp. A76–A104.

[22] F. Dubois, Third order equivalent equation of lattice boltzmann scheme, Discrete & Continuous Dynamical Systems-A, 23 (2009), p. 221.

[23] ———, Simulation of strong nonlinear waves with vectorial lattice boltzmann schemes, International Journal of Modern Physics C, 25 (2014), p. 1441014.

[24] T. Dumont, M. Duarte, S. Descombes, M.-A. Dronne, M. Massot, and V. Louvet, Simulation of human ischemic stroke in realistic 3D geometry, Commun. Nonlinear Sci. Numer. Simul., 18 (2013), pp. 1539–1557.

[25] G. Eitel-Amor, M. Meinke, and W. Schröder, A lattice-boltzmann method with hierarchically refined meshes, Computers & Fluids, 75 (2013), pp. 127–139.

[26] A. Fakhari and T. Lee, Finite-difference lattice boltzmann method with a block-structured adaptive-mesh-refinement technique, Physical Review E, 89 (2014), p. 033310.

[27] Y. Feng, S. Guo, J. Jacob, and P. Sagaut, Grid refinement in the three-dimensional hybrid recursive regularized lattice boltzmann method for compressible aerodynamics, Phys. Rev. E, 101 (2020), p. 063302.

[28] O. Filippova and D. Hänel, Grid refinement for lattice-bkg models, Journal of Computational physics, 147 (1998), pp. 219–228.

[29] C. Förster, Parallel wavelet-adaptive direct numerical simulation of multiphase flows with phase-change, PhD thesis, Georgia Institute of Technology, 2016.

[30] D. Fotti, S. Giorno, and K. Duraisamy, An adaptive mesh refinement approach based on optimal sparse sensing, Theoretical and Computational Fluid Dynamics, 34 (2020), pp. 457–482.

[31] F. Gendre, D. Ricot, G. Fritz, and P. Sagaut, Grid refinement in the lattice boltzmann method: A directional splitting approach, Phys. Rev. E, 96 (2017), p. 023311.

[32] B. Groll, Approximation of mono-dimensional hyperbolic systems: A lattice boltzmann scheme as a relaxation method, Journal of Computational Physics, 266 (2014), pp. 74–88.

[33] A. Guittet, M. Theillard, and F. Gibou, A stable projection method for the incompressible navier–stokes equations on arbitrary geometries and adaptive quad/octrees, Journal of Computational Physics, 292 (2015), pp. 215–238.

[34] A. Harten, Discrete multi-resolution analysis and generalized wavelets, Applied numerical mathematics, 12 (1993), pp. 153–192.

[35] ———, Adaptive multi-resolution schemes for shock computations, Journal of Computational Physics, 115 (1994), pp. 319–338.

[36] ———, Multiresolution algorithms for the numerical solution of hyperbolic conservation laws, Communications on Pure and Applied Mathematics, 48 (1995), pp. 1305–1342.

[37] F. J. Higuera and J. Jiménez, Boltzmann approach to lattice gas simulations, EPL (Europhysics Letters), 9 (1989), p. 661.

[38] J. Hörmann, Hybrid numerical method based on the lattice Boltzmann approach with application to non-uniform grids, PhD thesis, Université de Lyon, 2018.
[39] N. Hovhannisyan and S. Müller, On the stability of fully adaptive multiscale schemes for conservation laws using approximate flux and source reconstruction strategies, IMA journal of numerical analysis, 30 (2010), pp. 1256–1295.

[40] H. Huang, M. Sukop, and X. Lu, Multiphase lattice Boltzmann methods: Theory and application, John Wiley & Sons, 2015.

[41] M. Junk and W.-A. Yong, Weighted $l^2$-stability of the lattice boltzmann method, SIAM Journal on Numerical Analysis, 47 (2009), pp. 1651–1665.

[42] P. Lallemand and L.-S. Luo, Theory of the lattice boltzmann method: Dispersion, dissipation, isotropy, galilean invariance, and stability, Physical Review E, 61 (2000), p. 6546.

[43] P. Lamby, S. Müller, and Y. Stiriba, Solution of shallow water equations using fully adaptive multiscale schemes, International journal for numerical methods in fluids, 49 (2005), pp. 417–437.

[44] S. G. Mallat, Multiresolution approximations and wavelet orthonormal bases of $l^2 (r)$, Transactions of the American mathematical society, 315 (1989), pp. 69–87.

[45] G. R. McNamara and G. Zanetti, Use of the boltzmann equation to simulate lattice-gas automata, Physical review letters, 61 (1988), p. 2332.

[46] F. Naddei, M. de la Llave Plata, V. Couaillier, and F. Coquel, A comparison of refinement indicators for p-adaptive simulations of steady and unsteady flows using discontinuous galerkin methods, Journal of Computational Physics, 376 (2019), pp. 508–533.

[47] N. M. Narechania, L. V. Freret, and C. P. Groth, Block-based anisotropic amr with a posteriori adjoint-based error estimation for three-dimensional inviscid and viscous flows, in 23rd AIAA Computational Fluid Dynamics Conference, 2017, p. 4113.

[48] M.-A. N’Guessan, Space adaptive methods with error control based on adaptive multiresolution for the simulation of low-Mach reactive flows, PhD thesis, Université Paris-Saclay, 2020. https://tel.archives-ouvertes.fr/tel-02895792.

[49] M. N’Guessan, M. Massot, L. Series, and C. Tenaud, High order time integration and mesh adaptation with error control for incompressible navier-stokes and scalar transport resolution on dual grids, Journal of Computational and Applied Mathematics, 387 (2021), p. 112542.

[50] J. Ray, C. A. Kennedy, S. Lefantzi, and H. N. Najm, Using high-order methods on adaptively refined block-structured meshes: derivatives, interpolations, and filters, SIAM Journal on Scientific Computing, 29 (2007), pp. 139–181.

[51] M. Rohde, D. Kandhai, J. Derksen, and H. E. Van den Akker, A generic, mass conservative local grid refinement technique for lattice-boltzmann schemes, International journal for numerical methods in fluids, 51 (2006), pp. 439–468.

[52] O. Roussel and K. Schneider, An adaptive multiresolution method for combustion problems: application to flame ball–vortex interaction, Computers & Fluids, 34 (2005), pp. 817–831.

[53] O. Roussel, K. Schneider, A. Tsigin, and H. Bockhorn, A conservative fully adaptive multiresolution algorithm for parabolic pdes, Journal of Computational Physics, 188 (2003), pp. 493–523.

[54] D. Serre, Systems of Conservation Laws 1: Hyperbolicity, entropies, shock waves, Cambridge University Press, 1999.

[55] C. Tenaud and M. Duarte, Tutorials on adaptive multiresolution for mesh refinement applied to fluid dynamics and reactive media problems, in ESAIM: Proceedings, vol. 34, EDP Sciences, 2011, pp. 184–239.

[56] J. Wu and C. Shu, A solution-adaptive lattice boltzmann method for two-dimensional incompressible viscous flows, Journal of Computational Physics, 230 (2011), pp. 2246–2269.

[57] J. Wu, J. Zhu, J. Szemelter, and O. Zienkiewicz, Error estimation and adaptivity in navier-stokes incompressible flows, Computational mechanics, 6 (1990), pp. 259–270.