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Abstract

Self-assembly plays an essential role in many natural processes, involving the formation and evolution of living or non-living structures, and shows potential applications in many emerging domains. In existing research and practice, there still lacks an ideal self-assembly mechanism that manifests efficiency, scalability, and stability at the same time. Inspired by phototaxis observed in nature, we propose a computational approach for massive self-assembly of connected shapes in grid environments. The key component of this approach is an artificial light field superimposed on a grid environment, which is determined by the positions of all agents and at the same time drives all agents to change their positions, forming a dynamic mutual feedback process. This work advances the understanding and potential applications of self-assembly.

1 Introduction

As a kind of interesting and mysterious phenomenon, self-assembly has been unintentionally observed in many natural processes and often appears in science fiction movies. In the 2014 animated movie “Big Hero 6”, one of the impressing scenes involves thousands of micro-robots assembling themselves into arbitrary shapes and transforming between shapes dynamically, which shows pervasive potential applications of self-assembly from the perspective of imagination. Before being perceived by human beings, various kinds of self-assembly phenomenon have existed in nature for a long time [1], playing essential roles in the forming of multi-component non-living structures [2–4], multi-cellular living organisms [2, 5, 6], and multi-organism biological systems [7, 8]. These self-assembly phenomena, either real or fictional, all implicitly point to an important research problem: whether we can construct artificial self-assembly systems. The benefit of resolving this problem is twofold: on the one hand, it would contribute to a deep understanding of self-assembly mechanisms; on the other hand, it would facilitate the
applying of self-assembly in many valuable scenarios, including autonomous cooperation of UAVs and intelligent transportation systems.

The problem of constructing artificial self-assembly systems has attracted increasing attention in recent years, but there still lacks an ideal self-assembly mechanism that manifests the three essential features of efficiency, scalability, and stability at the same time. Edge-following based methods lead to a self-assembling process with low efficiency, because of the heavily-decreased degree of parallelism. Path planning/scheduling methods based on prior task allocation suffer from poor scalability concerning the number of agents involved in self-assembly due to the high computational cost of global shortest path generation and task assignment. Methods based on artificial potential fields (APF) behave well in efficiency and scalability, but make a poor showing in stability, because agents may be trapped in local minima, which will be more likely to appear as the number of agents increases. Although some improved APF-based methods have been proposed to eliminate local minima, they can only cope with limited scenarios.

In general, self-assembly can be viewed as a kind of collective intelligence (CI) phenomena: a group of agents with limited capabilities exhibits collective intelligent behavior that goes well beyond individual capabilities. Existing research offers two complementary understandings of CI: in the explanatory understanding, a key element in CI is the environment, which acts as an external memory of a collective of agents and drives each agent’s behavior based on the information the agent perceives from the current environment; in the constructive understanding, the key to build a problem-oriented artificial CI system is to enable and maintain an ongoing loop of information exploration, integration, and feedback among agents in the collective, until an acceptable solution to the target problem emerges.

Guided by the two understandings of CI, we propose here a computational approach for massive self-assembly of connected shapes in grid environments. This approach mimics the phototaxis observed in many species (i.e., organisms’ movement towards or away from light sources), by superimposing the grid environment with an artificial light field (ALF), which plays the dual role of an external memory of self-assembling agents in the explanatory CI understanding and a carrier for information integration and feedback in the constructive CI understanding. The essence of this approach is a mutual feedback process between the ALF and the agent collective: the current positions of all agents determine the current state of the ALF, which in turn drives the agents to further change their current positions. In experiments, this approach exhibits high efficiency, scalability and stability in a set of diverse shape formation tasks. In an extreme case involving 5469 agents in a $135 \times 135$ grid environment, this approach accomplishes the self-
assembly task accurately with only 119 steps/256.6 seconds on average. Compared to the state-of-the-art centralized distance-optimal algorithm, this approach exhibits a $n^3$ to $n^2 \log(n)$ decrease in the absolute completion time of self-assembly tasks with respect to task scale $n$, and can be easily accelerated through parallelization.

2 Method

The proposed approach consists of five components (Figure 1.A): a grid environment $G$, a target shape $S$, an agent collective $A$, an artificial light field $F$ superimposed on $G$, and a lightweight coordinator $C$. $C$ and all agents in $A$ form a star topology: each agent connects with $C$ through a communication channel; no communication channel exists between any two agents. $C$ coordinates each agent’s behavior by playing three roles: a generator of discrete system times, a recorder of system states, and an actuator of grid locking/unlocking. When resolving a self-assembly problem, each agent interacts with $C$ through an iterative process (Figure 1.B). Before the process begins, each agent $a_i$ reports its initial position $p_0(a_i)$ to $C$; as a result, $C$ gets the system state at time 0, denoted as $p_0$. After that, $C$ broadcasts $p_0$ to each agent in $A$. In every iteration, each agent sequentially carries out three actions: (i) local ALF calculation, where the agent retrieves other agent’s position from the $C$, identify light sources and calculate its local ALF; (ii) priority queue generation, where the agent constructs a priority queue of next positions based on the agent’s state and local ALF; (iii) next position decision, where the agent cooperates with $C$ to obtain a conflict-free next position. After that, the agent will move to its next position, inform $C$ this movement, and enter the next iteration. The process will terminate when agents form the target shape. (See supplementary for more details)

**Local ALF calculation.** Each agent calculates its local ALF, i.e., the light intensities in its surrounding 8 grids as well as its current position, based on the system state at current time $t$, namely $p_t$. The ALF at time $t$, denoted as $F_t$, is defined as a pair of functions $(r_t, b_t)$, where the former maps each grid to the intensity of red light at the grid, and the latter to the intensity of blue light. The intensity of red/blue light at a grid is the sum of all red/blue light sources’ intensities at the grid. At any time $t$, each agent out of the shape is a source of red light, and each unoccupied target grid is a source of blue light. The intensity of the light attenuates with propagation distance. As a result, given a $g \in G$, $r_t(g)$ and $b_t(g)$ can be defined conceptually as follows: $r_t(g) = \sum_{a \in O_t} f(L, \alpha, dis(g, p_t(a)))$, $b_t(g) = \sum_{g' \in U_t} f(L, \alpha, dis(g, g'))$, where $O_t$ is the set of agents out of the shape at $t$, $U_t$ is the set of unoccupied target grids at $t$, $L$ is the intensity of light emitted by a light source, $\alpha$ is the attenuating rate of light, $dis$ is a function that returns...
Figure 1: An ALF-based self-assembly system. A. The system’s main components; B. An iterative process for self-assembly; C. Method to calculate the local light field for each agent; D. Policy to generate a priority queue of next positions; E. The decision process between an agent and the lightweight coordinator to choose a conflict-free next action.

the distance between two grids, and \( f \) is a function that returns the intensity of light after the light has traveled a certain distance from its source.

**Priority queue generation.** Given an agent \( a_n \) at time \( t \), its priority queue of next positions, denoted as \( Q_{n,t} \), is a permutation of \( a_n \)'s local 9 grids, generated based on its local \( F_t \). The strategy for generating \( Q_{n,t} \) depends on \( a_n \)'s state. When \( a_n \) is outside the target shape, the local 9 grids are sorted in descending order by blue light intensity; this strategy directs agents outside the target shape to move towards the shape. When \( a_n \) is already inside the target shape, \( Q_{n,t} \) will be constructed according to parameter \( \omega \), the ratio of agents outside the target shape to all agents: when \( \omega > 0.15 \), the local 9 grids are sorted in descending order by blue light intensity and ascending order by red light intensity; when \( \omega \leq 0.15 \), the local 9 grids are sorted in ascending order by red light intensity. The former strategy motivates an agent to keep moving towards those unoccupied positions in the center of the target shape after the agent has entered the shape, and the latter one motivates an agent to leave the peripheral positions of the target shape.
Next position decision. After obtaining $Q_{n,t}$, agent $a_n$ will cooperate with $C$ to decide a conflict-free next position from $Q_{n,t}$, through an iterative decision process. In each iteration, agent $a_n$ first retrieves the head element of $Q_{n,t}$, denoted as $h$. If $h = p_t(a_n)$, $a_n$ will immediately go to the next iteration with the probability of $\gamma$; otherwise, $a_n$ will send $h$ to $C$ to check whether $h$ is conflict-free or not. If $h$ is conflict-free, $a_n$ will use $h$ as its next position and terminate the decision process; otherwise, $a_n$ will go to the next iteration. In the extreme case when $Q_{n,t}$ becomes empty and the decision process has not terminated, $a_n$ will use $p_t(a_n)$ as its next position and terminate the process. $C$ uses a try-lock mechanism to determine whether $h$ is conflict-free for $a_n$ or not; each grid in the environment is treated as a mutex lock [27]. When receiving $h$ from $a_n$, $C$ will try to acquire the lock of $h$ for $a_n$: if $h$’s lock is not held by any other agent, $C$ will assign the lock to $a_n$ and return a success signal; otherwise, a fail signal will be returned.

3 Results

To evaluate the effectiveness of this approach, we conducted a set of experiments, involving 156 shapes from 16 categories (See supplementary for more details). Four methods are selected as baseline: (1) OPT-D [15], a centralized distance-optimal method for self-assembly; (2) HUN [16], an iterative self-assembly method based on global task allocation with Hungarian algorithm; (3) DUD [20], a self-assembly method based on artificial potential field; (4) E-F [13], a gradient-based edge-following method for self-assembly.

In particular, we focus on three measures of completion quality $\rho$, relative completion time $t$, and absolute completion time $\tau$: $\rho$ denotes the shape completion degree of the agent swarm when achieving a stable state; $t$ denotes the number of iterations to complete a target shape; and $\tau$ denotes the physical time to complete a target shape. The three measures are analyzed from three aspects: efficiency, scalability, and stability. Parts of the experiments are shown in Figure 2 and Movies S1-S3.

Efficiency. To evaluate the efficiency, we compare our approach with the baseline methods under two different policies of agents’ initial distribution: random and specific policies. Experiments with the random policy are carried out in three environments with scale of 16×16, 40×40, and 80×80, respectively. In each environment, for each of the 156 shapes, we observe the three measures of $\rho$, $t$ and $\tau$ of different methods when resolving the same self-assembly problem. Figure 3.A shows the experimental results of a randomly-selected shape (locomotive) in 80×80 environment. Table S2 and S3 gives each method’s performance on 16 representative shapes (listed in Table S1) and 16 categories of shapes, respectively. It is observed that: (1) for completion quality, our approach shows nearly the same performance (99.9%) with
Figure 2: Trails when forming different shapes in grid environments with different scales. A. System states at four time steps \((t = 0, 3, 6, 8)\) when forming letter “F” in a 16×16 grid environment with 52 agents, using ALF; B. System states at four time steps \((t = 0, 10, 20, 26)\) when forming shape “dolphin” in a 40×40 grid environment with 276 agents, using ALF; C. System states at four time steps \((t = 0, 30, 60, 78)\) when forming shape “cat”, which has inner holes, in a 80×80 grid environment with 1033 agents, using ALF; D. System states at \(t = 50\) when forming shape “locomotive” in a 80×80 grid environment with 1785 agents and with a fixed initial state (i.e., state at \(t = 0\)), using five different methods of DUD, HUN, E-F, OPT-D, and ALF (the proposed approach).

OPT-D \((100\%)\) and outperforms HUN \((×1.094)\) and DUD \((×1.126)\) on all 156×3 shapes. (2) for relative completion time, our approach performs worse than OPT-D \((×3.032)\), and better than HUN \((×0.074)\) and DUD (which fails in all 50 repeated experiments) on all 156×3 shapes ; (3) for absolute completion time, our approach outperforms OPT-D \((×0.007)\) and HUN \((×0.173)\). E-F method is not included in the comparison, because of its specific requirement on agents initial distribution.

Experiments with the specific policy are carried out in the 80×80 environment for the 16 shapes listed in Table S1, and evaluated by the same measures with random-policy experiments. Figure 3.B illustrates the experimental results for a shape (“locomotive”); see table S4 for complete results. It is observed that: (1) for completion quality, our approach shows nearly the same performance \((99.9\%)\) with OPT-D \((100\%)\), and outperforms the HUN \((×1.101)\), DUD \((×1.068)\), and E-F \((×1.352)\) on all
16 shapes; (2) for relative completion time, our approach performs worse than OPT-D ($\times 1.105$), and better than HUN/DUD (which fails in all 20 repeated experiments) and E-F ($\times 0.017$); (3) for absolute completion time, our approach outperforms OPT-D ($\times 0.018$) and E-F ($\times 0.040$); (4) the E-F method, using the edge-following strategy, shows the longest/second-longest relative/absolute completion time (e.g., in the $r$-$6$-edge task with 1595 agents, this method takes 6156 iterations/703.9 seconds, while our approach only 75 iterations/16.7 seconds);

**Scalability.** To evaluate the scalability, we compare our approach with OPT-D on both $t$ and $\tau$ for 16 shapes (listed in Table.S1) in 12 different shape scales. Figure 3.C and 3.D shows the experiment results of shape “irre-curve-1” on $t$ and $\tau$, respectively; see Figure S3-S4 for results of all the 16 shapes. It is observed that: (1) for relative completion time $t$, both our approach and OPT-D shows a $\log(n)$ increasing as the shape scale $n$ grows ($R^2 = 0.9506$ and 0.9799, respectively); (2) for absolute convergence time $\tau$, our approach shows a $n^2 \log(n)$ increasing ($R^2 = 0.9829$), while OPT-D a $n^3$ increasing ($R^2 = 0.9996$).

In addition, our approach is easy to parallelize, e.g., with 16 threads, our approach achieves an average parallel speedup of 12.96, leading to a 92.28% decreasing of $\tau$.

**Stability.** To evaluate the stability, we analyze the standard deviations of $\rho$, $t$, and $\tau$ of our approach on 50 randomly-initialized experiments for each of the 156 shapes in each of the three environments with scale of $16 \times 16$, $40 \times 40$, and $80 \times 80$, respectively. Table S2 and S3 gives the complete results. It is observed that our approach shows a normalized $\sigma(\rho)$, $\sigma(t)$ and $\sigma(\tau)$ of 0.00034, 0.04410, and 0.00033, respectively;

In addition, we also observe that our approach shows a hole-independent property (i.e., the existence of holes in a shape does not affect the performance of an approach), which is missing in many existing methods [13][14].

In nature, self-assembly phenomena emerge from collective behaviors of swarms based on chemical or physical signals, whereas in our approach, we designed a kind of digital signals, namely artificial light field, to enable a massive swarm of agents to gain such ability in grid environments. Experiments have demonstrated the superiority of our approach in constructing massive self-assembly systems: for a self-assembly task with $n$ agents, the absolute completion time of our approach is decreased from the magnitude of $n^3$ to $n^2 \log(n)$, and can be further decreased through parallelization. We hope our approach could contribute to a deep understanding of self-assembly mechanisms and motivate new research on advanced multi-agent algorithms, massive collaboration mechanisms, and artificial collective intelligence systems.
Figure 3: The statistical results of different methods’ efficiency and scalability. A. In an 80×80 environment with random and specific initialization, respectively, the task progress of different methods when forming shape “locomotive” as the relative completion time increases; B. In an 80×80 environment with random and specific initialization, respectively, the task progress of different methods when forming shape “locomotive” as the absolute completion time increases; C. The changing trend of relative completion time by ALF and OPT-D as the number of targets increases; D. The changing trend of absolute completion time by ALF and OPT-D as the number of targets increases; in addition to the 1-thread ALF (ALF-1T, i.e., the ALF approach running in a 1-thread hardware environment), the 16-thread ALF (ALF-16T) is also investigated.
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Materials and Methods

In the main text, we have demonstrated the performance of our approach for self-assembly with large-scale swarms. Here we provide more details about the problem formulation, the proposed algorithm, and the experiments.

Section 1 gives a formulation of the self-assembly problem. Section 2 presents in detail the proposed ALF-based self-assembly algorithm, including a formal definition of the ALF. Section 3 introduces more details of the experiments from 8 aspects: evaluation measures, baseline methods, the shape set used in experiments, experiment designs, parameter settings, experiment platforms, experimental results and analysis, discussion about weaknesses of baseline methods, and analysis of the influences of different parameter values on the performance of our approach.

1 Problem Formulation

The self-assembly problem focused in this paper involves three components: a grid environment $G$, a target shape $S$, and a group of agents $A$. The grid environment $G$ is defined as a matrix $\{(i,j)|i \in [1,H], j \in [1,W]\}$ where $H/W$ represents the height/width of the environment, and $(i,j)$ denotes the grid at row $i$ and column $j$. The target shape $S$ is defined as a subset of $G$ that forms a connected graph through the neighbor relation between grids, and let $|S| = N$. Grids in $S$ are called target grids, and other grids un-target grids. The group of agents $A$ is defined as a set $\{a_n|n \in [1,N]\}$, where $a_n$ denotes the agent with identity $n$. At any time, each agent occupies a distinct grid in $G$.

Agents interact with the environment in a sequence of discrete times: $0, 1, \ldots, t, \ldots, T$. At each time $t$, each agent decides to stay at the current grid or move to one of its eight neighbor grids. When an agent decides to move and no conflict occurs, then in the next time $t+1$ the agent will appear at the new position; otherwise, the agent’s position will not be changed. The state of the system at time $t$, denoted as $p_t$, is an injective function from $A$ to $G$, mapping each agent to its occupied grid. At any time $t$, the group of agents $A$ is partitioned into two subsets: $I_t = \{a_n|a_n \in A, p_t(a_n) \in S\}$, and $O_t = A - I_t$. That is, $I_t$ consists of agents in shape $S$, and $O_t$ agents out of $S$. Accordingly, the target shape $S$ is partitioned into two subsets: $C_t = \{p_t(a_n)|a_n \in I_t\}$, and $U_t = S - C_t$. Grids in $C_t$ are called occupied target grids, and grids in $U_t$ unoccupied.

1For simplicity, a 2D grid environment is given here; however, the method proposed in this paper can naturally apply to 3D grid environments.
Figure S1: The interaction protocol between each agent and the lightweight coordinator.
The goal of resolving this problem is to find a way from an initial state to a target state as quickly as possible, following the interaction rule described above. In an initial state at time 0, all agents are randomly distributed in the environment. A target state is a state in which every target grid is occupied by an agent, i.e., \( \text{img}(p_t) = S \).

2 An ALF-based Self-Assembly Algorithm

2.1 Overview

As mentioned in the main text, we design an artificial self-assembly system, consisting of five components: \( G, S, A, \) an artificial light field \( F \) superimposed on \( G \), and a lightweight coordinator \( C \). When resolving a self-assembly task, each agent interacts with \( C \) through an iterative process (Figure S1), which consists of an initialization stage and a sequence of iteration stages corresponding to the sequence of system times. In the initialization stage,

1) each agent reports its initial position to \( C \); (Algorithm 2 line 1-2)

2) \( C \) gets the system state at time 0, denoted as \( p_0 \). (Algorithm 3 line 1-2)

In each iteration at time \( t \),

3) \( C \) broadcasts \( \text{img}(p_t) \), i.e., all the positions occupied by agents, to each agent in \( A \); (line 5 in Algorithm 3 and Algorithm 2)

4) each agent calculates a priority queue of next positions (encapsulated in the \( Q \) function); (line 6 in Algorithm 2)

5) each agent sequentially retrieves elements from its queue and request \( C \) to lock corresponding position for it, until finding a conflict-free next position (encapsulated in the \( h \) function); (line 7-12 in Algorithm 2 and line 7-9 in Algorithm 3)

6) the agent sends a leave signal before moving, updates its position, and then reports its new position to \( C \), so that \( C \) can update the system state accordingly; (line 13-15 in Algorithm 2 and line 10-14 in Algorithm 3)

7) as the last step in each iteration, \( C \) checks whether a target state is achieved, and triggers a new iteration at time \( t + 1 \) if not or broadcasts an exit signal if true. (line 15-16 in Algorithm 3 and line 16, 4 in Algorithm 2)
Algorithm 1: System initialization

\textbf{Input}: $G$: a grid environment, $S$: a target shape, $A$: a group of agents, $p_0$: the system’s initial state, $C$: a coordinator, $\gamma$: exploration rate, $\text{flag}$: whether agents can leave shape after entering it, $W$: policy transformation parameter for agents in shape;

1. Thread($C$).start($G$, $S$, $A$);
2. \textbf{for} each $a_n \in A$ \textbf{do} Thread($a_n$).start($G$, $S$, $C$, $p_0(a_n)$, $\gamma$, $\text{flag}$, $W$);

Algorithm 2: Behavior of an agent $a_n$

\textbf{Input}: $G$: a grid environment, $S$: a target shape, $C$: a coordinator, $\text{pos}$: $a_n$’s initial position, $\gamma$: exploration rate, $\text{flag}$: whether agents can leave shape after entering it, $W$: policy transformation parameter for agents in shape;

1. sendInitPos($C$, $\text{pos}$);
2. let $t \leftarrow 0$, $\text{pulse}$;
3. \textbf{while} true \textbf{do}
4. \hspace{1em} $\text{pulse} \leftarrow$ recvPulse($C$); \textbf{if} $\text{pulse} = \text{STOP}$ \textbf{then} break;
5. \hspace{1em} let $\text{Poss} \leftarrow$ recvPoss($C$);
6. \hspace{1em} let $Q \leftarrow$ calcPrefPosQueue($\text{pos}$, $S$, $\text{Poss}$, $\text{flag}$, $W$);
7. \hspace{1em} let $\text{res} \leftarrow \text{FAIL}$, $\text{prefPos}$;
8. \hspace{1em} \textbf{while} $Q$.empty() = false and $\text{res} = \text{FAIL}$ \textbf{do}
9. \hspace{2em} $\text{prefPos} \leftarrow Q$.pop();
10. \hspace{2em} \textbf{if} $\text{prefPos} = \text{pos}$ \textbf{then} $\text{rnd}(0,1) < \gamma$ ? continue : break;
11. \hspace{2em} sendPrefPosReq($C$, $\text{prefPos}$);
12. \hspace{2em} $\text{res} \leftarrow$ recvPrefPosRes($C$);
13. \hspace{1em} \textbf{if} $\text{res} = \text{SUCC}$ \textbf{then}
14. \hspace{2em} sendLeaveSig($C$); $\text{pos} \leftarrow \text{prefPos}$;
15. \hspace{2.5em} sendNewPos($C$, $\text{pos}$);
16. $t \leftarrow t + 1$;

2.2 Artificial Light Field

To support each agent calculating its priority queue of next positions, an artificial light field (ALF) is superimposed on the grid environment and updated dynamically according to the current system state. The ALF at time $t$, denoted as $F_t$, is defined as a pair of functions $(r_t, b_t)$, where the former maps each grid to the intensity of red light at the grid, and the latter to the intensity of blue light at each grid.

The intensity of red/blue light at a grid is the sum of all red/blue light sources’ intensities at the grid. At any time $t$, each agent in $O_t$ is a source of red light, and each grid in $U_t$ is a source of blue light. The intensity of light from a source attenuates linearly with propagation distance. As a result, $r_t$ and $b_t$ can
Algorithm 3: Behavior of the coordinator

**Input:** $G$: a grid environment, $S$: a target shape, $A$: a group of agents;

1. let $p_0 \leftarrow \text{recvPoss}(A)$; lockAll($p_0$);
2. let $t \leftarrow 0$, $pulse \leftarrow \text{WORK}$;
3. while true do
   4. broadcastPulse($A$, $pulse$); if $pulse = \text{STOP}$ then break;
   5. broadcastPoss($A$, img($p_t$));
   6. while true do
      7. let ($a_n$, msg) $\leftarrow$ recvMsg($A$);
      8. if msg.type = PREP_POS_REQ then
         9. sendPrefPosRes($a_n$, tryLock($a_n$, msg.value));
      10. else if msg.type = LEAVE_SIG then
           11. unlock($p_t(a_n)$);
      12. else if msg.type = NEW_POS then
           13. $p_{t+1}(a_n) \leftarrow$ msg.value;
           14. if all $a_n \in A$ finished actions at $t$ then break;
      15. $pulse \leftarrow (S \setminus \text{img}(p_{t+1}) = \emptyset) \ ? \ \text{STOP} : \ \text{WORK}$;
      16. $t \leftarrow t + 1$;

be defined conceptually as follows:

$$r_t(g) = \sum_{a \in O_t} f(L, \alpha, dis(g, p_t(a))), \quad g \in G$$

$$b_t(g) = \sum_{g' \in U_t} f(L, \alpha, dis(g, g')), \quad g \in G$$

(1)

where $L$ is the intensity of light emitted by a light source, $\alpha$ is the attenuating rate of light, $dis$ is a function that returns the distance between two grids, and $f$ is a function that returns the intensity of light after the light has traveled a certain distance from its source.

At each time step, each agent will calculate its local light field based on the above equations, as presented in Algorithm 4.

### 2.3 The $Q$ Function for Generating Priority Queues

The $Q$ function (defined in Algorithm 5) encapsulates an agent’s behavior strategy by returning the agent’s priority queue of next positions based on the agent’s local light field. Each element in the priority queue is either one of the agent’s eight neighbor positions or the agent’s current position, and no duplicate elements exist in the priority queue.

Two behavior strategies are designed for two kinds of agent state, respectively. When an agent $a_n \in O_t$, its priority queue of next positions is constructed by sorting all candidate positions in descending
Algorithm 4: getNeiLightField

Input:
- $pos$: the current position of $a_n$, $S$: a target shape, $Poss$: the set of all agents’ positions

Output:
- $\mathcal{F}$: the blue and red light intensities at surrounding 8 grids and the current position;

1. let $\mathcal{F} = \text{dict}(), L, \beta$;
2. let $U_t = S \setminus Poss, O_t = Poss \setminus S$;
3. for each $p$ in surrounding and current positions do
4. \[ b_p = \sum_{g \in U_t} L / (1 + \beta \max_i (|p[i] - g[i]|)); \]
5. if $pos \in S$ then
6. \[ r_p = \sum_{g \in O_t} L / (1 + \beta \max_i (|p[i] - g[i]|)); \]
7. $\mathcal{F}[p] = (b_p, r_p)$;
8. else
9. $\mathcal{F}[p] = b_p$;
10. return $\mathcal{F}$;

order of their intensities of blue light. The strategy drives an agent to move eagerly towards unoccupied target grids, as long as no conflicts occurs.

When an agent $a_n \in I_t$, its priority queue of next position will be constructed by two construction principles according to the task progress. The first principle obtains a priority queue by sorting all candidate positions in descending order of blue light intensity primarily, and in ascending order of red light intensity secondarily (line 4-5, 10-13 in Algorithm 5). This principle motivates an agent to keep moving towards the vacant position in the center of the shape, accelerating convergence at the beginning of the task. The second principle obtains a priority queue by sorting all candidate positions in ascending order of red light intensity (line 6-7, 10-13 in Algorithm 5). This strategy motivates an agent to leave the peripheral position open until convergence. For each agent in $I_t$, it uses the completion rate $W \in [0, 1]$ to decide which principle should be taken, where $W$ is defined as the proportion of occupied target grids to all target grids. When $W$ is less than a threshold $W$, the agent will adopt the first construction principle; otherwise, the second principle will be adopted. In our experiments, we set the threshold $W = 15\%$.

In Figure 1.D, for instance, $a_i$ is out of the shape and on the edge of the environment, so $a_i$ only has four candidate positions for the next step (including the current position of $a_i$, denoted as $p_t(a_i)$). In this case, since $a_i \in O_t$, a priority queue is generated according to the first behavior strategy. The position below $p_t(a_i)$ has the highest blue light intensity, so it priors to all the other candidate positions. Specifically, although $p_t(a_i)$ has the same blue light intensity with the position at the right side of $p_t(a_i)$, we prior the position at the right side in the queue, because we always prefer agents to move. For another
Algorithm 5: calcPrefPosQueue

**Input:**
pos: the current position of \( a_n \), \( S \): a target shape, \( Poss \): the set of all agents’ positions, flag: whether agents can leave shape after entering it, \( W \): policy transformation parameter for agents in shape;

**Output:**
\( Q \): priority queue of next positions;

1. let \( W = |Poss \setminus S|/|S| \), \( Q \);
2. let \( F = \text{getNeiLightField}(pos, S, Poss) \);
3. if \( pos \in S \) then
   4. if \( W > W \) then
      5. \( Q.\text{comp} = \text{bool func}(p_1, p_2) \{ \text{return} \ F[p_1].b < F[p_2].b \text{ or } F[p_1].b == F[p_2].b \text{ and } F[p_1].r > F[p_2].r; \} \);
   6. else
      7. \( Q.\text{comp} = \text{bool func}(p_1, p_2) \{ \text{return} \ F[p_1].r > F[p_2].r; \} \);
8. else
   9. \( Q.\text{comp} = \text{bool func}(p_1, p_2) \{ \text{return} \ F[p_1].b < F[p_2].b; \} \);
10. \( Q.\text{push}(pos); \)
11. for each \( p \) in surrounding 8 positions do
12.    if \( (pos \notin S) \) or \( (pos \in S \text{ and } (p \in S \text{ or } (p \notin S \text{ and not flag}))) \) then
13.       \( Q.\text{push}(p); \)
14. return \( Q \);

instance, \( a_j \) is inside the shape and \( W = 6/11 < W \), so its priority queue is generated by the first construction principle of the second strategy. Regrading both blue and red light, the current position is the best choice.

2.4 The \( h \) and \( \text{try\_lock} \) Functions for Conflict Avoidance

The \( h \) and \( \text{try\_lock} \) functions encapsulate a decentralized strategy to mediate between different agents’ behavior by selecting an element from each agent’s priority queue as the agent’s next position, so as to avoid two kinds of conflict: (1) an agent moves to a next position that has been occupied by another agent; (2) two agents move to the same unoccupied next position.

For each agent, it uses \( h \) function to repeatedly retrieves elements from \( Q_{n,t} \) , and sends requests to \( C \) for locking the corresponding position \( pos \) for the agent until receiving a success response. For the lightweight coordinator \( C \), a lock mechanism is designed to achieve the goal of conflict avoidance. Each grid in \( G \) is treated as an exclusive resource, and its accessibility is managed by a mutex lock. In the initialization stage of our approach, when receiving a position \( p_0(a_n) \), \( C \) locks the grid at \( p_0(a_n) \) for \( a_n \).
In each iteration at time $t$, when receiving a leave signal from agent $a_n$, $C$ unlocks the grid at $p_t(a_n)$; when receiving a request from $a_n$ for locking next position $pos$, $C$ tries to lock the position for $a_n$ and then returns a success/fail response $res$ to $a_n$.

Specially, when the retrieved element from $Q_{n,t}$ is the position of $p_t(a_n)$, since this position has been locked by the agent, the $h$ function has a $1 - \gamma$ chance to directly return $p_t(a_n)$ as $a_n$’s next position, and a $\gamma$ chance to ignore $p_t(a_n)$ and continue retrieving the remaining elements after $p_t(a_n)$ (This stochastic strategy helps each agent to escape the local extremum). If all elements in $Q_{n,t}$ (except for $p_t(a_n)$) are inaccessible, the $h$ function will simply return $p_t(a_n)$.

Consequently, after obtaining $p_{t+1}(a_n)$, agent $a_n$ will move to $p_{t+1}(a_n)$ and send a leave signal to $C$, causing $C$ to release the lock of $p_t(a_n)$. The try_lock mechanism is adopted in implementation to avoid dead lock caused by the simple lock_until_acquire mechanism: when the try_lock is applied on an inaccessible grid, the locking process will immediately return a fail result, so that the remaining positions in the priority queue can be checked timely.

3 Self-Assembly Experiments

3.1 Evaluation Measures

In the main text, we introduce three measures (completion quality $\rho$, relative completion time $t$, and absolute completion time $\tau$) to evaluate the performance of a self-assembly algorithm. The three measures in forming a shape are estimated through a set of repeated experiments, using the following equations:

Given a target shape $S$, a self-assembly algorithm $\mathcal{A}$, and $N$ repeated experiments for $\mathcal{A}$ to form $S$,

1. the completion quality is estimated by $\hat{\rho}(S, \mathcal{A}, N) = \frac{1}{N} \sum_{e=1}^{N} \frac{|C_{S,\mathcal{A},e}|}{|S|}$, where $C_{S,\mathcal{A},e}$ denotes the set of occupied target grids when the $e$’th experiment terminates (the experiment terminates when either $S$ is formed, or the number of iterations exceeds a pre-defined threshold $K$);

2. the relative completion time is estimated by $\hat{t}(S, \mathcal{A}, N) = \frac{1}{\sum_{e=1}^{N} 1(e)} \sum_{e=1}^{N} 1(e) T_{S,\mathcal{A},e}$, where $T_{S,\mathcal{A},e}$ denotes the number of iterations to form shape $S$ by algorithm $\mathcal{A}$ in the $e$’th experiment; $1(e) = 1$ if $S$ is formed when the $e$’th experiment terminates, and 0 otherwise;

3. the absolute completion time is estimated by $\hat{\tau}(S, \mathcal{A}, N) = \frac{1}{\sum_{e=1}^{N} 1(e)} \sum_{e=1}^{N} 1(e) \Gamma_{S,\mathcal{A},e}$, where $\Gamma_{S,\mathcal{A},e}$ denotes the physical time to form shape $S$ by algorithm $\mathcal{A}$ in the $e$’th experiment.
In addition, the three measures in forming a group of shapes with different scales are estimated through multiple sets of repeated experiments, using the following equations:

Given a set of target shape \( S = \{ S_1, ..., S_M \} \), a self-assembly algorithm \( A \), and \( N \) repeated experiments for \( A \) to form \( S_m (m = 1, 2, ..., M) \),

1. the completion quality is estimated by \( \hat{\rho} (S, A, N) = \frac{1}{M} \sum_{m=1}^{M} \hat{\rho} (S_m, A, N) \);

2. the relative completion time is estimated by \( \hat{t} (S, A, N) = \frac{1}{M} \sum_{m=1}^{M} \frac{|\text{max}(S)|}{|S_m|} \hat{t} (S_m, A, N) \), where \( \text{max}(S) \) denotes the shape whose number of target grids is maximum in \( S \);

3. the relative completion time is estimated by \( \hat{\tau} (S, A, N) = \frac{1}{M} \sum_{m=1}^{M} \frac{|\text{max}(S)|}{|S_m|} \hat{\tau} (S_m, A, N) \);

3.2 Compared Methods

To verify the advantage of our approach, we compare our approach with four state-of-the-art methods:

Centralized Distance-Optimal Method (OPT-D) [15]: this method uses a three-step process to resolve self-assembly problems: 1) calculates the shortest path between any pair of agent and target grid; 2) calculates a distance-optimal agent-grid assignment by Hungarian algorithm; 3) orders vertexes along paths and resolves conflicts by swapping the assigned grids of two conflicting agents. A significant property of OPT-D is that the maximum iteration to form a shape can be theoretically guaranteed to be \(|A| + d_{\text{max}} - 1\), where \(|A|\) is the number of agents, and \(d_{\text{max}}\) is the maximal minimal distance between agents and grids in a distance-optimal agent-grid assignment. One of the drawbacks of OPT-D is that the computational cost of global agent-grid assignment and vertex ordering will increase in \(n^3\)-form as the shape scale \(n\) increases, causing poor scalability.

Hungarian-Based Path Replanning (HUN) [16]: this method uses an iterative process to resolve self-assembly problems, a process consisting of two alternating steps: 1) uses Hungarian algorithm to calculate a distance-optimal agent-grid assignment; 2) performs optimal reciprocal collision avoidance (ORCA) [28] to avoid local conflicts, until no agent can move without conflicts. These two steps are repeated until the shape is formed. In the case of sparse target grid distribution, this method can obtain near-optimal travel distances, whereas in the case of a dense target grid distribution, more iterations will be used for replanning. The cost of iterative replanning of targets and paths is high, causing both poor efficiency and scalability.

Dynamic Uniform Distribution (DUD) [20]: This method is based on the concept of artificial potential field (APF) [18], which generally consists of an attraction field and a repulse field. In DUD, the
distance-based gradients are used to generate the attraction field, and for any agent, the repulse field are only triggered when some other agent moves near the agent (i.e., the distance between the two agents is less than a pre-defined distance). The combined forces of attraction and repulsion directs agents to move until convergence. DUD has the advantage of high scalability, but suffers from the problem of local minima, causing poor stability. In addition, in our experiments, in order to apply the control strategy of DUD (which is originally designed for continuous environments) to discrete grid environments, two or more agents are allowed to occupy a same grid at the same time.

**Gradient-Based Edge-Following (E-F)** [13]: This method models each agent’s motion in self-assembly as an iterative edge-following process based on the gradient information towards seed grids. In initialization, four pre-localized seed grids of the target shape are settled and all agents are connected to the seed grids (directly or indirectly through other agents); in each iteration, two steps are carried out for each agent: 1. the agent calculates its relative gradients towards seed grids; 2. if the agent finds it is at the outer edge (i.e., has a highest gradient value among all its neighbors), it will move along the edge clockwise (namely, edge-following); otherwise, it will keep stationary. Each agent will continue its edge-following behavior until one of the two stop conditions is satisfied: 1. the agent has entered the target shape but is about to move out of the shape; 2. the agent is next to a stopped agent with the same or greater gradient. E-F has good scalability, but its efficiency and parallelism are limited due to the edge-following strategy.

### 3.3 Shape Set

To evaluate the performance of different methods on the self-assembly problem, we build a shape set with sufficient diversity. In particular, different sets are selected based on a shape classification as shown in the top of Figure S2:

1. The *shape set* (containing 156 connected shapes) is divided into two subsets: *shapes without holes*, and *shapes with holes*, according to whether the shape has holes or not;

2. The set of *shapes without holes* (containing 87 shapes) is divided into two subsets: *convex shapes* (containing 20 shapes), and *concave shapes* (containing 67 shapes). The set of *shapes with holes* (containing 69 shapes) is divided into two subsets: *one-hole shapes* (containing 33 shapes) and *multi-hole shapes* (containing 36 shapes), according to the number of holes;

---

2The shape set can be found at https://github.com/Catherine-Chu/Self-Assembly-Shape-Set.
3. For each of the two sets of convex shapes and concave shapes, it is divided into three subsets: shapes enclosed by line segments (convex/concave line-enclosed, containing 11/28 shapes), shapes enclosed by curves (convex/concave curve-enclosed, containing 4/15 shapes), and shapes enclosed by both line segments & curves (convex/concave line & curve-enclosed, containing 5/24 shapes), according to the smoothness of shape edge. The set of one-hole shapes is divided into two sets: convex hole (containing 21 shapes) and concave hole (containing 12 shapes). The set of multi-hole shapes is divided into three subsets: convex holes (containing 13 shapes), concave holes (containing 10 shapes), and convex&concave holes (containing 13 shapes), by composing multiple holes’ convexity and concavity;

4. For each of the five sets of convex hole, concave hole, convex holes, concave holes, and convex&concave holes, it is divided into two subsets: convex contour (containing 7/6/6/5/5 shapes), and concave contour (containing 14/6/7/5/8 shapes), by the convexity and concavity of a shape’s contour.

In the shape set, each shape is represented as a $512 \times 512$ black-white figure. A black pixel in a figure corresponds to a target grid, and a white pixel an un-target grid. In experiments, we zoom the figure into different scales on demand, from $15 \times 15$ to $180 \times 180$.

### 3.4 Experiment Design

To evaluate the efficiency of our approach, we compare it with the four baseline methods under two different policies of agents’ initial distribution: random and specific policies. Experiments with the random policy are carried out in three environments with scale of $16\times16$, $40\times40$, and $80\times80$, respectively. In each environment, for each of the 156 shapes, we conduct 50, 50, 20, and 10 experiments for ALF, DUD, HUN, and OPT-D, respectively, and calculate three factors of completion quality $\rho$, relative completion time $t$, and absolute completion time $\tau$ of different methods. Experiments with the specific policy are carried out in the $80\times80$ environment for the 16 representative shapes listed in Table S1. For each of the 16 shapes, we conduct 50, 50, 20, 10 and 5 experiments for ALF, DUD, HUN, OPT-D and E-F, respectively, and the same measures with random-policy experiments are calculated.

To evaluate the scalability of our approach, we compare it with OPT-D on both relative completion time $t$ and absolute completion time $\tau$ for the 16 shapes (listed in Table S1) in 12 different environment scales (the number of target grids varies from 40 to 5469, and the scale of environments varies from $15\times15$ to $180\times180$). In particular, our approach is executed on two different hardware settings: a
| Shapes without Holes (87) | Shapes with Holes (69) |
|--------------------------|-----------------------|
| Convex Shapes (20)       | Concave Shapes (67)   |
| Line-Enclosed (11)       | Curve-Enclosed (4)    |
| Line-Enclosed (28)       | Curve-Enclosed (10)   |
| Line-Enclosed (28)       | Curve-Enclosed (24)   |
| Convex Hole (21)         | Concave Hole (12)     |
| Concave Hole (12)        | Concave Hole (10)     |
| Concave Hole (10)        | Convex&Concave Holes (13) |

Figure S2. A shape classification and a shape set with 156 shapes.

single-thread setting and a 16-thread setting. OPT-D is executed only on a single-thread setting, because it is not easy to transform OPT-D into a corresponding multi-thread version. We calculate $t$ and $\tau$ in each experiment, and analyze the changing trend of $t$ and $\tau$ as the number of target grids increases using two kinds of fitting: a linear fitting and a log fitting.

To evaluate the stability of our approach, we calculate the standard deviations of $\rho$, $t$, and $\tau$ of our approach on 50 randomly-initialized experiments for each of the 156 shapes in each of the three environments with scale of $16 \times 16$, $40 \times 40$, and $80 \times 80$, respectively. In addition, for each shape in each environment, we also compare the relative completion time $t$ of our approach with that of OPT-D.
| Shape ID (m) | Shape name | Category ID (k) | Category Name |
|-------------|------------|----------------|---------------|
| 1           | 5-angles   | 1              | Concave:line  |
| 2           | 4-curves   | 2              | Concave:curve |
| 3           | face       | 3              | Concave:line&curve |
| 4           | r-6-edge   | 4              | Convex:line  |
| 5           | irre-curve-1 | 5              | Convex:curve |
| 6           | r-edge-3   | 6              | Convex:line&curve |
| 7           | gear       | 7              | Hole:<Out>Convex<In>Convex |
| 8           | cloud_lightning | 8             | Hole:<Out>Convex<In>Convex |
| 9           | end_oval   | 9              | Hole:<Out>Convex<In>Convex |
| 10          | gong-bank  | 10             | Multi-holes:<Out>Convex<In>Convex |
| 11          | scissor    | 11             | Multi-holes:<Out>Convex<In>Convex |
| 12          | aircraft   | 12             | Multi-holes:<Out>Convex<In>Convex |
| 13          | locomotive | 13             | Multi-holes:<Out>Convex<In>Convex&Convex |
| 14          | maplog     | 14             | Multi-holes:<Out>Convex<In>Convex |
| 15          | 3-holes    | 15             | Multi-holes:<Out>Convex<In>Convex |
| 16          | train-roadsign | 16           | Multi-holes:<Out>Convex<In>Convex&Convex |

Table S1: The representative shapes from 16 categories in the shape set.

### 3.5 Parameter Settings

\[
f(L, \beta, g, g') = \begin{cases} 
L - \beta \sum_{i=0}^{D-1} |g_i - g'_i| & \text{type 1} \\
L - \beta \sqrt{\sum_{i=0}^{D-1} (g_i - g'_i)^2} & \text{type 2} \\
L - \beta \max_{i \in [0, D)} |g_i - g'_i| & \text{type 3} \\
\frac{L}{1 + \beta \sum_{i=0}^{D-1} |g_i - g'_i|} & \text{type 4} \\
\frac{L}{1 + \beta \sqrt{\sum_{i=0}^{D-1} (g_i - g'_i)^2}} & \text{type 5} \\
\frac{L}{\max_{i \in [0, D)} |g_i - g'_i|} & \text{type 6} \\
\frac{L}{1 + \beta \max_{i \in [0, D)} |g_i - g'_i|} & \text{type 7} \\
\frac{L}{1 + \beta \sum_{i=0}^{D-1} (g_i - g'_i)^2} & \text{type 8} \\
\frac{L}{1 + \beta (\max_{i \in [0, D)} |g_i - g'_i|)^2} & \text{type 9} 
\end{cases}
\]

(2)

In all experiments in the main text, we set parameters \( L = 1000, \beta = 1, \mathcal{W} = 0.15, \text{flag} = True, \gamma = 0.2 \), where \( L \) is the light intensity released by light sources, \( \beta \) is the light discount coefficient, \( \mathcal{W} \) is the threshold used to control the time of policy changing, \( \gamma \) is the agents’ exploration rate (when \( \gamma = 0 \), it means the agent will never move to a position that is worse than the current one even there is no other better position to move), and flag denotes whether agents are allowed to move out of the shape after entering. For the light discount function \( f \) (which describes the decay of light intensity with propagation distance), 9 different implementations are considered (see equation (2)), and the type 6 implementation is used in our experiments. The 9 implementations of \( f \) are generated by different
combinations of two dimensions: the light-intensity distance-discount function, and the two-grid-distance measurement function. Three different values are considered in the former dimension: linear-discount (type 1-3), inverse-discount (type 4-6), and squared-inverse-discount (type 7-9). Three different values are considered in the latter dimension: the Manhattan distance (type 1, 4, 7), the European distance (type 2, 5, 8), and the Chebyshev distance (type 3, 6, 9).

The selection of these parameters is based on the observations of their effects on our algorithm’s performance through a set of experiments, in which 16 shapes listed in Table S1 are formed 50 times in 80×80 environment with random initialization using different parameter-value combinations. In particular, we test 12×6×2×9 different combinations of W, γ, flag, and f (12 values of W, 6 values of γ, 2 values of flag, and 9 values of f) for each of the 16 shapes. The combination of (W = 0.15, flag = True, γ = 0.2, and f = type-6) achieves the minimum average relative completion time in the experiments, and we choose it as the default parameter values for our algorithm. The effects of each parameter on performance will be further discussed in Section 3.8.

3.6 Experiment Platform

All experiments are carried out on an HPC platform provided by Peking University, which can be accessed at http://hpc.pku.edu.cn/stat/wmyh. In particular, each experiment is carried out on a 16-cores HPC node (Intel Xeon E5-2697A V4) with 512G memory.

3.7 Results and Analysis

3.7.1 Efficiency

The complete experimental results for evaluating efficiency are presented in Table S2-S4:

1. Table S2 shows the shape-specific performance on \( \hat{\rho}, \hat{t} \) and \( \hat{\tau} \) of OPT-D, HUN, DUD and ALF (our approach) under random initialization policy for each of the 16 shapes (listed in Table S1) in 3 different environment scales.

2. Table S3 shows the category-specific performance on \( \hat{\zeta}, \hat{\rho}, \hat{t} \) and \( \hat{\tau} \) of OPT-D, HUN, DUD and ALF under random initialization policy for each of the 16 categories (listed in Table S1), where \( \hat{\zeta} \) denotes the success rate of all experiments in a category.

3. Table S4 shows the shape-specific performance on \( \hat{\rho}, \hat{t} \) and \( \hat{\tau} \) of OPT-D, HUN, DUD, E-F and ALF under specific initialization policy for each of the 16 shapes (listed in Table S1) in 80×80
environment.

With random initialization policy, the results show that:

1. For completion quality $\hat{\rho}$, OPT-D, HUN, DUD, and ALF (our approach) achieve 1.000, 0.913, 0.887, and 0.999 on average in all $156 \times 3$ experiment settings, respectively, and the corresponding experiment success rate $\hat{\zeta}$ are 100%, 26.90%, 0%, and 97.12%, respectively.

2. For relative completion time $\hat{t}$, OPT-D, HUN, and ALF achieve 211.28, 8653.21, and 640.64 iterations on average in all $156 \times 3$ shapes, respectively; note that DUD fails in all 50 experiments for each shape in each environment, and HUN only successes on experiments in $16 \times 16$ environments.

3. For absolute completion time $\hat{\tau}$, OPT-D, HUN, and ALF achieve 1706.46, 70.66, and 12.24 seconds on average in all $156 \times 3$ shapes, respectively; OPT-D spends most of the time in prior global task allocation and vertex ordering.

With specific initialization policy, the results show that:

1. For completion quality $\hat{\rho}$, OPT-D, HUN, DUD, E-F, and ALF achieve 1.000, 0.907, 0.935, 0.739, and 0.999 on average in experiments for 16 shapes, respectively, and the corresponding experiment success rate $\hat{\zeta}$ are 100%, 0%, 0%, 43.8% and 87.5%, respectively.

2. For relative completion time $\hat{t}$, OPT-D, E-F, and ALF achieve 124.57, 7873.27, and 137.74 iterations on 16 shapes, respectively; HUN/DUD fails in all 20/50 experiments for each shape.

3. For absolute completion time $\hat{\tau}$, OPT-D, E-F, and our approach achieve 1654.53, 732.71, and 29.56 seconds on 16 shapes, respectively.

In summary, in terms of efficiency, our approach outperforms HUN, DUD, and E-F on all three measures; although performing worse than OPT-D on relative completion time, our approach achieves comparable completion quality and superior absolute completion time.
Table S2: The shape-specific self-assembly performance of different methods with random initialization policy in three environment scales.
Table S3: The category-specific self-assembly performance of different methods with random initialization policy.

| ID (k) | $|S_k|^2$ | OPT-D | HUN | DUD | ALF |
|-------|---------|-------|-----|-----|-----|
|       | $\hat{\tau}$ | $\hat{\zeta}$ | $\rho$ | $t$ | $\hat{\tau}$ | $\hat{\zeta}$ | $\rho$ | $t$ | $\hat{\tau}$ | $\sigma(\rho)$ | $\sigma(t)$ | $\sigma(\tau)$ |
| 1     | 28      | 100.00% | 1.000 | -    | -    | 172.66 | -    | 909.26 | -    | -    | 32.00% | 0.920 | -    | -    | 455.84 | 43.35 | 99.63% | 1.000 | 439.91 | 7.93 | 0.00002 | 0.02891 | 0.00037 |
| 2     | 15      | 100.00% | 1.000 | -    | -    | 184.02 | -    | 834.74 | -    | -    | 22.96% | 0.911 | -    | -    | 711.66 | 62.23 | 100.00% | 1.000 | 268.25 | 7.77 | 0.00000 | 0.01797 | 0.00023 |
| 3     | 24      | 100.00% | 1.000 | -    | -    | 223.00 | -    | 995.52 | -    | -    | 33.72% | 0.916 | -    | -    | 640.44 | 43.48 | 93.15% | 0.999 | 527.28 | 7.08 | 0.00052 | 0.07800 | 0.00047 |
| 4     | 11      | 100.00% | 1.000 | -    | -    | 139.82 | -    | 1612.37 | -    | -    | 21.11% | 0.916 | -    | -    | 943.11 | 69.18 | 93.98% | 1.000 | 280.94 | 4.82 | 0.00000 | 0.01452 | 0.00011 |
| 5     | 4       | 100.00% | 1.000 | -    | -    | 197.40 | -    | 1372.27 | -    | -    | 16.94% | 0.917 | -    | -    | 1052.29 | 80.68 | 100.00% | 1.000 | 376.44 | 9.16 | 0.00000 | 0.01749 | 0.00014 |
| 6     | 5       | 100.00% | 1.000 | -    | -    | 145.25 | -    | 1032.81 | -    | -    | 14.44% | 0.902 | -    | -    | 1376.33 | 99.28 | 100.00% | 1.000 | 38.51 | 3.72 | 0.00000 | 0.01327 | 0.00009 |
| 7     | 14      | 100.00% | 1.000 | -    | -    | 140.55 | -    | 2290.51 | -    | -    | 29.47% | 0.923 | -    | -    | 723.13 | 63.77 | 100.00% | 1.000 | 361.94 | 7.37 | 0.00000 | 0.02013 | 0.00017 |
| 8     | 6       | 100.00% | 1.000 | -    | -    | 150.68 | -    | 4092.29 | -    | -    | 19.44% | 0.906 | -    | -    | 1219.72 | 123.90 | 99.80% | 1.000 | 865.19 | 12.21 | 0.00069 | 0.09087 | 0.00084 |
| 9     | 7       | 100.00% | 1.000 | -    | -    | 121.85 | -    | 2039.70 | -    | -    | 22.22% | 0.913 | -    | -    | 892.09 | 83.82 | 99.94% | 0.999 | 464.18 | 7.06 | 0.00002 | 0.02406 | 0.00026 |
| 10    | 6       | 100.00% | 1.000 | -    | -    | 111.17 | -    | 2960.16 | -    | -    | 18.52% | 0.901 | -    | -    | 1090.78 | 100.71 | 92.63% | 0.999 | 278.49 | 23.85 | 0.00104 | 0.05642 | 0.00050 |
| 11    | 7       | 100.00% | 1.000 | -    | -    | 189.37 | -    | 580.19 | -    | -    | 35.08% | 0.918 | -    | -    | 345.76 | 19.37 | 95.04% | 0.998 | 584.74 | 4.98 | 0.00037 | 0.03597 | 0.00031 |
| 12    | 5       | 100.00% | 1.000 | -    | -    | 141.06 | -    | 882.96 | -    | -    | 19.56% | 0.900 | -    | -    | 9173.47 | 78.49 | 92.78% | 0.999 | 310.46 | 24.86 | 0.00019 | 0.03085 | 0.00047 |
| 13    | 8       | 100.00% | 1.000 | -    | -    | 157.02 | -    | 1197.09 | -    | -    | 31.21% | 0.901 | -    | -    | 478.38 | 31.34 | 92.56% | 0.999 | 358.47 | 7.91 | 0.00029 | 0.02375 | 0.00040 |
| 14    | 5       | 100.00% | 1.000 | -    | -    | 133.98 | -    | 981.44 | -    | -    | 26.00% | 0.906 | -    | -    | 6159.94 | 65.61 | 73.96% | 0.990 | 223.84 | 16.64 | 0.00156 | 0.01717 | 0.00034 |
| 15    | 6       | 100.00% | 1.000 | -    | -    | 141.79 | -    | 1286.51 | -    | -    | 22.41% | 0.902 | -    | -    | 835.10 | 76.11 | 100.00% | 1.000 | 230.17 | 15.35 | 0.00000 | 0.24837 | 0.00019 |
| 16    | 5       | 100.00% | 1.000 | -    | -    | 129.99 | -    | 1032.49 | -    | -    | 27.96% | 0.915 | -    | -    | 7080.13 | 53.52 | 89.67% | 0.998 | 1192.29 | 23.39 | 0.00023 | 0.10819 | 0.00030 |
| All   | 156     | 100.00% | 1.000 | 211.28 | 1706.46 | 26.90% | 0.913 | 865.521 | 70.66 | 0% | 0.887 | -    | -    | 97.12% | 0.999 | 640.64 | 12.24 | 0.00034 | 0.04410 | 0.00035 |

Table S4: The shape-specific self-assembly performance of different methods with specific initialization policy in 80×80 environments.
3.7.2 Scalability

Figure S3: The changing trends of relative completion time to form the 16 shapes in Table S1 as the shape scale grows, via ALF (our approach) and OPT-D, respectively.

The complete experimental results for evaluating scalability are presented in Figure S3 and S4:

1. Figure S3 shows the changing trends of relative completion time to form the 16 shapes in Table S1 as the shape scale grows, via ALF (our approach) and OPT-D, respectively. Two forms of fitting function (a linear function: \( y = a \cdot n + b \), and a log function: \( y = a \cdot \log(b \cdot n + c) \), where \( n \) is the independent variable, denoting the shape scale) are investigated.

2. Figure S4 shows the changing trends of absolute completion time to form the 16 shapes in Table S1 as the shape scale grows, via ALF-1T (1-thread), ALF-16T (16-threads), and OPT-D, respectively. OPT-D is fitted by the function form of \( y = a \cdot n^3 + b \cdot n^2 + c \cdot n + d \), and ALF is fitted by the function form of \( y = (a \cdot n^2 + b \cdot n + c) \cdot (d \cdot n + e) + f \).

The results show that,
1. For relative completion time, both methods achieve a $\log(n)$-likely increase as the shape scale grows. Specifically, in the $\log$ fitting, ALF and OPT-D achieve the $R^2$ of 0.9506 and 0.9799 on average in 16 shapes, respectively, better than the $R^2$ of 0.8982 and 0.9641 in linear fitting.

2. For absolute completion time, OPT-D achieves the $R^2 > 0.99$ (0.9996 on average) when fitting each shape’s experiment data by the $n^3$-form function, and ALF achieves the $R^2 > 0.91$ (0.9829 on average) when fitting each shape’s experiment data to the $n^2\log(n)$-form function. Furthermore, ALF can be easily accelerated through parallelization, and the speedup of ALF-16T is 12.96.

Figure S4: The changing trends of absolute completion time to form each of the 16 shapes in Table S1 as the shape scale grows, via ALF-1T (1-thread), ALF-16T (16-threads), and OPT-D, respectively.

In summary, compared to the state-of-the-art centralized distance-optimal algorithm OPT-D, ALF exhibits a $n^3$ to $n^2\log(n)$ decrease in the absolute completion time of self-assembly tasks with respect to task scale $n$, and can be easily accelerated through parallelization, manifesting a good scalability.
3.7.3 Stability

The complete results for evaluating stability are presented by Table S3. The results show that ALF achieves normalized $\sigma(\rho) = 0.00034$, $\sigma(t) = 0.04410$, and $\sigma(\tau) = 0.00033$ for the entire shape set in $156 \times 3 \times 50$ experiments (156 shapes, 3 environment scales, and 50 repeated experiments), manifesting a high stability.

In addition, Figure S5 shows that the relative completion time of ALF and OPT-D are highly correlated: given a target shape $S$, and $N$ repeated experiments for an algorithm (ALF/OPT-D) to form $S$, the ratio of $\hat{r}(S, ALF, N)$ over $\hat{r}(S, OPT-D, N)$, calculated by $\hat{r}(S, N) = \frac{t(S,ALF,N)}{t(S,OPT-D,N)}$, is relatively stable. Specifically, for most of the shapes (127 out of 156), the $\hat{r}(S, N)$ values keep relatively stable when the shape scale increases regardless the shape’s type (Figure S5.A); and most $\hat{r}(S, N)$ values are around 1.5 and do not exceed 3.6 in all experiments (Figure S5.B). Since the relative completion time of OPT-D has a theoretical upper bound (see Section 3.2), the highly correlated relation between the relative completion time of ALF and OPT-D indicates that ALF may also possess a similar property in the statistical sense.

![The iteration ratio of ALF over OPT-D as # target increases](image)

Figure S5: The ratio of ALF’s relative completion time over that of OPT in 129 shapes with different shape/environment scales.

3.7.4 Discussion

In experiments, we observed that HUN, OPT-D, DUD, and E-F have some weaknesses, resulting in their ineffective solutions to the self-assembly problem in grid environments. In the following, we elaborate on these weaknesses and analyze possible causes of these weaknesses.

Two weaknesses are observed in HUN:
1. The success rate of HUN decreases as the shape scale grows. HUN successfully formed 98.07% shapes in 16×16 environments, whereas in 40×40 and 80×80 environments, only 3.21% and 0% shapes were successfully formed by HUN. One possible cause of this weakness is that, when assigning target grids to agents based on shortest distances, HUN ignores the potential conflicts between paths assigned to agents, which are more likely to appear as the number of agents increases.

2. Traffic jams often occur in HUN, resulting in low efficiency. Specifically, a traffic jam is a special kind of path conflict between agents, which occurs when agents reach their target grids located at the shape boundary earlier than those agents whose target grids located at the shape’s inner area, and thus prevent these agents from entering the shape. One possible cause of this weakness is that HUN does not take account of the temporal relation between agent movements during path planning. Figure S6 shows an example of traffic jam in HUN.

One weakness is observed in OPT-D: the absolute completion time of OPT-D is extremely high. The cause is that the two activities of agent-grid assignment and path-vertex ordering in OPT-D both have a high computational complexity of \( O(n^3) \) for a self-assembly task with \( n \) agents. Accordingly, the time efficiency of OPT-D could be improved from two points: using a distributed agent-grid assignment algorithm [29] to improve parallelism; replacing global path-vertex ordering with a lightweight local priority negotiation protocol [30].

Two weaknesses are observed in DUD: high frequency of agent collisions, and low completion quality. One possible cause for the two weaknesses is that the control strategy of DUD does not suitable for self-assembly tasks in grid environments. Specifically, when an agent enters the target shape, the attractive force will turn to 0, and the agent will keep moving along the same direction until some other agents appear in its neighborhood, making the agent changes its moving direction. For agents inside the target shape, this strategy leads to the phenomena of oscillation, i.e., each agent moves back and forth around its target grid. This strategy is suitable for self-assembly in continuous environments with sparse target distribution. But in the discrete grid environments with dense target distribution, the oscillation will cause an increase in the number of overlapping agents within the target shape, and the position-correcting activity in DUD cannot separate those overlapping agents correctly, resulting in a low completion quality.

Two weaknesses are observed in E-F:

1. In general, the efficiency of E-F is extremely low. The cause is that the edge-following strategy greatly increases an agent’s travel distance from its initial position to its destination, and also greatly
Figure S6: An example of traffic jam in HUN. At time $t_1$, it is observed that agent $a_1$ moves first to its target grid $g_1$ and blocks the way of agent $a_2$ towards its target grid $g_2$, so re-planning is required before the next time step $t_2$. The optimal plan is that the $a_1$ and $a_2$ can swap their target grids and move left by one grid together with a total cost of 2. However, since HUN allocates goals directed by the minimal travel distance without considering path conflicts, so the actual plan may still be that $a_1$ stays at $g_1$ and $a_1$ moves to $g_2$, which has the same distance cost as the optimal plan but is impracticable.

decreases the system parallelism because at any time only those agents that locate at the swarm’s boundary can move.

2. For shapes with holes, both the success rate and the completion quality and of E-F are low. When E-F terminates in a self-assembly task of a target shape with holes, there are usually many unoccupied areas around the holes within the formed shape; in extreme cases, E-F even never terminates. The cause is that the agent stop condition of E-F does not suitable for shapes with holes. In E-F, once entering the shape, an agent will stop moving when one of two conditions is satisfied: 1. the agent is about to move out of the shape; 2. the agent is next to a stopped agent with the same or greater gradient. From the second stop condition, the following property can be induced: an agent will stop moving as long as it connects two stopped agents with different gradients (such a scenario usually happens when the agent moves along a hole in the shape, even there are still unoccupied grids around the hole). The reason is that if a moving agent connects two stopped neighbors with gradients of $x$ and $y$ satisfying $x \neq y$, then the moving agent’s gradient will be updated to $\min (x + 1, y + 1)$; since $x \neq y$, so $\min (x + 1, y + 1) \leq \max (x, y)$, which means the agent reaches the second stop condition. The updated gradient will further propagate through
connected agents, causing subsequent agents to stop moving earlier and thus resulting in many unoccupied grids. When an agent cannot enter the shape, it will never reach any stop condition and thus keep moving around the swarm’s outer edge. An example is shown in Figure S7.

Figure S7: An example of forming a shape with holes by E-F. At time \( t_i \), three micro-steps (\( t_{i,0} \), \( t_{i,1} \), and \( t_{i,2} \)) are observed: at \( t_{i,0} \), the gradients of \( a_1 \) and \( a_2 \) are both 41, and both agents are planning to move left; at \( t_{i,1} \), \( a_2 \) moves left, and its movement doesn’t trigger the update of gradients or any stop condition, so \( a_2 \) plans to keep moving left at next time step \( t_{i+1} \); at \( t_{i,2} \), \( a_1 \) moves left and connects the upper (pink) and below (yellow) neighbors, with gradients of 40 and 16, respectively, which results in changes of agents’ gradients (in particular, the gradient of \( a_1 \) is changed to 17, and the gradient of its upper neighbor is changed accordingly to 18) and triggers the stop condition of \( a_1 \), leading to an unoccupied area at the left of \( a_1 \). At time \( t_{i+1} \), agent \( a_2 \) moves left and triggers the stop condition of itself, leaving an unoccupied grid between \( a_1 \) and \( a_2 \). Subsequent agents will also stop earlier like \( a_2 \) due to the recalculation of gradients. At time \( t_j \), many unoccupied areas appear in the yellow rectangle, and a similar scenario of \( t_i \) occurs again in the purple rectangle, resulting in more unoccupied areas. At time \( t_k \), many agents keep moving around the outer edge of the shape since they have no chance to enter the shape.
3.8 Parameter Analysis

Our approach has four adjustable parameters: $W \in [0, 1]$ that controls the time of policy changing, $flag \in \{\text{true, false}\}$ that determines whether agents are allowed to move out of the target shape after entering, $\gamma \in [0, 1]$ that indicates the probability of choosing actions that are worse than staying still, and $f$ that represents one of the 9 types of the distance-discount function (see section 3.5). In order to investigate the effect of different parameter values on ALF’s performance, we select a subset of experiments on the two shapes of “3-holes” and “r-6-edge” from the experiments mentioned in section 3.5. In particular, for each of the four parameters, we fix other parameters to their values in the best parameter combination (i.e., $W = 0.15$, $flag = \text{True}$, $\gamma = 0.2$, and $f = \text{type}-6$), change the parameter’s value (12 values of $W$, 6 values of $\gamma$, 2 values of $flag$, and 9 values of $f$), and observe ALF’s relative completion times on different values. The results are shown in Figure S8.

For parameter $W$, it is observed that: when $W = 0$, the relative completion time is relatively high; as $W$ increases to 0.05, the relative completion time decreases rapidly; after that, as $W$ increases, the relative completion time decreases slowly, and when $W = 0.15$, the relative completion time achieves the minimal value; after that, as $W$ increases further, the relative completion time also increases slowly. As a result, to achieve a shorter relative completion time, it is better to set $W > 0$.

For parameter $\gamma$, it is observed that: when $\gamma = 0$, the relative completion time of the algorithm is relatively low; when $\gamma = 0.2$, the relative completion time achieves the minimal value; as $\gamma$ increases from 0.2 to 0.6, the relative completion time increases slowly; and as $\gamma$ increases further, the relative completion time increases rapidly. As a result, to achieve a shorter relative completion time, it is better to set $\gamma < 0.5$.

For parameter $f$, it is observed that:

1. For linear and inverse light-intensity distance-discount functions, Chebyshev distance measurement function performs better than other two distance measurement functions. For square-inverse light-intensity distance-discount function, European distance measurement function performs best.

2. For all distance measurement functions, linear light-intensity distance-discount function performs worse than the other two distance-discount functions, and the performance of inverse and square-inverse distance-discount functions shows little difference.

3. The type-6 $f$ function achieves the best performance on both shapes;
As a result, to achieve a shorter relative completion time, it is better to set \( f \) to \textit{type-6} (the combination of \textit{inverse} light-intensity distance-discount function and \textit{Chebyshev} distance measurement function) or \textit{type-8} (the combination of \textit{square-inverse} function and \textit{European} function).

For parameter \textit{flag}, it is observed that:

1. Both shapes are formed faster when setting \textit{flag} as \textit{True} than \textit{False};

2. The change of \textit{flag} shows much greater effects on the relative completion time when forming 3-holes than r-6-edge;

As a result, to achieve a shorter relative completion time, it is better to set \textit{flag} as \textit{True}.

Figure S8: The effect of different parameter values on the efficiency of ALF.