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ABSTRACT

Texts in scene images convey critical information for scene understanding and reasoning. The abilities of reading and reasoning matter for the model in the text-based visual question answering (TextVQA) process. However, current TextVQA models do not center on the text and suffer from several limitations. The model is easily dominated by language biases and optical character recognition (OCR) errors due to the absence of semantic guidance in the answer prediction process. In this paper, we propose a novel Semantics-Centered Network (SC-Net) that consists of an instance-level contrastive semantic prediction module (ICSP) and a semantics-centered transformer module (SCT). Equipped with the two modules, the semantics-centered model can resist the language biases and the accumulated errors from OCR. Extensive experiments on TextVQA and ST-VQA datasets show the effectiveness of our model. SC-Net surpasses previous works with a noticeable margin and is more reasonable for the TextVQA task.

Index Terms— TextVQA, Multimodal Information, Semantic Reasoning

1. INTRODUCTION

Visual-impaired people usually ask questions that require reading texts in the scene, e.g., "what year is the wine?". As a semantically rich entity, text plays a critical role in scene understanding and reasoning. However, most existing visual question answering (VQA) datasets \cite{1} and methods \cite{2,3} mainly focus on the visual components and ignore the texts in images. To address this issue, the text-based visual question answering (TextVQA) task \cite{4} is proposed to endow VQA models the ability to read and analyze scene texts.

LoRRA \cite{4} extends previous VQA models \cite{2,3} with an external optical character recognition (OCR) module and uses a copy mechanism to build a dynamic vocabulary containing OCR tokens. M4C \cite{5} enriches OCR representations and utilizes a multimodal transformer \cite{6} to project all entities from each modality (questions, OCR tokens and visual objects) to a joint embedding space. Although notable improvements have been achieved with recent promising techniques \cite{7,8,9,10}, many challenges still exist.

Generally, the answers to the text-based questions are sequentially selected from a fixed vocabulary that consists of high-frequency words in training set and a dynamic vocabulary composed of OCR result tokens in the image. The answer decoding in each iteration is usually modeled as a classification problem on the concatenation of $M$ high-frequency words and $N$ OCR tokens. In order to cover more candidate answer words, the pre-defined fixed vocabulary is usually quite large. For example, $M$ is set to 5,000 on TextVQA dataset \cite{4} in M4C. However, the search space of $M$ plus $N$ is so large that the model has difficulty finding the correct
words, especially when the training data are limited. We find the answer in the fixed vocabulary has a long tail distribution, and the words at the tail are often hard to learn. As shown in Figure 1(a), the model simply selects the word “dell” as the answer as it frequently occurs together with the question words “brand” and “laptop”.

On the other hand, for the dynamic vocabulary which contains OCR tokens, the accuracy of the OCR-copying answer heavily depends on the performance of the OCR module. For example, in Figure 1(b), when the OCR module detects the answer text (“georgia”) but has a error recognition (“georgh”), the model still tends to copy the wrong recognition result even the correct answer exists in the fixed vocabulary.

In fact, TextVQA is genuinely a more semantics-oriented task compared with general VQA and text spotting tasks. However, previous works do not put enough emphasis on the semantics. Therefore, the models cannot distinguish the answer text from a semantic perspective, resulting in the problems mentioned above. Intuitively, we think introducing semantic supervision on decoding progress and focusing on semantic information in the pipeline can alleviate these problems. Therefore, we propose a novel Semantics-Centered Network (SC-Net) that consists of an instance-level contrastive semantic prediction module (ICSP) and a semantics-centered transformer module (SCT).

First, current TextVQA models ignore the semantic rationality between the predicted answer and the information of the input. To tackle this drawback, we design an ICSP to explicitly involve semantic information to guide the answer decoding. To acquire a meaningful answer’s semantic information, we develop an instance-level contrastive learning method to make the predicted semantic feature closer to the ground-truth answer’s feature while farther away from the non-answer words’ features.

Second, the semantic information extracted by existing multimodal fusion modules is interfered by many other information. Specifically, current TextVQA models simply concatenate all modality entities (questions, OCR tokens and visual objects) into the interaction module (e.g. transformer) and treat them indiscriminately. There are two kinds of limitations: 1) semantic information is not the focus and 2) the input length is too long which causes large computation costs. To solve this problem, we propose a SCT which focuses on the semantic information in the multimodal fusion stage.

In summary, this paper’s contributions are as follows:

1) We propose a semantics-centered TextVQA framework which puts more emphasis on semantics compared with previous works since TextVQA is more semantics-related than the general VQA task.

2) An instance-level contrastive semantic prediction module (ICSP) to decode answers with semantic guidance is designed. It eliminates the negative effects of language biases and can leverage the fixed vocabulary to compensate for OCR errors.

3) A semantics-centered transformer module (SCT) is proposed to highlight semantics in multimodal fusion and reduce computation costs.

4) Extensive experiments on several benchmarks demonstrate our proposed method is able to provide a more semantically reasonable answer and outperforms several SOTA approaches in both accuracy and ANLS metrics.

2. RELATED WORK

2.1. Text-based Visual Question Answering

TextVQA attracts more and more attention from communities since it focuses on texts in natural daily scenes, such as road signs and displays. To promote progress in this field, several datasets [4, 11, 12] and methods [8, 4, 13, 5] have been proposed. LoRRA [4] is the pioneering model which utilizes an attention mechanism to handle image features, OCR features, and question words, but it can only select one word as the answer. The Multimodal Multi-Copy Mesh (M4C) model [5] boosts TextVQA performance by employing a multimodal transformer [6] to fuse various modality entities. In the following works, modifications with respect to feature embedding [9], feature interaction [14, 7, 15] and answer decoding [8] have been shown to improve performance. In addition, a pre-training method TAP [10] is proposed on the TextVQA and TextCaption tasks. It’s an orthogonal technique to above methods. So, we do not include it in our comparison.

2.2. Semantics Enhanced Answer Prediction

In the recent work, some efforts are dedicated to generating a semantically driven answer in TextVQA. Evidence-based VQA [13] has been proposed to use IoU to indicate the evidence to guide the scene reasoning. LaAP-Net [8] extends it by designing a localization-aware answer predictor which generates a bounding box in the image as evidence of the answer. The supplementary evidence helps determine whether the generated answer has been reasonably inferred. In contrast, our work avoids the multi-step evidence generation process and directly introduces semantic information to guide answer generation.

3. METHOD

In this paper, we focus on answering text-based visual questions in a semantically driven manner. The pipeline of our model is shown in Figure 2.

**Question Features.** Following M4C [5], we use a three-layer BERT [16] model to obtain the question feature embedding $Q = \{q_i\}_{i=1}^L$, where $q_i \in \mathbb{R}^d$ is the $i$-th question word embedding, $L$ is the length of the question, and $d$ is the dimension of the feature. For aligning with visual and semantic features of texts separately, we design two individual self-attention layers [6] to obtain question feature embedding $Q_v$ for visual-part branch and $Q_s$ for semantic-part branch.
OCR Features. For each text recognized by the OCR system in the input image, we encode four different features and combine them in a complementary way to visual and semantic parts.

\[
\begin{align*}
    x^{\text{ocr,v}}_i &= LN(W_f x^{\text{ocr,fr}}_i) + LN(W_{bx} x^{\text{ocr,bx}}_i), \\
    x^{\text{ocr,s}}_i &= LN(W_{ft} x^{\text{ocr,ft}}_i + W_{ph} x^{\text{ocr,ph}}_i) + LN(W_{bx} x^{\text{ocr,bx}}_i), \\
    x^{\text{ocr,iou}}_i &= W_{iou,iou}(x^{\text{ocr,bx}}_i),
\end{align*}
\]

where \(x^{\text{ocr,v}}_i\) is the OCR visual-part feature and \(x^{\text{ocr,s}}_i\) is the OCR semantic-part feature. The OCR visual-part features consist of 1) appearance feature \(x^{\text{ocr,fr}}_i\) extracted from the fc6 layer of a pretrained Faster R-CNN [17] model, and 2) the bounding box feature \(x^{\text{ocr,bx}}_i = [\frac{x_{\text{min}}}{W}, \frac{y_{\text{min}}}{H}, \frac{x_{\text{max}}}{W}, \frac{y_{\text{max}}}{H}]\). The OCR semantic-part features are made up of 1) FastText [18] feature \(x^{\text{ocr,ft}}_i\), 2) PHOC [19] feature \(x^{\text{ocr,ph}}_i\), and 3) the bounding box feature \(x^{\text{ocr,bx}}_i\). \(LN\) is Layer Normalization and \(iou\) is a function to calculate the IoU between \(x^{\text{ocr,bx}}_i\) and other text and object regions in the image.

Object Features. To get object region features, we apply the same Faster R-CNN model mentioned in OCR visual-part features.

\[
\begin{align*}
    x^{\text{obj}}_i &= LN(W_f x^{\text{fr}}_i) + LN(W_{bx} x^{\text{obj,bx}}_i), \\
    x^{\text{obj,iou}}_i &= W_{iou,iou}(x^{\text{obj,bx}}_i),
\end{align*}
\]

where \(x^{\text{fr}}_i\) is the appearance feature and \(x^{\text{obj,bx}}_i\) is the bounding box feature. \(iou\) is a function to calculate the IoU between \(x^{\text{obj,bx}}_i\) and other text and object regions in the image.

3.1. Semantics-Centered Transformer

Existing works [7, 5, 15, 4] ignores the different roles of objects and texts in the TextVQA task. To better exploit the information beneficial for reasoning, we model the semantic features specifically and augment them with the aid of visual features. The object features are used to enhance the visual and semantic text features adaptively. The proposed SCT module is shown in Figure 3. The inputs of the SCT are formulated as:

\[
\begin{align*}
    x^{\text{ocr,v}}_i &= \text{att}(x^{\text{ocr,iou}}_i, x^{\text{obj,iou}}_i, x^{\text{obj}}_i) + x^{\text{ocr,v}}, \\
    x^{\text{ocr,s}}_i &= \text{att}(x^{\text{ocr,iou}}_i, x^{\text{obj,iou}}_i, x^{\text{obj}}_i) + x^{\text{ocr,s}}, \\
    \text{input}^{v} &= [Q_v, x^{\text{ocr,s}}_i], \\
    \text{input}^{s} &= [Q_s, x^{\text{ocr,s}}_i],
\end{align*}
\]

where \([,]\) means concatenation operation and \(\text{att}\) means attention mechanism.

As we can see in Figure 3, the visual and semantic features are modeled individually with a two-branch architecture. Because IOU between indicate the spatial relation between regions, we use the IOU information of OCR tokens and objects as query and key respectively in the attention mechanism to integrate objects with OCR tokens because it contains spatial information of regions. Since semantic information accounts for more contribution, the visual-part output acts as assistant information to improve network performance. We fuse them
as:

\[
output^s = att(input^s, input^s, input^v) \\
output^v = att(input^v, input^v, input^v) \\
z^{fuse} = output^s + \alpha \times output^v
\]  

where \(output^s\) and \(output^v\) denote outputs of the semantic branch and the visual branch respectively. Note that the \(\alpha\) is a learnable parameter in training process. In this manner, the model can adaptively determine the proportion of contributions of semantic and visual features so as to fully exploit the advantages of multimodal information. The output \(z^{fuse}\) goes through the feed-forward layer of the semantic branch as the output of SCT.

Fig. 3. Architecture of semantics-centered transformer.

### 3.2. Instance-Level Contrastive Semantic Prediction

Due to the quite large classification answer space in TextVQA, if there is no external information guidance or tremendous training data, TextVQA models are easily affected by language biases. We propose the ICSP module to alleviate this problem via predicting the global semantic embedding of the answer in advance, and combining it with the original decoding embedding to guide answer generation.

Aiming to predict the semantic information of the answer, we use the output of the transformer corresponding to a special token [CLS] as the input of ICSP, because it contains the global information of input embedding features. We utilize a two-layer MLP to project the [CLS]\(output^v\) to the same dimension as the FastText embedding of the answer as follow:

\[
ans^{se} = W_1 \ast (W_2 \ast [CLS]output + bias_2) + bias_1
\]  

where \(W_1, W_2, bias_1, bias_2\) are weights and biases of the MLP. Then the predicted answer semantic information is embedded and added to the decoder output to generate the final semantically enhanced answer representation \(z^{ans}\) as

\[
z^{ans} = y^{dec} + \alpha^{se} \circ (W^{se} \ast ans^{se} + bias^{se})
\]  

where \(\alpha^{se}\) is a learnable ratio parameter. For OCR-copying scores, we calculate the similarity score \(s^{ocr}_n\) between each OCR token embedding \(z^{ocr}_n\) and the final answer representation, where \(N\) is the number of the OCR tokens. For fixed answer vocabulary scores, the answer representation is fed into a classifier to output \(s^{voc}_m\) where \(M\) is the size of the fixed vocabulary. This process is formulated as

\[
s^{ocr}_n = (W^{ans} \ast z^{ans} + bias^{ans}) (W^{ocr} \ast z^{ocr} + bias^{ocr})^T
\]

\[
s^{voc}_m = W^{voc} \ast z^{ans} + bias^{voc}
\]  

where \(W^{ans}, W^{ocr}, W^{voc}, bias^{ans}, bias^{ocr}, bias^{voc}\) are parameters of linear projection layers. The final prediction is the maximum score in the concatenation of vocabulary and OCR tokens \(\max[s^{ocr}_m, s^{voc}_m]\).

There are two advantages of using this explicit semantic guidance. First, the predicted global semantic embedding works as an “intuition”, which makes the decoder consider not only local decoding information but also global semantic information to generate more accurate results. Second, the pretrained FastText model provides supervision of external language knowledge, enabling the model to acquire the ability to distinguish the meanings of different words in the answer space.

Furthermore, aiming to obtain a discriminative answer semantic embedding, our ICSP uses an instance-level contrastive method to push the predicted answer embedding closer to ground truth with others further away. It helps obtain a more semantically reasonable answer. As a result, the power of fixed vocabulary is fully exploited and the effect of OCR errors is alleviated.

### 3.3. Training Loss

**Binary Cross-Entropy Loss** Considering that the answer may come from two sources (fixed vocabulary and OCR tokens), the multi-label binary cross-entropy (BCE) loss is adopted.

**Instance-Level Contrastive Loss** To get a better predicted semantic embedding of the answer, we use the instance-level contrastive loss to evaluate the similarity of an answer’s predicted semantic embedding \(pred_{semantic}\) with all words’ FastText embeddings \(S\) in the fixed vocabulary and OCR tokens:

\[
L_s = - \sum_{i=1}^{K} \log \sum_{j=1}^{M+N} \frac{\exp(S_{i,j} \ast pred_{semantic} / \tau)}{\sum_{j=1}^{M+N} \exp(S_{i,j} \ast pred_{semantic} / \tau)} \ast y_{gt}
\]

\[
L_{final} = L_{bce} + \alpha_{semantic} \ast L_s
\]  

\[8\]
Table 1. Ablation study on the TextVQA dataset. M4C is our baseline method and the uparrow in columns means the performance improvement over M4C with same configurations. * indicates our ablations for improved baseline.

| #  | Model          | OCR system | SCT | ICSP | Acc on val | Acc on test |
|----|----------------|------------|-----|------|------------|-------------|
| 1  | M4C (baseline) | Rosetta-en | -   | -    | 39.40      | 39.01       |
| 2  | SC-Net (ablation) | Rosetta-en | ✓   | -    | 40.69 (1.29↑) | 41.11 (2.10↑) |
| 3  | SC-Net (ablation) | Rosetta-en | ✓   | ✓    | 40.42 (1.02↑) | 40.60 (1.59↑) |
| 4  | SC-Net         | Rosetta-en | ✓   | ✓    | 41.17 (1.77↑) | 41.42 (2.41↑) |
| 5  | M4C(baseline)* | SBD-Trans | -   | -    | 42.29      | 43.53       |
| 6  | SC-Net         | SBD-Trans | ✓   | ✓    | 44.75 (2.46↑) | 45.65 (2.12↑) |

The ground-truth label is $y_{gt}$. $K$ is the batch size. $M$ is the size of the fixed vocabulary and $N$ is the number of OCR tokens. $\tau$ is the temperature coefficient. $\alpha_{\text{semantic}}$ is a hyperparameter to control the trade-off between $L_s$ and $L_{bce}$.

4. EXPERIMENTS

In this section, we first compare our method with baseline method M4C and other SOTA methods [8, 7, 9] on TextVQA. Extensive ablation experiments on TextVQA prove the effectiveness of our modules. Then we compare our method with SOTA methods on ST-VQA. Implementation details and visualization analysis detailed in supplementary material.

4.1. Evaluation on TextVQA Dataset

The TextVQA dataset contains 28,408 images from the Open Images dataset with 45,336 questions, and each question has 10 answers. The final accuracy is measured by soft voting of 10 answers.

Ablation Study on TextVQA Dataset To evaluate the effects of our proposed modules, we perform an ablation experiment on the TextVQA dataset. Line 2 and Line 3 in Table 1 show our two modules SCT and ICSP improve the performance over M4C on the test set by 2.10% and 1.59%, respectively. It demonstrates the effectiveness of each module. Especially, SCT significantly improves the accuracy from 39.01% to 41.11%. It verifies that our SCT can better utilize the semantic information of the input and reinforce the multimodal representation.

Furthermore, integrating these modules with M4C leads to an accuracy improvement of 1.77% and 2.41% on the validation and test set respectively. In order to compare with other methods using advanced OCR modules, we upgrade the OCR module to SBD-Trans [20] modules. With the same advanced OCR module, our SC-Net still achieve 2.46% and 2.12% improvements on the validation and test set.

Comparison with Existing Methods Table 2 compares our model and existing methods on TextVQA dataset. Equipped with Rosetta-en OCR module, LaAP-Net and CRN achieve the SOTA performance among previous methods on the val and test set, respectively. Especially, CRN utilizes the additional ANLS policy gradient loss which contributes 2.07% absolute performance on test set. Compared with them, SC-Net surpasses LaAP-Net by 0.49% on the val set and surpasses CRN by 0.46% on the test set, proving the superiority of our method. It is important to note that M4C, SMA, and CRN take the object features as a part of the input into the transformer layer, while we use them to enhance the OCR token features. In this way, the input length reduce from 182 to 82, which saves a large amount of computation. In addition, with the same SBD-Trans OCR module, SC-Net surpasses the SSBaseline [9] by 0.8% and 0.93% on the val and test set.

4.2. Evaluation on ST-VQA Dataset

The ST-VQA dataset contains 18,921 training-validation images and 2,971 test images from multiple datasets (ICDAR2013, ICDAR2015, ImageNet, VizWiz, IIIT STR, Visual Genome, and COCO-Text). Following previous works, we use 17,028 images as the training set and 1,893 images as the validation set. The metric of ST-VQA dataset is Average Normalized Levenshtein Similarity (ANLS), defined as

$$1 - \frac{d_L(pred, gt)}{\max(|pred|, |gt|)},$$

where $pred$ is the prediction, $gt$ is the ground-truth answer, and $d_L$ is the edit distance. Following CRN [7], we adds the ANLS policy gradient loss in ST-VQA experiments.

We report both accuracy and ANLS score in our experiments. As shown in Table 3, our model surpasses the baseline
M4C by a large margin. Specifically, we improve 2.36% in accuracy and 3.18% in ANLS on the val set, and 2.7% in ANLS on the test set. Compared with other existing methods, our model is also superior to them in the both metrics.

Table 3. Comparision on the ST-VQA dataset.

| # | Model | Acc on val | ANLS on val | ANLS on test |
|---|-------|------------|-------------|-------------|
| 1 | VTA   | -          | -           | 0.282       |
| 2 | M4C   | 38.05      | 0.4720      | 0.462       |
| 3 | SMA   | -          | -           | 0.466       |
| 4 | CRN   | -          | -           | 0.483       |
| 5 | LaAP-Net | 39.74     | 0.4974      | 0.485       |
| 6 | SC-Net| 40.41      | 0.5038      | 0.489       |

5. CONCLUSION

In this paper, we propose a semantics-centered network to address several challenges in TextVQA task. First, considering the semantic information plays a critical role in TextVQA task, we design a novel semantics-centered transformer module to emphasize the semantic information in the pipeline and reduce large amount of computation. Second, we propose a instance-level contrastive semantic prediction module to provide a global semantic embedding of the answer and use it to guide the answer decoding. Following these strategies, our model can locate the answer more accurately from a semantic perspective and meanwhile reduce the computational complexity. As a result, alleviating language bias and OCR error problems. Extensive experiments demonstrate the proposed SC-Net outperforms previous works on TextVQA and ST-VQA datasets.
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A. MORE IMPLEMENTATION DETAILS

In this section, we summarize the implementation and hyper-parameter settings of the model designed in our work. All experiments are based on PyTorch deep-learning framework.

SC-Net consists of four main components: multimodal inputs, a multi-layer semantics-centered transformer, a multi-layer transformer and instance-level contrastive semantic prediction. During training, the answer words are iteratively predicted and supervised using teacher-forcing. We apply multi-label sigmoid loss over the concatenation of fixed answer vocabulary scores and dynamic OCR-copying scores.

For a fair comparison, most of settings in SC-Net are the same as in M4C. Specifically, the fixed vocabulary in TextVQA dataset is composed of the top 5000 frequent words from the answers. We list the network and optimization parameters of SC-Net in Table 4 and Table 5 respectively.

| Network parameters          | Value       |
|----------------------------|-------------|
| Maximum question tokens    | 20          |
| Maximum OCR tokens         | 50          |
| Maximum object tokens      | 100         |
| Text FastText embedding dimension | 300   |
| Text PHOC embedding dimension | 604   |
| Text Faster R-CNN feature dimension | 2048  |
| Object Faster R-CNN feature dimension | 2048 |
| Joint embedding dimension  | 768         |
| Semantics-Centered transformer layers | 2     |
| Transformer layers         | 2           |
| Transformer attention heads | 12         |
| Maximum decoding steps     | 12          |

| Optimization parameters    | Value       |
|----------------------------|-------------|
| Optimizer                  | Adam        |
| Base learning rate         | 1e-4        |
| Learning rate decay        | 0.1         |
| Warm-up iterations         | 1000        |
| Warm-up learning rate factor | 0.2       |
| Batch size                 | 48          |
| Max iterations             | 48000       |
| Learning rate decay steps  | 28000, 38000|

B. ABLATION STUDY ON SOURCE OF ANSWER

To further explore the principle of the proposed methods, we design an ablation study to analyze the performance improvements from different answer sources. If our method could alleviate language bias and OCR error problems, the model could distinguish low frequent words in the fixed vocabulary and choose the right text in place of error OCR. As a result, the accuracy of the fixed vocabulary will increase. As we can see in Table 6, with the adoption of the ICSP module, the accuracy of answers from the fixed vocabulary improves by 1.04%, while that from OCR results is almost unchanged. It indicates that introducing semantic information into the answer decoding module can better understand the meaning of words in the fixed vocabulary from a semantic perspective. It makes the model have a better discriminate ability to texts in vocabulary and use texts in vocabulary to compensate for OCR errors.

In Line 3, equipped with the SCT module, the semantic information becoming the focus in the pipeline, the power of ICSP is further explored which benefits the accuracy from both fixed vocabulary and OCR tokens. The overall improvements show that it is reasonable and important to highlight semantic information in the multimodal fusion stage. It also demonstrates the complementary effect of ICSP and SCT.

C. QUALITATIVE ANALYSIS

We show some visualization samples from TextVQA dataset in Figure 4 to validate the superiority of our model compared with the baseline M4C. With the guidance of semantic information, our model is able to take full advantages of the fixed vocabulary and modify many semantically irrational results. As shown in (a, b), the OCR module fails to recognize “florida” and “whisky” as “elorida” and “whiske” respectively. For (a), M4C is misled by the wrong OCR result and chooses the word “california” in the fixed vocabulary, which frequently occurs together with the question word “state”. For (b), M4C is not aware of the recognition error, simply copying the OCR result as the answer. On the contrary, SC-Net considers the global semantics of question, image features and text features comprehensively, locating the accurate answer from the fixed vocabulary. It proves that our method can effectively conquer the data biases and make better use of semantic information conductive to answer prediction. As shown in (c), the design of SCT module enables SC-Net to associate the visual information of texts (the red
color of “markus” and “zusak”) and find related words to compose a more semantically appropriate answer. One failure case is shown in (d), the ground truth answer of the question is “4.8%” whereas the M4C gives the irrelevant OCR token “366” and our model predicts “425wl” as the answer. It is interpretable why our method does not answer the correct number based on semantic information. Even humans have difficulty providing correct answers from fuzzy numbers and the correct answer “4.8%” is not included in the fixed vocabulary. However, our model still finds the correct answer region and gives the word most similar to “4.8%” in semantics.

D. MORE VISUALIZATION EXAMPLES

We provide more qualitative examples in Figure 5 to support our claim in the paper.

There are still some failure cases (Figure 6) in our experiments, which are extremely challenging.

Firstly, the time of the clock and watch is difficult to recognized correctly by the OCR system. In (a), M4C and our SC-Net model cannot predict the right answer in this situation.

Secondly, since there are no specific year numbers and alcohol levels in the dictionary, our ICSP module cannot select the correct answer from the fixed vocabulary by answer’s semantic information. As shown in (b) and (c), our model can still answer with more reasonable words than M4C.

In (d), our SC-Net model answer with “cooper” in OCR tokens, which is closer to the answer “mini cooper” than “taxi” in semantics. In addition, we find some interesting failure cases, in (e) and (f), our model answer with more accurate answers that ground truth answers. However, the accuracy calculation still treats them as wrong answers.

Fig. 4. Qualitative examples of our model compared to the baseline M4C.
Fig. 5. More qualitative examples on the TextVQA. The predictions of SC-Net (Ours) and M4C are depicted in orange and blue respectively. The ground-truth answer is depicted in green.
Fig. 6. Some failure cases of SC-Net (Ours) model on the TextVQA validation set. The predictions of SC-Net (Ours) and M4C are depicted in orange and blue respectively. The ground-truth answer is depicted in green.