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Motivated by the emerging needs of personalized preventative intervention in many healthcare applications, we consider a multi-stage, dynamic decision-making problem in the online setting with unknown model parameters. To deal with the pervasive issue of small sample size in personalized planning, we develop a novel data-pooling reinforcement learning (RL) algorithm based on a general perturbed value iteration framework. Our algorithm adaptively pools historical data, with three main innovations: (i) the weight of pooling ties directly to the performance of decision (measured by regret) as opposed to estimation accuracy in conventional methods; (ii) no parametric assumptions are needed between historical and current data; and (iii) requiring data-sharing only via aggregate statistics, as opposed to patient-level data. Our data-pooling algorithm framework applies to a variety of popular RL algorithms, and we establish a theoretical performance guarantee showing that our pooling version achieves a regret bound strictly smaller than that of the no-pooling counterpart. We substantiate the theoretical development with empirically better performance of our algorithm via a case study in the context of post-discharge intervention to prevent unplanned readmissions, generating practical insights for healthcare management. In particular, our algorithm alleviates privacy concerns about sharing health data, which (i) opens the door for individual organizations to leveraging public datasets or published studies to better manage their own patients; and (ii) provides the basis for public policy makers to encourage organizations to share aggregate data to improve population health outcomes for the broader community.
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1 Introduction

Preventative interventions, such as disease screening, monitoring, and follow-up phone calls or visits to enhance medical adherence, are important strategies to improve delivery of health care and population health. Progress has been made in managing major public health priorities, such as diabetes (Newman et al. 2018), depression (Löwe et al. 2004), hypertension (Liao et al. 2020), and maternal health (Biswas et al. 2021). On the one hand, efficient intervention can improve individual

* Equal contribution
health outcomes and reduce expenditures and burdens on the healthcare systems. On the other hand, interventions are costly, e.g., they require additional resources to staff healthcare workers to provide preventative interventions (Biswas et al. 2021). Therefore, it is imperative for decision makers in the healthcare and public health sectors to manage these tradeoffs when allocating intervention resources to individuals in need. Dynamic intervention management has been a long-standing topic in the operations research fields (Tunc et al. 2014). In recent years, with the advancement of data analytics and integration of health information systems, there is a burgeoning interest in tailoring intervention strategies to different patients to best suit their individual needs (Ayer and Chen 2018). Personalization requires prescribing tailored policies based on individuals’ heterogeneous trajectory of health condition changes, presenting unique challenges. This research aims to address one critical challenge in data-driven personalized intervention: the small-sample issue. Next, we elaborate on the small-sample issue and its associated challenges, which are pervasive not only in many healthcare problems, but also in domains beyond healthcare – hence, of broad significance.

1.1 Challenges

Personalized medicine has received increasing attention in recent years. Examples of preventative interventions, among others, include preventative screening for cancers (Ayer et al. 2016, Bertsimas et al. 2018), wearable devices for chronic disease management (Gautier et al. 2021, Liao et al. 2020), and post-discharge follow-ups with patients via phone calls or home visits to prevent hospital readmissions (the case study in this research). Markov Decision Process (MDP) is a common modeling tool to dynamically optimize the personalized intervention planning. The conventional MDP-based personalized medicine research focuses on tailored planning via updated action or belief based on individual-specific observations (Piri et al. 2022). These studies often assume a common model of the condition progression for the population, where MDP parameters such as the transition matrix can be reliably estimated beforehand from existing clinical data or medical studies. Recent research has begun to do risk stratification based on regression or advanced machine learning models to capture the heterogeneity among different individuals in terms of the intervention effect and risk/condition evolution; see Ayer and Chen (2018) for a comprehensive survey. However, these works still follow the estimate-then-optimize (ETO) framework; that is, they first estimate the MDP model parameters and then solve the optimal policies assuming that the MDP parameters are known exactly. ETO ignores the estimation errors when making decisions, which can be particularly problematic in personalized decisions due to far too few samples for each individual patient class. For example, in the hospital data used in our case study, the total patient sample size is around 20,000, but for each individual class, the size is only on the order of dozens. Using inaccurate parameters may lead ETO to prescribe highly suboptimal policies.
This research addresses challenges in dynamic, personalized intervention from a perspective that is fundamentally different from that of the mainstream literature in personalized medicine: the need to capture heterogeneity in individuals’ different responses to intervention and risk-evolving trajectory, but the corresponding model parameters are not known a priori; only a small number of data observations are collected over the time. In other words, we consider the online learning setting in which one needs to optimize the policies while learning the model parameters. Compared to ETO methods, online learning methods explicitly accounts for parameter estimation errors when prescribing policies, and can explore potentially good policy that has not been used in the past, i.e., not restricted by the collected data. Specifically, we consider the reinforcement learning (RL) framework for multi-stage, online decision-making. This is more suitable than static frameworks (e.g., bandit learning) for preventative intervention problems because current decisions can generate long-term impacts on patient outcomes, although the dynamic nature makes the problem a lot more complex without simple heuristics (see Section 3.3.2). Importantly, our focused regime is to learn and optimize the decision for each individual patient class – the target patients – in a data-limited environment: each class has a small number of data observations, particularly at the beginning of the learning phase (e.g., in a new hospital). This “small-data” regime is common in personalized decisions in various applications (Gupta 2022); however, major challenges arise when applying existing RL algorithms in this regime.

The obvious first challenge is the difficulty of learning caused by the limited data from target patients. To account for estimation errors, standard RL algorithms require exploration over possibly sub-optimal policies during learning. The small sample size leads to large variance, results in less “confidence” in the estimated parameters, and requires more exploration than usual. Our case study shows that using only the target patients’ data, the decision quality measured via regret is significantly higher (50%) than the best-performing policy when there are only dozens of observations. We note that, although typical preventative interventions are not medically based and explorations are relatively non-harmful, the additional explorations are still undesirable. For example, too-frequent follow-ups can cause patient fatigue and a waste of expensive intervention resources.

Regression-based methods such as contextual learning are sought to address the first challenge when data from other patient populations are available. However, these methods suffer major limitations in healthcare settings. We review these methods in Section 2 and illustrate the second challenge associated with them via the following example: A large health system has just opened a new hospital. A straightforward way to manage patient interventions in this new hospital is to run a regression combining target data and historical data from other locations in the system to facilitate learning. Indeed, regression-based methods are widely used in leveraging other datasets or previously trained models to improve personalized decisions, e.g., transfer learning in recom-
mendation systems or dynamic pricing (Bastani 2021). However, these approaches often rely on a critical assumption: that the dependence of the outcome, with or without intervention, on the individual features (context) is similar across different populations. Unfortunately, this is often not the case in healthcare, as different locations can have very different social determinants or other factors, which may not be captured by the contextual information collected by hospitals but can largely affect the individual risk evolution and treatment effects. Even within the same hospital, the risk and treatment effect can constantly change while the features remain similar. As we will demonstrate both analytically and numerically, contextual learning is prone to misspecification of the underlying models (how outcomes depend on features) across populations and can suffer from significant performance deterioration.

The third challenge for applying existing RL methods that use multiple datasets is the typical need to share individual-level information when merging the datasets for learning. This need is extremely challenging to achieve across different health organizations due to privacy concerns. It also restricts researchers from using public datasets or published studies, which typically provide only aggregate-level data, to augment their own datasets for better intervention management.

1.2 Overview and Contributions

In this paper, we develop a novel data-pooling RL method to tackle the small-sample issue, while addressing the three challenges discussed above in a holistic way. Our method effectively leverages historical data (private or public data), via aggregate statistics only, to facilitate personalized learning and decision-making in an environment with limited data, with provable performance guarantee. We provide an overview of our development and highlight the contributions.

I. Personalized Intervention RL with Model-free Design. We formalize the MDP model for intervention planning and our learning framework in Section 3, along with defining the primary performance metric – regret. Compared to standard no-pooling RL methods, our RL framework sets the structure of augmenting target data with historical data. This lays out the basis for our data-pooling algorithm design to address the first challenge associated with limited target data.

A salient feature that differentiates our RL framework from other frameworks that include data from multiple populations is the model-free design. We do not make specific parametric assumptions regarding how the historical and target populations are connected; for example, there are no assumed functional forms for modeling the dependence of outcomes on individual features, as in regression-based methods. Instead, we require only that the responses to interventions across these
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1 Tomkins et al. (2021) point out: “While this approach (contextual learning) can have advantages compared to ignoring the user’s context, it fails to address that users can respond differently to treatment even when they appear to be in the same context.”
populations are sufficiently “close”, measured in a non-parametric way (to be made precise in Section 3). Consequently, our data-pooling algorithm developed within this framework is model-free and (i) naturally deals with settings in which contextual information is non-stationary; and (ii) requires data sharing only via aggregate statistics, instead of patient-level data. Feature (i) addresses the second challenge regarding model misspecifications, while feature (ii) addresses the third challenge involving data privacy.

II. Data-pooling Algorithm and Regret Analysis. The idea of using data from others to augment target data and facilitate learning is intuitive and can be traced back to the empirical Bayesian literature (Efron and Hastie 2016). The innovation of our data-pooling algorithm is that its derivation ties directly to improving the decision quality, which contrasts with conventional methods that focus on improving prediction accuracy with more data. The derivation starts by formulating a “meta” algorithm and a unified regret analysis framework, covering major RL algorithms (Section 4). Through this framework, we characterize the two key components in improving the performance (regret) of the algorithm – the value function estimation error and exploration effort – and we quantify their impact on the regret, which establishes connections between the regret and the design of a better estimator for value functions through a set of confidence radii. We then pin down the key mechanism in designing the data-pooling estimator – how to adaptively weigh in the historical data – and derive the optimal weights by minimizing the confidence radii, specified in Section 5. Essentially, our data-pooling design improves the accuracy of the estimator, but this improvement is not solely for prediction accuracy. Rather, it has the more-sophisticated aim of improving value function estimation and reducing the unnecessary exploration of learning with only target data, hence improving the decision quality. This analytical framework of connecting data-pooling design with regret could generate independent theoretical interest for a broad class of RL problems.

III. Practical Applicability and Algorithm Explainability. We demonstrate the practical applicability of our algorithm for healthcare management in a specific context: the personalized post-discharge intervention. Leveraging a large patient-level dataset from a partner hospital, we construct a simulation platform and perform a case study in Section 6. We show the superior empirical performance of our data-pooling algorithm over benchmarks in three categories: ETO methods; learning with own (target) data; and state-of-the-art learning algorithms using both target and historical data (brief review of the methods in Section 2). For operations and implementation considerations, we also demonstrate how to use this algorithmic tool under various operational constraints in practice, particularly accounting for model misspecification and privacy in data sharing. Moreover, we investigate the drivers behind the better performance of our algorithm over other benchmarks, providing explainability that is critical for adoption by practitioners.
We conclude this section by discussing the broader impact of our research and summarizing managerial implications of our algorithm for healthcare and public-sector operations.

**Broader Impact.** While our primary context is health care, the growing needs of personalized intervention are pervasive in many applications, as are the challenges associated with the small-sample issue. Our analysis framework and the data-pooling estimator are developed for a rather general class of multi-stage decision problems and can be used to support personalized decision making in operational problems that share a similar modeling framework, such as incarceration diversion decisions for reducing recidivism in criminal justice systems (Zhang et al. 2022); revenue management (deciding which customers to follow up with to increase their chance of subscribing to paid services); and pricing (Bastani et al. 2022). The empirical success of our algorithm, as well as our proved performance guarantee, provide a stepping stone to using historical data to facilitate the learning of policies in many other data-limited settings.

**Implications.** Improving decision-making quality when facing the small-data regime is of great practical relevance and importance for healthcare management. Caution should be taken when using the conventional wisdom of pooling data by similar features as in the regression-based methods. The performance of these methods can deteriorate significantly when the imposed parametric model deviates from the ground truth (more than 40 folds in the case study). Practitioners should consider model-free methods like ours when the underlying individuals are highly heterogeneous. Moreover, our paper shows the success of data-sharing only via aggregate statistics. This provides a viable option for individual organizations to leverage public datasets or published studies to augment their own dataset and improve the outcomes of their own patients. It also provides the basis for public policy-makers to encourage organizations to share their aggregate data to facilitate population health outcomes for the broader community. See more discussion in Section 6.5.

2 Literature Review

**Personalized Medicine.** Ayer and Chen (2018) provide a comprehensive survey on personalized interventions to contrast with traditional population-level intervention that typically uses a one-size-fits-all strategy; see references therein. Our focus is fundamentally different from that of the MDP-based personalized medicine research: we focus on joint learning (of individual class’s risk trajectory) and personalized decision making. Our paper is also different from (i) those focusing on prediction, e.g., predictive models for estimating the readmission risk (Min et al. 2019, Choudhury and Greene 2018); and (ii) papers using the ETO framework. We prescribe optimal decision support with the estimation errors in the small-data regime being explicitly accounted for. A related field is personalization in clinical trial design (Chick et al. 2022). Alban et al. (2022) use contextual multi-armed bandit to design a sequential clinical trial with patient-specific covariates. We note the
different focus of clinical trial design as its objective is to identify the best treatment strategy (arm) over a population. The strategy remains fixed once being assigned to a patient, hence, individual patient’s state transitions are usually not accounted for. One exception is Bonifonte et al. (2022), who propose offline, population-based blood pressure management strategies to guide trial design, where the state (blood pressure) change is modeled via a Brownian motion.

**RL in Healthcare Interventions.** Bandit learning has been used in personalized healthcare interventions; see, e.g., Zhu et al. (2018) and Keyvanshokooh et al. (2019). We focus on multi-stage sequential decision making in the online learning setting. The dynamic nature greatly complicates our problem. There is no simple heuristic to bypass the needs to estimate the risk evolution; see Section 3.3.2. In multi-stage learning, two types of regression-based methods are commonly used. The first type is clustering (classification), whereby patient clusters are first formed based on features and the response to treatment. Then, new patients are grouped into the corresponding cluster when learning and prescribing policies (Shi et al. 2021, Utomo et al. 2019). The second type is contextual learning, whereby a regression model is used to estimate the value functions (Liao et al. 2020, Zhou et al. 2018). We will show the insufficiency of these regression-based methods analytically (Section 3.3.3) and numerically (Section 6.4) due to model misspecification. In contrast, our model-free algorithm enjoys built-in robustness to misspecification.

**Data-pooling for Small-data Regime.** The idea of “learning from others” originated from empirical Bayesian statistics (Efron and Hastie 2016) for estimation/prediction problems. Data pooling in decision making is fundamentally different, since the design of the data-pooling estimators should tie to the performance of decisions, not just the prediction accuracy. In Gupta and Kallus (2021), the authors compare between data pooling for estimation and pooling for optimization. They consider stochastic optimization in an offline setting, i.e., all data are collected in advance and fixed throughout the optimization procedure, which is different from the online setting we consider. For online decision-making, data pooling has been used under the contextual bandit framework. Tomkins et al. (2021) consider personalized treatment in mobile health applications and develop an adaptive pooling method combining the empirical Bayesian idea with Thompson Sampling (TS) on Gaussian regression models. Bastani et al. (2022) propose a meta-learning algorithm for dynamic pricing, which learns across sequential TS experiments. We stress that the RL setting has unique challenges so methods for the bandit setting do not directly extend. Among others, Miao et al. (2019) is the closest to our paper, in the sense that they also treat data from different populations in a model-free manner. Based on a semi-myopic pricing policy, Miao et al. (2019) propose an adaptive clustering method to pool data across different customer classes. We make a detailed comparison with their method in Sections 6.2 and 6.5, showing the advantages of our algorithm in overcoming the three challenges discussed in Section 1.1.
Regret Analysis for RL. Our theoretic analysis roots in regret analysis for finite-horizon RL problems. There is a vast literature in this area; see, e.g., Ortner and Auer (2007), Jaksch et al. (2010), Wen (2014), Osband et al. (2016), Azar et al. (2017), and Russo (2019). Our regret bound analysis framework is developed based on Russo (2019) and connects between the data-pooling estimator design and the two key components impacting the regret. We stress that most research in this area focuses on the asymptotic dependence of regret bound on the problem scales, e.g., state-space size, while our work focuses on reducing regret bound in finite iterations via data pooling.

3 Model Formulation

In this section, we specify our modeling framework. We introduce the general MDP model in Section 3.1, and the online learning framework in Section 3.2. We provide context for the framework via a specific example (post-discharge intervention) in Section 3.3, where we analyze its structural properties to showcase the challenges associated with data-driven personalized intervention.

3.1 MDP Model

We consider a finite-horizon MDP $\mathcal{M} = (\mathcal{H}, \mathcal{S}, \mathcal{A}, R, P)$ for each target individual (patient) class, with the goal of optimizing the policy for them. Here, $\mathcal{H} = \{1, 2, \ldots, H\}$ is the decision horizon, and $\mathcal{S} = \{0, 1, \ldots, S\}$ and $\mathcal{A} = \{0, 1, \ldots, A\}$ are the state and action spaces, respectively. The action is taken at each decision epoch $h \in \mathcal{H}$. To align with the learning literature, we consider maximizing reward as the objective. For simplicity, we further assume that the per-epoch reward is bounded and normalized, i.e., for all $h, s, a$, the collected random reward $R(h, s, a) \in [0, 1]$ with the mean reward denoted as $r(h, s, a)$. For given $h, s, a$ and $s' \in \mathcal{S}$, we use $P(s'; h, s, a)$ to denote the transition probability into state $s'$ given that, at epoch $h$, the system is in state $s$ and action $a$ is taken. We denote by $P(\cdot; h, s, a)$ or simply $P(h, s, a)$ the $S$-dimension vector of transition probabilities for given $h, s, a$. We use $s_1$ to denote the initial state. We call $\mathcal{M}$ the target MDP. Our goal is to find an optimal policy $\pi : \mathcal{S} \times \mathcal{H} \rightarrow \mathcal{A}$ for $\mathcal{M}$ with the objective as

$$\max_{\pi} V(\mathcal{M}, \pi) := \max_{\pi} \mathbb{E} \left[ \sum_{h=1}^{H} R(h, s_h, a_h = \pi(s_h, h)) \mid s_1 \right].$$

(1)

This MDP model is fairly general and applies to many applications. We take preventative intervention as the example to illustrate these model parameters. The state typically corresponds to the health status of the patient. Following the literature, the states $s \in \mathcal{S} = \{0, 1, \ldots, S\}$ are ranked monotonically from healthy to less healthy, where 0 typically stands for healthy, and $S$ stands for some absorbing state for adverse events (e.g., mortality, readmission, disengagement from mobile health programs, or ending of the preventative phase). The state in epoch $h$ is observed first, and if not entering the absorbing state, we then decide on the intervention $a \in \mathcal{A} = \{0, 1, \ldots, A\}$, with
being no intervention, $A$ being the strongest level of intervention, and other actions in-between being middle levels. $P(s'; h, s, a)$ corresponds to the transition probability among different health states under choice $a$, where a useful intervention increases the chance of transitioning to healthier status. To capture the tradeoffs in intervention, a common form of the cost (negative reward) is, for $s \neq S$, $-r(h, s, a) = c(h, s, a) = c_a + c_R \cdot P(s' = S; h, s, a)$, where $c_a$ is the intervention cost for action $a$ ($c_0 = 0$ for no intervention), and $c_R$ is the penalty for entering $S$ (adverse event occurring).

Note that the Markovian intervention can be easily extended to be history-dependent by enlarging the state (e.g., add a state dimension to track the number of previous interventions). We focus on the Markovian policy setting in the rest of the paper for ease of exposition. Similarly, a partially observable setting could be accounted for by augmenting the state with an information state (Piri et al. 2022); we focus on the observable state setting in this paper.

The optimization problem (1) can be solved via the Bellman equation and value (or policy) iteration methods; see a brief review in Appendix EC.3.1. Our MDP model formulation covers a wide range of multi-stage decision making in operational problems beyond the preventative intervention planning. For example, in the criminal justice setting, community-based services for post-incarcerated individuals are shown to help their reintegration into society and reduce the recidivism rate (Zhang et al. 2022). This planning problem can be modeled with a similar MDP.

### 3.2 Reinforcement Learning Framework

The MDP model introduced in Section 3.1 is for one target class. For personalized intervention, the reward $R$ and transition probabilities $P$ are often highly heterogeneous across different target classes, but the true model parameters for each class are not known exactly. Estimating the reward and transition probabilities $R^{(i)}, P^{(i)}$ accurately for each class $i$ is critical when managing a panel of heterogeneous patients in the data-driven context; however, this is a difficult task given the far too few data samples for each class. The ETO framework plugs in the estimated parameters and solves the corresponding MDP model. The resulting policies can be highly suboptimal due to the inaccuracy of the estimation Gupta (2022).

To account for the parameter uncertainty, we deviate from ETO and use the online learning framework – specifically, the reinforcement learning (RL) framework for multi-stage, dynamic decisions. For exposition, our main framework considers the learning task for each target class $i$ separately, without interaction among the classes. When referring to target individuals or patients, we always consider a given class and we drop the superscript $i$; see Remark 2 for an extension on different classes interacting. In RL, we do not know the parameters of the target MDP $\mathcal{M}$ a priori. This is a major difference from conventional research, in which all the model parameters are assumed to be known. Instead, we gradually collect data when we choose an action according to some policy and
interact with $\mathcal{M}$. The goal is to learn an optimal policy for $\mathcal{M}$ during the interaction. The data collected from the interaction with $\mathcal{M}$ is called the target data and we denote it as $\mathcal{D}$.

**Performance Analysis.** The primary performance metric for a given RL algorithm is its *regret*, defined as the difference between the maximum total reward under the true (oracle) optimal policy $\pi^*$ and the expected reward collected when decisions are made by the RL algorithm under consideration. An RL algorithm is more efficient if it has a smaller regret, indicating that the decision quality is better when we do not know the true parameters exactly. Mathematically, the total regret accumulated in $T$ iterations is defined as

$$\text{Regret}(T) := \sum_{t=1}^{T} (V(\mathcal{M}, \pi^*) - \mathbb{E}[V(\mathcal{M}, \pi_t)]),$$

(2)

where $\pi_t$ is the policy prescribed by the RL algorithm in iteration $t$. In Section 4 we introduce a meta framework covering a class of commonly used RL algorithms in the literature, for the learning task using target data $\mathcal{D}$ and its associated regret analysis.

A significant challenge with applying the existing RL algorithm to our problem is that $\mathcal{D}$ contains no data or very few data points at the beginning stage of learning – the small-sample issue as discussed in the introduction. To recap, in the online learning setting, to account for the parameter uncertainty, exploration over possibly non-optimal policies during the learning process is required to avoid getting stuck in a sub-optimal policy (a main differentiator from ETO). The small sample size, however, leads to large variance and less “confidence” in the estimated parameters and, thus, requires more exploration of non-optimal policies and increases the regret. We formalize this intuition via the regret analysis in Section 4 and numerically demonstrate in Section 6 the high regret when there are just dozens of target patients at the beginning.

**Improving Performance with Historical Data.** To tackle the small-sample issue and improve the performance of existing RL algorithms, we consider developing a new class of algorithms with offline historical data from other users/systems that are similar to $\mathcal{M}$. Reducing regret over the existing algorithms is not only beneficial from the technical perspective, but also has important practical implications. In the preventative intervention setting, targeting the expensive intervention resources to patients who need them most is critical to generating system-wide improvements. Moreover, even though the typical preventative interventions are non-medically based, the additional exploration efforts associated with using only target data may still cause undesirable outcomes for patients (such as sending too many follow-up text messages) and lead to the waste of the intervention resources. Thus, the performance improvement is essential for healthcare management.

We denote the MDP for the historical patient populations as $\mathcal{M}_0 = (\mathcal{H}, S, A, R_0, P_0)$. The historical patients share the same state and action spaces with the target patients, as well as the same horizon length $H$. However, they differ in the reward and transition probabilities $(R_0, P_0)$, which are
Also not known. We do not interact with the historical patients during the learning but have access to data generated from \( M_0 \) offline, denoted as \( D_0 \) — namely, the historical data. Next, we formalize the “closeness” between the target and historical MDPs in Assumption 1, followed by two remarks.

**Assumption 1.** There exists a known constant \( \Delta > 0 \), such that \( \forall (s, a) \in S \times A, 1 \leq h \leq H, \)

\[
|r(h, s, a) - r_0(h, s, a)| \leq \Delta, \quad \|P(\cdot; h, s, a) - P_0(\cdot; h, s, a)\|_1 \leq \Delta.
\]

It is worth emphasizing that we do not need to make any parametric assumptions on how the target patients and historical patients are connected in terms of the model parameters. All we need is this non-parametric Assumption 1 to measure their closeness. This is a significant difference from regression-based methods such as contextual learning or clustering: their key assumption is that target and historical patients who share similar features have similar outcomes (reward) and transition probabilities, so a parametric regression model is often in place to capture this similarity. In other words, our learning framework is “model-free” and is more general than the existing regression-based methods. Importantly, regression-based methods are prone to model misspecification while ours is not; we show this analytically in Section 3.3.3. Our learning algorithm developed under this model-free framework is specified in Section 5. We will further discuss how to deal with \( \Delta \) in implementation after specifying the algorithm there.

**Remark 1 (Aggregate Statistics).** Another primary benefit of our model-free formulation is that only aggregate statistics in terms of \((R_0, P_0)\) are required from the historical data \( D_0 \), instead of individual-level data. Our algorithm developed under this framework naturally is model-free, a very appealing feature for settings in which data privacy is a main concern. Because it allows the use of public datasets or published studies (which usually just provide only aggregate statistics) to facilitate the learning of individuals; see further discussions in Section 6.5. This representation via \((R_0, P_0)\) also covers cases in which the historical data observations are from a mixture of patients from different classes/populations; that is, \( D_0 \) is generated by a mixture of multiple (unknown) MDPs (Chen et al. 2020). In these cases, \((R_0, P_0)\) corresponds to the mixture of different MDPs (according to their sample proportions) and can be estimated via the empirical averages.

**Remark 2 (Model Extensions).** First, in the baseline setting, the historical data \( D_0 \) are treated as though they are from a single group. When more information is available, such as which subsets of observations in \( D_0 \) belongs to the same subgroup (e.g., from the same hospital or region), we can further refine our analysis and algorithm with this information; see Appendix EC.4.4. Second, we treat the learning task for each target patient class independently, assuming the same access to historical data during the learning. We can incorporate the interactions among target classes in a batched fashion: we learn and collect target data separately in each batch and add them into
the historical data before starting the next batch. Lastly, the baseline model focuses on the setting without resource constraints. To deal with resource constraints, one can adapt the well-known Whittle index and incorporate it into the learning, e.g., see Grand-Clément et al. (2022).

3.3 Structural Analysis: Post-discharge Intervention Management

In this section, we provide a detailed structural analysis of one specific preventative intervention example: the post-discharge intervention planning to reduce hospital readmissions. This is also the main application used in our case study in Section 6. The analysis in this example serves three purposes: (i) it provides an elaborated operational context for the general MDP and RL framework (Section 3.3.1); (ii) the structural properties for this example problem show the criticality of tailored intervention and the need to accurately estimate the MDP parameters for each target class (Section 3.3.2); and (iii) showcasing the insufficiency of existing learning methods (Section 3.3.3).

3.3.1 Operational Context

Patients who fail to comply with the medical advice given upon discharge (e.g., they forget to take their medications as prescribed) are not only contributing to millions of dollars in avoidable healthcare costs and increased hospital congestion, but are also putting themselves at higher risks for adverse events and relapses that land them back in the inpatient ward (Bresnick 2016). Follow-ups via text messages, calls or home visits to increase patients’ adherence to medical advice have proven effective in reducing hospital readmissions (Yiadom et al. 2020, Takchi et al. 2020). Specifically, after a patient is discharged, the hospital makes a plan for whether to follow up with the patient at each “check point”, typically each week (Liu et al. 2018). This plan is carried out by a case manager, who may dynamically adjust the plan given the state of the patient (e.g., healthy or at-risk) each week. Despite the benefits, due to the additional staffing requirements for the followups, such interventions could result in an overall net loss if not properly designed (Chan et al. 2022).

This post-discharge planning problem can be modeled via the MDP introduced in Section 3.1. Each checkpoint is a decision epoch \(h\), and without loss of generality, each week is an epoch. We consider a 30-day or 90-day readmission window, hence 4 or 12 decision epochs in total. For each decision epoch, the home visit is the strongest level of intervention, followed by phone calls and text messages. As mentioned, we focus on the Markovian intervention policy, but it is easy to incorporate history-dependent policies by enlarging the state space. In the simplest case with \(|S| = 2\), the state just corresponds to healthy (0) and readmitted (1), and the transition probability from \(s = 0\) to \(s' = 1\) corresponds to the readmission risk. The cost (negative reward) \(-r(h, s, a) = c(h, s, a) = c_a \cdot 1(a \neq 0) + c_R \cdot P(s' = 1; h, s, a)\) for \(s \neq 1\), where \(c_a\) is the intervention cost, and \(c_R\) is the penalty cost for readmission. See more illustration in Appendix EC.1.
3.3.2 Structural Properties and Criticality of Risk Trajectory Estimation

We derive structural properties of the optimal post-discharge intervention policy, focusing on the simplest setting: $S = \{0, 1\}$ and $A = \{0, 1\}$ with $a = 1$ being the intervention taken. All MDP parameters are known (no learning needed). We consider a given target class and use $p_{h,a}$ to denote its readmission probability in epoch $h$ under action $a$. We use $\beta \equiv c_a/c_R$ to denote the treatment cost ratio, and $\Delta_h \equiv p_{h,0} - p_{h,1}$ the intervention effect in epoch $h$. Proposition 1 shows the temporal pattern of the optimal decision, i.e., when to start and stop intervention. We consider the typical risk evolution pattern in the post-discharge phase: the risk increases first and then decreases (Shi et al. 2021). This pattern also covers the scenario in which the risk only increases or decreases.

**Proposition 1 (Temporal Pattern).** Assume that the following two conditions hold:

(a) For fixed $a \in \{0, 1\}$, the readmission probability $p_{h,a}$ is monotone non-decreasing in $h$ for $1 \leq h \leq h_c$, and $p_{h,a}$ is monotone non-increasing in $h$ for $h_c \leq h \leq H$.

(b) The change in treatment effect $\Delta_h - \Delta_{h+1}$ satisfies that

$$
\frac{\Delta_h}{p_{h,0}} - \frac{\Delta_{h+1}}{p_{h+1,0}} \begin{cases} < \frac{\beta}{\prod_{i=h+1}^{H} (1-p_{i,1})}, & \text{for } 1 \leq h \leq h_c - 1, \\ > \frac{\beta}{\prod_{i=h+1}^{H} (1-p_{i,0})}, & \text{for } h_c \leq h \leq H - 1. 
\end{cases}
$$

Then, the optimal intervention policy takes the form of

$$a_0^* = \ldots = a_{h_0}^* = 0, \quad a_{h_0+1}^* = \ldots = a_{h_1}^* = 1, \quad a_{h_1+1}^* = \ldots = a_H^* = 0,$$

for some $1 \leq h_0 \leq h_c \leq h_1 \leq H$.

This proposition says that the optimal policy is to initiate and then stop intervention at some proper epochs. Intuitively, the two conditions jointly imply that treatments in the middle are more effective, so it is optimal to allocate interventions in the middle. Note that Condition (b) involves the relative treatment effect $\Delta_h/p_{h,0}$ and the entire future risk trajectory consisting of all $p_{i,0}$’s and $p_{i,1}$’s after the current epoch $h$. Though the structure of the temporal pattern is intuitive, the detailed times of the start epoch $h_0$ and the ending epoch $h_1$ depend on the actual values of these parameters. Thus, when managing a panel of heterogeneous patients with potentially very different risk trajectories, tailored intervention planning is necessary. To achieve this, decision makers need to track the risk trajectory for each target patient class, a task that soon becomes unmanageable for clinicians if purely relying on human memory, even in this simplest setting. Furthermore, we show in Appendix EC.2.2 that there is no simple rule-of-thumb to bypass the need to estimate each individual class’s risk trajectory, e.g., neither prioritizing with respect to the absolute risk level nor prioritizing to the treatment effect is optimal.

The complex dependence of the optimal policy structure on the entire risk trajectory, demonstrated via this simplest MDP setting, is due to the dynamic nature of our problem. This is in sharp
contrast to static or one-stage intervention (Tomkins et al. 2021, Gupta et al. 2020). One cannot rely solely on human intuitions or ad-hoc decision criteria. Moreover, the optimal policies critically depend on the estimation of the parameters (the readmission probabilities). If the estimations are inaccurate, the resulting policy could be far from optimal. Algorithmic decision-support based on effective learning of the MDP parameters in a data-driven fashion is critical.

3.3.3 Insufficiency of Regression-Based Methods

Regression-based methods such as contextual learning and clustering are commonly used tools for online learning, as we reviewed in Section 2. They typically assume that the dependence of the reward or transition on the features is similar among patients. In this section, we construct an example in the readmission context with just one patient feature $x$. We show that the common wisdom of grouping patients by similar features may never recover the true model due to misspecification.

We consider two classes of patients: target (class 1) and historical (class 2), and 30-day readmission window (so $H = 4$); other settings remain the same as in the simplest MDP setting. We assume that the 30-day readmission risk follows a common linear model for class $i$:

$$ p_i(a, x) = c_1 a + c_2 x + c_3, \quad i = 1, 2, $$

where the readmission risk depends on the action $a = \{0, 1\}$ (with treatment effect $c_1 < 0$), a continuous feature drawn from a Gaussian distribution $x \sim \mathcal{N}(\mu_i, \sigma_i^2)$, and the intercept $c_3$. We omit the state variable $s \in \{0, 1\}$ (readmitted or not) for simplicity. The temporal pattern, conditional on being readmitted, is given by the proportions $\{\alpha_{h,i}, h = 1, \ldots, 4\}$ for class $i = 1, 2$. A typical contextual-based method tries to estimate time-dependent readmission probabilities via a linear regression in the form of $p^h(a, x) = \theta_{1,i} a + \theta_{2,i} x + \theta_{3,i}$ for each $h$ with $\theta$'s being the parameters to estimate. The following lemma shows that when the dependence on $x$ is different between the two classes of patients, an imposed parametric model, even if it is the correct form for each class separately, differs from the ground truth for the mixture of the two classes.

**Proposition 2.** (i) For each class $i = 1, 2$, the readmission risk in week $h$ follows the linear model

$$ p_i^h(a, x) = c_{1,i}^h a + c_{2,i}^h x + c_{3,i}^h, \quad \text{with } c_{j,i}^h = \alpha_{j,i} c_j \text{ where } c_j \text{'s are the linear coefficients in (3)}. $$

(ii) For a mixture of the two classes of patients with mixture probabilities $q_i$'s, if $\alpha_{1}^h \neq \alpha_{2}^h$ and the feature distributions are different, the readmission risk $p^h(a, x)$ over the mixture of patients is not a linear function of $(a, x)$.

The proof of this proposition is detailed in Appendix EC.2. Part (i) says that for each class of patients, the linear format is indeed the correct form, and a linear regression can recover the true model. However, part (ii) implies that when we mix these patients, the weekly readmission risk cannot be represented by a linear model. In other words, when we mix data from historical
and target patients and try to fit a linear model, the fitted values will deviate from the ground truth. This is exactly the issue caused by model misspecification: even though past experience tells us that a linear model is sufficient for historical patients, the linear model is no longer sufficient when we impose it on the new patients while mixing data from the historical patients. We will demonstrate through numerical experiments in Section 6.3 that such model misspecification can cause the performance of contextual-learning methods to deteriorate significantly.

4 Background: Perturbed-LSVI Reinforcement Learning and Regret Analysis

In this section, we lay the foundation for our RL algorithm. In Section 4.1, we introduce a meta-algorithm framework, the perturbed least-squares value iteration (perturbed LSVI), and highlight two of its key components. In Section 4.2, we provide an overview of the performance analysis of regret under this meta framework, with an emphasis on the connection between the regret bound and the two key components. The primary benefit of using this meta framework is that it unifies several commonly used algorithms in the RL literature. This provides wide applicability for our data-pooling algorithm developed based on this meta framework. That is, for these commonly used algorithms, we have a unified approach to deriving their data-pooling version and improving the regret performance (to be detailed in Section 5). Note that, in this section, we use only the target data \( D \) when describing the meta framework, as that is the status quo in the literature.

4.1 Perturbed LSVI Framework for RL algorithm

The perturbed LSVI framework is based on the fundamental value iteration method for solving MDP problems. Recall that value iteration first solves the state-action value function – namely, the \( Q\)-function – from the Bellman optimality equation

\[
Q^*(h, s, a) := r(h, s, a) + \sum_{s'} P(s'; h, s, a) \max_{y \in A} Q^*(h + 1, s', y), \quad \text{with} \; Q^*(H + 1, \cdot, \cdot) \equiv 0,
\]

and then obtain the optimal policy \( \pi^*(s, h) = \arg\max_{a \in A} Q^*(h, s, a) \). As the term perturbed LSVI suggests, it adapts the value iteration method for the online learning setting with two key components: (i) value function estimation via least squares fitting, and (ii) adding perturbation terms. We elaborate on these two components in sequence below.

The first key component is the estimation of the \( Q \)-functions by approximating it with a linear combination of basis functions and solving the coefficients for each basis via the least squares method (Bradtke and Barto 1996); see a brief review of the \( Q \)-function approximation in Appendix EC.3.2. In the case of tabular representation, the basis functions are chosen as the indicator functions for each \( (s, a) \) pair. Correspondingly, the estimated \( Q \)-function can be solved with
an explicit expression

\[
\hat{Q}(h, s, a) = \bar{r}(h, s, a) + \sum_{s' \in S} \bar{P}(s'; h, s, a) \max_{y \in A} \hat{Q}(h + 1, s', y) = \bar{r}(h, s, a) + \bar{P}(h, s, a) \cdot \max_{y} \hat{Q}(h + 1, \cdot, y)
\] (4)

for \( h = H, H - 1, \ldots, 1 \), with \( \hat{Q}(H + 1, s, a) = 0 \). Here, \( \cdot \) represents the inner product of two vectors, \( \bar{r}(h, s, a) \in \mathbb{R} \) and \( \bar{P}(h, s, a) \in \mathbb{R}^S \), which are the maximum likelihood estimators (MLE) calculated from the target data \( D \). We focus on this tabular representation in the rest of this paper.

The second key component is the addition of a perturbation term to address the exploration issue in the online learning setting. It is known that value iteration based solely on the estimated value function could get stuck in sub-optimal solutions without any exploration (Osband et al. 2016). The perturbed LSVI framework introduces a set of perturbation terms \( \{w_t(h, s, a)\} \) and injects them into the estimated value functions, i.e.,

\[
\tilde{Q}(h, s, a) = \bar{r}(h, s, a) + w_t(h, s, a) + \bar{P}(h, s, a) \cdot \max_{y} \tilde{Q}(h + 1, \cdot, y).
\] (5)

Then, the value iteration is applied using the perturbed version \( \tilde{Q}(h, s, a) \) instead of \( \hat{Q}(h, s, a) \).

**Algorithm 1** Perturbed LSVI

- Initialize \( \bar{r}_1 = 0 \) and \( \bar{P}_1 = 0 \), data set \( D = \{\} \), \( \tilde{Q}_t(H + 1, s, a) = 0, \forall t, s, a. \)

  for \( t = 1 \) to \( T \) do
  
  Compute \( \bar{r}_t, \bar{P}_t \) from \( D \)

  for \( h = H, H - 1, \ldots, 1 \) do
  
  for all \( (s, a) \) pairs do
  
  Generate \( \xi_t(h, s, a) \) and compute \( w_t(h, s, a) = \varepsilon \cdot (u_t(h, s, a)) \cdot \xi_t(h, s, a) \)

  Compute \( \tilde{Q}_t(h, s, a) = \bar{r}_t(h, s, a) + w_t(h, s, a) + \bar{P}_t(h, s, a) \cdot \max_{y} \tilde{Q}_t(h + 1, \cdot, y) \)

  end for
  
  end for
  
  for \( h = 1, \ldots, H \) do
  
  Collect state \( S_h^t \)

  Select action \( A_h^t = \arg \max_a \tilde{Q}_t(h, S_h^t, a) \)

  Collect reward \( R_h^t \)

  end for

  Update \( D = D \cup \{S_1^t, A_1^t, R_1^t, \ldots, S_H^t, A_H^t, R_H^t\} \)

end for

The perturbed LSVI covers two popular classes of RL methods depending on the design of the perturbation terms \( w_t(h, s, a) \): UCB-based RL algorithm and TS-based RL algorithm, where
UCB stands for Upper-Confidence-Bound, and TS stands for Thompson-Sampling. We elaborate $w_t(h,s,a)$ in Section 4.2. The TS-based version is also known as the Randomized Least-Squares Value Iteration (RLSVI), initially developed in Wen (2014) and extended in Osband et al. (2016), Russo (2019). A complete description of the perturbed LSVI algorithm is given in Algorithm 1.

### 4.2 Regret Analysis Framework

Recall the definition of regret given in (2). For the perturbed LSVI algorithm, the regret can be separated into two parts: estimation errors and exploration efforts, which are contributed by the two key components, respectively. Below, we provide a high-level idea on how the regret connects to each of the two key components. Streamlining these connections provides the important basis to derive our data-pooling algorithm in Section 5, which directly connects its design with the goal of improving the regret performance.

The first part of the regret relates to the accuracy of the value function estimation, which further depends on the estimates of the MDP parameters: reward and transition probabilities $(R, P)$. This connection is intuitive since the perturbed LSVI algorithm belongs to the class of value-iteration algorithms; it can prescribe better decisions if the value function and MDP parameters are estimated more accurately. Through standard regret analysis, one can show that the accuracy of these estimates can be measured by their corresponding confidence radius, which is derived from Hoeffding’s inequality and probability models for tabular RL. Formally, we use $\varepsilon^H_R(n)$ and $\varepsilon^H_P(n)$ to denote the (Hoeffding) confidence radius in estimating the mean reward and transition probabilities, respectively, from $n$ samples in the target data $\mathcal{D}$. We can then bound the part of the regret caused by estimation error by some increasing function in terms of these confidence radii, $f_1(\varepsilon^H_R, \varepsilon^H_P)$.

The second part of the regret comes from the exploration cost, contributed by the perturbation terms $\{w_t(h,s,a)\}$. Intuitively, $w_t(h,s,a)$ must compensate the estimation error in the value function in order to ensure sufficient exploration. A common practice in the design of the perturbed LSVI algorithm is to set $w_t(h,s,a)$ “in proportion” to the confidence radii of the estimated value functions, denoted as $\varepsilon^H_V(\cdot)$, with

$$ w_t(h,s,a) = \varepsilon^H_V(n_t(h,s,a)) \cdot \xi_t(h,s,a), \tag{6} $$

where $n_t(h,s,a)$ is the number of target samples right before iteration $t$ at the $(h,s,a)$ tuple and $\xi_t(h,s,a)$ are i.i.d. copies of some random variable $\xi$. For example, in UCB-based RL, $\xi$ is set to be a fixed constant, while in TS-based RL, $\xi$ is a normal random variable. ; see more details in Appendix EC.3 Under (6), the corresponding exploration cost can be bounded by another function $f_2(\varepsilon^H_V, \varepsilon^H_P, \bar{W})$, increasing in each term, where $\bar{W} > 0$ depends on the distribution of $\xi$. The appearance of $\varepsilon^H_P$ here is due to the multi-stage nature of the RL setting, i.e., the exploration cost
across different stage $h$ accumulates through state transitions. The exploration cost connects to the estimation accuracy of the value function via $\varepsilon_1^H$.

Based on the two parts of the regret, one can derive an upper bound for the total regret of the perturbed LSVI algorithm in the following form

$$\text{Regret}(T) \leq \sum_{n=1}^{\lceil T/SA \rceil} f_1(\varepsilon_R^H(n), \varepsilon_P^H(n)) + f_2(\varepsilon_V^H(n), \varepsilon_P^H(n), \bar{V}). \quad (7)$$

The rigorous definition of these confidence radii, the detailed expression of $f_1(\cdot)$ and $f_2(\cdot)$, and the regret bound and its proof are given in Appendix EC.4.1. The main idea of the proof is based largely on Russo (2019), and our primary adaptation is to extend the proof for the unified meta-framework (the perturbed LSVI) instead of the focal case (the TS-based RL, RLSVI) in Russo (2019). The bound in (7) indicates that the key to designing an improved version of a perturbed LSVI algorithm is to reduce these confidence radii to achieve a better regret bound.

5 Data-pooling Algorithm

In this section, we develop a novel data-pooling RL algorithm framework. This framework provides a unified approach to convert any perturbed LSVI algorithm given in Section 4 into its data-pooling version, which effectively leverages the historical data to address the small-sample issue and improves the performance over the original no-pooling version. We first provide the overall design ideas, and then formalize the details in Sections 5.1 and 5.2.

**Design Ideas.** To leverage both the target and historical data, a natural idea is to estimate the model parameters, i.e., mean rewards and transition probabilities, in the form of a weighted average of the MLE obtained from the two datasets (given by (8) below). This leads to a data-pooling estimator for the value function that potentially is more accurate and would improve both parts of the regret bound in (7): the first part on estimation errors and the second part on the exploration efforts. The intuition is that more accurate estimates lead to smaller estimation errors, more confidence in the estimates and less exploration efforts on suboptimal policies, which then reduce regret. Once the new estimators are designed, we also need to implement them within the perturbed LSVI framework with proper modifications to the two key components: (i) the value function estimation and (ii) the perturbation design, through which we get the final product: the data-pooling RL algorithm.

The rest of this section works on the tasks in getting the final algorithm, and we provide a roadmap here. First, consider a fixed $(h, s, a)$ tuple; let $\bar{r}_n$ and $\bar{P}_n$ be the MLE of the mean reward and vector of transition probabilities obtained from $n$ samples from the target data, and let $\bar{r}_0$ and $\bar{P}_0$ be the MLE obtained from $N$ samples from the historical data (satisfying the model-free
RL framework in Section 3.2). The data-pooling estimators for the mean reward and the vector of transition probabilities follow a weighted average form as

\[
\hat{r}^{DP}_n = \lambda \bar{r}_n + (1 - \lambda) \bar{r}_0, \quad \hat{P}^{DP}_n = \lambda \bar{P}_n + (1 - \lambda) \bar{P}_0,
\]

(8)

where the weight \( \lambda \in [0, 1] \). The core for our data-pooling design is to choose a proper \( \lambda \). Our major innovation is to choose this \( \lambda \) based on the decision quality – the regret performance. Recall that reducing the regret bound (7) essentially depends on the reduction in the confidence radii (because both \( f_1 \) and \( f_2 \) in (7) are increasing functions in the radii). This leads us to choose \( \lambda \) by minimizing the confidence radii, specified in Section 5.1. Based on the chosen \( \lambda \), we then incorporate the new estimators into the perturbed LSVI framework, specified in Section 5.2.

### 5.1 Data-pooling Estimators via Minimizing Confidence Radii

As highlighted in the design ideas, we choose the weight \( \lambda \) to minimize the confidence radii to improve the decision quality. The formal definition of the confidence radii, in the context of regret bound analysis, is as follows. For a given confidence parameter \( \delta \) and each \((h, s, a)\) tuple, we say that a sequence of functions \(\{\varepsilon_V(n), \varepsilon_P(n), \varepsilon_R(n) : 0 \leq n \leq T\}\) are the confidence radii for given estimators \(\{\hat{r}_n, \hat{P}_n\}\) if

\[
\mathbb{P}(|\hat{r}_n - r(h, s, a)| > \varepsilon_R(n)) < \delta/HSAT,
\]

\[
\mathbb{P}\left(\|\hat{P}_n - P(h, s, a)\|_1 > \varepsilon_P(n)\right) < \delta/HSAT,
\]

(9)

\[
\mathbb{P}\left(|\hat{r}_n - r(h, s, a) + \langle \hat{P}_n - P(h, s, a), V^*_h+1 \rangle | > \varepsilon_V(n)\right) < \delta/HSAT,
\]

where \(V^*_h+1(\cdot) = \max_{a \in A} Q^*(h + 1, \cdot, a) \in \mathbb{R}^S\) is the optimal value-to-go from horizon \( h + 1 \). For example, the Hoeffding confidence radii \(\{\varepsilon^H_V(n), \varepsilon^H_P(n), \varepsilon^H_R(n)\}\) mentioned in Section 4.2 satisfy the above inequalities for the MLE \(\{\hat{r}_n, \hat{P}_n\}\) from the target data without pooling.

Next, for a given confidence parameter \( \delta \) and the difference gap \( \Delta \) as specified in Assumption 1, we derive an expression of the confidence radius for the data-pooling reward estimator \(\hat{r}^{DP}\) (given in (8)) as a function \( \varepsilon(\lambda) \) of the weight \( \lambda \). The function \( \varepsilon(\lambda) \) is composed of two terms: one measures the deviation of \(\hat{r}^{DP}_n\) from its mean, caused by its variability; and the other measures the bias of \(\hat{r}^{DP}_n\) from \(r(h, s, a)\), caused by the underlying difference between the target and historical patients. In other words, optimizing \( \lambda \) is to strike a balance in the variance-bias trade-off. However, this variance-bias trade-off is different from the common ones in the statistics literature, in that the trade-off comes from the regret analysis via the confidence radii instead of prediction accuracy, which we will elaborate on later. Given \( \varepsilon(\lambda) \), we then choose its minimizer \( \arg \min_{\lambda} \varepsilon(\lambda) \) as the weight for our data-pooling estimator. In Theorem 1, we specify the explicit form of the weight \(\lambda^{DP}_{n,N}\), for \( n \) target samples and \( N \) historical samples, solved from the minimization problem.
Theorem 1. Let \(\delta > 0\) be a given confidence parameter. For any triple of \((h, s, a)\), let \(\bar{r}_0\) and \(\bar{P}_0\) be the MLE (empirical averages) for the reward and transition probabilities estimated from \(N \geq 0\) i.i.d. observations in the historical data. Let \(\bar{r}_n\) and \(\bar{P}_n\) be the MLE from \(n \geq 1\) i.i.d. observations in the target data. Under Assumption 1 with \(\Delta > 0\), we define a data-pooling estimator as

\[
\hat{r}_n^{DP} = \lambda_{n,N}^{DP} \bar{r}_n + (1 - \lambda_{n,N}^{DP}) \bar{r}_0, \quad \hat{P}_n^{DP} = \lambda_{n,N}^{DP} \bar{P}_n + (1 - \lambda_{n,N}^{DP}) \bar{P}_0,
\]

with

\[
\lambda_{n,N}^{DP} = \lambda(n, \Delta, N, \delta) \triangleq \begin{cases} 
\frac{n+Nn\Delta}{\sqrt{(N+n)\log(2HSAT/\delta)/2-\Delta^2Nn}} & \text{if } n < \log(2HSAT/\delta)/2\Delta^2, \\
1 & \text{otherwise}.
\end{cases}
\]

Then, there exists a sequence of confidence radii \(\{\varepsilon_R^{DP}(n, N), \varepsilon_P^{DP}(n, N), \varepsilon_V^{DP}(n, N)\}\) for the data-pooling estimators \(\{\hat{r}_n^{DP}, \hat{P}_n^{DP}\}\) such that

\[
\varepsilon_R^{DP}(n, N) \leq \varepsilon_R^H(n), \quad \varepsilon_P^{DP}(n, N) \leq \varepsilon_P^H(n), \quad \varepsilon_V^{DP}(n, N) \leq \varepsilon_V^H(n).
\]

The inequalities are strict when \(n < \log(2HSAT/\delta)/2\Delta^2 \) and \(N \geq 1\).

The proof for Theorem 1, including detailed expression of \(\varepsilon(\lambda)\), is given in Appendix EC.4.2. Note that the explicit expression of the weight \(\lambda_{n,N}^{DP}\) provides great benefit in the computational time, which is in contrast to other methods that are computationally burdensome when updating the estimates (e.g., contextual learning requires re-fitting the regression model). Moreover, the explicit form provides intuitive insights into the weight of using own data versus historical data. For example, \(\lambda_{n,N}^{DP}\) is increasing in \(n\) and \(\Delta\). This implies that (i) when we collect more data from the target patients (larger \(n\)) during the learning, we can trust the estimate from the target data more and gradually reduce the reliance on using the historical data; and (ii) the larger the difference between the historical and target patients, the less (more cautious) we will use the historical data.

Remark 3 (Difference Gap). In our theoretic analysis, the difference gap \(\Delta\) is assumed known with sufficient prior knowledge. In practical implementation, in which \(\Delta\) is not known exactly, we propose an easy-to-implement approach to estimate \(\Delta\). We set \(\Delta\) as the difference between the MLEs from the historical and target data multiplied by a constant \(\gamma > 0\). We treat \(\gamma\) as a hyper-parameter and fine tune its value around one via cross-validation. We implement this approach in our case study in Section 6 and show that there is a fairly large range of values of \(\gamma\) that produce similar performance for our data-pooling algorithm (and beat other benchmarks), implying the robustness to the choice of \(\Delta\) and the practical implementability of our approach. A detailed description of this approach is in Appendix EC.5.4 with robustness check in EC.5.8.2.
5.2 Data-pooling Perturbed LSVI and Regret Bound

With the new estimators provided in Theorem 1, the next step is to incorporate them within the perturbed LSVI framework to get the final data-pooling RL algorithm. This involves modifications to the two key components: new value function estimates and new perturbation term design. Note that in each iteration $t$ of an RL algorithm, the number of samples observed at a $(h, s, a)$ tuple from the target data, denoted by $n_t(h, s, a)$, is random and path-dependent. Theorem 1 is for a fixed sample size $n$. The results on fixed $n$ can be applied to the random and path-dependent $n_t(h, s, a)$ by conditioning on a “good event” and the pigeon’s hole principle as in standard regret analysis. We specify these details in the proof in the appendix and use the path-dependent $n_t(h, s, a)$ in the following analysis. We use $N(h, s, a)$ to denote the sample size for the tuple in the historical data, which is fixed through the learning procedure.

**Modified Value Function Estimate.** In each iteration $1 \leq t \leq T$, substituting $n$ with $n_t(h, s, a)$ for the pooling estimators in Theorem 1 we get the following estimates

\[
\hat{r}_t^{DP}(h, s, a) = \lambda_t(h, s, a) \tilde{r}_t(h, s, a) + (1 - \lambda_t(h, s, a)) \tilde{r}_0(h, s, a),
\]

\[
\hat{P}_t^{DP}(h, s, a) = \lambda_t(h, s, a) \tilde{P}_t(h, s, a) + (1 - \lambda_t(h, s, a)) \tilde{P}_0(h, s, a),
\]

where the weight $\lambda_t(h, s, a) = \frac{\lambda_{DP}}{n_t(h, s, a)} \frac{N(h, s, a)}{N(h, s, a)}$ is computed according to (10). Correspondingly, the data-pooling estimate for the value function $Q(h, s, a)$ follows

\[
\hat{Q}_t^{DP}(h, s, a) = \hat{r}_t^{DP}(h, s, a) + \hat{P}_t^{DP}(h, s, a) \cdot \max_y \hat{Q}_t^{DP}(h + 1, \cdot, y)
\]

for $h = H, H - 1, \ldots, 1$ with $\hat{Q}_t^{DP}(H + 1, s, a) \equiv 0$.

**Modified Perturbation Term.** The last piece in designing the data-pooling RL algorithm is to modify the perturbation terms. Recall that in (6), the perturbation terms $w_t(h, s, a)$ in the no-pooling algorithm are specified by the random variable $\xi$. We show that if $\xi$ can ensure sufficient exploration (to prevent getting stuck in suboptimal policies caused by estimation error) in the original no-pooling version, it also works for the data-pooling version and its associated confidence radii. As a consequence, we set the data-pooling perturbation terms as

\[
w_t^{DP}(h, s, a) \equiv \varepsilon^{DP}_V(n_t(h, s, a)) \cdot \xi_t(h, s, a), \quad \xi_t(h, s, a) \overset{i.i.d.}{\sim} \xi.
\]

Since $\varepsilon^{DP}_V(\cdot) \leq \varepsilon^{H}_V(\cdot)$, this modification leads to a smaller amount of perturbation while maintaining sufficient exploration, which reduces the part of the regret from the exploration cost.

**Data-pooling RL.** Given the modified value function estimator (12) and perturbation terms (13), we plug them into Algorithm 1 and get our data-pooling perturbed LSVI algorithm. See the complete specification in Algorithm 2 below. Note that we use the perturbed value function:

\[
\tilde{Q}_t^{DP}(h, s, a) = \hat{r}_t^{DP}(h, s, a) + w_t^{DP}(h, s, a) + \hat{P}_t^{DP}(h, s, a) \cdot \max_y \hat{Q}_t^{DP}(h + 1, \cdot, y),
\]
with \( \tilde{Q}_i^{DP}(H + 1, s, a) \equiv 0 \).

\[ \text{Algorithm 2 Data-pooling Perturbed LSVI} \]

Initialize \( \tilde{r}_1 = 0 \) and \( \tilde{P}_1 = 0 \), data set \( D = \{ \} \), \( \tilde{Q}_i^{DP}(H + 1, s, a) \equiv 0, \forall t, s, a. \)

Input hyperparameter \( \Delta > 0 \) and \( \delta \).

Input \( (N(h, s, a), \tilde{r}_0(h, s, a), \tilde{P}_0(h, s, a)) \) obtained from the historical data.

\begin{algorithm}
\begin{algorithmic}
\State for \( t = 1 \) to \( T \) do
\State Compute \( \tilde{r}_t, \tilde{P}_t \) from \( D \)
\For {all \( (s, a) \) pairs}
\State Generate \( \xi_t(h, s, a) \) and compute \( w_t^{DP}(h, s, a) = \varepsilon_t^{DP}(n_t(h, s, a)) \cdot \xi_t(h, s, a) \)
\State Compute the data-pooling estimators \( \tilde{r}_t^{DP}(h, s, a) \) and \( \tilde{P}_t^{DP}(h, s, a) \) according to (11)
\State Compute data-pooling perturbed value function
\State \[ \tilde{Q}_t^{DP}(h, s, a) = \tilde{r}_t^{DP}(h, s, a) + w_t^{DP}(h, s, a) + \tilde{P}_t^{DP}(h, s, a) \cdot \max_y \tilde{Q}_t^{DP}(h + 1, s, a) \]
\EndFor
\EndFor
\For {\( h = 1, \ldots, H \)}
\State Collect state \( S^t_h \)
\State Select action \( A^t_h = \arg \max_a \tilde{Q}_t^{DP}(h, S^t_h, a) \)
\State Collect reward \( R^t_h \)
\EndFor
\State Update \( D = D \cup \{ S^1_1, A^1_1, R^1_1, \ldots, S^t_H, A^t_H, R^t_H \} \)
\EndFor
\end{algorithmic}
\end{algorithm}

Although we call our algorithm the data-pooling algorithm, it is a general representation of the data-pooling version of a given perturbed LSVI algorithm (the base algorithm). For example, if the base is \textit{TS-based} RL, then the corresponding data-pooling algorithm is the TS-based data-pooling algorithm. We use “data-pooling RL” as a general term and stress that what we provided here is a unified approach to covert a wide class of existing RL algorithms to their data-pooling version. Next, we state the performance guarantee of the data-pooling RL in Theorem 2.

**Theorem 2 (Informal).** Suppose that a perturbed LSVI algorithm satisfies certain technical conditions such that its regret is bounded by

\[
\text{Regret}(T) \leq (1 + 2p_0^{-1})HSA \left[ \sum_{n=1}^{[T/SA]} (\varepsilon^H_{p}(n) + H(\tilde{W} + 1)\varepsilon^H_{p}(n) + \tilde{W}\varepsilon^H_{p}(n)) + 4HT\delta, \right]
\]
where $\delta$ is the confidence parameter and the positive constants $\bar{W}$ and $p_0$ are determined by specific choice of the random variable $\xi$ for the perturbation terms in (6). Under Assumption 1, the corresponding data-pooling version as given in Algorithm 2 satisfies the same set of technical conditions and its regret

$$\text{Regret}(T) \leq (1 + 2p_0^{-1})HSA \sum_{n=1}^{\lfloor T/SA \rfloor} (\varepsilon^\text{DP}_R(n, N) + H(\bar{W} + 1)\varepsilon^\text{DP}_P(n, N) + \bar{W} \varepsilon^\text{DP}_V(n, N)) + 4HT\delta,$$

where $N = \min_{h,s,a} N(h,s,a)$. Consequently, if $N(h,s,a) \geq 1 \ \forall (h,s,a)$ and $\Delta \leq \sqrt{\log(2HSA/\delta)/2}$, the data-pooling version has a strictly smaller regret bound than the no-pooling version.

The formal statement of Theorem 2 and its proof are given in Appendix EC.4.3. This theorem shows that, as long as three conditions are met (i.e., the base algorithm is well designed; the data difference $\Delta$ is small; and there are sufficient observations in the historical data$^2$), the data-pooling RL algorithm achieves a smaller regret bound compared to the original no-pooling algorithm.

To recap, the entire design of our data-pooling estimator is driven by improving the regret performance, as now shown by Theorem 2. This highlights the fundamental difference between the design of our data-pooling estimator and those in the statistics literature: pooling for better decision quality versus for better prediction. Our data-pooling design does improve the accuracy of the estimator, but this improvement is more intricate: the design improves value function estimation and reduces the unnecessary exploration in learning with only target data and, hence, supports the end goal of improving decision quality. Note that, although our regret analysis is based largely on the perturbed LSVI framework and its regret bound (7), our approach of connecting the data-pooling design with regret analysis can be applied within other algorithm frameworks and motivate the design of even-more-efficient algorithms, upon better regret bound available. We leave this as an important future direction. The key novelty in this paper is to identify this new design approach.

**Extension to Multiple Historical Groups.** Our analysis has been focused on the case in which all historical data are generated from a single mixture MDP $\mathcal{M}_0$. In practice, it is common that multiple sets of historical data are available from different sources (populations). If the decision maker has prior information on this, we show that it is possible to choose different values of the weight parameter $\lambda_t$ for different historical datasets and one can further improve the regret performance. We formalize this idea in Appendix EC.4.4 with proof.

---

$^2$ The data-pooling weight $\lambda_t(h,s,a)$ is computed according to $N(h,s,a)$ in the algorithm while we use $N$ in the theoretic regret analysis, mainly to obtain a simple expression of the regret bound. See more in remark EC.3 in Appendix EC.4.3.
6 Case Study: Post-Discharge Intervention Planning

We demonstrate the practical applicability and empirical success of our data-pooling RL algorithm via a specific healthcare problem: the personalized post-discharge intervention to reduce hospital readmissions. We first specify the dataset and calibrate the evaluation platform in Section 6.1. In Section 6.2, we compare our data-pooling algorithm with other benchmarks and show the superior performance of ours in reducing the regret, the total cost, and the overall readmission rates. In Section 6.3, we examine the key drivers behind the better performance of our algorithm to provide explainability. In Section 6.4, we show the robustness of our algorithm with respect to model misspecification. In Section 6.5, we discuss insights for practical implementation.

6.1 Data Description and Simulator Calibration

Our dataset comes from a large teaching hospital in Asia. It contains 21,596 records of patients discharged from July 2010 to February 2011. We focus on the 30-day readmission rate as the main outcome variable; extension to the 60-day or 90-day readmissions is straightforward. There are 21 feature variables, including basic demographics (e.g., age, gender), medical information (e.g., medical specialty, number of prior visits), insurance and diagnostic information, and intervention records (whether follow-up was scheduled upon discharge).

We use the 9,766 samples from July to October 2010 as the historical data and calibrate a simulator for patients discharged between November 2010 and February 2011. The simulator provides the environment (the “oracle” \( \mathcal{M} \) for each target class) for us to generate target data and evaluate policies. Note that we use the first part of the data from the same hospital to be the historical dataset, instead of using public datasets or published studies, for the benefits of benchmark algorithms such as contextual-based methods because they require individual-level information to train and learn the model. In Section 6.5, we show the advantage of our algorithm in requiring aggregate statistics only from the historical data.

We consider four decision epochs corresponding to weekly decisions in the 30-day readmission window. The MDP setup follows the simple setting specified in Section 3.3.2, with two states \( (s \in \{0, 1\}) \) and two actions \( (a \in \{0, 1\}) \). The key to building the simulator lies in calibrating the transition probabilities, i.e., the readmission probability \( P(s' = 1|h, s = 0, a) \) for different individual classes in each week \( h \) with or without the intervention. In calibrating these probabilities, the main difficulty is properly estimating the treatment effect, i.e., how the followup intervention impacts the readmission probability when selection bias is present. That is, patients were not randomly selected for the follow-up intervention in the historical data. To begin with, the hospital would select patients for intervention that they believed to have a higher risk of readmission. These selected patients had higher baseline readmission rates than those who were not selected; hence, even though they
received the intervention, they still had a higher chance of being readmitted than those who were not selected. To correct for the selection bias, we apply the Heckman’s two-step correction (Heckman 1976). See Appendix EC.5 for the complete details.

The performance of our two-step regression is measured by the out-of-sample Area Under the Curve (AUC), which is 0.71. This AUC performance is comparable with those reported in the literature for readmission prediction. The estimated treatment effect is significant, along with the following predictive features: age, number of transfers, whether admitted from the emergency department (ED), number of prior visits, the Charlson comorbidity score, had an operations or not, and the hospital length-of-stay (LOS). This is consistent with findings in the medical literature on predictors of readmission risk, such as the LACE score (Robinson and Hudali 2017). Based on these predictive features, we classify the target patients into 146 individual classes as the ground truth. Table 1 shows five representative classes, and we observe that patients in different target classes can have very different optimal policies. These optimal policies are calculated by solving the corresponding MDP model (assuming that the true parameters are known) under the intervention cost and readmission cost, $c_a = 0.13$ and $c_R = 10$, respectively. This significant difference in the optimal policies confirms the necessity of tailored intervention planning, as discussed in Section 3.3.2. The full table with all 146 classes is available in Appendix EC.5. For historical patients, we consider two setups: one treats all historical data points as generated from one mixed MDP $M_0$ (i.e., single group for all historical patients); the other setup classifies the historical patients into eight groups based on the predictive features (see Table EC.4 in the Appendix). In the baseline experiments, we use the latter setup with eight groups; the former setup is discussed in Section 6.5 for sensitivity analysis.

| Index | Sample Size | Weekly Arrival | Optimal Policy | Admission Source | Age | #Transfers | #Prior Visits | Had operations | Charlson Score | Length of Stay |
|-------|-------------|----------------|----------------|-----------------|-----|-------------|---------------|----------------|----------------|---------------|
| 20    | 139         | 7              | 1111           | ED              | [61,80] | ≥ 2         | 0             | 0,1            | ≥ 4            | 2-4           |
| 33    | 35          | 2              | 1111           | ED              | [41,61] | 1           | 0             | 0              | 1-3            | 2-4           |
| 93    | 139         | 5              | 1100           | ED              | [41,61] | ≥ 3         | 1-3           | 0,1            | 0              | 1             |
| 11    | 108         | 4              | 1000           | nonED           | [41,61] | ≥ 2         | 0             | 1              | 0              | ≥ 2           |
| 144   | 128         | 5              | 0000           | nonED           | [18,41] | 3           | 0             | 1              | 0              | 1             |

*Table 1* Representative target classes and their optimal policies (1 = intervention; 0 = no intervention), total sample size and number of arrival per week (rounded to integer). The length of stay is measured in days.

### 6.2 Algorithm Comparison and Results

We use the calibrated simulator to evaluate the performance of our data-pooling algorithm and other benchmark algorithms. To evaluate a given algorithm, we run 100 replications with 50 iterations.

---

3 The cost is not normalized to $[0, 1]$, as in the theoretical analysis, but that does not affect our comparison. The values for $c_a$ and $c_R$ are set to ensure enough difference in the optimal policies across patients. The values can be varied to generate tradeoff curves – tradeoff between the number of interventions versus the readmission rates.
In each iteration (equivalent to 1 week), new patients in each of the 146 target classes are generated according to their empirical weekly arrival rates. The simulator generates patient evolution trajectories (data points) under the given algorithm. The data points collected in this iteration are added to the corresponding target dataset to help the algorithm prescribe actions for new patients in the next iteration. The historical data remains fixed. We report the average performance across the 100 replications and all target classes.

For our data-pooling algorithm, we use the TS-based RL as our base algorithm, i.e., the data-pooling version of the RLSVI algorithm. We compare the performance of our data-pooling algorithm with a few benchmarks in the following three categories.

1. Estimate-then-optimize (ETO) methods:
   - The JS method applies the James-Stein (JS) estimator (Efron and Hastie 2016) to estimate the reward and transition probability by merging the historical and target data.
   - The Contextual-P method fits a regression model for the reward and transition probability by merging the target and historical data.

We adapt these ETO methods for the online setting for a more fair comparison, i.e., we continue to update parameters as new target data are collected, and perturbation terms are added to the value function estimation to encourage exploration.

2. Learning with only target data: the Personalized method uses RLSVI for learning but only utilizes the target data, i.e., the standard RLSVI without pooling.

3. Learning with both target and historical data:
   - The Complete method uses RLSVI by simply merging the historical and target data in learning. Due to the dominantly large historical sample size, this method behaves almost like an offline method, as the optimal policies are driven by the historical data.
   - The Contextual-Q method fits a regression model for the Q-function.
   - The Clustering method adaptively pools the target data and groups of historical data according to the distance of the estimated transition probability for each \((h, a)\) pair; see Miao et al. (2019) for motivation of this method and Appendix EC.5.4 for adaptation to our RL setting.

The implementation details of data-pooling RLSVI and benchmark algorithms are in Appendix EC.5.4. Moreover, to give enough “benefit of the doubt” to the benchmark algorithms, we tune the necessary hyper-parameters for each benchmark and choose the best one to report. All the hyper-parameters used are specified in Appendix EC.5.5.

Figure 1 displays the regret performance of our data-pooling RLSVI and other benchmarks. We see that the average regret of our method decreases much faster than others, especially in the first 10 iterations, in which the small-sample issue is particularly prominent. Table 2 reports the numeric values of the total regret for each algorithm, as well as the total cost, the main patient outcome (30-
day readmission rate), and the computational time. From the table, it is clear that our data-pooling algorithm achieves the smallest total regret, the smallest cost, and the lowest readmission rate (except for two contextual methods) over 50 iterations. Compared to the two contextual methods, our algorithm enjoys faster computational performance. This benefits from the fact that the weight $\lambda_t$ in our data-pooling algorithm can be calculated very efficiently in each iteration. In contrast, contextual methods would require that we recalculate the regression in each iteration and this results in excessively long computational times. Among all the benchmark algorithms, the clustering and contextual-Q methods are the most competitive ones, with the performance gap with our algorithm being 37% and 25%, respectively. We take a closer look at the reasons that our algorithm outperforms these benchmarks in the next section.

![Figure 1](image)

**Figure 1** Regret per iteration of 146 target patient classes. The solid line represents the average from 100 replications, and the shaded area corresponds to the 95% confidence interval.

| Algorithm       | Total Regret ± | Total Cost ± | Readmission Rate | CPU time/class |
|-----------------|----------------|--------------|------------------|----------------|
| Data-pooling    | 2813.33±35.77  | 50663.38±115.06 | 9.80%           | 25.401         |
| JS              | 3994.96±43.89  | 51868.8±135.1  | 9.82%           | 16.93          |
| Contextual-P    | 4342.01±9.27   | 47297.71±91.78 | 9.73%           | 891.87         |
| Personalized    | 4405.01±55.27  | 52261.2±138.66 | 10.58%          | 7.36           |
| Complete        | 4095.43±14.83  | 51971.87±120.58 | 9.98%           | 6.47           |
| Contextual-Q    | 3529.49±19.35  | 51392.18±112.42 | 8.93%           | 666.38         |
| Clustering      | 3848.24±49.72  | 51692.41±117.9 | 10.29%          | 11.85          |

Table 2 Performance of different algorithms in 50 iterations estimated via 100 rounds of simulation. The numbers following the ± sign are half-width of the 95% confidence intervals. CPU times are from using the same server.

6.3 Why Data-pooling Outperforms the Benchmarks

The two benchmark algorithms in the first category (ETO methods), i.e., JS and contextual-P, use both the target data and the historical data. However, the way that they pool data is based on prediction accuracy, ignoring the subsequent needs of decision making. For example, the JS weight is chosen based on minimizing the MSE in the prediction. The numerical results clearly show
that, without connecting to the decision-making quality, the conventional estimate-then-optimize procedure results in suboptimal performance even with proper adaptation to the online setting.

For the second category, the personalized method suffers from the small sample issue in the initial learning by using only the target data. It is evident from Figure 1 that the regret per iteration is particularly high before iteration 20.

For the third category, we note that the optimal policy derived from the historical data is (0000), i.e., no treatment (action $a = 0$) in any of the four weeks. In the complete algorithm, the historical data dominates. Hence, the algorithm would prescribe this no-treatment policy for all patients at the beginning, which results in more than half of the patients not receiving their optimal policies. This sub-optimality demonstrates the significant performance gap between the one-size-fits-all policy and tailored intervention policies. Moreover, the large sample size in the historical data leads to a slow update in the policy for target patients, and the sub-optimality persists in every iteration, leading to the highest regret after 50 iterations. Next, we discuss the comparison with clustering in details, and leave the comprehensive comparison with the contextual-Q algorithm in Section 6.4.

**Comparison with Clustering.** A careful examination reveals that our data-pooling algorithm and the clustering algorithm are properly grouping the target patient class with similar patients from the historical data, where the similarity is in terms of the readmission risk in each week. However, the grouping was done in a “soft” way in our algorithm, but in a “hard” way in clustering.
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*Figure 2* Weight $\lambda$ of historical group 3 at epoch $h = 2$ with intervention ($a = 1$).

To illustrate, we use target class 1 as an example. Among the eight groups in the historical data, groups 3, 4, and 8 are the closest to target class 1, in the sense that they have the closest readmission risks with and without interventions. Zooming into epoch $h = 2$ and action $a = 1$, we find that within 20 iterations, data-pooling is able to learn the transition probability fairly closely to the optimal value on nearly all the sample paths. In contrast, clustering may end up staying at a point that is far away from the optimal on a significant number of paths, leading to the choice of the suboptimal action $a = 0$ (even the exploration is not enough to compensate). To see why, we plot in Figure 2 the weight in pooling historical group 3 with the target class on one such
sample path. Indeed, both algorithms correctly used the data from historical group 3 to estimate the transition probability. However, the weight under the clustering algorithm can change drastically from iteration to iteration, whereas the weight under our data-pooling algorithm is much smoother. This is because clustering essentially uses “hard” pooling. That is, if a historical group is deemed to be close enough to the target group under the radius calculation, to estimate the transition probability, the entire group is merged with the target data as if they are from the same population; otherwise, the entire group is excluded from estimation. This hard pooling renders the algorithm sensitive to bias caused by sampling variances and, hence, could wrongly include or exclude the group to be pooled. Group 3 was wrongly excluded from iterations 31 to 50 in Figure 2 as a result of this under clustering. In contrast, our data-pooling algorithm properly accounts for group 3 in the learning, which leads to the more stable performance. See more analysis in Appendix EC.5.6.

6.4 Synthetic Experiment: Significantly Different Historical vs Target Patients

In this section, we compare the algorithm performance via a synthetic experiment for scenarios in which the reaction to responses is very different between the historical and target populations. We show that our algorithm, designed with model-free properties, significantly outperforms contextual-based methods when there are model misspecifications.

Experiment Setting. This synthetic experiment is constructed in a fashion similar to that of our real-data case study, except that we limit the target and the historical patients to two classes each. The underlying (true) linear model for the 30-day readmission risk is \( p(a, x) = c_1 a + c_2 x + c_3 \), which is the same as in the example constructed in Section 3.3.3 (the state variable \( s \in \{0, 1\} \) is omitted). The continuous feature \( x \sim N(\mu, \sigma^2) \). The coefficients for the four classes, as well as the feature distributions, are shown in Table 3. We note that though \( c_2, c_3 \), and the feature distributions are different across the four classes, the overall readmission probabilities are similar. Thus, at a glance, it would be reasonable for decision-makers to pool the target and historical data to learn the readmission probability and policy for the target patients.

| class       | \( c_1 \) | \( c_2 \) | \( c_3 \) | mean(\( \mu \)) | std(\( \sigma \)) | average readm prob |
|-------------|-----------|-----------|-----------|-----------------|-------------------|-------------------|
| target 0    | -0.055    | 0.5       | 0.1       | 0.18            | 0.03              | 0.192 (0.137)     |
| target 1    | -0.055    | 0.5       | 0.1       | 0.22            | 0.03              | 0.209 (0.154)     |
| history 0   | -0.055    | -0.5      | 0.3       | 0.18            | 0.03              | 0.210 (0.155)     |
| history 1   | -0.055    | -0.5      | 0.3       | 0.22            | 0.03              | 0.190 (0.135)     |

Table 3 Synthetic experiment settings. The average readmission probabilities column displays the probability without and with intervention (in the parentheses).

Different Time-dependent Response. Though the 30-day readmission rates are similar, the timing of readmission is significantly different between the historical and target groups, with two temporal patterns: high-low (35% in the first two weeks, and 15% in the latter two) for target 1 and history 0; and low-high (reverse of high-low) for target 0 and history 1. Under this construction, the
final readmission probability in each week is summarized in Table 4, which also shows the optimal policy for each class. We can see that even though target 0 and history 0 (or target 1 and history 1) share similar feature values, their optimal policies are completely opposite due to the temporal patterns – recall Proposition 1 on the structural properties for temporal patterns.

| class       | $p_{00}$ | $p_{01}$ | $p_{10}$ | $p_{11}$ | $p_{20}$ | $p_{21}$ | $p_{30}$ | $p_{31}$ | opt policy |
|-------------|----------|----------|----------|----------|----------|----------|----------|----------|-------------|
| target 0    | 2.9%     | 2.1%     | 2.9%     | 2.1%     | 6.7%     | 4.8%     | 6.7%     | 4.8%     | 0011        |
| target 1    | 7.3%     | 5.4%     | 7.3%     | 5.4%     | 3.1%     | 2.3%     | 3.1%     | 2.3%     | 1100        |
| history 0   | 7.4%     | 5.4%     | 7.4%     | 5.4%     | 3.2%     | 2.3%     | 3.2%     | 2.3%     | 1100        |
| history 1   | 2.8%     | 2.0%     | 2.8%     | 2.0%     | 6.6%     | 4.7%     | 6.6%     | 4.7%     | 0011        |

Table 4  Average readmission rates over the four-week time window and the optimal policies for each class.

**Performance Comparison.** We compare the performance of three policies, generated from three algorithms, in this synthetic setting: (i) our data-pooling algorithm; (ii) the contextual-Q algorithm; and (iii) the contextual-P algorithm; the latter two are described in Section 6.2. We still run 100 replications with 50 iterations in each replication when evaluating each policy. Table EC.10 in Appendix EC.5.7 summarizes the performance in numeric values for the three policies. Our data-pooling method outperforms the two contextual-based methods in terms of the regret and cost, with the performance gaps of 81% and 134%, more significant than the baseline setting.

To elaborate on the reasons behind this larger performance gap, we plot the Q-function values under actions $a = 0$ and $a = 1$, as well as the difference in the Q-functions, respectively, for the three policies in Figure 6.4. The estimated Q-function values from our data-pooling method are close to the optimal ones, whereas the estimates from the two contextual methods are far from optimal. So is the difference in the Q-function values.

![Estimated Q-function value plot for target class 0 at period 0.](image)

The drastic difference in the estimation accuracy lies in how data were pooled by our method versus the contextual methods. Due to the regression mechanism, the contextual methods pool data by similar features. For example, the contextual-Q method directly estimates Q-function via a linear regression $Q_h(a; x) = \theta_{1h} a + \theta_{2h} x + \theta_{3h}$. Since target class 0 and historical class 0 share the same feature distributions, the contextual method would tend to pool their data to learn a common Q-function depending on $x$. However, even though these two classes share similar feature values,
their different temporal patterns lead to very different optimal Q-functions; for example, the optimal coefficient of action $a, \theta^a_H$, has opposite signs for target class 0 and historical class 0. As a result, when the contextual-Q method tries to fit a common function $Q_h(a;x)$ for the two classes, the fitted values become way off from the true values. This is exactly the issue caused by the model misspecification, as we formalized in Lemma 2. The same explanation applies to the contextual-P method. In contrast, our data-pooling method pools data based on the closeness of the transition probabilities; for example, it pools target class 0 with historical class 1, and gets more accurate estimates $P_h(a)$ for $a = 0, 1$. This benefits from our model-free learning design.

6.5 Sensitivity Analyses and Practical Implications

**Sensitivity Analysis.** When implementing algorithm-based decision support in practice, there could be different operational barriers. We discuss how to deal with a few possible ones in sequence: data-privacy environment, robustness to hyper parameters, and different treatment effect. First, sharing health data across different organizations is extremely challenging due to privacy concerns. We design a numerical experiment in which data-sharing is restricted to aggregate statistics, and compare our mode-free algorithm with the clustering method adapted to this data-privacy environment (contextual methods no longer work here). Our algorithm significantly outperforms the other; see details in Appendix EC.5.8.1. Second, the difference gap $\Delta$ is used as a tuning parameter for implementing the data-pooling algorithm. We run a robustness check and show that, without much tuning, our algorithm outperforms others; see Appendix EC.5.8.2. Finally, in EC.5.8.3, we construct synthetic experiments in which the treatment effect is different and show that our data-pooling method continues to enjoy more robust performance than contextual methods.

**Practical Insights.** Via the case study, we show that personalized intervention, rather than the one-size-fits-all policy, is necessary to improve patient outcomes, substantiating earlier analytical results. However, using only target data suffers greatly from the small-sample issue at the beginning of learning. In a data-limited environment, our algorithm can effectively facilitate the learning of new individuals’ health trajectories and intervention strategies by properly pooling historical data. Even though the pooling idea is intuitive, accurately calculating the pooling weights in real time is unrealistic via rule-of-thumb or high-level medical intuition, particularly in a highly uncertain environment. This necessitates our sophisticated pooling development.

A somewhat “surprising” finding is that our algorithm developed under the model-free framework can achieve better performance than contextual-based methods, even though our algorithm does not use detailed contextual information. Importantly, our algorithm has even greater benefits than these methods when the target and historical patients are significantly different. Conventional wisdom usually suggests pooling data by similar features as in contextual or clustering methods, and a
regression model is often in place to capture this similarity. The implicit assumption is that historical patients and new patients react to the treatment in a similar way as long as their features are similar. We show both analytically and numerically that when this assumption does not hold, the performance of conventional methods deteriorates significantly since the imposed parametric model can deviate from the true model. In contrast, our data-pooling method does not need to rely on such parametric assumptions and, hence, is robust to model misspecifications. This suggests that practitioners should consider model-free methods like ours when the underlying patients are highly heterogeneous, and historical data cannot be directly extended to a new environment.

Finally, the model-free nature of our algorithm has the built-in benefit of only requiring the sharing of aggregate statistics. This has significant implications for healthcare researchers and policy makers in the public sectors. Healthcare researchers usually have access to many public datasets with aggregate-level data, but this has traditionally had limited value for personalized intervention/treatment. Our algorithm allows health organizations and researchers to augment their own datasets – which may be detailed enough but limited in sample size – with public datasets or published studies to improve the outcomes of individuals whom they manage. This was particularly useful when different interventions (for managing the same disease/condition) were used in different regions in the past. Our data-pooling algorithm allows one to quickly identify a smaller set of effective interventions in a new environment without the need to try all available options. Moreover, concerns about Private Health Information (PHI) make organizations reluctant to share individual-level data. The algorithm developed in this paper alleviates this major concern. It would make data owners who are concerned about PHI more willing to share aggregate statistics, which provides the basis for public policy makers to encourage organizations to share their aggregate data to facilitate population health outcomes for the broader healthcare community. This could further increase the volume of publicly available data, creating a positive feedback loop.

7 Conclusion and Future Work

In this paper, we study personalized preventative intervention planning as a multi-stage decision problem in the online learning setting, with unknown rewards and transitions. Via both analytical and numerical results, we show that managing a panel of heterogeneous patients is highly nontrivial and cannot rely solely on heuristics or human experience. Algorithmic-based, personalized decision support is necessary. To tackle the small-sample issue in personalization and improve performance over existing learning algorithms, we propose a novel data-pooling algorithm that properly incorporates data collected from other individuals (e.g., historical data, published studies), overcoming shortages associated with existing methods. We establish a theoretical performance guarantee and demonstrate the empirical success via a case study. From the technical perspective, our algorithm develops a unified and generalizable approach to convert a broad class of RL algorithms into their
data-pooling version. For adoption in practice, we demonstrate how to use this algorithm under various operational constraints, particularly accounting for data privacy, which is often a barrier in the healthcare world. We also investigate the drivers behind the better performance of our algorithm over other benchmarks, providing explainability that is important for adoption by practitioners. We stress that, even though the algorithm works consistently with intuitions, the key is the delicate design of the pooling weight, with our innovation being tied into decision quality.

Regarding future directions, on the theoretical side, the current RL formulation we consider requires interactive engagement with target patients, i.e., on-policy evaluation. We leave the extension to the off-policy setting as an important but challenging future research direction. One could also design a more rigorous algorithm for on-policy learning in which target data from different individual classes are used in real time. On the practical side, we are in the process of working with some partner hospitals to design randomized control trials in the readmission context to evaluate the algorithm’s performance in a real environment.
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Appendix for
“Data-pooling Reinforcement Learning for Personalized Healthcare Intervention”

EC.1 Post-Charge Planning Problem

Let $p_{ha}$ denote the transition (readmission) probability in decision epoch $h$ under action $a$. As shown in Figure EC.1, the readmitted state ($S = 1$) is absorbing. In each epoch $h$, a cost of $c_a$ units occurs if the intervention is taken, and a cost of $c_R$ units occurs if the patient transits to the readmitted state. We consider the setting in which $c_R \gg c_a$ and $p_{h0} > p_{h1}$; otherwise, there is no need for interventions.

![Figure EC.1](image)

Figure EC.1 The transition diagram of the MDP model for post-discharge planning

EC.2 Proofs of Structural Properties

EC.2.1 Temporal Pattern

Proof of Proposition 1 It suffices to prove that the optimal intervention policy $\{a^*_h : 1 \leq h \leq H\}$ must satisfy the following two statements:

1. $a^*_1 = \ldots = a^*_{h_0 - 1} = 0, a^*_{h_0} = \ldots = a^*_{h_c} = 1$, for some $1 \leq h_0 \leq h_c$.
2. $a^*_{h_c} = \ldots = a^*_{h_1 - 1} = 1, a^*_{h_1} = \ldots = a^*_{H} = 0$, for some $h_c \leq h_1 \leq H$.

We now prove the first statement by contradiction. In particular, we show that there must not exist $1 \leq h \leq h_c$ such that $a^*_h = 1$ and $a^*_{h+1} = 0$. Otherwise, by Bellman optimality equation,

$$a^*_h = 1 \iff \Delta_h > \frac{\beta}{1 - V_{h+1}/c_R}, \quad a^*_{h+1} = 0 \iff \Delta_{h+1} \leq \frac{\beta}{1 - V_{h+2}/c_R}.$$ 

As a consequence, we have

$$\Delta_h - \Delta_{h+1} > \frac{\beta(V_{h+1} - V_{h+2})/c_R}{(1 - V_{h+1}/c_R)(1 - V_{h+2}/c_R)} = \frac{\beta(\min\{c_a + p_{h+1,1}(c_R - V_{h+2}), p_{h+1,0}(c_R - V_{h+2})\})/c_R}{(1 - V_{h+1}/c_R)(1 - V_{h+2}/c_R)}$$
where the last inequality follows from Lemma EC.1. Since \( p_{h,a} \) is monotone non-decreasing in \( h \) for \( 1 \leq h \leq h_c - 1 \) and \( \Delta_h \geq 0 \), then

\[
\frac{\Delta_h}{p_{h,0}} - \frac{\Delta_{h+1}}{p_{h+1,0}} \geq \frac{\Delta_h}{p_{h+1,0}} - \frac{\Delta_{h+1}}{p_{h+1,0}} \geq \frac{\beta}{\prod_{i=h+1}^{H} (1 - p_{i,0})},
\]

This leads to a contradiction with Condition (b) and completes the proof of the first statement.

We prove the second statement also by contradiction. We show that there must not exist \( h_c \leq h \leq H \) such that \( a^*_h = 0 \) and \( a^*_{h+1} = 1 \). Otherwise, by Bellman optimality equation,

\[
a^*_h = 0 \iff \Delta_h \leq \frac{\beta}{1 - V_{h+1}/c_R}, \quad a^*_{h+1} = 1 \iff \Delta_{h+1} > \frac{\beta}{1 - V_{h+2}/c_R}.
\]

As a consequence,

\[
\Delta_h - \Delta_{h+1} < \frac{\beta(V_{h+1} - V_{h+2})/c_R}{(1 - V_{h+1}/c_R)(1 - V_{h+2}/c_R)} = \frac{\beta(p_{h+1,0}(c_R - V_{h+1}) + (p_{h+1,0}(c_R - V_{h+2})))}{(1 - V_{h+1}/c_R)(1 - V_{h+2}/c_R)} \leq \frac{\beta p_{h+1,0}}{(1 - V_{h+1}/c_R)} \leq \frac{\beta}{\prod_{i=h+1}^{H} (1 - p_{i,0})},
\]

where the last inequality follows from Lemma EC.1. Since \( p_{h,a} \) is monotone non-increasing in \( h \) for \( h_c \leq h \leq H \) and \( \Delta_h \geq 0 \), then

\[
\frac{\Delta_h}{p_{h,0}} - \frac{\Delta_{h+1}}{p_{h+1,0}} \leq \frac{\Delta_h}{p_{h+1,0}} - \frac{\Delta_{h+1}}{p_{h+1,0}} \leq \frac{\beta}{\prod_{i=h+1}^{H} (1 - p_{i,0})},
\]

This leads to a contradiction with Condition (b) and completes the proof. \( \square \)

**Lemma EC.1.** If \( V_{H+1} = 0 \) and \( p_{h,0} \geq p_{h,1} \), then

\[
\left( 1 - \prod_{i=h}^{H} (1 - p_{i,1}) \right) c_R \leq V_h \leq \left( 1 - \prod_{i=h}^{H} (1 - p_{i,0}) \right) c_R, \forall 1 \leq h \leq H.
\]

**Proof of Lemma EC.1** We first prove the second inequality by induction. For \( h = H \), by Bellman optimality equation,

\[
V_H = \min\{c_a + p_{H,1}c_R + (1 - p_{H,1})V_{H+1}, p_{H,0}c_R + (1 - p_{H,0})V_{H+1}\} \leq p_{H,0}c_R,
\]

and
where we used the condition $V_{H+1} = 0$. Thus, the inequality holds for $h = H$. Suppose the inequality holds for $h + 1$. Then, by Bellman optimality equation,

$$V_h = \min \{c_a + p_{h,1}c_R + (1 - p_{h,1})V_{h+1}, p_{h,0}c_R + (1 - p_{h,0})V_{h+1}\}$$

$$\leq p_{h,0}c_R + (1 - p_{h,0})V_{h+1}$$

$$\leq p_{h,0}c_R + (1 - p_{h,0}) \left(1 - \prod_{i=h+1}^{H} (1 - p_{i,0})\right) c_R$$

$$= \left(1 - \prod_{i=h}^{H} (1 - p_{i,0})\right) c_R,$$

where the last inequality follows from the inductive assumption. Thus, we can conclude that, if the second inequality holds for $h + 1$, it also holds for $h$ and, therefore, it holds for all $h$ by induction.

Next, we prove the first inequality by induction. For $h = H$, by Bellman optimality equation,

$$V_H = \min \{c_a + p_{H,1}c_R + (1 - p_{H,1})V_{H+1}, p_{H,0}c_R + (1 - p_{H,0})V_{H+1}\}$$

$$\geq \min \{p_{H,1}c_R, p_{H,0}c_R\} \geq p_{H,1}c_R$$

where we used the condition $V_{H+1} = 0$. Thus, the inequality holds for $h = H$. Suppose the inequality holds for $h + 1$. Then, by Bellman optimality equation,

$$V_h = \min \{c_a + p_{h,1}c_R + (1 - p_{h,1})V_{h+1}, p_{h,0}c_R + (1 - p_{h,0})V_{h+1}\}$$

$$= \min \{c_a + p_{h,1}(c_R - V_{h+1}) + V_{h+1}, p_{h,0}(c_R - V_{h+1}) + V_{h+1}\}$$

$$\geq \min \{p_{h,1}(c_R - V_{h+1}) + V_{h+1}, p_{h,0}(c_R - V_{h+1}) + V_{h+1}\}$$

$$\geq p_{h,1}c_R + (1 - p_{h,1})V_{h+1}$$

$$\geq \left(1 - \prod_{i=h}^{H} (1 - p_{i,1})\right) c_R,$$

where the last inequality follows from the inductive assumption. By the same induction argument as above, we complete the proof. 

□

**EC.2.2 Necessity of Estimating Risk Trajectory**

One may argue that some simple rule-of-thumb on patient prioritization could avoid the hassle of estimating the entire risk trajectory. Although there are special cases in which such ranking exists (see Proposition EC.1 below), the conditions are often too restrictive to hold, and, in general, there is no easy ranking structure for practitioners to use. We first state the special-case proposition and then use two examples to show that prioritizing with respect to neither the absolute risk level nor the treatment effect is optimal.
Without loss of generality, consider two patients with different levels of readmission risks. We use superscripts $u$ and $l$ to denote the patients with high risk and low risk, respectively.

**Proposition EC.1 (Prioritizing in Special Cases).** Suppose that for all $1 \leq h \leq H$,

$$\Delta_h^l - \Delta_h^u < \frac{\beta}{\prod_{i=h+1}^{H} (1 - p_{i,1}^l)} - \frac{\beta}{\prod_{i=h+1}^{H} (1 - p_{i,0}^u)}, \forall 1 \leq h \leq H. \quad (EC.1)$$

Then, for all $1 \leq h \leq H$, if intervention $a = 1$ is optimal for low-risk patient at epoch $h$, $a = 1$ must also be optimal for high-risk at the same period, i.e. $a_h^* = 1 \Rightarrow a_h^* = 1$.

**Proof of Proposition EC.1** We prove the statement by contradiction. We will show that there must not exist $1 \leq h \leq H$ such that $a_h^l = 1$ and $a_h^u = 0$. By Bellman optimality equation,

$$a_h^l = 1 \Leftrightarrow \Delta_h^l > \frac{\beta}{1 - V_{h+1}^l/c_R}, \quad a_h^u = 0 \Leftrightarrow \Delta_h^u \leq \frac{\beta}{1 - V_{h+1}^u/c_R}.$$  

As a consequence,

$$\Delta_h^l - \Delta_h^u > \frac{\beta}{1 - V_{h+1}^l/c_R} - \frac{\beta}{1 - V_{h+1}^u/c_R} \geq \frac{\beta}{\prod_{i=h+1}^{H} (1 - p_{i,1}^l)} - \frac{\beta}{\prod_{i=h+1}^{H} (1 - p_{i,0}^u)},$$

where the inequality follows Lemma EC.1. This leads to a contradiction with (EC.1). \hfill \Box

We can obtain a similar sufficient condition for prioritizing low-risk patients via modifying inequality (EC.1) accordingly.

**Counter-examples.** As illustrated by the following two examples, the conditions identified in Proposition EC.1 do not hold in general, hence, no simple rule-of-thumb on prioritization in general.

**Example EC.1.** We construct a simple example with $H = 2$, and we set $c_a = 1$ and $c_R = 10$. The readmission probabilities and treatment effects of the two patients follow:

- High-risk: $p_{1,0}^u = 0.9, p_{1,1}^u = 0.5$ for $h = 1; p_{2,0}^u = 0.55, p_{2,1}^u = 0.5$ for $h = 2$.
- Low-risk: $p_{1,0}^l = 0.5, p_{1,1}^l = 0.1$ for $h = 1; p_{2,0}^l = 0.5, p_{2,1}^l = 0.1$ for $h = 2$.

We can solve that the optimal policy for the low-risk patient is $\{1, 1\}$ and for the high-risk patient is $\{1, 0\}$; i.e., the optimal policy prioritizes the low-risk patient at $h = 2$.

**Example EC.2.** This example illustrates that prioritizing over treatment effect is not optimal either. Consider the same setting as in Example EC.1, except that the costs $c_a = 1.5$ and $c_R = 10$ ($\beta = 0.15$) and the readmission risks change to:

- High-risk: $p_{1,0}^u = 0.43, p_{1,1}^u = 0.2$ for $h = 1; p_{2,0}^u = 0.43, p_{2,1}^u = 0.2$ for $h = 2$.
- Low-risk: $p_{1,0}^l = 0.19, p_{1,1}^l = 0.01$ for $h = 1; p_{2,0}^l = 0.19, p_{2,1}^l = 0.01$ for $h = 2$.

In this case, the high-risk patient also yields more significant treatment effects; i.e. $\Delta_h^u = 0.23 > 0.18 = \Delta_h^l$, for $h = 1, 2$. However, the high-risk patient is still not prioritized. The optimal intervention decisions solved for the low-risk and high-risk patients are $\{1, 1\}$ and $\{0, 1\}$, respectively.
EC.2.3 Model Misspecification

Proof of Proposition 2  Since
\[ p^h_t(a, x) = \alpha^h_i p(a, x) = \alpha^h_i (c_1 a + c_2 x + c_3) \]
\[ = \alpha^h_i c_1 a + \alpha^h_i c_2 x + \alpha^h_i c_3 = c^h_{1,i} a + c^h_{2,i} x + c^h_{3,i} , \]
with \( c^h_{j,i} = \alpha^h_i c_j \), we obtain part (I).

Let \( B \) be a random variable corresponding to the class index, i.e., \( \mathbb{P}(B = i) = q_i \) for \( i = 1, 2 \). Denote by \( f_i(x) \) the density of feature \( x \) in class \( i \). Then, we can compute the conditional probability
\[ P(B = i|X = x) = \frac{q_i f_i(x)}{\sum_{j=1}^2 q_j f_j(x)} \triangleq g_i(x) , \text{ for } i = 1, 2. \]
Note that under the assumption that the feature distributions \( f_1(x) \) and \( f_2(x) \) are different, the function \( g_i(x) \) varies with \( x \) and can not be a constant for \( i = 1, 2 \). By definition,
\[ p^h(a, x) = g_1(x) p^h_1(a, x) + g_2(x) p^h_2(a, x) = (g_1(x) \alpha^h_1 + g_2(x) \alpha^h_2) (c_1 a + c_2 x + c_3) \]
\[ = (\alpha^h_2 + g_1(x)(\alpha^h_1 - \alpha^h_2)) (c_1 a + c_2 x + c_3) , \]
where the second equality follows from the fact that \( g_1(x) \) and \( g_2(x) \) sum up to one. As \( \alpha^h_1 \neq \alpha^h_2 \) and \( g_1(x) \) is not constant in \( x \), we can conclude that \( p^h(x, a) \) cannot be a linear function of \( x \).  \( \square \)

EC.3 Additional Details for the Perturbed LSVI Algorithm

EC.3.1 Value Iteration and Policy Iteration for Finite-horizon MDP

For an MDP model \( \mathcal{M} = (H, S, A, R, P) \) and a policy \( \pi \), we define the state-value function (value-to-go) for \( 0 \leq h \leq H \) as
\[ V_h(\mathcal{M}, \pi)(s) := \mathbb{E} \left[ \sum_{t=h}^H R(t, s_t, a_t = \pi(s_t, t)) \mid s_h = s \right] , \]
and the optimal value function \( V_h(\mathcal{M}, \pi^*) := \max_{\pi} V_h(\mathcal{M}, \pi) \). The state-action value function (Q-function) is defined as
\[ Q_h(\mathcal{M}, \pi)(s, a) := \mathbb{E} \left[ \sum_{t=h}^H R(t, s_t, a_t = \pi(s_t, t)) \mid s_h = s, a_h = a \right] , \]
and the optimal Q-function \( Q_h(\mathcal{M}, \pi^*)(s, a) := \max_{\pi} Q_h(\mathcal{M}, \pi)(s, a) \). For a given policy \( \pi \), the value functions can be computed recursively as:
\[ V_h(\mathcal{M}, \pi)(s) = r(h, s, \pi(s, h)) + \sum_{s' \in S} P(s'; h, s, a) V_{h+1}(\mathcal{M}, \pi)(s') , \]
\[ Q_h(\mathcal{M}, \pi)(s, a) = r(h, s, a) + \sum_{s' \in S} P(s'; h, s, a) Q_{h+1}(\mathcal{M}, \pi)(s', \pi(s', h+1)) , \]
with $V^{H+1}(\mathcal{M}, \pi)$ and $Q^{H+1}(\mathcal{M}, \pi) \equiv 0$. For simplicity of notation, we denote the optimal Q-functions by $Q^*(h, s, a) \equiv Q_h(\mathcal{M}, \pi^*)(s, a)$. The Bellman optimality equation characterizes $Q^*$:

$$Q^*(h, s, a) = r(h, s, a) + \sum_{s' \in \mathcal{S}} P(s'; h, s, a) \max_{y \in \mathcal{A}} Q^*(h + 1, s', y), \quad \text{with } Q^*(H + 1, \cdot, \cdot) \equiv 0. \quad (\text{EC.2})$$

Policy iteration (see in Algorithm 3) and value iteration (see in Algorithm 4) are among the most fundamental methods for computing optimal policy of an MDP. The policy iteration algorithm iteratively evaluates and improves the policy until convergence, while the value iteration algorithm computes the optimal Q-function and decides the policy accordingly.

**Algorithm 3** Policy Iteration Algorithm

Step 1. Initialization. Start with initialization $Q(H + 1, s, a) = 0, \forall s \in \mathcal{S}, a \in \mathcal{A}$

Step 2. Policy Evaluation.

for $h = H, H - 1, \ldots, 1$ do

$$Q(h, s, a) \leftarrow r(h, s, a) + \sum_{s' \in \mathcal{S}} P(s'; h, s, a) Q(h + 1, s', \pi_h(s'))$$

end for

Step 3. Policy Improvement

$\pi_h(s) \leftarrow \arg \max_a Q(h, s, a), \forall 1 \leq h \leq H$

if $\pi_h(s)$ changes then

go to Step 2.

else

stop and return $\pi_h(s)$

end if

**EC.3.2 The Least-Squares Value Iteration (LSVI)**

The original LSVI algorithm was proposed by Bradtke and Barto (1996). For a given target MDP $\mathcal{M}$ and its generated target data $\mathcal{D}$, LSVI uses a linear approximation with feature function $\phi(s, a)$ and parameter $\beta_h \in \mathbb{R}^K$, which is estimated via least squares method, to approximate the value function for each state-action pair. Specifically, we set the optimal Q-function $Q^*(h, s, a) \approx \beta_h \cdot \phi(s, a) \equiv Q^{\beta_h}(s, a)$. Given target data $\mathcal{D}_h$ in decision epoch $h$, we learn the coefficients $\beta_h$ via minimizing the empirical temporal-difference (TD) loss function:

$$L(\beta_h; \hat{\beta}_{h+1}, \mathcal{D}_h) = \sum_{i \in \mathcal{D}_h} \left( r_i + \max_{y \in \mathcal{A}} Q^{\hat{\beta}_{h+1}}(s_i', y) - \beta_h \cdot \phi(s_i, a_i) \right)^2, \quad (\text{EC.3})$$

where $s_i'$ is the state observed in the next decision epoch after data point $i$ and $Q^{\hat{\beta}_{h+1}}(s, a) = \hat{\beta}_{h+1} \cdot \phi(s, a)$ is the estimated value of $Q^*(h + 1, s, a)$ for epoch $h + 1$, with least square estimator $\hat{\beta}_{h+1}$. The TD loss in (EC.3) function comes from the Bellman optimality equation (EC.2).
Algorithm 4 Value Iteration Algorithm

1. Start with initialization $Q(H + 1, s, a) = 0, \forall s \in S, a \in A$
2. Compute Optimal $Q$-function
   
   \[ Q(h, s, a) \leftarrow r(h, s, a) + \sum_{s' \in S} P(s'; h, s, a) \max_{y \in A} Q(h + 1, s', y) \]

   end for

Step 3. Get optimal policy

\[ \pi_h(s) \leftarrow \arg \max_a Q(h, s, a) \]

end for

In the tabular case, the feature functions become indicators for $(s, a)$ pairs and the true value of parameter $\beta_{h,s,a} = Q^*(h, s, a)$. Then, for each $(h, s, a)$ tuple, the solution for (EC.3) yields

\[ \hat{\beta}_{h,s,a} = \bar{r}(h, s, a) + \sum_{s'} \bar{P}(s'; s, a) \max_y \hat{Q}(h + 1, s', y), \]

or equivalently,

\[ \hat{Q}(h, s, a) = \bar{r}(h, s, a) + \sum_{s'} \bar{P}(s'; s, a) \max_y \hat{Q}(h + 1, s', y), \]

where $\bar{r}$ and $\bar{P}$ are the empirical averages (MLE) given by

\[ \bar{r}(h, s, a) = \frac{\sum_{i \in D_h} r_i \cdot 1\{(s_i, a_i) = (s, a)\}}{\sum_{i \in D_h} 1\{(s_i, a_i) = (s, a)\}} \quad \text{and} \quad \bar{P}(s'; h, s, a) = \frac{\sum_{i \in D_h} 1\{(s_i, a_i, s'_i) = (s, a, s')\}}{\sum_{i \in D_h} 1\{(s_i, a_i) = (s, a)\}}. \]

**EC.3.3 UCB-based VI**

In UCB-based algorithm, given the history up to iteration $t$, the perturbation term is deterministic and is proportional to the confidence radius of the value function. Specifically,

\[ w^t(h, s, a) = \min \left( H - h + 1, \frac{L(H, S, A) \varepsilon_V^H(n_t(h, s, a))}{H} \right), \quad (EC.4) \]

where $L(H, S, A)$ is some constant depending on the number of horizons $H$, state space size $S$ and action space size $A$, and $n_t(h, s, a)$ the number of observations in $(h, s, a)$ by the $t$-th iteration. Intuitively, the perturbation term is injected to $(h, s, a)$ tuples that are visited less frequently (sampled less) to encourage exploration. UCB-based VI algorithm has many different versions, e.g., UCRL (Ortner and Auer 2007), UCRL2 (Jaksch et al. 2010), and UCBVI (Azar et al. 2017).
EC.3.4 RLSVI

In RLSVI, a random Gaussian noise is injected into the estimated value functions from the target data. Osband et al. (2016) and Russo (2019) show that this perturbation is equivalent to sampling an MDP, whose value function is drawn from some Gaussian distribution centered around the empirical mean of the true MDP of the target class (i.e., the maximum likelihood estimator). For the tabular representation, Russo (2019) suggested using the perturbation term

$$w_t(h, s, a) = \varepsilon_H(n_t(h, s, a)) \cdot \xi_t(h, s, a), \quad \xi \sim N(0, SH).$$  \hspace{1cm} (EC.5)

This perturbation term is particularly important for finite-horizon problems, in which the variance (in estimating the value function) propagates when we do backward induction; see more discussion in Osband et al. (2016). The RLSVI algorithm resembles the Thompson Sampling (TS) algorithm for bandit problems in the sense that getting the optimal policy from the sampled MDP is similar to picking the optimal arm with respect to the sampled parameters from the posterior distribution in bandit problems via TS.

EC.4 Proof of the Main Results

This section provides the proof for Theorem 1 and Theorem 2. In Section EC.4.1, we introduce the formal regret analysis framework (debriefed in Section 4.2 of the main paper) and establish a regret upper bound for the (no-pooling) perturbed LSVI algorithm in terms of the Hoeffding confidence radii. In Section EC.4.2, we analyze the confidence radii for the data-pooling estimator as a function of the weight $\lambda$ and optimize $\lambda$ by minimizing the confidence radii, thus completing the proof of Theorem 1. Based on these results, we are able to connect the regret bound of Algorithm 2 with the data-pooling weight $\lambda$, and hence reduce the regret bound via the properly chosen $\lambda$. In Section EC.4.3, we formally state our main results on the regret bound of Algorithm 2 and complete the proof of Theorem 2. In Section EC.4.4, we extend the main results to a more general setting, in which the historical data are collected from multiple sources.

Summary of Notations. Before the proof, we summarize the notations here.

- $\mathcal{M} = (r, P)$: true model of the target class.
- $\tilde{\mathcal{M}}_t = (\tilde{r}_t, P_t)$: model estimated with the perturbed rewards in iteration $t$.
- $\pi^*$: the optimal policy under the true model $\mathcal{M}$.
- $\pi_t$: the policy learned in iteration $t$.
- $V(\mathcal{M}, \pi)$: value function of model $\mathcal{M}$ under policy $\pi$.
- $V_{t,h}$: value-to-go from horizon $h$ of model $\tilde{\mathcal{M}}_t$ under policy $\pi_t$.
- $\{\varepsilon_H^{V}(n), \varepsilon_H^{P}(n), \varepsilon_H^{R}(n)\}$: Hoeffding confidence radii.
- $\{\varepsilon_{DP}^{V}(n, N), \varepsilon_{DP}^{P}(n, N), \varepsilon_{DP}^{R}(n, N)\}$: data-pooling confidence radii.
EC.4.1 Connecting Regret Bound with the Confidence Radii

In this part, we explain the framework of regret analysis for perturbed LSVI algorithms and specify the regret bound given in (7) in the main paper, connecting the bound with the confidence radii.

Recall that $\bar{P}_t(\cdot; h, s, a)$ and $\bar{r}_t(h, s, a)$ are estimated values of the transition probabilities and mean rewards in iteration $t$ of the perturbed LSVI algorithm without data pooling, and $n_t(h, s, a)$ is the number of observed target data samples at $(h, s, a)$ by iteration $t$. The Hoeffding confidence radii $\{\epsilon_R^H(n), \epsilon_P(n)^H, \epsilon_V^H(n)\}$ satisfying (9) with fixed sample size $n$ can be applied to random and path-dependent sample sizes $n_t(h, s, a)$ as specified in Lemma EC.2 below.

**Lemma EC.2 (Hoeffding Confidence Radii).** Let $\{\epsilon_R^H(n), \epsilon_P(n)^H, \epsilon_V^H(n) : 1 \leq n \leq T\}$ be the Hoeffding confidence radii with confidence parameter $\delta$ that satisfy (9) for fixed sample size, i.e.

$$\begin{align*}
\epsilon_R^H(n) & := \sqrt{\log(2HSAT/\delta)/2n}, \\
\epsilon_P^H(n) & := \sqrt{2(S \log(2) + \log(2HSAT/\delta))/n}, \\
\epsilon_V^H(n) & := H \sqrt{\log(2HSAT/\delta)/2n},
\end{align*}$$

(EC.6)

for $n \geq 1$. For $n = 0$, i.e., no observation, the trivial bounds are $\epsilon_R^H(0) = 1, \epsilon_P^H(0) = 2$, and $\epsilon_V^H(0) = H$.

Then, the following inequalities hold:

(i) $\mathbb{P}\left(\left|\bar{r}_t(h, s, a) - r(h, s, a) + (\bar{P}_t(\cdot; h, s, a) - P(\cdot; h, s, a), V_{h+1}^* )\right| \leq \epsilon_V^H(n_t(h, s, a)), \forall 1 \leq t \leq T, 1 \leq h \leq H, s \in S, a \in A \right) \geq 1 - \delta$.

(ii) $\mathbb{P}\left(\left\|\bar{P}_t(\cdot; h, S_{h}^t, A_{h}^t) - P(\cdot; h, S_{h}^t, A_{h}^t)\right\|_1 \leq \epsilon_P^H(n_t(h, S_{h}^t, A_{h}^t)), \forall 1 \leq t \leq T, 1 \leq h \leq H \right) \geq 1 - \delta$.

(iii) $\mathbb{P}\left(\left|\bar{r}_t(h, S_{h}^t, A_{h}^t) - r(h, S_{h}^t, A_{h}^t)\right| \leq \epsilon_R^H(n_t(h, S_{h}^t, A_{h}^t)), \forall 1 \leq t \leq T, 1 \leq h \leq H \right) \geq 1 - \delta$.

The proof of Lemma EC.2 follows the standard recipe, i.e., applying concentration inequalities to a so-called “stack-of-rewards” probability model for tabular reinforcement learning. We omit the proof here and refer the readers to Appendix A of Russo (2019) and the references therein for more discussions.

**Remark EC.1.** Inequalities (conditions) (ii) and (iii) are commonly used in the analysis of bandit and tabular RL algorithms to bound the “on-policy” estimation errors. Inequality (condition) (i) will be used later to bound exploration cost in the proof of Proposition EC.2.

A key component in the design of perturbed LSVI algorithm is the perturbation term $w_t(h, s, a) \equiv \epsilon_V^H(n_t(h, s, a)) \cdot \xi_t(h, s, a)$. On the one hand, to ensure enough perturbation, $w_t(h, s, a)$ should not be too small; on the other hand, to reduce exploration cost, $w_t(h, s, a)$ should not be too large. We impose the following assumption on the perturbation terms.

**Assumption EC.1 (Perturbation Terms).** There exist constants $p_0 \in (0, 1], \delta > 0$ and $\bar{W} > 0$ such that,
(iv) For any sequence of non-negative real numbers \( \varepsilon_1, \ldots, \varepsilon_{HS}, \)
\[
\Pr \left( \sum_{i=1}^{HS} (\xi_i - 1) \cdot \varepsilon_i > 0 \right) \geq p_0 > 0, \text{ with } \xi_i \sim \text{i.i.d. } \xi.
\]

(v) \( \Pr(\max_{h,s,a,t} |\xi_i(h,s,a)| \leq \bar{W}) \geq 1 - \delta. \)

Following Lemma 6 of Russo (2019), condition (iv) ensures sufficient exploration in perturbed LSVI algorithms. In particular, one can verify that for UCB-based RL, condition (iv) holds for any constant \( \xi \geq 1 \) and \( p_0 = 1; \) for the RLSVI algorithm (TS-based RL), it holds when \( \xi \) is a normal r.v. with mean 0 and variance \( HS \) and \( p_0 = \Phi(-1), \) where \( \Phi(\cdot) \) is the CDF of a standard normal distribution. The constant \( \bar{W} \) in condition (v) will be used to bound the exploration cost in the regret analysis.

Now, we are ready to prove a regret bound for perturbed LSVI algorithms in terms of the confidence radii and the perturbation terms. Although the main idea of the analysis is based on Russo (2019), we prove our version in this paper to unify all the results within the perturbed LSVI framework, covering both the TS-based version (as in Russo (2019)) and the UCB-based version. This unified result also provides insights into how one should design the data-pooling estimator.

**Proposition EC.2.** Suppose a perturbed LSVI algorithm with \( T \) iterations satisfies conditions (i) to (v) for constants \( \delta > 0, \) \( p_0 \in (0,1), \) \( \bar{W} > 0 \) and the Hoeffding confidence radii. Then,
\[
\text{Regret}(T) \leq (1 + 2p_0^{-1})HS \sum_{n=1}^{\lceil T/SA \rceil} (\varepsilon_R^H(n) + H(\bar{W} + 1)\varepsilon_R^H(n) + \bar{W}\varepsilon_V^H(n)) + 4HT \delta. \tag{EC.7}
\]

**Proof of Proposition EC.2** Recall that \( \text{Regret}(T) = V(\mathcal{M}, \pi^*)T - \mathbb{E}[V(\mathcal{M}, \pi_t)], \) where \( \pi^* \) is the (unknown) true optimal policy. For convenience, we define \( \rho(t) \) as the regret accumulated in each iteration \( 1 \leq t \leq T, \) which can be calculated and bounded as
\[
\rho(t) = V(\mathcal{M}, \pi^*) - \mathbb{E}[V(\mathcal{M}, \pi_t)]
= \mathbb{E}\left[ (V(\mathcal{M}, \pi^*) - \mathbb{E}[V(\tilde{\mathcal{M}}_t, \pi_t)|\mathcal{F}_{t-1}]) + (\mathbb{E}[V(\tilde{\mathcal{M}}_t, \pi_t) - V(\mathcal{M}, \pi_t)|\mathcal{F}_{t-1}]) \right] \\
\leq \mathbb{E}\left[ \underbrace{(V(\mathcal{M}, \pi^*) - \mathbb{E}[V(\tilde{\mathcal{M}}_t, \pi^*)|\mathcal{F}_{t-1}])}_{I_1: \text{exploration}} + \underbrace{\mathbb{E}[V(\tilde{\mathcal{M}}_t, \pi_t) - V(\mathcal{M}, \pi_t)|\mathcal{F}_{t-1}]}_{I_2: \text{estimation error+perturbation}} \right]. \tag{EC.8}
\]

The inequality above follows from the fact that \( \pi_t \) is chosen from the greedy-optimal under the estimated model \( \tilde{\mathcal{M}}_t, \) so the gap increases when changing to policy \( \pi^*. \) The regret bound is separated into two terms for the ease of analysis: term \( I_1 \) captures the difference (when using the same policy \( \pi^* \)) between the value-to-go in the true model \( \mathcal{M} \) and the estimated model \( \tilde{\mathcal{M}}_t; \) term \( I_2 \) captures a similar difference, between \( \mathcal{M} \) and \( \tilde{\mathcal{M}}_t \) but under the actual policy \( \pi_t \) that is applied in each iteration \( t. \)

The \( I_1 \) term plays a key role in the proof and captures how the perturbation term \( \{w_t(h,s,a)\} \) leads to better exploration. To bound \( I_1, \) we follow the analysis in Russo (2019) and relate the
bound of $I_1$ to that of $I_2$. Below we briefly describe the main ideas and refer the readers to Russo (2019) for more details. First, conditional on the good event that
\[
\{|\tilde{r}_t(h,s,a) - r(h,s,a) + \langle \tilde{P}_t(\cdot; h, s, a) - P(\cdot; h, s, a), V^*_h \rangle| \leq \varepsilon^H_V(n_t(h,s,a)), \forall 1 \leq t \leq T, 1 \leq h \leq H\},
\]
one can derive that, conditional on $F_{t-1}$, i.e., the information revealed right before iteration $t$,
\[
V(\tilde{M}_t, \pi^*) - V(M, \pi^*) \geq \mathbb{E}_{\pi^*,M_t} \left[ \sum_{h=1}^H (w_t(h, S_h, A_h) - \varepsilon^H_V(n_t(h, S_h, A_h))) \right]
\]
\[
= \sum_{h=1}^H \mathbb{E}_{s \in S} \left( \xi_t(h, s, \pi^*(s)) - 1 \right) \cdot \varepsilon^H_V(n_t(h, s, \pi^*(s))) \mathbb{P}(S_h = s).
\]
Note that $\xi_t(h, s, \pi^*(s)) \overset{i.i.d.}{\sim} \xi$, by condition (iv), we can conclude that $\mathbb{P}(V(\tilde{M}_t, \pi^*) - V(M, \pi^*) > 0) \geq p_0 > 0$. Given condition (i) and applying Lemma 6 in Russo (2019), one can conclude that
\[
\rho(t) \leq (1 + 2p_0^{-1}) \mathbb{E} \left[ \mathbb{E}[V(\tilde{M}_t, \pi_t) - V(M, \pi_t)|F_{t-1}] \right] + HT \delta. \quad (EC.9)
\]
The remaining task is to bound $I_2$. We apply a representation of $V(\tilde{M}_t, \pi_t) - V(M, \pi_t)$ that is commonly used in RL literature. Specifically, conditional on $F_{t-1}$,
\[
V(\tilde{M}_t, \pi_t) - V(M, \pi_t)
\]
\[
= \mathbb{E}_{\pi_t,M} \left[ \sum_{h=1}^H (\tilde{r}_t(h, S_h, A_h) - r(h, S_h, A_h)) + w_t(h, S_h, A_h) + \langle \tilde{P}_t(h, S_h, A_h) - P(h, S_h, A_h), \tilde{V}_{t+1} \rangle \right]. \quad (EC.10)
\]
Here the expectation is taken with respect to the distribution of a trajectory $\{(S_h, A_h)\}_{h=1}^T$ of the target MDP $M$ under policy $\pi_t$. Define a good event
\[
\mathcal{E} = \left\{ \| \tilde{P}_t(h, S^t_h, A^t_h) - P(h, S^t_h, A^t_h) \|_1 \leq \varepsilon^H_P(n_t(h, S^t_h, A^t_h)), \right. \\
\left. |\tilde{r}_t(h, S^t_h, A^t_h) - r(h, S^t_h, A^t_h)| \leq \varepsilon^H_H(n_t(h, S^t_h, A^t_h)), \forall 1 \leq t \leq T, 1 \leq h \leq H, \right. \\
\max_{h,s,a,t} |\xi_t(h, s, a)| \leq \bar{W} \right\}.
\]
Following conditions (ii), (iii) and (v), $\mathbb{P}(\mathcal{E}) \geq 1 - 3\delta$. Conditional on $\mathcal{E}$, we have
\[
V(\tilde{M}_t, \pi_t) - V(M, \pi_t) \leq \mathbb{E}_{\pi_t,M} \left[ \sum_{h=1}^H \varepsilon^H_V(n_t(h, S^t_h, A^t_h)) + \bar{W} \varepsilon^H_V(n_t(h, S^t_h, A^t_h)) + \varepsilon^H_P(n_t(h, S^t_h, A^t_h)) \| \tilde{V}_{t+1} \|_\infty \right].
\]
As the rewards are bounded in $[0, 1]$, conditional on $\mathcal{E}$, the value function
\[
\| \tilde{V}_{t,h} \|_\infty \leq H + H \max_{h,s,a} |w_t(h, s, a)| \leq H + \bar{W} H^2 \text{ for all } 1 \leq h \leq H,
\]
as $|w_t(h, s, a)| \leq \bar{W} \varepsilon^H_V(n_t(h, s, a)) \leq \bar{W} H$. 
Then, we have
\[
V(\tilde{M}, \pi_t) - V(M, \pi_t) 
\leq \mathbb{E}_{\tau_t, \mathcal{M}} \left[ \sum_{h=1}^{H} \varepsilon^H_R(n_t(h, S^t_h, A^t_h)) + \bar{W} \varepsilon^H_V(n_t(h, S^t_h, A^t_h)) + (H^2 \bar{W} + H) \varepsilon^H_P(n_t(h, S^t_h, A^t_h)) \right],
\]
conditional on \( \mathcal{E} \). Then, by the pigeonhole principle, we have that, conditional on the good event,
\[
\sum_{t=1}^{T} \mathbb{E} \left[ V(\tilde{M}, \pi_t) - V(M, \pi_t) \right] \leq HSA \sum_{n=1}^{[T/SA]} (\varepsilon^H_R(n) + \bar{W} \varepsilon^H_V(n) + (H^2 \bar{W} + H) \varepsilon^H_P(n)),
\]
and via (EC.9), we conclude that
\[
\text{Regret}(T) \leq (1 + 2p_0^{-1})HSA \sum_{n=1}^{[T/SA]} (\varepsilon^H_R(n) + \bar{W} \varepsilon^H_V(n) + (H^2 \bar{W} + H) \varepsilon^H_P(n)) + 4HT \delta.
\]

Recall that for ease of exposition, we write the regret bound (7) in the main paper into two parts. Based on the above regret bound, the expressions of the two parts, in terms of the confidence radii, are as follows.

\[
f_1(\varepsilon^H_R(n), \varepsilon^H_P(n)) = (1 + 2p_0^{-1})HSA(\varepsilon^H_R(n) + H \varepsilon^H_P(n)) + 2HSA \delta,
\]

\[
f_2(\varepsilon^H_V(n), \varepsilon^H_P(n), \bar{W}) = (1 + 2p_0^{-1})HSA(H^2 \bar{W} \varepsilon^H_P(n) + \bar{W} \varepsilon^H_V(n)) + 2HSA \delta.
\]

\[\square\]

**Remark EC.2 (Recovering Results in Russo (2019)).** In the RLSVI algorithm, the random variable \( \xi \) is set to be normal with mean 0 and variance \( SH \). If we pick \( \delta = (HT)^{-1} \), the Hoeffding confidence radii for value functions becomes \( \varepsilon^V(n) = H \sqrt{\log(2H^2T^2SA)/2n} = \tilde{O}(H \sqrt{1/n}) \). Then, Assumption EC.1 holds with \( p_0 = \Phi(-1) > 0 \) and \( \bar{W} = \tilde{O}(\sqrt{SH}) \), where \( \Phi(\cdot) \) is the CDF of a standard normal distribution. Plugging the other two Hoeffding confidence radii \( \varepsilon^R(n) = \sqrt{\log(2H^2SAT^2)/2n} = \tilde{O}(\sqrt{1/n}) \) and \( \varepsilon^P(n) = \sqrt{2(S \log(2) + \log(2H^2SAT^2))/n} = \tilde{O}(H \sqrt{S/n}) \) into (EC.7), we recover the regret bound in Russo (2019)\(^4\).

**EC.4.2 Confidence Radii of Data-pooling Estimators**

In this part, we first derive the confidence radii for the data-pooling estimators as a function of the weight \( \lambda \) and choose the optimal data-pooling weight \( \lambda^{DP} \) by minimizing the confidence radii. Then, we compare the minimized confidence radii (referred to as the data-pooling confidence radii) with the standard Hoeffding confidence radii, showing that using data-pooling estimators can help reduce confidence radii, and thus complete the proof of Theorem 1.

\(^4\)The actual regret bound derived in the paper should be of \( \tilde{O}(H^{7/2}S^{3/2} \sqrt{AT}) \). The proof for Theorem 1 there missed a \( H^{1/2} \) term.
In the following analysis, we consider a fixed \((h, s, a)\) triple. We assume that there are \(n\) random samples from the target data for the reward \(R_k \sim R(h, s, a)\) and transition \(S_k \sim P(\cdot| h, s, a)\), and there are \(N\) random samples \((R_0^0, S_0^0), \ldots, (R_N^0, S_N^0)\) from the historical data. We first analyze the data-pooling confidence radii for mean rewards, through which we derive the data-pooling weight \(\lambda_{n,N}^{\text{DP}}\) as in Theorem 1. Then, we show that using \(\lambda_{n,N}^{\text{DP}}\) can also reduce the confidence radii for transition probabilities and value functions.

**Confidence radii for mean rewards:** For any \(\lambda \in [0, 1]\), we define the mapping \(h_{\lambda}^n: [0, 1]^{n+N} \to \mathbb{R}\) as

\[
h_{\lambda}^n(x) \triangleq h_{\lambda}^n(x_1, x_2, \ldots, x_n, x_0^1, \ldots, x_0^N) = \lambda \sum_{j=1}^{n} \frac{x_j}{n} + (1 - \lambda) \sum_{j=1}^{N} \frac{x_0^j}{N}.
\]

The data-pooling estimate corresponding to weight \(\lambda\) can be written as

\[
\hat{r}_n^\lambda = h_{\lambda}^n(R_1, \ldots, R_n, R_0^1, \ldots, R_0^N).
\]

For any given \(x \in [0, 1]^{n+N}\), we have

\[
|h_{\lambda}^n(x_1, \ldots, x_j, \ldots, x_n, x_0^1, \ldots, x_0^N) - h_{\lambda}^n(x_1, \ldots, x'_j, \ldots, x_n, x_0^1, \ldots, x_0^N)| \leq \lambda/n,
\]

\[
|h_{\lambda}^n(x_1, \ldots, x_n, x_0^1, \ldots, x_0^0) - h_{\lambda}^n(x_1, \ldots, x_n, x_0^1, \ldots, x_0^0)| \leq (1 - \lambda)/N.
\]

By the Bounded Difference Inequality,

\[
P(|h_{\lambda}^n - \mathbb{E}(h_{\lambda}^n)| > \varepsilon_1(\lambda)) \leq 2 \exp \left(\frac{-2(\varepsilon_1(\lambda))^2}{\lambda^2 n + (1 - \lambda)^2 N}\right) = \frac{\delta}{HSAT},
\]

where the equality is achieved by choosing

\[
\varepsilon_1(\lambda) = \sqrt{\log(2HSAT/\delta)} \left(\frac{\lambda^2}{2n} + \frac{(1 - \lambda)^2}{2N}\right).
\]

On the other hand, by the assumption that \(|r_0(h, s, a) - r(h, s, a)| < \Delta\), we have

\[
|\mathbb{E}(h_{\lambda}^n) - r(h, s, a)| \leq \Delta(1 - \lambda) \triangleq \varepsilon_2(\lambda).
\]

Since \(\hat{r}_n^\lambda - r(h, s, a) = (h_{\lambda} - \mathbb{E}(h_{\lambda})) + (\mathbb{E}(h_{\lambda}) - r(h, s, a))\), we then have

\[
P\left(|\hat{r}_n^\lambda - r(h, s, a)| > \min(1, \varepsilon_1(\lambda) + \varepsilon_2(\lambda))\right) \leq \frac{\delta}{HSAT}.
\]

Now, define

\[
\varepsilon(\lambda) \triangleq \varepsilon_1(\lambda) + \varepsilon_2(\lambda) = \sqrt{\log(2HSAT/\delta)} \left(\frac{\lambda^2}{2n} + \frac{(1 - \lambda)^2}{2N}\right) + \Delta(1 - \lambda),
\]
which is a convex function with derivative
\[
\varepsilon'(\lambda) = \sqrt{\log(2HSAT/\delta)} \cdot \frac{\lambda/n + \lambda - 1}{\sqrt{2\lambda^2/n + 2(1-\lambda)^2/n}} - \Delta.
\]

Data-pooling weight choice. We choose the data-pooling weight $\lambda_{n,N}^{DP}$ to minimize the confidence radius $\varepsilon(\lambda)$, i.e. $\lambda_{n,N}^{DP} \triangleq \arg \min_{\lambda \in [0,1]} \varepsilon(\lambda)$. By the first-order condition and convexity of $\varepsilon(\lambda)$,
\[
\lambda_{n,N}^{DP} = \begin{cases} 
1 & \text{if } n \geq \log(2HSAT/\delta)/2\Delta^2, \\
\frac{1}{n + Nn + (N+n)\log(2HSAT/\delta)/2 - \Delta^2 Nn} & \text{if } n < \log(2HSAT/\delta)/2\Delta^2.
\end{cases}
\]
In the case where $n < \log(2HSAT/\delta)/2\Delta^2$, we can check that the derivative $\varepsilon'(1) > 0$ and therefore, $\varepsilon_{R}^{DP}(n, N) \triangleq \varepsilon(\lambda_{n,N}^{DP}) < \varepsilon(1) = \varepsilon_{R}^{H}(n)$. So, we can conclude
\[
\varepsilon_{R}^{DP}(n, N) \leq \varepsilon_{R}^{H}(n), \text{ for } N \geq 1, \text{ and the inequality is restrict when } n < \log(2HSAT/\delta)/2\Delta^2.
\]

Transition Probabilities: To get the confidence radius of the transition probabilities, we consider any set $A \subseteq S$. We apply the $L_1$ deviation bound in Weissman et al. (2003). The $\lambda$-pooling estimator for the transition probability to set $P(A|h, s, a)$ is given as
\[
\hat{P}_{n}(A; \lambda) = \lambda \sum_{j=1}^{n} \frac{1(S_j \in A)}{n} + (1 - \lambda) \sum_{j=1}^{N} \frac{1(S_0^j \in A)}{N}.
\]
Given a set $A$, define a function $g_{n,\lambda} : \mathbb{R}^{n+N} \rightarrow \mathbb{R}^+$ as
\[
g_{n,\lambda}(x_1, x_2, ..., x_n, x_0^1, ..., x_0^N) = \lambda \sum_{j=1}^{n} \frac{1(x_j \in A)}{n} + (1 - \lambda) \sum_{j=1}^{N} \frac{1(x_0^j \in A)}{N}.
\]
By the Bounded Difference Inequality, we have
\[
\mathbb{P}(|\hat{P}_{n}(A; \lambda) - \mathbb{E}[\hat{P}_{n}(A|h, s, a)]| > \varepsilon_{1}(\lambda)) \leq 2 \exp \left( \frac{-2\varepsilon_{1}(\lambda)^2}{\lambda^2/n + (1-\lambda)^2/N} \right),
\]
where the value of $\varepsilon_{1}(\lambda)$ will be specified in a moment. By Assumption 1 and the definition of $L_1$ norm, we have
\[
|P(A|h, s, a) - P_{0}(A|h, s, a)| \leq \|P(h, s, a) - P_{0}(h, s, a)\|_1 \leq \Delta.
\]
Therefore, we have that
\[
\mathbb{P}(|\hat{P}_{n}(A|h, s, a) - P(A|h, s, a)| > \varepsilon_{1}(\lambda) + (1 - \lambda)\Delta \leq 2 \exp \left( \frac{-2\varepsilon_{1}(\lambda)^2}{\lambda^2/n + (1-\lambda)^2/N} \right),
\]
Set $\varepsilon(\lambda) = \varepsilon_1(\lambda) + (1 - \lambda)\Delta$. We then get

$$
P \left( \| \hat{P}_n(\cdot|h, s, a) - P(\cdot|h, s, a) \|_1 > \varepsilon(\lambda) \right) = P \left( \max_{A \subseteq S} | \hat{P}_n(A|h, s, a) - P(A|h, s, a) | > \varepsilon(\lambda)/2 \right)
$$

$$
\leq \sum_{A \subseteq S} P \left( | \hat{P}_n(A|h, s, a) - P(A|h, s, a) | > \varepsilon(\lambda)/2 \right)
$$

$$
\leq (2^S - 2) \cdot 2 \exp \left( \frac{-\varepsilon_1(\lambda)^2/2}{\lambda^2 n + (1 - \lambda)^2 N} \right) \leq \frac{\delta}{HSAT},
$$

where the last inequality is obtained by setting $\varepsilon_1(\lambda) = \sqrt{2 \left( S \log(2) + \log(2HSAT/\delta) \right) \left( \frac{\lambda^2}{n} + \frac{(1 - \lambda)^2}{N} \right)}$.

As a result, the confidence radius with weight $\lambda$ equals to

$$
\varepsilon(\lambda) = \sqrt{2 \left( S \log(2) + \log(2HSAT/\delta) \right) \left( \frac{\lambda^2}{n} + \frac{(1 - \lambda)^2}{N} \right)} + (1 - \lambda)\Delta.
$$

Plugging in $\lambda = \lambda_{DP,n,N}^P$, we have, as $(1 - \lambda)\Delta \geq 0$,

$$
\varepsilon_P^P(n, N) \equiv \varepsilon(\lambda_{DP,n,N}^P) \leq \sqrt{\frac{4(S \log(2) + \log(2HSAT/\delta))}{\log(2HSAT/\delta)} \varepsilon_R^P(n, N)}
$$

$$
\leq \sqrt{\frac{4(S \log(2) + \log(2HSAT/\delta))}{\log(2HSAT/\delta)} \varepsilon_H^R(n)} = \varepsilon_P^H(n),
$$

and the last inequality is strict when $n < \log(2HSAT/\delta)/2\Delta^2$.

**Value Functions:** For each $n$ and $\lambda \in [0, 1]$, we define $h_{n,\lambda} : \mathbb{R}^{2n+2N} \rightarrow \mathbb{R}$ as

$$
h_{n,\lambda}(x; y) \triangleq h_n(x_1, x_2, ..., x_n, x_1^0, ..., x_N^0; y_1, y_2, ..., y_n, y_1^0, ..., y_N^0)
$$

$$
= \lambda \sum_{j=1}^{n} \frac{x_j}{n} + (1 - \lambda) \sum_{j=1}^{N} \frac{x_j^0}{N} + \lambda \sum_{j=1}^{n} \frac{V^*_h(y_j)}{n} + (1 - \lambda) \sum_{j=1}^{N} \frac{V^*_h(y_j^0)}{N}.
$$

As all rewards are bounded in $[0, 1]$, $0 \leq V^*_h(s) \leq H - 1$. Then, by the Bounded Difference Inequality, we have,

$$
P( | \hat{h}_{n,\lambda} - \mathbb{E}(\hat{h}_{n,\lambda}) | > \varepsilon_1(\lambda) ) \leq 2 \exp \left( \frac{-2\varepsilon_1(\lambda)^2}{1 + (H - 1)^2} \left( \frac{\lambda^2}{2n} + \frac{(1 - \lambda)^2}{2N} \right) \right) \leq \frac{\delta}{HSAT},
$$

with

$$
\varepsilon_1(\lambda) = H \sqrt{\log (2HSAT/\delta) \left( \frac{\lambda^2}{2n} + \frac{(1 - \lambda)^2}{2N} \right)}.
$$

As

$$
| \mathbb{E}(\hat{h}_{n,\lambda}) - r(h, s, a) - \langle P(\cdot|h, s, a), V^*_{h+1}(\cdot) \rangle | \leq H(1 - \lambda)\Delta,
$$
we have
\[ P \left( \left| \hat{r}_n^{DP} - r(h, s, a) + \langle \hat{P}_n^{DP} - P(h, s, a), V_h^* \rangle \right| > \varepsilon(\lambda) \right) \leq \frac{\delta}{HSAT}, \]
where
\[ \varepsilon(\lambda) = H \sqrt{\log \left( \frac{2HSAT}{\delta} \right) \left( \frac{\lambda^2}{2n} + \frac{(1 - \lambda)^2}{2N} \right)} + H(1 - \lambda)\Delta. \]

Therefore, by setting \( \lambda = \lambda_{DP,n} \), we have
\[ \varepsilon_{DP}^{P}(n, N) \equiv \varepsilon(\lambda_{DP,n}) = H \varepsilon_{DP}^{R}(n, N) \leq H \varepsilon_{R}^{H}(n) = \varepsilon_{V}^{H}(n), \]
and the last inequality is strict when \( n < \log \left( \frac{2HSAT}{\delta} \right)/2\Delta^2 \). This also concludes our proof for Theorem 1.

**EC.4.3 Regret Bound for Data-pooling Perturbed LSVI**

Given Proposition EC.2 and Theorem 1, we are ready to give a regret bound for Algorithm 2 and the formal statement of Theorem 2 in the main paper.

**Theorem EC.1 (Formal Statement of Theorem 2).** Suppose a perturbed LSVI algorithm with \( T \) iterations satisfies conditions (i) to (v) as in Proposition EC.2 for constants \( \delta > 0 \), \( p_0 \in (0,1) \) and \( \bar{W} > 0 \) and Hoeffding confidence radii \( \{\varepsilon_{H}^{L}(n), \varepsilon_{H}^{P}(n), \varepsilon_{H}^{R}(n)\} \). Then, under Assumption 1, the corresponding data-pooling perturbed LSVI as given in Algorithm 2 also satisfies conditions (i) to (v) for the same set of constants \( \delta > 0 \), \( p_0 \in (0,1) \) and \( \bar{W} > 0 \) and the data-pooling confidence radii \( \{\varepsilon_{DP}^{P}(n, N), \varepsilon_{DP}^{P}(n, N), \varepsilon_{DP}^{R}(n, N)\} \). Here the constant \( N \equiv \min_{h,s,a} N(h,s,a) \) and \( N(h,s,a) \) is the sample size from historical data at \((h,s,a)\). The total regret of the data-pooling perturbed LSVI
\[ \text{Regret}(T) \leq (1 + 2p_0^{-1})HSAT \sum_{n=0}^{[T/SA]} (\varepsilon_{DP}^{R}(n, N) + H(\bar{W} + 1)\varepsilon_{DP}^{P}(n, N) + \bar{W}\varepsilon_{DP}^{V}(n, N)) + 4HT\delta. \]

(EC.11)

As a consequence, if \( N(h,s,a) \geq 1 \) for all \((h,s,a)\) and \( \Delta < \sqrt{\log \left( \frac{2HSAT}{\delta} \right)/2} \), the regret bound of the data-pooling perturbed LSVI is strictly smaller than that of the original perturbed LSVI algorithm with the Hoeffding confidence radii.

**Proof of Theorem EC.1.** Conditions (i) to (iii) hold for the data-pooling confidence radii following Theorem 1 and Lemma EC.2. Conditions (iv) and (v) hold as they only depend on the distribution of \( \xi \). Therefore, we can apply the same argument in the proof Proposition EC.2, replacing the Hoeffding confidence radii with their data-pooling version, and obtain (EC.11).

Finally, following Theorem 1, for all \( 1 \leq n \leq \log \left( \frac{2HSAT}{\delta} \right)/2\Delta^2 \), the data-pooling confidence radius is strictly smaller than the corresponding Hoeffding confidence radius if \( N \geq 1 \), i.e. \( \varepsilon_{DP}^{L}(n, N) < \varepsilon_{H}^{L}(n) \), for \( L = R, P, V \). Thus, we can conclude that the regret bound of the data-pooling algorithm in (EC.11) is strictly smaller than that of original algorithm in (EC.7)
Remark EC.3. In Algorithm 2, the data-pooling weight \( \lambda_t(h,s,a) \) is computed according to \( N(h,s,a) \) instead of \( N \). The corresponding confidence radii should be \( \varepsilon^{DP}(n,N(h,s,a)) \) (with \( \cdot = R,P,V \)), which is \( \varepsilon^{DP}(n,\cdot) \) as long as \( N(h,s,a) \geq 1 \). In other words, the data-pooling perturbed LSVI could reduce the regret bound when \( N(h,s,a) > 0 \) for some of the \( (h,s,a) \) triples. In the theoretical analysis of regret bound (Theorem EC.1), we use a loose bound \( \varepsilon^{DP}(n,N) \) with \( N \) mainly to obtain a simple expression of the regret bound. This also allows easy comparison to the original (no pooling) algorithm.

**EC.4.4 Extension to Multiple Historical Groups**

To formally state our design of the data pooling estimator with multiple historical data sets, we first introduce the notation. Suppose there are \( K \) historical data sets indexed by \( k = 1, 2, \ldots, K \). Denote by \( \mathcal{M}_{0k} = (H,S,A,R_{0k},P_{0k}) \) the MDP model that generates historical data set \( k \). We assume that the decision-maker has some prior knowledge of the similarity between the target MDP \( \mathcal{M} \) and each of the MDP \( \mathcal{M}_{0k} \), as formalized in the following assumption.

**Assumption EC.2.** For each \( k = 1, 2, \ldots, K \), there exists a known constant \( \Delta_k > 0 \) such that \( \forall (s,a) \in S \times A, 1 \leq h \leq H \),

\[
|r(h,s,a) - r_{0k}(h,s,a)| \leq \Delta_k, \quad \|P(\cdot;h,s,a) - P_{0k}(\cdot;h,s,a)\|_1 \leq \Delta_k.
\]

Given any triple of \((h,s,a)\), let \( \bar{r}_{0k} \) and \( \bar{P}_{0k} \) be the sample mean reward and empirical transition probabilities estimated from \( N_k \) i.i.d. observations in the historical data set \( k \). Let \( n \) be the number of i.i.d. observations from the target data with sample mean reward \( \bar{r}_n \) and empirical transition probabilities \( \bar{P}_n \). We denote by \( \Delta = (\Delta_1, \ldots, \Delta_K) \) and \( \mathbf{N} = (N_1, \ldots, N_K) \). The data-pooling weight \( \lambda = (\lambda_1, \ldots, \lambda_k) \) is also a \( K \)-dimension vector. We define the corresponding date-pooling estimators

\[
\bar{r}^{DPK}_n = (1 - \lambda_1 - \cdots - \lambda_K)\bar{r}_n + \sum_{k=1}^K \lambda_k \bar{r}_{0k}, \quad \bar{P}^{DPK}_n = (1 - \lambda_1 - \cdots - \lambda_K)\bar{P}_n + \sum_{k=1}^K \lambda_k \bar{P}_{0k},
\]

where the superscript \( \text{DPK} \) represents for Data Pooling with \( K \) historical data sets.

Note that if we mix the \( K \) historical data sets into a single data set, we can view the mixed data set as generated from \( \mathcal{M}_0 = (H,S,A,R_0,P_0) \) with

\[
r_0(h,s,a) = \frac{\sum_k N_k r_{0k}(h,s,a)}{\sum_k N_k}, \quad P_0(\cdot;h,s,a) = \frac{\sum_k N_k P_{0k}(\cdot;h,s,a)}{\sum_k N_k},
\]

and with sample size \( N = \sum_k N_k \) and difference bound \( \Delta = \sum_k N_k \Delta_k / \sum_k N_k \). Let \( \varepsilon^{DP}(n,N) \), \( L = R, P, V \) be the corresponding confidence bounds for data-pooling estimators with the single historical dataset as defined in Theorem 1.

The next theorem says that when the similarity bounds \( \Delta_k \) for different historical data sets are specified, we can construct new data-pooling estimators that have smaller confidence radii than
those specified in Theorem 1 (mixing all historical datasets into a single set). This is achieved by assigning different weights to each historical dataset.

**Theorem EC.2.** Under Assumption EC.2 with $\Delta = (\Delta_1, \ldots, \Delta_k)$, for each $n \geq 1$ and any value of $\delta > 0$, we define the data-pooling estimator as given in (EC.12) with $\lambda^{DPK} = (\lambda_1^{DPK}, \ldots, \lambda^K_{DPK})$ to be defined in (EC.13). For fixed $N = (N_1, \ldots, N_K)$ sample sizes of the historical data sets, there exists a sequence of confidence radii $\{\hat{\varepsilon}^{DPK}_R(n, N), \hat{\varepsilon}^{DPK}_P(n, N), \hat{\varepsilon}^{DPK}_V(n, N)\}$ for the data-pooling estimators $\{\hat{r}^{DPK}_n, \hat{P}^{DPK}_n\}$ such that

$$\hat{\varepsilon}^{DPK}_R(n, N) \leq \varepsilon^{DP}_R(n, N), \quad \hat{\varepsilon}^{DPK}_P(n, N) \leq \varepsilon^{DP}_P(n, N), \quad \hat{\varepsilon}^{DPK}_V(n, N) \leq \varepsilon^{DP}_V(n, N),$$

where $\varepsilon^{DP}_L(n, N), L = R, P, V$ are the confidence bounds for data-pooling estimators using a single historical data set with $N = \sum_k N_k$ and $\Delta = \sum_k N_k \Delta_k / \sum_k N_k$ as defined in Theorem 1.

**Proof of Theorem EC.2** The proof is similar to that of Theorem 1. Given the form of the estimator $\hat{r}_n$, by the Bounded Difference Inequality, we obtain the confidence radius for the mean reward as

$$\hat{\varepsilon}^{DPK}_R(\lambda) = \sqrt{\log(2HSAT/\delta) \left( \frac{L^2}{2n} + \sum_{k=1}^K \frac{\lambda^2_k}{2N_k} \right) + \sum_{k=1}^K \Delta_k \lambda_k},$$

where $L = 1 - \sum_k \lambda_k$. Then, for any $\lambda \in [0, 1]$, if we let

$$\lambda_k = \frac{N_k \lambda}{\sum_i N_i}, \quad k = 1, 2, \ldots, K,$

we recover the data-pooling estimator with the single historical data set for mean reward with weight $\lambda$, $N = \sum_k N_k$ and $\Delta = \sum_k \Delta_k N_k / \sum_k N_k$. In addition, the confidence bounds also coincide:

$$\hat{\varepsilon}^{DPK}_R(\lambda) = \hat{\varepsilon}^{DPK}_R(\lambda), \quad \text{if} \quad \lambda_k = \frac{N_k \lambda}{\sum_i N_i}, \quad k = 1, 2, \ldots, K.$$

As a consequence, if we choose

$$\lambda^{DPK} \in \arg\min_{\lambda \in B} \hat{\varepsilon}^{DPK}_R(\lambda), \quad B = \{\lambda : \lambda_k \geq 0, k = 1, 2, \ldots, K, \sum_{k=1}^K \lambda_k \leq 1\},$$

we have

$$\hat{\varepsilon}^{DPK}_R(n, N) = \min_{\lambda \in B} \hat{\varepsilon}^{DPK}_R(\lambda) \leq \min_{\lambda \in [0, 1]} \hat{\varepsilon}^{DPK}_R(\lambda) = \varepsilon^{DP}_R(n, N).$$

Given the result on $\hat{\varepsilon}^{DPK}_R$, the analysis for confidences $\varepsilon^{DPK}_P$ and $\varepsilon^{DPK}_V$ follow the same argument as in the proof of Theorem 1.

**Remark EC.4.** Although we do not have a closed-form expression for $\lambda^{DPK}$, we can show that $\hat{\varepsilon}^{DPK}_R(\lambda)$ is a convex function on the convex set $B$ and thus one can find $\lambda^{DPK}$ via any standard convex optimization solver. Let

$$g(\lambda) = \sqrt{\frac{L^2}{n} + \sum_{k=1}^K \frac{\lambda^2_k}{N_k}}, \quad \lambda \in B.$$
For any $\lambda, \bar{\lambda} \in B$, we have

\[
(g(\lambda) + g(\bar{\lambda}))^2 = \frac{L^2 + \bar{L}^2}{n} + \sum_{k=1}^{K} \frac{\lambda_k^2}{N_k} + \sum_{k=1}^{K} \frac{\bar{\lambda}_k^2}{N_k} + 2 \left( \frac{L^2}{n} + \sum_{k=1}^{K} \frac{\lambda_k^2}{N_k} \right) \left( \frac{\bar{L}}{n} + \sum_{k=1}^{K} \frac{\bar{\lambda}_k}{N_k} \right) \geq \frac{L^2 + \bar{L}^2}{n} + \sum_{k=1}^{K} \left( \frac{\lambda_k}{N_k} \right)^2 + 2 \left( \frac{L^2}{n} + \sum_{k=1}^{K} \frac{\lambda_k}{N_k} \right) \left( \frac{\bar{L}}{n} + \sum_{k=1}^{K} \frac{\bar{\lambda}_k}{N_k} \right) = 4 \left( \frac{(L + \bar{L})/2}{n} + \sum_{k=1}^{K} \left( \frac{(\lambda_k + \bar{\lambda}_k)/2}{N_k} \right)^2 \right) = (2g((\lambda + \bar{\lambda})/2))^2,
\]

by Hölder’s inequality. As a consequence, $g(\lambda)$ is convex on $B$ and so is $\bar{\varepsilon}_n^R(\lambda) = g(\lambda) + \sum_k \Delta_k \lambda_k$.

**EC.5 Details on the Case study**

**EC.5.1 Individual MDP Calibration**

Table EC.1 and Table EC.2 show the regression results for the two-stage Heckman’s correction model, including the variables and their coefficients, standard deviations, and p-value. The first stage is to estimate the selection with a probit model and calculate the inverse Mills ratio (IMR). The outcome variable is the follow-up action (i.e., whether follow-up is scheduled or not). In the second stage, we include the IMR as an additional feature in the regression model for evaluating the treatment effect on the outcomes. The outcome variable is the 30-day readmission outcome. The independent variables (covariates) in the two stages do not need to overlap and we follow a similar procedure as in Briggs (2004) to select the covariates in the two stages.

Once we get the prediction for the readmission probability within 30 days, we then leverage it to calibrate the readmission probability of each week post discharge. Among those who had been readmitted within four weeks, we divide them into two groups according to whether the follow-up calls have been provided and estimate the conditional readmission probabilities. Below is the result for the conditional readmission rate in each week $\alpha^h_a \triangleq P(\text{readmit in week } h|\text{readmit within 4 weeks, treatment}=a), h = 1, \ldots, 4$ and $a = 0, 1$.

\[
\alpha^h_0 = [0.35, 0.28, 0.21, 0.16], \quad \alpha^h_1 = [0.39, 0.25, 0.20, 0.15].
\]

**EC.5.2 Target Patients and Optimal Policies**

To construct the oracle simulator, we classify the target patients into 146 classes as summarized in Table EC.3 based on the predictive features from the two-stage regression. The optimal policy for each class is calculated by solving the corresponding MDP model (assuming the true parameters are known) under the intervention cost and readmission cost $c_a = 0.13$ and $c_R = 10$, respectively.

**EC.5.3 Historical Data**

The information of historical patients is detailed in Tables EC.4 and EC.5. The formation of these eight clusters aligns with medical practice: if hospitals and clinicians intend to use historical data in
predicting readmission risks for new patients, a natural way is to partition the historical patients into different groups by their features and use the medically similar group(s) as the basis for prediction on the new patients. The features we use here are consistent with those commonly used in calculating readmission risk scores in the literature, e.g., the LACE score (Robinson and Hudali 2017).
Table EC.3 146 target patient classes and their optimal policies (1 = intervention; 0 = no intervention), total sample size and number of arrival per week (rounded to integer).

| Samples | weekly arrival | optimal policy | Samples | weekly arrival | optimal policy | Samples | weekly arrival | optimal policy |
|---------|----------------|----------------|---------|----------------|----------------|---------|----------------|----------------|
| 0       | 32             | 2              | 1       | 65             | 3              | 1111     | 50             | 31             | 2              | 1111     | 100        | 261       | 19         | 0000     |
| 1       | 124            | 6              | 2       | 123            | 6              | 1111     | 52             | 77             | 5              | 1111     | 102        | 47         | 4          | 1100     |
| 3       | 123            | 6              | 4       | 74             | 6              | 1111     | 54             | 53             | 4              | 1111     | 104        | 69         | 6          | 1100     |
| 5       | 244            | 14             | 6       | 362            | 26             | 1111     | 56             | 28             | 3              | 1111     | 106        | 35         | 3          | 1100     |
| 7       | 282            | 19             | 8       | 16             | 1              | 1111     | 57             | 45             | 4              | 1111     | 107        | 56         | 4          | 1000     |
| 9       | 85             | 5              | 10      | 50             | 3              | 1100     | 60             | 25             | 2              | 1100     | 110        | 93         | 7          | 0000     |
| 11      | 81             | 4              | 12      | 58             | 3              | 0000     | 62             | 54             | 4              | 1111     | 111        | 117        | 8          | 1000     |
| 13      | 17             | 2              | 14      | 118            | 10             | 0000     | 64             | 92             | 7              | 1100     | 114        | 81         | 6          | 0000     |
| 15      | 120            | 8              | 16      | 25             | 2              | 0000     | 66             | 67             | 5              | 1100     | 116        | 92         | 7          | 0000     |
| 17      | 98             | 7              | 18      | 85             | 6              | 0000     | 68             | 59             | 4              | 1111     | 118        | 219        | 16         | 0000     |
| 19      | 238            | 15             | 20      | 155            | 7              | 1111     | 70             | 35             | 3              | 1100     | 120        | 70         | 4          | 1111     |
| 21      | 17             | 1              | 22      | 37             | 2              | 1111     | 72             | 268            | 19             | 1110     | 122        | 73         | 5          | 1111     |
| 23      | 58             | 4              | 25      | 47             | 3              | 1111     | 74             | 52             | 4              | 1100     | 124        | 54         | 2          | 1111     |
| 26      | 55             | 5              | 28      | 52             | 3              | 1111     | 76             | 37             | 3              | 0000     | 126        | 36         | 2          | 1111     |
| 27      | 83             | 5              | 29      | 86             | 6              | 1111     | 78             | 34             | 4              | 1100     | 128        | 38         | 4          | 1100     |
| 30      | 87             | 5              | 30      | 159            | 8              | 1111     | 81             | 98             | 7              | 1100     | 131        | 40         | 3          | 0000     |
| 32      | 33             | 2              | 33      | 18             | 2              | 1111     | 83             | 28             | 2              | 1100     | 133        | 29         | 2          | 0000     |
| 34      | 39             | 3              | 34      | 47             | 3              | 1111     | 84             | 52             | 5              | 1100     | 124        | 54         | 2          | 1111     |
| 35      | 41             | 2              | 36      | 51             | 3              | 1111     | 86             | 68             | 5              | 1111     | 136        | 98         | 6          | 1100     |
| 37      | 26             | 2              | 38      | 68             | 4              | 1111     | 87             | 48             | 4              | 1111     | 137        | 44         | 3          | 0000     |
| 39      | 44             | 3              | 40      | 64             | 4              | 1111     | 90             | 47             | 4              | 1100     | 140        | 87         | 9          | 0000     |
| 41      | 26             | 2              | 42      | 73             | 4              | 1100     | 92             | 71             | 13             | 1100     | 142        | 24         | 2          | 0000     |
| 43      | 96             | 6              | 44      | 20             | 2              | 1111     | 94             | 50             | 3              | 0000     | 144        | 50         | 3          | 0000     |
| 45      | 92             | 6              | 46      | 77             | 5              | 1100     | 96             | 245            | 17             | 1000     |             |            |            |          |
| 47      | 27             | 2              | 48      | 43             | 3              | 1110     | 98             | 44             | 4              | 0000     |             |            |            |          |
| 49      | 22             | 2              |         |                |                |          |                |                |                |          |             |            |            |          |

Table EC.4 The medical features in each of the eight clusters of the historical data. The admission source is classified as emergency admission (ED) and non-emergency admission (nonED).

| adm source | prior_visit_num | age | N       |
|------------|-----------------|-----|---------|
| 1          | ED              | 0   | [18.41] | 1425   |
| 2          | ED              | 0   | [41.61] | 1766   |
| 3          | ED              | 0   | [61.80] | 1278   |
| 4          | ED              | 0   | [97.3]  |        |
| 5          | nonED           | 0   | [18.41] | 1015   |
| 6          | nonED           | 0   | [41.61] | 1310   |
| 7          | nonED           | 0   | [61.80] | 859    |
| 8          | nonED           | 0   | [563]   |        |
EC5.4 Algorithms Implementation Details

JS Algorithm. JS algorithm updates estimator (11) in the main paper using a different weight for each historical patient class \( k \), given by

\[
\lambda_{t,k}^{JS}(h,s,a) = \min \left( \max \left( 1 - \frac{(K-2) \sum_{i=1}^{N_k(h,s,a)} (q_{k,i} - \bar{q}_k)^2}{N_k(h,s,a) \sum_{i=0}^{K}(\bar{q}_i - \bar{q})^2}, 0 \right), 1 \right), \quad 1 \leq k \leq K.
\]

Here, we use \( k = 0 \) to denote the target class. For each \( k \), \( N_k(h,s,a) \) is the number of samples in class \( k \), \( q_{k,i} = \hat{r}(h,s,a) + \hat{V}_{h+1}(s_{h+1}) \) is the observed Q-function corresponding to the \( i \)-th sample in class \( k \), \( \bar{q}_k \) is the sample mean of the Q-functions in class \( k \), and \( \bar{q} \) is the sample mean over all classes. The weight for the target class is \( \lambda_{t,0}^{JS}(h,s,a) = 1 - \sum_{k=1}^{K} \lambda_{t,k}^{JS}(h,s,a) \).

Contextual-P Algorithm. We denote the collected target dataset right before iteration \( t \) as \( D^t = \{(h,a,R_h,S_{h+1},x)_i\} \), with \( D^0 \) being the historical dataset. Contextual-P algorithm merges the target dataset \( D^t \) with the historical dataset \( D^0 \) to construct a merged dataset \( D^t \) and estimates the readmission probability using the merged dataset \( D^t \). For each sample \( i \), \( x_i \in \mathbb{R}^{19} \) is its feature vector and the features are:

\[
x = [\text{'prior_visit_num'}, \text{'num_of_transfers'}, \text{'Charlson_score'}, \text{'age'}, \text{'LOS_day'}, \text{'gender_M'}, \text{'class_B2'}, \text{'class_C'},
\text{'adm_source_DS'}, \text{'adm_source_EL'}, \text{'adm_source_ED'}, \text{'adm_source_ES'}, \text{'adm_source_SD'},
\text{'specialty_Med'}, \text{'specialty_Ortho'}, \text{'specialty_Surg'}, \text{'Weekend_True'}, \text{'adm_to_icu_1'}, \text{'had_operations_1'}].
\]

Recall that \( a \in \{0,1\} \) is the action (taking intervention or not). The readmission probability of a patient with feature \( x \) under action \( a \) at decision epoch \( h \) is fit by a linear model as

\[
p^h(a,x) = c_1^h a + c_2^h x + c_3^h,
\]

where \( c_1^h \in \mathbb{R}, c_2^h \in \mathbb{R}^{19} \) and \( c_3^h \in \mathbb{R} \) are the parameters to be estimated. Once the readmission probabilities are estimated, contextual-P then computes the Q-functions using the estimated readmission probabilities and selects the action for iteration \( t \) accordingly.
**Contextual-Q Algorithm.** Contextual-Q algorithm is similar to contextual-P, except that it directly estimates the Q-function value instead of the readmission probability. In contextual-Q algorithm, the Q-function value $Q_h(a;x)$ is fit by a linear model as

$$Q_h(a;x) = \theta_1^h a + \theta_2^h \cdot x + \theta_3^h,$$

where $\theta_1^h \in \mathbb{R}, \theta_2^h \in \mathbb{R}$ and $\theta_3^h \in \mathbb{R}$ are the parameters to be estimated. For each patient sample $i$, the observed Q-function $\tilde{Q}_h^i(a;x)$ at decision epoch $h$ is calculated from data following the one-step backward induction

$$\tilde{Q}_h^i(a;x) = c_i \mathbf{1}(a = 1) + \hat{V}_{h+1}^i \cdot \mathbf{1}(S_{h+1} = 0) + c_R \cdot \mathbf{1}(S_{h+1} = 1),$$

where $x_i$ is the feature of patient sample $i$, $\hat{V}_{h+1}^i = \min_n \hat{Q}_{h+1}(a;x_i)$ is the estimated value function of patient $i$ at decision epoch $h + 1$, and $\hat{Q}_{h+1}(a;x_i)$ is the estimated Q-function value of patient sample $i$ at decision epoch $h + 1$.

**Clustering Algorithm.** We follow the idea in Miao et al. (2019) to perform an adaptive clustering algorithm. At each iteration $t$, we first compute the MLE $\hat{P}^t(\cdot;h,\cdot,a)$ using $n_t(h,\cdot,a)$ target samples. Then, we cluster the target and historical patients according to the closeness in the estimation, defined via

$$||\hat{P}^k(\cdot;h,\cdot,a) - \hat{P}^t(\cdot;h,\cdot,a)||_2 \leq C/\sqrt{n_t(h,\cdot,a)},$$

where $C$ is a hyper-parameter and $\hat{P}^k(\cdot;h,\cdot,a)$ is the MLE estimators from class $k$’s historical data. Lastly, we use the clustered data to estimate the value function for the target patients and move on to the next iteration.

**Data-pooling Algorithm.** Weights for $K$ different historical datasets are computed by minimizing

$$\varepsilon_t^{ha}(\lambda) = \sqrt{\log(2HSAh^2)(1 + (H - h)^2)} \left( \frac{(1 - \lambda_1 - \lambda_2 - \cdots - \lambda_K)^2}{n} + \frac{\lambda_1^2}{N_1} + \frac{\lambda_2^2}{N_2} + \cdots + \frac{\lambda_K^2}{N_K} \right) + (1 + H - h)(\lambda_1 \Delta_{t1}^{ha} + \lambda_2 \Delta_{t2}^{ha} + \cdots + \lambda_K \Delta_{tK}^{ha}),$$

where $\Delta_{tk}^{ha} = ||\hat{P}^k(\cdot;h,\cdot,a) - \hat{P}^t(\cdot;h,\cdot,a)||_1 \times \gamma$ with $\gamma$ being a hyper-parameter.

**Perturbed framework.** In all of the algorithms, we follow the perturbed LSVI framework. We assume that the extra randomness injected for exploration is a Gaussian noise with mean 0 and variance $\sigma^2/n_t(h,\cdot,a)$ for each $(h,a)$ pair at iteration $t$, with $\sigma$ being a hyper-parameter.

**EC.5.5 Hyper-parameters Tuning**

The hyper-parameter $\sigma$ for exploration in each of the algorithms is chosen from the set $\{0.01,0.05,0.1,0.2,0.4\}$ to achieve the best performance via cross validation. For additional hyper-parameters in each of the algorithms: (i) the candidate of $\gamma$ for data-pooling is selected from $\{0.01,0.3,0.5,0.7,1,1.5,2,10\}$; (ii) the candidate of $C$ for clustering is selected from
We tune all these parameters to give enough benefit of doubts for each algorithm. The results under different hyper-parameters are showed in Tables EC.7, EC.8, and EC.9. The results show that there is a reasonably large range of hyper-parameters that our data-pooling method achieves better performance than other benchmarks. This also indicates the robustness of the performance of our algorithm over the hyper-parameter values; see more in Section EC.5.8.

Table EC.6 The hyper-parameters used in the algorithms that achieved smallest regret.

| Algorithm \ Hyper-parameters | $\sigma$ | Extra Hyper-parameter |
|------------------------------|----------|-----------------------|
| Data-pooling                 | 0.1      | $\gamma = 0.7$       |
| Clustering                   | 0.2      | $C = 0.5$             |
| JS                           | 0.1      |                       |
| Complete                     | 0.05     |                       |
| Personalized                 | 0.2      |                       |
| Contextual-Q                 | 0.05     |                       |
| Contextual-P                 | 0.05     |                       |

Table EC.7 Total regret in 50 iterations of data-pooling using different hyper-parameters

| $\sigma$ \ $C$ | 0.01 | 0.1 | 0.3 | 0.5 | 0.7 | 1   | 1.5  | 2    | 4    |
|----------------|------|-----|-----|-----|-----|-----|------|------|------|
| 0.01           | 4368.172 | 4449.651 | 4266.776 | 4503.931 | 4483.657 | 4179.126 | 3958.573 | 3927.770 |
| 0.05           | 4655.609 | 4371.936 | 4050.210 | 4075.693 | 4160.202 | 4168.430 | 4028.130 | 3993.867 |
| 0.1            | 4565.224 | 4295.532 | 3971.203 | 3924.858 | 4016.826 | 4063.454 | 4122.778 | 4100.217 |
| 0.2            | 4439.702 | 4205.748 | 3880.789 | 3848.244 | 4003.407 | 4169.209 | 4362.318 | 4366.421 |
| 0.4            | 4347.206 | 4161.077 | 3886.968 | 3926.420 | 4119.112 | 4367.080 | 4702.956 | 4727.316 |

Table EC.8 Total regret in 50 iterations of clustering using different hyper-parameters

| Algorithm \ $\sigma$ | 0.01 | 0.05 | 0.1 | 0.2 | 0.4 |
|----------------------|------|------|-----|-----|-----|
| JS                   | 3998.232 | 4018.119 | 3994.962 | 4042.544 | 4214.890 |
| Complete             | 4188.623 | 4095.432 | 4163.520 | 4286.474 | 4419.856 |
| Personalized         | 4469.011 | 4452.541 | 4417.864 | 4405.007 | 4317.601 |
| Contextual-Q         | 3548.832 | 3529.487 | 3570.606 | 3637.642 | 3713.021 |
| Contextual-P         | 4382.261 | 4342.012 | 4432.124 | 4415.164 | 4397.171 |

Table EC.9 Total regret in 50 iterations using different hyper-parameters $\sigma$

**EC.5.6 Comparison with Clustering**

Figure EC.2 plots the trajectories under the clustering algorithm and our data-pooling algorithm on one sample path. Each dot $(1 - p_{ha}, p_{ha})$ in the plane represents the combination of transition probabilities of staying at the non-readmit state or moving into the readmit state, respectively. The black dot (0.96, 0.04) in the figure represents the true transition probabilities. Both algorithms start from the initial value (1, 0), and the closer it gets to the true estimation (black dot), the better.
Note that within 20 iterations, the trajectory (red line) under data-pooling gets close enough to the black dot, and stays close around \((0.97, 0.03)\) from iteration 20 to iteration 50. In contrast, due to the variance in sampling, the trajectory (green line) under clustering gets far away from the black dot – it stayed around the point \((0.88, 0.12)\) after iteration 30. This drift-away results in picking the suboptimal action \((a = 0)\) after iteration 30 since action \(a = 0\) results in a lower cost even with exploration (the exploration noise is not enough to overcome the gap between the two actions). Consequently, this leads to a larger regret and higher cost during the learning under the clustering method, in comparison to our data-pooling algorithm. It is worth mentioning that although we show one sample path here for illustration, similar situations happened over many other sample paths.

![Figure EC.2](image)

**Figure EC.2** Trajectory of estimating transition probability in one sample path.

### EC.5.7 Additional Results for the Synthetic Experiments

Table EC.10 summarizes the performance in numeric values for data-pooling, contextual-Q and contextual-P in the synthetic experiments. Figure EC.3 illustrates that our data-pooling algorithm successfully pools historical class 1 to target class 0.

| Algorithm     | Total Regret   | Total Cost   | Readmission Rate | CPU time/class |
|---------------|----------------|--------------|------------------|----------------|
| Data-pooling  | 165.3±18.14    | 6860.49±50.31| 5.80%            | 232.36         |
| Contextual-Q  | 299.72±4.79    | 7007.82±42.36| 6.24%            | 1411.15        |
| Contextual-P  | 386.14±3.28    | 5415.19±37.35| 4.88%            | 1485.36        |

**Table EC.10** The Performance of different algorithms for 50 iterations and 100 rounds. The numbers following the ± sign are the half-width of the 95% confidence interval of the corresponding value.

### EC.5.8 Robustness Analysis

When implementing algorithm-based decision support in practice, there could be different operational barriers. We discuss how to deal with a few possible ones in this section: data-privacy
environment, robustness to $\Delta$ (the difference between target and historical patients), and different treatment effect.

EC.5.8.1 Dealing with Data-sharing Restrictions

We compare our data-pooling algorithm with the clustering method when data-sharing is restricted. In this numerical experiment, only the aggregate statistics in terms of empirical averages are available, i.e., $\bar{P}_0(h, a), h = 1, 2, 3, 4$. It is worth stressing that this empirical average is sufficient for us to implement our data-pooling algorithm, whereas it is not for the clustering method. To provide the necessary input for the clustering method, we randomly label the historical data into eight groups. Figure EC.4 compares the regret from the data-pooling algorithm and the clustering method. The performance gap between the two algorithms increases comparing to that in the baseline, with the clustering method having a worse result. We also note that the regret from the clustering method decreases much slower in this no-label environment than that in the baseline. In contrast, our data-pooling algorithm still performs very well using a single cluster – that is, we only used the average and sample size of the ungrouped historical data. This robustness is particularly appealing when one does not have access to critical patient information to classify the historical data.

EC.5.8.2 Robustness of Hyper-parameter $\gamma$

To deal with unknown value of difference gap $\Delta$, we introduce $\gamma$ as a tuning parameter in our implementation of the data-pooling method (see Section EC.5.4). Here we conduct simple robustness check experiments on $\gamma$ with other hyper-parameters unchanged. We compare the performance of data-pooling with different values of $\gamma$ with the best regret obtained by other benchmark algorithms. As shown in Figure EC.5, unless the choice of $\gamma$ is far away from the default value (1.0), the performance of data-pooling algorithm is significantly better than the best of other benchmarks.
EC.5.8.3 Different Treatment Effects

In this experiment, we follow the synthetic experiment setting in Section 6.4. However, we modify the coefficient of the action, \( c_1 \), to \(-0.075\) for the target patients (no change for historical patients). Thus, the target class becomes even more different from the historical classes, imposing more difficulty in learning. The optimal policies for each class are summarized in Table EC.11.

| class     | \( p_{00} \) | \( p_{01} \) | \( p_{10} \) | \( p_{11} \) | \( p_{20} \) | \( p_{21} \) | \( p_{30} \) | \( p_{31} \) | opt policy |
|-----------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|------------|
| target    | 2.9%        | 1.8%        | 2.9%        | 1.8%        | 6.7%        | 4.1%        | 6.7%        | 4.1%        | 0011       |
| target    | 7.3%        | 4.7%        | 7.3%        | 4.7%        | 3.1%        | 2.0%        | 3.1%        | 2.0%        | 1100       |
| history   | 7.4%        | 5.4%        | 7.4%        | 5.4%        | 3.2%        | 2.3%        | 3.2%        | 2.3%        | 0011       |
| history   | 2.8%        | 2.0%        | 2.8%        | 2.0%        | 6.6%        | 4.7%        | 6.6%        | 4.7%        | 1100       |

Table EC.11  Readmission rate over the four-week time window for different treatment effects.

Performance Comparison. Figure EC.6 plots the regret per iteration for the three tested policies. Table EC.12 summarize the performance comparison in numeric values. Our numerical results show that the data-pooling method has the smallest regret comparing to the other two methods. The gap in the regret increases from around 80% in the setting with same treatment effect to more than 200% in this setting with different treatment effect. Similar as before, the key to the superior performance of our method is that it properly pools the right historical class and the target class to learn the transition probabilities and policies. In contrast, contextual methods pool the wrong classes due to the model misspecifications. Additionally, the different treatment effect imposes another challenge to contextual methods since they try to learn a single coefficient, \( c_1^* \) for the action, resulting in more deviation from the ground truth. As we can see in Figure EC.6, although having good initial policies, the regret trajectories of the two contextual methods have no obvious downward trend, which means
they need a lot more data to correct the misspecification caused by historical data. Though the
treatment effect is larger, our data-pooling method still pools correct class pairs together, achieving
much better performance than the contextual methods.
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**Figure EC.6** Regret per iteration of 2 target patient classes. The solid line represents the average from 100
replications, and the shaded area corresponds to the 95% confidence interval.

| Algorithm     | Total Regret ± | Total Cost ± | Readmission Rate | CPU time/class |
|---------------|----------------|--------------|------------------|----------------|
| Data-pooling  | 118.52±10.64   | 6327.71±40.47| 5.31%            | 143.99         |
| Contextual-Q  | 371.01±9.35    | 6605.74±41.42| 5.18%            | 1384.08        |
| Contextual-P  | 381.46±4.89    | 4901.53±34.57| 4.14%            | 1543.71        |

**Table EC.12** The Performance of different algorithms for 50 iterations and 100 rounds. The numbers following the ±
sign are the half-width of the 95% confidence interval of the corresponding value.