Efficient Unsupervised Video Object Segmentation Network Based on Motion Guidance
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Abstract—Due to the problem of performance constraints of unsupervised video object detection, its large-scale application is limited. In response to this pain point, we propose another excellent method to solve this problematic point. By incorporating motion characterization in unsupervised video object detection, detection accuracy is improved while reducing the computational amount of the network. The whole network structure consists of dual-stream network, motion guidance module, and multi-scale progressive fusion module. The appearance and motion representations of the detection target are obtained through a dual-stream network. Then, the semantic features of the motion representation are obtained through the local attention mechanism in the motion guidance module to obtain the high-level semantic features of the appearance representation. The multi-scale progressive fusion module then fuses the features of different deep semantic features in the dual-stream network further to improve the detection effect of the overall network. We have conducted numerous experiments on the three datasets of DA VIS 16, FBMS, and ViSal. The verification results show that the proposed method achieves superior accuracy and performance and proves the superiority and robustness of the algorithm.
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I. INTRODUCTION

Unsupervised video object segmentation (UVOS) purposes to automatically gain salient objects from video without human intervention. This task of automatically segmenting primary objects has recently received extensive attention and has significantly impacted all aspects of computer vision, involving safety monitoring, industrial manufacturing, autonomous driving, robotics.

Traditional methods usually use handcrafted features to address this problem, such as motion boundaries [1], sparse representations [3], salient [2], [5], and point trajectories [3], [4], [7]. Although the above algorithms have achieved inevitable success, they are not ideal for accurately discovering the objects which are most salient from the entire video sequence. With the rise of deep learning, several recent studies have attempted to model this problem as the zero-target frame problem [8], [9]. These studies basically learn object features from a large number of model training data, and these data are not manually labeled. Although the above methods have made breakthroughs, there are still problems. With the heavy weight networks, better feature representations can be extracted, such as the DeepLabv3 network [26] based on the ResNet101 network. Capturing salient objects with a complex mechanism will lead to enormous model parameters, a higher model calculation amount, and a slower model training and inference speed, limiting the algorithm’s application in practical situations.

How to efficiently capture significant objects is the key to network lightweighting. Recent studies have used the co-attention mechanism to capture similar objects [10] between different video frames, which has achieved good results but cannot distinguish objects similar to significant targets in the background, and the calculation is extensive. The motion information can capture salient objects based on human sensitivity to moving targets. At the same time, due to the prior information on the slow-moving objects in the video, the motion information extraction method based on local matching is more efficient. So this paper uses the optical flow estimation network to extract motion information.

Simultaneously, the appearance features of the objects in the RGB image are extracted to supplement the specific details lacking in the motion information and improve the final segmentation effect. Due to RGB images have a pixel correspondence with optical flow estimation, the motion information in optical flow estimation also includes the approximate position and contour information of salient objects. As a consequence, local attention mechanism can be utilized in motion information to obtain the convolution weights to guide Appearance features, learn semantics and reduce the difficulty of feature extraction in the RGB image branch. This method of motion information-guided appearance information learning enables the algorithm in this paper to obtain good feature extraction quality while using a lightweight feature extractor, and the amount of model parameters and model calculation are effectively reduced. Finally, multi-stage features are extracted to fed into the multi-scale progressive fusion module. The semantic information of high-resolution features is continuously enhanced through convolution and upsampling, and more accurate
segmentation results are obtained. This article mainly has three contributions, which can be summarized as follows.

- A lightweight method about unsupervised video object segmentation is proposed, which significantly reduces the model parameters and computational cost, and significantly improves the speed of the unsupervised video target segmentation algorithm.
- A motion guidance module based on local attention force is proposed with prior motion information. Semantic information is extracted from motion information by local attention, and appearance features are guided to learn semantic information in convolutional weights, ultimately improving the segmentation performance.
- Compared with the current SOTA methods, the results of our method is competitively on multiple standard datasets, proving the proposed algorithm’s effectiveness and achieving a balance between speed and accuracy.

II. RELATED WORK

A. Unsupervised Video Object Segmentation

Early UVOS methods usually analyze point trajectories [3], [4], [7] and use object suggestions [11], motion boundaries [1], or salient information [2], [5] to infer targets. However, the effect is not ideal due to the limitations of data sets and computing power. Thanks to establishing large datasets [12], [13] and developing fully convolutional segmentation networks, there have been various models are developed utilizing zero-target frame solutions to solve the problem.

One way to salient segment objects are to detect salient objects by video [14]. In this way, the pre-trained semantic segmentation network will be fine-tuned, extracts salient features spatially, and then trains a convolutional long short-term memory (Conv-LSTM) to capture temporal information. With the emergence of the attention mechanism, for the sake of obtaining spatial and temporal information between different video frames for reasoning, the related methods use twin networks with co attention mechanism [10]. However, it cannot sufficiently distinguish objects similar to salient objects in the background. Dual-stream networks [16], [17] are also popular, fusing motion with appearance information for objective reasoning. For example, MATNet [15] uses the co attention mechanism to fuse motion and appearance features between various stages of the dual-stream network to obtain salient features, which has achieved relatively good results. However, the co attention mechanism in these studies brings massive computational costs, limiting the application in practical scenarios.

B. Co Attention Mechanism

Inspired by human perception, attention mechanism have been extensively researched and developed. Through end-to-end training, the model has ability to selectively focus on the subset of inputs by attention mechanism. For example, multi-context information is used to estimate human posture [29], and the spatial and channel attention is utilized to dynamically select a patch of an image as the image description [30]. Lately, co attention mechanism in linguistic and visual fields have been studied, such as visual question answering [31] and visual conversations [32]. In these works, the co attention mechanism is applied to explore the potential relevance among different patterns. For instance, a model was created in a previous visual question-answering study [31], jointly performing problem-guided visual and image-guided problem attention. So the trained model can selectively pay attention to image patches and document fragments. Inspired by these works, the attention model in this paper is used
to mine information among features with prior information, with a more elegant network architecture to capture motion information and guide appearance information to learn salient features.

III. PROPOSED METHOD

The overall network framework diagram of this article proposed is shown in Fig. 1, which consisting mainly of three parts: dual-stream network, motion guidance, and multi-scale progressive fusion.

A. Dual-stream Network

In this article, the dual-stream network is constructed to extract motion and appearance features, which have proven its superiority in the video object detection task. Different from previous studies, this paper uses lightweight networks to replace DeepLabV3 networks based on ResNet101 and inserts motion guidance modules at different stages of lightweight networks to enhance the semantics of appearance features. This paper uses MobileNetv2 network as the feature extractor for each branch of the dual-stream network to balance the inference speed and segmentation effect. For the dual-stream network, given an image $I_a \in \mathbb{R}^{C \times H \times W}$ and the corresponding optical flow estimation $I_m \in \mathbb{R}^{3 \times H \times W}$, the dual-stream network extracts appearance features $V_{a,i} \in \mathbb{R}^{C \times H \times W}$ and motion features $V_{m,i} \in \mathbb{R}^{C \times H \times W}$ in the $i$-th stage, which is used to enhance the appearance features through the motion guidance module:

$$U_{a,i} = F_{MG}(V_{a,i}, V_{m,i})$$  \hspace{1cm} (1)

where $F_{MG}(\cdot)$ represents the motion guidance module, $U_{a,i} \in \mathbb{R}^{C \times H \times W}$ represents the enhanced $i$-stage appearance features. In particular, in order to preserve the details of shallow features, we don’t set up the motion guidance module for the stage1 when we design the dual stream network. For the enhanced appearance features $U_{a,i}$ and the motion features $m_{a,i}$ in stage $i$. After concatenating in the channel dimension, $U_i = Concat(U_{a,i}, U_{m,i}) \in \mathbb{R}^{2C \times H \times W}$ is sent to the multi-scale progressive fusion module to obtain the final segmentation map.

B. Motion Guidance Module

Co attention mechanism is widely used to extract the association information in different modal features. COSNet [10] extracts the correlation information among features of multiple frames from the same video, and MATNet [15] converts appearance features into motion attention representations through the co attention mechanism. The extensive application of co attention mechanism has the problem of huge computational cost while achieving good results, so improving the co attention mechanism can bring considerable efficiency improvement.

The naive co attention mechanism is shown in Fig. 2a. $V_a \in \mathbb{R}^{C \times H \times W}$ and $V_b \in \mathbb{R}^{C \times H \times W}$ are fed into the co attention module. Via compressing the channel of $1 \times 1$ convolutional compression to $C/d$, then adjusting the dimension, we get $\overline{V}_a \in \mathbb{R}^{C \times H \times W}$ and $\overline{V}_b \in \mathbb{R}^{C \times H \times W}$. By calculating the similarity between the feature points in $\overline{V}_a$ and $\overline{V}_b$, the similarity matrix $S \in \mathbb{R}^{H \times W \times H \times W}$ is obtained. The matrix $S$ and its transposed matrix $S^T$ are multiplied with $V_a$ and $V_b$ respectively. After restoring the spatial dimension, obtaining the enhanced features $U_a \in \mathbb{R}^{C \times H \times W}$ and $U_b \in \mathbb{R}^{C \times H \times W}$.

This paper analyzes the advantages of co attention mechanism from the perspective of weighted summing. In co attention, $I_a \in \mathbb{R}^{C \times H \times 1}$. It is obtained by summing each feature point in feature $\overline{V}_a$ weighted by a set of weights.
$W \in \mathbb{R}^{1 \times HW}$, and this set of weights $W$ is normalized by the similarity matrix of the feature point $I_a$ at the corresponding position in $V$ and all the feature points in $V$. This method is similar to the Multi-layer perceptron (MLP), and the global calculation obtains the global receptive field. The difference is that the weights in MLP are learnable parameters, and the weights are defined similarly in co attention, which does not need to be learned, reducing the risk of overfitting.

The co attention mechanism obtains a global receptive field and avoids increasing the learnable parameters like MLP, and there is a problem with a sizeable computational amount. Similar to improving MLP by convolution, this paper uses the sliding window method to obtain local attention. Using the local instead of the global will significantly reduce the amount of computation. The performance of the model will not be degraded if the prior information of features is used properly.

Specifically, the similarity between each feature point $I_a$ in the motion feature $V_m$ and the feature points in the surrounding $K$ window is calculated, and the similarity matrix $W \in \mathbb{R}^{1 \times K \times K}$ is obtained by normalizing. The feature point $I_a$ at the corresponding position in the appearance feature $V_a$ is weighted by the similarity matrix $W$ to sum the feature points in the $K$ window around it and the feature point $I_a$ of $U_a$ is obtained. In this way, the motion features obtain weighted weights by extracting semantic information through local attention and guide the learning of high-level semantics by passing weights to guide the weighting summation of appearance features.

The parallel computation of the motion guidance module implemented by the existing framework is shown in Fig. 2b. Appearance features $V_a \in \mathbb{R}^{C \times H \times W}$ expand according to $im2col$ and adjust the dimensions to get $V_{a\_un\_fold} \in \mathbb{R}^{K \times K \times C \times H \times W}$. Motion features $V_m \in \mathbb{R}^{K \times H \times W}$ get through a layer of $1 \times 1$ convolution compression channel to obtain $V_{m\_fold} \in \mathbb{R}^{K \times K \times C \times H \times W}$, and expand $V_m$ as $im2col$ and rearrange the dimensions yields $V_{m\_un\_fold} \in \mathbb{R}^{K \times K \times (C/4) \times H \times W}$. By copying the $V_m$ feature points $K \times K$ times and repeating the new permutation dimension, $V_{m\_repeat} \in \mathbb{R}^{K \times K \times (C/4) \times H \times W}$ is obtained. $V_{m\_un\_fold}$ and $V_{m\_repeat}$ do similarity in the channel dimension to obtain similarity matrix $S \in \mathbb{R}^{K \times K \times C \times H \times W}$. $V_{a\_un\_fold}$ multiply the similarity matrix $S$ to obtain the feature $U_a \in \mathbb{R}^{C \times H \times W}$.

Motion guidance module in this paper is similar to convolution, except that the sliding window convolution weights defined by similarity are dynamic for each feature point in feature map, and do not need to be learned.

Compared with co attention module, motion guidance module greatly reduces the computation cost, and the computation quantity pair under different input sizes is shown in Table I. At the same time, the motion guidance module can balance the model’s ability to extract motion information with the ability to suppress background noise by limiting the maximum correlation distance (size $K$ of the sliding window). Bodywise, a $K$ that is too small cannot obtain enough exercise information. An excessively large $K$ increases the computation cost, and may extract the motion information of background objects similar to the foreground object. In particular, when $K = 1$, the motion guidance module degenerates into the motion feature $V_m$ and the appearance feature $V_a$ for element-by-element multiplication, which does not have the ability to obtain local attention in the motion feature $V_m$. Therefore, choosing the right $K$ is very important for the motion guidance module. In addition to directly adjusting the value of $K$, we can also adjust the number of stacking layers of the module to simulate the effect of a larger $K$ value module, which further reduces the computation cost and improves the final effect.

### C. Multi-scale Progressive Fusion Module

In different stages of dual-stream networks, the extracted features have different resolution rates and contain different levels of semantic information, so it is particularly important to use these features rationally. Previous studies adopted the U-Net [28] method of upsampling fusion strategy, and Atrous Spatial Pyramid Pooling (ASPP) was used to enlarge receptive field of each stage, but the differences in semantic fusion of features at different stages were ignored.

As shown in Fig. 3, the semantic information contained in the segmentation result graph can be regarded as a subset of high-level semantics, and low-resolution deep semantic features are combined with high-resolution shallow semantic features to obtain high-resolution high-level semantic features. However, with the continuous fusion progress, the semantic gap between the low-res features to be fused and the high-res features to be fused will widen, which is not conducive to the learning of fusion weights and reduces the segmentation performance.

Therefore, this paper proposes a Multi-scale Progressive Fusion Module that adopts the strategy of continuously fusing high-level semantics into high-resolution features. The multi-stage features extracted by the dual-stream network are respectively sent to the multi-stage branches processing different resolution features, then the low-res features are fused with the high-res features between each stage.

Specifically, for the $i$-branch feature $U_{j-1,i} \in \mathbb{R}^{2C \times ((H/2) \times (W/2))}$ in the $j$-th stage, first upsampling by 2 times is performed, and then stitched with the $i$-th tributary feature $U_{j-1,i+1} \in \mathbb{R}^{C \times H \times W}$ in the channel dimension, and then sent to a two-layer residual structure to

| Input Size | Co Attention Module | Motion Guidance Module |
|------------|---------------------|------------------------|
| 64 x 64 x 16 | 10.08M | 2.3M |
| 64 x 64 x 32 | 153.1M | 9.0M |
adjust the number of channels and fused, and finally obtain the \( t = 1 \) features \( U_{j,i-1} \in \mathbb{R}^{C \times H \times W} \) in the \( j \)th stage.

\[
U_{j,i-1} = F_{\text{Conv}}(\text{Concat}(U_{j-1,i-1}, Up(U_{j-1,i})))
\]

\[
F_{\text{conv}}(*) = F_{\text{res}}(F_{\text{res}}(*))
\]

In this way, the semantic gap between fusion features is reduced, and improving the final segmentation result.

IV. EXPERIMENTS

A. Training Phase

In this paper, the MobileNet v2 [27] network pre-trained using the ImageNet dataset is used as a feature extractor of the dual-stream network, and the Binary CrossEntropy Loss (BCE) is applied as the loss function when training. The training data is divided into two parts: Youtube VOS [13] and DAVIS-16 [12] dataset. Because the Youtube VOS [13] dataset actually has category labels, which is not conducive to the training of category-independent video segmentation tasks, what’s more, it has lower accuracy compared with DAVIS-16 dataset in segmentation annotations. As a consequence, this paper chooses to utilize Youtube VOS dataset for pre-training model and fine-tune the model using DAVIS-16 dataset for testing. At the same time, in order to ensure fairness, 9K training images are obtained by interval frame extraction on the Youtube VOS dataset, plus 2K training images of the DAVIS-16 dataset, for a total of 11K training images, which is the same as the training set of other algorithms. This paper uses the PWConv network commonly used in previous research to preprocess the data set to obtain the optical flow estimation image.

This paper uses a common data augmentation strategy. For each training image, after random flipping, the image is rotated at a random angle between -10° and 10° and then cropped and scaled to a size of 384 × 672. Both the fine-tuning and pre-training stage of network are utilizing Stochastic Gradient Descent (SGD) optimizer to optimize network parameters. We suppose that \( \alpha \) represents learning rate, and \( \alpha_1 = 1e - 4 \) is used for the feature extractor and \( \text{motion guidance module} \), and \( \alpha_1 = 1e - 3 \) is used for the \textit{multi-scale progressive fusion module}.

B. DataSets

In this paper, the model performance is tested on three datasets, DA-VIS-16 dataset [12], FBMS dataset [3] and ViSal dataset [25]. The DAVIS-16 dataset includes 50 videos, where 30 videos as training set and others as testing set. The FBMS dataset includes 59 videos, where 29 videos as training set and others as testing set, using a sparse labeling strategy of labeling one frame every 20 frames. The ViSal dataset consists of 17 test videos with a total of 193 frames of labeled images.

C. Evaluation Metrics

We adopt regional similarity \( R \) and contour accuracy \( F \) as standard evaluation metrics for the unsupervised video segmentation task in this paper. where \( F \) is the union ratio of segmentation result and the labeled truth mask:

\[
R = \frac{|M \cap GT|}{|M \cup GT|}
\]

where \( M \) represents segmentation result of the model and \( GT \) represents ground-truth. \( F \) treats the mask as a collection of closed contours, and computes the contour-based F-measure as follows:

\[
F = \frac{2Pre \times Rec}{Pre + Rec}
\]

where \( Pre \) represents precision rate and \( Rec \) represents recall rate. In addition, this paper also adopts the comprehensive metric \( R_{\&}F \), which is expressed as the mean of both:

\[
R_{\&}F = \frac{R + F}{2}
\]

The Mean Absolute Error (MAE) and F-measure as evaluation metrics to evaluate the model for the video saliency detection task in this paper. The MAE describes direct pixel-level comparison of the binary saliency map with true map, as follows:

\[
MAE = \frac{1}{h \times w} \sum_{i=1}^{h} \sum_{j=1}^{w} \| S_{i,j} - G_{i,j} \|
\]

Where \( S \) represents the binary significance graph, \( G \) represents the true graph, \( h \) (height) and \( w \) (width) correspond to the size of image. F-measure is an evaluation metrics of complete accuracy and recall, which comprehensively reflects the performance of the algorithm, as follows:

\[
F_{\beta} = \frac{(1 + \beta^2)Pre \times Rec}{\beta^2Pre + Rec}
\]
D. Results

On DAVIS-16 and the FBMS dataset, Table II compares the performance of the proposed algorithm and several other advanced algorithms. In the DAVIS-16 dataset, $R$, $F$, and $Rk$F are for references, and $R$ is for a reference on the FBMS dataset. This paper uses the $R$, $F$, and $Rk$F as a reference on the DAVIS-16 dataset, simultaneously, the performances of the proposed algorithm on the FBMS dataset are significantly higher than the FBMS dataset, which is due to the poor effect of the PWC-Net on FBMS dataset, and the better appearance features of motion information guidance cannot be obtained.

The video saliency detection task aims to achieve continuous extraction of motion-related saliency objects in video sequences by combining spatial-temporal information. Because of the similarity between UVOS tasks and video saliency detection, this paper also tests the video saliency detection indicators on the three datasets DAVIS-16, FBMS, and ViSal, using MAE and F-m as the basis, and the Table III is shown the experiments results. It is obvious that our method obtains the best indicators on the DAVIS-16 dataset and competitive indicators on the FBMS dataset and ViSal dataset, proving the proposed method’s effectiveness.

Since the algorithm in this paper selects the lightweight network and local attention module, in addition to the excellent performance on the standard data set, it also has advantages in the amount of model parameters and the speed of model reasoning. Table IV compares model parameters, model computation, and inference delay between the proposed algorithm and two SOTA methods. The algorithm test does not use post-processing, and to eliminate the interference of different data loading methods on the inference speed of the model, this paper only tests the inference speed when the random matrix with the corresponding resolution and batch size is 1. First, the model reasoning 10 rounds of warm-up, then 60 rounds of statistical inference time, the highest and lowest 20 rounds of time are removed respectively, and the average time of the remaining 20 rounds is calculated to obtain the inference delay. The comparative experiments in Table IV show that the proposed algorithm effectively reduces the model parameters and computational cost, which has more advantages in practical applications. At the same time, the inference delay of this algorithm is only 15ms under higher-resolution input images. Compared with the MATNet [15] method, which also uses motion features, the inference speed is increased by 5.2 times. Considering that the algorithm in this paper consumes less memory, it has more extensive concurrency on the same device.

For the sake of verifying the efficiency of our method, the performance of the method is tested and compared on the GeForce GTX2080 Ti GPU, and the results as shown in Table V.

---

**Table II: Evaluation results of different models on DAVIS-16 and FBMS dataset**

| Method | DAVIS-16 $R$ | FBMS $F$ | ViSal $F$ |
|--------|--------------|--------|--------|
| FCNS [23] | 72.9 | 73.5 | 81.2 |
| FGRN [24] | 76.8 | 77.9 | 81.7 |
| TENET [22] | 90.4 | 81.6 | 91.7 |
| MBNM [19] | 86.2 | 81.4 | 90.4 |
| PDB [14] | 84.9 | 81.5 | 91.7 |
| AnDiff [21] | 80.8 | 81.3 | 90.4 |
| Ours | 92.4 | 91.7 | 92.1 |

**Table III: Evaluation results of different models on DAVIS-16, FBMS and ViSal dataset**

| Method | DAVIS-16 | FBMS | ViSal |
|--------|--------|------|------|
| FCNS [23] | 72.9 | 73.5 | 81.2 |
| FGRNE [24] | 76.8 | 77.9 | 81.7 |
| TENET [22] | 90.4 | 81.6 | 91.7 |
| MBNM [19] | 86.2 | 81.4 | 90.4 |
| PDB [14] | 84.9 | 81.5 | 91.7 |
| AnDiff [21] | 80.8 | 81.3 | 90.4 |
| Ours | 92.4 | 91.7 | 92.1 |

Where the weighted harmonic parameter $\beta^2$ is often set to 0.3.

**Table IV: Model parameters, FLOPs and infer latency of different methods**

| Method | DAVIS-16 | FBMS | ViSal |
|--------|--------|------|------|
| COSNet [9] | 473x373 | 473x373 | 384x672 |
| MATNet [15] | 81.2 | 142.7 | 6.4 |
| Ours | 585.5 | 193.7 | 5.4 |

**Table V: Performance of different methods on GTX 2080 Ti**

| Method | Concurrency | FPS | Latency |
|--------|-------------|-----|--------|
| MATNet [15] | 18 | 16 | 62.4ms |
| Ours | 130 | 161 | 6.21ms |
Table VI: Ablation experiments. FG represents motion guidance and U represents multi-scale progressive fusion

| Method | FG | U | −FG |
|--------|----|---|-----|
| Ours   | 83.7 | 75.8 | 76.1 |
| F      | 83.4 | 73.5 | 75.6 |

Table V.

Benefiting from the lower amount of parameters and computation, the algorithm in this paper has a higher concurrency capability under the condition of making full use of 11G memory. It can simultaneously process 130 frames, which is 7.2× higher than MATNet. At the same time, the FPS of the algorithm in this paper reaches 161 frames per second, and the average inference delay is only 6.21ms.

Fig. 4 is shown the segmentation results of our method and other methods, and the comparison results prove that the algorithm in this paper can better suppress the background noise.

E. Ablation Study

This paper performs ablation experiment of the proposed algorithm on the DAVIS-16 dataset, using R and F as the primary metrics, and the experiment results as shown in Table VI. The baseline model extracts motion and appearance features based on the dual-stream network of MobileNet v2 network [27] and uses point multiplication. Fusion semantics of motion and appearance feature matrix at each stage of the network, and finally obtains the segmentation results by UNet [28] upsampling. The baseline model achieves only R = 75.8% and F = 73.5% results on the DAVIS-16 dataset. F is improved by adding a multi-scale progressive fusion module (73.5% → 75.6%). The segmentation performance has been dramatically improved by adding a motion guidance module. At the same time, this paper explores the best effect by inserting motion guidance modules with different parameters in a dual-stream network. It’s can be seen from Table VII, the performance of model has achieved a significant improvement by adding the motion guidance module with K = 3. Compared with the baseline model adding the multi-scale progressive fusion module, R is improved by 6.7%, and F is improved by 6.8%.

Table VII: Comparison of different kernel sizes and cascading times

| Method | Ours |
|--------|------|
| Kernel | Cascade | R | F |
| 3      | 1     | 82.8 | 82.4 |
| 3      | 2     | 83.4 | 82.7 |
| 3      | 3     | 83.7 | 83.4 |
| 3      | 4     | 83.5 | 83.2 |
| 5      | 1     | 83.2 | 82.6 |
| 7      | 1     | 83.4 | 82.7 |
| 9      | 1     | 83.1 | 82.4 |

At the same time, experiments show that the model performance rises and falls with the expansion of the K. This is mainly due to the increase of K, the movement information obtained by local attention, and the influence of background noise is also increasing. Finally, when K = 7, a better balance is achieved.

Similar to using multiple layers of 3 × 3 convolutions to simulate more extensive convolutions, this paper also explores the impact of stacked motion guidance modules. By stacking two layers of modules with K = 3, the effect of modules with K = 5 is simulated, which reduces the computational cost and obtains better results. This paper attributes this to the fact that the module with K = 5 only performs semantic extraction once. Replacing it with a similar module with K = 3 can extract semantic information twice. The final performance exceeds that of the model with a larger K. At the same time, the stacked motion guidance module also appears that the performance rises and falls with the increase of K. Through Table VII, the algorithm of this paper selects the model of the motion guidance module with three layers of K = 3 as the final model of this paper.

Fig. 5 shows that the algorithm has an excellent performance in various challenging scenarios. In the first line, this method can better distinguish the salient foreground from the similar objects in the background. The algorithm can accurately separate significant objects from the noisy background in the 2-nd and 3-rd lines. In the 4-th and 5-th rows, the algorithm can better handle the occlusion of objects.
In the 6-th line, this article can be more advantageous to rationalize multiple significant prospect goals. The visual results demonstrate the availability of our algorithm.

V. CONCLUSION

This paper proposes an unsupervised video target segmentation method based on motion guidance, which first extracts motion and appearance characteristics through a dual-stream network. Then, the motion guidance module guides appearance features to learn apparent features to avoid enormous computational cost of the heavyweight feature extractor and the mutual attention mechanism. Finally, the multi-scale progressive fusion module continuously integrates high-level semantics into shallow features and obtains the final predicted segmentation results. The experimental results on multiple standard evaluation datasets thoroughly verify the superiority of the proposed method.
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