Computational Cosmetic Quality Assessment of Human Hair in Low Magnifications
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ABSTRACT We take advantage of human hair-specific geometry to visualize sparse submicron and micron-sized cuticle peelings with imaging dark-field scattering at highly oblique tip-side illumination. The paper shows that the statistics of these features can directly estimate hair quality is much lower magnifications (down to 20×) with less powerful objectives when the features themselves are significantly below the system resolution. Our technique for quality categorization of black, blond, and grey human scalp hair samples is successful in detecting healthy and damaged hair in all cases by a large margin (factor of 5 contrast in proposed metric). As demonstrated, the proposed metric even has a strong correlation with the type of damage such as ironing, discoloration, and UV (ultraviolet) exposure. Therefore, this technique has a strong potential for lower cost, portable, and automatic hair diagnostic apparatuses.

INDEX TERMS Hair assessment, computational imaging, low magnification.

I. INTRODUCTION

Hair composition can be studied with conventional polarimetry techniques, SEM (Scanning Electron Microscope) and different spectroscopic techniques [1]–[9] for clinical purposes. Hair quality can be classified thoroughly by extensive spectroscopy and analysis of the essential chemical components in hair down to molecular level [10]–[13]. The infrared and visible scattering of the hair is also recently shown to correlate with hair quality [12], [13]. The current instrument for analyzing hair quality are rather bulky and relatively expensive [6]–[9], [12], [13]. Such a cost and form factors are unjustifiable for cosmetic applications targeted toward portable consumer products and mobile diagnostics. Also, analysis of the chemical compounds of hair is not always necessary as the effects of some of the invasive damaging factors are manifested in the geometry of the hair [4], [9]. Unfortunately, the variations in the features of the cuticles of healthy and unhealthy (for example UV (ultraviolet) exposed or bleached [9]) hair are rather small (submicron) in xy plane (sample plane) and close or below the diffraction limit of optical microscopy. These are three dimensional features that can have larger z variations that are not necessarily visible in simple wide-field microscopy configurations. Thus, higher magnification objectives with large numerical aperture (e.g. 100× and 0.9NA) and more complex interferometric or confocal techniques are necessary to resolve and study these features [2], [3], [5], [6]. This higher resolution is obtained at the cost of reduced field of view, reduced depth of field, increased alignment sensitivity, and higher complexity. Other challenges for using optical microscopy while studying human hair are the strong absorption and scattering of light by inner structures of black hair (cortex and medulla - Fig. 1(a)) in transmission mode and strong reflection of light from outer layers of blonde or grey hair (Fig. 1(b)) in reflection mode.

In recent years, computational methods have eased the demand on the hardware; these methods can reduce the number of acquisitions [14], demix signals at lower SNR [15], and enable imaging in exotic geometries [16]–[18]. Based on prior knowledge of the sample type, by customizing the detection process both at hardware level and software level the detection efficiency can be significantly increased in different applications [19], [20]. Here, we have taken the idea of oblique illumination microscopy also known as dark-field microscopy [8] to the extreme by employing near perpendicular (highly oblique illumination) to capture dark-field
scattering of the mechanical features on the surface of the human hair. By exploiting the sparsity of the submicron features and polarization of scattered light, we have been able to characterize human scalp hair with 20× objective at highly oblique LED (Light-emitting diode) illumination. Usually, the quality of human hair is measured with SEM and/or spectroscopic techniques qualitatively (based on cosmetic features) and quantitatively. In qualitative analysis, cracks and peeling cuticles are determined by visual inspection. In quantitative analysis, SEM has been employed to determine human hair quality by measuring the tensile strength (surface tensions, force measurements) [21], [22]. Another method which has been employed to determine hair quality analytically is by using surface with step heights using atomic force microscopy [23]. These methods need high-cost equipment for measurement of strength or height.

In our method, after acquiring hair samples, region of interest (ROI) and features are extracted computationally at low magnifications. The main idea is to compute a damage level for each hair sample based on combination of DT (Delaunay triangle), HD (histogram density), and VD (Voronoi diagram) of these features. Our method can categorize black, blond, and grey hair into healthy and unhealthy (or damaged) with 100% success within our limited (6 strains per category) sample set. This paves the way for lower cost, portable form factors such as cell phone add-ons [24] that could analyze human hair quality for cosmetic or sanitary applications.

II. SETUP AND IMAGE ACQUISITION

The setup consists of an infinity corrected objective (20× Olympus UPLSAPO Objective, 0.75 NA, 0.6 mm WD) that is coupled into an aperture, a rotatable linear polarizer, and then a 1.3 Mega pixel camera (Point grey FL3-U3-32S2C-CS). A hair strand is held vertically in midair with a sample holder and illuminated on a black absorptive background with a broadband non-polarized LED in highly oblique angle (85°) as in Fig. 2. The sample holder is coupled into a course 0.5" miniature dovetail mechanical 3D stage. The setup is not alignment sensitive due to low magnification of the objective. The LED has a polymer coupled lens and there is no more condenser optics used for the illumination. Due to specific geometry of hair, the difference between healthy and damaged hair becomes significantly evident when a hair strand is illuminated from the tip side. This is because there are a greater number of cuticles that are peeled off from the hair strand. The edges of these cuticles will scatter light that is strongly polarized in the horizontal direction compared to the weaker reflection from the body of the hair strand (Fig. 2(a)). This helps us to eliminate the background (shown with ⊥ in Fig. 2). We also didn’t find as significant of a scattering when we illuminated the sample with the same angle from the root side. This is expected as the peeling cuticles have small angle with the main axis of the hair strand (Fig. 2(b)). The optical axis of the objective and hair shaft are perpendicular to each other and can define a plane of incidence in which the reflected (scattered) light would have S polarization. The consistency of the lighting can affect the observed image; we used a collimated 1 cm by 1 cm white diode to illuminate the sample uniformly across the entire depth of field of the objective and even beyond it. Since the angle of incidence is very large, it is important that the other components such as sample holder don’t cast a shadow on the sample. Also the tilt of the sample holder can affect the results. For each sample there is a need for slight alignment to bring the image into focus. We attempted to obtain an alignment where highest number of features are visible and images are in sharpest focus. It is worth mentioning that the system is not strongly alignment sensitive in terms of statistics that it extracts from the samples (the sample can move few hundreds of microns and still be in focus). Misalignment or different positions of same samples generates different data; however, the relative ratio in numbers between damaged hair and unimpacted hair is not changed notably. This robustness to alignment is because the objective has lower magnifications which provides large depth of field for the lens allowing the hot spots to be in focus. Also, the sample holder is designed in such a way that it eliminates ambient light and provides an absorptive black background to the sample. The oblique illumination creates dark scattering of the submicron peelings on the hair which would not be visible unless there is submicron level depth resolution for the acquisition device. This is a significant advantage as it allows the features to be visible with lower magnification optics that are much more cost effective and can capture larger field of view to reveal the statistics of the cuticle peelings.

III. COMPUTATIONAL CATEGORIZATION

The hair categorization procedure is illustrated in Fig. 3. The procedure consists of three major blocks: feature contrasting (optical and computational), quality evaluation, and finally...
decision making on category of the hair damage. While other methods can be used in each block, the procedure core remains unchanged.

The hair features are highlighted optically by oblique illumination (Fig. 4(a)). The acquired hair image is used for input image $I$ as shown in Fig. 4(a).

Statistical metrics are the proper option for evaluating the hair quality, since the method needs to tune to mechanical features of the hair surface below the spatial resolution of the objective. The metric should indicate or at least have a meaningful correlation with the actual damage type or damage extent of the hair sample. In addition, it should work for large variety of hair types such as black, blond, and grey hair without the need for significant parametric initialization. This motivates for defining or highlighting features across the hair with a feature extraction process. Once these features are extracted, one can study the spatial statistics of these features, for example how uniformly are these features spread? How many of them are there? And what is the overall density and size of these features. These are the information obtainable from the sample without resolving it down to submicron level (Fig. 4(b)). In other words, the method sacrifices localized resolution for obtaining larger scale image to capture the overall statistics of the features. To the best of our knowledge, there is no study to show how exactly the statistics of the scattering spots on the hair surface should change with regards to the hair damage level. This study is the first attempt toward this end, our initial investigations show that denser and uniformly distributed scattering spots are strongly correlated with higher damage level. Based on this initial observation, ideally to quantify this correlation, we needed to develop a metric that: a) responds linearly to the damage level of the hair, to avoid amplifying higher damage levels or neglecting lower ones; b) captures the density and distribution of the features while responding minimally to the global shifts of the features in the region of interest (ROI) (e.g. because of the cylindrical symmetry of the hair there should be no difference if the spots are mostly on the perimeter or the center, and c) can work for all types of hair with minor or no parametric initialization. The region of interest (ROI) is extracted by measuring the largest region (largest number of pixels in extracted region) from binary (black and white) image where there are detectable features. The red color indicates extracted region as shown in Fig. 4(c).
Figure 4(d) just shows the largest region from Fig. 4(c). This region is used for defining the boundary of feature extraction. If we didn’t set such a boundary, then erroneous features from unwanted areas would enter the evaluation. Figure 4(e) shows the cuticle peeling features, which are extracted by using extended-maxima transform [25]. This transform finds regional maxima with 8 connected components (8 neighboring pixels). The centroid of each extracted blob \( I_R(x, y) \) is used for final features to calculate feature distribution quality. To find regional maxima, we set the threshold value of the extended maximum transform as 15 for all of the images. This number which is a threshold on the pixel intensity is obtained heuristically and can be affected by the contrast and noise level of images in the system. If this value is set to 30, for instance, many of the features will be ignored and if it is set to 2 some of the noisy pixels will also be detected as features. The dimension of this window can vary depending on the magnification of the objective lens. The spatial and statistical distribution of scattered features are studied by using Delaunay triangles (DT) [26], histogram density (HD), and Voronoi diagram [26], [27]. These metrics are commonly used for image analysis and any other application that deals with computing in Euclidean geometry [28].

### A. DELAUNAY TRIANGLE (DT)

A set of Delaunay triangles (DT) is computed for each input image by using extracted features as shown in Fig. 5(a) (Input image).

The area and the shape of each triangle can be used to represent the distribution of points [29], [30]. The area \( DT_A \) and radiance \( DT_R \) of Delaunay triangles are used to calculate distribution quality of hair as in Eq. 1 to Eq. 4.

\[
DT_A = \sqrt{\frac{\sum_{i=1}^{n} (\frac{A_i}{n} - 1)^2}{n - 1}}, \quad \bar{A} = \frac{\sum_{i=1}^{n} A_i}{n},
\]

where \( n \) is the number of Delaunay triangles, \( A_i \) is the area of the \( i_{th} \) triangle, and \( \bar{A} \) represents the mean area of the triangles. Also to calculate \( DT_R \) equation below is used:

\[
DT_R = \frac{\sum_{i=1}^{n} (R_i - 1)^2}{n - 1}, \quad R_i = \frac{3}{\pi} \max(\theta_1, \theta_2, \theta_3).
\]

where \( R_i \) indicates maximum radian value of the largest angle among three angles \( (\theta_1, \theta_2, \theta_3) \) of the \( i_{th} \) triangle computed as [26].

\[
DT_A \times DT_R = \sqrt{\frac{\sum_{i=1}^{n} (\frac{A_i}{\bar{A}} - 1)^2}{n - 1}} \times \sqrt{\frac{\sum_{i=1}^{n} (R_i - 1)^2}{n - 1}}.
\]
FIGURE 6. Histogram density (HD): (a) input image, (b) 2D feature histogram. Histogram density is calculated based on this type of input, (c) normalization of (b).

\[ DT = \frac{1}{DT_A \times DT_R}. \] (4)

Higher \( DT \) value indicates a greater spread of features. We used \( DT \) based on simplicity and computational cost for portable applications. This is not necessarily the optimized approach.

**B. HISTOGRAM DENSITY (HD)**

Figure 6(b) shows the 2D histogram of the features across the hair surface in the region of interest (ROI). To calculate the histogram density, we accumulate the features within each bin and then normalize each bin to a binary matrix that indicates either the presence or absence of features. Finally, we get HD value by dividing the total sum of the resulted binary matrix to the matrix dimension \( M \times N \). For example, if the size of ROI is 100 \( \times \) 200 and the size of bin is 20, then we have \((100/20) \times (200/20) = 50 \) bins. If there are features on 10 bins, then total probability is \( 10/50 = 0.2 \). More detailed information is found in Algorithm 1.

**Algorithm 1 2D Histogram Density**

**Data:** \( P(x_i, y_i) \): feature points, \( B(M, N) \): Bin, \( w \): bin size, \( (X, Y) \): image size

**Result:** Total probability of histogram density

\[
\text{for } m = 1 \text{ to } M \text{ do} \\
\quad M = \lceil \frac{X}{w} \rceil; \\
\quad \text{for } n = 1 \text{ to } N \text{ do} \\
\quad\quad N = \lceil \frac{Y}{w} \rceil; \\
\quad\quad \text{if } P(x_i, y_i) \text{ within } B(M, N) \text{ then} \\
\quad\quad\quad \text{Density} \leftarrow 1; \\
\quad\quad\quad \text{Normalization ; } \\
\quad\quad\quad \text{if } \text{Density} > 1 \text{ then } \text{Density} = 1; \\
\quad\quad\quad \text{; } \\
\quad\quad \text{Total probability (HD) = } \sum_{m=1, n=1}^{M, N} \text{Density}. \\
\]

The bin size was fixed to 20 \( \times \) 20 for all the measurements. Certainly, all our parameters are dependent on this bin size; for example, an extremely large bin size will saturate the HD parameter to 1 and a too small bin will push HD toward zero. The number 20 \( \times \) 20 is chosen to represent and average feature size with slight margin around it. This number could be changed for different objectives with different point spread functions and image sensor sizes. The optimal number for the bin size should represent an average feature size on the hair which is about few microns (2-5 \( \mu \)m).

The total probability indicates the overall spreading of the features. The higher probability indicates more widespread of damage.

**C. VORONOI DIAGRAM (VD)**

The mean value of Voronoi tessellation area of a feature set is calculated using Voronoi diagram (VD) (Fig. 7). The boundary of Voronoi diagram is computed using convex hull of feature set (Fig. 7(b)) [31]. This boundary limits the area of the cells at the margin of the diagram to enable measuring the average area that contains a feature. The VD value indicates average size area that contains a feature. A very small VD indicates that the damages are widely and densely spread across the hair surface; larger VD can indicate that features are just localized in one area.

**D. DAMAGE LEVEL CALCULATION**

Higher values of DT and HD depict a higher damage level. To classify hair condition, these two parameters are simply multiplied to represent the damage level (DV) as

\[ \text{Damage value(DV)} = DT \times HD. \] (5)

We can observe that there is a notable meaningful difference between the calculated damage value for “healthy” and “damaged” hair in further experimental results with the dataset.
IV. RESULTS

A. SIMULATION RESULTS

To demonstrate the operation of the proposed algorithm, and investigate the dynamics of its response, we have generated a synthetic data set as shown in Fig. 8.

Figure 8 indicates that the distribution quality correlates with DT and VD super linearly while it correlates with HD sub-linearly. In our study the contrast between the damage values of samples are large enough to justify simple thresholding in the decision-making block of Fig. 3. Inclusion of DT and VD parameter not only brings the damage value metric to a more linear metric, but DT and VD will also work together to make the metric more robust to the random global shifts of the features in ROI. More complex decision-making algorithms are conceivable for further sophistication. For example, if the damage is a combination of different types of damage more complex output can be considered for the decision-making block.

| TABLE 1. Damage level comparison. |
|-----------------------------------|
| ROI size | 11 x 11 | 22 x 22 | 33 x 33 | 44 x 44 |
| DT       | 0.3858  | 0.3808  | 0.3823  | 0.3835  |
| HD       | 0.0331  | 0.0083  | 0.0037  | 0.0021  |
| Damage value | 0.0128 | 0.0032 | 0.0014 | 0.0008 |

Here synthetic data set was used for fixed ROI size (Fig. 8: 50 x 50). In reality, the ROI size may differ from every acquisition of different hair sample. We observed the proposed method provide damage value in term of the varying ROI size as table 1.

B. EXPERIMENTAL RESULTS

Our samples were composed of three natural hair colors: black, blonde, and grey (or white due to aging). Within each sample set we had four categories of hair: healthy,
discolored (bleached), ironed, and 96 hours UV-exposed hair. While other types of damage are known to explicitly express mechanical changes in the human hair, UV exposure damage is known to be very subtle [32]. In fact, in earlier years it has been controversial between different researchers as to if UV damage express itself in the physical structure of the hair [9]. As noticed in Fig. 9 there are clear difference in the number and density of the scattering clusters in healthy and UV exposed hair. It is noteworthy that the imaged features are sparse and also not fully resolved as seen in Fig. 9. However, due to sparsity we can yet study the statistics of these features and, therefore, categorize the hair samples as in Fig. 10(a). Fig. 10(a) shows the damage level for different hair. By merging data from all hair samples we can observe the proposed method finds the damaged hair in all cases using a certain constant threshold. This threshold is calculated by k-means clustering of all data sets. It is clear that the damage value is strongly correlating with the damage level of the hair. Fig. 10(a) further shows that not only the introduced metric can categorize between healthy and unhealthy with 100 percent accuracy in our sample set, but it can also categorize between different types of damage on average. This is because all the averaged curves are in parallel and well distanced from one another. The ground truth is based on the preparation process of the hair samples in the laboratory. For example, the UV exposed hair is exposed to UV for 96 hours with UV radiance mimicking the sun profile at sea level from 280nm to 400nm whereas the healthy hair is not. Since we are studying a biological sample and not a physical sample, it is difficult to pinpoint...


a sharp gold benchmark on what is a “healthy” hair; as hair chemical structure and geometrical features varies by race and from person to person. However, this does not mean that one cannot measure the impact of external damaging factors on biological systems. Here when we refer to healthy hair, we are referring to an un-impacted hair or part of the sample batch that hasn’t been exposed to the specific damage factor. The hair samples are collected from healthy adults and elderly with no medical condition or malnutrition by Natura Company under due clinical standards. In general, the results show that the damage value is about 3 to 4 folds higher for UV-exposed hair compared to healthy hair. This value is about 5 to 6 times higher for bleached hair and finally about 7 to 8 times larger for flattened or ironed hair. This can provide an expected damage value range that can categorize the hair quality. For example, any hair sample that has damage level above 0.3 can be considered heavily damaged most likely because of flattening. As Fig. 10(a) indicates, there are some differences in these values for different hair colors. Grey hair has the largest error bars. In general, the standard deviation for DV is about 0.02 for un-impacted or healthy hair samples whereas the standard deviation of this metric increases to 0.1 for impacted or damaged hair. The standard deviation as indicated in Fig. 10(a) for the measurements is the highest for damaged gray hair (specifically flattened gray hair) and lowest for dark brown healthy hair. This is expected as gray hair already has anomalies on its structure due to aging process and it is further refractive to the visible range light which create further noise in the measurements. This is completely the opposite case for healthy dark brown hair where the hair itself is very well absorptive of the spectrum. This strong absorption assists the clearing of the background scattering and results in a better contrast for the scattering spots. The values do however show a consistent trend with regards to different types of damage as shown in Fig. 10(a). While in some cosmetic applications a rough damage value may suffice, further extended measurements are necessary for a more demanding clinical application with regards to damage type. This may require some automation on the hardware to reduce the data acquisition time. It must be noted that the damage level is relative and not absolute. The level can change from setup to setup and therefore there can be some relative shifts in the values. For example, we disassembled and realigned the setup for Fig. 10(b) which shows the results for three measurements at different parts of single hair for all three colors. As noted, the variation for the same hair is much smaller. Table 2 shows an example detailed data set for one set of measurements. One of the factors that can contribute to this damage level change in these two setups is the change in image size on the sensor and not updating the relative bin size accordingly. Another factor is the slight changes in the tilt of the sample holder and alignment of the optics, e.g. change in aperture size or angle of polarizer. Finally, the last factor that can contribute to the shift in the parameter is the background light that can vary from setup to setup due to slight variations in illumination geometry, camera acquisition parameters, and optical isolation of the setup from surrounding light.

V. DISCUSSION

While our study shows that lower magnifications can be used for categorizing different levels of hair damage, at this point we were unable to resolve the damage features properly with lower end 10× (0.25 NA) objectives. However, it is conceivable that if more than one strand of hair is used simultaneously, or if higher resolution sensors (as those in modern smart phones) are used there can be a better SNR for feature extraction. It is noteworthy that while our algorithm demonstrates the successful computational human hair...
categorization, it is by no mean the optimized or the most accurate algorithm; therefore, finding better and more accurate algorithms to match even lower magnification objectives can be the topic of future research. The technique can be used for other colors and potentially artificially dyed hair, however, the colors chosen here make up majority of the color composition of the population. There is some variance in the data that changes based on the hair color and type of the damage. In real-time applications the DV (damage value) can be calculated in per frame however as in any other real-time processes there can be a tradeoff between frame rate and accuracy of the results. While the hot spots themselves can be notably smaller than the resolution of the optical system that we are using; this does not mean that our measurement is not impacted by noise. The impact of noise in our detection process is not linear as there are multiple thresholding processes that affect the data. The noise initially impacts the process through feature extraction step that is performed via extended-maxima transform. This error then propagates to the rest of the process and impacts the extracted statistics. The effect of noise and background illumination is more evident in grey hair samples as the background illumination is closer to the illumination level of hot spots created by peeling cuticles.

VI. CONCLUSION

By computationally exploiting the sparsity of mechanical features on human hair we enable categorization of hair quality and damage type under low magnifications (as low as 20x). Our use of polarized dark-field scattering and Euclidian metrics such as Voronoi diagrams and Delaunay triangles provides a single numeric metric that shows significant contrast (4 to 8 fold contrast) between different types of damage. This technique is not optically or computationally expensive and, therefore, is highly appealing for portable form factors and real-time applications both in cosmetic and clinical applications.

ACKNOWLEDGMENT

The authors would like to thank for supporting from Natura and MIT Media lab consortium. The assistance of H. Ikoma is also greatly appreciated.

REFERENCES

[1] A. C. Brown, R. B. Belser, R. G. Crouse, and R. F. Wehr, “A congenital hair defect: Trichoschisis with alternating birefringence and low sulfur content,” J Invest Dermatol., vol. 54, no. 6, pp. 496–509, 1970.
[2] N. Lefaudeux, N. Lecchocinski, P. Clemenceau, and S. Breugnot, “New luster formula for the characterization of hair tresses using polarization imaging,” J. Cosmetic Sci., vol. 60, no. 2, pp. 153–169, 2009.
[3] M. Gmezd-Garcia and Y. Lu, “Patterns of light interference produced by damaged cuticle cells in human hair,” J. Cosmetic Sci., vol. 58, no. 4, pp. 269–282, 2006.
[4] C. R. Robbins, Chemical Composition of Different Hair Types. Berlin, Germany: Springer, 2012.
[5] T. Tsuchiya and T. Iwai, “Optical coherence tomography using images of hair structure and dyes penetrating into the hair,” Skin Res. Technol., vol. 20, no. 4, pp. 389–398, 2014.
[6] C. Hadijir, G. Daty, G. Madry, and F. Corcuff, “Cosmetic assessment of the human hair by confocal microscopy,” Scanning, vol. 24, no. 2, pp. 59–64, 2002.
[7] A. Kuzuhara, “Analysis of structural changes in permanent waved human hair using Raman spectroscopy,” Biopolymers, vol. 85, no. 3, pp. 274–283, 2007.
[8] J. Jachowicz and R. L. McMullen, “Tryptophan fluorescence in hair—Examination of contributing factors,” J. Cosmetic Sci., vol. 62, no. 3, pp. 291–304, 2011.
[9] A. C. S. Nogueira, L. E. Dicelio, and I. Jooeke, “About photo-damage of human hair,” Photochem. Photobiol. Sci., vol. 5, no. 2, pp. 165–169, 2006.
[10] D. J. Lyman and J. Murray-Wijelath, “Fourier transform infrared attenuated total reflection analysis of human hair: Comparison of hair from breast cancer patients with hair from healthy subjects,” Appl. Spectrosc., vol. 59, no. 1, pp. 25–32, 2005.
[11] P. D. A. Padney, E. Y. M. Bonnist, K. J. Mutch, R. Nicholls, H. Rieley, and S. Stanfield, “Confocal Raman spectroscopy of whole hairs,” Appl. Spectrosc., vol. 67, no. 12, pp. 1408–1416, 2013.
[12] A. Koçak and S. L. Berets, “Using micro-attenuated total reflection spectroscopy to determine chemically induced changes in neat human hair: Feasibility study on the effect of antipsychotic drugs,” Appl. Spectrosc., vol. 62, no. 7, pp. 803–809, 2008.
[13] S. A. Tatulian, “Attenuated total reflection Fourier transform infrared spectroscopy: A method of choice for studying membrane proteins and lipids,” Biochemistry, vol. 42, no. 41, pp. 11896–11907, 2003.
[14] M. H. Kamal, B. Heshmat, R. Raskar, P. Vandergeyts, and G. Wetzstein, “Tensor low-rank and sparse light field photography,” Comput. Vis. Image Underst., vol. 145, pp. 172–181, Apr. 2016.
[15] H. Ikoma, B. Heshmat, G. Wetzstein, and R. Raskar, “Attenuation-corrected fluorescence spectra unmixing for spectroscopy and microscopy,” Opt. Express, vol. 22, no. 16, pp. 19469–19483, 2014.
[16] G. Satat, B. Heshmat, B. Cari, D. Ravi, O. Chen, M. G. Bawendi, and R. Raskar, “Locating and classifying fluorescent tags behind turbid layers using time-resolved inversion,” Nature Commun., vol. 6, Apr. 2015, Art. no. 6796.
[17] G. Gariepy, N. Krstajic, R. Henderson, C. Li, R. T. Thomson, G. S. Buller, B. Heshmat, R. Raskar, J. Leach, and D. Faccio, “Single-photon sensitive light-in-flight imaging,” Nature Commun., vol. 6, Jan. 2015, Art. no. 6021.
[18] B. Heshmat, I. H. Lee, and R. Raskar, “Optical brush: Imaging through perforated probes,” Sci. Rep., vol. 6, Feb. 2016, Art. no. 20217.
[19] L. Gao, J. Liang, C. Li, and L. Wang, “Single-shot compressed ultrafast photography at one hundred billion frames per second,” Nature, vol. 516, no. 7529, pp. 74–77, 2014.
[20] E. Betzig, G. H. Patterson, S. Sougrat, O. W. Lindwasser, S. Olenych, J. S. Bonificacio, M. W. Davidson, J. Lippincott-Schwartz, and H. F. Hess, “Imaging intracellular fluorescent proteins at nanometer resolution,” Science, vol. 313, no. 5793, pp. 1642–1645, 2006.
[21] S. Y. Cheng, C. W. M. Yuen, C. W. Kan, and K. K. L. Cheuk, “Analysis of keratin fibre damage under various surface treatment conditions,” Res. J. Textile Apparel, vol. 12, no. 1, pp. 53–62, 2008.
[22] R. L. McMullen, G. Zhang, and T. Gilleece, “Quantifying hair shape and hair damage induced during reshearing of hair,” J. Cosmetic Sci., vol. 66, pp. 379–409, Nov. 2015.
[23] U. Assmus, P. Augustin, H. Hensel, P. Hösfl, G. Lang, H. Leidreiter, A. Markowitz, V. Martin, B. Noecker, E. Poppe, M. Pfaeffernosche, H. Schmidt-Lewenkéhle, E. Schulze-Zur-Wiesche, A. Schwan-Jonczyk, I. Wood, and F. J. Wortmann, “Determination of the feel of hair after cosmetic treatment—Sensory and objective test methods,” Int. J. Cosmetic Sci., vol. 31, no. 3, pp. 244, 2009.
[24] H. Zhu, S. O. Iskican, O. Mudanlayi, A. Greenbaum, and A. Ozcann, “Optical imaging techniques for point-of-care diagnostics,” Lab Chip, vol. 13, no. 1, pp. 51–67, 2013.
[25] P. Sollie, Morphological Image Analysis: Principles and Applications. Berlin, Germany: Springer, 2013.
[26] G. Böhm, P. Galuppo, and A. Vesnaver, “3D adaptive tomography using Delaunay triangles and Voronoi polygons,” Geophys. Prospecting, vol. 48, no. 4, pp. 723–744, 2000.
[27] F. Aurenhammer, “Voronoi diagrams—A survey of a fundamental geometric data structure,” ACM Comput. Surv., vol. 23, no. 3, pp. 345–405, 1991.
[28] D.-Z. Du and F. Hwang, Computing in Euclidean Geometry, vol. 4. Singapore: World Scientific, 1995.
[29] A. Maus, “Delaunay triangulation and the convex hull ofr points in expected linear time,” BIT Numer. Math., vol. 24, no. 2, pp. 151–163, 1984.
BARMAK HESHMAT received the Ph.D. degree in optoelectronics and nanomaterials from the University of Victoria, in 2013. He invented a THz receiver with an order of magnitude better sensitivity compared to the state of the art at the time. He is currently a Research Scientist with the Massachusetts Institute of Technology. He is also the Co-Founder of the Imaginarium of Technology (iMT), which is a platform for sharing engineering ideas. He leads the Inverse Problems in Light Propagation Subgroup at the Camera Culture Group, where he develops tools and solutions for imaging beyond conventional limitations of optics using ultrafast optics, nano optics, and computational methods. He has given invited talks at five TEDx events, NASA's cross industry innovation summit, and numerous other venues and academic institutions. Some of these papers and inventions have been featured on MIT cover page, BBC, TechCrunch, and many other media outlets. He has published 20 journal papers and filed 8 patents.

KRISHNA RASTOGI received the B.E. degree in biotechnology from the PES Institute of Technology (currently PES University), in 2015. His research interest includes inventing low-cost medical device for mass screening. He is currently the Founder of a start-up, currently working on distributed learning on decentralized data, which provides customized hardware and federated AI solutions without compromising on the privacy of the client data.

IK HYUN LEE received the B.S. degree in control and instrument engineering from Korea University, South Korea, in 2004, and the M.S. and Ph.D. degrees from the School of Information and Mechatronics, Gwangju Institute of Science and Technology, South Korea, in 2008 and 2013, respectively. He was a Postdoctoral Researcher with the Media Lab, Massachusetts Institute of Technology, and a Senior Researcher with the Korea Aerospace Institute of Research. He is currently an Assistant Professor with the Department of Mechatronics Engineering, Korea Polytechnic University, South Korea. His research interests include image registration, image fusion, depth estimation, and medical image processing.

RAMESH RASKAR joined the Media Lab, Mitsubishi Electric Research Laboratories, in 2008, and the Head of the Lab’s Camera Culture Research Group. He is currently an Associate Professor with MIT Media Lab. He holds over 80 U.S. patents. He is also coauthoring a book on computational photography. Recent projects and inventions include transient imaging to look around a corner, a next-generation CATScan machine, imperceptible markers for motion capture (Prakash), long-distance barcodes (Bokode), touch+hover 3D interaction displays (BiDi screen), low-cost eye care devices (Netra, Catra), new theoretical models to augment light fields (ALF) to represent wave phenomena, and algebraic rank constraints for 3D displays (HR3D). His research interests include the fields of computational photography, inverse problems in imaging, and human–computer interaction. He received the TR100 Award from the Technology Review, which recognizes top young innovators under the age of 35, in 2004, the Global Indus Technovator Award, Instituted at MIT to recognize the top 20 Indian technology innovators worldwide, in 2003, the Sloan Research Fellowship, in 2009, the Darpa Young Faculty Award, in 2010, and the Lemelson–MIT Prize, awarded to outstanding to mid-career inventors, and announced the launch of REDx.io, in 2016. Other awards include the Marr Prize Honorable Mention, in 2009, the LAUNCH Health Innovation Award by NASA, USAID, U.S. Department of State, and NIKE, in 2010, and the Vodafone Wireless Innovation Project Award (First Place), in 2011. He has received four Mitsubishi Electric Invention Awards.

[30] Q. Zhu, B. Wu, and Z.-X. Xu, “Seed point selection method for triangle constrained image matching propagation,” IEEE Geosci. Remote Sens. Lett., vol. 3, no. 2, pp. 207–211, Apr. 2006.
[31] S. S. Skiena, The Algorithm Design Manual, vol. 1. London, U.K.: Springer, 1998.
[32] H. K. Bustard and R. W. Smith, “Investigation into the scattering of light by human hair,” Appl. Opt., vol. 30, no. 24, pp. 3485–3491, 1991.