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Abstract

For the outlier problem in linear regression models, the Student-\(t\) linear regression model is one of the common methods for robust modeling and is widely adopted in the literature. To examine the model, it is important if a model recognizes outliers. This study provides the practically useful and quite simple conditions to ensure that the Student-\(t\) linear regression model is robust against an outlier in the \(y\)-direction.
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1 Introduction

In regression analysis, outliers in a linear regression model can jeopardize the results by the ordinary least squares (OLS) estimator. The Student-$t$ linear regression model, designed as a linear regression model with the error term having $t$-distribution, is one of the common methods to solve the outlier problem (Lange et al., 1989). While the Student-$t$ linear regression model has been widely adopted, most studies apply it without careful theoretical consideration.

Bayesian robustness modeling using heavy tailed distributions, which include $t$-distribution, provides the theoretical solution for the outlier problem. For a simple Bayesian model, when both the prior distribution and the likelihood of an observation are normal distributions, the posterior distribution is also a normal distribution, and the posterior mean is a weighted average of the mean of prior distribution and the observation. When the prior distribution and the observation are located far from each other and follow a normal distribution, the posterior distribution is far from both pieces of information; this is called conflict. For example, when a single observation $x = 15$ follows $N(\mu, 1)$ and the prior of the location parameter follows $N(0, 1)$, then the posterior distribution follows $N(7.5, 0.5)$. In this case, the posterior distribution is not suggested by either the prior distribution or the observation.

For this problem, Dawid (1973) formally provides the theoretical solution of the conflict between the prior distribution and the data, also known as conflict of information. He uses the pure location model in which the scale parameter is given and clarifies how an outlier is automatically ignored in the posterior distribution when the outlier follows a heavy-tailed distribution. This result occurs because we believe the information about the prior distribution more than we believe the observation.

O’Hagan (1990) presents the concept of credence, which measures the degree of the tail’s information. As Andrade and O’Hagan (2006) mention, credence represents how much we are prepared to believe in one source of information rather than another in the case of conflict; it is represented by the index of a regularly varying function. Andrade and O’Hagan (2011) show that in a univariate model, many observations that are located close enough create a larger credence, which equals the sum of each credence of the observations. When an outlier is far from the group of non-outliers with the same heavy-tailed distribution, the information of the group of non-outliers creates larger credibility or credence. Thus, the posterior distribution is located closer to the non-outliers, and is robust against the outlier. Andrade and O’Hagan (2011) establish sufficient conditions for robust modeling against a single outlier in $n$ samples for a univariate model using regular variation theory. The sufficient condition requires the minimum number of non-outliers to be robust against an outlier. O’Hagan and Pericchi (2012) review previous studies on the resolution of the conflict.

O’Hagan (1988) applies heavy-tailed modeling to a Student-$t$ linear regression model without an intercept term under the pure location structure and demonstrates its robustness. For the model without the intercept term, the outlier unconditionally conflicts with non-outliers. Therefore, a univariate model can be directly applied. By contrast, as Peña et al. (2009) mention, we need to be careful about the outlier in the $x$-direction for the model with an intercept term. Peña et al. (2009) show when the outliers in the $x$-direction reach infinity, the result of a Student-$t$ linear model does not enable robustness. Peña et al. (2009)
examine the phenomenon using Kullback–Leibler divergence, and propose a down-weighting method that assigns a lower weight to outliers. As Andrade and O’Hagan’s (2011) show the heavy-tail modeling using $t$-distribution is a partial robust modeling. Thus the location-scale modeling completely cannot ignore outliers. Gagnon et al. (2020) theoretically develop a robust linear regression model using a super heavy tailed distribution, which is heavier than $t$-distribution and provides a wholly robust modeling. He et al. (2021), Andrade (2022), and Gagnon and Hayashi (2023) provided theoretical consideration for the Student-$t$ linear regression model. Although the Student-$t$ linear regression model provides partial robustness, the model is widely applied. Thus, it is quite important to clarify how the model works as a robust model.

Our study investigates the conditions for the Student-$t$ linear model with an intercept term for an outlier in the $y$-direction by extending Andrade and O’Hagan’s (2011) conditions. For this purpose, first, we investigate the range in which there is a conflict between an outlier and non-outliers, which is the necessary condition to apply heavy-tail modeling. Then, we clarify the condition of the model’s robustness. Heavy-tail modeling as a resolution of a conflict between an outlier and non-outliers works when the outlier and the mean of the group of non-outliers are located far enough, and the sufficient condition for the number of non-outliers is satisfied. A linear regression model provides the mean of $y$ conditioned on $x$. Thus, the conflict of information in a linear regression model with an intercept term occurs when an outlier is located far from the regression line, and non-outliers lie close to the regression line created from non-outliers.

The left panel in Figure 1 shows the case in which the outlier conflicts with the group of non-outliers. The figure shows that the outlier is located far from the regression line by OLS. In this case, the Student-$t$ linear regression model is robust against the outlier in the $y$-direction. This is because the information of the conditional distribution of the outlier is less credible than that for the grouped non-outlier data, under the assumption of the same degrees of freedom of $t$-distribution for all data, which represent credence. Non-outliers in the left panel of Figure 1 are close to each other and create a large credence, while the outlier does not belong to the regression line suggested by the grouped data and creates a small

Figure 1: Conflict in linear model: Straight lines show the regression line by OLS and dotted lines show it without the outlier.
credence. Meanwhile, as shown in the right panel of Figure 1, when the outlier is in the $x$-direction, which is called the leverage point, all data, including the outlier, are sufficiently close to the regression line, and create larger credence than the regression line without the outlier, which is presented by the dotted line in Figure 1. In this case, the straight line in the right panel of Figure 1 has larger credence than the dotted line does.

The rest of the paper is organized as follows. In Section 2, we provide the condition for the existence of conflict between an outlier and non-outliers in the Student-$t$ linear regression model. Section 3 shows the sufficient conditions for the Student-$t$ linear regression model. Section 4 presents simulation results in a simple linear regression model. Section 5 concludes.

## 2 Conflicting Information in the Student-$t$ Linear Regression Model

To examine the limitation of the robustness for the Student-$t$ linear model with an intercept term, we consider the following linear regression model. The dependent variable $y$ is an $n \times 1$ vector, the independent variable $X$ is an $n \times (k+1)$ full-rank matrix, $\beta$ is a $(k+1) \times 1$ vector, and $u$ is an $n \times 1$ vector assumed to be independent and identically distributed:

$$y = X\beta + u,$$

where

$$X = \begin{bmatrix} 1 & X_{11} & \ldots & X_{k1} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & X_{1n} & \ldots & X_{kn} \end{bmatrix}.$$

Consider the residual of the result from OLS for the model in equation (1):

$$y = X^\hat{\beta}_{ols} + e,$$

where

$$e' = \begin{bmatrix} e_{1/\text{out}}^1, \ldots, e_{n-1/\text{out}}^{n-1}, e_{\text{out}} \end{bmatrix},$$

and subscripts $/\text{out}$ and $\text{out}$ show a non-outlier and an outlier, respectively.

According to Cook and Weiberg (1982) and Chatterjee and Hadi (1988), the prediction or hat matrix, $\hat{y} = Hy$, is given by

$$H = X(X^T X)^{-1} X.$$

Then the residual is defined as

$$e = (I_n - H)y.$$
The element of the hat matrix for the model with the intercept term, the \((i, j)\)-th element of \(H\), \(h_{ij}\) is described as

\[
h_{ij} = \frac{1}{n} + (\mathbf{x}_i - \bar{\mathbf{x}})^T (\tilde{\mathbf{X}}^T \tilde{\mathbf{X}})^{-1} (\mathbf{x}_j - \bar{\mathbf{x}}) \quad (i, j = 1, 2, \ldots, n),
\]

where

\[
\tilde{\mathbf{X}} = \begin{bmatrix}
X_{11} - \bar{X}_1 & \ldots & X_{k1} - \bar{X}_k \\
\vdots & \ddots & \vdots \\
X_{1n} - \bar{X}_1 & \ldots & X_{kn} - \bar{X}_k
\end{bmatrix},
\quad
\mathbf{x}_i = \begin{bmatrix}
X_{1i} \\
\vdots \\
X_{ki}
\end{bmatrix},
\quad
\bar{\mathbf{x}} = \begin{bmatrix}
\bar{X}_1 \\
\vdots \\
\bar{X}_k
\end{bmatrix},
\]

and \(\bar{X}_l = \sum_{i=1}^{n} X_{li}/n \quad (l = 1, \ldots, k)\).

In the model with the intercept term, for the diagonal elements, which are called leverage, \(1/n\) is the smallest value and 1 is the largest.

\[
\frac{1}{n} \leq h_{ii} \leq 1 \quad (i = 1, 2, \ldots, n).
\]

Mohammadi (2016) showed the range of the off-diagonal elements with the intercept term as follows:

\[
\frac{1}{n} - \frac{1}{2} \leq h_{ij} \leq \frac{1}{2} \quad (i \neq j).
\]

Assume that the non-outliers are located close enough to the regression line. If the outlier moves away from the regression line and does so faster than the group of non-outliers does, then the residual \(e_{\text{out}}\) reaches infinity as the outlier reaches infinity in the \(y\)-direction. Since non-outliers create combined credence, if one of the non-outliers conflicts with the outlier, then the group of non-outliers conflicts with the outlier. As shown in Figure 1, when an outlier is located close enough to the group of non-outliers in the \(x\)-direction, they conflict. Therefore, if the partial derivative of \(e_{\text{out}}\) with respect to \(y_{\text{out}}\) is larger than the partial derivative of the closest non-outlier’s residual, the outlier conflicts with the group of non-outliers.

We derived the relationship between the Hat matrix and the range of outliers in a linear regression model. Let \(n\)th the observation be an outlier. Thus, \(h_{nn}^{\text{out}}\) represents the element of \(H\) of an outlier.

\[
\frac{\partial e_{\text{out}}}{\partial y_{\text{out}}} > \frac{\partial e_{\text{max}}^{\text{out}}}{\partial y_{\text{out}}},
\]

where subscript \(\text{/out}\) is a non-outlier.

From the definition, the partial derivative of the residual of an outlier, \(e_{\text{out}}\), and the residual of a non-outlier, \(e_{\text{/out}}\), with respect to outlier, \(y_{\text{out}}\), can be given as

\[
\frac{\partial e_{\text{out}}}{\partial y_{\text{out}}} = 1 - h_{nn}^{\text{out}},
\]

\[
\frac{\partial e_{\text{out}}^{\text{/out}}}{\partial y_{\text{out}}} = \frac{\partial e_{\text{max}}^{\text{out}}}{\partial y_{\text{out}}},
\]
and
\[ \frac{\partial e^j_{\text{out}}}{\partial y_{\text{out}}} = -h_{nj}. \] (10)

To investigate the limitation in which an outlier conflicts with the group of non-outliers, this study examined the location of an outlier as the outlier goes to infinity in the \( y \)-direction. To examine the condition, we first see if the observation is an outlier in the first stage and then derive the condition if the non-outliers create a group.

**Lemma 1** If the following condition holds, the observation becomes an outlier in the linear regression model as \( y_{\text{out}} \to \pm \infty \):
\[ h_{nj} > 0 \quad (j = 1, \ldots, n - 1). \] (11)

**Proof of Lemma 1**
The condition that the observation becomes an outlier is expressed as the outlier moves away from the regression line, where the residual \( e_{\text{out}} \) reaches infinity as the outlier reaches infinity in the \( y \)-direction.
\[ \frac{\partial e_{\text{out}}}{\partial y_{\text{out}}} > \frac{\partial e^j_{\text{out}}}{\partial y_{\text{out}}} \quad (j = 1, \ldots, n - 1). \] (12)

Substituting equations (9) and (10) into the condition (12), we have
\[ 1 - h_{nn}^\text{out} > -h_{nj}. \] (13)

Using (6), Lemma 1 is obtained.

**Lemma 2** If the following condition holds, the non-outliers create a group against the outlier as \( y_{\text{out}} \) goes to infinity in the linear regression model.
\[ h_{nn}^\text{out} < \frac{1}{2}. \] (14)

**Proof of Lemma 2**
The outlier moves away from the regression line faster than the group of non-outliers. Therefore, if the partial derivative of \( e_{\text{out}} \) with respect to \( y_{\text{out}} \) is larger than the partial derivative of non-outlier residuals, non-outliers create a group against the outlier. To create a group of non-outliers, the following conditions are required:
\[
\begin{align*}
(i) \quad & \frac{\partial e_{\text{out}}}{\partial y_{\text{out}}} > \frac{\partial e^j_{\text{out}}}{\partial y_{\text{out}}} \quad \text{for} \quad \frac{\partial e^j_{\text{out}}}{\partial y_{\text{out}}} \geq 0, \\
(ii) \quad & \frac{\partial e_{\text{out}}}{\partial y_{\text{out}}} > -\frac{\partial e^j_{\text{out}}}{\partial y_{\text{out}}} \quad \text{for} \quad \frac{\partial e^j_{\text{out}}}{\partial y_{\text{out}}} < 0.
\end{align*}
\] (15)
When Lemma 1 holds, condition (i) in (15) holds: To satisfy condition (ii) in (15), we have

\[ 1 - h_{nn}^{\text{out}} > h_{nj} \]  \hspace{1cm} (16)

for \( \partial e_{\text{out}} / \partial y_{\text{out}} < 0 \). By the range of \( h_{nj} \), Lemma 2 is obtained.

**Corollary 1** When the following condition holds, the property of idempotent and symmetric matrix is satisfied under the conditions Lemma 1 and Lemma 2.

\[ \sum_{k \neq j}^{n-1} (h_{nk})^2 \geq \frac{1}{8} \quad (j = 1, \ldots, n - 1). \]  \hspace{1cm} (17)

**Proof of Corollary 1**

As Chatterjee and Hadi (1988) denoted, since a Hat matrix is idempotent and symmetric, \( h_{nn}^{\text{out}} \) can be written as

\[
\begin{align*}
 h_{nn}^{\text{out}} &= (h_{nn}^{\text{out}})^2 + \sum_{j=1}^{n-1} (h_{nj})^2 \\
 &= (h_{nn}^{\text{out}})^2 + (h_{nj})^2 + \sum_{k \neq j}^{n-1} (h_{nk})^2 \\
\end{align*}
\]  \hspace{1cm} (18)

By arranging (18), we have

\[
\frac{1}{4} = \left( h_{nn}^{\text{out}} - \frac{1}{2} \right)^2 + (h_{nj})^2 + \sum_{k \neq j}^{n-1} (h_{nk})^2. \]  \hspace{1cm} (19)

The dashed line and the dot-dashed line in Figure 2 show Lemma 1 and 2 based on the conditions (13) and (16). The dotted circle in Fig 2 shows the case with \( \sum_{k \neq j}^{n-1} (h_{nk})^2 = 0 \), which does not satisfy both Lemma 1 and 2 for \( h_{nn}^{\text{out}} > 0.5 \). From the figure, \( \sum_{k \neq j}^{n-1} (h_{nk})^2 \) is necessary greater than or equal to \( \frac{1}{8} \) to satisfy the conditions of Lemma 1 and 2.

\[ \square \]
Figure 2: The dashed line and the dot-dashed line show the conditions of Lemma 1 and 2, respectively. The circle drawn by line shows the case with $\Sigma_{k \neq j} (h_{nk})^2 = \frac{1}{8}$, and drawn by dotted line shows $\Sigma_{k \neq j} (h_{nk})^2 = 0$. 
3 Sufficient Conditions for Rejecting an Outlier in the Student-t Linear Regression Model

This section investigates the sufficient conditions for a Student-t linear regression model being robust based on Andrade and O’Hagan’s (2011) corollary 4, which shows the conditions for robustness against a single outlier out of \( n \) samples in a univariate model. To examine the conditions for the Student-t linear regression model, we adopt the independent Jeffreys priors derived by Fonseca et al. (2008, 2014) under the given degrees of freedom.

As shown in Andrade and O’Hagan (2006), the credence is defined as \( c \) for \( f(x) \in R_{-c}(c > 0) \), where \( R_{-c} \) presents that \( f(x) \) is regularly varying at \( \infty \) with index \( c \). For a \( t \) distribution, the credence of \( t \) distribution with \( \gamma \) degrees of freedom is \( \gamma + 1 \) (see Appendix A).

Assume all data, including a single outlier among \( n \) observations, are \( t \)-distributed with \( \gamma \) degrees of freedom, \( t_\gamma(\mu, \sigma) \), which has mean \( \mu \) and scale parameter \( \sigma \) with \( \gamma \) degrees of freedom. As the \( t \)-distribution is a location-scale family, the likelihood can be denoted as

\[
f(y_i | X, \beta, \sigma) = \frac{1}{\sigma} \times h[(y_i - X_i^T \beta)/\sigma].
\]

\( X_i \) is the \( i \)-th row of \( X \).

For simplicity, assume all data have the same likelihood function and the non-outliers are close enough to the conditional mean \( X_i \beta \). Consider the \( n \)-th observation is an outlier.

Model

\[
\begin{align*}
&y_i | X, \beta, \sigma \sim t_\gamma(y_i | X_i, \beta, \sigma) = 1/\sigma \times h[(y_i - X_i^T \beta)/\sigma] \text{ independent } (i = 1, \ldots, n), \\
&\beta_q \sim \pi(\beta_q) \propto 1, \quad (q = 1, \ldots, p), \\
&\sigma \sim \pi(\sigma) \propto 1/\sigma, \\
&h \in R_{-(\gamma+1)}, \gamma > 0, \quad (i = 1, \ldots, n).
\end{align*}
\]

Theorem 1 Robustness of an outlier among \( n \) observations

Consider \( n \) observations in the present model, and Lemma 1 holds, in which the residual \( e_n = y_n - x_n^T \beta \) reaches infinity as \( y_n \) goes to infinity. Then, the following condition holds:

\( (\gamma + 1) < \{n - p\} \).

Then, the posterior distribution partially ignores the outlier:

\[
\pi(\beta, \sigma | X, y) \propto \sigma^{\gamma} \pi(\beta, \sigma | X^{(n-1)}, y^{(n-1)}) \quad \text{as } y_n \to \infty,
\]

(20)

where the superscript notation \( (n - 1) \) is used to indicate the omission of the \( n \)-th observation.

Proof of Theorem 1

When scale parameter \( \sigma \) is given, the posterior distribution of \( \beta \) in the model is as follows:

\[
\begin{align*}
\pi(\beta | X^{(n-1)}, y^{(n-1)}) & \propto \pi(\beta) \cdot \prod_{i=1}^{n-1} h[(y_i - X_i^T \beta)/\sigma] \\
& \propto \prod_{i=1}^{n-1} h[(y_i - X_i^T \beta)/\sigma] \in R_{-(n-1)(\gamma+1)}.
\end{align*}
\]
Applying transformation $\tau = \frac{1}{\sigma} \beta$, which is a $p \times 1$ vector, we obtain

$$
\pi(y^{(n-1)}|\sigma, X^{(n-1)}) = \left(\frac{1}{\sigma}\right)^{n-p-1} \int_{\mathbb{R}^p} \Pi_{i=1}^{n-1} h[(y_i/\sigma) - X_i^T \tau] d\tau.
$$

(22)

When all elements of $X$ are given and bounded, $\int_{\mathbb{R}^p} \Pi_{i=1}^{n-1} h[(y_i/\sigma) - X_i^T \tau] d\tau$ in $\sigma$ is $O(1)$. Thus, as a function of $\sigma$, it is slowly varying,

$$
\int_{\mathbb{R}^p} \Pi_{i=1}^{n-1} h[(y_i/\sigma) - X_i^T \tau] d\tau \in R_0.
$$

(23)

Thus, the marginal posterior distribution of $\sigma$ given information $X^{(n-1)}$ and $y^{(n-1)}$ becomes

$$
\pi(\sigma|X^{(n-1)}, y^{(n-1)}) \propto \pi(\sigma) \cdot \pi(y^{(n-1)}|\sigma, X^{(n-1)}) \in R_{-(n-p)}.
$$

(24)

Again, applying transformation $\tau = \frac{1}{\sigma} \beta$ produces the marginal posterior distribution of $y_n$ given information $X^{(n-1)}$ as

$$
f(y_n|\sigma, X^{(n-1)}, y^{(n-1)}) = \left(\frac{1}{\sigma}\right)^{n-p} \int_{\mathbb{R}^p} h[(y_n/\sigma) - X_n^T \tau] \Pi_{i=1}^{n-1} h[(y_i/\sigma) - X_i^T \tau] d\tau.
$$

(25)

When non-outliers are located close enough to the regression line, Andrade and O’Hagan’s (2011) Proposition 1, which gives the convolution of regularly varying densities being distributed as the sum of them, $f \ast g(x) \sim f(x) + g(x)$, can be applied as $f(y) = h[(y_n/\sigma) - X_n^T \tau]$ and $g(y) = \Pi_{i=1}^{n-1} h[(y_i/\sigma) - X_i^T \tau]$. Since $\min((\gamma + 1), (n - 1)(\gamma + 1)) = (\gamma + 1)$ for $n > 2$, when the residual $e_n = y_n - X_n^T \beta$ reaches infinity as $y_n$ goes to infinity, we obtain

$$
\int_{\mathbb{R}^p} h[(y_n/\sigma) - X_n^T \tau] \Pi_{i=1}^{n-1} h[(y_i/\sigma) - X_i^T \tau] d\tau \in R_{-(\gamma+1)}.
$$

(26)

Lemma 1 and 2 show the conditions for the residual $e_n = y_n - X_n^T \beta$ reaching infinity as $y_n$ goes to infinity. Accordingly, the marginal posterior distribution for $\sigma$ is

$$
\pi(\sigma|y) = \frac{f(y_n|\sigma, X^{(n-1)}, y^{(n-1)}) \pi(\sigma|X^{(n-1)}, y^{(n-1)})}{\int_0^\infty f(y_n|\sigma, X^{(n-1)}, y^{(n-1)}) \pi(\sigma|X^{(n-1)}, y^{(n-1)}) d\sigma}.
$$

(27)

Next, consider the case in which $y_n$ goes to infinity. As a function of $y_n$, the posterior distribution of $f(y_n|\sigma, X^{(n-1)}, y^{(n-1)})$ takes the form of $\frac{1}{\sigma} g \left( \frac{y_n}{\sigma} \right) \in R_{-(\gamma+1)}$. Thus, by the relationship $g \left( \frac{y_n}{\sigma} \right) / g \left( y_n \right) = \sigma^{(\gamma+1)}$,

$$
\lim_{y_n \to \infty} \pi(\sigma|y) = \lim_{y_n \to \infty} \frac{\sigma^{\gamma} \pi(\sigma|X^{(n-1)}, y^{(n-1)})}{\int_0^\infty \frac{1}{\sigma} g \left( \frac{y_n}{\sigma} \right) / g \left( y_n \right) \pi(\sigma|X^{(n-1)}, y^{(n-1)}) d\sigma}.
$$

(28)

From (28), we obtain

$$
\pi(\sigma|X^{(n-1)}, y^{(n-1)}) \propto \sigma^{-(n-p)} l(\sigma).
$$

(29)

Thus, for the dominator of (28) to exist, $(\gamma + 1) < n - p$ must hold.
3.1 Example

We consider the following case of a simple linear regression model with a single outlier:

\[ y_i = \beta_0 + \beta_1 x_i + u_i \quad (i = 1, \ldots, n). \]

(30)

From Lemma 1, we obtain the following condition:

\[
\begin{align*}
    h_{nj} &= \frac{1}{n} + \frac{(x_{\text{out}} - \bar{x})(x_j - \bar{x})}{\sum_{i=1}^{n-1}(x_i - \bar{x})^2} \\
    &= \frac{1}{n} + \frac{\frac{n-1}{n}(x_{\text{out}} - \bar{x}^*)(x_j - \bar{x}^*) - \frac{n-1}{n}(x_{\text{out}} - \bar{x}^*)^2}{\sum_{i=1}^{n-1}(x_i - \bar{x}^*)^2 + \frac{n-1}{n}(x_{\text{out}} - \bar{x}^*)^2} \\
    &= \frac{1}{n} + \frac{(x_{\text{out}} - \bar{x}^*)(x_j - \bar{x}^*) - \frac{1}{n}(x_{\text{out}} - \bar{x}^*)^2}{\frac{n}{n-1} \sum_{i=1}^{n-1}(x_i - \bar{x}^*)^2 + (x_{\text{out}} - \bar{x}^*)^2} \\
    &> 0, 
\end{align*}
\]

(31)

where \( \bar{x}^* = \frac{1}{n-1} \sum_{i=1}^{n-1} x_i \).

By arranging the condition (31), we obtain the range as

\[
\begin{align*}
    -(x_{\text{out}} - \bar{x}^*)(x_j - \bar{x}^*) < \frac{1}{n-1} \sum_{i=1}^{n-1} (x_i - \bar{x}^*)^2. 
\end{align*}
\]

(32)

Thus, when \( (x_{\text{out}} - \bar{x}) > 0 \), we obtain the range for satisfying Lemma 1 as follows:

\[
\begin{align*}
    -(x_j - \bar{x}^*) < \frac{(x_{\text{out}} - \bar{x}^*)}{\frac{n}{n-1} \sum_{i=1}^{n-1} (x_i - \bar{x}^*)^2}. 
\end{align*}
\]

(33)

From Lemma 2, we obtain the following condition:

\[
\begin{align*}
    h_{nn} &= \frac{1}{n} + \frac{(x_{\text{out}} - \bar{x})^2}{\sum_{i=1}^{n-1}(x_i - \bar{x})^2} \\
    &= \frac{1}{n} + \frac{\left(\frac{n-1}{n}\right)^2 (x_{\text{out}} - \bar{x}^*)^2}{\sum_{i=1}^{n-1}(x_i - \bar{x}^*)^2 + \frac{n-1}{n}(x_{\text{out}} - \bar{x}^*)^2} \\
    &= \frac{1}{n} + \frac{n-1}{n} \frac{n}{n-1} \frac{(x_{\text{out}} - \bar{x}^*)^2}{\sum_{i=1}^{n-1}(x_i - \bar{x}^*)^2 + (x_{\text{out}} - \bar{x}^*)^2} \\
    &< \frac{1}{2}. 
\end{align*}
\]

(34)

By rearranging the above condition, we obtain the range as

\[
\begin{align*}
    (x_{\text{out}} - \bar{x})^2 < \frac{n-2}{n-1} \sum_{i=1}^{n-1} (x_i - \bar{x}^*)^2. 
\end{align*}
\]

(35)
Thus, when \((x_{out} - \bar{x}) > 0\), we obtain the range for satisfying Lemma 2 as follows:

\[
\bar{x}^* - \left[ (n - 2) \cdot \frac{\sum_{i=1}^{n-1} (x_i - \bar{x}^*)^2}{n - 1} \right]^{\frac{1}{2}} < x_{out} < \bar{x}^* + \left[ (n - 2) \cdot \frac{\sum_{i=1}^{n-1} (x_i - \bar{x}^*)^2}{n - 1} \right]^{\frac{1}{2}}
\] (36)

These results highlight that the robust range is wider, as the number of non-outliers is larger. In addition, when the independent variable of the outlier is located far from other data, there is no conflict of information, irrespective of the value of \(y\).

This subsection investigates the robustness performance in relation to the value of the outlier in the Student-\(t\) linear regression model for simple linear regression. For robustness, the degrees of freedom of the \(t\)-distributed errors need to be sufficiently small. Thus, we utilize three degrees of freedom, \(u_i \sim t(3)(0, \sigma)\) for the error term. We employ the independent Jeffreys priors; the priors of \(\beta_0\) and \(\beta_1\) have uniform distributions, and the prior distribution of \(\sigma\) is \(1/\sigma\). By Theorem 5.1, the sufficient condition for \(t\)-distribution with \(d\) degrees of freedom is \(\gamma < \{n - p - 1\}\). Thus, in this model the condition becomes \(3 < n - 4\). The simulated observations are defined as \(y_i = 3 + 2x_i + u_i\). We set \(x_{out} = [-2, -1, 0, 1, 2]\) for the first simulation and \([-2, -1, 0, 1, 2, -2, -1, 0, 1, 2]\) for the second one. The error terms are generated from the normal distribution with mean 0 and variance 1. We move the outlier in the \(x\)-direction, from -50 to 50, and set \(y_{out} = -10\). The left panels of Figure 3 depict the simulated data we used for these simulations. The right panels of Figure 3 show the results of the numerical evaluation of the posterior mean of the parameter \(\beta_1\); the upper right panel illustrates the result for \(n = 6\), which satisfies the sufficient condition, and the lower right panel presents it for \(n = 11\), which satisfies the condition. The results indicate that the Student-\(t\) linear regression model is robust within the controllable range defined in Lemma 2, which is shown as the vertical dotted lines.

4 Concluding remarks

This study extended Andrade and O’Hagan’s (2011) condition for resolving the outlier problem of the Student-\(t\) linear regression model. The model treats outliers as a natural outcome of the data and does not remove them arbitrarily. The condition works when there is conflicting information between outliers and non-outliers. However, in a linear regression model, an outlier does not conflict with non-outliers when the outlier is located far from non-outliers in the \(x\)-direction. Thus, we first clarified the range of the presence of conflicting information in a linear regression model. Then, we derived the sufficient condition for robustness of the Student-\(t\) linear regression model in the above range. Future research should investigate the conditions for many outliers. Furthermore, it would be interesting to extend this study to a model with unknown degrees of freedom for the \(t\)-distribution.
Figure 3: Left panels: Scatterplots of simulated data. Right panels: Posterior mean of the slope $\beta_1$. The upper panel shows the result for $n = 6$, which does not satisfy the sufficient condition, and the lower panel shows the result for $n = 11$, which satisfies the condition. The straight line depicts the result of the Student-$t$ linear regression model, and the dashed line depicts that of the linear regression model with normally distributed error terms. The vertical dotted lines show the range defined in Lemma 2.
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Appendix A: Regularly varying functions

The tail behavior can be presented by the index of a regularly varying function. The index $\rho$ is defined as follows.

A positive measurable function $f(x)$ is regularly varying at $\infty$ with index $\rho \in \mathbb{R}$ for an arbitrary positive $t$.

$$
\lim_{x \to \infty} \frac{f(tx)}{f(x)} = t^\rho
$$

We present it as $f(x) \in R_\rho$ in this study, and $l(x) \in R_0$ is called “slowly varying.” The regularly varying function can be presented as $f(x) = t^\rho l(x)$.

Using the property

$$
\lim_{x \to \infty} \frac{\log(f(x))}{\log x} = \rho,
$$

we obtain the index for $t$ distribution with the degrees of freedom, $d$, as

$$
\lim_{x \to \infty} \frac{\log(p(x; d, \mu, \sigma^2))}{\log x} = \lim_{x \to \infty} \frac{(A - \frac{\sigma^2}{2} \log(1 + \frac{1}{d}(x-\mu)^2))}{\log x}
= -(d + 1),
$$

where $A = \log \left( \frac{\Gamma(\frac{d+1}{2})}{\Gamma(\frac{d}{2})\pi^{\frac{d}{2}}\sigma^{d+1}} \right)$.

Some properties of the regularly varying function used in this study are seen in Bingham et al. (1987) and Resnick (2007).