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Abstract. This paper aims to introduce high school students to the intriguing world of continued fractions, a mathematical concept that provides a unique representation of numbers. The study focuses on the exploration and development of the fundamental properties of both Finite and Infinite Continued Fractions. It further delves into the computation of quadratic numbers using given periodic continued fractions and the concept of conjugate quadratic numbers. A significant part of the paper is dedicated to the approximation of real numbers and the convergence properties of continued fractions. The study of continued fractions offers a profound understanding of the intricate relationships within number systems, a key emphasis in contemporary mathematics education. The paper is designed to be engaging and interactive, fostering a fun and stimulating learning environment. By the end of this study, students will have gained a comprehensive understanding of continued fractions, their properties, and their applications, thus enhancing their mathematical proficiency and problem-solving skills. This paper serves as a stepping stone for students to explore more complex mathematical concepts and theories, fostering a deeper appreciation for the subject.

1. Introduction

Continued fractions, a mathematical concept, are expressions derived through an iterative process of representing a number as the sum of its integer part and the reciprocal of another number. This process is repeated, with each subsequent number being expressed as the sum of its integer part and another reciprocal. In a finite continued fraction, the iteration terminates after a finite number of steps by using an integer instead of another continued fraction. Conversely, an infinite continued fraction is an unending expression. In both cases, all integers in the sequence, barring the first, must be positive. These integers, $a_i$, are referred to as the coefficients or terms of the continued fraction.

The numerator of all the fractions is typically assumed to be 1. If arbitrary values or functions are used in place of one or more numerators or integers in the denominators, the resulting expression is a generalized continued fraction. When it is necessary to distinguish the first form of generalized fractions, the former may be called simple or regular continued fractions or said to be in a canonical form.
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Continued fractions exhibit numerous remarkable properties related to the Euclidean algorithm for integers or real numbers. Every rational number $\frac{p}{q}$ has two closely related expressions as a finite continued fraction, whose coefficients $a + i$ can be determined by applying the Euclidean algorithm to $(p, q)$. The numerical value of an infinite continued fraction is irrational; it is defined from its infinite sequence of integers as the limit of a sequence of values for finite continued fractions. Each finite continued fraction of the sequence is obtained by using a finite prefix of the infinite continued fraction’s defining sequence of integers. Moreover, every irrational number $a$ is the value of a unique infinite regular continued fraction, whose coefficients can be found using the non-terminating version of the Euclidean algorithm applied to the incommensurable values $\alpha$ and 1. This way of expressing real numbers (rational and irrational) is called their continued fraction representation [5].

2. Generalized continued fraction

The term "continued fraction" refers to a class of expressions where a generalized continued fraction of the form.

$$a_0 + \frac{b_1}{a_1 + \frac{b_2}{a_2 + \frac{b_3}{a_3 + \cdots}}}$$

(and the terms may be integers, reals, complexes, or functions of these) represents the most general variety [6].

The term "continued fraction" was first used by Wallis in his Arithmetica infinitorum of 1653 [2], although other sources list the publication date as 1655 or 1656. An archaic term for a continued fraction is an anthyphairetic ratio.

3. Simple Continued Fractions

A simple continued fraction is a special case of a generalized continued fraction where the partial numerators are equal to unity, i.e., $b_n = 1$ for all $n = 1, 2, \ldots$. A simple continued fraction is thus an expression of the form

$$a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \cdots}}}$$

When used without qualification, the term "continued fraction" often means "simple continued fraction" or, more specifically, regular (i.e., a simple continued fraction whose partial denominators $a_0, a_1, \ldots$ are positive integers;[6]). The number of terms can either be finite or infinite. A more convenient way to denote continued fractions such as the one above would be to denote it by $N = [a_0, a_1, a_2, a_3, a_4, a_5, a_6, \cdots]$. 
The \( n \)th convergent of a simple continued fraction \( N = [a_0, a_1, a_2, a_3, a_4, a_5, a_6, \ldots] \) is given by the ratio of two successive terms in the sequence of numerators \( P_n \) and denominators \( Q_n \) defined by the recurrence relations:

\[
\begin{align*}
P_{-1} &= 1, & Q_{-1} &= 0, \\
P_0 &= a_0, & Q_0 &= 1, \\
P_n &= a_nP_{n-1} + P_{n-2}, & Q_n &= a_nQ_{n-1} + Q_{n-2} \text{ for } n \geq 1.
\end{align*}
\]

The sequence of convergents \( \frac{P_n}{Q_n} \) provides the best rational approximations to the real number represented by the continued fraction. This property is known as the best approximation property of continued fractions.

Every real number has a unique representation as a simple continued fraction, except for the ambiguity at the end of finite continued fractions, where \([a_0, a_1, a_2, \ldots, a_n - 1, 1]\) is equivalent to \([a_0, a_1, a_2, \ldots, a_n]\). The continued fraction representation of a rational number is always finite, while the continued fraction representation of an irrational number is always infinite. This property provides a method to distinguish between rational and irrational numbers.

**Finite Continued Fractions**

A finite continued fraction is an expression such as the one shown above which could end. Every rational number can be equated to a finite continued fraction. The only skill needed would be the division of fractions.

For example, \( \frac{47}{17} \) can be expressed as:

\[
\frac{47}{17} = 2 + \frac{13}{17} = 2 + \frac{1}{\frac{17}{13}} = 2 + \frac{1}{1 + \frac{4}{13}} = 2 + \frac{1}{1 + \frac{1}{\frac{13}{4}}} = 2 + \frac{1}{1 + \frac{1}{3 + \frac{1}{4}}}
\]

In the short form, \( \frac{47}{17} = [2; 1, 3, 4] \)

The process of converting a rational number to a finite continued fraction involves repeated application of the Euclidean algorithm for the greatest common divisors. This algorithm is based on the observation that if \( a > b \), then \( \gcd(a, b) = \gcd(b, a \mod b) \).

**Infinite Continued Fractions**

Unlike finite continued fractions, the chain of fractions never ends in an infinite continued fraction. Every irrational number can be equated to an infinite continued fraction. This fact was discovered and proven by the Swiss Mathematician, Leonhard Euler (1707-1783). Some of Euler’s infinite continued fractions are as follows:

\[
\sqrt{2} = 1 + \frac{1}{2 + \frac{1}{2 + \frac{1}{2 + \ldots}}}
\]
A way to summarise this expression is to let $x$ be the value of the continued fraction.

$$x = 1 + \frac{1}{2 + \frac{1}{1 + \frac{1}{2 + \cdots}}} \iff x = 1 + \frac{1}{1 + x}$$

This equation can be solved to find $x = \sqrt{2} - 1$, which verifies Euler’s representation of $\sqrt{2}$ as an infinite continued fraction.

Infinite continued fractions provide an efficient way to approximate irrational numbers. The sequence of convergents of an infinite continued fraction converges to the value of the continued fraction. The rate of convergence depends on the size of the partial quotients. For example, the continued fraction representation of $\pi$ has relatively large partial quotients, which means that the convergents of this continued fraction provide very good approximations to $\pi$.

**Solving Quadratic Equations with Continued Fractions**

In mathematics, a quadratic equation is a polynomial equation of the second degree. The general form is $ax^2 + bx + c = 0$, where $a \neq 0$.

The quadratic equation on a number $x$ can be solved using the well-known quadratic formula, which can be derived by completing the square. That formula always gives the roots of the quadratic equation, but the solutions are expressed in a form that often involves a quadratic irrational number, which is an algebraic fraction that can be evaluated as a decimal fraction only by applying an additional root extraction algorithm.

If the roots are real, there is an alternative technique that obtains a rational approximation to one of the roots by manipulating the equation directly. The method works in many cases, and long ago it stimulated further development of the analytical theory of continued fractions [8].

Joseph-Louis Lagrange (1736-1813) proved that the continued fraction expansion of a real number $x$ is ultimately periodic, i.e,

$$x = [a_0, \ldots, a_k, b_1, \ldots, b_h, b_1, \ldots, b_h]$$

if and only if $x$ is a quadratic number, that is, $x$ is the root of a quadratic polynomial with rational coefficients. In such cases, we use the shorter notation

$$x = [a_0, \ldots, a_k, \bar{b}_1, \ldots, \bar{b}_h],$$

in a way similar to how it is done for repeating decimals.

This result is of fundamental importance in the theory of continued fractions. It provides a method for finding the continued fraction expansion of a quadratic irrational number, and it also provides a method for finding the quadratic irrational number that corresponds to a given periodic continued fraction.

The process of finding the continued fraction expansion of a quadratic irrational number involves finding the period of the continued fraction, which can be done using the method
of Lagrange. The process of finding the quadratic irrational number that corresponds to a given periodic continued fraction involves solving a quadratic equation, which can be done using the quadratic formula.

**Example.** Here is a simple example to illustrate the solution of a quadratic equation using continued fractions. We begin with the equation \( x^2 = 2 \) and manipulate it directly. Subtracting one from both sides we obtain \( x^2 - 1 = 1 \). This is easily factored into \( (x + 1)(x - 1) = 1 \) from which we obtain \( (x - 1) = \frac{1}{1 + x} \) and finally \( x = 1 + \frac{1}{1+x} \). Now comes the crucial step. We substitute this expression for \( x \) back into itself, recursively, to obtain

\[
x = 1 + \frac{1}{1 + \frac{1}{1 + x}} = 1 + \frac{1}{2 + \frac{1}{1 + x}}.
\]

But now we can make the same recursive substitution again, and again, and again, pushing the unknown quantity \( x \) as far down and to the right as we please, and obtaining in the limit the infinite continued fraction

\[
x = 1 + \frac{1}{1 + \frac{1}{1 + \frac{1}{1 + \cdots}}} = \sqrt{2}.
\]

Hence the continued fraction expansion of \( \sqrt{2} \) is given by

\[
\sqrt{2} = [1, 2, 2, 2, \ldots] = [1, \overline{2}]
\]

By applying the fundamental recurrence formulas, we may easily compute the successive convergent of this continued fraction to be 1, 3/2, 7/5, 17/12, 41/29, 99/70, 239/169, ..., where each successive convergent is formed by taking the numerator plus the denominator of the preceding term as the denominator in the next term, then adding in the preceding denominator to form the new numerator. This sequence of denominators is a particular Lucas sequence known as the Pell numbers.

This example illustrates the power of continued fractions in solving quadratic equations and approximating irrational numbers. It also highlights the connection between continued fractions and other areas of mathematics, such as number theory and sequences.

**Pell’s Equation**

Continued fractions play an essential role in the solution of Pell’s equation. For example, for positive integers \( p \) and \( q \), and non-square \( n \), it is true that if \( p^2 - nq^2 = \pm 1 \), then \( \frac{p}{q} \)
is a convergent of the regular continued fraction for $\sqrt{n}$. The converse holds if the period of the regular continued fraction for $\sqrt{n}$ is 1, and in general, the period describes which convergent gives solutions to Pell’s equation [4].

Pell’s equation is a special type of Diophantine equation, named after the English mathematician John Pell. Despite its name, the equation was first studied in detail by the ancient Indian mathematician Brahmagupta, as part of his pioneering work on number theory. The connection between Pell’s equation and continued fractions was discovered much later, and it provides a powerful method for finding integer solutions to the equation.

The solutions to Pell’s equation have many interesting properties and applications. For example, they can be used to approximate square roots, solve certain types of quadratic equations, and construct Pythagorean triples. The study of Pell’s equation and its solutions is a fascinating topic in number theory, and it illustrates the deep connections between different areas of mathematics.

**Task 1: Analysis of an Infinite Continued Fraction**

Consider the infinite continued fraction:

$$x = 1 + \frac{1}{1 + \frac{1}{1 + \frac{1}{1 + \frac{1}{1 + \cdots}}}}. \quad (3.1)$$

This non-terminating fraction can be represented as a sequence of terms, $t_n$, defined recursively as:

$$t_{n+1} = 1 + \frac{1}{t_n}, \quad (3.2)$$

where $t_1 = 2$. The first few terms of this sequence, calculated to four decimal places, are:

- $t_1 = 2.0000$,
- $t_2 = 1.5000$,
- $t_3 = 1.6666$,
- $t_4 = 1.6000$,
- $t_5 = 1.6250$,
- $t_6 \approx 1.615338462$,
- $t_7 \approx 1.61904762$,
- $t_8 \approx 1.617664706$,
- $t_9 \approx 1.61818182$,
- $t_{10} \approx 1.61799953$.
From the 8th term onwards, all terms converge to approximately 1.618. This limit is the golden ratio, denoted as $\varphi = \frac{1 + \sqrt{5}}{2}$, which satisfies the property $\varphi = 1 + \frac{1}{\varphi}$.

By defining the sequence $R_n = \frac{t_{n+1}}{t_n}$, we can show that $\lim_{n \to \infty} R_n = \varphi$. This implies that the ratio of consecutive terms in the sequence $t_n$ converges to the golden ratio, and therefore, the infinite continued fraction can be written as:

$$1 + \frac{1}{1 + \frac{1}{1 + \frac{1}{1 + \frac{1}{1 + \cdots}}}} = \varphi. \quad (3.3)$$

This result, which we have conjectured based on inductive reasoning, can also be proven deductively. By setting $x = 1 + \frac{1}{1 + \frac{1}{1 + \frac{1}{1 + \frac{1}{1 + \cdots}}}}$, we can derive the quadratic equation $x^2 - x - 1 = 0$. Solving this equation using the quadratic formula, we find that the positive solution is indeed $\varphi = \frac{1 + \sqrt{5}}{2}$.

The golden ratio is a unique positive real number that appears in many different contexts, from mathematics to the arts [3]. It is the value to which the simplest infinite continued fraction converges.

**Task 2: Analysis of a Specific Continued Fraction**

Consider the continued fraction:

$$x = 2 + \frac{1}{2 + \frac{1}{2 + \frac{1}{2 + \frac{1}{2 + \cdots}}}}. \quad (3.4)$$

We can represent this infinite fraction as a sequence of terms, $t_n$, where
\[ t_1 = 2 + 1, \]
\[ t_2 = 2 + \frac{1}{3}, \]
\[ t_3 = 2 + \frac{1}{2 + \frac{1}{3}}, \]
\[ \vdots \]

The corresponding recursive formula for \( t_{n+1} \) is \( t_{n+1} = 2 + \frac{1}{t_n} \).

All the terms of the sequence are finite continued fractions, so they can be computed easily. For instance,

\[ t_1 = 2 + 1 = 3.00000000, \]
\[ t_2 = 2 + \frac{1}{3} = 2.33333333, \]
\[ t_3 = 2 + \frac{1}{3} = 2 + \frac{3}{7} = \frac{17}{7} = 2.42857143. \]

The following table, generated by Wolfram Mathematica, shows the first ten terms of the sequence:

| \( n \) | \( t_{n+1} = 2 + \frac{1}{t_n} \)          |
|--------|---------------------------------|
| 1      | 3.00000000                      |
| 2      | 2.33333333                      |
| 3      | 2.42857143                      |
| 4      | 2.41176471                      |
| 5      | 2.41463415                      |
| 6      | 2.41414141                      |
| 7      | 2.41422594                      |
| 8      | 2.41421144                      |
| 9      | 2.41421393                      |
| 10     | 2.4142135                       |

**Table 1.** First ten terms of the sequence

As the graph below shows, from the 4th term onwards, all terms converge to 2.4142.
We observe that, as $n$ becomes very large, the terms tend to 2.414.

If we want to determine, for example, the 200th term, we face the problem that we have to calculate all the previous terms until we reach the 200th, which is time-consuming. From the table above, we could assume that since the terms from the 4th onwards are at 2.414, the 200th term also tends to 2.414. However, this is not proof.

To prove this, we can let $x$ be the infinite continued fraction:

$$x = 2 + \frac{1}{2 + \frac{1}{2 + \frac{1}{2 + \frac{1}{\ldots}}}}.$$ (3.5)

Then, it must be true that $x = 2 + \frac{1}{x}$, because of the property that infinity has, we can add another level to it any time we want. It will not change it. If we multiply both sides by $x$, we get $x^2 = 2x + 1$. This is a quadratic equation that can be put in standard form as $x^2 - 2x - 1 = 0$. Using the quadratic formula, we find that

$$x = \frac{-(-2) \pm \sqrt{(-2)^2 - 4(1)(-1)}}{2(1)} = \frac{2 + 2\sqrt{2}}{2} = 1 + \sqrt{2} \approx 2.414.$$ (3.6)

Since $x$ is a string of positive terms, it is not going to be $1 - \sqrt{2}$. Therefore, the 200th term also tends to be 2.414.

**Task 3 and 4: Analysis of General Continued Fractions**

Consider the general continued fraction:

$$x = \kappa + \frac{1}{\kappa + \frac{1}{\kappa + \frac{1}{\kappa + \frac{1}{\ldots}}}}.$$ (3.7)

Just as the two other continued fractions we have considered, this general continued fraction can be represented as a sequence of terms, $t_n$, where
\[ t_1 = \kappa + 1, \]
\[ t_{n+1} = \kappa + \frac{1}{t_n}. \]

We construct tables, like in the previous cases for \( \kappa = -3, \kappa = \frac{2}{3}, \) and \( \kappa = \sqrt{5}. \)

| \( n \) | \( t_{n+1} = -3 + \frac{1}{t_n} \) | \( t_{n+1} = \frac{2}{3} + \frac{1}{t_n} \) | \( t_{n+1} = \sqrt{5} + \frac{1}{t_n} \) |
|---|---|---|---|
| 1 | -2.00000000 | 1.66666667 | 3.23606798 |
| 2 | -3.50000000 | 1.26666667 | 2.54508497 |
| 3 | -3.28571429 | 1.45614035 | 2.62898217 |
| 4 | -3.30434783 | 1.35341365 | 2.61644332 |
| 5 | -3.30263158 | 1.40553907 | 2.6182662 |
| 6 | -3.30278884 | 1.37813746 | 2.61800011 |
| 7 | -3.30277443 | 1.39228369 | 2.61803409 |
| 8 | -3.30277575 | 1.38491109 | 2.61803327 |
| 9 | -3.30277563 | 1.38873468 | 2.61803397 |
| 10 | -3.30277564 | 1.38674662 | 2.61803397 |

**Table 2.** First ten terms of the sequence for different values of \( \kappa \)

If this infinite continued fraction converges at all, it must converge to one of the roots of the monic polynomial \( x^2 + \kappa x + 1 = 0. \) That depends on both the coefficient \( \kappa \) and the value of the discriminant, \( b^2 - 4ac. \)

Assuming the existence of the limit, we have

\[
\lim_{n \to \infty} t_n = \lim_{n \to \infty} \left( \kappa + \frac{1}{t_n} \right) = \kappa + \lim_{n \to \infty} \frac{1}{t_n}. \quad (3.8)
\]

This leads to the equation \( x = \kappa + \frac{1}{x}, \) which simplifies to the quadratic equation \( x^2 - \kappa x - 1 = 0. \)

In general, the above result could be used as in the previous cases to compute square roots to a given accuracy.

As we have already shown, continued fractions are most conveniently applied to solve the general quadratic equation expressed in the form of a monic polynomial \( x^2 + bx + c = 0. \) Starting from this monic equation we see that

\[
x^2 - \kappa x = 1 \iff x - \kappa = \frac{1}{x} \iff x = \kappa + \frac{1}{x}
\]

But now we can apply the last equation to itself recursively to obtain

\[
x = \kappa + \frac{1}{\kappa + \frac{1}{\kappa + \frac{1}{\ddots}}}
\]
If this infinite continued fraction converges at all, it must converge to one of the roots of the monic polynomial \( x^2 + \kappa x + 1 = 0 \). That depends on both the coefficient \( \kappa \) and the value of the discriminant, \( b^2 - 4ac \).

In general, by applying a result obtained by Euler in 1748 it can be shown that the continued fraction solution to the general monic quadratic equation with real coefficients

\[
x^2 + bx + c = 0
\]

which can always be obtained by dividing the original equation by its leading coefficient. Starting from this monic equation we see that

\[
x^2 + bx = -c \iff x + b = -\frac{c}{x} \iff x = -b - \frac{c}{x}
\]

But now we can apply the last equation to itself recursively to obtain

\[
x = -b - \frac{c}{-b - \frac{c}{-b - \frac{c}{...}}}
\]

either converges or diverges depending on both the coefficient \( b \) and the value of the discriminant, \( b^2 - 4ac \).

If \( b = 0 \) the general continued fraction solution is totally divergent; the convergent alternate between 0 and \( \infty \). If \( b \neq 0 \) we distinguish three cases.

1. If the discriminant is negative, the fraction diverges by oscillation, which means that its convergent wanders around in a regular or even chaotic fashion, never approaching a finite limit.
2. If the discriminant is zero, the fraction converges to the single root of multiplicity two.
3. If the discriminant is positive the equation has two real roots, and the continued fraction converges to the larger (in absolute value) of these. The rate of convergence depends on the absolute value of the ratio between the two roots: the farther that ratio is from unity, the more quickly the continued fraction converges.

4. The history of continued fractions

1. 300 BCE Euclid’s Elements contains an algorithm for the greatest common divisor, whose modern version generates a continued fraction as the sequence of quotients of successive Euclidean divisions that occur in it.
2. 499 The Aryabhatiya contains the solution of indeterminate equations using continued fractions.
3. 1572 Rafael Bombelli, L’Algebra Opera – method for the extraction of square roots which is related to continued fractions.
(4) 1613 Pietro Cataldi, Trattato del modo di trovar la ratice quadra delli numeri—first notation for continued fractions. Cataldi represented a continued fraction as $\frac{a_0}{d_1} \& a_1 \frac{a_2}{d_2} \& a_2 \frac{a_3}{d_3}$, with dots indicating where the following fractions went.

(5) 1695 John Wallis, Opera Mathematica – introduction of the term “continued fraction”.

(6) 1737 Leonhard Euler, De fractionibus continuis dissertation — Provided the first then-comprehensive account of the properties of continued fractions and included the first proof that the number $e$ is irrational. [7]

(7) 1748 Euler, Introducitio in analysin infinitlorum. Vol.I, Chapter 18 – proved the equivalence of a certain form of continued fraction and a generalized infinite series, proves that every rational number can be written as a finite continued fraction, and proved that the continued fraction of an irrational number is infinite. [1]

(8) 1761 Johann Lambert – gave the first proof of the irrationality of $\pi$ using a continued fraction for $\tan(x)$.

(9) 1768 Joseph-Louis Lagrange – provide the general solution to Pell’s equation using continued fractions like Bombelli’s

(10) 1770 Lagrange – proved that quadratic irrationals expand to periodic continued fractions.

(11) 1770 Lagrange – proved that quadratic irrationals expand to periodic continued fractions.

(12) 1813 Carl Friedrich Gauss, Werke, Vol.3, pp. 134-138 – derived a very general complex-valued continued fraction via a clever identity involving the hypergeometric function.

(13) 1892 Henri Pade defined Pade approximant.

(14) 1892 Henri Pade defined Pade approximant.

(15) 1972 Bill Gosper – First exact algorithms for continued fraction arithmetic.

5. Conclusion

Continued fractions are a fascinating and powerful mathematical tool. They provide a unique way to represent numbers and solve problems. They are particularly useful in number theory, where they can be used to solve equations, prove theorems, and explore the properties of numbers.

In this paper, we have introduced the concept of continued fractions and explored their properties. We have also shown how they can be used to solve quadratic equations and how they relate to the Fibonacci sequence and the golden ratio. We have also provided a brief history of continued fractions, highlighting some of the key contributions made by mathematicians over the centuries.
We hope that this paper has sparked your interest in continued fractions and encouraged you to explore this fascinating area of mathematics further.
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