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Approximate and exact solutions of intertwining equations through random spanning forests

Luca Avena, Fabienne Castell, Alexandre Gaudillièere and Clothilde Mélot

Abstract For different reversible Markov kernels on finite state spaces, we look for families of probability measures for which the time evolution almost remains in their convex hull. Motivated by signal processing problems and metastability studies we are interested in the case when the size of such families is smaller than the size of the state space, and we want such distributions to be with “small overlap” among them. To this aim we introduce a squeezing function to measure the common overlap of such families, and we use random forests to build random approximate solutions of the associated intertwining equations for which we can bound from above the expected values of both squeezing and total variation errors. We also explain how to modify some of these approximate solutions into exact solutions by using those eigenvalues of the associated Laplacian with the largest size.
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The aim of this work is to build exact and approximate solutions of certain intertwining equations between Markov kernels on finite state spaces. The intertwining equations we look at are related to the two following problems. First, we want to build wavelet-like multiresolution schemes for signal processing on arbitrary weighted graphs. Second, we want to make sense of the notion of metastability without asymptotics, in a finite setup where no large-volume or low-temperature limits are in place. We will partially address these problems by giving “good approximate solutions” of the intertwining equations, making use of random spanning forests.

1.1 Intertwining equations

The basic object in this paper is an irreducible stochastic matrix $P$ on a finite state space $\mathcal{X}$. $P$ is associated (see Section 1.3.1 for precise definitions) with the generator $L$ of a continuous time process $X$ on $\mathcal{X}$ defined by

$$L f(x) = \sum_{y \in \mathcal{X}} w(x,y) [f(y) - f(x)], \quad f : \mathcal{X} \to \mathbb{R}, \quad x \in \mathcal{X},$$

or, equivalently, with a connected edge weighted graph $G = (\mathcal{X}, E, w)$, or $G = (\mathcal{X}, w)$, with $\mathcal{X}$ as vertex set, and

$$E = \{(x,y) \in \mathcal{X} \times \mathcal{X} : w(x,y) > 0\}$$

as edges set. We will assume throughout the paper that $P$ (or $L$) is reversible with respect to some probability measure $\mu$ on $\mathcal{X}$:

$$\forall x, y \in \mathcal{X}, \mu(x)w(x,y) = \mu(y)w(y,x). \quad (1)$$

We look at solutions $(\Lambda, \tilde{P})$ of the intertwining equations

$$\Lambda P = \tilde{P} \Lambda, \quad (2)$$

and, for $q' > 0$,

$$\Lambda K_{q'} = \tilde{P} \Lambda, \quad (3)$$

where

- $\tilde{P}$ is a stochastic matrix defined on some finite state space $\tilde{\mathcal{X}}$;
- $\Lambda : \tilde{\mathcal{X}} \times \mathcal{X} \to [0,1]$ is a rectangular stochastic matrix;

and $K_{q'}$ is the transition kernel on $\mathcal{X}$ given by

$$K_{q'}(x,y) := P_y(\mathcal{X}(T_{q'}) = y) = q'(q' \text{Id} - L)^{-1}(x,y), \quad (4)$$
with $T_q$ an exponential random variable with parameter $q'$ that is independent of $X$.

Solving Equation (2) amounts to find a family of probability measures $\nu_{\bar{x}} = \Lambda(\bar{x}, \cdot)$ on $\bar{X}$ and such that, for some stochastic matrix $\bar{P}$,

$$\nu_{\bar{x}} P = \lambda P(\bar{x}, \cdot) = \bar{P} \Lambda(\bar{x}, \cdot) = \sum_{\bar{y} \in \bar{X}} \bar{P}(\bar{x}, \bar{y}) \nu_{\bar{y}}, \quad \bar{x} \in \bar{X}. \quad (5)$$

In other words the one step evolution of the $\nu_{\bar{x}}$’s have to remain in their convex hull. Solving Equation (3) is the same, except that the “one step evolution” has now to be considered in continuous time and on time scale $1/q'$. In both cases a trivial solution is always given by taking all the $\nu_{\bar{x}}$ equal to the equilibrium measure $\mu$.

Related literature

Intertwining relations, restricted to measures $\nu_{\bar{x}}$ with disjoint support, appeared in the context of diffusion processes in the paper by Rogers and Pitman [20], as a tool to state identities in laws. This method was later successfully applied to many other examples (see for instance [5], [11], [15]). In the context of Markov chains, intertwining was used by Diaconis and Fill [6] without the disjoint support restriction to build strong stationary times and to control convergence rates to equilibrium. This approach initiated in [6] is intimately related with metastability, as will be made clearer in Sections 1.2.2 and 1.2.3, and it has been recently developed in different directions, see e.g. [16] and [14]. However, contrary to our setup, in these references intertwining relations have mainly been considered with an absorbing point for $\bar{P}$ in $\bar{X}$ and with size $m$ of $\bar{X}$ being (much) larger than or equal to the size $n$ of $X$. At present, applications of intertwining include random matrices [7], particle systems [24], spectral clustering [1] . . .

Our contribution

Motivated by signal processing and metastability problems (see Section 1.2), in this paper we are instead interested in the case where

(R1) the size $m$ of $\bar{X}$ is smaller than the size $n$ of $X$,
(R2) $\bar{P}$ is irreducible,
(R3) the probability measures $\{\nu_{\bar{x}} : \bar{x} \in \bar{X}\}$ are linearly independent and have small “joint overlap”.

We will define the squeezing of a collection of probability measures to control this overlap (see Section 1.3.2) and a small “joint overlap” will correspond to little squeezed probability measures. We will see in Section 2.2 that, for any reversible stochastic kernel $P$ with non-negative eigenvalues and for any positive $m < n$, non-degenerate solutions of Equation (2) with $|\bar{X}| = m$ always exist. By “non-degenerate solutions” we mean linearly independent probability measures such that Equation (5) holds for some irreducible $\bar{P}$. But we will argue that exact solutions
tend to be squeezed solutions. Then, rather than looking at the less squeezed solutions in the large space of all solutions for a given \( m \), we will first consider approximate solutions with small squeezing. To this aim we will make use of random spanning forests to build random approximate solutions for which we will be able to bound both the expected value of an error term in intertwining Equation (2) and the expected value of the squeezing (Theorem 1). Then we will use the same random forests to build random approximate solutions of Equation (3) with no overlap, i.e., with disjoint support (Theorem 2). Assuming knowledge of the \( n - m \) largest eigenvalues of \(-\mathcal{L}\), we will finally see how to modify such an approximate solution of (3) with \( m \) probability measures \( \nu_\xi \) into exact solutions for \( q' \) small enough (Theorem 3).

Structure of the paper

In the rest of this section, we detail our motivations, linking signal processing and metastability studies, and we give some heuristics in Section 1.2. After having fixed some notation in Section 1.3.1, we define the squeezing of a probability measure family in Section 1.3.2, we introduce random forests in Section 1.3.3, and state our main results in Sections 1.3.4, 1.3.5 and 1.3.6. In Section 2 we prove some preliminary results, and we give the proofs of our three main theorems in the three last sections. We conclude with an appendix that contains the proof of the main statement that links metastability studies with Equation (5).

1.2 Motivations and heuristics.

Before stating precise results, we would like to explain why we are interested in solutions to (2) and (3) satisfying requirements (R1–3). These come from two motivating problems we describe now, the first one being the construction of a multiresolution analysis for signals on graphs, the second one being a proposal of metastability results without asymptotics.

1.2.1 Pyramidal algorithms in signal processing

First we are interested in extending classical pyramidal algorithms of signal processing on the discrete torus

\[ \mathcal{X} = \mathcal{X}_0 = \mathbb{Z}_n = \mathbb{Z}/n\mathbb{Z} \]

to the case of signals on generic edge-weighted graphs. Such algorithms are used for example to analyze or compress a given signal
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\[ f = f_0 : \mathcal{X}_0 \to \mathbb{R} \]

through filtering and subsampling operations. A filter is a linear operator which is diagonal in the same base as the discrete Laplacian \( \mathcal{L} \). A low-pass filter \( K \) has eigenvalues of order 1 for low frequency modes, i.e., eigenvectors that are associated with small eigenvalues of \( -\mathcal{L} \), and it has small eigenvalues for high frequency modes, i.e., eigenvectors that are associated with large eigenvalues of \( -\mathcal{L} \). Assuming that \( n \) is an even number, a pyramidal algorithm first computes \( m = n/2 \) approximation coefficients by

- computing a low-pass filtered version \( Kf \) of the original signal \( f \),
- subsampling \( Kf \) by keeping one in each two of its \( n \) values, those in some \( \mathcal{X}_1 = \overline{\mathcal{X}} \subset \mathcal{X} \), for example the \( n/2 \) values in the even sites of \( \mathbb{Z}_n \).

In doing so it defines a function

\[ \tilde{f} : \bar{x} \in \bar{\mathcal{X}} \to Kf(\bar{x}) \in \mathbb{R} \]

that can naturally be seen as a signal \( f_1 : \mathbb{Z}_{n/2} \to \mathbb{R} \) on a twice smaller torus. It then computes an approximation \( \tilde{f} \) of \( f \) as a function of the approximation coefficients, and a detail function \( \tilde{g} = f - \tilde{f} \), which in turn can be encoded into \( n - m \) detail coefficients. Wavelet decomposition algorithms are of this kind. It then applies a similar treatment to \( f_1 \), to define \( f_2 \), then \( f_3 \), . . . up to reaching a simple signal defined on a small torus made of a few points only. The reason why this can be useful for compression is that, for well chosen filters, many of the detail coefficients obtained at the different levels are very small or negligible for a large class of smooth signals \( f \). And one just has to store the few non-negligible detail coefficients together with the coarsest approximation’s coefficients to reconstruct a good approximation of the original signal \( f \). The point is then to find “good” filters, i.e., “good” \( \varphi_\bar{x} \) in \( \ell_2(\mu) \) (in this case \( \mu \) is the uniform measure on \( \mathcal{X} \), the reversible measure of the simple random walk associated with the discrete Laplacian) so that, for all \( f \in \ell_2(\mu) \),

\[ \tilde{f}(\bar{x}) = (\varphi_\bar{x}, f) = Kf(\bar{x}). \]

And a basic requirement for good filters is that, for each \( \bar{x} \), \( \varphi_\bar{x} \) is localized around \( \bar{x} \). Even though the measures \( d\nu_\bar{x} = \varphi_\bar{x}d\mu \) (so that \( \tilde{f}(\bar{x}) = (\nu_\bar{x}, f) \)) are usually signed measures and not measures, this is the reason why we want to think of the computation of the approximation coefficients \( \tilde{f}(\bar{x}) \) as computation of local means. \( K \) being a low-pass filter, \( \varphi_\bar{x} \) needs also to be “localized” in Fourier space (written in the diagonalizing basis of \( \mathcal{L} \), it must have small coefficients on high-frequency modes). Thus the difficulty comes from Heisenberg principle, which roughly says that no function \( \varphi_\bar{x} \) can be well localized both in Fourier space and around \( \bar{x} \). Part of the art of wavelet design lies in the ability to make a good compromise with Heisenberg principle (see for example Chapter 7 in [23] for more details on this point).

When moving to the case of signal processing for generic edge-weighted graph, there are three main issues one has immediately to address to build pyramidal algorithms:
(Q1) What kind of subsampling should one use? What could “one every second node” mean?
(Q2) Which kind of filter should one use? How to compute local means?
(Q3) On which (weighted) graph should the approximation coefficients \( \tilde{f}(\tilde{x}) \) be defined to iterate the procedure?

On a general weighted finite graph \( G = (\mathcal{X}, E, w) \), none of these questions has a canonical answer. Several attempts to tackle these issues and to generalize wavelet constructions have been proposed: see [22, 19] for recent reviews on this subject and [9] for one of the most popular method. A good starting point to partially answer questions (Q2) and (Q3), is to look for a solution \((\Lambda, \tilde{P})\) to intertwining Equation (2), since any row \( v_\xi \) of \( \Lambda \) automatically belongs to an eigenspace of \( P \), and is therefore frequency localized. Moreover, \( \tilde{P} \) is a candidate to define the graph structure on \( \tilde{\mathcal{X}} \). Requirements (R1) (R3) on \( (\Lambda, \tilde{P}) \) reflect then the need of a subsampling procedure (with \( m = |\tilde{\mathcal{X}}| \) and \( n \) of the same order), and of space localization of the \( v_\xi \). (R2) is more technical, and essentially ensures that we can deal with \( \tilde{P} \) at the next level in the pyramidal algorithm in the same way we deal with \( P \). We could however continue the pyramidal algorithm with a signal defined on unconnected graphs. Question (Q1) is left apart for the time being. This is where the random forest comes into the play, and we will come back to this question in Section 1.2.4.

Based on Theorem 1, we developed in [2] a novel wavelet transform. To our knowledge, our approach is the first one based on the solution of intertwining equations.

1.2.2 Metastability and intertwining

Our second motivation stems from metastability studies, where it is common to build a coarse-grained version \( \tilde{X} \) of a Markov process \( X \), possibly by seeing \( X \) as a measure-valued process on a small state space, these measures being probability measures on the large state space \( \mathcal{X} \), on which \( X \) is defined. For example, when we want to describe the crystallisation of a slightly supersaturated vapor, we can do it in the following way. Vapor and crystal are defined by probability measures concentrated on very different parts of a very large state space. On this space a Markov process describing the temporal evolution of a microscopic configuration evolves, and this Markovian evolution has to be “macroscopically captured” by a new two-state Markov process evolving from gas (a probability measure on the large state space) to crystal (another probability measure on the same space almost non-overlapping with the previous one). And this evolution is such that the gas should appear as a local equilibrium left only to reach a more stable crystalline equilibrium. This is usually done in some asymptotic regime (e.g. large volume or low temperature asymptotic) and we refer to [17] and [4] for mathematical accounts on the subject.

But we are here outside any asymptotic regime: we are given a finite graph \( (\mathcal{X}, w) \) or a Markov process \( X \) and we want to define a finite coarse-grained version of this graph and Markov process, \( (\tilde{\mathcal{X}}, \tilde{w}) \) and \( \tilde{X} \). Solving the intertwining equation \( \Lambda P = \tilde{P} \Lambda \), with the size of \( \tilde{P} \) smaller than the size of \( P \), provides a clean way to do
so. In this equation $P$ is given and stands for the transition kernel of a discrete time skeleton $\tilde{X}$ of $X$ (see Section 1.3.1 for a precise definition) and we look for an $m \times m$ stochastic matrix $\hat{P}$ together with a collection of $m$ probability measures $\nu_x$ on $\mathcal{X}$ that defines the rectangular matrix $\Lambda$ by

$$\Lambda(\tilde{x},x) = \nu_x(x), \quad \tilde{x} \in \tilde{\mathcal{X}}, \quad x \in \mathcal{X}.$$ 

This equation reads

$$\nu_x P = \sum_{\tilde{y} \in \tilde{\mathcal{X}}} \hat{P}(\tilde{x},\tilde{y}) \nu_{\tilde{y}} \quad (6)$$

for all $\tilde{x}$ in $\tilde{\mathcal{X}}$ and it suggests that the evolution of $X$ can be roughly described through that of $\tilde{X}$, associated with the transition kernel $\hat{P}$: from state or local equilibrium $\nu_x$ the process $X$ evolves towards a new state or local equilibrium $\nu_{\tilde{y}}$ which is chosen according to the Markovian kernel $\hat{P}$. This can be turned into a rigorous and powerful mathematical statement by the following proposition, which is a partial rewriting of Section 2.4 of [6] in the spirit of [13], and whose proof is given in appendix.

**Proposition 1.** If Equation (6) is in force for some $\tilde{x}$ in $\tilde{\mathcal{X}}$, then there are a filtration $\mathcal{F}$ for which $\tilde{X}$ is $\mathcal{F}$-adapted, a $\mathcal{F}$-stopping time $T_\xi$ and a $\mathcal{F}_{T_\xi}$-mesurable random variable $\tilde{Y}_\xi$ with value in $\tilde{\mathcal{X}} \setminus \{\tilde{x}\}$ such that, for $\tilde{X}$ started in $\nu_{\tilde{x}}$:

1. $T_\xi$ is geometric with parameter $1 - \hat{P}(\tilde{x},\tilde{x})$;
2. $\nu_{\tilde{x}}$ is stationary up to $T_\xi$, i.e., for all $t \geq 0$,

$$P_{\nu_{\tilde{x}}}(\tilde{X}(t) = \cdot \mid t < T_\xi) = \nu_{\tilde{x}}; \quad (7)$$

3. $P_{\nu_{\tilde{x}}}(\tilde{Y}_\xi = \tilde{y}) = \frac{P(\tilde{x},\tilde{y})}{1 - \hat{P}(\tilde{x},\tilde{x})}$ for all $\tilde{y}$ in $\tilde{\mathcal{X}} \setminus \{\tilde{x}\}$;
4. $P_{\nu_{\tilde{x}}}(\tilde{X}(T_\xi) = \cdot \mid \tilde{Y}_\xi = \tilde{y}) = \nu_{\tilde{y}}(\cdot)$;
5. $(\tilde{Y}_\xi, \tilde{X}(T_\xi))$ and $T_\xi$ are independent.

Notice the slight abuse of notation. In fact, in the above statement, $P_{\nu_{\tilde{x}}}$ captures also the extra-randomness of the random variables $T_\xi$ and $\tilde{Y}_\xi$.

As far as metastability is concerned, a possibly more natural approach is, instead of $\Lambda P = \hat{P} \Lambda$, to look for a solution of $\Lambda K_{q'} = \hat{P} \Lambda$ for a small $q'$ and with $K_{q'}$ the transition kernel associated with our process $X$ looked along a Poisson process of intensity $q'$ (see Equation (4) of Section 1.1). It is indeed on a “long” time scale $1/q'$ that one is usually looking at a coarse-grained Markovian version of $X$. But whatever the equation we are looking at, $\Lambda P = \hat{P} \Lambda$ or $\Lambda K_{q'} = \hat{P} \Lambda$, again we want solutions $\nu_x$ that are localized in well distinct part of the state space, that is solutions satisfying (R3). Concerning (R1), in metastability studies, we are often interested in cases where $m$ is very small with respect to $n$. However if one implements a complete pyramidal algorithm, one will solve at the same time intertwining equations with very different $m$ and $n$ by transitivity of the coarse-graining procedure.
1.2.3 Heisenberg principle, approximate solutions and related work

There is actually at least a fourth question without canonical answer that arises when going from classical pyramidal or wavelet algorithms to signal processing for generic weighted graphs: what is a “Heisenberg principle” limiting the localisation of our $\nu_\xi$? We do not have an answer to this question, but, although we explained why we are interested in localized, non-overlapping, little squeezed solutions of the intertwining equations, we will see in Section 2 that exact solutions of intertwining equations are strongly localized in Fourier domain, then, a priori, poorly localized in space. This is the main difficulty faced by the present approach and this is one of the two reasons why we turned to approximate solutions of intertwining equations. We will also see in the next section that one needs a detailed knowledge of the spectrum and the eigenvectors of the Laplacian $L$ to build exact solutions of intertwining equations. From an algorithmic point of view this can be very costly, and this is the other reason why we turned to approximate solutions.

In [2] we analyse the full pyramidal algorithm, including a wavelet basis construction, rather than simply focusing on intertwining equations of a one-step reduction. But we are still looking for a generalised Heisenberg principle that could serve as a guideline for similar constructions. And our results suggest that such a Heisenberg principle should degenerate in presence of a gap in the spectrum (see 1.3.4).

Before concluding these introductory part on intertwining equations, let us note that Proposition 1 can still be used to make sense of approximate intertwining. We will show in Section 2, denoting by $d_{TV}$ the total variation distance:

Proposition 2. If $\hat{X}$ and $\bar{X}$ are discrete time Markov chains on finite spaces $\mathcal{X}$ and $\tilde{\mathcal{X}}$ with transitions kernels $P$ and $\bar{P}$, if, for each $\bar{x}$ in $\bar{X}$, $\nu_\bar{x}$ is a probability measure on $\tilde{\mathcal{X}}$, then, setting

$$\varepsilon = \max_{\bar{x} \in \bar{X}} d_{TV}(\nu_\bar{x}, \sum_{\bar{y} \in \bar{X}} \bar{P}(\bar{x}, \bar{y}) \nu_{\bar{y}})$$

and for any convex combination

$$\nu = \sum_{\bar{x} \in \bar{X}} \bar{v}(\bar{x}) \nu_{\bar{x}},$$

there is a coupling between $\hat{X}_{\nu}$ and $\bar{X}_{\bar{v}}$, i.e., $\hat{X}$ and $\bar{X}$ started from $\nu$ and $\bar{v}$, a Markov chain $(Z, \bar{Z})$ on some product space $\mathcal{X} \times \tilde{\mathcal{X}}$, with $\tilde{\mathcal{X}} \subset \mathcal{X}$, and two geometric random times $T$ and $\bar{T}$ with mean value $1/\varepsilon$ such that for all $k \geq 0$,

$$P(Z_k = x \mid \bar{Z}_k = \bar{x}) = v_\bar{x}(x), \quad x \in \mathcal{X}, \quad \bar{x} \in \tilde{\mathcal{X}},$$

$\hat{X}_{\nu} = Z_k$ conditionally to $\{T > k\}$ and $\bar{X}_{\bar{v}} = \bar{Z}_k$ conditionally to $\{\bar{T} > k\}$. In particular it holds, for all $k \geq 0$,
Comment: It is then possible to use approximate intertwining and the coarse-grained version $\bar{X}$ of $\hat{X}$ to control, for example, the mixing time of $\hat{X}$ from that of $\bar{X}$: if $1/\epsilon$ is large with respect to the latter, one can upper bound the mixing time of $\hat{X}$ by adding that of $\bar{X}$ to the time $k$ needed for all the $\delta, P_k$—distribution of $\hat{X}_k$ when $\hat{X}$ is started in $x$— to be close to the convex hull of the $v_\bar{x}$. Note that the latter will be related with the squeezing of the $\nu_{\bar{x}}$ in the sense of Section 1.3.2.

1.2.4 Some heuristics on the subsampling question: well distributed points, renormalization and determinantal processes

We now go back to the subsampling question (Q1), i.e. the issue of finding $m$ points, a fraction of $n$, that are in some sense well distributed in $\mathcal{X}$. This question turns out to be much simpler than (Q2) and (Q3), and a random solution is proposed in [3]. This solution is based on a random spanning forest $\Phi$ (i.e. a random collection of oriented rooted trees on the graph $G = (\mathcal{X}, w)$ exhausting $\mathcal{X}$), whose law depends on a real parameter $q > 0$. We denote by $\rho(\Phi)$ the set of tree roots of $\Phi$. This forest will be precisely described in Section 1.3.3, but we review at once some of its features related to question (Q1). Let us denote, for any subset $A$ of $\mathcal{X}$, by $H_A$ and $H_A^+$ the hitting time of and the return time to $A$ for the process $X$:

$$H_A := \inf \{ t \geq 0, X(t) \in A \},$$
$$H_A^+ := \inf \{ t \geq \sigma_1, X(t) \in A \},$$

with $\sigma_1$ the first time of the Poisson process that links $\hat{X}$ with $X$ (see Section 1.3.1). For each $x$ in $\mathcal{X}$ the mean hitting time $E_x[H_{\rho(\Phi)}]$ is a random variable, since so are $\Phi$ and $\rho(\Phi)$ ($E_x$ being the expectation w.r.t the law of $X$ starting from $x$). And it turns out that its expected value, with or without conditioning on the size of $\rho(\Phi)$, does not depend on $x$. In this sense the roots of the random forest are “well spread” on $\mathcal{X}$. More precisely, denoting by $E_{x,q}$ the expectation w.r.t to the joint law of the Markov process $X$ and on the random forest $\Phi$, and by $E_q$ expectation w.r.t to the law $P_q$ of $\Phi$, we have (see [3]):

**Proposition 3.** For any $x \in \mathcal{X}$ and $m \in \{1, \cdots, n\}$ it holds

$$E_{x,q} \left[ H_{\rho(\Phi)} \right] = \frac{P_q [ |\rho(\Phi)| > 1 ]}{q};$$

$$E_{x,q} \left[ H_{\rho(\Phi)} \mid |\rho(\Phi)| = m \right] = \frac{P_q [ |\rho(\Phi)| = m + 1 ]}{q P_q [ |\rho(\Phi)| = m ]};$$

for all $m \leq q$.
This suggests to take $\tilde{\mathcal{X}} = \rho(\Phi)$.

This is in line, in the context of very low temperature metastability systems, with Scoppola’s renormalization introduced in [21] and with Freidlin and Wentzell’s $W$-graphs [8]. Renormalization consists in individuating a sequence of smaller and smaller subsets of $\mathcal{X}$ with strong recurrence properties on longer and longer time scales. The coarse-grained Markov processes of this approach are the traces of the original process on these subsets. These subsets are naturally built as the roots of forests, or $W$-graphs in [8], made of bigger and bigger trees. These forests arise in this context of very low temperature systems as almost deterministic limits of our random forests $\Phi$, and local equilibria reduce to (un squeezed) Dirac masses. In moving away from this asymptotic regime through intertwining equations we consider dealing with more squeezed local equilibria.

As a consequence of Burton and Pemantle’s transfer current Theorem, $\rho(\Phi)$ is a determinantal process on $\mathcal{X}$, and its kernel is $K_q = q(qd - \mathcal{L})^{-1}$ (see [3]):

**Proposition 4.** For any subset $A$ of $\mathcal{X}$,

$$\mathbb{P}_q(A \subset \rho(\Phi)) = \text{det}_A(K_q),$$

where $\text{det}_A$ applied to some matrix is the minor defined by the rows and columns corresponding to $A$.

By using reversibility, one can see that the determinant of $(K_q(x,y))_{x,y \in A}$ is, up to a multiplicative factor $\prod_{x \in A} \mu(x)$, the Gram matrix of the distributions $(P_q(X(T_q) = \cdot), x \in A)$, with $T_q$ the square of an independent centered Gaussian variable with variance $1/(2q)$ (in such a way that the sum of two independent copies of $T_q$ has the same law as $T_q$). This means that a family of nodes $\tilde{x}$ is unlikely to be part of $\rho(\Phi)$ if the volume of the parallelepiped formed by these distributions is small. It suggests that the distributions $(P_q(X(T_q) = \cdot), x \in \rho(\Phi))$ are typically little squeezed (i.e. well space-localized) and so should be the distributions $(K_q(\tilde{x}, \cdot), \tilde{x} \in \rho(\Phi))$, which are easier to deal with. To have a trade-off between squeezing and approximation error in intertwining equations, it will be convenient to introduce a second parameter $q' > 0$ and set $\nu_t = K_{q'}(\tilde{x}, \cdot)$ for $\tilde{x}$ in $\rho(\Phi)$. At this point the choice made for $P$ in 1.3.4 may be the most natural one.

Finally, when dealing with metastability issues, building local equilibria $\nu_t$ from single “microscopic configurations” $\tilde{x}$ in $\rho(\Phi)$ seems rather unnatural. In our previous example, no special microscopic configuration should play a role in defining what a metastable vapor should be. One should better look for larger structures associated with $\Phi$, like the partition $\mathcal{A}(\Phi)$ of $\mathcal{X}$ defined by the trees of $\Phi$, rather than $\rho(\Phi)$. Then, in view of the following proposition from [3], the unsqueezed measures $\mu_{\mathcal{A}(\tilde{x})}$ appear to be natural candidates for giving approximate solutions of (3):

**Proposition 5.** Conditional law of the roots, given the partition.

Let $m$ be fixed, and $A_1, \ldots, A_m$ be a partition of $\mathcal{X}$. For any $x_1 \in A_1, \ldots, x_m \in A_m$, we have

$$\mathbb{P}_q\left[ \frac{1}{m} \sum_{\tilde{x} \in \rho(\Phi)} E_{\tilde{x}} \left[ H_{\rho(\Phi)}^+ \mid \rho(\Phi) = m \right] = \frac{n}{\alpha m} \right].$$

(11)
\[ P_q [\rho(\Phi) = \{x_1, \cdots, x_m\} \mid \phi = (A_1, \cdots, A_m)] = \prod_{i=1}^{m} \mu_{A_i}(x_i), \quad (12) \]

where \( \mu_A \) is the invariant measure \( \mu \) conditioned to \( A \) \( \mu_A(B) = \mu(A \cap B)/\mu(A) \). Hence, given the partition, the roots are independent, and distributed according to the invariant measure.

Again, in the context of very low temperature metastable systems, this is in line with the so-called cycle decomposition ([8], [17]).

1.2.5 About the reversibility assumption.

Concerning signal processing issues, the reversibility assumption (1) is rather standard. Actually, the classical multiresolution analysis of signals defined on the regular grid assumes the “reversibility of the grid”, even in the case of audio signal where \( \mathcal{X} \) is a time interval. When considering oriented and non-reversible graphs, the question of building a suitable Fourier analysis is already a delicate one, beyond the scope of the present paper.

In metastability studies, both reversible and non-reversible settings have been considered. Common approaches are usually initiated in the former context, where a richer palette of techniques is available. In our case, looking at metastable issues through intertwining equations and random forests does not rely on reversibility hypotheses, but our squeezing analysis is based on the description of determinantal processes associated with self-adjoint kernels: these are mixture of determinantal processes with a deterministic size and associated with a projector. Without such a reversibility hypotheses the full description of determinantal process kernels is still an open question. It is worth noting that the root process we use for subsampling is an example of such a non-reversible determinantal process, and that our total variation estimates in Theorem 1 still hold in this context.

1.3 Notations and main results.

We describe now our main results, and for this purpose, introduce notations used throughout the paper.

1.3.1 Functions, measures, Markov kernel and generator

Let \( \mathcal{X} \) be a finite space with cardinality \( |\mathcal{X}| = n \). We consider an irreducible continuous time Markov process \( (X(t), t \geq 0) \) on \( \mathcal{X} \), with generator \( \mathcal{L} \):

\[ \mathcal{L} f(x) := \sum_{y \in \mathcal{X}} w(x,y)(f(y) - f(x)), \quad (13) \]
where \( f : \mathcal{X} \to \mathbb{R} \) is an arbitrary function, and \( w : \mathcal{X} \times \mathcal{X} \to [0, +\infty[ \) gives the transition rates. For \( x \in \mathcal{X} \), let

\[
w(x) := \sum_{y \in \mathcal{X} \setminus \{x\}} w(x, y).
\]

Note that \( \mathcal{L} \) acts on functions as the matrix, still denoted by \( \mathcal{L} \), the entries of which are:

\[
\mathcal{L}(x, y) = w(x, y) \text{ for } x \neq y; \quad \mathcal{L}(x, x) = -w(x).
\]

Let \( \alpha > 0 \) be defined by

\[
\alpha = \max_{x \in \mathcal{X}} w(x).
\]

Hence, \( P := \mathcal{L}/\alpha + \text{Id} \) is an irreducible stochastic matrix, and we denote by \((\hat{X}_k, k \in \mathbb{N})\) a discrete time Markov chain with transition matrix \( P \). The process \((X(t), t \geq 0)\) can be constructed from \((\hat{X}_k, k \in \mathbb{N})\) and an independent Poisson point process \((\sigma_i, i > 0)\) on \( \mathbb{R}^+ \) with rate \( \alpha \). At each point, or time, in the Poisson process, \( X \) moves according to the trajectory of \( \hat{X} \), i.e., with \( \sigma_0 = 0 \):

\[
X(t) = \sum_{i=0}^{\infty} \hat{X}_i \mathbb{1}_{\sigma_i \leq t < \sigma_{i+1}}.
\]

We assume that \( X \) is reversible with respect to the probability measure \( \mu \) on \( \mathcal{X} \), (i.e. (1)). The process \( X \) being irreducible, \( \mu \) is strictly positive. The operator \(-\mathcal{L} \) is self-adjoint and positive; we denote by \((\lambda_i, i = 0, \ldots, n-1)\) the real eigenvalues of \(-\mathcal{L} \) in increasing order. It follows from the fact that \( P \) is irreducible that

\[
0 = \lambda_0 < \lambda_1 \leq \lambda_2 \cdots \leq \lambda_{n-1} \leq 2\alpha.
\]

A function \( f \) on \( \mathcal{X} \) will be seen as a column vector, whereas a signed measure on \( \mathcal{X} \) will be seen as a row vector. For \( p \geq 1 \), \( \ell_p(\mu) \) is the space of functions endowed with the norm

\[
\|f\|_p = \left( \sum_{x \in \mathcal{X}} |f(x)|^p \mu(x) \right)^{1/p}.
\]

The scalar product of two functions \( f \) and \( g \) in \( \ell_2(\mu) \) is

\[
\langle f, g \rangle = \sum_{x \in \mathcal{X}} f(x)g(x)\mu(x).
\]

The corresponding norm is denoted by \( \|\cdot\| = \|\cdot\|_2 \). When \( f \) is a function and \( \nu \) is a signed measure, the duality bracket between \( \nu \) and \( f \) is

\[
\langle \nu | f \rangle = \sum_{x \in \mathcal{X}} \nu(x)f(x).
\]

\( \ell_p^*(\mu) \) denotes the dual space of \( \ell_p(\mu) \) with respect to \( \langle \cdot | \cdot \rangle \). It is the space of signed measures endowed with the norm:
where $p^*$ is the conjugate exponent of $p$: $1/p + 1/p^* = 1$. $\ell^p_\mu(\mu)$ is identified with $\ell^{p^*}_\mu(\mu)$ through the isometry: $v \in \ell^p_\mu(\mu) \mapsto v^* \in \ell^{p^*}_\mu(\mu)$, where $v^*(x) = v(x)/\mu(x)$ is the density of $v$ with respect to $\mu$. The inverse of this isometry is still denoted by $^*$. It associates to a function $f \in \ell^p_\mu(\mu)$, the signed measure $f^* \in \ell^{p^*}_\mu(\mu)$ whose density with respect to $\mu$ is $f$: $f^*(A) = \sum_{x \in A} \mu(x) f(x)$ for all subset $A$ of $\mathcal{X}$. $\ell^2_\mu(\mu)$ is an Euclidean space whose scalar product is denoted by:

$$\langle v, \rho \rangle^* := \langle v^*, \rho^* \rangle = \sum_{x \in \mathcal{X}} v(x) \rho(x) \frac{1}{\mu(x)}.$$

The corresponding norm is denoted by $\| \cdot \|^*$. For $v \in \ell^2_\mu(\mu)$ and $f \in \ell^2_\mu(\mu)$, one gets

$$\langle v | f \rangle = \langle v, f^* \rangle^* = \langle v^*, f \rangle.$$

### 1.3.2 Squeezing of a collection of probability measures

For some finite space $\mathcal{X}$ of size $m \leq n$, let $(v_{\bar{x}} : \bar{x} \in \mathcal{X})$ be a collection of $m$ probability measures on $\mathcal{X}$ which is identified with the matrix $\Lambda$, the row vectors of which are the $v_{\bar{x}}$’s: $\Lambda(\bar{x}, \cdot) = v_{\bar{x}}$ for each $\bar{x}$ in $\mathcal{X}$. Since these measures form acute angles between them ($\langle v_{\bar{x}}, v_{\bar{y}} \rangle^* \geq 0$ for all $\bar{x}$ and $\bar{y}$ in $\mathcal{X}$) and have disjoint supports if and only if they are orthogonal, one could use the volume of the parallelepiped they form to measure their “joint overlap”. The square of this volume is given by the determinant of the Gram matrix:

$$\text{Vol}(\Lambda) = \sqrt{\det(\Gamma)},$$

with $\Gamma$ the square matrix on $\mathcal{X}$ with entries $\Gamma(\bar{x}, \bar{y}) = \langle v_{\bar{x}}, v_{\bar{y}} \rangle^*$, that is

$$\Gamma := \Lambda D(1/\mu) \Lambda^T,$$

where $D(1/\mu)$ is the diagonal matrix with entries given by $(1/\mu(x), x \in \mathcal{X})$, and $\Lambda^T$ is the transpose of $\Lambda$. Loosely speaking, the less overlap, the largest the volume.

We will instead use the squeezing of $\Lambda$, that we define by

$$\mathcal{S}(\Lambda) := \begin{cases} +\infty & \text{if } \det(\Gamma) = 0, \\ \sqrt{\text{Trace}(\Gamma^{-1})} \in [0, +\infty] & \text{otherwise}, \end{cases}$$

(17)

to measure this “joint overlap”. We call it “squeezing” because the $v_{\bar{x}}$ and the parallelepiped they form are squeezed when $\mathcal{S}(\Lambda)$ is large. This is also the half diameter of the rectangular parallelepiped that circumscribes the ellipsoid defined by the Gram matrix $\Gamma$: this ellipsoid is squeezed too when $\mathcal{S}(\Lambda)$ is large. We note
finally that our squeezing controls the volume of $\Lambda$. Indeed, by comparison between harmonic and geometric mean applied to the eigenvalues of the Gram matrix, small squeezing implies large volume: $\text{Vol}(\Lambda)^{1/n} \cdot S(\Lambda) \geq \sqrt{n}$. We will also show in Section 2:

**Proposition 6.** Let $(\nu_\bar{x}, \bar{x} \in \bar{X})$ be a collection of $m$ probability measures on $X$.

1. We have
   \[ S(\Lambda) \geq \sqrt{\sum_{\bar{x} \in \bar{X}} \| \nu_{\bar{x}} \|_{\ell_2}^2}. \tag{18} \]
   Equality holds if and only if the $(\nu_{\bar{x}}, \bar{x} \in \bar{X})$ are orthogonal.

2. Assume that $\mu$ is a convex combination of the $(\nu_{\bar{x}}, \bar{x} \in \bar{X})$. Then,
   \[ S(\Lambda) \geq 1. \]
   Equality holds if and only if the $(\nu_{\bar{x}}, \bar{x} \in \bar{X})$ are orthogonal.

**Comment:** $S(\Lambda)$ is thus maximal when the $\nu_{\bar{x}}$, $\bar{x} \in \bar{X}$, are linearly dependent, and minimal when they are orthogonal. Moreover, we know the minimal value of $S(\Lambda)$, when $\mu$ is a convex combination of the $(\nu_{\bar{x}}, \bar{x} \in \bar{X})$. Note that this is necessarily the case if the convex hull of the $\nu_{\bar{x}}$ is stable under $P$, i.e. when $\Lambda P = \bar{P} \Lambda$ for some stochastic $\bar{P}$. Indeed it is then stable under $e^{t\bar{P}}$ for any $t > 0$ and the rows of $\Lambda e^{t\bar{P}}$ converge to $\mu$ when $t$ goes to infinity. Note also that we are using “$\ell_2(\mu)$ computations” (through the Gram matrix) to define the squeezing of measures that are normalized in $\ell_1(\mu) \sim \ell_\infty(\mu)$ (these are probability measures). This proposition shows that such a mixture of norms is not meaningless.

### 1.3.3 Random forests

Note that the weight function $w$ induces a structure of oriented graph on $\mathcal{X}$, $e = (x, y)$ being an oriented edge if and only if $w(e) := w(x, y) > 0$. Let $\mathcal{E}$ be the set of oriented edges, and $G = (\mathcal{X}, \mathcal{E})$ the oriented graph just defined. An oriented forest $\phi$ on $\mathcal{X}$ is a collection of rooted trees that are subgraphs of $G$, oriented from their leaves towards their root. A spanning oriented forest (s.o.f.) on $\mathcal{X}$ is an oriented forest which exhausts the points in $\mathcal{X}$. The set of roots of a spanning oriented forest $\phi$ is denoted by $\rho(\phi)$.

We introduce now a real parameter $q > 0$, and associate to each oriented forest a weight

\[ w_q(\phi) := q^{\rho(\phi)} \prod_{e \in \phi} w(e). \tag{19} \]

These weights can be renormalized to define a probability measure on the set of spanning oriented forest,

\[ \pi_q(\phi) := \frac{w_q(\phi)}{Z(q)} , \tag{20} \]

where the partition function $Z(q)$ is given by
Random forests and intertwining

\[ Z(q) := \sum_{\phi \text{ s.o.f.}} w_q(\phi). \quad (21) \]

We can sample from \( \pi_q \) by using Wilson’s algorithm ([25], [18]) which can be described as follows. Let \( \Phi_c \) be the current state, an oriented forest, of the spanning oriented forest being constructed. At the beginning, \( \Phi_c \) has no nodes or edges. While \( \Phi_c \) is not spanning, i.e., while there is a vertex in \( \mathcal{X} \) which is not in the vertex set \( V(\Phi_c) \) of \( \Phi_c \), perform the following steps:

- Choose a point \( x \) in \( \mathcal{X} \setminus V(\Phi_c) \), in any deterministic or random way.
- Let evolve the Markov process \( (X(t), t \geq 0) \) from \( x \), and stop it at \( T_q \wedge H_{V(\Phi_c)} \) with \( T_q \) an independent exponential time of parameter \( q \) and \( H_{V(\Phi_c)} \) the hitting time of \( V(\Phi_c) \).
- Erase the loops, in order of appearance, of the trajectory drawn by \( X \) to obtain a self-avoiding path \( C \) starting from \( x \) and oriented towards its end-point.
- Add \( C \) to \( \Phi_c \).

Each iteration of the “while loop” stopped by the exponential time, gives birth to another tree. Wilson’s algorithm is not only a way to sample \( \pi_q \), it is also a powerful tool to study it. The main strength of this algorithm is the freedom one has in choosing the starting points \( x \)'s of \( X \).

In the sequel, \( \Phi \) will denote a random variable defined on some probability space \( (\Omega_f, \mathcal{F}_f, \mathbb{P}_q) \), having distribution \( \pi_q \). The corresponding expectation will be denoted by \( \mathbb{E}_q \). We will often work with two independent sources of randomness: the Markov process \( X \), and the random forest \( \Phi \). Integration with respect to \( X \) starting from \( x \) will be denoted by \( \mathbb{P}_x \) and \( \mathbb{E}_x \). When \( X \) is started with an initial measure \( \pi \), we will use the notations \( \mathbb{P}_\pi \) and \( \mathbb{E}_\pi \). When we integrate over both randomness, we will use the notations \( \mathbb{E}_{x,q}, \mathbb{P}_{x,q} \). The random forest \( \Phi \) defines a partition of \( \mathcal{X} \), two points being in the same set of the partition if they belong to the same tree. This partition will be denoted by \( \mathcal{A}(\Phi) \). A point \( x \in \mathcal{X} \) being fixed, \( \tau_x \) is the tree of \( \Phi \) containing \( x \), \( \rho_x \) its root, and \( A(x) \) the unique element of \( \mathcal{A}(\Phi) \) containing \( x \).

A theorem of Kirchhoff [10] gives in this context that

\[ Z(q) = \det(q \text{ Id} - L) = \prod_{j=1}^{n} (q + \lambda_j), \quad (22) \]

and this implies (see for example [3] for more details, a proof of (22) and the following proposition):

**Proposition 7.** For all \( k \in \{0, \cdots, n\} \),

\[ \mathbb{P}_q [|p(\Phi)| = k] = \sum_{J \in \{0, \cdots, n-1\}} \prod_{j \in J} \frac{q}{q + \lambda_j} \prod_{j \not\in J} \frac{\lambda_j}{q + \lambda_j}. \]

Otherwise stated, the number of roots has the same law as \( \sum_{j=0}^{n-1} B_j \), where \( B_0, \cdots, B_{n-1} \) are independent, \( B_j \) having Bernoulli distribution with parameter \( \frac{q}{q + \lambda_j} \).
1.3.4 Approximate solution of $\Lambda P = P \Lambda$

Assume that we sampled $\Phi$ from $\pi_{q}$ for some parameter $q > 0$. For $q' > 0$ we then set

- $\mathcal{F} := \rho(\Phi)$;
- For any $\tilde{x} \in \mathcal{F}$, $\nu_{q}(\cdot) := K_{q}(\tilde{x}, \cdot)$ (cf. Equation (4)), i.e. $\Lambda = K_{q} |_{\mathcal{F} \times \mathcal{F}}$;
- $\bar{P}(\tilde{x}, \tilde{y}) := P_{\tilde{x}} \left[ X(H_{\tilde{x}}^{+}) = \tilde{y} \right]$ with, for any $A \subset \mathcal{F}$,
  $$H_{A}^{+} := \inf \{ t \geq \sigma_{x}, X(t) \in A \}. \quad (23)$$

$H_{A}^{+}$ is in other words the return time in $A$, and $\bar{P}$ is the (irreducible and reversible) Markovian kernel associated with the trace chain of $X$ on $\mathcal{F}$.

Here $\mathcal{F}$ is a random subset of $\mathcal{F}$, and so is its cardinality. If we want to keep approximately $m$ points from $\mathcal{F}$, we have to ensure that

$$\mathbb{E}_{q}[|\mathcal{F}|] = \sum_{i=0}^{n-1} \frac{q}{q + \lambda_{i}} \approx m. \quad (24)$$

This can be obtained, starting from any $q$ to sample $\Phi$, by updating $q$ according to $q \leftarrow qm/|\rho(\Phi)|$ before re-sampling $\Phi$ and going so up to getting a satisfactory number of roots (see [3] for more details).

Let us remind the definition (14) of $\alpha$, and let us define

$$p_{j} := \frac{q}{q + \lambda_{j}}, \quad p'_{j} := \frac{q'}{q' + \lambda_{j}}, \quad j < n,$$

and denote by $d_{TV}$ the total variation distance: if $\nu$ and $\nu'$ are two probability measures on $\mathcal{F}$,

$$d_{TV}(\nu, \nu') = \frac{1}{2} \sum_{x \in \mathcal{F}} |\nu(x) - \nu'(x)|.$$

**Theorem 1.** For all $m \in \{ 1, \cdots, n \}$,

$$\mathbb{E}_{q} \left[ \sum_{\tilde{x} \in \mathcal{F}} d_{TV}(\Lambda P(\tilde{x}, \cdot), \bar{P} \Lambda(\tilde{x}, \cdot)) \right| |\mathcal{F}| = m] \leq \frac{q'(n-m)}{\alpha}, \quad (25)$$

and

$$\mathbb{E}_{q} \left[ \sum_{\tilde{x} \in \mathcal{F}} d_{TV}(\Lambda P(\tilde{x}, \cdot), \bar{P} \Lambda(\tilde{x}, \cdot)) \right] \leq \frac{q'}{\alpha} \sum_{i=1}^{n-1} \frac{\lambda_{i}}{q + \lambda_{i}}. \quad (26)$$

In addition, with

$$S_{n} := \sum_{j=1}^{n-1} p_{j}^{2} (1 - p_{j})^{2}; \quad T_{n} := \sum_{j=1}^{n-1} \frac{p_{j}^{2}}{p_{j}^{2}}, \quad V_{n} := \sum_{j=1}^{n-1} p_{j} (1 - p_{j}),$$
it holds
\[
\mathbb{E}_q \left[ \mathcal{F}(A) \right| |\mathcal{F}| = m \right] \\
\leq \min \left\{ \sqrt{1 + \sqrt{\frac{2}{\alpha m}} \exp \left( \sqrt{T_n} - V_n \right) \left( 1 + \frac{V_n}{2T_n} \right) - V_n} \right\} \right| \mathcal{F} \left( m \right) \right]
\] (27)
for any \( m \in \{1, \ldots, n\} \).

Proof: See Section 3.

Comment: Our upper bounds depend on \( \mathcal{F} \) through its spectrum only. They show that if there is a gap in this spectrum —that is if for some \( 1 < m < n \) it holds \( \lambda_{m-1} \ll \lambda_m \)— then we can have asymptotically exact solutions with small squeezing by choosing \( \lambda_{m-1} \ll q \ll q' \ll \lambda_m \). We then have indeed \( q' \ll \alpha \) since \( \lambda_m \leq 2\alpha \) and \( p_j \sim p'_j \sim 1 \) for \( j < m \), while \( p_j \ll p'_j \ll 1 \) for \( j \geq m \). We can then have a vanishing error in the approximation, see (26). In addition we can have \( V_n \ll 1, S_n \ll 1, T_n \sim m - 1, \mathbb{P}_q[|\mathcal{F}| = m] \sim 1 \) (recall Proposition 7) and an upper bound on the mean value of \( \mathcal{F}(A) \) that goes like \( \sqrt{m} \). This upper bound has to be compared with the lower bounds of Proposition 6, i.e. with 1 if we have asymptotic solutions of intertwining equations. For some simple low temperature metastable systems as quickly mentioned in Section 1.2.4, there is such a gap in the spectrum and this construction will give indeed asymptotic solutions with \( \mathcal{F}(A) \) going to 1. There is room for improvement in the sense that our approximate solutions can be even less squeezed that what is ensured by the theorem.

1.3.5 Approximate solutions of \( \Lambda K_q = \tilde{P} \Lambda \)

Assume once again that we sampled \( \Phi \) from \( \pi_q \) for some parameter \( q > 0 \). But let us modify our choices for \( \mathcal{F}, \Lambda \) and \( \tilde{P} \), by using this time the partition \( \mathcal{A}(\Phi) \). Set:

\begin{itemize}
  \item \( \tilde{\mathcal{F}} := \rho(\Phi) \) (one could rather think that \( \tilde{\mathcal{F}} \) is the set of the different pieces forming the partition \( \mathcal{A}(\Phi) \) but the notation will be simpler by using the set of roots, which obviously is in one to one correspondence through the map \( A : \tilde{x} \in \rho(\Phi) \mapsto A(\tilde{x}) \));
  \item for any \( \tilde{x} \in \tilde{\mathcal{F}} \), \( \nu_q(\cdot) := \mu_{A(\tilde{x})}(\cdot) \), with, for any \( A \subset \tilde{\mathcal{F}} \), \( \mu_A \) being defined by the probability \( \mu \) conditioned to \( A \): \( \mu_A := \mu(\cdot|A) \);
  \item for any \( \tilde{x}, \tilde{y} \in \tilde{\mathcal{F}} \), \( \tilde{P}(\tilde{x}, \tilde{y}) := \tilde{P}_{\mu_{A(\tilde{x})}} \left[ X(T_{q'}) \in A(\tilde{y}) \right] \), with \( T_{q'} \) being as previously an exponential random variable of parameter \( q' \) that is independent from \( X \). Irreducibility and reversibility of \( \tilde{P} \) are then inherited from those of \( P \).
\end{itemize}

It follows from Proposition 6 that the squeezing of \( \{\nu_q, \tilde{x} \in \tilde{\mathcal{F}}\} \) is minimal and equal to one.

To bound the distance between \( \Lambda K_q \) and \( \tilde{P} \Lambda \), we introduce another random forest \( \Phi' \) distributed as \( \pi_{q'} \) and independent of \( \Phi \) and \( X \). For any \( \tilde{x} \in \tilde{\mathcal{F}} \), \( t'_{q, \tilde{x}} \) is the tree
containing $x$ in $\Phi'$, $\rho'_x$ its root, $A'(x)$ the unique element of $|A'(\Phi')|$ containing $x$, and $\Gamma'_x$ is the path going from $x$ to $\rho'_x$ in $\Phi'$. By Wilson algorithm started at $x$, $\Gamma'_x$ is the trajectory of a loop-erased random walk started from $x$ and stopped at an exponential time $T_{q'}$. We denote by $|\Gamma'_x|$ its length, that is the number of edges to be crossed in $\Phi'$ to go from $x$ to $\rho'_x$.

**Theorem 2.** Let $p \geq 1$, and $p^*$ its conjugate exponent, so that $\frac{1}{p} + \frac{1}{p^*} = 1$. Then,

$$
\mathbb{E}_{q}
\left[
\sum_{x \in \tilde{X}} d_{TV} (\Lambda K_{q'}(\tilde{x}, \cdot), \tilde{P} \Lambda (\tilde{x}, \cdot))
\right]
\leq
\left(
\mathbb{E}_{q} [ |\rho(\Phi)|]\right)^{1/p}
\left(
\frac{q' \sum_{x \in \tilde{X}} \mathbb{E}_{q'} [ |\Gamma'_x|]}{q \sum_{x \in \tilde{X}} \mathbb{E}_{q} [ |\Gamma'_x|]}
\right)^{1/p^*}.
$$

**Proof:** See Section 4.

**Comment:** Note that

$$
q' \mathbb{E}_{q'} [ |\Gamma'_x|] = \frac{\alpha}{\alpha/q'} \frac{\mathbb{E}_{q} [ |\Gamma'_x|]}{
\mathbb{E}_{q'} [ |\Gamma'_x|]},
$$

is, up to the factor $\alpha$, the ratio between the mean number of steps of the loop-erased random walk and the mean number of steps of the simple random walk up to time $T_{q'}$, that is the time fraction spent outside loops up to time $T_{q'}$. As a consequence “the more recurrent is $X$ on time scale $1/q'$”, the smaller is this ratio.

1.3.6 **Exact solutions of** $\Lambda K_{q'} = \tilde{P}\Lambda$

We finally modify the previous random measures $\mu_{A(\tilde{x})}$ to build exact solution of Equation (3) for $q'$ small enough. We will use to this end a result due to Micchelli and Willoughby [12]: for any $m > 0$

$$
MW_m := \prod_{j \geq m} \frac{1}{\lambda_j} (\mathcal{L} + \lambda_j \text{Id})
$$

is a Markovian kernel (one can see [3] for a probabilistic insight into the proof of this result). Assume then that we sampled $\Phi$ from $\pi_q$ for some parameter $q > 0$, let us keep $\tilde{X} = \rho(\Phi)$, but let us now set

$$
\nu_{\tilde{x}} = \mu_{A(\tilde{x})} MW_m, \quad \tilde{x} \in \tilde{X},
$$

with $m = |\tilde{X}|$.

**Theorem 3.** If the $\nu_{\tilde{x}}$ have finite squeezing, then for $q'$ small enough, the $\nu_{\tilde{x}} K_{q'}$ are in the convex hull of the $\nu_{\tilde{x}}$.

**Proof:** See Section 5.

**Comment:** Since we do not give quantitative bounds on how small $q'$ has to be for the thesis to hold, and we do not bound the squeezing of these $\nu_{\tilde{x}}$, Theorem 3 is at first not a very insightful result. However the proof we will give suggests that the $\nu_{\tilde{x}}$ are natural candidates for not too squeezed solution associated with some
non-very small \(q'\). It will also give further motivation to use squeezing to measure joint overlap. We actually got to our squeezing definition by looking for quantitative bounds for this theorem.

2 Preliminary results

2.1 Proof of Proposition 6

If \(\Gamma\) is not invertible, points (1) and (2) are obviously true. We assume therefore that \(\Gamma\) is invertible. Let \(\Lambda := \Gamma^{-1}\Lambda\), and let \((\vec{v}_x, \vec{x} \in \mathcal{F})\) be the row vectors of \(\Lambda\). Note that

\[
\tilde{A}D(1/\mu)\Lambda^t = \Gamma^{-1}D(1/\mu)\Lambda^t = \Gamma^{-1}\Gamma = \text{Id}.
\]

\[
\tilde{A}D(1/\mu)\Lambda^t = \Gamma^{-1}D(1/\mu)\Lambda^{-1} = \Gamma^{-1}.
\]

Hence, for all \(\vec{x}, \vec{y} \in \mathcal{F}\), \(\langle \vec{v}_x, \vec{y} \rangle^* = \delta_{\vec{x}\vec{y}}\) and \(\parallel \vec{v}_x\parallel^2 = (\vec{y})(\vec{y})\).

1. We have \(\mathcal{F}(\Lambda)^2 = \sum_{\vec{x} \in \mathcal{F}} \parallel \vec{v}_x\parallel^2 \geq \sum_{\vec{x} \in \mathcal{F}} \langle \vec{x}, \vec{y} \rangle^* \parallel \vec{v}_x\parallel^2 = \sum_{\vec{x} \in \mathcal{F}} \frac{1}{\parallel \vec{v}_x\parallel^2}.\)

Assume now that the \(\vec{v}_x\)'s, \(\vec{x} \in \mathcal{F}\) are orthogonal. \(\Gamma = \text{diag}(\parallel \vec{v}_x\parallel^2)\), so that \(\text{Trace}(\Gamma^{-1}) = \sum_{\vec{x} \in \mathcal{F}} \frac{1}{\parallel \vec{v}_x\parallel^2}.\)

In the opposite direction, assume instead that \(\text{Trace}(\Gamma^{-1}) = \sum_{\vec{x} \in \mathcal{F}} \frac{1}{\parallel \vec{v}_x\parallel^2}.\) Then for any \(\vec{x} \in \mathcal{F}\), \(\langle \vec{x}, \vec{y} \rangle^* = \parallel \vec{x}\parallel^* \parallel \vec{v}_x\parallel^*.\) This implies that for all \(\vec{x} \in \mathcal{F}\), there exists a real number \(\alpha(\vec{x}) \neq 0\) such that \(\vec{v}_x = \alpha(\vec{x})\vec{x}.\) Taking the scalar product with \(\vec{y}\) leads to \(\delta_{\vec{x}\vec{y}} = \langle \vec{v}_x, \vec{y} \rangle^* = \alpha(\vec{x})\langle \vec{x}, \vec{y} \rangle^*\). Hence \((\vec{v}_x, \vec{x} \in \mathcal{F})\) are orthogonal.

2. Let us write \(\mu\) as a convex combination of the \((\vec{v}_x, \vec{x} \in \mathcal{F})\):

\[
\mu = \sum_{\vec{x} \in \mathcal{F}} \alpha(\vec{x})\vec{v}_x, \quad \alpha(\vec{x}) \geq 0, \quad \sum_{\vec{x} \in \mathcal{F}} \alpha(\vec{x}) = 1.
\]

Note that for any probability measure \(\nu\), \(\langle \mu, \nu \rangle^* = \sum_{\vec{x} \in \mathcal{F}} \mu(\vec{x}) \nu(\vec{x})/\mu(\vec{x}) = 1.\) As a special case, for any \(\vec{y} \in \mathcal{F}\),

\[
1 = \langle \mu, \vec{y} \rangle^* = \sum_{\vec{x} \in \mathcal{F}} \alpha(\vec{x}) \langle \vec{v}_x, \vec{y} \rangle^* \geq \alpha(\vec{y}) \parallel \vec{y}\parallel^*.
\]

By point (1), we deduce that

\[
\mathcal{F}(\Lambda)^2 \geq \sum_{\vec{x} \in \mathcal{F}} \frac{1}{\parallel \vec{v}_x\parallel^2} \geq \sum_{\vec{x} \in \mathcal{F}} \alpha(\vec{x}) = 1.
\]
Equality holds if and only if (28) and (18) are equalities. By point (1), this implies that the \((\nu_x, \bar{x} \in \mathcal{X})\) are orthogonal. In the opposite direction, when the \(\nu_x\), for \(\bar{x} \in \mathcal{X}\), are orthogonal, (28) and (18) are equalities, and \(\mathcal{S}(\Lambda) = 1\).

### 2.2 Elementary observations on intertwining equations

Consider Equation (2) for any reversible and irreducible stochastic kernel \(P\), and assume an \(m \times n\) rectangular stochastic matrix \(\Lambda = (\Lambda(\bar{x}, x))_{\bar{x} \in \mathcal{X}, x \in X}\) to be a solution for some \(\bar{P}\) with \(m \leq n\). Let us write \((\theta_j)_{j<n} = (1 - \lambda_j / \alpha_j)_{j<n}\) for the \(n\) eigenvalues of \(P\) in decreasing order:

\[
1 = \theta_0 > \theta_1 \geq \cdots \geq \theta_{n-1} \geq -1.
\]

We also set \([n] = \{0, 1, 2, \ldots, n-1\}\), call \(\mu\) the reversible measure of \(P\), and write \(\nu_x = \Lambda(\bar{x}, \cdot)\) for the rows of \(\Lambda\).

**Lemma 1.** Assume Equation (2) is in force. If \(\Lambda\) is non-degenerate, i.e., if \(\Lambda\) is of rank \(m\), then there is an orthonormal basis of left eigenvectors \((\mu_j : 0 \leq j < n)\) of \(P\) such that

\[
\mu_j P = \theta_j \mu_j, \quad j < n,
\]

there is a subset \(J\) of \([n]\) such that \(0 \in J\) and \(|J| = m\) and there is an invertible matrix \(C = (C(\bar{x}, j))_{\bar{x} \in \mathcal{X}, j \in J}\) with \(C(\bar{x}, 0) = 1\) for all \(\bar{x}\) in \(\mathcal{X}\), such that

\[
\nu_x = \sum_{j \in J} C(\bar{x}, j) \mu_j, \quad \bar{x} \in \mathcal{X},
\]

and

\[
\bar{P} C(\cdot, j) = \theta_j C(\cdot, j), \quad j \in J.
\]

In particular, the spectrum of \(\bar{P}\) is contained in that of \(P\), with eigenvalue multiplicities that do not exceed the corresponding ones for \(P\).

**Proof.** Let \(V\) be the subspace of \(L^2(\mu)\) spanned by the \(\nu_x\). Since \(\Lambda\) is non-degenerate, \(V\) is of dimension \(m\). Since \(\Lambda P = \bar{P} \Lambda\), the \(\nu_x P\) are convex combinations of the \(\nu_x\) and \(V\) is stable by the self-adjoint operator \(P\). It follows that there is an orthonormal basis of left eigenvectors \(\mu_j\), with \(\mu_0 = \mu\), a subset \(J \subset [n]\) of size \(m\), and an invertible matrix \(C\) such that (29) holds. Since for \(j > 0\) one has \((\mu_j, \mu_j)^* = 0\), by computing the scalar product with \(\mu\) of both sides of equations (29), it follows that 0 belongs to \(J\) and \(C(\bar{x}, 0) = 1\) for each \(\bar{x}\).

Now, applying \(P\) on both sides of (29) we obtain

\[
\sum_{j \in J} \sum_{\bar{x} \in \mathcal{X}} \bar{P}(\bar{x}, \bar{y}) C(\bar{y}, j) \mu_j = \sum_{j \in J} \theta_j C(\bar{x}, j) \mu_j, \quad \bar{x} \in \mathcal{X}.
\]

By identifying the decomposition coefficients in the basis of the \(\mu_j\)'s, this gives (30). Since the \(m\) column vectors \(C(\cdot, j)\) are linearly independent, they form a basis of the
functions on $\mathcal{X}$. This is why equations (30) completely describe the spectrum of $\bar{P}$ and we can conclude that the spectrum of $\bar{P}$ is contained in that of $P$ with the multiplicity constraint.

The previous lemma shows on the one hand a localisation property in Fourier space of exact solutions of intertwining equations: the $\nu_{\bar{x}}$ have to be with no component on $n - m$ eigenvectors of the Laplacian $\mathcal{L}$ (see equations (29)). On the other hand, it shows that finding exact solutions of intertwining equation implies to have a detailed knowledge of the eigenvectors of the Laplacian.

Conversely, it is now possible to describe all the non-degenerate solutions of the intertwining equations in terms of, on the one hand, the eigenvectors and eigenvalues of $P$ and, on the other hand, the set of diagonalizable stochastic matrices $\bar{P}$ with a given spectrum contained in that of $P$, and satisfying the multiplicity constraint. Any right eigenvector basis $(C(\cdot, j) : j \in J)$ satisfying (30) and with $C(\cdot, 0) \equiv 1$ of such a $\bar{P}$ will provide, through equations (29) and possibly after rescaling, a non-degenerate solution of the intertwining equations. The only delicate point to check is indeed the non-negativity of the $\nu_{\bar{x}}$. But if this fails, and since $\mu = \mu_0$ charges all points in $\mathcal{X}$, one just has to replace the $C(\cdot, j)$ for positive $j$ in $J$, by some $\delta_j C(\cdot, j)$ for some small enough $\delta_j$.

At this point we just have to give sufficient conditions for the set of diagonalisable stochastic matrices with a given spectrum to ensure that our intertwining equations do have solutions. The next lemma shows that, if $P$ has non-negative eigenvalues, then we will find solutions with $\mathcal{X}$ of any size $m < n$. We further note that this hypothesis will always be fulfilled if instead of considering $P$ we consider its lazy version $(P + \text{Id})/2$.

**Lemma 2.** For any

$$1 = \theta_0 > \theta_1 \geq \theta_2 \geq \cdots \geq \theta_{m-1} \geq 0$$

there always exists a reversible and irreducible stochastic matrix $\bar{P}$ with such a spectrum. In particular, if $P$ is a reversible and irreducible stochastic matrix that admits $(\theta_j : j < m)$ as a subsequence of its ordered spectrum with multiplicities, then the Markov chains associated with $P$ and $\bar{P}$ are intertwined.

**Proof.** Let us set

$$A = \left(\begin{array}{cccccccc}
1 & -1 & 0 & \cdots & \cdots & 0 \\
1 & 1 & -2 & \ddots & & \\
1 & 1 & 1 & -3 & \ddots & \\
& \ddots & \ddots & \ddots & \ddots & 0 \\
& & \ddots & \ddots & \ddots & \ddots \\
1 & 1 & 1 & \cdots & \cdots & 1
\end{array}\right),$$

a matrix with orthogonal rows, and introduce the diagonal matrices
the second one being such that \( Q = D_{\bar{\mu}}^{1/2} A \) is orthogonal. We compute

\[
P = D_{\bar{\mu}}^{-1/2} Q D_{\bar{\theta}} Q^T D_{\bar{\mu}}^{1/2} = AD_{\bar{\theta}} A^T D_{\bar{\mu}}
\]

to find

\[
\tilde{P} = \begin{pmatrix}
\Sigma_1 + \theta_1 & \Sigma_1 - \theta_1 & \Sigma_1 - \theta_1 & \cdots & \Sigma_1 - \theta_1 & \Sigma_1 - \theta_1 \\
\Sigma_1 - \theta_1 & \Sigma_1 + 2\theta_1 & \Sigma_1 - 2\theta_1 & \cdots & \Sigma_1 - 2\theta_1 & \Sigma_1 - 2\theta_1 \\
\Sigma_1 - \theta_1 & \Sigma_1 - 2\theta_1 & \Sigma_1 + 3\theta_1 & \cdots & \Sigma_1 - 3\theta_1 & \Sigma_1 - 3\theta_1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\Sigma_1 - \theta_1 & \Sigma_1 - 2\theta_1 & \Sigma_1 - 3\theta_1 & \cdots & \Sigma_{m-1} + (m-1)^2 \theta_{m-1} & \Sigma_{m-1} - (m-1) \theta_{m-1} \\
\Sigma_1 - \theta_1 & \Sigma_1 - 2\theta_1 & \Sigma_1 - 3\theta_1 & \cdots & \Sigma_{m-1} - (m-1) \theta_{m-1} & \Sigma_{m-1} - (m-1) \theta_{m-1} \\
\end{pmatrix}
\]

(31)

with, for all \( 1 \leq k \leq m, \Sigma_k = \sum_{j<k} \theta_j \). \( \tilde{P} \) is stochastic, irreducible and reversible with respect to \( \bar{\mu} \) defined by

\[
\bar{\mu}(k) = \begin{cases} 
\frac{1}{k(k+1)} & \text{if } k < m, \\
\frac{1}{m} & \text{if } k = m.
\end{cases}
\]

It also has the desired spectrum.

\[\blacksquare\]

\textbf{Comment:} The proof actually shows that the positivity hypothesis on the \( \theta_j \)'s can be slightly relaxed: we only have to require the numerators of the diagonal coefficients in (31) to be non-negative.

We conclude this section by observing that the universal solution we just provided is not fully satisfactory. First, it requires a detailed knowledge of the spectrum that can be practically unavailable. Second, we can expect such a universal solution to produce very squeezed solutions. Indeed, the coefficients \( C(\tilde{x}, j) \) in (30) will be given by the matrix \( C = D_{\bar{\mu}}^{-1/2} Q = A \) or by \( C = AD_{\delta} \) with \( D_{\delta} \) a rescaling diagonal matrix

\[
D_{\delta} = \begin{pmatrix} \delta_1 \\ \vdots \\ \delta_{m-1} \end{pmatrix}
\]

ensuring the non-negativity of the \( \nu_i \). The fact that the \( \delta_i \)'s may have to be chosen very small can be the source of very strong squeezing.
2.3 Proof of Proposition 2

Let \( \xi_k^+ \) and \( \xi_k^- \) be, for each \( \bar{x} \) in \( \mathcal{Z} \), the positive and negative part of the signed measure \( \xi_k = \xi_k^+ - \xi_k^- \) such that

\[
\nu_k \mathbb{P} = \xi_k + \sum_{y \in \mathcal{Z}} \mathbb{P}(\bar{x}, y) \nu_y.
\]

Since \( \nu_k \mathbb{P} \) and the convex combination of the \( \nu_y \) are both probability measures, \( \xi_k^+ \) and \( \xi_k^- \) have the same mass

\[
\varepsilon_k = d_{TV} \left( \nu_k \mathbb{P}, \sum_{y \in \mathcal{Z}} \mathbb{P}(\bar{x}, y) \nu_y \right).
\]

Adding \( \xi_k^- \) on both sides of Equation (32) and dividing by \( 1 + \varepsilon_k \), we get

\[
\frac{1}{1 + \varepsilon_k} \nu_k \mathbb{P} + \frac{\varepsilon_k}{1 + \varepsilon_k} \pi_k^- = \frac{\varepsilon_k}{1 + \varepsilon_k} \pi_k^+ + \frac{1}{1 + \varepsilon_k} \sum_{y \in \mathcal{Z}} \mathbb{P}(\bar{x}, y) \nu_y,
\]

where \( \pi_k^+ \) and \( \pi_k^- \) are the probability measures obtained by normalization from \( \xi_k^+ \) and \( \xi_k^- \).

Let us build a new set \( \mathcal{Z}' \) by associating some \( \bar{x}' \) with each \( \bar{x} \) in \( \mathcal{Z} \), calling \( \mathcal{Z}' \) the set of these associated \( \bar{x}' \) and setting \( \mathcal{Z} = \mathcal{Z} \cup \mathcal{Z}' \) to get a twice as large set. We can then read Equation (33) as an exact intertwining equation at site \( \bar{x} \), between a Markov chain \( Z_k \) with values in \( \mathcal{Z} \) and transition probabilities

\[
P_k(x, y) = \frac{1}{1 + \varepsilon_k} P(x, y) + \frac{\varepsilon_k}{1 + \varepsilon_k} \pi_k^-(y), \quad x, y \in \mathcal{Z},
\]

on the one hand, and on the other hand a Markov chain \( \tilde{Z} \) with values in the augmented set \( \mathcal{Z} \) and transition probabilities

\[
\tilde{P}(\bar{x}, \tilde{y}) = \frac{1}{1 + \varepsilon_k} P(\bar{x}, \tilde{y}), \quad \tilde{y} \in \mathcal{Z},
\]

\[
\tilde{P}(\bar{x}, \tilde{y}') = \frac{\varepsilon_k}{1 + \varepsilon_k} \mathbf{1}_{\{y'=\tilde{y}'\}}, \quad \bar{x} \in \mathcal{Z}, \quad \tilde{y}' \in \mathcal{Z}',
\]

\[
\tilde{P}(\bar{x}', \tilde{y}) = \mathbf{1}_{\{\tilde{y}'=\bar{x}'\}}, \quad \tilde{y} \in \mathcal{Z}.
\]

The linking probabilities at our \( \bar{x} \) in Equation (33) are the \( \nu_y \) and \( \nu_y = \pi_k^+ \). The process \( Z_k \) can be constructed with a sequence of independent uniform random variables \( (U_k, k \geq 1) \). Assuming that at time \( k \), \( Z_k(k) = z \) and that \( U_{k+1} > \frac{\varepsilon_k}{1 + \varepsilon_k} \), \( Z_k(k+1) \) is sampled with \( P(z, \cdot) \), while if \( U_{k+1} \leq \frac{\varepsilon_k}{1 + \varepsilon_k} \), \( Z_k(k+1) \) is sampled with \( \pi_k^- \).
By Proposition 1, we get a stopping time $T_k$ and a random variable $Y_k$, with values in $\cX' \cup \cX \setminus \{x\}$, such that, conditionally to $Y_k$, the law of $Z_k(T_k)$ is $\nu_k$. For $\nu = \nu_x$ we define then the Markov chain $(Z, \tilde{Z})$ on $\cX \times \cX$ in the following way:

- the law of $(Z, \tilde{Z})(0)$ is $\nu_x \otimes \delta_x$;
- for $k < T_k$, $(Z, \tilde{Z})(k) = (Z_k(k), \tilde{x})$;
- $(Z, \tilde{Z})(T_k) = (Z_k(T_k), \tilde{Y}_k)$.
- If $\tilde{Y}_k = \tilde{x}$ then we set $(Z, \tilde{Z})(k) = (Z, \tilde{Z})(T_k)$ for all $k \geq T_k$. Otherwise $\tilde{Y}_k$ plays now the previous role of $\tilde{x}$.

This construction is naturally adapted to $\tilde{Z}$ started in $\nu$ and $Z$ in $\nu_Z$. We get the desired equality on the law of $Z_k$ conditioned on $\tilde{Z}_k$ as a consequence of properties (2) and (4) of Proposition 1.

By properties (1), (3) and (5) of Proposition 1, $\tilde{Z}$ and $\tilde{X}^\nu$ have the same law before the absorbing time

$$\tilde{K} = \min \left\{ k > 0 : \tilde{Z}_k \not\in \cX \right\}.$$  

We can then set $\tilde{X}_k^\nu = \tilde{Z}_k$ for $k < \tilde{K}$, and build $\tilde{X}^\nu$ independently from $(Z, \tilde{Z})$ for $k \geq \tilde{K}$. Setting

$$K = \min \left\{ k < \tilde{K} : U_k \leq \frac{\epsilon_{\tilde{Z}_k}}{1 + \epsilon_{\tilde{Z}_k}} \right\},$$  

with the usual convention that the minimum of the empty set is $+\infty$, we can also set $\tilde{X}_k^\nu = Z_k$ for $k < K$, and build $\tilde{X}^\nu$ independently of $(Z, \tilde{Z})$ for $k \geq K$. We simply conclude this coupling construction by observing that $K$ and $\tilde{K}$ stochastically dominate two (correlated) geometric random variables $T$ and $\tilde{T}$ with success probability

$$\epsilon \geq \max_{\tilde{x} \in \cX'} \frac{\epsilon_{\tilde{x}}}{1 + \epsilon_{\tilde{x}}}.$$  

Let us finally explain why this implies our claimed upper bound on the total variation distance between the law of $\tilde{X}_k^\nu$ and

$$\xi_k = \sum_{\tilde{x} \in \cX} P(\tilde{X}_k^\nu = \tilde{x}) \nu_{\tilde{x}}$$  

for any $k \geq 0$. For any $A \subset \cX'$ it holds

$$\xi_k(A) = \sum_{\tilde{x} \in \cX} P(\tilde{X}_k^\nu = \tilde{x}, \tilde{T} \leq k) \nu_{\tilde{x}}(A) + \sum_{\tilde{x} \in \cX} P(\tilde{X}_k^\nu = \tilde{x}, \tilde{T} > k) \nu_{\tilde{x}}(A)$$

$$\leq \sum_{\tilde{x} \in \cX} P(\tilde{X}_k^\nu = \tilde{x}, \tilde{T} \leq k) + \sum_{\tilde{x} \in \cX} P(Z_k = \tilde{x}) \nu_{\tilde{x}}(A)$$

$$= P(\tilde{T} \leq k) + \sum_{\tilde{x} \in \cX} P(Z_k = \tilde{x}, Z_k \in A)$$

$$\leq P(\tilde{T} \leq k) + P(Z_k \in A)$$

$$\leq P(\tilde{T} \leq k) + P(T \leq k) + P(\tilde{X}_k^\nu \in A).$$
Random forests and intertwining

The same inequality holds with the complementary of \( A \) and this concludes the proof.

3 Proof of Theorem 1

3.1 Total variation estimates

Inequality (26) is a direct consequence of Inequality (25) and Proposition 7. Indeed,

\[
\mathbb{E}_q \left[ \sum_{x \in \mathcal{X}} d_{TV}(\Lambda P(x, \cdot), \tilde{P}A(x, \cdot)) \right] = \sum_{i=1}^n \mathbb{E}_q \left[ \sum_{x \in \mathcal{X}} d_{TV}(\Lambda P(x, \cdot), \tilde{P}A(x, \cdot)) \left| \mathcal{F} \right| = i \right] \mathbb{P}_q \left[ \left| \mathcal{F} \right| = i \right]
\]

\[
\leq \sum_{i=1}^n \frac{q'(n-i)}{\alpha} \mathbb{P}_q \left[ \left| \mathcal{F} \right| = i \right] \text{.}
\]

It remains thus to prove (25). Applying Markov property at time \( \sigma_1 \), we get

\[
\tilde{P}(x, \cdot) = \sum_{y \in \mathcal{X}} P(x, y)P_y \left[ X(H_{\mathcal{F}}) = \cdot \right].
\]

Moreover, set \( \delta_x \) the Dirac measure at \( x \), seen both as a probability measure on \( \mathcal{X} \) and as a row vector of dimension \( n \). Then, we can rewrite

\[
\Lambda P(x, \cdot) = \delta_x K_{q'} P(\cdot) = \delta_x PK_{q'}(\cdot) = \sum_{y \in \mathcal{X}} P(x, y)P_y \left[ X(T_{q'}) = \cdot \right]
\]

\[
= \sum_{y \in \mathcal{X}} P(x, y)P_y \left[ H_{\mathcal{F}} < T_{q'}; X(T_{q'}) = \cdot \right]
\]

\[
+ \sum_{y \in \mathcal{X}} P(x, y)P_y \left[ H_{\mathcal{F}} \geq T_{q'}; X(T_{q'}) = \cdot \right]
\]

\[
= \sum_{y \in \mathcal{X}, z \in \mathcal{X}} P(x, y)P_y \left[ H_{\mathcal{F}} < T_{q'}; X(H_{\mathcal{F}}) = z \right] P_z \left[ X(T_{q'}) = \cdot \right]
\]

\[
+ \sum_{y \in \mathcal{X}} P(x, y)P_y \left[ H_{\mathcal{F}} \geq T_{q'}; X(T_{q'}) = \cdot \right]
\]

\[
= \tilde{P}A(x, \cdot) - \sum_{y \in \mathcal{X}, z \in \mathcal{X}} P(x, y)P_y \left[ H_{\mathcal{F}} \geq T_{q'}; X(H_{\mathcal{F}}) = z \right] P_z \left[ X(T_{q'}) = \cdot \right]
\]

\[
+ \sum_{y \in \mathcal{X}} P(x, y)P_y \left[ H_{\mathcal{F}} \geq T_{q'}; X(T_{q'}) = \cdot \right].
\]
Therefore,

\[
\begin{align*}
    d_{TV}(\Lambda P(\bar{x}, \cdot), \tilde{P}\Lambda(\bar{x}, \cdot)) &= \frac{1}{2} \sum_{x \in \mathcal{X}} |\Lambda P(\bar{x}, x) - \tilde{P}\Lambda(\bar{x}, x)| \\
    &\leq \frac{1}{2} \sum_{x \in \mathcal{X}, y \in \mathcal{X}, \bar{x} \in \mathcal{X}} P(\bar{x}, y) P_y \left[ H_{\bar{x}} \geq T_q'; X(H_{\bar{x}}) = \bar{x}; X(T_q) = x \right] \\
    &\quad + \frac{1}{2} \sum_{x \in \mathcal{X}, y \in \mathcal{X}} P(\bar{x}, y) P_y \left[ H_{\bar{x}} \geq T_q'; X(T_q) = x \right] \\
    &= \sum_{\bar{x} \in \mathcal{X}} P(\bar{x}, y) E_y \left[ 1 - e^{-q' H_{\bar{x}}} \right] L \\
    &\leq \sum_{\bar{x} \in \mathcal{X}} P(\bar{x}, y) E_y \left[ q' H_{\bar{x}} \right] = q' E_\bar{x} \left[ H_{\bar{x}} - \sigma_1 \right].
\end{align*}
\]

We now take the expectation with respect to $E_q$.

\[
\begin{align*}
    E_q \left[ \sum_{\bar{x} \in \mathcal{X}} d_{TV}(\Lambda P(\bar{x}, \cdot), \tilde{P}\Lambda(\bar{x}, \cdot)) \right] &\leq \sum_{\bar{x} \in \mathcal{X}} E_\bar{x} \left[ H_{\bar{x}} - \sigma_1 \right].
\end{align*}
\]

Formula (11) gives then the desired result.

### 3.2 Squeezing estimates

We now prove the quantitative upper bounds on the squeezing of $\Lambda$ stated in (27). We begin with the following lemma:

**Lemma 3.** For any $m \in \{1, \cdots, n\}$,

\[
E_q \left[ \mathcal{S}(\Lambda) \left| \mathcal{F} \right. \right] = m \leq \sqrt{\sum_{|J|=m-1} \prod_{j \in J} \mu_j^2 \sum_{|J|=m} \prod_{j \in J} \mu_j^{2-} \prod_{j \in J} \mu_j^2 \prod_{j \notin J} \left(1 - \mu_j\right)^2}. \quad (34)
\]

**Proof.** Note first that

\[
\sum_{|J|=m} \prod_{j \in J} (1 - \mu_j) \left(1 - \mu_j\right) = \prod_{j \in J} \left(1 - \mu_j\right) \leq \prod_{j \in J} \mu_j.
\]
Putting (36) and (37) into (35), we are led to
\[ \mathcal{I}(\Lambda)^2 = \sum_{\vec{x} \in \mathcal{X}} \Gamma^{-1}(\vec{x}, \vec{x}) = \sum_{\vec{x} \in \mathcal{X}} \frac{\det \mathcal{K}_{\{\vec{x}\}}(\Gamma)}{\det(\Gamma)} = \sum_{\vec{x} \in \mathcal{X}} \frac{\text{Vol}^2(\vec{v}; \vec{y} \in \mathcal{X}, \vec{y} \neq \vec{x})}{\text{Vol}^2(\vec{v}; \vec{y} \in \mathcal{X})}. \]

Hence,
\[
\mathbb{E}_q \left[ \mathcal{I}(\Lambda) \mid |\mathcal{X}| = m \right] = \sum_{|R| = m} \mathbb{P}_q \left[ \mathcal{X} = R \mid |\mathcal{X}| = m \right] \sqrt{\text{Vol}^2(\vec{v}; \vec{y} \in R, \vec{y} \neq \vec{x}) / \sqrt{\text{Vol}^2(\vec{v}; \vec{y} \in R)}}.
\] (35)

From Proposition 4, \( \mathcal{X} = \rho(\Phi) \) is a determinantal process associated to the kernel \( K_q \). Remind that for all \( j \in \{0, \ldots, n-1\} \), \( \mu_j(-\mathcal{X}) = \lambda_j \mu_j \). The \( \mu_j \) are orthogonal by symmetry of \( -\mathcal{X} \), and we assume that for all \( j \in \{0, \ldots, n-1\} \), \( \|\mu_j\|^2 = 1 \), so that \( \mu_0 = \mu \). Hence, we get \( \mu_j K_q = \frac{q}{q+\lambda_j} \mu_j \). One way to construct \( \rho(\Phi) \), the number of roots being fixed equal to \( m \), is to choose \( m \) eigenvectors of \( K_q \), according to Bernoulli random variables with parameters \( p_j \), and then to choose \( \mathcal{X} \) according to the determinantal process associated to the projector operator onto the \( m \) chosen eigenvectors. More formally,
\[
\mathbb{P}_q \left[ \mathcal{X} = R \mid |\mathcal{X}| = m \right] = \frac{1}{Z_{m,q}} \sum_{|J|=m} \prod_{j \in J} \frac{\lambda_j}{q+\lambda_j} \prod_{j \notin J} \frac{\lambda_j}{q+\lambda_j} \det^2 \left( \left\langle \frac{\delta_i}{\|\delta_i\|}; \mu_j \right\rangle_{i \in R, j \in J} \right),
\] (36)

where \( Z_{m,q} \) is a normalizing constant (\( Z_{m,q} = \mathbb{P}_q \left[ |\mathcal{X}| = m \right] \)). We go back to (35) and turn to the term \( \text{Vol}^2(\vec{v}; \vec{y} \in R) \). It follows from Cauchy-Binet formula that
\[
\text{Vol}^2(\vec{v}; \vec{y} \in R) = \sum_{|J|=m} \det^2 \left( \left\langle \vec{v}; \mu_j^* \right\rangle_{\vec{y} \in R, j \in J} \right).
\]

Note that
\[
\vec{v}_y = \delta_y K_q = \sum_{j=0}^{n-1} \left\langle \delta_y; \mu_j \right\rangle^* \mu_j K_q = \sum_{j=0}^{n-1} p_j \left\langle \delta_y; \mu_j \right\rangle^* \mu_j.
\]

Thus \( \left\langle \vec{v}_y; \mu_j \right\rangle^* = p_j \left\langle \delta_y; \mu_j \right\rangle^* \). We obtain then
\[
\text{Vol}^2(\vec{v}; \vec{y} \in R) = \sum_{|J|=m} \prod_{j \in J} p_j^2 \det^2 \left( \left\langle \delta_y; \mu_j \right\rangle^*_{\vec{y} \in R, j \in J} \right).
\] (37)

Putting (36) and (37) into (35), we are led to
\[ \mathbb{E}_q \left[ \mathcal{S} (\Lambda) \mid \mathcal{F} = m \right] = \frac{1}{Z_{m,q} |\mathcal{R}| = m} \sum_{i \in \mathcal{R}} \sqrt{\sum_{\mathcal{F} \subseteq \mathcal{R}} \text{Vol}^2 (v_y : \bar{y} \in R, \bar{y} \neq \bar{x})} \]

where \( Z_{m,q} \) is the partition function and \( \mathcal{R} \) is the set of all possible values of \( \mathcal{R} \).

Cauchy-Schwartz inequality then yields

\[ \sum_{|\mathcal{J}| = m} \prod_{j \in \mathcal{J}} (1 - p_j) \text{det}^2 (\langle \delta_\xi^* ; \mu_j \rangle^* , \bar{x} \in R, j \in \mathcal{J}) \]

\[ \leq \sqrt{\sum_{|\mathcal{J}| = m} \prod_{j \in \mathcal{J}} p_j^2 \prod_{j \notin \mathcal{J}} (1 - p_j)^2 \text{det}^2 (\langle \delta_\xi^* ; \mu_j \rangle^* , \bar{x} \in R, j \in \mathcal{J})} \]

and

\[ \mathbb{E}_q \left[ \mathcal{S} (\Lambda) \mid \mathcal{F} = m \right] \leq \frac{1}{Z_{m,q} |\mathcal{R}| = m} \sum_{i \in \mathcal{R}} \sqrt{\sum_{\mathcal{F} \subseteq \mathcal{R}} \text{Vol}^2 (v_y : \bar{y} \in R, \bar{y} \neq \bar{x})} \]

\[ \times \sqrt{\sum_{|\mathcal{J}| = m} \prod_{j \in \mathcal{J}} p_j^2 \prod_{j \notin \mathcal{J}} (1 - p_j)^2 \text{det}^2 (\langle \delta_\xi^* ; \mu_j \rangle^* , \bar{x} \in R, j \in \mathcal{J})} \]

Using again Cauchy-Binet formula, we get

\[ \sum_{|\mathcal{R}| = m} \text{det}^2 (\left\langle \frac{\delta_\xi}{\|\delta_\xi\|} ; \mu_j \right\rangle^* , \bar{x} \in R, j \in \mathcal{J}) = \text{Vol}^2 (\mu_j , j \in \mathcal{J}) = 1 \]

so that the term in the second square root is equal to

\[ \sum_{|\mathcal{J}| = m} \prod_{j \in \mathcal{J}} p_j^2 \prod_{j \notin \mathcal{J}} (1 - p_j)^2 . \]
We turn now to the term in the first square root, which can be rewritten, by using twice the Cauchy-Binet formula, as

\[
\sum_{\bar{x} \in \mathcal{X}} \frac{1}{||\delta_\bar{x}||^2} \sum_{|R|=m, \bar{x} \in R} \frac{\text{Vol}^2(V; \bar{y} \in R, \bar{y} \neq \bar{x})}{\prod_{\bar{x} \in R \setminus \{\bar{x}\}} ||\delta_\bar{x}||^2}.
\]

\[
= \sum_{\bar{x} \in \mathcal{X}} \mu(\bar{x}) \sum_{R \subset \mathcal{X} \setminus \{\bar{x}\}, |R|=m-1} \text{Vol}^2(V; \bar{y} \in R) \prod_{\bar{y} \in R} ||\delta_\bar{y}||^2 \det^2\left(\left(\frac{\delta_\bar{y}}{||\delta_\bar{y}||}; \mu_j\right)^*; \bar{y} \in R, j \in J\right)
\]

\[
\leq \sum_{\bar{x} \in \mathcal{X}} \mu(\bar{x}) \sum_{|J|=m-1} \prod_{j \in J} p_j^2 \sum_{|R|=m-1} \det^2\left(\left(\frac{\delta_\bar{y}}{||\delta_\bar{y}||}; \mu_j\right)^*; \bar{y} \in R, j \in J\right)
\]

\[
= \sum_{|J|=m-1} \prod_{j \in J} p_j^2 \text{Vol}^2(\mu_j, j \in J)
\]

\[
= \sum_{|J|=m-1} \prod_{j \in J} p_j^2.
\]

To end the proof of the lemma, it is sufficient to note that

\[
Z_{m,q} = P_q\left(|\mathcal{X}| = m\right) = \sum_{|J|=m, j \in J} \prod_{j \in J} p_j \prod_{j \notin J} (1 - p_j).
\]

□

We can now conclude the proof of (27) and of Theorem 1. For any \(t > 0\) it holds

\[
\sum_{|J|=m-1} \prod_{j \in J} p_j^2 \leq \frac{1}{m-1} \prod_{j=0}^{n-1} (1 + tp_j^2) = \frac{1+t}{m-1} \prod_{j=1}^{n-1} (1 + tp_j^2).
\]

since the left-hand is the coefficient of \(t^m\) in the product \(\prod_{j=0}^{n-1} (1 + tp_j^2)\). In the same way, for any \(x > 0\),

\[
\sum_{|J|=m-1, J \subset \{1, \ldots, n-1\}} \prod_{j \in J} p_j^2 \prod_{j \notin J} (1 - p_j)^2
\]

\[
= \prod_{j=1}^{n-1} (1 - p_j)^2 \sum_{|J|=m-1, J \subset \{1, \ldots, n-1\}} \prod_{j \in J} p_j^2 (1 - p_j)^2
\]

\[
\leq \prod_{j=1}^{n-1} (1 - p_j)^2 \left(\prod_{j=1}^{x^{m-1}} \left(1 + x \frac{p_j^2}{p_j^2 (1 - p_j)^2}\right)\right).
\]
\[ = \frac{1}{x^{m-1}} \prod_{j=1}^{n-1} \left( (1-p_j)^2 + x \frac{p_j^2}{p_j'} \right). \]

Hence, for any \( x, t > 0 \), for any \( m \in \{1, \cdots, n\} \),
\[
\mathbb{E}_q \left[ \mathcal{S}(\Lambda) \bigg| |\mathcal{X}| = m \right] \leq \frac{1}{\mathbb{P}_q \left[ |\mathcal{X}| = m \right]} \sqrt{1 + t} \prod_{j=1}^{n-1} (1 + tp_j^2) \left( (1-p_j)^2 + x \frac{p_j^2}{p_j'} \right). \]

One can check that
\[
(1 + tp_j^2) \left( (1-p_j)^2 + x \frac{p_j^2}{p_j'} \right) = (1 + (\sqrt{xt} - 1)p_j)^2 + \left( \sqrt{tp_j'}(1-p_j) - \sqrt{x} \frac{p_j}{p_j'} \right)^2.
\]

Take now \( xt = 1 \). We obtain that for any \( t > 0 \), for any \( m \in \{1, \cdots, n\} \),
\[
\mathbb{E}_q \left[ \mathcal{S}(\Lambda) \mathbb{1}_{|\mathcal{X}| = m} \right] \leq \sqrt{1 + t} \prod_{j=1}^{n-1} \left( 1 + \left( \sqrt{tp_j'}(1-p_j) - \frac{1}{\sqrt{t}} \frac{p_j}{p_j'} \right)^2 \right)
\]
\[
\leq \sqrt{1 + t} \exp \left( \frac{1}{2} \sum_{j=1}^{n-1} \left( \sqrt{tp_j'}(1-p_j) - \frac{1}{\sqrt{t}} \frac{p_j}{p_j'} \right)^2 \right)
\]
\[
= \sqrt{1 + t} \exp \left( \frac{t}{2} \sum_{j=1}^{n-1} p_j'^2 (1-p_j)^2 + \frac{1}{2t} \sum_{j=1}^{n-1} \frac{p_j^2}{p_j'} - \sum_{j=1}^{n-1} p_j(1-p_j) \right).
\]

Optimizing the exponential term in \( t \) and choosing \( t = T_n \) lead to (27).

### 4 Proof of Theorem 2

Let us first rewrite \( K_{q'} \) in terms of \( \mu \).

**Lemma 4.** For \( x \in \mathcal{X} \),
\[
K_{q'}(x, \cdot) = \mathbb{E}_{q'} \left[ \mu_{\mathcal{A}(x) \cap A(x')} (\cdot) \right], \mathbb{P}_q \text{ a.s.}
\]

**Proof.** Starting Wilson’s algorithm from \( x \) to construct \( \phi' \), we get
\[
K_{q'}(x, y) = \mathbb{P}_{q'} \left[ X(T_{q'}) = y \right]
\]
\[
= \mathbb{P}_{q'} \left[ \rho'_x = y \right]
\]
\[
= \mathbb{E}_{q'} \left[ \mathbb{P}_{q'} \left[ \rho'_x = y \bigg| \mathcal{A}(\phi') \right] \right]
\]
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where the last equality comes from Proposition 5. Hence, $P$ a.s.,

$$
\begin{align*}
K_q(x, y) &= \sum_{x' \in \mathcal{X}} \mathbb{E}_{q'} \left[ \mu_{A'(x)}(y) \mu_{A'(x)}(A(\tilde{x})) \right] \\
&= \sum_{x' \in \mathcal{X}} \mathbb{E}_{q'} \left[ \mu_{A'(x')}(y) \mathbb{P}_{q'} \left[ \rho'_x \in A(\tilde{x}) \mid \mathcal{A}(\Phi') \right] \right] \\
&= \sum_{x' \in \mathcal{X}} \mathbb{E}_{q'} \left[ \mu_{A'(x')}(y) \mathbb{I}_{A(\tilde{x})}(\rho'_x) \right] \\
&= \mathbb{E}_{q'} \left[ \mu_{A'(x)}(\rho'_x)(y) \right].
\end{align*}
$$

$\square$

**Lemma 5.** For any $x \in \mathcal{X}$, set $\bar{K}_q(x, \cdot) = \mathbb{E}_{q'} \left[ \mu_{A(\rho'_x)}(\cdot) \right]$. Then, $P$ a.s.,

$$
\Lambda \bar{K}_q = \bar{P} A.
$$

**Proof.** $P$ a.s., for any $x, y \in \mathcal{X}$,

$$
\begin{align*}
\bar{K}_q(x, y) &= \mathbb{E}_{q'} \left[ \mu_{A(\rho'_x)}(y) \right] = \sum_{y' \in \mathcal{X}} \mu_{A(\tilde{y})}(y') \mathbb{P}_{q'} \left[ \rho'_x \in A(y') \right] \\
&= \sum_{y' \in \mathcal{X}} v_{\tilde{y}}(y') \mathbb{P}_{q'} \left[ X(T_{q'}) \in A(y') \right].
\end{align*}
$$

Hence, $P$ a.s., for any $\tilde{x} \in \tilde{\mathcal{X}}$, and $y \in \mathcal{X}$,

$$
\begin{align*}
\nu_{\tilde{x}} \bar{K}_q(y) &= \sum_{x \in \mathcal{X}} \sum_{y' \in \mathcal{X}} v_{\tilde{x}}(x) v_{\tilde{y}}(y') \mathbb{P}_{x} \left[ X(T_{q'}) \in A(y') \right] \\
&= \sum_{y' \in \mathcal{X}} v_{\tilde{y}}(y') \mathbb{P}_{x} \left[ X(T_{q'}) \in A(y') \right] \\
&= \bar{P} A(\tilde{x}, y).
\end{align*}
$$

$\square$

Therefore, $P$ a.s., for any $\tilde{x} \in \tilde{\mathcal{X}}$,

$$
\begin{align*}
d_{TV}(\Lambda K_q(\tilde{x}, \cdot), \bar{P} A(\tilde{x}, \cdot)) &= d_{TV}(\Lambda K_q(\tilde{x}, \cdot), \Lambda \bar{K}_q(\tilde{x}, \cdot)) \\
&\leq \sum_{x \in \mathcal{X}} v_{\tilde{x}}(x) d_{TV}(K_q(x, \cdot), \bar{K}_q(x, \cdot)) \\
&\leq \sum_{x \in \mathcal{X}} v_{\tilde{x}}(x) \mathbb{E}_{q'} \left[ d_{TV}(\mu_{A'(x)}(\rho'_x), \mu_{A(\rho'_x)}) \right].
\end{align*}
$$

When $B$ is a subset of $C$, one has $d_{TV}(\mu_B, \mu_C) = \mu_C(B^c)$. This yields

$$
\begin{align*}
d_{TV}(\Lambda K_q(\tilde{x}, \cdot), \bar{P} A(\tilde{x}, \cdot)) \leq \sum_{x \in \mathcal{X}} v_{\tilde{x}}(x) \mathbb{E}_{q'} \left[ \mu_{A(\rho'_x)}(A'(x)^c) \right]
\end{align*}
$$
Therefore, 

\[ \sum_{x \in \mathcal{X}} \nu(x) E_{q'} \left[ \mathbb{P}_{q'} \left[ \rho_{p_x^t} \notin A'(x) | \mathcal{A}' (\Phi) \right] \right] \]

Note that 

\[ \sum_{x \in \mathcal{X}} \nu(x) = \sum_{x \in \mathcal{X}} \frac{\mu(x)}{\mu(A(x))} I_{A(x)}(x) = \sum_{x \in \mathcal{X}} \frac{\mu(x)}{\mu(A(x))} I_{A(x)}(x) \]

\[ = \frac{\mu(x)}{\mu(A(x))} \sum_{x \in \mathcal{X}} I_{A(x)}(x) = \frac{\mu(x)}{\mu(A(x))} . \]

Summing on \( \bar{x} \) and integrating w.r.t. \( E_q \), leads to 

\[ E_q \left[ \sum_{x \in \mathcal{X}} d_{TV}(AK_{q'}(\bar{x}, \cdot), \bar{P}_{\Lambda}(\bar{x}, \cdot)) \right] \leq \sum_{x \in \mathcal{X}} E_{q,q'} \left[ \mu_{A(x)}(x) I_{A'(x)}(\rho_{p_x^t}) \right] . \]

Let \( p \geq 1 \) and \( p^* \) its conjugate exponent. Using Hölder’s inequality, we get 

\[ E_q \left[ \sum_{x \in \mathcal{X}} d_{TV}(AK_{q'}(\bar{x}, \cdot), \bar{P}_{\Lambda}(\bar{x}, \cdot)) \right] \]

\[ \leq \left( \sum_{x \in \mathcal{X}} E_{q,q'} \left[ \mu_{A(x)}(x)^p \right] \right)^{1/p} \left( \sum_{x \in \mathcal{X}} \mathbb{P}_{q,q'} \left[ \rho_{p_x^t} \notin A'(x) \right] \right)^{1/p^*} \]

\[ \leq \left( \sum_{x \in \mathcal{X}} E_q \left[ \mu_{A(x)}(x) \right] \right)^{1/p} \left( \sum_{x \in \mathcal{X}} \mathbb{P}_{q,q'} \left[ \rho_{p_x^t} \notin A'(x) \right] \right)^{1/p^*} . \]

Note that 

\[ \sum_{x \in \mathcal{X}} E_q \left[ \mu_{A(x)}(x) \right] = \sum_{x \in \mathcal{X}} \mathbb{P}_q [\rho_x = x] = \sum_{x \in \mathcal{X}} \mathbb{P}_q [x \in \rho(\Phi)] = E_q[|\rho(\Phi)|] . \]

Therefore, 

\[ E_q \left[ \sum_{x \in \mathcal{X}} d_{TV}(AK_{q'}(\bar{x}, \cdot), \bar{P}_{\Lambda}(\bar{x}, \cdot)) \right] \]

\[ \leq \left( E_q \left[ |\rho(\Phi)| \right] \right)^{1/p} \left( \sum_{x \in \mathcal{X}} \mathbb{P}_{q,q'} \left[ \rho_{p_x^t} \notin A'(x) \right] \right)^{1/p^*} \quad (38) \]

To conclude the proof of our theorem we evaluate \( \mathbb{P}_{q,q'} \left[ \rho_{p_x^t} \notin A'(x) \right] \) for \( x \) any given point in \( \mathcal{X} \).

**Lemma 6.** For any \( x \in \mathcal{X} \), let \( \Gamma'_x \) be the path going from \( x \) to \( p'_x \) in \( \Phi' \). Then, 

\[ \mathbb{P}_{q,q'} \left[ \rho_{p_x^t} \notin A'(x) \right] \leq \frac{q'}{q} E_{q'} \left[ |\Gamma'_x | \right] . \]
Proof. To decide whether \( \rho_{\rho'_x} \) is in \( A'(x) \) or not, we do the following construction:

1. We begin the construction of \( \Phi' \) using Wilson’s algorithm starting from \( x \). Thus, we let evolve the Markov process starting from \( x \) until an exponential time of parameter \( q' \), and erase the loop. The result is an oriented path \( \gamma' = (x, y') \) without loops from \( x \) to a point \( y = (\rho'_{\gamma'}) \).

2. We go on with the construction of \( \Phi \) with Wilson’s algorithm starting from \( y \). We let evolve the Markov process starting from \( y \) until an exponential time \( T_q \) of parameter \( q \). The Markov process stops at a point \( v = (\rho_{\gamma'}) \).

3. Finally, we continue the construction of \( \Phi' \) using Wilson’s algorithm starting from \( v \). We let evolve the Markov process starting from \( v \), and we stop it after an exponential time \( T_{q'} \) of parameter \( q' \), or when it reaches the already constructed path \( \gamma' \). At this point, we are able to decide whether \( \rho_{\rho'_x} \) is in \( A'(x) \) or not, since \( \rho_{\rho'_x} \in A'(x) \) if and only if \( T_{q'} \) is bigger than the hitting time of \( \gamma' \).

Using this construction, we get that for any self-avoiding path \( \gamma' \) from \( x \) to \( y \),

\[
\mathbb{P}_{q,q'} [\rho_{\rho'_x} \notin A'(x)|x = y; \rho'_x = y] = P_y T_{q'} < H_{\gamma'} \circ \theta_{T_q},
\]

where \( \theta_t \) denotes the time shift. Recall that \( \sigma_1 \) is the first time of the clock process on which \( X \) is build from \( X \), and let \( S_i \) be the successive return times to \( \gamma' \):

\[
S_0 = 0, \quad S_i = \inf \{ t \geq \sigma_1; X(t) \in \gamma' \} = H_{\gamma'}^+, \quad S_{i+1} = S_i + 1 \circ \theta_{S_i}.
\]

Then,

\[
P_y T_{q'} < H_{\gamma'} \circ \theta_{T_q} = \sum_{i=0}^{\infty} P_y [S_i \leq T_q < S_{i+1}; T_{q'} < H_{\gamma'} \circ \theta_{T_q}].
\]

Now, if \( S_i \leq T_q < S_i + \sigma_1 \circ \theta_{S_i}, X(T_q) \in \gamma' \) and \( H_{\gamma'} \circ \theta_{T_q} = 0 < T_{q'} \). If \( T_q \geq S_i + \sigma_1 \circ \theta_{S_i} \) and \( T_q < S_{i+1}, X(T_q) \notin \gamma' \) and \( H_{\gamma'} \circ \theta_{T_q} = S_{i+1} - T_q \). Therefore,

\[
P_y T_{q'} < H_{\gamma'} \circ \theta_{T_q} = \sum_{i=0}^{\infty} P_y [S_i + \sigma_1 \circ \theta_{S_i} \leq T_q < T_{q'} + T_q < S_{i+1}]
\]

\[
= \sum_{i=0}^{\infty} \sum_{z \in \gamma'} P_x [S_i \leq T_q; X(S_i) = z] P_z [\sigma_1 \leq T_q < T_{q'} + T_q < H_{\gamma'}^+],
\]

using Markov property at time \( S_i \). Set \( \hat{G}_q(y, z, \gamma') = E_y \left[ \sum_{i=0}^{\infty} 1_{S_i \leq T_q; X(S_i) = z} \right] \). Since \( z \in \gamma' \), \( \hat{G}_q(y, z, \gamma') \) is the mean number of visits to the point \( z \) up to time \( T_q \). We have obtained that

\[
P_y T_{q'} < H_{\gamma'} \circ \theta_{T_q} = \sum_{z \in \gamma'} \hat{G}_q(y, z, \gamma') P_y [\sigma_1 \leq T_q < T_{q'} + T_q < H_{\gamma'}^+].
\]

We now use Markov property at time \( \sigma_1 \) to write

\[
P_z [\sigma_1 \leq T_q < T_q + T_q < H_{\gamma'}^+]
\]
Then introducing for any such path $\gamma$, where the sum over $\gamma$ led to
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using that $\alpha P(z, u) = P(z, u)$ for $z \neq u$. Integrating over $\gamma$ and $y$, we are led to

$$P_{q,q} \left[ \rho_y \not\in A'(x) \right] \leq \sum_{y \in \mathcal{E}} \sum_{\gamma \in \mathcal{E}} \sum_{u \in \mathcal{E}} \frac{\tilde{G}_q(y, z, \gamma)}{q + \alpha} w(z, u) P_{q,q} \left[ \rho_{q', y, y} \not\in y, \Gamma'_{q'} = \gamma ; \rho_{q', y} = y \right]$$

where the sum over $\gamma$ is the sum on all self-avoiding paths going from $x$ to $y$. Now, introducing for any such path $\gamma$

$$\mathcal{F}_1(y, \gamma, u) := \{ \phi s.o.f.; y \in \rho(\phi), \gamma \subset \phi, \rho_u \neq y \},$$

this can be rewritten, with $w(\phi) = \prod_{e \in \phi} w(e)$, as

$$P_{q,q} \left[ \rho_{q', y} \not\in A'(x) \right] = \sum_{y \in \mathcal{E}} \sum_{\gamma \in \mathcal{E}} \sum_{u \in \mathcal{E}} \sum_{\phi \in \mathcal{F}_1(y, \gamma, u)} \frac{\tilde{G}_q(y, z, \gamma)}{q + \alpha} w(z, u) (q')^{\rho(\phi)} w(\phi) Z(q') \ .$$

**Lemma 7.** Let $G_q(y, z) = E_y \left[ \int_0^{T_q} 1_{X(t) = z} \, dt \right]$. Then $G_q(y, z) = \tilde{G}_q(y, z, \gamma)/(q + \alpha)$ for any self-avoiding path $\gamma$ that contains $z$ and goes from $x$ to $y$.

**Proof.** Let $V_i$ be the successive return times to $z$:

$$V_0 = 0, \ V_1 = \inf \{ t \geq \sigma_1; X(t) = z \}, \ V_{i+1} = V_i + V_1 \circ \theta_{V_i}.$$

Then $G_q(y, z, \gamma) = \delta_y(z) + \sum_{i=1}^{\infty} E_y \left[ 1_{V_i \leq T_q} \right]$. Moreover, using Markov’s property at time $V_i$,

$$G_q(y, z) = \sum_{i=0}^{\infty} E_y \left[ \int_{V_i}^{V_{i+1}} 1_{T_q \geq s} 1_{X(s) = z} \, ds \right]$$

$$= \sum_{i=0}^{\infty} E_y \left[ 1_{V_i \leq T_q} E_{V_i} \left[ \int_0^{V_i} 1_{T_q \geq s} 1_{X(s) = z} \, ds \right] \right]$$

$$= E_y \left[ \int_0^{V_1} 1_{T_q \geq s} 1_{X(s) = z} \, ds \right] + \sum_{i=1}^{\infty} E_y \left[ 1_{V_i \leq T_q} \right] E_z \left[ \int_0^{V_i} 1_{T_q \geq s} 1_{X(s) = z} \, ds \right]$$

$$= \left( \delta_y(z) + \sum_{i=1}^{\infty} E_y \left[ 1_{V_i \leq T_q} \right] \right) E_z \left[ \int_0^{V_i} 1_{T_q \geq s} 1_{X(s) = z} \, ds \right]$$

$$= \tilde{G}_q(y, z, \gamma) E_z \left[ \int_0^{V_i} 1_{T_q \geq s} 1_{X(s) = z} \, ds \right] \ .$$
Random forests and intertwining

Now, \( E_z \left[ \int_0^t \mathbb{1}_{I_{R_s} = z} \mathbb{1}_{X(s) = z} \, ds \right] = E_z \left[ \int_0^{\sigma_1} \mathbb{1}_{I_{R_s} = z} \, ds \right] = E \left[ \sigma_1 \land T_q \right] = \frac{1}{q + a} \). □

Hence,

\[
\mathbb{P}_{q, q'} \left[ \rho_{q'} \not\in A'(x) \right] \leq \sum_{y \in Y} \sum_{y = \gamma} \sum_{y \neq \gamma} \sum_{\rho \in F_1(y, \gamma, u)} G_q(y, \rho) w(z, u) \frac{(q')^{\rho(\phi)} w(\phi)}{Z(q')}.
\]

We fix \( y, \gamma \) and \( z \) and want to perform the summations over \( u \) and \( \phi \). With any pair \((u, \phi)\), with \( u \notin \gamma \) and \( \phi \in F_1(y, \gamma, u) \), we associate a new forest \( \hat{\phi} = \phi(u, \phi) \) in the following way:

1. we reverse the edges from \( z \) to \( y \) along \( \gamma \);
2. we add the edge \((z, u)\).

The forest \( \hat{\phi} \) is such that:

- \( |\rho(\hat{\phi})| = |\rho(\phi)| - 1 \);
- \( y \notin \rho(\hat{\phi}) \);
- the piece \( Y_{y \rightarrow z} \) of the path \( \gamma \) going from \( x \) to \( z \) belongs to \( \hat{\phi} \);
- the path \( \gamma_{y \rightarrow z} \) consisting of the reversed path \( \gamma \) from \( z \) to \( y \), belongs to \( \hat{\phi} \).

Using reversibility, one has \( \mu(z) \prod_{e \in Y \rightarrow y} w(e) = \mu(y) \prod_{e \in \gamma_{y \rightarrow z}} w(e) \), and

\[
w(z, u)w(\phi) = w(\hat{\phi}) \mu(y)/\mu(z).
\]

Set \( F_2(y, z, \gamma) = \{ \phi \text{ s.o.f. } z \notin \rho(\phi), \gamma_{y \rightarrow z} \subset \phi, \gamma_{y \rightarrow z} \subset \gamma \} \). Note that the function

\[
(u, \phi) \in \{(u, \phi), u \notin \gamma, \phi \in F_1(y, \gamma, u)\} \mapsto \hat{\phi} \in F_2(y, z, \gamma)
\]

is one to one. Indeed, given \( \hat{\phi} \) in \( F_2(y, z, \gamma) \), \( u \) is the “ancestor” of \( z \) in \( \hat{\phi} \), and once we know \( u, \phi \) is obtained by cutting the edge \((z, u)\), and by reversing the path \( \gamma_{y \rightarrow z} \).

Therefore, we obtain

\[
\sum_{u \notin \gamma} \sum_{\rho \in F_1(y, \gamma, u)} G_q(y, \rho) w(z, u) \frac{(q')^{\rho(\phi)} w(\phi)}{Z(q')} = \sum_{\phi \in F_2(y, z, \gamma)} G_q(y, \rho) \frac{\mu(y)}{\mu(z)} \frac{(q')^{\rho(\phi)+1} w(\phi)}{Z(q')} = \sum_{\phi \in F_2(y, z, \gamma)} G_q(y, \rho) \frac{(q')^{\rho(\phi)+1} w(\phi)}{Z(q')}
\]

by reversibility. At this point, we are led to

\[
\mathbb{P}_{q, q'} \left[ \rho_{q'} \not\in A'(x) \right] \leq \sum_{y \in Y} \sum_{y = \gamma} \sum_{y \neq \gamma} \sum_{\phi \in F_2(y, z, \gamma)} G_q(y, \rho) \frac{(q')^{\rho(\phi)+1} w(\phi)}{Z(q')}.
\]

We now perform the summations over \( z \) and \( \gamma \) and \( \phi \), \( y \) being fixed. Note that if \( \phi \in F_2(y, z, \gamma) \) for some \( z \) and \( \gamma \), \( x \) and \( y \) are in the same tree \((\tau_x = \tau_y \text{ using the notations of Section 1.3.3})\), and \( z \) is their first common ancestor \( a(x, y) \) in that tree. Let us then denote
\[ \mathcal{F}_3(y, x) = \{ \phi \text{ s.o.f.} : \tau_\varepsilon = \tau_y, a(x, y) \notin \rho(\phi) \} \]

Then,
\[ \cup_{y \in \gamma \rightarrow y} \cup_{z \in \gamma} \mathcal{F}_2(y, z, \gamma) \subset \mathcal{F}_3(y, x). \]

In addition, given a forest \( \phi \in \mathcal{F}_3(y, x) \), there is a unique \( \gamma : x \rightarrow y \), and \( z \in \gamma \) such that \( \phi \in \mathcal{F}_2(y, z, \gamma) \); \( z \) is the first common ancestor \( a(x, y) \) of \( x \) and \( y \), whereas \( \gamma \) is the concatenation of the path going from \( x \) to \( a(x, y) \) and the reversed path from \( y \) to \( a(x, y) \). Therefore,
\[ \sum_{\gamma \rightarrow x \rightarrow y \in \gamma} \sum_{\phi \in \mathcal{F}_2(y, z, \gamma)} G_q(z, y) \frac{(q')^{\rho(\phi)} + 1}{Z(q')} = \sum_{\phi \in \mathcal{F}_3(y, x)} G_q(a(x, y), y) \frac{(q')^{\rho(\phi)} + 1}{Z(q')}.
\]

It remains to sum over \( y \). When moving \( y \) in \( \tau_\varepsilon, a(x, y) \) moves along the path \( \gamma \) going from \( x \) to the root of \( \tau_\varepsilon \). Hence,
\[ \sum_{y \in \mathcal{Y}} \sum_{\phi \in \mathcal{F}_3(y, x)} G_q(a(x, y), y) \frac{(q')^{\rho(\phi)} + 1}{Z(q')} = \sum_{\phi \text{ s.o.f.} : \in \mathcal{Y}} \sum_{z \in \mathcal{Z}} \sum_{\gamma \in \mathcal{G}(x, y) = z} G_q(z, y) \frac{(q')^{\rho(\phi)} + 1}{Z(q')} \leq \frac{q'}{q} \sum_{\phi \text{ s.o.f.} : \in \mathcal{Y}} \sum_{z \in \mathcal{Z}} \pi_q(\phi) \leq \frac{q'}{q} \mathbb{E}_{q'} \left[ |F_q'\right].
\]

}\[\square\]

5 Proof of Theorem 3

Let us first rewrite our approximate solutions of Equation (3) with error terms. There are signed measures \( \varepsilon_{\varepsilon, q'} \) such that, for all \( \bar{x} \in \mathcal{X} \),
\[ \mu_{A(\bar{x})} K_{q'} = \sum_{Y \in \mathcal{X}} P_{\mu_{A(\bar{x})}}(X(T_{q'} \in A(Y))) \mu_{A(\bar{x})} + \varepsilon_{\varepsilon, q'}.
\]

Let us now apply the “low-pass filter” \( MW_m \) on both sides of the equations. On the one hand, \( K_{q'} \) and \( MW_m \) commute. On the other hand, our linear independence (i.e. finite squeezing) hypothesis implies that the \( \varepsilon_{\varepsilon, q'} MW_m \) are linear combinations of the \( A(\bar{x}) MW_m \). Indeed, since the image \( \text{im}(MW_m) \) of \( MW_m \) is a vector space of dimension \( m \) that contains the \( m \) linearly independent \( \varepsilon \), the latter should span \( \text{im}(MW_m) \). We then get, by using the notation of the proof of Proposition 6,
\[ \boxed{\mu_{A(\bar{x})} K_{q'} = \sum_{Y \in \mathcal{X}} P_{\mu_{A(\bar{x})}}(X(T_{q'} \in \gamma(Y))) \mu_{A(\bar{x})} + \varepsilon_{\varepsilon, q'} + \text{im}(MW_m).}
\]
Random forests and intertwining

\[
v_{\bar{\nu}}K_{q'} = \sum_{\bar{y} \in \mathcal{Y}} \left( P_{\mu_{A(\bar{y})}}(X(T_{q'}) \in A(\bar{y})) + \langle \nu_{\bar{y}}, \varepsilon_{\bar{x},q'}MW_{m}^{*} \rangle \right) v_{\bar{y}}.
\]

Now, when \( q' \) goes to 0, \( P_{\mu_{A(\bar{y})}}(X(T_{q'}) \in A(\bar{y})) \) converges to \( \mu(A(\bar{y})) > 0 \), and, by Theorem 2, \( \varepsilon_{\bar{x},q'} \) goes to zero. Since our \( v_{\bar{\nu}} \) do not depend on \( q' \), this concludes the proof of the theorem.

Let us list what would be needed to give quantitative bounds on \( q' \) to ensure that we can build in this way exact solutions of (3). We would need:

1. upper bounds on the \( \varepsilon_{\bar{x},q'} \);
2. upper bounds on the \( \|\nu\|\);
3. lower bounds on the \( P_{\mu_{A(\bar{y})}}(X(T_{q'}) \in A(\bar{y})) \).

The latter are out of reach in such a general framework, the first ones are provided by Theorem 2, the second ones would be a consequence of upper bounds on the squeezing. This is the reason why we introduce the squeezing to measure joint overlap. We note that given Proposition 5 and Equation (27) in Theorem 1, we are not so far of getting such bounds. But no convexity inequality leads here to the conclusion.

Appendix: Proof of proposition 1

If such random variables exist then, for all \( \bar{x}, \bar{y} \neq \bar{x} \) and \( y \),

\[
P_{v_{\bar{\nu}}} \left( T_{\bar{\nu}} = 1, \bar{y} = \bar{y} \bigg| \bar{X}(1) = y \right) = \frac{P_{v_{\bar{\nu}}} \left( T_{\bar{\nu}} = 1, \bar{y} = \bar{y}, \bar{X}(1) = y \right)}{(v_{\bar{\nu}}P)(y)}
\]

\[
= \frac{(1 - \bar{P}(\bar{x}, \bar{\nu})) \frac{\bar{P}(\bar{x}, \bar{y})}{1 - \bar{P}(\bar{x}, \bar{\nu})} v_{\bar{y}}(y)}{(v_{\bar{\nu}}P)(y)}
\]

\[
= \frac{\bar{P}(\bar{x}, \bar{y}) v_{\bar{y}}(y)}{(v_{\bar{\nu}}P)(y)}.
\]

By summing on \( \bar{y} \) we get

\[
P_{v_{\bar{\nu}}} \left( T_{\bar{\nu}} = 1 \bigg| \bar{X}(1) = y \right) = \frac{(v_{\bar{\nu}}P)(y) - \bar{P}(\bar{x}, \bar{\nu}) v_{\bar{y}}(y)}{(v_{\bar{\nu}}P)(y)} = 1 - \frac{\bar{P}(\bar{x}, \bar{\nu}) v_{\bar{y}}(y)}{(v_{\bar{\nu}}P)(y)}.
\]

We also have

\[
P_{v_{\bar{\nu}}} \left( \bar{y} = \bar{y} \bigg| \bar{X}(1) = y, T_{\bar{\nu}} = 1 \right) = \frac{P_{v_{\bar{\nu}}} \left( \bar{y} = \bar{y}, T_{\bar{\nu}} = 1 \bigg| \bar{X}(1) = y \right)}{P_{v_{\bar{\nu}}} \left( T_{\bar{\nu}} = 1 \bigg| \bar{X}(1) = y \right)}
\]

\[
= \frac{\bar{P}(\bar{x}, \bar{y}) v_{\bar{y}}(y)}{(v_{\bar{\nu}}P)(y) - \bar{P}(\bar{x}, \bar{\nu}) v_{\bar{y}}(y)}.
\]

We are then led to build \( T_{\bar{\nu}} \geq 1 \) and \( \bar{y} \) in the following way.
1. At $t = 1$ we set $T_{\tilde{t}} = 1$ with probability $1 - \hat{P}(\bar{x}, \bar{y})v_{\bar{t}}(\hat{X}(1))/(v_{\bar{t}}P)(\hat{X}(1))$ by using a uniform random variable $U_1$ which is independent of $\hat{X}$ — it holds

$$\hat{P}(\bar{x}, \bar{y})v_{\bar{t}}(y)/(v_{\bar{t}}P)(y) \leq 1$$

for all $y \in \mathcal{P}$, as a consequence of Equation (6).

2. If we just set $T_{\tilde{t}} = 1$ we then set $\tilde{Y}_{\tilde{t}} = \tilde{y} \neq \bar{x}$ with a probability given by the ratio $\hat{P}(\bar{x}, \bar{y})v_{\bar{t}}(\hat{X}(1))/(v_{\bar{t}}P)(\hat{X}(1)) - \hat{P}(\bar{x}, \bar{y})v_{\bar{t}}(\hat{X}(1))$ by using a uniform random variable $U_1'$ that is independent of $U_1$ and $\hat{X}$. (Once again (6) ensures that these are positive quantities summing to one.)

3. If for all $s < t$ we did not decide to set $T_{\tilde{t}} = s$ then we set in the same way $T_{\bar{t}} = t$ with probability $1 - \hat{P}(\bar{x}, \bar{y})v_{\bar{t}}(\hat{X}(t))/(v_{\bar{t}}P)(\hat{X}(t))$, in which case we set $\tilde{Y}_{\bar{t}} = \tilde{y} \neq \bar{x}$ with probability $\hat{P}(\bar{x}, \bar{y})v_{\bar{t}}(\hat{X}(t))/(v_{\bar{t}}P)(\hat{X}(t)) - \hat{P}(\bar{x}, \bar{y})v_{\bar{t}}(\hat{X}(t))$. This is naturally done by using uniform random variable that are independent of $\hat{X}$ and $U_1, U_1', U_2, U_2', \ldots, U_{t-1}, U_{t-1}'$.

At this point, the key property to check is the stationarity of $v_{\bar{t}}$ up to $T_{\tilde{t}}$. To this end it suffices to check Equation (7) with $t = 1$. And one has

$$P_{v_{\bar{t}}}(\hat{X}(1) = y \mid T_{\tilde{t}} > 1) = \frac{P_{v_{\bar{t}}}(\hat{X}(1) = y, T_{\tilde{t}} > 1)}{P_{v_{\bar{t}}}(T_{\tilde{t}} > 1)}$$

$$\quad = \frac{P_{v_{\bar{t}}}(\hat{X}(1) = y) - P_{v_{\bar{t}}}(\hat{X}(1) = y, T_{\tilde{t}} = 1)}{1 - P_{v_{\bar{t}}}(T_{\tilde{t}} = 1)}$$

$$\quad = v_{\bar{t}}P(y) - v_{\bar{t}}P(y) \left( 1 - \frac{\hat{P}(\tilde{x}, \tilde{y})v_{\tilde{t}}(\tilde{y})}{v_{\tilde{t}}P(y)} \right)$$

$$\quad = \frac{v_{\bar{t}}P(y)}{1 - \sum z v_{\bar{t}}P(z)} + \sum z v_{\bar{t}}P(z) = v_{\bar{t}}(y).$$

Points (1)–(5) immediately follow.
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