Graphene-Quantum Dots Hybrid Photodetectors with Low Dark-Current Readout
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Graphene-based photodetectors have shown responsivities up to $10^8$ A/W and photoconductive gains up to $10^8$ electrons per photon. These photodetectors rely on a highly absorbing layer in close proximity of graphene, which induces a shift of the graphene chemical potential upon absorption, hence modifying its channel resistance. However, due to the semi-metallic nature of graphene, the readout requires dark currents of hundreds of $\mu$A up to mA, leading to high power consumption needed for the device operation. Here we propose a novel approach for highly responsive graphene-based photodetectors with orders of magnitude lower dark current levels. A shift of the graphene chemical potential caused by light absorption in a layer of colloidal quantum dots, induces a variation of the current flowing across a metal-insulator-graphene diode structure. Owing to the low density of states of graphene near the neutrality point, the light-induced shift in chemical potential can be relatively large, dramatically changing the amount of current flowing across the insulating barrier, and giving rise to a novel type of gain mechanism. This readout requires dark currents of hundreds of nA up to few $\mu$A, orders of magnitude lower than other graphene-based photodetectors, while keeping responsivities of $\sim 70$ A/W in the infrared, almost two orders of magnitude higher compared to established germanium on silicon and indium gallium arsenide infrared photodetectors. This makes the device appealing for applications where high responsivity and low power consumption are required.
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Modern integrated photonics heavily relies on the complementary metal-oxide-semiconductor (CMOS) technology developed on silicon (Si)[1]. The current photodetector scene is dominated by Si-based devices in the visible range (wavelength $\lambda \sim 400$ nm to 800 nm)[1]. However the $\sim 1.1$ eV bandgap of Si inhibits absorption at wavelengths $> 1.13 \mu$m[1, 2]. Si is therefore replaced by germanium (Ge) or III-V semiconductor ternary alloys such as indium gallium arsenide (InGaAs) in the near-infrared and specifically at the telecommunication-relevant wavelengths $\lambda \sim 1.55 \mu$m and $\lambda \sim 1.31 \mu$m[2]. Ge grown epitaxially on Si is the current preferred choice in the CMOS industry[3] as the integration of III-V(s) in the CMOS fabrication line remains still a challenge[2]. Furthermore, the complex process for the growth of Ge on Si[4], leaves room for more advantageous alternatives, also since back-end-of-line (BEOL) compatible integration schemes are required to exploit the full potential of 3-D integration.

Owing to the atomic thickness[5], broadband absorption[6] and ultra-high carrier mobility ($>10^5$ cm$^2$V$^{-1}$s$^{-1}$) at room temperature[7] of graphene, graphene-based optoelectronic devices feature amongst the ideal candidate photodetectors[8, 9]. The production of graphene photodetectors[10, 11] and modulators[12, 13] has been proven to be compatible with BEOL-CMOS integration[10–13], promising fast, efficient and broadband device operation[8, 9].

The performance of photodetectors can be quantified through several key figures of merit[14]. The responsivity $R_{ph}$, measured in A/W is the ratio between the collected photocurrent $I_{ph}$ and the incident light power on the detector $P_{in}$, where $I_{ph}$ represents the difference taken in module between the current measured when shining light ($I_{light}$) and in dark ($I_{dark}$)[14], i.e. $I_{ph}=|I_{light}-I_{dark}|$. The gain ($G_{ph}$) quantifies the ability of some photodetectors to extract more than one carrier upon absorption of one photon. Photodetectors possessing a gain mechanism typically yield higher $R_{ph}$ but require, in turn, higher bias. The noise equivalent power (NEP) and noise equivalent irradiance (NEI) represent the lowest detectable input power $P_{in}$ and input power density $P_D$, respectively. Another important parameter of a photodetector is the time response $\tau_{res}$, which can be related to the frequency at which the device response becomes half of the response measured with unmodulated light.

Graphene field-effect-transistor-based (GFET) photodetectors have achieved outstanding performance with $R_{ph} \sim 10^8$ A/W[15, 16] in the visible range and $R_{ph} \sim 10^7$ A/W in the near-infrared[15]. In these readouts an absorber, such as a layer of colloidal quantum dots (CQDs)[15] or the layered semiconductor MoS$_2$[16, 17], are in direct contact with graphene in a GFET. Light impinging on the absorbing layer causes the formation of electron/hole pairs; while one carrier type is donated to the graphene channel, the other is trapped in the absorbing layer, causing a shift in the chemical potential of...
graphene, hence modifying its channel resistance\cite{15–17}. However, due to the semi-metallic nature of graphene\cite{5}, a standard GFET readout scheme, relying on a graphene channel of area $A_{\text{ch}} \sim$ few tens of $\mu$m$^2$ in between two metal electrodes, can result in $I_{\text{dark}}$ rapidly approaching the $\mu$A regime with a few mV bias voltage ($V_{\text{bias}}$)\cite{18}. For comparison, germanium (Ge) on Si near-infrared photodiodes of similar footprint typically require few nA for operation\cite{19, 20}, at the expenses of responsivities $R_{\text{ph}} < 1$ A/W \cite{19, 20}. One possible solution is to replace the semi-metallic graphene channel by a semi-conducting channel of layered MoS$_2$ in Ref.\cite{21}, yielding $R_{\text{ph}} \sim 6 \cdot 10^8$ A/W, while keeping currents $< 1 \mu$A. However these devices showed a limited $\tau_{\text{res}} \sim 0.3 \text{s}$, which is not acceptable for many applications such as real-time imaging\cite{14}.

Here, we present a novel photodetector readout scheme with a novel type of gain mechanism while keeping the dark current in the nA range. This is achieved by sensitisation of a metal-insulator-graphene (MIG) diode structure\cite{22, 23} with CQDs as absorbing layer. The charge trapping upon light absorption in the CQDs layer induces a shift in the chemical potential of graphene which, in turn, generates a change in the current flowing across the oxide barrier. The shift in chemical potential can be relatively large due to the low density of states of graphene near the neutrality point\cite{24}. In turn, the shift in chemical potential of graphene can cause a relatively large change in the amount of current flowing across the barrier, due to the exponential dependency of the current on the diode barrier height, leading to a gain mechanism. This novel readout scheme leads to $R_{\text{ph}} \sim 42$ A/W in the visible and $\sim 70$ A/W in the infrared while keeping a dark current in the nA range. The infrared responsivity is almost two orders of magnitude higher than Ge on Si infrared detectors\cite{19, 20}. Our $R_{\text{ph}}$ is lower compared to some graphene-based\cite{15–17} and MoS$_2$-based photodiode hybrids\cite{21}, however here we reduce $I_{\text{dark}}$ down to the nA range, while still holding a gain mechanism together with a $\tau_{\text{res}} \sim 1.4 \cdot 10^{-4}$ s. Another advantage of our device with respect to other graphene-based photodetectors is its weak dependence on the quality of graphene used in the fabrication. This is because its detection mechanism is based on out-of plane charge transport which only weakly relies on high in-plane charge-carrier mobilities. These features make the device an appealing candidate for low-power photo-detection applications where gain is required, also fulfilling the requirements needed for CMOS.

**RESULTS**

A schematic of the device is shown in Fig.1(a), with a side view in Fig.1(b). Conventional photo-lithography is used to pattern electrodes and form MIG diodes on a rigid quartz carrier substrate. First, a titanium/aluminium (Ti/Al) anode metal with thickness 10 nm/20 nm is sputter-deposited on the substrate, followed by a lift off process. From now on we will refer to this electrode as the Ti electrode for simplicity. A titanium oxide (TiO$_2$) layer of 6 nm is then deposited via an oxygen-plasma enhanced atomic layer deposition (ALD) process to form a dielectric barrier\cite{22, 23}. This is done at $T \sim 300^\circ$C by using titanium tetrachloride (TiCl$_4$) as precursor for Ti.

Commercially available chemical vapor deposited (CVD) single-layer-graphene (SLG), grown on 25 $\mu$m thick copper (Cu)\cite{25} is transferred by means of a polymethyl-methacrylate (PMMA) assisted wet transfer method, using an aqueous iron(III)-chloride (FeCl$_3$) solution to etch the Cu substrate as described in Ref.\cite{26}. PMMA is then dissolved in acetone. Next, graphene is patterned by means of reactive ion etching (RIE) with
O₂ plasma using photolithography. Contact to graphene is provided by 25 nm of sputter-deposited nickel (Ni) followed by a lift off process, which provides ohmic contact to graphene[27].

The result of this fabrication process is shown in a false colour scanning electron microscope (SEM) image in Fig.1(c). We fabricated both detectors with a single graphene channel geometry and with two channels working in parallel, as per Fig.1(c). Lead sulphide (PbS) CQDs of diameter ∼6 nm have then been synthesized and spin-cast on the sample[10], which results in a ∼100 nm semiconducting solid-state CQD film with first excitonic peak around ∼1625 nm (Supplementary Data 1). Details on the growth of CQDs and characterisation of the SLG and CQD layers are also reported in Supplementary Data 1. Samples are then wire-bonded on a chip carrier for measurements.

The working principle of the device can be understood based on the following model. One can consider the device as composed of two parts, the metallic electrode on one side and the SLG plus the CQD layer on the other, weakly connected by the oxide barrier. In the absence of light and bias, the chemical potential is flat across the device, as shown in Fig.2(a). When a certain voltage bias \( V_{bias} \) is applied, each of the two parts composing the structure remains in local equilibrium but a chemical potential difference \(-qV_{bias} \) (\(-q \) being the electron charge) is established between them by the external voltage source Fig.2(b). Taking into account the electrostatics of the structure and band alignments (see Supplementary Data 2) we obtain the equilibrium equation, which will also be valid under illumination:

\[
V_{bias} = (\Phi_{Ti} - \Phi_{SLG}^0) + \frac{q(n_{SLG} - \Delta n)}{C} + \frac{\Delta \mu_{SLG}}{q}.
\]  

Here, \( \Phi_{Ti} \) is the titanium work function, \( \Phi_{SLG}^0 \) the work function of undoped graphene, and \( C \) the capacity per unit area of the junction. The variable \( n_{SLG} \) is the electronic density in the SLG layer, while \( \Delta n = n_{Ti} + n_{SLG} \) the number of electrons per unit area transferred from the CQDs layer to the junction (\( n_{Ti} \) being the electron density on the Ti surface). This charge transfer is present also in the dark due to charge redistribution between the different parts of the device and it depends on \( V_{bias} \); we checked the impact of this contribution with numerical simulations and decided to neglect it since it does not alter significantly the results. We also neglected, in our analysis, the presence of residual carrier concentration in graphene due to impurities, since it cannot be directly measured and it also has a minor impact on the results of our model. However, in our photo-detection scheme, \( \Delta n \) induced by illumination is a dominant factor. Finally, \( \Delta \mu_{SLG} = v_D \text{sgn}(n_{SLG}) \sqrt{\pi / n_{SLG}} \) is the shift in chemical potential due to the change in charge carrier concentration[28], \( v_D \approx 10^6 \text{ m/s} \) being the Dirac velocity in graphene[29]. The first term in Eq.(1) describes the charge transfer due to the difference in work function between SLG and Ti; the second is the electrostatic potential difference due to the redistribution of charges, while the last term accounts for the quantum capacitance of SLG[30], or in simpler words, for the change of the chemical potential due to a variation of the electronic density. The latter effect is negligible in three
dimensional metallic systems due to their large density of states that can easily accommodate additional electrons without significant changes in the work function, but plays an important role in graphene because of its vanishing density of state close to the charge neutrality point[30]. Solving Eq.1 allows us to draw the band diagram of Fig.2(b).

Electrons can travel through the barrier due to its finite transmittivity. The total current depends on the applied bias and the height of the barrier. These two factors determine the asymmetric dark current density-voltage characteristics. Using a simple model[22, 31, 32], as discussed in Supplementary Data 2, we calculate the flow of current in the device, obtaining the dash-dot red line in Fig.3(a). Our model takes into account energy-conserving jumps of electrons between the two sides of the oxide barrier. The number of jumps per unit time at a given energy is controlled by the number of possible starting and final states at that energy, quantified by the densities of states, by the occupation of the initial and final states, determined by the Fermi distribution, and by an energy dependent probability of transmission across the barrier[33]. The total current is then proportional to the sum over energies of the number of jumps per unit time at each energy.

A fraction of the light impinging on the device is absorbed and generates electron-hole pairs in the CQDs layer. A smaller fraction of these photo-generated carriers are then transferred to the SLG layer. The external quantum efficiency QE measures this fraction of electrons absorbed and transferred to SLG, triggered by absorption of one photon.

The amount of charge \(\Delta n(V_{\text{bias}}, P_D)\) added to the diode area \(A_{\text{ph}}\) due to light illumination at small \(P_D\) is:

\[
\Delta n(V_{\text{bias}}, P_D) \approx \Delta n(V_{\text{bias}, 0}) + \tau_{\text{tr}}QE \frac{P_D}{E_{\text{ph}}}.
\] (2)

Here \(E_{\text{ph}}\) is the energy of a single incident photon, which can be calculated as \(E_{\text{ph}} = h\nu/\lambda\), with \(h\) being the Planck constant, \(c\) being the speed of light in vacuum, and \(\tau_{\text{tr}}\) is the average time a photo-generated electron spends in the device. It can be noted that \(P_D/E_{\text{ph}}\) is the number of photons per unit of area and time impinging on the device. We assume that \(\tau_{\text{tr}}\) does not depend on \(V_{\text{bias}}\).

As a result, the chemical potential of graphene \(\Delta \mu_{\text{SLG}}\) grows because of the presence of these additional electrons according to Eq.1 (see also Fig.2(c)), while the bias is kept constant. This produces a lowering of the barrier on the SLG side that enhances the current with respect to the value in absence of illumination. This extra current, i.e. \(I_{\text{ph}}\), represents the light signal of our photodetector. The expression for QE in relation to \(I_{\text{ph}}\) and \(R_{\text{ph}}\) is then[14]:

\[
\text{QE} = \frac{I_{\text{ph}}}{P_{\text{in}}/E_{\text{ph}}} = \frac{R_{\text{ph}}}{GE_{\text{ph}}}.
\] (3)

Here \(G_{\text{ph}}\) is the gain and it accounts for the fact that one single photon can produce a distortion of the barrier that affects the motion of many other electrons. This results in multiple charge carrier detections upon absorption of a single photon, leading to a gain mechanism. Ge and InGaAs photodiodes do not possess a gain mechanism \((G_{\text{ph}}=1)\), then the overall charge extraction efficiency \(\text{QE} \cdot G_{\text{ph}}\) is limited up to 100%[34, 35].

Making use of Eq.1-2 and the conduction model detailed in Supplementary Data 2 it is possible to calculate the responsivity of the photodetector in the regime of small powers. The combination of the two equations yields:

\[
R_{\text{ph}}(V_{\text{bias}}, P_D \rightarrow 0) = \frac{g_{\tau_{\text{tr}}}}{h\nu R_{\text{tr}}C_{\text{tot}}}.
\] (4)

where \(C_{\text{tot}} = A_{\text{ph}}(C + C_{\text{diff}})\) is the total capacity, \(C_{\text{diff}} \equiv e^2\partial n_{\text{SLG}}/\partial \Delta \mu_{\text{SLG}}\) being the differential quantum capacitance of SLG, and \(R_{\text{tr}}\) is the transfer resistance given by \(R_{\text{tr}} \equiv (\partial qI/\partial \Delta \mu_{\text{SLG}})^{-1}\). Here the derivative should be taken at zero power and constant \(V_{\text{bias}}\). The transfer resistance can also be estimated using the differential resistance in dark, i.e. \(R_{\text{tr}} \approx (\partial J_{\text{dark}}/\partial V_{\text{bias}})^{-1}\). These two numbers can be calculated within our model and the final result gives a theoretical trend for \(R_{\text{ph}}\) shown in Fig.3(b) as a red dash-dot line.

We now discuss experimental results, measuring the response of the device in dark and upon light illumination. The bias \(V_{\text{bias}}\) is supplied to the sample by a data acquisition system (DAQ) board, while the drain electrode is connected to an Ithaco Current Preamplifier, and then back to the DAQ to read the output current \(I\). All measurements are taken in vacuum. The dark-blue curve in Fig.3(a) represent the current density-voltage device characteristics when a \(V_{\text{bias}}\) voltage is applied to the Ti electrode, while the Ni/graphene contact is grounded. The current density \(J\) is calculated as \(I/A_{\text{ph}}\), with \(A_{\text{ph}}\) being the area of the barrier region, also corresponding to the photoactive area. The electrical behaviour of the device follows the expected asymmetric diode-like behaviour of our theoretical model, while using only one fit parameter (an overall multiplicative constant).

For the optoelectronic measurements of the device, we use laser diodes of wavelengths \(\lambda=685\text{ nm}\) and \(\lambda=1625\text{ nm}\). We modulate the light impinging on the device \textit{via} a sinusoidal 30 Hz signal from an Agilent Function Generator. We then record a current signal of 10 seconds (\(\Delta t\)) using 10 kHz sampling frequency \((F_S)\) in order to measure the signal power spectral density \(S_I\). Specifically, \(S_I\), which is a function of frequency \(f\) and it is measured in \(\text{A}^2/\text{Hz}\) units, can be extracted by performing the fast Fourier transform (FFT) of the recorded signal\[36]\:

\[
S_I(f) = \frac{1}{\Delta t \cdot F_S} |\text{FFT}|^2.
\] (5)
FIG. 3. (a) Current density-bias voltage device characteristics in dark. The red dash-dot line is the trend of current density predicted by our theoretical model, while the solid dark-blue line is measured experimentally. (b) Device responsivity $R_{ph}$ (left axis)/external quantum efficiency (right axis) upon light illumination when using a λ=1625 nm laser, measured at increasing power irradiances ($P_b$) (coloured circles). The red dash-dot line is the trend of $R_{ph}$ predicted by our theoretical model. Data within -0.74 V $< V_{bias} <$ 0.34 V has been hidden as the light response falls within the noise level of the used instrumentation.

A peak appearing at 30 Hz in the $S_I$ trend plotted as a function of $f$ ($S_I|_{30Hz}$) is thus the fingerprint of the device being able to detect the light signal. The responsivity $R_{ph}$ of the device can then also be calculated as:

$$R_{ph} = \frac{2\sqrt{2 \cdot S_I|_{30Hz}}}{P_D \cdot A_{ph} \cdot \frac{I_{ph}}{V_{bias} \cdot \frac{I_{ph}}{R_{in}}}},$$

where $P_D$ is the power density value at which we measure $S_I|_{30Hz}$ and the device photoactive area $A_{ph}$ is $\sim 210 \mu m^2$.

Shining light results in an increase of the current flowing across the barrier, as anticipated in Fig. 2(c), at sufficiently positive (or negative) bias. Fig. 3(b) plots the device $R_{ph}$ as a function of $V_{bias}$ at several light power densities $P_D$ and when shining infrared light. A detectable photo-induced signal is present at $V_{bias} \approx 0.74$ V and $V_{bias} \approx 0.34$ V. At -0.74 V $< V_{bias} <$ 0.34 V the signal is too low and disappears in the noise, due to the use of bulk readout instruments. $R_{ph}$ is higher at lower $P_D$ and it reaches values as high as $\sim 3 \cdot 10^{4}$ A/W at 1 V and $P_D \approx 0.08$ W/m$^2$. However, optimal $R_{ph}$ at operating $V_{bias} \sim 0.5$-0.8 V (low dark current regime) will be determined later on with power-dependent measurements. The theoretical trend of $R_{ph}$ is in reasonable agreement with experimental data, even though only one fit parameter (an overall multiplicative constant) was used. An $R_{ph}$ much higher than 1 A/W suggests the presence of a gain mechanism, as for photodetectors, meaning that multiple electrons are collected upon absorption of one photon[14].

$QE \cdot G_{ph}$, shown on the right axis of Fig. 3(b), reaches values up to $\sim 10^4\%$ at the operating voltage 0.5 V and values above 10$^6\%$ at 1 V. The magnitude of the two components ($QE$ and $G_{ph}$) is difficult to unravel in our device, as these depend on unknown parameters such as the charge trapping time and the charge-transfer efficiency at the interface between CQD and SLG.

To further compare with Ge and InGaAs technologies, we plot in Fig. 4(a) $R_{ph}$ as a function of current density $J$ in dark ($J_{dark}$) at 1625 nm wavelength. The latter is the current density flowing in the device in dark at the $V_{bias}$ necessary to achieve that $R_{ph}$ upon illumination. Here we focused on positive $V_{bias}$ as a stronger light response can be achieved compared to the negative branch. The $J_{dark}$ flowing in our devices around 0.1-1 A/cm$^2$ (i.e. 0.5-0.6 V $V_{bias}$) are at least two orders of magnitude higher than Ge and InGaAs photodiodes, but they also allow us to deliver about two orders of magnitude improvement in $R_{ph}$. Other CQD-SLG hybrid photodetectors relying on lateral transport in a GFET configuration can yield $R_{ph}$ up to $10^6$ A/W in the infrared, but at the expenses of $J_{dark}$ $\sim 10^3$ A/cm$^2$[15].

We then characterise the device time response monitoring the height of $S_I$ while varying the frequency of the sinusoidal signal modulating the laser light. We use a $V_{bias} = 0.6$ V and 1 W/m$^2$ power density at $\lambda=1625$ nm. Fig. 4(b) plots the signal attenuation, defined as $10 log_{10}(S_I|_{f_m}/S_I|_{30Hz})$, where $S_I|_{f_m}$ is the $S_I$ measured at frequency $f_m$ while modulating light with a sinusoid of frequency $f_m$. The signal halves (or decreases by 3 dB) at around 1.1 kHz, which is known as the cut-off frequency $f_{cut-off}$. This determines the device time response $\tau_{res} = 1/(2\pi f_{cut-off}) = 1.4 \cdot 10^{-4}$ s, i.e. 0.14 ms, likely limited by the lifetime of photo-generated electrons. This is about three orders of magnitude faster than high-responsivity photodetectors relying on MoS$_2$[21].

The importance of noise is crucial in photodetec-
FIG. 4. (a) Responsivity $R_{ph}$ as a function of current density $J_{dark}$ flowing in the device without illumination, plotted at four different power densities $P_D$. The red dash-dotted line is the result of our theoretical model. Coloured areas on the bottom-left and top-right of the graph highlight the regions of $R_{ph}$ versus $J_{dark}$ where modern InGaAs, Ge and lateral GFET-based photodetectors stand. (b) Bode diagram of the photoresponse attenuation (dB units) as a function of frequency, with emphasis on the 3 dB cutoff.

tors to determine figures of merit such as NEI and NEP\cite{14}. The predominant sources of noise in graphene devices are a combination of local fluctuations in the charge carrier density\cite{37}, local fluctuations in the carrier mobility\cite{38} and contact resistance\cite{39}. In dark, we observe at each bias a $1/f$ trend of $S_I$, which corresponds to Flicker noise, and it is the typical type of noise observed in graphene-based devices\cite{40}, as well as in other 3-D material systems\cite{41, 42} such as metal-insulator-semiconductor transistors\cite{43} and photodetectors\cite{44}. Specifically, Ref.\cite{37} attributed the origin of Flicker noise in graphene to the random trapping/de-trapping of charge carriers at the interface with the oxide supporting the graphene layer, which ultimately affects transport across the material. In 3-D metal-insulator-semiconductor structures, noise is also originated from the charge trapping in the insulating layer, influencing electronic transport\cite{43, 44}. These mechanisms explain the overall $1/f$ trend observed in Fig.5(a). At frequencies $>40$ Hz, we start detecting the 50 Hz mains hum and its harmonics, which explains the peaks in the figure. A larger bias causes $S_I$, to rise accordingly, which is typical of Flicker noise in electronic devices where $S_I$ is proportional to the average squared direct current $I^2$ measured at the respective bias\cite{40, 44}. This bias-dependent $1/f$ behaviour of $S_I$ leads to a trade-off when choosing the optimum operating point in our photodetectors, as higher biases can eventually yield a better photo-signal, but also an increase in the electronic noise, other than an increase in the power consumption.

In order to benchmark the device noise we calculate the parameter $\beta$, defined as\cite{45}:

$$\beta = \frac{S_I}{I^2} \cdot A_{ch} \cdot f,$$

where $A_{ch}$ is the graphene channel area and $f$ is the frequency at which $\beta$ is calculated, which is typically set to 1 Hz. Furthermore, here we use $A_{ch}$ rather than $A_{ph}$ as also the area off the barrier/junction region may originate $1/f$ noise. The unit of $\beta$ is $[\mu m^2]$. As $S_I$ is proportional to $I^2$ in our $1/f$-dominated devices, $S_I/I^2$ is independent of bias. We can thus calculate a $\beta$ of $\sim 4 \cdot 10^{-5} \mu m^2$ at 1 Hz, when having a $A_{ch} = 595 \mu m^2$. This number is consistent with that obtained in other graphene devices on SiO$_2$/Si substrates\cite{37, 45} and could be reduced down to $\beta$ in the order of $10^{-9} \mu m^2$ replacing TiO$_2$ with hexagonal boron nitride (hBN)\cite{45}.

From these noise curves, we can estimate the device NEI by performing a power-dependence study at $V_{bias}$ ranges of 0.5-0.8 V for excitation of visible and near-infrared light. As seen in Fig.5(b), $I_{ph} = 2 \sqrt{2 \cdot S_I} \cdot \sigma_{ph}$ is flat at small power densities $P_D < 0.03 W/m^2$, as the device photoresponse is masked by the noise. Regardless of the bias that is used, $I_{ph}$ then grows linearly in the range $\sim 0.03-1 W/m^2$. We can thus adopt 0.03 W/m$^2$ as the device NEI, independent on the applied bias voltage. The NEI remains unchanged in the infrared as shown in Fig.5(c). At power densities $>1 W/m^2$, the slope of $I_{ph}$ changes, suggesting saturation of the CQD absorption\cite{15}. The device NEP=NEI$\cdot A_{ch}$ is $\sim 1.8 \cdot 10^{-11} W$. Using $I_{ph}$ in Fig.5(b) and (c) we can extract $R_{ph}$ through Eq.6 at optimal $P_D$, i.e. at $P_D$ close to the NEI, both for visible and infrared light. We obtain a $R_{ph} \sim 42 A/W$ in the visible and $R_{ph} \sim 70 A/W$
in the infrared at $V_{\text{bias}} = 0.5 \text{ V}$, corresponding to an $I_{\text{dark}} \sim 700 \text{ nA}$ ($I_{\text{dark}} \sim 0.3 \text{ A/cm}^2$). The infrared responsivity is about two orders of magnitude higher than that obtained with Ge on Si devices[19, 20, 34] and InGaAs photodiodes[35], while the novel readout presented keeps $I_{\text{dark}}$ in the nA regime.

**DISCUSSION**

These numbers confirm the potential of our novel device concept as a compelling candidate for efficient photodetectors for infrared wavelengths. The readout method can pave the way for cheap, low-power consumption graphene-based image sensors. This would create an alternative to Ge on Si devices or InGaAs cameras, whose prohibitive price is currently hindering the diffusion of such technology on a large scale. Optimisation of the device geometry, interfaces and oxide material/thickness could further boost the performance of the photodetector in terms of noise suppression, which would allow light-harvesting at lower optical power densities. Furthermore, the readout concept utilised in this work and its relative gain mechanism could be attained with alternative sensitising layers other than the CQDs, such as perovskites or biomolecules.
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SUPPLEMENTARY DATA 1: GROWTH AND CHARACTERISATION

CQD Growth

The growth of CQDs is performed by injecting the sulfur precursor (octadecene-diluted bis(trimethylsilyl)sulfide [(TMS)₂S]) in a three neck round bottom flask, using a syringe pump[S1]. The flask also contains a lead (Pb)-oleate solution, which acts as the lead precursor[S1]. This is prepared by mixing lead oxide (PbO), oleic acid and octadecene at ∼90°C overnight under vacuum. The solution is then heated at ∼100°C to finalise the CQD preparation[S1]. Furthermore, as-synthesized CQDs were cadmium chloride (CdCl₂)-treated for passivation[S2, S3]. The PbS CQDs were washed with ethanol three times before making devices. A layer-by-layer method was then used to spin cast the CQDs on the sample to build a layer of ∼100 nm[S4]. A ligand exchange process was performed while spin-casting, in order to replace the long oleate ligands, resulting from CQDs growth, with shorter bidentate ligands of ethanedithiol (EDT)[S4]. This turns the CQD-layer in a semiconducting solid state film[S4].

Characterization of SLG and CQDs

The quality of graphene after transfer on the quartz substrate is monitored by performing Raman spectroscopy at an excitation wavelength of λ ~ 532 nm. We used a Renishaw InVia spectrometer equipped with 100× objective lens and kept laser power <1 mW to avoid any damage or heating effect. Three representative spectra measured in proximity of the active area are shown in Fig.S1(a). The most prominent feature of graphene is the 2D peak[S5]. Here the 2D peak at ∼2682 cm⁻¹ is a single Lorentzian with average full-width-at-half maximum (FWHM) of ∼33 cm⁻¹, a proof of single layer graphene[S5, S6]. The D peak around ∼1350 cm⁻¹ is undetectable indicating negligible defects and a good transfer method[S7].

Fig.S1(b) shows the absorbance spectrum of the fabricated CQDs solution, measured with a UV-Vis-NIR spectrometer. The exciton peak at ∼1625 nm is in correspondence with one of the two wavelengths utilized during the
optoelectronic measurements, as expected. The other wavelength utilized in this work (685 nm) is also highlighted in the graph.

SUPPLEMENTARY DATA 2: THEORY

Band Diagram

Here we describe how the band diagram of our device is calculated. The band diagram requires the knowledge of the electrostatic potential and other material-related parameters. The latter are summarized in Fig.S2 and Tab.I.

![Band Diagram](image)

FIG. S2. Band diagram of the different parts of the device with all layers forming the heterostructure disconnected

| Parameter       | Value | Unit | Reference |
|-----------------|-------|------|-----------|
| $q\chi_{CQD}$   | 3.9   | eV   | Ref.S8    |
| $E_{g,CQD}$     | 0.7   | eV   | Ref.S8    |
| $q\Phi_{SLG}^0$ | 4.6   | eV   | Refs.S9, S10 |
| $q\chi_{TiO_2}$ | 4.0   | eV   | Ref.S11   |
| $E_{g,TiO_2}$   | 3.0   | eV   | Ref.S11   |
| $\epsilon_{TiO_2}$ | 15   | -    | Ref.S12   |
| $m_{TiO_2}^*$   | 1     | $m_e$| -         |
| $q\Phi_{Ti}$    | 4.3   | eV   | Ref.S13   |
| $k_B T$         | 0.026 | eV   | -         |

TABLE I. Parameters used in device simulation

Furthermore, the thickness of the CQD layer and the TiO$_2$ are measured to be $\sim$100 nm and $\sim$6 nm, respectively.

In order to calculate the electrostatic potential in the structure we use Gauss’s theorem. The electric field $\mathbf{E}$ is directed along the direction $z$ perpendicular to the layers forming the structure. We fix the origin of $z$ at the surface of the Ti electrode and we get:

$$\epsilon(z)E_z(z) - \epsilon(0^-)E_z(0^-) = -\frac{q}{\epsilon_0} \int_{0^-}^{z} dz' n(z'),$$

(S1)

where $\epsilon(z)$ is the relative dielectric constant at the position $z$, and $n(z)$ is the electronic density. The second term in
Eq.S1 is zero because the electric field vanishes in the metal. We can then write the electronic density as:

\[ n(z) = n_{Ti_1}(z) + n_{SLG}(z - t_{TiO_2}) \]

\[ + n_{CQD}(z) \theta(z - t_{TiO_2}) \theta(t_{TiO_2} + t_{CQD} - z), \]

(S2)

where \( \delta(z) \) and \( \theta(z) \) are the Dirac delta and Heaviside step function respectively. In writing Eq.S2 we took into account the fact that no charge is accumulated in the oxide barrier, while surface charges \( n_{Ti_1} \) and \( n_{SLG} \) accumulate at the surface of Ti and in the SLG layer. Combining Eqs.S1-S2 yields:

\[ E_z(z) = \begin{cases} \frac{q \mu_{Ti_1}}{\epsilon_0 t_{TiO_2}} & \text{if } 0 < z < t_{TiO_2} \\ -q \int_{t_{TiO_2}}^{z} n_{Ti_1} + n_{SLG} + \int_{z}^{t_{TiO_2}} n_{CQD}(z') \, dz' & \text{if } t_{TiO_2} < z < t_{TiO_2} + t_{CQD} \\ 0 & \text{if } t_{TiO_2} + t_{CQD} < z. \end{cases} \]

(S3)

Note that in order for the electric field to vanish outside the device the total charge should be zero, i.e. \( n_{Ti_1} + n_{SLG} = \Delta n \), where:

\[ \Delta n = -\int_{t_{TiO_2}}^{t_{TiO_2} + t_{CQD}} dz' n_{QD}(z'), \]

(S4)

is the total number of electrons per unit area transferred from the CQD layer to the rest of the device. The electrostatic potential \( \phi(z) \) can be calculated by integrating:

\[ \phi(z) = -\int_{0}^{z} dz' E_z(z'), \]

(S5)

where we chose to fix the arbitrary constant \( \phi(0) = 0 \). Next, the electrostatic potential difference between SLG and Ti is:

\[ \phi_{SLG} - \phi_{Ti_1} = \frac{q n_{Ti_1}}{C} = \frac{q (\Delta n - n_{SLG})}{C}, \]

(S6)

where \( C = \epsilon_0 t_{TiO_2} / t_{TiO_2} \) is the capacity per unit area of the junction (here \( \epsilon_0 \) is the vacuum permittivity, while \( \epsilon_{TiO_2} \sim 15[23] \) is the relative dielectric constant of the oxide barrier and \( t_{TiO_2} \) its thickness).

We now calculate the chemical potential in SLG and Ti. In the Ti electrode the chemical potential is equal to \( \mu_{Ti_1} = -q \phi_{Ti_1} - q \Phi_{Ti} \) where \( \phi_{Ti_1} \) is the electrostatic potential in the in Ti and \( q \Phi_{Ti} \approx 4.3 \text{ eV} \) the Ti work function. In SLG the chemical potential is given instead by \( \mu_{SLG} = -q \phi_{SLG} - q \Phi_{SLG} + \Delta \mu_{SLG} \), where \( \phi_{SLG} \) is the electrostatic potential in SLG, \( q \Phi_{SLG} \approx 4.6 \text{ eV} \) is the work function of electron-doped graphene, and \( \Delta \mu_{SLG} = \mu_{Ti_1} - \mu_{SLG} \) is the shift in chemical potential due to doping, \( \mu_{Ti_1} \approx 10^8 \text{ m/s} \) being the Dirac velocity in graphene and \( n_{SLG} \) its electronic density. The external voltage source imposes a difference in chemical potential of \( -q V_{bias} \) between Ti and SLG, i.e.:

\[ -q V_{bias} = \mu_{Ti_1} - \mu_{SLG}. \]

(S7)

Substituting Eq.S7 in Eq.S6 we obtain the equilibrium equation (Eq.1) in the main text. In principle Eq.1 should be solved self-consistently together with the Poisson equation in the CQD region. To simulate our device we neglect, for the sake of simplicity, \( \Delta n \) in the absence of light. This approximation can be justified as the chemical potential of isolated CQD is not far from the charge neutrality point of SLG. Moreover, simulations based on this approximation reproduce fairly well experimental data. Neglecting \( \Delta n \), Eq.1 can be solved numerically for \( \Delta \mu_{SLG} \) as a function of \( V_{bias} \).

**Conduction through the oxide barrier**

The current flowing through the junction can be calculated following for example Refs.S14, S15. We consider the current as generated by instantaneous energy-conserving jumps between Ti and SLG. At a given energy \( \epsilon \), the contribution to the current coming from states at energy between \( \epsilon \) and \( \epsilon + d\epsilon \) is:

\[ \gamma A_{ph} D_{SLG}(\epsilon) D_{Ti_1}(\epsilon)[f_{SLG}(\epsilon) - f_{Ti_1}(\epsilon)]T(\epsilon)d\epsilon, \]

(S8)
where $D_{\text{SLG}}(\epsilon)$ and $D_{\text{Ti}}(\epsilon)$ are the densities of states per unit area of SLG and Ti, which measure the number of possible initial and final states; $f_{\text{SLG/Ti}}(\epsilon) \equiv f[(\epsilon - \mu_{\text{SLG/Ti}})/(k_B T)]$, with $f(x) = (1 + e^{x})^{-1}$, are the Fermi-Dirac occupation factors that measure the availability of the states for conduction, $T(\epsilon)$ is the probability for an electron injected in the barrier at energy $\epsilon$ to cross it, and $\gamma$ is a constant that takes into account the probability of transition from SLG to the oxide and from oxide to the metal (and vice versa). We expect the density of state of Ti to be slowly varying in the energy range where transitions occur. We therefore approximate it with a constant and regroup $D_{\text{Ti}}$ and $\gamma$ in a single constant (with the units of a current) $I_0 = \gamma D_{\text{Ti}}$. The density of states of SLG reads instead:

$$D_{\text{SLG}}(\epsilon) = \tilde{D} \left[ \epsilon - (-q\phi_{\text{SLG}} - \Phi_{\text{SLG}}^0) \right], \quad (S9)$$

where $\tilde{D}(\epsilon) = 2|\epsilon|/(\pi \hbar^2 v_F^2)$ is the density of states per unit area of SLG referred to the charge neutrality (Dirac) point, and $-q\phi_{\text{SLG}} - \Phi_{\text{SLG}}^0$ is the energy of the Dirac point (See Fig.S2).

The conduction across the barrier happens by transmission or tunnelling through the conduction band of TiO$_2$. Hole conduction in the valence band is strongly suppressed because of the asymmetric band alignment. We approximate the transmission probability $T(\epsilon)$ of a trapezoidal barrier, i.e.:

$$T(\epsilon) = T_{\text{TB}}(\epsilon, -q\chi_{\text{TiO}_2} - q\Phi_{\text{Ti}} - q\chi_{\text{TiO}_2} - q\phi_{\text{SLG}}), \quad (S10)$$

where:

$$T_{\text{TB}}(\epsilon, \Delta_1, \Delta_2) = \exp \left\{ \frac{2\alpha [\theta(\Delta_2 - \epsilon)(\Delta_2 - \epsilon)^{3/2} - \theta(\Delta_1 - \epsilon)(\Delta_1 - \epsilon)^{3/2}]} {3(\Delta_1 - \Delta_2)} \right\}, \quad (S11)$$

$T_{\text{TB}}(\epsilon, \Delta_1, \Delta_2)$ is the transmissivity at the energy $\epsilon$ of a one dimensional trapezoidal potential barrier[S16] whose two edges are located at the energies $\Delta_1$ and $\Delta_2$, calculated within the Wentzel–Kramers–Brillouin approximation[S16], and $\alpha = 2t_{\text{TiO}_2}\sqrt{2m_{\text{TiO}_2}\Phi}/\hbar$, with $m_{\text{TiO}_2}$ being the conduction band mass of TiO$_2$. Note that the energy difference between the two sides of the barrier is due to the electrostatic potential difference (Eq.S6). The analysis of more complicated barrier-lowering effects, like image-charge potential, is outside the scope of this work.

Substituting Eqs.S9-S10-S11 into Eq.S8, integrating over the energy and using $T_{\text{TB}}(\epsilon + \delta, \Delta_1 + \delta, \Delta_2 + \delta) = T_{\text{TB}}(\epsilon, \Delta_1, \Delta_2)$ for every $\delta$, we obtain:

$$I = I_0 A_{\text{ph}} \int_{-\infty}^{\infty} \tilde{D}(\epsilon + \Delta\mu_{\text{SLG}} - qV_{\text{bias}}/2) \left[ f(\frac{\epsilon - qV_{\text{bias}}/2}{k_B T}) - f(\frac{\epsilon + qV_{\text{bias}}/2}{k_B T}) \right] T_{\text{TB}}(\epsilon, \Delta_1, \Delta_2) d\epsilon, \quad (S12)$$

where $\Delta_1 = -q\chi_{\text{TiO}_2} + q\Phi_{\text{Ti}} - qV_{\text{bias}}/2$, and $\Delta_2 = -q\chi_{\text{TiO}_2} + q\Phi_{\text{SLG}}^0 - \Delta\mu_{\text{SLG}} + qV_{\text{bias}}/2$. We used Eq.S12 to calculate the theoretical curve in Fig.3(a). We can separate Eq.S12 into three contributions. The first one is the contribution from electrons passing above the barrier, i.e. with $\epsilon > \max(\Delta_1, \Delta_2)$, where the transmissivity $T_{\text{TB}}(\epsilon, \Delta_1, \Delta_2)$ is unity. This is called thermoionic current $I_{\text{th}}$ and reads:

$$I_{\text{th}} = I_0 A_{\text{ph}} \int_{\max(\Delta_1, \Delta_2)}^{\infty} D_{\text{SLG}}(\epsilon + \Delta\mu_{\text{SLG}} - qV_{\text{bias}}/2) \left[ f(\frac{\epsilon - qV_{\text{bias}}/2}{k_B T}) - f(\frac{\epsilon + qV_{\text{bias}}/2}{k_B T}) \right] d\epsilon. \quad (S13)$$

On the other side, electrons at smaller energy need quantum mechanical tunnelling to cross at least part of the barrier. The tunnelling current is given by:

$$I_{\text{tunn.}} = I_0 A_{\text{ph}} \int_{-\infty}^{\max(\Delta_1, \Delta_2)} D_{\text{SLG}}(\epsilon + \Delta\mu_{\text{SLG}} - qV_{\text{bias}}/2) \left[ f(\frac{\epsilon - qV_{\text{bias}}/2}{k_B T}) - f(\frac{\epsilon + qV_{\text{bias}}/2}{k_B T}) \right] T(\epsilon, \Delta_1, \Delta_2) d\epsilon. \quad (S14)$$

Moreover it is useful to separate the $k_B T \to 0$ limit of Eq.S14 that we dub ‘standard tunnelling’ current:

$$I_{\text{n.t.}} = I_0 A_{\text{ph}} \int_{-\infty}^{qV_{\text{bias}}/2} D_{\text{SLG}}(\epsilon + \Delta\mu_{\text{SLG}} - qV_{\text{bias}}/2) T(\epsilon, \Delta_1, \Delta_2) d\epsilon. \quad (S15)$$

The remaining part $I_{\text{n.t.}} = I_{\text{tunn.}} - I_{\text{n.t.}}$ is instead referred to as ‘thermally-activated tunnelling’ current. Finally,

$$I = I_{\text{th}} + I_{\text{n.t.}} + I_{\text{n.t.}}. \quad (S16)$$

Our calculations suggest that in this type of device the dominant contribution comes either from thermally-activated tunnelling or from thermionic emission as already suggested in Ref.S17. It is difficult to distinguish experimentally between these two effects since they have similar temperature and barrier height dependence. Nevertheless, a distinction between these two effects is not required for modelling the photocurrent. The inclusion of more complicated barrier-lowering effects can however modify this scenario.
In this section we analyse theoretically the mechanism of photocurrent generation in our photodetectors. We thus calculate the current flowing in the device in presence of a finite incident light power. We can consider Eq.S12 as a function of the bias voltage $V_{\text{bias}}$ and of the SLG chemical potential shift $\Delta \mu_{\text{SLG}}$. All the other parameters appearing in the integral are constant. Mathematically we have:

$$I = I[V_{\text{bias}}, \Delta \mu_{\text{SLG}}(V_{\text{bias}}, P_D)], \quad (S17)$$

where we stress that $V_{\text{bias}}$ does not depend on the illumination condition, while $\Delta \mu_{\text{SLG}}$ depends both on the bias voltage and on the incident power density. The photocurrent is obtained as difference in the presence of light and in the dark. This yields:

$$I_{\text{ph}}(V_{\text{bias}}, P_D) = I[V_{\text{bias}}, \Delta \mu_{\text{SLG}}(V_{\text{bias}}, P_D)] - I[V_{\text{bias}}, \Delta \mu_{\text{SLG}}(V_{\text{bias}}, P_D = 0)]$$

$$\approx \frac{\partial I[V_{\text{bias}}, \Delta \mu_{\text{SLG}}(V_{\text{bias}}, P_D = 0)]}{\partial P_D} P_D$$

$$= \frac{\partial I[V_{\text{bias}}, \Delta \mu_{\text{SLG}}(V_{\text{bias}}, P_D = 0)]}{\partial \Delta \mu_{\text{SLG}}} \frac{\partial \Delta \mu_{\text{SLG}}(V_{\text{bias}}, P_D = 0)}{\partial P_D} P_D$$

$$= \frac{1}{q R_{\text{tr}}} \frac{\partial \Delta \mu_{\text{SLG}}(V_{\text{bias}}, P_D = 0)}{\partial P_D} P_D, \quad (S18)$$

where in the second line we approximated to the linear order in the power density (we are interested here in the low-power linear response), while in the third line we applied chain rule for derivation. In the last line we defined the transfer resistivity as:

$$\frac{1}{R_{\text{tr}}} = q \frac{\partial I[V_{\text{bias}}, \Delta \mu_{\text{SLG}}(V_{\text{bias}}, P_D = 0)]}{\partial \Delta \mu_{\text{SLG}}}. \quad (S19)$$

This quantity measures how much a change in the barrier height affects the current. Note that despite having units of resistance $R_{\text{tr}}$ differs from a resistance for two reasons: first, it is a differential quantity, relating current variations to voltage variations, and, second, it relates the current flowing in the device to a voltage that is not the total bias voltage. The transfer resistance $R_{\text{tr}}$ can be calculated by differentiating Eq.S12 under the integral sign and then performing the integral numerically. As stated in the main text $R_{\text{tr}}$ can be approximated using the differential resistance in dark. We checked numerically the validity of this approximation without giving it a formal justification.

To calculate the derivative appearing in the last line of Eq.S18 we substitute Eq.2 into Eq.1 and differentiate with respect to the power density $P_D$. We then obtain:

$$0 = \frac{q}{C} \left( \frac{d n_{\text{SLG}}}{d \Delta \mu_{\text{SLG}}} \frac{\partial \Delta \mu_{\text{SLG}}}{\partial P_D} - \frac{\tau_{\text{tr}} Q E}{E_{\text{ph}}} \right) + \frac{\partial \Delta \mu_{\text{SLG}}}{\partial P_D}. \quad (S20)$$

Solving for $\partial \Delta \mu_{\text{SLG}}/\partial P_D$ yields:

$$\frac{\partial \Delta \mu_{\text{SLG}}}{\partial P_D} = \frac{q^2 \tau_{\text{tr}} Q E}{E_{\text{ph}} \left( C + q^2 \frac{d n_{\text{SLG}}}{d \Delta \mu_{\text{SLG}}} \right)} = \frac{q^2 \tau_{\text{tr}} Q E A_{\text{ph}}}{E_{\text{ph}} A_{\text{ph}} \left( C + C_{\text{diff}} \right)} = \frac{q^2 \tau_{\text{tr}} Q E A_{\text{ph}}}{E_{\text{ph}} C_{\text{tot}}}, \quad (S21)$$

where $C_{\text{diff}} = q^2 d n_{\text{SLG}}/d \Delta \mu_{\text{SLG}} = 2q^2/(\hbar v_D) \sqrt{|\mu_{\text{SLG}}|}/\pi$ is the differential quantum capacitance of SLG. The total capacitance $C_{\text{tot}} = A_{\text{ph}} (C + C_{\text{diff}})$ measures how much of the transferred charge is needed to lower the barrier at a certain voltage.

Substituting Eq.S21 into Eq.S18 and recalling that:

$$R_{\text{ph}} = \frac{I_{\text{ph}}}{A_{\text{ph}} P_D}, \quad (S22)$$

we obtain Eq.4 of the main text.
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