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Abstract. Cloud computing is the way by which we connect to servers, large systems into a distributed secure manner without worrying about local memory limits. Here this paper we proposed a Novel Distributed Database Architectural Model for Mobile Cloud Computing (NDDAMMCC). Due to the exponential growth of wireless technologies and internet which are following Nielsen's Law of Internet Bandwidth, we are in the new era of cloud computing. In the recent technological era, smart mobile devices play a big role in all sort of day-by-day human needs. The applicability is so huge that the number of apps install on a mobile system becomes a hazard due to local memory limitations for mobile phone users and demands an alternative approach to solve this local memory problems. Mobile Cloud Computing (MCC) is the ultimate solution to this issue and our model presents a promising path in this new kind of cloud computing technology.
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1 Introduction

The cloud computing is the way by which we connect servers, large systems into a distributed secure manner without worrying about local memory limits. Initially we only focused on desktop computing applications to run on cloud systems, but in the recent time smartphones becomes so powerful and evident part of our daily life, that we are now capable of performing any kind of computing applications by using only our smartphones. But smartphones faces new challenges specially due to the memory usage, processing infrastructure shortage due to the local smartphone RAMs and other mobile memory management limitations. Here this paper mainly focused on presenting distributed database architectural model for mobile cloud computing. With the advancement of Internet speed, Internet bandwidth, efficient dynamic channel allocation for wireless communication[5], Internet of Things(IoT) revolution, and the technological development of smartphone, we have much flexibility to develop mobile architectural model that can run on the cloud using Mobile Cloud
Computing(MCC) applications. MCC deployments mainly categorized into three classes of applications. The following Table 1 shows the listings.

| Class   | Usages and Properties                                                                 | Examples                                                                 |
|---------|---------------------------------------------------------------------------------------|--------------------------------------------------------------------------|
| Private | Very Secure Applications, All the Hardware not shared and own by the owner of the Private Cloud. | Mobile bank applications, Server Login applications etc.                |
| Public  | Anybody can freely access this kind of applications, it is shared on open internet so anybody can access this services, less Secure, hardware and software not own by the owner of Public cloud. It provides cost efficiency and promotes agile methodologies. | Any kind of free applications which are deployed on open internet.        |
| Hybrid  | Integration of Private and Public both layers.                                         | Any MCC applications or CloudOps which consist of free and Purchased features of content and services, like credit check systems. |

2 Literature Review

According to NIST SP 800-145 [1,3], any cloud computing architectural model should support the following characteristics, on-demand self-services, ubiquitous network access, resource pooling, rapid elasticity, pay-per use. They[1], also represent the standardization of three service model of Cloud Computing. These are Software as a Service(SaaS) model, a third party company or business, hosts application software for the end user, other components, like hardware, are maintained by the provider company. In Infrastructure as a Service (IaaS) Model, A third-party provider company hosts the software, hardware, services, and other aspects of the system. An organization that wants to maximize costs in the company and needs the scaling would choose this cloud. In a Platform as a Service (PaaS) model, the third-party company provides the deployment platforms for the end user. It supports cloud versions of application development, deployment of different services and hosting on cloud platform. The following Fig.1 portrays the visualization for these three types of cloud model. Zhang, Q., Cheng, L. & Boutaba, R. [2],
addresses the issues and challenges faced by the cloud computing infrastructure development and recognize important research directions in this emerging field. Huang, D., & Wu, H. [4], describe in their book chapter, how different kinds of Mobile Cloud Computing Framework works and the basic implementation of their architecture, development challenges and basic properties.

Fig. 1. Three Service Model of Cloud Computing

The Mobile Cloud Computing Forum [6], formulates the definition of MCC as a simplest way to support infrastructure, data storage and data processing should be performed from the outside of the mobile devices. The should be from the cloud and also broaden the services not only the smart phone users but a host of application supports to its subscribers as well. Aepona [7], shows the potential of mobile cloud computing with the high processing infrastructure support and huge fast processing memory support. Ruay Shiung Chang et. al., presents a comprehensive description of MCC issues, Challenges and provides the insights of the needs in present times where there is a demands created for different kinds of cloud applications. Though all those paper provides insightful information and shows the pathways for new kinds of cloud support systems but many are mostly using traditional infrastructure and sometime lacks crucial efficiency and limitations in client demands. Here, in this paper, we proposed and MCC model which can leverages the advancement of distributed computing through sharing and processing data through distributed data sharing support. M.Rajendra Prasad, R. Lakshman Naik, V.Bapuji[10], outlines cloud computing research issues and implications and describes the comprehensive analysis of recent research in this domain.

3 Proposed Methodology

Our Novel Distributed Database Architectural Model for Mobile Cloud Computing (NDDAMMCC) is illustrated in the Fig. 2. The architecture supports the advanced distributed cloud supports which enable global agility and robustness to the overall architectural system. In this architectural model there are basically four paradigm of infrastructure embedded into a complete system model. It is shown in Fig. 3.
Different kinds of mobile devices get the dynamic signals [5] in a portable moving environment where the Access point (AP’s) establish and supports the wireless services by routing the signals coming from the Mobile base stations (BTS). A set of mobile networks connected through the distributed cloud infrastructure which are capable of providing all kinds of cloud services as well as distributed high speed memory and application processing support and other platforms support. These distributed clouds coupled in an independent architecture but for better security control these distributed system integrated with the central cloud systems. Through the mobile networks are shown in a integrated format in Fig. 2, but they are fully independent and their other kinds of mobile services do not rely on cloud infrastructure support. The distributed cloud also do not provide hardware or software support to the mobile service providers. So, individually any mobile user can subscribe these distributed cloud services though the internet and get all those enhanced experiences and facilities of mobile cloud computing (MCC).

![Fig. 2. A Novel Distributed Database Architectural Model for Mobile Cloud Computing (NDDAMMCC)](image)

The Novel Distributed Database Architectural Model for Mobile Cloud Computing (NDDAMMCC) algorithm is presented in Algorithm 1.

Algorithm 1: The Novel Distributed Database Architectural Model for Mobile Cloud Computing (NDDAMMCC)

1. start
2. Input: hostList, ApplicationList  Output: Allocation of Distributed shared resource to ApplicationList.
3. DistributedCloud.Orderby.ResourceReq()
4. For each ResourceReq() in ApplicationList Do
5.     If ResourceReq() < DistributedCloud_Capacity()
6.         Allocate Demand resource
7.     Else ResourceReq = Satisfied
8. Do: Max_allocation >= Small_ApplicationList
9. Host_allocation with Accesspointsupport(mode=Dynamic)
10. Resource.Add = Resource_Required( mode= dynamic)
11. Use Resource until ApplicationList finished
12. End

Fig. 3. Four Types of Infrastructure support for our Novel Distributed Database Architectural Model for Mobile Cloud Computing (NDDAMMCC)

4 Experimental Simulations

This distributed cloud are interconnected through distributed database support systems and monitor a distributed log which is auto-updated and protects all kinds of vulnerabilities and attracts from the outside world. We use Cloudsim Simulator [9], and the simulation results are presented with the following terminologies.

A. Capacity: The total capacity of a host having np processing elements (PEs) is given by:

   \[
   \text{Capacity} = \sum_{i=1}^{np} \frac{\text{cap}(i)}{np},
   \]

   where \(\text{cap}(i)\) is the processing strength of individual elements.

   A space-shared policy is applied for allocating VMs to hosts and a time-shared policy forms the basis for allocating task units to processing core within a VM. Hence, during a VM lifetime, all the tasks assigned to it are dynamically context switched during their life cycle. By using a time-shared policy, the estimated finish time of a Cloudlet managed by a VM is given by,
eft(p) = ct + \frac{rl}{\text{capacity} \times \text{cores}(p)}

where eft(p) is the estimated finish time, ct is the current simulation time, and cores(p) is the number of cores (PEs) required by the Cloudlet. In time-shared mode, multiple Cloudlets (task units) can simultaneously multi-task within a VM. In this case, the total processing capacity of Cloud host as,

$$\text{capacity} = \frac{\sum_{i=1}^{np} \text{cap}(i)}{\max\left(\sum_{j=1}^\text{cloudlets} \text{Cores}(j), np\right)}$$

where \text{cap}(i) is the processing strength of individual elements.

\textbf{Table 2}: Analysis of results based on A Novel Distributed Database Architectural Model for Mobile Cloud Computing (NDDAMMCC)

| Distributed Cloud details(VMs) | Capacity(Dynamically varying) using space shared | Estimated finish time(in milsec) | Total processing capacity of Cloud host |
|-------------------------------|------------------------------------------------|---------------------------------|---------------------------------------|
| 12 tasks in 3 VMs             | 26                                              | 239.24                          | 16                                    |
| 23 tasks in 8 VMs             | 24                                              | 568.74                          | 18                                    |
| 39 tasks in 12 VMs            | 28                                              | 698.45                          | 16                                    |

\textbf{Fig.4 Stack Bar Chart for Analysis of results based on A Novel Distributed Database Architectural Model for Mobile Cloud Computing (NDDAMMCC)}

\textbf{5 Conclusion}

The main advantages of this model is that if any system fails then also it provide uninterrupted services in a distributed manner. This proactive model prevents failures of the system as it is auto-managed in a dynamically space-resource by the central log from its distributed child nodes.
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