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ABSTRACT
An integrated approach to the creation and development of innovative startup projects in the field of information technology is considered. To conduct research, the authors proposed a model of information cycles of startup projects based on the creation of an information model of such projects. At the same time there are dynamic processes of changes in the parameters of the model, which are turbulent in nature and require the use of tools and methods of artificial intelligence for research. The key areas of knowledge of such influence are defined. The mathematical model of processes of management of development of information technology (IT) startups on the basis of creation and development of a difficult IT product, taking into account influences of environments of the project is constructed, the basic characteristics are allocated and parameters are defined. To do this, the construction of predictive models is proposed to be carried out by modified Demarc trends, the method of self-organization and the neural network. The modeling of the main objective functions of the mathematical model of these processes is performed. The analysis of the received results is carried out and the conclusions are made.
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1. INTRODUCTION
Analysis of the current experience of project management in Ukraine indicates the rapid development of project management methodologies, especially in the IT field [1]-[8]. A special place is occupied by methodologies for innovative startup projects (SUP) [2], which are associated with the analysis of numerous risk events [3] during the implementation of such projects. This is especially true in connection with the effect of quarantine measures in the context of the global COVID-19 pandemic [4], which significantly introduces unpredictability in the results of implementing already risky innovations [5]. But further development of humanity is not possible without innovation.

Today, the competitiveness of any company is somehow connected with an innovative approach [6] to solving business problems. A certain management methodology is necessary for startup performers to achieve the set results and implement the idea [7]. This is especially important for the high-tech industry, where startups are created in the form of ecosystems [8].

However, it should be noted that the creation of such ecosystems requires significant investment. The authors analyzed the statistics show that there are a number of risks that affect the results of the
implementation of such projects, accordingly reduce the efficiency of investment in such projects and can reduce all efforts to create and develop IT products [9] of such projects to nothing.

A startup is a small company that tries to implement the founders business idea and is looking for a scalable business model [10]. The main feature of startups is innovation. Today, there is fierce competition in the market and most startups fail without reaching the product market fit (PMF) point (the state of the startup when it fully meets the needs of the market). In other words, the startup was unable to sell its product to potential customers and it turned out to be unnecessary for the market. The need for value for customers is one of the keys to promoting a startup in the market. According to research [11], 70% of startups failed even before the start of the pandemic-related crisis, and the main reasons for their failure in the market are that the startup is not needed by the market (does not bring value to the user), lack of investment and a weak project team.

It should be noted that this article discusses a certain type of startups for companies with a business model of SaaS (software as a service) and B2B (business to business) [7]. Such companies have certain problems with long sales cycles of IT products, since the client's decision is collective and depends on many factors and conditions for using the startup's product for their own business. Therefore, the quality of customer service significantly affects the performance of such companies and is a complex indicator that depends on many factors. In addition, the B2B model in this case is characterized by customer experience, which is based on numerous interactions with the startup owner company.

So, to solve the problems of effectiveness of complex innovative startup projects in the field of high technologies, you should first outline the range of questions that need to be answered. Among others, such questions are related to attracting investment to startup projects [10], among which investment rounds are analyzed, and the difference in setting goals by startup management for selecting and attracting specific investors is explained. You should also pay attention to the expectations of investors, which are important for young companies to meet.

At the same time, the priority task for the development of startups in the development and implementation of modern integrated software applications is the availability of intelligent support that will allow optimizing costs [12] for such development and integration, as well as optimizing (reducing) the time for their development. This will dramatically affect the effectiveness of the development of an innovative IT product and becomes a top priority in modern market conditions.

The works of the following Ukrainian scientists were devoted to the development of modern project management methodologies [7], [13]-[17]. Considering the problems of managing startup projects in high-tech industries, we should focus on the works of such scientists as: [18]-[20]. The problems of improving the efficiency of project implementation using artificial intelligence methods to solve forecasting problems were devoted to the works of such scientists as [21]-[23].

Analysis of information sources [5]-[23] allows us to conclude that for effective management of complex innovative startups, there are really no integrated models and methods that allow us to respond to the turbulent impacts of the project environment at the lowest cost. This significantly reduces the opportunities for effective management of such projects. In turn, the possibilities of proactive management [24] in high-tech projects, which would allow taking into account complex dynamic impacts on the processes of product creation and project management, are insufficiently studied.

The purpose of the article is to substantiate and develop a conceptual model of information cycles for creating and developing innovative startup projects, to study the effectiveness functions of such projects using forecasting methods based on intellectual support tools. This approach will take into account the impact of numerical risks on the effectiveness of innovative projects, which in turn will take into account responses to dynamic changes and turbulence.

2. RESEARCH METHOD

As noted above, when making a decision on financing various types of startups, it is necessary to take into account not only the innovation of the created product or its versatility, but also to evaluate its effectiveness. However, in modern conditions of constant changes and various kinds of external influences, it is sometimes quite difficult to determine this clearly enough.

Under these conditions, the authors propose an information cycle model, iterative modeling of the stages of which will allow for a more accurate assessment of the state of startups with gradual forecasting of their parameters to assess performance. For this purpose, certain sets of data on the state of such projects at the stages of their creation and development will be recorded, with the ability to use such data sets for training intelligent tools. And with the help of these tools, it will be possible to predict the state of effectiveness of such projects and at the same time ensure a more accurate decision-making process regarding trench investment in such projects. An example of the proposed model can be shown in Figure 1.
Considering the components of the proposed information cycle model, we can see that its first stage is to create a description of the elements of the information system. At the same time, the startup itself is considered as such a system. After creating such a description, you should define individual parameters that are affected by certain changes in the project environment. Such an environment changes all the time, these changes are poorly predicted and have a spontaneous and sometimes highly turbulent character.

Along with the fact that it is necessary to assess possible changes as a result of such impacts, it is necessary to simulate the state of the information system (Startup) and determine the predicted states of its parameters. This can be done thanks to a trained neural network [25], which is based on data from the initial stages of creating and developing a startup. In accordance with the assessment of the state of effectiveness of such a project, a decision is made whether to make such changes to the parameters of the Information System or not. Then this cycle can be repeated weekly.

![Figure 1. Model of the information cycle of ecosystem development SUP](image)

Turning to the formal description of the proposed conceptual model, it should be noted that the vast majority of high-tech startups are associated with the creation of information systems (IS). Such systems, on the one hand, automate certain types of business activities, on the other hand, are the subject of certain research in order to model and improve the characteristics and parameters of the startup itself.

Let's assume that a certain type of such IS can be represented as a given tuple,

\[ IS = < P', F', IC' > \]  

where: \( P' \) - an information product that is the main value for the customer and forms the basis of IS; \( F' \) - information system functionality, which is represented by a set of business functions for processing incoming information until the desired commercial result is obtained; \( IC' \) – an information cycle that includes a list of processes for creating and developing a startup, as well as its product \( P' \).

Given the fact that each of these systems naturally develops over time, for effective management, it would be necessary to monitor the state of such a system during the processes of its creation and development until positive business results are obtained. With this in mind, you can use the following,

\[ IS(t) = < P(t), F(t), IC(t) > \]  

where: \( IS(t) \) – an IS' creation and development project that has clearly defined states at any given time \( t \); \( P(t) \) – project product configuration [26], which consists of many elements with their own parameters and characteristics and which can change at any given time \( t \); \( F(t) \) – information system functionality that provides users of the SaaS business model with a certain set of functions for developing their own business and such a set increases over time, that is \( F(t) < F(t + 1) \); \( IC(t) \) – state of the stages of the information cycle that determines the processes of managing the effectiveness of creation and development IS'.

Despite the fact that \( t \in T \), where \( T \) is the time horizon for managing the creation and development of a startup. The set \( T \) itself can be represented,

\[ T = \{ t_0, t_1, ..., t_9, t_{10}, ..., t_i, ..., t_n ; i = 0, N ; n \in N \} \]  
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where: \( t_0 \) - period of formation and approval of the terms of reference for creating the system; \( t_1 \) - the period of creation of the project concept, goals, results and product of the system; the volume of investment, the rate of return and the viability of the project are determined; \( t_9 \) - stages of the eight phases of the standard IT project life cycle of a startup; \( t_{10} \) - release period of the first system release; \( t_i \) - startup product development periods; \( t_n \) - final stage of Project Product Development; \( N \) - the total number of stages of the management horizon for the creation and development of a startup. Based on the practice of developing such projects, the project management and support horizon is selected for three or four years. In our case, \( N = 36 \), that is, three years.

Thus, we can consider the monthly states of is \( IS(t) \), during which the general system \( IS' \) prime has unchanged States from previous versions or its new releases (versions) are released. In this case, the information cycle at each stage can have the following form (in accordance with Figure 1),

\[
IC(t_i) = \{\bar{\Delta}P(t_i), \bar{\Delta}F(t_i), C(t_i), I, Pr(t_i), R(t_1), Q_1(t_1), Q_2(t_2)\}
\]  

(4)

where: \( \bar{\Delta}P(t_i) \) - removed or added components of a startup project product; \( \bar{\Delta}F(t_i) \) - removed or added business functions for system users; \( C(t_i) \) - the cost of total costs for the development and maintenance of a startup, the development of new versions of the product, and so on; \( I \) - total cost of initial investment in a startup, including refinancing; \( R(t_i) \) - cumulative impact of risk events on the project at a given time \( t \); \( Pr(t_i) \) - projected expected revenue from using a startup product; \( Q_1(t_i) \) - total impact of the internal environment on project parameters and characteristics at a given time \( t \); \( Q_2(t_i) \) - total impact of turbulent external environment on project parameters and characteristics at time \( t \).

Among the main components of the information cycle considered, the most significant is the risk factor, which somehow accumulates the influence of the project environment, its reaction is an increase in the cost of the project and, of course, its assessment (action) affects the effectiveness of the project. Risk \( R'(t_i) \) project decisions on investing in a project at the stages of its creation and development in turbulence conditions are a set of descriptions of specific risks characterized by three main parameters [27],

\[
R'(t_i) = \{s_i; p(s_i); Mr(s_i)\}
\]  

(5)

where: \( s_i \) - risk situation; \( p(s_i) \) - degree of risk (assessment of the possibility of a risk situation); \( Mr(s_i) \) - risk measure (assessment of the consequences of a risk situation). For projects with a higher level of risk, the company should use a higher discount rate \( r_f \). At the same time, the discount rate used to account for risk depends on the type of project,

\[
r_f = r_f + R'(t_i)
\]  

(6)

where: \( r_f \) - risk-free rate.

There is a need for structural multi-factor analysis of various risk factors and costs for anti-risk measures in order to make optimal management decisions in the course of investment and project activities. Let's present the profit \( V(t_i) \) project as income difference \( Pr(t_i) \) and the sum of three values: integral project costs excluding risk management costs \( C(t_i) \), integral project costs, taking into account the costs of risk prevention in stationary conditions \( Q_1(t_i) \), integral costs of risk prevention in non-stationary conditions \( Q_2(t_i) \) when \( i = 0, T \):

\[
R(t_i) = R'(t_i) + C(t_i) + Q_1(t_i) + Q_2(t_i)
\]

\[
V(t_i) = Pr(t_i) - (R(t_i))
\]

\[
V(t_i) = Pr(t_i) - (R'(t_i) + C(t_i) + Q_1(t_i) + Q_2(t_i))
\]

(7)

Evaluating the effectiveness of a project is based on plotting its cash flow in a time context, which determines the need for discounting. With this in mind, we will build a model for evaluating the effectiveness of an investment project, which makes it possible to take into account the structure of possible anti-risk measures. The mathematical expectation of a risk-adjusted discounted value can be written,

\[
M[V(t_i)] = -I + \sum_{j=0}^{3} p_j \sum_{t=1}^{T} \frac{1}{(1+r_f)^t} [Pr(t) - [R'(t) + C(t) + Q_1(t) + Q_2(t)]]
\]  

(8)

where: \( r_f \) - discount rate (rate); \( p_j \) - weighting factors that reflect the probability of each of the three scenario variants \( j = 1, 2, 3 \) - optimistic, pessimistic, and most likely, respectively. To conduct a structural analysis of the costs of anti-risk measures, an integral risk cost optimization model can be used, which allows you to
determine the expected value of the gross listed project costs for risk prevention (PGC), on the basis of which the expected value of project costs for risk prevention will be,

\[ \text{PGC} = \sum_{j=0}^{3} p_j \sum_{t=1}^{T} \frac{1}{(1+r_j)^t} \left[ (Q_1(t) + Q_2(t)) \right] \]  

(9)

3. SIMULATION RESULTS

When making investment decisions, it is advisable to use not a priori information about the parameters that characterize the project under study, the enterprise and the economic environment as a whole, but their forecast. Usually, building a forecast of innovative startup projects involves a priori mathematical models. However, in the conditions of stochastic uncertainty of the turbulent environment of the project, it is necessary to use a different approach.

The most promising among mathematical methods, we considered the method of self-organization, neural networks and predictive trends of DeMarcus. The method of self-organizing models allows us to obtain a more accurate short-term forecast in comparison with DeMarcus trends [28]. The method is used in conditions of a narrowed volume of a priori information without taking into account significant factors. However, with sharp changes in the predicted process or an extremely small sample of data, DeMarcus trends show results of higher efficiency [29]. In both cases, a training and verification sample is used. The structure of modified DeMarcus trends looks like this:

\[ x_n = x_{n-1} + p_{n-1} \]  

(10)

where: \( x_n \) - dynamic object state variable; \( p_{n-1} \) – coefficient or function that characterizes the steepness of the trend. Using \( p_{n-1} \) – the trend of changes in the state of a dynamic object, namely in our case PGC, is determined. Usually, De Marcus forecasting trends are implemented on short measurement samples (2-10 measurements). Therefore, we used a modified demarcation trend used for a broader information sample. It is advisable to use more complex methods for constructing models that allow you to get a more accurate predictive model. These methods include, in particular, the classical method of self-organization and neural networks.

When building and training a neural network, the main thing is to approximate the function [30]. Training takes place according to the following algorithm: i) the initial weights are randomly set; ii) the learning era is implemented; iii) the neural network shutdown condition is checked. For all input vectors (aggregates, neural network training epochs are performed in turn: i) the values of the input vector are passed through the network, we get the result of network operation; ii) there is a deviation of the network result from the original value; iii) the weights of connections of network elements change from the last layers to the first. The change occurs according to the gradient descent method. After completing the training era, the condition for the end of the algorithm's operation is checked. More precisely, how much the results of the neural network differ from the original values.

The first most important criteria are the criteria for evaluating the effectiveness of investment projects, which are unconditional requirements: the conditions of the investment situation, the volume of investments and the payback period, in one of the cases studied, for example, in conditions of stagflation, investment projects with short payback periods are mainly used. Therefore, for the Investor portfolio, projects are selected based on a discounted payback period (PP).

It was decided to use it for evaluating an investment project \( I_1 \) several criteria in the form of a total criterion at the same time. The significance of each specific criterion when evaluating an investment project is determined by its weight coefficient.

\[ I_1 = a_1 R(t,i) + a_2 V(t,i) + a_3 PP + a_4 PGC + \cdots \]  

(11)

where: \( I_1 \) - total criteria for evaluating an investment startup project; \( a_1, a_2, a_3, a_4 \) – weighting factors.

Weighting factors have corresponding dimensions. Their values are determined from practical reports: the higher the coefficient, the more weight a particular criterion is included in the total criterion for evaluating an investment project. Such a balanced assessment of investment projects allows you to analyze all the proposed projects at once and get a numerical assessment of them.

It is proposed to first search for an approximate error minimum using the self-organization method, then initialize the weights of neural network connections obtained by values from the self-organization method, and find a more accurate approximation using neural network training. The self-organization method determines the bond weights using Gaussian normalization. For each combination of functions \( F \), a model of the form is constructed.
\[ F_m^i = b_0 + b_1F_{k-1}^i + b_2F_{l-1}^i \]  

(12)

where: \( b_0, b_1, b_2 \) – weighting factors; \( i \) - algorithm step number; \( k, l, m \) - function indexes within Sets; \( i \)-th and \( i-1 \)-st steps of the algorithm, and the index \( k \) should not coincide with \( l \). Combining the results of the transition from one step to another continues as long as the error obtained using the test sample decreases. After the algorithm is completed, you need to go through all the steps of the algorithm in reverse order and determine the weights for the basic functions.

It should be noted that the self-organization method learns differently from a neural network. The method is based on Gaussian normalization and selection of the best results, while the neural network is based on the reverse propagation method and the gradient descent method. The type of neural network that has the appropriate structure for combination with the self-organization method is the Volterra network. It allows you to use the result of the self-organization method as a starting point for training a neural network as shown in Figure 2. The process of dynamic construction and training of the Volterra network can be represented as a flowchart.

One of the problems that is solved using the Volterra network is the problem of predicting variables over time. The task is to process retrospective information about an object, establish a relationship between the state of this object in the future and states in previous periods. Dynamic processes occurring in startup projects, in particular in their external environment, create the effect of increasing requirements for the maneuverability of their modeling. For programming such conditions for training a neural network of this kind, the most convenient and functional Python library is NumPy as shown in Figure 3. The undoubtedly advantageous are: support for multidimensional arrays (including matrices), support for high-level mathematical functions designed to work with multidimensional arrays.
The results of the study showed that the quality of forecasting depends as shown in Figure 4 on the \( \Omega \)-rate of error change, since its value is involved in making the decision to add a layer. The best forecast quality is achieved at \( \Omega = 0.004 \). It is also obvious that the accuracy of the forecast will increase with increasing training epochs. Calculations have shown that in the short term (from the startup implementation stage), graphs 1, 2, and 3 coincide with an accuracy of \( \delta = 10^{-3} \). Thus, the practical recommendations for using Volterra network modeling obtained in relation to the model (16-19) can be applied in studying the effectiveness of innovative startup projects (SUPS) with a turbulent environment.

![Figure 4. Graphs of network predictions based on training and test samples. Training sample: blue-real values, pink-predicted values. Test sample: green-real values, pink-provided](image)

4. RESULT AND DISCUSSION

The research conducted by the authors shows that models based on information cycles should be used to build models of active impact on the effectiveness of high-tech projects in the form of startups for business models based on SaaS and B2B. When applying the developed mathematical models in practice, it was possible to significantly influence the effectiveness of high-tech startups with a significant reduction in investment risk.

As a result of modeling, the following results are obtained and the following relationships are identified:
- The total cost of initial investment in a startup, including refinancing, has almost no impact on the total riskiness of the project;
- The cumulative impact on the project of risk events at a time directly flagged or with an increasing coefficient (1.3-1.5) is related to the projected expected income from using the startup product, especially at the stage of launching the product to the market;
- The total impact of the turbulent external environment on the parameters and characteristics of the project reduces the term of possible profitability by up to 64\%, provided that the cumulative impact of risky events on the project increases;
- Break-even of a startup project becomes more affordable if the project's working capital increases.

5. CONCLUSION

To successfully make a decision on the implementation of the investment process, it is necessary to have a reasonable forecast of the development of the situation in the future. For this purpose, it is proposed to build predictive models using DeMarcus trends, modified DeMarcus trends, the self-organization method, and the Volterra neural network. A general criterion for evaluating investment projects is proposed, which includes defining criteria that characterize the investment project itself and determine the investment attractiveness of the organization. The authors of the study of the proposed models and forecasting methods have shown their effectiveness and can be used in practice when considering other startup projects in various fields of technical activity.

As further research, it should be noted that there is a need to identify the processes involved in creating complex IT Products, project management processes involving constant dynamics of changes in interaction with turbulent environments and their mutual influence.
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