Magneto-anisotropic weak antilocalization in near-surface quantum wells

S. M. Farzaneh,1 Mehdi Hatefipour,1 William F. Schiela,1 Neda Lotfizadeh,1 Peng Yu,1 Bassel Heiba Ellefky,1 William M. Strickland,1 Alex Matos-Abiague,2 and Javad Shabani1†

1Physics Department, New York University, New York, NY 10003, USA
2Department of Physics and Astronomy, Wayne State University, Detroit, MI 48201, USA

(Dated: November 14, 2022)

We investigate the effects of an in-plane magnetic field on the weak antilocalization signature of near-surface quantum wells lacking bulk and inversion symmetry. The measured magnetoconductivity exhibits a strong anisotropy with respect to the direction of the in-plane magnetic field. The two-fold symmetry of the observed magneto-anisotropy originates from the competition between Rashba and Dresselhaus spin-orbit couplings. The high sensitivity of the weak antilocalization to the spin texture produced by the combined Zeeman and spin-orbit fields results in very large anisotropy ratios, reaching 100%. Using a semiclassical universal model in quantitative agreement with the experimental data, we uniquely determine the values of the Dresselhaus and Rashba parameters as well as the effective in-plane g-factor of the electrons. Understanding these parameters provides new prospects for novel applications ranging from spintronics to topological quantum computing.

I. INTRODUCTION

Spin-orbit coupling plays a crucial role in spintronics and topological superconductivity since it provides an electronic knob to tweak the spin properties of materials. Moreover, quantum wells made of semiconductors, such as InAs, are considered candidates for exploring topological superconductivity due to their strong spin-orbit coupling. A high electron mobility along with epitaxial compatibility (along the [001] direction) with Al has recently made InAs a candidate for studying nontrivial topological signatures in semiconductor-superconductor systems [1,2]. Although a strong atomic spin-orbit coupling is a precursor to a strong effective spin-orbit coupling in a crystalline system, the structural details of a heterostructure can greatly affect spin properties such as the effective spin-orbit strengths as well as the effective g-factor. In addition to the spin-orbit coupling, often an in-plane magnetic field is used to break time reversal symmetry and open up a gap in the energy spectrum of the engineered materials in order to achieve emergent properties such as non-trivial topological phases [1,2,11]. The goal of this work is to study the effect of the in-plane field and its orientation on the magnetoconductivity and the resulting weak antilocalization signature in a quasi-two-dimensional electron gas.

In an epitaxially grown InGaAs/InAs/InGaAs quantum well, we found that the magnetoconductivity can exhibit surprisingly large anisotropic ratios exceeding 100% with respect to the orientation of the in-plane magnetic field. This is unexpected as there are no magnetic materials in the heterostructure. The lack of bulk- and structural-inversion symmetries in the heterostructure leads to the coexistence of Rashba and Dresselhaus spin-orbit coupling (SOC), which in turn, is responsible for the observed anisotropy of the magnetoconductivity. Modeling the experimental data with a semiclassical theory that captures the effects of both the SOC and the in-plane magnetic field, we uniquely determine the values of the in-plane g-factor and the Rashba and Dresselhaus parameters. This is in contrast to previous works, where the SOC was extracted from a simplified Rashba-only or Dresselhaus-only model with no unique solutions [12–14]. Interestingly, the extracted in-plane g-factor is proportional to the electron density and is higher than the bulk value of InAs.

Weak localization and antilocalization phenomena, which are macroscopic manifestations of quantum interference [15–18] and can be thought of as quantum corrections to the magnetoconductivity, have previously been used to estimate the strength of spin-orbit coupling in semiconductors [14, 19–24] and in particular InAs heterostructures [12, 13, 25–27]. However, the effect on weak antilocalization due to the interplay between spin-orbit coupling and an in-plane magnetic field has not been explored in-depth before and is the focus of this work. The spin-orbit coupling emerges as a peak in magnetoconductivity which is a result of the suppression of back scattering due to different spin states for \( \mathbf{k} \) and \(-\mathbf{k}\) momenta. A cryogenic temperature (few Kelvins and lower), a standard Hall bar geometry, and a relatively low magnetic field (<0.1 T) are sufficient to observe weak antilocalization in InAs heterostructures. Throughout the work we assume that the phase coherence length in the system is much larger than the momentum relaxation length, \( \ell_p > \ell \).

Theoretical models of weak antilocalization are divided into two major categories depending on the relative magnetic length in the system [28]. The first category of theories work in the regime of weak magnetic field where it is assumed that the magnetic length is much greater than the momentum relaxation length \( \ell_B > \ell \) [29,32]. The second category describes the regime where this assumption is relaxed or the opposite assumption is made, that is, \( \ell > \ell_B \) [18,33,35]. However some of these the-
ories \cite{33} still make an assumption about the spin-orbit length being much less than the mean free path, $\ell_{so} \ll \ell$, such that the spins relax according to the Dyakonov-Perel mechanism. In our system, different length scales are comparable to each other, i.e., $\ell \sim \ell_B \sim \ell_{so}$. Therefore, we use a universal theory that is valid in both weak and strong magnetic-field regimes as well as for any values of spin-orbit length \cite{39}. The electrons are assumed to behave semiclassically where the single-electron interactions (spin-orbit coupling and the Zeeman terms) change the phase of the electronic wavefunction via time evolution between scattering events. The magnetoconductivity is then calculated based on a real space simulation of randomly generated scattering loops in a two-dimensional plane. We use the same scattering loops generated in Ref. \cite{39} where 147,885 predetermined loops with up to 5000 scattering events are included.
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\caption{Calculations and experimental data: The Poisson-Schrodinger solutions of the Kane model are shown in (a) as band edges and in (b) as charge distribution. Each trace corresponds to a different total density. The heterostructure as band edges and in (b) as charge distribution. Each trace is shifted vertically for clarity. Solid lines illustrate fits from the weak antilocalization model where only Rashba spin-orbit coupling is included.}
\end{figure}

II. BAND SIMULATIONS

To understand the physics of the system, the band structure of the quantum well is simulated using the extended Kane model of zinc blende semiconductors in the vicinity of the $\Gamma$ point in the momentum space. Figure 1 (a) and (b), respectively, show the simulated band edges (\Gamma_6, \Gamma_8) and the charge distribution along the growth direction. Each trace corresponds to a different total density. The density is assumed to be tuned by a metal-oxide structure located at $z < 0$. The band bending at higher densities suggests that a significant Rashba spin-orbit coupling is expected. Moreover, the appearance of a second hump in the charge density suggests that higher subbands become populated and therefore the Dresselhaus term proportional to $\langle k^2 \rangle$ is expected to increase as the gate voltage and the density increase. The strength of Rashba and Dresselhaus terms can be estimated from the Poisson-Schrodinger simulations as well (SUPPLEMENTAL). This allows us to use the estimated spin-orbit strengths as the initial values to the fitting procedure.

III. MAGNETOCONDUCTIVITY MEASUREMENTS

The longitudinal resistance of the sample is measured as a function of a sweeping out-of-plane magnetic field $B_\perp$ (along $z$). The resulting magnetoconductivity is depicted in Fig. 1 (c) where different traces correspond to different total densities. At low densities we observe a signature of weak localization that is a large valley in the magnetoconductivity. As the density increases, a peak appears at $B_\perp = 0$ which results from the spin-orbit coupling and signifies a weak antilocalization effect.

IV. FITTING PROCEDURE

We use a semiclassical theory developed in Ref. \cite{39} to capture the weak antilocalization phenomenon without making any assumptions about the magnetic length. In addition to its computational efficiency, this model can also include the effect of an in-plane magnetic field which is difficult to capture with other models. Moreover, no assumption is made about the spin relaxation mechanism as the time evolution of the electronic wavefunction between scattering events is calculated explicitly via the following Hamiltonian:

\begin{equation}
H = \alpha (k_y \sigma_x - k_x \sigma_y) + \beta (k_x \sigma_x - k_y \sigma_y) + \gamma (k_x k_y^2 \sigma_x - k_y^2 k_x \sigma_y) + \frac{g}{2} \mu_B B_\parallel \cdot \sigma.
\end{equation}

Here $\alpha$ is the strength of the Rashba spin-orbit coupling and $\beta$ and $\gamma$ denote the linearized and the cubic Dresselhaus terms. We have included an in-plane Zeeman term in the model to include the effect of an in-plane magnetic field $B_\parallel$ on the magnetoconductivity. We note that the perpendicular Zeeman effect is implicitly included in the magnetoconductivity model \cite{39}. In addition to the Hamiltonian above, the magnetoconductivity depends on the phase coherence length $\ell_\phi$ over which the energy is conserved, and, therefore, the resulting phase
factor is coherently evolving for all scattering paths. In total, the magnetoconductivity requires five fitting parameters, i.e., $\Delta \sigma = \Delta \sigma(\ell_\varphi, \alpha, \beta, \gamma, g_\parallel)$. Our calculations show that there exist multiple solutions which describe the same magnetoconductivity data since the size of the peak at $B_\parallel = 0$ depends on the difference $\alpha - \beta$ and not the individual values of $\alpha$ and $\beta$, as others [40] have shown as well. This makes the fitting job computationally expensive which forces us to make a few simplifying assumptions. Previous measurements [27] indicate that the Rashba SOC dominates the isotropic transport properties at zero in-plane magnetic field. However, when the in-plane field is not zero, the competition between Rashba and Dresselhaus SOCs becomes relevant for describing the observed magneto-anisotropy induced by the in-plane field, as reported here. Therefore, we first consider the isotropic effects at zero in-plane field ($B_\parallel = 0$), where the Rashba term is dominant and the Dresselhaus parameters can be set to zero (i.e., $\beta = 0, \gamma = 0$). We then fit $\Delta \sigma$ using only two parameters, $\ell_\varphi$ and $\alpha$. The resulting fits are depicted in Fig. 1(c). These fits are able to capture the magnetoconductivity data at zero in-plane field, even though only the Rashba term is included in the model. The fits are in accordance with what has been shown in previous transport measurements as well [27]. To verify the validity of the weak antilocalization model at zero in-plane field, the values of $\alpha$ are compared against those extracted from a commonly used model in the literature by Knap et al. [31] (SUPPLEMENTAL). Nevertheless, it should be noted that the model by Knap et al. is based on the Dyakonov-Perel mechanism requiring that $\ell_{so} < \ell$ which in our system corresponds to densities lower than $3.5e12$ cm$^{-2}$. In the presence of an in-plane magnetic field, however, the Rashba-only model fails to describe the experimental data.

V. IN-PLANE MAGNETIC FIELD

In the presence of an in-plane magnetic field $B_\parallel$, we observe that the magnetoconductivity depends on the orientation of the field with respect to the crystal axes, $\angle B_\parallel$. Figures 2(a)-(d) illustrate the measured magnetoconductivity $\Delta \sigma(\angle B_\parallel)$ as a function of the orientation of the in-plane field for four different densities. The orientation $\angle B_\parallel = 0$ corresponds to the [110] crystal axis which is rotated by 45 degrees with respect to the $x$ axis in the Hamiltonian of Eq. [1]. The magneto-anisotropic effects manifest in the lack of rotational symmetry with respect to $\angle B_\parallel$, which is particularly apparent in the higher density cases. To better quantify the strength of the anisotropy, we introduce the magneto-anisotropy ratio, $(\Delta \sigma(0) - \Delta \sigma(\angle B_\parallel))/\Delta \sigma(0)$. The magneto-anisotropy ratio as a function of the in-plane field direction is shown in Figs. 2(e) and (f). Symbols represent the experimental data and solid lines correspond to fittings using a phenomenological model capturing the interrelation between in-plane field and the Rashba and Dresselhaus SOCs (SUPPLEMENTAL). When $\angle B_\parallel = \pi/2$, the corresponding magneto-anisotropy ratio measures the relative change in the magnetoconductivity when the in-plane field orientation is rotated from the [110] to the [110] crystallographic direction. These are precisely the symmetry axes of the two-fold symmetric spin-orbit field resulting from the coexistence of Rashba and Dresselhaus SOCs, and correspond to directions along which the total spin-orbit field strength reaches its extreme (maximum or minimum) values. Therefore the temperature-independent dephasing rate becomes anisotropic [11] and the destructive interference between electron paths in opposite directions along a loop strongly depends on whether the in-plane field is aligned with the direction of maximum or minimum spin-orbit field strength. As a result, the weak antilocalization effect becomes highly sensitive to the in-plane field direction, leading to the large magneto-anisotropy ratios ($20\% - 100\%$) shown in Figs. 2(e) and (f) for $\angle B_\parallel = \pi/2, 3\pi/2$. Even though the considered heterostructure does not contain magnetic materials, the measured anisotropic ratios are comparable and even larger than those detected in magneto-anisotropic phenomena involving magnetic elements and/or in the presence of strain [12–14].

The Rashba spin-orbit coupling alone, due to its rotational symmetry, cannot explain the experimental data in the presence of $B_\parallel$. The coexistence of Rashba and Dresselhaus SOCs reduces the spin-orbit field symmetry to $C_{2v}$, which is crucial for the emergence of the magneto-anisotropy. Therefore, by including both Rashba ($\alpha \neq 0$) and Dresselhaus ($\beta \neq 0$ and $\gamma \neq 0$) terms, we are able to capture the effect of the in-plane field orientation. Using a semiclassical theory of weak antilocalization, we computed the magnetoconductivity shown in Figs. 2(g)-(i) for different densities. The theoretical model is in good agreement with the experimental data shown in Figs. 2(a)-(d) and is further used for simultaneously fitting the spin-orbit coupling strengths $\alpha, \beta, \gamma$, and the in-plane g-factor, $g_\parallel$. The starting values of $\alpha$ are obtained from the Rashba-only fits shown in Fig. 3. The starting values of $\beta$ and $\gamma$ are obtained from the solutions of Poisson-Schrodinger equations (SUPPLEMENTAL). The values of $\alpha$, $\beta$, and $\gamma$ are then tweaked in the presence of a non-zero $g_\parallel$ so that the resulting magnetoconductivity captures the experimental data in the presence of $B_\parallel$. This allows for a unique and consistent determination of these important parameters, which are relevant for spintronics [45–46] and topological superconductivity [1–11].

VI. EXTRACTING G-FACTOR

To extract the in-plane electron g-factor, we measure the magnetoconductivity for different magnitudes of $B_\parallel$ as shown in Fig. 3(a), where different traces correspond to different values of $B_\parallel$. As the magnitude of $B_\parallel$ increases the peak of weak antilocalization gets diminished. The reason is that the in-plane magnetic field...
Fig. 2. (a)–(d) Magnetoconductivity, $\Delta \sigma$, versus different orientations of the in-plane magnetic field with a fixed magnitude of $B_\parallel = 0.2$ T for different densities. The data is manually shifted so that $\Delta \sigma = 0$ at $B_\perp = 0$. The angle $\angle B_\parallel$ is defined with respect to the [110] crystal axis. Panels (e) and (f) show vertical cuts which are normalized and show a $\cos(2\angle B_\parallel)$ dependence. (g)–(j) Magnetoconductivity reproduced using the semiclassical theory of weak antilocalization introduces a coherent rotation on the spin of all electrons irrespective of their momentum and therefore interferes with the phase induced by the spin-orbit coupling terms. Consequently the spins tend to align along the in-plane field which diminishes the weak antilocalization signature. The solid lines demonstrate the fits from the model. Each fit corresponds to a value of Zeeman energy $g_\parallel \mu_B B_\parallel$ which is plotted as a function of $B_\parallel$ in Fig. 3 (b). Not surprisingly, the Zeeman energy is linear in $B_\parallel$ and $g_\parallel$ is extracted from the slope of a linear fit. Different colors in Fig. 3 (b) correspond to different $\angle B_\parallel$. The main point is that when $\beta = 0$ the slope of the linear fits are not the same which leads to different values of $g_\parallel$ for different directions. However, by including a non-zero $\beta \neq 0$ in the model and simultaneously fitting $\beta$ and $g_\parallel$, we are able to obtain linear fits with the same slope for four different orientations, i.e., $\angle B_\parallel = 0, \pi/4, \pi/2, 3\pi/4$ which results in a $g_\parallel = 71.5$ at the density $n = 3.91 \times 10^{12}$ cm$^{-2}$. In this case, $\beta = 19$ meVÅ uniquely captures the anisotropic behavior of magnetoconductivity vs $\angle B_\parallel$. This value is much smaller than the Rashba strength $\alpha = 150$ meVÅ. The procedure is repeated for different densities and the resulting Zeeman energies and $g_\parallel$ are shown in Fig. 3 (c). Once the values of $\beta$ and $g_\parallel$ are obtained, the orientation-dependent magnetoconductivity data can be captured by the model for the whole range of $\angle B_\parallel$ as shown in Fig. 2. The values of spin-orbit coupling strength for both cases with and without Dresselhaus terms are plotted in Fig. 4.

VII. LENGTH SCALES

To verify the validity of our assumptions, we list the relevant energy, length, and field scales of different parameters in Table I. One of the implicit assumptions of the weak antilocalization model is that the Fermi sea is isotropic which is valid as the Fermi energy is two orders of magnitude greater than the spin-orbit coupling energies, that is $\epsilon_F \gg \alpha k_F, \beta k_F, \gamma k_F^3$. Another key assumption is that the temperature is low enough so that the phase coherence length $\ell_F = 20.9$ µm is much greater than any other length scales especially the momentum
relaxation length $\ell = 106$ nm and the spin-orbit length $\ell_{\text{so}} = h^2/2m^*c_1 = 150$ nm. This is a precondition to observing any quantum interference effect. We note that since $\ell > \ell_B$, theories based on the assumption of weak magnetic field cannot describe the magnetoconductivity data accurately. Moreover, since the mean free path $\ell$ is comparable to the spin-orbit length $\ell_{\text{so}}$, the relaxation of spin cannot be accurately described by the Dyakonov-Perel mechanism which requires $\ell \ll \ell_{\text{so}}$.

VIII. CONCLUSIONS

In the present work, we investigated the effects of an in-plane magnetic field on the magnetoconductivity of a near-surface semiconductor quantum well in the weak antilocalization regime. The experimental results reported here reveal the high sensitivity of the weak antilocalization to the orientation of the in-plane magnetic field, yielding a strongly anisotropic magnetoconductivity. The magneto-anisotropy exhibits a two-fold symmetry attributed to the interplay between Rashba and Dresselhaus SOCs. We showed that our experimental magnetoconductivity data can be properly modeled by a semiclassical theory which explicitly includes the magnetic field and the SOC effects, and allows for simultaneously fitting the in-plane g-factor and the Rashba and Dresselhaus SOC strengths to the data. Unlike previous studies ignoring the in-plane anisotropic effects [48], our systematic procedure provides a consistent way of uniquely determining the SOC parameters.

The extracted values of the SOC strengths confirm the dominance of the Rashba contribution, as has been shown in similar structures [49]. The smallest contribution corresponds to the linearized Dresselhaus term, which is found to be almost an order of magnitude smaller than the Rashba SOC strength. We found that the anisotropy of the Zeeman interaction, which is possible in non-symmetric quantum wells [50], is fairly small compared to the observed magnetoconductivity anisotropy, which is mainly determined by the coexistence of Rashba and Dresselhaus SOCs. The extracted values of the electron’s in-plane g-factor are surprisingly higher than that of bulk InAs by a factor of 2 to 5. This can be explained by the steep band bending at the surface caused by the high electron density. A higher electron density corresponds to a lower conduction band because of the band gap which entails a larger g-factor according to the Roth formula for semiconductors. Further investigation is required to reach a conclusive description of the g-factor behavior vs density.

METHODS

Simulations

We use nextnano [51] software to solve for the coupled Poisson-Schrodinger equations which self-consistently determine the electric potential and the charge distribution as well as the subbands resulting from the confinement along the growth direction $z$ ([001] crystal direction). The bulk parameters of the ternary alloys, In$_{0.81}$Al$_{0.19}$As and In$_{0.81}$Ga$_{0.19}$As, are extrapolated according to Vegard’s law from that of the constituting binary com-
pounds, i.e. InAs, AlAs, and GaAs, with proper bowing parameters [52].

Hall bar

A gated L-shaped Hall bar is fabricated on the heterostructure via photolithography and wet chemical etching. The width of the Hall bar is 150 µm which is assumed to be much larger than the phase and the momentum relaxation lengths as well as the Fermi wavelength so that the lateral confinement effects are negligible. A 30 nm layer of Al₂O₃ dielectric is then deposited using atomic layer deposition, followed by a 70 nm layer of Cr/Au as the gate contact.

FIG. 5. The optical image of the fabricated L-shaped Hall bar. The crystal axes along with the orientation of the external magnetic fields are denoted as well.
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SUPPLEMENTAL MATERIAL

S1. SIMULATIONS

Here we estimate the strength of Rashba and Dresselhaus spin-orbit couplings from the solutions of Poisson-Schrodinger equations. The solutions are obtained by assuming a single band Kane model where the bands are decoupled through k dot p approximation. We use the resulting electron wavefunction which contains only the spatial part as the spin part is unresolved in these calculations. With the proper choice of basis the wavefunctions can be real valued and therefore obtained from the charge distribution. In a bulk zinc blende crystal the Rashba strength is given as \( \alpha = r_{41}^{6c6c} \langle \mathcal{E}_z \rangle \) and the Dresselhaus strength as \( \gamma = b_{52}^{6c6c} \), where \( r_{41}^{6c6c} \) and \( b_{52}^{6c6c} \) are material-dependent parameters [33] and \( \mathcal{E}_z = -dV(z)/dz \) is the extrinsic electric field applied on the crystal.

The picture is modified in a quasi-two-dimensional quantum well as the confinement leads to a higher band gap which is a result of quantization of energy levels, i.e., subbands. As a result, in a first order approximation, the Dresselhaus terms modifies to \( \gamma = b_{52}^{6c6c} \) and \( \beta = b_{52}^{6c6c} \langle k_z^2 \rangle \) where \( \langle k_z^2 \rangle \) is the average momentum squared of the wavefunction in the \( z \) direction, i.e., the confinement direction. The parameters \( r_{41}^{6c6c} \) and \( b_{52}^{6c6c} \) become subband dependent as they depend on the energy spacing between different subbands. Here we modify these parameters in a first order approximation where the bands above the gap get shifted upward by the quantization energy whereas the bands below the gap get shifted downward by the same amounts. Generally, \( r_{41}^{6c6c} \) and \( b_{52}^{6c6c} \) are position dependent as well, however, we assume that the dependence is negligible as the composition of the ternary alloy In\textsubscript{0.81}Ga\textsubscript{0.19}As is close to that of InAs and therefore one expects the corresponding Kane parameters to be similar as well.

Assuming that more than one subband of the quantum well is occupied, one can write the wavefunction as a linear combination of subband eigenfunctions, i.e., \( \psi(z) = \sum_i c_i \psi_i(z) \), where \( |c_i|^2 \) denotes the occupation number of the \( i \)-th subband. Therefore,

\[
\alpha = - \sum_i r_{41,i}^{6c6c} |c_i|^2 \int dz \psi_i^*(z) \left( \frac{dV(z)}{dz} \right) \psi_i(z), \tag{S1.1}
\]

\[
\beta = - \sum_i b_{52,i}^{6c6c} |c_i|^2 \int dz \psi_i^*(z) \left( \frac{d^2 \psi_i(z)}{dz^2} \right), \tag{S1.2}
\]

\[
\gamma = \sum_i b_{52,i}^{6c6c} |c_i|^2. \tag{S1.3}
\]

The calculated values of \( \beta \) are plotted in Fig. S1 as a function of total electron density. As the occupation number of the second subband increases, \( \langle k_z^2 \rangle \) increases as well because the charge density in the second subband contains two humps instead of one hump in the first subband. The onset of second subband is at \( 1.5 \times 10^{12} \text{ cm}^{-2} \). We use these values as initial values for the fitting procedure of the weak antilocalization measurements.

S2. COMPARISON TO THE ILP METHOD

The weak localization model by Iordanskii, Lyanda-Geller, and Pikus (ILP) is based on the solution to the cooperon equation. The model was later modified by Knap et al. 1996 [31]. To compare our semiclassical approach with the ILP method, we calculate the Rashba spin-orbit strength \( \alpha \) (assuming no linearized dresselhaus, i.e., \( \beta = 0 \)) using both methods. The results are plotted in Fig. S2.

S3. RULING OUT OTHER CONTRIBUTIONS

In the presence of an in-plane magnetic field \( B_{||} \), the Hamiltonian includes additional terms that make the electron g-factor anisotropic. We show that these terms are negligible compared to the Zeeman splitting \( g_{\|} \mu_B B_{||} \cdot \sigma \) extracted from magnetoconductivity measurements or compared to the strength of spin-orbit coupling.
A. Coupling of $B_\parallel$ and $E_z$

Due to the reduced symmetry of the quantum well in the growth direction, one can show [53], based on the theory of invariants, that the built-in electric field $E_z$ and the in-plane magnetic field $B_\parallel$ can couple in the following invariant

$$H = z_{41}^{6c6c} E_z (B_y \sigma_x + B_z \sigma_y).$$  

(S3.4)

This term modifies the electron g-factor from a scalar to a tensor which can accommodate an anisotropic Zeeman splitting. The parameter $z_{41}^{6c6c}$ is derived from the Kane model for the $\Gamma_6^c$ band. From the bulk parameters one obtains $z_{41}^{6c6c} = -0.328 \text{me}\text{A}/\text{T}$ for InAs. As both simulations and experiments suggest the highest achievable electric field due to the built-in potential or the gate voltage is at most of the order of $|E_z| = 1 \times 10^{-2} \text{V}/\text{Å}$. Therefore, a magnetic field of $B_\parallel = 0.2 \text{T}$ results in a spin splitting of $0.7 \mu\text{eV}$ which is three orders of magnitude smaller than the experimental values we extracted from the weak antilocalization measurements.

B. Orbital effects

In the presence of an in-plane magnetic field the electrons obtain an orbital angular momentum in the plane of the quantum well. This effect is pronounced when the magnetic field length $\sqrt{\hbar/eB_\parallel}$ is comparable to the width of the quantum well. For a 20 nm quantum well, the corresponding magnetic field is $B_\parallel = 1.3 \text{T}$. Since we apply magnetic fields as large as 0.2 T in our experiments, it is important to quantify the resulting orbital effects. It has been shown [53] [54] that using a symmetric gauge, the Dresselhaus term in the $\Gamma_6^c$ band gets modified, to the leading order in momentum, as

$$H = b_{41}^{6c6c} \langle k_z^2 \rangle (-\xi_z \sigma_x + \xi_y \sigma_y)$$

$$+ b_{41}^{6c6c} \left( \langle k_z^2 \rangle - \langle \{k_z^2, z\} \rangle \right) \frac{e}{\hbar} (B_y \sigma_x + B_z \sigma_y),$$

(S3.5)

where $b_{41}^{6c6c} = 27.18 \text{eVÅ}^3$ is a parameter of bulk InAs, $\xi$ denotes the kinetic momentum, and $\{k_z^2, z\} = (k_z^2 z + z k_z^2)/2$. Using the Poisson-Schrodinger’s solutions one can calculate the strength of the second term in the equation above which results in a $6 \mu\text{eV}$ spin splitting for $B_\parallel = 0.2 \text{T}$. This is an upper bound since the calculation is done at high
FIG. S2. The comparison between two different theoretical models for describing the magnetoconductivity in the weak antilocalization regime. The Iordanskii, Lyanda-Geller, and Pikus (ILP) method is a quantum mechanical theory based on the Landau quantization of the energy levels whereas the semiclassical method by Sawada and Koga assumes electrons obey the Boltzmann transport equation.

densities where the higher subbands are occupied and therefore $k_z^2$ is maximized. We note that this value is at least an order of magnitude smaller than the Dresselhaus strength $\beta k_F = \theta_{\text{Dres}} \langle k_z^2 \rangle k_F$ which is 150 µeV for an electron density of $1 \times 10^{12}/\text{cm}^2$.

S4. PHENOMENOLOGICAL MODEL

Here we present a simple phenomenological model that reveals how the anisotropic behavior of the conductivity with respect to the orientation of the in-plane magnetic field and its specific angular dependence is closely related to the symmetry of the spin-orbit field.

Ignoring orbital effects, the SOC Hamiltonian can be written as,

$$H_{so} = \mathbf{w}(k_\parallel) \cdot \mathbf{\sigma}, \quad (S4.6)$$

where,

$$\mathbf{w}(k_\parallel) = \begin{pmatrix} \alpha k_y + \beta k_x + \gamma k_x k_y^2 \\ -\alpha k_x - \beta k_y - \gamma k_y k_x^2 \\ 0 \end{pmatrix} \quad (S4.7)$$

is the spin-orbit field with $\alpha$, $\beta$, and $\gamma$ representing the Rashba and linearized and cubic Dresselhaus parameters, respectively.

There are only two preferential directions related to the in-plane anisotropy, namely the spin-orbit and in-plane magnetic field directions. Therefore, a scalar quantity such as the longitudinal conductivity can be expanded in a series of the all possible scalars one can form with the vectors $\mathbf{w}(k_\parallel)$ and $\mathbf{B}_\parallel$. Up to second order the conductivity reads,

$$\sigma \approx \sigma^0 + \langle a_{11}(\mathbf{w} \cdot \mathbf{B}_\parallel) \rangle + \langle a_{20}w^2 \rangle + \langle a_{02}B_\parallel^2 \rangle + \langle a_{22}(\mathbf{w} \cdot \mathbf{B}_\parallel)^2 \rangle$$

where $\sigma^0$ refers to the conductivity in the absence of spin-orbit and in-plane magnetic fields. The expansion coefficients $a_{ij} = a_{ij}(k_\parallel)$ are SOC-independent and, therefore, isotropic in the $k_\parallel$-space. We have used the notation $\langle ... \rangle$ to indicate momentum average. Since the spin-orbit field is odd in momentum, the momentum average of the contributions of
first order in $w$ vanish. The terms $\langle a_{20}w^2 \rangle$ and $\langle a_{02}B_0^2 \rangle$ do not depend on the in-plane magnetic field direction and represent isotropic corrections to the conductivity. Therefore, the in-plane anisotropy of the conductivity is governed by the last contribution in Eq. (S4.8) which after substituting the spin-orbit field in Eq. (S4.7) and taking into account that contributions odd in the momentum vanish after momentum average, reduces to

$$\langle a_{22}(w \cdot B_\parallel)^2 \rangle = \left(\frac{a_{22}}{2}\right) \left[ (\alpha^2 + \beta^2)k^2_\parallel + \frac{\beta\gamma}{2}k^4_\parallel + \frac{\gamma^2}{8}k^6_\parallel \right] B^2_\parallel - \langle a_{22} \left( 2\alpha\beta k^2_\parallel + \alpha\gamma k^4_\parallel /2 \right) \rangle B_\parallel B_y. \quad (S4.8)$$

Here we took into account that since $a_{22}$ is isotropic, $\langle a_{22}k^2_\parallel \rangle = \langle a_{22}k^2_\parallel \rangle / 2$, $\langle a_{22}k^2_\parallel k^2_\parallel \rangle = \langle a_{22}k^2_\parallel \rangle / 8$, and $\langle a_{22}k^4_\parallel k^4_\parallel \rangle = \langle a_{22}k^4_\parallel \rangle / 16$.

Summing up all the contributions, the conductivity can be written in the phenomenological form,

$$\sigma = \sigma_{\text{iso}} + \delta\sigma_{\text{aniso}}, \quad (S4.9)$$

where

$$\sigma_{\text{iso}} = \sigma^0 + \left( a_{20} \left[ (\alpha^2 + \beta^2)k^2_\parallel + \frac{\beta\gamma}{2}k^4_\parallel + \frac{\gamma^2}{8}k^6_\parallel \right] \right) \quad (S4.10)$$

$$+ \left( a_{02} + \frac{a_{22}}{2} \left[ (\alpha^2 + \beta^2)k^2_\parallel + \frac{\beta\gamma}{2}k^4_\parallel + \frac{\gamma^2}{4}k^6_\parallel \right] \right) B^2_\parallel$$

is the isotropic contribution and

$$\delta\sigma_{\text{aniso}} = \left( -a_{22} \left( \alpha\beta k^2_\parallel + \frac{\alpha\gamma}{4}k^4_\parallel \right) \right) B^2_\parallel \cos(2\phi) \quad (S4.11)$$

is the correction accounting for the in-plane anisotropy. The angle $\phi = \angle B_\parallel$ defines the direction of the in-plane magnetic field with respect to the [110] crystallographic direction.

The angular dependence of $\delta\sigma_{\text{aniso}} \propto \cos(2\phi)$ is in qualitative agreement with both the experimental data and numerical simulations, and confirms that the coexistence of Rashba and Dresselhaus SOCs is responsible for the two-fold symmetry of the in-plane anisotropy of the conductivity. Note that the anisotropy vanishes when either $\alpha = 0$ (only Dresselhaus SOC is present) or $\beta = \gamma = 0$ (only Rashba SOC is present).

From the analysis above, we find the following phenomenological expression for the anisotropy ratio plotted in Fig. 2 of the main text,

$$\frac{\Delta\sigma(0) - \Delta\sigma(\phi)}{\Delta\sigma(0)} \approx \left( -a_{22} \left( \alpha\beta k^2_\parallel + \frac{\alpha\gamma}{4}k^4_\parallel \right) \right) \frac{B^2_\parallel}{\sigma_{\text{iso}}} [1 - \cos(2\phi)]. \quad (S4.12)$$

This expression properly describes the angular dependence of the anisotropy ratio, as shown in Fig. 2 of the main text.

**S5. ELECTRONIC TRANSPORT**

Transport properties of the two-dimensional electron gas are obtained from Hall measurements. The electron density is calculated from the Hall resistance as it is proportional to the applied magnetic field $n = B/eR_{xy}$. The mobility is calculated from the longitudinal resistance as $\mu = 1/n\pi \mu G$ where $G$ is the geometric factor of the Hall bars. Figure S3 shows the density and the mobility of the sample. The angular dependence measurements, that is the magnetococonductivity $\Delta\sigma$ vs the orientation of the in-plane field $\angle B_\parallel$, is provided Figure S4. Different plots correspond to different densities. The origin of the anisotropy is assumed to be due to the combination of Rashba and Dresselhaus spin-orbit coupling which reduces the rotational symmetry in the plane of the 2D system to a two-fold symmetry. Figure S5 illustrates the corresponding
FIG. S3. Transport properties of the two-dimensional electron gas, namely electron density $n$ and mobility $\mu$ as a function of the gate voltage $V_g$. The gate dielectric is a 30 nm layer of $\text{Al}_2\text{O}_3$. 

magnetoconductivity generated numerically from the semiclassical weak antilocalization model. The model captures the anisotropy since both Rashba and Dresselhaus terms are non zero. Without introducing the Dresselhaus term, one needs to resort to an anisotropic Zeeman splitting to explain the experimental data. This is not desirable since, as we showed in Section S3, an anisotropic Zeeman splitting can only be explained using higher order perturbation terms which are estimated to be negligible.
FIG. S4. Angle dependence data. Magnetoconductivity versus the angle of the in-plane magnetic field with a fixed magnitude of $B_{\|} = 0.2$ T. Different plots correspond to different densities (gate voltages). The angle $\angle B_{\|}$ is with respect to the [110] crystal axis. A horizontal cut on each plot gives the weak antilocalization signature. The data is manually shifted so that $\Delta \sigma = 0$ at $B_{\perp} = 0$. 

Data, $B_{\|} = 0.2$ T, $n = 9.68 \times 10^{-11}$ cm$^{-2}$

Data, $B_{\|} = 0.2$ T, $n = 1.34 \times 10^{-12}$ cm$^{-2}$

Data, $B_{\|} = 0.2$ T, $n = 1.75 \times 10^{-12}$ cm$^{-2}$

Data, $B_{\|} = 0.2$ T, $n = 2.20 \times 10^{-12}$ cm$^{-2}$

Data, $B_{\|} = 0.2$ T, $n = 2.68 \times 10^{-12}$ cm$^{-2}$

Data, $B_{\|} = 0.2$ T, $n = 3.14 \times 10^{-12}$ cm$^{-2}$

Data, $B_{\|} = 0.2$ T, $n = 3.55 \times 10^{-12}$ cm$^{-2}$

Data, $B_{\|} = 0.2$ T, $n = 3.91 \times 10^{-12}$ cm$^{-2}$
FIG. S5. Magnetoconductivity reproduced using the semiclassical theory of weak antilocalization at densities corresponding to Fig. [54].