Zero-Shot Estimation of Base Models’ Weights in Ensemble of Machine Reading Comprehension Systems for Robust Generalization
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Abstract—One of the main challenges of the machine reading comprehension (MRC) models is their fragile out-of-domain generalization, which makes these models not properly applicable to real-world general-purpose question answering problems. In this paper, we leverage a zero-shot weighted ensemble method for improving the robustness of out-of-domain generalization in MRC models. In the proposed method, a weight estimation module is used to estimate out-of-domain weights, and an ensemble module aggregate several base models’ predictions based on their weights. The experiments indicate that the proposed method not only improves the final accuracy, but also is robust against domain changes.

Index Terms—ensemble learning, machine reading comprehension, domain adaptation

I. INTRODUCTION

Machine Reading Comprehension (MRC) is one of the main components of today’s open-domain question answering systems [1]–[3]. Its aim is to answer the questions from the related context(s). One of the main issues in the MRC models is that they are highly dependent on their train dataset, and are fragile to domain changes so that their accuracy drops sharply in out-of-domain datasets [5]. However, in real-world question answering systems, it is necessary to be able to answer the questions from a wide range of domains with acceptable accuracy.

In recent years, some studies have focused on domain adaptation and knowledge transfer in the MRC models [6]–[9]. But the aim of most of them is to adapt or transfer existing models’ knowledge to a specific target domain, while having a domain-independent MRC model remains an unresolved issue.

On the other hand, the common approach used in the most previous studies is supervised or semi-supervised transfer learning, which needs some data from the target domain. Even in the unsupervised domain adaptation approach, some raw texts from the target domain are available. However, in general-purpose question answering systems, due to the diversity of natural languages, you cannot determine a specific domain as the target one. Therefore, the zero-shot setting, which assumes no data from the target domain is available, remains as an unexplored area.

In this paper, we investigate the generalization stability of MRC models in out-of-domain datasets and propose a simple zero-shot method to improve the generalization robustness of MRC models against domain changes. The proposed method uses an accuracy-based weighted ensemble, which includes several base models trained on separate datasets, a weight estimation module, and ensemble module to aggregate the base models’ outputs on the target domain based on their out-of-domain estimated weights. In this method, there is no need for any target data in the training phase.

The rest of this paper is organized as follows. In Section II, the related work is reviewed. The proposed method is introduced in Section III. The experiments are presented and discussed in Section IV, and the final section is dedicated to the conclusion and future work.

II. RELATED WORK

The MRC task is a popular natural language processing task with several studies in recent years [1], [10]–[12]. Among these, some studies focus on generalization capability and transfer learning using supervised or unsupervised learning approaches across question answering (QA) or MRC models.

A. Supervised Transfer Learning

Chung et al. [7], investigated the effect of transferring knowledge from one question answering model to other ones with different train datasets. They showed that pretraining a QA model on a source dataset and fine-tuning it on a target one can improve the performance of the target model. MultiQA [5] investigated the transfer and generalization capability of MRC models across different datasets. They showed that pretraining models on multiple datasets can reduce the need for a large amount of data from the target domain. They also stated that the MRC models have low generalizability in the zero-shot setting. So that, although training an MRC model on multiple datasets can lead to a more generalized model, it does not...
perform as well as the best model on the target dataset. Also, the MRQA shared task [4] focused on the generalization capability of the MRC models for out-of-domain data using 18 different datasets. They split these datasets into three parts, train, evaluation, and test, and explored various ideas to tackle the generalization problem in this task. This has been followed by multiple studies like [13–15]. Even though these studies use labeled target data for training a model, our focus is on the zero-shot setting where no data is available from the target domain.

### B. Unsupervised Transfer Learning

Some studies leveraged the unsupervised approach to transfer knowledge from a labeled source domain to an unlabeled target domain. In [9], an adversarial domain adaptation model is introduced, where the knowledge is transferred from a highly labeled source domain to an unlabeled target domain. Cao et al. [6] introduced a self-training structure for domain adaptation in MRC. This model used BERT [16] to predict labels for target domain samples and filtered low confidence ones, and then trained target MRC model with an adversarial network. In [8], a multi-task learning approach has been used to train both source domain MRC and target domain language model with shared layers. They showed this approach improved the accuracy in the target domain with only unlabeled passages.

In the mentioned studies, the aim is to improve performance on the specific target domain, while in our work, the aim is to have a general model that has robust performance on a wide range of datasets.

## III. Proposed Method

### A. Machine Reading Comprehension

Machine Reading Comprehension is a supervised learning task that learns to respond to the input questions from the related input context(s).

\[
f : (Q, C) \rightarrow A
\]

\[Q = (q_1, q_2, ..., q_{l_q})\]

\[C = (c_1, c_2, ..., c_{l_c})\]

where \(Q\), \(C\), \(A\), \(l_q\), and \(l_c\) are the input question, input context, output answer, question length, and context length, respectively.

The output of the MRC model can be classified as selective or generative [17]. In the selective mode, the answer is an exact span of the input context, while in generative mode, the answer is a free form text. In this paper, we focus on the selective MRC models. The outputs of a selective MRC model are two probability distributions over context tokens for the start and end position of the answer.

### B. Accuracy-Based Weighted Ensemble

As stated in the previous section, most of the studies presented for domain adaptation in MRC task focus on transferring knowledge from the source domain to the desired target domain using some data from the target (at least raw passages). These models are fragile against domain changes and are not domain independent. In this study, we propose a simple zero-shot method to create a model which is robust against domain changes. This method, motivated by Large et al. work [18], leverages several based models, a weight estimation module, and an ensemble module to generate the final prediction. The proposed framework is shown in Figure 1. Instead of adapting the model to the new domain, the proposed method uses the aggregation of several base model predictions, which is not only low cost compared to the previous approaches, but also can lead to more stability against domain changes.

The base models have similar structures but are trained on separate training datasets (\(dataset_1\) to \(dataset_n\)). In the weight estimation module, another set of datasets (\(dataset_{n+1}\) to \(dataset_{n+k}\)) are used to estimate the accuracy of the base models as out-of-domain models’ weights. In the test phase, the predictions for out-of-domain data (\(dataset_{n'}\)) are obtained using weighted ensemble of base models’ predictions:

\[
y(\text{\textit{dataset}_{n'}}) = \sum_{j=1}^{n} w_j \times \hat{y}_j(\text{\textit{dataset}_{n'}}),
\]

where \(w_j\) is the \(j\)-th model weight and \(\hat{y}_j\) is the prediction of the \(j\)-th model on the target \(\text{\textit{dataset}_{n'}}\). The \(\alpha\) is the only hyper-parameter of this method. The weight prediction module calculates \(w_j\) as follows:

\[w_j = \text{acc}_j(\{\text{\textit{dataset}_{n+1}}, ..., \text{\textit{dataset}_{n+k}}\}),\]

where the \(\text{acc}_j\) is the accuracy of the \(j\)-th model on the set of samples from \(dataset_{n+1}\) to \(dataset_{n+k}\).

## IV. Experiments

### A. Datasets

In this paper, we use 12 MRC datasets with different sizes and domains. The detailed information is shown in Table I. The datasets are configured corresponding to the MRQA shared task [4]. These datasets are split into three groups which are respectively used for the base model learning, the weight estimation, and testing the final model.

### B. Experimental Results

We performed three sets of experiments in this study. First, we trained base models with the simple and popular MRC model, BiDAF [19] on group I datasets, and evaluated their in-domain and out-of-domain accuracies. The AllenNLP library\(^2\) is used for training the base models. As you can see in Table II, in almost all datasets, the best results are obtained when the source and target domains are the same; and accuracy drops significantly for the unseen datasets. The used evaluation measure is F1 score which calculates the weighted average of the precision and recall between the predicted answer and ground-truth at the work level.

The next experiment, presented in Table III, investigates the proposed accuracy-based weighted ensemble method which

\(^2\)https://github.com/allenai/allennlp-reading-comprehension
TABLE I
THE DATASETS USED IN OUR EXPERIMENTS

| Dataset       | Question          | Context     | Train  | Test   |
|---------------|-------------------|-------------|--------|--------|
| I             |                   |             |        |        |
| SQuAD         | Crowdsourced      | Wikipedia   | 86588  | 10507  |
| NewsQA        | Crowdsourced      | News        | 74160  | 4212   |
| Natural Qns   | Search logs       | Wikipedia   | 104071 | 12836  |
| DROP          | Crowdsourced      | Wikipedia   | 60721  | 1501   |
|              | Movie plots       |             | 77409  |        |
| II            |                   |             |        |        |
| TriviaQA      | Trivia            | Web snippets| 61688  | 7755   |
| HotpotQA      | Crowdsourced      | Wikipedia   | 72928  | 5904   |
| SearchQA      | Jeopardy          | Web snippets| 117,384| 16990  |
| III           |                   |             |        |        |
| RACE          | Domain experts    | Examinations|        | 674    |
| TextbookQA    | Domain experts    | Textbook    |        | 1503   |
| BioASQ        | Domain experts    | Science articles| -     | 1504   |
| RelationExtraction | Synthetic  | Wikipedia   | -       | 2948   |

*MRQA shared task does not have these train sets, so we used them from the MultiQA project [5].

Fig. 1. The framework of the proposed method.

enssembles the base models’ outputs according to Equation 2. Each of the datasets from group II (unseen during training) is used as a train set in the weight estimation module. For simplicity and speed considerations, we only used a subset of 5000 train samples from each dataset. The \( \alpha \) hyper-parameter is chosen from 1 to 4, where the out-of-fold predictions over the train set are used as the validation set. We also compare this method with the fine-tuning approach, where the best base model is fine-tuned on the unseen datasets and evaluated on other datasets to measure its out-of-domain accuracy. As shown in Table II, the proposed weighted ensemble method obtains the highest accuracies. Specially, the results show that the fine-tuning approach cannot improve the model’s performance for the unseen datasets. The simple ensemble method in this table is the arithmetic mean of the base models’ outputs.

The last but not the least experiment explores the effect of simultaneous usage of multiple datasets (group II) for weight estimation in the proposed method as well as in the fine-tuning approach. The performance of the methods are tested on the group III datasets. To this end, we randomly select 5000 samples from each dataset in group II, resulting in a total of 15000 samples, and estimate models’ weights using the proposed module. The results are shown in Table IV. Despite using multiple datasets, the accuracy of the fine-tuning approach is still fragile for the unseen datasets, while the weighted ensemble method remains stable.

According to the experiments, despite its simplicity, the proposed weighted ensemble method can obtain robust results in the out-of-domain data. It seems that the lack of a direct dependence on one particular data distribution is one of the factors contributing to its robustness. In addition, the proposed method does not need a high volume of data to estimate the weight of base models compared to training or fine-tuning an MRC model with many parameters. All these show the high capability of the proposed method in robust generalization on unseen data, and can be a start point for future research in this

TABLE II
THE F1 SCORE OF THE BIDAF MODEL TRAINED AND TESTED ON DIFFERENT DATASETS. THE NATURAL QUESTIONS DATASET IS ABBREVIATED AS NQ.

| train \( \downarrow \) test \( \rightarrow \) | SQuAD | NewsQA | NQ | DROP | DuoRC |
|-----------------------------------------|-------|--------|----|------|-------|
| SQuAD                                  | 77.83 | 43.89  | 34.86 | 5.79 | 39.45 |
| NewsQA                                 | 53.22 | 51.12  | 31.72 | 11.44 | 32.88 |
| NQ                                     | 38.83 | 23.88  | 66.04 | 13.88 | 19.90 |
| DROP                                   | 17.41 | 16.05  | 8.40  | 79.90 | 9.98  |
| DuoRC                                  | 39.06 | 22.98  | 7.10  | 35.91 | 35.48 |
area.

V. CONCLUSION AND FUTURE WORK

In this paper, we investigated the generalization capability of MRC models on out-of-domain datasets and proposed a simple weighted ensemble method to robustly generalize on the unseen datasets. We compared the robustness of our method with the fine-tuning approach, in which the base models are fine-tuned on one or multiple out-of-domain datasets and tested on other ones.

In experiments, we used 5 base models trained on separate datasets. In the first step, we explored the generalization capability of the base models on out-of-domain datasets. The experimental results indicated the poor performance of MRC models on out-of-domain datasets. Then, we evaluated the proposed method and fine-tuning approach trained on one or multiple unseen datasets. The results indicated that our method leads to more robust generalization, where its accuracy on unseen datasets was better than all of the base models and fine-tuning approach.

The advantages of the proposed method are its simple implementation, its flexibility in adding new base models, and the lack of a direct dependence on the specific test data, which leads to more stable results on out-of-domain data.

For future work, we want to explore more sophisticated methods for the weighting module, such as sample-based weighting, which considers each input sample features for weighting different base models.
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