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Abstract—Online firestorms on Twitter are seemingly arbitrarily occurring outrages towards people, companies, media campaigns and politicians. Moral outrages can create an excessive collective aggressiveness against one single argument, one single word, or one action of a person resulting in hateful speech. With a collective “against the others” the negative dynamics often start. Using data from Twitter, we explored the starting points of several firestorm outbreaks. As a social media platform with hundreds of millions of users interacting in real-time on topics and events all over the world, Twitter serves as a social sensor for online discussions and is known for quick and often emotional disputes. The main question we pose in this article, is whether we can detect the outbreak of a firestorm. Given 21 online firestorms on Twitter, the key questions regarding the anomaly detection are: 1) How can we detect the changing point? 2) How can we distinguish the features that cause a moral outrage? In this paper we examine these challenges developing a method to detect the point of change systematically spotting on linguistic cues of tweets. We are able to detect outbreaks of firestorms early and precisely only by applying linguistic cues. The results of our work can help detect negative dynamics and may have the potential for individuals, companies, and governments to mitigate hate in social media networks.

Index Terms—Firestorms, Twitter, Change Detection

I. INTRODUCTION

Twitter is a social media platform with millions of users exchanging ideas about daily topics [1]. Its influence on societal processes is widely discussed. Acting as social sensors for real-time discussions, users provide information about ongoing discussions for live events and media topic strategies. User interactions have provided real-time information about the success and not-success of media campaigns and public relation events. One phenomena are online firestorms, also known as electronic Word-of-Mouth. Firestorms [2], thus, are not limited to failed media campaigns, but also occur in the context of verbal insult of people from politics, business and society. Negative dynamics might be very dangerous in real life and can do harm to people. A single statement or media outlet could trigger a collective brawl that seems to escalate uncontrollably until a certain point of exhaustion. Firestorms in Twitter have been broadly discussed in literature [2]–[8].

Research questions. More generally speaking, Twitter is a source of real-time information related to discussions, topics and events that happen in society, politics, economy and media. Analyzing communication data on Twitter can help to understand the development of processes, thus, explicitly the emergence of online moral outrages, negative dynamics and collective action [9]. Hence, the key research questions of our study in this paper are, “what are the major features that indicate the outbreak of a firestorm?” and “how can we detect relevant occurrence by exploring firestorm data?” Answering these questions makes researcher understand better to which extent users form an outrage collectively. Is there an “against the others”?

To answer these questions, our assumption is that a firestorm affects user positively or negatively. This leads to the question on how to approach affects in comments. We state that the words we use indicate the way we speak, hence behave and feel. Changes in the use of language in textual comments as tweets in the mention network, can give insights about changing behavior and changing perspective. It is generally accepted that in speaking we perform actions of various kinds and so we might see changes in the way a user talks and uses words [10]. To understand the usage of words, we take a closer look at the tweets vocabulary from a linguistic and psychological point of view.

Methods. In order to address our research question of the relationship between lexical features and firestorm participation, we use the extracted characteristics of firestorms to detect an outbreak at an early stage. Our approach provides a method from network analysis and text statistics by examining the dynamics of linguistic cues over time.

To get insights into the textual and sentimental features, we evaluate the sentiment score for each tweet in comparison to the overall network and evaluate the pronouns of each tweet of a user as an indicator for changing behavior. While verbs indicate the action, pronouns indicate to whom the action is performed. Taking a closer look at the usage of pronouns, tweets from the week before the firestorm and the week during the firestorm were analyzed.

To perform the sentiment and textual features analysis, we employ the LIWC classification tool [11]. We focus on the positive and negative values of tweets and specific other categories of the LIWC scheme such as personal pronouns, affective processes, cognitive processes, perceptual processes and informal language gives statistical insights. Applied pos-
itivity and negativity metrics are combined with linguistic cues and compared to network effects. Lexical features have been widely explored in the psychological and computational literature. For these features we drew mainly on the LIWC lexicons of Pennebaker et al. [12], a standard for social psychological analysis of lexical features.

Our approach does not limit the analysis to just sentiments and emotional tone since it is questionable to examine the correct meaning of a tweet out of counting words. Comparing samples of the firestorm data manually to the LIWC analysis, it can be stated that many cynical statements were not captured as such. Relying simply on this valence would not give much insights about the emotional arousal of a users textual comment.

On this account, we assume that detecting change based on sentiment analysis plus the usage of pronouns is more significant in how people connect with each other to form an outrage. Combining the automated processes that is done by the LIWCTool and looking for explicit lexical features, will help to answer the above posted questions.

Function words are psychologically and linguistically interesting and have been studied broadly [13]. Pronouns refer to a referent, hence, tell to whom somebody is speaking [14]. In this way, we might figure out if actors in social media networks stop talking about themselves and start talking collectively against somebody emotionally and with the words they use. The personal mode, which is the mode of dialogue, is marked by the central role of pronouns I/You. The linguist philosopher Benveniste brings into radical opposition the two first persons, necessarily posited on the basis of the I. They designate the one who speaks and imply at the same time an utterance about ‘I’ to the addressed object. The I-You relation founds the very exercise of speech. Function words are used at high rates. They help to answer the above posted questions.

Contributions. A major challenge, however, is to find the signal in a firestorm that indicates anomaly. The goal is to detect sentimental and lexical changes as a signal of an underlying change in a social network. In summary, our contributions are:

- Model: We propose a novel change detection model that accounts for linguistic cues and is able to detect the outbreak of a firestorm closely and quickly.
- Algorithm: We are able to detect firestorms on streaming Twitter data by only monitoring a couple of lexical features.

II. RELATED WORK

In 1947 Gordon Allport and Leo Postman defined a rumor as a “proposition for belief, passed along from person to person, usually by word-of-mouth, without secure standards of evidence being presented” [16, p ix]. While online firestorms are similar to rumors to some extent, e.g. they often rely on hearsay and uncertainty, online firestorms pose new challenges due to the speed and potential global reach of social media dynamics [2]. Why do people join online firestorms? Based on the concept of moral panics the authors argue that participation behavior is driven by a moral compass and a desire for social recognition [7]. Social norm theory refers to understand online aggression in a social-political online setting, challenging the popular assumption that online anonymity is one of the principle factors that promotes aggression [4].

With respect to firestorms on social media, the analysis of dynamics and their early detection often involves research from the field of sentiment analysis, network analysis, and sometimes time series analysis and change point detection.

Sentiment analysis. Approaches to the analysis of firestorms focusing on the mood of the users and their expressed sentiments unveil, for example, that in the context of online firestorms, non-anonymous individuals are more aggressive compared to anonymous individuals [4]. Online firestorms are used as a topic of news coverage by journalists and explores journalists’ contribution to attempts of online scandalization. By covering the outcry, journalists elevate it onto a mainstream communication platform and support the process of scandalization. Based on a typology of online firestorms, the authors have found that the majority of cases address events of perceived discrimination and moral misconduct aiming at societal change [8]. Online firestorms on social media have been studied to design an Online Firestorm Detector that includes an algorithm inspired by epidemiological surveillance systems using real-world data from a firestorm [6].

Sentiment analysis was applied to analyze the emotional shape of moral discussions in social networks [17]. It has been argued that moral-emotional language increased diffusion more strongly. Highlighting the importance of emotion in the social transmission of moral ideas, the authors demonstrate the utility of social network methods for studying morality. A different approach is to measure emotional contagion in social media and networks by evaluating the emotional valence of content the users are exposed to before posting their own tweets [18]. Modeling collective sentiment on Twitter gave helpful insights about the mathematical approach to sentiment dynamics [19].

Arguing that rational and emotional styles of communication have strong influence on conversational dynamics, sentiments were the basis to measure the frequency of cognitive and emotional language on Facebook. [20].

Instead, the analysis of linguistic patterns was used to understand affective arousal and linguist output [21]. Extracting the patterns of word choice in an online social platform reflecting on pronouns is one way to characterize how a community forms in response to adverse events such as a terrorist attack [22]. Synchronized verbal behavior can reveal important information about social dynamics. The effectiveness of using language to predict change in social psychological factors of
interest can be demonstrated nicely [23]. In [3], the authors detected and described 21 online firestorms discussing their impact on the network. To advance knowledge about firestorms and the spread of rumours, we use the extracted data as starting point to follow up on the research findings.

**Network analysis.** Social media dynamics can be described with models and methods of social networks [24]–[26]. Approaches mainly evaluating network dynamics are, for example, proposed by Snijders et al. Here, network dynamics were modeled as network panel data [27]. The assumption is that the observed data are discrete observations of a continuous-time Markov process on the space of all directed graphs on a given node set, in which changes in tie variables are independent conditional on the current graph. The model for tie changes is parametric and designed for applications to social network analysis, where the network dynamics can be interpreted as being generated by choices made by the social actors represented by the nodes of the graph. This study demonstrated ways in which network structure reacts to users posting and sharing content. While examining the complete dynamics of the Twitter information network, the authors showed where users post and reshare information while creating and destroying connections. Dynamics of network structure can be characterized by steady rates of change, interrupted by sudden bursts [28]. Network dynamics were modeled as a class of statistical models for longitudinal network data [29]. Dynamics of online firestorms where analyzed applying an agent-based computer simulation (ABS) [30]—information diffusion and opinion adoption are triggered by negative conflict messages.

**Time series analysis.** An approach that monitors network dynamics to determine when significant change to the network structure occurs in order to more efficiently search for potential causes of change was proposed by McCulloh and Carley [31]. The authors propose that techniques from social network analysis, combined with those from statistical process control can be used to detect when significant change occur in longitudinal network data. Statistical process control is a collection of algorithms that monitors a stochastic process over time and rapidly detects statistically significant departures from typical behavior. The approach is to mitigate negative process behavior. In order to detect change in statistical process control, periodic samples from the process were taken, calculating a statistic based on some process metric, and comparing the statistic against a decision interval. If the statistic exceeds the decision interval, the control chart is said to signal that a change may have occurred in the process.

**Change point detection.** Detecting changes in general time series is a complex problem for itself. The most known approaches for change point detection include Binary Segmentation [32], [33], Segment Neighborhood [34], and Optimal Partitioning [35], all of which suffer from certain drawbacks when considering monitoring streaming data: Binary Segmentation is quite efficient in terms of computational complexity, i.e. $O(n \log n)$, but it cannot guarantee to find the global minimum. Segment Neighborhood approaches suffer from computational complexity which might degenerate to $O(n^3)$.

Even the improvements in the form of Optimal Partitioning have a computational complexity of $O(n^2)$, i.e. they are quadratic in the number of samples.

A more recent approach was proposed by Killick et al. and it is based on the Optimal Partitioning in that it yields a guaranteed identification of the exact minimum while retaining a computational complexity that is linear in the number of samples $n$ [36]. Their approach is called Pruned Exact Linear Time (PELT) method and is based on a work by Jackson et al. [35]. As an improvement, Killick et al. incorporated a pruning step in the dynamic program which improves the computational efficiency without impacting the exactness of the segmentation. Most importantly, their method has a linear computational complexity which renders it especially useful for applications on streaming data.

**Mixed approaches.** More recent approaches analyse online firestorms by analyzing both content and structural information. A text-mining study on online firestorms evaluates negative eWOM that demonstrates distinct impacts of high- and low-arousal emotions, structural tie strength, and linguistic style match (between sender and brand community) on firestorm potential [37]. Online Firestorms were studied to develop optimized forms of counteraction, which engage individuals to act as supporters and initiate the spread of positive word-of-mouth, helping to constrain the firestorm as much as possible [5].

By monitoring both linguistic and psychological features of anomaly in the mention networks of online firestorms, we also combine analysis of content with the focus on structural information. To be able to detect online firestorms quickly, we also employ a method of change point detection on time series of the extracted features.
III. DATA

We used the same set of firestorms as in [3], whose data source is an archive of the Twitter decahose, a random 10% sample of all tweets. This is a scaled up version of Twitter’s Sample API, which gives a stream of a random 1% sample of all tweets. Mention and re-tweet networks based on these samples can be considered as random edge sampled networks [38] since sampling and network construction is based on Tweets that constitutes the links in the network.

The dataset consists of 21 firestorms with highest volume of tweets as identified in [3]. Table I shows those events along with the number of tweets, number of users, and the date of the first day of event. The set of tweets of each firestorm covers the first week of the event. We also augmented this dataset via including additional tweets, of the same group of users, during the same week of the event (7 days) and the week before (8 days), such that the volume of tweets is balanced between the two weeks (about 50% each). The fraction of firestorm-related tweets is between 2% and 8% of the tweets of each event (Figure 1)—it is important to realize at this point that even for users engaging in online firestorms, this activity is a minor part of their overall activity on the platform.

For each event, we also extracted tweets metadata including timestamp, hashtags, mentions, and retweet information (user and tweet ID).

A. Mention and Retweet Networks

To get insight on the evolution of each event, we opt to split time into units of half hours. This allows us to perform analysis at fine granularity. The result of this splitting is a series of about 720 time slice (since the studied time-span of an event is 15 days, this period corresponds to 720 half hours).

At each time point we construct mention networks, and retweet networks taking into account all the tweets during the last 12 hours. This way we obtain a moving window of tweets: with window size of 24 slices at steps of half hours. The mention network of each moving window contains an edge ($user_1$, $user_2$) if a tweet (among tweets under consideration) posted by $user_1$ is a retweet of another (original) tweet posted by $user_2$.

IV. ANALYSIS

A. Analysis of Mention Networks

For each event, the mention networks constructed at the different time points are directed, unweighted networks. We performed several types of social network analysis and extracted a set of metrics, including:

- Number of nodes $N$, and edges $E$, and density.
- Average out-degree (which equals avg. in-degree).
- Maximum out-degree, and maximum in-degree.
- Absolute and relative size of the largest connected component.

Moreover, we extracted several useful features of the corresponding moving windows, such as: number of (all) tweets, and number of mention tweets (tweets containing mentions).

We also calculated additional features, including:

- Ratio of mention tweets to all tweets.
- Mention per tweet ratio: $E / \text{nr. tweets}$.
- Mention per ‘mention’ user ratio: $E / N$.
- Tweet per ‘mention’ user ratio: $\text{nr. tweets} / N$.

Each of the aforementioned features leads to a time-series when taken over the entire time-span of the event. For example, Figure 2 depicts those time-series for the features of the mention networks of #AskBG firestorm, showing how those features evolve over time.

One can clearly observe the oscillating behaviour of those features. This oscillations is due to the alternation of tweeting activity between daytime and night. More interesting observation is the manifest change of behavior that occurs near the middle of the time-span, which evidently signals the beginning of the firestorm event.

Fig. 2. Evolution of mention network features (#AskBG event).
This apparent change can be observed in most of the features for the event at hand (muslimrage). However, not all the features are useful to detect the trigger of the firestorm in all events. In particular, we find the maximum in-degree feature is one of the best features to detect this change. Figure 3 shows the time-series of maximum in-degree for the events with largest number of tweets. Surprisingly interesting how this feature can clearly detects the start of the firestorm (in all events). The maximum in-degree in mention networks means the highest number of mentions received by a particular user. Thus, the ability of this feature to detect a firestorm can be interpreted by considering that, generally speaking, a firestorm occurs when one user is being mentioned unusually high.

Thus, monitoring this feature in real-time would be certainly handy at detecting firestorms as early as possible, by signaling abnormal changes (increase) in this feature. However, the change of focus to a particular user can be the result of different (including positive) events. A more rigours analysis of the change in behavior of such features is necessary in order to devise a formal method/algorithm of change detection as we will see in the next section.

B. Change of language

The first step was to uncover the linguistic peculiarities of firestorms. We classified all tweets using the LIWC classification scheme [12] and compared between firestorm tweets and non-firestorm tweets. The comparisons refer to the following categories:

- Personal Pronouns,
- Affective Processes,
- Cognitive Processes,
- Perceptual Processes, and
- Informal Language

These categories each contain several subcategories that can be subsumed under the category names. The category of personal pronouns, for example, contains several subcategories referring to personal pronouns in numerous forms. One of these subcategories ‘I’, for example, includes – besides the pronoun ‘I’ – ‘me’, ‘mine’, ‘my’, and special forms such as ‘idk’ (which means “I don’t know”). It is noteworthy that entries of subcategories may overlap, e.g. ‘idk’ is part of ‘Netspeak’, ‘Filler’, ‘Personal Pronouns’, and ‘I’. For such cases, and to account for imbalance between subcategories, the LIWC classification scheme assigns individual weights to matches of subcategories.

To compare firestorm tweets and non-firestorm tweets, the single subcategories were sufficient to gain detailed insights. This allows us to compare the firestorms regarding the subcategories and to identify subcategories which distinguish the firestorm tweets more clearly from tweets from non-firestorm periods. For each individual subcategory, we obtain the mean value of the respective LIWC values for the firestorm tweets and the non-firestorm tweets.

In Figure 4 the comparisons between firestorm tweets and non-firestorm tweets are shown with regard to the individual subcategories. The firestorm-tweets were compared with tweets from the week immediately before the firestorm. We conducted the comparison to the non-firestorm tweets of the week of the firestorm, but the results look very similar. Hence, we are reporting only the former comparison here.

As described in Section III the comparison tweets contained only the users who have contributed to the firestorm. Figure 4a refers to all tweets, while for Figure 4b only tweets from the @mention network were considered. In both cases every subcategory was examined separately for all 21 firestorms.

The grey bars in the graphic represent the number of firestorms in which words from the respective category occurred more frequently during the firestorms. The orange bars visualize the number of firestorms in which the same words occurred less frequently during the firestorms. The sum of the orange and grey bars is therefore always 21.

The light areas of the bars indicate that the mean values were different from each other. The strongly colored areas of the bars indicate that these differences were significant in terms of t-tests with \( p < 0.01 \). For category ‘I’ in Figure
4a this means that in 5 Firestorms people used words of this category significantly more often, while in 16 Firestorms these words were used significantly less. Words of the same category were used less in 20 Firestorms considering the mention networks alone as depicted in Figure 4b. In 19 of these Firestorms, the differences were also significant.

In addition to the category ‘I’, the categories ‘posemo’ and ‘assent’ should also be highlighted. Words representing positive emotions like ‘love’, ‘nice’, ‘sweet’ – the ‘posemo’ category – are used clearly (and often significantly) less in almost all firestorms: positive emotions were less present in 19 out of 21 firestorms. In 17 out of 19 firestorms the differences were significant. This effect even increases when looking at @mention networks.

For the third remarkable category ‘assent’, which contains words like ‘agree’, ‘OK’, ‘yes’, this effect is reversed for all tweets – words in this category are used significantly more often during almost all firestorms (18 out of 21). When looking at the @mention networks, however, this feature lacks accuracy. The differences are significant only in 13 firestorms.

Finally, we constructed our own category ‘emo’ by calculating the difference between positive and negative sentiments in tweets. Thus, weights of this category can be negative and should describe the overall sentiment of a tweet. This is a quite common procedure in dealing with sentiment information. It can be seen how this category has even more pronounced differences between firestorm-tweets and non-firestorm tweets. There are 19 firestorms in which the ‘emo’ values were significantly lower during a firestorm. At the same time, there was only one firestorm with higher values of ‘emo’ but these differences were not significant.

Checking if the differences remain visible decomposing the @mention networks into components comparing tweets inside the largest component to tweets outside that component, we see no effect. There are only a few firestorms, in which the use of ‘we’ is significantly larger inside the largest component to tweets outside that component.

C. Change point detection

The goal is to identify a firestorm at an early stage with the help of linguistic features. For this purpose, we first identify the most suitable of the above mentioned characteristics. For the detection of change points, we use an efficient method that is suitable for being applied to streaming data and that was proposed by Killick et al. [36].

To detect the change points, individual time series of the linguistic features have to be constructed. For this purpose, we first split the timeline of each of the firestorm data sets into buckets of half hours and assign tweets to buckets based on their timestamp. When constructing a time series of linguistic characteristics, we describe a bucket of tweets by the mean value of the corresponding LIWC values.

Figure 5 depicts an example of detecting the change points in the time series of the ‘netspeak’ category. The number of firestorm tweets per half hour buckets is shown in the background. The figure visualizes nicely how the main part of the firestorm is covered well by an interval between two change points.

To detect the change points in streaming data, we simulate the arrival of new tweets every half hour. Being able to decide at any time \( t \) whether a change has occurred, we use historical data from the past 24 hours. The time series applied for change point detection thus consists of 49 values for the interval \( [t - 48 : t] \) each representing the mean of the LIWC values of the respective tweets. By doing so, we create separate time series for each of the subcategories mentioned above. We do not apply any smoothing to the time series.

However, it should be noted that there are only 49 floating point numbers for each category. In addition, the amount of memory required is constant: Unlike observing hashtags or @mentions, for example, the words searched for in the individual tweets are defined beforehand. In live operation, no additional memory has to be reserved for newly arriving hashtags or @mentions. Ultimately, only up to half an hour of live data is required to continue the history.

Decisive for successful change point detection is the choice of the penalty parameter. We select this parameter using elbow criterion. Therefore, we iterate penalty parameters from 2 to 10 and obtain the number of identified change points. From this data we determine the optimal penalty parameter as the configuration with the maximum absolute second derivative using the approximation of the second derivative of a point \( x_i \) as \( x_{i+1} + x_{i-1} - 2x_i \). Choosing a higher penalty value results in fewer change points detected and vice versa.

We were able to detect the start of the firestorms in \(-0.55 \pm 2.34\) hours. We have defined the start time as the first interval of half an hour at which the hashtag or @mention of the firestorm was the most frequent hashtag or @mention in the data set. Due to the focused data collection process, the set contains little hashtags or @mentions that were used frequently. Hence, this definition of a starting point of firestorms is quite sensitive, i.e. a low number of tweets suffices to boost the relevant hashtag or @mention.

Figure 6 depicts three exemplary firestorms and the change points determined in each case. The orange curve describes the accumulation of the specified hashtags, or @mentions. Two lower curves show the course of the maximum in-degree in the @mention network and the absolute number of all tweets (firestorm tweets and non-firestorm tweets) in the respective data set for comparison. The beginning of the firestorm was identified quite reliably.
An average value indicates the closest change point to starting time that lies about half an hour before the starting time which is one interval in our discretized timeline. With the extracted linguistic indicators, we are therefore able to detect a change in the linguistic behaviour of the users closely.

It is important to know when this change point was detected. For this purpose, we have determined the time $t$, at which the minimum deviation from the start time was measured. It takes two intervals of half an hour until the beginning of the firestorm is noticed. Hence, we are able to detect a change in the linguistic behaviour of the users quickly.

In a next step, we explored another change near the peak of a firestorm. Determining this peak was done in two ways. The first definition picks up on Figure 3 and describes the half-hour interval in which the highest in-degree in the @mention network was measured. We were able to approximate this peak of the network dynamics with an average of $\pm 1.19 \mp 2.51$ hours. Means that the change point closest to the peak is on average shortly after this peak.

The second, natural definition of the peak is the interval of half an hour in which most firestorm-related tweets were recorded, i.e. tweets which contain either the corresponding hashtag or the @mention. We were able to approximate this peak of the tweet accumulations with an average of $\pm 0.14 \mp 1.30$ hours. The closest determined change point is shortly before the peak of the tweet accumulations. With the help of the linguistic indicators, we were able to determine another change point just before the peak of the firestorm.

With respect to the identified differences in language use that were discussed in relation to Figure 4, we further evaluated how many change points were identified on the timelines of the linguistic categories. Figure 7 depicts how often a change point could be detected from the timeline of an individual characteristic. The top three categories were ‘netspeak’, ‘I’, and ‘posemo’ which corresponds to the insights from Figure 4 – these were the categories with the most significant differences just after our own category ‘emo’.

From a network perspective, a firestorm occurs when one user is being mentioned unusually high – focusing on a Twitter handle or a hashtag. The maximum in-degree in @mention networks is significantly deviating from comparable time periods. By evaluating lexical cues from the Tweet comments, we evaluated collective behavior manifesting in individual choices of words. During firestorms, users talk significantly less about themselves compared to non-firestorm periods. Simultaneously, the positivity in firestorms tweets vanishes and negativity rises. The extracted lexical features were applicable to streaming data. Using lexical features to monitor change in behavior has the advantage of constant memory requirements. By applying a straightforward change point detection, we were able to detect the starting point of the firestorms closely and quickly. We further provide insight into which linguistic categories proved to be useful for this task.

V. DISCUSSION & CONCLUSION

According to our posed questions, we conclude the following: Our research questions tackled the detection of anomaly in a network by exploring major features that indicate the outbreak of a firestorm, hence, the starting point of possible collective changing behavior.

On this account, combining sentiment analysis and text statistics to explore firestorm data can reveal in how people
connect with each other to form an outrage. The usage of vocabulary changes at a certain point when every single user stops commenting with the I-perspective and starts commenting on others. As mentioned, pronouns refer to a referent. If the ‘I’ diminishes, the focus changes significantly. All of a sudden people stop talking collectively about themselves positively and collectively more negatively - against the others.

Our model picks up these features and is able to detect the starting point of outrages giving insights about the changing user perspective to “against the others”. Further research questions regarding spreading of rumours and moral outrages might be:

- What causes evolving collective emotionality?
- Why does a community or society may at times come together and simultaneously communicate the same thought and participate in the same action?

A better knowledge of individual motivations and collective action can help to better understand and detect online firestorms.
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