DEEP NEURAL NETWORKS WITH RELU-SINE-EXPONENTIAL ACTIVATIONS BREAK CURSE OF DIMENSIONALITY IN APPROXIMATION ON HÖLDER CLASS
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Abstract. In this paper, we construct neural networks with ReLU, sine and $2^x$ as activation functions. For general continuous $f$ defined on $[0, 1]^d$ with continuity modulus $\omega_f(\cdot)$, we construct ReLU-sine-2$x$ networks that enjoy an approximation rate $O\left(\omega_f(\sqrt{d}) \cdot 2^{-M} + \omega_f\left(\frac{\sqrt{N}}{2^a}\right)\right)$, where $M, N \in \mathbb{N}^+$ are the hyperparameters related to widths of the networks. As a consequence, we can construct ReLU-sine-2$x$ network with the depth 6 and width $\max\left\{2d\left[\log_2\left(\frac{2d}{1/\alpha}\right)^{1/\alpha}\right], \ 2\left[\log_2\left(\frac{2d}{2^a}\right)^{3/2}\right] + 2\right\}$ that approximates $f \in \mathcal{H}_\mu^\alpha([0, 1]^d)$ within a given tolerance $\epsilon > 0$ measured in $L^p$ norm with $p \in [1, \infty)$, where $\mathcal{H}_\mu^\alpha([0, 1]^d)$ denotes the Hölder continuous function class defined on $[0, 1]^d$ with order $\alpha \in (0, 1]$ and constant $\mu > 0$. Therefore, the ReLU-sine-2$x$ networks overcome the curse of dimensionality in approximation on $\mathcal{H}_\mu^\alpha([0, 1]^d)$. In addition to its super expressive power, functions implemented by ReLU-sine-2$x$ networks are (generalized) differentiable, enabling us to apply SGD to train.

2010 AMS Subject Classifications. 41A99
Keywords. Deep Neural Network, Curse of Dimensionality, Approximation, Hölder Continuous Function.

1. Introduction. In recent years, deep learning has aroused great interest among mathematicians. How to approximate some common function classes with neural network is an important theoretical issue in this field. Some early works can be dated back to the 1980s [8, 14, 13, 27]. These results are mainly focused on sigmoidal networks, i.e., the activation functions are sigmoidal functions. Recently, ReLU networks are attached great interest due to its superior empirical performances in nowadays learning tasks [16]. Comparing to sigmoidal networks, ReLU networks do not suffer from the vanishing gradient problem [10]. Moreover, the ReLU is easy to compute and improves the ability of data representation [3]. In [40], Yarotsky firstly shows how to construct a ReLU network to achieve any approximation accuracy by the idea of Taylor expansion. Suzuki then shows that the ReLU networks can also be built up based on the classical approximation results of B-spline [37]. From a different point of view, Shen et al. construct ReLU networks to achieve any given accuracy by explicitly adjusting the depths and widths [33, 19]. Readers are also referred to some other excellent works related to ReLU networks [31, 12, 18, 20, 11].

Unfortunately, all those results of ReLU networks suffer from the curse of dimensionality in approximation [9], which is a term commonly used to describe of the difficulty of the problem depending on of the dimension exponentially. In the case of network approximation, it is
usually reflected in the fact that the size of the network is exponentially dependent on the approximation error. In fact, Yarotsky already proves that ReLU networks cannot escape the curse of dimensionality in approximation by constructing a lower bound for network size, which is based on the VC dimension of ReLU networks [40].

1.1. Main Contributions. In this paper, we construct neural networks achieving super expressive power with ReLU, sine, and \(2^x\) as activation functions. The constructed ReLU-sine-\(2^x\) networks break the curse of dimensionality in approximation on Hölder continuous function class defined on \([0, 1]^d\) and can be trained by SGD. The main contributions of this paper are summarized as follows. Let \(M, N \in \mathbb{N}^+\) be hyperparameters related to width, we construct deep networks \(\Phi\) with ReLU-sine-\(2^x\) activation functions that enjoy following approximation rate.

- For general continuous function \(f\) defined on \([0, 1]^d\) with continuity modulus \(\omega_f(\cdot)\), we have
  \[
  \|f - \Phi\|_{L^p} \leq O\left(\omega_f(\sqrt{d}) \cdot 2^{-M} + \omega_f\left(\frac{\sqrt{d}}{N}\right)\right),
  \]
  where \(p \in [1, \infty)\), the depth \(L(\Phi) = 6\) and the width \(W(\Phi) = \max\{2d\log_2 N, 2M\}\) as in Theorem 3.4. And
  \[
  \|f - \Phi\|_{L^\infty} \leq O\left(\omega_f(\sqrt{d}) \cdot 2^{-M} + \omega_f\left(\frac{\sqrt{d}}{N}\right)\right),
  \]
  where the depth \(L(\Phi) = 2d + 6\), and width \(W(\Phi) = 3d\left(\max\{2d\log_2 N, 2M\} + 4\right)\) as in Theorem 3.6.
- If \(f \in \mathcal{H}^\alpha_\mu([0, 1]^d),\) the Hölder function class with order \(\alpha \in (0, 1]\) and constant \(\mu > 0\), then we obtain
  \[
  \|f - \Phi\|_{L^p} \leq \epsilon
  \]
  as long as \(p \in [1, \infty)\), the depth \(L(\Phi) = 6\) and width
  \[
  W(\Phi) = \max\left\{2d \left[\log_2 \left(\frac{3\mu}{\varepsilon} \left(\frac{3\mu}{\varepsilon}\right)^{1/\alpha}\right)\right], 2 \left[\log_2 \left(\frac{3\mu\varepsilon^2/2}{2\varepsilon}\right)\right] + 2\right\}.
  \]
  It implies that the constructed \(\Phi\) breaking the curse of dimensionality in approximation on \(\mathcal{H}^\alpha_\mu([0, 1]^d)\), see Corollary 3.8 and Corollary 3.9.
- Functions implemented by \(\Phi\) are (generalized) differentiable [7, 4], thus, they can be trained by first order optimization algorithms such as stochastic gradient descent method.

1.2. Related Works. To avoid curse of dimensionality in approximation, one needs more regularity or structures on the target functions. For compositional functions [28], there exists a network with smooth, non-polynomial activation function, constant depth and width \(O(\varepsilon^2)\) to achieve error \(\epsilon\). The functions defined on low dimensional submanifolds are studied in
In [32] it is shown that for functions in $C^2(\Gamma)$, where $\Gamma$ is a smooth $m$-dimensional manifold, there exists a ReLU network with depth 4 and the number of units $O\left(\epsilon^{-m/2}\right)$ to achieve error $\epsilon$. The functions with finite Fourier moment conditions are studied in [24]. In [2] it is shown that there exists a shallow sigmoidal network with depth 2 and width $O\left(\frac{1}{\epsilon}\right)$ to achieve error $\epsilon$. Smooth functions are studied in [19, 42, 22, 39]. In [19] it is shown that for $f \in C^r([0,1]^d)$, to achieve an error $O\left(\|f\|_{C^r([0,1]^d)}N^{-2s/d}L^{-2s/d}\right)$, the depth and width of the ReLU network $\Phi$ are required to be $L(\epsilon) = O\left((L+2)\log(4L)+2d\right)$ and $W(\Phi) = O\left((N+2)\log_{2}(8N)\right)$. Piecewise smooth functions are studied in [18, 26]. In [26] ReLU networks with constant depth and number of weights $O\left(\epsilon^{-2(d-1)/\beta}\right)$, where $\beta$ characterizes smoothness of target functions, are constructed to achieve error $\epsilon$. For analytic functions on $(-1,1)^d$, there exists a ReLU network with depth $L$ and width $d+4$ to achieve accuracy $O\left(\epsilon^{-d\beta(e^{-1}L^{1/2d-1})}\right)$ for any $\delta > 0$ [39]. For band-limited functions, there exists a ReLU network $\Phi$ with depth $L(\Phi) = O\left(\frac{d}{\epsilon}\frac{1}{\log_{2}\left(\frac{1}{\epsilon}\right)}\right)$ and width $W(\Phi) = O\left(\frac{1}{\epsilon}\frac{1}{\log_{2}\left(\frac{1}{\epsilon}\right)}\right)$ to achieve error $\epsilon$ [23]. For functions in Korobov spaces, there exists a ReLU network $\Phi$ with depth $L(\Phi) = O\left(\log_{2}\left(\frac{1}{\epsilon}\right)\right)$ and the number of units $O\left(\frac{1}{\epsilon}\frac{1}{\log_{2}\left(\frac{1}{\epsilon}\right)}\right)^{(d-1)+1}$ to achieve error $\epsilon$ [21]. For measure $\mu$ whose support has a Minkowski dimension $d < D$, where $D$ is the ambient dimension, the approximation error measured in the norm $L^\infty(\mu)$ is roughly $O(W^{-\beta/d})$ where $\beta$ characterizing smoothness of target functions and $W$ is the number of parameters of the ReLU network [24]. For holomorphic mappings, the approximation rate of ReLU network is $O\left(e^{-bW^{1/(d+1)}}\right)$ with $b$ depending on the domain of analyticity and $W$ being the number of weights [25].

Although these works have achieved great achievements, an interesting question we can still ask is that for functions without much additional regularity conditions, can we construct an approximation network which does not suffer from the curse of dimensionality in approximation? For Hölder continuous functions, Shen et al. gives a positive answer by building a ReLU–floor network overcoming curse of dimensionality in approximation [34]. The size of their network can be adjusted by setting different values of depth and width. For example, to approximate a Hölder continuous function on $[0,1]^d$ with Hölder constant $\mu$ and order $\alpha$, there exists a ReLU–floor network with depth $6d+3$ and width max $\left\{d, 5\sqrt{d} \left(\frac{2d}{\epsilon}\right)^{1/\alpha} + 13\right\}$, where $\epsilon$ is the given approximation tolerance. However, it is a pity that the existence of floor activations exhibit using the working horse SGD [29, 17] for training since the gradient vanishes by chain rule. Note that non-piecewise constant and continuous activation functions have also been proposed in [34] in order to use SGD to train.

The rest of the paper is organized as follows. In Section 2, we give some notations and definitions. In Section 3, we present details on the construction of the ReLU-sine-$2^x$ networks with super expressive power. We give a conclusion and a short discussion in Section 4.

2. Notations. The continuity modulus $\omega_f(r)$ of a function $f$ is defined as

$$\omega_f(r) = \sup_{\|x-y\| \leq r} |f(x) - f(y)|.$$
For $\mu > 0$ and $\alpha \in (0, 1]$, the set of Hölder continuous function on $[0, 1]^d$ with constant $\mu$ and order $\alpha$ is defined by

$$\mathcal{H}_\mu^\alpha([0, 1]^d) = \{ f : |f(x) - f(y)| \leq \mu\|x - y\|_2^\alpha, \quad \forall x, y \in [0, 1]^d \}.$$

A function $f : \mathbb{R}^d \to \mathbb{R}^N$ implemented by a neural network is defined by

$$f_0(x) = x,$$

$$f_\ell(x) = \vartheta_\ell(A_\ell f_{\ell-1} + b_\ell) \quad \text{for } \ell = 1, \ldots, L - 1,$$

$$f = f_L(x) := A_L f_{L-1} + b_L,$$

where $A_\ell \in \mathbb{R}^{N_\ell \times N_{\ell-1}}$, $b_\ell \in \mathbb{R}^{N_\ell}$ and the activation function $\vartheta_\ell$ is understood to act component-wise (it is allowed that there are different activation functions in different layers). For simplicity we also use $f$ to present this network. $L$ is called the depth of the network and $\max\{N_\ell, \ell = 0, \ldots, L\}$ is called the width of the network. We will use $\mathcal{L}(f)$ and $\mathcal{W}(f)$ to denote the depth and width of the neural network $f$, respectively. $\sum_{\ell=1}^L N_\ell$ is called number of unites of $f$ and $\{A_\ell, b_\ell\}$ are called the weight parameters.

We now introduce the concept of VC-dimension [38], which plays an important role in the research of neural network approximation. Let $S \subset X$ be a finite subset and $H \subset \{ h : X \to \{0, 1\} \}$. We define by $H_S := \{ h | S : h \in H \}$ the restriction of $H$ to $S$.

**Definition 2.1.** The growth function of $H$ is defined by

$$G_H(m) := \max \{|H_S| : S \subset X, |S| = m\}, \quad \text{for } m \in \mathbb{N}.$$

It is clear that for every set $S$ with $|S| = m$, we have that $|H_S| \leq 2^m$ and hence $G_H(m) \leq 2^m$. We say that a set $S$ with $|S| = m$ for which $|H_S| = 2^m$ is shattered by $H$.

**Definition 2.2.** $\text{VCdim}(H)$ is defined to be the largest integer $m$ such that there exists $S \subset X$ with $|S| = m$ that is shattered by $H$. In other words,

$$\text{VCdim}(H) := \max \{ m \in \mathbb{N} : G_H(m) = 2^m \}.$$

VC-dimension reflects the capacity of a class of functions to perform binary classification of points. The larger VC-dimension is, the stronger the capability to perform binary classification is. For more discussion of VC-dimension, readers are referred to [1].

### 3. Construction of network

In this section, we give detail construction of the ReLU-sine-2$^x$ networks that enjoy super expressive power and can be trained by SGD. We will construct ReLU-sine-2$^x$ networks with depth 6 and depth 2$d + 6$ that approximate functions in $L^p$ norm $p \in [1, \infty)$ and $L^\infty$ norm, respectively.

Inspired by Lemma 7.2 in [1], which shows that sine functions class enjoys an infinite VC-dimension, we give a Lemma 3.1 below, which plays a key role in our network construction.
Lemma 3.1. Define

\[ \mathcal{N} := \{g : g \text{ is a neural network function with depth 3 and width 2 and its activation functions being ReLU and sine} \} \]

Then \( \{2^i\}_{i=1}^{\infty} \) are scattered by \( \mathcal{N} \), i.e., for any given \( n \in \mathbb{N}^+ \), there exist \( g \in \mathcal{N} \) that interpolates \( (2^i, b_i), i = 1, \ldots, n \) with \( b_i \in \{0, 1\} \).

Proof. The proof is based on the bit-extraction technique. For any \( k \in \mathbb{N}^+ \), we demonstrate that there exists a function \( g \) in \( \mathcal{N} \) scattering \( \{2^i\}_{i=1}^{k} \). Let \( b_i = \sum_{j=i+1}^{k} b_j 2^{-j} + \pi \cdot 2^{i-k-1} \), where \( b_i \in \{0, 1\} \), \( i = 1, \ldots, k \). Set \( x_i = 2^i \), then

\[
\sin(2\pi bx_i) = \sin \left( \pi \sum_{j=1}^{k} b_j 2^{-j} + \pi \cdot 2^{i-k-1} \right) = \sin \left( b_i \pi + \pi \cdot \sum_{j=i+1}^{k} b_j 2^{-j} + \pi \cdot 2^{i-k-1} \right),
\]

where the second equality is due to the periodicity of sine function. Since

\[
\left( \frac{1}{2} \right)^k \leq \left( \frac{1}{2} \right)^{k+1-i} \leq \sum_{j=i+1}^{k} b_j 2^{-j} + 2^{i-k-1} \leq 1 - \left( \frac{1}{2} \right)^{k+1-i} \leq 1 - \left( \frac{1}{2} \right)^k,
\]

we have

\[
\sin(2\pi bx_i) \in \begin{cases} [\sin \left( \frac{1}{2^k} \right), 1] , & b_i = 0, \\ [-1, -\sin \left( \frac{1}{2^k} \right)] , & b_i = 1. 
\end{cases}
\]

Define

\[
f(x) = \text{ReLU} \left( \frac{1}{2 \sin(1/2^k)} x + \frac{1}{2} \right) - \text{ReLU} \left( \frac{1}{2 \sin(1/2^k)} x - \frac{1}{2} \right)
\]

\[
= \begin{cases} 1, & x > \sin \left( \frac{1}{2^k} \right), \\ \frac{1}{2 \sin(1/2^k)} x + \frac{1}{2}, & -\sin \left( \frac{1}{2^k} \right) \leq x \leq \sin \left( \frac{1}{2^k} \right), \\ 0, & x < -\sin \left( \frac{1}{2^k} \right), 
\end{cases}
\]

and \( g(x) = f(\sin(2\pi bx)) \), then it is easy to check that

\[
g(x_i) = f(\sin(2\pi bx_i)) = \begin{cases} 1, & b_i = 0, \\ 0, & b_i = 1, 
\end{cases} \quad i = 1, 2, \ldots, k.
\]

The above equation and Definition 2.1 imply that \( \{2^i\}_{i=1}^{k} \) are scattered by \( g(x) \in \mathcal{N} \). \( \square \)

Let \( N \in \mathbb{N}^+, \delta > 0 \), define by a small region\( \Omega(N, \delta, d) = \{ x = [x_1, \ldots, x_i, \ldots, x_d]^T \in \Omega = [0, 1]^d : \text{there exists a coordinate } i \text{ such that } x_i \in \left( \frac{j}{N} - \delta, \frac{j}{N} \right) , \quad j = 1, 2, \ldots, N \} \).
We will prove the approximation to the network outside this region first and go back to this region later.

**Theorem 3.2.** Let $M, N \in \mathbb{N}^+$, $\delta > 0$. For any $f \in C([0, 1]^d)$ with maximum $\tilde{f}$ and minimum $\underline{f}$, there exists a ReLU-sine-$2^x$ network $\Phi$ with $\mathcal{L}(\Phi) = 6$, $\mathcal{W}(\Phi) = \max \{2d/\log_2 N, 2M\}$ such that for all $x \in [0, 1]^d$, $f \leq \Phi(x) \leq \tilde{f}$ and

$$|f(x) - \Phi(x)| \leq \omega_f(\sqrt{d}) \cdot 2^{-M} + \omega_f\left(\frac{\sqrt{d}}{N}\right), \quad \forall x \in [0, 1]^d \setminus \Omega(N, \delta, d).$$

We list the main ideas and steps before the complete proof. The domain $[0, 1]^d \setminus \Omega(N, \delta, d)$ is divided into some uniform small cubes $\{\Omega_\alpha\}_\alpha$ with size parameter $N$. We will construct an approximation network $\Phi$ which is constant on each $\Omega_\alpha$. It is enough to approximate $f$ at grid points of the cubes $\{\Omega_\alpha\}_\alpha$, then approximation on $[0, 1]^d \setminus \Omega(N, \delta, d)$ can be obtained by using continuity modulus and controlling the size of $N$. To see that we first construct two maps $\Phi_1$ and $\Phi_2$, which serve to map each $\Omega_\alpha$ to a specific integer. Then we can approximate $f$ at grid points of the cubes $\{\Omega_\alpha\}_\alpha$ by applying the tool of binary representation. Specifically, we introduce $\phi_{\alpha, j}$ to allocate the integers acquired by $\Phi_1$ and $\Phi_2$ to 0 or 1, depending on the value of the $j$th bit of binary representation of function value at the grid points. Combining them together we have a network $\Phi_3$ which can approximate $f$ at grid points of the cubes $\{\Omega_\alpha\}_\alpha$.

**Proof.** Our construction is similar to [34]. First we divide the region $[0, 1]^d$ into $N^d$ small cubes with the same size. For $\alpha \in \{0, 1, 2, \ldots, N-1\}^d$, define by

$$\Omega_\alpha(N, \delta, d) = \left\{ x \in [0, 1]^d : x_i \in \left[\frac{\alpha_i}{N}, \frac{\alpha_i + 1}{N} - \delta\right], \quad i = 1, 2, \ldots, N \right\}.$$ 

Then

$$[0, 1]^d = \bigcup_{\alpha \in \{0,1,2,\cdots,N-1\}^d} \Omega_\alpha(N, \delta, d) \bigcup \Omega(N, \delta, d).$$

Let $N_1 = \lceil \log_2 N \rceil$. We can build a network approximating the following periodical function

$$h(x) = \begin{cases} 
1, & x \in \left[2k \cdot \frac{2^{N_1}}{N}, (2k+1) \cdot \frac{2^{N_1}}{N}\right) \\
0, & x \in \left[(2k+1) \cdot \frac{2^{N_1}}{N}, (2k+2) \cdot \frac{2^{N_1}}{N}\right) 
\end{cases}, \quad k = 0, 1, 2, \ldots.$$

To see that we consider

$$\phi_{1,1}(x) := \frac{1}{2\sin\delta} \text{ReLU} (x + \sin\delta) - \frac{1}{2\sin\delta} \text{ReLU} (x - \sin\delta)$$

$$= \begin{cases} 
1, & x > \sin\delta, \\
\frac{1}{2\sin\delta}x + \frac{1}{2}, & -\sin\delta \leq x \leq \sin\delta, \\
0, & x < -\sin\delta,
\end{cases}$$
and
\[
\phi_{1,2}(x) := \phi_{1,1} \left( \sin \left( \frac{N\pi}{2N_1} x + \delta \right) \right)
\]
\[
= \begin{cases} 
1, & x \in \left[2k \cdot \frac{2N_1}{N}, (2k + 1) \cdot \frac{2N_1}{N} - 2\delta\right], \\
0, & x \in \left((2k + 1) \cdot \frac{2N_1}{N}, (2k + 2) \cdot \frac{2N_1}{N} - 2\delta\right), \\
\frac{1}{2\sin \theta} \sin \left( \frac{N\pi}{2N_1} x + \delta \right) + \frac{1}{2}, & \text{otherwise},
\end{cases}
\]
for \( k = 0, 1, 2, \cdots \) and \( 0 \leq \delta \leq \frac{1}{2} \). It can be easily verified that \( \phi_{1,2} \) is an approximation of the periodical function \( h(x) \). We next define
\[
\phi_{1,3}^n(x) := \phi_{1,2}(2^n x), \quad \text{for } n = 1, 2, \cdots, N_1,
\]
and let
\[
\Phi_1(x) := (\phi_{1,3}^1(x_1), \cdots, \phi_{1,3}^{N_1}(x_1), \phi_{1,3}^1(x_2), \cdots, \phi_{1,3}^{N_1}(x_2), \cdots, \phi_{1,3}^1(x_d), \cdots, \phi_{1,3}^{N_1}(x_d)). (3.2)
\]

We claim that \( \Phi_1 \) maps each \( \Omega_\alpha(N, \delta, d) \) to a corresponding \( N_1d \)-dimensional vector and for \( \alpha \neq \beta, \Phi_1(\Omega_\alpha(N, \delta, d)) \cap \Phi_1(\Omega_\beta(N, \delta, d)) = \emptyset \), which will be proved in Lemma 3.3.

For any \( \bar{\alpha} \in \mathbb{R}^{N_1d} \), we define
\[
\Phi_2(\bar{\alpha}) = 2^{\sum_{i=1}^{N_1d} a_i 2^{i-1} + 1},
\]
then
\[
\Phi_2 \circ \Phi_1(x) \in \{2, 4, 8, \cdots\}, \quad x \in [0, 1]^d \setminus \Omega(N, \delta, d).
\]

Denote \( \bar{f} \) and \( \underline{f} \) as the maximum and minimum of \( f \) in \([0, 1]^d\), respectively. Define
\[
\tilde{f}(x) = \frac{f(x) - \underline{f}}{\bar{f} - \underline{f}}.
\]
It is clear that \( 0 \leq \tilde{f} \leq 1 \). For any \( \alpha \in \{0, 1, 2, \cdots, N - 1\}^d \), we consider the grid points \( \frac{\alpha}{N} \) in \([0, 1]^d\). Then we express \( \tilde{f} \) in the following form of binary decomposition, that is, for \( \alpha \in \{0, 1, \cdots, N - 1\}^d \), there exists \( \{a_{i_{\alpha,j}}\}_{j=1}^\infty \) with \( a_{i_{\alpha,j}} \in \{0, 1\} \) such that
\[
\tilde{f} \left( \frac{\alpha}{N} \right) = \sum_{j=1}^\infty a_{i_{\alpha,j}} 2^{-j},
\]
where
\[
i_{\alpha} = \sum_{k=1}^{N_1d} \left( \Phi_1 \left( \frac{\alpha}{N} \right) \right)_k 2^{k-1} + 1 \in \{1, 2, \cdots, N_1d\}.\]

For \( j = 1, 2, \cdots, M \), by Lemma 3.1, there exists network \( \phi_{3,j} \) with ReLU and sine activations
such that

$$\phi_{3,j}(2^{i_\alpha}) = a_{i_\alpha,j}, \quad \alpha \in \{0, 1, \cdots, N - 1\}^d.$$  

Define by

$$\Phi_3 = \sum_{j=1}^{M} \phi_{3,j} 2^{-j} \text{ and } \tilde{\Phi} = \Phi_3 \circ \Phi_2 \circ \Phi_1.$$  

Then for \(x \in \Omega_\alpha\), we have

$$|\tilde{\Phi}(x) - \tilde{f}(x)| \leq \sum_{j=M+1}^{+\infty} a_{ij} 2^{-j} + \omega_{\tilde{f}} \left(\frac{\sqrt{d}}{N}\right) = 2^{-M} + \omega_{\tilde{f}} \left(\frac{\sqrt{d}}{N}\right).$$  

Hence for all \(x \in [0, 1]^d \setminus \Omega(N, \delta, d)\),

$$|\tilde{\Phi}(x) - \tilde{f}(x)| \leq 2^{-M} + \omega_{\tilde{f}} \left(\frac{\sqrt{d}}{N}\right).$$  

Denoted by

$$\Phi = (\mathcal{T} - f) \tilde{\Phi} + f,$$

then we can obtain that

$$|\Phi(x) - f(x)| \leq |\mathcal{T} - f| |\tilde{\Phi}(x) - \tilde{f}(x)|$$

$$\leq |\mathcal{T} - f| \cdot 2^{-M} + |\mathcal{T} - f| \cdot \omega_{\tilde{f}} \left(\frac{\sqrt{d}}{N}\right)$$

$$= \omega_{f} \left(\sqrt{d}\right) \cdot 2^{-M} + \omega_{f} \left(\frac{\sqrt{d}}{N}\right).$$  

Since \(0 \leq \phi_{3,j} \leq 1\) for \(1 \leq j \leq M\), \(0 \leq \Phi_3 \leq 1\) and hence \(0 \leq \tilde{\Phi} \leq 1\). Then \(\underline{f} \leq \Phi \leq \overline{f} \).

Last, we calculate the depth and width of \(\Phi\). Obviously, for \(n = 1, 2, \cdots, N_1\), \(\mathcal{L}(\phi_{3,j}^n) = 3, W(\phi_{3,j}^n) = 2\). Then \(\mathcal{L}(\Phi_1) = 3, W(\Phi_1) = 2N_1d\), and \(\mathcal{L}(\Phi_2 \circ \Phi_1) = 4, W(\Phi_2 \circ \Phi_1) = 2N_1d\), and \(\mathcal{L}(\phi_{3,j}) = 3, W(\phi_{3,j}) = 2\). Then, \(\mathcal{L}(\Phi) = 6, W(\Phi) = \max\{2N_1d, 2M\} = \max\{2d|\log_2 N|, 2M\}\).

\[
\text{Remark 3.1. From the proof of Theorem 3.2, we know the activation functions of } \Phi \text{ are the ReLU in the second and fifth layer, the sine in the first and fourth layer and the } 2^x \text{ in the third layer. The same structure also hold for Theorem 3.4, Collorary 3.7 and Collorary 3.8. See Figure 3.1 for the detail on the structure of the constructed ReLU-sine-2^x network } \Phi.\]

The next Lemma states properties of the mapping

$$\Phi(x) := (\phi_1(x_1), \phi^N_{1,1}(x_1), \phi^N_{1,2}(x_2), \cdots, \phi^N_{1,d}(x_d), \cdots)$$  \quad (3.3)

which have been used in the construction of network in Theorem 3.2.

**Lemma 3.3.** (1) The mapping \(\Phi_1\) defined by (3.2) satisfies

$$\Phi_1 : [0,1]^d \setminus \Omega(N, \delta, d) \to \{0,1\}^{N_1 d}$$

and for each \(\alpha \in \{0,1,2,\cdots,N-1\}^d\), \(\Phi_1(\Omega_\alpha(N, \delta, d))\) is a singleton.

(2) For any \(\alpha,\beta \in \{0,1,2,\cdots,N-1\}^d\), \(\alpha \neq \beta\),

$$\Phi_1(\Omega_\alpha(N, \delta, d)) \cap \Phi_1(\Omega_\beta(N, \delta, d)) = \emptyset.$$  

**Proof.** (1) Let \(\alpha \in \{0,1,2,\cdots,N-1\}^d\). By the definition of \(\Omega_\alpha(N, \delta, d)\) and \(\Phi_1\), it suffices to show that for any \(i = 1,2,\cdots,d\) and \(n = 1,2,\cdots,N_1\) (\(N_1 = \lceil \log_2 N \rceil\)),

$$\left[ \frac{2^n \alpha_i}{N}, \frac{2^n (\alpha_i + 1)}{N} - 2^n \delta \right] \subset \left[ k \cdot \frac{2^{N_1}}{N}, (k + 1) \cdot \frac{2^{N_1}}{N} - 2 \delta \right],$$
for some \( k \in \mathbb{N}_0^+ \). It is equivalent to two inequalities:

\[
\begin{cases}
  k \cdot \frac{2^{N_1}}{N} \\
  (k + 1) \cdot \frac{2^{N_1}}{N} - 2\delta \leq \frac{2^n \alpha}{N}, \\
  (k + 1) \cdot \frac{2^{N_1}}{N} - 2\delta \geq \frac{2^n (\alpha + 1)}{N} - 2^n \delta.
\end{cases}
\]

In the following we show that there exists a \( k \in \mathbb{N}_0^+ \) satisfying

\[
\alpha_i - 2^{N_1 - n} + 1 \leq k \leq \frac{\alpha_i}{2^{N_1 - n}}.
\]

Since \( \alpha_i \in \{0, 1, \ldots, N - 1\} \), there exists \( A_1 \in \mathbb{N}_0^+ \) and \( A_2 \in \{0, 1, \ldots, 2^{N_1 - n} - 1\} \) such that

\[
\alpha_i = A_1 \cdot 2^{N_1 - n} + A_2.
\]

Then

\[
\begin{align*}
A_1 &= \frac{\alpha_i}{2^{N_1 - n}} = -\frac{A_2}{2^{N_1 - n}} \\
A_1 - \frac{\alpha_i - 2^{N_1 - n} + 1}{2^{N_1 - n}} &= 2^{N_1 - n} - 1 - A_2 \geq 0.
\end{align*}
\]

Therefore, we can set \( k = A_1 \) and conclude the result.

(2) By (1) it is sufficient to show that \( \Phi_1 \left( \frac{\alpha}{N} \right) \neq \Phi_1 \left( \frac{\beta}{N} \right) \) for any \( \alpha \neq \beta \). The fact that \( \alpha \neq \beta \) implies there exists an index \( i \), with \( 1 \leq i \leq 2d \) such that \( \alpha_i \neq \beta_i \). We will show there exists an index \( j \), with \( 1 \leq j \leq N_1 \) such that \( f_{\delta,j} \left( \frac{\alpha}{N} \right) \neq f_{\delta,j} \left( \frac{\beta}{N} \right) \). It can be verified by contradiction. Assume that for all \( 1 \leq n \leq N_1 \) there holds \( f_{\delta,j} \left( \frac{\alpha}{N} \right) = f_{\delta,j} \left( \frac{\beta}{N} \right) \), which means

\[
f_2 \left( \frac{2^\alpha}{N} \right) = f_2 \left( \frac{2^\beta}{N} \right)
\]

for all \( 1 \leq n \leq N_1 \) by definition. For \( n = 1 \), \( f_2 \left( \frac{\alpha}{N} \right) = 1 \) when \( \gamma \in \{0, 1, \ldots, 2^{N_1 - 1} - 1\} \) and \( f_2 \left( \frac{\beta}{N} \right) = 0 \) when \( \gamma \in \{2^{N_1 - 1}, 2^{N_1 - 1} + 1, \ldots, N - 1\} \), respectively. Then we have \( \alpha_i, \beta_i \in \{0, 1, \ldots, 2^{N_1 - 1}\} \). Similarly for \( n = 2 \), we can deduce that \( f_2 \left( \frac{2^\alpha}{N} \right) = 1 \) when \( \gamma \in \{0, 1, \ldots, 2^{N_1 - 2} - 1\} \) and \( f_2 \left( \frac{2^\beta}{N} \right) = 0 \) when \( \gamma \in \{2^{N_1 - 2}, 2^{N_1 - 2} + 1, \ldots, 2^{N_1 - 1} - 1\} \), respectively. Thus we obtain that \( \alpha_i, \beta_i \in \{0, 1, \ldots, 2^{N_1 - 2}\} \). The same argument can be applied to \( n = N_1 \), one may find \( \alpha_i, \beta_i \in \{0\} \). This contradicts to the fact that \( \alpha_i \neq \beta_i \).

**Theorem 3.4.** Let \( M, N \in \mathbb{N}^+ \), \( \delta > 0 \), \( p \in [1, +\infty) \). For any \( f \in C \left( [0, 1]^d \right) \), there exists a ReLU-sine-2\(^d\) network \( \Phi \) with \( \mathcal{L}(\Phi) = 6, \mathcal{W}(\Phi) = \max \{2d[\log_2 N], 2M\} \) such that

\[
\| f - \Phi \|_P \leq \omega_f (\sqrt{d}) \cdot 2^{-M} + \omega_f \left( \frac{\sqrt{d}}{N} \right) + \omega_f (\sqrt{d}) \left[ 1 - (1 - N\delta)^d \right]^{1/p}.
\]

**Proof.** By the approximation results in Theorem 3.2, we can compute the error in \( L^p \) norm
as follows:

\[
\int_{[0,1]^d} |f - \Phi|^p \, dx = \int_{[0,1]^d \setminus \Omega(N, \delta, d)} |f - \Phi|^p \, dx + \int_{\Omega(N, \delta, d)} |f - \Phi|^p \, dx
\]
\[
\leq \left[ \omega_f(\sqrt{d}) \cdot 2^{-M} + \omega_f \left( \frac{\sqrt{d}}{N} \right) \right]^p \int_{[0,1]^d \setminus \Omega(N, \delta, d)} \, dx + \omega_f(\sqrt{d}) \int_{\Omega(N, \delta, d)} \, dx
\]
\[
= \left[ \omega_f(\sqrt{d}) \cdot 2^{-M} + \omega_f \left( \frac{\sqrt{d}}{N} \right) \right]^p (1 - N\delta)^d + \omega_f(\sqrt{d}) [1 - (1 - N\delta)^d]^{1/p}
\]
\[
\leq \left\{ \omega_f(\sqrt{d}) \cdot 2^{-M} + \omega_f \left( \frac{\sqrt{d}}{N} \right) + \omega_f(\sqrt{d}) [1 - (1 - N\delta)^d]^{1/p} \right\}^p .
\]

\[\square\]

In [19], an approach of expanding the approximation result from \(x \in [0,1]^d \setminus \Omega(N, \delta, d)\) to the whole region \([0,1]^d\) is developed, which is based on a technique called horizontal shift. The result obtained in [19] is stated as follows.

**Proposition 3.5** (Theorem 2.1, [19]). Given any \(\epsilon > 0\), \(N, L, K \in \mathbb{N}^+\), and \(\delta \in (0, \frac{1}{3K}]\), assume \(f \in C([0,1]^d)\) and \(\tilde{\phi}\) is a network with width \(W(\tilde{\phi}) = N\) and depth \(L(\tilde{\phi}) = L\). If

\[|f(x) - \tilde{\phi}(x)| \leq \epsilon, \quad x \in [0,1]^d \setminus \Omega(K, \delta, d),\]

then there exists a new network \(\phi\) with width \(W(\phi) = 3^d(N + 4)\) and depth \(L(\phi) = L + 2d\) such that

\[|f(x) - \phi(x)| \leq \epsilon + d \cdot \omega_f(\delta), \quad x \in [0,1]^d.\]

Moreover, the activation functions of \(\phi\) are the activation functions of \(\tilde{\phi}\) and ReLU.

**Remark 3.2.** Note that Theorem 2.1 in [19] is applied for ReLU networks. However, its argument can be extended to network with any activation functions easily.

**Theorem 3.6.** Let \(M, N \in \mathbb{N}^+\), \(\delta > 0\). For any \(f \in C([0,1]^d)\), there exists a ReLU-sine-2s network \(\Phi\) with \(L(\Phi) = 2d + 6\), \(W(\Phi) = 3^d(\max \{2d\log_2 N, 2M\} + 4)\) such that

\[|f(x) - \Phi(x)| \leq \omega_f(\sqrt{d}) \cdot 2^{-M} + \omega_f \left( \frac{\sqrt{d}}{N} \right) + d \cdot \omega_f(\delta), \quad x \in [0,1]^d.\]

**Proof.** This Theorem follows directly from Theorem 3.2 and Proposition 3.5. \(\square\)

**Remark 3.3.** In Theorem 3.6 (also Corollary 3.9 below), activation functions of \(\Phi\) in the first and fourth layers are the sine and the third layer the 2s, while in other layers are all the ReLU.

For \(f \in \mathcal{H}_p^\alpha([0,1]^d)\), the continuity modulus \(\omega_f(r)\) can be bounded by Hölder constant \(\mu\), i.e., \(\omega_f(r) \leq \mu r^\alpha\). Hence we are able to obtain a series of more explicit approximation results that breaking the curse of dimensionality in approximation, i.e., to achieve an approximation error of \(\epsilon\), the depth and the width depend on \(\epsilon\) only polynomially rather than exponentially.

**Corollary 3.7.** Let \(\delta > 0\). For any \(f \in \mathcal{H}_p^\alpha([0,1]^d)\) and \(\epsilon > 0\), there exists a ReLU-sine-
2x network Φ with \( \mathcal{L}(\Phi) = 6, W(\Phi) = \max \left\{ 2d \left[ \log_2 (\sqrt{d}) \right]^{1/\alpha} , 2 \left[ \log_2 \left( \frac{\mu d^{\alpha/2}}{\epsilon} \right) \right] + 2 \right\} \) such that

\[
|f(x) - \Phi(x)| \leq \epsilon, \quad x \in [0, 1]^d \setminus \Omega \left( \left[ \sqrt{d} \right]^{1/\alpha} \right).
\]

**Proof.** From Theorem 3.2, there exists a ReLU − sin − 2x network Φ with \( \mathcal{L}(\Phi) = 6, W(\Phi) = \max \left\{ 2d \left[ \log_2 N \right], 2M \right\} \) such that for \( x \in [0, 1]^d \setminus \Omega(N, \delta, d) \).

Set \( \mu d^{\alpha/2} \cdot 2^{-M} = \mu \left( \sqrt{d} \right)^{\alpha} = \frac{\epsilon}{3} \). Then \( M = \left[ \log_2 \left( \frac{\mu d^{\alpha/2}}{\epsilon} \right) \right] + 1, N = \left[ \sqrt{d} \left( \frac{\epsilon}{\mu} \right)^{1/\alpha} \right] \). \( \square \)

**Corollary 3.8.** Let \( p \in [1, +\infty) \). For any \( f \in \mathcal{H}_p^\alpha ([0, 1]^d) \) and \( \epsilon > 0 \), there exists a ReLU-sine-2x network Φ with \( \mathcal{L}(\Phi) = 6, W(\Phi) = \max \left\{ 2d \left[ \log_2 (\sqrt{d}) \right]^{1/\alpha} , 2 \left[ \log_2 \left( \frac{\mu d^{\alpha/2}}{\epsilon} \right) \right] + 2 \right\} \) such that

\[
\|f - \Phi\|_{L^p} \leq \epsilon.
\]

**Proof.** Let the parameters

\[
\mu d^{\alpha/2} \cdot 2^{-M} = \mu \left( \sqrt{d} \right)^{\alpha} = \mu d^{\alpha/2} \left[ 1 - (1 - N\delta)^d \right]^{1/p} = \frac{\epsilon}{3}
\]

in Theorem 3.4, we obtain the desired result. \( \square \)

**Corollary 3.9.** For any \( f \in \mathcal{H}_p^\alpha ([0, 1]^d) \) and \( \epsilon > 0 \), there exists a ReLU-sine-2x network Φ with \( \mathcal{L}(\Phi) = 2d + 6, W(\Phi) = 3^d \left( \max \left\{ 2d \left[ \log_2 \left( \sqrt{d} \right)^{1/\alpha} \right] , 2 \left[ \log_2 \frac{3\mu d^{\alpha/2}}{2\epsilon} \right] + 2 \right\} + 4 \right) \) such that

\[
|f(x) - \Phi(x)| \leq \epsilon, \quad x \in [0, 1]^d.
\]

**Proof.** Applying Theorem 3.6 and setting

\[
\mu d^{\alpha/2} \cdot 2^{-M} = \mu \left( \sqrt{d} \right)^{\alpha} = \mu d^{\alpha/2} \left( \frac{\epsilon}{3} \right),
\]

yields the result. \( \square \)

The results in Corollary 3.8 and 3.9 show that our proposed ReLU-sine-2x networks overcome the curse of dimensionality in approximation on Hölder Class. We should mention some related works on constructing networks that break curse of dimensionality in approximation. In [42], to achieve accuracy \( \epsilon \), a network with ReLU and any Lipschitz periodic activations with the total number of weights \( O \left( \log^2 \frac{1}{\epsilon} \right) \) is built. In [35], the authors constructed a three hidden layer network that achieves the same approximation power as the ReLU-sine-2x network constructed...
here. They use floor, $2^x$ and step functions as activation functions. In the consideration of applying SGD for training, they propose using “continuous version” activation functions, i.e., utilizing piecewise linear functions to approximate the floor and step activation functions. The resulting “continuous version” network still enjoy the super expressive power. However, the directional derivative of the piecewise linear functions may blow up since it depends on $1/\epsilon$, see Table 3.1. In recent work of Yarotsky [41], network with \{sin, arcsin\} activation is constructed to approximate continuous functions $f \in C([0, 1]^d)$ with precision $\epsilon$. The main feature of the sin-arcsin network is that the size is $O(d^2)$ and independent on $\epsilon$. Hence such a network overcomes curse of dimensionality in approximation. We summarize the related works in Table 3.1.

### Table 3.1: Previous works and our result ($\epsilon$ denotes the approximation accuracy)

| Paper | Function class | Activation(s) | Depth | Width |
|-------|----------------|---------------|-------|-------|
| [40]  | $C^s([0, 1]^d)$ | ReLU | $O\left(\log d \log \frac{1}{\epsilon}\right)$ | $O\left(d^{s+1} \log d \left(\frac{1}{\epsilon}\right)^{d/s} \log \frac{1}{\epsilon}\right)$ |
| [42]  | $C^s([0, 1]^d) (s \geq 1)$ | ReLU, sine | $O\left(d \log \frac{1}{\epsilon}\right)$ | $O\left(d^{2s} \log \frac{1}{\epsilon}\right)$ |
| [34]  | $\mathcal{H}_\mu^s([0, 1]^d)$ | ReLU, floor | $256d + 3$ | $O\left(d \alpha^s \log \frac{1}{\epsilon}\right)$ |
| [35]  | $\mathcal{H}_\mu^s([0, 1]^d)$ | $\rho_1, \rho_2, \rho_1^3$ | 4 | $O\left(d \log d \log \frac{1}{\epsilon}\right)$ |
| [41]  | $C([0, 1]^d)$ | \{sin, arcsin\} | $O(d^2)$ | $O(d^2 \log d \log \frac{1}{\epsilon})$ |

This paper $\mathcal{H}_\mu^s([0, 1]^d)$ | ReLU, sine and $2^x$ | 6 | $O\left(d \log d \log \frac{1}{\epsilon}\right)$ |

| 1 | $\varphi_1(x) = \begin{cases} n - 1, & x \in [n - 1, n - \delta], \\ (x - n + \delta) / \delta, & x \in [n - \delta, n], \end{cases}$ for any $n \in \mathbb{Z}$, $\rho_2 = 3^x$, $\varphi_2(x) = \tilde{T}(\cos(2\pi x))$, |
| 2 | $\tilde{T}(x) := \begin{cases} 1 - x / \cos \left(\frac{2\pi}{d}\right), & x \in [0, \cos \left(\frac{2\pi}{d}\right)], \\ 1, & x \in (-\infty, 0) \cup (\cos \left(\frac{2\pi}{d}\right), \infty). \end{cases}$ |

**Remark 3.4.** Comparing with Corollary 3.8, there is an additional constant factor which is exponentially depending on dimension $d$ in the width of network in Corollary 3.9. The factor $3^d$ is introduced by Proposition 3.5 since we want to expand Corollary 3.7 to the whole region. Even so, a factor such as $\epsilon^{-d}$ does not appear in the depth and width of our network, which appears and leads to curse of dimensionality in approximation in many previous results of ReLU networks [40, 37, 33].

Furthermore, if we don’t pursue pointwise accuracy and only interest in approximation in $L^p$ norm with $p \in [1, \infty)$, Corollary 3.7 and 3.8 provide powerful and practical results, where the depth are 6 and the constant factors in width only depend on dimension $d$ at most in terms of $d \log d$.

An important issue in practical learning tasks such as classification and regressions is to determine the parameters in network $\Phi$ with data. Since $\Phi$ are (generalized) differentiable [7, 4], we can utilize the workhorse SGD for training.

**Remark 3.5.** We now compare our ReLU-sine-$2^x$ network with the ReLU-sine network appearing in [42]. The depth and width of the former are 6 and $O\left(\log_2 \frac{1}{\epsilon}\right)$, respectively (Corollary 3.8) while the depth and width of the latter are both $O\left(\log_2 \frac{1}{\epsilon}\right)$. Despite the width of two networks are of the same order, the depth of our network, a constant being independent of approximation error and dimension, is much less than the ReLU-sine network in [42].
4. Numerical Experiment. In this section we will give two simple examples to show the approximation ability of the proposed deep neural network. Let

\[ f_1 = \prod_1^d \sin(\pi x_i), \quad f_2 = \prod_1^d x_i^2, \]  

with space dimension \( d = 3 \). The loss function is chosen as the least square:

\[ L_i(\Phi) = \mathbb{E}_{X \sim U([0,1]^d)} \left[ (\Phi(X)^2 - 2\Phi(X)f_i(X))^2 \right] \quad i = 1, 2, \]  

where \( U([0,1]^d) \) stands for the uniform distribution on \([0,1]^d\). Then we use the stochastic gradient decent (SGD) type algorithm to minimize the loss by taking samples \( X_i \sim U([0,1]^d) \).

In our experiments, we use the Adam [15] optimizer with \( 1e5 \) epochs and \( 1e5 \) batch size. The learning rate is initially set to be \( 3e^{-3} \) and reduced by 0.99 in every 5000 epochs.

The construction of the network is as Figure 3.1. The width of the first layer is \( 4d \). The second layer and the first layer are fully connected in each dimension. Before the activation of the third layer, a truncation is applied to avoid the exponential blow-up. The width of the fourth layer is 8. There are \( 12d + 25 \) neurons in total.

The result is shown in Figure 4.1. The first row plots the landscape of \( \Phi \) on the diagonal line of \([0,1]^d\) and its reference. The second row is the \( L^2 \) error of the approximation: \( ||\Phi - f_i||_{L^2} \). One may find that the SGD algorithm successfully minimizes the loss in the proposed neural network architecture.

![Fig. 4.1: The numerical result of SGD optimization. The first row demonstrates the landscape of \( \Phi \) on the diagonal line of \([0,1]^d\). The second row is the approximation error in \( L^2 \) norm.](image-url)
5. Conclusion. In this paper, we construct neural networks with ReLU, sine and $2^x$ as activation functions that overcome the curse of dimensionality in approximation on the Hölder continuous function class defined on $[0,1]^d$. The proposed ReLU-sine-$2^x$ network functions are (generalized) differentiable, enabling us to apply SGD to train in practical learning tasks.

There are several avenues for further study. First, due to the theoretical advantages established here, the practical performances of the ReLU-sine-$2^x$ networks in real world applications deserves careful evaluations. Second, whether or not the generalization errors of ReLU-sine-$2^x$ networks in supervised learning can break the curse of dimensionality in approximation on number of samples is also of immense current interest.
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