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Abstract

In the absence of artificial labels, the independent and dependent features in the data are cluttered. How to construct the inductive biases of the model to flexibly divide and effectively contain features with different complexity is the main focal point of unsupervised disentangled representation learning. This paper proposes a new iterative decomposition path of total correlation and explains the disentangled representation ability of VAE from the perspective of model capacity allocation. The newly developed objective function combines latent variable dimensions into joint distribution while relieving the independence constraints of marginal distributions in combination, leading to latent variables with a more manipulable prior distribution. The novel model enables VAE to adjust the parameter capacity to divide dependent and independent data features flexibly. Experimental results on various datasets show an interesting relevance between model capacity and the latent variable grouping size, called the "V"-shaped best ELBO trajectory. Additionally, we empirically demonstrate that the proposed method obtains better disentangling performance with reasonable parameter capacity allocation.

1. Introduction

Deep learning has made breakthroughs in unsupervised representation learning[1, 2], speech recognition [3-5], face recognition [6-8], target monitoring [9-12], and natural language processing [13-15]. These developments are largely due to the proposal on latent representation theory. Disentanglement representation learning is a method of latent representation that aims to separate data features for human understanding.

Currently, many representation learning models are based on the VAE proposed by Kingma [1]. Higgins et al [16] proposed that a certain degree of penalty coefficient can be imposed on the KL term of VAE to strengthen the independence constraints of the posterior approximate distribution. R. T. Chen and Kumar et al [2, 17-19] focused on penalizing the total correlation of the latent variables $D_{KL}(q(z)||\prod_i q(z_i))$, reducing the mutual information between the latent variables to achieve a good disentangling performance. Unfortunately, VAE's generation process needs to make assumptions about the distribution space of latent variables, which will cause the approximation error [24-27]. Locatello[20] pointed out that a purely unsupervised representation learning model cannot obtain the desired disentangling performance without giving an inductive bias. Based on Locatello’s work, many representation learning models established on weakly supervised learning have appeared [21-23].

Generally, we assume that data features can be divided into independent features and dependent features[16]. Intuitively, it is also necessary to correctly allocate parameter capacity in parametric neural networks to make the disentangled learning for certain data more effective. If we apply flat disentangling constraints to all dimensions of the latent variable using total correlation, like $\beta$–TCVAE. When the total parameter capacity is low, a one-dimensional latent variable may be unable to learn “over-complex” dependent features, resulting in the overfitting of independent features, in which the dependent features are mistaken for independent features and disentangled between dimensions. When the parameter capacity is high, the one-dimensional variable may blend multiple independent features into it. Because the parameter capacity space is infinite, it is difficult to select the appropriate parameter capacity so that the dependent features can just be contained in a one-dimensional variable. Therefore how to allocate the parameter capacity of learning independent and dependent features correctly becomes a challenge of unsupervised disentangled representation.

By decomposing the total correlation term in the $\beta$–TCVAE, we obtain the iterative link of the total correlation between the joint distribution and the marginal distribution. This gives us the motivation to manipulate the granularity of disentangling constraints in latent variables, to adjust the allocation of model’s parameter capacity. Moreover, the variability of disentangling constraints in latent variables makes the new model with dynamic prior distribution. Compared with several common VAEs, The new model is improved in representation learning and disentangling ability through the adaptation of flexible prior distribution to data features with different complexity.
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HFVAE [33] was represented as a hierarchical model, and an iterative hierarchical model was obtained by decomposing the prior distribution terms of the ELBO. Coincidentally, the objective function proposed in this paper is similar to that of HFVAE [33]. The main difference is that HFVAE achieved the feature disentangling effect in style granularity by controlling the disentangling strength of different latent variable levels. In comparison, β-TCVAE directly decomposes the total correlation term, discards the disentangling constraints term of the sub-variable in HFVAE, and manipulates the allocation of parameter capacity by changing the grouping size of latent variables.

2.2. Vae Approximation Error VAE approximate error analysis is primarily based on the empirical direction of the model [42-44]. The approximate error of VAE is generally caused by (1. The mismatch between the posterior and the prior distribution; (2. the problem of posterior collapse [45, 46]. Reducing the difference between the true posterior distribution and the prior is one of the main challenges. Different approaches have been proposed, such as using importance sampling to get tighter boundaries [47]; hierarchical multi-scale framework VAE; complex and scalable approximate posterior distribution [48, 49]. Most of the insightful points focus on more complex target posterior distributions, leading to an increase in the complexity of the model and the computational burden of model training [27]. This paper provides a new analysis
method: the parameter capacity allocation perspective. The objective function of β-STCVAE changes the prior distribution of latent variables by combining variables of different sizes, thus flexibly controlling the learning ability of the model to different data features.

2.3. Total Correlation Estimation

Statistical independence is an important indicator referred to in machine learning [52, 53], statistics [50, 51], and bioinformatics [54, 55] for measuring the degree of correlation between independent variables. It appears as a common regularization term in representation learning and deep learning. Mutual information is an information measure commonly used in information theory that represents the degree of randomness reduction of another independent variable when one independent variable is known. However, mutual information can only be leveraged to measure a pair of independent variables.

Total correlation (TC) has played an important role in representation disentanglement learning for measuring the overall correlation among multi-dimensional variables [56]. However, calculating the TC value is a major challenge because the true distribution in representation learning is unknown and can only be estimated through sampling. Cheng et al. [57] decomposed TC and used mutual information bound to estimate the TC value. However, inaccuracies were found in Cheng's work, which we corrected and proposed a new TC decomposition path in this paper.

3. VAE with Flexible Disentanglement

3.1. A new path of total correlation decomposition

β-TCVAE [2], FactorVAE [18], and DIP-VAE [17] obtain a more accurate penalty term by decomposing $E_{p(z)}[KL(q(z) || p(z))]$ to achieve a trade-off of disentanglement and reconstruction. 

β-TCVAE decomposes $E_{p(x)}[KL(q(z|x) || p(z))]$ to get the following objective:

$$E_{p(x)}[KL(q(z|x) || p(z))] = D_{KL}(q(z,x_n)||q(z)p(x_n)) + D_{KL}(q(z)||\prod_{i} q(z_i)) + \sum_{i} D_{KL}(q(z_i)||p(z_i)).$$

(1)

It is generally believed that the disentangling ability of β-TCVAE [2] mainly comes from two points in objective (1): 1. The mutual information between the latent variable and the data variable represented as $I(x; z)$ in the first item; 2. The independence between latent variables is represented as $TC(z)$ in the second item. The third term constrains the difference between latent variable distribution and prior distribution.

This paper mainly studies the second item. Cheng [57] proposed to use mutual information to estimate the total correlation, which is similar to the decomposition process of the total correlation proposed in this paper. Cheng proposed the total correlation decomposition from two paths, we name them: Top-Down Tree-like decomposition and Line-Like decomposition. The proposed decomposition path in this paper is called the Bottom-Up Tree-like path. However, their work has some inaccuracies, and the derivation results are inconsistent with ours. (See supplementary material A.4 for comparison and analysis of the three decomposition paths. supplementary materials A.1, A.2 are our revisions to their proposed paths derivation)

The following is a brief introduction to the decomposition path we proposed. The complete decomposition process is put in the supplementary materials A.3. Assuming that $z$ has $n$ dimensions, then:

$$TC(z) = D_{KL}(q(z)||\prod_{k} q(z_k)) = \sum_{i\neq j} D_{KL}(q(z_i)||q(z_j)) + \sum_{i} D_{KL}(q(z_i)||\prod_{j\neq i} q(z_j)) + \sum_{k} D_{KL}(q(z_k)||\prod_{i\neq k} q(z_i)).$$

(2)

Where $1^*$ represents $n$ is even, $2^*$ represents $n$ is odd. $z_i$ represents the $i$th dimension’s latent variable in the multidimensional latent variable $z$. $cp(i,j)$ represents a mechanism for selecting a pair of latent variables $z_i, z_j$ without replacement. $cp(i,j)$ in the summation symbol is consistent with the result of $cp(i,j)$ in the cumulative multiplication symbol. $z_i$ represents the final remaining latent variable after selecting several times without replacement under the $cp(i,j)$ of odd case. $p(z_{-i,j})$ represents the joint distribution probability of all variables except the $z_i, z_j$ latent variable. $I(z_i ; z_j)_{q(z) = q(z_i,z_j)}$ represents calculating the mutual information of $z_i$ and $z_j$ using importance sampling under the target distribution where $q(z_i,z_j)$ and $q(z_{-i,j})$ are independent of each other.

Explanations of each item after total correlation $D_{KL}(q(z)||\prod_{k} q(z_k))$ decomposition are as follows:

The first term $\sum_{cp(i,j)} I(z_i ; z_j)_{q(z) = q(z_i,z_j)}$ is the "mutual information summation" term, which represents the accumulation of mutual information combinations of all pairs $z_i, z_j$ of latent variables selected by $cp(i,j)$.

The second term $D_{KL}(q(z)||\prod_{cp(i,j)} q(z_i,z_j))$ under even case, so is $D_{KL}(q(z)||\prod_{cp(i,j)} q(z_i,z_j) \cdot q(z_j))$ under odd case, called the "joint distribution total correlation" term. During derivation, we discovered that the target distribution of the importance sampling in the first term $I(z_i ; z_j)$ satisfy $q(z_i,z_j)$ and $q(z_{-i,j})$ are independent of each other. The second term can also be regarded as the accuracy constraint for calculating the mutual information.
summed term, avoiding sampling bias by ensuring that the proposed distribution \( q(z_1, z_2) \) is not too far from the target distribution during importance sampling.

Then we set \( TC_{\text{joint}}(z) \) as:

\[
\begin{align*}
TC_{\text{joint}}(z) &= \begin{cases} 
D_{KL}(q(z)||\prod_{cp(i,j)} q(z_i, z_j)) & n \text{ is even} \\
D_{KL}(q(z)||\prod_{cp(i,j)} q(z_i, z_j) \cdot q(z_r)) & n \text{ is odd}
\end{cases}
\]

(3)

We replace \( \sum_{cp(i,j)} I(z_1; z_j) \) with \( MU_{\text{joint}}(z) \). Then \( TC_{\text{joint}}(z) = TC(z) - MU_{\text{joint}}(z) \).

From objective (2), knowing \( MU_{\text{joint}}(z) \) is always positive, defined as the accumulation of mutual information. Thus, we have \( TC_{\text{joint}}(z) \leq TC(z) \). This inequality brings us two interesting inferences:

**Inference 1:** The total correlation of joint distributions must be less than or equal to the total correlation of marginal distributions that compose the joint distributions.

**Inference 2:** We can split and refine the constraint granularity of \( TC(z) \). \( MU_{\text{joint}}(z) \) constrains the independence of marginal distributions within joint distributions, while \( TC_{\text{joint}}(z) \) constrains the independence between joint distributions.

Furthermore, the \( TC(z) \) decomposition has an iterative relationship and can continue by treating \( TC_{\text{joint}}(z) \) as a new \( TC(z) \). All joint distribution \( q(z_i, z_j) \) selected by \( cp(i,j) \) in the \( TC_{\text{joint}}(z) \) are regarded as the elements of new latent variables set \( \{q(z_{i,1}), q(z_{i,2}), \ldots, q(z_{i,n/2})\} \) \((n/2)\) variables in total when \( n \) is even, and \( n/2 \) in total when \( n \) is even), then we have below iteration relations:

\[
\begin{align*}
TC_{\text{joint}, 2}(z) &= TC_{\text{joint}, 1}(z) - MU_{\text{joint}, 2}(z), \\
TC_{\text{joint}, 3}(z) &= TC_{\text{joint}, 2}(z) - MU_{\text{joint}, 3}(z), \\
& \vdots
\end{align*}
\]

(4)

Finally, there is the following objective:

\[
TC(z) = MU_{\text{joint}, 1}(z) + MU_{\text{joint}, 2}(z) + \ldots + I(z_{f,1}; z_{f,2})
\]

(5)

where \( f = \text{int}(\log_2 n) - 2 \). If \( f < 1 \), then \( z_{f,1} = z_1 \), and \( n \) is the total dimension of \( z \), and \( \text{int}(c) \) is the rounded-up integer of \( c \).

Only two joint distribution variables will be left in the final round of decomposition regardless of the parity of \( n \). In objective (5), the remaining joint distribution of the last term is represented by \( z_{f,1} \) and \( z_{f,2} \). \( z_{f,1} \) and \( z_{f,2} \) are two joint distributions composed of distributions selected by the \( cp(f, j) \) of the \( f \)th round. Notice that, only the mutual information \( I(z_{f,1}; z_{f,2}) \) obtained in the last round of decomposition is not based on importance sampling. All \( MU_{\text{joint}, s}(z) \) are based on importance sampling. We found that there are also lots of estimates based on importance sampling in the other two decomposition paths. It was empirically demonstrated that importance sampling will limit the usage scenarios of the above decomposition paths. (The experiments and analysis are listed in Supplementary Material A.5)

### 3.2. New algorithm β–STCVAE

The real data features \( x \in \mathbb{R}^n \) are assumed to be divided into two groups: conditionally independent features \( v \in \mathbb{R}^K \) and conditionally dependent features \( v \in \mathbb{R}^K \) [16]. The conditional independent features satisfy the independence \( \log p(v|x) = \sum_k \log q(v_k|x) \). It is assumed that the real data distribution can be simulated by a parametric neural network \( p(x|v, w) = \text{net}(v, w) \), using a parametric neural network to find an inferred posterior distribution \( q(z|x) \). The minimal complexity disentangling method between latent variables is searched during model training by constraining the total correlation, while the dependent features are loaded in a single latent variable. The disentangling of \( \beta-TCVAE \) challenges the parameter capacity allocation of neural networks. Assuming the total parameter capacity \( (C_z) \) of the network consists of two parts: parameter capacity allocated to independent features \( (C_v) \) and parameter capacity allocated to dependent features \( (C_w) \), thus \( C_z = C_v + C_w \). The parameter capacity can be effectively utilized when it is properly allocated, otherwise, the learning ability of the model will be weakened, wasting the network parameter capacity.

We can constrain \( TC_{\text{joint}, s}(z) \) and \( MU_{\text{joint}, s}(z) \) separately based on the inference 2 in section 3.1. Intuitively, suppose the constraints of \( MU_{\text{joint}, s}(z) \) are omitted, then \( C_w \) can be increased while \( C_v \) remains unchanged, leading to a reduction in the capacity allocated to the independent distribution features \( C_p \). This gives us a method to directly manipulate the parameter capacity allocation in VAE.

According to objective (4), \( TC(z) \) can stop decomposition at any round of iteration, and release the disentangling constraints of the first \( x-1 \) term.
The total correlation disentangling penalty terms at any iteration can be written as:

$$T_{C_{joint}}(z) = \begin{cases} 
D_{KL}(q(\|x\|)||\prod_{i=0}^{n} q(z_{i-1,i}z_{i-1,m})) & , n \text{ is even} \\
D_{KL}(q(\|x\|)||\prod_{i=0}^{n} q(z_{i-1,i-1,i}z_{i-1,m}), q(z_{i})) & , n \text{ is odd}
\end{cases}$$

(6)

where $n$ is the number of latent variables at current iteration. If $x \sim 0 \leq 0$, then $z_{x-1,i} = z_i$, and $z_{x-1,m} = z_m$. The $cp(\beta)$ selection function in $T_{C_{joint}}(z)$ should be specified, motivated by the decomposition of the total correlation while simplifying the calculation. The $T_{C_{joint}}(z)$ term with penalty coefficient $\beta$ should be used to replace the total correlation term in the $\beta$–STCVAE loss function, then an objective with hyperparameters $\beta$ is developed as the loss function of $\beta$–STCVAE:

$$L_{\beta} \text{-STCVAE} = E_q(z|x)p(x)[log p(x|z)] - l(z; x) - \beta \cdot [T_{C_{joint}}(z)] - \sum_{j} D_{KL}(q(z_j)||p(z_j)),$$

(7)

Where we take $T_{C_{joint}}(z)$ as $T_{C_{joint}}(x)$’s specific objective, and $T_{C_{joint}}(z)$: $D_{KL}(q(\|x\|)||\prod_{i=0}^{n} q(z_{i-1,i+1}z_{i-1,i}z_{i-1,m}))$. The $i$ in $T_{C_{joint}}(z)$ is a factor of the total dimension $n$, named the grouping factor. Coincidentally, with a completely different decomposition, the loss function of $\beta$–STCVAE is similar to HFVAE. The HFVAE loss function can be written as:

$$L_{HFVAE} = E_q(z|x)p(x)[log p(x|z)] - l(z; x) - \beta \cdot [T_{C_{joint}}(z)] - \sum_{j=1}^{n} D_{KL}(q(z_j)||p(z_j)),$$

(8)

Where $T_{C_{joint}}(z_{sub}) = D_{KL}(q(z_{sub})||\prod_{i=0}^{n} q(z_{i-1,i}z_{i}))$, and $q(z_{sub}) = q(z_{i-1,i}z_{i})$. In the work of HFVAE, the author did not discuss how to select grouping factor $i$ under continuous variables, but mainly studied unsupervised learning of discrete labels. $\beta$–STCVAE discards the disentangling constraints in the sub-variables grouping $\sum_{j=1}^{n}[T_{C_{joint}}(z_{sub})]$ compared with HFVAE, gets rid of hyperparameter $\gamma$ that needs to be set training HFVAE. $\beta$–STCVAE becomes $\beta$–TCVAE when $i$ equals 1. All single latent variable dimensions in $\beta$–STCVAE use Gaussian distribution in this paper.

From another perspective, discarding constraint $T_{C_{joint}}(z_{sub})$ makes $\beta$–STCVAE a dynamic prior distribution model. The prior of $\beta$–TCVAE is an isotropic multi-dimensional Gaussian distribution, and the marginal distribution of each dimension is independent of the other. In $\beta$–STCVAE’s prior, although the single dimension’s marginal distribution is still the Gaussian distribution, independent constraints between local marginal distributions are relieved. Therefore the prior of latent $z$ is no longer the isotropic multi-dimensional Gaussian distribution, but $n/i$ independent joint distributions (not necessarily multi-dimensional Gaussian distributions) composed of One-dimensional Gaussian distributions.

Intuitively, the grouping factor $i$ should be adjusted based on the model learning scenario. The model’s independent prior constraints will be weaker as $i$ increases, and local joint distribution becomes more complex. In this case, $\beta$–STCVAE’s encoder can learn more complex $q(z|x)$, which is meaningful for disentangling features with a high degree of complexity. The classification tasks of high complexity content should be used for the model with different $i$. The smaller $i$ is, the stronger the independent constraints of the model prior is. When $i$ equals 1, $\beta$–STCVAE is equivalent to $\beta$–TCVAE, and the prior distribution gradually becomes the multi-dimensional Gaussian distribution with independent marginal distributions. At this point, the model is more suitable for disentangling style details with lower complexity.

4. Experiments

4.1. Basic Settings

We analyze the feasibility and disentangling performance of $\beta$–STCVAE on five datasets, dSprites [16], celebA [2], shapes3d [18], cars3d [58], and mnist [59]. The experiment’s neural network model parameter setting is presented in supplementary materials B.1 as Table1 and Table2.

4.2. Parameter capacity allocation experiments

We designed the optimal capacity allocation experiments to observe the effect of latent variable grouping factor size on learning ability. The optimal ELBO under different parameter capacities is revealed by varying the latent variable grouping factor. We performed the experiments on five different datasets. The unified experimental settings are as follows:

- The selection list of latent variable dimensions is {6, 8, 10, 12, 14, 16, 18, 20}.
- 20000 iterations for a single training round.
- A single model is repeatedly trained for 20 rounds to ensure accuracy.

Network type selection and parameter capacity list for different datasets refer to Supplementary materials B.1 Table4. We observed the performance of $\beta$–STCVAE with each grouping factor of dimension $n$ (except $n$ itself) at different total parameter capacities. For example, when the latent variable’s dimension is 12, the grouping factors’ list

$$MU_{joint,x}(z) = MU_{joint,x-1}(z) .$$
of experimental is \{1, 2, 3, 4, 6\}. The $\beta$–STCVAE is equivalent to $\beta$–TCVAE when grouping factor equals 1. It is necessary to normalize grouping factors to get a unified view of parameter capacity allocation under a different number of latent variables. We take the largest factor \(m\) of the grouping factors as the normalization constant, all the selected grouping factors \(i\) are recorded as \(i/m\) in the experimental results, becoming a coefficient less than or equal to 1 and greater than \(1/m\), called the latent variable \(z\)’s grouping coefficient. When \(z\)’s dimension is 12, the experimental grouping coefficient list is \{1/6, 2/6, 3/6, 4/6, 6/6\}. The grouping coefficient represents the parameter capacity allocation of the model. The larger the grouping coefficient, the stronger the learning ability to independent features. Conversely, the smaller the grouping coefficient, the stronger the learning ability to independent features. We recorded the grouping coefficient of the best ELBO under each parameter capacity and plotted the average best ELBO trajectory under different parameter capacities.

We trained 100000+ $\beta$–STCVAE models on five datasets in total (see the zoom-in experiments’ results for mnist and shape3D in Supplementary materials C). Leverage a binary function curve to fit these optimal ELBO points. Intriguingly, the V-shaped pattern was found on every dataset. Fig. 2 shows that $\beta$–STCVAE with a reasonable allocation of parameter capacity can always obtain better ELBO than $\beta$–TCVAE (red dotted line) except for some situations in the dSprites dataset, regardless of disentangling strength and parameter capacities.

**Interpretation of the V-shaped optimal ELBO trajectory.** Learning dependent data features require more than the parameter capacity assigned to a single latent variable when the total parameter capacity is low, thus optimal ELBO tends to release local disentangling constraints to learn more data features. Then, the parameter capacity assigned to a single latent variable dimension rises along with the gradually increasing total parameter capacity, which explains that the grouping coefficient of the best ELBO decreases as total parameter capacity gradually increases (purple line area of Fig. 2(d)). When a critical point is reached, because the features learned by the model parameter capacity are complex enough, a matching complex latent variable distribution is required to accommodate the features. Therefore, the one-dimensional Gaussian distributions are combined to create a more
complex prior distribution, causing the grouping coefficient under the best ELBO to rise again (pink line area of Fig. 2(d)). Additionally, we discovered that as the disentangling strength enhances, the optimal ELBO trajectory moves up. This phenomenon implies that the model allocates more parameter capacity to learn dependent features as a balancing mechanism to counteract the high disentangling strength.

Typical generated sample characteristics in different regions. After the generation of numerous samples from various datasets, we can summarize the following laws (Refer to Fig. 2(d) and Supplementary materials C):

- Dependent feature overfitting on the Upper right of Fig. 2(d): Caused by $C_w$ being too high, typically when traversing a single latent variable. The generated samples’ features change significantly and contain various features that cannot be assigned to a specific attribute or category.
- Dependent feature underfitting on the Lower left of Fig. 2(d): Caused by $C_w$ being too low, typically when traversing a single latent variable. The generated samples are reconstructions of input samples with low or corrupt quality.
- Independent features overfitting on the Lower right of Fig. 2(d): Caused by $C_v$ being too high. The typical performance is that two groups of generated samples are obtained when traversing two latent variables. Only slight differences in details can be regarded as entangling between the transformation methods of the two sample groups.
- Independent features Underfitting on the Upper left of Fig. 2(d): Caused by $C_v$ being too low. The typical performance is that two groups of generated samples are obtained when traversing two latent variables. There are exaggerated differences between the transformation methods of the two sample groups, far beyond the subjective concept of disentangling.

Correctly assigning the grouping factor remains a challenge, but the regional characteristics of generated samples can be referred to manipulate the degree of disentangling. When classifying distinct types of samples, the parameters should be near the independent feature underfitting region in the upper left corner. Conversely, when decoupling the styles within a category, make the model parameters in the lower right independent feature overfitting region. This also explains the experimental results in HFVAE[33]. We speculate: The latent traversal of HFVAE can better decouple the subtle data style than $\beta$VAE because HFVAE somehow appears in the lower right independent feature overfitting region by adjusting the two-level disentangling strengths.

Omniscient latent variable. In the experiments, we
discovered that when the latent variable grouping factor reaches a certain value threshold, the latent variable will become overloaded with data features if the parameter capacity is high enough. The phenomenon is manifested as the dependent features overfitting during latent traversal on the latent variable, called the omniscient latent variable. So, we try to locate the occurrence range of this phenomenon in cars3D, dSprites, and shape3D datasets with ground true factor labels. We found that when calculating the latent variable marginal and conditional entropy, the omniscient latent variable behaves as a variable whose information entropy is 0. Meaning the variable cannot provide any information because it attempts to contain the characteristic states of all samples. During training, it was also discovered that the omniscient latent variable phenomenon only appears on one single latent variable in most training.

First, we define the omniscient latent variable as the probability that any dimension's information entropy in latent variables $z$ of all trained models satisfies:

$$P\left[E_{q(z)}(-\log q(z)) < c \right] \geq 1 - \delta,$$  \hspace{1cm} (9)

under a given parameter capacity. Fig. 2(b) shows that the omniscient latent variable appears at the top right in dSprites, while it is more concentrated at the top in the other two datasets (See experiments on shape3D in Supplementary materials C). The reason for the difference is that the model was trained using MLP network on the dSprites dataset while using Conv network on the other two datasets. The overall parameter capacity of Conv is greater than MLP because the convolutional layer cannot alter parameter capacity, as designed in Supplementary materials B.1. Therefore, it has a certain "basic" parameter capacity in Conv network that makes the parameter space shift to the right as a whole. The omniscient latent variable appears in the upper right side of the figure, indicating this phenomenon occurs in the region of dependent features overfitting, which is in line with our definition in typical generated sample characteristics.

The MIG metric method uses the first-highest mutual information minus the second-highest mutual information to achieve a penalty for multiple variables containing the same features. However, if there are only two latent variables and one of them is an omniscient latent variable, then the second highest mutual information will always be 0, resulting in MIG distortion. Therefore, the $\beta$--STCVAE with only two latent variables should be avoided when calculating MIG in the region where omniscient latent variables occur.

### 4.3. Disentangling capability evaluation

The MIG disentangling measures of $\beta$--TCVAE and $\beta$--STCVAE under different parameter capacities and latent variable grouping coefficients are tested on the cars3D, dSprites, and shape3D, in Fig. 3. Model $\beta$--STCVAE takes the average value of MIG under all grouping coefficients except 1 (to avoid the MIG distortion caused by the omniscient latent variable).

Set the model referring to 4.4.1, and take the training model's average MIG. As shown in Fig. 3, the disentangling ability of $\beta$--STCVAE enhances obviously with the increase of parameter capacity. In contrast, the disentangling ability of $\beta$--TCVAE enhances gently (some even decline). We think the main reason is that under different parameter capacities, $\beta$--STCVAE can always find the appropriate prior distribution of latent variables to accommodate the data features learned by model, while $\beta$--TCVAE cannot adjust the prior distribution of latent variables, which limits the expressiveness of disentangling.

The MIG disentangling metrics of $\beta$--STCVAE, $\beta$--TCVAE, $\beta$VAE, FactorVAE, and DIP-VAE-I are tested on 3 datasets under a fixed number of latent variables, as shown in Fig. 4. Setting model hyperparameter referring Supplementary materials B.1 Table3. The dSprites dataset parameter capacity list is $\{3000, 4000, 5000\}$; cars3d parameter capacity list is $\{800, 900, 1000\}$; and shape3d parameter capacity list is $\{800, 1000, 1200\}$. The disentangling performances of $\beta$--STCVAE on these three datasets are significantly better than other VAEs.

### 5. Conclusion

Most previous research in academia has concentrated on how to make the disentangling capabilities of VAE more human-comprehensible. But, there are a thousand Hamlets in a thousand people's eyes. Even for humanity, the feature disentangling under different subjective concepts varies. We should pay more attention to the controllability of the unsupervised disentangling capability, rather than being satisfied that it meets the evaluation criteria from a certain perspective.

A dynamic disentangled prior distribution is created in this research by decomposing the independence constraints in multi-dimensional Gaussian distribution, allowing VAE to be utilized in more complex disentangling scenarios. The proposed approach creates a Macro and micro controllable unsupervised disentangling algorithm, which is more in line with human understanding. In the experiment, the best ELBO trajectory in parameter space is visualized, as are the characteristics of generated samples in corresponding regions, providing some suggestions for future work. It also demonstrates that the new method can provide more flexible disentangling performance.

However, unified disentangling capability metrics for complex data features are still lacking. The data properties in the real world are unquestionably more complicated, but the evaluations of new methods are only being conducted on toy datasets. In the future, we propose to describe the difference in disentangling degree produced by various subjective perspectives.
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