Expansion of Bose-Hubbard Mott insulators in optical lattices
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We study the expansion of bosonic Mott insulators in the presence of an optical lattice after switching off a confining potential. We use the Gutzwiller mean-field approximation and consider two different setups. In the first one, the expansion is restricted to one direction. We show that this leads to the emergence of two condensates with well defined momenta, and argue that such a construct can be used to create atom lasers in optical lattices. In the second setup, we study Mott insulators that are allowed to expand in all directions in the lattice. In this case, a simple condensate is seen to develop within the mean-field approximation. However, its constituent bosons are found to populate many nonzero momentum modes. An analytic understanding of both phenomena in terms of the exact dispersion relation in the hard-core limit is presented.
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I. INTRODUCTION

In recent years, the study of strongly correlated ultracold gases in optical lattices has become an important focus of experimental and theoretical research [1, 2]. Initially, many of the efforts were devoted to studying equilibrium quantum phase transitions, for which the observation of the superfluid to Mott-insulator phase transition in three [3], two [4], and one [5] dimension was a major experimental accomplishment. More recently, the study of the nonequilibrium dynamics of these systems has started gaining attention [6–11]. The latter is possible, and offers great insights into the coherent dynamics of quantum systems, thanks to the nearly ideal isolation of the gas from the environment, and to the unique control that has been achieved experimentally over the parameters that determine the dynamics.

The nonequilibrium dynamics of quantum systems is a rich subject; see, e.g., Refs. [11–13]. In this paper, we will be mainly interested in the expansion of a strongly interacting bosonic gas in the presence of an optical lattice. Experimentally, expansions (time-of-flight measurements) have been used to learn about the properties of equilibrium gases [14]. The idea behind those measurements is that, if the gas is allowed to expand in the absence of interactions, the initial momentum distribution function fully determines the density distribution after a long expansion time. Hence, by taking a picture of the latter, one can determine the former by means of a simple rescaling [12, 14]. In such experiments, the particles are allowed to expand in absence of both the trapping potential and the underlying optical lattice. This implies that the kinetic energy is significantly larger than the interaction energy and, therefore, interactions can generally be neglected during the expansion. On the other hand, in the presence of the optical lattice where interactions cannot be neglected during the expansion, unusual phenomena can occur [13], e.g., the transformation of the momentum distribution of an expanding gas of impenetrable bosons into the momentum distribution function of a noninteracting Fermi gas in equilibrium, which has a Fermi edge [15]. In addition, it has been recently proposed that the expansion of two-component fermions in the presence of strong interactions in an optical lattice can be used as a tool to cool the gas through a “quantum distillation” process [16].

There is another remarkable phenomenon that occurs during the expansion of a strongly interacting gas of bosons in an optical lattice, and that is the emergence of coherence during the expansion of Mott-insulating states. This phenomenon will be the main focus of the present paper. A Mott insulator is an interaction-generated insulator that exhibits a gap to one-particle excitations. The presence of this gap produces an exponential decay of the one-particle correlations. Within the Bose-Hubbard model description, the Mott insulator is the ground state of lattice bosons for commensurate fillings and sufficiently strong interactions [19]. As mentioned before, Mott insulators have been created experimentally using ultracold gases in optical lattices. Due to the presence of a trapping potential, the Mott insulating phases in experiments usually coexist with superfluid domains. Surprisingly, when Mott insulators are allowed to expand by turning off the trap in the presence of a lattice, coherence emerges between initially uncorrelated particles [20–22], a phenomenon that resembles a sort of dynamical phase transition.

The study in Ref. 20 demonstrated that the expansion of pure Mott-insulating states of hard-core bosons in one dimension (1D) leads to the development of quasi-long-range correlations and to the emergence of quasi-condensates at finite momenta $k = \pm \pi/2a$ (where $a$ is the lattice parameter). In a related setup, the onset of quasi-long-range correlations has been studied more recently (in the spin-1/2 language) using various analytic and approximate approaches [23]. It is important to note that these results were obtained in the limit of infinite on-site repulsions between the bosons (hard-core limit), and for pure Mott-insulating domains. It is, therefore, natural to wonder whether the same results can be ob-
erved experimentally with ultracold gases, for which the on-site interactions are not infinite and the insulating domains are always surrounded by superfluid ones. Systems containing hard-core bosons, in which superfluid and insulating domains coexist, were studied in Ref. [21]. It was found there that, if most of the initial system is in a Mott-insulating state, quasicondensates with momenta \( k \approx \pm \pi/2a \) are generated. The superfluid wings surrounding the insulating domain in the initial density profiles appeared to have no negative effect on the emergence of quasicoherence during the expansion. Furthermore, the expansion of a Mott insulator in a system with finite on-site interactions (soft-core bosons) was studied in Ref. [22]. Once again, quasi-long-range coherence developed during the expansion and lead to quasicondensates with momenta \( |k| \lesssim \pi/2a \). The differences between the position of the peaks for soft-core bosons and hard-core bosons can be understood by considering their respective dispersion relations. Finally, a similar onset of power-law decaying correlations has been observed during the expansion of a Mott insulator within the fermionic Hubbard model [24].

A more challenging question is what happens in higher dimensions. This question poses greater conceptual and computational challenges. Since hard-core bosons in 1D are described by an integrable model, one may expect their behavior to be unique. Hence it may not extend to nonintegrable models far from any integrable limit, such as the Bose-Hubbard model with finite on-site interaction in higher dimensions. In the particular case of one spatial dimension, since the boson’s on-site interaction has to be strong enough for a Mott insulator to exist, the results obtained for the 1D expansion [22] can be thought as still affected by the infinite-repulsion integrable limit, and thus may not generalize to higher dimensions. Furthermore, while the 1D expansion can be studied by means of exact analytical and/or numerical approaches in the hard-core limit [20, 21, 23] and by means of an unbiased numerical technique for the soft-core case (the time-dependent-density-matrix-renormalization-group approach [23]), no such tool exists to study the expansion in higher dimensions. For the latter, no efficient and unbiased, analytical, or computational approach is known that can deal with the dynamics in the presence of strong interactions. Approximations are therefore required to study these systems.

A first step toward understanding what happens in higher dimensions was taken in Ref. [26]. In that work, which was a study in the hard-core limit utilizing the Gutzwiller mean-field approximation, a three-dimensional (3D) Mott insulator was allowed to expand in a single direction in the lattice. The study showed that condensates emerge at finite momenta following the “melting” of a Mott insulator. In addition, the momenta of the resulting condensates were found to be fully determined by the ratio between the hopping amplitudes transverse to and along the expansion. Hence these systems can be used to create highly controllable atom lasers. Other nonequilibrium setups that allow one to obtain condensation at finite momentum [27, 28] do not seem suitable for the latter purpose.

In this paper, we extend the results reported in Ref. [26] to the expansion of Mott insulators with finite on-site interaction in two dimensions (2D). Our results in 2D can be straightforwardly extended to three dimensions. We first consider a setup similar to that in Ref. [26], in which soft-core bosons are allowed to expand in a single direction. We show that similarly to the case in the hard-core limit, condensates emerge at finite momenta. We then proceed to study a system in which the Mott insulator is allowed to expand in all directions of the lattice. For this particular case, we show that, at least within the mean-field approximation, a simple condensate with many different momenta develops as the Mott insulator expands. We also discuss how these results can be understood in terms of the exact dispersion relation in the hard-core limit.

The paper is organized as follows. In Sec. II, we introduce the model and the time-dependent mean-field approach used to study the expansion. The explanation of how our initial states are prepared is presented in Sec. III. Section IV is devoted to the study of the expansion along one direction. The case in which the Mott insulator is allowed to expand in all directions is discussed in Sec. V. Finally, the conclusions are presented in Sec. VI.

II. MODEL AND MEAN-FIELD APPROACH

Our study is relevant to ultracold bosons trapped in deep optical lattices. They can be well described by the Bose-Hubbard Hamiltonian [29]

\[
\hat{H} = -\sum_{(i,j)} J_{ij} \left( \hat{a}_i^\dagger \hat{a}_j + \text{H.c.} \right) + \frac{U}{2} \sum_i \hat{n}_i (\hat{n}_i - 1) + \sum_i (V_x \hat{x}_i^2 + V_y \hat{y}_i^2) \hat{n}_i ,
\]

(1)

where \( \hat{a}_i^\dagger (\hat{a}_i) \) is the boson creation (annihilation) operator at a given site \( i \), and \( \hat{n}_i = \hat{a}_i^\dagger \hat{a}_i \) is the particle number operator. The first two terms of the expression are the usual kinetic and interaction terms that define the Hubbard model in the homogeneous case, where \( J_{ij} \) is the hopping amplitude between neighboring sites \( i \) and \( j \). \( U \) is the on-site interaction strength. In experiments involving ultracold gases, a trap is required to confine the atoms. To a good approximation, those traps are harmonic, as considered in the last term in Eq. (1). Here, \( V_x \) and \( V_y \) denote the strength of the trap in the \( x \) and \( y \) direction, while \( x_i \) and \( y_i \) are the coordinates of site \( i \) with respect to the center of the trap. In the remainder of the manuscript, positions will be given in units of the lattice spacing \( a \), which is taken to be the same in all directions.

The ground-state phase diagram of the homogeneous case \( (V_x = V_y = 0 \text{ and } J_{ij} = J) \) has been studied exten-
sively in all dimensions. As mentioned earlier, it contains both superfluid and Mott-insulating phases. The former occurs for incommensurate fillings, and for commensurate fillings for \( U/J \) is below some critical value that depends on the filling and dimensionality of the system. The insulating phases are only present for commensurate fillings for \( \frac{U}{J} \) is below some critical value.

In the presence of a trap, superfluid and Mott-insulating phases coexist and form a “wedding cake” structure. The particular shape of the density distribution function can be understood within the local density approximation, given the phase diagram in the homogeneous case (see Fig. 1 and the accompanying explanation). Experimentally, such a structure has been observed by several groups. As mentioned in the Introduction, the unique opportunities provided by the study of these systems come from the experimentalist's high degree of control over the depth and structure of the optical lattice and the confining potential. Essentially, all the microscopic parameters in Eq. 1 can be manipulated and made time dependent. For example, \( J, U, \) and \( V_x, V_y \) can be modified by changing the intensity of the laser beams that produce the lattice; \( V_x, V_y \) can be modified by introducing an additional trapping (or antitrapping) magnetic field; and \( U \) can be modified using Feshbach resonances. Together with the high degree of isolation from the environment, this level of control makes these experiments ideal to study the effects of strong correlations and dimensionality in the nonequilibrium dynamics of the expanding gases.

In this paper, we are interested in studying the expansion of Mott-insulating states in the lattice. For this, we prepare the system in its ground state, for a particular number of particles, \( U, J, \) and \( V_x, V_y \). At time \( t = 0 \), we turn off the trap and allow the system to expand in the presence of the optical lattice. During the expansion, particles interact strongly and we compute observables such as the density, momentum distribution function, and condensate fraction, as a function of time. All our calculations are performed utilizing the time-dependent Gutzwiller mean-field theory. This is a good approximation in high dimensions and, in Ref. 20, it was shown to qualitatively reproduce the behavior seen in an exact diagonalization study of the expansion in (small) 2D lattices.

This mean-field theory is based on the restriction that the wave function is of the Gutzwiller-type product state,

\[
|\Psi_{MF}\rangle = \prod_{i=1}^{L} \sum_{n=0}^{n_c} \gamma_{in} |n\rangle_i,
\]

where \( L \) is the number of lattice sites, \( n_c \) is a cutoff taken to be large enough such that all our results are independent of \( n_c \). \(|n\rangle_i\) are the Fock states for lattice site \( i \), and the complex coefficients \( \gamma_{in} \) are variational parameters determined by minimizing the expectation value

\[
\langle \Psi_{MF}\mid \hat{H} - \mu \hat{N} \mid \Psi_{MF}\rangle.
\]

In Eq. (3), \( \mu \) is the chemical potential, i.e., we work on the grand canonical ensemble, and \( \hat{N} \) the total number of particle operator.

The energy minimization leads to the set of equations

\[
\sum_{\langle j, i \rangle} -J_{ij} \left[ \sqrt{n_i + 1} \gamma_{i(n+1)} \Phi_j^* + \sqrt{n_i} \gamma_{i(n-1)} \Phi_j \right] + n \left[ U \left( n + 1 \right) + V_i - \mu \right] \gamma_{in} = 0,
\]

where \( \langle j, i \rangle \) denotes a summation over all \( j \) that are nearest neighbors of \( i \), \( V_i = V_x x_i^2 + V_y y_i^2 \), and \( \gamma_{i(-1)} = \gamma_{i(n+1)} = 0 \). The mean-field \( \Phi_j \) is defined as

\[
\Phi_j = \langle \hat{a}_j \rangle = \sum_{n=1}^{n_c} \sqrt{n} \gamma_{i(n-1)} \gamma_{jn}.
\]

By solving Eq. (1), one obtains all the coefficients \( \gamma_{in} \) in Eq. (2), and hence determines the initial state for the time evolution.

An alternative approach, which is equivalent to that of solving Eq. (1), can be used. It consists in finding the ground state of the following mean-field decoupled Hamiltonian:

\[
\hat{H}_{MF} = -\sum_{\langle i, j \rangle} J_{ij} \left( \hat{a}_i^\dagger \Phi_j + \Phi_j^* \hat{a}_j - \Phi_j^* \Phi_j \right) + \text{H.c.}
\]

\[
+ \frac{U}{2} \sum_i \hat{n}_i (\hat{n}_i - 1) + \sum_i (V_i - \mu) \hat{n}_i.
\]

This Hamiltonian is obtained by a decoupling of the hopping terms in Eq. (1) as

\[
\hat{a}_j^\dagger \hat{a}_j \simeq \hat{a}_j^\dagger \Phi_j + \Phi_j^* \hat{a}_j - \Phi_j^* \Phi_j.
\]

Equation (1) can then be written as a sum over single-site Hamiltonians \( \hat{H}_i \), coupled only through constant neighboring terms \( \Phi_j \). This implies that the ground state of the decoupled Hamiltonian can be written as the product state in Eq. (2). The optimal set of coefficients \( \gamma_{in} \) is related to the ground-state eigenvector components of the Hamiltonian in Eq. (6) subject to the condition in Eq. (3), which has to be self-consistently satisfied. In
practice, this condition is reached as follows: an arbitrary set of nonzero $\Phi_i^0$ is used to construct a set of decoupled Hamiltonians $\mathcal{H}_i$ which are diagonalized for each site in order to obtain a set of $\gamma_{in}$’s. Given $\gamma_{in}$, a set of $\Phi^{\text{new}}_i$ is computed according to Eq. (4). If the elements on this new set are equal to those of the previous set $\Phi_i^0$ within a certain desired precision, then self-consistency has been reached. If not, we set $\Phi_i^0 = \Phi^{\text{new}}_i$ and construct a new set of decoupled Hamiltonians and the process of diagonalizing and finding $\Phi^{\text{new}}_i$ is iteratively repeated until self-consistency is satisfied. We have verified that both approaches based on Eq. (4) and Eq. (6) provide quantitatively consistent results. However, at least within our implementations, the one based on the mean-field decoupled Hamiltonian is more stable and considerably faster than the one based on the direct solution of Eq. (4).

After turning off the trap, the time evolution of $|\Psi_{\text{MF}}\rangle$ is computed using the time-dependent variational principle [8], which minimizes the expectation value,

$$\langle \Psi_{\text{MF}} | i \partial_t - \hat{H} + \mu \hat{N} | \Psi_{\text{MF}} \rangle,$$

and leads to the following set of differential equations:

$$i \dot{\gamma}_{in} = - \sum_{\langle j \rangle} J_{ij} \left[ \sqrt{n+1} \gamma_{i(n+1)} \Phi_j^* + \sqrt{n} \gamma_{i(n-1)} \Phi_j \right] + n \left[ \frac{U}{2} (n-1) + V_i - \mu \right] \gamma_{in}. \tag{9}$$

Here, we use the same notation as in Eq. (4). It is important to note that Eq. (3) determines the time evolution while preserving the normalization of the wave function and the total number of particles $N_0$ in the system. We solve this set of $L \times (n_c + 1)$ differential equations numerically, using a fourth-order Runge-Kutta method. Self-consistency is enforced by monitoring the total energy, particle number, and the normalization.

III. THE INITIAL STATE

We are interested in the expansion of Mott-insulating states, though we know a priori that, in presence of a trapping potential, such Mott states are inevitably surrounded by superfluid regions. Nevertheless, one can aim at finding a setup for which those Mott domains are as large as possible for a given value of $J/U$. Our approach to achieving large Mott domains is based on the local-density approximation (LDA). The LDA assumes that the local properties of the confined system can be mapped to those properties of the homogeneous system with the same value of $J/U$ and an effective chemical potential corresponding to the spatially varying $\mu_i = \mu - V_i$ at site $i$ in the trap. One can, therefore, get an approximate picture of what the trapped system looks like based on the phase diagram of the homogeneous system. Within the LDA, in order to get the largest Mott domain, it is enough to set the chemical potential at the center of the trap to be the largest chemical potential of the homogeneous system that allows for a Mott insulator with density $n = 1$. That is just the value of the chemical potential $\mu^+$ right at the transition from the Mott insulator with density $n = 1$ to the superfluid with $n > 1$. This is based on the observation that, as the distance from the center of the trap is increased, the effective chemical potential of the homogeneous system decreases. In 2D, the critical value $\mu^+$ can be determined within the mean-field theory by finding the largest solution for $\mu$ from the following relation that determines the boundaries of the Mott lobes [10],

$$\frac{2 (J_x + J_y)}{U} = \frac{(n - \mu/U)(\mu/U - n + 1)}{1 + \mu/U} \tag{10},$$

where $J_x$ and $J_y$ are the hopping parameters along the $x$ and $y$ directions, respectively. These ideas are illustrated in Fig. 1 where the mean-field phase diagram of the homogeneous 2D system is depicted [Fig. 1(a)], as well as the density profile across the center of a trapped system that contains the largest Mott domain as obtained from the LDA [Fig. 1(b)].

We should stress that, once $\mu^+$ has been identified, we select a value of $\mu$ close to $\mu^+$ and solve Eq. (4) and/or Eq. (6) to obtain the initial state. Hence our initial state is always the exact ground state within the mean-field approximation, i.e., it is not the LDA ground state. This is the way the initial wave function in Eq. (2) is constructed for all our expansions.
and 40 (from top to bottom) following the release from traps in the left column in Fig. 3 around $t = 10$.

As the expansion goes on, the values of the momentum of the highly populated modes become time independent. Their finite momenta reflects the result of the large Mott-insulating domains present in the initial states (top panels in Fig. 3). Remarkably, shortly after the expansion has started, particles get redistributed in momentum space, and they tend to fill up states surrounding two well-defined momentum values $k = (\pm k_x^*, 0)$. This effect, which can be clearly observed in all panels with $t > 0$ in Fig. 3, is already present at very early times $t < 10$. As the expansion goes on, the values of the momentum of the highly populated modes become time independent. Their finite momenta reflects the motion of the two groups of particles moving away from the center of the systems in Fig. 2. We find that the structure around the momentum peaks, better seen in the left column in Fig. 3, around $k$, disappears as the value of $U/J_x$ is increased, and only sharp peaks are left. This is apparent by comparing the momentum distribution functions between $t = 20$ and $t = 40$ in Fig. 3. There, the peaks for $U/J_x = 60$ are much sharper than those for $U/J_x = 25$. 

**IV. EXPANSION IN ONE DIRECTION**

Let us first consider the expansion of a Mott insulator along one direction in the lattice. We study the case in which the initial state is confined only along the $x$ direction, i.e., $V_y = 0$, while $V_x$ is kept finite, but the system has open boundary conditions in the $y$ direction (a box trap). We allow for the hopping amplitudes to be anisotropic, namely, that the hopping along the $x$ direction ($J_x$) differs from the one along the $y$ direction ($J_y$). We then study the expansion for several values of $U/J_x$, large enough so that the Mott-insulating phase exists, as well as different values of $\eta = J_y/J_x$. In all cases considered in this section, the expansion takes place in a lattice with $200 \times 40$ sites. As stated in the Introduction, this study extends the results presented in Ref. [26] on the expansion of hard-core bosons in three-dimensional lattices to the expansion of soft-core bosons confined in two-dimensional lattices. The initial state is selected such that the Mott-insulating domain is the largest possible for given values of $U/J_x$, $\eta$, and $V_x/J_x$, as explained in the previous section.

In Fig. 2 we show the time evolution of the density profiles of systems with $U/J_x = 25$ and 60, for $\eta = 0.3$. In the initial state ($t = 0$), both systems exhibit large Mott-insulating domains in the center of the lattice ($x = 0$), surrounded by small superfluid regions, the latter being larger for the smallest interaction strength, i.e., $U/J_x = 25$. For $t > 0$, the particles are allowed to expand by switching off the confining potential along the $x$ direction. As a result, the Mott-insulating domains melt. This process is seen to be qualitatively similar for the two values of $U/J_x$ considered in Fig. 2. Note that during the time evolution, due to the symmetry of the initial state, the system expands only along the $x$ direction, and the density profile maintains the reflection symmetry with respect to both $x$ and $y$ axes.

The corresponding momentum distributions $n_k$ of the systems we have just described are presented in Fig. 3. At $t = 0$, although barely observable in the plots (first row in Fig. 3), there is a sizable population of low momentum modes, because of the presence of the inevitable superfluid regions surrounding the initial Mott insulators. Those modes are embedded in a roughly homogeneous background of low-populated momenta. The latter are the result of the large Mott-insulating domains present in the initial states (top panels in Fig. 3). 

FIG. 2. (Color online) Comparison between the time evolution of the density profile across the trap of systems with $U/J_x = 25$ (left) and $U/J_x = 60$ (right), at $t = 0$, 10, 20, 30 and 40 (from top to bottom) following the release from traps with $V_x/J_x = 0.3$ and $V_x/J_x = 0.08$, respectively. $\eta = 0.3$ and the time is reported in units of $\hbar/J_x$.

FIG. 3. (Color online) Comparison between the time evolution of the momentum distribution function of systems with $U/J_x = 25$ (left) and $U/J_x = 60$ (right), at $t = 0$, 10, 20, 30 and 40 (from top to bottom) following the release from traps with $V_x/J_x = 0.03$ and $V_x/J_x = 0.08$, respectively. $\eta = 0.3$ and the time is reported in units of $\hbar/J_x$. 

To a very good approximation, on can predict the values of \( \mathbf{k} \) seen in Fig. 3 using energy and momentum conservation arguments. In order to do that, we first realize that, if \( U/J_x \) is large enough, double or higher occupancies of the lattice sites become energetically too costly and can be, to a first approximation, ignored. The system can then be thought as composed of hard-core bosons. Following Ref. [20], the kinetic energy can then be written as

\[
E_{\text{kin}} = \sum_k \epsilon_k n_k, \tag{11}
\]

where \( n_k \) is the momentum distribution function at any given time, \( \mathbf{k} = (k_x, k_y) \), and \( \epsilon_k \) is the dispersion relation

\[
\epsilon_k = -2J_x \cos k_x - 2J_y \cos k_y. \tag{12}
\]

In order to further simplify the calculations, one can assume that the system before the expansion is a pure Mott insulator, thus neglecting the small superfluid regions that are always present in the trap, and implying that the initial kinetic energy is \( E_{\text{kin}} \approx 0 \). (Note that if double occupancies are neglected, the kinetic energy is essentially the total energy of the system after the trap has been turned off.) We further recall the observation that, in Fig. 3, many particles tend to populate modes with \( \mathbf{k} = (\pm k_x^*, 0) \), from which we understand that the \( y \) component of \( \mathbf{k} \) is zero due to the symmetry of the expansion, which occurs only along the \( x \) direction. We can now ask, within our simplified picture of the systems presented in Figs. 2 and 3, which modes (with \( (k_x^*, 0) \)) could be populated by all the particles after the expansion while still conserving the energy. (We are assuming that interactions during the expansion redistribute the energy in such a way that all particles condense into a single mode.) From Eq. (11), it follows that

\[
\cos k_x^* = -\eta. \tag{13}
\]

If, in addition to energy conservation, we enforce conservation of the total lattice momentum, or the symmetry of the expansion for that matter, we conclude that \( \mathbf{k} = (\pm k_x^*, 0) \), where \( k_x^* = \arccos(-\eta) \).

From Eq. (13), it follows that, in the limit of \( U/J_x \gg 1 \), the location of the \( \mathbf{k} \) modes that are populated during the expansion depends only on the ratio \( \eta \). Remarkably, we find that the peaks in Fig. 3 agree very well with that prediction [Eq. (13)]. This occurs despite the fact that, in Fig. 3, the results were obtained for finite values of \( U/J_x \) and in the presence of small superfluid domains around the Mott insulator. In Fig. 4(a), we report a complete study of the dependence of the location of the peaks in the mean-field calculations as a function of \( \eta \), for three values of \( U/J_x \) (points), together with the predictions of Eq. (13) (solid line). For the smallest values of \( U/J_x \) that allow for the realization of a Mott insulator, one expects some dependence of the location of the peaks on \( U/J_x \), because the dispersion relation is expected to exhibit the largest differences from Eq. (12). The deviations of the mean-field results from Eq. (13) are, however, very small for small values \( \eta \). The largest deviations, for all values of \( U/J_x \), are observed for the largest values of \( \eta \). This occurs because as \( \eta \) is increased, the superfluid wings surrounding the Mott insulator increase their size; as a result, the total kinetic energy is lower than that of the Mott insulator, and one of our assumptions \( (E_{\text{kin}} \approx 0) \) starts to fail. Nevertheless, as Fig. 4(a) shows, for the largest values of \( \eta \), the differences are still relatively small even for the smallest values of \( U/J_x \) that support a Mott insulator. They also can be seen to decrease when increasing \( U/J_x \). For \( U/J_x = 100 \), the results are barely distinguishable from the analytic results for the hard-core limit. Overall, the fact that only for large values of \( U/J_x \) one can realize a Mott insulator in the initial state allows for the hard-core description to be a good approximation in all cases analyzed here.

We conclude this section by showing, in Fig. 4(b), results for the location of the momentum peak \( k_x^* \) after a long expansion time obtained from the mean-field calculation as a function of the hopping ratio \( \eta \), for \( U/J_x = 25, 60 \), and 100 (points). The prediction of Eq. (13) is depicted as a solid line. (b) The time evolution of the location of the momentum peak for \( U/J_x = 60 \) and several values of \( \eta \). The horizontal dashed-dotted lines show the values predicted in Eq. (13). The time is reported in units of \( h/J_x \).

**FIG. 4.** (Color online) (a) Location of the momentum peak \( k_x^* \) after a long expansion time obtained from the mean-field calculation as a function of the hopping ratio \( \eta \), for \( U/J_x = 25, 60 \), and 100 (points). The prediction of Eq. (13) is depicted as a solid line. (b) The time evolution of the location of the momentum peak for \( U/J_x = 60 \) and several values of \( \eta \). The horizontal dashed-dotted lines show the values predicted in Eq. (13). The time is reported in units of \( h/J_x \).

V. EXPANSION IN ALL DIRECTIONS

We now examine the situation in which the initial Mott insulator is allowed to expand in all directions. For such a case, we consider \( V_x = V_y = V \) and \( J_x = J_y = J \). We
FIG. 5. (Color online) Comparison between the time evolution of the density profile across the trap of systems with $U/J = 25$ (left) and $U/J = 50$ (right), at $t = 0, 4, 8,$ and 12 (from top to bottom) following the release from traps with $V/J = 0.053$ and $V/J = 0.161$, respectively. The time is reported in units of $\hbar/J$.

Figure 5 depicts the time evolution of the density profile of the expanding bosons with $U/J = 25$ (left) and $U/J = 50$ (right). Interestingly, although the rightmost case has an interaction energy that is twice that of the leftmost one, the expansion is somehow similar in both cases. At the moment the trap is turned off ($t = 0$), the Mott-insulator domain is easily discernible from the superfluid one surrounding it. The lattice sites in the vicinity of the center of the system have unit occupancies and are surrounded by a thin ring with density smaller than one. Note that, as expected from the way we construct the initial state (see Sec. III), the superfluid ring in the system with $U/J = 50$ is smaller than the one in the system with $U/J = 25$.

After turning off the trap, the bosonic cloud expands and the Mott insulator melts. In Fig. 5 it is remarkable that the expansion along the diagonals is always faster than that along the $x$ and $y$ axes. This leads to a square-like density profile for $t > 0$. Such a behavior is accentuated as $U/J$ increases, as seen in the right panels in Fig. 5, where the expansion occurs almost entirely along the diagonals.

The evolution of the density profile, corresponding to the density profiles depicted in Fig. 5, is shown in Fig. 6. At $t = 0$, peaks can be seen in the center of the momentum distribution function. They correspond to the bosons that are in the superfluid rings surrounding the Mott insulator. The difference between the size of those rings for $U/J = 25$ (Fig. 5 left) and $U/J = 50$ (Fig. 5 right) is apparent in the initial momentum distribution, as the height of the peak for the $U/J = 25$ case is significantly larger than that in the $U/J = 50$ case. Surprisingly, for $t > 0$, these peaks rapidly evolve into circular-like structures, which in turn, become square-like as time passes (Fig. 6). The initial ring structure is less evident in the $U/J = 50$ case at $t = 4$ because the formation of the square-like struc-
structure occurs faster as the value of $U/J$ is increased. Also, the structure discernible in the momentum distribution function for small values of $k_x$ and $k_y$ (bottom panels for $U/J = 25$) disappears as the value of $U/J$ is increased (see how much weaker it is in bottom panels for $U/J = 50$) and most of the bosons have momenta that lay within the edges of the square. The existence of this structure, in which bosons remain with small values of their size, the momentum distribution becomes closer to the superfluid domains in the initial state reduce their size, the momentum distribution becomes closer to the hard-core limit.

A comparison between the density and momentum distributions of systems with different values of $U/J$ ($U/J = 25$, 30, 50, 80, and 100), at the time the bosons reach the boundaries of our $80 \times 80$ lattice ($t = 12$), is presented in Fig. 6. These plots make evident that the expansion mainly occurs along the diagonals as $U/J$ increases and, at the same time, the momentum distribution function acquires a clearer square shape.

An understanding of the behavior exhibited by these systems, when allowed to expand in all directions, can be gained following a similar line of reasoning as done in the previous section. If $U/J \gg 1$, a good description is provided by the hard-core boson picture. For hard-core bosons, after the trapping potential is turned off, the total energy is the kinetic energy, just as in the expansion in one direction. The dispersion relation $\epsilon_k$ in the isotropic case reduces to

$$\epsilon_k = -2J(\cos k_x + \cos k_y). \quad (14)$$

We now assume, once again to simplify the argument, that the system before the expansion is a perfect Mott insulator, i.e., all the particles are localized in their respective sites, and occupy all possible momenta in $\mathbf{k}$ space. Therefore, the kinetic energy is again $E_{\text{kin}} = 0$, and it is conserved during the expansion. Furthermore, let us assume that, after long time, the majority of bosons will occupy (“condense” to) modes with particular $\mathbf{k}$ vectors (as seen in the mean-field calculations). Energy conservation is guaranteed by the assumption that the energy of each occupied mode vanishes. Under those assumptions, the $\mathbf{k}$ vector of the modes populated by the bosons can be calculated from the dispersion relation as

$$\epsilon_k = -2J(\cos k_x + \cos k_y) = 0. \quad (15)$$

The solution to this equation is given by the square-like contour plot seen in Fig. 8 for the case with $w = 0$. Analytically, such a contour plot is described by the expressions

$$k_y = \pi \pm k_x, \quad k_y = -\pi \pm k_x. \quad (16)$$

Remarkably, the momentum distribution of all systems in Fig. 7 has converged to a distinctive square-like structure. It closely resembles the prediction of Eq. (15), as represented in Fig. 8. The deviations from the exact results in Eq. (10) can be understood to be the result of (i) the finite values of $U/J$ in all our calculations, and (ii) the fact that the Mott-insulating domains with $n = 1$ are always surrounded by superfluid ones. Once again, the first modifies the dispersion relation in Eq. (14), and the second one reduces the energy from the value assumed in Eq. (15). As clearly seen in Fig. 6, when $U/J$ increases and the superfluid domains in the initial state reduce their size, the momentum distribution becomes closer to the square-like contour defined in Eq. (16). The robustness of the results, despite points (i) and (ii) above, is remarkable. Hence we expect that they should be reproducible in experiments with ultracold bosons even at finite, but low, temperatures.

The analysis above also allows one to understand the expansion pattern seen in the density profiles in Figs. 6 and 7. The density profiles for $t > 0$ are determined by the velocities with which bosons expand across the lattice. In the hard-core limit, the group velocity is

$$v_g = \nabla \epsilon_k = 2J(\sin k_x \hat{x} + \sin k_y \hat{y}), \quad (17)$$
which produces the vector field plot seen in Fig. 8. It is clear that the group velocities, which are perpendicular to the contour plots, increase in magnitude for those $k$ modes along the diagonal. (The maximum group velocity occurs when $k = 0$ along the diagonal.) Therefore, if such modes are highly populated, the net effect is that the system will expand preferably along the directions indicated by those group velocity vectors. Indeed, the high population of such modes is apparent in the momentum distribution functions depicted in Fig. 7. The low population of the modes in the vertices of the square indicates the suppression of particles with momenta close to $(\pm \pi, 0)$ and $(0, \pm \pi)$, which have vanishing group velocities. In Fig. 7, the accuracy of this description can be seen to improve with increasing $U/J$. It is interesting to note that the system expands at the greatest speed possible by populating the modes with the highest group velocity that are consistent with the conservation of the energy, as can be concluded from the momentum distributions and comparing them with the analytical results.

We have already shown that, during the expansion from a mostly Mott-insulating state, bosons tend to populate momentum modes around well-defined values. Results have been presented for mean-field calculations and supported by analytic arguments. One can now wonder whether all these highly populated modes are coherently coupled forming a simple Bose-Einstein condensate, or whether they are part of fragmented condensates, of quasicondensates, or their occupation is simply $O(N_b^\alpha)$ but their number increases with increasing system size. In strongly correlated systems, it is possible that modes with different momenta couple to each other and still form a simple Bose-Einstein condensate.

In the presence of interactions, condensation can be understood as effective single-particle states (natural orbitals) being macroscopically populated. Following Penrose and Onsager [50], one needs to diagonalize the one-particle density matrix $\rho_{i,j}$ and study its eigenvalues $\lambda_\eta$

$$\sum_j \rho_{i,j} \phi_j^\eta = \lambda_\eta \phi_i^\eta, \quad \eta = 1, \ldots, N_b$$

(i) If only one of them scales proportionally to the total number of bosons in the system $(N_b)$, one has simple Bose-Einstein condensation. (ii) If more than one of them scales proportionally to $N_b$, this means that fragmentation occurs [51]. (iii) One can also have many of them that scale proportionally to $N_b^\alpha$ $(0 < \alpha < 1)$, and one would then say that quasicondensation occurs. (iv) Finally, if all of them scale as $O(N_b^0)$, the system does not exhibit Bose-Einstein condensation or quasicondensation. Interestingly, exact results for expanding hardcore bosons in one dimension [10] have already shown that the largest eigenvalue of the one-particle density matrix in a system out of equilibrium can diverge $(\propto \sqrt{N_b})$ in that case, while still being composed by bosons with many different momenta. In those systems, there were as many populated momenta as those available in the Fermi sea of the noninteracting fermions to which hardcore bosons were mapped.

Within the mean-field approximation, the elements of the one-particle density matrix reduce to

$$\rho_{i,j} = \Phi_i^* \Phi_j + \delta_{i,j} \left( n_i - |\Phi_i|^2 \right). \quad (19)$$

The expression in Eq. (19), which holds because of the intrinsic form of the Gutzwiller state in Eq. (2), implies that the one-particle density matrix can only attain at most one eigenvalue which grows as the total number of particles grows; thus if fragmentation or quasicondensation occurs in a real system, the Gutzwiller mean-field approach will fail to reproduce them [52]. A scenario in which all $\lambda$’s are $O(N_b^0)$, on the other hand, can of course be reproduced by this approximation (e.g., the Mott insulator at zero temperature and the normal phase at high temperature).

In Fig. 9, we show the time evolution of the largest eigenvalue $\lambda_0$ of $\rho_{i,j}$ for three different values of $U/J$ $(U/J = 25, 50, \text{and} 100)$ in our systems. Due to the presence of the superfluid rings in the initial state, $\lambda_0$ is not always small at $t = 0$. (As expected, its value at $t = 0$ decreases as $U/J$ is increased.) For all the systems studied in this work, we find that the occupation of the highest populated natural orbital always grows during the expansion (Fig. 9), while the occupation of the other natural orbitals remains negligible at all times. In addition, we have verified that $\lambda_0$ always increases proportionally to the total number of particles. Hence, at least within the mean-field approximation, we find that one natural orbital is macroscopically populated. This means that one of the scenarios (i)-(iii) could be relevant to the physics of the real systems. Experiments and/or other theoretical approaches will need to be used to identify which of those scenarios (if any) is the correct one.

\[FIG. 8. (Color online) Depiction of the group velocity vector field, given by Eq. (17) in $k$-space, along with a series of contour plots satisfying the equation $-2(\cos k_x + \cos k_y) = w/J$, where $w/J = -2, -1.5, -1, -0.5, 0, 0.5, 1, \text{and} 2$.\]
VI. CONCLUSIONS

We have presented a detailed study of the expansion of $n = 1$ bosonic Mott insulators in two-dimensional optical lattices. In all cases studied here, the initial states were prepared in such a way that the largest fraction possible of the bosons would be part of the Mott-insulating domain. Two setups were considered: the expansion along one direction of an anisotropic system, which was initially trapped only along the $x$ direction, and the expansion of an isotropic system, which was allowed to expand in all directions. In the first case, we have shown that the expansion of the Mott insulator leads to a high population of two well-defined momentum states. Those momenta were found to be controlled by the ratio of the hopping amplitudes along the $x$ and $y$ directions. In the second case, the expansion of a Mott insulator in all directions produced a simple condensate composed by bosons with many different momenta. Given the approximated nature of our calculations, experiments, and/or unbiased theoretical work, will need to verify our findings and address the nature of the condensation seen within the Gutzwiller mean-field approximation. For the two set ups mentioned before, we also presented analytical arguments to determine which momentum modes are populated during the expansion.

It is important to notice that the phenomena we have observed here arise because of a subtle interplay between quantum tunneling and strong correlations. Both effects play a crucial role in the generation of the condensates as, on the one hand, tunneling is necessary for the system to expand, and on the other hand, interactions are necessary for the bosons to redistribute the energy and couple coherently. In the absence of interactions, the system still expands, but the momentum distribution remains unchanged from its initial value, i.e., it remains featureless if one starts from purely localized particles in the lattice sites (a Fock state), and no condensation occurs.

Finally, our study supports the conclusion in Ref. [26], and generalizes it to the soft-core boson case, that strongly correlated atom lasers can be generated from the expansion of Mott-insulating states. Furthermore, after the results in Sec. [IV], one can see that the momenta of those matter waves can be controlled by changing the ratio between the hopping parameters in the different directions in the lattice. In addition, if one cannot change those, in an isotropic lattice (Sec. [V]), the momenta of the lasers can be controlled by changing the direction along which the Mott insulator is allowed to expand. In the latter setup, the best results would be obtained by constraining the Mott insulator to expand along the diagonals in the lattice.
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