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Abstract
Recent advances in neural multi-speaker text-to-speech (TTS) models have enabled the generation of reasonably good speech quality with a single model and made it possible to synthesize the speech of a speaker with limited training data. Fine-tuning to the target speaker data with the multi-speaker model can achieve better quality, however, there still exists a gap compared to the real speech sample and the model depends on the speaker. In this work, we propose GANSpeech, which is a high-fidelity multi-speaker TTS model that adopts the adversarial training method to a non-autoregressive multi-speaker TTS model. In addition, we propose simple but efficient automatic scaling methods for feature matching loss used in adversarial training. In the subjective listening tests, GANSpeech significantly outperformed the baseline multi-speaker FastSpeech and FastSpeech2 models, and showed a better MOS score than the speaker-specific fine-tuned FastSpeech2.

Index Terms: non-autoregressive TTS, generative adversarial network, speech synthesis, feature matching loss

1. Introduction
Recent advances in deep learning enabled the neural text-to-speech (TTS) systems to synthesize realistic and natural speech. The neural TTS systems typically first generate a mel spectrogram from given text first, and consequently synthesize a speech waveform from the mel spectrogram using a vocoder. In the rest of this paper, we refer to TTS as the mel spectrogram generation part. Nowadays, the non-autoregressive (non-AR) neural TTS generates comparable speech quality with lesser pronunciation error and faster synthesizing speed than the previous autoregressive (AR) neural TTS. With enough recorded speech data, nowadays, the neural TTS model can generate natural sounding, human-like speech.

The extension of the TTS model to make it capable of synthesizing speech of multiple speaker voices in a single model has been widely studied in both autoregressive and non-autoregressive TTS models. These multi-speaker TTS (MS-TTS) models are more efficient than building single speaker models for each speaker and make it possible to synthesize the speech of a speaker with only a small amount of speech data. This is impossible in a single-speaker model. More recently, few-shot and zero-shot speaker adaptation on MS-TTS model have been studied. These models enable the generation of speech of a speaker that only has a few minutes of speech data.

To obtain high performance in few-shot and zero-shot speaker adaptation, the well-trained MS-TTS model is essential. To build a high-fidelity MS-TTS model, some approaches adopted an externally pre-trained automatic speaker verification (ASV) model. However, they need additional domain knowledge and require external speech data to train an ASV model. These studies are effective for unseen speakers, but the performance for seen speakers is hardly improved compared to a method using an embedding look-up table with speaker labels. In previous studies, the authors further improved the performance of a target speaker voice by fine-tuning the pre-trained multi-speaker model to the limited target speaker-specific dataset. However, there still exists a gap compared to the real speech sample and the fine-tuned model depends on the target speaker.

The generative adversarial network (GAN) showed powerful performance in several image domains, and was adopted successfully in speech domain. Especially, the GAN-based neural vocoder models showed comparable performance to the AR state-of-the-art vocoder model and can synthesize speech in real-time. MetGAN successfully applied the feature-matching loss, which is loss using the intermediate features of discriminator, to the vocoder model. ParallelWaveGAN, VocGAN, and HiFi-GAN also added additional loss functions to improve the speech quality of the vocoder.

Recently, the research adopting GAN for TTS models have been also studied. In [9], the authors applied the adversarial training to super-resolution network converting mel spectrogram that generated by the AR mel-synthesis network to linear spectrogram. In addition, in [10], the authors found that the mel spectrogram generated by the TTS model trained with only reconstruction loss was over-smooth, and proposed an enhancer model for mel spectrogram that reduces the gap between the true mel spectrogram and the generated mel spectrogram.

In this paper, we propose GANSpeech that can synthesize high-fidelity speech of multiple speakers as a single model without an additional module for enhancing TTS model or any speaker-specific fine-tuning. It is trained in two phases. In the first phase, the MS-TTS model is pre-trained using only reconstruction loss. In the second phase, the discriminator and adversarial loss functions are adopted and jointly trained. For the discriminator, we used the joint conditional and unconditional (JCU) discriminator using speaker embedding as a condition, so that it can learn the general characteristics of mel spectrogram along with speaker specific characteristics. With GANSpeech, we can significantly improve the overall speech quality of the MS-TTS model. For stable GAN training, we also proposed the scaled feature matching loss and reduced the cost of additional hyper-parameter searching for GAN training. We adopted our GANSpeech technique to FastSpeech and FastSpeech2 models and conduct several subjective evaluations to verify the effectiveness of our GANSpeech. The results showed that GANSpeech has better performance than the baseline models and is even better than the fine-tuned FastSpeech2 to a specific target-speaker. In addition, we adopted the scaled fea-
ture matching loss to VocGAN and showed that it can also be adopted into the GAN-based neural vocoder.

This paper is organized as follows. Section 2 describes the baseline model. In section 3, the proposed GANSpeech model is described. The experimental setup and results are presented in Section 4. Finally, we conclude our work in Section 5.

2. Baseline Model

For the baseline TTS model, we choose FastSpeech [5] and FastSpeech2 [6] which are widely used non-AR TTS model. We use the baseline model as a generator of GAN. FastSpeech is a feed-forward network based on Transformer [13]. Both encoder and decoder are composed of 6 Feed-Forward Transformer (FFT) blocks, respectively. Each block consists of self-attention and 1-D convolution. The length regulator that feeds a hidden state from the encoder to the decoder expands the hidden state by the frame length of mel spectrogram corresponding to a character (or phone). FastSpeech2 is an improved version of FastSpeech. FastSpeech2, which is a state-of-the-art non-AR model, eases the one-to-many mapping problem by adding a network to predict the variance information such as pitch and energy.

To extend the FastSpeech and FastSpeech2 model to MS-TTS model, we add speaker embedding after the encoder of the model. In [7] and [24], the speaker embedding was added before and after the encoder, respectively. In our preliminary experiment, we found that adding it after the encoder gave a slightly better performance. In this work, the speaker embedding is obtained by a learnable lookup table.

The baseline models are trained with reconstruction losses. The reconstruction loss function of FastSpeech is a summation of mel spectrogram and duration prediction loss. The mel spectrogram prediction loss is the $L^1$ loss between the predicted and the ground truth mel spectrogram and the duration prediction loss is the $L^2$ loss between the predicted and the target duration. FastSpeech2 is trained using additional prediction losses of acoustic features (i.e. pitch and energy) compared to FastSpeech. The additional prediction losses are $L^2$ losses between the predicted and the ground-truth acoustic features. The reconstruction loss function of FastSpeech2 is as follows:

$$L_{\text{recon}}(G) = L_{\text{mel}}(x, \hat{x}) + \lambda_d L_{\text{duration}}(d, \hat{d}) + \lambda_p L_{\text{pitch}}(p, \hat{p}) + \lambda_e L_{\text{energy}}(e, \hat{e})$$  \hspace{1cm} (1)

where $x$, $d$, $p$, and $e$ are target mel spectrogram, duration, pitch, and energy, respectively, and $\hat{x}$, $\hat{d}$, $\hat{p}$, and $\hat{e}$ are corresponding predicted values. $\lambda_d$, $\lambda_p$, and $\lambda_e$ are the weight of duration, pitch, and energy prediction losses.

3. GANSpeech

The overall architecture of GANSpeech is depicted in Figure 1, and the training process of GANSpeech is represented in Algorithm 1. It is trained in two phases. First, the pre-training phase that pre-trained the baseline MS-TTS model, generator $G$. Second, in the adversarial training phase, the model is trained jointly with the reconstruction loss by adding an adversarial loss using a mel spectrogram discriminator $D$, which is conditioned by a speaker embedding. In the second phase, we also adopted the scaled feature-matching loss that automatically finds an appropriate weight ratio between the feature-matching loss and the reconstruction loss. Two-stage training has the advantages of improving the stability and the training convergence speed, and being able to utilize existing pre-trained TTS models.

Figure 1: (a) GANSpeech overview. The dotted line is inference only. (b) Discriminator architecture. conv(v) is convolutional layer with a stride of $v$.
3.1. Discriminator

We improve the model by adding only the discriminator and applying the adversarial training while using the TTS model (i.e., generator in the adversarial network) of the baseline method as it is. JCU discriminator and loss showed high performance with hierarchically-nested structure \[11, 29\]. We use the JCU discriminator with a similar structure as VocGAN \[11\]. Unlike VocGAN, however, we do not use the hierarchically-nested structure or the multi-scale structure. As shown in Figure 1, the discriminator consists 1-D convolutions and leaky ReLU activation functions (\( \alpha = 0.2 \)). For the unconditional part of the discriminator, the channels of 1-D convolutions are 64, 128, 512, 128 and 1. The kernel sizes are 3, 5, 5, 5, and 3 and the strides are 1, 2, 2, 1, and 1. We use the speaker embedding as the condition for conditional loss. For the conditional part, it shares three 1-D convolutions with the unconditional part. The speaker embedding is expanded on the time axis after a fully-connected layer with leaky ReLU, and an unconditional output vector is jointly fed to last two 1-D convolutions. The two convolutions have the same architecture as those of the unconditional parts.

3.2. Adversarial Loss

After the model learns the major information of the mel spectrogram using the reconstruction loss, we jointly use the adversarial loss with the reconstruction loss. We use the least-squares loss \[13\] with the JCU loss for adversarial training. In each training iteration, the discriminator is trained with Eq. (2) first, and the generator (i.e. TTS model) is trained with Eq. (3), where \( s \) is a speaker embedding.

\[
L^\text{JCU}_{D}(G, D) = \frac{1}{2}E_{x,d}[D(\hat{x})^2 + D(x, s)^2] \\
+ \frac{1}{2}E_{s,x}(\alpha[D(x) - 1]^2 + (D(x, s) - 1)^2) \tag{2}
\]

\[
L^\text{JCU}_{G}(G, D) = \frac{1}{2}E_{s}[D(\hat{x}) - 1]^2 + (D(x, s) - 1)^2] \tag{3}
\]

3.3. Scaled Feature Matching Loss

We also apply the feature matching loss to improve the quality and stability. The feature matching loss successfully improved the quality of GAN-based models not only in the image domain \[28, 30\] but also in the speech domain \[11, 13\].

\[
L_{FM}(G, D) = \mathbb{E}_{(x,s)} \left[ \sum_{i=1}^{T} \frac{1}{N_t} || D^{(i)}(x) - D^{(i)}(\hat{x}) ||_1 \right] \tag{4}
\]

\( T \) is the total number of layers in the discriminator, and \( N_t \) is the number of elements in each layer.

This objective has shown good performance and stability empirically, but there is no guarantee that it will reach a fixed point \[30\]. In addition, because the loss utilizes the intermediate layers of the discriminator, it tends to increase during the training of the discriminator at each step. The gradual increase in the magnitude of the loss can hinder the model from learning key information from the reconstruction loss. In the literatures of \[13, 28\], the ratio of the feature matching loss \( \lambda_{FM} \) is widely used as a fixed hyperparameter 10. However, when additional major losses are jointly used, it is difficult to balance the losses during training. To address this issue, we introduce a scaled feature matching loss that dynamically scales the magnitude of the feature matching loss during training. As shown in line 13 of Algorithm 1, the feature matching loss is adjusted according to \( \lambda_{FM} \), the ratio of the reconstruction loss to the feature matching loss, at each step. The total loss is the summation of the reconstruction loss, the scaled feature matching loss, and the adversarial loss, as in Eq. (5).

\[
L^\text{total}_{G}(G, D) = L^\text{JCU}_{G}(G, D) + \lambda_{FM}L_{FM}(G, D) + L_{\text{recon}}(G) \tag{5}
\]

4. Experiments

4.1. Experimental setup

4.1.1. Data

For experiments, we used an studio-quality internal dataset comprising data from 113 Korean speakers, of which 44 were female and 69 were male. The amount of data per speaker varied from 1 minute to 21 hours, totaling 190 hours. The dataset contained 141k scripts and accompanying audio samples. We split 1410 utterances for validation and testing. All remaining samples were used for training. We downsampled the speech data to 22050 Hz for training. We extracted the mel spectrograms from the raw speech waveforms following a previous study \[2\], and frame length and hop length were set to 1024 and 256, respectively.

4.1.2. Experimental Settings

All models were trained for 200k steps with a batch size of 32 on an NVIDIA Tesla V100 GPU. We used the Adam op-
Table 1: Naturalness MOS with 95% confidence intervals. VocGAN was used as a vocoder of all models. MS: multi-speaker model. FT: speaker-specific fine-tuned model. GT: ground truth.

| Index | Method                      | MOS       |
|-------|-----------------------------|-----------|
| 1     | FastSpeech (MS)             | 3.10±0.06 |
| 2     | FastSpeech2 (MS)            | 3.95±0.07 |
| 3     | FastSpeech2 (FT)            | 4.23±0.06 |
| 4     | FastSpeech2 + GANSpeech     | 4.34±0.06 |
| 5     | GT mel + VocGAN             | 4.50±0.06 |
|       | GT wav                      | 4.65±0.06 |

Table 2: Objective measure for VocGAN. SFML: whether the scaled feature matching loss is used. PESQ: higher is better. F0 RMSE: lower is better. GT: Ground-Truth

| SFML | PESQ | F0 RMSE [Hz] | MCD [dB] |
|------|------|--------------|----------|
| No   | 3.525| 38.703       | 2.597    |
| Yes  | 3.702| 34.983       | 2.257    |
| GT   | 4.5  | 0.0          | 0.0      |

4.2.2. Subjective Evaluation

We conducted mean opinion score (MOS) test on naturalness for subjective evaluation\(^1\) Multi-speaker FastSpeech and FastSpeech2 model, and FastSpeech2 model with speaker-specific fine-tuning were compared with the GANSpeech model with both FastSpeech and FastSpeech2. Ground-truth (GT) mel spectrogram reconstructed with VocGAN and GT waveform were also compared. For the MOS test, we selected four speakers (two female and two male) which have 1-hour of data, respectively. Five sentences were randomly selected from the test dataset, and its texts were used for synthesizing speech. All the models generated speech with same texts (i.e. 20 speech samples were generated for each model). A total 15 native Koreans participated.

As shown in Table\(^1\) the proposed method significantly improved the speech quality in both FastSpeech and FastSpeech2. When applied to FastSpeech, it achieved a score of 1.24 higher, and when applied to FastSpeech2, it achieved a score of 0.41 higher. In particular, the proposed method achieved a score of 0.13 higher than the speaker-specific FastSpeech2, fine-tuned with a target speaker data.

4.2.3. Adopting Scaled Feature Matching Loss to VocGAN

To evaluate the effectiveness of the proposed scaled feature matching loss, we also adopted it to VocGAN and compared the performance. VocGAN uses three kinds of losses for training: multi-resolution STFT loss, adversarial loss, and feature matching loss. Instead of the reconstruction loss of GANSpeech, the multi-resolution STFT loss of VocGAN is used for scaling the feature matching loss. PESQ\(^{19}\), F0 Root Mean Square Error (RMSE) and Mel Cepstral Distortion (MCD) were used as objective measures. As shown in Table\(^2\) when using the scaled feature matching loss, the performance of VocGAN was significantly improved in all measures. In particular, the method made the speech perceptually clear by effectively eliminating the short trembling in the voice.

5. Conclusion

This paper proposed the adversarial training method for non-AR TTS model. The method improved the speech quality by applying to FastSpeech and FastSpeech2. The proposed method showed better multi-speaker TTS performance without speaker-specific fine-tuning. We expect to improve the quality for multi-speaker TTS by applying our method to other non-AR TTS models such as\(^7\). The proposed scaled feature matching loss was also shown to be effective when applied to VocGAN. In the future, we expect to improve various GAN models using both the reconstruction loss and the feature matching loss.

\(^1\)The audio samples are available at the following URL:
https://nc-ai.github.io/speech/publications/ganspeech/
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