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Abstract

This paper considers a two-hop status update system, in which an information source aims for the timely delivery of status updates to the destination with the aid of a relay. The timeliness of status updates is quantized by a recently proposed metric, termed the Age of Information (AoI). We study a slotted communication scenario with error-prone communication channels. The relay is assumed to be an energy-constraint device and our goal is to devise scheduling policies that adaptively switch between the information decoding and information forwarding to minimize the long-term average AoI at the destination, under a resource constraint on the average number of forwarding operations at the relay. We first identify an optimal scheduling policy by modelling the considered scheduling problem as a constrained Markov decision process (CMDP) problem. We resolve the CMDP problem by transforming it into an unconstrained Markov decision process (MDP) using a Lagrangian method. The structural properties of the optimal scheduling policy is analyzed, which is shown to have a multiple threshold structure. For implementation simplicity, based on the structural properties of the CMDP-based policy, we then propose a low-complexity double threshold relaying (DTR) policy with only two thresholds, one for relay’s age and the other one for the age gain between destination and relay. We manage to derive approximate closed-form expressions of the average AoI at the destination, and the average number of forwarding operations at the relay for the DTR policy, by modelling the tangled evolution of age at the relay and destination as a Markov chain (MC). Numerical results are provided to verify all the theoretical analysis, and show that the low-complexity DTR policy can achieve near optimal performance compared with the optimal scheduling policy derived from the CMDP problem. The simulation results also unveil
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that only one threshold for the relay’s age is needed in the DTR policy when there is no resource constraint or the resource constraint is loose. Intuitively, the relay should always consider the threshold on its local age and forward status updates with relatively low age. When the resource constraint is very tight, the relay further needs the threshold on the age gain to decreases its forwarding operation by only forwards those low-age status updates that can also decrease destination’s age dramatically.
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I. INTRODUCTION

The next generation of wireless communication networks will support the connectivity of Internet of Things (IoT) devices, where one critical step is to deliver timely status update information for the underlying physical processes monitored by the IoT devices [1]. In the applications such as environment monitoring, vehicle tracking, smart parking, etc., the status update information generated from the end devices needs to be kept as fresh as possible from the perspective of the receiver side. To quantize the freshness and timeliness of the information, a new performance metric, termed the Age of Information (AoI), has been proposed recently [2]. The AoI is defined as the time elapsed since the generation of the last successfully received status update. Different from the conventional performance metrics such as delay and throughput, the AoI captures both the latency and the generation time for each status update from the receiver’s perspective. Consider a point-to-point status update system as an example, where the source samples a time-varying physical process and transmits the sampled status update to a destination. Due to the error-prone channel that introduces delay, it takes time for the status update to be successfully received by the destination. If the most recently received status update carries the information sampled at time $r(t)$, the status update age at time $t$ from the perspective of destination is defined as $t - r(t)$ [2].

A. Background

The minimization of AoI has been studied extensively in the existing literature for various system setups and assumptions. The seminal works on AoI focused on the queueing theory-based studies for point-to-point systems [2]–[6]. For instance, the authors in [2] derived the
average AoI of a First-Come-First-Serve (FCFS) queueing system and showed that there exists an optimal generation rate for the status updates to minimize the average AoI. The optimal generation rate is different from those maximize the throughput or minimize the delay. Reference [3] studied a Last-Come-First-Serve (LCFS) queueing system and concluded that compared with the FCFS, the LCFS queueing system can reduce the average AoI by always transmitting the latest generated status updates. The minimization of AoI for more complicated networks were studied for cognitive-radio (CR)-based networks [7]–[10], and for networks with multiple sources or destinations [11]–[16]. The age optimal policies for energy limited devices were studied in [17]–[22] for energy harvesting nodes, and in [23]–[25] where a constraint on the long-term average number of transmissions was considered. All aforementioned works considered on the single-hop networks.

There have been some efforts on studying the AoI minimization of multi-hop networks, where the status update delivery between source and destination is assisted by relay(s) [26]–[32]. The authors in [26] considered a general multi-hop networks and pointed out that the non-preemptive LCFS policy can minimize the age at all nodes among all non-preemptive and work-conserving policies. Reference [27] derived optimal scheduling policies for a multi-hop networks under a general interference constraint. Reference [28] developed an age-based scheduler that uses the information of both the instantaneous age and the interarrival times of packets in making decisions. Asymptotic analysis was also performed to derive age upper and lower bounds for the considered age-based scheduler. The authors in [29] characterized lower bound for the average AoI of the multi-hop networks. A near-optimal scheduling algorithm was also derived and it was shown that the developed algorithm can achieve the lower bound within an additive gap scaling linearly with the size of the network. References [30]–[32] focused on the performance analysis of the average AoI for multi-hop systems. Reference [30] studied the AoI performance of a random decision-based schedule in gossip networks. Three performance analysis methods, including explicit analysis, algorithm-based analysis and asymptotic approximations, were proposed to characterize the average AoI. The authors in [31] visited a simple relay system where the relay can generate age-sensitive packets. Besides, the relay needs to forward packets generated by another stream with priorities lower or higher than its own packets. Under this scenario, the average AoI of the relay’s status update packets was analyzed by resorting to queueing theory. [32] designed a retransmission scheme for a three node relay system with random arrival of status updates at source. The average AoI of the proposed retransmission scheme was then analyzed.
B. Motivation and Contributions

All the aforementioned works on the multi-hop systems [26]–[32] assumed that there is no resource constraint on the intermediate nodes such that the nodes can keep forwarding status updates. In practical system implementation, it is highly undesirable that the nodes keep transmitting the status updates due to interference or energy constraints [23]–[25]. Besides, policies with simple structures and the corresponding closed-form expression of the average AoI are also crucial in practical system design. On the one hand, theoretical insights can be gained by the closed-form analytical results. On the other hand, they can be used to quickly verify whether the required AoI performance can be guaranteed or not with a given set of system parameters. In this context, several natural and fundamental questions arises: What is the optimal policy for a multi-hop system with a resource constraint? Is the optimal policy having a simple structure, or can we find simple yet near-optimal policies? What is the average AoI performance of the optimal or near-optimal policies in a multi-hop system under a resource constraint? As an initial effort to answer these important questions, in this paper, we investigate a two-hop status update system consisting of one source, one destination and one relay. We consider a slotted communication scenario, where the relay can choose either receiving operation or forwarding operation at the beginning of each time slot. The goal of this paper is to derive optimal scheduling policies to be implemented at the relay to minimize the average AoI at the destination under a resource constraint for the average number of forwarding operations at the relay. The main contributions of this paper are summarized as follows:

- We first derive an optimal scheduling policy by modeling the considered two-hop status update system as a constrained Markov decision process (CMDP) problem. To solve the CMDP problem and obtain the optimal scheduling policy, we apply the Lagrangian relaxation and transform the CMDP problem into an unconstrained Markov decision process (MDP). Structural analysis is then performed for the optimal scheduling policy to unveil that it has a multiple threshold structure.
- For the purpose of implementation simplicity, based on the structure of the CMDP-based policy, we then devise a low-complexity policy, namely the double threshold relaying (DTR). In DTR, instead of using multiple thresholds, only two thresholds are adopted, one for the relay’s age and the other one for the age gain between destination and relay. Different from most of the works on the scheduling of multi-hop systems that only provided simulation
results, in order to gain some theoretical insights, we aim to characterize the average AoI performance of the proposed DTR policy in a closed-form. Specifically, we first obtain the stationary distribution of the DTR policy in terms of the instantaneous age of the relay and destination by applying a Markov chain (MC)-based method. Note that the evolution of the states in the MC is not straightforward due to the adoption of two thresholds, making the analysis for the stationary distribution non-trivial.

- Based on the derived stationary distribution of the instantaneous age, we derived closed-form expressions for the average AoI at the destination, and the average number of forwarding operations at the relay for the proposed DTR policy. The analytical expressions can be used to optimize the two thresholds in the DTR policy efficiently. Besides, they reveal some insights on practical system designs, and the achievable average AoI performance of the DTR policy under a given resource constraint. Simulation results verify all the theoretical analysis, and show that the proposed DTR policy can achieve near-optimal performance compared with the optimal CMDP-based policy. It also indicates that only one threshold for the relay’s age is needed in the DTR policy when there is no resource constraint or the resource constraint is loose. This is because that the relay should always forward the status updates with relatively low age by considering the threshold on its local AoI. When the resource constraint becomes tight, the relay needs to further decrease its transmission by the threshold of the age gain, such that it only forwards those low-age status updates that can also decrease destination’s age dramatically.

It is worth emphasizing that the authors in [33] also considered a similar two-hop status update system with a resource constraint where both the source and relay are relying on the harvested energy from the nature. Based on the different arrival patterns of the energy at source and relay, optimal online and offline scheduling policies were designed for the considered system. Our work is fundamentally different from [33] on two aspects. First of all, despite the optimal CMDP-based policy, we also propose a low-complexity DTR policy for the considered system which is easy to be implemented and has a structure with only two thresholds. Secondly, we characterize the average AoI of the proposed DTR policy in a closed-form, while no theoretical analysis was provided in [33].

We further point out that the performance analysis of the proposed DTR policy in terms of the stationary distribution, average AoI, and average number of forwarding operations is challenging and different from the existing schemes in the aforementioned literature. Specifically,
the evolution of the instantaneous age becomes rather complicated when having two thresholds. The instantaneous age at both relay and destination are tangled together and the conventional performance analysis methods become intractable in our considered case where new performance analysis method is required. To the best knowledge of the authors, this is the first paper to study the age distribution and average AoI performance of a policy with two age thresholds. The proposed performance analysis method and the derived results in this paper remain general and incorporate the existing single threshold policies as special cases. At last, our proposed analytical method is not limited to the considered system model and can potentially be applied in other system models where schemes with two thresholds are considered.

C. Organization

The rest of the paper is organized as follows. Section II introduces the system model. We summarize the main results, insights, and Theorems provided in this paper in Section III. Sections IV, V and VI provide the proofs for the Theorems presented in Section III. Numerical results are presented in Section VII to validate the theoretical analysis and compare the CMDP-based and DTR policies. Finally, conclusions are drawn in Section VIII.

Notation: Throughout this paper, $E[A]$ is the expectation of $A$ and $Pr\{A\}$ is the probability of $A$. $\lfloor \cdot \rfloor$ is the floor function and $\mod$ is the modulo operation.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Description

We consider a relay-assisted two-hop status update system consisting of one source node $S$, one decode-and-forward relay node $R$, and one destination node $D$. We assume that the direct link between $S$ and $D$ does not exist due to the long distance and high attenuation. All nodes in the considered status update system are single-antenna and half-duplex devices. We study a slotted communication scenario where time is divided into slots with equal durations, and each status update transmission for the $S-R$ and $R-D$ links occupy one time slot. Furthermore, the links $S-R$ and $R-D$ are considered to be error-prone, and the successful transmission probabilities of the $S-R$ and $R-D$ links are denoted by $p$ and $q$, respectively.

In this paper, we assume that $S$ adopts the generate-at-will model such that it can generate a fresh status update at the beginning of each time slot. Furthermore, we assume that $R$ can only store one decoded status update from $S$, and $R$ discards the stale status update when a
new status update is decoded correctly from $S$. In order for $R$ to track the instantaneous AoI at $D$, it is assumed that $D$ can provide delay-free and error-free feedback to $R$ to indicate the transmission result for the transmissions over the $R-D$ link. With the local instantaneous AoI and the instantaneous AoI of $D$, $R$ can choose one of the following two actions at the beginning of each time slot: receiving from $S$ or forwarding to $D$. In the receiving action, $R$ polls a transmission from $S$ and receives the status update transmitted by $S$. If the decoding is correct, $R$ stores the status update in its buffer. In the forwarding action, $R$ forwards the stored status update to $D$ by using one time slot.

B. Age of Information

We use $w(t) \in \mathcal{W}$ to represent the action taken by $R$ in the time slot $t$, where $\mathcal{W} \triangleq \{0, 1\}$ is the action space. Specifically, $w(t) = 0$ and $w(t) = 1$ represent the receiving action and the forwarding action, respectively. We let $a_S(t)$, $a_R(t)$ and $a_D(t)$ denote the instantaneous AoI of $S$, $R$ and $D$, respectively, at the beginning of each time slot $t$. Furthermore, we use $g(t) = a_D(t) - a_R(t)$ to be the instantaneous age gain in the time slot $t$. Because $S$ adopts the generate-at-will model, we have $a_S(t) = 0, \forall t$. We then use $I_{SR}(t)$ and $I_{RD}(t)$ to be the indicator for the $S-R$ and $R-D$ links at time slot $t$, to indicate whether the transmission will be successful or not. We have $\Pr \{I_{SR}(t) = 1\} = p$, $\Pr \{I_{SR}(t) = 0\} = 1-p$, $\Pr \{I_{RD}(t) = 1\} = q$, and $\Pr \{I_{RD}(t) = 0\} = 1-q$, respectively. With the above definitions, the evolution of the instantaneous AoI at $R$, and the instantaneous age gain can be expressed as

$$a_R(t+1) = \begin{cases} a_S(t) + 1, & w(t) = 0 \cap I_{SR}(t) = 1, \\ a_R(t) + 1, & \text{Otherwise}, \end{cases}$$

and

$$g(t+1) = \begin{cases} 0, & w(t) = 1 \cap I_{RD}(t) = 1, \\ a_R(t) + g(t), & w(t) = 0 \cap I_{SR}(t) = 1, \\ g(t), & \text{Otherwise}. \end{cases}$$

C. Optimization Problem Formulation

We realize that successive transmission, i.e., keep choosing forwarding action at $R$, is typically undesirable in practical systems due to energy or interference constraints. We thus follow [23]–[25] and introduce a resource constraint on the average number of forwarding actions. We require that the long-term average number of forwarding actions cannot exceed $\eta_C$. In other
words, the long-term probability of choosing forwarding actions at the relay cannot exceed $\eta_c$ and $0 < \eta_c \leq 1$. We now give some important definitions before mathematically describe the optimization problem. We define $v \triangleq (k, d) \in V$ as the system state of the considered status update system, where $k$ is the instantaneous AoI at $R$, and $d$ is the instantaneous age gain. The state space $V$ is given in the following Lemma.

**Lemma 1.** The state space $V$ is given by

$$V = \{ (k, d) : (k \geq 2, d = 0) \cup (k \geq 1, d \geq 2), k, d \in \mathbb{N} \}.$$  

(3)

**Proof.** See Appendix A.

From Lemma 1, we can observe that the age gain of the considered system cannot be 1 in all states. Besides, when the relay and destination are synchronized, i.e., the age gain is 0, the instantaneous age at the relay is no less than 2. Throughout the analysis provided in this paper, we only consider the states within the state space $V$ because the states out of $V$ are not reachable. With the defined system states and actions, we then give the definition of the considered stationary policies.

**Definition 1.** (Stationary Policy) A stationary policy $\theta$ is defined as a mapping from the system state $(k, d) \in V$ to the action $w \in W$, where $\theta (k, d) = w$. The action is only dependent on the current states, and independent to the past states and actions, and time invariant.

For a given stationary policy $\theta$, from (1) and (2), the average AoI of the considered two-hop status update system, and the average number of forwarding actions are given by

$$\Delta (\theta) = \limsup_{T \to \infty} \frac{1}{T} \mathbb{E} \left[ \sum_{t=1}^{T} [a_R (t) + g (t)] \right],$$  

(4)

$$\eta (\theta) = \limsup_{T \to \infty} \frac{1}{T} \mathbb{E} \left[ \sum_{t=1}^{T} w (t) \right],$$  

(5)

where the expectation operation is introduced by the fact that the mapping of policy $\theta$ from state $v$ may be a randomized mixture of multiple stationary deterministic policies. The age minimization problem can now be described by

$$\text{Minimize} \quad \Delta (\theta),$$

Subject to \quad $\eta (\theta) \leq \eta_c.$  

(6)
III. Main Results

This section presents the main results of this paper, including the design of two different policies for the considered status update system, denoted by $\theta_{\text{CMDP}}$ and $\theta_{\text{DTR}}$. Specifically, $\theta_{\text{CMDP}}$ is the optimal stationary policy for the formulated problem (6), and it is derived by adopting a CMDP method. We show that $\theta_{\text{CMDP}}$ has a multiple threshold structure and it is intractable to characterize the average AoI performance in a closed-form. In order to reduce the implementation complexity and gain theoretical insights of the policy, we thus propose a low-complexity double threshold relaying (DTR) policy $\theta_{\text{DTR}}$ based on the observed structure of $\theta_{\text{CMDP}}$. The policy $\theta_{\text{DTR}}$ can be implemented easily with two individual thresholds and has a near-optimal performance compared with $\theta_{\text{CMDP}}$. Closed-form expressions for the age distribution, average AoI and average number of forwarding actions of $\theta_{\text{DTR}}$ policy are also derived. The main results for $\theta_{\text{CMDP}}$ (Theorems 1-2) and $\theta_{\text{DTR}}$ (Theorems 3-5) are summarized in the following subsections. The proofs of Theorems 1, 2 will be given in Section IV, the proof of Theorem 3 will be given in Section V, and the proofs of Theorems 4, 5 will be presented in Section VI. Insightful results from our analytical results are also discussed in this section.

A. Optimal Stationary Policy $\theta_{\text{CMDP}}$

**Theorem 1.** The optimal stationary policy for problem (6) $\theta_{\text{CMDP}}$ is a randomized mixture of two stationary deterministic policies $\theta_{\lambda_1^*}$ and $\theta_{\lambda_2^*}$, that differ in at most a single state.

Theorem 1 shows that the optimal policy may not be deterministic, which may involve the mixture of at most two deterministic policies. Note that detailed distribution of the randomized mixture and the solutions to $\theta_{\lambda_1^*}$ and $\theta_{\lambda_2^*}$ are discussed in the proof given in Section IV.

**Theorem 2.** The structure of each stationary deterministic policy $\theta_{\lambda^*}$, $\lambda^* \in \{\lambda_1^*, \lambda_2^*\}$ which forms $\theta_{\text{CMDP}}$, has a switching-type given by

- If $\theta_{\lambda^*}(k, d) = 1$, then $\theta_{\lambda^*}(k, d + z) = 1$, $\forall z \in \mathbb{N}$,
- If $\theta_{\lambda^*}(k, d) = 0$, then $\theta_{\lambda^*}(k + z, d) = 0$, $\forall z \in \mathbb{N}$.

We can observe from Theorem 2 that the policy $\theta_{\lambda^*}$ may have a multiple threshold structure. More importantly, we realize that $\theta_{\lambda^*}$ tends to select forwarding action under two conditions: (1) $R$’s instantaneous AoI, i.e., $k$, is relatively low; (2) The age gain, i.e., $d$, is high is relatively high. The first condition is understandable because $R$ should only forward fresh status updates
to \( D \) and should receive new status updates from \( S \) when the stored status update becomes stale. The rationale behind the second condition is that \( R \) should only forward those status updates that can decrease \( D \)'s instantaneous AoI dramatically. This becomes especially important when a resource constraint is considered at \( R \).

Furthermore, it is worth pointing out that when the resource constraint \( \eta_C \) is very loose, the considered CMDP problem can be simplified to an MDP problem. Specifically, let \( \theta_{MDP} \) denote the optimal MDP policy without considering the resource constraint and \( \eta(\theta_{MDP}) \) be the corresponding average number of forwarding actions. The optimal policy for problem (6) will be \( \theta_{MDP} \) when the required resource constraint \( \eta(\theta_{MDP}) \leq \eta_C \leq 1 \). This is understandable because the optimal policy without considering the resource constraint has already satisfied \( \eta_C \), and \( \eta(\theta_{MDP}) \) can be evaluated numerically when deriving \( \theta_{MDP} \). On the other hand, if the required resource constraint \( 0 < \eta_C < \eta(\theta_{MDP}) \), the problem (6) needs to be solved by the CMDP model. Because the analysis of the \( \theta_{MDP} \) is very similar to the \( \theta_{CMDP} \) and also follows the structural results given in Theorem 2. For the purpose of brevity, we will not provide the detailed analysis for the \( \theta_{MDP} \) policy.

\subsection*{B. Low-Complexity Stationary Deterministic Policy \( \theta_{DTR} \)}

Based on the observation from Theorem 2 in order to simplify the policy structure, we are motivated to implement two thresholds, \( \delta_1 \) for \( R \)'s instantaneous AoI, and \( \delta_2 \) for the instantaneous age gain, to efficiently decide the operation mode for the status update system. In the proposed \( \theta_{DTR} \) policy, \( R \) chooses the forwarding action only when its instantaneous AoI is no greater than \( \delta_1 \), and the age gain is no less than \( \delta_2 \). Otherwise, \( R \) selects the receiving action. The DTR policy can be described as

\[
\theta_{DTR}(k, d) = \begin{cases} 
1, & k \leq \delta_1 \cap d \geq \delta_2, \\
0, & \text{Otherwise.}
\end{cases}
\]  

(7)

Compared with the \( \theta_{CMDP} \) policy, the proposed \( \theta_{DTR} \) policy can be implemented easily by using two thresholds \( \delta_1 \) and \( \delta_2 \). Two natural question arises: \textit{What is the theoretical performance in terms of average AoI for the \( \theta_{DTR} \) policy? How can we tune \( \delta_1 \) and \( \delta_2 \) to minimize the average AoI at \( D \) and satisfy the resource constraint \( \eta_c \) ?} In order to answer these questions, we first present Theorem 3 for the joint distribution of \( k \) and \( d \) for the \( \theta_{DTR} \) policy.
Theorem 3. Let $\pi_{k,d}$ denote the stationary distribution of state $v \triangleq (k, d)$, $v \in \mathcal{V}$. The stationary distribution for the $\theta_{DTR}$ policy can be summarized in (8) for the case that $\delta_1 \geq \delta_2 - 1$, and in (9) for the case that $\delta_1 \leq \delta_2 - 1$.

\[
\begin{align*}
\pi_{k,d} &= \left\{ \begin{array}{ll}
\frac{(1-p)^{k-1} - (1-q)^{k-1}}{q-p} & x, 2 \leq k \leq \delta_1 + 1, d = 0, \\
\frac{q-p}{(1-p)^{\delta_1} - (1-q)^{\delta_1}} (1-p)^{k-\delta_1-1} & x, k \geq \delta_1 + 1, d = 0, \\
p(1-p)^{k-1} [1 - (1-q)^{d-1}] & x, \forall k, 2 \leq d \leq \delta_2, \\
\end{array} \right.
\end{align*}
\]

\[
\begin{align*}
\pi_{k,d} \approx \left\{ \begin{array}{ll}
(1-q)^{\delta_1} (1-p)^{k-\delta_1-1} \pi_{1,\delta_2} \sum_{l=0}^{n} \frac{(N+l-1)!}{l!(N-1)!} \left[ p(1-q)^{\delta_1} \right]^{l} (1-p)^{N-1}, 1 \leq k \leq \delta_1 + 1, d = \delta_2, \\
(1-q)^{\delta_1} (1-p)^{k-\delta_1-1} \pi_{1,\delta_2} \sum_{l=0}^{n} \frac{(N+l-1)!}{l!(N-1)!} \left[ p(1-q)^{\delta_1} \right]^{l} (1-p)^{N-1}, k \geq \delta_1 + 1, d = \delta_2, \\
\end{array} \right.
\end{align*}
\]

\[
\begin{align*}
\pi_{k,d} &= \left\{ \begin{array}{ll}
\frac{(1-p)^{k-1} - (1-q)^{k-1}}{q-p} & x, 2 \leq k \leq \delta_1 + 1, d = 0, \\
\frac{q-p}{(1-p)^{\delta_1} - (1-q)^{\delta_1}} (1-p)^{k-\delta_1-1} & x, k \geq \delta_1 + 1, d = 0, \\
p(1-p)^{k-1} [1 - (1-q)^{d-1}] & x, \forall k, 2 \leq d \leq \delta_2, \\
\end{array} \right.
\end{align*}
\]

\[
\begin{align*}
\pi_{k,d} \approx \left\{ \begin{array}{ll}
(1-q)^{\delta_1} (1-p)^{k-\delta_1-1} \pi_{1,\delta_2} \sum_{l=0}^{n} \frac{(N+l-1)!}{l!(N-1)!} \left[ p(1-q)^{\delta_1} \right]^{l} (1-p)^{N-1}, 1 \leq k \leq \delta_1 + 1, d = \delta_2, \\
(1-q)^{\delta_1} (1-p)^{k-\delta_1-1} \pi_{1,\delta_2} \sum_{l=0}^{n} \frac{(N+l-1)!}{l!(N-1)!} \left[ p(1-q)^{\delta_1} \right]^{l} (1-p)^{N-1}, k \geq \delta_1 + 1, d = \delta_2, \\
\end{array} \right.
\end{align*}
\]

The term $x$ in (8) and (9) is different for the two cases $\delta_1 \geq \delta_2 - 1$ and $\delta_1 \leq \delta_2 - 1$ given by

\[
\begin{align*}
x &= \left\{ \begin{array}{ll}
pq^2 & \delta_1 \geq \delta_2 - 1, \\
\frac{pq(1-p) + pq\delta_2 + p(1-q)^{\delta_2-1} \left[ 1 - (1-q)^{\delta_1-\delta_2+1} \right]}{(1-p) + p\delta_2 - p(\delta_2 - \delta_1 - 1)(1-q)^{\delta_1}}, \delta_1 \leq \delta_2 - 1.
\end{array} \right.
\end{align*}
\]
The term $\pi_{1, \delta_2}$ in (8) and (9) is given by

$$
\pi_{1, \delta_2} = \begin{cases} 
p \frac{1 - (1 - q)_{\delta_2-1}}{q} x, & \delta_1 \geq \delta_2 - 1, \\
p \frac{1 - (1 - q)_{\delta_1}}{q} x, & \delta_1 \leq \delta_2 - 1.
\end{cases}
$$

(11)

The term $N = (n - l) (\delta_1 + 1) + m + 1$ with

$$
n = \left\lfloor \frac{d - \delta_2}{\delta_1 + 1} \right\rfloor,
$$

(12)

$$
m = d - \delta_2 \mod \delta_1 + 1.
$$

(13)

In Theorem 3, we can see that the stationary distribution of the DTR policy is different for the two cases $\delta_1 \geq \delta_2 - 1$ and $\delta_1 \leq \delta_2 - 1$ given in (8) and (9), respectively. This is because that the DTR policy adopts two thresholds $\delta_1, \delta_2$, and they can both influence the evolution of the ages at the relay and the destination. Moreover, for each case, we summarize the stationary distribution terms into three subspaces $A, B$ and $C$. Subspaces $A, B$ and $C$ represent the states with $k \geq 2$, $d = 0$, states with $\forall k, 2 \leq d \leq \delta_2$, and states with $\forall k, d \geq \delta_2$, respectively. Note that the union space of $A, B$ and $C$ forms the entire state space $\mathcal{V}$ given in (3). The stationary distribution for all the states in subspaces $A, B$ and $C$ are summarized in (8a), (8b) and (8c), respectively when $\delta_1 \geq \delta_2 - 1$, and in (9a), (9b) and (9c), respectively when $\delta_1 \leq \delta_2 - 1$. It is worth emphasizing that due to the complicated evolution for the states within subspace $C$ when $\delta_1 \geq \delta_2 - 1$, we use an approximation to obtain (8c) in a closed-form, and as shown in our simulations, the approximation is very tight for relatively large value of $q$. With the help of the stationary distribution for the state space $\mathcal{V}$, we finally characterize the average AoI, and the average number of forwarding actions, for the proposed $\theta_{DTR}$ policy given in the following two Theorems.

**Theorem 4.** The average AoI of the $\theta_{DTR}$ policy for the case that $\delta_1 \geq \delta_2 - 1$ is given by

$$
\bar{\Delta}(\theta_{DTR}) \approx \frac{1}{p} + \frac{1}{q} + \delta_2 - \frac{(p\delta_1 - q\delta_2)(1-q)_{\delta_2-1} + q\delta_2 \left[ \frac{p(\delta_2-1)}{2} + 1 \right] + 1}{q (1-p) + pq\delta_2 + p(1-q)_{\delta_2-1} - p(1-q)_{\delta_1} + \left[ 1 - (1-q)_{\delta_2-1} \right] \left[ p (p\delta_1 - q\delta_1 - q)(1-q)_{\delta_1} + p - q - pq\delta_1 + \frac{q(p\delta_1+1)}{1-(1-q)_{\delta_2}} \right]}.
$$

(14)
The average AoI of the $\theta_DTR$ policy for the case that $\delta_1 \leq \delta_2 - 1$ is given by

$$\bar{\Delta} (\theta_{DTR}) = \frac{1}{q} + \frac{1}{p \left[ 1 - (1 - q)^{\delta_1} \right]} + \frac{\delta_1 + \delta_2}{2} - \frac{[\delta_2 + (1 - p) \delta_1 + p \delta_2 \delta_2] / 2}{(1 - p) + p \delta_2 - p (\delta_2 - \delta_1 - 1) (1 - q)^{\delta_1}}. \tag{15}$$

**Remark 1.** In Theorem 4, we first can see that (14) is an approximate expression while (15) is an exact expression. This is due to the approximation of (8c) when $\delta_1 \geq \delta_2 - 1$. We next investigate the average AoI for the proposed DTR policy for some special cases based on the analytical results derived in (14) and (15). For the case that $\delta_1 = \delta_2 - 1$, the average AoI of the DTR policy is given by

$$\bar{\Delta} (\theta_{DTR}) = \frac{1}{q} + \frac{1}{2p} \left[ 1 - (1 - q)^{\delta_1} \right] - \frac{\delta_1 + 1}{2 (1 + p \delta_1)}. \tag{16}$$

For the case that $q \to 1$, the average AoI of the DTR policy can be simplified to

$$\bar{\Delta} (\theta_{DTR}) = 1 + \frac{1}{p} + \frac{p \delta_2 (\delta_2 - 1)}{2 (1 - p + p \delta_2)}. \tag{17}$$

For the case that only $\delta_1$ is adopted, i.e., $\delta_2 = 2$, the average AoI can be re-written from (14) as

$$\bar{\Delta} (\theta_{DTR}) \approx \frac{1}{q} + \frac{1}{q} - \frac{(p \delta_1 - 2q) (1 - q)^{\delta_1} + pq (\delta_1 + 1) + 2q + 1}{q + p \left[ 1 - (1 - q)^{\delta_1} \right]} \tag{18} \quad \begin{aligned}
&+ \frac{p \delta_1 + 1}{p \left[ 1 - (1 - q)^{\delta_1} \right]^2} - \frac{q \left[ p (q \delta_1 + q) (1 - q)^{\delta_1} + q + pq \delta_1 \right]}{q + p \left[ 1 - (1 - q)^{\delta_1} \right] \left[ q + p \left[ 1 - (1 - q)^{\delta_1} \right] \right]}.
\end{aligned}
$$

Note that it is meaningless to set $\delta_2 = 0$ because the age gain $d = 0$ indicates that relay and destination are synchronized. Therefore, the relay should always choose receiving action when $d = 0$, and the setting of $\delta_2 = 0$ means that the second threshold $\delta_2$ is not considered in the DTR policy, i.e., $d \geq \delta_2 = 2$ always satisfies. For the case that only $\delta_2$ is implemented, i.e., $\delta_1 \to \infty$, the average AoI can be simplified from (14) and given by

$$\bar{\Delta} (\theta_{DTR}) \approx \frac{1}{p} + \frac{1}{q} + \delta_2 - \frac{q \delta_2 \left[ \frac{p (\delta_2 - 1)}{2} + 1 \right]}{q (1 - p) + pq \delta_2 + p (1 - q)^{\delta_2 - 1}}. \tag{19}$$

After some mathematical manipulation, we can deduce that the average AoI given in (16)-(19) decreases when $p$ and $q$ increases. This is understandable because the higher the successful probability of the links, the lower the average AoI at the destination. More importantly, we can observe from (16)-(19) that the increase of $\delta_1$ or $\delta_2$ may not decrease the average AoI of the status update system. For instance, in (16), on the one hand, the increase of $\delta_1$ can decrease
the average AoI because the term $\frac{1}{p[1-(1-q)\delta_1]}$ reduces. On the other hand, it can also increases the average AoI because the term $\frac{\delta_1+1}{2}$ grows. This observation can be explained as follows. In the DTR policy, there exists a tradeoff between receiving action and forwarding action in terms of the average AoI at the destination. Too frequent forwarding action may lead to stale status updates stored at the relay, while too much receiving action results in infrequent reception of status updates at the destination. Therefore, it is critical to tune the two thresholds $\delta_1$ and $\delta_2$ in the proposed DTR policy in order to balance the tradeoff between receiving and forwarding actions and minimize the average AoI at the destination. Similar results can be also found for the general case given in (14) and (15). Due to the complicated structure of (14) and (15), it is intractable for us to further determine the optimal values of $\delta_1$ and $\delta_2$ in a closed-form. However, they can be easily solved based on the derived analytical results by numerical methods.

**Theorem 5.** The average number of forwarding actions in $\theta_{DTR}$ policy when $\delta_1 \geq \delta_2 - 1$ is given by

$$
\eta(\theta_{DTR}) = \frac{p \left[ 1 - (1-q)^{\delta_1} \right]}{(1-p) q + pq\delta_2 + p(1-q)^{\delta_2-1} \left[ 1 - (1-q)^{\delta_1-\delta_2+1} \right]}.
$$

(20)

The average number of forwarding actions in $\theta_{DTR}$ policy when $\delta_1 \leq \delta_2 - 1$ is given by

$$
\eta(\theta_{DTR}) = \frac{p \left[ 1 - (1-q)^{\delta_1} \right]}{(1-p) q + pq\delta_2 - pq \left( \delta_2 - \delta_1 - 1 \right) (1-q)^{\delta_1}}.
$$

(21)

**Remark 2.** In Theorem 5 we can deduce from (20) and (21) that the decrease of $\delta_1$ and the increase of $\delta_2$ can both reduce the average number of forwarding actions in the proposed $\theta_{DTR}$. This is understandable because from (7), the $\theta_{DTR}$ policy tends to choose receiving actions when $\delta_1$ reduces or $\delta_2$ grows. Jointly considering the analytical expressions for the average AoI characterized in Theorem 4 and the average number of forwarding actions derived in Theorem 5 we can solve the age minimization problem formulated in (6) and find the optimal values of $\delta_1$ and $\delta_2$ in the DTR policy numerically.

**IV. Proof of Theorems 1 and 2: Optimal CMDP Policy and its Structure**

In this section, we first prove Theorem 1 by recasting problem (6) as a CMDP problem. We then validate Theorem 2 by analyzing the structure of the optimal stationary policy derived from the CMDP model.
A. Proof of Theorem 1

The formulated CMDP model for problem (6) can be described by the 5-tuple \( \{V, W, P, r, c\} \). The state space \( V \) and the action space \( W \) have already been defined in Section II. We now give definitions for the other three tuples.

- Transition probabilities \( P = \Pr \{v'|v, w\} \): The probability of transition from state \( v \) to \( v' \) when taking action \( w \). According to the AoI evolution of \( R \) and \( D \) given in (1) and (2), we have all the none-null transition probabilities given below

\[
\begin{align*}
\Pr \{(k+1, d) | (k, d), w = 0\} &= 1 - p, \\
\Pr \{(1, k+1) | (k, d), w = 0\} &= p, \\
\Pr \{(k+1, d) | (k, d), w = 1\} &= 1 - q, \\
\Pr \{(k+1, 0) | (k, d), w = 1\} &= q.
\end{align*}
\]

(22)

- The reward function \( r: V \times W \to \mathbb{R} \) is the AoI at \( D \), and it is defined as \( r(v, w) = k + d \).
- The cost function \( c: V \times W \to \mathbb{R} \) is the cost for the action \( w \), and it is given by \( c(v, w) = w \).

Without loss of generality, we assume that \( R \) and \( D \) are synchronized with \( S \) at the beginning of the CMDP problem with an instantaneous age of 2, i.e., the initial state of the CMDP problem is \( (2, 0) \). Note that it requires at least two time slots for \( D \) to be synchronized with \( S \) via \( R \). We use \( J(\theta) \) and \( C(\theta) \) to denote the infinite horizon average AoI and average number of forwarding actions, respectively, when the policy \( \theta \) is implemented. Without loss of generality, the problem (6) can be transformed into the CMDP problem given by

\[
\begin{align*}
\text{Minimize} & \quad J(\theta) \triangleq \limsup_{T \to \infty} \frac{1}{T} \mathbb{E} \left[ \sum_{t=1}^{T} \left[ a_R(t) + g(t) \right] \right], \\
\text{Subject to} & \quad C(\theta) \triangleq \limsup_{T \to \infty} \frac{1}{T} \mathbb{E} \left[ \sum_{t=1}^{T} w(t) \right] \leq \eta_C.
\end{align*}
\]

(23)

In order to solve the CMDP problem (23), we now apply the Lagrange relaxation with a Lagrange relaxation multiplier \( \lambda > 0 \). The average Lagrangian cost for a given policy \( \theta \) and multiplier \( \lambda \) is defined as

\[
L_\lambda(\theta) = \lim_{T \to \infty} \frac{1}{T} \left( \mathbb{E} \left[ \sum_{t=1}^{T} \left[ a_R(t) + g(t) \right] \right] + \lambda \mathbb{E} \left[ \sum_{t=1}^{T} w(t) \right] \right).
\]

(24)

With the above definitions and according to [34, Th. 2.5], we can now claim the following result: There exists an optimal stationary policy \( \theta_{\text{CMDP}} \) for problem (23) which is a randomized mixture
of two stationary deterministic policies $\theta_{\lambda^*_1}$ and $\theta_{\lambda^*_2}$ that differ in at most a single state. Each deterministic policy $\theta_{\lambda^*}, \lambda^* \in \{\lambda_1^*, \lambda_2^*\}$ is the optimal solution to the unconstrained problem (24) for a given multiplier $\lambda^*$. The optimal values of the multipliers $\lambda_1^*$ and $\lambda_2^*$ can be solved by iterative algorithms such as the Robbins-Monro algorithm [24], [35], [36]. The policy $\theta_{\text{CMDP}}$ selects $\theta_{\lambda^*_1}$ with a probability $\alpha$, and chooses $\theta_{\lambda^*_2}$ with a probability $1 - \alpha$. The randomization parameter $\alpha \in [0, 1]$ is mapped from $\lambda^*_1$ and $\lambda^*_2$, and is given by [24, Eq. 11].

B. Proof of Theorem 2

We now turn to Theorem 2 and analyze the structure of each stationary deterministic policy $\theta_{\lambda^*}, \lambda^* \in \{\lambda_1^*, \lambda_2^*\}$. To proceed, the switching-type policy described in Theorem 2 is equivalent to the two conclusions: (1) When relay AoI $k$ is fixed, the policy $\theta_{\lambda^*}$ is a monotone nondecreasing policy in terms of $d$; (2) When age gain $d$ is fixed, the policy $\theta_{\lambda^*}$ is a monotone nonincreasing policy in terms of $k$.

1) Proof of Conclusion 1: We first give the following definition.

**Definition 2. (Subadditive [37])** A multivariable function $Q(v, w): V \times W \to \mathbb{R}$ is subadditive in $(v, w)$, if for all $v^+ \geq v^-$ and $w^+ \geq w^-$, the following inequality holds

$$Q(v^+, w^+) + Q(v^-, w^-) \leq Q(v^+, w^-) + Q(v^-, w^+).$$

(25)

To use the above definition, we order the state by the age gain $d$, i.e., $v^+ > v^-$ if $d^+ > d^-$, where $v^+ = (\cdot, d^+)$ and $v^- = (\cdot, d^-)$. We now give the one-step Lagrangian cost function based on (24), and it is given by

$$L(v, w, \lambda) = k + d + \lambda w.$$

(26)

With Definition 2 and function (26), according to [37, Th. 8.11.3], Conclusion 1 holds if the following four conditions hold.

(a) $L(v, w, \lambda)$ is nondecreasing in $v$ for all $w \in W$;
(b) $L(v, w, \lambda)$ is a subadditive function on $V \times W$;
(c) $\Phi(u|v, w) = \sum_{v'=u}^\infty \Pr(v'|v, w)$ is nondecreasing in $v$ for all $u \in V$ and $w \in W$ where $\Pr(v'|v, w)$ is the transition probability given in (22);
(d) $\Phi(u|v, w) = \sum_{v'=u}^\infty \Pr(v'|v, w)$ is a subadditive function on $V \times W$ for all $u \in V$.

It is straightforward to prove that Conditions (a) and (b) hold through some mathematical manipulations. We now turn to Conditions (c) and (d), according to the transition probabilities...
given in (22), if the current state is $v = (k, d)$, the next possible states are $v_1 = (1, k + d)$, $v_2 = (k + 1, d)$ and $v_3 = (k + 1, 0)$, we have

$$\Phi(u|v, w = 0) = \begin{cases} 1, & \text{if } u \leq v_2, \\ 1 - p, & \text{if } v_2 < u \leq v_1, \\ 0, & \text{if } u > v_1, \end{cases}$$

(27)

$$\Phi(u|v, w = 1) = \begin{cases} 1, & \text{if } u \leq v_3, \\ 1 - q, & \text{if } v_3 < u \leq v_2, \\ 0, & \text{if } u > v_2. \end{cases}$$

(28)

With the results for function $\Phi(u|v, w)$ derived in (27) and (28), we can then prove Condition (c) holds. At last, we turn to Condition (d), from (25), we realize that there are three possible combinations of $w^+, w^-$ in the considered problem: (1) $w^+ = 1, w^- = 0$, (2) $w^+ = w^- = 1$ and (3) $w^+ = w^- = 0$. By considering those three combinations, and substitute them into the expression of $\Phi(u|v, w)$ derived in (27) and (28), we can finally verify that Condition (d) holds.

Till this end, by verifying Conditions (a)-(d), we have shown that Conclusion 1 hold.

2) Proof of Conclusion 2: In Conclusion 2, $d$ is fixed and $\theta_{\lambda^*}$ is a monotone nonincreasing policy in terms of $k$. Due to the limited space, we will not give the detailed proof for Conclusion 2 and it can be verified with a similar procedure as Conclusion 1.

V. PROOF OF THEOREM 3: STATIONARY AGE DISTRIBUTION OF DTR POLICY

We proof Theorem 3 by first modelling the status update system implementing the DTR policy as an MC, and then derive the stationary distribution of the MC.

A. MC Modelling

The state of the MC has already been defined in Section II-C, e.g., $v \triangleq (k, d)$, with a state space $\mathcal{V}$ given in (3). We now define the transition probability $\Pr \{v' | v\}$ for the MC as the probability of transition from state $v$ to $v'$. Substitute the actions taken by the $\theta_{DTR}$ policy
described in (7) into the transition probability given in (22), we have all the none null transition probabilities for the MC given by

\[
\Pr \{ (k+1, d) \mid (k, d) \} = 1 - p, \quad k > \delta_1 \cup d < \delta_2, \tag{29a}
\]

\[
\Pr \{ (k+1, d) \mid (k, d) \} = 1 - q, \quad k \leq \delta_1 \cap d \geq \delta_2, \tag{29b}
\]

\[
\Pr \{ (k+1, 0) \mid (k, d) \} = q, \quad k \leq \delta_1 \cap d \geq \delta_2, \tag{29c}
\]

\[
\Pr \{ (1, k+d) \mid (k, d) \} = p, \quad k > \delta_1 \cup d < \delta_2. \tag{29d}
\]

For a better understanding, we depict the transition of the \(\theta_{\text{DTR}}\) policy in Fig. 1 for (29a) and (29b). We show the transition for (29c) in Fig. 2. We use two Figs 3 and 4 to illustrate the transition for (29d). Specifically, Fig. 3 depicts the transition (29d) for the states with \(\forall k, d \leq \delta_2\), and Fig. 4 considers the transition (29d) for the states with \(\forall k, d \geq \delta_2\). Figs. 1-4 will be used throughout this section to explain the derived analytical results for the purposes of comprehensive illustration.

\section*{B. Stationary Distribution}

With the transition probabilities of the MC, we then derive the stationary distribution of the MC and proof Theorem 3. We use Lemmas 2-6 to prove the analytical expressions of the stationary distribution given in (8) and (9). Recall that we summarize the stationary distribution in (8) and (9) by considering three subspaces \(A\), \(B\) and \(C\). For a better understanding, we depict the mappings of the Lemmas to the subspaces \(A\), \(B\) and \(C\) in Fig. 5. Specifically, Lemmas 2...
Fig. 2. State transition of the proposed DTR policy for (29c).

Fig. 3. State transition of the proposed DTR policy for (29d) for states with $\forall k, d \leq \delta_2$.

Fig. 4. State transition of the proposed DTR policy for (29d) for states with $\forall k, d \geq \delta_2$. 
Fig. 5. The mappings of Lemmas 2-6 to the subspaces A, B and C.

and 3 depict the evolution of the stationary distribution for the states in subspaces B and C in terms of each column, respectively. In other words, if the stationary distribution of the first row in subspaces B and C is obtained, i.e., \( \pi_{1,d}, d \geq 2 \), by using Lemmas 2 and 3, the stationary distribution for all the other states in subspaces B and C can be derived. Lemma 4 shows the evolution of the stationary distribution for the states in subspace A, which can be used to solve the stationary distribution for states in subspace A. Lemmas 5 and 6 present the evolution of the stationary distribution for the first row of subspaces B and C, respectively. They can be used to derive the stationary distribution for the states in the first row of subspaces B and C, respectively. All the Lemmas given in this subsection are proved in Appendix B. With the above explanations, we are ready to give the Lemmas.

**Lemma 2.** The evolution of \( \pi_{k,d} \) for each column in subspace B, e.g., \( \forall k, 2 \leq d \leq \delta_2 - 1 \), is given by

\[
\pi_{k,d} = (1-p) \pi_{k-1,d} = (1-p)^{k-1} \pi_{1,d}, \forall k, 2 \leq d \leq \delta_2 - 1. \tag{30}
\]

**Lemma 3.** The evolution of \( \pi_{k,d} \) for each column in subspace C, e.g., \( \forall k, d \geq \delta_2 \), is given by

\[
\pi_{k,d} = \begin{cases} 
(1-q)^{k-1} \pi_{1,d}, & 1 \leq k \leq \delta_1 + 1, d \geq \delta_2, \\
(1-q)^{\delta_1} (1-p)^{k-\delta_1-1} \pi_{1,d}, & k \geq \delta_1 + 1, d \geq \delta_2.
\end{cases} \tag{31}
\]

Lemmas 2 and 3 can be used to derive the stationary distribution for all the states within subspaces B and C once the stationary distribution of the first row is obtained, i.e., \( \pi_{1,d} \). Besides,
we also use Lemmas 2 and 3 to prove other Lemmas given in this subsection. Let \( \pi_{2,0} = x \), we
then present Lemma 4.

**Lemma 4.** The evolution of \( \pi_{k,d} \) in subspace \( A \), e.g., \( \forall k \) and \( d = 0 \), is given by

\[
\pi_{k,0} = \begin{cases} 
\pi_{k-1,0} (1-p) + x(1-q)^{k-1}, & 3 \leq k \leq \delta_1 + 1, \\
\pi_{k-1,0} (1-p) = \pi_{k+1,0} (1-p)^{k-\delta_1}, & k \geq \delta_1 + 1,
\end{cases}
\]

where the initial term of the evolution is \( \pi_{2,0} \), i.e., \( x \).

We can solve the stationary distribution for the states in subspace \( A \) based on the evolution described in Lemma 4 and the initial term \( x \). We use a mathematical induction method to obtain the stationary distribution expressions for subspace \( A \) given in (8a) and (9a). Due to the limited space, we will not provide the detailed analysis of the mathematical induction method. The analytical expressions in (8a) and (9a) can be easily verified by substituting them into (32).

**Lemma 5.** The evolution of \( \pi_{k,d} \) for the first row in subspace \( B \), e.g., \( k = 1 \) and \( 2 \leq d \leq \delta_2 \) is given below. When \( \delta_1 \geq \delta_2 - 1 \),

\[
\pi_{1,d} = \pi_{1,d-1} + p(1-q)^{d-2}x, \quad 3 \leq d \leq \delta_2,
\]

when \( \delta_1 \leq \delta_2 - 1 \),

\[
\pi_{1,d} = \begin{cases} 
\pi_{1,d-1} + p(1-q)^{d-2}x, & 3 \leq d \leq \delta_1 + 1, \\
\pi_{1,d-1}, \delta_1 + 2 \leq d \leq \delta_2,
\end{cases}
\]

where the initial term of the evolution \( \pi_{1,2} = px \).

Lemma 5 can be used to solve the stationary distribution for the first row of subspace \( B \) by using a mathematical induction method. By jointly considering Lemma 2 we can characterize the stationary distribution for all the states in subspace \( B \) in (8b) and (9b) for the two cases when \( \delta_1 \geq \delta_2 - 1 \), and \( \delta_1 \leq \delta_2 - 1 \), respectively. Similarly, the analytical results derived in (8b) and (9b) can be verified by substituting them into (33) and (34), respectively.

**Lemma 6.** The evolution of \( \pi_{k,d} \) for the first row in subspace \( C \), e.g., \( k = 1 \) and \( d \geq \delta_2 \) is given by

\[
\pi_{k,d} \approx \begin{cases} 
(1-p) \pi_{1,d-1}, & \delta_2 + 1 \leq d \leq \delta_1 + \delta_2 \\
(1-p) \pi_{1,d-1} + p(1-q)^{\delta_1} \pi_{1,d-\delta_1}, & d \geq \delta_1 + \delta_2 + 1,
\end{cases}
\]

where the initial term of the evolution \( \pi_{1,\delta_2} \) is given by (17).
Due to the complicated evolution of the states in subspace \( C \) when \( \delta_1 \geq \delta_2 - 1 \), we use an approximation in deriving Lemma 6 for the first row in subspace \( C \). Similar to Lemma 5, we can characterize (8c) and (9c) from (35). Note that (8c) is an approximate expression due to the adopted approximation. We have now characterized the stationary distribution of all the states in a closed-form in (8) and (9) based on \( x \), i.e. \( \pi_{2,0} \). At last, we show the following Lemma to solve \( x \) in a closed-form.

**Lemma 7.** The term \( x \), i.e., \( \pi_{2,0} \) is given in (10).

We obtain Lemma 7 by using the fact that the summation of the stationary distribution for all the states is equal to 1. It is worth emphasizing that we obtain the summation of the stationary distribution without using Lemma 6 where an approximation is adopted. Therefore, the expression of \( x \) given in (10) is exact. Till this end, we have derived the stationary distribution in a closed-form and finished the proof of Theorem 3.

**VI. PROOF OF THEOREMS 4 AND 5: PERFORMANCE ANALYSIS FOR DTR**

In this section, by using the age stationary distribution of the \( \theta_{DTR} \) policy presented in Theorem 3, we calculate the average AoI and the average number of forwarding actions for the proposed \( \theta_{DTR} \) policy. All the proofs of the Lemmas in this section are given in Appendix C.

**A. Proof of Theorem 4**

Recall that each state \((k, d)\) is defined as the instantaneous AoI of \( R \) being \( k \), and the AoI gain between \( D \) and \( R \) is \( d \). The average AoI of the considered cooperative system using the \( \theta_{DTR} \) policy can thus be expressed as

\[
\bar{\Delta} (\theta_{DTR}) = \sum_{k,d} (k + d) \pi_{k,d} = \sum_{k=2}^{\infty} k \pi_{k,0} + \sum_{k=1}^{\infty} \sum_{d=2}^{\delta_2 - 1} (k + d) \pi_{k,d} + \sum_{k=1}^{\infty} \sum_{d=\delta_2}^{\infty} (k + d) \pi_{k,d}. \tag{36}
\]

In the following, we characterize the three terms \( \sum_{k=2}^{\infty} k \pi_{k,0} \), \( \sum_{k=1}^{\infty} \sum_{d=2}^{\delta_2 - 1} (k + d) \pi_{k,d} \) and \( \sum_{k=1}^{\infty} \sum_{d=\delta_2}^{\infty} (k + d) \pi_{k,d} \) in (36) by the Lemmas 8-10 and they represent the AoI terms for subspaces \( A \), \( B \) and \( C \), respectively.

**Lemma 8.** The term \( \sum_{k=2}^{\infty} k \pi_{k,0} \) in (36) for subspace \( A \) is given by

\[
\sum_{k=2}^{\infty} k \pi_{k,0} = \frac{(p + q) [1 - (1 - q)^{\delta_1}] - pq\delta_1 (1 - q)^{\delta_1}}{p^2q^2} x. \tag{37}
\]
Lemma 9. The term \( \sum_{k=1}^{\infty} \sum_{d=2}^{\delta_2-1} (k + d) \pi_{k,d} \) for subspace \( B \) is given by
\[
\sum_{k=1}^{\infty} \sum_{d=2}^{\delta_2-1} (k + d) \pi_{k,d} = \frac{q \delta_2 - q - \left[ 1 - (1 - q)^{\delta_2-1} \right]}{pq^2} x + \frac{(\delta_2 + 1) (\delta_2 - 2)}{2q} \sum_{k=1}^{\infty} \sum_{d} (k + d) \pi_{k,d} - \frac{1 - q^2 - (1 - q + q \delta_2) (1 - q)^{\delta_2-1}}{q^3} x, \delta_1 \geq \delta_2 - 1, \tag{38}\]

\[
\sum_{k=1}^{\infty} \sum_{d=2}^{\delta_2-1} (k + d) \pi_{k,d} = \frac{q \delta_2 - q - 1 + (1 - q \delta_2 + q \delta_1 + q) (1 - q)^{\delta_1}}{pq^2} x + \frac{(\delta_2 + 1) (\delta_2 - 2)}{2q} \sum_{k=1}^{\infty} \sum_{d} (k + d) \pi_{k,d} - \frac{2}{q^3} x - \frac{1}{2q} (1 - q \delta_1) (1 - q)^{\delta_1+1} (\delta_2 + \delta_1 + 1) (\delta_2 - 1) - 2 x, \delta_1 \leq \delta_2 - 1. \tag{39}\]

Lemma 10. The term \( \sum_{k=1}^{\infty} \sum_{d=\delta_2}^{\infty} (k + d) \pi_{k,d} \) for subspace \( C \) is given by
\[
\sum_{k=1}^{\infty} \sum_{d=\delta_2}^{\infty} (k + d) \pi_{k,d} \approx \frac{(1 - q)^{\delta_1} \left( \frac{\delta_1 + \delta_1 + 1}{p^2} - \frac{\delta_1 + \delta_2 - 1}{q^2} \right)}{q} x + \frac{\delta_2 + 1}{q} x + \frac{1}{q^2} x + \left( \frac{1}{p} - \frac{1}{q} \right) (1 - q)^{\delta_1} + \frac{1}{q} x \left\{ \sum_{k=1}^{\infty} \sum_{d=\delta_2}^{\infty} (k + d) \pi_{k,d} - \frac{1}{q} \left( \frac{\delta_1 (1 - q)^{\delta_1} - 1}{1 - (1 - q)^{\delta_1} + 1} \right) \right\}, \delta_1 \geq \delta_2 - 1, \tag{40}\]

\[
\sum_{k=1}^{\infty} \sum_{d=\delta_2}^{\infty} (k + d) \pi_{k,d} = \frac{(1 - q)^{\delta_1} \left( \frac{\delta_1 + \delta_2 - 1}{p^2} - \frac{\delta_1 + \delta_2 - 1}{q^2} \right)}{q} x + \frac{\delta_2 + 1}{q} x + \frac{1}{q^2} x + \left( \frac{1}{p} - \frac{1}{q} \right) (1 - q)^{\delta_1} + \frac{1}{q} x, \delta_1 \leq \delta_2 - 1. \tag{41}\]

By using Lemmas 8, 10 and 36, after some mathematical manipulations, we can obtain the desired results given in (14) and (15) for the two cases \( \delta_1 \geq \delta_2 - 1 \) and \( \delta_1 \leq \delta_2 - 1 \), respectively.
B. Proof of Theorem 5

According to the definition of the average number of forwarding actions given in (5), and the $\theta_{DTR}$ policy described in (7), the average number of forwarding actions can be evaluated as

$$\eta(\theta_{DTR}) = \sum_{k=1}^{\delta_1} \sum_{d=\delta_2}^{\infty} \pi_{k,d}.$$  (42)

By using the result given in (45) in the proof of Lemma 4, we can further simplify the above expression as

$$\eta(\theta_{DTR}) = \sum_{k=1}^{\delta_1} \frac{x}{q} (1-q)^{k-1} = \frac{1-(1-q)^{\delta_1}}{q^2} x.$$  (43)

Substitute $x$ given in (10) into (43), we have characterized the desired result in Theorem 5.

VII. Numerical and Simulation Results

In this section, we present the numerical and simulation results of the considered two-hop status update system applying the proposed CMDP-based and DTR policies. We first verify Theorems 1 and 2 by depicting the optimal policy $\theta_{CMDP}$ for different resource constraints $\eta_C$ in Fig. 6 when $p = 0.6$ and $q = 0.7$. From Figs. 6(a) and 6(b) we can see that $\theta_{CMDP}$ is a randomized mixture of two deterministic policies $\theta_{1}^{*}$ and $\theta_{2}^{*}$, and they differs at a single state $(1,4)$ in Fig 6(a) and state $(4,3)$ in Fig. 6(b), respectively. In Fig. 6(c) the two deterministic policies $\theta_{1}^{*}$ and $\theta_{2}^{*}$ are identical for the case that $\eta_C = 0.65$. All of these observations coincide well with Theorem 1. Furthermore, the depicted policies in Fig. 6 follows the switching-type structure and have multiple thresholds, which verifies our theoretical analysis provided in Theorem 2. At last, as the resource constraint at the relay becomes tight, the optimal policy $\theta_{CMDP}$ tends to select the forwarding actions more frequently. This is understandable as the instantaneous AoI at the destination can be potentially reduced by the forwarding actions.

We next plot the average AoI, and the average number of forwarding actions for the DTR policy in Figs. 7 and 8 for different combinations of $p, q, \delta_1$ and $\delta_2$. The analytical results shown in Figs. 7 and 8 are based on Eqs. (14), (15) for the average AoI, and Eqs. (20), (21) for the average number of forwarding actions, respectively. Recall that the analytical expressions are different and depending on the two cases $\delta_1 \geq \delta_2 - 1$ and $\delta_1 \leq \delta_2 - 1$. We can first observe from Figs. 7 and 8 that the analytical results coincide well with the simulation results which verifies our theoretical analysis given in Theorems 3-5. There is a slightly mismatch in Figs. 7(a) and 8(a) is due to our approximation in deriving (14) and the approximation is very tight
Fig. 6. Optimal deterministic policies $\theta_{\lambda^1}$ and $\theta_{\lambda^2}$ for the $\theta_{\text{CMDP}}$ for different resource constraints $\eta_C$ where $p = 0.6$ and $q = 0.7$.

(a) Resource Constraint $\eta_C = 0.25$  
(b) Resource Constraint $\eta_C = 0.45$  
(c) Resource Constraint $\eta_C = 0.65$

in the simulated cases. Besides, we can conclude from Figs. 7 and 8 that the average AoI of the two-hop system implementing DTR policy reduces as $\delta_1$ increases and $\delta_2$ decreases in the simulated cases. However, the average number of forwarding actions grows when $\delta_1$ increases and $\delta_2$ decreases in the simulated cases. Therefore, there exists a tradeoff between receiving and forwarding actions in terms of the average AoI and the average number of forwarding actions. In order to achieve minimum average AoI under a resource constraint, the thresholds $\delta_1$ and $\delta_2$ need to be tuned to balance the choice between receiving and forwarding actions. This observation agrees with the analysis provided in Remarks 1 and 2.

We now show the structure of our proposed DTR policy for different resource constraint in Fig. 9 where the two thresholds $\delta_1$ and $\delta_2$ are optimized numerically based on the closed-form expressions (14), (15) for the average AoI, and (20), (21) for the average number of forwarding actions.
actions. Compared with the structure of the CMDP-based policy shown in Fig. 6, we can observe that the proposed DTR policy takes more forwarding actions when the instantaneous age at the relay is relatively low, at the cost of taking no forwarding actions when the instantaneous age at the relay is relatively high. Besides, the structure of the proposed DTR policy is simple and easy to be implemented. At last, we can deduce from Fig. 9 that when the resource constraint is relatively loose, e.g., $\eta_C = 0.45, 0.65$, only one threshold of relay’s AoI $\delta_1$ is needed in the proposed DTR policy and the threshold of the age gain $\delta_2 = 2$. Recall that in Remark 1, we have discussed that $\delta_2 = 2$ indicates the threshold on the age gain is not considered in the DTR policy. This observation can be explained as follows. First of all, the relay should always forward status updates with low instantaneous age and receive new status updates when the stored one becomes stale to keep the age at the destination as low as possible. Therefore, the threshold $\delta_1$ is needed for all the simulated cases. However, when the resource constraint is tight, e.g., $\eta_C = 0.25$, we need a second threshold $\delta_2$ to further balance the receiving and forwarding actions of the relay. Together with $\delta_1$, the relay only forwards those status updates with low instantaneous age, and can decrease the instantaneous age at the destination significantly.

Fig. 10 compares the average AoI of the proposed CMDP-based policy and DTR policy for different system setups. Recall that the CMDP-based policy may be a randomized mixture of two deterministic policies, we thus simulate the performance of the CMDP-based policy by 1000 runs. In each run, the time horizon $T$ is set to $10^7$ time slots and the two deterministic policies are randomly chosen with a probability according to $[24, \text{Eq. 11}]$. In the DTR policy, the minimized average AoI is evaluated by firstly optimizing the two thresholds $\delta_1$ and $\delta_2$ using...
Fig. 9. The proposed DTR policy $\theta_{DTR}$ for different resource constraints $\eta_C$ where $p = 0.6$ and $q = 0.7$.

Fig. 10. The comparison between CMDP-based and DTR policies in terms of the optimal average AoI for different system setups.

the derived analytical expressions. In all the simulated cases, we can observe that the proposed low-complexity policy DTR is very close to the optimal policy $\theta_{CMDP}$. Therefore, the DTR policy is appealing to practical systems because it can achieve a near-optimal performance and have a simple implementation. At last, the derived closed-form expressions of the DTR policy can further benefit the system design to reveal its performance in terms of the average AoI.

VIII. CONCLUSIONS

In this paper, we studied the optimal scheduling policy for a two-hop system where a resource constraint is considered at the relay. In Theorem 1, we first derived an optimal CMDP-based policy to minimize the average AoI at the destination under the resource constraint. The CMDP-based policy was obtained by modelling the optimization problem as a CMDP problem. In Theorem 2, we analytically showed that the CMDP-based policy has a multiple threshold structure with a switching-type. Based on the structure of the CMDP-based policy, we then propose a low-complexity DTR policy where only two thresholds are implemented, one for the
relay’s AoI and the other one for the age gain between destination and relay. In Theorem 3, we obtain the stationary distribution of the DTR policy in terms of the instantaneous age at the relay and destination by a MC-based method. In Theorem 4 and 5, the average AoI and the average number of forwarding actions for the DTR policy were characterized in closed-form. Numerical results were provided to verify the Theorems 1-5, and revealed that the proposed DTR policy can achieve near-optimal performance in terms of the average AoI compared with the CMDP-based policy. Furthermore, only one threshold for the relay’s AoI is needed in the DTR policy when there is no resource constraint or the resource constraint is loose.

APPENDIX A
PROOF OF LEMMA 1

To begin, we have $k \geq 1, d \geq 0$ because that the instantaneous AoI at $R$ is at least one for the $S - R$ link, and the age gain cannot be negative. We use $v = (k, d), v' = (k', d')$ to be the system states in the current time slot, and in the next time slot, respectively, with $v, v' \in \mathcal{V}$. With the definitions of $v$ and $v'$, we then obtain the state space $\mathcal{V}$ by considering the evolutions described in (2) for the following three cases.

Case 1: $R$ chooses forwarding action and successfully delivers a status update to $D$, i.e., $w(t) = 1 \cap I_{RD}(t) = 1$. We have $k' = k + 1 \geq 2$ and $d' = 0$ for this case. Note that $d' = 0$ only happens for this case when $D$ receives a status update correctly, and we thus have the subset $(k \geq 2, d = 0)$ for the state space $\mathcal{V}$.

Case 2: $R$ chooses receiving action and successfully decodes a status update from $S$, i.e., $w(t) = 0 \cap I_{SR}(t) = 1$. We have $k' = 1$, and $d' = k + d$. From Case 1, because the minimum value of $k$ is 2 when $d = 0$, jointly considering the fact that $k \geq 1, d \geq 0$, we have $d' \geq 2$, and thus the subset $(k = 1, d \geq 2)$ for the state space.

Case 3: $R$ neither successfully forwards a status update nor decodes a status update. We have $k' = k + 1$, and $d' = d$. In the evolution of Case 3, $k$ increases while $d$ remains unchanged, i.e., $k$ can evolve to any positive integer for a given $d$. Jointly considering the subsets characterized in Cases 1 and 2, we can obtain the state space $\mathcal{V}$ given in Lemma 1.
APPENDIX B
PROOF OF LEMMAS IN SECTION IV

A. Proof of Lemma 2

From (29), we can see that state \((k, d)\) can be only reached by state \((k - 1, d)\), \(\forall k, 2 \leq d \leq \delta_2 - 1\) with a probability of \(1 - p\). We thus have the evolution described in this Lemma and such result can also be seen from Fig. 1 clearly.

B. Proof of Lemma 3

Similar to the proof given for Lemma 2 by using (29) and Fig. 1, we can obtain the evolution described in Lemma 3.

C. Proof of Lemma 4

To begin, from (29), we can deduce that state \((k, 0)\) can be reached from state \((k - 1, 0)\), \(3 \leq k \leq \delta_1 + 1\) with a probability of \(1 - p\). Besides, state \((k, 0)\) can also be reached from states \((k - 1, d)\), \(3 \leq k \leq \delta_1 + 1, d \geq \delta_2\) with a probability of \(q\). The above deduction can also be seen clearly from Figs. 1 and 2. With this fact, we can obtain that

\[
\pi_{k,0} = \pi_{k-1,0} (1 - p) + \sum_{d=\delta_2}^{\infty} \pi_{k-1,d} q, \quad 3 \leq k \leq \delta_1 + 1. \tag{44}
\]

Recall that \(x = \pi_{2,0}\), from the fact that state \((2, 0)\) can only be reached from states \((1, d)\), \(d \geq \delta_2\) with a probability of \(q\), we have \(x = \sum_{d=\delta_2}^{\infty} \pi_{1,d} q\) and thus \(\sum_{d=\delta_2}^{\infty} \pi_{k-1,d} = \frac{x}{q}\). By considering the property given in Lemma 3, we can obtain that

\[
\sum_{d=\delta_2}^{\infty} \pi_{k,d} = \sum_{d=\delta_2}^{\infty} \pi_{1,d} (1 - q)^{k-1} = \frac{x}{q} (1 - q)^{k-1}, \quad 1 \leq k \leq \delta_1 + 1. \tag{45}
\]

Substitute (45) into (44), we have obtained the desired result given in Lemma 4 for the case that \(1 \leq k \leq \delta_1 + 1\).

We now turn to the case with \(k \geq \delta_1 + 1\). Differently, the state \((k, 0)\) can only be reached from one state \((k - 1, 0)\) with a probability of \(1 - p\), see Figs. 1 and 2 for instance. Similar to (44), we have the desired result given in Lemma 4.
D. Proof of Lemma 5

From the transition probability derived in (29), we can first deduce that state \((1, 2)\) can only be reached by state \((2, 0)\) with a probability of \(p\), see Fig. 3 for instance. Thus, we have \(\pi_{1,2} = p\pi_{2,0} = px\). Besides, based on (29), state \(\pi_{1,d}\) can be reached by states \(\pi_{k',d'}\) with a probability of \(p\), when \(3 \leq d \leq \delta_2\) and \(\forall k', d'\) with \(k' + d' = d\), see the dashed rectangles in Fig. 3 for instance. As a result, we can obtain

\[
\pi_{1,d} = p \left[ \pi_{d,0} + \sum_{n=2}^{d-1} \pi_{d-n,n} \right] \stackrel{(a)}{=} p \left[ \pi_{d,0} + \sum_{n=2}^{d-1} \pi_{1,n}(1 - p)^{d-n-1} \right], 3 \leq d \leq \delta_2, \tag{46}
\]

where the equality \(a\) is due to the property given in Lemma 2. We then use Lemma 4 for the term \(\pi_{d,0}\) in order to further simplify (46). Note that the evolution of \(\pi_{d,0}\) given in (32) is different for the two cases \(3 \leq d \leq \delta_1 + 1\), and \(d \geq \delta_1 + 1\), respectively. As a result, when \(\delta_1 \geq \delta_2 - 1\), we have \(d \leq \delta_2 \leq \delta_1 + 1\) and only the first case holds. Therefore, substitute (32) into (46), we can further derive that

\[
\pi_{1,d} = p(1 - p) \left[ \pi_{d-1,0} + \sum_{n=2}^{d-2} \pi_{1,n}(1 - p)^{d-n-2} \right] + (1 - q)^{d-2}x + p\pi_{1,d-1}, 3 \leq d \leq \delta_2 \tag{47}
\]

\[
= \pi_{1,d-1} + p(1 - q)^{d-2}x, 3 \leq d \leq \delta_2.
\]

We next turn to the case where \(\delta_1 \leq \delta_2 - 1\), similarly, by substituting (32) into (46) and consider both cases in (32), we can obtain that

\[
\pi_{1,d} = \begin{cases} 
\pi_{1,d-1} + p(1 - q)^{d-2}x, & 3 \leq d \leq \delta_1 + 1 \\
\pi_{1,d-1}, & \delta_1 + 2 \leq d \leq \delta_2 
\end{cases} \tag{48}
\]

E. Proof of Lemma 6

We first focus on the initial term \(\pi_{1,\delta_2}\), substituting \(k = 1\) and \(d = \delta_2\) into (8b) and (9b), we can derive the desired result given in (11). Note that (8b) and (9b) are derived based on Lemmas 3 and 5. With the initial term, we then consider the evolution for \(\pi_{1,d}\) with \(d \geq \delta_2 + 1\). We realize that the evolution of the term \(\pi_{1,d}\) is different for the case that \(\delta_2 + 1 \leq d \leq \delta_1 + \delta_2\) and the case that \(d \geq \delta_1 + \delta_2\) because of the two thresholds in the DTR policy, see the dashed rectangles in Fig. 4 for instance. When \(\delta_2 + 1 \leq d \leq \delta_1 + \delta_2\), we note that the state \((1, d)\) can be reached from the states \((k', d'), \forall k', d'\) with \(k' + d' = d\), and \(d' \leq \delta_2 - 1\). Therefore, we can obtain that

\[
\pi_{1,d} = p \left[ \pi_{d,0} + \sum_{n=2}^{\delta_2-1} \pi_{d-n,n} \right] \stackrel{(a)}{=} p \left[ \pi_{d,0} + (1 - p) \sum_{n=2}^{\delta_2-1} \pi_{d-1-n,n} \right], \delta_2 + 1 \leq d \leq \delta_1 + \delta_2, \tag{49}
\]
where the equality $a$ is due to the property given in Lemma 2. To further simplify (49), we use the property given in (32) for Lemma 4 to replace the term $\pi_{d,0}$. However, we realize that it is difficult to further simplify (49) because of the two cases described in (32). We are thus motivated to omit the term $x(1 - q)^{k - 1}$ in (32) such that $\pi_{d,0} \approx (1 - p)\pi_{d-1,0}$ holds for $d \geq \delta_2$. Note that the adopted approximation is very tight for relatively large value of $q$, and it becomes exact when $q \to 1$. More importantly, the adopted approximation becomes exact when $\delta_1 \leq \delta_2 - 1$, because $d \geq \delta_2 \geq \delta_1 + 1$ and, $\pi_{d,0} = (1 - p)\pi_{d-1,0}$ always holds according to (32). With the above analysis, substitute $\pi_{d,0} \approx \pi_{d-1,0}(1 - p)$ into (49), we can further derive that

$$\pi_{1,d} \approx (1 - p)\pi_{1,d-1}, \delta_2 + 1 \leq d \leq \delta_1 + \delta_2.$$ (50)

We now turn to the evolution of $\pi_{1,d}$ when $d \geq \delta_2 + \delta_1$. Differently, the state $(1, d)$ can now be reached from the states $(k', d')$, $\forall k', d'$ with $k' + d' = d$, and $d' \leq d - \delta_1 - 1$, see the dashed rectangular depicted in Fig. 4 for instance. Similar to (49), we have

$$\pi_{1,d} = p \left[ \pi_{d,0} + \sum_{n=2}^{d-\delta_1-1} \pi_{d-n,n} \right], d \geq \delta_2 + \delta_1,$$

$$= p \left[ (1 - p)\pi_{d-1,0} + \sum_{n=2}^{d-\delta_1-2} \pi_{d-n,n} + \pi_{\delta_1+1,d-\delta_1-1} \right], d \geq \delta_2 + \delta_1,$$

$$= p \left[ (1 - p) \left( \pi_{d-1,0} + \sum_{n=2}^{d-\delta_1-2} \pi_{d-n-1,n} \right) + \pi_{\delta_1+1,d-\delta_1-1} \right], d \geq \delta_2 + \delta_1,$$ (51)

$$= (a) (1 - p)\pi_{1,d-1} + p(1 - q)^{\delta_1}\pi_{1,d-\delta_1-1}, d \geq \delta_2 + \delta_1,$$

where the equality $a$ for the term $\pi_{\delta_1+1,d-\delta_1-1}$ is due to the property given in Lemma 3.

**F. Proof of Lemma 7**

We solve $x$ by using the fact that the sum of the stationary distribution for all the states in the MC are equal to 1. Specifically, we have the equation

$$\sum_{\forall k,d} \pi_{k,d} = \sum_{k=2}^{\infty} \pi_{k,0} + \sum_{k=1}^{\infty} \sum_{d=2}^{\delta_2-1} \pi_{k,d} + \sum_{k=1}^{\infty} \sum_{d=\delta_2}^{\infty} \pi_{k,d} = 1,$$ (52)

where the three terms $\sum_{k=2}^{\infty} \pi_{k,0}$, $\sum_{k=1}^{\infty} \sum_{d=2}^{\delta_2-1} \pi_{k,d}$ and $\sum_{k=1}^{\infty} \sum_{d=\delta_2}^{\infty} \pi_{k,d}$ represent the sum of stationary distribution for subspaces $A$, $B$ and $C$, respectively. By using the analytical results given in (8a)
and (9a) for the stationary distribution of subspace $A$, the term $\sum_{k=2}^{\infty} \pi_{k,0}$ can be evaluated as

$$\sum_{k=2}^{\infty} \pi_{k,0} = \sum_{k=2}^{\infty} \frac{(1-p)^{k-1} - (1-q)^{k-1}}{q-p} x + \sum_{k=\delta_1+2}^{\infty} \frac{[(1-p)^{\delta_1} - (1-q)^{\delta_1}]}{q-p} x$$

$$= \frac{1 - (1-q)^{\delta_1}}{pq} x.$$

(53)

We now turn to the second term in (52), i.e., $\sum_{k=1}^{\infty} \sum_{d=2}^{\delta_2-1} \pi_{k,d}$ for subspace $B$ based on (8b) and (9b). When $\delta_1 \geq \delta_2 - 1$, we can obtain that

$$\sum_{k=1}^{\infty} \sum_{d=2}^{\delta_2-1} \pi_{k,d} = \sum_{d=2}^{\delta_2-1} \pi_{1,d} \sum_{k=1}^{\infty} (1-p)^{k-1}$$

$$= \frac{\delta_2-1}{p} \pi_{1,d}$$

(54)

$$= \frac{1 - (1-q)^{k-1}}{q} x$$

$$= \frac{q\delta_2 - q - \left[1 - (1-q)^{\delta_2-1}\right]}{q^2} x,$$

where the equality $a$ is according to the property described in Lemma 2. The equality $b$ can be obtained by the sum of geometric sequence, and the equality $c$ is derived by substituting $k = 1$ into (8b). When $\delta_1 \leq \delta_2 - 1$, similar to the above derivation and using (9b), the term $\sum_{k=1}^{\infty} \sum_{d=2}^{\delta_2-1} \pi_{k,d}$ for area $B$ can be calculated as

$$\sum_{k=1}^{\infty} \sum_{d=2}^{\delta_2-1} \pi_{k,d} = \frac{q\delta_2 - q - 1 + (1-q\delta_2 + q\delta_1 + q) \left(1 - q^{\delta_1}\right)}{q^2} x.$$

(55)

The last term in (52) $\sum_{k=1}^{\infty} \sum_{d=\delta_2}^{\infty} \pi_{k,d}$ for subspace $C$ can be calculated as

$$\sum_{k=1}^{\infty} \sum_{d=\delta_2}^{\infty} \pi_{k,d} = \sum_{d=\delta_2}^{\infty} \pi_{1,d} \left[\sum_{k=1}^{\delta_1+1} (1-q)^{k-1} + (1-q)^{\delta_1} \sum_{k=\delta_1+2}^{\infty} (1-p)^{k-\delta_1-1}\right]$$

$$\equiv \frac{p + (q-p)(1-q)\delta_1}{pq} \sum_{d=\delta_2}^{\infty} \pi_{1,d}$$

(56)

$$= \frac{p + (q-p)(1-q)\delta_1}{pq^2} x,$$

where the equality $a$ can be obtained by Lemma 3. The equality $b$ is derived by simplifying the summation terms within the square brackets by the sum of geometric sequence. The equality $c$
is from the analysis given below (44) that \( \sum_{d=\delta_2}^{\infty} \pi_{1,d} = \frac{x}{q} \). Substitute (53), (54), (55) and (56) into (52), we can solve \( x \) and obtain the desired results given in (10) for the two cases.

**APPENDIX C**

**PROOF OF LEMMAS IN SECTION V**

A. **Proof of Lemma 8**

Based on the stationary distribution of subspace \( A \) given in (8a) and (9a), the term \( \sum_{k=2}^{\infty} k \pi_{k,0} \) can be calculated as

\[
\sum_{k=2}^{\infty} k \pi_{k,0} = \sum_{k=2}^{\infty} k \left( (1-p)^{k-1} - (1-q)^{k-1} \right) \frac{x}{q-p} + \sum_{k=\delta_1+2}^{\infty} k \left[ (1-p)^{\delta_1} - (1-q)^{\delta_1} \right] (1-p)^{k-\delta_1-1} \frac{x}{q-p}.
\]

\[
\overset{(a)}{=} \left( p+q \right) \left[ 1 - (1-q)^{\delta_1} \right] - pq \delta_1 (1-q)^{\delta_1} - \frac{p^2 q^2}{p^2} x,
\]

where the equality \( a \) can be obtained by the sum of geometric sequence.

B. **Proof of Lemma 9**

In order to evaluate the term \( \sum_{k=1}^{\delta_2-1} \sum_{d=2}^{\delta_2-1} (k+d) \pi_{k,d} \), we first consider the term \( \sum_{k=1}^{\delta_2-1} \sum_{d=2}^{\delta_2-1} (k+d) \pi_{k,d} \) with \( 2 \leq d \leq \delta_2 - 1 \), and it is given by

\[
\sum_{k=1}^{\infty} (k+d) \pi_{k,d}, 2 \leq d \leq \delta_2 - 1 \overset{(a)}{=} \sum_{k=1}^{\infty} (k+d) \pi_{1,d} (1-p)^{k-1}, \quad 2 \leq d \leq \delta_2 - 1,
\]

\[
\overset{(b)}{=} \frac{pd+1}{p^2} \pi_{1,d}, \quad 2 \leq d \leq \delta_2 - 1,
\]

where the equality \( a \) is according to the property given in Lemma 2, and the equality \( b \) can be obtained by the sum of series \( \sum_{n=0}^{\infty} (n+a) (1-p)^n = \frac{pa+1}{p^a} \) provided by WolframAlpha [38].

With the result given in (58), the term \( \sum_{k=1}^{\delta_2-1} \sum_{d=2}^{\delta_2-1} (k+d) \pi_{k,d} \) can be further calculated as

\[
\sum_{k=1}^{\delta_2-1} \sum_{d=2}^{\delta_2-1} (k+d) \pi_{k,d} = \frac{1}{p^2} \sum_{d=2}^{\delta_2-1} \pi_{1,d} + \frac{1}{p} \sum_{d=2}^{\delta_2-1} d \pi_{1,d}.
\]
The term $\frac{1}{p}\sum_{d=2}^{\delta_2-1} \pi_{1,d}$ in (59) is readily given for the two cases $\delta_1 \geq \delta_2 - 1$ and $\delta_1 \leq \delta_2 - 1$ by using (54) and (55), respectively. We now focus on the term $\frac{1}{p}\sum_{d=2}^{\delta_2-1} d \pi_{1,d}$ in (59). When $\delta_1 \geq \delta_2 - 1$, the term $\frac{1}{p}\sum_{d=2}^{\delta_2-1} d \pi_{1,d}$ can be evaluated as

$$\frac{1}{p}\sum_{d=2}^{\delta_2-1} d \pi_{1,d} = \frac{\delta_2 - 1}{q} \sum_{d=2}^{\delta_2-1} d \left[ 1 - (1 - q)^{d-1} \right]$$

where the equality $a$ can be obtained by (8b), and the equality $b$ is derived from the sum of arithmetic sequence and the sum of geometric sequence. When $\delta_1 \leq \delta_2 - 1$, similar to (60) and using (9b), we can calculate that

$$\frac{1}{p}\sum_{d=2}^{\delta_2-1} d \pi_{1,d} = \frac{\delta_2 + 1}{2q} \left( \delta_2 - 2 \right) - \frac{1 - q^2}{q^3} \frac{1}{x}$$

Substitute (54), (55), (60) and (61) into (59), after some manipulation, we can obtain the desired results given in Lemma 9 and here completes the proof.

C. Proof of Lemma 10

In order to calculate the term $\sum_{k=1}^{\infty} \sum_{d=\delta_2}^{\infty} (k + d) \pi_{k,d}$, we first derive the term $\sum_{k=1}^{\infty} (k + d) \pi_{k,d}$, and it is given by

$$\sum_{k=1}^{\infty} (k + d) \pi_{k,d} = \sum_{k=1}^{\delta_1+1} (k + d) \left( 1 - q \right)^{k-1} \pi_{1,d} + (1 - q)^{\delta_1} \sum_{k=\delta_1+2}^{\infty} (k + d) \left( 1 - p \right)^{k-\delta_1-1} \pi_{1,d}$$

$$= \pi_{1,d} \left[ \sum_{k=1}^{\delta_1+1} k \left( 1 - q \right)^{k-1} + (1 - q)^{\delta_1} \sum_{k=\delta_1+2}^{\infty} k \left( 1 - p \right)^{k-\delta_1-1} \right]$$

where the equality $a$ is according to the fact given in Lemma 3. By using the sum of geometric sequence, the terms $\Theta_1$ and $\Theta_2$ in (62) are given by

$$\Theta_1 = (1 - q)^{\delta_1} \left( \frac{\delta_1}{p} + \frac{1}{p^2} - \frac{\delta_1}{q} - \frac{1}{q^2} \right) + \frac{1}{q^2}$$

(63)
\[ \Theta_2 = \left( \frac{1}{p} - \frac{1}{q} \right) (1 - q)\delta_1 + \frac{1}{q}, \]  

(64)

With the results given in (62), (63) and (64), the term \( \sum_{k=1}^{\infty} \sum_{d=\delta_2}^{\infty} (k + d) \pi_{k,d} \) can now be further evaluated as

\[ \sum_{k=1}^{\infty} \sum_{d=\delta_2}^{\infty} (k + d) \pi_{k,d} = \Theta_1 \sum_{d=\delta_2}^{\infty} \pi_{1,d} + \Theta_2 \sum_{d=\delta_2}^{\infty} d\pi_{1,d} = \frac{\Theta_1 + \Theta_2 \delta_2}{q} x + \Theta_2 \sum_{d=\delta_2}^{\infty} (d - \delta_2) \pi_{1,d}, \]  

(65)

where the equality \( a \) can be obtained by the analysis given below (44) that \( \sum_{d=\delta_2}^{\infty} \pi_{1,d} = \frac{\pi}{q} \). \( \Theta_1 \) and \( \Theta_2 \) in (65) has been derived in (63) and (64), we now consider the only unknown term \( \sum_{d=\delta_2}^{\infty} (d - \delta_2) \pi_{1,d} \) in (65). By using the stationary distribution calculated in (8c) and (9c) for subspace \( C \), the term \( \sum_{d=\delta_2}^{\infty} (d - \delta_2) \pi_{1,d} \) can be evaluated as

\[ \sum_{d=\delta_2}^{\infty} (d - \delta_2) \pi_{1,d} = \frac{1}{\pi_{1,\delta_2}} \sum_{l=0}^{\infty} (1 - q)^{l\delta_1} \left( p\delta_1 l + l - p + 1 \right) \]

\[ = \frac{\delta_1}{p} \sum_{l=0}^{\infty} l(1 - q)^{l\delta_1} + \frac{1}{p^2} \sum_{l=0}^{\infty} (l + 1)(1 - q)^{l\delta_1} - \frac{1}{p} \sum_{l=0}^{\infty} (1 - q)^{l\delta_1} \]

\[ \text{and} \]

\[ \frac{\delta_1(1 - q)^{\delta_1}}{p\left[ 1 - (1 - q)^{\delta_1} \right]^2} + \frac{1}{p^2 \left[ 1 - (1 - q)^{\delta_1} \right]^2} - \frac{1}{p \left[ 1 - (1 - q)^{\delta_1} \right]} \]  

(66)

where the equality \( a \) is obtained by substituting \( k = 1 \) into (8c) and (9c). Besides, from (12) and (13), we have \( d - \delta_2 = n (\delta_1 + 1) + m = l(\delta_1 + 1) + N - 1 \). The equality \( b \) in (66) is because of the following sum of series calculated on WolframAlpha [38]

\[ \sum_{N=1}^{\infty} [l(\delta_1 + 1) + N - 1] \frac{(N + l - 1)!}{l!(N - 1)!} p^l (1 - p)^{N-1} = \frac{(p\delta_1 l + l - p + 1)}{p^2} \]  

(67)

The equality \( c \) in (66) is derived by some algebraic manipulation. The equality \( d \) in (66) is derived based on the sum of geometric sequence and the sum of arithmetic sequence. Substitute (63), (64), (66) into (65), we obtain the desired results given in Lemma 10.
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