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ABSTRACT
Many large-scale recommender systems consist of two stages, where the first stage focuses on efficiently generating a small subset of promising candidates from a huge pool of items for the second-stage model to curate final recommendations from. In this paper, we investigate how to ensure group fairness to the items in this two-stage paradigm. In particular, we find that existing first-stage recommenders might select an irrecoverably unfair set of candidates such that there is no hope for the second-stage recommender to deliver fair recommendations. To this end, we propose two threshold-policy selection rules that, given any relevance model of queries and items and a point-wise lower confidence bound on the expected number of relevant items for each policy, find near-optimal sets of candidates that contain enough relevant items in expectation from each group of items. To instantiate the rules, we demonstrate how to derive such confidence bounds from potentially partial and biased user feedback data, which are abundant in many large-scale recommender systems. In addition, we provide both finite-sample and asymptotic analysis of how close the two threshold selection rules are to the optimal thresholds. Beyond this theoretical analysis, we show empirically that these two rules can consistently select enough relevant items from each group while minimizing the size of the candidate sets for a wide range of settings.

1 INTRODUCTION
Two-stage pipelines [6, 11, 15, 21, 27, 73, 76, 77] are ubiquitous in large-scale recommender systems. Their key advantage lies in their efficiency and scalability, making it possible to curate personalized recommendations from billions of items within milliseconds [45]. The first stage focuses on efficiently generating a small set of candidates that contains enough relevant items. To achieve the necessary efficiency, models used in the first stage may be less accurate and biased. The second stage only considers the candidates selected in the first stage for generating the final recommendations. It can thus be more resource intensive, which allows second-stage models to be more accurate and less biased.

While much prior work has focused on improving the efficiency and overall effectiveness of two-stage pipelines [15, 31, 39, 45], less attention has been given to the fairness aspects of this two-stage paradigm. We therefore investigate methods for ensuring fair allocation of exposure to the items and their providers in two-stage pipelines, for which there are ample ethical [40], economical (e.g., provider retention, super-star economics [47]), and legal (e.g., anti-trust law [57]) reasons. We specifically investigate how the first stage impacts the fairness of the recommendations, making our work complementary to the existing body of work on fairness and diversity of the second stage in bandits [12, 24, 37, 49, 56, 64] and rankings [4, 5, 9, 18, 19, 23, 28, 34, 41, 42, 47, 52, 58, 65, 70, 75]. These second-stage methods do not apply to the first stage, since their computation overhead is at least linear in the number of items and would thus lead to unacceptable latency if they are used in the first stage\(^1\).

We consider a group-based notion of fairness to the items. Since the second-stage recommender makes the final recommendations from the candidate set produced by the first stage, a key requirement for the first stage is to select enough relevant items from each group of items to avoid generating an irrecoverably unfair set of candidates. For example, consider an e-commerce recommender system, where we aim to ensure both small businesses and large businesses receive an equitable amount of exposure to the users. Without a fairness-aware candidate generation policy in the first stage, it might happen that the group of items belonging to small businesses are disproportionately selected less in the first stage, which might be due to biased relevance estimation towards the items from small businesses. In this case, there is little hope for the second-stage recommendation policy to ensure fairness, since (1) there might not be enough relevant items from small businesses for the second-stage recommendations to be fair; (2) second-stage recommendation policies typically only ensure fairness proportional to the items selected in the first stage, where small businesses are already unfairly represented. These fairness issues can appear in almost any two-stage recommender system where we need to consider fair allocation of exposure to the items, including those in hiring, online streaming, and social media.

In this paper, we study how to ensure fairness with distribution-free and finite-sample guarantees in the first stage of two-stage recommender systems, while retaining the efficiency of existing first-stage recommender systems. In particular, limited by the latency requirements and motivated by the Rooney rule [13], we focus on constructing threshold-based first-stage candidate generation policies that can provably select the smallest sets of candidates that contain a desired expected number of relevant items from each group, given any—possibly biased—relevance model. These guarantees make our approach different from existing works that rely on reducing the bias of relevance estimation in recommendation policies to improve fairness [8, 53, 72]. While these are certainly useful for the first stage, they do not provide finite-sample and distribution-free guarantees on the fairness and quality of the items selected in the first stage.

Contributions. We formalize fairness objectives for the first stage of recommender pipelines and propose two threshold selection rules—which we call the union rule and the monotone rule—motivated by distribution-free uncertainty quantification methods. We show that, given any relevance model of queries and items, they

\(^1\)The first-stage recommenders typically employ approximate algorithms to retrieve approximately top-scored items with sub-linear (in the number of items) time complexity, e.g., locality-sensitive hashing [15, 32, 74].
can provably select a desired number of relevant items in expectation from each group with high probability, while minimizing the candidate-set size in the first stage. This result holds even if the relevance model is biased against some groups. We also provide both finite-sample and asymptotic analysis on how close the thresholds selected by the two rules are to the optimal ones. The threshold selection rules and the near-optimality analysis rely on lower and upper confidence bounds on the expected number of relevant items from each group for candidate generation policies. Thus, we derive such confidence bounds from potentially biased and partial user feedback data (e.g., user clicks), which are abundant in many recommender systems. From these bounds, we show that the two threshold selection rules approach the optimal thresholds asymptotically. In addition, we also discuss how the proposed first-stage recommendation policy design can shift the cost of inaccurate relevance estimation and lack of data from the disadvantaged groups to the latency of the second-stage recommender, which provides economic incentives for the decision makers to construct more accurate relevance models and to collect more data for every group of items.

Finally, we corroborate the theoretical analysis of the two proposed selection rules with an empirical evaluation on the Microsoft Learning to Rank datasets [51] against several baselines. The results show that only the two proposed selection rules can consistently select enough relevant items from each group across different amounts of user feedback data and accuracies of the relevance model. With a decent amount of data, the two proposed selection rules achieve the smallest candidate-set size among the methods that can select enough relevant items. We also conduct ablation studies to test their robustness to the parameters in the selection rules. To facilitate research in this area, we will release the code for the empirical evaluation with the final version of the paper. We have submitted an anonymous version of the code with the supplementary material.

2 FURTHER RELATED WORK

Our proposed threshold selection rules are inspired by distribution-free uncertainty quantification methods [25], including calibration [17, 50] and conformal prediction [63]. The goal of distribution-free uncertainty quantification is to provide point estimates with finite-sample distribution-free error guarantees (calibration) or confidence intervals (conformal prediction) of some target parameters of interest. In this context, the most relevant work is arguably by Bates et al. [3], where they provide a strategy to control the risk of prediction sets from a pool of candidates. Our proposed monotone threshold selection rule borrows similar ideas from their strategy. The strategy relies on a point-wise lower confidence bound on the risk, which they derive from full-information data. In contrast, we derive the confidence bounds using partial and biased user feedback, which we can typically have easy access to in recommender systems. In addition, we also provide both finite-sample and asymptotic near-optimality analysis of the two proposed threshold selection rules.

The confidence bounds we derive are built upon literature on off-policy evaluation in recommender systems [7, 35, 55, 60]. Many works have proposed estimators to estimate the expected utility of a contextual bandit [20, 38, 59, 61, 69] or a ranking policy [36, 48, 59, 67, 71] from biased and partial user feedback. Some works have derived finite-sample confidence bounds on the estimation error in contextual bandits [7, 43]. We use similar techniques to derive confidence bounds around the clipped inverse propensity weighted estimator [7, 33] for the ranking setting.

Threshold selection rules have also been applied to screening processes [14, 54, 66]. However, these works assume that the candidates are independent and identically distributed (i.i.d.). In contrast, we consider recommendation scenarios where the relevances of the items are dependent given a recommendation request. Thus these approaches do not apply here.

3 FAIRNESS IN THE FIRST STAGE

We consider recommendation problems with $n$ items $d = (d_j)_{j \in [n]}$, where each item $d_j$ belongs to the item space $\mathcal{D}$, i.e., $d_j \in \mathcal{D}$ for all $j \in [n]$. We want to select enough relevant items from several (possibly overlapping) groups $G$ of items. We assume the group information is known for every item $d_j$ and can be included in the feature representation of the item. We model the distribution of requests coming into the recommender system using a distribution $P_{Q,R}$ over queries and relevance vectors. For each recommendation request, the query $q \in Q$ and the relevance vector $r = (r_j)_{j \in [n]}$ of the items are independently drawn from $q, r \sim P_{Q,R}$, where $r_j \in \{0, 1\}$ is the relevance of item $d_j$ to the recommendation request. The first-stage recommender relies on an expected-relevance estimation model $f : Q \times \mathcal{D} \rightarrow [0, 1]$, which maps a query $q$ and an item $d_j$ to an estimate $f(q, d_j)$ of the expected relevance $\mathbb{E}[R_j | Q = q]$. Given a fixed first-stage relevance model $f$, a first-stage candidate generation policy $\pi^f : Q \times \mathcal{D}^n \rightarrow \{0, 1\}^n$ maps a query $q$ and the items $(d_j)_{j \in [n]}$ to the selection decisions $s = \pi(q, d)$, where $s = (s_j)_{j \in [n]}$ and $s_j \in \{0, 1\}$ represents whether the item $d_j$ is selected ($s_j = 1$) or not selected ($s_j = 0$).

Ideally, we would like a policy $\pi^f$ that selects only items that are relevant to the recommendation request from each group. Unfortunately, as long as there is no deterministic mapping between the query $q$ and the relevance vector $r$, such perfect candidate generation policy does not exist in general. What is worse, to satisfy the latency requirements, recommender systems require that $f$ be computed efficiently, often at the expense of accuracy and unbiasedness. So instead, we focus on constructing a policy $\pi^f$ that creates sets of items that are near-optimal in terms of the candidate-set size, while provably containing enough relevant items in expectation for each group of items, without making assumptions on the distribution $P_{Q,R}$ nor the accuracy/bias of the relevance model $f$.

In particular, given any relevance model $f$, we consider group-aware threshold policies that select $t_q \in \{t_q^{\max}\}$ top-scored (predicted by the relevance model $f$) items from each group $q$, $t_q^{\max}$ is the largest candidate-set size the decision makers consider for

---

1Disadvantaged groups in this paper refer to groups of items for which the relevance estimation is inaccurate/biased, and/or we lack user feedback data.

2 We use $[\cdot]$ to denote the set $\{1, 2, \ldots, \cdot\}$.

3 We call it the relevance model interchangeably.

4 We use capital letters to denote random variables and lower case letters to denote realizations of random variables.
a group \(g\), which conveys the decision makers’ belief that there must be enough relevant items from group \(g\), had they selected \(t^\text{max}_g\) top-scored items from \(g\). Formally, let \(t = (t_g)_{g \in \mathcal{G}}\) a threshold policy \(\pi^t\) selects an item if it is among the \(t_g\) top-scored items from a group \(g\), i.e.,

\[
s^t_g = \begin{cases} 
1 & \text{if } \exists g \in \mathcal{G} \text{ s.t. } j \in \{ \sigma^t_{q,g}(j') : j' \in [t_g] \} \\
0 & \text{otherwise},
\end{cases}
\]

where \(\sigma^t_{q,g}\) is a ranking of the items in the group \(g\) by their estimated relevance to the query \(q\) predicted by \(f\), which returns the index \(\sigma^t_{q,g}(j)\) of the item that is ranked at position \(j\) from group \(g\) . We assume that \(\sigma^t_{q,g}\) is deterministic without loss of generality.

We aim to select a threshold vector \(t \in \prod_{g \in \mathcal{G}} [t^\text{max}_g]\) such that the expected number of relevant items from each group \(g \in \mathcal{G}\) is greater than a target \(U^*_g \in \mathbb{R}\) specified by the decision makers, i.e.,

\[
U_g(t) := U_g(\pi^t) = \mathbb{E}_{q \sim P \cup \mathcal{R}} \left[ \sum_{j \in [t_g]} r^*_{q,g}(j) \right] \geq U^*_g, \tag{2}
\]

while minimizing the candidate-set size \(t_g\) of each group \(g\). Note that when the groups are disjoint, minimizing the candidate-set size of each group is equivalent to minimizing the candidate-set size of the whole first-stage recommender. Throughout the paper, we make the following assumptions.

**Assumption 3.1.**

\[
U_g(t^\text{max}_g) \geq U^*_g > 0 \quad \forall g \in \mathcal{G}.
\]

The target expected numbers of relevant items \(\left(U^*_g\right)_{g \in \mathcal{G}}\) reflect the decision makers’ belief that they can build a fair second-stage recommender system given \(U^*_g\) relevant items from each group \(g\).

### 4 Fair and Near-Optimal Threshold Selection Rules

In this section, we first introduce two threshold selection rules that can provably select enough relevant items in expectation from each group with high probability, while achieving near-optimal candidate-set sizes. Both rules rely on a point-wise lower confidence bound on the expected number of relevant items for each threshold policy and each group, and their near-optimality gaps further depend on a point-wise upper confidence bound on that quantity. Thus, we derive such lower and upper confidence bounds from some user feedback data (e.g., user clicks), which might be partial and biased. From these bounds, we instantiate concrete threshold selection algorithms, provide asymptotic analysis on how close the proposed threshold selection rules are to the optimal, and discuss how these two rules can incentivize the decision makers to improve the accuracy of the relevance model and collect more data for the disadvantaged groups.

#### 4.1 Threshold Selection Rules

For now, let’s assume that we have access to a point-wise lower confidence bound \(\hat{U}^*_g(t, \alpha)\) on the expected number of relevant items \(U_g(t)\) such that for any group \(g \in \mathcal{G}\), threshold\(^6\) \(t \in [0 : t^\text{max}_g - 1]\), and \(\alpha \in (0, 1)\),

\[
\Pr \left( U_g(t) \geq \hat{U}^*_g(t, \alpha) \right) \geq 1 - \alpha.
\]

We will derive one such bound using user feedback data in Section 4.3. Given this bound, we propose two threshold selection rules which can ensure that the expected number of relevant items is above the target level \(U^*_g\) with high probability, while achieving near-optimal expected candidate-set size for a group \(g\).

The first rule we propose is called the union threshold selection rule. Given any success probability \(1 - \alpha \in (0, 1)\), it selects the smallest threshold \(t^\text{union}_g\) for a group \(g\) such that the lower confidence bound on the expected number of relevant items with failure probability \(\frac{\alpha}{t^\text{max}_g - 1}\) is greater than the target, i.e.,

\[
t^\text{union}_g := \min \left\{ t \in \left[ t^\text{max}_g - 1 : \hat{U}^*_g(t, \frac{\alpha}{t^\text{max}_g - 1}) \geq U^*_g \right] \right\}, \tag{3}
\]

where we define the minimum over the empty set for a group \(g\) to be \(t^\text{max}_g\), i.e., we set the threshold to be \(t^\text{max}_g\) if none of the lower bounds exceeds the target. We show that the union threshold selection rule can select enough relevant items for a group \(g\) with high probability in the following theorem, with a proof that applies the union bound over the lower confidence bounds for each threshold, as reflected in our naming of the rule.

**Theorem 4.1.** Under Assumption 3.1, for any group \(g \in \mathcal{G}\) and \(\alpha \in (0, 1)\), with probability at least \(1 - \alpha\),

\[
U_g(t^\text{union}_g) \geq U^*_g.
\]

**Proof.** For a group \(g\), applying the union bound to the lower confidence bounds for each threshold, and by Assumption 3.1, we have that with probability at least \(1 - \alpha\),

\[
U_g(t) \geq \hat{U}^*_g(t, \frac{\alpha}{t^\text{max}_g - 1}) \quad \forall t \in \left[ t^\text{max}_g \right].
\]

When the above event holds,

\[
U_g(t^\text{union}_g) \geq \hat{U}^*_g(t^\text{union}_g, \frac{\alpha}{t^\text{max}_g - 1}) \geq U^*_g,
\]

where the second inequality is by the definition of \(t^\text{union}_g\). \(\blacksquare\)

The second selection rule is called the monotone threshold selection rule. Given any success probability \(1 - \alpha \in (0, 1)\), it selects the smallest threshold \(t^\text{mono}_g\) for a group \(g\) such that the lower confidence bound with failure probability \(\alpha\) for every threshold larger than or equal to \(t^\text{mono}_g\) is greater than the target \(U^*_g\), i.e.,

\[
t^\text{mono}_g := \min \left\{ t \in \left[ t^\text{max}_g - 1 : \hat{U}^*_g(t', \alpha) \geq U^*_g, \forall t' \leq t^\text{max}_g \right] \right\}. \tag{4}
\]

Compared to \(t^\text{union}_g\), \(t^\text{mono}_g\) allows for a larger failure probability in the confidence lower bounds for each threshold, but requires that the lower bounds be greater than the target for all the thresholds

\(^6\) We use \([0 : \cdot]\) to denote the set \([0, 1, \ldots, \cdot]\).
Algorithm 1 Fair First-Stage Threshold-Policy Selection

1: input: \( \mathcal{G}, \left( U^*_g \right)_{g \in \mathcal{G}}, \left( t^*_g \right)_{g \in \mathcal{G}}, \alpha \)
2: Compute the lower confidence bounds for each group \( g \in \mathcal{G} \) and each threshold \( t \in\left[t^\max_g - 1\right]: \hat{U}_g(t, \alpha) \) for \( t^\text{mono}_g \) or \( \hat{U}_g(t, \alpha) \) for \( t^\text{union}_g \).
3: Compute \( \hat{t}_g \) for each group \( g \in \mathcal{G} \): \( \hat{t}_g = \hat{t}^\text{mono}_g \) by Eq 4 or \( \hat{t}_g = \hat{t}^\text{union}_g \) by Eq 3.
4: return \( \pi^*_f \), where \( f = (\hat{t}_g)_{g \in \mathcal{G}} \).

larger than the selected one, in addition to the selected one. It can also ensure selecting enough relevant items with high probability for any group as shown in the following theorem, where the proof leverages the fact that \( U_g \) is monotonically increasing, as reflected in our naming of the rule.

**Theorem 4.2.** Under Assumption 3.1, for any group \( g \in \mathcal{G} \) and \( \alpha \in (0, 1) \), with probability at least \( 1 - \alpha \),

\[
U_g(t^\text{union}_g) \geq U^*_g.
\]

**Proof.** The proof of the theorem is inspired by that of Theorem 1 in [3].

For any group \( g \), let \( t^*_g \) be the smallest threshold such that the expected number of relevant items from group \( g \) using the threshold policy is larger than or equal to \( U^*_g \), i.e.,

\[
t^*_g := \min \left\{ t \in \left[t^\max_g - 1\right]: U_g(t) \geq U^*_g \right\}.
\]

By Assumption 3.1, we know that the set on the right of Eq.5 is non-empty. Suppose \( U_g(t^\text{mono}_g) < U^*_g \), we know \( U_g(t^\text{mono}_g) < U^*_g \leq U_g(t^*_g) \) by the definition of \( t^*_g \). Thus \( t^\text{mono}_g < t^*_g \) by the fact that \( U_g \) is monotonically increasing. Since \( t^\text{mono}_g \) and \( t^*_g \) are integers, we have \( t^*_g - 1 \geq t^\text{mono}_g \). By the definitions of \( t^\text{mono}_g \) and \( t^*_g \), this further implies that \( t^*_g > 1 \) and

\[
\hat{U}_g(t^*_g - 1, \alpha) \geq U^*_g > U_g(t^*_g - 1).
\]

By the lower confidence bound, we know that this happens with probability at most \( \alpha \), which concludes the proof.

We summarize the fair first-stage threshold-policy selection algorithm in Algorithm 1.

### 4.2 Finite-Sample Near-Optimality Gaps

So far, we have shown that both threshold selection rules ensure that the expected number of relevant items is large enough with high probability from each group. Now we characterize how far the expected number of relevant items selected by each threshold policy deviates from the target \( U^*_g \) for each group \( g \).

The finite-sample near-optimality gaps we prove depend also on a point-wise upper confidence bound \( \hat{U}^*_g(t, \alpha) \) on the expected number of relevant items \( U_g(t) \) such that for any group \( g \in \mathcal{G} \), threshold \( t \in \left[t^\max_g - 1\right] \), and \( \alpha \in (0, 1) \),

\[
\Pr \left( U_g(t) \leq \hat{U}^*_g(t, \alpha) \right) \geq 1 - \alpha.
\]

We will show how to derive one such bound for data that takes the form of partial-information user feedback in Section 4.3.

For the union threshold selection rule \( t^\text{union}_g \), we have the following proposition that bounds how much more relevant items it selects than the target \( U^*_g \).

**Proposition 4.3.** Under Assumption 3.1, for any group \( g \in \mathcal{G} \) and \( \alpha \in (0, 1) \), with probability at least \( 1 - \alpha \),

\[
U_g(t^\text{union}_g) - U^*_g \leq \hat{U}^*_g \left( \frac{\alpha}{t^\max_g - 1} \right) - \hat{U}^-_g \left( \frac{\alpha}{t^\max_g - 1} \right).
\]

**Proof.** By applying the union bound over the upper confidence bounds for all the thresholds for a group \( g \) and by Assumption 3.1, we have that with probability at least \( 1 - \alpha \),

\[
U_g(t) \leq \hat{U}_g \left( t, \frac{\alpha}{t^\max_g - 1} \right) \quad \forall t \in \left[t^\max_g \right],
\]

and thus

\[
U_g(t^\text{union}_g) - U^*_g \leq \hat{U}^+_g \left( \frac{\alpha}{t^\max_g - 1} \right) + \hat{U}^-_g \left( \frac{\alpha}{t^\max_g - 1} \right) - \hat{U}^-_g \left( \frac{\alpha}{t^\max_g - 1} \right)
\]

where the last inequality is by the definition of \( t^\text{union}_g \) and Assumption 3.1.

We can similarly derive the finite-sample near-optimality gap for \( t^\text{mono}_g \) as shown in the following proposition.

**Proposition 4.4.** Under Assumption 3.1, for any group \( g \) and \( \alpha \in (0, 1) \), with probability at least \( 1 - \alpha \),

\[
U(t^\text{mono}_g) - U^*_g \leq \hat{U}^+_g \left( \frac{\alpha}{t^\max_g - 1} \right) - \hat{U}^-_g \left( \frac{\alpha}{t^\max_g - 1} \right).
\]

The proof of proposition 4.4 is almost the same as that of Proposition 4.3, and therefore we omit it. We can see that both threshold selection rules rely on the lower confidence bounds, and their optimality gaps depend further on the upper confidence bounds on the expected number of relevant items for threshold policies. To instantiate the two rules and their finite-sample near-optimality gaps, we introduce how to derive such bounds using user feedback data in the next.
4.3 Confidence Bounds from User Feedback

In many recommender systems, we have access to an abundance of user feedback (e.g., user clicks, dwell times) that can help reveal the relevance of the items to the queries. However, these data are partial (we only observe a user’s feedback for a subset of the items) and biased (by the presentation of the policy that logged the data). Thus, we derive confidence bounds that are robust to these properties.

More formally, we use a sample of logged user feedback for recommendation served by a deployed logging policy \( \pi_0 \). For each recommendation request \( i \), we merely assume that the query and the relevance vector are independently sampled from the query and relevance-vector distribution \( q_i, r_i \sim P_{Q,R} \). Instead of directly observing the relevance vector \( r_i \), we observe some user feedback (e.g., user clicks) \( c_i = \{c_i^j\}_{j \in [n]} \) that is typically biased by the recommendation that \( \pi_0 \) made (e.g., position in ranking). To model this presentation bias, we follow the standard approach \([1, 2, 22, 36, 68]\) where the user feedback for an item \( d^j \) is decomposed as the product of the user observation and the relevance \( c_i^j = \sigma_i^j r_i^j \), where \( \sigma_i^j \in [0, 1] \) denotes whether the user observes the item. The user observation vector \( \sigma \in \{0, 1\}^n \) is generated from \( P_{O|Q,R} \). We call the conditional probability that the user observes an item under the logging policy \( \pi_0 \) the propensity, and denote it as \( p_i^j := \Pr \{ O_i^j = 1 \mid Q = q_i, R = r_i ; \pi_0 \} \). In the case of one-item recommendation, this can be interpreted as the probability that the logging policy \( \pi_0 \) recommends the item. Since we control the logging policy, this propensity is known by design. In the case of ranking, the propensities typically need to be estimated. There are many existing works on estimating the propensities \([1, 2, 22, 36, 68]\) by making assumptions on how the users interact with the ranked items (e.g., position-based click models \([1]\) where the propensity only depends on the rank of the item, and cascade click model \([10, 62]\) where it further depends on the relevances of the items in a particular way). Thus we assume we know the (estimated) propensities, and the batch of logged user feedback for constructing the confidence bounds is \( S_{\text{CB}} = \{q_i, c_i, p_i\}_{i \in [m]} \), where \( p_i = \{p_i^j\}_{j \in [n]} \) and \( m > 1 \). Throughout the paper, we assume that the propensities are positive, as formally described below, which can be achieved by carefully designing the logging policy.

**Assumption 4.5.** There exists \( \gamma > 0 \) such that

\[
p^\sigma_{Q,\sigma}(j) > \gamma \quad \forall g \in G, q \in Q, j \in \left[ \frac{m_{\max}}{g} \right].
\]

The confidence bounds we derive using \( S_{\text{CB}} \) are based on the clipped inverse propensity weighted (CIPW) estimator \([7, 30, 33]\) adapted to this ranking setting. The following CIPW estimator estimates the expected number of relevant items \( U_g(t_g) \) of threshold policies (recall that we use capital letters to denote random variables)

\[
\hat{U}_{\text{CIPW}}_{g,\lambda}(t_g) := \frac{1}{m} \sum_{i \in [m]} \sum_{j \in [t_g]} \min \left( \frac{1}{p_i^j}, \frac{1}{\sigma^\sigma_{Q,\sigma}(j)} \right) c_i^j r_i^j,
\]

with a clipping parameter \( \lambda \)—the maximum inverse propensity weight—to balance the bias and variance of the estimator. The following propositions provide empirical upper and lower confidence bounds on the expected number of relevant items \( U_g(t_g) \) around its CIPW estimate \( \hat{U}_{\text{CIPW}}_{g,\lambda}(t_g) \).

**Proposition 4.6.** Under Assumption 4.5, for any \( \lambda > 0, q \in G, t \in \left[ \frac{m_{\max}}{g} - 1 \right], \) and \( \alpha \in (0, 1) \), with probability at least \( 1 - \alpha \), we have that

\[
U_g(t) \geq \hat{U}_{\text{CIPW}}_{g,\lambda}(t) - \frac{2V_m(Z^{q,t}) \ln(2/\alpha)}{m} - \frac{7\lambda \ln(2/\alpha)}{3(m-1)} \approx \hat{U}_{g}^{-}(t, \alpha),
\]

where \( Z^{q,t} = \left( Z^{q,t}_i \right)_{i \in [m]} \) with

\[
Z^{q,t}_i = \min_{j \in \{1, \ldots, t\}} \left( \frac{1}{p_i^j} \sigma^\sigma_{Q,\sigma}(j) \right)
\]

be the CIPW estimate of recommendation request \( i \), and

\[
V_m(Z^{q,t}) = \frac{1}{m(m-1)} \sum_{1 \leq j \leq m} (Z^{q,t}_i - Z^{q,t}_j)^2
\]

be the sample variance.

**Proposition 4.7.** Under Assumption 4.5, for any \( \lambda > 0, g \in G, t \in \left[ \frac{m_{\max}}{g} - 1 \right], \) and \( \alpha \in (0, 1) \), with probability at least \( 1 - \alpha \), we have that

\[
U_g(t) \leq \hat{U}_{\text{CIPW}}_{g,\lambda}(t) + \frac{2V_m(Z^{q,t}) \ln(4/\alpha)}{m} + \frac{7\lambda \ln(4/\alpha)}{3(m-1)} + 4\frac{\ln(2/\alpha)}{2m} + \frac{1}{m} \sum_{i \in [m]} \sum_{j \in \{1, \ldots, t\}} \min \left( 0, 1 - \lambda p_i^j \sigma^\sigma_{Q,\sigma}(j) \right) \approx \hat{U}_{g}^{+}(t, \alpha).
\]

Due to space limit, the proofs of these two and the rest of propositions are in the supplementary material. Note that both bounds apply to any group of items including the group of all items \( d \). Though we apply them for fair first-stage threshold-policy design and characterizing the finite-sample near-optimality gaps, we believe that they might be of independent interests in other contexts.

With these bounds, we can instantiate Algorithm 1 and the finite-sample near-optimality gaps. We can see that these two selection rules can ensure enough relevant items from each group regardless of the accuracy of the relevance model nor the amount of user feedback data across groups. However, the candidate-set sizes of the groups are determined by those factors. In particular, we need to include more items from a group if the relevance model is less accurate and/or we have less data for the group. This shifts the costs of inaccurate relevance estimation and/or lack of data for the items from disadvantaged groups to the latency of the second-stage recommender, and thus provides economic incentives for the decision makers to build accurate relevance models and collect enough data for every group.
4.4 Asymptotic Near-Optimality Analysis

From these upper and lower confidence bounds, we can now analyze how close the selected thresholds are to the optimal thresholds \(t^*_g\) as defined in Eq. 5 asymptotically. In the following propositions, we show that the expected number of relevant items using the selected policies will converge to the target asymptotically, and the selected thresholds will also converge to the optimal thresholds asymptotically, under mild assumptions.

**Proposition 4.8.** Let \(t_g\) be either \(t^*_{g\text{union}}\) or \(t^*_{g\text{mono}}\), and \(\lambda = \sqrt{m}\). Under Assumption 3.1 and 4.5, for any group \(g\in\mathcal{G}\) and any \(\alpha\in(0,1)\), it holds almost surely (with probability 1) that for any \(\delta > 0\), there exists \(\varepsilon > 0\) such that for any \(m > \varepsilon\),

\[
U^*_g - \delta < U_g(t_g) < 1 + U^*_g + \delta,
\]

and even stronger than the second inequality above,

\[
U_g(t_g) < U^*_g + \delta.
\]

**Proposition 4.9.** Under the conditions in Proposition 4.8 and further assume that \(U_g\) is strictly increasing, we have that for any group \(g\in\mathcal{G}\), \(\alpha\in(0,1)\), it holds almost surely that there exists \(\varepsilon > 0\) such that for any \(m > \varepsilon\),

\[
t_g^* \leq t_g^* + 1.
\]

5 EMPIRICAL EVALUATION

In this section, we compare the union \(t^*_{g\text{union}}\) and the monotone \(t^*_{g\text{mono}}\) threshold selection rules with several competitive baselines on first-stage recommendation scenarios simulated from the Microsoft Learning-to-Rank WEB30K dataset [51].

5.1 Experiment Setup

The dataset consists of 30,000 queries, along with the relevances and the features of the items per query. We divide the items into two categories—"old and established" and "new and undiscovered"—by their "url click count" feature given in the dataset. The feature represents "the click count of a url aggregated from user browsing data in a period". We set the items with zero click count as the disadvantaged group \(\text{disadv}\) and the other items as the advantaged group \(\text{adv}\). We binarize the relevance by assigning relevance 1 to items with an original label of 2, 3, or 4, and 0 to the others. The average numbers of relevant items per query from each group are \(\text{AR}_{\text{adv}} = 6.16\) and \(\text{AR}_{\text{disadv}} = 13.99\).

For each experiment, we randomly split the data into 1% for training a logistic regression model as the relevance model \(f\), 69% for simulating the user feedback, and 30% for testing different first-stage candidate generation policies. To simulate user feedback, we follow prior works [36] to assume that users follow a position-based click model [16]. More specifically, for each recommendation request \(i\), we randomly sample a query from the 69% data, create a ranking for the top \(t^\max\) items from each group by the relevance model \(f\), simulate the user observation \(o^j_g \sim \text{Bernoulli}(p^j_g)\) with the propensity set as one over the rank of the item \(p^j_g = \frac{1}{\text{rank}(j|m)}\) for each item \(j\), and the simulated user feedback is \(c^j_g = o^j_g t^j_g\).

Unless specified explicitly, we set the size of the user feedback \(m = 100,000\), the clipping parameter \(\lambda = 100\), and the largest number of items we consider from both groups to be the same \(t^\max = t^\max_{\text{disadv}} = 50\), the success probability \(1 - \alpha = 0.9\) by default.

We set the target expected numbers of relevant items \(U^*_\text{adv}\) and \(U^*_\text{disadv}\) to satisfy the equal opportunity constraint [26, 66], i.e.,

\[
U^*_\text{adv} / \text{AR}_{\text{adv}} = U^*_\text{disadv} / \text{AR}_{\text{disadv}}, \quad \text{subject to } U^*_\text{adv} + U^*_\text{disadv} = 5.
\]

**Baselines.** We compare \(t^*_{\text{mono}}\) (CIPW-LB-mono) and \(t^*_{\text{g}}\) (CIPW-LB-union) with several baselines. The Uncalibrated Individual baseline selects top-ranked items from each group until the sum of the scores predicted by \(f\) exceed the target. The Uncalibrated Marginal baseline selects the smallest threshold for each group using the simulated user data such that the average sum of scores is greater than the target. The Platt Individual, Platt Marginal, Platt PG Individual, and Platt PG Marginal baselines are the same as the uncalibrated ones, except that they apply Platt scaling [50] to the relevance model using user feedback data through inverse propensity weighting [44], where "PG" implies that we calibrate the relevance model per group. The IPW baseline selects the smallest threshold such that the inverse propensity weighted (IPW) estimator on the expected number of relevant items of the threshold policy is greater than the target for each group.

**Metrics.** To compare different first-stage candidate generation policies, we run experiments 50 times for each setting. For each run, we estimate whether each candidate generation policy selects enough relevant items \(E_{Y_g} = \frac{1}{m} \sum_i \mathbb{1}_{\left[ U_g^i \geq U^*_g \right]} \geq U^*_g \) and the candidate-set size \(\text{CSS}_g = \frac{1}{m} \sum_i \sum_{d\in G} s_i^j d^j e_g^j s_i^j \) for both \(g = \text{adv}\) and \(g = \text{disadv}\) on the 30% full-information test data. We then compare different policies in terms of the percentage of times they ensure enough relevant items (along with standard errors) and the average candidate-set size (along with standard deviations) for both groups across the 50 runs.

5.2 How do different methods scale with the size of user feedback data?

Figure 1 compares different candidate generation policies with respect to the percentage of times they selects enough relevant items (a) and (b), and the average candidate-set sizes (c) and (d) for both the advantaged groups (a) and (c) and the disadvantaged group (b) and (d). We can see that the Uncalibrated baselines do not guarantee selecting enough relevant items in general. The IPW baseline selects enough relevant items for most of the instances, and achieves smaller or comparable candidate-set sizes as the two proposed rules. Part of the reason is that we consider discrete threshold policies, and the expected number of relevant items of the optimal threshold \(U_g(t^*_g)\) is typically larger than the target \(U^*_g\). As long as the IPW estimator does not overestimate the expected number of relevant items more than the difference \(U_g(t^*_g) - U^*_g\), it will select enough relevant items. However, as we can see, it fails to select enough relevant items more often on the disadvantaged group, especially when the size of the user feedback data is small. This is because the variance of the CIPW estimator is larger for the disadvantaged group due to a larger threshold and smaller propensities. This phenomena is more obvious when the relevance model is less accurate for the disadvantaged group as shown in the next subsection. Among the methods that always select enough
relevant items, the two proposed threshold selection rules have the smallest candidate-set sizes when the amount of data is large. As we have less and less data, the two proposed rules select more and more items to account for the increasing uncertainty due to the lack of data. Comparing the two proposed rules, the monotone selection rule consistently outperforms the union selection rule in terms of the candidate-set size across data sizes, partly because it allows for a larger failure probability in the lower confidence bounds.

5.3 How does the accuracy of the relevance model affect different groups of items?

To simulate scenarios where the relevance model \( f \) might be less accurate for the disadvantaged group, we vary the accuracy of \( f \) for the disadvantaged group by replacing its prediction for items in the disadvantaged group with some noise \( \beta \) sampled from \( \beta \sim \text{Beta}(1, 10) \), with probability \( \epsilon_{\text{disadv}} \), i.e., \( f_{\text{disadv}} = (1 - \eta) f + \eta \beta \), where \( \eta \sim \text{Bernoulli}(\epsilon_{\text{disadv}}) \).

Figure 2 compares different candidate generation policies when we vary the relevance noise ratio \( \epsilon_{\text{disadv}} \) to the disadvantaged group. We can see that, as the relevance model becomes less accurate for the disadvantaged group (\( \epsilon_{\text{disadv}} \) becomes larger), only the two proposed threshold selection rules always select enough relevant items for the disadvantaged group. In particular, IPW fails to select enough relevant items substantially more often for the disadvantaged group than for the advantaged group, since it does not account for the uncertainty in the estimation process. This highlights the benefits of distribution-free and finite-sample guarantees the proposed union and monotone threshold selection rules enjoy. The two rules achieve this by selecting more items from the disadvantaged group to account for the increasing uncertainty due to less accurate relevance model for the disadvantaged group. Again, the monotone threshold selection rule consistently outperforms the union threshold selection rule in terms of the candidate-set size across different relevance noise ratios to the disadvantaged group.

5.4 How robust are the two proposed rules to the clipping parameter \( \lambda \)?

Figure 3 shows the performance of the two proposed threshold selection rules with varying clipping parameter \( \lambda \). We can see that the two proposed rules can select enough relevant items across different values in the clipping parameter \( \lambda \), which confirms their distribution-free and finite-sample guarantees. The candidate-set sizes for both groups exhibit a bowel shape, which is consistent with our theory of finite-sample near-optimality gaps, that the optimal \( \lambda \) lies in the middle where there is a favorable bias and variance trade-off in the CIPW estimator.
In this work, we initiated the study of fairness in the first stage of two-stage recommender systems. In particular, we proposed two threshold-policy selection rules that can select fair first-stage policies using abundantly available user-feedback data even if the relevance model used in the first stage is biased and has disparate accuracy across groups. We show that the two selection rules can provably select enough relevant items in expectation from each group with high probability, achieve near-optimal candidate-set sizes, and retain the efficiency of most existing first-stage recommender systems. Both the theoretical analysis and the empirical evaluation confirm that the two proposed selection rules are robust to the amount of user feedback data, the accuracy of the relevance model, and the parameters inside the two rules.

5.5 Are the two proposed rules robust to the largest considered threshold $t^{\text{max}}_{\text{adv}}$?

We compare the performance of the two proposed threshold selection rules when we use different largest considered threshold $t^{\text{max}}_{\text{adv}}$ in Figure 4. Unsurprisingly, the two proposed selection rules still select enough relevant items across different values of $t^{\text{max}}_{\text{adv}}$ as predicted by the distribution-free and finite-sample guarantees. In terms of the candidate-set size, there is a slight increase for the monotone selection rule as the largest considered threshold increases. This is expected since it uses smaller and smaller failure probabilities in the lower confidence bounds. For the monotone threshold selection rule, the candidate-set size does not change with the maximum considered threshold, partly because the failure probability it uses in the lower confidence bounds does not change. This also shows that the lower confidence bounds used in the monotone selection rule are still not too loose even when the thresholds are large, since the threshold $t$ is in the log terms in the bounds.

6 CONCLUSION

In this work, we initiated the study of fairness in the first stage of two-stage recommender systems. In particular, we proposed two threshold-policy selection rules that can select fair first-stage policies using abundantly available user-feedback data even if the relevance model used in the first stage is biased and has disparate accuracy across groups. We show that the two selection rules can provably select enough relevant items in expectation from each group with high probability, achieve near-optimal candidate-set sizes, and retain the efficiency of most existing first-stage recommender systems. Both the theoretical analysis and the empirical evaluation confirm that the two proposed selection rules are robust to the amount of user feedback data, the accuracy of the relevance model, and the parameters inside the two rules.
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A PROOF OF PROPOSITION 4.6

Proof. We can decompose the difference between \( U_g(t) \) and its CIPW estimate as the bias and the concentration terms as follows

\[
U_g(t) - \hat{U}^{\text{CIPW}}_{g,\lambda}(t) = U_g(t) - \hat{U}^{\text{CIPW}}_{g,\lambda}(t) + \hat{U}^{\text{CIPW}}_{g,\lambda}(t) - \hat{U}^{\text{CIPW}}_{g,\lambda}(t),
\]

where

\[
\hat{U}^{\text{CIPW}}_{g,\lambda}(t) = \frac{1}{m} \sum_{i \in [m]} U_g(t \mid Q_i) - \mathbb{E}[\hat{U}^{\text{CIPW}}_{g,\lambda}(t) \mid Q] + U_g(t) - \frac{1}{m} \sum_{i \in [m]} U_g(t \mid Q_i) + \mathbb{E}[\hat{U}^{\text{CIPW}}_{g,\lambda}(t) \mid Q] - \hat{U}^{\text{CIPW}}_{g,\lambda}(t).
\]

Let's first look at the concentration term. Since for all \( i \in [m] \) and \( j \in \{0,1\} \), \( 0 \leq \min \left( \frac{\lambda}{C_i \sigma_{Q_i,g,j}}, 1 \right) \leq \lambda \), and \( C_i \sigma_{Q_i,g,j} \in (0,1) \), we have

\[
0 \leq Z_i^{g,t} \leq t \lambda \quad \forall i \in [m].
\]

Applying the empirical Bernstein bound (Theorem 4 in [46]) to the i.i.d. random variables \( Z_i^{g,t} \), we have that for any \( \alpha \in (0,1) \), with probability at least \( 1 - \alpha \),

\[
\hat{U}^{\text{CIPW}}_{g,\lambda}(t) - \hat{U}^{\text{CIPW}}_{g,\lambda}(t) \geq -\sqrt{\frac{2V_m(Z_i^{g,t}) \ln(2/\alpha)}{m}} - \frac{7t \lambda \ln(2/\alpha)}{3(m-1)}.
\]

For the bias term, we have

\[
U_g(t) - \hat{U}^{\text{CIPW}}_{g,\lambda}(t) = \mathbb{E}[\hat{U}^{\text{CIPW}}_{g,\lambda}(t) \mid Q] - \hat{U}^{\text{CIPW}}_{g,\lambda}(t) \geq 0.
\]

Combining the two inequalities, we conclude the proof. \( \blacksquare \)

B PROOF OF PROPOSITION 4.7

Proof. We decompose the difference between \( U_g(t) \) and its CIPW estimate as the bias and the concentration terms slightly different from the proof of Proposition 4.6,

\[
U_g(t) - \hat{U}^{\text{CIPW}}_{g,\lambda}(t) = \frac{1}{m} \sum_{i \in [m]} U_g(t \mid Q_i) - \mathbb{E}[\hat{U}^{\text{CIPW}}_{g,\lambda}(t) \mid Q] + U_g(t) - \frac{1}{m} \sum_{i \in [m]} U_g(t \mid Q_i) + \mathbb{E}[\hat{U}^{\text{CIPW}}_{g,\lambda}(t) \mid Q] - \hat{U}^{\text{CIPW}}_{g,\lambda}(t).
\]

where \( Q = (Q_i)_{i \in [m]} \), \( \mathbb{E}[\cdot \mid Q] \) or \( \mathbb{E}[\cdot \mid Q_i] \) denote taking expectation over all the randomness in \( \cdot \) except that in \( Q \) or \( Q_i \), and

\[
U_g(t \mid Q_i) \equiv \mathbb{E}\left[ \sum_{j \in [t]} R^f_{Q_i,g,j} \mid Q_i \right].
\]

For the second concentration term, we can similarly apply the empirical Bernstein bound (Theorem 4 in [46]) to the i.i.d. random variables \( Z_i^{Q,t} \mid i \in [m] \) over the randomness in the rewards and the user observations to get that with probability at least \( 1 - \alpha/2 \),

\[
\mathbb{E}[\hat{U}^{\text{CIPW}}_{g,\lambda}(t) \mid Q] - U^{\text{CIPW}}_{g,\lambda}(t) \leq \sqrt{\frac{2V_m(Z_i^{Q,t}) \ln(4/\alpha)}{m}} + \frac{7t \lambda \ln(4/\alpha)}{3(m-1)}.
\]

For the first concentration term, we can apply Hoeffding’s inequality [29] over the randomness in the queries. We can get that, with probability at least \( 1 - \alpha/2 \),

\[
U_g(t) \leq \frac{1}{m} \sum_{i \in [m]} U_g(t \mid Q_i) \leq t \sqrt{\frac{\ln(2/\alpha)}{2m}}.
\]
For the bias term, we upper bound it as follows
\[
\frac{1}{m} \sum_{i \in [m]} U_g(t | Q_i) = \frac{1}{m} \sum_{i \in [m]} \mathbb{E} \left[ \hat{U}_{g,\lambda}^{\text{CIPW}}(t) | Q_i \right] = \frac{1}{m} \sum_{i \in [m]} \mathbb{E} \left[ \sum_{j \in [t]} R_{i,j}^{\sigma_{g,\lambda}(j)} - \min \left( \lambda p_{i,j}^{\sigma_{g,\lambda}(j)}, 1 \right) R_{i,j}^{\sigma_{g,\lambda}(j)} \right] | Q_i \right]
\]
\[
= \frac{1}{m} \sum_{i \in [m]} \mathbb{E} \left[ \sum_{j \in [t]} \max \left( 0, 1 - \lambda p_{i,j}^{\sigma_{g,\lambda}(j)} \right) R_{i,j}^{\sigma_{g,\lambda}(j)} \right] | Q_i \right]
\]
\[
\leq \frac{1}{m} \sum_{i \in [m]} \sum_{j \in [t]} \max \left( 0, 1 - \lambda p_{i,j}^{\sigma_{g,\lambda}(j)} \right).
\]
Combining the three inequalities by applying the union bound concludes the proof. ■

C PROOF OF PROPOSITION 4.8

Proof. We only prove the proposition for \( \hat{t}_{g}^{\text{mono}} \), since the proof for \( \hat{t}_{g}^{\text{union}} \) is almost the same.

Since \( p_{i,j}^{l} \geq \gamma > 0 \), we have \( \lim_{m \to +\infty} \lambda = \lim_{m \to +\infty} \sqrt{m} > \frac{1}{\gamma} \). Thus the CIPW estimator becomes the vanilla inverse propensity weighted estimator [30] asymptotically, which is unbiased. As a result,
\[
\lim_{m \to +\infty} \hat{U}_{g,\lambda}^{\text{CIPW}}(t) = U_g(t) \quad \forall t \in [t_{g}^{\max}],
\]
holds almost surely by the strong law of large numbers.

On the other hand, \( p_{i,j}^{l} \geq \gamma > 0 \) also implies that \( Z_{i}^{l,t} \leq \frac{1}{\gamma} \). Thus the sample variance can be bounded by \( V_{m} (Z_{i}^{l,t}) \leq \frac{\hat{t}_{g}^{l}}{\gamma} \). Therefore, it holds almost surely that
\[
\lim_{m \to +\infty} U_g\left( \hat{t}_{g}^{\text{mono}} - 1 \right) - U_g\left( \hat{t}_{g}^{\text{mono}} - 1, \alpha \right) = 0,
\]
and
\[
\lim_{m \to +\infty} \left( U_g\left( \hat{t}_{g}^{\text{mono}} \right) - U_g\left( \hat{t}_{g}^{\text{mono}} , \alpha \right) \right) = 0,
\]
since all the terms in the differences are sub-constant in \( m \). By the definition of limit at infinity, it holds almost surely that, for any \( \delta > 0 \), there exists \( c > 0 \) such that for any \( m > c \),
\[
U_g\left( \hat{t}_{g}^{\text{mono}} \right) + \delta > U_g\left( \hat{t}_{g}^{\text{mono}} , \alpha \right) \geq U_g^*,
\]
and
\[
U_g\left( \hat{t}_{g}^{\text{mono}} - 1 \right) - \delta < U_g\left( \hat{t}_{g}^{\text{mono}} - 1, \alpha \right) < U_g^*.
\]
From the above, we can get
\[
U_g\left( \hat{t}_{g}^{\text{mono}} \right) \leq 1 + U_g\left( \hat{t}_{g}^{\text{mono}} - 1 \right) < 1 + U_g^* + \delta.
\]

D PROOF OF PROPOSITION 4.9

Proof. We still only prove the proposition for \( \hat{t}_{g}^{\text{mono}} \), since the proof for \( \hat{t}_{g}^{\text{union}} \) is almost the same.

Let \( \delta = \min \left( U_g^* - U_g\left( \hat{t}_{g}^{*} - 1 \right), U_g\left( \hat{t}_{g}^{*} + 1 \right) - U_g^* \right) \). Since \( U_g \) is strictly increasing, we know that \( \delta > 0 \). From the proof of Proposition 4.8, we know that it holds almost surely that there exists \( c > 0 \) such that for any \( m > c \),
\[
U_g\left( \hat{t}_{g}^{\text{mono}} \right) > U_g^* - \delta \geq U_g\left( \hat{t}_{g}^{*} - 1 \right),
\]
and thus \( \hat{t}_{g}^{\text{mono}} \geq \hat{t}_{g}^* \); and
\[
U_g\left( \hat{t}_{g}^{\text{mono}} - 1 \right) < U_g^* + \delta \leq U_g\left( \hat{t}_{g}^{*} + 1 \right),
\]
and thus \( \hat{t}_{g}^{\text{mono}} \leq \hat{t}_{g}^* + 1 \).