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Abstract—Fully Homomorphic Encryption (FHE) allows a third party to perform arbitrary computations on encrypted data, learning neither the inputs nor the computation results. Hence, it provides resilience in situations where computations are carried out by an untrusted or potentially compromised party. This powerful concept was first conceived by Rivest et al. in the 1970s. However, it remained unrealized until Craig Gentry presented the first feasible FHE scheme in 2009.

The advent of the massive collection of sensitive data in cloud services, coupled with a plague of data breaches, moved highly regulated businesses to increasingly demand confidential and secure computing solutions. This demand, in turn, has led to a recent surge in the development of FHE tools. To understand the landscape of recent FHE tool developments, we conduct an extensive survey and experimental evaluation to explore the current state of the art and identify areas for future development.

In this paper, we survey, evaluate, and systematize FHE tools and compilers. We perform experiments to evaluate these tools’ performance and usability aspects on a variety of applications. We conclude with recommendations for developers intending to develop FHE-based applications and a discussion on future directions for FHE tools development.

I. INTRODUCTION

Recent years have seen unprecedented growth in the adoption of cloud computing services. More and more highly regulated businesses and organizations (e.g., banks, governments, insurance, health), where data security is paramount, move their data and services to the cloud. This trend has led to a surge in demand for secure and confidential computing solutions that protect data confidentiality while in transit, rest, and in-use. This is an amply justified and expected demand, particularly in the light of the numerous reports of data breaches [1], [2]. Fully Homomorphic Encryption (FHE) is a key technological enabler for secure computation and has recently matured to be practical for real-world use [3]–[9].

FHE allows arbitrary computations to be performed over encrypted data, eliminating the need to decrypt the data and expose it to potential risk while in use. While first proposed in the 1970s [10], FHE was long considered impossible or impractical. However, thanks to advances in the underlying theory, general hardware improvements, and more efficient implementations, it has become increasingly practical. In 2009, breakthrough work from Craig Gentry proposed the first feasible FHE scheme [11]. In the last decade, FHE has gone from a theoretical concept to reality, with performance improving by up to five orders of magnitude. For example, times for a multiplication between ciphertexts dropped from 30 minutes to less than 20 milliseconds. While this is still around seven orders of magnitude slower than an IMUL instruction on a modern CPU, it is sufficient to make many applications practical. Additionally, modern schemes introduced SIMD-style parallelism, encoding thousands of plaintext values into a single ciphertext to further improve throughput [12].

These advances have enabled a wide range of applications covering a wide range of domains. These include mobile applications, where FHE has been used to encrypt the back end of a privacy-preserving fitness app [13], while continuing to provide a real-time experience. In the medical domain, FHE has been used to enable privacy-preserving genome analysis [14] applications over large datasets. More generally, FHE has been used to solve various well-known problems like Private Set Intersection (PSI) [15], outperforming previous solutions by 2× in running time. In the domain of machine learning, FHE has been used for tasks ranging from linear and logistic regression [16] to Encrypted Neural Network inference [17], which can be used to run privacy-preserving ML-as-a-Service applications, for example, for private phishing email detection [18]. As a consequence, there has been increasing interest in FHE-based secure computation solutions [3]–[9]. Gartner projects [19] that “by 2025, at least 20% of companies will have a budget for projects that include fully homomorphic encryption.”

Despite these recent breakthroughs, building secure and efficient FHE-based applications remains a challenging task. This is largely attributed to the differences between traditional programming paradigms and FHE’s computation model, which poses unique challenges. For example, virtually all standard programming paradigms rely on data-dependent branching, e.g., if/else statements and loops. On the other hand, FHE computations are, by definition, data-independent, or they would violate the privacy guarantees. Working with FHE also introduces significant engineering challenges in practice. Different schemes offer varying performance tradeoffs, and optimal choices are heavily application-dependent. To address some of the engineering challenges in this space, we have seen a surge of work on tools that aim to improve accessibility and reduce barriers to entry in this field.

Without tool support, realizing FHE-based computations by implementing the required mathematical operations directly or using an arbitrary-precision arithmetic library is complex, requiring considerable expertise in both cryptography and high-performance numerical computation. Therefore, FHE libraries like the Simple Encrypted Arithmetic Library (SEAL) [20] or the Fast Fully Homomorphic Encryption Library over the
Therefore, this paper aims to fill in this knowledge gap by studying and surveying the current state-of-the-art of FHE tools. More concretely, this survey has two objectives: First, to assist developers looking to develop FHE-based applications in selecting a suitable approach and, second, to provide the community with valuable insights on both successes and remaining issues in this space.

Towards this goal, we conduct an extensive survey of existing tools and highlight their features and characteristics. Subsequently, we consider these tools in practice by experimentally evaluating them across a range of case study applications, contrasting usability, expressiveness, and performance.

In our experimental evaluation, we consider a selection of tools in more detail and provide an in-depth analysis of their usability and expressiveness in practice. We implement and benchmark three case-study applications that represent different domains of FHE-based computation. Our benchmarks allow us to study not only the overall performance of FHE for these applications across tools but also the relative strengths of different tools compared to each other.

Along with this paper, we provide an online repository\footnote{https://github.com/MarbleHE/SoK} that includes Docker images for all the tools we evaluate, our automated benchmarking framework, and the example applications. Additionally, it includes further benchmarks and tool descriptions that we could not include in this paper due to space limitations.

We conclude our paper with a discussion of the current state of FHE and FHE tools. We discuss applications for which FHE is likely practical today and show gaps between state-of-the-art results and what non-expert users can realistically implement. Based on the insights gained through our study, we highlight successes in the FHE tool space and identify gaps that remain to be addressed. Finally, we discuss a possible road map for the next generation of FHE tools.

A. Related Work

This work is, to the best of our knowledge, the first to survey and study the space of FHE compilers. While previous work has considered FHE libraries \cite{25}, they did so by contrasting different FHE schemes and their implementations and considered only a small subset of the tools we consider. This paper is similar in nature to an SoK by Hastings et al. \cite{26}, which analyzed tools in the MPC domain. Practical MPC constructions have been an active research area since the 1980s. As a consequence, these tools are more mature and more integrated into the research process. In their work, Hastings et al. focus on the usability aspects of MPC tools and did not consider performance. In contrast, we focus on analyzing the expressiveness and performance of the existing FHE tools and provide recommendations to developers in choosing the correct tool for their target application.
II. Fully Homomorphic Encryption

A homomorphic encryption scheme is an encryption scheme where there exists a homomorphism between operations on the plaintext and operations on the ciphertext. For example, the Paillier encryption scheme [27] is additively homomorphic: the product of two ciphertexts decrypts to the sum of their plaintexts. Meanwhile, textbook RSA [28] is multiplicatively homomorphic: the product of two ciphertexts decrypts to the product of their plaintexts. While such partially homomorphic schemes have existed since the 1970s, fully homomorphic encryption schemes, i.e., schemes that are homomorphic regarding both addition and multiplication, were an open problem until recently. While first proposed shortly after the introduction of public-key cryptography in the 1970s [10], proposed solutions could support only limited combinations of operations (e.g., additions plus a single multiplication [29]). Here, we provide a brief overview over the development of modern FHE schemes, deferring more in-depth descriptions of selected FHE schemes to the appendix (§A).

Foundations of practical FHE. Modern FHE schemes date back to 2009 when Craig Gentry presented the first feasible FHE construction [11]. While the original scheme had impractically large constant overheads, follow-up work improved upon the scheme, enabling a first implementation [30].

All modern schemes follow the general approach laid out by Gentry’s first scheme: In these schemes, public keys are values that cancel out to zero when combined with the secret key $sk$. Encryption multiplies the public key $pk$ with a random number $a$ and adds the message $m$. For two ciphertexts $c_i = pk \cdot a_i + m_i$, addition and multiplication trivially translate to the equivalent operations on the plaintexts, i.e., $m_0 \cdot m_1 + pk \cdot (a_0 \cdot x_1 + a_1 \cdot m_0)$ which decrypts to $m_0 \cdot m_1$ when combined with the secret key. However, for a secure system, noise must be added to public keys and ciphertexts. As long as the noise $e$ is sufficiently small, $m + e'$ can be rounded to the correct value and applying the secret key recovers $m$. During homomorphic operations, the noise in the ciphertext grows. While this effect is negligible during additions, multiplying two ciphertexts introduces significantly more noise. This limits computations to a (parameter-dependent) number of consecutive multiplications (multiplicative depth) before decryption fails. This limitation can be circumvented using bootstrapping, which resets the noise level of a ciphertext to a fixed lower level by homomorphically evaluating the decryption circuit with an encrypted secret key as input. However, the decryption circuit needs to be sufficiently low-depth to allow at least one additional multiplication before needing to bootstrap again.

Second Generation Schemes. While the first generation of FHE presented a significant academic breakthrough, it was too inefficient (e.g., around 30 min needed to compute a single homomorphic multiplication) to truly enable practical applications of FHE. In response, a second generation of schemes like the Brakerski-Gentry-Vaikuntanathan (BGV) [31] and Brakerski/Fan-Vercauteren (BFV) [32], [33] schemes evolved. In order to overcome the performance penalties of bootstrapping, they introduced the concept of leveled homomorphic encryption. Here, the parameters are chosen sufficiently large to evaluate the entire computation without bootstrapping. While there is a cut-off point after which bootstrapping is more efficient, this is unlikely to be reached by most programs. In addition, they introduced support for Single Instruction, Multiple Data (SIMD)-style batching. This exploits the fact that the plaintext space is a ring of polynomials with many coefficients. Using the Chinese Remainder Theorem [34], this can be reinterpreted as many different independent slots and many different messages (usually $2^{13–16}$) can be packed into a single ciphertext. Automorphisms additionally enable homomorphically executable rotations between slots [35].

The Cheon-Kim-Kim-Song (CKKS) scheme [36] introduces a further optimization, considering homomorphic encryption for approximate numbers. While it follows a very similar construction to BGV, it is formally speaking not an FHE scheme since the result is only approximately the same as the equivalent plaintext operation, which can introduce subtle issues in practice. However, this relaxation has led to an extremely efficient scheme. CKKS is designed primarily for computations with fixed-point numbers, i.e., a number $x$ is represented as $m = x \cdot \Delta$ for scale $\Delta$, usually a large integer. CKKS introduces a homomorphic rounding operation to reduce the scale homomorphically, avoiding overflow issues.

Third Generation Schemes. More recently, a third generation of FHE schemes, based on the Gentry-Sahai-Waters (GSW) scheme [37], has emerged. These schemes mostly abandon batching and leveled HE and instead focus on fast bootstrapping. For example, implementations of the Chaffiotti-Gama-Georgieva-Izabache (CGGI) scheme [38], [39] can perform bootstrapping in less than 0.1 seconds, while bootstrapping for BGV or BGV usually takes several minutes even in efficient implementations. While initially limited to binary settings, recent follow-up work [40] extends this to arithmetic circuits. However, fast bootstrapping is incompatible with batching, introducing a trade-off between latency and throughput when compared to second-generation schemes.

FHE and MPC. Finally, we briefly consider FHE in the wider context of secure Multi-Party Computation (MPC). While FHE could be used to realize many 2-party MPC protocols, it does not by default offer circuit privacy, i.e., does not hide the function being computed. Where desired, this is usually addressed in practice via noise flooding [11], i.e., adding large noise to the final result before returning it to the client. FHE can also be extended to multi-party or multi-key settings. In multi-party FHE, different entities generate a public key and shares of a secret key [41]. In multi-key FHE, each entity independently generates their secret and public key [42]. There are also hybrid schemes that combine FHE and MPC [43] or different FHE schemes [44]. We only consider the two-party FHE-only client-server setting, but many of the concepts transfer directly to the other settings.

The CGGI scheme is more commonly known as TFHE, however we refer to it by the author initials in order to avoid confusion with the TFHE library.
III. What makes developing FHE applications challenging?

The intricacy of the underlying schemes still limits developing FHE-based applications predominantly to experts. Each scheme presents a new set of configurations and performance tradeoffs, and achieving state-of-the-art results requires a high familiarity with the underlying schemes. In addition, FHE imposes a fundamentally different programming paradigm, not only because of the need for data-independent programs but also because efficient solutions frequently require complex vectorization approaches.

Throughout the last decade, a significant amount of folklore knowledge around optimization methods and best practices has been built up in the FHE community. However, these techniques and insights are often scattered across the literature or only referred to in passing. As a result, there is a vast gap between state-of-the-art performance results and what non-experts can achieve themselves.

In this section, we provide an overview of the key engineering challenges that developers face today. The community is starting to identify these accessibility issues as a major roadblock to the broader adoption of FHE. Recent works are trying to address these challenges by proposing higher-level interfaces, better abstractions, and automated optimizations. There will most likely always be specific applications that impose additional challenges requiring expert input. However, improved tools can benefit a variety of common application patterns and help ease the path to FHE for many applications.

A. Parameter Selection

Selecting secure and efficient instantiations of the underlying cryptographic problems is hard for most encryption schemes. In standard public-key cryptography, we circumvent this by standardizing particular instantiations, e.g., selecting certain elliptic curves, to avoid security issues arising when the underlying hardness assumptions do not hold for poor choices.

FHE introduces the additional challenge of computation-specific parameters. More complex computations require larger plaintext- and ciphertext moduli to avoid overflow or noise issues. However, as these parameters increase, the Learning With Errors (LWE) problem that security is based on for most schemes becomes easier, and the dimension of the problem space (i.e., polynomial degree) must be increased to compensate. As a result, we cannot standardize a single set of secure parameter choices. Instead, the standardization effort [22] aims to provide a conservative estimate of the security of different combinations of moduli and dimensions. However, since this does not address efficiency, parameter selection remains an issue in developing FHE-based applications.

The time to evaluate homomorphic operations, for a given polynomial degree $n$, is roughly proportional to the ciphertext space modulus $q$, and a smaller $q$ also gives higher security. Therefore, we want to select the smallest $q$ that still correctly decrypts the computation result. However, effectively computing this minimal $q$ remains an open challenge. While formal analyses of the ciphertext noise growth exist for a variety of schemes, these worse-case analyses are frequently too conservative, giving parameters many times larger than the experimentally determined optimum [45]. Also, the plaintext space modulus $t$ required to avoid overflows depends on the size of the actual inputs, which likely come from a smaller subset of $Z_t$ in practice. Here, again, worst-case analyses lead to impractically conservative parameters. Instead, the community’s accepted method is to incrementally decrease $q$ until the computation (on some representative input values) fails to decrypt correctly, then choosing the previous $q$ plus some “safety margin” determined by experience.

B. Encoding

With encryption schemes like AES or protocols like TLS, developers do not generally have to consider the plaintext spaces of the underlying encryption schemes. As long as a message can be serialized into a binary string, only padding concerns arise. However, in FHE, the semantics of the plaintext space determine the effect of the homomorphic computations. These semantics, however, frequently do not match the intended application semantics exactly. While this is already a concern in traditional programming, with floating-point accuracy errors or integer overflows, FHE introduces a significantly stronger deviation from the ‘ideal’ computation model.

For example, while we generally consider $Z_t$ as the message space for most schemes, most support additional, more complex spaces. For example, BGV supports Galois Fields $GF(2^d)$ which can be used to efficiently realize AES-FHE transciphering, i.e., converting a standard AES ciphertext to an FHE ciphertext given an encryption of the AES key [46].

Conceptually, binary plaintext spaces (i.e., $Z_2$) are the easiest to work with since the semantics of homomorphic computations directly correspond to binary circuits. However, working directly with binary circuits is complicated as even trivial functions like addition and multiplication of bit-wise encoded integers require complex algorithms (e.g., Sklansky or Kogge-Stone adders) to implement arithmetic operations efficiently. Therefore, the conceptual ease-of-use is negated by a significant engineering overhead for even simple algorithms.

While using advanced encoding schemes will most likely remain predominantly an expert technique, existing FHE tools have already shown that they can be employed automatically to some extent. For example, nGraph-HE [24] also uses the imaginary part of the CKKS message space when no ciphertext multiplications are required, roughly doubling throughput.

C. Data-Independent Computation

Virtually all standard programming paradigms rely on some form of data-dependent execution branching. Traditional iterative programming relies heavily on if/else statements and loops, and even functional programming requires data-dependent branching to terminate recursion.

FHE computations, on the other hand, are by definition data-independent, or they would violate the privacy guarantees. Therefore, FHE computations are frequently conceptualized as circuits, i.e., gates (or operations) connected by wires, where
the execution follows the same steps, no matter what values the input has. While it is possible to emulate, e.g., if/else branches by calculating the result for both branches and performing a multiplexing selection afterward, this requires evaluating both branches. Simulating (bounded) dynamic-length loops could be achieved by following a similar approach; however, this quickly becomes infeasible in practice.

In addition, many schemes offer the best performance when using integer plaintext spaces ($t \gg 2$). These arithmetic circuits are no longer Turing-complete and are instead limited to computing polynomial functions. However, many applications, including neural-network inference, can be approximated very well. Therefore, a significant part of developing an FHE-based solution is to consider first whether there exists a polynomial approximation for the task to be performed. Sometimes, this even requires completely switching the approach, e.g., standard algorithms for genomic sequence analysis are not suitable for polynomial approximation, but alternative approaches exist that can be expressed much more easily [47].

D. SIMD Batch ing

One of the major breakthroughs in achieving practical performance in FHE-based solution was the introduction of batching or packing in second-generation schemes, i.e., allowing one to pack many different messages into a single ciphertext. The resulting SIMD parallelism can trivially be used to improve throughput by packing many different inputs into a single computation run.

However, many FHE applications are limited in their practicality by latency, i.e., non-amortized runtime. State-of-the-art FHE-based solutions virtually always apply batching inside a computation, even on a single instance of the input. Exploiting SIMD batching to reduce latency requires novel programming paradigms and algorithms that do not have equivalents outside FHE. For example, matrix-vector-products can be expressed more efficiently if we encode each of the matrix diagonals into a SIMD vector [48], rather than row- or column-wise.

SIMD batching is, for those schemes that support it, potentially the most important optimization technique, as the large size of the vectors can lead to runtime improvements of many orders of magnitude. However, it is also one of the more complex techniques, requiring a deep understanding of both the application and the performance-tradeoffs of the FHE scheme in question. While some domains, such as machine learning, are inherently heavily vectorized and can therefore be automatically transformed into SIMD-friendly forms, this remains an open problem for more general applications.

E. Ciphertext Maintenance

Different schemes use a variety of solutions to manage the growth of the ciphertext noise during homomorphic computations. However, virtually all schemes feature some form of ciphertext maintenance operations. These are operations like relinearization, mod-switching/rescaling or bootstrapping that must be called explicitly by the developer in order to manage the noise growth optimally. For example, while one might be tempted to apply relinearization immediately after each multiplication, doing so is suboptimal. This is most obvious for the last multiplication in a computation: with no further multiplications following, the benefit of reducing future noise growth is lost. Similar issues appear when considering when to rescale in the CKKS scheme.

Bootstrapping is frequently not efficient when a leveled approach can be used. However, there are some applications for which it is the more suitable approach. In general, there is a continuum of choices between the minimal parameters that allow only a single operation before bootstrapping is needed and the (potentially infeasibly large) parameters required to execute the entire computation without bootstrapping.

One of the major advantages of the CCGI scheme is that it inherently relies on bootstrapping to realize each operation. Therefore, it removes the developer’s burden to consider parameters and bootstrapping. However, it is worth noting that a leveled version of the scheme is, in fact, faster for certain applications, once again demonstrating a trade-off between simplicity and performance.

While a variety of tools have included automatic ciphertext maintenance [49]–[51], these were usually naive heuristics that did not improve performance. Developing efficient strategies is difficult because there are usually multiple degrees of freedom. For example, for the rescaling operations in CKKS one needs to consider both what scale to rescale to and where to insert the operations. Recently, however, there have been increasing efforts to automate this process [17].

IV. SURVEY METHODOLOGY

We split our analysis of the FHE tool space into two parts. First, we present an extensive survey of existing tools and highlight their features and characteristics. Second, we consider these tools in practice by experimentally evaluating them across a range of case study applications, contrasting usability, expressiveness, and performance. We combine our quantitative performance analysis with a qualitative assessment, describing the challenges of developing applications in the different tools.

The secure computation ecosystem includes many different types of tools. On the low-level side, there are math libraries that simplify building implementations of FHE schemes, e.g., by efficiently implementing techniques useful for general lattice cryptography. Then, there are FHE libraries that implement specific schemes and offer slightly higher-level APIs, e.g., keygen, encrypt, decrypt, add, mult. Finally, there are compilers that abstract aspects like parameter selection, encryption and decryption by offering a higher-level language that developers can use to specify their computation.

In our survey, we consider FHE libraries and compilers. While some of the underlying math libraries provide implementations of FHE schemes as examples [52], we consider only tools that natively offer an API for FHE operations. Throughout the last decade, there has been significant development in schemes and implementations, with some being discarded or replaced for security or efficiency reasons. We only consider tools based on schemes that are currently still
considered viable candidates (i.e., BFV, BGV, CKKS, or GSW-based constructions) and consider only the latest version of each tool, including “spiritual successors” where they exist. We also consider only unique implementations, i.e., we do not list wrappers or ports of existing tools. FHE techniques are used internally in several MPC protocols, and there are a variety of tools that specifically target hybrid protocols combining FHE and MPC [43]. However, for this survey, we consider only tools that support using purely FHE, requiring no interaction during the computation itself.

We focus on three design aspects: (i) settings and configurations, e.g., which input languages or schemes a tool supports; (ii) features and optimizations, e.g., support for batching or automated parameter selection; (iii) accessibility, e.g., documentation and examples.

In our experimental evaluation, we consider a selection of tools in more detail. Through using the tools to implement different case study applications, we can provide an in-depth analysis of their usability and expressiveness in practice. In addition, our benchmarks allow us to study not only the overall performance of FHE for these applications but also the relative strengths of different tools compared to each other. We select three applications that represent different domains of FHE-based computation. Our first application is a risk score calculation that requires comparisons and, therefore, binary circuit emulation. Second, we consider a statistical χ²-test, in a formulation that simplifies it to polynomial functions over integers. Finally, we consider machine learning, specifically neural network inference, for a range of network architectures. We evaluate these applications across the different tools and report on usability, expressiveness, and performance.

V. FHE LIBRARIES

FHE libraries implement the underlying cryptographic operations of an FHE scheme and expose a higher-level API. They minimally provide key generation, encryption, decryption, homomorphic addition, and multiplication interfaces. In practice, however, library APIs often include dozens of additional functionalities for ciphertext maintenance and manipulation.

Using these libraries generally requires a deep understanding of the underlying scheme and its supported operations. While many libraries include powerful advanced features that can significantly improve performance, developers must employ them manually while ensuring correctness and efficiency.

In Table I, we present an overview of FHE libraries and list supported languages, schemes, features, and accessibility aspects. We group schemes into families of related schemes for conciseness and consider support for bootstrapping and leveled-FHE. For accessibility, we consider whether an implementation (Code) is available, whether examples (Ex.) describe usage (●) or usage can be inferred from, e.g., tests (▲), and whether or not API documentation (Doc.) is available. Finally, we give a rough indication of age and activity by giving the date of the last release or major update.

Due to space constraints, we present only a small subset in more detail. We start by discussing HElib, SEAL, and Palisade, which appear to be the most active and widely supported libraries. We also discuss TFHE here since it is used by some of the compilers we evaluate. Finally, we discuss performance differences and briefly discuss the remaining libraries.

A. HElib

The Homomorphic Encryption Library (HElib), presented in 2013 by Halevi and Shoup, was the first FHE library [48]. The library is implemented in C++ and uses the NTL library [61] for the underlying mathematical operations. While it initially only implemented the BGV scheme, more recent releases of this library also support the CKKS scheme. The library offers leveled FHE operations and, for BFV, also supports bootstrapping [62]. The source code is available under the Apache License v2.0, and includes extensive examples. In addition to the standard documentation, several reports describing the design and algorithms of HElib [56, 62, 63] are available.

B. PALISADE

PALISADE, first released in 2014, is developed primarily by NJIT and Duality Technologies [58]. It is implemented in C++ and optionally uses the NTL library [61] to accelerate underlying mathematical operations. PALISADE supports a wide range of schemes, including BFV, BGV, CKKS, and CGGI. In addition, it supports multi-party extensions of certain schemes and other cryptographic primitives like proxy re-encryption and digital signatures. The library offers both leveled and bootstrapped operations, where supported by the scheme. PALISADE’s source code is available under a BSD 2-clause license and includes examples and documentation.

C. SEAL

The Simple Encrypted Arithmetic Library (SEAL), first released in 2015, is developed by Microsoft Research [20]. It is implemented in C++, with an official wrapper for .NET languages (e.g., C#). SEAL is thread-safe and heavily multi-threaded itself. It implements the BFV and CKKS schemes, with a majority of the API being common to both. SEAL offers leveled FHE operations and does not implement bootstrapping for either scheme. Earlier versions of SEAL included automated parameter selection based on estimating the noise growth [64]. Since the estimated parameters were frequently non-competitive, this feature was removed. However, SEAL still ensures that the chosen parameters offer 128-bit security. The source code is available under an MIT license, is well documented, and includes a wide range of examples for both schemes. In addition, there are several demo applications (e.g., AsureRun [13]) that demonstrate more complex use cases.

D. TFHE

The Fast Fully Homomorphic Encryption Library over the Torus (TFHE) was proposed in 2016 by Chillotti et al. [38] and can be considered the successor of the FHEW library [54]. It is implemented in C++ and supports a variety of different libraries for underlying FFT operations. TFHE is based on the CGGI scheme and offers gate-by-gate bootstrapping with
significantly reduced bootstrapping times, resulting in times of less than 0.1 sec compared to 6 min for bootstrapping in the HElib library. TFHE implements a variety of logic gates like OR, NOR, MUX that are generally implemented more efficiently than naive constructions from XOR and AND would be. However, the library provides no assistance with building more complex logic circuits like efficient comparators and adders. TFHE’s source code is available under the Apache License v2.0 and includes examples and documentation.

### E. Other Libraries

In addition to the libraries we discussed above, we considered a large variety of other libraries [6], [53]–[55], [57]. We also conducted a series of microbenchmarks to compare how different implementations of the same scheme perform. However, due to space considerations we refer to our accompanying online repository for details. Finally, GPU-based libraries like cuFHE [59] and nuFHE [60] can offer significant speedups, improving the already fast TFHE bootstrapping times by around two orders of magnitude. However, as GPUs remain considerably more expensive and less common in enterprise datacenters, these speedups must be considered in context.

### VI. FHE Compilers

This section provides an overview of existing FHE compilers, i.e., tools that provide a high-level abstraction to develop FHE-based applications, so developers do not have to deal directly with homomorphic operations on ciphertexts. These tools generally manage key setup, encryption, decryption, and ciphertexts maintenance operations in the background. The term compiler is used loosely in the context of FHE, as some function more like interpreters or libraries to link against.

In Table [I] we provide an overview of the various FHE compilers and their properties. FHE compilers can roughly be divided into generic tools for general purpose use and tools that target specific applications. In the latter category, we see compilers targeted at building Machine Learning (ML) applications. In addition to supported schemes, which we again group for conciseness, we also consider the plaintext spaces supported by the tool. Even when the underlying scheme and implementation support different plaintext spaces, compilers generally only target binary or arithmetic plaintext spaces.

We consider a wide range of features and generally differentiate between three states indicating full support (.), partial support (.), or no support (–). For SIMD-Batching (SIMD), we differentiate between tools that merely enable batching and those that actively assist in working with vectorized data. Similarly, we differentiate between manual, partially assisted, and fully automated parameter selection (Params.). While all tools include some form of automated ciphertext maintenance operations (Ctxt. Mnt.), we segment tools into those that use naive heuristics and those using more advanced strategies. Additionally, we note whether or not tools try to reduce the multiplicative depth (× Depth) of the circuits they generate. For accessibility, we consider the same metrics as for libraries, i.e., whether an implementation (Code) is available, whether examples (Ex.) describe usage, and whether or not API documentation (Doc.) is available. Similarly, we again give a rough indication of age and activity by giving the date of the last release or major update. Where no source code is available to us, we have to omit these metrics (––).

Finally, Table [III] associates compilers with the libraries they use. Here we can see SEAL being targeted by a significantly larger number of compilers than any other library.

In the following, we introduce each compiler in more detail.

### A. ALCHEMY

A Language and Compiler for Homomorphic Encryption Made easY (ALCHEMY) was proposed by Crockett et al. in 2017 [69]. Input programs are specified in a special Domain-Specific Language (DSL) implemented in Haskell and executed as arithmetic circuits using a custom BGV implementation using the Aλλ lattice crypto library [52]. While it supports SIMD batching, it does not offer an encoding/decoding API, making it difficult to use. ALCHEMY automatically selects suitable parameters by statically tracking the upper bound of the ciphertext error but requires user-supplied modulus candidates. However, this approach, based on type-level arith-
metic, leads to excessively long compilation times and makes a custom implementation of BFV. Note that ALCHEMY Table III: Use of existing FHE libraries by FHE compilers. Note that similar schemes are summarized into families, e.g., BFV/BGV as BFV and CGGI/TFHE/FHEW as GSW.

| Name          | Input Lang. | Schemes | Ptxt. Space | Features & Optimizations | Accessibility | Last Major Update |
|---------------|-------------|---------|-------------|---------------------------|--------------|-------------------|
| ALCHEMY [49]  | Haskell     | BFV     | GSW         | SIMD                      |              | 02/2020           |
| Cingulata [51]| C++         | BFV     | GSW         | SIMD                      |              | 11/2019           |
| E3 [65]       | C++         | Both    | GSW         | SIMD                      |              | 09/2020           |
| EVA [17]      | Python      | Both    | GSW         | SIMD                      |              | 11/2020           |
| Marble [50]   | C++         | Both    | GSW         | SIMD                      |              | 10/2018           |
| RAMPARTS [66] | Julia       | Both    | GSW         | SIMD                      |              |                   |

Table II: Overview of existing general-purpose FHE compilers (top) and those specializing on machine learning (bottom). Note that similar schemes are summarized into families, e.g., BFV/BGV as BFV and CGGI/TFHE/FHEW as GSW.

C. Encrypt-Everything-Everywhere

The Encrypt-Everything-Everywhere (E3) framework was proposed by Chielle et al. [65] in 2018. E3 uses C++ as its input language and supports both arithmetic and boolean circuits in BFV, BGV, and CGGI. E3 supports SIMD operations but does not expose rotation operations, severely limiting the expressiveness. Users must provide parameters as part of the configuration, and ciphertext maintenance operations are inserted naively. It uses the Synopsys Design Compiler, a proprietary tool for hardware design, to try to reduce the circuit’s multiplicative depth. Internally, it supports a variety of libraries, including TFHE, FHEW, HElib, and SEAL. E3’s source code is available online and includes both examples and documentation.

D. EVA & CHET

The Encrypted Vector Arithmetics Language and Compiler (EVA) was presented by Dathathri et al. [17] in 2019. It introduces a novel input language explicitly designed for vector arithmetic and targets arithmetic circuits in CKKS using the SEAL library. It is inherently batched and focuses on automating parameter selection and ciphertext maintenance. The program is converted into a term graph, and during multiple passes, graph rewriting rules transform it, e.g., by inserting relinearization and rescaling operations at the optimal locations. However, EVA does not consider depth-reducing transformations. While EVA can be used for any (vectorized) application, the focus is primarily on neural network inference. Towards this end, EVA includes and subsumes prior work in the form of the Compiler and Runtime for Homomorphic Evaluation of Tensor Programs (CHET) [67], which focuses on optimizing matrix-vector operations. EVA and its examples are available under the MIT license. CHET, however, is not.

E. Marble

Marble, presented by Viand et al. in 2018 [50] offers a high-level interface for FHE in C++ by overloading built-in operators. For arithmetic circuits, it targets BFV via the SEAL library, and for binary circuits, BGV as implemented in the HElib library. Marble exposes a batched version of the API, allowing relatively efficient implementation, but it requires that
the developer provides a suitably vectorized program. However, Marble provides only rudimentary parameter selection, inserts ciphertext maintenance operations naively, and does not apply any program optimizations. While a version of Marble is available online, the available code supports only binary circuits. Since Marble targets an outdated version of HElib and focuses on usability over optimizations, we do not include it in our experimental evaluation.

F. Ramparts

Ramparts was proposed in 2019 by Archer et al. [66]. It uses Julia, a language for interactive scientific computing, as its input language, and targets arithmetic circuits in BFV using the PALISADE library. Ramparts does not support batching, but includes noise-growth-estimation based parameter selection. Ciphertext maintenance operations are inserted naively, but a symbolic simulator simplifies the circuit by applying sub-expression elimination, constant folding, and partial evaluation (e.g., loop unrolling, function inlining). Ramparts is not publicly available. Therefore, we were unable to include it in our experimental evaluation. However, Rampart’s evaluation compares it against Cingulata and a baseline using PALISADE directly. The evaluation showed significant performance benefits compared to Cingulata; however, in exchange, Ramparts is limited to programs that can be expressed as polynomial functions and the symbolic evaluation approach significantly increases compilation times.

G. nGraph-HHE

The nGraph-HHE framework, proposed by Boemer et al. [75] in 2019, is based on Intel’s nGraph ML compiler [76] and translates standard TensorFlow computations into arithmetic circuits in BFV or CKKS using the SEAL library. It enables inference on pre-trained models over encrypted inputs, applying FHE-specific optimizations (e.g., constant folding, SIMD-packing, and graph-level optimizations such as lazy rescaling and depth-aware encoding), and run-time optimizations (e.g., bypassing special plaintext values). However, it inserts rescaling operations naively and requires the user to define the parameters. In subsequent work [24], nGraph-HHE was extended to support non-polynomial activation functions. However, these are computed in an interactive protocol with the client, which introduces significant latency and is out of scope for our study. nGraph-HHE is available under the Apache License v2.0 and includes examples and documentation.

H. SEALion

The framework SEALion, proposed by Van Elsloo [68] in 2019, exposes a custom Python API for specifying ML models, which are trained using TensorFlow. SEALion then enables inference over encrypted data using arithmetic circuits in BFV using the SEAL library. SEALion supports batching to increase inference throughput by performing inference over multiple data simultaneously but does not consider non-trivial batching optimizations. Further, it features automatic parameter selection using a heuristic search algorithm to find an optimal parameter set. However, it inserts ciphertext maintenance operations naively and does not consider depth-reducing optimizations. SEALion is not currently publicly available; however, the authors shared their implementation with us, and the code includes well-commented examples.

VII. Experimental Evaluation

In the following, we present our experimental evaluation, where we investigate FHE compilers in more detail. We use these tools to implement and benchmark selected case study applications. This allows us to provide an in-depth analysis of their usability and expressiveness in practice, and to compare the performance characteristics of current FHE compilers.

Since there are no standardized benchmarks for FHE, comparing performance across tools is generally difficult without implementing a task in a variety of tools. Motivated by that, we selected three applications that represent different domains of FHE-based computation. Each is designed to showcase complex issues arising when working with FHE, yet also remain simple and easy to reproduce across tools. First, we present a risk score calculation that requires comparisons and, therefore, binary circuit emulation. While simple, this represents a class of heavily branched programs that is common in traditional programming but hard to express in FHE. Second, we consider a statistical $\chi^2$-test, in a formulation that simplifies it to polynomial functions over integers. This represents a variety of interesting analysis methods that are ill-suited to FHE by default but can be reformulated or approximated to allow efficient implementations. We focus only on the core computation, however in practical deployments, this would probably be preceded by a homomorphic aggregation over user data. Finally, we consider machine learning, specifically neural network inference for a range of network architectures. We evaluate a range of increasingly complex models and show how commonly used architectures are adapted for FHE.

In our evaluation, we consider three dimensions: usability, expressiveness, and performance. We start by describing each application in detail, then report on the process of implementing these applications in the different tools, highlighting strengths and challenges. Where required, we describe adjustments made to the applications due to limits in expressiveness. Finally, we present our benchmarking results and highlight the impact of specific techniques or optimizations.

A. Applications

1) Cardio: The cardio risk factor assessment (cardio) application computes a score representing a patient’s risk of cardiac disease. The application takes metrics such as age, gender, weight, drinking habits and smoking behavior where some are integer-valued and others boolean flags as input. As illustrated in Listing 1, the computation consists of a series of simple rules over the inputs that use comparisons and boolean operators. The algorithm is derived from an implementation in [77]. Due to its reliance on comparison operations, the program requires emulation using binary circuits.
Listing 1: The Cardio application.

+1 if man && age > 50 years
+1 if woman && age > 60 years
+1 if smoking
+1 if diabetic
+1 if high blood pressure
+1 if HDL cholesterol < 40
+1 if weight > height-90
+1 if daily physical activity < 30
+1 if man && alcohol cons. > 2 glasses/day
+1 if !man && alcohol cons. > 2 glasses/day

We encode the inputs as 8bit numbers and encrypt them at the client-side. The server receives the encrypted data, computes the risk score, and returns the encrypted score back to the client. While the inputs are obviously sensitive information, the cardio risk assessment algorithm is public and could easily be calculated client-side. However, it is easy to imagine other applications where a service provider might not want to share the algorithm with the client. For example, similar algorithms are still widely used for risk assessment or fraud detection, and knowledge of the criteria considered makes it easier to circumvent these checks. For simplicity, we omit the noise flooding required to provide (practical) circuit privacy in our example.

2) Chi-Squared Test: \( \chi^2 \) or chi-squared tests are common statistical tests. For our application, we specifically consider Pearson’s Goodness-of-Fit test as it can be used to test for deviation from the Hardy-Weinberg equilibrium in Genome-Wide Association Studies (GWAS).

We split the computation into a polynomial part on the server and a final set of divisions on the client, as proposed by Lauter et al. [47]. First, the server receives the encrypted genotype counts \( N_0, N_1, N_2 \), then it computes \( \alpha = (4N_0N_2 - N_1^2)/2, \beta_1 = 2(2N_2 + N_1)^2, \beta_2 = (2N_0 + N_1)(2N_2 + N_1), \beta_3 = 2(2N_2 + N_1)^2 \) and returns the encrypted results to the client. Decrypting these, the client can compute the test statistic as \( X^2 = \frac{N}{\beta_2}(\frac{N_1^2}{\beta_1} + \frac{N_0N_2}{\beta_3}) \). This transformation introduces some slight leakage of intermediate values but in return enables an application that would otherwise be infeasible. A more realistic deployment scenario would most likely first see the server calculate the genotype counts over an encrypted genomic database. While this application is comparatively simple, it is nevertheless practically relevant as seen by its application to genomic studies. Additionally, its simplicity allows us to focus more clearly on the overheads introduced by each tool.

3) NN Inference: The neural-network inference application demonstrates FHE’s capabilities for privacy-preserving machine learning. Specifically, we consider inference (or prediction) on a simple image recognition task, i.e., recognizing handwritten digits from the MNIST dataset [78]. MNIST is a common benchmark in machine learning applications and can be solved effecitively by many techniques. In MNIST, individual inputs are \( 28 \times 28 \) pixel images containing a single handwritten digit. First, the network is trained over a large number of plaintext images. Later, a client submits an encrypted input and the model owner returns the encrypted prediction. This guarantees the privacy of the input and gives strong practical protections for the privacy of the model. When only the model parameters, but not the general architecture, need to be protected, formal circuit privacy is not required.

B. Implementation Considerations

In this section, we explain our selection of tools for each application and briefly discuss implementation challenges we faced. A more detailed documentation of our implementations and design choices is available in our online repository [https://github.com/MarbleHE/SoK].

1) Cardio: The cardio risk factor assessment requires computing several comparisons between integers, which are hard to approximate polynomially and therefore require binary circuit emulation. As a baseline, we implemented the programs manually in SEAL and TFHE. Since EVA targets CKKS, which is less well suited to binary emulation, we do not consider it here. The Cingulata and E\(^3\) compilers, on the other hand, support binary plaintext spaces natively.

In SEAL and TFHE, we needed to manually implement binary adders and comparators. This is significantly easier in TFHE, where multiplicative depth is not a concern and a simple ripple-carry-adder is sufficient. Therefore, our optimized TFHE implementation merely improves the final summation of risk factors by using a tree of adders. While our naive SEAL implementation also uses a ripple-carry-adder, we also implemented an optimized version where we implemented a Sklansky-adder, which trades off additional operations for lower depth. In the optimized version, we also made heavy use of in-place and plaintext-ciphertext versions of the homomorphic operations, simplified expressions as much as possible, and manually determined optimal parameters. Finally, we implemented an optimized batched variant, which required significant changes to the computation structure, i.e., transforming all ten conditions into the form \( a \&\& b < c \) by introducing dummy values and operations.

Cingulata makes the implementation significantly more straight-forward as it contains built-in circuits for common operations such as addition, multiplication, and comparisons. Therefore, the program is virtually identical to its plaintext counterpart. However, the compilation process is complex, and the interactions between the compiler and runtime system are not well documented. This made it hard to integrate the different multi-depth reduction techniques available, and it required significant amounts of trial-and-error to determine, e.g., how Cingulata differentiates between secret and plaintext inputs in the circuits it generates.

E\(^3\) offers a similar and even arguably more powerful API than Cingulata. For example, it supports both binary and arithmetic plaintext spaces and can switch ciphertexts between them. In a similar vein, very few changes were needed to re-target our SEAL (BFV) implementation to TFHE (CGGI). However, an initial lack of documentation and very long compile times made developing and debugging applications difficult. While E\(^3\) features some support for batching, this is quite limited. Specifically, it does not include rotation operations that are essential to fully express the program's
batched version. Therefore, the $E^3$ batched version remains somewhat incomplete.

2) Chi-Squared Test: The Chi-Squared test, at least as re-formulated in our application, uses only addition and multiplication over integers, making it ideally suited for integer-based FHE schemes. Nevertheless, we also consider implementations targeting binary emulation for comparison. We manually implemented the application in SEAL, targeting the BFV schemes and an integer plaintext space. In our optimized version, we manually select optimal parameters, use in-place operations where possible and reuse common sub-expressions. Our manual implementations in SEAL closely match the mathematical description as all operations are native operations. Nevertheless, both the naïve and the optimized implementation required over 100 lines of code. Our TFHE-based manual implementations additionally required implementing a binary adder and multiplier to support the computation, resulting in several hundred lines of code. EVA, in contrast, allowed us to easily express the same computation in around a dozen lines of code. While the EVA implementation targets CKKS, the precision is sufficient to ensure that, when rounding back to integers, the result perfectly matches the other BFV/integer-based implementations. While Cingulata supports the BFV scheme, it only supports binary plaintext spaces. Therefore, it must also emulate integer multiplications using binary circuits. However, since it hides the complexity of generating efficient circuits from the user, this matters only for performance, not for usability. Both Cingulata and $E^3$ can target integer-based BFV and binary CGGI with minimal changes required. Note that batching this application would be trivial but only impacts throughput, not latency, and is therefore omitted.

3) NN-Inference: The MNIST problem is comparatively easy to solve, with simple approaches easily achieving more than 90% accuracy and even small neural networks achieving around 95% accuracy. State-of-the-art networks achieve up to 99.5% test accuracy. However, increasing accuracy quickly requires exponentially more complex models. In our evaluation, we used three different model architectures of increasing complexity. First, we used a simple Multi-Layer Perceptron (MLP) as a baseline, i.e., two fully connected layers with a non-linear activation. Next, we consider a more complicated Convolutional Neural Network (CNN), specifically the Cryptonets architecture [79] designed specifically for FHE, which consists of 5 layers and two activations. Finally, we also evaluated a LeNet-5-like [80] network, which is a significantly more complex design and more representative of networks used to solve challenging tasks in practice. This network consists of 7 layers and three activations. We use a technique from [67] and learn a degree-two polynomial approximation of the ReLU activation function during training.

SEALion and nGraph-HE focus exclusively on machine learning inference, directly using TensorFlow programs or TensorFlow-like programs as their inputs. While SEALion can currently only express a simple MLP network, nGraph-HE seems to support the full TensorFlow feature set. Both make FHE-based development nearly as easy as working with standard TensorFlow. While EVA does not directly support machine learning tasks, the CHET tool can be re-targeted to EVA, and we consider an EVA program for a LeNet-5 model generated by CHET, in addition to a manually implemented MLP. We complemented the comparison between the tools with a baseline implementation of an MLP in SEAL, using the CKKS scheme and manually implementing matrix-vector-product optimizations from [43], which required significant engineering effort.

C. Effects of Optimizations

This section presents the results of our benchmarks, with a particular focus on the effect that automation and optimization have on runtime. All benchmarks run on an AWS instance (m5n.xlarge), equipped with 4 vCPUs and 16 GB RAM. The reported results are mean values computed over 10 test runs.

1) Cardio: In Figure 2, we report the run time for the cardio risk factor assessment application in different setups. We see a large span of results, between less than 5 seconds for the manual optimized implementation and over three minutes for the slowest tool-generated implementations. $E^3$ seems to introduce significant overheads, even when compared to naïve implementations targeting the same library. Cingulata’s BFV implementation (CinguBFV) seems considerably slower than SEAL’s, but we can still observe the effect of the different depth-reduction approaches, with multi-start (E) cutting computation time in half. Comparing our manual implementations, we see both of our TFHE implementations outperforming the naïve and (non-batched) optimized SEAL implementation as expected. Cingulata’s TFHE implementation actually further outperforms our manually optimized TFHE implementation, even when our manual program uses fewer gates. This speedup might be due to better memory management or due to slightly different TFHE environments. However, by far the best performance is achieved when using batching in SEAL, even though this application is inherently binary-based and ten conditions are a relatively small number to batch in the context of FHE.

2) Chi-Squared Test: In Figure 3 we present the runtimes for the chi-squared test application, using a logarithmic scale due to the large range of values. We contrast manually- and tool-generated implementations targeting SEAL and TFHE and compare this against Cingulata’s implementation targeting the built-in BFV implementation. The manually optimized SEAL implementation and EVA-generated implementation outperform the others by a large margin, requiring less than a second. With 16.46s, a slowdown of more than 10×, the E3 program targeting SEAL is significantly slower, but the overhead compared to the naïve solution is negligible. Meanwhile, Cingulata targeting CinguBFV suffers from both using binary emulation unnecessarily and a generally slower BFV implementation. Since the program already has minimal depth, we omit a discussion of the different depth-reduction heuristics here. Similarly, our TFHE optimizations seem to have no positive effect on this simple program, while Cingulata is again faster per-gate in TFHE, possibly due to configuration differences. Finally, we note that the TFHE implementation
Figure 2: Runtime of the cardio benchmark. We group compiler generated and manually optimized naive programs by the FHE implementation they target. For CinguBFV, we consider circuits using different depth-optimization approaches (A: baseline, B: ABC, C: Lobster, D: Cingulata, E: Multi-Start). * indicates batching was used.

Figure 3: Runtime of the chi-squared test benchmark using a logarithmic scale. We group compiler generated, optimized and naive programs by the FHE implementation they target.

generated by E3 is around 9× slower than native implementations, which are already non-competitive compared to integer-based solutions. In combination with the cardio benchmarking results, this indicates that E3 generates binary adder/multiplier circuits inefficiently when using binary emulation.

3) NN Inference: We present the evaluation results for the neural-network inference task in Figure 4, reporting latency, i.e., the time to run encrypted prediction on a single image. Note that SEALion and nGraph-HE use SIMD-style batching to achieve higher throughput at the same latency. For nGraph-HE, it was not possible to provide individual sub-timings, as key-generation, encryption, and decryption are invisible to the application code. We first compare our manual implementation of an MLP both directly in SEAL and using EVA against the same network architecture implemented in SEALion and nGraph-HE, which offer much higher-level interfaces. All models achieved around 95% accuracy, nearly identical to their plaintext equivalents. Note that for SEALion, the overall runtime is artificially inflated because the tool encrypts the input against a range of possible parameter sets instead of only the targeted one. Taking this into account, we can see that despite us implementing several optimization techniques from the literature, the higher-level tools clearly outperform the manual implementation. In the case of SEALion, this appears to be due to automatic sparsification, which reduces the network’s size. Finally, we explored more complex models using nGraph-HE and EVA, using CHET-generated programs for the latter. The Cryptonets CNN architecture significantly increases accuracy (to 98%) at a minimal increase in computation cost. However, achieving state-of-the-art network performance (99+%) requires a considerably more complex LeNet-5-like network, which takes around 13 seconds to run using EVA and more than two minutes using nGraph-HE.

VIII. DISCUSSION

In this section, we discuss some key questions in the space of FHE and FHE tools:

A. What applications can be developed using FHE today?

While FHE can be practical for a wide variety of applications, there remain many applications that are not yet feasible using FHE. Applications that make sense for FHE generally feature a client-server scenario where both the input data and the algorithm need to be kept private. In addition, there are practical limits to the complexity of the applications that can be outsourced. As a very rough heuristic, computations that take more than a few hundred milliseconds without FHE are unlikely to be practical once translated into FHE as of today. However, this very much depends on the application scenario. Generally, online computations where immediate feedback is expected are more challenging. For example, face recognition applications at an airport might tolerate a few seconds of delay at most. On the other hand, offline tasks like computing statistics over the results of a year-long medical study can be considered practical even if taking considerable time.

For non-expert users, the range of applications that can be realized in practice also depends significantly on the available tools. Using libraries like SEAL, PALISADE, or HElib makes it easy to implement simple computations that can be expressed as low-degree polynomials (e.g., the modified \( \chi^2 \) test), and tools like nGraph-HE enable novice users to easily implement linear ML models, simple statistics, and neural network inference. For more experienced users, this question becomes increasingly difficult to address in general terms. The implementation challenges we describe for our
case studies show that application complexity and FHE implementation complexity do not necessarily correlate. Finally, some applications require modifications or extensions of the underlying cryptographic primitives. These include computations that require switching between different schemes or between FHE and MPC homomorphically. Many applications can already be solved practically using these or other novel programming paradigms. Frequently, success in implementing an efficient FHE-based solution for an application depends less on the performance of the underlying FHE tools but on how the application is translated. Exploiting the advantage of SIMD-batching, e.g., using EVA, requires designing heavily vectorized programs for a setting with significantly more restrictions than, e.g., AVX vector instructions. In addition, many applications become feasible only after slight modifications, e.g., using polynomial approximations or rewriting expressions so that hard-to-compute operations (e.g., square roots) are delayed until the end to allow them to be performed client-side after decryption. By presenting these paradigms more clearly and targeting an audience beyond the crypto community, the set of applications that developers can expect to realize successfully using FHE will expand significantly.

B. When to use which of the FHE tools?

Given the choice of different tools that each present slightly different features and strengths, selecting the appropriate tool for a given application can be non-trivial. However, not all tools that can implement a solution are necessarily suitable choices, as demonstrated in our evaluation. Current tools generally excel at specific workloads or application domains, and here we try to provide some recommendations for tools to consider for common application scenarios.

For generic applications that compute non-polynomial functions or require binary emulation, there are multiple options with different tradeoffs. If working primarily with integers, the programmable bootstrapping offered by the concrete library is an obvious choice. While compilers like Cingulata (CinguBFV) or E$^3$ are easier to work with, the performance overhead they introduce might be unacceptable for many applications. For applications requiring a true binary plaintext space, Cingulata (TFHE) is most likely the easiest approach.

For applications that compute (polynomial) statistics over large amounts of data, we recommend the EVA compiler targeting CKKS for applications requiring approximate numbers. If working with integers only, we recommend working directly with the SEAL library targeting BFV, since BFV is less complex to work with and current compilers targeting it introduce significant slowdowns. The batching offered by these schemes can be a natural fit when computing aggregate statistics or retrieving information from encrypted databases.

For applications that involve or use machine learning inference, the recommended approach depends on the complexity of the used ML model. Where training a model with polynomial activation functions produces sufficient accuracy, we recommend using the nGraph-HE compiler targeting the CKKS scheme. nGraph-HE supports virtually all TensorFlow features, including the Keras model definition API, making it trivial to port existing models. In addition, nGraph-HE offers excellent performance that can easily outperform even a fairly involved manual implementation. Where deeper/recursive networks or standard activation functions (e.g., ReLU) are required to achieve the desired accuracy, the programmable bootstrapping functionality offered by the concrete library makes it the most suitable choice. However, this will require significantly more engineering effort as there are currently no higher-level compilers targeting concrete.

C. Where should FHE tools go from here?

Both FHE compilers and libraries remain complex to use, and there are obvious low-hanging fruits in terms of usability that include better documentation and more extensive examples. In addition, there is a general lack of interoperability, not just technically but also conceptually. For example, even libraries implementing the same scheme can offer surprisingly different APIs. The ongoing standardization efforts are trying to create a unified view of the most popular schemes, including standardized APIs for the most common operations. However, this does not address the various extension of the API, e.g., optimizations for squaring rather than multiplying or performing operations in-place. This would be solved ideally by introducing a common intermediate representation language that compilers can target and libraries can implement.

The existing tools have successfully reduced the complexity of working with complex FHE schemes. There is a large choice of libraries providing secure and efficient implementations of current schemes. In addition, compilers have emerged that make it significantly easier to realize computations efficiently, e.g., by automatically choosing parameters or inserting ciphertext maintenance operations. However, this still leaves the user with the significant challenge of translating an application into an appropriate FHE computation in the first place. For example, tools could automatically vectorize iteratively written programs or offer suggestions on aspects of the computation that would be beneficial to extract to the client-side.

Finally, it is worth noting that we have considered only FHE tools in our analysis and discussion. However, real-world problems are frequently complex and require a combination of techniques, including FHE, Multi-Party Computation (MPC), and Zero-Knowledge Proofs (ZKP). In the long term, the secure computation community could gain tremendously by considering these problems more holistically and building tools that support a wider range of techniques.
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In this appendix, we briefly introduce the notion of FHE and outline three important modern schemes. We focus primarily on aspects relevant to FHE application developers, i.e., plaintext spaces, encodings, and aspects that impact performance.

A. Fully Homomorphic Encryption

A homomorphic encryption scheme is a (most frequently public-key) encryption scheme where there exists a homomorphism between operations on the plaintext and operations on the ciphertext:

\[ \text{Dec}(\text{Enc}(x + y)) = \text{Dec}(\text{Enc}(x) \oplus \text{Enc}(y)) \]

where + and \( \oplus \) are operations over the plaintext and ciphertext space, respectively. A fully homomorphic encryption scheme is one that is homomorphic in regards to both addition and multiplication. We omit a more formal treatment here and instead refer to [11] for a formal definition, including several constraints that apply to exclude trivial constructions.

Addition and multiplication allow us to compute any polynomial function over the encrypted data but many frequently-used functions like comparisons or sorting are non-polynomial, i.e., cannot (easily) be expressed as polynomial functions. However, multiplication and addition in \( \mathbb{Z}_2 \) can be used to emulate AND- and XOR-gates, respectively. Together with memory, this is Turing-complete, i.e., one can emulate arbitrary computations [81].

B. FHE Schemes

We briefly introduce three of the most widely used homomorphic encryption schemes.

1) CGGI: The Chillotti-Gama-Georgieva-Izabachene scheme [38], [39] is part of a third generation of FHE schemes based on the Gentry-Sahai-Waters (GSW) scheme [37]. More commonly known as TFHE, we refer to it here by the author initials in order to avoid confusion with the TFHE library.

In CGGI, the plaintext and ciphertext space \( T \) is a group of polynomials (modulo some irreducible polynomial) of degree up to \( n - 1 \) over the torus \( \mathbb{T} = \mathbb{R}/\mathbb{Z} \) (i.e., the real numbers \( \mod 1 \)). The message space is generally chosen so that the computation emulates binary circuits and homomorphic addition becomes \( \text{XOR} \) and multiplication becomes \( \text{AND} \). Since \( T \) is not a ring, it supports addition but has no native multiplication operation. However, multiplications are defined between GSW ciphertexts and ciphertexts in \( T \). This is used to perform multiplications and non-linear operations over ciphertexts in \( T \) during the bootstrapping process, by encrypting the bootstrapping key as a GSW ciphertext. Multiplications between ciphertexts in \( T \) are realized as one specific type of such a non-linear transformation applied during bootstrapping. In this gate-booststrapped version of the scheme, every non-linear gate therefore inherently includes bootstrapping.

Chillotti et al. also show how to construct a MUX gate that selects between two ciphertexts in \( T \) dependent on a GSW ciphertext and introduce efficient designs for Look-Up-Tables (LUTs). Finally, they show how to use weighted Finite
Automata to emulate binary multiplication [82]. However, these techniques are not implemented in the TFHE library.

2) BFV: The Brakerski/Fan-Vercauteren scheme is a second-generation scheme. Fan and Vercauteren [32] ported a scheme by Brakerski [33] to the ring-LWE domain and improved its performance. In BFV, the plaintext space \( R_t \) is a ring of polynomials (modulo some irreducible polynomial) of degree up to \( n - 1 \) with coefficients in \( \mathbb{Z}_t \). Note that for \( t = 2 \), we are in the binary circuit setting. Messages \( m \in \mathbb{Z}_t \) can be encoded into this plaintext space as a constant polynomial \( f(x) = m \). However, this is inefficient as only one of \( n \) coefficients is utilized. Simply encoding messages into additional coefficients raises issues when performing computations: while polynomial additions work coefficient-wise, multiplications combine different coefficients in undesired ways. Instead, one can achieve SIMD-style batching via the Chinese Remainder Theorem [34]. By choosing \( n = \prod_{i=0}^{k} n_i \), a degree-\( n \) polynomial can be reinterpreted as the multiplication of \( k \) lower-degree polynomials. Using this technique, \( k \) messages can be packed into a single plaintext, where \( k \gg 1000 \) in practice, while maintaining meaningful semantics. Automorphisms additionally enable homomorphic rotations of the elements [35].

The ciphertexts, meanwhile, are made up of at elements from \( R_q \), which has the same structure as \( R_p \), but with a different coefficient modulus \( q \). Each ciphertext consists of at least two elements, i.e., \( c = [c_0, c_1] \). These polynomials \( c_i \) themselves be interpreted as coefficients of a polynomial \( C(X) \). Homomorphic addition and multiplication between ciphertexts correspond to addition and multiplication between the \( C(X) \)'s, respectively. As a consequence, the result of a multiplication is a quadratic polynomial, i.e., a ciphertext with three elements \( c = [c_0, c_1, c_2] \). During further multiplications the noise term would first become squared, then cubed, etc. growing excessively. Therefore, BFV and similar schemes introduce a relinearization procedure to transform ciphertexts back to linear form. We omit a description of bootstrapping and instead note that BFV is more commonly used in leveled mode where the parameters are chosen sufficiently large to complete the computation without bootstrapping.

In CKKS, the logical message space is \( \mathbb{C}^n \), i.e., vectors over the complex numbers, although most applications use only the real part. The plaintext space \( R \) is a ring of polynomials (modulo some irreducible polynomial) of degree up to \( n - 1 \) with coefficients in \( \mathbb{Z} \). Given a scaling factor \( \Delta \in \mathbb{R} \), we represent \( m \in \mathbb{R} \) as \( m' = \lfloor \Delta m \rfloor \in \mathbb{Z} \). For brevity, we skip a description of the encoding of such representations into a plaintext polynomial and simply note that the encoding introduces small additional approximation errors. During encryption, noise is intentionally introduced, but this noise overlaps with the least significant bits of the plaintext. Therefore, the approximation error and noise are treated as one, and rather than suddenly losing the message when the noise reaches a threshold, we gradually lose accuracy.

Like in BFV, ciphertexts in CKKS are arrays of elements \( c_i \in R_q \) and multiplications require relinearization. However, different to BFV, the noise \( e \) grows quadratically with each subsequent multiplication. After \( \ell \) multiplications, it has grown to \( e^{2\ell} \) and a modulus \( q \approx e^{2}\Delta \) would be required to decrypt the resulting ciphertext correctly. Instead, one can scale the ciphertext down by a factor \( \omega \), i.e., go from \( R_q \) to \( R_{q/\omega} \). This is known as rescaling and is similar to the modulus switching operation in the Brakerski-Gentry-Vaikuntanathan (BGV) scheme [31] but rescaling also affects the plaintext.

Using rescaling, a modulus of size \((\ell + 1)\omega e \) suffices to evaluate \( \ell \) subsequent multiplications. During this operation, the plaintext encrypted in the ciphertext is also effectively rescaled to \( \Delta' = \lfloor \Delta/\omega \rfloor \). Choosing \( q = \Pi_{i=0}^{\ell} q_i \), where \( q_i \) are roughly equally sized primes improves both performance [85] and, by setting \( \omega = q_i \), ensures a (nearly) constant scale throughout the computation.