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We consider a system where an optical cavity mode is parametrically coupled to a mechanical oscillator. A laser beam driving the cavity at its resonance frequency will acquire red- and blue-shifted sidebands due to noise in the position of the mechanical oscillator. In a classical theory without noise in the electromagnetic field, the powers of these sidebands are of equal magnitude. In a quantum theory, however, an asymmetry between the sidebands can be resolved when the oscillator’s average number of vibrational excitations (phonons) becomes small, i.e., comparable to 1. We discuss the interpretation of this sideband asymmetry in a heterodyne photodetection measurement scheme and show that it depends on the choice of detector model. In the optical regime, standard photodetection theory leads to a photocurrent noise spectrum given by normal and time-ordered expectation values. The sideband asymmetry is in that case a direct reflection of the quantum asymmetry of the position noise spectrum of the mechanical oscillator. Conversely, for a detector that measures symmetric, non-ordered expectation values, we show that the sideband asymmetry can be traced back to quantum optomechanical interference terms. This ambiguity in interpretation applies not only to mechanical oscillators, but to any degree of freedom that couples linearly to noise in the electromagnetic field. Finally, we also compare the quantum theory to a fully classical model, where sideband asymmetry can arise from classical optomechanical interference terms. We show that, due to the oscillator’s lack of zero point motion in a classical theory, the sidebands in the photocurrent spectrum differ qualitatively from those of a quantum theory at sufficiently low temperatures. We discuss the observable consequences of this deviation between classical and quantum theories.

I. INTRODUCTION

In canonical cavity optomechanics, the frequency of an optical cavity mode is linearly dependent on the position of a mechanical oscillator. Light trapped in the optical cavity can then be used not only to measure the position of the mechanical oscillator, but also to influence its motion. This turns out to be a very useful tool for studying large scale mechanical systems in the quantum regime [1, 2]. Similar physics can be realized in electromechanical systems where microwave resonators in superconducting circuits take the role of optical cavities and lasers are replaced by signal generators. The study of opto- and electromechanical systems can for example lead to technological advances within sensing or signal processing [3], but it is also a promising route towards confirming or ruling out deviations from standard quantum theory [4, 5].

The motion of a mechanical oscillator is typically dominated by thermal noise even in a cryogenic environment, unless the oscillator’s resonance frequency is very large. To remove thermal excitations, a useful tool is the technique of cavity-assisted sideband laser cooling. Beyond the atomic scale [6], this technique was first used, both in electromechanical [7] and optomechanical [8] systems, to cool a particular mechanical mode of micrometer scale structures close to the ground state. Recently, similar results have been achieved with more massive systems such as thin dielectric membranes with transverse dimensions on the millimeter scale [9–11].

In addition to cooling, light or microwaves can also be used to confirm that a mechanical oscillator has in fact been cooled to the quantum regime. To see this, let us imagine that a probe laser beam is sent into the optical cavity. The motion of the mechanical oscillator leads to sidebands in the light leaking out of the cavity. The sideband frequencies are one mechanical frequency above and below the probe beam’s frequency. Let us further assume that the probe beam frequency is equal to the cavity mode’s resonance frequency. In a fully classical theory in which the electromagnetic field and the laser has no noise, these sidebands are then of equal strength. However, in a quantum theory [12, 13], the ratio between the fluxes of blue- and red-shifted light is given by $\tilde{n}_{th}/(\tilde{n}_{th} + 1)$, where $\tilde{n}_{th}$ is the mechanical oscillator’s average number of excitations (i.e., phonons). This sideband asymmetry can thus be used to determine the mechanical oscillator’s effective temperature.

It can be challenging to filter out these sidebands from the carrier frequency in order to measure the individual sidebands. However, this is not necessary, as the technique of heterodyne detection can be used to address the individual sidebands in the Fourier domain. Khalili et al. [14] and Weinstein et al. [15] have discussed the interpretation of sideband asymmetry measured using this technique. In these works, it was claimed that sideband asymmetry in heterodyne detection originates from the oscillator’s response to quantum noise in the electromagnetic field, or in other words, from correlations between quantum noise and the mechanical oscillator position. This was contrasted with measurements of sideband asymmetry by direct photodetection of the filtered sidebands, in which the asymmetry can be traced back to the mechanical oscillator’s intrinsic quantum noise [15]. Nevertheless, in standard quantum theory, one finds the magnitude of the sidebands and their asymmetry to be the same in both interpretations. One could thus argue that this issue is of no scientific interest as the two interpretations cannot be distinguished experimentally, although this assumes a priori that standard quantum theory is correct.

The fact that sideband asymmetry can arise from the oscillator’s response to noise in the electromagnetic field is perhaps
a cause for concern, since asymmetry can originate not only from quantum noise, but also from classical noise [16, 17]. Classical noise in the electromagnetic field can sometimes be ruled out with the use of sufficiently high quality detectors and by filtering of laser noise. However, if an accurate noise characterization cannot be made, one might worry that sideband asymmetry cannot be interpreted as a signature of the quantum nature of the mechanical oscillator. It should be mentioned that other techniques for measuring an oscillator’s quantum zero point motion are possible, for example by introducing a nonlinear resource [18]. That being said, sideband thermometry of the kind we have discussed is likely to be the first and easiest choice in many setups and will probably be extensively used also in future experiments. A detailed study of this measurement technique is therefore in order.

In this article, we first examine the interpretation of sideband asymmetry with heterodyne detection in a bit more detail than in Refs. [14, 15]. We will show that the interpretation of the asymmetry depends on the model used for the detector, and thus it requires a detailed knowledge of the measurement process. We study two different detector models for calculating the heterodyne spectrum, one defined from symmetrized expectation values and one defined from normal and time ordered expectation values. The difference in interpretation is closely related to the older discussion of whether photocurrent shot noise is a result of the photodetection process itself or whether it comes from quantum noise in the electromagnetic field. Carmichael gave an illuminating discussion of this issue in Ref. [19]. Spontaneous emission provides another example of how interpretation can depend on operator ordering [20].

Specifically, we study the optical regime where heterodyne detection is performed by linearly combining the light from the cavity with a detuned local oscillator, for example by using a beam splitter, before detection in a photomultiplier. In this case and in the absence of classical electromagnetic noise sources, we will show that it follows from standard photodetection theory that the sideband asymmetry in the photocurrent spectral density can be explicitly expressed in terms of the quantum asymmetry of the noise spectrum of the mechanical oscillator’s position. In fact, unlike in the analyses of Refs. [14, 15], correlations between quantum noise and mechanical oscillator position cannot contribute to the photocurrent spectrum in this setup, since a photomultiplier cannot detect quantum vacuum noise. We note that this result is not specific to mechanical oscillators, but applies to any degree of freedom that couples linearly to vacuum fluctuations of the electromagnetic field.

We also address the question of whether a classical interpretation of the sideband asymmetry is always possible in cases where classical noise in the electromagnetic field cannot be ruled out. We find that, while a classical model that gives the right amount of asymmetry can always be constructed, the sidebands themselves are qualitatively different in quantum and classical theories below a certain temperature. In a quantum theory, the height of the blue sideband is proportional to $n_{\text{vac}}$, and hence always positive. On the other hand, in a classical theory where the oscillator does not have zero point fluctuations, the blue sideband height can become negative, i.e., the sideband peak turns into a dip. We discuss observable consequences of this that can potentially be used to rule out a classical theory. However, we also point out that since classical electromagnetic field noise sets a lower limit on the effective temperature of the mechanical mode that is attainable by laser cooling, the deviation between classical and quantum theories would only be observable if the oscillator is cooled by other means of cooling than laser cooling.

The detection method we have described and that we will analyze below have been used in the experiments reported in Refs. [9–11, 16, 21]. An alternative method consists of measuring one sideband at a time with different probe beam frequencies [15, 22]. We will not analyze this latter method here, but our general conclusions apply to this situation as well.

We start by discussing signatures of quantum motion in Section II, where we also point out that a negative Wigner distribution is not a necessary requirement for detecting non-classical features. In Section III, we present the experimental situation and the measurements that we will be analyzing. Section IV presents the model we use to describe the optomechanical system. We then derive general expressions for the heterodyne photocurrent using different models for both the electromagnetic field and the detector, which clearly shows how the interpretation of sideband asymmetry differs depending on the model. This is presented in Sections V-VIII. In Section IX, the two detector models are shown to be equivalent in standard quantum theory, and this is used to derive a relation between quantum optomechanical correlations and the asymmetry in the oscillator’s noise spectrum. We then introduce a detailed model for the mechanical oscillator in Section X which is used to derive explicit expressions for the sidebands and their asymmetry in Section XI. Following that, we compare the quantum result with the result of a fully classical theory in Section XII and point out under which circumstances they can differ. Finally, we conclude in Section XIII.

II. SIGNATURES OF QUANTUM MOTION

In this section, we discuss how measurements of the noise spectrum of a mechanical oscillator’s position can be used to conclude that it behaves according to quantum theory [23]. We also discuss how quantum motion can be detected even if the Wigner distribution is everywhere positive.

A. Mechanical oscillator interacting with environment

Let us consider a mechanical oscillator with mass $m$ in a harmonic potential with an associated angular frequency $\omega_m$. We assume that its position $X$ and momentum $P$ can be found from the following equations:

$$\dot{X} = \frac{P}{m} \tag{1}$$

$$\dot{P} = -m\omega_m^2 X - \frac{\gamma_m}{2} P + F.$$
We treat the oscillator’s interaction with its environment in a Markovian approximation [23, 24], leading to an energy damping rate $\gamma_m$, as well as a fluctuating force $F$ on the oscillator. The Markov approximation is usually good in the case of a high-$Q$ oscillator, i.e., when the damping rate $\gamma_m$ is much smaller than the frequency $\omega_m$. This is the case we consider throughout this article.

In classical physics, the position and momentum of a mechanical oscillator are real numbers with definite values at all points in time. In the presence of the noisy force $F$, it is not possible to calculate these definite values for a particular experimental run. The statistical properties of the oscillator can then be described by a phase space probability distribution which depends on the statistical properties of the force $F$.

In a quantum theory, Equations (1) should be interpreted as operator equations, and the position and momentum operators must satisfy the canonical commutation relation

$$[X, P] = i\hbar. \tag{2}$$

For convenience, we introduce the dimensionless variables

$$x = \frac{X}{X_{zpfi}}, \quad p = \frac{P}{P_{zpfi}} \tag{3}$$

by defining the constants

$$X_{zpfi} = \sqrt{\frac{\hbar}{2m\omega_m}}, \quad P_{zpfi} = \sqrt{\frac{\hbar m\omega_m}{2}}. \tag{4}$$

We note that $X_{zpfi}$ is the size of the zero point fluctuations in a quantum theory, meaning that $X_{zpfi}^2 = \langle 0 | X^2 | 0 \rangle$ where $|0\rangle$ is the ground state. Similarly, we have $P_{zpfi} = \langle 0 | P^2 | 0 \rangle$. In terms of the dimensionless variables, Equation (2) translates into $[x, p] = 2i$. Even though the definitions (3) arise naturally in quantum mechanics, we will for convenience also use the dimensionless variables $x$ and $p$ when treating the oscillator classically. In that case, $X_{zpfi}$ ($P_{zpfi}$) can simply be thought of as an arbitrary length (momentum).

In the Markov approximation, the noisy force $F$ can be treated as white noise, i.e., its value at a specific time does not depend on its value at other times. Causality then requires $\langle F(\tau)x(0) \rangle = \langle F(\tau)p(0) \rangle = 0$ when $\tau > 0$, both in the classical and quantum case. Here, $\langle \cdots \rangle$ denotes an ensemble average, i.e., an average over different noise configurations.

### B. Asymmetric noise spectrum

The frequency content of the fluctuations in the mechanical oscillator position can be characterized by the noise spectrum

$$S_{xx}[\omega] = \int_{-\infty}^{\infty} d\tau e^{i\omega\tau} \langle x(\tau)x(0) \rangle. \tag{5}$$

For a classical variable $x$, this noise spectrum must be symmetric in frequency, i.e., $S_{xx}[-\omega] = S_{xx}[\omega]$. This is straightforward to show by changing the time variable $\tau \rightarrow -\tau$ and using time translational symmetry $\langle x(-\tau)x(0) \rangle = \langle x(0)x(\tau) \rangle$. The final step $\langle x(0)x(\tau) \rangle = \langle x(\tau)x(0) \rangle$ is trivial for a classical variable $x$. In quantum mechanics, however, $x$ does not necessarily commute with itself at different times. As a consequence, the spectrum need not be symmetric in frequency.

By using the equations of motion and exploiting the white noise nature of $F$, the noise spectrum defined in Equation (5) can in the limit $\omega_m/\gamma_m \gg 1$ be expressed as

$$S_{xx}[\omega] = \frac{\left|\chi_m[\omega]\right|^2}{2} \left[ \gamma_m \left( \langle x^2 \rangle - \frac{i}{2} \langle [x, p] \rangle \right) - (\omega - \omega_m) \langle [x, p] \rangle \right]$$

$$+ \frac{\left|\chi_m[-\omega]\right|^2}{2} \left[ \gamma_m \left( \langle x^2 \rangle + \frac{i}{2} \langle [x, p] \rangle \right) + (\omega + \omega_m) \langle [x, p] \rangle \right].$$

This is shown in Appendix A. Here, $\{\cdots\}$ is the commutator and we have defined the mechanical susceptibility

$$\chi_m[\omega] = \frac{1}{\gamma_m/2 - i(\omega - \omega_m)}. \tag{6}$$

We note that

$$\left|\chi_m[\pm\omega]\right|^2 = \frac{1}{(\gamma_m/2)^2 + (\omega \mp \omega_m)^2} \tag{7}$$

is a Lorentzian of width $\gamma_m$ centered at the frequency $\pm \omega_m$.

In a thermal state at temperature $T$, we have

$$\langle x^2 \rangle = 2n_{th} + 1, \tag{8}$$

where

$$n_{th} = \frac{1}{e^{\hbar\omega_m/(kB)T} - 1} \tag{9}$$

is the average number of vibrational quanta, i.e., phonons. In the high temperature limit, we get $n_{th} \approx k_B T/(\hbar \omega_m) \gg 1$ and $\langle X^2 \rangle \approx k_B T/(m\omega_m^2)$ in accordance with the classical equipartition principle. Also, for a thermal state, we have $\langle [x, p] \rangle = 0$. This gives the thermal noise spectrum

$$S_{xx}[\omega] = \gamma_m \left( (n_{th} + 1)\left|\chi_m[\omega]\right|^2 + n_{th} \left|\chi_m[-\omega]\right|^2 \right). \tag{10}$$

We see that there is an asymmetry between positive and negative frequencies which is resolvable in the low temperature regime $n_{th} \lesssim 1$. The asymmetry can be traced back to the nonzero commutator in Equation (2) or, equivalently, to the fact that $x$ does not commute with itself at different times.

### C. Quantum motion and the Wigner distribution

The Wigner distribution $W(x, p)$ is one example of a quasiprobability distribution that can be used to calculate expectation values of quantum operators as phase space integrals over real numbers $x$ and $p$, similarly to how expectation values are calculated in classical statistical mechanics. The Wigner distribution for a single oscillator is defined as

$$W(x, p) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dx' e^{ipx'} \left( \frac{x - x'}{2} \right) \left| \frac{x + x'}{2} \right). \tag{11}$$
where $\rho$ is the density matrix. This can be used to calculate expectation values that are symmetric with respect to the order of $x$ and $p$ operators. For example, we have

$$\langle x^2 \rangle = \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dp x^2 W(x, p)$$

(13)

as well as

$$\frac{1}{2} \langle \{x, p\} \rangle = \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dp x \, p W(x, p).$$

(14)

Superficially, this gives the impression that quantum mechanics is nothing more than classical statistical mechanics. However, it is well known that some states have Wigner distributions that are negative in certain regions of phase space, which means that it cannot be interpreted as a probability distribution.

The fact that negativity hinders an interpretation of the Wigner distribution as a probability distribution seems to have led to a widespread belief that it is only states $\rho$ with negative Wigner distributions that are "true quantum states". The idea is that states with everywhere positive Wigner distributions can be described by classical statistical mechanics. This picture is too simplistic, however. In fact, negativity of the Wigner distribution is neither a necessary nor a sufficient condition for the failure of a classical theory [25].

The inadequacy of using negativity of the Wigner distribution as a measure of non-classicality can be illustrated by considering a scenario where non-symmetrized expectation values can be measured. Such expectation values cannot be calculated from a Wigner distribution. Consider for example the commutator $[x, p] = xp - px$ that enters the spectrum in (6). This is clearly not symmetric with respect to the order of $x$ and $p$. In other words, a measurement of the noise spectrum $S_{xx}[\omega]$ effectively measures expectation values that cannot be calculated with the Wigner distribution alone.

We conclude that, with an appropriate detector, it is possible to detect quantum features even if the state has an associated Wigner distribution that is positive at all points in phase space. This is relevant here, because we will be considering a mechanical oscillator in a thermal state (which becomes the ground state in the limit of zero temperature). This type of state has a Gaussian Wigner distribution that is everywhere positive.

III. EXPERIMENTAL SETUP AND MEASUREMENT

A. Setup

We consider an experimental setup as sketched in Figure 1. The frequency of an optical cavity mode depends linearly on the position of a mechanical oscillator. The optical mode is driven by a laser beam at (angular) frequency $\omega_d$ for the purpose of measuring the mechanical oscillator position. In a real experiment, an additional laser drive can be present for the purpose of cooling the mechanical oscillator mode. However, since we are only concerned with the detection part here, we can safely ignore the presence of other drives addressing other cavity modes.

Measurements are performed on the light leaking out of the cavity, which contains information about the mechanical oscillator. The theory we present can be applied both to setups where measurements are performed in transmission (as in Figure 1a) and setups where measurements are performed in reflection (as in Figure 1b). We also emphasize that our theory is not limited to a Fabry-Pérot type cavity as in Figure 1, but is for example also valid for a photonic crystal cavity [22] or a microtoroidal cavity [26]. One should, however, note that if such cavities are driven via evanescent coupling to an optical fiber, measurement in transmission (reflection) is then described by what we here call measurement in reflection (transmission).
B. Measuring the heterodyne spectrum

The light from the cavity is combined with a local oscillator beam at frequency $\omega_{lo}$ before detection in a photomultiplier. We imagine that the current $i(t)$ generated in the photomultiplier is recorded for a sampling time $T_s$. This measurement record $i(t)$ is then obviously a classical variable. The windowed Fourier transform [23] of the current can be defined as

$$i_{T_s}[\omega] = \frac{1}{\sqrt{T_s}} \int_{-T_s/2}^{T_s/2} dt \, e^{i\omega t} i(t). \tag{15}$$

This can be used to calculate the spectral density of the photocurrent, defined as

$$S[\omega] = \lim_{T_s \to \infty} |i_{T_s}[\omega]|^2. \tag{16}$$

The bar indicates an ensemble average, i.e., an average over many measurements of the absolute square of $i(t)$. In practice, one might only use one measurement record $i(t)$ with a large sampling time $T_s$ and assume ergodicity, i.e., that time and ensemble averages are equivalent.

The Wiener-Khinchin theorem states that

$$S[\omega] = \int_{-\infty}^{\infty} d\tau \, e^{i\omega \tau} G_{ii}(\tau) \tag{17}$$

with the time-averaged autocorrelation function

$$G_{ii}(\tau) = \lim_{T_s \to \infty} \frac{1}{T_s} \int_{-T_s/2}^{T_s/2} dt \, i(t+\tau) i(t). \tag{18}$$

The integrand in Equation (18) is an ensemble average over the product of the classical measurement record $i(t)$ at two different times. The question is now how this average relates to expectation values of the optical and mechanical degrees of freedom. The answer depends on which model is used for the photodetector, which again will lead to different interpretations of the features in the photocurrent spectrum. We note that since $G_{ii}(\tau)$ must be symmetric in time $\tau$, we can write

$$S[\omega] = \int_{-\infty}^{\infty} d\tau \, \cos(\omega \tau) G_{ii}(\tau), \tag{19}$$

which shows that the spectrum $S[\omega]$ is symmetric in frequency.

Due to beating between the probe laser beam at $\omega_d$ and the local oscillator beam at $\omega_{lo}$, the photocurrent will contain frequencies around the intermediate frequency $\omega_{if} = \omega_{lo} - \omega_d$. 

$$\omega_{if} = \omega_{lo} - \omega_d. \tag{20}$$

For now, it is sufficient to note that since the sidebands originate from the oscillator motion, their width must be set by the mechanical oscillator linewidth $\gamma_m$ (assuming that the laser linewidth is negligibly small compared to $\gamma_m$).

Since we assume $\omega_{lo} > \omega_d$, the sideband due to red-shifted light at $\omega_d - \omega_m$ will be mixed down to the frequency $\omega_{if} + \omega_m$, whereas the blue sideband at $\omega_d + \omega_m$ will be mixed down to $\omega_{if} - \omega_m$. In other words, the sidebands change place when mixing down from optical to RF frequencies. We therefore define the spectrum at the red sideband as

$$S_{rr}[\tilde{\omega}] = S[\omega_{if} + \tilde{\omega}] \tag{21}$$

with $\tilde{\omega} \sim \omega_m$. Similarly, we will refer to

$$S_{bb}[\tilde{\omega}] = S[\omega_{if} - \tilde{\omega}] \tag{22}$$

as the spectrum at the blue sideband.

IV. MODEL OF THE OPTOMECHANICAL SYSTEM

A. System Hamiltonian

We now introduce the model for the optomechanical system. To simplify the formalism, we will neglect polarization throughout this article. Since polarization plays no role in the system we study, neglecting it cannot change the result in any significant way. We will thus only be concerned with one mode of the cavity field and will ignore all the other cavity modes. In a classical theory, we denote the cavity mode amplitude by the complex number $a$. In a quantum theory, $a$ will be the photon annihilation operator. See Appendix B for details regarding the formalism. The cavity mode’s angular frequency will be denoted $\omega_c$. Note that we will, for simplicity, define $\omega_c$ such that it includes a slight shift due to the average displacement experienced by the mechanical oscillator when the laser is on.

We assume that the cavity mode frequency depends linearly on the position $X$ of a mechanical oscillator mode for a sufficiently large range of positions. We also let the cavity mode
be driven by a laser at the drive frequency $\omega_d$. This leads to the system Hamiltonian

$$H_{\text{sys}} = \hbar [\omega_c + A(X - X_0)] a^* a + H_{\text{mech}} + i\hbar \Omega \left[ e^{-i\omega_d t} (1 + n)a^* - e^{i\omega_d t} (1 + n^*)a \right]$$  \hspace{1cm} (23)$$

where $\omega_c$ is the resonance frequency of the cavity mode when $X = X_0$ and $X_0$ is the equilibrium position of the mechanical oscillator when the laser beam is on. We have defined the parameter $A = (\partial \omega_c/\partial X)|_{X=X_0}$. The Hamiltonian for the mechanical mode $H_{\text{mech}}$ will be discussed in Section X, but can be left unspecified for now. The real parameter $\Omega$ is proportional to $\sqrt{P}$, where $P$ is the power of the laser drive. We have introduced a complex and dimensionless variable $n(t)$ with $|n(t)| \ll 1$ to describe laser noise, and its properties will be specified later.

Note that the presence of $\hbar$ in Eq. (23) does not imply that the cavity field or the mechanical oscillator mode have been quantized. We have written down the classical Hamiltonian, meaning that $a$ is a complex number. However, the same Hamiltonian can be used for a quantized field with $a^* \rightarrow a^\dagger$. See Appendix B for further details.

### B. Coupling to external modes

The field outside the cavity can be written as an expansion in terms of mode functions. Let us for example think of the electromagnetic field as being linearly polarized, and let $E(r, t)$ be the electric field’s scalar value along a particular direction. We write this as

$$E(r, t) = E^{(+)}(r, t) + E^{(-)}(r, t)$$  \hspace{1cm} (24)$$

where

$$E^{(+)}(r, t) = \sum_j \sqrt{\frac{\hbar \omega_j}{2\pi}} b_j(t) w_j(r)$$  \hspace{1cm} (25)

and $E^{(-)}(r, t) = (E^{(+)}(r, t))^*$ (for a classical field). We will refer to $w_j(r)$ as bath mode functions where the mode index $j$ can represent a set of quantum numbers. The bath modes are not necessarily traveling waves, since an electromagnetic field mode terminating at a cavity mirror would form a standing wave along the cavity axis. We will not be too concerned with the details of the bath mode functions, but we note that they are of importance when relating the electromagnetic field in the cavity to the field at the photodetector (see Appendix C).

We can again express the Hamiltonian as a collection of harmonic oscillators with associated coefficients $b_j$ and frequencies $\omega_j$ that now form a continuum. The Hamiltonian of the field is

$$H_{\text{free}} = \sum_j \hbar \omega_j b_j^\dagger b_j.$$  \hspace{1cm} (26)$$

In a quantum theory, $b_j, b_j^\dagger \rightarrow b_j, b_j^\dagger$ are operators that satisfy standard bosonic commutation relations.

We will assume that the cavity mode couples to the electromagnetic field modes outside the cavity in the standard bilinear way. For coupling through a single mirror, we would then add

$$H_{\text{ext}} = \hbar \sum_j \mu_j (a^* b_j + b_j^* a) + H_{\text{free}}$$  \hspace{1cm} (27)$$

to the system Hamiltonian (23), where $\mu_j$ is the coupling rate to the bath mode $b_j$.

In general, there are more than one channel through which the cavity mode can decay. Examples of other decay channels could be the partial transparency of the other mirror, scattering out of the cavity mode, or photon absorption in the mirrors. Similar terms as in Eq. (27) could then be added for every decay channel, involving other, independent sets of bath modes.

### C. Adiabatic elimination of the external modes

In a standard Markovian treatment of the coupling to the external baths [23, 24], one assumes that the bath density of states $D$ and the coupling $\mu_j \rightarrow \mu$ are approximately constant in a sufficiently wide range of bath mode frequencies around the cavity mode frequency. One then ends up with a Langevin equation for the cavity mode coefficient $a$:

$$\dot{a} = -\left(\frac{\kappa}{2} + i\omega_c\right)a - iA(X - X_0)a + \left[\Omega + r\sqrt{\kappa}\zeta + \sqrt{\kappa}\xi_{\text{ext}} + \sqrt{\kappa}\xi_{\text{int}}\right] e^{-i\omega_d t}.$$  \hspace{1cm} (28)$$

The adiabatic elimination of bath variables have introduced the parameter $\kappa$, which is the rate at which energy decays from the cavity mode. Additionally, the coupling to the bath modes gives rise to noise. We have separated the noise into three terms. The first is the laser noise, which has been expressed by the variable

$$\zeta(t) = \frac{\Omega}{r\sqrt{\kappa}} n(t),$$  \hspace{1cm} (29)$$

where $r = \Omega/\Omega_0$ is dimensionless and $\Omega_0$ corresponds to some reference value for the laser power $P$. The reason for introducing $r$ is that it scales with $\sqrt{P}$, such that we can expect the fluctuating variable $\zeta(t)$ to be independent of laser power.

The variable $\xi_{\text{ext}}(t)$ is the input noise from the bath modes on which we will perform measurements. This represents intrinsic noise in the electromagnetic field that would be there even in absence of the laser drives. We can relate it to the bath modes by

$$\xi_{\text{ext}}(t) = -\frac{i}{\sqrt{2\pi}D} \sum_j e^{-i(\omega_j - \omega_d)(t - t_0)} b_j(t_0),$$  \hspace{1cm} (30)$$

where $t_0$ is an arbitrary time in the distant past at which we can assume that the cavity and bath modes were uncorrelated. The input noise (30) is a sum over the coefficients $b_j$, propagated freely from $t_0$ to the time $t$ and represents the noise impinging
on the cavity mode from these bath modes [23, 24]. We note that the sum in Eq. (30) is in reality limited to modes \( b_j \) for which the coupling rate \( \mu_j \) is appreciable. The variable \( \xi_{\text{int}}(t) \) is the noise associated with all other dissipation channels, and can be defined in a similar manner. We will specify the correlation properties of the input noise variables \( \zeta, \xi_{\text{ext}}, \) and \( \xi_{\text{int}} \) later.

The parameter \( \kappa_{\text{ext}} = 2\pi D\mu^2 \) is the rate at which the cavity mode energy leaks into the bath modes \( b_j \), whereas \( \kappa_{\text{int}} \) is the rate for leaking into all other loss channels. We have the relation

\[
\kappa = \kappa_{\text{ext}} + \kappa_{\text{int}}
\]

for the total energy decay rate.

### D. Linearization and calculation of cavity mode fluctuations

We now move to a frame rotating at the drive frequency \( \omega_d \), i.e. we let \( a = e^{-i\omega_d t} \tilde{a} \) and rename \( \tilde{a} \rightarrow a \). This gives

\[
\dot{a} = -\left( \frac{\kappa}{2} - i\Delta \right) a - ig_0 x a + \Omega + r\sqrt{\kappa}\zeta + \sqrt{\kappa_{\text{ext}}} \xi_{\text{ext}} + \sqrt{\kappa_{\text{int}}} \xi_{\text{int}}.
\]

where \( \Delta = \omega_d - \omega_c \) is the detuning between the laser and the cavity resonance frequency. The detuning will be kept general for now, but we will later focus on the resonant case \( \Delta = 0 \) (or in practice, \( |\Delta| \ll \kappa \)). We have also introduced the dimensionless position fluctuation

\[
x = \frac{X - X_0}{X_{\text{zpf}}}
\]

The length \( X_{\text{zpf}} \) can be chosen arbitrarily, but it is convenient to choose \( X_{\text{zpf}} = \sqrt{\hbar/(2m\omega_{\text{in}})} \), which is the size of the zero point fluctuations of a quantum harmonic oscillator. The optomechanical coupling rate is then

\[
g_0 = AX_{\text{zpf}}.
\]

In quantum cavity optomechanics, this is what is called the single-photon coupling rate. Note, however, that our choice of \( X_{\text{zpf}} \) does not imply that we are doing quantum mechanics. The equation (32) can still be considered a classical Langevin equation.

Next, we write the variable \( a \) as a sum of its constant expectation value \( \bar{a} = \langle a(t) \rangle \) and a fluctuating part \( d(t) \), such that

\[
a(t) = \bar{a} + d(t).
\]

We will consider the experimentally relevant limit where the changes in cavity frequency caused by the motion of the oscillator is small compared to the cavity linewidth \( \kappa \). In this case, the expectation value \( \bar{a} \) is to a good approximation given by

\[
\bar{a} = \frac{\Omega}{\kappa/2 - i\Delta}.
\]

In the same limit, we may also linearize the equation of motion for the cavity mode fluctuations \( d(t) \):

\[
\dot{d} = -\left( \frac{\kappa}{2} - i\Delta \right) d - iGx
\]

\[
+ r\sqrt{\kappa}\zeta + \sqrt{\kappa_{\text{ext}}} \xi_{\text{ext}} + \sqrt{\kappa_{\text{int}}} \xi_{\text{int}}.
\]

Here, we have defined the enhanced (or many-photon) optomechanical coupling

\[
G = g_0 \tilde{a}
\]

and neglected the term proportional to \( xd \).

We define the Fourier transform as

\[
h[\omega] = \int_{-\infty}^{\infty} dt e^{i\omega t} h(t)
\]

for an arbitrary function \( h \). For convenience, we define the Fourier transform of the complex conjugate of \( h \) as

\[
h^\dagger[\omega] = \int_{-\infty}^{\infty} dt e^{i\omega t} h^\ast(t)
\]

We note that \( h^\dagger[\omega] = (h[-\omega])^\ast \) and emphasize that the dagger superscript is merely a convenient notation at this point and does not necessarily indicate that we have introduced quantum physics.

In the Fourier domain, the cavity mode fluctuation \( d \) becomes

\[
d[\omega] = \chi_e[\omega] (d_{\text{in}}[\omega] - iGx[\omega])
\]

having defined the input cavity noise as

\[
d_{\text{in}}[\omega] = r\sqrt{\kappa}\zeta[\omega] + \sqrt{\kappa_{\text{ext}}} \xi_{\text{ext}}[\omega] + \sqrt{\kappa_{\text{int}}} \xi_{\text{int}}[\omega]
\]

and the cavity susceptibility as

\[
\chi_e[\omega] = \frac{1}{\kappa/2 - i(\omega + \Delta)}.
\]

In other words, the variable \( d[\omega] \) tells us the cavity mode fluctuations given the known input noise from the reservoirs as well as the noise in the mechanical oscillator position.

### E. Commutation relations

In a fully classical theory, \( d \) is a complex number, whereas in standard quantum theory it obeys the bosonic commutation relation \([d, d^\dagger] = 1\). However, we will in the following not specify which commutation relation \( d \) must satisfy. We will rather view Equation (41) as our starting point and specify the properties of the noise variables entering \( d_{\text{in}} \). This means that the commutation relations involving \( d \) depends on the properties of the mechanical oscillator, which we do not wish to assume anything about.

In a theory where we (for example) let the input noise \( d_{\text{in}} \) be classical and where \( x \) is quantum, this can lead to strange
properties in which e.g. \([d, x] \neq 0\). However, we will not concern ourselves with such aspects. Our focus will simply be to try to model the experiment in the most classical way possible without any assumptions on the nature of the mechanical oscillator.

This means in other words that even if we choose the electromagnetic input field to be classical, the operator \(d\) may satisfy nontrivial commutation. From now on, we will therefore treat it as a quantity which we are not allowed to commute with any other variables (and write \(d^* \rightarrow d^\dagger\)).

\[
\text{F. The output mode}
\]

It is the electric field at the photodetector outside the cavity that will be subject to measurements. We are interested in relating the measurement record to the intracavity field, and we will see that this can be done in terms of what is called the cavity output mode. We define it as [23, 24]

\[
a_{\text{out}}(t) = \frac{i}{\sqrt{2\pi D}} \sum \left[ e^{-i(\omega_j - \omega_d)(t-t_1)} b_j(t_1) \right], \tag{44}
\]

where \(t_1\) is a time in the distant future, and the sum is again limited to bath modes \(b_j\) that couple significantly to the cavity mode.

The output mode can be written as

\[
a_{\text{out}}(t) = \bar{a}_{\text{out}} + d_{\text{out}}(t), \tag{45}
\]

where the constant term \(\bar{a}_{\text{out}} = \langle a_{\text{out}}(t) \rangle\) quantifies the strength of the laser beam emanating the cavity from this port and is given by

\[
\bar{a}_{\text{out}} = \sqrt{\kappa_{\text{ext}}} \left( \bar{a} - \lambda \frac{\Omega}{\kappa_{\text{ext}}} \right). \tag{46}
\]

Here, we introduce the parameter \(\lambda\) that depends on details of the experimental setup. For measurement in transmission, as depicted in Figure 1a, i.e., if the cavity is driven through a different port than the one used for measurement, we have \(\lambda = 0\). For measurement in reflection (Figure 1b), i.e., if the cavity is driven and measured through the same port, we have \(\lambda = 1\).

The value of \(\bar{a}_{\text{out}}\) is however not of importance to us. We are interested in the fluctuating part \(d_{\text{out}}\) of the output mode, which in the Fourier domain becomes

\[
d_{\text{out}}[\omega] = \Gamma[\omega] - i\sqrt{\kappa_{\text{ext}}} G \chi_c[\omega] x[\omega]. \tag{47}
\]

Here, all the cavity noise terms that do not contain the oscillator position \(x\) have been lumped into

\[
\Gamma[\omega] = \sqrt{\kappa_{\text{ext}}} \chi_c[\omega] d_{\text{in}}[\omega] - \xi_{\text{ext}}[\omega] - \lambda r \sqrt{\frac{\kappa}{\kappa_{\text{ext}}}} \zeta[\omega]. \tag{48}
\]

We have now established how the cavity output depends on the mechanical oscillator and the input noise from the electromagnetic field. Note that the theory, as well as the results we present in Sections V-VIII, is valid for any degree of freedom \(x\) that couples linearly to electromagnetic field fluctuations, not just a mechanical oscillator.

Finally, let us point out for the same reasons discussed in Section IV E, we cannot make any assumptions about which commutation relations the output mode \(a_{\text{out}}\) should satisfy.

\[
\text{G. The detector mode}
\]

Let us for a moment consider the setup in Figure 1a, where the output from the cavity is combined with the local oscillator on a beam splitter. The electric field at the photodetector is then a linear combination of the field propagated from the cavity and the field from the local oscillator. If we wish to denote the mode coefficients of the field at the detector by \(b_j\), Equation (44) should be redefined by replacing \(a_{\text{out}}\) with \(a_{\text{det}}\), where we define the detector mode as

\[
a_{\text{det}}(t) = \sqrt{T} a_{\text{out}}(t) - i \sqrt{1-T} e^{-i\omega_d t} a_{\text{lo}}(t), \tag{49}
\]

the local oscillator mode as

\[
a_{\text{lo}}(t) = \bar{a}_{\text{lo}} + d_{\text{lo}}(t), \tag{50}
\]

and the output mode \(a_{\text{out}}\) according to Equation (45). The constant \(T\) is the intensity transmission coefficient of the beam splitter. The constant \(\bar{a}_{\text{lo}}\) describes the local oscillator beam and \(d_{\text{lo}}(t)\) represents noise. We let \(d_{\text{lo}}\) be real, without loss of generality.

We will also assume that Equation (49) is valid for the setup in Figure 1b. There is no beam splitter in that setup, but we could transform our model to describe that setup by simply redefining \(-i \sqrt{1-T} a_{\text{lo}} \rightarrow a_{\text{lo}}\) and \(\sqrt{T} a_{\text{out}} \rightarrow a_{\text{out}}\). Since this does not lead to any significant differences from the case with a beam splitter, we will work with Equation (49) in the following.

\[
\text{V. CLASSICAL FIELD AND CLASSICAL DETECTOR}
\]

Our primary goal is to derive general expressions for the photocurrent spectral density \(S[\omega]\). To do this, we will need to specify the properties of the electromagnetic field input noise. In addition, we need to choose a detector model, i.e., we need to relate the photocurrent autocorrelation function \(G_{ii}(\tau)\) in Equation (18) to expectation values of optical and mechanical degrees of freedom. We will first consider a classical model both for the electromagnetic input field and for the photodetector.

\[
\text{A. Electromagnetic field noise}
\]

We now need to define the properties of the noise variables \(\zeta, \xi_{\text{ext}},\) and \(\xi_{\text{int}}\). The laser noise \(\zeta\) will always be considered classical, i.e., a complex number, and we express this as

\[
\zeta(t) = \frac{1}{2} (\delta x(t) + i \delta y(t)). \tag{51}
\]
The relation between the dimensionless laser noise \( n(t) \) and the dimensionful amplitude noise \( \delta x(t) \) and phase noise \( \delta y(t) \) is determined by Equation (29). The amplitude and phase noise variables are assumed to obey the properties

\[
\begin{align*}
\langle \delta x[\omega] \delta x[\omega'] \rangle &= 2\pi C_{xx}[\omega] \delta(\omega + \omega') \\
\langle \delta x[\omega] \delta y[\omega'] \rangle &= 2\pi C_{xy}[\omega] \delta(\omega + \omega') \\
\langle \delta y[\omega] \delta y[\omega'] \rangle &= 2\pi C_{yy}[\omega] \delta(\omega + \omega')
\end{align*}
\]

(52)

where the functions \( C_{xx}, C_{yy} \) must be symmetric in frequency and the Cauchy-Schwarz inequality \( |C_{xy}[\omega]|^2 \leq C_{xx}[\omega]C_{yy}[\omega] \) must be satisfied. We will assume that the functions \( C_{ij}[\omega] \approx C_{ij} \) are approximately constant over a region of width \( \gamma_m \) around the mechanical frequency \( \omega_m \), where \( \gamma_m \) is the linewidth of the mechanical oscillator. In other words, the laser noise is modeled as white and Gaussian noise in the frequency range of interest. For convenience, we note that

\[
\begin{align*}
\langle \xi[\omega] \xi[\omega'] \rangle &= \frac{\pi}{2} (C_{xx}[\omega] + C_{yy}[\omega]) \delta(\omega + \omega') \\
\langle \xi[\omega] \gamma[\omega'] \rangle &= \frac{\pi}{2} (C_{xx}[\omega] + 2iC_{xy}[\omega] - C_{yy}[\omega]) \delta(\omega + \omega')
\end{align*}
\]

(53)

In this section, we also consider the intrinsic noise variables \( \xi_{\text{ext}} \) and \( \xi_{\text{int}} \) to be classical. It is natural to assume a similar but more symmetric model where amplitude and phase noise are uncorrelated and where the noise in the phase and amplitude quadratures have the same size. This means that

\[
\begin{align*}
\langle \xi_i[\omega] \xi_j[\omega'] \rangle &= \pi \alpha[\omega] \delta_{i,j} \delta(\omega + \omega') \\
\langle \xi_i[\omega] \gamma_j[\omega'] \rangle &= 0,
\end{align*}
\]

(54)

where the indices \( i, j \) represent either \( \text{ext} \) or \( \text{int} \). We assume that the intrinsic noise is sufficiently broadband such that for frequencies \( \omega \ll \omega_m \), we have \( \alpha[\omega] \approx \alpha \), where \( \alpha \) is a real and positive constant.

We should also specify the properties of the noise \( d_{\text{lo}}(t) \) in the local oscillator. In general, we can write this as a combination of laser noise \( \xi_{\text{lo}}(t) \) and intrinsic field noise \( \xi_{\text{lo}}(t) \), i.e.

\[
d_{\text{lo}}(t) = r_{\text{lo}} \xi_{\text{lo}}(t) + \xi_{\text{lo}}(t).
\]

(55)

Again, we let the constant \( r_{\text{lo}} \) scale as square root of local oscillator laser power. It is reasonable to assume that the intrinsic noise \( \xi_{\text{lo}}(t) \) is uncorrelated with the noise of the cavity output mode. We can therefore extend the indices \( i, j \) in (54) to also include \( \text{lo} \). However, it is possible that the laser noise \( \xi_{\text{lo}}(t) \) could be correlated with the output mode if the two beams originate from the same laser. Since the laser noise scales with square root of power, this must then be taken into account, and Ref. [16] contains a theoretical treatment of this case. However, including local oscillator laser noise will not affect the interpretation of sideband asymmetry that we will discuss here. Furthermore, we will later focus on the experimentally relevant scenario where laser noise can be sufficiently removed by filtering. We therefore neglect local oscillator laser noise in the following.

### B. Detector model

In a classical model for the photodetector, it is natural to assume that the average photocurrent \( \langle i(t) \rangle \) is proportional to the expectation value of the square of the electric field averaged over the size of the detector. In other words, we assume that

\[
i(t) = \langle I(t) \rangle \quad \text{with the stochastic variable } I \text{ defined as}
\]

\[
I(t) = \frac{q}{2} \int dr f(r) E^2(r, t)
\]

(56)

with some proportionality constant \( q \). Here, \( \langle \cdots \rangle \) is an ensemble average over different configurations of the noise both in the electromagnetic field and in the mechanical oscillator’s intrinsic environment. The dimensionless function \( f(r) \) has support only in the active region of the detector. The expression (56) assumes that the detector bandwidth is much larger than the relevant frequencies contained in the photocurrent. We also assume that the gain of the detector is frequency independent in the relevant range of frequencies (or that one can accurately compensate for any differences between the gain at the upper and lower sidebands).

We would now like to express the variable \( I(t) \) in terms of the detector mode \( a_{\text{det}} \). In Appendix C, we show that

\[
i(t) = \frac{q^2}{2} \left( a_{\text{det}}(t) a_{\text{det}}^\dagger(t) + a_{\text{det}}^\dagger(t) a_{\text{det}}(t) \right)
\]

(57)

to a good approximation, where \( \nu \) is a constant. This is based on the fact that we are only concerned with modes of the electric field with frequencies in a narrow range of width \( \sim \omega_i \ll \omega_d \). We have also neglected terms oscillating at \( \pm 2\omega_d \) since the detector cannot react at such high frequencies. For a classical variable \( a_{\text{det}} \), for which \( a_{\text{det}}^\dagger = a_{\text{det}}^* \), the two terms in Equation (57) are of course the same. However, even if we assume that the input noise of the electromagnetic field is classical for now, we will not assume \( \text{a priori} \) that the detector mode \( a_{\text{det}} \) is a classical variable. The reason is that we do not want to make any assumptions on whether the mechanical oscillator is classical or not (see Section IV E).

In the following, we consider the limits

\[
1 - T \ll 1 \quad |\bar{a}_{\text{out}}|^2 T \ll \bar{a}_{\text{lo}}^2 (1 - T).
\]

(58)

The first assumption is simply that the beam splitter intensity transmission coefficient is close to 1. The second assumption means that the power of the part of the local oscillator beam that arrives at the detector is much larger than the power of the output beam from the cavity. This means that the contribution from the intrinsic noise \( \xi_{\text{lo}} \) of the local oscillator can be disregarded. With these assumptions, we can make the approximation

\[
i(t) = i_0 + Z (e^{i\omega_d t} a_{\text{out}}(t) - e^{-i\omega_d t} a_{\text{out}}^*(t))
\]

(59)

where

\[
i_0 = q \nu^2 (1 - T) \bar{a}_{\text{lo}}^2
\]

(60)
is a constant contribution to the photocurrent and we have defined

\[ Z = iqv^2 \sqrt{T(1-T)} a_{lo}. \]  

(61)

In a classical model for the photodetector, any noise in the photocurrent can only come from the noise in the electromagnetic field at the detector, not from the detection process itself (ignoring, of course, electrical noise originating elsewhere in the measurement apparatus). This means that the ensemble average that enters the photocurrent autocorrelation function in Equation (18) simply becomes

\[ \langle i(t) \rangle \langle i(t) \rangle = \langle I(t) \rangle \langle I(t) \rangle \]  

(62)

where, again, \( \langle \cdots \rangle \) is an ensemble average over different configurations of the noise in the electromagnetic field and in the mechanical oscillator’s intrinsic environment.

### C. Heterodyne spectrum and sideband asymmetry

We will now express the photocurrent noise spectrum \( S[\omega] \) defined in Equation (19) in terms of the electromagnetic input noise and the noise in the mechanical oscillator position. In doing this, we will make repeated use of the notation

\[ S_{AB}[\omega] = \int_{-\infty}^{\infty} d\tau e^{i\omega \tau} \langle A(\tau) B(0) \rangle \]  

(63)

for arbitrary variables \( A \) and \( B \).

We find that for frequencies \( \omega = \omega_t + \tilde{\omega} \) with \( \tilde{\omega} \sim \pm \omega_m \), i.e., in the vicinity of the sideband frequencies, we can write the photocurrent noise spectrum as

\[ S[\omega] = S^{(o)}[\omega] + S^{(om)}[\omega] + S^{(m)}[\omega]. \]  

(64)

The first term is a noise floor resulting from broadband noise in the electromagnetic field and is given by

\[ S^{(o)}[\omega] = |Z|^2 \left[ \alpha + \frac{\kappa \chi_c[-\tilde{\omega}] - \chi^2}{4\kappa_{ext}} \right] \]  

(65)

The first term in the brackets comes from the intrinsic noise of the field and the second from laser noise. We have assumed that the laser noise coefficients \( C_{ij} \) can be approximated by a constant \( C_{ij} \), and that \( C_{ij} \approx 0 \). The latter approximation means that, unlike the intrinsic noise, the laser noise does not contribute to the image sideband.

The second term in Equation (64) is given by

\[ S^{(om)}[\omega] = -2|Z|^2 \sqrt{\kappa_{ext}} \Im \left\{ G^* \chi_c^*[-\tilde{\omega}] S_{\Gamma \Gamma}[\tilde{\omega}] \right\}. \]  

(66)

The spectrum \( S_{\Gamma \Gamma}[\tilde{\omega}] \) is defined according to Equation (63). We see that the term \( S^{(om)}[\omega] \) originates from the optomechanical correlation between the classical electromagnetic field noise \( \Gamma \), as defined in Eq. (48), and the position \( x \) of the mechanical oscillator.

The last term in Eq. (64) reads

\[ S^{(m)}[\omega] = |Z|^2 \kappa_{ext} |G|^2 |\chi_c[-\tilde{\omega}]|^2 \]  

(67)

when expressed in terms of the symmetrized noise spectrum of the mechanical oscillator position, defined by

\[ \bar{S}_{xx}[\tilde{\omega}] = \frac{1}{2} (S_{xx}[\tilde{\omega}] + S_{xx}[-\tilde{\omega}]). \]  

(68)

We see that the detector model we have used here leads to a photocurrent spectrum \( S[\omega] \) that is not explicitly susceptible to asymmetry between positive and negative frequencies in the mechanical oscillator noise spectrum \( S_{xx}[\tilde{\omega}] \).

We now let \( \tilde{\omega} \sim \omega_m \) and define the asymmetry function \( \Delta S[\tilde{\omega}] \) by

\[ \Delta S[\tilde{\omega}] = S[{\omega}_{l\uparrow} + \tilde{\omega}] - S[{\omega}_{l\downarrow} - \tilde{\omega}] = S_{\Gamma \Gamma}[-\tilde{\omega}] \]  

(69)

This function captures the difference between the red and blue sidebands. Using the expressions above, \( \Delta S[\tilde{\omega}] \) becomes

\[ \Delta S[\tilde{\omega}] = -|Z|^2 \sqrt{\kappa_{ext}} \left\{ 2 \Im \left\{ G^* \chi_c^*[-\omega_m] S_{\Gamma \Gamma}[\tilde{\omega}] \right\} - \chi_c^*[-\omega_m] S_{\Gamma \Gamma}[-\tilde{\omega}] \right\}, \]  

(70)

where we have approximated \( \tilde{\omega} \) by \( \omega_m \) in the cavity susceptibility, which is fine as long as \( \omega_m \sim \gamma_m \ll \kappa \). In other words, as long as the width of the sidebands, which is set by the mechanical linewidth \( \gamma_m \), is much smaller than the cavity linewidth \( \kappa \), this is a good approximation.

The last line in Equation (70) shows that sideband asymmetry can occur if the cavity filters the red and blue sidebands to differing degrees, i.e., if \( \chi_c[-\omega_m] \neq \chi_c[\omega_m] \). However, this can be avoided by choosing zero detuning between the laser and the cavity resonance frequency, i.e., \( \Delta = 0 \), in which case \( \chi_c[-\omega] = \chi_c[\omega] \). In practice, one needs to control \( \Delta \) to an accuracy much smaller than the cavity linewidth \( \kappa \) in order to rule out that the sideband asymmetry is simply caused by cavity filtering.

Let us now assume \( \Delta = 0 \), which gives

\[ \Delta S[\tilde{\omega}] = -2|Z|^2 \sqrt{\kappa_{ext}} G \]  

(71)

\[ \times \Im \left( \chi_c[\omega_m] S_{\Gamma \Gamma}[\tilde{\omega}] - \chi_c^*[\omega_m] S_{\Gamma \Gamma}[-\tilde{\omega}] \right). \]

Note that \( G \) is real when \( \Delta = 0 \). We now see that the asymmetry function contains no terms proportional to the oscillator spectrum \( S_{\Gamma \Gamma}[\tilde{\omega}] \). We conclude that at zero laser detuning, the sideband asymmetry in this model would have to originate from the classical optomechanical correlation \( S_{\Gamma \Gamma}[\tilde{\omega}] \). In Section XII, we will return to this classical correlation and investigate whether or not it can reproduce the sidebands one would expect in a quantum theory with no classical noise.

### D. Failure of a classical model for intrinsic field noise

It is well known that the classical model (54) is not a viable model for the intrinsic noise of the electromagnetic field
in the absence of thermal photons, i.e., in the (experimentally relevant) temperature regime where $k_B T \ll h\omega_c$. The reason is that it leads to both nonzero photocurrent and nonzero photocurrent noise even in the case when there are no light sources. If both lasers were turned off, i.e., if $\hat{a}_{\text{lo}} = \hat{a}_{\text{out}} = 0$, the classical model we have used so far would give the flat photocurrent noise spectrum

$$S[\omega] = B \left( \frac{q^2 \alpha}{2} \right)^2$$

if we assume that the detector bandwidth $B$ is much smaller than the bandwidth of the intrinsic noise. Note that this relation does not follow from the expressions in the previous subsection, since they were derived by neglecting terms not proportional to the square of the local oscillator amplitude $\hat{a}_{\text{lo}}$. For photodetectors with sufficiently small electrical noise, one can verify that the background noise floor vanishes when the lasers are turned off and that the prediction in (72) is wrong. In other words, a photodetector is not affected by the intrinsic noise of the electromagnetic field in the absence of external light sources. We must then conclude that (54) is invalid.

Provided that such a noise characterization of the photodetector can be used to rule out intrinsic classical noise, it follows that classical noise in the electromagnetic field must originate from the lasers themselves or from the motion of the mechanical oscillator. Nevertheless, we know from experiments that even when removing the mechanical oscillator and filtering all noise from the lasers, the noise floor $S^{(o)}[\omega]$ will not vanish. This means that we need a model in which the noise floor only appears when the lasers are turned on. We will in the following consider different ways to achieve this.

Finally, we note that while a classical model for the intrinsic electromagnetic noise can be experimentally ruled out in the optical regime for photodetectors of sufficiently high quality, this might not be feasible in the microwave regime. Thus, one may have to entertain the possibility of classical noise in some situations. We will return to this issue in Section XII.

VI. QUANTUM FIELD AND SEMICLASSICAL DETECTOR

Our first example of a model that correctly describes the photocurrent noise floor is one where the electromagnetic field is quantized. This means that the intrinsic noise variables $\xi_{\text{ext}}, \xi_{\text{int}}, \xi_{\text{lo}}$ are now quantum operators. Our detector model will reflect that photocurrent is only generated when a photon arrives at the detector. However, we will still consider all the noise in the photocurrent to originate from the noise in the electromagnetic field. We therefore refer to this detector model as semiclassical, as it does not take into account the quantum nature of the interaction process in the photomultiplier.

A. Electromagnetic field noise

In a quantum theory for the electromagnetic field, we can use the same expressions as before for the modes $\hat{a}_{\text{out}}, \hat{a}_{\text{lo}},$ and $\hat{a}_{\text{det}}$. The only change we need is to replace Equation (54) with [23, 24]

$$\langle \xi_i[\omega] \xi_j^\dagger[\omega'] \rangle = 2\pi \delta_{ij} \delta(\omega + \omega')$$

$$\langle \xi_i^\dagger[\omega] \xi_j[\omega'] \rangle = 0$$

$$\langle \xi_i[\omega] \xi_j[\omega'] \rangle = 0,$$

to specify the properties of the quantum vacuum noise variables $\xi_{\text{ext}}, \xi_{\text{int}},$ and $\xi_{\text{lo}}$. We also note that the commutation relations

$$\left[ \xi_i[\omega], \xi_j^\dagger[\omega'] \right] = 2\pi \delta_{\omega, \omega'} \delta(\omega + \omega')$$

must hold.

B. Detector model

We now deviate from the classical square-law detector model in (56). This is based on the fact that a photoelectron in a photomultiplier is only emitted when energy is absorbed from the electric field [27]. We will go into more details on this in Section VII, but for now we simply let the average photocurrent be $\tilde{I}(t) = \langle I(t) \rangle$, but with the definition

$$I(t) = qv^2 a_{\text{det}}^\dagger(t) a_{\text{det}}(t).$$

Crucially, the operators have not been symmetrized as in (57), such that in the absence of light sources, i.e., in the absence of photons, we get no photocurrent. Note, however, that in the limit of a strong local oscillator, Equation (59) is still valid.

In order to calculate the photocurrent spectrum $S[\omega]$, we will still assume that the interpretation of $\langle \tilde{I}(t + \tau) \tilde{I}(t) \rangle$ in Equation (62) is valid when defining $I(t)$ as in (75). It is worth noting that this does not a priori follow from the standard photodetection theory for a photomultiplier where all correlation functions are necessarily normal ordered and time ordered [19, 27]. We return to this issue in Section VII.

C. Heterodyne spectrum and sideband asymmetry

As before, we find that the noise spectrum of the photocurrent can be divided into three terms as in Eq. (64). The noise floor $S^{(o)}[\omega]$ now becomes the same as in (65), but with $\alpha$ replaced by 1:

$$S^{(o)}[\omega] = |Z|^2 \left[ 1 + \frac{q^2 \kappa}{4\kappa_{\text{ext}}} x_c [-\omega] - \lambda |C_{xx} + C_{yy}| \right].$$

In the absence of laser noise, the noise floor in this model comes about from beating between the quantum vacuum noise of the electromagnetic field and the coherent local oscillator.
beam. However, unlike in Section V, the noise floor now vanishes in the absence of laser beams, due to the asymmetric properties (73) of the quantum vacuum noise operators.

The optomechanical term now becomes

\[
S_{\text{om}}^{(m)}[\omega] = -|Z|^2 \sqrt{\kappa_{\text{ex}}^r} \text{Im}(G^* \chi_c^r[-\tilde{\omega}] (S_{\text{ex}} \Gamma[\tilde{\omega}] + S_{\Gamma} [\tilde{\omega}])),
\]

whereas the last term \(S_{\text{om}}^{(m)}[\omega]\) is the same as in Eq. (67). This means that, as before, any sideband asymmetry at \(\Delta = 0\) must be ascribed to optomechanical correlations, but now either due to quantum vacuum noise of the electromagnetic field or to classical laser noise.

Laser noise can in principle be removed prior to the beam reaching the optomechanical cavity. This was for example done in the experiment reported in Ref. [9]. If one can verify in some independent way that this has been achieved, the operator \(\Gamma[\omega] = \Gamma_q[\omega]\) with \(\Gamma_q[\omega]\) only given by quantum vacuum noise:

\[
\Gamma_q[\omega] = \sqrt{\kappa_{\text{int}}^r \kappa_c^r} \chi_c^r[\omega] \xi_{\text{int}}[\omega] + (\kappa_{\text{ext}}^r \chi_c^r[\omega] - 1) \xi_{\text{ext}}[\omega].
\]

This means that the sideband asymmetry function \(\Delta S[\omega]\), defined in Equation (69), then becomes

\[
\Delta S[\omega] = -|Z|^2 \sqrt{\kappa_{\text{ex}}^r} G \text{Im}(\chi_c^r[\omega_m] S_{\text{ex}}^x [-\tilde{\omega}] - \chi_c^r[\omega_m] S_{\Gamma}^x [-\tilde{\omega}])
\]

at \(\Delta = 0\), since \(S_{\text{ex}} \Gamma_q[\tilde{\omega}] = 0\) due to the properties of the vacuum noise operators. In the end, we find that for the sideband asymmetry to be nonzero, the correlation functions

\[
\langle \xi_{\text{ext}}(\tau) x(0) \rangle, \langle \xi_{\text{int}}(\tau) x(0) \rangle
\]

would have to be nonzero for at least some range of times \(\tau\) (negative \(\tau\) due to causality). This means that the oscillator position \(x\) cannot possibly be considered a classical variable. If it were classical, one could always commute \(x\) and \(\xi_{\text{ext}}\) or \(\xi_{\text{int}}\), but then the expectation values in (80) would have to be zero, again due to the properties (73) of the vacuum noise operators.

### VII. CLASSICAL FIELD AND QUANTUM DETECTOR

In this Section, we will consider the electromagnetic input field to be classical with no intrinsic noise. This should not at all be viewed as a claim that the electromagnetic field is actually classical, but it is done in the spirit of using the simplest possible model that can be consistent with the measurement results of the particular experiment we are describing. We will now use a different detector model, which takes into account the randomness associated with the emission of photoelectrons in the photomultiplier. This means that photocurrent noise does not necessarily originate from the noise in the electromagnetic field.

#### A. Electromagnetic field noise

Let us now assume that there is no intrinsic noise in the electromagnetic field, neither classical nor quantum. We still include classical laser noise. In other words, we use the noise properties from Section V, but with \(\alpha = 0\).

#### B. Detector model

We will now describe the detector according to standard photodetection theory for a photomultiplier [19, 27]. Even though we will treat the electromagnetic input field classically in this section, we again allow for the possibility that the oscillator can be nonclassical. In order to emit a photoelectron via the photoelectric effect, energy must be absorbed from the electromagnetic field at the detector. This means that a simple perturbative calculation must give a transition amplitude \(\mu_i^{(1)}(r, t)\) for emitting a photoelectron at position \(r\) and time \(t\) proportional to the positive frequency part of the electromagnetic field, giving

\[
\mu_i^{(1)}(r, t) \propto \langle f | E^+(r, t) | i \rangle
\]

where \(E^+(r, t)\) is defined as in Equation (25). We let \(|i\) and \(|f\) be the states of the mechanical oscillator’s intrinsic environment prior to and after the photoelectron emission, respectively. If this mechanical bath is also classical, the \(bra\) and \(ket\) in Equation (81) can simply be ignored. The average rate \(R^{(1)}(t)\) at which photoelectrons are generated is found by squaring this and summing over all final states:

\[
R^{(1)}(t) = \int d^3 r |f(r) \sum_f |\mu_i^{(1)}(r, t)|^2 \propto \int d^3 r f(r)|i\rangle E^+(r, t) E^+(r, t) |i\rangle
\]

\[\approx v^2 (i | a_{\text{det}}(t) a_{\text{det}}(t) | i \rangle.\]

The derivation of the last line is shown in Appendix C. Since the electromagnetic field can have laser noise, and the mechanical bath is not necessarily in a pure state \(|i\rangle\), this expectation value should be generalized to

\[
R^{(1)}(t) \propto \langle a_{\text{det}}^\dagger(t) a_{\text{det}}(t) \rangle,
\]

where \(\langle \cdots \rangle\) is an ensemble average over both the classical electromagnetic noise and the noise in the mechanical bath. This justifies the expression for the operator \(I(t)\) in Equation (75).

Similarly, one finds that the transition amplitude for emitting two photoelectrons, one at time \(t\) and position \(r\) and another at a later time \(t + \tau > t\) at position \(r'\), is proportional to

\[
\mu_i^{(2)}(r, t; r', t + \tau) \propto \langle f | E^+(r', t + \tau) E^+(r, t) | i \rangle.
\]

The probability per unit time squared of emitting two photoelectrons at times \(t\) and \(t + \tau > t\) must therefore be given
that we cannot commute will of course have no effect. It is however important to note time ordered. In a completely classical theory, this ordering must involve expectation values where the photocurrent must involve expectation values where the expression \[19\]. This suggests that any calculation of the noise properties of a photoelectron typically leads to a current pulse with a nonzero duration \(\tau\). Let us also point out that Equation (87) is correct also when we allow for the possibility of a nonclassical mechanical oscillator.

We have so far ignored the fact that the emission of a photoelectron typically leads to a current pulse with a nonzero duration \(\tau_d\). In other words, our assumption of infinite detector bandwidth means that we have assumed \(\tau_d \rightarrow 0\). Let us now for a moment imagine that \(\tau_d\) is finite and consider how to express the photocurrent autocorrelation

\[
i(t + \tau)i(t)
\]

in terms of ensemble averages of optical and mechanical degrees of freedom. One possibility for the product \(i(t + \tau)i(t)\) to be nonzero is if the two times \(t\) and \(t + \tau\) fall within the duration of two different photoelectric pulses. However, we can also get a contribution to this product from a single current pulse, as long as the two times fall within the duration of one pulse, i.e., if \(|\tau| < \tau_d\).

Taking into account these two possibilities, one arrives at the expression [19]

\[
i(t + \tau)i(t) = \langle I(t + \tau)I(t) \rangle : + qv^2\delta(\tau)\langle I(t) \rangle
\]

(87)

after taking the limit \(\tau_d \rightarrow 0\). The colons indicate normal and time ordering and \(I(t)\) is defined as in Equation (75). For \(\tau > 0\), the first term in the parantheses becomes

\[
\langle I(t + \tau)I(t) \rangle = (qv^2)\langle a_{\text{det}}^\dagger(t)a_{\text{det}}(t + \tau)a_{\text{det}}(t + \tau)a_{\text{det}}(t)\rangle
\]

when expressed in terms of the detector mode. The last term in (87) comes about due to self-correlation of photoelectric pulses, meaning that a single pulse can contribute to the product \(i(t + \tau)i(t)\).

Let us also point out that Equation (87) is correct also when using a quantum model for the electromagnetic input field. We have assumed that the detection efficiency is 1, which would mean that every photon that arrives at the detector generates a photoelectron. This approximation does not affect the interpretation of sideband asymmetry. It is however relevant when we compare different detector models in Section IX, and we will comment further on this issue there.

\[R^{(2)}(t, t + \tau)\]

(85)

\[
= \int dx \int dx' f(x)f(x') \sum_f |\mu_{f}^{(2)}(x, t; x', t + \tau)|^2
\]

\[\propto \int dx \int dx' f(x)f(x') \times \langle i| E^{(-1)}(x, t)E^{(-1)}(x', t + \tau)E^{(+)}(x', t + \tau)E^{(+)}(x, t)|i\rangle
\]

\[\approx v^4\langle i| a_{\text{det}}^\dagger(t)a_{\text{det}}(t + \tau)a_{\text{det}}(t + \tau)a_{\text{det}}(t)|i\rangle
\]

\[\rightarrow v^4\langle a_{\text{det}}^\dagger(t)a_{\text{det}}(t + \tau)a_{\text{det}}(t + \tau)a_{\text{det}}(t)\rangle.
\]

This suggests that any calculation of the noise properties of the photocurrent must involve expectation values where the electromagnetic field operators are both normal ordered and time ordered. In a completely classical theory, this ordering will of course have no effect. It is however important to note that we cannot commute \(a_{\text{det}}^\dagger\) and \(a_{\text{det}}\) when we allow for the possibility of a nonclassical mechanical oscillator.

C. Heterodyne spectrum and sideband asymmetry

We again express the photocurrent noise spectrum as in Equation (64), i.e., in terms of a broadband noise floor \(S^{(0)}[\omega]\), a term given by optomechanical correlations \(S^{(om)}[\omega]\), and a term \(S^{(m)}[\omega]\) given by the noise spectrum of the mechanical oscillator. In the limits (58), the noise floor now becomes

\[S^{(0)}[\omega] = qv^2i_0 + |Z|^2 \frac{\tau^2 \kappa_{\text{ext}}}{4\kappa_{\text{ext}}} \kappa_{\text{ext}} \chi_c [-\omega] - \lambda^2 (C_{xx} + C_{yy})
\]

(89)

The noise floor in absence of laser noise is now proportional to the constant current \(i_0\) as defined in Equation (60).

The first term of the noise floor (89) should now be interpreted as self-correlation of random photoelectric emissions whose rate of generation is proportional to the average photon flux impinging on the detector [19]. In the strong local oscillator limit we work in, this flux is approximately given by the average flux of local oscillator photons and hence proportional to \(a_{\text{det}}^\dagger a_{\text{det}}\). The background noise in absence of laser noise is in other words not due to fluctuations already existing in the electromagnetic field and would be there even for a classical and noiseless field. The result \(qv^2i_0 = q^2v^4(1 - T)a_{\text{det}}^\dagger a_{\text{det}}\) in the first term of (89) should be compared to the equivalent term in (76), which was \(|Z|^2 = q^2v^4T(1 - T)a_{\text{det}}^\dagger a_{\text{det}}\). The two results differ by a factor \(T\), but are consistent within the approximation \(1 - T \ll 1\) that we have applied. The discrepancy can be traced back to the fact that we (justifiably) ignored the local oscillator quantum vacuum noise in the derivation of (76).

The present detector model also leads to a different optomechanical term in the photocurrent noise spectrum:

\[S^{(om)}[\omega] = -2|Z|^2 \sqrt{\kappa_{\text{ext}}} \Im \left(G^{*}c^{*}[-\omega]S_{zx}[-\omega]\right).
\]

(90)

This is in fact the same as we had in the case of classical field and detector in Section V. This is natural, since only classical field noise can be directly detected with the present detector model. The optomechanical correlations that contribute to the spectrum can therefore only be a result of classical field noise.

Finally, the term \(S^{(m)}[\omega]\) given by the oscillator noise spectrum now becomes

\[S^{(m)}[\omega] = |Z|^2 \kappa_{\text{ext}} |G|^2 |\chi_c [-\omega]|^2 S_{xx}[-\omega].
\]

(91)

We should compare this to the result (67) that we obtained in Section V and Section VI. The crucial difference is that \(S^{(m)}[\omega]\) is now proportional to the mechanical oscillator spectrum \(S_{xx}[-\omega]\), not the symmetrized spectrum \(S_{xx}[-\omega]\).

If we now define the sideband asymmetry function as before (Equation (69)), consider detuning \(\Delta = 0\), and assume no laser noise, we get

\[\Delta S[-\omega] = |Z|^2 \kappa_{\text{ext}} |G|^2 |\chi_c |^{2} (S_{xx}[-\omega] - S_{xx}[-\omega])\]

(92)

We see that in this case, sideband asymmetry must originate from the quantum asymmetry between positive and negative frequencies in the mechanical oscillator noise spectrum.
VIII. QUANTUM FIELD AND QUANTUM DETECTOR

It is well established that the electromagnetic field is indeed quantum, and that a photomultiplier emits photoelectrons only when photons are absorbed. With this knowledge, the most appropriate model to use in the optical regime seems to be one with quantum vacuum noise as defined in Section VI and the detector model applied in Section VII. Conveniently, due to the normal and time ordering in Equation (87), the expressions (89) and (91) do not change when including the quantum vacuum noise. This is as expected for a photomultiplier - it does not "see" quantum vacuum noise but needs a real photon to react. However, even though the expressions are formally the same for a classical and a quantum input field when using the quantum detector model, that does not mean that the additional vacuum noise has no consequence. Unlike the photomultiplier, the mechanical oscillator is not blind to quantum vacuum noise and will be affected by it. This is famously referred to as radiation pressure shot noise [28] and will alter the mechanical oscillator spectrum $S_{xx}[\omega]$. We will see this explicitly in Section X.

IX. EQUIVALENCE OF DETECTOR MODELS

We have introduced two different detector models for calculating the photocurrent spectrum $S[\omega]$. For convenience, we will refer to the semiclassical detector model used in Section VI as the SCL model. The quantum detector model from Section VII, which led to normal and time ordered expectation values, will be referred to as the QUA model. In this Section, we will show that even though the photocurrent noise spectra calculated with the two different detector models appear to be quite different, they are in fact the same if we require the cavity output field to obey the same commutation relations as the input field [15].

A. Consistent commutation relations

In standard input-output theory [23, 24], the output variable $d_{\text{out}}(t)$ necessarily obeys the same commutation relations as the input noise variables. However, this is not necessarily the case here, as we have taken Equation (41) as a starting point and allowed for the (somewhat strange) possibility that the cavity operator $d$ does not obey standard bosonic commutation relations. If we make the reasonable assumption that the output operator $d_{\text{out}}(t)$ satisfies the same commutation relations as the input noise variables $\xi_{\text{ext}}(t)$ and $\xi_{\text{int}}(t)$, we have

$$[d_{\text{out}}(t), d_{\text{out}}(t')] = \delta(t - t')$$

(93)

and

$$[d_{\text{out}}(t), a_{\text{det}}(t')] = 0.$$  

(94)

The same commutation relations must then hold for the detector mode $a_{\text{det}}(t)$. This can be used to rewrite the first term on the right hand side of Equation (87). It is sufficient to consider $\tau > 0$, in which case we have

$$\langle I(t + \tau)I(t) \rangle = (qv^2)^2 \langle a_{\text{det}}(t) a_{\text{det}}(t + \tau) a_{\text{det}}(t) \rangle$$

$$= (qv^2)^2 \left(\langle a_{\text{det}}(t + \tau) a_{\text{det}}(t) \rangle \right)$$

$$- \delta(\tau) \langle a_{\text{det}}(t) a_{\text{det}}(t) \rangle$$

$$= \langle I(t + \tau)I(t) \rangle - qv^2 \delta(\tau) \langle I(t) \rangle.$$  

(95)

This means that Equations (62) and (87) are in fact the same given the assumptions (93) and (94).

Let us now briefly mention the differences that would arise if the photon detection efficiency $\sigma$ differed from unity. The first term in Equation (87) would then be proportional to an additional factor $\sigma^2$, whereas the last term, which is the result of self-correlation of single photoelectric pulses, would only be proportional to $\sigma$. It would then still be possible to have equality between the two detector models (Equations (62) and (87)). However, it would require introducing a fictitious field in Section VI (where the field was quantum and the detector semiclassical) in order to account for vacuum fluctuations associated with the nonunit detection efficiency [19].

To see how the equivalence of the two detector models affects the interpretation of the photocurrent spectral density, let us write out the left hand side of Equation (93), but now in the Fourier domain. This gives

$$\left[\Gamma_{q}[\omega], \Gamma_{q}^*[\omega'] \right] = \left[\Gamma_{q}[\omega], \Gamma_{q}^*[\omega'] \right]$$

(96)

$$+ i \sqrt{\kappa_{\text{ext}}} \left(G \chi_{c}[\omega] [x[\omega], \Gamma_{q}^*[\omega']] \right)$$

$$- G^* \chi_{c}^*[-\omega'] [\Gamma_{q}[\omega], x[\omega']]$$

$$+ \kappa_{\text{ext}} [G^2 \chi_{c}[\omega] \chi_{c}^*[-\omega'] [x[\omega]], x[\omega']]$$

where $\Gamma_{q}[\omega]$ is the quantum part of $\Gamma[\omega]$ as defined in Equation (78). It is straightforward to show that

$$\left[\Gamma_{q}[\omega], \Gamma_{q}^*[\omega'] \right] = 2\pi \delta(\omega + \omega'),$$

(97)

which means that the remaining terms on the right hand side of (96) must sum to zero. If we now take the expectation value of Equation (96) and integrate over $\omega'$, we arrive at the relation

$$\frac{2 \text{ Im} (G \chi_{c}^*[\omega] S_{\text{eff}}[\omega])}{\sqrt{\kappa_{\text{ext}}(G^2 |\chi_{c}[\omega]|^2)} = S_{xx}[\omega] - S_{xx}[-\omega].}$$

(98)

Equation (98) shows that there is a close relation between the amount of back-action on the oscillator from the radiation pressure shot noise and the magnitude of the oscillator’s quantum zero-point fluctuations. This is a general feature of linear quantum measurements [14, 15], and the relation is valid even for a weak measurement where the probe beam has negligible effect on the spectrum $S_{xx}[\omega]$. We can use Equation (98) to rewrite the result found with the SCL model in Section VI (for
$\Gamma = \Gamma_0$, giving
\[
S^{(\text{om})}[\omega] + S^{(m)}[\omega] = -|Z|^2 \sqrt{\kappa_{\text{ext}}} \text{Im} \left( G^* \chi_c[-\tilde{\omega}] S_{\Gamma,xx}[-\tilde{\omega}] \right) + |Z|^2 \kappa_{\text{ext}} G^2 |\chi_c[-\tilde{\omega}]|^2 S_{xx}[\tilde{\omega}]
\]
which is exactly the $S^{(m)}[\omega]$ in Equation (91) that we found with the QUA model in Section VII.

We conclude that the two detector models result in the same photocurrent spectral density provided the assumption of equal commutation relations for the output and input electromagnetic modes [15]. Note that if we assume that standard quantum theory is correct, the equality of these commutation relations can of course be deduced.

**B. Optical versus microwave detectors**

We have seen that the standard photodetection theory for photomultipliers leads to the QUA detector model. This does not necessarily mean that the same detector model applies in the microwave regime, as the detection process there is quite different from the optical regime. We are not aware of any rigorous derivation of how the heterodyne spectrum should be expressed in terms of expectation values of field operators for microwave systems, and it is beyond the scope of this article to attempt to derive such a relation. In general, we can at least conclude that a detector described by the SCL model would have to not only absorb photons, but also emit them. The reason is that a detector that only absorbs photons can never detect quantum vacuum noise.

**X. THE MECHANICAL OSCILLATOR AND ITS ENVIRONMENT**

**A. Model**

To derive explicit expressions for the sidebands and their asymmetry, we need a model for the mechanical mode. We let the mechanical part of the Hamiltonian be given by
\[
H_{\text{mech}} = \frac{P^2}{2m} + \frac{1}{2} \omega_m^2 (X - X_0)^2
\]
for a harmonic oscillator with effective mass $m$. The momentum $P$ and position $X$ should be interpreted as operators in a quantum theory. As before, we use the dimensionless position fluctuation $x$ as defined in Equation (33). The variable $x$ may again be expressed in terms of coefficients $c$ and $c^*$, defined by
\[
c + c^* = x = \frac{X - X_0}{X_{\text{zpf}}}
\]
\[
i(c^* - c) = \frac{P}{P_{\text{zpf}}}.
\]
In a quantum theory, the coefficients $c$, $c^*$ are replaced by annihilation and creation operators $c$, $c^\dagger$ that obey $[c, c^\dagger] = 1$.

The mechanical oscillator is also coupled to an environment. This could include coupling to a continuum of mechanical modes in the mechanical support, but it could also include the coupling to another optical mode used to cool the mechanical oscillator. We will assume that the interaction with these environments can be described by coupling to a single bath of continuum modes, similar to what we did for the cavity mode. The coefficient $c$ must then obey the quantum Langevin equation
\[
\dot{c} = -\left( \gamma_m \frac{\omega}{2} + i \omega_m \right) c - i \left( G^* d + G d^* \right) + \sqrt{\gamma_m} \eta. \tag{103}
\]
The oscillator has an intrinsic linewidth $\gamma_m$ as a result of coupling to its bath. We adopt a white and Gaussian noise model for the noise variable $\eta(t)$, and we let
\[
\langle \eta[\omega] \eta[\omega'] \rangle = 2\pi (n_{\text{th}} + \beta) (\omega - \omega') \tag{104}
\]
\[
\langle \eta^\dagger[\omega] \eta[\omega'] \rangle = 2\pi n_{\text{th}} \delta(\omega - \omega').
\]
The thermal phonon number $n_{\text{th}}$ is defined as in Equation (10). In a quantum theory, it is the average phonon number of the mechanical mode when $G = 0$. The temperature $T$ in Equation (10) is in other words the effective temperature characterizing the mechanical mode’s intrinsic bath. We again note that its value can for example depend on the power of another laser beam used for optomechanical cooling.

In standard quantum theory, the constant $\beta = 1$. However, we will keep the symbol $\beta$ here in order to keep track of the contribution from quantum noise in the mechanical bath, in the same way as was done in Ref. [15]. We note that in a theory where the mechanical oscillator and its environment is considered classical, $\beta$ would be zero and $n_{\text{th}} = k_B T / (\hbar \omega_m)$.

From Equation (103), we can find the dimensionless position $x$. To simplify the expressions a bit, let us now assume that the detuning $\Delta = 0$. This gives
\[
x[\omega] = \sqrt{\gamma_m} \left( \chi_m[\omega] \eta[\omega] + \chi_m^*[\omega] \eta^\dagger[\omega] \right) - i G \chi_c[\omega] \left( \chi_m[\omega] - \chi_m^*[\omega] \right) \left( d_{\text{in}}[\omega] + d_{\text{in}}^\dagger[\omega] \right)
\]
in the Fourier domain when defining the mechanical susceptibility as in Equation (7). We have used that $G$ is real and $\chi_c^*[\omega] = \chi_c[\omega]$ when $\Delta = 0$. The variable $d_{\text{in}}$ was defined in Equation (42). Depending on our model of the electromagnetic field, it can be either classical (a complex number) or a quantum operator.

**B. Generalized model for the electromagnetic field noise**

In addition to keeping track of where the quantum noise in the mechanical bath contributes, it is also instructive to track the noise in the electromagnetic field. To this end, let us now modify the quantum noise model in Equations (73), such that
we instead have
\[
\langle \xi_i^\dagger \xi_j \rangle = 2\pi \alpha \delta_{ij} \delta(\omega + \omega')
\]
\[
\langle \xi_i^\dagger \xi_j \rangle = 0
\]
\[
\langle \xi_i \xi_j \rangle = 0,
\]
but we must keep in mind that standard quantum theory requires \( \alpha = 1 \).

The model (106) should not be confused with the classical model for intrinsic electromagnetic noise given in Equations (54). However, it will prove convenient that we have chosen the same symbol \( \alpha \) to parametrize both the classical and quantum noise models.

C. Mechanical noise spectrum

We can now use Equation (105) to calculate the mechanical oscillator noise spectrum in the limits \( |G| \ll \kappa \) and \( \gamma_m \ll \omega_m \), giving
\[
S_{xx}[\omega] = \gamma_m \left[ \langle \hat{n}_{th} + \beta \rangle |\chi_m[\omega]|^2 + \hat{n}_{th} |\chi_m[-\omega]|^2 \right].
\]  
(107)

Comparing with Equation (11) (by letting \( \beta = 1 \)), we see that this is the (normalized) spectrum of an oscillator in a thermal state. However, the average phonon number is not \( n_{th} \), but
\[
\hat{n}_{th} = n_{th} + p(\alpha + rC_{xx})
\]  
(108)

where we define the dimensionless number
\[
p = \frac{\kappa^2 |\chi_m[\omega_m]|^2}{4C}
\]  
(109)
in terms of the cooperativity
\[
C \equiv \frac{4G^2}{\kappa \gamma_m}.
\]  
(110)

The last term in Equation (108) is due to the fact that the probe beam noise leads to additional fluctuations in the mechanical oscillator position. For this additional heating to be negligible (in the sense that \( \hat{n}_{th} = n_{th} \ll 1 \)), we need \( p(\alpha + rC_{xx}) \ll 1 \). This is always satisfied if the amplitude laser noise is below shot noise level, i.e., \( rC_{xx} \ll \alpha = 1 \), and if the probe beam is sufficiently weak such that \( p \ll 1 \). On the other hand, we should note that the parameter \( p \) cannot be too small. The reason is, as we will see below, that the signal to noise ratio of the sidebands also depends on this parameter.

We observe that \( S_{xx}[\omega] \) consists of two Lorentzians centered at \( \pm \omega_m \). The asymmetry between these two peaks is for zero detuning only given by \( \beta \), which means that it originates from the quantum nature of the mechanical oscillator’s intrinsic bath. We emphasize that this conclusion and the expressions above are limited to the case \( \Delta = 0 \). For nonzero detuning, the probe beam can also give rise to modifications of the damping rate \( \gamma_m \) and the mechanical frequency \( \omega_m \), and the asymmetry is generally a result of both mechanical and optical quantum noise.

Let us also write down the symmetrized noise spectrum
\[
S_{xx}[\omega] = \gamma_m (\hat{n}_{th} + \beta / 2) \left( |\chi_m[\omega]|^2 + |\chi_m[-\omega]|^2 \right),
\]  
(111)
since this enters our expression for the photocurrent spectrum when using the SCL detector model. It is also worthwhile to point out that the expression for the average phonon number (108) is unchanged if we replace the quantum noise model (106) with the classical model (54) for the intrinsic electromagnetic field noise.

XI. EXPLICIT EXPRESSIONS WITH DIFFERENT DETECTOR MODELS

In this section, we calculate the explicit expressions for the sidebands in the photocurrent spectrum using the two different detector models. We use the quantum vacuum noise model for the electromagnetic field in this section. Laser noise will be neglected from now on, assuming that this can be sufficiently suppressed by filtering.

We will keep the parameters \( \alpha \) and \( \beta \) introduced in Equations (106) and (104) to keep track of where the quantum noise of the electromagnetic and mechanical baths contribute, similarly to what was done in Ref. [15]. The standard quantum model is recovered by setting \( \alpha = \beta = 1 \).

A. Semiclassical detector model

Let us first use the SCL detector model presented in Section VI. By using the expression (77), we find the optomechanical part of the photocurrent spectrum at frequency \( \omega = \omega_{if} + \tilde{\omega} \) to be
\[
S^{(om)}[\omega] = 2\alpha p \bar{\kappa}_{ext} |Z|^2 \left( L[\tilde{\omega}] - L[-\tilde{\omega}] \right),
\]  
(112)
introducing the quantity
\[
\bar{\kappa}_{ext} = \frac{\kappa_{ext}}{\kappa} \leq 1.
\]  
(113)

We have also defined the Lorentzian
\[
L[\tilde{\omega}] = \frac{\left( \gamma_m / 2 \right)^2}{\left( \gamma_m / 2 \right)^2 + (\tilde{\omega} - \omega_m)^2}
\]  
(114)
such that its peak value is 1. We see that \( S^{(om)}[\omega] \) is antisymmetric around \( \omega_{if} \). Moving on to the mechanical term \( S^{(m)}[\omega] \) which is given by Equation (67) with the SCL detector model, we find
\[
S^{(m)}[\omega] = 4 (\hat{n}_{th} + \beta / 2) p \bar{\kappa}_{ext} |Z|^2 \left( L[\tilde{\omega}] + L[-\tilde{\omega}] \right).
\]  
(115)

As we have pointed out before, the contribution \( S^{(m)}[\omega] \) is symmetric around \( \omega_{if} \) with this detector model.

From these expressions, we can find the photocurrent spectrum at the red and blue sidebands as defined in Equations
The upper panel of Figure 3 shows the two sidebands for \( \alpha \) (21) and (22):

\[
S_{rr}[\tilde{\omega}] = |Z|^2 \left[ \alpha + 4p \tilde{n}_{\text{ext}} (\tilde{n}_{th} + \beta/2 + \alpha/2)L[\tilde{\omega}] \right] \quad (116)
\]

\[
S_{bb}[\tilde{\omega}] = |Z|^2 \left[ \alpha + 4p \tilde{n}_{\text{ext}} (\tilde{n}_{th} + \beta/2 - \alpha/2)L[\tilde{\omega}] \right].
\]

(117)

The upper panel of Figure 3 shows the two sidebands for \( \alpha = \beta = 1 \) as well as the individual terms in Equations (112) and (115). We can now calculate the sideband asymmetry function according to the SCL detector model. Using Equation (69), we get

\[
\Delta S[\tilde{\omega}] = 4\alpha p \tilde{n}_{\text{ext}} |Z|^2 L[\tilde{\omega}]
\]

(118)

for \( \tilde{\omega} \sim \omega_m \). Since this is proportional to \( \alpha \) (and not \( \beta \)), it is explicitly clear that with this detector model, the sideband asymmetry comes entirely from the oscillator’s response to quantum noise in the electromagnetic field, not from quantum noise in the oscillator’s intrinsic bath.

**B. Quantum detector model**

If we instead use the QUA detector model from Section VII involving normal and time ordered expectation values, we find

\[
S^{(om)}[\omega] = 0.
\]

We thus conclude that with the QUA model and the assumption of zero detuning, the sideband asymmetry originates entirely from quantum vacuum noise in the oscillator’s intrinsic bath.

\[
S^{(m)}[\omega] = 4p \tilde{n}_{\text{ext}} |Z|^2 \left[ (\tilde{n}_{th} + \beta)L[\tilde{\omega}] + \tilde{n}_{th} L[-\tilde{\omega}] \right].
\]

(120)

We see that, unlike the expression in Equation (115), this is not symmetric around \( \omega_m \).

It is then straightforward to find the photocurrent spectrum at the red and blue sidebands:

\[
S_{rr}[\tilde{\omega}] = |Z|^2 \left[ 1 + 4p \tilde{n}_{\text{ext}} (\tilde{n}_{th} + \beta)L[\tilde{\omega}] \right]
\]

(121)

\[
S_{bb}[\tilde{\omega}] = |Z|^2 \left[ 1 + 4p \tilde{n}_{\text{ext}} \tilde{n}_{th} L[\tilde{\omega}] \right].
\]

(122)

The lower panel of Figure 3 shows how these two sidebands come about with the QUA detector model. The sideband asymmetry function becomes

\[
\Delta S[\tilde{\omega}] = 4\beta p \tilde{n}_{\text{ext}} |Z|^2 L[\tilde{\omega}],
\]

(123)

which is proportional to \( \beta \), not \( \alpha \). We thus conclude that with the QUA model and the assumption of zero detuning, the sideband asymmetry originates entirely from quantum vacuum noise in the oscillator’s intrinsic bath.

**C. Discussion**

To recover standard quantum theory, we should set \( \alpha = \beta = 1 \). As expected, we then see that the two detector models give the same result. They both give the red and blue sideband spectra

\[
S_{rr}[\tilde{\omega}] = |Z|^2 \left[ 1 + 4p \tilde{n}_{\text{ext}} (\tilde{n}_{th} + 1)L[\tilde{\omega}] \right]
\]

(124)

\[
S_{bb}[\tilde{\omega}] = |Z|^2 \left[ 1 + 4p \tilde{n}_{\text{ext}} \tilde{n}_{th} L[\tilde{\omega}] \right]
\]

as well as the asymmetry function

\[
\Delta S[\tilde{\omega}] = 4p \tilde{n}_{\text{ext}} |Z|^2 L[\tilde{\omega}].
\]

(125)

We thus conclude that with the QUA model and the assumption of zero detuning, the sideband asymmetry originates entirely from quantum vacuum noise in the oscillator’s intrinsic bath.

\[
\frac{\Delta S[\omega]}{S^{(o)}} = 4 p \tilde{n}_{\text{ext}}.
\]

(126)
not explicitly dependent on the temperature of the mechanical mode and can be determined by independent measurements.

We nevertheless see that the asymmetry comes about for different reasons with the two different detector models, as shown graphically in Figure 3. A probe at zero detuning will measure properties of the oscillator’s intrinsic bath with a detector described by the QUA model. A detector described by the SCL model will on the other hand measure how the oscillator responds to the noise in the electromagnetic field. While these are indistinguishable in standard quantum theory, one could perhaps imagine that they would differ in some modified theory. We will not speculate on such theories here, but it is worth pointing out that searching for or ruling out deviations from standard quantum theory is in fact one of the major goals in the field of optomechanics. At the very least, the above shows that detailed knowledge of the measurement process can be very important when doing so.

Finally, we should point out that in the case where the oscillator is cooled close to the ground state by a separate laser beam, the properties of the noise variable η may largely originate from quantum noise associated with another cavity mode and not from mechanical degrees of freedom. This means that even though the QUA detector model leads to a measurement of the properties of the intrinsic noise η, that does not necessarily mean that one measures properties of a mechanical bath. To be able to do that would require that the oscillator is sufficiently cooled by other means (i.e., not laser cooling) in order to resolve the asymmetry.

**XII. FAILURE OF A FULLY CLASSICAL MODEL**

We have seen in Sections VI and XI A that with the SCL detector model and a quantum electromagnetic field, the sideband asymmetry originates from optomechanical correlations due to quantum vacuum noise of the electromagnetic field. This raises two important questions: 1) Can the sideband asymmetry also be explained by intrinsic classical noise of the electromagnetic field? 2) If yes, does that mean that sideband asymmetry measurements on optomechanical systems can always be explained by classical theories with classical mechanical oscillators? In this Section, we will show that the answer to question 1) is indeed yes. The right type of classical field noise can give just the right amount of sideband asymmetry expected in a quantum theory. However, we will show that the answer to question 2) is no. A theory with a classical mechanical oscillator with no zero point motion cannot recreate the results of a quantum theory, provided that the oscillator is cooled down to sufficiently low temperatures. That being said, in Section XII B we show that this low temperature regime cannot be reached by laser cooling in the classical model, since the classical electromagnetic field noise sets a lower limit on the temperature that can be reached by this technique.

A. Heterodyne spectrum in a classical model

Let us now assume that the noise in the electromagnetic field is fully classical, such that ξ_{ext} and ξ_{int} are classical, commuting variables. We again neglect laser noise, but we use the model for intrinsic classical noise given in Equation (54). This of course assumes that we are not able to rule out such a model through a noise characterization of our detector. We also assume that the mechanical oscillator is classical, which means that we must set the parameter β = 0.

With these assumptions, we can use the expressions from Section V to calculate the photocurrent spectrum which will depend on the parameter α as defined in Equation (54). It turns out that the result is identical to what we found with a quantum electromagnetic field in Section XI A, as long as we replace β with 0. The red and blue sideband spectra then become

\[
S_{rr}[\omega] = |Z|^2 \left[\alpha + 4 p \xi_{ext} (\tilde{n}_{th} + \alpha/2) L[\omega]\right]
\]

\[
S_{bb}[\omega] = |Z|^2 \left[\alpha + 4 p \xi_{ext} (\tilde{n}_{th} - \alpha/2) L[\omega]\right],
\]

with \(\tilde{n}_{th} = n_{th} + p \alpha\). Since we are now dealing with classical physics, we cannot think of \(n_{th}\) as an average number of phonons, but we should rather make the identification

\[
n_{th} = \frac{k_B T}{\hbar \omega_{th}},
\]

where \(T\) is the temperature characterizing the mechanical oscillator’s intrinsic bath.

The noise floor is now \(|Z|^2 \equiv |Z|^2 \alpha\). In an experiment, one would probably not know the value of neither \(|Z|\) nor α, so it is more meaningful to write the spectra in units of the noise floor. Taking α outside the parantheses allows us to express the spectra as

\[
S_{rr}[\omega] = |\tilde{Z}|^2 \left[1 + 4 p \xi_{ext} (\tilde{n}_{inf} + 1) L[\omega]\right]
\]

\[
S_{bb}[\omega] = |\tilde{Z}|^2 \left[1 + 4 p \xi_{ext} \tilde{n}_{inf} L[\omega]\right].
\]

We see that by defining the parameter

\[
\tilde{n}_{inf} = \frac{\tilde{n}_{th}}{\alpha} - \frac{1}{2} = \frac{n_{th}}{\alpha} + p - \frac{1}{2},
\]

the spectra (129) take exactly the same form as in (124). We also see that the spectra satisfy Equation (126), meaning that the height difference of the sidebands in units of the noise floor is just the same as in a quantum theory.

The only difference from the quantum result is that \(\tilde{n}_{th}\) is replaced by \(\tilde{n}_{inf}\), but the mechanical mode’s effective temperature is typically unknown anyway. This means that if the correct theory was in fact classical, but we mistakenly thought the quantum theory was correct, we would incorrectly infer that the average phonon number was \(\tilde{n}_{inf}\).

There is, however, a crucial difference between \(\tilde{n}_{th}\) and \(\tilde{n}_{inf}\). The temperature \(T\) and thus \(\tilde{n}_{th}\) must always be positive, but for sufficiently low temperatures and small \(p\), one
could reach $\tilde{n}_{th}/\alpha < 1/2$. This would result in a negative $\tilde{n}_{inf}$. In other words, for low temperatures

$$T < \frac{\hbar \omega_m\alpha}{k_B \left(\frac{1}{2} - p\right)}, \quad (131)$$

we could have $|S^{(om)}[\omega]| > S^{(m)}[\omega]$ at the blue sideband, which would lead to a negative Lorentzian (relative to the noise floor), rather than a positive one. This means that classical optomechanical correlations can lead to so-called noise squashing. See Figure 4 for an illustration. In contrast, in a quantum theory with the SCL detector model, the negative contribution from quantum optomechanical correlations is always compensated by the oscillator’s zero point motion.

In the quantum theory, the height of the blue sideband is proportional to $\tilde{n}_{th}$, which can never go below the value $p$ because of radiation pressure shot noise. This means that as the temperature is lowered, the value $\tilde{n}_{th}$ will asymptotically approach $p$ from above. The classical theory does not have this feature. To be more specific, let us define the normalized inverse temperature

$$Q = \frac{\hbar \omega_m}{k_B T}. \quad (132)$$

For all temperatures $T$ for which $\tilde{n}_{inf} > p$, we then have

$$\left|\frac{\partial \tilde{n}_{inf}}{\partial Q}\right| > \frac{\alpha}{4}. \quad (133)$$

While $\alpha$ is generally unknown, one might be able to put a lower limit on its value. In practice, one would only be worried about the case $\alpha \geq 1$. This means that a lower limit can be placed on the absolute value of the derivative (133) in a classical theory. In contrast, in the quantum theory, where $\tilde{n}_{th}$ is given by Equation (10), there is no such limit and we have

$$\lim_{Q \to -\infty} \left|\frac{\partial \tilde{n}_{th}}{\partial Q}\right| = 0. \quad (134)$$

The behavior of the blue sideband height as a function of inverse temperature is depicted in Figure 5 for both the quantum and the classical theory. This qualitative difference is in principle observable.

![FIG. 4. Classical optomechanical correlations can lead to a negative blue sideband in the low temperature regime, i.e., noise squashing. Left: The optomechanical contribution $S^{(om)}[\omega_M + \omega]$ (dashed) and the mechanical contribution $S^{(m)}[\omega_M + \omega]$ (dotted) at the red sideband. Right: The optomechanical contribution $S^{(om)}[\omega_M - \omega]$ (dashed) and the mechanical contribution $S^{(m)}[\omega_M - \omega]$ (dotted) at the blue sideband. Center: The sidebands with the noise floor subtracted. Here, the red sideband $S_{red}[\omega] = |Z|^2$ is positive, whereas the blue $S_{blue}[\omega] = |Z|^2$ is negative. All functions are presented in units of $4p\bar{\kappa}_{ext}|Z|^2$.

![FIG. 5. The blue sideband height above the noise floor in units of $4p\bar{\kappa}_{ext}|Z|^2$ as a function of inverse temperature for the quantum model (solid curve) and the classical model (dashed curve). We have chosen $\alpha = 1$ and $p = 0.1$ here. We see that for all $T$ where $\tilde{n}_{inf} > p$, the magnitude of the derivative of $\tilde{n}_{inf}$ is above a finite value.

We conclude that in the low temperature regime, the predictions from a completely classical theory do differ from those of a theory with a quantum mechanical oscillator.

**B. Limits to laser cooling with classical field noise**

Even though the classical and quantum theories differ at low temperatures, we will now see that laser cooling cannot be used to expose this deviation. Let us imagine that the mechanical oscillator is cooled with the aid of another cavity mode. We let the cavity mode used for cooling have the same linewidth $\kappa$ and the same classical intrinsic noise properties (54) as the cavity mode used for measurement. The cooling cavity mode is driven by another laser at a detuning $\Delta_2$, and the interaction between this cavity mode and the mechanical oscillator is characterized by the many-photon optomechanical coupling $G_2$. We can disregard the measurement beam for now.

We still consider a classical theory in which $\beta = 0$. Besides coupling to the cooling cavity mode, the oscillator also interacts with its mechanical support. Let us assume that the latter gives rise to an intrinsic mechanical linewidth $\gamma_{m,0}$. We also
let the temperature of the mechanical support be \( T_0 \). The oscillator’s resonance frequency before coupling to the cooling mode is \( \omega_{m,0} \). Defining the cooling cavity mode susceptibility

\[
\chi_{c,2}[\omega] = \frac{1}{\kappa/2 - i(\omega + \Delta_2)},
\]

(135)

the standard linearized theory of optomechanics then gives the oscillator’s effective linewidth

\[
\gamma_m = \gamma_{m,0} + 2|G_2|^2 \text{Re}\left(\chi_{c,2}[\omega_m] - \chi_{c,2}^*[\omega_m]\right)
\]

(136)

and effective resonance frequency

\[
\omega_m = \omega_{m,0} + |G_2|^2 \text{Im}\left(\chi_{c,2}[\omega_m] - \chi_{c,2}^*[\omega_m]\right)
\]

(137)

in the limit \( \gamma_m \ll \kappa, \omega_m \). The effective temperature \( T \) of the mechanical mode is given by the number \( n_{th} = k_B T/\hbar \omega_m \), which becomes

\[
n_{th} = \frac{\gamma_{m,0} n_{th,0}}{\gamma_m} + \frac{\alpha|G_2|^2 \left(\left|\chi_{c,2}[\omega_m]\right|^2 + \left|\chi_{c,2}^*[-\omega_m]\right|^2\right)}{2\gamma_m}
\]

(138)

Here, we have defined

\[
n_{th,0} = \frac{k_B T_0}{\hbar \omega_m},
\]

(139)

which is the temperature of the mechanical bath in units of \( \hbar \omega_m/k_B \).

For a sufficiently strong cooling laser, we can reach the regime \( \gamma_m \gg \gamma_{0,m} \), in which case expression (138) can be written as

\[
n_{th} = \frac{\gamma_{m,0} n_{th,0}}{\gamma_m} + \frac{\alpha \kappa \gamma_m}{2} \frac{\left(\left|\chi_{c,2}[\omega_m]\right|^2 + \left|\chi_{c,2}^*[-\omega_m]\right|^2\right)}{\gamma_m}
\]

(140)

The second term in this expression arises from intrinsic field noise entering the cooling cavity. Unlike the first term, this cannot be made arbitrarily small. We find that the second term leads to

\[
n_{th} > \frac{\alpha}{2},
\]

(141)

or in terms of temperature,

\[
T > \frac{\hbar \omega_m \kappa}{2k_B}.
\]

(142)

Comparing this with Equation (131), we see that when cooling with a cavity mode with the same classical noise strength as the measurement mode, one can never reach the desired regime where classical and quantum theories are distinguishable.

Let us now consider the resolved sideband regime \( \omega_m \gg \kappa \) and the detuning \( \Delta_2 = -\omega_m \). Equation (140) then becomes

\[
n_{th} = \frac{\gamma_{m,0} n_{th,0}}{\gamma_m} + \alpha \left[ \frac{1}{2} + \left(\frac{\kappa}{4\omega_m}\right)^2 \right].
\]

(143)

This should be compared with the quantum result [12, 13]

\[
n_{th} = \frac{\gamma_{m,0} n_{th,0}}{\gamma_m} + \left(\frac{\kappa}{4\omega_m}\right)^2.
\]

(144)

that follows from using the noise model (106) with \( \alpha = 1 \). Inserting Equation (143) into the expression for \( \tilde{n}_{inf} \) in Equation (130) gives

\[
\tilde{n}_{inf} = \frac{\gamma_{m,0} n_{th,0}}{\alpha \gamma_m} + \left(\frac{\kappa}{4\omega_m}\right)^2 + p
\]

(145)

which is always positive. We emphasize that in a classical world with \( \alpha = 1 \), we would mistakenly measure an apparent average phonon number \( \tilde{n}_{inf} \) which is exactly equal to the average phonon number \( n_{th} = n_{th} + p \) one finds in a quantum theory. If \( \alpha \neq 1 \), \( \tilde{n}_{inf} \) simply differs from the expected quantum result by \( T_0 \rightarrow T_0/\alpha \).

In general, it is impossible to reach the temperature regime (131) by having the oscillator interact with degrees of freedom whose intrinsic classical noise is at least as large as that of the measurement cavity mode. However, for a large mechanical frequency, i.e., for an oscillator in the GHz regime, it can be possible to reach this temperature regime simply by conventional cooling of the oscillator’s surroundings such that \( T_0 \) satisfies Equation (131). In other words, the regime where classical and quantum theories for the heterodyne measurement spectrum differ can be accessible in cases where ground state cooling can be achieved through direct cryogenic cooling [29, 30].

**XIII. CONCLUSION**

We have looked at the heterodyne photocurrent spectrum in the context of quantum optomechanical systems. The interpretation of sideband asymmetry in a quantum theory without classical noise is dependent on the choice of detector model and cannot be determined without detailed knowledge of the measurement process. For a detector that measures normal and time ordered expectation values, the sideband asymmetry reflects the quantum asymmetry in the oscillator’s noise spectrum. For a detector that measures symmetrized expectation values, the asymmetry is a result of interference between quantum noise in the electromagnetic field and the position of the mechanical oscillator. Nevertheless, in both types of measurements, the sidebands are the same and the asymmetry reflects the nonclassical nature of the mechanical oscillator.

We have seen that sideband asymmetry can arise in a classical theory as well, irrespective of detector model, when the electromagnetic field has intrinsic classical noise. The asymmetry is then ascribed to interference between classical field noise and oscillator position. The magnitude of the asymmetry in units of the noise floor is in fact exactly the same as expected in a quantum theory. However, we have pointed out that at very low temperatures, the blue sideband can become negative relative to the noise floor in a classical theory. This noise squashing occurs when the magnitude of the interference term exceeds the contribution from the oscillator’s noise.
spectrum. In a quantum theory with no classical noise, this is not possible, due to quantum zero point fluctuations of the mechanical oscillator. We have thus argued that while sideband asymmetry itself cannot determine whether the oscillator is classical or quantum, the height of the blue sideband as a function of temperature is qualitatively different in a quantum versus a classical theory. We have also emphasized that classical electromagnetic field noise can in some cases be ruled out by other means, such as filtering of laser noise and a proper characterization of the background noise seen by the photodetector.
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Appendix A: Expressing the mechanical noise spectrum in terms of equal time expectation values

Let us start by using Equations (1) to derive differential equations for the correlation functions \( \langle x(\tau)x(0) \rangle \) and \( \langle p(\tau)x(0) \rangle \) for \( \tau > 0 \). This gives

\[
\begin{align*}
\frac{d}{d\tau}\langle x(\tau)x(0) \rangle &= \omega_m \langle p(\tau)x(0) \rangle \\
\frac{d}{d\tau}\langle p(\tau)x(0) \rangle &= -\omega_m \langle x(\tau)x(0) \rangle - \frac{\gamma_m}{2} \langle p(\tau)x(0) \rangle
\end{align*}
\]

(App1)

when using that \( \langle F(\tau)x(0) \rangle = 0 \) for \( \tau > 0 \). We now define the Laplace transforms

\[
\mathcal{X}(s) = \int_0^\infty d\tau e^{-\omega \tau} \langle x(\tau)x(0) \rangle
\]

\[
\mathcal{P}(s) = \int_0^\infty d\tau e^{-\omega \tau} \langle p(\tau)x(0) \rangle
\]

(App2)

Transforming the differential equations to the \( s \)-domain then gives

\[
\begin{align*}
s\mathcal{X}(s) - \langle x^2 \rangle &= \omega_m \mathcal{P}(s) \\
s\mathcal{P}(s) - \langle px \rangle &= -\omega_m \mathcal{X}(s) - \frac{\gamma_m}{2} \mathcal{P}(s).
\end{align*}
\]

(App3)

We can solve these algebraically to find

\[
\mathcal{X}(s) = \frac{(\gamma_m/2 + s) \langle x^2 \rangle + \omega_m \langle px \rangle}{(\gamma_m/2 + s) + \omega_m^2}.
\]

(App4)

In the limit \( \gamma_m \ll \omega_m \), the transformation back to the time domain gives

\[
\langle x(\tau)x(0) \rangle \approx e^{-\gamma_m \tau/2} \left[ \cos(\omega_m \tau) \langle x^2 \rangle + \sin(\omega_m \tau) \langle px \rangle \right].
\]

(App5)

We emphasize that this result is only valid for \( \tau > 0 \).

To find the same correlation function for \( \tau < 0 \), we can use \( \langle x(\tau)x(0) \rangle = \langle x(0)x(\bar{\tau}) \rangle \) with \( \bar{\tau} = -\tau > 0 \), which follows from time translational symmetry. Through a similar calculation as above, we then find

\[
\langle x(\tau)x(0) \rangle = e^{\gamma_m \tau/2} \left[ \cos(\omega_m \tau) \langle x^2 \rangle - \sin(\omega_m \tau) \langle px \rangle \right].
\]

(App6)

We have again used causality, i.e., \( \langle x(0)F(\tau) \rangle = 0 \).

We are then ready to calculate the noise spectrum, which can be written

\[
S_{xx}[\omega] = \lim_{\varepsilon \to 0^+} \left\{ \int_{-\varepsilon}^{\varepsilon} + \int_{-\varepsilon}^{\varepsilon} + \int_{-\varepsilon}^{\varepsilon} \right\} d\tau e^{i\omega \tau} \langle x(\tau)x(0) \rangle.
\]

(App7)

For \( \varepsilon \ll 2\pi/\omega_m \), the last term can be approximated by \( 2\varepsilon \langle x^2 \rangle \to 0 \). Using Equations (A5) and (A6) to calculate the other terms leads to Equation (6) in the main text. Alternatively, one can use the Laplace transform \( \mathcal{X}(s) \) to find \( S_{xx}[\omega] \) directly by analytical continuation.

Appendix B: Formalism for the electromagnetic field

In this section, we will briefly review the formalism used to describe the electromagnetic field. The motivation for this is to show the similarities and differences between a quantum and a classical description.

1. Hamiltonian for a classical cavity field

The Hamiltonian for the electromagnetic field inside the cavity is given by

\[
H_{\text{cav}} = \frac{1}{2} \int dV \left( \varepsilon_0 E^2(r, t) + \mu_0 B^2(r, t) + \mu_0 B^2(r, t) \right)
\]

(B1)

where \( \varepsilon_0 \) is the vacuum electric permittivity, \( \mu_0 \) the vacuum magnetic susceptibility, and \( E(r, t) \) and \( B(r, t) \) the electric and magnetic fields.

The electric field inside the cavity can be written as an expansion in terms of real mode functions \( u_j(r) \),

\[
E(r, t) = \frac{1}{\sqrt{\varepsilon_0}} \sum_j p_j(t) u_j(r),
\]

(B2)

where \( \varepsilon_0 \) is the electric permittivity. If the space between the mirror contains no charges, we must have \( \nabla \cdot u_j(r) = 0 \). In order for the electric field to satisfy the wave equation, the orthonormal mode functions \( u_j(r) \) must satisfy

\[
\nabla^2 u_j(r) = -k_j^2 u_j(r)
\]

(B3)

with constant \( k_j \), and \( p_j(t) \) are coefficients associated with these mode functions. The boundary conditions for the mode functions are \( \hat{n}(r) \times u_j(r) = 0 \), where \( \hat{n} \) is a vector normal to the mirror surface.

The magnetic field can be expressed as

\[
B(r, t) = -\frac{1}{\sqrt{\varepsilon_0}} \sum_j q_j(t) (\nabla \times u_j(r))
\]

(B4)
where the coefficients $q_j$ must satisfy $\dot{q}_j = p_j$.

When inserting the fields in Eqs. (B2) and (B4) into the Hamiltonian (B1), one arrives at

$$H_{cav} = \frac{1}{2} \sum_j \left( p_j^2 + \omega_j^2 q_j^2 \right)$$  \hspace{1cm} (B5)

with the angular frequencies defined as $\omega_j = ck_j$. We recognize this as the Hamiltonian for a collection of harmonic oscillators with mass $m = 1$. In other words, we can think of the coefficients $p_j$ as momenta per square root of mass, and the coefficients $q_j$ as positions times square root of mass.

We now define the complex coefficients

$$a_j = \sqrt{\frac{\omega_j}{2K}} \left( q_j + \frac{i}{\omega_j} p_j \right),$$  \hspace{1cm} (B6)

where $K$ is an arbitrary constant with dimension energy per angular frequency. With this definition, the Hamiltonian becomes

$$H_{cav} = \sum_j K \omega_j a_j^* a_j.$$  \hspace{1cm} (B7)

In other words, the dimensionless number $a_j^* a_j = |a_j|^2$ gives the electromagnetic energy in mode $j$ in units of $K \omega_j$. Since we may choose the value of $K$ as we please, we could for example choose $K = \hbar$. This does not imply that we have quantized the field, but simply defines a scale for the coefficients $a_j$.

In absence of coupling to other systems, the equations of motion for the coefficients $a_j$ become

$$\dot{a}_j = -\{H_{cav}, a_j\} = -i\omega_j a_j$$  \hspace{1cm} (B8)

where $\{., .\}$ is the Poisson bracket.

2. Quantum versus classical field

The transition from classical physics comes not from the choice of the constant $K$, but from imposing commutation relations on the coefficients $a_j, a_j^* \to a_j, a_j^*$, such that

$$\left[ a_j, a_j^* \right] = \delta_{j,j'}$$\hspace{1cm} (B9)

for the choice $K = \hbar$. This leads to the familiar quantization relation $[q_j, p_{j'}] = i\hbar \delta_{j,j'}$ for the “positions” $q_j$ and “momenta” $p_j$. The Hamiltonian then becomes

$$H_{cav} = \sum_j \hbar \omega_j \left( a_j^* a_j + \frac{1}{2} \right),$$\hspace{1cm} (B10)

and $a_j^* a_j$ is interpreted as the operator associated with the number of photons in mode $j$. The equation of motion in this case given by the Heisenberg equation

$$\dot{a}_j = \frac{i}{\hbar} \left[ H_{cav}, a_j \right] = -i\omega_j a_j$$ \hspace{1cm} (B11)

which is identical to the classical equation of motion in (B8).

To be able to compare classical and quantum theories, it is convenient to simply choose $K = \hbar$ in both cases.

Appendix C: Relating the electric field at the detector to the cavity output mode

We have

$$E^{(+)}(r, t) = \sum_j \sqrt{\frac{\hbar \omega_j}{2\varepsilon_0}} e^{-i\omega_j t} b_j(t) w_j(r)$$\hspace{1cm} (C1)

and $E^{(-)}(r, t) = (E^{(+)}(r, t))^\dagger$. Here, the mode coefficients $b_j(t)$ are in the frame rotating at the frequency $\omega_j$. The mode functions $w_j(r)$ need not be specified, but we note that they satisfy the orthonormality condition

$$\int_V d\mathbf{r} w^*_j(\mathbf{r}) w_{j'}(\mathbf{r}) = \delta_{j,j'}.$$\hspace{1cm} (C2)

Here, $V$ is the quantization volume. In the continuum limit, $V$ is infinitely large and the sums over $j$ turn into integrals.

In the classical detector model, we are interested in the electric field squared averaged over the size of the detector, i.e., we need

$$\int_V d\mathbf{r} f(\mathbf{r}) E^2(\mathbf{r}, t) = \int_V f(\mathbf{r}) \sum_{j,j'} \frac{\hbar}{2\varepsilon_0} \sqrt{\omega_j \omega_{j'}} \times \left( b_j(t) b_{j'}(t) w_j(r) w_{j'}^*(r) + b_j^*(t) b_{j'}(t) w_j^*(r) w_{j'}(r) \right)$$\hspace{1cm} (C3)

where the function $f(\mathbf{r})$ has support only in the active region of the detector. We have neglected terms that oscillate at $\pm 2\omega_j$, assuming that the detector does not react to such high frequency oscillations. The integral

$$W_{j,j'} = \int_V d\mathbf{r} f(\mathbf{r}) W_j^*(\mathbf{r}) W_{j'}(\mathbf{r})$$\hspace{1cm} (C4)

depends on the phase difference accumulated by the two mode functions over the length $d$ of the detector in the direction of propagation. The mode functions have a wavelength $\lambda_j$, and we define the associated wave numbers $k_j = 2\pi/\lambda_j$. In the limit

$$(k_j - k_{j'})d \ll 2\pi,$$\hspace{1cm} (C5)

the accumulated phase difference is small, meaning that for all $j, j'$ that satisfy this, we have $W_{j,j'} \approx W$ independent of $j, j'$. In the opposite limit, the integral (C4) will give approximately a Kronecker delta as in Equation (C2).

In our setup, we are only concerned with a frequency range of width $\sim \omega_{tf}$. This means that to be in the limit (C5), we need $d \ll 2\pi c/\omega_{tf}$. As an example, the experiment in Ref. [9] used the intermediate frequency $\omega_{tf}/(2\pi) = 80$ MHz, which gives $2\pi c/\omega_{tf} = 3.8$ m. This is clearly very well satisfied with standard photomultipliers. This means that we can replace the integral $W_{j,j'}$ with a constant $W$ in Equation (C3). Focusing on a narrow frequency range means that we can also approximate $\sqrt{\omega_j \omega_{j'}}$ with $\omega_c$. This gives

$$\int_V d\mathbf{r} f(\mathbf{r}) E^2(\mathbf{r}, t) \approx \frac{\hbar \omega_c W}{2\varepsilon_0} \sum_{j,j'} \left( b_j(t) b_{j'}(t) + b_j^*(t) b_{j'}(t) \right)$$\hspace{1cm} (C6)

$$\equiv v^2 \left( a_{det}(t) a_{det}^\dagger(t) + a_{det}(t) a_{det}^\dagger(t) \right)$$

where $V$ is the quantization volume.
with the constant

\[ v = \frac{\hbar \omega x \pi DW}{\varepsilon_0} \]  

(C7)

and the detector mode defined as

\[ a_{\text{det}}(t) = \frac{i}{\sqrt{2\pi D}} \sum_j e^{-i\omega_j (t-t_1)} b_j(t_1). \]  

(C8)

When normal ordering is required, one can in the same way show that

\[ \int_V dr f(r) E^{-}(r, t) E^{+}(r, t) \approx v^2 a_{\text{det}}^\dagger(t) a_{\text{det}}(t) \]  

(C9)

as long as we restrict ourselves to a narrow frequency range. Finally, for second order correlations, we have

\[ \int_V \int_V dr dr' f(r)f(r') \times E^{-}(r, t) E^{-}(r', t + \tau) E^{+}(r', t + \tau) E^{+}(r, t) \approx v^4 a_{\text{det}}^\dagger(t) a_{\text{det}}^\dagger(t + \tau) a_{\text{det}}(t + \tau) a_{\text{det}}(t). \]
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