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ABSTRACT

Conversational recommendation system (CRS) is emerging as a user-friendly way to capture users’ dynamic preferences over candidate items and attributes. Multi-shot CRS is designed to make recommendations multiple times until the user either accepts the recommendation or leaves at the end of their patience. Existing works are trained with reinforcement learning (RL), which may suffer from unstable learning and prohibitively high demands for computing. In this work, we propose a simple and efficient CRS, MINICORN. MINICORN models the epistemic uncertainty of the estimated user preference and queries the user for the attribute with the highest uncertainty. The system employs a simple network architecture and makes the query-vs-recommendation decision using a single rule. Somewhat surprisingly, this minimalist approach outperforms state-of-the-art RL methods on three real-world datasets by large margins. We hope that MINICORN will serve as a valuable baseline for future research.

CCS CONCEPTS

• Information systems → Recommender systems.
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1 INTRODUCTION

With the wide availability of intelligent personal assistants such as Apple Siri and Amazon Alexa, conversational recommendation system (CRS) is emerging as a new paradigm for recommendation systems [57, 81]. Traditional recommendation systems derive recommendations directly from historic interactions with the user, including explicit [1, 10, 26, 78] and implicit feedback [21, 41–43]. However, historic information may become obsolete when user preference changes since the last interaction with the system. In cold-start situations, little historic information is available for recommendation decisions. In addition, privacy concerns may prevent the collection and storage of excessive interaction data. In these cases, it may be advantageous to directly ask users for their preferences in the form of conversations. Finally, CRS affords a natural, speech-based form of interactivity, which is convenient when the user is driving or running, and necessary when the user is visually impaired.

The conversational recommendation (CR) problem consists of two major sub-problems, both of which pose serious challenges and have received substantial research attention. The first one is to understand potentially ambiguous user responses in spoken language and extract discrete preferences (e.g., like/dislike) [5, 38, 64]. The second sub-problem is to devise a conversational strategy, such as one that determines when to collect more information and when to make a recommendation [35, 36, 56, 88]. To simplify the problem, in this paper, we tackle the second problem and assume the user responses have been disambiguated; we aim to develop a conversation strategy that maximizes recommendation accuracy in the least rounds of conversations.

Following [35, 36], we investigate dynamic multi-shot CRS. With Figure 1, we illustrate the intended use case of multi-shot CRS [35, 36]. The user initiates a recommendation request and supplies
A desired item attribute (e.g., "Jazz"). At each round of conversation, the CRS either asks the user for preference of an attribute (e.g., "Pop") or recommends one or more items. The conversation continues until the user accepts one recommendation or leaves the conversation. Each item is associated with a set of attributes, such as the genres of a movie or the language of a song. Users' answers to attribute questions can be used to improve future recommendations and to narrow down the candidate item set. CRS may make recommendations at more than one rounds and recommend multiple items at one round.

Reinforcement learning (RL) has been the method of choice for multi-shot CRS [35, 36, 56] for its ability to optimize sequences of discrete actions without direct supervision. RL may seem necessary as recommendation datasets typically do not have ground-truth annotations for the attribute questions or question-versus-recommendation decision. However, RL also has high computational requirements [4], high sample complexity [14, 52], and sensitivity to hyperparameters [16, 23, 25], which could complicate training.

With this paper, we demonstrate a simple, effective, and practical CRS that does not rely on reinforcement learning. The proposed system, named Minimalist Non-reinforced Interactive Conversational Recommender Network (MINICORN), outperforms existing state-of-the-art solutions [35, 36] that are end-to-end optimized with RL.

The efficiency of user preference acquisition and estimation is crucial in CRS. In order to minimize the number of conversation turns, each user query should be as informative as possible. To this end, we design the following system components: First, we quantify the uncertainty in estimated user preference over attributes and select the attribute with the highest uncertainty for questioning. This is in contrast to existing works that ask questions most likely to receive affirmative answers [6, 35, 56, 64] or questions that eliminate as many candidate items as possible [36]. Second, we model the correlation among attributes. This allows MINICORN to deduce, from known user responses, preference over attributes that have not been queried yet. Experiments demonstrate the crucial roles played by these two system components.

With this paper, we make the following contributions:

- We present a simple method with high performance. MINICORN employs multi-layer perceptrons and convolution with few bells and whistles like reinforcement learning or complex attention mechanisms. MINICORN makes the query-vs-recommendation decision using a single rule. It is thus perhaps surprising that MINICORN outperforms the previous state of the art by up to 67.40% and 13.39% in recommendation success rate and conversation turns. The simplicity of MINICORN makes it immensely practical for industrial application and a valuable baseline for future research.

- To our knowledge, MINICORN is the first work to model the uncertainty of predicted user preference in multi-shot CRS. Since user preference is a major source of epistemic uncertainty in CRS, quantification of the uncertainty facilitates the creation of effective user queries.

- We present a straightforward method for modeling the correlation among item attributes, which boosts the information content acquired from each user response.

2 RELATED WORK

2.1 Conversational Recommendation Systems

With broad strokes, we may categorize existing conversational recommendation systems (CRSs) [34, 50] into those that handle natural language input and those that focus solely on recommendation. In the former category, [7, 20, 39, 47, 54, 62, 64] parse natural language into a number of predefined slots such as the location and price range of a restaurant. [3, 5, 38, 46, 66, 72, 76] develop end-to-end conversational shopping assistants that perform a variety of tasks including recommendation.

Among recommendation-oriented CRS, we make the distinction between those with fixed conversation strategies and those with dynamic strategies. In the first type of fixed strategies, the CRS asks a fixed number of questions and makes a recommendation at the last conversational turn [7, 64, 81]. In the second type, the CRS always asks a question and makes recommendations at every turn [5, 6, 51]. In both types, the CRS does not make conversation-dependent choices between questioning and recommendation.

In comparison, the dynamic strategy setting requires the CRS to choose between raising a question and recommending items. Typically, the CRS makes multiple recommendations (i.e., multi-shot CRS) until user acceptance or a predefined maximum number of turns has elapsed. This setup gives CRS more freedom and arguably represents more realistic modeling of conversations.

EAR [35] establishes a unified dynamic multi-shot CRS framework with three sub-problems: 1) what attribute to query, 2) when to switch from user query to recommendation, and 3) how to adapt to user feedback. EAR-FPAN [75] improves the recommendation module of EAR by modeling the relation between attribute-level and item-level feedback signals. SCPR [36] and others [9, 56] employ the user-item-attribute graph to model user preference. [85–87] use the knowledge graph derived from external data sources. As the CRS performs discrete actions, existing multi-shot CRSs [9, 35, 36, 56, 75, 86] are all trained with reinforcement learning.

Regarding the type of user queries, [15, 71] require users to comment on the recommended items. [35, 36, 86] adopt a yes/no question for each query about a single attribute. [9, 56, 83] allows open-ended questions about an attribute type such as "which movie
We first present essential notations. We use $u \in U$ to denote the user and $v \in \mathcal{V}$ to denote the item. Each item $v$ is associated with a set of attributes $\mathcal{P}_v \subset \mathcal{P}$ ($\mathcal{P}_v \neq \emptyset$), such as "Comedy" or "Thriller" for a movie. $U$, $\mathcal{V}$, and $\mathcal{P}$ represent the universes of users, items, and attributes, respectively. We use binary vector $b(v) \in \{0, 1\}^P$ to represent attributes for item $v$, where $P = |\mathcal{P}|$ is the total number of attributes. If $p \in \mathcal{P}_v$, then the $p$th element in $b(v)$ is assigned to 1. Otherwise, it is set to 0. $\mathcal{V}[p]$ denotes the set of items that have attribute $p$. That is, $\mathcal{V}[p] = \{ v \mid b(v)_p = 1 \}$.

We follow the dynamic multi-shot CRS scenario as studied in [35, 36, 56]. The CRS may ask questions or recommend items to users at every conversational turn until the users accept the recommendation or the conversation reaches a predefined maximum number of turns. The goal is to recommend the desired item within as few conversational turns as possible.

The multi-shot conversational recommendation is initiated by users with the assumption that the user $u$ is desired for a specific item $v$ and the user responses are unambiguous. In the first conversational turn, the user $u$ provides a preferred attribute $p_1 \in \mathcal{P}_v$ based on the desired item $v$. Afterward, the CRS leads the conversation by asking questions or recommending items at the turns $t = 2, 3, \ldots, T$, where $T \leq T_{\text{max}}$ denotes the last turn of the conversation and $T_{\text{max}}$ is the longest conversation rounds that the user can endure. The question is designed to clarify user preference on one specific attribute. As illustrated in Figure 1, the query "Do you like Jazz songs with Pop elements?" is pushed to clarify whether the user likes the attribute "Pop". Each round of recommendation $\mathcal{R}_t$ contains $K$ items (i.e., $|\mathcal{R}_t| = K$). The conversation will be terminated if the user accepts the recommendation ($v \in \mathcal{R}_t$) or runs out of patience ($t \geq T_{\text{max}}$).

4 THE MINICORN METHOD

Figure 2 shows the overall system architecture of MINICORN, including the Belief Tracking Network, the Recommendation Network, and the Conversation Decision Module. The workflow steps are indicated by the numbers attached to the arrows.

We start every turn of the conversation with the estimated attribute preference, $q_{t-1}$, from the last turn. $q_{t-1}$ is a $P$-dimensional vector with values between 0 and 1. A value of 1 indicates the network is confident that the corresponding attribute is desirable. 0 indicates that the network is confident that the attribute is undesirable. A value between 0 and 1 indicates some degree of ambivalence.

With $q_{t-1}$ as the current belief over attributes, the Conversation Decision Module may choose either to query the user about preference on an attribute (Step 2.1) or to make a recommendation (Step 3.1). After the user responds to the query, MINICORN updates the user feedback vector $a_t$ (Step 2.2) and updates the candidate item set $\mathcal{V}_t$ (Step 2.3). The conversation then moves to the next turn and CRS estimates user preferences, $q_t$, based on the latest updated user feedback $a_t$ (Step 2.4).

To make a recommendation, the Recommendation Network $S$ scores all candidate items and recommends $K$ best ranked items. If the user accepts the recommendation (Step 3.2), the task succeeds and no further conversation is necessary. Otherwise, if the user rejects the recommendation (Step 3.3), MINICORN will remove the rejected items from the candidates (Step 3.4). We then start the next turn of the conversation. The conversation always ends before or at turn $T_{\text{max}}$, which represents the maximum patience of the user.

4.1 Conversation Decision Module

By choosing between the query action and the recommendation action, the Conversation Decision Module plays a crucial role in CRS. Excessive information collection may exhaust user’s patience, whereas premature recommendation may lead to poor accuracy as the system lacks understanding of the user. The overall objective of CRS is to make the most accurate recommendations in the least number of conversation turns.

In contrast to policies learned using reinforcement learning (RL), MINICORN applies a simple rule for the conversation decision: If we are not sufficiently confident about the preference of at least one attribute and we have not reached the last turn and the candidate...
The variance vector $\sigma = [\sigma_1, \sigma_2, \cdots, \sigma_P]$ is normalized such that all $\sigma_p$ falls in the range $[0, 1]$. We complement the first uncertainty measure with a second measure, which we call Midpoint Proximity. It is computed as the proximity to the midpoint of the belief range, 0.5.

$$r = \text{Norm}(1 - 2|q_{t-1} - 0.5|),$$

where $1 \in \mathbb{R}^P$ is an all-one vector. We again apply the $\text{Norm}(\cdot)$ operation, which normalizes components of the vector $u$ to the range $[0,1]$. Finally, we combine the two measures using element-wise harmonic mean, $2\mu P / (\mu P + \sigma P)$. MINICORN queries the user about the preference on the attribute with the highest uncertainty.

After receiving the user response, we update the user feedback vector $\mathbf{a}_z \in \{0, 0.5, 1\}^P$. The vector is initialized as $0.5 \cdot 1$, indicating unknown preferences. When a user gives a favorable response to an attribute query, the corresponding element is set to 1. With an unfavorable response, the element is set to 0.

### 4.2 Belief Tracking Network

The Belief Tracking Network (BTN) predicts the user preference vector $\mathbf{q}_t$. Its input includes the user embedding $\mathbf{e}_u^{\text{user}} \in \mathbb{R}^D$, binary attribute matrix $\mathbf{B}_u \in \{0, 1\}^{V \times \mathcal{P}}$, and the user feedback vector $\mathbf{a}_z$. Here the history set $\mathcal{H}_u$ denotes a set of items the user $u$ has interacted with previously. Note that we may not use the entire history and may select a few representative items. Each row in the matrix $\mathbf{B}$ is a binary Bag-of-attributes representation for one item in $\mathcal{H}_u$. In function form, we can write $\mathbf{q}_t = \text{BTN} (\mathbf{e}_u^{\text{user}}, \mathbf{B}_u, \mathbf{a}_z)$.

To minimize the number of queries, we exploit the correlation between attributes to infer real preferences from limited user responses. Such correlation may be highly informative. For example, in the MovieLens dataset [17], out of the 104 movies with the attribute Animation, 80% have the attribute Children’s and none has the attribute Crime.

The main role of BTN is to model such correlations as a symmetric matrix $\mathbf{A} \in \mathbb{R}^{P \times P}$. To enforce symmetry, we let $\mathbf{A} = \frac{1}{2}(\mathbf{A} + \mathbf{A}^T)$, where matrix $\mathbf{A}$ is a function of the user embedding $\mathbf{e}_u^{\text{user}}$ and the history matrix $\mathbf{B}_u$. After that, we set the diagonal of $\mathbf{A}$ to 1 to preserve user feedbacks. With $\mathbf{A}$, the preference belief vector $\mathbf{q}_t = \mathbf{A} \mathbf{a}_z$.

Figure 2 shows the architecture of BTN. We feed the history attribute matrix $\mathbf{B}_u$ into 2D convolutional layers, and concatenate the output with $\mathbf{e}_u^{\text{user}}$. The concatenation is then fed into fully connected layers. The output is reshaped to a $P$-by-$P$ matrix denoted as $\mathbf{A}$.
4.3 Recommendation Network

The Recommendation Network (RN) takes as input the user embedding $e_u^{user}$, the embeddings of historic items $H_u \in \mathbb{R}^{|H_u| \times D}$, the belief embedding $o_v \in \mathbb{R}^D$, and the embedding of one candidate item $e_v^{item} \in \mathbb{R}^D$. Here, for every item $v$, we train a trainable $D$-dimensional embedding $e_v^{item}$. The rows of the matrix $H_u$ are embeddings of items in the history $H_u$. The network outputs a score $s(u, v)$ for every user-item pair $(u, v)$. In function form, we write $s(u, v) = RN(e_u^{user}, H_u, e_v^{item}, o_v)$. Note that we use lower score to indicate better preference. In each recommendation action, we select the $K$ candidate items with lowest scores for recommendation.

To train the function $s(u, v)$, we make use of cross-entropy for each attribute.

Formally, we adopt the following loss, containing one binary cross-entropy for each attribute,

$$ L_{\text{attr}} = \mathbb{E}_{u,v} \left[ \sum_{p=1}^{P} b(v)_p \log q_{u,p} + (1 - b(v)_p) \log (1 - q_{u,p}) \right]. \tag{7} $$

In MINICORN, the Recommendation Network (RN) is trained separately from BTN, which leaves the question of what attribute vector to feed to RN during training. As the BTN prediction $q_i$ differs from the ground-truth $b(v)$, directly using $b(v)$ as the input to RN will create a training-test distribution shift. On the other hand, feeding $q_i$ to RN may create instability in training since $q_i$ changes as BTN is updated during training. To solve this problem, we create a new attribute vector $b'(v)$ as input to RN by randomly masking dimensions of $b(v)$ with 0.5 probability. If a dimension is masked, it is set to 0.5. Otherwise, the dimension retains its ground-truth value of either 0 or 1. It is worth noting that the predicted attribute $q_i$ is used during testing.

Consequently, the RN function used during training is $s(u, v) = RN(e_u^{user}, H_u, e_v^{item}, o'(v))$, where $o'(v) = b'(v) \mathbf{T}_{\text{attr}}$, and $s(u, v)$ is a scalar score for every $(u, v)$ pair. We apply the following loss that pushes the score of the correct pair $(u, v)$ toward 0 and the score of randomly sampled negative pair $(u, v_{\text{neg}})$ above margin $m$,

$$ L_{\text{Rec}} = \mathbb{E}_{u,v,v_{\text{neg}}} \left[ s^2(u, v) + (\max(m - s(u, v_{\text{neg}}), 0))^2 \right]. \tag{8} $$

5 EXPERIMENTS

5.1 Experimental Settings

In this work, we initialize the user and item embeddings using LEOPIR [82]. For each user $u$, the representative history $H_u$ contains 5 items. The conversational recommendation session will be terminated by the longest conversation round $T_{\text{max}} = 15$ and the CRS selects $K = 10$ items for each recommendation.

5.1.1 Datasets. The proposed MINICORN are evaluated on three real-world datasets: LastFM, MovieLens [17], and Yelp [82]. Following [35, 36], we use the manually merged 33 coarse-grained attributes in LastFM for the ease of modeling. For MovieLens and Yelp, we utilize the original 18 and 590 attributes. On MovieLens and Yelp, we consider the latest interactions as the representative history. On LastFM, the interaction time is unavailable, so we include in $H_u$ the songs that the user listened to most often. We randomly split the three datasets in the ratio of 7:1.5:1.5 for training, validation, and test. We report dataset statistics in Table 1.

| Datasets | Users | Items | Interactions | Attributes | Avg. Items per Attribute |
|----------|-------|-------|--------------|------------|-------------------------|
| LastFM   | 1,801 | 7,432 | 76,693       | 33         | 918 (12.35%)            |
| MovieLens| 5,745 | 3,549 | 789,079      | 18         | 333 (9.38%)             |
| Yelp     | 27,675| 70,311| 1,368,606    | 590        | 808 (1.15%)             |

5.1.2 User Simulation. The conversational recommendation requires feedback from the users. Following [35, 36, 56], we assume the user will provide positive answers to all ground-truth attributes associated with target items and negatively to all other attributes. In the first conversational turn, the user initiates interaction with a random ground-truth attribute.

5.1.3 Baselines. We select the following traditional and state-of-the-art methods for multi-shot CRS. We use the published codes for implementing baseline methods.

---

1. https://grouplens.org/datasets/hetrec-2011/
2. https://www.yelp.com/dataset/
Greedy\(^3\) [7], which makes recommendations at every turn based on the user profile and history and does not raise any questions about attributes.

• CRM\(^3\) [35, 64], which is trained using reinforcement learning. We use the multi-shot version of CRM from [35].

• Max Entropy\(^4\), a rule-based model based on CRM [64]. It asks questions every turn until one of the three conditions is met: (1) the user preferences over all the attributes are known; (2) the conversation length reaches \(T_{\text{max}}\); (3) remaining candidate items are fewer than \(K\). Given attribute \(p\), the current candidate set \(\mathcal{V}_t\), and all items with attribute \(p\), \(|\mathcal{V}[p]|\), the method computes entropy as

\[
-Pr(p) \log Pr(p) - (1 - Pr(p)) \log(1 - Pr(p)), \tag{9}
\]

where \(Pr(p) = |\mathcal{V}_t \cap |\mathcal{V}[p]||/|\mathcal{V}_t|\), or the proportion of candidate items with attribute \(p\) in all candidates. The entropy is maximized when exactly half the candidates have attribute \(p\). In this case, either the positive feedback or the negative feedback will eliminate half the candidates. Therefore, the attribute with the highest entropy can be understood as the attribute that reduces the candidate set the most in expectation. The baseline uses the same network architecture and training procedure for recommendation as CRM [64].

• EAR\(^3\) [35], which is a RL-based method and queries with the attribute that the user is most likely to like.

• EAR-FPAN\(^4\) [75], which improves the recommendation component of EAR while keeping the conversational component of EAR unchanged. It utilizes RL to decide whether to raise queries or to make recommendations.

• SCPR\(^3\) [36], which is a state-of-the-art RL-based method. It always asks the attribute which leads to the maximum reduction in the candidate item set.

5.1.4 Evaluation Metrics. Following [35, 36, 56, 75], we evaluate the performances of MINICORN using cumulative success rate (SR@T) and average turn (AT). SR@T refers to the accumulative recommendation success rate by turn \(T\). For example, if the user accepts the recommendation at the 5th turn, then we have SR@4=0 and SR@5=1. Higher SR@T represents the better performance. AT is defined as the average number of turns needed for successful recommendation. If the CRS cannot make successful recommendation before the maximum number of turns, we use \(T_{\text{max}}\) to compute AT. Lower AT indicates better efficiency of CRS.

5.2 Results and Discussion

5.2.1 Recommendation Performance. Table 2 summarizes the SR@15 and AT of different dynamic multi-shot CRS on the three datasets. Figure 3 shows the cumulative success rates at different conversation turns.

We make the following observations. First, on all three datasets, MINICORN outperforms all other baselines. One highlight is on LastFM, MINICORN surpasses the best baseline, SCPR, by 67.40% and 13.39% on SR@15 and AT respectively. The small amount of training data of LastFM may have made training difficult for RL-based approaches. The smallest margin between MINICORN and SCPR happens on MovieLens, which has the least number of attributes and the highest data density (# interactions / (# users x # items) = 3.87%) among the three datasets.

Second, SCPR is usually the second best in terms of SR@15 and AT. On MovieLens, SCPR surpasses other baselines by 9.03% in SR@15 and 13.34% in AT. The cumulative success rates of all CRS systems improve over time, indicating that additional rounds of preference acquisition leads to better recommendation performance. Our reproductions of CRM, EAR, and SCPR on LastFM perform on par or better than the reported results in [35, 36]. However, on Yelp, we were not able to exactly reproduce some reported performance, which may be due to our settings. We note that [36] mentions that EAR (which has the same first author with [36]) does not perform well on Yelp.

The relatively high success rates of Greedy at early turns is due to the fact that Greedy makes recommendations at every turn while other methods focus on preference acquisition at early turns. Its lack of preference acquisition results in poor performance overall, underscoring the importance of active learning in the CRS task.

5.2.2 The Attribute Relation Matrix. We visualize the learned attribute relation matrix \(A\) in Figure 4a and Figure 4c from LastFM and MovieLens, respectively. Figure 4b and Figure 4d show the ground-truth correlation matrix between attributes.

We observe close resemblance between the two matrices on both datasets, which appear to be mean-shifted versions of each other. First, the two matrices share similar cluster structures, such as the cluster of attributes 0-6 on LastFM. Second, we find more popular attributes are usually more positively correlated to the other attributes in both matrices. For example, on MovieLens, the 6th (Drama) attribute and the 5th (Comedy) attribute in MovieLens are positively correlated to most attributes and they are the most popular ones associated with 1413 (39.8%) and 1126 (31.7%) items, respectively. Third, on MovieLens, we find the 11th attribute (Action) and 12th attribute (Adventure) have the highest correlation score of 0.06, which is in line with the original dataset, where the correlation

|                  | LastFM | MovieLens | Yelp |
|------------------|--------|-----------|------|
|                  | SR@15 (%) | AT (j) | SR@15 (%) | AT (j) | SR@15 (%) | AT (j) |
| Greedy           | 0.218 | 13.78 | 0.328 | 12.66 | 0.239 | 12.11 |
| Max Entropy      | 0.289 | 13.88 | 0.401 | 12.22 | 0.400 | 13.41 |
| CRM [36]         | 0.325 | 13.75 | – | – | 0.177 | 13.69 |
| CRM (reproduced) | 0.311 | 13.64 | 0.019 | 14.95 | 0.001 | 15.00 |
| EAR [36]         | 0.429 | 12.88 | – | – | 0.182 | 13.63 |
| EAR (reproduced) | 0.435 | 12.86 | 0.355 | 13.33 | 0.001 | 15.00 |
| EAR-FPAN (reproduced) | 0.431 | 12.85 | 0.654 | 9.68 | 0.191 | 13.56 |
| SCPR [36]        | 0.444 | 12.61 | – | – | 0.489 | 12.62 |
| SCPR (reproduced) | 0.444 | 12.61 | – | – | 0.392 | 13.16 |
| MINICORN         | 0.578 | 13.93 | 0.003 | 8.30 | 0.017 | 11.74 |

Relative Imp. | 67.40% | 13.39% | 7.93% | 1.01% | 5.81% | 3.00% |
To evaluate data efficiency and wall-clock running time, we compare MINICORN with SCPR, the state-of-the-art, best performing RL baseline on the LastFM dataset with two Intel Xeon 4114 CPUs.

For data efficiency, we compare model performance after equal number of data points have been used in stochastic gradient descent. The same data point used in two epochs is counted as two data points. Figure 5 indicates MINICORN achieves substantially better performance under equal number of data points. Also, low performance of SCPR at 20,000 data points suggests issues with the stability of training.

Second, Figure 5 shows the wall-clock time of training both SCPR and MINICORN with different training data points. For SCPR, it takes more than 1 hour for training 50,000 data points. For MINICORN, it takes 13.2 seconds. Together, the results demonstrate that MINICORN provides significant computational cost reduction over Reinforcement Learning.

5.4 Ablation Studies
To evaluate the effectiveness of each component in MINICORN, we perform a series of ablation studies on LastFM. We received similar results on MovieLens. Due to the page limitation, we report the results of MovieLens in the supplemental material.
5.4.1 Comparison of Attribute Selection Strategies. In this experiment, we evaluate the efficiency of attribute selection strategies, which determine which attribute that the system should query the user about. We replace the original uncertainty-based selection strategy in MINICORN with the following:

- **Random**, which randomly selects an attribute that has not been queried.
- **MostInf**, which selects the attribute with the highest potential to alter the recommended item list. When the CRS queries the user about an attribute, the answer will be either positive or negative. Feeding the two possible user feedback vectors \(i.e., a_t \in \{0, 1\}\) to MINICORN yields two lists of recommended items. We select the attribute leading to the least intersection between the two lists, as this attribute exerts the most influence on recommendation.
- **MaxEntropy**, which is similar to the MaxEntropy strategy in Section 5.1.3. It selects the attribute that, in expectation, reduces the candidate set the most.
- **HighestScore**, which selects the attribute that the user is most likely to have positive preference. It is adopted by several existing CRS methods [6, 35, 56, 81].

Figure 6a shows the cumulative success rate and Figure 6b shows the number of remaining candidate items, \(|V_t|\), averaged over all users, at every conversational turn.

The proposed uncertainty-based strategy outperforms all baseline methods, including the widely used **HighestScore** strategy. As we expect, the **MaxEntropy** strategy leads to maximum reduction of the candidate set. **HighestScore** snatches the second spot in success rate with the second fastest reduction. Interestingly, MINICORN achieves the best success rate but is only the third fastest in reduction of the candidate set. This indicates that the strength of MINICORN extends beyond merely candidate elimination. We investigate the cause of this phenomenon in the next ablation study.

5.4.2 Comparison of Preference Estimation Strategies. In this ablation study, we empirically verify the preference estimation strategy used in MINICORN and investigate its effect on the Recommendation Network (RN). In MINICORN, we estimate user preference \(q_t\) using the attribute correlation matrix \(A\) as \(q_t = Aa_t\), where \(a_t\) is the aggregated user feedback.

We create three ablation baselines. The first one, **Random**, sets \(q_t\) to a random vector. The second one, **MINICORN - AttrRel**, removes \(A\) and \(q_t\) directly to the user feedback vector \(a_t\). The final one, **GroundTruth**, sets \(q_t\) to the ground-truth attribute vector of the target item \(b(x)\).

To isolate the effects \(q_t\) on RN from the overall conversation strategy, we make two adjustments to MINICORN. First, we do not update the candidate item set after receiving user feedback. That is,
RN chooses from all possible items throughout the conversation turns. Second, at every turn of the conversation, we let MINICORN ask one question and make recommendations.

Figure 6c shows the results. MINICORN outperforms the Random and the MINICORN - AttrRel ablations; MINICORN - AttrRel outperforms Random. From these results, we make two conclusions. First, the attribute relation matrix $A$ contributes significantly to the performance of RN. Second, the benefits of the acquired attribute preferences go beyond simple elimination of candidate items.

Surprisingly, MINICORN performs better than the GroundTruth baseline at conversation turns 14 and 15. We hypothesize that using the ground-truth attributes for training leads to slight over-fitting and degraded test performance.

5.4.3 Comparison of Recommendation Methods. To evaluate the effectiveness of the Recommendation Network (RN) in MINICORN, we compare it to a set of strong traditional recommendation methods: including the non-personalized method, TopPop, which always recommends the most popular item. We also include the strong K-nearest-neighbor (KNN) method [8, 65] and matrix factorization method BPR [58]. To perform these traditional methods under the multi-shot conversational recommendation setting, we replace the original RN in MINICORN. That is, the user feedback on attribute preferences only updates the candidate items while not influencing the recommendation policy.

Figure 6d show the SR@T on LastFM. We include SCPR method in this comparison since it is the best baseline method. We have the following observations. First, the superiority of MINICORN compared to those strong traditional recommendation methods indicates the effectiveness of the proposed NN. Second, the traditional methods with the selection policy in MINICORN outperform the best multi-shot CRS baseline, which suggests the advantage of the Conversation Decision Module in MINICORN.

5.4.4 Sensitivity of Threshold $\alpha$. We analyze the sensitivity of the confidence threshold $\alpha$. As shown in Figure 6e, we vary the threshold from 0.0 to 0.5. The threshold $\alpha = 0.0$ refers to regarding all the attributes as certain ones and making recommendations throughout the conversation turns. On the other hand, $\alpha = 0.5$ represents that only those attributes that are assigned with 1 or 0 in the predicted belief embedding $q_t$ are certain ones.

Similar to Greedy in Figure 3, the performances of $\alpha = 0.0$ achieves a relatively high success rate at early conversation turns ($t \leq 6$) but fails later due to the limited information gain. On LastFM, $\alpha = 0.1$ receive the best performances in general.

5.4.5 Case Study comparing SCPR and MINICORN. We investigate the difference between MINICORN and SCPR through two case studies from the LastFM test set. In Figure 6f, we visualize the candidate itemset size and the actions (making query or recommendation) according to the conversational turns.

We have the following observations. Compared to MINICORN, recommendations in SCPR usually have worse timing. In the first case (Figure 6f, top), SCPR starts making recommendation early, which leads to a series of failed recommendations. In the second case (Figure 6f, bottom), SCPR keeps asking questions until the 12th turn, but the questions do not reduce the candidate set significantly. Upon close inspection, we realize that SCPR does not use negative feedbacks to attribute queries to update the candidate set or the recommendation module. This results in general inefficiency.

6 CONCLUSION

In this paper, we propose a novel non-RL method, MINICORN for the multi-shot conversational recommendation. MINICORN utilizes a simple rule to decide whether to ask questions or to recommend and query the users for the attribute with the highest uncertainty. Extensive experimental results on three real-world datasets demonstrate the effectiveness of the proposed MINICORN, where MINICORN achieves a higher success rate within fewer conversational turns.
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Table 3: Frequently used notations

| Symbol | Description |
|--------|-------------|
| \( u, v, p \) | a user, an item, and an attribute |
| \( e_{user}, e_{item} \) | user embedding, item embedding |
| \( e_{attr} \) | attribute embedding |
| \( b(v) \in \{0, 1\}^p \) | binary ground-truth attributes for item \( v \) |
| \( \mathcal{H}_u \) | set of items with the attribute \( p \) |
| \( \mathcal{F}_p \) | set of attributes associated with item \( v \) |
| \( \mathcal{V}_t \) | set of candidate items at the \( t \)th turn |
| \( a_{v} \in \{0, 0.5, 1\}^p \) | cumulative user feedback by the \( t \)th turn |
| \( q_{v} \in \{0, 1\}^p \) | predicted attribute preferences at the \( t \)th turn |
| \( K \) | number of items to recommend at one turn |

### A NOTATION TABLE

| Section 3 | Frequently used notations |
|-----------|---------------------------|
| 5.4.1     |\( |V| \text{remaining candidate items,} \ P_{t}, \ p \text{predicted attribute preferences at the} \ t \text{th turn} \) |

### B ABLATION STUDIES ON MOVIELENS

We also did experiments to compare different selection strategies and different recommendation methods on MovieLens.

Table 4 summarizes the SR@15 and AT of using different recommendation methods on MovieLens. Figure 7a shows the cumulative success rate and Figure 7b shows the number of remaining candidate items, \(|\mathcal{V}_t|\), averaged over all users, at every conversational turn on MovieLens. We receive the same results in Section 5.4.1, where the proposed MINICON output performs all other attribute selection strategies.
Table 4: Performances of attribute selection strategies. The best results are in bold and the second best are underlined. “Relative Imp.” refers to the relative improvement of MINICORN over the best baseline.

|               | LastFM | MovieLens |
|---------------|--------|-----------|
|               | SR@15(↑) | AT(↓) | SR@15(↑) | AT(↓) |
| MINICORN+Random | 0.488 | 13.412 | 0.663 | 10.791 |
| MINICORN+MostInf | 0.397 | 14.009 | 0.671 | 10.747 |
| MINICORN+MaxEntropy | 0.702 | 11.872 | 0.801 | 9.053 |
| MINICORN+HighestScore | 0.756 | 11.068 | 0.775 | 8.300 |
| MINICORN           | **0.778** | **10.919** | **0.803** | **8.300** |
| Relative Imp.     | 2.91% | 1.35% | 0.25% | 0.86% |

Table 5: Performances of using different recommendation methods. The best initialization results of each model are in bold faces and the second best results are underlined. “Relative Imp.” refers to the relative improvement of MINICORN over the best recommendation method.

|               | LastFM | MovieLens |
|---------------|--------|-----------|
|               | SR@15(↑) | AT(↓) | SR@15(↑) | AT(↓) |
| SCPR          | 0.444 | 12.608 | 0.744 | 8.385 |
| MINICORN+TopPop | 0.671 | 11.771 | 0.735 | 9.205 |
| MINICORN+KNN | 0.715 | 11.370 | 0.762 | 8.880 |
| MINICORN+BPR | 0.681 | 11.767 | 0.742 | 9.300 |
| MINICORN      | **0.778** | **10.919** | **0.803** | **8.300** |
| Relative Imp. | 8.91% | 3.97% | 5.38% | 1.01% |

Table 5 summarizes the SR@15 and AT of using different recommendation methods on LastFM and MovieLens. Figure 7c shows the SR@T comparisons on MovieLens. We receive the same results in Section 5.4.3, where the proposed RN in MINICORN outperforms all other recommendation baselines.

C REPRODUCIBILITY: EXPERIMENTAL SETTINGS

We first introduce the detailed settings of the hyperparameters. The initial learning rate is set to 0.001 and we employ Cosine Annealing [44] during training, which is a type of learning rate schedule that relatively rapidly decreases the learning rate to a minimum value and then increases it rapidly again. Cosine annealing is empirically proved to have better convergence behavior than linear annealing. The margin $m$ in Eq. 8 is set to 0.5. We use Adam [30] for training. Besides, the attribute embedding matrix $E_{\text{attr}}$ is not updated when training the Recommendation Network (RN). We update $E_{\text{attr}}$ using Eq. 4 every 500 iterations during training.

The dimensions of both user and item embeddings are set to 64. For initializing user and item embeddings, we use LEPORID method, where the number of nearest neighbors is set to 1000 and the regularization coefficient in LEPORID is set to 0.5. To calculate the predictive uncertainty, we perform $N = 10$ forward passes. For the threshold $\alpha$, we apply different settings on different datasets: LastFM: $\alpha = 0.1$; MovieLens: $\alpha = 0.3$; Yelp: $\alpha = 0.1$.

D REPRODUCIBILITY: NETWORK ARCHITECTURES

In this section, we introduce the detailed network architecture of Belief Tracking Network (BTN) and Recommendation Network (RN) in MINICORN.

For BTN, both convolutional layers are set to: kernel size = 3, stride = 1, output channel size = 64. Then we add a fully connected layer where the output dimension is set to 128. After concatenating the output with $e_{\text{attr}}^U$, the concatenation is fed to three fully connected layers, with the output dimension 512, 1024 and $P^2$, respectively. The final output dimension is strictly set to $P^2$ as to reshape to the matrix $\bar{A} \in \mathbb{R}^{P \times P}$.

For RN, we stack two residual blocks in the Residual Network. In the first residual block, we have two convolutional layers (kernel size = 3, stride = 1, output channel size = 64), activated by ReLU. In the second block, we employ convolutional layers (kernel size =
3, stride = 2, output channel size = 128). Then we concatenate the output with $o_t$ and fed the concatenation into two fully connected layers to generate $s_t$, where the output dimension for each layers is designed to 256, $D$, respectively. The item embedding of the item to be evaluated and $s_t$ are fed to three fully connected layers to predict a score indicating the distance between the user preference and the evaluated item. The output dimension for each fully connected layer is set to 256, 128, 1, respectively.

**E REPRODUCIBILITY: RANDOM SEED**

Readers may replicate the results reported in the paper using the random seed of 123.