Updated results on the galaxy–halo connection from satellite kinematics in SDSS
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ABSTRACT

We present new results on the relationship between central galaxies and dark matter haloes inferred from observations of galaxy abundances and satellite kinematics in the Sloan Digital Sky Survey (SDSS) DR7. We employ an updated analysis framework that includes detailed mock catalogues to model observational effects in SDSS. Our results constrain the colour-dependent conditional luminosity function of dark matter haloes, as well as the radial profile of satellite galaxies. Confirming previous results, we find that red central galaxies live in more massive haloes than blue galaxies at a fixed luminosity. Additionally, our results suggest that satellite galaxies have a radial profile less centrally concentrated than dark matter but not as cored as resolved subhaloes in dark-matter-only simulations. Compared to previous works using satellite kinematics by More et al., we find much more competitive constraints on the galaxy–halo connection, on par with those derived from a combination of galaxy clustering and galaxy–galaxy lensing. This improvement stems from also modelling the abundance of galaxies as well as a larger sample size and more realistic observational uncertainties. We compare our results on the galaxy–halo connection to other studies using galaxy clustering and group catalogues, showing a reasonable agreement between these different techniques. We discuss future applications of satellite kinematics in the context of constraining cosmology and the relationship between galaxies and dark matter haloes.
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1 INTRODUCTION

In the standard cosmological paradigm, dark matter haloes provide the potential wells for baryonic material to condense and, ultimately, form galaxies. Thus, the relationship between galaxies and dark matter haloes, commonly called the ‘galaxy–halo connection’ (see e.g. Wechsler & Tinker 2018, and references therein), is central to our understanding of galaxy formation. Of particular interest is the relationship between galaxy properties and dark matter halo mass.

There exist numerous techniques to observationally infer the average dark matter halo mass of galaxies. Among the observables used to constrain this relationship are galaxy clustering (e.g. Yang, Mo & van den Bosch 2003; Zehavi et al. 2005, 2011; van den Bosch et al. 2007; Zheng, Coil & Zehavi 2007; Hearin & Watson 2013; Guo et al. 2015a,b, 2016; Xue et al. 2018; Zentner et al. 2019), galaxy–galaxy lensing (e.g. Leauthaud et al. 2012; Zu & Mandelbaum 2015, 2016; Mandelbaum et al. 2016; Leauthaud et al. 2017; Sonnenfeld & Leauthaud 2018), and galaxy group catalogues (Weinmann et al. 2006; Yang et al. 2007; Yang, Mo & van den Bosch 2008, 2009; Kauffmann et al. 2013; Hoshino et al. 2015; Sinha et al. 2018). While those observations provide meaningful constraints on the galaxy–halo connection, they also suffer from a variety of systematic issues, such as halo assembly bias (Gao, Springel & White 2005; Wechsler et al. 2006; Zentner, Hearin & van den Bosch 2014; Villarreal et al. 2017; Zentner et al. 2019), miscentring (Johnston et al. 2007; Sibisi et al. 2011; Hikage et al. 2013; Hoshino et al. 2015; Lange et al. 2018), spectroscopic incompleteness (Blanton et al. 2003; Zehavi et al. 2011; Guo, Zehavi & Zheng 2012b), and group finder errors (Campbell et al. 2015; Zu et al. 2017; Calderon, Berlind & Sinha 2018). Thus, to maximize the
information content of existing and future galaxy surveys, it is important to pursue additional ways to constrain the galaxy–halo connection.

In Lange et al. (2019, hereafter Paper I), we presented an updated framework to extract the galaxy–halo connection from observations of satellite kinematics (e.g. Zaritsky et al. 1993; Brainerd & Specian 2003; Prada et al. 2003; van den Bosch et al. 2004; More et al. 2009a, 2011; More, van den Bosch & Cacciato 2009b; Wojtak & Mamon 2013). The idea of such an analysis is to use satellite galaxies as dynamical tracers of the host dark matter halo potential. By stacking the signal of a large number of isolated galaxies, such an analysis can determine average halo masses even for central galaxies that host on average only a few satellites. In Paper I, we showed how to correct for important observational biases like fibre collisions and demonstrated the robustness of those constraints by applying our technique to mock catalogues with various degrees of complexity. Furthermore, we demonstrated that constraints derived with this new technique are competitive even when compared to combined studies of clustering and lensing (e.g. Cacciato et al. 2013; Zu & Mandelbaum 2015, 2016).

The main goal of this analysis is to apply our analysis framework to the Sloan Digital Sky Survey (SDSS; York et al. 2000). Specifically, we constrain the colour-dependent conditional luminosity function (Yang et al. 2003) of dark matter haloes. We compare our results on the galaxy occupation to those results derived from clustering and group catalogues, finding them to be in good agreement. Compared to the previous analysis of satellite kinematics in the SDSS by More et al. (2009a, 2011), we also model the abundance of galaxies and our analysis accounts for all relevant observational effects and biases, including fibre collisions. As we demonstrate, this alleviates the tension in the inferred galaxy–halo connection evident from a comparison of previous satellite kinematics studies with results inferred from alternative methods (More et al. 2011; Leauthaud et al. 2012; Mandelbaum et al. 2016; Wechsler & Tinker 2018). In addition, our results also constrain the radial profiles of satellite galaxies in dark matter haloes. We show that satellites are spatially antibiased with respect to dark matter but are not as centrally cored as subhaloes in dark-matter-only simulations.

This paper is organized as follows. In Section 2, we describe the observational data used to constrain the galaxy–halo connection. We summarize our modelling ingredients in Section 3. Our detailed analysis procedure, including the use of mock catalogues to calibrate our analytic model and calculate covariance matrices, is described in Section 4. In Section 5 we present our results on the galaxy–halo connection and the radial profile of satellites, which we compare to results from independent studies in Section 6. Finally, we summarize our results in Section 7.

Throughout this work, we assume a lambda cold dark matter ($\Lambda$CDM) cosmology with $\Omega_m = 0.3071$, $\Omega_{\Lambda} = 0.0483$, $n_s = 0.9611$, $\sigma_8 = 0.8288$, and $h = H_0/100\,\text{km}\,\text{s}^{-1}\,\text{Mpc}^{-1} = 0.6777$, the best-fitting results from the cosmic microwave background analysis of Planck Collaboration XVI (2014). All magnitudes are given in the AB magnitude system. Additionally, throughout this paper we use $r$ to denote 3D radii, and $R$ for projected 2D radii.

2 OBSERVATIONAL DATA

Observational constraints in this work come from the New York University Value-Added Galaxy Catalog (VAGC; Blanton et al. 2005). This catalogue is derived from the Seventh Data Release of the SDSS (SDSS DR7; Abazajian et al. 2009). Specifically, we use the bright 0 sample\(^1\) of the VAGC. This includes roughly $\sim 570,000$ galaxies with a limiting Petrosian magnitude of $m_r < 17.6$. $k$-corrections and evolution corrections to redshift $z = 0.1$ have been applied to all galaxies in the sample. Our analysis framework is optimized for volume-limited samples, as described in Paper I. We thus limit our analysis to galaxies with $L_{r,0.1}^{1/2} > 10^{9.5}\,h^{-2}\,L_\odot$ and $0.02 < z < 0.067$. We apply the same $g - r$ colour cut to divide galaxies into red and blue as used by Zehavi et al. (2011), written as

$$(g - r)^{0.1}_{\text{cut}} = 0.21 - 0.03(M_r^{1/4} - 5 \log h).$$

Note that this cut is slightly different from the cut More et al. (2011) applied. Due to mechanical limitations, objects separated by less than 55 arcsec cannot both be assigned spectroscopic fibres on a single spectroscopic plate. Due to these fibre collisions around $\sim 6$ per cent of the targets lack a spectroscopic redshift. In this case, we use the nearest-neighbour redshift assignment scheme (Zehavi et al. 2005). Note, though, that we only use these fibre-collided galaxies during the selection of primaries; they are not used when analysing the kinematics. We refer the reader to Paper I for a detailed discussion of the impact and mitigation of fibre collisions.

2.1 Sample selection

As described in Paper I, we use a cylindrical isolation criterion to identify central candidates. A galaxy is considered isolated, a primary, if it does not have another brighter galaxy within a cylindrical volume defined by depth $(\Delta v)_h$ and radius $R_h$. We make this assessment using a list of all galaxies rank-ordered by luminosity, starting with the brightest. In contrast to van den Bosch et al. (2004) and More et al. (2011), any other fainter galaxy inside this cylindrical volume is removed from the list of potential primaries. The cylinder dimensions, as described below, are a function of the luminosity and colour of the galaxy in question. We remove galaxies close to the angular survey edge. This is characterized by putting a ring around each galaxy corresponding to the angular size of $R_h$ at that galaxy’s redshift and demanding that not more than 20 per cent of it lie outside the survey area. Finally, primaries are required to lie in a survey region with at least 80 per cent spectroscopic completeness. Afterwards, satellite candidates, so-called secondaries, lying inside a cylinder defined by $(\Delta v)_h$ and $R_h$ are associated to each primary. Secondaries are allowed to lie outside the nominal redshift range, $0.02 < z < 0.067$. Contrary to van den Bosch et al. (2004) and More et al. (2009a, 2009b, 2011), primaries are not removed if they have no secondary. Doing so allows us to fold information about the fraction of centrals hosting satellites into the analysis. To limit the effect of fibre collisions, we remove all secondaries that are within 60 arcsec $\sim 21 h^{-1}$ Mpc of centrals.

We follow van den Bosch et al. (2004) and make the cylinder sizes dependent on the galaxy properties. This typically increases the completeness and purity of the resulting sample of central and satellite candidates (van den Bosch et al. 2004). Specifically, we choose $(\Delta v)_h = 1000\sigma_{200}(L, C)\,\text{km}\,\text{s}^{-1}$, $R_h = 0.5\sigma_{200}(L, C)\,h^{-1}\,\text{Mpc}$, $(\Delta v)_s = 4000\,\text{km}\,\text{s}^{-1}$, and $R_s = 0.15\sigma_{200}(L, C)\,h^{-1}\,\text{Mpc}$. Here, $\sigma_{200} = \sigma/200\,\text{km}\,\text{s}^{-1}$ is an estimate for the velocity dispersion of satellites as a function of primary luminosity $L$ and colour $C$. In order to obtain similar completeness

\(^1\)http://sdss.physics.nyu.edu/lss/dr72/bright/0/
levels for red and blue centrals, we set \((\Delta v)_\text{b} \) and \(R_0\) of blue centrals to those of red centrals of the same luminosity. Because the estimate for \(\sigma_{200}\) is a priori unknown, the cylinder sizes must be extracted from the data itself in an iterative fashion. We start with an estimate for \(\sigma_{200}(L, C)\) and extract primaries and secondaries. An estimate for \(\sigma_{200}(L, C)\) is extracted from the data by fitting the distribution of secondaries in the \(\Delta v_{z} - L_{\text{peri}}\) plane. Here, \(\Delta v_{z}\) is the line-of-sight velocity difference of the secondary and its primary and \(L_{\text{peri}}\) is the luminosity of the primary. The model is

\[
P(\Delta v_{z}, L_{\text{peri}}) \propto \frac{f_{\text{int}}}{2(\Delta v)_\text{b}} + \frac{1 - f_{\text{int}}}{\sqrt{2\pi\sigma^2}} \exp\left[\frac{-(\Delta v_{z}^2)}{2\sigma^2}\right],
\]

where both the interloper fraction \(f_{\text{int}}\) and the velocity dispersion \(\sigma\) are a function of the primary luminosity. Specifically, \(f_{\text{int}}\) is assumed to be a linear function of \(\log L_{\text{peri}}\) and

\[
\log \sigma/\text{km s}^{-1} = a + b(\log L_{\text{peri}} - 10) + c(\log L_{\text{peri}} - 10)^2,
\]

where \(a\), \(b\), and \(c\) are constants. When determining primaries, we cap \(\sigma_{200}\) at 5 to account for galaxies with erroneously assigned luminosities due to redshift failures. The best fit is found by maximizing the likelihood,

\[
\log L \sim \sum_{\text{secondaries}} \log P(\Delta v_{z,l}, L_{\text{peri}l})^{w_{l}}.
\]

For the red fraction of primaries, is defined by

\[
f_{\text{red}} = \frac{\sum_{\text{red primaries}} w_{s,l}}{\sum_{\text{all primaries}} w_{s,l}}.
\]

For the rest of the observables, we need to take into account that not all secondaries are satellites of the same halo as the primary. This is particularly important when evaluating the velocity dispersion.

As discussed in detail in Paper I, we fit the \(\Delta v_{z} - R_p\) distribution of secondaries in each bin of primaries with a combination of an interloper \(P_{\text{int}}(\Delta v_{z}, R_p)\) and same-halo satellite \(P_{\text{sat}}(\Delta v_{z}, R_p)\) model, \(P_{\text{tot}} = P_{\text{int}} + P_{\text{sat}}\). Interlopers, contributing an unknown fraction \(f_{\text{int}}\) to all secondaries, are assumed to have a constant projected number density and a uniform distribution in line-of-sight velocities, i.e. \(P_{\text{int}}(\Delta v_{z}, R_p) \propto R_p\). The phase-space distribution of satellites in a halo of fixed mass is discussed in Section 3.1. We assume that the host halo masses of satellites are drawn from a lognormal distribution with mean \(\log M\) and spread \(\sigma_{\log M}\), and determine the combination of \(f_{\text{int}}, \log M,\) and \(\sigma_{\log M}\) that maximizes the likelihood

\[
\log L \sim \sum_{\text{secondaries}} w_{l} \log P_{\text{int}}(\Delta v_{z,l}, R_{p,l}).
\]

As discussed in more detail below, there is a weight \(w_{l}\) assigned to each primary–secondary pair. Using the resulting maximum-likelihood model, we assign each secondary a membership.
Table 1. Overview of the data used in this analysis. We have defined 10 bins in the luminosity of the primary log $L_{pri}$. The first two rows show the bin edges and the next four rows the number of red and blue primaries and their associated secondaries. Finally, the last eight rows show the observables described in Section 2.2 that we use to constrain the model. Observables that could not be measured or for which no reliable uncertainties could be derived from mocks are omitted.

| Description | Bins | Total |
|-------------|------|-------|
| log $L_{pri,min}$ | 9.50 | 9.65 | 9.80 | 9.95 | 10.10 | 10.25 | 10.40 | 10.50 | 10.65 | 10.85 | 9.50 |
| log $L_{pri,max}$ | 9.65 | 9.80 | 9.95 | 10.10 | 10.25 | 10.40 | 10.55 | 10.70 | 10.85 | 11.00 | 11.00 |
| Red primaries | 2693 | 3138 | 3430 | 3186 | 2715 | 1872 | 1042 | 408 | 95 | 11 | 18,590 |
| $\rightarrow$ Secondaries | 10 | 62 | 178 | 410 | 706 | 1060 | 1313 | 1230 | 734 | 152 | 5855 |
| Blue primaries | 7161 | 6029 | 4888 | 3548 | 2317 | 1351 | 526 | 126 | 17 | 0 | 25,963 |
| $\leftarrow$ Secondaries | 8 | 59 | 151 | 179 | 240 | 267 | 132 | 63 | 7 | 0 | 1106 |

Another probability

$$p_{\text{mem}}(\Delta v_z, R_p) = \frac{P_{\text{gal}}(\Delta v_z, R_p)}{P_{\text{tot}}(\Delta v_z, R_p)}.$$  (8)

We point out that the best-fitting $f_{\text{gal}}$, log $M$, and $\sigma_{\text{log}M}$ are only used to assign membership probabilities and are discarded in the subsequent analysis.

When determining the fit that maximizes the likelihood, we assign a weight to each primary–secondary pair that is the product of the spectroscopic weights of the primary and the secondary:

$$w_{sw} = w_{\text{pri}}, w_{s,scd}.$$  (9)

In addition to correcting for fibre collisions, this assures that each secondary receives equal weight. Thus, quantities derived from this weighting scheme are satellite-weighted. We then estimate the number of same-halo secondaries via

$$\langle N_s \rangle = \frac{\sum_{\text{primaries}} \sum_{w_{sw,i}} p_{\text{mem},i} w_{sw,i}}{\sum_{w_{sw,i}} w_{sw,i}}.$$  (10)

Similarly, an estimate for the satellite-weighted velocity dispersion is obtained via

$$\sigma_{sw}^2 = \frac{\sum_{\text{secondaries}} \sum_{w_{sw,i}} p_{\text{mem},i} w_{sw,i} \Delta v_z^2_{i}}{\sum_{w_{sw,i}} p_{\text{mem},i} w_{sw,i}}.$$  (11)

Finally, we wish to estimate the average velocity dispersion when weighting each primary (or host) instead of each secondary. We do so by first assigning each secondary a weight of

$$w_{bw} = \frac{w_{\text{pri}}, w_{s,scd}}{N_{scd}},$$  (12)

where $N_{scd}$ is the number of secondaries hosted by the primary in question. $\sigma_{bw}$ is then calculated in complete analogy to $\sigma_{sw}$. Since more massive haloes typically contain more satellites, the satellite-weighted velocity dispersion typically gives relatively more weight to the more massive haloes in the luminosity bin in question. And since more massive haloes have a larger velocity dispersion, $\sigma_{sw}$ will typically be larger than $\sigma_{bw}$. In fact, the ratio $\sigma_{sw}/\sigma_{bw}$ will increase with the amount of scatter in the halo masses associated with the centrals in the luminosity bin. Thus, using both $\sigma_{sw}$ and $\sigma_{bw}$ as observables can constrain the scatter in halo mass at a fixed luminosity (More et al. 2009b).

We measure all the above-mentioned observables in 10 logarithmic bins in luminosity going from $10^8 h^{-2} L_\odot$ to $10^{11} h^{-2} L_\odot$. Furthermore, $\langle N_s \rangle$, log $\sigma_{bw}$, and $\sigma_{bw}^2/\sigma_{sw}^2$ are measured for red and blue primaries separately. Ultimately, we have up to 80 observables, $n_{gal}$, $f_{\text{gal}}$, $\langle N_s \rangle$, $\langle N_b \rangle$, log $\sigma_{bw}$, log $\sigma_{bw}$, $\sigma_{bw}^2/\sigma_{sw}^2$, and $\sigma_{bw}^2/\sigma_{sw}^2$. However, we only consider data bins for which we estimate to have at least 10 satellites, i.e. $\sum_{p_{\text{mem}}} \geq 10$, and for which we can create an uncertainty estimate, as described in the next section. Note that the computation of $p_{\text{mem}}$ requires an assumed radial profile, $\tilde{n}_{\text{gal}}(r|M)$, for the satellite galaxies. In this paper, we perform our analysis for three different choices of $\tilde{n}_{\text{gal}}(r|M)$, as detailed in Section 3.1 below, and the exact values of the observables differ slightly depending on which profile is adopted. As we will show in Section 5.1, the radial profile that best matches the observed spatial distribution of secondaries is an Navarro-Frenk-White (NFW) profile with a concentration parameter that is half that of the dark matter. Adopting that profile results in the observables listed in Table 1. We emphasize, though, that in each case we compute the membership probabilities, and hence the observables, using the same radial profile as used in the subsequent analysis.

3 Model Predictions

The ultimate goal of this study is to constrain the way in which galaxies occupy dark matter haloes using the observables defined in the previous section. The functional form we use is that of a conditional luminosity function (CLF; Yang et al. 2003), described in detail in Appendix A. To convert a certain model of the galaxy–halo connection into a set of satellite kinematic observables, one needs an assumption about the phase-space distribution of satellites. This will be described in Section 3.1. Ideally, one would compute all observables in mock catalogues that mimic all observational effects and directly compare those results to the SDSS. Unfortunately, this is prohibitively expensive for our current analysis. Instead, we will employ a novel approach where we use a large number of mock catalogues to find the best-fitting model and an analytical approach to evaluate uncertainties. The mock catalogues are described in Section 3.2 and the analytical model in Section 3.3.
3.1 Galaxy phase-space distribution

Central galaxies are always assumed to reside at the dark matter halo centre and to be at rest with the bulk velocity of the halo. While it is known that central galaxies have some residual velocity dispersion with respect to the halo (Behroozi, Wechsler & Wu 2013; Guo et al. 2015a,b; Ye et al. 2017), the dispersion is only of the order of 15 per cent of that of the satellites. Thus, it will not strongly affect the total velocity dispersion between centrals and satellites (see Paper I for details).

Satellite galaxies follow a radial profile, $\tilde{h}_{\text{sd}}(r|M)$, which we assume to be described by a generalized NFW (gNFW) profile,

$$\tilde{h}_{\text{sd}}(r|M) \propto \left( \frac{r}{R_s} \right)^{\gamma}(1 + \frac{r}{R_s})^{-\gamma-3}.$$  \hspace{1cm} (13)

Here $r_s$ is the scale radius of the dark matter host halo, and $\gamma$ and $R$ are free parameters. For $\gamma = R \equiv 1$, satellites follow the dark matter distribution in an unbiased fashion, while their distribution becomes less centrally concentrated with increasing $R$ and/or decreasing $\gamma$. In this work, we consider three choices for $(\gamma, R)$ to describe the SDSS data: (1,1), which we call ‘NFW’; (1, 2), referred to as ‘bNFW’, in which the satellite galaxies follow an NFW profile but with a concentration parameter that is half that of the dark matter; and (0, 2.5), which we call ‘Cored’. The latter is a good fit to the radial distribution of dark matter subhaloes in the Small MultiDark Planck (SMDPL) dark-matter-only simulation (see Paper I). Together, these three profiles roughly bracket the range of profiles inferred in the literature, from the most radially concentrated (e.g. Cacciato et al. 2013; Guo et al. 2015a) to the most extended (e.g. Yang et al. 2005; More et al. 2009a).

We assume that satellite galaxies obey the spherically symmetric Jeans equation without velocity anisotropy. In this case, the one-dimensional velocity dispersion as a function of radius can be computed via

$$\sigma_z^2(r|V_{\text{vir}, c_{\text{vir}}}) = \frac{c_{\text{vir}} V_{\text{vir}}^2}{R^2 g(c_{\text{vir}})} \left( \frac{r}{R_s} \right)^\gamma \left(1 + \frac{r}{R_s}\right)^{3-\gamma} \int_{r/r_s}^\infty \frac{g(y) dy}{(y/y_s)^{\gamma+2}(1+y/R_s)^{\gamma-\gamma}} \hspace{1cm} (14)$$

(e.g. van den Bosch et al. 2004). Here $V_{\text{vir}} = GM_{\text{vir}}/r_{\text{vir}}$ is the virial velocity, $c_{\text{vir}} = r_{\text{vir}}/r_s$ is the virial concentration, and

$$g(y) = \ln(1+y) - \frac{y}{1+y}. \hspace{1cm} (15)$$

3.2 Mock catalogues

A key advantage of our study over other works using satellite kinematics is the use of detailed mock catalogues to estimate observables and their associated errors. Those mock catalogues account for all the relevant observational effects in the SDSS, and are analysed using the same pipeline as the observational data. All mock catalogues used here are based on the SMDPL dark-matter-only simulation (Klypin et al. 2016). Specifically, we use the $z = 0$ ROCKSTAR (Behroozi et al. 2013) halo catalogue. From this catalogue, we extract all the main haloes with a virial mass of $M_{\text{vir}} \geq 3 \times 10^{13} h^{-1} M_\odot$, corresponding to 300 times the dark matter particle mass in SMDPL. The cosmology used in SMDPL is the same as the one we assume. Furthermore, the halo mass resolution is more than sufficient to resolve galaxies above $10^{10.5} h^{-2} L_\odot$ (cf. Guo et al. 2015b; Sinha et al. 2018) and the volume of SMDPL is more than 10 times bigger than the volume of SDSS we analyse. Thus, SMDPL is the ideal simulation to base our analysis on.

We use HALOTOOLS to populate the dark matter catalogue with galaxies according to the CLF recipe described in Appendix A. Specifically, for each dark matter halo, we first draw a colour for the central and afterwards a luminosity. For the satellites, we first calculate the expected occupation and then draw a number from a Poisson distribution with the same mean. Afterwards, we assign luminosities and colours based on the CLF parameters. Satellites that are brighter than their respective centrals are removed, eliminating roughly 1 per cent of all satellites. This ensures that the luminosity distribution of brightest halo galaxies (BHGs) is lognormal, in agreement with findings in SDSS (Yang et al. 2008). Note that we thereby implicitly assume that BHGs are always centrals. In Lange et al. (2018) we have shown that this has no discernible impact on our inference. For both the centrals and satellites we consider all galaxies above a luminosity of $10^9 h^{-2} L_\odot$. This threshold is lower than that of galaxies we analyse in SDSS and is chosen to have a sufficient number of targets for potential fibre collisions. Finally, the mock galaxies are assigned phase-space coordinates within their host haloes using the radial profile and Jeans equation described in Section 3.1 above.

Now having a real-space galaxy catalogue, we place a virtual observer with a random position and orientation inside the simulation box. We periodically repeat the galaxy catalogue to include all galaxies within $z = 0.15$. Next, we calculate apparent magnitudes for all galaxies, taking into account average $k$ and evolution corrections, and remove all targets with $m_r > 17.6$. Subsequently, redshift space distortions and SDSS spectroscopic redshift errors are simulated by perturbing the cosmological redshift $z$ of all galaxies by

$$\Delta z = (1 + z) \times \frac{[v_{\text{los}} + N(0, \sigma_{\text{err}})]}{c} \hspace{1cm} (16)$$

Here $v_{\text{los}}$ is the line-of-sight velocity, and $N(0, \sigma_{\text{err}})$ represents a random variable drawn from a Gaussian distribution with dispersion $\sigma_{\text{err}}$ centred on zero, to account for measurement errors in SDSS. Throughout we adopt $\sigma_{\text{err}} = 15$ km s$^{-1}$ (Guo et al. 2015b).

Subsequently, we apply the NYU VAGC b=0%/ survey mask and we simulate fibre collisions. For the latter we first construct a decollided set of galaxies from the entire sample. Within this set no two galaxies are within 55 arcsec. The remaining galaxies are potentially collided and we randomly remove spectroscopic redshifts from 65 per cent of those. Furthermore, we remove 1 per cent of all spectroscopic redshifts in the entire sample to account for other redshift failures beside fibre collisions. In Paper I, we have shown that this fibre collision scheme captures all the salient features of spectroscopic incompleteness in SDSS. The final step is to extract the same observables from the mock data as extracted from the real SDSS data (i.e. the observables listed in Table 1). In order to account for realization noise, we typically construct 1000 of such mock data sets for a given model, as detailed in Section 4 below.

3.3 Analytical model

In addition to the mock data sets described above, we will also use an analytical model to predict the various observables used here. This analytical model is based on the same assumptions regarding the galaxy–halo connection and the phase-space distribution of galaxies as in the mock catalogues. In what follows, we describe how this model is used to predict the various observables listed in Table 1.
The number density of galaxies in a luminosity range \([L_1, L_2]\) can be inferred from the CLF combined with the halo mass function, \(n_b(M)\), via
\[
n_{\text{gal}}(L_1, L_2) = \int_{L_1}^{L_2} \int_{M_{\text{min}}}^{\infty} \Phi_{\text{halo}}(L|M)n_b(M)\text{d}M\text{d}L. \tag{17}
\]

Here, \(\Phi_{\text{halo}}(L|M)\) is the combined CLF of the central and satellites for a halo of virial mass \(M\). The halo mass function \(n_b(M)\) is computed directly from the SMFPLD simulation output and we assume a minimum halo mass of \(3 \times 10^{10} h^{-1} M_{\odot}\) to host a galaxy. See Appendix A for details regarding the CLF parametrization.

The red fraction of primaries can be approximated as the red fraction of centrals,
\[
f_{\text{prim}}(L_1, L_2) \approx \frac{n_{c,r}(L_1, L_2)}{n_{c}(L_1, L_2) + n_{c,b}(L_1, L_2)}. \tag{18}
\]

The number density of red (blue) centrals, \(n_{c,r} (n_{c,b})\), similarly to \(n_{\text{gal}}\) above, is computed by integrating the CLF of red (blue) centrals over the halo mass function.

The expected number of same-halo secondaries around primaries, \(\langle N_s|L_1, L_2\rangle\), can be very well described by the corresponding number of satellites around central halos that fall within the cylinder used to select the secondaries,
\[
\langle N_s|L_1, L_2\rangle \approx \int_{L_1}^{L_2} \int_{M_{\text{min}}}^{\infty} \langle N_s|L,M\rangle n_b(M)\Phi_c(L|M) f_{\text{sat}}(L,M)\text{d}M\text{d}L. \tag{19}
\]

Here, \(\Phi_c\) is the central CLF, \(\langle N_s|L,M\rangle = \int_{M_{\text{min}}}^{\infty} \Phi_s(L|M)\text{d}M\) is the expected number of satellites above a luminosity \(L_{\text{th}} = 10^{9.3} h^{-2} L_{\odot}\) for a halo of mass \(M\), and \(f_{\text{sat}}(L,M)\) describes the fraction of satellites in a halo of mass \(M\) with a central of luminosity \(L\) that are expected to lie inside the cylinder defined by \(R_s\),
\[
f_{\text{sat}}(L,M) = 4\pi \int_{0}^{R_s} \bar{n}_{\text{sat}}(r|M)\left[\frac{\sqrt{r^2 - R_s^2}}{r^2}\right] r^2 \text{d}r, \tag{20}
\]
where \(\bar{n}_{\text{sat}}(r|M)\) is the normalized radial profile of satellites in a halo of mass \(M\), which obeys
\[
4\pi \int_{0}^{R_s} \bar{n}_{\text{sat}}(r|M) r^2 \text{d}r = 1, \tag{21}
\]
and
\[
\zeta(r,R_s) = \begin{cases} 1 & \text{if } r \leq R_s \\ 1 - \sqrt{1 - R_s^2/r^2} & \text{otherwise} \end{cases}. \tag{22}
\]

Note that equation (20) accounts for the fact that we remove secondaries within \(R_s = 60 h^{-1} \text{kpc}\) from their primaries, as described in Section 2.2.

In a similar fashion, the velocity dispersion is approximated as the expected velocity dispersion of satellites around all centrals in a given luminosity range,
\[
\sigma^2(L_1, L_2) \approx \int_{L_1}^{L_2} \int_{M_{\text{min}}}^{\infty} w(L,M) \sigma_{\text{sat}}^2(L,M)n_b(M)\Phi_c(L|M)\text{d}M\text{d}L. \tag{23}
\]

Here, \(w(L,M)\) is a weight set to
\[
w_{\text{sw}}(L,M) = f_{\text{sat}}(L,M)\langle N_s|L,M\rangle \tag{24}
\]
for the satellite-weighted velocity dispersion and
\[
w_{\text{bw}}(L,M) = 1 - \exp \left[ -f_{\text{sat}}(L,M)\langle N_s|L,M\rangle \right] \tag{25}
\]
for the host-weighted velocity dispersion. Finally, \(\sigma_{\text{sat}}^2(L,M)\) is the expected average velocity dispersion of all satellites living inside a halo of mass \(M\) and being inside the cylinder defined by \(R_s(L)\)
\[
\sigma_{\text{sat}}^2(L,M) = \int_{0}^{R_s} \bar{n}_{\text{sat}}(r|M) \sigma^2(r|M)\left[\frac{\sqrt{r^2 - R_s^2}}{r^2}\right] r^2 \text{d}r. \tag{26}
\]

4 Analysis procedure

The goal of this work is to constrain the galaxy–halo connection parametrized by the model\(^3\) vector \(\theta\) by our observational data \(D = \{n_{\text{gal}}, f_{\text{prim}}, \ldots\}\). To do this, we assume a likelihood of the form
\[
\mathcal{L}(\theta|D) \propto \exp \left[ \frac{(M^*(\theta) - D)|\Psi(M^*(\theta) - D)}{2} \right], \tag{27}
\]
where \(\Psi\) is the precision matrix, i.e., the inverse of the covariance matrix, and \(M^*(\theta) = (D|\theta)\) is the model prediction for the data vector. Both the model prediction and the covariance matrix rely on SDSS-like mock catalogues (see Section 3.2 for details). However, the following simplifications are made in order to make the likelihood evaluation computationally feasible.

In Section 3.3, we have introduced a simple analytic model \(M(\theta)\) for the full forward-modelling prediction \(M^*(\theta)\). In Paper I, we have shown that this simple model is able to reproduce all qualitative features of the forward-modelling prediction. At the same time, for good fitting \(\theta\), small biases between that model and results from mock catalogues of at most \(\sim 1\sigma\) exists. Thus, we calibrate the analytic model in such a way that it reproduces the forward-modelling prediction for a given set of parameters \(\hat{\theta}\). Specifically, we introduce a bias vector \(B(\hat{\theta}) = M^*(\hat{\theta}) - M(\hat{\theta})\). We then approximate the forward-modelling prediction for an arbitrary model \(\theta\) as
\[
M^*(\theta) \approx M(\theta) + B(\hat{\theta}). \tag{28}
\]

An estimate \(\hat{B}(\hat{\theta})\) for the bias vector is obtained from 1000 mock catalogues created from model \(\hat{\theta}\). \(M^*(\hat{\theta})\) in this case is simply the average of the 1000 data vectors.

As with the bias vector, we assume that the covariance matrix does not change significantly around any given set of parameters \(\hat{\theta}\). An unbiased estimate for the covariance matrix is
\[
\hat{\Psi} = \frac{N_S - N_D}{N_S - 1} \sum_i (D_i - \langle D \rangle)(D_i - \langle D \rangle)^t, \tag{29}
\]
where \(D_i\) is the data vector of the \(i\)th out of \(N_S\) mock catalogues and \(\langle D \rangle\) the average of all. Finally, an unbiased estimate for the precision matrix is
\[
\hat{\Psi}^{-1} = \frac{N_S - N_D - 2}{N_S - 1} \hat{C}^{-1}, \tag{30}
\]
where \(N_D\) is the number of data points, i.e., the dimensionality of \(D\) (Taylor, Joachimi & Kitching 2013). We note that we only use data points that can be measured in all 1000 mock catalogues and \(\sigma_{\text{bw}}^2/\sigma_{\text{sw}}^2\) only if \(N_s > 0.1\) on average. The latter constraint is mainly due to the distributions of \(\sigma_{\text{bw}}/\sigma_{\text{sw}}\) in the mocks being very non-Gaussian otherwise.

\(^3\) Compared to Paper I, we have added an additional free parameter to characterize the red fraction as a function of halo mass. We found this additional freedom necessary to obtain a good fit to the data. Otherwise, the model is the same as in Paper I. See Appendix A for details.
We use an iterative approach to derive the best-fitting model. We first create 1000 first-generation mocks based on the occupation model for central galaxies of More et al. (2011) and the occupation model for satellite galaxies of Cacciato et al. (2013). These mocks, though, are a poor fit to the SDSS data, with \( \chi^2 \approx 10000 \) for 56 degrees of freedom. The poor fit primarily stems from the luminosity function and the red fraction of primaries. We now use the bias and covariance estimated from this first generation of mocks, together with the analytic model, to predict a new set of best-fitting parameters. This is done using MULTINEST as described below. The resulting new model is predicted to have \( \chi^2 \approx 90 \). We then create a second generation of mocks based upon this new model. However, because the parameters of the model have changed significantly, the derived bias and covariance also change, resulting in a slightly different \( \chi^2 \) of \( \approx 110 \) for the second-generation mocks. Similarly, the analytic model combined with the updated bias and covariance now predicts a slightly different best-fitting model with \( \chi^2 \approx 75 \). This model is then used to create a third generation of mocks. This time, we find that the \( \chi^2 \) of the mocks is indeed \( \approx 75 \), as predicted. Similarly, the analytic model coupled with the bias and covariance of the third-generation mocks predicts a new best-fitting \( \chi^2 \) of \( \approx 70 \), a negligible difference in \( \chi^2 \) for a 16-parameter model. Thus, the algorithm has effectively converged to the best-fitting model and there is no need to create a new generation of mock catalogues. We then proceed to calculate the full posterior using the analytic model combined with the bias and covariance of the third-generation mocks. We refer the reader to Paper I for a more detailed discussion of the iterative method described here, as well as a comprehensive validation of the method using mock data.

For finding the maximum likelihood, as well as estimating the posterior, we make use of MULTINEST (Feroz & Hobson 2008; Feroz, Hobson & Bridges 2009) and its PYTHON implementation PyMULTINEST (Buchner et al. 2014). In all cases, we use a set of 10,000 live points and a stopping criterion of \( \Delta \ln Z \approx 10^{-4} \), where \( Z \) is the estimate for the global Bayesian evidence. In case of finding a best-fitting model, we run MULTINEST in constant efficiency mode and a target efficiency of 50 per cent. Although not its main purpose, MULTINEST is also a robust global minimization scheme that is very unlikely to get stuck in local minima. On the other hand, when estimating the posterior, we de-activate the constant efficiency mode and set a target efficiency of 0.5 per cent. To verify that our estimate for the posterior is fully converged, we have re-run MULTINEST with 20,000 live points and a target efficiency of 0.2 per cent, getting consistent results.

5 RESULTS

We have performed the analysis procedure described in the above section for three different satellite radial profiles separately. We consider satellites following dark matter in an unbiased fashion (NFW), satellites displaying an NFW profile with half the concentration of dark matter (bNFW), and a cored satellite profile (Cored). See Section 3.1 for details. In each case, we use the specific radial profile to determine likely interlopers, produce mock catalogues, and fit the data. We find that the observational data we used so far cannot reliably distinguish between the different models, all giving very similar likelihoods. Consequently, we next analyse the observed radial distributions of secondary galaxies around primaries in order to distinguish better between different choices for the satellite radial profiles. Having identified the radial profile that best describes the observed radial distribution of secondaries around their host, we study in more detail the fit of the galaxy–halo connection parameters that assume this particular satellite radial profile.

5.1 Radial profile

Fig. 2 shows the predictions for the projected number density of primaries around secondaries. Each panel shows the distribution for different primary luminosities without distinction by the colour of primaries. Blue crosses denote the SDSS data and bands the predictions from each of the three radial profiles. The bands present the 68 per cent scatter from 1000 mock catalogues created with the best-fitting model. For both the mocks and the SDSS data, we have reduced the impact of interlopers by only considering secondaries within 600 \( r_{200} (L, C) \) km s\(^{-1} \). On the other hand, we have increased \( R_s \) from 0.15 \( \sigma_{200} h^{-1} \) Mpc to 0.5 \( \sigma_{200} h^{-1} \) Mpc to increase the range that is probed. A correction for fibre collisions has been applied by weighting each primary and secondary by \( w_{s, \text{pri}} \) and \( w_{s, \text{sec}} \), respectively.

As expected, more radially extended profiles result in shallower surface number density profiles. In particular, the Cored profile predicts the lowest surface density at small radii and the largest at large radii. Overall, the bNFW profile, for which satellites follow an NFW profile with a scale radius twice that of the dark matter, fits the SDSS data the best. For example, assuming diagonal error bars, the \( \chi^2 \) values are 329, 126, and 374 for 33 degrees of freedom for the NFW, bNFW, and Cored profiles, respectively. The largest contribution to the \( \chi^2 \) values comes from the lowest luminosity bin. Since the velocity dispersion is not strongly constrained for this bin, errors in the profile will not strongly influence our result. Hence, in the following we will focus on empirical results on the galaxy–halo connection derived assuming that satellite galaxies follow the bNFW radial profile. However, we emphasize that results from the other two profiles are qualitatively the same.

5.2 Galaxy–halo connection

Fig. 3 shows marginalized posteriors for a subset of the parameters describing the galaxy–halo connection. Most parameters are tightly constrained with only the low-mass slopes \( \gamma_{1,l} \) and \( \gamma_{1,b} \) and the low-luminosity slope of the satellite CLF \( \alpha_s \) being strongly limited by the prior. We also see tight correlations between certain parameters, for example the characteristic luminosity \( L_0 \) and the characteristic mass \( M_t \) of the mass–luminosity relation for red and blue centrals. We list all posterior predictions on the parameters describing the galaxy–halo relation in Table 2. We include the median and 1\( \sigma \) ranges as well as the best-fitting value for each parameter. Fig. 4 summarizes the multidimensional posterior by showing predictions for key statistics of the galaxy–halo relation. Specifically, we show the predictions for the mass–luminosity relation, the scatter in luminosity at fixed halo mass, the red fraction of centrals as a function of halo mass, and the satellite occupation above \( 10^{15} h^{-2} L_\odot \). Interestingly, we find that the average luminosities at fixed halo mass are rather similar for red and blue centrals. The same is true for the scatter in luminosity. However, we also find that red centrals, at a fixed luminosity, live in more massive haloes than blue centrals (see Fig. 9). This difference is only partially explained by the differences in luminosity at fixed mass. Instead, we also find

\*\*Creating the mocks by drawing models from the posterior does not significantly increase the 68 per cent scatter band, indicating that cosmic variance is the dominant cause of the remaining uncertainty.\*\*
that the red fraction increases with halo mass and reaches a plateau of \( \sim 95\% \) per cent by roughly \( \log M_{\text{vir}}/h^{-1} M_\odot \sim 13 \). As a result, at a given luminosity, blue centrals preferentially come from low-mass haloes with overluminous centrals and red centrals from massive haloes with underluminous centrals. We note that the prediction for the red fraction of lower mass haloes, \( \log M_{\text{vir}}/h^{-1} M_\odot \sim 11 \), is purely an extrapolation of our model and is not constrained by data as we do not expect those haloes to host any galaxy above \( 10^{9.5} h^{-2} L_\odot \). Finally, we find that the average number of satellites above \( 10^{9.5} h^{-2} L_\odot \) should roughly scale linearly with the halo mass. We will compare all those results with previous studies in the next section.

5.3 Quality of the model fit

In Fig. 5 we show the measurement values previously reported in Table 1, together with 1\(\sigma\) error bars derived from mock catalogues and the best-fitting model. Qualitatively, the model excellently reproduces most trends in the observational data. However, expressed via the \( \chi^2 \), the best-fitting model is not a very good fit to the data with \( \chi^2 = 70 \) for 59 \(- 17\) degrees of freedom. This large value for the \( \chi^2 \) is largely driven by the velocity dispersion of red centrals. One might suspect that the unsatisfactory fit could in part be due to an incompatibility between the luminosity function and the other observables. However, we have tested that carrying out the analysis without the luminosity function as an observable only leads to an insignificant improvement in the fit to the other observables.

Thus, there is no tension between the luminosity function and the other observables. Never the less, the observational data seems to suggest a more complicated model for the galaxy–halo connection than assumed thus far. We will return to this point later in this section.

In Fig. 6 we show the full velocity distribution of secondaries with respect to primaries. We concentrate on six different bins in primary luminosity, differentiating between secondaries around red and blue primaries. Data points come from SDSS and bands denote the 68\% range from 1000 different mock catalogues with model parameters for each mock randomly drawn from the posterior. We have mitigated the effect of fibre collisions by weighting each primary–secondary pair by \( w_{\text{sw}} = w_{\text{s,pri}}w_{\text{s,scd}} \). No correction for interlopers has been applied. We note that the model has only been fitted to reproduce the second moment of the velocity distribution of satellites. On the other hand, higher order moments and the contribution of interlopers are all implicit predictions. Reassuringly, the best-fitting model seems to accurately predict all of those.

5.4 Testing model extensions

Here, we test possible extensions to the default parametrization of the galaxy–halo connection. Specifically, we look at models with additional parameters compared to the standard parametrization. Instead of repeating the entire procedure described in Section 4, we take the estimate of the covariance and bias from the best-
fitting default model and use the analytical model to evaluate the posteriors of the more complex models. This is done mainly due to computational limitations and the fact that the default model already provides an adequate description of the data. In all cases, we assume the bNFW radial profile for satellites.

To judge the performance of extended models we make use of the Bayes factor $B$ (see e.g. Trotta 2008). In all cases, the extended model $\tilde{M}$ and the standard model $M$ can be described as nested. Nested means that the more complex model $\tilde{M}$ reduces to $M$ for $\psi$, the additional parameter of $\tilde{M}$, being 0. In this case, one can show (see e.g. Trotta 2008) that the Bayes factor obeys

$$B_{M,\tilde{M}} = \frac{Z(D|M)}{Z(D|\tilde{M})} = \frac{P(\psi|D, \tilde{M})}{P(\psi|M)} \bigg|_{\psi=0},$$

(31)

where $Z$ denotes the global evidence. Thus, the Bayes factor can be judged from looking at the prior, $P(\psi|M)$, and the posterior probability, $P(\psi|D, \tilde{M})$, of $\psi$. Values larger (smaller) than unity imply that the data $D$ favours (disfavours) $M$ compared to $\tilde{M}$.

Figure 3. Marginalized posteriors for the galaxy–halo connection for the bNFW radial profile. We do not show parameters related to the satellite occupation, $\alpha_s$, $b_0$, $b_1$, and $b_2$, and the low-mass slopes of the mass–luminosity relation, $\gamma_{1,r}$ and $\gamma_{1,b}$, as they are poorly constrained. The diagonal shows marginalized 1D posteriors and off diagonal panels the 2D posteriors. In the latter case, lines demarcate the 68 per cent, 95 per cent, and 99 per cent containment of the posterior.
For the low-mass end, the impact of a non-zero $\gamma$ has an additional upturn (downturn) at large halo masses. At larger (smaller) than zero, though, the mass–luminosity relation of red satellites follows an NFW profile with a scale radius twice as large as the dark matter scale radius.

Table 2. Prior ranges, posterior predictions, and best-fitting values of all parameters describing the galaxy–halo connection. We assumed the bNFW satellite profile, i.e. that satellites follow an NFW profile with a scale radius twice as large as the dark matter scale radius.

| Parameter     | Prior             | Posterior           | Best fit  |
|---------------|-------------------|---------------------|-----------|
| $\log L_{0,s}$| $[9.00, 10.50]$   | $9.886^{+0.085}_{-0.063}$ | $9.954$  |
| $\log M_{1,s}$| $[10.00, 13.00]$  | $11.16^{+0.27}_{-0.17}$ | $11.44$  |
| $\gamma_{1,s}$| $[0.00, 5.00]$    | $3.27^{+1.17}_{-1.21}$ | $2.03$   |
| $\gamma_{2,s}$| $[0.00, 2.00]$    | $0.24^{+0.014}_{-0.013}$ | $0.242$ |
| $\sigma_f$    | $[0.10, 0.25]$    | $0.170^{+0.0064}_{-0.0066}$ | $0.1703$ |
| $\log L_{0,b}$| $[9.00, 10.50]$   | $10.245^{+0.0101}_{-0.0051}$ | $10.278$ |
| $\log M_{1,b}$| $[10.00, 13.00]$  | $11.31^{+0.17}_{-0.13}$ | $11.51$  |
| $\gamma_{1,b}$| $[0.00, 5.00]$    | $3.65^{+0.89}_{-0.88}$ | $2.56$   |
| $\gamma_{2,b}$| $[0.00, 2.00]$    | $0.049^{+0.066}_{-0.033}$ | $0.036$ |
| $\sigma_b$    | $[0.10, 0.40]$    | $1.89^{+0.0088}_{-0.0111}$ | $1.925$  |
| $f_0$         | $[0.00, 1.00]$    | $0.460^{+0.0118}_{-0.0132}$ | $0.474$ |
| $\alpha_f$    | $[-0.50, 1.00]$   | $0.488^{+0.031}_{-0.040}$ | $0.485$  |
| $\beta_f$     | $[-0.50, 0.50]$   | $-0.119^{+0.017}_{-0.020}$ | $-0.118$ |
| $\alpha_s$    | $[-1.50, 0.00]$   | $-1.13^{+0.16}_{-0.18}$ | $-0.90$  |
| $b_0$         | $[-1.50, 0.50]$   | $-0.394^{+0.038}_{-0.403}$ | $-0.355$ |
| $b_1$         | $[0.00, 2.00]$    | $0.347^{+0.080}_{-0.078}$ | $0.360$  |
| $b_2$         | $[-0.50, 0.50]$   | $0.173^{+0.027}_{-0.030}$ | $0.184$  |

5.4.1 Mass–luminosity relation

So far, we have parametrized the mass–luminosity relation of red and blue centrals via a broken power-law relation. In $\log M–\log L$ space, this roughly describes a piecewise linear relation with a low- and a high-mass slope. We now add to this a quadratic term in $\log L/M–\log L$. This can be written as

$$L_{\text{sat}}(M) = L_0 \left( \frac{M}{M_0} \right)^{\gamma_1} \left( 1 + \frac{M}{M_0} \right)^{\gamma_2} \left( \frac{M}{M_1} \right)^{\gamma_3 \log(M/M_1)}. \quad (32)$$

For $\gamma_3 = 0$, this relation reduces to the previous parametrization with low-mass slope $\gamma_1$ and high-mass slope $\gamma_2$. When $\gamma_1$ is larger (smaller) than zero, though, the mass–luminosity relation has an additional upturn (downturn) at large halo masses. At the low-mass end, the impact of a non-zero $\gamma_3$ is much weaker, simply because $\gamma_1 \gg \gamma_2$. Altogether, we introduce two new free parameters, $\gamma_{3,s}$ and $\gamma_{3,b}$, for red and blue centrals, respectively. We use uniform priors in the range $[-0.3, +0.3]$ for both. Applying this more general model to the SDSS yields marginalized posteriors of $-0.017^{+0.022}_{-0.021}$ and $-0.095^{+0.073}_{-0.121}$ for $\gamma_{3,s}$ and $\gamma_{3,b}$, respectively. Thus, the data is compatible with $\gamma_{3,s} = \gamma_{3,b} = 0$ and the Bayes factor is $\ln B_{3=0} = 2.8 > 0$, indicating that this additional model freedom is not favoured by the data.

5.4.2 Satellite occupation

In principle, we might expect that at fixed halo mass the satellite occupation depends on the colour of the central galaxy. The reasoning for this is that galaxy colour might correlate with halo formation time (Hearin & Watson 2013; Hearin et al. 2014), which in turn correlates with subhalo or satellite occupation (van den Bosch, Tormen & Giocoli 2005b; Zentner et al. 2005; Jiang & van den Bosch 2017). We test this by allowing the satellite CLF to vary depending on central colour, such that

$$\Phi_{\text{sat}}(L|M, \text{blue central}) = \zeta \times \Phi_{\text{sat}}(L|M, \text{red central}). \quad (33)$$

5.4.3 Mass-dependent scatter

Finally, we allow the scatter in luminosity to depend on halo mass. It is generally assumed that central galaxies in low-mass haloes grow via in situ star formation whereas those in high-mass haloes do so mainly via accretion of stellar material from disrupted satellites (e.g. Yang et al. 2013; Lu et al. 2015). Thus, there is no a priori reason that the scatter should be mass-independent (Gu, Conroy & Behroozi 2016). Indeed, hydrodynamical simulations seem to predict that the scatter increases with decreasing halo mass (Wechsler & Tinker 2018). Note that so far we only allowed the scatter to depend on the colour of the central. We parametrize the mass dependence as follows:

$$\sigma(M) = \sigma_0 + \Delta \sigma (\log M - \log M_0), \quad (34)$$

where $\sigma_0$ and $\Delta \sigma$ are free parameters, separately for red and blue centrals, and $\log M_0 = 14(12)$ for red (blue) centrals. We choose the same uniform priors for $\sigma_{0s}$ and $\sigma_{0b}$ as for $\sigma_s$ and $\sigma_b$. For $\Delta \sigma_s$ and $\Delta \sigma_b$ we choose $[-0.1, 0.1]$. Overall, we find $\Delta \sigma_s = -0.038^{+0.014}_{-0.014}$ and $\Delta \sigma_b = -0.063^{+0.027}_{-0.024}$, indicating that the scatter decreases with increasing halo mass for both red and blue centrals. The mass dependence is visualized in Fig. 7. Nominally, the finding of a mass-dependent scatter is statistically significant with $\ln B_{s,b} = -3.0 < 0$, strongly favouring it over the default parametrization (Kass & Raftery 1995). However, while we now...
find $\chi^2/\text{dof} = 60/40$, qualitatively the fit in Fig. 5 does not improve substantially. We only note that the luminosity function, specifically the value for the highest luminosity, now fits much better. Overall, we cannot exclude that other model variations besides the ones tested here might lead to a similar improvement in the fit. Thus, we only have tentative evidence that the scatter should decrease with halo mass.

Finally, we note that we have only tested generalized models for the occupation of dark matter haloes with galaxies. It is possible that a generalized model for the phase-space distribution of satellites could improve the fit. For example, the radial distribution of satellites could be mass dependent. Similarly, it is possible that there is a (mass-dependent) radial anisotropy of the satellite orbits or departures from Jeans equilibrium. Such modifications will be tested in future work.

6 DISCUSSION

One of the main goals of this work and Paper I is to improve the analysis of satellite kinematics compared to previous efforts. Specifically, we want to investigate previously reported tensions between results from satellite kinematics and other methods (see e.g. Dutton et al. 2010; Leauthaud et al. 2012; Mandelbaum et al. 2016).

6.1 Radial profile of satellites

Our findings shown in Fig. 2 favour a radial distribution of satellites that is biased with respect to dark matter. While our results are consistent with satellites following an NFW profile, their concentration parameter is likely lower than that of dark matter in the same halo by a factor of around 2. At the same time, the cored profile that fits the distribution of $M_{\text{peak}}$-selected subhaloes, as described in Paper I, does not provide an adequate description of the SDSS data. Thus, satellites seem to follow a steeper profile than subhaloes.

Many previous studies reported similar findings, particularly that satellite distributions follow an NFW profile (see e.g. van der Marel et al. 2000; van den Bosch et al. 2005a; Yang et al. 2005; Budzynski et al. 2012; Guo et al. 2012a). This is in contrast to the results of More et al. (2009a), who argue that satellites follow a cored profile. As described in Paper I, this is likely due to More et al. (2009a) not correcting for fibre collisions in SDSS. The finding that satellites have a steeper radial profile than subhaloes but less centrally concentrated than dark matter is also in good agreement with independent studies (Yang et al. 2005; Chen 2008), with hydrodynamical simulations (Nagai & Kravtsov 2005; Vogelsberger et al. 2014), and with the need for ‘orphan’ galaxies in semi-analytical models (Kitzbichler & White 2008; Yang et al. 2012; Pujol et al. 2017) and subhalo-abundance matching (Guo & White 2014; Campbell et al. 2018; Moster, Naab & White 2018). Finally,
Figure 6. The velocity distribution of secondaries around primaries for SDSS (data points) and the best-fitting bNFW model (bands). Each panel represents a different primary luminosity. We show the results for red and blue primaries separately. Bands show the 68 per cent containment prediction from the best-fitting model for 1000 mock catalogues. Note that the y-scale in each panel is logarithmic in the upper half and linear in the lower in order to show the full dynamic range of the data. Overall, the best-fitting model is able to reproduce all qualitative trends in the data.

Figure 7. The mass dependence of the luminosity scatter as inferred from the model extension discussed in Section 5.4.3. Red and blue bands denote the 68 per cent ranges from the posterior predictions for red and blue galaxies, respectively. For comparison we also show the results of Yang et al. (2008), with blue and red crosses corresponding to the results for blue and red centrals, as inferred from the SDSS galaxy group catalogue of Yang et al. (2007). Note that these results are known to underestimate the scatter at the low-mass end (see text for discussion). Finally, the mass- and colour-independent inference of Cacciato et al. (2013) is shown by the horizontal band, which is slightly lower than the mass-independent scatter of red or blue centrals inferred from our default model (cf. Table 2).

6.2 Galaxy–halo occupation

A detailed comparison with results from clustering and other methods is hampered by three complications. First, all observables like satellite kinematics or clustering will have a dependence on cosmology at fixed models for the galaxy–halo connection. Furthermore, there will be a dependence on the halo definition and the halo finder used. It is thus prudent to only compare results obtained under similar cosmological parameters and halo definitions. We compare our results to the studies of Guo et al. (2015b), Zentner et al. (2019), Vakili & Hahn (2019), Sinha et al. (2018), and Xu et al. (2018). Coincidentally, all works assume cosmological parameters compatible with the recent results of Planck Collaboration XVI (2014). Even more, all studies used halo catalogues derived with the ROCKSTAR halo finder (Behroozi et al. 2013) and spherical overdensity $M_{\text{vir}}$ haloes. A third complication is that all those studies, except for Xu et al. (2018), use colour-independent halo occupation distribution (HOD) models. Such models only describe the number of galaxies brighter than a luminosity threshold living in a halo of mass $M$. They do not inherently describe the entire luminosity distribution of galaxies, e.g. the mass–luminosity relation, or their dependence
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on the colour of the central galaxy. Thus, to allow a comparison we need to downgrade our CLF results to such an HOD framework.

Guo et al. (2015b) model the redshift space clustering of galaxies in SDSS using the framework of Zheng & Guo (2016) to accurately and efficiently calculate correlation functions. Specifically, they model both the projected correlation function and the monopole, quadrupole, and hexadecapole moments of the redshift space clustering. Furthermore, in addition to HOD parameters, they fit parameters describing the central and satellite velocity bias. Zentner et al. (2019) and Vakili & Hahn (2019) use HALOTOOLS (Hearin et al. 2017) to fit the projected correlation function of galaxies in SDSS DR7. We note that the observational data used in Zentner et al. (2019) comes from Zehavi et al. (2011), whereas Vakili & Hahn (2019) use data from Guo et al. (2015b). Unlike Guo et al. (2015b), the studies by Zentner et al. (2019) and Vakili & Hahn (2019) specifically allow for the presence of galaxy assembly bias, which can have a significant impact on the inferred galaxy–halo connection (Zentner et al. 2014). Sinha et al. (2018) also fit the friends-of-friends group multiplicity function in addition to the projected correlation function (both in SDSS). Their focus lies on the realistic simulation of observational effects by comparing observational results to a large number of mock catalogues. When comparing to the results of Zentner et al. (2019) and Vakili & Hahn (2019), we use their models without the possibility for assembly bias. The posterior predictions from Sinha et al. (2018) discussed here are the ones using the $M_{\text{vir}}$ halo definition. Finally, Xu et al. (2018) model the projected clustering of galaxies in SDSS as a function of luminosity and colour. Their goal is to constrain both the luminosity and the colour distribution of galaxies as a function of halo mass.

6.2.1 Galaxy bias

In order to make a meaningful comparison of our results with predictions from other studies regarding the clustering of galaxies, we compute the average linear bias of all centrals above a given luminosity threshold:

$$b(\ell > L_{\text{th}}) = \frac{1}{n_c(L_{\text{th}})} \int^\infty_0 \langle N_c | M, L_{\text{th}} \rangle n_h(M) b_h(M) dM.$$  \hspace{1cm} (35)

Here, $n_c(L_{\text{th}})$ is the total number density of centrals above the luminosity threshold $L_{\text{th}}$, $\langle N_c | M, L_{\text{th}} \rangle$ is their average number in a halo of mass $M$, and $n_h(M)$ and $b_h(M)$ are the halo mass and bias functions, respectively. The linear bias specifies the clustering strength on large, linear scales (in the two-halo regime), and allows us to test agreement with clustering predictions despite the different parametrizations of the galaxy–halo relationship. Due to the tight relation between halo mass and bias, it is also indicative of the average mass of the haloes hosting the galaxies in question. Fig. 8 compares our posterior prediction for $b(\ell > L_{\text{th}})$, obtained from equation (35) using the halo mass and bias function of Tinker et al. (2008) and Tinker et al. (2010), respectively, to those of Guo et al. (2015b; red triangles), Zentner et al. (2019; yellow circles), Vakili & Hahn (2019; grey squares), and Sinha et al. (2018; green triangles). All results include 68 per cent posterior uncertainties, and slight differences in the cosmological parameters and redshifts of the halo catalogues used in the different studies are accounted for by using the corresponding halo mass and bias functions.

Overall, there is excellent qualitative agreement among all the studies compared here. In all the works, the bias of central galaxies increases strongly with their luminosity. Given the tight correlation of halo mass with bias, this indicates a positive correlation between halo mass and galaxy luminosity. At the highest luminosities, $L_{\text{th}}^0 = 10^{10.5} h^{-2} L_\odot$ and $10^{11} h^{-2} L_\odot$, our results predict a slightly lower central galaxy bias than those of Guo et al. (2015b), Vakili & Hahn (2019), and Sinha et al. (2018). The disagreement is generally at the level of around 2σ. Note that all clustering studies use a similar sample of galaxies drawn from SDSS. Thus, the results of those clustering studies are not statistically independent.

6.2.2 Luminosity–halo mass relation of central galaxies

In Fig. 9 we compare our findings on the median halo mass as a function of central galaxy luminosity to the findings of More et al. (2011) and Xu et al. (2018). In both cases, we show predictions from the best-fitting models. In the upper panel we show the median halo masses for all central galaxies, irrespective of colour. We find that the results of Xu et al. (2018) and those of this study infer higher halo masses than what is found by More et al. (2011). The disagreement between the halo masses of More et al. (2011) and Xu et al. (2018) is up to ~0.5 dex, whereas the tension between our results and clustering constraints decreases to at most ~0.2 dex. We also observe similar trends as compared to Fig. 8: Our results...
predict halo masses that are higher at lower luminosities, and lower at higher luminosities, compared to the constraints from clustering.

In the lower panel of Fig. 9, we compare the median halo masses of red and blue centrals. Our results imply a significantly higher halo mass for red centrals than blue centrals of the same luminosity. This result is qualitatively in good agreement with other studies studying the halo mass difference of these two populations (More et al. 2011; Mendelbaum et al. 2016; Xu & Mendelbaum 2016; Xu et al. 2018). However, whereas our results imply the largest difference at higher luminosities, the results of Xu et al. (2018) are consistent with no difference in halo masses above a luminosity of $10^{9.4} \, h^{-2} L_{\odot}$.

Finally, we note that Mendelbaum et al. (2016) report that the average halo masses (at fixed stellar mass) from More et al. (2011) were significantly higher by a factor of ~2 than those derived by lensing. Taken at face value, this would imply that a comparison of our results with lensing should result in an even larger disagreement. At the same time, Mendelbaum et al. (2016) find their results to be in good agreement with other clustering studies. This seems puzzling given that we also show a good agreement with clustering results. We leave an investigation of this disagreement to future work.

6.2.3 Scatter in the luminosity–halo mass relation

Our analysis puts tight constraints on the scatter in central luminosity at fixed halo mass. Unfortunately, this is not directly constrained by results of simple HOD fitting, hampering a direct comparison of our results with the studies previously discussed. On the other hand, constraints on the colour-dependent luminosity scatter have been obtained by More et al. (2011) using satellite kinematics. They find $\sigma_r = 0.21^{+0.02}_{-0.03}$ and $\sigma_b = 0.21^{+0.07}_{-0.05}$, consistent with our results ($\sigma_r = 0.17^{+0.06}_{-0.07}$ and $\sigma_b = 0.189^{+0.009}_{-0.010}$) at the $\sigma_r$ level. Yang et al. (2008) have estimated the scatter in luminosity as inferred from their group catalogues. To estimate group masses, they assume a one-to-one relationship between halo mass and the total luminosity of all group members with $M_0^{1/4} - 5\log h < -19.5$. They find a scatter in BHG luminosity of around $\sigma \sim 0.15$ dex for red and blue BHGs, again in good agreement with our results. Whereas we find some evidence for an increase in scatter with decreasing halo mass (see Fig. 7), Yang et al. (2008) find that their scatter becomes smaller with decreasing halo mass, reaching ~0.08 dex for haloes with $M \sim 2 \times 10^{12} \, h^{-1} M_{\odot}$. However, at such low-mass groups the central galaxy dominates the total group luminosity, and thereby the halo mass estimate, causing the inferred scatter to be artificially suppressed. Cacciato et al. (2013) have analysed the luminosity function, galaxy–galaxy lensing, and clustering in SDSS in order to constrain cosmological parameters. A byproduct of their analysis was a tight constraint on the scatter in luminosity at fixed halo mass equal to $\sigma_{L} = 0.157^{+0.007}_{-0.007}$ without making a distinction between red and blue galaxies. It is straightforward to show that this scatter for all galaxies is related to the individual scatter of red and blue galaxies via

$$\sigma_{L}^2 = f_r \sigma_r^2 + f_b \sigma_b^2 + 2 f_r f_b (\langle \log L_r \rangle - \langle \log L_b \rangle)^2,$$

where $f_r$ and $f_b$ are the red and blue fraction of centrals at any given halo mass. As expected, the scatter is slightly increased if red and blue centrals have different average luminosities. In particular, for $\sigma_r = \sigma_b = 0.17$, $f_r = f_b = 0.5$, and $|\langle \log L_r \rangle - \langle \log L_b \rangle| = 0.1$, which are representative for the values inferred here, we get $\sigma_{L} = 0.184$. For other values of $f_r$ and $f_b$ (i.e. at different halo masses) the resulting scatter is slightly lower. Hence, under the assumption that the scatter is otherwise mass-independent for red and blue centrals, our results imply a slightly larger scatter than what is found by Cacciato et al. (2013).

6.2.4 Satellite fractions

In Fig. 10 we compare predictions for the satellite fraction of galaxies above $L_0^{1/4} = 10^{9.5} h^{-2} L_{\odot}$ ($M_0^{1/4} - 5\log h = -19$). We use the Tinker et al. (2008) mass function and account for the slightly different cosmologies and redshifts to calculate the values for our work and those of Guo et al. (2015b), Zentner et al. (2019), Vakili & Hahn (2019), and Sinha et al. (2018). We also include the results reported in Zehavi et al. (2011), which are, however, derived under significantly different cosmological parameters. In this comparison, we note a stronger disagreement between different predictions than in the case of the galaxy bias or the scatter discussed above. In particular, the results of Guo et al. (2015b) imply a satellite fraction of around ~21 ± 1 per cent, whereas our finding is ~28 ± 1 per cent. The results of Vakili & Hahn (2019) fall in between those two values, but with roughly three times larger uncertainties. Similarly, the results of Xu et al. (2018) imply a satellite fraction of ~25 ± 1 per cent. Sinha et al. (2018) find a satellite fraction that is in good agreement with our findings and incompatible with those of Guo et al. (2015b). Zentner et al. (2019) predict a similarly high fraction ~32 ± 4 per cent but with the largest uncertainty. Finally, Zehavi et al. (2011) find ~33 ± 1 per cent, but for a different cosmology and halo definition. It is unclear at this point what the
reason for the disagreement between the different studies is. We find that the mild tension between Zentner et al. (2019) and Vakili & Hahn (2019) is mainly caused by using different measurements for the projected correlation function, Zentner et al. (2019) use measurements from Zehavi et al. (2011), whereas Vakili & Hahn (2019) use data from Guo et al. (2015b). Given that Zentner et al. (2019) and Vakili & Hahn (2019) find the satellite fraction to be loosely constrained, it seems that the projected correlation function alone is compatible with a large range of satellite fractions. On the other hand, taken at face value, the redshift space clustering used by Guo et al. (2015b) seems to imply a lower satellite fraction (also see Guo et al. 2016) than the group multiplicity function used by Sinha et al. (2018) or the satellite kinematics used in this study. Finally, we note that the best-fitting model of More et al. (2011) implies a satellite fraction of 44 per cent, in clear tension with all other studies. However, it is likely that the results of More et al. (2011) have large uncertainties due to not using the abundance of galaxies as a constraint.

We further explore this point in Fig. 11, where we show the satellite occupation as a function of halo mass. The threshold is $10^{5.504} h^{-2} L_\odot (M_{\text{vir}}^{0.1} - 5 \log h = -19)$ in all cases. Qualitatively, the results all agree very well with each other. However, at lower masses, log $M_{\text{vir}}/(h^{-1}M_\odot) \sim 12-13$, the results of Guo et al. (2015b) imply a lower satellite occupation than our findings and those of Zentner et al. (2019) and Sinha et al. (2018). On the other hand, at the high-mass end, log $M_{\text{vir}}/(h^{-1}M_\odot) \gtrsim 14.5$, we find a higher satellite occupation than all other studies.

Altogether, we find a reasonably good, but not perfect, agreement of our results with a variety of different studies. The small discrepancies found can be explained by one or more of the following reasons. In addition to systematic uncertainties affecting satellite kinematics, as discussed in Paper I, there are also uncertainties affecting the modelling of clustering and group multiplicity functions. A prime factor could be assembly bias, the fact that the spatial clustering of dark matter haloes depends on secondary halo properties other than halo mass (Gao et al. 2005; Wechsler et al. 2006). If the galaxy occupation correlates with any of those secondary properties, a possibility commonly ignored in HOD modelling, predictions for galaxy clustering will fail (see e.g. Zentner et al. 2014; Hearin et al. 2017). Another uncertainty is the radial profile of satellites. For example, all other studies assumed that satellites follow the dark matter radial profile in an unbiased fashion. Our results, on the other hand, imply that satellites are antibiased with respect to dark matter. Another uncertainty is related to the second moment of the occupation statistics, which governs the small-scale clustering strength (i.e. the one-halo term). Although it is standard practice to assume that the number of satellite galaxies in haloes of a given mass follows Poisson statistics, such that $\langle N(N-1)|M \rangle = \langle N \rangle^2$, this is not supported by the occupation statistics of dark matter subhaloes, which show non-negligible deviations from Poisson (e.g. Boylan-Kolchin et al. 2010; Jiang & van den Bosch 2017). Furthermore, Guo et al. (2015b), Vakili & Hahn (2019), and Sinha et al. (2018) all assumed the five-parameter model of Zheng et al. (2007) to model observational data. However, as argued by Sinha et al. (2018), this model might not be flexible enough to fit a variety of observations. Finally, we note that the agreement between satellite kinematics and clustering likely depends on the cosmological parameters, as it does for clustering and lensing (Cacciato et al. 2009, 2013). Thus, we might expect an agreement between all those studies only under the right cosmological parameters.

7 CONCLUSION AND SUMMARY

We have obtained new constraints on the galaxy–halo relationship from the analysis of galaxy abundance and satellite abundance and kinematics in SDSS DR7. Specifically, we constrained a colour-dependent CLF model for galaxies with $0.02 \leq z \leq 0.067$ and $L^{0.1} \geq 10^{0.5} h^{-2} L_\odot$. We made use of the updated analysis framework developed in Paper I that has been extensively tested to give unbiased results. Our results supersede the ones published in More et al. (2011) by properly accounting for observational biases, most importantly fibre collisions, as well as using the abundance of galaxies as an additional observable. Overall, the constraints we derive are significantly more stringent. Our main findings are as follows.
(i) As shown in Fig. 2, our analysis supports a scenario in which satellite galaxies follow an NFW profile with a lower concentration than that of dark matter in the same halo. However, we rule out strongly cored profiles reported in More et al. (2011) and expected from $M_{\text{peak}}$-selected subhaloes. This finding is in good agreement with hydrodynamical simulations and signals the need for orphan galaxies in subhalo abundance matching.

(ii) In agreement with previous studies, we find that the average luminosity of central galaxies is positively correlated with halo mass. Additionally, the average halo mass of red centrals is higher than that of blue centrals of the same luminosity. This is primarily due to a strong increase of the red fraction of centrals with dark matter halo mass, as shown in the lower left-hand panel of Fig. 4, and partially due to different luminosities at fixed halo mass for red and blue centrals.

(iii) We infer a scatter of $\sigma_{\text{r},c} = 0.17$ dex and $\sigma_{\text{c},b} = 0.19$ dex in luminosity at fixed halo mass for red and blue centrals, respectively. If the scatter is allowed to be mass-dependent, we infer that the scatter weakly decreases with increasing halo mass for both red and blue centrals.

(iv) In Section 6.2, we compare in detail our inferences to those derived from galaxy clustering, galaxy–galaxy lensing, and group catalogues. Overall, we find that satellite kinematics gives constraints that are in good agreement with those independent studies. Additionally, the results from our updated analysis on the abundance and radial profiles of satellites are no longer strongly discrepant with some of these independent studies, as was the case for the satellite kinematics analysis by More et al. (2011). However, there are still noteworthy tensions regarding the overall satellite fraction in the SDSS sample. But those tensions also exist between different studies using clustering and are not limited to satellite kinematics.

Although our analysis gives some of the most stringent constraints on the galaxy–halo connection to date, one should keep in mind that our analysis is only based on a small volume-limited subsample of the entire SDSS. Our framework can be easily extended to include multiple volume-limited samples, thereby increasing the statistical constraining power further. It can also easily be applied to other current or future surveys like GAMA (Driver et al. 2011) or DESI (DESI Collaboration 2016).

In the near future, we plan to apply our framework to investigate further aspects of the galaxy–halo relationship, such as the stellar-to-halo mass ratio and the correlation between galaxy size and halo mass at fixed stellar mass. In addition, satellite kinematics can also be combined with additional probes of the galaxy–halo connection to constrain cosmological parameters or to investigate galaxy assembly biases.
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Here, we brieﬂy describe our parametrization of the galaxy–halo connection. We refer the reader to Paper I for a more in-depth discussion.

The occupation of dark matter haloes with galaxies is governed by a CLF model (e.g. van den Bosch, Yang & Mo 2003). Particularly, the CLF speciﬁes the average number of galaxies with a luminosity in the range $L \sim dL/2, L + dL/2$ residing in a halo of mass $M$.

We split the galaxy occupation into a central component, and a satellite component, respectively. Throughout, subscripts ‘c’ and ‘s’ refer to centrals and satellites, respectively.

We further split the centrals in red (subscript ‘r’) and blue (subscript ‘b’), based on the $g - r$ colour, according to

\[
\Phi_{c,r}(L | M) = \Phi_{c}(L | M) \quad \Phi_{c,b}(L | M).
\]

(A1)

Here, $\Phi_{c}(L | M) = f_{c}(M)\Phi_{c}(L | M)$ is the probability that a central galaxy residing in a halo of mass $M$ is red. This probability is parametrized as

$$f_{c}(M) = 1 - f_{s}(M).$$

(A2)

APPENDIX A: GALAXY–HALO CONNECTION
by

\[ f_s(M) = \begin{cases} 
  f_0 + \alpha_f M_{12} + \beta_f M_{12}^2 & \text{for } \alpha_f + 2\beta_f M_{12} > 0, \\
  f_0 - \sigma_f^2 / 4\beta_f & \text{otherwise},
\end{cases} \]  

(A3)

where \( f_0, \alpha_f, \) and \( \beta_f \) are free parameters, and \( M_{12} = \log(M/10^{12}\ h^{-1}\text{M}_{\odot}) \). Effectively, this equation describes a quadratic function that is equal to its global extremum wherever the first derivative would be negative. This allows models where the red fraction reaches a plateau at low or high masses. Note that we also enforce \( 0 \leq f_s(M) \leq 1 \).

We assume that every halo hosts exactly one central whose luminosity is drawn from a lognormal distribution with scatter \( \sigma_c \),

\[ \Phi_c(L|M) \, dL = \frac{\log e}{\sqrt{2\pi\sigma_c^2}} \exp \left( \frac{(\log L - \log L_c(M))^2}{2\sigma_c^2} \right) \, dL, \]  

(A4)

The median luminosity, which can be different for red and blue centrals, is parametrized by

\[ L_c(M) = L_0 \frac{(M/M_0)^\gamma_1}{(1 + M/M_0)^{\gamma_1 - \gamma_2}}. \]  

(A5)

Additionally, the scatter in central luminosity is allowed to be different for red and blue centrals. Altogether, \( L_0, \gamma_1, \gamma_2, \sigma_c, L_{0,b}, M_{1,b}, \gamma_{1,b}, \gamma_{2,b}, \sigma_{b,f}, f_0, \) and \( \alpha_f \) are the free parameters governing the occupation of dark matter haloes with central galaxies.

The occupation of satellite galaxies is assumed to follow a Poisson distribution with expectation value

\[ \langle N_s|M \rangle = \int_{L_{th}}^\infty \Phi_s(L|M) \, dL, \]  

(A6)

where \( L_{th} \) is a luminosity threshold. Following Yang et al. (2008), the CLF of satellite galaxies follows a modified Schechter function,

\[ \Phi_s(L|M) = \phi_s^*(L) \left( \frac{L}{L_s^*(M)} \right)^{-\alpha_s} \exp \left[ -\left( \frac{L}{L_s^*(M)} \right)^2 \right] \, \frac{dL}{L}. \]  

(A7)

Here \( \alpha_s \) is a free parameter that characterizes the low-luminosity slope of the satellite CLF, \( \phi_s^*(L) \) is a mass-dependent normalization, and \( L_s^*(M) \) is the (mass-dependent) characteristic luminosity. Yang et al. (2008) found that the latter is closely related to the average luminosity of centrals according to \( L_s^*(M) \sim 0.562 L_c(M) \).

Since red centrals are more prominent in our sample than blue centrals, we therefore adopt

\[ L_s^*(M) = 0.562 L_c,(M). \]  

(A8)

We follow Cacciato et al. (2009) and characterize the mass-dependent normalization of the satellite CLF using three free parameters, \( b_0, b_1, \) and \( b_2, \) according to

\[ \log [\phi_s^*(L)] = b_0 + b_1 M_{12} + b_2 M_{12}^2. \]  

(A9)

Finally, satellites are also randomly assigned colours based on the parametrization in equation (A3) with \( f_{0,\text{sat}} = 0.44, \alpha_{f,\text{sat}} = 0.14, \) and \( \beta_{f,\text{sat}} = 0 \) (compare Yang et al. 2008). This colour assignment only matters in the rare cases that satellites are identified as primary candidates. Thus, we have \( \alpha_c, b_0, b_1, \) and \( b_2 \) as free parameters for the satellite CLF.

We note that, in principle, this CLF model allows satellites to be brighter than centrals. We explicitly remove satellites that are brighter than their respective centrals from our mock galaxy catalogues. In principle, doing so also lowers \( \langle N_s|M \rangle \). However, this effect is very small and we neglect it in our analytical model described in Section 3.3.
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