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ABSTRACT
Fair ranking problems arise in many decision-making processes that often necessitate a trade-off between utility and fairness. Existing methods have tried improving this trade-off using model-dependent algorithms; however, there is no suitable method for arbitrary ranking models. In this paper, we propose a data pre-processing method to improve the trade-off of arbitrary ranking models with respect to fairness measurements in ranking. Our method is based on a pairwise ordering method, which is promising for ranking because it considers relative orders of data. We show that our method for weighting pairs of training data can lead to ranking models equivalent to those trained on pairs of unbiased data. We also provide a practical algorithm that yields a stable solution by repeatedly weighting of data and training of ranking models. Experiments on benchmark data indicate that the proposed method has better trade-off than existing methods in various fairness measurements in ranking.
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1 INTRODUCTION
Fairness in ranking is a fundamental problem in information retrieval because a data-driven ranking model is often used in various online services to search for items such as web pages, products, and people [6]. A ranking problem can be defined as a machine learning (ML) task [25]. Given a collection of pairs of queries and items each annotated by a numeric value that is typically a preference of the item with respect to the corresponding queries, a ranking model is trained so that it outputs an ordered list of items to maximize the utility for a searcher when it is supplied with an unseen query. Many ordering methods have been proposed to maximize utility [4, 5, 7, 19, 20, 24]. In particular, pairwise ordering methods are widely used and promising because they consider the relative order between pairs of items [20, 24]. As the impact of ranking on people’s lives is increasing with the spread of ordering methods, there is a need to maximize not only utility but also fairness. Fairness measurements that quantify bias in a model or data have been formulated by evaluating the difference between collections of items from different groups (e.g., gender, race, or origin) for a query, being aware of their orders [2, 26]. Because both utility and fairness matter, most fair ranking algorithms studied so far assume access to their ranking model for an optimal trade-off; hence, they are model-dependent [22, 31].

Many studies have been reported to improve the trade-off between utility and fairness [2, 12, 15, 16, 18, 21, 26]. Among them, Jian and Nachum [16] proposed a data pre-processing method in fair classification, which assumes the true data that are inaccessible in reality and are free from bias. Given an arbitrary classification algorithm, this method weights each datum so that the loss becomes equivalent to that with bias-free data, thereby outperforming comparison methods in the literature [12, 15]. Narashimhan et al. [21] formulated a fair ranking as a constrained optimization of loss function, where both loss function and constraints representing fairness measurements consider the ordering of items proprietary, yielding further promising results than the reported fair ranking algorithms so far [2, 18, 26].

In this study, we propose a pre-processing method of data to turn arbitrary ranking models fair with respect to arbitrary fairness measurements. Our work is nontrivial extension of Jian and Nachum’s [16] from fair classification to fair ranking. The contribution of this study is three-fold. First, we introduce pairwise ordering method, which we believe is prominent for fair ranking problems to ensure parity across groups, rather than pointwise ordering method in the original pre-processing method. To the best of our knowledge, this is the first proposal of a pre-processing method proprietary for fair ranking, hence agnostic to both ranking model and fairness measurement. Second, we prove that there exists a closed-form solution to the fair ranking problem over biased data transferred from a ranking problem over unbiased data by weighting the data, provided the fairness measurement is expressed as a linear constraint of a model. Finally, the existence of closed-form solution encourages us to implement a practical algorithm that iterates the weighting of data and training of a model, thereby yielding a stable solution. The experimental results demonstrated that the proposed algorithm outperformed existing ones in terms of the trade-off between the utility and fairness of different measures on real-world datasets.
The remainder of this paper is organized as follows. We describe works related to our study in Section 2. We describe the problem formulation, definition of measurements in ranking, and introduce the re-weighting method in Section 3. We present our proposed method that optimizes the trade-off between utility and fairness in ranking in Section 4. We show our experimental settings and results in Section 5. We conclude in Section 6.

2 RELATED WORK

In this section, we introduce related work on ranking algorithms, fairness in ML, and fairness in ranking algorithms.

2.1 Ranking algorithms

Ranking algorithms are widely recognized for their potential for societal impact [1], as they form the core of many online systems, including search engines, recommendation systems, news feeds, and online voting. Ranking algorithms typically use ML algorithms to construct ranking models, given a set of query-item pairs. The goal of a ranking model is to predict the score of new items and then sort the score for each query. The main challenge of this task is that data for training a ranking model are usually long-tailed, yielding the rich-get-richer problem [20]. Thus, many studies have proposed ranking algorithms to solve this problem [4, 5, 7, 19, 24].

The most straightforward algorithm to solve the ranking problem is an algorithm based on pointwise ordering method that aims to predict a label of each item (i.e., a preference of the item with respect to the corresponding queries). For example, classification- and regression-based algorithms predict the score of an item based on its ground-truth label [7, 19]. Therefore, the loss function of a pointwise ordering method only considers the relevance between queries and items, not the ranking of the items. Moreover, pairwise ordering methods that usually outperform pointwise ordering methods have been proposed [4, 5, 24]. This is because the key issue of ranking is to determine the orders of items and not to judge the label of items, which is exactly the goal of pairwise ordering method. In addition, in the long-tailed data, a pointwise ordering method falls into suboptimal because its loss function is dominated by queries with lots of items [20]. Meanwhile, pairwise ordering methods, which consider the order of item pairs in the same query in its loss, can avoid this problem.

Given the above reasons, pairwise ordering methods are more widely applied for ranking problems than pointwise ones. In this paper, we employ pairwise ordering method.

2.2 Fairness in ML

Fairness has become a focus of concern in ML algorithms integrated into the decision-making process, such as loan screening, university admissions, and online voting. In ML, fairness is the absence of any prejudice toward certain groups (e.g., gender, race, or origin) [12, 15, 26]. The goal in fair ML is to optimize a trade-off between utility and fairness w.r.t. certain groups. The main challenge is that data usually contain a bias for certain groups [14], and an ML model trained on such data can yield unfair predictions for those groups. To address this challenge, many methods have been proposed to improve the trade-off using fairness measurements as constraints, and these methods can be categorized as post-, in-, and pre-processing methods, based on the processes they perform.

Post-processing methods recognize that predictions from an ML model may be unfair to certain groups. The goal of the post-processing methods is to satisfy the constraints by appropriately changing the predictions from an ML model [15, 26]. These methods address the problem of fairness without changing an ML model or training data by assuming that an ML model is learned accurately and that the trade-off is achieved only by changing its predictions.

Many works have proposed in-processing methods that tackle fairness in a training process by adding constraints to model loss [8, 9, 28]. The advantage of in-processing methods is that they can apply the method of Lagrange multipliers to transform constraints to penalties. Thus, the in-processing methods can optimize an ML model parameters and Lagrangian multipliers simultaneously. For this reason, in general, the in-processing methods yield a better trade-off than post-processing methods [8, 9].

Pre-processing methods address the problem of bias in training data, which is open for post- and in-processing methods [12]. The core of pre-processing methods is to create a “fair” data by modifying an original training data. Contrary, to post- and in-processing methods, pre-processing methods have advantages of stability and simplicity because their procedure is model agnostic. In-processing methods approximate nondifferential constraints, causing high complexity and unstable convergence of ML models [9], but pre-processing methods do not require such approximations and are therefore more practical to fairness.

In this paper, we consider the problem of automatically estimating how much to correct bias in training data, which has not been addressed in existing pre-processing methods. In other words, we aim to improve the trade-off of pre-processing methods over post- and in-processing methods.

2.3 Fairness in Ranking Algorithms

Developing algorithms for ranking fairness is a recent area of research in ML. The goal of this area is to develop ML algorithms to achieve the trade-off in ranking.

Many works have proposed algorithms for fair ranking [2, 16, 18, 21, 26]. In particular, Singh and Joachims [26] considered the fairness of rankings through the lens of exposure allocation between groups. Instead of defining a single measurement of fairness, they developed a general framework that employs post-processing and linear programming to optimize an utility-maximizing ranking under a class of constraints. Beutel et al. [2] also provided multiple definitions of fairness measurements in rankings through pairwise data, called pairwise fairness. They presented an in-processing method using a fixed constraint that correlated to pairwise fairness. Rather than using fixed constraints, Narasimhan et al. [21] proposed an in-processing method that can handle a class of pairwise fairness as a constraint. Further, they showed that their in-processing method outperforms methods in the literature [2, 26] in various experimental settings. Recently, Jiang and Nachum [16] presented a pre-processing method based on fair classification algorithm, assuming that there exists an unbiased ground truth. Their pre-processing
method re-weights training data points to make them unbiased toward the ground truth. The contribution of this work is that their method could estimate the appropriate weights for each data point.

No existing study has applied pre-processing method considering orders of items to fair ranking problems; thus, the trade-off is still a problem. Therefore, in this paper, we propose a pre-processing based on pairwise fairness by making the above re-weighting method pairwise.

3 PROBLEM FORMULATION

In this section, we introduce the settings for pointwise and pairwise ordering methods. The setting for the pairwise ordering method is an extension of the setting introduced by [16] for ranking, whereas we introduce a new setting for the pairwise ordering method.

3.1 Settings for Pointwise Ordering Method

Given queries $q \in Q$ drawn from an underlying distribution $\mathcal{D}$, where each query $q$ has a set of items $\mathcal{R}_q$ to be ranked. Consider a feature space $X \subseteq \mathbb{R}^d$ where $d$ is a dimension of the feature space and an associated feature distribution $\mathcal{P}$. Then each item $i \in \mathcal{R}_q$ is represented by an associated vector $x_i \in X$ and a label $y_i \in \mathcal{Y}$ (e.g., for $\mathcal{Y} := \{0, 1\}$: $y_i = 1$ if query $q$ and item $i$ are relevant, $y_i = 0$ otherwise). In this paper, we use a binary label setting. However, this setting may be readily generalized to other settings (e.g., $\mathcal{Y} \subseteq \mathbb{R}$).

We assume the existence of an unbiased, ground-truth label function $y_{true}: \mathbb{R} \times \mathcal{X} \rightarrow [0, 1]$. We usually do not have access to the "true" values of the function $y_{true}$. Thus, $y_{true}$ is the assumed ground truth. The labels of our dataset are generated based on a biased label function $y_{bias}: \mathbb{R} \times \mathcal{X} \rightarrow [0, 1]$. Accordingly, we assume that our data for pairwise setting is drawn as follows:

$$ (q, x, y) \sim \mathcal{D} \equiv q \sim \mathcal{Q}, x \sim \mathcal{P}, y \sim \text{Bernoulli}(y_{bias}(q, x)). $$

In the following, we introduce utility and fairness measurements that the pairwise ordering method can handle. The conventional goal in pairwise ordering method is to find a ranking model $h: \mathbb{R} \times \mathcal{X} \rightarrow [0, 1]$ that maximizes the expected AUC:

$$ \max_h \mathbb{E}_{\mathcal{Q}, \mathcal{X}} \left[ \mathbb{P}(h_q(x_i) > h_q(x_j) \mid y_{true}(q, x_i) > y_{true}(q, x_j)) \right]. $$

We will hide the term $\mathbb{E}_{\mathcal{Q}, \mathcal{X}}$ and only consider comparisons among relevant items for all following definitions.

Instead of single-mindedly maximizing this utility measurement, we include fairness measurements into the evaluation of the ranking model $h$. We focus on constraints for pairwise constraints [2, 21]. However, our method can apply to other constraints (e.g., list-wise constraints [26]).

We first introduce a predicted pair label function $\hat{h}$ to present the general class of pairwise constraints. So, let us denote $\hat{h}_p(x_i, x_j) \in [0, 1]$ as a probability of the difference between the ranking model output for $h_q(x_i)$ and $h_q(x_j)$. For concreteness, $\hat{h}_p(x_i, x_j) = \sigma(h_q(x_i) - h_q(x_j))$ where $\sigma(x) = \frac{1}{1 + e^{-x}}$ is the sigmoid function. This definition of $\hat{h}$ allows us to define the class of pairwise constraints $\mathcal{P}$. The pairwise constraints $\mathcal{P}$ may be expressed or approximated as linear constraints on $\hat{h}$. That is, we define the expected bias of $h$ based on a class of pairwise constraints $\mathcal{P}$:

$$ \Delta = \mathbb{E}_{\mathcal{X}_i \sim \mathcal{P}} \left[ (\hat{h}_p(x_i, x_j), \mathcal{P}(x_i, x_j)) \right], $$

where $\hat{h}_p(x_i, x_j) \in \mathcal{P}(x_i, x_j)$ and we use the shorthand $\hat{h}_p(l_i \mid x_i)$ to denote the probability of sampling $l_i$ from a Bernoulli random variable with $p = \hat{h}_p(x_i)$; i.e., $\hat{h}_p(y \mid x_i) := \mathbb{P}(y \mid x_i) \mathcal{P}(y \mid x_i)$ and $h(0 \mid x_i) := 1 - \hat{h}_p(x_i)$. For $\mathcal{P}$, we can employ statistical parity fairness [12], equal opportunity fairness [15], etc. If the fairness is ideal, Eq. (3) is 0. When $h$ is biased, some amount is given by Eq. (3).

3.2 Settings for Pairwise Ordering Method

In this section, we introduce the settings for our pairwise ordering method. In the pairwise setting, we consider item pairs $(i, j) \in \mathcal{R}_q$ from dataset $\mathcal{D}$. Then we define the binary pair label $l_{ij}$, which represents the relative order of pair $(y_i, y_j)$ (i.e., $l_{ij} = 1$ if $y_i > y_j$, and $l_{ij} = 0$ if $y_i < y_j$). Here, we introduce a new concept, a pair label function, to consider the biases of pair labels. We assume the existence of an unbiased, ground-truth pair label function $l_{true}: \mathcal{X} \times \mathcal{X} \rightarrow [0, 1]$. We do not have the actual values for the ground-truth pair label function $l_{true}$. Instead, we observe the biased pair label function $l_{bias}: \mathcal{X} \times \mathcal{X} \rightarrow [0, 1]$. Accordingly, we assume that our data for pairwise settings $\mathcal{D}_{pair}$ is collected as follows:

$$ (q, x_i, x_j, l_{ij}) \sim \mathcal{D}_{pair} $$

$$ q \sim \mathcal{Q}, (x_i, x_j) \sim \mathcal{P}^2, l_{ij} \sim \text{Bernoulli}(l_{bias}(q, x_i, x_j)). $$

In the following, we use $x_i$ to denote $(x_i, x_j)$ for simplicity.

Now, we introduce utility and fairness measurements that the pairwise ordering method can handle. For utility, we employ the area under the curve (AUC) in this paper. The conventional goal in pairwise ordering method is to find a ranking model $h: \mathbb{R} \times \mathcal{X} \rightarrow [0, 1]$ that maximizes the expected AUC:

$$ \max_h \mathbb{E}_{\mathcal{Q}, \mathcal{X}} \left[ \mathbb{P}(h_q(x_i) > h_q(x_j) \mid y_{true}(q, x_i) > y_{true}(q, x_j)) \right]. $$

We will hide the term $\mathbb{E}_{\mathcal{Q}, \mathcal{X}}$ and only consider comparisons among relevant items for all following definitions.

Instead of single-mindedly maximizing this utility measurement, we include fairness measurements into the evaluation of the ranking model $h$. We focus on constraints for pairwise constraints [2, 21]. However, our method can apply to other constraints (e.g., list-wise constraints [26]).

We first introduce a predicted pair label function $\hat{h}$ to present the general class of pairwise constraints. So, let us denote $\hat{h}_p(x_i, x_j) \in [0, 1]$ as a probability of the difference between the ranking model output for $h_q(x_i)$ and $h_q(x_j)$. For concreteness, $\hat{h}_p(x_i, x_j) = \sigma(h_q(x_i) - h_q(x_j))$ where $\sigma(x) = \frac{1}{1 + e^{-x}}$ is the sigmoid function. This definition of $\hat{h}$ allows us to define the class of pairwise constraints $\mathcal{P}$. The pairwise constraints $\mathcal{P}$ may be expressed or approximated as linear constraints on $\hat{h}$. That is, we define the expected bias of $h$ based on a class of pairwise constraints $\mathcal{P}$:

$$ \Delta = \mathbb{E}_{\mathcal{X}_i \sim \mathcal{P}} \left[ (\hat{h}_p(x_i, x_j), \mathcal{P}(x_i, x_j)) \right], $$

where $\hat{h}_p(x_i, x_j) \in \mathcal{P}(x_i, x_j)$ and we use the shorthand $\hat{h}_p(l_i \mid x_i)$ to denote the probability of sampling $l_i$ from a Bernoulli random variable with $p = \hat{h}_p(x_i)$; i.e., $\hat{h}_p(l \mid x_i) := \mathbb{P}(l \mid x_i) \mathcal{P}(l \mid x_i)$ and $\hat{h}_p(l \mid x_i) := 1 - \hat{h}_p(x_i)$. Therefore, a pair label function $\hat{h}$ is unbiased with respect to the constraint function $\mathcal{P}$ if $\Delta = 0$. If $\hat{h}$ is biased, the degree of bias (positive or negative) is given by $\Delta$.

We define the constraints $\mathcal{P}$ with respect to a pair of protected groups $(G_k, G_l)$ and thus assume access to an indicator function $g_k(x) = \mathbb{1}[x \in G_k]$, where $k \in [K] \subseteq [X]$. We use $\mathcal{P}_{G_k} := \mathbb{E}_{\mathcal{X}_i \sim \mathcal{P}} \left[ g_k(x_i) \hat{h}_p(x_i) \right]$ to denote the probability of a sample drawn from $\mathcal{P}^2$ to be in $(G_k, G_l)$. We use $\mathcal{P}_{G_k} = \mathbb{E}_{\mathcal{X}_i \sim \mathcal{P}} \left[ g_k(x_i) \hat{h}_p(x_i) \right]$ to denote the proportion of $\mathcal{X}^2$ that is positively labeled and $\mathcal{P}_{G_k} = \mathbb{E}_{\mathcal{X}_i \sim \mathcal{P}} \left[ g_k(x_i) \hat{h}_p(x_i) \right]$ to denote the proportion of $\mathcal{X}^2$
that is positively labeled and in \((G_k, G_l)\). We now give some concrete examples of accepted notions of constraint functions; however, for all constraint functions, \(c^\text{pair}_{kl}(q, x_{ij}, 0) = 0\).

**Definition 1.** For any \(k \neq l\), we define a pairwise statistical parity constraint that requires that if two items are compared from different groups, then, on average, each group has an equal chance of being top-ranked.

\[
c^\text{pair}_{kl}(q, x_{ij}, 1) = \frac{q_k(x_i)q_l(x_j)}{Z^\text{true}} - 1. \tag{7}
\]

**Definition 2.** For any \(k \neq l\), we define a pairwise inter-group constraint that requires pairs of two items from different groups to be equally likely to be ranked correctly.

\[
c^\text{pair}_{kl}(q, x_{ij}, 1) = l^\text{true}(q, x_{ij}) \left( \frac{q_k(x_i)q_l(x_j)}{P^\text{obs}} - \frac{1}{P_{x_i}} \right). \tag{8}
\]

**Definition 3.** For any \(k = l\), we define a pairwise intra-group constraint that requires pairs of two items from the same group to be equally likely to be ranked correctly.

\[
c^\text{pair}_{kl}(q, x_{ij}, 1) = l^\text{true}(q, x_{ij}) \left( \frac{q_k(x_i)}{\sum_{l \in [K]} P_{G_{kl}}} - \frac{1}{P_{x_i}} \right). \tag{9}
\]

**Definition 4.** We define a pairwise marginal constraint that requires pairs to be equally likely to be ranked correctly for each group averaged over the other groups.

\[
c^\text{pair}_{kl}(q, x_{ij}, 1) = l^\text{true}(q, x_{ij}) \left( \frac{q_k(x_i)}{\sum_{l \in [K]} P_{G_{kl}}} - \frac{1}{P_{x_i}} \right). \tag{10}
\]

### 3.3 Pointwise Modeling Biases in Dataset

In this section, we introduce a pre-processing method that is most related to our method. Jiang and Nachum [16] assumed that a given biased label function \(\hat{y}_{\text{bias}}\) is closest to an ideal unbiased label function \(y^\text{true}\) in terms of KL-divergence \(D_{KL}\).

**Definition 5.** A pointwise loss function subjected to a pointwise constraint for some \(\epsilon_k \in \mathbb{R}\) is given by

\[
\arg\min_{\hat{y}} \mathbb{E}_{x \sim \mathcal{P}} \left[ D_{KL}(\hat{y}(x) || y^\text{true}(q, x)) \right] \quad \text{s.t.} \quad \mathbb{E}_{x \sim \mathcal{P}} \left[ c^\text{point}(q, x, \hat{y}) \right] = \epsilon_k \text{ for all } k. \tag{11}
\]

According to this KL-divergence loss function with the pointwise constraint, [16] derived the relationship between \(\hat{y}_{\text{bias}}\) and \(y^\text{true}\) based on the standard theorem [3] (see Appendix in [16] for proof).

**Proposition 1.** Based on Definition 5, \(\hat{y}_{\text{bias}}\) satisfies the following for all \(x_i \in X\).

\[
y^\text{true}(q, x) \propto \hat{y}_{\text{bias}}(q, x) \cdot \exp \left( \sum_{k=1}^{K} \lambda_k c^\text{point}_{kl}(q, x, y) \right), \tag{12}
\]

for some \(\lambda_1, \ldots, \lambda_K \in \mathbb{R}\).

Based on Proposition 1, [16] proposed a pre-processing method to recover \(y^\text{true}\) by re-weighting \(\hat{y}_{\text{bias}}\) by the inverse of the second term on the right-hand side of Eq. (12). In other words, this pre-processing method minimizes the weighted KL-divergence loss function using re-weighted biased labels.

### 4 METHOD

In this section, we explain our pre-processing method based on pairwise ordering method for solving fair ranking problems. First, in Subsection 4.1, we define our loss function as a KL-divergence loss function with constraints using a pair label function. According to this loss function, we can derive a closed-form expression for the true pair label function \(l^\text{true}\) in terms of the biased pair label function \(l_{\text{bias}}\), the coefficients \(\lambda_{11}, \ldots, \lambda_{KK}\), and the constraint functions \(c^\text{pair}_{ij}, \ldots, c^\text{pair}_{KK}\). In Subsection 4.2, we present how to use this closed-form expression to weight observed data. Subsequently, we present a weighted loss function by reformulating the constrained KL-divergence loss function using these weights. In Subsection 4.3, we present our algorithm that minimizes this weighted loss function. We show how this minimization optimizes the trade-off between utility and fairness in rankings. Finally, we describe how to extend our method to more general measurements of fairness in rankings in Subsection 4.4.

#### 4.1 Pairwise Modeling Biases in Dataset

We now introduce our mathematical framework to evaluate bias in pairs of items by deriving the relationship between \(l^\text{true}\) and \(l_{\text{bias}}\). One key point of this derivation is to formulate a constrained KL-divergence loss function using the paired dataset \(D_{\text{pair}}\). We formulate the following constrained optimization problem.

\[
\arg\min_h \mathbb{E}_{x \sim \mathcal{P}} \left[ D_{KL}(\hat{y}(x) || l^\text{true}(q, x)) \right] \quad \text{s.t.} \quad \mathbb{E}_{x \sim \mathcal{P}} \left[ (\hat{y}(x), c^\text{pair}(q, x, \hat{y})) \right] = \epsilon_k \text{ for all } k. \tag{13}
\]

This pairwise ordering method differs from the pointwise one Eq. (11) in terms of sampling items.

According to the above KL-divergence loss function with constraints, we can derive a closed-form expression for \(l^\text{true}\) in terms of \(l_{\text{bias}}\) using the same procedure in previous studies [3, 13, 16]. We derive the following relationship.

**Proposition 2.** Based on Definition 6, \(l_{\text{bias}}\) satisfies the following for all \(x_{ij} \in X^2\).

\[
l^\text{true}(l_{ij} | q, x_{ij}) \propto l_{\text{bias}}(l_{ij} | q, x_{ij}) \cdot \exp \left( \sum_{k,l=1}^{K} \lambda_k c^\text{pair}_{kl}(q, x_{ij}, l_{ij}) \right) \quad \text{for some } \lambda_{11}, \ldots, \lambda_{KK} \in \mathbb{R}. \tag{14}
\]

Based on Eq. (14), we propose a pre-processing method to recover \(l^\text{true}\) by weighting \(l_{\text{bias}}\) by the inverse of the second term on the right-hand side of Eq. (14). In other words, this weighting method minimizes the weighted KL-divergence loss function using the weighted observed pair labels.

Compared with the existing framework [16], our framework has advantages for optimizing the trade-off between utility and fairness in ranking. The existing framework consider weight Eq. (12) to evaluate fairness using pointwise constraint \(c^\text{point}\). Meanwhile, our weight Eq. (14) use pairwise constraint \(c^\text{pair}\) that represents
an approximation of fairness measurements in ranking. Thus, our weights can capture the relativity of the ranking, and we can easily determine what the value of \( \epsilon_{\text{pair}} \) means in improving the fairness measurement in ranking. In the next section, we show that we can use this weight to provide a weighted loss function that is unbiased for the ground truth.

### 4.2 Proposed Unbiased Loss Function

In this section, we present an unbiased loss function, i.e., the weighted loss function using the observed pair label function \( l_{\text{bias}} \). For simplicity, we first present how a ranking model \( h \) may be learned assuming knowledge of the coefficients \( \lambda_{11}, \ldots, \lambda_{KK} \). We now have the closed-form expression Eq. (14) for the true pair label function \( l_{\text{true}} \). Based on this expression, we propose a weighting technique to train \( h \) on pair labels based on \( l_{\text{true}} \). This weighting technique weights a pair of items \( x_{ij} \) using the weight \( w(x_{ij}, l_{ij}) \):

\[
w(x_{ij}, l_{ij}) = \frac{\tilde{w}(x_{ij}, l_{ij})}{\sum_{l'_{ij} \in \mathcal{Y}} \tilde{w}(x_{ij}, l'_{ij})},
\]

where

\[
\tilde{w}(x_{ij}, l'_{ij}) = \exp\left( \sum_{k,l \in [K]} \lambda_{kl} \text{pair}_{q}(x_{ij}, l'_{ij}) \right).
\]

We have the following theorem, which states that training a ranking model on pairs \( w(x_{ij}, l_{ij}) \) is equivalent to training a ranking model on pairs \( w(x_{ij}, l_{ij}) \) labeled according to the true, unbiased pair labels.

**Theorem 7.** For any loss function \( l \) from the paired dataset \( D_{\text{pair}} \), training a ranking model \( h \) on the weighted objective

\[
\mathbb{E}_{x_{ij} \sim \mathcal{P}^{2}, l_{ij} \sim \text{bias}(q, x_{ij})} \left[ w(x_{ij}, l_{ij}) \cdot L(\hat{h}_{q}(x_{ij}), l_{ij}) \right]
\]

is equivalent to training the ranking model on the objective

\[
C \cdot \mathbb{E}_{x_{ij} \sim \mathcal{P}, l_{ij} \sim \text{true}(q, x_{ij})} \left[ L(\hat{h}_{q}(x_{ij}), l_{ij}) \right]
\]

with respect to the underlying, true pair labels, for some distribution \( \mathcal{P} \) over \( X^2 \).

**Proof.** For a given \( x_{ij} \) and for any \( l_{ij} \), based on Proposition 2, we have

\[
w(x_{ij}, l_{ij}) \text{bias}(l_{ij} \mid q, x_{ij}) = \phi(x_{ij})_{\text{true}}(l_{ij} \mid q, x_{ij}),
\]

where

\[
\phi(x_{ij}) = \sum_{l'_{ij} \in \mathcal{Y}} w(x_{ij}, l'_{ij}) \text{bias}(l'_{ij} \mid q, x_{ij})
\]

Therefore, \( \mathcal{P} \) denotes the feature distribution \( \mathcal{P}(x_{ij}) \propto \phi(x_{ij}) \mathcal{P}(x_{ij}) \); thus,

\[
\mathbb{E}_{x_{ij} \sim \mathcal{P}^{2}, l_{ij} \sim \text{bias}(q, x_{ij})} \left[ w(x_{ij}, l_{ij}) \cdot L(\hat{h}_{q}(x_{ij}), l_{ij}) \right]
\]

\[
= C \cdot \mathbb{E}_{x_{ij} \sim \mathcal{P}, l_{ij} \sim \text{true}(q, x_{ij})} \left[ L(\hat{h}_{q}(x_{ij}), l_{ij}) \right]
\]

where

\[
C = \mathbb{E}_{x_{ij} \sim \mathcal{P}} \left[ \phi(x_{ij}) \right],
\]

which completes the proof. \( \square \)

**Algorithm 1** Training a fair ranking model for all pairwise constraints

**Input:** Learning rate \( \eta \), number of loops \( T \), training data \( \mathcal{D} \), pairwise learning procedure \( H \), constraints \( \epsilon_{\text{pair}}^{11}, \ldots, \epsilon_{\text{pair}}^{KK} \) corresponding to the pair of protected groups \( (G_i, G_j), \ldots, (G_K, G_K) \)

Initialize \( \lambda_{kl} = 0 \) for all \( k, l \) and \( w_{ij} = 1 \) for all \( i, j \)

Let \( h = H(\mathcal{D}, w_{ij}) \)

for \( t = 1, \ldots, T \) do

Compute fairness violation \( \Delta_{kl} \) using Eq. (6)

Update \( \lambda_{kl} = \lambda_{kl} - \eta \cdot \Delta_{kl} \) for all \( k, l \)

Let \( \tilde{w}_{ij} = \exp \left( \sum_{k,l \in [K]} \lambda_{kl} \cdot L(x_{ij} \in (G_k, G_l)) \right) \) for all \( i, j \)

Compute weights \( w_{ij} \) using Eq. (15)

Update model \( h = H(\mathcal{D}, w_{ij}) \)

end for

return \( h \)

Intuitively, if the average exposure of \( G_k \) is lower than the average exposure of \( G_l \), the corresponding coefficients \( \lambda_{kl} \) should be increased, (i.e., if we increase the weights of the pairs \( (G_k, G_l) \) with positive pair labels and decrease the weights of the pairs \( (G_k, G_l) \) with negative pair labels, then the ranking model will be encouraged to rank items of \( G_k \) higher than items of \( G_l \), whereas items of \( G_l \) are placed lower than items of \( G_k \). Both events will cause the difference in average exposure between \( G_k \) and \( G_l \) to reduce. Thus, \( h \) will move closer to \( l_{\text{true}} \), namely, \( h \) will move closer to the true, unbiased ranking model.

Accordingly, Algorithm 1 works by iteratively performing the following steps. (1) Evaluate the pairwise statistical constraint. (2) Update the coefficients by subtracting the respective constraint violation multiplied by a step size. (3) Compute the weights for each pair based on the multipliers using the closed-form provided by Proposition 2. (4) Retrain the ranking model, given these weights.

Algorithm 1 employs the pairwise ordering method procedure \( H \), which takes pairs of items from dataset \( \mathcal{D} \) and weights \( w_{ij} \) to output a ranking model. In practice, \( H \) can be any pairwise training procedure that minimizes a weighted loss function over some parametric function class (e.g., \([4, 5, 24]\)).
Table 1: Summary of experimental dataset.

|          | TREC | ES   | MSLR |
|----------|------|------|------|
| # queries| 48   | 5    | 2805 |
| # items/query | 200 | 480 (ave.) | 132 (ave.) |
| label     | expertise level | first-year performance | relevance score |
| protected. | gender | gender | quality score |

Our resulting algorithm simultaneously minimizes the weighted loss and maximizes fairness by learning the coefficients. These processes may be interpreted as competing goals with different objective functions. Thus, it is a form of a nonzero-sum two-player game. The use of nonzero-sum two-player games in fairness was proposed by [10, 16] for classification and [21] for ranking and regression.

4.4 Extension to Other Constraints
In the previous section, we assumed that \( l_{true} \) is known; now, we explain how to approximate it in practice. In general, the values of the pairwise constraint \( c_{pair} \) depend on \( l_{true} \), which are unknown. In these cases, we proxy the true pair label function \( l_{true} \) by observed pair label function \( l_{obs} \). This allows us to evaluate the value of the constraint \( c_{pair} \) using the observed pair label \( l_{ij} \) and the group membership pair \((G_k, G_l)\), \( i \in G_k, j \in G_l \). Then we propose applying the same technique described in Subsection 4.3 that iteratively weights the loss to satisfy the desired constraint. Thus, we can apply other pairwise constraints in Algorithm 1.

5 EXPERIMENT

5.1 Experimental Setup
Datasets. In our experiments, we use three real-world datasets for benchmark fair ranking tasks, summarized in Table 1. These datasets are commonly used in fair ranking tasks and comprise query-item pairs.

The first dataset is the W3C experts (TREC Enterprise) dataset [11], where the task is to rank candidates based on their expertise level on a topic using a corpus of their written e-mails. This dataset has 48 queries, and each query has 200 items. We preprocess the TREC dataset following [29]. Each item is described by a feature vector comprising five attributes with numerical and categorical features and a label (if the relevance score is 2 or more, \( y = 1 \); otherwise, \( y = 0 \)). We consider two groups based on their gender (male or female).

The second dataset is the Engineering Students (ES) dataset, where the task is to rank students based on their average first-year performance using admission test scores. This dataset has 5 queries, and each query has an average of 480 items. We use the preprocessed ES dataset provided by an existing fair ranking study [30], as the original dataset is not publicly available. Each item is described by a feature vector comprising five attributes with numerical and categorical features and a label (if the average first-year performance is above the median; otherwise, \( y = 0 \)). We consider two groups based on their gender (male or female).

The third dataset is the Microsoft Learning to Rank (MSLR) dataset [23], where the task is to rank web pages based on their relevance scores to a query using features of the web pages. This dataset has 2805 queries, and each query has an average of 132 students. We preprocess the MSLR dataset following [27]. Each item is described by a feature vector comprising 135 attributes with numerical and categorical features and a label (if the relevance score is 2 or more, \( y = 1 \); otherwise, \( y = 0 \)). We consider five groups based on their quality scores, with the same number of items for each group.

We randomly split the queries into training and test sets with a ratio of 4 : 1. We split the training and validation sets in a ratio of 4 : 1, where the validation set is used to tune hyperparameters. We evaluate all metrics for individual queries and report the average across queries in the test set.

Baselines. We compare our method against the following four methods: (1) the unconstrained method that minimizes unweighted pairwise loss function to optimize only utility and not fairness, (2) the re-weighting method \(^1\) that minimizes pointwise loss function Eq. (11) by weighting each label to satisfy the equal opportunity constraint \([16]\), (3) the post-processing method \(^2\) on estimated labels from a fairness-oblivious linear regression to satisfy the disparate impact constraint \([26]\), which solves a linear problem (LP) per query with some slack \( \lambda \) in the constraint, and (4) the in-processing method \(^3\) that employs the Lagrangian approach and jointly learns the model parameters and Lagrange multipliers to satisfy the pairwise fairness \([21]\), which uses a hinge relaxation to make the constraints differentiable and adjusts a slack \( \lambda \) for the constraints.

We employ a linear ranking model \( h \) and use Adam \([17]\) for gradient updates in all methods in the experiments.

Hyperparameters. We tune the hyperparameters across all experiments using the validation set. Using the validation set, we tune the learning rate of Adam within the range of \([10^{-4}, 10^{-4}]\) for all methods. For the unconstrained methods, we tune the number of training epochs within the range of \([10, 50]\) and the minibatch size within the range of \([2^4, 2^5]\). For the re-weighting method, we fix the learning rate for the coefficients to \( \eta = 1 \) and tune the number of loops \( T \) within the range of \([50, 100]\). For the post-processing method, we chose the smallest slack for its constraint in increments of 10% until the LPs are feasible. For the in-processing method, we fixed the number of training epochs at 2, 50 and chose the smallest slack for its constraint in increments of 5% until the method returned a nondegenerate solution. In addition, we tune the minibatch size within the range of \([2^4, 2^7]\) for the in-processing method. For our method, we fix the learning rate for the coefficients to \( \eta = 1 \) and tune the number of loops \( T \) within the range of \([10, 50]\).

Evaluation Metrics. We use AUC (Eq. (5)) as the utility measurement in all experiments because we want to examine the trade-off between utility and fairness in a pairwise manner. For all experiments, we evaluate our procedures with respect to the pairwise statistical, inter, intra, and marginal constraints. These constraints are computed according to definitions 1 to 4, but we do not have

\(^1\) https://github.com/google-research/google-research/tree/master/label_bias
\(^2\) https://github.com/ashudeep/Fair-PGRank
\(^3\) https://github.com/google-research/google-research/tree/master/pairwise_fairness
We present the results in Figure 1. Each column corresponds to a fairness measurement. Each row corresponds to a dataset: Left TREC. Middle ES. Right MSLR. In each graph, we show the best result for five methods: the unconstrained method, the re-weighting method [16], the post-processing method [26], the in-processing method [21], and our method. The best trade-off point is located in the upper right corner of each graph. All reported results are evaluated on the test set.

Figure 1: Experiment results for fair ranking tasks: Each column corresponds to a fairness measurement. Each row corresponds to a dataset: Left TREC. Middle ES. Right MSLR. In each graph, we show the best result for five methods: the unconstrained method, the re-weighting method [16], the post-processing method [26], the in-processing method [21], and our method. The best trade-off point is located in the upper right corner of each graph. All reported results are evaluated on the test set.
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Figure 2: Results of the trade-off curve for our method as the coefficient $\lambda$ changes. We show the test utility and fairness for pairwise statistical constraint as a function of changes in weights.

![Graphs showing trade-off curve](image)

5.2 Results

We present the results in Figure 1. Our method often yields a ranking model with the highest test fairness among the five methods (Figure 1). The results suggest that the fairness in ranking is significantly improved by weighting the observed data in a pairwise manner. We also include test utility in the results. Our method can effectively optimize the trade-off between utility and fairness although the major goal of fair methods is to produce fair outputs.

In addition, the results highlight the disadvantages of existing methods for producing a fair ranking. The re-weighting method often yields a poor trade-off between fairness and utility. As the re-weighting method uses pointwise ordering method that ignores the query-level dataset structure, its loss function is dominated by queries with a large number of items [20]. Moreover, the weighting procedure of this method does not consider the order of items, resulting in suboptimal fairness in ranking [21]. The in-processing method employs pairwise ordering method; however, its results do not consistently provide a fair ranking. The in-processing method suffers from overfitting as it requires approximating nondifferentiable constraints with a certain amount of slack to make gradient-based training possible [8]. The post-processing method often failed to improve fairness well, even with tuning its slack for the constraints. Further, the post-processing method performs with poor utility when it requires a large slack in the constraints to solve the LP per query feasibly.
5.3 Results for Changes in Coefficients

We now validate our algorithm for learning the coefficients. Our method does not require a hyperparameter to adjust the fairness constraints. Instead, we train a model using appropriate weights of the training items generated by Algorithm 1. Thus, we investigate whether the weights obtained by this algorithm can improve fairness. To investigate, we consider the optimal coefficients $\lambda = \lambda^\ast$ found by Algorithm 1. Then we train a model on weighted training pairs by changing $\lambda$.

In Figure 2, we illustrate the test utility and fairness for the pairwise statistical constraint as a function of changes in weights. We only show the results of the pairwise statistical constraint as we have similar observations on other constraints. For each constant value, $x$, on the $x$-axis, we train a ranking model with the data weights based on the setting $\lambda = x \cdot \lambda^\ast$. Then, we plot the utility and fairness.

For $x = 1$, corresponding to our method, the best fairness is achieved (Figure 2). The results suggest that our algorithm can correct the biases appropriately. Meanwhile, $x = 0$, which corresponds to training on the unweighted pairs, gives us the highest utility. Remarkably, for $x = 2$, the results show the lowest utility and poor fairness. We believe this is because too many irrelevant items are placed at the top simply as they belong to a specific group.

6 CONCLUSIONS

In this paper, we presented a pre-processing method based on pairwise ordering method for fair ranking. Our pairwise ordering method can identify biases in a pair of groups by assuming that there exists a pair of ground-truth unbiased data. Our method for correcting these biases is based on weighting the training pairs of items. We showed that a ranking model trained on the weighted data is unbiased to the ground truth. Experimentally, we showed that our method yields a fair ranking model in various fairness contexts. These results demonstrate the advantage of our pre-processing method in producing a fair ranking. In the future, we will consider extending our method to address individual fairness.
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