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Abstract. Skvortsova showed that there is a factor of the Medvedev lattice which
captures intuitionistic propositional logic (IPC). However, her factor is
unnatural in the sense that it is constructed in an ad hoc manner. We present
a more natural example of such a factor. We also show that the theory of every
non-trivial factor of the Medvedev lattice is contained in Jankov’s logic, the
deductive closure of IPC plus the weak law of the excluded middle $\neg p \lor \neg \neg p$.
This answers a question by Sorbi and Terwijn.

1. Introduction

The Brouwer–Heyting–Kolmogorov interpretation for intuitionistic logic gives
an informal relation between proofs and constructions. Since computations are a
special kind of construction, it therefore seems reasonable to suspect that there is
also a relation between constructive proofs and computations. There are several
approaches to making such a connection in a mathematically rigorous way. Probably
the best known of these is Kleene realizability [7], which turns out to correspond
to a proper extension of intuitionistic logic. Both Kleene realizability and variants
of it have been well-studied, see e.g. van Oosten [25].

Medvedev [13] followed an alternative path, in an attempt to formalise Kolmogorov’s
 calculus of problems. He introduced the Medvedev lattice $\mathcal{M}$, which is a lattice
 arising from computability-theoretic considerations. Furthermore, it is a Brouwer
 algebra and therefore provides a semantics for an intermediate propositional logic,
i.e. a propositional logic lying between intuitionistic propositional logic (IPC) and
classical logic. Unfortunately, this approach also turns out to capture a proper
extension of IPC: namely, IPC plus the weak law of the excluded middle $\neg p \lor \neg \neg p$.
The same holds for the closely related Muchnik lattice $\mathcal{M}_w$, which was introduced
by Muchnik in [15].

However, this does not mean it is impossible to capture IPC using the Medvedev
lattice. For any Brouwer algebra $\mathcal{B}$ and any $x \in \mathcal{B}$, the factor $\mathcal{B}/\{y \in \mathcal{B} \mid y \geq x\}$
(which we will denote by $\mathcal{B}/x$) is also a Brouwer algebra. Thus one might ask if
the next-best thing holds for the Medvedev lattice: is there an $\mathcal{A} \in \mathcal{M}$ such that
the theory of $\mathcal{M}/\mathcal{A}$ is exactly IPC? Quite impressively, Skvortsova [19] showed
that there is such a principal factor of the Medvedev lattice which captures IPC.
Unfortunately, the class $\mathcal{A}$ generating this factor is unnatural in the sense that it
is constructed in an ad hoc manner. This leads to the natural question, posed in
Terwijn [24]: are there any natural principal factors of the Medvedev lattice which
have IPC as their theory?

For the Muchnik lattice one can ask a similar question. Sorbi and Terwijn [23]
showed that there is also a principal factor of the Muchnik lattice with IPC as its
theory, but it suffers from the same problem as Skvortsova’s factor of the Medvedev lattice. In [9], the author has shown that there are natural principal factors of the Muchnik lattice which capture IPC. These factors are defined using common notions from computability theory, such as lowness, 1-genericity, hyperimmune-freeness and computable traceability.

In this paper we present progress towards an affirmative answer to the question formulated above, by showing that there are principal factors of the Medvedev lattice capturing IPC which are more natural than the one given by Skvortsova. These factors arise from the computability-theoretic notion of a computably independent set: that is, a set $A$ such that for every $i \in \omega$ we have that $\bigoplus_{j \neq i} A^{[j]} \not\geq_T A^{[i]}$, where $A^{[i]}$ is the $i$th column of $A$, i.e. $A^{[i]}(n) = A(i,n)$ . We can now state the main theorem of this paper.

**Theorem 1.1.** Let $A$ be a computably independent set. Then

$$\text{Th} \left( \mathcal{M}/ \left\{ i \neg f \mid f \geq_T A^{[i]} \right\} \right) = \text{IPC}.$$ 

The existence of computably independent sets was first proven by Kleene and Post [8]. In fact, almost all sets are computably independent: both in the measure-theoretic sense, because every 1-random is computably independent by van Lam balgen’s theorem (see e.g. Downey and Hirschfeldt [3, Theorem 6.9.1]), and also in the Baire category sense, because every 1-generic is computably independent by the genericity analogue of van Lambalgen’s theorem (see e.g. [3, Theorem 8.20.1]).

We note that the factor from Theorem 1.1 is not nearly as natural as the factors for the Muchnik lattice from [9], where for example it is shown that

$$\text{Th} \left( \mathcal{M}/B \right) = \text{IPC}.$$ 

(Note that this factor does not work for the Medvedev lattice by [19, p. 138].) On the other hand, the factor from Theorem 1.1 is far more natural than the one given by Skvortsova: our factor is easily definable from just a computably independent set, which occurs naturally in computability theory. Furthermore, while Skvortsova used a deep result by Lachlan, we manage to work around this and therefore our proof is more elementary.

We also study a question posed by Sorbi and Terwijn in [22]. As mentioned above, the theory of the Medvedev lattice is equal to Jankov’s logic $\text{Jan}$, the deductive closure of IPC plus the weak law of the excluded middle $\neg p \lor \neg \neg p$. Let $0'$ be the mass problem consisting of all non-computable functions. Recall that we say that a mass problem is Muchnik if it is upwards closed under Turing reducibility. In [22] it is shown that for all Muchnik $B >_M 0'$ the theory of the factor $\mathcal{M}/B$ is contained in $\text{Jan}$. Therefore, Sorbi and Terwijn asked: is $\text{Th}(\mathcal{M}/B)$ contained in $\text{Jan}$ for all mass problems $B >_M 0'$?

Sorbi and Terwijn also proposed a connected question: does every $B >_M 0'$ bound a joint-irreducible Medvedev degree $>_M 0'$? By their results, this would imply that $\text{Th}(\mathcal{M}/B)$ is always contained in $\text{Jan}$. However, they conjectured the answer to this connected question to be negative, a fact which was later proven by Shafer [18]. Nonetheless, in the same paper, Shafer widened the class of mass problems $B$ for which $\text{Th}(\mathcal{M}/B) \subseteq \text{Jan}$ holds to those $B$ which bound a ‘pseudo-meet’ of a countable sequence of join-irreducible degrees. Unfortunately, Shafer also showed that this still does not cover all $B >_M 0'$.

We give a positive answer to Sorbi and Terwijn’s question. This is accomplished by showing that a relativisation of Theorem 1.1 holds, i.e. that for every $B > 0'$ there is in fact a factor $C \leq_M B$ such that $\text{Th}(\mathcal{M}/C) = \text{IPC}$.

Our notation is mostly standard. We denote the natural numbers by $\omega$, Cantor space by $2^\omega$ and Baire space by $\omega^\omega$. For any set $X \subseteq \omega^\omega$ we denote by $C(X)$
the upper cone \{ f \in \omega^\omega \mid \exists g \in X(f \geq_T g) \}. By \top we denote concatenation of strings. For any set \( A \subseteq \omega^\omega \) we denote by \( \overline{A} \) its complement in \( \omega^\omega \). For unexplained notions from computability theory, we refer to Odifreddi [10], for the Muchnik and Medvedev lattices, we refer to the surveys of Sorbi [21] and Hinman [4] (but we use the notation from Sorbi and Terwijn [22]), and finally for unexplained notions from lattice theory we refer to Balbes and Dwinger [1].

2. Preliminaries

First, let us recall the definition of the Medvedev lattice.

Definition 2.1. (Medvedev [13]) Let \( A, B \subseteq \omega^\omega \) (we will call subsets of \( \omega^\omega \) mass problems). We say that \( A \) Medvedev reduces to \( B \) (denoted by \( A \leq_M B \)) if there exists a Turing functional \( \Phi \) such that \( \Phi(B) \subseteq A \). If both \( A \leq_M B \) and \( B \leq_M A \) we say that \( A \) and \( B \) are Medvedev equivalent (denoted by \( A \equiv_M B \)). The equivalence classes of mass problems under Medvedev equivalence are called Medvedev degrees, and the class of all Medvedev degrees is denoted by \( M \).

Instead of the usual notation \( \lor \) for joins (least upper bounds) and \( \land \) for meets (greatest lower bounds) in lattices, we use \( \oplus \) respectively \( \otimes \). The reason for this is that we will shortly see that \( \oplus \) corresponds to logical conjunction \( \land \), while \( \otimes \) corresponds to logical disjunction \( \lor \).

Definition 2.2. (McKinsey and Tarski [11]) A Brouwer algebra is a bounded distributive lattice together with a binary implication operator \( \rightarrow \) satisfying:

\[ a \oplus c \geq b \text{ if and only if } c \geq a \rightarrow b \]

i.e. \( a \rightarrow b \) is the least element \( c \) satisfying \( a \oplus c \geq b \).

As the name suggests, the Medvedev lattice is a lattice. In fact, it is also a Brouwer algebra, as the next proposition shows.

Proposition 2.3. (13) The Medvedev lattice is a Brouwer algebra under the operations induced by:

\[
\begin{align*}
A \oplus B &= \{ f \oplus g \mid f \in A \text{ and } g \in B \} \\
A \otimes B &= \{ 0^\alpha f \mid f \in A \} \cup \{ 1^\alpha g \mid g \in B \} \\
A \rightarrow B &= \{ n^\alpha f \mid \forall g \in A(\Phi_n(f \otimes g) \in B) \}.
\end{align*}
\]

Furthermore, the bottom element 0 is the Medvedev degree of \( \omega^\omega \), while the top element 1 is the Medvedev degree of \( \emptyset \).

The main reason Brouwer algebras are interesting is because we can use them to give algebraic semantics for IPC, as witnessed by the next definition and the results following after it.

Definition 2.4. ([12]) Let \( \varphi(x_1, \ldots, x_n) \) be a propositional formula with free variables among \( x_1, \ldots, x_n \), let \( \mathcal{B} \) be a Brouwer algebra and let \( b_1, \ldots, b_n \in \mathcal{B} \). Let \( \psi \) be the formula in the language of Brouwer algebras obtained from \( \varphi \) by replacing logical disjunction \( \lor \) by \( \oplus \), logical conjunction \( \land \) by \( \otimes \), logical implication \( \rightarrow \) by Brouwer implication \( \rightarrow \) and the false formula \( \bot \) by 1 (we view negation \( \neg \alpha \) as \( \alpha \rightarrow \bot \)). We say that \( \varphi(b_1, \ldots, b_n) \) holds in \( \mathcal{B} \) if \( \psi(b_1, \ldots, b_n) = 0 \). Furthermore, we define the theory of \( \mathcal{B} \) (notation: \( \text{Th}(\mathcal{B}) \)) to be the set of those formulas which hold for every valuation, i.e.

\[ \text{Th}(\mathcal{B}) = \{ \varphi(x_1, \ldots, x_m) \mid \forall b_1, \ldots, b_m \in \mathcal{B}(\varphi(b_1, \ldots, b_m) \text{ holds in } \mathcal{B}) \}. \]

The following soundness result is well-known and directly follows from the observation that all rules in some fixed deduction system for IPC preserve truth.
Proposition 2.5. ([12, Theorem 4.1]) For every Brouwer algebra $B$: IPC $\subseteq \text{Th}(B)$.

Proof. See e.g. Chagrov and Zakharyaschev [2, Theorem 7.10]. □

Conversely, the class of Brouwer algebras is complete for IPC.

Theorem 2.6. ([12, Theorem 4.3])

$$\bigcap \{ \text{Th}(B) \mid B \text{ a Brouwer algebra} \} = \text{IPC}$$

Thus, Brouwer algebras can be used to provide algebraic semantics for IPC. Therefore, it would be nice if the computationally motivated Medvedev lattice has IPC as its theory, so that it would provide computational semantics for IPC. Unfortunately the weak law of the excluded middle holds in the Medvedev lattice, as can be easily verified. However, as mentioned in the introduction we can still recover IPC by looking at principal factors of the Medvedev lattice.

Proposition 2.7. Let $B$ be a Brouwer algebra and let $x, y \in B$. Then the interval $[x, y]_B = \{ z \in B \mid x \leq z \leq y \}$ is a sublattice of $B$. Furthermore, it is a Brouwer algebra under the implication $u \rightarrow [x, y]_B v = (u \rightarrow_B v) \oplus x$.

Proposition 2.8. Let $B$ be a Brouwer algebra and let $x \in B$. Then $B/\{ z \in B \mid z \geq x \}$, which we will denote by $B/x$, is isomorphic as a bounded distributive lattice to $[0, x]_B$. In particular, $B/x$ is a Brouwer algebra.

Finally, we mention one easy lemma which we will use in this paper.

Lemma 2.9. Let $B, C$ be Brouwer algebras and let $\alpha : B \rightarrow C$ be a surjective homomorphism. Then $\text{Th}(B) \subseteq \text{Th}(C)$.

Proof. Let $\varphi(x_1, \ldots, x_n) \notin \text{Th}(C)$. Fix $c_1, \ldots, c_n \in C$ such that $\varphi(c_1, \ldots, c_n) \neq 0$. Fix $b_1, \ldots, b_n \in B$ such that $\gamma(b_i) = c_i$. Then

$$\alpha(\varphi(b_1, \ldots, b_n)) = \varphi(\alpha(b_1), \ldots, \alpha(b_n)) = \varphi(c_1, \ldots, c_n) \neq 0$$

because $\alpha$ is a homomorphism. Thus $\varphi(b_1, \ldots, b_n) \neq 0$ and therefore $\varphi \notin \text{Th}(B)$. □

3. Upper implicative semilattice embeddings of $\mathcal{P}(I)$ into $\mathcal{M}$

As a first step, we will describe a method to embed Boolean algebras of the form $\mathcal{P}(I)$, ordered under reverse inclusion $\supseteq$, into the Medvedev lattice $\mathcal{M}$ as an upper implicative semilattice (i.e. preserving $\ominus$, $\rightarrow$, $0$ and $1$). It should be noted that we will only need this for finite $I$, and Skvortsova [19, Lemma 7] already showed that such embeddings exist. However, Skvortsova used Lachlan’s result [10] that every countable distributive lattice can be order-theoretically embedded as an initial segment of the Turing degrees. Because we want natural factors of the Medvedev lattice, we want to avoid the use of this theorem. Our main result of this section will show that there are various natural embeddings of $\mathcal{P}(I)$ into $\mathcal{M}$. These embeddings are induced by so-called strong upwards antichains, where the notion of a strong upwards antichain is the order-dual of the notion of an antichain normally used in forcing.
Definition 3.1. Let $\mathcal{A} \subseteq \omega^\omega$ be downwards closed under Turing reducibility and let $(f_i)_{i \in I} \in \mathcal{A}'$. Then we say that $(f_i)_{i \in I}$ is a strong upwards antichain in $\mathcal{A}$ if for all $i \neq j$ we have that $f_i \oplus f_j \notin \mathcal{A}$.

Henceforth we will mean by antichain a strong upwards antichain.

Example 3.2. We give some examples of countably infinite antichains.

(i) Take $\mathcal{A}$ to be the computable functions together with the functions of minimal degree, and $f_0, f_1, \ldots$ any sequence of functions of distinct minimal Turing degree.

(ii) Let $f_0, f_1, \ldots$ be pairwise incomparable under Turing reducibility and take $\mathcal{A}$ to be the lower cone of $\{ f_i | i \in \omega \}$.

The next theorem shows that each antichain induces an upper implicative semilattice embedding of $\mathcal{P}(I)$ in a natural way.

Theorem 3.3. Let $\mathcal{A} \subseteq \omega^\omega$ be downwards closed under Turing reducibility, let $(f_i)_{i \in I}$ be an antichain in $\mathcal{A}$, and let $\mathcal{B} = \overline{\mathcal{A}} \cup C((f_i | i \in I))$. Then the map $\alpha$ given by $\alpha(X) = \overline{\mathcal{A}} \cup C(\{f_i | i \in X\})$ is an upper implicative semilattice embedding of $\mathcal{P}(I)$ into $[B, A]_{\text{str}}$.

Proof. For ease of notation, if $X \subseteq I$ we will denote by $C(X)$ the set $C(\{f_i | i \in X\})$.

We have:

$$\alpha(X \cap Y) = \overline{\mathcal{A}} \cup C(X \cap Y).$$

On the other hand, because $\alpha(X)$ and $\alpha(Y)$ are upwards closed the join is just intersection (see Skvortsova [19] Lemma 5), and therefore:

$$\alpha(X) \oplus \alpha(Y) \equiv_{\text{str}} \overline{\mathcal{A}} \cup (C(X) \cap C(Y)).$$

Clearly, $\alpha(X \cap Y) \subseteq \overline{\mathcal{A}} \cup (C(X) \cap C(Y))$. Conversely, let $g \in \overline{\mathcal{A}} \cup (C(X) \cap C(Y))$. If $g \notin \mathcal{A}$ then clearly $g \in \alpha(X \cap Y)$. So, assume $g \in \mathcal{A}$. Let $i \in X, j \in Y$ be such that $g \geq_T f_i$ and $g \geq_T f_j$. Then $f_i \oplus f_j \leq_T g \in \mathcal{A}$ so $f_i \oplus f_j \in \mathcal{A}$. Since $(f_i)_{i \in I}$ is an antichain in $\mathcal{A}$ this can only be the case if $i = j$, so we see that $g \in \alpha(X \cap Y)$.

We also have, again by [19] Lemma 5:

$$\alpha(X) \rightarrow [B, A]_{\text{str}} \alpha(Y)$$

$$\equiv_{\text{str}} \mathcal{B} \oplus \{ g | \forall h \in \alpha(Y)(g \oplus h \in \alpha(Y)) \}$$

$$\equiv_{\text{str}} \{ g \in \mathcal{B} | \forall i \in X \forall h \in \mathcal{A}(g \oplus h \in \alpha(Y)) \}$$

$$= \overline{\mathcal{A}} \cup \{ g \in C(\{f_i | i \in I\}) | \forall i \in X \forall h \geq_T f_i \exists j \in Y(g \oplus h \in \mathcal{A} \rightarrow g \oplus h \geq_T f_j) \}.$$

Fix any $g \in \mathcal{A} \cap C(\{f_i | i \in I\})$ such that

$$\forall i \in X \forall h \geq_T f_i \exists j \in Y(g \oplus h \in \mathcal{A} \rightarrow g \oplus h \geq_T f_j).$$

Then we know that there is some $k \in I$ such that $g \geq_T f_k$. We claim: $k \notin X$ or $k \notin Y$.

Namely, assume $k \in X$ and $k \notin Y$. Then, by (1) (with $h = g$) there exists some $j \in Y$ such that $g \geq_T f_j$, and since $k \notin Y$ we know that $j \neq k$. But then $f_k \oplus f_j \leq_T g \in \mathcal{A}$ so $f_k \oplus f_j \in \mathcal{A}$, a contradiction with the fact that $(f_i)_{i \in I}$ is an antichain in $\mathcal{A}$.

Conversely, if $g \in \mathcal{A}$ is such that $g \geq_T f_k$ for some $k \notin X$ or some $k \in Y$, then (1) holds: namely, if $k \notin X$ then we have for all $i \in X$ that $g \oplus f_i \notin \mathcal{A}$ because $(f_i)_{i \in I}$ is an antichain in $\mathcal{A}$, while if $k \in Y$ we have that $g \oplus f_i \geq_T f_k$.
So, from this we see:
\[
\alpha(X) \rightarrow [a_1, \ldots, a_n]_{\mathcal{M}} \equiv_{\mathcal{M}} \alpha(Y) \equiv_{\mathcal{M}} \mathcal{A} \cup C((I \setminus X) \cup Y) \equiv_{\mathcal{M}} \alpha((I \setminus X) \cup Y) \equiv_{\mathcal{M}} \alpha(X) \rightarrow_{\mathcal{P}(1)} Y.
\]

4. FROM EMBEDDINGS OF \( \mathcal{P}(\omega) \) TO FACTORS CAPTURING IPC

In this section we will show how to construct a more natural factor of the Medvedev lattice with IPC as its theory; that is, we will prove Theorem 1.1. For this proof we will use several ideas from Skvortsova’s construction of a factor of the Medvedev lattice which has IPC as its theory, given in Skvortsova [19]. We combine these ideas with our own to get to the factor in Theorem 1.1. First, let us discuss canonical subsets of a Brouwer algebra.

**Definition 4.1.** ([19, p. 134]) Let \( \mathcal{B} \) be a Brouwer algebra and let \( \mathcal{C} \subseteq \mathcal{B} \). Then we call \( \mathcal{C} \) canonical if:

(i) All elements in \( \mathcal{C} \) are meet-irreducible,

(ii) \( \mathcal{C} \) is closed under joins and implications (i.e. it is a sub-upper implicative semilattice),

(iii) For all \( a \in \mathcal{C} \) and \( b, c \in \mathcal{B} \) we have \( a \rightarrow (b \circ c) = (a \rightarrow b) \circ (a \rightarrow c) \).

**Proposition 4.2.** ([19, Corollary to Lemma 6]) The set of Muchnik degrees is a canonical subset of \( \mathcal{M} \).

**Corollary 4.3.** The range of \( \alpha \) from Theorem 3.3 is canonical in \( [\alpha(I), \alpha(\emptyset)]_{\mathcal{M}} \).

**Proof.** The range of \( \alpha \) consists of Muchnik degrees, so \( \mathcal{I} \) holds by Proposition 4.2. Furthermore, \( \alpha \) is an upper implicative semilattice embedding, and therefore also holds. Finally, if \( \mathcal{C}_0, \mathcal{C}_1 \in [\alpha(I), \alpha(\emptyset)]_{\mathcal{M}} \) and \( X \subseteq I \), then we see, using Proposition 4.2,

\[
\alpha(X) \rightarrow_{[\alpha(I), \alpha(\emptyset)]_{\mathcal{M}}} ([\mathcal{C}_0 \circ \mathcal{C}_1])
\]

\[
\equiv_{\mathcal{M}} ((\alpha(X) \rightarrow_{\mathcal{M}} \mathcal{C}_0) \circ (\alpha(X) \rightarrow_{\mathcal{M}} \mathcal{C}_1)) \equiv_{\mathcal{M}} \alpha(I) \equiv_{\mathcal{M}} (\alpha(X) \rightarrow_{[\alpha(I), \alpha(\emptyset)]_{\mathcal{M}}} \mathcal{C}_0) \circ (\alpha(X) \rightarrow_{[\alpha(I), \alpha(\emptyset)]_{\mathcal{M}}} \mathcal{C}_1).
\]

\[\square\]

**Proposition 4.4.** ([19, Lemma 2]) If \( \mathcal{C} \) is a canonical set in a Brouwer algebra \( \mathcal{B} \), then the smallest sub-Brouwer algebra of \( \mathcal{B} \) containing \( \mathcal{C} \) is \( \{a_1 \circ \cdots \circ a_n \mid a_i \in \mathcal{C} \} \), and it is isomorphic to the free Brouwer algebra over the upper implicative semilattice \( \mathcal{C} \) through an isomorphism fixing \( \mathcal{C} \).

In particular, we see:

**Corollary 4.5.** If we let \( \alpha \) be the embedding of \( (\mathcal{P}(I), \supseteq) \) from Theorem 3.3, then \( \{\alpha(X_1) \circ \cdots \circ \alpha(X_n) \mid X_i \in \mathcal{P}(I)\} \) is a sub-Brouwer algebra of \( [\alpha(I), \alpha(\emptyset)]_{\mathcal{M}} \) which is isomorphic to the free Brouwer algebra over the upper implicative semilattice \( \mathcal{P}(I), \supseteq \).

**Proof.** From Corollary 4.3 and Proposition 4.4. \[\square\]

Let \( \mathcal{R}_n \) be the Brouwer algebra of the upwards closed subsets of \( \mathcal{P}([1, \ldots, n]) \setminus \{\emptyset\} \) ordered under reverse inclusion \( \supseteq \), i.e. the elements of \( \mathcal{R}_n \) are those \( A \subseteq \mathcal{P}([1, \ldots, n]) \setminus \emptyset \) such that if \( X \subseteq A \) and \( Y \in \mathcal{P}([1, \ldots, n]) \setminus \{\emptyset\} \) is such that \( X \supseteq Y \), then \( Y \in A \). We can use \( \mathcal{R}_n \) to capture IPC in the following way:

**Proposition 4.6.** ([19 the remark following Lemma 3]) \( \bigcap_{n \geq 0} \bigcap_{\mathcal{R}_n} \text{Th}(\mathcal{R}_n/x) = \text{IPC} \).
Proof. Let \( \text{LM} = \bigcap_{n \geq 0} \text{Th}(\mathcal{B}_n) \), the Medvedev logic of finite problems. Given a set of formulas \( X \), let \( X^+ \) denote the set of positive (i.e., negation-free) formulas in \( X \). Then \( \text{LM}^+ = \text{IPC}^+ \), see Medvedev [14].

Now, let \( \varphi(x_1, \ldots, x_m) \) be any formula. Let \( \varphi'(x_1, \ldots, x_{m+1}) \) be the formula where \( x_{m+1} \) is a fresh variable and where \( \bot \) is replaced by \( x_1 \land \cdots \land x_{m+1} \), so \( \varphi' \) is negation-free. Then, if \( \varphi \notin \text{IPC} \), we have \( \varphi' \notin \text{IPC}^+ \) (see Jankov [6]), so there are \( n \in \omega \) and \( x_1, \ldots, x_{m+1} \in \mathcal{B}_n \) such that \( \varphi'(x_1, \ldots, x_{m+1}) \neq 0 \). Let \( x = x_1 \oplus \cdots \oplus x_{m+1} \), then \( \varphi \notin \text{Th}(\mathcal{B}_n/x) \). 

Furthermore, it is easy to obtain these \( \mathcal{B}_n \) as free distributive lattices over upper implicative semilattices, as expressed by the following proposition.

**Proposition 4.7.** ([19] Lemma 3) The Brouwer algebra \( \mathcal{B}_n \) is isomorphic to the free distributive lattice over the upper implicative semilattice \( \mathcal{P}(\{1, \ldots, n\}) \).

**Corollary 4.8.** Let \( I \) be a set of size \( n \). If we let \( \alpha \) be the embedding of \( (\mathcal{P}(I), \supseteq) \) from Theorem 3.3, then \( \alpha(X_1) \otimes \cdots \otimes \alpha(X_m) \mid n \in \omega \land \forall i \leq m \langle X_i \in \mathcal{P}(I) \rangle \) is a sub-Brouwer algebra of \( \langle \alpha(I), \alpha(\emptyset) \rangle_{\mathcal{M}} \) isomorphic to \( \mathcal{B}_n \).

**Proof.** From Corollary 4.3 and Proposition 4.7.

The following lemma allows us to compare the theories of different intervals.

**Lemma 4.9.** ([19] Lemma 4) In any Brouwer algebra \( \mathcal{B} \): if \( x, y, z \in \mathcal{B} \) are such that \( x \oplus z = y \), then \( \text{Th}([0, z]_{\mathcal{B}}) \subseteq \text{Th}([x, y]_{\mathcal{B}}) \).

**Proof.** Let \( \gamma : [0, z]_{\mathcal{B}} \rightarrow [x, y]_{\mathcal{B}} \) be given by \( \gamma(u) = x \oplus u \). This map is well-defined, since if \( u \leq z \), then \( x \oplus u \leq x \oplus z = y \). Clearly \( \gamma \) preserves \( \oplus \) and \( \otimes \), while for \( \rightarrow \) we have:

\[
\gamma(u \rightarrow [0, z]_{\mathcal{B}} v) = (u \rightarrow [x, y]_{\mathcal{B}} v) \oplus x = ((u \otimes x) \rightarrow [x, y]_{\mathcal{B}} (v \otimes x)) \oplus x = \gamma(u) \rightarrow [x, y]_{\mathcal{B}} \gamma(v).
\]

Furthermore, \( \gamma \) is surjective, so the result now follows from Lemma 2.9.

Before we get to the proof of Theorem 4.4 we need one theorem from computability theory.

**Theorem 4.10.** Let \( A, E \in 2^\omega \) be such that \( E \supseteq_T A' \). Let \( B_0, B_1, \ldots \in 2^\omega \) be uniformly computable in \( E \) and such that \( A \nsubseteq_T B_i \). Then there exists a set \( D \supseteq_T A \) such that \( D' \subseteq_T E \) and such that for all \( i \in \omega \) we have \( D \oplus B_i \supseteq_T E \).

**Proof.** This follows from relativising Posner and Robinson [17] Theorem 3] to \( A \).

Finally, we need an easy lemma on extending computably independent sets. For ease of notation, let us assume that our pairing function is such that \( \langle A \oplus B \rangle_{[2]} = A[i] \) and \( \langle A \oplus B \rangle_{[2]+1} = B[i] \).

**Lemma 4.11.** Let \( A \) be a computably independent set. Then there exists a set \( B \) such that \( A \oplus B \) is computably independent.

**Proof.** Our requirements are as follows:

\[
R_{(e, 2n)} : A[n] \neq \{e\} \oplus_{i \leq 2n} (A \oplus B)[i] \\
R_{(e, 2n+1)} : B[n] \neq \{e\} \oplus_{i \leq 2n+1} (A \oplus B)[i].
\]

We build \( B \) by the finite extension method, i.e. we define strings \( \sigma_0 \subseteq \sigma_1 \subseteq \ldots \) and let \( B = \bigcup_{s \leq \omega} \sigma_s \). For ease of notation, define \( \sigma_{-1} = \emptyset \). At stage \( s \), we deal with requirement \( R_s \). There are two cases:

1. \( s = (e, 2n) \): if there is a string \( \sigma \) extending \( \sigma_{s-1} \) and an \( m \in \omega \) such that \( \{e\} \oplus_{i \leq 2n} (A \oplus \sigma)[i] (m) \neq A[n](m) \), take \( \sigma_s \) to be the least such \( \sigma \). Otherwise, let \( \sigma_s = \sigma_{s-1} \).

2. \( s = (e, 2n+1) \): if there is a string \( \sigma \) extending \( \sigma_{s-1} \) and an \( m \in \omega \) such that \( \{e\} \oplus_{i \leq 2n+1} (A \oplus \sigma)[i] (m) \neq A[n](m) \), take \( \sigma_s \) to be the least such \( \sigma \). Otherwise, let \( \sigma_s = \sigma_{s-1} \).
\begin{itemize}
  \item $s = \langle e, 2n + 1 \rangle$: if there exists a string $\sigma$ extending $\sigma_{s-1}$ such that we have $\{e\} \oplus_{x \in \mathbb{Z}^{n+1}} (A \oplus B)^{\langle i \rangle}$, take the least such $\sigma$ and let $\sigma_{s}$ be the least string extending $\sigma_{s-1}$ which coincides with $\sigma$ outside the $n^{th}$ column and such that $\sigma_{i}^{\langle i \rangle}(\sigma_{s-1} + 1) = 1 - \{e\} \oplus_{x \in \mathbb{Z}^{n+1}} (A \oplus B)^{\langle i \rangle}$. Otherwise, let $\sigma_{s} = \sigma_{s-1}$.

  We claim: $B$ is as required. To this end, we verify the requirements:
  \begin{itemize}
    \item $R(e, 2n)$: towards a contradiction, assume $A^{[n]} = \{e\} \oplus_{x \in \mathbb{Z}^{n+1}} (A \oplus B)^{\langle i \rangle}$. Let $s = \langle e, 2n \rangle$. By construction we then know for every $\sigma$ extending $\sigma_{s-1}$ and every $m \in \omega$ that, if $\{e\} \oplus_{x \in \mathbb{Z}^{n+1}} (A \oplus B)^{\langle i \rangle} (m) \downarrow$, we have $\{e\} \oplus_{x \in \mathbb{Z}^{n+1}} (A \oplus B)^{\langle i \rangle} (m) = A^{[n]}(m)$. Furthermore, for every $m \in \omega$ there is a string $\sigma$ extending $\sigma_{s-1}$ such that $\{e\} \oplus_{x \in \mathbb{Z}^{n+1}} (A \oplus B)^{\langle i \rangle} (m) \downarrow$: just take a suitably long initial segment of $B$. However, this means that $\bigoplus_{\neq n} A^{[i]} \geq_T A^{[n]}$, which contradicts $A$ being computably independent.
    \item $R(e, 2n+1)$: let $s = \langle e, 2n + 1 \rangle$. Then by construction we know that, if $\{e\} \oplus_{x \in \mathbb{Z}^{n+1}} (A \oplus B)^{\langle i \rangle} (|\sigma_{s-1}| + 1) \downarrow$, then it differs from $B^{[n]}(|\sigma_{s-1}| + 1)$.
  \end{itemize}

\end{itemize}

We can now prove Theorem 1.1.

**Theorem 1.1.** Let $A$ be a computably independent set. Then

$$\text{Th} \left( \mathcal{M}/ \left\{ i \downarrow f \mid f \geq_T A^{[i]} \right\} \right) = \text{IPC}. $$

**Proof.** Fix $n \in \omega$ and $x \in \mathcal{B}_n$. Let $I = \{1, \ldots, n\}$. For now assume we have some downwards closed $A$ and an antichain $D_1, \ldots, D_n \in A$. Then Corollary 4.8 tells us that

$$\{\alpha(Y_1) \otimes \cdots \otimes \alpha(Y_m) \mid m \in \omega \land \forall i \leq m(Y_i \in \mathcal{P}(I))\}$$

is a subalgebra of $\mathcal{B}_n \cup C(\{D_1, \ldots, D_n\}) \mathcal{A}_n$ isomorphic to $\mathcal{B}_n$. So, there are $X_1, \ldots, X_k \subseteq I$ such that we can embed $\mathcal{B}_n/I$ as subalgebra of

$$\left[ \mathcal{A}_n \cup C(\{D_1, \ldots, D_n\}), \alpha(X_1) \otimes \cdots \otimes \alpha(X_k) \right]_{\mathcal{M}}.$$

If we would additionally have that

$$\left( \mathcal{A}_n \cup C(\{D_1, \ldots, D_n\}) \right) \oplus \left\{ i \downarrow f \mid f \geq_T A^{[i]} \right\} \equiv_{\mathcal{M}} \alpha(X_1) \otimes \cdots \otimes \alpha(X_k),$$

then Lemma 4.9 tells us that

$$\text{Th} \left( \mathcal{M}/ \left\{ i \downarrow f \mid f \geq_T A^{[i]} \right\} \right) \subseteq \text{Th} \left( \left[ \mathcal{A}_n \cup C(\{D_1, \ldots, D_n\}), \alpha(X_1) \otimes \cdots \otimes \alpha(X_k) \right]_{\mathcal{M}} \right) \subseteq \text{Th}(\mathcal{B}_n/I).$$

Now, if we would be able to do this for arbitrary $n \in \omega$ and $x \in \mathcal{B}_n$, then Proposition 4.10 tells us that

$$\text{Th} \left( \mathcal{M}/ \left\{ i \downarrow f \mid f \geq_T A^{[i]} \right\} \right) = \text{IPC},$$

so then we would be done.

Thus, it suffices to show that for all $n \in \omega$ and all $X_1, \ldots, X_k \subseteq \{1, \ldots, n\}$ there exists a downwards closed $A$ and an antichain $D_1, \ldots, D_n \in A$ such that (2) holds. Fix a $B$ for $A$ as in Lemma 4.14. Let $A = \omega^\omega \setminus C(\{A \oplus B\})$. For every $1 \leq i \leq n$ fix a $D_i \geq_T \left( \bigoplus_{1 \leq j \leq k, i \in X_j} A^{[j]} \right) \oplus B^{[i]}$ such that $D_i \leq_T (A \oplus B)$, such
that $D_i \oplus A[i] \geq_T (A \oplus B)'$ for every $j \in \{1 \leq j \leq k \mid i \not\in X_j\} \cup \{k + 1, k + 2, \ldots\}$ and such that $D_i \oplus B[i] \geq_T (A \oplus B)'$ for every $j \neq i$, which exists by Theorem 4.11.

We claim: $\{D_1, \ldots, D_n\}$ is an antichain in $\mathcal{A}$. Clearly, $D_1, \ldots, D_n \in \mathcal{A}$. Next, let $1 \leq i < j \leq n$. Then:

$$D_i \oplus D_j \geq_T B[i] \oplus D_j \geq_T (A \oplus B)' \oplus g$$

so $D_i \oplus D_j \not\in \mathcal{A}$.

Thus, we need to show that (2) holds. First, let $g \in \overline{\mathcal{A}} \cup C(\{D_1, \ldots, D_n\})$ and let $f \geq_T A[i]$. If $j > k$, then either $g \geq_T D_i$ for some $1 \leq i \leq n$ and $f \oplus g \geq_T A[i] \oplus D_i \geq_T (A \oplus B)'$, or $g \geq_T (A \oplus B)'$ and then also $f \oplus g \geq_T (A \oplus B)'$. In both cases we see that $f \oplus g \in \overline{\mathcal{A}} \subseteq \alpha(X_i)$.

Thus, we may assume that $j \leq k$. We claim: $f \oplus g \in \alpha(X_j)$. Indeed, if $g \geq_T D_i$ for some $i \in X_j$, then $f \oplus g \geq_T D_i$ and $C(D_i) \subseteq \alpha(X_j)$, while if $g \geq_T D_i$ for some $i \not\in X_j$, then $f \oplus g \geq_T A[i] \oplus D_i \geq_T (A \oplus B)'$, and finally, if $g \geq_T (A \oplus B)'$ then clearly $f \oplus g \geq_T (A \oplus B)'$. Thus, we see that $f \oplus g$ computes an element of $\alpha(X_1) \otimes \cdots \otimes \alpha(X_k)$, and that this computation is in fact uniform in $(\hat{j}f) \oplus g$.

For the other direction, note that for fixed $1 \leq i \leq k$ we have that

$$C(X_i) \subseteq C(\{D_1, \ldots, D_n\})$$

and also that

$$C(X_i) \subseteq \{f \mid f \geq_T A[i]\}$$

because for every $j \in X_i$ we have that $D_j \geq_T A[i]$. \hfill \Box

5. RELATIVISING THE CONSTRUCTION

We will next show that Skvortsova’s construction can be performed below every mass problem $\mathcal{B} >_M 0'$. This also implies that for every $\mathcal{B} >_M 0'$ we have that $\text{Th}(\mathcal{M}/\mathcal{B}) \subseteq \text{Jan}$, answering a question by Sorbi and Terwijn; see Corollary 5.3 below.

First, note that for every $\mathcal{B} > 0'$ we can find a countable mass problem $\mathcal{E} \subseteq 0'$ such that $\mathcal{E} \not\leq_M \mathcal{B}$ (e.g. by taking one function for every $n \in \omega$ witnessing that $\Phi_n(0') \not\subseteq \mathcal{B}$). Then the set $\{A \mid \forall f \in \mathcal{E}(A \geq_T f)\}$ has measure 1 (by Sack’s result that upper cones in the Turing degrees have measure 0, see e.g. Downey and Hirschfeldt [3, Corollary 8.12.2]), so it contains a 1-random set; in particular it contains a computably independent set $A$. In this section we will show that we can use such sets to obtain factors with theory IPC below $\mathcal{B}$, by relativising Theorem 4.3.

However, we first show that we can relativise Theorem 5.3 below $\mathcal{B}$.

Theorem 5.1. Let $\mathcal{B}$ be a mass problem, let $\mathcal{E}$ be a mass problem such that $\mathcal{E} \not\leq_M \mathcal{B}$ and let $\mathcal{D} = \mathcal{E} \rightarrow_M \mathcal{B}$. Let $\mathcal{A} \subseteq \omega^\omega$ be a mass problem which is downwards closed under Turing reducibility such that $\mathcal{E} \subseteq \overline{\mathcal{A}}$. Let $(f_i)_{i \in I}$ be an antichain in $\mathcal{A}$. Then the map $\beta$ given by $\beta(X) = (\overline{\mathcal{A}} \cup \{g \mid \exists i \in X (g \geq_T f_i)\}) \oplus D$ is an upper implicative semilattice embedding of $(\mathcal{P}(I), \supseteq)$ into $[\beta(I), \beta(0)]_M$ with range canonical in $[\beta(I), \beta(0)]_M$.

Proof. First, note that $\mathcal{E} \not\leq_M \mathcal{D}$, since if $\mathcal{E} \geq_M \mathcal{D}$ then $\mathcal{E} \equiv_M \mathcal{E} \oplus \mathcal{D} = \mathcal{E} \oplus (\mathcal{E} \rightarrow \mathcal{B}) \geq_M \mathcal{B}$, a contradiction.

As in the proof of Theorem 5.3 if $X \subseteq I$ we will denote by $C(X)$ the set $C({f_i \mid i \in X})$. By Theorem 5.3 the function $\alpha : \mathcal{P}(I) \rightarrow M/\overline{\mathcal{A}}$ given by $\alpha(X) = \overline{\mathcal{A}} \cup C(X)$ is an upper implicative semilattice embedding of $(\mathcal{P}(I), \supseteq)$ into $[\overline{\mathcal{A}} \cup C(I), \overline{\mathcal{A}}]_M$. Note that $\mathcal{E} \subseteq \overline{\mathcal{A}}$ and therefore $\mathcal{E} \subseteq \alpha(X)$ for every $X \subseteq I$. 
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Now let \( \beta : P(I) \to M/\mathcal{A} \) be the function given by \( \beta(X) = \alpha(X) \otimes D \). Then the range of \( \beta \) is certainly contained in \([\beta(I), \beta(\emptyset)]_M\). We prove that \( \beta \) is in fact an upper implicative semilattice embedding into \([\beta(I), \beta(\emptyset)]_M\) with canonical range.

- \( \beta \) is injective: assume \( \beta(X) \leq_M \beta(Y) \). Thus, we have \( \alpha(X) \otimes D \leq_M \alpha(Y) \otimes D \). In particular we have that \( \alpha(X) \otimes D \leq_M \alpha(Y) \), say via \( \Phi_n \). We claim: \( \Phi_n(\alpha(Y)) \subseteq \alpha(X) \).

Namely, assume towards a contradiction that \( \Phi_n(f) \in 1^{-D} \) for some \( f \in \alpha(Y) \). Determine \( \sigma \subseteq f \) such that \( \Phi_n(\sigma)(0) = 1 \). As noted above we have that \( E \subseteq \alpha(Y) \), and since \( \alpha(Y) \) is Muchnik we therefore see that \( \sigma^{-E} \subseteq \alpha(Y) \). However, then we can reduce \( E \) to \( 1^{-D} \) by sending \( g \in E \) to \( \Phi_n(\sigma \ominus g) \), and therefore \( E \geq_M D \), a contradiction.

Thus, \( \alpha(X) \leq_M \alpha(Y) \), and since \( \alpha \) is an upper implicative semilattice embedding this tells us that \( X \trianglerighteq Y \).

- \( \beta \) preserves joins: we have

\[
\beta(X \oplus Y) = \alpha(X \oplus Y) \otimes D \equiv_M (\alpha(X) \oplus \alpha(Y)) \otimes D
\equiv_M (\alpha(X) \otimes D) \oplus (\alpha(Y) \otimes D) = \beta(X) \oplus \beta(Y).
\]

- \( \beta \) preserves implications: we have

\[
\beta(X) \rightarrow_{[\beta(I), \beta(\emptyset)]_M} \beta(Y)
= ((\alpha(X) \otimes D) \rightarrow_M (\alpha(Y) \otimes D)) \oplus \beta(I)
\equiv_M ((\alpha(X) \rightarrow_M (\alpha(Y) \otimes D)) \oplus (D \rightarrow_M (\alpha(Y) \otimes D))) \oplus \beta(I)
\equiv_M ((\alpha(X) \rightarrow_M (\alpha(Y) \otimes D)) \ominus \omega) \oplus \beta(I)
\equiv_M ((\alpha(X) \rightarrow_M (\alpha(Y) \otimes D)) \oplus \beta(I)).
\]

Next, using Proposition \ref{4.2} we see:

\[
\equiv_M ((\alpha(X) \rightarrow_M (\alpha(Y)) \otimes (\alpha(X) \rightarrow_M (E \rightarrow_M B))) \oplus \beta(I)
\equiv_M ((\alpha(X) \rightarrow_M (\alpha(Y)) \oplus (\alpha(X) \oplus E) \rightarrow_M B)) \oplus \beta(I).
\]

As noted above, we have \( E \subseteq \alpha(X) \), and therefore:

\[
\equiv_M ((\alpha(X) \rightarrow_M (\alpha(Y)) \otimes (E \rightarrow_M B)) \oplus \beta(I)
\equiv_M ((\alpha(X) \rightarrow_M (\alpha(Y)) \oplus (\alpha(X) \otimes D).
\equiv_M ((\alpha(X) \rightarrow_M (\alpha(Y)) \oplus \alpha(I)) \otimes D
\equiv \alpha(X \rightarrow_{\mu(I)} Y) \otimes D
\equiv \beta(X \rightarrow_{\mu(I)} Y).
\]

- \( \beta \) has canonical range:

(i) Let \( X \leq I \), we show that that \( \beta(X) \) is meet-irreducible in \([\beta(I), \beta(\emptyset)]_M\). Indeed, let \( C_0, C_1 \leq_M \beta(\emptyset) \) be such that \( C_0 \otimes C_1 \leq_M \alpha(X) \otimes D \). Then \( C_0 \otimes C_1 \leq_M \alpha(X) \), and since \( \alpha(X) \) is Muchnik, we see from Proposition \ref{4.2} that \( C_0 \leq_M \alpha(X) \) or \( C_1 \leq_M \alpha(X) \). Since \( C_0, C_1 \leq_M \beta(\emptyset) \leq_M D \) this shows that in fact \( C_0 \leq_M \beta(X) \) or \( C_1 \leq_M \beta(X) \).

(ii) The range of \( \beta \) is clearly closed under implication and joins.
(iii) Let \( X \subseteq \omega \) and let \( C_0, C_1 \in [\beta(1), \beta(0)]_M \). Then we have:
\[
\beta(X) \to [\beta(1), \beta(0)]_M (C_0 \otimes C_1)
\]
\[
= (\alpha(X) \otimes D) \to [\beta(1), \beta(0)]_M (C_0 \otimes C_1)
\]
\[
= ((\alpha(X) \otimes D) \to M (C_0 \otimes C_1)) \oplus \beta(I)
\]
\[
\equiv M (\alpha(X) \to M (C_0 \otimes C_1)) \oplus \beta(I),
\]
because \( C_0 \) and \( C_1 \) are below \( \beta(0) \) and hence below \( D \). Since \( \alpha(X) \) is Muchnik, we now see from Proposition 1.2:
\[
= ((\alpha(X) \to M C_0) \oplus (\alpha(X) \to M C_1)) \oplus \beta(I)
\]
\[
\equiv M (\beta(X) \to [\beta(1), \beta(0)]_M C_0) \oplus (\beta(X) \to [\beta(1), \beta(0)]_M C_1). \quad \square
\]

We can now prove there is a principal factor of the Medvedev lattice with theory IPC below a given \( B \succ 0' \).

**Theorem 5.2.** Let \( B \) be a mass problem, let \( E \) be a countable mass problem such that \( E \nsubseteq M B \) and let \( D = E \to B \) (so, \( D \leq_M B \)). Let \( A \) be a computably independent set such that for all \( f \in E \) we have \( A \nsubseteq \mathcal{F}_T f \). Then

\[
\text{Th} \left( M / \left\{ \left\{ \neg g \mid g \geq_T M A[i] \text{ or } g \in C(E) \right\} \otimes D \right\} \right) = \text{IPC}.
\]

**Proof.** The proof largely mirrors that of Theorem 1.1. Let \( E = \{ f_0, f_1, \ldots \} \), let \( E_i \) be the graph of \( f_i \) and let \( U \) be such that \( U^{[0]} = A \) and \( U^{[i+1]} = E_i \). Then \( A, E_0, E_1, \ldots \) is uniformly computable in \( U \).

We need to make a slight modification to Lemma 1.11 we not only want \( A \oplus B \) to be computably independent, but we also need to make sure that \( A \oplus B \not\preceq_T f \) for every \( f \in E \). This modification is straightforward and we omit the details. The requirements on \( D_i \) are slightly different: we now want for every \( 1 \leq i \leq k \) that
\[
D_i \geq_T \bigoplus_{1 \leq j \leq k, i \in X_j} A^{[i]} \oplus B^{[i]},
\]
that \( D_i' \leq_T (U \oplus B)' \), that \( D_i \oplus A^{[i]} \geq_T (U \oplus B)' \) for every \( j \in \{ 1 \leq j \leq k, i \in X_j \} \cup \{ k + 1, k + 2, \ldots \} \), that \( D_i \oplus B^{[i]} \geq_T (U \oplus B)' \) for every \( j \neq i \) and that \( D_i \oplus E_j \geq_T (U \oplus B)' \) for all \( j \in \omega \); this is still possible by Theorem 1.10. We change the definition of \( A \) into \( A = \omega^\omega \setminus C(\{ \{ U \oplus B \} \} \cup E) \). Then we still have \( D_i \in A \), because \( D_i \geq_T f_j \) would imply that \( D_i \geq_T D_i \oplus E_j \geq_T (U \oplus B)' \), a contradiction. Finally, replace \( \alpha \) with the \( \beta \) of Theorem 5.1 and change 2 into
\[
\left( \left( A \cup C(\{ D_1, \ldots, D_n \}) \right) \otimes D \right) \oplus \left( \{ \neg g \mid g \geq_T M A[i] \text{ or } g \in C(E) \} \otimes D \right)
\]
\[
\equiv_M \beta(X_1) \otimes \cdots \otimes \beta(X_k).
\]
Then the whole proof of Theorem 1.1 goes through. \( \square \)

In particular, this allows us to give a positive answer to the question mentioned at the beginning of this section.

**Corollary 5.3.** Let \( B \succ M 0' \). Then \( \text{Th}(M/B) \subseteq \text{Jan} \).

**Proof.** Since an intermediate logic is contained in Jan if and only if its positive fragment coincides with IPC (see Jankov [5]), we need to show that, denoting the positive fragment by \( + \), we have that \( \text{Th}^+(M/B) \subseteq \text{IPC}^+ \). By Theorem 5.2, there exists a \( C \leq_M B \) such that \( \text{Th}(M/C) = \text{IPC} \). Then \( M/C \) is a subalgebra of \( M/B \), except for the fact that the top element is not necessarily preserved. However, it can be directly verified that for any two Brouwer algebras \( C \) and \( B \) for which \( C \) is a \((\oplus, \odot, \to, 0)\)-subalgebra of \( B \) we have for all positive formulas \( \varphi(x_1, \ldots, x_n) \) and all elements \( b_1, \ldots, b_n \in B \) that the interpretation of \( \varphi \) at \( b_1, \ldots, b_n \) is the same in both \( C \) and \( B \). Since we can refute every positive formula \( \varphi \) which is not in IPC\(^+\)
in $\mathcal{M}/\mathcal{C}$, we can therefore refute it in $\mathcal{M}/\mathcal{B}$ using the same valuation. In other words, $\text{Th}^+(\mathcal{M}/\mathcal{B}) \subseteq \text{Th}^+(\mathcal{M}/\mathcal{C}) = \text{IPC}^+$, as desired. □
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