Domestic sound event detection by shift consistency mean-teacher training and adversarial domain adaptation
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ABSTRACT
Semi-supervised learning and domain adaptation techniques have drawn increasing attention in the field of domestic sound event detection thanks to the availability of large amounts of unlabeled data and the relative ease to generate synthetic strongly-labeled data. In a previous work, several semi-supervised learning strategies were designed to boost the performance of a mean-teacher model. Namely, these strategies include shift consistency training (SCT), interpolation consistency training (ICT), and pseudo-labeling. However, adversarial domain adaptation (ADA) did not seem to improve the event detection accuracy further when we attempt to compensate for the domain gap between synthetic and real data. In this research, we empirically found that ICT tends to pull apart the distributions of synthetic and real data in t-SNE plots. Therefore, ICT is abandoned while SCT, in contrast, is applied to train both the student and the teacher models. With these modifications, the system successfully integrates with an ADA network, and we achieve 47.2% in the F1 score on the DCASE 2020 task 4 dataset, which is 2.1% higher than what was reported in the previous work.

Keywords: Sound event detection, adversarial domain adaptation, semi-supervised learning

1 INTRODUCTION
In sound event detection (SED), it is desired for a model to determine the onset and offset of the events precisely. However, marking the time stamps of events in an audio clip is a time-consuming and labor-intensive task when anyone attempts to provide such strongly-labeled data to train a sound event classifier. Due to the growing attention to SED, a competition called Detection and Classification of Acoustic Scenes and Events (DCASE) has been held annually since 2017. Currently, there are two urgent issues to address in this field; the first is how to utilize unlabeled data effectively, and the second is how to utilize a large amount of strong-labeled synthetic data to real-world environment. For the first problem, several semi-supervised learning strategies (SSL) have been utilized in the past, including pseudo-labeling (1), mean-teaching (2), interpolation consistency training (ICT) (3), and Mixmatch (4); these strategies have been proven to help the SED system learn from the unlabeled data efficiently. Beside semi-supervised training strategies, the architecture of the backbone of the SED model is also worth investigating. For neural network-based backbones, convolutional neural network (CNN) (5), convolutional recurrent neural network (CRNN) (6), residual convolutional recurrent neural network (RCRNN) (7) are commonly used.

To tackle the second problem (scarcity of strongly-labeled data), one may contemplate using synthetic mixture of clips of known sound events with background audio recordings. Compared with unlabeled and weakly-labeled real data, such synthetic data are appealing in that the accurate time stamps of sound events can be automatically created. However, the synthetic mixtures may have acoustic mismatch to the real-world recordings. Such mismatch needs to be regarded as domain differences, and various domain adaptation techniques (8, 9, 10) have been proposed to align the distributions of synthetic and real audio samples in the feature space and alleviate the domain-gap problem.

In this research, we studied an existing mean teacher-based SED model (11) (from our research group) and found that its semi-supervised learning strategies somehow conflict with adversarial domain adaptation (ADA). Some performance analysis and visualization of data distributions in the feature space led us to believe that ICT should be abandoned while SCT could be emphasized by deploying it to both teacher and student models. We call this new arrangement shift consistency mean-teacher (SCMT) training. Thereby, we successfully integrated SCMT strategies with ADA and improved the SED performance in the DCASE 2020 task 4 dataset. The rest of this paper is organized as follows: in Sec. 2, we give an overview of the baseline model and our newly proposed methods. Then we introduce the dataset used in the experiments. In Sec. 3, the parameters of data pre-processing and experiment setup will be described. Finally, in Sec. 4, we discuss and compare the performance of different models and strategies, also outlining the mutual incompatibility between ICT and ADA with both features visualization and quantitative analysis.
2 METHODS

The existing mean-teacher model is hereafter referred to as our previous work (11) and briefly reviewed in section 2.1. In sections 2.2 and 2.3, the changes we made in this research will be described.

2.1 Baseline

In our previous work, a novel backbone and several effective mean-teacher based semi-supervised strategies were proposed and integrated. A convolutional recurrent neural network which contained feature-pyramid components (FP-CRNN) was used as the backbone; it was comprised of CNN blocks, bidirectional gated recurrent (GRU) (12) unit cells, an attention part to generate the clip-level and frame-level output, and most importantly, feature-pyramid (13) components which were originally used in object detection task in computer vision. With the help of the feature-pyramid components, the model could utilize multi-scale features. Figure 1 shows the architecture of FP-CRNN.

The semi-supervised learning strategies that were utilized in our previous work included the mean-teacher technique, weakly pseudo-labeling, ICT, and SCT. Generally speaking, mean-teacher approaches contain a teacher model and a student model that share the same network architecture but have different weights. For the student model, the weights are learned from back propagation, while the weights of the teacher model are updated by the exponential moving average of the parameters of the student model. The loss function is given as follows,

\[ L = L_{w,\text{BCE}} + L_{s,\text{BCE}} + r(t)(L_{w,\text{MSE}} + L_{s,\text{MSE}}), \]

where \( t \) denotes the current step of training,

\[ r(t) = \exp \left[ -5 \left( 1 - t/T \right)^2 \right] \]

is a ramp-up function, and \( T \) denotes the ramp-up length; the subscripts \( w \) and \( s \) denote clip-level output and frame-level output, respectively, \( L, L' \) denote the loss between outputs of the student model and the ground truth and the loss between the outputs of the teacher model and the student model, respectively. Finally, MSE and BCE stands for mean squared error and binary cross entropy.

Next, in our previous work, a weakly pseudo-labeling (PL) technique was adopted to infer unlabeled data into weakly-labeled data by an audio tagging system which was pre-trained with weakly-labeled and strongly-labeled data. Generally speaking, compared with the accuracy in frame-level sound event detection, the accuracy in clip-level sound event classification is easier to improve by adopting a deeper neural network (11). By generating reliable weak pseudo-labels, the performance of the sound event detection system could also be improved. Another semi-supervised learning strategy that was utilized is interpolation consistency training (ICT). It encouraged the prediction of the interpolation of unlabeled data to be consistent with the interpolation of predictions of the unlabeled data in the following manner; we desired that

\[ F_\theta(\text{Mix}_\lambda(u_j, u_k)) \approx \text{Mix}_\lambda(F_\theta(u_j), F_\theta(u_k)), \]

where \( \text{Mix}_\lambda(a,b) = \lambda a + (1 - \lambda)b \), \( u_j, u_k \) denote unlabeled data, \( F_\theta \) denotes a student model and \( F_\theta' \) denotes a teacher model. In our previous work, \( \lambda \) was randomly sampled from Beta distribution.

Though ICT helps the model to be consistent when facing ambiguous data, we still remove the ICT in this paper, and the reason will be given in section 4.3. Last but not the least, our previous work proposed shift consistency training (SCT), which was inspired by ICT. It encouraged the predictions of time-shifted and pitch-shifted data to be consistent with time-shifted and pitch-shifted predictions. The loss function was designed as follows,

\[ L_{\text{SCT}} = L_{w,f,\text{BCE}} + L_{s,f,\text{BCE}} + L_{\text{at},\text{BCE}} + r(t)L_{\text{at},\text{MSE}}, \]

where subscripts \( w \) and \( t \) denote clip-level outputs (weak) and frame-level outputs (strong), respectively, and \( f \) and \( t \) denote frequency shift and time shift, respectively.
Figure 1. Network architecture of FP-CRNN. The part enclosed by the dashed line is a CRNN, and the remaining parts are feature-pyramid components.

2.2 Shift consistency mean-teacher training
SCT successfully helped the previous model to be more consistent by randomly shifting the spectrograms in time and frequency; however, it was only applied to the student model during training. In this paper, we propose a new version of SCT called shift consistency mean-teacher training (SCMT) by strengthening the relationship between the mean-teacher approach and SCT. For the implementation of the SCMT, we deploy SCT to both the student model and the teacher model. Figure 2 shows the concept and architecture of SCMT, and the loss function is devised as below,

\[
L_{SCMT} = L_{SCT} + r(t)(L_{st,MSE} + L_{sf,MSE} + L_{st,MSE} + L_{sf,MSE})
\]

where the subscript \(w, s, f\) and \(t\) have the same meanings as in Eq. (4).

Figure 2. Network architecture of SCMT. \(\eta \sim \mathcal{N}(0,0.5)\) denotes the Gaussian noise added to the input of the teacher model. \(t\) and \(f\) denote time and frequency, respectively; \(\tau\) and \(\nu\) denote the time and frequency shift, respectively. \(F_{\theta}\) denotes a student model, \(F_{\theta}^{t}\) denotes a teacher model and the superscripts \(w\) and \(s\) denote clip-level and frame-level outputs from the model, respectively.

2.3 Adversarial domain adaptation
Adversarial domain adaptation (ADA) (14) refers to the broad idea to generate domain-invariant embedded features by fooling a domain discriminator \(D\) with a generator \(G_f\). During its training, a gradient reversal layer (GRL) (15) acts as an identity transform during forward propagation, but changes the sign of the gradient before passing to the preceding layers during back-propagation. By placing GRL between \(G_f\) and \(D\), \(G_f\) and \(D\) are
optimized in a reverse direction, while the label predictor \( G_y \) will also be trained. The following shows the learning objective functions:

\[
E(\theta_f, \theta_y, \theta_d) = L_w(\theta_f, \theta_y) + L_m(\theta_f, \theta_y) - \lambda_d \cdot L_{\text{BCE}}(\theta_f, \theta_d),
\]

where \( \theta_f, \theta_y \) and \( \theta_d \) denote the parameters of \( G_f, G_y \) and \( D \), respectively. \( \lambda_d \) denotes the adversarial loss weight of the domain loss. \( L_g \) denotes the frame-level domain loss. The subscript \( w, s \) have the same meanings as in Eq. (1). The following equations describe the adversarial training process,

\[
(\hat{\theta}_f, \hat{\theta}_y) = \arg \min_{\theta_f, \theta_y} E(\theta_f, \theta_y, \hat{\theta}_d),
\]

and

\[
\hat{\theta}_d = \arg \max_{\theta_d} E(\hat{\theta}_f, \hat{\theta}_y, \theta_d).
\]

In the present research, we adopt the concept of two-stage (9) domain adaptation. In the first stage, we train the model that contains FP-CRNN and the semi-supervised learning strategies mentioned above to ensure the ability to detect the sound event classes. In the second stage, we add adversarial domain adaptation into the training to bridge the domain gap between real and synthetic data.

3 EXPERIMENTS

DCASE 2020 domestic environment sound event detection (DESED) dataset is used in the experiments. It provides ten different domestic sound event classes. The dataset consists of 10-second audio clips either recorded in domestic environments or in synthesized soundscapes. Each audio clip contains at least one sound event. For the training set, 1,578 weakly-labeled, 14,412 unlabeled real soundscapes, and 2,584 strongly-labeled synthetic soundscapes are provided. We evaluated the performance on the validation set which has 1,168 strongly-labeled real recordings.

Log-mel spectrograms were adopted as the input to the present model. To generate the spectrograms, all audio clips were first resampled to 16 kHz, while setting window size, hop length, and the number of mel bins to 2048, 255 and 128, respectively. Finally, for each audio clip, a \( 648 \times 128 \) mel-log spectorgram was generated.

The amount of time shift and frequency shift for SCT and SCMT was normally distributed between \(-2\) to \(2\) sec and \(-4\) to \(4\) mel bins, respectively. As for weakly pseudo-labeling, we fine-tuned a pre-trained ResNet18 and used it to produce weak labels from unlabeled data.

4 RESULTS AND DISCUSSION

All experiments adopted the pseudo-labeling strategy and the mean-teacher approach during training.

4.1 Evaluation of shift consistency mean-teacher model and domain adaptation

Table 1 shows that adversarial domain adaptation consistently improved the F1-score of all the models. Meanwhile, FP-CRNN with SCMT outperformed the FP-CRNN with SCT from our previous work by 2.0% before ADA, and 3.5% after ADA. Not only does this show that SCMT performs better than SCT, it also indicates that the compatibility between SCMT and ADA is better than between SCT and ADA. Also, Table 2 shows the model we propose in this paper performed 2.1% better than the highest F1-score that was reported in our previous work.

Table 3, however, shows that the performance of the models dropped when integrating both ICT and SCT with ADA. Thus, mutual compatibility between SSL strategies and ADA is a problem which needs to be further investigated. To this end, we applied t-SNE and silhouette analysis to visualize and quantify what happened in the embedded feature space when various combinations of learning techniques were applied.
Table 1. F1 score(%) comparison of different models before and after domain adaptation

| Model          | Before ADA | After ADA |
|----------------|------------|-----------|
| CRNN           | 38.2       | 40.3      |
| FP-CRNN        | 40.8       | 42.1      |
| FP-CRNN + SCT  | 42.7       | 43.7      |
| FP-CRNN + SCMT | 44.7       | **47.2**  |

Table 2. Comparison with the best-performing models from our previous work

| Architecture | SSL Strategies | ADA | F1 (%) |
|--------------|----------------|-----|--------|
| CRNN         | v SCT / SCMT   | -   | **45.1** |
| FP-CRNN      | v SCT          | -   | 44.5   |
| FP-CRNN      | - SCMT v       |     | **47.2** |

Table 3. Incompatibility between ADA and semi-supervised techniques. The F1 score(%) of several architecture and strategies before and after domain adaptation is listed.

| Architecture | SSL Strategies | ADA | F1 (%) |
|--------------|----------------|-----|--------|
| CRNN         | ICT+SCT        | -   | **45.1** |
| CRNN         | ICT+SCT v      |     | **44.2** |
| FP-CRNN      | ICT+SCT        | -   | **44.7** |
| FP-CRNN      | ICT+SCT v      |     | **43.0** |

4.2 Discussion on domain adaptation and its compatibility to semi-supervised strategies

First, to verify the effectiveness of domain adaptation, we visualize the embedded features before and after domain adaptation using t-SNE. By inspecting the distributions of real and synthetic domain in Figure 3, one may be inclined to conclude that domain adaptation has ability to narrow the domain gap. Further, we conducted the embedded feature analysis on our training strategies using t-SNE individually. Figure 4, 5 and 6 show embedded features distribution using different training techniques. In Figure 4, We observe that training with ICT tended to widen the gap between synthetic and real data, which is opposite to what domain adaptation did in Figure 3. Moreover, the domain gap can still be clearly recognized after applying ADA. In contrast, though the difference between the distributions of real and synthetic audio data is noticeable when simply using FP, or combining FP with SCT or SCMT, the situation seems not as extreme as the results produced by training with ICT.

To quantitatively justify the observations above, we used silhouette analysis (16) to evaluate the level of dispersion between the feature distributions of real and synthetic data. For each data entry $i$, the silhouette coefficient $s_i$ is defined as follows,

$$s_i = \frac{b_i - a_i}{\max(a_i, b_i)},$$  \hspace{1cm} (9)
where $a_i$ denotes the average distance between data point $i$ and all other data within the same cluster, and $b_i$ denotes the lowest average distance between data point $i$ and all the points in any other cluster.

The value of $s_i$ ranges from $-1$ to $1$. A value close to 1 indicates that the sample is far away from neighboring clusters. If the silhouette coefficient is close to 0, it indicates that the sample is close to the decision boundary between two neighboring clusters. Finally, a negative value indicates that the sample might be in a wrong cluster.

The average of silhouette coefficient over all samples is called the silhouette score. By calculating the silhouette score of the t-SNE feature maps clustered by the domain labels (real or synthetic), we can quantify the extent to which the model pulls the domains apart. The results are shown in Table 4; note that the scores of FP-CRNN with ICT are higher than other SSL strategies combinations, which means it has the tendency to separate real and synthetic domains. Also note that, by applying ADA to the model, the silhouette score can be decreased, which means that ADA successfully encourages the feature extractor to produce domain-invariant embedded features.
By investigating the implementation of ICT in our previous work, we noticed that Eq. (3), which only uses real unlabeled data, boosts the performance by generating and training on ambiguous data in the real domain itself. We suspect that this process concentrates the distribution of the real domain, while pushing the distributions of real and synthetic audio data away from each other. Consequently, it leads to the consistency within synthetic or real domains alone, but not the consistency in the entire dataset. This being said, however,
ICT and ADA has been successfully integrated in the field of computer vision (17). We believe that the mutual compatibility of ADA and ICT is a topic worth deeper investigation in sound event detection in the future.

5 CONCLUSIONS

In this work, we demonstrate a novel combination of learning strategies for SED by (1) replacing SCT with SCMT and (2) removing the ICT, which was shown to conflict with domain adaptation according to t-SNE visualization and silhouette analysis. Hence, the proposed model surpassed the best-performing model from our previous work by 2.1% in terms of F1-score on the DCASE 2020 task 4 dataset.

ACKNOWLEDGEMENTS

This research is supported by the Ministry of Science and Technology of Taiwan (Grant No. 110-2634-F-002-050).

REFERENCES

[1] Serizel R, Turpault N, Eghbal-Zadeh H, Shah AP. Large-scale weakly labeled semi-supervised sound event detection in domestic environments. arXiv preprint arXiv:180710501. 2018.

[2] Tarvainen A, Valpola H. Mean teachers are better role models: Weight-averaged consistency targets improve semi-supervised deep learning results. Advances in Neural Information Processing Systems. 2017;30.

[3] Verma V, Kawaguchi K, Lamb A, Kannala J, Bengio Y, Lopez-Paz D. Interpolation consistency training for semi-supervised learning. arXiv preprint arXiv:190303825. 2019.

[4] Berthelot D, Carlini N, Goodfellow I, Papernot N, Oliver A, Raffel CA. Mixmatch: A holistic approach to semi-supervised learning. Advances in Neural Information Processing Systems. 2019;32.

[5] Takahashi N, Gygli M, Pfister B, Van Gool L. Deep convolutional neural networks and data augmentation for acoustic event detection. arXiv preprint arXiv:160407160. 2016.

[6] Cakır E, Parascandolo G, Heittola T, Huttunen H, Virtanen T. Convolutional recurrent neural networks for polyphonic sound event detection. IEEE/ACM Trans Audio, Speech, and Language Processing. 2017;25(6):1291-303.

[7] Xie Q, Luong MT, Hovy E, Le QV. Self-training with noisy student improves imagenet classification. In: Proc. IEEE/CVF Conf. Computer Vision and Pattern Recognition; 2020. p. 10687-98.

[8] Wei W, Zhu H, Benetos E, Wang Y. A-CRNN: A domain adaptation model for sound event detection. In: Proc. IEEE Int. Conf. Acoustics, Speech, and Signal Processing (ICASSP); 2020. p. 276-80.

[9] Yang L, Hao J, Hou Z, Peng W. Two-stage domain adaptation for sound event detection. In: DCASE; 2020. p. 230-4.

[10] Zheng X, Song Y, Dai LR, McLoughlin J, Liu L. An effective mutual mean teaching based domain adaptation method for sound event detection. In: Proc. Interspeech; 2021. p. 556-60.

[11] Koh CY, Chen YS, Liu YW, Bai MR. Sound event detection by consistency training and pseudo-labeling with feature-pyramid convolutional recurrent neural networks. In: IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP); 2021. p. 376-80.

[12] Chung J, Gulcehre C, Cho K, Bengio Y. Empirical evaluation of gated recurrent neural networks on sequence modeling. arXiv preprint arXiv:14123555. 2014.

[13] Lin TY, Dollár P, Girshick R, He K, Hariharan B, Belongie S. Feature pyramid networks for object detection. In: Proc. IEEE Conf. Computer Vision and Pattern Recognition; 2017. p. 2117-25.
[14] Ganin Y, Ustinova E, Ajakan H, Germain P, Larochelle H, Laviolette F, et al. Domain-adversarial training of neural networks. J Machine Learning Res. 2016;17(1):2096-30.

[15] Ganin Y, Lempitsky V. Unsupervised domain adaptation by backpropagation. In: Int. Conf. Machine Learning; 2015. p. 1180-9.

[16] Rousseeuw PJ. Silhouettes: a graphical aid to the interpretation and validation of cluster analysis. J Computational and Applied Mathematics. 1987;20:53-65.

[17] Zhao X, Wang S. Adversarial learning and interpolation consistency for unsupervised domain adaptation. IEEE Access. 2019;7:170448-56.