Hsin-Yun Ching, Rigoberto Flórez*, and Antara Mukherjee

Families of Integral Cographs within a Triangular Array

https://doi.org/10.1515/spma-2020-0116
Received July 3, 2020; accepted November 8, 2020

Abstract: The determinant Hosoya triangle, is a triangular array where the entries are the determinants of two-by-two Fibonacci matrices. The determinant Hosoya triangle mod 2 gives rise to three infinite families of graphs, that are formed by complete product (join) of (the union of) two complete graphs with an empty graph. We give a necessary and sufficient condition for a graph from these families to be integral. Some features of these graphs are: they are integral cographs, all graphs have at most five distinct eigenvalues, all graphs are either \(d\)-regular graphs with \(d = 2, 4, 6, \ldots\) or almost-regular graphs, and some of them are Laplacian integral. Finally we extend some of these results to the Hosoya triangle.
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1 Introduction

A graph is integral if the eigenvalues of its adjacency matrix are integers. These graphs are rare and the techniques used to find them are quite complicated. The notion of integral graphs was first introduced in 1974 by Harary and Schwenk [17]. A cograph is a graph that avoids the 4 vertices path as an induced subgraph [11]. In this paper we study an infinite family of integral cographs associated with a combinatorial triangle. These families have at most five distinct eigenvalues.

The coefficients of many recurrence relations are represented using triangular arrangements. These representations give geometric tools to study properties of the recurrence relations. A natural relation between graph theory and recursive relations holds through the adjacency matrices obtained from the triangle. A classic example is the relation between the Pascal triangle and Sierpinski graph or Hanoi graph that has fractal properties. Recently, some authors have been interested in graphs associated with Riordan arrays. Examples of graphs associated with combinatorial triangles can be found in [1, 8–10, 13, 21]. We give several families of graphs within triangular arrays. These examples may give us better understanding of the connectivity between these two mathematical objects.

Blairetal. [6]gives several combinatorial connections with the determinant Hosoya triangle; and also give a combinatorial interpretation of its entries. In [7] the authors study eigenvalues and eigenvectors of matrices embedded in the triangle. Therefore, another natural question was: is there any relationship between the triangle and graph theory? The aim of this paper is to understand better the connections between this triangle and graph theory. Therefore, as one of the main purposes of this paper, is to construct an infinite family of
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graphs—embedded in the determinant Hosoya triangle—satisfying these four conditions; integral, cographs, regular, and having exactly five distinct eigenvalues (see Proposition 2.3, Theorem 2.4, Proposition 3.4 Part (a), and Proposition 3.6).

We use \( \mathbb{Z}_{>0} \) to denote the set of all positive integers. The determinant Hosoya triangle, in Figure 1, is a triangular array where the entry \( H_{r,k} \) with \( r, k \in \mathbb{Z}_{>0} \) (from left to right) is given by

\[
H_{r,k} = \begin{vmatrix} F_{k+1} & F_k \\ F_{r-k+1} & F_{r-k+2} \end{vmatrix}.
\]

For example, the entry \( H_{7,5} \) is given by

\[
H_{7,5} = \begin{vmatrix} F_6 & F_5 \\ F_3 & F_4 \end{vmatrix} = \begin{vmatrix} 8 & 5 \\ 2 & 3 \end{vmatrix} = 24 - 10 = 14.
\]

The determinant Hosoya triangle is symmetric with respect to its median. Therefore, the families of symmetric matrices, that are naturally embedded in this triangle, give rise to three infinite families of graphs. Thus, calculating the entries of the triangle \( \mod 2 \), we obtain that the adjacency matrices are the symmetric matrices \( \mod 2 \) (see A204437). These graphs are either \( d \)-regular with \( d = 2, 4, 6, \ldots \) or almost-regular graphs. All these three families of graphs have at most five distinct eigenvalues and one of the families is formed by integral graphs. We give a necessary and sufficient condition to determine whether a family is integral.

The square matrices in the determinant Hosoya triangle are of rank two, so they are the sum of two rank-one matrices. This allows us to classify our matrices into three families depending on their size \( n = 3t + r \), with \( 0 \leq r \leq 2 \). Their graphs are the complete product of two complete graphs with an empty graph. A graph (associated to the determinant Hosoya triangle) is integral if and only if its adjacency matrix is of size \( n = 3t + 1 \).

For example, from this triangle we obtain a rank two matrix \( S_7 \), depicted on the left side of (1). Its rows are restrictions of the diagonals of the triangle. This matrix has several interesting properties. For instance, evaluating the entries of this matrix \( \mod 2 \) we obtain an adjacency matrix that gives rise to a regular subgraph—with five distinct eigenvalues—that is an integral cograph. The left side in Figure 2 depicts the adjacency graph from \( S_7 \mod 2 \) (A204437). Deleting its loops, we obtain the subgraph depicted on the right side in Figure 2.

\[
S_7 = \begin{bmatrix}
0 & 1 & 1 & 2 & 3 & 5 & 8 \\
1 & 3 & 4 & 7 & 11 & 18 & 29 \\
1 & 4 & 5 & 9 & 14 & 23 & 37 \\
2 & 7 & 9 & 16 & 25 & 41 & 66 \\
3 & 11 & 14 & 25 & 39 & 64 & 103 \\
5 & 18 & 23 & 41 & 64 & 105 & 169 \\
8 & 29 & 37 & 66 & 103 & 169 & 272
\end{bmatrix} \quad \text{mod } 2 = \begin{bmatrix}
0 & 1 & 1 & 0 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 & 0 & 1 & 1 \\
0 & 1 & 1 & 0 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 & 0 & 1 & 1 \\
0 & 1 & 1 & 0 & 1 & 1 & 0
\end{bmatrix}
\]
Proposition. The graph $G_w$ is integral cograph if and only if $w = t + 1$.

A join or the complete product of two graphs $G_1$ and $G_2$, denoted by $G_1 \nabla G_2$, is defined as the graph obtained by joining each vertex of $G_1$ with all vertices of $G_2$.

The main results of this paper show that the graphs that are generated from the matrices in that determinant Hosoya triangle mod 2 are cographs of the form $(K_n \sqcup K_m) \nabla K_r$. We use $G_1 \sqcup G_2$ to denote the disjoint union of $G_1$ and $G_2$. We give complete criteria—depending on the embedding of the adjacency matrices within the determinant Hosoya triangle mod 2—for these graphs to be integral. Thus, one of the main results of this paper states that a graph $(K_n \sqcup K_m) \nabla K_r$ is integral if and only if $2nr = pq$ and $n-1 = p-q$ for some $p, q \in \mathbb{Z}_{>0}$.

Finally, we present a discussion on graphs associated to the Hosoya triangle, a triangular array where the entries are products of Fibonacci numbers.

2 Graphs from matrices in combinatorial triangles

In this section we discuss three families of graphs originated from matrices embedded in the determinant Hosoya triangle.

2.1 Determinant Hosoya triangle

The determinant Hosoya triangle is a triangular array with entries $\{H_{r,k}\}_{r,k \geq 0}$ (taken from left to right) defined recursively by

$$H_{r,k} = H_{r-1,k} + H_{r-2,k} \quad \text{and} \quad H_{r,k} = H_{r-1,k-1} + H_{r-2,k-2},$$

with initial conditions $H_{1,1} = 0$, $H_{2,1} = H_{2,2} = 1$, and $H_{3,2} = 3$ where $r > 1$ and $1 \leq k \leq r$ (see Figure 1 on Page 258). The triangle can also be obtained from the generating function $(x + y + xy)/(1-x-x^2)(1-y-y^2)$ (originally discovered by Sloane [27], see A108038).

Equivalent definitions for the entries of this triangle are:

$$H_{r,k} := F_{k-1}F_{r-k+2} + F_kF_{r-k},$$

which is a variation of $F_{k+r} = F_{k-1}F_n + F_kF_{n+1}$ (this identity gives rise to Fibonomial triangle, see Vajda [29]).

The entry is also a determinant (a formal proof of these two facts are in [6, 7])

$$H_{r,k} = \begin{vmatrix} F_{k+1} & F_k \\ F_{r-k+1} & F_{r-k-2} \end{vmatrix}.$$

We now present a result on the divisibility property of the entries of the determinant Hosoya triangle. Note that for every positive $m$, the entries of $(3m + 1)$-th row of $\mathcal{H}$ are always even numbers.

Proposition 2.1. If $r, k \in \mathbb{Z}_{>0}$, then these hold
1. $F_{\gcd(k+1,r+2)}$ and $F_{\gcd(k,r+2)}$ divide

\[
H_{r,k} = \begin{vmatrix} F_{k+1} & F_k \\ F_{r+k} & F_{r-k+2} \end{vmatrix},
\]

2. if $r = 3t + 1$ for $t > 1$ and $1 \leq k \leq \lfloor (r+1)/2 \rfloor$, then

\[
H_{r,k} = \begin{vmatrix} F_{k+1} & F_k \\ F_{r+k} & F_{r-k+2} \end{vmatrix} \text{ is even.}
\]

**Proof.** Part (1). Since $\gcd(F_k, F_{k+1}) = \gcd(F_{r-k+2}, F_{r-k+1}) = 1$,

\[
\gcd(F_{k+1}F_{r-k+2}, F_kF_{r-k+1}) = \gcd(F_{k+1}, F_{r-k+1}) \gcd(F_k, F_{r-k+2})
\]

\[
= \gcd(k+1,r-k+1) \gcd(k,r-k+2)
\]

\[
= \gcd(k+1, r+2) - (k+1) \gcd(k,r+2) - k
\]

\[
= \gcd(k+1, r+2) \gcd(k,r+2).
\]

Part (2). We prove this part using three cases namely, $k = 3m, k = 3m + 1,$ and $k = 3m + 2$. If $k = 3m$ or $k = 3m + 2$ for $m > 1$, then using Part (1) with $r = 3t + 1$, we see that $F_3 = 2$ is a factor of $H_{r,k}$. Thus, $H_{r,k}$ is even.

We now prove the case for $k = 3m + 1$ and $r = 3t + 1$. Note that $F_{k+1}F_{r-k+2} = F_{3m+2}F_{3t-3m+2}$. Rewriting $F_{3m+2}F_{3t-3m+2}$ as $F_{3m+2}F_{3t-m+2}$ we see that $F_{k+1}F_{r-k+2}$ is always odd. Similarly, we can see that $F_kF_{r-k+1} = F_{3m+1}F_{3t-m+1},$ which is always odd. Hence, $H_{r,k} = F_{k+1}F_{r-k+2} - F_kF_{r-k+1}$ is even.

\[\square\]

### 2.2 Graphs from symmetric matrices

In this section we explore the properties of the graphs from symmetric matrices embedded in $\mathcal{H} \mod 2$. Note that we are going to analyze the graphs that arise from the triangle in Figure 1. Replacing the median of this triangle, namely $(0, 3, 5, 16, \ldots)$ by $(0, 0, 0, \ldots)$, the new triangle mod 2, gives rise to a graph without loops.

We start with the definition of a symmetric matrix $S_w$, $w \in \mathbb{Z}_{\geq 0}$ within $\mathcal{H}$,

\[
S_w = \begin{bmatrix} H_{1,1} & H_{2,1} & H_{3,1} & \cdots & H_{w,1} \\
H_{2,2} & H_{3,2} & H_{4,2} & \cdots & H_{w+1,2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
H_{w,w} & H_{w+1,w} & H_{w+2,w} & \cdots & H_{2w-1,w} \end{bmatrix}_{w \times w}.
\]  

(3)

The matrix $S_w$ can be written as the sum of two rank one matrices. Therefore, the rank of $S_w$ is at most 2. Thus, $S_w$ has the form $u_1^T v_1 + u_2^T v_2$, where $u_1, v_1, u_2, v_2$ are column vectors with consecutive Fibonacci numbers. These can be seen located along the sides of $\mathcal{H}$ in Figure 1. Note that the entries of the matrix $S_w \mod 2$ are $s_{ij} = H_{i,j} \mod 2$ for $1 \leq i, j \leq w$. For example, the matrix $S_7$ given in (1) on Page 258 is equal to this matrix.

\[
S_7 = \begin{bmatrix} 0 \\ 1 \\ 1 \\ 2 \\ 3 \\ 5 \\ 8 \end{bmatrix} + \begin{bmatrix} 1 \\ 2 \\ 3 \\ 5 \\ 8 \\ 13 \\ 21 \end{bmatrix}_{7 \times 1}.
\]
Let $K^*_t$ be the complete graph on $t$ vertices with loops at each vertex and recall that $K_t$ is the empty graph on $t$ vertices. We show that the graph obtained from the symmetric matrix $S_w$ mod 2 is given by

$$S_w^* = \begin{cases} (K^*_t \cup K^*_t) \backslash K_t, & \text{if } w = 3t; \\ (K^*_t \cup K^*_t) \backslash K_{t+1}, & \text{if } w = 3t + 1; \\ (K^*_t \cup K^*_t) \backslash K_{t+1}, & \text{if } w = 3t + 2. \end{cases} \quad (4)$$

For simplicity, we use $S_{nmr}^*$ to denote the graph $(K_n \cup K_m) \backslash K_r$ (again for simplicity, we do not use $S_{n,m,r}^*$ that is more natural). Therefore, $S_{3t}^*$ denotes the graph when $w = 3t$, $S_{3t+1}^*$ is the graph when $w = 3t + 1$, and $S_{3t+2}^*$ is the graph when $w = 3t + 2$ (see Figure 3).

**Proposition 2.2.** Let $S_w^*$ be as given in (4). Then the graph of $S_w$ mod 2 is $S_w^*$.

**Proof.** We prove that for $w = 3t + 1$, the graph from the matrix is given by $S_{3t+1}^*$, the proof for the cases when $w = 3t$ or $3t + 2$ are similar so we omit them.

Let us consider the matrix $S_w$ mod 2 for $w = 3t + 1$. First we establish this notation: we denote by $u_{ij}$ those vertices of the graph $S_{3t+1}^*$ that correspond to the entries of the $i$-th row and $j$-th column of $S_w$ mod 2 for $i, j = 3k, 1 \leq k \leq t - 1$ (see Figure 3). Similarly, we denote by $v_{ij}$ the vertices corresponding to entries in the $i$-th row and $j$-th column for $i, j = 3k + 1, 1 \leq k \leq t - 1$ and by $z_{ij}$ we denote the vertices corresponding to entries in the $i$-th row and $j$-th column for $i, j = 3k + 1, 1 \leq k \leq t$. Using these notation, it is clear that $S_{3t+1}^* = G_1 \backslash G_2$, such that $G_1$ is the union of two complete graphs each of order $t$ on vertices $\{u_{ij}\}_{1 \leq i\leq j \leq t}$ and $\{v_{ij}\}_{1 \leq i\leq j \leq t}$ while $G_2 = K_{t+1}$, the empty graph on the vertices $\{z_{ij}\}_{1 \leq i\leq j \leq t+1}$. \qed

![Figure 3: Matrix $S_7$ mod 2 and its graph $S_7^*$.](image)

Note that, for some results in this paper we also use the graph $\mathcal{G}_w = S_w^* \backslash \{\text{all loops}\}$, that is the graph obtained in Proposition 2.2 but without loops. If $K_t$ represents the complete graph (with no loops at any vertex), then the graph $\mathcal{G}_w$ is defined as:

$$\mathcal{G}_w = \begin{cases} (K_t \cup K_t) \backslash K_t, & \text{if } w = 3t; \\ (K_t \cup K_t) \backslash K_{t+1}, & \text{if } w = 3t + 1; \\ (K_t \cup K_{t+1}) \backslash K_{t+1}, & \text{if } w = 3t + 2. \end{cases} \quad (5)$$

Once again for simplicity we use the notation $\mathcal{G}_{3t}$ for the graph without loops when $w = 3t$, and similarly, for $w = 3t + 1$, we use $\mathcal{G}_{3t+1}$, while for $w = 3t + 2$, we use the notation $\mathcal{G}_{3t+1}^{(t+1)}$ for the graph without loops. See Table 1 for some examples of this type of graphs. Andrew Howroyd A338104 suggested that $\mathcal{G}_w = (E, V)$ where $V = \{v_0, \ldots, v_{w-1}\}$ and $E = \{v_iv_j : i + j \not\equiv 0 \mod 3, \text{ and } i < j\}$.

Note that the empty graph describes the minimum dominating set of the graph $\mathcal{G}_w$. 
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Table 1: Graphs of $G_w$.

| $t$ | 3$t$ | 3$t$ + 1 | 3$t$ + 2 |
|-----|------|----------|----------|
| 2   | ![Graph](image1)
| 3   | ![Graph](image2)
| 4   | ![Graph](image3) |

It is clear from the definition of join of graphs that $G_{nmr} = (K_n \cup K_m) \vee K_r$ is connected for $n, m, r > 0$. It is easy to verify that a connected graph is $d$-regular if and only if the largest eigenvalue is $d$ and $[1, 1, \ldots, 1]$ is an eigenvector of the graph. We use this result to show that the graph $G_{3t(t+1)}$ is regular.

In many papers, $\Delta$ and $\delta$ are used to denote the maximum and minimum degree of a graph, we use the same notation in the following results.

A cograph is defined recursively as follows: any single vertex graph is a cograph, if $G$ is a cograph, then so is its complement graph $\overline{G}$, and if $G_1$ and $G_2$ are cographs, then so is their disjoint union $G_1 \sqcup G_2$. Equivalently, a cograph is a graph which does not contain the path on 4 vertices as an induced subgraph [11]. The proof to the following proposition is straightforward and we omit it.

**Proposition 2.3.** The graphs $G_w$ and $G_{w}$, as defined in (4) and (5), are cographs.

Now we give some consequences of this proposition. Royle [26] proves that the rank of a cograph $X$ is equal to the number of distinct non-zero rows of its adjacency matrix. Using this result we have as corollaries of Proposition 2.3 these results. The rank of the adjacency matrix of $G_{3t(t+1)}$ is $2(t+1)$; the rank of the adjacency matrix of $\overline{G}_{3t}$ is $2t + 1$; and the rank of the adjacency matrix of $G_{3t(t+1)}$ is $2t + 1$.

Two vertices are *duplicate* if their open neighborhoods are the same [5]. Two vertices in $\overline{G}_t$ or $G_{t+1}$ with $t > 1$, are duplicate vertices of a graph $G_w$ as in (5). Therefore, by [5, 26] we know that 0 is an eigenvalue of $G_w$ (similarly we have that $-1$ is an eigenvalue of $G_w$) see Proposition 3.4 for the whole set of eigenvalues.

In the following part we present families of regular and almost-regular connected graphs and their characteristics.

**Theorem 2.4.** The graph $G_w$ is regular if and only if $w = 3t + 1$. Moreover, $G_{3t(t+1)}$ is $2t$-regular.

**Proof.** First we show that the graph $G_{3t(t+1)}$ is regular. The adjacency matrix of $G_{3t(t+1)}$ is $A = [a_{ij}]$, where $a_{ii} = 0$ and $a_{ij} = \begin{vmatrix} F_{i+1} & F_i \\ F_j & F_{j+1} \end{vmatrix}$ mod 2 for $i \neq j$. Therefore,

$$a_{ij} = \begin{cases} (F_{i+1}F_{j+1} - F_iF_j) \mod 2, & \text{for } i \neq j; \\ 0, & \text{for } i = j. \end{cases}$$

**Claim.** The entry $a_{ij}$ of $A$, where $a_{ij} \in \xi = \{a_{1,3k+1}, a_{2,3k}, a_{3,3k-1}, \ldots, a_{3k+1,1}\}$, is equal to 0 mod 2 for $1 \leq k \leq t$ and 1 otherwise. (Sometimes we use $a_{ij}$ instead of $a_{ij}$ to avoid ambiguities.)

Proof of Claim. Consider the entry $a_{i,3k+2} = F_{i+1}F_{3k+2-i+1} - F_{3k+2-i}$. We prove the claim by three cases, $i = 3s - 1$, $i = 3s$, and $i = 3s + 1$ for $s > 1$. Indeed, if $i = 3s - 1$ it is easy to see that $F_{\gcd(i,3k+2-i)}$ and...
F_{gcd(i,3k+2-i)} divide \(a_{i,3k+2-i}\), and \(F_{gcd(i+1,3k+2-i)}\) is even (every third Fibonacci number is even). If \(i = 3s\), then in this case also \(F_{gcd(i,3k+2-i)}\) and \(F_{gcd(i+1,3k+2-i)}\) divide \(a_{i,3k+2-i}\) and \(F_{gcd(i,3k+2-i)}\) is even. Finally, if \(i = 3s + 1\), by Proposition 2.1, \(a_{i,3k+2-i}\) is even. However, the other entries \(a_{ij}\) of \(A\) for \(a_{ij} \notin \xi\) are odd. The matrix \(A\) is therefore of the form

\[
A = \begin{bmatrix}
A(K_t) & 0 & J^T \\
0 & A(K_t) & J\\
J & A(K_{t+1}) & (3t+1)(3t+1)
\end{bmatrix}
\]

where \(A(K_t)\) and \(A(K_{t+1})\) are the adjacency matrices of the complete graphs \(K_t\) and \(K_{t+1}\) and \(J = [j_{it}]_{(t+1) \times t}\) with \(j_{it} = 1\) for \(1 \leq i \leq t + 1\) and \(1 \leq l \leq t\) (\(J\) is the matrix of \(1\)’s).

From \(A\) we see that the graph is connected. It is easy to verify that \(\lambda = 2t\) is the largest eigenvalue of the \(A\) and that \([1, 1, \ldots, 1]_{3t+1}\) is an eigenvector of \(A\). This proves that \(\mathcal{G}_{tt(t+1)}\) is a \(2t\)-regular graph.

Conversely, we show that if \(w \neq 3t + 1\), then \(\mathcal{G}_w\) is not regular. We prove this using cases.

**Case** \(w = 3t + 2\). By the definition of join of graphs we know that \(\mathcal{G}_{tt(t+1)}\) is connected with maximum degree \(\Delta = 2t + 1\) and minimum degree \(\delta = 2t\). The number of vertices of degree \(\Delta\) is \(2t\) while the number of vertices of degree \(\delta\) is \(t\). Since \(\Delta - \delta = 1\), \(\mathcal{G}_{tt(t+1)}\) is almost-regular.

**Case** \(w = 3t\). Recall that \(\mathcal{G}_{ttt}\) is connected and \(\Delta = 2t\) and \(\delta = 2t - 1\). The number of vertices of degree \(\Delta\) is \(t\) while the number of vertices of degree \(\delta\) is \(2t\). Once again, since \(\Delta - \delta = 1\), \(\mathcal{G}_{ttt}\) is almost-regular. This completes the proof.

We observe that the graph \(\mathcal{G}_{ttt}^\ast\) (defined in (4)) has loops at all vertices that have degree \(\delta = 2t - 1\). Similarly, the graph \(\mathcal{G}_{tt(t+1)(t+1)}^\ast\) has loops at all vertices that have degree \(\delta = 2t\). If we have \(\mathcal{G}_{tt(t+1)}^\ast\), then the entries of the diagonal \(a_{it}\) are even if \(i = 3k + 1\) for \(0 \leq k \leq t\). This implies that the number of loops in \(\mathcal{G}_{tt(t+1)}^\ast\) is \(2t\).

Note. The graph \(\mathcal{G}_{tt(t+1)}^\ast\) (defined in (5)) is not vertex transitive for \(t > 1\) and vertex transitive when \(t = 1\). The graphs \(\mathcal{G}_{tt(t+1)}^\ast\) with \(t > 1\) and \(\mathcal{G}_{tt(t+1)}^\ast\) with \(t \geq 1\), have two orbits each. In fact, in both cases the vertices of the graph that are part of \((K_t \cup K_{t+1})\), all belong to one orbit while the vertices of the empty graphs, are in a second orbit. In the case of the graph \(\mathcal{G}_{tt(t+1)(t+1)}^\ast\) with \(t \geq 1\), the vertices are split up into three orbits. The vertices of \((K_t \cup K_{t+1})\) that have degree \(2t\) are in the first orbit while the vertices of \((K_t \cup K_{t+1})\) that have degree \(2t + 1\) are all in the second orbit and finally, the vertices of the empty graph \(K_{t+1}\) are in the third orbit. This shows that these graphs are non-asymmetric.

## 3 Integral graphs

A graph is called integral if all its eigenvalues are integers. Now we summarize some results of Balińska et al. [2]. Let \(G_i\) be a graph with \(n_i\) vertices and \(r_i\) regularity for \(i = 1, 2\).

\(G_1 \nabla G_2\) is integral if and only if \(G_1\) and \(G_2\) are integral and \((r_1 - r_2)^2 + 4n_1n_2\) is a perfect square.

In 1980 Cvetković et al. [12] (see also [19]) proved that the characteristic polynomial \(P_{G_1 \nabla G_2}(\lambda)\) of \(G_1 \nabla G_2\) equals

\[
(-1)^{n_2} P_{G_1}(\lambda)P_{G_2}(\lambda - 1) + (-1)^{n_1} P_{G_1}(\lambda)P_{G_2}(\lambda - 1) - (-1)^{n_1 + n_2} P_{G_1}(\lambda - 1)P_{G_2}(\lambda - 1).
\]

In particular, if \(G_i\) is \(r_i\)-regular in the result above, then the characteristic polynomial of \(G_1 \nabla G_2\) is given by

\[
P_{G_1 \nabla G_2}(\lambda) = \frac{P_{G_1}(\lambda)P_{G_2}(\lambda)}{(\lambda - r_1)(\lambda - r_2)}((\lambda - r_1)(\lambda - r_2) - n_1n_2).
\]
Let $A(G_1)_{m \times m}$ and $A(G_2)_{n \times n}$ be the adjacency matrices of $G_1$ and $G_2$ and let $a, c \in \mathbb{R}^m$ and $b, d \in \mathbb{R}^n$, where $ad^T$ and $bc^T$ are matrices with 1’s as their entries. From Zhang et al. [30] (see also [19]), we know that the adjacency matrix of $G_1 \sqcup G_2$ is

$$M = \begin{bmatrix} A(G_1) & ad^T \\ bc^T & A(G_2) \end{bmatrix}. \tag{9}$$

In addition, if $\widetilde{A}_1 = ac^T - A(G_1)$ and $\widetilde{A}_2 = bd^T - A(G_2)$, then the characteristic polynomial of $M$ is given by

$$P_M(\lambda) = (-1)^m P_{\widetilde{A}_1}(-\lambda)P_{A(G_1)}(\lambda) + (-1)^n P_{A(G_2)}(\lambda)P_{\widetilde{A}_2}(-\lambda) - (-1)^{m+n} P_{\widetilde{A}_1}(-\lambda)P_{\widetilde{A}_2}(-\lambda). \tag{10}$$

### 3.1 An infinite family of integral graphs

In this section we give a more general result that will be important for proving results about the graphs embedded in the combinatorial triangles in this paper. In particular, we present the necessary and sufficient condition for the graph $G_{nmr} := (K_n \sqcup K_m) \searrow K_r$ to be integral.

The first three parts of the following lemma are well known. Since the characteristic polynomial is multiplicative under disjoint union of graphs, the last part of the lemma is a product of the characteristic polynomials of $K_n$ and $K_m$. So, we omit the complete proof of the lemma.

**Lemma 3.1.** If $n$ is a positive integer, then

1. the characteristic polynomial of $K_n$ is given by $p(\lambda) = (-1)^n(\lambda - (n - 1))^{m+1}$.
2. The characteristic polynomial of $K_{m,n}$ is given by $p(\lambda) = (-1)^{m+n}\lambda^{-2}(\lambda^2 - mn)$.
3. The characteristic polynomial of $K_r$ is given by $p(\lambda) = (-1)^n\lambda^n$.
4. The characteristic polynomial of $K_m \sqcup K_n$ is given by

$$p(\lambda) = (-1)^{m+n}(\lambda - (n - 1))(\lambda - (m - 1))(\lambda + 1)^{m+n-2}.$$

**Proposition 3.2.** Let $n, m, r \in \mathbb{Z}_{>0}$ and let $P(\lambda)$ be the characteristic polynomial of $G_{nmr}$.

1. If $n \neq m$, then $P(\lambda)$ is equal to

$$(-1)^{m+n+r}\lambda^{-r-1}(\lambda + 1)^{m+n-2}[\lambda^3 - (m + n - 2)\lambda^2 - ((m + n)(r + 1) - mn - 1)\lambda - ((m + n)r - 2mn)].$$
2. If $n = m > 1$, then

$$P(\lambda) = (-1)^{r}r^{r-1}(\lambda + 1)^{2(n-1)}(\lambda - (n - 1))(\lambda^2 - (n - 1)\lambda - 2nr).$$

Moreover, $G_{nmr}$ is integral if and only if $2nr = pq$ and $n - 1 = p - q$ for some $p, q \in \mathbb{Z}_{>0}$.

**Proof.** The proof of Part (2) is a direct application of Part (1), therefore, it is omitted. So, we prove Part (1). We start by computing the characteristic polynomial $P(\lambda)$ of $G_{nmr}$. In fact, to obtain $P(\lambda)$, we substitute the appropriate characteristic polynomials from Lemma 3.1 into (8).

Since $G_{nmr} := (K_n \sqcup K_m) \searrow K_r$, we set $G_1 := K_n \sqcup K_m$, $G_2 := K_r$ in (8). Therefore, their complement graphs are $\overline{G}_1 = K_{m,n}$ and $\overline{G}_2 = K_r$. This and Lemma 3.1 imply that

$$P_{\overline{G}_1}(\lambda - 1) = (\lambda + 1)^{m+n-2}((\lambda + 1)^2 - mn) \quad \text{and} \quad P_{\overline{G}_2}(\lambda - 1) = (\lambda + r)(\lambda - 1)^{r-1}.$$ 

Substituting this and $P_{\overline{G}_1}(\lambda)$, $P_{\overline{G}_2}(\lambda)$ (after applying Lemma 3.1) into (8) gives that $P(\lambda)$ is equal to

$$(-1)^{m+n+r}(\lambda + 1)^{m+n-2}\lambda^{-1}[(\lambda - n + 1)(\lambda - m + 1)(\lambda + r) + \lambda((\lambda + 1)^2 - mn) - (\lambda + r)((\lambda + 1)^2 - mn)].$$
Simplifying the polynomial further we obtain that $P(\lambda)$ is equal to

$\left(-1\right)^{m+n+r}n^{-1}(\lambda + 1)^{m+n-2}[\lambda^2 - (m + n - 2)\lambda^2 - ((m + n)(r + 1) - mn - 1)\lambda - r(m + n - 2mn)]$.

This completes the proof.

**Proposition 3.3.** Let $n, r \in \mathbb{Z}_0$. $G_{nnr}$ is integral if and only if $2nr = pq$ and $n - 1 = p - q$ for some $p, q \in \mathbb{Z}_0$.

**Proof.** Let $p, q \in \mathbb{Z}_0$ such that $pq = 2nr$ and $p - q = n - 1$. This implies that characteristic polynomial $P(\lambda)$ in Proposition 3.2 Part (1) has linear factors.

Conversely, if $G_{nnr} = (K_n \sqcup K_n)\setminus K_r$ with either $2nr \neq pq$ or $n - 1 \neq p - q$ for every $p, q \in \mathbb{Z}_0$, then $(\lambda^2 - (n - 1)\lambda - 2nr)$ does not have linear factors.

Another way to see why $G_{nnr}$ is integral, is as follows. Let us first note that $(K_n \sqcup K_n)$ is $(n - 1)$-regular with $2n$ vertices and $K_r$ is 0-regular with $r$ vertices. In addition, from [2, 4] we have that $(K_n \sqcup K_n)$ and $K_r$ are both integral. Therefore, substituting $(n - 1), 0$ and $2n$ into (7) or in the expression $(r_1 - r_2)^2 + 4n_1n_2$ shows that it is a perfect square. Therefore, $(r_1 - r_2)^2 + 4n_1n_2 = (n - 1)^2 + 8nr$. Since $pq = 2nr$ and $p - q = n - 1$ (for $p, q \in \mathbb{Z}_0$), we have $(n - 1)^2 + 8nr = (p + q)^2$. This proves that $G_{nnr}$ is integral.

### 3.2 Integral Graphs from Combinatorial Triangles

In this section we present several results that provide the criteria for the graphs given in (4) and (5), to be integral. In particular, we present families of integral and non-integral graphs with at most five distinct eigenvalues.

### 3.3 Graphs without loops

In this section we give characteristic polynomials of graphs with only linear factors over the set of integers. We also give characteristic polynomials of certain graphs that do not factor completely over the set of integers. Finally, we provide a necessary and sufficient for the graphs to be integral. Note that these graphs are defined in (5) on Page 261.

**Proposition 3.4.** For $t > 0$, these hold

(a) the characteristic polynomial of $S_{tt(t+1)}$ is given by

$$P(\lambda) = \begin{cases} 
\lambda^2(\lambda + 2)(\lambda - 2), & \text{if } t = 1; \\
\lambda^t(\lambda - 2t) ((\lambda + 1)^2 - t^2) (\lambda + 1)^{2(t-1)}, & \text{if } t > 1.
\end{cases}$$

(b) The characteristic polynomial of $S_{ttt}$ is given by

$$P(\lambda) = \begin{cases} 
\lambda^2(\lambda - 2), & \text{if } t = 1; \\
\lambda^{t-1}(\lambda + 1)^{2(t-1)}(\lambda - t + 1)(\lambda^2 - (t-1)\lambda - 2t^2), & \text{if } t > 1.
\end{cases}$$

(c) The characteristic polynomial of $S_{tt(t+1)(t+1)}$ is given by

$$P(\lambda) = \begin{cases} 
\lambda(\lambda + 1)(\lambda^3 - \lambda^2 - 6\lambda + 2), & \text{if } t = 1; \\
\lambda^t(\lambda + 1)^{2t-1}(\lambda^3 + (1 - 2t)\lambda^2 - (t^2 + 4t + 1)\lambda + (2t^2 - 1)(t + 1)), & \text{if } t > 1.
\end{cases}$$

The proof of Proposition 3.4 is straightforward from Proposition 3.2. The energy of a graph $G$ is the sum of the absolute values of the eigenvalues of $G$. A direct consequence of Proposition 3.4 Part (b) is that the energy of $S_{tt(t+1)}$ is $6t - 2$, for $t > 0$. 
We now give the proof for the necessary and sufficient condition for the graphs from the symmetric matrices in \(\mathcal{P}\) mod 2 to be integral. We start with a lemma that will be important for showing that \(S_{t+1}(t+1)\) and \(S_{t(t+1)(t+1)}\) are not integral graphs.

**Lemma 3.5.** If \(t \in \mathbb{Z}_0\), then these polynomials do not factor with monic linear factors in \(\mathbb{Z}[x]\)

\[
\begin{align*}
(a) \quad p_1(x) & = x^2 + (1 - t)x - 2t^2, \\
(b) \quad p_2(x) & = x^3 + (1 - 2t)x^2 - (t^2 + 4t + 1)x + (2t^3 + 2t^2 - t - 1), \\
(c) \quad p_3(x) & = x^2 - tx - 2t(t + 1), \\
(d) \quad p_4(x) & = x^3 - (2t + 1)x^2 - (t + 1)^2x + 2t(t + 1)^2.
\end{align*}
\]

**Proof.** Proof of Part (a). Since the discriminant of \(p_1(x)\) and \((1 - t)\) have distinct parity, using the quadratic formula we have that any root of the polynomial \(p_1(x)\) has two as the denominator.

Proof of Part (b). We prove this part by contradiction. Let us assume that \(q \in \mathbb{Z}\) is a root of \(p_2(x)\). So, \(q\) must divide the independent coefficient \((2t^3 + 2t^2 - t - 1) = (2t^2 - 1)(t + 1)\). Clearly, \(q \neq 0\) and \(1 \leq q \leq (2t^2 - 1)(t + 1)\).

Since \(p(q) = 0\), we have \(q^3 + (1 - 2t)q^2 - (t^2 + 4t + 1)q + (2t^3 + 2t^2 - t - 1) = 0\). Rewriting the cubic expression we have,

\[
q^3 + (1 - 2t)q^2 - (t^2 + 4t + 1)q + (1 - 2t^2)(t + 1) = 0.
\]  (11)

Now we consider the following five cases:

**Case** \(q = 1\). Substituting \(q = 1\) in (11) we obtain that \(1 - 6t - t^2 > (1 - 2t^2)(t + 1)\) if \(t > 1\). It is now easy to see that \(1 - 6t - t^2\) is greater than the right hand side of (11) for \(t > 1\).

**Case** \(1 < q < t + 1\). Since both \(q\) and \(t\) are integers, there is an integer \(h \geq 2\) such that \(t + 1 = q + h\). We now prove that, substituting \(q = t + 1 - h\) in (11) the left hand side of (11) is greater than its right hand side. Thus, \(q^3 + (1 - 2t)q^2 - (t^2 + 4t + 1)q = (1 - 2t^3 - 2t - 5t^2) - h^3 + 4h^2 - 4h + h^2t + 2ht^2\). We observe that for \(h \geq 2\), \((1 - 2t^3 - 2t - 5t^2) - h^3 + 4h^2 - 4h + h^2t + 2ht^2 \geq (1 - 2t^3 - 2t - 5t^2) + 4t + 4t^2\).

It is easy to check that,

\[
(1 - 2t^3 - 2t - 5t^2) + 4t + 4t^2 = 1 - 2t^3 - t^2 > 1 - 2t^3 - 2t^2 + t \quad \text{for} \quad t > 1.
\]

**Case** \(q = t + 1\). Substituting \(q = t + 1\) in the left hand side of (11) we obtain \(1 - 2t^3 - 2t - 5t^2\). It is once again easy to see that \(1 - 2t^3 - 5t^2 - 2t < 1 - 2t^3 - 2t^2 + t \quad \text{for} \quad t > 1\).

**Case** \((t + 1) < q \leq (2t - 1)\). Here we claim that the left side of (11) is less than the right side. To prove this we observe that since \(q \leq 2t - 1\),

\[
q^3 + (1 - 2t)q^2 - (t^2 + 4t + 1)q \leq (1 + 2t - 7t^2 - 2t^3).
\]

Next we observe that \(1 + 2t - 7t^2 - 2t^3 < 1 - 2t^3 - 2t^2 + t \quad \text{for} \quad t > 1\).

**Case** \(q > (2t - 1)\). Let \(q = 2t - 1 + h\) where \(h \geq 1\) is an integer. We prove that the left hand side of (11) is greater than its right hand side. Indeed, substituting \(q = 2t - 1 + h\) in the left hand side of (11) and simplifying we obtain

\[
q^3 + (1 - 2t)q^2 - (t^2 + 4t + 1)q = (1 + 2t - 7t^2 - 2t^3) + h^3 - 2h^2 + 4h^2t - 8ht + 3ht^2.
\]

Next we observe that for \(h \geq 2\),

\[
(1 + 2t - 7t^2 - 2t^3) + h^3 - 2h^2 + 4h^2t - 8ht + 3ht^2 \geq (1 + 2t - 7t^2 - 2t^3) + 6t^2.
\]

Finally, it is easy to check that

\[
(1 + 2t - 7t^2 - 2t^3) + 6t^2 = 1 - 2t^3 - t^2 + 2t + 1 - 2t^3 - 2t^2 + t \quad \text{for} \quad t > 1.
\]

This completes the proof.

Proof of Part (c). It is straightforward using the quadratic formula. Observe that the discriminant of \(p_3(x)\) is between two consecutive perfect squares, for \(t > 0\). Thus, \((3t + 1)^2 < 9t^2 + 8t < (3t + 2)^2\).
Proof of Part (d). Suppose, by contradiction, that \( q \in \mathbb{Z} \) is a root of \( p_4(x) \). Therefore, \( q \) divides the independent coefficient of \( p_4(x) \). Thus \( p \mid 2t(t+1)^2 \). (Clearly, \( q \neq 0 \) and \( 1 \leq |q| \leq 2t(t+1)^2 \).) This implies that, \( q^3 - (2t+1)q^2 - (t+1)^2q + 2t(t+1)^2 = 0 \). Adding \((t+1)^2\) to either side of this equation and factoring the left hand side we have
\[
(q - (2t+1))(q^2 - (t+1)^2) = (t+1)^2.
\]

We now consider the following four cases.

**Case** \( q = \pm t + 1 \), or \( q = \pm t \). Substituting \( q = \pm t + 1 \) in (12) gives that the left side equals zero. That is a contradiction, because the right side is non-zero. It is also easy to see that substituting \( q = \pm t \) in (12) we obtain a similar contradiction.

**Case** \((t+1) < |q| < (2t+1)\). Since \( |q| = 2t+1 \), \( q^2 - (t+1)^2 \) is not integral. Therefore, \( q^2 - (t+1)^2 \) is not integral and \((t+1)^2 \) is not an integer. Therefore, \( q = \pm t \) is a contradiction. Thus, \( q = \pm t \) is not integral.

**Case** \((t+1) < |q| < (2t+1)\). Since \(|q| = 2t+1\), \( q^2 - (t+1)^2 \) is not integral and \((t+1)^2 \) is not an integer. Therefore, \( q = \pm t \) is a contradiction. Thus, \( q = \pm t \) is not integral.

We now consider the following four cases.

**Case** \((t+1) < |q| < (2t+1)\). Substituting \( q = \pm t \) in (12) gives that the left side equals zero. That is a contradiction, because the right side is non-zero. It is also easy to see that substituting \( q = \pm t \) in (12) we obtain a similar contradiction.

**Case** \((t+1) < |q| < (2t+1)\). Since \(|q| = 2t+1\), \( q^2 - (t+1)^2 \) is not integral and \((t+1)^2 \) is not an integer. Therefore, \( q = \pm t \) is a contradiction. Thus, \( q = \pm t \) is not integral.

We now consider the following four cases.

**Case** \((t+1) < |q| < (2t+1)\). Substituting \( q = \pm t \) in (12) gives that the left side equals zero. That is a contradiction, because the right side is non-zero. It is also easy to see that substituting \( q = \pm t \) in (12) we obtain a similar contradiction.

**Case** \((t+1) < |q| < (2t+1)\). Since \(|q| = 2t+1\), \( q^2 - (t+1)^2 \) is not integral and \((t+1)^2 \) is not an integer. Therefore, \( q = \pm t \) is a contradiction. Thus, \( q = \pm t \) is not integral.

**Case** \((t+1) < |q| < (2t+1)\). Substituting \( q = \pm t \) in (12) gives that the left side equals zero. That is a contradiction, because the right side is non-zero. It is also easy to see that substituting \( q = \pm t \) in (12) we obtain a similar contradiction.

**Case** \((t+1) < |q| < (2t+1)\). Since \(|q| = 2t+1\), \( q^2 - (t+1)^2 \) is not integral and \((t+1)^2 \) is not an integer. Therefore, \( q = \pm t \) is a contradiction. Thus, \( q = \pm t \) is not integral.

Proposition 3.6. Let \(\mathcal{S}_w\) be as in (5) on Page 261. The graph \(\mathcal{S}_w\) is integral if and only if \(w = 3t + 1\).

**Proof.** We first prove the necessity of \(w\) for \(\mathcal{S}_w\) by contradiction. Suppose that \(\mathcal{S}_w\) is integral and that \(w \neq 3t + 1\). Therefore, \(w = 3t \) or \(w = 3t + 2\). However, by Proposition 3.4 parts (b) and (c), and Lemma 3.5, we know that the characteristic polynomials in both cases do not have all integer roots. Therefore, \(\mathcal{S}_t\) and \(\mathcal{S}_{t+1}\) are not integral. That is a contradiction. Thus, \(w = 3t + 1\).

Now we use cases to prove the sufficiency of \(w\) for \(\mathcal{S}_w\).

**Case** \(w = 3t + 2\). Using Proposition 3.4 Part (c) and Lemma 3.5 Part (b) it is clear that \(\mathcal{S}_{t+1}\) is not an integral graph.

**Case** \(w = 3t + 1\). We analyze the first line in (5). That is, the graph \(\mathcal{S}_t = (K_t \cup K_t) \setminus K_t\). We know that the complete graph \(K_t\) is integral and regular, therefore \((K_t \cup K_t)\) is integral and regular. In addition, the empty graph \(K_t\) is integral and regular.

Substituting \(r_1 := (t - 1)\) and \(r_2 := 0\) (the regularities) and \(n_1 := 2t\) and \(n_2 := t\) (the number of vertices of \((K_t \cup K_t)\) into (7), we have that, \((r_1 - r_2)^2 + 4n_1 n_2 = 9t^2 - 2t + 1\). Note that \((3t - 1)^2 > 9t^2 - 2t + 1 > (3t)^2\) for \(t > 0\). Thus, \(9t^2 - 2t + 1\) is between two consecutive squares. So it is not a perfect square for \(t > 0\). This proves that \(\mathcal{S}_t\) is not an integral graph.

**Case** \(w = 3t + 1\). We analyze the second line in (5). That is, the graph \(\mathcal{S}_{t+1} = (K_t \cup K_t) \setminus K_{t+1}\). Since \((K_t \cup K_t)\) and \(K_{t+1}\) are integral and regular, we have that substituting \(r_1 := (t - 1)\) and \(r_2 := 0\) (the regularities) and \(n_1 := 2t\) and \(n_2 := t + 1\) (the number of vertices of \((K_t \cup K_t)\) and \(K_{t+1}\) into (7) we obtain \((r_1 - r_2)^2 + 4n_1 n_2 = (3t + 1)^2\), a perfect square. This implies that \(\mathcal{S}_{t+1}\) is an integral graph.

Note. Since \(G_1 := K_t \cup K_t\) and \(G_2 := K_t\) are both regular using [4, Table 2] we have that \(\mathcal{S}_t\) is integral and that \(\mathcal{S}_{t+1}\) is not integral. These give alternative proofs for Case \(w = 3t + 1\) and Case \(w = 3t\) in the previous proof. However, for \(\mathcal{S}_{t+1}\) we cannot use the result from [4, Table 2].

### 3.4 Graphs with loops

Let us recall that in Proposition 2.2 on Page 261 we showed that the graphs from \(\mathcal{S}_w\) mod 2 for \(w = 3t + r\), \(0 \leq r \leq 2\) are given by \(\mathcal{S}_t\), \(\mathcal{S}_{t+1}\) and \(\mathcal{S}_{t+1}(t+1)\) (defined in (4) on Page 261). In this section we provide the characteristic polynomials of these graphs. We also provide a necessary and sufficient condition for the graphs to be integral, this will be given as the proof of Theorem 3.8.
We start the section with two lemmas that will be important for showing that the characteristic polynomials of $S_{tt(t+1)}^*$ and $S_{tt(t+1)(t+1)}^*$ do not have all integer roots.

**Proposition 3.7.** If $t > 0$, then

1. The characteristic polynomial of $S_{tt(t+1)}^*$ is given by
   \[ P^*(\lambda) = (-1)^{3t} \lambda^3 (\lambda - 2t) (\lambda^2 - t^2). \]

2. The characteristic polynomial of $S_{tt(t+1)}^*$ is given by
   \[ P^*(\lambda) = (-1)^{3t+1} \lambda^{3t-2} (\lambda - t) (\lambda^2 - t^2). \]

3. The characteristic polynomial of $S_{tt(t+1)(t+1)}^*$ is given by
   \[ P^*(\lambda) = (-1)^{3t+2} \lambda^{3t-1} (\lambda^3 - (2t + 1) \lambda^2 - (t + 1)^2 \lambda + 2t(t + 1)^2). \]

**Proof.** We prove part (1), the proof of parts (2) and (3) are similar (using Lemma 3.5) so we omit them. We start by observing that the adjacency matrix of $S_{tt(t)}^*$, (using (9) on Page 264) is given by
\[
A(S_{tt(t)}^*) = \begin{bmatrix}
A(K_t^I \cup K_t^I) & ad^T \\
b c^T & A(K_t)
\end{bmatrix},
\]
(13)
where $A(K_t^I \cup K_t^I)$ is the adjacency matrix of $(K_t^I \cup K_t^I)$, $A(K_t)$ is the adjacency matrix of $K_t$, $a^T = [1, 1, \ldots, 1]_{1 \times 2t}$, $b^T = [1, 1, \ldots, 1]_{1 \times t}$, $c = [1, 1, \ldots, 1]_{2t \times 1}$, and $b = d$. Therefore, $ad^T$ and $bc^T$ are both rectangular matrices of orders $2t \times t$ and $t \times 2t$, respectively where all their entries are 1. Next we observe that the characteristic polynomial of $A(S_{tt(t)}^*)$ is given by (10) on Page 264. Note that $\tilde{A}(K_t^I \cup K_t^I) = ac^T = A(K_t^I \cup K_t^I)$ is the adjacency matrix of the complete bipartite graph $K_{t,t}$. From Lemma 3.1 Part (2) we have that the characteristic polynomial of $\tilde{A}(K_t^I \cup K_t^I)$ is given by $(-1)^{2t} \lambda^{2t-2} (\lambda^2 - t^2)$. Similarly, we obtain that the characteristic polynomial of $\tilde{A}(K_t) = bd^T = A(K_t)$ is given by $(-1)^t \lambda^{t-1} (\lambda - t)$. Finally, using similar techniques as described above, we see that the characteristic polynomials of $A(K_t^I \cup K_t^I)$ and $A(K_t)$ are given by $(-1)^{2t} \lambda^{2t-1} (\lambda - t)^2$ and $(-1)^t \lambda^t$, respectively. Substituting all these characteristic polynomials in (10) on Page 264 and simplifying, we have that the characteristic polynomial $P^*(\lambda)$ of $A(S_{tt(t)}^*)$, is given by
\[
(-1)^{3t} [(\lambda)^{2t-2} (\lambda^2 - t^2) \lambda^t + (-1)^t \lambda^{3t-2} (\lambda - t)^2 (\lambda^2 - t^2) - (1)^{3t} (\lambda)^{2t-2} (\lambda^2 - t^2) (\lambda^t - 1) (\lambda - t)]
\]
Simplifying further we obtain $P^*(\lambda) = (-1)^{3t} \lambda^{3t-1} (\lambda - 2t) (\lambda^2 - t^2) \lambda^t$.

It is clear from Proposition 3.7 Part (1), that the characteristic polynomial of $S_{tt(t)}^*$ has only integral roots. It is also clear from Proposition 3.7 Parts (2) and (3), the characteristic polynomials for $S_{tt(t+1)}^*$ and $S_{tt(t+1)(t+1)}^*$ do not have all integral roots.

**Theorem 3.8.** The graph $S_{tt(t)}^*$ is integral if and only if $w = 3t$ with $t \geq 1$.

**Proof.** The proof that $S_{tt(t)}^*$ is integral when $w = 3t$ is straightforward from Proposition 3.7 Part (1). The proof of the fact that $S_{tt(t)}^*$ is not integral when $w = 3t + 1$ and $w = 3t + 2$, follows from Proposition 3.7 Parts (2) and (3).

### 3.5 Laplacian Characteristic Polynomials

The Laplacian of a graph $G$ is the difference of the diagonal matrix of the vertex degrees of $G$ and the adjacency matrix of $G$ (it is also known as Kirchhoff matrix). The graph $G$ is called Laplacian integral if all eigenvalues
of its Laplacian matrix are integers. Morris in [24] proves that a cograph is Laplacian integral. Therefore, the graphs $G_w$ and $G_w$, as defined in (4) and (5) on Page 261, are Laplacian integral. The following proposition presents the Laplacian characteristic polynomial of these graphs.

**Proposition 3.9.** For $t > 0$ these hold

1. The Laplacian characteristic polynomial of $G_{tt}$ is given by
   \[
   L_w(\lambda) = (-1)^t \lambda (\lambda - 0)(\lambda - 3t)(\lambda - 2t)^{3(t-1)}.
   \]

2. The Laplacian characteristic polynomial of $G_{tt+1}$ is given by
   \[
   L_w(\lambda) = (-1)^{t+1} \lambda (\lambda - (t + 1))(\lambda - (3t + 1))(\lambda - 2t)^t(\lambda - (2t + 1))^{2(t-1)}.
   \]

3. The Laplacian characteristic polynomial of $G_{t(t+1)}$ is given by
   \[
   L_w(\lambda) = (-1)^t \lambda (\lambda - (t + 1))(\lambda - (3t + 2))(\lambda - 2(t + 1))^t(\lambda - (2t + 1))^{2t-1}.
   \]

The rest of the discussion in this section is oriented to clarify the results stated in Corollaries 3.10 and 3.11 and equation (14). For the remaining part of the section we use $G$ to represent a connected graph with $n$ vertices. From [28, Corollary 9.10] or [12] we know that the number of spanning trees of $G$ is given by the product of all non-zero eigenvalues of the Laplacian of $G$, divided by $n$. This and Proposition 3.9 imply Corollary 3.10.

**Corollary 3.10.** If $\tau(G_w)$ represent the number of spanning trees of $G_w$, then

1. $\tau(G_{tt}) = 2^{3(t-1)}3^{t-2}$.
2. $\tau(G_{tt+1}) = (2t)^t(t + 1)(2t + 1)^{2(t-1)}$.
3. $\tau(G_{t(t+1)}) = (t + 1)(2t + 2)^t(2t + 1)^{2t-1}$.

Whoever familiar with the Kirchhoff index of a graph $G$, denoted by $Kf(G)$, knows that $Kf(G)$ is the sum of the reciprocals of non-zero eigenvalues of the Laplacian of $G$ multiplied by $n$ (see [23, 25]). This and Proposition 3.9 imply Corollary 3.11.

**Corollary 3.11.** If $Kf(G_w)$ represent Kirchhoff index of $G_w$, then

1. $Kf(G_{tt}) = (9t - 1)/2$.
2. $Kf(G_{tt+1}) = (18t^3 + 31t^2 + 10t + 1)/(4t^2 + 6t + 2)$.
3. $Kf(G_{t(t+1)}) = (18t^3 + 37t^2 + 20t + 2)/(4t^2 + 6t + 2)$.

The following result is a direct application of a result from Liu et al. [22] and Corollary 3.11. This part was suggested by an anonymous referee. Let $RT(G)$ be the graph resulting of attaching a triangle to every vertex of $G$ and replacing every edge of $G$ by a triangle (see [22, Theorem 4.4]). Then this holds

$$
Kf(RT(G_{tt+1})) = \frac{54t^6 + 441t^5 + 1355t^4 + 1950t^3 + 1325t^2 + 341t + 30}{12t^2 + 18t + 6}.
$$

(14)

### 4 Complement Graphs and their characteristics

In this section we study the nature of the complements $\overline{G}_w$ of the graphs $G_w$, for $w = 3t + r$ where $0 \leq r \leq 2$, given in (5) on Page 261. Specifically we prove that the complement graph $\overline{G}_w$ of $G_w$ is the union of two graphs,
namely a complete graph and a complete bipartite graph. We also show that \( \overline{G} \) is integral with five distinct eigenvalues while \( \overline{G^t} \) is integral with four distinct eigenvalues. In the case of \( \overline{G^t} \), it is not integral but has five distinct eigenvalues. We use the classic notation \( K \) for the complete graph and \( K_{i,j} \) for complete bipartite graph. If \( w = 3t + r \), where \( 0 \leq r \leq 2 \), then

\[
\overline{G_w} = \begin{cases} 
K_{t,t} \cup K_t, & \text{if } r = 0; \\
K_{t,t} \cup K_{t+1}, & \text{if } r = 1; \\
K_{t,t+1} \cup K_{t+1}, & \text{if } r = 2.
\end{cases}
\] (15)

Note that (15) is in fact the complement of (5). That is, if \( r = 0 \) (when \( r \in \{1, 2\} \), it is similar), the complement of \( G_w \) is given by the disjoint union of the complements of \( (K_t \cup K_t) \) and \( K_t \) (see [4]). Therefore, \( \overline{G_w} = K_{t,t} \cup K_t \) since the complement of \( (K_t \cup K_t) \) is \( K_{t,t} \) and the complement of \( K_t \) is \( K_t \).

**Theorem 4.1.** Let \( w = 3t + r \) with \( r \in \{0, 1, 2\} \) and \( t > 0 \) and let \( \overline{G_w} \) be as defined in (15). Then these hold

1. if \( r = 0 \), then \( \overline{G_w} \) is an integral graph with five distinct eigenvalues and characteristic polynomial

\[
\overline{P}(\lambda) = \lambda^{2(t-1)}(\lambda^2 - t^2)(\lambda - t + 1)(\lambda + 1)^{t-1}.
\]

2. If \( r = 1 \), then \( \overline{G_w} \) is an integral graph with four distinct eigenvalues and characteristic polynomial

\[
\overline{P}(\lambda) = \lambda^{2(t-1)}(\lambda - t)^2(\lambda + t)(\lambda + 1)^t.
\]

3. If \( r = 2 \), then \( \overline{G_w} \) is not an integral graph but it does have five distinct eigenvalues and the stated characteristic polynomial

\[
\overline{P}(\lambda) = \lambda^{2t-1}(\lambda - t)(\lambda + 1)^t(\lambda^2 - t(t + 1)).
\]

**Proof.** We prove Part(1), the proofs of Parts (2) and (3) are similar so we omit them. Since \( \overline{G_w} = K_{t,t} \cup K_t \), for \( w = 3t \), the result is straightforward using Lemma 3.1 Part (4).

## 5 Hosoya graphs and their complements

The *Hosoya triangle*, denoted by \( \mathcal{H}_F \), is a classical triangular array where the entry in position \( k \) (taken from left to right) of the \( r \)th row is equal to \( H_{F(r,k)} := F_k F_{r-k+1} \), where \( 1 \leq k \leq r \) (see Table 2). The formal definition, tables, and other results related to this triangle can be found in [14, 16, 18, 20, 21] and [27] at A058071. Note that the recursive definition of the Hosoya triangle \( \mathcal{H}_F \) is given by (2) on Page 259 with initial conditions \( H_{F(1,1)} = H_{F(2,1)} = H_{F(2,2)} = H_{F(3,2)} = 1 \).

**Table 2:** Hosoya’s triangle.

|   |   |   |   |   |   |   |
|---|---|---|---|---|---|---|
| 1 | 1 | 1 | 2 | 2 | 2 | 2 |
| 3 | 2 | 2 | 2 | 3 | 3 | 5 |
| 5 | 3 | 4 | 3 | 5 | 8 | 13 |
| 8 | 5 | 6 | 6 | 5 | 8 | 13 |

In this section we characterize the graphs associated with certain symmetric matrices in the Hosoya triangle \( \mathcal{H}_F \)mod \( 2 \)—called Hosoya graphs— and the complements of these graphs. In particular, we show that the
Hosoya graphs are integral and we present a necessary and sufficient condition for the complement Hosoya graphs to be integral.

We would like to observe that the Hosoya graphs associated with these special symmetric matrices were presented for the first time in an article by Blair et al. [8].

5.1 Graphs from symmetric matrices in the Hosoya triangle

In this section we discuss the graphs associated with symmetric matrices in the Hosoya triangle \(\mathcal{H}_F \mod 2\). Let us recall that the entries of the triangle \(\mathcal{H}_F \mod 2\) are given by \(H_{F(r,k)} := F_k F_{r-k+1}\), where \(1 \leq k \leq r\) (see Page 259).

If \(w = 3t + r\) with \(t > 0\) and \(0 \leq r \leq 2\), then we define the symmetric matrix \(T_w\) in the Hosoya triangle \(\mathcal{H}_F\) in the following way:

\[
T_w = \begin{bmatrix}
H_{F(1,1)} & H_{F(2,1)} & H_{F(3,1)} & \cdots & H_{F(w,1)} \\
H_{F(2,2)} & H_{F(3,2)} & H_{F(4,2)} & \cdots & H_{F(w+1,2)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
H_{F(w,w)} & H_{F(w+1,w)} & H_{F(w+2,w)} & \cdots & H_{F(2w-1,w)} \\
\end{bmatrix}_{w \times w}
\]  

(16)

Let \(T_w\) be the matrix \(T_w \mod 2\). That is, \(T_w\) is the matrix \([t_{ij}]_{w \times w}\) where \(t_{ij} = H_{F(i,j)} \mod 2\). Let \(\Theta_w\) be the graph of \(T_w\), see Table 3. In Proposition 5.1 we show that \(\Theta_w\) is integral. Note that if \(w = 3t + r\) with \(t > 0\) and \(0 \leq r \leq 2\), then \((T_w - \lambda I)\) is a product of two vectors. It is easy to see that \(\Theta_w\) is an integral graph with exactly one non-zero eigenvalue \(\lambda = 2t + r\).

Proposition 5.1. Let \(\Theta_w\) be the graph from \(T_w\). If \(w = 3t + r\) with \(t > 0\) and \(0 \leq r \leq 2\), then \(\Theta_w\) is the complete graph \(K_{2t+r}\) with loops at every vertex and \(t\) isolated vertices. Furthermore, \(\Theta_w\) is an integral graph.

Proof. It is known that the Fibonacci number \(F_n \equiv 0 \mod 2 \iff 3 \mid n\). This and the definition of \(T_w\) (see (16)), imply that every third row and every third column of \(T_w\) are formed by even numbers and that the remaining rows and columns are formed by odd numbers only. Thus, if \(t_{ij}\) is an entry of \(T_w\), then \(t_{ij} \equiv 0 \mod 2 \iff i \equiv 0 \mod 3\) or \(j \equiv 0 \mod 3\). This and \(w = 3t + r\) imply that \(T_w\) contains \(t\) columns and \(t\) rows with zeros as entries. The remaining \(2t + r\) rows and columns have ones as entries. These two features of \(T_w\) give \((K_{2t+r} \cup \overline{K}_r)\) (the disjoint union of the complete graph on \(2t + r\) vertices with loops at every vertex and \(t\) isolated vertices). Finally, from the discussion above we have that the only eigenvalue of \(\Theta_w\) is an integer, namely \(\lambda = 2t + r\). Therefore, \(\Theta_w\) is an integral graph. This completes the proof.

5.2 Complements of the Hosoya Graph

In this section we first discuss the necessary and sufficient condition for the graphs of the form \(G := K_n \nabla K_r\) for \(n, r \in \mathbb{Z}_{>0}\), to be integral. These graphs are the generalizations of graphs that are the complements of the Hosoya graphs. It is easy to see (using \([a, \text{Table 2}]\)) that the graph \(G := K_n \nabla K_r\) is integral if and only if there are \(p, q \in \mathbb{Z}_{>0}\) such that \(nr = pq\) with \(n - 1 = p - q\). The characteristic polynomial of \(G\) is given by \(P(\lambda) = (-1)^r \lambda^{r-1}(\lambda + 1)^{(n-1)}(\lambda^2 - (n-1)\lambda - nr)\).

We observe that the complement of the Hosoya graphs, denoted by \(\overline{\Theta}_w\), can be described as the join of a complete graph and an empty graph. In fact, \(\overline{\Theta}_w = K_n \nabla \overline{K}_{w-t}\) with \(w = 3t + r\) for \(0 \leq r \leq 2\). These graphs are special cases of the graphs \(K_n \nabla K_r\) (discussed in the previous paragraph). In addition, recall that the characteristic polynomial of \(K_n \nabla K_r\) is \(P(\lambda) = (-1)^r \lambda^{r-1}(\lambda + 1)^{(n-1)}(\lambda^2 - (n-1)\lambda - nr)\). Thus, if we consider the graphs \(\overline{\Theta}_w\), then it is easy to check that \(P(\lambda)\) has integral roots if and only if \(w = 3t + 2\). In other words, the graph \(\overline{\Theta}_w\) is integral if and only if \(w = 3t + 2\). Recently, Beáta et al. [3] have shown a combinatorial
Table 3: Graphs $\Theta_w$.

| $k$ | $3t$ | $3t + 1$ | $3t + 2$ |
|-----|------|----------|----------|
| 1   | ![Graph](image1.png) | ![Graph](image2.png) | ![Graph](image3.png) |
| 2   | ![Graph](image4.png) | ![Graph](image5.png) | ![Graph](image6.png) |
| 3   | ![Graph](image7.png) | ![Graph](image8.png) | ![Graph](image9.png) |
| 4   | ![Graph](image10.png) | ![Graph](image11.png) | ![Graph](image12.png) |

connection with graphs of the form $K_n \vee \overline{K}_r$.
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