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Abstract
We investigate the computation of the gradient of the value function in parametric convex optimization problems. We derive general expression for the gradient of the value function in terms of the cost function, constraints and Lagrange multipliers. In particular, we show that for the strictly convex parametric quadratic program the value function is continuously differentiable (denoted C¹) at every point in the interior of feasible space for which the Linear Independent Constraint Qualification holds.

I. Notation
In general, we use bold letters (e.g., a, A) to denote vectors and matrices, and calligraphic letters (e.g., A) to denote sets. With \( \mathbb{N}, \mathbb{R}, \mathbb{R}^n \) and \( \mathbb{R}^{m \times n} \) we denote the set of integers, real numbers, \( n \)-dimensional real (column) vectors, and \( m \times n \) real matrices, respectively. Furthermore, \( I_n \) denotes the identity matrix in \( \mathbb{R}^{n \times n} \), while \( 0_m \) denotes the vector in \( \mathbb{R}^m \) with all elements equal 0, and \( 1_m \) denotes the vector in \( \mathbb{R}^m \) with all elements equal 1. For a set \( A \) the set of all subsets of \( A \) is denoted with \( 2^A \). For a set \( A \subset \mathbb{R}^n \) we denote with \( \text{cl}(A) \) the closure of \( A \) and with \( \text{int}(A) \) the interior of \( A \). For matrix \( A \in \mathbb{R}^{m \times n} \), with \( A^\top \) we denote its transpose. For symmetric matrix \( A = A^\top \in \mathbb{R}^{n \times n} \), with \( A \succeq 0 \) we state that it is positive definite, and with \( A \succeq 0 \) that is is positive semidefinite. For a vector \( x \in \mathbb{R}^n \) with \( x_i \) we denote \( i \)-th element of \( x \), \( i \in \{1, \ldots, n\} \). For a matrix \( A \in \mathbb{R}^{m \times n} \) we denote the element of \( A \) in \( i \)-th row and \( j \)-th column, with \( A_{ij} \) we denote the \( i \)-th row, with \( A_{\cdot j} \) we denote the \( j \)-th column, \( i \in \{1, \ldots, m\} \), \( j \in \{1, \ldots, n\} \), with \( A_E \) we denote the matrix formed by rows of \( A \) indexed by \( E \subseteq \{1, \ldots, m\} \).

Let \( h : \mathbb{R}^n \to \mathbb{R}^m \) be a (vector valued) function,

\[
\begin{bmatrix}
h_1(x) \\
h_2(x) \\
\vdots \\
h_m(x)
\end{bmatrix}
= \begin{bmatrix}
h_1(x_1, \ldots, x_n) \\
\vdots \\
h_m(x_1, \ldots, x_n)
\end{bmatrix}.
\]

If \( h \) is differentiable at \( x_0 \in \mathbb{R}^n \) then we can define \( \frac{\partial h}{\partial x}(x_0) \) as a matrix in \( \mathbb{R}^{m \times n} \)

\[
\frac{\partial h}{\partial x}(x_0) := \begin{bmatrix}
\frac{\partial h_1}{\partial x_1}(x_0) & \cdots & \frac{\partial h_1}{\partial x_n}(x_0) \\
\vdots & \ddots & \vdots \\
\frac{\partial h_m}{\partial x_1}(x_0) & \cdots & \frac{\partial h_m}{\partial x_n}(x_0)
\end{bmatrix},
\]

(1)

where

\[
\frac{\partial h_i}{\partial x_j}(x_0) := \left. \frac{\partial h_i(x)}{\partial x_j} \right|_{x=x_0}, \quad \forall i \in \{1, \ldots, m\}, \forall j \in \{1, \ldots, n\}.
\]

The expression (1) is also called Jacobian matrix of \( h \) at \( x_0 \). Note that for a scalar function \( V : \mathbb{R}^n \to \mathbb{R} \) that is differentiable at \( x_0 \), the Jacobian matrix becomes a row vector

\[
\frac{\partial V}{\partial x}(x_0) = \begin{bmatrix}
\frac{\partial V}{\partial x_1}(x_0) & \cdots & \frac{\partial V}{\partial x_n}(x_0)
\end{bmatrix}.
\]

The gradient of \( V \) computed at \( x_0 \), denoted as \( \nabla_x V(x_0) \), is a column vector in \( \mathbb{R}^n \) defined as

\[
\nabla_x V(x_0) := \left[ \frac{\partial V}{\partial x}(x_0) \right]^\top.
\]

Note that the gradient \( \nabla_x V(x_0) \) is well defined when \( V \) is differentiable at \( x_0 \) (i.e., \( V \) does not have to be differentiable everywhere, it is sufficient for it to be differentiable locally).
II. PARAMETRIC CONVEX OPTIMIZATION PROBLEM

Consider the following parametric convex optimization problem:

\[ V(x) := \min_{z} \ f(z, x) \]
\[ \text{s.t.} \ g(z, x) \leq 0, \]

where \( f : \mathbb{R}^s \times \mathbb{R}^n \to \mathbb{R} \) and \( g : \mathbb{R}^s \times \mathbb{R}^n \to \mathbb{R}^m \) are convex and continuously differentiable functions on their domains, \( x \in \mathbb{R}^n \) is the parameter, \( z \in \mathbb{R}^s \) is the optimization vector, while \( n \in \mathbb{N}, s \in \mathbb{N}, \) and \( m \in \mathbb{N} \) denote the number of parameters, optimization variables, and constraints, respectively.

The function \( f(z, x) \) is called the cost function, \( g(z, x) \) are referred to as constraints, and function \( V(x) : \mathbb{R}^n \to \mathbb{R} \) is called the value function. With \( \mathcal{X} \subseteq \mathbb{R}^n \) we denote the set of feasible parameters,

\[ \mathcal{X} := \{ x \in \mathbb{R}^n | \exists z \in \mathbb{R}^s : g(z, x) \leq 0 \}. \]

Since \( g(z, x) \) is a convex function, it follows that \( \mathcal{X} \subseteq \mathbb{R}^n \) is a closed convex set.

In the rest of the paper we use the following standing assumption.

**Assumption 1.** The set of feasible parameters, \( \mathcal{X} \), is a full-dimensional set in \( \mathbb{R}^n \), and optimization problem (2) is well defined for all \( x \in \mathcal{X} \), i.e., \( V(x) \) is finite and minimum is achieved with some \( z^*(x) \).

Now we can define \( Z : \mathcal{X} \to 2^{\mathbb{R}^s} \), a point-to-set mapping that maps each \( x \in \mathcal{X} \) to a set of feasible optimization variables

\[ Z(x) := \{ z \in \mathbb{R}^s | g(z, x) \leq 0 \}, \]

as well as \( Z^* : \mathcal{X} \to 2^\mathbb{R}^s \), the point-to-set mapping that maps each \( x \in \mathcal{X} \) to an optimal set

\[ Z^*(x) := \{ z \in Z(x) | f(z, x) \leq f(z^*, x) \forall z \in Z(x) \}. \]

Under Assumption\(^1\) by using convexity of \( g(z, x) \) and \( f(z, x) \), one can easily show that \( Z(x) \) and \( Z^*(x) \) are closed convex sets for all \( x \in \mathcal{X} \).

In the following we use the notion of an optimizer (function) for the problem (2), \( z^* : \mathcal{X} \to \mathbb{R}^s \),

\[ z^*(x) \in Z^*(x). \]

In general, \( Z^*(x) \) is not a singleton, and expression (6) states that \( z^*(x) \) is choosing one particular value for each \( x \). We do not limit ourselves in the way this choice is being made, however, we will later put some conditions on the properties of \( z^*(\cdot) \).

In this paper we are interested in computation of a gradient of the value function, \( \nabla_x V(x) \), for all \( x \) in interior of \( \mathcal{X} \).

III. GRADIENT OF THE VALUE FUNCTION

For problem (2) we introduce a dual problem

\[ V_D(x) := \max_{\lambda \geq 0} \ inf_{z} L(z, \lambda, x), \]

where \( L : \mathbb{R}^s \times \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R} \) is the Lagrangian function

\[ L(z, \lambda, x) := f(z, x) + \lambda^\top g(z, x), \]

and \( \lambda \in \mathbb{R}^m \) is the vector of dual variables, i.e., Lagrange multipliers. Similarly as in the case of (2), we denote with \( \lambda^*(x) \) an optimal value of dual variables, which is one choice out of all available optimizers of (7) at \( x \in \mathcal{X} \).

**Assumption 2.** Strong duality holds for the problem (2) and its dual (7) at \( x \in \mathcal{X} \), i.e.,

\[ V(x) = V_D(x). \]

Note that there is variety of (sufficient) regularity conditions (e.g., Slater condition, Linear Independence Constraint Qualification) which guarantee that the convex problem (2) satisfies Assumption 2.

Under Assumption 2 we know that Karush-Kuhn-Tucker (KKT) first order necessary conditions must be satisfied for an optimal solution \((z^*, \lambda^*)\) of primal problem (2) and dual problem (7) at \( x \in \mathcal{X} \)

\[ \nabla_z f(z^*, x) + \sum_{i=1}^{m} \lambda^*_i \nabla_z g_i(z^*, x) = 0, \]

\(^1\)The set \( \mathcal{X} \) is projection (convexity preserving operation) of an intersection (convexity preserving operation) of a finite number of sublevel sets of convex functions (convexity preserving operation) \( g_i(z, x), i = 1, \ldots, m \).
Note that: i) following set because is a non-empty set is called the active set for \( x \in X \), denoted \( A(x) \). \( A(x) \) was derived under assumption of continuous differentiability of regions.

Consider a feasible point \( x \in X \). By differentiating (15) we get

\[
\frac{\partial V}{\partial x}(x) = \frac{\partial f}{\partial x}(z^*(x), x) \cdot \frac{\partial z^*}{\partial x}(x) + \frac{\partial f}{\partial x}(z^*(x), x) + [g(z^*(x), x)]^T \frac{\partial \lambda^*}{\partial x}(x) +
\]

\[
+ [\lambda^*(x)]^T \left( \frac{\partial g}{\partial z^*}(z^*(x), x) \cdot \frac{\partial z^*}{\partial x}(x) + \frac{\partial g}{\partial x}(z^*(x), x) \right).
\]

By rearranging the terms we have

\[
\frac{\partial V}{\partial x}(x) = \frac{\partial f}{\partial x}(z^*(x), x) + [g(z^*(x), x)]^T \frac{\partial \lambda^*}{\partial x}(x) + [\lambda^*(x)]^T \frac{\partial g}{\partial x}(x) +
\]

\[
+ \left( \frac{\partial f}{\partial z^*}(z^*(x), x) + [\lambda^*(x)]^T \frac{\partial g}{\partial z^*}(z^*(x), x) \right) \frac{\partial z^*}{\partial x}(x),
\]

which combined with the KKT condition (14) finally gives

\[
\frac{\partial V}{\partial x}(x) = \frac{\partial f}{\partial x}(z^*(x), x) + [g(z^*(x), x)]^T \frac{\partial \lambda^*}{\partial x}(x) + [\lambda^*(x)]^T \frac{\partial g}{\partial x}(z^*(x), x).
\]  

Clearly, the expression (16) is the transpose of the gradient of the value function. We repeat again that this result for \( \nabla_x V(x) \) was derived under assumption of continuous differentiability of \( z^*(\cdot) \) and \( \lambda^*(\cdot) \) at \( x \in X \).

**Definition 1** (Active set). Consider a feasible point \( (z, x) \) of problem (2). We say that the \( i \)-th constraint \( g_i(z, x) \leq 0 \), \( i \in \{1, \ldots, m\} \), is active at \( (z, x) \) if \( g_i(z, x) = 0 \). If \( g_i(z, x) < 0 \) we say that the \( i \)-th constraint is inactive at \( (z, x) \). The active set for \( x \in X \), denoted \( A(x) \), is the set of all constraints that are active at \( (z^*(x), x) \)

\[
A(x) := \{ i \in \{1, \ldots, m\} \mid g_i(z^*(x), x) = 0 \}.
\]

Note that: i) \( \emptyset \) may be an active set for some \( x \in X \), ii) there may be some subsets of \( \{1, \ldots, m\} \) which are not active sets for any \( x \in X \), iii) the number of (different) active sets of problem (2) is at most \( 2^m \).

**Definition 2** (Critical region). Let \( \mathcal{E} \) be an active set of problem (2) (i.e., there exists \( x \in X \) such that \( A(x) = \mathcal{E} \)). Then the following set

\[
\mathcal{R}(\mathcal{E}) := \{ x \in X \mid A(x) = \mathcal{E} \}
\]

is called the critical region of problem (2) (associated with an active set \( \mathcal{E} \)).

**Definition 3** (Neighboring regions). Two critical regions, \( \mathcal{R}_1 \) and \( \mathcal{R}_2 \), are called neighboring if intersection of their closures is a non-empty set

\[
\text{cl}(\mathcal{R}_1) \cap \text{cl}(\mathcal{R}_2) \neq \emptyset.
\]

In the following we will use \( \mathcal{A} \) to denote the set of all active sets of problem (2) that generate full-dimensional critical regions

\[
\mathcal{A} := \{ \mathcal{E} \subseteq \{1, \ldots, m\} \mid \exists x \in X : A(x) = \mathcal{E} , \mathcal{R}(\mathcal{E}) \text{ is full-dimensional set} \},
\]

and note the following statement is true

\[
\mathcal{A} = \bigcup_{\mathcal{E} \in \mathcal{A}} \text{cl}(\mathcal{R}(\mathcal{E})),
\]

because \( X \) is a closed full-dimensional set.
Lemma 1. Let Assumption 1 and Assumption 2 hold. Let $\mathcal{E} \in \mathbb{A}$ and let the solution to the problem (2) and its dual (7), $z^*(x)$ and $\lambda^*(x)$, be continuously differentiable functions on $\text{int}(\mathcal{R}(\mathcal{E}))$. Then for all $x \in \text{int}(\mathcal{R}(\mathcal{E}))$ the gradient of the value function can be computed as follows

$$\nabla_x V(x) = \left[ \frac{\partial f}{\partial x}(z^*(x), x) \right]^T + \left[ \frac{\partial g}{\partial x}(z^*(x), x) \right]^T \lambda^*(x),$$

i.e.,

$$\nabla_x V(x) = \left[ \frac{\partial f}{\partial x}(z^*(x), x) \right]^T + \sum_{i \in \mathcal{E}} \left[ \frac{\partial g_i}{\partial x}(z^*(x), x) \right]^T \lambda_i^*(x).$$

Proof: From complementarity slackness conditions (13) it follows that for all $j \in \{1, \ldots, m\} \setminus \mathcal{E}$ one has $\lambda_j^*(x) = 0$ for all $x \in \text{int}(\mathcal{R}(\mathcal{E}))$. Since for all $i \in \mathcal{E}$ one has $g_i(z^*(x), x) = 0$ for all $x \in \text{int}(\mathcal{R}(\mathcal{E}))$, clearly the second term in (16) is equal to 0, while the third term keeps only components indexed by $\mathcal{E}$. Therefore (16) reduces to (21) and (22).

Theorem 2. Let Assumption 1 and Assumption 2 hold. Let the solution to the problem (2) and its dual (7), $z^*(x)$ and $\lambda^*(x)$, be: i) continuous functions on $\text{int}(\mathcal{X})$, and ii) continuously differentiable functions on $\text{int}(\mathcal{R}(\mathcal{E}))$ for all $\mathcal{E} \in \mathbb{A}$. Then the gradient of the value function, $\nabla_x V(x)$, is given by expression (21) for all $x \in \text{int}(\mathcal{X})$. Furthermore, $\nabla_x V(x)$ is a continuous function for all $x \in \text{int}(\mathcal{X})$.

Proof: Since $z^*(x)$ and $\lambda^*(x)$ are continuously differentiable for all $x \in \text{int}(\mathcal{R}(\mathcal{E}))$, and $f(z^*(x), x)$ and $g(z^*(x), x)$ are continuously differentiable on $\text{int}(\mathcal{X})$, we can use Lemma 1. From (22) we see that $\nabla_x V(x)$ is a continuous function on $\text{int}(\mathcal{R}(\mathcal{E}))$ because its computation involves composition, multiplication and addition of a finite number of continuous functions.

What is left to prove is that for any point $x_B$ on the boundary of the closure of two full-dimensional neighboring critical regions we get the same value for the gradient from both sides. Let $\mathcal{R}_1$ and $\mathcal{R}_2$ be two full-dimensional neighboring critical regions, with active sets $\mathcal{E}_1$ and $\mathcal{E}_2$, and let $x_B \in \text{int}(\mathcal{X})$ be a point on their shared boundary,

$$x_B \in \text{cl}(\mathcal{R}_1) \cap \text{cl}(\mathcal{R}_2).$$

Since $\nabla_x V(x)$ is continuous on $\text{int}(\mathcal{R}_k)$, $k = 1, 2$, we can define its limit when approaching $x_B$ from interior of $\text{int}(\mathcal{R}_k)$

$$\nabla_x V_k(x_B) := \lim_{x \to x_B} \nabla_x V(x) = \lim_{x \to x_B} \nabla_x V(x) = \lim_{x \to x_B} \left[ \frac{\partial f}{\partial x}(z^*(x), x) \right]^T + \sum_{i \in \mathcal{E}_k} \left[ \frac{\partial g_i}{\partial x}(z^*(x), x) \right]^T \lambda_i^*(x).$$

By using the fact that $z^*(x)$ and $\lambda^*(x)$ are continuous on $\text{int}(\mathcal{X})$, and that $f(z^*(x), x)$, and $g(z^*(x), x)$ are continuously differentiable functions on $\text{int}(\mathcal{X})$, the above expression becomes

$$\nabla_x V_k(x_B) = \left[ \frac{\partial f}{\partial x}(z^*(x_B), x_B) \right]^T + \sum_{i \in \mathcal{E}_k} \left[ \frac{\partial g_i}{\partial x}(z^*(x_B), x_B) \right]^T \lambda_i^*(x_B), \quad k = 1, 2.$$ 

Hence we get

$$\nabla_x V_1(x_B) - \nabla_x V_2(x_B) = \sum_{i \in \mathcal{E}_1 \setminus \mathcal{E}_2} \left[ \frac{\partial g_i}{\partial x}(z^*(x_B), x_B) \right]^T \lambda_i^*(x_B) - \sum_{j \in \mathcal{E}_2 \setminus \mathcal{E}_1} \left[ \frac{\partial g_j}{\partial x}(z^*(x_B), x_B) \right]^T \lambda_j^*(x_B).$$

Note that for all $i \in \{1, \ldots, m\} \setminus \mathcal{E}_2$ and all $x \in \mathcal{R}_2$, by complementarity slackness (13), we have $\lambda_i^*(x) = 0$. Since $\lambda_i^*(x)$ is continuous function on $\text{int}(\mathcal{X})$ this implies that $\lambda_i^*(x_B) = 0$ for all $i \in \{1, \ldots, m\} \setminus \mathcal{E}_2$. With similar reasoning we deduce that $\lambda_i^*(x_B) = 0$ for all $j \in \{1, \ldots, m\} \setminus \mathcal{E}_1$. Therefore, all terms on the right hand side of the above expression vanish, and we have proven the claim.

Note that we exclude points on the boundary of $\mathcal{X}$ from Theorem 2 because the gradient of a function is well defined only for points in strict interior of function’s domain.
IV. Multi-parametric Quadratic Program

Consider the following special case of problem (2), the so-called multi-parametric quadratic programming (mpQP) problem:

$$V(x) := \min_{z} \frac{1}{2} z^T H z$$

s.t. \( Gz \leq W + Sx \), (24)

where \( H = H^T \succ 0, H \in \mathbb{R}^{s \times s}, G \in \mathbb{R}^{m \times s}, W \in \mathbb{R}^m \) and \( S \in \mathbb{R}^{m \times n} \), and \( \mathcal{X} = \{ x \in \mathbb{R}^n \mid \exists z \in \mathbb{R}^s : Gz \leq W + Sx \} \) is a full-dimensional set.

It can be shown that the dual for problem (24) is

$$V_D(x) := \max_{\lambda} -\frac{1}{2} \lambda^T G H^{-1} G^T \lambda - \lambda^T (W + Sx) \quad \text{s.t.} \quad \lambda \geq 0_m.$$  (25)

**Corollary 3.** Let Linear Independent Constraint Qualification (LICQ) hold for all \( x \in \mathcal{X} \) in mpQP (24). Then the value function \( V(x) \) is continuously differentiable on \( \text{int}(\mathcal{X}) \), and its gradient is given by the following expression

$$\nabla_x V(x) = -S^T \lambda^*(x), \quad \forall x \in \text{int}(\mathcal{X}).$$  (26)

**Proof:** Since \( H \) is positive definite and constraints in (24) are linear, then Assumption [1] and Assumption [2] are satisfied. Furthermore, it is known that, under LICQ, the following holds for (24) – (25): the optimal solutions \( (z^*(x), \lambda^*(x)) \) are continuous functions on \( \text{int}(\mathcal{X}) \), with (one) affine expression for each critical region; critical regions are polyhedra (some boundaries of critical regions may be open and some closed) and they partition the feasible space \( \mathcal{X} \); the value function \( V(x) \) is continuous and convex function, with (one) quadratic expression for each critical region.

Since all conditions of Theorem [2] are satisfied we can utilize (24) to compute \( \nabla_x V(x) \) for all \( x \in \text{int}(\mathcal{X}) \). By noting that \( f(z, x) = \frac{1}{2} z^T Hz \) and \( g(z, x) = Gz - Sx - W \), we get

$$\nabla_x V(x) = \left[ \frac{\partial f}{\partial x}(z^*(x), x) \right]^T + \left[ \frac{\partial g}{\partial x}(z^*(x), x) \right]^T \lambda^*(x) = -S^T \lambda^*(x), \quad \forall x \in \text{int}(\mathcal{X}),$$

which is continuous function on \( \text{int}(\mathcal{X}) \), since \( \lambda^*(x) \) is continuous on \( \text{int}(\mathcal{X}) \).

The result of Corollary [3] can be made even more precise if we are interested in the expression of \( \nabla_x V(x) \) for one critical region \( \mathcal{R}(\mathcal{E}) \), where \( \mathcal{E} \in \mathcal{A} \),

$$\nabla_x V(x) = -S_{\mathcal{E}}^T \lambda_{\mathcal{E}}^*(x), \quad \forall x \in \mathcal{R}(\mathcal{E}) \cap \text{int}(\mathcal{X}),$$  (27)

which combined with

$$\lambda_{\mathcal{E}}^* = -(G_{\mathcal{E}} H^{-1} G_{\mathcal{E}})^{-1}(W_{\mathcal{E}} + S_{\mathcal{E}} x), \quad \forall x \in \mathcal{R}(\mathcal{E}),$$  (28)

finally gives

$$\nabla_x V(x) = -S_{\mathcal{E}}^T (G_{\mathcal{E}} H^{-1} G_{\mathcal{E}})^{-1}(W_{\mathcal{E}} + S_{\mathcal{E}} x), \quad \forall x \in \mathcal{R}(\mathcal{E}) \cap \text{int}(\mathcal{X}).$$  (29)

Note that in the case when \( \emptyset \in \mathcal{A} \) (i.e., there is a full-dimensional critical region with unconstrained solution, \( \mathcal{R}(\emptyset) \)) the expression (29) must be modified to

$$\nabla_x V(x) = 0_n, \quad \forall x \in \mathcal{R}(\emptyset) \cap \text{int}(\mathcal{X}).$$  (30)

We point out that Corollary [3] can be proven more directly, without referral to the generalized result of Theorem [2].

**Second proof of Corollary 3.** By strong duality of (24) and (25) we get

$$V(x) = -\frac{1}{2} [\lambda^*(x)]^T G H^{-1} G^T \lambda^*(x) - [\lambda^*(x)]^T (W + Sx).$$  (31)

By differentiation of (31) (assuming \( x \in \text{int}(\mathcal{R}(\mathcal{E})) \) for some \( \mathcal{E} \in \mathcal{A} \)) we get

$$\nabla_x V(x) = -\left[ \frac{\partial \lambda^*}{\partial x}(x) \right]^T G H^{-1} G^T \lambda^*(x) - \left[ \frac{\partial \lambda^*}{\partial x}(x) \right]^T (W + Sx) - S^T \lambda^*(x) =$$

$$= \left[ \frac{\partial \lambda^*}{\partial x}(x) \right]^T (-G H^{-1} G^T \lambda^*(x) - W - Sx) - S^T \lambda^*(x).$$  (32)

By KKT condition [10] we have

$$z^*(x) = -H^{-1} G^T \lambda^*(x),$$  (33)

See details in [1] and [2].
which combined with (32) gives
\[
\nabla_x V(x) = -S^T \lambda^*(x) + \left[ \nabla x (x) \right]^T (Gz^* - W - Sx) = \\
= -S^T \lambda^*(x) + \sum_{i \in \mathcal{E}} \left[ \nabla x (x) \right]^T (G_i z^* - W_i - S_i x) + \sum_{i \in \{1, \ldots, m \} \setminus \mathcal{E}} \left[ \nabla x (x) \right]^T (G_i z^* - W_i - S_i x) = \\
= -S^T \lambda^*(x).
\]

Expression (34) was derived for \( x \in \text{int}(\mathcal{R}(\mathcal{E})) \), but, since it is the same for all full-dimensional critical regions, and since we have \( \lambda^*(x) \) continuous on \( \text{int}(\mathcal{X}) \), we have completed the proof.
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