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Abstract: Organisations attempt to contribute their share towards fighting the climate crisis by trying to reduce their emission of greenhouse gases effectively towards net zero. An instrument to guide their reduction efforts is internal carbon pricing. Next to choosing the right pricing tool, defining the exact value of an internal carbon price, especially against the background of potential regulatory external carbon prices, and assessing its impact on business units’ energy systems poses a challenge for organisations. The academic literature has so far not examined the impact differences of an internal carbon price across different countries, which this paper addresses by using an optimisation model. First, it analyses the energy system cost increase of a real-world facility based on an internal carbon price compared to a potential regulatory carbon price within a country. Second, we evaluate the energy system cost increase based on an internal carbon price across different countries. The results show that with regard to internal carbon prices the additional total system cost compared to potential external carbon prices stays within 9%, 15%, and 59% for Germany, Japan, and the United Kingdom, respectively. The increase in the energy system cost in each country varies between 3% and 93%. For all countries, the cost differences can be reduced by allowing the installation of renewables. The integration of renewables via energy storage and power-to-heat technologies depends on the renewable potentials and the availability of carbon capture and storage. If organisations do not account for these differences, it might raise the disapproval of internal carbon prices within the organisation.
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1. Introduction

In accordance with the Paris Climate Agreement, the international community widely acknowledged the urgent need to fight the climate crisis [1–4]. Currently the most common measure is to reduce carbon dioxide (CO\(_2\)) and other greenhouse gas (GHG) emissions. The Intergovernmental Panel on Climate Change (IPCC) defines greenhouse gases as “those gaseous constituents of the atmosphere, both natural and anthropogenic, that absorb and emit radiation at specific wavelengths within the spectrum of terrestrial radiation emitted by the Earth’s surface, the atmosphere itself and by clouds. This property causes the greenhouse effect.” [5] In addition to CO\(_2\), water moisture (H\(_2\)O), nitrous oxide (N\(_2\)O), methane (CH\(_4\)), ozone (O\(_3\)), and halocarbons are defined as greenhouse gases [5]. To compare how different greenhouse gases affect the warming of the atmosphere, CO\(_2\) equivalents are used, making GHG reduction efforts easier to compare [6].

An instrument used to guide the transformation to low-carbon or decarbonised processes is carbon pricing. The idea is to put a price on CO\(_2\) and other GHG emissions, which make emission-intense actions more expensive [7,8]. Besides regulatory bodies defining and implementing some sort of carbon price, the private sector can voluntarily...
implement a price within its organisation. This is called internal carbon pricing [7]. In the context of carbon pricing, the media claims that the private sector is “moving faster than governments” [9] and the number of companies which use some form of internal carbon price (ICP) has been increasing in recent years [10–12].

Institutional pressure and economic reasoning are two motives for the private sector to implement internal carbon prices. The institutional pressure stems from government policy and the expectations of stakeholders, especially investors and customers [13–15]. For these stakeholders, the mitigation efforts of organisations regarding climate change gains importance [13,14,16]. Actively managing the reduction of an organisation’s emissions underlines forward-looking behaviour to these stakeholders [7,17]. With internal carbon pricing, investments can be evaluated and might be redirected towards less emission-intensive options. Furthermore, it reduces the threat for an organisation’s assets to be negatively affected from stricter policies and future mandatory carbon prices [7,17,18].

Chang bases the economic reasoning on the multiphase model and the Porter hypothesis [19]. The multiphase model states that organisations may reduce the adaption costs to a new environment (e.g., a decarbonised world) by restructuring, phasing out old technologies, and updating processes and products over longer periods [19]. Therefore, the introduction of an internal carbon price and the associated refinements of investments can reduce the costs of decarbonisation. The Porter hypothesis suggests that organisations are imperfect in reducing cost [19]. In this context, emissions can be seen as inefficiencies in processes and products. By using internal carbon prices, business units have an additional motivation to improve processes and products while reducing emissions [19,20].

The ability to implement some sort of internal carbon pricing is greater in larger companies as they often have more financial and human resources available for the development, implementation, and maintenance of such environmental initiatives [13]. Emission-intensive companies usually prefer methods without money transactions (e.g., proxy prices) [18]. These organisations focus on decarbonisation through sustainable investments. Service-orientated sectors with lower emissions use more fee-like methods (e.g., an internal carbon fee) [18]. Overall, the industry sector accounts for at least 30% of the global GHG emissions and therefore plays a crucial role in fighting the climate crisis through the reduction of these emissions [21].

There are different methods to implement ICP, which vary in their design and complexity. References [7,17,18] give overviews on the different ICP methods. Among the most frequently used ICP methods are proxy prices (also known as shadow prices) [7,10,22]. An organisation which chooses to use this method defines a price for CO$_2$ and other relevant GHG emissions and considers this cost factor during investment decision making or operation planning. It is an assumption about a cost factor just like future exchange rates or commodity prices [18,23].

Defining the height of a proxy price poses a significant challenge, also referred to as the “right price trap” [7,24,25]. One solution is to align the CO$_2$ price with the social costs of carbon [26]. The social costs of carbon take the ecological and economic damage of current and future generations into account [26,27]. A publication in this context is the Dynamic Integrated Climate–Economy (DICE) model, firstly published by Nordhaus [28]. It was much discussed as, in its first version, the model found a significantly higher global warming to be the socioeconomic optimum than the Paris Climate Agreement stated. Hänsel et al. updated the DICE model with new social costs of carbon, which are in line with the aims of the Paris Agreement [29]. These carbon prices are used as an internal carbon price for the scope of this paper.

For private organisations, using an ICP comes with the risk of defining a price which is significantly higher than potential regulatory carbon prices, especially as when comparing the social cost of carbon with (planned) regulatory external carbon prices, e.g., a carbon tax or an emission trading system, the social costs of carbon are often significantly higher [26,29–31]. An organisation which applies a higher ICP based on the social costs of carbon might be at risk of losing its competitiveness in its market environment [18,24].
In the context of energy systems, the (cost) factors which influence investment decisions and operation planning are highly intertwined and the decision usually comprises long-term time horizons [32,33]. Therefore, the impact ICP has depends not only on its level but also on the decision environment in which an organisation uses the price. Especially for multinational organisations, defining one proxy price might have very diverse impacts for the organisation’s business units across different countries. Furthermore, the potential technologies for energy systems is ever-increasing [32,34], e.g., currently with the potential use of carbon capture and storage (CCS), solid oxide fuel cells (SOFC), and electrolyzers. This increases the number of potential energy system configurations and therefore adds additional complexity to energy system investments and operation planning.

So far, there is no academic literature on the impact an ICP based on the updated DICE model has on a facility’s energy system across different countries and the expected additional costs compared to country-specific regulatory external carbon prices. However, assessing these differences is important, both for multinational organisations and for the academic world.

For organisations, knowing about the impact differences a proxy price has across different countries might be important to evaluate the organisation’s internal approval of such a measure. If proxy prices affect certain business units disproportionally, it might raise the disapproval of these business units which can put the success at risk. Furthermore, assessing the potential cost differences between an internal and external price allows organisations to obtain an estimate of the additional costs they might have to cope with when using a certain ICP or not implementing any ICP at all.

For the academic world, analysing the impact a proxy price has across different countries gives valuable insight into how reasonable the implementation of just one proxy price might be or if a more differentiated price scheme should be put in place within the organisation. Currently, region-specific carbon prices are mentioned in practical examples from the real world [22,35], but are missing in academic guidance, such as [22,23,35]. Therefore, the academic literature around proxy prices needs to be broadened to fully cover the field of impact differences and how to take them into account during the ICP design process. Comparing the cost between an internal and external carbon price provides an insight into how high the additional costs caused by an ICP might be. This adds knowledge to the previously described right price trap by giving an estimate of the potential additional costs.

Our paper addresses this issue by evaluating the energy system of a real-world facility in different country-specific environments between 2020 and 2040, taking DICE-based proxy prices into account. The ICP-based impact on the energy system cost is compared across the different locations to analyse the effects on certain business units. The optimised energy system costs are then compared to the total system cost, considering the country-specific external carbon price. This allows the cost differences between not implementing a price at all and using the ICP to be assessed.

The countries which were exemplarily analysed for the scope of this paper were Japan (JP), the United Kingdom (UK), and Germany (GER). The selection of these countries was based on their similarities in gross domestic product as well as the diversity in their costs for technologies, fuels, and energy carriers, referred to as the techno-economic environment for the scope of this paper. The availability of country-specific values for the techno-economic environment was an additional decision criterium. Using GER, JP, and the UK for this work allowed us to build on the input parameter values on a variety of sources from the scientific literature. These build a base for the optimisation that helps generate robust and meaningful results.

The remainder of this paper is structured as follows. Section 2 describes the optimisation model which is used to generate the results of this work. Furthermore, all relevant input parameters of the optimisation model are presented. In Section 3, the results of the optimisation for each country are described and summarised. Section 4 discusses the
results as well as key findings and describes limitations to this work. The paper closes with a conclusion and the identification of promising areas for future research.

2. Materials and Methods

2.1. Overview

This paper’s analysis builds on a real-world industry facility and its associated electricity, heat, and cooling demands. The facility is in Japan but due to privacy regulations, the facility’s name or exact location cannot be published. To analyse the influence of the country-specific techno-economic environments, it is assumed that the same facility also exists in GER and the UK at locations with similar distances from the coastline. An optimisation model is used to calculate the cost minimal energy system configuration and operation for the three locations, based on the predefined techno-economic environment.

2.2. Optimisation Model

The utilised optimisation model is the mixed-integer linear programming (MILP) tool, DISTRICT, Fraunhofer ISE, Freiburg im Breisgau, Germany [36–38]. DISTRICT facilitates the analysis of energy systems from city districts down to the building level. It optimises the investment decisions and operation of the installed technologies simultaneously for given time intervals (e.g., specific years) and time steps (e.g., hours of these years). DISTRICT is implemented in the General Algebraic Modeling System (GAMS). The objective of DISTRICT is to reduce the total discounted cost, summed over all relevant time intervals.

\[
C_{\text{total cost}} = \sum_{y=1}^{Y} \left[ C_{\text{total variable costs, } y} + C_{\text{total fix costs, } y} + C_{\text{electricity import costs, } y} + C_{\text{CO}_2 \text{ costs, } y} + C_{\text{annuity, } y} \right] \tag{1}
\]

For the scope of this paper, the time horizon is limited to the years 2024, 2030, and 2040, as an optimisation for all years between 2020 and 2040 would exceed reasonable computational efforts. For each of these years, DISTRICT optimised the operation planning in 1 h time intervals. All relevant input data and parameters were defined based on real-world data (demand profiles and preinstalled technologies) or on a literature review as well as expert opinion (e.g., investment costs and efficiencies).

2.3. Data and Assumptions

Figures 1 and 2 show the facility’s location in JP and the assumed locations of the facility for GER and the UK (symbol: circle). The characteristics of the facility’s locations are similar across all three countries (i.e., location close to a big city and similarly close to the coastline). The renewables’ generation profiles of each location are based on data from renewables.ninja [39–41]. For both photovoltaic (PV) and wind generation profiles, the MERRA-2 (global) dataset (year of data: 2019) was used. For the PV generation profiles, a tilt of 35° and south-facing (azimuth: 180°) was assumed. For realistic wind energy generation profiles, renewables.ninja allows its users to define specific wind turbine types. For the onshore wind generation profile, a Vestas V136 4000 turbine, Vestas Wind Systems A/S, Aarhus, Denmark (hub height: 114 m) was assumed. For the offshore wind generation profile, a Vestas V164 9500 turbine, Vestas Wind Systems A/S, Aarhus, Denmark (hub height: 110 m) was chosen. The assumed locations of potential offshore wind turbines are displayed in Figures 1 and 2 (symbol: triangle).
The relevant techno-economic parameters were aligned with country-specific values wherever possible (Table 1). To keep the optimisation results comparable, characteristic technological parameters are constant across all considered countries (see Table 1, “General technological parameters”). The preinstalled technologies were based on the capacities installed in the real-world facility in 2020 (Table 2).

Figure 1. Assumed locations in Germany and the United Kingdom [42].

Figure 2. Facility and assumed offshore location in Japan [42].
| Name                  | Efficiency | Lifetime [a] | CAPEX in 2040 [portion of CAPEX (Today)] | OPEX | CAPEX [€/kW] | OPEX [€/kW] | CAPEX [€/kW] | OPEX [€/kW] | CAPEX [€/kW] | OPEX [€/kW] |
|-----------------------|------------|--------------|-----------------------------------------|------|---------------|---------------|---------------|---------------|---------------|---------------|
| Absorption chiller    | 0.7 [43]   | 20 [44]      | 1                                       | 0.03 | 300 [43]      | 9 [43]        | 300 [43]      | 9 [43]        | 300 [43]      | 9 [43]        |
| CCS (LT DAC)          | 0.0005 [45]| 20 [45]      | 0.32 [45]                               | 0.04 | 730 [45]      | 29.2 [45]     | 730 [45]      | 29.2 [45]     | 730 [45]      | 29.2 [45]     |
| CHP                   | 0.375 (electric) 0.4125 (thermal) [46] | 20 [47] | 0.90 [47] | 0.03 | 1595 [47] | 47.9 [47] | 1595 [47] | 47.85 [47] | 674.1 [48] | 20.2 |
| Electrical chiller    | 4.5 [43]   | 15 [44]      | 1                                       | 0.035 | 210 [43] | 7.35 [43] | 210 [43] | 7.35 [43] | 210 [43] | 7.35 [43] |
| Electrolyser          | 0.74 [49]  | 15 [50]      | 0.54 [49]                               | 0.04 | 900 [49] | 36 [49] | 900 [49] | 36 [49] | 900 [49] | 36 [49] |
| Gas boiler            | 0.9 [46]   | 20 [47]      | 1 [47]                                  | 0.02 | 97 [47] | 1.9 [47] | 97 [47] | 1.94 [47] | 78.6 [48] | 1.58 |
| Heat pump (air)       | 2.9 [51]   | 20 [47]      | 0.81 [47]                               | 0.01 | 980 [47] | 9.8 [47] | 980 [47] | 9.8 [47] | 542.7 [48] | 5.4 |
| Heat pump (sole)      | 3.7 [52]   | 20 [47]      | 0.92 [47]                               | 0.035 | 683 [47] | 23.9 [47] | 683 [47] | 23.9 [47] | 1011.1 [53] | 35.4 |
| Hydrogen storage      | 0.95 [54]  | 20 [49]      | 0.66                                    | 0.05 | 1.25 [49] | 25 [49,50,54] | 1.25 [49] | 25 [49,50,54] | 1.25 [49] | 25 [49,50,54] |
| Li-I battery          | 0.86 [47]  | 10 [47]      | 0.33 [47]                               | 0.01 | 375 [47] | 3.8 [47] | 333 [55] | 3.33 | 303.3 [56] | 3.0 |
| Power-to-heat         | 0.98 [57]  | 20 [57]      | 1                                       | 0.03 | 150 [57] | 5 [57] | 150 [57] | 5 [57] | 150 [57] | 5 [57] |
| PV (ground)           | 0.175 [47] | 25.7 [47]    | 0.72 [47]                               | 0.02 | 640 [47] | 12.8 [47] | 1167 [58] | 25 [58] | 316 | 6.32 |
| PV (roof)             | 0.175 [47] | 25.7 [47]    | 0.63 [47]                               | 0.02 | 943 [47] | 18.9 [47] | 1875 [58] | 25 [58] | 494.3 [56] | 9.9 |
| SOFC CH₄              | 0.54 (electric) 0.33 (thermal) [47] | 17 [47] | 0.18 [47] | 0.035 | 7826 [47] | 273.9 [47] | 7826 [47] | 273.9 [47] | 7826 [47] | 273.9 [47] |
| SOFC H₂               | 0.525 (electric) 0.375 (thermal) [47] | 17 [47] | 0.18 [47] | 0.035 | 7115 [47] | 249.0 [47] | 3776.5 [60] | 132.2 | 7115 [47] | 249.0 [47] |
| Thermal storage (hot and cold) | 0.7 [61] | 20 [47] | 0.71 [47] | 0.013 | 404.5 [47] | 5.3 [47] | 404.46 [47] | 5.3 [47] | 404.4 [47] | 5.3 [47] |
| Wind (onshore)        | 0.35 [62]  | 23.7 [47]    | 0.91 [47]                               | 0.03 | 1473 [47] | 44.2 [47] | 2295 [63] | 225 | 1168.4 [64] | 35.1 |
| Wind (offshore)       | 0.35 [62]  | 20 [47]      | 0.72 [47]                               | 0.03 | 3449 [47] | 103.5 [47] | 4420 [63] | 231 | 3314.3 [65] | 99.4 |

1 Capital expenditure (CAPEX), 2 Operational expenditure (OPEX).
The facility’s demand for electricity, heat, and cooling was assumed to be the same for all three years and all locations. The same applied to all fuel costs except for hydrogen. This assumption was based on current country-specific energy system models and was applied to all countries for the scope of this paper, to ensure the comparability of the results [47]. For hydrogen, a decrease of the market price was assumed, which was based on a literature review on potential future hydrogen prices [47,66]. Table 3 gives an overview of the assumed fuel costs and associated emission factors.

As previously mentioned in the introduction, two types of CO₂ prices are used for the scope of this paper. The assumed ICP was in line with the costs of carbon used by Hänsel et al. (2020) in the context of the updated DICE model (see Table 4).

For the country-specific cost comparison based on ICP and a potential regulatory external price, a country-specific external price was assumed (Table 5). The prices were, wherever possible, aligned with scientific findings or public guidance. However, there is no price estimate of external carbon prices until 2040 for any of the considered countries. Therefore, the price increase till 2040 was based upon the percentage price increase from 2025 to 2040 (52.9%) for the European Union in the World Energy Model (Stated Policies Scenario) of the International Energy Agency [79]. To ensure the comparability of the results and to keep the focus on ICP, other policy-related country-specific factors, such as feed-in tariffs, were left aside for the scope of this paper.

Table 2. Preinstalled technologies.

| Technology Type               | Capacity | Year of Installation |
|------------------------------|----------|----------------------|
| Combined heat and power (CHP)| 1271 kW el| 2019                |
| Cooling storage              | 1000 m³  | 1980                |
| Gas boiler                   | 1254 kW th| 2014               |
| PV roof 1                    | 310 kW el | 2015              |
| PV roof 2                    | 50 kW el  | 2018                |

Table 3. Fuel and electricity prices.

| Biogas | Electricity ("Normal") | Electricity (CO₂-Neutral) | Gas | Hydrogen |
|--------|------------------------|---------------------------|-----|----------|
|        | Cost \[€ \/ kWh\] | Emissions \[t CO₂ \/ kWh\] | Cost \[€ \/ kWh\] | Emissions \[t CO₂ \/ kWh\] | Cost \[€ \/ kWh\] | Emissions \[t CO₂ \/ kWh\] | Cost \[€ \/ kWh\] | Emissions \[t CO₂ \/ kWh\] |
| Germany | 0.0691 \[67\] | 0.1840 \[69\] | 0.0000485 \[70\] | 0.194 \[69,71\] | 0.0230 \[47\] | 0.2480 \[47\] |
| Japan   | 0.1500 \[68\] | 0.1275 \[73\] | 0.000468 \[74\] | 0.1558 \[69\] | 0.060 \[73\] | 0.000202 \[72\] | 0.2354 \[72\] |
| United Kingdom | 0.0420 \[68\] | 0.1411 \[75\] | 0.000233 \[76\] | 0.1711 \[77\] | 0.0190 \[75\] | 0.2138 \[75\] |
| Germany | 0.0691 \[67\] | 0.1840 \[69\] | 0.0000485 \[70\] | 0.194 \[69,71\] | 0.0230 \[47\] | 0.2126 \[47\] |
| Japan   | 0.1500 \[68\] | 0.1275 \[73\] | 0.000468 \[74\] | 0.1558 \[69\] | 0.060 \[73\] | 0.000202 \[72\] | 0.2085 \[72\] |
| United Kingdom | 0.0420 \[68\] | 0.1411 \[75\] | 0.000233 \[76\] | 0.1711 \[77\] | 0.0190 \[75\] | 0.1474 \[75\] |

Table 4. Economic costs of carbon [29].

|        | 2024 | 2030 | 2040 |
|--------|------|------|------|
| CO₂ Price \[€ \/ t CO₂\] | 201  | 222  | 264  |
Table 5. Assumed external CO₂-prices.

| Country        | 2024  | 2030 | 2040 |
|----------------|-------|------|------|
| Germany        | 45 [80] | 72.5 | 100  |
| Japan          | 2.5 [81] | 4    | 5.6  |
| United Kingdom | 20 [81]  | 32   | 44   |

Two types of cost definitions were used to examine the cost differences of an energy system which was optimised using the ICP and the actual cost of this system based on the external carbon price. The energy system cost included the discounted annuity, operation, and fuel costs, which were identical to the optimised total cost in DISTRICT excluding the carbon cost. The total system cost included the energy system cost plus the carbon cost, based on the country-specific external CO₂ prices.

The scenarios, which were analysed for the scope of this paper, are defined and explained in Table 6. The “no price” scenario served as the reference scenario. Each of the following scenarios increased the complexity for the optimisation model and enabled the analysis of interdependencies between technologies and proxy prices. For all scenarios where only the onsite renewable energy potential was available, the capacities for wind and PV were limited to 0 kW and 1558 kW, respectively. The onsite PV capacity was derived from the available roof and ground areas of the real-world facility.

Table 6. Scenario overview.

| Name                        | Description                                                                 |
|-----------------------------|----------------------------------------------------------------------------|
| no ICP                      | This serves as a reference scenario, where no ICP is implemented and only onsite PV potential is available. |
| w/ICP                       | Same as “no ICP” scenario. Additionally, the ICP (see Table 2) is implemented. |
| w/ICP and CCS               | Same as “w/ICP” scenario. Additionally, CCS can be installed.                |
| w/ICP and PV/wind           | Same as “w/ICP” scenario. Additionally, an unlimited offsite PV and wind (onshore and offshore) potential is assumed. |
| w/ICP and PV/wind & CCS     | Same as “w/ICP and PV/wind” scenario. Additionally, CCS can be installed.   |

3. Results

In the following section, the optimisation results are presented country-by-country. At the end of each country-specific section, a short paragraph summarises the main findings. The section focuses on the results for the year 2040. However, for each scenario a detailed result overview is given in the Appendix A. It should be noted that, in the following, “generated energy” refers to the specific type of energy each technology supplies, e.g., the generated energy of the compression cooling technology describes the supplied cooling energy not the used electricity. Feed-ins into the electricity grid are allowed but no monetary compensation is paid for that. All scenarios were solved by the Gurobi solver with a relative solution gap of 0.01.

3.1. Germany

The bar chart in Figure 3 shows the installed capacities in 2040 for the different scenarios. The preinstalled technologies, as presented in Table 1, are displayed in the “2020” bar.
The discounted investment and operation costs for the three considered years (2024, 2030, and 2040) (hereinafter: energy system cost) sums to 4.24 M € and the CO2 emissions amount to 27,957 t (see also Figure A1). With the assumed German external carbon price, the total discounted cost (energy system cost plus discounted carbon cost) sums to 5.92 M € (hereinafter: total system cost). An overview is given in Table 7.

Figure 3. Installed capacities for the German scenarios in 2040.

For the cost optimal solution of the German “no ICP” scenario, the combined heat-and-power capacity is doubled (2410 kW) and absorption chiller (1493 kW) as well as electrical chiller (788 kW) are installed. Additionally, the onsite PV capacity is fully exploited (1558 kW). Next to these large investments, the model installs a cooling and a heat storage (152 m$^3$ and 16 m$^3$, respectively).

The first bar in Figure 4 shows the energy generation for the “no ICP” scenario. The CHP covers most of the electricity and heat demand. The remaining heat demand is met by the gas boiler. Since electricity is more expensive than heat, the CHP runs power-driven. To maximize the electricity generation of the CHP, an additional heat demand is created by installing the absorption chiller. This allows the CHP-based generation of more heat than the facility requires. The absorption chiller uses the excess heat of the CHP to meet most of the facility’s cooling demand. The electrical chiller and the cooling storage compensate for differences between the cooling demand and the absorption chiller’s generation. Withdrawals from the public electricity grid are relatively low (0.41 GWh) since they must only cover the remaining electricity demand which the CHP and PV do not meet. For the imported electricity, the model chooses the “normal” option, which comes with emissions according to the technology mix for electricity generation in Germany (see Table 6).

Figure 4. Energy generation for the German scenarios in 2040.
The discounted investment and operation costs for the three considered years (2024, 2030, and 2040) (hereinafter: energy system cost) sums to 4.24 M € and the CO\textsubscript{2} emissions amount to 27,957 t (see also Figure A1). With the assumed German external carbon price, the total discounted cost (energy system cost plus discounted carbon cost) sums to 5.92 M € (hereinafter: total system cost). An overview is given in Table 7.

**Table 7.** Cost and emission overview for the German scenarios.

|                      | No ICP          | w/ICP          | w/ICP and CCS | w/ICP and Wind/PV | w/ICP and Wind/PV and CCS |
|----------------------|-----------------|----------------|----------------|--------------------|---------------------------|
| Total emissions [t]  | 27,957          | 19,240         | 19,240         | 7111               | 0                         |
| Energy system cost [M €] | 4.24            | 5.28           | 5.28           | 4.37               | 4.91                       |
| Total system cost [M €] | 5.92            | 6.44           | 6.44           | 4.79               | 4.91                       |
| Emission costs [M €] | 1.68            | 1.16           | 1.16           | 0.42               | 0                         |

Incorporating the ICP (Table 2) into the German scenario environment induces changes in the energy system. Besides the boiler (321 kW), the electrical chiller (1517 kW), and an absorption chiller installation, a CH\textsubscript{4}-fuel cell (1740 kW) is installed in 2040 (see bar 3 in Figure 3).

Additionally, the onsite PV potential is exploited to the onsite potential from 2024 onwards (see also Figure A2). The installation of a 93 m\textsuperscript{3} cooling and a 12 m\textsuperscript{3} heat storage complement the technology installation.

Comparing the energy generation of the “w/ICP” to the “no ICP” scenario underlines the effect of the ICP on the increased use of more efficient technologies. The CH\textsubscript{4} fuel cell is installed and replaces the CHP to a large extent. The fuel cell has a higher overall efficiency, compared to the CHP, and generates heat and electricity more evenly. The combined use of the fuel cell, the gas boiler and the CHP enable the model to generate heat more aligned to its demand while still meeting most of the facility’s electricity demand. The higher flexibility in the heat generation also facilitates a higher flexibility in the absorption chiller operation. This, in turn, reduces the need to store chilled water and thus avoids the associated efficiency losses of the cooling storage. Therefore, the overall energy generation is reduced significantly when comparing the “w/ICP” to the “no ICP” scenario. Additionally, the ICP initialises a switch of the electricity import from “normal” to the CO\textsubscript{2}-neutral alternative. The energy system cost increases to 5.28 M €, while the emissions reduce to 19,240 t (see also Figure A2). Incorporating the external carbon price increases the total system cost to 6.44 M €.

Comparing the “w/ICP” to the “w/ICP and CCS” scenario shows that the CCS technology does not yield any advantages within the German scenario setting. Therefore, the cost optimal solution is the same for both scenarios (see also Figures A2 and A3).

Bar 5 in Figure 3 shows the installed capacities for the “w/ICP and PV/wind” scenario. The PV and onshore wind capacities are increased significantly (4134 kW and 4898 kW, respectively). This expansion is combined with the installation of a battery (2125 kWh), heat (93 m\textsuperscript{3}) and cooling storages (440 m\textsuperscript{3}), and an absorption chiller (565 kW) as well as power-to-heat (p2h) (1749 kW). The CH\textsubscript{4} fuel cell is not installed anymore.

The battery stores and the p2h can directly use excess renewable electricity generation. Both serve to integrate renewable energy generation into the local energy system. The p2h technology generates heat, which in turn reduces the use of the CHP and the gas boiler. The electricity demand, which is not met by the installed technologies, namely CHP, PV, and wind, is covered by withdrawing CO\textsubscript{2}-neutral electricity from the public grid (2.30 GWh in 2040). The energy system cost sums to 4.37 M € and the emissions to 7111 t (see also Figure A4). Incorporating the external carbon price brings the total system cost to 4.79 M €.

Bar 6 of Figure 3 shows the installed capacities for the “w/ICP and PV/wind and CCS” scenario. The CCS technology is installed (1699 kW) while the p2h and the battery storage capacities are, compared to the “w/ICP and PV/wind” scenario, not expanded at all (p2h) or not as much (battery storage).
With the CCS technology and the unlimited renewable energy potential, the energy generation changes (see bar 5 in Figure 4). The use of CHP and boiler increases compared to the “w/ICP and PV/wind” scenario. It is cheaper to use the CHP and boiler, fueled by gas, and compensate the associated emissions with CCS than to focus on integrating renewable energies via energy storage and sector integration technologies. Therefore, the energy storage and sector integration technologies do not play the same role as in the previous scenario and are used considerably less. The energy system cost is 4.91 M €. Since the model is optimised using the ICP and has the highest degree of freedom towards reducing the emissions, they are the lowest of all the German scenarios, reaching complete decarbonisation and hence zero emissions (see also Figure A5). Therefore, there are no additional carbon emission costs.

Country-Specific Summary

For the German energy system environment, the cost optimal solution consists of combined heat and power generation (CHP and fuel cell). When the ICP is incorporated into the energy system optimisation, the model increases the system efficiency and reduces emissions by installing the CH₄ fuel cell and importing CO₂-neutral electricity. With unlimited renewable energy potential, the optimal energy system builds on high renewable energy installations as well as energy storage (battery/heat/cooling) and p2h technologies. Comparing the “w/ICP and CCS” to the “w/ICP and PV/wind and CCS” scenario underlines the importance of cheap electricity for an economical use of the CCS technology. Only with the possibility for high renewable energy installations, the CCS technology is installed. With the option to install CCS, less energy storage and sector integration technologies are installed and CHP as well as boiler usage increases (comparing “w/ICP and PV/wind” to “w/ICP and PV/wind and CCS”). As the assumed location is relatively close to the shore, the generation profiles of onshore and offshore wind do not differ that much, and the model prefers the cheaper onshore wind technology to the offshore option.

Comparing the total system cost of the “no ICP” to the most expensive scenario (“w/ICP” and “w/ICP and CCS”) shows that the total cost is only up to 9% higher. It indicates that, for an organisation in this scenario environment, it is not necessarily a great danger to evaluate energy systems with high ICPs, even though the external carbon prices are less than half of the internal ones.

Analysing only the energy system cost increase (without accounting for external carbon prices) across the scenarios shows a price increase between 3.1% (comparing the “no ICP” to the “w/ICP and PV/wind” scenario) and 24.5% (comparing the “no ICP” to the “w/ICP and CCS” scenario). This comparison is later used to compare the impact of ICP across different countries. Overall, the results show that for both the energy and the total system cost, an increase in renewable energy capacities leads to a cost reduction.

3.2. Japan

The second bar in Figure 5 shows the installed capacities for the Japanese “no ICP” scenario. In contrast to the German “no ICP” scenario, the model increases the boiler (241 kW) and electrical chiller (2340 kW) capacities but not the CHP’s capacity. Additionally, no thermal or cooling storages are installed (see also Figure A6).

The first bar in Figure 6 shows the energy generation for the “no ICP” scenario. The CHP covers parts of the facility’s electricity and heat demand. Since no significant additional CHP capacity is installed, the share of CHP-generated energy is less than for the German “no ICP” scenario. The boiler compensates the lower CHP-based heat generation and the electrical chiller covers the cooling demand. Meeting the heat demand predominantly with the boiler allows a demand-aligned generation, which in turn reduces the need to store heat. Additionally, the cooling demand is met by the electrical chiller and not by the absorption chiller. Therefore, the overall energy generation is reduced (comparing the German and Japanese “no ICP” scenarios). With the lower CHP generation, more of the necessary electricity is imported from the public grid as “normal” electricity.
(13.68 GWh). The energy system cost sums up to 7.09 M € and 25,648 t of CO₂ are emitted (see also Figure A6). Incorporating the assumed Japanese external carbon price increases the total system cost to 7.18 M € (see Table 8).

Figure 5. Installed capacities for the Japanese scenarios in 2040.

Figure 6. Energy generation for the Japanese scenarios in 2040.
Table 8. Cost and emission overview for the Japanese scenarios.

|                           | No ICP | w/ICP | w/ICP and CCS | w/ICP and Wind/PV | w/ICP and Wind/PV and CCS |
|---------------------------|--------|-------|---------------|-------------------|---------------------------|
| Total emissions [t]       | 25,648 | 5419  | 5419          | 5020              | 1437                      |
| Energy system cost [M €]  | 7.09   | 8.23  | 8.23          | 7.40              | 7.81                      |
| Total system cost [M €]   | 7.18   | 8.25  | 8.25          | 7.41              | 7.81                      |
| Emission costs [M €]      | 0.09   | 0.02  | 0.02          | 0.01              | <0.01                     |

In the Japanese environment the introduction of the ICP leads to changes in the energy system configuration. Unlike in the “no ICP” scenario, the model does not renew the CHP installation after the initial plant has exceeded its lifetime. Therefore, no CHP capacity is installed in 2040. The installed capacities of the electrical chiller (2340 kW) and boiler (788 kW) do not change (see bar 3 in Figure 5).

As bar 2 in Figure 6 shows, the ICP leads to a switch from “normal” electricity imports to the CO\(_2\)-neutral alternative. As in the “no ICP” scenario, the imported electricity covers a significant share of the electricity demand. Comparing the “no ICP” and the “w/ICP” scenario shows that the CHP is replaced by grid electricity and heat generated with the gas boiler. As the heat and cooling generation of the gas boiler and the electrical chiller can be fully aligned with the respective demands, there is no need for thermal storage capacities. The energy system cost amounts to 8.23 M € and the emissions sum to 5419 t (see also Figure A7). With the external carbon price, the total system cost sums to 8.25 M €.

The results for the Japanese “w/ICP and CCS” scenario do not change compared to the “w/ICP” scenario (bars 3 and 4 in Figure 5, and bars 2 and 3 in Figure 6). The main reason for the similarity of the results is that the use of CCS is not economically feasible, as is the case in the German scenarios. Again, the absence of additional renewable energy capacities leads to a lack of a cheap electricity source. Therefore, it is cheaper to pay the carbon price for the emissions than to install CCS capacities and use CO\(_2\)-neutral electricity to operate the CCS (see also Figure A8).

Bar 5 in Figure 5 shows the installed capacities for the Japanese “w/ICP and PV/wind” scenario. Renewables, battery, and p2h technologies are installed. In contrast to the corresponding German scenario, when no wind capacity is installed and compared to the Japanese “w/ICP” scenario, the size of the thermal and cooling storage increases (237 m\(^3\) and 520 m\(^3\), respectively).

Bar 4 in Figure 6 shows the energy generation for the Japanese “w/ICP and PV/wind” scenario. The PV capacity increases the share of renewable energy. This is supported by the battery and the p2h. The total generated energy increases as the electricity for the p2h and the electricity which is stored in the batteries are generated by the installed PV capacities. The energy system cost of the “w/ICP and PV/wind” scenario sums to 7.40 M € and the emissions amount to 5020 t (see also Figure A9). With the external carbon price, the total system cost sums to 7.41 M €.

Bar 6 in Figure 5 shows the installed capacities for the scenario where CCS is available (“w/ICP and PV/wind and CCS”). Compared to the “w/ICP and PV/wind” scenario, the installation of PV increases and is accompanied by an installation of CCS (2287 kW). The p2h capacities decrease while the battery installation increases considerably. The increase in battery capacity is necessary to facilitate the high share of PV electricity use, as seen in Figure 6. Like the German scenarios, the energy generation for the “w/ICP and PV/wind” and “w/ICP and PV/wind and CCS” scenarios differ in two main aspects (bars 4 and 5 in Figure 6). First, the CHP is used in the “w/ICP and PV/wind and CCS” scenario as its emissions can be compensated by using CCS. Second, the energy generation is slightly higher, which is due to the electricity demand of the CCS technology. The energy system cost amounts to 7.806 M € and the emissions sum up to 1437 t (see also Figure A10). With the external carbon price, the total system cost sums up to 7.809 M €.
Country-Specific Summary

The optimised energy system for Japan is characterised by cheap grid electricity. This leads to higher electricity imports and lower use of the CHP technology compared to the German scenarios. Lower CHP use leads to higher boiler use, which generates the heat to meet the heat demand. This interrelation does not change when an ICP is implemented, only the imported electricity switches from “normal” to the CO\textsubscript{2}-neutral alternative. With unlimited renewable energy capacities and no CCS technology, the cost optimal solution consists, like the German scenario, of high PV capacities accompanied by battery storage and p2h. In opposition to the German scenario, the model does not install wind capacities, due to the high solar radiation in Japan and associated high PV generation. With CCS, the optimal energy system configuration is, again like the German scenario, less focused on sector integration technologies and more on electricity generation to meet the demand of the CCS, which compensates parts of the system’s emissions.

Even though the ICP is between 47 and 80 times higher than the assumed external carbon price, the total system cost of the most expensive scenario (“w/ICP (and CCS)”) is only 15% more than the cost of the “no ICP” scenario.

When only the energy system cost is compared, the cost increase is between 4% (comparing “no ICP” with “w/ICP and PV/wind”) and 16% (comparing “no ICP” with “w/ICP (and CCS)”). The energy system cost increase is in a similar range as the potential German increases, but less extreme (16% compared with 24%). An organisation that introduces the assumed ICP across their business units might therefore increase the costs for the German business unit more than for the Japanese unit.

3.3. United Kingdom

For the British “no ICP” scenario, the installed technologies as well as the generated energy mix are very similar to the German “no ICP” scenario (see bar 2 in Figures 7 and A11). Again, the CHP provides most of the necessary electricity as well as heat and the absorption chiller uses excess heat to meet the cooling demand (see Figure 8). The energy system cost sums up to 2.98 M €, which is less than the energy system cost of the German “no ICP” scenario (4.24 M €). The lower cost is mainly due to the lower gas price in the UK, which reduces the overall fuel cost. The CO\textsubscript{2} emissions sum up to 27,098 t, which is less than for the German “no ICP” scenario, due to the lower emission factor of the British grid electricity (see Table 6). Taking the assumed British external carbon price into account brings the total system cost to 3.71 M € (see Table 9).

installed capacities [kW], thermal storages [m\textsuperscript{3}] and battery [kWh] in 2040

Figure 7. Installed capacities for the British scenarios in 2040.
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Figure 8. Energy generation for the British scenarios in 2040.

Table 9. Cost and emission overview for the British scenarios.

|                       | No ICP | w/ICP | w/ICP and CCS | w/ICP and Wind/PV | w/ICP and Wind/PV and CCS |
|-----------------------|--------|-------|--------------|-------------------|--------------------------|
| Total emissions [t]   | 27,098 | 6353  | 6353         | 1729              | 0                        |
| Energy system cost [M €] | 2.98   | 5.74  | 5.74         | 3.63              | 3.28                     |
| Total system cost [M €]  | 3.71   | 5.91  | 5.91         | 3.68              | 3.28                     |
| Emission costs [M €]   | 0.73   | 0.17  | 0.17         | 0.05              | 0                        |

Optimising the British energy system with an ICP changes the installed technology mix, see bar 3 in Figure 7. As already seen in the German scenarios, the model installs the CH₄ fuel cell technology (928 kW). For the energy generation, the ICP not only causes a fuel switch from “normal” to CO₂-neutral electricity but also from gas to biogas due to the small price difference between them. This is contrary to the German and Japanese scenarios. The switch to biogas leads to a reduction of emissions and therefore to a reduction in emission cost. The energy system cost for the “w/ICP” scenario sums to 5.74 M €, while the emissions reduce to 6353 t (see also Figure A12). Including external carbon prices raises the total system cost to 5.91 M €.

Bar 4 in Figure 7 shows the installed capacities for the “w/ICP and CCS” scenario. As already seen in the other countries’ scenarios, the CCS technology does not yield any advantages within this scenario setting. Therefore, the cost optimal solution is the same as for the “w/ICP” scenario (see also Figure A13).

For the “w/ICP and PV/wind” scenario, the technology mix changes significantly (bar 5 in Figure 7). Up to 6463 kW of PV and 4383 kW of onshore wind capacities are installed. Additionally, p2h capacity (54 kW), cooling (321 m³) and heat storage (25 m³), as well as battery storages (4666 kW) are installed.

Bar 4 in Figure 8 shows the generated energy for the “w/ICP and PV/wind” scenario. With the installed PV and wind capacities, the share of renewable energy generation increases significantly. In combination with the p2h, they replace the CHP to a large extent.
The small amounts of imported electricity (0.64 GWh) are CO₂-neutral. The energy system cost sums up to 3.63 M € and 1729 t of CO₂ are emitted (see also Figure A14). Taking the assumed external carbon price into account increases the total system cost to 3.68 M €.

Bar 6 in Figure 7 shows the installed technologies for the “w/ICP and PV/wind and CCS” scenario. Compared to the “w/ICP and PV/wind” scenario, more PV (5763 kW) and onshore wind (4768 kW) are installed. CCS is installed from 2024 onward (1493 kW in 2040). As already seen previously, the p2h and battery capacities decrease in this scenario setting.

Bar 6 in Figure 8 shows the energy generation for the “w/ICP and PV/wind and CCS” scenario. The high renewable energy generation is used to operate the CCS. In contrast to all other British scenarios where the ICP is incorporated, the model switches the fuel from biogas back to gas and from CO₂-neutral electricity to the “normal” option. It is cheaper to compensate the associated emissions with CCS than to avoid them with the low-emission biogas and the CO₂-neutral electricity. The CCS compensates the emissions to net zero (see also Figure A15). The energy system cost sums up to 3.28 M €, which does not change once the external carbon price is considered, as the CO₂ emissions are net zero.

Country-Specific Summary

The British scenarios are characterised by the cheap gas price. Therefore, the implementation of an ICP does not force a strong switch to more efficient technologies (e.g., a fuel cell), as seen in the German scenarios (“w/ICP” and “w/ICP and CCS”). This is supported by the cheap biogas price, which again reduces the need to switch to more expensive but also more efficient technologies such as the CHP, which is run with the less emission-intensive biogas. The fuel switch to biogas is the main reason for the emission reduction when comparing the British “no ICP” to the “w/ICP” scenario.

The interrelation between the CCS and CHP as well as the availability of unlimited renewable energy capacities is consistent within the German and the Japanese scenario worlds. With the availability of unlimited renewables and CCS, the model reduces the use of energy storage and sector integration technologies and increases the use of CHP. For the British scenarios, the unlimited renewable energy potential combined with CCS additionally initialises a switch back from biogas to gas and from CO₂-neutral electricity to the “normal” option.

Comparing the total system cost of the “no ICP” scenario shows that the cost is between 12% (“w/ICP and PV/wind and CCS”) lower and 59% (“w/ICP (and CCS)”) higher. When only the energy system cost is compared, the cost increase is between 10%, comparing “no price” with “w/ICP and PV/wind and CCS”, and 93% for “w/ICP (and CCS)” compared with the “no price” scenario.

4. Discussion

4.1. Significant Impact Differences in the Energy System Cost for the Countries Due to the ICP

Table 10 gives an overview of the energy and total system cost as well as the emissions of all analysed scenarios. Comparing the energy system cost for the different scenarios shows significant differences in the impact of the ICP on the energy system cost across the countries (Figure 9). This indicates that an organisation which chooses to implement an ICP across all its business units influences the energy system cost of its business units very differently. At the same time, the emission reductions vary significantly (Table 10). This is independent of potential country-specific external carbon prices. The diverse impacts of an ICP on the costs and emissions indicates that there are business unit-specific emission abatement cost curves in each examined country. Further research could analyse if the emission abatement cost curves vary for different business units within a country.
Table 10. Cost and emission overview.

| Country      | Energy system | Cost [M €] | Total CO₂ Emissions [t] | Total CO₂ Emissions [t] | Total CO₂ Emissions [t] | Total CO₂ Emissions [t] |
|--------------|---------------|------------|--------------------------|--------------------------|--------------------------|--------------------------|
|              | No Price      | w/Price    | w/ICP & CCS              | w/ICP and PV/Wind        | w/ICP and PV/Wind and CCS | w/ICP and PV/Wind and CCS |
| Germany      | 4.24          | 5.28       | 5.28                     | 4.37                     | 4.91                     | 27,957                   | 19,240                   | 19,240                   | 7111                      | 0                          |
|              | 5.92          | 6.44       | 6.44                     | 4.79                     | 4.91                     | 27,957                   | 19,240                   | 19,240                   | 7111                      | 0                          |
| Japan        | 7.09          | 8.23       | 8.23                     | 7.40                     | 7.81                     | 25,648                   | 5419                     | 5419                     | 5020                      | 1437                      |
|              | 7.18          | 8.25       | 8.25                     | 7.41                     | 7.81                     | 25,648                   | 5419                     | 5419                     | 5020                      | 1437                      |
| United Kingdom | 2.98        | 5.74       | 5.74                     | 3.63                     | 3.28                     | 27,998                   | 6353                     | 6353                     | 1729                      | 0                          |
|              | 3.71          | 5.91       | 5.91                     | 3.68                     | 3.28                     | 27,998                   | 6353                     | 6353                     | 1729                      | 0                          |

Figure 9. Percentage price increase in energy system cost due to ICP.

A multinational organisation that plans to implement some sort of ICP across all its business units should consider that the same ICP might have varying cost impacts on different business units. It might otherwise raise disapproval of ICP within the organisation. Academic literature has not yet covered this aspect fully. Accounting for the impact differences when designing ICP schemes is one option for how to mitigate this problem.

4.2. Total System Cost Increase Due to ICP Is Not Proportional to the Price Difference between Internal and External Carbon Prices

To analyse the impact of ICP on the total system cost, the energy system is optimised with the ICP and then the total system cost is calculated based on the assumed external carbon prices.

For the German and British case studies, the total system cost is higher in the “w/ICP” and “w/ICP and CCS” scenarios. With the unlimited renewables potentials in the “w/ICP and PV/wind” as well as the “w/ICP and PV/wind and CCS” scenarios, the total system cost actually decreases below the total system cost of the “no price” scenario. The Japanese scenario results are different, as all “w/ICP” scenarios have a higher cost than the “no price” scenario.

The German and British scenarios show that, even though the ICP is at least twice as high as the external carbon price, the total system cost of the “w/ICP and PV/wind” scenarios are lower than the cost of the “no price” scenario. Comparing both country results indicates that with increasing external carbon prices, the additional total system cost
decreases, based on a system optimised with ICP. This is a valuable insight for organisations that are trying to design an ICP and are having problems with defining a price level. Organisations may not necessarily have to bear additional costs due to their ICP being considerably higher than the external carbon price. Only with very high price differences, the additional cost, due to the system optimisation with ICP, might be higher for all the scenarios, as the Japanese results underline. This does change once the organisation knows the future external carbon price. Knowing the exact future carbon price and optimising the energy systems by taking this price into account would obviously yield the lowest cost.

Even though the total system cost increases with ICP, compared to the scenario where no ICP is used at all, the cost difference is not proportional to the difference between the ICP and the actual external carbon price. This indicates that organisations do not necessarily increase their cost proportionally, even though a high internal carbon price is used.

4.3. Installation of Energy Storage and Sector Integration Technologies Depends on the Availability of Renewables and CCS

With unlimited renewable energy capacities, PV and wind are installed and combined with energy storing and integration technologies for all three countries. Allowing the model to install CCS in the unlimited renewable energy capacities scenarios changes the optimal solution significantly. The energy system configuration steers away from energy storage and integration technologies.

Especially the British scenarios demonstrate this change in the energy system configuration. The British “w/ICP and PV/wind” results show a fuel switch from gas to biogas and the installation of energy storage and sector integration technologies. In the “w/ICP and PV/wind and CCS” scenario, CCS is installed, a switch back to gas is executed and less energy storage and sector integration technologies are installed. Similar results are seen for the German and Japanese scenario environments. The energy system configuration builds more on CHP and boiler usage, while associated emissions are compensated by CCS. The renewables supply the cheap electricity for an economically feasible operation of the CCS. Overall, the results show that the renewables lay the foundation for both energy system designs.

4.4. Building the Energy System on a Future Use of CCS Might Lead to a Path Dependency

Designing the energy system configuration around the assumption that in the future CCS is widely accessible and can be combined with renewables can lead to a path dependency. The results show that by planning the energy system investments and operation under this assumption, the investments focus on CCS and not on energy storage and sector integration technologies. If in the future CCS is not available as expected, switching to a more renewable-based, sector-integrated energy system might be difficult and above all expensive. This path dependency is especially prevalent, as investments in energy systems usually comprise long-term time horizons. Therefore, organisations should evaluate their assumptions carefully to avoid unexpected costs in the next decades.

4.5. CCS Is Not Effective without the Availability of Cheap Electricity

Allowing the installation of CCS without increasing the available renewable energy capacities has no significant impact in all the scenarios (“w/ICP” and “w/ICP and CCS”). Only with the unlimited renewables potential, CCS becomes a feasible option in all three scenario environments. Thus, it should not be considered a reasonable technology on a company scale, where renewable and land resources are generally limited.

4.6. Cheapest Main Energy Source Shapes Energy System

Comparing the results for Germany and the United Kingdom with Japan underlines the influence of the cheapest main energy source (Figure 10). With cheap gas prices in the UK and GER, the combined generation of electricity and heat with CHP and fuel cells is predominant. The slightly higher gas and biogas prices in GER force the model to focus more on fuel cells. In JP, the cheap electricity price leads to importing CO₂-neutral
electricity and generating heat with the more efficient gas boiler. Therefore, CHP and fuel cells are not as important as for the German or British scenarios.

4.4. Building the Energy System on a Future Use of CCS Might Lead to a Path Dependency

Designing the energy system configuration around the assumption that in the future CCS is widely accessible and can be combined with renewables can lead to a path dependency. The results show that by planning the energy system investments and operation under this assumption, the investments focus on CCS and not on energy storage and sector integration technologies. If in the future CCS is not available as expected, switching to a more renewable-based, sector-integrated energy system might be difficult and above all expensive. This path dependency is especially prevalent, as investments in energy systems usually comprise long-term time horizons. Therefore, organisations should evaluate their assumptions carefully to avoid unexpected costs in the next decades.

4.5. CCS Is Not Effective without the Availability of Cheap Electricity

Allowing the installation of CCS without increasing the available renewable energy capacities has no significant impact in all the scenarios (“w/ICP” and “w/ICP and CCS”). Only with the unlimited renewables potential, CCS becomes a feasible option in all three scenario environments. Thus, it should not be considered a reasonable technology on a company scale, where renewable and land resources are generally limited.

4.6. Cheapest Main Energy Source Shapes Energy System

Comparing the results for Germany and the United Kingdom with Japan underlines the influence of the cheapest main energy source (Figure 10). With cheap gas prices in the UK and GER, the combined generation of electricity and heat with CHP and fuel cells is predominant. The slightly higher gas and biogas prices in GER force the model to focus more on fuel cells. In JP, the cheap electricity price leads to importing CO₂-neutral electricity and generating heat with the more efficient gas boiler. Therefore, CHP and fuel cells are not as important as for the German or British scenarios.

Figure 10. Country comparison for “w/ICP” scenarios.

4.7. Sensitivity Analysis

As the results highly depend on the level of the assumed internal carbon prices, a sensitivity analysis was conducted. For this analysis the one-at-a-time (OAT) method for sensitivity analysis was used [82–84]. In the framework of this method, one specific input value is altered around its nominal or initial level [82,83].

The aim of this analysis was to investigate how the optimisation results change once the value of the ICP is changed. Since the ICP directly affects the energy system cost and the emissions of the whole system, the sensitivity analysis focuses on these two aspects of the optimisation. The sensitivity analysis results are shown in Figures 11–13 for Germany, Japan, and the United Kingdom, respectively (see also Appendix B).

All country-specific sensitivity analyses indicate that with a reduction of the ICP, the results approach the findings of the “no price” reference scenario. This interrelation is to be expected and underlines the correct implementation of the sensitivity analysis. A second expected finding of the sensitivity analysis is that the results do not change for scenarios where a full decarbonisation is achieved. Since there are no more CO₂ emissions, the ICP does not create a price signal for the optimisation model and the results stay the same even when the ICP level is altered significantly (see “w/ICP and PV/wind and CCS” scenario in Figures 11–13 and Appendix B).
4.7. Sensitivity Analysis

The emissions of the whole system, the sensitivity analysis focuses on these two aspects of the value of the ICP is changed. Since the ICP directly affects the energy system cost and value is altered around its nominal or initial level [82, 83].

Sensitivity analysis was used [82–84]. In the framework of this method, one specific input sensitivity analysis was conducted. For this analysis the one-at-a-time (OAT) method for sensitivity analysis was conducted. For this analysis the one-at-a-time (OAT) method for optimisation. The sensitivity analysis results are shown in Figures 11–13 for Germany, Japan, and the United Kingdom, respectively (see also Appendix B).

The optimisation. The sensitivity analysis results are shown in Figures 11–13 for Germany, Japan, and the United Kingdom, respectively (see also Appendix B).

The aim of this analysis was to investigate how the optimisation results change once very high CO2 prices are in place or electricity import cost reduces.

The “PV/wind” scenarios underline the effectiveness of renewable energies in reducing CO2 emissions cost efficiently. The cost advantage of the “PV/wind” scenarios persists even with a reduction of the internal carbon price level (see Figures 11–13 and Appendix B).

All country-specific sensitivity analyses indicate that with a reduction of the ICP, the results approach the findings of the “no price” reference scenario. This interrelation is to be expected and underlines the correct implementation of the sensitivity analysis. A second expected finding of the sensitivity analysis is that the results do not change for scenarios where a full decarbonisation is achieved. Since there are no more CO2 emissions, this underlines the already mentioned recommendation for organisations that an investment in renewable energy sources is a robust measure to prepare its energy supply flexibility of renewable energy sources might evaluate this option once very high CO2 prices are in place or electricity import cost reduces.

First, as previously mentioned in the introduction, the (cost) factors which influence energy systems are highly intertwined. Therefore, the results are sensitive to the assumed values of the relevant model factors. Changing the value of just one of these factors can increase ICPs there is no decarbonisation. In the model context, this is mainly due to a lack of options for emission-free heat generation. The model can reduce the emissions by switching from gas to biogas, but the biogas usage still causes emissions (see Table 6). The lack of options for emission-free heat generation. The model can reduce the emissions by switching from gas to biogas, but the biogas usage still causes emissions (see Table 6). The lack of options for emission-free heat generation. The model can reduce the emissions by switching from gas to biogas, but the biogas usage still causes emissions (see Table 6). The lack of options for emission-free heat generation. The model can reduce the emissions by switching from gas to biogas, but the biogas usage still causes emissions (see Table 6).

As the results highly depend on the level of the assumed internal carbon prices, a very high internal carbon prices (+80%) and low electricity and gas prices, respectively, will be discussed in the limitations section.

Four general remarks should be considered for the results presented in this paper. As the results highly depend on the level of the assumed internal carbon prices, a very high internal carbon prices (+80%) and low electricity and gas prices, respectively, will be discussed in the limitations section.
The results for the “w/ICP and PV/wind” scenarios show that even with significantly increased ICPs there is no decarbonisation. In the model context, this is mainly due to a lack of options for emission-free heat generation. The model can reduce the emissions by switching from gas to biogas, but the biogas usage still causes emissions (see Table 6). The hydrogen option is not chosen because the hydrogen storage costs are too high (see Table 5) and it was assumed that there is no potential for a cheap hydrogen cavern storage on the facility’s premises. Heat pumps are currently not an applicable option either, which will be discussed in the limitations section.

The “PV/wind” scenarios underline the effectiveness of renewable energies in reducing CO₂ emissions cost efficiently. The cost advantage of the “PV/wind” scenarios persists even with a reduction of the internal carbon price level (see Figures 11–13 and Appendix B). This underlines the already mentioned recommendation for organisations that an investment in renewable energy sources is a robust measure to prepare its energy supply for the future, independent of the availability of the CCS technology.

The Japanese and British “w/ICP and CCS” results (Figures 12 and 13) show that with very high internal carbon prices (+80%) and low electricity and gas prices, respectively, there might be an economic feasible use of CCS in combination with grid electricity imports or electricity generation via CH₄ fuel cells. Organisations that lack sufficient availability of renewable energy sources might evaluate this option once very high CO₂ prices are in place or electricity import cost reduces.

4.8. Limitations

Four general remarks should be considered for the results presented in this paper. First, as previously mentioned in the introduction, the (cost) factors which influence energy systems are highly intertwined. Therefore, the results are sensitive to the assumed values of the relevant model factors. Changing the value of just one of these factors can alter the results considerably. Therefore, the results should always be seen in the context of the assumed values.

Second, the optimisation comprises a long-term time horizon. Correctly predicting the exact future value of any factor is probably impossible. Therefore, the results can be used to derive general statements about energy systems with internal carbon prices in different countries, but they cannot serve as exact predictions of future costs developments.

Third, the case studies are based on demand data of a real-world facility in Japan. The facility has electricity, heat, and cooling demand throughout the entire year. This simultaneity of all three energy demands makes the usage of combined electricity, heating, and cooling generation technologies (CHP, fuel cell, and absorption chiller) very effective. If the facility did not have all three demands throughout the whole year, the focus of the cost-optimal technology mix might change from combined generation technologies to other generation technologies.

Additionally, the heat demand of the real-world facility is required to be met by steam. Therefore, heat pumps are not installed as the temperature spread would be too high for most of the market-ready heat pumps.

5. Conclusions

Organisations around the globe try to reduce their greenhouse gas emissions effectively. One instrument used to manage these efforts is internal carbon pricing. Defining the exact value for an internal carbon price and assessing the impact for business units in different countries is seen as challenging for organisations.

This paper analyses the impact of ICP, aligned with the findings of the updated DICE model, on identical business units in Germany, Japan, and the United Kingdom. The results show that the implementation of one ICP within a multinational organisation has very different impacts on the business units in different countries. The differences can not only be found for the costs and emissions but also for the energy system configuration and operation. Additionally, the results show that price differences between an ICP and an
external carbon price do not have a proportional impact on the total system cost. Using an ICP which is considerably higher than the external carbon price might therefore not necessarily lead to additional costs, as the German and British scenario results show.

The availability of renewable energy plays an important role in how an energy system configuration changes and how CCS is used when an ICP is introduced. If CCS is not available to the system, but enough renewable energy capacities are, the system consists of high renewable energy technologies, sector integration technologies, as well as energy storage technologies. If renewables and CCS are available, the energy system configuration and operation consist of less energy storage and energy integration technologies and uses CHP and boilers instead. The renewables provide the electricity for the CCS, which compensates the emissions caused by the usage of the heating technologies. Since renewables play an important role in reducing the costs of the energy system, independent of the CCS availability, a robust approach for organisations or business units to support the cost-efficient transition of their energy system is ensuring the availability of enough renewable energy capacities and successively exploiting them.

Overall, an organisation should carefully assess the impact an ICP has on its business units across different countries and consider the differences already during the ICP design process. This study can give a first impression on potential differences in cost increases and emission reductions when looking at different country-specific environments. To allow organisations to prepare themselves for higher external carbon prices and plan their decarbonisation pathways, further research is necessary to develop methods that allow the organisation a thorough assessment of their ICP design and consider impacts on a multinational scale. Other directions of future research might go towards developing methods to fairly mitigate the impact differences to support organisations in implementing internal carbon prices and thereby preparing themselves for a carbon-neutral future.
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Figure A14. Detailed results for the British “w/ICP and PV/wind” scenario.
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## Appendix B

### Table A1. Sensitivity analysis results for the German scenarios.

| Change of Initial ICP [%] | Energy System Cost [M €] | Total CO₂ Emissions [t] |
|---------------------------|--------------------------|-------------------------|
|                           | w/Price                  | w/ICP and CCS           | w/ICP and PV/Wind and CCS | w/Price                  | w/ICP and CCS           | w/ICP and PV/Wind and CCS |
| −40                       | 4.45                     | 4.17                    | 4.68                      | 23,883                   | 8430                     | 1766                     |
| −60                       | 4.39                     | 4.05                    | 4.24                      | 24,567                   | 9723                     | 6150                     |
| −80                       | 4.26                     | 3.92                    | 3.92                      | 26,616                   | 11,855                   | 11,774                   |
| 40                        | 8.19                     | 5.49                    | 4.91                      | 6871                     | 2606                     | 0                        |
| 60                        | 9.67                     | 5.91                    | 4.91                      | 1919                     | 1124                     | 1142                     |
| 80                        | 9.67                     | 5.93                    | 4.91                      | 1919                     | 1124                     | 1138                     |

### Table A2. Sensitivity analysis results for the Japanese scenarios.

| Change of Initial ICP [%] | Energy System Cost [M €] | Total CO₂ Emissions [t] |
|---------------------------|--------------------------|-------------------------|
|                           | w/Price                  | w/ICP and CCS           | w/ICP and PV/Wind and CCS | w/Price                  | w/ICP and CCS           | w/ICP and PV/Wind and CCS |
| −40                       | 8.11                     | 7.40                    | 7.38                      | 6415                     | 5033                     | 4022                     |
| −60                       | 8.05                     | 7.31                    | 7.32                      | 6982                     | 5850                     | 4779                     |
| −80                       | 7.10                     | 6.59                    | 6.59                      | 24,690                   | 19,319                   | 19,203                   |
| 40                        | 8.77                     | 7.84                    | 8.12                      | 3034                     | 1034                     | 0                        |
| 60                        | 8.77                     | 7.84                    | 8.12                      | 3034                     | 1034                     | 0                        |
| 80                        | 8.77                     | 7.84                    | 8.12                      | 3034                     | 1034                     | 0                        |

### Table A3. Sensitivity analysis results for the British scenarios.

| Change of Initial ICP [%] | Energy System Cost [M €] | Total CO₂ Emissions [t] |
|---------------------------|--------------------------|-------------------------|
|                           | w/Price                  | w/ICP and CCS           | w/ICP and PV/Wind and CCS | w/Price                  | w/ICP and CCS           | w/ICP and PV/Wind and CCS |
| −40                       | 3.76                     | 3.04                    | 3.28                      | 20,067                   | 5833                     | 0                        |
| −60                       | 2.99                     | 2.74                    | 3.11                      | 26,977                   | 8721                     | 1952                     |
| −80                       | 2.99                     | 2.64                    | 2.69                      | 27,057                   | 10,540                   | 8849                     |
| 40                        | 5.80                     | 3.66                    | 3.28                      | 6078                     | 4321                     | 1607                     |
| 60                        | 5.83                     | 3.67                    | 3.28                      | 5977                     | 2328                     | 1578                     |
| 80                        | 5.92                     | 3.68                    | 3.28                      | 5696                     | 0                       | 0                        |
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