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1. ABSTRACT

We propose a new paradigm to effortlessly get a portable geometric Level Of Details (LOD) for a point cloud inside a Point Cloud Server. The point cloud is divided into groups of points (patch), then each patch is reordered (MidOc ordering) so that reading points following this order provides more and more details on the patch. This LOD have then multiple applications: point cloud size reduction for visualisation (point cloud streaming) or speeding of slow algorithm, fast density peak detection and correction as well as safeguard for methods that may be sensible to density variations. The LOD method also embeds information about the sensed object geometric nature, and thus can be used as a crude multi-scale dimensionality descriptor, enabling fast classification and on-the-fly filtering for basic classes.

2. INTRODUCTION

2.1 Problem

Point cloud data is becoming more and more common. Following the same trend, the acquisition frequency and precision of the Lidar device are also increasing. Thus point cloud processing is entering in the Big Data realm. Point cloud data usage is also spreading and going out of their traditional user communities. Lidar data are now commonly used by non-specialized users. The now common datasets in the multi billion point range can not fit in computer memory. Furthermore, having the complete and fully detailed point cloud is impracticable, unnecessary, or even damageable for most applications.

The ability to reduce the number of points is then vital for practical point cloud management and usage.

There are basically two levers to reduce the amount of data considered (See Figure 2). The first would be filtering data based on its characteristics (position, time, semantic, etc.), thus keeping the original data, but only a portion of it. The second lever would be to generalise the data, that is replace many points with few objects that represent well those points. Those objects can be more abstract (geometric primitives like plane for example), or of the same type, i.e. simply some well chosen points (subset).

For instance, to visualize a part of a massive point cloud, we might fetch only the points that are visible (filtering), and not display the totality of selected points, but only points better representing the scene (generalisation).

The Point Cloud Server (PCS) we propose (Cura (2014)) is compatible with filtering and generalization. It extensively covers the filtering part, with many possibilities (spatial, semantic, attributes, using vector and raster data, using metadata). The PCS also use generalisation of points in the form of more abstract types (bounding box, planes, stats, etc.). In this article, we explore the last option: how to generalise groups of points by choosing a representative subset of points (See Fig. 2).

This kind of problem is common in Geographical Information System (GIS): how to generalize information contained in huge datasets, that is reduce the details of data while retaining its principal organisation.

This problem is also much broader and very commons across research field. It could be seen as compression, clustering, dimensionality reduction, or Level Of Detail (LOD) if the goal is visualisation.

In this article, we consider successive reducion of the amount of points in several levels while preserving the geometric characteristics of the underlying sensed object, in an efficient manner, and while being robust point density variation. The goal is not only visualization of large point cloud, but mainly processing of large point clouds.

Robustness to variation of density is necessary because the sensing may be structured for the sensing device (for instance a Lidar may sense point using a constant angle), but not necessary for the sensed object (see Fig. 3). Furthermore, fusing multiple point clouds also produce non regular density.

2.2 Related Work

Sophisticated methods have been proposed to generalise 2D points for cartographic applications. Sester (2001) uses Self Organizing Maps, Schwartges et al. (2013) uses Active Range and (mixed) integer linear programming. In both case, the goal is a very specific type of visualisation (cartography), and it obviously relies
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Figure 1: Graphical Abstract: a Lidar point cloud (1), is split into patches (2) and stored in the PCS (Cura (2014)), patches are re-ordered to obtain free LOD (3) (a gradient of LOD here), lastly the ordering by-product is a multiscale dimensionality descriptor used as a feature for learning and efficient filtering (4).

Yet, getting this surface (reconstruction) is a very hard challenge, sometime not even possible, and thus we can not rely on it.

Because the goal is to produce hierarchical levels of points, it seems natural to use a hierarchical structure to compute those levels. Rusinkiewicz and Levoy (2000) use a Bounding Sphere Hierarchy for a visualisation application. On the other hand, Octree (Meagher (1982)) have become the de-facto choice. Indeed, they can be efficiently ordering points by Morton order (Feng and Watanabe (2014)), which is similar in principle to GeoHash (Sabo et al. (2014)). Octree can even be created out of memory for extremely large point clouds (Baert et al. (2014)). Moreover, their regularity allows efficient representation and compression (Schnabel and Klein (2006); Huang et al. (2006)), as well as fast geospatial access to data (Elseberg et al. (2013)). Octree are also natural candidates to nesting (i.e., create a hierarchy of octrees with various resolution and occupancy, as in Hornung et al. (2013)). Octree construction into file system hierarchy approach is still popular today (Oscar Martinez-Rubi et al. (2015)), with point cloud in the 600 Billions points range. It has also been adapted to distributed file system (cloud-computing) \(^1\), with processing of 100 Billions points at a 2 Billions pts /hour using a 32 cores 64 GB computer.

Bereuter (2015) recently gave an overview of how quad tree can be used for point generalisation. The steps are first to compute a tree for the point cloud. Then, the point generalisation at a given level is obtained for each cell of the same tree level, by having one point represent all the points of this cell.

There are two methods to choose a point representing the others. The first one is to select on points among all (‘select’). The second method is to create a new point that will represent well the others (‘aggregate’). Both these methods can use geometry of points, but also other attributes.

In theory, choosing an optimal point would also depend on application. For instance lets consider a point cloud containing a classification, and suppose the application is to visually identify the presence of a very rarely present class C. In this case a purely geometrical LOD would probably hide C until the very detailed levels. On the opposite, preferring a point classified in C whenever possible would be optimal for this application.

However, a LOD method has to be agnostic regarding point clouds, and point clouds may have many attributes of various type and meaning, as long as many applications. Therefore, most methods use only the minimal common factor of possible attributes, that is spatial coordinates. For visualisation applications, aggregating points seems to be the most popular choice Schütz and Wimmer (2015); Hornung et al. (2013); Elseberg et al. (2013), with aggregating functions like centroids of the points or centroid of the cell.

All of this methods also use an aggregative function (barycentre of the points, centroid of the cell) to represent the points of a cell. Using the barycentre seems intuitive, as it is also the point that minimize the squared distance to other points in the cell, and thus a measure of geometric error.

However, using the ‘aggregate’ rather than ‘select’ strategy necessary introduces aggregating errors (as opposed to potential aliasing error), and is less agnostic. Indeed, aggregating means fabricating new points, and also necessitate a way to aggregate for each attributes, which might be complex (for instance semantic aggregating: a point of trash can and a point of bollard could be aggregated into a point of street furniture). This might not be a problem for visualization application. Yet our goal is to provide LOD for other processing methods, which might be influenced by aggregating errors. Furthermore, the barycentre is very sensible to density variations.

\[^1\]https://github.com/connormanning/entwine
Therefore, we prefer to use a ‘select’ strategy. The point to be selected is the closest to the centroid of the octree cell. If the point cloud density is sufficient this strategy produces a nearly regularly sampled point cloud, which might be a statistical advantage for processing methods. To establish a parallel with statistics, picking one point per cell is akin to a Latin Hypercube (see McKay et al. (1979)). Avoiding the averaging strategy might also increase the quantity of information than can be retrieved (similar to compressed sensing, see Fornasier and Rauhut (2010)).

We note that most of the LOD systems seems to have been created to first provide a fast access to point (spatial indexing), and then adapted to provide LOD. Using the PCS, we can separate the indexing part, and the LOD scheme. From this stems less design constraints, more possibilities, and a method than is not dedicated to only one application (like visualisation).

2.3 Contribution

This paper re-uses and combines existing and well established methods with a focus on simplicity and efficiency. As such, all the methods are tested on billions scale point cloud, and are Open Source for sake of reproducibility test and improvements.

Our first contribution is to store the LOD implicitly in the ordering of the points rather than externally, avoiding any data duplication. Thus, we don’t duplicate information, and the more we read points, the more precise of an approximation of the point cloud we get. If we read all the points, we have the original point cloud.

The second contribution (MidOc) is a simple way to order points in order to have an increasingly better geometric approximation of the point cloud when following this order.

The third contribution is to show that this ordering embed information about the dimensionality of the sensed object, to the point of being a simple multi-scale dimensionality descriptor. We demonstrate the interest of this descriptor by comparing it to a state of the art dimensionality descriptor, then by assessing it potential by performing a Random Forest classification that can then be used for very fast pre-filtering of points, and other applications.

2.4 Plan of the article

The rest of this article is organized as follows: in the next section 3., we present the methods. In the result section 4., we give the results. We discuss it and the possible limitations in section 5.

Following the IMRAD format (Wu, 2011), the remainder of this article is divided into three sections. Section 3. presents the LOD solution, how it produces a dimensionality descriptor, and how this can be leveraged for classification. Section 4. reports on the experiments validating the methods. Finally, the details, the limitations, and potential applications are discussed in Section 5.

3. METHOD

In this section, we first present the Point Cloud Server (section 3.1)(PCS Cura (2014)) upon which this article is based. Then we introduce the LOD solution that we propose, which consists of reordering groups of points from less to more details (3.2), and then choose which LOD is needed. Although any ordering can be used, we propose a simple geometric one (3.3) which is fast and robust to density variation. Furthermore, constructing this ordering produces a rough dimensionality descriptor (3.4). This descriptor can be used in the PCS to perform density correction (3.5) and classification at the patch level (3.6). This classification can be directly transferred to points, or indirectly exploited in a pre-filtering step.

3.1 The Point Cloud Server

We propose to exploit the ordering of points to indirectly store LOD information. Indeed, whatever the format, be it file or database based, points ends up as a list, which is ordered.

The idea is then to exploit the order of this list, so that when reading the points from beginning to end, we get gradually a more accurate geometrical approximation of the point cloud (see figure 5).

For instance, given list \( L = \{P_1, ..., P_N\} \) of ordered points. Reading \( P_1 \) to \( P_2 \) gives a rough approximation of the point cloud, and reading another 16 points \((P_3 \text{ to } P_{19})\) is going to give a slightly better approximation. Reading points 1 to \( N \) is going to get the exact point cloud, so there is no data loss, nor data duplication.

Using the point ordering as LOD results in three main advantages.
Implicit Except a pre-processing step to write the point cloud following a given ordering, each time the user wants to get a Level Of Detail version of the point cloud, there is no computing at all (only data reading). This may not make a big difference for non-frequent reading, but in a context where the same point cloud is going to get used several times at several levels and by several users simultaneously (for instance Point Cloud as a Service), no processing time makes a big difference.

No Duplication Another big advantage is that exploiting point ordering does not necessitate additional storage. This is an advantage on low level. It saves disk space (no data duplication, no index file). Because the LOD information is embedded right within the point cloud, it is perfectly concurrent-proof, i.e. the point cloud and the LOD can not become out of sync. (Even in heavy concurrent Read/Write, a user would always get a coherent LOD). Lastly because the LOD only relies on ordering the original points, and does not introduces any other points or data, it avoids all precision-related issues that may come from aggregating.

Portable The last advantage comes from the simplicity of using the ordering. Because it is already something that all point cloud tools can deal with (a list of points!), it is portable. Most softwares do not change the points order inside a cloud (See Section 4.3). Even if a tool were to change the order, it would be easy to add the ordering number as an attribut (though slightly increasing the storage requirement). This simplicity also implies that adapting tools to exploit this ordering is very easy.

3.3 MidOc : an ordering for gradual geometrical approximation

3.3.1 Requirements and hypothesis The method exploits the order of points to store LOD information, so that the more points are read, the more detailed the result becomes. Obviously an ordering method that class the points from less details ($LOD_0$) to full details ($LOD_\infty$) is needed. This ordering is in fact a geometric measure of point relevance, that is how well a point represents the point cloud (in a neighbourhood depending of the LOD).

This ordering will be used by on different point clouds and for many applications, and so can not be tailored to one. As such, we can only consider the geometry (the minimal constituent of a point). Because of the possible varying-density point clouds, the ordering method also have to recreate a regular-ish sampling.

Although many ordering could be used (for example, a simple uniform-random ordering), a suitable one would have low-discrepancy (that is be well homogeneous in space, see Rainville et al. (2012)), not be sensitive to density variations, be regular, be fast to compute and be deterministic (which simplify the mutluser use of the point cloud).

We make two hypothesis that are mostly verified on Lidar point cloud. The first hypothesis (’disposable density’) is that the density does not gives information about the nature of the object being sensed. That is, depending on the sensing situation, some parts of the cloud are more or less dense, but this has nothing to do with the nature of the object sensed, thus can be discarded. The second hypothesis (low noise) is that the geometrical noise is low. We need this hypothesis because ’disposable density’ forbids to use density to lessen the influence of outliers.

A common method in LOD is to recursively divide a point cloud into groups and use the barycentre of the group as the point representing this group. The ground of this method is that the barycentre minimise the sum of squared distance to the points.

However such method is extremely sensable to density variation, and artificially creates new points.
octree subsampling (for instance, the octree subsampling is used in Girardeau-Montaut (2014)). An octree is built over a point cloud, then for each cell of the octree the LOD point is the barycentre of the points in the cell. With this, browsing the octree breadth-first provides the points of the different levels.

We adapt this to cope with density variation, and to avoid creating new point because of aggregation. We name this ordering MidOc (Middle of Octree subsampling) for clarity of this article, nonetheless we are probably not the first to use it.

The principle is very simple, and necessitate an octree over the point cloud (octree can be implicit though). We illustrate it on Figure 6 (in 2D for graphical comfort). We walk the octree breadth-first. For each non-empty cell, the point closest to the cell centre is chosen and assigned the cell level, and removed from the available point to pick. The process can be stopped before having chosen all possible points, in which case the remaining points are added to the list, with the level \( L_{\infty} \).

The result is a set of points with level \((P, L_i)\). Inside one level \( L_i \) points can be ordered following various strategies (see Section 3.3.4).

Because each point is assigned a level, we can store the total number of points per level, which is a multi-scale dimensionality descriptor, see Section 3.4).

3.3.3 Implementation MidOc ordering is similar to octree building. Because Octree building has been widely researched, we test only two basic solutions among many possibilities.

The first kind of implementation uses SQL queries. For each level, we compute the centres of the occupied cells using bit shifts and the closest point to these. Picked points are removed, and the process is repeated on the next level. It relies on the fact that knowing each point octree cell occupancy does not require to compute the octree (see Figure 21).

The second implementation uses python with a recursive strategy. It only necessitates a function that given a cell and a list of points choses the point closest to the centre of the cell, then split the cell and the list of points for the next level, and recursively calls itself on this subcells with the sublists.

A more efficient and simpler implementation is possible by first ordering the points following the Morton (Hypothesis \( \text{or Hilbert} \)) curve, as in Feng and Watanabe (2014) (Section 2.5.1, page 37), in the spirit of linear octree.

3.3.4 Intra-level ordering Inside one LOD points can be ordered with various methods. The intra-level ordering will have an impact if the LOD is used in a continuous way, and moreover may influence methods that relies on low-discrepancy. More precisely, if only a part of the points in a level are going to be used, it may be essential that they cover well the spatial layout of the totality of points. Several methods give this kind of coverage (see Rainville et al. (2012)).

Let’s take the example where the goal is to find the plan that best fits a set of points and the method to do so in online (for instance it could be based on online robust PCA like in (Feng et al. (2013))). The plan fitting method reads one by one the points of a designated level \( L_i \), and successively computes a better plan estimation.

The Figure 7 presents some possible ordering. If the plan detection method was applied on the Y ordering, it would necessitate a great number of points to compute a stable plan. For instance the first 16 points (1 column) would not permit to compute a plan. Similarly, if the point were ordered randomly, estimating a plan would still require lots of points, because uniform randomly chosen points are not well spread out (on the figure, the first 25 points are over represented in the upper left part).

On the opposite, using a low discrepancy ordering like the Halton sequence makes the points well spread, while being quasi-random. Inverted space filling curves like the Morton or Hilbert curves also cover well space, at the price of being much more regulars.

The Halton sequence ordering is obtained by generating a Halton sequence (nD points) and successively pick points closest to the Halton generated points. The revert Morton ordering and revert Hilbert ordering are the distance along Morton or Hilbert curve expressed in bit and read backward (with a possible offset).

3.4 Crude multi-scale dimensionality descriptor (MidOc by-product)

3.4.1 Principle During MidOc building process, the number of chosen points per level can be stored. Each ordered patch is then associated with a vector of number of points per level \( ppl = (N_{L_1}, \ldots, N_{L_m}) \). The number of picked point for \( L_i \) is almost the voxel occupancy for the level \( i \) of the corresponding octree. Almost, because in MidOc points picked at a level do not count for the next Levels. Occupancy over a voxel grid has already been used as a descriptor (See Bustos et al. (2005)). However we can go a step further. For the following we consider that patches contain enough points and levels are low enough so that the removing of picked points has no influence.

In theory for a level \( L_i \), a centred line would occupy \( 2^{4L_i} \) cells, a centred plane \( 4^{4L_i} \) cells, and a volume all of the cells \( 8^{4L_i} \) cells. Thus, by comparing \( ppl[L_i] \) to theoretical \( 2^{4L_i}, 4^{4L_i}, 8^{4L_i} \) we retrieve a dimensionality index \( \dim_{LOD}[i] \) about the dimensionality of the patch at the level \( L \) (See Figure 8). This occupancy is only correctly estimated when the patch is fully filled and homogeneous. However, we can also characterize the dimensionality \( \dim_{LOD}[i] \) by the way the occupancy evolves (difference
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Figure 8: Voxel occupancy is a crude dimensionality descriptor: 3D line, surface or volume occupy a different amount of voxels.

mode). Indeed, a line occupying $k$ cells of an octree at level $L_i$ will occupy $2 \times k$ cells at the level $L_{i+1}$, if enough points.

We stress that the information contained in $pp_{pl}$ is akin to a multi-scale dimensionality indice, with the scale being the level of the octree. For the rest of this article we consider that the dimensionality is roughly the same across level (which is entirely false in some case, see 4.6.1).

The Figure 9 illustrate this. Typical parts of a street in the Paris dataset were segmented: a car, a wall with window, a 2 wheelers, a public light, a tree, a person, poles and piece of ground including curbs.

Due to the geometry of acquisition and sampling, the public light is almost a 3D line, resulting in the occupation of very few octree cells. A typical number of points chosen per level for a public light patch would then be $(1, 2, 4, 8, ...)$, which looks like a $2^L$ function. A piece of ground is often extremely flat and very similar to a planar surface, which means that the points chosen per level could be $(1, 4, 16, 64, ...)$, a $4^L$ function. Lastly a piece of tree foliage is going to be very volumetric in nature, due to the fact that a leaf is about the same size as point spacing and is partly transparent to laser (leading to several echo). Then a foliage patch would typically be $(1, 8, 64, ...)$ (if enough points), so a $8^L$ function. (Tree patches are in fact a special case, see 4.6.1).

3.4.2 Comparing crude dimensionality descriptor with covariance-based descriptors

A sophisticated per-point dimensionality descriptor is introduced in Demantké (2014); Weinmann et al. (2015), then used to find optimal neighbourhood size. A main difference is that this feature is computed for each point (thus is extremely costly to compute), and that dimensionality is influenced by density variation.

At the patch level, we do not need to find the scale at which compute dimensionality, the descriptor is computed on the whole patch.

This dimensionality descriptors ($Dim_{cov}$) relies on computing covariance of points centred to the barycentre (3D structure tensor), then a normalisation of covariance eigen values. As such, the method is similar, and has the same advantages and limitation, as the Principal Component Analysis (See Shlens (2014) for a reader friendly introduction). It can be seen as fitting an ellipsoid to the points.

First this method is sensible to density variations because all the points are considered for the fitting. As opposite to our hypothesis (See Section 3.3.1), this method considers implicitly that density holds information about the nature of sensed objects. Second, this methods only fits one ellipse, which is insufficient to capture complex geometric forms. Last, this method is very local and does not allow to explore different scale for a point cloud as a whole. Indeed this method is classically used on points within a growing sphere to extend the scale.

However scale should be defined as the size of the features being analysed in sensed objects, and ot the scale of the neighbourhood
We compute both dimensionality descriptor and then compare them for the Paris dataset.

### 3.4.3 Crude dimensionality descriptor as a feature

Using the result of the MidOc ordering has the advantage of not necessitating extra computing, the patch being ordered with MidOc for LOD anyway.

Moreover, because $x_1 \rightarrow (2^i)^\ell$, $x_2 \rightarrow (2^i)^\ell$, $x_3 \rightarrow (2^i)^\ell$ diverge very fast, we only need to use few levels to have a quite good descriptor. For instance, using $L = 2$, we have $x_i = [4, 16, 64]$ which are very distinguishable values, and don’t require a total density above $70$ points per patch. As long as the patch contains a minimal number of points, the descriptors is density and scale invariant. Lastly a mixed result (following neither of the $x_i \rightarrow (2^i)^\ell$ function) can be used as an indicator that the patch contains mixed geometry, either due to nature of the objects in the patch, or due to the way the patch is defined (sampling).

Although it might be possible to go a step further and decompose a patch $ppl$ vector on the base of $x_1 \rightarrow (2^i)^\ell$, $i \in [1..3]$, the direct and exact decomposition can’t be used because the decomposition might depends on $L_i$. For instance a plane with a small line could appear as a plan for $L_1$ and $L_2$, and starts to appear differently over $L_3$ and higher level. In this case, an Expectation-Maximization scheme might be able to decompose robustly.

### 3.5 Excessive Density detection and correction

Lidar point cloud do not have a constant density, even if the acquisition is performed at a constant sensing rate, because the sensed object geometry (See Fig. 3).

Important variation of density can be a serious issue for some processing methods. For instance if millions of points are concentrated in a small volume, a processing method operating on fixed size volume may exceed the maximum memory of the system. Large density variation are also bad for performances in parallel environment. Indeed, efficient parallel computing may require that all the workers have about the same amount of work. One worker stumbling upon a very dense part of the point cloud would have much more points to process than the other workers. The figure 12 shows a place in the Paris dataset where the density is 5 times over the average value of this data set. In this context of terrestrial Lidar, this density peak is simply due to the fact that the acquisition vehicle stopped at this place, while continuing to sense data.

The PCS coupled with LOD patches allows to quickly find abnormally high density. The PCS filters in few milliseconds the patch containing lots of points. This suffice for most applications. For a finer density estimation, we compute the approximate volume of the patch. For a level $L$, the $ppl[L]$ number of points multiplied by the theoretical cell size for this level gives an approximate volume (or surface) of the patch. The total number of points divided by this volume (surface) gives a finer volumetric (surface) density estimation.

Then, correcting density consists of taking into account only the first $K$ points, where $K$ is computed to attain the approximate patch volume (surface).

### 3.6 Classification with the Point Cloud Server

#### 3.6.1 Principle

We propose to perform patch classification using the Point Cloud Server and the previously introduced crude multi-scale dimensionality descriptor, along with other basic descriptors, using a Random Forest classifier. Following the position of the PCS towards abstraction, the classification is performed at the patch level and not at the point level. This induces a massive scaling and speed effect, at the cost of introducing quantization error. Indeed, compared to a point classification, a patch may contain points belonging to several classes (due to generalisation), yet it will only be classified in one class, thus the "quantization" error.

Because patch classification is so fast and scales so well, the end goal can be however slightly different than for usual point classification.

Patch classification can be used as a fast preprocess to another slower point classification, be it to speed it (an artificial recall increase for patch classification may be needed, see Figure 20), or to better a point classification. The patch classification can provide a rough classification. Based on that the most adapted point classifier is chosen (similarly to Cascaded classifiers), thus improving the result of the final point classification. For instance a patch classified as urban object would lead to chose a classifier specialized in urban object, and not the general classifier. This is especially precious for classes that are statistically under-represented.

Patch classification may also be used as a filtering preprocess for applications that only require one class. Many applications only need one class, and do not require all the points in it, but only a subset with good confidence. For this it is possible to artificially boost the precision (by accepting only high confidence prediction). For instance computing a Digital Terrain Model (DTM) only requires ground points. Moreover, the ground will have many parts missing due to objects, so using only a part of all the points will suffice anyway. The patch classifier allow to find most of the ground patch extremely fast. Another example is registration. A registration process typically require reliable points to perform mapping and registration. In this case there is no need to use all points, and the patch classification can provide patches from ground and facade with high accuracy (for point cloud to point cloud or point cloud to 3D model registration), or patches of objects and trees (for points cloud to landmark registration). In other applications, finding only a part of the points may be sufficient, for instance when computing a building map from facade patches.

Random Forest method started with Amit and Geman (1997), theorized by Breiman (2001) and has been very popular since then. They are for instance used by Golovinskiy et al. (2009) who perform object detection, segmentation and classification. They analyse separately each task on an urban data set, thus providing valuable comparison. Their method is uniquely dedicated to this task, like Serna and Marcotegui (2014) who provide another method and a state of the art of the segmentation/classification subject. Both of this methods are in fact 2D methods, working on an elevation image obtained by projecting the point cloud. However we observe that street point clouds are dominated by vertical surfaces, like building (about 70% in Paris data set). Our method is fully 3D and can then easily be used to detect vertical object details, like windows or doors on buildings.

#### 3.6.2 Classification details

**Features** The first descriptor is $ppl$, the crude multi-scale dimensionality descriptor produced by the MidOc ordering (see Section 3.4). We use the number of points for the level $[1..4]$. For each level $L$, the number of points is normalized by the maximum number of points possible ($8^L$), so that every feature is in $[0, 1]$.

We also use other simple features that require very limited computing (avoiding complex features like contextual features). Due
We design and execute several experiments in order to validate our approach. Using the LOD allows to quickly compute other simple feature, like the 2D area of points of a patch (points being considered with a given diameter).

Dealing with data set particularities  The Paris data set classes are organized in a hierarchy (100 classes in theory, 22 populated). The rough patch classifier is not designed to deal with so many classes, and so a way to determine what level of hierarchy will be used is needed. We propose to perform this choice with the help of a graph of similarity between classes (see Fig. 15 and 16).

We first determinate how similar the classes are for the simple dimensionality descriptors, classifying with all the classes, and computing a class to class confusion matrix. This confusion matrix can be interpreted as an affinity between class matrix, and thus as a graph. We draw the graph using a spectral layout (Networkx (2014)), which amounts to draw the graph following the first two eigen vectors of the matrix (Similar to Principal Component Analysis). Those two vectors maximize the variance of the data (while being orthogonal), and thus best explain the data. This graph visually helps to choose the appropriate number of classes to use. A fully automatic method may be used via unsupervised clustering approach on the matrix (like The Affinity Propagation of Frey and Dueck (2007)).

Even when reducing the number of classes, the Paris dataset if unbalanced (some class have far less observations than some others). We tried two classical strategies to balance the data set regarding the number of observation per class. The first is under-sampling big classes : we randomly under-sample the observations to get roughly the same number of observation in every class.

The second strategy is to compute a statistical weight for every observation based on the class prevalence. This weight is then used in the learning process when building the Random Forest.

3.6.3 Using the confidence from the classifier  Contrary to classical classification method, we are not only interested in precision and recall per class, but also by the evolution of precision when prediction confidence varies.

In fact, for a filtering application, we can leverage the confidence information provided by the Random Forest method to artificially boost precision (at the cost of recall diminution). We can do this by limiting the minimal confidence allowed for every prediction. Orthogonally, it is possible for some classes to increase recall at the cost of precision by using the result of a first patch classification and then incorporate in the result the other neighbour patches.

We stress that if the goal is to detect objects (and not classify each point), this strategy can be extremely efficient. For instance if we are looking for objects that are big enough to be in several patches (e.g. a car). In this case we can perform the classification (which is very fast and efficient), then keep only highly confident predictions, and then use the position of predictions to perform a local search for car limits. The classical alternative solution would be to perform a per point classification on each point, which would be extremely slow.

4. RESULT

4.1 Introduction to results

We design and execute several experiments in order to validate all points introduced in Section 3. First we prove that is it effectively possible to leverage points order, even using canonical open source software out of the box. Second we perform MidOc ordering on very large point cloud and analyse the efficiency, quality and applications of the results. Third we use the number of points chosen in the MidOc ordering as a descriptors for a random forest classifier on two large data sets, proving their usefulness. Last we analyse the potential of this free descriptors, and what it brings when used in conjunction to other simple descriptors.

The base DBMS is PostgreSQL (2014). The spatial layer PostGIS (2014) is added to beneﬁts from generic geometric types and multidimensional indexes. The speciﬁc point cloud storage and function come from pgPointCloud (2014). The MidOc is either plpgsql or made in python with SciPy (2014). The classification is done with Scikit (2014), and the network clustering with Networkx (2014). Timings are only orders of magnitude due to the influence of database caching.

We use two data sets. There were chosen as different as possible to further evaluate how proposed methods can generalise on different data (See Figure fig:hist-density-dataset for histogram of patch density ). The first data set is IQmulus (2014) (Paris data set), an open source urban data set with varying density, singularities, and very challenging point cloud geometry. Every point is labelled with a hierarchy of 100 classes. The training set is only 12 millions points. Only 22 classes are represented. We group points in 1m$^3$ cubes. The histogram of density seems to follow an exponential law (See figure 10), the effect being that many patches with few points exist.

We also use the Vosges data set, which is a very wide spread, aerial Lidar, 5.5 Billions point cloud. Density is much more constant at 10k pts/patch . A vector ground truth about surface occupation nature (type of forest) is produced by the French Forest Agency. Again the classes are hierarchical, with 28 classes. We group points in $50 \times 50$m squares.

4.2 Using the Point Cloud Server for experiments

All the experiments are performed using a Point Cloud Server (cf Cura (2014)). The key idea are that point clouds are stored inside a DBMS (postgres), as patch. Patch are compressed groups of points along with some basic statistics about points in the group. We hypothesize that in typical point cloud processing workflow, a point is never needed alone, but almost always with its surrounding points.

Each patch of points is then indexed in an R tree for most interesting attributes (obviously X,Y,Z but also time of acquisition, meta data, number of points, distance to source, etc.)

Having such a meta-type with powerful indexes allows use to find points based on various criteria extremely fast. (order of magnitude : ms). As an example, for a 2 Billion points dataset, we
can find all patches in few milliseconds having : - between -1 and 3 meters high in reference to vehicle wheels - in a given 2D area defined by any polygon - acquired between 8h and 8h10 - etc.

The PCS offers an easy mean to perform data-partition based parallelism. We extensively use it in our experiments.

### 4.3 Exploiting the order of points

We proposed to implicitly store LOD in the order of the points (Section 3.2). In this first experiment we check that point cloud ordering is correctly preserved by common open source point cloud processing software. For this, we use a real point cloud, which we order by MidOc ordering. We export it as a text file as the reference file. For each software, we read the reference file and convert it into another format, then check that the conversion did not change the order of points. The tree common open source software tested are CloudCompare\(^2\), LasTools\(^3\) and Meshlab\(^4\). All pass the test.

### 4.4 MidOc: an ordering for gradual geometrical approximation

We first test the visual fitness of MidOc ordering. Then we compute MidOc for our two datasets and evaluate the trade-off between point cloud size and point cloud LOD. As a proof of concept we stream a 3D point cloud with LOD to a browser.

The figure 11 illustrates LOD on a typical street of Paris dataset

The figure 9 shows LOD on common street objects of various dimensionality.

We compute the size and canonical transfer time associated for a representative street point cloud. For this order of magnitude, the size is estimated at 5x4 Byte (5 floats) per point, and the (internet) transfer rate at 1 Mbyte/s.

| Level | Typical spacing (cm) | Points number (k) | Percent of total size | Estimated time (s) |
|-------|----------------------|-------------------|----------------------|-------------------|
| All   | 0.2 to 5             | 1600              | 100                  | 60                |
| 0     | 100                  | 3                 | 0.2                  | 0.1               |
| 1     | 50                   | 11.6              | 0.7                  | 0.4               |
| 2     | 25                   | 41                | 2.6                  | 1.3               |
| 3     | 12                   | 134               | 8.4                  | 5                 |
| 4     | 6                    | 37/2              | 23                   | 14                |

We use 3 implementations of MidOc, two being pure plpgsql (postgresql script langage), and one Python (See Section 3.3.3). We successively order all the Paris and Vosges data sets with MidOc, using 20 parallel workers, with a plpgsql implementation. The ordering is successful on all patches, even in very challenging areas where there are big singularities in density, and many outliers.

The total speed is about 100 millions points/hour using in-base processing. We prototyped an out-of-base processing where the compute MidOc for our two datasets and evaluate the trade-off between in how much points it can display, we limit the number of points per patch sent to the browser using LOD. Patch are ordered with MidOc, so the visual artifact is greatly reduced, and the data loads more quickly, as expected.

### 4.5 Excessive Density detection and correction

We detect the abnormal density (explained in Section 3.5) in the Paris data set in ∼ 100ms (See Figure 12). In comparison, computing the density per point with neighbourhood is extremely slow (only for this 1.5 Million extract, 1 minute with CloudCompare,4x2.5GHz, 10cm rad) (top right illustration), and after the density is computed for each points, all the point cloud still need to be filtered to find abnormal density spot.

If the patch are ordered following MidOc, unneeded points are removed by simply putting a threshold on points per patch (bottom left, 1 to 5k points /m³, bottom right , 5k to 24 k pts /m³). It considerably reduces the number of points (-33%).

This strategy can be automated by stating than no patch should return points over Level L0. Then when getting points from the PCS, so that only points in those levels are sent.

### 4.6 Rough Dimensionality descriptor

We test the dimensionality descriptor (ppl) in two ways. First we compare the extracted (\(\text{Dim}_{LOD}\)) to the classical structure tensor based descriptor (\(\text{Dim}_{conv}\)). We assess how useful it is for classification, by analysing how well it separates classes, and how much it is used when several other features are available.

#### 4.6.1 Comparing LOD-based descriptor with Structure tensor-based descriptor

We compute \(\text{Dim}_{conv}\) following the indications of Weinmann et al. (2015) to get \(p_{dim} \rightarrow [0..1]\)\(^3\), i.e. the probability to belong to \([1D,2D,3D]\). We convert this to \(\text{Dim}_{conv}\) with \(\text{Dim}_{conv} = \sum_{i=1}^{3} i \times p_{dim}[i]\).

Optionally, we test a filtering option so that the maximum distance in biggest two dimensions is more equivalent. However this approach fails to significantly improve results.

We test several method to extract \(\text{Dim}_{LOD}\) from ppl. The first method is to compute \(\text{Dim}_{LOD}[i] = \log(2[ppl[i]])/i\), which gives the simple dimensionality indice for each level. The second method is the same but work on occupancy evolution, with \(\text{Dim}_{LOD}[i] = \log(2[ppl[i]])/ppl[i - 1])\) (discarding L0). In both case the result is a dimensionality indice between 0 and 3 for each
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Level. We use both indices to fusion the dimensionality across Levels (working on $\text{Dim}_{\text{LODA}} = \text{Dim}_{\text{LODs}} \cup \text{Dim}_{\text{LODd}}$).

The first method uses a RANSAC (SciPy (2014) implementation of Choi et al. (2009)) to find the best linear regression. The slope gives an idea of confidence (ideally, should be 0), and the value of the line at the middle of abscissa is an estimate of $\text{Dim}_{\text{LOD}}$. The second method robustly filters $\text{Dim}_{\text{LODA}}$ based on median distance to median value and average the inliers to estimate $\text{Dim}_{\text{LOD}}$.

$\text{Dim}_{\text{cov}}$ and $\text{Dim}_{\text{LOD}}$ are computed with in-base and out-of-base processing, the latter being executed in parallel (8 workers). For 10k patches, 12 Mpts, retrieving data and writing result accounts for 48s, computing $\text{Dim}_{\text{LOD}}$ to 8s, $\text{Dim}_{\text{cov}}$ to 64s. Computing $\text{ppl}$ (which is multiscale) using a linear octree takes between 58 $L_6$ and 85s $L_8$.

Comparing $\text{Dim}_{\text{cov}}$ and $\text{Dim}_{\text{LOD}}$ is not straightforward because the implicit definition of dimension is very different in the two methods. We analyse the patches where $|\text{Dim}_{\text{LOD}} - \text{Dim}_{\text{cov}}| < 0.5$. 0.5 is an arbitrary threshold, but we feel that it represents the point above which descriptors will predict reconcilable dimensions. Those patches represent 93% of the data set (0.96 % of points), with a correlation of 0.80. Overall the proposed dimensions are similar for the majority of patch, especially for well filled 1D and 2D patches (See Fig. 13).

We analyse the 684 remaining patches to look for possible explanations of the difference in dimension (See Fig. 14).

We consider the following four main sources of limitations from $\text{Dim}_{\text{cov}}$.  

Figure 11: Schematic illustration of different LOD. Left to right, all points, then LOD 4 to 0. Visualized in cloud compare with ambient occlusion. Point size varies for better visual result.

Figure 13: $\text{Dim}_{\text{LOD}}$ and $\text{Dim}_{\text{cov}}$ are mostly comparable, except for few patches (5%, coloured) well filled 1D and 2D patches (See Fig. 13).
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Figure 14: Representative patches for $[\text{Dim}_{\text{COD}}\cdot \text{Dim}_{\text{CON}} > 0.5]$. Most differences are explained by $\text{Dim}_{\text{CON}}$ limitations (See 4.6.1.)

- Elongated patch.
  $\text{Dim}_{\text{CON}}=1.42, \text{Dim}_{\text{COD}}=1.92$. If the patch is not roughly a
  square, $\text{Dim}_{\text{CON}}$ gives a bad estimation as it is biased by the
  un-symmetry of point distribution.

- Ellipsoid too simple.
  $\text{Dim}_{\text{CON}}=1.68, \text{Dim}_{\text{COD}}=2.24$. $\text{Dim}_{\text{CON}}$ fits an ellipsoid,
  which can not cope with complex objects, especially when
  the barycentre does not happen to be at a favourable place.

- Coping with heterogeneous sampling.
  $p_{\text{dim}}=[0.56,0.32,0.12]$, $\text{Dim}_{\text{CON}}=1.57, \text{Dim}_{\text{COD}}=2.16$. $\text{Dim}_{\text{CON}}$
  is sensitive to difference in point density. The points
  on the bottom plan are much 3 times less dense than in the
  vertical plan, leading to a wrong estimate.

- Definition of dimension different.
  General: $\text{Dim}_{\text{CON}} \in [1.2,2.6], \text{Dim}_{\text{COD}} \in [1.7..2.7]$
  This patch: $p_{\text{dim}}=[0.11, 0.23, 0.66]$
  $\text{Dim}_{\text{COD}}=[1.8,3.6,74.]$, $\text{Dim}_{\text{CON}}=[3.0,2.17,1.04]$. Trees are a
  good example of how the two descriptors rely on a different
  dimension definition. For $\text{Dim}_{\text{CON}}$, points may be well spread
  out, so usually $p_{\text{dim}}$ is high. Yet, tree patches are also subject
  to density variation, and may also be elongate, which renders
  $\text{Dim}_{\text{CON}}$ very variable. On the opposite, $\text{Dim}_{\text{COD}}$
  considers the dimensionality at different scale (See Fig. 24). From afar
  a tree-patch is volumetric, at lower scale, it seems planar (leaf
  and small sticks form rough plans together). Lastly at small
  scale, the tree looks linear (sticks).

4.6.2 Usefulness of rough descriptor for classification Using only the $ppl$
descriptor, a classification is performed on Paris
data set, then a confusion matrix is computed. We use the spectral
layout (see Section 3.6.2) to automatically produce the graph in
Figure 15. We manually ad 1D,2D and 3D arrows. On this graph,
classes that are most similar according to the classification with
$ppl$ are close. The graph clearly present an organisation following
3 axis. Those axis coincide with the dimensionality of the classes.
For instance the "tree" classe as a strong 3D dimensionality. The
"Punctual object" class, defined by "Objects which representation
on a map should be a point", is strongly 1D (lines), with object
like bollard and public light. The "Road" class is strongly 2D,
the road being locally roughly a plan. The center of the graph
is occupied by classes that may have mixed dimensionality, for
instance "4+ wheeler" (i.e. car) may be a plan or more volumetric,
because of the 1m$^3$ sampling. "Building" and "sidewalk" are not
as clearly 2D as the "road" class. Indeed, the patch of "sidewalk"
class are strongly mixed (containing 22 %of non-sidewalk points,
See figure 18). The building class is also not pure 2D because
building facade in Paris contains balcony, building decoration and
floors, which introduce lots of object-like patches, which explain
that building is closer to the object cluster. (See Figure 11, in
the Level 3 for instance). The dimensionality descriptor clearly
separates classes following their dimensionality, but can’t separate
classes with mixed dimensionality.

To further evaluate the dimensionality descriptor, we introduce
other classification features (see 4.7), perform classification and
compute each feature importance. The overall precision and recall
result of these classification is correct, and the $ppl$ descriptor is of
significant use (See Figure 18 and 17), especially in the V osges
data set. The $ppl$ descriptor is less used in Paris data set, maybe
because lots of classes can not really be defined geometrically, but
more with the context.

4.7 Patch Classification

4.7.1 Introducing other features The dimensionality descrip-
tor alone cannot be used to perform sophisticated classification,
because many semantically different objects have similar dimen-
sion (for instance, a piece of wall and of ground are dimensionally
very similar , yet semantically very different). We introduce ad-
tional simple features for classification (See Section 3.6.2). All
use already stored patch statistics, and thus are extremely fast
to compute. (P : for Paris , V : for V osges: - average of altitude
regarding sensing device origin(P) - area of
patch bounding box (P) - patch height (P) - points per level (ppl), level 1 to 4 (P+V)
- average of intensity (P+V) - average of number of echo (P+V)
- average Z (V)

For V osges data set, we reach a speed of 1 Mpoints/s/worker to
extract those features.

4.7.2 Classification Setting Undersampling and weighting are
used on the paris dataset. First Undersampling to reduce the over
dominant building classe to a 100 factor of the smallest class sup-
port. Then weighting is used to compensate for differences in
support. For the V osges data set only the weighting strategy is
used. The weighting approach is favoured over undersampling.
Because it lessen variability of results when classes are very heterogeneous.

To ensure significant results we follow a K-fold cross-validation method. We again compute a confusion matrix (i.e., affinity between classes) on the Paris data set to choose which level of class hierarchy should be used. (fig: class-clustering-all-features)

4.7.3 Analysing class hierarchy — Choosing which level of the class hierarchy to use depends on data set and applications. In a canonical classification perspective, we have to strongly reduce the number of classes if we want to have significant results. However, reducing the number of class (i.e., use a higher level in the class hierarchy) also means that classes are more heterogeneous.

Both data set are extremely unbalanced (factor 100 or more). Thus our simple and direct Random Forest approach is ill suited for dealing with extremely small classes. (Cascading or one versus all framework would be needed).

For Vosges data set a short analysis convince us to use 3 classes: Forest, Land, and other, on this three classes, the Land class is statistically overweighted by the 2 others.

For the Paris data set, we again use a spectral layout to represent the affinity graph (See Figure 16). Introducing other features clearly helps to separate more classes. The graph also shows the limit of the classification, because some class cannot be properly defined without context (e.g., the side-walk, which is by definition the space between building and road, hence is defined contextually).

4.7.4 Classification results — We perform a analysis of error on Vosges dataset and we note that errors seem to be significantly correlated to distance to borders.

The learning time is less than a minute, the predicting time is less than a second.

For both dataset, patches main contain points from several classes. We measure how much of the patch points pertain to the dominant class. The result is given in the columns “mix”. For instance, the patch of the class “building” contains an average of 98.6% points of the class “building”, whereas the patch from the class “forest” contains 88.3% points of the class “forest”. Therefore, to provide a comparison with point based classification, we can compute the precision of the classification per point as \( \text{Precision}_\text{point} = \text{Precision}_\text{patch} \times \text{Mix.} \). (Same for recall).

Figure 17: Vosges dataset. (table 2) Precision(prec.), recall (rec.), support (supp.), and average percent of points of the class in the patches, for comparison with point based method (mix.). (table 1) Feature usage

4.7.5 Precision or Recall increase — As explained in Section 3.6.3, we can leverage the random forest confidence score to artificially increase the precision.

We focus on the building class. As seen in the Figure 19, initial classification results (blue) are mostly correct. Yet, only keeping patches with high confidence may greatly increase precision (to 100%). Further filtering on confidence can not increase precision, but will reduce the variability of the found building patches. This result (red) would provides a much better base for building reconstruction for instance.

The patch classifier can also be used as a filtering preprocess. In this case, the goal is not to have a great precision, but to be fast and with a good recall. Such recall may be increased artificially for class of objects bigger than the sampling size (1m³ for Paris).

We take the example of ground classification (See Figure 20). The goal is to find all ground patches very fast. We focus on a small area for illustration purpose. This area contains 3086 patches, including 439 ground patches. Patch classification finds 421 ground patch, with a recall of 92.75%. Using the found patch, all the surrounding patches (X, Y: 2 m, Z : 0.5 m) are added to the result (few seconds). There are now 652 patches in the result, and the recall is 100%. This means that from a filtering point of view, a complex classifier that would try to find ground points can be used on 652/3086 = 21% of the data set, at the price of few seconds of computing, without any loss of information.
We refer the reader to Cura (2014) for an exhaustive analysis of the Point Cloud Server. Briefly, the PCS has demonstrated all the required capacities to manage point clouds and scale well. To the best of our knowledge the fastest and easiest way to filter very big point cloud using complex spatial and temporal criteria, as well as natively integrate point cloud with other GIS data (raster, vector). The main limitation is based on the hypothesis that points can be regrouped into meaningful (regarding further point utilisation) patches. If this hypothesis is false, the PCS lose most of its interest.

5.2 Exploiting the order of points

From a practical point of view, implicitly storing the LOD using the point ordering seems to be extremely portable. Most softwares would not change the order of points. For those who might change the order of points, it is still very easy to add the order as an attribute, thus making it fully portable. However, this approach has two limitations. The first limitation is that the order of point might already contains precious information. For instance with a static Lidar device, the acquisition order allows to reconstruct neighbourhood information. The second limitation is that an LOD ordering might conflict with compression. Indeed ordering the points to form LOD will create a list of points were successive points are very different. Yet compressing works by exploiting similarities. A software like LasTool using delta compressing might suffer heavily from this.

5.3 MidOc : an ordering for gradual geometrical approximation

We stress that the LOD are in fact almost continuous (as in the third illustrations of Fig. 1).

MidOc is a way to order points based on their importance. In MidOc, the importance is defined geometrically. Yet specific applications may benefit from using other measure of importance, possibly using other attributes than geometrical one, and possibly using more perceptual-oriented measures.

MidOc relies on two hypothesis which might be false in some case. Indeed, variation of density may be a wanted feature (e.g. stereovision, with more image on more important parts of the object being sense). Again the low geometrical noise hypothesis might be true for Lidar, but not for Stereo vision or medical imaging point cloud. However in those case denoising methods may be applied before computing MidOc.

5.3.1 Applications MidOc ordering might be of use in 3 types of applications. First it can be used for graphical LOD, as a service for point cloud visualisation. Second the ordering allows to correct density to be much more constant. Complex processing methods may benefits from an almost constant density, or for the absence of strong density variation. Third the ordering can be used for point cloud generalisation, as a service for processing methods that may only be able to deal with a fraction of the points.

The illustration 11 gives visual example of LOD result and how it could be used to vary density depending on the distance to camera.
Figure 20: Map of patch clustering result for ground. The classical result finds few extra patches that are not ground (blue), and misses some ground patches (red). Recall is increased by adding to the ground class all patches that are less than 2 meters in X,Y and 0.5 meter in Z around the found patches. Extra patches are much more numerous, but all the ground patches are found.

Figure 9 also gives visual examples for common objects of different dimensionality. It is visually clear that the rate of increase of points from LOD 0 to 4 for floor lamp (1D) window (2D) and tree (3D) is very different. Small details are also preserved like the poles or the antenna of the car. Preserving those details with random or distance based subsampling would be difficult.

5.3.2 Implementation Octree construction may be avoided by simply reading coordinates bitwise in a correctly centred/scaled point cloud. We centre a point cloud so that the lowest point of all dimension is \((0,0,0)\), and scale it so that the biggest dimension is in \([0,1]\). The point cloud is then quantized into \([0,2^L-1]\) for each coordinate. The coordinates are now integers, and for each point, reading its coordinates bitwise left to right gives the position of the point in the octree for level of the bit read. This means performing this centering/scaling/quantization directly gives the octree. Moreover, further operations can be performed using bit arithmetic, which is extremely fast.

On this illustration the point \(P\) has coordinates \((5,2)\) in a \([0,2^3-1]^2\) system. Reading the coordinates as binary gives \((b'101',b'010')\). Thus we know that on the first level of a quad tree, \(P\) will be in the right \((x=b'1xx')\) bottom \((y=b'0yy')\) cell. For the next level, we divide the previous cell in 2, and read the next binary coordinate. \(P\) will be in the left \((x=b'00x')\) up \((y=b'y1y')\) cell. There is no computing required, only bit mask and data reading.

Regarding implementation, the three we propose are much too slow, by an order of magnitude to be easily used in real situation. We stress however that the slowness comes from inefficient data manipulation, rather than from the complexity of the ordering. It may also be possible to use the revert Hilbert ordering to directly compute MidOc. Furthermore, octree construction has been commonly done on GPU for more than a decade.

5.3.3 Size versus LOD trade-off The table 1 shows that using the level 3 may speed the transfer time by a 10 factor. The point cloud server throughput is about 2-3 Mbyte /s (monoprocess), sufficient for an internet transfer, but not fast enough for a LAN 10 Mbyte /s. This relatively slow throughput is due to current point cloud server limitation (cf 5.1).

5.3.4 Large scale computing The relatively slow computing (180 Millions points /h) is a very strong limitation. This could be avoided. A C implementation which can access raw patch would also be faster for ordering points.

5.3.5 LOD stream Streaming low level of detail patches greatly accelerate visualisation, which is very useful when the full point cloud is not needed. To further accelerate transmission, patch LOD can be determined according to the distance to camera (frustum culling). (See Figure 22 for a naive visual explanation.)

Figure 22: Schematique example of LOD depending on distance to camera

As seen before (See Section 5.3.3), the point cloud server is fast enough for an internet connection, but is currently slower than a file-based points streaming. Thus for the moment LOD stream is interesting only when bandwidth is limited.
5.4 Excessive Density detection and correction

5.4.1 Fast detection  Density abnormality detection at the patch level offer the great advantage of avoiding to read points. This is the key to the speed of this method. We don’t know any method that is as fast and simple.

The limitation stems from the aggregated nature of patch. the number of points per patch doesn’t give the density per point, but a quantized version of this per patch. So it is not possible to have a fine per point density.

5.4.2 Simple correction  The correction of density peak we propose has the advantage of being instantaneous and not induce any data loss. It is also easy to use as safeguard for an application that may be sensible to density peak: the application simply defines the highest number of points /m^it can handle, and the Point cloud server will always output less than that.

The most important limitation this method doesn’t guarantee homogeneous density, only a maximum density. For instance if an application requires 1000 points /m^ for ground patches, all the patches must have more than 1000 points, and patch must have been ordered with MidOc for level 0 to at least 5 (4^5 = 1024).

The homogeneous density may also be compromised when the patch are not only split spatially, but with other logics (in our case, points in patch can not be separated by more than 30 seconds, and all points in a patch must come from the same original acquisition file).

5.5 Crude dimensionality descriptor (MidOc by-product)

Tree patches are challenging for both dimensionality descriptor. There possible dimension changes a lot (See Fig. 23), although DimLOD is more concentrated. Yet, ppl is extremely useful to classify trees. Indeed, ppl contains the dimensionality at various scale, and potentially the variation of it, which is quite specific for trees (See Fig. 24).

We stress that a true octree cell occupancy (i.e. without picking points as in the ppl) can be obtained without computing the octree, simply by using the binary coordinates (See 21). We implement it in python as a proof of concept. Computing it is about as fast as computing Dimcov.

Overall, ppl offers a good alternative to the classical dimensionality descriptor (Dimcov), being more robust and multiscale. However the ppl also has limitations. First the quality of the dimensionality description may be affected by a low number of points in the patch. Second in some case it is hard to reduce it to a meaningful DimLOD. Last because of assumption on density, it is sensible to geometric noise.

5.6 Patch Classification

The ppl descriptor contains lots of information about the patch. This information is leveraged by the Random Forest method and permit a rough classification based on geometric differences. As expected, ppl descriptor are not sufficient to correctly separate complex objects, which is the main limitation for a classification application.

The additional features are extremely simple, and far from the one used in state of the art. Notably, we don’t use any contextual feature. We choose to classify directly in N classes, whereas due to the large unbalance indatset, cacade or 1 versus all approaches would be more adapted.

5.6.1 Analysing class hierarchy  The figure 16 shows the limit of a classification without contextual information. For instance the class grid and buildings are similar because in Paris buildings balcony are typically made of grids.

To better identify confusion between classes, we use a spectral layout on the affinity matrix. Graphing this matrix in 2D amounts to a problem of dimensionality reduction. It could use more advanced method than simply using the first two eigen vector, in particular the two vector wouldn’t be need to be orthogonal (for instance, like in Hyvärinen and Oja (2000)).

5.6.2 Classification results  First the feature usage for vosges data set clearly shows that amongst all the simple descriptor, the ppl descriptor is largely favored. This may be explained by the fact that forest and bare land have very different dimensionality, which is conveyed by the ppl descriptor.

Second the patch classifier appears to have very good result to predict if a patch is forest or not. The precision is almost perfect for forest. We reach the limit of precision of ground truth. Because most of the errors are on border area, the recall for forest can also be easily artificially increased. The percent of points in patch that are in the patch class allow to compare result with a point based method. For instance the average precision per point for closed forest would be 0.99 + 0.883 = 0.874 . We stress that this is averaged results, and better precision per point could be achieved because we may use random forest confidence to guess border area (with a separate learning for instance). For comparison with point methods, the patch classifier predict with very good precision and support over 6 billions points in few seconds (few minutes for training). We don’t know other method that have similar result while being as fast and natively 3D. The Moor class can’t be separated without more specialised descriptor, because Moor and no forest classes are geometrically very similar.
The principal limitation is that for this kind of aerial Lidar data set the 2.5D approximation may be sufficient, which enables many raster based methods that may perform better or faster.

The figure 18 gives full results for paris data set, at various class hierarchy level. Because the goal is filtering and not pure classification, we only comment the 7 classes result. The proposed methods appears very effective to find building, ground, and trees. Even taking into consideration the fact that patch may contains mixed classes (column mix.), the result are in the range of state of the art point classifier, while being extremely fast. This result are sufficient to increase recall or precision to 1 if necessary. We stress that even results appearing less good (4+wheelers , 0.69 precision, 0.45 recall) are in fact sufficient to increase recall to 1 (by spatial dilatation of the result), which enables then to use more subtle methods on filtered patches.

For V osges data set, features are extracted at 1Mpts/s/worker, learning ~ fev/min, classification ~ 10s. The V osges data set has not been used in other articles, therefore we propose to compare the timings to Shapovalov et al. (2010) (Table 5) for point classification timing on the same dataset (4.28h, 2s, 90s) (please note that the training set is much reduced by data balancing). As expected the speed gain is high for complex feature computing (not required) and point classification (done on patch and not points in our case).

5.6.3 Estimating the speed and performance of patch based classification compared to point based classification

The Point Cloud Server is designed to work on patches, which in turns enable massive scaling.

Timing a server is difficult because of different layer of caches, and background workers. Therefore, timing should be considered as order of magnitude. For Paris data set, extracting extra classification features requires ~ \( \frac{400s}{1 \text{ to } 8 \text{ workers}} \), learning ~ 210s, and classification ~ few s. We refer to Weinmann et al. (2015) (Table 5) for point classification timing on the same dataset (4.28h, 2s, 90s) (please note that the training set is much reduced by data balancing). As expected the speed gain is high for complex feature computing (not required) and point classification (done on patch and not points in our case).

Timing a server is difficult because of different layer of caches, and background workers. Therefore, timing should be considered as order of magnitude. For Paris data set, extracting extra classification features requires ~ \( \frac{400s}{1 \text{ to } 8 \text{ workers}} \), learning ~ 210s, and classification ~ few s. We refer to Weinmann et al. (2015) (Table 5) for point classification timing on the same dataset (4.28h, 2s, 90s) (please note that the training set is much reduced by data balancing). As expected the speed gain is high for complex feature computing (not required) and point classification (done on patch and not points in our case).

For Paris data set (Fig. 18), we compare to Weinmann et al. (2015) (Table 5). As expected there results are better, particularly in terms of precision (except for the class of vegetation). This trend is aggravated by taking into account the “mix.” factor. Indeed we perform patch classification, and patch may not pertain to only one class, which is measured by the mix factor (amount of points in the main class divided by the total number of point). However, including the mix factor the results are still within the 85 to 90% precision for the main classes (ground, building, natural).

For V osges data set (Fig 17), we refer to Shapovalov et al. (2010) (Table 2). There random forest classifier get trees with 93% precision and 89% recall. Including the mix factor we get trees with a precision of 87% and 80% recall. As a comparison to image based classification, an informal experiment of classification with satellite image reaches between 85 % and 93 % of precision for forest class depending on the pixel size (between 5 and 0.5 m).

Overall, the proposed method get reasonably good results compared to more sophisticated methods, while being much faster. It so makes a good candidate as a preprocessing filtering step.

5.6.4 Precision or Recall increase

Because the propose methods are preprocessing filtering step, it can be advantageous to increase precision or recall.

In the Figure 19 gives a visual example where increasing precision and reducing class heterogeneity is advantageous. This illustrates that having a 1 precision or recall is not necessary the ultimate goal. In this case it would be much easier to perform line detection starting from red patches rather than blue patches.

The limitation of artificial precision increase is that it is only possible when precision is roughly a rising function of random forest confidence, as seen on the illustration 25. For this class, by accepting only prediction of random forest that have a confidence over 0.3 the precision goes from 0.68 to 0.86, at the cost of ignoring half the predictions for this class. This method necessitates that the precision is roughly a rising function of the confidence, as for the 4+wheelers class for instance (See Figure 25). This strategy is not possible for incoherent class, like unclassified class.

The method we present for artificial recall increase is only possible if at least one patch of each object is retrieved, and objects are spatially dense. This is because a spatial dilatation operation is used. This is the case for “4+wheelers” objects in the paris data set for instance. The whole method is possible because spatial dilatation is very fast in point cloud server (because of index). Moreover, because the global goal is to find all patches of a class while leaving out some patches, it would be senseless to dilate with a very big distance. In such case recall would be 1, but all patches would be in the result, thus there would be no filtering, and no speeding.

The limitation is that this recall increase method is more like a deformation of already correct results rather than a magical method that will work with all classes.

6. CONCLUSION

Using the Point Cloud Server, we propose a new paradigm by separating the spatial indexing and LOD scheme. Subdivision of point clouds into groups of points (patches) allows us to implicitly store LOD into the order of points rather than externally. After an ordering step, exploiting this LOD does not require any further computation. We propose an geometrical ordering (MidOc) based on the closest point to octree cell centre that produces reliable LOD, successfully used for visualization or as a service for other
processing methods (density correction/reduction). By also performing intra-level dedicated ordering, we create LOD that can be used partially and still provide good coverage. Furthermore, by collecting the number of points per octree level, an information available during MidOc ordering, we create a multi-scale dimensionality descriptor. We show the interest of this descriptor, both by comparison to the state of the art and by proof of its usefulness in real Lidar dataset classification. Classification is extremely fast, sometime at the price of performance (precision / recall). However we prove that those results can be used as a pre-processing step for more complex methods, using if necessary precision-increase or recall-increase strategies.
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