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Abstract

Secure data communication across networks is always threatened with intrusion and abuse. Network Intrusion Detection System (IDS) is a valuable tool for in-depth defense of computer networks. Most research and applications in the field of intrusion detection systems was built based on analysing the several datasets that contain the attacks types using the classification of batch learning machine. The present study presents the intrusion detection system based on Data Stream Classification. Several data stream algorithms were applied on CICIDS2017 datasets which contain several new types of attacks. The results were evaluated to choose the best algorithm that satisfies high accuracy and low computation time.
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1. Introduction

Intrusion detection system (IDS) has played a pivotal role in defending the networks by directing security officials to warn them about malignant behaviors such as attacks, malware, and intrusions. The presence of IDS is a compulsory line of defense to protect vital networks from these ever-increasing issues of intrusive activities. Therefore, research in the field of IDS has flourished over the years to suggest better IDS systems. However, many researchers are struggling to find valid and comprehensive datasets that enable testing and evaluating their proposals; the major challenge in itself is having an appropriate dataset [1].
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Recently, the data stream model has appeared to resolve the continuous data issue. Naturally, written data streams algorithms can handle sizes of data much larger than memory, and can be extended to challenging real time applications that have not been handled through data mining or machine learning.

The basic data stream processing assumption involves the examination of the training examples only for a short time. That is, they reach in a high speed stream and should be ignored to make room for next examples. The data stream algorithm does not have control over the order of the examples shown, and its model should be updated gradually when each example is examined. Property at any time is required that the model be ready for application at any time between training examples [2]. Classification algorithms of data stream require complete and appropriate evaluation practices. The assessment must allow users to ensure that certain issues can be addressed, identify improvements to algorithms, and determine which algorithms are most appropriate to their problem [3].

Measuring the performance of data stream classification is a two dimensional problem involving accuracy and processing speed (time).

In this paper, the contributions are twofold. Firstly, analyzes of the CICIDS2017 datasets to reduce high class imbalance problem and preprocess these datasets. Secondly, selection of the important feature sets to detect different attacks and implement several common data stream machine learning algorithms to evaluate the algorithm that selects the distinguished features.

2. Related works

Akanksha et al. (2017) used different streaming data mining classification techniques to improve the efficiency of the IDS. They applied and compared their results based on Naive Bayes, Hoeffding tree, Accuracy Updated Ensemble and Accuracy Weighted Ensemble data stream classification algorithms on NSL-KDD datasets. The results showed that the best classifier was the Naive Bayes, with higher accuracy but longer time, whereas Hoeffding tree classifier showed accuracy nearest to that of the Naive Bayes classifier but with shorter time [4].

Loo Hui Ru et al. (2014) proposed an algorithm for classifying online data streams and learning with limited labels using selective semi-supervised training classification. They used KDD’99 and Cambridge datasets to create the model. The cumulated accuracy for the proposed classification method is up to 97% and 99% for Cambridge and KDD’99 datasets, respectively[5].

Czarnowski and Piotr (2014) proposed and validated a new approach to mine data streams with concept drift using the ensemble classifier created from the single class base classifiers. It is assumed that base classifiers of the proposed ensemble are induced from incoming portions of the data stream. Several datasets were compared for best evaluation [6].

Saddam and Anirudh (2018) explored the performance of network intrusion detection system (NIDS) which can detect various types of attacks in the network using Deep Reinforcement Learning Algorithm. They exploited Deep Q Network algorithm which is a value-based Reinforcement Learning algorithm technique used in the detection of network intrusions. Moreover, they analyzed the accuracy of their model in comparison with different types of attacks. In their paper, they illustrated the comparison of their NIDSDQN model to a previous model designed in other approaches such as J48, artificial neural network, random forest, and support vector machine. They worked on CICIDS2107 datasets which aided as an effective means in the detection of different types of attacks. The results of Deep Q Network-Intrusion Detection System model demonstrated improvement in the accuracy and performance. The accuracy values were 95.53%, 92.32% and 89.245% using DDoS, Port Scan and Infiltration attacks, respectively [7].

3. CICIDS2017 datasets

CICIDS2017 datasets are generated by the Canadian Institute for Cybersecurity. Each dataset contains benign and the most up-to-date common attacks such as DoS, DDoS, brute force SSH, brute force FTP, heartbleed, infiltration, and botnet, which make it the most up-to-date as compared to other datasets. These datasets also include analyzing network traffic results based on IP source and IP destination, source and port destination port, time stamp, protocols, and attacks [8].

CICIDS2017 datasets are designed for intrusion detection and network security purposes. There are several attack profiles created based on the latest updated list of common attack families and implemented with related tools and codes. The main types of attack profiles are:
• **Distributed Denial of Service DDoS Attack**: This usually occurs over victim resources, multiple systems, or bandwidth overwhelms. This attack is often the result of multiple hacked systems (e.g. botnet) flooding the target system by generating the massive network traffic [9].

• **Port Scan attack**: this attack sends client requests to a set of server port addresses on a host, intended to find an active port and exploit known security sensitivity for that service. Surveying, as a way to discover exploitable communication channels, has existed throughout the ages. The idea is to investigate as many listeners as possible and track down recipients or beneficiaries for user’s own need [10].

• **Botnet**: Number of internet connected devices used by the owner of robots to perform different tasks. It can be used to send spam, steal data, and allow an attacker to access and connect to the device [11].

• **Web Attack**: These types of attacks come out on daily basis, because individuals and organizations are currently taking serious measures of security. We use the SQL Injection, by which an attacker can create a series of SQL commands, for forcing the database to respond to the information. We also employ Cross-Site Scripting (XSS), that occurs when developers do not properly test their code to find the ability to inject script, and Brute Force over HTTP which can try the list of passwords to find the administrator password [8].

• **Infiltration Attack**: Internal network infiltration often exploits vulnerable software such as Adobe Acrobat Reader. After successful exploitation, the tailgate will be executed on the victim’s computer and can perform various attacks on the victim’s network such as full port scanning, IP sweep, and number service, using Nmap [8].

Unlike other IDS datasets that separate training from testing data, CICIDS2017 gathers all labeled records of each specified type of attacks into a unique CSV file format. Each CSV file is composed of a given number of labeled records, along with 85 features that describe these records. Table-1 shows the 85 features and their data type (numerical or nominal).

**Table 1**: Feature names and data types of CICIDS201017 dataset

| Feature name | Data type |
|--------------|-----------|
| Flow ID, Source IP, Destination IP, Timestamp | Numerical |
| Source Port, Destination Port, Protocol, Flow Duration, Total Fwd Packets, Total Backward Packets, Total Length of Fwd Packets, Total Length of Bwd Packets, Fwd Packet Length Max, Fwd Packet Length Std, Fwd Packet Length Min, Fwd Packet Length Mean, Bwd Packet Length Std, Bwd Packet Length Max, Bwd Packet Length Min, Bwd Packet Length Mean, Bwd Packet Length Std, Flow Bytes/s, Flow Packets/s, Flow IAT Mean, Flow IAT Std, Flow IAT Max, Flow IAT Min, Fwd IAT Total, Fwd IAT Mean, Fwd IAT Std, Fwd IAT Max, Fwd IAT Min, Bwd IAT Total, Bwd IAT Mean, Bwd IAT Std, Bwd IAT Max, Bwd IAT Min, Fwd PSH Flags, Bwd PSH Flags, Bwd URG Flags, Bwd URG Flags, Bwd Header Length, Bwd Header Length, Bwd Packets/s, Bwd Packets/s, Min Packet Length, Max Packet Length, Packet Length Mean, Packet Length Std, Packet Length Variance, FIN Flag Count, SYN Flag Count, RST Flag Count, PSH Flag Count, ACK Flag Count, URG Flag Count, CWE Flag Count, ECE Flag Count, Down/Up Ratio, Average Packet Size, Avg Fwd Segment Size, Avg Bwd Segment Size, Fwd Header Length, Fwd Avg Bytes/Bulk, Fwd Avg Packets/Bulk, Fwd Avg Bulk Rate, Bwd Avg Bytes/Bulk, Bwd Avg Packets/Bulk, Bwd Avg Bulk Rate, Subflow Fwd Packets, Subflow Fwd Bytes, Subflow Bwd Packets, Subflow Bwd Bytes, Init_Win_bytes_forward, Init_Win_bytes_backward, act_data_pkt_fwd, min_seg_size_forward, Active Mean, Active Std, Active Max, Idle Mean, Idle Std, Idle Max, Idle Min |

It can be seen from the web attacks dataset (Table-2) that the majority class of prevalence was the class Benign (98.72%) while the values for the minority classes Brute force, XSS and SQL injection were (0.88%), (0.38%) and (0.01%) respectively. In such a large difference of propagation rate, the potential detector may be leaning towards benign. This situation becomes a high-grade imbalance when the dataset is used for the training of classification or detection. There are many ways to address the problem of class imbalance for a dataset [12]. One of the major approaches is to rename classes...
that include splitting majority classes to compose more classes or merging few minority classes to compose a class, thus improving the prevalence ratio and reducing class imbalance issue. We are relabeling all types of web attack classes to one class.

Table 2-Number and percentage labels for each CSV file.

| Dataset      | No of instance | Benign | No of attack |
|--------------|----------------|--------|--------------|
| DDoS attack  | 225,745        | 183,910| 41,835       |
|              |                | 83.47% | 18.53%       |
| Port-scan    | 286467         | 127,537| 158,930      |
|              |                | 44.5%  | 55.5%        |
| Botnet       | 191,033        | 189,067| 1,966        |
|              |                | 99%    | 1%           |
| Infiltration | 288566         | 288527 | 39           |
|              |                | 99.99% | 0.01%        |
| Web Attacks  | 170366         | 168,186| Brute force  |
|              |                | 98.72% | 1507 (0.88%) |
|              |                |        | XSS          |
|              |                |        | 652 (0.38%)  |
|              |                |        | Sql injection|
|              |                |        | 21 (0.01%)   |

Table 3 illustrates the CICIDS2017 features distribution of each attack based on protocol types. This table shows that the TCP protocol series is the most launched attack by attackers. The TCP protocol is easy and clear to be used by attackers to place network-based attacks on victim computers.

Table 3-CICIDS2017 features distribution based on protocol types

|        | BENIGN | DDoS | BENIGN | botnet | BENIGN | Infiltration | BENIGN | web | BENIGN | Port-scan |
|--------|--------|------|--------|--------|--------|--------------|--------|-----|--------|-----------|
| UDP    | 54     | 0    | 152    | 0      | 285    | 0            | 141    | 0   | 95     | 6         |
| TCP    | 150985 | 41835| 93233  | 1966   | 186133 | 36           | 86275  | 2180| 67334  | 158923    |
| HTTP   | 32871  | 0    | 95682  | 0      | 102148 | 0            | 81770  | 0   | 60108  | 1         |

4. Data stream learning techniques

Data stream is an unlimited and ordered sequence of instances that arrive over time. It puts specific limitations on the learning system that cannot be met by legal algorithms from this field. Learning data stream assumes the following: [2]

- Arriving data are one by one.
- Data point’s number is unlimited.
- Data distribution changes over time.
- Training and Testing are overlapping. The machine learning system can train from the previous test points.
- In general, data processing rate must be higher than data arrival rate.
- The learning algorithm requirements and the space used must be firmly linked.

In data mining, data stream classification is a special type to classify data streams. The major requirement for performing this classification is the ability to simultaneously learn and classify the arriving data. Traditional data mining classifiers, such as decision tree based on batch training, require a large batch of data before performing the training. When concept drift occurs, retraining is needed [13].

The main methods to tackling data streams classification are:

- Sliding windows. The assumption is maintaining a fixed-size buffer to the latest examples. These windows are used for classification and then discarded as new instances become available. This allows tracking the proceeding of the data stream by storing the current state in memory. This is achieved by either removing the oldest cases or weighting them dynamically according to their suitability. The window size has a decisive effect on its performance. A large window can save more information efficiently, but it may include instances of different concepts. While a small window is able to adapt for fast and small changes, it may lose the overall context of the analyzed problem and is susceptible
to overloading. Recent studies solve this problem by using multiple windows at the same time or focusing on adjusting size dynamically. A properly defined sliding window will be able to adapt to changes in the data stream. This is known as implied drift handling [2].

- **Online learners** update on instance by instance basis, which leads to absorbing the changes in flow as they occur. The requirements of these models must be met as follows,
  - During training, each instance should be processed only once.
  - Computational complexity of handling each instance must be as small as possible.
  - Accuracy should not be less than that of a classifier trained on batch data collected up to the certain time.

  In the online mode, some of standard classification algorithms may operate, e.g. Naïve Bayes or Artificial Neural Networks. However, there is a large number of modified methods to provide effective online mode. These methods also provide implied drift handling [2].

- **Ensemble learners**: An ensemble can be described as an aggregation of many weak learners to form one strong learner that has a high prediction of performance. Random Forests, Boosting, and Bagging are samples of ensemble methods that achieve higher learning performance. The Random Forests learner train decision trees on resampled versions of the original data, then randomly selecting a small number of features that can be examined at each node for split. The Boosting learner trains classifiers iteratively with increasing the weight of instances that were previously misclassified. The Bagging learner uses resampling to train classifiers on different subsets of instances, which effectively increases the variance of each classifier without increasing the overall bias [14].

  There are multiple versions of Boosting and Bagging that are part of the current methods for evolving data stream learning, such as OZABoosting and Leveraging Bagging. Adaptive Random Forests algorithm (ARF) is considered as a new streaming classifier for evolving data streams[15].

- **Stochastic Gradient Descent (SGD)** is popular and has proven to have high performance in a variety of machine learning tasks. It includes a learning rate parameter to determine the length of the next step to take when moving forward in the gradient direction [16].

### 5. Data preprocessing

Data preprocessing is the major phase within the knowledge discovery process. Pre-processing data involve more time and effort in the complete data analysis. Usually, metadata come with many disadvantages such as missing values, noise, inconsistencies, and redundancies. Thus, low quality data cause the performance of subsequent learning algorithms to be undermined. The suitable preprocessing steps can be able to significantly influence the reliability and quality of next automatic decisions and discoveries. Data preparation is a part of pre-processing that aims to convert the primary input into high quality one, which is suitable for the mining process to be followed. Preparation is a compulsory step that includes techniques such as normalization, transformation, cleaning, and integration [17].

Most of the available datasets contain unwanted elements (missing, redundant, or infinite values) that should be removed or transformed. The step of preprocessing is essential to obtain a suitable dataset.

### 6. Data reduction

In data mining, data reduction is an important step before processing that allows for a fast, adaptable, and accurate model that is characterized by low complexity of computation with fast response to changes and incoming objects. Reducing the incoming data complexity dynamically is critical to evolve these models. In addition, due to the existence of the concept of drifting, the number and importance of features and instances may change over time. We should also consider this while updating and maintaining an online model.

Data reduction techniques in data stream learning scenarios are required to process items over the online mode as quickly as possible without making any assumptions about prior distribution of data [18].

One of dimension reduction technique types is feature selection. It has been proven to be efficient and effective in dealing with high dimensional data. It directly selects a subset of features related to model construction. Since feature selection retains a subset of the original features, one of its main properties is that it well preserves the physical meanings of the original feature sets and provides better readability and interpretability. Due to this particular reason, it is more widely applied in many real world applications such as text extraction and gene analysis. Feature selection obtains relevant features
by removing redundant and unnecessary features. Removing these redundant and unnecessary features reduces the storage and computation costs without significant loss of information or negative deterioration of the learning performance [19].

The categories of feature selection methods can be classified into: [19]

- Filtering methods: The selection is based on data related measures, such as crowding or reparability.
- Embedded methods: The optimal features subset is built in the classifier construction.
- Wrapper methods: The selection criterion is part of the fitness function and therefore depends on the learning algorithm.

7. Experimental results

Similar to all datasets, CICIDS2017 datasets contain unwanted elements (missing, redundant or infinite values) that should be removed or transformed. It was necessary to clean up these datasets from errors which could occur while flow data are being acquired. The following steps include the cleanup preprocessing and implementing work:

- First step: redundant records were dropped from the whole dataset. All missing values were replaced by zeros and infinite values were replaced by the mean of their attribute value. CICIDS2017 datasets contain features that were recorded while acquiring data flow. Those features are related to a specific network and do not have any impact on model results.
- Second step of the dataset preprocessing consists of removing all those meaningless features manually in order to decrease the data dimension. Among the removed useless features related to specific network are Flow ID, Source IP, Destination IP, Source Port, Destination Port and Timestamp. By removing them, nominal features processing disappears since some classification models require numerical values rather than nominal ones.
- Third step of preprocessing is removing features with low standard deviation. In this experiment, standard deviation criterion is used to remove all features with standard deviation value equal to zero, since removing those increases the model’s accuracy. Also, those features are irrelevant in data and can decrease the performance of the model analysis. By applying the standard deviation removing criteria, ten features were eliminated from datasets, which are Bwd PSH Flags, Fwd URG Flags, Bwd URG Flags, CWE Flag Count, Avg Bytes/Bulk, Fwd Avg Packets/Bulk, Fwd Avg Bulk Rate, Bwd Avg Bytes/Bulk, Bwd Avg Packets/Bulk and Bwd Avg Bulk Rate. The number of attributes from the above steps is show in Table- 4 as selected#1.
- Fourth step included the selection of the highly important features for each dataset by using C5.0 algorithm. This algorithm is considered one of the embedded methods for feature selection which gives the optimal features subset. The number of attributes in this step is shown in Table-4 as selected#2. Table-4 shows the abstraction number of features after data preprocessing and data reduction.

Table 4-Summary of features after data preprocessing and data reduction

|                  | DDoS attack | Port-scan | Botnet | Infiltration | Web Attacks |
|------------------|-------------|-----------|--------|--------------|-------------|
| Original         | 85          | 85        | 85     | 85           | 85          |
| Selected #1      | 69          | 69        | 69     | 69           | 69          |
| Selected #2      | 26          | 13        | 16     | 8            | 10          |

- Fifth step describes the preparation of the simulation and the results of the work. The experiment is conducted to explore the ability of the data stream classifiers to learn accurately. Real concept drifts datasets, DDoS attack, Port-scan, Botnet, Infiltration, and Web Attacks are chosen for the experiment. In this experiment, the first 1000 instances were used in the training stage, then the rest of the data were labeled randomly. The interleave test-then-train method was used to verified the accuracy of each model, where the data were first tested before being gradually trained. The mean time and cumulated accuracy results of the evaluation metrics were computed for the five selected common data stream machine learning algorithms, namely Naive-Bayes (NB), Adaptive Random Forest (ARF), Multilayer Perceptron (MLP), OzaBoost, and Stochastic Gradient Descent (SGD).

Tables- 5 and 6 show the results of cumulated accuracy and mean time for 69-feature selection and impotent C5.0 feature selection, respectively, for each data stream algorithm. Figures- 1, 2, 3, 4 and 5 illustrate the cumulative accuracy result chart, which represents the percentage of the total correct prediction on each segment.
In Table-5, we can see the different results of cumulated accuracy. Overall, SGD, OZAboost, and ARF had similarly high values for all datasets, although ARF performed slightly better. But, interestingly, the results took a long time to implement, which is not appropriate in any system to detect intrusion. Table-6 shows the reduction of time when the C5.0 feature selection was used with saving the same accuracy approximately. Tables-5 and 6 show that the best model for all datasets used is SGD, because it has performed in less time with high accuracy.
Figure 1 - Comparison of cumulated accuracy in SGD with all CICIDS2017 datasets.

Figure 2 - Comparison of cumulated accuracy in MLP with all CICIDS2017 datasets.

Figure 3 - Comparison of cumulated accuracy in ARF with all CICIDS2017 datasets.
In general, Figures-(1, 2, 3, 4 and 5) show that, at all datasets with most of data stream algorithms used, the performance of the C5.0 feature selection was better than that of the 69 feature selection. On other hand, the results showed that even with less than 1% labeled data, the percentage of the total correct prediction on each segment for all datasets was approximately stable. For example, in Figure-1 (a), when SGD was used the values of change rate of cumulated accuracy were up to (±0.0027), (±0.0273), (±0.0089), (±0.0008) and (±0.0001) for DDoS, port-scan, botnet, Infiltration, and Web attack datasets, respectively, while Figure-1 (b) show that these values were up to (±0.0028), (±0.0134), (±0.0110), (±0.006) and 0 for the same datasets, respectively.

8. Conclusions

Learning using data streams is a comparatively new model. This paper presented an efficient intrusion detection system to prevent from new attacks based on data stream classification algorithm with additional incoming stream-based learning with limited label. The results indicated that it is possible to improve both the accuracy and computation time by selecting the highly important features for C5.0 algorithm. The performance can be further improved using different methods, such as preprocessing with data reduction and parameter tuning, that can improve the efficiency of the classifier.
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