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The dynamics of complex systems generally include high-dimensional, non-stationary and non-linear behavior, all of which pose fundamental challenges to quantitative understanding. To address these difficulties we detail a new approach based on local linear models within windows determined adaptively from the data. While the dynamics within each window are simple, consisting of exponential decay, growth and oscillations, the collection of local parameters across all windows provides a principled characterization of the full time series. To explore the resulting model space, we develop a novel likelihood-based hierarchical clustering and we examine the eigenvalues of the linear dynamics. We demonstrate our analysis with the Lorenz system undergoing stable spiral dynamics and in the standard chaotic regime. Applied to the posture dynamics of the nematode \textit{C. elegans} our approach identifies fine-grained behavioral states and model dynamics which fluctuate close to an instability boundary, and we detail a bifurcation in a transition from forward to backward crawling. Finally, we analyze whole-brain imaging in \textit{C. elegans} and show that the stability of global brain states changes with oxygen concentration.

INTRODUCTION

Complex dynamics are ubiquitous in fluids and fluid turbulence \cite{1, 2}, to collective motion \cite{3} and brain dynamics \cite{4}, is unified by common challenges of analysis which include high-dimensionality, non-linearity and non-stationarity. But how do we capture the quantitative details of the dynamics of complex systems with models simple enough to offer substantial interpretability?

Motivated by the remarkable increase in data quantity and quality as well as growing computational power, one approach is to fit a single global model to the dynamics with properties extracted from data. For example, deep neural networks and other machine learning techniques \cite{5, 6} often produce high-dimensional non-linear models, which can precisely represent complex dynamics and yield accurate predictions. While powerful however, these methods can create representations of the dynamics that are too intricate for simple conceptual understanding. Another approach is the sparse identification of nonlinear dynamics \cite{7}, which aims to find a system of partial differential equations governing a nonlinear dynamical system using sparse regression. Also, short time brain oscillations were studied using \textit{JPCA} \cite{8}, a method that approximates the dynamics as a linear model with skew-symmetric couplings. Although promising, global methods are unable to handle non-stationarities, such as when a time series is composed of a set of distinct dynamics that change in time.

An alternative to global methods is to segment the dynamics into simpler components which change in time. For example, a low-dimensional representation of the spatiotemporal patterns found in the human brain was obtained through dynamic mode decomposition \cite{9} in short temporal segments \cite{10}. Studies on self-regulated dynamical criticality in the human brain used vector autoregressive models locally in time \cite{11}. Behavioral motifs in \textit{Drosophila melanogaster} were found using local-time wavelet analysis \cite{12}. In these methods however, the local windows are defined phenomenologically, which may confute distinct dynamical behaviors.

Principled approaches for the segmentation of time series include those of change-point detection \cite{13–20}, which aim to identify structural changes in the time series but often focus on the location of change-points or forecasting, instead of the underlying dynamics \cite{15–20}. Other techniques such as hidden Markov models \cite{21–23}, assume that the global dynamics are composed of a set of underlying dynamical states which the system revisits, without providing a parameterization of the underlying dynamical patterns \cite{23}. More recently, switching linear dynamical systems and autoregressive hidden Markov models \cite{24–26} were developed with the aim of providing such a parameterization, but they do so either by setting the number of breaks from the onset \cite{27, 28}, or by assuming that there is a set of underlying dynamical regimes and that the system switches between them \cite{21, 22, 24–26, 29}.

Here, we combine the simplicity of linear dynamical systems with a likelihood-based algorithm for identifying dynamical breaks to construct interpretable, data-driven models of complex dynamics, with minimal \textit{a priori} assumptions about the breakpoints or the number of states. We approximate the full dynamics with first-order linear dynamical systems in short windows and use a likelihood-ratio test to estimate to what extent newly added observations fit the same linear model, thus adaptively determining the size of the local windows. The global complex dynamics is therefore parameterized as a set of linear couplings within windows of various lengths. We analyze the resulting model space using hierarchical
clustering with a new likelihood-based similarity measure and by examining the dynamical eigenvalue spectra in three illustrative systems: the Lorenz dynamical system and both posture and whole brain dynamics of the nematode *C. elegans*.

**LOCALLY-LINEAR, ADAPTIVE SEGMENTATION TECHNIQUE**

An overview of the segmentation technique is given in Fig. (1) and a detailed description as well as links to publicly available code are in Methods. Briefly, we iterate over pairs of consecutive windows, Fig. (1A), and estimate whether the linear model fit in the larger window \( \theta_{k+1} \) is significantly more likely to model the observations in the larger window when compared to the model found in the smaller window \( \theta_k \), Fig. (1B). We compare the two models by the log-likelihood ratio \( \Lambda_{\text{data}} \) and assess the significance of \( \Lambda_{\text{data}} \) by using Monte Carlo methods to construct a likelihood ratio distribution \( P_{\text{null}}(\Lambda) \) under the null hypothesis of no model change. This null distribution is used to define \( \Lambda_{\text{thresh}} \) according to a threshold probability, or significance level \( P_{\text{null}}(\Lambda_{\text{thresh}}) \).

We identify a dynamical break when \( \Lambda_{\text{data}} > \Lambda_{\text{thresh}} \) in which case we save the model parameters and start a new modeling process from the break location. If \( \Lambda_{\text{data}} \leq \Lambda_{\text{thresh}} \) then no break is identified and we move to the next window pair \( \{\theta_{k+1}, \theta_{k+2}\} \). Over the entire time series, our procedure yields a set of \( N \) windows of varying sizes with their respective linear model parameters, \( \{\theta_1, \ldots, \theta_N\} \), Fig. (1C) and is analogous to tiling a complex shaped manifold into local flat regions. We thus trade the complexity of the non-linear time series for a space of simpler local linear models that captures important properties of the full dynamics.

**SURVEYING THE SPACE OF MODELS**

The application of locally-linear, adaptive segmentation generally results in a large set of linear dynamical systems (LDS) and we explore this space both through the eigenvalues of the coupling matrices and by model clustering through a novel, likelihood-based measure of similarity. The dynamical eigenvalues offer a direct measure of local oscillations and stability and their straightforward interpretation is an advantage of the approach. To cluster the models, we note that simply using the Euclidean metric is inappropriate, since the space of linear models is invariant under the action of the GL(n) group [30]. Instead, we define dissimilarity as the loss in likelihood when two windows are modeled by a single linear model constructed fitting within the combination of windows. Given two windows, \( X_a \) and \( X_b \), we define the dissimilarity as \( d_{a,b} = \Delta_{a,a} + \Delta_{c,b} \), where \( \Delta \) is the log-likelihood ratio and \( c \) is the union of the windows \( X_c = X_a \cup X_b \). We note that this measure is symmetric \( d_{a,b} = d_{b,a} \), positive semi-definite \( d_{a,b} \geq 0 \) and does not require the windows to be the same size. If the dynamics in both windows are similar, then the combined model will still accurately fit each window. If not, then it will be far less likely to model the windows, resulting in a higher disparity between models. Once the dissimilarity is computed between all models we perform hierarchical clustering by combining models according to Ward’s minimum variance criterion [31].

**LORENZ SYSTEM**

As a demonstration of the locally-linear approach, we analyze the time series generated from the Lorenz dynamical system:

\[
\begin{align*}
\dot{x} & = \sigma(y - x) \\
\dot{y} & = x(\rho - z) - y \\
\dot{z} & = xy - \beta z, 
\end{align*}
\]

with \( \beta = 8/3 \) and \( \sigma = 10 \). We explore two dynamical regimes: transient chaos with late-time, stable spiral dynamics at \( \rho = 20 \) and the standard chaotic attractor with \( \rho = 28 \). For spiral dynamics, we vary the initial conditions to sample the dynamics approaching the fixed point at the center of each lobe, Fig. (2A), which have the same period but vary in their phase space trajectories. We apply adaptive segmentation and show the result of model-space clustering in Fig. (2B). We find a single dominant split in the clustering dendrogram, which corresponds to approaching the two different fixed points. Inside each branch the different linear models are all quite similar. In the chaotic regime however, we find substantially more structure and large dissimilarities between models even at the lower branches of the tree. Notably, the first split occurs between the two lobes of the attractor and more generally, the linear model clustering provides a partition of the Lorenz phase space with different levels of description depending on the depth in the dendrogram.

Further insight into the dynamics is reflected in the distribution of the spectrum of eigenvalues across the local linear models, Fig. (2C). In the spiral dynamics, we find two peaks reflecting a dominant pair of complex conjugate eigenvalues and these correspond to a decaying oscillation (\( \text{Re}(\lambda) < 0 \)). We note that while the local coupling matrix is constructed from finite temporal windows and is not the instantaneous Jacobian, the dynamical eigenvalues are close to those derived from linear stability of the fixed points (Methods). In contrast, the spectrum in the chaotic regime reflects a complexity of behaviors, with many models displaying unstable dynamics along the 1d unstable manifold of the origin, Fig. (S1). In the locally-linear perspective, the complexity of chaotic dynamics is associated with both substantial structure in the space of models as revealed through hierarchical clustering, as well as a wide range
of dynamics, including eigenvalues that are broadly distributed across the instability boundary.

**POSTURE DYNAMICS OF C. elegans**

The posture dynamics of the nematode *C. elegans* is accurately represented by a low-dimensional time series of "eigenvorm" projections [32], Fig. (3A), though a quantitative understanding of the behaviors in these dynamics remains a topic of active research [33–36]. More broadly, principled behavioral analysis is the focus of multiple recent advances in the video imaging of unconstrained movement across a variety of organisms [12, 24, 37–44]. Here, we apply adaptive locally-linear analysis to the eigenvorm time series and find short model window lengths ranging from approximately 0.6 s to 1.2 s, Fig. (3B). Notably the median model window size is similar to the duration of half a worm’s body wave suggesting that the body wave dynamics provide an important timescale of movement control.

Likelihood-based model clustering reveals that forward crawling separates from other worm behaviors at the top level of the hierarchy, Fig. (3C). At a finer scale, forward crawling breaks into faster and slower models, while turns and reversals emerge from the other branch. To clarify the structure of the model space we leverage the interpretability of the eigenvorm projections where the first two modes ($a_1$ and $a_2$) capture a primary body wave oscillation with phase velocity $\omega = -\frac{\mu}{\rho} \tan^{-1}(a_2/a_1)$ while a third projection $a_3$ captures broad body turns [32]. In Fig. (3D) we show $\omega$ and $a_3$ for each cluster. At a coarse level, the canonical behavioral states described since the earliest observations of the movements of *C. elegans* [45, 46] are identified here using data-driven, quantitative methods.

The model parameters provide an additional opportunity for interpretation of the worm’s behavior and in Fig. (S2) we show the coefficients for illustrative models at the clustering level consisting of four states. For models from the two forward states, the two pairs of complex conjugate eigenvalues have different imaginary values, corresponding to different frequencies of the locomotor wave oscillation. On the other hand, the turning model can be identified by the large mean turning amplitude. Finally, the reversal model exhibits an inversion in the sign of the $\{a_1, a_2\}$ coupling, which corresponds to a reversal in the direction of the body wave.

The full structure of the model dendrogram reveals that the behavioral repertoire of *C. elegans* is far more complicated than the canonical states of forward, reversal and turning locomotion. For example, forward crawling behavior is rich and variable: two forward crawling models can be almost as dissimilar as a turn is from a reversal. While the worm’s behavior is stereotyped at a coarse-grained level, there is significant variation within each of the broad behavioral classes. For example at the 12-branch level of the tree, the reversal class splits into faster and slower reversals as well as new behavioral motifs: a reversal-turn, Fig. (S3). Certainly, some of these "states" simply reflect the linear basis of the segmentation algorithm. However, longer non-linear behavioral sequences can emerge from analysis of the resulting symbolic dynamics.

We analyze the spectrum of eigenvalues across the entire model space, Fig. (4A), and find that the worm’s dynamics includes both stable and unstable models with a broad peak at $f \sim 0.6 \text{s}^{-1}$, in agreement with the average forward undulatory frequency of the worm in these food-free conditions [32]. Some of these unstable dynamics are explained by coarse behavioral transitions and we align reversal trajectories by the moment when the body wave phase velocity $\omega$ crosses zero from above in order to follow the mean of the least stable eigenvalues during this transition, Fig. (4B). We see that the reversal behavior is accompanied by an apparent Hopf bifurcation: a pair of complex conjugate eigenvalues crosses the instability boundary. More generally, we find that the dynamics rapidly switches stability, Fig. (4C). Indeed the spectrum of eigenvalues shows that the worm’s dynamics is generically near to an instability boundary which is suggestive of a general feature of flexible movement control.

**NEURAL DYNAMICS OF C. elegans**

With recent progress in neural imaging, *C. elegans* also provides the opportunity to observe whole-brain dynamics at cellular resolution [47–52] and we apply our techniques to analyze the differences between active and quiescent brain states driven by changes in oxygen ($O_2$) concentration [49]. In these experiments, worms were found to enter a "sleep"-like state when the $O_2$ levels are lowered to 10%, and were aroused when the $O_2$ concentration is increased to 21%. These conditions offer a probe of the neural dynamics of *C. elegans* and also suggest qualitative comparisons with sleep transitions measured through electrocorticography (ECoG) in human and non-human primates [11, 53, 54].

We applied our segmentation analysis to a previously published experiment [49] containing whole-brain imaging data from 11 worms in which individual organisms were first exposed to 6 minutes of low $O_2$ concentration, then 6 minutes of high concentration followed again by 6 minutes of low concentration. In Fig. (5A) we show an example trace of the recorded neural activity and further details are available in Methods. We analyze the stability of the neural dynamics using "active" and "quiescent" global brain states identified previously [49] and we show the distribution of least-stable dynamical eigenvalues for each condition, Fig. (5B). To further characterize the transition between states, we align the maximum real dynamical eigenvalues by the time of increased $O_2$ concentration and show the mean of this distribution, Fig. (5C). As activity increases from the quiescent
state, the dynamics move towards the instability boundary, eventually crossing and remaining nearly unstable in the aroused state. Notably, the model space also contains clusters in approximate correspondence with previous state labels, Fig. (S4). While the neural imaging occurred in paralyzed worms, the broad distribution of eigenvalues across the instability boundary in the active brain state is consistent with the complexity of the behavioral dynamics.

**DISCUSSION**

Simple linear models form the foundation for our analysis of complex time series based upon interpretable dynamics in short segments determined adaptively from data. The trajectories of a single model can only exponentially grow, decay or oscillate. Yet, by tiling the global dynamics with many such models we faithfully reproduce non-linear, multi-dimensional and non-stationary behavior and parameterize the full dynamics with the set of local couplings. To elucidate the resulting space of models, we constructed hierarchical clusters with a new likelihood-based dissimilarity measure between local dynamics, and we examined the distribution and stability of the dynamical eigenvalues.

We applied our approach to three representative examples: the dynamics of the Lorenz system, and the posture and neural dynamics of *C. elegans*. For the Lorenz system, chaos is distinguished by an increased model variety, including many with instabilities. In the chaotic attractor, the model hierarchy naturally splits across the two lobes with the clusters at deeper levels forming a progressively finer partition of the phase space. These partitions, as well as the recurrence structure in the space of models, can be used to estimate ergodic properties of the attractor such as the Kolmogorov-Sinai entropy [55, 56].

Adaptive locally-linear analysis offers a new approach for thinking quantitatively about animal behavior, where recent advances have resulted in multiple efforts aimed at understanding movement at high resolution [12, 32, 33]. In the posture dynamics of *C. elegans* we found that interpretable behavioral motifs emerged naturally, with high-level clusters reflecting canonical behavioral states of forward, reversal and turning locomotion [45] and finer-scale, novel states appearing deeper in the tree. An advantage of our clustering approach is that the level of behavioral description can be chosen appropriate to the nature of the analysis and these states form a natural basis with which to apply techniques such as compression [33, 57] and to explore long-time behavioral dynamics like memory [12]. The dissimilarity measure also enables the comparison of models across datasets, regardless of experimental details such as frame rate, as long as postures are projected into the same basis. This can be useful for developing a master repertoire of behaviors [33] as well as looking for differences between nematode species or studying perturbations to behavior [32, 35, 46, 57–60]. We note that the success of the local linear basis in revealing interpretable worm behavior results in part from the ability to capture oscillations and the interactions between different posture modes, both common components of movement behavior.

The eigenvalues of the posture dynamics reflect variability and hint at the presence of flexible control. While the eigenvalue distribution is centered on the frequency of the locomotor wave, the peak is close to the instability boundary and many models are unstable. Posture movements thus appear more complex than suggested by a model of stereotyped behaviors composed of a small collection of simple limit cycles [61]. We found similar results in the worm’s global neural activity. These dynamical features are also observed in whole brain activity measured through ECoG [11, 53, 54] and in models of neural networks where they are advantageous for information processing [62, 63] or can occur as a result of an anti-Hebbian balance of excitation and inhibition [64]. Indeed, the chaotic activity of neural networks can be viewed as dynamics on a complex landscape [65] for which the symmetric couplings of the linear models are local harmonic approximations.

For simplicity, we chose a basis of first-order linear models, though extensions to higher order are straightforward. Also, while we have focused on the deterministic model properties, the error terms (Eq. 1, Methods) may also carry important information. For example, it has been recently shown that even deterministic chaotic systems can be accurately represented as linear dynamics with a heavy-tailed stochastic forcing, the magnitude of which can be used to identify bursting or lobe switching events [66]. In our analysis we find that the error distribution exhibits heavy-tails along the direction of the non-linearities of the Lorenz system, and that the magnitude increases with lobe switching in the Lorenz system or reversal events in *C. elegans* (data not shown).

Finally, there have been multiple recent advances in applying linear models to the analysis of complex time series [24–26, 67, 68] and while our approach shares a linear basis, there are important differences. For example, both autoregressive hidden Markov models and switching linear dynamical systems assume that the dynamics is composed of a set of discrete coarse-grained dynamical modes, revisited by the system. The number of these modes is a hyperparameter of the model, chosen to balance model complexity and accuracy. In contrast, our analysis finds as many linear models as permitted by reliable estimation and the depth of the hierarchical clustering can be chosen *a posteriori* depending on the interpretation of the clusters. Our combination of adaptive segmentation and hierarchical clustering also enables the explicit examination of the variability of models within each cluster. The combination of the simplicity of linear models with the power of the statistical methods yields a compelling approach for the deeper understanding of complex dynamics and we expect our approach to be widely applicable.
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METHODS

Linear dynamics and the likelihood function: We approximate a given time series using first-order linear dynamical systems in short windows and use a likelihood-ratio test to estimate whether new observations can be modeled by the linear coefficients. Given a d-dimensional discrete time series \( \bar{x} \in \mathbb{R}^d \), we define the first order vector autoregressive process,

\[
\bar{x}_{t+1} = \bar{c} + A \bar{x}_t + \eta_{t+1},
\]

where \( \bar{c} \in \mathbb{R}^d \) is an intercept vector, \( A \) is a \( d \times d \) discrete time coupling matrix and \( \eta \) is a noise term with covariance \( \Sigma \), which we assume to be Gaussian and white. We estimate the linear parameters \( \theta = (\bar{c}, A, \Sigma) \) by least squares regression,

\[
Y = \beta X,
\]

where \( Y = \bar{x}_{t+1} \), \( \beta = (\bar{c}, A) \) and \( X = (1, \bar{x}_t)^T \). The least-squares coefficients are

\[
\beta = (X^T X)^{-1} X Y
\]

\[
\Sigma = \langle \eta_{t+1} \eta_{t+1}^T \rangle,
\]

where \( \eta_{t+1} = Y - \beta X \). The continuous time linear couplings, \( \phi \), can be obtained by taking

\[
\phi = \frac{A - I_d}{\Delta t},
\]

where \( I_d \) is a \( d \)-dimensional identity matrix and \( \Delta t \) is the time step. The corresponding eigenvalues, \( \lambda \), carry important information about the properties of the linear dynamics. Pairs of complex conjugate eigenvalues represent oscillatory frequencies, \( f = |\text{Im}(\lambda)|/2\pi \), while the sign of the real part of the eigenvalues determines the stability of the dynamics: when \( \text{Re}(\lambda) < 0 \) the dynamics is stable, when \( \text{Re}(\lambda) > 0 \) the dynamics is unstable.

Using windowed data \( X_{k+1} = \bar{x}_t, t \in [t_0, t_0 + w_{k+1}] \) we construct the likelihood ratio between models with parameters \( \theta_k \) and \( \theta_{k+1} \) as

\[
L_{k,k+1} = \frac{L(\theta_{k+1}|X_{k+1})}{L(\theta_k|X_{k+1})}.
\]

We compute the pseudo log-likelihood function of model parameters \( \theta = (\bar{c}_a, A_a, \Sigma_a) \) from \( X_b \) for a Gaussian process,

\[
l(\theta_a|X_b) = -\frac{1}{2} \sum_{t=t_0+1}^{w_b} \log [(2\pi)^d|\Sigma_a|] - \eta_t^T \Sigma_a^{-1} \eta_t,
\]

where \( \eta_t \) is the error of modeling \( X_b \) with \( \theta_a \). Finally, we take the logarithm of Eq. (3) and write the log-likelihood ratio as

\[
\Lambda_{k,k+1} = l(\theta_{k+1}|X_{k+1}) - l(\theta_k|X_{k+1}).
\]

Adaptive locally-linear segmentation algorithm: We first define a set of candidate windows in which to examine whether there are dynamical breaks. This is done iteratively: we set a minimum window size \( w_{min} \) and then increment by \( \sim 10\% \) which ensures that larger windows contain a proportionally larger number of observations. The candidate windows range between \( w_{min} \) and \( w_{max} \) which corresponds to the value at which the step size is larger or equal to \( w_{min} \). The specific value of \( w_{min} \) depends on the dataset and the dimensionality \( d \) and we chose \( w_{min} \) to be the smallest interval in which the data can be reliably fit. However, simply setting \( w_{min} = d \) does not incorporate the possibility of multicollinearity, when two or more components are not linearly independent, which produces an ill-conditioned linear regression. This linear dependence results in a moment matrix \( X^T X \) that is not full rank or nearly singular, and therefore small perturbations result in large fluctuations in the estimated linear parameters. In addition, computing the log-likelihood function Eq. (4) requires inverting the covariance matrix of the error \( \Sigma \). Thus, we require a minimum window size for which both \( X^T X \) and \( \Sigma \) are well-conditioned. We compute the condition number of these matrices as a function of window size and choose \( w_{min} \) as the smallest window for which the condition numbers are reasonably small. The results for each analyzed dataset are shown in Fig. (S5).

Given a set of candidate windows we iterate over pairs of consecutive windows of size \( w_k \) and \( w_{k+1} \), estimate the respective model parameters \( \theta_k \) and \( \theta_{k+1} \), and locate a dynamical break if \( \theta_{k+1} \) performs significantly better than \( \theta_k \) in fitting the data from the window of size \( w_{k+1} \). We assess significance through a likelihood ratio test and obtain \( \Lambda_{k,k+1} \) from Eq. (5). We note that our models are not nested for which the likelihood ratio would be asymptotically \( \chi^2 \) distributed. Instead, we take \( \theta_k \) as a null model for the observations in the window of size \( w_{k+1} \) and use a Monte Carlo approach to
ALGORITHM 1. Iterative construction of window sizes

\[ w = w_{\text{min}} \]
\[ s = 0 \]
while \( s < w_{\text{min}} \) do
\[
\text{save } w \\
if \ s < w_{\text{min}} \text{ then} \\
\quad w = w + s \\
\else \\
\quad \text{break} \\
\end{if}
end while

generate \( N = 5000 \) surrogate trials of size \( w_{k+1} \) from \( \theta_k \) in order to compute \( P_{\text{null}}(A) \), the distribution of the log-likelihood ratio under the null hypothesis of having no model change. We identify a dynamical break if \( \Lambda_{k,k+1} > \Lambda_{\text{thresh}} \) where \( \Lambda_{\text{thresh}} \) is defined by the larger solution of \( P_{\text{null}}(\Lambda_{\text{thresh}}) = 0.05 \). A graphical representation of the technique is shown in Fig. (1) and the algorithm is detailed below. Finally, if the algorithm iterates to the maximum window size \( w_{\text{max}} \) we automatically assign a break which we then assess through the following procedure: we start with \( w_k = w_{\text{min}} \) and compare the models found in the intervals \( [w_{\text{max}} - w_k, w_{\text{max}}] \) and \( [w_{\text{max}} - w_k, w_{\text{max}} + (w_{k+1} - w_k)] \) as we increase \( k \) until we span the entire set of candidate windows. If none of these tests suggest a break then we simply remove it.

We choose the significance threshold empirically and this choice reflects a tension between model complexity and accuracy; varying \( P_{\text{null}}(\Lambda_{\text{thresh}}) \) principally changes the number of breaks. While we have found \( P_{\text{null}}(\Lambda_{\text{thresh}}) = 0.05 \) to be reasonable across multiple datasets we provide additional intuition through a toy segmentation problem illustrated in Fig. (S6). We simulate \( N = 100 \) two-dimensional systems \( \bar{x}_t \) for which we change the model parameters twice: first we apply a small change to the coupling between \( x_1 \) and \( x_2 \), \( A_{12} \rightarrow A_{12} + 0.03 \), while in the next change we symmetrize the couplings between \( x_1 \) and \( x_2 \) thus reverting the direction of the oscillation, Fig. (S6-top). Both change points are accurately determined even for a significance level of 1\%, Fig. (S6-middle); the dynamical changes are found \( \sim 90\% \) of the time, even though the change between the first two models is quantitatively small. In Fig. (S6-bottom) we show the number of true positives (breaks found by the algorithm that are true dynamical changes) and false positives (breaks found by the algorithm that are not true dynamical changes) as a function of the significance level. The fraction of true positives is essentially preserved (even if we stretch to a 1\% significance level), indicating that missing true dynamical changes is rare. The results reported in this manuscript do not depend sensitively on the significance threshold.

**Likelihood-based hierarchical clustering:** The space of linear dynamical systems has a family of equivalent representations given by the transformation \( P \in \text{GL}(n) \) of the group of non-singular \( n \times n \) matrices and thus the Euclidean metric is not an appropriate dissimilarity measure. While previous solutions have been presented for measuring LDS distances [69, 70], the adaptation of these methods to our framework would be intricate and unnatural and we instead define a likelihood dissimilarity measure, which is consistent with the segmentation method. In essence, two models are distant if the model found by combining the two corresponding windows is unlikely to fit either window. On the other hand, when the models are similar, then the model found by combining the two windows is very likely to fit both windows. Specifically, let \( \Lambda_{a,a} = l(\theta_a | X_a) - l(\theta_a | X_b) \) and \( \Lambda_{a,b} = l(\theta_b | X_a) - l(\theta_b | X_b) \). We define the dissimilarity between models \( \theta_a \) and \( \theta_b \) as,

\[ d_{a,b} = \Lambda_{a,a} + \Lambda_{a,b}, \quad (6) \]

where \( X_c = X_a \cup X_b \) and \( \theta_c \) is the result of fitting \( X_c \) using Eq. (1). This measure is positive-definite since \( \Lambda_{a,a} \geq 0 \) and \( \Lambda_{c,b} \geq 0 \) (\( \theta_a \) is the maximum likelihood estimate in \( X_a \): \( l(\theta_a | X_a) - l(\theta_c | X_a) \geq 0 \)) and also symmetric; since we do not fit across windows a first order linear fit in \( X_a \cup X_b \) yields the same linear couplings as in \( X_a \cup X_b \). After computing the dissimilarity between all linear models, we use Ward’s criterion [31] to perform hierarchical clustering by minimizing the within-cluster variance.

**Lorenz data:** We simulated the Lorenz system using the scipy.odeint package [71] with parameter choices \( \sigma = 10, \beta = 8/3 \) and \( \rho = 28 \) in the chaotic regime and
\( \rho = 20 \) for spirals. We used step size \( \Delta t = 0.02 \) s. In the chaotic regime we integrated for a total of 1000 s, waiting 200 s for the trajectories to fall onto the attractor. For the stable spirals in the late-time transient chaos regime, we chose initial conditions \((x_0, y_0, z_0) = (x, 0, 20)\), where \( x \) varied from \(-12 \) to \(-8 \) and 8 to 12 in steps of 0.2, yielding a total of 42 initial conditions. The trajectories were drawn to one of the stable fixed points \( C_{\pm} = (x^*, y^*, z^*) = (\pm \sqrt{3}(\rho - 1), \pm \sqrt{3}(\rho - 1), \rho - 1) \), for which linear stability analysis yields a stable oscillation with \( \lambda_r \approx -0.4 \) and \( \lambda_i/(2\pi) \approx 1.4 \) and a relaxation with \( \lambda_r \approx -12.9 \). We waited for 10 s before sampling the spiraling trajectory from additional 10 s. To reduce multi-collinearity we added small amplitude Gaussian white noise with a diagonal covariance matrix with variances \( \sigma_i = 0.001 \), \( i \in \{x, y, z\} \) to the simulated time series. The minimum window size \( w_{\min} = 10 \) frames was chosen using Fig. (S5).

**Posture data:** We analyzed previously published data consisting of foraging behavioral conditions [32, 72] in which N2-strain *C. elegans* were imaged at \( f = 32 \) Hz with a video tracking microscope. Coiled shapes were resolved and the time series downsampled to \( f = 16 \) Hz [35]. Worms were grown at 20\textdegree C under standard conditions [73]. Before imaging, worms were removed from bacteria-strewn agar plates using a platinum worm pick, and rinsed from *E. coli* by letting them swim for 1 min in NGM buffer. They were then transferred to an assay plate (9 cm Petri dish) that contained a copper ring (5.1 cm inner diameter) pressed into the agar surface, preventing the worm from reaching the side of the plate. Recording started approximately 5 min after the transfer, and lasted for 2100 s. In total, data from \( N = 12 \) worms was recorded. Using Fig. (S5), we selected a minimum window size of \( w_{\min} = 10 \) frames. Likelihood hierarchical clustering yielded a dendrogram for which a cut at the 4-branch level resulted in clusters with approximately 6500 (fast forward), 14400 (slow forward), 3500 (turns) and 4200 (reversals) models.

**Neural data:** We analyzed whole-brain experiments from the Zimmer group in which transgenic *C. elegans* expressing a nuclear localized Ca\(^{2+}\) indicator were imaged in a microfluidic device where a reduction in O\(_2\) concentration was observed to induce a “sleep”-like, quiescent state in *npr-1* lethargus animals [49]. A range of 99-126 neurons was imaged for \( N = 11 \) worms and each neural trace was normalized by subtracting the background and dividing by the mean signal. A linear component was also subtracted to correct for bleaching. We used principal components analysis to reduce each ensemble recording to an 8-dimensional time series capturing \( \sim 90\% \) of the variance (data not shown). Each of the experimental trials (one per worm) consisted of three 6 minute periods with alternating O\(_2\) concentrations: starting with 10\%, increasing to 21\% and returning to 10\%. We selected a minimum window size \( w_{\min} = 18 \) frames using Fig. (S5). Likelihood hierarchical clustering yielded a dendrogram for which a cut at the 3-branch level resulted in one cluster with 24 models, another with 74 models and a third, outlier, cluster containing just 1 model. Removing the outlier resulted in a dendrogram with a more even model distribution, one cluster with 24, another with 16 and a third with 55 models. We used this clustering to compare state labels with “active” and “quiescent” global brain states identified previously [49], Fig. (S4).

**Software:** Code for the adaptive locally-linear segmentation and likelihood-based hierarchical clustering was written in Python [74] and is publicly available: [https://github.com/AntonioCCosta/local-linear-segmentation.git](https://github.com/AntonioCCosta/local-linear-segmentation.git).
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FIG. 1. Schematic of the adaptive, locally-linear segmentation algorithm. (A) We iterate over pairs of subsequent windows and use a likelihood-ratio test to assess whether there is a dynamical break between windows. (B) We compare linear models $\theta_k$ and $\theta_{k+1}$, found in the windows $X_k$ and $X_{k+1}$, by the log-likelihood ratio $\Lambda_{\text{data}}$, Eq. (5). To assess significance we compute the distribution of log-likelihood ratios under the null hypothesis of no model change $P_{\text{null}}(\Lambda)$ and identify a dynamical break when $\Lambda_{\text{data}} > \Lambda_{\text{thresh}}$ where $P_{\text{null}}(\Lambda_{\text{thresh}}) = 0.05$. If no break is identified, we continue with the windows $\{\theta_{k+1}, \theta_{k+2}\}$. (C) The result of the segmentation algorithm is a set of windows of varying lengths and model parameters $\{\theta_1, \ldots, \theta_N\}$. Our approach is similar to approximating a complex-shaped manifold by a set of locally-flat patches, and encodes a non-linear time series through a trajectory within the space of local linear models.
FIG. 2. Adaptive segmentation of the Lorenz dynamical system and likelihood-based clustering of the resulting model space. (A) Simulated Lorenz system for stable spiral dynamics (left) \( \{ \rho = 20, \beta = 8/3, \sigma = 10 \} \) and the standard chaotic regime (right) \( \{ \rho = 28, \beta = 8/3, \sigma = 10 \} \). (B) Likelihood-based hierarchical model clustering. In the spiral dynamics there is a large separation between models from each lobe, while the dynamics within lobe are very similar. In the chaotic regime, the model-space clustering first divides the two lobes of the attractor and the full space is intricate and heterogeneous. (C) Dynamical eigenvalue spectrum for each regime, \( \lambda_r \) and \( \lambda_i \) respectively represent the real and imaginary eigenvalues. The spiral dynamics (left) cluster into a pair of stable, complex conjugate peaks while in the chaotic regime (right) we find a broad distribution of eigenvalues, often unstable, reflecting the complexity of the chaotic attractor.
FIG. 3. Locally-linear analysis of *C. elegans* posture dynamics reveals a rich space of behavioral motifs. (A) We transform image sequences into a 4D posture dynamics using "eigenworm" projections [32] where the first two modes \((a_1, a_2)\) describe a body wave, with positive phase velocity \(\omega\) for forward motion and negative \(\omega\) when the worm reverses. High values of \(|a_3|\) occur during deep turns, while \(a_4\) captures head and tail movements. (B) The cumulative distribution (CDF) of window sizes reveals rapid posture changes on the timescale of the locomotor wave (the average duration of a half body wave is shown for reference). (C) Likelihood-based hierarchical clustering of the space of linear posture dynamics. At the top of the tree, forward crawling models separate from other behaviors. At the next level, forward crawling splits into fast and slower body waves, while the other behaviors separate into turns and reversals. Hierarchical clustering results in a similarity matrix with weak block structure; while behavior can be organized into broad classes, large variability remains within clusters. (D) Cluster branches reveal interpretable worm behaviors. We show the probability distribution (PDF) of body wave phase velocities and turning amplitudes at the 4-branch level of the tree. In the first forward state (dark green) worms move faster than in the second branch (light green). In the turn branch (blue), the phase velocity is centered around zero and high values of \(|a_3|\) indicate larger turning amplitudes. In the reversal branch (red) we find predominantly negative phase velocities.
FIG. 4. Linear posture dynamics in *C. elegans* is distributed across an instability boundary with spontaneous reversals evident as a bifurcation. (A) The eigenvalues of the segmented posture time series reveal a broad distribution of frequencies $f = |\text{Im}(\lambda)|/2\pi$ with a peak $f \sim 0.6\,\text{s}^{-1}$ that spills into the unstable regime. (B) We align reversal events and plot the maximum real eigenvalue ($\lambda_r$) and the corresponding oscillation frequency. As the reversal begins, the dynamics become unstable, indicating a Hopf-like bifurcation in which a pair of complex conjugate eigenvalues crosses the instability boundary. The shaded region corresponds to a bootstrapped 95% confidence interval. (C) Instabilities are both prevalent and short-lived. We show the cumulative distribution of the number of consecutive stable or unstable models demonstrating that bifurcations also occur on short-times between fine-scale behaviors.
FIG. 5. Eigenvalue spectra of the local linear models distinguish active and quiescent states in the global brain imaging of *C. elegans*. (A) We analyze whole-brain dynamics from previous experiments in which worms were exposed to varying levels of O$_2$ concentration [49]. We show the background subtracted fluorescence signal $\Delta F/F_0$ from 101 neurons while O$_2$ concentration changed in 6 minute periods: low O$_2$ (10%) induces a quiescent state; high O$_2$ (21%) induces an active state. (B) We plot the distribution of maximum real eigenvalues ($\lambda_r$) for the active and quiescent states. The active state is associated with substantial unstable dynamics, perhaps reflecting a complex neural attractor while the dynamics of the quiescent state is predominately stable which is consistent with putative stable fixed point dynamics. (C) We plot the average maximum real eigenvalue as the O$_2$ concentration is changed. We align the time series from different worms to the first frame of increased O$_2$ concentration and show the accompanying increase in the maximum real eigenvalue, which crosses and remains near to the instability boundary. The shaded region corresponds to a bootstrapped 95% confidence interval and curves were smoothed using a 5-frame running average.
FIG. S1. Unstable linear models in the chaotic regime of the Lorenz system lie along the unstable manifold of the origin. We plot the $xy$ projection of the Lorenz system in the chaotic regime, color coded by the magnitude of the maximum real eigenvalue $\lambda_r$ of the linear model found in each window resulting from the adaptive segmentation. Most unstable models are found close to the origin, along its 1d unstable manifold (gray line).

FIG. S2. Distinct behavioral classes in the dendrogram interpreted through model parameters. The mean $\vec{\mu}$ and linear couplings $\phi$ displayed as a matrix ($\vec{\mu}, \phi^T$ (left) and the respective dynamical eigenvalues (right) are shown for a set of example models. From the first to the second forward state, the imaginary eigenvalues shrink, corresponding to a reduction of the oscillation frequencies. The turn state exhibits a higher value of the mean of $a_3$ and, in this example at the beginning of a turn, we find an unstable oscillation. Finally, in the reversal state, the sign of the coupling between the first two modes is reversed and this signals a change in the direction of the phase velocity as would be the case in a simple oscillator.
FIG. S3. Distribution of turning amplitudes $a_3$ and phase velocities $\omega$ in the windows corresponding to the 3 reversal states at the 12-branch level of the dendrogram. (left) Distribution of the turning amplitudes $a_3$. The first reversal (Reversal 1 - blue) is actually a reversed turn, as noted by the high value of $a_3$. The other two reversals generally have smaller turning amplitudes. (right) Distribution of body wave phase velocities $\omega$. The second reversal branch (Reversal 2 - green) corresponds to faster reversal bouts, while the third reversal (Reversal 3 - red) includes movements at the start of a reversal when $\omega$ is small.
FIG. S4. Model clusters exhibit approximate correspondence with labeled brain states. (A) Model clustering dendrogram obtained by segmenting the neural activity of the example worm shown in Fig. (5A). (B) Number of clusters as a function of dissimilarity. The first major splits occur at the two branch and three branch level. (C) Overlap between model clusters and labeled brain states [49]. At the two branch level, we find that most of the frames in branch $S_1$ were labeled as “active”, while frames in branch $S_2$ were labeled as “quiescent”. At the three branch level we find a high degree of overlap between $S_1$ and “reversal”, $S_{2A}$ and “forward”, and $S_{2B}$ and “quiescent”. (D) Model clustering dendrogram obtained by segmenting the neural dynamics of an exemplar worm from previous global brain imaging experiments [48]. (E) Overlap between model clusters and labeled brain states from previous experiments [48]. The sparseness in the matrix indicates a broad match between the states, specially for the forward and reverse states. (DT - Dorsal Turns, VT - Ventral Turns, Rev-Sus - Sustained Reversal)
FIG. S5. **Condition number of the moment matrix** $X^\top X$ **and the error covariance matrix** $\eta^\top \eta$ **as a function of window size.** We select the minimum window size as the smallest number of frames for which the model fit and log-likelihood estimation are well-conditioned. The condition number of $X^\top X$ and $\eta^\top \eta$ is calculated for different window sizes, and the median is estimated across samples taken at different times in the time series. There is a drastic decrease in the condition number beyond a minimum window whose size depends on the data. Beyond this window, the model fit and log-likelihood estimation are well-conditioned.
FIG. S6. **Accuracy of the adaptive segmentation technique on a 3-state toy example.** (top) We generate a set of 100 toy time series, for which there are three dynamical regimes, \{θ₁, θ₂, θ₃\}. We plot a sample time series (dashed line) as well as the mean of the simulations made from the models and windows found using the adaptive segmentation technique (blue and green lines represent \(x_1\) and \(x_2\), respectively; shade represents bootstrapped 95% confidence intervals). (middle) We plot the distribution of dynamical breaks, across simulations, for the smallest significance level \(P_{null}(\Lambda_{thresh}) = 0.01\), for which both breaks are found with high accuracy. (bottom) Fraction of true positives (breaks found by the algorithm that correspond to dynamical changes) and fraction of false positives (breaks that the algorithm found that do not correspond to dynamical changes) as a function of the significance level: \{60%, 40%, 20%, 10%, 5%, 2.5%, 1%\} (dark red to light red represents decreasing significance levels). At high significance levels, the segmentation algorithm is very sensitive and thus the null hypothesis is rejected easily resulting in a large amount of false positives. As we decrease the significance level, we start rejecting the null hypothesis less, while still capturing the true dynamical changes. For significance levels below 5%, the fraction of false positives drops below 50% while the fraction of true positives remains close to 100%. Indeed, the area under the curve (AUC) is nearly 1 and this is indicative of the quality of the segmentation.