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Abstract This paper explores regional variation in the effects of publicly sponsored R&D grants on SME performance. The results suggest that there is no guarantee that the grants will impact firm growth, either positive or negative. Positive growth effects are most likely to be found for publicly sponsored R&D grants targeting SMEs located in regions abundant with skilled labor, whereas the opposite is found for SMEs located in regions with a limited supply of skilled labor.
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1 Introduction

The importance of innovation as a key driver of long-run economic growth is well established. However, although the link between innovation and growth is recognized, there is no consensus regarding the best policy through which to achieve innovation and growth. Interestingly, Veugelers (2015) shows that innovation policies deployed in EU member states seem, to a great extent, to apply similar combinations of instruments, regardless of their innovation capacity. In this vein, direct R&D grants and support through tax incentives are two commonly applied measures. Sweden, however, is somewhat of an outlier in this area, as it has a strong focus on direct government funding through R&D grants and a low reliance on R&D tax-incentives (OECD, Organization for Economic Co-operation and Development 2015a).

Apart from having innovation and growth as desired outcomes, many growth-oriented government programs tend to focus their efforts on supporting small- and medium-sized enterprises (SMEs). New ventures and innovative SMEs account for a large share of net job-creation and productivity growth. These capabilities are well documented, but due to a lack of financial resources or competitive elements in the industry, many new firms are not able to survive their first year(s) of business (Shane 2009; Nightingale and Coad 2014). As a response to these complications, governments have—in the last couple of decades—been implementing various policies that aim to increase SME survival rates and innovation. One channel through which governments support private enterprises is via “targeted R&D grants.” However, even though there is a history of targeted R&D grants, surprisingly little is known about the actual effects of such policies (Edler et al. 2013).
In summarizing studies that analyze the impact of various R&D grants and subventions, it is clear that results vary. Bronzini and Iachini (2014) assessed the effects of receiving an investment grant on R&D in northern Italy. They found that such grants had positive effects on R&D for small enterprises, whereas large companies did not seem to be affected by the grants. Cin et al. (2017) found R&D subsidies to enhance the performance of Korean SMEs. For Finland, Koski and Pajarinen (2013) showed that R&D support seemed to lead to an increase in the number of employees as long as support was given to the firm, but these results did not persist after the funding ended. Similar results with a lack of long-lasting effects were also found by Cappelen et al. (2016) for Norway. Zúñiga-Vicente et al. (2014) summarize the results of 77 studies on different R&D support schemes. They uncovered three fairly stable patterns: (i) The amount of crowding-out is closely related to the financial restrictions facing the companies, (ii) the growth effects vary across basic- and applied research, and (iii) the impact of a grant is larger for smaller firms. The finding that the impact of a grant seems to be largest for smaller firms is further supported by Gonzalez et al. (2005), Criscuolo et al. (2012), Heshmati and Lööf (2005), and Gustafsson et al. (2016). There are also indications of start-ups being more innovative than established firms (Acs and Audretsch 1988).

One area in which there seems to be a relative large lack of knowledge is connected to the regional dimension. In some regions, innovation and growth targeted programs may work better than in others. It is well-established that finding skilled labor can be both problematic and a factor limiting growth among many innovative and R&D-intensive firms (for an international outlook on this matter see Rutkowski (2007) and OECD, Organization for Economic Co-operation and Development (2015b), and for Sweden see Tillväxtverket (2011)). It has also been shown that the most important factor determining firms’ localization decision is access to qualified workers (UNCTAD 1997).

Hence, the local supply of skilled labor can be seen as a critical factor for the growth prospect of innovative and R&D-intensive firms, and we cannot exclude the possibility that the impact of innovation grants will be dependent on the local supply of skilled labor. Our question is, therefore, are there any regional differences in the growth effects of publicly sponsored innovation and growth targeting grants, and what role does human capital have?

A few studies have taken a regional perspective on how subsidies impact firm performance. Banno et al. (2013) and Herrera and Nieto (2008) both found that R&D subsidies had stronger growth effects in central regions than in remote regions. Similar results were found by Piekkola (2007), whereas Doloreux (2004), in a Canadian study, did not find evidence for a significant difference across regions. Overall, these results suggest that regional characteristics matter for the impact of R&D subsidies, but the source of the heterogeneity remains unknown.

We contribute to this literature by explicitly focusing on the role of the local supply of human capital in shaping the impact of R&D grants. This route is motivated by the close link between innovation and human capital, as well as by a lack of knowledge of the role of the regional dimension in this area. Using information on the size of the grants combined with detailed firm and individual characteristics, we analyze the link between R&D grants and regional characteristics. From a policy and efficiency perspective, the regional dimension may be critical in order to understand the outcome of an intervention.

A main result of this study is that, in most cases, the R&D grants have no significant impact on firm growth, though the likelihood of finding a positive effect increases as the regional supply of skilled labor increases. Hence, the results suggest a positive connection between growth effects of the R&D grants and the regional supply of skilled labor.

The remainder of this paper is organized as follows. Section 2 discusses the background. Section 3 surveys empirical studies on the impact of innovation grants and subsidies with a focus on the regional dimension. Section 4 provides information about data and matching. The models are described in Sect. 5, and the results are outlined in Sect. 6. Finally, Sect. 7 summarizes the paper.

2 Background

There is a well-funded belief of innovation and R&D as a driver of long run economic growth (Schumpeter 1911; Solow 1957; Romer 1986; Lucas 1988; Aghion and Howitt 1998). The view of R&D as the solution to many pressing challenges spurred the development of innovation policies, wherein public R&D subsidies and grants constitute an important part of the package.
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That help explain why knowledge spillovers are geographical bound. Dosi present it easier to transport between individuals and firms who most knowledge has a geographical dimension that makes innovative firms are dependent on new knowledge, and literature suggests that firms in knowledge-intensive industries benefit from a locally abundant supply of skilled labor and from the spillovers effects associated with innovative activities.

In summary, this branch of literature suggests that firms in knowledge-intensive industries benefit from a locally abundant supply of skilled labor and from the spillovers effects associated with innovative activities.

The system approach provides us with an additional explanation of why regions matter for innovation. This line of thinking stresses the importance of cooperation and of links between industry, government, and academia. Today, we lack an exact and commonly agreed upon definition of what a regional innovation system really is, but it can be said to be a collection of organizations, institutions, firms, and individuals among whom the creation, use, and distribution of new knowledge occur (Cooke 2004). Regardless of which definition we choose, the regional innovation system comprises all clusters of firms, as well as the institutional structures and rules that surround them. Within the system perspective, several arguments can be found to support the use of an active innovation policy (Asheim et al. 2011; Asheim and Gertler 2006; Cooke 2001; Cooke 2004; Doloreux and Parto 2005; Tödtling and Trippl 2005). A key component here is the central role played by skilled labor. That is, for innovation to take place, access to skilled labor is essential. Given this, surprisingly few studies have analyzed the relation between the outcome of selective R&D incentives and the local supply of skilled labor.

With the system perspective in mind, it becomes relevant to discuss possible interaction effects between the impact and efficiency of innovation grants and the local environment. We suggest that the likelihood that a R&D grant will generate positive growth effects is positively correlated with the local pool of skilled labor. That is, a larger local pool of skilled labor increases the possibility of finding the skills required by the firm, and also increases the related spillover effects. To determine whether this suggestion is supported by real-world data, we will in subsequent chapters perform a difference-in-differences analysis in order to analyze the linkages between the growth effects of R&D grants and the relative size of the local labor pool that has tertiary education. One may note that while agglomeration factors generate clustering of skilled labor we do not intend to analyze drivers of agglomeration but rather take the local supply of skilled labor as given.

2 That is, we take the local supply of skilled labor as given. To change the local supply of skilled labor is a question more connected to education policies than the allocation of public R&D grants targeting SMEs.

3 The reason for this approach is that when allocating grants, the local industrial structure can be seen as predetermined and externally given.
3 Empirical studies with a regional focus

The aim of this study is to, with special attention to the local supply of human capital, determine whether the effects of innovation grants differ among regions. Even though the role of the local supply of human capital has not been in focus in the mass of previous studies on innovation subsidies, regional variation per se has been studied in a series of papers, suggesting a number of interesting observations. To be precise, there are two sets of studies with a regional focus, one larger set dealing with regional grants which often has investment and employment in focus rather than innovation, and one smaller set of papers with a regional innovation focus. We hope to contribute to the latter.

In an influential paper, Baptista and Swann (1998) show that firms located in strong clusters tend to innovate more, where the strength of a cluster is measured in own-sector employment. Moreover, there is a number of studies indicating that the quality of the regional innovation system affects both the probability of innovation within firms and knowledge transfers across firms (Asheim et al. 2011; Cooke 2004; Doloreux and Parto 2005; Tödtling and Trippl 2005; Srhoelic 2010). This line of reasoning is consistent with the finding that in Finland, half of all R&D is conducted in the capital city, Helsinki, and that four regions are responsible for almost 80% of all R&D in Finland. A similar pattern holds true for the USA, where ten areas contribute to two thirds of all R&D activity in the country (Georghiou et al. 2003). It is, therefore, interesting to note that just as R&D activities, innovation subsidies and grants are not distributed evenly across regions. The probability of receiving innovation support is larger for a firm located in a central area compared to a peripheral area (Czarnitzki and Fier 2002; Gonzalez et al. 2005; Herrera and Nieto 2008). Moreover, based on the argument that technology is path-dependent, evolutionary economic geographers argue that the pre-existing routines and competences of institutions, firms, and labor in well-developed regions determine what kind of innovations they generate (Boschma and Martin 2007). In addition to this, the probability that a new industry enters a region increases with the number of pre-existing related industries in the region (Hidalgo et al. 2007; Neffke et al. 2011; Boschma et al. 2013; Boschma et al. 2015).4

A limited number of studies have investigated regional variations in the effects of innovation subsidies. For Italy, Banno et al. (2013) find that policies intended to stimulate R&D generate larger economic profits in regions that are relatively more internationalized than in remote regions. Similarly, Herrera and Nieto (2008) divide Spain into central and peripheral regions. Their analysis shows that the effects of R&D subsidies are larger in two out of three central regions compared to the rest of the country. Focusing on the importance of knowledge capital, Piekkola (2007) finds that growth from R&D subsidies is concentrated in regions that have a high level of knowledge capital to begin with.

Although it may seem like regions have a vital impact on the innovative activities of firms, some studies argue against this. One such example is Doloreux (2004), who conducts telephone interviews with small- and medium-sized Canadian firms. The results indicate that the R&D patterns within firms are the same across several Canadian regions. Moreover, most firms stated that they use national and global knowledge sources when innovating, and they downplayed the importance of the regional structure. Isaksen and Onsager (2010) reach a similar conclusion in their study of Norway, where they find that rural areas and smaller cities have a larger proportion of innovating firms compared to larger cities. This finding contradicts earlier research in this field. To explain their results, Isaksen and Onsager (2010) stress that innovation subsidies in Norway are aimed at firms in smaller cities and rural areas, as a part of Norway’s overarching policy to develop the whole country. The over-representation of targeted firm located in remote regions is therefore likely to be driven by political decisions.

In short, most empirical evidence indicates that there are differences in regard to the distribution and the effects of R&D subsidies and grants. This suggests that there are reasons to take location into consideration when forming policies around the distribution of selective public R&D subsidies and grants.

4 Data and matching

4.1 Data

Firm level data on public grants and subsidies in Sweden is collected and stored in the MISS database by the Swedish Agency for Growth Policy Analysis. The

---

4 The underlying drivers causing agglomeration of industries are fruitfully discussed in Ellison et al. (2010) and Glaeser (2008).
The MISS database comprises information about the grant distributor and receiver, the size of the grant, and when the firm receives the payments. We link these data with yearly register data provided by Statistics Sweden (SCB) containing information on firms' input and output, covering all firms in the economy. Hence, information about both the treated and the non-treated firms is collected from these sources.

In addition to firm level data, individual level data on workers' education, wages, gender, and age is aggregated to the firm level and linked to firm data. Firm level and aggregated individual level data contains information on production, sales, employment, value added, investments, physical capital, profits, industry affiliation, educational attainment of the labor force, geographic location, etc., spanning the period 1997–2011. All datasets are linked using unique individual firm-year ID codes.

Out of the two analyzed programs “Win Now” and “Research & Growth,” Win Now is the smaller program directed at start-ups (firms younger than 1 year at the time of application), and its funds can be granted to SMEs that have developed a new product, method, or service that has not yet reached the market. The aim is to give start-ups a chance to survive in the market by providing financial aid during the commercialization process, which is intended to attract external capital and make the business successful in the future. Hence, future growth is one of the main purposes of the grant. However, the timeframe for achieving growth is not specified. Half of the granted amount should be allocated to business development, while the other half can be used for R&D activities. A total of 1309 firms applied for Win Now, and approximately 10% received support. Win Now has been granted 125 times during the period under study (2002–2010), and the average grant was 164,847 SEK ($18,458). A firm is only granted the subsidy once, and the maximum amount awarded is 300,000 SEK ($33,592). Win Now can also be seen as a springboard to its sister program Research & Growth, targeting slightly older firms.5

The subsidy program Research & Growth targets small- and medium-sized innovative firms supporting developing projects, but support may also be awarded to pilot studies. Approximately 20% of the applicants were granted support, and the recipients consist mostly of SMEs that are already on the market. The purpose of Research & Growth is to support and promote innovation-driven growth within the subsidized firms. In all, the program provided 546 grants during the studied period (2005–2010), with an average grant of 543,321 SEK ($60,836). The project time is normally between 6 and 18 months.

Earlier empirical studies of the two programs Win Now and Research & Growth have produced mixed results. Some studies have found that they yield growth in employment and sales, while others have found negative outcome in, for example, employment, and productivity (Söderblom et al. 2015; Daunfeldt et al. 2016; Vinnova 2014). The different outcomes in these studies may be due to differences in empirical strategy, discussed in Daunfeldt et al. (2016).

The innovation grants analyzed here are distributed to firms in cities as well as rural areas. In Table 1, all Swedish regions and municipalities are divided into three different groups: Big Cities, Support Areas A&B, and Other Areas. This division is only used to provide an overview of the regional division of the grant sums. When carrying out the empirical analysis, the regions considered are the 60 Swedish functional labor market regions. The idea with the functional labor market regions is that most of the home-to-work commuting takes place within the region rather than across the borders. In addition, the labor market region should not be larger than it should be possible to, on a daily basis, commute between any two points within the region. For descriptive purposes, we choose to characterize Sweden in three dimensions, from dense city regions to rural areas. The first category, Big Cities, contains the three largest cities in Sweden: Stockholm, Gothenburg, and Malmo. The second category, Support Areas A&B, includes particularly vulnerable regions in Sweden. Vulnerable areas are those that have the right to apply for regional support.6 The third and final group, Other Areas, comprises the remaining in-between regions in Sweden.

5 The strategic package relation between “Win Now” and “Research & Growth” is one reason for why these programs are jointly evaluated. In addition, these programs have also been analyzed, jointly as well as individually in Daunfeldt et al. (2016) suggesting that they to some extent can be seen as a package. Finally, at the time for this analysis, these programs were probably the most innovation and growth focused public support programs in Sweden.

6 For information on the Swedish regions eligible to apply for regional support, see: http://www.tillvaxtverket.se.
As seen in Table 1, both the size of the average grant and funding per employee is largest in the Big Cities. There is a tendency to give more grants to firms in large cities compared to other firms, which is consistent with the internationally observed pattern regarding the distribution of R&D grants.

As noted above, the supply of skilled workers is a key component of innovation and growth. To measure the regional supply of high-skilled labor empirically, we construct a regional index. This index-variable is constructed as a revealed comparative advantage index (RCA-index), where a value above one indicates that a region is above the country average and vice versa. To simplify the interpretation of our regression variables, this index will be centered around zero in our analysis, and thus, a value above (below) zero will indicate that a region is above (below) the country average. The measure of the relative supply of high-skilled labor is as follows:

$$RCA_{-Skill} = \frac{L_{H, r}}{L_{r}} / \frac{L_{H, Swe}}{L_{Swe}}$$

where the first term describes the share of high-skilled labor in the region, and the second term describes the share of high-skilled labor in the country. The use of RCA-indices is common within the international trade literature, starting with Balassa (1965). In our setting, we might note that the RCA-index captures the relative concentration of skilled labor rather than factors behind this clustering. That is, from the governmental project coordinator perspective, when allocating grants, the spatial distribution of firms and human capital is taken as given.8

Table 2 reveals a clear picture of the distribution of skilled labor across regions in Sweden: skilled labor is concentrated in the large cities, whereas the opposite is true for the (rural) areas granted regional support measures. The RCA-index (based on 60 labor market regions) and firm level variables, sources, mean values, and standard deviations are described in Table 3.

4.2 Matching

As noted above, the R&D grants have both a specific purpose and are targeting a specific population of firms; hence, grants are not randomly distributed across firms. This, in turn, leads to the question of how to create a control group of similar firms. To handle this selection problem, we use coarsened exact matching (CEM) to create a control group of non-treated firms that, in all relevant aspects, are as similar as possible to the firms receiving grants. As shown by Coberly et al. (2011), CEM matching usually outperforms both propensity score matching (PSM) and Mhalanobis distance matching.

---

8 The RCA-index is, however, not unproblematic. For example, Hinloopen and Van Marrewijk (2001) observed that the average value for the RCA-index typically was greater than one and that this result is an outcome of the chosen specification of the index. Hoen and Oosterhaven (2006) suggest an additive RCA index, centered around zero. Additional attempts to characterize comparative advantages includes Michelaye index that range from −1 to 1. In the econometric analysis, we re-balance the RCA-index to be centered around zero, which to some extent also deals with the average value problem discussed above. We may also note that the RCA-index has been criticized by Yeats (1985), who found that the index was not reliable as a cardinal or ordinal index in a cross-country comparison. Further attempts to modify the RCA-index have been carried out by, for example, Hoen and Oosterhaven (2006), Yu et al. (2009), and Bebek (2011).

---

Table 1  Total and average grant sums, by group of regions

| Number of grants | Total sum   | Average sum | Sum/employee |
|------------------|-------------|-------------|--------------|
| Big cities       | 218         | 215,000,000 | 986,830      | 36.22        |
| Support areas A&B | 45          | 22,800,000  | 506,648      | 11.75        |
| Other areas      | 358         | 288,000,000 | 803,490      | 23.89        |
| Total: Sweden    | 621         | 525,800,000 | 846,340      | 26.38        |

Note: In the empirical analysis, 60 labor market regions are utilized.
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Table 2 Average RCA-index, by region

| Region               | Average RCA-skil: supply of high-skilled labor |
|----------------------|-----------------------------------------------|
| Big cities           | 0.22                                          |
| Support areas A&B    | −0.31                                         |
| Other Areas          | −0.04                                         |
| Total: Sweden        | 0.00                                          |

Note: RCA-index centered around zero

(MDM) in terms of reducing the imbalance between the treatment and control group. The combination of its intuitive approach, good statistical properties, and easy-to-use has made CEM matching increasing popular in applied empirical work. For recent applications of this matching method, see Croce et al. (2013), Cumming et al. (2017), and Grilli and Murtinu (2014).9

The matching is based on variables that are relevant for both program participation and program outcomes, and the key idea is that all matching variables should be as similar as possible between the control and treatment groups. Unlike PSM, CEM does not estimate the probability of being treated, but instead it coarsens variables into strata and puts different weights on the control firms depending on how close they are to the treated firms (Iacus et al. 2011, 2012). Detailed descriptions of CEM can be found in Blackwell et al. (2009) and Iacus et al. (2011, 2012). The matching performed in this paper is a so-called one-to-one matching, which yields one control firm for each treated firm. Consequently, we do not need to take matching weights into consideration to adjust for differences in the number of observations between the treated and control groups. For each of the treated firms, we match on firm properties 1 year before the treatment, \((t−1)\), with \(t\) being the year a firm receives a grant (Caliendo and Kopeinig 2008). Firms receiving multiple R&D subsidies have been removed from the sample.

Results from the matching are presented in Table 4. As noted by Iacus et al. (2011, 2012), the value of the imbalance test is subordinate to the change in imbalance as given by matching. As shown in Table 4, matching reduces the imbalance for all variables, suggesting that matching leads to a control group that is more similar to the treatment group than to the collection of all non-treated firms.

Table 5 displays the matching results when the region of the treated firm is added as an (exact) matching variable, forcing the control firm to be in the same region as the treated firm. This creates a perfect balance between the treatment group and the control group on the regional variable. Having the “twin” firm located in the same region as the treated firm reduces the possibility that subsequent changes in the development of the treated and control firms is due to location. We may also note that matching results from this matching strategy correspond strongly to the matching results presented in Table 4, where no geographical concern was included in the matching. However, forcing the control firm to be located in the same region as the treated firm reduces the number of matched pairs, which is seen when comparing the lower panels of Tables 4 and 5.

Finally, Table 6 provides the mean values of our outcome variables—employment, sales, and labor productivity—divided into six categories. The outcome variables are reported for all firms, treated firms, treated firms before treatment, treated firms after treatment, firms in the control group (original match), and firms in the control group when we include region as a matching variable. Here, we note that subsidized firms have slightly different mean outcome values before and after treatment and that there are some initial differences in the mean outcomes comparing the subsidized and control firms.

5 Models

5.1 Model specifications

As noted above, a main purpose of the analyzed grants is to promote growth and competitiveness in targeted firms, whereas the type of growth desired is less clear. To tackle this problem, we analyze the effects of the
### Table 3 Variable description

| Variable | Description (level of unit) | Data source | Mean | Stdv. |
|----------|-----------------------------|-------------|------|-------|
| ln(L)    | Log. of number of employees (firm) | IFDB | 1.11 | 1.08 |
| ln(LP)   | Log. of inflation adjusted value added per emp. (firm) | IFDB | 5.83 | 0.83 |
| ln(sales)| Log. of sales (firm) | IFDB | 7.90 | 1.60 |
| Wage premium | Mean of wage premium for skilled labor, divided by sni5 codes (firm) | LISA | 1.93 | 1.68 |
| ln(K)    | Log. of physical capital (firm) | IFDB | 4.95 | 1.90 |
| RCA skill FA | (Skill FA/Emp FA)/(Skill Swe/Emp Swe) (regional) | LISA | 0 | 0.23 |
| Post-treatment | 1 = period after support, 0 = otherwise (firm) | MISS, IFDB | 0.0004 | 0.02 |
| Treatment | Annually awarded grant/sales (firm) | MISS, IFDB | 0.115 | 0.19 |
| R&D/Ind. | Share of researchers by industry (industry) | LISA | 0.117 | 1.36 |
| Profit quota | Operating profit/ production value (firm) | IFDB | −0.52 | 69.3 |
| Share of higher educ. | Number of higher educ./total (firm) | RAMS | 0.26 | 0.36 |
| R&D int. SSY | Share of researchers by industry/ total number of emp. (Industry) | LISA | 0.01 | 0.09 |
| ln(value added) | ln(L) in period (t − 1) (firm) | IFDB | 6.97 | 1.47 |
| ln(W)    | Log. of inflation adjusted value added (firm) | LISA | 5.15 | 0.79 |

Notes: Treatment is calculated as grant divided by net sales. Observations where the grant is larger than the net sales, or where repayment transactions are observed, are excluded from the analysis. The Swedish Agency for Growth Policy Analysis is responsible for the MISS database and the register database IFDB. The databases RAMS and LISA are from Statistics Sweden.

### Table 4 CEM matching results, matching imbalance, and number of matched pairs

| Matching variables | Employment | Sales | Labor productivity |
|--------------------|------------|-------|---------------------|
| ln(K)              | 0.04 (0.29)|       |                     |
| Profit quota       | 0.02 (0.11)| 0.03 (0.11)| 0.03 (0.11)        |
| ln(value added)    | 0.04 (0.45)| 0.01 (0.26)| 0.01 (0.26)        |
| ln(W)              | 0.10 (0.38)|       |                     |
| R&D int. SSY       | 0.02 (0.22)| 0.01 (0.26)| 0.01 (0.26)        |
| ln(L)              | 0.03 (0.35)| 0.01 (0.35)|                 |
| Share of higher educ.| 0.02 (0.48) | 0.02 (0.49)| 0.01 (0.49)        |
| ln(capital intensity) | 0.07 (0.24)|       |                     |
| Overall (L1)       | 0.56       | 0.38   | 0.46                |
| Number of matched pairs | | | |
| Total Sweden       | 481        | 464    | 468                 |
| Big cities         | 182        | 168    | 166                 |
| Support areas A&B  | 28         | 38     | 38                  |
| Other areas        | 271        | 258    | 264                 |
| 1–10 employees     | 293        | 278    | 280                 |
| 11–50 employees    | 154        | 153    | 154                 |
| 50+ employees      | 34         | 33     | 34                  |

Note: Results from 1-1 matching. Matching imbalance, univariate L1 distance between treated and control group, imbalance between treated and all other firms within parentheses (.)

### Table 5 CEM matching results, including region as a matching variable

| Matching variables | Employment | Sales | Labor productivity |
|--------------------|------------|-------|---------------------|
| Region             | 0.00 (0.19)| 0.00 (0.17)| 0.00 (0.17)        |
| ln(K)              | 0.08 (0.29)|       |                     |
| Profit quota       | 0.02 (0.11)| 0.04 (0.11)| 0.04 (0.11)        |
| ln(value added)    | 0.06 (0.45)| 0.04 (0.26)| 0.04 (0.26)        |
| ln(W)              | 0.10 (0.38)|       |                     |
| R&D int. SSY       | 0.04 (0.22)| 0.04 (0.26)| 0.04 (0.26)        |
| ln(L)              | 0.07 (0.35)| 0.08 (0.35)|                 |
| Share of higher educ.| 0.06 (0.48)| 0.15 (0.49)| 0.17 (0.49)        |
| ln(capital intensity) | 0.14 (0.24)|       |                     |
| Overall (L1)       | 0.71 (1.00)| 0.66 (0.99)| 0.71 (0.99)        |
| Number of matched pairs | | | |
| Total Sweden       | 396        | 275    | 282                 |
| Big cities         | 164        | 115    | 119                 |
| Support areas A&B  | 18         | 15     | 16                  |
| Other areas        | 214        | 145    | 147                 |
| 1–10 employees     | 241        | 178    | 183                 |
| 11–50 employees    | 127        | 80     | 82                  |
| 50+ employees      | 28         | 17     | 17                  |

Note: Matching imbalance, univariate L1 distance between treated and control groups, imbalance between treated and all other firms within parentheses (.)
R&D grants on a set of outcome variables capturing various aspects of firm growth and competitiveness. More specifically, we will analyze how the grants impact employment, sales, and labor productivity. As pointed out by Delmar et al. (2003), employment represents an input variable and a measure of growth in resources, while sales represents an output variable and a measure of the acceptance of the product or service in the market. Combined these measures are closely related to labor productivity making it interesting to analyze these aspects of competitiveness. \(^{10}\)

In the analysis, we estimate matched differences-in-differences (DID) regressions and, as a robustness test, we employ fixed-effects (FE) regressions on treated firms only. Hence, while the first method seeks to analyze the performance of the treatment group vs. a set of similar firms that did not receive any R&D grants, the latter method seeks to detect trend breaks in firm development at the time of or after receiving the grants. The model specifications are chosen based on the existing literature in each respective area. Because the choice of model is central to the analysis, we will present each model in more detail.

### 5.2 Labor demand

The labor market literature is relatively clear on the specification of the employment model. A firm’s demand for labor is derived from the production function where firms, for a given set of factor prices, decide on the combination of input factors that are consistent with profit maximization (Hijzen and Swaim 2008). Furthermore, we allow for the adjustment costs of the labor force. Adjustment costs are handled by including a dynamic lag of the number of employees as an explanatory variable (Cahuc and Zylberberg 2004), thus shifting the analysis toward a dynamic panel data model specification (Angrist and Pischke 2008). To handle the endogeneity problem associated with a lagged dependent variable as an explanatory variable, we apply Han and Phillips’ (2010) dynamic panel estimator. Compared to the commonly used GMM-estimators that rely on the absence of second order autocorrelation in the residual and a properly specified instrument matrix (Arellano and Bond 1991; Blundell and Bond 1998), the Han and Phillips (2010) estimator tackles the endogeneity problem through its differencing design. The Han and Phillips (2010) estimator is known for having good short panel properties and avoiding much of the weak moment condition problem that is known to affect conventional GMM estimation when the autoregressive coefficient is near unity. Thus, to evaluate the effects of public R&D grants on employment, we estimate the following augmented labor demand model:

$$
\ln(L)_{it} = \alpha_i + \beta_1 \ln(L)_{it-1} + \beta_w \ln(w)_{it} + \beta_y \ln(y)_{it} + \beta_{(treatment)}_{it} + \beta_{(post)}_{it} + \beta_R \ln(RCA)_{it} + \beta_1 \left[ (RCA)_{it} \right] \left( treatment \right)_{it} + \beta_2 \left[ (RCA)_{it} \right] \left( post \right)_{it} + \beta_3 \ln(s skill-share)_{it} + \beta_4 \ln(\pi)_{it} + \nu_i + \gamma_t + \varepsilon_{it} \tag{2}
$$

where \( \beta_1 \) reflects the effect from the number of employees in the previous period \((l_{i,t-1})\) and implicitly depends on the size of the adjustment costs, \( \nu_i \) is wage in firm \( i \) and year \( t \), and \( y \) is value added, \( treatment \) is a dummy for the year the firm receives the grant, whereas

\(^{10}\) Hence our focus is more a real side analysis than a study of the financial aspects, which we leave for future research.

| Table 6 Mean values for dependent variables |
|------------------------------------------|
|                                          |
| All          | Subsidized firms—before treatment | Subsidized firms—after treatment | Control group (original match) | Control group (match on regions) |
| ln(L)        | 1.17 (1.09)                      | 2.19 (1.28)                      | 2.30 (1.20)                      | 1.95 (1.34)                      | 1.84 (1.37)                      |
| ln(sales)    | 8.01 (1.55)                      | 8.92 (2.01)                      | 8.89 (2.03)                      | 9.03 (1.81)                      | 8.70 (1.71)                      |
| ln(Lp)       | 5.89 (0.77)                      | 6.04 (0.73)                      | 6.06 (0.81)                      | 6.12 (0.69)                      | 6.21 (0.80)                      |
|              |                                  |                                  |                                  |                                  |                                  |

Note: Standard deviation within parentheses ()
post captures the post treatment period. Regional differences in the supply of skilled labor are captured by the RCA-index \( RCA \), where a value above zero indicates that a region has a relative abundance of skilled labor. Hence, the interaction between the regional supply of skilled labor and the treatment indicators captures asymmetric effects in how the grants impact firm performance in different regions. To control for firm-specific human capital and profitability (variables that may impact innovation, firm performance, and the likelihood of receiving support), the model is augmented with firms’ profit ratio \( \pi \) and the share of the labor force with tertiary education \( \text{skill-share} \); firm- and -year fixed effects are captured by \( \psi_i \) and \( \gamma_t \), respectively, and finally, \( \varepsilon_{it} \) is the error term.

5.3 Sales

Two commonly used measures when analyzing firm growth are number of employees and sales. Number of employees represents an input variable and a measure of growth in resources, while sales represents an output variable and a measure of the acceptance of the product or service in the market (Delmar et al. 2003). For input variables, it is reasonable to expect positive effects for firms receiving a grant. However, the effect on output variables is unclear (Gustafsson et al. 2016). How sales are affected by the R&D grants can also be influenced by the fact that the subsidy program descriptions state future sales growth as a relevant key variable. Hence, following the commonly applied Cobb-Douglas production function approach, the augmented sales model takes the following form (Felipe and Gerard Adams 2005):

\[
\ln(S)_{it} = \beta_k \ln(K)_{it} + \beta_l \ln(L)_{it} + \beta_T (\text{treatment})_{it} \\
+ \beta_p (\text{post})_{it} + \beta_R (\text{RCA})_{it} + \beta_1 (\text{RCA})_{it} \\
\cdot (\text{treatment})_{it} + \beta_2 (\text{RCA})_{it} \\
\cdot (\text{post})_{it} + \beta_3 (\text{skill-share})_{it} + \beta_4 (\pi)_{it} \\
+ \beta_5 (R&D)_{it} + \psi_i + \gamma_t + \varepsilon_{it}
\]

where we have the same set of fix-effect, regional-, and treatment indicators as in Eq. (2), but note that the dependent variable here, sales, is represented by \( S_{it} \), \( K \) is the firm capital stock, \( L \) is the employment, and finally, \( R&D \) is the firm level R&D-intensity.

5.4 Labor productivity

As a complementary measure to employment and sales, we look at labor productivity, which can be seen as a combination of the relative impact of the grants on employment and production. To study labor productivity effects, we follow Griliches (1986) to obtain the following augmented labor productivity \((Lp)\) model:

\[
\ln(Lp)_{it} = \beta_k \ln(K/L)_{it} + \beta_l \ln(L)_{it} \\
+ \beta_T (\text{treatment})_{it} + \beta_p (\text{post})_{it} \\
+ \beta_R (\text{RCA})_{it} + \beta_1 (\text{RCA})_{it} \\
\cdot (\text{treatment})_{it} + \beta_2 (\text{RCA})_{it} \\
\cdot (\text{post})_{it} + \beta_3 (\text{skill-share})_{it} + \beta_4 (\pi)_{it} \\
+ \beta_5 (R&D)_{it} + \psi_i + \gamma_t + \varepsilon_{it}
\]

where \( \beta_{kl} \) is a measure of the productivity elasticity with respect to the capital intensity in the firm. The coefficient for number of employees, \( \beta_p \), is a scale indicator; if \( \beta_p = 0 \), this is a sign of constant returns to scale; \( \beta_l > 0 \) and \( (\beta_l < 0) \) signal increasing (decreasing) returns to scale, respectively.\(^{11}\)

6 Results

6.1 Overview of results

An overview of the sign and significance of the treatment and post-treatment effects is depicted in Table 7, and a corresponding overview of the results from our robustness checks can be found in Table 8. Table 9 in the Appendix contains the basic results on how the R&D grants impact our three outcome variables: employment, sales, and labor productivity and shows the effects from both matched DID estimations and FE estimations on treated firms only. In

\(^{11}\) The reason for not using a dynamic model specification is that the non-dynamic formulation is more frequently used when labor productivity is evaluated (Chansarn 2010).
this paper, our focus will be on the DID results because these can be considered more precise, but as we will observe, the results from the DID estimations and the more naive fixed effects estimations are rather similar, which we interpret as a sign of robustness of the results. The key results are depicted in Figs. 1, 2, and 3 and summarized in Table 7, where the treatment period corresponds to periods when the grant is paid out to the receiving firm, and the post-treatment period corresponds to the period after which the firm no longer receives support. We may also note that the first set of CEM matched regression results presented is based on a matching where we are not forcing the “twin” firm to be located in the same labor market region as the treated firm. Hence, in these first estimates, we cannot exclude the possibility that a part of the treatment effect can be influenced by regional differences in the location of treated and control firms. In subsequent regressions, this matter will be examined in more detail.

6.2 Effects on employment

A goal prioritized by the government is to generate new jobs. Hence, employment is one of the analyzed outcome variables. However, as shown in Table 7, there are no statistically significant employment effects of the analyzed grants. That is, we do not find evidence of a direct employment effect of the grants at the time of the payment, nor in the post-treatment period. What should be noted is that the estimated direct effect represents the average effect across all regions. To uncover the potential heterogeneity of the impact of the R&D grants, we turn to the interaction between the received grant and regional characteristics. Studying the regional interaction, the first thing to note is that the estimate is positive but not statistically significant, suggesting a positive relation between employment that is not significant at the midpoint of our sample (RCA-index = 0), as illustrated in Fig. 1 and given by the estimates in Table 9.

When interpreting the above result, we note that the estimated coefficient reflects the mid-point estimate and does not reveal the marginal effect of the grants at the endpoints of the distribution. The full cross-regional variation in the impact of the R&D grants is illustrated in Fig. 1, suggesting a varying effect across our 60 labor market regions that goes from a negative and significant effect in regions at the low end of the human capital supply ranking to a positive and significant effect in the regions with the most abundant human capital (during the period when the grant is paid out). For the post-treatment effect, however, the estimate never becomes positive and significant as we move toward more skill-abundant regions. This spread in marginal effects is an example of how information can be hidden behind the average effect. We also note that the results discussed here are based on CEM-matching without forcing the treated and control firm to be located in the same region. Hence, if there are systematic differences in the locations of treated and control firms, not controlling for location may impact the estimates of the treatment effect. In subsequent regressions, we will analyze whether controlling for location upsets the results.

6.3 Effects on sales

Together with employment, sales are a commonly applied indicator of firm growth. If firms are able to increase their efficiency, sales can be increased without a matched increase in the labor force. The results from the sales regressions are given in columns 2 and 5 in Table 9, and the regional distribution of the marginal effect (matched DID estimates) is depicted in Fig. 2. Figure 2 reveals a series of interesting observations.

| Table 7 Summary of regression results |
|---------------------------------------|
|            | Employment | Sales        | Productivity |
| Treatment  | Non-significant | Negative significant (−) | Non-significant |
| Post-treatment | Non-significant | Non-significant | Non-significant |
| RCA skill × treatment | Non-significant | Non-significant | Non-significant |
| RCA skill × post-treatment | Non-significant | Positive significant (+) | Positive significant (+) |

Note: See Table 9, columns 1–3, for the complete model

---

12 There is a total of 60 labor market regions, defined such that most of the work-home commuting takes place within the region and that it is possible to commute between “any two points” in each region.
13 We also note that the RCA-index captures relative local supply of human capital, whereas potential drivers behind this clustering are left aside. An interesting route for future research is therefore to continue and analyze drivers of the clustering of human capital.
First, at the time of the treatment, there is a tendency of a negative drift in sales, and the negative effect is largest in regions with abundant human capital. One possible explanation for this result is that the grant triggers investment, which leads to a temporary reallocation of productive resources from production to investment activities; this effect may be largest in human capital-abundant regions. However, when we move from the period of treatment to the post-treatment period, the picture is reversed. After the treatment period (after which the grant has been paid out), we find a negative and significant effect on sales for firms in regions with a relatively small share of high-skilled workers and a positive but not significant effect for firms in regions with an abundance of high-skilled workers. We may note that this post-treatment pattern is consistent with the hypothesis that the largest investments take place in firms located in human capital-abundant regions, leading to more positive sales development in subsequent years.

6.4 Effects on productivity

The impact of the grants on productivity can be seen as a weighted employment and sales effect. As noted above, the effect of the grants on employment and sales was negative during the treatment period, although not significant for employment. Hence, expectations for labor productivity are not obvious. Looking at the DID results in Table 9, the direct effect of the grants is negative but not significant, both during and after the treatment.

The regional spread in labor productivity effects is illustrated in Fig. 3, which indicates no significant treatment effects in any type of region during the treatment. However, for the post-treatment period, we note that in line with the findings for sales and employment, a more positive (or less negative) productivity effect is found in regions with an abundance of high-skilled workers. To be precise, as we move from the least to the most skill-abundant region, the post-treatment effect on labor productivity goes from negative and significant to barely positive and significant in the most skill-abundant regions. Hence, the probability of a positive post-treatment effect on sales, employment, and productivity is highest in skill-abundant regions. These results are, to some extent, consistent with earlier studies that found the most positive effects of similar grants in central rather than rural regions (Banno et al. 2013; Herrera and Nieto 2008; Piekkola 2007). This result allows us to speculate whether it may be the lack of high-skilled workers that puts growth restrictions on innovative SMEs in regions with a low

---

Table 8  Summary of regression results, robustness estimates

|                      | Employment | Sales            | Productivity      |
|----------------------|------------|------------------|-------------------|
| Treatment            | Non-significant | Negative significant (−) | Non-significant |
| Post-treatment       | Non-significant | Non-significant | Non-significant |
| RCA skill * treatment| Non-significant | Non-significant | Non-significant |
| RCA skill * post-treatment | Non-significant | Positive significant (+) | Positive significant (+) |

Note: See Table 10, columns 4–6, for the complete model.

---

**Fig. 1** Marginal effects on employment. Notes: All figures are constructed with non-clustered standard errors. The confidence intervals regarding the employment effects are only correct for RCA-index = 0. The figures are based on CEM matched DID estimations from Table 9.
RCA-skill index. However, because firm location is not included as a matching variable in these regressions, we at this stage cannot rule out the possibility that these results may be driven by a systematic difference in location between treated firms and the control group. In the subsequent section, we will take a closer look at the robustness of these results when controlling for firm location.

6.5 Robustness checks

The analysis above does not guarantee a complete separation of the effect of being localized in a specific labor market region from the effect of the grant. To rule out the possibility of location-driven bias, we redo our matching and include regions as an exact matching variable, forcing the control firm to be localized in the same labor market region as the subsidized firm. Hence, any differences in results between Tables 9 and 10 signal a locational selection bias in Table 9 where we do not force the matched firm to be located in the same labor market region as its matched twin firm.

Studying the summarized results Table 8, we find that the results before and after matching on region are quite similar; when there is a significant effect in Table 8, we always find a corresponding effect in Table 7 in both sign and (approximately) size. Consequently, forcing the control firm to be located in the same local labor market region as the subsidized firm does not significantly alter the results. These observations lead us to two noteworthy results. First, matching on location does not impact the overall instantaneous effect or the post-treatment effect. The grants have, considered over all regions, no significant post-treatment effect on employment, sales, or productivity. However, an immediate dip in sales and labor productivity can be found. Secondly, turning to the regional dimension, starting with the limitations in retrieving marginal effects at different percentiles when using clustered standard errors, estimates, depicted in Figs. 2 and 3, are based on non-clustered standard errors.
regional distribution of the instantaneous effect, we find no significant midpoint interaction effects. For the post-treatment period, however, we find a positive interaction between the regional supply of skilled labor and receiving a grant on sales and productivity. This significant interaction suggests that grants have a more positive post-treatment effect on firms located in human capital-abundant regions than in other regions. Given that the treated and control firms are in the same region, this asymmetry can occur if the agency administrating the grants is systematically targeting more successful firms in human capital-abundant regions compared to other regions.

We may also consider the possibility that receiving a grant generates a temporary competitive advantage. Given that the prospects of growth for innovative SMEs are likely to be better in human capital-abundant regions than in other regions, the marginal return is also likely to be higher in human capital-abundant regions. Hence, given that we ignore distributional issues and potential distortions caused by the grants and focus on growth in targeted firms, the results suggest that if firm growth is the primary goal of the program, R&D grants focused on innovative SMEs tend to generate the largest growth effects when they are given to firms located in human capital-abundant regions.

As an additional robustness test, we re-estimate the models in columns 1–3 in Table 9 using spell-fixed post-treatment periods. The results from these additional robustness checks are presented in Table 11 and fixed to 2 respectively 3 years after treatment. The estimated effects almost exactly correspond to the estimated post-treatment effects in Table 9. Hence, we conclude that following the treated firms for a fixed post-treatment period, in comparison to following each treated firm for all available post-treatment years, yields similar results for all outcome variables. This further strengthens our belief in the results found above.

7 Conclusions

The central question discussed in this paper is whether the effects of public innovation grants to private firms vary depending on firm location and the surrounding environment. Why regions matter for the success of different industries has been discussed by, for example, Marshall (1920), Asheim et al. (2011), Cooke (2001), and Tödtling and Trippi (2005). A common feature of these studies is that they all agree that regional context matters for firm location and growth; i.e., there is interdependence between firm performance and the surrounding environment. In this vein, it is well known that access to skilled labor is crucial for the innovation and development of innovative SMEs, or, as noted by Kunz (2014) regarding the US situation: “A common complaint from 21st century manufacturers is having access to a skilled workforce, …. Currently, nine out of ten manufacturers are having difficulty finding skilled workers, and they say this is directly hurting the bottom line.”

This paper analyzes one dimension of how the regional supply of skilled labor influences the prospects of firm growth by examining local abundance of skilled labor and regional variation in relation to the impact of public R&D grants targeting innovative SMEs. Specifically, we analyze the effects of two R&D subsidy programs on firms’ employment, sales, and labor productivity and how the impact of these grants co-varies with the regional relative supply of skilled labor. Hence, potential drivers behind the clustering of human capital are not analyzed.

We divide the results into the impact during and after the treatment. During the treatment period when the firms are receiving financial support, we find a significant and negative effect on sales and a non-significant treatment effect on firm employment and labor productivity. The negative effect on sales in the treatment period could be associated with within firm reallocation effects when the R&D grant is received. One can, for example, consider an investment that for a transitional period of time leads to a reallocation of resources from production to investment related activities. After the treatment period has ended, there is no evidence of any significant effects on sales, employment, and labor productivity.

Adding the regional dimension to the analysis, we find that the effect of the grants differs across regions. In the treatment period, the employment effect goes from negative and significant to positive and significant whereas sales develop in the opposite direction. For labor productivity, the effect is non-significant for all type of regions. In the post-treatment period, the pattern is clear. For both sales and productivity, we find a positive drift as we move from the least to the most skill-abundant labor market region. To be precise, the marginal effect of the grant goes from negative and significant to positive and significant as we move from the least to the most skill-abundant region. For employment, there is a less clear positive trend with mostly insignificant employment effects.

In conclusion, the treatment effect of the analyzed innovation grants can be negative for firms in some regions, not significant in others, and significantly
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positive for firms in the most human capital-abundant regions. Hence, the findings of this paper indicate that the better regional surroundings a firm faces, in terms of human capital-abundance, the higher is the probability that the recipient of an R&D grant will show positive growth effects after receiving a grant. Accordingly, with the firm growth focus of this paper in mind, these results yield the following policy implication. If the aim is to maximize the growth effects of public R&D grants, it can be counterproductive to distribute R&D grants too evenly across regions. However, the policy-maker may have other reasons for distributing R&D grants than to maximize the growth effects that justify an equal spread of grants across regions. One may also note that regions have different comparative advantages, implying that regions less suited for R&D-intensive activities may be better suited for other type of activities.

Overall, our finding that better regional surroundings in terms of human capital-abundance increase the probability of positive growth effects from publicly founded R&D and innovation grants makes intuitive sense and is also consistent with findings of earlier literature suggesting that R&D grants generate larger effects in central rather than rural regions (Banno et al. 2013; Herrera and Nieto 2008; Pietikäinen 2007).
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### Appendix

| Table 9: The effect of R&D grants—results of CEM matching (left) and results of FE-regressions (right) |
|--------------------------------------------------|
| DID | Han-Philips | DID | Han-Philips | FE | Han-Philips | FE | Han-Philips |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **ln(L)** | −5.88e−06 (3.79e−06) | −0.00001 (2.49e−06)*** | −3.99e−07 (3.99e−06)*** | −5.77e−06 (3.99e−06)*** | −9.9e−06 (2.3e−06)*** | −1.40e−06 (3.45e−06)*** |
| **ln(sales)** | −0.0338 (0.0163) | −0.0138 (0.0266) | −0.0035 (0.0186) | −0.0558 (0.0559) | −0.0164 (0.0287) |
| **ln(Lp)** | −0.0721 (0.1036) | −0.1866 (0.2226) | 0.0470 (0.1588) | −0.3595 (0.6580) | −0.1561 (0.2440) |
| **ln(K)** | 0.1954 (0.0643) | 0.0921 (0.0292)*** | 0.0760 (0.0135)*** | 0.0921 (0.0318)*** | 0.0764 (0.0147)*** |
| **ln(L)** | −0.00001 (2.49e−06)*** | −0.119 (0.0325) | −0.0119 (0.0325) | −0.7867 (0.0666)*** | 0.0014 (0.0337) |
| **ln(sales)** | −0.0138 (0.0266) | −0.0035 (0.0186) | −0.0035 (0.0186) | −0.0558 (0.0559) | −0.0164 (0.0287) |
| **ln(Lp)** | −0.1866 (0.2226) | 0.0470 (0.1588) | 0.0470 (0.1588) | −0.3595 (0.6580) | −0.1561 (0.2440) |
| **Profit ratio** | 0.0021 (0.0003)*** | 1.4099 (0.1887)*** | 0.0021 (0.0003)*** | 1.4099 (0.1887)*** | 1.4099 (0.1887)*** |
| **Share of higher educ.** | −0.4073 (0.1593)*** | −0.1052 (0.0875) | −0.4566 (0.1781)*** | −0.4566 (0.1781)*** | −0.4566 (0.1781)*** |
| **R&D int.** | 0.0842 (0.2753) | 0.0701 (0.1150) | 0.1183 (0.3048) | 0.1183 (0.3048) | 0.1183 (0.3048) |
| **ln(L (t−1))** | 0.8539 (0.0446)*** | 0.8539 (0.0446)*** | 0.8977 (0.0658)*** | 0.8977 (0.0658)*** | 0.8977 (0.0658)*** |
| **ln(y)** | 0.2363 (0.0063)*** | 0.2363 (0.0063)*** | 0.2374 (0.0089)*** | 0.2374 (0.0089)*** | 0.2374 (0.0089)*** |
| **ln(w)** | −0.2800 (0.0097)*** | −0.2771 (0.0144)*** | −0.2771 (0.0144)*** | −0.2771 (0.0144)*** | −0.2771 (0.0144)*** |
| **Year dummies** | Yes | Yes | Yes | Yes | Yes |
| **Obs.** | 7761 | 7439 | 6868 | 3669 | 3475 | 3330 |

Notes: *, **, *** indicate significance at the 10, 5, and 1% levels, respectively. Clustered standard errors within parentheses (.). The matching method is 1-1 coarsened exact matching. Only firms receiving R&D grants are included in the FE-estimations. Both treated firms and matched twins are included in the difference-in-differences estimations. The employment model is estimated with the Han-Philips (2010) linear dynamic panel data regression model.
Table 10  The effect of R&D grants: regions included in CEM matching

|                  | DID Han-Philips ln(L) | DID ln(sales) | DID ln(Lp) | DID Han-Philips ln(L) | DID ln(sales) | DID ln(Lp) |
|------------------|-----------------------|---------------|------------|-----------------------|---------------|------------|
| Treatment        | −1.13e−06 (8.16e−07)  | −0.00001      | −3.30e−06 (4.5e−07)*** | −6.54e−06 (4.01e−06)*** | −0.00001      | −1.31e−06 (3.51e−06)*** |
| Post-treat       | −0.0093 (0.0171)      | −0.0379       | −0.0106    | −0.0110               | −0.0497       | −0.0146    |
| RCA skill        | 0.0751                | (0.1230)      | 0.0751     | (0.1230)              | 0.3644        | (0.1482)   |
| RCA skill * treatment | 4.21e−05 (3.06e−05)** | −0.00001      | 9.98e−06   | (0.00003)             | −0.00002      | 0.1988     |
| RCA Skill * post-treat | 0.0583 (0.0663)   | 0.3789        | (0.1724)** | 0.0812***             | 0.0146        | (0.0277)   |
| Full model       | Yes                   | Yes           | Yes        | Yes                   | Yes           | Yes        |
| Obs.             | 6392                  | 4962          | 4477       | 6392                  | 4962          | 4477       |

Notes: *, **, *** indicate significance at the 10, 5, and 1% levels, respectively. Clustered standard errors within parentheses (.). The matching method is 1-1 coarsened exact matching. Both treated firms and matched twins are included in the difference-in-differences estimations. See Table 9 and the description of the model for the full model, control variables, etc. The employment model is estimated with the Han and Phillips (2010) linear dynamic panel data regression.

Table 11  Spell-fixed post-treatment period

|                  | DID Han-Philips ln(L) | DID ln(sales) | DID ln(Lp) | DID Han-Philips ln(L) | DID ln(sales) | DID ln(Lp) |
|------------------|-----------------------|---------------|------------|-----------------------|---------------|------------|
| Treatment        | −5.2e−06 (3.87e−06)   | −0.00001      | 2.89e−06   | (4.02e−06)***         | −5.57e−06     | (3.78e−06)*** |
| Post-treat       | −0.0037 (0.0183)      | −0.0292       | −0.0003    | −0.0227               | −0.0329       | −0.0101    |
| RCA skill        | 0.0288                | (0.0543)      | 0.0259     | (0.0259)              | 0.1201        | (0.1158)   |
| RCA skill * treatment | 0.00003 (0.00003) | −0.00001      | −0.0004    | 0.00004               | −0.00001      | 0.00002    |
| RCA skill* post-treatment | 0.0361 (0.0683) | 0.4317        | (0.0807)** | 0.0198               | 0.3877        | 0.1944     |
| Full model       | Yes                   | Yes           | Yes        | Yes                   | Yes           | Yes        |
| Obs.             | 7361                  | 7169          | 6630       | 7511                  | 7304          | 6748       |

Notes: *, **, *** indicate significance at the 10, 5, and 1% levels, respectively. Clustered standard errors within parentheses (.). The matching method is 1-1 coarsened exact matching. Both treated firms and matched twins are included in the difference-in-differences estimations. See Table 9 and the description of the model for the full model, control variables, etc. The employment model is estimated with the Han and Phillips (2010) linear dynamic panel data regression.
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