Cloud computing architecture for Tagging Arabic Text Using Hybrid Model
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Abstract

With the increasing role of technology in transferring information in our daily lives, the Arabic language has become the fourth language used on the Internet. Therefore, to develop different information systems in the Arabic language, we should determine the syntax and semantics of creating a text efficiently and accurately. Part of speech (POS) is one of the primary methods employed to develop any language corpus. Each language consists of several tags applied in different applications, such as natural language processing (NLP), speech synthesis, and information extraction. One of the main benefits of adopting cloud computing services is the offer a low cost and time to store your company data compared to traditional methods. This paper presents and deploys a cloud computing architecture for Tagging Arabic text using a hybrid model, which will help reduce the efforts and cost. The results show an excellent accuracy rate in tagging an Arabic text and quickly respond. Previous studies are compared based on relevant rating factors, which achieved high accuracy, procession, and recall rate of more than 95%. The cloud computing tagger attained an accuracy of 99.2%.
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1. Introduction

The Arabic language is growing interest from other languages in the NLP community because it is the official language of over 400 million native speakers (Oueslati et al., 2020). According to Statista the share of internet users records of the common languages used on the internet on January 2020 is shown in Figure 1 (Statista, 2020). The Arabic language is the Fourth language used on internet. With the increasing role of technology in our daily lives, the Arabic language faces significant challenges and threats. This is represented in the different dialects and other languages and their impact on the Arabic language. The Arabic language is the only language to communicate with the Arab world (Maulud et al., 2021). Hence, all companies, organizations, and people in business resort to using it while directing a specific speech to the Arab world or advertisement of a particular commodity or product. It is also the only language that allows researchers and scholars interested in studying the Arab world to understand its history, culture, and civilization. Today, the Arabic language faces challenges, some of which spread widely in Arab societies and negatively affect them, as it reduces its presence in the linguistic reality circulating among its people (Alyafeai et al., 2021). Perhaps the most important of these challenges is the great spread that dialects or slang have become known to in the lives of societies. And in the media, in a big way, which threatens the mother tongue and makes it in a lower degree and a second level.

Figure 1. Figure 1: Most common languages used on the internet as of January 2020, by share of internet users (Statista, 2020)
Part of Speech (POS) tagging is the rule of appointing each word in a sentence to a unique part-of-speech tag such as noun, verb, adverb, pronoun, preposition, etc. It indicates the syntactic category of the word based on context to solve lexical ambiguity. Each language consists of several tags applied in different applications, such as natural language processing, speech synthesis, and information extraction. POS is one of the primary methods employed to develop any language corpus. Many approaches are used to build the POS taggers, such as Rule-Based, Statistical-Based, and Neural Networks as shown in Figure 2.

![Figure 2: Methods for implementing POS tagger](image)

In the rule-based method, the knowledge rules are produced based on the linguists to define precisely how to assign the various POS tags. Several statistical taggers were built for tagging the POS tags, such as Hidden Markov Models (HMM) (). Also, many studies were utilized Neural networks for POS tagging successfully (Yousif J., 2013). Cloud computing is rapidly developing to serve several areas, such as economic, social life, and scientific applications. Medium and large companies rely heavily on cloud computing features to maintain the corporate platform and manage and organize data and files (Al-Shezawi et al, 2017; Yousif & Alattar, 2017; AL-Balushi et al., 2017). In addition, it helps to keep their online business easy and efficient. One of the main benefits of adopting cloud computing is the offer a low cost and time to store your company data compared to traditional ways. This paper presents and deploys a cloud computing architecture for Tagging Arabic text using a hybrid model, which will help reduce the efforts and cost.
2. Arabic Language and POS

The Arabic language is growing interest from other languages in the NLP community because it is the official language of over 400 million native speakers. The Arabic Language is consisting of 28 letters. The direction of writing text in Arabic language is started from right margin and proceed to left margin. The presence of diacritics authorizes disambiguation (Hifny Y., 2021) since several Arabic words in text will have similar constituent letters but completely different meanings, such as "ذهب Dahab". It could pronounce as (noun gold, verb went).

Arabic uses diacritics to elucidate words, which has four diacritics for giving short sounds. It includes the following:

- **fatHa** (character placed on the highest of a letter to show (a sound like in apple).
- **Dhamma** (character placed on the highest of a letter to display (u as in rudimentary).
- **kasra** is put out a letter to present (i sound (as in intake).
- **Sukun** is a tiny circle placed on the highest of a letter to show that the attached consonant is not followed by a vowel.
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Part of Speech (POS) tagging is the rule of appointing each word in a sentence to a unique part-of-speech tag such as noun, verb, adverb, pronoun, preposition, etc. The Arabic text is categorized into three main tags (parts of speech): nouns indicate attributes, circumstances, and verbs indicate actions and particles that adhere to verbs and nouns. There are two types of names that either describe the male or describe the feminine. There are three primary categories of Arabic Part of Speech as presented in Table 2.

| POS Category 3                                      | POS Category 2          | POS Category 1          |
|-----------------------------------------------------|-------------------------|-------------------------|
| Preposition &                                       | Past (فعل الماضي)      | Noun (اسم)              |
| Conjunction                                         | Write (فعل الماضي)     | He (هو)                 |
| In في: Preposition (حرف في)                         | Write (فعل الماضي)     | He (هو)                 |
| And و: Conjunction (حرف عطف)                        | Will write (فعل المستقبل) | Smart (صفة)         |

3. Related Work

Several researchers were utilized POS for Arabic language using different techniques. Yousif (Yousif J., 2019) explored and reviewed the POS tagger for Arabic text based on Hidden Markov Model taggers. The review shows that a large number of researchers achieved high accuracy about 99% in the classification phase. Yousif (Yousif J., 2018) implemented a comparative study for exploring and reviewing the implementation of neural networks.
techniques for deploying tagging Arabic text. The review present different studies that the researchers adopted, such as Multilayer Perceptron (MLP), and Recurrent Neural Network (RNN). POS tagger based MLP were deployed in (Yousif & Sembok, 2010; Alrababah et al., 2005; Yousif & Sembok, 2005; Yousif & Sembok, 2006a). POS tagger based RNN were deployed in (Saadi & Belhadef, 2020; Alharbi et al, 2018; Alrajhi & ELAffendi, 2019; Yousif & Sembok, 2006b). These studies achieved a high accuracy rate from 90% to 99% and used a smaller number of datasets for training and testing of the proposed models.

Yousif (Yousif & Al-Risi, 2019) summarized and reviewed the POS tagging of the Arabic text based on Support Vector Machines (SVM) technique that automatically and efficiently tagging the Arabic text for online applications in different implementation. Maha (Maha M.,2020) reviewed and explored several studies that implemented SVM in tagging words for the Arabic text. The results show that they obtained high accuracy of 99.9% to 88.1% (Yousif & Sembok, 2008). Diab (Diab et al, 2004) implemented a Support Vector Machine (SVM) method for phrase chunking in Arabic text. They got an accuracy of 95.49% and a Recall rate of 99.15% precision of 99.09. They used 131 tags set and 4000 training datasets. Yousif (Yousif J., 2013) deployed soft computing techniques based on (MLP, RNN, SVM) for tagging Arabic text. He achieved very high accuracy about 99%. These taggers save the time and help in automatic text tagging. Hadni (Hadni et al., 2013) used a rule-based method for Arabic POS tagging using Hidden Markov Models (HHM), They got an accuracy of 97.6% accuracy. Also, several studies utilized HHM for POS tagging in Arabic text, such as (Albared et al., 2010; Kadim & Lazrek, 2018; Köprü, S., 2011; Albared et al., 2011).

4. Proposed Cloud POS tagger

The Cloud computing concept is anything that involves delivering hosted services over the Internet. These services can be divided into three classes Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS), and Software-as-a-Service (SaaS). The proposed POS tagger is deployed as Software-as-a-Service (SaaS), which is can be used in online manner from anywhere. Figure 3 presents the proposed POS tagger with its relationship connections. The proposed system for applying parts of speech online can be used from anywhere, saving effort and time inefficiently and quickly identifying parts of speech. The user can start from the private cloud (IaaS) and connect to the public cloud (PaaS) through the Internet provider (Caas) to use the part-of-speech recognition system. And then can get the results efficiently and reliably, which helps to complete applications according to the user's request.
5. Results and Discussion

This section discusses the proposed POS tagger based on using cloud computing techniques. For the sake of testing the proposed tagger, the online Arabic linguistic tool is implemented (APL, 2020). Some text in the Arabic language was extracted from the online source (Arabic_Text, 2021). A preprocessing phase was deployed manually to format the text style, as shown in Figure 4.

The result of POS tagging is presented in Table 3. The results are exciting in that it recognized both the POS tagging and named entities. It is good to mention that all numbers should be written as symbols, not in words. For example, the word (الخامس) in line 55, can be a place or a number. This will lead to some ambiguity in discovering the
exact types of speech. Therefore, a self-processing or manual process must convert any written number to a numerical digit.

**Table 3: Results of the POS tagging**

| رقم | الكلمة | تقسيم الكلمة | أقسام الكلام |
|-----|--------|--------------|--------------|
| 1   | أطلقت | أطلقت        | فعل ماضي     |
| 2   | وكالة | وكالة        | مؤسسة       |
| 3   | الفضاء | الفضاء     | مؤسسة       |
| 4   | الأمريكية | الأمريكية | مؤسسة       |
| 5   |        |        | علامة تنقية |
| 6   | ناسا | ناسا        | مؤسسة       |
| 7   |        |        | علامة تنقية |
| 8   | اليوم | ال+يوم    | أداة التعريف+اسم مفرد ذكر |
| 9   | بنجاح | ب+نجاح    | حرف جر+اسم مفرد مذكر |
| 10  | مسبار | مسبار     | اسم مفرد مذكر |
| 11  | المريخ | المريخ     | اسم علم غير محدد |
| 12  | الأحدث | ال+الأحدث | أداة التعريف+صيغة مفرد ذكر |
| 13  | لها | ل+ها     | حرف جر+ضمير |
| 14  |        |        | علامة تنقية |
| 15  | بيرسيفيرانس | بيرسيفيرانس | مكان |
| 16  |        |        | علامة تنقية |
| 17  | وذلك | و+ذلك     | حرف عطف+اسم إشارة |
| 18  | في | في        | اسم مفرد مؤنث |
| 19  | مهمة | مهمة      | صفة مفرد مؤنث |
| 20  | طموحة | للبحث    | حرف جر+أداة التعريف+اسم مفرد مذكر |
| 21  | ل+البحث | ل+البحث | صيغة مفرد مؤنث |
| 22  | عن | عن        | حرف جر |
| 23  | علامات | اسم جمع مؤنث سالم |
| 24  | حياة | ل+حياة    | حرف جر+اسم مفرد مؤنث |
| 25  | قديمة | قدمة     | صيغة مفرد مؤنث |
| 26  | على | على      | حرف جر |
| 27  | الكوكب | الكوكب    | أداة التعريف+اسم مفرد مذكر |
| 28  |      |          | علامة تنقية |
| 29  | ذكرت | و+ذكرت    | حرف عطف+فعل ماضي |
| 30  | وكالة | وكالة     | اسم مفرد مؤنث |
| 31  |        |        | علامة تنقية |
| 32  | ناسا | ناسا        | مؤسسة       |
| 33  |        |        | علامة تنقية |
| 34  | على | على      | اسم مفرد مذكر |
| 35  | موقعها | موقعها     | موقع+ها |
| 36  | الإلكتروني | الإلكتروني | الأداة التعريف+صيغة مفرد مذكر |
| 37  | أن | أن        | حرف نصب |
| 38  | مسبار | مسبار     | اسم مفرد مذكر |
| 39  | المريخ | المريخ     | اسم علم غير محدد |
Comparison with previous studies shows no common Copus for the Arabic language or a unified group for parts of speech. The researchers published different sets of parts of speech, ranging from 25 to 177 tag sets. Besides, they used diverse methods to identify the Arabic text, which was evaluated using various evaluation factors. Unfortunately, we cannot make a fair comparison unless parts of speech tags, the number of training data, and the method used are unified. However, Table 4 presents the results of the comparison based on the use of the most appropriate rating factors.

The presented studies in Table 4 achieved high accuracy, procession, and recall rate of more than 95%. Figure 5 depicted the obtained results. The column with red color achieved the lowest accuracy of 60.2%. The column with green color achieved the highest accuracy of 99.9%. The proposed cloud computing tagger attained an accuracy of
99.3%, which can use from anywhere and at any time. It makes getting accurate POS tags easy and fast, which will help increase the development of new applications.

Table 4: The comparison results of the POS taggers

| Authors                  | Location      | Model          | accuracy | Precision | Recall | Recall | Size of Arabic Tag set |
|--------------------------|---------------|----------------|----------|-----------|--------|--------|-----------------------|
| (Benajiba, et al., 2008) | USA/Spain     | SVM            | 96.2%    | 87.75%    | -      |        | 25                    |
| (Diab, et al., 2004)     | USA           | SVM            | 95.45%   | 95.1%     | 99.15% |        | 131                   |
| (Habash & Rambow, 2005)  | USA           | SVM            | 99.6%    | 98.6%     | 98.1%  |        | 50                    |
| (Yousif & Sembok, 2008)  | Malaysia      | SVM            | 99.9%    | -         | -      |        | 131                   |
| (Ali et al., 2015)       | Qatar         | SVM            | 60.2%    | 44.8%     | 45.4%  |        | 55                    |
| (Elghamry et al., 2007)  | Egypt         | Statistical AR | 95.5%    | 78%       | 100%   | -      |                       |
| (Yousif, 2013)           | Oman          | SVM            | 99%      | -         | 99%    |        | 177                   |
| (El-Halees, 2015)        | Palestine     | Maximum Entropy| 88.6%    | 89%       | 87%    | -      |                       |
| This Work                | Malaysia      | Perceptron     | 99.2%    | 99%       | 99%    |        | 131                   |

Figure 5: Accuracy rate comparison

6. Conclusion

In this paper, cloud computing technology is used to implement a part-of-speech recognition tool for Arabic text. A review of various studies shows that the cloud computing approach is suitable for applications that need to be delivered in real-time. The proposed model, which adopts cloud computing technologies, achieved an accuracy of 99.3% of parts of speech perception. The proposed model can also be used by users from anywhere
and at any time, which will help to distinguish the parts of speech with high accuracy and easy access. It helps to develop new applications efficiently.

The review of previous studies showed an urgent need to create aggregates of Arabic texts arranged in an easy way to access and manipulate. It also likes to unify the number and types of parts of speech to enable researchers to build efficient and fast extraction systems. Finally, it is necessary to establish research groups concerned with processing the Arabic language processing. It will discover and provide mathematical models that can prevent ambiguity in finding the meaning of words and using them in the appropriate location.
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