Optimization of the SHiP Spectrometer Tracker geometry using the Bayesian Optimization with Gaussian Processes
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Abstract. One of the most important aspects of data processing at SHiP experiments is tracks pattern recognition. The purpose of the SHiP Spectrometer Tracker (SST) is efficient reconstruction of charged particle tracks originating from decays of neutral New Physics objects. The reconstruction performance strongly depends on the tracker design and should be considered as an objective to define the best SST geometry parameters. In this study the SHiP Spectrometer Tracker geometry optimization using Bayesian optimization with Gaussian processes in considered. The study have been done on MC data. The first results of the optimization are also considered.

1 Introduction

SHiP is a fixed-target experiment at the CERN SPS accelerator proposed recently for searches of the hidden particles predicted by a variety of physics models beyond the Standard Model [1, 2]. The purpose of the SHiP Spectrometer Tracker (SST) is efficient reconstruction of charged particle tracks originating from decays of neutral New Physics objects. The SST geometry parameters have to be optimized to achieve the highest reconstruction efficiency.

One of the most popular methods of optimization is grid search. The disadvantage of this method is exponential grid size growth with increase of the number of optimization parameters. This requires large computational resources to check all grid nodes. In the SST geometry optimization task, evaluation of every node requires large statistics Monte Carlo simulation of SHiP physics events, what makes the grid search approach too expensive. Bayesian optimization method [3] is well-suited to the optimization of expensive objective functions. Using information from all previously evaluated nodes, the method chooses the next node to be checked requiring the objective function to have larger probability for the optimum. This allows to find the optimum with lower number of checks than with the grid search.

Bayesian optimization method was tested in our previous study on simulator tuning [4] and showed promising result. In this study the SHiP Spectrometer Tracker geometry optimization using the Bayesian optimization with Gaussian processes (GP) [3, 5] is considered.
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The SHiP detector was proposed in 2013 for searches of weakly interacting long-lived particles predicted by the Hidden Sector theoretical models. The general scheme of the detector is demonstrated in Fig. 1. SHiP is a detector with a fixed target. A proton beam from the CERN SPS accelerator with energy of 400 GeV bumps into it. The target [8] is designed to maximize production of charm and beauty hadrons and photons. It is followed by the 5m hadron absorber that absorbs all particles except weakly interacting ones: muons, neutrinos, and particles of new physics. The Muon Shield [9, 10] is used to reduce muon flux in the detector acceptance. The shield is a system of 6 magnets with a total length of 35m. The average magnetic field is 1.7T. The Scattering and Neutrino Detector (SND) [11, 12] is located after the muon shield. The goal of the detector is to study neutrino physics and to detect light dark matter candidates.

SND is followed by the second detector complex [11] for studying visible decays of the Hidden Sector particles — Heavy Neutral Leptons (HNL). The complex consists of the Decay Volume, Spectrometer Tracker, Electromagnetic Calorimeter and Muon Detector. HNL decays in the Decay Volume into visible particles. Fig. 1 shows an example of the $HNL \rightarrow \mu \pi$ decay. The spectrometer is used to reconstruct the tracks of the visible particles. The Electromagnetic Calorimeter and the Muon Detector are used to identify their types.

The SHiP Spectrometer Tracker has 2 straw tube stations before the magnet and 2 stations after it. Each station has 4 views: 2 Y-views with straw tubes oriented parallel to X-axis and U, V-views rotated by a small angle, $+\alpha$ or $-\alpha$, around the Z axis. A view has 2 planes with 2 straw tubes layers in each plane as it is shown in Fig 2. The view geometry defines the particle track recognition [13] quality. The geometry is defined by the following parameters: straw pitch, Z shift between layers, Z shift between planes, Z shift between views, Y offset between layers, Y offset between planes and angle $\alpha$ between Y and U, V views. The goal of this study is to find optimal values of these parameters.

2 SHiP Spectrometer Tracker
3 Gaussian Processes Regression

GP regression [3, 5] is used for the spectrometer geometry optimization as described in the next section. Consider an objective function $y = f(x)$ and a set of observations $(x_i, y_i)_{i=1}^n$. In the GP concept, the sequence of observations can be represented as a sample from a Gaussian distribution:

$$y = (y_1, y_2, \ldots, y_n)^T \sim \mathcal{N}(0, K)$$  \hspace{1cm} (1)

where $\mathcal{N}(0, K)$ represents multivariate Gaussian (or normal) distribution with zero mean and covariance matrix $K$. For a new point $(x_{n+1}, y_{n+1})$ a similar relation with the new covariance matrix $K'$ can be written:

$$\begin{bmatrix} y \\ y_{n+1} \end{bmatrix} \sim \mathcal{N}(0, K')$$  \hspace{1cm} (2)

where the covariance coefficients $k_{ij}$ characterize the correlation between different points of the process: for nearby points $x_i$ and $x_j$ the observables $y_i$ and $y_j$ are strongly correlated than for distant points. Here squared exponential covariance function is used to define coefficients $k_{ij}$:

$$K' = \begin{bmatrix} K \\ \mathbf{k} \\ \mathbf{k}^T \end{bmatrix}, \quad \mathbf{k} = \begin{bmatrix} k(x_1, x_{n+1}) \\ k(x_2, x_{n+1}) \\ \vdots \\ k(x_n, x_{n+1}) \end{bmatrix}, \quad k(x_i, x_j) = \exp(-\frac{1}{2\theta^2} \|x_i - x_j\|^2)$$  \hspace{1cm} (3)

where $\theta$ defines the smoothness of the objective function.

The mean and standard deviation of the objective function approximation, $\mu(x_{n+1})$ and $\sigma(x_{n+1})$, are defined by the conditional distribution:

$$(y_{n+1}|y) \sim \mathcal{N}(\mu(x_{n+1}), \sigma(x_{n+1}))$$  \hspace{1cm} (4)

$$\mu(x_{n+1}) = \mathbf{k}^T K^{-1} y$$  \hspace{1cm} (5)
\[ \sigma(x_{n+1}) = k(x_{n+1}, x_{n+1}) - k^T K^{-1} k \]  

(6)

The optimal \( \theta \) value in the covariance matrix \( K \) is found based on the likelihood function optimization:

\[ \theta_{opt} = \arg \max_{\theta} \log p(y|X, \theta) \]  

(7)

\[ \log p(y|X, \theta) = -\frac{1}{2} y^T K^{-1} y - \frac{1}{2} \log |K| - \frac{n}{2} \log 2\pi \]  

(8)

Equations for \( \mu(x_{n+1}) \) and \( \sigma(x_{n+1}) \) are used during Bayesian optimization to approximate the objective function based on known observations.

4 Bayesian Optimization

Bayesian optimization [3] is a method of finding the optimum of an expensive objective function. The goal of the Bayesian optimization is to find the optimum using an as small as possible number of function calculations. The Bayesian optimization loop has the following steps which are repeated until the optimum is found:

- Given observations \( \{x_i, y_i = f(x_i)\}_{i=1}^n \), fit a GP regression model to get \( \mu(x_{n+1}) \) and \( \sigma(x_{n+1}) \) of the objective function approximation.
- Optimize the Expected Improvement (EI) acquisition function [14] based on the regression model for sampling the next point:

\[ x_{n+1} = \arg \max_x EI(x) \]

\[ EI(x) = \mathbb{E}[\max\{0, f(x) - \hat{f}(x)\}], \quad \hat{f}(x) \sim \mathcal{N}(\mu(x), \sigma(x)), \quad x^{-} = \arg \min_{x \in [x_i]} f(x_k) \]

- Sample the next observation \( (x_{n+1}, y_{n+1} = f(x_{n+1})) \).

5 SHiP Spectrometer Tracker Optimization

The goal of this study is to find the optimal geometry of the SHiP Spectrometer Tracker using Bayesian optimization with GP. The parameter values of the SHiP Spectrometer Tracker geometry used during the optimization are listed in Tab. 1.

| Parameter            | Range         |
|----------------------|---------------|
| Straw Tube Diameter  | 2.0 cm        |
| Pitch                | 3.6 cm        |
| Y Offset Layer       | 1.8 - 3.6 cm  |
| Y Offset Plane       | 0.9 - 4.5 cm  |
| Z Shift Layer        | 1.8 - 3.6 cm  |
| Z Shift Plane        | 1 - 12 cm     |
| Z Shift View         | 10 - 12 cm    |
| Angle                | 5° - 15°      |

Table 1: Geometry parameter ranges for the optimization.
Bayesian optimization [3] is a method of finding the optimum of an expensive objective function based on known observations.

The goal of the Bayesian optimization is to find the optimum using an as small as possible number of function calculations. The Bayesian optimization loop has the following steps which are repeated until the optimum is found:

1. Sample the next observation:
   \[ \hat{x}_{n+1} = \text{arg min}_{x \in \mathcal{X}} \text{EI}(x) \]

   where \( \text{EI}(x) \) is the expected improvement acquisition function based on the regression model.

   The optimal \( \hat{x}_{n+1} \) is then used to maximize the objective function. The found objective maximum after each iteration is number of events. Bayesian optimization with GP realized in GPy [16] python library is used to maximize the objective function. The found objective maximum after each iteration of the optimization is shown in Fig. 3. The optimization shows that Y offsets between straw tubes layers and planes of the spectrometer have the greatest impact on the objective function as it is shown in Fig. 4a. They have optimal values of 0.5×Pitch = 1.8 cm and 0.25×Pitch = 0.9 cm respectively. The smaller Z shift between layers the better, but there are no significant

\[ \text{Objective} = \frac{N_{\text{recognized tracks}}}{N_{\text{generated events}}} \]

where \( N_{\text{recognized tracks}} \) is number of recognized tracks in 500 events; \( N_{\text{generated events}} = 500 \) is number of events. For each combination of the parameters a set of 500 events of \( HNL \rightarrow \mu\pi \) decay is generated using FairShip [15]. Then, a track pattern recognition algorithm [11] is applied to find tracks based on hits in the spectrometer. The simulation and recognition for one combination of the parameters takes about 1000 seconds.

Figure 3: The maximal value of the objective function defined as the number of reconstructed track per a generated event, as a function of the number of iterations.

Figure 4: Dependencies of the objective function from (a) Y offset between layers and (b) Z shift between views for observations of the optimization.
Figure 5: Straw tubes of two views for baseline (a) and optimized (b) geometries.

|               | Y Offset Layer | Y Offset Plane | Z Shift Layer | Z Shift Plane | Z Shift View | Angle |
|---------------|----------------|----------------|---------------|---------------|--------------|-------|
| Baseline      | 1.9 cm         | 1.3 cm         | 1.6 cm        | 4.4 cm        | 10 cm        | 5°    |
| Optimized geometry | 1.8 cm         | 0.9 cm         | 1.2 cm        | 3.5 cm        | 10 cm        | 5°    |

Table 2: Values of the spectrometer geometry parameters.

differences in the range of 1-2 cm. These three parameters define size of holes between the straw tubes where a particle can pass through without leaving any hit. So, the smaller holes the better for the tracks pattern recognition. Z shifts between planes and views, and angle $\alpha$ do not demonstrate significant influence on the objective function as it is shown in Fig. 4b. The parameter values for the baseline and one of the optimized geometries are listed in Tab. 2 and shown in Fig. 5. Check on a set of 50000 events shows the objective function improvement is within 1% for the new geometry. This means that the baseline is close to the optimal geometry in terms of the current objective function. However, the optimization using other quality metrics is needed to be done.

6 Conclusions

Bayesian optimization with Gaussian processes is successfully applied for the SHiP Spectrometer Tracker optimization. The first preliminary results show that the found geometry configuration provides slightly better quality of the tracks recognition. On the next steps more quality metrics will be used and the optimization results will be compared with conventional optimization techniques like grid search.
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