Superluminal tunneling times without superluminal signaling: The MacColl-Hartman effect fades away at early times

Randall S. Dumont  
Department of Chemistry and Chemical Biology,  
McMaster University, Hamilton, Ontario, Canada L8S 4M1  
E-mail: dumontr@mcmaster.ca

Tom Rivlin  
Chemical and Biological Physics Department,  
Weizmann Institute of Science, 76100 Rehovot, Israel  
E-mail: tom.rivlin@weizman.ac.il

May 2022

Abstract. A curious feature of quantum tunneling known as the MacColl-Hartman effect is the numerical observation that particles can traverse a barrier superluminally. In this work we resolve this puzzle relativistically by showing that the MacColl-Hartman effect effectively fades away at early times. We start by comparing time-advanced but exponentially-suppressed wavepackets of tunneling particles with corresponding free photon wavepackets. Given the required large-particle-number redundancy, we find that tunneling signals arrive later than equivalent free photon signals. Using accurate steepest descent approximations, we show that, while the time advance is manifest in the most probable transmission time, it is no longer seen for the early times that determine fastest signal transmission.
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1. Introduction

Means of measuring quantum tunneling time have been debated for decades, with renewed interest in recent years. In some interpretations, the time for a wavepacket to traverse a barrier can be faster than the time it would take an equivalent photon wavepacket...
traveling through free space. This results from the MacColl-Hartman effect \[27, 28\], which says the phase time of tunneled particles is independent of barrier width for sufficiently wide barriers – theoretically allowing for arbitrarily fast speeds. In previous works \[22, 23, 24\], we assessed the problem relativistically and verified the effect, and also showed the relationship between the phase time, the flight time, and other tunneling times. We showed that the phase time is the appropriate way of measuring the barrier interaction time, and it can lead to faster-than-light times.

This controversial \[29, 30, 31, 32, 33, 34, 35\] result was supported by an argument for why the faster-than-light times do not imply superluminal signaling, let alone violations of causality: the drastic loss of amplitude of the tunneled wave packet more than compensates for the small ‘speed-up’, meaning non-tunneled photons are always preferable for sending signals as quickly as possible.

That argument relied on steepest-descent approximations (SDA) \[36, 37\] of the evolving wavefunction at the most probable transmission time. Other times were treated with Taylor expansions about that time. This work seeks to make our previous conclusions more rigorous by clarifying what constitutes superluminal signaling and drawing attention to early time portions of the transmission time probability distribution. Modeling the distribution at early times leads to a time-dependent SDA which reveals a previously unknown phenomenon: the MacColl-Hartman effect effectively fades away at early times far away from the most probable time – the very times that are key to the question of superluminal signaling. At short times – the fastest arrival times for the transmitted wavepacket – probability distributions nearly match the leading portions of free particle wavepackets traveling at the initial subluminal velocity.

While this result is based on SDAs, it is supported by numerical calculations which are exquisitely accurate at these times. While the time scales required to test these results experimentally are still out-of-reach, the underlying result that the MacColl-Hartman effect fades away at early times – relevant in the many-particle limit – is in principle testable with simple experimental designs, similar to time-of-flight experiments such as \[38, 39\], and ones presented recently in \[40, 41, 42, 43\] which follow a long line of inconclusive tunneling time experiments \[44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54\].

We compute the probability distribution for the tunneled flux as a function of time \[55, 56, 57\] for the under-studied subject \[58, 37, 59, 60, 61\] of a massive particle such as an electron travelling at near lightspeed. In order to compare fast signal transmission when one probability distribution is normalized (the distribution of photon arrival times) while the other is not (the distribution of tunneled electron times) we must consider many parallel processes. Optimal signal transmission with \(N\) particles is characterized by the “first-click distribution”, the probability distribution for the earliest signal transmission time among \(N\) particles. Analysis of the first-click distribution leads to the vanishing MacColl-Hartman effect and the impossibility of superluminal signaling using the effect.
2. Dirac Tunneling

The time evolution of relativistic electrons is governed by the Dirac equation. The (time-dependent) Dirac equation has the following form in 1+1 dimensions:

\[ i\hbar \frac{\partial}{\partial t} \begin{pmatrix} \psi_0 \\ \psi_1 \end{pmatrix} = H \begin{pmatrix} \psi_0 \\ \psi_1 \end{pmatrix}, \]

where symbols have their usual meanings in relativistic quantum mechanics, and

\[ H = mc^2 \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} + i\hbar c \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \frac{\partial}{\partial z} + V(z). \]

This follows from the 3+1 dimensional Dirac equation when the potential depends only on \( z \); the \( x \) and \( y \) degrees of freedom separate, and the two components here correspond to the conserved spin state of spin-up. Flux in the \( z \) direction at \( z_2 \), the observation point to the right of the barrier, is

\[ J = -i \hbar \left[ H, \Theta(z_2, \infty) \right] = c \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \delta(z - z_2), \]

where \( \Theta(z_2, \infty) \) is the step function which equals 1 inside the interval and zero otherwise. The time-dependent flux, which is specific to the initial wave packet, is the expectation value of \( J \):

\[ P(t) = 2c \text{Re} \left( \psi^*_0(z_2, t) \psi_1(z_2, t) \right). \]

We consider a single rectangular barrier: \( V(z) = V_{\text{top}} \) for \( z_1 < z < z_2 \) and \( V(z) = 0 \) otherwise. The rectangular barrier provides the best case scenario to see potential superluminal signaling, as all of the wavepacket components with energy less than the barrier top (plus the particle rest energy) must tunnel across the entire width of the barrier. For a smooth potential such as a Gaussian barrier, the tunneling gap gets smaller for wavepacket components with energy approaching the above-barrier threshold [24]. These components consequently have a diminishing MacColl-Hartman effect.

Here we expand on and refine a similar method introduced in [22]. To compute the time-evolving wavepacket, we transform from the energy representation,

\[ \psi(z, t) = \int_{-\infty}^{\infty} dE b_E \exp \left( \frac{-iEt}{\hbar} \right) \psi_E(z), \]

where the expansion coefficient, \( b_E \), is determined from the initial wavepacket. In terms of momentum,

\[ p(E) = \sqrt{E^2/c^2 - m^2c^2}, \]

the integral representation of the evolving wavepacket takes on a simple form if the initial wavepacket is a Gaussian (with a spinor factor) far to the left of the barrier. Specifically,

\[ \psi(z, t) = K \int_{-\infty}^{\infty} dp \exp \left( -\frac{(p - p_0)^2}{2\Gamma} \right) T(p) u(p) \exp \left( i\frac{p(z - z_0) - E(p)t}{\hbar} \right), \]
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where $K$ is a normalization factor and

$$ u(p) = \left( \frac{1}{cp} \right) \left( \frac{1}{E(p) + mc^2} \right) $$

is a two-component spinor. The transmission amplitude for a single barrier has the form

$$ T(p) = \frac{\exp(-ipl/h)}{\cosh (ql/h) + \frac{1+\alpha^2}{2a} \sinh (ql/h)}, $$

where

$$ \alpha = i \frac{q}{p} \frac{E + m}{E - V_{top} + m}, $$

$$ q = \sqrt{m^2c^2 - (E - V_{top})^2 / c^2} $$

and $l = z_2 - z_1$ is the width of the barrier.

The evolving wavepacket is computed very accurately below using Eq. 7 with a nonuniform momentum grid with grid point density chosen to remove cusps in the integrand associated with critical points (where $q = 0$). We also compute the evolving wavepacket using the SDA. Specifically, $\psi(z,t) \sim \psi_{sd}(z,t)$, where

$$ \psi_{sd}(z,t) = K (2\pi)^{-1/2} \frac{1}{\sqrt{2\pi E(p) \sigma^2}} \exp \left( i \frac{\pi}{\hbar} F(p^*,t) \right), $$

$$ F(p,t) = -i \frac{\hbar}{\tau(p)} \ln \left( \frac{p - p_0}{p_0} \right) - E(p)t, $$

and $p^*$ solves

$$ \frac{p - p_0}{\Gamma} - \frac{d \ln (T(p))}{dp} + i \frac{dE(p)}{\hbar} t = 0, $$

or

$$ \frac{p - p_0}{\Gamma} = i \frac{\hbar}{\tau(p) - t} v(p), $$

in terms of velocity, $v(p)$, and the complex phase time,

$$ \tau(p) = -i \hbar \frac{d \ln (T(p))}{dE}. $$

Henceforth, *superscripted variables are evaluated at $p^*$. Here, the SDA is an asymptotic approximation corresponding to the $\hbar \to 0$ limit. This means the accuracy of the approximation depends on action along the integration path being large compared with $\hbar$. This accuracy is verified below by comparison with very accurate numerical calculations.

In our previous work, Eq. 15 was solved for $t = t_{mp}$, the time for which the tunneling time distribution in the SDA, $P_{sd}(t)$, is a maximum. If $P_{sd}(t)$ is normalized to integrate to 1, it becomes the post-selected transmission time distribution. Since $P_{sd}(t)$ is approximately symmetrical about its maximum, $t_{mp}$ is approximately the mean...
post-selected transmission time in the SDA. \( F(p^\sharp, t) \) was evaluated for other times by expanding to second order in \( t - t_{mp} \). The resulting ‘frozen’ SDA to the tunneling time distribution has the form,

\[
P_{sd0}(t) = C_{trans,sd0} \frac{v^\sharp_{mp}}{(\pi \Gamma)^{1/2} |\Delta^\sharp_{mp}|} \exp \left( -\frac{v^\sharp_{mp}^2}{\Gamma |\Delta^\sharp_{mp}|^2} (t - t_{mp})^2 \right),
\]

(17)

where \( \Delta^\sharp_{mp} = \Delta(p^\sharp_{mp}) \),

\[
\Delta(p) = \frac{\hbar}{\Gamma} + \frac{d}{dp} (v(p) \tau(p)) - \frac{t_{mp}}{m \gamma^2},
\]

(18)

\[\gamma = \frac{1}{\sqrt{1 - v^2(p)/c^2}}\]

and

\[
C_{trans,sd0} = \frac{(E_0 + mc^2) \gamma^\sharp_{mp}}{(E^\sharp_{mp} + mc^2) \gamma_0} \exp \left( -\frac{2}{\hbar} \text{Im} \left( F(p^\sharp_{mp}, t_{mp}) \right) \right)
\]

(20)

is the associated transmission probability approximation. Here, variables subscripted by ‘mp’ are evaluated at the most probable time. Equations 17 and 20 were found to closely match accurate numerical computations, as long as the energy of the incoming wavepacket was well below \( V_{top} + mc^2 \). Otherwise, there is an additional above-barrier component. Note that we also choose wave packet initial energies such that ‘Klein zone’ contributions are negligible.

Note that when evaluated at \( t_{mp} \), the real component of \( \tau^\sharp \) corresponds to the Wigner phase time [2, 51], and the imaginary component corresponds to the Pollak-Miller imaginary time [1]. In [23], the Wigner phase time was shown to be the tunneling time, but here we generalize these concepts to functions that vary with physical time \( t \). At times other than the most probable, the real and imaginary parts of \( \tau^\sharp \) correspond to ‘effective’ phase times and Pollak-Miller times, and hence the properties of these effective times may differ when evaluated at earlier or later physical times.

The Gaussian approximation to the tunneling time distribution provided by Eq. 17 manifests the MacColl-Hartman effect via the expression for the most probable time. The condition for the most probable time is the condition for \( \text{Im} F(p^\sharp, t) \) to be a minimum. This occurs when \( p^\sharp \) is real. In this case, \( t = \text{Re} \tau \). Specifically,

\[
t_{mp} = t^\sharp_{mp}(z_0, z_1) + \sigma^\sharp_{mp},
\]

(21)

where \( t^\sharp_{mp}(z_0, z_1) = (z_1 - z_0)/v^\sharp_{mp} \) is the time required to travel from \( z_0 \) to the left edge of the barrier, \( z_1 \), at speed, \( v^\sharp_{mp} \). Because velocity is highly insensitive to shifts in momentum in the relativistic regime, this speed is almost the same as the initial speed of the wavepacket. The extra term, \( \sigma^\sharp_{mp} \), can be viewed as an under-barrier contribution to the mean time. Most notable is that \( \sigma^\sharp_{mp} \) quickly asymptotes to a constant with increasing barrier width. This is the MacColl-Hartman effect.
3. The First-Click Distribution

Previously we showed that the tunneling time probability distribution, $P(t)$, peaks earlier than the corresponding free photon arrival time distribution, $P_\gamma(t)$. We claimed this does not imply superluminal signaling because $P(t) < P_\gamma(t)$ for all $t$, for all cases computed. Here, we make this connection more explicit.

Suppose we wish to send an alert as quickly as possible, and are successful if at least a single particle reaches our destination – the message is received and interpreted as a binary 1 if the particle is detected at $z_2$. To compensate for the low transmission probability, $C_{\text{trans}}$, we send a large number $N$ of particles (independently and in parallel). Receipt of the signal is ensured only if $N$ is much larger than $1/C_{\text{trans}}$. The time scale for receipt of the signal is characterized by what we call the ‘first-click’ distribution, the probability distribution for the first time at which one of $N$ particles is detected at $z_2$ (the first ‘click’ the detector makes), noting that most of these particles will never be detected. In order to construct a normalized one-particle distribution, we define

$$\tilde{P}(t) = P(t) + (1 - C_{\text{trans}}) \delta(t - T),$$

(22)

where $T$ is larger than any time of interest (we take the $T \to \infty$ limit, to account for reflected particles). We now write

$$P_{\text{1st}}(t) = \int_0^\infty dt_1 \cdots \int_0^\infty dt_N \tilde{P}(t_1) \cdots \tilde{P}(t_N) \delta(t - \min(t_j))$$

$$= N! \int_0^\infty dt_1 \cdots \int_{t_{N-1}}^\infty dt_N \tilde{P}(t_1) \cdots \tilde{P}(t_N) \delta(t - t_1)$$

$$= N \tilde{P}(t)(N-1)! \int_0^\infty dt_2 \cdots \int_{t_{N-1}}^\infty dt_N \tilde{P}(t_2) \cdots \tilde{P}(t_N)$$

$$= NP(t)\tilde{C}^{N-1}(t),$$

(23)

where

$$\tilde{C}(t) = \int_t^\infty dt' \tilde{P}(t')$$

(24)

is the probability of not detecting a particle before time $= t$.

Equation (23) is simply interpreted. The probability of a first click in the time interval $t$ to $t + dt$ is

$$P_{\text{1st}}(t)dt = NP(t)dt\tilde{C}^{N-1}(t);$$

(25)

i.e., the probability that particle 1 is detected in the time interval multiplied by the probability that no other particles have yet been detected. The $N$ factor arises because any of the $N$ particles could have been detected. In the context of Brownian particle first passage time distributions, this formula appears in [63] (Eq. 19 on page 6).

Properties of the first-click distribution, derived in the Appendix, are listed as follows:

1. The first-click distribution integrates to

$$\int_0^\infty dt P_{\text{1st}}(t) = 1 - \exp(-NC_{\text{trans}}).$$

(26)

If the number of particles is much greater than $C_{\text{trans}}^{-1}$, a first click occurs with virtual certainty.
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Other properties of the first-click distribution require an explicit model for the \( P(t) \) distribution. For this purpose, we use the frozen SDA of Eq. 17. This approximation is ultimately not good enough to assess whether tunneling electrons can ever have a mean first click time earlier than the same number of photons. But it is sufficient to derive these properties:

2. If \( N \gg 1/C_{\text{trans}} \), the mean first click time is given by

\[
\bar{t}_{1st} = \bar{t}_{mp} - \delta t \left( \ln \left( \frac{NC_{\text{trans}}}{2\pi^{1/2}} \right) \right)^{1/2},
\]

where \( \bar{t}_{mp} \) is, as above, the post-selected mean transmission time and

\[
\delta t = \frac{\Gamma^{1/2} |\Delta^{\pi}_{mp}|}{v \bar{t}_{mp}}.
\]

is the width of \( P_{sd0}(t) \). Equation 28 shows how the use of many particles advances the detection time. Since this advancement depends on \( N \) only via \( NC_{\text{trans}} \), we see how small transmission probability delays the advancement.

3. If \( N \gg 1/C_{\text{trans}} \), the width of the first-click distribution is given by

\[
\delta t_{1st} = \frac{\delta t}{2 \left( e \ln \left( \frac{NC_{\text{trans}}}{2\pi^{1/2}} \right) \right)^{1/2}}
\]

This shows the narrowing of the width of detection times resulting from the use of many particles. Related to this property is the observation that the first-click distribution drops very sharply at times just beyond \( \bar{t}_{1st} \). This is key to signal transmission, since if no particle is detected by \( \bar{t}_{1st} + \delta t_{1st}/4 \), the signal can almost certainly be interpreted as a binary 0. We choose one quarter width here to account for the asymmetry of the first-click distribution – it is narrower on the long time side.

4. Our principal interest is whether the first-click distribution for electrons can peak earlier than that for the same number of free photons – the luminal benchmark. Because the number of particles is typically very large, the first-click distribution peaks when the cumulative probability distribution, \( C(t) = 1 - \tilde{C}(t) \), reaches \( 1/N \). This is the time by which observation of at least one particle is likely. Beyond this time, the high power of the complementary cumulative distribution, \( \tilde{C}(t) \), in Eq. 23 makes the first-click distribution decay rapidly. These facts lead to the following observation. If one distribution, for instance the distribution for photons in a vacuum, is larger than another, for instance the distribution for tunneling electrons, then the cumulative probability of the larger distribution will reach \( 1/N \) first. The question of which first-click distribution peaks first is equivalent to the question of whether the electron distribution \( P(t) \) exceeds the corresponding photon distribution at early times.

If we can show that transmission time distributions for tunneling electrons are smaller than those for photons for all times up to \( \bar{t}_{mp} \), then the MacColl-Hartman effect cannot be used to transmit signals faster than is possible using light. This is what has been found so far, numerically. Since \( P_{sd0}(t) \) is analytic, and generally well-approximates \( P(t) \), it is a natural starting point to support this observation. However, \( P_{sd0}(t) \) can
exceed $P_\gamma(t)$. To see this, note that because the rate of wavepacket broadening is vastly reduced in the relativistic case, the width of the electron and photon distributions are very nearly the same in all computations. The main differences between them are the reduced normalization of the electron distribution and its earlier post-selected mean time. As $P_{sd0}(t)$ and $P_\gamma(t)$ are both Gaussians, they are both upside-down parabolas on a logarithmic scale. The electron’s parabola is shifted to the ‘right’ and ‘down’ relative to the photon’s. If this depiction were truly accurate, then there would be an early time when the electron parabola crosses the photon parabola (see Eq. [27]).

For example, suppose that $\delta t$ is the same for the tunneling electron and the photon – this is approximately true. The difference between photon and electron mean first click times is then given by

$$t_{1st,\gamma} - t_{1st} = t_{mp,\gamma} - t_{mp} - \delta t \left( \sqrt{\ln\left( \frac{N}{2\pi^{1/2}} \right)} - \sqrt{\ln\left( \frac{N C_{\text{trans}}}{2\pi^{1/2}} \right)} \right)$$  (30)

The first difference on the right of Eq. [30] is positive – the MacColl-Hartman effect – while the second difference (in parentheses) is negative. Because increasing $N$ increases the magnitude of the second term without affecting the first, a sufficiently large $N$ will make the mean first click time of the electrons earlier than that of the photons.

As this effect is not seen in accurate numerical calculations of $P(t)$, the $P_{sd0}(t)$ model cannot be sufficiently accurate to answer the superluminal signaling question. However, if we compute the SDA separately for every $t$, as opposed to expanding about $t_{mp}$, and denote this new distribution as $P_{sd}(t)$, we find that this quantity never exceeds $P_\gamma(t)$.

4. Numerical Results

The first-click (for $N = 10^{12}$ particles) and corresponding $P(t)$ distributions are shown in Fig. 1. Corresponding distributions for photons in a vacuum are also shown. We find that the suppression of the tunneling time distribution by the tunneling probability manifests as a delay in the advancement of the first click time until $N$ exceeds $C_{\text{trans}}^{-1}$. In particular, though the transmission time distribution peaks earlier than the equivalent distribution for photons, the first-click distribution for photons always peaks earlier. Also shown (dotted lines) are the tunneling time distributions (and associated first-click distributions) computed using the steepest descent method at every time, $P_{sd}(t)$.

The initial wavepacket widths for the top and bottom panels of Fig. 1 are approximately 11 and 7 de Broglie wavelengths, respectively. The bottom panel is close to a best-case scenario: it is narrow in position space to reduce the width of $P(t)$ and enhance the impact of the MacColl-Hartman time advance. Any alterations would diminish the MacColl-Hartman effect: a higher barrier energy or an increased barrier width would decrease the tunneling probability, a decreased barrier width would decrease the MacColl-Hartman time advance, a lower barrier energy would produce mostly above-barrier transmission, and a wavepacket narrower in position space would
Figure 1. The electron transmission time distribution (thick solid lines) and associated first-click distribution (thin solid lines) for $N = 10^{12}$. The dotted lines are the corresponding SDAs. Also shown are corresponding transmission time and first-click distributions for photons propagating in a vacuum (dashed thick and thin lines respectively). In both panels, the initial wavepacket is $120 \, \lambda$ ($1 \, \lambda = 386$ fm: the reduced Compton wavelength of an electron) to the right of the barrier with mean velocity $0.99c$. The unit of time is $\lambda/c = 1.29$ zs. In the top panel, the initial wavepacket width and barrier width are both $10 \, \lambda$. The barrier height is $7.5 \, mc^2$. The accurate numerical transmission time distribution is computed using a grid of $10^5$ points. It is cut off at its short time accuracy limit, $10^{-36}$. In the bottom panel, the initial wavepacket and barrier widths are $6$ and $8 \, \lambda$, respectively. The barrier height is $6.52 \, mc^2$. The grid had $10^6$ points, giving a short time accuracy limit of $10^{-27}$.

be so broad in momentum space that the above-barrier and Klein zone contributions would dominate. In all cases, the impact of the MacColl-Hartman effect is reduced. The slowly-decaying tail in the Figure arises from the above-barrier portion of the initial wave packet. This is not modeled in our current SDA, as we only considered the below-barrier contribution to the SDA (all other saddle points are above the barrier in this instance).

To see why $P_{sd}(t)$ never crosses $P_\gamma(t)$, while $P_{sd0}(t)$ does, suppose we compute an SDA at some time, $t_1$, other than the most probable time. Just as $P_{sd0}(t)$ is obtained by expanding $\ln (P_{sd}(t))$ to second order around $t_{mp}$, a model $P_{sd1}(t)$ can be obtained by expanding instead about $t_1$. $\ln P_{sd1}(t)$ is an upside-down parabola, just like $\ln P_{sd0}(t)$. The difference is that the parameters of the parabola are determined by the SDA at a different value of the physical time. Equation 15 shows that the physical time enters into the calculation only through its difference with $\Re \tau(p^\circ)$. As $\Re \tau(p^\circ)$ varies, the effective center of the upside-down parabola varies. In particular, at early times $\Re \tau(p^\circ)$ shifts from its MacColl-Hartman advanced value to a later time corresponding to subluminal effective speed.

To understand the early-time behaviour of $\Re \tau^\circ$, we first study $p^\circ$ at these times. From Eq. 15 we see that as $t$ moves away from $t_{mp}$, only the imaginary part of $p^\circ$ varies. For early times, the imaginary part of $p^\circ$ is positive. Figure 2 shows the path of $p^\circ$ in the complex momentum plane and the contour lines of $\Re \tau(p)$, while Fig. 3 focuses on just $\tau^\circ$ as it varies with physical time $t$.

In Fig. 2 on the real $p$ axis below $p_{top}$ (the momentum of the barrier height),
Figure 2. The contour lines of $\text{Re} \tau(p)$ in the complex $p$ plane. The thick contour corresponds to $\text{Re} \tau(p) = 128$, which is how long it would take a photon travelling in a vacuum to reach the observation point. Also shown is the path (large dots) taken by $p^\#$. It starts ($t = 0$) in the upper left corner, swoops down and to the right to the real axis when $t = t_{mp}$, then swoops down and back to the left at longer times. The dots are plotted every $10 \, \lambda/c$.

$\text{Re} \tau(p)$ is almost constant – equal to its MacColl-Hartman advanced value. $\tau(p)$ varies in the negative imaginary direction when $p$ increases on the real axis towards $p_{\text{top}}$. If $p$ varies in the positive imaginary direction (corresponding to the case of early times), then Fig. 2 shows that $\text{Re} \tau(p)$ increases.

As $t$ gets closer to zero, $p^\#$ varies more slowly. The associated $\text{Re} \tau(p^\#)$ values are even less variable – in Fig. 2, the contours of $\text{Re} \tau(p^\#)$ become widely spaced (as would the contours of $\text{Im} \tau(p^\#)$ if plotted), and in Fig. 3, the plots of $\text{Re} \tau^\#$ and $\text{Im} \tau^\#$ as functions of physical time become flat. Indeed, Fig. 3 shows that as $t \to 0$, $\text{Re} \tau(p^\#)$ approaches the time a free particle traveling $0.998c$ would take, and this time also matches the time one would expect given momentum filtering of the initial $0.99c$ velocity wave packet.

The contours of $\text{Im} \tau(p)$ (not shown in Fig. 2) feature a sharp trough along the real axis. What appears to be a cusp in Fig. 3 for $\text{Im} \tau(p^\#)$ at $t_{mp}$ is actually just a very sharp minimum. The sharpness results from the rapid variation in $p^\#$ near the most probable time, and the sharpness of the $\text{Im} \tau(p)$ real axis trough in the $p$-plane.

Finally, we note that although this work is focused on the fading of the MacColl-Hartman advancement at early times, we also see enhancement of the advancement at
Figure 3. The real (solid line) and imaginary (dotted line) parts of $\tau^\#$ in the complex-$p$ plane as functions of the physical time, $t$, for the steepest-descent calculations shown in the bottom panel of Fig. 1. The dot shows $\text{Re}\tau^\#$ at the most probable time. The real and imaginary parts of $\tau^\#$ correspond respectively to the effective Wigner phase times and Pollak-Miller imaginary times.

later times – see Fig. 3. The net effect of this is that the tunneled wave packet is slightly ‘compressed’ in comparison to a free particle wave packet.

5. Conclusions

Other authors have advanced many arguments to explain away the supposed superluminal transmission in quantum tunneling, such as subtle ideas about the tunneling process reshaping the wave packet [31]. Some authors have also argued that the ‘front’ of the wave packet [13, 64] is the source of the tunneled particles to avoid speeds faster than light. In a sense, this work corroborates those assertions, as the ‘first-click distribution’ is essentially a way of characterizing that ‘front’. However, the arguments presented here do not make claims about which particles in the distribution tunnel, but only what can be said about the statistics of their time of arrival, showing that they can never ‘out-compete’ free-traveling photons.

In our previous works, we clarified the relevance of different definitions to genuine, observable tunneling times, and showed which statements can be definitively made about wave packet reshaping in tunneling. Here, we expand that argument, elaborating on the ‘signaling’ aspect of the debate. By making explicit how tunneling particles could be used to send a signal as fast as possible, we find the true requirement for superluminal
signaling via the MacColl-Hartman effect. Specifically, the (unnormalized) particle transmission time distribution must exceed that for photons in a vacuum for some early time (well ahead of the peak time). Having not seen this for any of our accurate computations, we explained the observation by showing that the MacColl-Hartman time advance fades away when considering the short times relevant to signaling via large numbers of particles. The MacColl-Hartman time advance manifests in the phase time computed using the SDA, when time is near the peak time. At early times, the SDA gives an effective phase time without a time advance.

We end by noting that although the non-relativistic case was not studied in this work, we would anticipate similar conclusions to be reached were one to perform equivalent calculations there – the most meaningful physical difference between the two cases is that in the non-relativistic case, the momentum dispersion effects are much larger, which serves to further suppress the MacColl-Hartman effect. This would further reduce the capacity of a signal composed of tunneled particles to arrive ahead of a signal composed of free-traveling particles.
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Appendix A. Properties of the First-Click Distribution

From Eqs. 23 and 24

\[ P_{1st}(t) = NP(t) \left( 1 - \frac{NC(t)}{N} \right)^{N-1} \]

\[ = \frac{f(t)}{C(t)} NC(t) \exp(-NC(t)) \]

\[ = \frac{d}{dt} \ln(C(t)) f(NC(t)) \]

(A.1)

where \( f(x) = x \exp(-x) \). The function, \( f(x) \), has a maximum at \( x = 1 \), with associated width

\[ \delta x = \left( -\frac{d^2}{dx^2} \ln(f(x)) \big|_{x=1} \right)^{1/2} = e^{1/2}. \]  

(A.2)

If \( N \gg C_{\text{trans}}^{-1} \), \( f(NC(t)) \) has a sharp maximum when \( C(t) = 1/N \); i.e.,

\[ \int_0^{t_{1st}} dt_1 P(t_1) = \frac{1}{N}. \]  

(A.3)

Since the first factor in the expression for \( P_{1st}(t) \), in Eq. A.1, is slowly varying compared to the second term, the peak in the first arrival time distribution occurs at the time of the peak in \( f \) – i.e., when the cumulative probability distribution reaches \( 1/N \). The width associated with this peak is determined by

\[ NC'(t) \delta t_{1st} = \delta x \]
or
\[ \delta t_{1st} = \frac{1}{N} \frac{1}{e^{1/2} P(t_{1st})}. \] (A.4)

To get the total probability of a first click we integrate \( P_{1st}(t) \) over all time. This simplifies if Eq. [A.1] is written in the following equivalent form,
\[ P_{1st}(t) = f(ab(t)) \frac{d}{dt} \ln(b(t)) \] (A.5)
where \( a = NC_{\text{trans}} \) and \( b(t) = C(t)/C_{\text{trans}} \). Using this expression we get
\[ \int_0^\infty P_{1st}(t) = \int_0^\infty f(ab(t)) \frac{d}{dt} \ln(b(t)) \]
\[ = [f(ab(t)) \ln(b(t))]_0^\infty - \int_0^\infty \frac{d}{dt} f(ab(t)) \ln(b(t)) \]
\[ = -a \int_0^1 db(1-ab)\exp(-ab)\ln(b) \]
\[ = \int_0^\infty dx(x-1)\exp(-x)(\ln(x) - \ln(a)) \]
\[ = [-x\ln(x) + 1] \exp(-x) \ln(a) - x\exp(-x) \ln(a) \]
\[ = 1 - \exp(-a) = 1 - \exp(-NC_{\text{trans}}). \] (A.6)

Here, we see that for \( N \) much larger than \( 1/C_{\text{trans}} \), a first click event becomes virtually certain.

To further characterize the first click distribution we need an explicit form for the tunneling time distribution. This is provided by the steepest descent model, \( P_{sd0}(t) \) as a Gaussian of the form,
\[ P_{sd0}(t) = \frac{C_{\text{trans}}}{\pi^{1/2} \delta t} \exp\left(-\left(\frac{t - t_{\text{mp}}}{\delta t}\right)^2\right). \] (A.7)

In this case, defining \( t_{1\text{dif}} = (t_{1st} - t_{\text{mp}}) / \delta t \), the mean first click time is determined by
\[ \frac{1}{N} = \frac{C_{\text{trans}}}{\pi^{1/2}} \int_0^{t_{1\text{dif}}} dx \exp(-x^2) = \frac{C_{\text{trans}}}{2} \text{erf}(t_{1\text{dif}}). \] (A.8)

If \( N \gg 1/C_{\text{trans}} \), we can use the asymptotic form of the error function to get
\[ \frac{1}{N} = \frac{C_{\text{trans}}}{2\pi^{1/2}} \exp(t_{1\text{dif}}). \] (A.9)
This leads to
\[ t_{1st} = t_{\text{mp}} - x\delta t \] (A.10)
where \( x \) is the solution to the nonlinear equation,
\[ x = \frac{a}{2\pi^{1/2}} \exp(-x^2) \] (A.11)
or
\[ x = \left(\ln\left(\frac{a}{2\pi^{1/2}}\right) - \ln(x)\right)^{1/2}. \] (A.12)
The latter equation can be solved by iteration, if \( a > 0.519 \). To leading order (for large \( a \)),
\[ t_{1st} = t_{\text{mp}} - \delta t \left(\ln\left(\frac{NC_{\text{trans}}}{2\pi^{1/2}}\right)\right)^{1/2} \] (A.13)
Superluminal tunneling times without superluminal signaling

So, the mean of the first click distribution is advanced to earlier than $t_{mp}$ in proportion to $(\ln(NC_{\text{trans}}))^{1/2}$, when $N$ is very large.

The width of the first click distribution is also made explicit by the frozen steepest descent model. From Eq. A.4 and the above expression for $P_{sd}\text{sl}(t)$, we get

$$\delta t_{1st} = \frac{\delta t}{2e^{1/2} \left( \ln \left( \frac{NC_{\text{trans}}}{2\pi^{1/2}} \right) \right)^{1/2}}$$

(A.14)

when $N$ is large. We see that the first click distribution gradually becomes narrower, with increasing $N$.
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