Model exploration in gravitational-wave astronomy with the maximum population likelihood
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Hierarchical Bayesian inference is an essential tool for studying the population properties of compact binaries with gravitational waves. The basic premise is to infer the unknown prior distribution of binary black hole and/or neutron star parameters such component masses, spin vectors, and redshift. These distributions shed light on the fate of massive stars, how and where binaries are assembled, and the evolution of the Universe over cosmic time. Hierarchical analyses model the binary black hole population using a prior distribution conditioned on hyper-parameters, which are inferred from the data. However, a misspecified model can lead to faulty astrophysical inferences.

In this paper we answer the question: given some data, which prior distribution—from the set of all possible prior distributions—produces the largest possible population likelihood? This distribution (which is not a true prior) is \( \pi \) (pronounced “pi stroke”), and the associated maximum population likelihood is \( \mathcal{L} \) (pronounced “L stroke”). The structure of \( \pi \) is a linear superposition of delta functions, a result which follows from Carathéodory’s theorem. We show how \( \pi \) and \( \mathcal{L} \) can be used for model exploration/criticism. We apply this \( \mathcal{L} \) formalism to study the population of binary black hole mergers observed in LIGO–Virgo–KAGRA’s third Gravitational-Wave Transient Catalog. Based on our results, we discuss possible improvements for gravitational-wave population models.

I. MOTIVATION

Bayesian inference has become a mainstay of modern scientific data analysis as a means of analysing signals in noisy observations. This procedure determines the posterior distributions for parameters given one or more model. In order to study the population properties of a set of uncertain observations, a hierarchical Bayesian framework can be employed. The basic idea is to model the population using a conditional prior \( \pi(\theta|\Lambda, M) \), which describes, for example, the distribution of black hole masses \( \{m_1, m_2\} \in \theta \) given some hyper-parameters \( \Lambda \), which determine the shape of the prior distribution. Here, \( M \) denotes the choice of model. One then carries out Bayesian inference using a “population likelihood”

\[
\mathcal{L}(d|\Lambda, M) = \prod_{i=1}^{N} \frac{1}{\xi(\Lambda)} \int d\theta_i \mathcal{L}(d_i|\theta_i) \pi(\theta_i|\Lambda, M),
\]

where \( \mathcal{L}(d_i|\theta_i) \) is the likelihood for data associated with event \( i \) given parameters \( \theta_i \), and \( \xi(\Lambda) \) is the detected fraction for a choice of hyper-parameters. Meanwhile, \( N \) is the total number of observations. For an overview of hierarchical modeling in gravitational-wave astronomy including selection effects, see Refs. [1–3].

The LIGO-Virgo-KAGRA (LVK) Collaboration’s third gravitational-wave transient catalog (GWTC-3) [4] contains the cumulative set of observations of \( N = 69 \) confident binary black-hole mergers [5] detected by the LVK [6–8]. Additional detection candidates have been put forward by independent groups [9–13]. Hierarchical inference is employed to study the population properties of these merging binary black holes; see, e.g., Refs. [14–32]. These analyses have revealed a number of exciting results, such as the surprising excess rate of mergers with a primary black hole mass of \( \sim 35 M_\odot \) [15], and the evolution of the binary merger rate with redshift [16], to name just two.

However, Bayesian inference has its limitations. One can use Eq. (1) in order to infer the distribution of binary black hole parameters—given some model; and one can compare the marginal likelihoods of two models to see which one better describes the data. However, Bayesian inference does not tell us if any of the models we are using are suitable descriptions of the data. While all models for the distribution of binary black hole parameters are likely to be imperfect, some may be adequate for describing our current dataset [33]. When a model fails to capture some salient feature of the data, it is said to be “misspecified” [34, 35]. Some effort has been made to assess the suitability of gravitational-wave models, both qualitatively and quantitatively; see, e.g., [15, 16, 34, 36]. However, the idea of “model criticism”—testing the suitability of Bayesian models—is still being developed within the context of gravitational-wave astronomy and beyond.

Hierarchical Bayesian inference studies often depend upon parametric models. Modelers design parameterizations in order to capture the key features of the astrophysical distributions. However, one must still worry about “unknown unknowns”—features which do not occur to the modeler to add. For example, recent studies [15, 16, 37, 38] find a sub-population of binary black
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holes merge with spin vectors that are misaligned with respect to the orbital angular momentum axis. However, the degree to which the spins are misaligned might be model dependent. In Refs. [15, 16, 37], the inferred minimum spin tilt is confidently $\gtrsim 90^\circ$. In contrast, Refs. [17, 28, 38] argue this signature could be due to a lack of flexibility in LVK models to account for a sub-population of black holes with negligible spin magnitude, finding support for misalignment at smaller minimum tilt angles. The inferred population distribution of spin misalignment has important consequences for understanding the formation channels of binary black-hole channels. This debate highlights how astrophysical inferences can be affected by model design.

In order to help alleviate some of the issues arising from model misspecification in Bayesian inference, we present a framework for assessing the suitability of a model. This framework is built around the concept of the maximum population likelihood $\mathcal{L}$ (pronounced “L stroke”)—the largest possible value of $\mathcal{L}(d|\Lambda)$ in Eq. (1), maximized over all possible choices of population model $\pi(\theta;\Lambda)$ independent of the choice of parameterization. The “prior” distribution, which yields this maximum is $\pi(\theta)$ (pronounced “pi stroke”). It is not a true prior because it is dependent of the choice of parameterization. It is denoted $\pi_{\text{dep}}(\theta)$. It is not a true prior because it is determined by the data. The theory behind the maximization of population likelihoods has been studied previously in optimization and statistics literature [39–44]. This work is underpinned by Carathéodory’s theorem [45] and the mathematics of convex hulls [43]. However, its application to observational science has been somewhat limited as far as we can tell.

The $\mathcal{L}$ framework is useful for several reasons. First, the numerical value of $\mathcal{L}$ is an upper bound on the population likelihood. We can compare the maximum likelihood for a specific model

$$\mathcal{L}_{\text{max}}(M) = \max_{\Lambda \sim \pi(\Lambda|d)} \mathcal{L}(d|\Lambda, M)$$

(2)

to $\mathcal{L}$. Often in Bayesian model selection, the Bayesian evidence values ($Z_i$) of two hypotheses can be used to determine the extent to which one model is preferred over the other. A typical threshold chosen to rule out one model in favor of another is that $\ln(Z_1/Z_2) > 8$ [46]. In a similar vein, if $\ln(\mathcal{L}/\mathcal{L}_{\text{max}}(M)) \lesssim 8$, we can be sure the model $M$ is not badly misspecified since there is no second model $M'$ that can be written down with that will yield a statistically significant improvement. We emphasize that a model which does not satisfy this condition is not necessarily misspecified.

Second, the $\mathcal{L}$ framework can be used to quantitatively assess if a model $M$ is misspecified. By generating synthetic data from $M$, one can generate the expected distribution of $(\mathcal{L}, \mathcal{L}_{\text{max}}(M))$. In this paper, we show how one can compare the observed values of $(\mathcal{L}, \mathcal{L}_{\text{max}}(M))$ to the expected distribution in order to determine the extent to which $M$ is misspecified—and the way in which it is misspecified.

Third, the $\mathcal{L}$ framework can be used for “model exploration”—providing clues of where in parameter space unmodeled features might be lurking. By comparing $\pi(\theta)$ with the prior from our phenomenological model $\pi(\theta;\Lambda)$, one can see if the phenomenological model is capturing key structure present in $\pi$ and use the comparison to design new models to test on forthcoming datasets.

The remainder of this paper is organized as follows. In Sec. II, we introduce the $\mathcal{L}$ formalism, illustrating key features with a simple toy model. In Sec. III, we show how the formalism can be used for model criticism. In Sec. IV, we apply the formalism to study the population properties of merging binary black holes observed by the LVK. Our concluding remarks are presented in Sec. V.

II. THE MAXIMUM POPULATION LIKELIHOOD $\mathcal{L}$

A. Preliminaries

We begin with a brief review of Bayesian hierarchical inference with a parametric model. Our starting point is the population likelihood (copied here from Eq. (1)):

$$\mathcal{L}(d|\Lambda, M) = \prod_i^N \frac{1}{\xi(\Lambda)} \int d\theta_i \mathcal{L}(d_i|\theta_i)\pi(\theta_i|\Lambda, M).$$

(3)

Here, $\mathcal{L}(d_i|\theta_i)$ is the likelihood of event-$i$ data $d_i$ given parameters $\theta_i$. The quantity $\pi(\theta_i|\Lambda, M)$ is a conditional prior for $\theta_i$ given hyper-parameters for some population model $M$, which describes the shape of the prior distribution. The term $\xi(\Lambda)$ accounts for selection effects; for example, high-mass systems are typically easier to detect than low-mass systems. It is the detectable fraction of the population given the model given hyper-parameters $\Lambda$

$$\xi(\Lambda) = \int d\theta p_{\text{det}}(\theta)\pi(\theta|\Lambda, M).$$

(4)

Here, $p_{\text{det}}(\theta)$ is the detection probability of an observation with parameters $\theta$.

B. The maximum population likelihood $\mathcal{L}$

The maximum population likelihood $\mathcal{L}$ is obtained by taking Eq. (3) and maximizing over all possible prior distributions $\pi(\theta)$. Thus, $\mathcal{L}$ is an upper bound (or supremum) on the set of likelihoods from all possible choices of models for $\pi(\theta)$ such that

$$\mathcal{L} \equiv \mathcal{L}(d|M) \geq \mathcal{L}(d|\Lambda, M),$$

(5)

for all models $M$. The “prior” distribution that yields $\mathcal{L}$ is denoted

$$\pi(\theta)$$

(6)
(pronounced "pi stroke"). It is not a true prior because the distribution which maximizes the population likelihood in Eq. (3) depends on the data. One should therefore refer to \( \pi \) as a pseudo-prior. The associated model is denoted \( M \) (pronounced "M stroke"). Combining this notation into a single equation, we have

\[
\mathcal{L} = \prod_{i=1}^{N} \frac{1}{\xi(M)} \int d\theta_i \mathcal{L}(d_i|\theta_i)\pi(\theta_i). \tag{7}
\]

### C. Calculating \( \pi \): special cases

Having introduced the concept of \( \mathcal{L} \) and \( \pi \), the natural next question is: given data \( d \), how does one calculate these quantities? Before answering this question, we study three special cases where we can work out \( \pi \) from intuition. This discussion will help sharpen our instincts for the more general solution that follows. Readers looking to skip to the punchline may wish to skip this subsection.

#### 1. A single measurement

For the first case, we consider a single measurement \((N = 1)\) with a unimodal likelihood function \( \mathcal{L}(d|\theta) \), which is maximal when the parameter \( \theta \) is equal to the maximum likelihood value \( \hat{\theta} \). For the sake of simplicity, we ignore selection effects so that \( \xi(M) = 1 \) and \( \mathcal{L}(d|\theta) \) is a delta function \( \delta(\theta - \hat{\theta}) \), which yields

\[
\pi(\theta) = \delta(\theta - \hat{\theta}), \tag{8}
\]

which yields

\[
\mathcal{L} = \int d\theta \mathcal{L}(d|\theta) \delta(\theta - \hat{\theta}) = \mathcal{L}(d|\hat{\theta}). \tag{9}
\]

This result is intuitive: the prior that maximizes the population likelihood is the one that concentrates all its support at the maximum-likelihood value of \( \theta \).

#### 2. \( N \) signals in the high-SNR Limit

For the second case, we consider a scenario in which the data consists of \( N \) observations carried out in the high-SNR limit. In this limit, the likelihood of the data for each measurement \( d_i \) given some parameter \( \theta \) approaches a delta function

\[
\mathcal{L}(d_i|\theta) = \delta(\theta_i - \hat{\theta}_i), \tag{10}
\]

located at the maximum-likelihood value \( \hat{\theta}_i \). We assume that each measurement is distinct so that no two maximum-likelihood values \( \hat{\theta}_i \) are exactly the same. Again, for the sake of simplicity, we ignore selection effects so that \( \xi(M) = 1 \), though, the argument here holds even if we relax this assumption. Equation (7) becomes

\[
\mathcal{L} = \prod_{i=1}^{N} d\theta_i \delta(\theta_i - \hat{\theta}_i)\pi(\theta_i). \tag{11}
\]

The population likelihood is maximized when \( \pi \) is a sum of delta functions peaking at the set of \( \{ \hat{\theta}_i \} \):

\[
\pi(\theta) = \sum_{k=1}^{N} w_k \delta(\theta - \hat{\theta}_k) \tag{12}
\]

\[
w_k = 1/N. \tag{13}
\]

This solution for \( \pi \) ensures that there is maximal prior support at every likelihood peak. Obviously, the population likelihood is not maximized if any prior probability density is wasted to values of \( \theta \) where all the likelihood functions are zero. Choosing an equal weight for each delta function \( w_i = 1/N \) produces the largest possible population likelihood [47].

We illustrate this case in Fig. 1(a) using high-SNR, toy-model data drawn from a mean-zero, unit-variance Gaussian distribution. In the top-panel, we plot the set of \( N = 10 \) maximum likelihood points \( \{ \hat{\theta}_i \} \) and the position of the delta functions (blue). In the lower panel, we “plot” the \( \pi(\theta) \) for these ten data points. We put the word “plot” in quotation marks because, technically, we are not plotting \( \pi(\theta) \), which goes to infinity, but rather we are plotting the weights \( w_k \) (Eq. (13)), which allows us to see the relative weight given to each delta function—something that will prove useful below. Throughout the paper, when we refer to plots of \( \pi(\theta) \), it should be understood that we are actually plotting representations of \( \pi(\theta) \) using the weights \( w_k \). Finally, note that each peak in the distribution of \( \pi(\theta) \) matches up with one of the maximum likelihood points in the upper panel.

#### 3. \( N \) identical measurements

For the third case, we consider a set of \( N \) observations. This time, we do not assume the high-SNR limit, but we assume that every measurement has the same maximum-likelihood value of \( \hat{\theta} \). This case is highly contrived—one does not typically work with multiple identical measurements—but the example is nonetheless helpful for illustrative purposes. In this case, the integral in Eq. (7) is maximized when the prior support is entirely concentrated at \( \hat{\theta} \) (where all of the likelihood functions peak), so that \( \pi \) is a single delta function:

\[
\pi(\theta) = \delta(\theta - \hat{\theta}), \tag{14}
\]

while

\[
\mathcal{L} = \prod_{i=1}^{N} \mathcal{L}(d_i|\hat{\theta}). \tag{15}
\]
This scenario is demonstrated in Fig. 1(b). The top panel shows the set of $N = 10$ maximum-likelihood points $\{\hat{\theta}_i\}$, all with the same value. The horizontal lines represent the error bars for each measurement, which we draw from a uniform distribution on the interval $(0.01, 1)$. In the lower panel, we plot $\pi(\theta)$ for these ten data points. This time, since every measurement is identical, $\pi(\theta)$ is a single delta function peaking at $\theta = 0$.

From these three examples, we observe a pattern: in each case, $\pi(\theta)$ can be written as a weighted sum of delta functions. Indeed, it has been proven that this is in fact the case [39–44]. We refer readers interested in an explanation of the delta function structure of $\pi$ to Appendix A, where we summarize the key concepts surrounding the proof outlined in Ref. [43] using the mathematics of convex hulls. We do not reproduce the proof in its entirety, but rather we use visualisations to explain how it works with $N = 2$ observations, before providing a qualitative explanation for how it generalizes to arbitrary values of $N$. We explore this general structure and the consequences thereof in the next subsection.

**D. The general form of $\pi$**

We proceed with the knowledge that Eq. (7) is true in general, regardless of the form of the likelihood $\mathcal{L}(d|\theta)$ and the selection effect term $p_{\text{det}}(\theta)$. For any set of observations, $\pi(\theta)$ is always of the form,

$$\pi(\theta) = \sum_{k=1}^{n} w_k \delta(\theta - \theta_k),$$

(16)

where $w_k$ are weights which sum to unity

$$\sum_{k=1}^{n} w_k = 1.$$  

(17)

The number of delta function is always less than or equal to the number of measurements and the solution is unique in all but the most pathological of cases (e.g., multimodal distributions with regions of equivalent maximum likelihoods) so that

$$n \leq N.$$  

(18)

The ratio

$$I \equiv n/N,$$

(19)

is a measure of the “informativeness” of the data. It compares the typical likelihood width to the scatter in the astrophysical distribution. In the high-SNR limit, $I = 1$, since a delta function is required for every data
point (see Fig. 1(a)). The other limiting case is, $\mathcal{I} = 1/N$, which happens when the likelihood for each measurement completely overlaps (see Fig. 1(b)).

Using this insight into the structure of $\pi(\theta)$, we now consider a variation on the toy-model problems discussed in the earlier subsections. In particular, we consider finite-SNR data drawn from our Gaussian, toy-model distribution. Using Eqs. (16-17) as an ansatz, we calculate $\pi(\theta)$ for $N = 10$ random data points. The maximum likelihood values $\hat{\theta}_{i}$ are drawn from a mean-zero, unit-variance Gaussian and the error bars are drawn from a uniform distribution on the interval $(0.01, 1)$. The results of this calculation are shown in Fig. 1(c). The top panel shows the data, represented by the maximum-likelihood values $\{\hat{\theta}_{i}\}$, which are arranged from bottom to top in increasing order. The horizontal lines show the uncertainty for each measurement and the vertical blue lines indicate the positions of the delta functions. In the bottom panel, we show $\pi(\theta)$ for this dataset. It consists of just $n = 3$ delta functions of varying heights ($\mathcal{I} = 0.3$). The exact weights, locations, and number of delta functions are not obvious; we obtain them numerically by maximising Eq. (16) subject to Eq. (17) using the “combined” method described below in Subsection II E. Comparing the red data points with error bars to the turquoise representation of $\pi(\theta)$, one can see that every data point can be plausibly associated with at least one of the delta functions.

Given the form of $\pi(\theta)$ described by Eq. (16), we can write down a general expression for $\mathcal{L}$:

$$\mathcal{L} = \prod_{i=1}^{N} \frac{1}{\xi(M)} \sum_{k=1}^{n} w_k \mathcal{L}(d_i|\theta_k), \tag{20}$$

where

$$\xi(M) = \sum_{k=1}^{n} w_k p_{\text{det}}(\theta_k). \tag{21}$$

Given Eqs. (20) and (21), the problem of calculating $\mathcal{L}, \pi$ reduces to the problem of simply finding the locations and weights of $n$ delta functions. In Section II E, we explore three different approaches to this problem.

### E. Computing $\pi$

In this subsection, we consider three techniques that can be applied to compute $\mathcal{L}, \pi$: optimization, iterative grid, and stochastic methods. We show that a combined approach, which uses a grid-based approach to guess a solution, which is subsequently refined through optimization performs the best out of the algorithms we tried. Meanwhile, the stochastic approach allows us to illustrate the existence of the delta function structure proven in Ref. [43], but with minimal assumptions.
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**FIG. 2.** Demonstration of different methods for calculating $\pi, \mathcal{L}$. Each panel shows the results for a different number of measurements with $N = 10$ on top, $N = 100$ in the middle, and $N = 1000$ on the bottom. The black distribution is the true distribution $\pi(\theta)$ used to generate the data. The colored spikes show the reconstructed distribution $\pi(\theta)$ as determined by different methods. Cyan is for the “combined” technique, which uses the iterative grid to obtain a first guess that is refined with the optimization method. Meanwhile, orange is for the grid-based technique by itself and gray is for the stochastic method.
1. Optimization

The first approach we consider is to use an optimization algorithm subject to the constraint in Eq. (17) \[48\]. We use SCIPY’s `trust-constr` optimization implementation \[49, 50\]. We find this approach fails to find the correct global maximum of Eq. (20) once the number of peaks \(n\) becomes large. However, this issue can be resolved if a sufficiently close guess to the true shape of \(\pi(\theta)\) can be made. Fortunately, the iterative-grid approach can be used to supply this initial guess.

2. Iterative grid

The second approach we consider is to iteratively place delta functions on a fixed grid. There are two steps: the greedy addition of many delta functions, and the removal of no-longer-useful delta functions. In the first step, we first attempt to place a delta function with a fixed height at each grid point and evaluate Eq. (20) (with appropriate normalization of the distribution). We determine which of all possible delta function additions produces the highest population likelihood. We then vary the height of this delta function between zero and twice the initial height in order to obtain an updated guess for \(\pi(\theta)\). The addition of delta functions is repeated, reducing the initial height by a factor at each iteration. After many iterations, we then attempt to remove no-longer-useful delta functions to further increase the population likelihood. We repeat this procedure five times, iteratively adding 30 delta functions with varying heights at each iteration. After these iterations, \(L\) is usually well-converged for the problems we are studying. In some iterations, this procedure adds support to preexisting delta functions. This is how the approach “corrects” under-supported delta functions.

This method has a significant advantage over generic constrained optimization techniques as the procedure does not require the optimization of individual parameters governing the delta functions through the \(\{\theta_k, w_k\}\) space. However, we find that this method is improved by pairing it with optimization. The most accurate optimization of the maximum population likelihood and structure of the distribution occurs when we utilize grid-based approximation to inform the starting location and weights for the constrained optimization. This allows for the grid-based approximation to find the region of parameter space where \(L\) is nearly maximal. The constrained optimization then purifies the delta function structure and slightly increases the maximum population likelihood. The `combined` method is used for all the maximum population likelihood computations in Sec. IV.

3. Stochastic construction

Our final approach is to stochastically generate samples for \(\pi(\theta)\), which are accepted/rejected depending on whether the new samples increases the population likelihood. This is a form of importance sampling in which an arbitrary “proposal distribution” is used to generate proposal samples. When a proposal sample is generated, we add it to a list of previously accepted points and evaluate \(L\) as a Monte Carlo integral,

\[
L = \prod_{i=1}^{N} \frac{1}{\xi(M)} \mathbb{E}(L(d_i|\theta_i))_{\theta_i \sim \pi(\theta)},
\]

where

\[
\xi(M) = \mathbb{E}(p_{\text{det}}(\theta))_{\theta \sim \pi(\theta)}.
\]

Here, the angled brackets indicate averaging over the samples. If the addition of the new sample increases \(L\), we retain the sample in the list of samples from \(\pi\). As the process is repeated, the set of samples produces an ever-improving representation of \(\pi\).

This method can be extended to employ an additional burn-in phase and/or a thinning phase to ensure more rapid convergence by removing unfavorable samples that sometimes get accepted early on before the distribution is well-converged. While this approach converges more slowly than the other two methods, it does not employ any assumptions about the structure of the distribution. Thus, this method can be used to validate the structure put forward in Eqs. (20-21), that \(\pi(\theta)\) is a sum of delta functions.

4. Numerical study

We demonstrate each method using our Gaussian, toy-model distribution described in the last subsection: true maximum likelihood values \(\hat{\theta}_i\) drawn from zero-mean, unit-variance Gaussian with error bars drawn from a uniform distribution on the interval \((0.01, 1)\). The observed maximum likelihood values are then shifted from the true value by an offset generated from each individual observation’s uncertainty. The results of this demonstration are compiled in Fig. 2. The three panels of Fig. 2 represent tests performed with \(N = 10, 100,\) and \(1000\) observations. In each panel, the black curve represents the true distribution \(\pi(\theta)\). The colored spikes illustrate different numerical solutions for \(\pi(\hat{\theta})\): cyan is the “combined” approach, which uses the iterative grid to obtain an initial guess that is subsequently refined using the optimization method. Meanwhile, orange represents the iterative grid approach by itself. For the grid-based approach we run 30 iterations of adding peaks with variable but decreasing weights, before repeating this process an additional ten times. Finally, gray represents the stochastic
approach. For the stochastic method, we generate 3000 samples with 1000 samples for burn-in.

We see that the combined approach better estimates $\mathcal{E}$ relative to the other techniques considered [51]. We observe that, as $N$ increases, $\pi(\theta)$ increasingly resembles the true Gaussian distribution $\pi(\theta)$ (shown in Fig. 2 as a black curve). To illustrate this more clearly, we take the inferred delta function locations from the $N = 1000$ “combined” result in Fig. 2 and compute the weighted histogram. This result is directly compared to the true distribution in Fig. 3 and the weighted histogram. This result is directly compared to the true distribution in Fig. 2 and compute the weighted histogram. This result is directly compared to the true distribution in Fig. 3, from which we see that indeed the inferred distribution is (albeit slowly) approaching the true distribution. We conjecture that, in general, $\pi(\theta)$ approaches the true distribution in the infinite-data limit:

$$\lim_{N \to \infty} \pi(\theta) \rightarrow \pi_{\text{true}}(\theta).$$  \hfill (24)

5. Computational challenges

Before continuing, we discuss two computational challenges. First, we note that the examples illustrative above are all one-dimensional. The discussion above generalizes to $\geq 2$ dimensions; $\pi(\theta)$ is still a sum of delta functions in $\geq 2$ dimensions. However, it becomes increasingly challenging to determine the location and height of these peaks in higher dimensions. Furthermore, by increasing the dimensionality of the problem, constructing continuous representations of the individual-event likelihoods and the detection probability, $p_{\text{det}}(\theta)$, becomes increasing difficult. Recent developments in using Gaussian mixture models to produce continuous representations of these distributions might alleviate these concerns [52, 53]. Second, even if we stay in one dimension, the computational cost of calculating $\pi, \mathcal{E}$ grows with $N$ [54].

III. MODEL CRITICISM WITH $\mathcal{E}$

In this section, we show how the $\mathcal{E}$ formalism can be used to determine if a model $M$ is an adequate description of data. The first step is to generate synthetic datasets based on the posterior distribution for the model hyper-parameters $p(\Lambda|d)$. For each data set, we calculate the maximum population likelihood $\mathcal{E}$ (Eq. (7)) as well as the maximum likelihood for $M$, which we denote

$$\mathcal{L}_{\text{max}}(M) = \max_{\Lambda \sim p(\Lambda|d)} \mathcal{L}(d|\Lambda, M)$$  \hfill (25)

where $\mathcal{L}(d|\Lambda, M)$ is the population likelihood defined in Eq. (3). In this way we can estimate

$$p(\mathcal{E}, \mathcal{L}_{\text{max}}(M)),$$  \hfill (26)

the joint distribution for $\mathcal{E}$ and $\mathcal{L}_{\text{max}}(M)$ given model $M$. By comparing the measured values of $(\mathcal{E}, \mathcal{L}_{\text{max}}(M))$, to this distribution of expected values, one can see if the dataset is typical of what one would expect given $M$. If the measured values of $(\mathcal{E}, \mathcal{L}_{\text{max}}(M))$ are atypical, one can conclude that $M$ is misspecified. Moreover, one may determine the nature of the misspecification by noting the location of the observed value of $(\mathcal{E}, \mathcal{L}_{\text{max}}(M))$ relative to the typical values of $(\mathcal{E}, \mathcal{L}_{\text{max}}(M))$. This is best illustrated with an example.

In our example, we imagine that an observer measures $N = 100$ values of some parameter $\theta$. Their model $M$ for the distribution of $\theta$ consists of a Gaussian distribution with mean $\mu = 0$ and width $\sigma = 1$:

$$\pi(\theta|M) \sim N(\mu = 0, \sigma = 1).$$  \hfill (27)

However, their model may be misspecified so that $\theta$ is not really distributed according to $M$. We consider five “possible worlds” [55], one in which the observer’s model is correctly specified and four in which it is not. Each world is assigned a color:

- **Black**: model is correctly specified ($\mu = 0, \sigma = 1$).
- **Purple**: model is too wide because the true distribution is ($\mu = 0, \sigma = 0.6$).
- **Blue**: model is too narrow because the true distribution is ($\mu = 0, \sigma = 1.4$).
- **Salmon**: model is shifted to one side because the true distribution is ($\mu = 1, \sigma = 1$).
- **Yellow**: model is too wide and shifted to one side because the true distribution is ($\mu = 0.8, \sigma = 0.6$).
We create ten mock datasets for each of the five possible worlds (black, purple, blue, salmon, and yellow) and 5000 mock datasets from the model $M$ (grey contours). For each dataset, we compute $(\mathcal{L}, \mathcal{L}_{\text{max}}(M))$—always using model $M$ (Eq. 27) even if the data are generated according to, say, the blue-world distribution. This is because we are studying the case where our observer might apply a misspecified model.

The results are shown in Fig. 4. The vertical axis is $\ln \mathcal{L}$ while the horizontal axis is $\ln \mathcal{L}_{\text{max}}(M)$. The dark-grey region in the bottom-right corner is forbidden since $\mathcal{L} \geq \mathcal{L}_{\text{max}}(M)$ by construction. The grey contours show the one, two, and three-sigma contours for the expected distribution from the model. Only the black world datasets are consistent with the expected distribution, as the model is correctly specified in the black world. The colored dots, meanwhile, show ten random realizations of $(\ln \mathcal{L}, \ln \mathcal{L}_{\text{max}}(M))$ in colored worlds where the model is misspecified in various ways. This is fundamentally different from a typical Bayesian inference plot where the data are fixed and the model is varied. Here, the model is fixed to $M$ (Eq. 27), and we consider different datasets, which may or may not be misspecified depending on the world of our observer.

When the model $M$ is sufficiently misspecified with respect to the true distribution, it becomes unlikely for our observer to obtain values of $(\mathcal{L}, \mathcal{L}_{\text{max}}(M))$ that reside within the expected three-sigma interval—a sign of misspecification. Interestingly, the different colored dots cluster in different regions. For example, in the world where the model $M$ is too broad (purple), the dots cluster above-right of the grey contours. In the world where the model $M$ is shifted away from the true peak (salmon), the dots cluster to the left of the grey contours. By studying where one’s observed values of $(\mathcal{L}, \mathcal{L}_{\text{max}}(M))$ fall on this diagram, one can gain some insight into the way in which one’s model is misspecified. This example focuses on relatively simple forms of misspecification involving the mean and variance. Other forms of misspecification (e.g., involving skewness and kurtosis) are, of course, possible as well. Given all the ways that a model can be misspecified, the “shifting model” / “narrowing model” arrows on Fig. 4 should be taken as rule-of-thumb signposts.

In practice, it is computationally challenging to create plots like Fig. 4 for population studies in gravitational-wave astronomy. While it is easy to create mock datasets, it is time-consuming to calculate individual-event likelihoods for one dataset, let alone thousands. There may be workarounds. We discuss this possibility in greater detail below.

### IV. APPLICATION TO GRAVITATIONAL-WAVE ASTRONOMY

In this section, we apply the $\mathcal{L}$ formalism to results from gravitational-wave astronomy to stress-test models for the population of merging binary black holes. We analyze data from the second gravitational-wave transient catalog (GWTC-3) [4, 56], which includes 69 confidently detected binary black hole mergers with false alarm rates $< 1 \text{yr}^{-1}$. To ensure similarity to the GWTC-3 LVK population analysis [16, 57], we utilize the same individual-event posterior samples — constructed from equally weighted samples generated from effective-one-body (SEOBNRv3 [58, 59], SEOBNRv4PHM [60, 61]) and phenomenological (IMRPhenomPv2 [62], IMRPhenomXPHM [63]) waveform results (see [16] for more details). To construct the lower-dimensional individual-event likelihoods, we utilize the same samples while marginalizing over all other “nuisance” parameters. For these “nuisance” parameters, we chose the distributions associated with the maximum a posteriori hyperparameters from the LVK’s GWTC-3 population analysis with the Power Law+Peak-Default-Power Law model [16].

We divide out the sampling prior to convert the one-dimensional posterior to a likelihood. The likelihood normalization is computed using the Bayesian evidence of each event. The normalization is not important for the calculation of $\pi$, but it affects the misspecification tests demonstrated in Sec. IV C. We calculate the hyperparameter distributions and $\mathcal{L}_{\text{max}}(M)$ using GWPopulation [64], which employs Bilby [65, 66] and Dynesty [67]. We utilize the combined injection set from Ref. [68] to compute the estimated detectable fraction of binary black-hole mergers over the first three observing runs.

#### A. Model inspiration through visual inspection

One straightforward application of the $\mathcal{L}$ formalism is to visually compare the reconstructed population distribution (obtained using a phenomenological model) with $\pi(\theta)$. By comparing these two distributions, it is possible to see which features in the phenomenological model reconstruction are due to prior assumptions, which features are due to real trends in the data, and which features might be missing from the phenomenological model. Formally, we compare $\pi(\theta)$ to the population predictive distribution (PPD)

$$PPD(\theta|d, M) = \int d\Lambda p(\Lambda|d)\pi(\theta|\Lambda, M),$$

which describes the astrophysical distribution of $\theta$ given a phenomenological model $M$ with hyper-parameters $\Lambda$.

In Fig. 5, we present $\pi(\theta)$ with the PPDs from the LVK analysis of GWTC-3 [16, 57] for source-frame primary mass $m_1$ (top), the effective inspiral spin parameter $\chi_{\text{eff}}$ (middle), and redshift $z$ (bottom). Each row contains two sub-panels; the small upper panel shows the maximum-likelihood estimate for each gravitational-wave event and the 90% confidence interval while the larger lower panel compares $\pi$ with the PPD. The PPD is plotted as a thick
FIG. 4. An illustration of model criticism with the $\mathcal{L}$ formalism. In the left-hand panel, we plot $(\mathcal{L}, \mathcal{L}_{\text{max}})$ for five different underlying populations (each with ten different realizations), analyzed a toy-model with a mean of $\mu = 0$ and standard deviation $\sigma = 1$. Each population is represented by a different color. The gray contours show the 1, 2, and 3-sigma credible intervals for the expected distribution of $p(\mathcal{L}, \mathcal{L}_{\text{max}})$ from the toy-model. By comparing the measured values of $(\mathcal{L}, \mathcal{L}_{\text{max}})$ from an observed population to the expected distribution from our choice of model, one may determine if the dataset is typical of what one would expect given the model. If the measured values of $(\mathcal{L}, \mathcal{L}_{\text{max}})$ fall outside these intervals, one may conclude that the toy-model is misspecified (does not accurately model the data). Moreover, the location of a point on this plot relative to the expected distribution, conveys information about the way in which a model is misspecified. The right-hand panel shows the toy-model (grey), the true population distribution for the starred and labeled datapoint (a-d), and the respective $\pi$ for the observed data (turquoise). This demonstrates that shifts away from the expected distribution (left-hand panel; grey) in $(\mathcal{L}, \mathcal{L}_{\text{max}})$ can be visually identifiable to the reconstruction of $\pi$.

We first turn our attention to the primary mass distribution in the top row. There are $M = 10$ delta function peaks, implying an informativeness of $I = 0.15$ (see Eq. (19)). This result is computed in 169.3 seconds. The gray band is the POWER LAW + PEAK model from [19] while the orange band is a (more flexible) semi-parametric power-law-spline model denoted SPLINE from [30]. The agreement between $\pi$ and the two PPDs is striking, with cyan spikes closely matching several of the features in both models including the turn-over at low masses near $\approx 12 M_\odot$ and the bump at $30 M_\odot$. Furthermore, we see that $\pi$ also recovers some of the finer detail features found only by the SPLINE model. In particular, the shift in the low-mass peak and the dips in posterior support at $\sim 16 M_\odot$ and $\sim 25 M_\odot$ are present in the structure of $\pi$. Based on our visual inspection, it appears that current models are capturing much if not all of the structure present in $\pi$.

Turning our attention to the middle row, we study the distribution of effective inspiral spin parameter [69],

$$\chi_{\text{eff}} = \frac{\chi_1 \cos \theta_1 + q \chi_2 \cos \theta_2}{1 + q},$$

which measures the mass-weighted black hole spin projected along the orbital angular momentum [70]. This time, only $n = 4$ delta function spikes are required to fit the data ($I = 0.06$), showing how much harder it is to measure $\chi_{\text{eff}}$ than $m_1$. Computing $\pi(\chi_{\text{eff}})$ requires 71.3 seconds. The quicker computation time is likely a result of the lower number of delta functions required. In gray, we plot the PPD for the DEFAULT model from Refs. [15, 16], which draws on work from Refs. [20, 71]. In orange we plot the PPD for the EXTENDED model from Refs. [28, 38], which only analyse 68 binary black-hole events in the population due to data quality concerns regarding one event [72]. To plot the EXTENDED model...
results, which incorporates a delta function at $\chi_{\text{eff}} = 0$, we plot the 90% interval for the delta function height, $\delta$, multiplied by the same scale factor as $\pi$. The continuous contribution to the EXTENDED model is then scaled by the ratio of the PPD evaluated at only the non-zero $\chi_{\text{eff}}$ $\pi$ delta functions to the previously computed scaling.

The data-driven $\pi$ includes a delta function at $\chi_{\text{eff}} \approx 0$ and three smaller peaks in the $\chi_{\text{eff}} > 0$ region, but no peaks with $\chi_{\text{eff}} < 0$. The lack of support for $\chi_{\text{eff}} < 0$ is in contrast to Refs [15, 16], which find support for a sub-population of binary black holes with $\chi_{\text{eff}} < 0$. The strong delta function at $\chi_{\text{eff}} = 0$ lends support to the argument put forward in Refs. [17, 27, 28] that the data can be well-modeled with a sub-population of “non-spinning” $\chi_{\text{eff}} = 0$ binaries, even if there is not strong statistical support for the existence of such a peak [37, 38, 73]. However, our visual comparison suggests that the EXTENDED model may over-predict the abundance of binaries with $\chi_{\text{eff}} \approx 0.3$. Moreover, we note that the distribution of $\chi_{\text{eff}} = 0$ appears to also be consistent with a smooth, one-sided distribution, maximal at $\chi_{\text{eff}} = 0$, and slowly decaying at larger positive values of $\chi_{\text{eff}} = 0$—that is, a single population.

Turning our attention to the bottom row of Fig. 5, we consider the case of redshift. For this parameter, $n = 6$ ($I = 0.09$), and takes 116 seconds to compute. Here we plot the merger rate as a function of redshift, $R(z)$ by dividing the posterior predictive distribution by the PPD by the evolution of the comoving volume and time delay with respect to redshift. The merger rate is more commonly utilized for interpreting the redshift evolution. The $\pi$ distribution fits a decrease in the merger rate at a redshift of $z \sim 0.13$. While we caution that $\pi$ is purely data-informed, and such a feature might diminish with additional observations, the POWER LAW model utilized in Refs. [15, 16] lacks the flexibility to resolve such a feature. Comparing our results to Ref. [31], we observe that $\pi$ is qualitatively different from the “non-parametric” model [74] used in that paper. Our best guess is that the reconstruction from Ref. [31] is reasonable, and that the different features in $\pi$ are due to noise fluctuations, though, it is possible that the smooth spline structure imposed by the [31] model is misspecified or that the prior on “knot location” is somehow subtly influencing the fit. As more gravitational-wave observations are made, finer structure may emerge in the redshift evolution of the binary merger rate. These differences between the parametric reconstructions and $\pi$ might present the first hints of such structure. We suggest that future redshift models include additional flexibility to study the possibility of a deficit of mergers in the nearby Universe.

By using the iterative “grid-based” method (without further constrained optimization), we also demonstrate the computation of a two-dimensional $\pi$ distribution. In particular, we study the joint distribution of mass ratio $q$ and effective spin inspiral parameter $\chi_{\text{eff}}$. Recent studies have explored the possibility of astrophysical correlations between $q$ and $\chi_{\text{eff}}$ [16, 75, 76], finding an anticorrelation,
i.e. more unequal mass systems typically possess a effective spin inspiral parameter. The presence of an anticorrelation in the $q, \chi_{\text{eff}}$ distribution has implications for the formation environments of binary black holes. Ref. [77], for example, propose that such an anticorrelation could be due to assembly of binary black holes in active galactic nuclei.

In Fig. 6 we plot $\pi(q, \chi_{\text{eff}})$ as eight colored pixels. It is easier to digest this $\pi$ plot than the superposition of single-event, 90% credible intervals for all 69 events (gray). In order to compare $\pi$ to recent models, we plot the 90% contours of maximum a posteriori distribution estimates for the DEFAULT model in Ref. [16] which assumes no correlation (black curve), the CORRELATED model from Ref. [75] (blue curve) and the COPULA model from Ref. [76]. From visual examination of $\pi$, it is clear that the anticorrelation identified in Ref. [75] is based on actual features in the data: the pixels corresponding to the delta functions are consistent with anticorrelation between $(q, \chi_{\text{eff}})$. However, $\pi$ is also consistent with the hypothesis that there are separate sub-populations located at different regions in the $q, \chi_{\text{eff}}$ space (an instance of Simpson’s reversal [78]).

B. Upper bounds on population model likelihoods

In Table I we report the difference in natural log likelihood comparing the various population models to the maximum population likelihood $\mathcal{L}$:

$$\ln \mathcal{B} = \ln \mathcal{L} - \ln \mathcal{L}_{\text{max}}(M).$$

(30)

The $\ln \mathcal{B}$ values in Table I measure the fit of population models relative to the best possible fit. Motivated by the typical threshold for model selection in terms of Bayes factors [46], a value of $\ln \mathcal{B} \lesssim 8$ indicates that the population model is very close to the maximum population likelihood [1], which would imply that the fit cannot be dramatically improved. A large value of $\ln \mathcal{B}$ by itself does not imply that a model is “wrong” or unsuitable to describe the data, but it does quantify the extent to which an alternative model can in-principle improve over the current offerings.

Returning to Table I, the POWER LAW + PEAK model for $m_1$ shows the most potential room for improvement. This may be due to structure identified using the SPLINE model, which is missing from the less flexible POWER LAW + PEAK. However, the $m_1$ measurements are also the most informative in Table I (with the largest value of $T$). With more information, it is probably easier to concord an a posteriori model with a large population likelihood that explains various features in the distribution of $m_1$ through over-fitting. The DEFAULT and EXTENDED spin models both exhibit $\ln \mathcal{B} < 8$, which implies that neither model can be unequivocally ruled out, though, the EXTENDED model provides a somewhat better fit with a natural log likelihood difference of 4.17. We also note that the $\chi_{\text{eff}}$ and $z$ observations are noticeably less informative, and simultaneously the associated values of $\mathcal{L}_{\text{max}}(M)$ are closer to $\mathcal{L}$. This might indicate that, while there are features present in $\pi$ that are present in the data, they are not statistically significant.

| Parameter | $T$ | Model          | $\ln \mathcal{B}$ |
|-----------|-----|----------------|-------------------|
| $m_1$     | 0.15| POWER LAW + PEAK | 14.89 |
|           |     | SPLINE         | 6.66  |
| $\chi_{\text{eff}}$ | 0.06| DEFAULT         | 7.70  |
|           |     | EXTENDED       | 3.53  |
| $z$       | 0.09| POWER LAW      | 8.93  |
|           |     | SPLINE         | 6.59  |

TABLE I. The performance of different population models relative to the $m_1$. The quantity $\mathcal{B}$ (Eq. (30)) is a measure of the population likelihood of each model relative the maximum possible population likelihood $\mathcal{L}$. The “informativeness” $T$ (Eq. (19)) is a measure of the information available about the distribution of each parameter.

C. Model criticism in gravitational-wave astronomy

It would be interesting to make a version of the left-hand panel of Fig. 4 using the population models from gravitational-wave astronomy discussed in the previous subsection. Unfortunately, this is quite computationally difficult. First, we would need to run single-event parameter estimation of $N \approx 69$ events drawn from a random realization of the population fit to the observed gravitational-wave events. This needs to be repeated $O(1000)$ times to produce the refined contours as those shown in the toy-model example (Fig. 4). However, as an initial demonstration, we generate three simulated catalogs of 69 events using three draws from the POWER LAW + PEAK - DEFAULT - POWER LAW hyperposterior informed by observations from GWTC-3 [16]. These simulated observations were produced with injections of the IMRPhenomXPHM [63] waveform into simulated Gaussian noise colored by the power spectral density from the first half of the third LVK observing run.

We then run Bayesian hierarchical inference to determine the posterior predictive distributions from the parameterized model. Using the posterior predictive distributions, following the calculation undertaken for the collection of real gravitational-wave observations, we produce the one-dimensional marginal likelihoods which are then used to compute $\mathcal{L}$ and $\mathcal{L}_{\text{max}}(M)$. Unlike in Sec. 4, where enough simulated catalogs are produced to construct an expected distribution in the $(\mathcal{L}, \mathcal{L}_{\text{max}}(M))$ plane, here we are required to model and fit the distribution. We employ Bayesian inference and a simple multivariate Gaussian distribution model to estimate the structure in the expected $(\mathcal{L}, \mathcal{L}_{\text{max}}(M))$ distribution. We use a Wishart prior on the covariance matrix [79]. We use the posterior predictive distribution of fitted Gaus-
sian distributions to estimate whether the models utilized in Ref. [16] are inadequate for the observations.

The results are shown in Fig. 7 for the primary black-hole mass, effective inspiral parameter, and redshift. The blue dots correspond to the three simulated gravitational-wave catalogs, whereas the black star corresponds to the observed values from GWTC-3. The gray ellipses are 3σ intervals for \( (\mathcal{L}, \mathcal{L}_{\text{max}}(M)) \), each associated with a different realization of our Gaussian fit. (The large amount of scatter is due to the fact that we are attempting to fit a Gaussian to just three points.) The dashed blue curve corresponds to the maximum a posteriori (MAP) estimate. The value of \( \mathcal{L}_{\text{max}}(M) \) has been normalized to the value found for GWTC-3. The inferred points in \( (\mathcal{L}, \mathcal{L}_{\text{max}}(M)) \) for GWTC-3 typically reside beyond the 3σ confidence interval, which we use as our criteria for misspecification.

We calculate a \( p \)-value for each panel, which quantifies the probability of observing the GWTC-3 values for \( (\mathcal{L}, \mathcal{L}_{\text{max}}(M)) \) given our fit; small \( p \)-values are indicative of misspecification. For the Power Law + Peak primary black-hole mass model is misspecified we find \( p = 46\% \), for the Default \( \chi_{\text{eff}} \) model we find \( p = 31\% \), and for the redshift Power Law model we find \( p = 8\% \). None of the models we consider are clearly ruled out as misspecified, as the sensitivity of this test is somewhat hamstrung by the small number of simulated catalogs. It would not surprise us if a more aggressive follow-up study \( O(1000) \) simulations identified one or more models as more obviously misspecified.

One important caveat to these results is that the overall normalization of the likelihood depends on the computation of the individual observation Bayesian evidences. With stark differences between the analyses made in Refs. [4, 16], it is difficult to accurately emulate the correct overall normalization of the likelihood. This globally impacts in the scale of \( \mathcal{L}_{\text{max}}(M) \) for the simulated catalog – potentially shifting the distributions closer or further from the inferred GWTC-3 result. In addition, the robustness of the evidences computed within Ref. [4] are not guaranteed (see e.g. Ref. [37]).

There are a number of solutions to address the computational cost of this analysis. While probably not realistic in the near future, it may be possible to represent the likelihood functions of simulated events using a Fisher matrix approximation, which would speed up the calculation significantly. However, verifying that this approximation produces adequately estimates for \( \mathcal{L}, \mathcal{L}_{\text{max}}(M) \) could remain a challenge. Another possibility worthy of investigation is the idea that the distribution of \( \mathcal{L}, \mathcal{L}_{\text{max}}(M) \) might have some quasi-universal properties. If it can be shown that a large class of problems produce a similarly-shaped distribution of \( \mathcal{L}, \mathcal{L}_{\text{max}}(M) \), perhaps a relatively small number of simulations can be used to work out the shape of \( p(\mathcal{L}, \mathcal{L}_{\text{max}}(M)) \). We leave this for future work. Perhaps most promising are efforts to speed up the

![Fig. 6](image-url)
due to the limited number of simulated gravitational-wave catalogs, we model the expected distribution $p(\mathcal{L}, \mathcal{L}_{\text{max}}(M))$ as a multivariate Gaussian distribution and infer the possible mean and covariance matrix from the three simulated values (blue). The grey ellipses correspond to the $3\sigma$ confidence intervals for 100 different realizations of the possible distribution. The dashed blue ellipses correspond to the maximum a posteriori (MAP) predictive distributions. The inferred values of $(\mathcal{L}, \mathcal{L}_{\text{max}}(M))$ from the 69 events in GWTC-3 are shown by the black point. The likelihoods are normalized by the maximum likelihood inferred from the GWTC-3 model. From the inferred ellipses, we can conclude that there is a possibility that some or all models used are inadequate for the observations. Further studies with larger simulated catalogs are required to truly determine whether these models are misspecified.

V. CONCLUSION

The $\mathcal{L}$ formalism provides a useful lens through which to view population studies in gravitational-wave astronomy. It provides an upper bound on the Bayesian evidence for population models, $\mathcal{L}$. The associated pseudo-prior distribution $\pi$ is a sum of delta functions. The $\pi$ distribution can be used to see which features in a reconstructed distribution are model-dependent, and which are genuinely present in the data. The $\pi$ distribution can also draw attention to features in the data that are not fit by current models, providing a tool for the design of new models. Finally, the $\mathcal{L}$ formalism can be used to determine if a model is misspecified, by comparing the values of $(\mathcal{L}, \mathcal{L}_{\text{max}}(M))$ to the expected distribution of these quantities given the model $M$. This comparison can be made quantitatively with a $p$-value. And, by comparing the measured values of $(\mathcal{L}, \mathcal{L}_{\text{max}}(M))$ to the distribution expected given the model, it is possible to see the way in which the model is misspecified. Constructing a distribution of $\mathcal{L}, \mathcal{L}_{\text{max}}(M)$ may be computationally prohibitive in gravitational-wave astronomy, though, future work is required to investigate simplifying assumptions that might bring down the cost.

While we have introduced the $\mathcal{L}$ formalism within the context of gravitational-wave astronomy, the framework is general, and we expect it can be applied to a broad range of problems in astronomy and beyond where one seeks to infer the distribution of parameters $\theta$ with potentially unreliable hierarchical models.
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Appendix A: Outline of \( \pi \) structure proof

1. Overview

In this appendix we outline the basic ideas underpinning the proof from Ref. [43] by Lindsay that \( \pi \) consists of a sum of \( \leq N \) delta functions:

\[
\pi(\theta) = \sum_{k=1}^{n} w_k \delta(\theta - \theta_k). \tag{A1}
\]

Our aim is to provide readers with a qualitative understanding. To this end, we consider a simple example of \( N = 2 \) measurements, each characterized by a Gaussian likelihood functions. Our example measurements are depicted in the right-hand column of Fig. 8, which shows two single-event likelihoods (one in purple, the other in red), both conditioned on some parameter \( \theta \). In each row of Fig. 8, we vary the separation of these two single-event likelihood functions relative to their width: far apart in the top row, becoming closer together in the two subsequent rows. We show below how \( \pi \) consists of either one or two delta functions, depending on this relative separation and explain how this generalizes to \( N > 2 \).

Lindsay’s proof relies on the mathematics of convex hulls, geometric shapes which can be defined in arbitrarily high dimensions. If one draws a line between any two points on a convex hull, all the points on that line are also part of the hull. (The gray shaded regions in the left-hand column of Fig. 8 are all examples of convex hulls.) Convex hulls are often used in optimization problems with constraints where the optimal solution occurs on the boundary of the hull, which is determined by the constraints. In Lindsay’s proof, the relevant constraint equation is the unitarity of the \( \pi(\theta) \):

\[
\int d\theta \pi(\theta) = 1. \tag{A2}
\]

The unitarity constraint means that the form of \( \pi(\theta) \) that maximizes the population likelihood exists on the boundary of a complex hull.

2. A geometric picture

For the sake of simplicity, we ignore the impact of the selection function [81]. We represent the observations using what Lindsay refers to as an atomic likelihood vector,

\[
L(\hat{\theta}) \equiv \{ \mathcal{L}(d_1|\hat{\theta}), \mathcal{L}(d_2|\hat{\theta}), \ldots, \mathcal{L}(d_N|\hat{\theta}) \}. \tag{A3}
\]

Each element of this vector is a single-event likelihood marginalised over a delta-function prior peaking at \( \hat{\theta} \):

\[
\mathcal{L}(d_i|\hat{\theta}) = \int d\theta_i \mathcal{L}(d_i|\theta_i) \delta(\theta - \hat{\theta}). \tag{A4}
\]

This allows us to represent the problem in an abstract \( N \)-dimensional likelihood space. The left-hand column of Fig. 8 provides a visualization of such a two-dimensional atomic likelihood vector space. Scanning over all possible values of \( \hat{\theta} \) traces out the red curve in the atomic likelihood vector space, which represents all possible values of the atomic likelihood vector \( L(\theta) \). By varying \( \hat{\theta} \), we can make an individual element of the atomic likelihood vector large, but doing may make other elements of the vector small as we see in the top row with widely separated single-event likelihood functions.

The weighted sum of atomic likelihood vectors

\[
L(\bar{w}) = \sum_{k} w_k L(\hat{\theta}_k) \tag{A5}
\]

yields a vector of likelihoods with elements

\[
\mathcal{L}(d_i|\bar{w}) = \sum_{k} w_k \mathcal{L}(d_i|\hat{\theta}_k), \tag{A6}
\]

corresponding to the marginal likelihood given a prior of delta functions

\[
\pi(\theta) = \sum_{k} w_k \delta(\theta - \theta_k), \tag{A7}
\]

where

\[
\sum_{k} w_k = 1. \tag{A8}
\]

This means we can construct more general marginal likelihood vectors with a linear combination of atomic vectors. Furthermore, in the continuum limit, any prior can
FIG. 8. Visual illustrations of the proof in Ref. [43]. The left-hand column panels show the atomic likelihood vectors (red), the convex hull produced from the red curve (grey with black outline), and the cyan point on the convex-hull boundary with the maximum population likelihood $\mathcal{L}$. The black points correspond to the points from the set of atomic likelihood vectors which generate the maximum population likelihood. The right-hand column panels show three examples of $N = 2$ single-event likelihood functions (purple and red). The distribution of $\pi$ is indicated with one or more cyan spikes. These spikes correspond to the $\mathcal{L}$ solution (cyan dot) in the corresponding left-hand panel. In (a), the two single-event likelihoods are mostly disjoint and so two delta functions are required to maximize the population likelihood (cf. Fig. 1 in Ref. [43]). As the two single-event likelihoods begin to overlap further, these two delta functions move closer together as shown in (b). Moving the single-event likelihoods closer still, the set of atomic likelihood vectors becomes the boundary of the convex hull, at which point only one delta function is required to maximize the likelihood as shown in (c).
be used to marginalize over the atomic likelihood vectors. Elements of the marginal likelihood vector in the continuum limit take the form,

\[ \mathcal{L}(d_i|M) = \int d\theta_i \mathcal{L}(d_i|\theta_i) \pi(\theta_i|M). \]  

(A9)

Let us consider again the \( N = 2 \) example illustrated in Fig. 8. If we pick any two points on the red curve, each corresponding to some value of \( \theta \), which we denote \( A \) and \( B \), we can define two basis vectors: \( \hat{e}_A \) and \( \hat{e}_B \). The linear combinations of these two basis vectors forms a line connecting \( A \) and \( B \). All of the points along this line represent likelihood vectors constructed from \( N = 2 \) delta functions. By connecting together every possible pair of points on the red atomic likelihood points, we map out the gray region—the convex hull. Every possible marginal likelihood vector (for any choice of prior) is part of the hull. That is, the set of all possible summations is the convex hull and is a representation of all possible probability distributions in the likelihood space. This result is profound—our original problem is reduced from an infinite set of possible population distributions to a closed region in an \( N \)-dimensional likelihood space. The construction of the convex hull is unique \([43]\), except in pathological cases further discussed in Sec. A3.

Now that we have studied the geometry of the atomic likelihood vector space, we ask the question: what point in our convex hull corresponds to the maximum population likelihood? The population likelihood can be written as a product of the marginal likelihood vector elements:

\[ \mathcal{L}_{\text{pop}}(\vec{d}|M) = \prod_{i=1}^{N} \mathcal{L}(d_i|M). \]  

(A10)

In \( N = 2 \) dimensions, we can fix \( \mathcal{L}_{\text{pop}}(\vec{d}) \) and identify hyperbolic curves of the form

\[ \mathcal{L}(d_2) = \mathcal{L}(\vec{d})/\mathcal{L}(d_1), \]  

(A11)

represented in the left-hand column of Fig. 8 by gray curves. All the points on one of these curves have the same population likelihood. If we jump up to and the right from one gray curve to another, the population likelihood increases. These constant-population-likelihood, hyperbolic curves do not depend on any population model. The population likelihood is then maximized by finding the point on the boundary of the hull tangent to the gray curve with the largest population likelihood (the most up-and-to-right gray curve). In general, the maximum population likelihood point lies on the boundary of the hull \([43, 82]\). Our maximization problem can therefore be rewritten as a geometry problem.

We now turn our attention to the different rows of Fig. 8. In the top row, the two single-event likelihoods (right) are widely separated. The cyan dot on the left-hand plot shows the maximum population likelihood point on the surface of the hull. This is where the population likelihood has a value of \( \mathcal{L} \). It falls on a straight black surface of the hull, but not on the red atomic likelihood vector curve. This means that the cyan point is a linear combination of two atomic likelihood vectors, which are indicated by the two black points (cf. Fig. 1 in Ref. [43]). Thus, the maximum population likelihood solution consists of two delta functions, each corresponding to a different atomic vector. This linear combination of delta functions is shown in the right-hand panel with cyan spikes. Unsurprisingly, they coincide with the two single-event likelihood function peaks.

Moving down to the second row, the single-event likelihood functions (right) are now closer still. The hull boundary point that maximizes the population likelihood still does not fall on the red curve of atomic vectors. Again, it is a linear combination of two black points. However, since the shape of the hull has changed, the black points have moved relative to the top row. The corresponding delta function spikes (right) therefore shift toward \( \theta = 0 \) and no longer correspond to the maximum likelihood points of the single-event likelihoods.

In the bottom row, the single-event likelihood functions (right) are closer still. The hull (left) has now changed shape so that the cyan point marking the maximum population likelihood falls on the red curve denoting the set of atomic vectors (left). This means that the likelihood can be maximized with a single delta function at \( \theta = 0 \) (right). In each case (and almost all scenarios, see Sec. A3) the convex hull is unique, and so the cyan point of maximum population likelihood is unique as well. In all but the most pathological cases, Carathéodory’s theorem \([45, 83]\) states that all points on the boundary of a convex hull can be constructed by, at most, \( N \) points that were used to initially construct the hull (in our problem these are the atomic likelihood vectors). The relative weight of each delta function corresponds to the position along the boundary of the hull \([43]\). Thus, the population prior corresponding to the maximum population likelihood is a construction of a finite set of, at most, \( N \) delta functions.

The transition from two delta functions to one delta function occurs when the red curve passes through the black one (when the set of atomic likelihood vectors becomes convex). During this transition, the cyan point changes from residing on a straight line connecting two atomic vectors to residing on a single atomic vector point. This picture generalizes to higher dimensions. Solutions with three delta functions (which can only exist when \( N \geq 3 \)) reside on two-dimensional planes. Solutions with four delta functions (which can only exist when \( N \geq 4 \)) reside on three-dimensional hyper-planes. And so on.

3. Pathological cases

While we see that the maximum population likelihood
almost always corresponds to a finite, unique set of $N$ or fewer delta functions, there are pathological cases (not likely to come up in real-world data analysis) where this is not the case. Such cases stem from the maximum population likelihood point not being unique. So while the maximum population likelihood point is still found, multiple distributions can map to the same point in likelihood space. This requires artificial degeneracies in the measurements. In Fig. 9, we demonstrate one such example with two likelihood functions perfectly symmetric about $\theta = 0$ and one of which is bimodal. In the likelihood space, the $E$ point corresponds to two possible positions of the delta function. However, unlike in Fig. 8(a) where the two possible delta function positions are separated, here they correspond to same point in likelihood space.

Therefore, any normalized combination of the two delta functions produces the maximum population likelihood. This is emphasized by the dashed blue lines in the right column of Fig. 9(a), indicating that any combination of the two delta functions here is a permissible solution. However, we emphasize that this pathology arises from an artificial degeneracy, which is immediately broken if the likelihood functions are not precisely symmetric as demonstrated in Fig. 9(b). Other, even more pathological, situations can be constructed where infinitely many atomic likelihood vectors reside at the maximum population likelihood point, allowing for arbitrarily structured $\pi$ distributions. However, all such situations require regions of perfectly uniform likelihood functions, which we do not expect in realistic observations—at least, not in gravitational-wave astronomy.
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