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Abstract—Edge computing enables smart IoT-based systems via concurrent and continuous execution of latency-sensitive machine learning (ML) applications. These edge-based machine learning systems are often battery-powered (i.e., energy-limited). They use heterogeneous resources with diverse computing performance (e.g., CPU, GPU, and/or FPGA) to fulfill the latency constraints of ML applications. The challenge is to allocate user requests for different ML applications on the Heterogeneous Edge Computing Systems (HEC) with respect to both the energy and latency constraints of these systems. To this end, we study and analyze resource allocation solutions that can increase the on-time task completion rate while considering the energy constraint. Importantly, we investigate edge-friendly (lightweight) multi-objective mapping heuristics that do not become biased toward a particular application type to achieve the objectives; instead, the heuristics consider “fairness” across the concurrent ML applications in their mapping decisions. Performance evaluations demonstrate that the proposed heuristic outperforms widely-used heuristics in heterogeneous systems in terms of the latency and energy objectives, particularly, at low to moderate request arrival rates. We observed 8.9% improvement in on-time task completion rate and 12.6% in energy-saving without imposing any significant overhead on the edge system.

Index Terms—Heterogeneous Edge Computing (HEC), Resource Allocation, Machine Learning (ML) Systems, Energy Efficiency, Latency-aware resource allocation, and Fair Scheduling.

I. INTRODUCTION

A. Motivation

IoT-based systems commonly rely on edge computing to process Machine Learning (ML) applications in the user’s proximity, thereby, offering low-latency smart services. However, the edge systems are often battery-powered and have a limited energy supply. In many use cases, the IoT-based systems offer multiple smart services to their users (e.g., object detection and motion capture \cite{1}). Therefore, the corresponding edge system needs to handle multiple compute-intensive ML applications simultaneously \textit{i.e.,} concurrently and continuously on its limited resources. These limitations justify making use of inconsistently Heterogeneous Edge Computing (HEC) systems \cite{2}, \cite{3} where processors are architecturally diverse and offer different compute performance and energy consumption for distinct application types.

An exemplar use case of such an IoT-based system is SmartSight \cite{4} (see Figure 1), whose aim is to offer ambient perception to the blind and visually impaired people. The system operates based on a pair of smart-glasses and a companion edge system that takes advantage of \textit{inconsistently heterogeneous} processing units \cite{2} (a.k.a. machines) in which each machine type has a different energy consumption and is optimized for fast execution of certain task types. For instance, the HEC system can take advantage of both ESP32 (with IVP-EP 32-way SIMD imaging/video dataplane processor) \cite{5} and ARC EM9D/EM11D processors \cite{6} that are optimized for image/video processing tasks \textit{e.g., object detection}, and audio processing tasks \textit{e.g., speech recognition}, respectively. In this system, the companion edge system has to concurrently and continuously execute multiple ML applications and serve the user’s requests within a short latency (in less than 100 milliseconds), thereby, offering services such as object detection to identify obstacles, motion detection to identify approaching objects, face recognition, text recognition, and speech recognition to respond the user’s commands. Both energy-efficiency and low-latency are critical metrics for the usability and dependability of this system and the day-to-day life of the disabled user. As such, any platform for this system must aim at \textit{maximizing the energy-efficiency and minimizing the latency} for \textit{all} the offered services.

B. Problem Statement

An overview of the HEC system that we consider in this study is shown in Figure 1. Multi-modal data \textit{e.g., image, video, voice} are streamed from the sensors of an IoT device and form different types of task requests that dynamically arrive at the HEC system. Subsequently, the mapper module is triggered and allocates the tasks to a set of inconsistently heterogeneous machines. Before executing a task, its data is fetched to the local queue of the machine. Note that the local queues of the machines are limited. The tasks are independent and latency-sensitive, with individual hard deadlines.

In the HEC system, efficiently allocating tasks to the limited resources is decisive on the latency and energy objectives. Intuitively, resource allocation decisions can minimize the energy consumption by mapping user requests to the machine with minimum energy usage (and computing performance). However, such allocations can potentially undermine the latency objective. In contrast, allocating user requests to the fastest machine (with higher energy consumption) depletes the battery quickly and runs the system unusable. In a system like
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SmartSight, such an unusability can potentially threaten the user’s safety. These extreme cases demonstrate the importance of efficient resource allocation to increase the up-time and usability of an energy-limited HEC system.

The resource allocation decisions must also be fair across the concurrent services. That is, the aforementioned objectives cannot be fulfilled by making the system biased towards specific task requests. For instance, to make the system energy-efficient and last for a longer time, a resource allocation method cannot consistently ignore (i.e., drop) the motion detection tasks (that have long execution times) in favor of the object detection ones (that have shorter execution times). In the case of SmartSight, such a biased system makes the blind person incapable of detecting approaching objects, which again undermines its usability. As such, fairness across request types is the third objective that has to be considered by the resource allocation of such systems. In sum, the problem we investigate in this research can be stated as follows: how to design a fair resource allocation method for tasks (i.e., requests to concurrent ML applications), such that the on-time task completion rate is maximized within the energy constraint of the HEC system? It is noteworthy that in such a resource-limited computing system, the resource allocation method should be lightweight, and its incurred overhead should not worsen the system performance.

Resource allocation problem for heterogeneous systems has been widely studied with the objective of either maximizing the on-time task completion [3] or minimizing the energy consumption [7]. Nonetheless, in a usable IoT-based system, both of these objectives in addition to the fairness are desired on a resource- and energy-constraint system.

C. Solution Statement and Contributions

In addressing the multi-objective problem, we noticed that often improving the latency objective comes with the cost of energy-inefficiency and vice versa. Hence, we investigate how to efficiently strike a trade-off between the energy and latency objectives. Such a multi-objective resource allocation problem is known to be NP-complete [8]; thus, we develop a spectrum of heuristic solutions that range from latency-aware to energy-aware ones. We note that, in the described HEC system, executing a task that is unlikely to meet its deadline wastes the available energy for its unsuccessful execution and delays the following tasks, reducing their chance of on-time completion, hence, degrading the system’s usability. To mitigate this, prior to the mapping, the mapper should proactively drop tasks that are most probably unable to meet their deadline.

The performance metric for the latency objective is the number of tasks successfully that are completed on-time (i.e., within the latency constraint), and for the energy objective is the amount of energy consumed to execute task requests. Then, we show that using the proposed lightweight mapping heuristic, called ELARE, we can meet both the energy and latency objectives that can dominate the widely-used resource allocation heuristics. In the next step, we explore the fairness aspect. For that purpose, we first formally define a measure to quantify the fairness in a HEC system. Next, we leverage the measure to propose a Fair Energy- and Latency-Aware Resource allocation on heterogeneous Edge systems, called FELARE, that can maintain fairness across task types while the energy and latency objectives are satisfied. FELARE aims at minimizing the energy consumption for the mapping decisions that are expected to result in successful task completion (i.e., feasible scheduling decisions). FELARE also identifies the suffered task types (i.e., those with the low fairness value) and dynamically adjusts its decisions to mitigate the unfairness.

To evaluate the efficacy of the ELARE and FELARE heuristics, we conducted a simulation study and noticed that these methods could improve the on-time task completion by 8.9% and reduce the wasted energy due to inefficient task scheduling by 12.6%. These heuristics could also achieve fairness while fulfilling the energy and latency objectives. In sum, the main contributions of this research are as follows:

- Developing a measure to quantify the scheduling fairness across different task types in a computing system.
- Performing a multi-objective analysis of the resource allocation in the HEC system.
- Leveraging the multi-objective analysis to develop a fair latency- and energy-aware heuristics for concurrent ML applications in the HEC systems.
- Investigating the energy consumption, latency, and fairness resulted by the proposed heuristics against widely used scheduling heuristics in the HEC systems.

Although we conduct this research in the context of machine learning tasks and edge computing, our analysis and findings are not limited to this context and can be adapted to similar contexts where a set of pre-known independent task types are deployed on energy-limited heterogeneous machines.

Paper structure: Section II reviews prior studies. In Section III, we provide an overview of the system. Then, in Section IV, we describe our latency- and energy-aware heuristic. In Section V, we propose a measure to quantify the fairness.
and the fair resource allocation. Next, in Sections VI and VII, the performance evaluation of the methods are described. Conclusions and future works are discussed in Section VIII.

II. RELATED WORK

ML applications are computationally intensive, and deploying them in resource-limited HEC systems would raise two critical challenges: (i) latency and (ii) energy consumption [9]–[11]. Prior research efforts have addressed these challenges in two ways: deploying approximate computing techniques and proposing efficient resource allocation algorithms.

Approximate computing techniques can be used to improve the latency and energy consumption of the ML applications [12]–[14]. Approximate computing, in particular, improves the latency and energy consumption of computationally intensive applications by leveraging their error resistance [15]. In hardware-level approximate computing, the hardware components are modified such that the computations are performed with less energy consumption and lower accuracy. In [14], [16], the researchers implemented approximate adders and multipliers in deep learning accelerators to improve the performance of the accelerator and save energy. Quantization is another approximate computing technique that can be used to reduce the latency and energy consumption of deep learning applications. In integer quantization, the 32-bit floating-point numbers (e.g., weights) are converted to 8-bit fixed-point numbers to shrink the model, and consequently reduce the latency [17]. In [18], the authors suggested a quantization approach that allows inference to be performed using only integer arithmetic. Their proposed quantization technique could reduce the model size by 4x. In [19], the authors introduce a layer-wise and per-parameter quantization method that could maintain the accuracy while the energy consumption and model size is decreased.

The optimal scheduling is proven to be an NP-hard problem [8], [20], thereby, a substantial exploration has been accomplished to propose a feasible heuristic-based or suboptimal solutions. The majority of the proposed solutions in scheduling focuses on one or two objectives like energy [21]–[23], makespan [24], or QoS [25]. In [26] a bio-inspired approach was proposed to solve the bi-objective optimization problem for the system makespan and the energy consumption objectives. In [27], the authors employed linear weighted sum techniques to minimize both energy and makespan. In [3], [28], the probabilistic approach is used to determine the probability of on-time completion of tasks on available computing resources. Then, a task dropping mechanism is deployed to maximize the system’s robustness. The dropping decisions are made such that the overall system performance would increase.

The optimal scheduling and approximate computing techniques are complementary solutions. In fact, the synergy between approximate computing and efficient scheduling can significantly increase the overall system performance. In this work, we propose an efficient resource allocation algorithm that aims to minimize the system’s wasted energy due to unsuccessful completion of tasks while the performance metric is maintained. Furthermore, the proposed method is developed first to detect the unfairness across task types, and then it treats the suffered task types until the fairness criteria are satisfied.

III. SYSTEM MODEL

This research encompasses scenarios where a single-user HEC system is employed to host multiple ML applications, such as SmartSight [4] and those explored in [29]–[31]. In these scenarios, ML applications are latency-sensitive and have to process the user’s requests in a real-time manner. As an example, a request to an obstacle detection application in SmartSight has to detect the objects (obstacles) for a disabled user within a short hard deadline. There is no use in completing a task after the deadline has passed, and doing so makes the solution unusable for the disabled user. Moreover, these HEC systems host only a limited and pre-known ML applications (a.k.a. task types) with different data modalities (e.g., video, image, or voice) that are assumed to have the same priority. As shown in Figure 1, task with various modalities are queued upon arrival. Then, the resource allocator (a.k.a. scheduler) uses a mapping heuristic to make one of the following decisions for each queued task: (A) mapping it to an available slot in the local queue of a machine; (B) discarding it, via dropping it or deferring its mapping to a later time. A mapping could happen in two situations: (i) completion of an executing task or (ii) arrival of a new task. The local queue on each machine is to fetch the required data (e.g., image, audio, or video) and prepare the assigned tasks for execution. Due to uncertainty in the execution time of tasks and its compound impact on the mapping decisions, the local queues are considered to have a limited size, and they are equal across different machines in the system [32], [33]. Furthermore, task requests dynamically arrive to the system and the order of arrival is unknown.

We categorize the arriving tasks based on the ML applications they belong to, and call them task types. Similarly, heterogeneous machines in the HEC systems are distinguished by their performance characteristics and architectures and are considered as different machine types. Profiling the execution time of task types on the machines provides information about the execution time of task type \(i\) on machine type \(j\). Then, the expected values of the execution times for all task types on different machine types are utilized to form a matrix, called Expected Execution Time (EET) matrix [2]. The number of task types and the number of machine types in the HEC system determine the number of rows and columns of the EET matrix. In this work, we assume that the EET matrix is available via leveraging task profiling data of the HEC system.

To determine the energy consumption of the system, we use the idle and dynamic powers of each machine. Specifically, the amount of the energy used by a machine of type \(j\) to process a task of type \(i\) is determined by multiplying the expected execution time of task type \(i\) by the dynamic power of that machine \(j\). For an idle machine, the amount of the energy used is determined by multiplying the idle time by its idle power. Due to the data transfer overhead and latency constraint of the
tasks, we assume that a mapped task cannot be remapped or preempted. Machine queues are also served in a first come, first served manner.

IV. ELARE: ENERGY- AND LATENCY-AWARE RESOURCE ALLOCATION IN HETEROGENEOUS EDGE COMPUTING
A. Overview
In the HEC systems, the energy consumption due to processing a latency-sensitive task is wasted in two ways: (i) unsuccessful task completion; and (ii) inefficient resource allocation. The former is caused by mapping a task to a machine where the task misses its deadline (i.e., the expected completion time of the task on that machine is greater than its deadline). The latter explains the extra energy consumed (wasted) by a machine to successfully complete a task that could be otherwise successfully completed on another machine with less consumed energy.

To mitigate the energy wastage, we propose a two-phase Latency- and Energy-aware resource allocation method, called ELARE, to map tasks in the HEC system. To tackle the wasted energy due to unsuccessful task completion, in the first phase, the mapper identifies the unlikely-to-succeed tasks in the arriving queue and defers their assignment to the next mapping events with the hope that a better matching machine would be available at that time. However, it is possible that the task deferral continues in the following mapping events until the task’s deadline is violated. In this case, the task is dropped and the system would not further process that task. To mitigate the wasted energy due to inefficient resource allocation, the mapper minimizes the energy consumption in its mapping decisions for the feasible tasks in the arriving queue. Algorithm 1 provides the pseudo-code of the ELARE heuristic. In the following sections, we elaborate on the details of each phase of this heuristic.

Algorithm 1: ELARE Heuristic

1. **Input**: ArrivingQueue: \{\(T_0, T_1, \cdots, T_P\}\)  
2. **Machines**: \(\{M_0, M_1, \cdots, M_m\}\)  
3. **EET**: Expected Execution Time Matrix  
4. **Output**: Mapping Pairs: A list of [task, machine]  
5. **Function** \(EE(\text{ArrivingQueue, Machines, EET})\)  
6. Call Phase-I with the ArrivingQueue, Machines & EET as inputs to generate feasible task-machine pairs, and the set of infeasible tasks  
7. for each task \(t \in \text{infeasible tasks}\) do  
8. if task.deadline < current time then  
9. defer(task)  
10. else  
11. drop(task)  
12. end if  
13. Call Phase-II with feasible task-machine pairs & Machines as inputs  
14. *return* set of task-machine pairs for mapping

B. Phase-I: Latency- and Energy-Awareness
Recall that the Phase-I of ELARE is responsible for recognizing the infeasible tasks in the arriving queue. A [task, machine] pair is deemed as feasible pair if machine can successfully complete the task. A task that appears in at least one feasible [task, machine] pair is identified as a feasible task. To determine the feasibility of a [task, machine] pair, the expected completion time of the task on the machine is required. Let task \(i\) with deadline \(\delta_i\) map to slot \(q\) of machine \(j\) and is given a start time, denoted by \(s_{ij}(q)\), when the machine is being idle. The expected execution time of processing task \(i\) on machine \(j\) is \(c_{ij}\) time units, which is extracted from the EET matrix. Thus, the expected completion time of task \(i\) when it is mapped to the queue slot \(q\) of machine \(j\), denoted by \(c_{ij}(q)\), is calculated based on Equation 1:

\[
c_{ij}(q) = \begin{cases} 
  s_{ij}(q) + c_{ij}, & s_{ij}(q) + c_{ij} < \delta_i \\
  \delta_i, & s_{ij}(q) + c_{ij} \geq \delta_i \\
  s_{ij}(q), & s_{ij}(q) < \delta_i
\end{cases}
\]

(1)

In Equation 1, the first row belongs to feasible pairs while two other rows belong to infeasible pairs. In case of missing the deadline, the completion time of the task could be either its deadline (i.e., task is dropped during execution immediately when it passes its deadline) or the start time (i.e., the task is dropped before execution started because the task has already passed its deadline).

In Phase-I, to prevent inefficient scheduling, for each task in arriving queue, the feasible [task, machine] pair that incurs minimum energy usage is singled out and considered as the feasible and efficient pair for that task. To that end, the expected energy consumption for executing task \(i\) when it is mapped to queue slot \(q\) of machine \(j\) is determined as follows:

\[
e_{ij} = \begin{cases} 
  p_j^d \cdot (\delta_i - s_{ij}(q)), & c_{ij}(q) > \delta_i \\
  0, & c_{ij}(q) < \delta_i
\end{cases}
\]

(2)

In Equation 2, the first row describes the wasted energy due to unsuccessful completion of the task. In the case of successful task completion, the middle term of the Equation 2 gives the amount of energy consumed by the machine. However, this energy consumption is not always the optimal value for completing the task. In other words, a scheduler that makes an inefficient scheduling decision would result in higher energy consumption, thus, wasting energy. In the case that a feasible task appears in multiple [task, machine] pairs, all the pairs except the one with the minimum energy consumption are considered as “inefficient pairs” that acting upon them increase the energy consumption, thus, reducing the usability of the HEC system. To avoid this energy wastage, for each task, its feasible pair with minimum expected energy consumption (efficient feasible pair) is selected in Phase-I.

The pseudo-code for Phase-I is shown in Algorithm 2. Lines 6-11 generate a list of feasible machines for each task.
the arriving queue and their corresponding Expected Energy Consumption. In Line 13, the feasible machine with minimum expected energy consumption (EEC), $ec_{ij}$, is selected. Then, in Line 14, task $T_i$ and its matching machine with minimum EEC (i.e., efficient and feasible machine for completing the task) create a pair, and it is appended to the list of feasible efficient pairs. In Line 16, a task that has no chance of being completed by any available machines is considered an infeasible task and stored in the list with the same name.

**Algorithm 2: Phase-I of ELARE Heuristic**

1. **Input**: ArrivalQueue: $\{T_0, T_1, \cdots, T_k\}$
2. **Machines**: $\{M_0, M_1, \cdots, M_n\}$
3. EET: Expected Execution Time Matrix
4. **Output**: Feasible Efficient Pairs, Infeasible Tasks
5. **Function Phase-I(ArrivalQueue, Machines, EET)**
6.  
7.  
8.  
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. return Feasible Efficient Pairs, Infeasible Tasks

**C. Phase–II: Minimizing the Energy Consumption**

Recall that the output of the Phase-I is the set of feasible and efficient $\{Task, Machine\}$ pairs. It is possible that multiple tasks become feasible for a machine in the system. To avoid wasting energy due to inefficient resource allocation, Phase-II of the ELARE heuristic is responsible to map the feasible pair that incurs the minimum expected energy consumption.

Algorithm 3 shows the pseudo-code for the Phase-II of the ELARE heuristic. In Line 6, all tasks that match Machine $j$ are retrieved. Then, in Line 7, the most efficient task (i.e., with minimum energy consumption) is selected, and appended to the mapping pairs in Line 8. Next, the mapping pairs are returned to the main ELARE heuristic.

**Algorithm 3: Phase-II of the ELARE Heuristic**

1. **Input**: Machines: $\{M_0, M_1, \cdots, M_n\}$
2. Feasible Efficient Pairs: A list of $[T_i, M_j, EEC_{ij}]$
3. **Output**: Mapping Pairs: A list of $[task, machine]$
4. **Function Phase-II(Machines, Feasible Efficient Pairs)**
5.  
6.  
7.  
8.  
9. return Mapping Pairs

we can use the successful completion rate of different task types as the metric to measure the fairness across all task types. The completion rate of task type $i$, denoted $cr_i$, represents the portion of the tasks of type $i$ that are successfully completed within a given time interval. In other words, task type completion rate is the ratio of the number of completed tasks on-time for a certain task type to the total number of tasks of that type arrived to the system. In an ideal and fair resource allocation, the completion rate of all task types is one ($\forall i\ cr_i = 1$).

However, due to non-optimal resource allocation or shortage in resources, some tasks may not meet their deadlines, thus, their task type completion rate decreases by each missing task. To quantify the fairness, we continuously monitor the task types completion rates. An observed completion rate distribution could lie in one of the following categories: (i) Co-existence of high and low values for task type completion rates; (ii) Similar but low completion rate values for all task types; or (iii) Similar and high completion rate for all the task types.

The first observation describes the situation where the mapping method favors certain task types (with high completion rates) over others (with low completion rates). In contrast, the third one represents a mapping heuristic that exhibits fairness across all the task types. Accordingly, improving the fairness in a biased mapping system is translated as moving from category (i) to (iii).
In the case of co-existing high and low completion rates, the task types with low completion rates are the suffered task types. To identify the suffered task types, we define a fairness limit, denoted $\epsilon$, such that any task type whose completion rate is lower than this limit is considered as suffered task type. To calculate this limit, we introduce the fairness factor, denoted $f$, that represents the aggressiveness of the fairness method. Let $\mu$ and $\sigma$, respectively, represent the mean and standard deviation of the completion rates across all task types. Then, the the fairness limit is calculated based on Equation 3. A higher value for the fairness factor results in a less aggressive fairness method. In the extreme case where $f$ is enough large, the fairness limit approaches zero, thus, does not identify any suffered task types (i.e., the fairness method is disabled).

$$\epsilon = \mu - f \cdot \sigma \quad \text{where} \quad 0 \leq f \leq \frac{\mu}{\sigma} \quad (3)$$

Upon calculating the fairness limit, any task type whose completion rate is below the limit is identified as a member in the set of suffered task types, i.e., $cr_i < \epsilon \iff i \in \text{suffered task types}$. Figure 2 further clarifies the way to identify the suffered task types using the fairness limit method. In subfigure (a), the completion rate for task types $\{T_1, T_2, T_3, T_4\}$ is 20%, 60%, 15%, and 45%, respectively. To identify the suffered task types, the mean and standard deviation of the completion rates across all task types is calculated; we have $\mu = 35$ and $\sigma = 18.4$. Assuming the fairness factor be one (i.e., $f = 1$), based on Equation 3, the value of the fairness limit becomes $\epsilon = 16.6$. Because completion rate of $T_3$ is less than the fairness limit ($cr_3 = 15\%$), it is identified as suffered task type. In next mapping events, the FELARE method gives $T_3$ a higher priority, thus, its completion rate increases ($cr_3 = 25\%$). From subfigure (b) to (b), Although the mean of the completion rates does not change ($\mu = 35$), the standard deviation ($\sigma = 11.4$) decreases as a result of applying FELARE mapping heuristic. Therefore, the fairness limit is shrinking and $T_1$ is identified as a suffered task type ($cr_1 = 23 < 23.6$), thus, the higher priority is given to $T_1$ in next mapping events. Eventually, the standard deviation converges to zero and the the gap between mean and fairness limit diminishes, as depicted in subfigure (c).

Algorithm 4 explains the pseudo-code to identify suffered task types. In Line 4, the mean and standard deviation of the task type completion rates are calculated. Then, in Line 5, the Equation 3 is used to determine the fairness limit. Eventually, in Lines 6-9, the completion rate of each task type, $cr_i$, is compared against the fairness limit to identify the suffered task types.

Once we know the suffered task types, we leverage it to make the system fair. For that purpose, we extend the ELARE heuristic and propose a new heuristic, called Fair Energy- and Latency-aware Resource Allocation (FELARE). It follows the following approaches to address the fairness:

- Prioritizing the suffered tasks in the mapping events.
- Leveraging task dropping for non-suffered tasks in favor of infeasible suffered tasks to make them feasible.

Using FELARE, in each mapping event, the suffered task types are prioritized in allocation. Moreover, for a suffered task that is infeasible, the pending tasks in the local queue of the fastest (i.e., best-matching) machine are dropped one-at-a-time, until the suffered task becomes feasible on that machine. These two strategies ultimately enhance the completion rate for the suffered tasks and gradually diminishes the dispersion in the completion rates of the task types. It is noteworthy that, once the completion rate of task type $i$ becomes greater than the fairness limit, it is removed from the list of suffered task types. To prioritize the suffered task types in mapping events, we introduce high-priority pairs that include the feasible efficient pairs of suffered task types. To construct the high-priority pairs, we first generate the feasible efficient pairs as explained in Phase-I of ELARE. Next, each pair with a task not identified as suffered is removed from the list. The resultant list contains high-priority pairs.

The high-priority pairs are passed to Phase-II of FELARE, which is the same as Phase-II of ELARE, to make the mapping decisions.

VI. EXPERIMENTAL SETUP

A. overview

To evaluate the performance of the proposed heuristics, we examine two scenarios: (i) using two deep learning applications (namely, face recognition [34] and speech recognition [35]) as the task types running on two AWS Virtual Machines (VMs) (t2.xlarge and g3s.xlarge) as the machine types; and (ii) simulating the HEC system with four machine types and four task types with synthesized expected execution time (EET) matrix.

In the first scenario, the T2 instances of AWS are general-purpose machines that can be used for various workloads. They utilize Intel Xeon processors (Haswell E5-2676 v3 or Broadwell E5-2686 v4). The t2.xlarge instance has 4 vCPUs and 16 GB memory. The G3 instances are best-matched for applications with intensive graphic and equipped with NVIDIA Tesla M60 GPUs. The Thermal Design Power (TDP) of Haswell E5-2676 v3 and NVIDIA Tesla M60 is 120 W and 300W, respectively.

To perform the face recognition, we first use MTCNN model [36] to detect the faces, then FaceNet model [34] is used to extract the embeddings. Eventually, Support Vector Machine (SVM) is used to classify the face embeddings. The input images consist of 30 images sampled from the LFW dataset [37]. Each AWS instance is used to process all input images. In addition, the experiment is repeated 30 times, and eventually we collected the end-to-end latency for 900 inferences. For speech recognition, we used the DeepSpeech model [35]. The test dataset consists of 900 recorded audio that sums up to 118.9 hours of speech. Lastly, we use the collected execution times to construct the EET matrix.

To study the mapping heuristics behavior, we simulate a HEC system with four machine types and four task types.

2https://aws.amazon.com/ec2/instance-types/#Intel
The four machines (\{m_1, m_2, m_3, m_4\}) have dynamic power consumption of \{1.6 \cdot p, 3.0 \cdot p, 1.8 \cdot p, 1.5 \cdot p\} and idle powers of 0.05 \cdot p where \( p \) represents the unit power. The four heterogeneous task types are \{T_1, T_2, T_3, T_4\}. To model the heterogeneity of the HEC systems, we use the Coefficient-of-Variation-Based (CVB) technique [38] to populate the Expected Execution Time (EET) matrix. In the CVB method, the Coefficient of Variation (CV) of execution time values is used to measure the heterogeneity. Then, based on the task and machine CVs, two Gamma distributions are utilized to generate the expected execution times. The EET matrix is shown in Table 1. Next, the expected values in EET matrix are used to sample the execution time for each individual task from a Gamma distribution. For each task type, we calculate the average of expected execution times on machine types, denoted \( \tilde{e}_i \). Then, we take the average of \( \tilde{e}_i \) for all task types, denoted \( \tilde{e} \), as the average of collective expected execution time of all task types on all machine types. Finally, we determine the deadline of the task \( k \) of type \( i \), \( \delta_i(k) \), that arrives at \( arr_k \) by adding task type and collective mean values to the task’s arrival time, as shown in Equation 4.

\[
\delta_i(k) = arr_k + \tilde{e}_i + \tilde{e}
\]

We assume the inter-arrival between tasks follows the Poisson distribution [39].

### B. Baseline Mapping Heuristics

Two-phase mapping heuristics have been extensively studied in heterogeneous systems [2], [40]. Here, we focus on Minimum Completion Time-Minimum Completion Time (MM), Minimum Completion Time-Soonest Deadline (MSD), and Minimum Completion Time-Maximum Urgency (MMU) as baseline heuristics. The first phase of MM, MSD, and MMU are similar. The mapper selects a [task, machine] pair with a minimum expected completion time in the first phase. Then, the list of [task, machine] pairs are used in the second phase to select an individual task for each of the available machines. The methods are distinguished based on their second phase algorithm. In MM, in the second phase, if there exist multiple tasks for a machine, the [task, machine] pair that offers minimum expected completion time is chosen, and then the task is allocated to the local queue of that machine. In MSD, it chooses the pair based on the soonest deadline. That is, for each available machine, it explores all the pairs generated in the first phase, and then it chooses the task with earliest deadline. In case of same deadline for multiple tasks, the task with minimum expected completion time is selected and assigned to queue of the machine. In MMU, it uses the urgency metric for selecting a task. The urgency of task \( k \) of type \( i \) is defined as \( 1/(\delta_i(k) - \tilde{e}) \). So, the task with maximum urgency is selected and assigned to the local queue of the machine.

### VII. Performance Evaluation

#### A. Energy and Latency Trade-off

Recall that energy- and latency make the resource allocation problem of HEC systems a bi-objective optimization problem. Minimizing the energy consumption is conflicting with maximizing the completion rate and/or minimizing the deadline miss rate of tasks. As a result, there is not a single optimal solution, instead, there could be a set of solutions that dominate other solutions. Figure 3 shows the energy consumption and deadline miss rate for the mapping heuristics at different arrival rates. Moving from right to left on each curve increases the arrival rate. We can observe that at extremely high arrival rate (e.g., 100 tasks per second), all methods exhibits similar performance (high miss rate with low energy consumption). In fact, at very high arrival rate, a resource-limited system is
TABLE I: Expected Execution Time (EET) matrix. Each entry \((i,j)\) represents the expected execution time of task type \(i\) on machine type \(j\). The CVB technique [38] was used to generate the EET matrix.

| Tasks | Machines | \(m_1\) | \(m_2\) | \(m_3\) | \(m_4\) |
|-------|----------|---------|---------|---------|---------|
| \(T_1\) | 2.238 | 1.696 | 4.359 | 1.736 |
| \(T_2\) | 2.256 | 1.828 | 4.377 | 0.868 |
| \(T_3\) | 2.076 | 1.531 | 5.096 | 0.865 |
| \(T_4\) | 2.092 | 1.622 | 4.388 | 0.913 |

highly oversubscribed and tasks are missed regardless of the applied mapping heuristic. However, the proposed heuristics, ELARE and FELARE, dominate other heuristics at lower arrival rates. In other words, we can say that ELARE and FELARE at low to moderate arrival rates belong to the set of non-dominated solutions or the Pareto-front. This analysis recommends us to employ ELARE and FELARE, particularly, at low to moderate arrival rates.

B. Analyzing the Wasted Energy

This experiment is to examine the performance of ELARE and FELARE on minimizing the energy wasted due processing infeasible tasks. To this end, we used 30 synthesized workload traces with different arrival rates where each workload trace included 2,000 tasks. We also measure the wasted energy as the percentage of energy consumed by machines to process the missed tasks with respect to the initial available energy of the HEC system.

Figure 4 shows the results of the wasted energy analysis. We observe that the wasted energy for ELARE and FELARE at low to moderate arrival rates is much less than the other heuristics. Specifically, deploying ELARE shows 12.6% less wasted energy at arrival rate of 4 tasks per second than the MM heuristic. However, for the high arrival rates, all the heuristics converge to a low energy wastage. The reason is that, at the high arrival rates, most of the tasks become infeasible and there is no chance to make them feasible. Hence, they miss their deadline before even being assigned, regardless of the mapping heuristic being used. Similar trend is observed in Figure 5 where the deep learning applications are executed on the AWS instances.

These observations can be explained by considering how the energy is consumed in each one of the heuristics. We explore this granular behavior of heuristics in the next paragraph. However, the observed results confirm that ELARE and FELARE methods definitely waste less energy than others for the low to medium arrival rates.

Figure 6 shows the percentage of unsuccessful tasks, due to missing deadline or cancellation (dropping) before the assignment, for both MM and ELARE at different arrival rates. We observe that ELARE outperforms MM for the lower arrival rates. Specifically, ELARE reduces the unsuccessful tasks by 8.9% for the arrival rate of 3. We see that ELARE proactively cancels most of the unsuccessful tasks, whereas, majority of the unsuccessful tasks for MM are due to missing deadlines, which implies energy wastage. That is why the wastage for MM is remarkably higher than ELARE in low to moderate arrival rates. However, the canceled-to-missed ratio for MM gradually increases, because with the system becomes oversubscribed and the arriving tasks cannot be allocated and they are eventually dropped from the arriving queue.

C. Analyzing Fairness Across Task Types

Although ELARE considers both the energy consumption and deadline constraints, it is biased towards certain task types. To address this problem, we proposed the FELARE heuristic to improve the fairness across task types. In this part, we conduct an experiment to compare the fairness of FELARE against other heuristics. To this end, we utilize 30 synthesized workload traces with arrival rate of 5.0 tasks per second where each workload contains 2000 tasks. The task types and machines characteristics are described in Section VI.

Figure 7 shows the results of this experiment. The x-axis represents the heuristics. The left and right y-axes also represent the task type and collective completion rates, respectively.
Fig. 6: The percentage of unsuccessful tasks at different arrival rates for MM and ELARE. Unsuccessful tasks are those that either cancelled (not assigned to the machines) or dropped due to missing deadline.

Fig. 7: The fairness across task types $TT_1$ to $TT_4$ for FELARE, ELARE, MM, MMU, and MSD heuristics. Also, the right-side vertical axis and red data points represent the collective completion rate resulted by each heuristic.

Here, collective completion rate represents the ratio of the successfully completed tasks to the total number of tasks that has arrived to the system. We observe that ELARE is biased towards $T_3$ and MM towards $T_1$ and $T_3$. However, FELARE could considerably improve the fairness with negligible degradation in the total completion rate. In the case of AWS workload trace, Figure 8 shows the fairness of mapping heuristics across face and speech recognition applications at an arrival rate of 2 tasks per second. The results are in agreement with the previous experiment on the synthesized workload, where the FELARE method exhibits substantially higher fairness than the other heuristics.

VIII. CONCLUSION AND FUTURE WORK

In this research, we investigated the fair and energy-efficient allocation of concurrent and latency-sensitive ML applications in Heterogeneous Edge Computing (HEC) systems. We proposed a two-phase heuristics, called ELARE, to address both energy and latency objectives. This heuristic proactively drops tasks that are unlikely to meet their deadlines, thereby, avoiding wasting energy. In the experiments, we showed that ELARE could considerably reduce the wasted energy via proactively dropping infeasible tasks and choosing the machines with the minimum energy usage for each task. To address the bias to certain task types in ELARE, we extended it and proposed the FELARE heuristics that treats all task types fairly. FELARE measures the completion rate per task type to determine the suffered task types. Then, it prioritizes the suffered task types in each mapping event. Moreover, in the case of observing infeasible suffered task types in a mapping event, FELARE drops tasks from the non-suffered task types to make the infeasible suffered tasks, feasible. The evaluation results showed that devising customized mapping heuristics for the HEC systems can noticeably improve the fairness and energy consumption.

In the future, we plan to extend our analysis and the heuristic for the HEC systems to the edge-to-cloud continuum. Then, the trade-off between network transfer time and the energy consumption due to local processing of the tasks needs to be investigated to eventually have a fair mapping heuristic that can fulfill both the energy and latency objectives. Another avenue for future study is to measure the heterogeneity degree of the HEC system and leverage it to dynamically apply various mapping heuristics, such that the energy and latency objectives are met.
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