Diagnostics of welding process based on thermovision images using convolutional neural network
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Abstract. Arc welding used at automated workstations in large-scale production systems requires continuous assessment of welded joints quality. There are known classical methods and diagnostic systems based on the observation of welding current or arc voltage, while along with the development of deep learning methods, the interest in diagnostics by the use of images is increasing. The article presents results of research conducted for the process of joining two stainless steel materials (AISI 304 and AISI 316L) of various thicknesses by means of a fillet weld, aimed at developing a method of diagnosing the welding process using a convolutional neural network. Infrared images recorded using two thermovision cameras mounted on a test stand were used to diagnose the process. EWM Tetrix 351 welding machine operating in TIG technology was used as an executive element. Welds were made at different currents and arc welding voltages, as well as at different welding speeds, which had a direct impact on its quality. The solution for binary classification of welded joints (correct or incorrect) with accuracy above 98% was achieved.

1. Introduction
In the era of digitisation and the fourth industrial revolution (Industry 4.0), there is a possibility to apply modern technology that allows automatization and high repeatability of the production processes, as well as automatic quality control at the manufacturing stage. The advantages of using artificial intelligence at manufacturing plants and Predictive Maintenance strategy were noticed by managers who pay more and more attention to maximizing profit while maintaining or improving the quality of manufactured goods. Advanced supervisory systems should therefore operate in real-time, to diagnose states of the machines, as well as technological processes [1]. In case of machine operation anomalies or process errors, intelligent supervisory system can automatically stop the production process and prevent defective components production [2]. Such systems can be used for various types of processes or machines parts e.g. cold forging [3], imbalance of the CNC spindle [4].

The research presented in this paper describes diagnosis of the welding process using images from thermovision cameras. In the literature research examples in which the welding process was studied using typical time signals [5-8] or thermovision [9-13] can be found. CNN networks are also increasingly used to diagnose the welding process [14-20]. Nevertheless, there is still a need for intensive scientific research to develop process diagnostics methods that exhibit intelligence, robustness and adaptation to disturbances, as well as environment changes. This article is entirely devoted to image-related method and automatic diagnosis of the quality of the welded joint by using a convolutional neural network.
2. Test stand and experiments

2.1. Test stand and parameters of the samples and process
The research test stand (scheme on figure 1) was divided into two sections: executive and measuring. The measurement part consisted of two thermal imaging cameras: Fluke TiS45 and Fluke Ti200, while the executive one was an EWM Tetrix 351 welding machine and a trolley moving in one plane, to which the welding torch was mounted (figure 2).

![Figure 1. Scheme of test stand.](image1)

![Figure 2. Test stand – trolley with welding torch mounted.](image2)

The tests were carried out for the process of joining two stainless steel materials: AISI 304 and AISI 316L with fillet welded joint. The tests were conducted on the basis of experiments carried out for an external company, which made it possible to connect only this type of elements (steel grade, thickness) and only with 60 degree deflexion. Before performing the tests using thermovision cameras, experiments were carried out for various welding parameters. After analysis of non-destructive tests (type of test: VT) results by an external company, optimal parameters for obtaining the correct welded joint were selected. For a well-made seam, the welding current was assumed: 100 A, and the speed of the trolley with the TIG holder: 200 mm/min. These values were modified during the welding process to introduce
anomalies in the process. Other process parameters that were constant for all experiments: argon as a shielding gas with a flow of 10 l/min, tungsten electrode with a diameter of 2.3 mm, chromium-nickel wire, which was fed at a speed of 800 mm/min. Exemplary samples are presented in figure 3, and the basic parameters of the samples are described in table 1.

Table 1. Base samples parameters.

| Parameter                        | Value                                |
|----------------------------------|--------------------------------------|
| Length of the bottom plate (base)| 255 mm                               |
| Length of the upper plate        | 240 mm                               |
| Thickness of the bottom plate (base) | 6 mm (AISI 316L)                     |
| Thickness of the upper plate     | 2 mm (AISI 304)                      |
| Angle of deflexion of plates     | 60° / 120° (from the side of the welded joint) |

Figure 3. View of sample.

2.2. Experiments

In order to ensure uniform measurement conditions, the experiments were conducted according to the following procedure:
1. Marking the sample with a consecutive number
2. Setting the sample in the target place on the test stand ensuring repeatable positioning
3. Setting the position of the welding torch (in 3 axes) at appropriate distances from the sample
4. Starting image recording on both thermal imaging cameras
5. Igniting the arc
6. Starting the trolley move
7. Welding
   • If necessary (e.g. due to curvature of the welded material) correction of the TIG holder adjustment position
   • When performing incorrect samples – change welding parameters (feed speed of the trolley, welding current)
8. Turning off the welding
9. Stopping the trolley
10. Stopping recording images
11. Assessing of welded joint quality by an expert

As a result of the experiments: 18 correct and 15 incorrect samples were obtained (table 2), exemplary samples are shown in figure 4-6.
Table 2. Collection of samples.

| Sample type                                           | Quantity |
|-------------------------------------------------------|----------|
| Correct samples                                       | 18       |
| Incorrect samples (obtained during a process performed with optimal parameters) | 4        |
| Incorrect samples – change of speed of the trolley from 200 mm/s to 100 mm/s | 2        |
| Incorrect samples – change of speed of the trolley from 200 mm/s to 400 mm/s | 4        |
| Incorrect samples – change in welding current from 100 A to 80 A | 3        |
| Incorrect samples – change in welding current from 100 A to 70 A | 2        |

Figure 4. Sample with correct welded joint.

Figure 5. Sample with process anomaly – change of speed of the trolley from 200 mm/s to 100 mm/s (visible overheating of the sample).

Figure 6. Sample with process anomaly – change in welding current from 100 A to 70 A.

3. Classification of the thermovision images

3.1. Data preparation

Even though there are different types of anomalies in the process (related to change of speed, change of current, etc.) the collected image data are split into two classes: correct and incorrect. Welding images were reviewed and labelled manually by an expert considering that only a part of the sample can be incorrect. Based on this information, related thermovision camera pictures were appropriately split to general correct and incorrect classes. This approach provided high quality and reliable data, so the classification model performance is not impacted by improper labels assignment.
For Fluke TiS45 there were 637 samples (images) collected with 2 classes: 190 correct samples like presented in Figure 7, and 447 incorrect samples like presented in Figure 8. Images were stored as BMP images with dimensions: 320 x 240 pixels and bit depth: 32.

**Figure 7.** Example Fluke TiS45 thermovision images of correct welding (images for one sample).

**Figure 8.** Example Fluke TiS45 thermovision images of incorrect welding (images for one sample).

For Fluke Ti200 there were 13 158 samples (images) collected with 2 classes: 7005 correct samples like presented in figure 9, and 6153 incorrect samples like presented in figure 10. Images were stored as BMP images with dimensions: 280 x 210 pixels and bit depth: 24. The difference in the number of images recorded by both cameras was due to the fact that the Fluke TiS45 only recorded images (photos) with an interval every 3 seconds, while the Fluke TiS200 camera as a more extensive model, allowed for recording movies (frames from films were used).
3.2. Convolutional Neural Network architecture
The network architecture showed in figure 12 was proposed for Fluke TiS45 images learning and classification:

- 3 convolution layers, each with parameters:
  - Kernel size 32 x 32 (convolution window size)
  - Strides size 3 x 3 (strides of the convolution)
  - Activation function ReLU (rectified linear unit)
  - Max pooling operation with pool size 2x2 (factors by which to downscale)

- 2 densely-connected NN layers, each with parameters:
  - Dimension 128 units
  - Activation function ReLU

Figure 9. Example Fluke Ti200 thermovision images of correct welding (images for one sample).

Figure 10. Example Fluke Ti200 thermovision images of incorrect welding (images for one sample).
• One dropout operation after last hidden layer output with rate 0.3
• Last (output) layer with Sigmoid activation function
• Adam optimiser algorithm used to control learning rate with Binary Cross Entropy as objective function.

To obtain better classification performance, network structure for Fluke Ti200 (figure 11) has been simplified in comparison to the previous one:

• 2 convolution layers, each with parameters:
  o Kernel size 32 x 32 (convolution window size)
  o Strides size 3 x 3 (strides of the convolution)
  o Activation function ReLU (rectified linear unit)
  o Max pooling operation with pool size 2x2 (factors by which to downscale)

• One densely-connected NN layer with parameters:
  o Dimension 128 units
  o Activation function ReLU

• One dropout operation after last hidden layer output with rate 0.2
• Last (output) layer with Sigmoid activation function
• Stochastic Gradient Descent optimiser algorithm used to control learning rate with Binary Cross Entropy as objective function.

Figure 11. Network architecture graphs for Fluke Ti200. Figure 12. Network architecture graphs for Fluke TiS45
3.3. Classification

Classification model was built with correct samples treated as a negative example (N) and incorrect samples as a positive example (P) as presented in table 2. Accuracy was calculated as Acc=(TP+TN)/(TP+TN+FP+FN)·100%, sensitivity was obtained from the formula: Sen=TP/(TP+FN)·100% and false alarm rate value was defined as FAR=FP/(FP+TN)·100% (TP – true positive, TN – true negative, FP – false positive, FN – false negative).

Network architectures and parameters has been selected empirically. For Fluke TiS45 learning was performed with 100 epochs and it took approximately 16 minutes to reach reasonable accuracy level. Model learning and testing was performed with 10-fold cross validation method (10-FCV). Each fold accuracy per epoch is presented in figure 13. Accuracy for 10-FCV reached by the model was Acc=95.13%, sensitivity equal Sen=97.06%, and false alarm rate FAR=9.23%.

Figure 13. Accuracy for Fluke TiS45 each fold in function of epochs.

For Fluke Ti200 dataset, learning was performed with 100 epochs and it took approximately 4 hours to reach reasonable accuracy level. Model learning and testing was modelled with 10-FCV. Each fold accuracy per epoch is presented in figure 14. Accuracy for 10-FCV reached by the model was Acc=98.59%, sensitivity equal Sen=98.87%, and false alarm rate FAR=1.64%.

Figure 14. Accuracy for Fluke Ti200 each fold in function of epochs.

4. Conclusions

In this paper the classification of fillet welded joint quality between sheets made of AISI 304 and AISI 316L alloys based on images from thermal imaging cameras, using a convolutional neural network was described. The methodology of the conducted research and the results of the binary classification (correct or incorrect welded joint) are presented. Accuracy of classification at the level of 95.13% for images from the Fluke TiS45 camera and 98.59% for images from the Fluke Ti200 camera was achieved. The differences in the accuracy of classification of photos taken by TiS45 and Ti200 are mainly due to the varying number of samples and the different location of the cameras. The obtained results are similar
to other parallel methods described in the literature [14, 15, 18, 19]. Due to the long learning time of the algorithms, for real-time process monitoring tasks it is recommended to prepare and learn networks offline and additional re-train online. High classification accuracy predestines the presented solution for use in quality control systems. Video supervision approach is not new, although it is usually related to review of the product after welding.

The objective of this work is to develop diagnostic method which can be used in the future as an element of the real-time welding supervision system which has been developed in Rzeszów University of Technology (Department of Computer and Control Engineering) [1].

Acknowledgments
This project is financed by the Minister of Science and Higher Education of the Republic of Poland within the “Regional Initiative of Excellence” program for years 2019 – 2022. Project number 027/RID/2018/19, amount granted 11 999 900 PLN.

5. References
[1] Żabiński T, Mączka T and Kluska J 2017 Industrial Platform for Rapid Prototyping of Intelligent Diagnostic Systems. In Mitkowski W, Kacprzyk J, Oprzędkiewicz K, Skruph P (Eds.), Trends in Advanced Intelligent Control, Optimization and Automation. Polish Control Conference (Kraków, Poland) pp. 712-21. doi: 10.1007/978-3-319-60699-6_69
[2] Żabiński T, Mączka T, Kluska J, Madera M and Sep J 2019. Condition monitoring in Industry 4.0 production systems - the idea of computational intelligence methods application. In Teti R and Doriana M D’Addona (Eds.), Proc. CIRP, Vol. 72. Proc. of the 12th CIRP Conference on Intelligent Computation in Manufacturing Engineering (Naples, Italy) pp. 63-67. doi: 10.1016/j.procir.2019.02.012
[3] Żabiński T, Mączka T, Kluska J, Kusy M, Hajduk Z and Prucnal S 2014 Failures Prediction in the Cold Forging Process Using Machine Learning Methods. In: Rutkowski L, Korytkowski M, Scherer R, Tadeusiewicz R, Zadeh L A and Zurada J M (eds.) ICAISC 2014, Part I. LNCS(LNAI), vol. 8467 (Heidelberg: Springer) pp. 622–33. doi:10.1007/978-3-319-07173-2_53
[4] Żabiński T, Mączka T, Kluska J, Kusy M., Gierlak P, Hanus R, Prucnal S and Sep J 2015 CNC Milling Tool Head Imbalance Prediction Using Computational Intelligence Methods. In Rutkowski L, Korytkowski M, Scherer R, Tadeusiewicz R, Zadeh L and Zurada J (Eds.), Artificial Intelligence and Soft Computing. Proc. of the 14th International Conference on Artificial Intelligence and Soft Computing ICAISC (Zakopane, Poland) pp. 503-514. doi: 10.1007/978-3-319-19324-3_45
[5] Deyong Y, Xiangdong G and Seiji K 2014 Monitoring of high-power laser welding using high-speed photographing and image processing. Mechanical Systems and Signal Processing, Vol. 49, Issues 1–2, pp. 39-52. doi: 10.1016/j.ymssp.2013.10.024
[6] Fidali M and Jamrozik W 2013 Application of data fusion for welding process diagnostics. Pomiary Automatyka Robotyka 12/2013, pp. 90-95.
[7] Kovacević R, Zhang Y M and Li L 1996 Monitoring of weld joint penetration based on weld pool geometrical appearance. Welding Journal, Vol. 75, pp. 317-329.
[8] Zhang Z, Ch H, Xu Y, Zhong J, Lv N and Ch S 2015 Multisensor-based real-time quality monitoring by means of feature extraction, selection and modeling for Al alloy in arc welding. Mechanical Systems and Signal Processing, Vol. 60–61, pp. 151-65. doi: 10.1016/j.ymssp.2014.12.021
[9] Fidali M and Jamrozik W 2013 Diagnostic method of welding process based on fused infrared and vision images. Infrared Physics & Technology, Vol. 61, pp. 241-53. doi: 10.1016/j.infrared.2013.08.010
[10] Nagarajan S, Banerjee P, Chen W and Chin B A 1992 Control of the welding process using infrared sensors. IEEE Transactions on Robotics and Automation, Vol. 8, pp. 86-93. doi:
[11] Pu Z, Li K, Wenzhong L, Jingjing Ch and Kaibo Z 2008 Real-time monitoring of laser welding based on multiple sensors. Chinese Control and Decision Conference. doi: 10.1109/CCDC.2008.4597620

[12] Sreedhar U, Krishnamurthy C V, Balasubramaniam K, Raghupathy V D and Ravisankar S 2012 Automatic defect identification using thermal image analysis for online weld quality monitoring. Journal of Materials Processing Technology, Vol. 212, pp. 1557-66. doi: 10.1016/j.jmatprotec.2012.03.002

[13] Górka J, Janicki D, Fidal M and Jamrozik 2017 Thermographic Assessment of the HAZ Properties and Structure of Thermomechanically Treated Steel, International Journal of Thermophysic. doi: 10.1007/s10765-017-2320-9

[14] Khumaidi A, Yuniarno E M and Purnomo M H 2017 Welding defect classification based on convolution neural network (CNN) and Gaussian kernel. 2017 International Seminar on Intelligent Technology and Its Applications (ISITIA) Surabaya, Indonesia. doi: 10.1109/ISITIA.2017.8124091

[15] Zhang Z, Wen G and Chen S 2019 Weld image deep learning-based on-line defects detection using convolutional neural networks for Al alloy in robotic arc welding. Journal of Manufacturing Processes Vol. 45, pp. 208-16. doi: 10.1016/j.jmapro.2019.06.023

[16] Sizyakin R, Voronin V, Gapon N, Zelensky A and Pižurica A 2019 Automatic detection of welding defects using the convolutional neural network, Proc. Vol. 11061, Automated Visual Inspection and Machine Vision III. doi: 10.1117/12.2525643

[17] Park J K, An W H and Kang D J 2019 Convolutional Neural Network Based Surface Inspection System for Non-patterned Welding Defects, International Journal of Precision Engineering and Manufacturing Vol. 20, pp. 363-374. doi: 10.1007/s12541-019-00074-4

[18] Zhu H, Ge W and Liu Z 2019 Deep Learning-Based Classification of Weld Surface Defects, Applied Sciences MDPI. doi: 10.3390/app9163312

[19] Liu T, Bao J, Wang J and Zhang Y 2018 A Hybrid CNN–LSTM Algorithm for Online Defect Recognition of CO2 Welding, Sensors MDPI. doi: 10.3390/s18124369

[20] Tang S, Wang G, Zhang H and Wang R 2017 An online surface defects detection system for AWAM based on deep learning, Solid Freeform Fabrication 2017: Proc. of the 28th Annual International Solid Freeform Fabrication Symposium – An Additive Manufacturing Conference, pp. 1965-81.