Influence of kinetic effects on the spectrum of a parallel electrode probe
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Abstract

Active plasma resonance spectroscopy (APRS) denotes a class of diagnostic techniques which utilize the natural ability of plasmas to resonate on or near the electron plasma frequency \(\omega_p\). One particular class of APRS can be described in an abstract notation based on functional analytic methods in electrostatic approximation. These methods allow for a general solution of the kinetic model in arbitrary geometry. This solution is given as the response function of the probe-plasma system and is defined by the resolvent of an appropriate dynamical operator. The general response predicts an additional damping due to kinetic effects. This manuscript provides the derivation of an explicit response function of the kinetic APRS model in a simple geometry. Therefore, the resolvent is determined by its matrix representation based on an expansion in orthogonal basis functions. This allows to compute an approximated response function. The resulting spectra show clearly a stronger damping due to kinetic effects.
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of the dynamical operator. Furthermore, it was shown that the resonances of an APRS probe exhibit a residual damping in the limit of vanishing pressure, which cannot be explained by Ohmic dissipation but only by kinetic effects.

However, the predicted influence of kinetic effects on the damping in [38] is not demonstrated for a spectrum of a probe in an explicit geometry, yet. Within this manuscript we show this influence on the spectrum of a parallel electrode probe. Such a probe is not used in real measurements, but serves as a toy model with the simplest available geometry. To show the kinetic influence, we determine its response function following the same solution strategy for a functional analytic approach as proposed in [37]. Therefore, the response function is expanded by a complete set of orthogonal functions. Truncating this expansion yields an approximated response, which clearly shows additional damping due to kinetic effects.

An additional purpose of this manuscript, besides the investigation of kinetic damping, is to provide an algorithm to compute approximated spectra of APRS probes which is based on functional analytic methods. Therefore, the manuscript is structured as follows: in the section 2 we introduce the model of the PEP with all necessary boundary conditions, in section 3 its generally expanded admittance is derived, in section 4 we define an adequate orthogonal basis which allows to determine the corresponding matrix representation of the dynamical operator in sections 5 and 6 and the vector representation of the excitation in section 7, to finally compute and discuss approximated spectra in section 8.

2. Model of the parallel electrode probe

In a recent published paper an abstract linearized kinetic model for APRS in electrostatic approximation was derived [38]. Here, we apply the results of the abstract model to a certain geometry. It is chosen to be as simple as possible to clearly demonstrate the following algorithm and the influence of kinetic effects on the damping behavior in APRS.

As depicted in figure 1 we assume an idealized probe that consists of two plane parallel electrodes with a distance \( L \). At the electrodes \( E_{1,2} \) located by \( z = 0 \) and \( z = L \) the radio frequent voltages \( U_{1,2}(\omega) \) are applied, respectively, where the frequency \( \omega \) is smaller than the electron plasma frequency \( \omega_{p,e} \). This probe is placed into a stationary plasma and perturbs it. The interface \( \mathcal{F} \) separates the perturbed and the unperturbed region of the plasma. As a further simplification we just focus on the perturbed plasma \( \mathcal{P} \) in between the electrodes. Such a probe is not used in real measurements. It is meant as a toy model and is called parallel electrode probe (PEP).

The dynamical behavior of the probe-plasma system can be described by the linearized and normalized Boltzmann equation in electrostatic approximation. In this simple geometry the 6D distribution function reduces to 3 dimensions due to symmetry. It depends on the distance between the electrodes \( z \in [0, L] \), the absolute value of the velocity \( v \in [0, \infty) \), and the projection angle \( \chi \in [0, \pi] \) of \( v \) to the \( z \) direction and is given by

\[
\frac{\partial g}{\partial t} + v \cos(\chi) \frac{\partial g}{\partial z} + \frac{\partial g}{\partial z} \left( \cos(\chi) \frac{\partial g}{\partial v} - \frac{\sin(\chi)}{v} \frac{\partial g}{\partial \chi} \right)
- v \cos(\chi) \frac{\partial \Phi}{\partial z} - \sum_{n=1}^{2} U_{n} \nu_{e} \cos(\chi) \frac{\partial \psi_{n}}{\partial z}
= \frac{\nu_{0}}{2} \int_{0}^{\pi} g \sin(\chi) \, d\chi - \nu_{0} g.
\] (1)

The perturbed distribution function \( g \) of the electrons is defined in \( \mathcal{P} \) with homogeneous boundary conditions at the electrodes \( g(0, v, \chi, t) = g(L, v, \chi, t) \). Pure elastic collisions with a constant collision frequency \( \nu_{0} \) are taken into account between electrons and the neutral background. \( \Phi \) is called inner potential. It is a linear functional of \( g \) and obeys Poisson’s equation

\[
\frac{\partial^{2} \Phi}{\partial z^{2}} = \int_{0}^{\pi} \int_{0}^{\infty} w \, g \sin(\chi) \, dv \, d\chi.
\] (2)

with homogeneous boundary conditions \( \Phi(0) = \Phi(L) = 0 \). Here, \( w \) is a positive weighting function. It is defined as the negative derivative of the equilibrium distribution \( F \) with respect to the total energy \( e = \frac{1}{2} v^{2} - \Phi \), where \( \Phi \) is the equilibrium potential. Assuming a Maxwellian distribution \( w \) is given by

\[
w(z, v) = \frac{1}{\sqrt{2\pi}} e^{-\frac{z^{2}}{2} + \Phi(z)} = \frac{n(z)}{\sqrt{2\pi}} e^{-\frac{z^{2}}{2}}.
\] (3)

The radio frequent excitation of the probe is represented by the electrode functions \( \psi_{n} \). They follow Laplace’s equation

\[
\frac{\partial^{2} \psi_{n}}{\partial z^{2}} = 0
\] (4)

and fulfill the boundary conditions \( \psi_{1}(0, t) = \delta_{1n} \) and \( \psi_{2}(L, t) = \delta_{2n} (\delta_{1n} \) and \( \delta_{2n} \) are Kronecker deltas.). Their solutions are easily determined as

\[
\psi_{1}(z) = 1 - \frac{z}{L} \quad \text{and} \quad \psi_{2}(z) = \frac{z}{L}.
\] (5)
### 3. Probe response in functional analytic description

According to the abstract model presented in [38], the current at one electrode of the PEP can be written in a Hilbert space notation as

\[ i_l = \sum_{n=1}^{2} \langle e_l | (\hat{\omega} - \hat{T}_V - \hat{T}_S)^{-1} e_n \rangle U_n \]

\[ = \sum_{n=1}^{2} Y_{in} U_n. \tag{6} \]

The admittance between two electrodes is represented by the scalar product between two excitation vectors \( e_n = \nu \cos(\chi) \partial_{\chi} \nu_n \) and the resolvent, which consists of the Vlasov operator \( \hat{T}_V \) and the collision operator \( \hat{T}_S \).

\[ Y_{in} = \langle e_l | (\hat{\omega} - \hat{T}_V - \hat{T}_S)^{-1} e_n \rangle. \tag{7} \]

These operators, applied to a general state vector \( g \), are defined by

\[ T_{vg} = -\nu \cos(\chi) \frac{\partial g}{\partial \chi} - \frac{\partial \Phi}{\partial \chi} \cos(\chi) \left( \frac{\partial g}{\partial \nu} - \frac{\sin(\chi)}{\nu} \frac{\partial g}{\partial \chi} \right) + \nu \cos(\chi) \frac{\partial \Phi}{\partial \chi}, \tag{8} \]

\[ T_{sg} = \frac{\nu_0}{2} \int_0^\pi g \sin(\chi) d\chi - \nu_0 g. \tag{9} \]

The corresponding scalar product is motivated by the kinetic free energy \( \tilde{g} \) of the probe-plasma system and reduces in the geometry of the PEP to

\[ \langle g' | g \rangle = \langle g' | g \rangle_p + \langle g' | g \rangle_v \]

\[ = \int_0^L \int_0^\pi \int_0^\infty g' w g \nu^2 \sin(\chi) d\nu d\chi dz \]

\[ + \int_0^L \frac{\partial \Phi'}{\partial \chi} \frac{\partial \Phi}{\partial \chi} dz. \tag{10} \]

Following the functional analytic approach, we have to expand the admittance \( Y_{in} \) by means of a complete orthonormal basis \( \{ l \} \) of the Hilbert space. Introducing the corresponding completeness relation twice into equation (7) yields

\[ Y_{in} = \sum_l \langle e_l | l' \rangle \sum_l \langle l' | (\hat{\omega} - \hat{T}_V - \hat{T}_S)^{-1} l \rangle \langle l | e_n \rangle. \tag{11} \]

This is a vector-matrix-vector product which is determined by the algebraic representation of the resolvent. In [37] it is shown that the matrix representation of a resolvent \( (\hat{\omega} - \hat{T}_V - \hat{T}_S)^{-1} \) is given by the inverse of the matrix representation of the operator \( \hat{\omega} - \hat{T} \). It allows first to determine the matrix representation of the operator and then to compute the inverse to get the matrix representation of the resolvent.

Now, the strategy to determine the admittance in a certain geometry is obvious. We choose an appropriate orthonormal basis, determine the matrix representation of \( \hat{\omega} - \hat{T}_V - \hat{T}_S \), calculate its inverse to get the matrix representation of the resolvent, compute the scalar products \( \{ l | e_n \} \) and \( \langle e_l | l' \rangle \), to finally get the admittance as a vector-matrix-vector multiplication.

### 4. Complete orthogonal basis in a simplified geometry

Before the admittance can explicitly be expanded, we have to find an appropriate set of basis functions. These basis functions have to fulfill the boundary conditions and should be orthogonal in the scalar product (10). The first part of the scalar product depends on the weighting function \( w \), which has a crucial influence on the choice of orthogonal basis functions. Due to the exponential part the generalized Laguerre polynomials \( L_{\nu}^{\lambda + \frac{1}{2}}(\nu^2) \) are an adequate choice for a complete basis in the absolute value of the velocity. They become the orthonormal functions \( \Lambda_{\nu}^{\lambda}(\nu) \) with an additional factor

\[ \Lambda_{\nu}^{\lambda}(\nu) = \frac{\kappa!}{\Gamma(\kappa + \lambda + \frac{1}{2})} \left( \nu^2 \right)^{\lambda + \frac{1}{2}} L_{\nu}^{\lambda + \frac{1}{2}}(\nu^2). \tag{12} \]

On the interval \( \chi \in [0, \pi] \) Legendre polynomials \( P_\lambda(\cos(\chi)) \) yield also a complete orthonormal set with an additional factor

\[ P_\lambda(\chi) = \sqrt{\frac{2\lambda + 1}{2}} P_\lambda(\cos(\chi)). \tag{13} \]

\( \lambda \in \mathbb{N}_0 \) is the expansion index for the projection angle and \( \kappa \in \mathbb{N}_0 \) for the absolute value of the velocity.

In physical space it is difficult to determine an orthogonal function due to the two different parts of the scalar product. Therefore, we assume \( \tilde{P}_\lambda(z) \) as complete basis function on the interval \([0, L]\) which fulfills the boundary conditions \( \tilde{P}_\lambda(0) = \tilde{P}_\lambda(L) = 0 \). Its distribution will remain undefined, yet. Together with the basis functions \( \Lambda_{\nu}^{\lambda}(\nu) \) and \( P_\lambda(\chi) \) we can define the following complete basis vector, which is orthonormal on the reduced velocity space,

\[ g_k^\Lambda(z, \nu, \chi) = \tilde{P}_\lambda(z) \Lambda_{\nu}^{\lambda}(\nu) P_\lambda(\chi). \tag{14} \]

As constraint the basis functions have to fulfill Poisson’s equation (2). Entering (14) into (2), it can be simplified by means of the orthogonality relations of the Legendre and Laguerre polynomials

\[ \frac{\partial^2 \Phi_k}{\partial z^2} = \frac{\delta_{00} \delta_{00}}{\pi^2} \tilde{P}_k(z) n(z). \tag{15} \]

With the boundary conditions \( \Phi_k(0) = \Phi_k(L) = 0 \) this differential equation can be solved by integration

\[ \Phi_k(z) = \frac{1}{\pi^2} \int_{0}^{z} \int_{0}^{z'} \tilde{P}_k(z'') n(z'') dz'' dz' \delta_{00} \delta_{00} \]

\[ - \frac{z}{\pi^2 L} \int_{0}^{L} \int_{0}^{L'} \tilde{P}_k(z'') n(z'') dz'' dz' \delta_{00} \delta_{00}. \tag{16} \]

In the scalar product (10) we need just the derivative of the potential which is given by

\[ \frac{\partial \Phi_k}{\partial z} = \frac{1}{\pi^2} \int_{0}^{z} \tilde{P}_k(z'') n(z'') dz'' \delta_{00} \delta_{00} \]

\[ - \frac{1}{\pi^2 L} \int_{0}^{L} \int_{0}^{L'} \tilde{P}_k(z'') n(z'') dz'' dz' \delta_{00} \delta_{00}. \tag{17} \]
5. Basis matrix

In the previous section we introduced a complete set of basis vectors $g^{k\lambda}_k$. Following the solution strategy, the scalar product of two basis vectors has to be determined. They are orthogonal in the velocity space which allows to simplify the first part of the scalar product by means of the corresponding orthogonality relations

$$\langle g^{k\lambda}_k \mid g^{k'\lambda'}_{k'} \rangle_p = \delta_{k,k'} \delta_{\lambda,\lambda'} B^{(k\lambda)}_{kk'} \quad (18)$$

with

$$B^{(k\lambda)}_{kk'} = \frac{1}{\sqrt{\pi}} \int_0^L n \tilde{P}_k \tilde{P}_{k'} \, dz. \quad (19)$$

The second part of the scalar product is determined by the derivative of the potentials $\Phi_0$ and $\Phi'_\lambda$ due to the corresponding Kronecker Deltas it reduces with $\kappa = \kappa' = \lambda = \lambda' = 0$ to

$$\langle g^{00}_k \mid g^{00}_{k'} \rangle_p = \int_0^L \frac{\partial \Phi_k}{\partial z} \frac{\partial \Phi_{k'}}{\partial z} \, dz. \quad (20)$$

For all other combinations of the expansion indices in the velocity space $\langle g^{k\lambda}_k \mid g^{k'\lambda'}_{k'} \rangle_p = 0$. Owing to that we split up the complete scalar product into

$$\langle g^{k\lambda}_k \mid g^{k'\lambda'}_{k'} \rangle_p = B^{(k\lambda)}_{kk'} + \int_0^L \frac{\partial \Phi_k}{\partial z} \frac{\partial \Phi_{k'}}{\partial z} \, dz = B^{(k\lambda)}_{kk'}, \quad (21)$$

$$\langle g^{k\lambda}_k \mid g^{00}_k \rangle_p = \delta_{\kappa,\kappa'} \delta_{\lambda,\lambda'} B^{(k\lambda)}_{kk}. \quad (22)$$

One can see, that the part $\langle g^{0\lambda}_k \mid g^{0\lambda}_k \rangle_p$ of the complete scalar product, which made it difficult to find an orthogonal set of basis functions in the physical space, is only given in (21). Due to the separability of the integrals in physical and velocity space we are able to first determine the matrices $B^{(k\lambda)}_{kk'}$ and $B^{(k\lambda)}_{kk}$ for the indices $k$ and $k'$ with a non-orthogonal basis. Then these matrices can be diagonalized with the rotation matrices $C^{(k\lambda)}$ and $C^{(k\lambda)}$ which means a change of the basis to an orthogonal one. The diagonalized matrices read as follows

$$D^{(k\lambda)}_{k} = C^{(k\lambda)}_k B^{(k\lambda)}_{kk} C^{(k\lambda)}_k^T, \quad (23)$$

$$D^{(k\lambda)}_{k} = \delta_{\kappa,\kappa'} \delta_{\lambda,\lambda'} C^{(k\lambda)}_k B^{(k\lambda)}_{kk} C^{(k\lambda)}_k^T. \quad (24)$$

After that we multiply these diagonal matrices with their inverse to find the corresponding identity matrix. Finally we arrive at the basis identity matrix $I$ of the complete scalar product with the indices of the velocity space.

6. Matrix of the Vlasov and the collision operator

After the basis matrix we want to determine the matrix of the Vlasov operator. To evaluate its matrix elements we need the derivative of the inner potential $\Phi_0^{T\lambda}$ caused by the vector $T\lambda$. Entering this vector in Poisson’s equation one can find, that the derivative of $\Phi_0^{T\lambda}$ is given by the electron particle flux. In the geometry of the PEP, we find for a basis vector

$$\frac{\partial \Phi_0^{T\lambda}}{\partial z} = -n \tilde{P}_k \int_0^\pi \int_0^\infty e^{-\frac{1}{2} \Lambda^2 \tilde{P}_k \cos(\chi)} \sin(\chi) \nu^3 \, dv \, d\chi. \quad (25)$$

Due to that the explicit solution of the potential $\Phi_0^{T\lambda}$ is not needed and the scalar product of two basis vectors and $T\lambda$ is determined by

$$\langle g^{k\lambda}_k \mid T\lambda \rangle = \langle g^{0\lambda}_k \mid T\lambda \rangle = \int_0^L \int_0^\pi \int_0^\infty e^{-\frac{1}{2} \Lambda^2 \tilde{P}_k \cos(\chi)} \sin(\chi) \nu^3 \, dv \, d\chi$$

and

$$\langle g^{k\lambda}_k \mid g^{k'\lambda'}_{k'} \rangle_p = \delta_{\kappa,\kappa'} \delta_{\lambda,\lambda'} B^{(k\lambda)}_{kk'} \quad (26)$$

with

$$V^{(i)}_{kk'} = \int_0^L \int_0^\pi \int_0^\infty e^{-\frac{1}{2} \Lambda^2 \tilde{P}_k \cos(\chi)} \sin(\chi) \nu^3 \, dv \, d\chi, \quad (27)$$

$$V^{(2)}_{kk'} = \int_0^L \int_0^\pi \int_0^\infty e^{-\frac{1}{2} \Lambda^2 \tilde{P}_k \cos(\chi)} \sin(\chi) \nu^3 \, dv \, d\chi, \quad (28)$$

$$V^{(3)}_{kk'} = \int_0^L \int_0^\pi \int_0^\infty e^{-\frac{1}{2} \Lambda^2 \tilde{P}_k \cos(\chi)} \sin(\chi) \nu^3 \, dv \, d\chi, \quad (29)$$

$$V^{(4)}_{kk'} = \int_0^L \int_0^\pi \int_0^\infty e^{-\frac{1}{2} \Lambda^2 \tilde{P}_k \cos(\chi)} \sin(\chi) \nu^3 \, dv \, d\chi. \quad (30)$$

The factorization of the integrals allows for the same evaluation as done for the basis matrix. We determine the matrices for the physical space $Y^{(i)}_k$ with a non-orthogonal basis over the indices $k$ and $k'$ with $i = 1, 2, 3, 4$. Multiplying them with the rotation matrices and the inverse diagonal matrices of the previous section leads to the inner block matrices for the physical space.

As shown in [38] the Vlasov operator is skew self-adjoint. This property transfers to the matrix representation—called skew hermitian—if the basis vector is orthogonal. In fact the basis vector is orthonormal in the velocity space and leads to vanishing scalar products for block matrices on the main diagonal. Due to that we can determine the inner matrices $Y^{(i)}_{kk'} = D^{(k\lambda)}_{k} C^{(k\lambda)}_k Y^{(i)}_{kk'} C^{(k\lambda)}_k D^{(k\lambda)}_{k}$ for the physical space without the main diagonal blocks ($D^{(k\lambda)}_{k}$ is meant as an inverse diagonal matrix, where the square root of the elements on the main diagonal is evaluated.). Integration in the velocity space (The integrals can analytically be solved, but lead to
long expressions.) yields block matrices $\mathbf{T}_V^0$ and their sum builds the complete matrix of the Vlasov operator

$$\mathbf{I}_V = \mathbf{T}_V^{(1)} + \mathbf{T}_V^{(2)} + \mathbf{T}_V^{(3)} + \mathbf{T}_V^{(4)}.$$  

(31)

The last matrix to determine is that of the collision operator. Owing to the fact that an integral in velocity space over the collision operator equals zero, yields also $g | \mathbf{T}_5 g = 0$. Therefore, the scalar product of two basis vectors and $\mathbf{T}_5$ simplifies with the orthogonality relations of the Legendre and Laguerre polynomials to

$$\langle g^{(X)}_k | g^{(X)}_{\lambda} \rangle = \langle g^{(X)}_k | g^{(X)}_{\lambda} \rangle_p = \nu_0 (\delta_{\lambda_0} - \delta_{\lambda_0} \delta_{\lambda_0} \delta_{\lambda_0} S_{\lambda \lambda} \rangle$$  

(32)

with

$$S_{\lambda \lambda} = \frac{1}{\sqrt{\pi}} \int_0^L n \hat{P}_c \hat{P}_c \, dz = B_{\lambda \lambda}. $$  

(33)

The matrix elements (32) obviously vanish if $\lambda = \lambda' = 0$. For all other elements (33) shows, that they are equal to the elements of the basis matrix. Hence, the multiplication of $S^{(\lambda)}$ with the rotation matrix $C^{(\lambda)}$ and the inverse matrix $D^{(\lambda)} 1$ leads to identity matrices in the physical space. By means of the indices of the velocity space we find the final matrix of the collision operator $\mathbf{T}_5$ as a diagonal matrix multiplied by the negative factor $-\nu_0$. The elements on the main diagonal are zero if $\lambda = \lambda' = 0$ otherwise one. Such a matrix is symmetric and negative semi-definite, like the collision operator itself. Now, the matrix representation of the complete operator $\mathbf{I} = \mathbf{T}_1 + \mathbf{T}_2$ is determined and can be inverted to find the matrix representation of the resolvent.

7. Excitation vector

Before we evaluate the expanded admittance (11), the scalar products between the basis and the excitation vectors are needed. The latter, with solutions (5), are given by

$$e_{1/2} = \frac{1}{L} \pi V \cos(\lambda) \frac{1}{L}. $$  

(34)

Entering (34) into the scalar product with the basis vector the scalar products are determined by

$$\langle e^{(X)}_{k, \lambda} | e_{1/2} \rangle = \langle e^{(X)}_{k, \lambda} | e_{1/2} \rangle_p = \frac{1}{2L} \int_0^L \hat{P}_c n \, \delta_{\lambda_1} \delta_{\lambda_0} \rangle \langle e_{1/2} \rangle $$  

(35)

Multiplying $e_{1/2}$ from the left side with the rotation matrix $C^{(\lambda)}$ and the inverse diagonal matrix $D^{(\lambda)} 1$ yields the excitation vectors $e^{(X)}_{k, \lambda}$ and $e^{(X)}_{k, \lambda}$. With the expansion indices of the velocity space we find the final excitation vectors $e_1 = -e_2$, which have non-vanishing elements only for $k' = 0$ and $\lambda' = 1$,

$$e_{1/2} = \begin{pmatrix} 0, \mp D^{(\lambda)} 1 C^{(0)} e_{k, \lambda}, 0, \ldots \end{pmatrix}^T. $$  

(36)

8. Resonance behaviour of the PEP

Now, we are equipped with all necessary elements to determine the current $i_i$ including the expanded admittance, which is given as a vector-matrix-vector multiplication,

$$i_i = \sum_{n=1}^2 C^{(n)} \cdot (i \omega - \mathbf{I}_V - \mathbf{I}_5)^{-1} \cdot e_i U_p.$$  

(37)

Applying symmetric voltages $U_1 = -U_2 = \frac{1}{2} U$ at the electrodes simplifies the current

$$i_1 = e_i^T \cdot (i \omega - \mathbf{I}_V - \mathbf{I}_5)^{-1} \cdot e_i U = Y U$$  

(38)

and leads to the complete admittance of the PEP

$$Y = e_i^T \cdot (i \omega - \mathbf{I}_V - \mathbf{I}_5)^{-1} \cdot e_i.$$  

(39)

It allows one to analyze the spectra of the PEP. To determine approximated spectra we have to evaluate the last integrals in the matrix and vector elements, which are dependent on the basis functions in physical space and the equilibrium electron density $n$. As a complete set of basis functions in physical space we choose

$$P_{\lambda}(z) = \frac{1}{\sqrt{L}} \sin \left( \frac{k \pi z}{L} \right) with k \in \mathbb{N}. $$  

(40)

They fulfill all conditions claimed in section 4. The equilibrium density of the electrons has to have a strong increase and decrease in front of the electrodes and a relatively homogeneous distribution in the bulk. The following combination of exponential functions is a simplification compared to a real density, but it fulfills the important requirements

$$n(z) = \frac{A - e^\frac{z - L/2}{\tilde{z}}}{A - 2e^\frac{z}{\tilde{z}}}. $$  

(41)

The density is symmetric between the electrodes and normalized to the value in the center. $A$ determines the density value in front of the electrodes and $a$ the strength of the gradient. We chose the simplified density to allow for analytic solutions of all integrals, because large matrices are expected for converged spectra.

The presented approximated spectra are computed with the fixed parameters $A = 1.05, a = 10$, and $L = 100$. They are chosen to represent a reasonable equilibrium density. A typical collision frequency in a low-temperature plasma is about $\nu_0 = 0.02$. $L$ and $\nu_0$ are normalized to the Debye length $L_\text{D}$ and the plasma frequency $\omega_p$, respectively. We use the maximum expansion index $k_{\text{max}} = 1000$ in physical space to ensure converged spectra for all chosen parameters.

In figure 2 the real part of the admittance is depicted for the presented approximated spectra in all integrals of the matrix and vector elements, which are dependent on the basis functions in physical space and the equilibrium electron density $n$. As a complete set of basis functions in physical space we choose

$$P_{\lambda}(z) = \frac{1}{\sqrt{L}} \sin \left( \frac{k \pi z}{L} \right) with k \in \mathbb{N}. $$  

(40)
A much stronger damping is given by \( \lambda \). The resulting resonance peak is more strongly damped than the first peak and slightly shifted to a lower resonance frequency of about \( \omega \approx 0.328 \omega_p \). A much stronger damping can be observed by an additional increase of the maximum expansion index of the projection angle \( \lambda_{\text{max}} = 3 \) (dotted) as depicted in figure 3. This additional damping leads also to a meaningful shift of the resonance frequency to \( \omega = 0.319 \omega_p \), which is not necessarily caused by physical effects. It can be a result from the convergence process. Hence, a better resolution within the velocity space shows a stronger damping and demonstrates clearly the influence of kinetic effects on the damping of the resonance in the spectrum of APRS. The half-width of the peak in the spectrum determined for \( \kappa_{\text{max}} = 4 \) and \( \lambda_{\text{max}} = 3 \) is approximately \( \Delta \omega \approx 0.031 \omega_p \). Assuming that \( \Delta \omega \) is given by \( \Delta \omega = \nu_0 + \nu_{\text{kin}} \), we find an additional kinetic damping of about \( \nu_{\text{kin}} \approx 0.011 \omega_p \).

To show the influence of kinetic effects on the damping of the resonance peak we increase the maximum expansion indices in velocity space. In figure 2 only the maximum expansion index of the velocity's absolute value is increased to \( \kappa_{\text{max}} = 4 \) (bold). The resulting resonance peak is more strongly damped than the first peak and slightly shifted to a lower resonance frequency of about \( \omega = 0.328 \omega_p \). A much stronger damping can be observed by an additional increase of the maximum expansion index of the projection angle \( \lambda_{\text{max}} = 3 \) (dotted) as depicted in figure 3. This additional damping leads also to a meaningful shift of the resonance frequency to \( \omega = 0.319 \omega_p \), which is not necessarily caused by physical effects. It can be a result from the convergence process. Hence, a better resolution within the velocity space shows a stronger damping and demonstrates clearly the influence of kinetic effects on the damping of the resonance in the spectrum of APRS. The half-width of the peak in the spectrum determined for \( \kappa_{\text{max}} = 4 \) and \( \lambda_{\text{max}} = 3 \) is approximately \( \Delta \omega \approx 0.031 \omega_p \). Assuming that \( \Delta \omega \) is given by \( \Delta \omega = \nu_0 + \nu_{\text{kin}} \), we find an additional kinetic damping of about \( \nu_{\text{kin}} \approx 0.011 \omega_p \).

9. Conclusion

Based on the result that the admittance of a probe-plasma system in a kinetic description of APRS in arbitrary geometry is given by the resolvent of the dynamical operator \( T_V + T_S \), we derived the expanded admittance for the PEP. Therefore, a complete basis in the particular geometry was chosen to determine the matrix representation of the dynamical operator. The truncation of the expansion leads to the approximated admittance which allows one to analyse the influence of kinetic effects on the spectrum and in particular on the damping.

To demonstrate that kinetic effects have a meaningful influence on the damping of an APRS probe in a low-pressure plasma, we compared three different spectra. They differ in their maximum expansion indices in velocity space, but they are computed with the same maximum expansion index in physical space. A large expansion index in physical space is necessary to ensure converged spectra in all cases.

An increase only of the maximum expansion index of the velocity's absolute value shows just a weak influence on the damping. Such an increase is connected to a better resolution of the electron's kinetic energy. This energy has an influence on the kinetic free energy \( \mathcal{G} \), which escapes through the interface \( \mathcal{F} \) in the geometry of a realistic probe design, but it is always limited due to elastic collisions. In case of the PEP the interface \( \mathcal{F} \) lies in the outer region of the electrodes, which means, that the spectra do not fully contain this loss mechanism. Furthermore, the collision frequency was assumed to be constant. A velocity dependent collision frequency will have a stronger influence.

An additional increase of the maximum expansion index of the projection angle leads to a stronger influence on the damping. It is caused by elastic collisions which drive the perturbed distribution function to an isotropic one. This means to lose information about the velocity direction. Information loss is equal to an increase of the kinetic entropy \( \mathcal{G} \) and thus, a decrease of the kinetic free energy \( \mathcal{F} = \mathcal{H} - \mathcal{G} \), where \( \mathcal{H} \) means the total energy.

In summary we have shown that kinetic effects have an influence on the loss of kinetic free energy which is observed by the probe as damping. On one hand it is caused by the increase of the kinetic entropy due to elastic collisions and on the other hand by the escaped free energy to an unobservable distance to the probe. The latter is connected to the collision-less damping.

As a next step the presented solution strategy of the kinetic model will be applied to a real probe design. This will lead to a correction of a fluiddynamically determined half-width of the resonance peak. The kinetically corrected half-width is dependent on the electron temperature and will allow for a simultaneous measurement of the electron density and temperature with an APRS probe.
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