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Abstract. In this paper we study the continuous dynamical sampling problem at infinite time in a complex Hilbert space $H$. We find necessary and sufficient conditions on a bounded linear operator $A \in B(H)$ and a set of vectors $G \subset H$, in order to obtain that $\{e^{tA}g\}_{g \in G, t \geq 0}$ is a semi-continuous frame for $H$. We study if it is possible to discretize the time variable $t$ and still have a frame for $H$. We also relate the continuous iteration $e^{tA}$ on a set $G$ to the discrete iteration $(A')^n$ on $G'$ for an adequate operator $A'$ and set $G' \subset H$.

1. Introduction

1.1. The dynamical sampling problem: discrete and continuous time.

The classical sampling and reconstruction problem consists in recovering a function $f : H \to \mathbb{C}$ from the knowledge of its values at certain points of the spatial domain $H$. In the dynamical sampling problem, the set of space samples is replaced by a set of space-time samples.

In order to state the general dynamical sampling problem, let $f$ be a function in a complex separable Hilbert space $(H, \langle \cdot, \cdot \rangle)$. Assume that $f$ evolves through an evolution operator $A : H \to H$ so that the function at time $t$ has evolved to become $f(t) = A(t)f$. The concrete definition of $A(t)$ will depend on whether the evolution happens in discrete or continuous time and will be introduced later. Let $G = \{g^j\}_{j \in J}$ be a set of vectors in $H$, where $J$ is a countable set (finite or infinite) of indexes. Consider a set $T \subseteq [0, \infty)$ which can be of four types: a discrete finite set, $T = \{0, 1, \ldots, N\}$ (for $N \in \mathbb{N} \cup \{0\}$) or a discrete infinite set $T = \mathbb{N} \cup \{0\}$, or a finite interval, $T = [0, L]$ (where $(L \in [0, \infty))$ or $T = [0, \infty)$. The time-space sample at time $t \in T$ and location $j \in J$, is the value

$$f(t)(j) := \langle A(t)f, g^j \rangle.$$ 

In this way we associate to each pair $(j, t) \in J \times T$ a sample value. The general dynamical sampling problem can then be described as: Under what conditions on the operator $A$, the vectors $g^j$ and the set $J \times T$, can every vector $f$ in the Hilbert space $H$ be recovered in a stable way from the samples

$$\{f(t)(j) : (j, t) \in J \times T\}. \quad (1)$$

Here stable way means, as usual, that the reconstruction is robust under small perturbations. We will make this notion precise in a moment.

Throughout the paper, we assume that $A \in B(H)$. For each $j \in J$, let $S_j$ be the operator

$$S_j : \text{span}\{g^j : j \in J\} \to L^2(T, \mu_T) \quad (S_jf)(t) := f(t)(j),$$
where $\mu_T$ is either the discrete measure or the Lebesgue measure depending on the set $T$. Define $S$ to be the operator $S := \bigoplus_{j \in J} S_j$. We say that $f$ can be recovered from (1) in a stable way if $S$ is a bounded and invertible (on its range) linear operator. That is, if and only if there exist constants $c, C > 0$ such that for all $f \in \mathcal{H}$

$$c\|f\|^2_2 \leq \|Sf\|^2_2 = \sum_{j \in J} \|S_j f\|^2_{L^2(\mu_T)} = \sum_{j \in J} \int_T |\langle A(t) f, g_j^* \rangle|^2 d\mu_T(t) \leq C\|f\|^2_2. \quad (2)$$

The choices for $A(t), t \in T$ will be as follows: The discrete dynamical sampling problem is the case in which the iterations of the operator $A$ are discrete and we take $A^{(n)} := A^n$ for $n \in T$. Instead, for the continuous dynamical sampling problem we take $A(t) := e^{tA}$ for $t \in T$, where $T = [0, L]$ or $T = [0, \infty)$. The problem of dynamical sampling for discrete time was the first to be formulated. It was deeply studied for example in [1, 2, 3, 5, 6, 7]. In particular in [2, 6, 7] necessary and sufficient conditions on a normal operator $A$ and $\mathcal{G} \subset \mathcal{H}$ are obtained, so that $\{A^n g\}_{n \in \mathbb{N}}$ is a frame for $\mathcal{H}$ when $|\mathcal{G}| < \infty$.

The problem of dynamical sampling for continuous time was originally posed for normal operators in [4]. There, since $A$ is normal, the authors work with continuous powers $\{e^{tA}\}_{t \in [0, L]}$ defined through the Spectral Theorem. When $A$ is a self-adjoint and strictly positive operator, the operators $A^t$ coincide with $e^{tA}$ for an appropriate choice of $\tilde{A} \in \mathcal{B}(X)$, for all $t \geq 0$. When $A$ is not self-adjoint or not strictly positive, it is not clear how to find (or decide if there exists) an appropriate $\tilde{A}$ that satisfies the equality (see Definition 2.13).

Since $e^{tA} = \sum_{n=0}^{\infty} \frac{t^n}{n!} A^n$ is always defined for bounded operators (even for non normal ones, see (9)), in this article we will work with $e^{tA}$ (instead of $A^t$). This choice is also justified by the role of $e^{tA}$ in continuous dynamical systems $x(t) = Ax(t)$ as shown in [9]. Hence we will not require (a priori) that $A$ is normal. Further, since $e^{tA}$ is always invertible, the invertibility of $A$ will not be necessary. Note that, as pointed out before, in general, it is not true that $e^{tA} = A^t$, and hence the results from [4] cannot be obtained immediately, although most of them will still be valid.

For the discrete dynamical problem ($T = \{0, 1, ..., N\}$ or $T = \mathbb{N} \cup \{0\}$), condition (2) becomes

$$c\|f\|^2_2 \leq \sum_{g \in \mathcal{G}} \sum_{n \in T} |\langle f, (A^*)^n g \rangle|^2 \leq C\|f\|^2_2, \quad (\forall f \in \mathcal{H}),$$

where $A^*$ is the adjoint operator of $A$ (see for example [2, Lemma 1.2]), which is exactly the condition for the set $\{(A^*)^n g\}_{g \in \mathcal{G}, n \in T}$ to be a frame in $\mathcal{H}$. For the continuous dynamical problem, whith $T = [0, L]$ or $T = [0, \infty)$, condition (2) can be written as

$$c\|f\|^2_2 \leq \int_T |\langle f, e^{tA^*} g \rangle|^2 d\mu_T(t) \leq C\|f\|^2_2 \quad (\forall f \in \mathcal{H}).$$

This condition says that $\{e^{tA^*} g\}_{g \in \mathcal{G}, t \in T}$ is a semi-continuous frame for $\mathcal{H}$ (see for example [11]). For simplicity of notation we will work with $\{e^{tA} g\}$ and $\{A^n g\}$ instead of $\{e^{tA^*} g\}$ and $\{(A^*)^n g\}$.

1.2. Motivations, Contributions and Organization.
The goal of this paper is to find necessary and sufficient conditions for the continuous time dynamical sampling problem to be solvable with only a finite number of spatial samples, that is, $|G| < \infty$. Since we work on an infinite dimensional Hilbert space, the only possibility then is to have an infinite number of time samples. When the time parameter is continuous (either $[0, \infty)$ or $[0, L]$), we always have infinite time samples. However, by the results in [4], one can show that for $t \in [0, L]$ in a finite interval, $\{e^{tA}g\}_{g \in G, t \in [0, L]}$ is a frame if and only if $\{e^{tA}g\}_{g \in G, t \in T}$ is a frame, with $T$ a finite set of points. Therefore, when considering a finite number of space samples, the only possibility to obtain a solution will be to sample considering an infinite interval of time, that is $T = [0, \infty)$.

However, for operators giving rise to exponentially stable semigroups, it can be shown (see Corollary 3.9), that even in this case, it will never suffice to take finite space samples. Instead, for operators that generate non-exponentially stable semigroups we are able to obtain positive results. Our approach here is to relate the continuous problem to the discrete one. By establishing the sought after relations, we are able to translate the results from the discrete time dynamical sampling problem to the continuous one.

Even though the main objective is to reduce the spatial samples to a finite number, as a consequence of our results we are also able to reduce the amount of samples but in the time variable. We obtain this through a discretization procedure for all operators; giving rise to exponentially stable or non-exponentially stable semigroups. In fact, for the exponentially stable case we show that sampling up to infinite in time is equivalent to only sampling at a finite set of time values (see Section 3).

Finally, we were able to establish the precise connection between the discrete dynamical sampling problem and the continuous one, obtaining Theorems 4.5 and Theorem 4.6. We do so by first relating both problems and then adapt results from one to the other.

The paper is organized as follows: In Section 2 we set the background needed to state and prove our results. In Section 3 we show how to discretize the sampling process without altering the dynamics (Theorems 3.1 and 3.4, and Corollaries 3.8 and 3.9). In Section 4, we show the connection between the discrete dynamical sampling problem and the continuous one via a transformation in the dynamics (see Theorems 4.1, 4.5 and 4.6). As a consequence we then can translate the results from the discrete time dynamical sampling problem to the continuous one. This is done in Section 5. Necessary and sufficient conditions for $\{e^{tA}g\}_{g \in G, t \in [0, \infty)}$ to be a semi-continuous frame are the content of Theorem 5.1. Some of the results of this paper were announced without proofs in [9].

2. Preliminaries

2.1. Reproducing Kernel Hilbert Spaces and Hardy Spaces.

**Definition 2.1.** A nonzero Hilbert space $H$ of analytic functions on a plane domain $\Omega \subset \mathbb{C}$ is said to be a reproducing kernel Hilbert space (RKHS) if the point evaluation is a continuous linear functional on $H$. By the Riesz Representation Theorem, in this situation, for every $w \in \Omega$, there exists a function (reproducing Kernel) $z \mapsto k_w(z)$ belonging to $H$, such that, for every $f \in H,$

$$f(w) = \langle f, k_w \rangle.$$  (3)
Note that in particular, $\|k_w\|^2 = k_w(w), \forall w \in \Omega$.

**Definition 2.2.** A sequence of vectors $\{\varphi_n\}$ in a Hilbert space $\mathcal{H}$ is said to be a Riesz sequence if there exist positive constants $c$ and $C$ such that for every finite sequence $(a_n)$

$$c \sum |a_n|^2 \leq \| \sum a_n \varphi_n \|^2 \leq C \sum |a_n|^2.$$  

If in addition $\{\varphi_n\}$ is a complete system in $\mathcal{H}$, it is called a Riesz basis.

**Definition 2.3.** Let $\mathcal{H}$ be a RKHS of analytic functions on a plane domain $\Omega \subset \mathbb{C}$, with reproducing kernel $w \mapsto k_w$ (for $w \in \Omega$). Let $\Lambda$ be a discrete subset of complex numbers in $\Omega$. Let $\{f_\lambda\}_{\lambda \in \Lambda} \subset \mathcal{H}$ the subset of normalized reproducing kernels defined by

$$f_\lambda(z) := \frac{k_\lambda(z)}{k_\lambda(\lambda)} \quad (z \in \Omega).$$

Denote by

$$\ell_2^2(\Lambda) := \left\{ (c_\lambda)_{\lambda \in \Lambda} : \sum_{\lambda \in \Lambda} \frac{|c_\lambda|^2}{k_\lambda(\lambda)} < \infty \right\}. \quad (4)$$

$\Lambda$ is said to be a (complete) interpolating sequence for $\mathcal{H}$ if $\{f_\lambda\}_{\lambda \in \Lambda}$ is a Riesz sequence (basis) in $\mathcal{H}$. That is, for every sequence $(c_\lambda) \in \ell_2^2(\Lambda)$ there a (unique) $f \in \mathcal{H}$ such that $f(\lambda) = c_\lambda$ for all $\lambda \in \Lambda$.

Hardy spaces are a particular example of RKHS. We recall the notions of Hardy spaces to set the notation. As a reference see for example [13].

**2.1.1. Hardy space of the right half plane.**

**Definition 2.4.** Let $\mathbb{C}_+ := \{z = x + iy \in \mathbb{C} : x = \text{Re}(z) > 0\}$,

be the right complex half plane. The Hardy space $H^2(\mathbb{C}_+)$ can be defined as the set of all analytic functions $f : \mathbb{C}_+ \to \mathbb{C}$ such that

$$\|f\|_{H^2(\mathbb{C}_+)} := \left( \sup_{x > 0} \int_{-\infty}^{\infty} |f(x + iy)|^2 dy \right)^{1/2} < \infty.$$  

If $f \in H^2(\mathbb{C}_+)$, its boundary values $\tilde{f}(iy) := \lim_{x \to 0^+} f(x + iy)$, are defined almost everywhere, and the boundary function $\tilde{f}$ lies in $L^2(i\mathbb{R})$ and satisfies $\|\tilde{f}\|_{L^2(i\mathbb{R})} = \|f\|_{H^2(\mathbb{C}_+)}$. We identify $f$ and $\tilde{f}$, and thus $H^2(\mathbb{C}_+)$ can naturally be seen as a closed subspace of $L^2(i\mathbb{R})$ and hence a Hilbert space.

With the notation above we can define the inner product on $H^2(\mathbb{C}_+)$ by

$$\langle f, g \rangle_{H^2(\mathbb{C}_+)} := \int_{-\infty}^{\infty} \tilde{f}(iy) \overline{g(iy)} \, dy,$$

which makes $H^2(\mathbb{C}_+)$ a RKHS, with reproducing kernel

$$k_{s+}^s(z) := \frac{1}{2\pi(z + \overline{s})} \quad (s \in \mathbb{C}_+) \quad \text{with norm} \quad \|k_s\|_{H^2(\mathbb{C}_+)}^2 = \frac{1}{4\pi \text{Re}(s)}.$$
2.1.2. Hardy space of the disc.

**Definition 2.5.** The Hardy space $H^2(\mathbb{D})$ of the disc $\mathbb{D}$, given by

$$\mathbb{D} := \{ z \in \mathbb{C} : |z| < 1 \},$$

is defined as the set of all analytic functions $f : \mathbb{D} \to \mathbb{C}$ such that

$$\|f\|_{H^2(\mathbb{D})} := \left( \sup_{r < 1} \frac{1}{2\pi} \int_0^{2\pi} |f(re^{i\omega})|^2 \, d\omega \right)^{1/2} < \infty.$$

Again, if $f \in H^2(\mathbb{D})$, its boundary values $\tilde{f}(e^{i\omega}) := \lim_{r \to 1} f(re^{i\omega})$ exist almost everywhere, and the boundary function $\tilde{f}$ lies in $L^2(T)$ and satisfies $\|\tilde{f}\|_{L^2(T)} = \|f\|_{H^2(\mathbb{D})}$. We identify $f$ and $\tilde{f}$, and thus consider $H^2(\mathbb{D})$ as a closed subspace of $L^2(T)$, with inner product

$$\langle f, g \rangle_{H^2(\mathbb{D})} := \frac{1}{2\pi} \int_0^{2\pi} \tilde{f}(e^{i\omega}) \overline{\tilde{g}(e^{i\omega})} \, d\omega,$$

which as before makes $H^2(\mathbb{D})$ a RKHS with kernel,

$$k^\mathbb{D}_s(z) = \frac{1}{1 - \overline{s} z} \quad (s \in \mathbb{D}) \quad \text{with norm} \quad \|k_s\|^2_{H^2(\mathbb{D})} = \frac{1}{1 - |s|^2}.$$

2.1.3. Relations between Hardy Spaces.

There is a natural isometric isomorphism between Hardy spaces on the half-plane $\mathbb{C}_+$ and on the disc $\mathbb{D}$ induced by the self-inverse bijection given by

$$h : \mathbb{D} \to \mathbb{C}_+ \quad h(z) := \frac{1 - z}{1 + z}. \quad (5)$$

It is easy to see that $h \circ h(z) = z$, and that for $f \in H^2(\mathbb{C}_+)$, $g(z) := f \left( \frac{1 + z}{1 - z} \right)$ belongs to $H^2(\mathbb{D})$.

**Theorem 2.6.** The mapping $V : H^2(\mathbb{D}) \to H^2(\mathbb{C}_+)$ defined by

$$(Vf)(s) := \frac{1}{\sqrt{\pi(1 + s)}} f(h(s)), \quad (6)$$

is an isometric isomorphism.

The isometric isomorphism $V$ defined in (6) does not map the reproducing kernel of $H^2(\mathbb{D})$ to the reproducing kernel of $H^2(\mathbb{C}_+)$ but we have

$$V(k^\mathbb{D}_s)(z) = \frac{2\sqrt{\pi}}{1 + s} k^\mathbb{C}_+(h(s))(z)$$

for $s \in \mathbb{D}$, and

$$V^{-1}(k^\mathbb{C}_+(h(s)))(z) = \frac{1}{\sqrt{\pi(1 + s)}} k^\mathbb{D}_s(z). \quad (7)$$

As an easy consequence of the isomorphism between the Hardy spaces we have the following proposition.

**Proposition 2.7.** $\{ \lambda_j \}_{j=1}^\infty \subset \mathbb{C}_+$ is an interpolating sequence for $H^2(\mathbb{C}_+)$ if and only if $\{ h(\lambda_j) \}_{j=1}^\infty$ is an interpolating sequence for $H^2(\mathbb{D})$, where $h$ is as in (5).
Theorem 2.9. Let us recall here some results of the discrete dynamical sampling problem. For the convenience of the reader and to make this paper self-contained, we repeat (without proofs) the relevant results from the recent article [7].

Write \( \varphi_0(z) := z \) and for \( 0 \neq \eta_j \in \mathbb{D} \), \( \varphi_{\eta_j}(z) := \frac{\eta_j - z}{1 - \eta_j \bar{z}} \). The pseudo-hyperbolic metric in \( \mathbb{D} \) is given by \( \rho(z, w) := |\varphi_z(w)| \), and we denote by \( \Delta_{\rho}(z, r) := \{ w \in \mathbb{D} : \rho(z, w) < r \} \) for \( 0 < r < 1 \).

Definition 2.8. A positive measure \( \mu \) on \( \mathbb{D} \) is called a Carleson measure if there exists a constant \( C > 0 \) such that

\[
\int |f|^2 d\mu \leq C^2 \|f\|^2, \quad \forall f \in H^2(\mathbb{D}).
\]

We have the following Theorem.

Theorem 2.9. [7] Let \( A \) be a diagonal operator with respect to the standard basis in \( \ell^2(J) \), where \( J \) is finite, or \( J = \mathbb{N} \), and let \( a^1, \ldots, a^m \in \ell^2(J) \). Then \( \{ A^n a^i : n \in \mathbb{N} \cup \{0\}, 1 \leq j \leq m \} \) is a frame if and only if

- There exists \( C \geq 1 \) such that each \( a^i (i = 1, \ldots, m) \) is given by
  \[
a^i_j = d_j \pi_j (1 - |\eta_j|^2)^{\frac{1}{2}} \quad (\forall j \in J), \quad \text{with} \quad \sum_{j=1}^{m} |a^i_j|^2 = 1 \quad \text{for all} \quad j \in J. \tag{8}
\]

- The sequence of eigenvalues \( \{ \eta_j : j \in J \} \) of \( A \) is in \( \mathbb{D} \) and satisfies that the measure \( \sum_i (1 - |\eta_i|^2) d_{\eta_i} \) is a Carleson measure.
- The sequence \( S := \{ \eta_j \} \) and the double sequence \( \{ \alpha^i_j : j \in J, 1 \leq i \leq m \} \) of (8) satisfy the following two conditions:
  1. There is \( \beta > 0 \) such that \( \Delta(\eta_j, \beta) \) contains no more than \( m \) points of \( S \) counting repetitions for all \( j \).
  2. There is \( 0 < \gamma < \beta \) such that if \( \eta_{j_1}, \ldots, \eta_{j_p} (p \leq m) \) are the points of \( S \) in \( \Delta(\eta_{j_1}, \gamma) \) counting repetitions, the related matrix satisfies for all \( (c_{j_1}, \ldots, c_{j_p}) \in \mathbb{C}^p \),

\[
D \left\| \begin{bmatrix} c_{j_1} \\ \vdots \\ c_{j_p} \end{bmatrix} \right\|_{\mathbb{C}^p} \leq \left\| \begin{bmatrix} \alpha^1_{j_1} & \cdots & \alpha^1_{j_p} \\ \vdots & \ddots & \vdots \\ \alpha^m_{j_1} & \cdots & \alpha^m_{j_p} \end{bmatrix} \begin{bmatrix} c_{j_1} \\ \vdots \\ c_{j_p} \end{bmatrix} \right\|_{\mathbb{C}^{m \times 1}}^2
\]

where \( D > 0 \) does not depend on \( p \) or the \( \alpha \)'s.

Note that, in the particular case, when \( m = 1 \) choosing \( a^1_j = (1 - |\eta_j|^2)^{\frac{1}{2}} \), the orbit \( \{ A^n a^1 \} \) is a frame if and only if \( \left\{ \frac{k_{\eta_j}}{\|k_{\eta_j}\|} \right\} \) is a Riesz sequence which in turn is equivalent to \( \{ \eta_j \} \) being an interpolating sequence. Therefore the result in [2, Theorem 3.14] is included.

2.3. Exponential map and Spectral theorem.

We list now from [10, 15] some results (without proofs) on semigroup theory for the case of bounded operators that we will need later.

An operator \( A \in \mathcal{B}(\mathcal{H}) \) defines an one-parameter group

\[
\left\{ e^{tA} := \sum_{n=0}^{\infty} \frac{t^n}{n!} A^n, \quad t \in \mathbb{R} \right\}. \tag{9}
\]
We have the following results.

**Proposition 2.10.**

1. Given $f \in \mathcal{H}$, $e^{tA}f$ is the solution of the differential equation $\dot{x}(t) = Ax(t)$, $x(0) = f$.
2. $e^{0A} = I$ (the identity operator), $e^{(t+s)A} = e^{tA}e^{sA}$ for all $t, s \in \mathbb{R}$.
3. $\lim_{t \to s} \|e^{tA} - e^{sA}\| = 0$. That is, $e^{tA}$ is a continuous in the operator norm.
4. For each $t \in \mathbb{R}$, $e^{tA} \in \mathcal{B}(\mathcal{H})$ is an invertible operator.
5. There exists constants $M \geq 1$ and $\omega$ and such that $\|e^{tA}\| \leq Me^{\omega t} \forall t \geq 0$. In particular, one can choose $M = 1$ and $\omega = \|A\|$.

**Definition 2.11.** Let $A \in \mathcal{B}(\mathcal{H})$ be such that $\|e^{tA}\| \leq Me^{\omega t} \forall t \geq 0$. If $\omega < 0$ we say that the semigroup $\{e^{tA}\}_{t \in [0, \infty)}$ is exponentially stable. Since $A$ is a bounded operator, this is equivalent to the condition $\text{Re}(\lambda) < 0$ for all $\lambda \in \sigma(A)$, where $\sigma(A)$ denotes the spectrum of $A$.

For some of the results it will be convenient to use a spectral definition of the exponential map $e^{tA}$. Therefore we recall the spectral theorem with multiplicity for normal operators [8] which will yield an alternative (but equivalent) definition of the exponential map.

For a non-negative regular Borel measure $\mu$ on $\mathbb{C}$, $N_\mu$ will denote the multiplication operator acting on $L^2(\mu)$, i.e., for a $\mu$-measurable function $f : \mathbb{C} \to \mathbb{C}$ such that $\int_{\mathbb{C}} |f(z)|^2 d\mu(z) < \infty$,

$$N_\mu f(z) = zf(z).$$

We will use the notation $[\mu] = [\nu]$ to denote two mutually absolutely continuous measures $\mu$ and $\nu$.

The operator $N_\mu^{(k)}$ will denote the direct sum of $k$ copies of $N_\mu$, i.e.,

$$(N_\mu)^{(k)} = \oplus_{i=1}^{k} N_\mu.$$

Similarly, the space $(L^2(\mu))^{(k)}$ will denote the direct sum of $k$ copies of $L^2(\mu)$.

**Theorem 2.12 (Spectral theorem with multiplicity).** For any normal operator $A$ on $\mathcal{H}$ there are mutually singular non-negative Borel measures $\mu_j, 1 \leq j \leq \infty$, such that $A$ is equivalent to the operator

$$N^{(\infty)}_{\mu_\infty} \oplus N_{\mu_1} \oplus N^{(2)}_{\mu_2} \oplus \ldots,$$

i.e., there exists a unitary transformation

$$U : \mathcal{H} \to \mathcal{W} := (L^2(\mu_\infty))^{(\infty)} \oplus L^2(\mu_1) \oplus (L^2(\mu_2))^{(2)} \oplus \ldots$$

such that

$$UAU^{-1} = N^{(\infty)}_{\mu_\infty} \oplus N_{\mu_1} \oplus N^{(2)}_{\mu_2} \oplus \ldots.$$

Moreover, if $\tilde{A}$ is another normal operator with corresponding measures $\nu_\infty, \nu_1, \nu_2, \ldots$, then $\tilde{A}$ is unitary equivalent to $A$ if and only if $[\nu_j] = [\mu_j]$ for $j = 1, \ldots, \infty$.

A proof of the theorem can be found in [8].
Let $U$ be as in Theorem 2.12. If $g \in \mathcal{H}$, one has $Ug = ((Ug)_j)_{j \in \mathbb{N}^*}$, where
\( \mathbb{N}^* := \mathbb{N} \cup \{\infty\} \) \((Ug)_j\) is the restriction of $Ug$ to \((L^2(\mu_j))^{(j)}\). Thus, for any $j \in \mathbb{N}^*$, \((Ug)_j\) is a function from $\mathbb{C}$ to $\ell^2(\Omega_j)$ and
\[
\sum_{j \in \mathbb{N}^*} \int_{\mathbb{C}} \| (Ug)_j(z) \|^2_{\ell^2(\Omega_j)} d\mu_j(z) = \|g\|^2 < \infty.
\]

**Definition 2.13.** Given a normal operator $A$, $e^{tA} : \mathcal{H} \to \mathcal{H}$ can be defined by
\[
\langle e^{tA}f, g \rangle = \int_{z \in \sigma(A)} e^{tz}(Uf(z), Ug(z)) d\mu(z), \quad \text{for all } f, g \in \mathcal{H}.
\]

Note that, for normal operators $A$ this definition coincides with $\sum_{n=0}^{\infty} \frac{t^n}{n!} A^n$.

### 3. Finite vs infinite time and discretization

We start with two theorems concerning the discretization in finite ($T = [0, L]$) and infinite time ($T = [0, \infty)$). Notice that the first one is for general linear bounded operators $A$, whereas the second is only when $\{e^{tA}\}_{t \in [0, \infty)}$ is exponentially stable. The proofs are almost verbatim to [4, Theorem 5.4]. However, since we use $e^{tA}$ instead of $A^t$ (as they do in the aforementioned paper), some parts get simplified using some basic results from Section 2.3. We give the proof of Theorem 3.4 to show where the choice of $e^{tA}$ simplifies the arguments. Following this steps, the proof of Theorem 3.1 can be deduced so we omit it. Also, the Corollary 3.2 is the analogous result to the one given in [4, Corollary 5.3].

**Theorem 3.1.** Let $\mathcal{H}$ be a Hilbert space, $A \in \mathcal{B}(\mathcal{H})$ and let $\mathcal{G}$ be a Bessel system of vectors in $\mathcal{H}$. Then, the following are equivalent.

i) $\{e^{tA}g\}_{g \in \mathcal{G}, t \in [0, L]}$ is a semi-continuous frame for $\mathcal{H}$.

ii) There exists $\delta > 0$ such that for any finite set $T = \{t_j : j = 1, \ldots, n\}$ with $0 = t_1 < t_2 < \ldots < t_n \leq t_{n+1} = L$ and $|t_{j+1} - t_j| < \delta$ for all $j \in \{1, \ldots, n\}$, the system $\{e^{tA}g\}_{g \in \mathcal{G}, t \in T}$ is a frame for $\mathcal{H}$.

iii) There exists a finite partition $T = \{t_j : j = 1, \ldots, n\}$ of $[0, L]$ with $0 = t_1 < t_2 < \ldots < t_n \leq L$ such that $\{e^{tA}g\}_{g \in \mathcal{G}, t \in T}$ is a frame for $\mathcal{H}$.

**Corollary 3.2.** If $\{e^{tA}g\}_{g \in \mathcal{G}, t \in [0, L]}$ is a frame for an infinite dimensional Hilbert space $\mathcal{H}$, then $|\mathcal{G}| = \infty$.

If $\{e^{tA}\}_{t \in [0, \infty)}$ is an exponentially stable semigroup, the extension of Theorem 3.1 from $[0, L]$ to $[0, \infty)$ can be done in two different ways: adapting the ideas of Theorem 3.1 or restricting $t$ to $[0, L]$ and then using Theorem 3.1. We separate these two approaches in the following two subsections.

#### 3.1. Discretization of the infinite time frame: Method 1.

**Definition 3.3.** We say that a discrete subset of complex numbers $\Lambda$ is uniformly separated if
\[
\inf_{\lambda, \lambda' \in \Lambda, \lambda \neq \lambda'} |\lambda - \lambda'| > 0.
\]

**Theorem 3.4.** Let $A \in \mathcal{B}(\mathcal{H})$ and let $\mathcal{G}$ be a Bessel system of vectors in $\mathcal{H}$. If $\{e^{tA}\}_{t \in [0, \infty)}$ is exponentially stable, then the following are equivalent.

i) $\{e^{tA}g\}_{g \in \mathcal{G}, t \in [0, \infty)}$ is a semi-continuous frame for $\mathcal{H}$.
ii) There exists $\delta > 0$ such that for any uniformly separated countable set of the form $T = \{t_j : j \in \mathbb{N}\}$ with $t_1 = 0$ and $0 < t_{j+1} - t_j < \delta \forall i \in \mathbb{N}$, the system $\{e^{t_j^i}g\}_{g \in \mathcal{G}, t \in T}$ is a frame for $\mathcal{H}$.

iii) There exists $m > 0$ such that for the countable set $T = \{t_j := i \cdot m : j = 0, 1, \ldots\}$, the system $\{e^{t_j^i}g\}_{g \in \mathcal{G}, t \in T}$ is a frame for $\mathcal{H}$.

Proof. i) $\Rightarrow$ ii) From the assumption that $\mathcal{G}$ is a Bessel sequence in $\mathcal{H}$, there exists $K > 0$ such that $\sum_{g \in \mathcal{G}} |(f, g)|^2 \leq K\|f\|^2$, for all $f \in \mathcal{H}$. Since $A$ is a bounded operator and $\{e^{t_j^i}A\}_{i \geq 0}$ is exponentially stable, there are constants $\omega < 0$ and $M \geq 1$ such that for any $0 \leq t < \infty$, one has

$$\sum_{g \in \mathcal{G}} |\langle f, e^{t_j^i}g \rangle|^2 = \sum_{g \in \mathcal{G}} |\langle e^{t_j^iA}f, g \rangle|^2 \leq KM^2 e^{2\omega t}\|f\|^2.$$ 

Let $T = \{t_j : j \in \mathbb{N}\}$ be a uniformly separated subset of $[0, \infty)$. Let $0 < \delta_0 := \inf_{j \in \mathbb{N}} |t_{j+1} - t_j|$. For all $j \in \mathbb{N}$ we have that $j \cdot \delta_0 \leq t_j$. Then, since $\omega < 0$, we obtain

$$\sum_{j \in \mathbb{N}} \sum_{g \in \mathcal{G}} |\langle f, e^{t_j^i}g \rangle|^2 \leq KM^2 \left( \sum_{j \in \mathbb{N}} e^{2\omega t_j} \right) \|f\|^2 \leq \tilde{K} \|f\|^2$$

for $0 < \tilde{K} := \frac{KM^2}{\sum_{j \in \mathbb{N}} e^{2\omega t_j}} < \infty$.

The goal now is to find $\delta > 0$ such that for any uniformly separated set $T = \{t_j : j \in \mathbb{N}\}$ with $t_1 = 0$, $t_j < t_{j+1}$ for all $j \in \mathbb{N}$ and $t_{j+1} - t_j < \delta$, the system $\{e^{t_j^i}g\}_{g \in \mathcal{G}, t \in T}$ is a frame for $\mathcal{H}$, as long as $\{e^{t_j^i}g\}_{g \in \mathcal{G}, t \in [0, \infty)}$ is a semi-continuous frame for $\mathcal{H}$, i.e.,

$$c\|f\|^2 \leq \sum_{g \in \mathcal{G}} \int_0^\infty |\langle f, e^{t_j^i}g \rangle|^2 dt \leq C\|f\|^2, \quad \text{for all } f \in \mathcal{H},$$

for some $c, C > 0$. To do that, we estimate the difference $\Delta$ in the following way:

$$\Delta := \left| \sum_{g \in \mathcal{G}} \int_0^\infty |\langle f, e^{t_j^i}g \rangle|^2 dt - \sum_{g \in \mathcal{G}} \sum_{j=1}^\infty \int_{t_j}^{t_{j+1}} |\langle f, e^{t_j^i}g \rangle|^2 dt \right|$$

$$\leq \sum_{j=1}^\infty \int_{t_j}^{t_{j+1}} \left( \sum_{g \in \mathcal{G}} |\langle f, e^{t_j^i}g \rangle|^2 - |\langle f, e^{t_j^{i+1}}g \rangle|^2 \right) dt$$

$$\leq \sum_{j=1}^\infty \int_{t_j}^{t_{j+1}} \left( \sum_{g \in \mathcal{G}} |\langle e^{t_j^iA}f, g \rangle| + |\langle e^{t_j^{i+1}}A^*f, g \rangle| \right) \left( |\langle e^{t_j^iA}f - e^{t_j^{i+1}}A^*f, g \rangle| dt \right)$$

$$\leq \sum_{j=1}^\infty \int_{t_j}^{t_{j+1}} \left( \sum_{g \in \mathcal{G}} |\langle e^{t_j^iA}f, g \rangle| + |\langle e^{t_j^{i+1}}A^*f, g \rangle| \right) \left( \sum_{g \in \mathcal{G}} |\langle e^{t_j^iA}f - e^{t_j^{i+1}}A^*f, g \rangle| dt \right)$$

$$\leq K \sum_{j=1}^\infty \left( \|e^{A^*f}\|^2 + \|e^{t_j^iA^*f}\|^2 \right)^{1/2} \left( \|e^{A^*f - e^{t_j^{i+1}}A^*f}\|^2 \right)^{1/2}$$

$$\leq \sqrt{2}KM^2 \left( \sum_{j=1}^\infty e^{\omega t_j} \int_{t_j}^{t_{j+1}} \|e^{(t-t_j)A} - I\| dt \right) \|f\|^2.$$
Given $\varepsilon > 0$ we take $\delta > 0$ such that for $|t - t_j| < \delta$ we have
\[
\|e^{(t - t_j)A} - I\| < \varepsilon.
\] (10)

Since $T$ is uniformly separated, $j \cdot \delta_0 \leq t_j$ for all $j \in \mathbb{N}$. Then, from the last inequality we get
\[
\Delta \leq \left( \sum_{j=1}^{\infty} e^{\omega t_j} \right) \left( \sqrt{2KM^2\delta} \right) \varepsilon \|f\|^2 \leq \left( \frac{\sqrt{2KM^2\delta}}{1 - e^{\omega \delta_0}} \right) \varepsilon \|f\|^2.
\]

Choosing $\delta$ and $\varepsilon$ so small that (10) is satisfied and $\left( \frac{\sqrt{2KM^2\delta}}{1 - e^{\omega \delta_0}} \right) \varepsilon < c/2$, we achieve
\[
\delta \sum_{g \in \mathcal{G}} \sum_{i=1}^{\infty} |(f, e^{t_i A}g)|^2 \geq c\|f\|^2 - \frac{c}{2} \|f\|^2 = \frac{c}{2} \|f\|^2.
\]

Therefore, for any uniformly separated countable set $T = \{t_j : j \in \mathbb{N}\}$ with $t_1 = 0$ and $0 < t_{j+1} - t_j < \delta$ for all $j \in \mathbb{N}$, the system $\{e^{t_i A}g\}_{g \in \mathcal{G}, t \in T}$ is a frame for $\mathcal{H}$.

$ii) \Rightarrow iii)$ is trivial.

$iii) \Rightarrow i)$ Since $\{e^{t_i A}\}_{i \geq 0}$ is exponentially stable and $\mathcal{G}$ is Bessel with constant $K$, it holds that $\{e^{t_i A}g\}_{g \in \mathcal{G}, t \in [0, \infty)}$ is Bessel. Indeed,
\[
\int_{0}^{\infty} \sum_{g \in \mathcal{G}} |(f, e^{t_i A}g)|^2 dt \leq K \int_{0}^{\infty} \|e^{t_i A}f\|^2 dt \leq K M^2 \left( \int_{0}^{\infty} e^{2\omega t_i} dt \right) \|f\|^2 \leq \bar{K} \|f\|^2
\]
for a constant $0 < \bar{K} < \infty$.

Finally, let us see that $\{e^{t_i A}g\}_{g \in \mathcal{G}, t \in [0, \infty)}$ is bounded below under the assumption that there exists $m > 0$ and a set of the form $T = \{t_j := j \cdot m : j = 0, 1, \ldots\}$ such that $\{e^{t_i A}g\}_{g \in \mathcal{G}, t \in T}$ is a frame for $\mathcal{H}$ with frame constants $c, C > 0$ i.e.,
\[
c\|f\|^2 \leq \sum_{g \in \mathcal{G}} \sum_{j=1}^{\infty} |(f, e^{t_j A}g)| \leq C\|f\|^2 \quad \text{for all } f \in \mathcal{H}.
\]

We have that,
\[
\sum_{g \in \mathcal{G}} \int_{0}^{\infty} |(f, e^{t_i A}g)|^2 dt = \sum_{g \in \mathcal{G}} \sum_{j=1}^{\infty} \int_{t_j}^{t_{j+1}} |(f, e^{t_i A}g)|^2 dt
\]
\[
= \sum_{g \in \mathcal{G}} \sum_{j=1}^{\infty} \int_{t_j}^{t_{j+1} - t_j} |(e^{t_i A}f, e^{t_j A}g)|^2 dt
\]
\[
\geq \int_{0}^{m} \sum_{g \in \mathcal{G}} c\|e^{t_i A}f\|^2 dt
\]
\[
\geq \tilde{c} \|f\|^2,
\]
where $0 < \tilde{c} = c \cdot \frac{1 - e^{-2m\|A\|}}{2\|A\|} < \infty$. This concludes the proof that $\{e^{t_i A}g\}_{g \in \mathcal{G}, t \in [0, \infty)}$ is a semi-continuous frame for $\mathcal{H}$. \[\square\]

Remark 3.5.

(1) As in the finite time case, the statement $(ii)$ is equivalent to the same statement changing “for any” to “for a”. 

Unlike what happened in the case \( L < \infty \), for the infinite time case, the Bessel condition of \( \{ e^{tA}g \}_{g \in \mathcal{G}, t \in [0, \infty)} \) is not trivially satisfied by requiring \( \mathcal{G} \) to be a Bessel system. We mention that, by Datko’s Theorem (cf. for e.g. [17, Corollary 1.1.14]), the expression \( \int_0^\infty \| e^{tA}f \|^2 dt \), is finite if and only if \( \{ e^{tA} \} \) is exponentially stable. Therefore, this proof does not remain valid if we remove the exponentially stable condition.

3.2. Discretization of the infinite time frame: Method 2.

The following results, Theorem 3.6 and Proposition 3.7, are particular cases of [17, Propositions 6.5.2] and [17, Proposition 6.1.13]. For completeness of the presentation we provide adaptations of the original proofs to our context since their original statements are written in the language of control theory instead of the language of dynamical sampling. For a full understanding on the relations between these two topics we refer the reader to [9].

**Theorem 3.6.** Let \( A \in \mathcal{B}(\mathcal{H}) \) and let \( \mathcal{G} \) a subset of vectors in \( \mathcal{H} \) such that \( \{ e^{tA}g \}_{g \in \mathcal{G}, t \in [0, \infty)} \) is a semi-continuous frame for \( \mathcal{H} \). If \( \{ e^{tA} \}_{t \in [0, \infty)} \) is exponentially stable, then there exist \( 0 < L < \infty \) for which \( \{ e^{tA}g \}_{g \in \mathcal{G}, t \in [0, L]} \) is a semi-continuous frame for \( \mathcal{H} \).

**Proof.** One hypothesis says that there exist positive constants \( c \) and \( C \) such that

\[
 c\|f\|^2 \leq \int_0^\infty \sum_{g \in \mathcal{G}} |\langle f, e^{tA}g \rangle|^2 dt \leq C\|f\|^2.
\]

Note that

\[
 \int_0^L \sum_{g \in \mathcal{G}} |\langle f, e^{tA}g \rangle|^2 dt \leq \int_0^\infty \sum_{g \in \mathcal{G}} |\langle f, e^{tA}g \rangle|^2 dt \quad \forall 0 < L < \infty,
\]

and therefore the Bessel condition follows immediately without using the assumption of having an exponentially stable semigroup.

To prove the lower bound,

\[
 \int_0^L \sum_{g \in \mathcal{G}} |\langle f, e^{tA}g \rangle|^2 dt = \int_0^\infty \sum_{g \in \mathcal{G}} |\langle f, e^{tA}g \rangle|^2 dt - \int_L^\infty \sum_{g \in \mathcal{G}} |\langle f, e^{tA}g \rangle|^2 dt \\
 \geq c\|f\|^2 - \int_0^\infty \sum_{g \in \mathcal{G}} |\langle f, e^{(t+L)A}g \rangle|^2 dt \\
 = c\|f\|^2 - \int_0^\infty \sum_{g \in \mathcal{G}} |\langle e^{LA^*}f, e^{tA}g \rangle|^2 dt \\
 \geq (c - C\|e^{LA}\|^2)\|f\|^2
\]

Since \( e^{tA} \) is exponentially stable, there exists \( \omega < 0 \) and \( M \geq 1 \) such that \( \|e^{tA}\| \leq Me^{\omega t} \) for all \( t \geq 0 \). Hence taking \( L \) sufficiently big such that \( (c - CMe^{2\omega L}) > 0 \) we obtain

\[
 \int_0^L \sum_{g \in \mathcal{G}} |\langle f, e^{tA}g \rangle|^2 dt \geq (c - CMe^{2\omega L})\|f\|^2 \quad \forall f \in \mathcal{H}.
\]

\[]
Proposition 3.7. (Sufficient condition to be exponentially stable.) Let $A \in B(\mathcal{H})$ and let $G$ be a Bessel system of vectors in $\mathcal{H}$ such that $\{e^{tA}g\}_{g \in G, t \in [0, L]}$ is a Bessel system in $\mathcal{H}$ and $\{e^{tA}g\}_{g \in G, t \in [0, L]}$ is a semi-continuous frame for $\mathcal{H}$ for some $0 < L < \infty$. Then, $e^{tA}$ is an exponentially stable semigroup.

Proof. We will see that $\|e^{nLA}\| < 1$ for $n \in \mathbb{N}$ sufficiently large and then prove that this implies that the group is exponentially stable.

Since $\{e^{tA}g\}_{g \in G, t \in [0, L]}$ is a semi-continuous frame for $\mathcal{H}$, there exist a constant $c > 0$ such that for all $f \in \mathcal{H}$ and for all $\tau > 0$

$$c\|f\|^2 \leq \int_0^L \sum_{g \in G} |\langle f, e^{tA}g \rangle| dt = \int_0^{L+\tau} \sum_{g \in G} |\langle f, e^{(t-\tau)A}g \rangle| dt.$$ 

Since $\{e^{tA}g\}_{g \in G, t \in [0, \infty)}$ is a Bessel system in $\mathcal{H}$, there exist a constant $C > 0$ such that for all $f \in \mathcal{H}$ \(\int_0^\infty \sum_{g \in G} |\langle f, e^{tA}g \rangle| dt \leq C\|f\|^2\). Using the previous equations we have

$$C\|f\|^2 \geq \sum_{k \geq 0} \int_{kL}^{kL+kL} \sum_{g \in G} |\langle f, e^{tA}g \rangle| dt = \sum_{k \geq 0} \int_{kL}^{kL+kL} \sum_{g \in G} |\langle e^{kLA}f, e^{(t-kL)A}g \rangle| dt \geq c \sum_{k \geq 0} \|e^{kLA}f\|^2.$$ 

In particular, for all $n \in \mathbb{N}$ and for all $k \geq 0$

$$\sum_{k=1}^n \|e^{kLA}f\|^2 \leq \frac{C}{c} \|f\|^2 \quad \text{and} \quad \|e^{kLA}f\|^2 \leq \frac{C}{c} \|f\|^2 \quad (\forall f \in \mathcal{H}).$$

Therefore we obtain a bound for the operator norm $\|e^{kLA}\|^2 = \|e^{kLA}\|^2 \leq \frac{C}{c} \|f\|^2$. As before, using these equations we obtain for all $n \in \mathbb{N}$ and for all $f \in \mathcal{H}$

$$\|e^{nLA}f\|^2 = \frac{1}{n} \sum_{k=1}^n \|e^{(n-k)L}A e^{kLA}f\|^2 \leq \frac{C}{nc} \sum_{k=1}^n \|e^{kLA}f\|^2 \leq \frac{C^2}{nc^2} \|f\|^2.$$ 

That is, for all $n \in \mathbb{N}$, $\|e^{nLA}\| = \|e^{nLA}\| \leq \frac{C}{\sqrt{n}}$. Therefore there exist $n$ and $\omega < 0$ such that $\|e^{nLA}\| = \|e^{nLA}\| < e^{\omega nL} < 1$. Moreover, since $\|e^{tA}\|$ is continuous as a function of $t$ and $e^{\omega t}$ decreasing, we can find $M \geq 1$ satisfying $\|e^{tA}\| < Me^{\omega t}$ for all $t \leq nL$. For $t > 0$ let us write $t = m \cdot nL + t_0$, with $t_0 < nL$. Therefore,

$$\|e^{tA}\| = |e^{tA}| \leq \|e^{nLA}\| \|e^{\omega t}\| \leq M^2 e^{\omega (mnL + t_0)} = M^2 e^{\omega t}.$$ 

This concludes the proof. 

As a result of Theorems 3.1 and 3.6 we have the following corollary.

Corollary 3.8. Let $A \in B(\mathcal{H})$ and let $G$ be a Bessel system of vectors in $\mathcal{H}$. If $\{e^{tA}g\}_{g \in G, t \in [0, \infty)}$ is a semi-continuous frame in $\mathcal{H}$, then the following are equivalent.

i) There exists some $0 < L < \infty$ such that $\{e^{tA}g\}_{g \in G, t \in [0, L]}$ is a semi-continuous frame for $\mathcal{H}$.

ii) There exists a finite partition $T = \{t_j : j = 1, \ldots, n\}$ and $0 = t_1 < t_2 < \ldots < t_n \leq L$ of $[0, L]$ such that $\{e^{tA}g\}_{g \in G, t \in T}$ is a frame for $\mathcal{H}$.

iii) The semigroup $e^{tA}$ is exponentially stable.
Hence, as in Corollary 3.2, for exponentially stable semigroups we have the following corollary.

**Corollary 3.9.** If $A \in \mathcal{B}(\mathcal{H})$ is such that $\{e^{tA}\}_{t \in [0, \infty)}$ an exponentially stable semigroup and $\{e^{tA}g\}_{g \in \mathcal{G}, t \in [0, \infty)}$ is a frame for an infinite dimensional Hilbert space $\mathcal{H}$, then $|\mathcal{G}| = \infty$.

From this result we conclude, that if one expects to be able to sample using only a finite number of spatial points, then one needs to consider operators, that do not generate exponentially stable semigroups.

### 4. Relations between continuous dynamical sampling and discrete dynamical sampling

#### 4.1. Bounded operators with an orthonormal or unconditional basis of eigenvectors.

**Theorem 4.1.** Let $\mathcal{H}$ be a separable Hilbert space and let $A \in \mathcal{B}(\mathcal{H})$, having an orthonormal basis of eigenvectors $\{e_j\}$ such that $Ae_j = \lambda_j e_j$ with $\{\lambda_j\} \subset \mathbb{C}_+$. Let $g^i \in \mathcal{H}$ for $i \in I$ where $I$ is a countable set (finite or infinite) of indexes. Then, $\{e^{tA}g^i\}_{t \in I, t \in [0, \infty)}$ is a semi-continuous frame for $\mathcal{H}$ if and only if $\{(h(A)^n a^i)_{i \in I, n \in \mathbb{N} \cup \{0\}}$ is a frame for $\mathcal{H}$, where $h$ is as in (5) and $a^i$ are defined as $a_j^i := \sqrt{\frac{2}{1+\lambda_j}} g^i_j$ (where $g^i_j := \langle g^i, e_j \rangle$ and $a_j := \langle a^i, e_j \rangle$).

For the proof we need the following two lemmas. The idea of the first one is taken from [7].

**Lemma 4.2.** Let $\mathcal{H}$ be a separable Hilbert space, $a \in \mathcal{H}$ and $A \in \mathcal{B}(\mathcal{H})$ having an orthonormal basis of eigenvectors. If $\{A^na\}_{n \in \mathbb{N} \cup \{0\}}$ is a Bessel system in $\mathcal{H}$, then

$$\sum_{n=0}^{\infty} |\langle A^na, c \rangle|^2 = \left\| \sum_j c_j \eta_j^D \right\|_{H^2(\mathbb{D})}^2 \quad \forall c \in \mathcal{H}, \quad (11)$$

where $\{\eta_j\}_j$ is the set of eigenvalues of $A$ and $a_j$ and $c_j$ denote the coordinates of $a$ and $c$ with respect to the orthonormal basis of eigenvectors of $A$.

**Proof.** First we note that $\{\eta_j\}_j \subset \mathbb{D}$. Indeed, denote by $\{e_j\}$ the orthonormal basis of $\mathcal{H}$ of eigenvectors of $A$, $Ae_j = \eta_j e_j$. Then, for each $j_0 \in \mathbb{N},$

$$\sum_{n=0}^{\infty} |\langle A^na, e_{j_0} \rangle|^2 = \sum_{n=0}^{\infty} |\eta_{j_0}|^{2n} |a_{j_0}|^2. \quad (12)$$

Since $\{A^na\}_{n \in \mathbb{N} \cup \{0\}}$ is Bessel, (12) is finite. Therefore, $|\eta_{j_0}| < 1$ for every $j_0 \in \mathbb{N}$. 

Now consider $c \in \mathcal{H}$. Then,
\[
\sum_{n=0}^{\infty} |\langle A^n a, c \rangle|^2 = \sum_{n=0}^{\infty} \sum_{k,j} \eta_j^n \eta_k^n \overline{a_k} c_k a_j c_j = \sum_{k,j} \left( \sum_{n=0}^{\infty} \eta_j^n \eta_k^n \right) \overline{a_k} c_k a_j c_j
\]
\[
= \sum_{k,j} \left( 1 - \eta_j \eta_k \right) \overline{a_k} c_k a_j c_j = \sum_{k,j} \langle \eta_j \eta_k \rangle \overline{a_k} c_k a_j c_j
\]
\[
= \sum_{k,j} \langle k_j^D, k_j^D \rangle_{H^2(\Omega)} \overline{a_k} c_k a_j c_j = \left\langle \sum_{k} \overline{a_k} c_k k_j^D, \sum_{j} a_j c_j k_j^D \right\rangle_{H^2(\Omega)}
\]
\[
= \left\| \sum_{j} a_j c_j k_j^D \right\|^2_{H^2(\Omega)}.
\]

The change in the order of summation in the second equality is justified by first considering finite sequences $e_N = \{e_j\}_j$ such that $c_j = 0$ for all $j \geq N$ for $N \in \mathbb{N}$, and then using the assumption that $\{A^n a\}_{n \in \mathbb{N} \cup \{0\}}$ is a Bessel system.

**Lemma 4.3.** Let $\mathcal{H}$ be a separable Hilbert space, $f \in \mathcal{H}$ and $A \in \mathcal{B}(\mathcal{H})$ having an orthonormal basis of eigenvectors. If $\{e^{tA}g\}_{t \in [0, \infty)}$ is a Bessel system in $\mathcal{H}$, then
\[
\int_0^\infty |\langle e^{tA}g, c \rangle|^2 dt = 2\pi \left\| \sum_j \overline{a_j} c_j k_{\lambda_j}^C \right\|^2_{H^2(\mathbb{C}_+)} \quad \forall c \in \mathcal{H},
\]  
(13)

where $\{-\lambda_j\}_j$ is the set of eigenvalues of $A$ and $g_j$ and $c_j$ denote the coordinates of $g$ and $c$ with respect to the orthonormal basis of eigenvectors of $A$.

**Proof.** As in the previous lemma we first see that the Bessel condition together with the hypothesis of having an orthonormal basis $\{e_j\}$ of eigenvectors of $A$ easily imply that $\{\lambda_j\} \subset \mathbb{C}_+$. For each $j_0 \in \mathbb{N}$,
\[
\int_0^\infty |\langle e^{tA}g, e_{j_0} \rangle|^2 dt = \left( \int_0^\infty e^{-2t \text{Re}(\lambda_{j_0})} dt \right) |g_{j_0}|^2.
\]  
(14)

By hypothesis, the left side of (14) is finite. This holds if and only if $\text{Re}(\lambda_{j_0}) > 0$, and this must be satisfied for every $j_0 \in \mathbb{N}$. Therefore
\[
\int_0^\infty |\langle e^{tA}g, c \rangle|^2 dt = \int_0^\infty \sum_{k,j} e^{-t\lambda_j} e^{-t\lambda_k} g_j \overline{c_j} g_k c_k dt
\]
\[
= \sum_{k,j} \left( \int_0^\infty e^{-t\lambda_j} e^{-t\lambda_k} dt \right) g_j \overline{c_j} g_k c_k
\]
\[
= \sum_{k,j} \frac{2\pi}{2\pi(\lambda_j + \lambda_k)} g_j \overline{c_j} g_k c_k = 2\pi \sum_{k,j} \langle k_{\lambda_k}^+, k_{\lambda_j}^C \rangle_{H^2(\mathbb{C}_+)} g_j \overline{c_j} g_k c_k
\]
\[
= 2\pi \left\| \sum_j \overline{a_j} c_j k_{\lambda_j}^C \right\|^2_{H^2(\mathbb{C}_+)}.
\]

The change in the order of the sum and the integral in the second equality is justified in the same way as in the previous lemma.\[\square\]
Remark 4.4. Let $\mathcal{H}$ be a separable Hilbert space, $a, g \in \mathcal{H}$ and $A \in \mathcal{B}(\mathcal{H})$ having an orthonormal basis of eigenvectors. From the proofs of the previous lemmas we know that

- $\{A^n a\}_{n \in \mathbb{N} \cup \{0\}}$ is a Bessel system of $\mathcal{H}$ if and only if the eigenvalues of $A$ are in $\mathbb{D}$;
- $\{e^{-tA}g\}_{t \in [0, \infty)}$ is a Bessel system of $\mathcal{H}$ if and only if the eigenvalues of $A$ are in $\mathbb{C}_+$.

This remark is a particular case of what is proved [9, Section 3] when $A$ has an unconditional basis (or a Riesz basis) of eigenvectors.

Proof of Theorem 4.1. First notice that since $A$ is bounded and $\{\lambda_j\} \subset \mathbb{C}_+$, there exists $M > 0$ such that $1 < |1 + \lambda_j| < M$ for all $j \in \mathbb{N} \cup \{0\}$. Therefore, $a^i \in \mathcal{H}$ if and only if $g^i \in \mathcal{H}$ for every $i \in I$.

Consider an arbitrary vector $c \in \mathcal{H}$ with coordinates $c_j = \langle c, e_j \rangle$. Using (11), (13) and the isometric isomorphism $V$ between $\mathcal{H}^2(\mathbb{D})$ and $\mathcal{H}^2(\mathbb{C}_+)$, specifically (7), the conclusion follows since for each $i \in I$ we have

$$\int_0^\infty |\langle e^{tA}g^i, c \rangle|^2 dt = 2\pi \left\| \sum_j \overline{g}_j^i c_j k^{\mathbb{C}_+}_{\lambda_j} \right\|^2_{\mathcal{H}^2(\mathbb{C}_+)} = \left\| \sum_j \sqrt{2\pi} \overline{g}_j^i c_j V^{-1} k^{\mathbb{C}_+}_{\lambda_j} \right\|^2_{\mathcal{H}^2(\mathbb{D})} = \sum_{n=0}^{\infty} |\langle (h(A))^n a^i, c \rangle|^2.$$

In fact, Theorem 4.1 can be extended to the case when the operator $A$ has a Riesz basis (or an unconditional basis) of eigenvectors instead. That is, if we assume $A$ to be “diagonalizable” instead of being diagonal as in Theorem 4.1.

Theorem 4.5. Let $\mathcal{H}$ be a separable Hilbert space and let $A \in \mathcal{B}(\mathcal{H})$, having a Riesz basis of eigenvectors $\{e_j\}$ such that $Ae_j = \lambda_j e_j$ with $\{\lambda_j\} \subset \mathbb{C}_+$. Let $f^i \in \mathcal{H}$ for $i \in I$ where $I$ is a countable set (finite or infinite) of indexes. Then, $\{e^{tA}g^i\}_{t \in I, i \in [0, \infty)}$ is a semi-continuous frame for $\mathcal{H}^2$ if and only if $\{(h(A))^{\mathbb{P}} a^i\}_{i \in I, n \in \mathbb{N}_0}$ is a frame for $\mathcal{H}$, where $h$ is as in (5) and $a^i$ are defined as $a^i_j := \sqrt{\frac{2}{1 + \lambda_j}} g^i_j$ (where $g^i_j := \langle g^i, e_j \rangle$ and $a^i_j := \langle a^i, e_j \rangle$).

Proof. Let $\{e_j\}$ be the Riesz basis as in the theorem. Consider $\{e_j\}$ and $\{e'_j\}$ biorthogonal systems. Writing $a = \sum_j a_j e'_j$, $g = \sum_j g_j e'_j$ and $c = \sum_j c_j e'_j$, where $a_j = \langle a, e_j \rangle$, $a_j = \langle g, e_j \rangle$ and $c_j = \langle c, e'_j \rangle$, identities (11) and (14) transform into

$$\sum_{n=0}^{\infty} |\langle A^n a, c \rangle|^2 = \left\| \sum_j \overline{g}_j^i c_j k^{\mathbb{C}_+}_{\lambda_j} \right\|^2_{\mathcal{H}^2(\mathbb{D})} \quad \forall c \in \mathcal{H},$$

$$\int_0^\infty |\langle e^{tA}g, c \rangle|^2 dt = 2\pi \left\| \sum_j \overline{g}_j^i c_j k^{\mathbb{C}_+}_{\lambda_j} \right\|^2_{\mathcal{H}^2(\mathbb{C}_+)} \quad \forall c \in \mathcal{H}.$$
Then, the proof concludes as in Theorem 4.1. \hfill \Box

4.2. General normal operators.

All the previous results (Lemmas 4.2, 4.3, Remark 4.4 and Theorem 4.1) have been proven only for those normal operators that are diagonal. In this section we show that in fact, by using the Spectral Theorem with multiplicity, they can be extended to any normal operator. Our main theorem is the following.

**Theorem 4.6.** Let $\mathcal{H}$ be a complex separable Hilbert space and let $A \in \mathcal{B}(\mathcal{H})$. Let $g^i \in \mathcal{H}$ for $i \in I$ where $I$ is a countable set (finite or infinite) of indexes. Then, \{e^{tA}g^i\}_{t \in [0, \infty)} is a semi-continuous frame if and only if \{(h^i \rho^i)\}_{i \in I, s \in \mathbb{N}\cup\{0\}} is a frame, where $h^i$ is as in (5) and the $\rho^i$ are defined by $(Ua^i)(z) := \sqrt{3\pi z} (Ug^i)(z)$ with $U$ as defined in the Spectral Theorem with multiplicity (Theorem 2.12).

For the proof of this theorem we will need the following result that is an adaptation of [1, Theorem 5.6].

**Proposition 4.7.** Let $A$ be a bounded normal operator in an infinite dimensional Hilbert space $\mathcal{H}$. If the system of vectors \{e^{tA}g\}_{g \in \mathcal{G}, t \in [0, \infty)} is a semi-continuous frame for $\mathcal{H}$ for some $\mathcal{G} \subset \mathcal{H}$ with $|G| < \infty$, then $\mathcal{A} = \sum_j -\lambda_j P_j$ where $P_j$ are orthogonal projections such that rank $P_j \leq |G|$ (i.e. the global multiplicity of $A$ is less than or equal to $|G|$).

The proof of this proposition follows almost the same arguments than the ones used in [1, Theorem 5.6]. We state the adaptations of those results to our context as a reference for the reader. Since the proofs are almost verbatim, we omit them here. An exception is Lemma 4.10 which we proved using a different argument.

**Lemma 4.8.** Let $\mathcal{H}$ be a complex separable Hilbert space, $A \in \mathcal{B}(\mathcal{H})$ be a normal operator, and let $\mathcal{G}$ be a countable set of vectors in $\mathcal{H}$ such that \{e^{tA}g\}_{g \in \mathcal{G}, t \in [0, \infty)} is complete in $\mathcal{H}$. Let $\mu_\infty, \mu_1, \mu_2,\ldots$ be the measures given in Theorem 2.12 for the operator $A$. Then for every $1 \leq j \leq \infty$ and $\mu_j$-a.e. $z$, the system of vectors \{(Ug)_{j}(z)\}_{g \in \mathcal{G}} is complete in $\ell^2(\Omega_j)$.

**Lemma 4.9.** Let $\mathcal{H}$ be a complex separable Hilbert space, $A \in \mathcal{B}(\mathcal{H})$ be a normal operator, $\mu$ be its scalar spectral measure, and $\mathcal{G}$ a countable system of vectors in $\mathcal{H}$. If \{e^{tA}g\}_{g \in \mathcal{G}, t \in [0, \infty)} is complete in $\mathcal{H}$ and for every $g \in \mathcal{G}$ the system \{e^{tA}g\}_{t \in [0, \infty)} is Bessel in $\mathcal{H}$, then $\mu(\mathbb{C}_+) = 0$. Moreover, If \{e^{tA}g\}_{g \in \mathcal{G}, t \in [0, \infty)} is semi-continuous frame in $\mathcal{H}$, then $\mu(\mathbb{C}_+) = 0$.

**Lemma 4.10.** Let $\mathcal{H}$ be a complex separable infinite dimensional Hilbert space, $A \in \mathcal{B}(\mathcal{H})$ be a normal operator and $\mathcal{G}$ a finite subset of vectors in $\mathcal{H}$ such that \{e^{tA}g\}_{g \in \mathcal{G}, t \in [0, \infty)} is a semi-continuous frame for $\mathcal{H}$. If $\mu$ is the scalar spectral measure of $A$ then for every $\varepsilon > 0$,

$$\mu(\{ z \in \mathbb{C} : \text{Re}(z) > -\varepsilon \}) > 0.$$

**Proof.** We proceed by contradiction. Suppose that there exists $\varepsilon_0 > 0$ such that $\mu(\{ z \in \mathbb{C} : \text{Re}(z) > -\varepsilon_0 \}) = 0$. Since $A$ is a normal operator, this implies that $\{ z \in \mathbb{C} : \text{Re}(z) > -\varepsilon_0 \} \subset \rho(A)$, where $\rho(A)$ is the resolvent set of $A$. Therefore, by Definition 2.11, there exists $\omega < 0$ such that \{e^{tA}\}_{t \in [0, \infty)} satisfies

$$\| e^{tA} \| \leq M e^{\omega t} \quad \forall t \geq 0 \quad \text{for some } M \geq 1.$$
This means that \( \{e^{tA}\}_{t \in [0, \infty)} \) is an exponentially stable semigroup. Since \( \{e^{tA}g\}_{g \in \mathcal{G}, t \in [0, \infty)} \) is a semi-continuous frame for \( \mathcal{H} \), from Theorem 3.6, there exists a finite time \( 0 < L < \infty \) such that \( \{e^{tA}g\}_{g \in \mathcal{G}, t \in [0, L]} \) is a semi-continuous frame for \( \mathcal{H} \).

Now, by Theorem 3.1 there exists a finite partition \( T = \{t_j : j = 1, \ldots, n\} \) and \( 0 = t_1 < t_2 < \ldots < t_n \leq L \) of \( [0, L] \) such that \( \{e^{tA}g\}_{g \in \mathcal{G}, t \in T} \) is a frame for \( \mathcal{H} \). This is a contradiction since \( |\mathcal{G}| < \infty \), and \( \mathcal{H} \) is infinite dimensional. \( \square \)

We are now ready to prove our theorem.

**Proof of Theorem 4.6.** Since \( A \) is a normal operator, from Proposition 4.7 it follows that if \( \{e^{tA}g\}_{t \in [0, \infty)} \) is a semi-continuous frame for \( \mathcal{H} \), then \( A \) is a diagonal operator. In the same fashion, from Theorem [1, Theorem 5.6] if \( \{(h(A))^{n}a\}_{t \in I, n \in \mathbb{N} \cup \{0\}} \) is a frame for \( \mathcal{H} \), then \( h(A) \) (and as a consequence \( A \)) is a diagonal operator as well. Therefore, this theorem is a consequence of Theorem 4.1. \( \square \)

The conclusion of Theorem 4.6 also remains valid without the hypothesis of \( A \) being a normal operator if we require instead \( A \) to have a Riesz basis (or an unconditional basis) of eigenvectors. That is, if we assume \( A \) to be “diagonalizable” (Theorem 4.5).

5. **Necessary and Sufficient Conditions to Solve the Continuous Dynamical Problem in Infinite Time**

**Theorem 5.1.** Let \( \mathcal{H} \) be a complex separable Hilbert space and let \( A \in \mathcal{B}(\mathcal{H}) \). Let \( g^i \in \mathcal{H}, i = 1, \ldots, m \). Then \( \{e^{tA}g^i\}_{1 \leq i \leq m, n \in \mathbb{N} \cup \{0\}} \) is a frame if and only if

(i) There exists an orthonormal basis \( \{e_j\}_{j \in J} \) of \( \mathcal{H} \) of eigenvectors of \( A \) (where \( J \) is a countable set) such that \( Ae_j = -\lambda_j e_j \) and \( A = \sum_k -\lambda_k P_k \) where \( P_k \) are orthogonal projections such that \( \text{rank}(P_k) \leq m \) (i.e. the multiplicity of each eigenvalue is less or equal than \( m \)).

(ii) Each \( g^i \) \( (i = 1, \ldots, m) \) is given by

\[
g^i_j := \langle g^i, e_j \rangle = d_j \alpha^i_j \sqrt{\text{Re}(\lambda_j)} \quad (\forall j \in J),
\]

where \( C^{-1} \leq d_j \leq C \) for some \( C \geq 1 \) and \( \sum_{j=1}^{m} |\alpha^i_j|^2 = 1 \) for all \( j \).

- The sequence of eigenvalues \( \{\lambda_j\}_{j \in J} \) of \( -A \) lies on \( \mathbb{C}_+ \) and is such that \( \sum_j (1 - |h(\lambda_j)|^2) \delta_{h(\lambda_j)} \) is a Carleson measure on \( \mathbb{D} \) (where \( h \) is as in (5)).
- The sequence \( S := \{\eta_j := h(\lambda_j)\} \) and the double sequence \( \{\alpha^j_i : j \in J, 1 \leq i \leq m\} \) in (15) satisfy the following two conditions:
  1. There is \( \beta > 0 \) such that \( \Delta(\eta_j, \beta) \) contains no more than \( m \) points of \( S \) counting repetitions for all \( j \).
  2. There is \( 0 < \gamma < \beta \) such that if \( \eta_1, \ldots, \eta_p \) \( (p \leq m) \) are the points of \( S \) in \( \Delta(\eta_j, \gamma) \) counting repetitions, the related matrix satisfies \( \forall (c_{j_1}, \ldots, c_{j_p}) \in \mathbb{C}^p \)

\[
D \left\| \begin{bmatrix} c_{j_1} \\ \vdots \\ c_{j_p} \end{bmatrix} \right\|_{\mathbb{C}^p}^2 \leq \left\| \begin{bmatrix} \alpha^1_{j_1} & \cdots & \alpha^1_{j_p} \\ \vdots & \ddots & \vdots \\ \alpha^m_{j_1} & \cdots & \alpha^m_{j_p} \end{bmatrix} \right\|_{\mathbb{C}^{m \times 1}} \left\| \begin{bmatrix} c_{j_1} \\ \vdots \\ c_{j_p} \end{bmatrix} \right\|_{\mathbb{C}^p}^2
\]

where \( D > 0 \) does not depend on \( p \) or the \( \alpha \)'s.
Remark 5.2. In particular, when \( m = 1 \), for \( g_1^j = \sqrt{\text{Re}(\lambda_j)} \) the orbit \( \{e^{tA}g_1^1\}_{t \in [0, \infty)} \) is a semi-continuous frame if and only if the sequence of normalized reproducing kernels \( \{k_{\lambda_j}^C/\|k_{\lambda_j}^C\|\} \) is a Riesz sequence. This happens if and only if \( \{\lambda_j\} \) is an interpolating sequence.

Proof. From Proposition 4.7 (i) is a necessary condition to obtain a frame. Moreover, it allows us to assume without loss of generality that \( A \in \mathcal{B}(\ell^2(J)) \) is a diagonal operator with respect to the standard basis of \( \ell^2(J) \) as in Theorem 2.9.

Now, by Theorem 4.1, we know that \( \{e^{tA}g_1^1\} \) is a semi-continuous frame for \( \mathcal{H} \) if and only if \( \{(h(A))^*\alpha_i^j\} \) is frame for \( \mathcal{H} \) with \( g_j^1 \) and \( \alpha_i^j \) satisfying the relation \( g_j^1 = \frac{1 + \lambda_j}{\sqrt{2}} \alpha_i^j \). Also, from Theorem 2.9, \( \{(h(A))^n\alpha_i^j\} \) is frame if and only if \( \alpha_i^j \) satisfy (8) with \( \eta_j := h(\lambda_j) \) and the conditions above. Notice that \( h(\lambda_j) \subset \mathbb{D} \) if and only if \( \lambda_j \in \mathbb{C}_+ \) for every \( j \). Therefore, we only need to prove (15). This follows from considering

\[
g_j^1 = \frac{1 + \lambda_j}{\sqrt{2}} \alpha_i^j = \frac{1 + \lambda_j}{d_j} \alpha_i^j (1 - |h(\lambda_j)|^2)^{\frac{1}{2}}
\]

and noticing that on one hand, since the only conditions on \( d_j \) are to be bounded above and below it is equivalent to take either \( d_j \) or \( \sqrt{2d_j} \). Further, on the other hand, since \( \sqrt{\frac{1 + \lambda_j}{1 + \lambda_j}} = 1 \) it is equivalent to take \( \sqrt{\frac{1 + \lambda_j}{1 + \lambda_j}} \alpha_i^j \).

This concludes the proof. \( \square \)
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