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The idea of robustness is central and critical to modern statistical analysis. However, despite the recent advances of deep neural networks (DNNs), many studies have shown that DNNs are vulnerable to adversarial attacks. Making imperceptible changes to an image can cause DNN models to make the wrong classification with high confidence, such as classifying a benign mole as a malignant tumor and a stop sign as a speed limit sign. The trade-off between robustness and standard accuracy is common for DNN models. In this paper, we introduce sensible adversarial learning and demonstrate the synergistic effect between pursuits of standard natural accuracy and robustness. Specifically, we define a sensible adversary which is useful for learning a robust model while keeping high natural accuracy. We theoretically establish that the Bayes classifier is the most robust multi-class classifier with the 0-1 loss under sensible adversarial learning. We propose a novel and efficient algorithm that trains a robust model using implicit loss truncation. We apply sensible adversarial learning for large-scale image classification to a handwritten digital image dataset called MNIST and an object recognition colored image dataset called CIFAR10. We have performed an extensive comparative study to compare our method with other competitive methods. Our experiments empirically demonstrate that our method is not sensitive to its hyperparameter and does not collapse even with a small model capacity while promoting robustness against various attacks and keeping high natural accuracy. The sensible adversarial learning software is available as a Python package at https://github.com/JungeumKim/SENSE.

1. Introduction. The idea of robustness is central and critical to modern statistical analysis, and it is about the idea that we can use models when we have realistic violations of model assumptions. Tukey (1960) was the first to recognize the extreme sensitivity of some conventional statistical models to minor deviations from model assumptions. For Tukey’s collective contributions to robustness, see Huber (2002), and for a historical review of robustness, see Stigler (2010). The theoretical aspects of robustness were presented in Huber (1972).

In recent years, deep neural networks (DNNs) have demonstrated an amazing performance in solving many complex artificial intelligence tasks such as image classification and natural language processing (Goodfellow et al., 2016). Given the prospect of a wide range of DNN applications, there are concerns regarding the safety and trustworthiness of DNNs. For example, many studies have shown that DNNs are vulnerable to adversarial attacks (Dalvi et al., 2004; Biggio et al., 2013; Tsipras et al., 2018). The adversarial inputs are called adversarial examples, typically generated by adding small perturbations that are imperceptible to human eyes (Szegedy et al., 2013). Formally, if we take an example x belonging to the class c_1 as input, there are efficient algorithms to find adversarial examples x’ such that x’ is very close to x, but the classifiers incorrectly predict it as belonging to class c_2 ≠ c_1. Many deep learning models achieve state-of-the-art (SOTA) performance in benchmark datasets, but they perform poorly on these adversarial examples. For example, a typical benchmark dataset for
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image classification is called CIFAR10, which consists of 60,000 $32 \times 32$ color images in 10 classes (Krizhevsky and Hinton, 2009). Madry et al. (2018) reported that the adversarial test accuracy on CIFAR10 is only 47%; instead the natural test accuracy on CIFAR10 is around 95% (Springenberg et al., 2014). In Figure 1, a small amount of noise is added to an image of a ship in CIFAR10, which is classified by the network correctly with a 100% confidence, but after adding this specially-crafted noise, this ship image is identified by the SOTA model as an airplane with a 99.95% confidence.

Adversarial training (AT) is an empirical robust optimization to train a robust model to defend against adversarial attacks (Goodfellow et al., 2014a; Kurakin et al., 2016b; Tramèr et al., 2017; Shafahi et al., 2019). To deal with the min-max problem of the robust optimization, adversarial attacks typically are augmented with a perturbation constraint as the inner maximizers of the robust risk, and then the model is updated as an outer minimizer. This process is repeated until the robust risk converges. For example, the seminal work of AT by Madry et al. (2018) trains with adversarial attacks generated by the projected gradient descent (PGD) method, which we will call regular AT (R-AT). R-AT is one of the most popular AT methods and has been known as the most effective algorithm among many AT algorithms (Carlini et al., 2019). As an opposite concept to AT, natural training (NT) refers to any method that trains a model with no particular intention to defend, such as the prescribed SOTA classifiers.

A network trained by AT tends to have lower natural accuracy than those trained by NT. This trade-off is observed even with a small perturbation. For example, the SOTA robust classifiers on the CIFAR10 consistently show a clear trade-off even when the training perturbations are too small to be recognized by human eyes (Madry et al., 2018; Zhang et al., 2019; Tsipras et al., 2019). A vast volume of research efforts have been committed to understanding and resolving the trade-off problem; for example, from the perspective of sample complexity (Schmidt et al., 2018; Yin et al., 2019; Stutz et al., 2019; Lamb et al., 2019; Raghunathan et al., 2019; Carmon et al., 2019; Stanforth et al., 2019), actual class change by adversarial perturbations (Tsipras et al., 2019; Suggala et al., 2019; Stutz et al., 2019), or model capacity of DNNs (Suggala et al., 2019; Raghunathan et al., 2019), or through alternative AT algorithms (Balaji et al., 2019; Zhang et al., 2019; Wang et al., 2020; Ding et al., 2020). These works are discussed with more details in the next section. At present, to the best of our knowledge, no single approach has predominantly been accepted. Moreover, many works that explain the trade-off often provide no algorithm to solve it or algorithms that require additional networks or datasets.

In this paper, we propose a novel framework, called sensible adversarial robustness, to relieve the trade-off between natural accuracy and robustness. In particular, we restrict adversarial perturbations not to cross the Bayes decision boundary besides the $\epsilon$-ball constraint so that the perturbation ball is adaptively modified for every single data point. Furthermore, we propose a practical algorithm to train a robust model under the proposed framework without any additional networks or auxiliary datasets. Theoretically, we provide a condition when no trade-off solution exists in terms of the data distribution support and the capacity of the model class. Algorithmically, when such a case happens, our proposed algorithm is identical to R-AT. When favorable conditions are not given, our sensible adversarial learning prioritizes natural accuracy to handle the trade-off. In addition, by considering the model capacity, we can practically deal with and explain the trade-off even with a small $\epsilon$ perturbation.

Our main contributions are: (i). Under the framework of the sensible adversary, the pursuit of robustness and accuracy given enough model capacity can align with each other, i.e., there is no trade-off. We theoretically establish that the Bayes classifier is most robust against the sensible adversary. If the Bayes decision boundary can be far from data manifolds at least by $\epsilon$, our pursuit of sensible robustness does not cost any adversarial robust risk. (ii). We propose an efficient AT algorithm called SENSE-AT, which trains with sensible adversaries in the
absence of the true Bayes classifier. It uses a novel technique called implicit loss truncation to handle true class change and limited model capacity. This SENSE-AT enjoys robustness without a significant drop in natural accuracy. Furthermore, the algorithm is not sensitive to the model capacity. When insufficient model capacity is given, our algorithm does not collapse to a constant function. Instead, it trains a model as robust as possible. (iii) We experimentally demonstrate that SENSE-AT enables stably learning a robust and accurate model. In particular, on CIFAR10, we achieve more than 90% natural test accuracy and comparable adversarial test accuracy against various attacks.

2. Background and Related Work. In this section, we review the adversarial learning framework and its trade-off between natural accuracy and adversarial robustness.

2.1. Adversarial learning. The adversarial learning can be formulated as a minimization of the expected maximum loss within a fixed sized $\epsilon$-neighborhood of the data (Madry et al., 2018). Consider a $K$-class classification problem. Let $(X, Y) \in \mathcal{X} \times \mathcal{Y}$ be from an unknown distribution $P_{X,Y}$. Let $F$ denote the class of functions represented by DNNs. For a classifier $f \in F$ and an $x \in \mathcal{X}$, the score function $f(x) = (f_1(x), \ldots, f_K(x))$ assigns score $f_i(x)$ to the $i$-th class. Let

$$\hat{p}_y(x) = \frac{\exp(f_y(x))}{\sum_{k=1}^{K} \exp(f_k(x))}.$$  

Then the predicted probability is $\hat{p}(x) = (\hat{p}_1(x), \ldots, \hat{p}_K(x)) \in \mathcal{P}$, where $\mathcal{P}$ denotes the $(K-1)$-dimensional probability simplex. The predicted label of $x$ is $\hat{y} = \arg\max_i \{f_i(x)\}_{i=1}^{K}$. Let $\ell$ be the loss function such as the 0-1 loss $\ell: \mathcal{Y} \times \mathcal{Y} \to \{0, 1\}$ or the cross entropy loss $\ell: \mathcal{Y} \times \mathcal{P} \to \mathbb{R}$. In the later case, $\mathcal{Y}$ denotes the space of one-hot vectors, of which all elements are 0 except the 1 at the $y$-th dimension. Note that the standard natural learning is to find $f \in F$ that minimizes the standard classification risk

$$R_{\text{std}}(f) = \mathbb{E}[\ell(f(X), Y)].$$

Unfortunately, its empirical minimization often does not yield models that are robust to adversarially crafted examples. In order to train a robust model, it is necessary to extend the natural learning framework appropriately. An $\epsilon$ perturbation ball is typically used to formally define the perturbations imperceptible to human eyes. For each $x \in \mathcal{X}$, one can introduce a set of allowed perturbations and define the adversarial example $x'$ such that $\|x' - x\|_{\infty} \leq \epsilon$. This
gives rise to the following robust adversarial classification risk with respect to $\mathbb{P}_{X,Y}$ defined by

$$
R_{\text{rob}}(f) = \mathbb{E}\left\{ \max_{\|X' - X\| \leq \epsilon} \ell(f(X'), Y) \right\}.
$$

Formulations of this type have a long history in robust statistics, going back to Wald (1945).

### 2.2. Adversarial examples and adversarial training.

Technically speaking, any perturbed example that is maliciously designed to decrease the classification performance of the classifier can be called an adversarial example. In the literature, however, the terminology adversarial example is often used to indicate the inner maximizer in (2) as a stronger adversarial perturbation is more useful to test a trained DNN classifier’s robustness. Formally, the adversarial example of $(x, y)$ w.r.t. $f$ can be defined as

$$
\tilde{x} = \arg\max_{\|x' - x\| \leq \epsilon} \ell(f(x'), y).
$$

In this paper, we occasionally call $\tilde{x}$ as regular adversarial example to clearly distinguish it from our proposed sensible adversarial example. Among various methods to generate the adversarial examples, i.e., the inner maximizers, the most well-known methods are the Fast Gradient Sign Method (FGSM) (Goodfellow et al., 2014b) and the projected gradient descent (PGD) (Madry et al., 2018). FGSM proposes to compute the adversarial examples via the gradient of the loss on clean data $\tilde{x}$, i.e.,

$$
\tilde{x}_{\text{FGSM}} = x + \epsilon \cdot \text{sign}\left(\nabla_x \ell(f(x), y)\right).
$$

This attack can be interpreted as a simple one-step scheme for generating (3) under the $\ell_\infty$ norm. PGD is another popular algorithm, which is the generalization of FGSM. PGD is a more powerful adversary with the multi-step variant. At the $t$-th step, the perturbed example is

$$
\tilde{x}_{\text{PGD}}^{(t+1)} = \Pi_{x, \epsilon}\left(\tilde{x}_{\text{PGD}}^{(t)} + \alpha \cdot \text{sign}\left(\nabla_x \ell(f(x), y)\right)\right),
$$

where $\alpha$ is the learning rate and $\Pi_{x}$ is the projection operator which projects the data back to the set $\{x' : \|x' - x\|_\infty \leq \epsilon\}$.

In practice, the risk in (2) is minimized by empirical risk minimization, and the loss $\ell$ is usually the cross-entropy loss. Especially, an empirical minimization approach that augments adversarial examples and uses them to evaluate the empirical risk is generally called AT. For example, the well-known R-AT algorithm generates the adversarial examples by PGD, and trains a robust model on them. Note that R-AT generally requires a larger capacity than NT (Gao et al., 2019; Xie and Yuille, 2020). If the model capacity is only sufficient for NT, R-AT may collapse to a constant function (Madry et al., 2018). Despite the increased model capacity requirement, R-AT is known as the most effective method to train a robust DNN classifier (Carlini et al., 2019).

### 2.3. Trade-off in adversarial training.

The trade-off problem in AT has been consistently reported and has sparked an enormous research interest. A hot research question was whether the trade-off is avoidable or inevitable. Many studies tried to answer the question from the perspective of sample complexity that R-AT requires more data for ensuring a good natural performance (Yin et al., 2019; Schmidt et al., 2018; Stutz et al., 2019; Lamb et al., 2019; Raghunathan et al., 2019; Carmon et al., 2019; Stanforth et al., 2019). If the trade-off were simply a problem of sample complexity, given infinite data, there were no trade-off. As an effort to increase the available sample size, Carmon et al. (2019) and Stanforth et al. (2019) conducted self learning and significantly improved robustness. However, the resultant natural accuracy is
not as high as that of natural learning (e.g., < 90% for CIFAR10). Another stream of research that studied the trade-off focused on the actual class change by adversarial perturbations, which makes the trade-off inevitable. For example, when the maximum perturbation norm $\epsilon$ is large enough to change the true class, an inherent tension between pursuits of accuracy and robustness exists (Tsipras et al., 2019). Therefore, some works tried to prevent such class change by invalidating class-changing perturbations; Suggala et al. (2019) theoretically showed that when only valid adversarial examples are considered, there is no trade-off. While Suggala et al. (2019) provided no algorithm to realize their invalidation, Stutz et al. (2019) realized the invalidation by utilizing autoencoders. Our work is built on their work, in that we also invalidate the class-changing adversarial example. Note that we provide a practical algorithm, and it does not require any additional networks other than the classifier itself. We also theoretically demonstrate no trade-off solutions under certain conditions, but the difference in the definition of adversarial perturbation makes our work orthogonal to the results in Suggala et al. (2019). Beside, we notice that the perspective of the actual class change does not explain the trade-off observed even for a smaller $\epsilon$ that does not cause any noticeable class change (e.g. CIFAR10 with $\epsilon = 8/255$ in $\ell_{\infty}$-norm). To explain this, we also count model capacity as an important factor that causes the trade-off of R-AT with a small $\epsilon$.

Raghunathan et al. (2019) studied a trade-off when the model capacity is too rich and tried to solve it by using additional data to realize $n \to \infty$. Our work focuses on the another aspect of model capacity, where the capacity is not enough to achieve both high natural and robust accuracy.

As alternatives of R-AT to deal with the trade-off, a number of AT methods have been proposed (Balaji et al., 2019; Zhang et al., 2019; Wang et al., 2020; Ding et al., 2020). These methods do not require any additional network or auxiliary data to handle the trade-off. Zhang et al. (2019) and Wang et al. (2020) controlled the trade-off by a form of weight sum between natural and robust risk. Balaji et al. (2019) optimized the perturbation limit $\epsilon$ for each input $x$, and Ding et al. (2020) selectively applied a form of natural loss or robust loss. In Section 4, we will provide extensive comparative numerical studies between the proposed SENSE-AT and these methods in terms of both natural accuracy and adversarial accuracy. We also present methodological comparison in Appendix D.

3. Sensible Adversarial Learning. In this section, we propose a novel sensible adversary framework whose objective is to keep a low natural risk while decreasing adversarial risk. We focus on a general multi-class classification problem with the 0-1 loss where $Y = \{1, \ldots, K\}$. We consider $\ell_p$-norm constrained adversarial attacks, where $p \in \{0, 1, \ldots, \infty\}$.

3.1. Sensible adversary robustness. We first give some definitions related to sensible adversarial robustness. Let $(X, Y) \in \mathcal{X} \times \mathcal{Y}$ be from an unknown distribution $\mathbb{P}_{X,Y}$, and denote its Bayes classifier by $f^B$. Recall that the Bayes classifier would simply assign a test observation $x$ to the class $j$ for which $p_j(x)$ is largest, where $p_j(x) = \mathbb{P}(Y = j | X = x)$ with $j = 1, \ldots, K$.

**Definition 1.** Given a classifier $f \in \mathcal{F}$ with the function class $\mathcal{F}$, let $S_{\epsilon}(f) = \{z \in \mathcal{X} : \|z - x\|_p \leq \epsilon, f(z) = y\}$. The sensible adversarial example of $(x, y)$ w.r.t $f$ is defined as

$$\tilde{x}^s = \begin{cases} x, & \text{if } f^B(x) \neq y, \\ \arg \max_{z \in S_{\epsilon,x}(f^B)} \ell(f(z), y), & \text{if } f^B(x) = y. \end{cases}$$

Intuitively, the sensible adversarial examples would not cross the decision boundary of the Bayes classifier $f^B$, and this is achieved by adapting the perturbation ball for each example. In addition, a sensible adversary does not perturb a data point that the Bayes classifier incorrectly classifies.
DEFINITION 2. Let the sensible adversarial loss be \( \ell^{s,B}_{\text{rob}}(f, x, y) = \ell(f(\tilde{x}^s), y) \), where \( \tilde{x}^s \) is the sensible adversarial example defined in Definition 1. The sensible robust risk of a model \( f \) is defined by

\[
R^{s,B}_{\text{rob}}(f) = \mathbb{E} \left[ \ell^{s,B}_{\text{rob}}(f, X, Y) \right].
\]

We call its minimizer as a sensibly robust model w.r.t \( \mathbb{P}_{X,Y} \) and denote it by \( f^{s,B}_{\text{rob}} \), i.e.,

\[
f^{s,B}_{\text{rob}} = \arg \min_{f \in \mathcal{F}} R^{s,B}_{\text{rob}}(f).
\]

It is natural to expect that pursuing sensible robustness would not cost natural accuracy because the attacks that are defended against cannot transgress the decision boundary of the Bayes rule. The following theorem confirms this intuition. For a point \( x \), denote the \( \epsilon \)-ball in \( \ell_p \)-norm centered at \( x \) by \( B(x, \epsilon) \). With a slight abuse of notation, for any set \( A \), the \( \epsilon \)-neighborhood of \( A \) is defined as \( B(A, \epsilon) = \{ y \in \mathcal{X} : \| y - x \|_p \leq \epsilon, x \in A \} \). Write the \( \epsilon \)-neighborhood of the decision boundary of a classifier \( f \) as

\[
DB(f, \epsilon) = \{ x \in \mathcal{X} : \exists x' \in B(x, \epsilon) \text{ s.t. } f(x) \neq f(x') \}.
\]

THEOREM 1. Let \( R^{*}_{\text{std}} \) denote the minimum standard risk which is \( R_{\text{std}}(f^B) \) with \( f^B \in \mathcal{F} \), and \( B(X, \epsilon) \) be an \( \epsilon \)-ball centered at \( X \). Then

(a) \( f^B \) is the unique minimizer of \( R^{s,B}_{\text{rob}}(f) \) among \( f \in \mathcal{F} \), i.e., \( R^{s,B}_{\text{rob}}(f^B) = R_{\text{std}}(f^B) \).

(b) For any \( f \in \mathcal{F} \) and any set \( A \subset \mathcal{X} \setminus DB(f^B, \epsilon) \),

\[
\mathbb{P} \left( \exists x' \in B(X, \epsilon) \text{ s.t. } f^B(x') \neq Y, X \in A \right) \leq \mathbb{P} \left( \exists x' \in B(X, \epsilon) \text{ s.t. } f(x') \neq Y, X \in A \right).
\]

According to Theorem 1, a sensibly robust model w.r.t \( \mathbb{P}_{X,Y} \) is the Bayes classifier, i.e., \( f^{s,B}_{\text{rob}} = f^B \). This sensible robustness costs adversarial robustness since \( f^B \) may have a larger adversarial robust risk compared with \( f_{\text{rob}} \), a direct minimizer of \( R_{\text{rob}}(f) \). However, Theorem 1 also shows that \( f^B \) is equally or even more robust than \( f_{\text{rob}} \) except on \( DB(f^B, \epsilon) \). Therefore, \( f^B \) is most robust almost everywhere if the decision boundary of \( f^B \) can lie outside of \( B(\mathcal{X}, \epsilon) \), so that \( \mathcal{X} \setminus DB(f^B, \epsilon) = \mathcal{X} \). For example, this can happen when each class has its own support apart from each other by at least \( 2\epsilon \).

EXAMPLE 1. We illustrate Theorem 1 with a toy example of a two-dimensional uniform distribution. Consider a two-dimensional random vector \( X = (X_1, X_2) \) on \( \mathcal{X} = (0, 1)^2 \) with a binary class \( Y \sim \text{Bernoulli}(p) \), where \( p > 0.5 \). Let the conditional distribution be

\[
(X_1, X_2) | Y = 0 \sim \text{Unif} \left( (0, \frac{1}{2}) \times (0, 1) \right),
\]

\[
(X_1, X_2) | Y = 1 \sim \text{Unif} \left( (\frac{1}{2}, 1) \times (0, 1) \right).
\]

By Theorem 1(a), the optimal classifier w.r.t. the sensible adversarial loss is \( f^B \). In this example, the Bayes classifier is \( f^B(x) = \text{sign}(x_1 - 0.5) \), and \( R_{\text{std}}(f^B) = 0 \) under the 0-1 loss. Meanwhile, when \( \epsilon < 1/4 \), the robust classifier against \( \epsilon \)-ball attacks, which minimizes \( (2) \), is \( f_{\text{rob}}(x) = \text{sign}(x_1 - (0.5 - \epsilon)) \). Its decision boundary is deviated by \( -\epsilon \) from that of the Bayes rule, and this deviation costs natural accuracy by \( R_{\text{std}}(f_{\text{rob}}) - R_{\text{std}}(f^B) = 2(1 - p)\epsilon \).

Note that as Theorem 1(b) says, \( f^B \) is most robust on any subset of \( \mathcal{X} \setminus DB(f^B, \epsilon) = (0, \frac{1}{2} - \epsilon) \times (0, 1) \cup (\frac{1}{2} + \epsilon, 1) \times (0, 1) \). In fact, in this example, for any \( x \in \mathcal{X} \setminus DB(f^B, \epsilon) \),

\[
\max_{x' \in B(x, \epsilon)} \ell(f^B(x'), y) = 0.
\]
We remark that the regular robust model $f_{\text{rob}}$ is not robust on any point $x \in (\max(0, \frac{1}{2} - 2\epsilon), \frac{1}{2} - \epsilon) \times (0, 1) \subset \mathcal{X} \setminus DB(f^B, \epsilon)$, i.e., for such $x$, 
\[
\max_{x' \in B(x, \epsilon)} \ell(f_{\text{rob}}(x'), y) = 1.
\]
In this example, the complement of $\mathcal{X} \setminus DB(f^B, \epsilon)$ is not empty, and there is a trade-off of robustness for preserving high natural accuracy. The traded robustness compared with the regular $f_{\text{rob}}$ is $R_{\text{rob}}(f_B) - R_{\text{rob}}(f_{\text{rob}}) = \epsilon(4p - 2)$. The derivation details are given in Appendix B.1.

As Example 1 shows, our proposed framework regards the adversarial robust risk near the class border as *reasonable gullibility*. According to this, we pursue robustness as long as such pursuit does not harm the natural accuracy on the data support. In other words, *sensible robustness* respects the structure represented by data.

When the data points reside in a high-dimensional space, the samples are too sparse to represent the true underlying distribution on the entire $\mathcal{X} \times \mathcal{Y}$. To take this phenomenon into account, consider a distribution $\tilde{P}_{\mathcal{X},\mathcal{Y}}$ on a subset $\tilde{\mathcal{X}} \times \mathcal{Y} \subset \mathcal{X} \times \mathcal{Y}$.

**Theorem 2.** Let $A_\alpha = \{ f \in \mathcal{F} \mid \tilde{P}_{\mathcal{X},\mathcal{Y}}(f(x) = f^B(x), \forall x \in S_{\mathcal{X},\mathcal{Y}}(f^B)) = 1 \}$ and $\tilde{R}_{\text{rob}}^s(f) = \mathbb{E}_{\tilde{P}_{\mathcal{X},\mathcal{Y}}}(f^s_B, (f(X), Y))$. Then, for any $\epsilon > 0$, $\tilde{R}_{\text{rob}}^s(f)$ is only minimized by any $f \in A_\alpha$. Furthermore, if $B(\tilde{X}, \epsilon) \supset \mathcal{X}$, $f^B$ is the unique minimizer of $\tilde{R}_{\text{rob}}^s(f)$.

Theorem 2 provides a characterization of optimal classifiers w.r.t. the sensible adversarial loss when we only have data from $\tilde{P}_{\mathcal{X},\mathcal{Y}}$ restricted on $\tilde{\mathcal{X}} \times \mathcal{Y}$. It also provides a condition to find $f_{\text{rob}}^*$, the optimal function w.r.t. $\tilde{P}_{\mathcal{X},\mathcal{Y}}$. The benefit of the characterization of Theorem 2 is in the following Corollary 2.1.

**Corollary 2.1.** Let $A_0 = \arg\min_{f \in \mathcal{F}} \mathbb{E}_{\tilde{P}_{\mathcal{X},\mathcal{Y}}}[\ell_{\text{std}}(f(X), Y)]$, which is the set of Bayes rules w.r.t. $\tilde{P}_{\mathcal{X},\mathcal{Y}}$. Then, for any minimizer $f^*$ of $\tilde{R}_{\text{rob}}^s(f)$, 
\[
R_{\text{std}}(f^*) \leq \max_{f \in A_0} R_{\text{std}}(f).
\]
Corollary 2.1 shows that there is a synergistic effect between the pursuit of sensible robustness and natural accuracy. That is, the pursuit of sensible robustness rather promotes more natural accuracy. Now we illustrate these theoretical results in the following Example 2.

**Example 2.** Consider the same setting and notation as in Example 1. Assume that we only observe data generated from $\tilde{P}_{\mathcal{X},\mathcal{Y}}$ on $\tilde{\mathcal{X}} \times \mathcal{Y} \subset \mathcal{X} \times \mathcal{Y}$, and the training and test sets do not provide any information on $\tilde{\mathcal{X}} \times \mathcal{Y}$. Assume the support is $\tilde{\mathcal{X}} = \bigcup_{i=1}^3 \bigcup_{j=1}^3 H_{ij}$, where $H_{ij} = (\frac{\alpha}{2}, \frac{3\alpha}{2}) + 2\alpha(i - 1)) \times (\frac{\alpha}{2}, \frac{3\alpha}{2}) + 2\alpha(j - 1))$, $\alpha = \frac{1}{6}$, and $i, j = 1, 2, 3$, as illustrated in Figure 2(a). Among all classifiers which predict the same as $f^B$ on $\tilde{\mathcal{X}}$, the worst one, denoted by $f^{B*}$, predicts exact opposite on $x \in \tilde{\mathcal{X}} \subset \mathcal{X}^c$ as illustrated in Figure 2(b). For this worst case, the true standard risk w.r.t. $\tilde{P}_{\mathcal{X},\mathcal{Y}}$ is $3/4$, although the standard risk w.r.t. $\tilde{P}_{\mathcal{X},\mathcal{Y}}$ is zero, i.e., 
\[
R_{\text{std}}(\tilde{f}^{B*}) = 3/4 \quad \text{and} \quad \tilde{R}_{\text{std}}(\tilde{f}^{B*}) = 0.
\]
Among minimizers of $\tilde{R}_{\text{rob}}$, let $\tilde{f}_{\text{rob}}^*$ be the worst classifier in that it predicts incorrectly outside $B(\tilde{\mathcal{X}}, \epsilon)$. Specifically, let $\epsilon \leq \alpha/4$. Then $\tilde{f}_{\text{rob}}^*$ classifies as depicted in Figure 2(c). Compared with $\tilde{f}^{B*}$ on $B(\tilde{\mathcal{X}}, \epsilon)$, $\tilde{f}_{\text{rob}}^*$ should correctly classify, except on 
\[
A_\epsilon = \{(x_1, x_2) : 0.5 - \epsilon < x_1 \leq 0.5 \} \cap B(\tilde{\mathcal{X}}, \epsilon).
\]
However, this increased accuracy of $f^*$ on $B(\hat{X}, \epsilon) \setminus A_\epsilon$ is canceled out by its inaccuracy on $A_\epsilon$. Note that this inaccuracy is caused by the robustness on $\hat{X}$. Therefore, in this example, the regular robust learning does not have the synergistic effect of the sensible robust learning.

Now consider the worst-case sensibly robust classifier $\tilde{f}^{s*}_{rob}$, which is illustrated in Figure 2(d). Its decision boundary should not deviate to the left on $B(\hat{X}, \epsilon)$ no matter how large $\epsilon$ is. Its standard risks w.r.t. $P_{X,Y}$ and $\tilde{P}_{X,Y}$ are

$$R_{\text{std}}(\tilde{f}^{s*}_{rob}) = \max \left(0, \frac{3}{4} - 9(4\epsilon^2 + \frac{2}{3}\epsilon)\right) \quad \text{and} \quad \tilde{R}_{\text{std}}(\tilde{f}^{s*}_{rob}) = 0.$$ 

Therefore, $\tilde{f}^{s*}_{rob}$ has a much more improved true standard risk than $\tilde{f}^{B*}$ although this benefit is not seen with the restricted data from $\tilde{P}_{X,Y}$. Note that as $\epsilon$ increases, the true standard risk becomes zero, that is, $\tilde{f}^{s*}_{rob} = f^B$.

4. Sensible Adversarial Training. A transition from theory to the algorithm for actual training poses two main challenges. First, the 0-1 loss function is hard to optimize. The second challenge is that $f^B$ is not given. Rather, obtaining this Bayes classifier is our learning goal. In this section, we first present our remedy for the challenges, along with our training algorithm. Then, we discuss why this remedy solves the problem of non-availability of a true Bayes rule.

4.1. The objective function and algorithm. For the first challenge, as a common practice, we replace it with the cross-entropy loss. Recall that $p_y(x) = \mathbb{P}(Y = y|X = x)$, and $\hat{p}_y(x)$ is the predicted probability of the label of $x$ being $y$ by a model $f$ in (1). Then the cross-entropy loss is given by $\ell(f(x), y) = -\log \hat{p}_y(x)$ for $\hat{p}(x) \in \mathcal{P}$. In accordance with the loss change, we substitute the condition $f^B(x) = y$ by $\hat{p}_y(x) \geq c$ and $f^B(x) \neq y$ by $\hat{p}_y(x) < c$ for $c \in [0.5, 1]$. Second, we extend the sensible adversarial risk in (6) to refer not to $f^B$ but the current function $f$ itself. Then the modification results in a training version of the sensible adversarial attack.

**Definition 3.** Given a classifier $f$, let $S_{x,\epsilon}(f) = \{z \in X : \|z - x\|_p \leq \epsilon, \hat{p}_y(z) > c\}$. The sensible adversarial training example of $(x, y)$ w.r.t $f$ is defined as

$$\tilde{x}^s = \arg \max_{x' \in (x) \cup S_{x,\epsilon}(f)} \ell(f(x'), y).$$

From what follows, we use $\tilde{x}^s$ to denote the perturbed example defined in Definition 3, not in Definition 1. The sensible adversarial loss and risk also are redefined accordingly.
We note that when the main hyperparameter we show that (1) the modification effectively renders the sensible adversary framework into practice in the absence of the true Bayes rule, (2) the optimization is conducted through implicit loss truncation that solves zero gradient problem of the modified loss, (3) the optimization is computationally efficient and simple.

**Algorithm 1** Sensible adversarial training for $\ell_\infty$ norm restriction

1: **Input:** Initialized $f = f_0$, $c \in [0.5, 1]$, step number $K$, step sizes $\eta_1$, $\eta_2$, data $X_{adv}(0) = X$
2: **repeat**
3:  **for** $i = 1, \ldots, m$, s.t. $f(x_{i,adv}(0)) = y_i$
4:   **for** $k = 1, \ldots, K$
5:    $x_{i,adv}(k) \leftarrow \Pi B(x_{i,adv}(0))(\eta_1 \text{sign}(\nabla x f(x_{i,adv}(k-1)), y_i)) + x_{i,adv}(k-1)$
6:    **if** $\ell(f, x_{i,adv}(k), y_i) > \log \frac{1}{c}$
7:       (sensible reversion) $x_{i,adv}(K) = x_{i,adv}(k-1)$
8:    **break**
9:        $\theta \leftarrow \theta - \eta_2 \sum_{i=1}^{m} \nabla_{\theta} \ell(f, x_{i,adv}(K), y_i)/m$
10: **until** training converged

**Definition 4.** Let the sensible adversarial training loss be

$$\ell^s(f, x, y) = \ell(f(\tilde{x}^s), y)$$

where $\tilde{x}^s$ is a sensible adversarial training example as defined in Definition 3. The training sensible robust risk of a model $f$ is defined by

$$\mathcal{R}^s(f) = \mathbb{E} \left[ \ell^s(f, X, Y) \right].$$

Now we introduce sensible adversarial training (SENSE-AT), an empirical minimization of (9) with data augmentation. We choose $\tilde{x}^s$ in a way similar to the projected gradient descent (PGD) method of (Madry et al., 2018), which is the standard method for large-scale constrained optimization. Comparing the optimization problem of $\tilde{x}$ in (3) with that of $\tilde{x}^s$ in (7), we see that the later has an additional constraint that $\hat{p}_y(\tilde{x}^s) > c$ i.e., $\ell(f(\tilde{x}), y) < -\log c$. Therefore, during the K-step of PGD iterations, once the loss of a currently generated example exceeds $-\log c$, we reverse it back to the previous step and break the iteration to keep $\hat{p}_y(\tilde{x}^s) > c$. We call this additional step sensible reversion. Compared with the PGD method, this reversion step requires no additional forward or backward propagation. Therefore, our augmentation is as fast as the PGD method or even faster whenever a reversion is conducted. The proposed training algorithms for both the $\ell_\infty$-norm and the other $\ell_p$-norms are provided in Algorithms 1 and 2. Algorithm 2 is a straightforward extension of Algorithm 1 from the $\ell_\infty$ norm to the $\ell_p$ norm.

We note that when the main hyperparameter $c$ is set to 0, the sensible adversarial augmentation is identical to the PGD method so that SENSE-AT generalizes R-AT. Furthermore, existing deep learning implementations that adopt R-AT can be easily extended to adopt SENSE-AT, which requires only inserting an additional sensible reversion step (lines 6-8 in Algorithms 1 and 2). For the practical range of $c$, we recommend to choose $c \in [0.5, 1]$ so that any incorrectly classified examples are not allowed to have perturbations. A possible alternative option of the break after the reversion step is to keep the optimization with an added random noise instead of breaking the iteration in order to generate adversarial examples having the loss closer to $-\log c$.

4.2. Sensible adversarial training example and loss with implicit loss truncation. Now we discuss the training version of sensible adversarial examples in Definition 3 and loss in Definition 4. Through three different rewritings of the sensible adversarial training loss in (8), we show that (1) the modification effectively renders the sensible adversary framework into practice in the absence of the true Bayes rule, (2) the optimization is conducted through implicit loss truncation that solves zero gradient problem of the modified loss, (3) the optimization is computationally efficient and simple.
We relegate the derivation to Appendix B.3. The decomposition in (10) shows the training Then, we can show that in optimization. Here we first partition the input space and then see how \( \ell \) untruncated a truncated loss by using other implicit loss truncation \( \ell \) in optimization. Here we first partition the input space and then see how \( \ell \) untruncated a truncated loss by using other implicit loss truncation \( \ell \). In this paper, we use the terminology implicit loss truncation to refer to a technique that evaluates a truncated loss by using other untruncated losses, which significantly eases the difficulty in optimization. Here we first partition the input space and then see how \( \ell \) in (8) applies

\begin{algorithm}
\begin{algorithmic}[1]
\State \textbf{Input:} Classifier \( f = f_{y, c} \in [0.5, 1] \), step number and sizes \( K, \eta_1, \eta_2 \), data \( X_{adv}^{(0)} = X \)
\Repeat
\For {\( i = 1, \ldots, m \)}, \text{s.t.} \( f(x_{i,adv}^{(0)}) = y_i \)
\For {\( k = 1, \ldots, K \)}
\State \( x_{i,adv}^{(k)} \leftarrow \Pi_{B_p}(x_i, \epsilon)(\eta_1 \frac{\nabla_x \ell(f(x_{i,adv}^{(k-1)}), y_i)}{\| \nabla_x \ell(f(x_{i,adv}^{(k-1)}), y_i) \|_p} + x_{i,adv}^{(k-1)}) \), \( \Pi \): the projection operator
\If {\( \ell(f(x_{i,adv}^{(k)}, y_i) > \log \frac{1}{\pi} \)}
\State (sensible reversion) \( x_{i,adv}^{(K)} = x_{i,adv}^{(k-1)} \)
\State break
\EndIf
\State \( \theta \leftarrow \theta - \eta_2 \sum_{i=1}^{m} \nabla_{\theta} \ell(f(x_{i,adv}^{(K)}), y_i) / m \)
\Until {training converged}
\end{algorithmic}
\end{algorithm}

The first identity will show that the modified loss in (8) is the sum of a truncated natural loss and robust loss. This explains why this modification can deal with the absence of the true Bayes rule and train a robust classifier. Consider a truncated natural loss

\[ \ell_{nat}^t(\hat{p}_y(x)) = \max \left( 0, - \log \hat{p}_y(x) - \log \frac{1}{c} \right), \]

and a truncated adversarial loss

\[ \ell_{rob}^t(\hat{p}_y(\tilde{x})) = \min \left( - \log \hat{p}_y(\tilde{x}), \log \frac{1}{c} \right). \]

Then, we can show that

\[ (10) \quad \ell^t(f, x, y) = \ell_{nat}^t(\hat{p}_y(x)) + \ell_{rob}^t(\hat{p}_y(\tilde{x})). \]

We relegate the derivation to Appendix B.3. The decomposition in (10) shows the training sensible loss \( \ell^s(f, x, y) \) in Definition 4 is equivalent to the sum of a truncated natural loss and a truncated regular adversarial loss, up to a constant addition for the continuity at the two edges of the truncated area. This is illustrated in Figure 3. Although one loss takes \( \hat{p}_y(x) \) as input and the other \( \hat{p}_y(\tilde{x}) \), (10) is a valid equation because \( \hat{p}_y(x) \) and \( \hat{p}_y(\tilde{x}) \) can be calculated from the input of \( \ell^s \), that is, \( (f, x, y) \). Note that the threshold value \( 0 \) in \( \ell_{nat}^t \) acts as the minimum of the loss. This \( \ell_{nat}^t \) is a surrogate loss of the 0-1 loss to obtain an estimated Bayes rule, as the standard natural loss is, but with a truncated part. On the other hand, the second term can also be seen as a smoother version of the adversarial loss in (2). In this case, the truncated part upper bounds the loss, regularizing influential adversarial examples. Therefore, in SENSE-AT, the truncated adversarial loss prevents adversarial examples from negatively influencing natural accuracy. In conclusion, the first term forces \( f \) to learn the Bayes rule, while the second term to learn a robust model.

Finally, we remark that if \( c = 1 \), the sensible loss in (8) is equivalent to the standard natural loss, and when \( c \to 0 \), it becomes the regular adversarial loss. Therefore, the sensible adversarial training loss generalizes the natural loss and adversarial loss.

The second identity will show how the truncation happens without explicit truncation of the loss functions. By selectively applying the (untruncated) losses based on a partition of the input space, we can have the same effect as if the truncated losses are applied as in (10). In this paper, we use the terminology implicit loss truncation to refer to a technique that evaluates a truncated loss by using other untruncated losses, which significantly eases the difficulty in optimization. Here we first partition the input space and then see how \( \ell^s \) in (8) applies.
The sensible adversarial training loss decomposition. Left: The truncated natural loss $\ell_{t\text{nat}}(\hat{p}_y(x))$; Middle: The truncated adversarial loss is $\ell_{t\text{rob}}(\hat{p}_y(\tilde{x}))$; Right: The sensible loss is equivalent to the sum of them such as $\ell^s(f,x,y) = -\log \hat{p}_y(\tilde{x}) = \ell_{t\text{nat}}(\hat{p}_y(x)) + \ell_{t\text{rob}}(\hat{p}_y(\tilde{x}))$.

a different (untruncated) loss on each partition. Let us divide the data into three mutually exclusive groups:

$$A_f = \{(x,y) : \hat{p}_y(x) \leq c\},$$

$$B_f = \{(x,y) : \hat{p}_y(x) > c, \hat{p}_y(\tilde{x}) \leq c\},$$

$$C_f = \{(x,y) : \hat{p}_y(\tilde{x}) > c\},$$

where $\tilde{x}$ is the regular adversarial example of $x$.

Now we apply the $\ell^s$ in (8) on each partition. First, when $(x,y) \in A_f$, we know that

$$-\log \hat{p}_y(\tilde{x}) \geq -\log \hat{p}_y(x) \geq -\log c.$$

Therefore, a data point in $A_f$ has a high natural loss, and its robust loss is truncated. So,

$$\ell^s(f,x,y) = \ell_{t\text{nat}}(\hat{p}_y(x)) + \ell_{t\text{rob}}(\hat{p}_y(\tilde{x}))$$

$$= \max \left(0, -\log \hat{p}_y(x) - \log \frac{1}{c}\right) + \min \left(-\log \hat{p}_y(\tilde{x}), \log \frac{1}{c}\right)$$

$$= -\log \hat{p}_y(x) = \ell(f(x),y).$$

Calculating only the natural loss on $A_f$ is the same as calculating the sum of the two truncated loss on $A_f$. Second, when $(x,y) \in B_f$, we know that

$$-\log \hat{p}_y(\tilde{x}) \geq -\log c \geq -\log \hat{p}_y(x).$$

Therefore, data points in $B_f$ correspond to the points of which both natural and adversarial loss are truncated in (10). So,

$$\ell^s(f,x,y) = \ell_{t\text{nat}}(\hat{p}_y(x)) + \ell_{t\text{rob}}(\hat{p}_y(\tilde{x}))$$

$$= \max \left(0, -\log \hat{p}_y(x) - \log \frac{1}{c}\right) + \min \left(-\log \hat{p}_y(\tilde{x}), \log \frac{1}{c}\right)$$

$$= -\log \frac{1}{c}.$$

Putting simply a constant $\log \frac{1}{c}$ on $B_f$ is the same as calculating the sum of the two truncated losses on $B_f$. Likewise, when $(x,y) \in C_f$, we know that

$$-\log c \geq -\log \hat{p}_y(\tilde{x}) \geq -\log \hat{p}_y(x).$$
Therefore, data points in $C_f$ correspond to the points of which the natural loss is truncated. We have

$$\ell^s(f, x, y) = \ell_{nat}(\hat{p}_y(x)) + \ell_{rob}(\hat{p}_y(\tilde{x})) = \max \left( \log 1 + \log \frac{1}{c} \right) + \min \left( -\log \hat{p}_y(\tilde{x}), \log \frac{1}{c} \right)$$

Calculating only the adversarial loss on $C_f$ is the same as calculating the sum of the two truncated losses on $C_f$. We can write the three cases into the second identity

$$\ell^s(f, x, y) = \ell(f(x), y) 1_{A_f} + \log \frac{1}{c} 1_{B_f} + \ell(f(\tilde{x}), y) 1_{C_f}. \tag{11}$$

In summary, the sum of the truncated losses in (10) can be implemented by applying the natural loss function on $A_f$, a constant loss function $-\log \frac{1}{c}$ on $B_f$, and the adversarial loss function on $C_f$, where none of the functions has explicit truncation on it.

The third identity will emphasize that in SENSE-AT, the implicit truncation in (11) happens through a single unified input $\tilde{x}^s$, not two inputs as in (10) or (11); the difference in the losses on each partition is leveraged into the adaptiveness of the perturbation ball of $\tilde{x}^s$. Note that the sensible adversarial training example formulation in Definition 3 has in itself three types of perturbation balls on different regions of the input space. First, for $(x, y) \in A_f$, $S_{x,\epsilon}(f) = \phi$. Second, for $(x, y) \in B_f$, $S_{x,\epsilon}(f)$ is adaptively decided for each $(x, y)$. Third, the $S_{x,\epsilon}(f)$ for $(x, y) \in C_f$ is the full $\epsilon$-ball centered at $x$. Therefore, with the partition of the space by $A_f$, $B_f$ and $C_f$, $\tilde{x}^s$ in Definition 3 is identical to

$$\tilde{x}^s = \begin{cases} x, & \text{if } (x, y) \in A_f, \\ \arg \max_{z \in S_{x,\epsilon}(f)} \ell(f(z), y), & \text{if } (x, y) \in B_f, \\ \tilde{x}, & \text{if } (x, y) \in C_f. \end{cases} \tag{12}$$

The sensible adversarial example in (12) has three different stages: a natural ($A_f$), an adapted ($B_f$), and a full $\epsilon$-adversarial ($C_f$) stage. Especially in the adaptive stage $B_f$, the constant loss $-\log \frac{1}{c}$ previously in (11) is implemented by

$$\log \frac{1}{c} 1_{B_f} = \max_{z \in B(x, \epsilon)} \ell(f(z), y) 1_{\{\hat{p}_y(z) > c, \hat{p}_y(\tilde{x}) \leq c\}} \tag{13}$$

and $\tilde{x}^s$ is optimized until it has the loss values (approximately) identical to $-\log c$, i.e., $\hat{p}_y(\tilde{x}^s) = c$. This is the key part of the following third identity:

$$\ell^s(f, x, y) = \ell_{nat}(\hat{p}_y(\tilde{x}^s)), \tag{14}$$

where we use $\ell_{nat}(\hat{p}_y) = -\log \hat{p}_y$ to denote the cross-entropy loss. By this, we see that the three losses in (11) are unified into a single usual cross-entropy loss by using a single sensible adversarial training example. Still, the implicit truncation takes place because of the definition of $\tilde{x}^s$ in (12), i.e., the adaptive perturbation ball of $\tilde{x}^s$.

Now we discuss the necessity of the implicit truncation by using the sensible adversarial training example as in (14), not with other kinds of examples as in (10) or (11). The decomposition in (10) suggests a naive way to optimize (9) with $x$ and a full PGD example $\tilde{x}$, instead of $\tilde{x}^s$. For each $x$, one can feed the classifier with both $x$ and $\tilde{x}$, and calculate $\ell^s(f, x, y)$ with the explicitly truncated losses in (10), and then optimize the empirical risk. However, such an approach is difficult to optimize in practice. Deep learning with a truncated loss is
not easy in general, mainly because the truncated area has zero gradients. It is uncertain if the usual gradient descent (GD) method can find a good minimum. Intuitively, when both natural and adversarial losses of a data point are truncated, there is no way to escape this state by GD. For more details about deep learning with a truncated loss, see Zhang and Sabuncu (2018). Meanwhile, if (11) were directly used, no losses would be explicitly truncated. However, for the points in $B_f$, there is no gradient available of the constant loss function as $-\log \frac{1}{c}$, and the same difficulty arises again. On the contrary, with the implicit truncation in (14), the loss has the gradient of the cross-entropy loss at any point in this stage. Therefore, this implicit truncation makes the optimization of the empirical risk much easier.

Next, we discuss what kind of robustness SENSE-AT achieves. Note that SENSE-AT promotes more points to be in $C_f$; The value of $\ell^s(f, x, y)$ that is smaller than $-\log c$ is only achieved by any $x \in C_f$. In other words, in $\ell^s(f, x, y)$, the points in $A_f$ and $B_f$ are more strongly penalized than those in $C_f$. This is paradoxical because in $C_f$, the strongest full $\epsilon$-ball perturbations are added. Therefore, to obtain a small empirical risk, $f$ should be trained to have all of $x$ to be in $C_f$, and at that moment, $f$ is being trained with the data perturbed on full $\epsilon$ balls, that is, the PGD adversarial examples. Note that if all the data points in SENSE-AT are in the stage $C_f$, then SENSE-AT is identical to R-AT. It is known that the highest robustness has been achieved by training a classifier with R-AT (Carlini et al., 2019). However, if the data and model class do not provide such a favorable condition, i.e., $f$ cannot afford all data points to have full perturbation balls, $f$ is trained to have more data to be in $C_f$ as possible. Note that even for the points in $B_f$, the model is trained to be robust against adversarial perturbations on the adapted $\epsilon$-balls. Although smaller than the full $\epsilon$ ball, it will train $f$ to have the robust area of a truncated point as large as possible because of the adaptive augmentation in (13).

Note that adopting one unified example matters. In SENSE-AT with (14), the evaluation and differentiation of the loss need only one forward/backward pass for each $x$, while the naive approach that feeds both $x$ and $\tilde{x}$ needs two times more forward/backward passes. Therefore, by using $\tilde{x}^s$, we save two times of computational complexity. For the same reason, SENSE-AT is faster than other AT methods that deal with the trade-off by using evaluations on both natural and adversarial examples, e.g., Zhang et al. (2019); Wang et al. (2020).

4.3. Model capacity. We discuss how SENSE-AT can deal with a limited model capacity. Handling the lack of model capacity is an important matter in the problem of adversarial trade-off. Even when adversarial examples cannot cross the Bayes decision boundary, the trade-off can happen because of the lack of model capacity. Note that given an insufficient model capacity, adversarial training examples of small $\epsilon$ actually can negatively influence the natural accuracy without any true class change. For example, the natural margin of the SOTA models of CIFAR10 significantly decreases by R-AT. Furthermore, due to the lack of model capacity, there could be a subset of data that must be non-robust for the sake of standard accuracy (for example, see the analysis on the Three Clusters dataset in the next section). Adversarial perturbations on these points also can reduce the natural accuracy.

SENSE-AT helps networks with the limited model capacity to obtain their best robustness without collapsing. Note that SENSE-AT inherently involves a set selection mechanism, in which the loss is regularized by the implicit truncation of the adversarial examples for data points in $A_f$ and $B_f$. This truncation helps handle the lack of model capacity because this mechanism prevents any full $\epsilon$-attack from overpowering the learning process. Due to this, our sensible training does not collapse when R-AT collapses, as long as the model capacity is enough for NT as demonstrated in the next section.
Fig 4. Example 1 with $\sigma = 0.2, m = 7, \gamma = 8$ and $p = 0.95$. The inner circle lines denote the 99.9% quantile region of each cluster, and the outer circle lines are the region that can be reached from the inner circle by $\epsilon$. (a) The Bayes classifier with $R_{\text{adv}}(f_B) < 0.001$. (b) Note that if $\gamma = 8$, then 99.8% of data points can cross the decision boundary of the best linear classifier, i.e. $R_{\text{rob}}(f_B) \approx 0.998$. (c) The optimal linear classifier w.r.t. the standard risk when ignoring the bottom cluster.

5. Numerical Results. In this section, we investigate the effectiveness of the proposed method (1) in obtaining high natural and adversarial accuracies and (2) in adversarially training a small model without collapse. Furthermore, we study the sensitivity of our main parameter, the threshold $c$.

We first analyze a synthetic dataset, Three Clusters, to address the trade-off observed in the literature even when a small $\epsilon$ is used, which cannot change the true class of a perturbed example. Then, we move on to real data analysis. We train SENSE-AT models by Algorithm 1 with the $\ell_{\infty}$-norm on the MNIST (LeCun et al., 2010) and CIFAR10 datasets (Krizhevsky and Hinton, 2009) with $\epsilon = 0.3$ and $\epsilon = 8/255$, respectively. Here the MNIST database is a large database of handwritten digits $0 \sim 9$ commonly used to train various image processing systems. The MNIST database contains 70,000 $28 \times 28$ grey images. The MNIST dataset is available at http://yann.lecun.com/exdb/mnist/. Instead, the CIFAR10 is a more complicated dataset that consists of 60,000 $32 \times 32$ colored images in 10 classes. The CIFAR10 dataset is available at https://www.cs.toronto.edu/~kriz/cifar.html. Based on the CIFAR10 dataset, we have performed extensive comparative studies between SENSE-AT and other competitive methods.

Our results confirm that: (1) Sensible training obtains high natural accuracy while keeping comparable adversarial accuracy; (2) Sensible training adversarially trains a small model without collapsing; (3) Sensible training is not sensitive to its main hyperparameter $c$. These facts suggest that sensible training is a better choice for defense when the model capacity is not enough and we want to balance between natural and adversarial accuracies.

5.1. Three Clusters dataset. Here we analyze a synthetic dataset that suggests that the SOTA models, which show the trade-off, may not have enough model capacity capable of having both high robust and natural accuracy. This is motivated by Theorem 1, which sheds light on where the trade-off happens, particularly with small $\epsilon$. If the Bayes decision boundary can be far from data manifolds at least by $\epsilon$, our pursuit of sensible robustness does not cost any adversarial robust risk. That is, adversarial learning is identical to sensible adversarial learning. For this case, if the adversarial perturbations are restricted to $\epsilon$, the robust trade-off may be unnecessary, given enough model capacity such that $f_B \in \mathcal{F}$. As an example that an insufficient model capacity leads to the trade-off, we introduce the Three Clusters dataset. We first give a general description of the synthetic dataset, then we fix parameters to conduct the analysis on both adversarial learning and training levels. Then, we will conduct training with both SENSE-AT and R-AT and compare the results.
Consider a uniform binary $y \in \{-1, +1\}$ and three clusters of $X \in \mathbb{R}^2$ such that

$$X|y = +1 \sim pN(\mu_A, \sigma^2) + (1-p)N(\mu_B, \sigma^2) \quad \text{and} \quad X|y = -1 \sim N(\mu_C, \sigma^2),$$

where $\mu_A = (1, m)$, $\mu_B = (1, -m)$ and $\mu_C = (-1, 0)$. Assume $p \geq 0.5$. Our attack model is $\ell_2$ restricted adversarial perturbations $\delta$ s.t. $\|\delta\|_2 \leq \epsilon$. We set $\epsilon = \gamma \sigma$, where $\gamma \geq 2z_\alpha + \sqrt{4 + m^2}/\sigma$ for $\alpha \in (0, 0.5)$ and $z_\alpha$ is the upper $\alpha$-quantile of $N(0, 1)$. Figure 4(a) shows the Bayes classifier $f^B$, and the Bayes classifier is robust for a wide range of $\epsilon$ as illustrated in the figure. Details of the derivation are provided in the Appendix C.1.

Next, we restrict the model class to linear classifiers denoted by $\mathcal{F}_{\text{lin}}$. Note that $f^B \notin \mathcal{F}_{\text{lin}}$. The optimal classifier w.r.t. the standard risk is $f_{\text{std}}(x) = \text{sign}(x_1)$, which is the green line in Figure 4(b). It is straightforward to show that the standard risk of $f$ is $R_{\text{std}}(f_{\text{std}}) = \Phi(-\frac{1}{\sigma^2})$. Therefore, as $\sigma^2 \to 0$, the standard error $R_{\text{std}}(f_{\text{std}}) \to 0$ as well. However, the adversarial risk is $R_{\text{rob}}(f_{\text{std}}) = \Phi(\gamma - \frac{1}{\sigma^2})$. Note that the adversarial risk increases rapidly as $\gamma$ increases (see Figure 5). Therefore, $f_{\text{std}}$ is not a robust model. Now, we see that with this model class, the trade-off is inevitable; we must trade natural accuracy for robustness whenever we pursue more robustness than that of $f_{\text{std}}$, which is the unique minimizer of $R_{\text{std}}(f)$ in $\mathcal{F}_{\text{lin}}$. For example, let us consider to ignore the bottom cluster in Figure 4(a) in order to obtain a more robust model in $\mathcal{F}_{\text{lin}}$. In this case, the decision boundary is $x_2 = -2x_1/m + m/2 - \sigma^2 \log p/m$. We plot these lines in Figure 4(c) for various $p$ values, which are almost indistinguishable each other. In addition, for a large $\epsilon$, the linear line is robust w.r.t. the two top clusters. Therefore, with the cost of the standard risk $(1-p)/2$ that comes from ignoring the bottom cluster, the linear model improves the robustness that is upper bounded by $p/2$.

We fix the parameters as $\sigma = 0.2, m = 7, \gamma = 8$ and $p \in [0.5, 1)$. First, we consider the theoretical side with 0-1 loss. In fact, in this case, more than 99.9% of data points do not cross the Bayes decision boundary. Therefore, almost all of the sensible adversarial examples are identical to the regular adversarial examples, and thus $|R_{\text{rob}}(f) - R_{\text{rob}}(f)| < 0.001$. Therefore, the sensibly optimal models will behave very similar to the regular adversarially robust models, losing $1-p$ standard accuracy. This seems to contradict to our theory that shows the sensibly optimal model is the Bayes rule. This gap comes from that the theory assumes an enough model capacity that can have the Bayes rule in it, but the case we are discussing does not have such an enough model capacity. Now we consider the algorithmic side with the cross entropy loss. For R-AT, it is difficult to tell if it will collapse to a constant function or not. In its algorithm, R-AT uses the cross entropy loss, which is unbounded on
miss-classified adversarial data points. Note that it is impossible to get every adversarial data points to be correctly classified by any linear model in $F_{\text{lin}}$. Therefore, it is hard to say if the R-AT model would be similar to Figure 4 (b) or Figure 4 (c). In SENSE-AT, models like Figure 4 (c) has highly dominating natural loss for the cluster $B$. However, models like Figure 4 (b) will have a loss bounded by $-\log c$. Therefore, we anticipate that the optimal SENSE-AT models will be similar to the model in Figure 4 (b). In conclusion, when the model capacity is insufficient to achieve robustness, sensible adversarial training will prioritize keeping the natural performance.

For $p = 0.55$, we actually conduct SENSE-AT and R-AT on the simulated data and confirm the previous analysis on the ATs. As the simulation requires a light computation, we implement it with the R programming language. Because the model is essentially linear, the PGD is set $K = 1$ with $\epsilon = \gamma \times \sigma = 1.6$. The hyperparameter for SENSE-AT is set $c = 0.9$. Both R-AT and SENSE-AT are initialized with a linear model fitted by logistic regression. We train with a learning rate of 0.01 for 300 iterations. The results are illustrated in Figure 6. The training with R-AT did not converge, but the model’s decision boundary keeps alternating between the two types shown in Figure 6. On the other hand, SENSE-AT stably converges from the early iterations and keeps the decision boundary similar to that of the optimal linear classifier as in Figure 4 (b). We see that the trained model in SENSE-AT shows some trade-off; although the natural accuracy is not 100%, it prevents the natural accuracies are completely neglected while obtaining some robustness when the model capacity is not enough.

As a final note, we mention that this example also shows a collapse scenario as an extreme case. Consider when $\epsilon$ is large enough to cross the decision boundary. Let $\alpha \to 0$. Then, in
order to obtain any $\rho$ robust accuracy with any $\rho > 0$, the entire natural accuracy cannot exceed $0.5 + \rho$. Therefore, regardless of the given model capacity, one of the approximately most robust classifiers is a constant function either $f(x) = 1$ or $f(x) = -1$ for all $x$, achieving 50% of adversarial accuracy. In the following experiments, we will show how our SENSE-AT prevents the trained model from collapsing in real-data settings.

5.2. MNIST dataset.

5.2.1. Natural accuracy and adversarial accuracy. We conduct SENSE-AT on the MNIST dataset (LeCun et al., 2010). For the model architecture, we use a convolutional neural network (CNN) with three convolutional layers followed by a fully connected linear layer, which is coded and used by (Zhang et al., 2019). The model is pre-trained with NT and then trained with SENSE-AT with $\epsilon = 0.3$, $\eta_1 = 0.05$ and $K = 10$ for $c = 0.7$. The initial SGD learning rate is 0.01, and we train for 500 epochs. The SENSE-AT model is tested with $\ell_\infty$ PGD attacks of $\epsilon = 0.3$ with the step number $K = 500$ and step size $\eta_1 = 0.01$ with 20 random restarts by a Python package Advertorch (Ding et al., 2019). The step number $K = 500$ is enough for PGD to optimize strong PGD attacks (see, Figure 8). Our model achieves 91.74% accuracy against the PGD attacks and 99.51% natural accuracy.

Now we check the sensitivity to $c$ together with varying model capacity. To this aim, we consider a sequence of CNNs with an increasing number of convolutional kernels. In terms of network capacity, we call a network having capacity $d$ when the network has two convolutional layers with $2^{(d-1)}$ and $2^d$ kernels respectively, followed by a fully connected linear layer of $2^{(d+4)}$ units. Each layer is activated by ReLU $\max(x, 0)$. Each convolutional layer is followed by a $2 \times 2$ max-pooling layer. The size of all convolutional kernels is $5 \times 5$. We pre-train the CNNs with NT and then train with SENSE-AT with $\epsilon = 0.3$, $\eta_1 = 0.05$ and $K = 10$ for varying $c \in \{0.0, 0.1, \ldots, 0.9\}$. The initial learning rate $\eta_2$ is 0.01, and we train for 500 epochs. When training the R-AT models, we use the same hyperparameters except $c$.

By natural training, the networks of capacity 1 and capacity 2 achieve about 95% and 97% accuracy, whereas the networks of the other capacities achieve more than 99%. When trained with R-AT, the networks with capacities 1,2, and 3 collapse (Madry et al., 2018). Therefore, capacity 3 is enough only for NT, and capacities 1 and 2 are possibly insufficient even for NT. The results are in Figure 7. Our SENSE-AT models with any capacity did not collapse, except capacity 1 with $c = 0.0$, which is identical to R-AT without any perturbation on the naturally incorrectly classified examples.
5.2.2. Convergence check for PGD adversarial attacks. It is important to check proper optimization in generating the PGD attacks. This has become an almost standard practice to check the convergence of the PGD loss for multiple initializations. We also check the quality of PGD adversarial attacks used to test our SENSE-AT models. The models are tested with $\ell_\infty$ PGD attacks of $\epsilon = 0.3$ with the step number $K = 500$ and step size $\eta_1 = 0.01$ by a Python package called Advertorch (Ding et al., 2019). For the quality check, we consider the first 100 test examples. The left panel of Figure 8 shows the cross-entropy loss on the perturbed examples by the PGD steps. Each line stands for each original test input, and the total 100 lines are not well distinguishable as the lines overlap. The right panel of Figure 8 shows the cumulative worst-case robust accuracy. As the step number increases, the lines are not well distinguishable. In conclusion, we can see that $K = 500$ is enough to achieve the lowest point by counting the worst case.
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**Figure 8.** The convergence check for the PGD attacks on the MNIST model for the step size 0.01.

5.3. CIFAR10 dataset. Throughout our experiment on CIFAR10, we adopt the warmup and learning schedule and parameters for SGD that are used by Balaji et al. (2019). For the warmup period (the first several epochs), we generate full PGD adversarial examples for the correctly classified inputs and have a loss less than the threshold.

5.3.1. Natural accuracy and adversarial accuracy. We train the SENSE-AT models with ResNet (He et al., 2016). ResNet is a widely used DNN architecture designed to alleviate a degradation problem in training deep models. Its shortcut connection between its building blocks explicitly forces the building blocks to learn so-called “residual mappings”. Among many possible ResNet design choices, we train with ResNet-34-10 (a 34-layer ResNet for 10-class classification) (He et al., 2016), the architecture used for current SOTA models in literature such as the MART model (Wang et al., 2020) and the TRADES model (Zhang et al., 2019). The ResNet is trained by Algorithm 1 of the proposed SENSE-AT, where our main hyperparameter $c$ as set to 0.5 along with other hyperparameters detailed in Table 1.

We test the trained model with adversarial perturbations with $\ell_\infty$-norm less than $\epsilon = 8/255$. We generate the attacks with gradient-based attack methods or white-box attacks, such as
Table 1
The learning specifications for the SENSE-AT models on CIFAR10

| Hyperparameters               | WideResNet-34-10 | ResNet-20,32,44,56 | CNN |
|-------------------------------|------------------|--------------------|-----|
| SGD initial learning rate     | 0.1              | 0.1                | 0.01|
| Learning rate annealing       | Step decay       | Step decay         | Step decay |
| Learning rate decay steps     | [70,90,100]      | [80,140,170]       | [80,140,170] |
| Learning rate decay factor    | 0.2              | 0.1                | 0.1 |
| Weight decay                  | 0.0005           | 0.0002             | 0.0002|
| Training number of epochs     | 300              | 200                | 150 |
| Warmup period                 | 10 epochs        | 5 epochs           | 5 epochs |
| \(K\)                         | 10               | 10                 | 10  |
| \(\epsilon\)                 | 8/255            | 8/255              | 8/255|
| \(a\)                         | 2/255            | 2/255              | 2/255|

PGD-\(K(\epsilon)\) (the PGD attack with \(K\) steps with \(r\) random restarts), FGSM (Kurakin et al., 2016a), and DeepFool (Moosavi-Dezfooli et al., 2016). We use the attacks implemented in Foolbox (Rauber et al., 2017), Advertorch (Ding et al., 2019), and Adversarial Robustness 360 Toolbox (ART) (Nicolae et al., 2018). The attack specifications are in Table 2 and the options that are not listed in the table are kept as default.

Table 2
The white-box attack specifications. We denote the step size and step number by \(\eta_1\) and \(K\).

| Dataset  | Attack  | \(\eta_1\) | \(K\) | Python package | Function                  |
|----------|---------|------------|-------|----------------|---------------------------|
| CIFAR10  | PGD100  | \(\frac{2}{255}\) | 100   | Advertorch     | LinfPGDAttack             |
| CIFAR10  | PGD40   | \(\frac{2}{255}\) | 40    | Advertorch     | LinfPGDAttack             |
| CIFAR10  | DeepFool| default    | default| Foolbox        | DeepFoolLinfinityAttack   |
| CIFAR10  | FGSM    | \(\frac{8}{255}\) | 1     | Advertorch     | GradientSignAttack        |

We also test our models with transfer attacks, which is a type of black-box attack, as robustness against such attacks is important from a security perspective. It is well known that adversarial attacks transfer (Goodfellow et al., 2014b), which means that a classifier, so-called a victim classifier, can be fooled by an adversarial attack optimized by using another classifier. This can happen even when the two models do not share the same model architecture, trained by different algorithms. Therefore, a classifier being attacked by a transfer attack is one of the most feasible scenarios in real applications because even without knowing the parameters or structure of the victim model, an attack is still possible. Given a test image, each transfer attack is identified by its generating model, on which the PGD method is applied to optimize the adversarial perturbation. Then we use this attack to other victim models, or defense methods, to test their defense performance.

As baselines, we compare the SENSE-AT model to the TRADES (Zhang et al., 2019), MART (Wang et al., 2020), MMA (Ding et al., 2020), and IAAT (Balaji et al., 2019). Since Balaji et al. (2019) did not release their trained model, we reproduced the IAAT model from the code provided by Balaji et al. (2019). Any accuracy numbers for the baseline models are calculated by applying the same attacks we generate to test the SENSE-AT models. The results are shown in Table 3. We can see that SENSE-AT can achieve the highest natural accuracy while keeping comparable robustness. In Table 4, we test with transfer attacks generated by \(\ell_\infty\) PGD40 attacks with \(\epsilon = 8/255\). The meaning of transfer attacks is that we generate adversarial examples from one model, such as MART, and use it to attack another model,
5.3.2. Sensitivity analysis on $c$. With the model architectures used in 5.3.1, we change the main hyperparameter $c$ to investigate the sensitivity. Here we consider the SENSE-AT models trained on CIFAR10 with $c \in \{0.1, 0.3, 0.5, 0.7\}$. Note that the recommended range of $c$ is $c \in [0.5, 1]$ to ensure no perturbations on naturally incorrectly classified examples. However, to more thoroughly investigate the sensitivity, we also consider $c < 0.5$. We reduce the number of epochs to 200, 200, and 254 for when $c$ is 0.1, 0.3, and 0.7, respectively.

In Table 5, we can observe that $c$ controls the trade-off between natural and robust accuracies. The natural accuracy is positively correlated to the $c$ value, and the minimum robustness accuracy numbers show a negative correlation tendency to $c$.

5.3.3. Sensitivity analysis on model capacity. We train a sequence of models with increasing model capacity with a fixed $c = 0.7$. We train ResNet-20, 32, 44, and 56 (He et al., 2016), each of which respectively has 179, 104, 73, and 57 times fewer parameters than WideResNet-34-10. These models are implemented in python code by Idelbayev (2018). We report the results in Table 6. These models can not be enough for R-AT on CIFAR10. Nonetheless, all the models achieve more than half of the robustness of the SOTA models TRADES and MART in Table 3, while maintaining even much better natural accuracy.

For CIFAR10, we have observed a positive correlation of natural accuracy and a negative correlation of robustness to the threshold hyperparameter $c$. For MNIST, on the other hand, we have observed that as the model capacity increases, the accuracy numbers become almost insensitive to $c$. This result of MNIST suggests that the correlations in CIFAR10 may imply that the model capacity used for CIFAR10 is much smaller than we need to achieve a robust
TABLE 5
The sensitivity of $c$ of SENSE. Tested on the first 1000 test data points.

| Defense method | Test data | Hyperparameter $c$ | $c=0.1$ | $c=0.3$ | $c=0.5$ | $c=0.7$ |
|----------------|-----------|-------------------|---------|---------|---------|---------|
| SENSE-AT       | NAT       |                   | 89.10   | 90.30   | 91.40   | 91.25   |
|                | PGD100    |                   | 44.70   | 45.20   | 50.90   | 49.40   |

TABLE 6
The SENSE-AT results with small models. Tested on the first 1000 test data points.

| Network         | Defense method | Test data | Res20 | Res32 | Res44 | Res56 |
|-----------------|----------------|-----------|-------|-------|-------|-------|
| SENSE-AT        | NAT            |           | 87.50 | 88.30 | 89.30 | 89.50 |
|                 | PGD100         |           | 26.50 | 29.50 | 32.50 | 34.30 |

TABLE 7
The test result on the CNNs of capacity 1 and capacity 2. Tested on the first 1000 test data points.

| Network | Test data | R-AT | $c=0.1$ | $c=0.5$ | $c=0.7$ | NT |
|---------|-----------|------|---------|---------|---------|----|
| Capacity 1 | NAT       | collapse | 57.9    | 64.1    | 67.4    | 68.8 |
|          | PGD       | collapse | 25.9    | 6.9     | 0.7     | 0.0 |
| Capacity 2 | NAT       |       | 49.1    | 61.5    | 70.19   | 72.1  | 76.0 |
|          | PGD       |       | 31.5    | 27.6    | 11.2    | 4.7   | 0.0 |

model. Furthermore, if we can assume that $\epsilon = 8/255$ is small enough so that any PGD attack can neither escape the original data manifold nor change the original class, then sensible training is equivalent to training with on-manifold data of correct labels. For the truncated loss with data augmentation, a larger $c$ leads to more confident fitting on the observed natural data. Therefore, the decrease in robust accuracy by increasing $c$ indicates that to fit these natural data more confidently, the model needs to give up more unobserved on-manifold points. In other words, for the current model capacity, it may not be possible to achieve a perfect classifier in terms of both natural and adversarial accuracy.

5.3.4. Model collapse. Here we try to train a robust model with a small capacity. We train CNNs with $c \in \{0.1, 0.5, 0.7\}$ for the training. We use CNN models with two convolutional layers followed by three fully connected linear layers. We consider two capacities: capacity 1 is a network given in the pytorch tutorial for CIFAR10 \footnote{https://pytorch.org/tutorials/beginner/blitz/cifar10_tutorial.html}, and capacity 1 has 4 times fewer channels than capacity 2 for the linear layers. For NT and R-AT, we use the same learning hyperparameters except $c$. When capacity 1 is used, we trained with various SGD learning rates 0.01, 0.05 and 0.001 for R-AT to enable adversarial training. However, for all of those learning rates, R-AT collapsed. We test the trained models with PGD100 with random 5 restarts. The test result is presented in Table 7. Given the serious lack of model capacity, the decrease in natural accuracy of SENSE-AT models compared with the naturally trained model is not serious while achieving better robust accuracy numbers. Note that none of our models collapse, and therefore the learnability of sensible adversarial training is not sensitive to the choice of $c$ even in the lack of model capacity.
5.3.5. Convergence check for PGD adversarial attacks. For the PGD attacks, we draw accuracy and loss plots for increasing step numbers in Figure 9. We consider the first 100 test examples, and the SENSE-AT model on CIFAR 10 is used (ResNet-34-10). We can see that 100 steps are enough for the PGD optimization. The left panel of Figure 9 shows the cross-entropy loss on the perturbed examples by the PGD steps for one random restart. Each line stands for each original test input. The middle panel of Figure 9 shows the cumulative worst-case robust accuracy for five random restarts. The line of the highest accuracy numbers stands for the first random restart. The next line stands for the worst-case accuracy between the first and second random restart. Likewise, the line of the lowest accuracy numbers denotes the worst-case accuracy among five random restarts. The right panel of Figure 9 shows the cumulative worst-case robust accuracy for 20 random restarts. Compared with the five-random-restart case, the worst performance decreases about 2%. We use the step size 2/255 rather than $\epsilon \times 2/255$ because it is more effective.

6. Concluding remarks. In this paper, we have proposed a novel sensible adversary which is useful for learning a defense model and keeping high natural accuracy simultaneously. We have theoretically established that the Bayes classifier is most robust under the framework of the sensible adversary. Our training algorithm is efficient and stable and not sensitive to the choice of the main hyperparameter $c$. Furthermore, $c$ has a clear interpretation as the lowest prediction-probability bound.

We have implemented our method on two large-scale image classification datasets: MNIST and CIFAR10. We have performed an extensive comparative study and compared SENSE-AT with other adversarial training methods. Our empirical experiments yield very competitive results of adversarial training on both MNIST and CIFAR10. SENSE-AT achieves both high natural accuracy and robust adversarial accuracy. In addition, we showed that the sensible approach can effectively deal with the lack of model capacity. This is because by paying a robust accuracy on a certain area, the algorithm protects the model from being collapsed by influential adversarial examples.

We now mention several future directions for research on the sensible adversary. One remaining theoretical problem is to develop generalization error bounds for sensible adversarial training to theoretically justify our empirical performance. In this paper, we did not tackle the lack of sample size. Therefore, there is much remaining work to be done to theoretically understand the models trained with sensible adversarial examples related to generalization.
APPENDIX A: PROOFS OF THEOREMS

Proof of Theorem 1. (a). Observe that
\[ \mathcal{R}_\text{rob}^s(f^B) = \mathbb{P}(f^B(\tilde{X}) \neq Y) \]
\[ = \mathbb{P}(f^B(X) \neq Y) + \mathbb{P}(f^B(X) = Y, \exists x' \in S_{X,\epsilon}(f^B) \text{ s.t. } f^B(x') \neq Y) \]
\[ = \mathbb{P}(f^B(X) \neq Y) + 0, \quad \text{by the definition of } S_{X,\epsilon}(f^B) \]
\[ = \mathcal{R}_{\text{std}}(f^B) = \mathcal{R}_{\text{rob}}^s. \]

It is obvious that \( f^B \) is a minimizer of \( \mathcal{R}_\text{rob}^s(f) \) because \( \mathcal{R}_{\text{std}} \) is a lower bound of \( \mathcal{R}_\text{rob}^s(f) \) for any \( f \in \mathcal{F} \). Now we show \( f^B \) is the unique minimizer of \( \mathcal{R}_\text{rob}^s(f) \). We observe
\[ \mathcal{R}_\text{rob}^s(f) = \mathbb{P}(f^B(X) \neq Y, f(X) \neq Y) + \mathbb{P}(f^B(X) = Y, \exists x' \in S_{X,\epsilon}(f^B) \text{ s.t. } f(x') \neq Y) \]
\[ = \sum_{k=1}^{K} \mathbb{P}(f^B(X) \neq k, f(X) \neq k, Y = k) + \mathbb{P}(f^B(X) = k, \exists x' \in S_{X,\epsilon}(f^B) \text{ s.t. } f(x') \neq k, Y = k) \]
\[ = \sum_{k=1}^{K} \int_{X} \mathbb{P}(f^B(x) \neq k, f(x) \neq k, Y = k | X = x) \]
\[ + \mathbb{P}(f^B(x) = k, \exists x' \in S_{X,\epsilon}(f^B) \text{ s.t. } f(x') \neq k, Y = k | X = x) dP(x) \]
\[ = \sum_{k=1}^{K} \int_{X} 1_{f^B(x) \neq k, f(x) \neq k, \eta(k|x)} + 1_{f^B(x) = k, \exists x' \in S_{X,\epsilon}(f^B) \text{ s.t. } f(x') \neq k, \eta(k|x)} dP(x) \]
\[ = \mathcal{R}_{\text{std}}(f) + \sum_{k=1}^{K} \int_{X} 1_{f^B(x) = k, \exists x' \in S_{X,\epsilon}(f^B) \text{ s.t. } f(x') \neq k, \eta(k|x)} dP(x) \]
\[ = \mathcal{R}_{\text{rob}}^s. \]

The last equality is by \( 1_{f^B(x) \neq k, f(x) \neq k} = (1 - 1_{f^B(x) = k})1_{f(x) \neq k} \). The first term \( \mathcal{R}_{\text{std}}(f) \) is uniquely minimized by the Bayes rule \( f^B \). The second term is always non-negative, and is zero when \( f = f^B \). Therefore, \( \mathcal{R}_\text{rob}^s(f) \) is uniquely minimized by \( f^B \).

(b). For any set \( A \subset X \setminus \mathcal{D}(f^B, \epsilon) \), \( \mathbb{P}(\exists x' \in B(X, \epsilon) \text{ s.t. } f^B(x') \neq Y, X \in A) = \mathbb{P}(f^B(X) \neq Y, X \in A) \)
\[ = \mathbb{P}(f^B(X) \neq Y, X \in A) \leq \mathbb{P}(f(X) \neq Y, X \in A) \leq \mathbb{P}(\exists x' \in B(X, \epsilon) \text{ s.t. } f(x') \neq Y, X \in A) \]
The last inequality is trivial because if \( f(X) \neq Y \Rightarrow \exists x' \in B(X, \epsilon) \text{ s.t. } f(x') \neq Y. \)

Proof of Theorem 2. The sensible risk of \( f \) w.r.t. the restricted distribution corresponding to (15) is
\[ \mathcal{R}_\text{rob}^s(f) = \mathcal{R}_{\text{std}}(f) + \sum_{k=1}^{K} \int_{X} 1_{f^B(x) = k, \exists x' \in S_{X,\epsilon}(f^B) \text{ s.t. } f(x') \neq k, \eta(k|x)} dP(x) \]
\[ = \mathcal{R}_{\text{std}}(f) + \int_{X} \sum_{k=1}^{K} 1_{f^B(x) = k, \exists x' \in S_{X,\epsilon}(f^B) \text{ s.t. } f(x') \neq f^B(x), \eta(f^B(x)|x)} dP(x) \]
\[ = \mathcal{R}_{\text{std}}(f) + \int_{X} \left( \sum_{k=1}^{K} 1_{\exists x' \in S_{X,\epsilon}(f^B) \text{ s.t. } f(x') \neq f^B(x), \eta(f^B(x)|x)} dP(x) \right) \]

\[ \text{(17)} \]
because $\tilde{P}(Y = k|X = x) = \mathbb{P}(Y = k|X = x)$ for $x \in \tilde{X}$. The minimum of $\tilde{R}_{\text{rob}}^s(f)$ is achieved by $f_B$ with the minimum value $\tilde{R}^* = \tilde{R}_{\text{std}}(f_B) + 0$. Therefore, any function $f$ that $\tilde{R}_{\text{std}}(f) > \tilde{R}^*$ cannot achieve the minimum of $\tilde{R}_{\text{rob}}^s(f)$ because the term $(\exists x' \in S_{x,e}(f^p) \text{ s.t. } f(x') \neq f^p(x) - 1_{f(x) \neq f^p(x)})$ in (17) is always non-negative. Therefore, only functions in $\mathcal{A} = \{ f \in \mathcal{F} \mid \tilde{P}(f(X) = f^B(X)) = 1 \}$ need to be considered as possible minimizers of $\tilde{R}_{\text{rob}}^s(f)$.

Note that $\mathcal{A}_e \subset \mathcal{A}$. By the definition, we know that $f \in \mathcal{A} \setminus \mathcal{A}_e$ if and only if

i). $\tilde{P}(f(X) = f^B(X)) = 1$

ii). $\tilde{P}(f(x) = f^B(x), \forall x \in S_{X,e}(f^B)) < 1$.

Therefore, for $f \in \mathcal{A} \setminus \mathcal{A}_e$, $\exists A \subset \tilde{X}$ s.t. $\tilde{P}(X \in A) > 0$ and $\exists x' \in S_{x,e}(f^B)$ for $\forall x \in A$ s.t. $f(x') \neq f^B(x')$. For this $f$, the equation in (17) can be written as $\tilde{R}_{\text{rob}}^s(f) = \tilde{R}^* + \alpha$ for some $\alpha \geq 0$. Now we show that $\alpha > 0$.

Note that by the definition of the Bayes rule, $\mathbb{P}(y = f^B(x)|X = x) \geq \frac{1}{K}$. Otherwise, $1 = \sum_{k=1}^K \mathbb{P}(y = k|X = x) \leq K \mathbb{P}(y = f^B(x)|X = x) < 1$, which is contradict. Then, for the $f \in \mathcal{A} \setminus \mathcal{A}_e$ and $A \subset \tilde{X}$ that are described above,

\[
\int (1_{x' \in S_{x,e}(f^p)} \text{ s.t. } f(x') \neq f^p(x) - 1_{f(x) \neq f^p(x)}) \eta(f^p(x)|x) d\tilde{P}(x) \\
\geq \frac{1}{K} \int_{\tilde{X}} (1_{x' \in S_{x,e}(f^p)} \text{ s.t. } f(x') \neq f^p(x) - 1_{f(x) \neq f^p(x)}) d\tilde{P}(x) \\
= \frac{1}{K} \int_{\mathcal{A}} (1_{x' \in S_{x,e}(f^p)} \text{ s.t. } f(x') \neq f^p(x)) d\mathbb{P}(x) \quad \text{by } f \in \mathcal{A} \\
\geq \frac{1}{K} \int_A (1_{x' \in S_{x,e}(f^p)} \text{ s.t. } f(x') \neq f^p(x)) d\mathbb{P}(x) = \frac{\mathbb{P}(A)}{K} > 0.
\]

Therefore, $\alpha > 0$. Note that for any $f \in \mathcal{A}_e$, the second term in (17) is zero by the definition of $\mathcal{A}_e$. Therefore, first result of the theorem is proved. Furthermore, for $\epsilon$ such that $B(\tilde{X}, \epsilon) \supset \mathcal{X}$, $\mathcal{A}_e = \{ f^B \}$. Therefore, when $B(\tilde{X}, \epsilon) \supset \mathcal{X}$, $f^B$ is the unique minimizer of $\tilde{R}_{\text{rob}}^s(f)$.

\section*{APPENDIX B: OMITTED DERIVATIONS}

\subsection*{B.1. Example 1.} It is plain that the Bays classifier is $f^B(x) = \text{sign}(x_1 - 0.5)$ because with this classifier, $\tilde{R}_{\text{std}}(f^B) = 0$ and obviously, other classifiers cannot achieve this zero risk. For the robust risk of the Bayes rule, the venerable area is $(0.5 - \epsilon, 0.5 + \epsilon) \times (0, 1)$

\[
\tilde{R}_{\text{rob}}(f^B) = \tilde{R}_{\text{rob}}(f^B|Y = 0)(1 - p) + \tilde{R}_{\text{rob}}(f^B|Y = 1)p \\
= \frac{\epsilon}{1/2} (1 - p) + \frac{\epsilon}{1/2} p \\
= 2\epsilon.
\]
The robust model is \( f_{\text{rob}}(x) = \text{sign}(x_1 - (0.5 - \epsilon)) \). Now, because the venerable area is only \((0.5 - 2\epsilon, 0.5) \times (0, 1)\),
\[
R_{\text{rob}}(f_{\text{rob}}) = R_{\text{rob}}(f_{\text{rob}}|Y = 0)(1 - p) + R_{\text{rob}}(f_{\text{rob}}|Y = 1)p
= \frac{2\epsilon}{1/2} (1 - p) + 0p
= (1 - p)(4\epsilon).
\]
This is the possible minimum robust risk a model can achieve. For this model, the standard risk is
\[
R_{\text{std}}(f_{\text{rob}}) = R_{\text{std}}(f_{\text{rob}}|Y = 0)(1 - p) + R_{\text{std}}(f_{\text{rob}}|Y = 1)p
= \frac{\epsilon}{1/2} (1 - p) + 0p
= (1 - p)(2\epsilon).
\]

**B.2. Example 2.** We provide the derivations on the standard and adversarial risks. We first calculate the three classes of functions which minimize natural, adversarial robust, and sensibly robust risk respectively, w.r.t \( \tilde{P}_{X,Y} \). Then for each class, we consider the worst-case function from each class, in that the function maximizes the standard risk w.r.t \( P_{X,Y} \). Likewise, for each class, we consider the worst-case function from each class, in that the function maximizes the adversarial robust risk w.r.t \( P_{X,Y} \).

First, the minimizers of each risk w.r.t. \( \tilde{P}_{X,Y} \) are as following.
1) Let \( \tilde{F}_{B} \) be a set of naturally optimal functions w.r.t \( \tilde{P}_{X,Y} \):
\[
\tilde{F}_{B} = \{ f \in F | f(x) = \text{sign}(x_1 - 0.5) \text{ for } (x_1, x_2) \in \tilde{X} \}.
\]
2) Let \( \tilde{F}^{s}_{\text{rob}} \) be a set of sensibly optimal functions w.r.t \( \tilde{P}_{X,Y} \):
\[
\tilde{F}^{s}_{\text{rob}} = \{ f \in F | f(x) = \text{sign}(x_1 - 0.5) \text{ for } (x_1, x_2) \in B(\tilde{X}, \epsilon) \}.
\]
3) Let \( \tilde{F}_{\text{rob}} \) be a set of robustly optimal functions w.r.t \( \tilde{P}_{X,Y} \):
\[
\tilde{F}_{\text{rob}} = \{ f \in F | f(x) = \text{sign}(x_1 - 0.5 + \epsilon) \text{ for } (x_1, x_2) \in B(\tilde{X}, \epsilon) \}.
\]

Second, we consider the worst-case standard risk w.r.t \( P_{X,Y} \) for each class above.
1) \( \max_{f \in \tilde{F}_{B}} R_{\text{std}}(f) \): Although \( p \neq 0.5 \), due to the symmetry of the shape of \( \tilde{X} \), \( \max_{f \in \tilde{F}_{B}} R_{\text{std}}(f) \) is the area on \( X \setminus \tilde{X} \), the area outside the small nine squares.
2) \( \max_{f \in \tilde{F}^{s}_{\text{rob}}} R_{\text{std}}(f) \): For the same reason above, \( \max_{f \in \tilde{F}^{s}_{\text{rob}}} R_{\text{std}}(f) \) is the area on \( X \setminus B(\tilde{X}, \epsilon) \), the area outside the small nine squares extended by \( \epsilon \).
3) \( \max_{f \in \tilde{F}_{\text{rob}}} R_{\text{std}}(f) \): When \( \epsilon < \alpha/4 \), we consider the deviated line on \( B(\tilde{X}, \epsilon) \), and regard the model outside \( B(\tilde{X}, \epsilon) \) as incorrect. The risk is calculated easily by using the fact that the risk of any \( f \in \tilde{F}_{\text{rob}} \) on is \( B(\tilde{X}, \epsilon) \) is \( 3 \times \min(a + 2\epsilon, 2a) \times (1 - p) \times \min(2\epsilon, 0.5)/0.5 \).

**B.3. Loss derivation.** We begin from the definition of \( \tilde{x}^s \) in (12). Then, from the definition of \( \ell^s(f, x, y) \) in (8),
\[
\ell^s(f, x, y) = \ell(f(\tilde{x}^s), y)
= \ell(f(\tilde{x}^s), y)1_{A_f} + \ell(f(\tilde{x}^s), y)1_{B_f} + \ell(f(\tilde{x}^s), y)1_{C_f}
= \ell(f(x), y)1_{A_f} + \ell(f(\tilde{x}), y)1_{B_f} + \ell(f(\tilde{x}), y)1_{C_f}
= \ell(f(x), y)1_{A_f} + \log \frac{1}{c} 1_{B_f} + \ell(f(\tilde{x}), y)1_{C_f}.
\]
The last equation is due to (13) and the definition of $\tilde{x}^s$. Now, in the derivation of (11), we can see that
\[
\ell(f(x), y)_{1A_f} + \log \frac{1}{c} - 1_{B_f} + \ell(f(\tilde{x}), y)_{1C_f} = \ell_{\text{nat}}(\hat{p}_y(x)) + \ell_{\text{rob}}(\hat{p}_y(\tilde{x})).
\]
Just for completeness, we show why we can see this. For $x \in A_f$, \(\ell(f(x), y) = -\log \hat{p}_y(x) = (-\log \hat{p}_y(x) - \log \frac{1}{c}) + \log \frac{1}{c}\)
\[
= \max \left(0, -\log \hat{p}_y(x) - \log \frac{1}{c}\right) + \min \left(-\log \hat{p}_y(x), \log \frac{1}{c}\right)
= \ell_{\text{nat}}(\hat{p}_y(x)) + \ell_{\text{rob}}(\hat{p}_y(x)).
\]
For $x \in B_f$, \(\log \frac{1}{c} = 0 + \log \frac{1}{c} = \max \left(0, -\log \hat{p}_y(x) - \log \frac{1}{c}\right) + \min \left(-\log \hat{p}_y(x), \log \frac{1}{c}\right)
= \ell_{\text{nat}}(\hat{p}_y(x)) + \ell_{\text{rob}}(\hat{p}_y(x)).\]
For $x \in C_f$, \(\ell(f(\tilde{x}), y) = -\log \hat{p}_y(\tilde{x}) = \max \left(0, -\log \hat{p}_y(x) - \log \frac{1}{c}\right) + \min \left(-\log \hat{p}_y(\tilde{x}), \log \frac{1}{c}\right)
= \ell_{\text{nat}}(\hat{p}_y(x)) + \ell_{\text{rob}}(\hat{p}_y(\tilde{x})).\]
Therefore, we can conclude
\[
\ell(f, x, y) = \ell_{\text{nat}}(\hat{p}_y(x)) + \ell_{\text{rob}}(\hat{p}_y(\tilde{x})).
\]

**APPENDIX C: THE THREE CLUSTERS DATASET EXPERIMENT**

**C.1. Theoretical derivations.** We provide the calculation of the standard and adversarial risks. It is easy to see that the Bayes rule of this case is
\[
f_B(x) = \begin{cases} +1, & \text{if } p \exp -\frac{\|x - \mu_1\|^2}{2\sigma^2} + (1 - p) \exp -\frac{\|x - \mu_2\|^2}{2\sigma^2} > \exp -\frac{\|x - \mu_1\|^2}{2\sigma^2} \\ -1, & \text{otherwise.} \end{cases}
\]
It is straightforward to show that the standard risk of $f$ is
\[
R_{\text{std}}(f_{\text{std}}) = P(f_{\text{std}}(X) \neq y)
= \frac{P(\text{sign}(X_1) > 0|y = -1)}{2} + \frac{P(\text{sign}(X_1) < 0|y = 1)}{2}
= \frac{P(\text{sign}(N(-1, \sigma^2)) > 0)}{2} + \frac{P(\text{sign}(N(1, \sigma^2) < 0))}{2}
= \Phi(-\frac{1}{\sigma^2}).
\]
Therefore, as $\sigma^2 \to 0$, the standard error $R_{\text{std}}(f_{\text{std}}) \to 0$ as well. However, the adversarial risk is
\[
R_{\text{rob}}(f_{\text{std}}) = P(f_{\text{std}}(\tilde{X}) \neq y)
= P(\text{sign}(X_1 + \gamma \sigma) \neq y)
= \frac{P(\text{sign}(N(-1, \sigma^2) + \gamma \sigma) > 0)}{2} + \frac{P(\text{sign}(N(1, \sigma^2) - \gamma \sigma) < 0))}{2}
= \Phi(\gamma - \frac{1}{\sigma^2}).
\]
APPENDIX D: COMPARISON TO RELATED WORK

Here we present a methodological comparison of SENSE-AT to other related AT methods. TRADES (Zhang et al., 2019) is designed to trade adversarial robustness off against accuracy. The objective function of TRADES is

$$\mathcal{L}(f) = \mathbb{E}[\ell(Y, f(X)) + \lambda \max_{\|X' - X\|_p \leq \epsilon} \ell(f(X), f(X'))],$$

where the second term can be seen as a smoothness regularizer and $\lambda$ is the smoothing parameter. The possible interpretation of TRADES could be a replacement of the true label $Y$ by a softmax label $f(X)$ on its natural example as the prediction target on an adversarial example during training. This formulation shows several key differences between TRADES and SENSE-AT. First, TRADES controls the trade-off by controlling the weight between the natural and robust loss while SENSE-AT directly controls the lower bound on the prediction probability. Second, TRADES is trade-off between a standard model ($\lambda = 0$) and a constant function ($\lambda = \infty$) (Zhang et al., 2019). On the other hand, SENSE-AT focuses on the trade-off between a standard model and a robust model which is trained with full $\epsilon$ adversarial perturbations on the correctly classified natural examples. Third, most importantly, TRADES uniformly applies $\epsilon$ perturbation ball, whereas SENSE-AT applies adaptive perturbation sets for each input. If the model capacity is not enough to achieve the smoothness around an observation, (19) can potentially lead to a less confident natural prediction. Another related method is called MART (Wang et al., 2020), short for Misclassification Aware Regularization, which can be seen as a variation of TRADES that takes misclassified examples into account. However, MART also does not consider adaptive perturbation sets either.

Balaji et al. (2019) proposed a method called IAAT, short for Instance Adaptive Adversarial Training. They noticed the tension between robustness and natural accuracy that arises when the perturbation set of different classes overlaps each other. To prevent this, Balaji et al. (2019) adapted $\epsilon_i$ for each input $x_i$ and pursue adversarial robustness on this $\epsilon_i$-ball. Each $\epsilon_i \leq \epsilon$ is an optimized discretized value where the projected gradient descent (PGD) attacks on the $\epsilon_i$-neighborhood of $x_i$ cannot lead to a misclassification. SENSE-AT is similar with IAAT in that a strongly misleading adversarial example is not observed during training. On the other hand, we use a single, fixed $\epsilon$ and instead directly adapt the perturbation set, not necessarily a ball, which is computationally much more efficient because we do not optimize $\epsilon$ for each individual input. Further, a strong incentive for the adapted perturbation sets to become the full $\epsilon$-balls is a unique property of the implicit loss truncation of SENSE-AT. If we do not replace of the incorrect prediction condition by the confident prediction condition in the re-defined sensible adversarial example, IAAT can be seen as a special case of SENSE-AT.

Ding et al. (2020) proposed a method called MMA, short for Max-Margin Adversarial training. The goal of MMA is, with $\ell$ as the cross-entropy loss, to minimize

$$R_{\text{mma}}(f) = \mathbb{E}\left\{ \max(0, d_{\text{max}} - d_f(x, y))1_S + \lambda \ell(f(x), y)1_{S^c} \right\},$$

where $S = \{(x, y) : f(x) = y \text{ and } d_f(x, y) > 0\}$, $d_f(x, y)$ is the input margin, and $\lambda$ is the smoothing parameter. The threshold $d_{\text{max}}$ is the hyperparameter which is generally set to be greater than $\epsilon$, because otherwise the model’s performance on attacks with norm $\epsilon$ becomes irrelevant to the objective. It is reported that finding a proper $d_{\text{max}}$ in practice is difficult (Ding et al., 2020). We note that the input margin does not necessarily lead to a confident prediction on the perturbed neighborhood of the input. However, as long as a natural input is correctly classified and its input margin is greater than $d_{\text{max}}$, its adversarial examples are ignored no matter how uncertain the prediction on them can be. Only for the correctly classified inputs with the smaller margin than $d_{\text{max}}$, robustness is pursued against attacks of prediction confidency up to 0.5.
SUPPLEMENTARY MATERIAL

Code and data
We provide a Python package and trained models to reproduce the results shown in our experiments, and also R code for the Three Clusters dataset.
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