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Abstract—Federated learning (FL) is a distributed machine learning (ML) technique that enables collaborative training in which devices perform learning using a local dataset while preserving their privacy. This technique ensures privacy, communication efficiency, and resource conservation. Despite these advantages, FL still suffers from several challenges related to reliability (i.e., unreliable participating devices in training), tractability (i.e., a large number of trained models), and anonymity. To address these issues, we propose a secure and trustworthy blockchain framework (SRB-FL) tailored to FL, which uses blockchain features to enable collaborative model training in a fully distributed and trustworthy manner. In particular, we design a secure FL based on the blockchain sharding that ensures data reliability, scalability, and trustworthiness. In addition, we introduce an incentive mechanism to improve the reliability of FL devices using subjective multi-weight logic. The results show that our proposed SRB-FL framework is efficient and scalable, making it a promising and suitable solution for federated learning.
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I. INTRODUCTION

The adoption of machine learning (ML) is expected to enable the flourishing development of many applications, such as autonomous driving, intelligent applications, or load balancing. Although machine learning has significantly improved the performance of many applications, most machine learning models must be built in central servers, which may violate privacy, especially for users with sensitive data [1][2][3]. This is because to participate in learning a model, users/devices trade their privacy by sending their sensitive data to the central server [4]. To overcome this problem, Google proposed Federated Learning (FL) to locally train models on edge devices while keeping their data private [5][6]. Federated learning works as a collaborative learning process in which edge devices run training models locally and then send model updates, i.e., the weight and gradient parameters of the training model, to the central server.

Although FL has improved privacy protection, it still suffers from several problems. First, all devices involved in the FL process are expected to contribute their resources unconditionally, which is not accepted by all workers [7][8]. Without reward, only a small fraction of the devices are willing to participate in the training process. On the other hand, the devices involved in the training are unreliable and may act maliciously, intentionally, or unintentionally, which may affect the overall model and lead to erroneous model updates [9]. For intentional behaviors, the device may send an incorrect update that influences the overall model and leads to failure. In addition, communication is a critical bottleneck in FL networks, which can lead to some unintended device behaviors. For the high communication turns between devices and the central server, devices may unintentionally update some poor parameters that negatively influence federated learning tasks. Therefore, it is important to develop a new FL architecture to alleviate transmission loads and to improve the reliability of model updates.

To address these challenges, we present in this paper the SRB-FL framework. SRB-FL provides secure, reliable, trustworthy, and transparent framework suitable for FL. This framework implements: (1) blockchain sharding to enable parallel model training to improve the scalability of blockchain FL; and (2) an incentive mechanism to improve the reliability of FL devices. We consider synchronous FL case where devices participating in the learning belong to the same blockchain shard, that is to enable all devices to follow the same time line.


The main contributions of our paper can be summarized as follows:

- We design a blockchain framework, called SRB-FL, which is a secure and reliable framework that is suitable for FL. SRB-FL uses an incentive mechanism to improve the reliability of FL devices and leverages blockchain sharding to ensure a scalable training.
- We propose a reputation mechanism that uses subjective logic (SL) to incite FL devices to provide reliable model updates.
- We evaluate the performance of the SRB-FL framework in terms of efficiency, latency, reputation, and scalability. The experimental results show that SRB-FL can effectively guarantee reliability, security, and scalability, making it a promising solution for securing FL.

The rest of this paper is organized as follows. Section II presents a review of some related work. Section III describes the SRB-FL framework for FL and explains its main components. Section IV defines the proposed incentive mechanism. Section V presents the performance evaluation of SRB-FL. Finally, Section VI concludes the paper.

II. RELATED WORK

Federated learning was introduced by Google to distribute data learning, enabling FL devices to learn locally without sharing their sensitive data. Keeping data locally yields many benefits, namely immediate access to ephemeral data, privacy preservation and leveraging the computing resources of the sparse participants [14, 15, 16, 17]. However, FL still suffers from several shortcomings such as device’s reliability and security [18]. To overcome some of these problems, research has introduced blockchain-based FL [19, 20, 21]. In [22], the authors proposed DeepChain, a secure and reliable FL framework that improves the reliability of FL devices using blockchain smart contracts. This framework implemented an incentive mechanism to incite FL devices to behave honestly. However, a comprehensive study with real-time data is needed to scale up the DeepChain approach. In [23], the authors proposed a trustworthy blockchain and FL solution to ensure reliable shard training on the fog. Although useful, their solution has high a throughput.

In [24], the authors proposed a blockchain-based on-device FL architecture, in which local and global updates of FL devices are stored on the blockchain. They also studied the scalability, robustness, and latency of integrating blockchain with FL. In [25], the authors presented a FL and blockchain model that improves the security. In this model, the FL devices upload only the final updates on the chain, whereas the local updates are sent to a distributed hash table. Although this model reduces block generation latency, it is subject to security and integrity issues. Indeed, the authors proposed to reduce the consensus difficulty of the blockchain in order to reduce the latency, which can consequently lead to false data injection attacks or 51% majority attacks.

In [26], the authors proposed a reliable FL device selection, where only reliable devices participate in the model training. This solution used a consortium blockchain approach to improve the device reputation. In [27], the authors proposed a hybrid blockchain architecture for a secure and reliable federated learning. This architecture proposed integrating learned models into the blockchain to improve the reliability of data. Although the combination of Blockchain with FL improved to be very useful, however, to the best our knowledge, none of the existing works have taken into considered the inherent problems of blockchain, such as the scalability problem. Indeed, blockchain suffers from issues related to the block generation which impact the scalability of blockchain.

To address some of the shortcomings of these existing solutions, we propose the SRB-FL framework. SRB-FL provides a secure and reliable blockchain framework that allows FL devices to train and send model updates in a secure, reliable, and trustworthy manner. The SRB-FL framework proposes the use of multiple shard chains, each of which is responsible for training a FL model, and the main chain is responsible for tracing all final model updates. In addition, we propose to use an incentive mechanism based on subjective logic to improve the reliability of FL devices.

III. SYSTEM MODEL

The SRB-FL is a secure and reliable blockchain FL framework that enables FL devices to train and send model updates securely. In this section, we first describe SRB-FL’s framework. Then, we explain how the blockchain sharding and incentive mechanism are carried out.

A. SRB-FL Framework

We consider the synchronous case, where FL devices can train and send updates at the same time. For this purpose, we propose to use blockchain sharding to allow several models to use the blockchain synchronously. Each model is assigned to a group of devices belonging to the same shard (or cluster) to train and send local updates. Once these devices have completed their training using their local data, they send their final model updates to the main chain. Consequently, several models can train and use the blockchain efficiently.

Fig. 1 shows a blockchain and FL framework, including both a model layer and a sharding layer. For the model layer, we consider a network consisting of edge devices that are connected by a wireless network (i.e., LTE, 4G, 5G, etc.). These devices have sufficient computational power to train the models and communicate their updates. In the context of FL, these devices have private data with which they will train the model. Therefore, these devices can be considered as FL workers/devices. Each FL device can train a shared model using its local data and generate model updates. Then, all FL devices send their model updates to their allocated shard. This process is repeated until the desired model accuracy is achieved.

In the sharding layer, FL devices act as blockchain miners because they have sufficient computing power. The sharding layer consists of the main chain and the sub-chains. The main chain stores final model updates, while the sub-chains...
store local model updates. The sub-chains act as a group of clusters, each sub-chain contains a group of FL devices. The details of device selection for each sub-chain are not the focus of this paper. However, we can adopt some of the well-known methods, such as: feature selection, random selection or reputation-based selection.

B. Framework Components

We consider that our blockchain sharding layer can support multiple learning models at the same time in a fully distributed manner. In this case, a blockchain transaction $T_{j,i}(t)$ can be viewed as a model update at time $t$ sent by a FL device.

We design a reliable and scalable blockchain suitable with FL, we use blockchain smart contracts to implement an incentive mechanism that improves the reliability of FL. The incentive mechanism includes five steps as follows:

- **Step 1 (Initialization):** Model publisher creates a smart contract with the FL model and specific requirements (e.g., data type, accuracy, training time, etc.). The model is then affected to the shard with devices that satisfies some of these requirements.
- **Step 2 (Training):** Beginning of local training, where each FL devices $j, k$ belonging to a shard $j$ has a local dataset $D_k$ with a data size of $|D_k|$. The FL aims to find the optimal global model parameters $w \in \mathbb{R}^l$ that minimize the global loss function $f(w)$:

$$
\min_{w \in \mathbb{R}^l} f(w) = \frac{1}{D} \sum_{k=1}^{N} f_k(w),
$$

where $D$ is the total data sample from $N$ FL device ($D = \sum_{k=1}^{N} |D_k|$) and $f_k()$ is the local loss function computed by a model device based on its local training data.

- **Step 3 (Updates):** After the training, the FL devices send updates to the corresponding sub-chain. It is worth mentioning that only the final updates that correspond to the highest accuracy are added into the main chain. To add a block into the chain, a FL device acts as miners where they need to reach a consensus. Once the consensus is reached among the shard, the final model updates are then stored permanently into the chain. In our framework, we propose using on-chain and off-chain storage, that is, metadata corresponding to the updates are stored on the chain, and the raw data are stored off the chain. This is because the blockchain has limited block size. Finally, the updates are sent to the corresponding model publisher.
- **Step 4 (Reputation):** To improve the reliability of devices, we use an inter-shard reputation process based on subjective logic, where devices that performed honestly are rewarded and devices performing malicious are penalized, respectively.

IV. Secure and Reliable Blockchain-FL Using Multiweight Subjective Logic

In order to improve the security and reliability of blockchain-based FL, two mechanisms are proposed: (1) a secure sharding process using subjective logic (SSSL) to improve the reliability of FL devices, and (2) a lightweight sharding consensus (LWSC) to improve the security of FL.

A. Key Notations and Assumptions

Let $O^j_i$ denotes the subjective opinion or trust of a device $i$ and $j$ is the target to which the opinion applies (i.e., model updates), where $O = \{b, d, u, a\}$ and $b, d,$ and $u$ respectively represent the belief, disbelief, and uncertainty of $i$, $b + d + u = 1$ and $b, d,$ and $u \in [0, 1]$. The parameter
a refers to the base rate, it is used to compute the opinion probability expectation value \( E(O) = b + au \). Each shard \( S \) trains a FL model, where it holds the vector \( O_{i,t}^{te} \) (i.e., trust in a FL device) during an epoch \( t \) with \( a \) uncertainty. In the subjective logic, there can be different opinions (e.g., hyper opinions, multinomial opinions, and binomial opinions).

In this article, we are interested in uncertain binomial opinion (UBO) over binary events (i.e., valid or invalid update). This is because, in the FL context, the uncertainty about an update is \( u \geq 0 \). Let Beta\( (X, \alpha, \beta) \) corresponds to a beta probability density function [28], where \( \alpha = r + 2a \) and \( \beta = s + 2(1 - a) \). Let \( r \) denotes the number of observations of \( X \), and \( s \) denotes the number of observations of \( \bar{X} \).

We assume that each shard can validate one or several updates. Each shard is composed of multiple FL devices that could be either dishonest or honest. These devices are responsible for validating the updates by reaching a consensus. A blockchain consensus is a fault-tolerant mechanism used to reach an agreement between all the devices. Furthermore, we assume that at the beginning, all the shards have equal rate probability \( a \) and opinion \( O_{i,t}^{te} \), respectively. In this article, to obtain accurate reputation values of devices, every shard combines its intra-trust opinion with inter-trust option to generate the composite trust value for devices.

B. Secure Sharding Using Subjective Logic

Subjective Logic (SL) is one of the prominent probabilistic logic that evaluates trustworthiness of different entities (i.e., miners/ FL devices). The SL uses opinions about probability values to determine a subjective belief through belief, disbelief, and uncertainty statements. During a time epoch \( te \) different from \( t \) (\( t \) is a fixed value by the model publisher whereas \( te \) is a fixed value by the shard devices), the reputation of a FL devices \( i \) regarding an update \( t \) in a time slot can be expressed as follows:

\[
O_{i\rightarrow t}^{te} = \{b_{i\rightarrow t}^{te}, d_{i\rightarrow t}^{te}, u_{i\rightarrow t}^{te}\}
\]

(2)

Based on SL and UBO, we can obtain:

\[
\begin{align*}
& b_{i\rightarrow t}^{te} = \frac{\alpha_{i\rightarrow t}^{te}}{\alpha_{i\rightarrow t}^{te} + 2\beta_{i\rightarrow t}^{te}}, \\
& d_{i\rightarrow t}^{te} = \frac{\beta_{i\rightarrow t}^{te}}{\alpha_{i\rightarrow t}^{te} + 2\beta_{i\rightarrow t}^{te}}, \\
& u_{i\rightarrow t}^{te} = \frac{2}{\alpha_{i\rightarrow t}^{te} + 2\beta_{i\rightarrow t}^{te}}, \\
& a = \text{base rate of } X
\end{align*}
\]

(3)

Note that a dogmatic opinion of the reliability of a device with \( u = 0 \) is equivalent to a defined probability density function (i.e., trustworthy or untrustworthy). The shard treats a FL device as reliable after \( r \) observations of \( X \) and \( s \) observations of \( \bar{X} \) with a base rate \( a \). According to the Beta probability density function, the value of a FL device’s opinion (trust) \( i \) regarding the update \( X \) during an epoch \( te \) is defined as follows:

\[
E(O_{i\rightarrow t}^{te} = b_{i\rightarrow t}^{te}X + au_{i\rightarrow t}^{te}X
\]

(4)

Shard verification process can be expressed as follows:

\[
V_j(t) = \sum_{i=1}^{n} V(t_i)E(O_{i\rightarrow t_i}^{te})
\]

(5)

where, \( n \) is the number of active FL devices in a shard \( j \). Every verification is weighted after being collected from a shard to the main chain for accurate reputation update. The weight of a verification is set based on multiple factors. Consequently, the traditional SL is evolved toward multi-weighted SL to consider different factors.

To ensure a secure sharding, we expect to focus on devices with higher reputation values to train a FL model while avoiding being misled by malicious devices. Note that the reputation of a FL device is affected by many factors among them we find interactivity and novelty. Here, we consider the following factors to calculate the trustworthiness:

- **Interactivity**: Inside a shard, devices could either interact in a honest or dishonest manner. The honest interactions increase the trust of the device, which leads to increase the reward, and vice versa. To encourage honest behavior of FL devices, honest devices have a higher weight in the reputation process. Similarly to work [13], the interactivity value of a device \( i \) in a shard \( j \) during a time epoch \( te \), \( S_i^{te} \), can be written as:

\[
S_i^{te} = b_i^{te} + d_i^{te} = 1 - u_i^{te}
\]

(6)

- **Novelty**: The trustworthiness of a FL device changes with time, the novelty is defined to measure the freshness of devices interaction inside a shard. Recent device interactions with more novelty have a higher reward than past interactions. To reflect the effect of time on reputation opinion, we define the novelty function as follows:

\[
n_i^{te} = \nu(tn_i - te)^{-\mu}
\]

(7)

where \( \nu \) and \( \mu \) are two pre-defined parameters to adapt the effect of novelty, chosen similar to work in [13].

To sum up, by considering the interactivity and novelty, the overall weight of the reputation opinion \( W_i^{te} \) of a FL device \( i \) is calculated by:

\[
W_i^{te} = w_1n_i^{te} + w_2S_i^{te}
\]

(8)

where \( w_1 \) and \( w_2 \) are pre-defined weight factors that satisfy \( w_1 + w_2 = 1 \). Consequently, the reputation opinion of a FL device \( i \) is aggregated with the weights factors to acquire an intra-reputation opinion denoted \( u_i^{intra} = (u_i^{intra}, d_i^{intra}, u_i^{intra}, d_i^{intra}) \), for a device \( i \) inside shard \( j \) during a time window \( te \leq n \). The inter-reputation opinion is equal to the weighted reputation average of all the collected reputation opinions. The inter-reputation opinions refer to opinions that are formed after observing a targeted miner behavior. Therefore, the intra-reputation opinions of a device \( i \) in a time epoch \( te \) are denoted as:
The inter-reputation opinion \( E_{inter} \) device sends a private key to the shard to be authenticated. If the targeted device is a new FL device inside the shard, the reputation and intra-reputation is updated to the main chain.

The inter-reputation opinions are weighted. Finally, the global reputation which is equal to the joint combination of the inter-reputation opinions is aggregated with a basic blockchain-FL framework.

\[
\begin{align*}
\{k_{intra}^{i,j}\} &= \sum_{n=1}^{N} f^{intra}_{n} a^{n} \times b^{n} \\
\{g_{intra}^{i,j}\} &= \sum_{n=1}^{N} f^{intra}_{n} d^{n} \times e^{n} \\
\{c_{intra}^{i,j}\} &= \sum_{n=1}^{N} f^{intra}_{n} c^{n} \times \beta^{n} \\
E(O^{i})^{intra} &= \frac{\sum_{n=1}^{N} f^{intra}_{n} E(O^{i})^{intra}}{\sum_{n=1}^{N} f^{intra}_{n}}
\end{align*}
\]

C. Inter and Intra Reputation Process

The operation of the inner shard reputation aims to utilize local knowledge on the behavior of a FL device with the other devices inside the shard. Generally, inner reputation is based on collecting reputation for centralized analysis. Consequently, we define intra-reputation and inter-reputation opinions. The inter-reputation opinion of a device \( i \) is aggregated with the weight factors. As for the inter-reputation opinion is formed by other devices after observing the targeted device.

To explain the basic concepts, we present a toy example of a reliable blockchain sharding for IoT systems in Fig. 2. In this example, a device \( i \) has an intra-reputation opinion about an update \( u \). First, the neighbor devices interact with the targeted device. Then, they form an individual opinion about it. Subsequently, they forward these opinions to the shard chain. According to the interactivity and novelty, the inter-reputation opinions are weighted. Finally, the global reputation which is equal to the joint combination of the inter-reputation and intra-reputation is updated to the main chain.

If the targeted device is a new FL device inside the shard, the FL device sends a private key to the shard to be authenticated. The inter-reputation opinion \( E(O^{i})^{inter} \) is calculated using other devices opinions regarding the trustworthiness of miner \( i \).

V. Evaluation

This section presents the evaluation of SRB-FL framework. We use MNIST data and a widely used software environment PyTorch to perform a digit classification task to evaluate the proposed framework. The simulations were conducted on a laptop with 2.2 GHz Intel i7 processor and 16 GB of memory. Simulation parameters are illustrated in Table 1.

We compare the performances of our SRB-FL and a basic blockchain-FL framework similar to the work [29]. This framework uses blockchain technology, specifically Proof-of-Work (PoW) consensus and subjective logic to ensure a reliability of FL devices. Fig. 3 shows the performance evaluation of SRB-FL in terms of: a) Scalability; b) FL Accuracy; c) Reputation; and d) Latency.

Fig. 3(a) examines the scalability of the two frameworks, we evaluate the number of transactions \( (i.e., \text{number of model updates}) \) in a function of time. Because SRB based FL uses the sharding concept, we can observe that the number of transactions in a function time does not increase drastically, in the opposite of a basic blockchain-FL framework. This because the basic framework uses Proof-of-Work (PoW) consensus, which a high-computing consensus algorithm that limits the number of transactions/time. We clearly observe that the proposed SRB-FL framework is more scalable.

Fig. 3(b) evaluates the effects of the unreliable FL devices on accuracy of federated learning. In this evaluation, we increase the number of unreliable workers in a function of time and observe their effect on the FL accuracy. We can observe that the increasing number of unreliable FL devices can bring decreasing federated learning accuracy. For example, a blockchain based FL framework with only reliable workers achieves an accuracy of 96\%, while the accuracy of the SRB-FL framework achieves 94\% and a basic blockchain based FL framework achieves 84.6 \% accuracy, which is 1.4\% lower.

Fig. 3(c) evaluates the reputation value of malicious FL devices that send erroneous updates. As illustrated, the use of inter and inter reputation based on multiweight subjective logic improves the reputation in comparison with only a reputation mechanism that uses subjective logic. Indeed, the reputation of SRB-FL is more accurate than the reputation used in a basic blockchain-FL framework. The reputation value of a malicious FL devices are calculated during a time frame of 60 min and lowers to 0.14, which is lower than the reputation calculated using subjective logic (0.26).

Fig 3(d) compares the latency of variant blockchains-FL. As shown by the figure, the basic blockchain-FL uses PoW consensus, which increased latency when increasing the number of blocks. Meanwhile, the time needed to add a block to the blockchain is a fixed value 0.1s for the SRB-FL. The results demonstrate the efficiency of SRB-FL, in terms of scalability, accuracy, reputation, and latency in comparison with a basic blockchain-FL framework.
VI. CONCLUSION

This paper proposed SRB-FL, a secure and reliable blockchain framework suitable for federated learning. To overcome the issues of unreliable and malicious FL devices involved in the training of FL that may affect the overall model accuracy and lead to falsified model updates, we proposed a secure and reliable blockchain framework. We employed blockchain sharding to improve blockchain efficiency and enable parallel model training. We then designed a reputation mechanism that uses a multi-weight subjective logic to improve the reliability of FL devices. Furthermore, we designed an intra-reputation and inter-reputation process to simulate the reputation of FL devices that have trustworthy and reliable updates to participate in the learning process. The simulation results showed that SRB-FL framework can greatly improve the reliability of FL devices while ensuring reliable federated learning making it a promising solution to improve the reliability and security of federated learning.
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