Computing diverse sets of high-quality solutions has gained increasing attention among the evolutionary computation community in recent years. It allows practitioners to choose from a set of high-quality alternatives. In this paper, we employ a population diversity measure, called the high-order entropy measure, in an evolutionary algorithm to compute a diverse set of high-quality solutions for the Traveling Salesperson Problem. In contrast to previous studies, our approach allows diversifying segments of tours containing several edges based on the entropy measure. We examine the resulting evolutionary diversity optimisation approach precisely in terms of the final set of solutions and theoretical properties. Experimental results show significant improvements compared to a recently proposed edge-based diversity optimisation approach when working with a large population of solutions or long segments.

1 Introduction

The classical optimisation task usually aims to find an (approximately) optimal solution regarding one or more objectives [Boyd and Vandenberghe (2014), Gonzalez (2018)]. Evolutionary computation gained interest to compute diverse sets of high-quality solutions differing in terms of one or more structural features for a given optimisation problem [Do et al. (2020), Mouret and Maguire (2020), Arulkumaran et al. (2019), Bossens et al. (2020), Fontaine et al. (2019)]. Generating a diverse set of high-quality solutions provides different implementation alternatives and enables further discussions on solution properties among stakeholders. Multiple applications of using a diverse set of solutions can be found in the literature, such as robotics [Mouret and Maguire (2020)] and video games [Bloem and Bambos (2014), Arulkumaran et al. (2019)].

Several studies aim to find a diverse set of solutions using Evolutionary Algorithms (EAs). EAs [Eiben and Smith (2015)] provide us with useful solutions when facing a complex, weakly understood and/or a black-box problem; one can usually gain information on the objective function of such problems only by evaluation. EAs are population-based meta-heuristics, which adopt concepts and mechanisms inspired by natural evolution such as mutation, crossover and (survival) selection. Diversity preservation mechanisms are generally incorporated into EAs to prevent premature convergence [Neumann et al. (2019)] and often enable the algorithms to (easily) escape local optima. Recently, diversity was adopted in the context of Evolutionary Diversity Optimisation (EDO) for a different reason. Here, the goal is to find a set of solutions with desirable objective values diversified with respect to (structural) properties of the solutions [Neumann et al. (2018, 2021)]. The field was established by [Ulanich and Thiele (2011)] who first proposed an EA to evolve diverse sets of high-quality solutions in the continuous domain. Recent studies in EDO focused on evolving sets of benchmark instances for the Traveling Salesperson Problem (TSP) with diverse characteristics important to
entify the performance of TSP solvers as well as generating diverse (with respect to different aesthetics) sets of images [Alexander et al. 2017; Gao et al. 2020].

The incorporation of star-discrepancy and indicators from evolutionary multi-objective optimisation into evolving diverse sets of benchmarks for TSP and sets of images have been studied and assessed by Neumann et al. [2018; 2019]. A different approach to achieve high diversity in the feature-space of the TSP instance was proposed in Bossek et al. [2019], here, high diversity was achieved implicitly by more sophisticated mutation operators without explicit diversity-preserving mechanism within the introduced EA.

Several algorithms have been introduced to find the (approximately) optimal solution for TSP [Lin and Kernighan 1973; Helsgaun 2000; Xie and Liu 2008; Nagata and Kobayashi 2013]. More recently, Do et al. [2020] studied the problem of generating diverse sets of high-quality TSP solutions. The authors introduced two different diversity measures, edge diversity (ED) and pairwise distance (PD), based on pairwise edge overlap. They embedded $k$-OPT mutation operators with different values of $k$ in an EA introduced to solve the EDO problem, and empirically studied the mutations’ impact on the EA performance.

The diversity measures used by Do et al. [2020] do not consider dependencies between the decision variables of TSP. This is while the value of a decision variable in TSP is strongly correlated to the value of other variables Nagata [2020] (we will explain this matter further in the Section 2). Therefore, we incorporate a diversity measure based on entropy into EDO for the TSP in this study. This measure explicitly addresses the dependency between decision variables. We examine the diversity measure’s theoretical properties and determine characteristics that a maximally/minimally diverse set of tours should possess.

Besides, we propose a Mixed-Integer Programming (MIP) formulation of the considered diversity problem and solve it with an exact solver to a) support the theoretical proofs and b) use it as a baseline for experimentation. Then, we introduce the biased 2-OPT mutation, which mainly focuses on more frequent components in the population, and aims to decrease their frequency to increase diversity. Finally, we perform an extensive experimental study in the unconstrained case (no quality criterion) and the constrained case with (un)biased 2-OPT mutation operators. Our results indicate a clear advantage of the entropy-based driven EA compared to EAs based on the distance-based diversity measures introduced by Do et al. [2020]. The results also show that using biased 2-OPT brings about faster convergence, especially in unconstrained diversity optimisation.

The remainder of this paper is structured as follows. In Section 2, we describe the problem and three different diversity measures for TSP tours. Next, we provide the theoretical properties of the entropy-based diversity measure in Section 3. A MIP formulation and an EA are introduced in Section 4 and 5, respectively. Afterwards, we conduct a series of experiments for unconstrained and constrained diversity optimisation to compare the performance of the high-order entropy measure, the EA, and biased 2-OPT to previously used measures and algorithms. Finally, we finish with some concluding remarks and ideas for future research.

## 2 Maximising Diversity in TSP

The TSP is a well-known NP-hard combinatorial optimisation problem. The problem is defined on a directed complete graph $G = (V, E)$ where $V$ is a set of nodes and $E$ is a set of pairwise edges between the nodes, $e = (i, j) \in E$, each associated with a positive weight, $d(e)$. In this paper, we assume that the TSP instances are symmetric (i.e. $d(i, j) = d(j, i)$). We denote by $n = |V|$ and $m = |E| = n(n - 1)/2$ the cardinality of these sets. The objective is to compute the permutation $p : V \rightarrow V$ minimising the cost function:

$$c(p) = d(p(n), p(1)) + \sum_{i=1}^{n-1} d(p(i), p(i + 1)).$$

In this study, we examine TSP in the context of EDO. Given a TSP instance $G$, let $OPT$ be the cost of the optimal tour for $G$ and $\alpha > 0$ be a predefined parameter. The objective is to compute a diverse set of tours where a) the diversity value of the population is maximised in terms of a given diversity measure; b) all individuals comply with a maximum cost (i.e. $c(p_i) \leq OPT(1 + \alpha)$, $\forall p_i \in P$). In other words, the goal is to maximise the diversity of the set of solutions subject to the quality constraint. Maximising the diversity of tours provides us with valuable information on solution space around the optimal tour. It can indicate which edges are irreplaceable or complex to replace if we want to stay within the quality threshold. Moreover, it enables decision-makers to choose between different tours; they may decide to visit a city earlier than another or avoid an edge if provided with various alternatives with reasonable costs.

Recently, Do et al. [2020] studied EDO on TSP for the first time. The authors tailored two edge-based diversity measures, ED and PD towards TSP. ED measures the diversity based on the equalisation of the frequency of edges in
the population. For this purpose, they used the notion of genotypic diversity [Zhu and Liu, 2004] defined as the mean of pairwise distances:

\[ ED(P) = \sum_{p \in P} \sum_{q \in P} |E(p) \setminus E(q)|, \]

where \( E(p) \) is the set of edges of \( p = (p(1), \ldots, p(n)) \) (i.e., \( E(p) = \{(p(1), p(2)), (p(2), p(1)) \ldots (p(n), p(1)), (p(1), p(n))\} \)).

On the other hand, PD is defined as

\[ PD(P) = \frac{1}{n\mu} \sum_{p \in P} \min_{q \in P \setminus \{p\}} |E(p) \setminus E(q)|. \]

and emphasises uniform pairwise edge distances. PD is closely aligned with the diversity measure in [Wang et al., 2017].

For the sake of brevity, we refer the reader to Do et al., [Do et al., 2020] for further details.

One disadvantage of ED and PD is that the dependency of the occurrence of nodes in a tour (decision variables) is not considered. This is while the occurrence of nodes in a tour is significantly dependent on each other in TSP. Here, we show a tour as a permutation \( p \) consisting \( n \) decision variables \( p(i) \) representing the \( i \)-th node visited in the tour. For instance, if we construct a tour manually, the next node we choose (the value of \( p(i+1) \)) is heavily dependent on the current node \( p(i) \) and all already visited nodes [Nagata, 2020]. This is because we cannot choose a visited node. This issue can result in an inaccurate diversity evaluation. We employ an entropy-based diversity measure introduced by Nagata [Nagata, 2020], termed High-order entropy, to resolve this issue. The measure considers the sequence of \( k \) nodes (\( k-1 \) edges) in tours instead of focusing on edges one by one. Nagata [2020] showed that the High-order entropy measure outperforms the independent entropy measure in terms of preventing premature convergence.

3 High-Order Entropy Measure

For the high-order entropy measure, the sequence of \( 2 \leq k \leq n \) nodes (\( k-1 \) edges) in tours is the feature intended to be diversified. Let \( s = \{v_1, \ldots, v_k\}, v_i \in V \) be a segment consisting of \( k \) nodes. Then, its contribution to the overall entropy of the population \( P \) is given as

\[ h(s) = -\left(\frac{(f(s)/(2n\mu))}{(2n\mu)}\right) \ln \left(\frac{f(s)/(2n\mu)}{2n\mu}\right), \]

where \( f(s) \) is the absolute number of occurrences of segment \( s \) in \( P \). Note that \( 2n\mu \) is the total number of occurrences of all segments in a population of size \( \mu \) when we are able to traverse each tour in both directions. Each tour contains exactly \( 2n \) different segments (see Figure 1 for an example). In the following, it is sometimes useful to show a segment by means of its set of edges. For instance, \( s = \{s(1), s(2), s(3)\} \) can be also shown as \( E(s) = \{(s(1), s(2)), (s(2), s(3))\} \).

Summing over all segments included in the population \( P \), the entropy of \( P \) is defined as

\[ H(P) = \sum_{s \in P} h(s). \]

Let \( S = \{s_1, \ldots, s_u\} \) be the set of all possible segments of \( k \) nodes for a given TSP instance \( G \), and \( u = \binom{n}{n-k} = |S| \) denotes the cardinality of \( S \). We sort the segments according to the number of their occurrences within \( P \) in an increasing order to obtain the vector

\[ F(P) = (f(s_1), \ldots, f(s_u)). \]

It means that \( f(s_1) \leq f(s_2) \leq \ldots \leq f(s_u) \). We define \( f_{\text{min}} = f(s_1) \), \( f_{\text{max}} = f(s_u) \), and \( C = f_{\text{max}} - f_{\text{min}} \) where \( f_{\text{min}} \) and \( f_{\text{max}} \) are the smallest and the largest number of occurrences of segments in \( P \), respectively. Intuitively, a maximally diverse population would have all \( f(s_i) \in F(P) \) almost equalised. We will use \( F(P) \) later to analyse whether a given \( P \) has the maximum achievable entropy.

3.1 Maximum High-Order Entropy

Next, we aim to determine the characteristics of an ideal set of tours having the maximum high-order entropy value \( H_{\text{max}} \) for a given TSP instance. Knowing \( H_{\text{max}} \) is important for two main reasons: a) it enables us to have a better understanding of an algorithm’s performance by comparing the entropy of the final population with \( H_{\text{max}} \) and b) it allows us to use it as a termination criterion for an EA in the course of experimental evaluation with a fixed-target perspective.
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Figure 1: Illustration of building all segments of length \( k = 3 \) of a TSP tour.

**Lemma 1.** Let \( P_2 \) be a population obtained from a population \( P_1 \) by decreasing \( f_{\max} \) and increasing \( f_{\min} \) by one unit each. If \( C \geq 2 \), then we have \( H(P_2) > H(P_1) \).

In order to show Lemma 1, we work under the assumption that \( C \geq 2 \) and show that \( H(P_2) - H(P_1) \geq 0 \) holds. We use that \( H(P_2) - H(P_1) \) is monotonically decreasing in \( f_{\max} \) and \( \lim_{f_{\max} \to +\infty} H(P_2) - H(P_1) \) converges to zero. This implies that Lemma 1 is true. The differences in \( P_1 \) and \( P_2 \) can be summarised in \( f_{\min} \) and \( f_{\max} \) where \( f_{\max} \) decreased and \( f_{\min} \) increased by one unit each in \( P_2 \). The number of occurrences of other segments are the same in both populations. Also, we have \( f_{\max} = f_{\min} + C \). To simplify the following presentation, we use \( f = f_{\max} \) and \( f_{\min} = f - C \). Thus, we have:

\[
H(P_2) - H(P_1) = -\frac{f-1}{2n\mu} \ln\left(\frac{f-1}{2n\mu}\right) - \frac{f-C+1}{2n\mu} \ln\left(\frac{f-C+1}{2n\mu}\right) + \frac{f}{2n\mu} \ln\left(\frac{f}{2n\mu}\right) + \frac{f-C}{2n\mu} \ln\left(\frac{f-C}{2n\mu}\right)
\]

We now show that \( H(P_2) - H(P_1) \) is monotonically decreasing in \( f \) if and only if \( C \geq 2 \).

**Lemma 2.** If \( C \geq 2 \) then \( H(P_2) - H(P_1) \) is monotonically decreasing in \( f \).

**Proof.** To prove \( H(P_2) - H(P_1) \) is monotonically decreasing, we show that \( \frac{d(H(P_2) - H(P_1))}{df} < 0 \). We have

\[
\frac{d(H(P_2) - H(P_1))}{df} < 0
\]

\[
\Leftrightarrow \frac{f(f-C)}{(f-1)(f-C+1)} < 1
\]

\[
\Leftrightarrow (f-1)(f-C+1) > f(f-C)
\]

\[
\Leftrightarrow f^2 - f \cdot C + C - 1 > f^2 - f \cdot C
\]

The last expression holds as \( C \geq 2 \), which completes the proof.

Owing to Lemma 2, if \( H(P_2) - H(P_1) \) is still positive for an extremely large \( f \), it is positive for all smaller values of \( f \). We now investigate \( f \) approaching to \( +\infty \).

**Lemma 3.** \( H(P_2) - H(P_1) > 0 \) holds for any fixed population size \( \mu \) and \( C \geq 2 \).

**Proof.** As one can notice, \( f \) is bounded by \( \mu \), that means \( f \) can approaches to \( +\infty \), only if \( \mu \) approaches to \( +\infty \) as well. Thus, we investigate \( H(P_2) - H(P_1) \) in the most extreme case where \( \mu \) and \( f \to +\infty \).

\[
H(P_2) - H(P_1)
\]
We compute the limit for $\mu$ and $f \to +\infty$ by applying L’Hopital’s rule and have:

$$
\lim_{n \to \infty} \left( \frac{1}{2n} \right) \ln \left( \frac{1}{2n} \right) - \left( \frac{1}{2n} \right) \ln \left( \frac{1}{2n} \right) + \left( \frac{1}{2n} \right) \ln \left( \frac{1}{2n} \right) - \left( \frac{1}{2n} \right) \ln \left( \frac{1}{2n} \right) = 0
$$

The last expression shows that $H(P_2) - H(P_1)$ converges to 0 if $f \to +\infty$. We have $f \leq \mu$ and using Lemma 2 this implies that $H(P_2) - H(P_1) \geq 0$ for any fixed $\mu$ if $C \geq 2$.

**Theorem 1.** For every complete graph with $n$ nodes and every population size $\mu \geq 2$, the entropy of a population $P$ with $\mu$ individuals is maximal if and only if $C$ is equal to zero or one.

**Proof.** Lemma 1 shows that a population’s entropy can be increased as long as $C \geq 2$. Therefore, $C$ should be set to 0 or 1 to have a maximum entropy population.

To set $C$ to 0 or 1, the number of occurrences of all possible segments should be equalised. For every TSP instance, there are $u$ possible segments, and $2n\mu$ occurrences of all segments for every population. The optimal value of $f_{\text{min}}$ is equal to $\left[ \frac{2n\mu}{u} \right]$. Let $f_{\text{min}}^*$ and $C^*$ be the values of $f_{\text{min}}$ and $C$ in an optimal population. It should be noted that based on the Pigeonhole principle, if $\frac{2n\mu}{u}$ is integer, $C \in \{0, 2, 3, \ldots, u\}$ and $C^* = 0$; otherwise, $C \in \{1, 2, \ldots, u\}$ and $C^* = 1$. In other words, $C$ can get only one of the values of 0 or 1 depending on parameters of the problem such as the sizes of population, segments, and TSP instances. All in all, $(f_{\text{min}}^* + 1)u - (2n\mu)$ segments occur $f_{\text{min}}^*$ times in an optimal population whereby, the number of occurrences of the other segments is equal to $f_{\text{min}}^* + C^* = f_{\text{max}}^*$.

$$
H_{\text{max}} = -((2n\mu) - (f_{\text{min}}^* \cdot u)) \left( \frac{f_{\text{max}}^*}{2n\mu} \right) \ln \left( \frac{f_{\text{max}}^*}{2n\mu} \right) - ((f_{\text{min}}^* + 1)u - (2n\mu)) \left( \frac{f_{\text{min}}^*}{2n\mu} \right) \ln \left( \frac{f_{\text{min}}^*}{2n\mu} \right)
$$

(1)

Note that the entropy of any set of TSP tours is always greater than zero. This is because no segments are allowed to occur within a tour more than once. In the worst-case scenario where a population consists of $\mu$ copies of a single tour, we have $2n$ different segments with the number of occurrences $\mu$. We can determine the entropy value of a population with such characteristics from:

$$
H_{\text{min}} = -2n \left( \frac{1}{2n} \right) \ln \left( \frac{1}{2n} \right) = \ln(2n)
$$

(2)

### 4 Mixed-Integer Programming Formulation

In this section, we give a MIP formulation for the considered problem. Solving the proposed MIP with an exact solver such as the Cplex solver [Cplex 2009] can support the maximum entropy’s proof. Also, it would provide us with a baseline for investigate the performance of other algorithms. The objective function is formulated as follows:

$$
H(P) = \sum_{s \in P} - \left( f(s)/(2n\mu) \right) \ln \left( f(s)/(2n\mu) \right) \to \text{max!}
$$

(3)

where $f(s), s = \{v_i, \ldots, v_q\}$ is calculated from

$$
f(s) = \sum_{p \in P} x_{ij}^p \cdots x_{kt}^p + \sum_{p \in P} x_{ji}^p \cdots x_{tk}^p
$$

(4)

Here, $x_{ij}^p$ is a binary variable; it is set to 1 if edge $e = (i,j)$ is included in tour $p$; otherwise, it is equal to zero. For example, if $s = (v_3, v_5, v_2, v_1)$, $f(s) = \sum_{p \in P}(x_{13}^p \cdot x_{52}^p \cdot x_{21}^p) + \sum_{p \in P}(x_{12}^p \cdot x_{25}^p \cdot x_{53}^p)$. The maximisation of the objective function in Eq. (3) is subject to the following constraints:
We introduce an EA to address EDO for TSP tours (see Algorithm 1 for an outline). The algorithm is initialised with variables should be explicitly defined in the MIP formulation before using Equation 11 as the MIP’s objective function. \( p \) is selected uniformly at random, and mutation operators generate two offspring individuals, \( p' \) and \( p'' \). Next, a parent is selected uniformly at random.

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} d(i,j)x_{ij}^p \leq (1 + \alpha) \cdot OPT, \quad \forall p \in P
\]  
(5)

\[
\sum_{i=1,i\neq j}^{n} x_{ij}^p = 1, \quad \forall j \in V, p \in P
\]  
(6)

\[
\sum_{j=1,i\neq j}^{n} x_{ij}^p = 1, \quad \forall i \in V, p \in P
\]  
(7)

\[
w_i^p - w_i^{p'} + nx_{ij}^p \leq n - 1, \forall i,j \in V, i \neq j, p \in P
\]  
(8)

\[
w_i^p \leq n - 1, \quad \forall i \in \{2, \ldots, n\}, p \in P
\]  
(9)

\[
x_{ij}^p \in \{0, 1\}, w_i \geq 0, \forall i, j \in V, p \in P.
\]  
(10)

Here, \( w_i^p \) is a positive integer showing the position of node \( i \) in the tour \( p \). Equation 5 makes sure that all solutions satisfy a minimal quality with respect to tour length. Equations 6 and 7 guarantee that all nodes are visited exactly once in each tour, while Equations 8 and 9 prevent the creation of sub-tours as proposed by Miller et al. [1960]. The objective function (Eq. 3) should be linearised to use the MIP solvers.

### 4.1 Linearisation

In Section 3.1, we showed that the entropy value of a population \( P \) is maximum if and only if \( C = f_{\text{max}} - f_{\text{min}} \in \{0, 1\} \). In other words, Equation 3 is maximised if and only if \( C \) is set to zero or one. Therefore, We can replace the objective function with

\[
C = f_{\text{max}} - f_{\text{min}} \rightarrow \min!
\]  
(11)

Here, \( f_{\text{min}} \) and \( f_{\text{max}} \) are dependent on \( x_{ij}^p \). Thus, the correlation between these two variables and the other MIP variables should be explicitly defined in the MIP formulation before using Equation 11 as the MIP’s objective function. For this purpose, we need to add new constraints and variables.

\[
y_{ij,\ldots,q}^p \geq x_{ij}^p + \cdots + x_{jq}^p - k + 2, \quad \forall i, \ldots, q \in V, p \in P
\]  
(12)

\[
y_{ij,\ldots,q}^p \geq x_{iq}^p + \cdots + x_{jq}^p - k + 2, \quad \forall i, \ldots, q \in V, p \in P
\]  
(13)

\[
\sum_{i} \sum_{j} \cdots \sum_{p} y_{ij,\ldots,q}^p \leq 2n\mu
\]  
(14)

\[
f_{\text{max}} \geq \sum_{p \in P} y_{ij,\ldots,q}^p, \quad \forall i, \ldots, q \in V
\]  
(15)

\[
f_{\text{min}} \leq \sum_{p \in P} y_{ij,\ldots,q}^p, \quad \forall i, \ldots, q \in V
\]  
(16)

Here, \( y_{ij,\ldots,q}^p \) is a binary variable set to 1 if segment \( s = \{v_i, \ldots, v_q\} \) or \( s' = \{v_{q'}, \ldots, v_{i}\} \) is included in tour \( p \). For example, if the tour \( p \) includes either of the segments \( s = \{v_3, v_5, v_2, v_1\} \) (i.e. \( E(s) = \{(3, 5), (5, 2), (2, 1)\} \)) or \( s' = \{v_1, v_2, v_5, v_3\} \), both \( y_{5321}^p \) and \( y_{2535}^p \) are set to 1. Note that segments \( s \) and \( s' \) are identical since we can traverse a tour in both directions. Equations 12 and 13 ensure that \( y_{ij,\ldots,q}^p \) is set to 1 if segment \( s \) is included in tour \( p \). Equation 14 guarantees that \( y_{ij,\ldots,q}^p \) is equal to zero if the segment \( s \) is not included in the tour \( p \). Finally, Equations 15 and 16 determine \( f_{\text{min}} \) and \( f_{\text{max}} \). Moreover, \( f(s) \) can be calculated from summing up \( y_{ij,\ldots,q}^p \) over \( p \). In the final MIP formulation, Equation 11 serves as the objective function subject to the constraints 5, 10, and 12-16.

### 5 Entropy-based Evolutionary Diversity Optimisation

We introduce an EA to address EDO for TSP tours (see Algorithm 1 for an outline). The algorithm is initialised with a population \( P \) consisting of \( \mu \) copies of an optimal tour/permutation for the given TSP instance. A broad range of successful algorithms is proposed in the literature to find the optimal tour in TSP, such as Concorde by Applegate et al. [2003]. Moreover, the optimal tours have been provided for most benchmark instances in the well-known TSPLib [Reinelt 1991]. Next, a parent \( p \) is selected uniformly at random, and mutation operators generate two offspring individuals, \( p' \) and \( p'' \).
We conduct a series of experiments to evaluate the suitability of the proposed algorithm and diversity measure. The biased versions introduce a bias into the classic algorithm where the offspring is compared with all individuals in the population. All combinations of two nodes are swapped, and all nodes between them are sorted in the backward direction. Since our focus is on the symmetric TSP, the difference between the parent and offspring is solely in the two edges where the swap takes place. The biased versions introduce a bias into the classic 2-OPT. Here, the population’s high frequent segments are more likely to be selected as sources for swaps. In the normalised biased 2-opt version, there is a competition based on the number of occurrences of segments where a segment’s likelihood is proportional to its frequency. The absolute biased 2-OPT only selects the segment with the highest occurrences. The absolute biased 2-opt is used in unconstrained diversity optimisation where the diversity is not subject to the quality constraint. This is while the normalised biased version is utilised in constrained diversity optimisation since focusing only on the most frequent segments decreases the probability of generating an offspring compatible with the quality criterion. Owing to the parent and the offspring’s similarity, the algorithm compares the offspring with its parent rather than the entire population. All versions of 2-OPT change solely two edges of a parent. Thus, the population’s entropy is likely to decrease if both parent and offspring remain in the population, especially in unconstrained diversity optimisation. In constrained diversity optimisation, it can sometimes improve the results slightly if we compare an offspring to the entire population. However, it significantly increases the computational costs. This is because the latter survival selection requires updating every individual’s contribution to the entropy whenever an offspring is generated. More specifically, the EA needs \( \mu \) more diversity re-evaluation per generated offspring if it compares an offspring with the entire population. Since the re-evaluation is computationally expensive, it can affect the algorithm’s time efficiency, especially when \( \mu \) is large. The re-evaluation can be avoided by comparing the offspring to the parent solely.

6 Experimental Investigation

We conduct a series of experiments to evaluate the suitability of the proposed algorithm and diversity measure. The experiments are classified into three parts. First, we examine the algorithm’s results to make sure that a) the considered survival selection does not affect the entropy of the final population by comparing the results with an EA including the entire population in the survival selection procedure and b) the results obtained from our EA are consistent with the results of the Cplex solver and \( H_{\text{max}} \) (see Eq. 1). Subsections 6.2 and 6.3 are dedicated to comparing the introduced EA and the EAs based on PD and ED by Do et al. [2020] in unconstrained diversity optimisation and constrained diversity optimisation, respectively.

6.1 Validation of the Proposed EA

6.1.1 Survival Selection Procedure

As mentioned, it is more efficient to compare the offspring with the parent than the entire population, especially in unconstrained optimisation. Here, we analyse the algorithm’s survival selection and compare it with the same algorithm where the offspring is compared with all individuals in the population. All combinations of \( n = \{25, 50\} \),
We consider unconstrained diversity optimisation to investigate the results obtained from solving the MIP formulation within the time-bound, respectively. Table 1 indicates cases where Cplex cannot solve instances to the optimal value (whether Cplex converged within the given time-bound).

Thus, we cannot verify the formula in constrained diversity optimisation. Second, the Cplex solver is incapable of solving medium or large instances, even in unconstrained diversity optimisation, and there is no point in investigating the constrained optimisation. The termination criterion is reaching the limit of the time-bound of 24 hours is considered for the Cplex solver. The results are summarised in Table 1. Note that the MIP formulation’s objective function is to minimise $f_{\text{max}} - f_{\text{min}}$, while the EA uses the entropy value as the fitness function.

### Table 1: Comparison of the entropy of final populations obtained by Cplex and the EA (symbols $O$ and $N$ indicate whether Cplex converged within the given time-bound).

| $\mu$ | $k$ | ENT | Cplex | $H_{\text{max}}$ | ENT | Cplex | $H_{\text{max}}$ |
|-------|-----|-----|-------|-----------------|-----|-------|-----------------|
| 6     | 2   | 3.00| 3.00 ($O$) | 3.00            | 4.44| 4.44 ($O$) | 4.44            |
| 6     | 3   | 4.09| 4.09 ($O$) | 4.09            | 4.79| 4.79 ($O$) | 4.79            |
| 12    | 2   | 3.00| 3.00 ($O$) | 3.00            | 4.48| 4.48 ($O$) | 4.48            |
| 12    | 3   | 4.09| 4.09 ($O$) | 4.09            | 5.48| 5.48 ($O$) | 5.48            |
| 24    | 2   | 3.00| 3.00 ($O$) | 3.00            | 4.50| 4.50 ($O$) | 4.50            |
| 24    | 3   | 4.09| 4.09 ($O$) | 4.09            | 6.17| -      | 6.17            |

$\mu = \{12, 20, 50\}$, and $k = \{2, 3, 4\}$ are subject to experimentation. Due to the relaxation of the quality constraint, we consider complete graphs where the edges’ weight are all equal to one, as TSP instances for unconstrained diversity optimisation. The termination criterion is reaching the limit of 100,000 generated offspring. The results show no significant differences in the mean of entropy values over all the cases. The observation is confirmed with the Kruskal-Wallis test at significance level 95% and the Bonferroni correction method. However, the first selection procedure avoids entropy re-evaluations per cost evaluation. This makes the EA considerably more efficient. For instance, the mean of CPU time is 45 seconds for the first selection procedure where $n = 50$, $\mu = 50$, and $k = 2$, while the figure stands at 267 seconds for the second selection procedure.

#### 6.1.2 Comparison between the exact solver and the proposed EA

We consider unconstrained diversity optimisation to investigate the results obtained from solving the MIP formulation by the Cplex solver. The constrained optimisation is not taken into account in this section for two main reasons. The main reason for using an exact solver such as Cplex is to support the formula provided for $H_{\text{max}}$ such that we can use the $H_{\text{max}}$ as the baseline for larger instances where the Cplex solver is incapable of solving the problem in a bounded time. However, imposing quality constraint might eliminate the part of the solution space to which the formula generated offspring. The results show no significant differences in the mean of entropy values over all the cases. The observation is confirmed with the Kruskal-Wallis test at significance level 95% and the Bonferroni correction method. However, the first selection procedure avoids entropy re-evaluations per cost evaluation. This makes the EA considerably more efficient. For instance, the mean of CPU time is 45 seconds for the first selection procedure where $n = 50$, $\mu = 50$, and $k = 2$, while the figure stands at 267 seconds for the second selection procedure.

Here, the experiments take place on all combinations of $\mu \in \{6, 12, 24\}$, $n \in \{5, 10, 15, 20\}$ and $k \in \{2, 3\}$. A time-bound of 24 hours is considered for the Cplex solver. The results are summarised in Table 1. Note that the MIP formulation’s objective function is to minimise $f_{\text{max}} - f_{\text{min}}$, while the EA uses the entropy value as the fitness function.

In Table 1, $O$ and $N$ represent the capability and incapability of the Cplex solver in converging to the global optimum within the time-bound, respectively. Table 1 indicates cases where Cplex cannot solve instances to the optimal value ($n = 20$, $\mu = 24$, and $k = 2$). Furthermore, it cannot find a feasible solution for the instances where $n \in \{10, 15, 20\}$, $\mu = 24$, and $k = 3$. This highlights the need for an efficient algorithm within a time-bound. More importantly, Table 1 shows that where the Cplex solver finds the optimal solution, the proposed EA converges to a population with the same entropy, which is consistent with the $H_{\text{max}}$. The fact that both Cplex and the EA converged to $H_{\text{max}}$ implies that Equation 1 is correct. Therefore, we can use $H_{\text{max}}$ as another termination criterion of the introduced EA and the baseline for further experimental investigation. Furthermore, the proposed EA converges in less than two minutes and less than a thousand iterations (cost evaluations) overall instances.
Figure 2: Comparison between convergence pace of biased 2-OPT (orange) and classic 2-OPT (green).

Figure 3: Differences in the required number of cost evaluations to reaching $H_{\text{max}}$ for the biased 2-OPT (orange) and the classic 2-OPT (green).

6.2 Unconstrained Diversity Optimisation

We first compare classic 2-OPT and biased 2-OPT. We claimed that biased 2-OPT is more likely to generate offspring contributing to the population’s entropy, while classic 2-OPT may perform better in generating tours satisfying the quality constraint. Since no quality constraints are imposed in this subsection, biased 2-OPT is expected to outperform its counterpart. For comparison, we conduct experiments on a complete graph with 100 nodes, and consider $k = 2$ and $\mu \in \{25, 125, 250\}$.

Figure 2 compares the convergence pace of classic 2-OPT and biased 2-OPT. The entropy value is shown on the y-axis, whereby the x-axis represents the number of cost evaluations (iterations). Note that diversity scores shown on the figure are normalised by using Equations 1 and 2. Figure 2 indicates that both operators eventually converge to $H_{\text{max}}$ in most cases. However, biased 2-OPT is faster than the classic 2-OPT.

Figure 3 compares the number of cost evaluations required to converge to $H_{\text{max}}$ in the introduced EA using classic and biased 2-OPT over ten runs. One can observe that the number of required cost evaluations is significantly higher for classic 2-OPT. Biased 2-OPT, for example, requires around 2,350 evaluations on average when $\mu = 25$. On the other hand, the figure is around 14,000 for classic 2-OPT. Moreover, none of the operators converges to $H_{\text{max}}$ within the limit of 100,000 cost evaluations where $\mu = 250$. In this case, the mean of the entropy value of biased and classic 2-OPT are 9.1993 and 9.1983, respectively, while $H_{\text{max}}$ is equal to 9.1994.

Next, we provide a comprehensive comparison between the proposed EA and EAs based on ED and PD proposed by Do et al. [2020]. We conduct experiments on all combinations of $n \in \{50, 100\}$, $\mu \in \{12, 20, 50, 100, 500, 1000\}$ and $k \in \{2, 3, 4\}$. The termination criteria are reaching either the entropy value of $H_{\text{max}}$ or the limitation of 100,000 cost evaluations. Note that the EAs based on ED and PD compare the offspring to the entire population, requiring considerably more diversity evaluations per generated offspring. Table 2 compares the entropy of the final population obtained from the algorithms. Here, we solely use biased 2-OPT due to its efficiency in unconstrained diversity optimisation. The results show that the proposed algorithm outperforms the algorithms based on ED and PD over large populations and long segments, i.e. $\mu \in \{500, 1000\}$ and $k \in \{3, 4\}$. In the case $n = 50$, $k = 3$ and $\mu = 1000$, for
instance, the introduced EA scores 11.35 entropy value while the algorithms based on ED and PD achieve 10.73 and 11.03, respectively.

Table 2: Comparison between the high-order entropy values of the final populations of the introduced EA and ones based on ED and PD. Stat shows the results of a Kruskal-Wallis test at significance level of 95% with Bonferroni correction. $X^+$ means the median of the measure is better than the one for variant $X$, $X^-$ means it is worse and $X^\ast$ indicates no significant difference.

| $\mu$ | $k$ | $\text{mean stat}$ | $\text{mean stat}$ | $\text{H} \text{min}$ | $\text{H} \text{max}$ |
|-------|-----|--------------------|--------------------|----------------|----------------|
| 12    | 2   | 7.09 $2^\ast 3^-$ | 7.09 $1^\ast 3^-$ | 7.09 $1^\ast 2^-$ | 4.6052 7.0901 |
| 12    | 3   | 7.09 $2^\ast 3^-$ | 7.09 $1^\ast 3^-$ | 7.09 $1^\ast 2^-$ | 4.6052 7.0901 |
| 12    | 4   | 7.09 $2^\ast 3^-$ | 7.09 $1^\ast 3^-$ | 7.09 $1^\ast 2^-$ | 4.6052 7.0901 |
| 20    | 2   | 7.60 $2^\ast 3^+$ | 7.60 $1^\ast 3^+$ | 7.60 $1^\ast 2^-$ | 4.6052 7.6006 |
| 20    | 3   | 7.60 $2^\ast 3^+$ | 7.60 $1^\ast 3^+$ | 7.60 $1^\ast 2^-$ | 4.6052 7.6006 |
| 20    | 4   | 7.60 $2^\ast 3^+$ | 7.60 $1^\ast 3^+$ | 7.60 $1^\ast 2^-$ | 4.6052 7.6006 |
| 50    | 2   | 7.80 $2^\ast 3^+$ | 7.80 $1^\ast 3^+$ | 7.80 $1^\ast 2^-$ | 4.6052 7.7997 |
| 50    | 3   | 8.52 $2^\ast 3^+$ | 8.51 $1^\ast 3^+$ | 8.51 $1^\ast 2^-$ | 4.6052 8.5172 |
| 50    | 4   | 8.52 $2^\ast 3^+$ | 8.52 $1^\ast 3^+$ | 8.52 $1^\ast 2^-$ | 4.6052 8.5172 |
| 100   | 2   | 7.80 $2^\ast 3^+$ | 7.80 $1^\ast 3^+$ | 7.79 $1^\ast 2^-$ | 4.6052 7.8017 |
| 100   | 3   | 9.21 $2^\ast 3^+$ | 9.18 $1^\ast 3^+$ | 9.19 $1^\ast 2^-$ | 4.6052 9.2103 |
| 100   | 4   | 9.21 $2^\ast 3^+$ | 9.21 $1^\ast 3^+$ | 9.21 $1^\ast 2^-$ | 4.6052 9.2103 |
| 500   | 2   | 7.80 $2^\ast 3^+$ | 7.80 $1^\ast 3^+$ | 7.80 $1^\ast 2^-$ | 4.6052 7.8036 |
| 500   | 3   | 10.82 $2^\ast 3^+$ | 10.45 $1^\ast 3^+$ | 10.60 $1^\ast 2^-$ | 4.6052 10.8198 |
| 500   | 4   | 10.82 $2^\ast 3^+$ | 10.76 $1^\ast 3^+$ | 10.82 $1^\ast 2^-$ | 4.6052 10.8198 |
| 1000  | 2   | 7.80 $2^\ast 3^+$ | 7.80 $1^\ast 3^+$ | 7.79 $1^\ast 2^-$ | 4.6052 7.8038 |
| 1000  | 3   | 11.35 $2^\ast 3^+$ | 10.73 $1^\ast 3^+$ | 11.03 $1^\ast 2^-$ | 4.6052 11.5129 |
| 1000  | 4   | 11.52 $2^\ast 3^+$ | 11.30 $1^\ast 3^+$ | 11.50 $1^\ast 2^-$ | 4.6052 11.5129 |

### 6.3 Constrained Diversity Optimisation

In constrained diversity optimisation, the performance of classic 2-OPT and biased 2-OPT is strongly correlated to the threshold; the wider the threshold, the better the performance of biased 2-OPT, and vice versa. Therefore, we used both operators in this subsection (see Algorithm [1]). Here, the experiments are conducted on eil51, eil76, and eil101 from the TSPlib, [Reinelt, 1991] where a threshold of $\alpha = 5\%$ is considered. Moreover, the limit of cost evaluations increases to 300 000 due to the imposition of the quality constraint.

In line with the unconstrained diversity optimisation, Table 3 compares the entropy value of the final population obtained from the introduced algorithm and the algorithms based on ED and PD in [Do et al., 2020]. Table 3 indicates that the introduced EA outperforms the ones based on ED and PD in most instances. The algorithm based on PD has achieved a better entropy value over only four cases. Given that all these four cases are among the largest ones, a possible reason could be differences in the algorithms’ survival selection resulting in slower convergence of the introduced EA than the others in terms of cost evaluations. However, the smaller instances show that if the number of cost evaluations is sufficient, the introduced EA is likely to outperform the others. We conduct another experiment summarised in Figure 4 to more elaborate on this matter. In Figure 4, the number of cost evaluations is shown on the x-axis, while the y-axis presents the final population’s entropy. Figure 5 shows the results on eil101, $\mu = 500$, $k \in \{2, 3, 4\}$ and $\alpha \in \{0.05, 0.1, 0.2\}$. Since we observed the same pattern for the other cases, the figure is contented for the sake of brevity. Figure 5 indicates that if the number of cost evaluations is deficient, the introduced EA results in a lower entropy value than the other algorithms. Nevertheless, it always converges to a higher entropy value. This pattern can be observed for all nine combinations. As the value of $k$ rises, the introduced EA surpasses the other two in less number of cost evaluations. In comparing ED and PD, the algorithm using ED converges faster but at a lower entropy.
Table 3: Comparison between the high-order entropy values of final populations of the introduced EA and EAs based on ED and PD on TSPlib instances eil51, eil76 and eil101 (threshold is equal to $\alpha = 0.05$). Tests and notations are in line with Table 2.

| $\mu$ | $k$ | eil51 ($H_{\min} = 4.6250$) | eil76 ($H_{\min} = 5.0239$) | eil101 ($H_{\min} = 5.3083$) |
|-------|-----|----------------------------|-----------------------------|-----------------------------|
|       |     | ENT (1) mean stat mean stat | ENT (1) mean stat mean stat | ENT (1) mean stat mean stat |
| 12    | 2   | 5.1133 2+3+ 5.0586 1−3+ 5.0381 1−2+ | 5.4617 2+3+ 5.4047 1−3+ 5.3872 1−2+ | 5.8137 2+3+ 5.7674 1−3+ 5.7580 1−2+ |
| 12    | 3   | 5.5648 2+3+ 5.4964 1−3+ 5.4216 1−2+ | 5.8517 2+3+ 5.7699 1−3+ 5.6977 1−2+ | 6.2213 2+3+ 6.1784 1−3+ 6.1275 1−2+ |
| 12    | 4   | 5.7640 2+3+ 5.6764 1−3+ 5.6043 1−2+ | 6.0849 2+3+ 5.9346 1−3+ 5.8546 1−2+ | 6.4660 2+3+ 6.3742 1−3+ 6.3058 1−2+ |
| 20    | 2   | 5.1354 2+3+ 5.0543 1−3+ 5.0687 1−2+ | 5.4843 2+3+ 5.4205 1−3+ 5.4241 1−2+ | 5.8232 2+3+ 5.7961 1−3+ 5.7822 1−2+ |
| 20    | 3   | 5.6557 2+3+ 5.4943 1−3+ 5.5157 1−2+ | 5.9351 2+3+ 5.7911 1−3+ 6.7810 1−2+ | 6.3098 2+3+ 6.1778 1−3+ 6.1812 1−2+ |
| 20    | 4   | 5.9247 2+3+ 5.6846 1−2+ 5.7386 1−2+ | 6.1831 2+3+ 5.9656 1−3+ 5.9623 1−2+ | 6.5566 2+2+ 6.3810 1−3+ 6.3834 1−2+ |
| 50    | 2   | 5.1704 2+3+ 5.0618 1−3+ 5.1017 1−2+ | 5.5015 2+3+ 5.4194 1−3+ 4.4454 1−2+ | 5.8262 2+3+ 5.7607 1−3+ 5.7938 1−2+ |
| 50    | 3   | 5.7371 2+3+ 5.5087 1−3+ 5.6150 1−2+ | 5.9961 2+3+ 5.7861 1−3+ 5.8497 1−2+ | 6.3594 2+3+ 6.1816 1−3+ 6.2370 1−2+ |
| 50    | 4   | 6.0927 2+3+ 5.7123 1−3+ 5.8982 1−2+ | 6.2776 2+3+ 5.9674 1−3+ 6.0776 1−2+ | 6.6490 2+3+ 6.3997 1−3+ 6.4858 1−2+ |
| 100   | 2   | 5.1683 2+3+ 5.0623 1−3+ 5.1033 1−2+ | 5.4911 2+3+ 5.4227 1−3+ 5.4464 1−2+ | 5.7980 2+3+ 5.7569 1−3+ 5.7804 1−2+ |
| 100   | 3   | 5.7503 2+3+ 5.5175 1−2+ 5.6452 1−2+ | 5.9870 2+3+ 5.8120 1−3+ 5.8658 1−2+ | 6.2890 2+3+ 6.1838 1−3+ 6.2291 1−2+ |
| 100   | 4   | 6.1436 2+3+ 5.7319 1−3+ 5.9646 1−2+ | 6.3027 2+3+ 6.0127 1−3+ 6.1098 1−2+ | 6.6246 2+3+ 6.4131 1−3+ 6.4938 1−2+ |
| 500   | 2   | 5.1203 2+3+ 5.0396 1−3+ 5.0815 1−2+ | 5.4320 2+3+ 5.4013 1−3+ 5.4244 1−2+ | 5.7070 2+3+ 5.7111 1−3+ 5.7377 1−2+ |
| 500   | 3   | 5.6794 2+3+ 5.5131 1−3+ 5.6359 1−2+ | 5.8876 2+3+ 5.8077 1−3+ 5.8653 1−2+ | 6.1379 2+3+ 6.1180 1−3+ 6.1808 1−2+ |
| 500   | 4   | 6.0864 2+3+ 5.7660 1−3+ 5.9991 1−2+ | 6.2218 2+3+ 6.0399 1−3+ 6.1469 1−2+ | 6.5770 2+3+ 6.3648 1−3+ 6.4616 1−2+ |
| 1000  | 2   | 5.0909 2+3+ 5.0187 1−3+ 5.0585 1−2+ | 5.4074 2+3+ 5.3811 1−3+ 5.6926 1−2+ | 5.7194 2+3+ 5.6933 1−3+ 5.7194 1−2+ |
| 1000  | 3   | 5.6291 2+3+ 5.4760 1−3+ 5.5943 1−2+ | 5.8442 2+3+ 5.7712 1−3+ 5.8333 1−2+ | 6.0987 2+3+ 6.0891 1−3+ 6.1495 1−2+ |
| 1000  | 4   | 6.0238 2+3+ 5.7357 1−3+ 5.9498 1−2+ | 6.1771 2+3+ 6.0039 1−3+ 6.1116 1−2+ | 6.4372 2+3+ 6.3372 1−3+ 6.4348 1−2+ |

Figure 4: Impact of the number of fitness evaluations on the algorithms on eil101. The percentage values show the allowed threshold.

Figure 5 shows the edges used in the sets of 125 tours obtained from the introduced EA in constrained ($\alpha \in \{0, 0.05, 0.5\}$) and unconstrained diversity optimisation on eil101. The figure clearly highlights the proportional relationship between $\alpha$ and the diversity of the population. Figure 6 also depicts a population in a distribution with the entropy value of $H_{\min}$ (first plot on the top) with a population with $H_{\max}$ entropy (the second plot on the bottom). As the population's entropy increases, the number of incorporated edges (segments) rises while the frequency of edges inclines.
7 Conclusion

In the context of EDO, we aim to evolve diverse sets of solutions meeting minimal quality criteria. EDO has been rarely considered for classical combinatorial optimisation problems so far. We adopted a new diversity measure based on high-order entropy to maximise the diversity of a population of TSP solutions. The diversity measure allows equalising the share of segments of multiple nodes, whereas previously proposed diversity measures by Do et al. [2020] in the TSP context focus on the frequency of single edges in the population. We show theoretical properties that a maximally/minimally diverse set of solutions has to fulfill. Furthermore, we study the effects of the high-order entropy measure embedded into a simple population-based evolutionary algorithm experimentally. This algorithm uses different versions of 2-OPT mutations partially biased towards favouring high-frequency segments in TSP tours. Our results in the unconstrained setting without quality restriction and the constrained setting on TSPlib instances show the superiority of the proposed approach if the number of cost evaluations is high.

Future studies seem intriguing to enhance the state-of-the-art evolutionary algorithm EAX for the TSP in terms of EDO. Besides, the application of high-order entropy diversity optimisation into EAs for other combinatorial optimisation problems seems to be an interesting step.
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