Vortex-Core Charging Due to the Lorentz Force in a d-Wave Superconductor
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We derive augmented quasiclassical equations of superconductivity with the Lorentz force in the Matsubara formalism so that the charge redistribution due to supercurrent can be calculated quantitatively. Using it, we obtain an analytic expression for the vortex-core charge of an isolated vortex in extreme type-II materials given in terms of the London penetration depth and the equilibrium Hall coefficient. It depends strongly on the Fermi surface curvature and gap anisotropy, and may change sign even as a function of temperature due to the variation in the excitation curvature under the growing energy gap. This is also confirmed in our numerical study of high-$T_c$ superconductors.

1. Introduction

It was pointed out two decades ago that vortex cores in type-II superconductors, each of which embraces a single magnetic flux quantum, may also accumulate charge.\(^1,2\) Since then, extensive studies have been carried out both theoretically\(^3-8\) and experimentally,\(^9\) especially in connection with the sign change of the flux-flow Hall conductivity observed in a number of type-II superconductors.\(^10-16\) The purpose of this work is to develop a theoretical formalism to investigate the charging microscopically in detail and present a calculation of the charge redistribution around an isolated d-wave vortex with anisotropic Fermi surfaces.

The topic of charging in superconductors may be traced back to the pioneering work by London\(^17,18\) when he included the Lorentz force in his phenomenological equations of superconductivity. He thereby predicted the emergence of net charging due to the Hall effect whenever supercurrent flows. On the other hand, early studies on vortex-core charging\(^1-3\) regard the core as a normal region and consider its chemical potential difference from the surroundings due to the particle-hole asymmetry in the density of states. Thus, one may wonder how these two apparently different approaches may be connected with each other microscopically. Although the core charging itself has been confirmed by more refined calculations based on the Bogoliubov–de Gennes equations,\(^5-8\) it would be useful to have a formalism that enables us to calculate the charging easily for anisotropic Fermi surfaces and/or energy gaps continuously from the outer region into the core center. Note in this context that the Fermi surface curvature is a crucial element for determining the sign of the charging due to the Hall effect.

We derive augmented quasiclassical equations of superconductivity with the Lorentz force in the Matsubara formalism. In sect. 5, we present numerical results for vortex-core charging. In sect. 6, we provide a brief summary.

2. Augmented Quasiclassical Equations in the Matsubara Formalism

First, we derive the augmented quasiclassical equations of superconductivity with the Lorentz force in the equilibrium Matsubara formalism. In sect. 3, we study the analytic continuation between the Matsubara and Keldysh Green’s functions obeying the augmented quasiclassical equations. In sect. 4, we derive an analytic expression for the vortex-core charge. In sect. 5, we present numerical results for vortex-core charging. In sect. 6, we provide a brief summary.

2.1 Matsubara Green’s functions and Gor’kov equations

We consider conduction electrons in the grand canonical ensemble described by Hamiltonian $\hat{H}$ with static electromagnetic fields, which are expressed here in terms of the static scalar potential $\Phi(r)$ and vector potential $A(r)$ as $E(r) = -\nabla \Phi(r)$ and $B(r) = \nabla \times A(r)$. Let us distinguish the creation and annihilation operators for electrons with integer subscripts $i = 1, 2$ as $\hat{\psi}_1(\xi) \equiv \hat{\psi}(\xi)$ and $\hat{\psi}_2(\xi) \equiv \hat{\psi}^\dagger(\xi)$, where $\xi = (r, \alpha)$ with $r$ and $\alpha$ denoting the space and spin coordinates, respectively. Next, we introduce their Heisenberg
representations by $\hat{\psi}_i(1) \equiv e^{r \cdot \hat{p}} \hat{\psi}_i(\xi_1) e^{-r \cdot \hat{p}}$, where the argument 1 in the round brackets denotes $1 \equiv (\xi_1, \tau_1)$, and the variable $r_1$ lies in $0 \leq \tau_1 \leq 1/k_\text{B} T$ with $k_\text{B}$ and $T$ denoting the Boltzmann constant and temperature, respectively. Using them, we introduce the Matsubara Green’s function:

$$G_{ij}(1, 2) = -\langle T_\tau \hat{\psi}_i(1) \hat{\psi}_j(2) \rangle,$$

where $T_\tau$ is the “time”-ordering operator and $\langle \cdots \rangle$ denotes the grand-canonical average.\(^{30}\) It can be expanded as

$$G_{ij}(1, 2) = k_\text{B} T \sum_{n=-\infty}^{\infty} G_{ij}(\xi_1, \xi_2; e_n) e^{-i\epsilon_n(\tau_1 - \tau_2)},$$

where $e_n = (2n + 1)\pi k_\text{B} T$ is the fermion Matsubara energy ($n = 0, \pm 1, \ldots$). Separating the spin variable $\alpha = \uparrow, \downarrow$ from $\xi = (r, \alpha)$, we introduce a new notation for each $G_{ij}$ as

$$G_{ij}(\xi_1, \xi_2; e_n) = G_{ij}(r_1, r_2; e_n),$$

$$G_{ij}(\xi_1, \xi_2; e_n) = F_{ij}(r_1, r_2; e_n),$$

$$G_{ij}(\xi_1, \xi_2; e_n) = F_{i2j}(r_1, r_2; e_n),$$

$$G_{ij}(\xi_1, \xi_2; e_n) = -\hat{g}_{i2j}(r_1, r_2; e_n).$$

Subsequently, we express the spin degrees of freedom as the $2 \times 2$ matrix

$$G(r_1, r_2; e_n) \equiv \begin{pmatrix} G_{\uparrow\uparrow}(r_1, r_2; e_n) & G_{\uparrow\downarrow}(r_1, r_2; e_n) \\ G_{\downarrow\uparrow}(r_1, r_2; e_n) & G_{\downarrow\downarrow}(r_1, r_2; e_n) \end{pmatrix}.$$  

(4)

In matrix notation, $G$ and $F$ satisfy the following symmetry relations:\(^{27}\)

$$G(r_1, r_2; e_n) = G^\dagger(r_1, r_2; -e_n) = G^T(r_1, r_2; -e_n),$$

$$F(r_1, r_2; e_n) = -F^\dagger(r_1, r_2; -e_n) = -F^T(r_1, r_2; -e_n),$$

(5a)

(5b)

where $\dagger$ and $^T$ denote the Hermitian conjugate and transpose, respectively. It follows from these symmetry relations that $G(r_1, r_2; e_n) = G^*(r_1, r_2; e_n)$ and $F(r_1, r_2; e_n) = F^*(r_1, r_2; e_n)$ hold, where superscript $^*$ denotes the complex conjugate. Using $G$ and $F$, we define a $4 \times 4$ Nambu matrix by

$$\hat{G}(r_1, r_2; e_n) \equiv \begin{pmatrix} G(r_1, r_2; e_n) & F(r_1, r_2; e_n) \\ -F^*(r_1, r_2; e_n) & G^*(r_1, r_2; e_n) \end{pmatrix}.$$  

(6)

In the mean-field approximation, they satisfy the Gor’kov equations:\(^{27, 31}\)

$$\left[ (ie_n - \hat{\mathcal{K}}_1) \sigma_n + 0 \right] \hat{G}(r_1, r_2; e_n) = \int d^3 r_2' \mathcal{U}_\text{BDG}(r_1, r_2') \hat{G}(r_3, r_2; e_n) + \hat{\delta}(r_1 - r_2),$$

(7)

where $\sigma_n$ and $0$ denote the $2 \times 2$ unit and zero matrices, respectively. Operator $\hat{\mathcal{K}}_1$ is defined by

$$\hat{\mathcal{K}}_1 \equiv \frac{1}{2 m} \left[ -i \hbar \frac{\partial}{\partial r_1} - e A(r_1) \right]^2 + e \Phi(r_1) - \mu,$$

(8)

where $m$ is the electron mass, $e < 0$ is the electron charge, and $\mu$ is the chemical potential. Matrix $\mathcal{U}_\text{BDG}(r_1, r_2)$ denotes

$$\hat{\mathcal{U}}_\text{BDG}(r_1, r_2) \equiv \begin{pmatrix} U_{11}(r_1, r_2) & \Delta(r_1, r_2) \\ -\Delta^*(r_1, r_2) & -U_{11}^*(r_1, r_2) \end{pmatrix},$$

(9)

where $U_{11}$ is the Hartree-Fock potential and $\Delta$ is the pair potential.\(^{30}\) Finally, matrix $\hat{\delta}$ on the right-hand side of Eq. (7) is defined by

$$\hat{\delta}(r_1 - r_2) \equiv \begin{pmatrix} \delta(r_1 - r_2) \sigma_n & 0 \\ 0 & \delta(r_1 - r_2) \sigma_n \end{pmatrix}.$$  

(10)

Equation (7) is invariant through the gauge transformation in terms of a continuously differentiable function $\chi(r)$:\(^{27}\)

$$A(r_1) = A'(r_1) + \frac{\partial \chi(r_1)}{\partial r_1},$$

(11a)

$$\hat{G}(r_1, r_2; e_n) = \hat{\Theta}(r_1) \hat{G}'(r_1, r_2; e_n) \hat{\Theta}^*(r_2),$$

(11b)

$$\hat{U}_\text{BDG}(r_1, r_2) = \hat{\Theta}(r_1) \hat{U}_\text{BDG}'(r_1, r_2) \hat{\Theta}^*(r_2),$$

(11c)

where matrix $\hat{\Theta}$ is defined by

$$\hat{\Theta}(r_1) \equiv \begin{pmatrix} e^{i \chi(r_1)/\hbar} & 0 \\ 0 & e^{-i \chi(r_1)/\hbar} \end{pmatrix}.$$  

(12)

\[2.2\] **Gauge-covariant Wigner transform**

The original Wigner transform\(^{32}\) breaks the gauge invariance with respect to the center-of-mass coordinate when applied to the Green’s functions of charged systems. To remove this drawback, we introduce the gauge-covariant Wigner transform for the Green’s functions.\(^{27, 28}\) First, we introduce the line integral

$$I(r_1, r_2) \equiv \frac{e}{\hbar} \int_{r_2}^{r_1} A(s) \cdot ds,$$

(13)

where $s$ denotes a straight-line path from $r_2$ to $r_1$. Next, we define matrix $\hat{\Gamma}$ by

$$\hat{\Gamma}(r_1, r_2) \equiv \begin{pmatrix} e^{i \chi(r_1)/\hbar} & 0 \\ 0 & e^{-i \chi(r_1)/\hbar} \end{pmatrix}.$$  

(14)

Now, the gauge-covariant Wigner transform for the Green’s functions Eq. (6) is defined by

$$\hat{\Gamma}(e_n, p, r_{12}) \equiv \int d^3 r_2 e^{-i p \cdot r_{12}/\hbar} \hat{\Gamma}(r_1, r_2) \hat{G}(r_1, r_2; e_n) \hat{\Gamma}(r_2, r_{12})$$

$$\equiv \begin{pmatrix} G(e_n, p, r_{12}) & \hat{F}(e_n, p, r_{12}) \\ -\hat{F}^*(e_n, -p, r_{12}) & G^*(e_n, -p, r_{12}) \end{pmatrix},$$

(15a)

with $r_{12} \equiv (r_1 + r_2)/2$ and $r_{12} \equiv r_1 - r_2$, the inverse of which is given by

$$\hat{\Gamma}(r_1, r_{12}) \equiv \begin{pmatrix} e^{i \chi(r_1)/\hbar} \hat{G}(e_n, p, r_{12}) \hat{\Gamma}(r_2, r_{12}) \end{pmatrix}.$$  

(15b)
It can be shown easily that \( \hat{G}(\varepsilon_n, p, r_{12}) \) changes under the gauge transformation in Eq. (11) to

\[
\hat{G}(\varepsilon_n, p, r_{12}) = \tilde{\Theta}(r_{12}) \hat{G}(\varepsilon_n, p, r_{12}) \tilde{\Theta}^*(r_{12}). \tag{16}
\]

Thus, only the center-of-mass coordinate is relevant to the variation of \( \hat{G}(\varepsilon_n, p, r_{12}) \) under the gauge transformation.

### 2.3 Derivation of augmented quasiclassical equations

With these preliminaries, we derive the augmented quasiclassical equations in the Matsubara formalism following the procedure in Ref. 28 for the Keldysh formalism.

Let us introduce the functions

\[
\mathcal{E}_1(u) \equiv \int_0^1 dp \hat{e}^\mu = \hat{e}_1 - \frac{1}{u}, \tag{17a}
\]

\[
\mathcal{E}_2(u) \equiv \int_0^1 dp \int_0^u dp' \hat{e}^\mu = \frac{e^\mu - 1 - u}{u^2}, \tag{17b}
\]

The line integral in Eq. (13) and its partial derivatives are expressible in terms of these functions as

\[
I(r_1, r_2) = \frac{e^\mu}{\hbar} \mathcal{E}_1 \left( \frac{p_1}{2} \cdot \frac{\partial}{\partial r_1} \right) - \mathcal{E}_2 \left( \frac{p_1}{2} \cdot \frac{\partial}{\partial r_2} \right) \hat{G}(r_{12}), \tag{18}
\]

\[
\frac{\partial}{\partial r_1} I(r_1, r_2) = \frac{e^\mu}{2\hbar} A(r_1) - \frac{e^\mu}{2\hbar} A(r_2) - \frac{e^\mu}{4\hbar} \left[ 2 \mathcal{E}_1 \left( \frac{p_1}{2} \cdot \frac{\partial}{\partial r_1} \right) - \mathcal{E}_2 \left( \frac{p_1}{2} \cdot \frac{\partial}{\partial r_1} \right) \right] \hat{G}(r_{12}), \tag{19a}
\]

\[
\frac{\partial}{\partial r_1} I(r_1, r_2) = \frac{e^\mu}{2\hbar} A(r_1) - \frac{e^\mu}{2\hbar} A(r_2) - \frac{e^\mu}{4\hbar} \left[ 2 \mathcal{E}_1 \left( \frac{p_1}{2} \cdot \frac{\partial}{\partial r_2} \right) - \mathcal{E}_2 \left( \frac{p_1}{2} \cdot \frac{\partial}{\partial r_2} \right) \right] \hat{G}(r_{12}). \tag{19b}
\]

Let us substitute Eq. (15b) into Eq. (7). Then, the kinetic-energy terms can be transformed into

\[
\hat{K}_1 G(r_1, r_2; \varepsilon_n) \approx e^{-iH(r_1, r_2)} e^{-i\int (r_2, r_1)} \int \frac{d^3p}{(2\pi\hbar)^3} e^{ip_{12}/h} \hat{G}(r_{12})
\]

\[
\times \left\{ \hat{\xi}_p + e\Phi(r_1) - \frac{i\hbar}{2} v \cdot \frac{\partial}{\partial r_1} - \frac{i\hbar}{2} E(r_1) \cdot \partial_p \right\} \hat{G}(\varepsilon_n, p, r_{12}), \tag{20a}
\]

\[
\hat{K}_1 \hat{G}(r_1, r_2; \varepsilon_n) \approx e^{-iH(r_1, r_2)} e^{-i\int (r_2, r_1)} \int \frac{d^3p}{(2\pi\hbar)^3} e^{ip_{12}/h} \hat{G}(r_{12})
\]

\[
\times \left\{ \hat{\xi}_p + e\Phi(r_1) - \frac{i\hbar}{2} v \cdot \frac{\partial}{\partial r_1} - e v \cdot A(r_1) \right\} \hat{G}(\varepsilon_n, p, r_{12}), \tag{20b}
\]

\[
\hat{K}_1 \hat{G}(r_1, r_2; \varepsilon_n) \approx e^{iH(r_1, r_2)} e^{i\int (r_2, r_1)} \int \frac{d^3p}{(2\pi\hbar)^3} e^{ip_{12}/h} \hat{G}(r_{12})
\]

\[
\times \left\{ \hat{\xi}_p + e\Phi(r_1) - \frac{i\hbar}{2} v \cdot \frac{\partial}{\partial r_1} + e v \cdot A(r_1) \right\} \hat{G}(\varepsilon_n, p, r_{12}), \tag{20c}
\]

where \( \hat{\xi}_p \equiv p^2/2m - \mu \), and \( \partial \) is defined by

\[
\partial \equiv \begin{cases} \nabla & \text{on } G \\ \nabla - \frac{2eA}{\hbar} & \text{on } \hat{G} \\ \nabla + \frac{2eA}{\hbar} & \text{on } \hat{G}^* \end{cases}. \tag{21a}
\]

The following approximations have been adopted in deriving Eq. (20): (i) We have neglected spatial derivatives of both \( E \) and \( B \), which amounts to setting \( \mathcal{E}_1 \rightarrow 1 \) and \( \mathcal{E}_2 \rightarrow 1/2 \). (ii) We also have neglected terms second-order in \( \partial r_{12} \), \( \hat{G} \), and \( B \). (iii) We have expanded \( \hat{G} \) around \( r_{12} \) up to the first order in \( \hat{G}(r_{12}) \). By these procedures, we obtain the Gor’kov equations in the Wigner representation,

\[
i\varepsilon_n \hat{G}(\varepsilon_n, p, r) - \left[ \hat{\xi}_p + e\Phi(r) - \frac{i\hbar}{2} v \cdot \partial \right] \hat{G}(\varepsilon_n, p, r) \equiv \hat{\tau}_3 \hat{G}(\varepsilon_n, p, r)
\]

\[
+ \frac{i\hbar}{2} e\Phi(r) \cdot \partial_p \hat{G}(\varepsilon_n, p, r) + \frac{i\hbar}{8} ev \cdot [B(r) \times \partial_p] \hat{G}(\varepsilon_n, p, r) + \hat{\tau}_3 \hat{G}(\varepsilon_n, p, r) \hat{\tau}_3 \equiv \hat{1}, \tag{22}
\]

where \( \hat{\tau}_3 \) is defined by

\[
\hat{\tau}_3 \equiv \begin{pmatrix} 0 & 0 \\ \bar{\tau}_3 & 0 \end{pmatrix}, \tag{23}
\]

and \( \hat{1} \) denotes the \( 4 \times 4 \) unit matrix. We take the Hermitian conjugate of Eq. (22), use the symmetries \( \hat{U}_{\text{Bac}}(p, r) = \hat{U}_{\text{Bac}}^{-1}(p, r) \), and \( \hat{G}(\varepsilon_n, p, r) = \hat{G}(\varepsilon_n, p, r) \), and set \( \varepsilon_n \rightarrow -\varepsilon_n \) to obtain

\[
i\varepsilon_n \hat{G}(\varepsilon_n, p, r) - \left[ \hat{\xi}_p + e\Phi(r) + \frac{i\hbar}{2} v \cdot \partial \right] \hat{G}(\varepsilon_n, p, r) \hat{\tau}_3
\]

\[
+ \frac{i\hbar}{2} e\Phi(r) \cdot \partial_p \hat{G}(\varepsilon_n, p, r) \hat{\tau}_3
\]

\[
+ \frac{i\hbar}{8} ev \cdot [B(r) \times \partial_p] \hat{G}(\varepsilon_n, p, r) \hat{\tau}_3
\]

\[
- \hat{G}(\varepsilon_n, p, r) \hat{U}_{\text{Bac}}(p, r) \hat{1}, \tag{24}
\]

Equations (22) and (24) are referred to as the left and right Gor’kov equations, respectively. Now, we operate \( \hat{\tau}_3 \) from the left and right sides of Eq. (24) and subtract the resulting equation from Eq. (22). We thereby obtain

\[
[i\varepsilon_n \hat{\tau}_3 - \hat{U}_{\text{Bac}}(p, r) \hat{\tau}_3, \hat{\tau}_3 \hat{G}(\varepsilon_n, p, r)]
\]
\[
+ \frac{i}{\hbar} \mathbf{v} \cdot \partial \hat{\tau} \hat{G}(\varepsilon_n, p, r) + i \hbar \mathbf{E}(r) \cdot \partial_p \hat{\tau} \hat{G}(\varepsilon_n, p, r) \\
+ \frac{i}{2} e \mathbf{v} \cdot [B(r) \times \partial_p], \{\hat{\tau}_3, \hat{\tau} \hat{G}(\varepsilon_n, p, r)\} = 0,
\]
with \[\{a, b\} = \hat{a} \hat{b} - \hat{b} \hat{a}\] and \[\{a, b\} = \hat{a} \hat{b} + \hat{b} \hat{a}\].

Finally, we perform integration over \[\xi_p\] neglecting all the \[\xi_p\] dependences except those in \[\hat{G}\]. To this end, we introduce the quasiclassical Green’s functions:
\[
\hat{g}(\varepsilon_n, p, r, r') \equiv P \int_{-\infty}^{\infty} \frac{d\xi_p}{\pi} \hat{\tau}_3 \hat{G}(\varepsilon_n, p, r, r') = \left[ \begin{array}{cc} \hat{g}(\varepsilon_n, p, r) & -i f(\varepsilon_n, p, r) \\ -i \overline{f}^*(\varepsilon_n, -p, r) & -\hat{g}^*(\varepsilon_n, -p, r) \end{array} \right],
\]
where \[P\] denotes the principal value. We also carry out the following procedures to obtain the final equations: (i) Rewrite \[\partial_p = \partial_{p_i} + v_F(\partial/\partial \xi_p)\] with \[p_i\] the component on the energy surface of \[\xi_p\] is constant. (ii) Make use of \[v_F \times \partial_{p_i} = v_F \times \partial_p\] and
\[
P \int_{-\infty}^{\infty} \frac{d\xi_p}{\pi} \partial_p \hat{\tau}_3 \hat{G}(\varepsilon_n, p, r) = 0, \quad (m = 1, 2, \cdots).
\]

(iii) Neglect the term \[E \cdot \partial_p\] because it is second-order in the quasiclassical parameter \[\delta_0 \equiv h/(pv_F)\xi_0 < 1, 18, 20\] where \[\xi_0\] is the coherence length defined in terms of the zero-temperature energy gap \[\Delta_0\] at \[B = 0\] by \[\xi_0 \equiv h/(pv_F)/(\Delta_0)\]. We thereby obtain the augmented quasiclassical equations in the Matsubara formalism as
\[
\left[ i \varepsilon_n \hat{\tau}_3 - \mathcal{U}_{\text{BDG}}(p, r) \hat{\tau}_3, \hat{g}(\varepsilon_n, p, r, r') + i \hbar v_F \cdot \partial \hat{g}(\varepsilon_n, p, r)
\right. \\
\left. + \frac{i}{2} e v_F \cdot [B(r) \times \partial_p], \{\hat{\tau}_3, \hat{g}(\varepsilon_n, p, r, r')\} = 0.
\]

Thus, the electric field is absent from the equations in the Matsubara formalism unlike those in the Keldysh formalism.

Now, we consider the weak-coupling case and include the effects of impurity scatterings in the self-consistent Born approximation by \[27\] \[\mathcal{U}_{\text{BDG}}(p, r) \rightarrow \hat{\Lambda}(p, r) + \hat{\sigma}_{\text{imp}}(\varepsilon_n, r)\]. The pair potentials \[\hat{\Lambda}(p, r)\] and impurity self-energy \[\hat{\sigma}_{\text{imp}}(\varepsilon_n, r)\] are given explicitly by
\[
\hat{\Lambda}(p, r) \equiv \left[ \begin{array}{cc} 0 & \hat{\Delta}(p, r) \\ -\hat{\Delta}^*(p, r) & 0 \end{array} \right],
\]
\[
\hat{\sigma}_{\text{imp}}(\varepsilon_n, r) = -\frac{i e}{2} v_F \hat{g}(\varepsilon_n, p, r) \hat{\tau}_3,
\]
where \(r\) is the relaxation time and \(\langle \cdots \rangle_F\) denotes the Fermi surface average with \(\langle 1 \rangle_F = 1\). The augmented quasiclassical equations in the Matsubara formalism are then given by
\[
\left[ i \varepsilon_n \hat{\tau}_3 - \hat{\Lambda} - \hat{\sigma}_{\text{imp}} \hat{\tau}_3, \hat{g} \right.
\]
\[
+ i \hbar v_F \cdot \partial \hat{g} + \frac{i}{2} e (v_F \times B) \cdot \partial_p \{\hat{\tau}_3, \hat{g} \} = 0.
\]

Matrices \[\hat{g}\] and \[\hat{\Lambda}\] can be written as \[27\]
\[
\hat{g} \equiv \left[ \begin{array}{cc} g & -i f \\ -i \overline{f} & -\hat{g} \end{array} \right], \quad \hat{\Lambda} \equiv \left[ \begin{array}{cc} 0 & \hat{\Delta} \\ -\hat{\Delta} & 0 \end{array} \right],
\]
where the barred functions are defined generally by \[\hat{g}(\varepsilon_n, p, r) \equiv g^*(\varepsilon_n, -p, r)\]. It is worth pointing out that the same equations result in the gauge \(E(r) = -\partial \mathbf{A}'(r, t)/\partial t\) and \(B(r) = \nabla \times \mathbf{A}'(r, t)\) with \(\Phi' = 0\). The gauge transformation \([\Phi, \mathbf{A}] \rightarrow (0, \mathbf{A}')\) is given by
\[
\Phi(r) = -\frac{\partial \chi(r, t)}{\partial t}, \quad \mathbf{A}(r) = \mathbf{A}'(r, t) + \nabla \chi(r, t), \quad \hat{g}(\varepsilon_n, p, r) = \hat{g}'(\varepsilon_n, p, r), \quad \hat{f}(\varepsilon_n, p, r) = \hat{f}'(\varepsilon_n, p, r) e^{2i \chi(r, t)/\hbar},
\]
where the continuously differentiable function \(\chi(r, t)\) is fixed by
\[
\nabla \chi(r, t) = E(r)t, \quad \frac{\partial \nabla \chi(r, t)}{\partial t} = -\frac{\partial \mathbf{A}'(r, t)}{\partial t}.
\]

3. Analytic Continuation in Terms of Frequency

Next, we consider the augmented quasiclassical equations in the Keldysh formalism and study their connection with Eq. (29). It is convenient when describing equilibrium states in the Keldysh formalism to set \(\Phi' = 0\) and express static electromagnetic fields in terms of only the vector potential \(\mathbf{A}'\) with linear time dependence as \(E(r) = -\partial \mathbf{A}'(r, t)/\partial t\) and \(B(r) = \nabla \times \mathbf{A}'(r, t)\). The rationale for this is that the scalar potential \(\Phi'\) in the Keldysh formalism always appears in the covariant form \(i \hbar \partial/\partial t - 2 e \mathbf{F}'\), which in the present gauge can be set equal to zero naturally for static situations. Thus, we derive the augmented quasiclassical equations in the Keldysh formalism in the static case using the following line integral:
\[
\mathbf{I}(r_1', r_2') \equiv -\frac{e}{\hbar} \int_{r_1'}^{r_2'} \hat{A}(\hat{s}) \cdot d\hat{s},
\]
where \(r_1' \equiv (t_1, r_1)\) is the four-vector, \(d\hat{s}\) is taken along the straight line, and \(\hat{A}(r, t)\) is given by
\[
\hat{A}(r, t) \equiv \left( -\frac{\partial \chi(r, t)}{\partial t}, -\mathbf{A}'(r, t) - \nabla \chi(r, t), \right),
\]
where \(\chi(r, t)\) is also fixed as Eq. (32). The gauge-covariant Wigner transform for the retarded Green’s functions is now given by
\[
\hat{\mathcal{G}}^R(\varepsilon, p, r_{12}) \equiv \int d^3 \hat{r}_{12} d\hat{t}_{12} e^{-i(p \hat{r}_{12} - \varepsilon \hat{t}_{12})/\hbar} \hat{I}(\hat{r}_{12}, \hat{r}_1') \hat{\mathcal{G}}^R(\hat{r}_1, r_2; \hat{r}_{12}) \hat{I}(\hat{r}_{12}, \hat{r}_2'),
\]
where \(t_{12} \equiv (t_1 + t_2)/2, \hat{t}_{12} \equiv t_1 - t_2,\) and matrix \(\hat{I}\) is defined by
\[
\hat{I}(\hat{r}_{12}, \hat{r}_1') \equiv \left[ \begin{array}{cc} \hat{g}^R e^{i \hat{H}(r_{12})} & 0 \\ 0 & \hat{g}^R e^{-i \hat{H}(r_{12})} \end{array} \right].
\]

The corresponding augmented quasiclassical equations for
the retarded submatrix $\bar{g}^R = \bar{g}^R(\epsilon, p_F, r)$ are given by\textsuperscript{18,28}
\begin{equation}
[\tilde{\epsilon}_3 - \tilde{\Delta}_3 - \delta_{\text{imp}} \tilde{\epsilon}_3, \tilde{g}^R] + ihv_F \cdot \frac{\partial}{\partial \epsilon} \tilde{g}^R
+ \frac{i}{2} \left[ e v_F \cdot E \left( \frac{\partial}{\partial \epsilon} + e(v_F \times B) \cdot \frac{\partial}{\partial p_F} \right) \right] \tilde{\epsilon}_3, \tilde{g}^R \right) = 0,
\end{equation}

\begin{equation}
\delta_{\text{imp}}^R \equiv -\frac{i}{2\tau} \left( \tilde{g}^R \right)^R \tilde{\epsilon}_3.
\end{equation}
The quasiclassical Green's function $\tilde{g}^R$ is expressible as\textsuperscript{18,28}
\begin{equation}
\tilde{g}^R = \begin{pmatrix} 
\tilde{g}^R & -i\tilde{g}^R \\
-i\tilde{g}^R & -\tilde{g}^R 
\end{pmatrix},
\end{equation}
where each barred 2×2 submatrix is connected generally to its unbarred equivalent as $\tilde{g}(\epsilon, p_F, r) = g^R(\epsilon, p_F, r)$. Thus, Eq. (37) manifestly contains an electronic-field term, which is absent in Eq. (29), however. The issue here is how to perform the analytic continuation between $\tilde{g}$ and $\tilde{g}^R$ obeying Eqs. (29) and (37) with different forms. Alternatively, one may depend solely on Eq. (37) and put $e \to i\epsilon_0$ directly; however, this procedure also has a difficulty in how to perform differentiation with respect to $\epsilon_0$, which has discrete values.

To find the procedure, we extract the (1,1) and (1,2) submatrix elements from Eq. (37). They can be written explicitly as
\begin{equation}
\rho \cdot \nabla \bar{g}^R + e v_F \cdot E + e(v_F \times B) \cdot \frac{\partial}{\partial p_F} \tilde{g}^R
- \Delta^R - \frac{\xi}{2\tau} \left( \frac{\nabla \tilde{g}^R}{\tilde{g}^R} \right) - \left( \frac{\nabla \tilde{g}^R}{\tilde{g}^R} \right) = 0,
\end{equation}

\begin{equation}
-2ie v_F + \frac{\nabla}{\tilde{g}^R} \left( \nabla - \frac{2eA'}{h} \right) \tilde{g}^R - \Delta^R \tilde{g}^R - \tilde{g}^A
+ \frac{\xi}{2\tau} \left( \tilde{g}^R \right) - \left( \frac{\nabla \tilde{g}^R}{\tilde{g}^R} \right) + \left( \frac{\nabla \tilde{g}^R}{\tilde{g}^R} \right) = 0.
\end{equation}

We then write the gradient term in Eq. (39a) together with the electric-field term as
\begin{equation}
\nabla \bar{g}^R + e E \cdot \frac{\partial}{\partial \epsilon} \tilde{g}^R \equiv \nabla \bar{g}^R,
\end{equation}
and eliminate $g^R$ in the two equations in favor of $\tilde{g}^R$. We then use (i) the smallness of the Lorentz term by $\delta \ll 1$\textsuperscript{18} (ii) $\tilde{g}^R \cong \tilde{g}$, for the leading order and (iii) $\tilde{g}^R - g^R = O(\delta^2)$. The procedure yields
\begin{equation}
\rho \cdot \nabla g^R + e v_F \cdot E + e(v_F \times B) \cdot \frac{\partial}{\partial p_F} \tilde{g}^R
- \Delta^R + \frac{\xi}{2\tau} \left( \frac{\nabla \tilde{g}^R}{\tilde{g}^R} \right) - \left( \frac{\nabla \tilde{g}^R}{\tilde{g}^R} \right) = 0,
\end{equation}

\begin{equation}
-2ie v_F + \frac{\nabla}{\tilde{g}^R} \left( \nabla - \frac{2eA'}{h} \right) \tilde{g}^R - \Delta^R \tilde{g}^R - \tilde{g}^A
+ \frac{\xi}{2\tau} \left( \tilde{g}^R \right) - \left( \frac{\nabla \tilde{g}^R}{\tilde{g}^R} \right) + \left( \frac{\nabla \tilde{g}^R}{\tilde{g}^R} \right) = 0.
\end{equation}

These equations are identical in form with those for $(g, f')$ from Eq. (29) transformed by Eq. (31), as can be seen easily. This implies that we may perform the analytic continuation in terms of $\epsilon_0 > 0$ using
\begin{equation}
\frac{\Delta^R(\epsilon_0, p_F, r)}{\bar{g}^R(\epsilon_0, p_F, r)} = \frac{\Delta^R(\epsilon, p_F, r)}{\bar{g}^R(\epsilon, p_F, r)}.
\end{equation}

Accordingly, the expression for the charge density in the Matsubara formalism needs to be modified. To see this, we start from the expression in the Keldysh formalism:\textsuperscript{4,24}
\begin{equation}
\rho = -\frac{eN(0)}{4} \int_{-\infty}^\infty \text{Tr}(\tilde{g}^K_{\epsilon'} \epsilon' d\epsilon).
\end{equation}

Here, $N(0)$ is the normal density of states per spin and unit volume at the Fermi energy, $\text{Tr}$ denotes the trace in spin space, and $g^K = (\bar{g}^R - \bar{g}^A)\tanh(\epsilon/2k_B T)$ in equilibrium with $g^K \equiv -\bar{g}^R(\bar{g}^R)^\dagger \bar{g}^A$, where $\bar{g}_3$ denotes the third Pauli matrix. Let us apply the operator $\nabla$ to this equation, substitute Eq. (40), and use $\text{Tr}\bar{g}^K \to \pm 4$ for $\epsilon \to \pm \infty$ to perform integration with respect to $\epsilon$ for the electric-field term. This leads to
\begin{equation}

\nabla \rho = -\frac{eN(0)}{4} \int_{-\infty}^\infty \text{Tr}(\tilde{g}^R - \tilde{g}^A)\tanh \frac{\epsilon}{2k_B T} d\epsilon
+ 2e^2 N(0) E.
\end{equation}

Deforming the contour of the above integral towards the imaginary axis using the residue theorem, and noting Eq. (42), we can express the charge density in terms of $\tilde{g}(\epsilon_0, p_F, r)$ as
\begin{equation}
\rho = -e k_B T e N(0) \sum_{\epsilon = -\infty}^\infty \text{Tr}(\tilde{g}_{\epsilon'} \epsilon') - 2e^2 N(0) \Phi.
\end{equation}

This expression is the same as that in Refs. 4, 26, and 33. On the other hand, the formula for the current density has no extra term with $E$ because $(v_F)F = 0$, and so is the equation for the energy gap.\textsuperscript{4,24,27} This argument is valid even when the impurity self-energy is incorporated. This completes our formulation of the augmented quasiclassical equations in the Matsubara formalism.

4. Equation of Electric Field and Expression for Vortex-Core Charge
We now solve Eqs. (29) and (43) for the spin-singlet pairing without spin paramagnetism, where $g$ is expressible as $g = g_{0F}$. As in Ref. 18, we expand $g$ and $\rho$ formally in $\delta$ as $g = g_0 + g_1 + \cdots$ and $\rho = \rho_0 + \rho_1 + \cdots$, where $g_0$ and $\rho_0$ are the solutions of the standard Eilenberger equations.\textsuperscript{24,26} We then find that $g_1$ is expressible in terms of $g_0$ as\textsuperscript{18}
\begin{equation}
\nabla g_1 = -e B \times \frac{\partial g_0}{\partial p_F}.
\end{equation}

Next, we apply the operator $\nabla$ to Eq. (43), substitute Eq. (44) and Gauss’ law $\rho = \epsilon_0 \nabla \cdot E$ ($\epsilon_0$: vacuum permittivity), and use $\nabla \cdot E = 0$. We thereby obtain
\begin{equation}
\lambda_T^2 E = E = -i k_B T B \times \int_{\epsilon = -\infty}^\infty \left( \frac{\partial g_0}{\partial p_F} \right)_{\epsilon}.
\end{equation}
where \( \lambda_{TF} \equiv \sqrt{\epsilon_0/2e^2 N(0)} \) is the Thomas-Fermi screening length. This equation enables us to calculate the electric field and charge density microscopically even in the presence of impurity scattering based on the solution of the standard Eilenberger equations in the Matsubara formalism.

For extreme type-II materials in the clean limit, we can also estimate the vortex-core charge analytically based on Eq. (45) and the charge neutrality condition. It follows from Eq. (45) that the electric field outside the core obeys

\[
E = B \times \mathbf{K}_d j
\]

with the tensor Hall coefficient\(^{18}\)

\[
\mathbf{K}_d \equiv \frac{1}{2eN(0)} \left( \frac{\partial}{\partial p_F} (1-Y) \right) \left(v_F(1-Y)\right)^{-1},
\]

where \( Y = Y(p_F, T) \) is the Yosida function.\(^{18,27}\) Assuming cylindrical symmetry outside the core, we can express the flux density and supercurrent as\(^{27}\)

\[
B(r) = \frac{\Phi_0}{2\pi L_\perp} K_0 \left( \frac{r}{L_\perp} \right), \quad j(r) = \frac{\Phi_0}{2\pi L_\perp^2 \mu_0} K_1 \left( \frac{r}{L_\perp} \right),
\]

where \( K_{0,1}(x) \) are the modified Bessel functions, \( L_\perp \) is the London penetration depth at finite temperatures, and \( \Phi_0 \equiv \hbar/2|\psi| \) and \( \mu_0 \) denote the magnetic flux quantum and vacuum permeability, respectively. Using them in Eq. (46), we obtain the electric field along the radial direction as

\[
E(r) = -\frac{R_H \Phi_0^2}{4\pi^2 L_\perp^4 \mu_0} K_0 \left( \frac{r}{L_\perp} \right) K_1 \left( \frac{r}{L_\perp} \right),
\]

where \( R_H \) denotes the diagonal element of \( \mathbf{K}_d \). We then integrate the resulting charge density \( \rho = \epsilon_0 \nabla \cdot E \) over \( r_c \leq r \leq \infty \) with \( r_c \sim \xi_0 \) to estimate the charge accumulated in the outer region per unit length along the flux line, which should be equal in magnitude and opposite in sign to that in \( r \leq r_c \) due to the charge neutrality condition. We thereby obtain the following expression for the vortex-core charge within \( r \leq r_c \) per unit length along the flux line:

\[
Q_c = -\frac{\epsilon_0 R_H \Phi_0^2 r_c}{4\pi^2 L_\perp^4 \mu_0} K_0 \left( \frac{r_c}{L_\perp} \right) K_1 \left( \frac{r_c}{L_\perp} \right) \approx \frac{e^2 R_H}{32\pi^2 L_\perp^4} \ln \frac{r_c}{L_\perp},
\]

where \( \alpha \equiv e^2/4\pi \epsilon_0 \hbar c \) is the fine-structure constant with \( c \) the light velocity, and we have used \( K_0(x) \approx -\ln x \) and \( K_1(x) \approx 1/x \) for \( x \approx r_c/L_\perp \ll 1 \). Equation (50) implies that the magnitude of the core charge depends crucially on \( L_\perp \). It also follows from Eq. (47) that both the sign and magnitude of \( Q_c \) are strongly affected by the curvature of the Fermi surface and may also exhibit substantial temperature dependence in the presence of gap anisotropy due to the factor \( Y = Y(p_F, T) \).

Since the Lorentz force is the only possible source of charging outside the core where \( |\Delta r| = \text{constant} \), Eq. (50) should be quantitatively correct for extreme type-II materials. Indeed, this contribution can also be understood in terms of Bernoulli’s principle\(^{18,34} \) and \( \epsilon_0 \Delta \mu = \mu_n - \mu_s \) between the normal and (homogeneous) superconducting states does not affect \( E(r) = -\nabla \Phi(r) \) and hence does not affect charging at all. The reduction of \( |\Delta(r)| \) for \( r \leq \xi_0 \) may also contribute to the charging when particle-hole asymmetry is present, as discussed in earlier studies.\(^{1,2} \) Since the charge screening length \( \lambda_{TF} \sim \hbar/p_F \) is short, however, this additional contribution, if any, can only cause extra spatial variation confined in \( r \leq r_c \) that cancels out within the core due to the charge neutrality condition.

Choosing \( \xi_0 \sim 20 \AA \) and \( L_\perp = 100\xi_0 \) as appropriate values for high-\( T_c \) superconductors with the magnetic field along the c-axis, we can use Eq. (50) to estimate the vortex-core charge accumulated over the length \( \Delta z \sim 5 \AA \) along the flux line as \( |Q_c| \approx |Q_c| |\Delta z| \sim 10^{-3} |\epsilon| \) and \( |Q_c| \sim 10^{-4} |\epsilon| \)\(^{2} \). Note that at the same time, the magnitude can be increased substantially for
smaller $\lambda_L$ according to Eq. (50).

5. Numerical Examples for Vortex-Core Charging

We have also performed detailed numerical calculations on the following dimensionless single-particle energy of a two-dimensional square lattice appropriate for high-$T_c$ superconductors:18,35

$$\varepsilon_p = -2(\cos p_x + \cos p_y) + 4t_1(\cos p_x \cos p_y - 1)$$
$$+ 2t_2(\cos 2p_x + \cos 2p_y - 2)$$

with $t_1 = 1/6$ and $t_2 = -1/5$, which forms a band over $-4 \leq \varepsilon_p \leq 4$. The normal Hall coefficient for this model changes sign from negative to positive as the electron filling $n \in [0, 2]$ is increased through $n_c = 1.03$.18 We study an isolated $d$-wave vortex with $\mathbf{B} \parallel \mathbf{z}$ centered at the origin in the $(x, y)$ plane in the clean limit; the pair potential is given by $\Delta(p, r) = \Delta(r) \phi(p) e^{-\varepsilon_0^c}$, where $\phi \equiv \arctan(y/x)$, and $\phi(p)$ is modeled for $n \geq 0.8$ as $\phi(p) = C \left[(p_{Fx} - \pi)^2 - (p_{Fy} - \pi)^2\right]$ with $C$ denoting the normalization constant determined by $\langle \phi^2 \rangle_F = 1$.

Our numerical procedure is summarized as follows. We first solve the standard Eilenberger equations self-consistently23,27 to obtain $(\varepsilon_0, \Delta, \mathbf{B})$ for the isolated $d$-wave vortex. The resulting solution is used subsequently to calculate the electric field and charge using Eq. (45) and $\rho = \varepsilon_0 \nabla \cdot \mathbf{E}$, respectively. The parameters of this system are the coherence length $\xi_0$, magnetic penetration depth $\lambda_0 \equiv \left[\mu_0 N(0)e^2/(\hbar v_F)^2\right]^{-1/2}$, Thomas-Fermi screening length $\lambda_{TF}$, and quasiclassical parameter $\delta$. We have chosen $\lambda_0 = 100\xi_0$, $\lambda_{TF} = 0.05\xi_0$, and $\delta = 0.05$ as appropriate values for high-$T_c$ superconductors. The London penetration depth at finite temperatures can be written in terms of $\lambda_0$ by $\lambda_L = \lambda_0 (v_F) [2((1 - Y)\xi_0^2 \xi_{TF})]^{1/2}$.

Figure 1 plots the charge density in the core region for $n = 1.95$ with an almost isotropic holelike Fermi surface at $T/T_c = 0.2$, where $T_c$ denotes the superconducting transition temperature at zero magnetic field. Here, the fourfold symmetry in the core region is due solely to the gap anisotropy, which becomes obscure outside the core region. Indeed, the corresponding distribution for the $s$-wave gap has been confirmed to be completely isotropic. The sign of the core charge for this holelike Fermi surface is negative, as pointed out previously.1) Figures 2 and 3 plot the electric field of the radial and angular components in the core region for $n = 1.95$ at $T/T_c = 0.2$, respectively. The whole sign of the charge density and electric field is reversed for $n = 0.05$ with the electron-like Fermi surface.

On the other hand, the charge density for a realistic case of $n = 0.9$ exhibits more complicated spatial and temperature dependences. This filling is close to $n_c = 1.03$, where the normal Hall coefficient changes its sign, so that we expect a substantial effect of the Fermi surface anisotropy on the charge distribution according to Eq. (47). Figure 4 plots the charge density...
as a definite outcome of our microscopic approach. We have confirmed that numerical results can be reproduced quantitatively using Eq. (50) with \( r_c = 2\xi_0 \). Finally, note that both the sign and magnitude of the vortex-core charge are detectable by NMR.\(^9\)

6. Summary

We have performed a theoretical study on vortex-core charging. Our microscopic approach based on the augmented quasiclassical equations has revealed the essential importance of the Fermi surface curvature and gap anisotropy in determining the sign and magnitude of the vortex-core charge. We hope that our study will stimulate detailed experiments on vortex-core charging.
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