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Abstract—The performance of mobile edge computing (MEC) depends critically on the quality of the wireless channels. From this viewpoint, the recently advocated intelligent reflecting surface (IRS) technique that can proactively reconfigure wireless channels is anticipated to bring unprecedented performance gain to MEC. In this paper, the problem of network throughput optimization of an IRS-assisted multi-hop MEC network is investigated, in which the phase-shifts of the IRS and the resource allocation of the relays need to be jointly optimized. However, due to the coupling among the transmission links of different hops caused by the utilization of the IRS and the complicated multi-hop network topology, it is difficult to solve the considered problem by directly applying existing optimization techniques. Fortunately, by exploiting the underlying structure of the network topology and spectral graph theory, it is shown that the network throughput can be well approximated by the second smallest eigenvalue of the network Laplacian matrix. This key finding allows us to develop an effective iterative algorithm for solving the considered problem. Numerical simulations are performed to corroborate the effectiveness of the proposed scheme.

I. INTRODUCTION

To support the various computation-intensive services in the new information era, mobile-edge computing (MEC) [1] has emerged as a promising computing paradigm. The core idea of MEC is to push the computing resource to the network edge and allow mobile devices (MDs) to offload their computation tasks to the nearby edge servers for further processing [2]–[4]. As a result, its performance depends critically on the quality of the communication links between the MDs and edge servers.

As a recently emerging communication technology, an intelligent reflecting surface (IRS) [5]–[10] is composed of a large number of passive reflection elements, and each of the elements can induce phase-shift of the incident signals. By coordinating the reflections of all elements, the reflected signals can add constructively at a desired point, thus improving the transmission link quality. Driven by these appealing features, there is a recent surge of interests in studying IRS-assisted MEC systems [11]–[14] where an IRS is deployed to assist task offloading by mitigating the signal propagation induced impairments and improving the quality of the corresponding transmission links. For example, in [11] and [12], IRS is leveraged to assist the task offloading from single-antenna MDs to an edge server co-located with a multi-antenna access point (AP). In [13], IRS is employed in a wireless-powered MEC network to improve the links both for wireless energy transfer and task offloading. In addition, IRS is adopted to improve the wireless channel quality of a millimeter-wave MEC system in [14] for a lower task offloading latency.

Nevertheless, the research on IRS-assisted MEC is still in its infancy, and the existing relevant works are mainly focused on single-hop MEC. In many scenarios, multi-hop MEC is needed to achieve more satisfactory performance. For example, in a disaster site or urban areas with poor cellular coverage, users may need to request computing services from a remote edge server through a multi-hop relay network. However, multi-hop MEC is more sensitive to propagation induced impairments as compared to the single-hop case. To the best of our knowledge, how to leverage IRS to improve the performance of multi-hop MEC still remains largely unexplored.

Motivated by the above, an IRS-assisted multi-hop MEC network is studied in this paper. Specifically, to maximize the network throughput, the phase-shifts of the IRS as well as the power and bandwidth allocation of the relays in the edge network need to be jointly optimized. However, this is highly non-trivial. In particular, the utilization of the IRS brings coupling among the transmission links of different hops. Besides, the complicated multi-hop network topology makes it more difficult to derive a closed-form expression of the network throughput, which thus prevents us from directly applying existing optimization techniques to solve the considered problem.

To overcome this technical challenge, the network throughput optimization of the considered IRS-assisted multi-hop MEC network is converted into a max-flow problem in a directed graph. By exploiting the underlying structure of the network topology, it is shown that the max-flow in this directed graph is equivalent to that of its undirected counterpart. Based on prior results from spectral graph theory [15]–[18], a direct consequence of this key finding is that the network throughput can be well approximated by the second smallest eigenvalue of the network Laplacian matrix, whose gradient can be readily computed. This in turn allows us to effectively increase the network eigenvalue (and thus approximately the throughput) by adjusting the IRS phase-shifts as well as the power and
bandwidth allocation via the generic gradient descent method. To the best of our knowledge, this work is among the first to investigate IRS-assisted multi-hop MEC and analyze its throughput from the perspective of spectral graph theory.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, the system model will be presented first, followed by the problem formulation.

A. System Model

Consider an IRS-assisted multi-hop MEC system, as depicted in Fig. 1. In this scenario, a terrestrial MD (i.e., the source node) intends to offload its tasks to a remote edge server (i.e., the destination node). In addition, it is assumed that there are multiple MDs in between and they can form a multi-hop edge relay network. For the ease of description, the source node, the relay nodes, and the destination node are numbered from 1 to \( N \); define \( \mathcal{N} = \{ 1, 2, ..., N - 1 \} \). In contrast to the conventional relays [19] that merely perform forwarding, the edge relays (i.e., the intermediate MDs) considered in this work can also help execute part of their received computation tasks by local computing. Specifically, node-\( i \) (\( i \in \mathcal{N} \)) can locally compute a portion of the tasks and offload the rest to node-(\( i + 1 \)). To facilitate task offloading, an off-the-shelf IRS with \( M \) reflection elements is deployed in the environment (e.g., on the facade of nearby building).

Denote by \( L \) the source-to-destination (s-d) distance. As depicted in Fig. 1, the source node, the relay nodes, and the destination node are assumed to be located in a line. The locations of the source and the destination nodes are denoted by \(( D, 0, 0)\) and \(( D, L, 0)\), respectively. The IRS is assumed to be a uniform rectangular array (URA) with \( M_x \) rows and \( M_y \) columns, and is located in the \( y-z \) plane. Without loss of generality, the bottom-left reflection element of the IRS is taken as the reference point to represent the location of the IRS, which is assumed to be \( h_r \) meters (m) above the ground. The horizontal coordinate of node-\( i \) (\( i \in \mathcal{N} \)) is given by \( q_i = [D, (i - 1) \cdot L]^T \), with \( l = L/(N - 1) \). The horizontal coordinate of the IRS is \( q_r = [0, y_r]^T \), with \( 0 < y_r < L \).

1) Task Offloading Model: Assisted by the IRS, the channel \( H_i \in \mathbb{C} \) from node-\( i \) to node-(\( i + 1 \)) is given by

\[
H_i = h_{i,i+1}^H \Theta h_{i,r} + h_{i,i+1},
\]

with \( h_{i,i+1} \in \mathbb{C} \) denoting the coefficient of the direct channel from node-\( i \) to node-(\( i + 1 \)), \( h_{i,r} \in \mathbb{C}^{M \times 1} \) denoting the channel vector from node-\( i \) to the IRS, and \( h_{i,i+1}^H \in \mathbb{C}^{1 \times M} \) being the channel vector from the IRS to node-(\( i + 1 \)). The diagonal matrix \( \Theta = \text{diag}(e^{j\theta_1}, e^{j\theta_2}, \ldots, e^{j\theta_M}) \) is the phase-shift matrix of the IRS, with \( \theta_m \in [0, 2\pi) \) being the phase-shift of the \( m \)-th (\( m \in \mathcal{M}, \mathcal{M} = \{ 1, 2, ..., M \} \)) element of the IRS, and \( j = \sqrt{-1} \) being the imaginary unit. To avoid inter-channel interference, frequency-division multiple access is adopted for task offloading. Denote by \( B \) the total available system bandwidth, and \( \eta_i \) \((0, 1)\) the fraction of bandwidth allocated to the link from node-\( i \) to node-(\( i + 1 \)). Then, it follows that \( \sum_{i=1}^{N-1} \eta_i = 1 \). The transmission data rate \( R_i^o \) for task offloading from node-\( i \) to node-(\( i + 1 \)) is given by

\[
R_i^o = \eta_i B \log_2 \left( 1 + (\mu_i P_i |H_i|^2) / (\eta_i B N_0) \right),
\]

with \( N_0 \) denoting the noise power spectral density, \( P_i \) denoting the total power for task offloading and local computing of node-\( i \), and \( \mu_i \) \((0 < \mu_i < 1)\) denoting the fraction of power allocated for task offloading. Therefore, the power/bandwidth allocation vectors of all the MDs can be compactly written as \( \mu = [\mu_1, \mu_2, ..., \mu_{N-1}]^T \) and \( \eta = [\eta_1, \eta_2, ..., \eta_{N-1}]^T \), respectively.

2) Channel Model: The wireless links between the IRS and the MDs are assumed to be dominated by LoS components due to the flexible IRS deployment. Rician fading is assumed for the direct link between each pair of MDs, since there are usually more scatters and obstacles near the ground [6]. Denote the distances between node-\( i \) and the IRS and that between the IRS and node-(\( i + 1 \)) by \( d_{i,r} \) and \( d_{r,i+1} \), respectively. The channel vectors from node-\( i \) to the IRS and that from the IRS to node-(\( i + 1 \)) are given respectively by \( h_{i,r} = \sqrt{\rho(d_{i,r}/d_0)^{-\alpha_1}} \bar{h}_{i,r} \) and \( h_{r,i+1}^H = \sqrt{\rho(d_{r,i+1}/d_0)^{-\alpha_1}} \bar{h}_{r,i+1}^H \), with \( \rho \) the path-loss at the reference distance \( d_0 = 1 \) (m) and \( \alpha_1 \) the path-loss exponent of the LoS links. Here, \( \bar{h}_{i,r} \in \mathbb{C}^{M \times 1} \) and \( \bar{h}_{r,i+1}^H \in \mathbb{C}^{1 \times M} \) represent respectively the corresponding normalized LoS paths [6]. The channel coefficient from node-\( i \) to node-(\( i + 1 \)) is given by

\[
h_{i,i+1} = \chi \sqrt{\frac{\beta}{1 + \beta}} h_{i,i+1}^{\text{LoS}} + \sqrt{\frac{1}{1 + \beta}} h_{i,i+1}^{\text{NLoS}}.
\]

3) Local Computing Model: Based on the above discussions, the power for local computing at node-\( i \) is given by

\[
P_i^l = (1 - \mu_i) P_i.
\]

It follows that \( P_i^l = \kappa f_i^3 \), with \( f_i \) the corresponding CPU frequency, and \( \kappa \) a coefficient depending on the chip architecture [2], [20]. Accordingly, it has \( f_i = \sqrt{P_i^l / \kappa} \). Assume that \( \varepsilon \) CPU cycles are required to process one bit of task locally [2], and hence the data rate of local computing at node-\( i \) is given by

\[
R_i^l = \sqrt{P_i^l / \varepsilon} = \sqrt{(1 - \mu_i) P_i / \kappa / \varepsilon}.
\]
B. Problem Formulation

To maximize the throughput (i.e., the number of task processed in unit time) of the IRS-assisted multi-hop MEC network, a max-flow problem [16] is formulated as follows. In particular, the task-handling procedure of the considered IRS-assisted multi-hop MEC network can be represented by a directed graph $G_d$ as depicted in Fig. 2. In $G_d$, the solid lines with arrows represent single-hop task-offloading, while the dotted lines with arrows represent local computing. The associated edge weights $R^o_{i}$ and $R^l_{i}$ are determined by the task offloading rate and the local computing rate specified in (2) and (4), respectively. The rationale behind the virtual edges represented by the dotted lines is as follows: When a task is locally computed by a certain node-$i$, it is equivalent to, in terms of network throughput, the case that this task is sent to the server with negligible transmission delay and then processed there.\(^1\)

In particular, according to prior results on spectral graph theory [18], the max-flow of an undirected graph can be properly approximated by the so-called weighted Cheeger’s constant. However, the graph $G_d$ in the considered problem is a directed one. To this end, consider another graph $\tilde{G}$ that is identical to $G_d$, except that all the edges in $\tilde{G}$ are undirected. As shown in Proposition 1, due to its special topological structure, the max-flow $F_{s,d}$ in $G_d$ is equal to the max-flow $\tilde{F}_{s,d}$ in $\tilde{G}$.

**Proposition 1** For any directed graph $G_d$ with the structure as shown in Fig. 2, its max-flow from the source to the destination equals that of the undirected graph $\tilde{G}$.

**Proof** Please see Appendix A in [23].\(\blacksquare\)

**Remark 1** The main merit of this result is to allow us to improve the max-flow $F_{s,d}$ (or, equivalently, the network throughput) in the directed graph $G_d$ by using spectral graph theoretic methods, as elaborated below.

A. Preliminary on the Weighted Cheeger’s Constant

For the undirected graph $\tilde{G}$, its adjacency matrix $[17]$ is defined as $A \triangleq [a_{ij}]_{N \times N}$, where

$$a_{ij} \triangleq \begin{cases} 
R^o_{i}, & \forall i \in \mathcal{N} \setminus \{N - 1, j = i + 1, \} \\
R^l_{i}, & \forall i \in \mathcal{N} \setminus \{N - 1, j = N, \} \\
R^o_{N-1} + R^l_{N-1}, & i = N - 1, j = N, \\
0, & \text{otherwise}.
\end{cases}$$

(6)

The elements in the lower triangular part of $A$ can be similarly obtained by interchanging the subscripts $i$ and $j$. Given the adjacency matrix $A$, the max-flow $\tilde{F}_{s,d}$ of $\tilde{G}$ is given by [16]

$$\tilde{F}_{s,d} = \min_{\{S|s \in S, d \in S\}} \sum_{i \in S \setminus j \in S} a_{ij},$$

(7)

where $S$ is a subset of nodes in $\tilde{G}$ and $\bar{S}$ denotes its complement. Due to the combinational nature of (7), it is quite difficult to directly optimize $\tilde{F}_{s,d}$ (by adjusting the phase-shifts $\Theta$ of the IRS, the power allocation $\mu$ of the MDs, and the system bandwidth allocation $\eta$). Mathematically, the problem can be formulated as

$$(P1): \max_{\Theta, \mu, \eta} \tilde{F}_{s,d}, \quad \text{s.t.} \quad 0 \leq \theta_m \leq 2\pi, \quad \forall m \in \mathcal{M},$$

(5a)

$$0 \leq \mu_i, \eta_i \leq 1, \quad \forall i \in \mathcal{N},$$

(5b)

$$\sum_{i=1}^{N-1} \eta_i = 1.$$  

(5c)

$$\sum_{m=1}^{M} m \eta_m = 1.$$  

(5d)

One of the main difficulties in solving the above problem is that there exists no closed-form expression of $\tilde{F}_{s,d}$, which makes the conventional optimization methods inapplicable. To overcome this difficulty, a spectral graph theory based optimization method will be proposed in the next section.

III. THE PROPOSED SCHEME

In this section, a spectral graph theory based method is developed to solve the optimization problem (P1). The basic idea of the proposed solution is to first use an appropriate spectral graph quantity to bound the objective function in (P1), and then use the gradient descent method to gradually optimize this spectral graph quantity, hoping to achieve a reasonably good solution of (P1).

\(^1\)Similar to existing literature [21], [22], it is assumed in this work that the time of sending the computation results back to the source is negligible.

![Fig. 2. The directed graph $G_d$ for the considered multi-hop MEC network.](image-url)

Fig. 2. The directed graph $G_d$ for the considered multi-hop MEC network.
where $L_W \triangleq W^{-1/2}L W^{-1/2}$, with the diagonal matrix $W \triangleq \text{diag} \{ w_1, \ldots, w_N \}$; $L \triangleq D - A$ is the Laplacian matrix of the undirected graph with $D \triangleq \text{diag} \{ \delta_1, \ldots, \delta_N \}$ the generalized degree matrix and $\delta_i \triangleq \sum_{j, j \neq i} a_{ij}$.

Remark 2 The above results reveal that $F_{s,d}$ can be approximated by $\mathcal{E}$ and both the upper and the lower bounds of $\mathcal{E}$ are increasing in $\lambda$. Consequently, the max-flow $F_{s,d}$ in $\mathcal{G}$ can be improved by increasing the corresponding second smallest eigenvalue $\lambda$ of the weighted Laplacian matrix.

B. Joint Phase-Shifts, Power Allocation, and Bandwidth Allocation Optimization

Based on the above discussions, an effective algorithm is developed in the following to obtain a good $F_{s,d}$ by increasing $\lambda$ through jointly optimizing the phase-shifts $\Theta$ of the IRS, the power allocation $\mu$ of the MDs, and the system bandwidth allocation $\eta$.

Let $\theta = \text{diag}\{ \Theta \}$ be a column vector consisting of the elements on the main diagonal of the matrix $\Theta$. It follows from (1), (2), (4), (6), and (10) that $\lambda$ is a function of the variables $\Theta$, $\mu$, and $\eta$, and for the ease of presentation, write $\lambda = \lambda(x)$, where $x = [\Theta^T, \mu^T, \eta^T]^T$. According to [18], if $\lambda$ is differentiable with respect to (w.r.t) the variables $\Theta$, $\mu$, and $\eta$, $\lambda$ can be improved by properly increasing the variables along the gradient direction $\nabla \lambda(x) = \{ \partial \lambda / \partial x_k \}_{k=1}^{M+2(N-1)}$; here, $\{ x_k \}_{k=1}^M$, $\{ x_k \}_{k=M+1}^{M+N-1}$, and $\{ x_k \}_{k=M+N}^{M+2(N-1)}$ correspond to $\theta$, $\mu$, and $\eta$, respectively. In the following, the computation of $\nabla \lambda(x)$ is given in detail. Specifically, the partial derivative of $\partial \lambda / \partial x_k$ is given by [18]

$$
\frac{\partial \lambda}{\partial x_k} = \nabla^T L_W \nabla \sum_{i,j} \left( \frac{v_i}{\sqrt{w_i}} - \frac{v_j}{\sqrt{w_j}} \right)^2 \frac{\partial a_{ij}}{\partial x_k}, \quad (11)
$$

where $\nabla$ is the eigenvector of the matrix $L_W$ corresponding to $\lambda$, $v_i$ ($v_j$) is the $i$-th ($j$-th) component of $\nabla$. Therefore, to obtain the spatial gradient direction of $\lambda$, one needs to compute $\{ \partial a_{ij} / \partial x_k \}_{k=1}^{M+2(N-1)}$ in advance. By observing Fig. 2, it is not difficult to see that this boils down to compute the gradient of the offloading rate $\{ \partial R^0_{s,d} / \partial x_k \}_{k=1}^{M+2(N-1)}$ and that of the local computing rate $\{ \partial R^1_{s,d} / \partial x_k \}_{k=1}^{M+2(N-1)}$.

Note that the direct channel coefficient from node-$i$ to node-$(i+1)$ is given by $h_{i,i+1} = \xi e^{j\omega}$ with $\xi$ and $\omega$ the amplitude and the phase of the complex element $h_{i,i+1}$, respectively. Similarly, it has $h_{r_r} = [\gamma_1 e^{j\omega_1}, \gamma_2 e^{j\omega_2}, \ldots, \gamma_M e^{j\omega_M}]^T$ and $h_{r_{i+1}} = [\delta_1 e^{j\varphi_1}, \delta_2 e^{j\varphi_2}, \ldots, \delta_M e^{j\varphi_M}]$. Therefore, the channel $H_i \in \mathbb{C}$ from node-$i$ to node-$(i+1)$ can be written as

$$
H_i = \sum_{m=1}^{M} \delta_m \gamma_m \cos(\theta_m + \psi_m + \varphi_m) + \xi \sin \omega
$$

where $\xi = \sum_{m=1}^{M} \delta_m \gamma_m \sin(\theta_m + \psi_m + \varphi_m)$ and $\xi = \sum_{m=1}^{M} \delta_m \gamma_m \cos(\theta_m + \psi_m + \varphi_m)$.

According to (2) and (12), the partial derivative of $R^0_{s,d}$ w.r.t. the phase-shift $\theta_m$ of the $m$-th reflection element is given by

$$
\frac{\partial R^0_{s,d}}{\partial \theta_m} = \frac{\eta_i B_i P_i}{(\eta_i B_i N_0 + \mu_i P_i |H^i|^2) \cdot \ln 2} \cdot \frac{\partial |H^i|^2}{\partial \theta_m}, \quad (13)
$$

where

$$
\frac{\partial |H^i|^2}{\partial \theta_m} = 2I_i \delta_m \gamma_m \cos(\theta_m + \psi_m + \varphi_m) - 2Q_i \delta_m \gamma_m \sin(\theta_m + \psi_m + \varphi_m).
$$

Similarly, the other relevant partial derivatives are given by

$$
\frac{\partial R^0_{s,d}}{\partial \mu_i} = \frac{\eta_i B_i P_i |H^i|^2}{(\eta_i B_i N_0 + \mu_i P_i |H^i|^2) \cdot \ln 2} - \frac{B_i P_i |H^i|^2}{(\eta_i B_i N_0 + \mu_i P_i |H^i|^2) \cdot \ln 2}, \quad (15)
$$

$$
\frac{\partial R^0_{s,d}}{\partial \eta_i} = B_i \log_2 \left( 1 + \frac{\mu_i P_i |H^i|^2}{\eta_i B_i N_0 + \mu_i P_i |H^i|^2} \right), \quad (16)
$$

and

$$
\frac{\partial R^1_{s,d}}{\partial \mu_i} = -P_i \left( 1 - \mu_i P_i / \kappa \right)^{-2/3} / (3\kappa). \quad (17)
$$

Moreover, according to the local computing model specified in Section II-A, it has $\partial R^1_{s,d} / \partial \theta_m = 0$ and $\partial R^1_{s,d} / \partial \eta_i = 0$. After obtaining the set of gradients $\{ \partial \lambda / \partial x_k \}_{k=1}^{M+2(N-1)}$ by using (11)-(17), the value of $\lambda$ can be improved by adjusting $\Theta$, $\mu$, and $\eta$ along their gradient directions $\nabla \lambda(x) = \{ \partial \lambda / \partial x_k \}_{k=1}^{M+2(N-1)}$. Specifically, according to the first order Taylor expansion

$$
\lambda(x^0 + \Delta x) = \lambda(x^0) + \nabla \lambda(x^0)^T \Delta x + o(||\Delta x||), \quad (18)
$$

for a given point $x^0$, the value of $\lambda(x^0 + \Delta x)$ can be improved by maximizing $\nabla \lambda(x^0)^T \Delta x$. This indicates that $\lambda$ can be optimized by solving the following linear programming

$$(P2): \quad \max \Delta \Theta, \Delta \mu, \Delta \eta \sum_{m=1}^{M} \frac{\partial \lambda}{\partial \theta_m} \cdot \Delta \theta_m + \sum_{i=1}^{N-1} \frac{\partial \lambda}{\partial \mu_i} \cdot \Delta \mu_i + \sum_{i=1}^{N-1} \frac{\partial \lambda}{\partial \eta_i} \cdot \Delta \eta_i, \quad (19a)
$$

s.t. $0 \leq \theta_m + \Delta \theta_m \leq 2\pi$, $|\Delta \theta_m| \leq \Delta \theta_m, \forall m \in M$, $0 \leq \mu_i + \Delta \mu_i \leq 1$, $|\Delta \mu_i| \leq \Delta \mu_i, \forall i \in N$, $0 \leq \eta_i + \Delta \eta_i \leq 1$, $|\Delta \eta_i| \leq \Delta \eta_i, \forall i \in N$, $\sum_{i=1}^{N-1} \Delta \eta_i = 0$, $\Delta \Theta, \Delta \mu, \Delta \eta$ denote the adjustment vectors of the phase-shifts of the IRS, the power allocation of the MDs, and the system bandwidth allocation, respectively. Constraint (19e) ensures that the total bandwidth remains unchanged. $\Delta \Theta = \{ \Delta \theta_m \}_{m=1}^{M}$, $\Delta \mu = \{ \Delta \mu_i \}_{i=1}^{N-1}$, and $\Delta \eta = \{ \Delta \eta_i \}_{i=1}^{N-1}$ are defined as the upper bounds of adjustments to smooth the updating procedure.

Based on the above description, a joint phase-shifts, power allocation, and bandwidth allocation optimization (JPPBO) algorithm is proposed as summarized in Algorithm 1.

\(^2\) In Algorithm 1, $\Delta \Theta, \Delta \mu, \Delta \eta$ are the predefined lower bounds of $\Delta \Theta, \Delta \mu, \Delta \eta$, respectively, and $\tau (0 < \tau < 1)$ is a predefined scaling factor.
Algorithm 1: The proposed JPPBO algorithm

1: Input: \( \Theta, \mu, \eta, \Delta \Theta, \Delta \mu, \Delta \eta, \Delta \tilde{\Theta}, \Delta \tilde{\mu}, \Delta \tilde{\eta} \).
2: Compute the initial value of \( \tilde{\Theta} \).
3: for \( t = 1, 2, \ldots, T_{\text{max}} \) do
4: \quad Compute the gradient \( \{ \partial \lambda / \partial \eta_k \}_k, k = 1, \ldots, M \).
5: \quad Compute \( \Delta \Theta, \Delta \mu, \text{and } \Delta \eta \) by solving (19).
6: \quad Generate temporary variables: \( \tilde{\Theta} \leftarrow \Theta + \Delta \Theta, \tilde{\mu} \leftarrow \mu + \Delta \mu, \text{and } \tilde{\eta} \leftarrow \eta + \Delta \eta \).
7: \quad Precompute the magnitude of max-flow \( \tilde{F}_{s,d} \).
8: \quad if \( \tilde{F}_{s,d} \geq \tilde{F}_{s,d}^{t-1} \) then
9: \quad \quad Update the variables: \( \Theta \leftarrow \tilde{\Theta}, \mu \leftarrow \tilde{\mu}, \eta \leftarrow \tilde{\eta} \).
10: \quad \quad Update \( \tilde{F}_{s,d} \leftarrow \tilde{F}_{s,d}^{t-1} \), and record \( \tilde{F}_t \).
11: \quad else
12: \quad \quad Adjust the step size: \( \Delta \Theta \leftarrow \max \{ \tau \Delta \tilde{\Theta}, \Delta \Theta \}, \Delta \mu \leftarrow \max \{ \tau \Delta \tilde{\mu}, \Delta \mu \}, \Delta \eta \leftarrow \max \{ \tau \Delta \tilde{\eta}, \Delta \eta \} \).
13: \quad \quad Go to step 5.
14: \quad end if
15: end for
16: Output: \( \Theta, \mu, \eta \).

IV. SIMULATION RESULTS

In this section, numerical experiments are conducted to corroborate the effectiveness of the proposed scheme.

The simulation parameters are as follows. The s-d distance is set to \( L = 1000 \) (m), the distance from the s-d line to the y-z plane is set to \( D = 50 \) (m). For the MDs, the total power for local computing and task offloading is set to \( P_t = 1 \) (W). The altitude of the reference element of the IRS is set to \( h_r = 50 \) (m), and the total number of reflection elements of the IRS is set to \( M = 10000 \), with \( M_x = M_y = 100 \). Since the IRS is assumed to be deployed on a favorable altitude such that the channels between the IRS and any of the MDs are dominated by LoS paths, the attenuation factor of these LoS channels is set to \( \alpha_1 = 2 \). The attenuation factor for the Ricean fading channels, i.e., the channels among the MDs, is set to \( \alpha_2 = 3.8 \), since there are usually masses of obstacles and scatters on the ground. Other parameters are set as \( \rho = -30 \) (dB), \( \beta = 3 \) (dB), \( \varepsilon = 700 \), and \( \kappa = 1 \times 10^{-28} \). The number of nodes and the total system bandwidth are set to \( N = 10 \) and \( B = 1 \) (MHz), respectively, unless otherwise stated. For each scheme, 1000 Monte-Carlo runs are conducted.

In the simulations, both the single- and multi-IRS cases are considered with identical number of reflection elements. Specifically, for the single-IRS case, the y-coordinate of the reference element of the IRS is set to \( y_r = L/2 \). For the multi-IRS case, it is assumed that there are \( K = 10 \) IRSs, with each being a \( 50 \times 20 \) UPA. These IRSs are assumed to be uniformly located above the projection of the s-d line in the y-axis. Specifically, for the k-th \( (k = 1, 2, \ldots, K) \) IRS, the y-coordinate of its reference element is \( y_r^k = (k-1)L/K \). In addition, to demonstrate the advantages of the proposed schemes, three baseline schemes are considered for comparison. Specifically, in baseline 1, the power allocation of the MDs and the system bandwidth allocation are jointly optimized without the aid of IRS. In baseline 2, no local computing is performed and the network nodes form a conventional multi-hop relay network assisted by a single-IRS. In baseline 3, the network nodes form a conventional multi-hop relay network without IRS.

First, the throughput performance of the proposed scheme is compared with that of the baseline schemes in Fig. 3. It is observed that the proposed scheme can achieve a larger throughput as compared to the baseline schemes. The reason is that the proper phase-shifts of the IRS and proper bandwidth allocation can improve the transmission rate for task offloading, while proper power allocation of the MDs can help strike a balance between local computing and task offloading. Specifically, the proposed scheme can achieve a throughput of about \( 11.2 \times 10^6 \) (bps) for the multi-IRS case, and about \( 10.5 \times 10^6 \) (bps) for the single-IRS case. Since there is no IRS deployed in baseline 1, the transmission rate for task offloading is not satisfactory, and hence it can only achieve a throughput of about \( 8.2 \times 10^6 \) (bps). For baseline 2, although an IRS is deployed to improve the qualities of the transmission links, it can achieve a throughput of only about \( 2.1 \times 10^6 \) (bps), as local computing is not performed in baseline 2. Baseline 3 gives the worst performance of about \( 1.2 \times 10^6 \) (bps), since neither local computing nor IRS is considered.

The impact of the number of hops on the network throughput is shown in Fig. 4. Specifically, all parameters are kept unchanged, except for the number of hops. As it can be seen from Fig. 4, when the number of hops is 2, the single-IRS scheme can achieve the largest throughput, because the single-IRS is located above the middle point of the projection of...
the s-d line in the y-axis, resulting in the shortest distance between the IRS and the relay node. The throughput achieved by the multi-IRS scheme is slightly smaller than that of the single-IRS scheme, because these multiple IRSs are deployed uniformly in a line, leading to relatively longer distances between the IRSs and the relay node. In addition, the achievable throughput of baseline 1 increases in the number of hops. This is because of that the number of nodes performing local computing is positively correlated with the number of hops. In contrast, the achievable throughput of baseline 2 decreases as the number of hops increases, as the nodes exhaust all their available power for task offloading in this scheme. In this case, the network throughput hinges on the transmission rates of all of the hops, which however decreases when more relays share the total bandwidth. For baseline 3, when the number of hops is small, the bandwidth allocated to each hop is relative abundant but the distance of each hop is relatively long. As the number of hops increases, less bandwidth is available to each hop but the distance of each hop becomes shorter. As a result, the throughput of baseline 3 remains unchanged at a relatively low value. In contrast, the proposed scheme can achieve substantially higher throughputs than that of the baselines, by concertedly exploiting the advantages of both local computing and IRS-assisted transmission.

Finally, the impact of the total bandwidth on the network throughput is investigated in the setting of an 8-hop network. As shown in Fig. 5, for all the schemes, the network throughputs increase as the total bandwidth increases. In particular, when the total bandwidth is sufficiently large, e.g., $B = 10$ (MHz), the performance of the proposed scheme and that of baseline 2 are quite close. The reason is that the achievable throughput of the proposed scheme (single-IRS case) is dominated by the task offloading under this circumstance. However, when the available total bandwidth is limited, the throughputs of the proposed schemes are significantly larger than that of the baseline schemes.

V. CONCLUSION

In this paper, throughput optimization of an IRS-assisted multi-hop MEC network is investigated. Due to the coupling among the transmission links of different hops and the complicated multi-hop network topology, it is difficult to derive a closed-form expression of the network throughput. To tackle this challenge, the original problem is transformed into a max-flow problem in directed graph. By exploiting the special structure of the directed graph and the results from spectral graph theory, a joint phase-shifts, power allocation, and bandwidth allocation optimization algorithm is proposed to obtain a high-quality solution. Numerical results show that the proposed algorithm can achieve a substantially higher network throughput as compared to the baselines.
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