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Abstract—Millimeter wave (mmWave) and sub-terahertz communication systems rely mainly on line-of-sight (LOS) links between the transmitters and receivers. The sensitivity of these high-frequency LOS links to blockages, however, challenges the reliability and latency requirements of these communication networks. In this paper, we propose to utilize radar sensors to provide sensing information about the surrounding environment and moving objects, and leverage this information to proactively predict future link blockages before they happen. This is motivated by the low cost of the radar sensors, their ability to efficiently obtain important features such as the range, angle, velocity of the moving scatterers (candidate blockages), and their capability to capture radar frames at relatively high speed. We formulate the radar-aided proactive blockage prediction problem and develop two solutions for this problem based on classical radar object tracking and deep neural networks. The two solutions are designed to leverage domain knowledge and the understanding of the blockage prediction problem. To accurately evaluate the proposed solutions, we build a large-scale real-world dataset, based on the DeepSense framework, gathering co-existing radar and mmWave communication measurements of more than 10 thousand data points and various blockage objects (vehicles, bikes, humans, etc.). The evaluation results, based on this dataset, show that the proposed approaches can predict future blockages 1 second before they happen with more than 90% F1 score (and more than 90% accuracy). These results, among others, highlight a promising solution for blockage prediction and reliability enhancement in future wireless mmWave and terahertz communication systems.
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I. INTRODUCTION

Future wireless networks attempt to meet the increasing demand on high data rates, low latency, and high reliability. More extensive usage of the higher frequency bands, millimeter-wave (mmWave) and sub-terahertz (sub-THz), is one prominent direction [1], [2] for satisfying the high data rate demands. However, the propagation characteristics at these frequencies result in two important features for mmWave/sub-THz communication systems: (i) These systems rely mainly on line-of-sight (LOS) links to guarantee sufficient receive signal power, and (ii) this dependency on LOS links coupled with the high penetration loss at mmWave/THz bands make these communication systems very sensitive to blockages. In particular, if these links are blocked, for example by moving objects, this could cause sudden performance degradation or even a link disconnection, which highly challenges the reliability and latency of these networks. This motivates the research for approaches that overcome the blockage challenges in high-frequency (mmWave/sub-THz) wireless networks.

Given that the LOS link blockages depend heavily on the positions of the communication terminals and the blockages in addition to their geometric properties (size, height, etc.), sensing the environment could potentially provide useful information for proactively predicting link blockages before they happen [3]. Predicting future blockages enables the wireless network to make proactive decisions such as proactively handing off the user to another basestation or proactively switching to another beam. In [3], beam sequences and recurrent neural networks were leveraged to predict future stationary blockages, and in [4], the sub-6GHz channels were used to infer mmWave blockages. To enable dynamic (moving) blockage prediction, [5] showed that the moving blockages produce pre-blockage wireless signatures that can potentially be leveraged for proactive blockage prediction. This approach, though, is mainly useful for scenarios with a few moving objects. To overcome these limitations and enable a more scalable solution, [6] proposed to leverage red-green-blue (RGB) camera data which provide rich information about the moving objects in the surrounding environment. While cameras are relatively simple to deploy [7], their usage is sometimes associated with privacy concerns and its operation may be limited scenarios with low light or bad weather conditions. Another promising approach is to use LiDAR sensory data, as proposed in [8]. Using LiDAR, however, is mainly suitable for low-range scenarios and is associated with relatively high cost.

In this paper, we propose to leverage radar sensors to obtain useful information about the moving objects (candidate blockages) in the surrounding environment and use this information for proactive mmWave blockage prediction. The use of radar sensors (such as frequency-modulated continuous-
wave (FMCW) radars) is motivated by (i) their off-the-shelf availability at relatively low-cost, (ii) their capability to measure velocity (Doppler) in addition to range and angle, (iii) their potential high-frequency low-latency measurements and (iv) the lack of privacy concerns with radar sensory data, and (v) the possibility to be integrated with communication systems [9], [10]. With this motivation, we formalize the radar-aided proactive blockage prediction problem and present two alternative solutions: One is based on classical signal processing for radar object tracking and one that leverages deep neural networks. In the first approach, we develop a radar object tracking algorithm based on Unscented Kalman filter [11] whose states are later utilized with a k-nearest neighbors classification algorithm for blockage prediction. In the second approach, we utilize the range-angle maps obtained from the radar measurements and develop a deep neural network based solution to predict future blockages.

To evaluate the performance of the proposed solutions, we build a large-scale real-world dataset for an outdoor scenario, based on the DeepSense framework [12], with coexisting radar and mmWave communication data. The constructed dataset comprises around 10 thousand data points from more than 300 unique blockage trajectories including vehicles, bikes, and humans. With this dataset, our evaluation results show that the deep learning approach gives promising blockage prediction accuracy gains with the advantage of design simplicity. For example, the results indicate that the developed solutions could predicted future blockages 1 second before they happen with more than 90% $F_1$ score (and more than 90% accuracy). These results, among others, highlight a promising solution for blockage prediction and reliability enhancement in future wireless communication systems.

The rest of the paper is organized as follows. In Section II the system model is presented. Building upon the system model, Section III formulates the radar-aided blockage prediction problem. Section V and Section VI propose the object tracking and the deep learning solutions, respectively, for the radar-aided blockage prediction problem. For the evaluation, Section VI details the experimental setup and real-world dataset, and Section VII presents the numerical results utilizing this dataset. Finally, the paper is concluded in Section VIII.

II. SYSTEM MODEL

The considered system comprises a basestation communicating with a stationary user. The basestation adopts two main components: (i) A mmWave communication transceiver equipped with a phased array communicating with the stationary user and (ii) an FMCW radar. The radar is utilized to sense the environment and predict the LOS link blockages that are caused by the objects (e.g., vehicles) moving between the base station and user. An illustration of the system model is shown in Fig. 1. In the following two subsections, we briefly describe the system and signal models of the adopted communication and radar components.

A. Radar Model

In our system, the basestation is equipped with an FMCW radar. The radar device provides measurements for the communication environment around the base station, which could be leveraged for predicting future blockages. The radar captures one measurement every $\tau_f$ seconds. In each measurement, the FMCW radar transmits a frame of $L$ chirps. Each chirp has a linearly increasing frequency starting at an initial frequency $f_c$ and ending at a stop frequency $f_c + \mu \tau$, given by

$$s^{\text{chirp}}_{\tau}(t) = \begin{cases} \sin(2\pi[f_c t + \frac{\mu}{2} t^2]) & 0 \leq t \leq \tau_c, \\ 0 & \text{otherwise} \end{cases}$$

where $\mu = B/\tau_c$ is the slope of the linear chirp signal with $B$ and $\tau_c$ representing the bandwidth and duration of the chirp, respectively. As mentioned, each radar measurement is collected from a frame of $L$ chirps, and the chirps are transmitted with a waiting time $\tau_s$ between them. After the transmission of $L$ chirps, no other signals are transmitted until the next frame. The transmit signal of the radar frame can be written as

$$s^{\text{frame}}_{\tau}(t) = \sqrt{\xi_f} \sum_{l=0}^{L-1} s^{\text{chirp}}_{\tau}(t - (\tau_c + \tau_s) \cdot l), \quad 0 \leq t \leq \tau_f$$

where $\sqrt{\xi_f}$ is the transmitter gain.

The radar transmit signal is reflected on the different objects in the environment, and is received back at the radar. At the receiver, the signal obtained from an antenna is passed through a quadrature mixer that combines the transmit with receive signals, producing the in-phase and quadrature components. After that, a low-pass filter is applied to the mixed signals. The resulting signal, referred to as intermediate frequency (IF) signal, reflects the frequency and phase difference between the transmit and receive signals. If a single object exists in the environment, then the receive IF signal of a single chirp can be written as

$$s^{\text{chirp}}_{\tau}(t) = \sqrt{\xi_f} \xi_r \exp \left(j2\pi \left[\mu \tau_r t + f_c \tau_r - \frac{\mu \tau_r^2}{2} \right] \right),$$

where $\sqrt{\xi_r}$ is the channel gain of the object which depends on the radar cross section (RCS) and path-loss, $\tau_r = 2d/c$ is the round-trip delay of the signal reflected from the object. The symbol $d$ denotes the distance between the object and the radar, and $c$ represents the speed of light.

The receive IF signal, $s^{\text{chirp}}_{\tau}(t)$ is then sampled at the sampling rate of the ADC, $f_s$, producing $S$ samples for each chirp. Given the $L$ chirps per frame, and assuming an FMCW radar with $M_r$ receive antennas (with an RF chain per antennas), each radar measurement produces $M_r \cdot S \cdot L$ ADC samples. We use $\mathbf{R} \in \mathbb{C}^{M_r \times S \times L}$ to denote the receive radar ADC samples (raw data) of each measurement. Please refer to [13], [14] for more information about the adopted FMCW radar and its hardware architecture. Next, we describe the communication and blockage models.

B. Communication and Blockage Models

The considered base station employs a mmWave transceiver with $M_A$ antennas and use it to communicate with a single-antenna mobile user. We adopt a narrowband channel model and write the channel between the base station and user as

$$\mathbf{h} = \mathbf{h}^{\text{LOS}} + \mathbf{h}^{\text{NLOS}},$$
where \( h^{\text{LOS}} \) and \( h^{\text{NLOS}} \) are the channel coefficients due to the LOS and NLOS paths. At the downlink, the basestation utilizes the beamforming vector \( f \in \mathbb{C}^{M} \) to transmit the symbol \( s_d \) to the user. With this model, the receive signal at the user can be expressed as

\[
y = \sqrt{\varepsilon} h^H f s_d + n,
\]

where \( \varepsilon \) is the transmit gain of the basestation, and \( n \sim \mathcal{CN}(0, \sigma^2) \) is the additive white Gaussian noise with \( \sigma^2 \) being the variance. The beamforming vector \( f \) is assumed to be selected from a pre-defined codebook \( \mathcal{F} \), i.e., \( f \in \mathcal{F} \). 

In particular, the basestation selects the optimal beamforming vector \( f^* \) that maximizes the receive beamforming gain \( |h^H f|^2 \). In this work, Assuming that \( f^* \) is selected, we write the effective channel as

\[
h = \hat{h}^H f^* = h^{\text{LOS}} + h^{\text{NLOS}},
\]

with \( h^{\text{LOS}} \) and \( h^{\text{NLOS}} \) are the effective channel gains of the LOS and NLOS components.

**Incorporating Blockages:** Adopting a block fading channel model, we define \( h[t] \) and \( \hat{R}[t] \) as the channel gain and radar measurements at time instance \( t \in \mathbb{Z}^+ \). Now, we can define the blockage indicator at time instance \( t \) by \( \tilde{b}[t] \in \{0, 1\} \), which indicates the LOS path being blocked (\( \tilde{b}[t] = 1 \)) or not (\( \tilde{b}[t] = 0 \)). With the blockage indicator, we can write the channel gain at time instance \( t \) as

\[
h[t] = (1 - \tilde{b}[t]) : h^{\text{LOS}}[t] + h^{\text{NLOS}}[t].
\]

We note that for the mmWave and THz frequency communication bands considered in this paper, there are usually a limited number of NLOS paths, and the channel gains with the blockage are comparably smaller, i.e., \( |h^{\text{LOS}}| \gg |h^{\text{NLOS}}| \).

Next, we formulate the blockage prediction problem.

### III. RADAR AIDED BLOCKAGE PREDICTION: PROBLEM FORMULATION

In this section, building upon the system model described in Section II, we define the radar-based blockage prediction problem. This paper aims to predict future blockages utilizing the current and previous radar measurements. Formally, we consider the latest (past and present) \( T_o \) radar observations to predict a blockage within the next \( T_p \) time-slots. Let us denote the set of the \( T_o \) latest radar measurements by

\[
X[t] = \{ R[t - T_o + 1], \ldots, R[t] \}.
\]

With this information, our purpose is to predict the blockage status in the following \( T_p \) time-slots, i.e., \( \{ t+1, \ldots, t+T_p \} \). If there is any blockage during these slots, the blockage status for the \( T_p \) slots, \( b[t] \), is considered as blocked. Mathematically, we can write

\[
b_t = \bigvee_{t_p=1}^{T_p} \tilde{b}[t + t_p],
\]

where \( \bigvee \) is the logical OR operation. With this notation, we define a function \( \Psi_{\Theta} \) that maps the stack of the radar measurements \( X[t] \) to the blockage status \( b[t] \). Mathematically, we can write

\[
\Psi_{\Theta} : X[t] \rightarrow b[t].
\]

The function \( \Psi_{\Theta} \) (with its parameters \( \Theta \)) returns the blockage status given the radar measurements. Hence, our purpose in this paper is to design a function \( \Psi_{\Theta} \) that approximates the function defined in (10) and the optimization of its parameters, \( \Theta \). With the optimal function and parameters being denoted by \( \Psi^* \) and \( \Theta^* \), we can formalize the problem by

\[
\Psi^*_{\Theta^*} = \arg \min_{\Psi_{\Theta}} \frac{1}{T} \sum_{t=1}^{T} \mathcal{L}(\Psi_{\Theta}(X[t]), b[t]),
\]

where \( T \) is the total number of time-slot samples and \( \mathcal{L}(\cdot) \) is the loss function of the predictions. In the next two sections, we present two proposed solutions for radar-aided blockage prediction: One is based on radar object tracking and the other one is based on deep learning.

### IV. RADAR AIDED BLOCKAGE PREDICTION: AN OBJECT TRACKING SOLUTION

In this section, we propose a radar-aided blockage prediction approach based on target/object tracking. The proposed solution applies the following processing pipeline on the radar measurements: (i) Obtaining range, velocity, and angle Fast Fourier Transformations (FFTs), (ii) detecting the targets by applying a constant rate false alarm rate (CFAR) algorithm, (iii) applying a density-based spatial clustering of applications with noise (DBSCAN) algorithm for clustering the detected points, (iv) determining the range/angle/velocity measurements of the detected/clustered objects, (v) associating the measurements of the objects detected in different time samples to form tracks, (vi) tracking the object states (position/velocity) with a Kalman filter, and (vii) predicting the future blockages based on the states (predicted position/velocity) of the objects. Next, we detail the various steps of the proposed approach.

**Pre-processing:** The radar measurements \( R[t] \) are first processed to obtain range, angle and velocity information. In this method, we apply the pre-processing to initially obtain the radar cube of the range, angle and velocity which is used for the detection of the moving blockage object. To extract the range, angle and velocity information from a radar measurement \( R[t] \), three FFTs are applied. In summary, (i) an FFT in the direction of the time samples, referred to as the range FFT, is applied to obtain the range information, (ii) an FFT through the chirp samples, called as the Doppler FFT, is applied for the velocity information, and (iii) for the angle information, an FFT through the direction of the antenna samples, referred to as the angle FFT, is applied. We consider the FFTs of size \( N_S \), \( N_L \), and \( N_M \), and denote the resulting processed radar information by \( R_{\text{RC}}[t] \in \mathbb{C}^{N_M \times N_S \times N_L} \), referred to as the radar cube. If we denote the 3D FFT by \( F_{3D} \), the radar cube can be mathematically expressed as \( R_{\text{RC}}[t] = F_{3D}(R[t]) \). In the radar cube, the 2D matrices for each angular sample, transformed from the antenna samples by the angle FFT, contain the range-velocity maps. This information can be further reduced by summing over different
angular samples. To clarify, we can write the transformation for the range-velocity maps, denoted by $R_{RV} \in \mathbb{R}^{NM \times NS}$, as

$$R_{RV}[t] = \sum_{n=1}^{NM} |R_{RC}[t_{(n,:,:)}]|,$$

(12)

where the sub-indices of the radar cube denotes the corresponding elements of the cube. Now, the resulting range-velocity maps are ready for the detection of the objects.

**Detection:** For the detection of the points in the radar measurements, the constant rate false alarm rate (CFAR) algorithm [17] is applied. In the CFAR algorithm, a window and guard region is determined. For the cell-averaging, the average of the points within the window around the cell under test, excluding the guard-cells, are averaged. This average is multiplied by a constant to construct the detection threshold for the cell under test. In our approach, we adopt a comparably simple 2D cell-averaging CFAR on the range-velocity map to detect the points with reflections. We select the constant for the threshold by inspection. Then, we apply the algorithm for each point in the range-velocity map, and collect the detected points in a binary range-velocity map.

**Clustering:** After applying the CFAR detection algorithm, the detected points for the different objects need to be determined. To detail, the detected point do not necessarily present a single point for each single object. In addition, due to the noise and clutter, the points are not necessarily completely grouped around the objects. Hence, the detected points of the map need to be grouped by a clustering algorithm with unknown number of clusters (objects). For this purpose, we apply the DBSCAN [18], [19] clustering algorithm to group the detected points into candidate link blockage objects.

**Measurements of the objects:** For each object returned by the DBSCAN algorithm, a measurement vector needs to be obtained for tracking. As the measurements, range, velocity and angle information can be extracted from the available radar cube. For the range and velocity, each detected point of an object in the binary range-velocity map correspond to a range and velocity pair. As the range and velocity of this object, we take the average of these pairs. For the angle of an object, first, the angle slices of the 3D radar cube, that correspond to the detection points of the object, are summed. Then, in this sum, the angle corresponding to the bin with the maximum value is taken as the angle measurement of the object.

**Data association:** With the range, angle and velocity measurements of each object extracted from the radar measurements, the objects in consecutive time samples are associated to construct the tracks of the objects. In particular, we resort to a weighted metric as the distance, which is the weighted sum of the Euclidean position (obtained by using the range and angle), and velocity. Based on this metric, the closest objects in the consecutive time samples are associated with each other, unless the distance between the objects does not exceed a pre-determined threshold value. To clarify, the measurements of the object may not be available in the following frame, and it should not be associated with any other detected object based on the distance. The threshold aims to ensure this is the case. Furthermore, if a track of data is not associated with any object in the last $t_e$ measurements, it is assumed to be ended and removed from the list of active tracks. Next, we apply a Kalman filter to the constructed object tracks.

**Kalman filter:** In this step, the noisy measurements of the tracks are passed through a Kalman filter to estimate the states of the objects. Specifically, the Kalman filter adopts the state transition and observation/measurement models to estimate the current state by utilizing the previous state and the current measurements. To detail, the state update model is utilized for the prediction of the current state from the previous state. Then, via the measurement model, the measurements corresponding to the predicted next state are estimated. After obtaining the actual measurement, the difference between the prediction and actual value is utilized for the update step of the Kalman filter, providing a robust estimate for the current state.

For the state transition model of this filter, we follow the constant velocity model [20], and define the states of the objects as the position and velocity in the Cartesian coordinates with the notation $z[t] = [x[t], y[t], v_x[t], v_y[t]]$. In the constant velocity model, the state is updated as

$$z[t+1] = [x[t] + \tau v_x[t], v_x[t], y[t] + \tau v_y[t], v_y[t]],$$

(13)

For the measurement model, we adopt the augmented measurement model proposed in [21]. In this model, the range, angle and velocity are the measurements, and the Cartesian position and velocity are the states. Mathematically, it is written by

$$\rho = \sqrt{x^2 + y^2},$$

(14)

$$v = \frac{xv_x + yv_y}{\sqrt{x^2 + y^2}},$$

(15)

$$\theta = \arctan\frac{y}{x},$$

(16)

where $\rho, v$ and $\theta$ denote the range, velocity and angle measurements, respectively.

In this work, due to the non-linearity of the observation model, an Unscented Kalman filter [11] is adopted for the tracking of the objects. For the multiple active objects, different Kalman filters initiated. To distinguish, we denote the number of objects tracked with separate Kalman filters at time instance $t$ by $O[t]$, and the estimated state of the object $o \in \{1, \ldots, O[t]\}$ by $z^o[t]$.

**Blockage Prediction:** For the prediction of the blockages, different types of methods can be considered. For instance, in a more interpretable manner, the current states of the objects can be projected to the future blockage instances via the constant velocity model of the Kalman filter [13], and a region to determine the blockage status for each of these future instances can be selected. Nevertheless, from a data-centric and potentially robust manner, we aim to classify the blockage status based on the current object states. Specifically, the states of the objects are stacked with the addition of zeros padding in a vector given by

$$X_{track}[t] = [z^1[t], \ldots, z^{O[t]}[t], 0, \ldots, 0],$$

(17)

where $X_{track}[t] \in \mathbb{R}^{4 \times \max(O[t])}$. With this definition, we can finally apply the classification method that aims to return $b[t]$ from the given states $X_{track}[t]$. For the classification, we
empirically test several classical machine learning classifiers, and adopt k-nearest neighbor (k-NN) algorithm that performs the best over the dataset.

V. RADAR AIDED BLOCKAGE PREDICTION: A DEEP LEARNING SOLUTION

In this section, we propose a deep learning solution for the radar-aided blockage prediction problem defined in Section III. The solution learns a mapping function $\Psi$ in (11), and its variable parameters to solve the considered problem. Our solution in this section does not just adopt a deep neural network model, but also incorporate a domain-knowledge pre-processing approach to present interpretable inputs to the learning model. Specifically, the considered approach starts by pre-processing the radar measurements to extract the range-angle maps. Then, leveraging the understanding of the object tracking problem, we construct a deep neural network architecture, consisting of three stages that aim to extract the relevant features, exploit the sequential correlation, and make classification decisions. This is done via a combination of convolutional neural networks (CNNs), LSTM networks, and fully-connected layers, which complement each other and present a promising solution. In particular, the range-angle maps are fed to the developed model that comprises (i) a CNN-based feature extraction component to extract the essential information from the maps, (ii) an LSTM component to take advantage of the time correlations, and (iii) a linear prediction layer to return the blockage status. The proposed solution, along with its components, are depicted in Fig. 2. Next, we detail the components of the developed solution, namely, pre-processing; feature extraction, LSTM, and prediction layers.

Pre-processing: In this step, we follow a similar pre-processing approach to that proposed in Section IV. In summary, we apply the range, velocity and angle FFTs of size $N_S$, $N_L$, and $N_M$, respectively, and obtain the radar cube $\mathbf{R}_{RC}[t] \in \mathbb{C}^{N_M \times N_S \times N_L}$ from the measurement $\mathbf{R}[t]$. In the radar cube, the 2D matrices for each chirp sample contains the range-angle maps, which can be further reduced by summing over different chirp samples. Thus, we can write the transformation for the range-angle maps, denoted by $\mathbf{R}_{RA} \in \mathbb{R}^{N_M \times N_S}$, as

$$\mathbf{R}_{RA}[t] = \sum_{n=1}^{N_L} |\mathbf{R}_{RC}[t](c::n)|. \quad (18)$$

The resulting range-angle maps of different time samples are ready for the deep learning processing.

Feature Extraction: The range-angle maps contain information about the receive power levels for each point in the maps. However, not all of this information is useful for the prediction of the blockages since only the moving objects are relevant and may cause a blockage. Hence, the irrelevant information can be minimized by extracting a smaller number of features from the range-angle maps. This lower-dimensional representation helps to ease the complexity of the following LSTM architecture. To exemplify a similar approach from the video processing, an object detector network can be adopted to find the objects before tracking them through the LSTM layers.

In addition, this dimensionality reduction does not necessarily degrade the performance [22]. Therefore, as the first part of the neural network, we adopt a CNN architecture to reduce the dimensionality and extract the essential local features, relying on the powerful capabilities of CNN networks in similar complex tasks [23]. For this network architecture, we adopt a sequence of the convolutional, average pooling and fully-connected layers. In our design, this part of the network does not aim to extract time-dependent information, and hence, the range-angle maps from different time samples can be fed to the same network separately. Similarly, the network can be trained with the gradient due to the each output separately, providing more samples and faster training opportunity. Formally, the network takes a single range-angle map $\mathbf{R}_{RA}[t]$ as the input, passes the input through its layers, and returns the extracted features of this map, $\mathbf{r}_{RA}[t]$, as the output. The architecture of the feature extraction network is summarized in Table I which is adopted from the deep learning model that has shown successful results [24] for the range-angle map beam prediction task.

| NN Layers       | Range-Angle ($\mathbf{R}_{RA}$)          |
|-----------------|------------------------------------------|
| Input           | $1 \times 256 \times 64$                |
| CNN-1           | Output Channels: 4, Kernel: (3, 3), Activation: ReLU |
| CNN-2           | Output Channels: 8, Kernel: (3, 3), Activation: ReLU |
| CNN-3           | Output Channels: 16, Kernel: (3, 3), Activation: ReLU |
| AvgPool-1       | Kernel: (2, 2)                           |
| CNN-4           | Output Channels: 4, Kernel: (3, 3), Activation: ReLU |
| AvgPool-2       | Kernel: (2, 2)                           |
| CNN-5           | Output Channels: 2, Kernel: (3, 3), Activation: ReLU |
| AvgPool-3       | Kernel: (2, 2)                           |
| FC-1            | Input Size: 512, Output Size: 256, Activation: ReLU |
| FC-2            | Input Size: 256, Output Size: 64, Activation: ReLU |

Long-Term Short-Memory Networks: After the feature extraction, the dependency of the features across the different time samples can be captured. For this purpose, the family of recurrent neural networks, which contains sequential connections between the cells of different inputs, can be utilized. In this work, we adopt the LSTM [25] networks due to their successful radar applications such as object tracking and classification [26] and hand gesture recognition [27].

To detail, an LSTM network consists of multiple LSTM cells, each taking a single entry of the time-sequence data. These LSTM cells are connected to each other in a sequential manner, and each can return an output vector, resulting in an output sequence of these vectors. For the blockage prediction, we only adopt the vector returned from the latest cell. Formally, the network takes $[\mathbf{r}_{RA}[t], \ldots, r_{RA}[t]]$ as the input, and the last cell returns the intermediate output, $\mathbf{f}[t]$ of the size of $r_{RA}[t]$, to be utilized by the classification network.

Blockage Prediction: Finally, the output of the LSTM is fed to another set of fully-connected neural network layers to obtain the prediction of the blockage. The input of the blockage prediction layers is of the size of a feature vector
extracted from a single range-angle map. For the prediction of the blockage, a final set of layers returning the blockage prediction output is required. For this purpose, we utilize a simple neural network of a single fully-connected layer. This final layer only returns a single prediction as a soft prediction output is required. For this purpose, we utilize techniques. The series of the range-angle maps are then jointly fed to a neural network that comprises feature extraction, LSTM and blockage prediction sub-networks.

**VI. EXPERIMENTAL SETUP AND REAL-WORLD DATASET**

For a realistic evaluation of the proposed radar and machine learning aided blockage prediction solution, we collected a large-scale real-world dataset using a hardware testbed with co-existing radar and wireless mmWave equipment, following the DeepSense dataset structure [12]. Using the collected measurements/raw dataset, we built our development dataset for the radar-aided blockage prediction task. In this section, we describe our testbed, raw measurement database, and development dataset.

### A. DeepSense Testbed-3

We adopt Testbed 3 of the DeepSense 6G dataset [12] for the data collection. Testbed 3 comprises two units: (i) Unit 1, a fixed receiver acting as a basestation and (ii) Unit 2, a static transmitter. Unit 1 includes a 60 GHz uniform linear array (ULA) with $M_A = 16$ elements, and an FMCW radar board (TI AWR2243BOOST) equipped with 3 transmitter and 4 receiver antennas. Meanwhile, Unit 2 comprises an omni-directional static transmitter. The phased array of Unit 1 utilizes an over-sampled beamforming codebook of 64 receive beams. In the radar, only a single transmit antenna

---

**TABLE II**

**SCENARIO 30: MALISTER STATIONARY BLOCKAGE**

| Testbed | 3 |
|---------|---|
| Number of Instances | 76000 |
| Number of Units | 2 |
| Total Data Modalities | RGB images, LiDAR and radar measurements |
| Data Modalities | 64-dimensional received power vector, GPS locations |

**Hardware elements**

- RGB camera, LiDAR, radar
- mmWave phased array receiver
- GPS receiver

**Data Modalities**

- RGB images, LiDAR and radar measurements
- 64-dimensional received power vector
- GPS location

**A. DeepSense Testbed-3**

We adopt Testbed 3 of the DeepSense 6G dataset [12] for the data collection. Testbed 3 comprises two units: (i) Unit 1, a fixed receiver acting as a basestation and (ii) Unit 2, a static transmitter. Unit 1 includes a 60 GHz uniform linear array (ULA) with $M_A = 16$ elements, and an FMCW radar board (TI AWR2243BOOST) equipped with 3 transmitter and 4 receiver antennas. Meanwhile, Unit 2 comprises an omni-directional static transmitter. The phased array of Unit 1 utilizes an over-sampled beamforming codebook of 64 receive beams. In the radar, only a single transmit antenna
The system setup with a car on sight

along with the 4 receive antennas are activated. The radar (chirp) parameters are selected based on the short-range radar example of TI [14], providing a maximum range of 45m and velocity of 50 km/s. The bandwidth of the utilized chirp frame covers $B = 750$ MHz bandwidth with a chirp slope of $\mu = 15$ MHZ/us over $L = 128$ chirps/frame and $S = 256$ samples/chirp. Next, we detail the collection scenario and development dataset. In Fig. 3(a) a picture of the testbed is presented.

B. DeepSense Scenario 30

To evaluate our solution, we construct Scenario 30 of the DeepSense 6G dataset [12]. In this scenario, a base station is placed on the sidewalk of a road, directed towards the transmitter, which is placed on the other side of the road. The transmission is blocked when the buses, cars, bicycles and pedestrians are passing through the LOS path. The received power via each beamforming vector and radar measurements are saved continuously to be processed later. In the construction of the dataset, the beam providing the most power and the corresponding power level are saved as the optimal beamforming vector and the maximum power level. For labeling the blockage status of the samples, first, a threshold level for the maximum receive power level is determined. The samples providing power level below this threshold are considered as blockages, which are further confirmed manually through the inspection of the RGB images that are captured from the camera of Unit-1. The sampling periodicity is determined as 9 samples/s. The other details of the testbed and raw measurement database is summarized in Table III. We also illustrate the scenario details with the pictures in Fig. 3.

C. Development Dataset

To build the development dataset for the considered blockage prediction task, we reduce the number of measurements by keeping only the data points relevant to the blockage, and generate the data samples of sub-sequences for the blockage task. In the following, we refer to each measurement as the data point, and each set of measurements for blockage prediction task as a sample. For the development dataset, we first filtered the raw dataset to keep only 36 data points before a blockage and 10 data points after a blockage, including the first blockage instance. The filtered dataset comprises 14024 data points. These data points consist of 307 unique blockage sequences, which are later utilized to construct the input time-series samples and blockage/status labels of different lengths. For the training, validation and test samples, the sequences are split via 70/20/10% ratio to provide unseen blockage sequences in the test and validation sets. Further, an observation of $T_o = 8$ and a prediction window of $T_p = 10$, we generate the sub-sequences of data. These sub-sequences are later utilized to be fed into the machine learning model and to generate the labels, $b$, from the individual blockage status, $\tilde{b}$. To emphasize, $T_p = 10$ is a soft selection and used for the generation of the samples (sub-sequences), i.e., $X[t]$ and $b[t + t_p] \forall t_p \in \{1, \ldots, T_p\}$. The final development dataset comprises 6965 training, 1808 validation and 907 test samples. The final labels, $b[t]$ are later generated for each sample based on the selected $T_p$ value, as presented in the section Section VII.

VII. Evaluation Results

In this section, we evaluate the proposed blockage prediction solutions, namely the object tracking and the LSTM/deep learning based solutions. In the object tracking method, we do not utilize the observation period $T_o$ since the tracking updates are continuously performed after the initial detection of an object. To clarify, there is no input sequence size, which can be interpreted as $T_o = \infty$. The current states of the objects, that are updated through the data points, are adopted in the prediction of future blockages, as described in Section IV. In the deep learning solution, we adopt the prepared sub-sequences with $T_o = 8$, as described in Section VII. For different values of simulation parameters, a different deep learning model is trained. The training is carried out for up to 30 epochs with the Adam algorithm [28] using a learning rate of $10^{-3}$. An early stopping criterion of 5 epochs is adopted to stop the training and save the model with minimum validation loss. As the sampling periodicity of the scenario is designed
as 9 data points per second, the frame duration is taken as $\tau_f \approx 110$ ms. We also note that, in the following results, only the results related to the test set are illustrated.

**Balance of the labels:** The balance of the labels is important for the machine learning tasks. It is usually preferable to have a balanced dataset. In the case it is not provided, different metrics and methods may be applied for a better performance and its evaluation. In the blockage prediction task, it is expected to have an imbalanced dataset with mostly unblocked samples. Although only the relevant samples are kept in our development dataset, the labels are generated based on the blockage interval, and the balance of the dataset changes based on this value. To evaluate the balance, we first investigate the balance for different blockage interval values ($T_p$). There are 951 sub-sequences (samples) in test set. The percentage of the blocked (true) and unblocked (false) labels are illustrated in Fig. 4. As seen in the figure, the dataset is imbalanced, especially for small blockage intervals, and a careful evaluation is required. For this purpose, we adopt $F_1$ score as an evaluation metric. Specifically, $F_1$ score is defined as the harmonic mean of the precision and recall given by

$$\text{Precision} = \frac{TP}{TP + FP}, \quad \text{Recall} = \frac{TP}{TP + FN}. \quad (20)$$

where TP, FP, and FN represent true positives, false positives and false negatives, respectively. The $F_1$ score provides a better metric for the evaluation of the imbalanced classification problems by penalizing the extreme values of precision and recall, which indicates the accuracy of true predictions and accuracy for predicting true labels. Further, in our simulations, we observe that the predictions from both the object detection and deep learning methods present a proportional set of prediction labels. This indicates a well-fit set of methods without requiring any extra attention.

**Performance versus blockage interval:** In Fig. 5 we show the accuracy and $F_1$ score of the methodologies for different time blockage interval values ($T_p$). In the figure, the accuracy of the predictions present high-values with around $92 - 97\%$. However, the $F_1$ scores do not reflect similar results due the imbalance of the dataset. The $F_1$ score of the radar aided blockage prediction solutions increase with the larger blockage interval. Especially for $T_p\tau = 110$ ms, both solutions perform poorly, potentially due to the low-angular resolution with 4 radar receive antennas. It also shows more successful predictions into the future, while having more problems with the prediction of the closer blockages. In addition, the gap between the object tracking and deep learning solutions stays stable over different time intervals, potentially indicating a similar error difference between the solutions. The results highlights the delicate design requirements of the classical radar pipeline, while the deep learning solution easily attains significantly better results with the available data.

**Complexity:** The direct inference duration comparison of the methods may not be fair due to the efficient implementation of the neural networks on the graphical processing units. However, we would like to comment on the complexity of the proposed solutions. In the object tracking method, the CFAR detection requires a 2D convolution (similar to a convolutional layer) with highly complex DBSCAN and Kalman filter applications of small number of variables. To clarify, the DBSCAN algorithm scales with the number of detected points and the Kalman filter scales with the number of tracked objects and states. In the deep learning solution, the neural network adopted in the evaluations only consists of 184,015 parameters and presents a very small overhead to the system, especially with the specialized devices for the deep learning architectures.

**VIII. Conclusion**

In this paper, we proposed radar aided blockage prediction approaches for mmWave and terahertz wireless networks. In particular, we developed two solutions based on (i) a standard radar object tracking pipeline along with a classifier based on the tracked object states, and (ii) a direct LSTM based
deep learning solution using the range-angle maps. We evaluated our solutions based on a real-world large-scale dataset comprising co-existing radar and mmWave communication measurements. The results showed that the deep learning solution can achieve better blockage prediction results with a lower design complexity, while the object tracking solution comprises several layers of design and decision complexity. For example, the results indicated that the proposed deep learning approach can predict future blockages 1 second before they happen with an F1 score of more than 90% (and > 90% accuracy) while the object tracking method presented ~ 80% accuracy. These results, among others, demonstrate the promising gains of leveraging low-cost radar sensors to proactively predict blockages and enhance the reliability of mmWave networks.
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