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Abstract: We consider the recently introduced generalization of the Harish-Chandra–Itzykson–Zuber integral to tensors and discuss its asymptotic behavior when the characteristic size \(N\) of the tensors is taken to be large. This study requires us to make assumptions on the scaling with \(N\) of the external tensors. We analyze a two-parameter class of asymptotic scaling ansätze, uncovering several non-trivial asymptotic regimes. This study is relevant for analyzing the entanglement properties of multipartite quantum systems. We discuss potential applications of our results to this domain, in particular in the context of randomized local measurements.
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1. Introduction

For $D \geq 2$ a fixed integer, let $A$ and $B$ be self–adjoint operators on $(\mathbb{C}^N)^\otimes D$. The local\(^1\) unitary transformations are denoted by:

$$U = U^{(1)} \otimes \ldots \otimes U^{(D)}, \quad U^{(c)} \in U(N),$$

with $U(N)$ the group of $N \times N$ unitary matrices and we denote the tensor product of $D$ Haar measures by $dU = dU^{(1)} \otimes \ldots \otimes dU^{(D)}$. The local unitary $U$ acts on $A$ and $B$ by conjugation $A \to UA U^*$ respectively $B \to UB U^*$, where $*$ denotes the adjoint. Thus $A$ and $B$ transform as tensors with $D$ covariant and $D$ contravariant indices. The components of $A$ in the canonical tensor product basis are denoted by

$$\{A_{i_1 \ldots i_D: j_1 \ldots j_D}\}_{i_c, j_c=1,\ldots,N}.$$

We consider the generalization of the Harish-Chandra–Itzykson–Zuber (HCIZ) integral [1,2] introduced in [3]:

$$t \to I_{D,N}(t, A, B) = \langle \exp(t \text{Tr}(AU^*BU^*)) \rangle_U = \int dU \ e^{t\text{Tr}(AU^*BU^*)},$$

which we refer to as the tensor HCIZ integral. We study the expansions of $I_{D,N}$ and its logarithm:

$$C_{D,N}(t, A, B) = \log I_{D,N}(t, A, B) = \sum_{n \geq 1} \frac{t^n}{n!} C_n(\text{Tr}(AU^*BU^*)).$$

\(^1\) Local as opposed to global $U(N^D)$ transformations.
as power series in $t$ and Laurent series in $N$ and, in particular, the behavior of these objects in the large $N$ limit. More precisely, our results concern the large $N$ asymptotic of the coefficients of these series - moments and cumulants of the tensor HCIZ integral - and we do not address the question of the analytic properties of the tensor HCIZ integral and its logarithm as functions of the parameter $t$. In this paper we focus on the applications of our results to the study of randomized measurements in quantum physics, and in this context control over the moments and cumulants suffices as such quantities are experimentally accessible. For other applications of the tensor HCIZ integral, e.g. to random tensor models (see the introduction in [3]), the question of the convergence of the series in $t$ becomes crucial.

The coefficients $C_n(\text{Tr}(A U B U^*))$ are the **cumulants** of the tensor HCIZ integral. The **trace-invariants** of a tensor $A$ are polynomials in $A$ that are invariant under conjugations by tensor products of unitary matrices. They are encoded by $D$-uplets $\sigma = (\sigma_1, \ldots, \sigma_D)$ of permutations on the same number $n$ of elements, and take the form:

$$\text{Tr}_\sigma(A) = \sum_{\text{all indices } s=1}^n \prod_{i=1}^n A_{j_1^s \ldots j_{n}^s} \prod_{c \in \{1, \ldots, D\}} \prod_{s=1}^n \delta_{i_1^c, j_{i_1}^c} \cdot$$

In [3], we derived explicit expansions of the cumulants $C_n(\text{Tr}(A U B U^*))$ on the trace-invariants of the external tensors $A$ and $B$, with coefficients involving Weingarten functions. We studied the $1/N$-expansion of the Weingarten functions and showed that the coefficients of these expansions are generalizations of monotone double Hurwitz numbers.

However, we did not address the $1/N$-expansion of the tensor HCIZ integral per se. This expansion is subtle because it depends on how the trace-invariants of $A$ and $B$ scale with $N$. In this paper, we study a class of asymptotic scaling ansätze and show that there exists a $1/N$ expansion for each of them. We classify the various large $N$ limits.

**Motivations from quantum physics** Apart from the motivations detailed in [3] (i.e. random tensor models), the tensor HCIZ integral is relevant to the study of entanglement in multipartite quantum systems, that is, quantum systems in which several sub-systems interact non-locally [4–8].

We consider a closed quantum system composed of $D$ subsystems represented by complex vector spaces with equal dimension $\{\mathcal{H}_c = \mathbb{C}^N\}_{1 \leq c \leq D}$, that is, the multipartite system is “balanced”. The indices $c = 1, \ldots, D$ labeling the subsystems are called **colors**. The density matrix $\rho$ of a mixed state is a Hermitian, positive and normalized (of trace 1) linear operator on the tensor product space $\mathcal{H} = \mathcal{H}_1 \otimes \ldots \otimes \mathcal{H}_D$ which in general does not factor as a tensor product.

In the tensor HCIZ integral, we interpret one of the external tensors, say $B$, as a density matrix up to normalization and the other tensor as an observable. The expectation of $A$ in the state $B$ is $\langle A \rangle_B = \text{Tr}(A B)$.

If $|\Psi\rangle$ is a pure state of the full system, the set of states equivalently entangled to $|\Psi\rangle$ is obtained by acting with local unitary transformations $U^{(1)} \otimes \ldots \otimes U^{(D)} |\Psi\rangle$ [4–7]. For mixed states, the set of density matrices equivalently entangled to $B$ is:

$$\{ B_U = UBU^* \mid U = U^{(1)} \otimes \ldots \otimes U^{(D)}, \ U^{(c)} \in U(N) \ \forall c \}.$$

The integral $\int dU \text{Tr}(ABU^U) = \langle \langle A \rangle_{B_U} \rangle_U$ is the average of the expectation of the observable $A$ over the states $B_U$ equivalently entangled to $B$. It is also the expectation of $A$ in a random quantum state $B_U$ equivalently entangled to $B$. This quantity is expected
to provide information on the entanglement properties of $B$ and not on the local degrees of freedom due to the averaging. More information on the entanglement is obtained from the higher moments:

$$\int dU \left( \text{Tr}(AU BU^*) \right)^n = \left( \langle \langle A \rangle BU \rangle \right)^n_U.$$  \hspace{1cm} (1.1)

Random measurements based on random local unitary transformations have received increased attention recently as a method for characterizing correlations between subsystems of a multipartite system \[9–13\]. In this context, the observable $A$ is fixed only up to random unitary transformations (distributed on the tensor product of $D$ Haar measures). A substantial advantage of this is that, contrary to many other entanglement criteria, it does not require the alignment of local reference frames with respect to a global shared reference frame. This alignment is very challenging to implement experimentally. It has been shown for certain systems of a few qudits, that is, certain small values of $D$, $N$, that the first moments (1.1) allow one to detect weak forms of entanglement that are not detected by other standard methods such as the positive-partial-transpose (PPT) criterion \[10,12,13\].

The tensor HCIZ integral is the exponential generating function of the moments (1.1). Our results on its asymptotic at large $N$ (which is the common dimension of the $\mathcal{H}_c$s) provide new criteria for detecting entanglement in large multipartite quantum systems, as discussed in the rest of the introduction.

**Main result** The large $N$ asymptotics of the moments and cumulants of the tensor HCIZ integral depend on the way that the trace-invariants of $A$ and $B$ (introduced above) scale asymptotically with $N$. Throughout the paper, we will work with an assumption for this asymptotic scaling involving two parameters $\epsilon$ and $\beta$, which we will vary in order to explore their influence on the asymptotics behavior of the moments and cumulants of the tensor HCIZ integral.

We consider sequences of tensors $\{A_N, B_N\}_{N \in \mathbb{N}}$ - simply denoted by $A$, $B$ - and assume that for any $n$ and any $D$-uple of permutations of $n$ elements $\tau = (\tau_1, \ldots, \tau_D)$, there exist some real numbers $s_A(\tau)$, $s_B(\tau)$ (called *scaling exponents*) and some non-vanishing real numbers $\text{tr}_\tau(a)$ and $\text{tr}_\tau(b)$ (called *rescaled trace-invariants*), such that:

$$\lim_{N \to \infty} \frac{1}{N^{s_B(\tau)}} \text{Tr}_\tau(B_N) = \text{tr}_\tau(b) < \infty,$$  \hspace{1cm} (1.2)

which we will sometimes denote as $\text{Tr}_\tau(B_N) \sim N^{s_B(\tau)} \text{tr}_\tau(b)$, and similarly for $A$. In addition, we assume the following specific form for the scaling exponents of $A$ and $B$:

$$s_B(\tau) = \beta_B \sum_{1 \leq \tau \leq D} \#(\tau_c) + \epsilon_B \sum_{1 \leq c_1 < c_2 \leq D} \#(\tau_{c_1} \tau_{c_2}^{-1}),$$  \hspace{1cm} (1.3)

where $\#(\tau)$ denotes the number of cycles of $\tau$; and similarly for $A$ with its own two parameters $\epsilon_A$ and $\beta_A$. These hypothesis will be assumed throughout the paper and will be referred to as the *scaling ansätze.*

In our interpretation, $B$ is a density matrix and the parameters $\epsilon_B$ and $\beta_B$ have the following interpretation:

- the parameter $\beta_B$ multiplies a contribution factored over the subsystems $c \in \{1, \ldots, D\}$ and is expected to be large if $B$ is a tensor product state or a convex combination thereof.
the parameter $\epsilon_B$ multiples a contribution which does not factor over the subsystems and is expected to be large for entangled states.

On the other hand, in our interpretation, $A$ is an observable. We will study two cases: the case where the trace-invariants of $A$ scale precisely as those of $B$ ($\epsilon_A = \beta_B = \epsilon$; $\beta_A = \beta_B = \beta$), and the case when all the trace-invariants of $A$ are of order 1 ($\epsilon_A = \beta_A = 0$). Only the second assumption is relevant in the context of random local measurements [9–13] in multipartite quantum systems, where $A$ is a tensor product of local observables $A_c$, that is, $A = \otimes_c A_c$. A relevant example consists in choosing $\text{Rank}(A_c) \sim O(1)$, corresponding for instance to projectors on local pure quantum states, in which case the trace-invariants of $A$ are indeed of order 1.

Let us focus on this second case and denote $\beta_A = \beta$ and $\epsilon_B = \epsilon$. The conclusions of this paper are as follows. We first show that at large $N$ the $n$-th moments of the distribution of random measurements in (1.1), which have so far been considered in the literature, do not discriminate between the different scaling ansätze for the trace-invariants: in Theorem 2 we prove that the moments are universal and hold no information on $\beta$ and $\epsilon$.

On the contrary, the cumulants $C_n$ do discriminate between them (Theorem 6):

- for any $(\beta, \epsilon)$ there exist $\delta_{\beta\epsilon}$ and $\gamma_{\beta\epsilon}$ independent on $n$, $A$ and $B$ (but dependent $\beta$, $\epsilon$) such that:
  \[
  \lim_{N \to \infty} \frac{1}{N^{\delta_{\beta\epsilon}}} C_n \left( N^{\gamma_{\beta\epsilon}} \text{Tr}(AUBU^*) \right) = c_n(a, b) < \infty, \quad c_n(a, b) \neq 0.
  \]
- for any $(\beta, \epsilon)$ the $N$ independent coefficient $c_n(a, b)$ is a sum over a subset of the rescaled trace-invariants.
- the $(\beta, \epsilon)$ plane splits into regions corresponding to different large $N$ regimes. In each regime the subset of trace-invariants contributing to $c_n(a, b)$ is fixed. This subset changes drastically between regimes.
- one regime ($V$ in Theorem 6) is called “entangled”. For $0 \leq \beta < \min\{1/D, \epsilon\}$ we find:
  \[
  \lim_{N \to +\infty} \frac{1}{N^{\delta_{\beta\epsilon}}} C_n \left( N^{D-\epsilon \frac{D(D-1)}{2}} \text{Tr}(AUBU^*) \right) = (n - 1)! \text{tr}(a^n) \text{tr}(b^n), \quad (1.4)
  \]
  where $\text{tr}(a^n)$ and $\text{tr}(b^n)$ are the rescaled limits of $\text{Tr}(A^n)$ and $\text{Tr}(B^n)$ for $\text{Tr}(\ldots)$ the usual operator trace.\footnote{See as a trace invariant $\text{Tr}(A^n) = \text{Tr}_\sigma(A)$ for any $\sigma = (\gamma, \ldots, \gamma)$ with $\gamma \in S_n$ a cycle of length $n$.} For these invariants the rescalings read: $\text{tr}(a^n) = \text{Tr}(A^n) \sim O(1)$ and $\text{tr}(b^n) = N^{-\beta D - n e(D)} \text{Tr}(B^n) \sim O(1)$.

Applications to random local measurements Our task is to derive information about $\epsilon$ and $\beta$. In an actual experiment, it should be possible to make a numerical fit for

\[
C_n \left( \text{Tr}(AUBU^*) \right) = N^{\delta_{\beta\epsilon} - \gamma_{\beta\epsilon}} c_n(a, b).
\]

and to identify the corresponding large $N$ regime precisely. At the very least, one can check whether or not the system is in the entangled regime $V$, that is, whether or not:

\[
c_n \approx (n - 1)! \text{tr}(a^n) \text{tr}(b^n).
\]

Assuming that we find that a system is in the regime $V$, several conclusion can be drawn:
The refinement partial order is denoted by \( \leq \). We follow the notations of [3]. We denote by \( 2 \). Notations and Previous Results
(relegated to the Appendices A, B and C).

\[ \sum_{\sigma} \] stands for the group generated by \( \sigma \) of cycles of \( \sigma \) with \( p \) elements, thus \( \sum_{\sigma} \) is the number of fixed points of \( \sigma \) and \( \sum_{\sigma} d_p(\sigma) = \#(\sigma) \).

The partition induced by the transitivity classes of the permutation \( \sigma \) (i.e. the disjoint cycles of \( \sigma \)) is denoted by \( \Pi(\sigma) \), hence \( |\Pi(\sigma)| = \#(\sigma) \); \( d_p(\sigma) \) denotes the number of cycles of \( \sigma \) with \( p \) elements, thus \( d_1(\sigma) \) is the number of fixed points of \( \sigma \) and \( \sum_{p \geq 1} d_p(\sigma) = \#(\sigma) \).

We denote by \( \Pi(\sigma) = \bigvee_{c=1}^{D} \Pi(\sigma_c) \) the partition induced by the transitivity classes of the group generated by \( (\sigma_1, \ldots, \sigma_D) = \sigma \in S_n \) and \( |\Pi(\sigma)| \) its number of blocks; \( \Pi(\sigma, \tau) \equiv \Pi(\sigma) \vee \Pi(\tau) \).

We say that a permutation \( \tau : C \to C \) of an ordered set \( C \) is non-crossing if the partition \( \Pi(\tau) \) of \( C \) is non-crossing and the ordering of the cycles of \( \tau \) agrees with the order on \( C \), that is, any cycle \( (a \tau(a) \tau^2(a) \ldots) \) of \( \tau \) can be ordered such that \( a < \tau(a) < \tau^2(a) < \ldots \).
Trace-invariants and graphical representation For $A$ an operator on $(\mathbb{C}^N)^{\otimes D}$ and $\sigma = (\sigma_1, \ldots, \sigma_D) \in S_n$, the trace-invariant:

$$\text{Tr}_\sigma (A) = \sum_{\text{all indices}} \left( \prod_{s=1}^{n} A_{j^s_1 \ldots j^s_D, i^s_1 \ldots i^s_D} \right) \prod_{c \in \{1, \ldots, D\}} \left( \prod_{s=1}^{n} \delta_{i^c_s, j^c_{\sigma_c(s)}} \right),$$

(2.1)

is a polynomial invariant under conjugation $A \rightarrow UAU^*$ by local unitary transformations $U = U^{(1)} \otimes \ldots \otimes U^{(D)}$, $U^{(c)} \in U(N)$. The superscript $c$ of the index $i^c_s$ is the color of $i^c_s$.

The trace-invariants can be canonically represented as graphs; see Fig. 1 for an example. For each $A_{j^s_1 \ldots j^s_D, i^s_1 \ldots i^s_D}$, we draw a black and a white vertex connected by a thick edge and labelled $s \in \{1, \ldots, n\}$. We attach an outgoing half-edge of color $c$ for each $i^c_s$ to the white vertex and an incoming half-edge of color $c$ for each $j^c_s$ to the black one. The resulting half-edge $i^c_s$ is joined to the incoming half-edge $j^c_{\sigma_c(s)}$ for all $c$ and $s$. The resulting graph is denoted by $\sigma$, as it is a canonical representation of the $D$-uple of permutations. The graph $\sigma$ has $|\Pi(\sigma)|$ connected components.

Cumulants For a random variable $X$, the cumulant (connected moment) $C_n(X)$ is defined by $C(t) = \log \mathbb{E}(\exp (tX)) = \sum_{n \geq 1} t^n C_n(X) / n!$. In our case:

$$C_{D,N}(t, A, B) = \log \left( \exp(t \text{Tr}(AU^{(1)}B^{(1)})) \right) \big|_U = \sum_{n \geq 1} \frac{t^n}{n!} C_n(\text{Tr}(AU^{(1)}B^{(1)})).$$

(2.2)

Of course $C_n(\text{Tr}(AU^{(1)}B^{(1)}))$ depends on $N$, but we keep this implicit to simplify the notation. The starting point of the present paper is Theorem 4.1 of [3] which gives a formula for the cumulants of the tensor HCIZ integral. In the present paper, we use only the result at leading order in $N$, which we report here:

**Theorem 1** [3]. *The cumulants of the tensor HCIZ integral have the asymptotic expansions:*

$$C_n(\text{Tr}(AU^{(1)}B^{(1)})) = \frac{1}{N^{2nD}} \sum_{\sigma, \tau \in S_n} \text{Tr}_\sigma (A) \text{Tr}_{\tau^{-1}} (B) N^{\delta(\sigma, \tau)} f[\sigma, \tau] \left( 1 + O(1/N^2) \right),$$

(2.3)
where the scaling exponent with $N$ of a term is:

$$s(\sigma, \tau) = \sum_{c=1}^{D} |\Pi(\sigma_c \tau_c^{-1})| - 2 |\Pi(\sigma, \tau)| + 2, \quad (2.4)$$

and the coefficient $f[\sigma, \tau]$ is given by:

- denoting by $\nu_c = \sigma_c \tau_c^{-1}$ and by $\nu_c|B$ the restriction of $\nu_c$ to the block $B$ of a partition $\pi_c \geq \Pi(\nu_c)$ we have:

$$f[\sigma, \tau] = \sum_{\pi_1 \geq \Pi(\nu_1), \ldots, \pi_D \geq \Pi(\nu_D)} (-1)^{nD - \sum_{c=1}^{D} |\Pi(\sigma_c \tau_c^{-1})|} \sum_{\pi_c} \prod_{p=1}^{n} \frac{(2 p)!}{p!(p - 1)!} \prod_{c=1}^{D} \prod_{B \in \pi_c} \frac{(2 |B| + |\Pi(\nu_c|B)| - 3)!}{(2 |B|)!}. \quad (2.5)$$

- if $(\sigma, \tau)$ act transitivey on $\{1, \ldots, n\}$, that is, $|\Pi(\sigma, \tau)| = 1$, then $f[\sigma, \tau]$ reduces to a product of $D$ Moebius functions on the lattice of non-crossing partitions [15]:

$$f[\sigma, \tau] = \prod_{c=1}^{D} M(\sigma_c \tau_c^{-1}), \quad M(\nu) = \prod_{p \geq 1} \left[ \frac{(-1)^{p-1}}{p} \left( \frac{2p - 2}{p - 1} \right) \right]^{d_p(\nu)}.$$

- if $(\sigma, \tau)$ act transitivey on $\{1, \ldots, n\}$ and moreover $\sigma = \tau$, then $f[\sigma, \tau] = 1$.

The scaling exponent $s(\sigma, \tau)$ and the leading order coefficient $f[\sigma, \tau]$ can be understood graphically.

The graph $(\sigma, \tau)$ We connect the vertices of the graph $\sigma$ associated to $\text{Tr}_\sigma(A)$ with the ones of the graph $\tau^{-1}$ associated to $\text{Tr}_{\tau^{-1}}(B)$ by joining the white (resp. black) vertex $s$ of $\sigma$ with the black (resp. white) vertex $s$ of $\tau^{-1}$ via a dashed edge. We denote this graph by $(\sigma, \tau)$, as it is a canonical representation of the pair of $D$-uples of permutations. An example is displayed in Fig. 2, where $1_A$, $2_A$ and $3_A$ denote the thick edges of $\sigma$ and $1_B$, $2_B$ and $3_B$ those of $\tau^{-1}$.

For each $s \in \{1, \ldots, n\}$, the four vertices labeled $s$ are connected into a quadrangle by dashed and thick edges. These vertices represent the four instances of $s$: black and white vertices for the inputs (incoming indices $j_s$), respectively the outputs (outgoing indices $i_s$), and two copies for $A$ and $B$.

The scaling exponent The scaling exponent $s(\sigma, \tau) = \sum_{c=1}^{D} |\Pi(\sigma_c \tau_c^{-1})| - 2 |\Pi(\sigma, \tau)| + 2$ in (2.4) has a simple interpretation in terms of the graph $(\sigma, \tau)$.

![Graph](image-url)
As already mentioned in the introduction, we consider sequences of tensors \( \{A_N, B_N\}_{N \in \mathbb{N}} \) and we assume for every \( \tau \in S_n \) the there exist scaling exponents \( s_B(\tau), s_A(\tau) \in \mathbb{R} \).

### 3. Overview of the Results

As already mentioned in the introduction, we consider sequences of tensors \( \{A_N, B_N\}_{N \in \mathbb{N}} \) and we assume for every \( \tau \in S_n \) the there exist scaling exponents \( s_B(\tau), s_A(\tau) \in \mathbb{R} \).

\[ \sum_c |\Pi_c| - \sum_c |\pi_c| - |\Pi| + |\Pi \vee \pi_1 \cdots \vee \pi_D| \geq 0, \]

as this is the number of excess edges in the graph, that is, the number of edges in the complement of a spanning forest.\(^3\) The sum in (2.5) runs over the \( \{\pi_c\}_c \) for which \( (\Pi(\sigma, \tau), \{\pi_c\}_c; \Pi(\nu_c)) \) is a tree.

\(^3\) Two blocks \( B \in \Pi \) and \( B_c \in \pi_c \) are connected by an edge \( b_c \in \Pi_c \) if and only if \( b_c \subset B, B_c \), hence both \( B \) and \( B_c \) belong to the block of \( \Pi \vee \pi_1 \cdots \vee \pi_D \) which contains \( b_c \).

\(^4\) A spanning forest in a graph is a set of edges which is a spanning tree in each connected component of the graph.
and rescaled trace-invariants $\text{tr}_\tau(b)$, $\text{tr}_\tau(a) \in \mathbb{R}^*$ such that the rescaled limit of $\text{Tr}_\tau(B_N)$ exists:

$$\lim_{N \to \infty} \frac{1}{N^{s_B(\tau)}} \text{Tr}_\tau(B_N) = \text{tr}_\tau(b) < \infty, \quad \text{or equivalently} \quad \text{Tr}_\tau(B_N) \sim N^{s_B(\tau)} \text{tr}_\tau(b),$$

(3.1)

and similarly for $A_N$. At this stage, the rescaled trace-invariants are simply numbers, but they can be interpreted [16] as the trace-invariants of a formal variable $b$. To simplify the notation, we suppress the subscript $N$ on $B_N$ (and $A_N$).

The interesting asymptotic ansätze are those $s_A(\sigma)$, $s_B(\tau)$ for which the cumulants in (2.3) have the same asymptotic behavior in $N$ irrespective of $n$. Allowing for a rescaling of $t$:

$$C_D(t, a, b) = \lim_{N \to \infty} \frac{1}{N^\delta} \log I_{D,N}(tN^\gamma, A, B),$$

is then an infinite series in $t$ with coefficients of order $O(1)$ for some constants $\delta$ and $\gamma$. Such an ansatz leads to an exponential approximation $I_{D,N}(tN^\gamma, A, B) \sim \exp(N^\delta C_D(t, a, b))$ for the tensor HCIZ integral itself.

**General scaling ansatz** In this paper we consider the general scaling ansatz for $\tau \in S_n$:

$$s_B(\tau) = \alpha_B n + \beta_B \sum_{c=1}^D \#(\tau_c) + \epsilon_B \sum_{1 \leq c_1 < c_2 \leq D} \#(\tau_{c_1} \tau_{c_2}^{-1}),$$

(3.2)

with $\alpha_B$, $\beta_B$ and $\epsilon_B$ some parameters independent$^5$ on $B$. We focus on this ansatz because it is one of the simplest ones, which leads to a change in the large $N$ behavior of the cumulants when varying the strength $\beta_B$ of the “separable” part (the one which factors over the $D$-subsystems) versus the strength $\epsilon_B$ of the “entangled” part (the one which does not). We say that the asymptotic scaling is *asymptotically separable* if $\epsilon_B = 0$ and *asymptotically entangled* if not.

The trace-invariant $\text{Tr}_{(\text{id},...,\text{id})}(B) \equiv \text{Tr}(B)$ with $\text{id} \in S_1$ is the trace of $A$ in the sense of operators on $(\mathbb{C}^N)^\otimes D$. It is associated to the graph consisting of a pair of vertices connected by all the $D + 1$ edges, and:

$$\text{Tr}(B) \sim N^{\alpha_B + \beta_B D + \epsilon_B (\frac{D}{2})} \text{tr}(b),$$

which can always be set to $O(1)$ by choosing $\alpha_B = -\beta_B D - \epsilon_B (\frac{D}{2})$. This normalization is essential if $B$ represents a density matrix of a multipartite quantum system: in this case we have furthermore $\text{Tr}(B) = \text{tr}(b) = 1$.

**A-microscopic and symmetric scaling ansätze** We will focus on the following two cases for $D \geq 2$:

- The *A-microscopic* scaling ansätze consist in taking the trace-invariants of $A$ of order 1, that is, $\text{Tr}_\sigma(A) \sim \text{tr}_\sigma(a) = O(1)$. We relabel $\epsilon_B \equiv \epsilon$ and $\beta_B \equiv \beta$. This case is relevant for random measurements where $A = A_1 \otimes \cdots \otimes A_D$ is a tensor product of local observables of small rank $\text{Rank}(A_c) \sim O(1)$. The simplest examples consist in taking the $A_c$’s as projectors on pure states in $\mathcal{H}_c$.

$^5$ The subscript only indicates that they are associated to the trace-invariants of $B$, as opposed to the ones of $A$. 
The symmetric scaling ansätze consist in choosing the same scaling parameters for \( A \) and \( B \), namely \( \epsilon_A = \epsilon_B = \epsilon \) and \( \beta_A = \beta_B = \beta \). This generalizes the scaling of the original HCIZ integral \([2]\).

In both cases, the asymptotic scaling is indexed by the two independent parameters \( \beta, \epsilon \).

**Cumulants at large \( N \)** The cumulants \((2.3)\) write in terms of rescaled trace-invariants, and of the scalings \((2.4)\) and \((3.2)\), including an overall scaling factor \( N^{\gamma_{\beta \epsilon}} \), as:

\[
C_n \left( N^{\gamma_{\beta \epsilon}} \text{Tr}(AU B U^*) \right) = \sum_{\sigma, \tau \in S_n} N^{n\gamma_{\beta \epsilon} - 2nD + s(\sigma, \tau) + s_A(\sigma) + s_B(\tau)} \text{tr}_\sigma(a) \text{tr}_{\tau^{-1}}(b) f[\sigma, \tau] \left( 1 + O(1/N^2) \right).
\]

We will show below that for any \( \beta, \epsilon \geq 0 \), there exist \( \gamma_{\beta \epsilon} \) and \( \delta_{\beta \epsilon} \) such that the cumulant \( C_n \) has a \( 1/N \) expansion, that is, the scaling exponent of any term above reads:

\[
n(\gamma_{\beta \epsilon} - 2D) + s(\sigma, \tau) + s_A(\sigma) + s_B(\tau) = \delta_{\beta \epsilon} - h_{\beta \epsilon}(\sigma, \tau),
\]

with \( h_{\beta \epsilon}(\sigma, \tau) \geq 0 \) for any \( (\sigma, \tau) \). The leading order graphs are the set \( \{(\sigma, \tau)| h_{\beta \epsilon}(\sigma, \tau) = 0\} \), and:

\[
\lim_{N \to \infty} \frac{1}{N^{\beta \epsilon}} C_n \left( N^{\gamma_{\beta \epsilon}} \text{Tr}(AU B U^*) \right) = c_n(a, b) = \sum_{\sigma, \tau \in S_n} \text{tr}_\sigma(a) \text{tr}_{\tau^{-1}}(b) f[\sigma, \tau].
\]

Note that as we allow for a rescaling \( \gamma_{\beta \epsilon} \), the linear terms in \( n \) in \( s_A(\sigma) \) and \( s_B(\tau) \) can always be reabsorbed in a shift of \( \gamma_{\beta \epsilon} \). While this comes to working with non-normalized \( A \) and \( B \), in the following, we will sometimes use \( \alpha_A = \alpha_B = 0 \) to simplify the discussion.

**Asymptotic regimes** We call asymptotic regime, or regime for short, a set of values of the parameters \((\beta, \epsilon)\) that lead to the same set of leading order graphs \((\sigma, \tau)\). We say that a regime is (combinatorially) richer than another one if the set of leading order graphs of the latter is strictly included in that of the former, and we call combinatorially prolific a regime such that for a given \( \sigma \), there exists more than one \( \tau \) such that \((\sigma, \tau)\) is a leading order graph.

Our choices of names for the regimes below are motivated by the applications to the study of entanglement in multipartite quantum systems. In this context, each color corresponds to a subsystem, and \( B \) is a density matrix.

### 3.1. Tensors satisfying the asymptotic scaling ansätze

Before presenting the various asymptotic regimes, let us first give some examples of tensors satisfying the scaling ansätze and discuss their entanglement.

The Hilbert space of a multipartite quantum system is a tensor product \( \mathcal{H} = \bigotimes_c \mathcal{H}_c \). We denote by \( |i_c\rangle \) the standard basis in \( \mathcal{H}_c \), and \( \Psi_{i_1 \ldots i_D} = (i_1 \ldots i_D|\Psi) \) the components of the vector \( |\Psi\rangle \in \mathcal{H} \) in the tensor product basis \( |i_1 \ldots i_D\rangle = \bigotimes_c |i_c\rangle \). A state of the system is a density matrix, that is, a positive semi-definite Hermitian operator \( \rho \) on \( \mathcal{H} \) with trace 1. The state of the system is:
• pure if its density matrix is a one dimensional projector \( \rho = |\Psi \rangle \langle \Psi | \) for some \( |\Psi \rangle \in \mathcal{H} \).
• separable if its density matrix can be written as:

\[
\rho = \sum_{k=1}^{K} p_k \rho_1^{(k)} \otimes \cdots \otimes \rho_D^{(k)},
\]

where \( K \geq 1, p_k > 0 \) such that \( \sum_k p_k = 1 \) and \( \rho_c^{(k)} \) are density matrices. A state is entangled if it is not separable.

3.1.1. States with microscopic scaling If a state is both pure and separable then its density matrix is a tensor product of rank 1 projectors \( \rho = \bigotimes_c |\Psi_1 \rangle \langle \Psi_1 | \). Pure separable states display the microscopic scaling \( \epsilon = \beta = 0 \):

\[
\text{Tr}_\sigma (|\Psi_1 \rangle \langle \Psi_1 | \otimes \cdots \otimes |\Psi_D \rangle \langle \Psi_D |) = 1.
\]

The microscopic scaling is also obtained if \( \rho = \bigotimes_c \rho_c \) with \( \text{Rank}(\rho_c) \) a constant independent of \( N \), and more generally for any family of states whose trace-invariants stay finite at large \( N \), regardless of whether they are pure, separable, etc.

3.1.2. States with asymptotically separable scalings Tensor product state Consider a tensor product state \( \rho = \bigotimes_c \rho_c \) such that \( \text{Rank}(\rho_c) = N^\beta \) with \( 0 \leq \beta \leq 1 \). We assume that the eigenvalues of \( \rho_c \) are all of the same order \( N^{-\beta} \) (for instance \( \rho_c \) could be proportional to the identity on its image). The trace-invariants decouple:

\[
\text{Tr}_\sigma (\rho_1 \otimes \cdots \otimes \rho_D) = \prod_{c=1}^{D} \text{Tr}_{\sigma_c}(\rho_c) = \prod_{c=1}^{D} \prod_{p \geq 1} \left[ \text{Tr}(\rho_c^p) \right]^{d_p(\sigma_c)},
\]

and a cycle of \( \sigma_c \) of length \( p \) contributes \( N^{\beta(1-p)} \), leading to:

\[
\text{Tr}_\sigma (\rho_1 \otimes \cdots \otimes \rho_D) \sim N^{\beta \sum_c [\#(\sigma_c) - n]}.
\]

Maximally mixed state The maximally mixed state is the state with density matrix \( \frac{1}{N D} \mathbb{1} \otimes D \), where \( \mathbb{1} \) the identity. It is asymptotically separable with \( \epsilon = 0 \) and \( \beta = 1 \):

\[
\text{Tr}_\sigma \left( \frac{1}{N D} \mathbb{1} \otimes D \right) = N^{\sum_c [\#(\sigma_c) - n]}, \quad \text{Tr} \left( \frac{1}{N D} \mathbb{1} \otimes D \right) = 1.
\]

General separable states By multilinearity, a trace-invariant evaluated over a general separable state of the form (3.4) is:

\[
\text{Tr}_\sigma (\rho) = \sum_{k_1, \ldots, k_n=1}^{K} p_{k_1} \cdots p_{k_n} \prod_{c=1}^{D} \prod_{\eta \text{ cycle of } \sigma_c} \text{Tr} \left( \prod_{i \in \eta} \rho_c^{(k_i)} \right),
\]

where the product along the cycle \( \eta \) is ordered. We note that a separable state must have \( \epsilon = 0 \): as the traces factor over the cycles of \( \sigma_c \), there is no way to obtain an asymptotic scaling with \( \epsilon > 0 \). A simple upper bound on the trace-invariant is:

\[
|\text{Tr}_\sigma (\rho)| \leq \sum_{k_1, \ldots, k_n=1}^{K} p_{k_1} \cdots p_{k_n} \left( \max_{c, i} \{ \text{Rank}(\rho_c^{(k_i)}) \} \right)^{\sum_c [\#(\sigma_c) \prod_{c=1}^{D} \prod_{i=1}^{n} ||\rho_c^{(k_i)}||]}.
\]
where \( ||\rho_c^{(k_i)}|| \) denotes the operator norm of \( \rho_c^{(k_i)} \). Assuming that all the individual density matrices have \( \text{Rank}(\rho_c^{(k_i)}) = N^\beta \) with \( 0 \leq \beta \leq 1 \) and that all their eigenvalues are of the same order, we have \( ||\rho_c^{(k_i)}|| \sim N^{-\beta} \), hence:

\[
|\text{Tr}_\sigma(\rho)| \leq N^{\beta} \sum_c \left[ \#(\sigma_c) - n \right] \sum_{k_1, \ldots, k_n=1}^K p_{k_1} \cdots p_{k_n} = N^{\beta} \sum_c \left[ \#(\sigma_c) - n \right].
\]

However, this is an upper bound and not the asymptotic behavior. Additional assumptions are needed in order to obtain a lower bound of the same order. The contribution to (3.5) that gathers the terms with all \( k \)s equal is:

\[
\sum_{k=1}^K p_k^n \prod_c \prod_{\text{cycle of } \sigma_c} \text{Tr} \left( \sum_k^N \rho_c^{(k)} \right) \sim \left( \sum_k^N p_k^n \right) N^{\beta} \sum_c \left[ \#(\sigma_c) - n \right],
\]

but the sum (3.5) over all the attributions of \( k \) can be significantly smaller, as the terms with distinct \( k \)s can be of the same order of magnitude and do not have a definite sign. Such terms can be rendered inoffensive under various assumptions:

- if all the \( \rho_c^{(k_i)} \)s are commuting, then all the terms in (3.5) are positive.
- if \( \text{Rank}(\rho_c^{(k_i)}(\rho_c^{(k_j)}) = N^{\beta'} \) with \( \beta' < \beta \), then all the terms with distinct \( k \)s are smaller in scaling than the ones with equal \( k \)s.

In these cases, (3.6) is a lower bound on \( \text{Tr}_\sigma(\rho) \), and we can conclude that the asymptotic dependency in \( N \) is precisely \( N^{\beta} \sum_c \left[ \#(\sigma_c) - n \right] \).

3.1.3. States with asymptotically entangled scalings

**Pure states** The pure density matrix \( \rho = |\Psi\rangle \langle \Psi| \) with \( |\Psi\rangle \in \mathcal{H} \) reads in the standard basis:

\[
\langle j_1 \ldots j_D | \rho | i_1 \ldots i_D \rangle = \Psi_{j_1 \ldots j_D} \Psi^*_{i_1 \ldots i_D},
\]

where \( * \) denotes complex conjugation. We note that \( \rho \) does not connect the outgoing indices \( i_s^1, \ldots, i_s^D \) with the incoming ones \( j_s^1, \ldots, j_s^D \) of the same \( s \):

\[
\text{Tr}_\sigma(\rho) = \sum_{\text{all indices}} \left( \prod_{s=1}^n \Psi_{i_s^1 \ldots i_s^D}^* \right) \left( \prod_{c=1}^D \prod_{s=1}^n \delta_{i_s^c, j_s^{c(s)}} \right) \left( \prod_{s=1}^n \Psi_{j_s^1 \ldots j_s^D} \right),
\]

hence pure states must have \( \beta = 0 \) as there is no way to obtain an asymptotic scaling depending on the number of cycles of \( \sigma_c \).

A 1-uniform state A pure density matrix \( \rho = |\Psi\rangle \langle \Psi| \) with \( |\Psi\rangle \in \mathcal{H} = \otimes_c \mathcal{H}_c \) is said to be 1-uniform if, after partially tracing all the subsystems except \( \mathcal{H}_c \), one gets the maximally mixed state:

\[
\sum_{i_2, \ldots, i_D} \langle j_1 i_2 \ldots i_D | \rho | i_1 i_2 \ldots i_D \rangle = \frac{1}{N} \delta_{i_1 j_1}.
\]

A pure 1-uniform density matrix is considered to be maximally entangled [17–19].

We decompose each \( \mathcal{H}_c \) as a tensor product of \( D-1 \) Hilbert spaces, each of them with dimension \( N^{1/(D-1)} \). We denote this by \( \mathcal{H}_c = \mathcal{H}_{c(1)} \otimes \cdots \mathcal{H}_{c(c)} \ldots \otimes \mathcal{H}_{c(D)} \), where the
hat signifies an element missing in a list. The canonical basis of $\mathcal{H}_c$ is a tensor product basis:

$$|i_c\rangle = \bigotimes_{c', c'\neq c} |i_{c(c')}\rangle \equiv |i_{c(1)} \cdots \hat{i}_{c(c)} \cdots i_{c(D)}\rangle,$$

that is, every index is split into a multi-index $i_c \equiv (i_{c(1)}, \ldots, \hat{i}_{c(c)}, \ldots, i_{c(D)})$, and each sub-index $i_{c(c')}$ ranges from 1 to $N^{1/(D-1)}$. We consider the pure density matrix:

$$\rho = |\Psi\rangle \langle \Psi|, \quad |\Psi\rangle = \Psi_{i_1 \cdots i_D} \bigotimes_c |i_c\rangle = N^{-\frac{D}{2}} \left( \prod_{c_1 < c_2} \delta_{i_{c_1(2)} i_{c_2(1)}} \right) \bigotimes_{c, c', c' \neq c} |i_{c(c')}\rangle.$$

To compute the value of a trace-invariant evaluated on $\rho$, we note that:

$$\text{Tr}_\sigma (\rho) = N^{-n \frac{D}{2}} \sum_{\text{all indices}} \left( \prod_{s=1}^{n} \prod_{c_1 < c_2} \delta_{i_{c_1(s)} i_{c_2(s)}} \delta_{j_{c_1(s)} j_{c_2(s)}} \right) \prod_{c \in \{1, \ldots, D\}} \left( \prod_{s=1}^{n} \prod_{c' \neq c} \delta_{i_{c(s)} j_{c(s)}}, c_{c'} \right),$$

and an index $i_{c_1(c)}$ is identified with $i_{c_2(c)}$ which is identified with $j_{c_1(c)}$, $j_{c_2(c)}$ which is identified with $i_{c_1^{-1} c_2(c)}$, and so on. Consequently, we get a free sum over an index $i_{c_1(c)}$ for every cycle of $c_1^{-1} c_2$. As the range of $i_{c(c')}$ is $N^{1/(D-1)}$, we obtain:

$$\text{Tr}_\sigma (\rho) = N^{-n \frac{D}{2}} \sum_{c_1 < c_2} \left[ \#(\sigma_{c_1}^{-1} \sigma_{c_2}) - n \right].$$

Moreover, the partial trace of $\rho$ over all the subsystem except 1 is:

$$N^{-\frac{D}{2}} \sum_{|i_{c(c')}\rangle \in \mathcal{H}_c} \left( \prod_{c_1 < c_2} \delta_{i_{c_1(2)} i_{c_2(1)}} \delta_{j_{c_1(2)} j_{c_2(1)}} \right) \left( \prod_{c > 1, c' \neq c} \delta_{i_{c(c')} j_{c(c')}} \right) = \frac{1}{N} \prod_{c \neq 1} \delta_{i_{c(1)} j_{1(c)}},$$

as there are $(D-2)$ free sums over indices of size $N^{1/(D-1)}$. Thus $\rho$ satisfies (3.7) and is 1-uniform.

### 3.1.4. Interpolation: states with $\beta + \epsilon (D-1) \leq 1$

Writing $N = N^{1-\beta - \epsilon (D-1)} N^\beta N^\epsilon N^{D-1}$, we proceed similarly to the previous example and split each Hilbert space $\mathcal{H}_c$ as a tensor product $\mathcal{H}_c = \mathcal{H}_c^1 \otimes \mathcal{H}_c^2 \otimes \mathcal{H}_c^\epsilon$, and furthermore we split $\mathcal{H}_c^\epsilon$ as $\mathcal{H}_c^\epsilon = \bigotimes_{c', c' \neq c} \mathcal{H}_c^{c(c')}$. We fix the dimensions of the various Hilbert spaces to:

$$\dim(\mathcal{H}_c^1) = N^{1-\beta - \epsilon (D-1)}, \quad \dim(\mathcal{H}_c^2) = N^\beta, \quad \dim(\mathcal{H}_c^{c(c')}) = N^\epsilon.$$

Such a splitting is possible only if $\beta + \epsilon (D-1) \leq 1$. The standard basis in $\mathcal{H}_c$ is a tensor product basis:

$$|i_c\rangle = |p_c\rangle \otimes |X_c\rangle \bigotimes_{c', c' \neq c} |i_{c(c')}\rangle \equiv |p_c X_c i_{c(1)} \cdots \hat{i}_{c(c)} \cdots i_{c(D)}\rangle,$$

that is, we split $i_c \equiv (p_c X_c i_{c(1)} \cdots \hat{i}_{c(c)} \cdots i_{c(D)})$ where $p_c$ ranges from 1 to $N^{1-\beta - \epsilon (D-1)}$, $X_c$ from 1 to $N^\beta$ and each $i_{c(c')}$ from 1 to $N^\epsilon$. 
The idea is to choose a density matrix which is a rank 1 projector on $\bigotimes_c \mathcal{H}_c^1$, is maximally mixed on $\bigotimes_c \mathcal{H}_c^e$, and is the 1-uniform state of Sect. 3.1.3 on $\bigotimes_c \mathcal{H}_c^e$, that is, $\rho = N^{-\beta D - \epsilon(D/2)} \rho^1 \otimes \rho^s \otimes \rho^e$:

$$\rho^1 = \bigotimes_c \left| \Psi_c^1 \right\rangle \langle \Psi_c^1 |, \quad \left| \Psi_c^1 \right\rangle \in \mathcal{H}_c^1,$$

$$\rho^s = \bigotimes_c \left| \Pi_c^s \right\rangle \langle \Pi_c^s |, \quad \left| \Pi_c^s \right\rangle = \sum_{X_c} |X_c\rangle \langle X_c |, \quad |X_c\rangle \text{ basis in } \mathcal{H}_c^s,$$

$$\rho^e = \left| \Psi^e \right\rangle \langle \Psi^e |, \quad \left| \Psi^e \right\rangle = \left( \prod_{c_1 < c_2} \delta_{c_1 c_2} (\sigma_{c_1 c_2}) \right) \bigotimes_{c, c' \neq c'} \left| i(c') \right\rangle.$$

Using the Sects. 3.1.1, 3.1.2 and 3.1.3, we get:

$$\text{Tr}_\sigma (\rho) = N^{-n \beta D - n \epsilon(D/2)} \text{Tr}_\sigma^1 (\rho^1) \text{Tr}_\sigma^s (\rho^s) \text{Tr}_\sigma^e (\rho^e)$$

$$= N^\beta \sum_{c=1}^D \left[ \#(\sigma_c) - n \right] + e \sum_{c_1 < c_2} \left[ \#(\sigma_{c_1 c_2}) - n \right],$$

where $\text{Tr}^1$, $\text{Tr}^s$ and $\text{Tr}^e$ denote the traces over $\bigotimes_c \mathcal{H}_c^1$, $\bigotimes_c \mathcal{H}_c^e$, and $\bigotimes_c \mathcal{H}_c^e$ respectively.

The (macroscopic) family of states with $1 = \beta + \epsilon(D - 1)$ should be compared to other one-parameter families of states interpolating between a maximally entangled state and the maximally mixed state, such as the isotropic state or the Werner state for $D = 2$ (see [4], Sect. VI.9), which are known to be separable up to some threshold value of the parameter.

3.2. Asymptotic moments of the tensor HCIZ integral. One can try to detect the entanglement using the moments of the tensor HCIZ integral, as done in [9–13] for systems with finite $D$, $N$. From Proposition 2.5 and Cor. 2.4 of [3], and under the assumptions (3.1) and (3.2) concerning the asymptotics of the trace-invariants, we get:

$$\langle \left| \text{Tr}(AU B U^*) \right|^n \rangle_U = N^{-2nD} \sum_{\sigma, \tau \in S_n} \text{Tr}_\sigma (a) \text{Tr}_{\tau^{-1}} (b)$$

$$\times N^{\sum_{c=1}^D \#(\sigma_c \tau_c^{-1}) + s_A(\sigma) + s_B(\tau)} \prod_{c=1}^D M(\sigma_c \tau_c^{-1}) (1 + O(N^{-2})) .$$

As discussed in the introduction and at the beginning of Sect. 3, the scaling ansätze (3.2) for $A$ and $B$ depend on four parameters $\beta_A$, $\beta_B$ corresponding to contributions in $N$ that factor over the colors, and $\epsilon_A$, $\epsilon_B$ corresponding to contributions in $N$ that do not factor (in our ansätze they depend on pairs of colors). The hope is that varying these parameters we influence the asymptotic behavior of the tensor HCIZ integral, and with this, the distribution of randomized measurements.

At large $N$ the asymptotic of the moments is insensitive to the scaling hypothesis because:

$$\sum_c |\Pi(\sigma_c \tau_c^{-1})| + \beta_A \sum_c \Pi(\sigma_c) + \epsilon_A \sum_{c_1 < c_2} \Pi(\sigma_{c_1} \sigma_{c_2}^{-1})$$

$$+ \beta_B \sum_c \Pi(\tau_c^\perp) + \epsilon_B \sum_{c_1 < c_2} \Pi(\tau_{c_1} \tau_{c_2}^{-1}) ,$$
is maximized trivially for $\sigma_c = \tau_c = \text{id}, \forall c$, as each term is maximized individually.

**Theorem 2.** For $\epsilon_A, \epsilon_B, \beta_A, \beta_B \geq 0$, taking the normalized scaling ansatz:

$$s_A(\sigma) = \beta_A \sum_{c=1}^{D}[\#(\sigma_c) - n] + \epsilon_A \sum_{1 \leq c_1 < c_2 \leq D} \left[\#(\sigma_{c_1}\sigma_{c_2}^{-1}) - n\right],$$

and similarly for $B$, the moments of the tensor HCIZ integral obey:

$$\lim_{N \to +\infty} \left(\left[N^D \text{Tr}(A^\epsilon B B^* U^\dagger)\right]_U\right) = (\text{tr}(a) \text{tr}(b))^n.$$

3.3. **Asymptotic regimes for the cumulants in $D = 1$.** In $D = 1$, there are no $\epsilon$ terms and no entanglement to speak of. We include it here, as it provides a good introduction to the $D \geq 2$ case. We take the opportunity to gather and generalize some results scattered throughout the literature.

We make the assumption and use the notations of (3.1) and (3.2). The notation $\text{tr}(a^n)$ for the rescaled limit of $\text{Tr}(A^n)$ has been introduced and discussed in (1.4) in the introduction. For $D = 1$, the asymptotic scaling (3.2) depends only on $\beta_A$ and $\beta_B$, and we can assume $\beta_A \leq \beta_B$. We include non-realistic scaling ansätze for the traces: $\beta < 0$ corresponds to matrices of rank smaller than 1, $\beta > 1$ to rank larger than $N$, see Sect. 3.1.2. Although there is no sequence of matrices with such behavior, one can still derive a formal large $N$ limit for the cumulants. Note that in $D = 1$, we have $\text{Tr} \tau^{-1}(B) = \text{Tr} \tau(B)$.

**Theorem 3.** With the notations of (3.1), for any $\beta_A, \beta_B \in \mathbb{R}$, if $\text{Tr}_\sigma(A) \sim N^{\beta_A \#(\sigma)} \text{tr}_\sigma(a)$ and similarly for $B$, then the limit:

$$\lim_{N \to +\infty} \frac{1}{N^{\beta_\epsilon}} C_n \left( N^{\beta_\epsilon} \text{Tr}(A^\epsilon B B^*) \right),$$

of the cumulants in (3.3) exists and is non-trivial if and only if:

$$\gamma_\beta = 3 - \max(\beta_A, 1) - \max(\beta_B, 1) \quad \text{and} \quad \delta_\beta = \beta_A + \beta_B + 2 - \max(\beta_A, 1) - \max(\beta_B, 1).$$

Furthermore, the graphs $(\sigma, \tau)$ that contribute to (3.8) are (see Fig. 4 for examples)

1. for $\beta_A = \beta_B = 1$, the non-necessarily connected planar graphs:

$$\lim_{N \to +\infty} \frac{1}{N^2} C_n \left( \text{Tr}(A^\epsilon B B^*) \right) = \sum_{\sigma, \tau \in S_n, \text{s.t. } (\sigma, \tau) \text{ planar}} \text{tr}_\sigma(a) \text{tr}_\tau(b) f[\sigma, \tau].$$

2. for $\beta_A < \beta_B = 1$, the planar graphs such that $\sigma$ is a cycle of length $n$. In this case, $\tau$ is a non-crossing permutation on $\sigma$, and denoting by $\sigma_0 = (12 \ldots n)$, we have:

$$\lim_{N \to +\infty} \frac{1}{N^{\beta_A + 1}} C_n \left( N^{\text{Tr}(A^\epsilon B B^*)} \right) = (n - 1)! \text{tr}(a^n) \sum_{\tau \text{ non-cross. on } \sigma_0} \text{tr}_\tau(b) M(\sigma_0 \tau^{-1}).$$
3. for $\beta_A \leq \beta_B < 1$, the graphs such that $\sigma$ and $\tau$ are the same cyclic permutation:
\[
\lim_{N \to +\infty} \frac{1}{N^{\beta_A + \beta_B}} C_n \left( N \text{Tr}(A U B U^*) \right) = (n-1)! \text{tr}(a^n) \text{tr}(b^n).
\]
4. for $\beta_A < 1 < \beta_B$, the graphs such that $\sigma$ is a cycle of length $n$ and $\tau$ is the identity:
\[
\lim_{N \to +\infty} \frac{1}{N^{\beta_A + 1}} C_n \left( N^{2-\beta_B} \text{Tr}(A U B U^*) \right) = (-1)^{n-1} \frac{(2n-2)!}{n!} \text{tr}(a^n) \text{tr}(b^n).
\]
5. for $\beta_A = 1 < \beta_B$, the graphs such that $\tau$ is the identity and $\sigma$ is any permutation:
\[
\lim_{N \to +\infty} \frac{1}{N^2} C_n \left( N^{2-\beta_B} \text{Tr}(A U B U^*) \right) = \text{tr}(b^n) \sum_{\sigma \in S_n} \text{tr}(a) f[\sigma, \text{id}].
\]
6. for $1 < \beta_A \leq \beta_B$, the graphs such that $\sigma = \tau = \text{id}$:
\[
\lim_{N \to +\infty} \frac{1}{N^2} C_n \left( N^{3-(\beta_A + \beta_B)} \text{Tr}(A U B U^*) \right) = (-1)^{n-1} \frac{(3n-3)!}{(2n)!} \left[2\text{tr}(a) \text{tr}(b)\right]^n.
\]

**Proof.** See Appendix A.

The following pattern emerges: whenever $\beta < 1$ for a matrix, the corresponding permutation is a cycle; whenever $\beta > 1$, the corresponding permutation is the identity. We obtain combinatorially prolific regimes only for $\beta_A \leq \beta_B \leq 1$.

For $A$ microscopic ($\beta_A = 0$) and $B$ macroscopic ($\beta_B = 1$), the leading order graphs are non-crossing permutations (in the universality class of plane trees). For the symmetric macroscopic scaling $\beta_A = \beta_B = 1$, the leading order graphs are planar maps, which form a richer universality class.

This theorem generalizes several results in the literature. Item 1, $\beta_A = \beta_B = 1$ leading to planar graphs corresponds to the scaling of the original HCIZ integral [1,2]. The coefficients $f[\sigma, \tau]$ are related to double Hurwitz numbers in genus zero (see [3] and references therein).
Item 2, $\beta_A < \beta_B = 1$ is the scaling considered by Zinn-Justin in [20] and subsequently by the first author in [21] to obtain alternative proofs and generalize to weaker hypothesis Voiculescu’s result that independent random matrices are asymptotically free. With this assumption, the coefficients of the cumulants are that of the primitive of the R-transform.

A particular case of item 3, $\beta_A \leq \beta_B < 1$ is considered in [22] in the context of the study of sum and product operations of randomly rotated eigenvalues of fixed rank. This is related to a notion of cyclic monotone free independence, that generalizes the more well-known notion of monotone independence. Note that the present manuscript is more general than the point of view of [22] because we also treat matrices of small but non necessarily fixed rank, and have an additional continuum of parameters for the behaviour of the limiting moments.

In Item 5, the HCIZ integral is formally (since the scaling ansatz involves matrices of rank larger than $N$) a generating function for the genus zero monotone single Hurwitz numbers $H_0(\sigma)$ [3]:

$$f[\sigma, \text{id}] = (-1)^{\#(\sigma)-1} \prod_{p \geq 1} \frac{d_p(\sigma)!}{n!} H_0(\sigma).$$

This reproduces the similar result obtained in [24] by assuming $\lim_{N \to \infty} \frac{1}{N} \text{Tr}(B^k) = \delta_{1,k}$, which fixes $\tau = \text{id}$ at leading order in $1/N$.

The asymptotic behavior of the cumulants turns out to be more interesting than that of the moments. Figure 5 presents the asymptotic regimes we find for $A$ microscopic and for symmetric scalings.

---

We thank an anonymous referee for pointing out that the Brézin-Gross-Witten integral is a matrix model for which this regime is relevant [23]. We have not yet considered a BGW generalization involving tensor products of Haar-distributed unitary matrices, but this is a very natural question indeed, which we hope to address in the future.
3.4.1. Asymptotic regimes for A microscopic For A microscopic, the general scaling ansatz is:

$$\text{Tr}_\sigma(A) \sim O(1), \quad \text{Tr}_\tau(B) \sim N^\beta \sum_c \#(\tau_c) + \epsilon \sum_{c_1 < c_2} \#(\tau_{c_1} \tau_{c_2})^{-1} \text{tr}_\tau(b).$$

The resulting regimes are listed in our first main theorem, Theorem 6, and displayed in Fig. 5a. For all the regimes except VII and VIII, we can build states with the right asymptotic behavior using Sect. 3.1.4.

The combinatorially prolific regimes are I, II and VII:

- **The macroscopic separable regime:** (II in Fig. 5a) is obtained along the line $\beta = 1 - \epsilon(D - 1) > 1/D$ and $\epsilon \geq 0$. It takes its name from its endpoint $\epsilon = 0$ and $\beta = 1$ which has asymptotically separable scaling and is called macroscopic because (at $\epsilon = 0$) it is obtained for a tensor product of $D$ matrices of full rank.

- **The macroscopic boundary regime:** (I in Fig. 5a) is the point $\beta = \epsilon = 1/D$. We call it boundary as it is found on the boundary of the entangled regime V discussed below. This regime I is richer than all regimes but VI.

- **The hyper-macroscopic boundary regime:** (VII in Fig. 5a) is the vertical line $\epsilon > \beta = 1/D$. We have not been able to exhibit a sequence of tensors $\{B\}_{N \to \infty}$ displaying asymptotic scalings in this region, see the discussion in Sect. 3.5.

The following regimes are not combinatorially prolific:

- **The microscopic regime:** (VI in Fig. 5a) is the point $\epsilon = \beta = 0$ and is realized by tensors whose trace-invariants do not scale in $N$, such as for instance tensor products of one dimensional projectors, Sect. 3.1.1.

- **The mesoscopic separable regime:** (IV in Fig. 5a) gathers $0 \leq \epsilon < \beta < 1 - \epsilon(D - 1)$. We call it mesoscopic, as at $\epsilon = 0$ it is obtained for a tensor product of matrices that are neither rank one (finite) nor full rank. The regime II is richer than this regime IV.

- **The mesoscopic boundary regime:** (III in Fig. 5a) is obtained for $0 < \epsilon = \beta < 1/D$. The regime I is richer than this regime III, which in turn is richer than IV.

- **The entangled regime:** (V in Fig. 5a) is obtained for $\epsilon > 0, \beta < \min(1/D, \epsilon)$ and:

$$\lim_{N \to +\infty} \frac{1}{N^{\beta D}} C_n \left( N^{D - \epsilon} \frac{D(D - 1)}{2} \text{Tr}(A U B U^*) \right) = (n - 1)! \text{tr}(a^n) \text{tr}(b^n).$$

This regime is combinatorially trivial and obtained for instance for a 1-uniform state, see Sect. 3.1.3.

- **The hyper-macroscopic regime:** (VIII in Fig. 5a) is obtained for $\beta > \max(1/D, 1 - \epsilon(D - 1))$, and we have not been able to exhibit states with such asymptotic scalings.

Lower bound on the number of leading order graphs The graphs $(\sigma, \tau)$ have quadrangles of dashed and thick edges labeled from 1 to $n$. Due to relabeling, their number grows like $n!$, that is, super-exponentially, but in the expansion (2.2) the cumulant $C_n$ is divided by $1/n!$, which takes out this super-exponential growth.

All the regimes of the $\beta - \epsilon$ diagram are richer than the entangled regime V, which is combinatorially trivial, as it has only one leading order graph up to relabelling for each $n \geq 1$. Moreover:

7 In $D = 1$ the mesoscopic and microscopic regimes collapse (see Sect. 3.3).
For } r \neq V \text{, there exist some positive real numbers } c_D, d_D \text{ such that: }

\frac{N_r(D, n)}{N_V(D, n)} \geq \frac{1}{nD + 1} \left( \frac{nD + 1}{n} \right) = c_D n^{-\frac{3}{2}} (d_D)^n (1 + o(1/n)),

where } o(1/n) \text{ goes to zero when } n \to \infty.

\textbf{Proof.} From Theorem 6 we have that (see Sect. 4 for the relevant definitions):

- } N_V(D, n) \text{ is the number of cycles over } n \text{ vertices, that in } (n - 1)!.
- \text{for any other regime, the leading order graphs include at least one graph } (\sigma, \cdot) \text{ for any connected } (D + 1)-\text{melonic graph } \sigma. \text{ There are } (n - 1)! \frac{1}{nD + 1} \frac{(nD + 1)^n}{n} \text{ such } \sigma \text{ over } n \text{ edges of color } D + 1 \text{ labelled by } s \in \{1, \ldots, n\}, \text{ see e.g. [25].}

\hfill \Box

\subsection{Asymptotic regimes for symmetric scalings}

For symmetric scalings:

\[ \text{Tr}_\sigma(A) \sim N^\beta \sum_{r \in \epsilon \sigma_r} \sum_{c_1 < c_2} \frac{\#(\sigma_1 \sigma_2)}{\#(\sigma)} \text{tr}_\sigma(a), \]
\[ \text{Tr}_\tau(B) \sim N^\beta \sum_{r \in \epsilon \tau_r} \sum_{c_1 < c_2} \frac{\#(\tau_1 \tau_2)}{\#(\tau)} \text{tr}_\tau(b), \]

the regimes are listed in our second main theorem, Theorem 7, and displayed in Fig. 5b. The large } N \text{ regimes lie in the same regions of the } \beta - \epsilon \text{ plane as the ones for } A \text{ microscopic.}

The combinatorially prolific symmetric regimes are S-II and S-I:

- \textit{The symmetric macroscopic separable regime: } (S-II in Fig. 5b) is obtained for the symmetric scalings } \beta = 1 - \epsilon(D - 1) > 1/D \text{ and } \epsilon \geq 0 \text{ and is richer than the regime II.}
- \textit{The symmetric macroscopic boundary regime: } (S-I in Fig. 5b) is obtained for } \beta = \epsilon = 1/D \text{ and is richer than the regime S-II. We expect this regime S-II to be combinatorially richer than the regime II, however we have not been able to prove it.}

The symmetric regimes S-III, S-IV, S-V, and S-VI are identical (have the same leading order graphs) to the corresponding regimes III, IV, V, and VI. The regimes S-I, S-II, S-VII and S-VIII are new, but the last two are not combinatorially prolific and expected not to be realizable.

\subsection{Hyper-macroscopic regimes and degrees of freedom}

In Sect. 3.1.4, we have exhibited states for all } \beta + \epsilon(D - 1) \leq 1. \text{ The construction breaks down for } \beta + \epsilon(D - 1) > 1, \text{ because the Hilbert spaces } \mathcal{H}_c \text{ do not have enough dimensions to be split}^8 \text{ as } N = N^{1-\beta-\epsilon(D-1)} N^\beta N^{\epsilon(D-1)}. \text{ This suggests that the line } \beta + \epsilon(D - 1) = 1 \text{ with } \epsilon, \beta \geq 0 \text{ is the frontier at which the tensors } \rho \text{ maximize the number of degrees of freedom in the subsystems.}

^8 \text{This is particularly transparent for } \epsilon = 0, \text{ in which case a scaling } \beta > 1 \text{ would be realized by a tensor product states } \otimes_c \rho_c \text{ with } \rho_c \text{ of rank } N^\beta.
As will be shown in Theorem 6 and Theorem 7, this is supported by the overall scaling of the cumulants: in the regimes III and IV, the overall scaling exponent is \( \delta_{\beta \epsilon} = \beta + \epsilon(D - 1) \), that is, \( N^{\delta_{\beta \epsilon}} \) is exactly the expected number of degrees of freedom in a subsystem (in the entangled regime V, the scaling is less than the expected number of degrees of freedom). In the macroscopic regimes I and II, \( \delta_{\beta \epsilon} \) reaches 1 and the scaling factor is \( N \), the dimension of the Hilbert space \( H_c \). Beyond, in the hyper-macroscopic regimes VII and VIII, the overall scaling gets stuck to its maximal value \( N \). The same holds mutatis mutandis for symmetric scalings.

4. Combinatorial Facts

Our analysis of the large \( N \) regimes of the cumulants relies on several combinatorial results, which we gather in this section.

4.1. Colored Graphs. We will use several classical results on colored graphs (see [26, 27] and references therein), which we now review. Let us fix \( q \) an integer larger or equal to 3. A bipartite \( q \)-edge-colored graph \( G \), or \( q \)-colored graph for short, is a graph such that (see Fig. 6 for an example):

- the vertices are either black or white and all the vertices are \( q \)-valent,
- an edge connects a black and a white vertex and has a color \( c \in \{1, \ldots, q\} \), such that all the edges incident to a vertex have different colors.

We denote by \( V(G) \) and \( K(G) \) the numbers of vertices and connected components of \( G \). The number of edges of \( G \) is \( q V(G)/2 \). The faces of \( G \) are the bi-colored cycles of edges in the graph. We denote by \( F^{(c,c')}(G) \) the number of faces of color \((c, c')\), that is, the number of subgraphs obtained by keeping only the edges of color \( c \) and \( c' \) and we furthermore denote by:

\[
F(G) = \sum_{c < c'} F^{(c,c')}(G) \quad \text{and} \quad F_c(G) = \sum_{c' \neq c} F^{(c,c')}(G),
\]

the total number of faces of \( G \), respectively the number of faces of \( G \) containing the color \( c \).

Degrees The degree\(^9\) of a \( q \)-colored graph \( G \) is the non-negative half integer \([26, 27]:\)

\[
\omega(G) = (q - 1)K(G) + \frac{(q - 1)(q - 2)}{4} V(G) - F(G) \geq 0. \tag{4.1}
\]

\(^9\) Sometimes called the reduced-degree.
The fact that the degree is non-negative is not trivial, and it is the basis of the $1/N$ expansion in random tensors [26]. Besides being positive, the degree has another useful property [26,27]: denoting by $G^\hat{c}$ the graph obtained from $G$ by deleting the edges of color $c$, we have:

$$\omega(G) \geq \omega(G) - \omega(G^\hat{c}) \geq \frac{1}{q-1}\omega(G). \quad (4.2)$$

The $c$-degree of a $q$-colored graph $G$ is the non-negative half integer [25,27]:

$$\Omega_c(G) = K(G) + \frac{q-2}{2} V(G) - F_c(G) \geq 0. \quad (4.3)$$

The degree and the $c$-degree are related by observing that the number of faces containing the color $c$ in $G$ can be written as the total number of faces minus the number of faces that do not contain it, that is, $F_c(G) = F(G) - F(G^\hat{c})$ and simple algebra leads to:

$$\Omega_c(G) = (q-2)\left[ K(G^\hat{c}) - K(G) \right] + \omega(G) - \omega(G^\hat{c}). \quad (4.4)$$

As $G^\hat{c}$ must have at least a connected component for each connected component of $G$, this together with (4.2) provides the proof that the $c$-degree is non-negative.

4.1.1. The $q = 3$ case  A 3-colored graph $G$ can be canonically embedded in a surface by cyclically ordering counterclockwise the edges in the order $(0,1,2)$ around every white vertex and in the order $(0,2,1)$ around every black one. This promotes $G$ to a combinatorial map. The bi-colored cycles of $G$ are exactly the faces of the map, and the Euler relation reads $F(G) - V(G)/2 = 2K(G) - 2g(G)$. Thus for $q = 3$, the degree is twice the genus.

**Non-crossing pairings** For $q = 3$, the graph $G^\hat{c}$ reduces to the faces of $G$ which do not contain $c$, that is, $K(G^\hat{c}) = F(G^\hat{c})$. In particular $\omega(G^\hat{c}) = 0$ always, and using (4.4), the $c$-degree of $G$ reads:

$$\Omega_c(G) = \left[ F(G^\hat{c}) - K(G) \right] + 2g(G).$$

It follows that the $c$-degree vanishes if and only if each connected component of $G$ (see Fig. 7):

- has exactly one face of color $(c_1, c_2)$ with $c_1, c_2 \neq c$ for each connected component;
- in each connected component, the edges of color $c$ form a planar non-crossing pairing (a non-intersecting chord diagram).

We summarize this subsection in the following Proposition.

**Proposition 4.1.** The degree of a 3-colored graph $G$ is twice its genus. The $c$-degree of a 3-colored graph $G$ vanishes if and only if each connected component of $G$ is a non-crossing pairing, that is, $G$ is planar and has a single face with colors $c_1, c_2 \neq c$ per connected component.
4.1.2. The $q > 3$ case Melonic graphs  A melonic insertion on an edge in a graph (see Fig. 8) consists in splitting the edge and inserting two vertices connected by $q - 1$ edges respecting the colors. A connected $q$-colored graph is called *melonic* (right in Fig. 9) if it can be obtained by melonic insertions starting from the unique $q$-colored graph with two vertices (left in Fig. 9).

**Proposition 4.2.** [26,27] For $q > 3$, the connected colored graphs of vanishing degree are the melonic graphs. From (4.2) and (4.4), the connected colored graphs of vanishing $c$-degree are the melonic graphs that stay connected when removing all the edges of color $c$. We will call such graphs $c$-melonic.

4.2. The graphs $\sigma$. The graph $\sigma$ associated to the trace-invariant $\text{Tr}_\sigma (A)$ is a $(D + 1)$-colored graph: the edges $(i^c_s, j^c_{\sigma_c(s)})$ inherit the color $c \in \{1, \ldots, D\}$ of the index they represent, and we assign the color $D + 1$ to the thick edges labeled $s$. The graph $\sigma$ has:

**Vertices**—2$n$ vertices, $n$ white and $n$ black, labeled $s \in \{1, \ldots, n\}$. The white and the black vertices with label $s$ are linked by a thick edge of color $D + 1$.

**Edges**—$n(D + 1)$ edges colored $\{1, \ldots, D + 1\}$. The edges of color 1 to $D$ track the indices of $A$ and encode the $\sigma_c$’s; the edges of color $D + 1$ connect the vertices with the same label $s$.

**Faces**—the faces of $\sigma$ fall in two categories:
- $F^{(c_1,c_2)}(\sigma) = \#(\sigma_{c_1} \sigma_{c_2}^{-1})$ faces with colors $(c_1, c_2)$ with $1 \leq c_1 < c_2 \leq D$.
- $F^{(c,D+1)}(\sigma) = \#(\sigma_c)$ faces with colors $(c, D + 1)$ with $1 \leq c \leq D$. 

**Fig. 7.** A connected 3-colored graph with $\Omega_3(G) = 0$

**Fig. 8.** Melonic insertion/removal

**Fig. 9.** The unique $q$-colored graph with two vertices (left), and a melonic graph (right)
Connect components— the graph $\sigma$ has $|\Pi(\sigma)|$ connected components.

Degree— the degree (4.1) of $\sigma$ reads:

$$\omega(\sigma) = D|\Pi(\sigma)| + n \frac{D(D - 1)}{2} - \left( \sum_c \#(\sigma_c) + \sum_{c_1 < c_2} \#(\sigma_{c_1}\sigma_{c_2}^{-1}) \right) \geq 0. \quad (4.5)$$

$(D + 1)$-degree— the $c$-degree (4.3) of $\sigma$ for $c = D + 1$ is:

$$\Omega_{D+1}(\sigma) = |\Pi(\sigma)| + n(D - 1) - \sum_c \#(\sigma_c) \geq 0. \quad (4.6)$$

4.3. The graphs $(\sigma, \tau)$. The graph $(\sigma, \tau)$ of Sect. 2 is a $(D + 2)$-colored graph with:

Vertices— $4n$ vertices: $n$ white and $n$ black coming from $A$, and $n$ white and $n$ black coming from $B$. They are labeled $s \in \{1, \ldots, n\}$, and the four vertices labeled $s$ are connected into a quadrangle by thick edges of color $D + 1$ and dashed edges of color 0.

Edges— $2n(D + 2)$ edges colored by $\{0, 1, \ldots, D + 1\}$:

- the edges of color 0 are dashed and connect the $A$ vertices with the $B$ vertices with the same label $s$. Deleting the color-0 edges, we are left with the graphs $\sigma$ and $\tau^{-1}$.
- the edges with colors $c \in \{1, \ldots, D + 1\}$ are the ones of the graphs $\sigma$ and $\tau^{-1}$.

Faces— the faces of $(\sigma, \tau)$ fall in four categories:

- $F^{(c_1,c_2)}(\sigma, \tau) = \#(\sigma_{c_1}\sigma_{c_2}^{-1}) + \#(\tau_{c_1}\tau_{c_2}^{-1})$ faces with colors $(c_1, c_2)$ with $1 \leq c_1 < c_2 \leq D$.
- $F^{(0,c)}(\sigma, \tau) = \#(\sigma_c\tau_c^{-1})$ faces with colors $(0, c)$ with $1 \leq c \leq D$.
- $F^{(c,D+1)}(\sigma, \tau) = \#(\sigma_c) + \#(\tau_c)$ faces with colors $(c, D + 1)$ with $1 \leq c \leq D$.
- $F^{(0,D+1)}(\sigma, \tau) = n$ faces with colors $(0, D + 1)$.

Connect components— the graph $(\sigma, \tau)$ has $|\Pi(\sigma, \tau)|$ connected components.

4.4. The graphs $(\sigma_c, \tau_c)$. For a given pair $(\sigma, \tau)$ and a color $c \in \{1, \ldots, D\}$, we consider the 3-colored graph $(\sigma_c, \tau_c)$ obtained from $(\sigma, \tau)$ by keeping only the edges of color 0, $c$, and $D + 1$, as shown in Fig. 10.

This graph has $4n$ vertices, $6n$ edges, $F(\sigma_c, \tau_c) = \#(\sigma_c) + \#(\tau_c) + \#(\sigma_c\tau_c^{-1}) + n$ faces and $|\Pi(\sigma_c, \tau_c)|$ connected components (not to be confused with $|\Pi(\sigma_c\tau_c^{-1})| = \#(\sigma_c\tau_c^{-1}))$. The Euler relation for $(\sigma_c, \tau_c)$ reads:

$$\#(\sigma_c\tau_c^{-1}) = n + 2|\Pi(\sigma_c, \tau_c)| - 2g(\sigma_c, \tau_c) - \#(\sigma_c) - \#(\tau_c). \quad (4.7)$$

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig10.png}
\caption{Graphs $(\sigma_1, \tau_1), (\sigma_2, \tau_2)$ for the graph $(\sigma, \tau)$ in Fig. 2}
\end{figure}
Proposition 4.4. We have

\[ \text{The Tensor Harish-Chandra–Itzykson–Zuber Integral...} \]

We will encounter below the case when the 3-colored graph \((\sigma_c, \tau_c)\) is planar and moreover \(\sigma_c\) is a cycle of length \(n\). An example is the graph \((\sigma_1, \tau_1)\) in Fig. 10, which we reproduce in Fig. 11 on the left. Without loss of generality, we take \(\sigma_c = (12\ldots n)\).

The quadrangles made of thick edges of color \(D+1\) and dashed edges of color 0 are labeled \(s \in \{1, \ldots, n\}\). As \(\sigma_c\) is a cycle, the graph \(\sigma_c\) (which is a particular case of graph \(\sigma\) for only one color) is a cycle of alternating thick edges and edges of color \(c\) that visits the thick edges in the order \(\{1, \ldots, n\}\), see again Fig. 11 on the left.

Collapsing the quadrangles labeled \(s\) to thick edges by contracting the dashed edges, we conclude that if \(\sigma_c\) is a cycle of length \(n\), \((\sigma_c, \tau_c)\) is planar if and only if the edges of \(\tau_c^{-1}\) (or equivalently \(\tau_c\)) give a non-intersecting chord diagram on the cycle \(\sigma_c\). In this case, \(\Pi(\tau_c)\) is a non-crossing partition of the set \(\{1, \ldots, n\}\) ordered according to \(\sigma_c\). The cycles of \(\tau_c\) correspond to the shaded regions on the right of Fig. 11, and the non-crossing condition means that the shaded regions do not intersect.

Thus \((\sigma_c, \tau_c)\) is planar and \#(\(\sigma_c\)) = 1 if and only if \(\tau_c\) is a non-crossing permutation on the image of \(\sigma_c\). Note that it is indeed \(\tau_c\) which agrees with the ordering induced by \(\sigma_c\), and not \(\tau_c^{-1}\). This is summarized in the proposition below.

**Proposition 4.3.** If \(\Pi(\tau_c) \leq \Pi(\sigma_c)\) and \((\sigma_c, \tau_c)\) is planar, \(g(\sigma_c, \tau_c) = 0\), then the permutation \(\tau_c\) restricted to the blocks of \(\Pi(\sigma_c)\) is non-crossing. We will denote this by \(\tau_c \preceq \sigma_c\), \(\preceq\) is a partial order relation between permutations and we say that \(\tau_c\) is non-crossing on \(\sigma_c\). We use the notation \(\tau \preceq \sigma\) if \(\tau_c \preceq \sigma_c\) for all \(c\). Note that \(\sigma \preceq \sigma\) for any \(\sigma \in S_n\).

For example, on the right of Fig. 10, we have \(\tau_2 \preceq \sigma_2\). The following simple properties of the graph \((\sigma_c, \tau_c)\) will be useful.

**Proposition 4.4.** We have \(\sum_c g(\sigma_c, \tau_c) \geq 0\) and \(\sum_c (|\Pi(\sigma_c)| - |\Pi(\sigma_c, \tau_c)|) \geq 0\) with equality if and only if \(\sigma \preceq \tau\), in which case \(|\Pi(\sigma, \tau)| = |\Pi(\sigma)|\). If moreover \(\Pi(\tau_c) = \Pi(\sigma_c)\) for all \(c\), then \(\tau = \sigma\). In detail:

- \(|\Pi(\sigma_c)| = |\Pi(\sigma_c, \tau_c)|\) with equality if and only if \(\Pi(\tau_c) \leq \Pi(\sigma_c)\).
- If for all \(c \in \{1, \ldots, D\}\) we have \(|\Pi(\sigma_c)| = |\Pi(\sigma_c, \tau_c)|\), then \(\Pi(\sigma, \tau) = \Pi(\sigma)\).
- If \(|\Pi(\sigma_c)| = |\Pi(\tau_c)| = |\Pi(\sigma, \tau_c)|\) and \(g(\sigma_c, \tau_c) = 0\), then \(\sigma_c = \tau_c\).

**Proof.** The first item is trivial, as \(\Pi(\sigma_c, \tau_c) = \Pi(\sigma_c) \lor \Pi(\tau_c)\). The second one follows by observing that if \(\Pi(\tau_c) \leq \Pi(\sigma_c)\), then \(\Pi(\sigma_c, \tau_c) = \Pi(\sigma_c)\) and \(\Pi(\sigma, \tau) = \bigvee_{c=1}^{D} \Pi(\sigma_c, \tau_c) = \Pi(\sigma)\).

Finally, if \(|\Pi(\sigma_c)| = |\Pi(\tau_c)| = |\Pi(\sigma, \tau_c)|\), then \(\Pi(\sigma_c) = \Pi(\tau_c)\) and therefore any component of \((\sigma_c, \tau_c)\) consists in exactly one cycle of \(\sigma_c\) and one cycle of \(\tau_c^{-1}\). If furthermore \(g(\sigma_c, \tau_c) = 0\), then by Proposition 4.3 the permutation \(\tau_c\) is non-crossing on \(\sigma_c\), which is only possible if \(\sigma_c = \tau_c\). □
4.5. Auxiliary non-negative numbers. For any graph \((\sigma, \tau)\), let us define:

\[
\Delta(\sigma, \tau) = n(D - 1) + |\Pi(\sigma, \tau)| - \sum_{c=1}^{D} |\Pi(\sigma_c, \tau_c)|.
\]

Observe that if \(\tau \preceq \sigma\), then \(\Delta(\sigma, \tau) = \Omega_{D+1}(\sigma)\).

**Proposition 4.5.** For any \(\sigma, \tau \in S_n\), we have \(\Delta(\sigma, \tau) \geq 0\).

**Proof.** We define the abstract bipartite graph \(G_\Delta(\sigma, \tau)\) (see Fig. 12 for an example) having:

- \(\sum_{c=1}^{D} |\Pi(\sigma_c, \tau_c)|\) cross vertices, one for each connected component of each \((\sigma_c, \tau_c)\). The cross vertices inherit the color \(c\).
- \(n\) round vertices, one for each quadrangular face with colors \((0, D + 1)\) of \((\sigma, \tau)\). These vertices inherit the label \(s \in \{1, \ldots, n\}\) of the quadrangles.
- each round vertex \(s\) is connected, for all \(c\), by an edge of color \(c\) to the cross vertex of color \(c\) corresponding to the connected component of \((\sigma_c, \tau_c)\) to which it belongs.

The important remark is that \((\sigma, \tau)\) and \(G_\Delta(\sigma, \tau)\) have the same number of connected components: indeed, two round vertices in \(G_\Delta(\sigma, \tau)\) are incident to the same cross vertex with color \(c\) if and only if the corresponding quadrangles in \((\sigma, \tau)\) are connected by a path of edges of color \(c\) (be it edges of \(\sigma\) or of \(\tau^{-1}\)). Consequently, two round vertices are connected by a simple path in \(G_\Delta(\sigma, \tau)\) if and only if the corresponding quadrangles are connected by a simple path in \((\sigma, \tau)\).

The number of excess edges of \(G_\Delta(\sigma, \tau)\) is:

\[
nD - \left(n + \sum_{c=1}^{D} |\Pi(\sigma_c, \tau_c)|\right) + |\Pi(\sigma, \tau)| \geq 0.
\]

which proves the proposition. The bound is saturated when \(G_\Delta(\sigma, \tau)\) is a forest. \(\Box\)

For any \((\sigma, \tau)\), the graph \(G_\Delta(\sigma, \tau)\) is bipartite: every edge connects a cross vertex with a round vertex. For every color \(c\), any round vertex is connected by one edge of color \(c\) to a cross vertex of color \(c\). It follows that the round vertices are \(D\) valent, while the valency of the cross vertices is not constrained. A univalent cross vertex of color \(c\) hooked to a round vertex \(s\) signifies a fixed point of both permutations \(\sigma_c, \tau_c\), that is, \(\sigma_c(s) = \tau_c(s) = s\).

---

A simple path is a sequence of edges such that two consecutive edges share a vertex, and all the vertices in the sequence are distinct.
Minimally connected graphs

We call $\Delta$-arborescent the graphs $(\sigma, \tau)$ for which $G_\Delta(\sigma, \tau)$ is a forest, which are the graphs for which $\Delta(\sigma, \tau) = 0$. Some examples are displayed in Fig. 13. Reminiscent of the melons, $\Delta$-arborescent graphs can be constructed recursively, in a way that corresponds to building the $G_\Delta(\sigma, \tau)$ by recursive insertions of leaves.

Denoting by $\text{id} = (\text{id}, \ldots, \text{id}) \in S_1$, we observe that $(\text{id}, \text{id})$ is the unique graph $(\sigma, \tau)$ with exactly one quadrangle with colors $(0, D + 1)$: the two $A$ vertices and the two $B$ vertices are connected by all the color-$c$ edges (Fig. 14). In particular, $(\text{id}, \text{id})$ is melonic as a $D + 2$ color graph.

Consider now $(\sigma, \tau)$ a general $\Delta$-arborescent graph. Since $G_\Delta(\sigma, \tau)$ is a forest, there must exist a round vertex $s$ connected to $D - 1$ univalent cross vertices (leaves) of colors $c' \neq c$ for some $c$.

As explained above, for all $c' \neq c$, we have $\sigma_{c'}(s) = \tau_{c'}(s) = s$, which means that for both $\sigma$ and $\tau^{-1}$, the two vertices $s$ are connected by $D$ edges: one for each one of the $D - 1$ colors different from $c$, and one thick edge of color $D + 1$. We call this a chain-quadrangle with external color $c$ (Fig. 15).

Given a chain-quadrangle, if we delete its four vertices and all the edges linking them, there is a unique way to reconnect the remaining edge(s) of color $c$, as illustrated in Fig. 16. We call this operation the deletion of a chain-quadrangle.
Fig. 17. Examples of graphs with vanishing □₁. The graph on the left has □₁ = □₁ = 0 but Δ > 0, while the other two have □₁ = 0 but □₁ > 0

**Proposition 4.6.** A graph (σ, τ) is Δ-arborescent if and only if it reduces to a collection of graphs (id, id) by iterative deletions of chain-quadrangles.

**Proof.** Consider (σ, τ) with a chain-quadrangle with external color c, and let (σ', τ') be obtained from (σ, τ) by deleting it. Then (σ', τ') has n - 1 quadrangles (0, D + 1) and has lost one connected component for each (σ_c', τ_c'), c' ≠ c, and these exactly compensate, so that:

$$\Delta(σ', \tau') = \Delta(σ, \tau) + \left( |Π(σ', τ')| - |Π(σ, τ)| \right) - \left( |Π(σ_c', τ_c')| - |Π(σ_c, τ_c)| \right).$$

There are three cases:

- The number of connected components of (σ, τ) is raised by one, then so is $|Π(σ_c, τ_c)|$, and $\Delta(σ', \tau') = \Delta(σ, τ)$.
- Both the number of connected components of (σ, τ) and (σ_c, τ_c) remain the same, in which case again $\Delta(σ', \tau') = Δ(σ, τ)$.
- The number of connected components of (σ, τ) remains the same, but that of (σ_c, τ_c) is raised by one. In that case, $Δ(σ', τ') = Δ(σ, τ) - 1$.

Therefore, if (σ, τ) is Δ-arborescent, then the third case cannot occur, and the connected components of (σ', τ') are also Δ-arborescent. As already discussed, (σ, τ) being Δ-arborescent, there necessarily exists in $G_Δ(σ, τ)$ a round vertex connected to $D - 1$ cross leaves, so there necessarily exists a chain-quadrangle in (σ, τ). If n > 1, we may delete it, obtaining one or two smaller Δ-arborescent graphs. For each connected component, either it is (id, id), or it has more than one quadrangle (0, D + 1) and it contains a chain-quadrangle which we may delete, and so on, until we are left with a union of graphs (id, id). □

**Bounds on Δ** In the following, we will need certain bounds on Δ. In order to establish them, we note that Δ is related to the (D+1)-degrees of σ and τ, see (4.6). Let us denote by:

$$□_σ(σ, τ) = Δ(σ, τ) − Ω_{D+1}(σ) = |Π(σ, τ)| − |Π(σ)| + \sum_{c=1}^{D} \left( |Π(σ_c)| − |Π(σ_c, τ_c)| \right),$$

(4.9)

and we stress that Δ(σ, τ) is symmetric in σ and τ, while □_σ(σ, τ) is not. Observe that if τ ≤ σ, then □_σ(σ, τ) = 0. In particular, for any σ we have □_σ(σ, σ) = 0.
Proposition 4.7. For any \((\sigma, \tau)\), we have \(\square_\sigma (\sigma, \tau) \geq 0\) and \(\square_\tau (\sigma, \tau) \geq 0\).

Proof. This is a direct consequence of the construction in Definition 2.1. The partitions \(\Pi(\sigma), \{\Pi(\sigma_c, \tau_c)\}_c\) and \(\{\Pi(\tau_c)\}_c\) are such that \(\Pi(\sigma) \geq \Pi(\sigma_c)\) and \(\Pi(\tau_c) \geq \Pi(\sigma_c)\).

Building the graph \(G_{\square_\sigma} = \left(\Pi(\sigma), \{\Pi(\sigma_c, \tau_c)\}_c, \{\Pi(\sigma_c)\}_c\right)\) as in Def. 2.1, the number of excess edges of \(G_{\square_\sigma}\) is:

\[
\sum_c |\Pi(\sigma_c)| - \sum_c |\Pi(\sigma_c, \tau_c)| - |\Pi(\sigma)| + |\Pi(\sigma)| \bigvee_{c=1}^{\Delta} \Pi(\sigma_c, \tau_c) | \geq 0,
\]

and we conclude by observing that \(\Pi(\sigma) \bigvee_{c=1}^{\Delta} \Pi(\sigma_c, \tau_c) = \Pi(\sigma) \vee \Pi(\tau) = \Pi(\sigma, \tau)\).

The graphs \(G_{\square_\sigma}\) for the examples of Fig. 17 are shown in Fig. 18. □

We stress that the relation between \(G_{\square_\sigma}\) and \(G_{\Delta}(\sigma, \tau)\) is not straightforward. While the triangular vertices of \(G_{\square_\sigma}\) are the cross vertices of \(G_{\Delta}(\sigma, \tau)\) and the square vertices of \(G_{\square_\sigma}\) are obtained by collapsing together the round vertices of \(G_{\Delta}(\sigma, \tau)\) associated to the labels \(s\) belonging to the same connected component of \(\sigma\), the edges encode very different things in the two cases.

We define

\[
\square(\sigma, \tau) = \frac{\square_\tau(\sigma, \tau) + \square_\sigma(\sigma, \tau)}{2}. \quad (4.10)
\]

Proposition 4.8. [Lower bounds on \(\Delta\)] As \(\square_\sigma(\sigma, \tau) = \Delta(\sigma, \tau) - \Omega_{D+1}(\sigma) \geq 0\), we have:

\[
\Delta(\sigma, \tau) \geq \Omega_{D+1}(\sigma), \quad \Delta(\sigma, \tau) \geq \Omega_{D+1}(\tau)
\]

as well as

\[
\Delta(\sigma, \tau) \geq \square(\sigma, \tau).
\]

In particular, if \((\sigma, \tau)\) is \(\Delta\)-arborescent then both \(\sigma\) and \(\tau^{-1}\) are (not necessarily connected) \((D + 1)\)-melonic graphs. The converse of this statement is not true.

If \(\Pi(\tau_c) \leq \Pi(\sigma_c)\) for all \(c\), then \(\Pi(\sigma, \tau) = \Pi(\sigma)\) and \(\Pi(\sigma_c, \tau_c) = \Pi(\sigma_c)\). In this case, \(\Delta(\sigma, \tau) = \Omega_{D+1}(\sigma)\) and \((\sigma, \tau)\) is \(\Delta\)-arborescent if and only if \(\sigma\) is \((D + 1)\)-melonic.

Finally, if \(\sigma\) is \((D + 1)\)-melonic then \(\Delta(\sigma, \sigma) = 0\) (as can be seen by deleting iteratively the chain-quadrangles associated to the melonic insertions of \(\sigma\)).

Graphs with \(\square_\tau = 0\) We will encounter below the family of all the graphs with \(\square_\tau = 0\). While this family includes the \(\Delta\)-arborescent graphs, it is strictly larger (see Fig. 17): graphs with \(\square_\tau = 0\) but \(\Delta = \Omega_{D+1}(\tau) > 0\) are among the leading order graphs in regime I of Theorem 6. We have not yet found a satisfactory recursive construction for the family of graphs with \(\square_\tau = 0\).
5. Asymptotic Regimes for \( D \geq 2 \)

The asymptotic expansion of the cumulants of the tensor HCIZ integral (3.3) for \( D \) arbitrary is:

\[
C_n \left( N^{\gamma_{\beta \epsilon}} \text{Tr}(AU B U^*) \right) = N^{n(\gamma_{\beta \epsilon} - 2D)} \sum_{\sigma, \tau} \sum_{A} N^{s_A(\sigma) + s_B(\tau)} \text{tr}_\sigma(a) \text{tr}_{\tau-1}(b) f[\sigma, \tau](1 + O(1)),
\]

where (2.4) and the asymptotic scaling ansatz (3.2) with \( \alpha_A = 0 \) read:

\[
s(\sigma, \tau) = \sum_{c=1}^D \#(\sigma_c \tau_c^{-1}) - 2[|\Pi(\sigma, \tau)| - 1], \quad s_A(\sigma) = \beta_A \sum_{c=1}^D \#(\sigma_c) + \epsilon_A \sum_{c_1 < c_2} \#(\sigma_{c_1} \sigma_{c_2}^{-1}),
\]

and similarly for \( B \). Note that summing (4.7) over \( c \), the total scaling exponent with \( N \) of a graph reads:

\[
n(\gamma_{\beta \epsilon} - D) = 2[|\Pi(\sigma, \tau)| - 1] + 2 \sum_{c=1}^D |\Pi(\sigma_c, \tau_c)| - 2 \sum_{c=1}^D g(\sigma_c, \tau_c) - (1 - \beta_A) \sum_{c=1}^D \#(\sigma_c) - (1 - \beta_B) \sum_{c=1}^D \#(\tau_c) + \epsilon_A \sum_{c_1 < c_2} \#(\sigma_{c_1} \sigma_{c_2}^{-1}) + \epsilon_B \sum_{c_1 < c_2} \#(\tau_{c_1} \tau_{c_2}^{-1}),
\]

(5.1)

where \( |\Pi(\sigma_c, \tau_c)| \) and \( g(\sigma_c, \tau_c) \) are respectively the number of connected components and the total genus of \( (\sigma_c, \tau_c) \).

In the rest of this paper, we will identify for each \( \beta_A, \beta_B, \epsilon_A, \epsilon_B \), the \( \gamma_{\beta \epsilon} \) and \( \delta_{\beta \epsilon} \) such that:

\[
\delta_{\beta \epsilon} \geq n(\gamma_{\beta \epsilon} - D) = 2[|\Pi(\sigma, \tau)| - 1] + 2 \sum_{c=1}^D |\Pi(\sigma_c, \tau_c)| - 2 \sum_{c=1}^D g(\sigma_c, \tau_c) - (1 - \beta_A) \sum_{c=1}^D \#(\sigma_c) - (1 - \beta_B) \sum_{c=1}^D \#(\tau_c) + \epsilon_A \sum_{c_1 < c_2} \#(\sigma_{c_1} \sigma_{c_2}^{-1}) + \epsilon_B \sum_{c_1 < c_2} \#(\tau_{c_1} \tau_{c_2}^{-1}),
\]

and the equality is saturated for an infinite family of \( (\sigma, \tau), n \geq 1 \). We furthermore classify the leading order graphs.

The general strategy consists in writing for each asymptotic ansatz the scaling in (5.1) as a sum of non-positive terms and then identifying the terms which maximize it. To get acquainted with the typical structures, we will first analyze in detail some of the regimes.

5.1. The microscopic regime. We first consider that both \( A \) and \( B \) are microscopic, that is, \( \epsilon_A = \epsilon_B = \beta_A = \beta_B = 0 \):

\[
\text{Tr}_\sigma(A) \sim \text{tr}_\sigma(a) = O(1) \quad \text{and} \quad \text{Tr}_\tau(B) \sim \text{tr}_\tau(b) = O(1).
\]
Lemma 5.1. For $\epsilon_A = \epsilon_B = \beta_A = \beta_B = 0$, we have (see Fig. 19):
\[
\lim_{N \to +\infty} C_n \left( N^D \text{Tr}(AU B U^*) \right) = \sum_{\sigma \in S_n \text{ connected}} \text{tr}_\sigma(a) \text{tr}_{\sigma^{-1}}(b).
\]

Proof. The scaling exponent in (5.1) becomes:
\[
n(\gamma_{\beta} - D) - 2(\Pi(\sigma, \tau) - 1)
- \sum_{c} \left(2g(\sigma_c, \tau_c) + |\Pi(\sigma_c)| - |\Pi(\sigma_c, \tau_c)| + |\Pi(\tau_c)| - |\Pi(\sigma_c, \tau_c)|\right).
\]
Setting $\gamma_{\beta} = D$ eliminates the first term, and the others are non-positive, hence the scaling is maximal when they vanish. From Proposition 4.4, it follows that $\sigma_c = \tau_c$, thus $\Pi(\sigma, \tau) = \Pi(\sigma) = 1$. Finally, from Theorem 1, since $\sigma$ is connected and $\sigma = \tau$, $f[\sigma, \tau] = 1$. \qed

5.2. The purely entangled regime. The purely entangled (non-necessarily symmetric) scaling ansatz is $\beta_A = \beta_B = 0$ and $\epsilon_A, \epsilon_B > 0$:
\[
\text{Tr}_\sigma(A) \sim N^{\epsilon_A} \sum_{c_1 < c_2} \#(\sigma_{c_1} \sigma_{c_2}^{-1}) \text{tr}_\sigma(a) \quad \text{and} \quad \text{Tr}_\tau(B) \sim N^{\epsilon_B} \sum_{c_1 < c_2} \#(\tau_{c_1} \tau_{c_2}^{-1}) \text{tr}_\tau(b).
\]

Lemma 5.2. For $\beta_A = \beta_B = 0$ and $\epsilon_A, \epsilon_B > 0$, the leading order graphs $(\sigma, \tau)$ are such that all the $\sigma_c$ and $\tau_c$ are the same cycle of length $n$ (see Fig. 20):
\[
\lim_{N \to +\infty} C_n \left( \frac{N^D}{N^{(\epsilon_A + \epsilon_B) D(D-1)/2}} \text{Tr}(AU B U^*) \right) = (n - 1)! \text{tr}(a^n) \text{tr}(b^n).
\]
The same regime is obtained if $\epsilon_A = 0, \epsilon_B > 0$.

Proof. We rewrite the scaling exponent in (5.1) in terms of the degrees (4.5) of $\sigma$ and $\tau$ as:
\[
n(\gamma_{\beta} - D + (\epsilon_A + \epsilon_B) \frac{D(D-1)}{2}) - 2(\Pi(\sigma, \tau) - 1)
- \sum_{c} \left(2g(\sigma_c, \tau_c) + |\Pi(\sigma_c)| - |\Pi(\sigma_c, \tau_c)| + |\Pi(\tau_c)| - |\Pi(\sigma_c, \tau_c)|\right)
- \epsilon_A \omega(\sigma) - \epsilon_B \omega(\tau) - \epsilon_A \left[\sum_{c} \#(\sigma_c) - D|\Pi(\sigma)|\right] - \epsilon_B \left[\sum_{c} \#(\tau_c) - D|\Pi(\tau)|\right],
\]
...
Fig. 20. Leading order graph for the entangled regime: all the colors are the same cycle

Fig. 21. Examples of graphs \((\sigma, \tau)\) with \(\sigma\) \((D + 1)\)-melonic and \(\tau \preceq \sigma\)

which is a sum of non-positive terms, because for every connected component of \(\tau\), each \(\tau_c\) must have at least one cycle, so that \(\sum_c \#(\tau_c) \geq D|\Pi(\tau)|\).

For this scaling to be maximal, \((\sigma, \tau)\) must be connected. From Proposition 4.4, we have \(\sigma = \tau\), hence \(|\Pi(\tau)| = 1\). It follows that \(\sum_c \#(\tau_c) - D|\Pi(\tau)| = \sum_c \#(\tau_c) - D\), which is minimal if and only if every \(\tau_c\) is a cycle of length \(n\). But in this case, from (4.5), \(\omega(\tau) = 0\) if and only if \(\tau_c\) is the same cycle for all colors \(c\). Finally, from Theorem 1 we have \(f[\sigma, \tau] = 1\) since \((\sigma, \tau)\) is connected and \(\sigma = \tau\). The factor \((n - 1)!\) is the number of cycles of length \(n\). \(\square\)

5.3. Regimes with A microscopic: first main theorem. We now assume that \(A\) is microscopic: \(\epsilon_A = 0, \beta_A = 0\).

The \(B\)-macroscopic separable regime

Here, \(\epsilon_A = \beta_A = 0\) and \(\epsilon_B = 0, \beta_B = 1\), that is:

\[
\text{Tr}_\sigma(A) \sim \text{tr}_\sigma(a) = O(1) \quad \text{and} \quad \text{Tr}_\tau(B) \sim N \sum_{c=1}^{D} \#(\tau_c) \text{tr}_\tau(b).
\]

Lemma 5.3. For \(\epsilon_A = \beta_A = 0\) and \(\epsilon_B = 0, \beta_B = 1\), we have (see Fig. 21):

\[
\lim_{N \to +\infty} \frac{1}{N} C_n \left( N \text{Tr}(AUBU^*) \right) = \sum_{\sigma \in S_n, \text{connected}} \sum_{(D + 1)-\text{melonic}} \text{tr}_\sigma(a) \text{tr}_{\tau^{-1}}(b) \prod_{c=1}^{D} M(\sigma_c \tau_c^{-1}).
\]

For \(D = 1\), the conditions \(\sigma\) \((D + 1)\)-melonic and \(\tau \preceq \sigma\) reduce to \(\sigma\) a cycle and \(\tau\) non-crossing on \(\sigma\), that is, the regime 2 of Theorem 3.
Proof. The scaling exponent in (5.1) can be written as:

\[1 + n(\gamma_{\beta_\epsilon} - 1) - (|\Pi(\sigma, \tau)| - 1) - 2 \sum_{c=1}^{D} g(\sigma_c, \tau_c) - \sum_{c=1}^{D} \left[\#(\sigma_c) - |\Pi(\sigma_c, \tau_c)|\right] - \Delta(\sigma, \tau),\]

with \(\Delta(\sigma, \tau)\) defined in (4.8). Setting \(\gamma_{\beta_\epsilon} = 1\) takes out the linear term in \(n\), and the remaining ones are non-positive. The exponent of \(N\) is maximal for graphs satisfying:

\[\forall c, \ g(\sigma_c, \tau_c) = 0, \quad \#(\sigma_c) = |\Pi(\sigma_c, \tau_c)|, \quad |\Pi(\sigma, \tau)| = 1, \quad \text{and} \quad \Delta(\sigma, \tau) = 0.\]

The leading order graphs \((\sigma, \tau)\) are connected. From Proposition 4.4, \(\sigma\) is also connected and \(\tau \preceq \sigma\). As \(\tau \preceq \sigma\), from Proposition 4.8, \(\Delta(\sigma, \tau) = 0\) if and only if \(\sigma\) is \((D + 1)\)-melonic. \(\square\)

All the B-separable regimes The general A-microscopic and B-separable scaling ansatz is:

\[\text{Tr}_\sigma(A) \sim \text{tr}_\sigma(a) = O(1) \quad \text{and} \quad \text{Tr}_\tau(B) \sim N^\beta \sum_{c=1}^D \#(\tau_c) \text{tr}_\tau(b),\]

which covers the entire \(\epsilon = 0\) axis of Fig. 5a.

Theorem 5. For A microscopic (\(\epsilon_A = \beta_A = 0\)) and B separable (\(\epsilon_B = 0, \beta_B = \beta\)), the leading order graphs \((\sigma, \tau)\) are (see Fig. 22):

VI - For \(\beta = 0\), \(\sigma = \tau\) and \(\sigma\) is connected.

IV - For \(0 < \beta < 1\), \(\sigma = \tau\) and \(\sigma\) connected \((D + 1)\)-melonic.

II - For \(\beta = 1\), \(\sigma\) is connected \((D + 1)\)-melonic and \(\tau \preceq \sigma\).

VIII - For \(1 < \beta\), \(\tau_c = \text{id}\) for all \(c\) and \(\sigma\) is connected \((D + 1)\)-melonic. This generalizes the regime 4 of Theorem 3.

Proof. Items VI (\(\beta = 0\)) and II (\(\beta = 1\)) have already been addressed in Lemmata 5.1 and 5.3. The rest of the items are particular cases of Theorem 6. \(\square\)

We get four different regimes, one each for B microscopic (\(\beta = 0\)), mesoscopic (\(0 < \beta < 1\)), macroscopic (\(\beta = 1\)) and “hyper-macroscopic” (\(1 < \beta\)). In all cases \(\sigma\) is connected, and for \(\beta > 0\) it is \((D + 1)\)-melonic; \(\tau = \sigma\) for \(\beta < 1\), \(\tau \preceq \sigma\) for \(\beta = 1\) and \(\tau = \text{id}\) for \(\beta > 1\).

The B-macroscopic boundary regime The B-macroscopic boundary regime is obtained for \(\beta_B = \epsilon_B = 1/D\). The corresponding scaling ansätze are:

\[\text{Tr}_\sigma(A) \sim \text{tr}_\sigma(a) = O(1) \quad \text{and} \quad \text{Tr}_\tau(B) \sim N^{1/D} \sum_c \#(\tau_c) + \frac{1}{D} \sum_{c_1 < c_2} \#(\tau_{c_1}^{-1}\tau_{c_2}^{-1}) \text{tr}_\tau(b).\]
Lemma 5.4. For A microscopic $(\epsilon_A = \beta_A = 0)$ and $\beta_B = \epsilon_B = 1/D$, we have (see Fig. 23):

$$
\lim_{N \to +\infty} \frac{1}{N} C_n(N^{D+1} \text{Tr}(A U B U^*)) = \sum_{\sigma \subset S_n \text{ connected}} \sum_{\begin{array}{c}
\tau \leq \sigma \\
\square_{\tau}(\tau, \sigma) = 0 \\
\omega(\tau) = 0 \end{array}} \text{tr}_{\sigma}(a) \text{tr}_{\tau^{-1}}(b) \prod_{c=1}^{D} M(\sigma_c \tau_c^{-1}).
$$

The leading order graphs include $(\sigma, \sigma)$ for any $\sigma$ connected melonic, as well as the set $(\sigma, \tau)$ with $\sigma$ connected $(D + 1)$-melonic and $\tau \leq \sigma$.

Proof. This follows by writing the scaling exponent in (5.1) in terms of the degree of $\tau$ (4.5) and of $\square_{\tau}$ (4.9):

$$
1 + n\left[\gamma_{\beta_\epsilon} - \frac{D + 1}{2}\right] - \frac{1}{D} \omega(\tau) - \square_{\tau}(\sigma, \tau) - (|\Pi(\sigma, \tau)| - 1) - \sum_c \left(2g(\sigma_c, \tau_c) + \#(\sigma_c) - |\Pi(\sigma_c, \tau_c)|\right),
$$

which is a sum of non-positive terms once $\gamma_{\beta_\epsilon}$ is set to $(D + 1)/2$.

From Proposition 4.4, the leading order graphs $(\sigma, \tau)$ are such that $\sigma$ is connected and $\tau \leq \sigma$. As $(\sigma, \tau)$ is connected, $f[\sigma, \tau]$ reduces to a product of Moebius functions (Theorem 1).

The last assertion follows by noting that (see (4.9)):

- for any $\sigma$, we have $\square_{\sigma}(\sigma, \sigma) = 0$.
- if $\tau \leq \sigma$, then $\square_{\sigma}(\sigma, \tau) = 0$ and from Proposition 4.8, $\Delta(\sigma, \tau) = \Omega_{D+1}(\sigma)$. If moreover $\square_{\tau}(\sigma, \tau) = 0$, then $\Omega_{D+1}(\sigma) = \Omega_{D+1}(\tau)$ and $\Omega_{D+1}(\tau) = 0 \Rightarrow \omega(\tau) = 0$.

While similar, this regime is richer than the $A$-microscopic $B$-macroscopic separable regime of Lemma 5.3. There exist graphs $(\sigma, \tau)$ with $\Pi(\sigma) = 1$, $\tau \leq \sigma$, $\square_{\tau}(\sigma, \tau) = \omega(\tau) = 0$ but $\Omega_{D+1}(\sigma) > 0$ (the examples in Fig. 23 have $\Omega_{D+1}(\sigma) > 0$). Also, note that not all connected $\sigma$ are included at leading order as there exist $\sigma$ with $\Pi(\sigma) = 1$ such that there exist no $\tau \leq \sigma$ with $\square_{\tau}(\sigma, \tau) = \omega(\tau) = 0$ (right in Fig. 24).

We believe that any connected graph $(\sigma, \tau)$ satisfying the conditions $\Pi(\sigma) = 1$, $\tau \leq \sigma$, $\square_{\tau}(\sigma, \tau) = \omega(\tau) = 0$ must also be melonic ($\omega(\sigma) = 0$), but we have not been able to prove it. If this is indeed true, the symmetric macroscopic boundary regime S-I

Fig. 23. Examples of leading order graphs in the macroscopic boundary regime.
of Theorem 7 below would be richer than the present A-microscopic B-macroscopic boundary regime I.

All regimes for A microscopic We now give the exhaustive list of asymptotic regimes with A microscopic (Fig. 5a). The corresponding scaling ansätze are:

\[ \text{Tr}_\sigma(A) \sim \text{tr}_\sigma(a) = O(1) \quad \text{and} \quad \text{Tr}_\tau(B) \sim N^\beta \sum_c \#(\tau_c) \sum_{c_1 < c_2} \#(\tau_{c_1}^{-1}) \text{tr}_\tau(b), \]

with \( \beta, \epsilon \geq 0 \). In the theorem below, the regimes II, IV, VI, and VIII are identical with the regimes II, IV, VI, and VIII in Theorem 5, and extend them to non-zero \( \epsilon \). The regimes I, III, V, and VII appear only for \( \epsilon > 0 \).

**Theorem 6.** For A microscopic \((\epsilon_A = \beta_A = 0)\) and any B \((\epsilon_B = \epsilon, \beta_B = \beta)\), the leading order graphs \((\sigma, \tau)\) are such that (see also Fig. 5a):

**I - The macroscopic boundary regime (the square red point in Fig. 5a).** For \( \beta = \epsilon = 1/D, \) see Lemma 5.4, \( \sigma \) is arbitrary connected, \( \tau \preceq \sigma, \omega(\tau) = 0 \) and \( \Box_\tau(\sigma, \tau) = 0 \):

\[
\lim_{N \to +\infty} \frac{1}{N} C_n \left( N^{D+1} \sum_{(D+1)} \text{Tr}(AUBU^*) \right) = \sum_{\sigma \in S_n \text{ connected}} \sum_{\tau \preceq \sigma, \omega(\tau) = 0} \text{tr}_\sigma(a) \text{tr}_\tau^{-1}(b) \prod_{c=1}^D M(\sigma_c^{-1} \tau_c^{-1})).
\]

This is a combinatorially prolific regime richer than the regime II.

**II - The macroscopic separable regime (the blue line in Fig. 5a including the endpoint \( \beta = 1 \)).** For \( \beta = 1 - \epsilon(D - 1) > 1/D \) and \( \epsilon \geq 0, \) \( \sigma \) is an arbitrary connected \((D + 1)\)-melon graph and \( \tau \preceq \sigma:\)

\[
\lim_{N \to +\infty} \frac{1}{N} C_n \left( N^{1+\epsilon} \sum_{(D+1)} \text{Tr}(AUBU^*) \right) = \sum_{\sigma \in S_n \text{ connected}} \sum_{\tau \preceq \sigma, \omega(\tau) = 0} \text{tr}_\sigma(a) \text{tr}_\tau^{-1}(b) \prod_{c=1}^D M(\sigma_c^{-1} \tau_c^{-1})).
\]

This is a combinatorially prolific regime, the same as in Lemma 5.3.

**III - The mesoscopic boundary regime (the yellow line in Fig. 5a).** For \( 0 < \beta = \epsilon < 1/D, \) \( \sigma \) is an arbitrary connected melonic graph and \( \tau = \sigma:\)

\[
\lim_{N \to +\infty} \frac{1}{N^{D+1}} C_n \left( N^{D-\epsilon} \sum_{\sigma \in S_n \text{ connected}} \text{Tr}(AUBU^*) \right) = \sum_{\sigma \in S_n \text{ connected}} \text{tr}_\sigma(a) \text{tr}_\sigma^{-1}(b) \cdot
\]
IV - The mesoscopic separable regime (the orange region in Fig. 5a). For $0 \leq \epsilon < \beta < 1 - \epsilon(D - 1)$, $\sigma$ is an arbitrary connected $(D + 1)$-melonic graph and $\tau = \sigma$:

$$
\lim_{N \to +\infty} \frac{1}{N^{D+\epsilon(D-1)}} C_n\left( \frac{N^D}{N^{(D-1)(\beta-\epsilon+\frac{1}{2})}} \text{Tr}(AUBU^*) \right) = \sum_{\sigma \in S_n \text{ connected}} \text{tr}_\sigma(a) \text{tr}_{\sigma^{-1}}(b).
$$

V - The entangled regime (the green region in Fig. 5a). For $0 \leq \beta < \min\{1/D, \epsilon\}$ we find that all the $\sigma_c$ and all the $\tau_c$ are the same cycle of length $n$:

$$
\lim_{N \to +\infty} \frac{1}{N^{\beta D}} C_n\left( N^{D-\epsilon \frac{D(D-1)}{2}} \text{Tr}(AUBU^*) \right) = (n - 1)! \text{tr}(a^n) \text{tr}(b^n),
$$

reproducing the regime in Lemma 5.2.

VI - The microscopic regime (the origin in Fig. 5a). For $\beta = \epsilon = 0$, see Lemma 5.1, $\sigma$ is an arbitrary connected graph and $\tau = \sigma$:

$$
\lim_{N \to +\infty} C_n\left( N^D \text{Tr}(AUBU^*) \right) = \sum_{\sigma \in S_n \text{ connected}} \text{tr}_\sigma(a) \text{tr}_{\sigma^{-1}}(b).
$$

Although non-prolific, in this regime $\sigma$ is only constrained to be connected (so in particular there is a super-exponential growth of the number of leading order graphs up to relabeling of $1, \ldots, n$).

VII - The hyper-macroscopic boundary regime (magenta vertical line in Fig. 5a). For $\epsilon > \beta = 1/D$, the leading order graphs are $\sigma$ connected, $\tau = (\tau, \ldots, \tau)$ for some $\tau \in S_n$, $\tau \leq \sigma$, and $\square_\tau(\sigma, \tau) = 0$:

$$
\lim_{N \to +\infty} \frac{1}{N} C_n\left( N^{D-\epsilon \frac{D(D-1)}{2}} \text{Tr}(AUBU^*) \right) = \sum_{\sigma \in S_n \text{ conn.}} \sum_{\tau=(\tau,\ldots,\tau), \tau \in S_n, \tau \leq \sigma, \square_\tau(\sigma, \tau)=0} \text{tr}_\sigma(a) \text{tr}_{\tau^{-1}}(b) \prod_{c=1}^D M(\sigma_c \tau_c^{-1}).
$$

The leading order graph include $(\sigma, \text{id})$ with $\sigma$ connected $(D + 1)$-melonic and $\text{id} = (\text{id}, \ldots, \text{id}) \in S_n$. The regime I is richer than this regime, as $\omega(\tau) = 0$ for $\tau = (\tau, \ldots, \tau)$ for any $\tau$. The example displayed on the left in Fig. 23 is a leading order graph in this regime, but not the other two. While this regime is combinatorially prolific, we expect it to correspond to tensors that exceed the maximal number of degrees of freedom (see the discussion in Sect. 3.5) and which cannot be realized in practice.

VIII - The hyper-macroscopic regime (the violet region in Fig. 5a). For $\beta > \max\{1/D, 1 - \epsilon(D - 1)\}$ and $\epsilon \geq 0$, $\sigma$ is an arbitrary connected $(D + 1)$-melonic graph and $\tau_c = \text{id}$ for every $c$:

$$
\lim_{N \to +\infty} \frac{1}{N} C_n\left( \frac{N^{D+1}}{N^{\epsilon \frac{D(D-1)}{2}} + \beta D} \text{Tr}(AUBU^*) \right) = \text{tr}(b^n) \sum_{\sigma \in S_n \text{ connected}} \text{tr}_\sigma(a) \prod_{c=1}^D M(\sigma_c).
$$

The two physical combinatorially prolific regimes are II and I.

Proof. Items VI and I are proven in Lemmata 5.1 and 5.4 and the rest in Appendix B. □
5.4. Symmetric regimes: second main theorem. We now assume a symmetric asymptotic scaling $\epsilon_A = \epsilon_B$ and $\beta_A = \beta_B$.

The symmetric macroscopic separable regime

Let $\beta_A = \beta_B = 1$, and $\epsilon_A = \epsilon_B = 0$:

$$\text{Tr}_\sigma (A) \sim N \sum_{c=1}^{D} \#(\sigma_c) \text{tr}_\sigma (a) \quad \text{and} \quad \text{Tr}_\tau (B) \sim N \sum_{c=1}^{D} \#(\tau_c) \text{tr}_\tau (b).$$

This generalizes the regime 1 in Theorem 3, corresponding to the original HCIZ integral [1,2], in which all planar non-necessarily connected $(\sigma, \tau)$ contribute at large $N$.

**Lemma 5.5.** For a symmetric macroscopic separable scaling ansatz $\epsilon_A = \epsilon_B = 0$ and $\beta_A = \beta_B = 1$, we have:

$$\lim_{N \to +\infty} \frac{1}{N^2} C_n \left( N^{2-D} \text{Tr}(A U B U^*) \right) = \sum_{\sigma, \tau \in S_n} \text{tr}_\sigma (a) \text{tr}_\tau (b) f[\sigma, \tau],$$

equation{5.2} and we stress that the graphs $(\sigma, \tau)$ are not necessarily connected. The leading order graphs include all $(\sigma, \sigma)$ with $\sigma$-melonic.

**Proof.** This follows by writing the scaling (5.1) as:

$$+ n(\gamma_{Be} + D - 2) - 2 \sum_c g(\sigma_c, \tau_c) - 2 \Delta(\sigma, \tau).$$

Note that $g(\sigma_c, \tau_c) = 0$ and $\Delta(\sigma, \tau) = 0$ do not imply $\tau \preceq \sigma$: an example is displayed in Fig. 13. □

The symmetric macroscopic boundary regime

This corresponds to the symmetric scaling ansatz:

$$\text{Tr}_\sigma (A) \sim N^{1/D} \sum_{c} \#(\sigma_c) + \frac{1}{D} \sum_{c_1 < c_2} \#(\sigma_{c_1} \sigma_{c_2}) \text{tr}_\sigma (a),$$

$$\text{Tr}_\tau (B) \sim N^{1/D} \sum_{c} \#(\tau_c) + \frac{1}{D} \sum_{c_1 < c_2} \#(\tau_{c_1} \tau_{c_2}) \text{tr}_\tau (b).$$

**Lemma 5.6.** For $\epsilon_A = \epsilon_B = \beta_A = \beta_B = 1/D$, the leading order graphs $(\sigma, \tau)$ are the non-necessarily connected graphs with melonic $\sigma$, $\tau$, and such that $\square(\sigma, \tau) = 0$ and $g(\sigma_c, \tau_c) = 0$, $\forall c$:

$$\lim_{N \to +\infty} \frac{1}{N^2} C_n \left( N \text{Tr}(A U B U^*) \right) = \sum_{\sigma, \tau \in S_n} \text{tr}_\sigma (a) \text{tr}_{\tau^{-1}} (b) f[\sigma, \tau].$$

The leading order graphs include all $(\sigma, \sigma)$ with $\sigma$-connected melonic.

**Proof.** This follows from writing (5.1) as:

$$2 + n[\gamma_{Be} - 1] - 2 \sum_c g(\sigma_c, \tau_c) - \frac{1}{D} (\omega(\sigma) + \omega(\tau)) - 2 \square(\sigma, \tau).$$

The last assertion follows by observing that from (4.9) we have $\square_\sigma (\sigma, \sigma) = 0$. □
From Proposition 4.8 we have that if \( \Box(\sigma, \tau) = 0 \) and \( \sigma \) is \((D + 1)\)-melonic, then \( \Delta(\sigma, \tau) = 0 \) and \( \tau \) is \((D + 1)\)-melonic too. On the other hand, if both \( \sigma \) and \( \tau \) are melonic but not \((D + 1)\)-melonic, we do have non-trivial contributions with vanishing \( \Box \) but non-vanishing \( \Delta \). The graph on the left of Fig. 17 is such an example.

All regimes for symmetric scalings The regimes listed below are illustrated on the \( \beta - \epsilon \) diagram in Fig. 5b.

**Theorem 7.** For symmetric scalings \((\epsilon_A = \epsilon_B = \epsilon, \beta_A = \beta_B = \beta)\), the various regimes are located in the exact same regions as the \( \beta - \epsilon \) diagram. The leading order graphs in the regimes S-III, S-IV, S-V, and VI of the \( \beta - \epsilon \) diagram are precisely the same as for \( A \) microscopic. They are different for the other regimes. In detail the leading order graphs \((\sigma, \tau)\) are:

**S-I** - The symmetric macroscopic boundary regime (square dark red point in Fig. 5b). For \( \epsilon = \beta = 1/D \), see Lemma 5.6, the leading order \((\sigma, \tau)\) are the non-necessarily connected graphs with \( \sigma \) and \( \tau \) melonic, \( \Box(\sigma, \tau) = 0 \) and \( g(\sigma_c, \tau_c) = 0 \), \( \forall c \):

\[
\lim_{N \to +\infty} \frac{1}{N^2} C_n \left( N \text{Tr}(AU BU^*) \right) = \sum_{\sigma, \tau \in S_n \atop \omega(\sigma) = \omega(\tau) = 0 \atop \Box(\sigma, \tau) = 0 \atop \forall c, g(\sigma_c, \tau_c) = 0} \text{tr}_\sigma(a) \text{tr}_{\tau^{-1}}(b) f[\sigma, \tau].
\]

The leading order graphs include \((\sigma, \sigma)\) with \( \sigma \) connected melonic.

**S-II** - The symmetric macroscopic separable regime: (the dark blue line in Fig. 5b), including the endpoint \( \beta = 1 \). For \( \beta = 1 - \epsilon(D - 1) > 1/D \) and \( \epsilon \geq 0 \), \( \Delta(\sigma, \tau) = 0 \) and \( g(\sigma_c, \tau_c) = 0 \):

\[
\lim_{N \to +\infty} \frac{1}{N^2} C_n \left( N^{2-D+\epsilon(D-1)} \text{Tr}(AU BU^*) \right) = \sum_{\sigma, \tau \in S_n \atop \Delta(\sigma, \tau) = 0 \atop \forall c, g(\sigma_c, \tau_c) = 0} \text{tr}_\sigma(a) \text{tr}_{\tau^{-1}}(b) f[\sigma, \tau],
\]

where we stress that \((\sigma, \tau)\) is not necessarily connected. This coincides with the regime at the end point \( \beta = 1 \) in Lemma 5.5. This regime is richer that the regime II as \( \tau \preceq \sigma \) implies \( \Delta(\sigma, \tau) = \Omega_{D+1}(\sigma) \).

**S-III** - The symmetric mesoscopic boundary regime (the yellow line in Fig. 5b). For \( 0 < \beta = \epsilon < 1/D \), the leading order graphs are the \((\sigma, \sigma)\), with \( \sigma \) a connected melonic graph:

\[
\lim_{N \to +\infty} \frac{1}{N^{2\epsilon D}} C_n \left( N^{D(1-\epsilon(D-1))} \text{Tr}(AU BU^*) \right) = \sum_{\sigma \in S_n \text{ connected melonic}} \text{tr}_\sigma(a) \text{tr}_{\sigma^{-1}}(b).
\]

**S-IV** - The symmetric mesoscopic separable regime (the orange region in Fig. 5b). This coincides with the regime IV: for \( 0 < \epsilon < \beta < 1 - \epsilon(D - 1) \), the leading order graphs are the \((\sigma, \sigma)\) with \( \sigma \) connected \((D + 1)\)-melonic graph:

\[
\lim_{N \to +\infty} \frac{1}{N^{2(\beta+\epsilon(D-1))}} C_n \left( \frac{N^D}{N^((D-1)(\epsilon(D-2)+2\beta))} \text{Tr}(AU BU^*) \right) = \sum_{\sigma \in S_n \text{ connected} \atop (D+1)\text{-melonic}} \text{tr}_\sigma(a) \text{tr}_{\sigma^{-1}}(b).
\]
S-V - The symmetric entangled regime (the green region in Fig. 5b). For $0 \leq \beta < \min\{1/D, \epsilon\}$ the leading order graphs are such that all the $\tau_c, \sigma_c$ are the same cycle:

$$\lim_{N \to +\infty} \frac{1}{N^{2\beta D}} C_n \left(N^{D(1-\epsilon(D-1))} \text{Tr}(A U B U^*)\right) = (n-1)! \text{tr}(a^n) \text{tr}(b^n),$$

reproducing the regime in Lemma 5.2.

S-VI - The microscopic regime (the origin in Fig. 5b). For $\beta = \epsilon = 0$, see Lemma 5.1, at leading order $\sigma$ is an arbitrary connected graph, and $\tau = \sigma$:

$$\lim_{N \to +\infty} C_n \left(N^D \text{Tr}(A U B U^*)\right) = \sum_{\sigma \in S_n \text{ connected}} \text{tr}_\sigma(a) \text{tr}_{\sigma^{-1}}(b).$$

S-VII - The symmetric hyper-macroscopic boundary regime (dark green line in Fig. 5b). For $\epsilon > \beta = 1/D$, the leading order graphs are such that for all $c$, $\tau_c = \sigma_c = \sigma$:

$$\lim_{N \to +\infty} \frac{1}{N^2} C_n \left(N^{D(1-\epsilon(D-1))} \text{Tr}(A U B U^*)\right) = \sum_{\sigma \in S_n \text{ cycle of } \sigma} \prod_{\eta \text{ cycle of } \sigma} \text{tr}(A^{l(\eta)}) \text{tr}(B^{l(\eta)}) f[\sigma, \sigma],$$

with $l(\eta)$ the length of the cycle $\eta$.

S-VIII - The symmetric hyper-macroscopic regime: (dark violet region in Fig. 5b). For $\epsilon \geq 0$ and $\beta > \max\{1/D, 1 - \epsilon(D-1)\}$, at leading order, $\sigma_c = \tau_c = \text{id}$ for all $c$:

$$\lim_{N \to +\infty} \frac{1}{N^2} C_n \left(N^{D+2} \text{Tr}(A U B U^*)\right) = \left(\text{tr}(a) \cdot \text{tr}(b)\right)^n.$$

which incidentally coincides with the moments of the HCIZ integral (Sect. 3.2), albeit for different $\gamma_{\beta\epsilon}$ and $\delta_{\beta\epsilon}$.

The theorem is proven in Appendix C.
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A. Asymptotic Regimes for $D = 1$, Proof of Theorem 3

The asymptotic expansion of the cumulants of the tensor HCIZ integral (3.3) for $D = 1$ reads:

$$C_n(N^{y_{pe}} \text{Tr}(AUBU^*)) = N^n(y_{pe}-2) \sum_{\sigma, \tau \in S_n} N^s(\sigma, \tau) \text{Tr}_\sigma(a) \text{Tr}_\tau(b) f[\sigma, \tau](1 + O(1)),$$

where (2.4) and the asymptotic scaling ansatz are:

$$s(\sigma, \tau) = \#(\sigma \tau^{-1}) - 2[|\Pi(\sigma, \tau)| - 1], \quad \text{and} \quad s_A(\sigma) = \beta_A \#(\sigma),$$

and similarly for $B$. Using (4.7), we rewrite the exponent of $N$ in a term as:

$$2 + n(y_{pe} - 1) - 2g(\sigma, \tau) - (1 - \beta_A)\#(\sigma) - (1 - \beta_B)\#(\tau), \quad (A.1)$$

where $g(\sigma, \tau)$ is the genus of the embedded map $(\sigma, \tau)$ discussed in Sect. 4.4. The scaling always selects planar graphs $(\sigma, \tau)$ and favors for $\beta < 1$ cyclic permutations, for $1 < \beta$ the identity permutation, and for $\beta = 1$ it is insensitive to the number of cycles of the permutations:

1. If $\beta_A = \beta_B = 1$, (A.1) becomes $2 + n(y_{pe} - 1) - 2g(\sigma, \tau)$, so that $y_{pe} = 1$, $\delta_{pe} = 2$, and the leading order graphs are $(\sigma, \tau)$ planar.
2. If $\beta_A < \beta_B = 1$, (A.1) is $\beta_A + 1 + n(y_{pe} - 1) - 2g(\sigma, \tau) - (1 - \beta_A)(\#(\sigma) - 1)$, so that $y_{pe} = 1$, $\delta_{pe} = \beta_A + 1$ and at leading order $g(\sigma, \tau) = 0$ and $\#(\sigma) = 1$. From Proposition 4.3, $\tau$ is non-crossing on $\sigma$ and from Theorem 1, $f[\sigma, \tau] = M(\sigma \tau^{-1})$.
3. If $\beta_A \leq \beta_B < 1$, we write (A.1) as:

$$\beta_A + \beta_B + n(y_{pe} - 1) - 2g(\sigma, \tau) - (1 - \beta_A)(\#(\sigma) - 1) - (1 - \beta_B)(\#(\tau) - 1),$$

hence $\delta_{pe} = \beta_A + \beta_B$, $y_{pe} = 1$ and at leading order $g(\sigma, \tau) = 0$ and $\#(\sigma) = \#(\tau) = 1$. From Prop. 4.4 $\sigma = \tau$ and from Theorem 1 $f[\sigma, \tau] = 1$.
4. If $\beta_A < 1 < \beta_B$, we write (A.1) as:

$$\beta_A + 1 + n(y_{pe} + \beta_B - 2) - 2g(\sigma, \tau) - (1 - \beta_A)(\#(\sigma) - 1) - (\beta_B - 1)(n - \#(\tau)),$$

hence $\delta_{pe} = \beta_A + 1$, $y_{pe} = 2 - \beta_B$, and at leading order $\#(\tau) = n$, i.e. $\tau = \text{id}$, and $\#(\sigma) = 1$. From Theorem 1, $f[\sigma, \text{id}] = M(\sigma) = \frac{(-1)^{n-1}}{n} \binom{2n-2}{n-1}$ since $\#(\sigma) = 1$. As in the regime 2, the contribution is the same for all cycles.
5. If $\beta_A = 1 < \beta_B$, we write (A.1) as $2 + n(y_{pe} + \beta_B - 2) - 2g(\sigma, \tau) - (\beta_B - 1)(n - \#(\tau))$, hence $\delta_{pe} = 2$, $y_{pe} = 2 - \beta_B$, and at leading order $\#(\tau) = n$, i.e. $\tau = \text{id}$, and $\sigma$ is arbitrary.
6. If $1 < \beta_A \leq \beta_B$, we write (A.1) as:

$$2 + n(y_{pe} + \beta_A + \beta_B - 3) - 2g(\sigma, \tau) - (\beta_A - 1)(n - \#(\sigma)) - (\beta_B - 1)(n - \#(\tau)),$$

hence $\delta_{pe} = 2$, $y_{pe} = 3 - \beta_A - \beta_B$. At leading order, $\sigma = \tau = \text{id}$ and $f[\text{id}, \text{id}]$ follows from Theorem 1.

This concludes the proof of Theorem 3.
B. Proof of Theorem 6: Regimes with A Microscopic

We check the rest of the regimes in Theorem 6.

B.1. Regime II.

Lemma B.1. For $\beta = 1 - \epsilon(D - 1) > \frac{1}{D}$ and $\epsilon \geq 0$, the leading order graphs are the $(\sigma, \tau)$ with $\sigma$ connected $(D + 1)$-melonic and $\tau \preceq \sigma$:

$$\lim_{N \to +\infty} \frac{1}{N} C_n \left( N^{1+\epsilon \frac{D(D-1)}{2}} \text{Tr}(AU BU^*) \right)$$

$$= \sum_{\sigma \in S_n \text{ connected}} \sum_{\tau \preceq \sigma} \text{tr}_\sigma(a) \text{tr}_{\tau^{-1}}(b) \prod_{c=1}^{D} M(\sigma_c \tau_c^{-1}).$$

Proof. Using $\omega(\tau)$ (4.5), $\Box_\tau(4.9)$, and $\Delta(4.8)$, the scaling in (5.1) reads:

$$1 + n \left[ \gamma_{\beta \epsilon} - D + \epsilon \frac{D(D-1)}{2} + (1 - \epsilon D)(D - 1) \right] - (|\Pi(\sigma, \tau)| - 1)$$

$$- \sum_c \left( 2g(\sigma_c, \tau_c) + #(\sigma_c) - |\Pi(\sigma_c, \tau_c)| \right) - \epsilon \omega(\tau) - \epsilon D \Box_\tau(\sigma, \tau)$$

$$- (1 - \epsilon D) \Delta(\sigma, \tau),$$

thus $\Pi(\sigma, \tau) = 1$ and from Proposition 4.4 we get $\tau \preceq \sigma$ and $\Pi(\sigma) = \Pi(\sigma, \tau) = 1$. As $\tau \preceq \sigma$, from Proposition 4.8 we get that $\Delta(\sigma, \tau) = 0$ if and only if $\sigma$ is $(D+1)$-melonic. On the other hand, $\Delta(\sigma, \tau) = 0$ ensures that $\Omega_{D+1}(\tau) = 0$, hence $\omega(\tau) = 0$. \qed

B.2. Regime III.

Lemma B.2. For $0 < \beta = \epsilon < 1/D$, the leading order graphs are $(\sigma, \sigma)$ with $\sigma$ connected melonic:

$$\lim_{N \to +\infty} \frac{1}{N^D} C_n \left( N^{D-\epsilon \frac{D(D-1)}{2}} \text{Tr}(AU BU^*) \right) = \sum_{\sigma \in S_n \text{ connected}} \text{tr}_\sigma(a) \text{tr}_{\sigma^{-1}}(b).$$

Proof. Using (4.5), (4.9) and (4.8), we rewrite (5.1) as:

$$\epsilon D + n \left[ \gamma_{\beta \epsilon} - D + \epsilon \frac{D(D-1)}{2} \right] - \sum_c \left( 2g(\sigma_c, \tau_c) + #(\sigma_c) - |\Pi(\sigma_c, \tau_c)| \right) - \epsilon \omega(\tau)$$

$$- (2 - \epsilon D)(|\Pi(\sigma, \tau)| - 1) - \epsilon D \Box_\tau(\sigma, \tau)$$

$$- (1 - \epsilon D) \sum_c \left[ #(\tau_c) - |\Pi(\sigma_c, \tau_c)| \right].$$

From Proposition 4.4 we conclude that $\tau = \sigma$ and the lemma follows. \qed
B.3. Regime IV.

Lemma B.3. For $0 \leq \epsilon < \beta < 1 - \epsilon(D - 1)$, the leading order graphs are the $(\sigma, \sigma)$ with $\sigma$ connected $(D + 1)$-melonic, and:

$$\lim_{N \to +\infty} \frac{1}{N^{\beta + \epsilon(D - 1)}} C_n \left( \frac{N^D}{N(D - 1)(\beta - \epsilon + \frac{D - 1}{2})} \text{Tr}(A^U B U^s) \right) = \sum_{\sigma \in S_n \text{connected} (D+1)-\text{melonic}} \text{tr}_{\sigma}(a) \text{tr}_{\sigma^{-1}}(b).$$

Proof. Using the expressions for $\omega(\tau)$ (4.5), $\Omega_{D+1}(\tau)$ (4.6) and $\Box(\tau)$ (4.9), the scaling in $N$ in (5.1) becomes:

$$\beta + \epsilon(D - 1) + n \left[ \gamma_{\beta\epsilon} - D + \frac{D(D - 1)}{2} + (\beta - \epsilon)(D - 1) \right] - (|\Pi(\sigma, \tau)| - 1) - \epsilon \omega(\tau) - \sum_c \left( 2g(\sigma_c, \tau_c) + \#(\sigma_c) - |\Pi(\sigma_c, \tau_c)| \right) - \Box(\sigma, \tau) - (\beta - \epsilon) \Omega_{D+1}(\tau) - (1 + \epsilon - \beta - \epsilon D) (|\Pi(\tau)| - 1).$$

The leading order graphs are connected. Moreover, since $1 + \epsilon - \beta - \epsilon D > 0$, they have $|\Pi(\tau)| = 1$, so that $\Box(\sigma, \tau) = \sum_c \left[ (\tau_c) - |\Pi(\sigma_c, \tau_c)| \right] = 0$. As $g(\sigma_c, \tau_c) = 0$ and $\#(\sigma_c) - |\Pi(\sigma_c, \tau_c)| = 0$, from Proposition 4.4 we conclude that $\tau = \sigma$. Taking into account that $\Omega_{D+1}(\tau) = 0 \Rightarrow \omega(\tau) = 0$, we conclude that $\sigma = \tau$ and $\sigma$ is a connected $(D + 1)$-melonic graph. \qed

B.4. Regime V.

Lemma B.4. For $\epsilon > \beta$, $\epsilon > 0$ and $\beta < 1/D$, the leading order graphs are such that all the $\sigma_c, \tau_c$ are the same cycle:

$$\lim_{N \to +\infty} \frac{1}{N^{\beta D}} C_n \left( N^{D - \epsilon \frac{D(D - 1)}{2}} \text{Tr}(A^U B U^s) \right) = (n - 1)! \text{tr}(a^n) \text{tr}(b^n).$$

Proof. For $\epsilon > \max(\beta, 0)$ and $\beta < 1/D$, we rewrite (5.1) as:

$$\beta D + n \left[ \gamma_{\beta\epsilon} - D + \frac{D(D - 1)}{2} \right] - \sum_c \left( 2g(\sigma_c, \tau_c) + \#(\sigma_c) - |\Pi(\sigma_c, \tau_c)| \right) - (|\Pi(\sigma, \tau)| - 1) - \epsilon \omega(\tau) - \Box(\sigma, \tau) - (\epsilon - \beta) \left[ \sum_c \#(\tau_c) - D \right] - (1 - \beta D) \left( |\Pi(\tau)| - 1 \right).$$

At leading order, $|\Pi(\tau)| = 1$, so that $\sum_c \#(\tau_c) - D |\Pi(\tau)| = \sum_c \#(\tau_c) - D$, which vanishes if and only if for all $c$, $\tau_c$ is a cycle of length $n$. Since $\tau_c \leq \sigma_c$, this imposes that $\sigma_c = \tau_c$, which implies $\Box(\sigma, \tau) = 0$. Finally, from (4.5), $\omega(\tau) = 0$ and each $\tau_c$ is a cycle if and only if all the $\tau_c$ are equal. \qed
B.5. Regime VII.

**Lemma B.5.** For $\epsilon > \beta = 1/D$, the leading order graphs are such that $\tau = (\tau, \ldots, \tau)$ for some $\tau \in S_n$, $\sigma$ is connected, $\tau \leq \sigma$, and $\Box(\sigma, \tau) = 0$:

$$\lim_{N \to +\infty} \frac{1}{N} C_n \left( N^{D-\epsilon} \frac{D(D-1)}{2} \text{Tr}(AU B U^*) \right) = \sum_{\sigma \in S_n \text{ connected}} \sum_{\tau = (\tau, \ldots, \tau), \tau \leq \sigma, \Box(\sigma, \tau) = 0} \text{tr}_\sigma(a) \text{tr}_{\tau-1}(b) \prod_{c=1}^{D} M(\sigma_c, \tau_c^{-1}).$$

The leading order graph include $(\sigma, \text{id})$ with $\sigma$ connected $(D+1)$-melonic and $\text{id} = (\text{id}, \ldots, \text{id}) \in S_n$.

**Proof.** For $\epsilon > \beta$ and $\beta = 1/D$, we rewrite (5.1) as:

$$1 + n[\gamma_{\beta \epsilon} - D + \epsilon \frac{D(D-1)}{2}] - \sum_c (2g(\sigma_c, \tau_c) + \#(\sigma_c) - |\Pi(\sigma_c, \tau_c)|) - (|\Pi(\sigma_c, \tau)| - 1)
- \epsilon \omega(\tau) - \Box(\sigma, \tau) - (\epsilon - \frac{1}{D}) \left[ \sum_c \#(\tau_c) - D|\Pi(\tau)| \right].$$

The leading order graphs $(\sigma, \tau)$ are connected, and from Proposition 4.4 they satisfy $\tau \leq \sigma$ and $\Pi(\sigma) = 1$. From (4.5), we note that $\tau$ satisfies $\omega(\tau) = 0$ and $\sum_c \#(\tau_c) = D|\Pi(\tau)|$ if and only if all $\tau_c = \tau$ from some $\tau \in S_n$.

The last assertion follows by noting that $\text{id} \leq \sigma$; (4.6) and (4.8) imply that $\Delta(\sigma, \text{id}) = \Omega_{D+1}(\sigma)$, and from Proposition 4.8, $\Box(\sigma, \text{id}) = 0$ if and only if $\Delta(\sigma, \text{id}) = 0$. □

B.6. Regime VIII.

**Lemma B.6.** For $\epsilon \geq 1/D$, $\beta > 1/D$, and $0 \leq \epsilon < 1/D$, $\beta > 1 - \epsilon(D - 1)$, the leading order graphs are $(\sigma, \tau)$ with $\sigma$ connected $(D+1)$-melonic, and $\tau_c = \text{id}$ for every $c$:

$$\lim_{N \to +\infty} \frac{1}{N} C_n \left( \frac{N^{D+1}}{N^\epsilon \frac{D(D-1)}{2} + \beta D} \text{Tr}(AU B U^*) \right) = \text{tr}(b)^n \sum_{\sigma \in S_n \text{ connected}} \sum_{(D+1)-\text{melonic}} \text{tr}_\sigma(a) \prod_{c=1}^{D} M(\sigma_c).$$

**Proof.** We divide the proof for this regime in two regions: $\epsilon \geq 1/D$ and $\beta > 1/D$ on one hand, and $0 \leq \epsilon < 1/D$ and $\beta > 1 - \epsilon(D - 1)$ on the other hand. For $\epsilon \geq 1/D$ and $\beta > 1/D$, we rewrite the scaling with $N$ in (5.1) as:

$$1 + n[\gamma_{\beta \epsilon} - D + \epsilon \frac{D(D-1)}{2} + \beta D - 1] - \sum_c (2g(\sigma_c, \tau_c) + \#(\sigma_c) - |\Pi(\sigma_c, \tau_c)|) - \epsilon \omega(\tau)
- (|\Pi(\sigma, \tau)| - 1) - \Box(\sigma, \tau)
- (\beta - \frac{1}{D}) \sum_c (n - \#(\tau_c)) - (\epsilon - \frac{1}{D})(\sum_c \#(\tau_c) - D|\Pi(\tau)|).$$

The leading order graphs are connected and such that for all $c$, $\#(\tau_c) = n$, that is, $\tau_c = \text{id}$ From (4.9), we have $\Box(\sigma, \tau) = 0$, that is, $\Delta(\sigma, \tau) = \Omega_{D+1}(\sigma)$, while from
Proposition 4.8 we get $\square_\tau(\sigma, \tau) = \Delta(\sigma, \tau)$. It follows that at leading order, $\sigma$ is $(D+1)$-melonic and connected (as $\Pi(\sigma, \tau) = 1$). For $0 \leq \epsilon < 1/D$ and $\beta > 1 - \epsilon(D-1)$, we follow the same reasoning starting from rewriting (5.1) as:

$$1 + n\left[y_{\beta\epsilon} - D + \epsilon \frac{D(D-1)}{2} + (1 - \epsilon D)(D-1) + (\beta - \epsilon + \epsilon D - 1)D\right] - (|\Pi(\sigma, \tau)| - 1) - \sum_{c} (2g(\sigma_c, \tau_c) + \#(\sigma_c) - |\Pi(\sigma_c, \tau_c)|) - (\beta - \epsilon + \epsilon D - 1)\sum_{c} (n - \#(\tau_c))$$

$$- \epsilon \omega(\tau) - \epsilon D \square_\tau(\sigma, \tau) - (1 - \epsilon D)\Delta(\sigma, \tau) \, .$$

\[\square\]

C. Proof of Theorem 7: Symmetric Regimes

We now check the rest of the regimes in Theorem 7.

C.1. Regime S-II.

**Lemma C.1.** For $\beta = 1 - \epsilon(D-1) > 1/D$ and $\epsilon \geq 0$, we have:

$$\lim_{N \to +\infty} \frac{1}{N^2} C_n\left(N^{2-D+\epsilon(D-1)} \text{Tr}(AU Bu^*)\right) = \sum_{\begin{array}{c} \sigma, \tau \in S_n \\ \Delta(\sigma, \tau) = 0 \\ \forall c, g(\sigma, \tau) = 0 \end{array}} \text{Tr}_\sigma(a) \text{Tr}_{\tau^{-1}}(b) f[\sigma, \tau].$$

**Proof.** Using $\omega(\tau)$ from (4.5), $\square$ from Proposition 4.8, $\square_\tau$ from (4.9), and $\Delta$ from (4.8), we rewrite (5.1) as:

$$2 + n\left[y_{\beta\epsilon} - D + \epsilon D(D-1) + 2(1 - \epsilon D)(D-1)\right] - 2\sum_{c} g(\sigma_c, \tau_c) - \epsilon(\omega(\sigma) + \omega(\tau)) - 2\epsilon D \square_\tau(\sigma, \tau) - 2(1 - \epsilon D)\Delta(\sigma, \tau) \, .$$

From Proposition 4.8, $\Delta(\sigma, \tau) = 0$ implies that both $\square_\tau(\sigma, \tau) = 0$ and $\Omega_{D+1}(\sigma) = \Omega_{D+1}(\tau) = 0$, which from Proposition 4.2 implies that $\omega(\sigma) = \omega(\tau) = 0$. \[\square\]

C.2. Regime S-III.

**Lemma C.2.** For $\beta_A = \beta_B = \epsilon_A = \epsilon_B = \epsilon$, with $0 < \epsilon < 1/D$, the leading order graphs are the $(\sigma, \sigma)$, with $\sigma$ a connected melonic graph:

$$\lim_{N \to +\infty} \frac{1}{N^{2\epsilon D}} C_n\left(N^{D(1-\epsilon(D-1))} \text{Tr}(AU Bu^*)\right) = \sum_{\begin{array}{c} \sigma \in S_n \text{ connected} \\ \omega(\sigma) = 0 \end{array}} \text{Tr}_\sigma(a) \text{Tr}_{\sigma^{-1}}(b).$$

**Proof.** In this regime, the scaling in (5.1) reads:

$$2\epsilon D + n\left[y_{\beta\epsilon} - D + \epsilon D(D-1)\right] - 2\sum_{c} g(\sigma_c, \tau_c) - \epsilon(\omega(\sigma) + \omega(\tau))$$

$$- 2(1 - \epsilon D)(|\Pi(\sigma, \tau)| - 1)$$
\[-2\epsilon D \square (\sigma, \tau) - (1 - \epsilon D) \sum_c \left[ \#(\sigma_c) + \#(\tau_c) - 2|\Pi(\sigma_c, \tau_c)| \right].\]

The leading order graphs have \(\omega(\sigma) = 0\). They also have \(g(\sigma_c, \tau_c) = 0\), \(#(\sigma_c) - |\Pi(\sigma_c, \tau_c)| = 0\), and \(#(\tau_c) - |\Pi(\sigma_c, \tau_c)| = 0\), and hence have \(\sigma = \tau\) (Proposition 4.4) and are connected. But then \(|\Pi(\tau)| = |\Pi(\sigma)| = 1\), so that \(\square(\sigma, \tau) = \sum_c \left[ \#(\sigma_c) - |\Pi(\sigma_c, \tau_c)| \right]\) and \(\square(\sigma, \tau) = \sum_c \left[ \#(\sigma_c) - |\Pi(\sigma_c, \tau_c)| \right].\]

\[\square(\sigma, \tau) = \sum_c \left[ \#(\sigma_c) - |\Pi(\sigma_c, \tau_c)| \right].\]

C.3. Regime S-IV.

Lemma C.3. For \(\beta_A = \beta_B = \beta\) and \(\epsilon_A = \epsilon_B = \epsilon\), with \(0 < \epsilon < \beta < 1 - \epsilon(D - 1)\), the leading order graphs are the \((\sigma, \sigma)\) with \(\sigma\) a connected \((D + 1)\)-melonic graph:

\[
\lim_{N \to +\infty} \frac{1}{N^{2(\beta+\epsilon(D-1))}} C_n \left( \frac{N^D}{N(D-1)(\epsilon(D-2)+2\beta)} \right. \left. \text{Tr}(AU B U^*) \right)
\]

\[
= \sum_{\sigma \in S_n \text{ connected}} \text{tr}_{\sigma}(a) \text{tr}_{\sigma^{-1}}(b).
\]

Proof. Using \(\omega(\tau)\) from (4.5), \(\square\) from Proposition 4.8, \(\square(\tau)\) from (4.9), and \(\Omega_{D+1}(\tau)\) from (4.6), we rewrite (5.1) as:

\[
2\beta + 2\epsilon(D - 1) + n (\gamma_{\beta\epsilon} - D + \epsilon D(D - 1) + 2(\beta - \epsilon)(D - 1)) - 2 \sum_c g(\sigma_c, \tau_c) - \epsilon(\omega(\tau) + \omega(\sigma)) - (\beta - \epsilon)(\Omega_{D+1}(\sigma) + \Omega_{D+1}(\tau)) - 2 \square(\sigma, \tau)
\]

\[
- (1 + \epsilon - \beta - \epsilon D)(|\Pi(\tau)| + |\Pi(\sigma)| - 2).
\]

Since \(1 + \epsilon - \beta - \epsilon D > 0\), at leading order we have \(|\Pi(\tau)| = |\Pi(\sigma)| = 1\), so that:

\[
\square(\tau, \sigma) = \sum_c \left[ \#(\tau_c) - |\Pi(\sigma_c, \tau_c)| \right] = 0, \quad \text{and}
\]

\[
\square(\sigma, \tau) = \sum_c \left[ \#(\sigma_c) - |\Pi(\sigma_c, \tau_c)| \right] = 0,
\]

which together with \(g(\sigma_c, \tau_c) = 0\) imposes that \(\sigma = \tau\) (Proposition 4.4). As (see Proposition 4.2) \(\Omega_{D+1}(\tau) = 0\) implies \(\omega(\tau) = 0\), we find that at leading order \(\sigma\) is connected \((D + 1)\)-melonic, and \(\tau = \sigma\).

C.4. Regime S-V.

Lemma C.4. For \(\epsilon > \beta\), \(\epsilon > 0\) and \(\beta < 1/D\), the leading order graphs are such that all the \(\tau_c,\sigma_c\) are the same cycle, and:

\[
\lim_{N \to +\infty} \frac{1}{N^{2\beta D}} C_n \left( N^{D(1-\epsilon(D-1))} \text{Tr}(AU B U^*) \right) = (n - 1)! \text{tr}(a^n) \text{tr}(b^n).
\]
Proof. For \( \epsilon > \beta \) and \( \beta < 1/D \) we rewrite (5.1) as:

\[
2\beta D + n\left[ \gamma_{\beta \epsilon} - D + \epsilon D(D - 1) \right] - (\epsilon - \beta) \left[ \sum_c (\#(\sigma_c) + \#(\tau_c)) - D(\|\Pi(\sigma)\| + \|\Pi(\tau)\|) \right]
- \sum_c 2g(\sigma_c, \tau_c) - \epsilon(\omega(\sigma) + \omega(\tau)) - 2\square(\sigma, \tau) - (1 - \beta D)(\|\Pi(\sigma)\| + \|\Pi(\tau)\| - 2).
\]

The leading order graphs are such that \( \|\Pi(\tau)\| = 1 \), which implies \( \sum_c \#(\tau_c) - D\|\Pi(\tau)\| = \sum_c \#(\tau_c) - D \geq 0 \), which in turn vanishes if and only if \( \#(\tau_c) = 1 \). They also have \( \omega(\tau) = 0 \), which imposes that all the \( \tau_c \) are the same cycle. The same goes for \( \sigma \). For the genera \( g(\sigma_c, \tau_c) \) to vanish, \( \sigma_c \) and \( \tau_c \) must be the same cycle. \( \square(\sigma, \tau) \) indeed vanishes for such contributions.

\( \square \)

C.5. Regime S-VII.

Lemma C.5. For \( \epsilon > \beta = 1/D \), the leading order graphs are such that for all \( c, \tau_c = \sigma_c = \sigma \), not necessarily connected, and:

\[
\lim_{N \to +\infty} \frac{1}{N^2} C_n \left( N^{D(1-\epsilon(D-1))} \text{Tr}(AU^B U^*) \right) = \sum_{\sigma \in \Delta_n} \prod_{\eta \text{ cycle of } \sigma} \text{tr}(A^{l(\eta)}) \text{tr}(B^{l(\eta)}) f[\sigma, \sigma],
\]

with \( l(\eta) \) the length of the cycle \( \eta \).

We can give a close expression for \( f[\sigma, \sigma] \) using (2.5):

\[
f[\sigma, \sigma] = 2^{nD} \sum_{\pi_1, \ldots, \pi_D} \prod_{c=1}^D \prod_{B \in \pi_c} \frac{(3|B| - 3)!}{(2|B|)!}.
\]

Proof. For \( \epsilon > \beta = 1/D \), (5.1) becomes:

\[
2 + n\left[ \gamma_{\beta \epsilon} - D + \epsilon D(D - 1) \right] - \sum_c 2g(\sigma_c, \tau_c) - \epsilon(\omega(\sigma) + \omega(\tau)) - 2\square(\sigma, \tau)
- (\epsilon - 1/D) \left[ \sum_c (\#(\sigma_c) + \#(\tau_c)) - D(\|\Pi(\sigma)\| + \|\Pi(\tau)\|) \right].
\]

At leading order, \( \sigma \) and \( \tau \) must be melonic, and since \( \sum_c \#(\sigma_c) = D\|\Pi(\sigma)\| \) and \( \sum_c \#(\tau_c) = D\|\Pi(\tau)\| \), from (4.5) it follows that \( \sigma_c = \sigma \) and \( \tau_c = \tau \) for all \( c \). With these constraints, \( \square(\sigma, \tau) = 0 \) is equivalent to \( \#(\sigma) = \#(\tau) = \|\Pi(\sigma, \tau)\| \) and since \( g(\sigma, \tau) = 0 \), \( \sigma = \tau \) (Proposition 4.4).

\( \square \)

C.6. Regime S-VIII.

Lemma C.6. In the regions \( \epsilon \geq 1/D, \beta > 1/D \) and \( 0 \leq \epsilon < 1/D, \beta > 1 - \epsilon(D-1) \), the leading order graphs are such that \( \sigma_c = \tau_c = \text{id} \) for all \( c \):

\[
\lim_{N \to +\infty} \frac{1}{N^2} C_n \left( \frac{N^{D+2}}{N^{D(D-1)+2\beta D}} \text{Tr}(AU^B U^*) \right) = (\text{tr}(a) \cdot \text{tr}(b))^n.
\]
Proof. We divide the proof for this regime in two regions: $\epsilon \geq 1/D$ and $\beta > 1/D$ on one hand, and $0 \leq \epsilon < 1/D$ and $\beta > 1 - \epsilon(D - 1)$ on the other.

For $\epsilon \geq 1/D$ and $\beta > 1/D$, we rewrite (5.1) as:

$$2 + n \left[ \gamma_{\beta\epsilon} - D + \epsilon D(D - 1) + 2\beta D - 2 \right] - 2 \sum_{c} g(\sigma_{c}, \tau_{c}) - \epsilon(\omega(\sigma) + \omega(\tau)) - 2 \Box(\sigma, \tau)$$

$$- (\beta - \frac{1}{D}) \sum_{c} \left[ n - \#(\sigma_{c}) + n - \#(\tau_{c}) \right]$$

$$- (\epsilon - \frac{1}{D}) \left[ \sum_{c} \left( \#(\sigma_{c}) + \#(\tau_{c}) \right) - D(\|\Pi(\sigma)\| + \|\Pi(\tau)\|) \right],$$

which at leading order, due to the first term in the second line, restricts to $\sigma_{c} = \tau_{c} = \text{id}$ for all $c$. For $0 \leq \epsilon < 1/D$ and $\beta > 1 - \epsilon(D - 1)$, we reach the same conclusion by writing (5.1) as:

$$2 + n \left[ \gamma_{\beta\epsilon} - D + \epsilon D(D - 1) + 2(1 - \epsilon D)(D - 1) + 2(\beta - \epsilon + \epsilon D - 1)D \right]$$

$$- \sum_{c} 2g(\sigma_{c}, \tau_{c}) - (\beta - \epsilon + \epsilon D - 1) \sum_{c} \left[ n - \#(\sigma_{c}) + n - \#(\tau_{c}) \right]$$

$$- \epsilon(\omega(\sigma) + \omega(\tau)) - 2\epsilon D \Box(\sigma, \tau) - 2(1 - \epsilon D)\Delta(\sigma, \tau).$$

□
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