Crystal plasticity in small volumes has been investigated in the last two decades through the compression of micro and nanopillars. In these small volumes, the material strength is size-dependent due to strain gradients generated due to the absence of typical gradient-free dislocation motion and multiplication mechanisms. Furthermore, macroscopic work hardening is replaced by a wealth of abrupt plastic events that originate in both the presence of dislocation correlations, as well as the dramatic small volume effect of mobile dislocations forming geometric steps on free pillar surfaces. Abrupt plastic events are common in avalanche phenomena of various disordered non-equilibrium systems across length scales. Elastic interface depinning phenomena, with which crystals share similar, but not identical, avalanche statistics. However, in typical crystal depinning modeling attempts, avalanches are caused by a direct competition of elastic loading and long-range elastic interactions with quenched disorder, without temporal bursts in the number of elastic degrees of freedom. In contrast, dislocations in nano-crystals can also nucleate, multiply and deposit on free boundaries, naturally causing additional frustration that may influence the statistical avalanche behavior. Here, in the context of an explicit dislocation dynamics model, we show that the competition between two different ways to mediate plastic slip — dislocation nucleation and over-damped dislocation mobility (i.e. dislocation drag) — leads to a distinct rate effect on the avalanche statistics that becomes more pronounced for stress-controlled loading conditions. We interpret the phenomenon in terms of a spatial integration of avalanche behaviors across slip planes. This is a generic mechanism in bifurcation processes such as the Frank-Read nucleation of a single dislocation, and thus we argue that the proposed effect should extend to 3D Discrete Dislocation Dynamics studies have observed experimentally in diameter-D micro and nano pillar compression studies where power law statistics for the sizes of the form \( P(S) = S^{-\tau} \) has been established, where \( \tau \) is a power law exponent that ranges from 1.2 to 1.8, and \( \sim 0 \) resembles an exponential cutoff function. Two dimensional models of atomic displacements and dislocation avalanches simulations have established that \( \tau \sim 1.5 \) or lower, regardless of loading protocols, even if there are still various issues on how the statistics is estimated. Recent 3D Discrete Dislocation Dynamics studies showed that avalanche statistics strongly depend on the loading protocol, where power law statistics with \( \tau \sim 1.5 \) only exhibited in stress-controlled (SC) loading. In addition, recent experiments and continuum modeling have been suggesting that \( \tau \) may take much larger values, with possible reasoning focused on internal disorder of thermal relaxation mechanisms such as cross-slip.

The effect of loading protocols on the statistical behavior of nanopillar compression response has been studied recently, even though the connection between stress rate \( \dot{\sigma} \) (in SC) and strain rate \( \dot{\epsilon} \) (in displacement-controlled loading (DC)) has been lacking at small rates.
In contrast, at large loading rates ($> 10^3/s$) and in the macroscale, it is well known that crystals exhibit a sharp increase of the flow stress due to viscoplastic dislocation drag effects when strain rate is higher than $\sim 5000/s$ [63-70]. This fact has been well verified in DDD simulations [77-79] and originates in the natural competition between the timescale for a dislocation to move a Burgers vector distance at terminal speed and the timescale for dislocation “nucleation” at a source (for example, at a pinned bulk segment – Frank-Read source) [80]. How does this competition translate to the statistical behavior of plasticity avalanches in small volumes at rates smaller than $10^2/s$?

In this paper, we consider a minimal model of crystal plasticity for uniaxial compression in small volumes. By “minimal”, we imply a model that respects: i) the energetics of room temperature crystal deformation being mediated by dislocations gliding along slip planes of at least one slip system ii) the fact that small-volume crystalline plastic deformation originates in nucleation, iii) open boundaries absorb dislocations. In order to maximize statistical sampling and computational efficiency, we perform simulations of 2D samples using a benchmarked dislocation dynamics model [81, 82] that displays the basic phenomenology of nanocrystalline compression: Size effects in the material yield strength and emergent cracking noise. For pure elasticity, SC and DC loading modes can be compared by using $\dot{\sigma} = \nu \dot{\epsilon}$, where $\nu$ is the equivalent modulus for plane strain applications and $\nu$ is the Poison’s ratio. The loading strain-rate $\dot{\epsilon}$ is varied from $10^2/s$ to $10^3/s$. The model crystal is initially stress and mobile-dislocation free. This is analogous to a well-annealed sample, yet with pinned dislocation segments that can act either as dislocation sources (e.g. Frank Read sources) or as obstacles. Dislocations are generated from randomly distributed point sources when the resolved shear stress crosses a random threshold for a finite time $10 ns$ [91]. The nucleated dislocation pair is placed at a distance $L_{nuc} = E/(4\pi(1 - \nu^2))/b/\tau_{nuc}$ and for our system parameters, it is $35 nm$ on average [92]. Randomly distributed point obstacles account for precipitates and forest dislocations on out-of-plane slip systems. Microstructural parameters are chosen based on a previous study [81] that matches various experimental facts.

The timescale competition in this model is generic and present not only in all dislocation dynamics models, but also in generic non-equilibrium processes [83]. Its basic origin can be distilled by considering an imperfect pitchfork bifurcation: $d\sigma/dt = \sigma + \mu \dot{\epsilon} - \dot{\epsilon}^2$, where $\sigma, \mu$ are scalars resembling strain and stress variables, and $\mu$ is a mobility parameter. Neglecting dislocation interactions, on a slip plane without sources but a mobile dislocation, $\mu = \mu_{\text{drift}}$ is negative and the relaxation timescale for every incremental step of $\sigma$ is $\tau_{\text{drift}} = |\mu_{\text{drift}}|^{-1}$. However, if a dislocation source is present without any mobile dislocations, then $\mu = \mu_{\text{nuc}} > 0$ due to the existence of the two states with and without a dislocation pair, and the relaxation timescale during dislocation increments is typically $\tau_{\text{nuc}} = \mu_{\text{nuc}}^{-1}$. Typically, $\tau_{\text{nuc}} \gg \tau_{\text{drift}}$, so increments of $\sigma$ will typically be accommodated by nucleation events. However, if a system of such possible bifurcations interact (if multiple dislocation sources are present), then mutual dislocation interactions may cause a frustrating situation where the disparity of relaxation times may cause a complexity in the evolution dynamics. In our DDD model, the two timescales are concerned with the nucleation and propagation of single dislocations, where the timescale for a dislocation to move by a Burgers vector distance when the applied stress is near the dislocation nucleation stress $B/\tau_{\text{nuc}} \sim 2 \times 10^{-3} ns$ where $B$ is the linear drag coefficient.

Driven by local stress-induced forces [80], dislocations follow athermal dynamics with mobility $\mu_\sigma$. Sample lateral surfaces are free for dislocations to escape from the surfaces. Samples (aspect ratio $h/w = 4$) are assumed to carry single slip plasticity oriented at $30^\circ$ (cf. Fig. 1(a)). Dislocation sources (red dots) and obstacles (blue dots) are located on slip planes, spaced $10 b$ apart, with $b = 0.25nm$ the Burgers vector’s length. The Young’s modulus is assumed $E = 70 GPa$ and $\nu = 0.33$. As it may be seen in Fig. 1(b), a significant difference between two loading rates (SC) can be seen through strain patterning at the same final strain (5%).: plasticity is localized (Fig. 1(c)) for small loading rates while it is relatively uniform for a high loading rate (Fig. 1(d)).

As expected and shown in Fig. 1(a), SC leads to hardening while DC to softening, with the discrepancy becoming dramatic as system size decreases to sub-micron dimensions. Typical size effects ($\gamma \sim w^{-0.4 \pm 0.0}$) are seen for both loading protocols (cf. Fig. 1(b)), despite the fact that dislocation density at 2% strain, shown in the inset, increases with increasing $w$ in different ways depending on the loading conditions. In addition, the flow stress shows a rate dependence for both loading conditions (see Fig. 2(c)), even though DC shows weaker dependence. The dislocation density and flow stress dependences on the rate suggest that SC rates statistically resemble larger DC rates. This conclusion is also supplemented by avalanche statistics (cf. Fig. 2(d)): In SC, event size is defined as $S = \sum_{i} \delta \epsilon; \delta \sigma > \sigma_{\text{threshold}}$; in DC, an event is characterized by stress drops $\delta \sigma$ which lead to temporary displacement overshoots – thus, in order to compare the two loading conditions, a DC strain burst event size is defined as $S = \sum_{i} \delta \epsilon; \delta \sigma > \sigma_{\text{threshold}}$. In this model, dislocation plasticity is loading rate dependent as there are two intrinsic time scales [77]: First, the dislocation nucleation time $\tau_{\text{nuc}}$, which is chosen as $10 ns$ and can be associated to the dislocation multiplication timescale in other models. Second, the ratio between dislocation mobility and material Young’s modulus $B/E$ which is chosen as $10^{-9}$ ns. These parameters
are consistent with recent single-crystal thin film experiments [51–54]. Phenomenology in metallurgy [55–57], suggests that at low rates the flow stress is controlled by dislocation nucleation while above a certain strain rate (≈ 1000 – 5000/s), it is mainly controlled by dislocation drag. (b) Sample stress strain curves of compression at high (10^5/s) and low (10^2/s) stress rates. (c) strain pattern after deformation at low σ∗, (d) strain pattern after deformation at high σ∗.

FIG. 1: The model. (a) The pillar has width w and aspect ratio h/w=4. Single slip system which oriented at 30° relative to y axis is used. Distance between planes is 106 where b = 0.25mm is the magnitude of the Burgers vector. Red dots stand for dislocation sources while blue dots represent dislocation obstacles. (b) Sample stress strain curves of compression at high (10^5/s) and low (10^2/s) stress rates. (c) strain pattern after deformation at low σ∗, (d) strain pattern after deformation at high σ∗.

The avalanche size distribution exponent discrepancy between SC and DC disappears at high stress loadings. The avalanche size distribution exponent clearly changes from -3.5 to -2.1. Increasing σ∗ from 60 MPa to 150 MPa (purple curve) to 150 MPa (blue curve) leads to the exponent changing from -2.5 to -2.1. Increasing B from 10^3 Pa.s to 10^4 Pa.s results in the change of exponent from -2.5 to -2.2.

FIG. 3: SC Rate Effect Crossover. (a): Event statistics for different σ∗ using SC. The effective τ changes from ~ 3.5 for σ = E∗ * 10/s to ~ 1.5 for σ = E∗ * 10^4/s. (b): Effect of dislocation source density ρnuc and mobility B on power law exponent: when σ = E∗ * 10^4/s, changing ρnuc from 60μm^2 (purple curve) to 15μm^2 (blue curve) leads to the exponent changing from -2.5 to -2.1. Increasing B from 10^3 Pa.s to 10^4 Pa.s results in the change of exponent from -2.5 to -2.2.
indicates that there is an intrinsic connection between event statistics and dislocation drag. In order to verify the connection, in Fig. 3(b) red curve, we increase the dislocation mobility $B$ by which the drag effect is enhanced, it is seen that the exponent changes from -2.5 to -2.2. Dislocation drag effect will also magnify when dislocation nucleation effect is weakened due possibly to dislocation cross-slip and other mechanisms (since the main source of plasticity will be the moving of dislocations instead of nucleations of new dislocations). This can be seen in Fig. 3(b) blue curve, when lower dislocation source density is used, the exponent changes from -2.5 to -2.1.

Power law avalanche behavior in the elastic response of disordered systems has been well established [29, 34–36, 38]. In the context of nanopillars, the dislocation ensemble should be the homogeneously disordered elastic system and in this case, the spatial distribution of events on all slip planes should be on average flat or display relatively small fractal exponents [39] in the absence of localization. However, crystal plasticity is known to be unstable to strain localization [40]. In Fig. 4(a) and (b), we plot events spatial distribution along all slip planes for the whole loading process (from small $\epsilon$ to large $\epsilon$ which is represented by the color map from purple to yellow). Fig. 4(a) shows the event spatial distribution which is represented by the color map from purple to yellow. Fig. 4(b) shows the event spatial distribution along all slip planes. The color changes from dark purple to yellow with increasing strain. The color changes from dark purple to yellow with increasing strain. However, crystal plasticity is known to be unstable to strain localization [40].

The onset of quasi-periodic response at small rates, in the absence of overall weakening in this model, is the outcome of the interplay between a timescale competition (as in other elasticity models [27]) and a distinct feature of small volumes: i.e. Free boundaries that may absorb propagating dislocations. Due to this property, it is natural to expect an integration of avalanche behaviors, dependent on the resetting behavior that emerges from absorption and re-nucleation of dislocations at various slip planes. The overall effect can be thought of as originating within a relaxation process (nucleation) that contributes to slip, in addition to mobile dislocation motion. This is the type of coarse-grained dislocation modeling that was pursued in Ref. [41] and its analysis leads to critical power law exponents that are higher than typical ones ($\sim 3/2$). Local heterogeneity biases the integration of the size probability distribution of the conventional depinning models. In this paper, through dislocation dynamics simulations, we connect plasticity local heterogeneity to strain rate effect: the lower loading rate results in the higher heterogeneity which leads to a higher power law exponent. If $P(S, k) \sim S^{-\tau_0} e^{-kS}$, with $k$ a cutoff parameter then this spatiotemporal integration leads to an effective probability distribution:

$$P_{int}(S) = \int_0^{\infty} g(k') P(S, k') dk'$$  \hspace{1cm} (1)$$

where $g(k')$ is the weight factor that characterizes the contribution of various sub-critical, quasi-localized spatial contributions to slip events and depends on the applied loading rate. This weight factor $g(k')$ contains a natural $k' \rightarrow 0$ limit, due to the quasi-periodic resetting, which in many cases takes the form of a power-law [41], thus identifying a novel exponent $g(k') \sim k^\alpha$. Thus, for the critical aspect of $P_{int}(S) \sim S^{-\tau_0-\alpha-1}$, with the ultimate avalanche size exponent being,

$$\tau = \tau_0 + \alpha + 1$$  \hspace{1cm} (2)$$

For the current model, by the analysis of Figs. 4(a, b), we can estimate $\alpha$: If we assume that each 3 nearby slip planes are locally independent from the rest of the system, then the max event size in that area can provide an estimate of the cutoff scale ($k_0 \sim 1/S_0$). Then, the distribution of $k_0$’s provides the exponent. We find that $\alpha \simeq 1$ by plotting the histogram of events that considering $\tau_0 \simeq 1.5$. However, the statistics has not been exhaustive enough to justify a precise identification of these binding energies.
In conclusion, we provided strong evidence through an explicit model of crystal plasticity for nanopillar compression, that the statistical behavior of nanocrystal plasticity forms a novel universality class that is distinct from other plasticity behaviors such as amorphous BMGs and granular systems. We find that the free nanoscale boundaries and the competition between dislocation nucleation and drag conspire to cause the emergence of unconventional quasi-periodic avalanche bursts and higher critical exponents as strain rate decreases. While the investigated strain-rates and the associated transition emerges at relatively high loading rates, the experimentally relevant quasi-static response may be controlled by the same qualitative behavior, or more timescales might be in competition. Plasticity is locally heterogeneous, both spatially and temporally, and this reason lies behind the rate dependence of the avalanche distribution exponent.
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