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Abstract

In our companion paper [14] we introduce a collection of fairly powerful statistical comparison results. They relate to a general comparison concept and its an upgrade that we call lifting procedure. Here we provide a different generic principle (which we call fully bilinear) that in certain cases turns out to be stronger than the corresponding one from [14]. Moreover, we also show how the principle that we introduce here can also be pushed through the lifting machinery of [14]. Finally, as was the case in [14], here we also show how the well known Slepian’s max and Gordon’s minmax comparison principles can be obtained as special cases of the mechanisms that we present here. We also create their lifted upgrades which happen to be stronger than the corresponding ones in [14]. A fairly large collection of results obtained through numerical experiments is also provided. It is observed that these results are in an excellent agreement with what the theory predicts.

Index Terms: Random processes; comparison principles, lifting.

1 Introduction

The main topic of this paper are random processes comparisons. This topic has been studied for quite some time and many excellent results were obtained in various directions over the last half a century. In our view the major highlights that have found a large spectrum of applications are the Slepian’s max [11] and the Gordon’s minmax [5] principle (see also [3,4,6,21]). The list of applications in various fields is of course pretty much endless. As comparison principles are also the main topic of our companion paper [14] we will refrain from further detailing about their importance and the history of their development (more on this can be found in e.g. [1,7,8,22]). Instead, we here single out that, through studying the performance characterizations of many hard random optimization problems, we in recent years also fairly often utilized as the main probabilistic foundation the comparison principles (see, e.g. [12,17–20] and references therein). In fact, not only were our techniques strong enough to handle many of these problems they also turned out to be capable of doing it on an ultimate precision level. On the other hand, some of the results that we initially created in e.g. [12,17–20], we later on managed to substantially upgrade (more on this can be found in, e.g. [13,15,16] and references therein). The foundational blocks of these upgrades were actually rooted in core upgrades in the underlying random processes’ comparisons.

As it will be rather clear on quite a few occasions throughout the paper, we view, the Slepian’s max [11] and the Gordon’s minmax [5] comparison principles as two of the most influential results not only in the comparison theory but pretty much in a large section of the general probability theory. Both of them are derived basically starting almost from the axioms and with very minimal prior knowledge (a fairly short line of work, e.g. [2,9,10], precedes Slepain’s on the one hand and almost nothing besides Slepian’s work precedes the direction of the Gordon’s work on the other hand). In this paper we will deal with generic comparison principles that will not directly relate to the extrema of the random processes as, to a large degree, do Slepian’s and Gordon’s work. However, we will also show how easily a set of particularly useful forms of both of these classical achievements can be deduced from what we will present here.

In our companion paper [14] we also introduce a generic comparison principle that can be simplified in certain scenarios to include the above mentioned classical max and minmax forms. The mechanism that we introduce here is conceptually different and in certain cases of particular interest (such as dealing with
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the extrema of the random processes) it will produce a stronger set of results than those presented in [14]. Nonetheless, quite a few observations made in [14] will turn out to be of use here as well and we will try to follow the style of the presentation given in [14] so that all the similarities and differences are easier to see.

Along the same lines and following into the footsteps of [14], we will split the presentation into two main parts: 1) the first part where we will discuss a generic comparison principle (to which we will refer as fully bilinear) and its connections with the well-known Slepian's max and Gordon's minmax principles; and 2) the second part where we will discuss a way to upgrade these generic methods through a lifting procedure similar to the one that we consider in [14].

2 A bilinear comparison form

We start with two given sets, say set \( \mathcal{X} = \{x^{(1)}, x^{(2)}, \ldots, x^{(l)}\} \), where \( x^{(i)} \in \mathbb{R}^n, 1 \leq i \leq l \), and set \( \mathcal{Y} = \{y^{(1)}, y^{(2)}, \ldots, y^{(l)}\} \), where \( y^{(i)} \in \mathbb{R}^m, 1 \leq i \leq l \), and consider the following function

\[
\begin{equation}
\frac{1}{\beta |s| \sqrt{n}} \log \left( \sum_{i_1=1}^{l} \left( \sum_{i_2=1}^{l} e^{\beta (y^{(i_2)}(\mathcal{X})^T G x^{(i_1)} + \|x^{(i_1)}\|_2 \|y^{(i_2)}\|_2 u^{(4)})} \right)^s \right),
\end{equation}
\]

where \( s > 0 \) and \( \beta > 0 \) are real parameters. Similarly to what we did in our companion paper [14], we will study this function in a random medium. Namely, we will consider \((m \times n)\) dimensional matrices \( G \in \mathbb{R}^{m \times n} \) with i.i.d. standard normal components. Moreover, we will assume that \( u^{(4)} \) is also a standard normal random variable but independent of \( G \). In such a random medium (and especially if the dimensions of \( G \) are large) the expected value of the above function is usually its most relevant value. Let this expected value be \( \xi(\mathcal{X}, \mathcal{Y}, \beta, s) \). Then we set

\[
\begin{equation}
\xi(\mathcal{X}, \mathcal{Y}, \beta, s) \triangleq \mathbb{E}_{G, u^{(4)}} f(G, u^{(4)}, \mathcal{X}, \mathcal{Y}, \beta, s)
= \mathbb{E}_{G, u^{(4)}} \frac{1}{\beta |s| \sqrt{n}} \log \left( \sum_{i_1=1}^{l} \left( \sum_{i_2=1}^{l} e^{\beta (y^{(i_2)}(\mathcal{X})^T G x^{(i_1)} + \|x^{(i_1)}\|_2 \|y^{(i_2)}\|_2 u^{(4)})} \right)^s \right).
\end{equation}
\]

Following into the footsteps of [14], we will consider the following interpolating function \( \psi(\cdot) \) as an object convenient for studying properties of \( \xi(\mathcal{X}, \mathcal{Y}, \beta, s) \)

\[
\begin{equation}
\psi(\mathcal{X}, \mathcal{Y}, \beta, s, t) = \mathbb{E}_{G, u^{(4)}, u^{(2)}, h} \frac{1}{\beta |s| \sqrt{n}} \log \left( \sum_{i_1=1}^{l} \left( \sum_{i_2=1}^{l} e^{\beta (y^{(i_2)}(\mathcal{X})^T G x^{(i_1)} + \sqrt{t \|y^{(i_2)}\|_2 \|x^{(i_1)}\|_2 \|y^{(i_2)}\|_2} u^{(2)} + \sqrt{t \|x^{(i_1)}\|_2 \|y^{(i_2)}\|_2} u^{(4)} + \sqrt{t \|y^{(i_2)}\|_2} h^T x^{(i_1)})} \right)^s \right).
\end{equation}
\]

(3)

In (3), \( u^{(2)} \) and \( h \) are \( m \) and \( n \) dimensional vectors of i.i.d standard normals, respectively; they are assumed to be independent of each other and of \( G \) and \( u^{(4)} \) (\( \mathbb{E} \) denotes the expectation with respect to any randomness under the expectation; sometimes \( \mathbb{E} \) will have a subscript to emphasize the underlying randomness). Clearly, \( \xi(\mathcal{X}, \mathcal{Y}, \beta, s) = \psi(\mathcal{X}, \mathcal{Y}, \beta, s, 0) \) and given that \( \psi(\mathcal{X}, \mathcal{Y}, \beta, s, 0) \) is typically easier to study than \( \psi(\mathcal{X}, \mathcal{Y}, \beta, s, 1) \) we will try to connect \( \psi(\mathcal{X}, \mathcal{Y}, \beta, s, 1) \) to \( \psi(\mathcal{X}, \mathcal{Y}, \beta, s, 0) \) as a way of connecting \( \xi(\mathcal{X}, \mathcal{Y}, \beta, s) \) to \( \psi(\mathcal{X}, \mathcal{Y}, \beta, s, 0) \). We will find it convenient below to set

\[
\begin{align}
 u^{(i_1, 1)} &= \frac{G x^{(i_1)}}{\|x^{(i_1)}\|_2} \\
 u^{(i_1, 3)} &= \frac{h^T x^{(i_1)}}{\|x^{(i_1)}\|_2}.
\end{align}
\]

(4)
Denoting by $G_{j,1:n}$ the $j$-th row of $G$ and by $u_j^{(i_1,1)}$ the $j$-th component of $u^{(i_1,1)}$ from (4) we have

$$u_j^{(i_1,1)} = \frac{G_{j,1:n}x^{(i_1)}}{\|x^{(i_1)}\|_2}, 1 \leq j \leq m.$$  

(5)

Also, one trivially has for any fixed $i_1$ that the elements of $u^{(i_1,1)}, u^{(2)},$ and $u^{(i_1,3)}$ are i.i.d. standard normals. (3) can then be rewritten as

$$\psi(\mathcal{X},\mathcal{Y},\beta,s,t) = \mathbb{E}_{G,u^{(4)},u^{(2)},u^{(3)}} \frac{1}{\beta|s|\sqrt{n}} \times \log \left( \sum_{i_1=1}^l \left( \sum_{i_2=1}^l e^{\beta_1_1 (\sqrt{t}(y^{(i_2)})^T u^{(i_1,1)} + \sqrt{1-t}(y^{(i_2)})^T u^{(2)} + \sqrt{y^{(i_2)}\|u^{(4)}\|_2} u^{(2)} u^{(i_1,3)})} \right)^s \right),$$  

(6)

where $\beta_1_1 = \beta \|x^{(i_1)}\|_2$. To facilitate the exposition we also set

$$B^{(i_1,i_2)} \triangleq \sqrt{t}(y^{(i_2)})^T u^{(i_1,1)} + \sqrt{1-t}(y^{(i_2)})^T u^{(2)}$$

$$A^{(i_1,i_2)} \triangleq e^{\beta_1_1 (B^{(i_1,i_2)} + \sqrt{t}|y^{(i_2)}\|_2 u^{(4)} + \sqrt{1-t}|y^{(i_2)}\|_2 u^{(i_1,3)})}$$

$$C^{(i_1)} \triangleq \sum_{i_2=1}^l A^{(i_1,i_2)}$$

$$Z \triangleq \sum_{i_1=1}^l \left( \sum_{i_2=1}^l A^{(i_1,i_2)} \right)^s = \sum_{i_1=1}^l (C^{(i_1)})^s.$$  

(7)

It is now relatively easy to see that (6) and (7) give

$$\psi(\mathcal{X},\mathcal{Y},\beta,s,t) = \mathbb{E}_{u^{(i_1,1)},u^{(2)},u^{(i_1,3)},u^{(4)}} \frac{1}{\beta|s|\sqrt{n}} \log(Z).$$  

(8)

Our main topic of studying below will be the properties of $\psi(\mathcal{X},\mathcal{Y},\beta,s,t)$. In particular we will study its monotonicity and show that $\psi(\mathcal{X},\mathcal{Y},\beta,s,t)$ is a non-increasing (basically decreasing) function of $t$. We start with the analysis of its derivative

$$\frac{d\psi(\mathcal{X},\mathcal{Y},\beta,s,t)}{dt} = \mathbb{E}_{u^{(i_1,1)},u^{(2)},u^{(i_1,3)},u^{(4)}} \frac{1}{\beta|s|\sqrt{n}} \log Z$$

$$= \mathbb{E}_{u^{(i_1,1)},u^{(2)},u^{(i_1,3)},u^{(4)}} \frac{1}{Z\beta|s|\sqrt{n}} \frac{d}{dt} \left( \sum_{i_1=1}^l \left( \sum_{i_2=1}^l A^{(i_1,i_2)} \right)^s \right)$$

$$= \mathbb{E}_{u^{(i_1,1)},u^{(2)},u^{(i_1,3)},u^{(4)}} \frac{1}{Z\beta|s|\sqrt{n}} \sum_{i_1=1}^l (C^{(i_1)})^{s-1}$$

$$\times \sum_{i_2=1}^l \beta_1 \beta_1 (B^{(i_1,i_2)} \left( \frac{dB^{(i_1,i_2)}}{dt} + \frac{\|y^{(i_2)}\|_2 u^{(4)} + \sqrt{1-t} u^{(i_1,3)})}{2\sqrt{t}} \right).$$  

(9)

Utilizing (7) we find

$$\frac{dB^{(i_1,i_2)}}{dt} = \frac{d}{dt} \left( \sqrt{t}(y^{(i_2)})^T u^{(i_1,1)} + \sqrt{1-t}(y^{(i_2)})^T u^{(2)} \right) = \sum_{j=1}^m \left( \frac{y^{(i_2)}_j u^{(i_1,1)}_j}{2\sqrt{t}} - \frac{y^{(i_2)}_j u^{(2)}_j}{2\sqrt{1-t}} \right).$$  

(10)
Combining (9) and (10) we obtain
\[
\frac{d\psi(X, Y, \beta, s, t)}{dt} = E_{u^{(i_1, 1)}, u^{(2)}, u^{(i_1, 3)}, u^{(4)}} \frac{1}{\beta|s|\sqrt{n}} \log Z
\]
\[
= E_{u^{(i_1, 1)}, u^{(2)}, u^{(i_1, 3)}, u^{(4)}} \frac{1}{Z|s|\sqrt{n}} \frac{d}{dt} \left( \sum_{t_{i_2}=1}^{t} \left( \sum_{t_{i_2}=1}^{t} A^{(i_1, i_2)} \right)^s \right)
\]
\[
= E_{u^{(i_1, 1)}, u^{(2)}, u^{(i_1, 3)}, u^{(4)}} \frac{s}{Z|s|\sqrt{n}} \sum_{t_{i_1}=1}^{t} (C^{(i_1)})^{s-1}
\]
\[
\times \sum_{t_{i_2}=1}^{t} \beta_{t_{i_2}} A^{(i_1, t_{i_2})} \left( \sum_{j=1}^{m} \left( \frac{y^{(i_2)}_j u^{(i_1, 1)}_j}{2\sqrt{t}} - \frac{y^{(i_2)}_j u^{(i_1, 2)}_j}{2\sqrt{1-t}} \right) + \frac{\|y^{(i_2)}\|_2 u^{(4)}_j}{2\sqrt{1-t}} \right)
\]
(11)

Each of the terms in the above sum will handle separately. To do so and to facilitate the presentation as much as possible we will try to parallel what was done in [14]. The calculations though will be substantially different.

### 2.1 Computing \( \frac{d\psi(X, Y, \beta, s, t)}{dt} \)

As mentioned above, we will separately handle all the terms appearing in (11).

#### 2.1.1 Finding \( E_{u^{(i_1, 1)}, u^{(2)}, u^{(i_1, 3)}, u^{(4)}} \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)_j}}{Z} \)

We start with the following standard utilization of the Gaussian integration by parts.

\[
E_{u^{(i_1, 1)}, u^{(2)}, u^{(i_1, 3)}, u^{(4)}} \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} u^{(i_1, 1)} y^{(i_2)_j}}{Z} = E\left( \sum_{p_1 = 1, p_1 \neq i_1}^{l} \frac{d}{d u^{(p_1, 1)}_j} \left( \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)_j}}{Z} \right) \right)
\]
\[
+ E(u^{(i_1, 1)}_j u^{(p_1, 1)}_j) \frac{d}{d u^{(i_1, 1)}_j} \left( \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)_j}}{Z} \right). \quad (12)
\]

Clearly, \( E(u^{(i_1, 1)}_j u^{(p_1, 1)}_j) = \frac{(x^{(i_1)})^T x^{(p_1)}}{\| x^{(i_1)} \|_2 \| x^{(p_1)} \|_2} \) and we also have

\[
E_{u^{(i_1, 1)}, u^{(2)}, u^{(i_1, 3)}, u^{(4)}} \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} u^{(i_1, 1)} y^{(i_2)_j}}{Z} = E\left( \sum_{p_1 = 1, p_1 \neq i_1}^{l} \frac{(x^{(i_1)})^T x^{(p_1)}}{\| x^{(i_1)} \|_2 \| x^{(p_1)} \|_2} \frac{d}{d u^{(p_1, 1)}_j} \left( \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)_j}}{Z} \right) \right)
\]
\[
+ \frac{(x^{(i_1)})^T x^{(i_1)}}{\| x^{(i_1)} \|_2 \| x^{(i_1)} \|_2} \frac{d}{d u^{(i_1, 1)}_j} \left( \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)_j}}{Z} \right). \quad (13)
\]

For \( p_1 \neq i_1 \) we obtain the following

\[
\frac{d}{d u^{(p_1, 1)}_j} \left( \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)_j}}{Z} \right) = \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)_j} d}{d u^{(p_1, 1)}_j} \left( \frac{1}{Z} \right) = \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)_j}}{Z^2} \frac{dZ}{d u^{(p_1, 1)}_j}. \quad (14)
\]

Now we also have

\[
\frac{dZ}{d u^{(p_1, 1)}_j} = \frac{d \sum_{t=1}^{l} (C^{(i_1)})^s}{d u^{(p_1, 1)}_j} = s \sum_{t=1}^{l} (C^{(i_1)})^{s-1} \frac{d(C^{(i_1)})}{d u^{(p_1, 1)}_j}
\]
From (15) and (18) we have

\[ s \sum_{i_1=1}^{l} (C^{(i_1)})^{s-1} \sum_{i_2=1}^{l} \frac{d(A^{(i_1,i_2)})}{d\mathbf{u}_j^{(p_1,i)}} = s(C^{(p_1)})^{s-1} \sum_{i_2=1}^{l} \frac{d(A^{(p_1,i_2)})}{d\mathbf{u}_j^{(p_1,i)}}. \]  \hspace{1cm} (15)

Moreover, from (17) we have

\[ \frac{dB^{(p_1,i_2)}}{d\mathbf{u}_j^{(p_1,i)}} = y^{(i_2)} \sqrt{t}, \]  \hspace{1cm} (16)

and then

\[ \frac{d(A^{(p_1,i_2)})}{d\mathbf{u}_j^{(p_1,i)}} = \beta_{p_1} A^{(p_1,i_2)} \frac{d(B^{(p_1,i_2)})}{d\mathbf{u}_j^{(p_1,i)}} = \beta_{p_1} A^{(p_1,i_2)} y^{(i_2)} \sqrt{t}. \]  \hspace{1cm} (17)

Combining (14), (15), and (17) we obtain

\[
\frac{d}{d\mathbf{u}_j^{(p_1,i)}} \left( \frac{(C^{(i_1)})^{s-1}A^{(i_1,i_2)}y^{(i_2)}}{Z} \right) = -\frac{(C^{(i_1)})^{s-1}A^{(i_1,i_2)}y^{(i_2)}}{Z^2} s(C^{(p_1)})^{s-1} \sum_{p_2=1}^{l} \frac{d(A^{(p_1,i_2)})}{d\mathbf{u}_j^{(p_1,i)}}
= -\frac{(C^{(i_1)})^{s-1}A^{(i_1,i_2)}y^{(i_2)}}{Z^2} s(C^{(p_1)})^{s-1} \sum_{p_2=1}^{l} \beta_{p_1} A^{(p_1,p_2)} y^{(p_2)} \sqrt{t}. \]  \hspace{1cm} (18)

For \( p = i \) we have

\[
\frac{d}{d\mathbf{u}_j^{(i,i_1)}} \left( \frac{(C^{(i_1)})^{s-1}A^{(i_1,i_2)}y^{(i_2)}}{Z} \right) = \frac{y^{(i_2)}}{Z} \frac{d}{d\mathbf{u}_j^{(i,i_1)}} \left( (C^{(i_1)})^{s-1}A^{(i_1,i_2)} \right) - \frac{(C^{(i_1)})^{s-1}A^{(i_1,i_2)}y^{(i_2)}}{Z^2} \frac{dZ}{d\mathbf{u}_j^{(i,i_1)}}. \]  \hspace{1cm} (19)

From (15) and (18) we have

\[
\frac{dZ}{d\mathbf{u}_j^{(i,i_1)}} = \frac{d}{d\mathbf{u}_j^{(p_1,i)}} \left( \sum_{i_1=1}^{l} (C^{(i_1)})^{s} \frac{d(A^{(i_1,i_2)})}{d\mathbf{u}_j^{(p_1,i)}} \right) = s(C^{(i_1)})^{s-1} \sum_{p_2=1}^{l} \frac{d(A^{(i_1,p_2)})}{d\mathbf{u}_j^{(i,i_1)}} = s(C^{(i_1)})^{s-1} \sum_{p_2=1}^{l} \beta_{i_1} A^{(i_1,p_2)} y^{(p_2)} \sqrt{t}. \]  \hspace{1cm} (20)

Also,

\[
\frac{d}{d\mathbf{u}_j^{(i,i_1)}} \left( (C^{(i_1)})^{s-1}A^{(i_1,i_2)} \right) = (C^{(i_1)})^{s-1} \frac{dA^{(i_1,i_2)}}{d\mathbf{u}_j^{(i,i_1)}} + A^{(i_1,i_2)} \frac{d(C^{(i_1)})^{s-1}}{d\mathbf{u}_j^{(i,i_1)}}
= (C^{(i_1)})^{s-1} \beta_{i_1} A^{(i_1,i_2)} y^{(i_2)} \sqrt{t} + (s-1)(C^{(i_1)})^{s-2} \beta_{i_1} \sum_{p_2=1}^{l} A^{(i_1,p_2)} y^{(p_2)} \sqrt{t}. \]  \hspace{1cm} (21)

A combination of (13), (18), (19), (20), and (21) gives

\[
E_{\mathbf{u}^{(i_1,1)}, \mathbf{u}^{(2)}, \mathbf{u}^{(i_3,3)}, \mathbf{u}^{(4)}} \frac{(C^{(i_1)})^{s-1}A^{(i_1,i_2)}y^{(i_2)}}{Z} \frac{d}{d\mathbf{u}_j^{(i,i_1)}} \left( \frac{y^{(i_2)}}{Z} \right)
= E \left( \frac{y^{(i_2)}}{Z} \left( (C^{(i_1)})^{s-1} \beta_{i_1} A^{(i_1,i_2)} y^{(i_2)} \sqrt{t} + (s-1)(C^{(i_1)})^{s-2} \beta_{i_1} \sum_{p_2=1}^{l} A^{(i_1,p_2)} y^{(p_2)} \sqrt{t} \right) \right)
- E \left( \sum_{p_1=1}^{l} \frac{(\mathbf{x}^{(i_1)})^T \mathbf{x}^{(p_1)}}{||\mathbf{x}^{(i_1)}||_2||\mathbf{x}^{(p_1)}||_2} \frac{(C^{(i_1)})^{s-1}A^{(i_1,i_2)}y^{(i_2)}}{Z^2} s(C^{(p_1)})^{s-1} \sum_{p_2=1}^{l} \beta_{p_1} A^{(p_1,p_2)} y^{(p_2)} \sqrt{t} \right). \]  \hspace{1cm} (22)
2.1.2 Finding $E_{u^{(1,1)}, u^{(2)}, u^{(1,3)}, u^{(4)}} \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} u^{(2)} y^{(i_2)}}{Z}$

We start with the following standard utilization of the Gaussian integration by parts.

$$
E_{u^{(1,1)}, u^{(2)}, u^{(1,3)}, u^{(4)}} \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} u^{(2)} y^{(i_2)}}{Z} = E(E(u^{(2)} u^{(2)}) \frac{d}{du^{(2)}} \left( \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)}}{Z} \right)). \tag{23}
$$

Obviously $E(u^{(2)} u^{(2)}) = 1$ and we also have

$$
\frac{d}{du^{(2)}} \left( \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)}}{Z} \right) = \left( \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)}}{Z} \right) \frac{d}{du^{(2)}} \left( \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)}}{Z} \right) = \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)}}{Z^2} \frac{d}{du^{(2)}}.
$$

Moreover, we find

$$
\frac{d Z}{d u^{(2)}} = \frac{d}{d u^{(2)}} \left( \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)}}{Z} \right) = \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)}}{Z} \frac{d}{du^{(2)}} = \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)}}{Z} \frac{d}{du^{(2)}}.
$$

It is not that hard to obtain the following as well

$$
\frac{d}{du^{(2)}} \left( (C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)} / Z \right) = (C^{(i_1)})^{s-1} dA^{(i_1, i_2)} / du^{(2)} + A^{(i_1, i_2)} d(C^{(i_1)})^{s-1} / du^{(2)}
$$

$$
= (C^{(i_1)})^{s-1} 2 \beta_i A^{(i_1, i_2)} y^{(i_2)} \sqrt{1 - t} + (s - 1)(C^{(i_1)})^{s-2} \beta_i \sum_{p_2=1}^l A^{(i_1, p_2)} y^{(p_2)} \sqrt{1 - t}. \tag{26}
$$

Combining (23), (24), (25), and (26) we have

$$
E_{u^{(1,1)}, u^{(2)}, u^{(1,3)}, u^{(4)}} \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} u^{(2)} y^{(i_2)}}{Z}
$$

$$
= E \left( \frac{y^{(i_2)}}{Z} \left( (C^{(i_1)})^{s-1} 2 \beta_i A^{(i_1, i_2)} y^{(i_2)} \sqrt{1 - t} + (s - 1)(C^{(i_1)})^{s-2} \beta_i \sum_{p_2=1}^l A^{(i_1, p_2)} y^{(p_2)} \sqrt{1 - t} \right) \right)
$$

$$
- E \left( \sum_{p_1=1}^l \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)}}{Z^2} s \sum_{p_2=1}^l \sum_{p_2=1}^l \beta_i A^{(p_1, p_2)} y^{(p_2)} \sqrt{1 - t} \right). \tag{27}
$$

2.1.3 Finding $E_{u^{(1,1)}, u^{(2)}, u^{(1,3)}, u^{(4)}} \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} u^{(2)} y^{(i_2)}}{Z}$

We closely follow what we presented above and start with the following utilization of the Gaussian integration by parts

$$
E_{u^{(1,1)}, u^{(2)}, u^{(1,3)}, u^{(4)}} \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} u^{(1,3)}}{Z} = E \left( \sum_{p_1=1, p_1 \neq i_1}^l E(u^{(1,3)} u^{(p_1, 3)}) \frac{d}{du^{(p_1, 3)}} \left( \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)}}{Z} \right) \right)
$$

$$
+ E(E(u^{(1,3)} u^{(i_1, 3)}) \frac{d}{du^{(i_1, 3)}} \left( \frac{(C^{(i_1)})^{s-1} A^{(i_1, i_2)} y^{(i_2)}}{Z} \right) \right). \tag{27}
$$
Combining (28), (33), (34), and (35) we find
\[
\frac{d}{du^{(p_1,3)}} \left( \frac{(C^{(i_1)})^{s-1} A^{(i_1,i_2)}}{Z} \right) = (C^{(i_1)})^{s-1} A^{(i_1,i_2)} \frac{d}{du^{(p_1,3)}} \left( \frac{1}{Z} \right) = -\frac{(C^{(i_1)})^{s-1} A^{(i_1,i_2)}}{Z^2} \frac{dZ}{du^{(p_1,3)}}.
\] (29)

Following (30) we also have
\[
\frac{dZ}{du^{(p_1,3)}} = \frac{d \sum_{i=1}^{l} (C^{(i_1)})^s}{du^{(p_1,3)}} = s(C^{(p_1)})^{s-1} \sum_{p_2=1}^{l} \frac{d(A^{(p_1,p_2)})}{du^{(p_1,3)}}.
\] (30)

From (7) we find
\[
\frac{d(A^{(p_1,p_2)})}{du^{(p_1,3)}} = \beta_{p_1} A^{(p_1,p_2)} \| y^{(p_2)} \|_2 \sqrt{1 - t}.
\] (31)

Combining (29), (30), and (31) we obtain
\[
\frac{d}{du^{(p_1,3)}} \left( \frac{(C^{(i_1)})^{s-1} A^{(i_1,i_2)}}{Z} \right) = -\frac{(C^{(i_1)})^{s-1} A^{(i_1,i_2)}}{Z^2} s(C^{(p_1)})^{s-1} \sum_{p_2=1}^{l} \frac{\beta_{p_1} A^{(p_1,p_2)} \| y^{(p_2)} \|_2 \sqrt{1 - t}}{du^{(p_1,3)}}.
\] (32)

Also, we easily have \( E(u^{(i_1,3)} u^{(p_1,3)}) = 1 \) and
\[
\frac{d}{du^{(i_1,3)}} \left( \frac{(C^{(i_1)})^{s-1} A^{(i_1,i_2)}}{Z} \right) = \frac{1}{Z} \frac{d}{du^{(i_1,3)}} \left( (C^{(i_1)})^{s-1} A^{(i_1,i_2)} \right) - \frac{(C^{(i_1)})^{s-1} A^{(i_1,i_2)}}{Z^2} \frac{dZ}{du^{(i_1,3)}}.
\] (33)

Moreover,
\[
\frac{dZ}{du^{(i_1,3)}} = \frac{d \sum_{p_2=1}^{l} (C^{(p_1)})^s}{du^{(i_1,3)}} = s(C^{(i_1)})^{s-1} \sum_{p_2=1}^{l} \frac{d(A^{(i_1,p_2)})}{du^{(i_1,3)}} = s(C^{(i_1)})^{s-1} \sum_{p_2=1}^{l} \beta_{i_1} A^{(i_1,p_2)} \| y^{(p_2)} \|_2 \sqrt{1 - t}.
\] (34)

Similarly to what was done in (21) we find
\[
\frac{d}{du^{(i_1,3)}} \left( (C^{(i_1)})^{s-1} A^{(i_1,i_2)} \right) = (C^{(i_1)})^{s-1} \frac{dA^{(i_1,i_2)}}{du^{(i_1,3)}} + A^{(i_1,i_2)} \frac{d(C^{(i_1)})^{s-1}}{du^{(i_1,3)}}
\]
\[= (C^{(i_1)})^{s-1} \beta_{i_1} A^{(i_1,i_2)} \| y^{(i_2)} \|_2 \sqrt{1 - t} + (s - 1)(C^{(i_1)})^{s-2} \beta_{i_1} \sum_{p_2=1}^{l} A^{(i_1,p_2)} \| y^{(p_2)} \|_2 \sqrt{1 - t}.
\] (35)

Combining (28), (33), (34), and (35) we find
\[
E_{u^{(i_1,1)},u^{(i_2,3)}} \frac{(C^{(i_1)})^{s-1} A^{(i_1,i_2)} u^{(i_1,3)}}{Z}
\]
\[= E \left( \frac{1}{Z} \left( (C^{(i_1)})^{s-1} \beta_{i_1} A^{(i_1,i_2)} \| y^{(i_2)} \|_2 \sqrt{1 - t} + (s - 1)(C^{(i_1)})^{s-2} \beta_{i_1} \sum_{p_2=1}^{l} A^{(i_1,p_2)} \| y^{(p_2)} \|_2 \sqrt{1 - t} \right) \right).
\]
- \mathbb{E} \left( \sum_{p_1=1}^{l} \frac{(X^{(i_1)})^T X^{(p_1)}}{||X^{(i_1)}||_2 ||X^{(p_1)}||_2} \frac{(C(i_1))^{s-1} A^{(i_1,i_2)}}{Z^2} \kappa(C(p_1))^{s-1} \sum_{p_2=1}^{l} \beta_{p_1} A^{(p_1,p_2)} (||y^{(p_2)}||_2 \sqrt{1-t}) \right). \quad (36)

2.1.4 Finding \mathbb{E}_{u^{(i_1)},u^{(i_2)},u^{(i_3)},u^{(4)}} \frac{(C(i_1))^{s-1} A^{(i_1,i_2)} u^{(4)}}{Z}

We again closely follow what we presented above and start with the following utilization of the Gaussian integration by parts

\mathbb{E}_{u^{(i_1)},u^{(i_2)},u^{(i_3)},u^{(4)}} \frac{(C(i_1))^{s-1} A^{(i_1,i_2)} u^{(4)}}{Z} = \mathbb{E}(\mathbb{E}(u^{(4)})u^{(4)}) \frac{d}{du^{(4)}} \left( \frac{(C(i_1))^{s-1} A^{(i_1,i_2)}}{Z} \right). \quad (37)

Clearly, \mathbb{E}(u^{(4)})u^{(4)} = 1. Further, we have

\frac{d}{du^{(4)}} \left( \frac{(C(i_1))^{s-1} A^{(i_1,i_2)}}{Z} \right) = \frac{1}{Z} \frac{d}{du^{(4)}} \left( \frac{(C(i_1))^{s-1} A^{(i_1,i_2)}}{Z^2} \right) \frac{dZ}{du^{(4)}}. \quad (38)

Similarly to (34) we find

\frac{dZ}{du^{(4)}} = \frac{d}{du^{(4)}} \left( \sum_{p_1=1}^{l} (C(p_1))^{s-1} \sum_{p_2=1}^{l} \frac{d(A^{(p_1,p_2)})}{du^{(4)}} \right) = s \sum_{p_1=1}^{l} (C(p_1))^{s-1} \sum_{p_2=1}^{l} \beta_{p_1} A^{(p_1,p_2)} (||y^{(p_2)}||_2 \sqrt{1-t}) \quad (39)

Following closely (35) (and earlier (21)) we also find

\frac{d}{du^{(4)}} \left( (C(i_1))^{s-1} A^{(i_1,i_2)} \right) = (C(i_1))^{s-1} \frac{dA^{(i_1,i_2)}}{du^{(4)}} + A^{(i_1,i_2)} \frac{d(C(i_2))^{s-1}}{du^{(4)}}

= (C(i_1))^{s-1} \beta_{i_1} A^{(i_1,i_2)} (||y^{(i_2)}||_2 \sqrt{1-t}) + (s-1)(C(i_1))^{s-2} \beta_{i_1} \sum_{p_2=1}^{l} A^{(i_1,p_2)} (||y^{(p_2)}||_2 \sqrt{1-t}) \quad (40)

A combination of (37), (38), (39), and (40) gives

\mathbb{E}_{u^{(i_1)},u^{(i_2)},u^{(i_3)},u^{(4)}} \frac{(C(i_1))^{s-1} A^{(i_1,i_2)} u^{(4)}}{Z}

= \mathbb{E} \left( \frac{1}{Z} \left( (C(i_1))^{s-1} \beta_{i_1} A^{(i_1,i_2)} (||y^{(i_2)}||_2 \sqrt{1-t}) + (s-1)(C(i_1))^{s-2} \beta_{i_1} \sum_{p_2=1}^{l} A^{(i_1,p_2)} (||y^{(p_2)}||_2 \sqrt{1-t}) \right) \right)

- \mathbb{E} \left( \frac{(C(i_1))^{s-1} A^{(i_1,i_2)}}{Z^2} \sum_{p_1=1}^{s} (C(p_1))^{s-1} \sum_{p_2=1}^{l} \beta_{p_1} A^{(p_1,p_2)} (||y^{(p_2)}||_2 \sqrt{1-t}) \right) \quad (41)

2.1.5 Connecting all pieces together

Using (11), (22), (27), (36), and (41) we obtain

\frac{\psi(X,Y,\beta,s,t)}{dt} = \frac{s}{2\beta|s|\sqrt{n}} \mathbb{E}_{u^{(i_1)},u^{(i_2)},u^{(i_3)},u^{(4)}} (-S_1 + S_2 + S_3 - S_4) \quad (42)

where

\begin{align*}
    S_1 &= \sum_{i_1=1}^{l} \sum_{i_2=1}^{l} \sum_{j=1}^{m} \beta_{i_1} \sum_{p_1=1}^{l} \frac{(x^{(i_1)})^T X^{(p_1)}}{||x^{(i_1)}||_2 ||x^{(p_1)}||_2} \frac{(C(i_1))^{s-1} A^{(i_1,i_2)} y^{(i_2)}}{Z^2} \sum_{p_2=1}^{l} \beta_{p_1} A^{(p_1,p_2)} (||y^{(p_2)}||_2) \\
\end{align*}
are given and that

Proof. Follows from the above presentation.

Let $t$ is non-increasing (decreasing) in $t$.

Theorem 1.

From (43) we further have

$$S_2 - S_1 = s\beta^2 \sum_{i_1=1}^{l} \sum_{p_1=1}^{l} \left( \frac{(C(i_1))^s - 1}{Z^2} \psi \right) \left( \sum_{i_2=1}^{l} \frac{A(i_1,i_2) \|y(i_2)\|_2}{C(i_1)C(p_1)} \right),$$

and in a similar fashion

$$S_4 - S_3 = s\beta^2 \sum_{i_1=1}^{l} \sum_{p_1=1}^{l} \left( \frac{(C(i_1))^s - 1}{Z^2} \psi \right) \left( \sum_{i_2=1}^{l} \frac{A(i_1,i_2) \|y(i_2)\|_2}{C(i_1)C(p_1)} \right).$$

Combining (43), (44), and (45) we finally have

$$\frac{\psi(X,Y,\beta,s,t)}{dt} = \frac{s^2 \beta}{2|s|\sqrt{n}} E_{\psi(i_1,i_2),u^{(i_1),u^{(i_2)},u^{(i_3)},u^{(i_4)}}} \sum_{i_1=1}^{l} \sum_{p_1=1}^{l} \left( \frac{(C(i_1))^s - 1}{Z^2} \psi \right) \left( \sum_{i_2=1}^{l} \frac{A(i_1,i_2) \|y(i_2)\|_2}{C(i_1)C(p_1)} \right).$$

Now it easily follows that $\frac{\psi(X,Y,\beta,s,t)}{dt} \leq 0$ and function $\psi(X,Y,\beta,s,t)$ is indeed non-increasing (decreasing) in $t$. We summarize the obtained results in the following theorem.

**Theorem 1.** Let $G \in \mathbb{R}^{m \times n}$, $u^{(i)} \in \mathbb{R}^{1}$, $u^{(2)} \in \mathbb{R}^{m \times 1}$, and $h \in \mathbb{R}^{n \times 1}$ all have i.i.d. standard normal components ($G$, $u^{(i)}$, $u^{(2)}$, and $h$ are then independent of each other as well). Assume that set $X = \{x^{(i)} = \{x^{(1)}, x^{(2)}, \ldots, x^{(l)}\}$, where $x^{(i)} \in \mathbb{R}^{n}$, $1 \leq i \leq l$, and set $Y = \{y^{(1)} = \{y^{(1)}, y^{(2)}, \ldots, y^{(l)}\}$, where $y^{(i)} \in \mathbb{R}^{m}$, $1 \leq i \leq l$ and $\beta \geq 0$ and $s$ are real numbers. One then has that function $\psi(X,Y,\beta,s,t)$

$$\psi(X,Y,\beta,s,t) = \frac{1}{\beta |s| \sqrt{n}} \left( \sum_{i_1=1}^{l} \left( \sum_{i_2=1}^{l} e^{\beta (\sqrt{t}y^{(i_2)})^T Gx^{(i_1)} + \sqrt{1-t}y^{(i_2)}y^{(i_2)} + \sqrt{1-t}y^{(i_2)}y^{(i_2)} + \sqrt{1-t}y^{(i_2)}y^{(i_2)} + \sqrt{1-t}y^{(i_2)}y^{(i_2)} \right) \right),$$

is non-increasing (decreasing) in $t$.

**Proof.** Follows from the above presentation.
Corollary 1. Assume the setup of Theorem 1. Then we also have
\[
\psi(X, Y, \beta, s, t) = \psi(X, Y, \beta, s, 0) + \int_0^t \frac{d\psi(X, Y, \beta, s, t)}{dt} dt,
\]
as well as the following comparison principle
\[
\psi(X, Y, \beta, s, 0) \geq \psi(X, Y, \beta, s, t) \geq \psi(X, Y, \beta, s, 1).
\]

Proof. It is automatic by the above theorem and after one notes that \( \frac{d\psi(X, Y, \beta, s, t)}{dt} \leq 0 \).

2.2 Numerical experiments

The theoretical results that we presented above establish a very powerful tool for dealing with random processes. Below we look at them from a numerical point of view, i.e. through numerical simulations. For the simplicity we chose \( m = 5, n = 5, l = 10 \), and selected set \( X \) as the columns of the following matrix (basically \( X \) was selected the same way as the corresponding set in [14])
\[
X^+ = \begin{bmatrix}
-0.7998 & 0.1004 & -0.7599 & 0.6616 & 0.5864 & -0.4010 & -0.0148 & -0.8320 & 0.3187 & -0.4861 \\
0.1760 & 0.0704 & 0.1056 & -0.1369 & -0.6259 & -0.5289 & -0.3740 & 0.3140 & 0.6299 & -0.5494 \\
0.0806 & -0.9085 & -0.3381 & -0.1970 & -0.1438 & 0.4863 & 0.5832 & 0.0840 & -0.2299 & -0.2647 \\
0.5487 & -0.3120 & -0.5447 & 0.5673 & 0.4870 & -0.5239 & 0.0407 & -0.2955 & 0.3913 & 0.5113 \\
-0.1476 & 0.2497 & -0.0208 & 0.4276 & 0.0808 & -0.2202 & -0.7198 & 0.3389 & 0.5438 & -0.3611
\end{bmatrix}
\]
One then obviously has
\[
X^+ = \{X^+_{1,1}, X^+_{1,2}, \ldots, X^+_{l,1}\}.
\]

We do recall the observation from [14] that set \( X^+ \) (and matrix \( X^+ \)) are practically randomly chosen (an added scaling makes \( \|X^+_{i,1}\|_2 = 1, 1 \leq i_1 \leq l \)). Also we selected set \( Y \) as the columns of the following matrix
\[
Y^+ = \begin{bmatrix}
-0.4639 & 0.7324 & -0.4828 & 0.0280 & -0.4016 & -0.6764 & 0.6161 & 0.4281 & -0.3831 & 0.0699 \\
0.0416 & -0.3678 & 0.0144 & -0.4856 & 0.4880 & -0.6861 & 0.1266 & 0.5132 & 0.0350 & -0.0308 \\
-0.6522 & 0.1775 & 0.2449 & -0.2417 & -0.1255 & 0.2355 & 0.0859 & -0.1498 & 0.2410 & -0.7208 \\
-0.5981 & -0.1078 & 0.4879 & -0.3456 & 0.5796 & -0.0856 & 0.6892 & 0.1325 & 0.8628 & -0.1637 \\
-0.0037 & 0.5340 & 0.6846 & 0.7652 & -0.4989 & -0.0946 & -0.3492 & -0.7165 & -0.2225 & -0.6092
\end{bmatrix}
\]
Clearly,
\[
Y^+ = \{Y^+_{1,1}, Y^+_{1,2}, \ldots, Y^+_{l,1}\}.
\]

Similarly to what was mentioned above for set \( X^+ \), we also add that set \( Y^+ \) (and matrix \( Y^+ \)) are again for all practical purposes randomly chosen (to make everything a bit neater we again scaled all the columns of \( Y^+ \) so that \( \|Y^+_{i,1}\|_2 = 1, 1 \leq i_1 \leq l \)). The numerical experiments were conducted in a fashion very similar to the one from [14]. Namely, we simulated derivatives \( \frac{d\psi(X, Y, \beta, s, t)}{dt} \) using both (11) and (46). We refer to the use of (11) as the standard interpolation and to the use of (46) as the computed interpolation. We then computed \( \psi(X, Y, \beta, s, t) \) using (48). Moreover, we additionally simulated \( \psi(X, Y, \beta, s, t) \) using (8) which we view as a direct way of simulation without any interpolating computations. We set \( \beta = 10 \) and averaged all random quantities over a set of 5e4 experiments. To parallel the presentation given in [14] as much as possible, we here also simulated two different scenarios with all other parameters being the same, except that in one of the scenarios \( s = 1 \) and in the other \( s = -1 \).

1) \( s = 1 \) - numerical results

Figure 1 and Table 1 contain the results obtained for \( s = 1 \). Following the standard that we set in [14], Figure 1 shows the entire range for \( t \) (i.e. its shows the values for \( t \in (0, 1) \)) whereas Table 1 focuses on several particular values of \( t \) and shows concrete values of all key quantities. As both, Figure 1 and Table 1, show, there is a solid agreement between all presented results.
Figure 1: $\psi(X, \mathcal{Y}, \beta, s, t)$ as a function of $t$; $m = 5$, $n = 5$, $l = 10$, $\mathcal{X} = \mathcal{Y}^+$, $\beta = 3$, $s = 1$

Table 1: Simulated results — $m = 5$, $n = 5$, $l = 10$, $\mathcal{X} = \mathcal{Y}^+$, $\beta = 3$, $s = 1$

| $t$  | $d \psi/dt$: (11) | $d \psi/dt$: (46) | $\psi$: (11) and (48) | $\psi$: (46) and (48) | $\psi$: (8) |
|------|--------------------|--------------------|-------------------|-------------------|--------|
| 0.1000 | -0.1438 | -0.1384 | 1.4514 | 1.4511 | 1.4514 |
| 0.2000 | -0.1613 | -0.1574 | 1.4365 | 1.4361 | 1.4379 |
| 0.3000 | -0.1819 | -0.1794 | 1.4193 | 1.4190 | 1.4162 |
| 0.4000 | -0.2003 | -0.2019 | 1.4002 | 1.3997 | 1.3988 |
| 0.5000 | -0.2252 | -0.2269 | 1.3784 | 1.3781 | 1.3746 |
| 0.6000 | -0.2569 | -0.2554 | 1.3540 | 1.3537 | 1.3518 |
| 0.7000 | -0.2957 | -0.2934 | 1.3263 | 1.3259 | 1.3192 |
| 0.8000 | -0.3359 | -0.3452 | 1.2942 | 1.2936 | 1.2964 |
| 0.9000 | -0.4137 | -0.4164 | 1.2558 | 1.2552 | 1.2531 |

2) $s = -1$ — numerical results

Figure 2 and Table 2 contain the results obtained for $s = -1$. Figure 2 again shows the entire range for $t$, whereas Table 2 focuses on several particular values of $t$. Similarly to what we had above for $s = 1$, here we again have that both, Figure 2 and Table 2, show that the agreement between all presented results is fairly strong.

2.3 $\beta \to \infty$

In [14], we showed that the comparison concepts introduced there in $\beta \to \infty$ regime simplify to well known forms of Slepian’s max and Gordon’s minmax principles. Below we show that the comparison principles introduced above behave so to say in a similar way and also contain as a special case (obtained again in $\beta \to \infty$ regime) both, Slepian’s max and Gordon’s minmax principles (this time though, the resulting forms are more general). Now, we easily have for the limiting behavior of $\xi(X, \mathcal{Y}, \beta, s)$

$$
\lim_{\beta \to \infty} \xi(X, \mathcal{Y}, \beta, s) = \lim_{\beta \to \infty} \mathbb{E}_{G, u^{(4)}} \frac{1}{|s|\beta \sqrt{n}} \log \left( \sum_{i=1}^{l} \sum_{i=1}^{l} e^{\beta (y^{(1)}_i)^T G x^{(1)}_i + \|x^{(1)}_i\|_2 \|y^{(1)}_i\|_{2(u^{(4)})}} \right)^s
$$
We now recall that if $s > 0$ then (54) gives

$$
\lim_{\beta \to \infty} \xi(\mathcal{X}, \beta, s, 1) = E_{G,u(4)} \max_{x^{(i1)} \in \mathcal{X}, y^{(i2)} \in \mathcal{Y}} \frac{(y^{(i2)})^T G x^{(i1)} + \|x^{(i1)}\|_2 \|y^{(i2)}\|_2 u^{(4)}}{\sqrt{n}}.
$$

(55)

2.3.1 $s > 0$ — reestablishing a Slepian’s max comparison

If $s > 0$ then (54) gives

$$
\lim_{\beta \to \infty} \xi(\mathcal{X}, \beta, s, 1) = E_{G,u(4)} \max_{x^{(i1)} \in \mathcal{X}, y^{(i2)} \in \mathcal{Y}} \frac{(y^{(i2)})^T G x^{(i1)} + \|x^{(i1)}\|_2 \|y^{(i2)}\|_2 u^{(4)}}{\sqrt{n}}.
$$

(55)

We now recall that $\xi(\mathcal{X}, \beta, s) = \psi(\mathcal{X}, \beta, s, 1)$ and utilize the above machinery to find

Figure 2: $\psi(\mathcal{X}, \mathcal{Y}, \beta, s, t)$ as a function of $t$; $m = 5$, $n = 5$, $l = 10$, $\mathcal{X} = \mathcal{X}^+$, $\mathcal{Y} = \mathcal{Y}^+$, $\beta = 3$, $s = -1$
\[
\mathbb{E}_{G,u(n)} \max_{x^{(i)}(n) \in X, y^{(i)}(n) \in Y} \left( \left( y^{(i2)}(n)^T G x^{(i1)}(n) + \|x^{(i1)}(n)\|_2 y^{(i2)}(n) \right) \sqrt{n} \right) = \lim_{\beta \to \infty} \frac{\xi(X, \beta, s, 1)}{\beta} = \lim_{\beta \to \infty} \frac{\psi(X, \beta, s, 1)}{\beta} \\
\leq \lim_{\beta \to \infty} \psi(X, Y, \beta, s, 0) = \mathbb{E}_{u(n)} \max_{x^{(i)}(n) \in X, y^{(i)}(n) \in Y} \left( \|x^{(i1)}(n)\|_2 y^{(i2)}(n)^T u(2) + \|y^{(i2)}(n)\|_2 h^T x^{(i1)}(n) \right) \sqrt{n}.
\] (56)

Connecting beginning and end in (56) we obtain a well-known form of the Slepian comparison principle (see, e.g. [5, 11, 14]). As stated above, this form is a stronger counterpart of the corresponding result in [14], and of course only a special case of a much stronger general concept introduced in Theorem 1.

**Numerical results**

As in [14], we below provide a set of numerical results designed to shed a bit more light on the \( \beta \to \infty \) regime. The obtained simulation results are shown in Figure 3 and Table 3. We kept all parameters the same as above (\( s = 1 \) is chosen for the concreteness; such a choice is also in alignment with the choice made in the simulations shown earlier), with only one change. Now, instead of having \( \beta = 3 \) we have \( \beta = 10 \), which in a way emulates \( \beta \to \infty \). Both, Figure 3 and Table 3, show an excellent agreement between all presented results. We also note that a fairly small value of \( \beta \), namely, \( \beta = 10 \), seems as a pretty solid approximation of \( \beta \to \infty \). This is especially clear from the right part of Figure 3 where one can observe that for \( \beta = 10 \) the resulting curves are much closer to the purple circles (which effectively represent the \( \beta \to \infty \) regime).

![Figure 3: Left - \( \psi(X, Y, \beta, s, t) \) as a function of \( t \); right - comparison between \( \beta = 3 \) and \( \beta = 10 \)](image)

Table 3: Simulated results — \( m = 5, n = 5, l = 10, X = X^+, Y = Y^+, \beta = 10, s = 1 \):

| \( t \) | \( \frac{\psi}{\Delta t}; (11) \) | \( \psi; (11) \) and (46) | \( \psi; (46) \) and (48) | \( \lim_{\beta \to \infty} \psi; (8) \) |
|---|---|---|---|---|
| 0.1000 | -0.1002 | -0.0943 | 1.2950 | 1.2946 | 1.2955 | 1.2803 |
| 0.2000 | -0.1287 | -0.1264 | 1.2836 | 1.2832 | 1.2859 | 1.2715 |
| 0.3000 | -0.1593 | -0.1580 | 1.2690 | 1.2687 | 1.2659 | 1.2519 |
| 0.4000 | -0.1847 | -0.1902 | 1.2517 | 1.2512 | 1.2503 | 1.2367 |
| 0.5000 | -0.2181 | -0.2182 | 1.2310 | 1.2306 | 1.2276 | 1.2143 |
| 0.6000 | -0.2590 | -0.2511 | 1.2069 | 1.2067 | 1.2054 | 1.1924 |
| 0.7000 | -0.3061 | -0.3036 | 1.1785 | 1.1783 | 1.1719 | 1.1589 |
| 0.8000 | -0.3628 | -0.3778 | 1.1444 | 1.1440 | 1.1469 | 1.1338 |
| 0.9000 | -0.4719 | -0.4776 | 1.1016 | 1.1011 | 1.0997 | 1.0865 |
2.3.2 \( s < 0 \) – reestablishing a Gordon’s minmax comparison

For \( s < 0 \), (54) gives

\[
\lim_{\beta \to \infty} \xi(\mathcal{X}, \beta, s, 1) = \mathbb{E}_{G,u(4)} \max_{x^{(1)} \in \mathcal{X}} \left( -\max_{y^{(2)} \in \mathcal{Y}} \left( (y^{(2)})^T G x^{(1)} + \|x^{(1)}\|_2 \|y^{(2)}\|_2 u(4) \right) \right) \frac{1}{\sqrt{n}}
\]
\[
= -\mathbb{E}_{G,u(4)} \min_{x^{(1)} \in \mathcal{X}} \max_{y^{(2)} \in \mathcal{Y}} \left( (y^{(2)})^T G x^{(1)} + \|x^{(1)}\|_2 \|y^{(2)}\|_2 u(4) \right) \frac{1}{\sqrt{n}}
\]

\[\text{(57)}\]

We can now again rely on \( \xi(\mathcal{X}, \mathcal{Y}, \beta, s) = \psi(\mathcal{X}, \mathcal{Y}, \beta, s, 1) \) and the above machinery to obtain

\[
-\mathbb{E}_{G,u(4)} \min_{x^{(1)} \in \mathcal{X}} \max_{y^{(2)} \in \mathcal{Y}} \left( (y^{(2)})^T G x^{(1)} + \|x^{(1)}\|_2 \|y^{(2)}\|_2 u(4) \right) \frac{1}{\sqrt{n}} = \lim_{\beta \to \infty} \xi(\mathcal{X}, \mathcal{Y}, \beta, s)
\]
\[\text{(57)}\]

\[
= \lim_{\beta \to \infty} \psi(\mathcal{X}, \mathcal{Y}, \beta, s, 1) \leq \lim_{\beta \to \infty} \psi(\mathcal{X}, \beta, s, 0)
\]
\[\text{(57)}\]

\[
= \mathbb{E}_{u(2),h} \max_{x^{(1)} \in \mathcal{X}} \left( -\max_{y^{(2)} \in \mathcal{Y}} \left( (y^{(2)})^T u^{(2)} + \|y^{(2)}\|_2 h^T x^{(1)} \right) \right) \frac{1}{\sqrt{n}}
\]
\[
= -\mathbb{E}_{u(2),h} \min_{x^{(1)} \in \mathcal{X}} \left( \max_{y^{(2)} \in \mathcal{Y}} \left( (y^{(2)})^T u^{(2)} + \|y^{(2)}\|_2 h^T x^{(1)} \right) \right) \frac{1}{\sqrt{n}}
\]

\[\text{(58)}\]

Connecting beginning and end in (58) one obtains a form of the well-known Gordon comparison principle [5] which is an upgrade on the above mentioned Slepian’s comparison principle. As was the case above when we discussed specialization to the Slepian’s max principle, (58) is a stronger counterpart of the corresponding result in [14], and only a special case of a much stronger concept presented in Theorem 1.

**Numerical results**

In Figure 4 and Table 4 results obtained through simulations are shown. All parameters are again the same as earlier (this time though, for the concreteness we set \( s = -1 \)). From both, Figure 4 and Table 4, one can again observe a solid agreement between all the presented results with \( \beta = 10 \) being a pretty good approximation of \( \beta \to \infty \).

![Figure 4](image_url)

**Figure 4:** Left – \( \psi(\mathcal{X}, \mathcal{Y}, \beta, s, t) \) as a function of \( t \); \( m = 5, n = 5, l = 10, \mathcal{X} = \mathcal{X}^+, \mathcal{Y} = \mathcal{Y}^+, \beta = 10, s = -1; \) right – comparison between \( \beta = 3 \) and \( \beta = 10 \)
Table 4: Simulated results — $m = 5$, $n = 5$, $l = 10$, $X = X^+$, $\beta = 10$, $s = -1$

| $t$   | $\frac{d\psi}{dt}$: (11) | $\frac{d\psi}{dt}$: (46) | $\psi$: (11) and (48) | $\psi$: (46) and (48) | $\psi$: (8) | $\lim_{t \to \infty} \psi$: (8) |
|-------|-------------------|-------------------|-----------------|-----------------|-------------|-----------------|
| 0.1000 | -0.1196           | -0.1069           | -0.0135         | -0.0138         | -0.0141     | -0.0128         |
| 0.2000 | -0.1437           | -0.1478           | -0.0270         | -0.0269         | -0.0261     | -0.0241         |
| 0.3000 | -0.1839           | -0.1840           | -0.0436         | -0.0438         | -0.0438     | -0.0411         |
| 0.4000 | -0.2203           | -0.2194           | -0.0643         | -0.0644         | -0.0646     | -0.0615         |
| 0.5000 | -0.2642           | -0.2587           | -0.0888         | -0.0887         | -0.0861     | -0.0826         |
| 0.6000 | -0.3036           | -0.3070           | -0.1176         | -0.1175         | -0.1160     | -0.1120         |
| 0.7000 | -0.3563           | -0.3662           | -0.1514         | -0.1514         | -0.1511     | -0.1471         |
| 0.8000 | -0.4352           | -0.4442           | -0.1918         | -0.1920         | -0.1905     | -0.1867         |
| 0.9000 | -0.5560           | -0.5548           | -0.2420         | -0.2424         | -0.2378     | -0.2343         |

3 A lifting procedure

We start again with sets $X$ and $Y$ and consider the following function

$$f_s(G, u^{(4)}, X, Y, \beta, s) = \left( \sum_{i_1=1}^{l} \left( \sum_{i_2=1}^{l} e^{\beta(x_{i_2}^T G X^{(i_1)} + \|x_{i_2}^{(i_1)}\|_2 \|y_{i_2}^{(i_1)}\|_2 u^{(4)})} \right)^{c_3} \right)^{\frac{1}{c_3}},$$

where all quantities are as in Section 2 and $c_3 > 0$ is a real parameter. Following (60) we then introduce

$$\xi_s(X, Y, \beta, s) \triangleq \mathbb{E}_{G, u^{(4)}, X, Y, \beta, s},$$

and consider the following interpolating function $\psi_s(\cdot)$ as an object convenient for studying properties of $\xi_s(X, Y, \beta, s)$

$$\psi_s(X, Y, \beta, s, t) = \mathbb{E}_{\xi_s^{(i_1, i_2)}, u^{(2)}, \xi_s^{(i_1, 3)}, u^{(4)}, \xi_s^{(i_1, 1)}} \left( \sum_{i_1=1}^{l} \left( \sum_{i_2=1}^{l} e^{\beta(\sqrt{t}y_{i_2}^T G X^{(i_1)} + \sqrt{t}\|x_{i_2}^{(i_1)}\|_2 \|y_{i_2}^{(i_1)}\|_2 u^{(2)} + \sqrt{t}\|x_{i_2}^{(i_1)}\|_2 \|y_{i_2}^{(i_1)}\|_2 u^{(4)} + \sqrt{t}\|y_{i_2}^{(i_1)}\|_2 h^T x^{(i_1)})} \right)^{c_3} \right)^{\frac{1}{c_3}},$$

where again, all quantities are exactly the same as earlier with the above mentioned addition of $c_3$. Following (62) (and clearly relying on (7)) we write

$$\psi_s(X, Y, \beta, s, t) = \mathbb{E}_{\xi_s^{(i_1, i_2)}, u^{(2)}, \xi_s^{(i_1, 3)}, u^{(4)}, \xi_s^{(i_1, 1)}} Z^{c_3}.$$  

Following further the strategy of Section 2, below we study the monotonicity of $\psi_s(X, Y, \beta, s, t)$ when viewed as a function of $t$. As it will be soon clear, many of the results that we created in Section 2 with fairly straightforward modifications will be applicable here as well. As usual, we will try to skip all the details that remain the same and instead will put an emphasis on those that bring a difference. We start with the following derivative (basically an analogous version of (9))

$$\frac{d\psi_s(X, Y, \beta, s, t)}{dt} = \mathbb{E}_{\xi_s^{(i_1, i_2)}, u^{(2)}, \xi_s^{(i_1, 3)}, u^{(4)}} \frac{dZ^{c_3}}{dt}$$

$$= \mathbb{E}_{\xi_s^{(i_1, i_2)}, u^{(2)}, \xi_s^{(i_1, 3)}, u^{(4)}} \frac{s c_3}{Z^{1-c_3}} \sum_{i=1}^{l} (C^{i_1})^{s-1}$$

$$\times \sum_{i_2=1}^{l} \beta_i A^{(i_1, i_2)} \left( \frac{dB_{(i_1, i_2)}^{(i_1, i_2)}}{dt} + \frac{\|y_{(i_2)}^{(i_1)}\|_2 u^{(4)}}{2\sqrt{t}} - \frac{\|y_{(i_2)}^{(i_1)}\|_2 u^{(i_1, 3)}}{2\sqrt{1-t}} \right).$$
Relying on (10) we further find

$$\frac{d\psi_s(X,Y,\beta,s,t)}{dt} = E_{u^{(1)},u^{(2)},u^{(1,3)},u^{(4)}} \sum_{i} \left( \sum_{i=1}^{l} \frac{C^{(i)}_{(i)}}{} \right)^{s-1} \prod_{i=1}^{l} \beta_{i} \cdot A^{(i,i)} \cdot y^{(i)} \left( \sqrt{t} \right) + \frac{\|y^{(i)}\|_{2u^{(4)}}}{2\sqrt{t}} - \frac{\|y^{(i)}\|_{2u^{(1,3)}}}{2\sqrt{1-t}} \right).$$

(64)

As in Section 2, each of the terms in the above sum can be handled separately. However, this time the calculations will be done in a much faster fashion as one can utilize quite a few of the results already obtained earlier.

3.1 Computing $\frac{d\psi_s(X,Y,\beta,s,t)}{dt}$

As mentioned above, we will split the computation into several parts.

1) **Determining** $E_{u^{(1)},u^{(2)},u^{(1,3)},u^{(4)}} \left( \sum_{i} \left( \sum_{i=1}^{l} \frac{C^{(i)}_{(i)}}{} \right)^{s-1} \prod_{i=1}^{l} \beta_{i} \cdot A^{(i,i)} \cdot y^{(i)} \left( \sqrt{t} \right) + \frac{\|y^{(i)}\|_{2u^{(4)}}}{2\sqrt{t}} - \frac{\|y^{(i)}\|_{2u^{(1,3)}}}{2\sqrt{1-t}} \right).$

Now, the key observation that we will employ here (and quite a few times again below) is that all the main calculations from Section 2 can be repeated and not only conceptually but pretty much literally with very small modifications. These modifications will be in the powers of $Z$ and the constants that multiply them. Namely where we used to have $Z$ in Section 2.1.1 we will now have $Z^{1-c_3}$ and where we used to have $-Z^{-2}$ we will now have $(c_3 - 1)Z^{c_3-2}$. All other adjustments are trivial and one finds

$$E_{u^{(1)},u^{(2)},u^{(1,3)},u^{(4)}} \left( \sum_{i} \left( \sum_{i=1}^{l} \frac{C^{(i)}_{(i)}}{} \right)^{s-1} \prod_{i=1}^{l} \beta_{i} \cdot A^{(i,i)} \cdot y^{(i)} \left( \sqrt{t} \right) + \frac{\|y^{(i)}\|_{2u^{(4)}}}{2\sqrt{t}} - \frac{\|y^{(i)}\|_{2u^{(1,3)}}}{2\sqrt{1-t}} \right).$$

(65)

2) **Determining** $E_{u^{(1)},u^{(2)},u^{(1,3)},u^{(4)}} \left( \sum_{i} \left( \sum_{i=1}^{l} \frac{C^{(i)}_{(i)}}{} \right)^{s-1} \prod_{i=1}^{l} \beta_{i} \cdot A^{(i,i)} \cdot y^{(i)} \left( \sqrt{t} \right) + \frac{\|y^{(i)}\|_{2u^{(4)}}}{2\sqrt{t}} - \frac{\|y^{(i)}\|_{2u^{(1,3)}}}{2\sqrt{1-t}} \right).$

Repeating all the calculations from Section 2.1.2 with the above mentioned modifications we also find

$$E_{u^{(1)},u^{(2)},u^{(1,3)},u^{(4)}} \left( \sum_{i} \left( \sum_{i=1}^{l} \frac{C^{(i)}_{(i)}}{} \right)^{s-1} \prod_{i=1}^{l} \beta_{i} \cdot A^{(i,i)} \cdot y^{(i)} \left( \sqrt{t} \right) + \frac{\|y^{(i)}\|_{2u^{(4)}}}{2\sqrt{t}} - \frac{\|y^{(i)}\|_{2u^{(1,3)}}}{2\sqrt{1-t}} \right).$$

(66)

3) **Determining** $E_{u^{(1)},u^{(2)},u^{(1,3)},u^{(4)}} \left( \sum_{i} \left( \sum_{i=1}^{l} \frac{C^{(i)}_{(i)}}{} \right)^{s-1} \prod_{i=1}^{l} \beta_{i} \cdot A^{(i,i)} \cdot y^{(i)} \left( \sqrt{t} \right) + \frac{\|y^{(i)}\|_{2u^{(4)}}}{2\sqrt{t}} - \frac{\|y^{(i)}\|_{2u^{(1,3)}}}{2\sqrt{1-t}} \right).$

Similarly to what we did above, one can also repeat all the calculations from Section 2.1.3 while accounting for the above mentioned change of powers and multiplying constants we have the following analogue of (36)
\[
\mathbb{E} \left( \frac{1}{Z^{1-c_3}} \left( \frac{(C^{(i_1)})^{s-1} \beta_i A^{(i_1,i_2)} \|y^{(i_2)}\|}{2 \sqrt{1 - t} + (s - 1)(C^{(i_1)})^{s-2} \beta_i \sum_{p_2=1}^l A^{(i_1,p_2)} \|y^{(p_2)}\|} \right)^2 \right) 
- 1 - c_3 \mathbb{E} \left( \sum_{p_1=1}^l \frac{(x^{(i_1)})^T x^{(p_1)}}{|x^{(i_1)}||x^{(p_1)}|} \frac{(C^{(i_1)})^{s-1} A^{(i_1,i_2)} \|y^{(i_2)}\|}{Z^{2-c_3}} s(C^{(p_1)})^{s-1} \sum_{p_2=1}^l \beta_p A^{(p_1,p_2)} \|y^{(p_2)}\|} \right). \tag{67}
\]

4) \textbf{Determining } \mathbb{E}_{u^{(i_1,1)},u^{(i_2,2)},u^{(i_3,3)},u^{(i_4)}}(C^{(i_1)})^{s-1}A^{(i_1,i_2)}u^{(4)}

Finally, after repeating all the calculations from Section 2.1.4 we have the following analogue to (41)

\[
\mathbb{E}_{u^{(i_1,1)},u^{(i_2,2)},u^{(i_3,3)},u^{(i_4)}}(C^{(i_1)})^{s-1}A^{(i_1,i_2)}u^{(4)}
\]

\[
= \mathbb{E} \left( \frac{1}{Z^{1-c_3}} \left( \frac{(C^{(i_1)})^{s-1} \beta_i A^{(i_1,i_2)} \|y^{(i_2)}\|}{2 \sqrt{1 - t} + (s - 1)(C^{(i_1)})^{s-2} \beta_i \sum_{p_2=1}^l A^{(i_1,p_2)} \|y^{(p_2)}\|} \right)^2 \right) 
- 1 - c_3 \mathbb{E} \left( \sum_{p_1=1}^l \frac{(x^{(i_1)})^T x^{(p_1)}}{|x^{(i_1)}||x^{(p_1)}|} \frac{(C^{(i_1)})^{s-1} A^{(i_1,i_2)} \|y^{(i_2)}\|}{Z^{2-c_3}} s(C^{(p_1)})^{s-1} \sum_{p_2=1}^l \beta_p A^{(p_1,p_2)} \|y^{(p_2)}\|} \right). \tag{68}
\]

\textbf{Connecting everything together}

Combining (64), (65), (66), (67), and (68) we can also establish the following set of results (basically fairly similar to the corresponding set obtained in Section 2.1.5)

\[
\frac{d \psi_s(X, Y, \beta, s, t)}{dt} = \frac{s c_3 (1 - c_3)}{2} \mathbb{E}_{u^{(i_1,1)},u^{(i_2,2)},u^{(i_3,3)},u^{(i_4)}}(-S_1 + S_2 + S_3 - S_4) \tag{69}
\]

where

\[
S_{1_*} = \sum_{i_1=1}^l \sum_{i_2=1}^l \beta_{i_1} \left( \sum_{p_1=1}^l \frac{(x^{(i_1)})^T x^{(p_1)}}{|x^{(i_1)}||x^{(p_1)}|} \frac{(C^{(i_1)})^{s-1} A^{(i_1,i_2)} \|y^{(i_2)}\|}{Z^{2-c_3}} s(C^{(p_1)})^{s-1} \sum_{p_2=1}^l \beta_p A^{(p_1,p_2)} \|y^{(p_2)}\|} \right)
\]

\[
S_{2_*} = \sum_{i_1=1}^l \sum_{i_2=1}^l \beta_{i_1} \left( \sum_{p_1=1}^l \frac{(x^{(i_1)})^T x^{(p_1)}}{|x^{(i_1)}||x^{(p_1)}|} \frac{(C^{(i_1)})^{s-1} A^{(i_1,i_2)} \|y^{(i_2)}\|}{Z^{2-c_3}} s(C^{(p_1)})^{s-1} \sum_{p_2=1}^l \beta_p A^{(p_1,p_2)} \|y^{(p_2)}\|} \right)
\]

\[
S_{3_*} = \sum_{i_1=1}^l \sum_{i_2=1}^l \beta_{i_1} \|y^{(i_2)}\| \left( \sum_{p_1=1}^l \frac{(x^{(i_1)})^T x^{(p_1)}}{|x^{(i_1)}||x^{(p_1)}|} \frac{(C^{(i_1)})^{s-1} A^{(i_1,i_2)} \|y^{(i_2)}\|}{Z^{2-c_3}} s(C^{(p_1)})^{s-1} \sum_{p_2=1}^l \beta_p A^{(p_1,p_2)} \|y^{(p_2)}\|} \right)
\]

\[
S_{4_*} = \sum_{i_1=1}^l \sum_{i_2=1}^l \beta_{i_1} \|y^{(i_2)}\| \left( \sum_{p_1=1}^l \frac{(x^{(i_1)})^T x^{(p_1)}}{|x^{(i_1)}||x^{(p_1)}|} \frac{(C^{(i_1)})^{s-1} A^{(i_1,i_2)} \|y^{(i_2)}\|}{Z^{2-c_3}} s(C^{(p_1)})^{s-1} \sum_{p_2=1}^l \beta_p A^{(p_1,p_2)} \|y^{(p_2)}\|} \right)
\]

Repeating (44) and (45) and combining these steps with (70) we finally obtain

\[
\frac{d \psi_s(X, Y, \beta, s, t)}{dt} = \frac{s^2 \beta^2 c_3 (1 - c_3)}{2}
\]

\[
\times \mathbb{E}_{u^{(i_1,1)},u^{(i_2,2)},u^{(i_3,3)},u^{(i_4)}} \sum_{i_1=1}^l \sum_{i_2=1}^l \frac{(C^{(i_1)})^{s} s(C^{(p_1)})^{s} \|x^{(i_1)}\| \|x^{(p_1)}\|}{Z^{2-c_3}} \left( \sum_{p_1=1}^l \frac{A^{(i_1,i_2)} A^{(p_1,p_2)}}{C^{(i_1)} C^{(p_1)}} \|y^{(i_2)}\| \|y^{(p_2)}\| \right)
\times \left( \sum_{i_2=1}^l \sum_{p_2=1}^l \frac{A^{(i_1,i_2)} A^{(p_1,p_2)}}{C^{(i_1)} C^{(p_1)}} \|y^{(i_2)}\| \|y^{(p_2)}\| \right).
\tag{71}
\]

Depending on the value of \( c_3 \) one can now discuss the sign of \( \frac{d \psi_s(X, Y, \beta, s, t)}{dt} \) and whether function \( \psi_s(X, Y, \beta, s, t) \) is non-increasing (decreasing) or non-decreasing (increasing) in \( t \). The obtained results are summarized in the following theorem and its a corollary.
**Theorem 2.** Assume the setup of Theorem 1. We then have

\[
\psi_*(X, Y; \beta, s, c_3, t) = \psi_*(X, Y; \beta, s, c_3, 0) + \int_0^t \frac{d\psi_*(X, Y; \beta, s, c_3, t)}{dt} dt,
\]

where \( \frac{d\psi_*(X, Y; \beta, s, c_3, t)}{dt} \) is given by (71).

**Proof.** Follows automatically by the above arguments.

**Corollary 2.** Assume the setup of Theorem 2.

1) If \( 0 < c_3 < 1 \) then \( \frac{d\psi_*(X, Y; \beta, s, c_3, t)}{dt} < 0 \) and \( \psi_*(X, Y; \beta, s, c_3, t) \) is decreasing in \( t \) and one finds the following comparison principle

\[
\lim_{\beta \to \infty} \psi_*(X, Y; \beta, s, c_3, 0) \geq \lim_{\beta \to \infty} \psi_*(X, Y; \beta, s, c_3, t) \geq \lim_{\beta \to \infty} \psi_*(X, Y; \beta, s, c_3, 1).
\]

2) If \( c_3 > 1 \) or \( c_3 < 0 \) then \( \frac{d\psi_*(X, Y; \beta, s, c_3, t)}{dt} > 0 \) and \( \psi_*(X, Y; \beta, s, c_3, t) \) is increasing in \( t \) and one finds the following comparison principle

\[
\lim_{\beta \to \infty} \psi_*(X, Y; \beta, s, c_3, 0) \leq \lim_{\beta \to \infty} \psi_*(X, Y; \beta, s, c_3, t) \leq \lim_{\beta \to \infty} \psi_*(X, Y; \beta, s, c_3, 1).
\]

**Proof.** Follows again automatically by the arguments presented above.

**3.2 \( \beta \to \infty \)**

Following into the footsteps of [14], in this section we discuss in a bit deeper detail one of the key consequences of the lifting procedure introduced above (as it will be soon clear, it will connect to some of the comparison principles that we utilized in e.g. [13, 15, 16]). As in [14], we will assume that \( \beta \) is large, say \( \beta \to \infty \) and that the scaling \( c_3 \leftarrow \frac{c_3^{(s)}}{\beta} \), where \( c_3^{(s)} \) is a finite positive real number, is in place as well. Clearly, one then has \( c_3(1 - c_3) \geq 0 \) which implies \( \psi_*(X, Y; \beta, c_3, t) \leq 0 \). That, on the other hand, also means that function \( \psi_*(X, Y; \beta, s, c_3, t) \) is decreasing in \( t \). We summarize this adaptation into the following corollary of Theorem 2.

**Corollary 3.** Assume the setup of Theorem 2. Let \( c_3 \leftarrow \frac{c_3^{(s)}}{\beta} \), where \( c_3^{(s)} \) is a finite positive real number. Then \( \psi_*(X, Y; \beta, s, c_3, t) \) is decreasing in \( t \) and we have the following comparison principle

\[
\lim_{\beta \to \infty} \psi_*(X, Y; \beta, s, \frac{c_3^{(s)}}{\beta}, 0) \geq \lim_{\beta \to \infty} \psi_*(X, Y; \beta, s, \frac{c_3^{(s)}}{\beta}, t) \geq \lim_{\beta \to \infty} \psi_*(X, Y; \beta, s, \frac{c_3^{(s)}}{\beta}, 1).
\]

**Proof.** Follows automatically by the above arguments.

Paralleling further [14], we below also study the following limiting behavior of \( \xi_*(X; \beta, s, \frac{c_3^{(s)}}{\beta}) \), i.e.

\[
\log \lim_{\beta \to \infty} \xi_*(X; \beta, s, \frac{c_3^{(s)}}{\beta}) = \log \lim_{\beta \to \infty} \mathbb{E}_{G, u(4)} \left( \sum_{i_1 = 1}^t \left( \sum_{i_2 = 1}^t e^{\beta (\xi^{(i_2)}(2) G x^{(i_1)} + ||x^{(i_1)}||_2 ||y^{(i_2)}||_2 u(4))} \right)^s \right) = \log \mathbb{E}_{G, u(4)} \left( e^{\frac{c_3^{(s)}}{\beta} \max_{(i_1) \in X} s \max_{(i_2) \in Y} (\xi^{(i_2)}(2) G x^{(i_1)} + ||x^{(i_1)}||_2 ||y^{(i_2)}||_2 u(4))} \right).
\]
3.2.1 \( s = 1 \) – a lifted Slepian’s (fully bilinear) max comparison

Choosing \( s = 1 \) in (76) gives

\[
\log \lim_{\beta \to \infty} \xi_s(\mathcal{X}, \mathcal{Y}, \beta, 1, \frac{c_3(s)}{\beta}) = \log \mathbb{E}_{G,u(4)} \left( e^{c_3(s) \max_{s(1) \in \mathcal{X}} \max_{s(2) \in \mathcal{Y}} (y^{(12)})^T G x^{(1)} + \|x^{(1)}\|_2 \|y^{(12)}\|_2 u^{(4)}) \right).
\]

(77)

Now, we recall that \( \xi_s(\mathcal{X}, \mathcal{Y}, \beta, 1, \frac{c_3(s)}{\beta}) = \psi_s(\mathcal{X}, \mathcal{Y}, \beta, 1, \frac{c_3(s)}{\beta}, 1) \) and based on the above we also find

\[
\log \mathbb{E}_{G,u(4)} \left( e^{c_3(s) \max_{s(1) \in \mathcal{X}} \max_{s(2) \in \mathcal{Y}} (y^{(12)})^T G x^{(1)} + \|x^{(1)}\|_2 \|y^{(12)}\|_2 u^{(4)}) \right) = \log \lim_{\beta \to \infty} \psi_s(\mathcal{X}, \mathcal{Y}, \beta, 1, \frac{c_3(s)}{\beta}, 1)
\]

\[
\leq \log \lim_{\beta \to \infty} \psi_s(\mathcal{X}, \mathcal{Y}, \beta, 1, \frac{c_3(s)}{\beta}, t) \leq \log \lim_{\beta \to \infty} \psi_s(\mathcal{X}, \mathcal{Y}, \beta, 1, \frac{c_3(s)}{\beta}, 0)
\]

\[
= \log \mathbb{E}_{u(2),h} \left( e^{c_3(s) \max_{s(1) \in \mathcal{X}} \max_{s(2) \in \mathcal{Y}} (|x^{(1)}|_2 (y^{(12)})^T u^{(2)} + \|y^{(12)}\|_2 h^T x^{(11)})) \right).
\]

(78)

Taking beginning and end in (81) establishes basically the same comparison that we utilized in [16], which is the following Gordon’s upgrade of the Slepian’s (so to say fully bilinear) max principle

\[
\log \mathbb{E}_{G,u(4)} e^{c_3(s) \max_{s(1) \in \mathcal{X}, s(2) \in \mathcal{Y}} (y^{(12)})^T G x^{(1)} + \|x^{(1)}\|_2 \|y^{(12)}\|_2 u^{(4)})
\]

\[
\leq \log \mathbb{E}_{u(2),h} e^{c_3(s) \max_{s(1) \in \mathcal{X}, s(2) \in \mathcal{Y}} (|x^{(1)}|_2 (y^{(12)})^T u^{(2)} + \|y^{(12)}\|_2 h^T x^{(11)}))
\]

(79)

Similarly to what we observed in [14], (77) and (81) can be viewed as a lifted Slepian (fully bilinear) max comparison principle. As discussed in [14] (see also, e.g. [16]) the above lifting procedure is often the only known tool that can significantly improve on the original Slepian’s principle (needles to say, Theorem 2 is a much stronger concept of which the above form is only a special case).

**Numerical results**

We also conducted a set of numerical experiments to complement the theoretical results that we presented above. The numerical results that we obtained through these experiments are shown in Figure 5 and Table 5. We selected all parameters as in Section 2 with \( \beta = 10 \) as a way to emulate \( \beta \to \infty \) and \( c_3 = 1 \) (to get a bit more reliable results, we this time averaged all random quantities over a set of 8x4 experiments). The right part of the figure also contains how the obtained results compare to the same scenario but with no lifting. To have that comparison make sense, as in [14], we worked with the adjusted \( \psi_s(\cdot) \). Basically, in Table 5, the values for \( \psi_s(\mathcal{X}, \mathcal{Y}, \beta, s, c_3, t) \) are given in two forms: 1) the value itself and 2) the adjusted value \( \left( \frac{1}{|\beta|_{|s|}} \log \psi_s(\mathcal{X}, \mathcal{Y}, \beta, s, c_3, t) - \frac{|\beta|_{|s|} c_3}{\sqrt{n}} \right) \). As can be seen from both, Figure 5 and Table 5, there is a solid agreement between all the presented results. Moreover, \( \beta = 10 \) seems to be a solid approximation of \( \beta \to \infty \) (the values for \( \lim_{\beta \to \infty} \psi_s \) were obtained with \( c_3 = c_3 \beta \) so that the fairness of the comparison is ensured). The so-called flattening effect, discussed in [14], appears as a consequence of the lifting procedure and tightens the corresponding comparisons from Section 2.

3.2.2 \( s = -1 \) – a lifted Gordon’s fully bilinear minmax comparison

Choosing \( s = -1 \) in (76) gives

\[
\log \lim_{\beta \to \infty} \xi_s(\mathcal{X}, \mathcal{Y}, \beta, -1, \frac{c_3(s)}{\beta}) = \log \mathbb{E}_{G,u(4)} \left( e^{c_3(s) \max_{s(1) \in \mathcal{X}} \min_{y^{(12)} \in \mathcal{Y}} (y^{(12)})^T G x^{(1)} + \|x^{(1)}\|_2 \|y^{(12)}\|_2 u^{(4)}) \right).
\]

(80)
Analogously to (81) we now have

$$\log \mathbb{E}_{G,u(4)} \left( e^{c_{3}(s)} \max_{e_{(1)} \in X} - \max_{y_{(2)} \in Y} \left( (y_{(2)})^{T} G x_{(1)} + \|x_{(1)}\|_{2} y_{(2)} \|y_{(2)}\|_{2} u(4) \right) \right) = \log \lim_{\beta \to \infty} \psi_{\cdot}(X,Y,\beta, -1, \frac{c_{3}(s)}{\beta}, 1)$$

$$\leq \log \lim_{\beta \to \infty} \psi_{\cdot}(X,Y,\beta, -1, \frac{c_{3}(s)}{\beta}, t) \leq \log \lim_{\beta \to \infty} \psi_{\cdot}(X,Y,\beta, -1, \frac{c_{3}(s)}{\beta}, 0)$$

$$= \log \mathbb{E}_{u^{(2)},h} \left( e^{c_{3}(s)} \max_{x_{(1)} \in X} - \max_{y_{(2)} \in Y} \left( \|x_{(1)}\|_{2}^2 (y_{(2)})^{T} u^{(2)} + \|y_{(2)}\|_{2} \|y_{(2)}\|_{2} u(4) \right) \right).$$

Taking beginning and end in (82) establishes again exactly the same inequality as in the comparison principle we utilized in [16] (as well as in e.g. [13,15]). Namely, a Gordon’s minmax principle was the key mechanism that we relied on in [16] to obtain

$$\log \mathbb{E}_{G,u(4)} e^{c_{3}(s)} \max_{x_{(1)} \in X} \min_{y_{(2)} \in Y} \left( (y_{(2)})^{T} G x_{(1)} + \|x_{(1)}\|_{2} y_{(2)} \|y_{(2)}\|_{2} u(4) \right)$$

$$\leq \log \mathbb{E}_{u^{(2)},h} e^{c_{3}(s)} \max_{x_{(1)} \in X} \min_{y_{(2)} \in Y} \left( \|x_{(1)}\|_{2} (y_{(2)})^{T} u^{(2)} + \|y_{(2)}\|_{2} \|y_{(2)}\|_{2} u(4) \right).$$

Figure 5: Left – \(\psi_{\cdot}(X,Y,\beta, s, c_{3}, t)\) as a function of \(t\); \(m = 5, n = 5, l = 10, X = X^{+}, Y = Y^{+}, \beta = 10, s = 1, c_{3} = .1\); right – comparison between adjusted \(\psi_{\cdot}(X,Y,\beta, s, c_{3}, t)\) and \(\psi_{\cdot}(X,Y,\beta, s, t)\) for \(\beta = 10\) (lifting versus no-lifting)

Table 5: Simulated results — \(m = 5, n = 5, l = 10, X = X^{+}, Y = Y^{+}, \beta = 10, s = 1, c_{3} = 1\)
Following the reasoning discussed above, one can think of (80) and (82) as being a lifted Gordon’s minmax comparison principle (more on how useful this lifting strategy turns out to be can be found in, e.g. [13,15,16]). As earlier, we emphasize that this form is only a special case of a much stronger concept introduced in Theorem 2.

Following what we observed in [14], when \( \|x^{(i_1)}\|_2 \leq 1, 1 \leq i_1 \leq l \), and \( \|y^{(i_2)}\|_2 \leq 1, 1 \leq i_2 \leq l \), we have the following rather elegant consequence of the above (basically for any \( \beta \) and \( s = 1 \))

\[
\frac{(c_3^{(s)})^2}{2} + c_3 \mathbb{E}_G \max \max_{x^{(i_1)} \in X} s \max_{y^{(i_2)} \in Y} \left( (y^{(i_2)})^T G x^{(i_1)} \right) \leq \frac{(c_3^{(s)})^2}{2} + \mathbb{E}_G \log e^{c_3^{(s)} \max_{x^{(i_1)} \in X} s \max_{y^{(i_2)} \in Y} \left( (y^{(i_2)})^T G x^{(i_1)} \right)} \leq \mathbb{E}_G \log e^{c_3^{(s)} \max_{x^{(i_1)} \in X} s \max_{y^{(i_2)} \in Y} ((y^{(i_2)})^T G x^{(i_1)} + u^{(i)}(4))} \leq \mathbb{E}_G \log e^{c_3^{(s)} \max_{x^{(i_1)} \in X} s \max_{y^{(i_2)} \in Y} ((y^{(i_2)})^T G x^{(i_1)})} \leq \log \mathbb{E}_{G,u^{(4)}} e^{c_3^{(s)} \max_{x^{(i_1)} \in X} s \max_{y^{(i_2)} \in Y} ((y^{(i_2)})^T G x^{(i_1)} + u^{(i)}(4))} \leq \log \mathbb{E}_{G,u^{(4)},u^{(2)},h} \psi_s(\mathcal{X},\mathcal{Y},\beta,s,c_3,1) \leq \log \mathbb{E}_{G,u^{(4)},u^{(2)},h} \psi_s(\mathcal{X},\mathcal{Y},\beta,s,c_3,0) = \log \mathbb{E}_{G,u^{(4)},u^{(2)},h} \left( \sum_{i_1=1}^{l} \sum_{i_2=1}^{l} e^{\beta \|x^{(i_1)}\|_2 \|y^{(i_2)}\|_2 (u^{(2)} + \|y^{(i_2)}\|_2 h^T x^{(i_1)})} \right) \right) s \leq \beta c_3 .
\]

From (83) we find

\[
\mathbb{E}_G \max \max_{x^{(i_1)} \in X} s \max_{y^{(i_2)} \in Y} \left( (y^{(i_2)})^T G x^{(i_1)} \right) \leq \frac{1}{c_3^{(s)}} \log \mathbb{E}_{G,u^{(4)},u^{(2)},h} \psi_s(\mathcal{X},\mathcal{Y},\beta,s,c_3,1) - c_3^{(s)} \frac{1}{2} = \frac{1}{\beta c_3} \log \mathbb{E}_{G,u^{(4)},u^{(2)},h} \psi_s(\mathcal{X},\mathcal{Y},\beta,s,c_3,1) - \frac{\beta c_3}{2} .
\]

For \( t = 1 \), (83) and (84) give

\[
\mathbb{E}_G \max \max_{x^{(i_1)} \in X} s \max_{y^{(i_2)} \in Y} \left( (y^{(i_2)})^T G x^{(i_1)} \right) \leq \frac{1}{c_3^{(s)}} \log \mathbb{E}_{G,u^{(4)},u^{(2)},h} \psi_s(\mathcal{X},\mathcal{Y},\beta,s,c_3,0) - c_3^{(s)} \frac{1}{2} = \frac{1}{\beta c_3} \log \mathbb{E}_{G,u^{(4)},u^{(2)},h} \psi_s(\mathcal{X},\mathcal{Y},\beta,s,c_3,0) - \frac{\beta c_3}{2} .
\]

Finally, for \( \beta \to \infty \) (and \( c_3 = \frac{c_3^{(s)}}{2} \)) we have

\[
\mathbb{E}_G \max \max_{x^{(i_1)} \in X} s \max_{y^{(i_2)} \in Y} \left( (y^{(i_2)})^T G x^{(i_1)} \right) \leq \frac{1}{c_3^{(s)}} \log \mathbb{E}_{u^{(2)},h} e^{c_3 \max_{x^{(i_1)} \in X} s \max_{y^{(i_2)} \in Y} \|x^{(i_1)}\|_2 \|y^{(i_2)}\|_2 (u^{(2)} + \|y^{(i_2)}\|_2 h^T x^{(i_1)})} - c_3^{(s)} \frac{1}{2} .
\]

Connecting the first inequality in (83) and (82) ensures that (86) in particular remains true even when \( s = -1 \). Of course, (86) is basically one of the key features of the mechanisms we introduced and utilized in e.g. [13,15,16]. One can also take the \( \beta \to \infty \) limit for any \( t \) to obtain for any sign \( s \) a bit stronger (though probably often less useful)
with the theoretical predictions. Moreover, for both, the general and the lifted strategy, we showed that they
numerical results. These were obtained through simulations and are observed to be in an excellent agreement
A collection of very powerful statistical comparison results is presented. We first introduced a general
lifting of the Slepian’s max principle earlier). However, we selected a value that is reasonably close to the
$c_3 = 10$ which again in a way emulates $\beta \to \infty$ and $c_3 = 1$ (everything is averaged over a set of 5e4 experiments). We again observe from both, Figure 6 and Table 6, that there is a solid agreement between all the presented results (with $\beta = 10$ again being a pretty good approximation of $\beta \to \infty$). As earlier, the right part of the figure shows again appearance of the flattening effect which is one of the key consequences of the lifting procedure. Clearly, this then tightens the corresponding comparisons from Section 2. We should also add that $c_3 = .1$ is not necessarily the best value that one can take to have the flattening effect at its full power (both, here as well as when we discussed the lifting of the Slepian’s max principle earlier). However, we selected a value that is reasonably close to the one that would tighten the corresponding comparisons from Section 2 the most.

\[
\begin{align*}
E_G \max_{\mathbf{x}^{(i)} \in \mathcal{X}} s \max_{\mathbf{y}^{(i)} \in \mathcal{Y}} (\mathbf{y}^{(i)} \mathbf{G} \mathbf{x}^{(i)}) \\
\leq \frac{1}{c_3^3} \log \mathbb{E}_{u^{(2)}} h \left( e^{c_3} \max_{\mathbf{x}^{(i)} \in \mathcal{X}} s \max_{\mathbf{y}^{(i)} \in \mathcal{Y}} f_{1,h}(\mathbf{x}^{(i)}, \mathbf{y}^{(i)}, \mathbf{G}, u^{(4)}, u^{(2)}, h, t) \right) - \frac{c_3^3}{2}. \tag{87}
\end{align*}
\]

where

\[
f_{1,h}(\mathbf{x}^{(i)}, \mathbf{y}^{(i)}, \mathbf{G}, u^{(4)}, u^{(2)}, h, t) = \sqrt{t} (\mathbf{y}^{(i)})^T \mathbf{G} \mathbf{x}^{(i)} + \sqrt{1 - t} \| \mathbf{x}^{(i)} \|_2 (\mathbf{y}^{(i)})^T \mathbf{u}^{(2)} + \sqrt{t} \| \mathbf{x}^{(i)} \|_2 \| \mathbf{y}^{(i)} \|_2 \mathbf{u}^{(4)} + \sqrt{1 - t} \| \mathbf{y}^{(i)} \|_2 \mathbf{h}^T \mathbf{x}^{(i)}. \tag{88}
\]

**Numerical results**

Figure 6 and Table 6 contain the results that we obtained through the numerical simulations. All parameters are again the same as earlier, including $\beta = 10$ which again in a way emulates $\beta \to \infty$ and $c_3 = 1$ (everything is averaged over a set of 5e4 experiments). We again observe from both, Figure 6 and Table 6, that there is a solid agreement between all the presented results (with $\beta = 10$ again being a pretty good approximation of $\beta \to \infty$). As earlier, the right part of the figure shows again appearance of the flattening effect which is one of the key consequences of the lifting procedure. Clearly, this then tightens the corresponding comparisons from Section 2. We should also add that $c_3 = .1$ is not necessarily the best value that one can take to have the flattening effect at its full power (both, here as well as when we discussed the lifting of the Slepian’s max principle earlier). However, we selected a value that is reasonably close to the one that would tighten the corresponding comparisons from Section 2 the most.
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**Figure 6**: Left – $\psi_4(\mathcal{X}, \mathcal{Y}, \beta, s, c_3, t)$ as a function of $t$; $m = 5$, $n = 5$, $l = 10$, $\mathcal{X} = \mathcal{X}^+$, $\mathcal{Y} = \mathcal{Y}^+$, $\beta = 10$, $s = -1$, $c_3 = .1$; right – comparison between adjusted $\psi_4(\mathcal{X}, \mathcal{Y}, \beta, s, c_3, t)$ and $\psi_4(\mathcal{X}, \mathcal{Y}, \beta, s, t)$ for $\beta = 10$ (lifting versus no-lifting)

### 4 Conclusion

A collection of very powerful statistical comparison results is presented. We first introduced a general comparison concept that we call fully bilinear. Then we showed how such a concept can be upgraded through a lifting procedure. All our theoretical findings we then complemented with an extensive set of numerical results. These were obtained through simulations and are observed to be in an excellent agreement with the theoretical predictions. Moreover, for both, the general and the lifted strategy, we showed that they contain as special cases the well known Slepian’s max and Gordon’s minmax comparison principles. Since
many of the results that we created in various fields of mathematics in recent years utilize as starting points these well-known principles, the results presented here make all of them substantially more general and fully self-contained.

The mechanisms that we presented here seem like a very powerful self-sustainable tool which can be used for various extensions. Typically these extensions require a few rather routine modifications of the main concepts presented here and in a couple of our earlier works. For the extensions that we find to be of particular interest we will present the needed modifications as well as the final results that one can obtain through them in a few separate papers.
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