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Abstract—Research on automated, image based identification of clothing categories and fashion landmarks has recently gained significant interest due to its potential impact on areas such as robotic clothing manipulation, automated clothes sorting and recycling, and online shopping. Several public and annotated fashion datasets have been created to facilitate research advances in this direction. In this work, we make the first step towards leveraging the data and techniques developed for fashion image analysis in vision-based robotic clothing manipulation tasks. We focus on techniques that can generalize from large-scale fashion datasets to less structured, small datasets collected in a robotic lab. Specifically, we propose training data augmentation methods such as elastic warping, and model adjustments such as rotation invariant convolutions to make the model generalize better. Our experiments demonstrate that our approach outperforms state-of-the-art models with respect to clothing category classification and fashion landmark detection when tested on previously unseen datasets. Furthermore, we present experimental results on a new dataset composed of images where a robot holds different garments, collected in our lab.

Index Terms—Vision for Robotics, Cloth/Garment Classification, Data augmentation, Generalizations with Convolutional Neural Networks

I. INTRODUCTION

As the interest for fashion items increases in online shopping and e-commerce, the need for automated image analysis in the fashion industry is growing. This application area requires many tasks to be automatized, such as clothing category classification, fashion landmark detection, image retrieval and similarity based recommendations. Following the creation of large-scale fashion datasets [1, 2, 3], significant progress has been made in fashion image analysis. Deep learning based models have achieved significant performance gain in clothing category classification [2, 4, 5, 6, 7], item recommendation [2, 8, 9], and retrieval [2, 10].

However, for robotic clothing manipulation, the collection of large-scale datasets proves to be more difficult. Robotic clothing manipulation includes tasks such as clothing category classification [11, 12, 13, 14, 15] and tasks that require fashion landmark detection, such as grasp point detection [16, 17], folding [18, 19], sorting [20], unfolding [21, 22], and dressing [19]. Compared to retail applications, the vast majority of existing work on clothing category classification in robotics uses custom datasets for evaluation. These datasets are often limited in the number of images and contain only a small number of different categories.

In this work, we identify two tasks that are common to both retail and robotic applications, namely clothing category classification and fashion landmark detection. While the fashion industry often considers structured data, such as a human wearing clothes facing the camera, the data in robotic applications is less structured and can contain images of upside-down, crumpled clothing items. We build upon the progress made in fashion image analysis and propose a network architecture and training procedure on a large-scale fashion dataset DeepFashion [2]. Our model is capable to generalize well to the noisy, poorly controlled conditions encountered in robotic clothing manipulation. DeepFashion dataset contains over 280000 images of clothing separated into 46 categories and annotated with 4 ~ 8 landmarks per item. In order to resemble the more challenging clothing configurations encountered in robotic manipulation, we introduce elastic warping, a novel image augmentation method. It uses random displacement fields to create authentic looking clothing configurations. Our proposed model incorporates rotation invariance and attention mechanisms in order to handle difficult configurations faced in robotic manipulation, such as random orientation.
The performance of our model is evaluated extensively on different publicly available datasets. One of these is a small-scale dataset created by us, which contains real world images typically encountered in a robotic manipulation task, i.e., where robot arms are visible in the image as shown in Figure 1. In contrast to other, state-of-the-art methods, our approach is able to generalize to new, much smaller datasets without additional fine-tuning. We illustrate a potential application scenario of our model by performing landmark detection on a garment that is being folded by a robot. We demonstrate that the landmarks are successfully detected even when the garment is partially occluded by the robot (see supplementary video 1).

The landmark detection is very stable despite the robot occluding parts of the garment during the manipulation. Therefore we believe the proposed method is a first step for robotic clothing manipulation tasks that require basic visual information such as category classification and landmark detection.

The contributions of our work are fourfold:

(i) We propose a novel deep learning based network for clothing classification and landmark prediction specific for robot manipulation. To the best of our knowledge, this is the first deep learning based computer vision model for clothing manipulation trained solely on RGB images. (ii) We introduce elastic warping for landmark detection, a new data augmentation method that is capable of resembling more challenging clothing configurations which are not encountered in standard datasets. (iii) We provide extensive experimental results on different datasets which identify a lack of generalization to novel datasets of other state-of-the-art fashion networks. (iv) We created a small dataset, containing real world images of clothing in a realistic robotic manipulation environment. Additionally, we annotated landmark position in the CTU dataset [23]. The annotations, the in-lab dataset and the implementation are publicly available 1.

II. RELATED WORK

We survey the work from the computer vision and robotic communities related to our work.

A. Fashion Networks

Fashion image analysis has drawn increased attention in the field of computer vision due to its impact on e-commerce and online shopping. Several deep learning networks evolved from this trend for the different analysis tasks of clothing recognition [2, 4, 5, 6, 7], recommendation [2, 8, 9], retrieval [10], and fashion landmark localization [2, 3, 7, 24, 25, 26]. In our work, the focus is on category classification and landmark localization. Liu et al. [2] propose a multi-branch network for simultaneous classification, retrieval and landmark localization. In [3], the same authors propose a combination of three cascaded networks for a gradual refinement of landmark localization. Yan et al. [24] use recurrent spatial transformers in combination with selected dilated convolutions to predict landmarks in unconstrained scenes. More recently, Wang et al. [25] proposed a deep fashion grammar network for combined clothing category classification and landmark localization. The network encodes two attention mechanisms: landmark-aware and category-driven attention. A similar network was proposed by Liu and Lu [26] which has an increased resolution in the predicted heatmaps for the landmarks and uses a unified attention mechanism instead of two separate streams.

B. Computer vision for robotic clothing manipulation

Robotic clothing manipulation is a well established research area with pioneer work going back more than twenty years [27]. It can be seen as a pipeline of several consecutive steps to bring an item of clothing from an unknown state into a desired one (e.g., folded or sorted) [18]. A broad overview over methods used for visual grasp point localization, classification and state recognition is given in [28].

Compared to the structured data used for retail applications, the image data used in the robotics community is of a different nature. The items are either lying in a spread or crumpled state on a flat surface [11, 12, 20, 29] or they are in a hanging state when grasped by a robotic gripper [13, 15, 17, 30, 31, 32, 33].

A major difference to vision applications in the fashion industry is that the robotics community has mostly focused on task specific, handcrafted feature extraction, such as edges and corners [34] and wrinkles [35]. Additionally, due to the 3D nature of the manipulation task, the use of physics and volumental simulators is more common in robotics [14, 26].

Some recent methods [17, 31, 32, 33] use convolutional neural networks (CNN) instead of handcrafted features to classify hanging items of clothing. All models are shallow, containing a few convolutional layers followed by a few fully connected layers. Siria and Hlaváč [15] use a CNN to create a global feature vector from depth maps. The CNN is trained on a large dataset with common 3D objects. For classification on a smaller clothing dataset, the CNN is used to extract features which are passed to a Support Vector Machine.

Our proposed network has a similar architecture as the networks proposed in [25, 26], but it has been extended to a more challenging clothing configurations encountered in robotic applications. To the best of our knowledge, this is the first deep learning based network designed as part of a robotic clothing manipulation pipeline that only uses RGB images.

III. METHOD

In this section we formulate the problem and introduce two augmentation methods to resemble clothing configurations encountered in robotic clothing classification and landmark localization tasks. Finally we give a detailed description of the proposed network.

A. Problem Formulation

Given an image I the goal is to simultaneously predict the landmark locations L and category classification C. The landmarks are defined as \( L = \{(x_k, y_k)\}_{k=1}^{n_L} \), where \((x_k, y_k)\) is the kth pixel coordinate position in I and \(n_L\) the total number of landmarks per image.
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1. [https://github.com/ThomasZiegler/Fashion_Landmark_Detection_and_Category_Classification](https://github.com/ThomasZiegler/Fashion_Landmark_Detection_and_Category_Classification)
The category classification $C \in [0,1]^{n_C}$ satisfies $\sum_{i=1}^{n_C} C_i = 1$, where $n_C$ is the number of categories depending on the used dataset.

B. Image augmentation

In order to make the available fashion datasets more representative for robotic applications we propose two types of data augmentation: image rotation and elastic warping. One challenge is to augment an image together with its landmarks. We define the image before transformation as input image $I$ and the image after the transformation as transformed image $\tilde{I}$. In both cases $w, h$ stand for the width and height of the image respectively.

The transformation can be represented as a mapping of the pixels, $\forall (x, y) \in [1, w] \times [1, h]$:

$$\tilde{I}(\tilde{x}, \tilde{y}) = I(x(\tilde{x}, \tilde{y}), y(\tilde{x}, \tilde{y})).$$

(1)

Where $x, y$ are the pixel location in the input image $I$ and $\tilde{x}, \tilde{y}$ the pixel location in the transformed image $\tilde{I}$. The clothing landmark locations $L = \{(x_k, y_k)\}_{k=1}^{n_L}$ are a set of $n_L$ specific pixel coordinates in the input image $I$.

When $x(\tilde{x}, \tilde{y})$ and/or $y(\tilde{x}, \tilde{y})$ are non-integer, interpolation is needed. We apply the commonly used bilinear interpolation [37] in such a case.

1) Rotation: A rather simple but powerful augmentation is image rotation. Rotating images with a small angle is often used to increase the performance in classification and/or detection tasks [38]. When items of clothing lie on the ground or on a table, they can be in any orientation. We hence randomly sample an angle $\theta$ in the range $[0, 2\pi]$ for each rotation.

2) Elastic Warping: To resemble the distortion of loose items of clothing, we propose an elastic warping method. The method is similar to the elastic deformation proposed in [37] but is further extended to produce realistic, task-specific images and to allow for landmark detection.

The deformation is created by generating two random displacement fields $\Delta x(\tilde{x}, \tilde{y})$ and $\Delta y(\tilde{x}, \tilde{y})$. The whole augmentation is performed in four steps:

First: Sample $n_S$ pixel positions uniformly in the transformed image: $S = \{((\tilde{x}_i, \tilde{y}_i))\}_{i=1}^{n_S}$.

Second: For each pixel location in $\forall (\tilde{x}_i, \tilde{y}_i) \in S$ sample a random displacement from a uniform distribution $\mathcal{U}(-\alpha, \alpha)$:

$$\Delta x(\tilde{x}_i, \tilde{y}_i) \sim \mathcal{U}(-\alpha, \alpha), \Delta y(\tilde{x}_i, \tilde{y}_i) \sim \mathcal{U}(-\alpha, \alpha).$$

(2)

All other entries in the displacement fields are set to 0.

Third: Convolves the two displacement fields with a Gaussian filter $G$, $\forall (\tilde{x}, \tilde{y}) \in [1, w] \times [1, h]$:

$$\Delta x(\tilde{x}, \tilde{y}) = \Delta x(\tilde{x}, \tilde{y}) \ast G(\tilde{x}, \tilde{y})$$

(3)

$$\Delta y(\tilde{x}, \tilde{y}) = \Delta y(\tilde{x}, \tilde{y}) \ast G(\tilde{x}, \tilde{y})$$

(4)

where $\ast$ denotes the convolution operator, and $G(\tilde{x}, \tilde{y})$ is a Gaussian filter with variance parameter $\sigma$.

Fourth: Use the smoothed displacement field to create the transformed image, $\forall (\tilde{x}, \tilde{y}) \in [1, w] \times [1, h]$:

$$\tilde{I}(\tilde{x}, \tilde{y}) = I(\tilde{x} + \Delta x(\tilde{x}, \tilde{y}), \tilde{y} + \Delta y(\tilde{x}, \tilde{y}))$$

(5)

The strength of the distortion can be adjusted by the number of initially displaced pixels $n_S$, the scaling of the uniform distribution $\alpha$ and the smoothness of the Gaussian filter $\sigma$. We use $n_S = 3$, $\alpha = 500$ and $\sigma = 40$ in our experiments. Figure 2 shows some examples when using this configuration.

Landmark warping: The displacement fields indicate where a pixel in the transformed image was located in the input image. Due to the random nature of these fields no inverse exists. That means that it is not trivial to know if/where the pixels of the input image are found in the transformed image. This is problematic for landmark warping, since their location is only defined for the input image. In the following we describe an efficient method for retrieving the landmark position in the transformed image.

For every landmark position $L_k = (x_k, y_k)$ we find $n$ possible pixels in the transformed image $\tilde{I}$ which originated at or near the position of the landmark in the input image $I$:

$$\mathcal{X} = \arg\min{n} \ \text{sort} \ |\tilde{x} + \Delta x(\tilde{x}, \tilde{y}) - x_k|$$

(6)

$$\mathcal{Y} = \arg\min{n} \ \text{sort} \ |\tilde{y} + \Delta y(\tilde{x}, \tilde{y}) - y_k|,$$

(7)

where $\arg\min{n}$ returns the $n$ smallest values from a sorted set. Note that both $\mathcal{X}$ and $\mathcal{Y}$ contain coordinate pairs $(\tilde{x}, \tilde{y})$. The value of $n$ depends on the image size and the chosen parameters $n_S, \alpha$, and $\sigma$ in the elastic warping. We use $n = 200$ in our experiments. To get the transformed landmark $\tilde{L}_k$ we need to find the coordinate pair $(\tilde{x}^*, \tilde{y}^*)$ that is either present in both $\mathcal{X}$ and $\mathcal{Y}$ or the coordinate pair in $\mathcal{X}$ with closest neighbor in $\mathcal{Y}$.

We use the fact that the pixel coordinates are unique integer values and create a hash table for all coordinate pairs in one set. In the following, one can search for each pair in the other set if a key exist in the hash table, which reduces time complexity for existing coordinated pairs to $O(n)$.

If the hash table does not return a valid value, no exact match exists in $\mathcal{X}$ and $\mathcal{Y}$. In this case, one can create a kd-tree for all coordinate pairs in $\mathcal{Y}$ and use kd-tree search [39].
to find the nearest neighbor for the coordinate pairs in \( \mathcal{X} \). The average search time for kd-tree search is \( O(n \log n) \).

### C. Network Architecture

The main network architecture is loosely based on the VGG-16 [40] network structure similar to the networks proposed in [25, 26]. The structure can be seen in Figure 3a. Compared to the base VGG-16 network, several structural changes are included: rotation invariance layers (Section III-C1), a landmark localization branch (Section III-C2) and attention branches for classification (Section III-C3). As many components are inspired by prior work, we focus the discussion on the main components and direct interested readers to the Appendix for detailed network structure descriptions.

1) **Rotation invariance**: Orientation variation occurs more often in robotic clothing classification images than they do in fashion images. In order to account for this, we replace the 2D convolution in the conv1 to conv4 layers with Averaged Oriented Response Convolutions (A-ORConvs). They produce enriched feature maps with the orientation information explicitly encoded [41].

In our network (Figure 3b), we use the A-ORConvs with four orientation channels (i.e., \( N = 4 \)). We use the same filter size and the same number of total channels when replacing the standard 2D convolution in the conv1 to conv4 layers. This means that the effective number of parameters of the A-ORConvs is only a quarter of the normal convolution blocks. In order to create rotation invariant features, a Squeeze-ORAlign (S-ORAlign) layer [41] is used to find the main response channel.

2) **Landmark Localization Branch**: The landmark localization branch is the same as proposed in [26]. The branch structure is depicted in Figure 3c.

The landmark localization branch can be trained separately from the classification. Given that the extracted feature map \( \mathbf{F} \) is of dimension \( w_f \times h_f \times n_f \), where \( w_f \) and \( h_f \) are width and height of the feature map and \( n_f \) is the number of feature maps, the ground-truth heatmap and the predicted heatmap for the \( k \)th landmark can be denoted by \( \mathbf{M}_k \in [0, 1]^{w_f \times h_f} \) and \( \hat{\mathbf{M}}_k \in [0, 1]^{w_f \times h_f} \) respectively. The landmark localization branch is trained using pixel-wise mean square differences,

\[
L_{LM} = \sum_{i=1}^{n_B} \sum_{k=1}^{n_L} \sum_{x=1}^{w_f} \sum_{y=1}^{h_f} ||\mathbf{M}_k^{i}(x, y) - \hat{\mathbf{M}}_k^{i}(x, y)||^2_2, \tag{8}
\]

where \( n_B \) is the total number of training samples. The ground-truth heatmap \( \mathbf{M}_k^{i} \) is generated by adding a 2D Gaussian filter at the corresponding location \( \mathbf{L}_k^{i} \). Given a sample \( i \) the predicted coordinates for the \( k \)th landmark \( \hat{\mathbf{L}}_k^{i} \) corresponds to the maximal value in the predicted heatmap,

\[
\hat{\mathbf{L}}_k^{i} \in \arg \max_{(x, y) \in [1, w_f] \times [1, h_f]} \mathbf{\hat{M}}_k^{i}(x, y). \tag{9}
\]

If there is more than one maximum per landmark one of them is chosen at random.

3) **Attention Branch**: The attention branch can be seen as a union of spatial attention [42] and channel attention [43]. The attention learns a saliency weight map \( \mathbf{A} \). Inspired by
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**Fig. 3**: The different components of our model.
the proposed attention modules in [25] the spatial attention itself contains two types of attention, a landmark attention $A^L_{\text{spatial}}$ and a category attention $A^C_{\text{spatial}}$. Thus, the attention branch is designed as a three branch unit: two branches for the spatial attention $A^L_{\text{spatial}}, A^C_{\text{spatial}}$ (Figure 3d) and one for the channel attention $A_{\text{channel}}$ (Figure 3f). These are combined in a factorized manner as explained below,

$$A = (A^L_{\text{spatial}} + A^C_{\text{spatial}}) \times A_{\text{channel}}$$ \hspace{1cm} (10)

Spatial Attention - Landmark: Clothing landmarks represent functional regions of clothing and provide useful information about an item. The predicted heatmaps $\{M_k\}_{k=1}^n$ are used to guide attention to the functional clothing regions. The weight map is created by downsampling the predicted heatmaps which is followed by a max-pooling operation. This attention is learned in a supervised manner since it is directly derived from the predicted heatmaps.

Spatial Attention - Category: Since the landmark attention only covers corner points of a clothing item, an additional spatial attention is used that focuses more on the clothing center. The category attention (Figure 3a) is modeled using an U-Net structure.[44] The model learns by itself which regions of an image are important. This is in contrast to our landmark attention, where the groundtruth heatmaps $M$, which resemble the landmark attention, are provided during training.

Channel Attention: The channel attention (Figure 3f) is implemented via a Squeeze-and-Excitation block.[43] First a squeeze operation creates $S$, an embedding of the global distribution of the channel-wise feature responses. Then an excitation operation is performed on the channel wise aggregated feature map to create the channel attention. Following the proposal in [43] a bottleneck is created using two fully-connected layers, with a reduction rate $r$.

Factorization: The factorization (Figure 3e) is performed by multiplying the channel-wise feature responses in the spatial attention with the corresponding channel weights. To refine the attention, an additional $1 \times 1$ convolution layer is added afterwards. This is motivated by the fact that the spatial and channel attention are not mutually exclusive but with co-occurring complementary relationship.[45]

4) Output architecture: Given $A$, we weight the S-ORAlign features $F$, $U = (1 + A) \circ F$, where $\circ$ denotes the Hadamard product and $1$ is a tensor. Hence, features where $A(\cdot, \cdot, \cdot) \in [-1, 0)$ are reduced and features where $A(\cdot, \cdot, \cdot) \in (0, 1]$ are increased. Our attention incorporates semantic information and global information into the network helping to focus on important regions in the images. The features $U$ are then fed in to the conv-5-1 layer. The rest of the network follows the VGG-16 structure.

IV. EXPERIMENTS

This section describes several different experiments to evaluate the performance of the proposed network and learning procedure. The section starts with a description of the different datasets we use, followed by the descriptions of the individual experiments and results.

A. Datasets

In the following, we introduce all datasets used for training and/or evaluation.

1) DeepFashion dataset: The DeepFashion: Category and Attribute Prediction Benchmark (DeepFashion dataset) is a large collection of fashion images. It offers 289,222 images collected from the Google image search engine and from shopping websites. The dataset contains 8 different landmarks (i.e., left/right collar, left/right sleeve, left/right waistline, and left/right hem), 46 clothing categories and 1,000 clothing attributes. For each image a bounding box is provided. We use this dataset to train our network with our proposed augmentation methods and then perform inference on small-scale datasets.

2) CTU Color and Depth Image Dataset of Spread Garments: The CTU Color and Depth Image Dataset of Spread Garments (CTU dataset) is designed for testing and benchmarking garment segmentation and recognition. The dataset contains 1,372 images of size $1280 \times 1024$ taken from a bird’s eye perspective. There are 17 different items divided into 9 categories. Compared to the DeepFashion dataset the clothing items can be in any orientation and they contain not only flat spread but also wrinkled items. We manually labeled the landmark positions in each image. We use this dataset to train our network and evaluate its performance on more challenging clothing configurations typical in robotics. We also use it to evaluate the effect of our proposed augmentation methods when purely trained on the DeepFashion dataset.

3) In-Lab Dataset: As a first step towards generalizing classification and landmark detection results to images that are typical for robotic tasks, we created a small dataset. It contains 117 images from 6 different clothing categories (i.e., Tank, Tee, Sweater, Hoody, Jacket, Jeans). Each item is hold by two robotic arms at predefined grasping points (i.e., shoulders and waist). This state can be reached with an autonomous unfolding process as proposed in [21, 22]. The images are of size $960 \times 720$. Each item of clothing is captured in 9 different configurations of the robotic arms, such that they can overlap with the bounding box around the item. Furthermore, the background is not uniform and is partially cluttered. We annotated the images with the same landmarks as in the DeepFashion dataset and extracted a similar bounding box around each item. We use this dataset to evaluate the performance of our network on previously unseen items in a realistic lab environment.

B. Pretraining on the DeepFashion Dataset

In this section we describe the pre-training details for the DeepFashion Dataset. Experimental results on this dataset can be found in the Appendix.

1) Experimental Setup: We use the same settings as [2] for training and evaluation. In total 209,222 images are used for training and 40,000 images for validation. The final evaluation is performed on the remaining 40,000 images. We

http://mmlab.ie.cuhk.edu.hk/projects/DeepFashion/AttributePrediction.html

https://github.com/CloPeMa/garment_dataset
use the normalized error (NE) as the landmark localization error measure. This is the $l_2$ distance between the predicted and groundtruth landmark in normalized coordinates. For the category and attribute classification, top-k classification accuracy is used.

The images are cropped using the provided bounding boxes. We train our model with and without our proposed data augmentation steps whereas in the DeepFashion dataset all items of clothing are upright. Adding elastic warping increases the performance further for the landmark prediction for all cases except the pants category.

For the second experiment, we split the images randomly into a train, validate, and test set. (i.e. 787, 240, 270 images).

Both experiments are compared to the publicly available implementation of Liu and Lu [26]. For a fair comparison we train both models with the same augmentation methods (i.e. no augmentation, elastic warping (EW), rotation (R), and rotation & elastic warping (R & EW)). For implementation details, please see the Appendix.

2) Performance Evaluation: The results of landmark prediction and category classification on the CTU dataset with pre-trained models are shown in Table I (top) and II respectively. The benefit of training with rotated images becomes apparent. This is not surprising since the pictures of garments in the CTU dataset are taken in any possible orientation, whereas in the DeepFashion dataset all items of clothing are upright. Adding elastic warping increases the performance further for the landmark prediction for all cases except the one where training was performed on DeepFashion with no rotation. Additional results, presented in the appendix, show that adjusting the parameters of elastic warping can improve the performance further in some cases. Since it does achieve the best performance in the top-3 accuracy, we believe that an extended tuning of the elastic warping parameters could there-

### TABLE I: Results on CTU dataset for landmark localization with different augmentation methods, when trained on the DeepFashion (DF) dataset (top) and in the CTU dataset (bottom). The values represent the normalized error (NE). Best results are marked in bold

| Methods (Trained on DF) | Blouse | Hoody | Pants | Polo | Polo-Long | Skirt | TShirt | TShirt-Long | Overall |
|-------------------------|--------|-------|-------|------|----------|-------|--------|------------|---------|
| Liu and Lu [26]         | 0.0947 | 0.0947| 0.0947| 0.0947| 0.0947   | 0.0947| 0.0947 | 0.0947    | 0.0947   |
| Ours                    | 0.1018 | 0.1018| 0.1018| 0.1018| 0.1018   | 0.1018| 0.1018 | 0.1018    | 0.1018   |

| Methods (Trained on CTU) | Blouse | Hoody | Pants | Polo | Polo-Long | Skirt | TShirt | TShirt-Long | Overall |
|--------------------------|--------|-------|-------|------|----------|-------|--------|------------|---------|
| Liu and Lu [26]          | 0.0999 | 0.0999| 0.0999| 0.0999| 0.0999   | 0.0999| 0.0999 | 0.0999    | 0.0999   |
| Ours                     | 0.1153 | 0.1153| 0.1153| 0.1153| 0.1153   | 0.1153| 0.1153 | 0.1153    | 0.1153   |

### TABLE II: Results on CTU dataset category classification with different augmentation methods, when trained on the DeepFashion (DF) dataset. Best results marked in bold

| Methods (Trained on DF) | Blouse | Hoody | Pants | Polo | Polo-Long | Skirt | TShirt | TShirt-Long | Overall |
|-------------------------|--------|-------|-------|------|----------|-------|--------|------------|---------|
| Liu and Lu [26]         | 0.0999 | 0.0999| 0.0999| 0.0999| 0.0999   | 0.0999| 0.0999 | 0.0999    | 0.0999   |
| Ours                    | 0.1153 | 0.1153| 0.1153| 0.1153| 0.1153   | 0.1153| 0.1153 | 0.1153    | 0.1153   |
before increase the landmark prediction as well as classification performance. The overall classification accuracy of 85% shows that our model is able to generalize well even when trained on a dataset with significantly different configurations (e.g., items of clothing worn by persons) compared to 56% reached by Liu and Lu [26].

The results of the second experiment, trained and evaluated on CTU dataset, are shown in Table I (bottom). Note that landmark predictions are significantly better when learned on the original dataset. The elastic warping seems to especially boost the performance in the case of no rotations. This is probably connected to the dataset composition and size as the EW augmented images boost the performance.

We omit the classification results since all the tested models achieve 100% accuracy.

Adding elastic warping as a data augmentation method can improve the performance in most of the evaluated cases. Our network outperforms the one proposed by Liu and Lu [26] when trained with the same augmentation methods in both experiments. This indicates that state-of-the-art methods are likely to not generalize well to more challenging datasets.

D. Experiments on In-Lab Dataset

In this experiment we analyze the inference performance of our network, solely trained on the DeepFashion dataset, on the images taken in a lab environment. For implementation details, please see the Appendix.

The results for landmark prediction and category classification are shown in Table III and IV respectively. Some landmark predictions are exemplified in Figure 1. There is one item (i.e. a hoody) that is in almost always misclassified, except when using elastic warping with our model. Furthermore, the long sleeve t-shirt (Figure 1 top row in the middle) is often classified as a sweater. With these two challenging items the best accuracy we achieve is 78.63%. Without these two items the accuracy increases to 93.33%. Due to the limited size of our dataset these two items have a significant impact. As the dataset is very limited in size, elastic warping can have a negative effect as well, as can be seen, for instance, in the drop in classification accuracy for the class Jacket. Further adjustments of the elastic warping parameters to achieve a higher similarity from the base images towards the task image might improve the results. Nevertheless, the combination of rotation and elastic warping leads to the best overall performance. The results of the landmark localization also show that our network is able to perform well even when an image contains parts of the robot. This can be seen in the video provided in the supplementary material, where a garment is being folded and the robotic arms occlude large parts of it.

Elastic warping improves the performance for Liu and Lu and leads to the best performance of our network in both the landmark localization and the classification. This indicates that the augmentation helps the models to generalize between the datasets. Furthermore, the model adjustments, such as rotation invariant convolutions, improve the state of the art methods [26] and make an important step towards there usage in robotic clothing manipulation.

V. CONCLUSION AND FUTURE WORK

In this work we use a large publicly available fashion image dataset with data augmentation to train a network for garment classification and landmark detection for robotic manipulation application. This is the first work where a deep learning model trained on RGB images is used for clothing category classification and landmark detection for robotic applications. We show that our model is able to generalize to robotic specific item configurations which differ significantly from the training dataset. We achieve this by utilizing rotation and our newly proposed elastic warping augmentation method during training. After training, we use different datasets to evaluate the performance of our network. We observe that other state-of-the-art methods, while producing excellent results on the training set, are not able to generalize as well to novel datasets.

| Methods (Trained on DF) | L.Collar | R.Collar | L.Sleeve | R.Sleeve | L.Waistline | R.Waistline | L.Hem | R.Hem | Avg. |
|-------------------------|----------|----------|----------|----------|-------------|-------------|-------|-------|------|
| Liu and Lu [26]         | 0.0819   | 0.1061   | 0.0910   | 0.0975   | 0.0185      | 0.0175      | 0.0437 | 0.0788 | 0.0669 |
| Ours                    | 0.0557   | 0.0682   | 0.0947   | 0.1234   | 0.0177      | 0.0135      | 0.0497 | 0.0908 | 0.0642 |
| Liu and Lu [26] EW      | 0.0910   | 0.1059   | 0.0915   | 0.0470   | 0.0341      | 0.0196      | 0.0405 | 0.0690 | 0.0623 |
| Ours EW                 | 0.0698   | 0.0923   | 0.1193   | 0.0843   | 0.0380      | 0.0315      | 0.0458 | 0.0525 | 0.0667 |
| Liu and Lu [26] R       | 0.0620   | 0.0930   | 0.0924   | 0.0663   | 0.0139      | 0.0171      | 0.0478 | 0.1035 | 0.0620 |
| Ours R                  | 0.0621   | 0.0767   | 0.0949   | 0.0576   | 0.0527      | 0.0134      | 0.0926 | 0.0998 | 0.0687 |
| Liu and Lu [26] R & EW  | 0.0657   | 0.1135   | 0.0892   | 0.0523   | 0.0163      | 0.0206      | 0.0586 | 0.0662 | 0.0603 |
| Ours R & EW             | 0.0532   | 0.1129   | 0.0827   | 0.0535   | 0.0155      | 0.0202      | 0.0524 | 0.0817 | 0.0590 |

TABLE III: Results on in-lab dataset for landmark localization on unknown items of clothing. The values represent the normalized error (NE). Best result marked in bold.

| Methods (Trained on DF) | L.Collar | R.Collar | L.Sleeve | R.Sleeve | L.Waistline | R.Waistline | L.Hem | R.Hem | Avg. |
|-------------------------|----------|----------|----------|----------|-------------|-------------|-------|-------|------|
| Liu and Lu [26]         | 0.0000   | 100.00   | 100.00   | 100.00   | 55.56       | 100.00      | 100.00 | 100.00 | 71.65 |
| Ours                    | 0.0000   | 11.11    | 100.00   | 100.00   | 62.96       | 100.00      | 96.30  | 100.00 | 76.07 |
| Liu and Lu [26] R       | 0.0000   | 11.11    | 100.00   | 100.00   | 77.78       | 100.00      | 66.67  | 100.00 | 76.07 |
| Ours R                  | 0.0000   | 11.11    | 100.00   | 100.00   | 66.67       | 100.00      | 96.30  | 100.00 | 84.21 |
| Liu and Lu [26] R & EW  | 0.0000   | 77.78    | 100.00   | 100.00   | 66.67       | 100.00      | 96.30  | 100.00 | 78.63 |
| Ours R & EW             | 0.0000   | 88.89    | 94.74    | 100.00   | 51.85       | 96.30       | 100.00 | 100.00 | 78.63 |

TABLE IV: Classification accuracy on in-lab dataset for unknown items of clothing. Best result marked in bold.
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VII. APPENDIX

In this appendix we give detailed account of the network structure and the experimental implementation details.

A. Network structure

We here describe the individual parts of the network in more detail.

1) Rotation invariance: In order to account for rotation, we replace the 2D convolution in the layers conv1 to conv4 of the VGG16 network with A-ORConvs layers. These produce enriched feature maps with the orientation information explicitly encoded \[41\]. A-ORConvs are an improvement of the Oriented Response Convolutions (ORConvs) initially proposed in \[46\]. These convolution blocks use Averaged Active Rotating Filters (A-ARFs) and Active Rotating Filters (ARFs), respectively. Both are 5D tensors of size \( n_O \times n_I \times w_f \times h_f \times N \), where \( n_O \) is the number of output channels, \( n_I \) is the number of input channels, \( w_f \) and \( h_f \) are the width and height of the filter and \( N \) is the number of filter orientations. This means that in ARFs for each materialized filter, \( N - 1 \) immaterialized rotated copies of the same filter are present. Therefore, during forward propagation one ARF produces a feature map of \( N \) channels with orientation information encoded. Depending on the orientation of the input image a different copy of the filter has the highest response. The improvement of A-ORConvs over ORConvs comes from reducing the risk of gradient explosion during training by updating the feature map with the mean value of the gradients from all its rotated copies instead of the sum of all gradients.

In our network, we use the A-ORConvs with four orientation channels (i.e. \( N = 4 \)). We use the same filter size and the same number of total channels when replacing the standard 2D convolution in the conv1 to conv4 layers. This means that the effective number of parameters of the A-ORConvs is only a quarter of the normal convolution blocks.

In order to get rotation invariant features S-ORAlign, proposed in \[41\], is used to find the main response channel. The S-ORAlign is inspired by the Squeeze-and-Excitation (SE) block \[43\], first a squeeze operation is performed by global average pooling. Then the main orientation channel is found via a maximum function and finally all channels are spun such that the main response channel is in the first position. The whole structure is depicted in Figure 4.

2) Landmark Localization Branch: The landmark localization branch is the same as proposed in \[26\]. The branch structure is depicted in Figure 6. It uses transposed convolutions \[47\] to produce heatmaps for all landmarks. The transposed convolutions allow for an upsampling of the S-ORAlign features \( F \in \mathbb{R}^{28 \times 28 \times 512} \) back to the original input image size. Given the features \( F \) a 1x1 convolution is applied to reduce the number of channels in the feature map to \( F_L^{(1)} \in \mathbb{R}^{28 \times 28 \times 64} \). Then three blocks of two 3x3 convolutions followed by a 4x4 transposed convolution are utilized. The padding and stride of the transposed convolution are 1 and 2, respectively. Hence, such a block upsamples the feature maps by a factor of two, at the same time the number of channels is reduced by a factor of two. Finally a 1x1 convolution with a sigmoid activation is used to convert the \( F_L^{(4)} \in \mathbb{R}^{224 \times 224 \times 16} \) feature map into the predicted heatmaps \( M \in [0, 1]^{224 \times 224 \times 8} \).

The landmark localization branch can be trained separately from the classification. Let \( M_k \in [0, 1]^{224 \times 224} \) and \( \hat{M}_k \in [0, 1]^{224 \times 224} \) denote the groundtruth heatmap and the predicted heatmap for the \( k \)th landmark, respectively. The landmark localization branch is trained using pixel-wise mean square differences,

\[
L_{LM} = \sum_{i=1}^{n_B} \sum_{k=1}^{N} \sum_{x=1}^{224} \sum_{y=1}^{224} \|M_k(x, y) - \hat{M}_k(x, y)\|_2^2,
\]

where \( n_B \) is the total number of training samples. The groundtruth heatmap \( M_k \) is generated by adding a 2D Gaussian filter at the corresponding location \( L_k \). Given a sample \( i \) the predicted coordinates for the \( k \)th landmark \( \hat{L}_k \) corresponds to the maximal value in the predicted heatmap,

\[
\hat{L}_k \leftarrow \text{argmax}_{(x, y) \in \{1, \ldots, 224\} \times \{1, \ldots, 224\}} \hat{M}_k(x, y).
\]

If there is more than one maximum per landmark one of them is chosen at random.

3) Attention Branch: The attention branch can be seen as a union of spatial attention \[42\] and channel attention \[43\]. The attention learns a saliency weight map \( A \in [-1, 1]^{28 \times 28 \times 512} \) of the same size as the S-ORAlign features \( F \in \mathbb{R}^{28 \times 28 \times 512} \). Inspired by the proposed attention modules in \[25\] the spatial attention itself contains two types of attention, a landmark attention \( A^L_{\text{spatial}} \) and a category attention \( A^C_{\text{spatial}} \).

We learn the spatial and channel attention in a factorized manner,

\[
A = (A^L_{\text{spatial}} + A^C_{\text{spatial}}) \times A_{\text{channel}}.
\]

The attention branch is designed in a three branch unit; two branches for the spatial attention \( A^L_{\text{spatial}}, A^C_{\text{spatial}} \) (Figure 6a) and one for the channel attention \( A_{\text{channel}} \) (Figure 6c). With the factorization (equation 13) combining them at the end, Figure 6d.

a) Spatial Attention - Landmark: Clothing landmarks represents functional regions of clothing and providing useful information about the item. The predicted heatmaps \( \{\hat{M}_k\}_{k=1}^8 \) are used to get attention on the functional clothing regions. The weight map is created by downsampling the predicted heatmaps to the same size as the feature map in \( F \), followed by a max-pooling operation.

\[
\hat{M}' = \left\{ \text{downsample}_8 \hat{M}_k \right\}_{k=1}^8
\]

\[
A^L_{\text{spatial}}(x, y) = \max_k \hat{M}'_k(x, y)
\]

\( \forall (x, y) \in \{1, \ldots, 28\} \times \{1, \ldots, 28\} \)

This attention is learned in a supervised manner since it is directly derived from the predicted heatmaps.
The downpooling to a low resolution of $7 \times 7$ gives the spatial attention a large receptive field in the feature map of $F$. The up-sampling is then used to have a weight map of the same size as $F$. The model learns by itself which regions of an image are important. This is in contrast to our landmark attention, where the groundtruth heatmaps $M$, which resemble the landmark attention, are provided during training.

c) Channel Attention: The channel attention is implemented via a Squeeze-and-Excitation block [43]. First a squeeze operation creates $S \in \mathbb{R}^{512}$, an embedding of the global distribution of the channel-wise feature responses in $F$. This channel descriptor is created using average pooling

$$S(c) = \frac{1}{28 \times 28} \sum_{u=1}^{28} \sum_{v=1}^{28} F(u, v, c) \quad \forall c \in \{1, \ldots, 512\} \quad (16)$$

where $F(\cdot, \cdot, c)$ is the feature map of the $c$th channel.

Then an excitation operation is performed on the channel wise aggregated feature map to create the channel attention.

$$A_{\text{channel}} = \sigma \left( W_2 \text{ReLU}(W_1S) \right), \quad (17)$$

where $W_1 \in \mathbb{R}^{512 \times 512}$, $W_2 \in \mathbb{R}^{512 \times 512}$, and $\sigma$ represents the sigmoid activation function. Following the proposal in [43] a bottleneck is created using two fully-connected layers, with a reduction rate $r$. We choose $r = 16$ in all our experiments.

d) Factorization: The factorization is then performed by multiplying the channel-wise feature responses in the spatial attention with the corresponding channel weights.

$$\tilde{A}(x, y, c) = (A_{\text{spatial}}(x, y, c) + A_{\text{spatial}}(x, y, c)) A_{\text{channel}}(c) \quad \forall (x, y) \in \{1, \ldots, 28\} \times \{1, \ldots, 28\} \quad \forall c \in \{1, \ldots, 512\}. \quad (18)$$

To refine the attention, an additional $1 \times 1$ convolution layer is added afterwards. This is motivated by the fact that the spatial and channel attention are not mutually exclusive but with co-occurring complementary relationship [43].

Afterwards, a $\tanh$ function is used to shrink the attention values into a range of $A \in [-1, 1]^{28 \times 28 \times 512}$.

4) Rest of the network: Given $A \in [-1, 1]^{28 \times 28 \times 512}$ we weight the S-ORAlign features $F \in \mathbb{R}^{28 \times 28 \times 512}$

$$U = (1 + A) \circ F, \quad (19)$$
Fig. 6: The different components of the attention branch. The number below a cuboid denotes the number of channels in the feature map and the number on the side denotes the width and height of the feature map. (Best viewed in color)
with our early stopping. Furthermore, Table V shows the actually best epoch tracked depending on the dataset and/or the augmentation method.

\[2, 3, 24, 25, 26\] and the clothing category classification to test the achieved the best result is then used in the evaluation on not improve over the validation set and stop the training if the result does not improve over 5 consecutive epochs. The model state that achieved the best result is then used in the evaluation on the test set. We do not perform specific parameter tuning depending on the dataset and/or the augmentation method. Furthermore, Table V shows the actually best epoch tracked with our early stopping.

b) Experimental results on DeepFashion: We compare our landmark prediction results to the following five models
\[2, 3, 24, 25, 26\] and the clothing category classification to these models \[2, 4, 5, 6, 25, 26, 50\]. We copy the results in Table VI and X as they were presented in \[26\] and add our own results. We also show the results when using our proposed data augmentation methods during training.

One can see that we outperform all other system in the landmark localization task when no augmentation or rotation is used. This indicates that our rotation invariance network structure is generally beneficial. That is specially noticeable for left/right sleeves. These are the parts of clothing that generally have the most variation between images. On the other hand the category classification is not as good compared to the other systems. We assume that increasing the number of channels in the A-ORConv layers could increase the accuracy. This is because the actual number of feature channels is only a fourth due to the rotated copies. As we show in the experiments in the main paper, our pretrained network outperforms \[Liu and Lu\] \[26\] when tested on other datasets. This suggests that the state-of-the-art models are not able to generalize from the training dataset.

One can also see that our introduced elastic warping performs worse on this dataset. When trained on augmented data, the network spreads its computational power over more possible clothing configurations which might decrease performance on a certain configuration (the untransformed testing data).

2) Elastic Warping parameters Experiments: We run additional experiments for Lanmark detection trained on DeepFashion and CTU dataset evaluated on the CTU dataset. Table VII shows the result for \(\alpha = 150\) and \(\sigma = 10\), table VIII shows the result for \(\alpha = 100\) and \(\sigma = 10\), and IX shows the result for \(\alpha = 200\) and \(\sigma = 10\). We can clearly see that the EW helps to boost the performance for the R & EW augmentation when trained on the DeepFashion net and for only EW and R & EW for the CTU case. The best performance for when trained on the DeepFashion or CTU is acheived with \(\alpha = 100\) and \(\sigma = 10\).

C. Implementation details for the CTU experiments

In the first experiment, we use the network trained as described in Section VII-B1 and perform solely inference with it. We do only consider the 13 categories in Table XI as possible predictions and mask the others out.

The network setup for the second experiment is the same as for the DeepFashion dataset described in Section VII-B1 with the exception of the following changes. The last fully connected layer of the VGG-16 network is reduced from 1000 categories down to 9 categories. The number of epochs is increased to a maximum of 200 since the dataset is much smaller and the learning rate decreases every 25th epoch. The landmark prediction is initially trained for 50 epochs.

1) Implementation details for the In-Lab Dataset: In this experiment we use the network trained as described in Section VII-B1. We perform solely inference with the network. For the evaluation we only consider the categories that are present and mask the rest out.

REFERENCES

[1] X. Liang, S. Liu, X. Shen, J. Yang, L. Liu, J. Dong, L. Lin, and S. Yan, “Deep Human Parsing with Active

| Method               | best epoch |
|----------------------|------------|
| Ours                 | 3          |
| Ours rot.            | 47         |
| Ours rot. & el. warp.| 50         |

TABLE V: Number of epochs until early stopping (i.e. best result on validation set).

https://github.com/fdjingyuan/Deep-Fashion-Analysis-ECCV2018
TABLE VI: Results on DeepFashion dataset for landmark localization. The values represent the normalized error (NE). Best results are marked in bold.

| Methods (Trained on DF) | L.Collar | R.Collar | L.Sleeve | R.Sleeve | L.Waistline | R.Waistline | L.Hem | R.Hem | Avg. |
|-------------------------|----------|----------|----------|----------|-------------|-------------|-------|-------|------|
| Liu and Lu [26]         | 0.5056   | 0.4810   | 0.3288   | 0.2623   | 0.4908      | 0.4665      | 0.4047 | 0.4774 | 0.4272 |
| Ours                    | 0.4972   | 0.4835   | 0.2846   | 0.2055   | 0.4870      | 0.4677      | 0.4069 | 0.4727 | 0.4327 |
| Liu and Lu [26] EW      | 0.5123   | 0.5039   | 0.3440   | 0.2644   | 0.4749      | 0.5010      | 0.4018 | 0.4660 | 0.4335 |
| Ours EW                 | 0.5048   | 0.4982   | 0.3116   | 0.2893   | 0.4796      | 0.4386      | 0.4190 | 0.4708 | 0.4265 |
| Liu and Lu [26] R       | 0.0947   | 0.1004   | 0.0814   | 0.0670   | 0.1215      | 0.1018      | 0.2196 | 0.2177 | 0.1255 |
| Liu and Lu [26] R & EW  | 0.1077   | 0.1017   | 0.0873   | 0.0743   | 0.1215      | 0.1298      | 0.2187 | 0.2222 | 0.1329 |
| Liu and Lu [26] R       | 0.0970   | 0.0718   | 0.0976   | 0.1083   | 0.1505      | 0.1569      | 0.5056 | 0.5003 | 0.4829 |

TABLE VII: Results on CTU dataset for landmark localization with different augmentation methods, trained on the DeepFashion (DF) dataset (top) and in the CTU dataset (bottom). The values represent the normalized error (NE). Best results are marked in bold EW parameters: $\alpha = 150$, $\sigma = 10$.

| Methods (Trained on CTU) | L.Collar | R.Collar | L.Sleeve | R.Sleeve | L.Waistline | R.Waistline | L.Hem | R.Hem | Avg. |
|--------------------------|----------|----------|----------|----------|-------------|-------------|-------|-------|------|
| Liu and Lu [26]          | 0.0560   | 0.0484   | 0.0473   | 0.0572   | 0.0473      | 0.0560      | 0.1010 | 0.0929 | 0.0632 |
| Ours                     | 0.0500   | 0.0801   | 0.0790   | 0.0745   | 0.0590      | 0.0713      | 0.0749 | 0.0853 | 0.0719 |
| Liu and Lu [26] EW       | 0.0395   | 0.0388   | 0.0448   | 0.0750   | 0.0452      | 0.0467      | 0.1064 | 0.0848 | 0.0602 |
| Ours EW                  | 0.0263   | 0.0336   | 0.0273   | 0.0361   | 0.0431      | 0.0407      | 0.0483 | 0.0512 | 0.0383 |
| Liu and Lu [26] R        | 0.0299   | 0.0314   | 0.0289   | 0.0335   | 0.0560      | 0.0402      | 0.0539 | 0.0460 | 0.0400 |
| Liu and Lu [26] R & EW   | 0.0181   | 0.0194   | 0.0253   | 0.0192   | 0.0374      | 0.0382      | 0.0314 | 0.0383 | 0.0284 |
| Liu and Lu [26] R        | 0.0319   | 0.0314   | 0.0332   | 0.0443   | 0.0559      | 0.0494      | 0.0442 | 0.0620 | 0.0440 |
| Liu and Lu [26] R & EW   | 0.0282   | 0.0251   | 0.0230   | 0.0291   | 0.0179      | 0.0256      | 0.0293 | 0.0285 | 0.0258 |

TABLE VIII: Results on CTU dataset for landmark localization with different augmentation methods, trained on the DeepFashion (DF) dataset (top) and in the CTU dataset (bottom). The values represent the normalized error (NE). Best results are marked in bold EW parameters: $\alpha = 100$, $\sigma = 10$.

Template Regression,” *IEEE Transactions on Pattern Analysis and Machine Intelligence*, vol. 37, no. 12, pp. 2402–2414, 2015.

[3] Z. Liu, S. Yan, P. Luo, X. Wang, and X. Tang, “Fashion Landmark Detection in the Wild,” in *Computer Vision – ECCV 2016*, B. Leibe, J. Matas, N. Sebe, and M. Welling, Eds. Cham: Springer International Publishing, 2016, pp. 413–427.
| Methods (Trained on DF) | L.Collar | R.Collar | L.Sleeve | R.Sleeve | L.Waistline | R.Waistline | L.Hem | R.Hem | Avg. |
|-------------------------|----------|----------|----------|----------|-------------|-------------|-------|-------|------|
| Liu and Lu [26]         | 0.0241   | 0.0270   | 0.0268   | 0.0287   | 0.0411      | 0.0433      | 0.0498 | 0.0465 | 0.4272 |
| Ours                    | 0.4972   | 0.4835   | 0.2846   | 0.2055   | 0.4870      | 0.4677      | 0.4069 | 0.4727 | 0.4131 |
| Liu and Lu [26] EW      | 0.5098   | 0.4999   | 0.3227   | 0.2810   | 0.5012      | 0.4949      | 0.3944 | 0.4563 | 0.4325 |
| Ours EW                 | 0.5174   | 0.4926   | 0.2813   | 0.2372   | 0.4918      | 0.4393      | 0.4366 | 0.4766 | 0.4216 |
| Liu and Lu [26] R       | 0.0947   | 0.1084   | 0.0814   | 0.0670   | 0.1215      | 0.1018      | 0.2196 | 0.2177 | 0.1255 |
| Ours R                  | 0.1056   | 0.1075   | 0.0763   | 0.0708   | 0.1133      | 0.1206      | 0.1756 | 0.1526 | 0.1153 |
| Liu and Lu [26] R & EW  | 0.1008   | 0.0901   | 0.0849   | 0.0637   | 0.1205      | 0.1134      | 0.2144 | 0.2096 | 0.1247 |
| Ours R & EW             | 0.0977   | 0.1058   | 0.0801   | 0.0643   | 0.0920      | 0.1192      | 0.1683 | 0.1747 | 0.1128 |

| Methods (Trained on CTU) | L.Collar | R.Collar | L.Sleeve | R.Sleeve | L.Waistline | R.Waistline | L.Hem | R.Hem | Avg. |
|--------------------------|----------|----------|----------|----------|-------------|-------------|-------|-------|------|
| Liu and Lu [26]          | 0.0560   | 0.0484   | 0.0473   | 0.0572   | 0.0473      | 0.0560      | 0.1010 | 0.0929 | 0.0632 |
| Ours                     | 0.0500   | 0.0801   | 0.0790   | 0.0745   | 0.0590      | 0.0713      | 0.0749 | 0.0853 | 0.0719 |
| Liu and Lu [26] EW       | 0.0374   | 0.0404   | 0.0493   | 0.0627   | 0.0514      | 0.0390      | 0.0828 | 0.0818 | 0.0556 |
| Ours EW                  | 0.0324   | 0.0323   | 0.0304   | 0.0472   | 0.0210      | 0.0179      | 0.0555 | 0.0515 | 0.0360 |
| Liu and Lu [26] R        | 0.0299   | 0.0314   | 0.0289   | 0.0335   | 0.0356      | 0.0402      | 0.0359 | 0.0460 | 0.0400 |
| Ours R                   | 0.0181   | 0.0194   | 0.0253   | 0.0192   | 0.0374      | 0.0382      | 0.0314 | 0.0383 | 0.0284 |
| Liu and Lu [26] R & EW   | 0.0241   | 0.0270   | 0.0268   | 0.0287   | 0.0411      | 0.0433      | 0.0498 | 0.0531 | 0.0367 |
| Ours R & EW              | 0.0222   | 0.0239   | 0.0157   | 0.0180   | 0.0356      | 0.0302      | 0.0212 | 0.0348 | 0.0252 |

**TABLE IX:** Results on CTU dataset for landmark localization with different augmentation methods, when trained on the DeepFashion (DF) dataset (top) and in the CTU dataset (bottom). The values represent the normalized error (NE). Best results are marked in bold EW parameters: $\alpha = 200$, $\sigma = 10$.

| Methods | Category | top-3 | top-5 |
|---------|----------|------|------|
| WTBI [50] | 43.73 | 66.26 |
| DARN [4] | 59.48 | 79.58 |
| FashionNet [2] | 82.58 | 90.17 |
| Liu et al. [51] | 86.72 | 92.51 |
| Corbière et al. [6] | 86.30 | 93.80 |
| Wang et al. [23] | 90.99 | 95.78 |
| Liu and Lu [26] | 91.16 | 96.12 |
| Ours | 89.02 | 94.80 |
| Ours R | 89.57 | 95.09 |
| Ours R & EW | 89.63 | 95.10 |

**TABLE X:** Results on DeepFashion dataset for clothing classification and attribute prediction values are in %. Best results are marked in bold.
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