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SUMMARY A new fuzzy level set method (FLSM) based on the global search capability of quantum particle swarm optimization (QPSO) is proposed to improve the stability and precision of image segmentation, and reduce the sensitivity of initialization. The new combination of QPSO-FLSM algorithm iteratively optimizes initial contours using the QPSO method and fuzzy c-means clustering, and then utilizes level set method (LSM) to segment images. The new algorithm exploits the global search capability of QPSO to obtain a stable cluster center and a pre-segmentation contour closer to the region of interest during the iteration. In the implementation of the new method in segmenting liver tumors, brain tissues, and lighting images, the fitness function of the objective function of QPSO-FLSM algorithm is optimized by 10% in comparison to the original FLSM algorithm. The achieved initial contours from the QPSO-FLSM algorithm are also more stable than that from the FLSM. The QPSO-FLSM resulted in improved final image segmentation.
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1. Introduction

Computerized image segmentation, which automates or facilitates the delineation of anatomical structures and other regions of interest, plays a crucial role in many medical-imaging applications [1]. However, it remains a challenging problem due especially to poor resolutions and weak contrasts in the raw images [2]. Among the methods that have been developed for medical image segmentation, level set method (LSM) has been widely used [3]–[6] attributable to its advantages. First, the numerical computations of LSM that involve curves and surfaces can be performed on a fixed Cartesian grid. Second, LSM is able to represent contours with complex topological features [7]. However, the LSM is sensitive to the cluster center initialization.

Aiming at the sensitivity problem of the LSM to the initial contour, Li et al. proposed a LSM algorithm that is based on spatial fuzzy c-means (FCM) [8]–[10] clustering method, which improves the cluster center initialization [2]. The FCM automatically pre-segments images for the subsequent LSM segmentation. This FCM-based LSM (FLSM) algorithm improves the segmentation effect and avoids manual intervention for such as manually setting the initial contour. The FCM is a local search algorithm, which improves local-region pre-segmentation and the final segmentation result [11]. Due to the nature of the FCM, it finds only a local optimal solution of the objective function and is sensitive to initial contour and control parameters, especially in more complex images. This limitation leads to the high sensitivity of the pre-segmentation to the initial contour, and consequently, an unstable segmentation.

In this study, we adopted the quantum particle swarm optimization (QPSO) [12]–[14], which provides the capability of achieving rapid global convergence and maximum optimization, to improve the FCM pre-segmentation and ultimately the LSM segmentation. In implementation of QPSO, the first-generation particles, which represent the solution to each optimization problem, are generated randomly. The QPSO algorithm improves the segmentation effect and avoids manual intervention for such as manually setting the initial contour. The FCM is then used to initialize the cluster centers of the first-generation particles. Finally, QPSO and FCM are performed alternatively and iteratively to acquire a set of globally stable cluster centers for the initial contour that is used in the level set segmentation. The segmentation results with the new combined QPSO-FLSM method show improved stability and precision of segmentation with less initialization sensitivity.

The remainder of this paper is organized as following. Section 2 describes the FLSM algorithm of level set method with fuzzy clustering. Section 3 elaborates on the QPSO algorithm. Section 4 presents in detail the new optimized level set segmentation method that is based on QPSO-FLSM. Section 5 reports the experiments and relevant discussions. Concluding remarks are drawn in Sect. 6.

2. Algorithm of Fuzzy Level Set Method (FLSM)

Level set method (LSM) is a widely used image segmentation method, in which hyper surfaces of any dimensions, such as curves or surfaces, can be represented by a zero-level set of feature points. The fuzzy level set method
(FLSM) [15], [16] is indeed a level set method but utilizes the automatic initial contour and parameter configuration from FCM. According to the concept of fuzzy partition in FCM, the fuzziness index is introduced into the objective function in FLSM. Each region of interest in the image corresponding to each cluster center is composed of a number of image pixels whose membership-degree value are within the extent of the cluster center. The initial categories can then be selected and the approximate initial contours are formed for all of the regions of interest, so that inadquate-evolution or over-segmentation can be avoided.

In FCM, all objects (of total number n) are assigned into c clusters (c ≤ n) based on their attributes. The cluster centers and the scope of each cluster (i.e., category) are estimated adaptively in order to minimize a pre-defined cost function. For image segmentation, its feature space (e.g., the gray level of pixels) is represented by

\[ X = (x_1, x_2, \ldots, x_n), \]

where \( x_j \) represents the j-th feature point, \( n \) equals the number of image pixels \( N_X \times N_Y \) \( (N_X \text{ and } N_Y \text{ are dimensions of the image in pixels}) \). For the given number of possible target clusters \( 2 \leq c \leq n \), the cluster center of i-th cluster is represented by \( c_i \) (where \( c_i \in \mathbb{R} \)). The probability of any feature point \( x_j \) that belongs to the i-th cluster is measured by its membership value, denoted by \( u_{ij} (0 \leq u_{ij} \leq 1) \), which has the following characteristics:

\[
\sum_{i=1}^{c} u_{ij} = 1, 0 \leq u_{ij} \leq 1, \quad \sum_{j=1}^{n} u_{ij} \geq 0
\]  

The best cluster center in the FCM method can be found by minimizing the following objective function:

\[
J = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij}^m d_{ij}^2
\]  

where \( d_{ij} = \|c_i - x_j\|_2 \) is the Euclidean distance between the cluster center \( c_i \) and any feature point \( x_j \), and \( m(\geq 1) \) is the fuzziness index that represents the level of cluster fuzziness.

In the process of minimizing the objective function, the cluster center \( c_i \) and the membership value \( u_{ij} \) of all feature points (pixels) are updated iteratively:

\[
c_i = \frac{\sum_{j=1}^{n} u_{ij}^m x_j}{\sum_{j=1}^{n} u_{ij}^m}
\]

\[
u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{d_{ij}}{d_{ik}} \right)^{2/m}}
\]

For a given image, the image pixels are divided into c clusters based on their similarity that is measured by the membership value \( u_{ij} \). The membership values of all pixels to all c clusters form a membership matrix \( U \). The membership values of the c cluster centers in the membership matrix are used as the basis for classification. Pixels near the center are optimized when they obtain a high membership value, while those that are far away obtain low values. Upon completion of the iteration, the initial contour of the c categories of the image are obtained, based on which, as well as the category of interest, the image is finally segmented with the LSM.

3. Quantum Particle Swarm Optimization (QPSO) Algorithm

The particle swarm optimization (PSO) was first proposed by Kennedy and Eberhart (1995) as a population-based optimization technique, where a population is called a swarm and each individual possible solution to the optimization problem is considered a particle in the swarm [17]. In terms of the PSO, a particle that moves along a trajectory is depicted by its position and velocity in the search space. An optimal solution is found with the guidance of the individual best position (pbest) found by a particle and the global best position (gbest) obtained from the population. A limitation of the conventional PSO is that the solution may easily fall into local optima. In 2004, inspired by the analysis of convergence of PSO, J. Sun et al. studied the individual particle moving in a quantum style and proposed the Quantum Particle Swarm Optimization (QPSO) algorithm [18]. In QPSO, each particle flies in the search space at a certain speed, and dynamically adjusts the particle velocity according to the flight experience of individual particles and particle swarms. Particles update their position according to the following formulations:

\[
p = \frac{\alpha_1 p_{best} + \alpha_2 g_{best}}{\alpha_1 + \alpha_2}
\]

\[
m_{best} = \sum_{i=1}^{N} \frac{p_i}{N}
\]

\[
x(t + 1) = p \pm \beta \cdot |m_{best} - x(t)| \cdot ln(\frac{1}{e})
\]

\[
\beta = 0.5 + 0.5 \cdot \frac{|t_{max} - t|}{t_{max}}
\]

where \( p \) is the optimal particle position, \( \alpha_1 \) and \( \alpha_2 \) are random numbers between zero and one; \( p_{best} \) is the current optimal position of an individual particle, \( g_{best} \) is the current global optimal position of the population, \( m_{best} \) is the average optimal position of the particle swarm; \( N \) is the number of particles in the population; \( p_i \) is the optimal position of the i-th particle; \( \beta \) is the contraction-expansion coefficient, which decreases linearly in the QPSO convergence process, and can control the convergence speed; \( t \) is the current evolutionary generation; \( t_{max} \) is the maximum evolutionary generations; \( x(t) \) is the location information of the particles; \( e \) is a random number between zero and one, which determine the sign of the second term on the right-hand side of the Eq. (7) during the iteration process. When \( e \) is greater than 0.5, a negative sign is taken, otherwise a positive sign.

In QPSO, the position of the particle is updated by Eq. (7). Same with PSO, the position of all particles in QPSO is evaluated with a fitness function to determine the fitness value of the particle at the current position to judge whether the current position is good or bad. The individual best position and the global best position are then updated according to the fitness value. Without loss of generality, we
consider the following minimization problem:

$$\text{minimize} f(x), x \in F \in \mathbb{R}^n$$  \hspace{1cm} (9)

where \( f(x) \) is an fitness function of the minimization problem, and \( F \) is the feasible solution space.

In QPSO, the particles can appear anywhere in the search space, and the probability of their appearance is higher if the position is closer to the local attractor. This mechanism can guarantee the convergence of QPSO, and also equips QPSO with a powerful global search capability.

4. QPSO-FLSM Algorithm

4.1 Algorithm Description

FCM algorithm is essentially a local search algorithm. Due to its shortcomings of falling into the local optima and the algorithm randomly selecting the initial cluster centers [19]–[21], different initial cluster centers lead to different clustering results. The QPSO has global search capabilities, which prevents the solution falling into the local optima. Therefore, this paper combines QPSO with FCM, and proposes the QPSO-FLSM algorithm. This new algorithm takes advantage of the QPSO algorithm’s better global convergence performance instead of FCM iterative process to prevent FCM from falling into the local optima, so as to obtain better overall clustering quality. To evaluate the new combined algorithm, the dice similarity coefficient [22], \( \text{Inter} \) distance and the result of image segmentation will be used as the evaluation indices. The larger the dice similarity coefficient, the higher the similarity between two images. Larger \( \text{Inter} \) distance implies that the similarity between different clusters is smaller. A better result of image segmentation would mean that its segmentation result is closer to the region of interest.

4.2 Effectiveness Analysis of Algorithms

The QPSO-FLSM algorithm is implemented through the following steps:

Step 1:
Determine the number of clusters \( c \) and particles \( n \) (each particle represents \( N_c \) cluster center vectors); Then, the central matrix \( U \) of the cluster is randomly initialized and assigned to each particle. Finally, repeat the above process \( n \) times resulting in a total of \( n \) initial particles.

Step 2:
Initialize the individual and global locations of the particle swarm.

Step 3:
For each particle, the Euclidean metric is used to calculate the distance \( d_{ij} \) between the feature vector \( x_i \) and each of the center vectors contained in the particle. The data are clustered according to the principle of minimum distance and the new cluster centers are calculated. Formula (2) is regarded as the fitness function to update the fitness value of the particle (in this case, \( m \) takes 0).

Step 4:
For each particle, the fitness value in its current position is compared with the fitness value in the best position experienced by itself. If the fitness value in its current position is better than the fitness value in its historical best position, then the best position is updated with the current position to get the \( p_{\text{best}} \).

Step 5:
For each particle, the fitness value in its current position is compared with the fitness value in the best position experienced by the population. If the fitness value in its current position is better than the fitness value in the optimal position experienced by the population, then the optimal position is updated with the current position to get the \( g_{\text{best}} \).

Step 6:
Use Eq. (6) to calculate \( m_{\text{best}} \). Calculate random points according to formula (5) and formula (7) and update the center vector of each particle.

Repeat Step 3 - Step 5 until the conditions for the termination of the loop are satisfied (the center vector changes little or exceeds the maximum number of iterations or the data vector in the cluster does not change any more), and the final clustering result is obtained.

Step 7:
Implement the level set segmentation with the initial contour generated by the above clustering results.

To test the effectiveness of the QPSO-FLSM algorithm, the dice similarity coefficient (formula (10)), fitness value (formula (2)), \( \text{Inter} \) distance (formula (11)) and \( \text{Intra} \) distance (formula (12)) are employed:

$$\text{Dice}(A, B) = \frac{2(|A \cap B|)}{|A| + |B|}$$  \hspace{1cm} (10)

$$\text{Inter} \text{distance} = \|c_i - c_j\|_2$$  \hspace{1cm} (11)

$$\text{Intra} \text{distance} = \frac{1}{|e_i|} \sum_{j=1}^{|e_i|} \|x_j - c_i\|_2$$  \hspace{1cm} (12)

By clustering an image data, the region of interest in the image could be obtained. For a clustering algorithm, the dice similarity coefficient is used to calculate the degree of similarity between experimental segmentation result and expert manual segmentation result. Where \( A \) is the result of experimental segmentation, \( B \) is the result of expert manual segmentation, \( n \) is the number of image pixels, and the range of \( \text{Dice} \) is \([0,1]\). The performance is measured by small fitness value, which imply a stable performance and small error [23]–[25]. For the \( \text{Inter} \) distance, larger distance signifies less similarity between two different clusters, thus, the larger, the better. The \( \text{Intra} \) distance of the cluster indicates the deviation of each member from the cluster center. Thus, the smaller \( \text{Intra} \) distance implies the tighter internal space in the cluster and the higher similarity among all of its members.

In the iterative process, QPSO-FLSM algorithm uses QPSO algorithm and FCM algorithm to find the best clustering result, which is then used as pre-segmentation contour.
for the level set method. Then, the pre-segmentation contour is used as the initial contour of the level set method. Finally, the initial contour is segmented to get the final result. The new algorithm makes use of the global search capability of QPSO to eliminate the possibility that the FCM-selected clustering center falls into the local optimal point. The initial contour resulted from the QPSO-FLSM treatment is closer to the ideal initial contour than that obtained from the FLSM, and the final segmentation showed improved result.

5. Experiment and Discussion

In order to verify the effectiveness of the proposed algorithm, three different types of images are used for testing, including a liver tumor CT image, an MRI slice of brain tissue, and a lightning image. All the algorithms run under the MATLAB2015a environment in Windows 7.

5.1 Effectiveness Analysis of Algorithms

The first experiment is to assess the effectiveness of QPSO-FLSM’s outcome for the contour initialization of the level set. In the experiment, four contour initialization methods were used, including manual demarcation, intensity thresholding, FLSM, and QPSO-FLSM, and then the LSM was used to segment the image [26], [27]. Figure 1 shows the performance comparison among different algorithms to segment the brain tissue MRI image, which have weak border, strong background noise, and mixed interference of white matter (WM) and gray matter (GM). In Fig. 1, it is obvious to see that the manual marked initial contour will produce poor effect (as discussed below) in the final level set segmentation (Fig. 1 A and E). On the contrary, the intensity threshold (Fig. 1 B and F), the FLSM (Fig. 1 C and G), and the QPSO-FLSM (Fig. 1 D and H) could evolve the curve to approach the interest boundary quickly. However, in the case of Fig. 1 C and D, the final segmentation results are highly sensitive to the threshold value, which means deciding a proper threshold is very challenging. For the fuzzy clustering (Fig. 1 C and G) and QPSO-FLSM (Fig. 1 D and H) cases, both can achieve the final segmentation without manual marking area and initializing threshold.

5.2 Segmentation Effect Analysis of the Algorithm

There are five indicators to evaluate the segmentation effect of using the FLSM and the QPSO-FLSM algorithm, namely, the dice similarity coefficient, fitness value, Inter_distance, Intra_distance, and image segmentation result.

In the second experiment, three different images are compared:

- DataSet1: Liver tumor CT image (CT), 200 × 250 pixels, clustering category is set to 3.
- DataSet2: MRI slice of brain tissue (MRI), 200 × 250 pixels, clustering category is set to 4.
- DataSet3: Lightning Picture (Light), 705 × 681 pixels, clustering category is set to 3.

In the experiment, the particle number is set to 20, and the result is obtained by averaging the values of 30 times simulations. Table 1 is the comparison of pre-segmentation effect with the QPSO-FLSM algorithm and the FLSM algorithm respectively, Fig. 2 shows the final LSM segmentation result after the QPSO-FLSM and FLSM algorithm are employed.

In Table 1, the dice similarity coefficient (Dice) reflects that the segmentation result of the QPSO-FLSM algorithm is more similar to the result of expert manual segmentation than FLSM. The convergence generations (CG) of the two algorithms, the convergence speed of the FLSM algorithm is relatively faster than that of the QPSO-FLSM algorithm. Furthermore, the final fitness value (Fit) of the QPSO-FLSM algorithm is smaller than that of the FLSM algorithm and the average reduction is about 10%, which indicates that the QPSO-FLSM algorithm did a better and reliable classification than the FLSM algorithm. Furthermore, from the comparison of Intra_distance (Intra) and Inter_distance

Table 1 Calculation results under different initial clustering center.

| Data  | Algorithm | Dice   | Fit  | CG | Intra | Inter |
|-------|-----------|--------|------|----|-------|-------|
| CT    | FLSM      | 0.9479 | 1.99 | 10 | 75.93 | 0.67  |
|       | QPSO-FLSM | 0.9509 | 1.82 | 16 | 75.94 | 0.66  |
| MRI   | FLSM      | 0.8646 | 7.24 | 15 | 114.63| 1.25  |
|       | QPSO-FLSM | 0.8761 | 6.48 | 20 | 114.68| 1.24  |
| Light | FLSM      | 0.9422 | 1.46 | 15 | 86.69 | 26.07 |
|       | QPSO-FLSM | 0.9574 | 1.31 | 20 | 86.72 | 25.95 |

Fig. 1 Segmentation of MRI cerebral tissues (WM and GM): (A) manual initialization (Green outline); (B) initialization by thresholding; (C) initialization by FLSM; (D) initialization by spatial QPSO-FLSM; (E) A’s final segmentation after 1800 iterations (Red outline); (F) B’s final segmentation after 100 iterations (Red outline); (G) C’s final segmentation after 100 iterations (Red outline); (H) D’s final segmentation after 100 iterations (Red outline).
QPSO-FLSM algorithm in this paper obviously improved the segmentation of tumor images.

Figure 2 B, 2 E and 2 H show the results on a brain tissue MRI image. The white matter and gray matter parts of brain tissue disperse over the entire image slice, and are intertwined with each other, so the WM segmentation gets difficult. Compared with the segmentation with the FLSM algorithm, the segmentation with the proposed algorithm gets improvements by improving the contour initialization and overcoming the over-segmentation or lack-segmentation to some extent, due to combing the advantages of the FLSM and of the QPSO algorithm. Figure 2 C, 2 F and 2 I are for a lighting image, where the proposed algorithm also improved the final segmentation.

5.3 Sensitivity Analysis of Algorithm

It can be concluded from the above experiments that the proposed algorithm in this paper obtains better segmentation results, especially in the liver tumor segmentation. In order to verify the sensitivity of the QPSO-FLSM algorithm, three different initial cluster centers were randomly selected for liver tumor images using FLSM algorithm and QPSO-FLSM algorithm to obtain the initial contour region, and calculate the fitness function values of the two algorithms. Then the LSM algorithm is used to segment the contour of its clustering area, and compare the final segmentation result with the result of expert manual segmentation to calculate the dice similarity coefficient. Finally, the dice similarity coefficient and the fitness value (Fit) are obtained and shown in Table 2 and the image segmentation effect in Fig. 3.

In Fig. 3, the A, B, C images were clustering results using FLSM and QPSO-FLSM algorithm to obtain the initial contour region, and compare the final segmentation result with the result of expert manual segmentation to calculate the dice similarity coefficient.
Fig. 3 Comparison of liver tumor image segmentation with different initial cluster centers (purple curve is the initial contour, red and green curve are the final results). (A) The initial cluster center is (114.48, 0.58, 82.32); (B) the initial cluster center is (114.59, 0.22, 83.41); (C) the initial cluster center is (115.23, 0.50, 90.63); (D) FLSM segmentation results of A; (E) FLSM segmentation results of B; (F) FLSM segmentation results of C; (G) QPSO-FLSM segmentation results of A; (H) QPSO-FLSM segmentation results of B; (I) QPSO-FLSM segmentation results of C.

Fig. 4 Comparison of QPSO-FLSM segmentation results with different level set control parameters

need to be modulated well by human.

Figure 4 shows the segmentation of liver tumors and brain tissue with different level set control parameters. Comparing Fig. 4 B, 4 D (\(v = 0.079, s = 2.531\)) with 4 A, 4 C (\(v = 0.348, s = 0.575\)), it is easy to find that the effect of Fig. 4 B, 4 D (\(v = 0.079, s = 2.531\)) are better than that of Fig. 4 A, 4 C (\(v = 0.348, s = 0.575\)). However, the optimization of control parameters of level set is out of the scope of this paper.

5.5 Performance Analysis of Algorithms

In the QPSO-FLSM algorithm, the number of quantum particles is determined by the complexity of the problem, and the position of the particle group is replaced with the position of the current optimal particles by changing the FCM clustering center formula. With the global nature in search space, the QPSO algorithm can make quantum particles be optimized in the entire solution space, which avoids particles being confined to a local optimum position, and make the fitness values achieve the optimal value. Due to introduction of the quantum algorithm, the complexity of the QPSO-FLSM algorithm will be affected by the dimension problem and the number of particles, which leads to the linear increase of complexity and reduction of the convergence rate. However, the QPSO-FLSM algorithm will eventually converge to the global optimum, and form a stable solution space.

6. Conclusion

In this paper, aiming at improving the FLSM and the LSM algorithm, the QPSO-FLSM algorithm is proposed. The QPSO algorithm is a global search algorithm, and characterized by simple parameters, stable convergence, and ease of implementation.

The experimental results showed that optimizing the FLSM clustering by the QPSO algorithm can get more reli-
able initial contour and better image segmentation in a stable way. While, the total automation of the proposed algorithm has not implemented, such as the clustering number and the level set parameters are determined by prior knowledge, which results in different segmentation results with different control parameters. In the future, it is expected that the QPSO-FLSM algorithm can be further optimized with full automation.
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