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ABSTRACT
This article investigates the theoretical and empirical performance of Fisher-Pitman-type permutation tests for assessing the equality of unknown Poisson mixture distributions. Building on nonparametric maximum likelihood estimators (NPMLEs) of the mixing distribution, these tests are theoretically shown to be able to adapt to complicated unspecified structures of count data and also consistent against their corresponding ANOVA-type alternatives; the latter is a result in parallel to classic claims made by Robinson. The studied methods are then applied to a single-cell RNA-seq data obtained from different cell types from brain samples of autism subjects and healthy controls; empirically, they unveil genes that are differentially expressed between autism and control subjects yet are missed using common tests. For justifying their use, rate optimality of NPMLEs is also established in settings similar to nonparametric Gaussian (Wu and Yang) and binomial mixtures (Tian, Kong, and Valiant; Vinayak et al.). Supplementary materials for this article are available online.

1. Introduction

Considering an experiment with multiple samples drawn from multiple populations, distinguishing possible difference among them in one or more dimensions is a fundamental statistical task. In the classical test of the null hypothesis of no mean differences, one-way analysis of variance (ANOVA, see Fisher 1925) F-test is perhaps the most commonly used tool, and is the uniformly most powerful invariant one under additional normal assumption, see Scheffé (1959, p. 50).

Despite its popularity, one-way ANOVA has its competing alternatives. In the context of randomized experiments, Fisher (Fisher 1935) initialized an ingenious permutation approach as an alternative to performing ANOVA F-test. This idea was later developed further by Pitman (Pitman 1938). The resulting procedures, often termed the Fisher-Pitman permutation tests in literature, achieve the appealing property of being exactly distribution-free and have been suggested in various contexts as, for example, when the distributional assumptions of F-tests no longer hold (Marascuilo and McSweeney 1977; Still and White 1981; Berry and Mielke 1983). Robustness properties have been further studied empirically (Boik 1987) and theoretically (Chung and Romano 2013); power analyses were also performed in Hoeffding (1952) and Robinson (1973).

Although being originally defined in Euclidean spaces, it is by now well understood that the ANOVA F-tests and especially their permutation-type alternatives are able to adapt to an arbitrary metric space. This is via the approach of “interpoint” distance functions (Mielke Jr., Berry, and Johnson 1976; Mielke Jr. 1984) that uses an alternative representation of the $F$ statistic as a function of between- and within-group pairwise distances. Thus, through replacing the original Euclidean distance by any properly defined distance function, the idea of Fisher-Pitman permutation tests is now implementable in many complicated metric spaces beyond the Euclidean (Anderson 2001; Mielke and Berry 2007; Petersen and Müller 2019).

Our study of Fisher-Pitman-type permutation tests stems from the analysis of single-cell RNA-seq (scRNA-seq) data, and particularly, a framework that was recently promoted in Sarkar and Stephens (2021). There, the authors described how a separation of measurement and expression models is able to clarify confusion in modeling scRNA-seq data, and accordingly advocated using the terminology of Poisson mixtures to unify many existing models (see Table 1 in Sarkar and Stephens 2021). In detail, thinking about $X_{ij}^{(k)}$ to be the absolute expression of a specific gene in cell $i \in [N_{jk}]:\{1,2,\ldots,N_{jk}\}$ of subject $j \in [n_k]$ of population $k \in [K]$, we are interested in studying the following model of $X_{ij}^{(k)}$ that is a slight simplification to Sarkar and Stephens’s Equation (1):

$$X_{ij}^{(k)} \mid \lambda_{ij}^{(k)} \sim \text{Poisson}(\lambda_{ij}^{(k)} Q_j^{(k)});$$  \hspace{1cm} (measurement model) \hspace{1cm} (1.1)

$$\lambda_{ij}^{(k)} \sim \text{Q}_j^{(k)}.$$ \hspace{1cm} (expression model) \hspace{1cm} (1.2)
Here \( r_i^{(k)} > 0 \) adjusts the cell “read depth” (see Zhang, Ntranos, and Tse 2020, p. 1), often set to be the scaled cell’s total reads across all genes (Sarkar and Stephens 2021, eq. (1)), and in this article is assumed to be known; \( Q_j^{(k)} \) is a properly defined distribution that describes the “expression level” of the gene in population \( k \) and is assumed to have a compact support on the nonnegative real line. Adopting the statistical terminology, for each \( k \in [K] \) and \( j \in [n_k] \), \( \{X_{ij}^{(k)}, i = 1, \ldots, N_{jk}\} \) then independently follow Poisson mixture distributions of point mass functions (PMFs)

\[
h_{ij}^{(k)}(x) := \int_0^\infty e^{-\lambda} (\lambda r_{ij}^{(k)})^x \frac{x^x}{x!} dQ_j^{(k)}(\lambda), \quad x = 0, 1, 2, \ldots
\]

and a mixing distribution \( Q_j^{(k)} \) that has to be characterized by a nonparametric model; see Sarkar and Stephens (2021, sec. “Modeling scRNA-seq data”) for a discussion of why a nonparametric model of \( Q_j^{(k)} \) is preferred in single-cell genomics, though Sarkar and Stephens (2021) did not employ such Poisson mixtures for individual level differential expression testing.

Based on the observations \( \{X_{ij}^{(k)}, i \in [N_{jk}], j \in [n_k], k \in [K]\} \) as well as the measure/expression models (1.1)–(1.2), a natural question to ask is whether there exists any population-level gene expression difference among the \( K \) groups. For this, we propose to leverage a Fisher-Pitman-type permutation test based on consistent estimators \( \{\hat{Q}_j^{(k)}, j \in [n_k], k \in [K]\} \) of the mixing distributions \( \{Q_j^{(k)}, j \in [n_k], k \in [K]\} \) under Wasserstein metrics, which have received much attention in recent mixture distribution estimation literature (see, among many others, Nguyen (2013), Tian, Kong, and Valiant (2017), Vinayak et al. (2019), Wu and Yang (2020), and the references therein). Particularly appealing choices to us include the NPMLE \( \hat{Q}_j^{(k)} \) and its Poisson-smoothed one \( h_{Qj}^{(k)} \) (notation to be introduced by the end of this section); see Section 2 ahead for the detailed description of the testing procedure.

Many methods have been developed for differential expression analysis of scRNA-seq data (Chen, Ning, and Shi 2019). However, their focus is differential expression between two groups of cells instead of two groups of individuals. For individual level testing, a standard approach is to add up gene expression across all the cells (of a particular cell type) of an individual to create a pseudo-bulk sample, and then apply the methods for differential expression analysis using bulk RNA-seq data, such as DESeq2 (Love, Huber, and Anders 2014). The novelty of our proposed procedure is that we assess differential expression across individuals using cell level data instead of pseudo-bulk data. Furthermore, the proposed tests are shown to be consistent against their ANOVA-type alternatives, that is, they are able to asymptotically distinguish the null from any fixed alternative where the “between-group” variation is larger than the “within-group” variation, a result that sheds insight to the power of the developed tests and is in line with classic observations (Hoeffding 1952; Robinson 1973).1

As a byproduct of our theoretical study, this article further justifies the use of NPMLEs via establishing their rate-optimality in estimating the Poisson mixing distribution under the Wasserstein-1 (\( W_1 \)) metric. Although the consistency of the NPMLEs has been established in the literature for different nonparametric mixture models (see Simar (1976) for nonparametric Poisson mixtures; and Chen (2017) and the references therein for more general models), NPMLEs’ rates of convergence and their matching to a minimax lower bound are long standing until very recently. Built on the breakthroughs in binomial (Tian, Kong, and Valiant 2017; Vinayak et al. 2019) and Gaussian mixtures (Wu and Yang 2020) (see also Jiang and Zhang (2019) for a related study on the nonparametric likelihood ratio test) as well as the new analytical techniques devised in Jiao et al. (2015), Wu and Yang (2016), Jiao, Han, and Weissman (2018), and Han and Shiragur (2021), we are now able to further the optimality of NPMLEs to the nonparametric Poisson mixtures under minimal assumptions on the true mixing distribution function. These results yield additional theoretical support for the use of NPMLEs in our developed tests.

The rest of this article is organized as follows. Section 2 describes the model setup and studies the size and power of the proposed permutation tests. Section 3 discusses implementation of the developed test. The finite-sample performance of the developed (smoothed or not) NPMLE-based permutation tests is investigated in Section 4. Section 5 applies the studied tests to a real scRNA-seq data containing single brain nuclei from autism subjects and healthy controls (Velmeshev et al. 2019) and Han and Shiragur (2021), we are now able to further the optimality of NPMLEs for nonparametric mixture of Poissons. All the proofs are relegated to a supplementary materials.

**Notation.** For any two distributions \( P, Q \) on the real line, the Wasserstein-1 distance is defined to be \( W_1(P, Q) := \sup_{\rho \in \mathcal{L}_1} \int \rho(dP - dQ) \), where \( \mathcal{L}_1 \) represents all 1-Lipschitz functions. For any distribution \( Q \) on the nonnegative real line, we define its Poisson smoothed version as

\[
h_Q(x) := \int_0^\infty e^{-\lambda} \frac{\lambda^x}{x!} dQ(\lambda), \quad x = 0, 1, 2, \ldots
\]

For any two constants \( a, b \), we denote \( a \lor b := \max\{a, b\} \) and \( a \land b := \min\{a, b\} \).

## 2. Permutation Tests

### 2.1. Setup

Throughout this section, it is assumed that the observations are heterogeneous count data \( \{X_{ij}^{(k)}, i \in [N_{jk}], j \in [n_k], k \in [K]\} \) with \( N_{jk} = N_{jk,n} \to \infty \) and \( n_k = n_{k,n} \to \infty \) as \( n := \sum n_k \to \infty \). In contrast, \( K \geq 2 \) is assumed to be a fixed integer. It is further assumed that the probability measures \( Q_j^{(k)} \) ‘s in (1.1) have a common support \( [0, B] \) for some \( B > 0 \) that is known a priori (see appendix Section C for a real implementation) and kept to be fixed in this section; later in Section 6 we will explore

---

1In addition to developing a more flexible nonparametric model, another route to boost the power of differential expression analysis is to de-noise the scRNA-seq data; see Zhang et al. (2022) for a proposal along that track.
a more general setting where $B = B_n$ is allowed to increase with $n$.

To facilitate the approach to distinguishing differences among the $K$ groups, in addition to the measurement model (1.1) and the expression model (1.2), a third-layer "population model" is introduced to encourage iid randomness among each $n_k$ within-group expression models:

$$\text{for each } k \in [K] : \quad Q_1^{(k)}, \ldots, Q_{n_k}^{(k)} \sim Q_k.$$ (population model) (2.1)

Here $Q_k$ is understood to be a probability measure over the Prohorov-metric topology of the space of probability measures that are defined on the Borel $\sigma$-field of $[0, B]$; details about constructing Prohorov-metric topology are referred to pp. 72–73 in Billingsley (1999). Following the discussions in Sarkar and Stephens (2021, sec. "Modeling scRNA-seq data"), we do not specify $Q_k$ except for assuming boundedness and well-definedness.

To wrap up, the model considered in this manuscript, summarizing the three layers ((1.1), (1.2), (2.1)), is

$$\begin{align*}
\{ X_{ij}^{(k)} : i \in [N_{jk}], j \in [n_k], k \in [K] \} \\
\text{are independently distributed with PMFs} \\
\int_{0}^{B} \left[ \int_{0}^{x} e^{-\lambda x} \left( \frac{\lambda r_{ij}^{(k)}}{x!} \right) dQ_{ij}(\lambda) \right] dQ_k(Q), \quad x = 0, 1, 2, \ldots. 
\end{align*}$$ (2.2)

Under the above model, it is understood that $Q_1, \ldots, Q_K$ and $K \geq 2$ are fixed, all of which won’t change with $n$. Besides $Q_1, \ldots, Q_K$ and accordingly the random measures $Q_j^{(k)}$’s, the observations $X_{ij}^{(k)}$’s also depend on the read depths $r_{ij}^{(k)} = r_{ij,n}^{(k)}$ that are allowed to change with $n$. We are hence faced with a triangular array of possibly highly heterogeneous observations.

### 2.2. Tests

Under Model (2.2), we are interested in testing the following null hypothesis,

$$H_0 : Q_1 = Q_2 = \cdots = Q_K,$$ (2.3)

and aim to detect any population-level difference between groups. Note that here, due to the incorporation of read depths $r_{ij}^{(k)}$’s, the measurements themselves even within each group are generally not identically distributed; thus, a naive empirical distribution function based test could be substantially biased.

The main interest of this article is to explore how robust a Fisher-Pitman-type test can be when each unobserved subject-level random measure $Q_j^{(k)}$ is replaced by a plug-in-type estimate $\tilde{Q}_j^{(k)}$ and its Poisson-smoothed version $h_{\tilde{Q}_j^{(k)}}$ calculated from the measurements $X_{ij}^{(k)}, \ldots, X_{N_{jk}}^{(k)}$. To this end, let’s regulate $\tilde{Q}_j^{(k)}$ as follows.

**Definition 2.1.** For any $j \in [n_k]$ and any $k \in [K]$, an estimator $\tilde{Q}_j^{(k)}$ of $Q_j^{(k)}$ is said to be subject-specific conditionally $W_1$-consistent (shorthanded as "conditionally $W_1$-consistent") if it is (i) a function of $X_{ij}^{(k)}, \ldots, X_{N_{jk}}^{(k)}$; (ii) of support $[0, B]$; and (iii) satisfying

$$\begin{align*}
E \left[ W_1 \left( \tilde{Q}_j^{(k)}, Q_j^{(k)} \right) \mid Q_j^{(k)} \right] \rightarrow 0 \quad \text{as } N_{jk} = N_{jk,n} \rightarrow \infty. 
\end{align*}$$ (2.4)

for almost all $Q_j^{(k)}$ with regard to the measure $Q_k$.

We next consider the Poisson-smoothed mixing distribution estimator

$$h_{\tilde{Q}_j^{(k)}} := \int_{0}^{\infty} e^{-\lambda x} \left( \frac{\lambda r_{ij}^{(k)}}{x!} \right) d\tilde{Q}_j^{(k)}(\lambda),$$

based on any conditionally $W_1$-consistent estimator $\tilde{Q}_j^{(k)}$. It justifies the use of smoothed NPMLEs as an alternative to $\tilde{Q}_j^{(k)}$. Note that in the classic setting when read depths are all forced to be equal, Proposition 3.1 in Lambert and Tierney (1984) showed that some $h_{\tilde{Q}_j^{(k)}}$ can approximate $h_{\tilde{Q}_j^{(k)}}$ polynomially fast. Accordingly, although the differences between $Q_j^{(k)}$’s can be larger than those between $h_{\tilde{Q}_j^{(k)}}$’s, the differences between $\tilde{Q}_j^{(k)}$’s can be smaller than those between $h_{\tilde{Q}_j^{(k)}}$’s. See also Section 4.1 for some numerical results as well as Han, Miao, and Shen (2021) for some related theoretical discussions.

**Theorem 2.1.** Suppose $\tilde{Q}_j^{(k)}$ is conditionally $W_1$-consistent. Then

$$\begin{align*}
E \left[ W_1(h_{\tilde{Q}_j^{(k)}}, h_{Q_j^{(k)}}) \mid Q_j^{(k)} \right] \rightarrow 0 \quad \text{as } N_{jk} = N_{jk,n} \rightarrow \infty \quad \text{for almost all } Q_j^{(k)}
\end{align*}$$

for any $Q_j^{(k)}$ with regard to the measure $Q_k$.

A particularly appealing candidate estimator of the mixing distribution is the following NPMLE $\hat{Q}_j^{(k)}$ with read depth incorporated:

$$\hat{Q}_j^{(k)} = \arg\max_{Q \text{ of support } [0, B], j \in [n_k]} \sum_{i=1}^{N_{jk}} \log \int_{0}^{\infty} e^{-\lambda x} \left( \frac{\lambda r_{ij}^{(k)}}{x!} \right) dQ(x).$$ (2.5)

Note that here $\hat{Q}_j^{(k)}$ may not be unique due to read depths, and if there are multiple choices, pick any one of them (see Remark 3.1). We shall discuss the calculation of $\hat{Q}_j^{(k)}$ in Section 3. The next theorem shows that NPMLEs are conditionally $W_1$-consistent under no further assumptions on the population measures $Q_k$’s except for the already imposed bounded support one.

**Theorem 2.2 (Conditionally $W_1$-consistency of NPMLEs).** Assume $N_{jk} = N_{jk,n} \rightarrow \infty$ as $n \rightarrow \infty$, $r_{ij}^{(k)} = r_{ij,n}^{(k)} \in [\gamma_0, \gamma_1]$ are uniformly upper and lower bounded by two positive universal constants $\gamma_0, \gamma_1$, and $Q_k$’s have a common fixed support $[0, B]$. We then have the NPMLEs $\hat{Q}_j^{(k)}$’s are all conditionally $W_1$-consistent.
Remark 2.1. In the literature, consistency of NPMLEs of mixing distributions under the classical iid mixture distribution setup (corresponding to the case with all read depths identical to each other) has been studied in depth. Notable results include Kiefer and Wolfowitz (1956), Simar (1976), and Pfanzagl (1988); note also the survey by Chen (2017). However, although arising naturally from single-cell genomics modeling, read-depth-incorporated nonparametric mixture distributions have not received much attention in mathematical statistics and, to our knowledge, Theorem 2.2 delivers the first consistency result for NPMLEs under this heterogeneous setting.

Based on any conditionally $W_1$-consistent estimators $\{\tilde{\mathcal{Q}}_{j}(k)\}$ of $\{Q_{j}(k)\}$ and their Poisson-smoothed versions $h\tilde{\mathcal{Q}}_{j}(k)$'s, the proposed ANOVA-type (pseudo-$F$) test statistics are

\[
\tilde{F} := \frac{\frac{1}{n} \sum_{k_1, k_2 \in [K]: j_1 \in [n_{k_1}], j_2 \in [n_{k_2}]} W_1(\tilde{Q}_{j_1}(k_1), \tilde{Q}_{j_2}(k_2))^2 - \sum_{k \in [K]} \frac{1}{n_k} \sum_{j_1, j_2 \in [n_k]} W_1(\tilde{Q}_{j_1}(k), \tilde{Q}_{j_2}(k))^2}{\sum_{k \in [K]} \frac{1}{n_k} \sum_{j_1, j_2 \in [n_k]} W_1(\tilde{Q}_{j_1}(k), \tilde{Q}_{j_2}(k))^2}\\
\]

and

\[
\tilde{F}_h := \frac{\frac{1}{n} \sum_{k_1, k_2 \in [K]: j_1 \in [n_{k_1}], j_2 \in [n_{k_2}]} W_1(h\tilde{Q}_{j_1}(k_1), h\tilde{Q}_{j_2}(k_2))^2 - \sum_{k \in [K]} \frac{1}{n_k} \sum_{j_1, j_2 \in [n_k]} W_1(h\tilde{Q}_{j_1}(k), h\tilde{Q}_{j_2}(k))^2}{\sum_{k \in [K]} \frac{1}{n_k} \sum_{j_1, j_2 \in [n_k]} W_1(h\tilde{Q}_{j_1}(k), h\tilde{Q}_{j_2}(k))^2}\\
\]

It is ready to check that these two test statistics both reduce to the original one-way ANOVA statistic if the examined space is the real space equipped with the Euclidean norm. The studied statistics then generalize the one-way ANOVA statistics to the $W_1$-metric measure space with different inputs (mixing distribution smoothed or not); similar generalizations have been made in various other (non-)Euclidean spaces (Anderson 2001; Mielke and Berry 2007; Petersen and Müller 2019).

We then move on to introduce the corresponding permuted ANOVA-type test statistics. To this end, for each permutation $\pi : [n] \to [n]$, let $\Pi_1^{(k)} = (\Pi_1^{(1, k)}, \Pi_1^{(2, k)}) := \pi^{(j, k)}$ represent the original subject and population indices corresponding to “the $j$th subject in the $k$th group” after permutation $\pi$. The permuted test statistics are

\[
\tilde{F}_\pi := \frac{\frac{1}{n} \sum_{k_1, k_2 \in [K]: j_1 \in [n_{k_1}], j_2 \in [n_{k_2}]} W_1(\tilde{Q}_{j_1}(k_1, \Pi_1^{(k)}), \tilde{Q}_{j_2}(k_2, \Pi_1^{(k)}))^2 - \sum_{k \in [K]} \frac{1}{n_k} \sum_{j_1, j_2 \in [n_k]} W_1(\tilde{Q}_{j_1}(k, \Pi_1^{(k)}), \tilde{Q}_{j_2}(k, \Pi_1^{(k)}))^2}{\sum_{k \in [K]} \frac{1}{n_k} \sum_{j_1, j_2 \in [n_k]} W_1(\tilde{Q}_{j_1}(k, \Pi_1^{(k)}), \tilde{Q}_{j_2}(k, \Pi_1^{(k)}))^2}\\
\]

and

\[
\tilde{F}_h^\pi := \frac{\frac{1}{n} \sum_{k_1, k_2 \in [K]: j_1 \in [n_{k_1}], j_2 \in [n_{k_2}]} W_1(h\tilde{Q}_{j_1}(k_1, \Pi_1^{(k)}), h\tilde{Q}_{j_2}(k_2, \Pi_1^{(k)}))^2 - \sum_{k \in [K]} \frac{1}{n_k} \sum_{j_1, j_2 \in [n_k]} W_1(h\tilde{Q}_{j_1}(k, \Pi_1^{(k)}), h\tilde{Q}_{j_2}(k, \Pi_1^{(k)}))^2}{\sum_{k \in [K]} \frac{1}{n_k} \sum_{j_1, j_2 \in [n_k]} W_1(h\tilde{Q}_{j_1}(k, \Pi_1^{(k)}), h\tilde{Q}_{j_2}(k, \Pi_1^{(k)}))^2}\\
\]

The following are the Fisher-Pitman-type permutation tests with nominal level $\alpha$:

\[
\tilde{T}_\alpha := \begin{cases} 1, & \text{if } P(\tilde{F} < \tilde{F} \mid \tilde{Q}(k)'s) \geq 1 - \alpha, \\ 0, & \text{otherwise,} \end{cases}
\]

and

\[
\tilde{T}_{h, \alpha} := \begin{cases} 1, & \text{if } P(\tilde{F}_h < \tilde{F}_h \mid \tilde{Q}(k)'s) \geq 1 - \alpha, \\ 0, & \text{otherwise,} \end{cases}
\]

where the probability here is only with respect to the random permutation $\pi$.

As the (Poisson smoothed-)NPMLEs are chosen, the corresponding tests $\tilde{T}_\alpha$ and $\tilde{T}_{h, \alpha}$ are specified as $\tilde{T}_\alpha$ and $\tilde{T}_{h, \alpha}$.

2.3. Theory

This section provides the necessary theoretical support on the presented tests $\tilde{F}_\pi$ and $\tilde{F}_h^\pi$. Particular focus is on the asymptotic size and consistency against Robinson-type ANOVA alternatives (see Theorem 3 in Robinson 1973). To minimize assumptions and for presentation clearness, we are focused on the following balanced design case:
Assumption 2.1. The design is balanced so that \( n_k = n/K \) and \( N_{jk} = N \) for \( j \in [N_k], k \in [K] \). In addition, it is assumed that the sets \( \{r^{(k)}_{ij}, i \in [N] \} \) are invariant with respect to both \( j \) and \( k \).

Remark 2.2. We note that Assumption 2.1 can be weakened in a straightforward manner to allow for \( n_k/n \to 1/K \), \( N_{jk} \)'s asymptotically comparable, and the sets \( \{r^{(k)}_{ij}, i \in [N_{jk}] \} \) all weakly converge to a same probability measure that does not depend on the particular choice of \( j \) and \( k \) (see Shi, Drton, and Han (2022), Proposition 2.2) as well as Deb and Sen (in press) for a similar setup in the recent independence testing literature. We however do not pursue these tracks but rather leave them to the readers of interest to verify.

Our first result concerns with the sizes of proposed tests, which is still valid with a finite sample size, and is a direct consequence of a long line of literature on permutation-based tests.

Theorem 2.3 (Size validity). We have, for any finite \( N \) and \( n \), as long as \( H_0 \) hold in (2.3) and Assumption 2.1 hold,
\[
P(\tilde{T}_a = 1|H_0) \leq \alpha \quad \text{and} \quad P(\tilde{T}_{ha} = 1|H_0) \leq \alpha.
\]

In the following, we are focused on asymptotic results with the balanced design and let \( N = N_n \to \infty \) as \( n \to \infty \). The next theorem is the main result of this section.

Theorem 2.4 (Power against ANOVA-type fixed alternatives). Consider \( \hat{Q}^{(k)}_j \)'s to be conditionally \( W_1 \)-consistent estimators of \( Q_j^{(k)} \). If Assumption 2.1 hold, then the following two statements are true.

(a) Under any fixed alternative regarding \( Q_1, \ldots, Q_K \) such that
\[
H_1 : 1 \sum_{k \in [K]} E\left[ W_1\left( Q_1^{(k)}, Q_2^{(k)} \right)^2 \right] < \sum_{k_1 \neq k_2 \in [K]} E\left[ W_1\left( \hat{Q}_1^{(k_1)}, \hat{Q}_2^{(k_2)} \right)^2 \right] \frac{K(K - 1)}{K - 1},
\]

we have \( \lim_{n \to \infty} P(\tilde{T}_a = 1|H_1) = 1 \) for each \( \alpha \in (0, 1) \).

(b) Under any fixed alternative regarding \( Q_1, \ldots, Q_K \) such that
\[
H_{1,k} : 1 \sum_{k \in [K]} E\left[ W_1\left( \hat{h}_1^{(k)}, \hat{h}_2^{(k)} \right)^2 \right] < \sum_{k_1 \neq k_2 \in [K]} E\left[ W_1\left( \hat{h}_1^{(k_1)}, \hat{h}_2^{(k_2)} \right)^2 \right] \frac{K(K - 1)}{K - 1},
\]

we have \( \lim_{n \to \infty} P(\tilde{T}_{ha} = 1|H_{1,k}) = 1 \) for each \( \alpha \in (0, 1) \).

Remark 2.3. Assumption (2.6) states that the average of the Wasserstein distances within groups is less than the average of the Wasserstein distances between groups. If then, our theory suggested that one is able to test the differences between groups using the permuted ANOVA-type test statistics. Assumption (2.7) is analogous, while since the test statistics is based on the smoothed NPMLEs, assumptions have to be made on \( (\hat{h}_1^{(k)}, \hat{h}_2^{(k)}) \)’s.

Specific to (smoothed-)NPMLEs, the following theorem is a direct consequence of Theorems 2.2–2.4.

Corollary 2.1. Suppose Assumption 2.1 and all conditions in Theorem 2.2 hold. Then the following are true for any \( \alpha \in (0, 1) \).

(a) For any finite \( N \) and \( n \), as long as \( H_0 \) holds in (2.3), we have
\[
P(\tilde{T}_a = 1|H_0) \leq \alpha \quad \text{and} \quad P(\tilde{T}_{ha} = 1|H_0) \leq \alpha.
\]

(b) Concerning any fixed alternative \( H_1 \) (or \( H_{1,h} \)), we have
\[
\lim_{n \to \infty} P(\tilde{T}_a = 1|H_1) = 1 \quad \text{and} \quad \lim_{n \to \infty} P(\tilde{T}_{ha} = 1|H_{1,h}) = 1.
\]

Remark 2.4. We note that, in both Theorem 2.4 and Corollary 2.1, the considered alternatives are not the complement of \( H_0 \) in (2.3); in particular, there exist \( Q_1, Q_2, \ldots, Q_K \) such that (a) the probability measures are different, yet (b) they yield the same within- and between-group distances. For such alternatives, it is obvious that the tests considered in Theorem 2.4 and Corollary 2.1 have no power, and hence they are not consistent tests of \( H_0 \). This lack of consistency is well known in the ANOVA literature (see chap. 7.3 in Lehmann and Romano 2005).

3. Algorithms

This section presents three algorithms to calculate (2.5),

1. the vertex direction method (VDM), see Fedorov (1972), Sinar (1976), Wu (1976a, 1976b), Böning (1982), and Lindsay (1983a);

2. the vertex exchange method (VEM), see Böning (1985, 1986);

3. the intra simplex direction method (ISDM), see Lesperance and Kalbfleisch (1992).

Some more recent algorithmic developments along this track can be found in, for example, Groeneboom, Jongbloed, and Wellner (2008) and Koenker and Mizera (2014).

To simplify the notation, in this section we remove \( j, k \) from the subscript and use \( \{X_i, i \in [N]\} \) and \( \{r_i, i \in [N]\} \) to denote the sample points and the corresponding read-depths. Moreover, we use \( \hat{Q} \) to denote the NPMLE defined in (2.5) based on \( \{X_i, i \in [N]\} \) and \( \{r_i, i \in [N]\} \). For a discrete measure \( G \) on \( [0, B] \) with support points \( \{\lambda_m, m \in [M]\} \), let \( G(\lambda_m) \) stand for the mass \( G \) assigned at \( \lambda_m \) for each \( m \in [M] \). We define
\[
\Phi(G) := \sum_{i \in [N]} \log \left( \sum_{m \in [M]} G(\lambda_m) e^{-\lambda_m r_i} \lambda_m r_i X_i \right)
\]
and its directional derivative from \( G \) to \( \delta_\lambda \) as
\[
\Phi'(G, \delta_\lambda) := \lim_{\epsilon \to 0^+} \epsilon^{-1} \left( \Phi((1 - \epsilon)G + \epsilon \delta_\lambda) - \Phi(G) \right) = \sum_{i \in [N]} \sum_{m \in [M]} e^{-\lambda_m r_i} (\lambda_m r_i X_i)^{\lambda_m r_i} - 1.
\]
Here $\delta_\lambda$ represents the unit measure at $\lambda \in [0, B]$. Lastly, for any two signed measures $v_1$ and $v_2$ on the real line, we denote $v_1 \oplus v_2$ as the sum of $v_1$ and $v_2$, and $v_1 \ominus v_2$ as the sum of $v_1$ and $-v_2$.

With these notation, we are now ready to present the VDM, VEM, and ISDM algorithms for calculating $\hat{Q}$.

The VDM Algorithm

**Step 0 (Initialization).** Select a point $\lambda_1 \in (0, B]$. Let $G_1 = \delta_{\lambda_1}$ be the initial value. Set the loop index $L = 1$.

**Step 1.** If $\max_{\lambda \in [0, B]} \Phi'(G_1, \delta_\lambda) = 0$, then stop and return $G_L$. Otherwise, find $\lambda_{\text{max}} = \arg \max_{\lambda \in [0, B]} \Phi'(G_1, \delta_\lambda)$.

**Step 2.** Find $\alpha_{\text{max}} = \arg \max_{\alpha \in [0,1]} \{(1 - \alpha)G_1 \oplus \alpha \delta_{\lambda_{\text{max}}})\}$. 

**Step 3.** Set $G_{L+1} = (1 - \alpha)G_L \oplus \alpha_{\text{max}} \delta_{\lambda_{\text{max}}}$.

The VEM Algorithm

**Step 0 (Initialization).** Select a point $\lambda_1 \in (0, B]$. Let $G_1 = \delta_{\lambda_1}$ be the initial value. Set the loop index $L = 1$.

**Step 1.** If $\max_{\lambda \in [0, B]} \Phi'(G_1, \delta_\lambda) = 0$, then stop and return $G_L$. Otherwise, find $\lambda_{\text{max}} = \arg \max_{\lambda \in [0, B]} \Phi'(G_1, \delta_\lambda)$ and $\lambda_{\text{min}} = \arg \min_{\lambda \in \text{supp}(G_1)} \Phi'(G_1, \delta_\lambda)$, where $\text{supp}(G_1)$ stands for the support of $G_1$.

**Step 2.** Find $\sigma_{\text{max}} = \arg \max_{\sigma \in [0,1]} \{G_1 \oplus \sigma \delta_{\lambda_{\text{min}}}\}$. 

**Step 3.** Set $G_{L+1} = G_L \oplus \sigma_{\text{max}} \delta_{\lambda_{\text{min}}}$. Set $L = L + 1$ and go to Step 1.

The ISDM Algorithm

**Step 0 (Initialization).** Select a point $\lambda_1 \in (0, B]$. Let $G_1 = \delta_{\lambda_1}$ be the initial value. Set the loop index $L = 1$.

**Step 1.** If $\max_{\lambda \in [0, B]} \Phi'(G_1, \delta_\lambda) = 0$, then stop and return $G_L$. Otherwise, find all local maxima $\lambda_{\text{max},1}, \ldots, \lambda_{\text{max},N}$ of $\lambda \mapsto \Phi'(G_1, \delta_\lambda)$ on $[0, B]$, where $N$ represents the number of local maxima.

**Step 2.** Find $(\alpha_{\text{max},0}, \ldots, \alpha_{\text{max},N}) = \arg \max \{ (1 - \alpha_0)G_1 \oplus \alpha_0 \delta_{\lambda_{\text{max},1}} \oplus \cdots \oplus \alpha_N \delta_{\lambda_{\text{max},N}} \}$ subject to $\alpha_0 \geq 0, \alpha_1 \geq 0, \ldots, \alpha_N \geq 0$ and $\alpha_0 + \alpha_1 + \cdots + \alpha_N = 1$.

**Step 3.** Set $G_{L+1} = (1 - \alpha_{\text{max},0})G_L \oplus \alpha_{\text{max},1} \delta_{\lambda_{\text{max},1}} \oplus \cdots \oplus \alpha_{\text{max},N} \delta_{\lambda_{\text{max},N}}$. Set $L = L + 1$ and go to Step 1.

The convergence of VDM, VEM, and ISDM is guaranteed by the following theorem.

**Theorem 3.1.** Assuming $r_i > 0$ for each $i \in [N]$. For each of VDM, VEM, and ISDM, if it stops for some $L$, then we have $\Phi(G_L) = \Phi(Q)$; otherwise, $\Phi(G_L) \to \Phi(Q)$ as $L \to \infty$.

**Remark 3.1.** Unlike in the traditional setting where all read depths are identical, when heterogeneous read depths are incorporated, although $G \mapsto \Phi(G)$ is still a concave function, there is no theoretical guarantee about the uniqueness of $Q$s that maximize the objective function and whether the maximizer is unique or not is still open. This issue of computational uniqueness shall be compared to the parallel result in Theorem 2.2, which provides theoretical guarantee for the consistency of an arbitrary maximizer of the objective function as the sample size increases to infinity.

4. **Simulation Studies**

This section is split to two parts. The first part aims to show that the two NPMLE-based tests presented in Section 2 cannot dominate each other. To this end, we fix $K = 2$ and consider three designs with several cases of population models that will be detailed in Section 4.1. The second part provides some preliminary discussions on the computation complexity of the proposed algorithm.

4.1. **Finite-Sample Experiments**

**Designs.**

(A) Balanced designs with all read depths set to be 1, $n_1 = n_2 = 10$, and $N_{jk} = 50, 100, 500$ for each $j,k$.

(B) Balanced designs with read-depth effects with $n_1 = n_2 = 10$ and $N_{jk} = 50, 100$ and 500 for each $j,k$. In addition, in each round of the simulation, $r^{(1)}_i, i \in [N_{11}]$ are iid generated from Uniform$(0, 1.5)$ and then let $r^{(k)}_j = r^{(1)}_i$ for each $j,k$.

(C) A particular unbalanced design motivated by the single-cell RNA-seq data in Section 5 ahead, with $n_1 = 10, n_2 = 13$ and $N_{jk}$ be as in Table 1. For each round of the simulation, $r^{(k)}_j, i \in [N_{jk}], j \in [n_k], k \in [K]$ are iid generated from Uniform$(0, 1.5)$.

We then move on to specify the population model (2.1) used in our simulation studies. Hereafter, let $\operatorname{Gam}(a, b; B)$ denote a truncated Gamma distribution with a shape parameter $a > 0$, a rate parameter $b > 0$, and with any realization larger than $B$ shrunk to $B$. Let $\{\Delta^{(k)}_j, j \in [n_k], k \in [K]\}$ be iid generated from Uniform$(-1, 1)$.

**Population models.**

1. (a) $Q^{(k)}_j \sim \operatorname{Gam}(14 + \Delta^{(k)}_j, 7/4; 50)$ for each $j \in [n_k], k \in [2]$. (b) $Q^{(k)}_j \sim \operatorname{Gam}(14 + \Delta^{(k)}_j, 7; 50)$ for each $j \in [n_k], k \in [2]$. (c) $Q^{(k)}_j \sim \operatorname{Gam}(6 + \Delta^{(k)}_j, 1; 50)$ for each $j \in [n_k], k \in [2]$. 2. (a) $Q^{(1)}_j \sim \operatorname{Gam}(14 + \Delta^{(1)}_j, 7/4; 50)$ for each $j \in [n_1]$ and $Q^{(2)}_j \sim \operatorname{Gam}(6 + \Delta^{(2)}_j, 3/4; 50)$ for each $j \in [n_2]$. (b) $Q^{(1)}_j \sim \operatorname{Gam}(14 + \Delta^{(1)}_j, 7/3; 50)$ for each $j \in [n_1]$ and $Q^{(2)}_j \sim \operatorname{Gam}(6 + \Delta^{(2)}_j, 1/50)$ for each $j \in [n_2]$. (c) $Q^{(1)}_j \sim \operatorname{Gam}(14 + \Delta^{(1)}_j, 7/2; 50)$ for each $j \in [n_1]$ and $Q^{(2)}_j \sim \operatorname{Gam}(6 + \Delta^{(2)}_j, 3/2; 50)$ for each $j \in [n_2]$.

**Table 1.** $N_{jk}$ in the unbalanced design (Design C).

| $N_{11}$ | $N_{12}$ | $N_{21}$ | $N_{22}$ | $N_{12}$ | $N_{21}$ | $N_{22}$ | $N_{11}$ | $N_{12}$ | $N_{21}$ | $N_{22}$ | $N_{11}$ | $N_{12}$ | $N_{21}$ | $N_{22}$ |
|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| 388      | 1142     | 162      | 391      | 215      | 278      | 284      | 193      | 542      | 106      | 202      | 759      | 415      | 69       | 327      | 431      | 414      | 451      | 275      | 733      | 422      | 65       | 362      |
3. (a) $Q_{j}^{(1)} \sim \text{Gam}(4 + \Delta_{j}^{(1)}, 1; 20)$ for $j \in [n_1]$ and $Q_{j}^{(2)} \sim \text{Gam}(5 + \Delta_{j}^{(2)}, 1; 20)$ for $j \in [n_2]$.
(b) $Q_{j}^{(1)} \sim \text{Gam}(5 + \Delta_{j}^{(1)}, 1; 20)$ for $j \in [n_1]$ and $Q_{j}^{(2)} \sim \text{Gam}(6 + \Delta_{j}^{(2)}, 1; 20)$ for $j \in [n_2]$.
(c) $Q_{j}^{(1)} \sim \text{Gam}(6 + \Delta_{j}^{(1)}, 1; 20)$ for $j \in [n_1]$ and $Q_{j}^{(2)} \sim \text{Gam}(7 + \Delta_{j}^{(2)}, 1; 20)$ for $j \in [n_2]$.
4. (a) $Q_{j}^{(1)} \sim \text{Gam}(11 + \Delta_{j}^{(1)}, 1; 50)$ for $j \in [n_1]$ and $Q_{j}^{(2)} \sim \text{Gam}(12 + \Delta_{j}^{(2)}, 1; 50)$ for $j \in [n_2]$.
(b) $Q_{j}^{(1)} \sim \text{Gam}(12 + \Delta_{j}^{(1)}, 1; 50)$ for $j \in [n_1]$ and $Q_{j}^{(2)} \sim \text{Gam}(13 + \Delta_{j}^{(2)}, 1; 50)$ for $j \in [n_2]$.
(c) $Q_{j}^{(1)} \sim \text{Gam}(13 + \Delta_{j}^{(1)}, 1; 50)$ for $j \in [n_1]$ and $Q_{j}^{(2)} \sim \text{Gam}(14 + \Delta_{j}^{(2)}, 1; 50)$ for $j \in [n_2]$.

Our focus is on examining as well as comparing the empirical performance of the tests $\hat{T}_\alpha$ and $\hat{T}_{h,\alpha}$ with NPMLE calculated using the oracle $B$. Both of them are based on an exact critical value approximated by 1000 Monte Carlo simulations. The underlying nominal significance level is 0.05. For each setting, 1000 rounds of simulations were performed. We use VEM to compute NPMLEs with a stop tolerance 0.01. Optimization in Step 1 and Step 2 in VEM is implemented by the default interior-point algorithm in Matlab; see the support page of function "fmincon" for further details.

Table 2 shows the empirical sizes and powers (rejection frequencies) of tests $\hat{T}_\alpha$ and $\hat{T}_{h,\alpha}$. In short, the results confirm our earlier theoretical claims on the sizes and powers of $T_\alpha$ and $\hat{T}_{h,\alpha}$ in the different models and balanced designs (Designs (A) and (B)). Moreover, even under the unbalanced design (Design C), $T_\alpha$ and $\hat{T}_{h,\alpha}$ still perform well in terms of their empirical sizes and powers.

Some more detailed comparisons between $T_\alpha$ and $\hat{T}_{h,\alpha}$ are in line. The following observations depend on the "signal strengths" $D$ and $D_h$, defined as follows:

$$D := E(W_1(Q_1^{(1)}, Q_1^{(2)}))^2)$$

$$D_h := E(W_1(h_{Q_1^{(1)}}, h_{Q_1^{(2)}}))^2)$$

(4.1) and

(4.2)

First, empirical results for Model 1 illustrates that under $H_0$, empirical powers are close to the nominal level $\alpha = 0.05$, confirming the size validity of $\hat{T}_\alpha$ and $\hat{T}_{h,\alpha}$. In addition, even under the unbalanced design (Design C), empirical powers are stable and close to the nominal level $\alpha = 0.05$, indicating the robustness of the studied tests.

Second, we compare the empirical powers using Models 2, 3, and 4. In Model 2, $D$ is significantly larger than $D_h$ and the corresponding empirical powers of $\hat{T}_\alpha$ are all larger than those of $\hat{T}_{h,\alpha}$ in all three considered designs (Designs (A), (B), and (C)). This phenomenon is not surprising to us as the difference between variation between groups and variation within groups in mixing distributions is much larger than that in mixture distributions. Therefore, $\hat{T}_\alpha$ is more powerful than $\hat{T}_{h,\alpha}$.

In Model 3, $D$ is approximately equal to $D_h$ and the empirical power of $\hat{T}_\alpha$ is smaller than the empirical power of $\hat{T}_{h,\alpha}$ when $N$ is small (e.g., 50 and 100). However, the empirical powers of $\hat{T}_\alpha$ and $\hat{T}_{h,\alpha}$ are close when $N$ is large. Similar observation applies to Model 4, where $D$ is also approximately equal to $D_h$. However, compared to Model 3, the mixing distributions in Model 4 have larger $B$ and thus the empirical powers of $\hat{T}_{h,\alpha}$ are higher than the empirical powers of $\hat{T}_\alpha$ even for $N = 500$, especially under

Table 2. Empirical sizes and powers of $\hat{T}_\alpha$ and $\hat{T}_{h,\alpha}$; here $D$ and $D_h$ are defined in (4.1) and (4.2).

| Model | 1(a) | 1(b) | 1(c) | 2(a) | 2(b) | 3(a) | 3(b) | 3(c) | 4(a) | 4(b) | 4(c) |
|-------|------|------|------|------|------|------|------|------|------|------|------|
| D     | 0.00 | 0.00 | 0.00 | 0.59 | 0.32 | 0.15 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| D_h   | 0.00 | 0.00 | 0.00 | 0.22 | 0.10 | 0.09 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| N     |      |      |      |      |      |      |      |      |      |      |      |
| 50    | 0.05 | 0.05 | 0.04 | 0.64 | 0.59 | 0.36 | 0.81 | 0.77 | 0.69 | 0.53 | 0.51 |
| 100   | 0.04 | 0.03 | 0.02 | 0.63 | 0.84 | 0.57 | 0.87 | 0.83 | 0.72 | 0.68 | 0.68 |
| 500   | 0.04 | 0.03 | 0.01 | 0.61 | 0.94 | 0.55 | 0.86 | 0.83 | 0.71 | 0.68 | 0.62 |
| N     |      |      |      |      |      |      |      |      |      |      |      |
| 50    | 0.05 | 0.04 | 0.04 | 0.97 | 0.21 | 0.11 | 0.83 | 0.83 | 0.77 | 0.67 | 0.63 |
| 100   | 0.03 | 0.02 | 0.03 | 0.97 | 0.24 | 0.13 | 0.80 | 0.82 | 0.76 | 0.71 | 0.71 |
| 500   | 0.02 | 0.01 | 0.04 | 0.98 | 0.30 | 0.18 | 0.91 | 0.91 | 0.84 | 0.79 | 0.79 |
| N     |      |      |      |      |      |      |      |      |      |      |      |
| 50    | 0.04 | 0.03 | 0.05 | 0.86 | 0.50 | 0.33 | 0.79 | 0.76 | 0.72 | 0.59 | 0.52 |
| 100   | 0.03 | 0.02 | 0.03 | 0.79 | 0.77 | 0.51 | 0.87 | 0.86 | 0.84 | 0.71 | 0.73 |
| 500   | 0.02 | 0.01 | 0.04 | 0.98 | 0.92 | 0.93 | 0.93 | 0.92 | 0.93 | 0.82 | 0.82 |
| N     |      |      |      |      |      |      |      |      |      |      |      |
| 50    | 0.04 | 0.03 | 0.05 | 0.86 | 0.19 | 0.10 | 0.82 | 0.80 | 0.72 | 0.63 | 0.61 |
| 100   | 0.03 | 0.02 | 0.03 | 0.77 | 0.76 | 0.13 | 0.88 | 0.87 | 0.85 | 0.77 | 0.78 |
| 500   | 0.02 | 0.01 | 0.04 | 0.98 | 0.93 | 0.95 | 0.95 | 0.93 | 0.92 | 0.92 | 0.92 |
| N     | 0.04 | 0.03 | 0.05 | 0.86 | 0.98 | 0.90 | 0.90 | 0.90 | 0.90 | 0.90 | 0.90 |
| Table 1 |      |      |      |      |      |      |      |      |      |      |      |
| N     | 0.04 | 0.03 | 0.05 | 0.86 | 0.34 | 0.17 | 0.96 | 0.94 | 0.95 | 0.92 | 0.92 |
Design (A). Some pilot studies to explain this phenomenon will be put in Section 6, where we analyze the finite-sample behavior of the NPMLE under an exploratory simplified setting where all read depths are fixed to be 1. There, the rate of convergence of NPMLE, at the worst case, is showed to be $O(\log \log N/ \log N)$; in contrast, Lambert and Tierney (1984, Lemma 4.1 and Theorem 4.1) showed that the Poisson-smoothed NPMLE attains a near-root-$n$ rate of convergence to the mixture distribution.

### 4.2. Time Complexity and Actual Running Time

This section provides some discussions on the algorithm implemented in Section 4.1, with $B$ assumed to be bounded. This algorithm consists of two major parts: (a) implementing the VEM algorithm detailed in Section 3 for calculating estimates of the mixing distributions; (b) feeding the estimates to the permutation tests in Section 2.2. In the following we discussed the computation complexity of these two parts separately.

#### 4.2.1. Time Complexity of NPMLE

We start with an analysis of the VEM algorithm. Using the notation of Section 3, every iteration of VEM involves the following three steps:

1. Find $\lambda_{\max} = \arg \max_{\lambda \in [0, B]} \Phi'(G_L, \delta_\lambda)$;
2. Find $\lambda_{\min} = \arg \min_{\lambda \in \text{supp}(G_L)} \Phi'(G_L, \delta_\lambda)$;
3. Find $\alpha_{\max} = \arg \max_{\alpha \in [0, 1]} \Phi(G_L \oplus \alpha G_L(\lambda_{\min}) \ominus \delta_{\lambda_{\min}})$,

where it is reminded that

$$
\Phi'(G_L, \delta_\lambda) = \frac{1}{N} \sum_{i \in [N]} e^{-\lambda_i r_i} (\lambda r_i)^{X_i} - 1.
$$

In Step 1, to obtain an $\epsilon$-accuracy (with respect to the objective function) solution, we search over an $\epsilon$-grid on $[0, B]$ (i.e., $[0, 0.1, 0.2, \ldots, B]$) and then use a gradient-descent algorithm with the best result over the grid as the initial value to obtain an accurate solution, an idea commonly used in literatures; see, for example, Lindsay (1995, chap. 6.1). Since the derivative of $\lambda \mapsto \Phi'(G_L, \delta_\lambda)$ is bounded on $[0, B]$, it is immediate that this grid search method indeed leads to an $\epsilon$-accuracy solution for sufficiently small $\epsilon$; here the boundedness of the derivative of $\lambda \mapsto \Phi'(G_L, \delta_\lambda)$ follows from the derivative of $\lambda \mapsto e^{-\lambda r_i} (\lambda r_i)^{X_i}$, that is,

$$
e^{-\lambda r_i} (\lambda r_i)^{X_i} = \frac{\lambda}{\lambda_i} e^{-\lambda r_i} (\lambda r_i)^{X_i} - 1 \quad \text{if } X_i = 0,
$$

$$
e^{-\lambda r_i} (\lambda r_i)^{X_i} = \frac{\lambda x_i e^{-\lambda r_i} (\lambda r_i)^{X_i-1} (X_i - r_i)}{\lambda_i} \quad \text{if } X_i \geq 1,
$$

which is bounded on $[0, B]$. The time complexity for the grid search method is $O(N^2/\epsilon)$, where $N^2$ comes from the sum of index $i \in [N]$ and $m \in [M]$ with $M \leq N$. For the time complexity of the gradient-descent algorithm, it follows from Nesterov's Theorem (Nesterov 2003, Theorem 2.1.14) that one needs $O(N^2/\epsilon)$ iterations to obtain an $\epsilon$-accuracy solution as long as the objective function has a Lipschitz continuous gradient, or equivalently, the boundedness of the second derivative of $\lambda \mapsto \Phi'(G_L, \delta_\lambda)$. This follows from the boundedness of the second derivative of $\lambda \mapsto e^{-\lambda r_i} (\lambda r_i)^{X_i}$, that is,

$$
e^{-\lambda r_i} (\lambda r_i)^{X_i} = \begin{cases} 
\lambda \frac{\lambda}{\lambda_i} e^{-\lambda r_i} (\lambda r_i)^{X_i} - 1 & \text{if } X_i = 0, \\
\frac{\lambda x_i e^{-\lambda r_i} (\lambda r_i)^{X_i-1} (X_i - r_i)}{\lambda_i} & \text{if } X_i \geq 1,
\end{cases}
$$

on $[0, B]$.

In Step 2, since the support size of $G_L$ is at most $N$ and the summation over $i$ is from 1 to $N$ in $\Phi'(G_L, \delta_\lambda)$, a brutal force method requires at most $O(N^2)$ to find the $\lambda_{\min}$. The time complexity for Step 3 is the same as for Step 1 by analogous arguments, and hence the total time complexity in three steps is $O(N^2/\epsilon)$ to obtain an $\epsilon$-accuracy solution in each iteration.

To determine the total time complexity, it remains to determine how many iterations (recalling that each iteration contains the above three steps) are needed. It follows from Böhning (1982, Assumption (iii) and its proof) or Equation (A.11) in the supplementary materials that the increase of the objective function is strict and linear after each iteration. Accordingly, the number of iterations is $O(1/\epsilon)$ to obtain an $\epsilon$-accuracy solution and the total time complexity for the VEM algorithm is $O(N^2/\epsilon^2)$.

Table 3 shows the actual running time (in seconds) for computing NPMLEs averaged over 100 simulations; recall that the tolerance level is set to be 0.01. Here we adopt the Design (B) with $N = 500$, $[r_i : i \in [N]] \overset{iid}{\sim}$ Uniform$(0.5, 1.5)$, and consider three population models, Gam(14,1;50), Gam(10,1;50), and Gam(6,1;50). The simulation is conducted over a laptop with a 1.8 GHz Intel Core i5 processor and an 8 GB memory.

#### 4.2.2. Time Complexity of Permutation Tests

We then move on to examine the time complexity of the remaining parts. For computing $W_1$ distance between two Poisson mixture distributions, where the corresponding mixing distributions are both supported over at most $M$ points, first note that the time complexity of computing the mixture density at any point is $O(M)$. Moreover, it follows from Poisson tail inequality (see Lemma B.5 in the supplementary materials) that as long as the support mixing distributions is bounded by some positive constant, it suffices to compute the mixture densities over at most $O(\log(1/\epsilon))$ points to obtain an $\epsilon$-accuracy solution. As a consequence, the time complexity for computing the $W_1$ distance between two Poisson mixtures is $O(M \sqrt{\log(1/\epsilon)})$.

With a little abuse of notation, let's use $N$ to denote $\max \{N_k\}$. Since each NPMLE is supported over at most $N$ points, the time complexity of computing the $W_1$ distance of estimated mixture and mixing distributions is $O(N \sqrt{\log(1/\epsilon)})$ and hence the time complexity of computing the $W_1$ distance matrix is $O(n_1 n_2 N \sqrt{\log(1/\epsilon)})$, where $n_1$ and $n_2$ are the number of subjects in each group. As a result, the total time complexity
of performing permutation-based test is
\[ O(n_1 n_2 N \sqrt{\log(1/\epsilon)} + n_1 n_2 M), \]
where \( M \) represents the set number of permutations.

For an example of the actual running time, with \( M = 1000 \),
the total time to perform permutation tests with mixture and
mixing distribution estimates input is averagely 0.19 sec on a
laptop with a 1.8 GHz Intel Core i5 processor and a 8 GB
memory, where the mixing distributions are NPMLEs estimated
under Design (A) and Model 4(c) with \( N = 500 \).

5. Applications to Single-Cell Genomics

This section applies the studied permutation tests to a scRNA-
seq data. There has been a large literature studying fitting RNA-
seq data using Poisson mixtures including, for example, over-
dispersed Poisson model (Robinson, McCarthy, and Smyth
2010), Poisson-Gamma model (Love, Huber, and Anders 2014; Huang et al. 2018),
Poisson-Beta model (Vu et al. 2016), Poisson-log normal model (Silva et al. 2019),
finite mixture models (Wu, Qin, and Zhu 2013), zero-inflated mixture Poisson
model with K-clusters (Rau et al. 2015), finite Poisson mixture
models (Lu 2018). Compared to
parametric Poisson mixture models, nonparametric Poisson
mixture models haven’t received much attention; some notable
exceptions include Bi and Davuluri (2013), Dadaneh, Qian, and
Zhou (2018), Sarkar and Stephens (2021), the latter of which
was closely followed by us.

5.1. Dataset Description

The scRNA-seq data used in this article is obtained from Velme-
shev et al. (2019), which focused on autism spectrum disorder
(ASD) and recorded gene expression of 23 subjects (13 ASD vs.
10 control) and 18,041 genes for each subject from 17 different
cell types and 2 different brain regions. Here we focus on the
brain region prefrontal cortex, which is more relevant to autism
disease etiology. Moreover, each subject has seven covariates
including age, sex, diagnosis, capbatch, seqbatch, postmortem
interval (PMI), and RNA integrity number (RIN).

We focus on a pre-selected subset including 100 genes
(names of the genes put in Table 4) that were documented to
be related to body height; for relation between ASD and body
height, see, for example, Fukumoto et al. (2011) and Chawarska
et al. (2011). In addition to permutation testing with either
estimated distributions or mixture distributions, we also
consider DESeq2 (Love, Huber, and Anders 2014) as a bench-
mark. In implementing the two considered permutation tests,
we adopt a common strategy to incorporate four covariates:
age, sex, seqbatch, and RIN. The other two covariates PMI and
capbatch are not significantly associated with gene expression
given the other covariates, since their p-value distributions
across all genes are uniform. The corresponding tests were
denoted as \( \hat{T}_Z \) (with the original NPMLE) and \( \hat{T}_{h,Z} \)
(with the Poisson-smoothed NPMLE). Implementation details—
including the choice of \( B \), the choice of read depths, and an
additional step of covariate adjustment based on the work of
Zhang et al. (2022)—were put in the Section C, supplementary
materials.

5.2. Implementation Results

Using \( \hat{T}_Z \), 9 genes are significant under the threshold of false
discovery rate (FDR) 0.05 after multiple testing correction by the
Benjamini-Hochberg procedure. Replacing \( \hat{T}_Z \) by \( \hat{T}_{h,Z} \), 8 genes
are significant under the same threshold of FDR and 7 genes are
coincident with significant genes found by \( \hat{T}_Z \). This shows some
consistency between \( \hat{T}_Z \) and \( \hat{T}_{h,Z} \).

Furthermore, by DESeq2 there are seven significant genes
under the same threshold of FDR and all of them are coincident
with significant genes found by \( \hat{T}_Z \). In other words, among sig-
ificant genes found by \( \hat{T}_Z \), 78% significant genes are coincident
with genes found by DESeq2 and 22% are new which means \( \hat{T}_Z \)
could enrich the set of significant genes found by the standard
method DESeq2.

Similarly, six genes are coincident with significant genes
found by \( \hat{T}_{h,Z} \). In other words, among significant genes found
by \( \hat{T}_{h,Z} \), 75% significant genes are coincident with genes found
by DESeq2 and 25% are new which means \( \hat{T}_{h,Z} \) could enrich the
set of significant genes found by the standard method DESeq2.
In one word, both \( \hat{T}_Z \) and \( \hat{T}_{h,Z} \) could enrich the set of significant
genes found by DESeq2. Further details are summarized in
Figure 1.

Our results can also be justified by functions of significant
genes. For example, fasting blood glucose measurement is not
only one of functions of gene DHR57B, but also related to
ASD (Hoirisch-Clapauch and Nardi 2019). More such results are
summarized in Table 5.

Table 4. All genes used in Section 5.

| Gene  | Symbol | Chromosome | Start | End |
|-------|--------|------------|-------|-----|
| DST   | CHSY3  | 2          | 12524 | 12914|
| ELL   | ODF2L  | 12         | 77277 | 77525|
| DAP   | S5H2   | 11         | 15894 | 16010|
| GHR   | KCNK9  | 3          | 37111 | 37220|
| KIZ   | SHPRH  | 14         | 14816 | 14928|
| IL16  | MTMR3  | 10         | 10241 | 10363|
| BST2  | UMD1   | 20         | 20287 | 20364|
| LHX2  | FB2P   | 17         | 17311 | 17320|
| RLF   | LAYN   | 11         | 11235 | 11260|
| DAZL  | CEP1F2 | 14         | 14171 | 14260|
| BCL9  | LRWD1  | 2           | 20820 | 20960|
| NRK   | GCLC   | 1           | 10871 | 10900|
| ANKDD1| ZNF710A51 | 1      | 11020 | 11040|
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This section provides additional theoretical support for the use of NPMLEs in forming up the tests $\hat{T}_o$ and $\hat{T}_{h.o}$ in Section 2. To this end, due to the technical challenges, focus is restricted to a simplified setting of (2.2), where the observations $\{X_i, i \in [N]\}$ independently follow a distribution of PMF

$$h_Q(x) = \int_0^B e^{-\lambda} \frac{x^\lambda}{\lambda!} dQ(\lambda), \quad x = 0, 1, 2, \ldots, \quad (6.1)$$

where $Q$ is a deterministic measure supported on $[0, B]$ that cannot be characterized by a simple parametric model. This is exactly the classic nonparametric Poisson mixture setup, and we study the nonasymptotic behavior of the following NPMLE

$$\hat{Q} = \arg\max_{Q \text{ of support } [0, B]} \sum_{i \in [N]} \log h_Q(X_i). \quad (6.2)$$

Note that the above NPMLE is the simplified version of (2.5) with all read depths there forced to be one.

There has been an enormous literature studying the NPMLE (6.2) under the nonparametric Poisson mixture model (6.1). Earlier results on the existence, discreteness (of the NPMLE support), and computation include, among many others, Simar (1976), Laird (1978), Jewell (1982), Lindsay (1983a), Lindsay (1983b), and Lindsay and Roeder (1993); see also Lindsay (1995) for a survey. Consistency of NPMLEs was established in, among many others, Kiefer and Wolfowitz (1956), Simar (1976), and Pfanzagl (1988); see also Chen (2017) for a survey.

Beyond these important results, there has been another track of substantial research that is focused on establishing the minimax rate in estimating the mixing distribution (mostly on the density function) of nonparametric Poisson mixtures. Notable results there include Zhang (1995), Loh and Zhang (1996), van de Geer (1999), Hengartner (1997), van de Geer (2003), Roueff and Rydén (2005), and Rebafka and Roueff (2015). However, to our knowledge, a study on the minimax optimality and the corresponding convergence rates for NPMLEs under a fully nonparametric Poisson mixture model is still absent from the literature.

Before presenting our main result in this section, we would love to highlight again that, due to the nature of nonasymptotic analysis, all the parameters in the model (6.1), including $B$, are allowed to change with $N$. This is a strict generalization of the “asymptotic” setting in Section 2, where, due to the additional hardness of handling the read depth as well as for simplifying notation and assumptions, we do not intend to establish similar nonasymptotic results.

Our first theorem concerns with the NPMLE’s rate of convergence.

**Theorem 6.1 (Upper bound of NPMLEs).**

(a) Suppose there exists a universal constant $c_0 > 0$ such that $B \leq c_0 \log N$. Then there exists a positive constant $C = C(c_0)$ such that for all sufficiently large $N (> N_0(c_0))$ we have

$$\sup_{Q \text{ of support } [0, B]} E \left[ W_1(\hat{Q}, Q) \right] \leq C \frac{B}{\log N} \log \left( \frac{\log N}{B} \right) + c \quad (6.3)$$

(b) Suppose there exist universal strictly positive constants $c_0, C_0$ and $c_0, C_0, \epsilon_0 \in (0, 1/3)$ such that $B \in \left[ c_0 \log N, C_0 N^{1/3 - \epsilon_0} \right]$. Then there exists a strictly positive constant $C = C(c_0, C_0)$ such that for all sufficiently large $N (> N_0(c_0, C_0, \epsilon_0))$ we have

$$\sup_{Q \text{ of support } [0, B]} E \left[ W_1(\hat{Q}, Q) \right] \leq C \sqrt{\frac{B}{\log N}}. \quad (6.4)$$

**Remark 6.1.** We believe that the condition $B \leq c_0 N^{1/3 - \epsilon_0}$ in Theorem 6.1(b) is somewhat necessary. In particular, assuming there exist $c_0 > 0, \delta > 0$ such that $B \geq c_0 N^{2+\delta}$, we conjecture that a sufficiently small constant $c = c(0, \delta)$ exists such that for all $N$ large enough, $\inf_{Q} \sup_{\hat{Q}} E \left[ W_1(\hat{Q}, Q) \right] \geq c \sqrt{B}$ but not $\sqrt{B}/\log N$; here the infimum and supremum are taken over all estimators and all distributions of support $[0, B]$. At this moment, we do not know how to prove this conjecture.

Our second theorem concerns with minimax lower bounds in estimating mixing distributions in model (6.1). Combined with Theorem 6.1, it confirms the NPMLE’s minimax optimality.
Theorem 6.2 (Minimax lower bound of mixing distribution estimation).

(a) Supposing there exists $c_0 > 0$ such that $B \leq c_0 \log N$, it follows that for any $N \geq 3$,
\[
\inf_{\tilde{Q}, Q} \mathbb{E}[W_1(\tilde{Q}, Q)] \geq \frac{B}{24e \log N} \log \left( \frac{16c_0 \log N}{B} \right).
\]

(b) Supposing there exists $c_0 > 0$ such that $B \geq c_0 \log N$, it follows that for any $N \geq 1$,
\[
\inf_{\tilde{Q}, Q} \mathbb{E}[W_1(\tilde{Q}, Q)] \geq \frac{3}{40c_0^4} \sqrt{\frac{B}{c_0 \log N}}.
\]

In the above, the infimum and supremum are understood to be taken over all estimators and all distributions of support $[0, B]$.

Remark 6.2. Under fully nonparametric binomial mixture models, minimax optimal convergence rates for NPMLEs of mixing distributions were obtained by Vinayak et al. (2019, sec. 3) in terms of the $W_1$ distance. Under fully nonparametric binomial and Gaussian mixture models, Tian, Kong, and Valiant (2017, Theorem 1) and Wu and Yang (2020, p. 1985) obtained optimal convergence rates for moment-based estimators in terms of $W_1$ distance; see also Polyanskiy and Wu (2020, Remark 2). Nguyen (2013, Theorems 1 and 2) upper bounded the Wasserstein distance between mixing distributions by the divergence between the corresponding mixture distributions under general mixture models, with normal mixture models as an example in Example 2. However, their results cannot be applied here since Theorem 1 restricts the mixing distribution being discrete and Theorem 2 is only for convolution mixture models.

Remark 6.3. Comparing the theoretical results in Theorem 6.1 to the empirical observations in Sections 4 and 5 suggests an interesting discrepancy, that a slow logarithmic convergence rate of estimation can yield tests of power in finite-sample studies. To explain this, we note that the derived rates of convergence are in the minimax sense and hence necessarily conservative against many special types of alternatives. In particular, recent results (Saha and Guntuboyina 2020; Kim and Guntuboyina 2022) revealed that, in various related scenarios, NPMLEs are provably able to adapt to the structure of mixing density and hence yield much faster convergence rates. A complete study of this phenomenon in our setting, however, has to be left to the future.

Supplementary Materials

The supplemental materials contain all the proofs and the implementation details for the real experiment presented in Section 5.
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