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ABSTRACT

Due to domain shift, deep neural networks (DNNs) usually fail to generalize well on unknown test data in practice. Domain generalization (DG) aims to overcome this issue by capturing domain-invariant representations from source domains. Motivated by the insight that only partial parameters of DNNs are optimized to extract domain-invariant representations, we expect a general model that is capable of well perceiving and emphatically updating such domain-invariant parameters. In this paper, we propose two modules of Domain Decoupling and Combination (DDC) and Domain-invariance-guided Backpropagation (DIGB), which can encourage such general model to focus on the parameters that have a unified optimization direction between pairs of contrastive samples. Our extensive experiments on two benchmarks have demonstrated that our proposed method has achieved state-of-the-art performance with strong generalization capability.

Index Terms—Domain generalization, domain shift, domain-invariant parameters

1. INTRODUCTION

Deep neural networks (DNNs) have made advanced progress on computer vision over the past few years. Most algorithms strongly rely on the assumption that training data and test data are independent and identically distributed [1]. However, in many practical applications, domain shift often leads to performance degeneration of DNNs, which greatly hinder their further development. To deal with the issue of domain shift, Domain Generalization [2, 3, 4] is proposed to learn general representations without accessing the target domain. Existing methods have made tremendous progress on utilizing adversarial training [5, 6, 7], meta learning [8, 9, 10] and data augmentation [11, 4, 12, 13] to explore different types of invariances from the source domains. Such invariances commonly refers to domain-invariant information that is strongly related to task objectives.

Aside from the domain-invariant information, the other particular domain characteristics with different distributions also play an important role to tackle domain shift, namely domain-specific information. The major limitation of domain generalization is the restricted diversity of domain-specific information [4], some methods [11, 4, 12, 13] make efforts to increase this diversity by augmenting the source data. Although these methods have achieved a moderate improvement, only enriching the source data according to the existing distribution still suffers from the overfitting issue. As shown in Fig 1, the augmented and original samples share a high similarity in the feature space.

Inspired by the observation that partial parameters of a model dominate the domain-invariant representation [14], we propose to enable the model to adaptively perceive and update the domain-invariant parameters to relieve the overfitting issue. To achieve this, we design a framework that learns to learn domain-invariant parameters via paired contrastive samples. In particular, we first develop a Domain Decoupling and Combination (DDC) module, to decompose the features into domain-specific and domain-invariant ones via Fourier transform [15] and then randomly combine them to generate novel domain representations. The original and novel domain
The major challenge of domain generalization is to learn a model that generalizes well on unseen target domains. Notably, different domains share the same label space of $y$, but they contain pairs of data and label $\{(x_i^j, y_i^j)\}_{j=1}^{N_i}$, where $N_i$ is the number of images in the $i$-th domain. Notably, different domains share the same label space of $y_i \in \{1, \ldots, C\}$. The major challenge of domain generalization is to learn a domain-agnostic model $f_0 : X \rightarrow Y$ by only using the source domain-specific features in frequency space to extend the information, we investigate the different combinations of the domain-specific features in frequency space to extend the training samples.

In this section, we first describe the formulation of domain generalization for object recognition and its challenge, then present the proposed Domain Decoupling and Combination (DDC) and Domain-invariance-guided Backpropagation (DIGB) modules in details. The overview of our method is illustrated in Fig. 2.

## 2. METHOD

### 2.1. Preliminaries

In domain generalization, we denote the training set of multi-source domains as $D_s = \{D_1, D_2, \ldots, D_K\}$. Each domain $D_i$ contains pairs of data and label $\{(x_{i}^{j}, y_{i}^{j})\}_{j=1}^{N_i}$, where $N_i$ is the number of images in the $i$-th domain. Notably, different domains share the same label space of $y_i \in \{1, \ldots, C\}$. The major challenge of domain generalization is to learn a domain-agnostic model $f_0 : X \rightarrow Y$ by only using the source domains, so that it is able to generalize well on unseen target domains $D_t$.

### 2.2. Domain Decoupling and Combination

The Domain Decoupling and Combination (DDC) module is designed to generate pairs of contrastive samples with the same domain-invariant information but different domain-specific information based on the decomposition of frequency signal. Given a sample $z \in \mathbb{R}^{C \times H \times W}$, the formulation of its Fourier transformation [15] on each channel is defined as:

$$\mathcal{F}(z)(u, v) = \sum_{h=0}^{H-1} \sum_{w=0}^{W-1} z(h, w)e^{-j2\pi(\frac{h}{H}u + \frac{w}{W}v)}, \quad (1)$$

where $u$ and $v$ represent the coordinates in frequency space. Subsequently, the frequency signal $\mathcal{F}(z)$ is decomposed to amplitude spectrum $\mathcal{A} \in \mathbb{R}^{C \times H \times W}$ and phase spectrum $\mathcal{P} \in \mathbb{R}^{C \times H \times W}$. This is motivated by the finding that the amplitude component $\mathcal{A}$ retains rich domain-specific information (i.e., style), and the phase component $\mathcal{P}$ mainly captures domain-invariant information (i.e., content) [16]. Ideally, a controllable and efficient data generation can be achieved by exchanging the amplitude component $\mathcal{A}_s$ from other source data $z_s$ while preserving the phase component $\mathcal{P}_c$ of each instance $z_c$.

As shown in Fig. 2(b), we introduce a binary mask whose origin locates at the center: $\mathcal{M} = 1_{(h, w) \in [-\alpha H, \alpha H, -\alpha W, \alpha W]}$, where $\alpha$ is a hyper-parameter within the range of $[0, 1]$ to control the proportion of the frequency component that needs to be exchanged. In our implementation, we sample the controller $\alpha$ from a beta distribution to achieve a trade-off between high and low frequencies, which represent the details and the overview of images respectively [17]. Then a linearly interpolating mechanism is introduced to synthesize the novel style information:

$$\hat{\mathcal{A}}' = ((1 - \lambda)\mathcal{A}_c + \lambda\mathcal{A}_s) \ast \mathcal{M} + \mathcal{A}_c \ast (1 - \mathcal{M}), \quad (2)$$
where $\lambda$ is an instance-specific weight, following the random mix weight in MixStyle [4]. Finally, the novel domain feature $\hat{z}'$ is generated by combining different style information from arbitrary source domains with unaffected content information via inverse Fourier transformation: $\hat{z}' = F^{-1}(\hat{A}' \cdot P_c)$.

2.3. Domain-invariance-guided Backpropagation

The motivation behind Domain-invariance-guided Backpropagation (DIGB) is that the model optimization direction is sensitive to the distribution shift [18]. The main idea is to distinguish both domain-specific and domain-invariant parameters by comparing their evolution paths on different domain data. As aforementioned, the proposed DDC module generates adequate pairs of contrastive samples from different distributions that are then fed into a siamese network, and the corresponding predictions $\hat{y}$ and $\hat{y}'$ are supervised by the same label $y$. The individual classification error $\ell_\theta$ for the $j$-th data sample $(x_i^j, y_i^j)$ from domain $D_i \in D_s$ is calculated as:

$$\ell_\theta(f_\theta(x_i^j), y_i^j) = -y_i^j \log(\sigma(f_\theta(x_i^j; \theta))),$$

(3)

where $\sigma$ denotes the softmax function. Note that the classification error of the contrastive sample of $(x_i^j, y_i^j)$ is formulated similarly as Eq. 3 with its unique prediction as $f_\theta'(x_i^j)$. As for the backpropagation algorithm employing gradient descent, the gradient vector $g_l^i = \nabla_{\theta_l} \ell_\theta(f_\theta(x_i^j), y_i^j)$ for the $l$-th layer represents the optimization direction of search space $\theta_l$, where $l \in \{1, \ldots, L\}$ and $L$ denotes the total number of layers. Then the layer-wise sensitivity correlated to the domain shift can be viewed as the correlation between two optimization directions for the parameters of each layer, such as $g_l^i$ and $g_l'^i$. Following [18], the cosine similarity $s_l^i$ is utilized to represent the correlation between the two gradient vectors:

$$s_l^i = \frac{\hat{g}_l^i \cdot g_l'^i}{\|\hat{g}_l^i\| \|g_l'^i\|} \in \mathbb{R}.$$

(4)

Here, we intentionally use a continuous interval to distinguish domain-specific and domain-invariant model parameters rather than discrete values. Specifically, the calculated cosine similarities are processed with a min-max normalization and formed into an enhancement vector before sending to the conventional optimizer (i.e., SGD): $\hat{g}_l = (g_l + g_l') \cdot w_l$. Furthermore, to avoid unstable measurement, the similarity vector $w$ is updated via exponential moving average: $w = \beta \cdot w + (1 - \beta) \cdot \hat{w}$, where $\hat{w}$ is the estimation from current mini-batch, and $\beta$ is the momentum hyper-parameter with default 0.999.

3. EXPERIMENTS

In this section, we evaluate our methods on two popular domain generalization benchmarks, and analyze the effectiveness from a wide range of aspects.

3.1. Datasets and Implementation Details

PACS [21] consists of 9,991 images from 4 domains with different image styles and 7 classes. Office-Home [22] is a larger and more challenging dataset with 4 domains. Each domain involves 65 categories of objects found in office and home.

We adopt ResNet-18 and ResNet-50 pre-trained on ImageNet as our backbone following previous work [4, 11]. We train the network with Stochastic Gradient Descent (SGD) optimizer and set the batch size to 64. The initial learning rate is 0.002 with cosine decay rule for 50 epochs. We use the common leave-one-domain-out evaluation to demonstrate the effectiveness of our method. Specifically, we select three domains as the source for training, and the remaining one as the target. All reported results are the average of three runs with different random seeds following previous work [4].

3.2. Comparison with State-of-the-art Methods

PACS: The results are shown in Table 1. Compared with the baseline of vanilla ResNet-18, our method achieves significant improvements of 10.1% on art painting, 5.7% on cartoon, and 14.4% on sketch. Eventually, the average accuracy exceeds the baseline of 7.7% which demonstrates the effectiveness of our method. When it comes to the widely used methods, our method beats most of them by a large margin, including MixStyle [4], DSU [12]. Significantly, our method also surpasses the latest state-of-the-art (SOTA) TAF-Cal [13] with 0.4% on ResNet-18, and MVDG [10] with 0.6% on ResNet-50.

| Dataset | Backbone | PACS | ResNet50 | Office-Home |
|---------|----------|------|----------|-------------|
| Target Domain | A | C | P | S | Avg | A | C | P | R | Avg |
| Baseline | 77.0 | 75.5 | 98.6 | 69.2 | 78.5 | 86.2 | 78.7 | 97.7 | 70.6 | 83.3 | 58.9 | 49.4 | 74.3 | 56.2 | 46.7 |
| MixStyle [4] | 84.1 | 78.8 | 96.1 | 75.9 | 85.7 | 85.7 | 58.7 | 74.2 | 75.8 | 84.3 | 60.2 | 54.8 | 74.1 | 75.1 | 66.1 |
| DSU [12] | 85.6 | 79.6 | 95.6 | 77.6 | 84.1 | 85.1 | 85.4 | 81.8 | 94.5 | 84.5 | 80.2 | 60.3 | 54.9 | 74.5 | 76.6 | 66.6 |
| FACT [11] | 85.4 | 78.4 | 95.2 | 79.2 | 84.6 | 85.9 | 91.6 | 98.4 | 84.5 | 88.2 | 60.3 | 54.9 | 74.5 | 76.6 | 66.6 |
| RSC [19] | 83.4 | 80.3 | 96.0 | 80.9 | 85.2 | 85.7 | 87.9 | 92.2 | 97.9 | 83.4 | 85.9 | 60.2 | 53.5 | 74.4 | 76.6 | 66.2 |
| FSDCL [20] | 85.3 | 81.3 | 95.6 | 81.2 | 85.9 | 85.5 | 83.8 | 94.6 | 82.9 | 88.0 | 60.3 | 54.3 | 75.1 | 77.5 | 66.8 |
| MVDG [10] | 85.6 | 80.0 | 95.5 | 85.4 | 86.6 | 89.3 | 93.4 | 94.7 | 84.6 | 89.3 | 60.3 | 54.3 | 75.1 | 77.5 | 66.8 |
| TAF-Cal [13] | 85.7 | 82.6 | 96.1 | 82.6 | 88.4 | 90.5 | 84.9 | 97.8 | 83.8 | 89.3 | 61.5 | 58.9 | 74.9 | 77.0 | 67.1 |

Table 1. Performance comparison with other methods for domain generalization.
Effectiveness Analysis: We also apply our DIGB module to another data augmentation methods [4, 12] that employing different domain decomposition methods. The results in Table 2(b) show that our module cooperates smoothly with the new domain decomposition method and achieves promising performance improvement (especially on sketch that has an extensive domain shift), which indicates that strengthening domain-invariant parameters is universal and effective enough to cope with many existing augmentation methods.

Robust Analysis: We perform robust evaluation on a new benchmark for robustness in real-world Out-of-Distribution Shifts [23]. In Table 2(c), our method achieves satisfactory improvement with the average accuracy of six real-world domain shifts compared to the baseline and MixStyle [4]. It indicates that our method is robust to varied domain shifts, not only the limited domain gap dominated by style information.

Domain Invariance Analysis: In Table 2(c), our method achieves satisfactory improvement with the average accuracy of six real-world domain shifts compared to the baseline and MixStyle [4]. It indicates that our method is robust to varied domain shifts, not only the limited domain gap dominated by style information.

Table 2. Ablation study and further analysis. Note that * represents the reproduced results.

| Method | A | C | P | S | Avg. | Method | A | C | P | S | Avg. |
|--------|---|---|---|---|------|--------|---|---|---|---|------|
| Baseline | 87.0 | 75.9 | 96.0 | 69.2 | 79.5 | MixStyle* [11] | 82.5 | 79.4 | 96.0 | 71.1 | 82.2 |
| +DDC | 83.4 | 78.6 | 95.2 | 77.4 | 83.7 | MixStyle-DIGB | 83.1 | 80.5 | 96.4 | 75.4 | 83.9 |
| +DIGB | 85.1 | 80.6 | 96.2 | 81.9 | 86.0 | DSC [12] | 81.5 | 80.0 | 96.0 | 76.6 | 83.5 |
| +MVP | 87.1 | 81.6 | 96.5 | 83.6 | 87.2 | DSC+DIGB | 83.7 | 81.8 | 96.2 | 77.5 | 84.8 |

(a) Ablation study

(b) Applying DIGB to other methods

Table 2. Ablation study and further analysis. Note that * represents the reproduced results.

| Methods | A | C | P | S | Avg. |
|---------|---|---|---|---|------|
| Baseline | 91.9 | 84.4 | 90.5 | 88.4 | 82.2 |
| MixStyle [4] | 91.3 | 83.4 | 88.4 | 87.8 | 82.2 |
| Ours | 92.2 | 85.2 | 90.5 | 89.5 | 85.9 |

(c) Results comparison on ROBIN dataset

3.3. Ablation Study and Further Analysis

In this section, we analyze the effectiveness of each proposed component based on PACS benchmark. For all experiments, we use the ImageNet pre-trained ResNet-18 as backbone.

Ablation Study: In order to investigate the role of each component, we conduct an ablation study on PACS dataset. As shown in Table 2(a), by applying the samples generated from DDC as augmentations the model achieves obvious improvements over the baseline, demonstrating that increasing the diversity of source domain is an effective way, which agrees with recent works [4, 12]. Furthermore, the DIGB can further enhance the performance by 2.3%. It reveals that exploring and emphasizing domain-invariant parameters empower our model to better generalize on novel domains. Eventually, with the help of Multi-view prediction (MVP) [10], we achieve a new SOTA with an averaged performance of 87.2%.

Effectiveness Analysis: We also apply our DIGB module to another data augmentation methods [4, 12] that employing different domain decomposition methods. The results in Table 2(b) show that our module cooperates smoothly with the new domain decomposition method and achieves promising performance improvement (especially on sketch that has an extensive domain shift), which indicates that strengthening domain-invariant parameters is universal and effective enough to cope with many existing augmentation methods.

Office-Home: As shown in Table 1 that our method performs the best results on three domains (Art, Product, and Real-world), and achieves SOTA average accuracy of 67.6%. Overall comparisons verify the effectiveness of DDC and DIGB.

4. CONCLUSION

In this paper, a novel framework is developed to identify and strengthen the domain-invariant parameters to relieve the overfitting on limited source data for domain generalization. Our extensive experiments and analysis have demonstrated the effectiveness of our proposed method.
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