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Abstract
Scattering polarized electrons provides an important probe of the weak interactions. Precisely measuring the parity-violating left-right cross section asymmetry is the goal of a number of experiments recently completed or in progress. The experiments are challenging, since $A_{LR}$ is small, typically between $10^{-4}$ and $10^{-8}$. By carefully choosing appropriate targets and kinematics, various pieces of the weak Lagrangian can be isolated, providing a search for physics beyond the Standard Model. For other choices, unique features of the strong interaction are studied, including the radius of the neutron density in heavy nuclei, charge symmetry violation, and higher twist terms. This article reviews the theory behind the experiments, as well as the general techniques used in the experimental program.
1 INTRODUCTION

1.1 Overview

In 1978, SLAC experiment E122 [1,2] published the observation of parity violation in the deep inelastic scattering of polarized electrons from deuterium. It settled the issue as to whether or not the then recently discovered weak neutral currents were parity-violating and led to the universal acceptance of the Standard Model (SM). The experiment also demonstrated that parity violation in electron scattering (PVES) is a viable tool for particle and nuclear physics.

In the following 35 years, many new PVES experiments were performed or are planned at various laboratories around the world, including SLAC, Mainz, MIT–Bates, and JLab. The goals of the new experiments included searching for non-
zero strange elastic form factors (3), measuring the weak mixing angle, $\sin^2 \theta_W$, at low energies (4), measuring a set of electroweak (EW) couplings, measuring the radius $R_n$ of the distribution of neutrons in heavy nuclei, searching for charge symmetry violation (CSV) at the quark level, and measuring higher-twist effects in deep inelastic scattering (DIS). The first two topics have been the subject of previous reviews (3,4); here we will focus on the other topics.

The basic idea of PVES is to measure the parity-violating EW asymmetry,

$$A_{LR} = \frac{\sigma_L - \sigma_R}{\sigma_L + \sigma_R},$$

(1)

where $\sigma_L$ ($\sigma_R$) is the cross section for the scattering of electrons with left (right) helicity. The leading order effect arises from an interference between photon and $Z$ exchange, resulting in small asymmetries proportional to the four momentum transfer $Q^2$ and also to the EW couplings. Values of $A_{LR}$ in the range from $10^{-4}$ to $10^{-8}$ can be measured with good accuracy. By selecting optimal kinematics and targets, the wide variety of physics mentioned above can be accessed.

A useful feature of $A_{LR}$ is that in the ratio a number of experimental uncertainties cancel, such as those due to target thickness and the solid angle. Some possible theoretical uncertainties, such as elastic form factors, also cancel. The kinematics of the various experiments are chosen either so that unknown hadronic effects cancel, probing EW physics, or so that the hadronic effects remaining are of interest and cannot be measured by other techniques.

1.2 Electroweak Physics

An efficient way to represent the sensitivities of different experiments and observables to the underlying EW physics, including possible new physics beyond the SM, is to use the language of a low-energy effective field theory in a way de-
The parity-violating (PV) part of the neutral-current (NC) interactions of charged fermions with electrons is

\[
L_{NC}^{\text{eff}} = \frac{\bar{e} \gamma^\mu q}{2v^2} \sum_{q=u,d} g_{AV}^{eq} \bar{q} \gamma^\mu q + \frac{1}{2} g_{AV}^{ee} \bar{e} \gamma^\mu e + \frac{\bar{e} \gamma^\mu e}{2v^2} \sum_{q=u,d} g_{VA}^{eq} \bar{q} \gamma^\mu \gamma^5 q ,
\]

where \( v = (\sqrt{2} G_F)^{-1/2} = 246.22 \text{ GeV} \) and \( G_F \) is the Fermi constant. The EW coefficients are real-valued and at the SM tree level given by

\[
g_{AV}^{eu} = -\frac{1}{2} + \frac{4}{3} \sin^2 \theta_W , \quad g_{AV}^{ed} = \frac{1}{2} - \frac{2}{3} \sin^2 \theta_W ,
\]

\[
g_{AV}^{ee} = g_{VA}^{ed} = -g_{VA}^{eu} = \frac{1}{2} - 2 \sin^2 \theta_W .
\]

We now briefly review how these couplings are extracted experimentally.

Currently, the most precise determination of any combination derives from observations of atomic parity violation (APV), most notably in \(^{133}\text{Cs}\) where one also obtained the best understanding of atomic structure which is crucial for the interpretation in terms of EW physics. The result,

\[
188 g_{AV}^{eu} + 211 g_{AV}^{ed} = 36.35 \pm 0.21 ,
\]

is 1.5 \( \sigma \) lower than the SM prediction of 36.66. In the future, one may constrain different linear combinations by studying neutron rich nuclei like Fr or Ra, or by considering isotope ratios in which atomic physics uncertainties cancel.

Note that we are using the notation introduced in Reference \(^9\). More familiar are the so-called weak charges, \( Q_W \), which at the tree level are also given by the coherent sum of the corresponding quark couplings (as in Equation \(^5\)), but multiplied by a factor of \(-2\) and with a different set of radiative corrections applied. This is indicated by the use of \( C_{1q} \) and \( C_{2q} \) in place of \( g_{AV}^{eq} \) and \( g_{VA}^{eq} \). Our notation serves as a reminder that corrections have been applied (see Section \(^3.1\)) allowing direct comparison and combination of the couplings when extracted from different observables, experiments, and kinematic conditions.
PVES offers an alternative to APV and the possibility to cross-examine Equation \[\text{(5)}\] with entirely different experimental and theoretical challenges and uncertainties. E.g., the Qweak Collaboration \[\text{(10)}\] has measured the left-right asymmetry \[\text{(11)}\] in elastic polarized $ep$ scattering, $e^- p \to e^- p$, 

$$A_{\text{ep}}^{\text{LR}} = \frac{d\sigma_L - d\sigma_R}{d\sigma_L + d\sigma_R} = -\frac{s}{v^2} \frac{g_{AV}^{\text{ep}}}{4\pi\alpha} \left[ y + \mathcal{O}(y^2) \right] F_{\text{QED}}^{\text{ep}}(Q^2, y), \quad (6)$$

where $s = Q^2 / y$ is the center-of-mass energy, $\alpha$ the EM fine structure constant, and $F_{\text{QED}}^{\text{ep}}(Q^2, y)$ is a QED correction factor. Here and in the following, $y$ is the fractional energy transfer from the electrons to the hadrons which is perturbatively small for Qweak kinematics, $y \approx 0.0082$, and will be smaller yet for the experiment at the MESA facility in Mainz. The analysis of the Qweak commissioning data (about 4% of the total) translates into the constraint,

$$2g_{AV}^{eu} + g_{AV}^{en} = -0.032 \pm 0.006, \quad (7)$$

to be compared to SM prediction of $-0.0355$. The final result is expected to be four times as precise, and even greater precision will be possible in Mainz.

If additionally elastic scattering off isoscalar nuclei like $^{12}\text{C}$ was used to extract $g_{AV}^{\text{ep}} + g_{AV}^{\text{en}}$, one could disentangle $g_{AV}^{eu}$ and $g_{AV}^{ed}$ from PVES alone.

The analogous asymmetry in Møller scattering \[\text{(12)}\],

$$A_{\text{LR}}^{\text{ee}} = \frac{s}{v^2} \frac{g_{VA}^{\text{ee}}}{4\pi\alpha} \frac{2y(1-y)}{(1-y+y^2)^2} F_{\text{QED}}^{\text{ee}}(Q^2, y), \quad (8)$$

has been obtained by the SLAC–E158 Collaboration \[\text{(13)}\] from which one can extract \[\text{(9)}\],

$$g_{AV}^{\text{ee}} = 0.0190 \pm 0.0027, \quad (9)$$

while the SM predicts the value 0.0225. The MOLLER Collaboration \[\text{(14)}\] at Jefferson Lab aims to reduce the uncertainty in $g_{AV}^{\text{ee}}$ by a factor of five by taking advantage of the energy upgraded CEBAF.
Deep inelastic PVES (PVDIS) experiments [2][15] are sensitive to the interference of the quark-level amplitudes corresponding to $\mathcal{L}_{NC}^{\text{ef}}$ with photon exchange. Scattering from an isoscalar target provides information on the charge weighted combinations, $2g_{euv}^{eu} - g_{euv}^{ed}$ and $2g_{euv}^{eu} - g_{euv}^{ed}$. In the quark model and in the limit of zero nucleon mass one can write [9] in a simple valence quark approximation,

$$A_{LR}^{\text{DIS}} = -\frac{3}{20\pi\alpha(Q)} \frac{Q^2}{v^2} \left[ (2g_{euv}^{eu} - g_{euv}^{ed}) + (2g_{euv}^{eu} - g_{euv}^{ed}) \frac{1 - (1 - y)^2}{1 + (1 - y)^2} \right].$$

One has to correct for higher twist effects, CSV, sea quarks, target mass effects, longitudinal structure functions and nuclear effects. Some of these issues are of considerable interest in their own right, and their discussion is deferred to Sections 4 and 5.

The proposed Electron Ion Collider (EIC) [16], currently under study as the next step in exploring the QCD frontier, is a high luminosity ($\sim 10^{33-34}$ cm$^2$ s$^{-1}$) machine that will use highly polarized ($\sim 70\%$) electron and nucleon beams with a variable center of mass energy $20$ GeV $< \sqrt{s} < 150$ GeV and a wide variety of nuclear targets. Such a facility will allow further improved precision studies of PVDIS asymmetries. Its wide kinematic range, along with other experiments, will allow one to disentangle various hadronic effects such as CSV or higher twist effects. In turn, it can also allow for more precise extractions of the contact interaction couplings that are sensitive to new physics and the weak mixing angle at different values of $Q^2$.

We will return to the EW couplings, their radiative corrections and the associated uncertainties in Section 3.
1.3 Hadronic and Nuclear Physics

As discussed earlier, sound theoretical control over various hadronic effects that contribute to the asymmetries is essential for a reliable interpretation of the EW physics. Alternatively, one can view PVDIS as a probe of the hadronic effects themselves as a means to further our understanding of QCD and nuclear dynamics. Within this context, we discuss some of the important hadronic effects that affect PVDIS asymmetries in Section 4.

We describe elastic PVES from heavy nuclei in Section 5. These experiments can precisely locate neutrons in the nucleus because the weak charge of a neutron is much larger than that of a proton. These experiments target neutron radii that have important implications for nuclear structure, astrophysics and APV.

2 EXPERIMENTAL ISSUES

2.1 Introduction

A large number of PVES experiments have been completed or are in progress. A list is given in Table 1 which gives a flavor of the variety of both apparatus and physics goals. We will first give a brief description of selected experiments. Then we will discuss general design criteria that apply to all of the experiments.

2.2 Brief Descriptions of Selected Experiments

In the Qweak experiment (10) electrons scattered from a 35 cm long LH$_2$ target with angles between 5° and 11° and passed through a collimator. They were deflected by a toroid and focussed onto quartz bars that served as Cherenkov detectors. Virtually all of the apparatus for Qweak was custom fabricated.
Table 1: Apparatus for selected PV experiments. For magnets, Q (D) refers to quadrupole (dipole).

| Experiment         | Magnets | Detector | Count | Angles | Physics          |
|--------------------|---------|----------|-------|--------|------------------|
| SLAC–E122          | Dipoles | Pb Glass | No    | 12°    | $g_{AV}^{eq}, g_{VA}^{eq}$ |
| Mainz              | None    | Air C    | No    | 146°   | $g_{AV}^{eq}$     |
| MIT–Bates          | Q       | Lucite C | No    | 20°    | $g_{AV}^{eq}$     |
| SAMPLE             | None    | Air C    | No    | 146°   | Strange FF        |
| HAPPEX             | QQDDQ   | Pb-Lucite| No    | 15°    | Strange FF        |
| GØ                 | Toroid  | Scintillator | Yes | 20°-50° | Strange FF        |
| Mainz–A4           | None    | PbF$_2$  | Yes   | 30°    | Strange FF        |
| SLAC–E158          | QQQQ    | Cu-Quartz| No    | 2°     | $g_{AV}^{ee}$     |
| HAPPEX–He          | QQDDQ   | Cu-Quartz| No    | 5°     | Strange FF        |
| PREX               | QQDDQ   | Quartz   | No    | 5°     | $R_n$            |
| PREX-II            | QQDDQ   | Quartz   | No    | 5°     | $R_n$            |
| CREX               | QQDDQ   | Quartz   | No    | 4°     | $R_n$            |
| JLab–Hall A        | QQDDQ   | Pb Glass | Yes   | 19°    | $g_{VA}^{eq}$    |
| Qweak              | Toroid  | Pb-Quartz| No    | 5°     | $g_{AV}^{eq}$    |
| MOLLER             | Toroid  | Quartz   | No    | 1°     | $g_{AV}^{ee}$    |
| SoLID              | Solenoid| Package  | Yes   | 22°-35°| $g_{VA}^{eq}$, CSV, HT |
| Mainz–P2           | Solenoid| Quartz   | No    | 20°    | $g_{AV}^{eq}$    |
| Mainz–C            | Solenoid| Quartz   | No    | 40°    | $g_{AV}^{eq}$    |

By contrast, the PVDIS (15) and PREX (17) experiments both used the same apparatus, the JLab–Hall A high-resolution spectrometers (HRS) (18). The HRS was designed not for PVES but rather to measure cross sections with excellent...
energy resolution. For that purpose, the HRS spectrometers were instrumented with a detector package with drift chambers for tracking, Cherenkov counters and an electron calorimeter made of Pb glass for particle identification.

For PREX, the spectrometers needed sufficient energy resolution to reject inelastically scattered electrons that had lost more than a few MeV. The HRS detector package was not used, but rather elastic events were focused onto a small quartz bar and the signal was integrated. The drift chambers in the spectrometers were used in special calibration runs to measure the average $Q^2$ of the events giving signals in the quartz.

For PVDIS, by contrast, energy resolution was irrelevant. However, Cherenkov and Pb Glass detectors were used to identify the DIS electrons, separating them from the more copious pions. Since the electrons were identified by a coincidence between two detectors, the events must be counted.

Many PVES experiments are built around magnets originally designed for a different purpose. E122 [1], MOLLER [14], Bates [19], SoLID [20], and P2 [21] are examples. Another variation are experiments like A4 [22] and SAMPLE [23], where there is no magnet but special detectors are designed that can detect the elastic events amidst a large background of lower energy particles.

2.2.1 Spectrometers: The optimization of PVES experiments is as follows. The differential cross sections and PV asymmetries are approximately,

$$\frac{d\sigma}{d\Omega} \approx \frac{E^2 |FF|^2}{Q^4}, \quad A_{LR} = A_0 Q^2,$$

where $A_0$ is typically $10^{-4}$ to $10^{-5}$ GeV$^{-2}$, depending on the reaction. At first glance, it may appear that higher energies are better. However, for small angles, where $\theta \approx \sin \theta$, we can show that the statistics are independent of $E$. The reason is that since $A_{LR}$ depends strongly on $Q^2$, the angular acceptance $\Delta \theta$
cannot be too large; typically $\Delta \theta \sim 0.2 \times \theta$. At fixed $Q^2$, $\theta \sim 1/E$. Then, the solid angle $\Delta \Omega = \sin \theta \Delta \theta \Delta \phi \approx \theta \Delta \theta \Delta \phi$, and $E^2 \Delta \Omega$ is approximately constant. The statistical error varies as the ratio $\sigma/A^2_{LR}$, which is independent of $Q^2$. Thus, the main criteria for designing an experiment is to maximize the acceptance $\Delta \phi$.

Toroids, such as the one used for Qweak, typically have a large $\Delta \phi \approx \pi$. For MOLLER, where there are two electrons in the final state, full $\phi$ coverage can be obtained with a toroid. With a solenoid, the full $2\pi$ acceptance in $\phi$ can be achieved \(^{(24)}\), as is planned for the P2 experiment. The JLab HRS spectrometers have a fixed solid angle acceptance. As a consequence, they are used at the most forward angles possible where they achieve a respectable $\Delta \phi$ of about $\pi/2$.

Another important requirement on the spectrometer, especially for experiments with elastic scattering, is energy resolution, which must be good enough to reject inelastic events. For proton scattering, pion production is the first background, so the resolution must be better than 100 MeV. For nuclear targets, inelastic levels at the 5 MeV levels must be rejected. Often a low beam energy is optimal because the rate is independent of energy but the absolute resolution improves with lower energies. By contrast, for the JLab HRS spectrometers with their excellent energy resolution, backgrounds can be rejected even with high energies and rates go up with energy due to the fixed solid angles of the HRS system.

2.2.2 DETECTORS: One important decision that influences both the design of the spectrometer and the detectors is whether to count events or to integrate the signal. Integration has the advantage that there are no pile-up or dead-time corrections. E.g., with the high resolution spectrometers in Hall A at JLab, elastically scattered events are physically separated from all inelastic events, and very clean data samples are obtained even though the signal is integrated.
For a counting experiment, the statistical error in $A_{LR}$ is simply $1/\sqrt{N}$, where $N$ is the number of events detected. For an integrating experiment with average signal $S$ and detector resolution $\sigma$, the statistical error is given by,

$$\delta A_{LR} = \sqrt{\frac{1 + \sigma^2/S^2}{N}}.$$  

(12)

Thus, if the detector has reasonable resolution, little statistics are lost by integrating. For example, for a moderate resolution $\sigma/S \sim 20\%$, the statistical error is increased by only 2%. However, care must be taken. Half of the statistics would be lost if 1% of the events has 10 times the average signal. With a thin scintillator, the Landau tail would causes $\sigma/S$ to be large, and integrating the signal would cause unacceptable loss in statistics. For high energy electrons, a crude shower counter with coarse granularity will suffice. For high rates, radiation damage becomes important, and fused silica (henceforth called quartz) is the material of choice. For energies of 1 GeV and below, the resolution of a granular detector becomes poor, and thin quartz has better performance. The design is critical. If the quartz is too thin, there are too few photoelectrons detected and $\sigma$ increases. If the quartz is too thick, the electrons start to shower and create a high-signal tail, which increases $\sigma$. With great care in optimizing the collection of light, acceptable performance can be achieved.

For experiments with larger asymmetries and thus lower event rates, counting techniques are practical, taking advantage of the continuous wave nature of modern electron facilities. For SoLID, a traditional electron spectrometer with tracking, Cherenkov counter, and a calorimeter is proposed.

2.2.3 Data Acquisition and Electronics: Perhaps the most specialized aspect of PVES is the electronics. Since integration is only used for PVES, the integrating electronics is custom made. For the high rate experiments, such as
SLAC–E158, PREX, and Qweak, the problem is that the statistical noise in a
given helicity window is only on the order of 100 ppm, and keeping the noise of
the electronics below that level is a special challenge.

For the counting experiments, the large rate of accepted events separates PVES
experiments from other experiments. Custom counting electronics were a main
feature of the A4 program, the JLab PVDIS experiment, and SoLID.

2.2.4 Backgrounds: Backgrounds are an important source of error. The
easiest case is elastic scattering where the highest energy particles possible are
the desired events, and backgrounds can be eliminated simply by achieving good
resolution, as is done with the JLab–Hall A HRS spectrometers. For DIS, pions
are the main background, and can be separated by the usual methods.

General electromagnetic background can be a problem, especially for toroidal
spectrometers. Helicity-dependence of the beam width, or other higher-order
parameters which are very difficult to monitor, can propagate to the background
if it arises from beam spraying from a small collimator. There can be physics
asymmetries in some backgrounds, such as decay products from hyperons or pions
produced by DIS events. Detailed studies are required to untangle these effects

2.3 Precision of PVES Experiments

As the field of PVES has developed, the precision achieved or proposed, both in
terms of the absolute size of the error and of the fractional error in the asymmetry,
has improved dramatically, as shown in Table 2. Most of the techniques that
have been perfected over the years are common to all PVES experiments.

2.3.1 Measuring Small Asymmetries: The basic technique used to ob-
serve the small asymmetries in PVES is the ability to rapidly reverse the helicity
Table 2: Results from selected PV experiments. Asymmetries are given in ppm.

| Experiment  | Reference | Year | $-A_{LR}$ | $\delta A$ (stat) | $\delta A$ (syst) | $\delta A/A(\%)$ |
|-------------|-----------|------|-----------|-------------------|------------------|------------------|
| SLAC–E122   | (2)       | 1978 | −120      | 7                 | 6                | 8                |
| Mainz       | (25)      | 1989 | −9.4      | 1.8               | 0.5              | 20               |
| MIT–Bates   | (19)      | 1990 | 1.62      | 0.37              | 0.11             | 24               |
| SAMPLE      | (23)      | 1990 | −5.61     | 0.67              | 0.88             | 20               |
| HAPPEX      | (26)      | 2001 | −15.05    | 0.98              | 0.56             | 7.5              |
| GØ          | (27)      | 2005 | −2        | 0.15              | 0.2              | 13               |
| Mainz–A4    | (22)      | 2009 | −17.2     | 0.8               | 0.9              | 5                |
| SLAC–E158   | (13)      | 2005 | −0.131    | 0.014             | 0.010            | 13               |
| HAPPEX–He   | (28)      | 2007 | 6.40      | 0.23              | 0.12             | 4.1              |
| PREX        | (17)      | 2012 | 0.656     | 0.060             | 0.014            | 9.4              |
| PREX-II     |           | 2016 | (0.51)    | 0.015             | 0.005            | 3                |
| CREX        |           | 2017 | 2.0       | 0.04              | 0.02             | 2.4              |
| JLab–Hall A | (15)      | 2014 | −160      | 6.4               | 3.1              | 4.4              |
| Qweak       | (10)      | 2013 | −0.280    | 0.035             | 0.031            | 17               |
| MOLLER      |           | 2020 | 0.035     | 0.0007            | 0.0004           | 2.3              |
| SoLID       | (20)      | 2022 | −800      | 2                 | 4                | 0.6              |
| Mainz–P2    | (21)      | 2018 | −0.020    | 0.00025           | 0.00019          | 1.7              |
| Mainz–C     |           | 2020 | 0.8       | 0.0025            | 0.00017          | 0.3              |

of the beam without changing any of its other properties, including energy, intensity, position, and angle. Many systematic errors that are important for measurements of cross sections, such as target thickness, spectrometer solid angle, etc.,
which are hard to measure and tend to drift with time, cancel in the asymmetry.

The source of the polarized electrons in PVES is photo-emission from a crystal, and the helicity of the beam is reversed by reversing that of the laser light producing the photo-electrons. Today, polarizations of more than 85% and beam currents of more than 100 µA are now routinely achieved by using a strained GaAsP crystal \(^{29,30}\).

The helicity of the electron beam is determined by that of the laser light producing the photo-emission. The helicity of the light is reversed by using a device called a Pockels cell, which is a crystal whose birefringence is controlled by high voltage applied across the cell. To first order, the helicity is the only beam property changed by the voltage on the Pockels cell.

The improvement in the achievable precision in PVES is in part due to great progress in understanding and correcting the imperfections in the helicity reversals. The basic problem is that the laser light is partially linearly polarized, and the linear polarization also reverses with helicity. Flipping the linear component of the light causes systematic differences in the intensity, position and width of the photo-emitted electrons, the latter effects arising from a spatial dependence of the linear polarization. Extensive studies of these effects resulted in specialized techniques that have greatly improved the ability to provide clean helicity reversals.

Systematic errors can further be reduced by using independent means to reverse the beam helicity. These include insertion of a half wave plate in the laser beam, using a Wien filter in the electron beam before it is accelerated, and sometimes by running the experiment at a nearby energy where the helicity is reversed by an extra \(g - 2\) flip in the accelerator or beam transport. The half-wave plate
reversals can be done every few hours; the other reversal methods are done less frequently because the accelerator needs to be retuned after the reversal.

The spectrometers in PVES experiments are designed so that they are as insensitive as possible to the beam parameters. By making the apparatus symmetrical, the signal is very insensitive to differences in beam position and angle. Careful design of apertures can reduce the sensitivity to beam size. In addition, careful tuning of the accelerator reduces the size of the helicity-correlated beam differences at the target.

Systematic differences in the beam parameters are controlled by a set of position-sensitive monitors that together determine the beam position and angle on target. A position monitor in a point of high dispersion determines energy differences in the beam. The sensitivity of the spectrometer to these beam parameters can be measured by dithering the beam with coils and an RF cavity so corrections can be made for any residual beam differences \( \delta A_{LR}/A_{LR} \). Feedback is another tool, especially useful for eliminating the helicity-dependence of the beam intensity.

### 2.3.2 Scale errors:

Although the asymmetries measured in PVES experiments are small, in many cases the fractional error \( \delta A_{LR}/A_{LR} \) is on the order of 5% and the SoLID experiment proposes to measure \( \delta A_{LR}/A_{LR} \) to 0.5%, which is a higher precision than most cross section experiments. Systematic errors in scale factors, such as the beam polarization \( P_e \) and \( Q^2 \), become important.

There are two methods for measuring \( P_e \), each with variations. One is Compton scattering from a polarized laser beam. Either the scattered electron or photon can be detected; indeed both can be detected to provide independent measurements. Theoretical errors for Compton scattering are small, and the beam polarization can be measured simultaneously with \( A_{LR} \). Precisions as good as 1%
have been achieved and an additional factor of two is possible.

The other method is Møller scattering from a target with polarized electrons. For a ferromagnetic material in a low magnetic field, errors in the target polarization are on the order of 3%. By saturating the target in a 4 T field, this error can be reduced to below 1%. Unfortunately, the targets are thick and can tolerate currents on the order of a few $\mu$A and the polarimetry cannot be done while $A_{LR}$ is measured. A proposed variation (32), which uses cold H atoms in a magnetic trap, features a thin target that can be run during the $A_{LR}$ measurement, and promises to provide precision below 0.5%

3 THEORETICAL ISSUES

3.1 Effective Couplings

In an effective field theory one absorbs the effects of the heavy degrees of freedom, such as the $W$, the $Z$, and the Higgs boson mediating the weak interaction, into effective couplings. The degrees of freedom of the effective theory relevant to PVES are then electrons, first generation quarks, and nucleons. At the level of radiative corrections, discussed in Section 3.2 it is important to define the couplings in a process-independent manner and for an arbitrary gauge theory, so as to allow for direct comparisons and global analyses of the different types of experimental information. We use the conventions proposed in Reference (9) which aim to strike a balance between formal, practical and historical considerations.

After EW gauge symmetry breaking, the SM fermion fields $\psi_f$ (with mass $m_f$) interact with the Higgs field $H$, the intermediate vector bosons $W^\pm$ and $Z$, and
the photon field $A$, according to the Lagrangian

\[ L = -\sum_{f} \frac{m_{f}}{v} \overline{\psi}_{f} \gamma_{\mu} \psi_{f} H - \frac{g}{\sqrt{2}} \left[ J_{W}^{\mu} W_{\mu}^{+} + J_{W}^{\mu} W_{\mu}^{-} + J_{A}^{\mu} A_{\mu} + J_{Z}^{\mu} Z_{\mu} \right], \]

where $v$ is with vacuum expectation value of $H$. We have chosen a common normalization in which the charged (CC), electromagnetic (EM) and weak neutral currents (NC) are given by,

\[ J_{W}^{\mu} = e_{L} V_{L}^{\mu} u + e_{L} \overline{V}_{L}^{\mu} \nu, \]

\[ J_{A}^{\mu} = \sqrt{2} \sin \theta_{W} (Q_{u} \overline{u} \gamma_{\mu} u + Q_{d} \overline{d} \gamma_{\mu} d + Q_{e} \overline{e} \gamma_{\mu} e), \]

\[ J_{Z}^{\mu} = \sum_{f} \overline{\psi}_{f} \gamma_{\mu} \left[ g_{L}^{f} P_{L} + g_{R}^{f} P_{R} \right] \psi_{f} = \sum_{f} \overline{\psi}_{f} \gamma_{\mu} \left[ g_{L}^{f} - g_{R}^{f} \right] \psi_{f} = \frac{1}{\sqrt{2} \cos \theta_{W}} \left( u_{L} \gamma_{\mu} u_{L} - d_{L} \gamma_{\mu} d_{L} + \nu_{L} \gamma_{\mu} \nu_{L} - \nu_{L} \gamma_{\mu} \nu_{L} - \tan \theta_{W} J_{A}^{\mu} \right). \]

Here, $\psi_{L,R} = P_{L,R} \psi$ denote chiral projections, $J_{W}^{\mu}$ contains the quark mixing matrix $V_{\text{CKM}}$, $\theta_{W}$ is the weak mixing angle, and fermion generation indices have been ignored. Furthermore,

\[ g_{L}^{f} \equiv g_{L}^{f} + g_{R}^{f} = \sqrt{2} \frac{T_{3}^{f} - 2 \sin^{2} \theta_{W} Q_{f}}{\cos \theta_{W}}, \]

\[ g_{A}^{f} \equiv g_{L}^{f} - g_{R}^{f} = \sqrt{2} \frac{T_{3}^{f}}{\cos \theta_{W}}, \]

are vector and axial-vector $Z$ couplings with $T_{3}^{u} = T_{3}^{d} = -T_{3}^{e} = 1/2$.

At low energies, $Q^{2} \equiv -q^{2} \ll M_{W,Z}^{2}$, one finds the effective four-fermion interaction Lagrangians,

\[ L_{CC} = -\frac{2 v^{2}}{Q^{2}} J_{W}^{\mu} J_{W_{\mu}}, \quad L_{NC} = -\frac{\cos^{2} \theta_{W}}{v^{2}} J_{Z}^{\mu} J_{Z_{\mu}}. \]

### 3.2 Radiative Corrections

The low-energy couplings defined in Equation 2 are modified by radiative corrections, which in general depend on energies, experimental cuts, etc. To render them universal, adjustments have to be applied to the underlying processes. One
Weak Polarized Electron Scattering

defines the one-loop radiatively corrected couplings to include the purely EW diagrams and certain photonic loops and \( \gamma \)-exchange graphs, while the remaining corrections, as e.g., the interference of two photon exchange diagrams with single \( \gamma \) or \( Z \) exchanges, are assumed to be applied individually for each experiment. Moreover, since the genuine EW radiative corrections will in general depend on the specific kinematical points or ranges at which the low-energy experiments are performed, one needs to introduce idealized EW coupling parameters defined at the common reference scale \( \mu = 0 \), and expect the experimental collaborations to adjust to their conditions. According to the calculations from References (33, 34, 35, 36), the SM expressions for the NC couplings defined in this way are given by,

\[
g_{AV}^{\ell f} = \rho \left[ -T_f^3 + 2 Q_j s_0^2 - 2 Q_j \varphi_{\ell Z} + \Box_{ZZ} + \Box_{\gamma Z} \right] - 2 Q_j \varphi_{\ell W} + \Box_{WW},
\]

\[
g_{VA}^{\ell f} = \rho \left[ -T_f^3 \left( 1 - 4 s_0^2 \right) + 2 \varphi_{fZ} + \Box'_{ZZ} + \Box'_{\gamma Z} \right] + 2 \varphi_{fW} + \Box_{WW},
\]

where using the abbreviations \( \hat{\alpha}_V \equiv \hat{\alpha}(M_V) \) and \( \hat{\alpha}_{ij} \equiv \hat{\alpha}(\sqrt{m_i M_j}) \), one has,

\[
\varphi_{fW} = \frac{\alpha}{6\pi} \left[ (Q_f - 2 T_f^3) \left( \ln \frac{M_W^2}{m_p^2} + \frac{1}{6} \right) - \frac{8}{3} T_f^3 \right],
\]

\[
\varphi_{fZ} = \frac{\alpha}{6\pi} Q_f \varphi_{fV}^{\ell f} \left( \ln \frac{M_Z^2}{m_f^2} + \frac{1}{6} \right),
\]

\[
\Box_{WW} = -\frac{3 \hat{\alpha}_Z}{16\pi s_Z^2} \left[ 1 - \frac{\hat{\alpha}_s(M_W)}{\pi} + \frac{2}{3} T_f^3 \left( 5 - \frac{\hat{\alpha}_s(M_W)}{\pi} \right) \right],
\]

\[
\Box_{ZZ} = -\frac{3 \hat{\alpha}_Z}{16\pi s_Z^2 \ell_Z^2} \left( g_{V A}^{\ell f} g_{V V}^{\ell f} + g_{A V}^{\ell f} g_{A A}^{\ell f} \right) \left[ 1 - \frac{\hat{\alpha}_s(M_Z)}{\pi} \right],
\]

and \( \Box'_{ZZ} \) is given by \( \Box_{ZZ} \) with \( g_{V A}^{\ell f} \leftrightarrow g_{AV}^{\ell f} \). Furthermore,

\[
\Box_{\gamma Z} = \frac{3 \hat{\alpha}_f Z}{2\pi} Q_f g_{V A}^{\ell f} \left[ \ln \frac{M_Z^2}{m_f^2} + \frac{3}{2} \right], \quad \Box'_{\gamma Z} = \frac{3 \hat{\alpha}_p Z}{2\pi} Q_f g_{A V}^{\ell f} \left[ \ln \frac{M_Z^2}{m_p^2} + \frac{5}{6} \right].
\]

In these relations, the parameter \( \rho (37) \) renormalizes the NC interaction strength at low energies, and \( \Box_{WW} \) and \( \Box_{ZZ} \) denote EW box diagrams. The logarithms
Table 3: SM values of the one-loop and leading two-loop corrected effective NC couplings entering PVES for the charged SM fermions, the nucleons, and carbon, where the latter cases refer to the coherent sums over constituent quark.

| $f$ | $e$  | $u$  | $d$  | $n$  | $2u - d$ | $^{12}{C}$ |
|-----|------|------|------|------|----------|----------|
| $g_{AV}^{e_f}$ | 0.0225 | -0.1887 | 0.3419 | -0.0355 | 0.4951    | -0.7192   | 2.7573   |
| $g_{VA}^{e_f}$ | 0.0225 | -0.0351 | 0.0248 | -0.0454 | 0.0144    | -0.0950   | -0.1859  |

entering the quark charge radii, $\varrho_qW$ and $\varrho_qZ$, are regulated at the strong interaction scale, $\Lambda_{QCD}$, introducing a hadronic theory uncertainty into the $g_{V,A}^{\ell q}$ unless they are extracted from DIS (in these expressions $m_q = m_p$ by definition).

Numerically most important are vacuum polarization diagrams of $\gamma$-$Z$ mixing type giving rise to a scale-dependence \cite{38} of the weak mixing angle. As long as one stays in the perturbative QCD domain these effects can be re-summed \cite{39}, while passing $\Lambda_{QCD}$ introduces a hadronic uncertainty (see Section 3.3). At the tree level we employ the weak mixing angle at the scale $\mu = 0$ and abbreviate, $\hat{s}_0^2 \equiv \sin^2 \hat{\theta}_W(0)$, while in the EW box graphs the use of $\hat{s}_Z^2 \equiv \sin^2 \hat{\theta}_W(M_Z)$ is more suitable (the caret indicates the definition in the $\overline{\text{MS}}$-renormalization scheme). In $\varrho_{fZ}$ and in the $\gamma Z$ box diagrams discussed in Section 3.3 we use $\mu^2 = m_f M_Z$ \cite{9}. The resulting SM values of the NC couplings are given in Table 3.

Unlike the quantities $C_{1q}$ and $C_{2q}$ defined \cite{33} in the context of APV we exclude the small axial current QED renormalization factors $(1 - Q_f^2 \alpha/2\pi)$ from the definitions of $g_{AV}^{e_f}$ and $g_{VA}^{e_f}$, because QED and QCD corrections to external lines are not considered part of the EW couplings. They can be included together with experiment specific initial and final state radiation effects and $\gamma \gamma$ box graphs in explicit QED radiative correction factors \cite{40} multiplying the asymmetries. In
addition, $g_{eZ}$ and the $\gamma Z$ box contributions need to be adjusted for $Q^2 \neq 0$, which in the case of Møller scattering amounts to shifts \(^{(9)}\)

$$g_{VA}^{ee} \rightarrow g_{VA}^{ee} + 0.0010 \pm 0.0004, \quad g_{VA}^{ee} \rightarrow g_{VA}^{ee} + 0.0008 \pm 0.0005, \quad (27)$$

for the SLAC \(^{(13)}\) and Jefferson Lab \(^{(14)}\) experiments, respectively.

In the DIS regime, the $\gamma Z$ box graphs need to be adjusted for the relevant $Q^2$-values and beam energies, but this is feasible \(^{(41)}\) and the extra $Q^2$-dependences are expected to change the $A_{LR}^{DIS}$ by at most a few \%. Ignoring this issue, the adjustments for the SLAC \(^{(2)}\) and Jefferson Lab \(^{(15, 42)}\) experiments, all with $Q^2$-values around the charm quark threshold, are

$$g_{AV}^{eq} \rightarrow g_{AV}^{eq} - 0.0011 Q_q \ln \frac{Q^2}{0.14 \text{ GeV}^2}. \quad (28)$$

$$g_{VA}^{eu} \rightarrow g_{VA}^{eu} - 0.0009 \ln \frac{Q^2}{0.078 \text{ GeV}^2}. \quad (29)$$

$$g_{VA}^{ed} \rightarrow g_{VA}^{ed} + 0.0007 \ln \frac{Q^2}{0.021 \text{ GeV}^2}. \quad (30)$$

The most precise current constraints on the corrected $g_{AV}^{en} \equiv g_{AV}^{eu} + 2 g_{AV}^{ed}$ and $2 g_{AV}^{eu} - g_{AV}^{ed}$ as functions of $2 g_{VA}^{eu} - g_{VA}^{ed}$ are shown in Figure 1.

### 3.3 Theoretical Uncertainties

The corrections that need to be applied in order to extract the coefficients $g_{AV}^{ef}$ and $g_{VA}^{ef}$ introduce additional uncertainties. These are relatively enhanced whenever the tree-level expression is suppressed by a factor $1 - 4\delta_0^2 \approx 0.045$, as is the case for all the $g_{VA}^{ef}$, as well as the $g_{AV}^{ef}$ for the electron and the proton. The most important associated theoretical uncertainties are from the renormalization group evolution (running) of the weak mixing angle \(^{(38, 39)}\) and $\gamma Z$-box diagrams (both involving hadronic effects), as well as from unknown higher order EW corrections.
Figure 1: Experimentally determined coupling combinations $g_{AV}^{eu}$ (upper plot) and $2g_{AV}^{eu} - g_{AV}^{ed}$ (lower plot) vs. $2g_{AV}^{eu} - g_{AV}^{ed}$ compared to the SM prediction. The APV constraint is from Cs and Tl and forms a strongly elongated ellipse rather than a band.
3.3.1 $\sin^2 \hat{\theta}_W(0)$: The running of $\sin^2 \hat{\theta}_W$ from $\mu = M_Z$ (where it has been measured precisely in $Z$-pole experiments) to $\mu = 0$ arises from loop-induced $\gamma$-$Z$ mixing diagrams and amounts to a 3.2% effect. There is currently a relative 0.9% theoretical uncertainty in its calculation (39) which translates to a 0.6% uncertainty in the Møller asymmetry and a 0.4% uncertainty for the $ep$ asymmetry (it would be a negligible 0.03% for measurements in carbon).

Most of the scale evolution ($\sim 75\%$) can be computed reliably within perturbation theory, but the contribution below $m_c$ requires other considerations. In this regime one can estimate the effect by relating it to that of the EM coupling, $\hat{\alpha}(\mu)$ (43), which in turn is determined by computing a dispersion integral over $e^+e^-$ cross-section data and (up to isospin breaking effects) to $\tau$ decay spectral functions (44). The corresponding error contribution is about $\pm 3 \times 10^{-5}$ in $s_0^2$ and fully correlated with the one in $\hat{\alpha}$.

This strategy is limited by the necessary separation of the contributions from the various quark flavors and from QCD annihilation (or singlet) diagrams which enter $\hat{\alpha}$ and $\sin^2 \hat{\theta}_W$ differently. The largest uncertainty ($5 \times 10^{-5}$) is induced by the need to quantify the strange quark contribution relative to the first generation quarks. In the future it may be possible to decrease this error by including information about the strange meson production fraction, but this is complicated due to the occurrence of secondary strange pair production. Isospin breaking due to $m_u \neq m_d$ contributes an additional but much smaller ($\sim 10^{-5}$) uncertainty. Currently an error of $3 \times 10^{-5}$ is assigned to the singlet separation (39), but since QCD annihilation diagrams are related to Okubo-Zweig-Iizuka (OZI) rule violations which are phenomenologically known to be strongly suppressed, this is quite likely an overestimate.
In addition, there are parametric uncertainties from the imperfect knowledge of \( \alpha_s, m_b \) and \( m_c \). They could increase the above error estimates by up to 30\%, but it can be expected that they will be much better determined in the future, e.g., by means of lattice simulations. In any case, these are fundamental fit parameters allowed to vary in EW fits, and should not be added to the purely theoretical uncertainties reviewed here.

3.3.2 Hadronic \( \gamma Z \) box: From Equation 26 one can see that the contributions from \( \gamma Z \) box diagrams are logarithmically enhanced. Moreover, and more importantly, these logarithms are sometimes regulated at the scale \( \Lambda_{\text{QCD}} \) (we chose the reference value \( m_p \) while the full effect depends on experimental and kinematical details). This signals a hadronic uncertainty and is indicated when the parton model expression introduces the logarithm of the mass of a quark. Fortunately, the sum of uncrossed and crossed \( \gamma Z \) box diagrams entering APV gives rise to the chiral structure \( \Box_{\gamma Z} \) which is itself suppressed by \( 1 - 4\delta_0^2 \). This is the reason why this kind of uncertainty is small in APV \(^{34,45}\).

The finite beam energy, \( E_e \), in PVES, on the other hand, upsets the cancellation between uncrossed and crossed \( \gamma Z \) box graphs, effectively introducing the wrong-chirality and unsuppressed structure \( \Box'_{\gamma Z} \) \(^{46}\). Several groups estimated the effect and there is consensus regarding the central value. The most recent evaluation \(^{47}\) of the sum of the two chiral structures applicable to the Qweak condition with \( E_e = 1.165 \text{ GeV} \) implies the correction,

\[
g_{AV}^{ep} \rightarrow g_{AV}^{ep} - 0.0027 \pm 0.0007 \text{ (CEBAF)} .
\]

(31)

The uncertainty is dominated by the \( \Box'_{\gamma Z} \) structure and, respectively, smaller and larger by more than a factor of two compared to the ones quoted in \(^{48}\) and \(^{49}\). A reduction and robust estimate of the error will be important for a
solid interpretation of the Qweak experiment \cite{50}. Further hadronic effects of relative order $Q^2$ and their uncertainties ($\approx 1.5\%$) are treated by extrapolating the Qweak and other PVES data points to $Q^2 = 0$, as e.g., in Reference \cite{51}. The $\gamma Z$ box corrections, uncertainties, and correlations need to be applied to each data point in the extrapolation.

The beam energy of MESA for the P2 project is still subject to optimizations, but it will be low enough that the $\Box_{\gamma Z}$ uncertainty dominates. For $E_e = 200$ MeV, the analysis of Reference \cite{47} implies the correction,

$$g_{AV}^{ep} \to g_{AV}^{ep} - 0.0008 \pm 0.0003 \text{ (MESA)}.$$ (32)

Effects due to $Q^2 \neq 0$ in the shifts 31 and 32 are negligible \cite{48}, and the $Q^2$-dependence of the weak mixing angle can be ignored if the asymmetry is normalized using the fine structure constant in the Thomson limit. But the electron charge radius induces the additional shift \cite{9},

$$g_{AV}^{ep} \to g_{AV}^{ep} - 0.00008 \ln \frac{Q^2}{0.00021 \text{ GeV}^2}.$$ (33)

In the DIS regime, the $\gamma Z$ box can be calculated perturbatively, but the appropriate event generators \cite{52} need to be examined for consistency with more recent conventions and refinements. This will introduce an additional $Q^2$-extrapolation.

### 3.3.3 Unknown higher orders:

Several EW one-loop corrections are large, most notably the $WW$ box contribution to the $ep$ asymmetry which exceeds the anticipated experimental precision by an order of magnitude. Thus, the $\alpha_s$ terms \cite{36} in Equations 24 and 25, as well as other higher order effects need to be included or induce additional uncertainties. For example, the uncertainties displayed in Equation 27 arise from scale uncertainties in one-loop terms. Some reducible contributions can be determined by renormalization group and similar
techniques, but a full two-loop calculation (ideally including enhanced three-loop effects) appears feasible and should be vigorously pursued \(^{(53)}\).

### 4 HADRONIC STRUCTURE

The idealized form of the DIS asymmetry for a deuteron target in Equation \[(10)\]
is modified by various hadronic corrections to

\[
A_{LR}^{\text{DIS}} = -\frac{3}{20\pi \alpha} \frac{Q^2}{v^2} \left[ \tilde{a}_1 + \tilde{a}_2 \frac{1 - (1 - y)^2}{1 + (1 - y)^2} \right],
\]

where the parameters \(\tilde{a}_j\) \((j = 1, 2)\) have the form

\[
\tilde{a}_j = (2g_{1j}^{eq} - g_{2j}^{eq}) \left[ 1 + R_j(\text{sea}) + R_j(\text{CSV}) + R_j(\text{TM}) + R_j(\text{HT}) \right],
\]

and where \(g_{1j}^{eq} \equiv g_{AV}^{eq}\) and \(g_{2j}^{eq} \equiv g_{VA}^{eq}\). The quantities \(R_j(\text{sea}), R_j(\text{CSV}), R_j(\text{TM})\) and \(R_j(\text{HT})\) denote corrections arising from sea-quarks, charge symmetry violation, target mass effects, and higher twist effects, respectively. Below we discuss some of these hadronic effects and their potential impact on the theoretical interpretation of precision PVDIS measurements.

Within the SM, it is often convenient to write Equation \[(34)\] in terms of the five EW structure functions \(F_{\gamma}^{\gamma Z, 1, 2, 3}\) as

\[
A_{LR}^{\text{DIS}} = \frac{1}{8\pi \alpha} \frac{Q^2}{v^2} \left[ Y_1 \frac{F_{\gamma}^{\gamma Z}}{F_1} + \frac{Y_3}{2} \frac{F_{\gamma}^{\gamma Z}}{F_1} \right].
\]

Note, that deviating from common conventions, we have absorbed \(g_A^e\) and \(g_V^e\), in the first and second term, respectively, into the structure function. The functions \(Y_1\) and \(Y_3\) functions have the form

\[
Y_1 = \left[ \frac{1 + R_{\gamma}^{\gamma Z}}{1 + R_{\gamma}} \right] \left[ \frac{1 + (1 - y)^2 - y^2}{1 + (1 - y)^2 - y^2} \right] - \frac{2xyM}{E},
\]

\[
Y_3 = \left[ \frac{r^2}{1 + R_{\gamma}} \right] \left[ \frac{1 - (1 - y)^2}{1 + (1 - y)^2 - y^2} \right] - \frac{2xyM}{E},
\]

\[(37)\]
where $R_\gamma$ and $R_{\gamma Z}$ denote the ratios of the longitudinal to transverse virtual photon cross-sections, for the EM ($\gamma$) and the interference ($\gamma Z$) contributions, respectively. They are given in terms of the structure functions as

$$R_\gamma(\gamma Z) = r^2 \frac{F_2^{\gamma(\gamma Z)}}{2xF_1^{\gamma(\gamma Z)}} - 1, \quad r^2 \equiv 1 + \frac{4M^2x^2}{Q^2}, \quad x \equiv \frac{Q^2}{y_s}. \quad (38)$$

In the (Bjorken) limit, $Q^2 \to \infty$, in which the Bjorken variable $x$ is kept fixed, the structure functions satisfy the Callan-Gross relations,

$$F_2^{\gamma(\gamma Z)} = 2xF_1^{\gamma(\gamma Z)}, \quad Y_1 \to 1, \quad Y_3 \to \frac{1 - (1 - y)^2}{1 + (1 - y)^2}. \quad (39)$$

In this limit and ignoring sea quarks and CSV, $A_{LR}^{\text{DIS}}$ for the isoscalar deuteron target takes the simple form in Equation (10). All structure function effects cancel, allowing for a clean extraction of the $g_{AV}^{eq}$ and $g_{V A}^{eq}$ coefficients.

### 4.1 Higher Twist Effects

The PVDIS asymmetry for electron-deuteron scattering is particularly interesting as a probe of long range quark and gluon correlations, which go beyond the leading twist (twist-2) parton model. They give rise to higher twist $Q^2$-dependent power corrections encoded in $R_1^{\text{HT}}$ and $R_2^{\text{HT}}$. It was first shown in References (54, 55) that the twist-4 contribution to $R_1^{\text{HT}}$ is due to the deuteron ($D$) matrix element of a single four-quark operator,

$$W_{\mu \nu}^{du} = \frac{1}{M_D} \int \frac{d^4x}{2\pi} e^{iq \cdot x} \langle D(\vec{P}) | \bar{d}(x) \gamma_\mu d(x) \bar{u}(0) \gamma_\nu u(0) + (u \leftrightarrow d) | D(\vec{P}) \rangle. \quad (40)$$

$R_2^{\text{HT}}$, which receives contributions from several twist-4 operators, is relatively suppressed by $g_{V A}^{eq}$ and can be isolated from $R_1^{\text{HT}}$ through its $y$-dependence. It was also shown in References (54, 55) that $R_2^{\text{HT}}$ is related to the higher twist effects appearing in neutrino-deuteron charged-current DIS. These properties al-
low for a relatively clean theoretical interpretation of the quark-quark correlation in Equation 40 provided that \( R_1(\text{HT}) \) is large enough to be observed.

Several earlier works \([56, 57, 58, 59, 60, 61, 62]\) have explored various aspects of HT effects in PVDIS. More recently \([63, 64]\), the HT phenomenology was revisited in the context of the current generation of high precision experiments.

In the form of \( A_{LR}^{\text{DIS}} \) given in Equation 36, the \( Y_1 \) term can receive contributions from HT effects if \( R_{\gamma Z} \neq R_{\gamma} \) and from the ratio \( F_{1}^{\gamma Z}/F_{1}^{\gamma} \). In the absence of empirical data on \( R_{\gamma Z} \), the impact of \( R_{\gamma Z} \neq R_{\gamma} \) was explored in Reference \([63]\) and it was found that the variation \( R_{\gamma Z} = R_{\gamma} \pm 10\% \) resulted in a \( \sim 0.5\% \) shift in \( A_{LR}^{\text{DIS}} \). In subsequent work \([64]\), the Bjorken-Wolfenstein \([54, 55]\) argument was applied to the \( Y_1 \) term and it was shown that the equality \( R_{\gamma Z} = R_{\gamma} \) was true even at twist-4 up to perturbative corrections — a consequence of the twist-4 structure functions associated with \( W_{\mu\nu}^{du} \) satisfying the tree-level Callan-Gross relation \( F_{2}^{du} = 2x F_{1}^{du} \) \([65, 66, 67]\). Instead, the dominant HT effects arises through the ratio \( F_{1}^{\gamma Z}/F_{1}^{\gamma} \), giving rise to the correction

\[
R_1(\text{HT}) = \frac{-4}{5 \left( 1 - \frac{20}{9} \sin^2 \theta_W \right)} \frac{F_{1}^{du}}{u_p(x) + d_p(x)},
\]

where \( u_p \) (\( d_p \)) is the \( u \) (\( d \)) quark parton distribution function (PDF) in the proton.

The first estimates of the twist-4 contribution to \( R_1(\text{HT}) \) were obtained \([56, 57]\) within the MIT Bag Model \([68]\) by rescaling the twist-2 contribution by the ratio of their leading moments. This computation was recently \([64]\) extended to include the effects of higher spin operators. A model for the nucleon wave functions in the light-cone formalism \([69, 70, 71]\) was used to obtain an independent estimate \([72]\) for \( R_1(\text{HT}) \). Most recently \([73]\), quark orbital angular momentum dynamics was added and its effect on \( R_1(\text{HT}) \) was studied. It was found that \( R_1(\text{HT}) \) was largely insensitive to quark angular momentum due to cancellations between its
different components. All of these recent studies yield similar results in the range $R_1(HT) \sim 0.002$ to 0.005 in the valence region of $x$. This is likely too small to be measured by SoLID which is expected to measure $A_{\text{DIS}}^{LR}$ to $\sim 0.5\%$ precision, and indicates that $A_{\text{DIS}}^{LR}$ can probe CSV or new physics without HT contamination. On the other hand, if a large $Q^2$-dependent effect is observed in the $Y_1$-term, it would be a clear indication of interesting long range quark-quark correlations that are not adequately described by current theoretical models.

4.2 Charge Symmetry Violation

Most early phenomenological work on PDF assumed charge symmetry, meaning that the $u$ ($d$) quark PDF in the proton was set equal to the $d$ ($u$) quark PDF in the neutron

$$u_p(x) = d_n(x) , \quad d_p(x) = u_n(x) .$$

(42)

CSV is expected to arise from quark mass differences and the effects of QED splitting functions $^{(74,75,76)}$ on the DGLAP evolution of PDF. Several non-perturbative models $^{(77,78,79)}$ of the nucleon have been studied to estimate the size of CSV effects. While no conclusive evidence of CSV has been observed, it is constrained from an analysis of high energy data $^{(74)}$. The strongest limit on CSV arises from comparison of the $F_2$ structure functions between charged lepton DIS and neutrino charged current DIS on isoscalar nuclear targets. For a recent detailed review on CSV and experimental constraints, we refer the reader to Reference $^{(80)}$.

The CSV effects can be parameterized in terms of the quantities $\delta u$ and $\delta d$,

$$\delta u(x) \equiv u_p(x) - d_n(x) , \quad \delta d(x) \equiv d_p(x) - u_n(x) .$$

(43)
Then, the CSV corrections to $A^{\text{DIS}}_{LR}$ in Equations 34 and 35 take the form,

$$R_i(\text{CSV}) = \left[ \frac{1}{2} \left( \frac{2g_{1u}^{eu} + g_{1d}^{ed}}{2g_{1u}^{eu} - g_{1d}^{ed}} \right) - \frac{3}{10} \right] \left( \frac{\delta u - \delta d}{u + d} \right).$$  \hspace{1cm} (44)

A global fit to high energy data was performed by the MRST group (74) using the phenomenological form,

$$\delta u - \delta d = 2\kappa x^{-1/2}(1 - x)^4(x - 0.0909),$$  \hspace{1cm} (45)

that yielded a best fit value of $\kappa = -0.2$ and a 90% confidence interval given by $-0.8 \leq \kappa \leq 0.65$. In Figure 2, we show the CSV correction $R_1(\text{CSV})$ for the end points of this interval. For comparison we also show the MIT Bag model estimate (64) of the HT correction $R_1(\text{HT})$. This estimate for $R_1(\text{HT})$, similar in size to other estimates (56, 57, 72, 73), indicates that the $Y_1$-term of $A^{\text{DIS}}_{LR}$ can probe percent level CSV effects, without much contamination from HT effects. The CSV effects on the total asymmetry, including both $R_1(\text{CSV})$ and $R_2(\text{CSV})$, are also at the percent level (63) of the 90% confidence interval, which should be contrasted with the expected precision of SOLID at the 0.5% level.

Flavor-dependent effects can also arise for PDF in heavier nuclei through isospin-dependent nuclear forces affecting the $u$- and $d$ quark distributions differently. Several works (81, 82, 83, 84, 85, 86, 87) have been devoted to understanding the underlying mechanisms responsible for differences in the cross sections per nucleon among various nuclei. Recently, nuclear-dependent effects were also studied (88) using a newly introduced (89, 88, 90, 91) DIS event shape called 1-jettiness (92). Differences in the PDF in the valence region of $x$, due to nuclear effects, are referred to as the EMC (93) effect. An unambiguous picture of the mechanisms responsible for the EMC effect is still lacking after more than two decades of investigation.
Figure 2: The relative magnitudes of $R_1(\text{HT})$ and $R_1(\text{CSV})$ as a function of $x$ for a representative value of $Q^2 = 6 \text{ GeV}^2$. The top and bottom curves give $R_1(\text{CSV})$ for the choices $\kappa = -0.8$ and $\kappa = 0.65$, respectively, using Equations 44 and 45. The middle curve [64] is the MIT Bag Model estimate for $R_1(\text{HT})$. Figure reprinted from Reference [64].

Recently, PVDIS on nuclei has been proposed [94] as a novel probe of the flavor dependence of the nuclear EMC effect, which appears dominantly as an isovector correction to the $\tilde{a}_1$ term in Equation 34,

$$\delta \tilde{a}_1(x_A) \simeq -\frac{12}{25} \frac{u^+_A(x_A) - d^+_A(x)}{u^+_A(x_A) + d^+_A(x)}, \quad (46)$$

where $x_A$ is the parton momentum fraction in the nucleus multiplied by the atomic weight $A$ and $q^+_A(x_A) \equiv q_A(x_A) + \bar{q}_A(x_A)$. For isoscalar targets, ignoring heavy quark flavors, quark mass differences, and EW corrections, this correction vanishes since the $u$ and $d$ quark nuclear distributions $u_A$ and $d_A$ are identical. However, for other nuclear targets with $N \neq Z$, this isovector EMC correction could be large. Such a PVDIS analysis on an iron or lead target could provide
insight into the impact of this EMC effect on the extraction of the weak mixing angle at NuTeV \[93\]. In general, combining \(\delta \tilde{a}_1(x_A)\) from PVDIS analyses with data on EM DIS, may allow to extract flavor-dependent nuclear PDF.

### 4.3 Extracting the \(d/u\) Ratio of Parton Distribution Functions

A measurement of \(A_{LR}^{\text{DIS}}\) on a proton target is sensitive \[95\] to the ratio of the \(d\) to \(u\) quark PDF. The standard determination of the \(d/u\) ratio relies on fully inclusive DIS on a proton target compared to a deuteron target. In the large \(x\) region, nuclear corrections in the deuteron target lead to large uncertainties in the \(d/u\) ratio. Several methods \[96,97,98,99,100,101\] to control these nuclear uncertainties have been investigated. However, they can be completely eliminated if the \(d/u\) ratio is obtained from the proton target alone. For this reason, precision measurements of \(A_{LR}^{\text{DIS}}\) on a proton target can be a powerful probe of the \(d/u\) ratio.

\(A_{LR}^{\text{DIS}}\) in Equation \[36\] for a proton target at leading twist takes the form,

\[
A_{LR}^{p} = -\frac{1}{4\pi\alpha} \frac{Q^2}{v^2} \left[ Y_1 a_1^p + Y_3 a_2^p \right],
\]

where the coefficients \(a_1^p\) and \(a_2^p\) depend on the \(d/u\) ratio,

\[
a_1^p = \frac{12 g_{AV}^{eu} - 6 g_{AV}^{ed} d/u}{4 + d/u}, \quad a_2^p = \frac{12 g_{VA}^{eu} - 6 g_{VA}^{ed} d/u}{4 + d/u}.
\]

As in the case of the deuteron asymmetry, other hadronic corrections can affect the extraction of the \(d/u\) ratio. Reference \[63\] performed an analysis of finite-\(Q^2\) effects in the \(Y_1\) and \(Y_3\) factors and studied their impact on the extraction of \(d/u\).

For finite-\(Q^2\) effects arising from \(r \neq 1\) and \(R^\gamma \neq 0\), where the parameterization in Reference \[102\] was used for \(R^\gamma\), a shift in \(A_{LR}^{\text{DIS}}\) in the 1 to 2% range was found at \(Q^2 = 5\) GeV\(^2\) and for \(0.6 \lesssim x \lesssim 0.8\), with an uncertainty of \(\pm 0.5\%\). This shift increased to about 3% for \(x \simeq 0.9\) with an uncertainty of \(\pm 1\%\). Another hadronic
effect arises from possible differences between $R^\gamma$ and $R^{\gamma Z}$. It was found (63) that a 10% (20%) difference led to a 1% (2%) shift in $A_{L,R}^{\text{DIS}}$. Both finite-$Q^2$ effects are to be compared with shifts in the 3 to 10% range arising from different possible behaviors $^{[103,104,105]}$ of the $d/u$ ratio at large $x$. This analysis indicates that precision measurements of PVDIS on a proton target could provide useful information on the $d/u$ ratio in the region of large $x$.

5 NUCLEAR PHYSICS

PVES can map the distribution of weak charge in a nucleus. This provides largely model independent neutron densities because the weak charge of a neutron is much larger than that of a proton. In this section we discuss the PREX and PREX II experiments on $^{208}$Pb and the approved CREX experiment on $^{48}$Ca. We conclude this section commenting on a precision measurement of the weak charge of $^{12}$C from electron scattering at low $Q^2$. This would involve precision comparable to or better than the approximately 0.3% APV measurement of the weak charge of Cs. One would need high statistics, small systematic errors and accurate normalization, including high accuracy measurements of beam polarization. However, if this could be achieved the resulting determination of the weak charge of $^{12}$C would be free from atomic structure uncertainties that may complicate the interpretation of APV.

The formalism is presented in Section 5.1, while Section 5.2 relates the atomic PV asymmetry to the thickness of the expected neutron rich skin and to the density dependence of the symmetry energy. This important nuclear structure quantity describes how the energy of nuclear matter increases as one goes away from equal numbers of neutrons and protons. Section 5.3 discusses important
applications to astrophysics for inferring the pressure of neutron matter and the structure of neutron stars. Finally, in Section 5.4 we briefly discuss the experiments on $^{208}$Pb (PREX and PREX II), $^{48}$Ca (CREX), and $^{12}$C.

5.1 Nuclear Formalism

In this section we calculate the weak charge density of a heavy nucleus and the PV asymmetry $A_{LR}$. For simplicity we consider spin zero nuclei. We start by defining the weak charges of the proton $Q_p$ and neutron $Q_n$ as minus twice the corresponding coupling constants of Table 3. We use $Q_p = -2g_{AV}^{ep} = 0.0710$ and $Q_n = -2g_{AV}^{en} = -0.9902$, and recall that $Q_p$ is small, includes important radiative corrections, and is being measured by the Qweak experiment (10). In contrast, $Q_n$ is large, includes modest radiative corrections, and is constrained by Cs APV. We reiterate (see Section 3.2) that at the level of small radiative corrections these definitions of $Q_p$ and $Q_n$ differ from the standard convention (33).

The weak charge density of a heavy nucleus,

$$\rho_{W}(r) = \int d^3r' [4G_n^{Z}(|r-r'|)\rho_n(r') + 4G_p^{Z}(|r-r'|)\rho_p(r')] ,$$  \hspace{1cm} (49)

is modeled as point proton and neutron densities, $\rho_p$ and $\rho_n$, folded with appropriate single nucleon weak form factors. The densities $\rho_p$ and $\rho_n$ are normalized to the proton, $Z = \int d^3r \rho_p(r)$, and neutron, $N = \int d^3r \rho_n(r)$, numbers of the nucleus. This neglects possible meson exchange currents that are expected to be small because mesons likely transport weak charge only over distances small compared to the nuclear weak radius (106). However, see also the spin-orbit contributions to weak charge densities discussed in (107).

The weak single nucleon form factors of the proton, $G_p^{Z}$, and neutron, $G_n^{Z}$,
Fourier transformed into coordinate space, are

\[
4G_p^Z = Q_p G_{pE}^0 + Q_n G_{nE}^n - G_s^E, \tag{50}
\]

\[
4G_n^Z = Q_n G_{pE}^0 + Q_p G_{nE}^n - G_s^E. \tag{51}
\]

Here the (EM) Electric form factor of the proton is \( G_{pE}^0 \) and the Electric form factor of the neutron is \( G_{nE}^n \). Finally, strange quark contributions to the Electric form factor, \( G_s^E \), are constrained by several previous measurements and will be neglected in the following. The weak form factor \( F_W(Q^2) \) is defined,

\[
F_W(Q^2) = \frac{1}{Q_W} \int d^3r j_0(Qr) \rho_W(r), \tag{52}
\]

where \( j_0 \) is a spherical Bessel function. The total nuclear weak charge is given by

\[
Q_W = \int d^3r \rho_W(r) = NQ_n + ZQ_p. \tag{53}
\]

In the Born approximation, the PV cross-section asymmetry for longitudinally polarized electrons elastically scattered from an unpolarized nucleus, \( A_{LR} \), is

\[
A_{LR} \approx \frac{1}{8\pi \alpha} \frac{Q^2}{\alpha^2} \frac{Q_W}{Z} \frac{F_W(Q^2)}{F_{ch}(Q^2)}, \tag{54}
\]

where \( F_{ch}(Q^2) \) is the Fourier transform of the known charge density and is normalized so that \( F_{ch}(Q^2 = 0) = 1 \).

For a heavy nucleus, the Born approximation is not adequate and there are important corrections from Coulomb distortions that are of order \( Z\alpha \). It is useful to distinguish Coulomb distortions, that involve the exchange of an additional photon where the nucleus remains in the same state, from dispersion corrections. Dispersion corrections involve excited intermediate states and are order \( \alpha \) (instead of \( Z\alpha \)). Comparison of \(^{208}\text{Pb} \) cross section measurements with positrons and electrons suggest that dispersion corrections are small \(^\text{108}\).
Coulomb distortions can be accurately calculated by solving the Dirac equation for an electron moving in both a Coulomb potential, that is of order 25 MeV for $^{208}$Pb, and an axial vector potential of order $G_F \rho W \approx 10$ eV \(^{(109)}\). The cross section for positive helicity involves an electron scattering in the sum of axial and vector potentials, while the cross section for negative helicity involves scattering from the difference of the vector minus the axial potentials. These Coulomb distortion calculations are good to all orders in $Z\alpha$ and involve little uncertainty because the charge density is accurately known.

5.2 Neutron Skins and the Symmetry Energy

PVES can determine the neutron skin thickness, $\Delta R = R_n - R_p$, defined as the difference between the root mean square (point) neutron radius, $R_n$, and the proton radius, $R_p$. Note that $R_p$ is often known from measured charge radii. Theoretical predictions for $\Delta R$, for nuclei all across the periodic table, are discussed in Reference \(^{(110)}\). The skin thickness is determined largely by isovector parts of nuclear interactions that are, in general, not well constrained by fitting binding energies and charge radii of conventional nuclei.

Instead, the skin thickness is closely related to the density dependence of the symmetry energy. The energy per particle of asymmetric matter, $\rho_n \neq \rho_p$, is

$$\frac{E}{A}(\rho_n \neq \rho_p) \approx \frac{E}{A}(\rho_n = \rho_p) + \alpha^2 S(\rho). \quad (55)$$

Here the neutron excess is $\alpha = [(\rho_n - \rho_p)/\rho]^2$ with $\rho = \rho_n + \rho_p$. The symmetry energy $S(\rho)$ describes how the energy of nuclear matter increases as one moves away from equal numbers of neutrons and protons. It is a function of density $\rho$, and arises from the Pauli exclusion principle and because nucleon-nucleon interactions are more attractive in isospin zero, compared to isospin one states.
As an example, $^{208}$Pb has 44 more neutrons than protons. If these extra neutrons are placed at a density $\rho$ in the nucleus, than there will be an energy cost $S(\rho)$. If the symmetry energy is independent of density, surface tension will push the extra neutrons to high densities and the neutron skin will be small. However, if $S(\rho)$ increases rapidly with density, the symmetry energy will favor putting the extra neutrons at low densities in the nuclear surface and this will give a large $\Delta R$. Therefore there is a strong correlation between the neutron skin thickness in $^{208}$Pb and the density dependence of the symmetry energy $L$ \cite{111}. This parameter is defined as,

$$L = 3\rho_0 \left. \frac{dS}{d\rho} \right|_{\rho_0},$$

where the nuclear saturation density is $\rho_0 = 0.16 \text{ fm}^{-3}$. There is a great deal of interest in determining $L$ from other nuclear structure measurements and heavy ion collisions \cite{112}. Measuring $\Delta R$ with PVES likely provides the most model independent way to determine $L$.

### 5.3 Neutron Skins and Astrophysics

The neutron skin thickness is also important for astrophysics. The pressure of neutron matter is closely related to the density dependence of the symmetry energy. Typel and Brown showed that there is a strong correlation between the neutron skin thickness in $^{208}$Pb, as predicted by many density functionals, and the pressure of neutron matter at a density near 0.1 fm$^{-3}$ \cite{113}. The larger the pressure, the more neutrons are pushed out against surface tension, and the larger the neutron skin.

The structure of neutron stars is determined by the equation of state, pressure versus energy density, of neutron rich matter. The higher the pressure, the further
out matter is supported against gravity and the larger the neutron star radius. Thus, in general one expects a correlation between the neutron skin thickness in \(^{208}\text{Pb}\) and the radius of a neutron star \(^{114}\text{115}\). A thick neutron skin suggests a large pressure and a large neutron star radius.

There is great interest in X-ray observations of neutron star radii \(R_{\text{NS}}\). If one can determine the luminosity \(L\) and surface temperature \(T\), from X-ray spectra, one can infer an effective surface area \(4\pi R_{\text{NS}}^2\),

\[
L = 4\pi R_{\text{NS}}^2\sigma T^4 ,
\]

(57)

where \(\sigma\) is the Stephan Boltzmann constant. However, there are important complications. One needs an accurate distance to the star in order to determine the absolute luminosity \(L\). E.g., one can identify a neutron star (NS) as a member of a globular star cluster of known distance. Equation 57 assumes a black body. There are important corrections to this from atmosphere models that may depend on composition and magnetic field \(^{116}\). Finally, gravity is so strong that space is curved near a NS. If one observes the near face of a NS one also sees about 30% of the far face as light is bent around the star. Therefore, the effective surface area \(4\pi R_{\text{NS}}^2\) actually depends on a mixture of radius and mass of the star (because the curvature of space depends on the mass). X-ray observations of NS radii by Ozel et al. \(^{117}\), Guillot et al. \(^{118}\), Steiner et al. \(^{119}\), and Suleimanov et al. \(^{120}\) yield a range of radii from \(R_{\text{NS}} \approx 10\) km to more than 14 km. E.g., Steiner et al. infer \(R_{\text{NS}} \approx 12\) km and, from the equation of state that they deduce from X-ray observations of NS, the neutron skin thickness in \(^{208}\text{Pb}\) should be \(< 0.2\) fm. The Large Observatory for Timing (LOFT) is a proposed European Space Agency mission that should improve our knowledge of \(R_{\text{NS}}\) \(^{121}\).

The neutron skin thickness in \(^{208}\text{Pb}\) is also important for other properties of NS
in addition to radii. E.g., the crust core transition density in a NS is correlated with ∆R \(115\). Finally, the interior composition and neutrino emissivity of a NS depends on the density dependence of the symmetry energy and ∆R \(122\).

5.4 Nuclear Experiments

In this subsection we briefly describe the nuclear experiments on \(^{208}\text{Pb}\) (PREX and PREX II), \(^{48}\text{Ca}\) (CREX), and on \(^{12}\text{C}\) (see Table 2). PREX involved the scattering of 1 GeV electrons at about five degrees from a 0.5 mm thick \(^{208}\text{Pb}\) target \(17\). The measured asymmetry,

\[ A_{LR} = -0.656 \pm 0.060 \text{ (stat)} \pm 0.014 \text{ (syst) ppm} , \]

involved a relatively small systematic error and a larger statistical error. From this measurement the weak form factor was deduced to be \(123\),

\[ F_W(Q^2 = 0.0088 \text{ GeV}^2) = 0.204 \pm 0.028 , \]

and the root mean square radius of the weak charge distribution,

\[ R_W = 5.826 \pm 0.181 \text{ fm} . \]

This can be directly compared to the well known (EM) charge radius of \(^{208}\text{Pb}\) of 5.503 fm. This shows that the weak charge distribution of a heavy nucleus is more extended than the EM charge distribution. This is closely related to the expected neutron rich skin. By comparing predictions of \(A_{LR}\) for a range of relativistic mean field models, the neutron skin thickness is deduced to be \(17\),

\[ \Delta R = R_n - R_p = 0.33^{+0.16}_{-0.18} \text{ fm} . \]

The error in \(\Delta R\) is dominated by the statistical error in \(A_{LR}\). This relatively large value for \(\Delta R\) suggests that neutron stars should be relatively large \(R_{NS} > 12\) km.
However, the error bars are large. The goal of the approved PREX II experiment is to perform a second measurement of $^{208}\text{Pb}$, at the same kinematics as PREX, in order to improve the statistical error on $A_{LR}$ and deduce $\Delta R$ with a three times smaller error of $\pm 0.06$ fm.

The CREX experiment aims to measure $\Delta R$ for $^{48}\text{Ca}$ to $\pm 0.02$ fm \cite{kreisel2021}. Like $^{208}\text{Pb}$, $^{48}\text{Ca}$ is also a neutron rich nucleus with both closed proton and neutron shells (doubly magic). However $^{48}\text{Ca}$ is significantly lighter than $^{208}\text{Pb}$. This allows microscopic coupled cluster calculations for $^{48}\text{Ca}$ \cite{kreisel2021} that are presently not feasible for $^{208}\text{Pb}$. These calculations can relate $\Delta R$ to very interesting three neutron forces. Measuring $\Delta R$ for both the heavy $^{208}\text{Pb}$ and light $^{48}\text{Ca}$ will allow one to constrain isovector terms in the energy functional describing both surface (gradient) and volume energies.

Finally, a precision measurement of $A_{LR}$ for $^{12}\text{C}$ can accurately constrain the weak charge of $^{12}\text{C}$ \cite{kreisel2021}. The weak charge of $^{12}\text{C}$ involves the isoscalar combination of proton and neutron weak charges and constrains new physics in a way similar to the weak charge of Cs (as determined from APV). Because the atomic number of carbon is only 6, Coulomb distortion effects are small and can be accurately calculated. Furthermore, other nuclear structure corrections such as $\Delta R$ are also expected to be small at low momentum transfers. Therefore, a $^{12}\text{C}$ measurement should allow one to constrain the weak charge of a nucleus in a way that is free from atomic structure uncertainties that are important for APV.

To summarize, PVES from a nucleus can constrain the neutron skin thickness, $\Delta R = R_n - R_p$, and the density dependence of the symmetry energy. This is important for nuclear structure. Furthermore, $\Delta R$ is important in astrophysics to constrain neutron star radii. Finally, both PVES and APV can constrain the
6 PROBING NEW PHYSICS

PVES and related experiments can be used to search for evidence for new particles or interactions beyond those of the SM, or conversely to set exclusion limits. For example, new particles may modify the self-energies of the electroweak gauge bosons, leading to observable shifts in fundamental parameters such as $\sin^2 \theta_W$. This kind of effect is described by what are known as “oblique parameters”, and has been reviewed very recently in References (4, 9). But the new physics may also generate new quantum-mechanical amplitudes. These and other phenomena may be correlated in specific scenarios and their realizations in concrete models.

6.1 Beyond the SM Amplitudes and New Physics Scales

The NC Lagrangian in Equation 2 shows four-Fermi contact interactions normalized with respect to the EW scale, $v$. In the presence of non-standard physics there will be new contributions, so that e.g.,

$$\frac{g_{AV}^e}{2v^2} \bar{e}\gamma^\mu\gamma^5 e \bar{q}\gamma_\mu q \rightarrow \left[ \frac{g_{AV}^e}{2v^2} + \frac{4\pi}{(\Lambda_{AV}^e)^2} \right] \bar{e}\gamma^\mu\gamma^5 e \bar{q}\gamma_\mu q , \quad (62)$$

and similarly for the other interaction types. In particular, new contact interactions are expected if leptons or quarks have a substructure and are composed of more fundamental objects, bound together by a new interaction of non-perturbative strength. Therefore, it has become conventional (127) to choose the new coefficients in 62 equal to $4\pi$, and to parametrize the effects of the new operators in terms of compositeness scales $\Lambda$, but the resulting bounds can be rescaled to apply to more general scenarios of new physics with strength $g_{new} \neq 4\pi$. 
As an example, if one considers only models with positive- or negative-definite contributions (sometimes this sort of assumption is itself referred to as a model) then the constraint \( g_{V,A} \) implies, respectively, the 95% CL upper and lower limits,

\[
|g_{V,A}^+| = 0.0035, \quad |g_{V,A}^-| = 0.0081, \quad (63)
\]

and one obtains,

\[
\Lambda_+ > v \sqrt{\frac{8\pi}{|g_{V,A}^+|}} = 20.9 \text{ TeV}, \quad \Lambda_- > v \sqrt{\frac{8\pi}{|g_{V,A}^-|}} = 13.7 \text{ TeV}. \quad (64)
\]

The MOLLER experiment is expected to achieve \( \Delta g_{V,A} = 0.00052 \) (2.3%) so that

\[
\Lambda_{\pm} \text{ (expected)} > v \sqrt{\frac{8\pi}{1.96 \Delta g_{V,A}^2}} = 38.7 \text{ TeV}. \quad (65)
\]

For more general Lorentz and flavor structures it will be expedient to define compositeness scales that are directly comparable to those in (62). For example, when limits are quoted relative to an operator basis using left- and right-chiral fields, then both, the operators and their coefficients should be rotated so that the norm is preserved, i.e.,

\[
\sum_{k,l=V,A} g_{kl}^2 = N \sum_{i,j=L,R} g_{ij}^2, \quad (66)
\]

with \( N = 1 \). However, the formalism of Reference (127) involving ordinary chiral projectors leads to a rescaling of couplings (\( N = 4 \)) and of the compositeness scales (by a factor of 2). This appears to be the reason why the LEP 2 Collaborations (128) find generally much weaker limits for purely chiral operators.

A similar complication arises if a given experiment or data set is sensitive to some combination of quark flavors. As before, a rotated operator basis (without rescaling) should be used in which one of the operators coincides with the one relevant to the observable in question. It is the constraint on this operator, or equivalently the lower limit on the associated compositeness scale, which concrete
Table 4: Achieved (upper panel) or anticipated (lower panel) relative uncertainty, the corresponding tree level sensitivity to extract the weak mixing angle, and the expected reach to the associated compositeness scales (at 95% CL) for key parity violation experiments. For hadronic probes we also give the relevant linear combinations as the angle $\theta$ relative to $2g_{AV}^{eu} - g_{AV}^{ed}$.

| Experiment                  | Precision (%) | $\Delta \sin^2 \theta_W(0)$ | $\Lambda_{new}$ [TeV] | $\theta$ |
|-----------------------------|--------------|-----------------------------|-----------------------|---------|
| SLAC–E122                   | 8.3          | 0.011                       | 5.3                   | 9.4°    |
| SLAC–E122                   | 110          | 0.44                        | 0.9                   | 99.4°   |
| APV ($^{205}$Tl)            | 3.2          | 0.011                       | 13.5                  | 75.6°   |
| APV ($^{133}$Cs)            | 0.58         | 0.0019                      | 32.3                  | 74.9°   |
| SLAC–E158                   | 14           | 0.0013                      | 17.0                  | —       |
| JLab–Qweak (run I)          | 19           | 0.0030                      | 17.0                  | 53.1°   |
| JLab–Hall A                 | 4.1          | 0.0051                      | 7.8                   | 26.2°   |
| JLab–Hall A                 | 61           | 0.051                       | 2.9                   | 116.2°  |
| JLab–Qweak (final)          | 4.5          | 0.0008                      | 33                    | 53.1°   |
| JLab–SoLID                  | 0.6          | 0.00057                     | 22                    | 40.0°   |
| JLab–MOLLER                 | 2.3          | 0.00026                     | 39                    | —       |
| Mainz–P2                    | 2.0          | 0.00036                     | 49                    | 53.1°   |
| APV ($^{225}$Ra$^+$)        | 0.5          | 0.0018                      | 34                    | 75.7°   |
| APV ($^{213}$Ra$^+$/$^{225}$Ra$^+$) | 0.1       | 0.0037                      | 16                    | 55.5°   |
| PVES ($^{12}$C)             | 0.3          | 0.0007                      | 49                    | 71.6°   |

models of new physics ought to satisfy. For example, elastic $ep$ scattering probes the operator,

$$
\left[ \frac{2g_{AV}^{eu} + g_{AV}^{de}}{\sqrt{5}} \right] \frac{\bar{e}\gamma^\mu \gamma^5 e}{2\nu^2} \left( \frac{2\bar{u}\gamma_\mu u + \bar{d}\gamma_\mu d}{\sqrt{5}} \right),
$$

(67)
Figure 3: Compositeness scales for operators in the two planes (overlaid) defined by $g_{AV}^{eu} + 2g_{AV}^{ed}$ and $2g_{VA}^{eu} - g_{VA}^{ed}$ (vertical direction) vs. $2g_{AV}^{eu} - g_{AV}^{ed}$ (horizontal direction). The blue segment is accessible to PVDIS experiments (yellow lines) and defines a plane (containing the brown 95% CL exclusion contour) perpendicular to the plane containing the red segment, the green contour and the white and maroon lines. Thus, the two planes are subspaces of a three-dimensional parameter space which intersect along the horizontal direction. The lines indicate the coupling combinations of the various experiments relative to the common horizontal direction (cf. the angle $\theta$ shown in Table 4). Note that we have adjusted the E122 results for sea quark dilution ($R_v \neq 1$).

where the scale $\Lambda_{AV}^{ep}$ may be defined such that the bracketed prefactor assumes
the fixed reference value $4\pi$. Thus, the constraint translates to

$$\Lambda_+ > v \sqrt{\frac{\sqrt{5} 8\pi}{2|g_{AV}^{eu} + g_{AV}^{ed}|^+}} = 15.3 \text{ TeV} , \quad \Lambda_- > 19.0 \text{ TeV} . \quad (68)$$

We summarize the current and expected compositeness scale limits from PVES and APV in Table 4 and illustrate the scales in Figure 3.

### 6.2 Leptophobic $Z'$s

Leptophobic $Z'$s (129), corresponding to the class of models with additional neutral gauge bosons ($Z'$) with negligible couplings to leptons, are particularly interesting in the context of PVES when they have sizable axial couplings to quarks. Large backgrounds from dijet production $pp, pp \rightarrow jj$ in high energy hadron colliders, tend to dilute bounds on low mass leptophobic $Z'$s with $m_{Z'} \lesssim 300 \text{ GeV}$.

Planned precision measurements in electron-deuteron PVDIS can provide strong constraints precisely in this region of parameter space where hadron collider constraints are weakest.

Leptophobic $Z'$s with axial couplings to quarks typically generate sizable shifts in the $g_{VA}^{eq}$ coefficients while the $g_{AV}^{eq}$ are relatively unaffected. The latter are best measured by the Qweak, P2, and APV experiments and in $A_{LR}^{DIS}$ in Equation 10 they can be treated as known quantities. SoLID is expected to measure the combination $2g_{VA}^{eu} - g_{VA}^{ed}$ with an uncertainty of about $\pm 0.007$, and is thus particularly well-suited to constrain such leptophobic $Z'$ scenarios.

The dominant shift in the $g_{VA}^{eq}$ coefficients arise from $\gamma-Z'$ mixing, as shown in Figure 4. Note that since the electron couplings are negligible, only quarks contribute to the $\Pi_{\gamma-Z'}(g^2)$ two-point correlation function. In principle, $Z-Z'$ mixing can also contribute, causing shifts in both the $g_{AV}^{eq}$ and $g_{VA}^{eq}$ coefficients. However, the $Z-Z'$ mixing angle is constrained to be less than $10^{-2}$ and
mostly affects the overall normalizations, so that this contribution is negligible.

The leptophobic $Z'$ scenario explored in Reference (130) is expected to give rise of 3 $\sigma$ (6 to 7 $\sigma$) effects in the combination $2g_{V,A}^{e\mu} - g_{V,A}^{ed}$ in the SoLID (EIC) experiments. This work was extended in Reference (132) to include vertex corrections from $Z'$ loops, for the case where the $Z'$ only couples to the light quarks which allows a systematic expansion in $m_q^2/m_{Z'}^2$. These analyses show that a large shift in the $g_{V,A}^{e\mu}$ coefficients, with the $g_{AV}^{e\mu}$ relatively unaffected, would be a strong indication of a leptophobic $Z'$ with axial-vector quark couplings.
6.3 Dark Z

The “Dark Z” scenario \([133, 134, 135]\) involves a light vector boson \(Z_d\), with a mass in the range \(10 \text{ MeV} < m_{Z_d} < 10 \text{ GeV}\), arising from a new spontaneously broken \(U(1)_d\) gauge symmetry associated with a hidden sector which may or may not be related to dark matter. In contrast to other \(Z'\) scenarios, the physics of the \(Z_d\) cannot be integrated out and absorbed into contact interactions as long as \(m_{Z_d}^2 \lesssim Q^2\); instead it has to be treated as a low mass dynamical degree of freedom. This is particularly interesting for low energy parity violation since there is an enhancement of the \(Z_d\) propagator relative to the \(Z\) propagator.

Before spontaneous symmetry breaking, the kinetic mixing term,

\[
\mathcal{L}_{\text{kin.}} = \frac{\varepsilon}{2 \cos \theta_W} B_{\mu\nu} Z_{d\mu\nu},
\]

(69)
gives rise to \(\gamma\)-\(Z_d\) and \(Z\)-\(Z_d\) mixing. The mixing parameter is constrained \([136, 137, 138]\) to be \(\varepsilon \lesssim 10^{-3}\) from studies of the so-called dark photon scenario \([139, 140, 141]\), where charged particles couple to the \(Z_d\) by generating mixing with the photon.

More recently \([133, 134, 135]\), the effects of the \(Z\)-\(Z_d\) mass mixing matrix were investigated. After spontaneous symmetry breaking, it has the general form

\[
M_0 = m_Z^2 \begin{pmatrix}
1 & -\varepsilon_Z \\
-\varepsilon_Z & \frac{m_{Z_d}^2}{m_Z^2}
\end{pmatrix}, \quad \varepsilon_Z = \frac{m_{Z_d}}{m_Z} \delta,
\]

(70)

where \(\delta\) is a model-dependent quantity and the contribution from \(\varepsilon\) appears at \(O(\varepsilon^2)\) and is thus negligible. The constraint \(0 \leq \delta^2 < 1\) is needed to avoid an infinite-range or tachyonic \(Z_d\). The \(Z_d\) couples to the EM and weak neutral currents through,

\[
\mathcal{L}_{\text{int.}} = -\frac{g}{\sqrt{2}} \left[ \varepsilon J_{A}^\mu + \frac{\varepsilon_Z}{2 \cos \theta_W} J_{Z}^\mu \right] Z_{d\mu}.
\]

(71)
The net effect of the new interactions in Equation 71 for PV amplitudes of the form $\mathcal{M}_{\text{NC}}^{\text{PV}} = v^{-2} F(\sin^2 \theta_W)/4$ is obtained through the replacements

$$
\frac{1}{v^2} \rightarrow \frac{\rho_d}{v^2}, \quad \sin^2 \theta_W \rightarrow \kappa_d \sin^2 \theta_W,
$$

where the quantities $\rho_d$ and $\kappa_d$ are given by,

$$
\rho_d = 1 + \delta^2 \frac{m_{Z_d}^2}{Q^2 + m_{Z_d}^2}, \quad \kappa_d = 1 - \varepsilon \frac{m_{Z_d}}{m_{Z_d}} \frac{\cos \theta_W}{\sin \theta_W} \frac{m_{Z_d}^2}{Q^2 + m_{Z_d}^2}.
$$

As long as there are no accidental cancellations between the effects of $\rho_d$ and $\kappa_d$, the strongest bound on the $Z_d$ scenario, over its entire mass range, typically comes from APV. The shift in the Cs weak charge, $Q_{W}^{Cs}$, from its SM value is

$$
\Delta Q_{W}^{Cs} \approx \delta^2 \left[ Q_{W}^{Cs}(\text{SM}) + 220 \frac{\varepsilon}{\varepsilon^2} \cos \theta_W \sin \theta_W \right].
$$

For $\varepsilon \ll \varepsilon_Z$ one obtains the 90% CL bound, $\delta^2 \lesssim 0.006$. On the other hand, for $\varepsilon \simeq \varepsilon_Z$ a cancellation between the two terms above can dilute the bound. Independent but similar bounds arise from Møller scattering, primarily through its constraint on $\kappa_d$, for $\varepsilon \simeq \varepsilon_Z$ and $m_{Z_d}^2 \gg Q^2 \simeq (0.16 \text{ GeV})^2$.

For very light masses, $m_{Z_d} \lesssim 200 \text{ MeV}$, the bound from Møller scattering is weaker than that from APV. However, there do exist regions in parameter space where Møller scattering can provide stronger bounds. E.g., for $\varepsilon \simeq 2 \times 10^{-3}$ and $m_{Z_d} \simeq 100 \text{ MeV}$, corresponding to the favored region to explain the observed discrepancy in the muon anomalous magnetic moment, Møller scattering gives the bound $|\delta| < 0.01$. Ongoing and proposed experiments at JLAB and in Mainz are expected to improve the bound by an order of magnitude.

Complementary constraints arise from rare $K$ and $B$ meson decays, $K \rightarrow \pi Z_d$ and $B \rightarrow KZ_d$, respectively, through flavor changing neutral currents.
mediated by the $Z_d$. The suppression factor $m_{Z_d}/m_Z$, from the induced coupling to the $Z_d$ is overcome by the enhancement factors $m_k/m_{Z_d}$ and $m_B/m_{Z_d}$ in the longitudinally polarized $Z_d$ channel. If the lifetime of the $Z_d$ is long enough or if it decays as $Z_d \rightarrow \nu \bar{\nu}$ or to hidden sector particles, it will appear as a missing energy signal in these rare decays. Otherwise it can decay to $Z_d \rightarrow \ell^+\ell^-$ and appear as a displaced vertex. The pattern of $Z_d$ decays is, of course, model dependent. The $K$-meson decays lead to constraints of the form $|\delta| \lesssim 0.01/\sqrt{\text{BR}(Z_d \rightarrow e^+e^-)}$ and $|\delta| \lesssim 0.001/\sqrt{\text{BR}(Z_d \rightarrow \text{missing energy})}$, where the overall numerical factor is model dependent. Similarly, the $B$-meson decays lead constraints of the form $|\delta| \lesssim 0.001/\sqrt{\text{BR}(Z_d \rightarrow e^+e^-)}$ and $|\delta| \lesssim 0.01/\sqrt{\text{BR}(Z_d \rightarrow \text{missing energy})}$.

Precision studies of Higgs decays at the LHC can also yield useful bounds on the $Z_d$ scenario. In particular, the $H \rightarrow ZZ_d$ mode can be constrained through studies of the $H \rightarrow ZZ^* \rightarrow \ell^+\ell^-\ell^+\ell^-$ and $H \rightarrow ZZ^* \rightarrow \ell^+\ell^-\nu\bar{\nu}$ channels. Just as for the rare $K$ and $B$ meson decays, the suppression factor of $m_{Z_d}/m_Z$ from the induced coupling to the $Z_d$ is overcome by an enhancement factor $m_H/m_{Z_d}$ in the longitudinally polarized $Z_d$ channel. For $m_H = 125$ GeV one typically finds the constraint $\Gamma(H \rightarrow ZZ_d/\Gamma_H^{SM}) \simeq 16 \delta^2 \lesssim 0.1$. Eventually, with enough statistics, precision Higgs studies could yield useful independent bounds on $\delta$.

Thus, low energy PV experiments can be used in concert with constraints coming from rare $K$, $B$ and Higgs decays to study the $Z_d$ scenario.

7 CONCLUSIONS

Many PVES experiments have been completed or are in various stages of progress. These experiments have a large physics reach, both in terms of the strong and weak interactions. They can search for physics beyond the standard model with
little theoretical uncertainty. In terms of a hypothetical compositeness scale, PVES experiments are among the most sensitive. They can also probe the dark sector at a low mass level, and search for a leptophobic $Z'$ of intermediate mass.

PVES also provides a unique window on hadronic structure. For example, since the weak charge of the neutron is large, PVES experiments probe the radius of the density of neutrons in nuclei like $^{208}\text{Pb}$ and $^{48}\text{Ca}$. In turn, this provides critical information for interpreting the physics of neutron stars. PVES can also study CSV at the parton level and provide a unique window to HT terms in DIS.
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