UNIQUENESS AND STABILITY OF TIME-PERIODIC PYRAMIDAL FRONTS FOR A PERIODIC COMPETITION-DIFFUSION SYSTEM

XIONGXIONG BAO
School of Science, Chang’an University
Xi’an, Shaanxi 710064, China

WAN-TONG LI* AND ZHI-CHENG WANG
School of Mathematics and Statistics, Lanzhou University
Lanzhou, Gansu, 730000, China

(Communicated by Junping Shi)

Abstract. The existence, non-existence and qualitative properties of time periodic pyramidal traveling front solutions for the time periodic Lotka-Volterra competition-diffusion system have already been studied in $\mathbb{R}^N$ with $N \geq 3$. In this paper, we continue to study the uniqueness and asymptotic stability of such time-periodic pyramidal traveling front in the three-dimensional whole space. For any given admissible pyramid, we show that the time periodic pyramidal traveling front is uniquely determined and it is asymptotically stable under the condition that given perturbations decay at infinity. Moreover, the time periodic pyramidal traveling front is uniquely determined as a combination of two-dimensional periodic V-form waves on the edges of the pyramid.

1. Introduction. Recently, there have been great progress on the study of multi-dimensional traveling wave solution of competition or cooperative-diffusive system in high-dimensional space and many new types of nonplanar traveling waves have been observed for autonomous reaction-diffusion systems. For example, see Wang [41] and Wang et al.[44] for the existence, uniqueness and stability of two-dimensional traveling front solutions and three-dimensional pyramidal traveling front of bistable reaction-diffusion system for any admissible wave speed, also see Ni and Taniguchi [29] for the existence of pyramidal traveling fronts of competition-diffusion system with constant coefficient in $N$-dimensional space ($N \geq 3$). By utilizing the results in pyramidal traveling fronts, Wang et al.[45] has established the existence and qualitative properties of axisymmetric traveling fronts for competition-diffusion system. More recently, for cooperative system in $\mathbb{R}^3$ ($N \geq 3$), Taniguchi [39] has showed that there exist traveling wave solutions associated with a given $(N - 2)$-dimensional smooth surface with the boundaries being compact set in $\mathbb{R}^{N-1}$. Compared with autonomous systems, little attention has been paid to non-autonomous reaction-diffusion system. For time-periodic case, Bao et al. [3] recently proved the existence, uniqueness and stability of two-dimensional periodic V-form waves on the edges of the pyramid.
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traveling fronts of time periodic Lotka-Volterra system for \( N = 2 \). More recently, the existence, non-existence and qualitative properties of time-periodic pyramidal traveling fronts for time periodic Lotka-Volterra competition-diffusion system in \( N \)-dimensional space \( (N \geq 3) \) have been established, see \cite{1}. The purpose of the current paper is to show the uniqueness and asymptotic stability of time-periodic pyramidal traveling fronts for the time periodic competition diffusion system in three-dimensional whole space.

Consider the following time-periodic Lotka-Volterra competition-diffusion system,

\[
\begin{align*}
\frac{\partial u_1}{\partial t} &= \Delta u_1 + u_1(x,t)(r_1(t) - a_1(t)u_1(x,t) - b_1(t)u_2(x,t)), \\
\frac{\partial u_2}{\partial t} &= d\Delta u_2 + u_2(x,t)(r_2(t) - a_2(t)u_1(x,t) - b_2(t)u_2(x,t)),
\end{align*}
\tag{1.1}
\]

where \( \Delta \) denotes \( \sum_{j=1}^{N} \frac{\partial^2}{\partial x_j^2} \) and \( d \) is a positive constant, the parameters \( a_i(t), b_i(t) \) and \( r_i(t) \) \((i = 1, 2)\) satisfy the following basic hypothesis,

(A1) \( r_i(t), a_i(t), b_i(t) \in C^\theta(\mathbb{R}) \) \((i = 1, 2)\) are periodic functions, that is, \( r_i(t+T) = r_i(t), a_i(t+T) = a_i(t) \) and \( b_i(t+T) = b_i(t) \) for any \( t \in \mathbb{R} \), where \( \theta \in (0, 1) \). In addition, \( a_i(t) > 0 \) and \( b_i(t) > 0 \) for any \( t \in [0, T] \) and \( \tau_i = \frac{1}{T} \int_0^T r_i(t) dt > 0 \).

(A2) \( \tau_1 < \min \left( \frac{b_1(t)}{a_1(t)} \right) \tau_2, \tau_2 < \min \left( \frac{a_2(t)}{b_2(t)} \right) \tau_1 \).

(A3) \( \tau_1 + \tau_2 > \max \left( \frac{a_1(t)}{b_1(t)} \right) \tau_1, \tau_1 + \tau_2 > \max \left( \frac{b_2(t)}{a_2(t)} \right) \tau_2 \).

Under the assumptions (A1)-(A3), the corresponding kinetic system of (1.1)

\[
\begin{align*}
\frac{d}{dt} u_1(t) &= u_1(t)(r_1(t) - a_1(t)u_1(t) - b_1(t)u_2(t)), \\
\frac{d}{dt} u_2(t) &= u_2(t)(r_2(t) - a_2(t)u_1(t) - b_2(t)u_2(t))
\end{align*}
\tag{1.2}
\]

has four nonnegative period \( T \) solutions \((0,0), (p(t),0), (0,q(t))\) and a unique coexistence state \((u_1^*(t), u_2^*(t))\), see \cite{2, 48}, for the explicit expression of \( p(t) \) and \( q(t) \). In particular, the two semitrivial periodic solutions \((p(t),0)\) and \((0,q(t))\) are stable and the coexistence state \((u_1^*(t), u_2^*(t))\) is unstable and satisfies that \( 0 < u_1^*(t) < p(t) \) and \( 0 < u_2^*(t) < q(t) \) for \( t \in [0, T] \), see \cite{2, 21}. It is known from \cite{2} that if the assumptions (A1)-(A3) hold, there exists a unique function \((\Phi_1(\cdot, \cdot), \Phi_2(\cdot, \cdot), c)\) of (1.1) in one-dimensional space satisfying

\[
\begin{align*}
\frac{\partial \Phi_1}{\partial t} + c \frac{\partial \Phi_1}{\partial \xi} - \frac{\partial^2 \Phi_1}{\partial \xi^2} - \Phi_1(\xi,t)(r_1(t) - a_1(t)\Phi_1(\xi,t) - b_1(t)\Phi_2(\xi,t)) &= 0, \\
\frac{\partial \Phi_2}{\partial t} + c \frac{\partial \Phi_2}{\partial \xi} - d \frac{\partial^2 \Phi_2}{\partial \xi^2} - \Phi_2(\xi,t)(r_2(t) - a_2(t)\Phi_1(\xi,t) - b_2(t)\Phi_2(\xi,t)) &= 0, \\
\lim_{\xi \to -\infty} (\Phi_1(\xi,t), \Phi_2(\xi,t)) &= (0, q(t)), \quad \lim_{\xi \to \infty} (\Phi_1(\xi,t), \Phi_2(\xi,t)) = (p(t), 0), \\
\Phi_1(\xi, T+t) &= \Phi_1(\xi, t), \quad \Phi_2(\xi, T+t) = \Phi_2(\xi, t), \quad \forall (\xi, t) \in \mathbb{R}^2,
\end{align*}
\tag{1.3}
\]

where the function \((\Phi_1(\cdot, \cdot), \Phi_2(\cdot, \cdot)) : \mathbb{R} \times \mathbb{R}^+ \to \mathbb{R}^2\) is the wave profile and the constant \( c \in \mathbb{R} \) is the wave speed. In addition, \( \frac{\partial \Phi_1}{\partial \xi}(\xi,t) > 0 \) and \( \frac{\partial \Phi_2}{\partial \xi}(\xi,t) < 0 \) in \((\xi, t) \in \mathbb{R}^2\). We remark that when one of two solutions \((p(t),0)\) and \((0, q(t))\) is unstable and another is stable, Zhao and Ruan \cite{48} have established the existence, uniqueness and stability of time-periodic traveling wave solutions of (1.3) connecting two solutions \((p(t),0)\) and \((0, q(t))\). See \cite{4, 12, 13, 22, 28, 40, 27} and
references therein for more results on the one-dimensional traveling wave solutions of autonomous Lotka-Volterra competition-diffusion system and \cite{26, 47, 25} and references therein for the stability of traveling wave solution for reaction-diffusion equations.

We further assume that
\[(A4)\quad c > 0, \text{ where } c \text{ is the wave speed in (1.3).}
\]
Under the assumptions \((A1)-(A4)\), the authors have established the existence of time periodic pyramidal traveling fronts of (1.1) in \cite{1}, see Theorem 1.1 later. Here we further study the uniqueness and asymptotic stability of time periodic pyramidal traveling wave for (1.1).

Without loss of generality, we assume that the solutions travel towards \(-x_3\) direction. Let
\[ u_i(\mathbf{x}, t) = w_i(\mathbf{x}', x_3 + st, t), \quad \mathbf{x}' = (x_1, x_2), \quad \mathbf{x} = (\mathbf{x}', x_3), \quad i = 1, 2. \]

Then we have the following initial value problem
\[
\begin{aligned}
&\frac{\partial w_1}{\partial t} = \Delta w_1(\mathbf{x}, t) - s \frac{\partial w_1}{\partial x_3} + w_1(r_1(t) - a_1(t)w_1 - b_1(t)w_2), \\
&\frac{\partial w_2}{\partial t} = d\Delta w_2(\mathbf{x}, t) - s \frac{\partial w_2}{\partial x_3} + w_2(r_2(t) - a_2(t)w_1 - b_2(t)w_2), \\
w_1(\mathbf{x}, 0) = u_{10}(\mathbf{x}), \quad w_2(\mathbf{x}, 0) = u_{20}(\mathbf{x})
\end{aligned}
\]
where \(\mathbf{x} \in \mathbb{R}^3, t > 0\). Let \(u_0(\mathbf{x}) = (u_{10}(\mathbf{x}), u_{20}(\mathbf{x}))\). We write the solution of (1.4) with initial value \(u_0(\mathbf{x}) \in C(\mathbb{R}^3, \mathbb{R}^2)\) as \((w_1(\mathbf{x}, t; u_0), w_2(\mathbf{x}, t; u_0))\). Since the curvature often accelerates the speed, we fix \(s > c > 0\). For \(s < c\), we have showed that maybe not exist time periodic pyramidal traveling fronts of (1.1) in some special case, see \cite[Theorem 1.3]{1}.

To describe the problems studied and the results obtained in the current paper, let \(n \geq 3\) be a given integer and
\[ m_\ast = \frac{\sqrt{s^2 - c^2}}{c}. \]
Assume \(A_j = (A_j, B_j) \in \mathbb{R}^2\) satisfies \(A_j^2 + B_j^2 = 1\) for all \(j = 1, \ldots, n\) and
\[ A_jB_{j+1} - A_{j+1}B_j > 0, \quad 1 \leq j \leq n - 1; \quad A_nB_1 - A_1B_n > 0. \tag{1.5} \]
Then \((m_\ast A_j, 1)\) is the normal vector of \(\{x \in \mathbb{R}^3 \mid x_3 = m_\ast(A_jx_1 + B_jx_2)\}\). Set
\[ h_j(\mathbf{x}') := m_\ast(A_j, \mathbf{x}') \quad \text{and} \quad h(\mathbf{x}') := \max_{1 \leq j \leq n} h_j(\mathbf{x}') = m_\ast \max_{1 \leq j \leq n} (A_j, \mathbf{x}') \tag{1.6} \]
for \(\mathbf{x}' \in \mathbb{R}^2\). We call \(\{x \in \mathbb{R}^3 \mid x_3 = h(\mathbf{x}')\}\) a three-dimensional pyramid in \(\mathbb{R}^3\). For any \(j = 1, \ldots, n\), let
\[ \Omega_j = \{x' \in \mathbb{R}^2 \mid h(\mathbf{x}') = h_j(\mathbf{x}')\}, \]
then we have \(\mathbb{R}^2 = \bigcup_{j=1}^n \Omega_j\). Denote the boundary of \(\Omega_j\) by \(\partial \Omega_j\). Let \(E = \bigcup_{j=1}^n \partial \Omega_j\).

Now we set
\[ S_j := \{x \in \mathbb{R}^3 \mid x_3 = h_j(\mathbf{x}') \text{ for } \mathbf{x}' \in \Omega_j\} \]
for each \(j = 1, \cdots, n\), and call \(\bigcup_{j=1}^n S_j \subset \mathbb{R}^3\) the lateral surfaces of a pyramid. Denote
\[ \Gamma_j := S_j \cap S_{j+1}, \quad \Gamma_n := S_n \cap S_1, \quad j = 1, \cdots, n - 1. \]
Then \(\Gamma := \bigcup_{j=1}^n \Gamma_j\) represents the set of all edges of a pyramid. For each \(\gamma > 0\), we define
\[ D(\gamma) = \{x \in \mathbb{R}^3 \mid \text{dist} (x, \bigcup_{j=1}^n \Gamma_j) > \gamma\}. \]
We note that the above setting on a pyramid comes from Taniguchi [35]. For any
\( j = 1, \ldots, n, (\Phi_1(\frac{x_3 + h_j(x')}{s}), t), \Phi_2(\frac{x_3 + h_j(x')}{s}) \) is the planar traveling
front solution of (1.1). Let
\[
\begin{align*}
  u_1^-(x, t) &:= \Phi_1 \left( \frac{c}{s} (x_3 + h(x')), t \right) = \max_{1 \leq j \leq n} \Phi_1 \left( \frac{c}{s} (x_3 + h_j(x')), t \right), \\
  u_2^-(x, t) &:= \Phi_2 \left( \frac{c}{s} (x_3 + h(x')), t \right) = \min_{1 \leq j \leq n} \Phi_2 \left( \frac{c}{s} (x_3 + h_j(x')), t \right).
\end{align*}
\]
Consequently, \((u_1^-(x, t), u_2^-(x, t))\) is a subsolution of (1.4) in the sense that
\[
\begin{align*}
  \frac{\partial u_1^-}{\partial t} &\geq \Delta u_1^- (x, t) - s \frac{\partial u_1^-}{\partial x_3} + u_1^- (r_1 (t) - a_1 (t) u_1^- - b_1 (t) u_2^-), \\
  \frac{\partial u_2^-}{\partial t} &\leq d \Delta u_2^- (x, t) - s \frac{\partial u_2^-}{\partial x_3} + u_2^- (r_2 (t) - a_2 (t) u_1^- - b_2 (t) u_2^-).
\end{align*}
\]
In particular, \(\frac{\partial u^-}{\partial x_3} (x, t) > 0, \frac{\partial u^-}{\partial x_3} (x, t) < 0\) and \(u_i^- (\cdot, \cdot + T) \equiv u_i^- (\cdot, \cdot) \) \((i = 1, 2)\) for \(x \in \mathbb{R}^s\) and \(t \in \mathbb{R}^t\).

The existence of time periodic pyramidal traveling fronts is proved in [1].

**Theorem 1.1** (See [1]). Assume that (A1)-(A4) hold. Then for each \(s > c\), there exists a solution \((u_1(x, t), u_2(x, t)) = (U_1(x', x_3 + st, t), U_2(x', x_3 + st, t))\) of (1.1) satisfying
\[
\begin{align*}
  \frac{\partial U_1}{\partial t} &= \Delta U_1 (x, t) - s \frac{\partial U_1}{\partial x_3} + U_1 (r_1 (t) - a_1 (t) U_1 - b_1 (t) U_2), \\
  \frac{\partial U_2}{\partial t} &= d \Delta U_2 (x, t) - s \frac{\partial U_2}{\partial x_3} + U_2 (r_2 (t) - a_2 (t) U_1 - b_2 (t) U_2), \\
  U_i (x, t + T) &= U_i (x, t), \quad (x, t) \in \mathbb{R}^s \times \mathbb{R}^t, \quad i = 1, 2,
\end{align*}
\]
\(u_1(x, t) > u_1^-(x, t), u_2(x, t) < u_2^-(x, t), \quad \forall x \in \mathbb{R}^s, t > 0\)

and
\[
\lim_{\gamma \to \infty} \sup_{x \in D(t), t \in [0, T]} |U_1(x, t) - u_1^-(x, t)| + |U_2(x, t) - u_2^-(x, t)| = 0. \tag{1.8}
\]

Following from (1.8), we know that the nonplanar traveling wave \((U_1, U_2)\) has pyramidal structures and is characterized as a combination of time periodic planar traveling fronts on the lateral surface. The following theorem further shows that such time periodic pyramidal traveling front \((U_1, U_2)\) is unique and asymptotically stable.

**Theorem 1.2.** In addition to the assumptions as in Theorem 1.1, if the initial value \(u_0 = (u_{10}(x), u_{20}(x)) \in C(\mathbb{R}^s, \mathbb{R}^s) with (u_{10}(x), u_{20}(x)) \in [0, p(0)] \times [0, q(0)]\) satisfies
\[
\lim_{\gamma \to \infty} \sup_{x \in D(t)} |u_{10}(x) - u_1^- (x, 0)| + |u_{20}(x) - u_2^- (x, 0)| = 0, \tag{1.9}
\]
then the solution \(u(x, t; u_0) := (u_1(x, t; u_0), u_2(x, t; u_0))\) of (1.4) satisfies
\[
\lim_{k \to +\infty} \|u(x, t + kT; u_0) - U(x', \cdot + st, t)\|_{C(\mathbb{R}^s \times [0, T])} = 0.
\]
Moreover, \((U_1(x', \cdot + st, t), U_2(x', \cdot + st, t))\) as in Theorem 1.1 is uniquely determined by (1.7) and (1.8).
We end the introduction with the following remarks. Firstly, Theorems 1.1-1.2 show that the time periodic pyramidal traveling front $(U_1, U_2)$ exists and is asymptotically stable. Since it is uniquely determined, now we call that $(U_1(x', x_3 + st, t), U_2(x', x_3 + st, t))$ is the pyramidal traveling wave associated with a pyramid $-x_3 = h(x')$. In the end of Section 4, we further characterize the time periodic pyramidal traveling fronts as a combination of two-dimensional periodic V-form traveling fronts on the edges of the pyramid, see Corollary 4.1 later.

Secondly, we remark that there also are many studies on the nonplanar traveling wave solutions of the scalar reaction-diffusion equations, for example, see [5, 6, 7, 8, 9, 10, 11, 14, 15, 16, 17, 18, 19, 20, 23, 30, 31, 34, 32, 33, 35, 36, 37, 38, 39, 42, 43, 46].

Thirdly, in this paper we establish the uniqueness and stability of time periodic pyramidal fronts for competition-diffusion system (1.1) in $N = 3$. However, as the spatial dimension $N$ becomes higher, the uniqueness and stability of $N$-dimensional periodic pyramidal traveling fronts of (1.1) with $N \geq 4$ become more interesting and difficult and are left to be as interesting open problems.

The paper is organized as follows. In Section 2, we summarize some preliminaries. In Section 3, we prove some basic properties on the time-periodic pyramidal traveling fronts, which will be used to prove our main results. We then show that the time-periodic pyramidal traveling front is asymptotically stable and unique in Section 4.

2. Preliminaries. In order to consider the uniqueness and asymptotic stability of time-periodic pyramidal traveling fronts, we first transform (1.1) to a cooperative system via the transformation

\[
\begin{align*}
    u_1'(x, t) &= \frac{u_1(x, t)}{p(t)}, & u_2'(x, t) &= \frac{q(t) - u_2(x, t)}{q(t)}.
\end{align*}
\]  

Dropping the prime, (1.1) is then transformed into

\[
\begin{align*}
    \frac{\partial u_1}{\partial t} &= \Delta u_1(x, t) + u_1 [a_1(t)p(t)(1 - u_1) - b_1(t)q(t)(1 - u_2)], \\
    \frac{\partial u_2}{\partial t} &= d\Delta u_2(x, t) + (1 - u_2) [a_2(t)p(t)u_1 - b_2(t)q(t)u_2].
\end{align*}
\]  

Observe that (2.2) is cooperative in the region $u_1 > 0$ and $0 < u_2 < 1$ in $\mathbb{R}^3 \times \mathbb{R}^+$. Observe also that by the transformation (2.1), the solutions $(0, 0), (0, q(t)), (p(t), 0)$ and $(u_1^0(t), u_2^0(t))$ of (1.1) become solutions $(0, 1), (0, 0), (1, 1)$ and $(u_1^*(t), u_2^*(t))$ of (2.2), respectively. Moreover, there are $0 < u_i^*(t) < 1$ and $u_i^*(t + T) = u_i^*(t)$ for $i = 1, 2$ and $t \in \mathbb{R}$. For convenience, let

\[
\begin{align*}
    g(u_1, u_2, t) &= u_1[a_1(t)p(t)(1 - u_1) - b_1(t)q(t)(1 - u_2)], \\
    f(u_1, u_2, t) &= (1 - u_2)[a_2(t)p(t)u_1 - b_2(t)q(t)u_2].
\end{align*}
\]

Then we can rewrite (2.2) into

\[
\begin{align*}
    \frac{\partial u_1}{\partial t} &= \Delta u_1(x, t) + g(u_1(x, t), u_2(x, t), t), \\
    \frac{\partial u_2}{\partial t} &= d\Delta u_2(x, t) + f(u_1(x, t), u_2(x, t), t),
\end{align*}
\]  

\[
\begin{align*}
    \text{for } x \in \mathbb{R}^3, \quad t > 0.
\end{align*}
\]

Obviously, $g(0, 0, t) = h(0, 0, t) = 0$, $g(1, 1, t) = h(1, 1, t) = 0$ and $g(\cdot, \cdot, t + T) = g(\cdot, \cdot, t)$, $h(\cdot, \cdot, t + T) = h(\cdot, \cdot, t)$ in $\mathbb{R}^2 \times \mathbb{R}^+$. Moreover, it follows from (1.3) that
\((\Psi_1(\xi, t), \Psi_2(\xi, t)) = \left(\frac{\Psi_1(\xi, t)}{p(t)}, \frac{q(t) - \Psi_2(\xi, t)}{q(t)}\right)\) is the planar traveling wave solution of system (2.3) with wave speed \(c\), which satisfies
\[
\begin{aligned}
&\frac{\partial \Psi_1}{\partial t} + c \frac{\partial \Psi_1}{\partial \xi} - \frac{\partial^2 \Psi_1}{\partial \xi^2} - g(\Psi_1, \Psi_2, t) = 0, \\
&\frac{\partial \Psi_2}{\partial t} + c \frac{\partial \Psi_2}{\partial \xi} - \frac{d \partial^2 \Psi_2}{\partial \xi^2} - f(\Psi_1, \Psi_2, t) = 0 \\
&\lim_{\xi \to -\infty} (\Psi_1(\xi, t), \Psi_2(\xi, t)) = (0, 0), \\
&\lim_{\xi \to +\infty} (\Psi_1(\xi, t), \Psi_2(\xi, t)) = (1, 1), \\
&\Psi_i(\xi, T + t) = \Psi_i(\xi, t), \quad i = 1, 2,
\end{aligned}
\]
and \(\frac{\partial \Psi_i}{\partial \xi} > 0\), \(i = 1, 2\) for all \((\xi, t) \in \mathbb{R}^2 \times \mathbb{R}^+\). Consider
\[
\begin{aligned}
&\frac{\partial v_1}{\partial t} = \Delta v_1(x, t) - s \frac{\partial v_1}{\partial x} + g(v_1(x, t), v_2(x, t), t), \\
&\frac{\partial v_2}{\partial t} = d \Delta v_2(x, t) - s \frac{\partial v_2}{\partial x} + f(v_1(x, t), v_2(x, t), t),
\end{aligned}
\]
\(x \in \mathbb{R}^3, \ t > 0\). (2.5)

For \(x \in \mathbb{R}^3\), let \(v_0(x) = (v_{10}(x), v_{20}(x)) \in C(\mathbb{R}^3, [0, 1])\). We denote \((v_1(x, t; \mathbf{v}_0), v_2(x, t; \mathbf{v}_0))\) be the solution of (2.5) with \((v_1(x, 0; \mathbf{v}_0), v_2(x, 0; \mathbf{v}_0)) = v_0(x)\). Thus
\[
(v_1^-(x, t), v_2^-(x, t)) = \left(\Psi_1 \left(\frac{\xi}{s}(x_3 + h(x')), t\right), \Psi_2 \left(\frac{\xi}{s}(x_3 + h(x')), t\right)\right)
\]
is a subsolution of system (2.5). Then by Theorem 1.1 and the transformation (2.1), for each \(s > c\), there exists a solution \((V_1(x', x_3 + st, t), V_2(x', x_3 + st, t))\) of (2.5) satisfying
\[
V_i(\cdot, \cdot, \cdot + T) = V_i(\cdot, \cdot, \cdot) \quad \text{and} \quad V_i(x', x_3 + st, t) > v_i^-(x, t), \quad i = 1, 2
\]
and
\[
\lim_{\gamma \to +\infty} \sup_{x \in D(\gamma), t \in [0, T]} \sum_{t=1}^2 |V_i(x', x_3 + st, t) - v_i^-(x, t)| = 0.\]
(2.7)

To study the uniqueness and stability of \((U_1, U_2)\), it is then equivalent to study the uniqueness and stability of \((V_1, V_2)\) for (2.5).

Note that time-periodic V-form traveling front of Lotka-Volterra competition-diffusion system (1.1) has been studied in [3]. Let \((\bar{w}_1(\xi, \eta, t; \mathbf{w}_0), \bar{w}_2(\xi, \eta, t; \mathbf{w}_0))\) be the solution of
\[
\begin{aligned}
&\frac{\partial \bar{w}_1}{\partial t} - \frac{\partial^2 \bar{w}_1}{\partial \xi^2} - \frac{\partial^2 \bar{w}_1}{\partial \eta^2} + s \frac{\partial \bar{w}_1}{\partial \eta} - g(\bar{w}_1, \bar{w}_2, t) = 0, \\
&\frac{\partial \bar{w}_2}{\partial t} - \frac{d \partial^2 \bar{w}_2}{\partial \xi^2} - \frac{d \partial^2 \bar{w}_2}{\partial \eta^2} + s \frac{\partial \bar{w}_2}{\partial \eta} - f(\bar{w}_1, \bar{w}_2, t) = 0, \\
&\bar{w}_1(\xi, \eta, 0) = \bar{w}_{10}(\xi, \eta), \quad \bar{w}_2(\xi, \eta, 0) = \bar{w}_{20}(\xi, \eta), \quad i = 1, 2
\end{aligned}
\]
with the initial value \(\bar{w}_0 = (\bar{w}_{10}(\xi, \eta), \bar{w}_{20}(\xi, \eta)) \in C(\mathbb{R}^2, \mathbb{R}^2)\).

**Theorem 2.1.** (see [3, Theorems 1.1-1.2]) Assume that (A1)-(A4) hold. For each \(\hat{s} > c\), let \(\hat{m}_s = \sqrt{\hat{s} - c^2} \). Then there exists a unique \((\hat{V}_1(\xi, \eta, t; \hat{s}), \hat{V}_2(\xi, \eta, t; \hat{s}))\) satisfying (2.8) and
\[
\hat{V}_i(\xi, \eta, t + T; \hat{s}) = \hat{V}_i(\xi, \eta, t; \hat{s}) \quad \text{for} \quad (\xi, \eta) \in \mathbb{R}^2, \ t \in \mathbb{R}, \ i = 1, 2.
\]
In addition,
\[
\lim_{R \to \infty} \sup_{\xi^2 + \eta^2 > R^2, t \in [0, T]} \left| \nabla \bar{w}(\xi, \eta, t) - \nabla \bar{v}(\xi, \eta, t) \right| = 0, \quad (2.9)
\]

\[
\Psi_i \left( \frac{c}{s} (\eta + \hat{m}_s(\xi)) \right) < \bar{v}_1(\xi, \eta, t) \quad \text{for } (\xi, \eta) \in \mathbb{R}^2, t \in \mathbb{R}^+, \ i = 1, 2. \quad (2.10)
\]

Furthermore, for any initial function \( \bar{w}_0(\xi, \eta) \in C(\mathbb{R}^2, \mathbb{R}^2) \) with \( \bar{w}_0 \in [0, 1] \) and
\[
\lim_{R \to \infty} \sup_{\xi^2 + \eta^2 > R^2} \left| \bar{w}(\xi, \eta, t) - \bar{v}(\xi, \eta, t) \right|_{C(\mathbb{R}^2)} = 0,
\]

or equivalently,
\[
\lim_{k \to \infty} \left\| \bar{w}(\xi, \eta, t + kT; \bar{w}_0) - \bar{v}(\xi, \eta, t; \hat{s}) \right\|_{C(\mathbb{R}^2 \times [0, T])} = 0.
\]

For any subset \( D \subset \mathbb{R}^3 \), we denote the characteristic function of \( D \) by \( \chi_D \), namely, \( \chi_D(x) = 1 \) for \( x \in D \) and \( \chi_D(x) = 0 \) for \( x \notin D \). For \( j = 1, 2 \), define
\[
M_{ij} := \sup_{(u_1, u_2) \in [-1, 2], t \in \mathbb{R}} g_{u_j}(u_1, u_2, t) \quad \text{and} \quad M_{2j} := \sup_{(u_1, u_2) \in [-1, 2], t \in \mathbb{R}} f_{u_j}(u_1, u_2, t).
\]

Let \( h_{ij}(x, t) \in C(\mathbb{R}^3 \times \mathbb{R}^+) \) \( (i, j = 1, 2) \) be the given continuous function with
\[
0 \leq h_{ij}(x, t) \leq M_{ij}, \quad i \neq j, \quad \sup_{x \in \mathbb{R}^3, t \in \mathbb{R}} |h_{ij}(x, t)| \leq M_{ij}, \quad i = j.
\]

For any given initial value \( w_0(x) \in C(\mathbb{R}^3, \mathbb{R}^2) \cap L^\infty(\mathbb{R}^3, \mathbb{R}^2) \), we consider the following linear system
\[
\begin{cases}
\frac{\partial w_1}{\partial t} - \sum_{k=1}^{3} \frac{\partial^2 w_1}{\partial x_k^2} + s \frac{\partial w_1}{\partial x_3} - h_{11}(x, t)w_1 - h_{12}(x, t)w_2 = 0, \\
\frac{\partial w_2}{\partial t} - d \sum_{k=1}^{3} \frac{\partial^2 w_2}{\partial x_k^2} + s \frac{\partial w_2}{\partial x_3} - h_{21}(x, t)w_1 - h_{22}(x, t)w_2 = 0,
\end{cases}
\]

(2.11)

for \( x \in \mathbb{R}^3 \) and \( t \in \mathbb{R}^+ \).

The following Lemma follows from [44, Lemma 4.2].

**Lemma 2.1.** Let \( w(x, t) = (w_1(x, t), w_2(x, t)) \) is the solution of (2.11). Then there exist positive constants \( \bar{A}, \bar{B} \) and \( m > 0 \) such that
\[
\max_{1 \leq i \leq 2} \sup_{x \in \mathbb{R}^3} w_i(x, t) \leq e^{mt} \max_{1 \leq i \leq 2} \sup_{x \in \mathbb{R}^3} w_{i0}(x), \quad \forall t > 0,
\]
\[
e^{mt} \min_{1 \leq i \leq 2} \inf_{x \in \mathbb{R}^3} w_{i0}(x) \leq \min_{1 \leq i \leq 2} \inf_{x \in \mathbb{R}^3} w_i(x, t), \quad \forall t > 0,
\]
\[
\max_{1 \leq i \leq 2} \sup_{x \in \mathbb{R}^3} |w_i(x, t)| \leq e^{mt} \max_{1 \leq i \leq 2} \sup_{x \in \mathbb{R}^3} \|w_{i0}(x)\|_{L^\infty(\mathbb{R}^3)}, \quad \forall t > 0,
\]

and for any \( \gamma > 0 \),
\[
\sup_{1 \leq t \leq 2} \sup_{x \in D(2\gamma)} |w_i(x, t)| \leq e^{mt} 3\pi \frac{\bar{A}}{\bar{B}} \int_{\frac{\bar{B}}{\bar{A}}}^{+\infty} \exp \left( -Br^2 \right) dr \max_{1 \leq i \leq 2} \sup_{x \in D(\gamma)} |w_{i0}(x)|
\]
Lemmas 2.1-2.2, we then have system for (2.5) as that in [3]. Let \( C \) from above by \( 1 \) and \( C \) from below by \( 2 \). Note that the supersolutions and subsolutions constructed later cannot be bounded also to use the super- and subsolution technique coupled with comparison principle. We note that the following results come from Bao et al. [3]. Define 
\[
\lambda = \frac{3\sqrt{\pi A}}{B \sqrt{3}} \sup_{1 \leq i \leq 2} \sup_{x \in D(\gamma)} |w_{i0}(x)|, \quad \forall t > 0,
\]
(2.12)

where \( D(\gamma) = \{ x \in \mathbb{R}^3 \mid x \notin D(\gamma) \} \). If \( w_{i0}(x) = 0 \) for any \( x \in B(x_0, \sqrt{3}R) := \{ x \in \mathbb{R}^3 \mid |x - x_0| < \sqrt{3}R \} \) and \( i = 1, 2 \), then for any given \( t > 0 \), we have
\[
\sup_{1 \leq i \leq 2} |w_i(x, t)| \leq e^{\frac{3\sqrt{\pi A}}{B} \int_{t}^{+\infty} \exp \left( -Bt^2 \right) dr} \max_{1 \leq i \leq 2} \sup_{x \in \mathbb{R}^3} |w_{i0}(x)|
\]
for any \( x_0 \in \mathbb{R}^3 \) and \( R > 0 \).

In the current paper, we will extend the arguments of Wang et al.[44], Taniguchi [36] and Bao et al. [3] to study the uniqueness and stability of time periodic pyramidal fronts for (1.1) in \( \mathbb{R}^3 \) under the assumptions (A1)-(A4). The main method is also to use the super- and subsolution technique coupled with comparison principle. Note that the supersolutions and subsolutions constructed later cannot be bounded from above by \( 1 \) and from below by \( 0 \) and the comparison principal on \( [0, 1] \) is invalid for such super- and subsolutions. To overcome this, we introduce an auxiliary system for (2.5) as that in [3]. Let \( C^+_1 \) and \( C^-_2 \) be positive constants defined in [1, Lemmas 2.1-2.2], we then have
\[
g_{u_1}(u_1, u_2, t) + C^+_1 \{ u_1 \}^{-} \geq 0 \quad \text{and} \quad h_{u_1}(u_1, u_2, t) + C^-_2 \{ 1 - u_2 \}^{-} \geq 0
\]
for all \((u_1, u_2) \in [-1, 2]\), where \(-1 = (-1, -1), 2 = (2, 2)\) and
\[
\{ a \}^{-} = \begin{cases} a, & a \geq 0, \\ -a, & a < 0. \end{cases}
\]

Consider the following initial value problem:
\[
\begin{aligned}
\frac{\partial u_1}{\partial t} &= \Delta u_1(x, t) - s \frac{\partial u_1}{\partial x_3} + G(u_1, u_2, t), \\
\frac{\partial u_2}{\partial t} &= d \Delta u_2(x, t) - s \frac{\partial u_2}{\partial x_3} + F(u_1, u_2, t), \\
(\mathbf{x}_0(0), & u_2(0, 0)) = (v_{i0}(\mathbf{x}), v_{20}(\mathbf{x})) \in Y,
\end{aligned}
\]
(2.14)

where \( Y = \{(v_{i0}, v_{20}) \in C(\mathbb{R}^3, \mathbb{R}^2) : -1 \leq v_{i0}(\mathbf{x}), v_{20}(\mathbf{x}) \leq 2 \} \) and
\[
G(u_1, u_2, t) = g(u_1, u_2, t) + C^+_1 \{ u_1 \}^{-} u_2,
\]
\[
F(u_1, u_2, t) = f(u_1, u_2, t) + C^-_2 \{ 1 - u_2 \}^{-} (u_1 - 1).
\]

Note that \( G(u_1, u_2, t) = g(u_1, u_2, t) \) and \( F(u_1, u_2, t) = f(u_1, u_2, t) \) for \((u_1, u_2) \in [0, 1] \). Following from [1, Theorem 2.5] and [1, Corollary 2.6], the comparison principle holds for (2.14) for \((u_1, u_2) \in [-1, 2]\). Thus we can construct some useful supersolutions and subsolutions of (2.14), which will be used to establish the stability of time periodic pyramidal traveling front \((V_1, V_2)\) in Section 4.

We note that the following results come from Bao et al. [3]. Define \( \lambda_0 \) and \( \lambda_1 \) be the eigenvalues of the following linearized periodic system
\[
\begin{cases}
\frac{d\phi_0}{dt} - [a_1(t)p(t) - b_1(t)q(t)] \phi_0 = \lambda_0 \phi_0, \\
\frac{d\psi_0}{dt} - [a_2(t)p(t) + b_2(t)q(t)] \psi_0 = \lambda_0 \psi_0, \\
\phi_0(t + T) = \phi_0(t), \quad \psi_0(t + T) = \psi_0(t)
\end{cases}
\]

and
\[
\begin{aligned}
&\begin{cases}
\frac{d\phi_1}{dt} + a_1(t)p(t)\phi_1 - b_1(t)q(t)\psi_1 = \lambda_1\phi_1, \\
\frac{d\psi_1}{dt} - [b_2(t)q(t) - a_2(t)p(t)]\psi_1 = \lambda_1\psi_1,
\end{cases}
\end{aligned}
\]
respectively. Let \((\phi_0(t), \psi_0(t))\) and \((\phi_1(t), \psi_1(t))\) be the eigenfunctions correspond to \(\lambda_0\) and \(\lambda_1\), respectively. Under the hypotheses (A2) and (A3), we can calculate that
\[
\lambda_0 = -\frac{1}{T} \int_0^T (a_1(t)p(t) - b_1(t)q(t))dt > 0
\]
and
\[
\lambda_1 = -\frac{1}{T} \int_0^T (b_2(t)q(t) - a_2(t)p(t))dt > 0.
\]
In particular, the eigenfunctions \((\phi_0(t), \psi_0(t))\) associated with the eigenvalue \(\lambda_0\) and \((\phi_1(t), \psi_1(t))\) associated with the eigenvalue \(\lambda_1\) are both time periodic and positive on \(t \in \mathbb{R}\), see [2]. Since the boundedness and positivity of the eigenfunctions \((\phi_0(t), \psi_0(t))\) and \((\phi_1(t), \psi_1(t))\) on \(t \in \mathbb{R}\), take \(\eta^\pm > 0\) small enough such that \((\eta^-\phi_0(t), \eta^-\psi_0(t)) \ll (\phi_1(t), \psi_1(t))\) and \((\eta^+\phi_1(t), \eta^+\psi_1(t)) \ll (\phi_0(t), \psi_0(t))\) for all \(t \in \mathbb{R}\). Let
\[
\begin{aligned}
P^-(t) &= \begin{pmatrix} p_1(t) \\ p_2(t) \end{pmatrix}, \\
P^+(t) &= \begin{pmatrix} p_1^+(t) \\ p_2^+(t) \end{pmatrix}, \\
Q^-(t) &= \begin{pmatrix} q_1(t) \\ q_2(t) \end{pmatrix}, \\
Q^+(t) &= \begin{pmatrix} q_1^+(t) \\ q_2^+(t) \end{pmatrix}
\end{aligned}
\]
Define \(\omega(\zeta)\) be a smooth function such that \(\omega(\zeta) = 0\) for \(\zeta \leq -2\) and \(\omega(\zeta) = 1\) for \(\zeta \geq 2\). Moreover for \(\zeta \in \mathbb{R}, 0 \leq \omega(\zeta) \leq 1, |\omega'(\zeta)| \leq 1\). Let the positive vector functions \(P(\zeta, t) = (p_1(\zeta, t), p_2(\zeta, t))\) and \(Q(\zeta, t) = (q_1(\zeta, t), q_2(\zeta, t))\) be defined by
\[
\begin{aligned}
p_i(\zeta, t) &= \omega(\zeta)p_i^+ + (1 - \omega(\zeta))p_i^-(t) \\
q_i(\zeta, t) &= \omega(\zeta)q_i^+ + (1 - \omega(\zeta))q_i^-(t)
\end{aligned}
\]
respectively, where \(i = 1, 2\). It is easy to see that \(p_i(\zeta, t) \in [p_i^-, p_i^+(t)]\) and \(q_i(\zeta, t) \in [q_i^-, q_i^+(t)]\) for \(\zeta \in \mathbb{R}\) and \(t \in \mathbb{R}\). In particular, \(\frac{\partial p_i}{\partial \zeta}(\zeta, t) < 0\) and \(\frac{\partial q_i}{\partial \zeta}(\zeta, t) < 0\) on \(\mathbb{R} \times [0, T]\).

Recall that \(h_j(x')\) and \(h(x')\) are as in (1.6). Choose \(\rho : \mathbb{R}^2 \to \mathbb{R}\) which belongs to \(C^\infty(\mathbb{R}^2)\) and satisfies \(\int_{\mathbb{R}^2} \rho(x')dx' = 1\) and \((\rho \ast h_j)(x') = h_j(x')\) for \(x' \in \mathbb{R}^2\) and \(j = 1, ..., n\). Define \(\varphi(x') = (\rho \ast h)(x')\) for \(x' \in \mathbb{R}^2\). Then \(\varphi(x') \in C^\infty(\mathbb{R}^2)\) and let
\[
\hat{\mu}(x) = \frac{x_3 + \frac{1}{\alpha} \varphi(\alpha x')}{\sqrt{1 + |\nabla \varphi(\alpha x')|^2}} \text{ and } \sigma(x') = \varepsilon \left( \frac{s}{\sqrt{1 + |\nabla \varphi(\alpha x')|^2}} - c \right).
\]
For \(\alpha > 0, \varepsilon > 0\) and \(\varphi \in C^\infty(\mathbb{R}^2)\), we put
\[
u_0^+(x; t; \varepsilon, \alpha) = \Psi_1(\hat{\mu}(x), t) + p_i(\hat{\mu}(x), t)\sigma(x'), \quad i = 1, 2.
\]
Then by [1, Lemma 4.1], there exist a positive constant \(\varepsilon_0^+\) and a positive function \(\alpha_0^+(\varepsilon)\) such that \((\nu_1^+(x; t; \varepsilon, \alpha), u_0^+(x; t; \varepsilon, \alpha))\) is a supersolution of (2.14) on \(x \in \mathbb{R}^3\) and \(t \in \mathbb{R}^+\) for \(0 < \varepsilon < \varepsilon_0^+\) and \(0 < \alpha < \alpha_0^+(\varepsilon)\).
Lemma 2.2. Assume that (H1)-(H4) hold. For some \( \varepsilon > 0 \) and \( \alpha > 0 \), let
\[
u_i^-(x, t; \varepsilon, \alpha) = \Psi_i(\eta(x), t) - \varepsilon q_i(\eta(x), t) \sech(\beta_2 \alpha x_3), \quad i = 1, 2,
\]
where
\[
\eta(x) = \frac{h(x') + \psi(\alpha x_3)}{m_x + \frac{\alpha}{\alpha}} \sqrt{1 + \psi'(\alpha x_3)^2} \quad \text{and} \quad \psi(\vartheta) := -\frac{1}{m_x \beta_2} \ln(1 + \exp(-\beta_2 \vartheta)).
\]
Then there exist \( \varepsilon > 0 \) and \( \alpha^{-}(\varepsilon) > 0 \) such that for \( 0 < \varepsilon < \varepsilon^{-} \) and \( 0 < \alpha < \alpha^{-}(\varepsilon) \),
\((u_1^-(x, t; \varepsilon, \alpha), u_2^-(x, t; \varepsilon, \alpha)) \) is a subsolution of (2.14) for \( t > 0 \).

Proof. From [3, Lemma 4.3], we know that there exists \( \varepsilon^{-} > 0 \) and \( \alpha^{-}(\varepsilon) > 0 \) such that for \( 0 < \varepsilon < \varepsilon^{-} \) and \( 0 < \alpha < \alpha^{-}(\varepsilon) \), \((u_1^{-}(x, t; \varepsilon, \alpha), u_2^{-}(x, t; \varepsilon, \alpha)) \) is a subsolution of (2.14) for \( x \in \mathbb{R}^3 \) and \( t > 0 \), where for \( i = 1, 2, \)
\[
u_i^{-}(x, t; \varepsilon, \alpha) = \Psi_i \left( \frac{h_i(x') + \psi(\alpha x_3)}{m_x + \frac{\alpha}{\alpha}} \sqrt{1 + \psi'(\alpha x_3)^2}, t \right) - \varepsilon q_i \left( \frac{h_i(x') + \psi(\alpha x_3)}{m_x + \frac{\alpha}{\alpha}} \sqrt{1 + \psi'(\alpha x_3)^2}, t \right) \sech(\beta_2 \alpha x_3).
\]
Thus
\[
(u_1^-(x, t; \varepsilon, \alpha), u_2^-(x, t; \varepsilon, \alpha)) = \left( \max_{1 \leq i \leq n} u_1^{-}, \max_{1 \leq j \leq n} u_2^{-} \right)
\]
is a subsolution of (2.14) for \( t > 0 \). This completes the proof. \( \square \)

The following lemmas provide much more subsolutions and supersolutions of (2.14), which will be used to prove uniqueness and stability of time periodic pyramidal fronts in Section 4.

Lemma 2.3. There exist positive constants \( \rho \) sufficiently large, \( \beta \) small enough and \( \delta_1 \) such that for any \( 0 < \delta < \delta_1 \), \( w^+ = (w_1^+, w_2^+) \) defined by
\[
w_i^+(x, t; \delta) = V_1(x + 3 \rho \delta e^{-\beta t}, t) + \delta \rho_i \left( s^+, t \right) e^{-\beta t}, \quad i = 1, 2
\]
is a supersolution of (2.14), and \( w^- = (w_1^-, w_2^-) \) defined by
\[
w_i^-(x, t; \delta) = V_i(x - 3 \rho \delta e^{-\beta t}, t) - \delta q_i \left( s^-, t \right) e^{-\beta t}, \quad i = 1, 2
\]
is a subsolution of (2.14), where
\[
s^\pm = \frac{x_3 \pm \rho \delta(1 - e^{-\beta t}) + \varphi(x')}{\sqrt{1 + |\nabla \varphi(x')|^2}}.
\]

Proof. By Lemma 2 in [35], for any \( x' \in \mathbb{R}^2 \), there is a positive constant \( m_0 \) such that
\[
h(x') \leq \varphi(x') \leq m_0 + h(x').
\]
It is easy to verify that there exist constants \( N_i^+ > 0 \) such that
\[
\left| \frac{\partial^2 p_i}{\partial \mu^2} (\mu_1^2 + \mu_2^2) + \frac{\partial p_i}{\partial \mu} (\mu_1 x_1 + \mu_2 x_2) + \frac{1}{1 + |\nabla \varphi(x')|^2} \frac{\partial^2 p_i}{\partial \mu^2} \right| \leq N_i^+
\]
and
\[
\left| \frac{\partial^2 q_i}{\partial \mu^2} (\mu_1^2 + \mu_2^2) + \frac{\partial q_i}{\partial \mu} (\mu_1 x_1 + \mu_2 x_2) + \frac{1}{1 + |\nabla \varphi(x')|^2} \frac{\partial^2 q_i}{\partial \mu^2} \right| \leq N_i^-
\]
for any \( \alpha \in (0, 1) \) and \( (x, t) \in \mathbb{R}^3 \times \mathbb{R}^+ \). We omit the rest of the proof, which is similar to that of [3, Lemma 4.5]. This completes the proof. \( \square \)
Lemma 2.4. There exist positive constants \( \rho \) sufficiently large, \( \beta \) small enough and \( \delta_2 \) such that, for any \( 0 < \delta < \delta_2 \), \( W^+ \) defined by
\[
W^+_i(x, t; \delta) = u^+_i(x', x_3 + \rho \delta(1 - e^{-\beta t}), t; \varepsilon, \alpha) + \delta p_i(t)e^{-\beta t}
\]
is a supersolution of (2.14) for any \( \delta > 0 \), where \( i = 1, 2 \) and
\[
\tau = \frac{x_3 + \rho \delta(1 - e^{-\beta t}) + \varphi(\alpha x')/\alpha}{\sqrt{1 + \varphi'^2(\alpha x')}}.
\]
The proof of the lemma is similar to that of Lemma 2.3. Following form [3, Lemma 4.7], we obtain the following lemma.

Lemma 2.5. There exist positive constants \( \rho \) sufficiently large, \( \beta \) small enough and \( \delta_3 \) such that, for any \( 0 < \delta < \delta_3 \), \( \hat{W}^j \) and \( \hat{W} \) are also subsolutions of (2.14), where \( j = 1, \ldots, n \) and
\[
\hat{\vartheta} = \frac{h_j(x')/m_* - \rho \delta(1 - e^{-\beta t}) + \psi(\alpha x_3)/\alpha}{\sqrt{1 + \psi'^2(\alpha x_3)}}.
\]

3. Basic properties. In this section, we will prove some basic properties and show that the time-periodic pyramidal traveling front \((V_1, V_2)\) converges to two-dimensional V-form traveling fronts on edges of the pyramid. To do this, we first study the exact formulation of the two-dimensional V-form front on each edge.

For each \( j (1 \leq j \leq n) \) we consider a plane perpendicular to an edge \( \Gamma_j = S_j \cap S_{j+1} \). Then the cross section of \(-x_3 = \max\{h_j(x'), h_{j+1}(x')\}\) in this plane has a time periodic V-form front. Let \( E^j = (E_1^j, E_2^j) \) be the two-dimensional periodic V-form front as in Theorem 2.1 corresponding to the cross section \(-x_3 = \max\{h_j(x'), h_{j+1}(x')\}\).

Next, by the same way in [44, 36], we will give the precise definition of \( E^j \). Let \( A_{n+1} := A_1 \) and \( B_{n+1} := B_1 \). Define
\[
p_j := A_{j+1}B_j - A_jB_{j+1} > 0 \quad \text{and} \quad q_j := \sqrt{(A_{j+1} - A_j)^2 + (B_{j+1} - B_j)^2} > 0
\]
for \( 1 \leq j \leq n \). Take \( \nu_j = \frac{1}{\sqrt{1 + m_j^2}}(m_*A_j, m_*B_j, 1) \) for \( j = 1, \ldots, n + 1 \). Let \((x_1, x_2, x_3)^T\) is the transposed vector of \((x_1, x_2, x_3)\). The direction of \( \Gamma_j \) is given by
\[
\nu_{j+1} \times \nu_j = \frac{1}{\sqrt{m_j^2p_j^2 + q_j^2}}(B_{j+1} - B_j, A_j - A_{j+1}, m_*(A_{j+1}B_j - A_jB_{j+1}))^T
\]
and the traveling direction of a two-dimensional V-form wave \( E^j \) is given by
\[
(\nu_{j+1} \times \nu_j) \times \frac{\nu_{j+1} - \nu_j}{|\nu_{j+1} - \nu_j|} = \frac{(m_*(B_{j+1} - B_j)p_j, m_*(A_j - A_{j+1})p_j, q_j^2)^T}{q_j \sqrt{m_j^2p_j^2 + q_j^2}}.
\]
Let \( s_j \) be the speed of \( E^j \) and \( 2\theta_j \) be the angle between \( S_j \) and \( S_{j+1} \). Then
\[
s_j \sin \theta_j = c, \quad \sin \theta_j = \sqrt{m_j^2p_j^2 + q_j^2}/q_j \quad \text{and} \quad s_j = \frac{s q_j}{\sqrt{m_j^2p_j^2 + q_j^2}}.
\]
The speed of $E^j$ toward the $x_3$-axis equals $s_j\sqrt{m_{j}^2p_j^2 + q_j^2}/q_j = c\sqrt{1 + m_{j}^2} = s_j$, which coincides with the speed of $V = (V_1, V_2)$. Let $(x_1, x_2, x_3)^T = R_j(\xi, \eta, \zeta)^T$ and $(\xi, \eta, \zeta)^T = R_j^T(x_1, x_2, x_3)^T$, where $R_j^T$ is the transposed matrix of $R_j$. Here we take

$$R_j = \begin{pmatrix}
\frac{A_{j+1} - A_j}{q_0} & \frac{m_0(B_{j+1} - B_j)q_1}{q_0} & \frac{B_{j+1} - B_j}{\sqrt{m_{j}^2p_j^2 + q_j^2}} \\
\frac{B_{j+1} - B_j}{q_0} & \frac{m_0(A_j - A_{j+1})q_1}{q_0} & \frac{A_j - A_{j+1}}{\sqrt{m_{j}^2p_j^2 + q_j^2}} \\
0 & \frac{m_0(A_j - A_{j+1})q_1}{q_0} & \frac{m_0(B_{j+1} - B_j)q_1}{q_0} 
\end{pmatrix}.$$ 

Define $E^j = (E^j_1, E^j_2)$, where $E^j_i$ $(i = 1, 2)$ be defined as

$$E^j_i(x, t) := \hat{V}_i \left(\frac{(A_j - A_{j+1})x_1 + (B_j - B_{j+1})x_2}{q_j}, \frac{m_0(B_j - B_{j+1})p_jx_1 + m_0(A_{j+1} - A_j)p_jx_2 + q_j^2x_3}{q_j\sqrt{m_{j}^2p_j^2 + q_j^2}}, t, \frac{sq_j}{\sqrt{m_{j}^2p_j^2 + q_j^2}}\right).$$

Direct calculations show that

$$\begin{align*}
\frac{\partial \hat{V}_1}{\partial t} - \frac{\partial^2 \hat{V}_1}{\partial \xi^2} - \frac{\partial^2 \hat{V}_1}{\partial \eta^2} + s_j \frac{\partial \hat{V}_1}{\partial \eta} - f(\hat{V}_1, \hat{V}_2, t) &= 0,
\frac{\partial \hat{V}_2}{\partial t} - d \frac{\partial^2 \hat{V}_2}{\partial \xi^2} - \frac{\partial^2 \hat{V}_2}{\partial \eta^2} + s_j \frac{\partial \hat{V}_2}{\partial \eta} - g(\hat{V}_1, \hat{V}_2, t) &= 0
\end{align*}$$

for all $(\xi, \eta) \in \mathbb{R}^2$, $t \in [0, T]$. Hence for each $j$ $(1 \leq j \leq n)$, $E^j(x, t)$ satisfies (2.5). We call $E^j$ a planar time periodic V-form traveling front corresponding to an edge $\Gamma_j$.

Let $Q_j := \{x \in \mathbb{R}^3 | \text{dist}(x, \Gamma) = \text{dist}(x, \Gamma_j)\}$ for $1 \leq j \leq n$. Then $\mathbb{R}^3 = \bigcup_{j=1}^{n} Q_j$. Define

$$\hat{E}(x, t) := \left(\hat{E}_1(x, t), \hat{E}_2(x, t)\right) = \left(\max_{1 \leq j \leq n} E^j_1(x, t), \max_{1 \leq j \leq n} E^j_2(x, t)\right).$$

Since $E^j(x, t)$ is strictly monotone increasing in $x_3$ for each $j$, we have $\hat{E}(x, t)$ is strictly monotone increasing in $x_3$. In addition, $\hat{E}(x, t)$ also has the following properties.

**Lemma 3.1.** The function $\hat{E}(x, t)$ satisfies

$$v^-(x, t) < \hat{E}(x, t) < V(x, t), \quad x \in \mathbb{R}^3, t \in [0, T]$$

and

$$\lim_{\gamma \to \infty} \sup_{x \in D(\gamma), t \in [0, T]} \left| \hat{E}(x, t) - v^-(x, t) \right| = 0. \quad (3.1)$$

**Proof.** By Theorem 2.1, we have

$$\max \left\{ \Psi_i \left(\frac{c}{s}(x_3 + h_j(x')), t\right), \Psi_i \left(\frac{c}{s}(x_3 + h_{j+1}(x')), t\right) \right\} < E^j_i(x, t)$$

for any $x \in \mathbb{R}^3$, $t \in [0, T]$ and $i = 1, 2$. It then follows that

$$v^i_-(x, t) = \Psi_i \left(\frac{c}{s}(x_3 + h(x')), t\right) < \hat{E}_i(x, t) \quad \text{for } x \in \mathbb{R}^3, t \in [0, T], i = 1, 2.$$
Let $\Psi\left(\frac{x_3 + h_j(x')}{\gamma}\right), 0)$ and $E^j(x, 0)$ be the initial values of (2.5), respectively. Namely, we consider the solutions $v(x, t + kT; \Psi\left(\frac{x_3 + h_j(x')}{\gamma}\right), 0)$ and $v(x, t + kT; E^j(x, 0))$ of (2.5). Let $k \to \infty$, we have $E^j(x, t) < V(x, t)$ for all $x \in \mathbb{R}^3, t \in [0, T]$ and $j = 1, ..., n$.

Consequently, the comparison principle implies $\hat{E}(x, t) < V(x, t)$ for all $x \in \mathbb{R}^3$ and $t \in [0, T]$. Finally, (3.1) directly follows from (2.7). This completes the proof.

Suppose that $v_0 \in [0, 1]$ satisfies
\[
\lim_{\gamma \to \infty} \sup_{x \in D(\gamma)} |v_0(x) - v^-(x, 0)| = 0. \tag{3.2}
\]
Let $v(x, t; v_0) = (v_1(x, t; v_0), v_2(x, t; v_0))$ be the solution of (2.5) with the initial value $v_0$. For any given $t \in [0, T]$ and $k \in \mathbb{N}$, by Lemma 2.1, there exist constants $\hat{A} > 0$ and $B > 0$ such that
\[
\max_{1 \leq i \leq 2} \sup_{x \in (x, t; v_0) - V_i(x, t)} \leq \exp\left(-\frac{\hat{B}}{B}\right) \sup_{1 \leq i \leq 2} \sup_{x \in D(\gamma)} |v_0(x) - V_i(x, 0)|
\]
\[
+ \frac{\pi \sqrt{\hat{A}}}{\hat{B}} e^{\sqrt{\gamma} |Bt|} \sup_{i \leq 2} \sup_{x \in (x, t; v_0) - V_i(x, 0)} \left|v_0(x) - V_i(x, 0)\right| \tag{3.3}
\]
for any $\gamma > 0$ and $t > 0$. Then we obtain
\[
\lim_{\gamma \to \infty} \max_{i = 1, 2} \sup_{x \in (x, t; v_0) - V_i(x, t)} = 0 \tag{3.4}
\]
for any fixed $k \in \mathbb{N}$, which implies
\[
\lim_{\gamma \to \infty} \sup_{x \in D(\gamma), t \in [0, T]} |v(x, t + kT; v_0) - v^-(x, t)| = 0, \tag{3.5}
\]
\[
\lim_{\gamma \to \infty} \max_{1 \leq j \leq n} \sup_{x \in D(\gamma), x \in Q_j, t \in [0, T]} |v(x, t + kT; v_0) - E^j(x, t)| = 0 \tag{3.6}
\]
and
\[
\lim_{\gamma \to \infty} \sup_{x \in D(\gamma), t \in [0, T]} |v(x, t + kT; v_0) - \hat{E}(x, t)| = 0 \tag{3.7}
\]
for any fixed $k \in \mathbb{N}$.

**Lemma 3.2.** Assume that $v_0 \in [0, 1]$ satisfies (3.2). For any given $\varepsilon_1 > 0$, there exists $k_1 \in \mathbb{N}$ large enough such that, for any fixed $k \geq k_1$,
\[
\lim_{R \to \infty} \max_{1 \leq j \leq n} \sup_{|x| \geq R, t \in [0, T]} |v(x, t + kT; v_0) - E^j(x, t)| < \varepsilon_1. \tag{3.8}
\]

Lemma 3.2 will play a key role in the following estimates and can be proved by the strategy in [36, Proposition 1] and [44, Proposition 4.5]. We provide the proof of Lemma 3.2 in Appendix for interested readers.

**Lemma 3.3.** Assume that $v_0 \in [0, 1]$ satisfies (3.1). For any given $\varepsilon_1 > 0$, there is $k_\ast \in \mathbb{N}$ large enough such that
\[
\lim_{R \to \infty} \sup_{|x| \geq R, t \in [0, T]} |v(x, t + kT; v_0) - V(x, t)| < \varepsilon_1 \tag{3.9}
\]
for any \( k \gg k_* \). In particular,

\[
\lim_{R \to \infty} \sup_{|x| \geq R, t \in [0, T]} \left| V(x, t) - E(x, t) \right| = 0. \tag{3.10}
\]

**Proof.** Take \( v_0 = V(x, 0) \) in Proposition 3.2, then for any \( \varepsilon_1 > 0 \),

\[
\lim_{R \to \infty} \max_{1 \leq j \leq n} \sup_{|x| \geq R, x \in Q_j, t \in [0, T]} \left| V(x, t) - E^j(x, t) \right| < \varepsilon_1.
\]

By the arbitrariness of \( \varepsilon_1 > 0 \), we obtain (3.10) and

\[
\lim_{R \to \infty} \max_{1 \leq j \leq n} \sup_{|x| \geq R, x \in Q_j, t \in [0, T]} \left| V(x, t) - E^j(x, t) \right| = 0.
\]

Further, by Proposition 3.2, we have (3.9). This completes the proof. \( \square \)

The equality (3.10) shows that time periodic pyramidal traveling front \((V_1, V_2)\) converges to two-dimensional time periodic V-form fronts \((\tilde{E}_1, \tilde{E}_2)\) near the edges.

**Lemma 3.4.** One has

\[
\lim_{R \to \infty} \sup_{|x| \geq R, t \in [0, T]} \left| \frac{\partial}{\partial x_3} V_1(x, t) \right| + \left| \frac{\partial}{\partial x_3} V_2(x, t) \right| = 0.
\]

In addition, for any fixed \( \delta \in (0, 1) \) small enough,

\[
\min_{1 \leq i \leq 2} \left\{ \delta \leq E^i_2(x, t) \leq 1 - \delta, t \in [0, T] \right\} \inf_{1 \leq i \leq 2} \frac{\partial}{\partial x_3} E_1^i(x, t) > 0, \quad \forall j = 1, \ldots, n
\]

and

\[
\min_{1 \leq i \leq 2} \left\{ \delta \leq V_i(x, t) \leq 1 - \delta, t \in [0, T] \right\} \inf_{1 \leq i \leq 2} \frac{\partial}{\partial x_3} V_1(x, t) > 0. \tag{3.11}
\]

**Proof.** Since

\[
\frac{\partial}{\partial x_3} E_1^i(x, t) = \frac{q_j}{\sqrt{m_2^2 p_j^2 + q_j^2}} \frac{\partial}{\partial \eta} \tilde{V}_i(\xi, \eta, t; s_j),
\]

where

\[
\xi = (A_{j+1} - A_j)x_1 + (B_{j+1} - B_j)x_2
\]

and

\[
\eta = m_*(B_{j+1} - B_j)p_jx_1 + m_*(A_j - A_{j+1})p_jx_2 + s_j^2 x_3.
\]

It then follows from [3, Lemma 4.3] that

\[
\min_{1 \leq i \leq 2} \left\{ \delta \leq E^i_2(x, t) \leq 1 - \delta, t \in [0, T] \right\} \inf_{1 \leq i \leq 2} \frac{\partial}{\partial x_3} E^i_1(x, t) > 0 \quad \text{for } j = 1, 2, \ldots, n.
\]

Next, we prove (3.11). Since \( \frac{\partial}{\partial x_3} V_i > 0 \) in \( \mathbb{R}^3 \), \( \frac{\partial}{\partial x_3} V_i \) has a positive minimum on any compact subset of \( \mathbb{R}^3 \). Thus we need only to study \( \frac{\partial}{\partial x_3} V_i \) as \( |x| \to \infty \). Fix \( i = 1, 2 \). Let

\[
\Omega_i = \{ x \in \mathbb{R}^3 | |x| \geq R, x \in \tilde{\Omega}_i, t \in [0, T] \}.
\]

It suffices to prove

\[
\lim_{R \to \infty} \liminf_{|x| > R, x \in \Omega_i, t \in [0, T]} \frac{\partial V_i}{\partial x_3}(x, t) > 0.
\]
By (3.10) we have
\[
\lim_{R \to \infty} \sup_{x \in B(Q_j, 2), |x| > R, t \in [0, T]} |V(x, t) - E_j(x, t)| = 0,
\]
where \( B(Q_j, 2) := \{x \in \mathbb{R}^3 \mid \text{dist}(x, Q_j) \leq 2\} \) and \( j \in \{1, \ldots, n\} \). Then there exists \( \tilde{R}_j > 0 \) such that
\[
\sup_{x \in B(Q_j, 2), |x| \geq \tilde{R}_j, t \in [0, T]} |V(x, t) - E_j(x, t)| < \frac{\delta}{2}.
\]
Consequently, we have \( \frac{\delta}{2} < E_j(x, t) < 1 - \frac{\delta}{2} \) for \( x \in B(Q_j, 2) \cap \overline{\Omega}_i \) with \( |x| \geq \tilde{R}_j \) and \( t \in [0, T] \). For any \( x_0 \in Q_j \), we have
\[
\lim_{R \to \infty} \sup_{x_0 \in Q_j, |x_0| \geq R} \left| g(V_1, V_2, t) - g(E_1^j, E_2^j, t) \right|_{L^p(B(x_0, 2) \times [0, T])} = 0
\]
and
\[
\lim_{R \to \infty} \sup_{x_0 \in Q_j, |x_0| \geq R} \left| f(V_1, V_2, t) - f(E_1^j, E_2^j, t) \right|_{L^p(B(x_0, 2) \times [0, T])} = 0
\]
where \( p > 3 \), \( B(x_0, r) := \{x \in \mathbb{R}^3 \mid |x - x_0| < r\} \). Applying the interior \( L^p \) estimate for second order parabolic equations in [24, Theorem 7.22] to
\[
\begin{align*}
\frac{\partial}{\partial t}(V_1 - E_1^j) - \Delta(V_1 - E_1^j) + s \frac{\partial}{\partial x_3}(V_1 - E_1^j) &= g(V_1, V_2, t) - g(E_1^j, E_2^j, t), \\
\frac{\partial}{\partial t}(V_2 - E_2^j) - d\Delta(V_2 - E_2^j) + s \frac{\partial}{\partial x_3}(V_2 - E_2^j) &= f(V_1, V_2, t) - f(E_1^j, E_2^j, t)
\end{align*}
\]
in \( B(x_0, 2) \times \mathbb{R} \) with \( x_0 \in Q_j \), we obtain
\[
\lim_{R \to \infty} \sup_{x_0 \in Q_j, |x_0| \geq R} \left\| V(\cdot, \cdot) - E_j(\cdot, \cdot) \right\|_{W^{2,1}(B(x_0, 1) \times [0, T])} = 0.
\]
Then we have
\[
\lim_{R \to \infty} \sup_{x \in Q_j, |x| \geq R, t \in [0, T]} \left| \frac{\partial}{\partial x_3} V_i(x, t) - \frac{\partial}{\partial x_3} E_j^i(x, t) \right| = 0.
\]
Thus, by virtue of the estimate on \( E_j^i \) there exist \( \tilde{R}_j > R_j \) such that
\[
\min_{x \in \Omega_i \cap Q_j, |x| \geq \tilde{R}_j, t \in [0, T]} \frac{\partial}{\partial x_3} V_i(x, t) > 0.
\]
Apply the above argument to all \( j = 1, \ldots, n \) and \( i = 1, 2 \), we can obtain (3.11).

The assumption \( |x_3 + h(x')| \to \infty \) implies \( \text{dist}(x, \Gamma) \to \infty \). It follows that
\[
\lim_{R \to +\infty} \sup_{x_3 + h(x') \geq R, t \in [0, T]} |V(x, t) - 1| = 0
\]
and
\[
\lim_{R \to +\infty} \sup_{x_3 + h(x') \leq -R, t \in [0, T]} |V(x, t)| = 0,
\]
which yields
\[
\lim_{R \to +\infty} \sup_{|x_3 + h(x')| \geq R, t \in [0, T]} |g(V_1, V_2, t)| + |f(V_1, V_2, t)| = 0.
\]
By the interior \( L^p \) estimate [24, Theorem 7.22] again, we have
\[
\lim_{R \to \infty} \sup_{1 \leq i \leq 2} \left\{ |V_i|_{L^p(B(x, 1) \times [0, T])} \mid x \in \mathbb{R}^3, |x_3 + h(x')| \geq R \right\} = 0
\]
for $p > 3$. Therefore, we have

$$
\lim_{R \to +\infty} \sup_{|x_3 + h(x')| \geq R, t \in [0, T]} \left| \frac{\partial V_i}{\partial x_3}(x, t) \right| = 0, \quad i = 1, 2.
$$

This completes the proof. □

**Lemma 3.5.** Fix $\delta \in (0, 1)$ small. For any $x \in \mathbb{R}^3$ with $\delta \leq \hat{E}_i(x, t) = \max_{1 \leq j \leq n} E_i^j(x, t) \leq 1 - \delta$, we have

$$
\inf_{0 < \rho < \rho_0} \frac{\hat{E}_i(x', x_3 + \rho, 0) - \hat{E}_i(x, 0)}{\rho} \geq \min_{1 \leq i \leq 2} \left\{ \min_{1 \leq j \leq n} \inf_{z \in E_i^j(x, t) \leq 1 - \frac{\delta}{2}, t \in [0, T]} \frac{\partial E_i^j(x, t)}{\partial x_3} \right\} > 0,
$$

where $\rho_0$ is a positive constant depending on $\delta$ and is independent of $x$.

**Proof.** Fix $i = 1, 2$. By the continuity of $\hat{E}_i(x, t)$, there is $\rho_0 > 0$ such that for any $\rho \in (0, \rho_0)$,

$$
\frac{\delta}{2} \leq \hat{E}_i(x', x_3 + \rho, t) \leq 1 - \frac{\delta}{2},
$$

where $x \in \mathbb{R}^3$ and $t \in [0, T]$ with $\delta \leq \hat{E}_i(x, t) \leq 1 - \delta$. Obviously, for any $x_0 = (x_{10}, x_{20}, x_{30})$ with $\delta \leq \hat{E}_i(x_0, t) \leq 1 - \delta$, there is $j_0 = \{1, 2, ..., n\}$ such that

$$
\hat{E}_i(x_0, t) = E_i^{j_0}(x_0, t).$$

It then follows that

$$
\hat{E}_i(x_{10}, x_{20}, x_{30} + \rho, t) - \hat{E}_i(x_0, t) = \hat{E}_i(x_{10}, x_{20}, x_{30} + \rho, t) - E_i^{j_0}(x_0, t)
$$

$$
\geq \rho \min_{1 \leq i \leq 2} \left\{ \min_{1 \leq j \leq n} \inf_{z \in E_i^j(x, t) \leq 1 - \frac{\delta}{2}, t \in [0, T]} \frac{\partial E_i^j(x, t)}{\partial x_3} \right\}.
$$

By the arbitrariness of $\rho$ and $x_0$, we can obtain the results. This completes the proof. □

4. **Asymptotic stability and uniqueness.** In this section, we develop the arguments in [36] and [44] to establish the stability and uniqueness of time periodic pyramidal fronts $(V_1(x, t), V_2(x, t))$. We divide into two cases: $v_0(x) \geq v^-(x, 0)$ and $v_0(x) \leq v^-(x, 0)$ to prove Theorem 1.2.

First of all, we prove the asymptotic stability of $(V_1(x, t), V_2(x, t))$ for (2.5) with the initial value $v_0(x)$ satisfies

$$
v_0(x) \geq v^-(x, 0) \quad \forall x \in \mathbb{R}^3.
$$

Take $0 < \varepsilon < \varepsilon_0^+$ and $0 < \alpha < \alpha^+(\varepsilon)$. Let $(u_1^+(x; t; \varepsilon, \alpha), u_2^+(x; t; \varepsilon, \alpha))$ be the supersolution of (2.5). Define

$$
(V_1^+(x, t), V_2^+(x, t)) := \lim_{k \to \infty} (u_1(x, t + kT; u_1^+, 0), u_2(x, t + kT; u_2^+, 0)) \quad (4.1)
$$

for any $(x, t) \in \mathbb{R}^3 \times [0, T]$, where $u_1^+, u_2^+$ is a supersolution of (2.5) and satisfies $u_i^+ (\cdot, t + \varepsilon, \alpha)$ for $i = 1, 2$. Consequently, we have $(u_1(x, t + kT; u_1^+, 0), u_2(x, t + kT; u_2^+, 0))$ is non-increasing for any $x \in \mathbb{R}^3$, $t \in [0, T]$ and $k \in \mathbb{N}$. Then $(u_1(x, t + kT; u_1^+, 0), u_2(x, t + kT; u_2^+, 0))$ converges to $(V_1^+(x, t), V_2^+(x, t))$ under the norm $\| \cdot \|_{C^{\beta,1}(\mathbb{R}^3 \times [0, T], \mathbb{R}^2)}$ as $k \to \infty$. Obviously, $(V_1^+(x, t), V_2^+(x, t)) = (V_1^+(x, t + T), V_2^+(x, t + T))$ and

$$
(V_1(x, t), V_2(x, t)) \leq (V_1^+(x, t), V_2^+(x, t)) \quad \text{for all } x \in \mathbb{R}^3, t \in [0, T].
$$
It then follows from the similar arguments of [44, Lemma 4.12] that $V_i(x, t) = V^*_i(x, t)$ for any $x \in \mathbb{R}^3$ and $t \in [0, T]$.

**Theorem 4.1.** Assume that (H1)-(H4) hold. Suppose that $v_0(x) \in C(\mathbb{R}^3, [0, 1])$ satisfies $v_0(x) \geq v^-(x, 0)$ for any $x \in \mathbb{R}^3$ and

$$\lim_{\gamma \to \infty} \sup_{x \in D(\gamma)} |v_0(x) - v^-(x, 0)| = 0,$$

then the solution $(v_1(x, t; v_0), v_2(x, t; v_0))$ of (2.5) satisfies

$$\lim_{k \to \infty} \|v(\cdot, kT + \cdot; v_0) - V(\cdot, \cdot)\|_{C([\mathbb{R}^3 \times [0, T]])} = 0.$$

**Proof.** We develop the arguments of [44, Theorem 4.13]. Note that $u^+(x, t; \varepsilon, \alpha)$ is the supersolution of (2.5) for $0 < \varepsilon < \varepsilon_0^*$ and $0 < \alpha < \alpha^+(\varepsilon)$. Let $p_* = \min_{t \in [0, T]} \{p^+_1(t), p^+_2(t)\}$. Choose $\delta > 0$ small enough such that $v_i(x, t + kT; v_0) \leq u^+_i(x, t; \varepsilon, \alpha) + \delta p_*$ for all $x \in \mathbb{R}^3$ and $t \in [0, T]$. By using arguments similar to that in [36] and [34], we have

$$\lim_{k \to \infty} \|v(x, t + kT; v^-) - V(x, t)\|_{L^\infty(\mathbb{R}^3 \times \{0, T\})} = 0$$

and

$$\lim_{k \to \infty} \|v(x, t + kT; \hat{u}^{+,0}_i) - V(x, t)\|_{L^\infty(\mathbb{R}^3 \times \{0, T\})} = 0.$$

Take $\hat{k} > 0$ large enough such that

$$v_i(x, t + kT; v^-) \leq v_i(x, t + kT; \hat{u}^{+,0}_i) < V_i(x, t) + \delta p_*$$

for $x \in \mathbb{R}^3$, $k > \hat{k}$ and $t \in [0, T]$. Let $\rho$ and $\beta$ be as in Lemma 2.4 and note that $\rho$ and $\beta$ are independent of $\delta$. We have that $W^+(x, t; \delta)$ is a supersolution of (2.14). Then there exist $\hat{k} > 0$ large enough such that

$$v_i(x, t + (k + k_1)T; v_0) \leq u^+_i(x', x_3 + \rho \delta, t; \varepsilon, \alpha) + \delta e^{-\beta \hat{k} T} p_*$$

for $x \in \mathbb{R}^3$, $t \in [0, T]$ and $k \geq \hat{k}$. Let

$$\hat{u}^{+,\delta}_i(x) = \left(\min \{u^+_i(x', x_3 + \rho \delta, 0, 1), \min \{u^+_2(x', x_3 + \rho \delta, 0, 1)\}\right).$$

Then

$$v_i(x, (\hat{k} + k_1)T; v_0) \leq \hat{u}^{+,\delta}_i(x) + \delta e^{-\beta \hat{k} T} p_*$$

for $x \in \mathbb{R}^3$. Lemma 2.1 implies

$$v_i(x, (\hat{k} + k_1 + k)T; v_0) \leq v_i(x, (\hat{k} + k)T; \hat{u}^{+,\delta}_i) + \delta p_*$$

for $x \in \mathbb{R}^3$. By (4.3), we have

$$v_i(x, (k_1 + \hat{k} + k)T; v_0) \leq V_i(x', x_3 + \rho \delta, 0) + 2\delta p_*, \quad i = 1, 2$$

for $x \in \mathbb{R}^3$. By Lemma 2.4, it follows that

$$v_i(x, t + (k + k_1 + \hat{k} + k)T; v_0) \leq W^+_i(x', x_3 + \rho \delta, t + kT; 2\delta), \quad i = 1, 2$$

for $k \geq 0$ and $t \in [0, T]$. Therefore, we have

$$V_i(x, t) \leq v_i(x, t + kT; v_0) \leq V_i(x', x_3 + \rho \delta + 2\rho \delta, t) + 2\delta p_* \leq V_i(x, t) + M^* \delta,$$

for $k > k_1 + \hat{k} + \hat{k}$ and $t \in [0, T]$, where $M^* > 0$ is a constant and is independent of $\delta$. Due to the arbitrariness of $\delta$, we obtain the conclusion of this theorem. This completes the proof. $\square$
Next, we consider the case that the initial value $v_0(x) = (v_{10}(x), v_{20}(x))$ satisfies $v_0(x) \leq v^-(x, 0)$ in $\mathbb{R}^3$. Take $0 < \varepsilon < \min \varepsilon_0$ small. Define $\overline{\Psi}(x, t) = (\overline{\Psi}_1(x, t), \overline{\Psi}_2(x, t))$ and $\overline{\Psi}_1(x, t) = (\overline{\Psi}_1(x, t), \overline{\Psi}_2(x, t))$ as follows:

$$\overline{\Psi}_i(x, t) := V_i(x', x_3 - M', t) \quad \text{and} \quad \overline{\Psi}_i(x, t) := \max \left\{ u_i^-(x; t, \varepsilon, \alpha), \overline{\Psi}_i(x, t) \right\},$$

where $i = 1, 2$ and $M'$ is a positive constant that will be defined later. Recall that $\overline{w}$ is defined in Lemma 2.5 and $w^-$ is defined in Lemma 2.3, we also define

$$\overline{w}(x, t; \delta) = w^-(x', x_3 - M', t), \quad (\overline{w}_1(x, t; \delta), \overline{w}_2(x, t; \delta)) = \max \left\{ (\overline{w}_1(x, t; \delta), \overline{w}_2(x, t; \delta)) \right\}.$$

**Lemma 4.1.** For any small constant $\delta$ and any initial value $v_0(x) \in C(\mathbb{R}^3, [0, 1])$ with

$$\lim_{\gamma \to \infty, x \in D(\gamma)} \sup_{\gamma \to \infty} |v_0(x) - v^-(x, 0)| = 0,$$

there exist positive constants $\alpha < \alpha^-(\varepsilon)$, $\varepsilon < \varepsilon_0$, $M'$ and an integer $k_1'$ such that

$$\overline{\Psi}(x, t) - \delta q^+(t) \leq v(x, k_1'T + t; v_0)$$

for $x \in \mathbb{R}^3$ and $t \in [0, T]$.

The proof is similar to that of [44, Lemma 4.14] and is omitted. Take $0 < \delta < 1$ small. For $x \in \mathbb{R}^3$, $t \in [0, T]$, define $v^\delta_i(x, t) = (\overline{\Psi}_i^1(x, t), \overline{\Psi}_i^2(x, t))$ as follows

$$v^\delta_i(x, t) := \max \left\{ \psi^\delta_i(x', t, x_3 - m_* \rho \delta, t) \right\}, \quad i = 1, 2,$$

where

$$v^\delta_i(x, t) = \overline{\Psi}(\bar{\psi}(x), t) - \varepsilon Q(\bar{\psi}(x), t) \sech (\alpha x_3), \quad \bar{\psi}(x) = \frac{h(x')/m_* - \rho \delta + \psi(\alpha x_3)/\alpha}{\sqrt{1 + \psi'(\alpha x_3)^2}}.$$

Since $\overline{w}(x, t; \delta) \leq v(x, t + k'T; v_0)$, let $t \to \infty$ we have

$$\overline{v}^\delta_i(x, t) \leq \liminf_{t \to \infty} v(x, t; v_0). \quad (4.4)$$

**Lemma 4.2.** One has

$$\lim_{R \to \infty, \sup_{|x| \leq R, t \in [0, T]} |v^\delta_i(x, t) - v^-(x', x_3 - m_* \rho \delta, t)| \geq 0. \quad (4.5)$$

**Proof.** It is obvious that $\lim_{x_3 \to +\infty} |v^\delta_i(x, t) - v(x', x_3 - m_* \rho \delta, t)| = 0$ uniformly for $x' \in \mathbb{R}^2$ and $t \in [0, T]$. Moreover, we also can prove that

$$\lim_{R \to \infty, \sup_{|x_3 + h(x')| \leq R, t \in [0, T]} |v^\delta_i(x, t) - v(x', x_3 - m_* \rho \delta, t)| = 0.$$

Next we consider $|x_3 + h(x')| \leq X_2$ for some $X_2 > 0$ sufficiently large and $x_3 < X_1$. To ensure that $|x| \to +\infty$, there must be $x_3 \to -\infty$. By the definition of $v^\delta_i(x, t), \overline{w}(x, t; \delta), \overline{w}(x, t; \delta)$, we obtain (4.5). $\square$

**Theorem 4.2.** Assume that (H1)-(H4) hold. If initial value $v_0(x) \in C(\mathbb{R}^3, [0, 1])$ satisfies $v_0(x) \leq v^-(x, 0)$ for any $x \in \mathbb{R}^3$ and

$$\lim_{\gamma \to \infty, x \in D(\gamma)} \sup_{\gamma \to \infty} |v_0(x) - v^-(x, 0)| = 0,$$

then the solution $v(x, t; v_0)$ of (2.5) satisfies

$$\lim_{k \to \infty} \|v(x, kT + t; v_0) - V_2(x, t)\|_{C(\mathbb{R}^3 \times [0, T])} = 0.$$
Proof. Fix $\delta > 0$ small enough. By $v_0(x) \leq v^-(x, 0)$ we have $v(x, t; v_0) \leq V(x, t)$ for any $x \in \mathbb{R}^3$ and $t > 0$. Let $\nabla^{\delta}_{0}(x) = \nabla^{\delta}(x, 0)$. Note that the limit of $v(x, kT + t; \nabla^{\delta}_{0})$ as $k \to \infty$ exists. Let

$$V^{\delta}(x, t) := \lim_{k \to \infty} v(x, kT + t; \nabla^{\delta}_{0})$$

and then $V^{\delta}(x, t)$ satisfies (2.5). Moreover, for $x \in \mathbb{R}^3$ and $t \in [0, T]$, $V(x', x_3 - m_\star \rho \delta, t) \leq V^{\delta}(x, t) \leq V(x, t)$ and $V^{\delta}(\cdot, \cdot) = V^{\delta}_{1}(\cdot, \cdot + T)$. It then follows that there exists $\hat{k} > 0$ such that $v_i(x, t + kT; V^{\delta}_{0}) \geq V_i(x', x_3 - m_\star \rho \delta, t) - \delta q^*$ for $k \geq \hat{k}$, where $q^* = \max_{t \in [0, T]} \{q^+_1(t), q^+_2(t)\}$. It then follows from Lemma 4.1 that

$$v(x, t + kT; v_0) \geq \nabla(x, t) - \delta q^+(t).$$

By (4.4), there exist $k' > 0$ so that

$$v_i(x, t + kT; v_0) \geq \nabla^{\delta}_{i}(x, t) - \delta q^* e^{-\beta kT}, \quad i = 1, 2$$

for $k \geq k'$ and $t \in [0, T]$. Then by Lemma 2.1, we have

$$v_i(x, (k' + \hat{k} + k')T; v_0) > v(x, \hat{k}T; V^{\delta}_{0}) - \delta q^*.$$

Therefore, we have

$$v_i(x, (k' + \hat{k} + k')T; v_0) > V_i(x', x_3 - m_\star \rho \delta, 0) - 2\delta q^*, \quad i = 1, 2$$

for $x \in \mathbb{R}^3$. By Lemma 2.5, we have

$$v_i(x, t + kT + (k' + \hat{k} + k')T; v_0) > W_i^-(x', x_3 - m_\star \rho \delta, t + kT; 2\delta) \quad i = 1, 2$$

for $k \geq 0$ and $t \in [0, T]$. Then

$$V_i(x, t) \geq v_i(x, t + (k + k' + \hat{k} + k')T; v_0)$$

$$\geq V_i(x', x_3 - m_\star \rho \delta - 2\rho \delta, t) - 2\delta q^* e^{-\beta (t + kT)}$$

for $k \geq 0$, $t \in [0, T]$ and $i = 1, 2$. It then follows that for $k > k_{\delta} := k' + \hat{k} + k'$,

$$v_i(x, t + kT; v_0) \geq V_i(x, t) - 2\delta q^* - 2M' \rho \delta - M'm_\star \rho \delta,$$

where $M' = \max_{x \in \mathbb{R}^3, t \in [0, T]} \left| \frac{\partial}{\partial x} V_i(x, t) \right|$. By the arbitrariness of $\delta > 0$, we have that $v(\cdot, t; v_0)$ converges to $V(\cdot, \cdot)$ as $t \to \infty$ in $\| \cdot \|_{C(\mathbb{R}^3 \times [0, T] ; \mathbb{R}^3)}$. This completes the proof. \hfill \Box

Proof of Theorem 1.2. Let the initial value $v_0(x) \in C(\mathbb{R}^3, [0, 1])$ satisfies

$$\lim_{\gamma \to \infty} \sup_{x \in D(\gamma)} |v_0(x) - v^-(x, 0)| = 0.$$
Corollary 4.1. Let \((V_1, V_2)\) be the three-dimensional periodic traveling front associated with the pyramidal \(-x_3 = h(x^i)\). If (2.5) has a solution \((V_1, V_2)\) with

\[
\lim_{\gamma \to \infty} \sup_{x \in D(\gamma), t \in [0, T]} |V_1'(x, t) - \hat{E}_1(x, t)| = 0,
\]

then we have \(V_1'(x, t) \equiv V_i(x, t)\) for any \(i = 1, 2\).

5. Appendix. This appendix is devoted to the proof of Lemma 3.2.

Proof of Lemma 3.2. Let

\[
I_j := \Omega_j \cap \Omega_{j+1} = \left\{ r \left( \frac{A_j + A_{j+1}}{B_j + B_{j+1}} \right) \left| 1 \leq j \leq n - 1, \right. \right\},
\]

\[
I_n := \Omega_n \cap \Omega_1 = \left\{ r \left( \frac{A_n + A_1}{B_n + B_1} \right) \left| 1 \leq j \leq n - 1, \right. \right\}.
\]

Then \(I_j\) is the projection of \(\Gamma_j\) onto the \(x_1 - x_2\) plane and \(\bigcup_{j=1}^{n-1} I_j\) is the projection of \(\Gamma\) onto the \(x_1 - x_2\) plane.

Fix \(j \in \{1, \ldots, n\}\). Without loss of generality, we assume \(x \in Q_j\) for some \(j\) as \(|x| \to \infty\). Since \((\partial/\partial x_1)^2 + (\partial/\partial x_2)^2\) is invariant under rotations on the \(x_1 - x_2\) plane, we assume \(\Omega_j \cap \Omega_{j+1} = \{(0, x_2, 0) | x_2 \geq 0\}\), \((A_j, B_j) = (A, B)\) and \((A_{j+1}, B_{j+1}) = (-A, B)\), where \(A > 0, B > 0\) and \(A^2 + B^2 = 1\). Two planes \(S_{j+1}\) and \(S_j\) are \(-x_3 = m_s(-Ax_1 + Bx_2)\) and \(-x_3 = m_s(Ax_1 + Bx_2)\), respectively. The common line \(\Gamma_j\) of them is \(x_1 = 0, -x_3 = m_sBx_2\). The projection of \(Q_j\) onto \(x_1 - x_2\) plane is given by \(\{x_2 \geq a|x_1|, x_1 \geq 0\} \cup \{x_2 \geq b|x_1|, x_1 \leq 0\}\) for some constants \(a > 0, b > 0\).

In fact, (3.2) implies

\[
\lim_{\gamma \to \infty} \sup_{x \in D(\gamma), x \in Q_j} \left| v_0(x) - \Psi \left( \frac{c}{\delta}(x_3 + m_sBx_2 + m_sA|x_1|, 0) \right) \right| = 0.
\]

The unit normal vector of the common line \(\Gamma_j\) directing downwards and lying on \(\{x_1 = 0\}\) is given by \(\frac{1}{\sqrt{1 + m_sB^2}}(0, m_sB, -1)^T\).

Recall that \(2\theta_j\) is the angle between \(S_j\) and \(S_{j+1}\) \((0 < \theta_j < \frac{\pi}{2})\). Then we have \(\sin \theta_j = \sqrt{1 + m_sB^2}/\sqrt{1 + m_s^2}\). The change of variable is as follows

\[
\begin{pmatrix}
\xi \\
\eta \\
\zeta
\end{pmatrix} =
\begin{pmatrix}
-1 & 0 & 0 \\
0 & \frac{m_s}{\sqrt{1 + m_sB^2}} & \frac{0}{\sqrt{1 + m_sB^2}} \\
0 & \frac{0}{\sqrt{1 + m_sB^2}} & \frac{1}{\sqrt{1 + m_sB^2}} \\
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3
\end{pmatrix}.
\]
For this change of variables, we have

$$
\Psi_i \left( \frac{c}{s_j} \left( \eta + \frac{s_j^2 - c^2}{c} |x_i| \right), t \right) = \Psi_i \left( \frac{c}{s} (x_3 + m_s B x_2 + m_s A |x_1|), t \right), \forall i = 1, 2,
$$

where \( s_j = \frac{c}{\sqrt{1 + m_s^2 B^2}} \). Observe that

$$
E^j(x, t) = \tilde{V}(\eta, \eta, t; s_j) = \tilde{V} \left( -x_1, \frac{x_3 + m_s B x_2}{\sqrt{1 + m_s^2 B^2}}, t; s_j \right)
$$

is the solution of (2.5). Let \( \tilde{W}(\xi, \eta, t) := (\tilde{W}_1(\xi, \eta, t; \tilde{W}_0), \tilde{W}_2(\xi, \eta, t; \tilde{W}_0)) \) be the solution of

$$
\begin{cases}
\frac{\partial \tilde{W}_1}{\partial t} - \frac{\partial^2 \tilde{W}_1}{\partial \eta^2} - \frac{\partial^2 \tilde{W}_1}{\partial \xi^2} + s_j \frac{\partial \tilde{W}_1}{\partial \gamma} - g(\tilde{W}_1, \tilde{W}_2, t) = 0, \\
\frac{\partial \tilde{W}_2}{\partial t} - d\frac{\partial^2 \tilde{W}_2}{\partial \eta^2} - d\frac{\partial^2 \tilde{W}_2}{\partial \xi^2} + s_j \frac{\partial \tilde{W}_2}{\partial \gamma} - f(\tilde{W}_1, \tilde{W}_2, t) = 0,
\end{cases}
$$

(5.1)

Take

$$
W_0(x) = \tilde{W}_0 \left( -x_1, \frac{x_3 + m_s B x_2}{\sqrt{1 + m_s^2 B^2}} \right),
$$

we have

$$
(W_1(x, t; W_0), W_2(x, t; W_0)) = (\tilde{W}_1(\xi, \eta, t; \tilde{W}_0), \tilde{W}_2(\xi, \eta, t; \tilde{W}_0))
$$
satisfying

$$
\begin{cases}
\frac{\partial W_1}{\partial t} - \Delta W_1 + s \frac{\partial W_1}{\partial x_3} - g(W_1, W_2, t) = 0, \\
\frac{\partial W_2}{\partial t} - d\Delta W_2 + s \frac{\partial W_2}{\partial x_3} - f(W_1, W_2, t) = 0, \\
W_i(x, 0) = W_{i0}(x), \quad (\xi, \eta) \in \mathbb{R}^2, i = 1, 2.
\end{cases}
$$

(5.2)

By (3.1) and (3.2), \( \lim_{\gamma \to \infty} \sup_{x \in D(\gamma) \cap Q_j, |v_0(x) - E^j(x, 0)| > 0} \) choose a function \( g_i(\cdot) \in L^\infty(\mathbb{R}) \cap C(\mathbb{R}) \) (i = 1, 2) satisfying

$$
g_i(\gamma) = \sup_{x \in D(\gamma) \cap Q_j} \left| v_{i0}(x) - E^j_i(x, 0) \right|, \quad \forall \gamma \geq 1,
$$

$$
\sup_{x \in D(\gamma) \cap Q_j} \left| v_{i0}(x) - E^j_i(x, 0) \right| \leq g_i(\gamma) \leq 2 + \| V_{0i} \|_{L^\infty(\mathbb{R})}, \quad 0 < \gamma < 1,
$$

$$
g'_i(\gamma) \leq 0, \quad 0 < \gamma < 1,
$$

$$
g_i(\gamma) = g_i(-\gamma), \quad \forall \gamma \in \mathbb{R}.
$$

Obviously, \( g_i(\gamma) \) is monotone non-increasing in \( \gamma > 0 \) and \( \lim_{\gamma \to \infty} g(\gamma) = 0 \). Since

$$
dist(x, \Gamma) = dist(x, \Gamma_j) = \frac{\sqrt{(1 + m_s^2 B^2)x_1^2 + (x_3 + m_s B x_2)^2}}{\sqrt{1 + m_s^2 B^2}}
$$

for all \( x \in Q_j, \) we have

$$
\left| v_{i0}(x) - E^j_i(x, 0) \right| \leq g_i(dist(x, \Gamma)) = g_i \left( \frac{\sqrt{(1 + m_s^2 B^2)x_1^2 + (x_3 + m_s B x_2)^2}}{\sqrt{1 + m_s^2 B^2}} \right)
$$

(5.3)
for all $x \in Q_j$. Let

$$\tilde{W}_i^0(\xi, \eta) := \min \left\{ \tilde{V}_i(\xi, \eta, 0; \sigma) + g_i(\sqrt{x^2 + \eta^2}), 1 \right\}, \quad i = 1, 2,$$

$$\tilde{W}_i^2(\xi, \eta) := \max \left\{ \tilde{V}_i(\xi, \eta, 0; \sigma) - g_i(\sqrt{x^2 + \eta^2}), 0 \right\}, \quad i = 1, 2.$$  

We study (5.1) with the initial value $(\tilde{W}_i^\pm(\xi, \eta), \tilde{W}_2^\pm(\xi, \eta))$ is equivalent to study (5.2) for $W_i^\pm(x) = (W_i^\pm(x), V_i^\pm(x))$, where

$$W_i^0(x) = \min \left\{ E_i^j(x, 0) + g_i \left( \sqrt{x_1^2 + \frac{1}{1 + m_2^2 B^2}(x_3 + m_s B x_2)^2} \right), 1 \right\},$$

$$W_i^2(x) = \max \left\{ E_i^j(x, 0) - g_i \left( \sqrt{x_1^2 + \frac{1}{1 + m_2^2 B^2}(x_3 + m_s B x_2)^2} \right), 0 \right\}.$$

Then we have

$$\lim_{R \to \infty} \sup_{\xi^2 + \eta^2 > R^2} \left| \tilde{W}_i^\pm(\xi, \eta) - \tilde{V}_i(\xi, \eta, 0; s_j) \right| = 0, \quad i = 1, 2.$$  

For $s_j = \frac{c}{\sqrt{1 + m_2^2 B^2}}$, applying Theorem 2.1 we have

$$\lim_{k \to \infty} \left\| \tilde{W}(\xi, \eta, t + kT; \tilde{W}_0^\pm) - \tilde{V}(\xi, \eta, t; s_j) \right\|_{C(R^2 \times [0, T])} = 0,$$

which implies that

$$\lim_{k \to \infty} \left\| W(x, t + kT; W_0^\pm) - E^j(x, t) \right\|_{C(R^3 \times [0, T])} = 0.$$  

Take $k_j' \in \mathbb{N}$ large enough such that

$$\sup_{k \geq k_j'} \left\| W(\cdot, t + kT; W_0^\pm) - E^j(\cdot, t) \right\|_{C(R^3 \times [0, T])} < \frac{\varepsilon_1}{2}. \quad (5.4)$$  

Let $v^+(x, t) = v(x, t; v_0) - W(x, t; W_0^\pm)$. Then $(v_1^+, v_2^+)$ satisfies

$$\left( \frac{\partial}{\partial t} - \frac{\partial^2}{\partial x_1^2} - \frac{\partial^2}{\partial x_2^2} + s \frac{\partial}{\partial x_1} \right) v_1^+(x, t) + \sum_{k=1}^{2} a_k v_k^+(x, t) = 0,$$

$$\left( \frac{\partial}{\partial t} - d \frac{\partial^2}{\partial x_1^2} - d \frac{\partial^2}{\partial x_2^2} + s \frac{\partial}{\partial x_1} \right) v_2^+(x, t) + \sum_{k=1}^{2} b_k v_k^+(x, t) = 0$$

with $v_i^+(x, 0) = v_{i0}(x) - W_{i0}^+(x)$, $x \in \mathbb{R}^3$ for $i = 1, 2$, where

$$a_k := \int_{0}^{1} \frac{\partial}{\partial u_k} g(\theta v_1(x, t) + (1 - \theta) W_1, \theta v_2(x, t) + (1 - \theta) W_2, t) d\theta,$$

$$b_k := \int_{0}^{1} \frac{\partial}{\partial u_k} f(\theta v_1(x, t) + (1 - \theta) W, \theta v_2(x, t) + (1 - \theta) W, t) d\theta.$$  

In particular, from (5.3) we have $v^+(x, 0) \leq 0$ and $v^-(x, 0) \geq 0$ for all $x \in Q_j$. Let $\tilde{v}^\pm(x, t) = \left( \tilde{v}_1^\pm(x, t), \tilde{v}_1^\pm(x, t) \right)$ be defined by

$$\left\{ \begin{array}{l}
\left( \frac{\partial}{\partial t} - \frac{\partial^2}{\partial x_1^2} - \frac{\partial^2}{\partial x_2^2} + s \frac{\partial}{\partial x_1} \right) \tilde{v}_1^+(x, t) + \sum_{k=1}^{2} a_k \tilde{v}_k^+(x, t) = 0, \\
\left( \frac{\partial}{\partial t} - d \frac{\partial^2}{\partial x_1^2} - d \frac{\partial^2}{\partial x_2^2} + s \frac{\partial}{\partial x_1} \right) \tilde{v}_2^+(x, t) + \sum_{k=1}^{2} b_k \tilde{v}_k^+(x, t) = 0,
\end{array} \right. \quad x \in \mathbb{R}^3, t > 0.$$
with 
\[ \hat{v}_i^+(x,0) = \max \{ v_{i_1}^+(x,0), 0 \}, \quad \hat{v}_i^-(x,0) = \max \{ -v_{i_1}^-(x,0), 0 \}, \quad i = 1, 2. \]

It is easy to see \( \hat{v}_i^+(x,0) \geq v_i^+(x,0) \) and \( -\hat{v}_i^-(x,0) \leq v_i^-(x,0) \) for \( x \in \mathbb{R}^3 \) and \( i = 1, 2. \) By the comparison principle, we obtain
\[
\hat{v}_i^+(x,t) \geq v_i^+(x,t), \quad -\hat{v}_i^-(x,t) \leq v_i^-(x,t) \quad \text{for} \ (x,t) \in \mathbb{R}^3 \times [0,T], i = 1, 2. \tag{5.5}
\]

Note that \( |\hat{v}_i^+(x,0)| \leq 3 \) for \( x \in \mathbb{R}^3 \) and \( \hat{v}_i^+(x,0) = 0 \) for \( x \in Q_j \), where \( i = 1, 2. \)

Applying Lemma 2.1 to \( \hat{v}^\pm(x,t) \), for any \( t > 0 \) there exists \( \bar{A} > 0 \) and \( \bar{B} > 0 \) such that
\[
0 \leq \hat{v}_i^+(x,t) \leq 3e^{mt} \frac{3\pi \bar{A}}{B} \int_0^{t+\epsilon} \exp(-\bar{B}r^2) dr, \quad i = 1, 2
\]

for \( x \in Q_j \) and \( \sqrt{3}R < \text{dist}(x, \partial Q_j) \). For any fixed \( k \in \mathbb{N}^+ \),
\[
\lim_{R \to \infty} \sup_{x \in Q_j, \text{dist}(x, \partial Q_j) \geq R, t \in [0,T]} \hat{v}_i^+(x,t+kT) = 0, \quad i = 1, 2. \tag{5.6}
\]

Applying (5.3), (5.5) and (5.6) to
\[
v(x,t+kT; v_0) = v^\pm(x,t+kT) + W(x,t+kT; W_0),
\]

for given \( k \geq k_j' \) we can take a constant \( R_j > 0 \) large enough such that
\[
\sup_{x \in Q_j, \text{dist}(x, \partial Q_j) \geq R_j, t \in [0,T]} |v(x,t+kT; v_0) - E_j'(x,t)| < \epsilon_1. \tag{5.7}
\]

Thus we have obtain the estimates on \( Q_j \) for any given \( j \).

Set
\[
k_* = \max\{k_1', ..., k_n'\} \quad \text{and} \quad \hat{R} = \max\{R_1, ..., R_n\}.
\]

From the definition of \( \Gamma \) and \( Q_j \), we get
\[
\lim_{R \to \infty} \inf_{|x| \geq R, \text{dist}(x, \partial Q_j) \leq \hat{R}} \text{dist}(x, \Gamma) = \infty, \quad \forall \ 1 \leq j \leq n.
\]

Applying the argument stated above for each \( j \) \((1 \leq j \leq n) \), we have
\[
\max_{1 \leq j \leq n} \sup_{|x| \geq R, x \in Q_j, \text{dist}(x, \partial Q_j) \leq \hat{R}, t \in [0,T]} |v(x,t+kT; v_0) - E_j'(x,t)| < \epsilon_1
\]

for any \( k \geq k_* \). This together with (5.7), we obtain (3.8). This completes the proof. \( \square \)

**Acknowledgements.** The authors would like to thank the referee for valuable comments and suggestions which improved the presentation of this manuscript. The first author was supported by NSF of China (11701041) and the Fundamental Research Funds for the Central Universities (300102128101, CHD), the second author was supported by NSF of China (11731005, 11671180) and the third author was supported by NSF of China (11371179) and the Fundamental Research Funds for the Central Universities (lzujbky-2017-ot09, lzujbky-2017-27).
REFERENCES

[1] X. Bao, Time periodic traveling fronts of pyramidal shapes for periodic Lotka-Volterra competition-diffusion system, *Nonlinear Anal. Real World Appl.*, 35 (2017), 292–311.

[2] X. Bao and Z.C. Wang, Existence and stability of time periodic traveling waves for a periodic bistable Lotka-Volterra competition system, *J. Differential Equations*, 255 (2013), 2402–2435.

[3] X. Bao, W.T. Li and W. Shen, Traveling wave solutions of Lotka-Volterra competition systems with nonlocal dispersal in periodic habitats, *J. Differential Equations*, 260 (2016), 8590–8637.

[4] X. Bao, W. Shen and Z. Shen, Spreading speeds and traveling waves for space-time periodic nonlocal dispersal cooperative systems, *Commun. Pure Appl. Anal.*, 18 (2019), 361–396.

[5] Z. H. Bu and Z. C. Wang, Curved fronts of monostable reaction-advection-diffusion equations in space-time periodic media, *Commun. Pure Appl. Anal.*, 15 (2016), 139–160.

[6] Z. H. Bu and Z. C. Wang, Stability of pyramidal traveling fronts in the degenerate monostable and combustion equations I, *Discrete Contin. Dyn. Syst.*, 37 (2017), 2395–2430.

[7] A. Bonnet and F. Hamel, Existence of nonplanar solutions of a simple model of premixed Bunsen flames, *SIAM J. Math. Anal.*, 31 (1999), 80–118.

[8] P. K. Brazhnik and J. J. Tyson, On traveling wave solutions of Fisher’s equation in two spatial dimensions, *SIAM J. Appl. Math.*, 60 (2000), 371–391.

[9] G. Chapuisat, Existence and nonexistence of curved front solution of a biological equation, *J. Differential Equations*, 236 (2007), 237–279.

[10] X. Chen, J. S. Chen, F. Hamel, H. Ninomiya and J.-M. Roquejoffre, Traveling waves with paraboloid like interfaces for balanced bistable nonlinearity, *Ann. Inst. H. Poincare Annal. Lineaire*, 24 (2007), 369–393.

[11] M. El Smaily, F. Hamel and R. Huang, Two-dimensional curved fronts in a periodic shear flow, *Nonlinear Analysis TMA*, 74 (2011), 6469–6486.

[12] J. Fang and X. Q. Zhao, Bistable traveling waves for monotone semiflows with applications, *J. European Math. Soc.*, 17 (2015), 2243–2288.

[13] S. A. Gardner, Existence and stability of traveling wave solutions of a competition model. A degree theoretical approach, *J. Differential Equations*, 44 (1982), 343–364.

[14] C. Gui, Symmetry of traveling wave solutions to the Allen-Cahn equation in $\mathbb{R}^2$, *Arch. Ration. Mech. Anal.*, 203 (2012), 1037–1065.

[15] F. Hamel and R. Monneau, Solutions of semilinear elliptic equations in $\mathbb{R}^N$ with conical-shaped level sets, *Comm. Partial Differential Equations*, 25 (2000), 769–819.

[16] F. Hamel, R. Monneau and J. M. Roquejoffre, Stability of travelling waves in a model for conical flames in two space dimensions, *Ann. Sci. Ecole Norm. Sup.*, 37 (2004), 469–506.

[17] F. Hamel, R. Monneau and J. M. Roquejoffre, Existence and qualitative properties of multidimensional conical bistable fronts, *Discrete Contin. Dyn. Syst.*, 13 (2005), 1069–1096.

[18] F. Hamel, R. Monneau and J. M. Roquejoffre, Asymptotic properties and classification of bistable fronts with Lipschitz level sets, *Discrete Contin. Dyn. Syst.*, 14 (2006), 75–92.

[19] F. Hamel and N. Nadirashvili, Travelling fronts and entire solutions of the Fisher-KPP equation in $\mathbb{R}^N$, *Arch. Ration. Mech. Anal.*, 157 (2001), 91–163.

[20] F. Hamel and J. M. Roquejoffre, Heteroclinic connections for multidimensional bistable reaction-diffusion equations, *Discrete Contin. Dyn. Syst. Ser. S.*, 4 (2011), 101–123.

[21] P. Hess, *Periodic-parabolic boundary value problems and positively*, Pitmat Research Notes in Mathematic Series, Vol 247, Longman Scientific and Technical, Wiley, Harlow, Essex, 1991.

[22] Y. Kurokawa and M. Taniguchi, Multi-dimensional pyramidal travelling fronts in the Allen-Cahn equations, *Proc. Roy. Soc. Edinburgh Sect. A*, 141 (2011), 1031–1054.

[23] G. M. Lieberman, *Second Order Parabolic Differential Equations*, World Scientific, Singapore, 1996.

[24] Y. Li and Y. Wu, Stability of traveling front solutions with algebraic spatial decay for some autocatalytic chemical reaction systems, *SIAM J. Math. Anal.*, 44 (2012), 1474–1521.

[25] G. Lv and M. Wang, Stability of planar waves in mono-stable reaction-diffusion equations, *Proc. Amer. Math. Soc.*, 139 (2011), 3611–3621.

[26] G. Lv and M. Wang, Stability of planar waves in reaction-diffusion system, *Sci. China Math.*, 548 (2011), 1403–1419.

[27] Y. Morita and K. Tachibana, An entire solution to the Lotka-Volterra competition-diffusion equations, *SIAM J. Math. Anal.*, 40 (2009), 2217–2240.
[29] W. M. Ni and M. Taniguchi, Traveling fronts of pyramidal shapes in competition-diffusion systems, *Netw. Heterog. Media*, 8 (2013), 379–395.

[30] H. Ninomiya and M. Taniguchi, Existence and global stability of traveling curved fronts in the Allen-Cahn equations, *J. Differential Equations*, 213 (2005), 204–233.

[31] H. Ninomiya and M. Taniguchi, Global stability of traveling curved fronts in the Allen-Cahn equations, *Discrete Contin. Dyn. Syst.*, 15 (2006), 819–832.

[32] W. J. Sheng, Time periodic traveling curved fronts of bistable reaction-diffusion equations in $\mathbb{R}^N$, *Appl. Math. Letters*, 54 (2016), 22–30.

[33] W. J. Sheng, Time periodic traveling curved fronts of bistable reaction-diffusion equations in $\mathbb{R}^3$, *Annali di Matematica Pura ed Applicata.*, 196 (2017), 617–639.

[34] W. J. Sheng, W. T. Li and Z. C. Wang, Periodic pyramidal traveling fronts of bistable reaction-diffusion equations with time-periodic nonlinearity, *J. Differential Equations*, 252 (2012), 2388–2424.

[35] M. Taniguchi, Traveling fronts of pyramidal shapes in the Allen-Cahn equations, *SIAM J. Math. Anal.*, 39 (2007), 319–344.

[36] M. Taniguchi, The uniqueness and asymptotic stability of pyramidal traveling fronts in the Allen-Cahn equations, *J. Differential Equations*, 246 (2009), 2103–2130.

[37] M. Taniguchi, Multi-dimensional traveling fronts in bistable reaction-diffusion equations, *Discrete Contin. Dyn. Syst.*, 32 (2012), 1011–1046.

[38] M. Taniguchi, An $(N-1)$-dimensional convex compact set gives an $N$-dimensional traveling front in the Allen-Cahn equation, *SIAM J. Math. Anal.*, 47 (2015) 455–476.

[39] M. Taniguchi, Convex compact sets in $\mathbb{R}^{N-1}$ give traveling fronts of cooperative-diffusion system in $\mathbb{R}^N$, *J. Differential Equations*, 260 (2016), 4301–4338.

[40] A. I. Volpert, V. A. Volpert and V. A. Volpert, *Traveling Wave Solutions of Parabolic System*, Translations of Mathematical Monographs, Vol. 140, Amer. Math. Soc. Providence, RI, 1994.

[41] Z. C. Wang, Traveling curved fronts in monotone bistable systems, *Discrete Contin. Dyn. Syst.*, 32 (2012), 2339–2374.

[42] Z. C. Wang, Cylindrically symmetric traveling fronts in periodic reaction-diffusion equations with bistable nonlinearity, *Proc. Roy. Soc. Edinburgh Sect. A*, 145 (2015), 1053–1090.

[43] Z. C. Wang and Z. H. Bu, Nonplanar traveling fronts in reaction-diffusion equations with combustion and degenerate Fisher-KPP nonlinearities, *J. Differential Equations*, 260 (2016), 6405–6450.

[44] Z. C. Wang, W. T. Li and S. Ruan, Existence, uniqueness and stability of pyramidal traveling fronts in bistable reaction-diffusion systems, *Sci. China Math.*, 59 (2016), 1869–1908.

[45] Z. C. Wang, H. L. Niu and S. Ruan, On the existence of axisymmetric traveling fronts in Lotka-Volterra competition-diffusion systems in $\mathbb{R}^3$, *Discrete Contin. Dyn. Syst. Ser. B*, 22 (2017), 1111–1144.

[46] Z. C. Wang and J. Wu, Periodic traveling curved fronts in reaction-diffusion equation with bistable time-periodic nonlinearity, *J. Differential Equations*, 250 (2011), 3196–3229.

[47] Y. Wu and X. Xing, Stability of traveling waves with critical speeds for p-degree Fisher-type equations, *Discrete Contin. Dyn. Syst.*, 20 (2008), 1123–1139.

[48] G. Zhao and S. Ruan, Existence, uniqueness and asymptotic stability of time periodic traveling waves for a periodic Lotka-Volterra competition system with diffusion, *J. Math. Pures Appl.*, 95 (2011), 627–671.

Received November 2018; revised April 2019.

E-mail address: wtli@lzu.edu.cn