Aims
Cardiovascular disease (CVD) risk prediction models are used in Western European countries, but less so in Eastern European countries where rates of CVD can be two to four times higher. We recalibrated the SCORE prediction model for three Eastern European countries and evaluated the impact of adding seven behavioural and psychosocial risk factors to the model.

Methods and results
We developed and validated models using data from the prospective HAPIEE cohort study with 14,598 participants from Russia, Poland, and the Czech Republic (derivation cohort, median follow-up 7.2 years, 338 fatal CVD cases) and Estonian Biobank data with 4,632 participants (validation cohort, median follow-up 8.3 years, 91 fatal CVD cases). The first model (recalibrated SCORE) used the same risk factors as in the SCORE model. The second model (HAPIEE SCORE) added education, employment, marital status, depression, body mass index, physical inactivity, and antihypertensive use. Discrimination of the original SCORE model (C-statistic 0.78 in the derivation and 0.83 in the validation cohorts) was improved in recalibrated SCORE (0.82 and 0.85) and HAPIEE SCORE (0.84 and 0.87) models. After dichotomizing risk at the clinically meaningful threshold of 5%, and when comparing the final HAPIEE SCORE model against the original SCORE model, the net reclassification improvement was 0.07 [95% confidence interval (CI) 0.02–0.11] in the derivation cohort and 0.14 (95% CI 0.04–0.25) in the validation cohort.

Conclusion
Our recalibrated SCORE may be more appropriate than the conventional SCORE for some Eastern European populations. The addition of seven quick, non-invasive, and cheap predictors further improved prediction accuracy.
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**Introduction**

The highest rates of cardiovascular disease (CVD) in the world are found in Eastern Europe. Age-standardized death rates of CVD (expressed as per 100,000, using 2013 data from the WHO European Mortality Indicator Database) are three to four times higher in Russia (547) when compared to the UK (141), Finland (187), or Germany (200). This calls for an urgent need to strengthen primary prevention in this region. An important aspect of primary prevention is risk stratification, which is commonly performed with computer-based prediction models to assess total CVD risk in healthy individuals. Accurate prediction enables behavioural and medical interventions, such as healthy lifestyle promotion (e.g. smoking cessation) and preventive lipid-lowering, antihypertensive, or anticoagulation medications to be targeted to those of highest risk. This agenda can reduce overtreatment and side effects for those at lower risk, while maximizing timely interventions, financial, health and equity gains for those at high risk. However, current risk prediction models in Eastern Europe remain far from perfect.

A major drawback is that there are few freely available models calibrated for Eastern European countries. The SCORE model, derived from 98% Western European participants, remains the default choice in Eastern Europe without recalibration (a method that adapts risk algorithm to account for differences in baseline risk between populations). At least one multi-centre analysis has demonstrated that SCORE is poorly calibrated for contemporary Eastern European populations, with three to eight predicted events for every one observed event. Although some countries like Poland have made nationally calibrated models, such country-specific models are unavailable for the majority of Eastern European countries. One solution is to recalibrate the original SCORE model, so it better suits the profile of Eastern European countries today.

To address this, we aimed to derive and externally validate two new risk models for the Eastern European region. First, we evaluated the performance of the conventional SCORE model and recalibrated
this prediction tool, so that the risk coefficients and baseline hazard rates were optimized for contemporary cohort data from Eastern European countries. This procedure allows to minimize systematic under- and overestimation of risk, thereby giving more accurate estimates of absolute risk. Second, we tested whether adding self-reported information, which is cheap and easy to measure, would further improve risk stratification based on the recalibrated SCORE. Our focus was on psychosocial variables (e.g. depression, marital status, unemployment) that have previously been targets of risk prediction research but have not been validated in this geographical context.4–14 Finally, we validated the two modified models in an external cohort.

**Methods**

A summary of the methods and results is shown in the Graphical abstract.

**Derivation data**

To develop the new models, we used data from the population-based HAPIEE cohort study.15 Baseline data, including CVD risk factors, were collected between 2002 and 2008 from 34,873 individuals aged 43–73 years, from the Czech Republic, Poland, Russia, and Lithuania. Trained nurses performed a personal interview, physical examination and took blood samples. Serum cholesterol was determined by the automated enzymatic method. Past medical and drug history, education, employment, marital status, and physical inactivity were assessed by interview according to standardized questionnaire. Depressive symptoms were assessed using the Center for Epidemiologic Studies Depression Scale-20 (CESD-20) questionnaire (range 0–60), which was analytically dichotomized if CESD-20 >16.

We did not include the Lithuanian cohort, due to later entry into the study, and slight differences in data collection. We excluded participants who self-reported a diagnosis or previous hospitalization for angina, myocardial infarction, or stroke, those scoring positive on the Rose Angina questionnaire, and those taking lipid-lowering medication (as statins are thought to be a key intervention for high-risk people).2 Thirty-three percent of participants had missing data on at least one of the variables and were excluded, resulting in 14,598 participants in the derivation sample (Figure 1).

As in the original SCORE model, only fatal outcomes were considered. Due to international variability in coding detailed causes of death, our primary outcome was any CVD mortality (ICD-10: I00–I99). Linkage to...
mortality registries in Russia, Poland, and Czech Republic (for a total of 8.0, 8.9, and 11.3 years) gave median follow-up times of 6.6, 7.1, and 9.6 years, respectively. Patients who did not develop outcomes were censored at 10 years, or earlier if their follow-up was shorter than 10 years. A total of 102 female and 236 male CVD deaths occurred in the derivation sample.

**External validation data**

In the Estonian Biobank study, baseline data were collected between 2002 and 2011 from 51,045 population-based participants (median recruitment = 4 November 2008), typically by nurse practitioners at the patients’ primary care centre. Data collection was similar to the derivation data; however, validation data also included rural participants, a composite invitation method, and more data linkage for determining past medical history. Depreciation was assessed by a single-item with three response options ‘I do not have anxiety/depression’ (reference), vs. ‘I have moderate anxiety/depression’ or ‘I have severe anxiety/depression’ (these two options were merged in the analysis).

All participants who were eligible for our analysis (n = 23,233) provided blood samples for freezing and consented to additional analyses being performed in the future should this become possible. Subsequently, funding became available to measure plasma cholesterol by Proton nuclear magnetic resonance (NMR) spectroscopy (Brainshake Ltd) for a random sample of 4632 (22% of the original cohort) participants. The detailed rationale and methods for this sub-study are available elsewhere. In brief, as this subsample was selected at random, and since all selected samples were successfully thawed and analysed, we had little reason to believe that these participants were systematically different to those without measured cholesterol. The median and maximum follow-up time was 8.3 and 13.7, respectively. The final analytical sample had 4632 participants, of whom 91 died of CVD.

**Model development**

Full details of model development are given in Supplementary material online. In brief, we fitted a single model for men and women across all countries in Eastern Europe. Each participant was allocated a binary dummy variable to denote whether they lived in a country with lower or higher baseline risk. We fitted three models. First, we used the original SCORE model. Second, we created ‘recalibrated SCORE’, a model with the same risk factors as in SCORE, but recalibrated using our derivation data. In this model, we also optimized how the existing SCORE risk factors were modelled. Accordingly, we used three categories for smoking (as opposed to two categories in SCORE) and added a cholesterol-squared term.

In the third step, we created the ‘HAPEE SCORE’ model, by adding new risk factors that were available in both our derivation and validation cohorts. Each risk factor had to be easily measurable via self-report and needed previous meta-analytic evidence of association with CVD from population-based studies. Seven risk factors were added: body mass index (BMI) (weight in kg/height in m², modelled with a linear term plus a squared term centred at 23 kg/m²), physical inactivity (<150 min per week), educational attainment (tertiary secondary or primary, modelled with equal risk differences between these categories), employment status (employed, unemployed, retired), marital status (single, widowed/divorced, married/cohabiting), possible depression (>16 on CESD-20 questionnaire), and the use of antihypertensive medications and its interaction with systolic blood pressure.

**Calibration and discrimination**

Calibration plots were used to determine the degree of over/underestimation of risk prediction among participants grouped into six risk strata. The number of strata was determined by the dual consideration of >10 events per strata and clinical meaningfulness of the threshold, to result in six strata using the following thresholds: 2.5%, 5%, 7.5%, 10%, and 20% absolute risk of CVD in the next 10 years. Discrimination was assessed using Harrell’s C-statistic, which extends the dichotomous receiver operating characteristic curves to survival models.

**Net reclassification improvement**

We dichotomized individuals at the 5% risk threshold for CVD mortality since the European Society of Cardiology guidelines suggest that this is the most important threshold to influence decisions on interventions like statins. Net reclassification improvement (NRI) is one way of measuring the extent to which a new model may outperform an older model in terms of sensitivity and specificity. It evaluates movement in four domains, by adding together the percentage of cases correctly predicted by only the new model, minus the percentage of cases incorrectly predicted by only the new model (change in sensitivity), plus the percentage of non-cases correctly predicted by only the new model, minus the percentage of non-cases incorrectly predicted by only the new model (change in specificity). The Continuous NRI assumes an infinite number of clinically meaningful risk thresholds, which we consider to be less clinically useful than the more conservative Categorical NRI. Improvements in Categorical NRI can be larger, if more categories are specified. We conservatively specified only one low-risk category and one high-risk category (divided at the 5% threshold for absolute risk of CVD death).

As a sensitivity analysis, Reclassification Plots were used to visually inspect reclassification performance across the entire risk spectrum (not just at across the 5% absolute risk boundary).

**Statistical analysis**

Two Cox proportional hazards models were fitted (one for recalibrated SCORE and the other for HAPEE SCORE) to estimate the association between each risk factor, and the time to CVD death. We used 1000 bootstraps to calculate 95% confidence intervals. Detailed R packages are given in Supplementary material online.

**Results**

Descriptive statistics of the derivation and validation datasets are shown in Supplementary material online, Table S1 and Figure S2. Briefly, the derivation dataset was three times larger than the validation dataset, which methodologically might be appropriate. Compared to the derivation cohort, the validation cohort had a more favourable CVD risk profile in some domains (e.g., age, sex, smoking, blood pressure, employment), while unfavourable in others (e.g., depression, single marital status, physical inactivity).

**Calibration and discrimination**

The regression coefficients for the newly derived models are shown in Supplementary material online, Table S2. Overall, these are comparable to those reported by other epidemiological cohort studies and prediction models. The baseline risk and the beta coefficient for age capture much of what we currently do not understand about CVD risk. As expected, the addition of seven new risk factors attenuated both these parameters.

Detailed calibration plots are shown in Supplementary material online, Figure S4. Calibration was near perfect (i.e., linear) in derivation data. In validation data, calibration was good among people with low,
we report some preliminary exploratory analyses. Briefly, Table S3 these seven variables, although in Supplementary material online, not well powered to explore the relative contribution of each of seven extra risk factors demonstrated a substantial improvement in SCORE model ($C^+$ seven extra risk factors). Excluding the seven new variables ($C^-$0.022).

In multiple imputation analyses to handle missing data (Supplementary material online, Methods S3), model discrimination and reclassification were little changed, when compared to analyses using complete case data (Supplementary material online, Tables S5–S7).

### Discussion

This study recalibrated the original SCORE model and also generated and validated a new prediction model including seven new risk factors that are measurable using self-report. Each of these two revisions to the original SCORE model led to large improvements to discrimination, in both the derivation and validation datasets. When compared to the benefit of adding seven new risk factors to the recalibrated model ($+0.03$ and $+0.06$, respectively).

#### Sensitivity analyses

We performed sensitivity analyses using two subgroups of participants to examine in greater detail potential benefits of adding the seven risk factors to the algorithm. First, when restricting the analyses to around one-quarter of intermediate-risk participants (whose absolute risk was between 2.5% and 7.5%), the Categorical NRI was twice as large ($+0.06$ and $+0.17$ in derivation and validation data). Second, when restricting the analyses to participants aged $>$60 years (of all risk profiles), the Categorical NRI was also larger ($+0.07$ and $+0.23$).

Although we find the Continuous NRI measure to be less clinically relevant, we also report these in Tables 2 and 3 as this is common in the literature. As predicted, Continuous NRI was typically larger, ranging from $+0.13$ to $+0.53$ for 5 of the 6 model comparisons made. None of the three comparisons made in the derivation data were likely to have occurred by chance ($P < 0.0001$ in all three case). In the validation data, the improvement seen after adding new risk factors was unlikely a chance finding ($P < 0.0001$), but the recalibration step was the only one to result in a negative Continuous NRI ($-0.09$) and this could have happened by chance alone ($P = 0.34$). Reclassification plots (Supplementary material online, Figure S5) suggested that improvements to reclassification were generally distributed across the wider spectrum of risk, potentially with slightly larger benefits to those at intermediate risk.

### Net reclassification improvement

When comparing the original SCORE against the final HAPIEE SCORE, Categorical NRI was $+0.07$ ($P = 0.005$) in derivation data (Table 2) and $+0.14$ ($P = 0.006$) in validation data (Table 3). In the derivation data, NRI was driven by improvements in specificity. In the validation data, NRI was driven by improvements in sensitivity.

Our data had limited statistical power to explore to what extent this improvement was driven by recalibration or adding new risk factors. It seemed that both changes played a role, potentially with recalibration of the original model causing slightly larger improvements to Categorical NRI ($+0.03$ and $+0.09$ in derivation and validation data), moderate, and high risks (absolute risk between 0% and 10%), which is where decisions on preventive interventions are typically made.

Our new models overestimated risk among people of very high risk (i.e. absolute risk $>$10%), but this is unlikely to alter clinical management, as all these participants are eligible for statin therapy according to both the old and new prediction models.

In comparison with the original SCORE model, the recalibrated SCORE improved discrimination (change in $C$-statistic $= +0.035$ and $+0.019$ in derivation and validation cohorts, Table 1). The subsequent addition of seven new risk factors to the algorithm led to further improvements in $C$-statistic ($+0.022$ and $+0.014$). Our dataset was not well powered to explore the relative contribution of each of these seven variables, although in Supplementary material online, Table S3 we report some preliminary exploratory analyses. Briefly, each new predictor seemed to make an additive contribution to improving discrimination performance. For comparison, when excluding three well-established biomedical risk factors (blood pressure, cholesterol, and diabetes status) from the final model in the derivation data, the decrease in discrimination ($-0.022$) was exactly the same as the decrease in discrimination seen when alternatively excluding the seven new variables ($-0.022$).

Altogether, the two steps of first recalibrating and then adding seven extra risk factors demonstrated a substantial improvement in $C$-statistic, when comparing the final HAPIEE SCORE to the original SCORE model ($+0.057$ in derivation data and $+0.033$ in validation data).

#### Table 1 Discrimination performance of three cardiovascular prediction models, as measured by Harrell’s $C$-statistic

| Name of model                  | Derivation data | Validation data |
|-------------------------------|----------------|----------------|
|                               | Original SCORE | Recalibrated SCORE | HAPIEE SCORE |
| C-statistic (95% CI)          | 0.783 (0.735–0.831) | 0.818 (0.774–0.862) | 0.840 (0.800–0.880) |
| Change in C-statistic         | 0.035          | 0.022          | 0.057          |
| C-statistic (95% CI)          | 0.832 (0.769–0.896) | 0.851 (0.791–0.910) | 0.865 (0.806–0.923) |
| Change in C-statistic         | 0.019          | 0.014          | 0.033          |

CI, confidence interval.
comparing our final model (the HAPIEE SCORE) to the original SCORE, reclassification improved across the entire risk spectrum, as well as at a commonly used interventional threshold of 5% absolute CVD risk. Reclassification benefits were largest in participants at intermediate risk. Our findings suggest that in terms of risk prediction, simple questionnaire measures on behavioural and psychosocial factors may be as informative as established biomedical risk factors (blood pressure, cholesterol, diabetes) or alternatively data across the entire genome. As self-report variables are cheap and convenient to collect, this supports their incorporation into risk prediction models, particularly in the absence of equally predictive biomarkers.

These findings have two implications for public health and clinical practice: first, our recalibrated SCORE algorithm may be more accurate than the original SCORE algorithm, for default clinical use in some Eastern European countries. Second, the European Society of
Cardiologists’ guidelines recommend ‘additional risk factor assessment if such a risk factor improves risk classification [e.g. by calculation of a net reclassification index] and if the assessment is feasible in daily practice’.

We found self-report variables to improve risk classification. More research is now warranted on feasibility—for example by trialling various processes for collecting self-report data in either opportunistic or population-based settings.

**Strengths and limitations**

An important strength of our study was the use of an independent cohort from a different country for external validation of the two new risk prediction models. Furthermore, the two datasets differed in terms of study design, recruitment, and data collection. Although this is not always ideal for studying reproducibility of findings, demonstrating that different lines of research lead to the same conclusions.

### Table 3 Changes to reclassification across three cardiovascular prediction models, in the validation cohort

| Status after follow-up | Predicted 10-year risk (original SCORE) | Predicted 10-year risk (recalibrated SCORE) | Reclassified | Net correctly reclassified |
|------------------------|----------------------------------------|---------------------------------------------|--------------|---------------------------|
|                        | <5%                                    | >5%                                        | Increased    | Decreased                 |
| Died from CVD (n = 91) |                                        |                                             |              |                           |
| <5%                    | 27                                     | 11                                         | 12%          | 11%                       |
| >5%                    | 1                                      | 52                                         | 1%           |                           |
| Did not die from CVD (n = 4541) |                                    |                                             |              |                           |
| <5%                    | 3572                                   | 204                                        | 4%           | -2.3%                     |
| >5%                    | 98                                     | 667                                        | 2%           |                           |

Categorical net reclassification improvement (95% CI)

Continuous net reclassification improvement (95% CI)

From model 2 (recalibrated SCORE) to model 3 (HAPIEE SCORE)

| Status after follow-up | Predicted 10-year risk (recalibrated SCORE) | Predicted 10-year risk (HAPIEE SCORE) | Reclassified | Net correctly reclassified |
|------------------------|---------------------------------------------|---------------------------------------|--------------|---------------------------|
|                        | <5%                                        | >5%                                   |              |                           |
| Died from CVD (n = 91) |                                            |                                        |              |                           |
| <5%                    | 15                                        | 13                                    | 14%          | 12%                       |
| >5%                    | 2                                         | 61                                    | 2%           |                           |
| Did not die from CVD (n = 4541) |                                    |                                        |              |                           |
| <5%                    | 3098                                      | 361                                   | 8%           | -6.4%                     |
| >5%                    | 70                                        | 801                                   | 2%           |                           |

Categorical net reclassification improvement (95% CI)

Continuous net reclassification improvement (95% CI)

From model 1 (original SCORE) to model 3 (HAPIEE SCORE)

| Status after follow-up | Predicted 10-year risk (HAPIEE SCORE) | Reclassified | Net correctly reclassified |
|------------------------|---------------------------------------|--------------|---------------------------|
|                        | <5%                                    | >5%          |                           |
| Died from CVD (n = 91) |                                        |              |                           |
| <5%                    | 14                                     | 24          | 26%          | 23%                       |
| >5%                    | 3                                      | 50          | 3%           |                           |
| Did not die from CVD (n = 4541) |                                    |              |                           |
| <5%                    | 3296                                   | 480      | 11%          | -8.7%                     |
| >5%                    | 83                                     | 682        | 2%           |                           |

Categorical net reclassification improvement (95% CI)

Continuous net reclassification improvement (95% CI)

CI, confidence interval; CVD, cardiovascular disease.
supports the robustness of our study. Second, we focused on analysis on clinically meaningful changes across an important interventional threshold. We are only aware of two previous reports in the literature where Categorical NRI improved after adding a psychosocial factor (education16 or long working hours).

Our study had several limitations. First, the validation dataset was of borderline sufficient size, to evaluate some performance measures, and we did not have enough power to fit gender-specific models. Second, like previous cohort studies, our cohorts were prone to response rate bias, which may make them healthier than the general populations they represent. This may lead to an underestimation of risk in the general population, and an underusage of potentially beneficial interventions. In addition, it is unclear how well our models generalize to people who were not included in our study, such as the very young or old, ethnic minorities, as well as likely performance in other countries. Third, although improvements were seen in both datasets, our derivation dataset showed larger improvements. This may be because the original SCORE model was better suited for our validation data (thereby elevating the baseline standard that we sought to improve). Alternatively, our final models may contain residual overfitting. Fourth, in sensitivity analyses, we used multiple imputation for participants who had missing data. This approach relies on the assumption that data are missing at random, which might not necessarily be the case. The missing data are therefore a limitation of the study, although there is no reason to suspect that this would have a major impact on the findings. Fifth, improvements in risk factors and treatment over time may decrease the baseline risk, meaning that our model may overpredict risk in the future. Sixth, just like the SCORE model, our algorithms were not developed to predict the risk of non-fatal CVD.

Comparison with previous studies

Previous studies have recalibrated the SCORE model to various countries, particularly in Western Europe. Some countries such as England have derived prediction models from electronic health records collected in primary care (i.e. professionals who will use the model). However, recalibration has rarely been performed in Eastern European countries. When this has been done, it has often taken place in the private sector, or the full results have not been published in peer-reviewed English language journals. Our study may be the first that updated SCORE for more than one Eastern European country and compared performance against the original SCORE model. The C-statistic from the external validation of our final model (0.87) is slightly better compared to external validation of other models that are clinically recommended (e.g. QRISK2 0.77–0.84 and Pooled Cohorts Equation 0.65–0.72), suggesting that our model may have clinical potential in Eastern Europe.

Previous studies that aimed to improve CVD risk prediction by adding new predictors have found this to be a difficult undertaking. Indeed, the European Society of Cardiologists’ guidelines warn how several emerging risk factors ‘may not have the ability to reclassify subjects’,1 highlighting that reclassification is insufficiently tested. Derivation studies have sometimes reported C-statistic improvements as large as 0.08, but the few studies also including external validation tend to report improvements up to 0.01 or 0.02.27 Our C-statistic improvement of 0.022 in the derivation and 0.014 in the validation datasets is consistent with this. For comparison, Abraham et al.27 added 49 310 genetic variants associated with heart disease to the prediction algorithm. Improvements in C-statistic (0.011–0.017) and Continuous NRI (0.25–0.37) were both comparable to those in our study (C-statistic 0.014–0.022; Continuous NRI 0.44–0.53). When a more detailed history of smoking, diabetes, kidney disease, and rheumatoid arthritis was added to QRISK in forming QRISK2, the improvements in C-statistic were smaller (0.003–0.004).21 There are a variety of novel risk factors that could potentially improve risk prediction accuracy. We hope these will converge on globally similar instruments, by following European guidelines that emphasize the feasibility of data collection (including cost) along with their ability to reclassify patients.

There is limited literature about improving prediction models by adding behavioural or psychosocial data. When ASSIGN and QRISK were developed, these added area-level psychosocial status and BMI, as well as model recalibration.28 Head-to-head model comparisons did not disentangle what part of the improvement came from recalibration, and what part from novel risk factors. Studies on the latter question were initially underpowered resulting in the risk of overfit. Better powered studies reported benefits smaller than what we report, as can be expected since we added not just one or two variables but seven. Analysis of Italian cohorts suggested that the addition of four risk factors (alcohol, occupational physical activity, sport physical activity, and job strain) improved prediction performance; however, this has not been externally validated.

Altogether, our findings are consistent with the literature and extend this by demonstrating (potentially for the first time) the value of adding multiple behavioural and psychosocial variables in external data. Future research could derive new algorithms with similar risk factors, or alternatively evaluate the validity of our HAPIEE SCORE in other Eastern- or Western-European settings. We recognize that many clinicians prefer to base decision-making on laboratory measurements and imaging techniques rather than self-reported information. However, in resource-poor settings, validated risk prediction algorithms may offer a fast and cheap way of enhancing risk prediction, at least until other biomarkers become available.

Conclusion and future research

Our findings provide clinicians and public health experts two validated SCORE-based risk prediction algorithms for Eastern Europe and further strengthen the argument that psychosocial factors can have real-life relevance. There is already a large evidence base to suggest that psychosocial risk factors (such as education, employment, marital status, employment, and depression) are strongly associated with CVD. Psychosocial factors can be upstream causes of health behaviours (such as smoking), causal effects more directly, or represent consequences of preclinical disease. If integrated into routine preventative practice, the assessment of psychosocial factors may additionally help to normalize public and clinician attitudes towards these variables as legitimate cardiovascular risk factors alongside smoking, blood pressure, and lipids.
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lational work in the future. There may be benefits in conceptualizing risk prediction as a multi-stage process, where factors already known in public data systems are analysed first (e.g. detailed medical history, including depression, smoking, marital status, and unemployment). In the second stage, some patients are invited to provide additional self-reported behavioural and psychosocial data (e.g. education, BMI, physical activity), sometimes using online tools. In the third stage, some patients may be invited for more expensive clinical investigations, such as blood pressure, cholesterol, ‘omics, and/or imaging. This agenda, if rigorously evaluated, may potentially create a more convenient, acceptable, effective and cost-effective cardiovascular screening programme for healthcare systems.
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