Abstract—This paper presents a global framework analysis of a microstrip antenna design circularly polarized with an operating frequency of 5.80 GHz and a bandwidth of at least 500 MHz. We evaluate the optimal antenna parameters to design requirements. Capitalizing on these parameters, we simulate the radiation model of this antenna using the Finite Difference Time Domain (FDTD) technique assuming one, two, and three dimensions. The propagation medium is assumed to be a free space bounded by absorbing boundaries, and perfect matched layer (PML). The FDTD-1D is considered in free space while FDTD-2D and 3D are considered both in free space and in a free space-medium containing either dielectric sphere or cylinder in the center. In this case, we model the incident and the scattered electromagnetic fields reflected back from hitting the dielectric object. Moreover, the microstrip antenna radiates an electromagnetic pulse either in the middle or at one end of the medium and the sources considered are Gaussian pulse and plane wave. Finally, we provide the analytic solutions of the propagation models to confirm the accuracy of the FDTD simulation technique.
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I. INTRODUCTION

The Finite-Difference Time-Domain (FDTD) has become today’s one of the most popular techniques for the solution of electromagnetic problems. It has been successfully applied to an extremely wide variety of problems, such as scattering from metal objects and dielectrics, antennas, microstrip circuits, and electromagnetic absorption in the human body exposed to radiation. The main reason of the success of the FDTD method resides in the fact that the method itself is extremely simple, even for programming a three-dimensional code. The technique was first proposed by K. Yee, and then improved by others in the early 70s [1]–[4].

A. Microstrip Antenna Overview

An antenna is an electrical conductor or a system of conductors which is part of a transmitting or receiving system that is designed to radiate or receive electromagnetic waves [5].

A microstrip antenna consists of a thin metallic conductor which is bonded to thin grounded dielectric substrates. The size miniaturization of a microstrip patch antenna is crucial in many of the modern day practical applications, like that of WLAN [6], [7], Wi-Fi [8], and Bluetooth [9]. Patch antennas play a very significant role in today’s world of wireless communication systems. A microstrip patch antenna is relatively simple in construction and makes use of a conventional microstrip fabrication technique which is comprised of the etching of the antenna element pattern in a metal trace which is bonded to an insulating dielectric substrate, such as a printed circuit board (PCB), with a continuous metal layer bonded to the opposite side of the substrate which acts as the ground plane. The most commonly used microstrip patch antennas are rectangular patch antennas, but even circular patch antennas are widely used.

Microstrip patch antennas possess a very high antenna quality factor (Q), where a large Q would lead to a narrow bandwidth and low efficiency. The factor Q can be reduced by increasing the thickness of the dielectric substrate but as the thickness increases there will be a simultaneous increase in the fraction of the total power delivered by the source into a surface wave which can be effectively considered as an unwanted power loss since it is ultimately scattered at the dielectric bends and causes degradation of the antenna characteristics. Other problems such as lower gain and lower power handling capacity can be overcome by using different methods. One technique is using an array configuration for the elements which is a collection of homogeneous antennas oriented similarly to get greater directivity and gain in a desired direction. The inset-fed microstrip antenna provides impedance control with a planar feed configuration.

B. Contributions

In this work, we propose an optimal design of a resonant microstrip antenna design operating at 5.80 GHz following some specifications such as achieving a bandwidth of 500 MHz and characterized by a circular polarization. Capitalizing on this design, we refer to FDTD 1-D, 2-D, and 3-D to describe the radiation model in various media. The analysis of this paper follows these steps:

1) Finds the optimum values that satisfy the design requirements.
2) Presents figures of merit of the antenna such as current distribution, VSWR, impedance, directivity, and return loss, etc in order to check the accuracy of the design values.
3) Generates a Gaussian pulse and provides the FDTD formulations in 1D, 2D, and 3D in various media referring to Maxwell’s equations.
4) Provides the analytic solutions to validate the FDTD simulations.

The rest of this paper is organized as follows: Section II describes the antenna design while the FDTD-1D analysis is given in Section III. FDTD-2D and 3-D results are detailed in Sections IV, and V, respectively. Finally, concluding remarks and future research directions are presented in Section VI.
II. ANTENNA DESIGN

In this section, we consider a rectangular patch antenna. The operating frequency of the antenna is $f_0 = 5.80$ GHz with a bandwidth of at least $BW = 500$ MHz. The antenna should have a circular polarization or as close to hat as possible. Now, we must choose the realistic materials for the antenna and substrate.

Assuming resonant antenna, the width of the patch is given by [10]–[12]

$$W = \frac{c}{2f_0} \sqrt{\frac{2}{\epsilon_r + 1}},$$  \hspace{1cm} (1)

where $c$ and $\epsilon_r$ are the speed of light and the dielectric substrate, respectively.

The effective dielectric constant can be given by [10]–[12]

$$\epsilon_{\text{reff}} = \frac{\epsilon_r + 1}{2} + \frac{\epsilon_r - 1}{2} \sqrt{1 + \frac{12h}{W}}, \hspace{1cm} W > h, \hspace{1cm} (2)$$

where $h$ is the height of the substrate.

Due to fringing, electrically the size of the antenna is increased by an amount of $\Delta L$. Therefore, the actual increase in length $\Delta L$ of the patch can be calculated using the following equation [10]–[12]

$$\frac{\Delta L}{h} = 0.412 \left( \frac{\epsilon_{\text{reff}} + 0.3}{\epsilon_{\text{reff}} - 0.258} \right) \left( \frac{W}{L} + 0.264 \right),$$ \hspace{1cm} (3)

The length ($L$) of the patch is given by the following equation [10]–[13]

$$L = \frac{c}{2f_0 \sqrt{\epsilon_{\text{reff}}}} - 2\Delta L,$$ \hspace{1cm} (4)

After solving these equations, we come up with the optimal parameters given by Table I.

| Symbol | Measure |
|--------|---------|
| $W$    | 17.30 mm|
| $L$    | 10.402 mm|
| $h$    | 1.6 mm  |
| $\epsilon_r$ | 5       |
| $x_{\text{feed}}$ | 2.8 mm |

To realize a circular polarization, the feeding point of the microstrip should be located at the diagonal of the patch. The y-coordinate of the feeding point should be given by [14]

$$y_{\text{feed}} = \frac{W}{L} x_{\text{feed}},$$ \hspace{1cm} (5)

A typical material with relative permittivity roughly equal to 5 can be FR-4 which is a material composed of a woven fiber glass cloth with an epoxy resin binder that is flame resistant. Other materials that can be used are the glass, Pyrex glass, mica, and porcelain.

Fig. 1 presents the patch antenna elements along with the materials required for the fabrication.

Fig. 2 shows that the current is maximum at the feed point and zero at the end of the patch. Given that the voltage is out of phase with the current, it is at a peak at the end of the patch, and a half-wavelength away at the start of the patch, it has equal magnitude but out of phase. It is this voltage, out of phase, which produces fringing fields that coherently add in phase and produce radiation.

Fig. 3 shows the electromagnetic fields radiated by the microstrip. The electric field is zero at the center of the patch, maximum (positive) on one side, and minimum (negative) on the opposite side. These minima and maxima continuously change side like the phase of the RF signal. The electric field does not stop abruptly near the patch’s edges like it would in a cavity: the field extends beyond the outer periphery. These field extensions are the fringing fields and cause the patch to radiate.
Fig. 3: Electromagnetic Fields radiated by the microstrip.

Fig. 4 presents the three-dimensional radiation pattern of the patch. The radiated power is pronounced in particular directions and small in other ones. The pattern shows that the maximum radiated power is along with the direction perpendicular to the surface of the patch and in the upper half of the hemisphere. In the lower half of the hemisphere, the pattern also shows the existence of a back lobe with a low level compared to the main lobe level.

Fig. 5 illustrates the antenna directivity at the elevation plane. The pattern at this plane is obtained by slicing through the y-z plane. The figure shows that there is one main lobe which has a level of -1.12 dB located at -84°, a HPBW of 148°, and a FNBW of 187°. The pattern also shows a back lobe with a level of -1.47 dB located at -264°. The front to back ratio at this plane is about 0.354 dB.

Fig. 6 illustrates the antenna directivity at the azimuthal plane. The pattern at this plane is obtained by slicing through the x-y plane. The figure shows that there is one main lobe which has a level of -0.46 dB located at 88°, a half power beam width (HPBW) of 95.6°, and a first null beam width (FNBW) of 236°. The pattern also shows a back lobe with a level of -3.2 dB located at -92°. The front to back ratio at this plane is about 8.83 dB.

Fig. 7.a shows the variations of the voltage standing wave ratio (VSWR) with respect to the frequency. VSWR is a measure of how much power is delivered to a device as opposed to the amount of power that is reflected from the load. According to Fig. 7.a, the VSWR reaches a minimum of 1.3 dB at the resonant frequency 5.8 GHz which means that the source and the load impedance are matched at this particular frequency. Fig. 7.b illustrates the dependence of $|S_{11}|$ with respect to the frequency. The minimum value of $|S_{11}|$ is -15.5 dB and occurs at 5.8 GHz. The bandwidth is given by the frequency range
where the magnitude of $|S_{11}|$ is below -6 dB. We observe that the bandwidth is roughly $BW \cong 540$ MHz. Note that the parameter $|S_{11}|$ is the opposite of the return loss given by Fig. 7.c. The maximum value of the return loss is 15.5 dB and achieved at 5.8 GHz, which means that the reflected power is minimum compared to the delivered power.

Fig. 8 presents the variations of real (resistance) and imaginary (reactance) parts of the input impedance with respect to the frequency. The resistance reaches a peak value of 47 Ω while the reactance gets a maximum of 47 Ω and a minimum of 9 Ω.

### III. One-Dimensional Simulation

#### A. Yee Algorithm

The FDTD algorithm as first proposed by Kane Yee in 1966 employs second-order central differences. The algorithm can be summarized as follows

**Algorithm 1 Yee Algorithm**

1. Replace all the derivatives in Ampere’s and Faraday’s laws with finite differences. Discretize space and time so that the electric and magnetic fields are staggered in both space and time.
2. Solve the resulting difference equations to obtain ‘update equations’ that express the (unknown) future fields in terms of (known) past fields.
3. Evaluate the magnetic fields one time-step into the future so they are now known (effectively they become past fields).
4. Evaluate the electric fields one time-step into the future so they are now known (effectively they become past fields).
5. Repeat the previous two steps until the fields have been obtained over the desired duration.

**TABLE II: Electromagnetic Parameters**

| Symbol | Quantity                      |
|--------|-------------------------------|
| $B$    | magnetic flux density         |
| $H$    | magnetic field strength       |
| $D$    | electric field density        |
| $E$    | electric field strength       |
| $\epsilon_0$ | permittivity of free space |
| $\mu_0$ | permeability of free space   |
| $\epsilon_r$ | relative permittivity         |
| $\mu_r$ | relative permeability        |
| $\sigma$ | conductivity                  |
| $\eta$ | intrinsic impedance          |
| $c$    | speed of light                |

#### B. FDTD Formulation

Considering Maxwell’s curl equations in free space as follows

$$\frac{\partial E}{\partial t} = \frac{1}{\epsilon_0} \nabla \times H,$$

$$\frac{\partial H}{\partial t} = -\frac{1}{\mu_0} \nabla \times E,$$
Given that one dimension is assumed, the components $E_z$ and $H_y$ are only considered to facilitate the calculus and the other components are set to zero. Given that the wave propagates in $z$ direction, the curl equations are reduced as follows

$$\frac{\partial E_z}{\partial t} = -\frac{1}{\epsilon_0} \frac{\partial H_y}{\partial z},$$

(8)

$$\frac{\partial H_y}{\partial t} = -\frac{1}{\mu_0} \frac{\partial E_z}{\partial z},$$

(9)

To discretize these equations in time and space, we should apply the central difference method for temporal and spatial derivatives. The above aligns can be written as follows

$$\frac{E_z^{n+\frac{1}{2}}(k) - E_z^{n-\frac{1}{2}}(k)}{\Delta t} = -\frac{1}{\epsilon_0} \frac{H_y^n(k + \frac{1}{2}) - H_y^n(k - \frac{1}{2})}{\Delta x},$$

(10)

$$\frac{H_y^{n+1}(k + \frac{1}{2}) - H_y^n(k + \frac{1}{2})}{\Delta t} = -\frac{E_z^{n+\frac{1}{2}}(k + 1) - E_z^{n+\frac{1}{2}}(k)}{\mu_0 \Delta x},$$

(11)

where $\Delta t$ and $\Delta x$ are the time and the space step, respectively. $n$ and $k$ are the number of the time and space steps, respectively. An instant $t$ is given by $t = n \Delta t$, while a distance $z$ is given by $z = k \Delta x$. The discretized equations can be formulated into an iterative algorithm as follows

$$E_z^{n+\frac{1}{2}}(k) = E_z^{n-\frac{1}{2}}(k) - \frac{\Delta t}{\epsilon_0 \Delta x} \left[ H_y^n(k + \frac{1}{2}) - H_y^n(k - \frac{1}{2}) \right],$$

(12)

$$H_y^{n+1}(k + \frac{1}{2}) = H_y^n(k + \frac{1}{2}) - \frac{\Delta t}{\mu_0 \Delta x} \left[ E_z^{n+\frac{1}{2}}(k + 1) - E_z^{n+\frac{1}{2}}(k) \right].$$

(13)

Note that $E_z$ and $H_y$ differ by a large order of magnitude because of $\epsilon_0$ and $\mu_0$. To fix this problem, we will roughly normalize the magnitude of the electric field so that it becomes comparable to the amplitude of the magnetic field. The new expression of the electric field can be obtained by [15 Eq. (1.5)]

$$\tilde{E} = \sqrt{\frac{\epsilon_0}{\mu_0}} E,$$

(15)

As we mentioned earlier, the space is equally discretized into cells of the same size. For a given cell of size $\Delta x$, the time step is given by

$$\Delta t = \frac{\Delta x}{2c},$$

(16)

where $c$ is the speed of light.

In this work, we create a Gaussian pulse in the middle and once the pulse is launched at $t_0$, the wave propagates in the two directions (positive and negative $z$ directions) until it hits the boundaries, then it reflects back. Given that the boundaries are absorbing, the waves will not be reflected back. The first boundary can be modelled as follows

$$E_z^n(0) = E_z^{n-2}(1),$$

(17)

The electric field can be given at the second boundary as follows

$$E_z^n(KE) = E_z^{n-2}(KE - 1),$$

(18)

where $KE$ is the length of the propagation medium.

C. Analytic Solution

Consider a Gaussian pulse as follows

$$f(t) = e^{-\sigma t^2},$$

(19)

The electromagnetic field is assumed to propagate in both positive and negative $z$ directions. If the time pulse is Gaussian, the spectral density of this pulse is also Gaussian. The temporal Fourier transform of the initial pulse is given by

$$F(\omega) = \sqrt{\frac{\pi}{\sigma}} e^{-\frac{\omega^2}{2\sigma}},$$

(20)

Note that the pulse in frequency domain should be multiplied by a carrier or a propagator factor $e^{-\imath k|z|}$ to move in the positive $z$ direction and a carrier $e^{+\imath k|z|}$ to move in the negative $z$ direction. To get the expression of the electric field in time and space (positive direction), the next step is to take the inverse of the Fourier transform of the spectral pulse multiplied by the carrier as follows

$$E^+(z,t) = \frac{1}{2\pi} \int_0^\infty F(\omega) e^{-\imath k|z|} e^{+\imath \omega t} d\omega,$$

(21)

The electric field $E^-(z,t)$ propagating in the negative $z$ direction can be derived by replacing the propagating factor in Eq. (21) by $e^{+\imath k|z|}$. Finally, the total electric field in time and space is given by

$$E(z,t) = E^+(z,t) + E^-(z,t),$$

(22)

A Gaussian pulse is created at the instant $t_0$ in the middle of the space problem taking the following form:

$$f(t) = \frac{(t-t_0)^2}{2\sigma^2},$$

(23)

The Fourier transform of the above pulse is given by

$$F(\omega) = \rho e^{-\frac{(\omega\rho)^2}{2}} e^{+\imath \omega t_0},$$

(24)

The electric field in the positive $z$ direction can be given by

$$E^+(z,t) = \rho^2 e^{-\frac{(t-t_0)^2}{2\sigma^2}} e^{+\imath k|z|},$$

(25)

The electric field in the negative $z$ direction can be given by

$$E^-(z,t) = \rho^2 e^{-\frac{(t-t_0)^2}{2\sigma^2}} e^{+\imath k|z|},$$

(26)
D. Numerical Simulations

![Electric field](image1)

**Fig. 9:** Electric field.

![Magnetic field](image2)

**Fig. 10:** Magnetic field.

Figs. 9 and 10 show the agreement between the FDTD and the analytic solution for the electromagnetic fields. A Gaussian pulse is generated at the middle of the free space medium and propagates outward in both directions.

![Electric field propagation](image3)

**Fig. 11:** Electric field propagation.

![Magnetic field propagation](image4)

**Fig. 12:** Magnetic field propagation.

Figs. 11 and 12 illustrate the propagation of the Gaussian pulse in free space medium bounded by absorbing boundaries in different instants. The wave starts from the middle and then it propagates in the two directions until the instant \( t = 250 \). At the instant \( t = 150 \), the wave moves to other positions and it is still far from the boundaries. At the instant \( t = 200 \), the wave starts hitting the two boundaries and it roughly overtakes the two ends at the instant \( t = 250 \) and then it totally vanishes from the space problem because it is absorbed by the two boundaries.

IV. Two-Dimensional Simulation

A. Free Space Medium with Absorbing Boundaries

We will start with the normalized Maxwell’s equations as follows

\[
\frac{\partial \bar{D}}{\partial t} = \frac{1}{\sqrt{\varepsilon_0 \mu_0}} \nabla \times \bar{H},
\]

(27)

\[
\bar{D}(\omega) = \varepsilon_r(\omega) \cdot E(\omega),
\]

(28)

\[
\frac{\partial \bar{H}}{\partial t} = - \frac{1}{\sqrt{\varepsilon_0 \mu_0}} \nabla \times \bar{E},
\]

(29)

For the TM mode, the above equations reduced as follows

\[
\frac{\partial D_z}{\partial t} = \frac{1}{\sqrt{\varepsilon_0 \mu_0}} \left( \frac{\partial H_x}{\partial y} - \frac{\partial H_y}{\partial x} \right),
\]

(30)

\[
D(\omega) = \varepsilon_r(\omega) \cdot E(\omega),
\]

(31)

\[
\frac{\partial H_x}{\partial t} = - \frac{1}{\sqrt{\varepsilon_0 \mu_0}} \frac{\partial E_z}{\partial y},
\]

(32)

\[
\frac{\partial H_y}{\partial t} = \frac{1}{\sqrt{\varepsilon_0 \mu_0}} \frac{\partial E_z}{\partial x},
\]

(33)
The discretization of the above equations leads to
\[
\frac{D_z^{n+1/2}(i,j) - D_z^{n-1/2}(i,j)}{\Delta t} = \frac{1}{\sqrt{\varepsilon_0\mu_0}} \times \left( \frac{H_y^n(i + \frac{1}{2},j) - H_y^n(i - \frac{1}{2},j)}{\Delta x} \right) - 1
\]
\[
\times \left( \frac{H_y^n(i,j + \frac{1}{2}) - H_y^n(i,j - \frac{1}{2})}{\Delta x} \right),
\]
\[
H_y^{n+1}(i + \frac{1}{2},j) - H_y^n(i + \frac{1}{2},j) = -\frac{1}{\sqrt{\varepsilon_0\mu_0}} \times \frac{E_z^{n+1/2}(i,j+1) - E_z^{n+1/2}(i,j)}{\Delta x},
\]
\[
H_y^{n+1}(i + \frac{1}{2},j) - H_y^n(i + \frac{1}{2},j) = -\frac{1}{\sqrt{\varepsilon_0\mu_0}} \times \frac{E_z^{n+1/2}(i+1,j) - E_z^{n+1/2}(i,j)}{\Delta x},
\]
Fig. 13 shows the propagation of a Gaussian pulse generated in the middle of the space problem. We observe how the wave propagates in all directions till it hits the boundaries and then totally vanishes.

B. The Perfectly Matched Layer (PML)

The PML parameters can be presented as follows

| The corners are an overlap of both sets of parameters | Decreasing values of fj1, increasing values of fj2, fj3, gj2, gj3 |
|-------------------------------------------------------|---------------------------------------------------------------|
|                                                       | Decreasing values of fi1, increasing values of fi2, fi3, gi2, gi3 |

Maxwell’s equations can be updated as
\[
D_z^{n+1/2}(i,j) = gj2(i)gj3(j)D_z^{n-1/2}(i,j) + 0.5gj2(i)gj2(j)
\]
\[
\times \left[ H_y^n(i + \frac{1}{2},j) - H_y^n(i - \frac{1}{2},j) \right]
\]
\[
- H_y^n(i, j + \frac{1}{2}) + H_y^n(i, j - \frac{1}{2}).
\]

C. Total/Scattered Field Formulation

In order to simulate a plane wave in a two-dimensional FDTD program, the problem space will be divided into two regions, the total field and the scattered field in Fig. 16. The two primary reasons for doing this are (i) the propagating plane wave should not interact with the ABCs and (ii) the load on the ABCs should be minimized. These boundary conditions are not perfect, that is, a certain portion of the impinging wave is reflected back into the problem space. By subtracting
Fig. 13: FDTD-2D simulation of a Gaussian pulse in free space medium with absorbing boundaries in various time instants.

Fig. 15: FDTD-2D simulation of a Gaussian pulse with PML in various instants.
the incident field, the amount of the radiating field hitting the boundary is minimized, thereby reducing the amount of error.

Fig. 16: Total field/scattered field of the two-dimensional space.

There are three places that must be modified.

The $D_z$ value at $j = j_a$ or $j = j_b$

$$D_z(i,j_a) = D_z(i,j_a) + 0.5H_{z,inc}(j_a - \frac{1}{2}), \quad (50)$$

$$D_z(i,j_b) = D_z(i,j_b) - 0.5H_{z,inc}(j_b - \frac{1}{2}), \quad (51)$$

The $H_x$ field just outside at $j = j_a$ or $j = j_b$

$$H_x\left(i, j_a - \frac{1}{2}\right) = H_x\left(i, j_a - \frac{1}{2}\right) + 0.5E_{z,inc}(j_a), \quad (52)$$

$$H_x\left(i, j_b + \frac{1}{2}\right) = H_x\left(i, j_b + \frac{1}{2}\right) - 0.5E_{z,inc}(j_b), \quad (53)$$

$$H_y\left(i = i_a\right) or i = i_b$$

$$H_y\left(i_a - \frac{1}{2}, j\right) = H_y\left(i_a - \frac{1}{2}, j\right) - 0.5E_{z,inc}(j), \quad (54)$$

$$H_y\left(i_b - \frac{1}{2}, j\right) = H_y\left(i_b - \frac{1}{2}, j\right) + 0.5E_{z,inc}(j), \quad (55)$$

The simulation results are shown by Fig. 18.

D. A Plane Wave Impinging on a Dielectric Cylinder

To simulate a plane wave interacting with an object, we must specify the object according to its electromagnetic properties—the dielectric constant and the conductivity. For instance, suppose we are simulating a plane wave striking a dielectric cylinder 20 cm in diameter, which has a dielectric constant specified by the parameter epsilon and a conductivity specified by the parameter sigma.

Fig. 19: Simulation of a plane wave striking a dielectric cylinder. The fields scattered from the cylinder are the only fields to leave the total field and strike the PML.

The simulation of a plane wave pulse hitting a dielectric cylinder with $\epsilon_r = 30$ and $\sigma = 0.3$ is shown in Fig. 20. After 20 time steps, the plane wave has started from the side; after 50 time steps, the pulse is interacting with the cylinder. Some of the pulse passes through the cylinder, and some of it goes around it. After 150 steps, the main part of the propagating pulse is subtracted from the end of the total field.

E. Analytic Solution

For the case of an electromagnetic wave propagating in free space medium bounded by PML, the space propagator factor $\Phi$ now consists of $k_x$ and $k_y$ (2 directions). It can be given by

$$\Phi = e^{-i(k_x x + k_y y)}, \quad (56)$$

After reproducing the analysis of FDTE-1D for both the $X$ and $Y$ directions, the analytic solution can be derived. Regarding the case of a free space medium equipped with a dielectric cylinder, the scattered field can be derived as follows [16]

$$E_{s}^{TM}(r) = (E_{i}^{0} \cdot \hat{\nu}_i) \sum_{m=-\infty}^{\infty} J_{m}(k_{i,\rho} a) (-j)^{m} \exp(j m \phi_i) \times N_{m,k_{i,\rho},(\rho, \phi, z)}, \quad (57)$$
Fig. 18: Simulation of a plane wave pulse propagating in free space. The incident pulse is generated at one end and subtracted at the other end.

Fig. 20: Simulation of a plane wave impinging on a dielectric cylinder. The cylinder is 20 cm in diameter and has a relative dielectric constant of 30 and a conductivity of 0.3 S/m.
where \( \nu_m, M^H_{m,k_i,z}, N^H_{m,k_i,z}, \) and \( \psi_{m,k_i,z} \) are given by

\[
\nu_m = -\left( \mathbf{E}_i \cdot \mathbf{u}_i \right)_m \frac{k}{k_{z,p}} (-j)^m \exp(jm\phi_i),
\]

\[
M^H_{m,k_i,z} = \frac{1}{k} \nabla \times [\psi^H_{m,k_i,z} \mathbf{z}],
\]

\[
N^H_{m,k_i,z} = \frac{1}{k} \nabla \times [M^H_{m,k_i,z}],
\]

\[
\psi^H_{m,k_i,z}(\rho, \phi, z) = \left[ AH^{(1)}_m(k_{z,p}) + BH^{(2)}_m(k_{z,p}) \right] \exp[-jm\phi - jk_z z],
\]

Where \( H^{(1)}_m() \), and \( H^{(2)}_m() \) are the Hankel functions of the first and second kind, respectively.

\[\text{V. THREE-DIMENSIONAL SIMULATION}\]

\[\text{A. Free Space Simulation}\]

Starting with Maxwell’s equations, we have

\[
\frac{\partial \mathbf{D}}{\partial t} = \frac{1}{\sqrt{\epsilon_0 \mu_0}} \nabla \times \mathbf{H},
\]

\[
\mathbf{D}(\omega) = \epsilon_r(\omega) \cdot \mathbf{E}(\omega),
\]

\[
\frac{\partial \mathbf{H}}{\partial t} = -\frac{1}{\sqrt{\epsilon_0 \mu_0}} \nabla \times \mathbf{E},
\]

After expanding the above equations, we get

\[
\frac{\partial D_x}{\partial t} = \frac{1}{\sqrt{\epsilon_0 \mu_0}} \left( \frac{\partial H_z}{\partial y} - \frac{\partial H_y}{\partial z} \right),
\]

\[
\frac{\partial D_y}{\partial t} = \frac{1}{\sqrt{\epsilon_0 \mu_0}} \left( \frac{\partial H_z}{\partial x} - \frac{\partial H_x}{\partial z} \right),
\]

\[
\frac{\partial D_z}{\partial t} = \frac{1}{\sqrt{\epsilon_0 \mu_0}} \left( \frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} \right),
\]

\[
\frac{\partial H_x}{\partial t} = \frac{1}{\sqrt{\epsilon_0 \mu_0}} \left( \frac{\partial E_y}{\partial z} - \frac{\partial E_z}{\partial y} \right),
\]

\[
\frac{\partial H_y}{\partial t} = \frac{1}{\sqrt{\epsilon_0 \mu_0}} \left( \frac{\partial E_z}{\partial x} - \frac{\partial E_x}{\partial z} \right),
\]

\[
\frac{\partial H_z}{\partial t} = \frac{1}{\sqrt{\epsilon_0 \mu_0}} \left( \frac{\partial E_x}{\partial y} - \frac{\partial E_y}{\partial x} \right),
\]

After taking the finite-difference approximations on the equations (69) and (72), we have

\[
D_z^{n+1/2} \left( i, j, k + \frac{1}{2} \right) = D_z^{n+1/2} \left( i, j, k + \frac{1}{2} \right) + \frac{\Delta t}{\Delta x \sqrt{\epsilon_0 \mu_0}} \times \left[ H_y^n \left( i + \frac{1}{2}, j, k + \frac{1}{2} \right) - H_y^n \left( i - \frac{1}{2}, j, k + \frac{1}{2} \right) \right]
\]

\[
- H_x^n \left( i + \frac{1}{2}, j, k + \frac{1}{2} \right) + H_x^{n+1} \left( i + \frac{1}{2}, j - \frac{1}{2}, k \right),
\]

Now that we have a program that generates a plane wave in three dimensions, we will want to start putting objects in the problem space to see how the plane wave interacts with them. In two dimensions, we chose a cylinder because we had an analytic solution with which we could check the accuracy of our calculation via a Bessel function expansion. It turns out that the interaction of a plane wave with a dielectric sphere can be determined by an expansion of the modified Bessel functions.
The total scattered electric field density in Y direction can be obtained at the two ends by

\[
D_y(i, j + \frac{1}{2}, k_a) = D_y(i, j + \frac{1}{2}, k_a) - 0.5H_{x,inc}(j),
\]

(78)

The simulation of the Gaussian pulse is given by Fig. 21 while the analytic solutions are the same as FDTD-2D.

VI. Conclusion

In this paper, we present a global framework analysis of FDTD 1D, 2D and 3D considering various combination of the medium properties such as absorbing boundaries, perfect matched layer, dielectric cylinder, etc. We provide pictorial presentations of the wave propagation in various instant to confirm the behavior of the wave in the medium with the analytic solution. In addition, we present the design of the patch antenna and the optimal parameters that provide the required antenna properties. Capitalizing on these parameters, we derive the antenna figure of merits such as the pattern, the directivity at both azimuthal and elevation planes, the input impedance, the VSWR, the return loss, and the \(|S_{11}|\) parameter. As a future direction, we intend to design a large array antenna with powerful bandwidth to operate in the 5G Millimeter wave frequency band.

REFERENCES

[1] K. S. K. R. J. Luebbers, The finite difference time domain method for electromagnetics. CRC Press, 1993.
[2] A. Taflove, Computational electrodynamics: the finite-difference time-domain method, ser. Antennas Propagation Library. Artech House, 1995.
[3] K. L. Shlager and J. B. Schneider, “A selective survey of the finite-difference time-domain literature,” IEEE Antennas and Propagation Magazine, vol. 37, no. 4, pp. 39–57, Aug 1995.
[4] X. Xiong and W. Sha, *The FDTD Method: Essences, Evolutions, and Applications to Nano-Optics and Quantum Physics*, 12 2013, pp. 37–82.
[5] C. A. Balanis, *Antenna theory: analysis and design*. Wiley-Interscience, 2005.
[6] C. K. Ghosh and S. K. Parui, “Design, analysis and optimization of a slotted microstrip patch antenna array at frequency 5.25 ghz for wlan-sdma system,” 2010.
[7] A. Mutiara, R. Refianti, and R. , “Design of microstrip antenna for wireless communication at 2.4 ghz,” vol. 33, pp. 184–192, 11 2011.
[8] M. Tecpoyotl-Torres, J. G. Vera-Dinias, P. Vargas-Chable, J. A. Damian-Morales, M. Torres-Cisneros, and J. Sanchez-Mondragon, “Antenna prototypes for indoor and outdoor wi-fi communication,” in *2009 III Conference of University of Guanajuato IEEE Students Chapter (IEE-ExPO)*, Nov 2009, pp. 37–41.
[9] A. Majumder, “Design of an H-shaped Microstrip Patch Antenna for Bluetooth Applications,” *International Journal of Innovation and Applied Studies*, vol. 3, no. 4, pp. 987–994, 2013.
[10] M. M. Ahamed, K. Bhowmik, and A. Suman, “Analysis and design of rectangular microstrip patch antenna on different resonant frequencies for pervasive wireless communication,” vol. 1, pp. 108–111, 06 2012.
[11] D. Bhalla, “Design of a rectangular microstrip patch antenna using inset feed technique,” vol. 7, pp. 08–13, 01 2013.
[12] M. Gangopadhyaya, P. Mukherjee, U. Sharma, B. Gupta, and S. Manna, “Design optimization of microstrip fed rectangular microstrip antenna using differential evolution algorithm,” in *2015 IEEE 2nd International Conference on Recent Trends in Information Systems (ReTIS)*, July 2015, pp. 49–52.
[13] “Microstrip (Patch) Antennas.” [Online]. Available: [http://www.antenna-theory.com/antennas/patches/antenna.php](http://www.antenna-theory.com/antennas/patches/antenna.php)
[14] B. C.A., *Antenna Theory: Analysis and Design*, 2nd ed., 1996.
[15] D. Sullivan, *Electromagnetic Simulation Using the FDTD Method*. Wiley, 2013.
[16] “Electromagnetic scattering.” [Online]. Available: [http://ee.sharif.edu/~emscattering_ms/Lecture%204.pdf](http://ee.sharif.edu/~emscattering_ms/Lecture%204.pdf)