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Abstract

The purpose of this short note is to establish the existence of $\partial$-parameterized Picard-Vessiot extensions of systems of linear difference-differential equations over difference-differential fields with algebraically closed constants.

Introduction

A $\Pi$-parameterized Picard-Vessiot theory of linear differential equations has been introduced in [CS07]. Here $\Pi = \{\partial_1, \ldots, \partial_m\}$ is a finite set of commuting derivations. In [HS08] this theory has been extended to include linear difference equations. In this article we shall only be concerned with the case of one derivation parameter, i.e. $\Pi = \{\partial\}$ or $m = 1$.

The theories in [CS07] and [HS08] are build under the assumption that the $\Sigma\Delta$-constants of the base $\Sigma\Delta\Pi$-field are $\Pi$-algebraically closed. Here $\Sigma$ is a set of automorphism, $\Delta$ is a set derivations, all the operators are assumed to commute and one is interested in the solutions of systems of linear difference-differential equations in the operators $\Sigma$ and $\Delta$. The Galois groups, which are $\Pi$-algebraic groups over the $\Sigma\Delta$-constants, measure the $\Pi$-algebraic relations among the solutions.

The assumption that the $\Sigma\Delta$-constants are $\Pi$-algebraically closed is quite dissatisfactory because:

- There are no natural examples of $\Pi$-algebraically closed fields\footnote{While this statement expresses a subjective opinion rather than a solid mathematical fact, it at least seems to be a commonly accepted opinion. See e.g. [Poi00] end of first paragraph of Section 6.2].}

- In the concrete applications, one always has to “tensor things up” to a $\Pi$-algebraic closure to be able to apply the theory and then one needs to find an ad hoc descent argument to get back to the situation originally of interest.
The main result of this article is the following theorem. (See Definition 3 below for the definition of $\partial$-parameterized Picard-Vessiot rings.)

**Theorem.** Let $K$ be a $\Sigma\Delta\partial$-field of characteristic zero. Then for every $\Sigma\Delta$-linear system over $K$ there exists a $\partial$-parameterized Picard-Vessiot ring $R$ such that the $\Sigma\Delta$-constants of $R$ are a finite algebraic field extension of the $\Sigma\Delta$-constants of $K$.

With the above theorem in hand one can essentially remove the assumption of $\partial$-algebraically closed constants from the theories in [CS07] and [HS08]. This is carried out in more detail in [GGO11] (for the case $\Sigma = \emptyset$) and [dVH11, Section 1.2] (for the case $\Sigma = \{\sigma\}$ and $\Delta = \emptyset$). Of course one will have to accept some modifications:

- The uniqueness theorem has to be reformulated: If $R_1$ and $R_2$ are $\partial$-parameterized Picard-Vessiot rings over the base $\Sigma\Delta\partial$-field $K$ for the same system of equations then there exists a finitely $\partial$-generated constrained $\partial$-field extension $k$ of the $\Sigma\Delta$-constants $K_{\Sigma\Delta}$ which contains $R_1^\Sigma\Delta$ and $R_2^\Sigma\Delta$ such that $R_1 \otimes_{R_1^\Sigma\Delta} k$ and $R_2 \otimes_{R_2^\Sigma\Delta} k$ are isomorphic. (Recall from [Kol74] that a finitely $\partial$-generated $\partial$-field extension is constrained if and only if it embeds into the differential closure of the base field.) Cf. [Wib10a, Theorem 2.19, p. 28].

- One can not naively identify the Galois group with the set of its $K_{\Sigma\Delta}$-rational points. Instead one should rather adopt a scheme theoretic point of view and consider functorially defined invariants. In particular one should define the Galois group by exhibiting an appropriate automorphism functor and showing that it is representable by a $\partial$-Hopf algebra. Cf. [Dyc], [Mau10] and [AMT09].

The idea of the construction of the $\partial$-Picard-Vessiot ring in the above theorem has been inspired by the theory of difference kernels developed by R. Cohn [Coh63, Chapter 6]. See [Lan70] for a differential version. The method of the construction originated in [Wib10a] where a similar result is obtained for the case of $\sigma$-parameterized linear differential equations, i.e. for the case of a difference parameter $\sigma$ instead of a differential parameter $\partial$ as in this text. See [Wib10a] Lemma 2.16, p. 27]. The method is also used in [dVH11] (for the case $\Sigma = \{\sigma\}$, $\Delta = \emptyset$ and $\Pi = \{\partial\}$).

An approach to parameterized (and classical) Picard-Vessiot theory over fields with not necessarily $\Pi$-algebraically closed fields of constants (for the case $\Sigma = \emptyset$) based on the tannakian machinery can be found in [GGO11]. The existence results in [GGO11] are in a certain sense more general, in particular they are not restricted to the case $\Pi = \{\partial\}$. However, due to its simple and elementary nature, the construction of the $\partial$-parameterized Picard-Vessiot extension presented in this article, seems to be of an independent interest.
Another approach to parameterized Picard-Vessiot theory over fields with not necessarily Π-algebraically closed fields of constants has been presented by A. Nieto in [Nie11] (for the case Σ = {σ}, Δ = ∅ and Π = {∂}). The Picard-Vessiot extensions considered in [Nie11] usually do introduce a somewhat large field of new constants.

Existence of \( \partial \)-parameterized Picard-Vessiot extensions

All rings are assumed to be commutative and all fields are assumed to be of characteristic zero. We start by recalling the basic setup from [CS07] and [HS08].

Let \( \Sigma = \{\sigma_i\} \) and \( \Delta = \{\delta_i\} \) denote arbitrary sets of symbols. The case that \( \Sigma \) or \( \Delta \) is empty is allowed but we exclude the case that both \( \Sigma \) and \( \Delta \) are empty. By a \( \Sigma \Delta \partial \)-ring one means a ring \( R \) together with ring automorphisms \( \sigma : R \to R \) for every \( \sigma \in \Sigma \), derivations \( \delta : R \to R \) for every \( \delta \in \Delta \) and a derivation \( \partial : R \to R \) such that all the operators commute, i.e. \( \mu(\tau(r)) = \tau(\mu(r)) \) for all \( r \in R \) and all \( \mu, \tau \in \Sigma \cup \Delta \cup \{\partial\} \).

As illustrated in [AMT09] the action of the operators can quite conveniently be summarized by a coalgebra action but we shall not adopt this point of view here. A \( \Sigma \Delta \partial \)-field is a \( \Sigma \Delta \partial \)-ring whose underlying ring is a field. A morphism of \( \Sigma \Delta \partial \)-rings is a morphism of rings that commutes with all the operators. There are some further obvious notions like \( \Sigma \Delta \partial \)-ideal, \( K \)-\( \Sigma \Delta \partial \)-algebra,... that generalize the well-known concepts from difference or differential algebra. The constants are denoted with superscripts, for example if \( R \) is a \( \Sigma \Delta \partial \)-ring then

\[
R^{\Sigma \Delta} = \{ r \in R \mid \sigma(r) = r \forall \sigma \in \Sigma \text{ and } \delta(r) = 0 \forall \delta \in \Delta \}
\]

denotes the ring of \( \Sigma \Delta \)-constants.

A \( \Sigma \Delta \)-linear system over a \( \Sigma \Delta \partial \)-field \( K \) is a system of equations of the form

\[
\begin{align*}
\sigma_i(Y) &= A_i Y \quad A_i \in \text{GL}_n(K), \quad \sigma_i \in \Sigma \\
\delta_i(Y) &= B_i Y \quad B_i \in K^{n \times n}, \quad \delta_i \in \Delta
\end{align*}
\]

where the \( A_i \) and \( B_j \) satisfy the integrability conditions

\[
\begin{align*}
\sigma_i(A_j) &= \sigma_j(A_i) A_j \\
\sigma_i(B_j)A_i &= \delta_j(A_i) + A_i B_j \\
\delta_i(A_j) + A_j A_i &= \delta_j(A_i) + A_i A_j
\end{align*}
\]

for all \( \sigma_i, \sigma_j \in \Sigma \) and all \( \delta_i, \delta_j \in \Delta \). The above integrability conditions express the property that \( \mu(\tau(Z)) = \tau(\mu(Z)) \) for all \( \mu, \tau \in \Sigma \cup \Delta \) for a solution matrix \( Z \in \text{GL}_n(R) \) in some \( K \)-\( \Sigma \Delta \)-algebra \( R \).
There are two special cases of crucial importance: The first one is $\Sigma = \emptyset$ and $\Delta = \{ \delta \}$ in which case one is simply looking at a linear differential equation

$$\delta(Y) = BY, \ B \in K^{n \times n}.$$ 

The second one is $\Sigma = \{ \sigma \}$ and $\Delta = \emptyset$ in which case one is simply looking at a linear difference equation

$$\sigma(Y) = AY, \ A \in \text{Gl}_n(K).$$

In the (usual) Picard-Vessiot theory of linear difference equations one needs to admit solution rings which are slightly more general than fields to be able to associate an appropriate “splitting field” (the Picard-Vessiot extension) to every linear difference equation ([vdPS97]). These “minimal solution fields” are not quite fields but rather finite direct products of fields. Because of their relevance for the subject we think they deserve a name of their own:

**Definition 1.** A $\Sigma$-pseudo field is a Noetherian $\Sigma$-simple $\Sigma$-ring such that every non-zero divisor is invertible.

It is not too hard to see that a $\Sigma$-pseudo field is a finite direct product of fields with a transitive action of the group generated by $\Sigma$ on the factors. See e.g. [vdPS97 Cor. 1.16, p. 12] or [AMT09 Prop. 11.5, p. 162]. Pseudo-fields are also used in [AM05], [Wib10b], [Wib10a], [Tru09b], and [Tru09a]. The pseudo-fields in [Tru09a] are somewhat more general; they need not be Noetherian.

**Definition 2.** A $\Sigma\Delta\partial$-ring $L$ is called a $\Sigma$-pseudo $\Delta\partial$-field if $(L, \Sigma)$ is a $\Sigma$-pseudo field.

If $\Sigma = \emptyset$ then a $\Sigma$-pseudo $\Delta\partial$-field is simply a $\Delta\partial$-field. (A simple ring is a field.) We recall the fundamental notions of $\partial$-Picard-Vessiot extension and $\partial$-Picard-Vessiot ring from [CS07, Def. 9.4, p. 140] and [HS08, Def. 6.10, p. 363].

**Definition 3.** Let $K$ be a $\Sigma\Delta\partial$-field. A $\partial$-Picard-Vessiot extension for the $\Sigma\Delta$-linear system (1) is a $\Sigma$-pseudo $\Delta\partial$-field extension $L$ of $K$ such that

(i) $L$ is $\partial$-generated by a fundamental solution matrix for (1), i.e. there exists $Z \in \text{Gl}_n(L)$ such that $\sigma_i(Z) = A_iZ$, $\delta_i(Z) = B_iZ$ for all $\sigma_i \in \Sigma$, $\delta_i \in \Delta$ and $L = K\langle Z_{ij}; \ 1 \leq i, j \leq n \rangle_\partial$.

---

2This notation is not consistent with [HS08]. The notation in use here however has been proposed by one of the authors of [HS08] and appears to be somewhat more practical. See [dVH11].

3Here we use $K\langle Z_{ij}; \ 1 \leq i, j \leq n \rangle_\partial$ to denote the smallest $K\partial$-subalgebra of $L$ which is closed under taking inverses and contains the $Z_{ij}$’s. If $L$ is a field (for example if $\Sigma = \emptyset$) this simply means that $L$ is generated by the entries of $Z$ as a $\partial$-field extension of $K$. 

---
(ii) \( L^{\Sigma\Delta} = K^{\Sigma\Delta} \).

By a \( \partial \)-Picard-Vessiot ring or \( \partial \)-parameterized Picard-Vessiot ring for the \( \Sigma\Delta \)-linear system \( \mathcal{L} \) we mean a \( K^{\Sigma\Delta} \partial \)-algebra \( R \) such that

(i) \( R \) is \( \partial \)-generated by a fundamental solution matrix for \( \mathcal{L} \), i.e. there exists \( Z \in \text{Gl}_n(R) \) such that \( \sigma_i(Z) = A_iZ, \delta_i(Z) = B_iZ \) for all \( \sigma_i \in \Sigma, \delta_i \in \Delta \) and as a \( K \)-\( \partial \)-algebra \( R \) is generated by the entries of \( Z \) and the inverse of the determinant of \( Z \). (In formulas this is expressed as \( R = K\{Z, \frac{1}{\det(Z)}\}_\partial \).)

(ii) \( R \) is \( \Sigma\Delta \)-simple.

The above definition of \( \partial \)-Picard-Vessiot rings slightly deviates from the definition in [HS08] and [CS07] where (ii) is replaced by

(ii)’ \( R \) is \( \Sigma\Delta \partial \)-simple.

However in [HS08, Cor. 6.22, p. 372] it is shown that if \( K^{\Sigma\Delta} \) is \( \partial \)-algebraically closed then (i) and (ii)’ imply (ii). Since clearly a \( \Sigma\Delta \)-simple ring is \( \Sigma\Delta \partial \)-simple this shows that (ii) and (ii)’ are equivalent. Thus, under the assumption of \( \partial \)-algebraically closed \( \Sigma\Delta \)-constants – which is the standard assumption in [CS07] and [HS08] – there is no real difference between (ii) and (ii)’.

In all generality, i.e. if the \( \Sigma\Delta \)-constants need not be \( \partial \)-algebraically closed, the choice of (ii) over (ii)’ is motivated by the following facts:

- One can always satisfy (ii). (See Theorem 8 below.)
- If \( L \) is a \( \partial \)-Picard-Vessiot extension with fundamental solution matrix \( Z \) then \( R = K\{Z, \frac{1}{\det(Z)}\}_\partial \) is a \( \partial \)-Picard-Vessiot ring, i.e. satisfies (ii).
- If a \( K^{\Sigma\Delta} \partial \) algebra \( R \) satisfies (i) and has the natural property that \( K\{Z, \partial(Z), \ldots, \partial^d(Z), \frac{1}{\det(Z)}\}_\partial \) is a (usual) Picard-Vessiot ring for every \( d \geq 0 \) (cf. [HS08, Prop. 6.21]) then \( R \) automatically satisfies (ii).
- Condition (ii) in the definition of \( \partial \)-Picard-Vessiot extensions is also just a condition on \( \Sigma\Delta \) and not on \( \Sigma\Delta \partial \).
- In the analogous setting with \( \partial \) replaced by \( \sigma \), i.e. in the study of linear differential equations with a difference parameter only the analog of (ii) leads to a satisfactory theory.
- If the \( \Sigma\Delta \)-constants are not \( \partial \)-algebraically closed, condition (ii) simply seems more practical. For example from (ii)’ it is not even clear why \( R^{\Sigma\Delta} \) should be a field.
For the proof of the main theorem we shall need three preparatory lemmas and some more notation:

Let $K$ be a $\partial$-field. The $\partial$-polynomial ring $K\{x\} = K\{x\}_0$ in the $\partial$-variables $x = (x_1, \ldots, x_n)$ over $K$ is the polynomial ring in the infinitely many variables $(\partial^i(x_i))_{i=1,\ldots,n,d \geq 0}$ over $K$ with the natural action of $\partial$. For $d \geq 0$ let $K\{x\}_d$ denote the set of all differential polynomials of order lesser or equal to $d$, i.e.

$$K\{x\}_d = K[x, \partial(x), \ldots, \partial^d(x)] \subset K\{x\}.$$

For consistency reasons we set $K\{x\}_0 = K$. Then $K\{x\}_d$ is a $K$-sub algebra of $K\{x\}$, $\cup_{d \geq 0} K\{x\}_d = K\{x\}$ and $\partial$: $K\{x\} \to K\{x\}$ restricts to a derivation $\partial$: $K\{x\}_{d-1} \to K\{x\}_d$.

The following lemma is due to B. Lando ([Lan70] Prop. 1, p. 121)). For the convenience of the reader and the sake of completeness we include the proof.

**Lemma 4.** Let $d \geq 0$ and let $q \subset K\{x\}_d$ be a prime ideal such that $\partial(q \cap K\{x\}_{d-1}) \subset q$. Then there exists a prime ideal $q'$ of $K\{x\}_{d+1}$ such that $q' \cap K\{x\}_d = q$ and $\partial(q) \subset q'$.

**Proof.** Set $q'' = q \cap K\{x\}_{d-1}$. Let $k(q) = K(a, \partial(a), \ldots, \partial^d(a))$ denote the residue field of $q \subset K\{x\}_d$. Here we use $\partial^i(a)$ to denote the image of $\partial^i(x) = (\partial^i(x_1), \ldots, \partial^i(x_n))$ in $k(q)$ for $j = 0, \ldots, d$. Similarly let $k(q'') = K(a, \ldots, \partial^{d-1}(a))$ denote the residue field of $q'' \subset K\{x\}_{d-1}$. Then $k(q'') \subset k(q)$ and by assumption we have a well-defined derivation $\partial$: $k(q'') \to k(q)$ satisfying $\partial(\partial^i(a)) = \partial^{i+1}(a)$ for $j = 0, \ldots, d - 1$. We can extend it to a derivation $\partial$: $k(q) \to k(q)$ ([Bon90], Cor. 1, Chapter V, §16, No. 3, A.V.130).

Let $\psi$: $K\{x\}_{d+1} \to k(q)$ denote the $K$-algebra morphism determined by $\psi(\partial^j(x)) = \partial^j(a)$ for $j = 0, \ldots, d + 1$. By construction the diagram

$$
\begin{array}{ccc}
K\{x\}_d & \overset{\partial}{\longrightarrow} & K\{x\}_{d+1} \\
\psi \downarrow & & \downarrow \psi \\
k(q) & \overset{\partial}{\longrightarrow} & k(q)
\end{array}
$$

is commutative. It follows that $q' = \ker \psi \subset K\{x\}_{d+1}$ satisfies $q' \cap K\{x\}_d = q$ and $\partial(q) \subset q'$.

**Lemma 5.** Let $d \geq 0$ and let $a \subset K\{x\}_d$ be a radical ideal such that $1 \notin a$ and $\partial(a'') \subset a$, where $a'' = a \cap K\{x\}_{d-1}$. Let $b$ denote the ideal of $K\{x\}_{d+1}$ generated by $a$ and $\partial(a)$.

Then for every prime ideal $q''$ of $K\{x\}_{d-1}$ that is minimal above $a''$ there exists a prime ideal $q'$ of $K\{x\}_{d+1}$ such that $q'' = q' \cap K\{x\}_{d-1}$, $q = q' \cap K\{x\}_d$ is a minimal prime ideal above $a$ and $\partial(q) \subset q'$. Moreover $b \subset q'$, in particular $1 \notin b$. 
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Lemma 7. Let \( a'' = a \cap K\{x\}_{d-1} \) and let \( q'' \subset K\{x\}_{d-1} \) be a minimal prime ideal above \( a'' \). There exists a minimal prime ideal \( q \subset K\{x\}_d \) above \( a \) with \( q \cap K\{x\}_{d-1} = q'' \).

We will show that \( \partial(q'') \subset q \). So let \( p \in q'' \). Because \( q'' \) is minimal above \( a'' \) there exists a \( q \in K\{x\}_{d-1} \) such that \( pq \in a'' \). By assumption we have \( \partial(pq) = a \). Because \( \partial(pq) = p\partial(q) + \partial(p)q \) it follows from \( p, \partial(pq) \in q \) that \( \partial(p)q \in q \). As \( q \notin q \) this implies \( \partial(p) \notin q \).

Thus \( \partial(q'') \subset q \) and we can apply Lemma \[2\] to obtain a prime ideal \( q' \) of \( K\{x\}_{d+1} \) with \( q' \cap K\{x\}_d = q \) and \( \partial(q) \subset q' \). Then \( a \subset q \subset q' \) and \( \partial(a) \subset \partial(q) \subset q' \). Consequently \( b \subset q' \).

It is interesting to note that Lemma \[5\] does not generalize to the partial case (i.e. to the case of several commuting derivations) in an obvious fashion. This is due to the existence of the so-called integrability conditions. This is the main reason why this article is restricted to the case of one derivation parameter, i.e. \( \Pi = \{ \partial \} \).

We illustrate the phenomena with a simple example. (Cf. [Sc10, Ex. 2.3.9, p. 34].)

Example 6. Let \( K = \mathbb{C}(u,v) \) denote the field of rational functions in two variables \( u \) and \( v \) over the field of complex numbers. Let \( \Pi = \{ \partial_1, \partial_2 \} \) and consider \( K \) as \( \Pi \)-field with the standard derivations, i.e. \( \partial_1 = \frac{d}{du} \) and \( \partial_2 = \frac{d}{dv} \). Let \( x = x_1 \) denote a single \( \Pi \)-variable over \( K \). Clearly the ideal \( a \) of \( K\{x\}_1 = K[x, \partial_1(x), \partial_2(x)] \) generated by \( u\partial_1(x) + 1 \) and \( \partial_2(x) \) is radical and does not contain 1. We have \( a'' = a \cap K\{x\}_0 = a \cap K[x] = \{0\} \). Thus \( \partial_1(a'') \subset a \) and \( \partial_2(a'') \subset a \) Let \( b \) denote the ideal of

\[
K\{x\}_2 = K[x, \partial_1(x), \partial_2(x), \partial_1^2(x), \partial_1\partial_2(x), \partial_2^2(x)]
\]

generated by \( a, \partial_1(a) \) and \( \partial_2(a) \). Then \( \partial_2(v\partial_1(x) + 1) = v\partial_1\partial_2(x) + \partial_1(x) \in b \) and \( \partial_1(\partial_2(x)) = \partial_1\partial_2(x) \in b \). Therefore also \( \partial_1(x) \in b \). But since \( v\partial_1(x) + 1 \in a \subset b \) this gives 1 \( \in b \).

We shall also need the following lemma.

Lemma 7. Let \( K \) be a \( \Sigma\Delta\partial \)-field and \( R \) a finitely \( \partial \)-generated \( \Sigma\Delta \)-simple \( K-\Sigma\Delta\partial \)-algebra. Assume that \( R^{\Sigma\Delta} \) is algebraic over \( K^{\Sigma\Delta} \). Then \( R^{\Sigma\Delta} \) is a finite field extension of \( K^{\Sigma\Delta} \).

Proof. We know from [HS08, Lemma 6.8, p. 361] or [AM05, Prop. 2.4, p. 750] that \( R \) has a very special structure: There exist orthogonal idempotent elements \( e_1, \ldots, e_t \in R \) such that

- \( R = e_1 R \oplus \cdots \oplus e_t R \).
- The \( e_i R \)'s are integral domains stable under \( \Delta, \partial \) and \( \Sigma = \{ \sigma^j | \sigma \in \Sigma \} \).

Moreover \( e_i R \) is \( \Sigma\Delta\partial \)-simple.
Let $G$ be the group generated by all the automorphisms $\sigma \in \Sigma$. Then the action of $G$ on $\{e_1R, \ldots, e_tR\}$ is transitive. In particular $G_1 = \{g \in G \mid g(e_1R) = e_1R\}$ is a subgroup of $G$ of index $t$.

The map $R^{\Sigma\Delta} \to (e_1R)^{\Sigma\Delta}$ given by $r \mapsto e_1r$ is an isomorphism of fields (cf. [AM05], Lemma 1.6, p. 748). (The inverse is given by $s \mapsto \sum_{i=1}^t g_i(s)$ where $g_1, \ldots, g_t$ is some system of representatives of $G/G_1$.)

Summarily this shows that we can assume without loss of generality that $R$ is an integral domain. The advantage of this reduction is that we can now consider the quotient field $L$ of $R$. This is naturally a $\Sigma\Delta\partial$-field extension of $K$, finitely $\partial$-generated as a $\partial$-field extension of $K$. Let $M = KL^{\Sigma\Delta} \subset L$ denote the field compositum of $K$ and $L^{\Sigma\Delta}$ inside $L$. Then $M$ is an intermediate $\Sigma\Delta\partial$-field of $L|K$. Because $R$ is $\Sigma\Delta$-simple $R^{\Sigma\Delta} = L^{\Sigma\Delta}$. By assumption $R^{\Sigma\Delta}$ is algebraic over $K^{\Sigma\Delta}$, so in particular $M$ is algebraic over $K$. But an algebraic intermediate $\partial$-field of a finitely $\partial$-generated $\partial$-field extension is finite ([Kol73], Cor. 2, Chapter II, Section 11, p. 113]). So $M$ is a finite field extension of $K$.

Now we are prepared to prove the main theorem of this short note.

**Theorem 8.** Let $K$ be a $\Sigma\Delta\partial$-field. Then for every $\Sigma\Delta$-linear system over $K$ there exists a $\partial$-Picard-Vessiot ring $R$ such that $R^{\Sigma\Delta}$ is a finite algebraic field extension of $K^{\Sigma\Delta}$.

**Proof.** We consider a $\Sigma\Delta$-linear system given as in (1). Let $X = (X_{ij})_{1 \leq i,j \leq n}$ be a matrix of $\partial$-indeterminates over $K$ and let $S = K\{X, \frac{1}{\det(X)}\}$ denote the $\partial$-polynomial ring in the $\partial$-indeterminates $X_{ij}$ ($1 \leq i,j \leq n$) localized at the multiplicatively closed subset generated by $\det(X)$. We can turn $S$ into a $K-\Sigma\Delta\partial$-algebra by postulating that

$$\sigma_i(X) = A_iX \quad \text{for all } \sigma_i \in \Sigma,$$
$$\delta_i(X) = B_iX \quad \text{for all } \delta_i \in \Delta,$$

and that all elements of $\Sigma \cup \Delta$ commute with $\partial$ (cf. [HS08], Remark after Def. 6.10, p. 363)). Note that the integrability conditions (2) assure that also any two elements of $\Sigma \cup \Delta$ commute.

For $d \geq 0$ let

$$S_d = K\left[ X, \partial(X), \ldots, \partial^d(X), \frac{1}{\det(X)} \right] \subset S$$

denote the subring of all $\partial$-polynomials of order less than or equal to $d$ localized at $\det(X)$. Note that $S_d$ is a $K-\Sigma\Delta$-subalgebra of $S$, $S = \cup_{d \geq 0} S_d$ and $\partial: S \to S$ restricts to a derivation $\partial: S_{d-1} \to S_d$. 
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Similarly, let \( K\{X\}_d = K[X, \ldots, \partial^d(X)] \subset S_d \) denote the \( K\Sigma\Delta \)-algebra of \( \partial \)-polynomials of order less than or equal to \( d \).

We will show by induction on \( d \geq 0 \) that there exists a sequence \((m_d)_{d \geq 0}\) with the following properties:

(i) \( m_d \) is a \( \Sigma\Delta \)-maximal ideal of \( S_d \), i.e. a maximal element in the set of all \( \Sigma\Delta \)-ideals of \( S_d \) ordered by inclusion.

(ii) \( m_d \cap S_{d-1} = m_{d-1} \).

(iii) \( \partial(m_{d-1}) \subset m_d \).

For \( d = 0 \) conditions (ii) and (iii) are understood to be empty. So we can choose any \( \Sigma\Delta \)-maximal ideal \( m_0 \) of \( S_0 = K[X, \frac{1}{\det(X)}] \) (which exists by Zorn’s Lemma).

Assume now that the sequence \( m_0, \ldots, m_d \) has already been constructed. Let \( b \subset S_{d+1} \) denote the ideal of \( S_{d+1} \) generated by \( m_d \) and \( \partial(m_d) \). The crucial point now is to show that \( 1 \notin b \). For this we can use Lemma 5 as follows: Set \( a = m_d \cap K\{X\}_d \) and \( a'' = a \cap K\{X\}_{d-1} = m_{d-1} \cap K\{X\}_{d-1} \). Because a \( \Sigma\Delta \)-maximal ideal is radical (HSOS Lemma 6.7, p. 361) \( m_d \) and \( a \) are radical ideals. By construction \( \partial(a'') \subset a \). Thus we can apply Lemma 6 to conclude that the ideal \( \tilde{b} \) of \( K\{X\}_{d+1} \) generated by \( a \) and \( \partial(a) \) does not contain 1.

Suppose that \( 1 \in b \). Since \( b \) agrees with the ideal of \( S_{d+1} \) generated by \( \tilde{b} \) this implies that there exists an integer \( m \geq 1 \) such that \( \det(X)^m \in \tilde{b} \). By Lemma 6 there exists a prime ideal \( q' \) of \( K\{X\}_d \) with \( \tilde{b} \subset q' \) such that \( q = q' \cap K\{X\}_d \) is a minimal prime above \( a \). But then it follows from \( \det(X)^m \in \tilde{b} \) that \( \det(X)^m \in q \). As \( q \) is minimal above \( a \) this implies that there exist \( p \in K\{X\}_d \), \( p \notin a \) such that \( p\det(X)^m \) lies in \( a \). This is in contradiction to \( a = m_d \cap K\{X\}_d \), i.e. \( a \) is saturated with respect to \( \det(X) \).

Therefore \( 1 \notin b \). By construction \( b \) is a \( \Sigma\Delta \)-ideal of \( S_{d+1} \). Let \( m_{d+1} \subset S_{d+1} \) denote a \( \Sigma\Delta \)-maximal \( \Sigma\Delta \)-ideal of \( S_{d+1} \) containing \( b \). Then \( m_{d+1} \cap S_d \) is a \( \Sigma\Delta \)-ideal of \( S_d \) containing \( m_d \). As \( m_d \) is \( \Sigma\Delta \)-maximal this gives \( m_{d+1} \cap S_d = m_d \). By construction we have \( \partial(m_d) \subset b \subset m_{d+1} \). Thus \( m_{d+1} \) has the desired properties and the existence of the sequence \((m_d)_{d \geq 0}\) is established.

Now we can set \( m = \bigcup_{d \geq 0} m_d \subset S \). Because of condition (iii) \( m \) is a \( \Sigma\Delta \partial \)-ideal of \( S \). Moreover it follows easily from condition (i) that \( m \) is \( \Sigma\Delta \)-maximal. Therefore the quotient ring \( R = S/m \) is a \( \Sigma\Delta \)-simple \( K\Sigma\Delta \)-algebra. By construction \( R \) satisfies condition (i) of Definition 3 i.e. \( R \) is a \( \partial \)-Picard-Vessiot ring for our \( \Sigma\Delta \)-linear system (1).

Next we will show that \( R^{\Sigma \Delta} \) is algebraic over \( K^{\Sigma \Delta} \). In general if \( K \) is a \( \Sigma\Delta \)-field and \( T \) a \( \Sigma\Delta \)-simple \( K\Sigma\Delta \)-algebra that is finitely generated as a \( K \)-algebra then \( T^{\Sigma \Delta} \) is an algebraic field extension of \( K^{\Sigma \Delta} \). In all
generality there appears to be no suitable reference for this result in the literature. However, the standard proof (based on Chevalley’s theorem) can easily be adopted. (See [Kov03, Prop. 13.7, p. 449] for the case \( \Sigma = \emptyset, \Delta = \{ \delta_1, \ldots, \delta_m \} \) and \( K^\Delta \) algebraically closed; [vdPS97, Lemma 1.8, p. 7] for the case \( \Sigma = \{ \sigma \}, \Delta = \emptyset \) and \( K^\sigma \) algebraically closed; [Tak89, Theorem 4.4, p. 505] for the \( C \)-ferential case.) It follows from this result that \( (S_d/m_d)^{\Sigma \Delta} \) is an algebraic field extension of \( K^{\Sigma \Delta} \) for every \( d \geq 0 \). Since \( R \) can be interpreted as the union of all the \( S_d/m_d \)'s this shows that \( R^{\Sigma \Delta} \) is an algebraic field extension of \( K^{\Sigma \Delta} \).

It remains to see that \( R^{\Sigma \Delta} \) is a finite extension of \( K^{\Sigma \Delta} \). But this is clear from Lemma 7.

**Corollary 9.** Let \( K \) be \( \Sigma \Delta \partial \)-field and consider a \( \Sigma \Delta \)-linear system of the form (1) over \( K \). Then there exists a finite algebraic \( \partial \)-field extension \( \tilde{k} \) of \( k = K^{\Sigma \Delta} \) such that there exists a \( \partial \)-Picard-Vessiot extension for (1) over \( \tilde{K} = K \otimes_k \tilde{k} \).

Here one considers \( \tilde{k} \) as a constant \( \Sigma \Delta \)-field. First of all we note that in general \( \tilde{K} \) need not be a field. However, \( \tilde{K} \) is a \( \Sigma \)-pseudo \( \Delta \partial \)-field (cf. [Wib10b, Prop. 1.4.15, p. 15 and Lemma 1.6.8, p. 24]) and there is no obstacle in generalizing the definition of \( \partial \)-Picard-Vessiot extensions (Definition 3) from base \( \Sigma \Delta \partial \)-fields to base \( \Sigma \)-pseudo \( \Delta \partial \)-fields. In fact, if one wants to make sense of the statement that \( L \) is a \( \partial \)-Picard-Vessiot extension of \( L^H \) where \( H \) is a closed \( \Pi \)-subgroup of the Galois group of the \( \partial \)-Picard-Vessiot extension \( L \) of \( K \), then one will need to make the definition in this generality. Also note that \( \tilde{K} \) is a field if \( \Sigma = \emptyset \) because then \( k \) is relatively algebraically closed in \( K \) ([Kol73, Corollary, Chapter II, Section 4, p. 94]).

**Proof of Corollary 9.** By Theorem 8 there exists a \( \Sigma \Delta \partial \)-Picard-Vessiot ring \( R \) for (1) over \( K \) such that \( \tilde{k} = R^{\Sigma \Delta} \) is a finite algebraic field extension of \( k = K^{\Sigma \Delta} \). Let \( L \) denote the total ring of quotients of \( R \). Then \( L \) is naturally a \( K^{\Sigma \Delta} \)-algebra. As \( R \) is \( \Sigma \Delta \)-simple also \( L \) is \( \Sigma \Delta \)-simple. Since \( R \) is finitely \( \partial \)-generated over \( K \) and \( \Sigma \Delta \)-simple we know that \( R \) is a finite direct product of integral domains with a transitive action of the semigroup generated by \( \Sigma \) on the factors ([HS08, Lemma 6.8, p. 362]). Consequently \( L \) is a finite direct product of fields and the action of the semigroup generated by \( \Sigma \) on the factors remains transitive. This shows that \( L \) is a \( \Sigma \)-pseudo \( \Delta \partial \)-field. Since \( R \) is \( \Sigma \Delta \)-simple the usual trick (cf. [vdPS03, Lemma 1.17, p. 13]) shows that \( L^{\Sigma \Delta} = R^{\Sigma \Delta} \). Thus \( L^{\Sigma \Delta} = R^{\Sigma \Delta} = \tilde{k} = K^{\Sigma \Delta} \). This shows that \( L \) is a \( \partial \)-Picard-Vessiot extension of \( \tilde{K} \) for the \( \Sigma \Delta \)-linear system (1).

**Corollary 10.** Let \( K \) be a \( \Sigma \Delta \partial \)-field such that \( K^{\Sigma \Delta} \) is an algebraically closed field. Then for every \( \Sigma \Delta \)-linear system over \( K \) there exists a \( \partial \)-Picard-Vessiot extension.
Proof. Clear from Corollary 9.
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