Geometrical framework for picture changing operators in the pure spinor formalism
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1 Introduction

Pure spinor formalism is very promising for studying strings in AdS, since it naturally includes the Ramond-Ramond fields [1, 2]. However, the progress has been slowed down by the lack of explicit formula for vertex operators (see [3, 4] for definitions and [5] for a simple example). Recently, a promising new method was suggested in [6]. The main idea is to construct the vertex in nonzero picture. This means allowing delta-functions of the pure spinor ghosts. It was shown in [6], that the ansatz for 1/2-BPS vertex is simplified in the -8 picture. Then, the vertex operator in picture zero can be obtained by applying picture raising operators, as explained in [10]. However, this picture-raising procedure is not the usual one [11], because the pure spinor variables are constrained to live on a cone. In particular, it does not immediately fit into the geometrical framework of [12, 13].

In this paper we will develop a generalization of the approach of [12, 13], which does cover the construction of [6, 10].

1 Picture changing operators were previously discussed in the context of pure spinor formalism in [7, 8]. More generally, the target space picture changing operators were essential in constructing the Chern-Simons actions in [9].
The pure spinor target space can be considered a generalization of the odd tangent bundle $\Pi T X$ over the super-space-time $X$ (see section 2.1). The generalization consists of imposing some constraints on the coordinates in the fiber. If $X$ has coordinates $x, \theta, dx, d\theta$, then $\Pi T X$ has coordinates $x, \theta, dx, d\theta$. We consider a submanifold $C \subset \Pi T X$ defined by some quadratic and linear equations — see section 4 and [14]. The idea is to construct the action of some “odd loop group” $\Pi T G$ on $C$ and then average over its orbits, using the natural measure on $\Pi T G$. The integration removes the delta-functions of the pure spinor ghosts, and the result is the picture zero vertex operator.

One lesson from our study: it is useful to consider pure spinor vertex operators as, roughly speaking, differential forms on space-time:

- vertex operators are (pseudo) differential forms

The pure spinor variable $\lambda$ is, in some sense, $d\theta$ — the differential of the fermionic coordinate of the target space, with the pure spinor constraint imposed [14]. The de Rham operator $d$ is identified with the BRST operator $Q$. In this language picture changing operators are geometrical operations on forms, basically averaging over an orbit of some group. We want this operation to commute with the action of $Q = d$. To achieve that, we take the group to be of the form $\Pi T G$ for some Lie supergroup $G$, and construct its action in such a way that $d$ agrees with the nilpotent vector field of $\Pi T G$, as explained in section 2.2. The operation of averaging is usually non-local, an integral transform. But it becomes local if all integrations are absorbed by delta-functions. We do not want to allow delta-functions of the target space coordinates, because we consider vertex operators corresponding to smooth supergravity solutions. Instead, we introduce delta-functions of $d\theta$, which means allowing “pseudo-differential forms”. It seems that our construction requires $G$ to be purely odd supergroup (in particular, abelian). Basically, it is $R^{0|8}$. If bosonic directions were present in $G$, then integration over them would not be absorbed by delta-functions, leading to non-locality.

The main point of our approach is defining a structure of differential $R^{0|8}$-module on the space of vertex operators, section 3. The construction is nontrivial, and “depends on some luck”, section 5. We hope that it would generalize to the case of pure spinor superstring in AdS, but at this time we do not have such generalization.

It is also worth noting that this formalism has also been applied to the superstring in other dimensions (e.g. $D = 3$ in [7]) where there are no pure spinor constraints and so the delta functions on these variables does not present any problem.

Plan of this paper. We first review the geometrical construction of [12, 13] in section 2, and discuss $d$-closed submanifolds in section 3. Then we apply these concepts to pure spinor formalism in section 4. In section 5 and section A we introduce a generalization of the geometrical picture changing procedure of [12, 13] and reproduce the result of [10]. Finally, in section 6 we discuss open questions.
2 Geometrical interpretation of picture changing

2.1 Reminder on odd tangent bundle \( \Pi T X \)

When studying a supermanifold \( X \), it is often useful to consider, for any “test” supermanifold \( S \), the space of maps:
\[
\mathcal{F}_X[S] = \text{Map}(S, X)
\]
(2.1)

This defines a contravariant functor \( S \mapsto \mathcal{F}_X[S] \) from supermanifolds to sets. This is the “functor of points”; \( \mathcal{F}_X[S] \) is called \( S \)-points of \( X \).

If \( X \) is a supermanifold, then functor \( \Pi T \) in the category of supermanifolds is defined as follows:
\[
\text{Map}(S, \Pi T X) = \text{Map}(S \times \mathbb{R}^{0|1}, X)
\]
(2.2)

Functions on \( \Pi T X \) are called “pseudo-differential forms (PDFs) on \( X \)”.

In particular, for a Lie supergroup \( G \), the odd tangent space \( \Pi T G \) is also a Lie supergroup, which might be considered an odd analogue of the loop group of \( G \). Let \( g = \text{Lie}(G) \) be the Lie algebra of \( G \). The Lie algebra of \( \Pi T G \) is usually called “cone of \( g \)” and denoted \( Cg \):
\[
Cg = \text{Lie}(\Pi T G)
\]
(2.3)

2.2 Picture raising operators

Suppose that a Lie supergroup \( G \) acts on a supermanifold \( X \). Then \( \Pi T G \) acts on \( \Pi T X \).

This means that pseudodifferential forms on \( X \) form a linear representation of \( \Pi T G \). Given a PDF \( \omega \in \text{Fun}(\Pi T X) \) we consider:
\[
\Gamma \omega = \int_{g \in \Pi T G} \omega \circ g
\]
(2.4)

We restrict ourselves to those \( \omega \) for which this integral converges. We observe that:
\[
(\Gamma \omega) \circ g = 0 \quad \forall \quad g \in \Pi T G
\]
(2.5)
\[
d\Gamma \omega = \Gamma d\omega
\]
(2.6)

Eq. (2.5) implies that \( \omega \) actually descends (as a PDF) on the space of orbits of \( G \) in \( X \). Eq. (2.6) implies that closed \( \omega \) gives closed \( \Gamma \omega \).

This construction is usually applied to the case when \( G \) is purely odd, i.e. take the simplest example \( G = \mathbb{R}^{0|1} \) and \( \Pi T G = \mathbb{R}^{1|1} \) with the target supermanifold \( X \) parametrized by \( (Z^M) \). Suppose that \( \omega \) contains enough delta-functions to absorb the integration along odd variables. In this case the convergence of the integral in eq. (2.4) is guaranteed, and moreover \( \omega \mapsto \Gamma \omega \) is actually a local operation. To be explicit, suppose that the Lie algebra \( g = \mathbb{R}^{0|1} \) is generated by the odd vector fields \( \nu \):
\[
\nu = \nu^M(Z) \frac{\partial}{\partial Z^M}
\]
(2.7)
The action of the group $\mathbb{R}^{0|1} \times X \to X$ is then given by:

$$(\epsilon, Z^M) \mapsto Z^M + \epsilon \nu^M$$

(2.8)

The corresponding action of $\Pi T G$ on $\Pi TX$ is:

$$a : \Pi T G \times \Pi TX \to \Pi TX$$

(2.9)

$$(\epsilon, \delta \epsilon, Z^M, dZ^M) \mapsto (Z^M + \epsilon \nu^M, dZ^M + \delta \epsilon \nu^M)$$

(2.10)

The integral of eq. (2.4) is:

$$(\Gamma_\nu \omega)(Z, dZ) = \int D(\delta \epsilon) D(\epsilon) \omega(Z^M + \epsilon \nu^M, dZ^M + \delta \epsilon \nu^M)$$

(2.11)

For any supermanifold $M$, the odd tangent space $TM$ has a canonical vector field $d$. If we think of $TM$ as the space of maps $\mathbb{R}^{0|1} \to M$, then this $d$ is the infinitesimal shift in $\mathbb{R}^{0|1}$. Eq. (2.6) can be derived by observing that for any $\omega$, a function on $\Pi TX$:

$$(d_{\Pi T G} + d_{\Pi TX}) (\omega \circ a) = (d_{\Pi TX} \omega) \circ a$$

(2.12)

After integrating on the odd parameter $\epsilon$, we can arrive at the “usual” (in string theory literature) expression for the PCO:

$$(\Gamma_\nu \omega) = [d, \Theta(\nu_\omega)]$$

(2.13)

where $\nu_\omega = \nu^M \frac{\partial}{\partial Z^M}$.

This can be generalized to $G = \mathbb{R}^{0|n}$ and $\Pi T G = \mathbb{R}^{n|n}$ where $g = \mathbb{R}^{0|n}$ is generated by $n$ odd vector fields $\nu_a$ with $a = 1, \ldots, n$. Then the integral becomes

$$(\Gamma_\nu \omega)(Z, dZ) = \int \prod_a D(\delta \epsilon^a) \prod_a D(\epsilon^a) \omega(g^{a, \delta \epsilon^a}(Z, dZ))$$

(2.14)

where $g^{a, \delta \epsilon^a}$ is the flow corresponding to the infinitesimal transformation

$$(\epsilon^a, \delta \epsilon^a, Z^M, dZ^M) \mapsto (Z^M + \epsilon^a \nu^M_a, dZ^M + \delta \epsilon^a \nu^M_a - \epsilon^a \delta \nu^M_a)$$

(2.15)

### 2.3 Some properties of $\Pi T$

Some computations are simplified (see section 5) by considering the iterated application of $\Pi T$. Consider

$$\mu : \Pi T \Pi T X \to \Pi T X$$

(2.16)

induced by the diagonal map

$$\Delta : \mathbb{R}^{0|1} \to \mathbb{R}^{0|1} \times \mathbb{R}^{0|1}$$

(2.17)

inducing

$$\mu[S] : \text{Map}(S \times \mathbb{R}^{0|1} \times \mathbb{R}^{0|1}, X) \to \text{Map}(S \times \mathbb{R}^{0|1}, X)$$

$$\phi \mapsto \mu[S](\phi) = \phi \circ (\text{id} \times \Delta)$$

(2.18)

There is a canonical nilpotent odd vector field $d \in \text{Vec}(\Pi T X)$ generating shifts along $\mathbb{R}^{0|1}$. 

---
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For any odd vector field \( Q \in (\text{Vec}(X))_1 \) we define the odd flux map
\[
g_Q[S] : \text{Map}(S, X) \longrightarrow \text{Map}(S \times \mathbb{R}^{0|1}, X)
\]
and an even vector field \( \iota_Q \in (\text{Vec}(\Pi T X))_0 \) with the flux:
\[
\exp(\iota_Q)[S] : \text{Map}(S \times \mathbb{R}^{0|1}, X) \longrightarrow \text{Map}(S \times \mathbb{R}^{0|1}, X)
\]
\exp(\iota_Q)[S] = \mu[S] \circ g_Q[S \times \mathbb{R}^{0|1}] \tag{2.20}
\]
And \( \iota_Q = [\iota_Q, d] \).

If we denote the coordinates of \( \Pi T \Pi T X \) as \( x, dx, Dx, Ddx \), the projection \( \mu \) is:
\[
(f \circ \mu)(x, dx, Dx, Ddx) = f(x, dx + Dx)
\]
\tag{2.21}

3 Submanifolds in \( \Pi T X \)

Consider a submanifold \( C \subset \Pi T X \) which is closed under \( d \). (This means that the ideal generated by PDFs vanishing on \( C \subset \Pi T X \) is closed under \( d \).) We explained in section 2.2 that the action of the group \( \Pi T G \) on \( \Pi T X \) can be obtained from the action of \( G \) on \( X \). This, however, would not work for us here, because the resulting action of \( \Pi T G \) would not preserve \( C \subset \Pi T X \). But in fact, the validity of eqs. (2.5) and (2.6) does not depend on how we constructed the action of \( \Pi T G \) on \( \Pi T X \). For any action of \( \Pi T G \) on \( \Pi T X \), commuting with the action of \( d \) in the sense of eq. (2.12), the transformation \( \omega \mapsto \Gamma \omega \) defined by eq. (2.4) will satisfy eqs. (2.5) and (2.6). This is equivalent to defining the structure of a differential \( g \)-module\(^2\) on the space of functions on \( C \). We will define the action of \( C g \) on \( \Pi T X \) compatible with \( d \) such that the vector fields representing \( C g \) will be tangent to \( C \subset \Pi T X \). This defines the structure of a differential \( g \)-module on \( \text{Fun}(C) \). Then, we will define \( \Gamma \) by eq. (2.4).

4 Pure spinor target space as a subspace in \( \Pi T X \)

4.1 Supersymmetry generators and invariant derivatives

It is always possible to find coordinates \( x, \theta \) such that the supersymmetry generators have the form:
\[
q^L_a = \frac{\partial}{\partial \theta^a_L} - (\theta_L \gamma^m)_a \frac{\partial}{\partial x^m}, \quad q^R_a = \frac{\partial}{\partial \theta^a_R} - (\theta_R \gamma^m)_a \frac{\partial}{\partial x^m} \tag{4.1}
\]
To construct supersymmetry-invariant objects, it is useful to know the vector fields commuting with \( q^{L|R} \). Besides translations \( \frac{\partial}{\partial x} \), there are fermionic vector fields commuting with \( q^{L|R} \). They are:
\[
\nabla^L_\alpha = \frac{\partial}{\partial \theta^a_L} + (\theta_L \gamma^m)_\alpha \frac{\partial}{\partial x^m}, \quad \nabla^R_\alpha = \frac{\partial}{\partial \theta^a_R} + (\theta_R \gamma^m)_\alpha \frac{\partial}{\partial x^m} \tag{4.2}
\]
\(^2\)A differential \( g \)-module is a representation \( V \) of \( C g \), equipped with a differential \( d_V \), compatible with the differential \( d \) of \( C g \).
The only non-zero commutators are
\[
[\nabla^L_\alpha, \nabla^L_\beta] = [\nabla^R_\alpha, \nabla^R_\beta] = 2\gamma^m_{\alpha\beta} \frac{\partial}{\partial x^m} \quad (4.3)
\]
\[
[q^L_\alpha, q^L_\beta] = [q^R_\alpha, q^R_\beta] = -2\gamma^m_{\alpha\beta} \frac{\partial}{\partial x^m} \quad (4.4)
\]

### 4.2 Description of $C \subset \Pi IX$

Consider the space $X$ parametrized by the coordinates $(x^m, \theta^L, \theta^R)$. Then $\Pi IX$ is parametrized by the coordinates $(x^m, \theta^L, \theta^R, dx^m, d\theta^L, d\theta^R)$ where “$dx$”, “$d\theta$” are considered one letter. Then, to describe the pure spinor string in a flat background, we choose as a target the subspace of $C \subset \Pi IX$ defined by the following conditions
\[
d\theta_L \gamma^m \theta_L = d\theta_R \gamma^m \theta_R = 0 \quad (4.5)
\]
\[
dx^m - d\theta_L \gamma^m \theta_L - d\theta_R \gamma^m \theta_R = 0 \quad (4.6)
\]
The constraint defined by eq. (4.5) is the pure spinor constraint, it is essentially postulated. The constraint of eq. (4.6) is characterized by:
\[
r^L_j \theta^R (dx^m - d\theta_L \gamma^m \theta_L - d\theta_R \gamma^m \theta_R) = 0 \quad (4.7)
\]
where $r^L_j \theta^R$ are defined by eq. (4.2).

Usually one denotes:
\[
\lambda^\alpha_L = d\theta^\alpha_L, \quad \lambda^\alpha_R = d\theta^\alpha_R \quad (4.8)
\]
The BRST operator $Q$ is just $d$:
\[
Q(x^m) = (\lambda_L \gamma^m \theta_L) + (\lambda_R \gamma^m \theta_R)
\]
\[
Q(\theta^\alpha_L) = \lambda^\alpha_L
\]
\[
Q(\theta^\alpha_R) = \lambda^\alpha_R
\]
\[
Q(\lambda^\alpha_L) = 0
\]
\[
Q(\lambda^\alpha_R) = 0
\]

Eq. (4.7) is promising for constructing the action of $\Pi TG$ on $\Pi IX$ as described in section 3. We also observe:
\[
\mathcal{L}_{\nabla^L|R}(d\theta^m_L \theta^m_R) = 0 \quad (4.10)
\]

However, let us keep in mind that:
\[
\iota^{\nabla^L|R}(d\theta^m_L \theta^m_R) \neq 0 \quad (4.11)
\]
\[
\mathcal{L}_{\nabla^L|R}(dx^m - d\theta_L \gamma^m \theta_L - d\theta_R \gamma^m \theta_R) \neq 0 \quad (4.12)
\]

\(^3\)To see the vanishing of $\mathcal{L}_{q^L|R}(dx^m - d\theta_L \gamma^m \theta_L - d\theta_R \gamma^m \theta_R) = 0$, we first observe that this expression does not contain $dx$. But then, it cannot contain neither $d\theta_L$ nor $d\theta_R$ because of eq. (4.7).
4.3 Solving the pure spinor constraint

The ten-dimensional gamma matrices can be decomposed to give the eight-dimensional ones and also chiral projectors

\[
\begin{align*}
[\gamma_{\alpha\beta}^i] &= \begin{pmatrix} 0 & \sigma_{ab}^i \\ \sigma_{ab}^i & 0 \end{pmatrix}, & [\gamma^{\alpha\beta}] &= \begin{pmatrix} 0 & \sigma^{ijab} \\ \sigma^{ijab} & 0 \end{pmatrix} \\
[\gamma_{\alpha\beta}^+] &= \begin{pmatrix} 0 & 0 \\ 0 & -\delta_{ab} \end{pmatrix}, & [\gamma^{+\alpha\beta}] &= \begin{pmatrix} \delta_{ab} & 0 \\ 0 & 0 \end{pmatrix} \\
[\gamma_{\alpha\beta}^-] &= \begin{pmatrix} -\delta_{ab} & 0 \\ 0 & 0 \end{pmatrix}, & [\gamma^{-\alpha\beta}] &= \begin{pmatrix} 0 & 0 \\ 0 & \delta_{ab} \end{pmatrix}
\end{align*}
\]

where \(i, j, a, b, \dot{a}, \dot{b} = 1, \ldots, 8\). Then, we will use the Kronecker deltas \(\delta_{ab}, \delta_{\dot{a}\dot{b}}, \delta^{ij}, \delta^{\dot{a}\dot{b}}\) to raise and lower spinor indices. The Pauli matrices are such that \(\sigma_{ab}^i = \sigma^i_{ab}\) and \((\sigma^i)^{\dot{a}\dot{b}} = \delta^{\dot{a}\dot{b}}\delta_{ab}\sigma^i_{ab}\). These matrices satisfy

\[
\begin{align*}
(\sigma^i)^{ab}_{\dot{a}\dot{b}}(\sigma^j)^{\dot{a}\dot{b}} &= 2\delta_{a}^{\dot{a}}\delta^{\dot{b}j} \\
(\sigma^i)^{ab}_{\dot{a}\dot{b}}(\sigma^i)^{cd}_{\dot{a}\dot{b}} &= 2\delta_{a}^{\dot{a}}\delta_{b}^{\dot{b}} \\
(\sigma^i)^{ab}_{\dot{a}\dot{b}}(\sigma^j)^{cd}_{\dot{a}\dot{b}} &= 8\delta_{a}^{\dot{a}}\delta_{b}^{\dot{b}} - 8\delta_{a}^{\dot{a}}\delta_{d}^{\dot{d}} \\
(\sigma^i)^{a}_{\dot{a}}(\sigma^j)^{c}_{\dot{c}} &= 4(\sigma^i)^{a\dot{c}}(\sigma^j)^{\dot{c}}_{b} - 4\delta_{a}^{\dot{a}}\delta_{b}^{\dot{b}}
\end{align*}
\]

In SO(8) components, the pure spinor constraints for \(\lambda^a = (\lambda^a, \bar{\lambda}^\dot{a})\) are:

\[
\lambda^a\delta_{ab}\lambda^b = 0, \quad \bar{\lambda}^\dot{a}\delta_{a\dot{b}}\bar{\lambda}^\dot{b} = 0, \quad \lambda^a\sigma^i_{ab}\bar{\lambda}^\dot{b} = 0
\]

Both \(\lambda_L^a\) and \(\lambda_R^a\) satisfy these constraints.

They can be solved as follows. Let us define:

\[
\lambda^a_{\pm} := \frac{1}{2}(\lambda^a_L \pm i\lambda^a_R), \quad \bar{\lambda}^\dot{a}_{\pm} := \frac{1}{2}(\bar{\lambda}^\dot{a}_L \pm i\bar{\lambda}^\dot{a}_R)
\]

Eqs. (4.5) imply:

\[
\begin{align*}
\lambda^2_{\pm} + \lambda^2_{\mp} &= \lambda_{+}\lambda_{-} = 0 \\
\bar{\lambda}^2_{\pm} + \bar{\lambda}^2_{\mp} &= \bar{\lambda}_{+}\bar{\lambda}_{-} = 0 \\
\lambda_{+}\sigma^i_{\pm}\bar{\lambda}_{\pm} + \lambda_{-}\sigma^i_{\mp}\bar{\lambda}_{\mp} &= \lambda_{+}\sigma^i\bar{\lambda}_{+} + \lambda_{-}\sigma^i\bar{\lambda}_{-} = 0
\end{align*}
\]

We can solve these equations for \(\lambda^a_{\pm}\) in terms of the rest of variables:

\[
\lambda^a_{\pm} = \frac{-(\bar{\lambda}_{+}\sigma^i\bar{\lambda}_{-})}{4(\lambda_{+}\lambda_{-})}(\sigma^i)^{a}_{b}\lambda^b_{+} = \frac{(\bar{\lambda}_{L}\sigma^i\bar{\lambda}_{R})}{4(\lambda_{L}\lambda_{R})}(\sigma^i)^{a}_{b}\lambda^b_{+}
\]

where \(\lambda^a_{\pm}\) is unconstrained and \((\bar{\lambda}^a_{L}, \bar{\lambda}^b_{R})\) are still subject to the conditions \((\bar{\lambda}_L)^2 = (\bar{\lambda}_R)^2 = 0\). Let us introduce the 8 \times 8 matrix \(M\):

\[
M^a_{\pm b} = \frac{\partial \lambda^a_{\pm}}{\partial \lambda^b_{\pm}} = \frac{(\bar{\lambda}_{L}\sigma^i\bar{\lambda}_{R})}{4(\lambda_{L}\lambda_{R})}(\sigma^i)^{a}_{b}
\]
This matrix inherits the antisymmetry properties of the Lorentz generators \((\sigma_{ij})^a_b\) when their indices are raised and lowered with Kronecker deltas

\[
M_{ab} = -M_{ba} \quad \text{equivalently} \quad M^a_b = -M^b_a \tag{4.25}
\]

and it squares to identity:

\[
M^a_b M^b_c = \delta^a_c \tag{4.26}
\]

(Eq. (4.26) follows from considering separately the identity \((\lambda_+)^2 + (\lambda_-)^2 = 0\).)

In the light-cone coordinates the conditions (4.6) are written as

\[
dx^+ - 2(\lambda_+ \theta_- + \lambda_- \theta_+) = 0 \tag{4.27}
\]

\[
dx^- - 2(\bar{\lambda}_+ \bar{\theta}_- + \bar{\lambda}_- \bar{\theta}_+) = 0 \tag{4.28}
\]

\[
dx^i - 2(\lambda_+ \sigma^i \bar{\theta}_- + \lambda_- \sigma^i \bar{\theta}_+ + \bar{\lambda}_+ \sigma^i \theta_- + \bar{\lambda}_- \sigma^i \theta_+) = 0 \tag{4.29}
\]

Consider the subspace of functions which only depend on \(x^+\) and do not on \(x^-\) nor \(x^i\). On this subspace:

\[
\nabla^\pm_a = \frac{\partial}{\partial \theta^a_{\pm}} + 2\theta^a_{\mp} \frac{\partial}{\partial x^+} , \quad \nabla^\pm_a = \frac{\partial}{\partial \theta^a_{\pm}} 
\]

\[
q^\pm_a = \frac{\partial}{\partial \theta^a_{\pm}} - 2\theta^a_{\mp} \frac{\partial}{\partial x^+} , \quad \bar{q}^\pm_a = \frac{\partial}{\partial \theta^a_{\pm}} \tag{4.30}
\]

while the only non-zero commutators will be \([\nabla^+_a, \nabla^-_b] = -[q^+_a, q^-_b] = 4\delta_{ab} \partial_+\).

5 An action of \(\text{CR}^{0|8}\) on \(C\)

Let us consider the coordinates on the fiber of \(C\): \((\lambda^a_+, \bar{\lambda}^a_+, \bar{\lambda}^a_-)\). Let us introduce the following vector fields on \(C\):

\[
i_a = \frac{\partial}{\partial \lambda^a_+} \tag{5.1}
\]

These \(i_a\) are vertical vector fields (tangent to the fiber). They commute: \([i_a, i_b] = 0\). Equivalently, we can start with unconstrained \(\lambda\), and define:

\[
i_a = \frac{\partial}{\partial \lambda^a_+} + \frac{\partial \lambda^b_-}{\partial \lambda^a_+} \bigg|_{\lambda = \text{const}} \frac{\partial}{\partial \lambda^b_-} + \frac{\partial}{\partial \lambda^a_+} \bigg|_{\lambda = \text{const}} \frac{\partial}{\partial dx^m} + \frac{\partial}{\partial \lambda^a_+} \bigg|_{\lambda = \text{const}} \frac{\partial}{\partial dx^+} \tag{5.2}
\]

where the derivative \(\frac{\partial \lambda^b_-}{\partial \lambda^a_+} \bigg|_{\lambda = \text{const}}\) is of the r.h.s. of eq. (4.23), and \(\frac{\partial}{\partial dx^m} \bigg|_{\lambda = \text{const}}\) includes the explicit dependence of \(dx\) on \(\lambda_+\) as well as dependence through \(\lambda_- (\lambda_+)\) (see eqs. (4.27), (4.28) and (4.29)). This vector field is tangent to the cone. This is the same as to consider the vector field of eq. (5.1) on \(C\) in coordinates \((\lambda^a_+, \bar{\lambda}^a_+, \bar{\lambda}^a_-)\).

Next, we define:

\[
l_a = [i_a, d] = \Pi T(\nabla^+_a) + \frac{\partial \lambda^b_-}{\partial \lambda^a_+} \bigg|_{\lambda = \text{const}} \Pi T(\nabla^-_b) \tag{5.3}
\]
In deriving eq. (5.3), the following observation is useful. If \( \nu \) is an even vertical vector field on \( \Pi TX \), then:

\[
\mu_\ast (\iota_{\Pi TX}[\nu, d_{\Pi TX}]) = \nu
\]

where \( \mu \) is from eq. (2.16). Indeed, the r.h.s. of eq. (5.3) is fixed by \( \mu_\ast (\iota_{\Pi TX}l_a) \) being as in eq. (5.2) (this follows from the definition of \( \nabla \), eq. (4.7)).

We observe that \( \lambda_b^\pm \) is a linear function of \( \lambda_\pm^\pm \), thus \( \frac{\partial^2 \lambda_b^\pm}{\partial \lambda_\pm^\pm \partial \lambda_\pm^\pm} = 0 \). Also \( \frac{\partial \lambda_b^\pm}{\partial \lambda_\pm^\pm} + \frac{\partial \lambda_b^\pm}{\partial \lambda_\pm^\pm} = 0 \).

Therefore:

\[
[l_a, i_b] = 0
\]

and this implies

\[
[l_a, l_b] = 0
\]

This means that \( d, i_a, l_b \) define an action of the differential Lie superalgebra \( CR_{0|8} \) on \( C \).

### 5.1 Type IIB supergravity vertex operator at picture \(-8\)

In coordinates \( y^+ = x^+ - 2\theta_+^a \theta_-^a \):

\[
\nabla_{a+} = \frac{\partial}{\partial \theta_-^a} + 4\theta_+^a \frac{\partial}{\partial y^+} , \quad \nabla_{a-} = \frac{\partial}{\partial \theta_+^a} , \quad q_{a+} = \frac{\partial}{\partial \theta_-^a} , \quad \quad q_{a-} = \frac{\partial}{\partial \theta_+^a} - 4\theta_-^a \frac{\partial}{\partial y^+}
\]

We have lowered their \(+, -\) superscripts such that \( \nabla_{\pm a} := \nabla_{\pm a}^\pm \) and \( q_{\pm a} := q_{a}^\pm \). These coordinates simplify the \( \theta \)-expansion of the dilaton superfield \( \Phi(y^+, \theta_{\pm}) \) since it satisfies \( \nabla_{-} \Phi = 0 \). We have

\[
\Phi(y^+, \theta_{\pm}) = e^{ik_{\pm}y^+} \left( C + C_{a_1 \theta_{-a_1}} + \frac{1}{2!} C_{a_1 a_2} \theta_{-a_1} \theta_{-a_2} + \ldots + \frac{1}{8!} C_{a_1 \ldots a_k} \theta_{-a_1} \ldots \theta_{-a_k} \right)
\]

where the constants \( C_{a_1 \ldots a_k} \) are bosonic (fermionic) when \( k \) is even (odd).

When working with the vertex operator corresponding to type IIB supergravity it is useful to know the following identity

\[
\prod_{b=1}^{8} \nabla_{+b} \left( e^{ik_{\pm}y^+} \theta_{a_1} \ldots \theta_{a_k} C_{a_1 \ldots a_k} \right) = (4\partial_+)^{8-k} C_{a_1 \ldots a_k} q_{-a_1} \ldots q_{-a_k} \left( e^{ik_{\pm}y^+} \prod_{b=1}^{8} \theta^b_+ \right)
\]

which in turn implies that

\[
\frac{1}{(4\partial_+)^8} \prod_{b=1}^{8} \nabla_{+b} \Phi(y^+, \theta_{-}) = \left[ \sum_{k=0}^{8} \frac{(4\partial_+)^{-k}}{k!} C_{a_1 \ldots a_k} q_{-a_1} \ldots q_{-a_k} \right] \left( e^{ik_{\pm}y^+} \prod_{b=1}^{8} \theta^b_+ \right)
\]

\[
- 9 -
\]
We start by considering the vertex operator in a \((-8)\)-picture that corresponds to the type IIB supergravity scalar state

\[
V_{-8}^{\text{scalar}} = (\tilde{\lambda}_L \tilde{\lambda}_R) e^{ik_+ y^+} \prod_{a=1}^{8} \theta_a^\pm \delta(\lambda_a^\pm)
\]  

(5.12)

and by applying the \(q_a\) supersymmetry generators, we can generate the full type IIB supergravity multiplet using (5.11)

\[
V_{-8} = (\tilde{\lambda}_L \tilde{\lambda}_R) \frac{1}{(4\theta_+)^8} \left( \prod_{a=1}^{8} \delta(\lambda_a^+) \nabla_+^a \right) \Phi(y^+, \theta_-)
\]  

(5.13)

### 5.2 Type IIB supergravity vertex operator at picture (0)

We will now use the vector fields \(\rho(l_a), \rho(i_a)\) constructed in section 5 to transform the supergravity vertex from picture -8 to picture 0. As we explained in section 2.2 and section 3, this amounts to computing the integral:

\[
V_0 := \Gamma V_{-8} = \int \prod_{a=1}^{8} D(d\epsilon^a) \frac{\partial}{\partial \epsilon^a} \exp (\epsilon^a \rho(l_a) + d\epsilon^a \rho(i_a)) V_{-8}
\]  

(5.14)

The explicit expressions for these vector fields are:

\[
\rho(l_a) = \Pi T(\nabla_+^a) + \frac{\partial \lambda^b}{\partial \lambda^a_+} \Pi T(\nabla_-^b) = \left( \nabla_+^a - 2\lambda_{-a} \frac{\partial}{\partial \epsilon^a} \right) + \frac{\partial \lambda^b}{\partial \lambda^a_+} \left( \nabla_-^b - 2\lambda_{+b} \frac{\partial}{\partial \epsilon^a} \right)
\]  

(5.15)

\[
\rho(i_a) = \left( \frac{\partial}{\partial \lambda^a_+} + 2\delta^a_+ \frac{\partial}{\partial \epsilon^a} \right) + \frac{\partial \lambda^b}{\partial \lambda^a_-} \left( \frac{\partial}{\partial \lambda^b_-} + 2\delta^b_- \frac{\partial}{\partial \epsilon^a} \right)
\]  

(5.16)

\[
\rho(d) = d
\]  

(5.17)

After some computation we can verify that these vector fields satisfy

\[
[\rho(l_a), \rho(l_b)] = [\rho(i_a), \rho(i_b)] = [\rho(l_a), \rho(i_b)] = 0
\]  

(5.18)

Now we can integrate along the orbits of \(\Pi T R^{0\mid8}\), as in eq. (2.14):

\[
V_0 := \Gamma V_{-8} = \int \prod_{a=1}^{8} D(d\epsilon^a) \frac{\partial}{\partial \epsilon^a} \exp (\epsilon^a \rho(l_a) + d\epsilon^a \rho(i_a)) V_{-8} =
\]

\[
= \int \prod_{a=1}^{8} D(d\epsilon^a) \rho(l_1) \ldots \rho(l_8) \exp (d\epsilon^a \rho(i_a)) V_{-8} =
\]

\[
= \frac{1}{(4\theta_+)^8} (\tilde{\lambda}_L \tilde{\lambda}_R) \rho(l_1) \ldots \rho(l_8) \left( \prod_{a=1}^{8} \nabla_+^a \right) \Phi(x^+, -2\delta^a_\cdot \theta_{-a}, \theta_-)
\]  

(5.19)

where in the last line we have used that the only \(\lambda_\pm\)-dependence of \(V_{-8}\) is through \(\delta(\lambda^a_\pm)\) which means that the integral on \(d\epsilon\) eliminates all deltas at once. To proceed with the
computation first notice that there is no dependence on coordinate $dx^+$, so we can drop the $\frac{\partial}{\partial x^+}$-part in $\rho(l_a)$. We also change to coordinates $y^+ = x^+ - 2\theta^a_+ \theta_{-a}$ to obtain

$$
\Gamma_{V_{-8}} = \frac{1}{(4\partial_+)^8}(\bar{\lambda}_{L} \lambda_{R}) \prod_{a=1}^{8} \left( \nabla^+_a + \frac{\partial \lambda^b}{\partial \lambda^a_+} \nabla^b \right) \left( \prod_{b=1}^{8} \nabla^b_+ \right) \Phi(y^+, \theta_-)
$$

$$
= \frac{1}{(4\partial_+)^8}(\bar{\lambda}_{L} \lambda_{R}) e^{a_1 \cdots a_8} \left[ \frac{1}{8!} \nabla^+_{a_1} \cdots \nabla^+_{a_8} + \frac{(4\partial_+)^3}{6!2!} \nabla^+_{a_1} \cdots \nabla^+_{a_6} + \frac{(4\partial_+)^3}{3!(2!)^2} \nabla^+_{a_1} \nabla^+_{a_2} \frac{\partial \lambda_{-a_6}}{\partial \lambda^a_{+7}} \frac{\partial \lambda_{-a_5}}{\partial \lambda^a_{+6}} \frac{\partial \lambda_{-a_4}}{\partial \lambda^a_{+5}} \frac{\partial \lambda_{-a_3}}{\partial \lambda^a_{+4}} \frac{\partial \lambda_{-a_2}}{\partial \lambda^a_{+3}} \frac{\partial \lambda_{-a_1}}{\partial \lambda^a_{+2}} \right] \left( \prod_{b=1}^{8} \nabla^b_+ \right) \Phi(y^+, \theta_-) \quad (5.20)
$$

We want to further transform this expression. First, we substitute eq. (4.23) for $\frac{\partial \lambda_i}{\partial \lambda^a_+}$. Then, we anticommute all $\nabla^+$’s all the way to right and make use of:

$$\nabla^+ \Phi = 0 \quad (5.21)$$

(Also, remember that $\nabla^i_a = \nabla_+ a$ and $\nabla^+_a = \nabla_- a$). The computation uses some identities for the commutators of the SUSY-invariant derivatives, namely eqs. (A.5), (A.6) and (A.7) in appendix section A. The result is the following expression for the type IIB supergravity vertex operator $V_0 = \Gamma_{V_{-8}}$:

$$
V_0 = (\bar{\lambda}_{L} \lambda_{R}) \left[ \Phi + \frac{1}{(32\partial_+)} \frac{\lambda_{L} \sigma^{ij} \lambda_{R}}{(\bar{\lambda}_{L} \lambda_{R})} (\nabla^+ \sigma_{ij} \nabla^+ \Phi) \right]
$$

$$
+ \frac{1}{2!(32\partial_+)^2} \prod_{n=1}^{2} \frac{\lambda_{L} \sigma^{i_1 j_1} \lambda_{R}}{(\bar{\lambda}_{L} \lambda_{R})} (\nabla^+ \sigma_{i_1 j_1} \nabla^+ \Phi)
$$

$$
+ \frac{1}{3!(32\partial_+)^3} \prod_{n=1}^{3} \frac{\lambda_{L} \sigma^{i_1 j_1} \lambda_{R}}{(\bar{\lambda}_{L} \lambda_{R})} (\nabla^+ \sigma_{i_1 j_1} \nabla^+ \Phi)
$$

$$
+ \frac{1}{4!(32\partial_+)^4} \prod_{n=1}^{4} \frac{\lambda_{L} \sigma^{i_1 j_1} \lambda_{R}}{(\bar{\lambda}_{L} \lambda_{R})} (\nabla^+ \sigma_{i_1 j_1} \nabla^+ \Phi) \quad (5.22)
$$
The fourth term (the one containing six $\nabla_+$) is also nonsingular. Indeed, it follows from $\det(M) = 1$ that its dependence on $\lambda_L$ and $\lambda_R$ is linear in $(\lambda_L \lambda_R) M$. The only term which could potentially have a pole is the third (middle) term, which contains four $\nabla_+$. It could have a first order pole in $(\lambda_L \lambda_R)$. The cancellation of this pole is not obvious; it was proven in [10] using certain identities for the $(\sigma^i)_{a\bar{a}}$ matrices.

Thus the zero-picture vertex operator is actually of the form $V_0 = \lambda_L \lambda_R A_{a\bar{a}}(x^+, \theta_\pm)$.

6 Open questions

1. We constructed some action of $\mathbb{CR}^{0|8}$ on the pure spinor target space. How flexible is this construction? Is it in some sense natural? Given $V_{-8}$, is there a canonical way to construct $V_0$? (This question is very important for the computation of amplitudes. If there is no canonical map $V_{-8} \to V_0$, then using the -8 picture in computation of amplitudes is not apriori justified.)

2. It is not immediately clear how to apply our method in AdS. A naive analogue of our vector fields $i_a$ and $l_a$ from section 5 is not well-defined in AdS (it would not be gauge invariant).

3. The use of delta-functions on the cone is potentially dangerous. We would want to understand, when generalized functions of the form of products of $\delta(\lambda)$ are well-defined.

A Anticommuting $\nabla_-$ and $\nabla_+$

Here we will prove some formulas of SUSY-invariant derivative $\nabla$ which are needed to derive eq. (5.22) from eq. (5.20).

There are two relations that are useful when anticommuting the $\nabla_-$ and $\nabla_+$ operators. The first one which can be proven by induction is

$$\nabla_{-a} \cdots \nabla_{-1} \nabla^{a_1} \cdots \nabla^{a_k} = (\nabla_{-a} \nabla^{a_k}) \nabla_{-a_{k-1}} \cdots \nabla_{-1} \nabla^{a_1} \cdots \nabla^{a_k}$$

$$= (k - 1) (4 \partial_+ \nabla_{-a_{k-1}} \cdots \nabla_{-1} \nabla^{a_1} \cdots \nabla^{a_k})$$

(A.1)

This equation is used to prove the second one

$$\nabla_{-a_n} \cdots \nabla_{-a_1} \nabla^{a_1} \cdots \nabla^{a_n} (\nabla_+ \sigma^k \nabla_+) =$$

$$= (\nabla_+ \sigma^k \nabla_+) \left( \sum_{i=0}^n C_i^{(n)} (4 \partial_+)^{n-i} \nabla_{-a_i} \cdots \nabla_{-1} \nabla^{a_1} \cdots \nabla^{a_i} \right)$$

(A.2)

where the numeric coefficients $C_i^{(n)}$ with $i = 0, \ldots, n$ are found recursively starting with

$$C_0^{(1)} = -2, \quad C_1^{(1)} = 1$$

(A.3)
and the following ones with
\[
\begin{align*}
C_0^{(n+1)} &= -(n+2)C_0^{(n)} \\
C_i^{(n+1)} &= (i-n-2)C_i^{(n)} + C_{i-1}^{(n)}, \quad i = 1, \ldots, n \\
C_{n+1}^{(n+1)} &= C_n^{(n)}
\end{align*}
\]
(A.4)

Using equations (A.1) and (A.2) continuously we can finally arrive at the expressions needed to compute the picture-zero vertex operator
\[
\nabla_{-a_2} \nabla_{-a_1} (\nabla_+ \sigma^{ij} \nabla_+) (\nabla_+ \sigma^{kl} \nabla_+) (\nabla_+ \sigma^{mn} \nabla_+) \nabla_a^1 \nabla_b^2 \Phi = \\
2!(4\partial_+)^2 (\nabla_+ \sigma^{ij} \nabla_+) (\nabla_+ \sigma^{kl} \nabla_+) (\nabla_+ \sigma^{mn} \nabla_+) \Phi \\
\nabla_{-a_4} \cdots \nabla_{-a_1} (\nabla_+ \sigma^{ij} \nabla_+) (\nabla_+ \sigma^{kl} \nabla_+) \nabla_a^1 \cdots \nabla_a^i \Phi = \\
4!(4\partial_+)^4 (\nabla_+ \sigma^{ij} \nabla_+) (\nabla_+ \sigma^{kl} \nabla_+) \Phi \\
\nabla_{-a_6} \cdots \nabla_{-a_1} (\nabla_+ \sigma^{ij} \nabla_+) \nabla_a^1 \cdots \nabla_a^6 \Phi = \\
6!(4\partial_+)^6 (\nabla_+ \sigma^{ij} \nabla_+) \Phi
\]
(A.5)
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