The continuous wavelet derived by smoothing function and its application in cosmology
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Abstract

The wavelet analysis technique is a powerful tool and is widely used in broad disciplines of engineering, technology, and sciences. In this work, we present a novel scheme of constructing continuous wavelet functions, in which the wavelet functions are obtained by taking the first derivative of smoothing functions with respect to the scale parameter. Due to this wavelet constructing scheme, the inverse transforms are only one-dimensional integrations with respect to the scale parameter, and hence the continuous wavelet transforms (CWTs) constructed in this way are more ready to use than the usual scheme. We then apply the Gaussian-derived wavelet constructed by our scheme to computations of the density power spectrum for dark matter, the velocity power spectrum and the kinetic energy spectrum for baryonic fluid. These computations exhibit the convenience and strength of the CWTs. The transforms are very easy to perform, and we believe that the simplicity of our wavelet scheme will make CWTs very useful in practice.
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1. Introduction

It is well known that the Fourier transform has many shortcomings, of which the most is that it cannot simultaneously provide information about the scale and position of the signal \([1]\). To overcome the drawbacks of the Fourier transform, the wavelet analysis technique was invented and has proven a powerful tool, and is now widely used in areas such as signal processing, image and data compactness \([2, 3]\). The wavelet analysis has also been extensively applied to astrophysics and cosmology for more than three decades. The continuous wavelet transform (CWT) is applied to, to name a few, the analysis of the large-scale structures of the Universe \([4–8]\), the detection of point sources or patterns of astronomical objects \([9–14]\), the detection of the non-Gaussianity in the CMB maps \([15–17]\), the foreground or noise subtraction in the CMB maps or sky surveys \([18–20]\), the cosmological N-body simulation with high performances \([21, 22]\). Besides the CWT, the discrete wavelet transform (DWT) is also used in studies of cosmological large-scale structures \([23–26]\).

As mentioned above, there are two kinds of wavelet transforms, namely, the CWT and the DWT. The CWT provides an overcomplete representation of a signal by varying continuously the scale and translation parameter of the wavelets. With \(a\) and \(b\) as scale and translation parameter respectively, the CWT of function \(f(x)\) is defined as

\[
WT_f(a, b) = \frac{1}{\sqrt{|a|}} \int_{-\infty}^{\infty} f(x) \bar{\psi}\left(\frac{x - b}{a}\right) dx,
\]

where \(\psi(x)\) is called the mother wavelet, and the over-bar indicates the complex conjugate. \(\psi(x)\) should meet the square-integrable condition

\[
\int_{-\infty}^{\infty} |\psi(x)|^2 dx = \frac{1}{2\pi} \int_{-\infty}^{\infty} |\hat{\psi}(k)|^2 dk < \infty,
\]
in which \( \hat{\psi}(k) \) is the Fourier transform of \( \psi(x) \), and we use Parseval’s theorem. The inverse transform of equation (1) is

\[
f(x) = C_\psi^{-1} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} WT_f(a, b) \frac{1}{\sqrt{|a|}} \psi \left( \frac{x - b}{a} \right) \, da \, db,
\]

with

\[
C_\psi = \int_{-\infty}^{\infty} \frac{|\hat{\psi}(k)|^2}{|k|} \, dk,
\]

where \( C_\psi \) should satisfy the so-called admissibility condition \( 0 < C_\psi < \infty \), which suggests that \( \hat{\psi}(0) = 0 \).

The advantage of the CWTs is that they can provide arbitrary localization in the scale and position due to their continuity. On the contrary, the DWTs do not vary continuously in the scale and translation parameter, and for a function \( f(x) \), its DWT usually takes the dyadic form as

\[
\hat{\varepsilon}_{j,l} = \sqrt{\frac{2}{L}} \int_{-\infty}^{\infty} f(x) \hat{\psi}(2^j x/L - l) \, dx,
\]

and \( f(x) \) can be expressed by the wavelet coefficients \( \hat{\varepsilon}_{j,l} \) from the inverse transform as

\[
f(x) = \sqrt{\frac{2}{L}} \sum_{j=0}^{\infty} \sum_{l=-\infty}^{\infty} \hat{\varepsilon}_{j,l} \psi(2^j x/L - l).
\]

For a comprehensive understanding of the CWT and the DWT, we refer the reader to \[2, 3\].

The advantage of the DWTs constructed in this way is that they can provide a set of complete and orthonormal bases \( \psi_j(x) = (2^j/L)^{1/2} \hat{\psi}(2^j x/L - l) \) for the wavelet expansion.

The disadvantage of the usual CWTs is that the inverse transform is a two-dimensional integration as equation (3), which may be computationally very complex and difficult; while DWTs are awkward to use since both spatial translation and scale dilation have to be dyadically adopted, that is, the dilation or translation cannot be arbitrarily performed. As a result, the expressions of the DWT power spectrum are complicated and cumbersome [26–28].

In this work, we present a novel scheme of constructing continuous wavelet functions, in which the wavelet functions are obtained by taking the first derivative of smoothing functions with respect to the scale parameter, and the inverse transforms are only one-dimensional (1D) integrations, and hence the CWTs constructed in this way are more ready to use than the usual forms. The paper is organized as follows. We outline the basic theoretical framework in section 2, and give the fast algorithm of our wavelet transform in section 3. We present some simple applications in cosmology of the wavelet technique in section 4. In section 5, we give some discussions of the results, and present the summary and conclusions in section 6.

2. Basic theoretical framework

We describe the process of constructing the CWTs in the following. As a comparison, the detailed derivation of the traditional CWT and the inverse transform are given explicitly in appendix A.

Generally, a smoothing function \( s_w(x) \) with the scale parameter \( w \) is an even function of \( x \), i.e. \( s_w(x) = s_w(-x) \), and should satisfy the normalization condition

\[
\int_{-\infty}^{+\infty} s_w(x) \, dx = 1.
\]

Instead of a general presentation, however, we proceed with a concrete example, i.e. the Gaussian function \( g_w(x) = e^{-x^2/2w^2}/(\sqrt{2\pi} \sigma) \), with \( \sigma > 0 \). Letting \( \sigma = \sqrt{2}/w \), we have

\[
g_w(x) = \frac{w}{2\sqrt{\pi}} e^{-w^2x^2},
\]

which satisfies the normalization condition equation (7) and is surely a smoothing function. In the following, we call \( w \) the scale parameter. When \( w \to \infty \), \( g_w(x) \) degenerates to Dirac \( \delta \) function, i.e. \( g_w(x) \to \delta_D(x) \). The Fourier transform of \( g_w(x) \) is

\[
\hat{g}_w(k) = e^{-w^2k^2}.
\]

We see that \( \hat{g}_w(0) = 1 \), consistent with the normalization condition equation (7). Additionally, the reason for choosing \( w \) as \( w = \sqrt{2}/\sigma \) is that \( w \) can one-to-one correspond to \( k \), as
can be seen from equation (9). In figure 1, we show the curves of $g_w(x)$ and $\hat{g}_w(k)$.

For a random field, such as the density contrast $\delta(x)$ of the cosmological density, the smoothed field $\delta_w(w, x)$ under the scale parameter $w$ can be obtained via the convolution with the smoothing function $g_w(x)$ as

$$
\delta_w(w, x) = \int_{-\infty}^{\infty} \delta(u) g_w(x-u) du.
$$

(10)

When $w \rightarrow \infty$, then $g_w(x) \rightarrow \delta_w(x)$, and hence $\delta_w(w, x) \rightarrow \delta(x)$. Taking the first derivative of both sides of equation (10) with respect to $w$, we have

$$
W_w(w, x) \equiv \frac{\partial \delta_w(w, x)}{\partial w} = \int_{-\infty}^{\infty} \delta(u) \frac{\partial g_w(x-u)}{\partial w} du \\
= \int_{-\infty}^{\infty} \delta(u) \hat{\psi}_w(w, x-u) du,
$$

(11)

in which we define $\hat{\psi}_w$ as

$$
\hat{\psi}_w(w, x) \equiv \frac{\partial g_w(x)}{\partial w} = \frac{1}{4\sqrt{\pi}} (2 - w^2x^2)e^{-\frac{w^2x^2}{4}}.
$$

(12)

which is the Gaussian-derived wavelet that we call, and is nothing but the 1D Mexican hat wavelet function. The Fourier transform of equation (12) is

$$
\hat{\hat{\psi}}_w(k) = \frac{2k^2}{w^3} e^{-\frac{k^2}{w^2}}.
$$

(13)

We also plot $\hat{\psi}_w(w, x)$ and $\hat{\hat{\psi}}_w(w, k)$ in figure 1, from which we see that $\hat{g}_w(k)$ is a low-pass filter, while $\hat{\psi}_w(k, w)$ is a band-pass filter. Note that $\hat{g}_w(k)$ and $\hat{\psi}_w(k, w)$ are related by

$$
\hat{\psi}_w(k, w) = \frac{\partial \hat{g}_w(k)}{\partial w},
$$

(14)

which is consistent with the definition of $\hat{\psi}_w(w, x)$ in equation (12). Integrating equation (11) with respect to $w$, we have

$$
\delta_w(w, x) = \delta_w(0, x) + \int_{0}^{w} W_w(w', x) dw',
$$

(15)

where $\delta_w(0, x)$ is an integration constant. For cosmologically interesting objects, however, such as the density contrast field or the peculiar velocity field, the whole-cosmos averaged quantities should be usually vanishing, i.e. $\delta_w(0, x) = 0$, or at least a constant that is independent of spatial positions, and hence we can safely neglect this term in the future. Notice that $\delta(x) = \delta_w(\infty, x)$, we obtain

$$
\delta(x) = \int_{0}^{\infty} W_w(w, x) dw,
$$

(16)

which is just the inverse transform of the wavelet transform equation (11). Compared with the usual inverse wavelet transform equation (3), we see that our inverse transform is only 1D integration, which is much easier to manipulate than equation (3).

3. Fast algorithm of wavelet transform

Due to the wavelet transform pair equations (11) and (16), $W_w(w, x)$ is equivalent to the original field $\delta(x)$, and hence we can use $W_w(w, x)$ for further studies instead of $\delta(x)$. Given a density contrast (or other) field $\delta(x)$, we can calculate its wavelet transform directly using equation (11). However, there exists a fast algorithm based on the technique of fast Fourier transform (FFT). From equation (11), we use the convolution theorem and obtain

$$
\hat{W}_w(k) = \hat{\delta}(k) \hat{\psi}_w(k, w),
$$

(17)

where quantities with a hat are Fourier transforms of corresponding quantities. $\hat{\psi}_w(k, w)$ is given by equation (13), $\hat{\delta}(k)$ can be obtained by FFT from $\delta(x)$, and hence $W_w(w, x)$ can be obtained by the inverse FFT from equation (17).

Taking the Fourier transform of both sides of equation (16), we obtain

$$
\hat{\delta}(k) = \int_{0}^{\infty} \hat{W}_w(w, k) dw.
$$

(18)

Notice that

$$
\int_{0}^{\infty} \hat{\psi}_w(k, w) dw = 1.
$$

(19)

Equation (18) can also be derived by integrating both sides of equation (17) with respect to $w$.

We see that the Fourier transform pair equations (17) and (18) are very simple and concise, and they compose the fast algorithm of wavelet transform.

4. Applications in cosmology

We apply our Gaussian-derived wavelet to analyze the IllustrisTNG simulation data [29–34], from which we select the sample IllustrisTNG100-1, whose simulation box is 75Mpc/h long. We use ‘cloud-in-cell’ scheme [35] to assign all the particle (dark matter and baryonic) mass or velocity into a 1024$^3$ mesh to acquire mass density or velocity at mesh points. Then we randomly select 100,000 lines, all vertical to the $x$–$y$ plane of the simulation box, and record all the relevant data at each line. In this way, we have 100,000 1D data. In
Figure 3. The Fourier and wavelet power spectrum of the 1D density contrast field for dark matter. The left vertical axis is for the Fourier power spectrum, and the right axis is for the wavelet power spectrum. The data is taken from the IllustrisTNG simulation.

Figure 4. The Fourier and wavelet power spectrum of the 1D velocity field for baryonic fluid. The left vertical axis is for the Fourier power spectrum, and the right axis is for the wavelet power spectrum. The wavelet energy spectrum is also shown for comparison. The data is taken from the IllustrisTNG simulation.

power law of \( k \), i.e. \( P_\delta(k) \sim |\hat{\delta}(k)|^2 \sim k^\alpha \), in which \( \alpha \) is the power index. If \( \alpha > -5 \), then from equation (22) we have
\[
\tilde{S}_d(w) \sim \int |\tilde{W}_d(x,w)|^2dx
\sim \int P_\delta(k)\tilde{\delta}(w,k)^2dk \sim \frac{P_s(w)}{w}. \tag{23}
\]

From figure 3, we see that with a proper amplitude, the relationship by equation (23) is quite accurate when \( k < 10h/\text{Mpc} \).

With the wavelet transform \( W_s(x,w) \) of the \( z \)-directional 1D velocity field for baryonic fluid, the wavelet power spectrum of the velocity field \( S_v(w) \), can be obtained in the same way as \( S_d(w) \) of the density contrast field. We show \( S_v(w) \) in figure 4, together with the Fourier power spectrum \( P_v(k) \) of the 1D velocity.

Turbulent flows in the baryonic fluid of the Universe are an important area in cosmological studies [36–43]. The wavelet analysis technique is particularly suitable to investigate turbulent flows [44]. In the scale (or Fourier) space, the Kolmogorov theory assumes the existence of an energy cascade between the different excited wavenumbers of the turbulent flow, while in the physical (or real) space, turbulent flows are characterized by complex multi-scale and chaotic motions, which can be classified into more elementary components, namely the coherent structures\(^3\).

\(^3\) https://en.wikipedia.org/wiki/Coherent_turbulent_structure.

...
power spectrum for kinetic energy [45]. The reason can be seen from below

\[
\frac{1}{2} \langle \rho(x) v^2(x) \rangle = \frac{1}{2} \int \rho(x) v^2(x) dx = \frac{1}{8\pi^2} \int \hat{\rho}(k_1 + k_2) \hat{v}(k_1) \hat{v}(k_2) dk_1 dk_2 = \frac{1}{8\pi^2} \int B_{\rho}(k_1, k_2) dk_1 dk_2, \tag{24}
\]

where we do not have a power spectrum and we have to define a mixed bispectrum as \(B_{\rho}(k_1, k_2) \equiv \hat{\rho}(k_1 + k_2) \hat{v}(k_1) \hat{v}(k_2)\) [46]. With the wavelet transform, however, we can define a kinetic energy power spectrum for a 1D data readily as below

\[
S_{k,0}(w) = \frac{1}{2L_b} \int \Delta_s(x) |W_{k,0}(w, x)|^2 dx, \tag{25}
\]

in which \(\Delta_s(x) = \rho_s(x)/\rho_b\) is the dimensionless baryonic density. Averaging over the total 100 000 lines by using equation (21), we can obtain the wavelet kinetic energy power spectrum \(S_{k}(w)\), which is also shown in figure 4. From another viewpoint, one can consider \(S_{k}(w)\) as the density-weighted velocity power spectrum. Moreover, due to the localization property of the wavelet transform, \(S_{k}(w)\) can be generalized to the spectrum with the space-restricted (e.g. \(x_1 < x < x_2\)) or the density-restricted (e.g. \(\rho_1 < \rho < \rho_2\)) integration, which may be more suitable for investigations of inhomogeneous turbulent flows.

5. Discussions

Our wavelet scheme is a general method, which can be used to construct a large category of CWTs, but we emphasize that equations (12) and (14) are not sufficient conditions to construct a continuous wavelet. We show this with a counter-example in the following. The top-hat function in real space with the scale parameter \(w\),

\[
h_w(x) = \begin{cases} 
\frac{w}{2}, & -\frac{1}{w} \leq x \leq \frac{1}{w}, \\
0, & \text{otherwise},
\end{cases} \tag{26}
\]

is a smoothing function, whose Fourier transform is \(\hat{h}_w(k) = (w/k) \sin(k/w)\). According to our scheme, however, its derivative with respect to \(w\),

\[
\hat{\psi}_h(w, k) = \frac{\partial \hat{h}_w(k)}{\partial w} = \frac{1}{k} \sin\left(\frac{k}{w}\right) - \frac{1}{w} \cos\left(\frac{k}{w}\right), \tag{27}
\]

is NOT a continuous wavelet, since \(\hat{\psi}_h(w, k)\) is oscillatory when \(k \to \infty\), and hence does not satisfy the square-integrable condition equation (2). The real space counterpart of equation (27) is

\[
\Psi_h(w, x) = \frac{\partial \Psi_h(x)}{\partial w} = \frac{1}{2w} \left[ \delta_D\left(x + \frac{1}{w}\right) + \delta_D\left(x - \frac{1}{w}\right) \right]
+ \begin{cases} 
\frac{1}{2}, & -\frac{1}{w} < x < \frac{1}{w}, \\
0, & \text{otherwise}. \tag{28}
\end{cases}
\]

To facilitate understanding of this counter-example, we show \(\Psi_h(w, x)\) and \(\hat{\psi}_h(w, k)\) in figure 5.

Generally, since the smoothing function \(s_{\psi}(x)\) is an even function, its Fourier transform can be formally expressed as a Taylor expansion as follows,

\[
\hat{s}_w(k) = 1 + \frac{\dot{s}(0)}{2!} \left(\frac{k}{w}\right)^2 + \frac{\ddot{s}(0)}{4!} \left(\frac{k}{w}\right)^4 + ..., \tag{29}
\]

from which we know \(\hat{s}_w(0) = 1\), consistent with the normalization condition equation (7). From equation (29), we can define a function \(\Psi_h(w, x)\) by its Fourier transform as

\[
\Psi_h(w, k) = \frac{\partial \hat{s}_w(k)}{\partial w} = -\frac{k}{w} \frac{\partial \hat{s}_w(k)}{\partial k}. \tag{30}
\]

It is easy to see that \(\hat{\psi}_h(w, k)\) satisfies the admissibility condition of wavelet, i.e. \(\hat{\psi}_h(w, 0) = 0\). If it also satisfies the square-integrable condition equation (2), then \(\Psi_h(w, x)\) should be a continuous wavelet.
Additionally, it is not difficult to generalize our scheme to the three-dimensional (3D) case. For example, the 3D anisotropic Gaussian function is

\[ g_w(x) = \frac{3}{w_1w_2w_3} \frac{1}{8\pi^{3/2}} e^{-\frac{1}{16}w_1^2x_1^2 + w_2^2x_2^2 + w_3^2x_3^2}, \]  

where \( w = (w_1, w_2, w_3) \), \( x = (x_1, x_2, x_3) \). Hence the 3D anisotropic Gaussian-derived wavelet can be obtained as

\[ \Psi(g, x) = \frac{\partial^3 g_w(x)}{\partial w_1 \partial w_2 \partial w_3} = \prod_{i=1}^{3} \frac{\partial g_w(x_i)}{\partial w_i} = \prod_{i=1}^{3} \Psi(g, x_i). \]  

We see that the 3D anisotropic wavelet is not a 3D Mexican hat wavelet. In the future, we will explore the possible applications of this 3D wavelet in cosmology.

6. Summary and conclusions

The DWTs are constructed by dilation and translation both dyadically in the scale and position. They can provide a set of complete and orthonormal bases, based on which fast algorithms can be designed, and hence DWTs are very suitable for technical applications, such as data compactness, or image processing. While in some areas, such as cosmological investigations, the localization of continuous wavelets in both scale and position is much more desirable than the orthogonality of discrete wavelets. Nevertheless, the usual CWTs are not convenient to use since the inverse wavelet transforms are two-dimensional integrations, which may be computationally very cumbersome and time-consuming.

In this work, we present a novel scheme of constructing continuous wavelet functions, in which the wavelet functions are obtained by taking the first derivative of smoothing functions with respect to the scale parameter. Due to this wavelet constructing scheme, the inverse transforms are only 1D integrations with respect to the scale parameter, and hence CWTs are more ready to use than the usual scheme.

We then apply the Gaussian-derived wavelet constructed by our scheme to computations of the density power spectrum for dark matter, the velocity power spectrum and the kinetic energy spectrum for baryonic fluid. These computations exhibit the convenience and strength of the CWTs. From the transform pairs equations (11) and (16) in real space, and equations (17) and (18) in Fourier space, we see that our wavelet transform scheme is very simple, and we believe that the simplicity of our scheme will make CWTs very useful in cosmology.
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Appendix A. Derivation of the traditional CWT

Given a wavelet function \( \psi(x) \), the traditional CWT of a function \( f(x) \) is defined as the convolution of \( f(x) \) with a scaled version of \( \psi(x) \). Or to put it another way, the traditional CWT can be viewed as the projection of \( f(x) \) on the dilation and translation of \( \psi(x) \) [47]. The traditional CWT is shown in equation (1), and again as follows

\[ WT_f(a, b) = \frac{1}{\sqrt{|a|}} \int_{-\infty}^{\infty} f(x) \overline{\psi}\left(\frac{x-b}{a}\right) dx. \]  

(A.1)

With Parseval’s theorem for traditional CWT (see theorem 3.10 in [3] for its proof)

\[ C_\psi \int_{-\infty}^{\infty} f(x) \overline{g}(x) dx = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} WT_f(a, b) WT_g(a, b) \frac{dadb}{a^2}, \]  

(A.2)

where \( C_\psi \) is given in equation (4). Let \( g(x) \) be the Dirac delta function, i.e. \( g(x) = \delta(x-x') \), and from equation (A.2) we obtain

\[ f(x) = C_\psi^{-1} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} WT_f(a, b) \frac{1}{\sqrt{|a|}} \overline{\psi}\left(\frac{x-b}{a}\right) db \]  

(A.3)

which is the reconstruction formula or inverse transform of the conventional method. Notice that, although both traditional CWT equation (A.1) and our CWT equation (11) are the convolution of a general function with a wavelet function, the traditional reconstruction formula equation (A.3) is far more complex than our method equation (16).

It should be pointed out that the traditional CWT does not tell us how to construct a specific wavelet function. In fact, each existing continuous wavelet is constructed in some fact, each existing continuous wavelet is constructed in some way. For example, the well-known Mexican hat wavelet is defined as the negative normalized second derivative of the Gaussian function, i.e.

\[ \Psi_{MOO}(x) = C \frac{d^2}{dx^2} \left[ \frac{1}{\sigma \sqrt{2\pi}} \exp\left(-\frac{x^2}{2\sigma^2}\right) \right], \]  

(A.4)

where \( C \) is a normalization constant, such that \( \int_{-\infty}^{\infty} |\psi(x)|^2 dx = 1 \). If the standard deviation \( \sigma \) is set to \( \sqrt{2} \), then we have

\[ \Psi_{MOO}(x) = \frac{1}{(2\pi)^{3/4} \sqrt{3}} (2 - x^2) e^{-x^2}, \]  

(A.5)

which is the same as our wavelet equation (12), except for the prefactor. However, the original function cannot be
reconstructed by integrating $W_T(a, b)$ with respect to the scale parameter $a$ directly. In order to better understand this point, we perform the Fourier transform of equation (A.1) as

$$\tilde{W}_T(f, a, k) = \hat{f}(k) \frac{a}{\sqrt{|a|}} \hat{\Psi}_{\text{MH}}(ak), \quad (A.6)$$

where $\hat{\Psi}_{\text{MH}}(k) = 4(8\pi/9)^{1/4}2^k e^{-k^2}$. Obviously, due to $\int_{-\infty}^{\infty} (a/\sqrt{|a|}) \hat{\Psi}_{\text{MH}}(ak) \, da = 0$, we cannot recover the original function $\hat{f}(k)$ with $\int_{-\infty}^{\infty} \tilde{W}_T(f, a, k) \, da$.

As another example, we describe briefly how to design the Meyer wavelet (see [47] for details). The Meyer wavelet is constructed by means of the multiresolution analysis in the Fourier space, which is much more tedious than constructing the Mexican hat wavelet. The procedure consists of two steps, i.e. constructing the scaling function with the conjugate mirror filter and then constructing the wavelet function with the wavelet equation. The conjugate mirror filter $\hat{h}(k)$ used here is given by

$$\hat{h}(k) = \begin{cases} \sqrt{2}, & |k| \leq \frac{\pi}{3}, \\ \sqrt{2} \cos \left[ \frac{\pi}{2} \beta \left( \frac{3|k|}{\pi} - 1 \right) \right], & \frac{\pi}{3} < |k| \leq \frac{2\pi}{3}, \\ 0, & \frac{2\pi}{3} < |k| \leq \pi, \end{cases} \quad (A.7)$$

where $\beta(t)$ is an auxiliary function such that $|\hat{h}(k)|^2 + |\hat{h}(k + \pi)|^2 = 2$, which indicates the scaling functions are orthonormal under integer translations. The simplest case of $\beta(t)$ [48] is

$$\beta(x) = \begin{cases} 0, & x \leq 0, \\ x, & 0 < x \leq 1, \\ 1, & x > 1. \end{cases} \quad (A.8)$$

Cutting off the terms of $p > 1$ in the scaling function $\hat{\phi}(k) = \prod_{n=1}^{p} \hat{h}(2^{-n}k) / \sqrt{2}$ and letting $\phi(k) = 0$ for $|k| > 4\pi/3$, we have

$$\hat{\phi}(k) = \begin{cases} 1, & |k| \leq \frac{2\pi}{3}, \\ \sin \left( \frac{3|k|}{\pi} \right), & \frac{2\pi}{3} < |k| \leq \frac{4\pi}{3}, \\ 0, & |k| > \frac{4\pi}{3}, \end{cases} \quad (A.9)$$

which is the Meyer scaling function. Then substituting equations (A.7) and (A.9) into the wavelet equation, $\hat{\psi}(k) = \hat{g}(k/2) \hat{\phi}(k/2) / \sqrt{2}$, where $\hat{g}(k) = e^{-ik} h(k + \pi)$, we obtain the Meyer wavelet function as below,

$$\hat{\psi}_{\text{MY}}(k) \equiv \begin{cases} -\cos \left( \frac{3|k|}{4} \right) e^{-i\frac{k^2}{2}}, & 2\pi/3 < |k| \leq 4\pi/3, \\ \sin \left( \frac{3|k|}{8} \right) e^{-i\frac{k^2}{2}}, & 4\pi/3 < |k| \leq 8\pi/3, \\ 0, & \text{otherwise}, \end{cases} \quad (A.10)$$

which is a complex function and incompatible with our scheme.

Unlike conventional continuous wavelet functions designed in various ways, our scheme offers a uniform approach to construct wavelets by differentiating a smoothing function with respect to its scale parameter $w$. Because of this wavelet-constructing method, the original signal can be reconstructed easily by integrating the CWT $W(w, x)$ with respect to $w$, and hence, our method is much simpler than the traditional method.

Appendix B. Comparison with wavelets derived from different smoothing functions

In this work, we use the Gaussian function as the smoothing function to derive the wavelet function, due to its simplicity and wide applications. The Gaussian-derived wavelet is localized in both real and Fourier space. In other words, both $\Psi_f(w, x)$ and $\hat{\Psi}_f(w, k)$ are approximately compactly supported, as shown in Figure 1. Besides the Gaussian function, we also consider other bell-shaped functions, such as the Meyer scaling function [48] and the Epanechnikov function [49], as the smoothing function. The expressions of Meyer scaling function and Epanechnikov function are

$$m_w(x) = \begin{cases} \left( \frac{1}{2\pi} + \frac{1}{\pi^2} \right) w, & x = 0, \\ \pi \sin \left( \frac{wx}{2} \right) + w \cos \left( \frac{wx}{2} \right), & x \neq 0, \end{cases} \quad (B.1)$$

and

$$e_w(x) = \begin{cases} 3w \left( 1 - \left( \frac{wx}{A} \right)^2 \right), & -A \leq x \leq A, \\ 0, & \text{otherwise}, \end{cases} \quad (B.2)$$

respectively, where the constant $A$ is approximately equal to 3.342. We will explain the reason of such a choice below. The Fourier transforms of equations (B.1) and (B.2) are given by

$$\hat{m}_w(k) = \begin{cases} 1, & |k| \leq \frac{w}{2}, \\ \sin \left( \frac{\pi|k|}{w} \right) \frac{w}{2}, & w < |k| \leq w, \\ 0, & \text{otherwise}, \end{cases} \quad (B.3)$$
The corresponding shapes of these smoothing functions in real space are shown in the upper left panel of figure B1, and the lower left panel is for their Fourier transforms. Next, according to our scheme, we define the wavelets as the first derivative of smoothing functions with respect to \( w \). Hence the Meyer-derived wavelet in real space is

\[
\hat{\psi}_w(k, w = 1) = \frac{-3A_k/w \cos(A_k/w) + 3 \sin(A_k/w)}{(A_k/w)^3}, \quad k = 0, \quad k \neq 0.
\] (B.4)

The corresponding shapes of these smoothing functions in real space are shown in the upper left panel of figure B1, and the lower left panel is for their Fourier transforms.

Next, according to our scheme, we define the wavelets as the first derivative of smoothing functions with respect to \( w \). Hence the Meyer-derived wavelet in real space is

\[
\hat{\psi}_w(k, w = 1) = \frac{-3A_k/w \cos(A_k/w) + 3 \sin(A_k/w)}{(A_k/w)^3}, \quad k = 0, \quad k \neq 0.
\] (B.4)

where the form of \( \Psi_0(w, x) \) is

\[
\Psi_0(w, x) = \frac{\cos(wx) - \sin \left( \frac{wx}{2} \right)}{2(wx + \pi)^2} + \frac{\sin \left( \frac{wx}{2} + \cos(wx) \right)}{2(wx - \pi)^2} + \frac{2 \sin(wx) - \cos \left( \frac{wx}{2} \right)}{4(wx - \pi)} + \frac{2 \sin(wx) + \cos \left( \frac{wx}{2} \right)}{4(wx + \pi)}.
\] (B.6)

The Epanechnikov-derived wavelet function is

\[
\Psi_l(w, x) \equiv \frac{\partial \hat{\psi}_w(x)}{\partial w} = \begin{cases} 
\frac{3}{4A} \left[ 1 - 3 \left( \frac{wx}{A} \right)^2 \right], & -\frac{A}{w} \leq x \leq \frac{A}{w}, \\
0, & \text{otherwise}.
\end{cases}
\] (B.7)

The Fourier transforms of equations (B.5) and (B.7) are given as
\[ \hat{\Psi}_m(w, k) = \begin{cases} -\frac{\pi |k| \cos \left( \frac{|k|}{w} \right)}{w^2}, & \frac{w}{2} < |k| \leq w, \\ 0, & \text{otherwise}, \end{cases} \]  
\tag{B.8}

and
\[ \hat{\Psi}_r(w, k) = \begin{cases} 0, & k = 0, \\ -3 \left[ \left( \frac{\pi}{w} \right)^2 - 3 \right] \sin \left( \frac{\pi}{w} \right) + 9 \left( \frac{\pi}{w} \right) \cos \left( \frac{\pi}{w} \right), & k \neq 0, \end{cases} \]  
\tag{B.9}

respectively. It is easy to verify that both the Meyer- and the Epanechnikov-derived wavelet satisfy the admissibility condition and the square-integrable condition. Notice that the scale parameter \( w \) from equations (B.1) to (B.9) is defined as the frequency at which the first peak of \( \hat{\Psi}(w, k) \) is located when \( k/w = \pm 1 \), i.e. the frequency at which \( \hat{\Psi}(w, k) \) takes the maximum value when \( k/w = \pm 1 \), as shown in the lower right panel in figure B1. That is the reason we choose \( A = 3.342 \) for Epanechnikov-derived wavelet.

With these two wavelets, we can now compare their properties with those of the Gaussian-derived wavelet. By visual inspection of the upper right panel of figure B1, we find that when \( x \) is farther away from the origin in real space, the Meyer-derived wavelet is still oscillatory obviously while other wavelets are already close to zero. On the other hand, as shown in the lower right panel of figure B1, the Epanechnikov-derived wavelet is more extended in the Fourier space than others. Hence, compared with the Gaussian-derived wavelet, the Meyer- and the Epanechnikov-derived wavelet are not well localized in both real and Fourier space simultaneously, which degrades their performance and applicability in practice.

\section*{Appendix C. Comparing the power spectrum computed with the traditional CWT

In order to fully demonstrate the strength and usefulness of our scheme, we compute the 1D power spectrum for the same data set of the dark matter density field at \( z = 0 \), with the traditional CWT and our CWT, respectively. Due to its similarity to the Gaussian-derived wavelet, we use the Mexican hat wavelet (shown in equation (A.5)) as the basis function of the traditional wavelet transform for the computation. Here, the wavelet power spectrum averaged for 100 000 lines is defined as
\[ S_d^r(a) = \frac{1}{N_i} \sum_{i=1}^{N_i} \left\{ \frac{1}{L_d} \int W_T(a, b)^2 db \right\}, \]  
\tag{C.1}

where \( N_i = 100 000 \), and the superscript ‘\( r \)’ denotes ‘traditional’ to distinguish from our CWT power spectrum. Letting \( w = 1/a \), we put \( S_d^r(a) \) and \( S_d(w) \) together in figure C1, and find that the magnitude of \( S_d^r(w) \) is greater than that of \( S_d(w) \) in the entire scale range.

We reveal the relationship between these two wavelet power spectra in the following. Combining equations (A.1), (A.5) and (C.1), and with \( w = 1/a \), we obtain
\[ S_d^r(w) = \frac{w}{3\sqrt{2\pi} L_d} \sum_{i=1}^{N_i} \left\{ \int I(w, b) db \right\}, \]  
\tag{C.2}

in which \( I(w, b) \) is defined as
\[ I(w, b) = \int dx dx' \delta(x) \delta(x') \Psi[w(x - b)] \Psi[w(x' - b)], \]  
\tag{C.3}

where \( \Psi(x) = (2 - x^2)e^{-x^2/4} \). Substituting equation (11) into (21), we get
\[ S_d(w) = \frac{1}{16\pi L_d^3} \sum_{i=1}^{N_i} \left\{ \int I(w, b) db \right\}. \]  
\tag{C.4}

From equations (C.2) and (C.4), one can see that \( S_d^r(w) \) and \( S_d(w) \) satisfy
\[ \frac{S_d^r(w)}{S_d(w)} = \frac{16\pi}{3\sqrt{2\pi}} \approx 6.6843, \]  
\tag{C.5}

which is reproduced by our numerical result shown in the lower panel of figure C1. Equation (C.5) indicates that our
CWT and the traditional CWT are actually equivalent to each other in applicability.

References

[1] Fang L-Z and Pando J 1997 Proceedings of the V Erice Chalone School on Astrofundamental Physics ed N Sánchez and A Zichichi (Singapore: World Scientific)

[2] Daubechies I 1992 CBMS-NSF Regional Conf. Ser. in Applied Mathematics, 61, Ten Lectures on Wavelets (Philadelphia, PA: SIAM)

[3] Chai C K 1992 An Introduction to Wavelets (New York: Academic)

[4] Slezak E, Bijaoui A and Mars G 1990 Astro. Astrophys. 227 301

[5] Escalera E and Mazure A 1992 Astrophys. J. 388 23

[6] Escalera E, Slezak E and Mazure A 1992 Astro. Astrophys. 264 379

[7] Martínez V J, Paredes S and Saar E 1993 Mon. Not. R. Astron. Soc. 260 365

[8] Fujiwara Y and Soda J 1996 Prog. Theor. Phys. 95 1059

[9] Cayón L et al 2000 Mon. Not. R. Astron. Soc. 315 757

[10] Vielva P et al 2003 Mon. Not. R. Astron. Soc. 344 89

[11] González-Nuevo J et al 2006 Mon. Not. R. Astron. Soc. 369 1603

[12] Batista R A, Kemp E and Daniel B 2011 Int. J. Mod. Phys. E 20 61

[13] Mertens F and Lobanov A 2015 Astro. Astrophys. 574 A67

[14] Baluev R V 2018 Astron. Comput. 23 151

[15] Barreiro R B et al 2000 Mon. Not. R. Astron. Soc. 318 475

[16] Cayón L et al 2001 Mon. Not. R. Astron. Soc. 326 1243

[17] Aghanim N et al 2003 Astro. Astrophys. 406 797

[18] Sanz J L et al 1999 Mon. Not. R. Astron. Soc. 309 672

[19] Hansen F K et al 2006 Astrophys. J. 648 784

[20] Gu J et al 2013 Astrophys. J. 773 38

[21] Romeo A B, Horellou C and Bergh J 2003 Mon. Not. R. Astron. Soc. 342 337

[22] Romeo A B, Horellou C and Bergh J 2004 Mon. Not. R. Astron. Soc. 354 1208

[23] Pando J and Fang L Z 1996 Astrophys. J. 459 1

[24] Pando J et al 1998 Astrophys. J. 496 9

[25] Pando J, Valls-Gabaud D and Fang L-Z 1998 Phys. Rev. Lett. 81 4568

[26] Fang L-Z and Feng L-L 2000 Astrophys. J. 539 5

[27] Pando J and Fang L Z 1998 Phys. Rev. E 57 3593

[28] Yang X et al 2001 Astrophys. J. 553 1

[29] Nelson D et al 2019 Comput. Astrophys. Cosmol. 6 2

[30] Pillepich A et al 2018 Mon. Not. R. Astron. Soc. 475 648

[31] Springel V et al 2018 Mon. Not. R. Astron. Soc. 475 676

[32] Nelson D et al 2018 Mon. Not. R. Astron. Soc. 475 624

[33] Naiman J P et al 2018 Mon. Not. R. Astron. Soc. 477 1206

[34] Marinacci F et al 2018 Mon. Not. R. Astron. Soc. 480 5113

[35] Hockney R W and Eastwood J W 1988 Computer Simulation Using Particles (London: Taylor and Francis)

[36] He P et al 2006 Phys. Rev. Lett. 96 051302

[37] Zhu W, Feng L-L and Fang L-Z 2010 Astrophys. J. 712 1

[38] Fang L-Z and Zhu W 2011 Adv. Astron. 2011 492980

[39] Zhu W, Feng L-L and Fang L-Z 2011 Mon. Not. R. Astron. Soc. 415 1093

[40] Zhu W et al 2013 Astrophys. J. 777 48

[41] Zhuravleva I et al 2014 Nature 515 85

[42] Zhu W and Feng L-L 2015 Astrophys. J. 811 94

[43] Yang H-Y et al 2020 Mon. Not. R. Astron. Soc. 498 4411

[44] Farge M 1992 Annu. Rev. Fluid Mech. 24 395

[45] Bonazzola S et al 1987 Astro. Astrophys. 172 293

[46] Bernardeau F et al 2002 Phys. Rep. 367 1

[47] Mallat S 1999 A Wavelet Tour of Signal Processing (New York: Academic)

[48] Vermehren V and de Oliveira H M 2015 arXiv:1502.00161

[49] Epanechnikov V A 1969 Theory Probab. Appl. 13 153