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Abstract

The Multifocus image fusion objective in visual sensor networks is to combine the multi-focused images of the same scene into a focused fused image with improved reliability and interpretation. However, the existing fusion methods based on focus measures are not able to get entire focused fused image since they neglect the diagonal neighbor pixels during the selection of the focused objects. In order to get an image with all objects in focus a novel image fusion method using extended spatial frequency and wavelet based focus measures in the stationary wavelet transform domain is proposed. In our method, initially the two multi-focus source images are transformed and decomposed as low and high-frequency sub bands by using stationary wavelet transform. Then, each sub band is divided into equal sub-blocks. Focused sub-blocks of low and high-frequency sub bands are selected by using the extended spatial frequency and wavelet based focus measures. Lastly, the fused image is restored by performing the inverse stationary wavelet transform on selected sub-blocks. The performance of the proposed method is verified by carrying out the fusion on artificial, natural and misregistered multifocus images. The results of the proposed method are then compared with the results of existing image fusion methods. The experimental results indicate that proposed method not only removes artifacts in the fused image due to the shift-invariance of stationary wavelet transform and also preserves sharp details using extended spatial frequency and wavelet based focus measures.
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I. Introduction

In visual sensor networks, it became difficult to derive an image with all objects in focus due to the restricted depth of focus of optical lenses in camera sensors. The solution to this is a multi-focus image fusion, which combines multiple images of the same scene into a fused image which is more feasible for visualization and detection. Image fusion can reduce redundancy and thus improve efficiency of transmission in visual sensor networks (VSN). Spatial and transform domain image fusion methods are presented in the literature. However, spatial domain methods introduce undesirable effects such as image blurring and contrast reduction. To overcome these problems, multi-resolution fusion methods using Discrete Wavelet Transform (DWT) [XXIV], Multi-resolution Singular Value Decomposition (MSVD) [XI], Stationary Wavelet Transform (SWT) [X, XX], Discrete Cosine Harmonic Wavelet Transform (DCHWT) [VII], Lifting Stationary Wavelet Transform [VIII], Dual Tree Complex Wavelet Transform (DTCWT) [XVII], multi-scale transforms [XIII, XV, XVI, XVIII], signal processing techniques like spatial frequency [IX], statistical signal processing [I], and neural networks [XXX], have been developed by researchers. The DWT based fusion method had been verified to be an effective image fusion technique. However, DWT suffers from lack of shift-invariance because of the down-sampling process. The stationary wavelet transform (SWT) is one of the most precise ones excluding dearth of shift invariance caused by DWT and hence it is used for image fusion by many scholars. Further, a good fusion method not only relies on the transform but also depends on how to select the focused coefficients in the transform domain. Thus, focus measures [II, VI, XII, XIV, XXI-XXIII], are essential to select focused image areas from source images considered for fusion to get a sharper fused image. For multi-focus image fusion, numerous focus measures are available in the literature like variance, the Energy of Gradient (EOG), Spatial Frequency (SF), the Energy of Laplacian (EOL) and Sum Modified Laplacian (SML). These focus measures have been widely applied in the spatial and transform domain fusion algorithms. According to [VI], SML can afford better performance than SF, EOL and EOG. Xie, et al. in [XXVI] proved that Wavelet Based Focus Measure (WBFM) performs better than SML. In [V], the author considered variance as a focus measure of fusion. But, experiment results in [VI] show that variance provides inferior performance than other focus measures. Li, et al. in [IX] proposed Spatial Frequency (SF) based fusion in spatial domain. However, SF takes only vertical and horizontal neighbors into account during the selection of the focused pixels. Additionally, the diagonal neighbors could be included in the Extended Spatial Frequency (ESF) focus measure proposed by Zheng, et al. in [XXXII]. Sahoo, et al. in [XIX] proposed (DWT + Variance) variance based fusion in DWT domain. However, this method introduces artifacts due to shift variance of DWT. Liu Cao et al. in [III] proposed spatial frequency based fusion in Discrete Cosine Transform (DCT) Domain. But it introduces blocking effect due to DCT. In [XXIX], SML is considered as focus measure in SWT Domain (SWT+SML). From the literature, Extended Spatial Frequency and Wavelet Based Focus Measure have proven to be an effective focus measure for image fusion. Hence, the advantages of stationary wavelet transform in combination with ESF and WBFM focus measures are considered for multi-focus image fusion in this paper.
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II. Preliminaries

Stationary wavelet transform

The DWT that is intensely sampled suffers from a dearth of shift invariance. To conquer this problem, SWT, which is shift-invariant and computationally efficient, was developed. Shift-invariance is realized by eliminating the down-sampling in the DWT. SWT is a multi-resolution transform with redundancy and shift invariance properties. These properties make it suitable for image fusion to create a high quality fused image.

The $j^{th}$ level decomposition of 2D- SWT is implemented as given in Eq. (1):

$$cA_{j+1,k_1,k_2} = \sum_{n_1} \sum_{n_2} F_0^{12j} (n_1 - 2k_1) F_0^{12j} (n_2 - 2k_2) cA_{j,n_1,n_2}$$

$$cD_{j+1,k_1,k_2}^{h} = \sum_{n_1} \sum_{n_2} G_0^{12j} (n_1 - 2k_1) G_0^{12j} (n_2 - 2k_2) cA_{j,n_1,n_2}$$

$$cD_{j+1,k_1,k_2}^{d} = \sum_{n_1} \sum_{n_2} G_0^{12j} (n_1 - 2k_1) G_0^{12j} (n_2 - 2k_2) cA_{j,n_1,n_2}$$

(1)

Where $F_0$ and $G_0$ are low and high pass decomposition filters.

Inverse 2D- SWT is implemented as given in Eq. (2):

$$cA_{j,n_1,n_2} = \frac{1}{4} \sum_{l=0}^{N^2} \left\{ \sum_{k_1} \sum_{k_2} F_1 (n_1 - 2k_1 - i) F_1 (n_2 - 2k_2 - i) cA_{j+1,k_1,k_2} + \sum_{k_1} \sum_{k_2} G_1 (n_1 - 2k_1 - i) F_1 (n_2 - 2k_2 - i) cD_{j+1,k_1,k_2}^{h} + \sum_{k_1} \sum_{k_2} F_1 (n_1 - 2k_1 - i) G_1 (n_2 - 2k_2 - i) cD_{j+1,k_1,k_2}^{d} + \sum_{k_1} \sum_{k_2} G_1 (n_1 - 2k_1 - i) G_1 (n_2 - 2k_2 - i) cD_{j+1,k_1,k_2}^{d} \right\}$$

(2)

Where $F_1$ and $G_1$ is low pass and high pass reconstruction filters.

Focus Measures

Focus measures are essential to estimate the focused areas from source images to get a sharper fused image for multifocus image fusion. The focus measure is maximum for focused areas in source images and minimum in defocused areas. The focus measures used in the proposed method are described below:

Extended Spatial Frequency (ESF)

This focus measure estimates the clarity level of an image. High $ESF$ results in high image resolution. The $ESF$ comprises of row, column and diagonal frequencies. This spatial frequency includes diagonal information and thus results in extracting the fine details in an image. For an $N \times N$ image block $I (x, y)$ at position $(x, y)$, the $ESF$ is calculated using Eq. (3).

$$ESF = \sqrt{(RF)^2 + (CF)^2 + (MDF)^2 + (SDF)^2}$$

(3)

Where $RF$ and $CF$ are the row & column frequencies calculated using Eq. (4-5).
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\[ RF = \frac{1}{N \times N} \sum_{x=1}^{N} \sum_{y=2}^{N} [I(x, y) - I(x, y - 1)]^2, \]  
\[ CF = \frac{1}{N \times N} \sum_{x=1}^{N} \sum_{y=2}^{N} [I(x, y) - I(x - 1, y)]^2, \]

MDF and SDF - the main and secondary diagonal frequency calculated using Eq. (6-7)

\[ MDF = \frac{1}{N \times N} \sum_{x=2}^{N} \sum_{y=2}^{N} [I(x, y) - I(x - 1, y - 1)]^2, \]
\[ SDF = \frac{1}{N \times N} \sum_{y=1}^{N} \sum_{x=2}^{N} [I(x, y) - I(x - 1, y + 1)]^2, \]

Wavelet-based focus measure (WBFM):

Xie, et al. in [XXVI] proposed the wavelet-based focus measure based on discrete wavelet transform (DWT). In the DWT domain, the energy of a focused image increases in high-frequency sub-bands and decreases in low-frequency sub-bands. For a defocused image, the energy, decreases in high-frequency sub-bands and increases in low-frequency sub-bands. Based on these properties, wavelet-based focus measure is defined as in Eq. (8).

\[ \varnothing = \frac{M_H^2}{M_L^2} \]  

Where \( M_H \) and \( M_L \) are the high and low-frequency coefficients of the DWT defined using Eq. (9-10):

\[ M_H^2 = \sum_{(x,y) \in S_{LHI}} \sum_{x=2}^{N} \sum_{y=2}^{N} W^2_{LHI}(x, y) + \sum_{(x,y) \in S_{HLI}} \sum_{x=2}^{N} \sum_{y=2}^{N} W^2_{HLI}(x, y) + \sum_{(x,y) \in S_{HHI}} \sum_{x=2}^{N} \sum_{y=2}^{N} W^2_{HHI}(x, y) \]  
\[ M_L^2 = \sum_{(x,y) \in S_{LL}} W^2_{LLK}(x, y) \]

Where \( S \) indicates a selected window operator whose equivalent windows operator in the level \( I \) sub-bands \( LHI, HLI, \) and \( HHI \) are designated \( S_{LHI}, S_{HLI}, \) and \( S_{HHI}, \) respectively. \( W_{LHI}, W_{HLI}, \) and \( W_{HHI} \) are the high frequency coefficients in these sub-bands. \( W_{LLK} \) is the low frequency coefficient of the \( K \)th level. According to [XXVI], the coefficients of the first level DWT are used in (9) and the third level coefficients are used in (10).

III. Proposed Multifocus Image Fusion Algorithm

The proposed algorithm is implemented in steps as follows:

i. Consider two multi-focused source images (A & B) for fusion.

ii. For color images, transform source images in RGB color space to YCbCr color space.
iii. Compute one-level $SWT$ on each Y- (intensity) component of color source images to obtain the low (LL) and high (LH, HL and HH) frequency sub bands. Divide each sub band into equal blocks of size $32 \times 32$.

iv. Fusion of low-frequency sub-bands:
The coefficients in the low-frequency sub-bands denote approximate information and hold more energy of the source images. However, the commonly used average based fusion rules for low frequency coefficients reduce the contrast of the fused image. It’s verified that $ESF$ reflects the clarity of an image. Hence, each block of LL sub band of fused image is calculated using Eq. (11):

$$LF_i = \begin{cases} LA_i, & \text{if } ESF_i^A \geq ESF_i^B \\ LB_i, & \text{otherwise} \end{cases} \quad (11)$$

Where $ESF_i^A$ and $ESF_i^B$ are the $ESF$ of each block of LL sub band calculated using Eq. (3). $LF_i$ represents the LL sub band of fused image.

v. Fusion of high-frequency sub-bands:
The coefficients in the high-frequency subbands denote detail information such as edges and salient features of the source images. However, the generally used absolute based fusion rules for high-frequency coefficients consider noisy pixels also. It’s proven that the $WBFM$ can well denote the salient features and sharp boundaries of an image. So, each block of high frequency sub band of fused image is calculated using Eq. (12):

$$HF_i = \begin{cases} HA_i, & \text{if } \Phi_i^A \geq \Phi_i^B \\ HB_i, & \text{otherwise} \end{cases} \quad (12)$$

Where $\Phi_i^A$ and $\Phi_i^B$ are the $WBFM$ of each block of high frequency sub band calculated using Eq. (8). $HF_i$ denotes the high frequency sub band of fused image. This step is implemented for all high frequency sub bands.

vi. Apply inverse $SWT$ on each block of fused LL, LH, HL and HH sub bands to get fused image.

vii. Inverse transform fused image in YCbCr color space to RGB color space.

viii. Fused image quality is calculated in terms of reference and non-reference performance measures.

IV. Performance Evaluation

The proposed method performance can be evaluated using well known reference and non-reference measures.

Reference measures:

These measures are calculated based on the reference image.

Peak Signal to Noise Ratio (PSNR): It is an objective measure used to evaluate the quality of the fused image. The reference image is given by $R$ and fused image is represented by $F$, $PSNR$ is calculated using Eq. (13).
Structural Similarity Index Measure (SSIM): SSIM[XXV] quantifies structural similarity between two images. The SSIM parameter on images $R$ and $F$ is calculated as in Eq. (14).

$$SSIM = \frac{(2\mu_R\mu_F + C_1)(2\sigma_{RF} + C_2)}{\mu_R^2 + \mu_F^2 + \sigma_{RF}^2 + C_1 + C_2}$$  \hspace{1cm} (14)$$

Feature Similarity Index Measure (FSIM): It is an image quality assessment measure proposed by Zhang, et al. [XXXI] and is defined using Eq. (15).

$$FSIM = \frac{\sum_{x,y \in \Omega} s_L(x,y)PC_m(x,y)}{\sum_{x,y \in \Omega} PC_m(x,y)}$$  \hspace{1cm} (15)$$

Where $\Omega$ denotes the whole image

Non-Reference measures:

The calculation of these measures is not based on a reference image.

Mutual Information (MI): The MI is used for measuring the quality of fused image, and is defined using Eq. (16-18).

$$I_{AF}(F, A) = \sum p(F, A) \log \left( \frac{p(F, A)}{p(F)p(A)} \right)$$  \hspace{1cm} (16)$$

$$I_{BF}(F, B) = \sum p(F, B) \log \left( \frac{p(F, B)}{p(F)p(B)} \right)$$  \hspace{1cm} (17)$$

$$MI = I_{AF} + I_{BF}$$  \hspace{1cm} (18)$$

Where $I_{AF}$ and $I_{BF}$ denote the normalized MI between the fused image ($F$) and the source images $A$ & $B$.

Standard deviation (SD): SD is used for estimating the contrast of fused image. This is given by Eq. (19).

$$\sigma = \sqrt{\sum_{x=1}^{N} \sum_{y=1}^{N} (F(x,y) - \bar{F})^2}$$  \hspace{1cm} (19)$$

Spatial Frequency (SF): To quantify the clearness of fused image, SF can be used. If the SF value is larger it denotes better fusion result and defined using Eq. (20-22).

$$RF = \frac{1}{N^2} \sum_{x=1}^{N} \sum_{y=2}^{N} [F(x,y) - F(x,y - 1)]^2$$  \hspace{1cm} (20)$$

$$CF = \frac{1}{N^2} \sum_{x=1}^{N} \sum_{y=2}^{N} [F(x,y) - F(x-1,y)]^2$$  \hspace{1cm} (21)$$

$$SF = \sqrt{RF^2 + CF^2}$$  \hspace{1cm} (22)$$

Perceptual quality measure ($Q_{CB}$): Chen and Blum [IV], proposed $Q_{CB}$ to measure the quality of fused image. Firstly, the global quality map $Q_c$ is calculated.
\[ Q_C(x,y) = \lambda_A(x,y)Q_{AF}(x,y) + \lambda_B(x,y)Q_{BF}(x,y) \] (23)

\[ Q_{CB} = \overline{Q_C(x,y)} \] (24)

\[ Q_{CB} \] is calculated by using Eq. (23-24).

**Structural similarity-based measure (Q_V):** \( Q_V \) proposed by Yang *et al.* [XXVIII] for fused image quality evaluation. \( Q_V \) is given by Eq. (25).

\[
Q_V = \begin{cases} 
\lambda(w)SSIM(A,F|w) + (1 - \lambda(w))SSIM(B,F|w) & \text{for } SSIM(A,B|w) \geq 0.75 \\
\max\{SSIM(A,F|w),SSIM(B,F|w)\} & \text{for } SSIM(A,B|w) < 0.75 
\end{cases}
\] (25)

**Edge-preservation measure (Q_G):** Xydeas and Petrovic [XXVII], proposed \( Q_G \), which evaluates the amount of edge information conveyed from source images to fused image. \( Q_G \) is defined using Eq. (26).

\[
Q_G = \frac{\sum_{x=1}^{N} \sum_{y=1}^{N} Q_{AF}(x,y)w_A(x,y)+Q_{BF}(x,y)w_B(x,y)}{\sum_{x=1}^{N} \sum_{y=1}^{N} (w_A(x,y)+w_B(x,y))} 
\] (26)

V. Experimental Results and Analysis

The proposed fusion method based on SWT and focus measures as well as existing fusion methods DWT, MSVD and SWT (with a decomposition level = 1), DTCWT (with a decomposition level = 4) DCHWT (with a decomposition level = 3), SF, DWT + Variance, SWT + SML have been experimented on Artificial, natural and misregistered multifocus images. All methods are implemented using MATLAB R2014a on a PC with 4 GB RAM, Intel core i3, 3.70 GHz with Windows 10 Pro, 64 bits operating system.

i. Fusion of Artificial Multi-Focus Images

The first experiment is performed on artificially created images with divergent focus levels.

Fig 1 Reference and source images of Lena (a) Reference Image (b) Source image 1 (blur on top) (c) Source image 2 (blur on down)
Fig 2 Comparison of fused images of different fusion methods ( Lena): (a)-(i) Fused images using DWT [XXIV], MSVD [XI], SWT [X], DTCWT [XVII], DCHWT [VII], SF[IX], DWT + Variance [XIX], SWT + SML [XXIX] and proposed method.

The artificially blurred images were produced by filtering the reference image with a 15×15 Gaussian filter. One pair of color images of the Lena are considered for fusion. Both the reference and artificially generated source images of Lena are shown in Figure 1. Fused images of Lena from different fusion methods are compared in Figure 2(a)-(i). The fused image quality is defined in terms of improved contrast, sharp details like edges and boundaries.

To evaluate the subjective assessment of various fusion methods, the zoomed images (which are sub images taken from the fused images) are considered as shown in Figure 3(a)-(i).
Fig 3 Comparison of zoomed images of different fusion methods (Lena): (a)-(i) zoomed images using DWT [XXIV], MSVD [XI], SWT [X], DTCWT [XVII], DCHWT [VII], SF [IX], DWT + Variance [XIX], SWT + SML [XXIX] and proposed method.

One can observe from Figure 3(a) that DWT [XXIV] method yields blurred effect as well as discontinuity at the border of divergent focus levels on the face of the Lena and MSVD [XI] method in Figure 3(b) shows discontinuities at the edges. The SWT [X] method in Figure 3(c), DTCWT [XVII] method in Figure 3(d) and DCHWT [VII] method in Figure 3(e) also introduces edge discontinuities at the border of blurred and distinct regions. The SF [IX] method in Figure 3(f) shows blocking effect and DWT + Variance [XIX] method leads to artifacts at the face of Lena. SWT + SML [XXIX] in Figure 3(g) also show edge discontinuities at the border of blurred and distinct regions.

One can observe from Figure 3(i) that the proposed method gives the sub-image without blurring and good contrast. The logic is that the shift-invariance property of SWT in combination with ESF and wavelet based focus measures in the proposed method reduces artifacts with improved contrast and preserves edges more efficiently than other methods.
Table 1: Performance comparison based on reference and non-reference measures of various fusion methods

| Artificial Multi-Focus Images | Fusion Method | Reference Measures | Non-Reference Measures |
|-----------------------------|---------------|--------------------|------------------------|
|                             |               | PSNR   | SSIM  | FSIM | MI   | SD   | SF   | Q_{CB} | Q_{Y} | Q_{G} |
| Lena                       | DWT           | 27.1013 | 0.9701 | 0.9105 | 5.0907 | 54.6945 | 14.2013 | 0.5406 | 0.7005 | 0.3795 |
|                            | MSVD          | 27.7903 | 0.9759 | 0.9335 | 5.0719 | 55.0437 | 16.5964 | 0.5369 | 0.7649 | 0.4239 |
|                            | SWT           | 28.2727 | 0.9795 | 0.9374 | 5.1722 | 54.9652 | 15.4654 | 0.5624 | 0.7912 | 0.4454 |
|                            | DTCWT         | 32.9903 | 0.9909 | 0.9880 | 5.2854 | 57.7759 | 19.6903 | 0.6624 | 0.8499 | 0.5124 |
|                            | DCHWT         | 33.1908 | 0.9908 | 0.9888 | 5.4062 | 57.7855 | 18.7805 | 0.6354 | 0.8549 | 0.4961 |
|                            | SF            | 29.9602 | 0.9850 | 0.9491 | 5.4122 | 56.7213 | 17.9604 | 0.5515 | 0.7922 | 0.4635 |
|                            | DWT + Variance| 27.9178 | 0.9770 | 0.9362 | 5.0569 | 55.1972 | 16.8174 | 0.5463 | 0.7589 | 0.4108 |
|                            | SWT + SML     | 27.2163 | 0.9714 | 0.9115 | 5.1144 | 54.6658 | 13.8829 | 0.5399 | 0.7076 | 0.3886 |
|                            | Proposed method| 33.8174 | 0.9915 | 0.9970 | 6.0299 | 58.7259 | 19.6446 | 0.7124 | 0.8960 | 0.5632 |

The comparison of reference and non-reference measures of various fusion methods is given in Table 1. It can be observed from Table 1, PSNR, SSIM and FSIM are high in the proposed method indicate that the quality of the fused image is better compared to other fusion methods. And also the proposed method has higher MI, SD and SF values compared to other methods. High MI value shows that the proposed method well transfers sharp details from source images to the fused image. A high SD and SF value shows that contrast and edges are preserved in the fused image. Q_{CB}, Q_{Y}, and Q_{G} are also high, indicating that the fused image of the proposed method will acquire good contrast, structural and edge information from the source images.

ii. Fusion of Natural Multi-Focus Images

The second experiment is performed on naturally obtained multifocus color images with divergent focus levels. One pair of color images of the children is considered for fusion. The source and the fused images of children are shown in Figure 4. To evaluate the fused image quality, the residual images are considered as shown in Figure 5. The residual images are the difference between the Y component of source and fused images. For focused areas, the difference between the source and fused images must be zero. In Fig. 5 (q) the area of foreground and in Fig. 5 (r) the background part is entirely zero. This shows that the whole focused area is present in the fused image. But, the area of foreground as well as background part is also presented in the results attained by other methods shown in Fig. 5 (a) - (p). Hence, the proposed method well transfers focused details from source images and produce good contrast in the fused image. The logic is that the selection of focused low-frequency coefficients using extended spatial frequency and the selection of focused, high-frequency coefficients using wavelet based focus measures.
Fig 4 Source and fused images of Children: (a) Foreground Focused image (b) Background Focused image; (c)-(k) fused images using DWT [XXIV], MSVD [XI], SWT [X], DTCWT [XVII], DCHWT [VII], SF[IX], DWT + Variance [XIX], SWT + SML [XXIX] and proposed method
Table 2: Performance comparison based on non-reference measures of various fusion methods

| Natural Multi-Focus Images | Fusion Method | Non-Reference Measures | MI   | SD    | SF    | \(Q_x\) | \(Q_y\) | \(Q_z\) |
|---------------------------|---------------|------------------------|------|-------|-------|---------|---------|---------|
| Children                  | DWT           |                        | 6.2382 | 58.6170 | 15.0296 | 0.7090 | 0.8736 | 0.5602 |
|                           | MSVD          |                        | 6.0485 | 58.7137 | 17.6713 | 0.7056 | 0.8304 | 0.5568 |
|                           | SWT           |                        | 6.3828 | 59.0920 | 17.9889 | 0.7173 | 0.9230 | 0.6335 |
|                           | DTCWT         |                        | 6.2950 | 60.6955 | 21.6772 | 0.7248 | 0.9345 | 0.6237 |
|                           | DCHWT         |                        | 6.4796 | 59.6448 | 20.6123 | 0.7246 | 0.9376 | 0.6203 |
|                           | SF            |                        | 6.6459 | 59.1484 | 17.9372 | 0.7228 | 0.9013 | 0.6108 |
|                           | DWT + Variance|                        | 6.1921 | 59.0807 | 18.8901 | 0.7028 | 0.9021 | 0.5788 |
|                           | SWT + SML     |                        | 6.4075 | 58.7598 | 16.4130 | 0.7095 | 0.8863 | 0.5715 |
|                           | Proposed      |                        | 6.9241 | 60.2023 | 21.5846 | 0.7516 | 0.9531 | 0.6516 |

Fig 5 Difference image between figures: (a) 4 (a) and 4 (c); (b) 4(b) and 4(c); (c) 4(a) and 4 (d); (d) 4(b) and 4(d); (e) 4(a) and 4(e); (f) 4(b) and 4(e); (g) 4(a) and 4(f); (h) 4(b) and 4(f); (i) 4(a) and 4(g); (j) 4(b) and 4(g); (k) 4(a) and 4(h); (l) 4(b) and 4(h); (m) 4(a) and 4(i); (n) 4(b) and 4(i); (o) 4(a) and 4(j); (p) 4(b) and 4(j); (q) 4(a) and 4(k); (r) 4(b) and 4(k);
It is found from Table 2 that the proposed method has higher MI, SD, SF; $Q_{CB}$, $Q_Y$, and $Q_G$ values compared to other fusion methods. This indicates that the proposed method well preserves sharp details in a fused image.

iii. Fusion of Misregistration Multi-Focus Images

Misregistration occurs in the multi-focus image set due to their diverse focal points or the movement of objects in the visual sensor Networks. Thus, the third experiment is performed on misregistration multifocus color images to assess the robustness of the proposed method. One pair of color images of the temple is considered for fusion. The source and experimental results of temple images are shown in Figure 6(a)-(k).

Fig 6 Source and fused images of Children: (a) Foreground Focused image (b) Background Focused image; (c)-(k) fused images using DWT [XXIV], MSVD [XI], SWT [X], DTCWT [XVII], DCHWT [VII], SF[IX] , DWT + Variance [XIX], SWT + SML [XXIX] and proposed method
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Table 3: Performance comparison based on non-reference measures of various fusion methods

| Misregistration Multi-Focus Images | Fusion Method | Non-Reference Measures |
|-----------------------------------|---------------|------------------------|
|                                   |               | MI | SD | SF | Q_{CB} | Q_{Y} | Q_{G} |
| temple                            | DWT           | 3.1042 | 48.4896 | 20.0167 | 0.5482 | 0.7215 | 0.3680 |
|                                   | MSVD          | 3.1312 | 50.1462 | 28.6968 | 0.5618 | 0.8439 | 0.4803 |
|                                   | SWT           | 3.2651 | 49.9417 | 27.1434 | 0.5634 | 0.8701 | 0.5194 |
|                                   | DTCWT         | 3.0700 | 55.1996 | 32.8597 | 0.6298 | 0.9102 | 0.5673 |
|                                   | DCHWT         | 3.5849 | 51.7855 | 30.6000 | 0.6398 | 0.9341 | 0.5839 |
|                                   | SF            | 4.3200 | 51.9740 | 30.0197 | 0.6657 | 0.8911 | 0.5735 |
|                                   | DWT + Variance| 3.0735 | 49.6694 | 28.3378 | 0.5526 | 0.8174 | 0.4468 |
|                                   | SWT + DCT + SML| 3.2419 | 49.0397 | 23.6667 | 0.5496 | 0.8052 | 0.4306 |
|                                   | Proposed method| 5.3753 | 53.9722 | 31.9916 | 0.7375 | 0.9696 | 0.6474 |

Although the source images of the Temple in Figure 6(a) and 6(b) are seriously misregistered due to the change of viewpoint, we can observe from Figure 6(k) that the boundaries and edges of the fused image are clear in the proposed method compared to other fusion methods.

Fig 7 Comparison of MI, Q_{CB}, Q_{Y}, and Q_{G}
Quantitative analysis of the proposed method of temple image is done through non-reference measures like MI, SD, SF, Q_{CB}, Q_{Y}, and Q_{G} as given in Table 3. In Fig 7, the MI, Q_{CB}, Q_{Y} and Q_{G} of the proposed method are high compared with the DWT, MSVD, SWT, DTCWT, DCHWT, SF, DWT + Variance and SWT+SML methods indicates that the sharp details from source images are transferred to fused image. In Fig 8, SD and SF values of the proposed method are also high compared to DWT, MSVD, SWT, and DCHWT methods shows that contrast and edges are preserved in a fused image. The SD and SF values of DTCWT are high compared to proposed method, but with a decomposition level of 4.

VI. Conclusions

In this paper, multi-focus image fusion using Extended Spatial Frequency and Wavelet Based Focus Measures in Stationary Wavelet Transform Domain has been developed. The shift-invariance property of Stationary Wavelet Transform makes the algorithm suitable for image fusion and help to produce a high quality fused image. And also the extended spatial frequency and wavelet based focus measures helps for effective selection of focused coefficients from low and high-frequency subbands in transform domain in order to get a focused fused image. The performance of the proposed fusion method is tested by applying the fusion on artificial, natural and misregistered multifocus images. Experimental results demonstrate that the proposed method preserves the image details in a far better way and extensively improves the fused image sharpness than other fusion methods. So our proposed fusion method is more suitable for visual sensor networks in the transmission of good quality fused images.
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