BHCNet: Neural Network-Based Brain Hemorrhage Classification Using Head CT Scan
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ABSTRACT

Brain Hemorrhage is the eruption of the brain arteries due to high blood pressure or blood clotting that could be a cause of traumatic injury or death. It is the medical emergency in which a doctor also need years of experience to immediately diagnose the region of the internal bleeding before starting the treatment. In this study, the deep learning models Convolutional Neural Network (CNN), hybrid models CNN + LSTM and CNN + GRU are proposed for the Brain Hemorrhage classification. The 200 head CT scan images dataset is used to boost the accuracy rate and computational power of the deep learning models. The major aim of this study is to use the abstraction power of deep learning on a set of fewer images because in most crucial cases extensive datasets are not available on the spot. The image augmentation and imbalancing the dataset methods are adopted with CNN model to design a unique architecture and named as Brain Hemorrhage Classification based on Neural Network (BHCNet). The performance of the proposed approach are analyzed in terms of accuracy, precision, sensitivity, specificity and F1-score. Further, the experimental results are evaluated by comparative analyses of the balanced and imbalanced dataset with CNN, CNN + LSTM and CNN + GRU models. The promising results are achieved with CNN by imbalancing the dataset and gain highest accuracy that outperforms the hybrid CNN + LSTM and CNN + GRU models. The results reveals the effectiveness of the proposed model for accurate prediction to save the life of the patient in the meantime and fast employment in the real life scenario.
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I. INTRODUCTION

Hemorrhage [1], [2] is a medical term referring to bleeding within or out of the body. Internal bleeding of the brain is known as Brain Hemorrhage [3]. This is caused by a sudden blood clot [4] in arteries that supply blood to the brain or internal bleeding in the surrounding tissues of the brain due to rupturing of the arteries [5]–[8]. The brain cells got damage by this bleeding and the most common causes [9] are trauma [1], high blood pressure [10], aneurysm, blood vessel abnormalities [11], amyloid angiopathy, bleeding disorders and brain tumors [12], [13]. Those are the major causes of death and severe disability. The brain hemorrhage is the cause of the 30% of deaths in the united states in 2013 [14] by the ratio of 100,000:7 in the west and 100,000:200 people in Asia. Moreover, women are affected more than men by the ratio of 3:2 and 80% of people born with weak spots in brain arteries [15]. According to the World Health Organization (WHO) report of 2009 patients suffer from stroke was 15 million, in which 5 million died and 5 million were disabled [16].
FIGURE 1. Brain hemorrhage classification using the CNN model to diagnose the region of the internal bleeding in the CT scan images of the Brain.

Medical experts [17] refers to the fast diagnoses and effective initial treatment in these cases to prevent disability and death [18]. The Computed Tomography (CT) scan [19] and Magnetic Resonance Imaging (MRI) [20] are used to visualize the internal structure of skull and brain. The medical imaging technique such as CT scan preferred by the medical experts than the MRI to analyze the internal structure of the human body include the brain because it provides the wider availability, lower cost and sensitiveness to early diagnoses of the brain hemorrhage. The CT scan is a collective combination of different X-ray images in cross-sectional views generated by computer with different angles using 3D imaging [21]. The X-ray [6], [22] beams are transmitted by the CT scanner in an arc that allows to capture tissues with different intensity levels depend on the X-ray absorbency level of the tissues. The CT scan provides detailed information about the internal body structure and tissues of the solid organs that helps the medical experts to diagnose the internal bleeding and blood accumulation in the brain [6]. The CT scan is mostly used in emergencies to diagnose infection, tumor, traumatic injuries [23] and hemorrhagic strokes inside the body that are difficult to identify by the person [14]. The CT scan gain preference instead of MRI because it provides the fast acquisition for initial treatment. The identification of the brain hemorrhage is a challenging phase because it is caused by internal bleeding in the head [8] and the medical experts also need years of experience to identify the region of bleeding in the CT scan. There is a life of the patients is at risk and every single life is important. In previous studies, the researchers put their efforts and knowledge to make the perfect system to diagnose the exact region of brain hemorrhage but failed because of deficiencies like diagnosis processes took too much time and performance evaluations illustrates not enough results to save the life of every single patient.

The Brain Hemorrhage Classification Using NN (BHCNet) system is proposed to distinguish the brain hemorrhage using head CT scan image based on Convolutional Neural Network (CNN) as shown in Figure 1. The unique design of the BHCNet system that is based on newly designed...
layered architecture of CNN with image augmentation and imbalancing methods by using small dataset of 200 head CT scan images to increase the abstraction power, prediction speed and accuracy. The contributions of this study are as follows:

- The BHCNet diagnosis system for the Brain Hemorrhage patients proposed in the presence of small dataset that would be helpful in critical times where extensive dataset are not available.
- The image preprocessing methods such as resize the image, flipping of image and Image augmentation is adopted to enhance the efficiency of training process to gain the highest accuracy rate and performance of the CNN.
- The experiments are carried out with deep learning models CNN, hybrid CNN + LSTM and CNN + GRU are proposed based on layered architecture using head CT scan images. The structure of layers are consists of a convolutional layer, max-pooling layer, global average pooling layer and the dense layer as shown in Figure 5.
- The performance evaluation matrices i.e. accuracy, precision, sensitivity, specificity and F1 score is used to evaluate the effectiveness of the proposed study.
- Further, the proposed approach and experimental results are compared by carried out different experiments using hybrid deep learning models with balanced and imbalanced dataset.

The structure of the preceding paper is organized as follow: Section II presents the existing and previous efforts of researchers as a related work. Section III presents the dataset. Section IV discusses the methods and methodology of the proposed study. Section V is the results and evaluation analyses of the performance. Section VI is the conclusion of this study.

II. RELATED WORK

In recent times, neural networks are increasingly leveraging at the provisioning of smart systems for health diagnostics and treatment. The machine learning [24] and deep learning [25]–[28] approaches were developed in previous works for the automated diagnoses of a brain hemorrhage [29], [30]. The brain hemorrhage classification proposed by different authors using different methods to diagnose specific types. For this purpose, MRI [31] and CT scan [32], [33] were used to classify the patient has brain hemorrhage or not. The Naive Bayes [34], K-Means clustering [35], Image Segmentation [36], Multi-class classification [37], Recurrent Neural Network (RNN) [38], Long Short-Term Memory (LSTM) [39], CNN [40] and hybrid models [41] were used to classify the brain hemorrhage. The small dataset and large dataset are used to validate their work by different authors.

Deep learning methods were applied [42] for brain hemorrhage classification using a Computer Tomography (CT) [19] scan. This work consists of deep convolutional neural networks and auto-encoders method that depends on three hidden layers and achieved better recognition rate of 89.6% with CNN, 90.9% while using stack Autoencoder and lower Mean Squared Error (MSE) [40], [43] rate of 0.0021 with stacked auto encoder and 0.099 with CNN using the characterization curve. This approach takes longer time with 12000 iterations which make it more complex and time consuming as well as using larger dataset. The CNN model has been implemented [5] with Gray Level Co-occurrence Matrix(GLCM) [44] to assists the Computer Aided Diagnoses (CADx) [45] system for the classification of all types of medical images like MRI and CT. The proposed method was used to extract and convert the information of irregular segmentation regions of the image into fixed-size GLCM input for CNN. Furthermore, the 3D CT scan images are used to classify ICH based on the combination of CNN and LSTM [41]. CNN helps to identify the ICH in axial slices and LSTM help to analyze the obtained information from the classification of slices. They enhanced the classification model of ICH using 3D non-contrast CT scan without using preprocessing. K-Mean algorithm [46] is the unsupervised learning technique that was use for the segmentation of the brain MRI images with the integration of the dual-tree complex wavelet transform. Expectation Maximization Segmentation (EMS) software [47] is used to extract the infected regions of the brain by segmentation and corrected the intensity of inhomogeneities. The performance of the sector-based segmentation method is used to handle the intensity inhomogeneities. For this purpose, Local region-based level set method hybrid approach with a variation of fuzzy clustering was proposed. Identification of ICH is difficult when the bleeding occurs in a small area and when the medical person is not experienced. This Approach used to detect small region based ICH and higher attenuation signal caused by SAH [48].

The CNN model [49]–[51] improved to classify medical color images by automatically selecting misclassified negative samples during the training phase by tuning the hyper-parameters to compare Selective Sampling (SeS) [52] and Non-Selective Sampling (NSSeS). The SeS with CNN outperforms NSSeS by achieving 0.89 and 0.97 on two data sets. Hssayeniet al. [21] present two folds contribution. Firstly, the data set collects from CT scans of traumatic brain injury that manually outlined by two experienced radiologists [53], [54]. Second, apply the CNN on these image segmentation also known as U-Net and performance is evaluated by 5 fold cross-validation with a dice coefficient of 0.31. A novel approach NB-PCk [55] used to apply an image mask on MRI images for the detection of brain hemorrhage. The binary thresholding process used to get minimal local binary pattern and GLCM for segmentation but 13% results improved than the usual Support Vector Machine (SVM) algorithm, still not able to detect very small subarachnoid hemorrhage. The CNN model with the Gray Level Co-occurrence Matrix(GLCM) [5] presented to assists the Computer-Aided Diagnoses (CADx) system for the classification of all types of medical images like MRI and CT. The proposed method was used to extract and convert the information of irregular segmentation regions of the image into fixed-size GLCM input.
for CNN. The Recurrent Attention DenseNet (RADnet) [56] combine with Recurrent Neural Network (RNN) layers [57] to perform slice level prediction and achieved better results than the benchmarked RADnet performance on an analysis of 77 CT scans by three senior radiologists. One-dimensional CNN [58] is used to extract semantically co-located features, LSTM for sequential features and logistic function used to classify ICH from the radiologist reports. There were 12,852 CT radiologist reports used for training and testing purpose. The performance is evaluated by using a receiver operator curve (ROC) [59], [60] and achieved 0.94 area under the curve (AUC).

III. HEAD CT SCAN IMAGES DATASET
The CT scan is the easiest and efficient way to diagnose the internal bleeding, traumatic injuries and disrupted of veins in the body that cause strokes or death. The dataset is consists of the equally balanced 200 CT scan images of the brain hemorrhage and non-brain hemorrhage patients.

![FIGURE 2. The CT scan image dataset visualization based on variation in the height and width of the images.](image)

There are 100 CT scan images of the Hemorrhage patients and 100 are non-brain hemorrhage. This is the labelled dataset that having two classes such that hemorrhage and non-brain hemorrhage. The images consists of different height and width as shown in Figure 2 that presents the different variation in images. This is the small dataset with some benefits that increases the speed of the training process of the CNN model and reduces the chances of the overfitting but it also reduces the accuracy rate as well which is the challenging part. In the end, the dense layer drop out the links of the neuron to identify the brain hemorrhage in the CT scan images of the brain. The proposed methodology is presented in Figure 4.

IV. METHODOLOGY
The CT Scan of the brain hemorrhage as an input image data needs to be preprocessed first for further deep learning processing. First, resized the images into a fixed size because images are in a different size and deep learning model does not get input of different sizes. That’s why the suitable size 128 × 128 is selected.

After applying the train-test split, Image augmentation is applied to increase the number of training images from 180 to 1000 images to boost the performance. The CNN, CNN + LSTM and CNN + GRU are applied to the preprocessed images. The layered architecture of deep learning models are consists of three convolutional 2D, two max-pooling, one global average pooling and fully connected dense layers as presented in Figure 5. The layer are all connected that extracts the features from the image data and pass it to the next layer. In the end, the dense layer drop out the links of the neuron to identify the brain hemorrhage in the CT scan images of the brain. The proposed methodology is presented in Figure 4.

A. PREPROCESSING
The learning phase of the CNN model is the major part of the proposed study because in the medical field, the diagnosis of the brain hemorrhage is the most vital part. The CT scan image dataset needs more concentration based on some filtration and enhancements to enhance the learning efficiency of the training phase of the CNN model. The preprocessing is the phase of filtering, reshaping and enhance the dataset quality to increases the performance of the deep learning models. There are different methods used in this study like resizing, flipping and augmentation of images are applied as a preprocessing to enhance the quality and quantity of the images data.

1) RESIZE THE IMAGES DATA
The training of the deep learning models needs to train on the same size of the images. The resizing of the images into a same sizes speed up the learning process and reduces the chance of overfitting. The performance of the model and the accuracy rate also reduces due to the loss of data during image resizing that is one of the challenging parts to resize the images data. In the proposed study 128 × 128 dimensions
are selected to resize the images in a fixed size. It is efficient to overcome both overfitting and fast learning rate issues with the best accuracy rate.

2) TRAINING AND TESTING DATA SPLIT
The train-test split is the process in which the data split into a fixed ratio for the train and the testing of the deep learning models. The brain hemorrhage is the medical emergency in which the most significant part is to diagnose correctly. For this purpose, the deep learning models need to train with maximum data and then perform accurate predictions. The 90% data selected for the training phase and 10% data for the testing phase. There are 200 images in which 100 images of Hemorrhage and 100 are of non-brain hemorrhage patients. The 180 images used for the training, from which 90 random images selected from Hemorrhage and 90 random images from non-brain hemorrhage. The remaining 20 images used for testing purpose from which 10 from Hemorrhage and the 10 images from non-brain hemorrhage as shown in Figure 4. Then Image augmentation used on the training data of 180 images to enhance the learning of the deep learning models.

3) IMAGE AUGMENTATION
The image augmentation [61] is the process of artificially create the data for the efficient learning and to increase the prediction accuracy. In the concepts of deep learning a small dataset is the major obstacle in the process of learning [62]. That is why image augmentation is used to artificially increase the training and validation dataset by flipping horizontally or vertically, rescaling, shearing, by increasing or decreasing the zoom range, by rotating image at different angles, by increasing or decreasing the width or height ranges and by using fill mode. The image dataset has different pixel values and by rescaling the pixel value of all the images transform into the range of [0, 255] to [0, 1] to treat all the images in equal manners. By zooming at the range of 0.05, shearing counter-clockwise direction, by shifting range of image height and width at the range of 0.05 with the filling mode at constant, the image augmentation process enhances the small dataset for the training process.

B. PROPOSED DEEP LEARNING MODELS
The image classification took years of efforts and experienced persons to construct algorithms [63], [64]. Deep learning reduces the efforts of years into hours or minutes that consists of neural networks. In the field of neurology, image classification is used on a large scale. Image input consists of pixel values in the form of numerics that assigned to neuron. Each neuron contains a single numeric value and connection between neuron contain weights that represent the strength between the neurons of different layers. In this study, deep learning CNN, hybrid of CNN + LSTM and LSTM + GRU models are proposed to diagnose the brain hemorrhage.

1) CONVOLUTIONAL NEURAL NETWORK (CNN) MODEL
Deep learning method CNN [49], [50] is consists of a network of layered architecture. CNN is mostly used for image classification purposes. The raw pixels are extracted by the layered architecture of CNN from the image in the form of features. These layers are the input layer, 2D convolutional layer, max-pooling layer, global average pooling layer and dense layer are used in this study as shown in Figure 5. The features are extracted by each layer and pass those to the next layer. These features are classified within the model.

The core of the CNN is convolutional layer that perform the most complex computational tasks than the other layers. The convolutional layer depend on the learnable filters. This layer convolves over the input image based on the receptive field size that is equivalent to the filter size known as the...
kernel [65], [66]. The kernel size is spatially small like the image size is $128 \times 128 \times 3$ in pixels (width $\times$ height $\times$ dimensions) then the kernel size is $3 \times 3$. The dimensions of the kernel are $3 \times 3 \times 3$ where 3 is the depth of the original image. This kernel first starts to convolve over the image from the left top corner then move forward unit by unit. The element-wise multiplication applies between the kernel numeric values and intensity values of the image. All the multiplied values are summed up and give a single value. After this, the kernel moves 2 unit forward on the image and repeat this process again and again until it reaches to the last unit of the image. Two main parameters padding and strides are responsible for improving the behavior of the CNN model. Further presentation of layers of CNN model in Figure 5. The mathematical computations are shown in equations 1 and 2.

$$
\mu_{ij} = \sum_{p=0}^{H-1} \sum_{q=0}^{H-1} s_{si+p} h_{pq}
$$

where $h$ presents the pixel value, $h - 1$ shows the padding, $s$ presents the strides and $h_{pq}$ is weight sharing.

$$
\mu_{ijm} = \sum_{k=0}^{K-1} \sum_{p=0}^{H-1} \sum_{q=0}^{H-1} z_{ji+p+q+k} h_{pqkm} + b_{ijm}
$$

where $\mu_{ijm}$ presents the output feature map, $b_{ijm}$ presents the bias and $h_{pqkm}$ presents weight sharing also known as weight tying.

**a: CNN LAYERED ARCHITECTURE**

The preprocessing phase enhances the CT scan image dataset for the CNN model to classify brain hemorrhage in efficient manners. After preprocessing CNN model applied on the dataset for the training and learning process. First of all convolutional 2D layer extract the features from the input image by convolving the $3 \times 3$ kernel on the image. By performing matrix multiplication operations, the kernel values multiplied by the pixel values of the image then summed up the values and moving 2 strides forward then again summed up the value with the previous one and use this single summed up value as a feature map.

The convolutional 2D layer depends on the activation function ReLU [50], Strides and Dropout rate. The strides control the movement of the kernel that is equal to 2. The activation function ReLU dealing with the gradient descent by performs the thresholding process on the matrix multiplied the summed value of the convolutional layer. It converts the values into zero if it is lesser then zero. The strides and ReLU boost the computation and learning speed of the model but as well increase the chances of overfitting. There is dropout used to reduce the chances of the overfitting and improve the accuracy rate according to the accurate predictions. Then by using these parameters, the convolutional 2D layer produces the output feature map of $64 \times 64 \times 32$. The feature map that is generated by the convolutional 2D layer passes to the next Max Pooling layer that used for the down-sampling by using the pool size $= 2$. It means the pooling window is $2 \times 2$ to convolving around the feature map and select the maximum value. It uses the dimensionality reduction technique to reduce the spatial size to increase computational power and also dealing with the overfitting problem. It downsamples the feature map of the $64 \times 64 \times 32$ to the $32 \times 32 \times 32$ by using the pool size $= 2$. It means the pooling window is $2 \times 2$ to convolving around the feature map and select the maximum value from it.

There are two sets of layers implemented consists of convolutional 2D and Max pooling 2D layer [53], [67] as shown in Figure 5 which extracts the features and down-samples the features map to $4 \times 4 \times 64$. Then the Global average pooling
layer [68] comes next. It also a dimensionality reduction technique that generates the one feature vector by extracting one feature from each feature map corresponding to the classification category. Then this feature vector directly passes to the dense layer. The dense layer by using dropout the link of the neurons performs the classification task efficiently.

b: PADDING
The convolutional layers kernel is convolving over the input image in every channel that will absolutely reduce the dimension and spatial size. This cause the loss of information which increases the computation speed of the model but reduces the accuracy of the results. For preserving the information and to achieve higher accuracy results in the classification process, it is necessary to get the feature map after convolving the input image in its same size without any information loss. By padding zero around the matrix of the input image intensity values will save the information [69]. This padding of zero helps the kernel to convolve around image and produce feature of exact spatial size of original input matrix.

c: STRIDES
Strides are handling the movement of the kernel convolving over input image. If stride is equal to 1 then it means kernel move one pixel at a time. If it is 2 then it means move 2 pixels forward at a time over the image as shown in Figure 6. The kernel is in the red shaded box that was floating over intensity values of the input image and red dotted lines shows the movement of the kernel according to the strides.

d: ACTIVATION LAYER
Neural Network used activation functions [50], [70] to handle the given data through gradient processing by using gradient descent in which output produced for neural networks from data that contain parameters. The activation functions in the neural network used for the computation of the weighted sum biases and inputs. neuron has to be fired or not, decided based on this computation. The major purpose of the activation function is to convert input linear signals into non-linear output signals that are easily differentiable. Otherwise, during the process of backpropagation of neural networks, linear functions cannot work. The transformation of input vectors x is shown in equation 3

\[ f(x) = w^T x + b \]  

where \( w = \) weights, \( x = \) input, \( b = \) biases.

\[ y = (w_1 x_1 + w_2 x_2 + \ldots + w_n x_n + b) \]  

\[ y = \alpha (w_1 x_1 + w_2 x_2 + \ldots + w_n x_n + b) \]  

where \( \alpha \) is the activation function.

The non-linear output is shown in equation 5 after apply the activation function.

**Rectified Linear Unit (ReLU):** The ReLU is the activation function in neural network models that is conventionally used for the hidden layers of the model. It is a non-linear function that was nearly presented as a linear function. The properties of linear function made this activation function simple to optimize among gradient descent. The ReLU activation made models to learn faster and gives better performance by overcomes the problems of vanishing gradient [70], [71]. The ReLU classification layer learning on the weight parameters through backpropagation that set each element value to zero if it is less than zero by performing the threshold process. The major advantage of ReLU activation function is to boost the computational power of the deep learning models but increase the risks of overfitting. The dropout technique is used with...
ReLU activation function to reduce the effects of overfitting that improves the performance of the CNN model.

\[ f(x) = \max(0, x) = \begin{cases} x_i, & \text{if } x_i \geq 0 \\ 0, & \text{if } x_i < 0 \end{cases} \]  

(6)

e: MAX POOLING LAYER

The most common feature of CNN is pooling. The main aim of pooling is to accumulate the features from the maps generated by convolving the kernel over the input image. The discretization process based on sampling known as Max pooling [53], [67] and used as a downsampling technique in CNN. The max pooling downsamples the input image by applying a dimensionality reduction process. It reduces the spatial size of the representation to reduce the computational cost and dealing with overfitting process by reducing the number of parameters and presenting an abstract form of representation. Max pooling kernel convolve over the subregions of the maps and gives the maximum value as an output. The process of max pooling is shown in Figure 7. There are four subregions, as an output maximum number is selected from every subregion and reduces the dimensionality.

\[ \mu_{ijm} = \max_{p,q \in P_{ij}} z_{pqk} \]  

(7)

where \( z_{pqk} \) presents the pooling size and \( \max \) function gets the maximum value by convolving the pool around the feature map.

\[ \text{FIGURE 7. Pool of the max pooling layer with stride = 2 convolving around the feature map and perform down sampling operation by extracting maximum value.} \]

f: GLOBAL AVERAGE POOLING 2D LAYER

The global average pooling layer is the dimensionality reduction method that decreases the overfitting possibilities by reducing the representation of parameters and computation in the model [68]. The main purpose of this layer is to create one feature map for each corresponding category of the classification task than get the aggregate of each feature map in the form of resulting vector that directly fed into the dense layer.

\[ h^p_j(p, q) = \frac{1}{H} \sum_{p \in N(p), q \in N(q)} h^{p-1}_j(p', q') \]  

(8)

where \( h^p_j(x, y) \) is the output vector, \( \frac{1}{H} \) is presents the averaging function, \( H \) is the pixel value and the summation \( \sum \) of the pooling convolving around the feature map.

g: DENSE LAYER

The architecture of the dense layer is also known as a fully connected layer because neurons are fully connected in this layer to the activation of the previous layers [41]. The convolutional and max-pooling layers produce numerous features that are used by the dense layer for the classification of the input from the various class. The learning and classification process enhanced when the combination of features gives better results. The equation 9 showing the matrix multiplication:

\[ Y = X.W + b \]  

(9)

where \( Y \) is the prediction that was perform with the dot product of \( X \) output of previous layer with \( W \) the weight and biases \( b \).

h: DROPOUT LAYER

Dropout is generally a regularization function that prevents the process of overfitting that occur in the process of training of the model. When multiple neurons of the deep learning model detect the same feature is called co-adaptation [50]. To reduce the effects of co-adaption, it drops the nodes randomly to disconnect the connections at the fully connected layer by setting the corresponding activation function to 0 value. The dropout rate is set to 0.4 in this research with ReLU activation function to reduce the overfitting effects and to enhance the performance of CNN model.

\[ Z^L_i = a^L_i y^L_i + b^L_i \]  

(10)

where \( L \in \{l^1, l^2, l^3, \ldots, l^m\} \) are the hidden layers, \( z^L_i \) presents input layer and \( y^L_i \) presents the output vector [72].

2) LONG SHORT TERM MEMORY (LSTM) MODEL

The LSTM is combined with the CNN because it is capable of learning long term dependencies based on 50 units. The units are composed of memory cells that are used to keep the knowledge of previous states for an arbitrary time interval. When CNN combined with LSTM, it provides the facility to store the previous states of the CNN model layers and improve the learning of the model by using stored weights. The three gates input gate \( i_t \), an output gate \( o_t \) and a forget gate \( f_t \) are used to regulates the flow of cell \( c_t \) information based on current input \( x_t \), current hidden state \( h_t \) and old hidden state \( h_{t-1} \) at each time step.

\[ i_t = \sigma(W_i[h_{t-1}, x_t] + b_i) \]  

(11)

\[ f_t = \sigma(W_f[h_{t-1}, x_t] + b_f) \]  

(12)

\[ q_t = \tanh(W_q[h_{t-1}, x_t] + b_q) \]  

(13)
where $\odot$ represents the element wise multiplication. $\sigma$ is the sigmoid function that gives output in $[0, 1]$.

3) GATED RECURRENT UNIT (GRU) MODEL

The GRU model contains the feature of RNN and LSTM because it is dependent on the gating mechanism of the RNN model and perform like LSTM. The GRU is a sequential model which show gradient issue and reset gate where LSTM does not contain these gates. The GRU is consists of update and reset gate where LSTM does not contain these gates. The GRU model is introduced to solve these issues and it performs better than the LSTM with small dataset.

The experiments are carried out by using Dell PowerEdge T430 graphical processing unit with installed 8 cores, 16 logical processors, DDR4 32 GB Random Access Memory (RAM). The training of the CNN with the 1000 augmented head CT scan dataset took 21 minutes to run the epochs where hybrid models CNN + LSTM and CNN + GRU took average 22.4 minutes. The experimental results illustrate the performance of the classification of the CNN model using balanced dataset in Table 3. There are different evaluation matrices adopted like accuracy, precision, sensitivity, specificity and F1-score. After the implementation, the analyses show the results in the form of TP, TN, FP and FN that shows the true and false positive and negative predictions of the model. In Table 3, there are 6 different experiments performed based on epochs. The highest result is obtained with 24 epochs and got 95% accuracy rate, 90.90% precision, 100% sensitivity, 90% specificity, 95.23% F1-score.

The true positive (TP) rate is 10. It means 10 correct predictions that CNN model predicts that the 10 patients has brain hemorrhage and in actual those patients also have a brain hemorrhage. There true negative (TN) rate is 9, means CNN model predicts 9 non-hemorrhage patients and in actual those patients also have a brain hemorrhage. There true negative (TN) rate is 9, means CNN model predicts 9 non-hemorrhage patients and in actual those patients also have a brain hemorrhage. There true positive (TP) rate is 10. It means 10 correct predictions that CNN model predicts that the 10 patients has brain hemorrhage and in actual those patients also have a brain hemorrhage. True positive (TP) rate is 10. It means 10 correct predictions that CNN model predicts that the 10 patients has brain hemorrhage and in actual those patients also have a brain hemorrhage. True positive (TP) rate is 10. It means 10 correct predictions that CNN model predicts that the 10 patients has brain hemorrhage and in actual those patients also have a brain hemorrhage.

In Last false negative (FN) case is the major aim of this study, there FN is 1. It means the 1 patient has the brain hemorrhage and in actual is also 0. In Last false negative (FN) case is the major aim of this study, there FN is 1. It means the 1 patient has the brain hemorrhage and in actual is also 0. In Last false negative (FN) case is the major aim of this study, there FN is 1. It means the 1 patient has the brain hemorrhage and in actual is also 0. In Last false negative (FN) case is the major aim of this study, there FN is 1. It means the 1 patient has the brain hemorrhage and in actual is also 0.
The comparative analyses of the results are visualized in Figure 8 that shows the average results with the 24 epochs are best. There the improvement of the CNN model shows step by step with each epoch. The classification of the brain hemorrhage and non-brain hemorrhage patients in actual and in predict results shown in Figure 8. There are 20 testing CT scan images of the brain are labelled with Pred (Predicted) and Actual where (1) presents the brain hemorrhage patient and (0) presents the non-brain hemorrhage Patient. The similar results of the predicted and the actual shows that the results are accurate. The internal bleeding is also shows some gery-white spreading in the CT scan in predicted and actual (1) case. In the case of (0) the CT scan images have no sign of internal bleeding that shows the patient is non-brain hemorrhage. In the 3rd result of the first row, there is actual and predicted results are different that shows the patient has brain hemorrhage but CNN predicts the patient is non-brain hemorrhage. Here, the results show that in the medical field 95% accuracy means the death of one patient.

The medical field needs more concentration on the diagnoses because one false diagnose could be the death of the patient. Therefore in the proposed study, the case in which a patient has brain hemorrhage in actual but CNN model predicts it non-brain hemorrhage that needs more concentration. The proposed CNN model with the layered architecture and image augmentation achieves 95% accuracy but increase the number of sample images by using. In this study, two methods are adopted to overcome this issue. First, imbalancing the dataset that increase the number of positive cases in the dataset that concentrate the training of the CNN model on FN cases more. Second, save the class weights from the previous training of the model for the next iteration.

The imbalancing of the dataset get the concentration of the CNN model towards false predictions that improve the prediction and accuracy rate. After training and test data splitting, the training data consists of 180 CT scan images and after imbalance the training data, it consists of 243 images.

Further, the experimental analyses are shown in Table 4 that presents the highest results obtained with 12 epochs i.e. 100% accuracy, 95.54% precision, 100% sensitivity, 95.5% specificity and 95% F1-score. These results based on TP is 10, TN is 10, FP is 0 and FN is 0. The highest accuracy of 100% achieved by killing all false predictions and improve the learning of the CNN model.

In the experiments by imbalancing the dataset and saving the class weight for further processing. Table 2 presents the 10 layers of the CNN model that is implemented in the first experimental phase. In the second experimental phase, the same sequence of layers with the same hyper-parameters are added to the CNN model again. The previous class weights of the training phase based on epochs is saved that are uploaded again to increase the training efficiency to improve the training and accuracy rate. The imbalance the dataset provides the best support in the training phase of the CNN model. The main focus of this experimental phase is to eliminate the false results like FP and FN because the life of the patient is at risk.

The resultant Figure 9 shows the classification results of the CT scan images where each image is labelled with actual and predicted results. There is no dissimilar result, it means the predictions are matched with actual labels that show the proposed study are 100% accurately predicts in between the brain hemorrhage and non-brain hemorrhage patients. It successfully eliminates all false prediction and gives highest results as shown in Table 5.
The training processes of the CNN model is evaluated by the model loss and accuracy validation. The epochs are the number of iterations used during training to extract features and pass it to next layers for learning. If the model accuracy decreases and loss increase during the training phase that means the model is not learning and shows the overfitting. When the accuracy increases and loss decrease means the model is learning. Figure 10 presents the accuracy and loss of the proposed CNN model in terms of the train and test data. The highest training accuracy is achieved with the minimum data loss during the training process. This means the speed and computational power of the proposed model is enhanced just in 12 epochs by using image augmentation methods and minimum layers of the CNN model.

Further, the results are discussed to illustrate the effectiveness of the proposed study. The experimental results of the CNN and hybrid CNN + LSTM model with the balanced and imbalanced dataset is discussed comparatively.

A. COMPARATIVE ANALYSES OF RESULTS OF CNN AND HYBRID CNN + LSTM MODEL

The CNN model is merged with LSTM and GRU models because it consists of memory cells and gated mechanism. The learning efficiency of the CNN model is enhanced with LSTM because the LSTM model can handle the sequential data and CNN does not have memory cell structure. The LSTM handle the flow of information in memory cell using input output and forget gate. The GRU model contain fewer parameter than the LSTM which makes it faster than LSTM. The GRU contain update and reset gates but LSTM outperforms the GRU after combining it with CNN model. The CNN + LSTM shows 95% highest accuracy where CNN + GRU shows 90% accuracy. Table 5 presents the comparison results of the proposed BHCNet, CNN, hybrid CNN + LSTM and CNN + GRU models that clearly illustrates that the highest results are achieved with BHCNet in which CNN model

| Table 4. Proposed BHCNet experimental results using CNN model with imbalanced dataset. |
|---|---|---|---|---|---|---|---|
| Ep. | TP | FN | FP | FN | Accu. | Prec. | Sensi. | Speci. | F1-Score |
| 04 | 10 | 7 | 3 | 0 | 85.0 | 76.92 | 100 | 70.0 | 85.0 |
| 08 | 10 | 9 | 1 | 0 | 95.0 | 90.90 | 100 | 90.0 | 95.23 |
| 12 | 10 | 10 | 0 | 0 | 95.0 | 90.90 | 100 | 90.0 | 95.0 |
| 16 | 9 | 10 | 0 | 1 | 95.0 | 90.0 | 100 | 90.0 | 94.73 |
| 20 | 9 | 6 | 4 | 1 | 75.0 | 69.23 | 90.0 | 60.0 | 78.28 |
| 24 | 10 | 9 | 1 | 0 | 95.5 | 90.90 | 100 | 90.0 | 95.23 |

where Ep. is number of Epochs, Accu. is Accuracy, Prec. is precision and Sensi. is Sensitivity Speci. is Specificity

The processing of the hemorrhage and non-brain hemorrhage CT scan image classification using proposed BHCNet with imbalanced dataset and proposed layered architecture of CNN model. Where the same results of the prediction (pred) and actual values shows accurate predictions and difference shows false predictions.
using data imbalancing technique. The BHCNet approach outperforms the hybrid CNN + LSTM and CNN + GRU models by gaining 100% accuracy, 95.54% precision, 100% sensitivity, 100% specificity and 95.0% F1-score.

Further, Table 6 shows the comparison of the proposed approach with previous studies. The comparative analyses display two major objectives that are successfully achieved.

1: The major aim is to propose an approach that will
be used in emergency cases in which large datasets are not available in the initial stages and requires training the models with a small dataset. Majority of the authors and researchers suggests to use large datasets, that’s why small dataset is utilized to perform experiments. Table 6 presents the different and latest approaches based on deep learning. Where [62]–[64] and [66] used large datasets. In a comparison of the large dataset and complex methodology, we are proposing a less complex methodology with a small dataset that also requires less time to train models. 2: The second aim is to save every single life that is suffering from inadequate diagnoses and the carelessness of doctors. This requires improving prediction results. Table 6 also displays the results and evaluations in comprehensive manners that illustrates the effectiveness of the proposed approach over other approaches.

The main aim of the researchers is to use neural networks in the best way in practice with its most simple and fundamental elements. The proposed BHCNet also depends on these fundamental elements that show its importance. Convolutional Neural Network (CNN) is the most fundamental approach of its advanced application like LeNet-5, AlexNet, VGG, GoogleNet, and Residual Network or ResNet that have its specification, benefits and limitations. The first application of the CNN is LeNet-5 [78] used to recognize the handwritten characters and shows 99.2% accuracy. The key point of the LeNet-5 is, it gets fixed-size input of 5 × 5 pixels by using 16 filters and with the depth of the network, the filters are also increased. AlexNet was proposed by Krizhevsky et al. [79] which is created to ReLU activation function with every convolutional layer instead of other common activation functions. In AlexNet, half of the LeNet-5 layers are replaced by the max-pooling layers which are used to reduce the number of features by reducing the filter size and to address overfitting strides are introduced same as the size of pooling. In the last, the fully connected layers depend on the dropout rate. Needs a large data set for the training purpose and consume time for complex computations. VGG is proposed by group Visual Geometry Group (VGG) [80] at Oxford in 2014. VGG has consisted of a large network of layers of about 16 and 19 layers with dramatic repetition of the block of large convolutional layers set and max-pooling layers. But it depends on the small size of filters with the stride one. Due to its depth and heavy pre-trained model, the VGG used as a starting point in transfer learning. GoogleNet was proposed by Szegedy et al. [81], consists of the parallel convolutional layered architecture of different size filters of 1 × 1, 3 × 3 and 5 × 5 and 3 × 3 max-pooling layer. The output of these parallel layers is concatenated that is known as the inception module. The problem with the inception model is the number of filters starts building up rapidly when the inception module are stacked. This produces a large network of about 22 layers that contains a further set of a convolutional and pooling layer need a large dataset for the training. Further used global average pooling layer for the output of the model. ResNet introduced by He et al. [82].

The major contribution is the shortcut connections with the deep 152 layers architecture, in which the input kept in its original form instead of weighted and pass on to the deeper layer after skipping next. ResNet also consists deeper network with heavy computational tasks and large datasets. Where the major contribution of this study is to propose a neural network that efficiently used for smaller datasets with a small layered network for a fast and accurate prediction rate to save the patient’s life even in an emergency case. Second the layered architecture of the CNN model designed to predict the brain hemorrhage known as BHCNet is specifically trained and tested with the CT scan images of the brain. The third BHCNet create with the minimum number of layers, small filters and lesser hyperparameter with efficient performance. BHCNet depends on 3 major blocks of the layers that are consist of 1 convolutional and 1 max-pooling layer in which 3rd block consists of the convolutional and global average pooling layer. The convolutional neural network extracts the useful feature with the filter size of 3 × 3 and max-pooling reduce the features for the net layers with 2 × 2 pooling size. Convolutional layers are implemented with ReLU activation function instead of simple tan or linear activation functions with 3 × 3 filter, as shown in Figure 5. ReLU handles the vanishing gradient problems with a dropout rate that handles the overfitting problem. On the whole, the proposed BHCNet is proposed after analyzing the previous application of the CNN model that consisted of the larger dataset for training and deeper networks. Where we try to achieve the highest and accurate prediction results by conquering the challenges like overfitting, time consumption, accuracy, computation, complexity, and model depth.

The main aim is to develop the methodology to diagnose the brain hemorrhage with effective fast prediction using small CT scan images dataset which represents the novelty of this study. Hence the experiments with the proposed methodology are carried out successfully to overcome all the challenges. The proposed CNN model outperforms the hybrid models and achieve a perfect diagnosis with faster speed and highest accuracy rate to save life of the patient. The performance evaluation and comparative experimental results shows the effectiveness of the proposed study. The novelty of this study is the structure of the methods and methodology that is proposed with small dataset for the crucial times using deep learning CNN model.

VI. CONCLUSION
The identification of the brain hemorrhage is proposed in this study based on the deep learning models i.e. CNN, hybrid CNN + LSTM and CNN + GRU. The image augmentation is adopted to increase the number of the training dataset from 180 to 1000 images. The experiments are carried out with balanced and imbalanced dataset. The first experimental phase implemented with the balanced dataset in which brain hemorrhage and non-brain hemorrhage classes are in equal numbers. The 95% accuracy achieved with balanced dataset using CNN model that shows the loss of one life because
the CNN model concentrates on the false-negative results mean the patient has brain hemorrhage in actual but CNN model predicts it non-brain hemorrhage. To eliminate all false negative cases, the second phase of the experiments achieved by imbalancing the dataset. The CNN model outperforms the CNN + LSTM and CNN + GRU by achieving 100% accuracy, 95.54% precision, 100% sensitivity, 100% specificity and 95.0% F1-score without any false prediction that save the patient life. Thus, the proposed model can diagnose the brain hemorrhage accurately with fast-speed and can help to save precious lives by predicting with 100% accuracy rate. The image segmentation will be considered as a future work because the color separation through segmentation will elaborate the regions of internal bleeding in CT scan more specifically.
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