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Abstract

Unsupervised learning methods are well established in the area of anomaly detection and achieve state of the art performances on outlier data sets. Outliers play a significant role, since they bear the potential to distort the predictions of a machine learning algorithm on a given data set. Especially among PCA-based methods, outliers have an additional destructive potential regarding the result: they may not only distort the orientation and translation of the principal components, they also make it more complicated to detect outliers. To address this problem, we propose the robust outlier detection algorithm CoMadOut, which satisfies two required properties: (1) being robust towards outliers and (2) detecting them. Our outlier detection method using coMAD-PCA defines dependent on its variant an inlier region with a robust noise margin by measures of in-distribution (ID) and out-of-distribution (OOD). These measures allow distribution based outlier scoring for each principal component, and thus, for an appropriate alignment of the decision boundary between normal and abnormal instances. Experiments comparing CoMadOut with traditional, deep and other comparable robust outlier detection methods showed that the performance of the introduced CoMadOut approach is competitive to well established methods related to average precision (AP), recall and area under the
receiver operating characteristic (AUROC) curve. In summary our approach can be seen as a robust alternative for outlier detection tasks.
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1 Introduction

Anomaly Detection, one of the major fields of unsupervised machine learning, is an integral part of many domains uncovering the deviations of their data generating processes and thus supporting domain experts in their daily work to prevent unwanted scenarios. However, real-world data sets are often highly imbalanced due to the rare occurrence of outliers. For predictive methods represent these outliers both obstacle and opportunity at the same time. They can be considered as an obstacle, because they may distort the precision of the machine learning method. On the other hand, outliers present an opportunity, since they may reveal irregular or abnormal behavior and therefore interesting insights. From the aforementioned two aspects, we can derive two properties that an anomaly detection algorithm needs to satisfy, namely (1) to be resilient towards outlying data instances, while at the same time (2) detect them. A preliminary step of many outlier detection approaches is dimensionality reduction. This part is often done by PCA (Jolliffe, 1986), a technique exploring the directions of highest variances within the data. This is achieved by computing the eigenvectors of the covariance matrix (directions) and the corresponding eigenvalues (variances). Such eigenpairs allow a transformation from the original data to principal components in lower dimensional subspace, and therewith the task of dimensionality reduction and others. However, the usage of the covariance matrix can make the standard PCA susceptible towards outliers, which has lead to the creation of robust PCA methods, that minimize the influence of such outliers (Candès, Li, Ma, & Wright, 2011) In order to achieve resilience or robustness for PCA-based algorithms, we must ensure that the computed principal components and corresponding eigenvalues are barely, or even better not influenced by instances located out of distribution. In particular this means that robustness is achieved if abnormal instances do not skew the orientation and translation of the eigenvectors and do not lead to an increase or decrease of the eigenvalues.

In this work we introduce CoMadOut, an unsupervised outlier detection method, which shows robustness among other techniques due to outlier resistant CoMAD-PCA (Kazempour, Hünemörder, & Seidl, 2019). While Kazempour et al. demonstrate that coMAD (co-median absolute deviation) is potentially robust towards anomalies, it lacks the ability to detect
abnormal instances. Therefore, we suggest with this paper a competitive outlier detection approach called CoMadOut which is capable to detect, score and predict outliers.

Since there already exists a plethora of outlier detection methods, we investigate in this work the performance of CoMadOut against a comprehensive selection of state-of-the-art techniques (cf. section 4) covering both traditional and Deep Anomaly Detection methods.

In summary, this work provides the following contributions:

1. We introduce the robust outlier detection algorithm CoMadOut (CMO) that derives margin-based decision boundaries by utilizing the noise-resistant eigenpairs of CoMAD-PCA.
2. To align the decision boundaries, we offer several outlier scoring variants of CoMadOut, summerized as CMO*, which simultaneously consider measures of out-of-distribution (tailedness) in order to adapt the CMO baseline approach to different distributions.
3. We detail, how the proposed CMO* variants can be combined to an ensemble approach for outlier detection (CMOEns).
4. We show how CoMAD can be used for robust outlier detection.
5. We conduct extensive experiments comparing and discussing the performance of our methods against competitors and several real-world datasets.

The remaining work is structured as follows. In section 2, we give an overview of related work. Section 3 introduces our CoMadOut outlier detection method and elaborate several variants of this method. The experiments are presented in section 4, while section 5 concludes the paper.

2 Related Work

In this section, we review the related literature, concerning all approaches intersecting with our approach CoMadOut. Thereby we divide those into three categories: (1) well established traditional outlier detection methods, (2) deep outlier detection methods, and (3) robust estimation and PCA-based methods, where the latter are optimized towards outlier robustness most similar to our proposed method CoMadOut.

2.1 Traditional Methods

The Local Outlier Factor (LOF) (Breunig, Kriegel, Ng, & Sander, 2000) is a density-based outlier detection method. As such it determines if an object is an outlier based on the $k$NN-neighborhood. Samples which exhibit a significantly lower density in their own local neighborhood compared to the density of other samples and their respective neighborhoods are identified as outliers.

The Isolation Forest (IF) (Liu, Ting, & Zhou, 2012) method is a tree ensemble approach to identify anomalies. The decision trees of that ensemble are initially constructed by randomly selecting a feature and then performing a
random split between its minimum and maximum value recursively. IF is based on the assumption that outliers exhibit a lower occurrence in contrast to "normal" samples making them appear close to the root of a tree with fewer splits necessary.

The One Class SVM (OCSVM) (Crammer & Chechik, 2004) approach separates all samples from the origin by maximizing the distance from a separating hyperplane to the origin. Therefore, kernels can be utilized to transform the samples into a high dimensional and thus better separable space. Consequently, a binary function computes which regions in the original data space exhibit a high density and are therewith labelled with "+1" while all other samples (outliers) are labelled with "-1".

2.2 Deep Outlier Detection Methods

Two prominent neural network architectures that are commonly used for deep anomaly detection are Vanilla Autoencoders (AE), whose low-dimensional codes compete with those of PCA (Hinton & Salakhutdinov, 2006), and Variational Autoencoders (VAE) (An & Cho, 2015). The underlying concept for both is fairly similar. An Encoder is trained to embed each training sample, so that it can be projected into a generally lower dimensional latent space and then reconstructed by a Decoder network. The assumption for anomaly detection is now that if a model is trained well on normal data, samples that are abnormal should be hard to reconstruct with the same network and therefore have a high reconstruction error. A threshold is then used to identify these anomalies. Among the different variations of AE, VAEs are special versions of autoencoders. VAEs first encode the input as distributions over the latent space followed by a sampling of samples from the learned distributions. In essence VAEs fit normal distributions on the data and achieve a separation from abnormal samples.

2.3 Robust Estimation and PCA-based Methods

Within this work PCA (Principal Component Analysis) of Jolliffe is denoted as standard PCA. It is a well-known technique to find patterns in high dimensional data by analysing the variances within the data. As stated in previous chapters, its outlier-sensitive mean of the calculated covariance matrix makes it sensitive towards outliers and thus it is not ideal for subsequent tasks like outlier detection. Thus, a more robust, mean-free version is required to perform reliably on outlier data sets.

CoMAD-PCA (Kazempour et al., 2019) follows the same goal as Robust PCA and the core idea behind it is intriguingly simple: Instead of computing the eigendecomposition of the covariance matrix, which is highly susceptible to outliers, the computation is performed on a coMAD matrix (Falk, 1997). Analogously to the covariance matrix, the coMAD matrix represents the median absolute deviation from the median for each dimension and each respective pair of dimensions. Therefore, the coMAD-PCA considers the components with the
highest deviation to the median, while standard PCA captures the deviation to the mean. Since the mean of standard PCA is generally more sensitive to outliers (Kriegel, Kröger, Schubert, & Zimek, 2008), coMAD-PCA should be less sensitive. That has been shown by the initial results of Kazempour et al., who illustrated the robustness of coMAD-PCA towards outliers.

Amongst the methods that also consider robustness is the so called Minimum Covariance Determinant (MCD) (Rousseeuw, 1984). The goal of MCD is to find a subset of samples whose covariance matrix has the minimum determinant. Its location is then the subset’s average, and its variance is the subset’s covariance matrix. Rousseeuw states in addition that this technique can yield suitable results even when 50% of the data are contaminated with outliers.

Since the performance of Empirical Covariance Estimators, like e.g. the performance of the Maximum Likelihood Covariance Estimator (MLE), suffers from distorted eigenvectors when used on data sets with outliers, more robust methods have been developed. They replace the outlier sensitive parts mean and (co)variance by robust alternatives. These alternatives use e.g. the samples of the lowest covariance matrix determinant (MCD) or randomly selected samples (FastMCD) (Rousseeuw & Driessen, 1999)\(^1\) to provide a robust mean and covariance or compute it deterministically (DetMCD) (Hubert, Rousseeuw, & Verdonck, 2010) in order to achieve a robust distance measure and thereby a high breakdown value\(^2\).

By following the goal of getting robust towards outliers there had been several ideas to achieve this. At this point the role of coMAD for CoMadOut (cf. section 3 - step 1) shows parallels to the Stahel–Donoho outlyingness (SDO) measure (Maronna & Yohai, 1995), which instead uses a weighted mean vector and covariance matrix, and to the comedian approach (Sajesh & Srinivasan, 2012), which computes robust mahalanobis distances and weights them by a $\chi^2$-distribution-factor to receive a suitable cut-off value instead. Further methods with parallels to the role of coMAD are estimators like LMS (Least Median Squares) (Rousseeuw, 1984) which fits to the minimal median squared distances and the estimator MOMAD (Median of Means Absolute Deviation) (Depersin & Lecué, 2021), which considers the SDO as notion of depth (close to our notion of robust inliersness in section 3.2) while estimating mean values, which are robust to outliers. PCA-MAD (Huang, Jin, Yu, & Li, 2021) also address the issue of outlier sensitivity and non-robustness of mean-based PCA by weighting outlier scores based on outlier-sensitive standard PCA projections but MAD-weighted $z$-score distances instead of outlier resistant and kurtosis-weighted coMAD-PCA projection distances or median based margins as the variants of our approach CoMadOut do (cf. Fig. 4).

With this brief overview on the literature of state-of-the-art outlier detection methods we differentiated existing methods from our approach. Best to our knowledge there are no other approaches like our CoMadOut baseline (cf.
section 3 CMO Steps 1-5) using inlier region enhancing coMAD-based orthogonal distance medians as robustness improving noise margins in combination with coMAD-based robust inlier regions to identify, score and predict outliers. Furthermore, there is no approach like our CoMadOut variants CMO* optimizing coMAD-PCA based outlier scores by simultaneously weighting according to variance or tailedness (cf. section 3.6 CMO* Steps 1-3).

3 CoMadOut

With this section we introduce CoMadOut (CMO), an unsupervised robust outlier detection algorithm, which follows the assumption that coMAD-based principal components and a robust measure of in-distribution (ID), median $m$, as well as measures of out-of-distribution (OOD), kurtosis $\kappa$, optimize the alignment of the decision boundary between normal and abnormal instances. Thus we introduce besides the baseline algorithm CMO also its variants CMO*. The following paragraphs provide a step-wise explanation and address similarities and differences between the several CMO variants. An overview is provided by the table of Fig. 1.

The common goal of all CoMadOut variants is to first of all obtain outlier resistant subspace orientations. This is achieved by (1) using coMAD-PCA (Kazempour et al., 2019) with its robust comedian matrix (Falk, 1997) instead of standard PCA with its outlier sensitive covariance matrix (cf. Fig. 2). This allows CoMadOut to utilize the outlier resistant eigenvectors and eigenvalues of coMAD-PCA in order to receive a robust subspace representation (a coordinate system with axes spanned by the coMAD-PCA eigenvectors) and with that the initial region for inliers for the baseline approach CMO. Since noise is often modeled as a weak form of outliers (Aggarwal, 2016), CoMadOut improves its outlier robustness and its false positive rate also by (2) an additional noise margin (NM) based on the median of the euclidean orthogonal distances between the samples and their subspace axes $k$ extending the initially computed inlier region.

In particular CoMadOut can be described by the following steps and variants. All variants have step 1 and 2 in common and get variant-specific from step 3.

| Sect | Step | CoMadOut (CMO) | CMO+ | CMO+k | CMO+e | CMO+ke | CMOEans | Sect |
|------|------|----------------|------|-------|-------|--------|---------|------|
| 3.1  | 1.   | CoMAD-PCA      |      |        |       |        |         |      |
| 3.2  | 2.   | Orthogonal projections on CoMAD-Eigenvectors |      |        |       |        |         |      |
| 3.3  | 3.   | coMAD-Eigenvector-Inlier-Margins | Outlier Scoring by Out-Of-Distribution measures |      |        |       |         | 3.6  |
| 3.4  | 4.   | coMAD-Eigenvector-Noise-Margins | obtain max. scores |      |        |       |         |      |
| 3.5  | 5.   | CoMadOut Outlier Detection | $z$-score threshold |      |        |       |         |      |

Fig. 1: Overview of CoMadOut (CMO) variants and steps.
### 3.1 Step 1 - Computation of CoMAD-PCA Matrix

Let $X$ be a centered matrix with $n$ samples $x \in \{x_1, x_2, ..., x_n\}$ having $d$-dimensional feature vectors in $\mathbb{R}^{n \times d}$ and let the coMAD matrix (Falk, 1997) be defined by

$$
X = \begin{pmatrix}
  x_{1,1} & \cdots & x_{1,d} \\
  \vdots & \ddots & \vdots \\
  x_{n,1} & \cdots & x_{n,d}
\end{pmatrix}, \quad
\text{coMAD}(X) = \begin{pmatrix}
  \text{comad}(A_1, A_1) & \cdots & \text{comad}(A_1, A_d) \\
  \vdots & \ddots & \vdots \\
  \text{comad}(A_d, A_1) & \cdots & \text{comad}(A_d, A_d)
\end{pmatrix}
$$

(1)

with $A_k$ being the $k$-th feature of samples $x_{s,k}$ and with

$$
\text{comad}(A_i, A_j) = \text{med}((A_i - \text{med}(A_i))(A_j - \text{med}(A_j)))
$$

(2)

so that the coMAD matrix acts as counterpart for the covariance matrix in the original PCA and

$$
A_i - \text{med}(A_i) = \text{MAD}(A_i)
$$

(3)

represents the robustness providing subtraction of the median in place of the subtraction of the outlier sensitive mean. On the resulting coMAD matrix we apply coMAD-PCA (Kazempour et al., 2019) in order to utilize its resulting robust eigenpairs to define the selective inlier region for the CMO baseline. Therefore, we consider

$$
\text{coMAD}(X) = U \Lambda U^T
$$

(4)

with eigenvector matrix $U$ and eigenvalue matrix $\Lambda$, where those eigenpairs (consisting out of eigenvector and eigenvalue) with the $k$-largest eigenvalues are used for the definition of the initial inlier region (for CMO baseline) in the next step 2. Since the ideal choice of $K$ for the number of principal components can vary between data sets, we conducted the experiments of our work (cf. section 4) on different percentages of the total number of $L$ possible subspaces (leading to a different number of $K$ but maximal $L$ principal components) for all data sets and averaged the achieved average performances.

### 3.2 Step 2 - Orthogonal projections on coMAD-Eigenvectors

In the scope of CoMadOut the previously computed eigenpairs are used to calculate the scores of inlierness and outlierness respectively. Therefore, the orthogonal projections of all samples $x$ are computed for each eigenvector (=principal component). The eigenpairs define the direction ($k$-th eigenvector $\vec{u}_k$ of matrix $U$) and scale ($k$-th eigenvalue $\lambda_k$ of matrix $\Lambda$) of the corresponding eigenvectors, which correspond to the subspace axes.
Formally step 2 can be described by the following equations: \( \forall x \in X \) the projections \( x' \) can be computed by

\[
x' = \left( \frac{x^T u_k}{u_k^T u_k} \right) \cdot u_k
\tag{5}
\]

Since the origin of the subspace is zero centered after coMAD-PCA from Step 1, the euclidean distances of the projected samples \( x' \) to the origin can be computed as

\[
x'_k = \sqrt{\sum_{k=1}^{K} (x'_k)^2}
\tag{6}
\]

After the first two steps, which have CMO baseline approach and its variants CMO* in common, the next steps are either related to CMO or to its CMO* variants.

### 3.3 CMO: Step 3 - Computation of coMAD-Eigenvector-Inlier-Margins

The next step for the margin-based CMO baseline approach is to span an initial region for inliers. The eigenpairs define the direction (\( k \)-th eigenvector \( \vec{u}_k \) of matrix \( U \)) and scale (\( k \)-th eigenvalue \( \lambda_k \) of matrix \( \Lambda \)) of the corresponding eigenvectors, which correspond to the subspace axes. In order to find out which samples \( x \) are part of the inlier region, only samples are considered, which got projected on subspace axis \( k \) between its origin \( O \) and the absolute length of its axis-corresponding eigenvector \( \vec{u}_k \). Since the eigenvector originally is an unit vector the actual eigenvector length \( \vec{u}_k \) - and with that the inlier range for each subspace axis - is defined by the scale of the related eigenvalue \( \lambda_k \). That
\( \lambda_k \) spans the range of our inlier region in positive and negative eigenvector direction with \([-\lambda_k; +\lambda_k]\) on each subspace axis \( k \).

Formally, the decision for each sample \( x' \), if it lays within the inlier range of all subspace axis eigenvectors \( \vec{u}_k \), is defined as follows:

\[
\text{inl}(x')_k = \begin{cases} 
1, & \text{if } x'_k \in [-\lambda_k; +\lambda_k] \\
0, & \text{otherwise}
\end{cases} 
\]  

(7)

In order to avoid inliers to be considered as outliers when the inlier region defining eigenvalue \( \lambda_k = 0 \) a minimum inlier region of \( \epsilon = 1e-6 \) is defined.

In case a sample \( x' \) lays within all inlier ranges the product of all subspace-axis-\( k \)-related inlier function results

\[
\text{inl}(x') = \left\lceil \frac{\sum_{k=1}^{K} \text{inl}(x')_k}{K} \right\rceil
\]  

(8)

would be equal to 1 (=inlier), otherwise 0 (=non-inlier, cf. section 3.5 step 5).

### 3.4 CMO: Step 4 - Computation of coMAD-Eigenvector-Noise-Margins

After defining robust inliers in step 3 also noise samples\(^3\) are considered for adding them to the set of inliers. Therefore, we enhance the robust inlier region ranges, which are corresponding to their subspace axis \( k \)

\[
[-\lambda_k; +\lambda_k]
\]  

(9)

by the median of its euclidean orthogonal distances representing our robust noise margin bandwidth \( m_k = \text{med}(x'_k) \) leading to new inlier region ranges

\[
[-m_k - \lambda_k; +\lambda_k + m_k].
\]  

(10)

Thereby, the restrictive \( \lambda \)-thresholds receive an extended margin for each principal component \( k \), capable to also cover noise samples as inliers by still using the outlier robust distances median instead of the outlier sensitive distances mean.

### 3.5 CMO: Step 5 - CoMadOut Outlier Detection

Having the final decision boundaries between inliers and outliers available (cf. step 4), this step describes how the CMO baseline approach is able to identify, score and predict samples \( x \) as outliers.

Since the coMAD-PCA enables CoMadOut to create its eigenpairs according to the robust coMAD matrix, outliers are less likely to distort their

\(^3\) in this work samples are considered as noise samples when they are closer to the related subspace axis than its orthogonal distances median \( m_k \) but not part of the set of initial robust inliers defined by the coMAD-eigenpairs (cf. section 3.2 step 2)
orientation and scale, which allows to reliably detect inliers in the first phase. Further restrictively selecting noise samples as inliers increases the set of robust inliers and increases thereby the probability that the remaining samples are actual outliers, which as a consequence enables CoMadOut to implicitly identify outliers.

CoMadOut is also capable to provide sample outlier scores $sc_i$. For this purpose the absolute euclidean distances $x'_k$ of the projected samples $x'_i$ are first reduced by the inlier margin $\tau_k$ aiming that actual outlying non-negative distance residuals of the principal components remain. Based on empirical evaluations the best representation for the final outlier score $sc_i$ for a sample $x'_i$ is the mean of its remaining non-negative distance residuals.

$$sc_i = \text{mean}(\max(0, x'_i - \tau_k))$$

CoMadOut can also provide softmax scores. For that the median from all sample scores $sc_i$ for each score dimension $k$ is calculated to represent an in-distribution score. The non-negative subtraction of that score median from all sample scores allows to uncover residual score dimensions which are more likely to represent an outlier sample so that the subsequent softmax function returns for these dimensions higher outlier scores. The highest softmax score among them represents the softmax score of the related sample $x'_i$.

$$sc_{i,\text{softmax}} = \arg\max(softmax(\exp(sc_{ik}) / \sum_{j=1}^{n} \exp(sc_{jk})))$$

Finally the outlier prediction of the CMO baseline is realized by spanning a parallelogram or parallelepiped volume (for $k=2, 3, \ldots, K$ principal components) with the help of the outlier resistant coMAD-eigenpairs according to the related scale ($k$-th eigenvalue $\lambda_k$ of matrix $\Lambda$) and direction ($k$-th eigenvector $\vec{u}_k$ of matrix $U$) respectively, which allows to separate between inliers and outliers by outlier threshold $\tau$ with $\tau_k = \lambda_k + m_{koutl}(x'_k) = \begin{cases} 1, & \text{if } x'_k \notin [-\tau_k; +\tau_k] \\ 0, & \text{otherwise} \end{cases}$

$$outl(x'_i) = \prod_{k=1}^{K} outl(x'_i)_k$$

would be equal to 1 (=outlier) and otherwise 0 (=inlier).

For a geometrical intuition of the scoring and labeling of the CoMadOut baseline approach CMO please see Fig. 3. In Fig. 3 CMO is visualized on a 2-dimensional test data set. The first principal component (PC) is depicted by
the blue and turquoise lines in positive and negative direction and the second PC by the purple and green line accordingly. They define a parallelogram (or parallelepiped volume for $K \geq 3$) for the robust inlier region (light green background) and get extended by the noise margin (NM)(light gray background), which defines the boundary between inliers (green) and outliers (red).

Fig. 3: CoMadOut scoring and labeling of CMO baseline on synthetic data.

3.6 CMO*: Step 3 - Outlier Scoring considering weighting according to out-of-distribution measures

Since the outlier prediction based on the strict inlier and outlier regions of the parallelepiped volume of the CoMadOut baseline approach CMO (cf. Fig. 3) is partially too restrictive for a variety of high-dimensional data sets, further variants of CoMadOut CMO* are introduced with this work. Still utilizing the beneficial properties of coMAD-PCA (cf. sections 3.1 and 3.2 with steps 1 and 2) like outlier resistant eigenpairs or the location of the median as measure of in-distribution, the predictions of variants CMO* are pure outlier scores softening the strict inlier and outlier regions of the CMO baseline.

The related but different approach PCA-MAD of Huang et al. addressed this issue by weighting outlier scores based on outlier-sensitive standard PCA projections (instead of outlier resistant coMAD-PCA projections) and based on principal component based MAD- and median-scaled z-scores.

Our approach CMO+ defines outlier scores based on the sum of absolute distances of coMAD-PCA projections to their zero centered origin $O$ without weighting the outlier scores.

Comparing CMO+ (cf. Fig. 5) and PCA-MAD(Huang et al., 2021) (cf. Fig. 4) one recognizes strong and weak points on both sides. Although the coMAD-based distribution center of CMO+ seems to be well centered and its boundaries are not as geometrically restrictive as those of the CMO baseline it only considers samples quite close to the distribution median as normal.
Depending on the domain-specific anomaly semantics of a data set such outlier scoring could be too restrictive as well. PCA-MAD of Huang et al. has a broader range of normal non-outlier scores around its MAD-scaled mean but struggles like CMO+ to align its outlier scores close to the distribution boundaries of the longitudinally shaped data set. Scores of border points close to the mean are still representing non-outliers whereas already points in the middle between boundary and mean start to get scored as outliers.

Fig. 4: Outlier score boundaries of competitor PCA-MAD(Huang et al., 2021).

In order to address the issue of neglected distribution boundaries, further CoMadOut variants introduce OOD measures to weight its outlier scores accordingly. CMO+k introduces kurtosis based weighting of outlier scores with

$$s_{C_{CMO+k}} = \kappa \cdot s_{C_i}$$  \hspace{1cm} (15)

with kurtosis $\kappa$ as a measure of dispersion between the two $\mu$ and $\sigma$ (Moors, 1986), and provides with that a notion of distribution tailedness.

Formally kurtosis $\kappa$ is according to Pearson defined as:

$$\kappa = \mathbb{E} \left[ \left( \frac{X - \mu}{\sigma} \right)^4 \right] = \frac{\mu^4}{\sigma^4}$$ \hspace{1cm} (16)

where $\mu$ represents the distribution mean and $\sigma$ is the standard deviation.

Considering Fig. 5, the kurtosis based weighting of coMAD-PCA based outlier scores $s_{C_i}$, introduced with CoMadOut variants CMO+k and CMO+ke, contributes to a distribution boundary focused outlier scoring and thus providing a suitable outlier detection algorithm for related data sets and accordingly demanding domains.

Since Huang et al. demonstrated with $\lambda$-weighted distance outlier scores as part of PCA-MAD a comparable positive effect for boundary adapted outlier scoring, its performance is also investigated with the coMAD-based CoMadOut variants CMO+e and CMO+ke where as the latter includes also kurtosis based
weighting. Formally the outlier scoring of these CoMadOut variants is defined as follows:

\[
    sc_{iCMO+e} = \frac{sc_i}{\lambda} 
\]

\[
    sc_{iCMO+ke} = \kappa \ast \frac{sc_i}{\lambda} 
\]

Considering their scoring in Fig. 5 the \(\lambda\)-weighting leads to a permanent notion of normality along the direction of the main principal component so that even boundary points in that direction are considered as normal. Comparing its outlier scoring for boundary points, \(\lambda\)-weighted scoring is related to the variance of the principal components and has thus less focus to the outlier scores of boundary points as the kurtosis weighted outlier scores.

Investigating also in the combined performance of all CoMadOut variants CMO* this work also introduces its ensemble approach CMOEns which standardizes the outlier scores of CMO* methods by its z-score

\[
    zsc_{i} = \frac{sc_i - \mu_s}{\sigma_s} 
\]

and selects the largest outlier z-score for each sample among the outlier z-scores of the CMO* approaches.

\[
    zsc_{iCMOEns} = max\left(zsc_{iCMO+}, zsc_{iCMO+k}, zsc_{iCMO+e}, zsc_{iCMO+ke}\right) 
\]

For the ensemble variant CMOEns a sample is considered as an outlier when z-score \(zsc_{iCMOEns}\) for a sample exceeds the outlier threshold of \(z_{\text{thresh}} = 1\):

\[
    outl(zsc_{iCMOEns}) = \begin{cases} 
    1, & \text{if } zsc_{iCMOEns} \notin [-z_{\text{thresh}}, +z_{\text{thresh}}] \\
    0, & \text{otherwise} 
    \end{cases} 
\]

With this section 3 we introduced the CoMadOut variants CMO and CMO* whose performances are investigated in scope of extensive experiments in the next section 4 comparing them to the performance of related and state of the art methods for unsupervised anomaly detection.
4 Experiments

In order to demonstrate the competitiveness of the CoMadOut variants CMO and CMO*, several experiments have been conducted to measure its capability to detect outliers as well as its runtime behavior.

4.1 Setup

For our experiments we used a notebook with Linux Ubuntu 20.04.2 LTS (Focal Fossa), Intel(R) Core(TM) i7-6500U CPU @ 2.50GHz QuadCore and 16GB RAM memory without any usage of GPUs or parallel processing. Moreover, we wrote our experimental code in Python using Jupyter Notebook. The related material will be available on github⁴.

4.1.1 Datasets

First we want to show how data sets could look like on which our CoMadOut approach works well and on which it starts to fail. For this purpose we created a synthetic toy data set shown in Fig. 2 starting with only 1 extreme outlier and 235 instances as part of the main distribution of normal instances we investigate the algorithm robustness in terms of coMAD-PCA based outlier resistance. In order to further extend the experiments with CoMadOut we also benchmarked the variants of our method on real world data sets like the well-known Boston Housing Prices⁵ data set, the PARVUS Wine data set⁶ and many other data sets (cf. Table 1) from the ODDS benchmark website⁷ providing more samples and features than the used synthetic data set. For this the Boston Housing Price data set has been enhanced by a ground truth label column ”outlier” replacing the original regression value target column ”MEDV”. Therefore and to receive a preferably linear data set in case of outlier removal, we considered samples laying 2 Inter Quartile Ranges (IQRs) out of the 1st and 3rd quartile as outliers and flagged them with ”1” whereas the normal data got flagged with ”0”. Also the used Wine data set is a specifically tailored version for the task of outlier detection. In this version from ODDS⁶ samples with label ”class 1” (cultivator 1) are reduced to 10 samples and flagged as outliers with label ”1”. Samples with labels ”class 2” or ”class 3” are considered as normal samples and flagged as inlier with label ”0”.

4.1.2 Compared Methods

With this paper we also want to benchmark our approach against a wide range of state-of-the-art outlier detection algorithms in order to introduce our method as a further competitive and robust alternative to the already well established outlier detection algorithms and to emphasize the performance of CoMadOut compared to some of its most similar approaches like
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⁴https://github.com/lohrera/CoMadOut
⁵https://archive.ics.uci.edu/ml/machine-learning-databases/housing/
⁶http://odds.cs.stonybrook.edu/wine-dataset/
⁷http://odds.cs.stonybrook.edu
Table 1: Overview of data sets used in our experiments.

| dataset     | samples | features | outliers (percentage) |
|-------------|---------|----------|-----------------------|
| arrhytmia   | 451     | 274      | 65 (14.4%)            |
| cardio      | 1830    | 21       | 176 (9.6%)            |
| annthyroid  | 7199    | 6        | 534 (7.4%)            |
| breastw     | 682     | 9        | 239 (35.0%)           |
| letter      | 1599    | 32       | 100 (6.3%)            |
| thyroid     | 3771    | 6        | 93 (2.5%)             |
| mammography | 11182   | 6        | 260 (2.3%)            |
| pima        | 767     | 8        | 267 (34.8%)           |
| musk        | 3061    | 166      | 96 (3.1%)             |
| optdigits   | 5215    | 64       | 150 (2.9%)            |
| pendigits   | 6869    | 16       | 156 (2.3%)            |
| mnist       | 7602    | 100      | 700 (9.2%)            |
| shuttle     | 49096   | 9        | 3510 (7.1%)           |
| satellite   | 6434    | 36       | 2036 (31.6%)          |
| satimage-2  | 5802    | 36       | 71 (1.2%)             |
| wine        | 128     | 13       | 9 (7.0%)              |
| vowels      | 1455    | 12       | 50 (3.4%)             |
| glass       | 213     | 9        | 9 (4.2%)              |
| wbc         | 377     | 30       | 21 (5.6%)             |
| boston      | 506     | 14       | 179 (35.4%)           |

PCA-MAD(Huang et al., 2021)\(^8\), Elliptic Envelope(Rousseeuw & Driessen, 1999)\(^1\) and Minimum Covariance Determinant (MCD)(Rousseeuw, 1984). For the comparison to non- and semi-robust algorithms we also involved several variants of standard PCA methods (PCA from Jolliffe and Shyu, Chen, Sarinnapakorn, and Chang, and standard PCA in combination with the in this work proposed robust noise margin (NM)). In addition to that also traditional outlier detection methods like LOF(Breunig et al., 2000), KNN(Campos et al., 2016), IsolationForest(IF)(Liu et al., 2012), HBOS(Goldstein & Dengel, 2012) and OCSVM(Crammer & Chechik, 2004), as well as modern Deep Outlier Detection methods like AutoEncoder(AE)(Hinton & Salakhutdinov, 2006) and Variational AE(VAE)(An & Cho, 2015) had been involved in our benchmark experiments. As far there existed already reliable implementations of the algorithms in python frameworks like scikit-learn\(^9\), PyOD\(^10\) or others\(^8\) then those had been used. Random-states and seed values had been set to 0 for all experiments and hyperparameters had been set as follows for the related data sets (cf. Table 1). CoMadOut (softmax_scoring=False, center_by=’median’), PCA-based (n_components=0.25, 0.4, 0.5, 0.6, 0.75, 0.8, 0.999), AE (hidden_neurons=[4,3,2,2,3,4], batch_size=4, dropout_rate=0.0, epochs=10, l2_regularizer=0.01 for all), VAE (encoder_neurons=[4, 3, 2], decoder_neurons=[2, 3, 4], batch_size=4, epochs=10, dropout_rate=0.0, l2_regularizer=0.001). For all other parameters default values had been used for

\(^8\)https://github.com/lohrera/pcamad
\(^9\)https://scikit-learn.org
\(^10\)https://pyod.readthedocs.io
all experiments. So far available, the benchmark results of PCA-MAD (Huang et al., 2021) had been used directly from the paper, otherwise from the non-official implementation. Evaluation metrics described in the subsequent paragraph had been measured with its scikit-learn implementations.

### 4.1.3 Evaluation Metrics

Outlier detection can be a semi- or unsupervised task conducting binary decisions whether a given sample is normal (=inlier or noise) or abnormal (=outlier). Since the algorithms are mostly threshold-based and the ratio between normal and abnormal data is more likely to be skewed, we use the evaluation metrics Average Precision (AP), Area Under the Receiver Operating Characteristic (AUROC) curve, Recall and Precision@n (P@n) with n equal to the number of total samples. Especially Precision and Recall allow in presence of highly skewed data a more accurate view on an algorithms performance. (Davis & Goadrich, 2006)

### 4.2 Results

After explaining the experimental setup we introduce our experiment results. The performance of the CoMadOut variants has been compared with that of 20 other outlier detection methods which have been benchmarked with the data sets and evaluation metrics described in section 4.1. Since the performance of the algorithms based on standard PCA and coMAD-PCA is dependent on the number of chosen principal components the benchmark has been run on different percentages (0.25, 0.4, 0.5, 0.6, 0.75, 0.8 and 1.0) of the total number of principal components. In order to demonstrate the differences between the extreme percentages of 0.25 (25%) and 1.0 (100%) both benchmark results are reported for each performance metric starting with the results on all principal components (100%).

The metrics in these tables are representing the performance for each combination between algorithm and data set as well as the average performances (“AVG”) of the particular algorithms as well as on a specific data set. The last row ”WIN” indicates how many times an algorithm has achieved the best performance from all benchmarked algorithms. The cells highlight the best result per algorithm in green. Results are referenced in brackets related to its paragraph e.g. in paragraph ”Results AP & AUROC” the reference (0.416/0.447) means (AP100%: 0.416/AP25%: 0.447).

#### 4.2.1 Results AP & AUROC

Considering the results related to the evaluation metrics AP (cf. Fig. 6 and Fig. 7) CoMadOut variants turn out to win (7/4) datasets out of 20, e.g. CMO+ (0.457/0.453) shows the second best AP average performance behind Isolation Forest (0.47/0.47) and together with CMO+k (0.416/0.447) the best performance among the PCA-based methods.
**Fig. 6**: Average Precision (AP) performance of CoMadOut (CMO) variants on the left side compared to 14 other anomaly detection algorithms on the right side on 20 real world data sets. The results are based on 100% of all possible principal components.

**Fig. 7**: Average Precision (AP) performance of 6 CoMadOut (CMO) variants on the left side compared to 14 other anomaly detection algorithms on the right side on 20 real world data sets. The results are based on 25% of all possible principal components.

For AUROC the CoMadOut variant CMO+ shows with (0.849/0.766) the third best AVG performance and second best total wins on 100% behind the PCA-MAD versions (0.880/0.879)&(0.874/0.873) but is on par with Isolation Forest (0.847/0.847) (cf. Fig. 8). On only 25% of all principal components the performance of CoMadOut is comparable with those from the midfield (Fig. 9).
### Results Recall & Precision@n

Comparing the recall performances of the CoMadOut variants, one observes that on 100% principal components the variant CMOEns has the best AVG performance (0.521/0.451) of all algorithms and 8 total wins could be achieved by all CMO variants (cf. Fig. 10). For 25% principal components the standard PCA algorithm enhanced with our robust noise margin (NM) shows the best AVG performance with the most wins as well (cf. Fig. 11).
Fig. 10: Recall performance of 6 CoMadOut (CMO) variants on the left side compared to 14 other anomaly detection algorithms on the right side on 20 real world data sets. The results are based on 100% of all possible principal components.

Considering the performances for Precision@n (P@n) only the CoMadOut variants CMOEns (cf. Fig. 12) and CMO+k (cf. Fig. 13) are in the midfield with other algorithms.
Fig. 12: Precision@n (P@n) performance of 6 CoMadOut (CMO) variants on the left side compared to 14 other anomaly detection algorithms on the right side on 20 real world data sets. The results are based on 100% of all possible principal components.

Fig. 13: Precision@n (P@n) performance of 6 CoMadOut (CMO) variants on the left side compared to 14 other anomaly detection algorithms on the right side on 20 real world data sets. The results are based on 25% of all possible principal components.

4.2.3 Runtime

Considering the runtime performances of the CoMadOut variants in Fig. 14 and Fig. 15 one observes that they tend to show midfield performances.
4.2.4 Result Discussion

The evidence for the contribution of the noise-margin (NM)-based inlier- and outlier-regions as part of the CoMadOut (CMO) baseline approach is shown by excluding the outlier-resistant CoMad-PCA part and replacing it with the outlier-resistant standard PCA, both done with PCA(NM). Comparing standard PCA based outlier detection with noise-margin-based outlier detection one observes for the latter that it shows a better average recall performance
than PCA and on heavily reduced number of principal components even the best recall performance among all compared methods.

The evidence for the contribution of the coMAD-based outlier scoring is shown by the CoMadOut variant CMO+ which shows on par with the kurtosis-weighted variant CMO+k an competitive average performance to the majority of all other outlier detection algorithms in terms of AP and AUROC. The evidence for the contribution of the distribution tailedness based outlier score weighting is shown when comparing related CoMadOut variant CMO+k with the most related variance- and z-score-weighted approaches of PCA-MAD. In terms of average precision CMO+k outperforms the related PCA-MAD approaches and shows a competitive overall performance also in terms of recall on a reduced number of principal components.

The evidence for robustness is especially shown when comparing CoMadOut with outlier-robust methods like PCA-MAD, MCD, etc. and outlier-sensitive methods like PCA, MLE, etc. on data sets with a high percentage of outliers and noise. On the majority of these data sets CoMadOut shows compared to the outlier-sensitive methods and partially even also to robust outlier detection methods a better performance in terms of AP, AUROC and recall. Furthermore, the difference is directly visible when comparing the test data set plots of the principal components of coMAD-PCA and standard PCA next to each other where those of standard PCA are sensitive towards the shown outlier (cf. Fig. 2).

5 Conclusion

In this work we proposed CoMadOut, a robust outlier detection algorithm using coMAD-PCA in order to apply PCA without sensitivity to outliers providing an initially selective inlier region besides an extending inlier noise margin by measures of in-distribution (ID) and measures of out-of-distribution (OOD). They care for distribution based alignment of the outlier scores of each principal component, and with that, for an appropriate alignment of the decision boundary between normal and abnormal instances. Based on the assumption that samples are only considered as outliers when they are not part of our enhanced inlier region or when they exceed the distribution tailedness weighted outlier score boundary, we demonstrated an on par performance to various kinds of (robust) state-of-the-art outlier detection methods. The consideration of estimating the ideal number of principal components, spatial outlier constraints as well as the parallelization of CoMadOut in a future work could make our approach efficiently applicable to high-dimensional data sets and thereby also beneficial to other application domains with the requirement of robust outlier detection.
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