Study on Effects of Dipole-dipole Interactions in Nd$_2$Fe$_{14}$B thin film Based on Stochastic Cut-off Method with New Efficient Algorithm
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We developed a new algorithm for the stochastic cutoff method, which is a Monte Carlo method for long-range interacting systems. The present new algorithm is efficient for complicated lattice structures, e.g., amorphous and also materials with complicated unit cell structure. In addition, it has an advantage in a high temperature region. With the present method, we investigated an atomistic model of the permanent magnet Nd$_2$Fe$_{14}$B with dipole-dipole interactions to study the effect of the anisotropy of the Fe ions on the magnetization structure in the thin film system. It has revealed that the anisotropy of the Fe ions plays an important role to maintain the uniaxial magnetization structure at high temperatures.

I. INTRODUCTION

Study on manufacturing magnets with high coercive force has attracted much attention in various fields of science and technology [1]. In the development of magnetic materials, the discovery of Nd$_2$Fe$_{14}$B has given a huge impact [2, 3]. It exhibits the strongest magnetic performance and has been used in a variety of applications. Further improvements of the performance of this magnet at high temperatures are particularly desirable for industrial applications [4, 5]. For this purpose, it is important to clarify the thermal effects and the dominant mechanism of the magnetization reversal process of this magnet. Thus, theoretical studies based on an atomistic spin model, in which the magnetic moment at each atom is taken into account, is required.

Recently, Toga et al. have proposed the atomistic spin model for Nd$_2$Fe$_{14}$B [6, 7], in which the exchange couplings, magnetic anisotropies, and spin moments are derived from the first-principles calculation [8] and the experimental results [9]. In addition, they have also evaluated this model using the Monte Carlo simulation and have confirmed that the magnetic properties, such as temperature dependence of magnetization, anisotropy energy, and so on, quantitatively agree with experimental results [6]. The temperature dependence of the domain walls has been also studied in this model [7, 10]. Here, we note that the effect of the dipole-dipole interaction (DDI) are not taken into account in their calculations.

In general, the large magnetic anisotropy of $J = 9/2$ on the Nd ions is considered to be a dominant factor of the high coercivity of this magnet. However, it has been pointed out that their effects almost disappear owing to thermal fluctuation in a high temperature region, while the anisotropy on the Fe ions remains in this region [6, 11, 12]. To confirm this claim, it is worth investigating how the magnetic structure of the thin film changes with DDI between atomistic models with and without the anisotropy on the Fe ions. It is expected that all the spins are oriented to the in-plane axis by introducing the DDI when the magnetic anisotropy is negligibly small compared with the DDI. Therefore, introducing the DDI enables us to evaluate the effect of anisotropy on the Fe ions.

Although the DDI plays an significant role for physical properties in magnets [13, 14], numerical simulations on long-range interacting systems are one of the challenging subjects for computational physics. As an example, the naive Monte Carlo (MC) simulation on those systems costs $O(N^2)$ computational time per one MC step (MCS), where $N$ is the number of spins. In order to reduce the computational time, several methods have been proposed [16–23]. In particular, two efficient methods to calculate the equilibrium state without approximations have been proposed: the stochastically cutoff (SCO) method proposed by Sasaki and Matsubara [24, 25] and the order-$N$ cluster MC method by Fukui and Todo [26]. These methods can calculate long-range interacting systems in reasonable computational time. As an example, one MCS in the three-dimensional system with the DDI can be computed in $O(\beta N \log N)$ by using the SCO method, where $\beta$ is the inverse temperature. Since the SCO method can treat the classical spin system straightforwardly, we employ this method to simulate the atomistic spin model. Moreover, it should be noted that the SCO method can parallelize the MC simulation in spite
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of the long-range interacting system [27].

The SCO method is based on the idea of the stochastic potential switching (SPS) algorithm [28]. In this method, all the DDI are stochastically switched either to zero or to pseudo interactions before updating spins. Although computing all these switching one-by-one costs $O(\beta N^2)$ computational time. Sasaki and Matsubara have overcome this difficulty by implementing a kind of inverse function method with classifying all the bonds to groups according to the type of bonds.

Their algorithm is efficient when the number of bonds stored in each group is large. For example, a system with the translational invariance, the number of bonds included in a group is roughly proportional to the number of spins in the system. In other words, different algorithms are required for systems with complicated structures, such as amorphous systems, junction systems, and systems including impurity spins. Incidentally, the atomistic spin model for Nd$_2$Fe$_{14}$B contains 68 spins for each unit cell [6,7], which is almost the amorphous system.

In this paper, we propose a new computational method for the SPS algorithm. The present method is inspired by the numerical method implemented in the order-$N$ cluster MC method proposed by Fukui and Todo [26]. Their method has the advantage that it can be applied regardless of symmetries in a system. Thus, we can evaluate the effect of the DDI on systems with complicated structures, such as the atomistic spin model of Nd$_2$Fe$_{14}$B, by using the present method.

This paper is organized as follows. In §2, we introduce the atomistic model Hamiltonian for Nd$_2$Fe$_{14}$B. In §3, we introduce the SCO method using the new algorithm. The efficiency of the present method based on the atomistic model is also discussed in comparison with the original SCO method proposed by Sasaki and Matsubara. In §4, we show the numerical results for the Nd$_2$Fe$_{14}$B thin film. In §5, the summary and discussion are given.

II. ATOMISTIC MODEL HAMILTONIAN FOR Nd$_2$Fe$_{14}$B

In this section, we briefly introduce the atomistic Hamiltonian of Nd$_2$Fe$_{14}$B with DDI. Figure 1 shows the unit cell of Nd$_2$Fe$_{14}$B, where the lattice constants for $a$-, $b$-, and $c$-axis are $d_a = d_b = 8.8\,\text{Å}$ and $d_c = 12.19\,\text{Å}$, respectively. There are 68 atoms occupying nine crystallographically inequivalent sites in the unit cell. The atomistic Hamiltonian was proposed by Toga, et al. [6], which is given in the following form:

$$
H_{\text{atom}} = -\sum_{l} 2J_{l}^{\text{ex}} s_{i_l} \cdot s_{j_l} - \sum_{i \in \text{Fe}} K_i^{\text{Fe}} (s_i^z)^2 - \sum_{i \in \text{Nd}} \sum_{l=2,4,6} K_i^{\text{Nd}(l)} s_i^z - \sum_{i} S_i \mathbf{h} \cdot \mathbf{s}_i.
$$

Here, $l$ is the bond index, $i_l$ and $j_l$ denote site indices connected with the $l$-th bond, $s_i$ and $S_i$ are the normalized spin vector ($|s_i| = 1$) and the magnitude of the magnetic moment as a unit of Bohr magneton $\mu_B = 9.27410 \times 10^{-24}$ J/T on $i$th site, respectively, and $\mathbf{h}$ is the external magnetic field expressed in a proper unit.

It should be noted that Eq. (1) treats the 5d and 6s electrons and the 4f electrons ($J = 9/2$) on the Nd ions separately. The anisotropy is given for the spin representing $J = 9/2$, while the interaction with surrounding spins are attributed to the spin representing the 5d and 6s electrons. These two spins are assumed to be completely antiparallel in the present model. $K_i^{\text{Nd}(l)}$ ($l = 2, 4, \text{and } 6$) represents the anisotropy of $J = 9/2$ on the Nd ions and are determined from the experimental results [8]. The amplitude of these values are $K_i^{\text{Nd}(2)} = -3.57 \times 10^{2}$ K, $K_i^{\text{Nd}(4)} = 1.88 \times 10^{3}$ K, and $K_i^{\text{Nd}(6)} = -1.66 \times 10^{3}$ K, respectively [6]. Owing to the higher-order anisotropy, the easy axis of this spin inclines at $36.7^\circ$ from the $c$-axis. Here, the anisotropy for the 5d and 6s electrons on the Nd ions is assumed to be 0. On the other hand, the anisotropy of the Fe ions $K_i^{\text{Fe}}$ are assumed to be uniaxial, derived from the first-principles density-functional calculation for Y$_2$Fe$_{14}$B [8].

All the exchange couplings $J_i^{\text{ex}}$ were evaluated from the first-principles calculation using Lichtenstein’s formula on the Korringa-Kohn-Rostoker (KKR) Green’s-function method [3, 31]. We set the cutoff range for exchange cou-
plings 3.52 Å in the same way as the previous work [7], in which all dominant short-range interactions including Nd-Fe interactions are taken into account.

The DDI is introduced to this system as,

$$\mathcal{H} = \mathcal{H}_{\text{atom}} + \sum_{l,a,a'} D_l^{aa'} s_l^{a} s_{j_l}^{a'},$$  \hspace{1cm} (2)

where $\alpha$ and $\alpha'$ denote the $x$, $y$, or $z$ coordinate; $D_l^{aa'}$ is the amplitude of the DDI of the $\alpha \alpha'$ component. The number of bonds for the DDI $N_b$ is of the order of $O(N^2)$. Once a system structure and all the $s_i$ are given, all the $D_l^{aa'}$ are given by

$$D_l^{aa'} = \begin{cases} \frac{4\mu_0}{4\pi} \left( \frac{1}{\ell} - 3 \frac{r_{i\alpha} r_{i\alpha'}}{\ell^3} \right) S_i S_{j_l} & \alpha = \alpha' \\ -3 \frac{4\mu_0}{4\pi} \frac{r_{i\alpha} r_{i\alpha'}}{\ell^3} S_i S_{j_l} & \alpha \neq \alpha' \end{cases},$$

(3)

Here, $\mathbf{r}_l$ represents the distance vector of the $l$-th bond and $\mu_0$ is the vacuum magnetic permeability.

### III. SCO METHOD

In order to calculate the system written in Eq. (2) within a reasonable computational time, we apply the SCO method to the DDI. Other terms, i.e., exchange couplings and anisotropies, do not perform the switching of bonds and are always treated in original forms at the spin update process.

Let us briefly introduce the SCO method proposed by Sasaki and Matsubara [23]. Hereafter, we represent the $l$-th term of the DDI as $V_l(x)$:

$$V_l(x) = \sum_{aa'} D_l^{aa'} s_l^{a} s_{j_l}^{a'},$$

(4)

where $x$ represents the configuration of all the spins \{s$_1$, s$_2$, ...\} in the system. It is obvious that the amplitude of $V_l(x)$ only depends on the $i_l$-th and $j_l$-th spins, although we use $x$ for simplicity.

The key ingredient of the SCO method is the bond switching procedure: the $l$-th bond $V_l(x)$ is stochastically replaced by either to 0 with the probability $p_l(x)$ or to the pseudo-interaction $\overline{V_l}(x)$ with the probability $1 - p_l(x)$. These values are determined so as to hold the original detailed balance condition:

$$e^{-\beta \mathcal{H}(x)} W(x \to x') = e^{-\beta \mathcal{H}(x')} W(x' \to x),$$

(5)

where $W(x \to x')$ is the transition probability from $x$ to $x'$, and $\mathcal{H}(x)$ is the total energy of the configuration $x$. Hereafter, we call the case in which $\overline{V_l}(x)$ is selected “accepted”, while we call the other case “rejected”. $\overline{V_l}(x)$ and $p_l(x)$ for all the bonds can be derived as follows.

First, we discuss the switching of the $i$-th bond, where all the other bonds are treated in the original form $V_l(x)$. The bond switching with probability $p_l(x)$ transforms the original transition probability $W(x \to x')$ into the following form:

$$W(x \to x') = p_l(x) \overline{W}(x \to x') + (1 - p_l(x)) W(x \to x'),$$

(6)

where $\overline{W}(x \to x')$ ($\overline{W}(x \to x')$) is the transition probability of the system in which the $i$-th bond is rejected (accepted). In order to hold Eq. (5), $\overline{V_l}(x)$ and $p_l(x)$ are given by,

$$\overline{V}_l(x) = V_l(x) - \beta^{-1} \log \left[ 1 - e^{\beta(V_l(x) - V_l^*)} \right],$$

(7)

$$p_l(x) = \exp \left[ \beta (V_l(x) - V_l^*) \right].$$

(8)

Here, $V_l^*$ is a constant greater than or equal to the maximum value of $V_l(x)$. Although the dynamics of spins depends on $V_l^*$, the equilibrium state does not change by the value. In the following discussion, we assume $V_l^* = \max[V_l(x)]$.

Second, let us discuss the switching of the $i'$-th bond $(i \neq i')$ after the switching of the $i$-th bond. This switching can be executed by the same transformation of Eq. (6) for both the $W(x \to x')$ and $\overline{W}(x \to x')$. Then, it is easy to check that $\overline{V}_{i'}(x)$ and $p_{i'}(x)$ are expressed in the same form of Eqs. (7) and (8), respectively. Note that these expressions do not depend on whether the $i$-th bond was accepted/rejected. Therefore, by executing the same transformation of Eq. (6) recursively, we can prove that $\overline{V}_l(x)$ and $p_l(x)$ for all the bonds are given by the same form of Eqs. (7) and (8), respectively.

After the bond switching procedure, one of the bond configurations $\Lambda$ is obtained with the probability $P_{\Lambda}$. Here, $\Lambda$ is written as,

$$\Lambda = \{ \lambda_1, \lambda_2, \ldots, \lambda_{N_b} \},$$

(9)

$$\lambda_i = \begin{cases} 1 & : \text{accepted} \\ 0 & : \text{rejected} \end{cases},$$

(10)

and the probability $P_{\Lambda}$ is given by,

$$P_{\Lambda} = \prod_{i} p_l(x)^{1-\lambda_i} (1 - p_l(x))^{\lambda_i}.$$  \hspace{1cm} (11)

The SCO method performs the spin update procedure by using the Hamiltonian $\mathcal{H}_{\text{sw}}(\Lambda)$ for the bond configuration $\Lambda$. Since this method is a different realization of the detailed balance condition, the correct equilibrium state is obtained as its stationary state by performing the bond switching procedure and the spin update procedure based on $\mathcal{H}_{\text{sw}}(\Lambda)$ alternately.

For the bonds of $\beta V_l \ll 1$, most of them are rejected in $\mathcal{H}_{\text{sw}}(\Lambda)$ owing to the small acceptance probability. Thus, the spin update based on $\mathcal{H}_{\text{sw}}(\Lambda)$ can drastically reduce the computational time compared with the naive MC simulation. However, in principle, the bond switching procedure costs $O(N^2)$ computational time when we perform the switching one-by-one. Thus, it is required to adopt an efficient algorithm for this procedure.
As a first step, to avoid computing all the $p_l(x)$ for each bond switching procedure, we use the probability $p_l$, which is the minimum probability of $p_l(x)$ within all the spin configurations $x$. Namely, we first reduce the candidates of accepted bonds by using $p_l$. Here, $p_l$ is written as

$$p_l = e^{-\beta \zeta_l}, \quad (12)$$

where

$$\zeta_l = -\min [V_l(x)] + V^*_l. \quad (13)$$

After this preselection procedure, bonds are accepted with the probability $(1 - p_l(x)) / (1 - p_l)$ from among the candidates. Since $p_l$ does not depend on the spin configuration $x$, we can store the list of $p_l$ before starting the simulation. Thus, this process enables us to avoid computing all the $p_l(x)$, which costs $O(N^2)$ computational time, for each bond switching procedure.

The SCO method proceeds as follows:

(i) Pick up candidates from all the bonds by using $1 - p_l$.

(ii) Accept the bonds from the candidates with probability $(1 - p_l(x)) / (1 - p_l)$.

(iii) Perform single spin update for all the spins using $H_{sw}$ for $n_{sw}$ times.

(iv) Return to (i).

In contrast to the steps (ii) and (iii), the step (i) still costs $O(N^2)$ computational time when we perform the preselection of the bond one-by-one. Sasaki and Matsubara have overcome this difficulty by implementing a kind of inverse function method for the step (i) \[24\]. Namely, the SCO method first constructs lists of bonds that have the same $p_l$, and then uses the inverse function method for each list \[24\]. Note that we call one sweep of the spin update one MCS.

The efficiency of this algorithm depends on the number of the lists. In an extreme case, where all the $p_l$ are different with each other, the computational time for the step (i) costs $O(N^3)$ because the number of lists is $N^2$. Similar situations arise at amorphous systems, junction systems, and systems including impurity spins. It is conceivable that the simulation of the atomistic spin model for Nd$_2$Fe$_{14}$B also needs a large number of lists since this model contains 68 spins in the unit cell.

Therefore, to overcome this difficulty, we propose a new algorithm for the step (i). The present idea is inspired by Fukui and Todo’s idea which was used in their paper for the cluster MC method \[26\]. We call the present method as modified SCO (MSCO) method.

A. MSCO method

In the MSCO method, we rewritten the rejection probability $p_l$ and the acceptance probability $1 - p_l$ in terms of the Poisson distribution $f_k(\zeta) = e^{-\zeta} \zeta^k / k!$ as,

$$p_l = f_0(\beta \zeta_l), \quad (14)$$

$$1 - p_l = \sum_{k_l=1}^\infty f_{k_l}(\beta \zeta_l). \quad (15)$$

Here, for each $l$-th bond, accepted or rejected can be distinguished by $k_l$, i.e., rejected in $k_l = 0$, otherwise accepted. Although the above expression seems to be redundant, an efficient algorithm can be constructed by using properties of the Poisson distribution.

We express the bond configuration as $K = \{k_1, k_2 \ldots \}$ instead of $\Lambda$, where $k_l$ is a positive integer or zero generated by the Poisson distribution with the weight of $\zeta_l$. The acceptance probability $P_K$ for the bond configuration $K$ is written as multiplication of $f_k(\beta \zeta_l)$ of all the bonds and can be deformed as follows:

$$P_K = \prod_l f_{k_l}(\beta \zeta_l)$$

$$= f_{k_{tot}}(\beta \zeta_{tot}) \frac{k_{tot}!}{k_1!k_2!\ldots k_{N_k}!} \prod_{l=1}^{N_k} \left( \frac{\zeta_l}{\zeta_{tot}} \right)^{k_l}, \quad (16)$$

where $\zeta_{tot} = \sum_l \zeta_l$ and $k_{tot} = \sum_l k_l$. Here, we use properties of the Poisson distribution. The second line of Eq. (16) indicates that the step (i) can be divided into following sub-steps:

(i-a) Set the initial list $\{k_1 = 0, k_2 = 0, \ldots \}$.

(i-b) Generate a random number $k_{tot}$ from the Poisson distribution $f_{k_{tot}}(\beta \zeta_{tot})$.

(i-c) Select candidates stochastically in accordance with the weight $\zeta_l / \zeta_{tot}$.

(i-d) Add 1 to $k_l$ in the list, where $l$-th bond is selected in the sub-step (i-c).

(i-e) Return to the sub-step (i-c) until $\sum_l k_l = k_{tot}$.

It is obvious that the sub-steps (i-b) and (i-d) only costs $O(1)$ computational time, and the sub-step (i-c) can be also calculated in an $O(1)$ computational time by using the Walker’s method of alias as discussed in the appendix. Thus, the total computational time for the step (i) is $O(k_{tot})$ by using this algorithm.

The MSCO method is efficient even in amorphous systems because the classification of bonds are not necessary in contrast to the SCO method. Moreover, since the amplitude of $k_{tot}$ depends on $\beta \zeta_{tot}$, this method is also efficient in a high temperature region. On the other hand, at low temperatures, in which $k_{tot}$ is larger than $N^2$, this method is inefficient because a same bond may be selected repeatedly.
B. Comparison with two algorithms based on \( \text{Nd}_2\text{Fe}_{14}\text{B} \)

Let us compare the above two methods, SCO method and MSCO method, based on the atomistic model of \( \text{Nd}_2\text{Fe}_{14}\text{B} \) with the DDI. Hereafter, the sampling and the bond switching in the both methods were performed for every 10 MCS, i.e., we set \( n_{sw} = 10 \). Note that one MCS is defined as one sweep of the spin update for all the spins.

Throughout this paper, the magnetization behavior of the system is evaluated by the magnetization parallel to the \( c \)-axis \( m_z \) and by that perpendicular to the \( c \)-axis \( m_{xy} \), which are defined in the following forms:

\[
\overline{m}_z \equiv \sqrt{\langle m_z^2 \rangle} / N, \quad (17)
\]

\[
\overline{m}_{xy} \equiv \sqrt{\langle m_x^2 \rangle + \langle m_y^2 \rangle} / N, \quad (18)
\]

where,

\[
m_\alpha = \sum_{i:\text{all atoms}} S_i^\alpha, \quad \alpha = x, y, z. \quad (19)
\]

First, we present that the MSCO method gives the correct results obtained from the naive MC simulation. Although systems with a small number of spins can be simulated by using the naive MC simulation, the effect of DDI on the magnetization is difficult to see in such small-scale systems because the realistic values of the DDI are less than 1K. Thus, we assume the amplitude of the DDI is 100 times greater than that of the original one for comparison. Figure 2 shows the temperature dependence of \( \overline{m}_{xy} \) with and without DDI by using three different methods: the naive MC method, SCO method, and MSCO method. We evaluate the \( 2 \times 2 \times 2 \) unit cells system with the open boundaries \( (N = 616) \). Note that the system also includes the spins located on the surface of the unit cells system. The naive MC simulation with DDI performs 2000000 MCS for equilibration and 2000000 MCS for sampling, while all the others perform 2000000 MCS for equilibration and 2000000 MCS for sampling. We averaged the results of 10 different runs with different initial configurations.

The difference between the systems with and without the DDI clearly indicates that the magnetization curve is modified by the overestimated DDI. Thus, we conclude that the MSCO method gives the same results of the naive MC and the SCO method as seen in Fig. 2. In the following discussion, we do not use the overestimated DDI but use the original one.

Next, we compare the computational time of these three methods. Figure 3 shows the average computational time \( \overline{t}_{av} \), the number of acceptance bonds \( N_{acc} \), the average of the random number generated by Poisson distribution \( k_{tot} \), and the number of lists required in the SCO method \( N_L \). These values are evaluated in the case of the \( 3 \times 3 \times 3 \) unit cells system \( (N = 1992) \) with open boundaries. Although the number of lists \( N_L \) is roughly estimated as \( N/3 \) in the case of simple cubic system, the present atomistic model requires approximately \( 25N \) lists. This fact increases \( t_{sw} \) in the SCO method. On the other hand, in the MSCO method, \( k_{tot} \) is smaller than the number of spins \( N \) in the high temperature region, which indicates \( t_{MC} > t_{sw} \). Therefore, the MSCO method is faster than the SCO method in the high temperature region.

In the low temperature region, however, the computational time for the MSCO method rapidly increases compared with the SCO method owing to the large number of \( k_{tot} \). Since we focus on the permanent magnets above the room temperature, such a low temperature region is not important for the present study. Thus, we conclude

\[
\overline{t}_{av} = t_{MC} + \frac{t_{sw}}{n_{sw}} \quad (20)
\]

where \( t_{MC} \) and \( t_{sw} \) denote the computational time of one MCS and of the bond switching procedure, respectively.

We evaluate the computational time for systems from \( 1 \times 1 \times 1 \) unit cell \( (N = 88) \) to \( 8 \times 8 \times 8 \) unit cells \( (N = 35872) \) with open boundaries at 400K. It is found that the naive MC costs \( O(N^2) \) computational time, while both of the SCO methods cost \( O(N \ln N) \) computational time. In addition, it is also found that the MSCO method is about three times faster than the SCO method at 400K. The following two reasons support this results. First, since the atomistic model contains 68 spins in a unit cell, the number of bonds with different \( \mu \) becomes large in this system. Second, the DDI in this system is of the order of 1K, which is quite smaller than 400K: \( k_{tot} \ll N \) in the MSCO method.

To confirm these points, Fig. 4 depicts temperature dependence of the average computational time \( \overline{t}_{av} \), the number of acceptance bonds \( N_{acc} \), the average of the random number generated by Poisson distribution \( k_{tot} \), and the number of lists required in the SCO method \( N_L \). These values are evaluated in the case of the \( 3 \times 3 \times 3 \) unit cells system \( (N = 1992) \) with open boundaries. Although the number of lists \( N_L \) is roughly estimated as \( N/3 \) in the case of simple cubic system, the present atomistic model requires approximately \( 25N \) lists. This fact increases \( t_{sw} \) in the SCO method. On the other hand, in the MSCO method, \( k_{tot} \) is smaller than the number of spins \( N \) in the high temperature region, which indicates \( t_{MC} > t_{sw} \). Therefore, the MSCO method is faster than the SCO method in the high temperature region.
FIG. 3: Average computational time per one MCS at $T = 400K$. The calculation has done for the atomistic model of Nd-Fe-B magnet. The naive calculation (violet line), the SCO method with the algorithm proposed by Sasaki and Matsumura (blue line), and the SCO method with that proposed in this paper (green line) are depicted, respectively. Broken lines indicate the magnetization without the DDI, while the filled lines indicate that with the DDI. In the other hand, violet lines indicate that with the DDI, the naive MC (filled square) and the SCO method (open rhomboid), respectively. On the other hand, violet lines indicate that with the DDI, the naive MC (filled square) and the SCO method (open rhomboid), respectively. Sample size of this simulation is $20 \times 20 \times 1$.

FIG. 4: Temperature dependence of average computational time $T_{av}$ in the case of $3 \times 3 \times 3$ unit cells system with open boundaries. The SCO method (blue line) and the MSCO method (green line) are depicted, respectively. The number of acceptance bonds $N_{acc}$ (dark blue line), the average of the random number generated by Poisson distribution $k_{sat}$ (yellow line), and the number of lists required in the SCO method $N_L$ (black line) are also indicated, where the unit of these values are the number of spins $N$.

FIG. 5: Temperature dependence of the magnetizations, $\overline{m}_z$ and $\overline{m}_{xy}$, for the atomistic model of Nd-Fe-B magnet. Black lines indicate the magnetization without the DDI, $\overline{m}_z$ (filled rhomboid) and $\overline{m}_{xy}$ (open rhomboid), respectively. On the other hand, violet lines indicate that with the DDI, $\overline{m}_z$ (filled square) and $\overline{m}_{xy}$ (open square), respectively. Sample size of this simulation is $20 \times 20 \times 1$.

that the MSCO method is efficient in this system. In the following section, we evaluate the atomistic spin model by using the MSCO method.

IV. EFFECTS OF DDI ON THE THIN LAYER.

In this section, we study the ordering structure in thin layers of the atomistic spin model Eq. [1] with the DDI

by using the MSCO method. Here we adopt the system of $20 \times 20 \times 1$ unit cells with open boundary conditions.

In Fig. 5 we depict the temperature dependence of magnetizations $\overline{m}_z$ and $\overline{m}_{xy}$ with and without the DDI. Both systems are simulated with 100000 MCS for equilibration and with 100000 MCS for sampling. We averaged the results obtained from 10 different initial states. In this sample size, we found that the DDI has little effect.

A. Effect of the anisotropy of the Fe atoms

Next we study the effect of the magnetic anisotropy of the Fe ions $K_{Fe}$. Generally, it is considered that the strong magnetic anisotropy on the rare-earth ions is a dominant cause of the large coercive force. However, as discussed in the previous study [6, 11], the anisotropy of the Fe ions seems to play an important role for the coercive force in high temperature region. Thus, in the present paper, we study its effect on the magnetic structure under the influence of the DDI.

In Fig. 6 we depict the temperature dependence of magnetizations of the system for $K_{Fe} = 0$. Here, we performed 100000 MCS for first equilibration and 100000 MCS for sampling. We averaged the results obtained from 10 different initial states.

We found that the magnetization of the system with $K_{Fe} = 0$ lies in the $ab$ plane in a high temperature region ($400K < T < 800K$), while that of real value of $K_{Fe}$ stays along the $c$ axis. Since it is well established that the DDI causes a planar structure in thin layer with small sample size, the planer magnetic structure indicates that the effective anisotropy in the region is quite smaller than
the DDI even though the anisotropy of the Nd ions is still taken into account.

This behavior is consistent with the previous study, which suggested that the effective anisotropy of the Nd ions is reduced at high temperatures. According to Ref. [6], the exchange coupling between the Fe-Fe ions is of the order of 230K, while that between the Fe-Nd ions is of the order of 30K. Namely, in the high temperature region $T > 400K$, it is expected that the ferromagnetic state is mainly supported by the Fe ions. In other words, the large magnetic anisotropy on the Fe ions and/or strong exchange coupling between the Nd-Fe ions would help the large coercive force at high temperatures. This property might be evaluated in experiment by replacing Fe by Cr, Mn or Co.

### B. Effect of the thickness of the layer

Next, we study the effect of the thickness of the layer. In Fig. 7 we depict the dependence of magnetizations of the system of $K_{Fe} = 0$ on the number of layers $n_{layer}$. Here, we performed 100000 MCS for equilibration and 1000000 MCS for sampling. We averaged the results obtained from 10 different initial states. We find that as $n_{layer}$ increases, the region of the planer structure is reduced.

This behavior can be understood as the DDI effect. Namely, the DDI is a ferromagnetic coupling parallel to the spin direction but is an anti-ferromagnetic coupling perpendicular to the spin direction. Thus, the anisotropy along to the $c$-axis owing to the DDI increases as increasing the number of layers while keeping the area of the system constant.

### V. SUMMARY AND DISCUSSION

We proposed the new algorithm of SCO method for long-range interacting systems. The present method is efficient for systems with complicated lattice structure. We applied this method to the atomistic spin model of Nd$_2$Fe$_{14}$B which has the unit cell consisting of 68 atoms. In this case, the present algorithm is drastically reduced the computational time compared with the original algorithm proposed by Sasaki and Matsubara.

By using the present algorithm, we discussed the effect of the anisotropy of the Fe ions on the magnetization structure at finite temperatures. In the high temperature region, the system without the anisotropy of the Fe ions exhibits a planer structure where the DDI dominates while it has little effect at low temperatures. Thus it was found that the anisotropy of the Fe ions plays an important role to maintain the coercive force under influence of the DDI at high temperatures. We also study the effect of the thickness of the layer. It is found that the region of the planer magnetic structure is reduced as the number of layers increases.

In practical calculation, we may choose algorithms, the MSCO, the SCO, and even the naive MC concerning to their advantages, in a simulation depending on the characteristics of the bonds. For example, we treat short-range interactions with the naive MC and use the MSCO for the DDI in the present work. However, we may use the SCO instead of the MSCO at low temperatures.

Here, we point out that for the case of huge number of elements, the list used in Walker’s method of alias can be separated into an arbitrarily set of lists thanks to the properties of the Poisson distribution.

In order to discuss the magnetic structure caused by the DDI, further large-scale system is required to be sim...
culated. In the present method, however, the limit of the sample size is about 100 × 100 × 5 unit cells system (3400000 spins are taking into account in this system) in our simulation. It is necessary to perform a kind of coarse-graining procedure to the atomistic Hamiltonian for simulating further large-scale systems.
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Appendix: Walker’s method of alias in the present method

In this appendix, we briefly explain the Walker’s method of alias used in the sub-step (i-b). The idea of this method is an extension of the simplest O(1) method to pick up an element from an ensemble of N elements with the uniform probability distribution. In this case, we can simply obtain the i-th element (1 ≤ i ≤ N) by generating an uniformly distributed integer random number. Walker’s method of alias extends the above idea to the case of a general probability distribution. This method requires two tables of size N. One is the table of alias numbers \( \{ A_i \} (1 ≤ A_i ≤ N) \) and the other is the modified probabilities \( P'_i \) \( (0 ≤ P'_i ≤ 1) \). Using these tables, the Walker algorithm proceeds as follows:

(i) Generate a uniformly distributed integer random number \( i \), (1 ≤ i ≤ N).

(ii) Generate a uniformly distributed real random number \( r \), (0 ≤ r < 1).

(iii) If \( r < P'_i \), \( i \)-th element is chosen. Otherwise, \( A_i \)-th element is chosen.

Obviously, this procedure is calculated in \( O(1) \) computational time and is a kind of the rejection free method.

Both of the tables, \( \{ P_i \} \) and \( \{ A_i \} \), can be systematically obtained as proposed by Fukui and Todo [26]. First, we prepare a table \( \{ P'_i \} \) where \( P'_i \) is the acceptance probability of the \( i \)-th element multiplied by \( N \). and rearrange this table so that all the elements with \( P'_i ≥ 1 \) precede with those with \( P'_i < 1 \). Then, we create the tables \( \{ P_i \} \) and \( \{ A_i \} \) from the right most element to the left most element sequentially in the following procedures.

(a) Set \( A_i = i' \), where \( i' \)-th element is the right most element with \( P'_i ≥ 1 \).

(b) Set \( P_i = P'_i \).

(c) Redefine \( P_i' \) as \( P_i' = (1 − P_i) \).

(d) Proceed \( i \) to the next element and return to step (a).
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