Sustainable Sport Scheduling Approach Considering Team Equity for the Korean Professional Baseball League
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Abstract: Since the Korea Baseball League (KBL) had nine teams, an odd number, in the 2013 season, one team was unable to compete at certain times in the rotation while the other eight teams played games. Therefore, it was necessary to consider several elements to generate an annual match schedule in terms of team equity. However, the annual match schedule created by the conventional method could not fully reflect the elements regarding team equity, and there were a great many complaints from teams and fans. As a result, applying an optimization technique was decided upon to derive an efficient annual match schedule for the 2014 season. All the required conditions for scheduling are formulated as one or more equations and several parameter values concerning team equity are calculated with the related equations. Due to the complicated scheduling conditions, a sequential solution approach is applied by dividing the overall planning horizon in three parts. The derived annual match schedule was used for the 2014 season after some modifications, and the staff of the KBL was satisfied with the performance of the proposed scheduling methodology. Currently, this sustainable scheduling methodology is still in use to generate an efficient annual match schedule for the KBL.
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1. Introduction

1.1. Issues of an Annual Match Scheduling

The KBL is managed by the Korean Baseball Organization (KBO), and an annual match schedule has been developed and announced on every November or December of the preceding year. However, there were several issues when the KBO introduced the annual match schedule for the 2013 season. Due to the NC Dinos joining the league as the ninth team, there were some changes in the features of the annual match schedule. Among them, one of the significant elements was the inevitable occurrence of the ‘long rest’ team. Due to the odd number of teams, one team was unable to compete, while the other eight teams played games on a certain day in the rotation. In the KBL, once the games are matched among eight teams, each team plays two or three consecutive days with the same opponent team. Therefore, one team without an opponent would rest on those days. We called those rest days as ‘long rest’, and each team should have received six long rests during the planned annual match schedule.

In general, it is thought that a certain team which has to play a game with a team both before and after the long rest would be at a disadvantage. The team before the long rest can exert all its power...
without having to consider the next game. In addition, the team after the long rest can play a game with the players in rested condition because all the players of that team have had sufficient relaxation for an extra day. Therefore, when the annual match schedule is developed, the number of games with a team both before and after the long rest should be allocated as equally as possible.

Unfortunately, however, the first version of an annual match schedule for 2013 season did not satisfy the above conditions. As shown in Table 1, Lotte was scheduled to play a game with a team after the long rest about 12 times, while Samsung was scheduled for only one such game, and the average number of games with a team after the long rest is almost 6.6. Therefore, some teams strongly protested against the inequity elements of an annual match schedule for 2013 season. As a result, the KBO revised the annual match schedule for 2013 season considering the concept of team equity. It was an unprecedented occurrence in the history of the KBO because the right of development of an annual match schedule is regarded as their responsibility and area of expertise. Note that the “i→j” of Table 1 represents that “i” is the number of games with a team before/after the long rest in initial version of an annual match schedule for 2013 season, while “j” is the number of that in revised version.

Table 1. Inequity elements of the initial and revised annual match schedule for 2013 season.

| Team Name | Samsung | SK | Doosan | Lotte | KIA | Nexen | LG | Hanwha | NC |
|-----------|---------|----|--------|-------|-----|-------|----|--------|----|
| The numbers of games with a team before the long rest | 4→4 | 5→5 | 10→8 | 3→6 | 5→7 | 8→5 | 8→6 | 4→7 | 6→5 |
| The numbers of games with a team after the long rest | 1→6 | 4→5 | 9→5 | 12→7 | 3→4 | 4→6 | 4→6 | 8→6 | 8→8 |
| Total | 5→10 | 9→10 | 19→13 | 15→13 | 8→11 | 12→11 | 12→12 | 12→13 | 14→13 |

In the wake of this event, the KBO tried to change the development procedure of the annual match schedule. Until that time, the scheduling had been generated by the scheduling manager of the KBO by hand via the trial and error method, taking almost one month each time. However, they subsequently adopted a scientific decision-making methodology, optimization based on mathematical modeling, for the development of an annual match schedule. Now, with the proposed optimization methodology described in this paper, an annual match schedule can be generated with various scheduling conditions within only three hours.

1.2. Structure of an Annual Match Schedule

In the KBL, an annual match schedule consists of a series of three tournaments, and each tournament is scheduled as a double round-robin. In addition, each round is repeated three times in the first and second tournaments, while it is repeated two times in the third tournament. That is, if teams i and j have a plan to play a game at certain round in the first and second tournaments, they should also play a game on the next day and the day after that—three consecutive days—while only playing the next day (and not the day after that)—two consecutive days—in the third tournament.

2. Previous Studies

There are several research articles about the scheduling issues in baseball leagues. Russell and Leung [1] maximized the number of schedule breaks in order to construct a new, balanced schedule that minimized travel costs for a baseball league. Yang et al. [2] suggested the scheduling problem in Major League Baseball (MLB) based on the concept of an evolution strategy. They developed an algorithm aiming to minimize travel costs, and every team had a balanced number of games at home. Recently, Hoshino and Kawarabayashi [3] presented two heuristics that minimized the sum distances traveled by all teams for the Nippon Professional Baseball (NPB). Compared to the 2010 NPB inter-league schedule, the proposed schedule reduced the total travel distance by 15.3%. Jeong et al. [4] sought to maximize the fairness of the round-robin tournament schedule of the Korean Baseball League. The standard deviation of the travel distances of teams was defined as the energy function,
and the Metropolis Monte-Carlo method combined with simulated annealing techniques was applied to find the ground-state configuration. Lin and Chen [5] suggested efficiency monitoring systems about match-fixing players for the Chinese Professional Baseball League. They adopted a weighted moving average to confirm whether there was an efficiency variation of players over the years.

There are some studies on the scheduling in sports, as surveyed in Kendall et al. [6]. They provided an annotated bibliography for sports scheduling articles, including over 160 papers, with the earliest published in 1968, and categorized the scheduling problems according to problem definitions, methodologies, and applications. In addition, they analyzed papers by year and journal. The traveling tournament problem (TTP) is widely known as a variant of sport league tournament. Nemhauser and Trick [7] proposed TTP using a combination of integer programming and constraint programming to generate feasible schedules for the American League of Major League Baseball (MLB) in the United States. Benoist et al. [8] suggested a set of hybrid algorithms combining Lagrange Relaxation techniques with constraint programming. Anagnostopoulos et al. [9] proposed a heuristic algorithm based on the simulated annealing approach for Major League Baseball (MLB). Their proposed simulated annealing algorithm used a large neighborhood with complex moves, and included advanced techniques such as strategic oscillation. Ribeiro and Urrutia [10] suggested a new heuristic algorithm to minimize the total distance traveled by the teams; the suggested algorithm was based on a combination of the GRASP (greedy randomized adaptive search procedure) and ILS (iterated local search) meta-heuristics, which provide high-quality solutions. Russel and Urban [11] considered the scheduling problem of sports competitions over several venues that are not associated with any of the competitors and developed a two-phase approach. First, the method identifies a solution that designates the participants and schedules of each of the competitions and then assigns each competitor as “home” or “away.” Recently, Briskorn and Drexel [12] proposed a branch-and-price approach to generate optimal solutions, while Wright [13] presented a case study for a real-world sports scheduling problem. In addition, Jakee et al. [14] introduced asymmetries in scheduling slots and game-day revenues by considering the Australian Football League.

In this study, we generate a sustainable annual match schedule for the professional baseball league of Korea considering team equity when the number of teams is odd. We perform the scheduling through the optimization technique based on mathematical modeling, which is one of the well-known quantitative analysis methods. Such approaches have been used widely in sports management fields, such as the decision of ticket pricing, viability evaluation of professional sports teams, and the development of revenue-sharing policies between players [15–18]. By reflecting the needs of the fans and the teams, this sustainable sport scheduling approach can maintain its reputation for fairness, as well as the popularity of the KBL [19,20].

3. Scheduling Methodology

Adopting an optimization technique was decided upon based on mathematical modeling to derive an efficient annual schedule for the KBL. The overall procedure is designed in Figure 1.

![Figure 1. Overall procedure for development of an annual match schedule.](image-url)
3.1. Scheduling Conditions

Through several interviews with the KBO, we ascertained the required scheduling conditions as follows:

1. Nine teams are considered in the 2014 season (see Table 2).
2. The total number of games in the 2014 season is set as 576 games. Therefore, each team should have 128 games, meaning that there are 16 (128/8) games for each pair of teams.
3. The overall schedule for 2014 season consists of a series of three tournaments, where each tournament has 18 rounds. Each round continues for three days and two days consecutively in both the first and second tournaments and the third tournament, respectively.
4. In each tournament, any team should play on two rounds against every other team—one game at home and the other game away.
5. Each week, there are no games on Monday. In the first and second tournaments, two rounds are operated from Tuesday to Sunday: Tuesday to Thursday and Friday to Sunday. On the other hand, in the third tournament, three rounds are operated from Tuesday to Sunday: Tuesday to Wednesday, Thursday to Friday, and Saturday to Sunday.
6. In each round, one team should have the long rest because of the odd number of teams. That is, eight teams should play, while one team should rest on a certain game day.
7. Each team should have the long rest twice in each tournament.
8. No team is allowed to play more than six consecutive home/away games.
9. LG and Doosan share the Jamsil Stadium as home. Therefore, they are not allowed to play more than six consecutive games at the Jamsil Stadium. This assumption is made to prevent both LG and Doosan having more than six consecutive games by home-home-away, home-away-home, away-home-home, or vice versa configurations.
10. Every team should play an away game at all stadiums on a weekend or Friday at least once during a season.
11. It is desirable to assign a certain team to play with a specific team at the designated date to increase the popularity of the KBL (ex. Opening Day, Children’s Day).
12. There is always a game at the Jamsil Stadium on a weekend because of the popularity.
13. The number of monthly and whole scheduled home games for each team should be organized as evenly as possible to control home field advantage [21,22].
14. In the case of LG, Doosan, Nexen, and SK, the number of scheduled home games on a weekend with either Lotte or KIA should be organized as evenly as possible.
15. The number of games that are played with a team before and after the long rest should be assigned as evenly as possible.
16. The order of the long rest teams should be scheduled as uniformly as possible.

| #  | Team Name     | Stadium | Region  |
|----|---------------|---------|---------|
| 1  | NC Dinos      | Changwon| Changwon|
| 2  | Samsung Lions | Deagu   | Deagu   |
| 3  | KIA Tigers    | Gwangju | Gwangju |
| 4  | Lotte Giants  | Sajik   | Busan   |
| 5  | Hanwha Eagles | Daejeon | Daejeon |
| 6  | SK Wyverns    | Munhak  | Incheon |
| 7  | Nexen Heroes  | Mokdong | Seoul   |
| 8  | LG Twins      | Jamsil  | Seoul   |
| 9  | Doosan Bears  | Jamsil  | Seoul   |

3.2. Mathematical Model Development

Considering the required scheduling conditions from the KBO, we developed a mathematical model with the form of integer programming. The decision variables, which are about whether the
certain team has a game on a designated day or not and whether the certain team pair have a game on a designated day or not, are defined as binary 0–1 variables. Each condition mentioned in the Scheduling Conditions section above is described by one or more mathematical formulations using decision variables and several parameters to consider specific meanings.

Constraints

Constraints (1)–(9) are used to represent the general rules for the scheduling. Constraints (1)–(4) mean that each team plays 16 rounds within a tournament, while constraints (5)–(7) show that eight teams play the game in each round. In addition, constraints (8) and (9) are about the double round robin rule. Constraints (10)–(14) mean that each team is not allowed to play more than six home/away games consecutively. Moreover, constraints (15)–(20) are used to prevent playing nine home/away games in a row at Jamsil Stadium because both LG and Doosan use the same stadium. Thus, constraints (15)–(20) have the same purpose as constraints (10)–(14). Constraints (21)–(25) explain the specific round set for the opening game. Accordingly, several special round sets should be assigned on a designated date. Constraints (26)–(28) are related with the round operation of Jamsil Stadium on weekends. Jamsil Stadium should have a round every weekend, while it does not need to operate a round on every weekday. Constraint (29) means that every team should have an away game on each weekend at least once. The remaining constraints, (30)–(40), are about the equations to represent team equity. According to the derived match schedules, they are set to have certain lower or upper bounds to adjust the performances of the match schedule. Constraint (30) means the number of home games on a weekend for each team, while constraints (31)–(36) depict the number of home games at each month for each team. In addition, constraints (37) and (38) and constraints (39) and (40) describe the number of games before and after the long rest, respectively. Finally, constraints (41) and (42) mean the binary decision variables while constraint (43) is a nonnegative constraint.

\[
\sum_{k=1}^{9} x_{i,r,k} = 8, \quad \forall i, \forall r \quad (1)
\]

\[
\sum_{k=10}^{18} x_{i,r,k} = 8, \quad \forall i, \forall r \quad (2)
\]

\[
x_{i,r,k} + x_{i',r,k} \geq 2(y_{i,i',r,k} + y_{i',i,r,k}), \quad \forall i, i' \in I(i' \neq i), \forall r, \forall k \quad (3)
\]

\[
y_{i,i',r,k} = 0, \quad \forall i, \forall r, \forall k \quad (4)
\]

\[
\sum_{r=1}^{I} x_{i,r,k} = 8, \quad \forall r, \forall k \quad (5)
\]

\[
\sum_{i=1}^{I} \sum_{r=1}^{I} y_{i,i',r,k} = 4, \quad \forall r, \forall k \quad (6)
\]

\[
\sum_{i'=1}^{I} y_{i,i',r,k} + \sum_{i'=1}^{I} y_{i',i,r,k} = x_{i,r,k}, \quad \forall i, \forall r, \forall k \quad (7)
\]

\[
\sum_{k=1}^{K} y_{i,i',r,k} = 1, \quad \forall i, i' \in I(i' \neq i), \forall r \quad (8)
\]

\[
\sum_{k=1}^{K} y_{i',i,r,k} = 1, \quad \forall i, i' \in I(i' \neq i), \forall r \quad (9)
\]

\[
\sum_{i'=1}^{I} y_{i,i',r,k} + \sum_{i'=1}^{I} y_{i',i,r,k+1} + \sum_{i'=1}^{I} y_{i,i',r,k+2} \leq 2, \quad \forall i, \forall r, k = 1, \ldots, K-2 \quad (10)
\]
\[
\sum_{i'=1}^{l} y_{i',i,r,k} + \sum_{i'=1}^{l} y_{i',i,r,k+1} + \sum_{i'=1}^{l} y_{i',i,r,k+2} \leq 2, \quad \forall i, \forall r, k = 1, \ldots, K-2
\]  
(11)
\[
x_{i,r,k} + x_{i,r,k+1} \geq 1, \quad \forall i, \forall r, k = 1, \ldots, K-1
\]  
(12)
\[
y_{i,i',r,k} + y_{i,i',r,k+1} + y_{i,i',r,k+2} + y_{i,i',r,k+3} \leq 1, \quad \forall i, i' \in I(i' \neq i), k = 1,\ldots,K-2
\]  
(13)
\[
\sum_{i'=1}^{l} y'_{i',g,r,k} + \sum_{i'=1}^{l} y'_{i',g,r,k+1} \leq 1, \quad \forall r, \forall k
\]  
(14)
\[
\sum_{i'=1}^{l} y'_{i',g,r,k} + \sum_{i'=1}^{l} y'_{i',g,r,k+1} + y_{g9,r,k+2} \leq 2, \quad \forall r, k = 1, \ldots, K-2
\]  
(15)
\[
\sum_{i'=1}^{l} y'_{i',g,r,k} + y_{g9,r,k+1} + \sum_{i'=1}^{l} y'_{i',g,r,k+2} \leq 2, \quad \forall r, k = 1, \ldots, K-2
\]  
(16)
\[
y_{g9,r,k} + \sum_{i'=1}^{l} y'_{i',g,r,k+1} + \sum_{i'=1}^{l} y'_{i',g,r,k+2} \leq 2, \quad \forall r, k = 1, \ldots, K-2
\]  
(17)
\[
\sum_{i'=1}^{l} y'_{i',g,r,k} + \sum_{i'=1}^{l} y'_{i',g,r,k+1} + y_{g9,r,k+2} \leq 2, \quad \forall r, k = 1, \ldots, K-2
\]  
(18)
\[
\sum_{i'=1}^{l} y'_{i',g,r,k} + y_{g9,r,k+1} + \sum_{i'=1}^{l} y'_{i',g,r,k+2} \leq 2, \quad \forall r, k = 1, \ldots, K-2
\]  
(19)
\[
y_{g9,r,k} + \sum_{i'=1}^{l} y'_{i',g,r,k+1} + \sum_{i'=1}^{l} y'_{i',g,r,k+2} \leq 2, \quad \forall r, k = 1, \ldots, K-2
\]  
(20)
\[
x_{i,1,1} = 1, \quad i = 2,3,4,5,6,7,8,9
\]  
(21)
\[
y_{3,2,1,1} = 1
\]  
(22)
\[
y_{7,6,1,1} = 1
\]  
(23)
\[
y_{8,9,1,1} = 1
\]  
(24)
\[
y_{5,4,1,1} = 1
\]  
(25)
\[
\sum_{i'=1}^{l} y_{i',8,1,k} + \sum_{i'=1}^{l} y_{i',9,1,k} = \begin{cases} 1 & k = 1, k = 1,3,5,6,9,11,13,15,17 \\
2 & \forall k, k = 1,3,5,6,9,11,13,15,17
\end{cases}
\]  
(26)
\[
\sum_{i'=1}^{l} y_{i',8,2,k} + \sum_{i'=1}^{l} y_{i',9,2,k} = 1, \quad k = 1,3,5,6,9,11,13,16,18
\]  
(27)
\[
\sum_{i'=1}^{l} y_{i',8,3,k} + \sum_{i'=1}^{l} y_{i',9,3,k} = 1, \quad k = 3,6,9,12,15,18
\]  
(28)
\[
\sum_{k \in \{1,3,5,7,9,11,12,13,15,17\}} y_{i,i',1,k} + \sum_{k \in \{1,3,5,7,9,11,13,16,18\}} y_{i,i',2,k} + \sum_{k \in \{3,5,6,9,12,15,16,18\}} y_{i,i',3,k} \geq 1, \quad \forall i, i' \in I(i' \neq i)
\]  
(29)
\[
\sum_{k \in \{1,3,5,7,9,11,12,13,15,17\}} \sum_{i'=1}^{l} y'_{i',j,1,k} + \sum_{k \in \{1,3,5,7,9,11,13,16,18\}} \sum_{i'=1}^{l} y'_{i',j,2,k} + \sum_{k \in \{3,5,6,9,12,15,16,18\}} \sum_{i'=1}^{l} y'_{i',j,3,k} = N_{\text{holiday},jr}, \quad \forall i
\]  
(30)
\[
\sum_{k=1}^{9} \sum_{i'=1}^{l} y'_{i',j,1,k} = N_{\text{home},jr}, \quad \forall i
\]  
(31)
After the first solution, we attempted alternative approaches to obtain an appropriate match schedule for the KBL. Even though meta-heuristics, such as genetic algorithms or simulated annealing, were employed, we could not obtain a feasible solution within the 86,400 s (one day) limit. As a result, we attempted alternative approaches to obtain an appropriate match schedule for the KBL.

### 4. Solution Approach

#### 4.1. Approach Description

To find appropriate candidates of the match schedule through the proposed mathematical model, CPLEX version 12.4 is adopted. Since the number of decision variables, $x_{i,r,k}$ and $y_{i,r,k}$, is $9 \times 3 \times 18 = 486$ and $9 \times 9 \times 3 \times 18 = 4374$, respectively, it is difficult to find an optimal or near-optimal solution through heuristic approaches. Even though meta-heuristics, such as genetic algorithms, Tabu search, and simulated annealing are employed, it is a challenge to obtain a feasible solution reflecting all required schedule conditions based on their penalty-function-based improvement algorithm. Therefore, we initially developed the mathematical model as a form of integer programming to adopt the CPLEX in this study.

However, unfortunately, we could not obtain a feasible solution within 86,400 s (one day). As a result, we attempted alternative approaches to obtain an appropriate match schedule for the KBL.

$$
\begin{align*}
\sum_{k=1}^{18} \sum_{i'=1}^{l} y_{i',i,1,k} &= N_{home,i,5r} & \forall i \\
\sum_{k=1}^{9} \sum_{i'=1}^{l} y_{i',i,2,k} &= N_{home,i,6r} & \forall i \\
\sum_{k=1}^{18} \sum_{i'=1}^{l} y_{i',i,2,k} &= N_{home,i,7r} & \forall i \\
\sum_{k=1}^{12} \sum_{i'=1}^{l} y_{i',i,3,k} &= N_{home,i,8r} & \forall i \\
\sum_{k=1}^{18} \sum_{i'=1}^{l} y_{i',i,3,k} &= N_{home,i,9r} & \forall i \\
y_{i,i',r,k} + y_{i',i,r,k} - x_{i,r,k+1} &= 2z_{i,r,k}^{1} - z_{i,r,k}^{2} & \forall i, i' = I - \{i\}, \forall r, k = 1, \ldots, K - 1 \\
\sum_{i'=1}^{R} \sum_{k=1}^{K-1} z_{i,r,k}^{1} &= N_{before,i,r} & \forall i \\
y_{i,i',r,k} + y_{i',i,r,k} - x_{i,r,k+1} &= 2z_{i,r,k}^{3} - z_{i,r,k}^{4} & \forall i, i' = I - \{i\}, \forall r, k = 2, \ldots, K \\
\sum_{i'=1}^{R} \sum_{k=2}^{K} z_{i,r,k}^{3} &= N_{after,i,r} & \forall i \\
x_{i,r,k}, y_{i,i',r,k} &\in \{0, 1\}, & \forall i, i', r, k \\
z_{i,r,k}^{1}, z_{i,r,k}^{2}, z_{i,r,k}^{3}, z_{i,r,k}^{4} &\in \{0, 1\}, & \forall i, r, k \\
N_{holiday,i, r}, N_{home,i, r}, N_{before,i, r}, N_{after,i, r} &\text{is nonnegative integer} & \forall i, t
\end{align*}
$$

In this study, the required scheduling conditions given from the KBO are extremely tight. In addition, there are several unconsidered scheduling conditions that are hard to express in exact words, even though they have some concepts and images by themselves. Therefore, we do not present their objective function in the proposed mathematical model. That is, if some feasible solutions are generated during the solution procedure, those solutions can be regarded as possible match schedules for the KBL. After that, the most suitable match schedule will be selected as the most preferred schedule for next season by the KBO, considering many undefined elements, such as the number of expected spectators, weather, special events, and so on.
4.2. Modified Approach

To cope with this obstacle, we inevitably decide to divide the proposed mathematical model into each tournament level. The overall procedures of the modified approach are as follows:

**STEP 1-1:** Apply the proposed mathematical model only to the first tournament \((r = 1)\).

**STEP 1-2:** Derive the match schedule of the first tournament by using the CPLEX, and save the related values of decision variables.

**STEP 2-1:** Apply the proposed mathematical model to the second tournament \((r = 2)\). In this step, we have to consider the result of the decision variables from **STEP 1-2** and boundary conditions between first and second tournaments.

**STEP 2-2:** Derive the match schedule of the second tournament by using the CPLEX and save the related values of decision variables.

**STEP 3-1:** Apply the proposed mathematical model to the third tournament \((r = 3)\). In this step, we also have to consider the result of the decision variables from both **STEP 1-2** and **STEP 2-2** and boundary conditions between second and third tournaments.

**STEP 3-2:** Derive the match schedule of the third tournament by using the CPLEX, and save the related values of decision variables.

**STEP 4:** Generate an annual match schedule for the KBL based on the values of decision variables.

As boundary conditions, several constraints concerning team equity, such as the number of games played before and after the long rest, the number of home games in each month during the season, and the number of home games on a weekend or holiday are set to have upper or lower bounds at the end of each tournament. As a result, the computation time for small problems for the first and second tournaments is less than 10 min, while that for the small problem for the third tournament is less than 2 h. The average computation time is no more than three hours within our experiment. Therefore, we could generate many annual match schedules for the KBL by changing the parameter values of several constraints derived from our discussion with the KBO staff. After several repeated proposals, the staff from the KBO was able to determine the most preferred candidate among the proposed annual match schedules from our approach.

5. Numerical Experiments

To validate an annual match schedule derived through our methodology, we compared several aspects concerning team equity in the official schedules for the 2013 and the 2014 seasons with a schedule generated by our approach for the 2014 season.

Table 3 shows the number of games with a team before and after the long rest for each team. The distribution of the number of games with a team before the long rest in the 2013 season ranges from four to eight, while it ranges from five to seven in our version. In the case of the actual 2014 season, which is modified by the KBO with our version, the distribution ranges from three to ten. In addition, the distribution of the number of games with a team after the long rest both in the 2013 season and, in our version, ranges from four to eight games, while the range is from three to nine for the actual 2014 season. In this case, we notice that the gap between large and small values is more often shorter in our version. In addition, we can see that the gap is quite significant in the 2014 season. This is because the KBO does not consider each of the number of games with a team before and after the long rest. They only have an interest in the sum of both the number of games with a team before and after the long rest. The distribution of the sum of two cases in the 2013 season, our version, and the 2014 season ranges from 10 to 13 games, from 11 to 14 games, and from 10 to 14 games, respectively. Even though the gap in the 2014 season is greater than the others, its standard deviation is smaller than the 2013 season.

Table 4 addresses the number of home games in each month for each team. The standard variations of the number of home games in each month for each team are generated quite equitably, within the range of 1.5 to 2.0. Therefore, we can check that the proposed annual match schedule has a similar performance in comparison to the 2013 version.
Table 3. Distribution of the numbers of games with a team before/after the long rest.

| Team Name | 2013 The numbers of games with a team before the long rest | 2014 The numbers of games with a team after the long rest | Standard deviation |
|-----------|-----------------------------------------------------------|----------------------------------------------------------|-------------------|
| Samsung   | 4 5 8 6 7 5 | 6 10 4 5 3 8 | 1.30 (Standard) |
| SK        | 5 5 6 6 7 6 | 4 3 8 7 9 3 | 0.90 (Proposed) |
| Doosan    | 6 5 5 7 4 6 | 7 6 5 4 8 5 | 1.09 (Proposed) |
| Lotte     | 7 7 6 5 4 8 | 7 9 3 5 8 6 | 1.13 (Proposed) |
| KIA       | 5 6 7 6 5 7 | 6 6 7 6 5 7 | 1.09 (Proposed) |
| Nexen     | 7 6 7 6 5 7 | 6 6 7 6 5 7 | 1.09 (Proposed) |
| LG        | 5 6 7 6 5 7 | 6 6 7 6 5 7 | 1.09 (Proposed) |
| Hanwha    | 5 6 7 6 5 7 | 6 6 7 6 5 7 | 1.09 (Proposed) |
| NC        | 5 6 7 6 5 7 | 6 6 7 6 5 7 | 1.09 (Proposed) |

Table 4. Distributions of the number of home game at each month for each team.

| Version | Month | Samsung | SK | Doosan | Lotte | KIA | Nexen | LG | Hanwha | NC | S.D. |
|---------|-------|---------|----|--------|-------|-----|-------|----|--------|----|------|
| 2013    | March | 2 2 0 2 2 0 | 0 0 0 | 0 0 0 0 | 0 0 0 | 0 0 0 0 | 0 0 0 0 | 0 0 0 0 | 1.581 |
|         | April  | 13 9 10 9 9 | 12 12 | 13 12 12 | 12 12 12 | 12 12 11 | 12 12 12 | 12 12 11 | 1.581 |
|         | May    | 9 12 15 12 | 13 12 | 12 12 12 | 12 12 12 | 12 12 12 | 12 12 12 | 12 12 12 | 1.581 |
|         | June   | 11 9 11 12 | 12 12 | 11 12 12 | 12 12 12 | 12 12 12 | 12 12 12 | 12 12 12 | 1.581 |
|         | July   | 12 10 11 10 | 7 11 | 9 9 9 | 9 9 9 | 9 9 9 | 9 9 9 | 9 9 9 | 1.481 |
|         | August | 12 14 13 | 12 15 | 11 9 | 9 9 9 | 9 9 9 | 9 9 9 | 9 9 9 | 2.062 |
|         | September | 5 8 4 | 7 7 | 6 10 | 7 7 | 6 10 | 7 7 | 6 10 | 1.732 |
| Proposed| March | 3 3 3 3 | 3 0 | 0 0 0 | 0 0 0 | 0 0 0 | 0 0 0 | 0 0 0 | 1.581 |
|         | April  | 12 12 12 | 9 12 | 12 12 | 12 12 | 12 12 | 12 12 | 12 12 | 1.500 |
|         | May    | 9 12 12 | 12 12 | 12 12 | 12 12 | 12 12 | 12 12 | 12 12 | 1.500 |
|         | June   | 12 6 9 | 12 12 | 9 12 | 12 | 12 | 12 | 12 | 2.179 |
|         | July   | 12 15 12 | 9 12 | 9 9 | 9 9 | 9 9 | 9 9 | 9 9 | 2.179 |
|         | August | 10 10 10 | 15 12 | 12 | 10 | 13 | 15 | 13 | 2.121 |
|         | September | 6 6 6 | 4 4 | 6 6 | 4 4 | 6 6 | 4 4 | 6 6 | 1.000 |
| 2014    | March | 3 3 3 3 | 3 0 | 0 0 0 | 0 0 0 | 0 0 0 | 0 0 0 | 0 0 0 | 1.581 |
|         | April  | 9 9 12 | 12 12 | 12 | 12 | 12 | 12 | 12 | 2.121 |
|         | May    | 12 12 12 | 9 15 | 15 | 12 | 12 | 9 12 | 12 | 1.581 |
|         | June   | 12 12 12 | 12 12 | 9 9 | 9 9 | 9 9 | 9 9 | 9 9 | 1.581 |
|         | July   | 12 9 9 | 12 | 9 12 | 12 | 9 12 | 12 | 12 | 1.581 |
|         | August | 12 11 12 | 12 | 15 10 | 13 | 13 | 10 | 13 | 1.581 |
|         | September | 4 8 4 | 4 4 | 6 6 | 6 6 | 6 6 | 6 6 | 1.414 |

Table 5 represents the number of home games on weekends or holidays for each team. The distribution of the number of home games on weekends or holidays in the 2013 season ranges from 11 to 13, while our version varies from 12 to 14. In the case of 2014 season, which is modified by the KBO from our version, the figure ranges from 11 games to 14 games. The standard deviations of 2013 version, proposed version, and the 2014 version are calculated as 0.71, 0.88, and 1.13, respectively. In addition, in this element, the proposed annual match schedule shows almost the same performance as the 2013 version.

Note that we do not compare the initial schedule of 2013 season due to its very low performance (see the Table 1). In addition, an annual match schedule for the 2014 season was designed and modified by our proposed annual match schedule, reflecting several elements such as popularity, the expected number of spectators, and the specific designated date.

Table 5. Distributions of the number of home game in weekend or in holiday.

| Version | Samsung | SK | Doosan | Lotte | KIA | Nexen | LG | Hanwha | NC | S.D. |
|---------|---------|----|--------|-------|-----|-------|----|--------|----|------|
| 2013    | 11 12 13 | 12 12 | 12 | 12 | 12 | 13 | 11 | 12 | 12 0.71 |
| Proposed| 12 12 14 | 12 12 | 12 | 12 | 12 | 14 | 12 | 12 | 12 0.88 |
| 2014    | 11 13 14 | 14 | 11 12 | 12 | 13 | 12 | 12 | 1.13 |
6. Conclusions

Until we proposed and derived an efficient schedule methodology for the KBL through the optimization based on mathematical modeling, an annual match schedule was made by the staff of the KBO by hand. This approach took almost one month to generate an annual match schedule and several required schedule conditions were inevitably neglected. If they wanted to adjust several elements, it was impossible to spend an extra month to recalibrate. Thus, there was the possibility of several unfair elements for a certain team, and that issue became a significant issue in the 2013 season. However, after adopting our schedule methodology, the KBO can obtain many candidates of annual match schedules within a reasonable time, and they can select the most appropriate one among them. In addition, if they want to reflect other circumstances or to adjust some parameter values for team equity, a new set of candidates can be produced with a few modifications of the mathematical model. Moreover, when the number of teams in the league is changed in the future, this can be also reflected in the mathematical model, and an appropriate annual match schedule for the KBO under the changed environment can be delivered.

The strength of this paper is the explanation of the sustainable scheduling methodology as actually applied to the Korean professional baseball league, which via this methodology, can generate an efficient annual match schedule reflecting various needs from teams and fans. With those features, the KBL can maintain its reputation for fairness and popularity. Although several papers deal with sports scheduling, they were merely academic studies, with few examples having been applied. However, this manuscript is a result applied to the actual Korean professional baseball league.

Furthermore, the fans and the managers of each team can rest assured because the annual match schedule is planned with the utmost equity. Therefore, this study also gives some positive effects to increase the popularity of the KBL. As further work, if sufficient data related to the number of spectators of each game is gathered, it would be possible to design an optimal scheduling methodology for the KBL with the objective of maximizing the total number of spectators for a given season.
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Abbreviation

- $i$: Index for team while there are $I$ number of teams
- $r$: Index for tournament while there are $R$ number of tournaments
- $k$: Index for round while there are $K$ number of rounds
- $x_{i,r,k}$: Binary decision variable that equals 1 if team $i$ has a game at round $k$ of tournament $r$; otherwise, it equals 0
- $y_{i,i',r,k}$: Binary decision variable that equals 1 if away team $i$ has a game with home team $i'$ at round $k$ of tournament $r$; otherwise, it equals 0
- $N_{\text{holiday},i}$: Number of home games of team $i$ on Sunday and Holiday
- $N_{\text{home},i,t}$: Number of home games of team $i$ at each month $t$
- $N_{\text{before},i}$: Number of games of team $i$ with the team before the long rest
- $N_{\text{after},i}$: Number of games of team $i$ with the team after the long rest
- $z_{i,r,k}^1, z_{i,r,k}^2$: Binary decision variable for counting the number of games with the team before the long rest
- $z_{i,r,k}^3, z_{i,r,k}^4$: Binary decision variable for counting the number of games with the team after the long rest
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