Many-body open quantum systems beyond Lindblad master equations
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Many-body quantum systems present a rich phenomenology which can be significantly altered when they are in contact with an environment. In order to study such set-ups, a number of approximations are usually performed, either concerning the system, the environment, or both. A typical approach for large quantum interacting systems is to use master equations which are local, Markovian, and in Lindblad form. Here, we present an implementation of the Redfield master equation using matrix product states and operators. We show that this allows us to explore parameter regimes of the many-body quantum system and the environment which could not be probed with previous approaches based on local Lindblad master equations.

Introduction. In quantum systems, interactions can induce phases of matter with peculiar properties [1]. While it is still a very demanding task to understand the ground state properties of strongly correlated quantum systems, the study of many-body quantum systems in contact with an environment is a much less explored territory. In this case the environment can significantly alter the properties of the system, either suppressing desired properties or enhancing them [2–3]. For example, the environment can induce dephasing in a system, thus forcing it to lose coherence, or to alter or suppress its localization properties [4–12]. On the other hand, a bath, especially if carefully tailored, can be used to favor condensation [2,13] or exotic phases of matter in the steady state [3] or for long times [14,15]. The interplay of strong interaction and dissipation has also been shown to result in non-trivial relaxation regimes, from power-law [16,17] to stretched exponentials [5,6,18] and aging [19]. For a review on some aspects of many-body open quantum system one can refer to [20]. The study of such systems is however limited by approximations needed to treat the many-body quantum system and to model the environment and its interaction with the system itself.

The difficulty of studying many-body quantum systems (even when isolated from the environment) stems from the fact that a many-body wave function lives in a space which grows exponentially with the system size. Hence, simulation of such systems would be computationally expensive, even for a few tens of sites. Over the years, various numerical methods have been developed to study such systems, from mean field [21,26], to dynamical mean-field theory [27,29] and quantum Monte Carlo [30–32]. Another family of methods uses tensor networks [33,35], especially for one dimensional systems where they are commonly known as matrix product states (MPSs). In this scenario, tensor network algorithms are implemented in different flavours to search for ground states, [37] and to compute time evolutions [38–42].

For open quantum systems the computational complexity grows further. In fact, density matrices are described in a space which is the square of that of wave functions. Moreover, the environments need to be modeled appropriately for an accurate description of dissipative effects. For weak system-environment coupling, it is possible to derive various master equations under different assumptions [43–55].

Current studies of large many-body open quantum systems mostly rely on master equations in Lindblad form [46,47] due to its ease of implementation and computation. In addition, to study large systems, further assumption on the locality of operators used is required in order to remove the time dependence in the dissipator. However, they may not produce physical results even for weak system-environment coupling [48–51]. To go beyond the local system operator assumption, one could opt for master equations with a global system operator. Unfortunately, however, these master equations usually work in eigenbasis where the full energy spectra are required, making it difficult to simulate large quantum systems. Hence, it has not been shown how to simulate large many-body quantum systems with master equations that go beyond the local Lindblad approach. Due to these constraints, a large variety of many-body open quantum systems still remains unexplored.

Here we show how to realize the Redfield master equation RME, which goes beyond the limits of local Lindblad master equations, by using matrix product states to study larger many-body quantum systems. As an application, we consider an XXZ spin chain with its center site coupled to a thermal bath and we show the system’s response to the thermal bath by analysing the local magnetization and correlation propagation. We also demonstrate that this approach goes beyond various Lindblad master equation approaches.

Framework. We consider a time-independent total Hamiltonian $H_{\text{tot}}$ including both the system and bath

$$H_{\text{tot}} = H_S + H_B + S \otimes B,$$

(1)

where $H_S$ is the Hamiltonian of the system under consideration, $H_B$ is the bath Hamiltonian, and the interaction between system and bath is given by $S \otimes B$ where $S$ acts on the system while $B$ acts on the bath. Assuming the system-bath coupling to be weak, and that the initial global density matrix of the system and bath $\rho_{\text{tot}}(0)$ is in a separable form $\rho_{\text{tot}}(0) \approx \rho(0) \otimes \rho_B$ where the reduced density matrix $\rho(0)$ describes the system while $\rho_B$ is a thermal Gibbs state for the bath at temperature $T$, it is possible to derive a master equa-
tion for the evolution of $\rho(t)$ given by

$$
\frac{\partial \rho(t)}{\partial t} = -i [H_S, \rho(t)] + \mathcal{R}^t \rho(t),
$$

(2)

which is also known as the Redfield master equation (RME) [52]. Here the first term on the right-hand side describes the unitary evolution due to the system Hamiltonian. The dissipation due to the bath is described by a time-dependent superoperator

$$
\mathcal{R}^t [\cdot] = [\mathcal{S} (t) \cdot, \mathcal{S}] + [\mathcal{S}, \cdot \mathcal{S}^t (t)],
$$

(3)

$$
\mathcal{S}(t) = \int_0^t \hat{S}(-\tau) C(\tau) \, d\tau,
$$

(4)

with $\hat{S}(\tau) = e^{iH_S \tau} S e^{-iH_S \tau}$ while the bath correlation function is $C(\tau) = \text{tr} (e^{iH_B \tau} B e^{-iH_B \tau} \rho_B)$. Note that we work in units such that $J = \hbar = k_B = 1$, where $k_B$ is the Boltzmann constant.

To simulate quantum dynamics by using Eq. (4), one would typically diagonalize the system Hamiltonian $H_S$ and express the terms of $[\mathcal{S}(\tau), \mathcal{S}]$ in the energy eigenbasis. Such an approach strongly limits the size of the systems that can be studied. For the long time dynamics or steady states, one could evolve the system under a time-independent dissipator $\mathcal{R}^\infty [\cdot]$ with the transition operator $\mathcal{S}(\infty)$. For clarity, we refer to it as the time-independent Redfield master equation (iRME) in contrast to the time-dependent one in Eq. (2).

In order to investigate larger systems, Lindblad master equation with short range operators are typically used. The advantage of such a master equations is that they can be simulated very effectively with MPS algorithms, either using a trajectory method [20, 53] or the purification of the density matrix [41]. A common microscopic derived Lindblad master equation with local operators relies on the local Hamiltonian approximation and a high temperature condition [43], and it is known as the local Lindblad master equation (LLME). In this case, the transition operator $\mathcal{S}(\infty)$ is governed by an approximated local system Hamiltonian (i.e., with inter-site coupling terms ignored).

Another archetypal approximation is to take the singular coupling limit master equation (SCME) [54, 55]. In this limit, the correlation function is approximated as $C(\tau) \approx 2a \delta(\tau)$ where $a$ depends on the bath model. The corresponding transition operator $\mathcal{S}(\infty)$ then reduces to $a \mathcal{S}$ and as a result, the dissipator $\mathcal{R}^\infty [\cdot]$ becomes local and in Lindblad form too, thus allowing efficient evolution with MPS.

**Redfield dynamics with matrix product states.** In order to accurately compute the evolution of a many-body open quantum system, it would be useful to develop a way to compute Eq. (2) with MPS, which would allow to significantly increase the size of the systems currently studied by diagonalizing the system Hamiltonian $H_S$. In the following we explain how this can be done. It is possible to describe wave functions and density matrices, even exactly, as a product of tensors [55] with $S$ indices, one for the physical dimension (e.g., of the size of the local Hilbert space), and two auxiliary dimensions (of a maximum size called the bond dimension $D$). Operators acting on a state can be described by linear maps from MPS to MPS, which are called matrix product operators (MPOs). An MPO is a tensor with 4 indices, one for the input and one for the output physical dimensions, and two auxiliary dimensions of maximum size $D_W$ (the MPO bond dimension). We first rewrite the system density matrix $\rho(t)$ as an MPS [41], and the operators acting on it as MPOs. The MPO representing $S$ is then evolved in time to obtain $\mathcal{S}(\tau)$ via a Trotter decomposition at second order. The convolution in Eq. (4) to compute $\mathcal{S}$ is evaluated subsequently using Romberg integration. The algorithm to evaluate $\mathcal{R}^t$ is described pictorially in Fig. 1. After having obtained $\mathcal{R}^t$ we can use the Runge-Kutta method to evolve $\rho(t)$ using Eq. (2) [56].

**Model.** The methods described above could be applied to a broad range of physical systems. Here we consider a spin-1/2 Heisenberg XXZ spin chain with $(2L+1)$ sites, with

$$
H_S = \sum_{i=-L}^{L-1} \left[ J (\sigma_i^x \sigma_{i+1}^x + \sigma_i^y \sigma_{i+1}^y) + \Delta \sigma_i^z \sigma_{i+1}^z \right] + h \sum_{i=-L}^{L} \sigma_i^z,
$$

where $h$ is a uniform magnetic field, and the elements of $\sigma_i^\alpha$ are given by the Pauli matrices for $\alpha = x, y, z$. $J$ and $\Delta$ denote the tunneling strength and interaction strength respectively [57]. The central site ($l = 0$) of the spin chain is coupled to a harmonic oscillator bath, with bath Hamiltonian

$$
H_B = \sum_{n=1}^{\infty} \left[ p_n^2 + \frac{m_n \omega_n^2 x_n^2}{2} \right],
$$

through the system operator $S = \sigma_0^x$ and $B = -\sum_{n=1}^{\infty} c_n^\dagger c_n$, where $c_n$ is the system-bath coupling constant for the $n$–th mode. The bath properties can be characterized by the spectral function $J(\omega)$ [58]. In the following, we consider an ohmic bath with an exponential cutoff (i.e., $J(\omega) = \gamma \omega \exp(\omega/\omega_c)$ [45, 58]), and where $\gamma (\times \sum_n c_n^2)$ is the dissipation strength. It follows that in the singular coupling limit the prefactor $a = \gamma T$. We consider a

![FIG. 1: Illustration of the MPO representation of $\mathcal{S}(t)$ and $\mathcal{R}^t$. Starting from the system–bath coupling operator $S$ we evaluate $\mathcal{S}(t)$ via Eq. (3) and $\mathcal{R}^t$ via Eq. (4). At site $l$ the physical indices of the MPO tensor for $S$ are $\tau_l$ and $\tau_l$, while the auxiliary indices are $\alpha_l$ and $\alpha_{l+1}$. For $\mathcal{R}^t$ the tensor at site $l$ has physical indices given by the tuples $(\tau_l, \tau_l')$ for the input and $(\alpha_l, \alpha_{l+1})$ for the output, while the auxiliary indices are $\alpha_l'$ and $\alpha_{l+1}'$.

]
system with 21 sites, i.e., $L = 10$, which cannot be simulated via conventional Redfield master equation approaches ($L \approx 4$ that is $9 \sim 10$ sites at most). As initial condition we chose a fully polarized initial state $|\Psi_0\rangle = |\uparrow\uparrow\cdots\uparrow\uparrow\rangle$ which is an eigenstate of the system Hamiltonian and it only evolves due to the coupling to the bath.

**Results.** Since we couple the central spin to a bath that tends to flip it, we first study the dynamics of a flipped spin in such system, i.e. $|\Psi_0\rangle = |\downarrow\cdots\downarrow\downarrow\rangle$. This is represented in Fig. 2(a) where the local magnetization is shown to propagate, as expected, ballistically in the system with some modulations due to interference. In Fig. 2(b) we show the open system dynamics for the fully polarized state $|\Psi_0\rangle$, in which, on top of the linear propagation, there is a non-unitary dynamics in the center of the chain. This is shown more clearly in Fig. 2(c) which shows cuts, at different times, of panel (b). The dotted lines in Fig. 2(a,b) are computed from the data in Fig. 2(a), showing that the tails in the dissipative dynamics spread at the same speed as the unitary evolution. For a more quantitative comparison we study the variance of the spreading of the magnetization, given by

$$\langle d^2 \rangle = \sum_i \langle \sigma^z_i \rangle^2 / \sum_i \langle \sigma^z_i \rangle,$$

where $\sigma^u_i = \sigma^+_i \sigma^-_i$ with $\sigma^\pm_i = (\sigma^x_i \pm i\sigma^y_i)/2$. For the unitary evolution $\sqrt{\langle d^2 \rangle}$ grows linearly (grey dot-dashed line). The behavior is also linear for the dissipative evolution, due to the fact that an excitation, after it is introduced by the bath, propagates ballistically. For the dissipative evolution we have considered different system sizes so as to show how quickly finite size effects can play an important role and limit the predictive power.

We now compare the results of our approach to those of the LLME and SCME. We study two quantities, the local magnetization in the center $|\sigma^z_0\rangle$, Fig. 3(a,c,e), and the correlation between two distant sites $|\sigma^z_0 \sigma^z_{13}\rangle$, Fig. 3(b,d,f), for different bath temperatures $T$. For low temperatures, Fig. 3(a,b), the dynamics of the Lindblad master equations (dashed blue line for LLME and green dotted line for SCME) is much slower than the more accurate RME (red continuous line). In fact, the derivation of both LLME and SCME requires an high temperature approximation. As $T$ increases the curves approach each other, but even for $T = 5$, while the evolution is similar, the difference between the various Lindblad master equations

![FIG. 2: (a) Contour plot of the local magnetization $|\sigma^z_i\rangle$ for a closed system with the central spin flipped initial state. (b) Contour plot of $|\sigma^z_i\rangle$ with Redfield master equation (2). (c) Local magnetization profile for times $t = 0, 0.5, 1, 1.5, 2, 2.5$ (darker lines for larger times). (d) $\sqrt{\langle d^2 \rangle}$ as a function of time for unitary dynamics (grey dash-dotted line), for 21 sites, and from Eq. 2 (red solid lines), for sizes 5, 9, 13 and 21 (darker lines for larger systems). Other parameters: $\Delta = 5, h = 0.5, \omega_c = 20, T = 2, \gamma = 0.02$.](image)

![FIG. 3: Evolution of local magnetization $|\sigma^z_i\rangle$, panels (a,c,e) and real part of the long distance correlation $|\sigma^+_i \sigma^-_j\rangle$, panels (b,d,f) as functions of time. The evolutions are computed using RME (red solid lines), SCME (green dotted lines) and LLME (blue dashed lines) master equations. Panels (a,b) are for $T = 0.2$, (c,d) are for $T = 2$ and (e,f) are for $T = 5$. Other parameters: $\Delta = 0.5, h = 0.5, \omega_c = 20, \gamma = 0.02$.](image)
FIG. 4: Local magnetization $\langle \sigma_z^0 \rangle$ versus time $t$ (a) for different interactions $\Delta = 0.5, 1.5, 3, 5$ at $\omega_c = 20$ or (b) for different cut-off frequencies $\omega_c = 1, 5, 10$ at $\Delta = 0.5$, computed from RME (red solid lines with color gradient), SCME (green dotted lines), LLME (blue dashed lines) for 21 sites with $\gamma = 0.02$. Darker colors imply larger interactions or cut-off frequencies. (c,d) $\Delta = 0.5, \omega_c = 1, 10$ with $\gamma = 0.2, 0.02$ respectively to show comparable dynamics for RME (red solid lines), iRME (purple filled circles), for 7 sites (faint colors) and 9 sites (darker colors). In all panels, $T = 2$.

and RME is sizeable.

It is important to probe the performance of these master equations for varying many-body interaction strength $\Delta$. In Fig. 4(b) we show the local magnetization $\langle \sigma_z^0 \rangle$ versus time as we vary $\Delta$. We observe that the dynamics is strongly affected by $\Delta$ (red continuous lines from light to dark as $\Delta$ increases), however the evolution of both Lindblad master equations does not vary significantly with $\Delta$, but only changes in the shaded regions. This implies that these Lindblad master equations are unable to accurately capture the effect of strong interaction effectively approximating the many-body physics in this system.

We also study the effect of bath cutoff frequency $\omega_c$, which modifies how different energy levels are coupled to the bath. In Fig. 4(b) we show $\langle \sigma_z^0 \rangle$ as function of $t$ for various cut-off frequencies $\omega_c$. The SCME cannot probe the differences in $\omega_c$. The LLME can vary with $\omega_c$ but it is not accurately reproducing the RME. It is also important to point out that, in the small $\omega_c$ regime, the evolution due to the time-dependent RME cannot be approximated by the (time-independent) iRME. This is highlighted in Fig. 4(c, d) where results from RME (red solid lines) are compared to those of its time-independent approximation iRME where $R^\infty$ is used instead of $R^t$ (purple circles) [59]. For small enough cut-offs $\omega_c$ the finite time effects are stronger and the inaccuracy of the iRME more evident. This is due to the fact that at small frequencies the size of the system plays a bigger role. For the iRME the superoperator $R^\infty$ would straight-away be affected by the finite system size, while $R^t$ would require some time before the finite size effects are felt.

Conclusions. We have presented an implementation of the Redfield master equations using MPS/MPOs. Unlike the conventional approach that requires the full eigenenergy spectrum, the MPS/MPO-based method allows us to probe the dynamics of large many-body open quantum systems. We have compared results from the Redfield master equation to typical master equations in Lindblad form which can be computed efficiently for large systems, and we have shown that those Lindblad master equations do not capture the dynamics as the Redfield master equation can. Moreover, the time-dependence in the evolution equations of our approach does not come at an additional cost and in most of the regimes it is computationally cheaper than the time-independent counterpart. The approach is thus robust and the current algorithm can be readily extended to the study of multiple baths, different types of couplings, or even systems with time-dependent Hamiltonians.

More work would be needed to increase the efficiency of the code, especially in terms of memory requirements, for example using different evolution or integration schemes. Comparison to the MPS approach used in [60][62], which is also valid for strong system-bath coupling, would give important insights in the regime of validity of the weak coupling approximation [63][64].

The possibility of studying accurately the open dynamics of many-body quantum systems beyond Lindblad master equations leads to interesting opportunities in various directions, for instance quantum thermodynamics and quantum transport.
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