Physics of compartmentalization: How phase separation and signaling shape membrane and organelle identity
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A B S T R A C T
Compartmentalization of cellular functions is at the core of the physiology of eukaryotic cells. Recent evidences indicate that a universal organizing process – phase separation – supports the partitioning of biomolecules in distinct phases from a single homogeneous mixture, a landmark event in both the biogenesis and the maintenance of membrane and non-membrane-bound organelles. In the cell, ‘passive’ (non energy-consuming) mechanisms are flanked by ‘active’ mechanisms of separation into phases of distinct density and stoichiometry, that allow for increased partitioning flexibility and programmability. A convergence of physical and biological approaches is leading to new insights into the inner functioning of this driver of intracellular order, holding promises for future advances in both biological research and biotechnological applications.
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1. Introduction

Phase separation is emerging as an overarching organizing principle behind the complex process of compartmentalization of the eukaryotic cell in a multiplicity of specialized subcellular systems. To effectively interact with their environment, cells have to generate inner structures by a sequence of symmetry-breaking events, whereby regions devoted to different vital functions emerge either spontaneously or under the influence of specific driving cues [1]. For instance, stem cells generate differentiated daughter cells by asymmetric cell division, endowing them with specific fate determinants [2] (Figure 1, top). Cells migrating in a chemotactic gradient are initially round but under the influence of a chemotactic factor develop a chemically differentiated front and back allowing them to migrate towards a chemoattractant source [3] (Figure 1, center). Epithelial cells mature chemically differentiated apical, basal and lateral region to integrate into the fine planar architecture of an epithelial tissue [4] (Figure 1, bottom). In these examples, the plasma membrane is subdivided in specialized, chemically differentiated domains by a selforganized phase separation process [5–8] which in its turn guides the asymmetric positioning of inner structures, such as the cytoskeleton, and membrane-bound organelles, such as the Golgi and endoplasmic reticulum, in the intracellular space [9–12]. At the same time, the biogenesis of a large class of membrane-less organelles, such as germ granules, stress granules, centrosomes, and nucleoli, takes place by symmetry breaking via a phase separation process [13–16]. A sophisticated machinery of protein sorting and dispatching contributes to the generation and maintenance of the symmetry-broken, polarized state [17,18].

Differently from purely chemical systems that may rely on ‘passive’, non-energy consuming intermolecular interactions for the generation and maintenance of separated phases, biological systems typically employ energy-consuming, non-equilibrium, ‘active’ processes to sustain heterogeneity among the distinct phases that identify its inner compartments [19]. In particular, the ability of biomolecules to separate into phases characterized by distinct states of matter, ranging from liquid to gas or solid, is fundamental to spatially segregate proteins and nucleic acids in cells, thus generating specific compartments with specialized functionalities. Diverse biological processes ranging from RNA metabolism, DNA damage response and signal transduction exploit the fine levels of compartmentalization provided by phase-separated domains for their proper functioning [20–22].

Here, we review physical mechanism underlying biological phase separation, with a particular attention to the role played by active processes and to their implications. We then highlight representative examples of phase separation processes in the cytosol, nucleosome, and on cell membranes, and discuss some of the functions and mechanisms of regulation of phase separation in cell physiology. Lastly, we expose recent advances in studying and controlling biological phase separation processes in bioengineering and therapeutics.

2. Physics of active and passive phase separation

2.1. Classical theory of phase separation

Mixing-demixing transitions have been thoroughly studied in Physics [24–26]. There, the ordering of similar molecules by mutual affinity in spatially separated domains is driven by attractive and repulsive interactions, primarily of electrostatic origin, such as those emerging from the interaction of permanent or induced dipoles [27–29]. The formation of phase-separated domains becomes possible when the demixing tendency of mutually attractive interactions outcompetes the tendency of thermal agitation to mix and homogenize the molecular components of a system. For this reason, in the simplest systems the mixing-demixing transition may take place abruptly when some control parameter (such as the temperature, or the concentration of a particular component) crosses some critical value, and a tipping point is reached.

The initiation of this process of separation into different phases, characterized by distinct physical properties and/or molecular compositions, can occur spontaneously as a consequence of

Fig. 1. Symmetry breaking and generation of cellular functions. In asymmetric cell division, fate determinants are distributed asymmetrically between the mother and daughter cell [2]. In chemotactic cells, different molecular factors accumulate in the growing anterior part and in the retracting posterior part of the cell [3]. During epithelial tissue morphogenesis, the apical, lateral and basal regions of the cell acquire different molecular identities [4,23].
stochastic fluctuations. For instance, the spontaneous nucleation of a germ of a (solid, liquid or gel) condensate phase from a solution starts from the random encounter of two molecules of the solute, resulting in the formation of a (stable or transient) dimer. The growth of a small condensate domain of molecules of the solute is then driven by the balance between the influx of molecules from the solute and the ‘evaporation’ of molecules from the domain [30]. If, after the initial nucleation stage, phase separation takes place sufficiently close to thermodynamic equilibrium, it is possible to describe it in thermodynamical terms as a competition between a bulk and interface free energy. Here, the growth of a spherical domain of the condensate phase allows the system to lower its energy proportionally to the increase in the volume of the domain itself, while at the same time, the free energy of the system is raised by an amount proportional to the increase of interface area, where the energetically favorable contacts are not saturated (the proportionality coefficient is called a ‘surface tension’). A tug of war therefore arises between these two competing effects.

Several observable effects derive from this scenario:

1. Phase separation takes place via a switch-like onset when the concentration of the solute exceeds the threshold concentration that allows a large condensate domain to coexist at equilibrium with the solution.
2. The process tends to minimize the interface area (or perimeter length in two-dimensional systems) between the two phases, leading to the formation of approximately spherical (or circular, in two-dimensional systems) growing domains.
3. The speed of the process is controlled by a degree of metastability, which is approximately proportional to the difference between the concentration of the solute and the threshold concentration.
4. There is a critical size under which domains are unstable and tend to disappear, since for small domains, the energy advantage coming with an increased volume does not repay the cost of an extended droplet boundary; the critical size of approximately spherical or circular domains is inversely proportional to the degree of metastability.
5. Stable domains (i.e., domains larger than the critical size) can be generated either by a large enough random fluctuation (homogeneous nucleation), or by the creation of a large enough nucleation center by some external action (heterogeneous nucleation).
6. When competing for a limited pool of molecules, domains undergo competitive growth, also known as coarsening: larger domains grow at the expense of the molecules that ‘evaporate’ from smaller ones, so that at equilibrium a unique domain survives, in a sort of winner-take-all mechanism; moreover, the growth of domains becomes slower and slower with time, as long as the solute is sequestered by the growing domains, and as a consequence, the degree of metastability decreases and the critical size grows; Lifshits and Slyozov [31,32] found that under these conditions the average size of domains grows as (time)$^{1/3}$ in both two- and three-dimensional environments. This is ultimately a consequence of the fact that molecules diffuse in a restricted environment without being created or destroyed (in this case it is said that the system exhibits a locally conserved order parameter [25]).

A similar scenario is realized in the case of an initially well-mixed binary mixture of a population of molecules of types A and B (Figure 2, left), characterized by homotypic intermolecular affinity, where islands of pure A- and B-phases can be nucleated and grow in the ‘sea’ of the well-mixed phase.

In both cases, a mathematical description of phase separation can be given by introducing a coarse-grained order parameter $\phi$ (that in the case of the binary mixture can for instance be thought as the difference between the local concentrations of the A- and B-molecules) and a Landau-Ginzburg free-energy density:

$$f = \frac{K}{2} |\nabla \phi|^2 + V(\phi)$$

where the gradient term penalizes the interfaces between the two phases ($K$ is thus proportional to the surface tension), while $V(\phi)$ is a potential, which depends on the strengths of the intermolecular interactions. There exist a region of parameter space (Figure 2, center), in which the coexistence of competing phases is possible, as $V(\phi)$ develops two minima (Figure 2, right), corresponding respectively to each of the two physically realizable phases. If $V(\phi)$ is symmetric, both phases are globally stable, otherwise one of the two phases is metastable.

### 2.2. Active vs. passive phase separation

Classical theories of phase separation rely on concepts of equilibrium statistical mechanics, such as the free energy, that in some cases can be used to approximately describe also non-equilibrium dissipative processes during their relaxation toward an equilibrium state. However, many of the inner workings of living cells are intrinsically nonequilibrium, since they are continuously driven by external and/or internal forces, and can involve transport phenomena and enzymatic processes in which individual molecular components constantly and irreversibly consume and dissipate energy, a defining feature of ‘active’ matter [19,33,34]. Such
intrinsically out-of-equilibrium processes permit the existence of a larger variety of stationary states than those realizable in close-to-equilibrium conditions [15,35]. Such processes contribute to generate and maintain the symmetry-broken, structured, compartmentalized state which allows the cell to perform its complex, vital functions. An example of such order-generating, energy-consuming nonequilibrium process is provided by the phase separation of cell membranes into polarized signaling domains driven by autocatalytic loops [5,36–40]. In this context, the attractive or repulsive interaction between homotypic molecules is often not direct, but effectively mediated by autocatalytic feedback loops involving auxiliary molecules and sustained by a continuous energy influx, that may be provided for instance by ATP hydrolysis, and is consumed by individual catalytic events.

In the following paragraphs we review two representative models of active phase separation, respectively, in the cytosol and on lipid membranes.

### 2.3. Active phase separation in the cytosol

Several organelles generated by phase separation in the cytosol are present at the stationary state in finite numbers and with similar sizes. This cannot be easily explained by classical theories of coarsening kinetics, according to which larger domains grow at the expense of smaller ones, so that in finite systems at the stationary state a single large domain survives. Interestingly, active, catalytic mechanisms may suppress several features of this classical scenario, such as spontaneous nucleation and coarsening, thus allowing the existence of multiple-domain stationary states where the number of domains is controlled [15,35]. A simple model where these effects may be appreciated describes a population of soluble A-molecules and phase-separating B-molecules, that may be converted into each other, either spontaneously, or by autocatalysis, or by the action of a finite number of spatially localized catalytic cores E (Fig. 3) [15,35]. In this system, nucleation of new domains is triggered by the catalytic activity of the E-cores, and is suppressed elsewhere, thus allowing for precise control of the number of domains by the upstream regulation of the number of E-cores. Moreover, the nonequilibrium conditions created by the chemical reactions suppress coarsening and stabilize the multiple-domain stationary state. The catalytic activity of a finite number of E-cores irreversibly transforms the A-molecules into phase-separating B-molecules, thus contributing to the growth of B-domains. However, the B-domains are destabilized by the tendency of B-molecules to decay back into soluble A-molecules with a given rate $k_b$. For small values of $k_b$, the B-domains grow following a coarsening kinetics that leads the system to a single-domain stationary state. However, if $k_b$ is large enough, larger domains cannot grow indefinitely at the expense of smaller ones, coarsening is suppressed, and a multi-domain stationary state becomes stable.

### 2.4. Active phase separation on lipid membranes

The spontaneous or induced symmetry breaking leading to the partition of lipid membranes into selforganized domains enriched in specific chemical factors is an ineludible feature of many vital functions of eukaryotic cells, such as migration, proliferation, and organogenesis, and is known to imply the action of multiple autocatalytic feedback loops [41,5,42–44,36–38,45,39,40]. A simple model of this active phase separation process describes a population of molecules of types A and B, bound to the lipid membrane, where they can laterally diffuse with diffusivity constant $D$. The two molecular types are interconverted by the action of two enzymes $E_A$, $E_B$ that shuttle between the lipid membrane and the cytosol, where they rapidly diffuse. Each of the two enzyme types binds preferentially to membrane regions enriched in their own product, thus realizing a simple reinforcing feedback loop (Fig. 4) [5,6,46,8,47]. Based on some of its characteristic properties, this kind of model has been termed ‘mass-conserved’, ‘bistable’, or ‘wave-pinning’ by different authors [48–50].

A mathematical description of this process can be given by considering as an order parameter the difference in the surface concentration of the molecules of types A and B [5, Supp. Text]. The evolution of $\phi$ in time can be reduced to the minimization of the effective free energy density:

$$f_{act} = \frac{D}{2} \left[ \nabla \phi \right]^2 + V_{act}(\phi)$$

where $V_{act}(\phi)$ is an effective potential, which depends on the chemical reaction rates indicated in Fig. 4. In the region of parameter space depicted in light green in Fig. 4 (right) the coexistence of competing phases is possible, as $V_{act}(\phi)$ develops two minima, corresponding respectively to each of the two (A- and B-enriched) phases. This is analogous to the mathematical description of the classical phase separation of a binary mixture, except that $V_{act}(\phi)$ now depends on the kinetic rates of a set of non-equilibrium autocatalytic reactions, instead of the equilibrium strength of direct intermolecular interactions. A similar mathematical structure implies similar properties: domains of pure A- and B-phases may nucleate and grow, exhibiting all the ‘classical’ effects, including switch-like onset, minimization of surface tension, existence of critical size, and coarsening [5,6,46]. Interestingly, in these conditions coarsening is faster than in the classical Lifshitz-Slyozov prediction, since the order parameter is not conserved: molecules may ‘evaporate’ from any part of a domain, diffuse rapidly in the cytosol, and be captured again in another point of the membrane; correspondingly, the average size of domains is predicted to grow as $(time)^{1/2}$ [6,46].

These selforganized ‘active’ domains exhibit peculiar features. They cannot exist at the stationary state without a constant influx of energy, and are therefore intrinsically out of equilibrium. Since direct homotypic molecular interactions are here substituted by effective interactions mediated by the autocatalytic loops, the intermolecular distance in such domains can be larger than the molecular size, a characteristic that can be assimilated to that of a ‘gas’ phase. In principle, such domains may be expected to cover large extents of space and to exhibit a high degree of plasticity and fast recycling of their constituents. Interestingly, the size of these membrane domains is limited by the depletion of their constituents from the cytosolic reservoir, and can therefore in
principle be controlled by regulating their cytosolic concentrations [5,6,46].

It is also worth observing here that actual selforganized active domains are driven by selfreinforcing catalytic loops that usually involve a chain of events where a multiplicity of molecular species participate. Therefore, such domains are expected to be typically multicomponent, and to host a spatially-localized, higher-than-average concentration of the ‘clan’ of all of the molecular species that take part into the relevant autocatalytic feedback loops (the red and blue ‘clans’ in Fig. 4 can be seen as an abstract example).

3. Biological phase separation

3.1. Evidences and functionalities

Processes of phase separation have emerged in the recent decade as an ubiquitous feature of eukaryotic cell physiology. Phase separation is a natural process that the cell may exploit to spatially localize biochemical reactions and cellular functions in appropriate subcellular structures and compartments. Two large classes of macromolecules have been identified, that exhibit a particular tendency to phase separate: proteins and RNA molecules containing several repeats of similar binding sites and/or weak interaction regions (multivalent molecules) and proteins (in particular, RNA- and DNA-binding proteins) containing stretches of unstructured, partially unfolded regions enriched in particular polar and charged amino acids (intrinsically disordered, or prion-like, protein regions) [51,21,52]. Favorized by negligible activation barriers, such feeble interactions promote spontaneous and reversible organization of macromolecules in phase-separated domains, often referred to also as ‘droplets’, or ‘condensates’ [53]. In most cases the state of aggregation of such domains has been reported to be liquid-like, or gel, but occasionally also solid domains have been observed, mainly in association with pathological conditions [21]. On lipid membranes, phase separation into localized domains enriched in specific molecular factors can be also driven by the indirect intermolecular interactions established by networks of autocatalytic loops. Such ‘soft’ domains may have a gas-like structure, as their constituents do not need to be constantly in direct contact [5,54]. The progressive ‘coarsening’, or ‘ripening’ (see Section 2.1) of phase-separated domains is naturally controlled by the limited availability of their molecular components in any given compartment [21].

The spontaneous aggregation processes described by classical phase separation allow to control properties of subcellular compartments responsible for specific biological functions without any energy expense. A variety of such ‘passive’ control mechanisms is intrinsic in the nature of the process. For example, in many common situations phase separation starts when some parameter of the system crosses a threshold or critical value. This implies that switch-like control over physiological processes may be simply achieved by bringing the concentration levels of some of the relevant chemical factors above or below threshold. For instance, the formation of nucleoli has been shown to require crossing a threshold in the concentration of one of their main constituents, fibrillarin [16].

3.2. Active and passive mechanisms of regulation

The spontaneous aggregation processes described by classical phase separation allow to control properties of subcellular compartments responsible for specific biological functions without any energy expense. A variety of such ‘passive’ control mechanisms is intrinsic in the nature of the process. For example, in many common situations phase separation starts when some parameter of the system crosses a threshold or critical value. This implies that switch-like control over physiological processes may be simply achieved by bringing the concentration levels of some of the relevant chemical factors above or below threshold. For instance, the formation of nucleoli has been shown to require crossing a threshold in the concentration of one of their main constituents, fibrillarin [16].

As another example of ‘passive’ control mechanism, the size of phase-separated domains is naturally controlled by the limited availability of their molecular components in any given compartment [62,5].

On the other hand, biological phase separation appears to involve a wide variety of active, energy-consuming processes, raising the natural question about their role in the cell survival strategy. Present evidence suggests that active processes are required both for achieving precise regulation, and for allowing the realization of peculiar out-of-equilibrium stationary states.
As phase separation is driven by the ordering effect of direct or indirect intermolecular interactions, the main control parameter of the process is the intermolecular interaction strength, which may be controlled by several means, such as conformation modifications that hide/expose interaction sites, that may be induced for instance by specific enzymatic actions. For instance, it has been proposed that centrosomes grow by aggregating proteins that can switch between a dephosphorylated, globular, soluble form and a phosphorylated, elongated, phase-separating form [15]. Similarly, the phase separation of germ granules in C. elegans embryos is controlled by a switch between a phosphorylated and unphosphorylated state of the constituent proteins MEG-1 and MEG-3 [63]. Here, active processes may be seen as sparks that ignite the generation, maintenance and remodeling of biological phase-separated domains.

On the other hand, by their irreversible action, ‘active’ enzymatic processes may be essential to sustain out-of-equilibrium stationary states with specific features. For instance, the natural, ‘passive’ coarsening kinetics leading to the formation of a single phase-separated domain may be useful when the establishment of a single-domain stationary state is necessary for survival [45,64,65], but it would be harmful when a larger number of phase-separated domains have to exist in the stationary state, as is the case, for instance, of centrosomes, that must be present in exactly two copies. In this case, coarsening must be suppressed [15]. A minimal model of the process assumes that centrosome-forming proteins are actively converted from a soluble to a phase-separating form on the surface of the centriole, and are converted back to the soluble form in the body of the centrosome [15]. The effect of these active transformations is twofold. First, centrosome nucleation is strongly favored around the two centrioles and correspondingly impaired in the cytosol, so that only two centrosomes may be nucleated. Second, the conversion from the phase-separating to the soluble form decreases the ‘greediness’ of the growing centrosomal domains, thus allowing the peaceful coexistence of two centrosomes in the stationary state [15]. This has been proposed as a general mechanism that by suppressing coarsening may allow the generation of stable populations of self-organized domains of controlled size [35].

3.3. Active phase separation in signaling and trafficking

Many signal transduction circuits in the eukaryotic cells organize their activity on the lipid bilayer of membranes in discrete, localized microdomains, enriched in specific signaling molecules. Although the functional implications of this level of spatial organization are still not well understood, it has been proposed that they may be used to ‘digitalize’ incoming signals [66,67] and to control the spatiotemporal remodeling of the actin cytoskeleton [68,69].

The formation of signaling microdomains on lipid membranes has been shown to take place by a two-dimensional phase separation process in the signaling pathway upstream of RAS, a small GTPase which plays a pivotal in the transduction of stimuli from the T cell receptor and the Epidermal Growth Factor Receptor [22]. RAS is activated by the associated guanosine exchange factor SOS [70]. The SOS molecule forms a complex with the integral membrane adaptor protein LAT, leading to the recruitment of soluble proteins, such as GRB2, which establish multivalent interactions with LAT. Initially, LAT proteins are uniformly distributed and diffuse freely on the lipid bilayer. By increasing the amount of GRB2, two-dimensional LAT-GRB2-SOS microdomains are formed, controlling SOS membrane dwell time, and ultimately RAS activation kinetics [22]. The coarsening kinetics of LAT...
microdomains on supported lipid bilayers (Fig. 5b) is a strong evidence of the underlying self-organized phase separation process.

A second example is provided by the assembly of F-actin, which is controlled by the formation of phase-separated two-dimensional membrane-associated microdomains, relying on interactions between phosphorylated Nephrin (membrane receptor), NCK (adaptor protein) and N-WASP (NCK-interacting protein and the activator of the actin nucleation factor Arp2/3 complex) [51,71]. In this case, N-WASP membrane dwell time is sensitive to NCK concentration. The modulation of multivalent interactions within the condensate fine-tunes dwell times and signaling activity [72].

The selforganized formation of phase-separated signaling domains on the plasma membrane plays a central role in many cellular functions, including chemotaxis, cell division, neuronal growth, immunity, and intracellular protein sorting [40,44,5,6,61,39,73,74]. In this context, the attractive or repulsive interactions driving the formation of phase-separated domains is often not direct, but effectively mediated by energy-consuming positive and negative feedback loops involving multiple molecular species [40–42,44,5,43,36–38,45,39]. A central role is played here by switch-like molecules such as small GTPases proteins [75]. Specific enzymes (GEFs and GAPs) convert the inactive form of small GTPases into the active form, and vice versa, thereby ensuring kinetic control of GTPase activation over time [70,76]. The two states of small GTPases and the associated GEF and GAP enzymes provide a concrete realization of the scheme of Fig. 4, when for instance an active GTPase recruits its own activator GEF to the lipid membrane in an autocatalytic feedback loop [8].

As an example, in S. cerevisiae the site of budding of a daughter cell is marked by the formation on the cell membrane of a domain enriched in the active form of Cdc42, a member of the Rho family of small GTPases. The formation of this selforganized active domain is driven by an autocatalytic feedback loop, whereby active Cdc42 recruits its own GEF, Cdc24, from the cytosol to the domain [77]. Time-lapse images of the process show that the formation of these domains takes place through successive stages of nucleation, coarsening, and relaxation to a single-domain stationary state (Fig. 5f). The speed of domain formation can be controlled genetically by modifying the effective strength of the intermembrane interaction mediated by the autocatalytic feedback loop [39]. In this system, the formation of a unique domain is fundamental for cell survival: mutations that allow for the formation of multiple domains are lethal [45,39].

Similarly, the Rab5 small GTPase, which plays a key role in organizing endocytic trafficking, in its active form recruits its own GEF, Rabex5, thus creating a local positive feedback loop that induces the formation of selforganized Rab5-enriched domains on endosomal membranes [78,40,79].

Other members of the small GTPase protein family, including both Rac and Rab molecular switches, are likely involved in the generation of selforganized domains driven by complex biochemical circuits including multiple feedback and feedforward loops [80,70].

Self-organized phase-separated domains generated by direct or mediated intermolecular interactions on lipid membranes have been observed to drive endocytic events [81,82]. In this regard, it was recently suggested that protein sorting, i.e. the concentration of specific protein cargos in submicrometric lipid vesicles, is enabled by their colocalization in membrane microdomains by means of phase separation [83]. In this scenario, phase separation leads to the spontaneous formation of selforganized active domains enriched, along with the sorted cargo, in specific lipids and in several adaptor, membrane-bending and fission-inducing proteins. Then, the biochemical constituents of this selforganized domain locally induce higher membrane curvature and the consequent nucleation and detachment of a small vesicle. The newly generated vesicle is then constitutively enriched in the biochemical factors of the engulfed domain, thus resulting in a spontaneous distillation process. The main parameter controlling the efficiency of the sorting process is the strength of the effective intermolecular interaction driving phase separation, and optimal sorting is realized for intermediate values of the interaction strength (neither too low nor too high) [83]. A similar picture emerges from recent work, where optimal endocytic efficiency was obtained by tuning the strength of protein assembly at intermediate values using light-inducible oligomerization [107].

4. Phase separation in bioengineering and therapeutics

Biomolecular condensates originated by both proteins and nucleic acids are rapidly attracting the interest of biotech industry [84]. The ability of biological polymers to coalesce and quickly disappear from the cell cytoplasm, as well as to speed up reactions by concentrating reactants, provides a source of inspiration for the development of novel biomedical applications. As a result, four biotech companies (Faze Medicines, Nereid Therapeutics, Translissimo Bio, Dewpoint Therapeutics) were launched in less than two years (2019–2020), with the goal of exploiting biological condensates for human disease treatment [85]. Notably, applications of biological condensates in biotechnologies overlap with their biological function described in cells [22,56,86,87,52,88–91] including: the generation of liquid compartments in cells, the regulation of biochemical catalysis in both space and time, and the partitioning of drugs. As an example, a synthetic condensate (OT organelle) provides customized orthogonal translation and protein engineering in semisynthetic euarkaryotic cells [91]. In addition, specific nucleation of phase separation at precise genomic locus induced by a dead Cas9 chimera (CasDROP) could help to understand how phase separation can alter 3D genome organization [92]. Furthermore, tuning and mixing of distinct compartments is forced by fusion proteins containing different combinations of protein modules [93–96]. Parallelly, selective partitioning into liquid ordered membrane domains is exploited in a wide variety of nanotechnological applications aimed at delivering both small molecules as well as proteins and nucleic acids into cells [97,98].

Among the distinct phase separation processes, liquid–liquid phase separation is the most promising and capable to originate cell-like structures [99] or bioreactors [100] via interaction among biomolecules [13,101,102,52]. Accordingly, by varying the intra/intermolecular interaction strengths encoded in a biopolymer sequence, the process of condensate formation may be appropriately tuned. As an example, DNA nanostructures phase separate in a DNA-poor and a DNA-rich phase, similarly to coacervates [103], based on both salt concentration and temperature, two physical quantities that control base-pairing of the DNA duplex [104]. These quantities may be tuned to ensure selective cargo capturing and partitioning; such a strategy may be used to compartmentalize distinct biochemical reaction inside the same DNA droplet [105].

In the last years, the principles of liquid–liquid phase separation were used to develop a broad range of drug delivery vehicles. In particular, coacervates generated spontaneously by self-assembly in an aqueous medium are designed to encapsulate labile proteins or drugs, thereby preserving their bioactivity from the surrounding environment. Notably, coacervates do not require organic solvents for their assembly and therefore are defined as the most safe vehicle to deliver pharmacological agents to patients compared to hydrogels and microparticles [106].

Altogether, these evidences point to the utmost relevance of the phase separation process in biotechnological and bioengineering applications.
5. Perspective

Phase separation is emerging as a universal organizing principle, allowing cells to break down their physiological activity in a multitude of functional compartments. Liquid–liquid phase separation has been shown to account for the compartmentalization of biomaterial in many specialized organelles in the cytoplasm and nucleus. On lipid membranes, active phase separation underlies the dynamics of signaling and trafficking domains that organize the complex logic of molecular sorting. In an exciting convergence of physical and biological intuition, increasing quantitative and theoretical understanding of the principles governing spontaneous and induced phase separation holds promise of gaining control over these exquisite, still partly enigmatic microscopic and submicroscopic mechanisms to achieve new breakthroughs in biotechnology and therapeutics.

Future research is likely to focus on discriminating the active and passive aspects of biological phase separation, highlighting the regulating and promoting role of catalytic events, deepening our understanding about the state of aggregation (solid, liquid, gel, gas-like, …) of the selforganized domains that drive the main physiological activities of the cell. In parallel, the engineering of functionalized biomimetic particles capable of interfering with such activities with therapeutic goals represents a fascinating perspective.
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