Robust Design of Power System Stabilizers Using Improved Harris Hawk Optimizer for Interconnected Power System
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Abstract: In this present work, a new metaheuristic method called a Harris hawk optimizer (HHO) is applied to achieve the optimal design of a power system stabilizer (PSS) in a multimachine power system. Several well-known chaos maps are incorporated into the HHO to form a chaotic HHO (CHHO) with the aim of improving static operators and enhancing global searching. To assess the CHHO performance, exhaustive comparison studies are made between anticipated chaotic maps in handling unconstrained mathematical problems. At this moment, The PSS design problem over a wide permutation of loading conditions is formulated as a non-linear optimization problem. The adopted objective function defines the damping ratio of lightly damped electromechanical modes subject to a set of constraints. The best PSS parameters are generated by the proposed CHHO. The applicability of the proposed CHHO based on PSS is examined and demonstrated on a 10-generator and 39-bus multimachine power system model. The performance assessments of the CHHO results are realized by a comparative study with HHO through extensive simulations along with further eigenvalue analysis to prove its efficacy. The simulation results convincingly demonstrate the high performance of the proposed CHHO-PSS under various operating scenarios.
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1. Introduction

Due to the fast growth of power demand in recent years, the inadequacy of resources increases the complexity and remoteness of power systems. Accordingly, heavy loads are being imposed on the existing power system [1]. The stability of power systems defines the tendency and capacity of the power system to expand its restoration by keeping its equilibrium state after disturbances without extended loss of synchronism [2]. Damping of power system oscillations in a multimachine power system is extremely essential for the system operation security. As a result, a power system stabilizer (PSS) has been typically used to damp out the generator’s electromechanical oscillations modes in electric power systems [1–3].

In the last decade, artificial intelligence has been introduced to design PSSs such as artificial neural networks [4–7], fuzzy logic [8,9], adaptive fuzzy in [10,11], and neuro-fuzzy in [12]. These proposed methods have demonstrated the performance to damp out the power system oscillations compared with the power system stabilizer. In addition, these
approaches permit the implementation of a PSS including the parameter uncertainty and non-linearity of the power system and further supply the best signal efficiency for a large limit of loading conditions. A fuzzy logic PSS based on learning and evolution is proposed in [13], which is a hybrid technique that the coordinate evolution and learning that is implemented whereby each one complements the other’s potency.

The optimal parameters tuning of PSS in power system stability have been reported in the literature based on many optimization algorithms (conventional and recent based algorithms). It can be concluded that conventional optimization techniques such as the simplex and the gradient descent methods are not able to supply an appropriate solution. The key reason is that these algorithms need additional information, and are simply being trapped in the local solutions to extremely complex problems.

In the last two decades, several modern algorithms have widely evolved that easily solve optimization problems that were hard to get solutions to before. Amid these algorithms are the genetic algorithm (GA), particle swarm optimization (PSO), evolutionary algorithm, differential evolution (DE), bat algorithm (BA), and many more. Several articles are dedicated to designing the PSS using the mentioned algorithms that should be used for developing the power system reliability. The effectiveness of the GA in improving power system stability has been reported in several studies [2,3,14–17]. The advantage of the GA in relation to other optimization techniques is to be independent of the complexity of problems. PSOs have been investigated in the literature for PSS robust setting in a multimachine power system [17–19], to improve power system stability and enhance the damping of electromechanical oscillations of power systems. To attain the same goal, the parallel vector evaluated improved honey bee mating optimization [16,20].

Many new optimization algorithms have been proposed for ensuring the best setting in the power system. These algorithms have the ability to augment the global search algorithm. The power system stability improvement using these algorithms is presented in many papers. Teaching-learning-based optimization is also employed [21], fertility algorithms [22] are addressed, as well as Whale optimization algorithm [23]. In Ref. [24], the design of a conventional PSS is performed by the bat algorithm to set its pole-zero and gain parameters. The suggested technique of PSS design is transformed with an objective fitness including an eigenvalue system to guarantee the damping of the test system for a wide limit of loading conditions of the model. On the other hand, the BA is suggested in [25] for the robust design of PSS in the power system of multi-machine. In addition, a novel structure of PSS has also been investigated [26] for the first time, using a BA to improve power system stability.

Cyber security is getting to be a major concern to power system frameworks as the operation of a power system is extremely attached to cyber communication. As a result, it is necessary to seek and study the effect of cyber-attacks on the modern power system. The progress of a reliable power system needs a deeper perception of potential effects resulting from successful cyber-attacks. Estimating practical attack effects stands in need of an assessment of the grid’s reliance on its cyber foundation and its capacity to endure potential failure. The investigation of the cyber-physical interaction inside the power system is essential to establish the adequacy of cyber-security efforts at enhancing the power system stability [27,28].

In this work, an improvement to the Harris Hawks Optimizer (HHO) is incorporated to achieve a robust algorithm to confidently produce parameters of PSS. Later in the text of this article, this proposed novel algorithm is called CHHO. Several chaos maps are attempted and the optimal one is chosen. Various operating loading scenarios are proposed with detailed discussions and analyses. Comparisons among standard HHO besides other well-known comparative algorithms and the proposed CHHO are made to signify the value of the proposed CHHO-PSS control strategy.

HHO is easy to develop because of its simple structure with high flexibility and easiness of implementation. HHO has simple operations with few tuned parameters. Therefore, the modified HHO can successfully be employed in various power system
troubles, as well as to get the best controller gains. It is anticipated that efficient approaches such as chaotic maps acquire high superiority solutions for tackling the desired power output in different scenarios. In this article, the below noteworthy features can be stated in order to report on numerically throughout this paper:

An efficiency improvement of a powerful metaheuristic method named the HHO is investigated to achieve a set of optimal proposed controllers.

A chaotic HHO called (CHHO) is proposed by hybridizing several chaotic sequences in HHO to enhance the global convergence and find the optimal solution, as well as to run away from local convergence.

The combination of chaotic maps with HHO generates another search space distinguished to original HHO operations that ensure the best performance in improving power system stability thus best results are established.

The structure of this article is organized as follows; in addition to this introduction section, Section 2 presents the problem statement including the description of the power system model with the study system, and the PSS structure and objective function are also described. Section 3 announces a review of the proposed algorithms with our improvement to the standard HHO. In Section 4, the effectiveness of the proposed stabilizer is tested under different cases and compared with the PSS-based HHO. In addition, the comparison is extended between CHHO, HHO, and DE under eigenvalue analysis to prove the effectiveness of this proposition. At last, the concluding remarks are drawn in Section 5.

2. Problem Statement and Modeling

2.1. Power System Modeling

In this study, a fourth-order model to represent the synchronous machine is used. The power system can be formulated as depicted in (1).

\[
\dot{X} = f(X, U) \tag{1}
\]

where \(X\) defines the vector of the state variables and \(U\) denotes the vector of the input variable. The state vector of \(n\) generators is given as \(\begin{bmatrix} \omega_1 & \delta_1 & E'_q_1 & E'_f_1 \end{bmatrix}^T\) and \(U\) is the PSS output signal. This model is widely used in the analysis of parameter values settings of PSS [29].

\[
\begin{align*}
\dot{\omega}_i &= \frac{(P_m - P_e - D_\omega)}{M} \\
\dot{\delta}_i &= \omega_0(\omega - 1) \\
E'_{qi} &= \frac{(-E_q + E'_f)}{i_n} \\
E'_{fdi} &= \frac{-E_{fd} + K_a(V_{ref} - V_i)}{i_a}
\end{align*} \tag{2}
\]

In studies of dynamic stability, the linearization model of the power system is applied around its operating point. The state equations of the power system can be written as follows:

\[
\dot{X} = AX + BU \tag{3}
\]

where \(A\) is a \(4n \times 4n\) matrix and is given by \(\frac{\partial f}{\partial X}\), while \(B\) is the input matrix with order \(4n \times m\) and is given by \(\frac{\partial f}{\partial U}\). The \(A\) and \(B\) are calculated with each operating point. The state vector \(X\) has an order of \(4n \times 1\) and the input vector \(U\) has an order of \(m \times 1\).

Figure 1 depicts the generalized multimachine power system scheme.

2.2. System under Study

A multi-machine IEEE 39-bus system is investigated in this work to appraise the coherency of the suggested scheme which is well known as a 10-machine New-England power system. The aggregation of a large number of generators is generator 1. All generators are equipped with PSS. The system data can be found in Ref. [30] while Figure 2 reveals the single line diagram of the power system under study.
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Figure 2. Single line diagram of Ten-generator thirty-nine-bus new-England power system.

2.3. Power System Stabilizer

The conventional structure of the PSS is used in this study as shown in Figure 3, and its transfer function is given by Equation (4) [31,32]. PSS comprises a block of $K$ gain followed by a high-pass filter of time constant $T_w$ and a lead-lag structured phase compensation blocks with time constants: $T_1$, $T_2$, $T_3$, and $T_4$. It is important to remind that the suggested stabilizers are designed to reduce the system oscillations under severe perturbations with a view to enhance the dynamic stability. The output stabilizer $\Delta V_{PSS}$ is a voltage signal that is added to the input voltage signal of the exciter system. The input signal of such a structure is usually the deviation of the synchronous speed $\Delta \omega$. It can be displayed the transfer function as hereunder:

$$\Delta V_{PSS} = K \frac{sT_w}{1 + sT_w} \left[ \frac{1 + sT_1}{1 + sT_2} \right] \left[ \frac{1 + sT_3}{1 + sT_4} \right] \Delta \omega$$ (4)
two time constants) which is the system real part of the poles where \( s \). Therefore, there are three parameters to be optimized here for each PSS (a gain and two time constants), and they are subject to the following constraints:

\[
\begin{align*}
1 & \leq K_m \leq 100 \\
0.01 & \leq T_{1m} \leq 2 \\
0.01 & \leq T_{2m} \leq 2 \\
0.01 & \leq T_{3m} \leq 2 \\
0.01 & \leq T_{4m} \leq 2
\end{align*}
\]

where \( F \) is the objective function and \( m \) is the PSS index corresponding to the \( m \) generator of the system. In this study, the other parameters \( T_W \) is considered constant in a way that \( T_W = 10 \) to reduce the time computation and covers the mentioned oscillations, as well as to limit the search space to avoiding the worst fitness values by decreasing the optimized parameters.

3. Proposed Algorithm and Solving Methodology

3.1. Harris Hawks Optimizer

The authors have applied a nature-inspired optimization algorithm called HHO developed in Ref. [33] and inspired by the behavior of Harris hawk birds [33,34]. The
main process of the algorithm relies on the collaboration between hawks in the phase of hunting their prey. According to this algorithm, the Harris hawks group hit the prey from several directions to get it all of a sudden. Obviously, the escape manner of prey is comparable to the Harris hawk’s chase pattern. Birds collaborate between them during the attack procedure. Concurrently, the target prey is attacked by the group leader of the Harris hawks, who pursues it and suddenly disappears from sight, and the next Harris hawk keeps up the chase.

The HHO algorithm is a global optimizer and better than other well-known algorithms based on its applicability to different real problems. Moreover, HHO can establish a balance between exploitation and exploration phases and maintain them in a stable manner. Profoundly, the HHO algorithm has a configuration comprising three phases. The first one is the exploration capability, which is expressed as follows:

\[ x(t + 1) = \begin{cases} x_{\text{rand}}(t) - r|x_{\text{rand}}(t) - 2r_2x(t)|q \geq 0.5 \\ x_{\text{prey}}(t) - x_a(t) - r_3(LB + r_4 UB - LB)q < 0.5 \end{cases} \]  

where \( X(t) \) presents the hawk’s current location, \( X(t + 1) \) also presents the hawk’s location in the next generation \( t \), \( X_{\text{prey}}(t) \) denotes the prey location, \( r_1, r_2, r_3, r_4 \) and \( q \) are random parameters in the range of \((0, 1)\). \( X_{\text{rand}}(t) \) is the randomly chosen hawk from the population. Additionally, LB and UB are, respectively, the lower and upper bounds. \( x_a(t) \) means the average position of the Harris hawk, which is formulated as:

\[ x_a(t) = \frac{1}{N} \sum_{i=1}^{N} x_i(t) \]  

where \( x_i(t) \) considers the location of each Harris hawk in generation \( t \) and \( N \) presents the number of all Harris hawks.

The exploitation is the second phase in HHO. Obviously, during the chase and hunt, the hawks’ energy is decreased. The prey’s energy can be exposed as follows:

\[ E = 2E_0 \left(1 - \frac{1}{T}\right) \]  

\( T \) is the maximum number of generations, \( E_0 \) indicates the energy in the first stage while \( E \) designates the escaping energy. Throughout this phase, when \(|E_0| \geq 1 \) and \(|E_0| < 1 \), the exploration is happening and has occurred, respectively.

The exploitation indicates the final phase, which is employed to enhance the local solutions compared to previously achieved solutions. During this phase, the hawks’ surprising attack on the prey was identified in the preceding two phases. Based on the prey’s escape and hawks’ chasing, the problem is formulated.

3.1.1. Soft Besiege

The validation of the soft besiege condition is occurs when \( r \geq 1 \) and \(|E_0| \geq 0 \), which is defined as:

\[ x(t + 1) = \Delta x(t) - E|Jx_{\text{prey}}(t) - 2x(t)| \]  

\[ \Delta x(t) = x_{\text{prey}}(t) - x(t) \]  

where \( \Delta x \) denotes the difference between the current location and the prey location. \( J \) is the random jump power and equals to \( J = 2(1 - r_5) \), and \( r_5 \) is a random value between 0 and 1.
3.1.2. Hard Besiege

The besiege condition is employed when \( r \geq 0 \) and \( |E_0| < 0 \). The prey in this phase does not have satisfactory energy to escape, thus it surrenders, which is formulated as:

\[
x(t + 1) = x_{prey}(t) - E|\Delta x(t)|
\]  
(13)

3.1.3. Soft Besiege with Progressive Rapid Dive

In this phase, the condition is valid when \( r < 0 \) and \( |E_0| \geq 0 \). Here, the prey’s energy can permit it to escape successfully. Hawk tests the next move for performing the soft besiege phase that can be modeled as:

\[
x(t + 1) = x_{prey}(t) - E|Jx_{prey}(t) - x(t)|
\]  
(14)

\[Z = Y + S \times LF(D)
\]  
(15)

where \( LF \) indicates the levy flight function given in [34], \( D \) is the dimension and \( S \) represents a random vector by size \( 1 \times D \). In consequence, the following equation is obtained:

\[
x(t + 1) = \begin{cases} 
Y f(Y) < f(y(t)) \\
Z f(Z) < f(y(t))
\end{cases}
\]  
(16)

After simple substitution, the following formula is obtained:

\[
x(t + 1) = \begin{cases} 
Y f(Y) < f(y(t)) \\
Z f(Z) < f(y(t)) \forall f(Y) < f(y(t)) \\
Z = Y + S + LF(D) \forall f(Z) < f(y(t))
\end{cases}
\]  
(17)

3.1.4. Hard Besiege with Progressive Rapid Dive

When \( r < 0 \) and \( |E_0| < 0 \), the prey in this phase does not have the satisfactory energy to escape and a hard besiege is performed before the surprise pounce to chase and hunt the prey.

\[
x(t + 1) = \begin{cases} 
Y f(Y) < f(y(t)) \\
Z f(Z) < f(y(t))
\end{cases}
\]  
(18)

where \( Y \) and \( Z \) are obtained using new rules in Equations (19) and (20).

\[
Y = x_{prey}(t) - E|Jx_{prey}(t) - x_m(t)|
\]  
(19)

\[Z = Y + S \times LF(D)
\]  
(20)

where \( x_m(t) \) is calculated using Equation (9).

Figure 4 illustrates the pseudo-code of CHHO based PSS methodology.

3.2. Chaotic Maps

The Chaotic Map (CM) employment is one of the effective approaches to adjust some of the static parameters in metaheuristic algorithms and conquer early convergence. This domain has swiftly grown up to be a new research area in the recent optimization literature. In this work, CM is inserted into the original HHO to avoid trapping in a local optimum during the optimization process. Seven different CM types are attempted in this current study [35–39]: Iterative map, Gaussian map, Logistic map, Piecewise map, Singer map, Tent map, and Chebyshev map. The iterative map with infinite collapses can be written as described in Equation (21). However, the Gaussian map can be given in Equation (22). In addition, Logistic, Piecewise, Singer, Tent, and Chebyshev maps are defined as depicted in Equations (23)–(27), respectively.
Figure 4. Pseudo-code of CHHO based PSS.

```plaintext
Inputs: The maximum number of generations T and population size N/a
Outputs: The rabbit position and its final fitness value
Initialize the Hawks' population via the proposed scheme

while (Termination criterion is not met) do
    Determine the fitness values of hawks
    Set Xbest as the rabbit position (best position)
    for (each hawk (X)) do
        Update the jump strength J and initial energy E = rand(0, 1)
        Update E using Eq. (10)
        if (|E| ≥ 1) then ...... Exploration phase
            Update the position vector using Eq. (8)
        else if (|E| < 1) then ...... Exploitation phase
            if (x ≥ 0.5 and |E| ≥ 0.5) then ...... Soft besiege
                Update the position vector using Eq. (12)
            elseif (x ≤ 0.5 and |E| ≤ 0.5) then ...... Hard besiege
                Update the position vector using Eq. (12)
            else if (x < 0.5 and |E| ≥ 0.5) then ...... Soft besiege with progressive rapid dives
                Update the location vector using Eq. (14)
            elseif (x > 0.5 and |E| ≤ 0.5) then ...... Hard besiege with progressive rapid dives
                Update the position vector using Eq. (18)
        Return Xbest, i.e., Output: best objective function value with optimal PSS parameters
```

Chaotic Harris Hawk’s Optimizer

The traditional random initialization produces uncertain solution quality by guaranteeing the initial hawks distributed homogeneously in the search space. This consequence results because a part of the hawks is far away from the global optimum [39]. To overcome the above problem, the search space is selected such that it can be adjusted in the standard

\[
x_{i+1} = \sin \left( \frac{\gamma \pi}{x_i} \right)
\]

\[
x_{i+1} = \begin{cases} 
0 & \forall x_i = 0 \\
\frac{x_i}{\text{mod}(1)} & \text{Otherwise}
\end{cases}
\]

\[
x_{i+1} = a \cdot x_i (1 - x_i)
\]

\[
x_{i+1} = \begin{cases} 
\frac{x_i}{P} & 0 \leq x_i < P \\
\frac{x_i - P}{1/2 - P} & P \leq x_i < 1/2 \\
\frac{1/2 - x_i}{1 - P} & 1/2 \leq x_i < 1 - P \\
\frac{1 - x_i}{1 - P} & 1 - P \leq x_i < 1
\end{cases}
\]

\[
x_{i+1} = \mu \left( 7.86x_i - 23.31x_i^2 + 28.75x_i^3 - 13.3x_i^4 \right)
\]

\[
x_{i+1} = \begin{cases} 
\frac{x_i}{x_i < 0.7} \\
0.7(1 - x_i) & x_i \geq 0.7
\end{cases}
\]

\[
x_{i+1} = \cos (k \cos^{-1}(x_i))
\]
HHO through chaotic maps techniques, this is the random of initial search space. In the enhanced algorithm, according to the ergodicity and non-repeatability of the chaos mechanism, it can accomplish overall searches at higher degrees than stochastic searches. The effort procedure is that hawk locations between the population are totally replaced by the mentioned chaotic maps, thus they masterly contribute to the search space. The misuse of CM produces a harmful influence on the main algorithm’s working and may refute the above claims by disturbing the solution. So far, the main advantage of the CM is that the algorithm driven by CM encloses a smooth removal between exploitation and exploration. In the same way, the authors have used CM in this study to put back initial random parameters that perform the regular redistribution of the search space contrary to the original algorithm search with self-distributions. During the computation, HHO is combined with chaotic maps to cross the predicament of being trapped in local optima.

In the conventional HHO, the parameter of Equation (8) in the range of [0, 1] is a random number. Here in the CHHO, it has been selected as chaotic numbers between 0 and 1, which is modeled as depicted in Equation (28).

$$x(t + 1) = \begin{cases} 
CM(t) - r_x |x_{rand}(t) - 2r_2 x(t)| q \geq 0.5 \\
|x_{prey}(t) - x_{a}(t) - r_3(LB + r_4 UB - LB)| q < 0.5 
\end{cases} \quad (28)$$

The question that now arises is: Can CHHO be used to produce purposive effects on the power system stability? This query rejoinder is sequentially consigned in the succeeding lines.

4. Results and Discussions

4.1. Solving the Benchmark Problems

This section examines in a few words the effectiveness of the proposed CM with HHO using benchmark functions. The unimodal benchmark functions are tabulated in Table 1, while multimodal and fixed-dimension (D) multimodal benchmark functions are described in detail in Ref. [38]. The results were achieved after 30 runs by each algorithm for all benchmark functions. It can be recognized from this Table that the results obtained with CHHO achieved a better value compared to the original HHO. The abbreviations of different algorithms under chaotic maps are arranged in Table 2.

| ID | Formula | D | Range |
|----|---------|---|-------|
| F1 | $f(x) = \sum_{i=1}^{n} x_i^2$ | 30 | [100, 100] |
| F2 | $f(x) = \sum_{i=1}^{n} |x_i| + \prod_{i=1}^{n} |x_i|$ | 30 | [10, 10] |
| F3 | $f(x) = \sum_{i=1}^{n} \left( \sum_{j=1}^{i} x_j \right)$ | 30 | [100, 100] |
| F4 | $f(x) = \max \{ |x_i|, 1 \leq i \leq n \}$ | 30 | [100, 100] |
| F5 | $f(x) = \sum_{i=1}^{n} [100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2]$ | 30 | [30, 30] |
| F6 | $f(x) = \sum_{i=1}^{n} (|x_i + 0.5|)^2$ | 30 | [100, 100] |
| F7 | $f(x) = \sum_{i=1}^{n} x_i^4 + \text{random}(0, 1)$ | 30 | [1.28, 1.28] |

| Chaotic Map Abbreviation | Gauss/Mouse Abbreviation | Iterative Abbreviation | Logistic Abbreviation | Piecewise Abbreviation |
|-------------------------|--------------------------|------------------------|-----------------------|-----------------------|
| CHHO-1                  | CHHO-2                   | CHHO-3                 | CHHO-4                |
| Tent                    | Chebyshev Map            | Singer                 | CHHO-5                |
| CHHO-6                  | CHHO-7                  |                        |                       |
Based on the numerical results obtained in Table 3, it can be said that these results corroborate the applicability of the suggested approaches that have the ability to reach the global optimum for the mentioned functions. Surprisingly, amid the CM applied here, the Piecewise map impressively produced better solution quality in solving unconstrained global optimization problems and can reinforce search strength in problem space. Accordingly, it has the capacity to reach the exact solution through a swift balance among the global and local search. This prosperity demonstrates the superiority of this map at improving the intensification and diversification capacities and for this reason; our choice is supervised by the Piecewise map, which will be applied to the power system stability problem in the next sections. As, we can also perceive, other chaotic maps can definitely increase the competence of HHO with the exception of the Singer map, which seems not able to attain the global minimum in the same functions.

4.2. Solving the Power System Stability Problem

In this subsection, HHO is improved by means of chaotic maps to improve the search strategy during the optimization procedure for ensuring optimal parameters of PSS design by taking into account the performance of the plant. A parallel simulation was carried out with HHO and DE algorithms [40] to contrast the proposed CHHO’s effectiveness. The specification of each algorithm is proffered as follows: The population and the maximum number of iterations for each algorithm are 100 and 100, respectively.

The declared design scheme applied to the 10 generators will attest to its capacity to be adequately effective against challenges in executing this method on larger power systems. The efficacy of the proposed PSS tuning is validated by applying a three-phase fault with a duration of 90 ms in the middle of the transmission line that linked bus 28 and bus 29 without line tripping under the two operating conditions that are given in Table 4.

The evolution of the objective function depending on the number of generations is given in Figure 5 using different algorithms. As we shown in this figure, the minimum fitness value is procured using CHHO with the best convergence compared to standard HHO and DE, these results are due to the perfection of the HHO global search by CM, which is worthily accomplished in the optimal solution. Also, CM in HHO presides over the speedy convergence to its global optimality and outfits a switch ploy for the HHO mechanism in the exploration phase that prevents getting stuck in a fake solution. At this juncture, HHO falls in the partial solution region, which emphasizes the importance of CM in handling the HHO deficiency. The optimal parameters discovered by the proposed algorithms are shown in Table 5.

The system response of speed deviation with different algorithms under the disturbance of operating condition 1 is shown in Figure 6. Proceeding from the simulation outcomes, the speed deviation using HHO-PSS adequately achieves acceptable damping but with a slow response. Otherwise, it can be observed that the system employed with CHHO-PSS broadly afforded excellent system oscillation suppression in the power system with the best control signal, plus it has a faster response and more damping proficiency when compared with other algorithms. This score categorically matches a much higher damping factors ratio value. Whereas, the system oscillation is not mitigated in case of the model without a stabilizer due to the severe outage considered and may degrade the power system operations. Thus, this consequence affirms the superiority of the proposed integration of chaotic maps with HHO in attaining the optimal PSS parameters judged against the standard algorithm.
Table 3. Results of the comparative methods on the seven Unimodal benchmark functions.

| Fun No. | Measure | HHO | CHHO-1 | CHHO-2 | CHHO-3 | CHHO-4 | Comparative Methods |
|---------|---------|-----|--------|--------|--------|--------|----------------------|
|         | Worst   | 5.9512E-98 | 6.2636E-99 | 2.0103E-101 | 1.4375E-96 | 1.2982E-98 |                     |
|         | Average | 2.1231E-99 | 2.3528E-100 | 6.7031E-103 | 5.0429E-98 | 4.9799E-100 |                     |
|         | Best    | 7.1842E-116 | 1.6451E-117 | 2.1938E-116 | 3.5814E-115 | 6.9334E-117 |                     |
|         | STD     | 1.0866E-98 | 1.1470E-99 | 3.6703E-102 | 2.6218E-97 | 2.3706E-99 |                     |
|         |          | 1.1163E-51 | 1.6451E-51 | 1.6451E-51 | 1.6451E-51 | 1.6451E-51 |                     |
|         |          | 1.0985E-50 | 1.0985E-50 | 1.0985E-50 | 1.0985E-50 | 1.0985E-50 |                     |
|         |          | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 |                     |
|         |          | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 |                     |
|         |          | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 |                     |
|         |          | 7.1842E-116 | 1.6451E-117 | 2.1938E-116 | 3.5814E-115 | 6.9334E-117 |                     |
|         |          | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 |                     |
|         |          | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 |                     |
|         |          | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 |                     |
|         |          | 7.1842E-116 | 1.6451E-117 | 2.1938E-116 | 3.5814E-115 | 6.9334E-117 |                     |
|         |          | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 |                     |
|         |          | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 |                     |
|         |          | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 |                     |
|         |          | 7.1842E-116 | 1.6451E-117 | 2.1938E-116 | 3.5814E-115 | 6.9334E-117 |                     |
|         |          | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 |                     |
|         |          | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 |                     |
|         |          | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 |                     |
|         |          | 7.1842E-116 | 1.6451E-117 | 2.1938E-116 | 3.5814E-115 | 6.9334E-117 |                     |
|         |          | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 |                     |
|         |          | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 |                     |
|         |          | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 |                     |
|         |          | 7.1842E-116 | 1.6451E-117 | 2.1938E-116 | 3.5814E-115 | 6.9334E-117 |                     |
|         |          | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 |                     |
|         |          | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 |                     |
|         |          | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 |                     |
|         |          | 7.1842E-116 | 1.6451E-117 | 2.1938E-116 | 3.5814E-115 | 6.9334E-117 |                     |
|         |          | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 |                     |
|         |          | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 |                     |
|         |          | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 |                     |
|         |          | 7.1842E-116 | 1.6451E-117 | 2.1938E-116 | 3.5814E-115 | 6.9334E-117 |                     |
|         |          | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 | 1.2862E-52 |                     |
|         |          | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 | 1.1577E-61 |                     |
|         |          | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 | 2.1919E-51 |                     |
Table 4. System loading conditions to test the power system.

| Operating Condition 1 | Operating Condition 2 |
|-----------------------|-----------------------|
| Nominal active power  | Total active power increasing by 12% |
| Nominal reactive power| Total reactive power increasing by 10% |

Table 5. Optimal parameters for operating condition 1.

| Methods | Parameter | Generators (1 → 5) | Generators (6 → 10) |
|---------|-----------|---------------------|---------------------|
| CHHO    | $K_m$     | 43.4310 14.2737 37.7955 31.4291 7.9842 | 19.1182 10.3593 25.3833 28.9654 21.2603 |
|         | $T_{1m}$  | 0.4060 0.9068 0.7550 0.9514 0.6082 | 0.1737 0.8911 0.9673 0.8191 0.5594 |
|         | $T_{2m}$  | 0.3832 0.8726 0.7552 0.3045 0.6443 | 0.6261 0.5999 0.8608 0.8438 0.4783 |
|         | $T_{3m}$  | 0.9012 0.9216 0.8028 0.2667 0.4596 | 0.9334 0.8269 0.3875 0.7079 0.4624 |
|         | $T_{4m}$  | 0.8028 0.5811 0.7651 0.6839 0.2440 | 0.4554 0.3653 0.7269 0.6510 0.3156 |
| HHO     | $K_m$     | 57.5282 37.1416 61.9856 63.4233 29.6652 | 60.5909 74.2482 39.1043 36.8485 96.4407 |
|         | $T_{1m}$  | 1.5043 0.7014 0.7549 0.4732 1.0661 | 1.5587 1.7429 1.0596 1.4793 1.7632 |
|         | $T_{2m}$  | 0.9068 0.7552 0.3045 0.6443 | 1.6216 0.7173 1.1082 0.8383 1.5622 |
|         | $T_{3m}$  | 0.4959 0.8203 0.7823 0.8478 | 0.5159 0.4590 0.8203 0.7823 0.8478 |
|         | $T_{4m}$  | 0.8028 0.5811 0.7651 0.6839 0.2440 | 0.5871 0.6144 1.5961 1.3040 1.4983 |
| DE      | $K_m$     | 60.5909 74.2482 39.1043 36.8485 96.4407 | 69.6979 77.4696 14.8654 47.4786 65.7820 |
|         | $T_{1m}$  | 1.5587 1.7429 1.0596 1.4793 1.7632 | 0.1000 0.2594 0.0769 0.7508 0.0100 |
|         | $T_{2m}$  | 0.0100 0.2594 0.0769 0.7508 0.0100 | 1.3167 1.8000 1.8000 1.5217 1.4877 |
|         | $T_{3m}$  | 0.5159 0.4590 0.8203 0.7823 0.8478 | 0.5871 0.6144 1.5961 1.3040 1.4983 |
|         | $T_{4m}$  | 0.1503 0.0100 0.0100 0.0100 0.3046 | 0.1737 0.8911 0.9673 0.8191 0.5594 |

The system response of speed deviation with different algorithms under the disturbance of operating condition 1 is shown in Figure 6. Proceeding from the simulation outcomes, the speed deviation using HHO-PSS adequately achieves acceptable damping but with a slow response. Otherwise, it can be observed that the system employed with CHHO-PSS broadly afforded excellent system oscillation suppression in the power system with the best control signal, plus it has a faster response and more damping proficiency when compared with other algorithms. This score categorically matches a much higher damping factors ratio value. Whereas, the system oscillation is not mitigated in case of the model without stabilizer due to the severe outage considered and may degrade the power system operations. Thus, this consequence affirms the superiority of the proposed integration of chaotic maps with HHO in attaining the optimal PSS parameters judged against the standard algorithm.
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Generators (6 → 10)  
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CHHO-PSS

Figure 5. Convergence curves of objective function.

Figure 6. Speed deviation responses of the system under operating condition 1.

Figure 7 illustrates the system response of speed deviation with different algorithms under the disturbance of operating condition 2. The simulation results obtained clearly indicate that the system response is greatly improved with the proposed CHHO-PSS in terms of settling time and overshoots, and it speedily reached the steady state in comparison with another algorithm. Hence, we can partially accept that the system equipped with CHHO-PSS supplies superior damping characteristics of electromechanical modes and it attains transient stability rapidly compared to HHO-PSS and DE-PSS, which proves that the iterative map gives a suitable improvement. The appreciation assortment of PSS
parameters leads to satisfactory robustness. With regards again to these figures, it can also be noticed that the test system without any stabilizer is unstable and the generator has lost its synchronism.

The model eigenvalues with the suggested PSS tuning for mentioned systems are revealed in Figures 8 and 9 showing the eigenvalues of the electromechanical mode through damping ratios axes for the two studied conditions, respectively. From a general point of view, the results above indicate that the power system without PSS is installed. It can be seen that the modes are badly damped for two operating conditions with the intention that the power system is clearly unstable. On the other hand, it can be understood that all electromechanical modes with mentioned CHHO-PSS including local and interregional modes are appreciably moved to the left side in the s-plane by enhancing concurrently both damping ratio and the eigenvalues real-part in which the least damping ratio is skipped up 40% for two operating conditions. The perfection resulting from the linear model is in superior approval compared with that obtained by the nonlinear model. The full view of the results demonstrates the inherent strengths of the suggested chaotic map to obtain the best power system stability and refine the HHO drawback.

For more testing the system response preciseness in time-domain simulation, the performance index includes the Integral Squared Error (ISE), Integral Absolute Error (IAE), Integral of Time multiplied by the Squared Error (ITSE) and Integral of the Time-Weighted Absolute Error (ITAE) are performed for statistically analyzing the effectiveness of the proposed stabilizers and is given as:

\[
ISE = \int_0^{t_{sim}} e(t)^2 dt
\]

\[
IAE = \int_0^{t_{sim}} |e(t)| dt
\]
\[ ITAE = \int_0^{t_{sim}} t|e(t)|dt \]  
\[ ITSE = \int_0^{t_{sim}} te(t)^2 dt \]

where \( t_{sim} \) is total simulation time and \(|e|\) symbolizes the absolute error.

Whereas, the performance indices and settling time \( (T_S) \) values calculated for the speed response of mentioned generators under system study with CHHO-PSS and HHO-PSS are specified in Table 6.

The robustness and notability of the proposed controller are evaluated through Figure of Demerit (FD) analysis based on the system performance index and being used by:

\[ FD = \left( (200 \times OS_i)^2 + (200 \times US_i)^2 + 0.5 \times T_{Si}^2 \right) \]

where Undershoot \( (US) \) and Overshoot \( (OS) \) are the characteristics of speed deviation responses.

Figure 8. Eigenvalues distribution of electromechanical modes under operating condition 1.

Figure 9. Eigenvalues distribution of electromechanical modes under operating condition 2.
Table 6. Ts and Performance index values under different algorithms.

| Generator | Algorithms | Ts (s) | Peak | IAE       | ISE     | ITAE    | FD     |
|-----------|------------|--------|------|-----------|---------|---------|--------|
| G9        | CHHO       | 2.9775 | 0.0083 | 0.1925 | 8.05E-4 | 2.0157 | 0.2968 | 2.0160 |
|           | HHO        | 3.2979 | 0.0083 | 0.2876 | 0.0012  | 2.989  | 0.5111 | 2.2307 |
|           | DE         | 5.6727 | 0.0085 | 0.3646 | 0.0013  | 3.1324 | 0.925  | 4.6352 |
| G8        | CHHO       | 3.0501 | 0.0026 | 0.07 | 9.68E-5 | 0.2426 | 0.1176 | 2.2142 |
|           | HHO        | 3.7309 | 0.0044 | 0.1531 | 3.25E-4 | 0.8145 | 0.2939 | 2.2963 |
|           | DE         | 6.6078 | 0.0031 | 0.2337 | 3.63E-4 | 0.9082 | 0.6571 | 4.7115 |
| G5        | CHHO       | 3.9285 | 0.0020 | 0.0765 | 8.83E-5 | 0.2211 | 0.1393 | 1.9250 |
|           | HHO        | 4.0927 | 0.0020 | 0.0812 | 9.24E-5 | 0.2314 | 0.152  | 2.9314 |
|           | DE         | 7.5183 | 0.0035 | 0.3309 | 6.65E-4 | 1.6651 | 0.9871 | 3.8999 |
| G3        | CHHO       | 3.9123 | 9.37E-4 | 0.0347 | 1.56E-5 | 3.91E-2 | 6.80E-2 | 5.7327 |
|           | HHO        | 4.2944 | 0.0011 | 0.0403 | 2.24E-5 | 5.61E-2 | 7.82E-2 | 6.2001 |
|           | DE         | 7.8745 | 0.0031 | 0.2551 | 4.16E-4 | 1.0416 | 0.7517 | 7.0259 |

Taking a closer look at these values. It can be deduced that the proposed stabilizer using the CHHO achieves a minimum value of performance indices. It can also be observed that the minimum value of Ts is obtained by the same algorithm-based PSS. These numerical results obviously substantiate that CHHO outperforms HHO and DE in terms of settling time and error. The aforementioned confirm that the CM helps in decreasing the probability and assumption of HHO trapped in local minima through mutation of internal control mechanism. Numerical results of FD-based system performance under different operating conditions and cases are revealed in the last column of Table 6. From the test case results, the designed control strategy achieved the best FD value for all cases that can be clearly matched to the most excellent response obtained in which has a concurrently small settling time, overshoot, and undershoot compared to other algorithms. In addition, the proposed methodology plays an important role in the robust stable operation of power the system in diverse operating conditions. Hence, the outstanding and efficacious signal supplied from CHHO-PSS assists significantly in limiting the electromechanical oscillations.

5. Concluding Remarks and Future Work

Seven chaotic maps have been successfully implemented to enhance the standard HHO and to achieve the optimal PSS tuning in a multimachine power system. First, an unconstrained mathematical problem has been chosen to prove the applicability of this proposition. Then, the application of the proposed CHHO is tested on a five-machine and eight-bus power system under different loading conditions. The CHHO is applied to find the optimal PSS parameters, which were set to the damping ratio of lightly damped electromechanical modes in order to provide satisfactory damping oscillations. The performance of the proposed CHHO-PSS has been compared with HHO-PSS and DE through eigenvalue analysis and nonlinear simulation. In addition, the performance of CHHO-PSS is analyzed by using the performance indices and settling time as the least value and compared to HHO-PSS and DE-PSS. The calculation of Figure of Demerit is conducted to indicate the advantages of the proposed CHHO-PSS based methodology. The best simulation results clearly manifest in the robustness of the mentioned methodology for improving to a great extent the dynamic stability of the power system under different cases studies. It is planned to extend this current work to attempt many more chaotic maps with further analysis. In addition to that, it has been planned to apply the optimization technique to solve larger systems such as a 14-machine and 39-bus network. Further verification either by using experimental tests or real-time hardware in the loop simulations can be extended as future work.
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