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Abstract

The identification of primal variables and adjoint variables is usually done via indices in operator overloading algorithmic differentiation tools. One approach is a linear management scheme, which is easy to implement and supports memory optimization for copy statements. An alternative approach performs a reuse of indices, which requires more implementation effort but results in much smaller adjoint vectors. Therefore, the vector mode of algorithmic differentiation scales better with the reuse management scheme. In this paper, we present a novel approach that reuses the indices and allows the copy optimization, thus combining the advantages of the two aforementioned schemes. The new approach is compared to the known approaches on a simple synthetic test case and a real-world example using the computational fluid dynamics solver SU2.

1 Introduction

Algorithmic differentiation (AD) refers to techniques for the machine-accurate differentiation of computer codes. To that end, we interpret a code with inputs $x \in \mathbb{R}^n$ and outputs $y \in \mathbb{R}^m$ as a mathematical function $F: \mathbb{R}^n \to \mathbb{R}^m$. Usually, the code does not only contain floating point computations but also control flow statements. For each specific input choice $x$, however, the control flow is fixed and we may consider the computations as a composition of elementary operations like additions or multiplications together with, e.g., standard math library functions like sin or exp. The derivatives of these elementary operations are known and can be implemented explicitly. Then, AD evaluates the derivative of the full code at the specific input $x$ by applying the chain rule to the sequence of elementary operations. In the following, we summarize the principles of AD with a focus on the reverse mode and operator overloading implementations. Comprehensive introductions to AD are given in [GW08, Nau11].

The reverse mode of AD is a specific strategy for the automatic evaluation of the chain rule. Each variable $v$ of the computer program — which might be an input, output, or intermediate variable — is associated with a corresponding adjoint variable $\bar{v}$. $\bar{v}$ stands for the gradient of the summed outputs $y$ weighted according to $\bar{y}$ and viewed as a function of $v$, that is, $\bar{v} = \nabla (y(v)^T \bar{y}) = \frac{\partial}{\partial v}(v)^T \bar{y}$. The adjoint variables $\bar{y}$ associated with the outputs $y$ — that is, the weight vector — must be specified by the user. Particularly, the adjoint variables $\bar{x}$ associated with the inputs $x$ satisfy the relation

$$\bar{x} = \frac{dF}{dx}(x)^T \bar{y}$$

which is the standard way to describe the reverse mode of AD. By suitable choices of $\bar{y}$, various derivatives of the computer program can be computed. For example, if $m = 1$ and $\bar{y} = 1.0$, $\bar{x}$ is the gradient of $F$ evaluated at $x$.

During a single evaluation of (1), the reverse mode of AD avoids the computational cost of setting up the full Jacobian $\frac{dF}{dx}$. Instead, an evaluation on the statement level is performed that is equivalent to the computation of the matrix-vector product. Let $w = \phi(v)$ be a statement in the computer code with $\phi: \mathbb{R}^k \to \mathbb{R}$ and $k \in \mathbb{N}$. $\phi$ might be a single elementary operation or a composition of multiple elementary operations. For each statement, reverse AD computes the adjoint update as

$$\bar{v}_j = \frac{\partial \phi}{\partial v_j}(v)\bar{w} \quad \forall j = 1 \ldots k; \quad \bar{w} = 0 .$$

The order of statement evaluation is reversed, that is, if we have statements $\phi_i$ with $i = 1 \ldots s$ for the primal evaluation, we need to evaluate Equation (2) for $i$ running from $s$ to $1$. In more general terms, the
adjoint information is propagated from the outputs to the inputs, which corresponds to the evaluation of the chain rule in reverse order. Since the reverse run requires information that is only available after the primal evaluation is finished, certain information needs to be stored by AD such that the reversal is possible. The process of recording this information alongside the primal computation is known as taping. In operator overloading AD tools, the tape is created by exchanging the computational type, like \texttt{double}, with a so-called active type, like \texttt{codi::RealReverse}. The active type overloads all operators and mathematical functions. In addition to the primal computational logic, the overloads are used to store the information for the reverse AD path on the tape.

Since the reverse propagation is decoupled from the recording, the adjoint variable $\tilde{v}$ corresponding to the primal variable $v$ cannot be stored directly alongside the primal variable. It is an established practice for operator overloading AD tools to store the adjoint variables in a so-called adjoint vector. This is done by assigning an index to each variable, $\text{INDEX}(v) \in \mathbb{N}$, and accessing the adjoint via the adjoint vector, that is, $\tilde{v} = \text{adj} (\text{INDEX}(v))$.

Currently, there are two major techniques for distributing the indices, linear index management and reuse index management. Linear index management has the advantage that copy statements like $c = a$ do not need to be recorded on the tape, which usually yields a substantial reduction in the memory required by the tape. On the other hand, the size of the adjoint vector with the reuse index management is by magnitudes smaller than the one with the linear index management. This does not only have advantages for the reverse evaluation speed but also provides better memory and runtime scaling for the vector mode of AD, where the memory consumed by adjoints scales with the vector dimension $d \in \mathbb{N}$.

We are not aware of any previous systematic comparison of index management approaches, therefore a brief summary of the schemes and their distinguished properties is given in Sections 2 and 3. A detailed review of the two approaches is available in version 2 of this paper [SBG21].

The key contribution of this paper is a reference counting strategy tailored to AD such that reuse index managers can also apply the copy optimization. This reduces the size of the adjoint vector further, which improves the memory consumption and speed of the AD evaluation. We present this approach in Section 4 and compare its properties with the known management schemes.

In Section 5 the three schemes are compared with respect to memory and runtime in a benchmark based on a numerical solver for a partial differential equation and in the multiphysics suite SU2 [EPC15] on a real-world test case. All code presented in this paper is C++11 code.

## 2 Linear index management and copy optimization

The linear index management strategy is used in AD tools like dco/c++ [LLN16] or CppAD [Bel11]. An exemplary implementation is also available in [GW08] in Section 6.1. Let $s$ be the total number of statements, the basic idea of the strategy is that for each operation $w_i = \phi_i(\ldots)$ a unique index is created, that is, $\text{INDEX}(w_i) \in \mathbb{N}$ with $\text{INDEX}(w_i) \neq \text{INDEX}(w_j)$ for all $i, j \in \{1, \ldots, s\}$ with $i \neq j$. Therefore, there is a one-to-one relation between adjoint variables and entries in the adjoint vector. Therefore, the adjoint vector requires $s \cdot \text{MEM(double)}$ bytes of memory. Usually, the implementation of the linear index management is done such that there is a global variable \texttt{indexCounter}. Each time a statement is recorded on the tape, this counter is incremented by one and the new value is used as the index.

The copy optimization is used in dco/c++ for linear index management, for which we recapitulate the basic idea here. A copy statement such as

$$c = a$$

with $c, a \in \mathbb{R}$ is reversed as

$$\bar{a} += \bar{c}; \quad \bar{c} = 0 .$$

Figure 1 illustrates the life cycle of $a$ and $c$, together with the life cycle of the corresponding adjoint variables. As can be seen in the latter, $\bar{c}$ and $\bar{a}$ are only used in a linear fashion in all operations, and except as denoted in steps R1 and R3, neither $\bar{a}$ nor $\bar{c}$ appear on the right-hand side of an update. Therefore, it is safe to add contributions to $\bar{c}$ directly to $\bar{a}$ instead. This is achieved by removing the copy operation from the tape, that is, drop step R3, and identify $\bar{c}$ with $\bar{a}$ by assigning $\text{INDEX}(c) = \text{INDEX}(a)$.

The amount of tape memory saved by the copy optimization depends on the number of copy statements in the application. However, since the frequently applied call-by-value and return-by-value paradigms require copies, there is usually a substantial reduction in memory. An example implementation of a linear index manager can be found in Appendix A.
3 Reuse index management

The reuse index management strategy is used in AD tools like ADOL-C [WG12] or Adept [Hog14]. In Section 4.1 in [GW08], the basic rules concerning the aliasing effect during the distribution of indices are discussed. The key observation is that the lifetime of a variable — and hence also its index — can be quite short. At different points during the execution of the program, different variables are stored at the same memory location. It makes sense to reuse indices of overwritten or freed variables so that also different adjoint variables share a single entry in the adjoint vector.

Two adjoint variables can share a location in the adjoint vector when the lifetime of the associated primal variables does not overlap, that is, the first variable is destroyed before the second variable is instantiated. Since we use indices to associate primal variables with adjoint variables, the index of the first variable needs to be freed before the index is reused in the second variable. Proper implementations of the constructors, destructors, and assign operators of the overloaded AD type can ensure this behavior. The application has to ensure that no other operations create a copy of a variable and associated index. Such a copy breaks the uniqueness of the index, which leaves the reuse index manager in a state of undefined behavior.

Commonly, an implementation of the reuse index management creates a list availableIndices and adds the indices of overwritten or freed variables to that list. If a new index is required, it is taken from the list. An example implementation of a reuse index manager can be found in Appendix B.

4 Reuse index management and copy optimization

To apply the copy optimization strategy to reuse index management, we need to lift some of the restrictions in Section 3. We have to assume that the first variable has \( l \) copies, which all hold the same index. Then, two adjoint variables can share a location in the adjoint vector when the lifetime of the associated variables and all their copies does not overlap. This means that the first variable and all \( l \) copies need to be destroyed before the lifetime of the second variable begins. This can be ensured by using a reference counting technique for the indices.

A solution offered by the C++ standard for such a reference counting scheme is the use of smart pointers [Chr84, Mey14]. Instead of storing an index for each variable, e.g. `int index`, it could be replaced with a smart pointer, e.g. `std::shared_ptr<int> indexRef`. Every time a variable is copied, the smart pointer would also be copied, and on a release, the smart pointer is also released. The smart pointer with the last reference would then use a custom Deleter to add the freed index to the pool of available indices.

The use of smart pointers has memory and performance drawbacks in our case. Each shared pointer has a size of 16 bytes since it has to hold the pointer and a pointer to the reference counter. In addition, the memory for the reference counter amounts to at least 12 bytes, 4 bytes for the counter and 8 bytes for the function pointer to the Deleter. Performance-wise, each access to the index requires a dereference operation, also when copying or freeing the index, since the reference counter needs to be accessed.

We want to improve on the baseline solution with shared pointers by using the domain-specific knowledge for AD. Instead of allocating a separate reference counter for each index, we allocate one large vector `std::vector<int> useCount` for the reference counting. The index itself is used as the key for

Figure 1: Life cycle of two variable that are copies of each other.
Table 1: Comparison of the shared pointer reference counting with the AD specific useCount vector reference counting in contrast to no reference counting.

|                             | no counting | shared pointer | useCount vector |
|-----------------------------|-------------|----------------|-----------------|
| Memory in each variable     | 4 byte      | 16 byte        | 4 byte          |
| Memory for each index       | 0 byte      | 12 byte        | 4 byte          |
| Index access dereference operations | 0            | 1 (pointer)    | 0               |
| Copy dereference operations | 0           | 1 (pointer)    | 1 (array)       |
| Free dereference operations | 0           | 1 (pointer)    | 1 (array)       |

the lookup. This has two advantages. First, all variables keep the same size, since they only need to store the index. Second, the lookup for the reference counting is now an array lookup which can benefit more from caching effects. The basic implementation for handling the reference counting with the useCount approach is shown in Listing 1.

Listing 1: multi use manager for indices.

```cpp
struct IndexUseCount {
    std::vector<int> useCount;

    void setMaximumSize(size_t size) {
        useCount.resize(size);
    }

    int count(int i) {
        return useCount[i];
    }

    void unuseIndex(int i) {
        useCount[i] -= 1;
    }

    void useIndex(int i) {
        useCount[i] += 1; // new use location of the index
    }
};
```

useIndex is called for each copy operation and unuseIndex is called for each free of an index. count can be used to check if the last reference to the index is freed and therefore is safe to be used again.

Table 1 compares, no reference counting, the shared pointer solution, and the proposed useCount solution. The useCount vector solution requires less memory than the shared pointer solution and should be faster since it only requires array accesses instead of dereference operations. In comparison with no reference counting, each index requires an additional 4 bytes in the useCount vector and each free and copy operation requires now an array access. For the copy operation, the array access is negligible compared to the memory operations for the creation of a statement on the tape.

The class IndexUseCount can now be used to implement a new index manager named MultiUseIndexManager. The full implementation is shown in Appendix C. The same strategy is also implemented in a new index manager in CoDiPack [CoD23]. Unlike linear index management, the new index manager is not compatible with C-like memory operations because index copies have to be accompanied by incrementing the respective reference counters. Based on the implementations in Appendices A to C, we provide a comparison of all three index managers in Table 2. It can be seen that the linear index manager has a very low implementation complexity since neither branching nor any array lookups are required. The implementation complexity for the multi use index manager is increased in contrast to the reuse index manager.

In the following, we formulate equations for the precise memory consumption due to the different
Table 2: Summary of properties and implementation details for the three index managers: LinearIndexManager (LIM), ReuseIndexManager (RIM), MultiUseIndexManager (MUIM). Note that this overview does not contain memory consumption due to the adjoint vector.

index managers. Table 2 gives rise to the definitions in equations (5) to (12).

\[ s_a := \text{number of assign statements} \]  
\[ s_c := \text{number of copy statements} \]  
\[ s_i := \text{number of register input statements} \]  
\[ s := s_a + s_c + s_i \]  
\[ i_{\text{max}} := \text{maximum number of simultaneously active AD variables} \]  
\[ d := \text{vector mode dimension} \]  
\[ m_d := \text{sizeof(double)} = 8 \text{ bytes} \]  
\[ m_i := \text{sizeof(int)} = 4 \text{ bytes} \]

The distinction between usual assign statements \(s_a\) and copy statements \(s_c\) is due to the copy optimization for the linear index manager and the new multi use index manager. For reuse index managers, \(i_{\text{max}}\) is equal to the maximum index assigned to an AD value.

With these definitions, the memory consumption of the index managers are given by Equations (13) to (15). Note that we show only the memory with respect to the index management. Memory for each statement, argument, or other management memory is not considered.

\[
\begin{align*}
\text{MEM}(\text{LIM}) &= m_d \ast (s_a + s_i) \ast d \\
\text{MEM}(\text{RIM}) &= m_d \ast i_{\text{max}}(\text{RIM}) \ast d + m_i \ast (s_a + s_c) \\
\text{MEM}(\text{MUIM}) &= m_d \ast i_{\text{max}}(\text{MUIM}) \ast d + m_i \ast s_a + m_i \ast i_{\text{max}}(\text{MUIM})
\end{align*}
\]

The linear index manager (LIM) generates an adjoint vector that has the size of the number of statements minus the number of copy statements due to the copy optimization. However, it does not generate memory for each distributed index. The other two index managers generate adjoint vectors that are sized according to the number of AD variables in the program \(i_{\text{max}}\). Usually, these are smaller by orders of magnitude compared to the linear index management case.

Unlike tapes using a linear index manager, tapes using a reuse index mangers need to store the left hand side index for each statement. The number of storage locations is almost as large as the number of entries in the adjoint vector of the linear index manager case. Therefore, if int is used for storing indices and double is used for storing adjoints, memory gains in a non vector mode setting \((d = 1)\) can only be as large as half the size of the adjoint vector of the linear index manager case. The new multi use index manager has the advantage that the memory for indices is smaller because statements for copy operations are removed from Equation (15). However, extra memory is required for the multi use of each index. Compared to the reuse index manager, memory is saved with the multi use index manager as soon as \(i_{\text{max}} < s_c\). Since \(i_{\text{max}}\) is usually quite small, this often holds true in practice.

Whether the memory consumption of a linear or reuse scheme is preferable depends on the use case. In a program where \(i_{\text{max}} \approx s\), the linear index manager prevails. On the other hand, if \(i_{\text{max}} \ll s\), then the reuse index manager is preferable. Real-world applications will most of the time lie in between these extremes, so a clear recommendation cannot be given.
However, the situation changes in the vector mode setting. $d$ is usually chosen either as a multiple of the SIMD vector size or equal to the size of the output variables of the program. Here, the reuse index managers require a lot less memory than the linear index manager. For the linear index manager, $d$ is multiplied by the number of statements, which is usually quite large. From Equations (14) and (15) it would seem that the adjoint vectors of both reuse managers have the same size. However, the new multi use index manager changes the index distribution of the program. The elimination of copy operations on the tape can lead to a reduction in $i_{\text{max}}$, which can improve the scaling in the vector mode even further.

The SU2 results in Table 4 give an impression of the achievable memory savings. For $d = 1$, the adjoint vector requires 13.67 GB for the linear index manager, 0.64 GB for the reuse index manager, and 0.52 GB for the multi use index manager. As discussed above, these sizes would scale with $d$.

5 Results

5.1 Coupled Burgers’ equations

The coupled Burgers’ equations are used for a general comparison of performance values for the different implementations. Problem setup and discretization are already described in [SAG19] and is also used, e.g., in [JB23]. For completeness, we recapitulate the problem formulation here.

The coupled Burgers’ equation [BA09, Bah03, ZSD10]

$$
\begin{align*}
    u_t + uu_x + vu_y &= \frac{1}{R} (u_{xx} + u_{yy}), \\
    v_t + uw_x + vw_y &= \frac{1}{R} (v_{xx} + v_{yy})
\end{align*}
$$

is discretized with an upwind finite difference scheme. The initial and boundary conditions are taken from the exact solution

$$
\begin{align*}
    u(x, y, t) &= \frac{x + y - 2xt}{1 - 2t^2}, \quad (x, y, t) \in D \times \mathbb{R}, \\
    v(x, y, t) &= \frac{x - y - 2yt}{1 - 2t^2}, \quad (x, y, t) \in D \times \mathbb{R}
\end{align*}
$$

given in [BA09]. The computational domain $D$ is the unit square $D = [0, 1] \times [0, 1] \subset \mathbb{R} \times \mathbb{R}$. As far as the differentiation is concerned, we choose the initial solution of the time stepping scheme as input parameters, and as the output parameter we take the norm of the final solution.

For the implementation of the program, all methods are written in such a way that they can be inlined and the first 3 runs are used as warm-up runs. All timing values are averaged over 20 evaluations. In addition, the frequency of the CPU is fixed. This yields very stable time measurements which are run on one node of the Elwetritsch cluster at the University of Kaiserslautern-Landau (RPTU). The node consists of two Intel Xeon 6126 CPUs with a total of 24 cores and 384 GB of main memory. We discretize the Burgers’ equation on a $601 \times 601$ grid and solve it with 32 iterations. As a compiler, gcc version 9 is used. We remark that similar results are obtained with the Intel and clang compiler.

For the time measurements, two different configurations are tested.

- The multi test configuration runs the same process on each of the 24 cores. This setup simulates a use case where the full node is used for computation and every core uses the memory bandwidth of the socket.
- The single test configuration runs just one process on the whole node. This eliminates the memory bandwidth limitations and provides a better view on the computational performance.

Both test configurations are evaluated with the two known index managers, namely LinearIndexManager (LIM) and ReuseIndexManager (RIM), as well as with the new index manager MultiUseIndexManager (MUIM) presented in this paper. All three are used in a Jacobian taping approach [SAG19] as well as in a primal value taping approach [SAG18].

Table 3 shows the memory consumption for one process of the Burgers test case. Statement data and argument data show the required memory for the corresponding tape entries. In addition, we measure the size of the adjoint vector. Total memory is a combination of the aforementioned three and contains all additional minor memory sources. Since the test case is optimized such that there are nearly no copy operations, the memory values of the new multi use index manager do not improve by a large factor.
| type        | Jacobian LIM | Jacobian RIM | Jacobian MUIM | primal LIM | primal RIM | primal MUIM |
|-------------|--------------|--------------|---------------|------------|------------|------------|
| total memory| 4764.28 MB   | 4433.18 MB   | 4429.72 MB    | 4074.26 MB | 3754.17 MB | 3745.20 MB |

Table 3: Memory requirement for the Burgers test case.

Nevertheless, the few copy operations have been eliminated, which can be seen in the memory of the argument data. It decreases from 3971.81 MB for the reuse index manager to 3963.54 MB for the multi use index manager. This is also indicated by a small reduction in the statement data for the multi use index manager with respect to the reuse index manager. In addition, the memory for the argument data is the same for the linear index manager and the multi use index manager.

Since there are nearly no copy operations, the Burgers test case can be used to analyze the overhead of the reference counting implementation. Figure 2 shows the timings for the Jacobian types and primal values types for the recording of the tapes. The multi use index manager is compared to the reuse index manager, the drop in performance for the Jacobian taping approach is 9% for the single case and 4% for the multi case. The larger performance drop in the single case might be explained by some caching effects. For more data intense modes such as primal value taping or the multi cases, the cache is already saturated. If the saturation is not present in the reuse index management mode of the Jacobian single case, it might be reached due to the additional data access in the multi use management scheme. For the primal value taping the overhead is about 5%. The multi load case is the natural one for HPC and therefore it can be concluded that the multi use index manager has only a minimal overhead for the recording performance of the tapes compared to the classical reuse index management.

The timing results for the reversals of the tapes are shown in Figure 3. Since the multi use index manager only changes the logic for the recording of the tape and the Burgers test case contains next to no copy operations, we expect that the results for the reuse index manager and multi use index manager are nearly the same. This is the case for the Jacobian taping and the primal value taping approach. The performance drop for the primal value tapes from the linear index manager to the reuse index managers is against the expected trend. The drop is about 12% for the single case and 6% for the multi case. We could not determine the cause from an analysis of the assembler code or profiling results. The only hint in the profiling results is a higher cost of evaluating the function pointers. Why that is the case could not be determined.

As expected, the multi use index manager has a small negative impact on performance during the recording of a tape. In the reverse interpretation of the tape, no performance gains are expected since the Burgers test does not involve many copy operations.
5.2 SU2 Onera M6

For the second test case, we use the discrete adjoint of SU2 (v7.0.0) [EPC+15]. CoDiPack was applied to SU2 some time ago [ASG15] and the adjoint is based on the primal fixed point formulation

\[ U = G(U, X) \]  \hspace{1cm} (20)

\( X \) represents the design variables and \( G(U) \) some (pseudo) time-stepping scheme like the explicit or implicit Euler method. The fixed-point iteration \( U^{n+1} = G(U^n, X) \) is applied until the fixed point \( U^* \) is reached. For the shape optimization with respect to the design \( X \), we formulate the minimization problem \( \min_{U} J(U, X) \text{ s.t. } U = G(U, X) \). As detailed in [ASG15], we solve the minimization problem by fulfilling the KKT conditions [KT51] on the Lagrangian function

\[ L(U, X, \tilde{U}) = J(U, X) + (G(U, X) - U)^T \tilde{U}. \]  \hspace{1cm} (21)

This requires the solution of the adjoint state equation

\[ \tilde{U} = \left[ \frac{\partial J(U^*, X)}{\partial U} \right]^T + \left[ \frac{\partial G(U^*, X)}{\partial U} \right]^T \tilde{U}, \]  \hspace{1cm} (22)

which is formulated here as a fixed-point equation. To solve this equation, we record the tape for the Lagrangian function \( L \) with CoDiPack once. Then, the tape is evaluated again and again until the fixed point \( \tilde{U}^* \) is reached. This solution procedure for the adjoining fixed-point iterations is known as reverse accumulation [Chr94]. For this method, it is important that the evaluation of the tape is as fast as possible. The recording of the tape plays only a minor role in the performance considerations since a single recording is followed by multiple evaluations.

We consider the viscous flow over the Onera M6 wing as a test case. The computational mesh consists of 3.6 million interior elements and the 3D RANS equations are used for the solution. The test is run on two nodes of the Elwetritsch cluster at the University of Kaiserslautern-Landau (RPTU). Each node consists of two Intel Xeon 6126 CPUs with a total of 24 cores and 96 GB of main memory each. In total, the case is run with 192 GB of main memory and 48 cores in an MPI parallel manner. For the primal computation, one fixed-point iteration step takes about 1.1 seconds and uses 13.73 GB of main memory.

Figure 4 shows the time factor with respect to the primal time. The results look qualitatively similar for the primal value tapes and Jacobian tapes. A performance improvement of 8% is seen for the multi use index manager with respect to the reuse index manager. Unlike in the Burgers case, the performance improves for the multi use index manager. This is due to the reduced memory as displayed in Table 4, which shows that the increased complexity can be hidden behind the memory bandwidth of the RAM.

The reversal results show the same relative behavior as the recording results, but here, the differences are due to the increased or decreased size of the stored data. Since the multi use index manager does not store additional statements for the copy operations, it is in general faster than the reuse index manager. For the Jacobian approach, the performance improves by 19% with respect to the reuse index manager, and the improvement with respect to the linear index manager is 16%. The primal value taping approach...
| Type     | Adjoint vector entries (in GB) | Statement data (in GB) | Argument data (in GB) | Tape memory (in GB) | Memory change | Memory change |
|----------|-------------------------------|------------------------|-----------------------|---------------------|---------------|---------------|
| Jacobian LIM | 13.666                        | 1,834,310,180          | 1.753                 | 46.509              | 61.884        | 0.0%          | -24.9%       |
| Jacobian RIM | 0.633                         | 3,450,714,509          | 16.068                | 65.517              | 82.326        | +33.1%        | 0.0%         |
| Jacobian MUIM | 0.514                         | 1,750,314,728          | 8.150                 | 46.509              | 55.480        | -10.4%        | +33.1%       |
| Primal LIM | 13.674                        | 1,835,297,413          | 29.063                | 34.456              | 77.194        | 0.0%          | -29.8%       |
| Primal RIM | 0.633                         | 3,452,339,485          | 67.520                | 40.798              | 109.703       | +42.2%        | 0.0%         |
| Primal MUIM | 0.514                         | 1,751,301,961          | 34.251                | 34.456              | 70.055        | -9.1%         | -36.1%       |

Table 4: Memory requirement for the SU2 Onera M6 test case.

Figure 4: Recording and reversal timing result for the SU2 Onera M6 test case.
has a performance improvement of 27% with respect to the reuse index manager and 17% for the linear index manager.

In contrast to the Burgers case, the memory results in Table 4 are more interesting. The column of the statement entries can be used to determine $s_a$, $s_c$, and $s_i$ from the values of the different index managers. They are $s_i = 83,995,452$, $s_a = 1,750,314,728$, and $s_c = 1,700,399,781$, which indicates that nearly 50% of all operations are copy operations. This shows the importance of the new multi use index manager. The reduction in recorded statements shows in the required memory for the tapes. The memory reduction from the reuse index manager to the multi use index manager is about 33% for the Jacobian taping approach and 42% for the primal value taping approach. The memory saving with respect to the linear index manager is only 10%, which comes from the reduced size of the adjoint vector. The difference in the adjoint vector becomes quite important in the vector mode of AD. For a vector mode of $d = 4$, the Jacobian linear index management approach would use 54.65 GB for the adjoint vector and a total of 102.9 GB. The Jacobian multi use index management approach would use only 2.06 GB for the adjoint vector and a total of 57.02 GB, which is a memory reduction of about 45%. The reduction for the Jacobian reuse index management approach is still 33%. A vector mode of $d = 16$ yields a memory reduction of 76% with respect to the linear index management and 32% with respect to the reuse index management.

6 Conclusion

We reviewed and compared two existing index management schemes. For the reuse index management scheme, we introduced a reference counting extension. It enables the copy optimization technique also for the reuse index management. We presented the basic ingredients for the implementation of the new manager in CoDiPack and analyzed the scheme with respect to its properties and possible effects on the taping process. The overhead for the reference counting is quite small, which is demonstrated in the Burgers test case. In the bandwidth-limited case, the additional overhead for the reference counting is about 4%.

The SU2 test case shows the advantages of the new index manager. The previous best case with regard to memory and runtime was the linear index management strategy in combination with the Jacobian taping approach. The new multi use index manager in combination with the Jacobian taping approach provides an overall performance improvement of about 16% in combination with a memory reduction of about 10%. In addition, the scaling for the vector mode of AD is improved by a large margin. The best-case scenario for the AD vector mode in SU2, reuse index management with the Jacobian taping approach, can expect a memory reduction of about 32%.

In general, by eliminating copy operations, our new multi use index management scheme reduces the size of the AD tapes as well as the time to evaluate them. The new scheme might reduce the size of the adjoint vector even further with respect to existing reuse management schemes, thus preserving or improving the scalability with the vector mode of AD.

Appendix A  LinearIndexManager implementation

```cpp
struct LinearIndexManager {
    int lastIndex;

    LinearIndexManager() : lastIndex(0) {}

    void assignIndex(int& i) {
        lastIndex += 1; // leave out the zero index
        return lastIndex;
    }

    void assignUnusedIndex(int& i) {
        return assignIndex(i);
    }

    void copyIndex(int& lhs, const int& rhs) {
        lhs = rhs;
    }
};
```
Appendix B  ReuseIndexManager implementation

```cpp
struct ReuseIndexManager {
    int maximumIndex;
    std::vector<int> indices;
    size_t indicesLeft;
    std::vector<int> unusedIndices;
    size_t unusedIndicesLeft;

    static const size_t INDEX_BLOCK_SIZE = 256;

    ReuseIndexManager() :
        maximumIndex(0),
        indices(INDEX_BLOCK_SIZE), indicesLeft(0),
        unusedIndices(INDEX_BLOCK_SIZE), unusedIndicesLeft(0)
    {
        createNewIndices();
    }

    void createNewIndices() {
        // only called if indicesLeft is zero
        for(; unusedIndicesLeft < INDEX_BLOCK_SIZE; unusedIndicesLeft += 1) {
            maximumIndex += 1;
            unusedIndices[unusedIndicesLeft] = maximumIndex;
        }
    }

    void assignUnusedIndex(int& i) {
        freeIndex(i); // force change of index
        if(0 == unusedIndicesLeft) {
            createNewIndices();
        }
        unusedIndicesLeft -= 1;
        i = unusedIndices[unusedIndicesLeft];
    }

    void assignIndex(int& i) {
        if(0 == i) { // leave index in place if not zero
            if(0 == indicesLeft) {
                assignUnusedIndex(i); // fallback to unused indices
            } else {
                indicesLeft -= 1;
                i = indices[indicesLeft];
            }
        }
    }

    void freeIndex(int& i) {
        // empty
    }
}

void reset() {
    lastIndex = 0;
}
};
```
struct MultiUseIndexManager {
    int maximumIndex;
    std::vector<int> indices;
    size_t indicesLeft;
    std::vector<int> unusedIndices;
    size_t unusedIndicesLeft;
    IndexUseCount useCount;

    static const size_t INDEX_BLOCK_SIZE = 256;

    MultiUseIndexManager() :
        maximumIndex(0),
        indices(INDEX_BLOCK_SIZE), indicesLeft(0),
        unusedIndices(INDEX_BLOCK_SIZE), unusedIndicesLeft(0),
        useCount()
    {
        createNewIndices();
    }

    void createNewIndices() {
        // only called if indicesLeft is zero
        for (; unusedIndicesLeft < INDEX_BLOCK_SIZE; unusedIndicesLeft += 1) {
            maximumIndex += 1;
            unusedIndices[unusedIndicesLeft] = maximumIndex;
        }

        useCount.setMaximumSize(maximumIndex + 1);
    }
}
void assignUnusedIndex(int & i) {
    freeIndex(i); // force change of index
    if(0 == unusedIndicesLeft) {
        createNewIndices();
    }

    unusedIndicesLeft -= 1;
    i = unusedIndices[unusedIndicesLeft];

    useCount.useIndex(i);
}

void assignIndex(int & i) {
    if(1 == useCount.count(i)) {
        return; // Early out for last use of the index.
    }

    freeIndex(i);

    if(0 != indicesLeft) {
        // Assign regular index
        indicesLeft -= 1;
        i = indices[indicesLeft];
    } else {
        // Assign unused index
        if(0 == unusedIndicesLeft) {
            createNewIndices();
        }

        unusedIndicesLeft -= 1;
        i = unusedIndices[unusedIndicesLeft]
    }

    useCount.useIndex(i);
}

void freeIndex(int & i) {
    if(0 != i) {
        useCount.unuseIndex(i);
        if(0 == useCount.count(i)) {
            if(indicesLeft == indices.size()) {
                indices.resize(indices.size() + INDEX_BLOCK_SIZE);
            }

            indices[indicesLeft] = i;
            indicesLeft += 1;
            i = 0;
        }
    }
}

void copyIndex(int & lhs, const int & rhs) {
    if(lhs != rhs) {
        freeIndex(lhs);

        if(0 != rhs) {
            useCount.useIndex(rhs);
            rhs = rhs;
        }
    }
```cpp
void reset() {
    size_t totalSize = indicesLeft + unusedIndicesLeft;
    if(unusedIndices.size() < totalSize) {
        unusedIndices.resize(totalSize);
    }
    std::copy(indices.begin(), indices.begin() + indicesLeft,
              unusedIndices.begin() + unusedIndicesLeft);
    unusedIndicesLeft = totalSize;
    indicesLeft = 0;
}
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