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Abstract
The present work investigates the formation process and early stage evolution of turbulent swirling vortex rings, by using planar Particle Image Velocimetry (PIV) and Large Eddy Simulation (LES). Vortex rings are produced in a piston-nozzle arrangement with swirl generated by 3D-printed axial swirlers in experiments. Idealised solid-body rotation is applied in LES to evaluate the effect of nozzle exit velocity profile in experiments. The Reynolds number \( Re \) based on the nozzle diameter \( D \) and the slug velocity \( U_0 \) in the nozzle is 20,000. The swirl number \( S \) generated ranges from 0 (zero-swirl vortex ring) and 1.1, covering the two critical swirl numbers previously identified in a swirling jet. Both PIV and LES results show that the formation number \( F \) decreases linearly as \( S \) increases, with the maximum \( F \approx 2.6 \) at \( S = 0 \) (produced by the swirler with straight vanes) and minimum \( F = 1.9 \) at \( S = 1.1 \). The corresponding maximum attainable circulation in the nozzle axis parallel plane also diminishes with increasing \( S \). Evolution of compact rings produced by a stroke ratio \( L/D = 1.5 \) reveals that circulation decay rate is largely proportional to \( S \). The trajectory of the vortex core in the axial direction, hence the ring axial propagation velocity, decreases as \( S \), while that in the radial direction and the radial propagation velocity, increase with \( S \). An empirical scaling function is proposed to scale these variables.
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1 Introduction

Turbulent pulsatile injection (puff) [1] and continuous swirling injection (swirling jet) [2] are two ways of flow momentum delivery used in combustion applications to enhance fuel-oxidiser mixing. Individual pulsatile injection involves the formation of vortex-ring-like structure [3] with an isolated coherent bubble propagating downstream by its self-induced velocity while evolving and being dissipated [4]. If the pulse duration is over a particular time scale, the flow field is characterised by a starting jet behaviour with a significant wake left behind the bubble structure. For a swirling jet, when the swirling momentum exceeds a certain threshold, it is featured by a bluff-body wake-like recirculation zone at the jet exit and self-excited azimuthal vortex structures, which break down to processing helical vortex cores. These characteristics are determined by the relative swirling strength [5] and have been extensively applied in jet engine combustion processes. The combination of these two types of flow generates swirling puffs or swirling vortex rings. It is expected to exhibit features of both to some extent and hence further promote mixing enhancement [6]. Therefore, fundamental understanding of the primary non-reacting flow physics of the swirling vortex rings is desirable, which, however, is limited to the best of the authors’ knowledge.

From a fluid dynamic point of view, when pulsatile flow injection with zero swirl is from a momentum release through a nozzle or an orifice to the ambient, either driven by a pressure difference or a piston motion, a toroidal shaped vortex ring is formed at the nozzle exit by boundary layer roll-up from the inner surface of the nozzle or orifice [7]. Some irrotational material is also entrained from ambient according to Biot-Savart law [8, 9] to form an ellipsoidal vortex bubble. At small stroke ratios \( L/D \ll 4 \), where \( L \) is the effective slug length and \( D \) the (equivalent) nozzle diameter, the bubble structure is of a compact and isolated type, with its propagation motion in the ambient flow similar to a moving ellipsoidal bluff body. Under the combined effect of vorticity decay and entrainment of ambient fluid material, the strength (or circulation) of the vortex ring diminishes and is eventually dissipated [4, 10]. As \( L/D \) increases, the vortex core and the bubble both grow by rolling up more boundary layer materials into the core and entraining more ambient fluids into the bubble, until a limit called ‘formation number’ (defined as the maximum stroke ratio with which a compact vortex ring can be formed) is reached. Beyond this limit, no more energy can be delivered to the ring structure and the excess boundary layer material is left in the wake [11], giving rise to a starting jet.

The ratio \( L/D \) determines the compactness of the ring structure and the mass transfer/scalar mixing (between the ring bubble and the ambient), which is rather insensitive to Reynolds number (\( Re \)) effect in a range [12]. For a compact structure (\( L/D < 4 \)), the mass transport by vortex rings is directly relevant to the evolution of the ring circulation and the entrainment rate [8]. Gan and Nickels [13] conducted experiments at two \( Re \) based on circulation (\( Re_\Gamma = \Gamma/\nu \approx 2 \) and \( 4 \times 10^4 \), where \( \nu \) was the kinematic viscosity of the working fluid) and found that the formation number hardly changed. The entrainment rate was well predicted by the similarity theory [4], which also well described the evolution of other important physical quantities, e.g. circulation and fluctuating velocity scales, even though the ring structure was often highly distorted [14]. For \( L/D \gg 4 \), Ghaem-Maghami and Johari [15, 16] measured the velocity and the scalar concentration fields of puffs and demonstrated decreasing entrainment rate with increasing \( L/D \). It thus suggests the optimal mixing to occur on structures produced by small \( L/D \).

When swirl component is superimposed to the flow generated by \( L/D < 4 \), it becomes highly complex as demonstrated in a limited number of studies. Naitoh et al. [17] generated vortex rings at \( Re_\Gamma = 1, 600 \) and \( 2,300 \) by fluid injection from a physically rotating nozzle.
and investigated the influence of swirl on the behaviour of vortex rings. The swirl number, $S$, was controlled by adjusting the rotation rate of the nozzle and the maximum equivalent swirl number ($3$) achieved in their experiment was $S = 1.5$. They found that the amount of fluid discharged due to the so-called ‘peeling off’ increased with $S$. Some scattered numerical studies [18–20] concentrated on the evolution of the three-dimensional vortex structures and the instability development mechanisms of the swirling vortex rings, where the swirl component was superimposed on the ‘already formed’ ring with ideal Gaussian core. Piston initialisation was also considered in [18], but the formation process was not investigated in a great detail. In numerical studies, idealised solid-body rotation type of swirl can easily be achieved. It will be shown in this work that swirl strength plays a critical role almost immediately as the ring is being formed. That is, above a threshold $S \geq 0.41$ at our $Re$, vortex breakdown effect is observed within a very short time scale and the ring bubble characteristics renders the solid-body rotation at the nozzle exit physically not possible.

The vortex breakdown in a jet like flow ($L/D \to \infty$) has been studied extensively. When $S$ increases and reaches a well-defined threshold which is independent of $Re$ and $D$, vortex breakdown occurs [21, 22]. The existence of the self-excited processing vortex core in the form of co-winding or counter-winding helical/spiral vortices has been evidenced [5, 23–26]. In addition, the breakdown is accompanied by a self-induced bluff-body wake-like central recirculation zone near the nozzle exit leading to swirl-stabilisation [27]. The experiments on reacting swirling flow also contribute significant knowledge to the effects of heat and flame on the characteristics of the breakdown [28, 29]. Passive control and active exciting modify strikingly the instability of the central recirculation zone and large-scale azimuthal modes which are influenced the fuel combustion [30–32]. In our experimental study, we will demonstrate that the breakdown is spontaneous upon ring initiation, hence also takes effect on rings of $L/D \ll 4$.

The present experimental study focuses on the formation and the propagation properties of swirling vortex rings generated from a static axial swirler. The $Re$ and $L/D$ condition, combined with effect of swirler makes sure that the generated ring is fully turbulent [33]. The velocity fields in the cross-section plane near the nozzle exit and the longitudinal section through the centreline are measured using the planar particle image velocimetry (PIV). To explore the differences of the flow features induced by the initial inflow condition, large-eddy simulation (LES) with solid-body rotation enforced is also performed at the same $S$ and $Re$ conditions.

### 2 Experimental Setup

The experiment is performed in a glass water tank measuring 2,400 mm (length)×900 mm (width)×800 mm (depth), as shown in Fig. 1a–b. The flow is supplied from a pipe which is mounted to the centre of the end surface with an inner diameter $D = 40$ mm. The pipe extends into the tank for approximately 200 mm to eliminate end wall effects. The rings are generated by a piston driven by a stepper motor with a maximum stroke 600 mm used to produce the vortex rings. The piston speed is set at $U_0 = 500$ mm/s with a constant acceleration and deceleration $a = \pm 25$ m/s$^2$, yielding a Reynolds number $Re_D = DU_0/\nu = 20,000$.

Varying swirl strengths are created by a set of axial swirlers mounted near the exit of the pipe as shown in Fig. 1c. Each swirler has a hub diameter of $0.1D$ (which is minimum to maintain reasonable axisymmetry subjected to manufacture capability) and 12 vanes of maximum thickness 1 mm (to maintain rigidity) uniformly distributed in the azimuthal direction, resulting in a maximum blockage ratio of 18.3% in the nozzle cross-section plane.
Fig. 1  Schematic diagrams of the measurement setup (a), (b), the nozzle exit geometry with \( \beta = 40^\circ \) (c) and the vane parameters (d)

Each vane has an axial length of \( 0.5D \) and a trailing angle \( \beta \) at the half-radius location. The vane angle between the leading and trailing edges at the half-radius location \( \beta_\xi \) is designed semi-empirically according to

\[
\beta_\xi = \beta \sqrt{\frac{2\xi}{D}},
\]

where \( \xi \) denotes the axial distance to the vane leading edge as shown in Fig. 1d. \( \beta \) is selected to be 0, 20, 30, 40, 50, 60 degree by trial and error to achieve the desired \( S \). Note that instead of an open nozzle, \( \beta = 0^\circ \) swirler with straight vanes is used to produce non-swirling flows, in order to facilitate direct comparison with other swirlers. The vane angles at other radial locations are set so that the intersections of the vanes and cross-section planes are always straight lines. Possible flow separation from the vane surface is not considered. A mixing section (nozzle mouth) with decreasing wall thickness is installed downstream of the swirler. Its length is set to be \( 0.125D \) to compromise the non-swirling fluid volume at the start of a slug (8% of the discharge volume) and the mixing of the flow behind the vanes to attenuate the vane effect. Also for this reason, the hub end surface is flush with the vanes at the leeward side, while a streamlined shape is made at the windward side to minimise inflow separation; see Fig. 1d. These components are 3D printed with a sufficiently smooth surface finish and attached together by threads to allow easy exchange.

The swirl number is defined as the ratio of the axial flux of swirling momentum to that of the axial momentum [27], in order to account for the non-solid-body rotation, i.e.

\[
S = 1.5 \frac{\int_0^\infty U_0 U_\theta r^2 dr}{R \int_0^R U_0^2 r dr}
\]

Here, the axial velocity at nozzle exit is selected as the piston velocity \( U_0 \). \( U_\theta \) is the (averaged) azimuthal velocity at the nozzle exit measured by PIV; see Section 4.1. \( R \) is the nozzle radius and \( r \) is the radial coordinate after the Cartesian coordinate \((x, y, z)\) defined in Fig. 1a.
mapped to the cylindrical coordinate \((x, r, \theta)\), viz \(r = \sqrt{y^2 + z^2}\) and \(\theta = \arctan(z/y)\), with the origin at the nozzle centre on the swirler exit plane. Here \(\infty\) is used as the upper integration range in the swirling momentum term (the numerator) to count for the radial diffusion and entrainment effect. The constant 1.5 is employed to cast (2) equivalent to the one defined by Liang and Maxworthy [24], where the inflow fulfilled the solid-body rotation:

\[
S = \frac{\Omega R}{U_0}.
\]  

Here \(\Omega\) denotes the rotation rate of the solid-body rotation. Definition of Eq. 3 is also used for the following LES simulation. \(S = 0 - 1.10\) are achieved both in measurement and simulation in present study.

It must be emphasising that swirl can alternatively be generated by physically rotating the nozzle, as used by a number of researchers mentioned above [17, 24]. The advantage of this arrangement is that solid-body rotation can almost be achieved, but the disadvantage is the complexity of the rig set up hence the limitation in practical usage. In addition, due to the fluid viscous effect, it would be very difficult to isolate the rotating fluid inside the nozzle from the ambient at the nozzle exit and ensuring the latter remains undisturbed. While this effect perhaps is unimportant for a jet experiment, for small \(L/D\) in the current experiment, it would cause non-trivial contamination. Axial swirlers, used in jet engine combustion chambers, are much easier to implement. In such arrangement, the linear and swirl components can only be set on simultaneously and in a proportional way. The drawback is lacking of control. Use of tangential swirlers are also seen [34], which generally impose stronger swirl compared to the axial ones. However, it is also more difficult to implement. Use of 12 vanes is to achieve a satisfactory degree of homogeneity in the azimuthal direction while maintaining reasonable blockage ratio and manufacture difficulty. The turbulent boundary layer built on the surface of these vanes surface will also be rolled up to the ring volume. These additional vorticity will help homogenise the turbulence in the ring volume, enhance mixing and render it puff like.

The flow over the cross-sectional \((y - z)\) plane at \(x \approx 0.125D\) (5 mm) downstream the nozzle exit and on the longitudinal \((x - z)\) plane at \(y = 0\) are both measured using planar PIV as shown in Fig. 1a and b. The tank is seeded by 10-\(\mu\)m silver-coated hollow glass spheres. Illumination was realised by a 532-nm Nd:YAG Laser with a lens system to produce a 4-mm-thick (to account for the higher axial momentum) and 1-mm-thick light sheets for the two measurement planes respectively. Two 12-bit CCD cameras with spatial resolution 1280 \(\times\) 1024 pixels and maximum frequency of 4 image pairs per second are used as the imaging tool. The imaging system is synchronised with the piston motion. Multiple measurements with different time delays are conducted to ‘artificially’ increase the sample rate. The two cameras are placed side-by-side as shown in Fig. 1b to extend the field of view (FOV) while maintaining a good spatial resolution. PIV images are processed by Davis 7.0 with interrogation window size of 16 \(\times\) 16 pixels and 50% overlap, yielding a measurement grid of about 1 mm \(\times\) 1 mm spacing in both configuration.

3 Numerical Fundamentals

3.1 Governing equations

In the experiment, the flow in the \(y - z\) plane at the nozzle exit is not strictly axisymmetric due to the effect of the swirlers, nor is \(U_\theta\) proportional to \(r\) as it would be in a solid-body
rotation owing to the physical nature of the flow in our study. In order to assess the effect of the solid-body rotation, a complementary LES simulation is performed. The governing equations for the current problem are presented as

\[ \frac{\partial \tilde{u}_i}{\partial x_i} = 0, \]  
\[ \frac{\partial \tilde{u}_i}{\partial t} + \tilde{u}_j \frac{\partial \tilde{u}_i}{\partial x_j} = -\frac{\partial \tilde{p}}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ (\nu + \nu_{sgs}) \frac{\partial \tilde{u}_i}{\partial x_j} \right], \]

where ‘\( \sim \)’ denotes the filtered variables at the grid level, \( u \) is the instantaneous velocity field, and \( \nu_{sgs} \) is the subgrid eddy viscosity when the Boussinesq eddy viscosity hypothesis is used. The fluid density is absorbed by pressure \( p \).

The dynamic procedure proposed by Germano [35] and modified by Lilly [36] is used to determine the sub-grid eddy viscosity \( \nu_{sgs} \) with the explicit filter imposed at the test level, as shown in the following equations:

\[ L_{ij} = \hat{\Delta} \hat{s}_{ij} \hat{s}_{ij}, \]  
\[ M_{ij} = \Delta^2 |\hat{s}| \hat{s}_{ij} - \Delta^2 |\hat{s}| \hat{s}_{ij}, \]  
\[ C_s = \frac{0.5 L_{ij} M_{ij}}{M_{ij} M_{ij}}. \]

Here, \( \hat{\Delta} \) is the filter width at the test level, which is usually represented by twice the grid width \( \Delta \) as \( \hat{\Delta} = 2\Delta \). \( s \) is the strain-rate tensor. Because \( C_s \) varies drastically in space and time, local averaging is applied to both the numerator and denominator of Eq. 6 using the test filter to improve numerical stability. Hence, the sub-grid eddy viscosity is determined by

\[ \nu_{sgs} = (C_s \Delta)^2 |\hat{s}|. \]

### 3.2 Computational setup

LES is performed at the same conditions of that in the experiment, i.e., \( S = 0, 0.26, 0.41, 0.60, 0.87 \) and 1.1 (see Fig. 6b). The fluid issued from the nozzle with diameter \( D \) enters a cylindrical domain with diameter and length both of \( 28D \) (see Fig. 2a). The nozzle geometry is chosen to be the same as that in the experiment and its exit extends into the domain by \( 2D \) to eliminate the wall effects. A structured O-type base grid with 0.6 million cells is used here as shown in Fig. 2b, with a dynamic grid refinement scheme employed to increase the grid resolution where necessary. This is achieved by dividing each grid cell into eight smaller ones at each refinement level in regions specified based on the velocity gradients of the vortex ring and merging them back to a single one when the ring propagates away (Fig. 2c). This results in a maximum cell number of 5 million in total with 288 nodes in the azimuthal direction using two levels of grid refinement. Grid-convergence study using only one level of refinement at \( S = 1.1 \) shows that the grid resolution currently used is fine enough to capture the important features of the vortex ring propagation (see Fig. 13a).

The inflow boundary condition is critical to ensure the accuracy of LES simulation. In the present simulations, a mean field with uniformly distributed axial velocity \( U_0 \) and
linearly increased azimuthal velocity $U_\theta$ according to Eq. 3 is employed. Synthetic turbulence intensity of 10% is added to promote flow instabilities. The nozzle inner surface boundary layer is modelled by a gradually diminished axial velocity when $r \to R$, equivalent to a boundary layer thickness $\approx 0.02D$. The flow is discharged by an idealised top-hat velocity programme. The convective condition [37] is used on the outflow surface, with the convective velocity set to the instantaneous velocity in the previous iteration to mimic the natural outflow.

To aid entrainment of the ambient fluid into the vortex ring and improve the numerical stability, a small co-flow of $U_{co} = 0.01U_0$ is imposed with zero turbulence intensity. Negative streamwise velocity at the outflow plane can then be eliminated [38, 39]. Furthermore, the no-slip and free-slip boundary conditions are applied at the nozzle wall and far field, respectively. Pressure is simply set to zero at the outflow plane and with zero gradients at all other boundaries. The simulation is performed using the open-source code OpenFOAM. To avoid the nonphysical fluctuations that result from the unbounded central differencing scheme in the simulation, a linear-upwind stabilised transport (LUST) scheme is used for the convection term of the momentum equation, which involves a hybrid central-upwind differencing with explicit gradient correction. The time step $\Delta t$ is chosen to ensure that the maximum local CFL number is approximately 1.5.
4 Results and Discussion

4.1 Swirler properties

The velocity distribution in the vicinity of the nozzle exit is examined first by PIV measurements. We report the results in detail since they do not seem available in literature for similar designs. The results are benchmarked against jets at very long piston strokes. That is, $S$ is quantified based on swirling jets, instead of short stroke rings. In total 50 realisations are sampled at this condition and measurements are taken at one time instant $tU_0/D = 6.5$ in each realisation (piston starts at $t = 0$). It will be shown later that this time is large enough to exclude the leading ring entrainment effect.

The contours of the ensemble averaged azimuthal velocity $U_\theta$ and streamwise velocity $U_x$ for $\beta = 40^\circ$ swirler are shown in Fig. 3a, b respectively. In (a), $U_\theta$ is normalised by a constant $\langle U_\theta \rangle_r$, which is defined in Eq. 8. It is a demonstration of the azimuthal uniformity of $U_\theta$. Evidently, the effect of the swirler vanes can be seen at the measurement location. Toward nozzle wall, i.e. $r > 0.4D$, as $U_\theta$ intensity decreases, the degree of uniformity increase rapidly. In (b), the features of a broken down swirling jet is also evident by the two branches with a clear reverse flow region (Recirculation bubble 2) on the axis and the associated inner and outer shear layers. The formation of this recirculation bubble (also known as central recirculation zone) and its extent depend on the swirl strength [40]; the present studies (not shown in the figure) also show the formation of the large recirculation bubble at small swirling numbers due to the boundary effects of the vanes and hub. Recirculation bubble 1 is associated with the hub wake.

The mean profiles of $U_x$ and $U_\theta$ in the $y-z$ plane at $x = 0.125D$ (as Fig. 3a) are displayed in Fig. 4a–b. Because of reasonable axisymmetry, $U_\theta$ is averaged in the $\theta$ direction and is presented in (b), where $U_\theta$ is normalised by a constant $\langle U_\theta \rangle_r$ defined as

$$\langle U_\theta \rangle_r = \frac{1}{0.6D} \int_0^{0.6D} U_\theta dr.$$  \hspace{1cm} (8)

As it can be seen at $r = 0.6D$, $U_\theta$ decreases to approximately zero.

Figure 4a presents the dependence of $U_x$ on $r$. Both inner ($r \approx 0.15D$) and outer ($r \approx 0.45$) shear layers and the wake behind the hub (‘Recirculation bubble 1’ in Fig. 3b), reflected by $U_x < 0$, are clearly evident. $U_x$ profiles from all the swirlers display similar
shapes. As $\beta$ increases, largest $U_x$ moves toward smaller $r$. This effect weakens the outer shear layer, strengthens the inner one and shrinks the wake radius behind the hub. The trend appears monotonic until $\beta = 50^\circ$, for the profile reflects a clear change at $\beta = 60^\circ$.

Figure 4b examines the variation of $U_\theta$ and $\langle U_\theta \rangle_r$. $\langle U_\theta \rangle_r$ exhibits almost linear trend with respect to the vane angle except $\beta = 60^\circ$. The normalised $U_\theta$ profiles for $\beta = 20^\circ$ to $60^\circ$ collapse very well. The step-like shape in $0.07 \lesssim r/D \lesssim 0.15$ is due to the effect of the hub wake. Together with (a), the similarity suggests that up to $\beta = 40^\circ$, the flow follow the vane surface and is within a similarity regime at the nozzle exit. In contrast, when $\beta \geq 50^\circ$, $U_\theta$ clearly deviates from the same behaviour with its value drop at small $r$, implying a fundamental change of the flow has occurred. These $U_\theta$ profiles are clearly non-solid-body rotation type, for which it would obey the linear relationship $U_\theta (r) = \Omega r$. For $\beta \leq 40^\circ$, this is owing to the fact that the measurement plane is very close to the swirler geometries, where the hub wake is strong. Flow mixing takes place very quickly, i.e. $\partial U_\theta / \partial r$ smoothes out quickly as the flow convects downstream. Our experiments with a longer mixing tube $1.5D$ (instead of $0.125D$ as shown in Fig. 1c) demonstrate much improved linear $U_\theta$ profiles against $r$. However, as discussed, longer mixing tube is not suitable for short $L/D$ study.

Close examination of $U_x$ along the central axis in Fig. 4c confirms the second recirculation bubble ($U_x < 0$, ‘Recirculation bubble 2’ in Fig. 3b) coexisting at moderate $\beta$ further downstream, which is observed in many previous studies when the swirling jet breaks down [41, 42]. In consistent with these studies, as $\beta$ increases, breakdown occurs earlier reflected by the recirculation bubble moving upstream with a stronger reverse flow peak. It also reduces the extent of the reverse flow behind the hub. At $\beta = 60^\circ$, the two recirculation
Dependence of the fluctuating velocity $u_{x,rms}$ (streamwise component, a) and $u_{\theta,rms}$ (azimuthal component, b) on $r$ at $x = 0.125D$. $u_{\theta,rms}$ is obtained from the $(y,z)$ plane measurement and has been averaged in the $\theta$ direction; $u_{x,rms}$ is obtained from $(x,z)$ plane measurement. In (b), $\beta = 0^\circ$ is not measured due to very small in-plane velocity rendering a large uncertainty.

Fig. 6  Swirling number variation with formation time (a) and the steady swirling number of different nozzles (b) determined by PIV. The non-dimensional formation time is corrected by counting for the piston acceleration in the beginning and the time consumption due to the distance from the nozzle exit to the measured plane.
it reflects the growth of a starting swirling jet. The dimensionless formation time \( t_{U_0/D} \) is corrected by accounting for the piston acceleration and the time taken due to the distance from the nozzle exit to the measured plane \((0.125D)\), i.e.,

\[
(t_{U_0/D})_{\text{corrected}} = t_{U_0/D} - U_0/(2a) - 0.125D/U_0,
\]

where \( a = 25 \text{ m/s}^2 \) is the piston acceleration. Evidently, \( S_{trn} \) exhibits a linear growth over \( 0.5 \lesssim t_{U_0/D} \lesssim 1 \) and a clear overshooting at its maximum \( S_{trn} \approx 1.5 \). The \( S_{trn} \) patterns of all the swirlers agree very well, except \( \beta = 20^\circ \), due to the same reason as that for Fig. 5. The overshooting effect is attributed to the entrainment process governed by the induced velocity during formation, which can also be seen in non-swirl starting jet [43]. The near zero \( S_{trn} \) for \( t_{U_0/D} < 0.5 \) is because of the non-swirling flow in the mixing section. By \( t_{U_0/D} \approx 3.5 \), steady state is reached and the leading ring propagates away. The calculated \( S \) at steady state for all the swirlers are presented in Fig. 6b, displaying a clear increasing trend, almost linear with \( \beta \). Hereafter, \( S \) is used to denote swirl strength.

Although the current study does not aim to focus on the coherent vortex structures, it has been well investigated in previous studies that the azimuthal mode \( m \) observable is primarily determined by \( S \) [24]. It is found that (at \( R e = 1,000 \)) there exist two critical \( S \): \( S_{cr1} = 0.6 \) and \( S_{cr2} = 0.88 \), dividing the \( S \) range into three sections. For \( 0 \leq S < S_{cr1} \), spiral waves are merely secondary instabilities; for \( S_{cr1} < S < S_{cr2} \), \( m = 2 \) or \( 3 \) co-exist but are less coherent; while for \( S > S_{cr2} \), a strong wave is stabilised at \( m = 1 \). Following the same definition of \( S \) in Eq. 2, the designed swirlers cover the entire \( S \) range and \( \beta = 60^\circ \) swirler produces a jet with \( S > S_{cr2} \). It may explain the off-trend behaviour of this case in Figs. 4 and 5.

4.2 The formation process

The evolution of circulation in \( r - x \) (or \( x - z \)) plane, viz. \( \Gamma_\theta \) is a useful quantity to describe the formation process of swirling rings. \( \Gamma_\theta \) must be differentiated from the circulation in \( r - \theta \) (or \( y - z \)) plane, viz. \( \Gamma_x \), which is also non-zero because of swirl but is not our focus. Using Kelvin-Stokes theorem, \( \Gamma_\theta \) can be calculated as

\[
\Gamma_\theta = \int_l U \cdot d\mathbf{r} = \int_\Sigma (\nabla \times U)_\theta \, ds = \int_\Sigma \omega_\theta \cdot ds
\]

where \( l \) is the closed loop enclosing half of the flow domain \( \Sigma \) downstream the nozzle exit in \( r - x \) plane. For simplicity reason, we omit the subscript \( \theta \) hereafter. Variables which are not of \( \theta \) component will be otherwise indicated. Failure of energy delivery from the piston to the leading ring for \( L/D > F \) (where \( F \) is the formation number) leads to the pinch-off of the latter carrying limited energy (circulation) [11]. To find this limiting \( L/D \), a long piston stroke \( L/D = 6 \) is applied in current experiments. Measurement is performed at an equivalent dimensionless time interval \( \Delta t_{U_0/D} = 0.625 \). For each \( S \) case, 20 repeated measurements are conducted and then averaged.

In order to evaluate the effect of swirl profile on the formation process, LES simulation is conducted with solid-body rotation enforced on the nozzle exit velocity profile, i.e. Eq. 3. One realisation for each \( S \) is simulated and \( \Gamma \) is calculated after performing an azimuthal average on the instantaneous flow field. A universal threshold \( \omega D/U_0 = 1 \) (\( \approx 3\% \) of \( \omega_{max} \)) is applied to both PIV and LES results, to separate the pinched-off leading structure and the trailing jet. Unlike the flow generated by an empty nozzle (without straight vanes), incorporating a swirler results in complex boundary layer material washed from the vane surface to the ring structure and manifests significant \( \omega \) of opposite sign. They interact
with the ring core $\omega$ along the inner and the outer shear layer as shown in Fig. 7a. Area of $\omega > 0$ represents the primary vortex core which is originated from the boundary layer along the nozzle inner wall, while $\omega < 0$ is from the swirler, e.g. the high intensity area at $r < 0.2D$ and $x < 0.2D$ is attributed to the shear layer on the central hub surface. It is plausible that swirl motion does not generate negative vorticity since it is not seen in LES simulation (Fig. 7b). Given the fact that only the positive vorticity takes responsibility of the ring formation, area of $\omega < 0$ in the PIV results is excluded in calculating $\Gamma_\theta$ using Eq. 10. However, it is expected that due to the vorticity cancellation, $\Gamma$ decay of the leading ring in experiments will be faster than that in LES. The faster $\Gamma$ decay diminishes the ring propagation velocity (known as celerity $C_e$), since $C_e \sim \Gamma/(4\pi R_b)$, taking a laminar thin-cored ring as approximation, where $R_b$ is the ring radius. This explains that rings in LES propagate further downstream those in experiments at the same time.

$\Gamma$ calculated from PIV and LES are presented in Fig. 8. The total $\Gamma$ of the entire flow field exhibits a linear increment, not surprisingly, since the flux of the boundary layer from the nozzle inner surface is at a steady rate. For all $S$, the rate of $\Gamma$ increment in PIV overtakes that in LES. This is owing to the overshoot of maximum $U_x$ at the nozzle exit, compared to the idealised situation in LES; see Fig. 4. In addition, LES produces slightly higher initial circulation values than PIV due to PIV’s defect in capturing the vorticity field very close to the nozzle exit. The maximum $\Gamma_{\max}$ achieved are about $3.5DU_0$ and $3.0DU_0$ respectively. After that, as the slug stops and the total $\Gamma$ drops rapidly due to strong turbulence interaction in the wake. However as $S$ increases, $\Gamma_{\max}$ gradually decreases and the total $\Gamma$ starts to loose its linearity during the slug. For instance for $S = 0.6$, $\Gamma_{\max}$ decreases to about $2.5DU_0$ with a clear change of total $\Gamma$ increment rate at $t \approx 3D/U_0$. These are attributed to the stronger turbulence in both the leading ring and the wake as $S$ increases and the flow field approaches to a swirling jet.

The leading vortex ring starts to pinch off and separate from its wake before the piston stops. The $\Gamma$ of the leading ring is calculated when the separation is clear enough after the slug stops. As shown in Fig. 8, both PIV and LES display a near-linear $\Gamma$ decay of the pinched-off ring, while the PIV results exhibit significantly higher rate than LES. The general decay behaviour is a result of turbulence at high $Re$ and the higher decay rate in PIV is a direct consequence of the vorticity cancellation due to the effect of the swirlers, as shown in Fig. 7. In addition, as $S$ increases, the decay rate is appreciably larger, much clearer in PIV results. Since the increased decay rate is also reflected in LES which has idealised solid-body rotation swirl, it can be concluded that swirl strength imposes a direct positive effect on the decay of the circulation. It will be shown in Section 4.3 that the ring radius $R_b$ increases with $S$ because of the centrifugal effect, which tends to stretch the vortex core
in the \( \theta \) direction. The \( \Gamma \) decays under the viscous effect (higher vorticity gradient causing faster vorticity peak decay). Such a decay is somewhat not clear in a previous experiment [17] probably due to an order of magnitude smaller \( Re \).

It is important to note that \( \Gamma \) of the pinched-off ring does not decay strictly linearly, especially over a longer time. According to similarity theory [13], for a highly turbulent isolated vortex ring with \( S = 0 \),

\[
\Gamma \sim x^{-2} \sim t^{-1/2}.
\]

However, for a short \( x \) range and under the influence of the wake vorticity, the \( \Gamma \) decay can be well approximated to be linear, as evidenced in Fig. 8. Probably coincidently, the decay of \( \Gamma \) for \( S > 0 \) cases also show a near-linear behaviour. For this reason, linear fit is utilised as an approximation. \( \Gamma \) decay will be further discussed in Section 4.3.
The formation number $F$ is obtained from the abscissa of the intersection point of the fitted line and the total $\Gamma$, as shown in Fig. 8a. The ordinate of the intersection point represents the $\Gamma$ of the ring at the moment of pinch off, which is the maximum $\Gamma$ obtainable for a swirling ring, denoted as $\Gamma_{\text{max}}^R$.

Dependence of $F$ on $S$ is shown in Fig. 9. It is noted that both measurement and simulation indicate $F \approx 2.6$ at $S = 0$, appreciably lower than that found previously ($F \approx 4$) [11]. It has been shown that $F$ can be reduced by as much as 75% by manipulating the nozzle exit velocity profile [12]. At $S = 0$, it is plausible that in addition to the high $Re$ deployed in present study, incorporating of the swirl component modifies vorticity distribution during formation. It will be further elaborated in Section 4.3. The decreasing $F$ upon $S$ is thus also a velocity profile effect. Evidenced in Fig. 9, $\Gamma_{\text{max}}^R$ decreases almost in a linear manner as $S$, which is in line with a finding [17]. For both $F$ and $\Gamma_{\text{max}}^R$, the results between measurement and simulation agree fairly well. It suggests that the nozzle exit velocity profile has a minor effect on the formation process whether it is strictly solid-body rotation.

4.3 Early stage evolution

Figure 9 shows that the minimum $F$ in the present study is marginally above 1.5. Therefore setting $L/D = 1.5$ ensures compact structures without wake behind for rings of all $S$. Recalling Fig. 6a, $S$ is a function of formation time. At $L/D = 1.5$, $S$ has not reached its steady state yet but has passed the maximum $S_{\text{tr}}$. Since this is the nature of the flow generated by the swirlers, we shall continue with $S$ (steady) as the denotation of the swirlers. The ensemble averaged $\omega$ fields using 50 realisations are presented in Fig. 10 and the azimuthally averaged $\omega$ from LES are presented in Fig. 11 for comparison.

In both figures, streamlines are plotted as if the observer is moving at the same instantaneous velocity ($Ce$) as the ring structure. $Ce$ is determined from the vortex core trajectories which will be explained later. Only the streamlines which bypass the ring core are plotted, i.e. fluid in the region marked by the red arrows is entrained into the core area, which is denoted here as entrainment region. Note the accuracy of the streamline shape is limited.
Fig. 10 Ensemble averaged vortex core represented by $\omega$ from PIV at $tU_0/D = 3$ observed in a frame of reference moving at the same instantaneous speed as the ring. a–f are $S = 0, 0.26, 0.41, 0.60, 0.87$ and 1.10 respectively. The red dashed lines represent the contour of $\omega D/U_0 = -1$.

Fig. 11 Azimuthally averaged $\omega$ distribution at $tU_0/D = 3$ from LES, in moving frame of reference. a–f are the same $S$ in Fig. 10.
by the PIV spatial resolution. Figure 10a is the zero swirl vortex ring but generated by the swirler with straight vanes. Unlike Fig. 11a or vortex rings generated by a normal empty nozzle or orifice [14], where nearly closed ellipsoidal bubble is formed around the core and travels with it, straight vanes result in an open bubble. This is originated from the reverse flow behind the central hub of the swirler. At the leeward side of the bubble, the streamlines are closed. Small portions of negative vorticity are seen in both figures as marked by the red dashed lines. One of the reasons is the vane and hub effect in experiments which has been discussed in Fig. 7. Moreover, the rolling-up process of the vortex ring in swirling flows also induces the negative vorticity as can be observed in Fig. 11b–f even though the vanes and hub are absent. This vorticity decays as it interacts with the vortex core as the ring moves downstream and is fully dissipated by \( tU_0/D = 6 \) (not shown in the figures).

It appears that by this time, the effect of swirler and the rolling-up process are worn off, leaving only the compact vortex core, given \( L/D = 1.5 \).

Figure 10 also shows that as \( S \) increases, the size of the entrainment region enlarges. At \( S \geq 0.41 \), the reverse flow caused by the swirling effect and the hub merge. Some streamlines near the centre therefore pass through the ring without being entrained to the core area. At the same time, the entrainment region enlarges significantly. This phenomenon is somewhat different in the LES results. In Fig. 11, no clear entrainment region is noticed, even when swirl becomes strong, nor does any streamline pass through the ring at centre, i.e. the bubble is always closed. It seems that generated by idealised solid-body-rotation in an ‘empty’ nozzle, the only effect of swirl is to shrink the bubble size at the centreline. It thus suggests that swirler generated rings have stronger entrainment and mixing effect with ambient fluid, although this should be further justified using the time-resolved PIV measurements as the streamlines are not the reflection of the fluid trajectory. The consequence is that the ring size (reflected by \( R_b \)) would increase more rapidly, which is evidenced in the behaviour of their trajectories.

Figure 12 shows the time evolution of \( \Gamma \) of the rings (\( L/D = 1.5 \), whilst in Fig. 8 \( L/D = 6 \)). The \( \omega < 0 \) part is not considered as part of the coherent ring structure. A threshold \( \omega D/U_0 = 1 \) is also applied to exclude the weak vorticity that has not been rolled up into the
ring. Both PIV and LES results are included, together with a benchmark PIV case of zero-swirl vortex ring produced by an ‘empty’ nozzle. It is evident that comparing the $S = 0$ cases, LES successfully captures the $\Gamma$ decay rate ($\partial \Gamma / \partial t$) and within expectation, the absolute $\Gamma$ value is marginally higher in LES results, owing to the higher spatial resolution. The swirler vanes introduce clear effect of accelerating $\Gamma$ decay at early time ($tU_0/D < 6$) by cancellation of opposite sensed vorticity and increasing the turbulence dissipation. By $tU_0/D \gtrsim 6$, as the opposite sensed vorticity dissipated completely, $\partial \Gamma / \partial t$ approximately matches that without swirler.

Apparently, the circulation decay rate $\partial \Gamma / \partial t$ increases as $S$, for both PIV and LES. For the same $S$, $\partial \Gamma / \partial t$ is higher in PIV than in LES at early time $tU_0/D \lesssim 6$, due to the swirlers. At larger time after the secondary vorticity is dissipated $tU_0/D \gtrsim 10$, the decay rate becomes similar, i.e. the difference between $\Gamma$ of LES and PIV at the same $S$ is mainly attributed to the early time decay. Note that rings of $S = 0.87$ and 1.10 in experiment are completely dissipated at $tU_0/D \approx 18$ and 12, respectively.

Figure 13 presents the time evolution of the vortex core location in the axial (a) and radial (b) directions. The axial trajectory of the ring core at $S = 1.10$ on coarse grid (1-level refinement) is also plotted in Fig. 13a for the grid-convergence test, which indicates that the 2-level refinement is enough for the current LES simulation. The core location is determined by the $|\omega|$ weighted centroid based on 50% threshold [13]. Here, an empirical

![Fig. 13 Time function of the scaled ring centroid location](image-url)
function is defined in order to collapse data both PIV and LES, both axial location \(X\) and radial location \(r\). Inspired by the dependence of \(F\) on \(S\) in Fig. 8, after many trials, Eq. 12 appear to yield the best scaling effect.

\[
\varphi = (2.0 - S)^{\frac{1}{2}}.
\]  

(12)

This scaling is shown to work well for \(0 < S < 1.1\). \(S = 0\) refers to zero-swirl vortex rings while \(S = 1.1\) is larger than \(S_{cr2}\); see Fig. 6. Since the celerity can be inferred from \(X\), viz. \(Ce = \partial X/\partial t\), Eq. 12 also works for \(Ce\).

In Fig. 13a, the formation time \(tU_0/D \approx 6\) seems to be a demarcation for the scaled axial trajectory \(X/(\varphi^3D)\). For \(tU_0/D \lesssim 6\), \(X\) and hence \(Ce\) is strongly influenced by the secondary vorticity of both senses according to Biot-Savart law. Interestingly, there is no strong difference between LES and PIV results. Beyond this time, however, as only the vortex core remains (secondary vorticity blobs have all vanished, figure not shown), clear difference can be observed for the scaled \(Ce\) between PIV and LES (also see Fig. 14a for the celerities at \(tU_0/D > 8.5\), which is calculated from the linear approximation of the ring core trajectory in the region), reflected by the distinctive slopes of the scaled \(X\). In addition, the scaled \(Ce\) becomes approximately constant regardless of \(S\). Cheng et al. [20] showed that the strong interaction of the secondary vortices with the primary ring core at \(Re = 800\) with strong swirl, results in slowdown or even backward motion of the primary ring.
slowdown behaviour is clearly seen in PIV result after $tU_0/D = 6$ (the decreased slope of $X/(\phi^3 D)$, while the backward motion is not observed in either PIV or LES result, up to the end of the field of investigation. This probably is because of the higher $Re$ in the present study.

PIV result without the swirler ($S = 0$) is also present in (a), which agrees very well with LES data and serves as another validation of the LES simulation (so for the $r$ data in b). The smaller $Ce$ of $S = 0$ with straight vanes, i.e. slower increment of $X$ on $t$, is a direct result of a higher $\Gamma$ decay at early time as shown in Fig. 12.

A demarcation time can also be seen in (b) for the scaled radial trajectory $r\phi/D$, which is at $tU_0/D \approx 3$. Beyond this time, split of PIV and LES data is displayed unequivocally for the data within the range $0 < S < 1.1$. The PIV data also shows two $r\phi/D$ growth rates, separated at $tU_0/D \approx 6 \sim 7$. At later time, the scaled growth rates agree well for PIV and LES, indicating the ring propagation velocity in $r$ direction, $Cr$, also scales with $\phi^{-1}$ at large time. Over $3 < tU_0/D < 7$, PIV results show an obvious larger increment rate for $r\phi$, which is not captured by LES. Comparing the three cases with $S = 0$, the larger $r$ with vanes is consistent with their $Ce$ in (a). The roughly constant celerity $Cr$ at $tU_0/D > 8.5$ computed by linear fitting of the trajectory in this region is also presented in Fig. 14b, showing good agreement between PIV and LES results, specially for low $S$ numbers.

Combining these findings, it is possible to obtain the following empirical scaling relations for $0 < S < 1.1$ and $tU_0/D \gtrsim 6$, based on the empirical $\phi$ in Eq. 12, viz.

$$Ce^3 \sim Cr^{-2} \sim (2.0 - S). \quad (13)$$

The relation in Eq. 13 is deduced from Fig. 13, which is directly extracted from the experimental and numerical flow fields and is applied to the part where the scaled $X$ and $r$ appeared approximately linear. According to theoretical formulation [3], celerity $Ce$ of a thin-cored toroidal-shaped vortex ring with zero swirl, at steady state obeys $Ce \sim \Gamma/R_b$. This suggests a decaying $Ce$ because of diminishing $\Gamma$ (Fig. 12) and slowly increasing $R_b$ (Fig. 13b). The discrepancy to the observation could be explained as follows: the PIV results presented here are based on statistical analysis; the theoretical formulation is based on thin-cored vortex ring assumption, when $S$ increases from zero, the vortex core (in 2D view) becomes significantly thick, especially at large time (figure not shown). This could completely invalidate the theoretical scaling. Other factors include high level of turbulence and the secondary opposite signed vorticity around the core region as it is shown in Figs. 10 and 11 which are absent in zero swirl vortex rings.

Instantaneous spatial flow structures of the swirling vortex ring, e.g. the shape of the vortex core, at large $S$ and especially under the influence of the swirlers at high $Re$, deserve further study. According to a swirling jet study [24], $S$ presently studied covers the two $S_{cr}$ characterising four dynamic regimes of a swirling jet; see Fig. 6. Whether the same regimes can be seen in compact ring generated by short $L/D$, i.e. whether the ring remains toroidal shape, is left to our future work.

5 Conclusion

In this work, the dependence of formation process and early stage evolution of vortex rings on swirl number $S$, at $Re = 20,000$ (based on nozzle diameter $D$), were investigated using both experimental measurement (planar-PIV) and numerical simulation (LES). In experiments, axial swirlers were used to generate swirl and $S$ produced covers all the dynamic...
regimes and the two critical swirl number $S_{cr1}$ and $S_{cr2}$ identified in a continuous swirling jet at a lower $Re$ [24]. Although it was found that solid-body rotation was not possible at the nozzle outlet for physical reasons, the dependence on $S$ strength, good azimuthal velocity homogeneity and their profile similarity across different swirlers were achieved. In LES idealised solid-body rotation at the same $S$ as in experiments were enforced in order to evaluate the effect of the velocity profile generated by swirlers.

Study of the formation process revealed that formation number $F$ decreased with increasing $S$, approximately in a linear way, with the maximum $F \approx 2.6$ for $S = 0$ (with straight vanes) and the minimum $F \approx 1.9$ at $S = 1.1$. The lower $F$ than that reported in literatures ($F \approx 4$) [11] for zero-swirl ring was associated with the high $Re$ and the swirling nozzle exit velocity profile, which led to interaction of the primary vortex core and the secondary vorticity. The maximum strength of the leading ring, quantified by the maximum circulation $r R_{\text{max}}^\Gamma$ in $r - x$ (or $x - z$) plane, attainable at $tU_0/D = F$, also diminished as $S$ increased. The agreement of PIV and LES for both $F$ and $r R_{\text{max}}^\Gamma$ suggested that the formation process, at least for the two variables concerned, was not sensitive to the detailed nozzle exit velocity profile.

The early stage evolution of compact swirling rings were also investigated. The compactness was ensured by using short stroke $L = 1.5D$, which was smaller than the minimum $F$ in the current study. Due to the effects of the vanes, the entrainment region of the vortex ring enlarged accompanied by a central ‘reverse-through’ as $S$ increased. Firstly, the overall circulation $\Gamma$ decrease in time as expected and its decay rate was proportional to $S$. At $tU_0/D < 6$, $\Gamma$ decay rate was appreciably higher in experiments than in LES, owing to the vane effects. Beyond this time, nevertheless, the decay rate tended to be similar. Secondly, by introducing an empirical scaling function $\varphi$ well worked for $0 < S < 1.1$, it showed that the behaviour of the scaled ring trajectory in streamwise and spanwise direction, $X/(\varphi^3D)$ and $r\varphi/D$ respectively, and therefore the propagation velocity in the two directions $Ce$ and $Cr$, changed at $tU_0/D \approx 6$. In general, $Ce$ decreased but $Cr$ increased with $S$. At larger time, the value of $Ce$ and $Cr$ showed clear difference between PIV and LES results, which was believed to be the consequence of the $\Gamma$ decay at early time.
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