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Abstract: In this study, it is aimed to estimate the solar power according to the hourly meteorological data of the specified location measured between 2002 and 2006 by using different Machine Learning (ML) algorithms. Data Mining Processes (DMP) were used to select the most appropriate input variables from these measured data. Data groups created using DMP were evaluated according to three different ML algorithms such as Artificial Neural Network (ANN), Support Vector Regression (SVR) and K-Nearest Neighbors (KNN). It can be concluded that DMP-ML based prediction models are more successful than models developed using all available data. The most successful model developed among these models estimated the hourly solar power potential with an accuracy of 97%. Also, different error measurement statistics were found in prediction models using ML algorithms, although 6.12%, 7.22% and 12.72% values were found in the most successful prediction models developed using ANN, KNN and SVR, respectively. In addition, from the meteorological data used in this study the most effective data on solar power as a result of DMP were shown to be Temperature and Hourly Sunshine Duration.
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1 INTRODUCTION

The need of energy, which has become an essential part of rising population, production activities, communication and technological developments, has been rapidly increasing worldwide. The limited availability of carbon-based fuels and their negative effects on the environment lead countries to different and cheap energy sources. Renewable energy sources such as wind, hydro, solar, geothermal, biomass, tidal energy are one of the most important sources. Solar energy came at the head of the renewable energy sources that countries must invest in because of its being unlimited and environmentally friendly [1-3].

The basic condition for obtaining correct and high energy is knowing the solar radiation values of the relevant region before establishing a solar based system. Solar power is directly associated with the solar radiation affecting a region. The greater the amount of radiation, the greater the increase of solar power produced depending on the radiation. For this reason, the solar radiation potential of the target point must first be examined before a solar investment is made [4]. Radiation is measured with the help of devices such as Pyranometer or Pyrheliometer. These devices are sensitive and require expertise and costs are high. Hence, it is a complicated process to install and operate measuring stations everywhere. Different estimation methods have been formed due to the difficulty of the measurement process [5]. The newest and most common of them are ML algorithms. ML is known as a subfield of artificial intelligence (AI). They are often applied in classification and prediction applications. In current years, ML has become very prevalent in the energy field and especially in predicting solar power compared to other methods as performance [6].

It is very important to select and arrange the data suitable for the purpose when making predictions with ML. There are many types of data that can affect solar power directly and indirectly. ML is substantially affected by the type, structure, length, and size of the data because of its operating logic. For this reason, by putting the raw data into a number of pretreatments such as normalization, scaling, and extraction, happens a positive effect on the predicted performance [7, 8].

If there are too many variables in the data pool, there may be a problem in associating the model with the target output, when using ML algorithms. For this reason, every new variable that exists and was entered into the system has positive or negative effects on the prediction. When working with such sensitive applications, applying all the variables in the dataset may not perpetually present high levels of success as anticipated. Therefore, it is crucial to determine the most effective of the model performances from the available data. This operation provides a significant contribution to the precision, interpretation and evaluation of the model. It also reduces the duration of modelling studies [9].

When the studies on solar energy are considered, it can be deduced that the data-prediction relationship is applied in two different ways. In the first application, in order to find the most successful prediction model it was tried to be determined by selecting the features in the data set by different technique and methods and classifying them in various ways [10-12]. In this way, the most optimal data affecting the solar radiation were identified, and the estimated performance accuracy was evaluated with minimum error and variables. In the second application, it was tried to determine the most successful among ML-based algorithms by applying all of the data features [13-16]. In such a study, model performance becomes more significant than data selection, but, because all variables are used, the intended model precision may not be achieved.

Data mining (DM) is known as the process of discovering valid and useful information from large datasets. Estimation of solar power using DM instead of ML is not a very popular method because of low performance [17]. Still, in recent years, the use of DM has started to be widespread in order to improve the performance of the prediction models, ascertain the most appropriate input data and shorten the prediction time. In literature searches for solar-based, the use of DMP was found in prediction models using ML algorithms, although their number remains little.
Ghofrani et al. [18], have suggested a new DM-supported model increasing the clustering estimate accuracy of solar power. In this model, the best cluster was determined with the data of temperature, extraterrestrial radiation, and wind speed and direction with the TS-Clustering method, and solar radiation was successfully clustered with Recurrent Neural Networks (RNN). In another study intended to estimate the amount of solar power of Bangladesh, optimal properties influencing solar radiation the most from 12 selected data sets were determined by utilizing the Waikato Environment for Knowledge Analysis (WEKA) DM tool. Abedin et al. estimated solar radiation using the ML-based ANN model with five inputs [19].

With the aid of the WEKA program, Yadav et al. [20] defined the geographic and meteorological parameters that have the most significant impact on solar power. Three different ML-based ANN models have been developed. Seven input data in the first ANN model, five input data in the second ANN model, and a four-input model in the third ANN model were created. The best performance was achieved in the second ANN model. In another study [21], the Rapid Miner DM program was applied to select the most efficient on solar radiation out of nine different input parameters to estimate the amount of solar power of the Indian region. The most useful input data were determined as temperature, minimum temperature, maximum temperature, altitude, and sunshine duration. With these five input data, a successful prediction model has been created by using ANN, one of the ML algorithms.

Meenal and Selvakumarin [22], aimed to estimate the daily average monthly global solar radiation in their study. Using the WEKA program, they have discovered that the month, latitude, maximum temperature and sunshine duration have the most significant effect on solar power and depend on the humidity input data of the lowest effect. Then, the most successful prediction models were developed by applying ML algorithms such as Support Vector Machines (SVM) and ANN with the selected input data.

The main purpose of this study is to predict the hourly solar energy potential of the Mersin province with DMP supported ML algorithms. Three different ML algorithms such as ANN, SVR and KNN have been used in this comparative study due to their high prediction accuracy according to the prediction studies made with classical methods. DMP, which was not used or very rarely used in previous studies is included in the study in order to reduce the prediction accuracy and time. Also, this study is focused on more than one area. The primary focus is to reduce the dimensionality of the input data used in ML-based models and to select the most effective input data on solar power. For this purpose, as a result of solar-based data of the target location arranged with DMP, three different data subsets are formed with different feature selection functions. Another focus of the study is to reduce the error of the developed models, increase their accuracy and shorten the solution time. Therefore, three different data groups and all available input data are divided into training and testing data sets to be used with ML-based algorithms and a large number of prediction models are compared both among themselves and with different algorithms. At the end of this process, in total 252 prediction models from ML algorithms-based were developed and most successful prediction models were obtained. Another aim of this study is to determine the input data that have the least impact on solar energy from the available data. In this way, the model results can be interpreted meaningfully. As a result, the effect of DMP was observed in all ML-based prediction models developed in the present study and the statistical calculations indicate that the results in this study are promising compared to other similar studies on the specific region.

Matlab R2017b program was employed in the process of transferring, combining, calculating and modelling with ML algorithms. The detailed flow chart of the study to be done is presented in Fig. 1.

2 MATERIALS AND METHODS
2.1 Location and Database

The meteorological and categorical data of Mersin province in Turkey, in the south of the Mediterranean region, was used in the study. This city is located in the east of the Mediterranean region, as presented in Fig. 2. Mersin is located between 36-37° north latitudes and 33-35° east longitudes. The land border of the province is 608 km, the sea border is 321 km, and its area is 15 853 km². The average annual temperature is 18.7° C. The region has a high solar energy potential throughout the year. It is the most significant reason for choosing this location.
For Mersin province, between the years 2002-2006, the 5-year data of hourly meteorological has been requested from the General Directorate of Meteorology of Turkey. The measuring station is located at a height of 36 7808 latitudes, 34 6031 longitude, and 7 meters above sea level. Six different meteorological data like hourly Pressure, hPa; Hourly Sunshine Duration, 0-1; Hourly Average Humidity, %; Hourly Temperature, °C; Hourly Wind Speed, m/s and Hourly Solar Radiation, W/m² were obtained from this station. Besides, four different categorical data, such as the year of measurement, the month of the year of measurement, the day of the month of measurement, and the hour of the day of measurement, were involved in the study. Geographical parameters are not involved since they are provincial-based and not changed. As observed in Tab. 1, ten different variables were applied in the study. Based on solar radiation measurement data, data measured between 6-17 hours for January and February and 7-18 hours for March-December were included. In this way, a total of about 4686 data per year were applied in the study.

Some feature engineering processes such as selection, cleaning, transformation, normalization, scaling were applied to raw data before building prediction models with ML. Min-Max normalization was applied in this study. The applied to raw data before building prediction models with ML. Min-Max normalization was applied in this study. The mathematical Eq. (1) of the Min-Max normalization is also given. In this formula, $X_n$ represents normalized data, $X$ raw data, $X_{\text{max}}$ and $X_{\text{min}}$ the minimum and maximum values in training and testing data. In order for ML algorithms to function appropriately, data properties must have specific requirements and be regulated. The feature engineering operations come into play in this area. Feature engineering mostly serves two purposes. The first is to choose the correct input data properties suitable for ML algorithms, and the second is to increase the performance of ML models to higher levels [23].

$$
X_n = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \quad (1)
$$

In this study, approximately 75% of the hourly data has been arranged as training and 25% as testing. This adjustment was made as hourly in day-based. In most ML-based studies, the data are adjusted year-based as daily or monthly. In our studies it has been resolved with existing data that year-based adjustment is not homogeneous since it negatively influences the predict performance. For example, the estimation performance obtained by setting the data between 2002 and 2005 as training, and the data of 2006 as data testing, and the estimation performance obtained by setting the data between 2003-2006 as training, and the data of 2002 as testing data is different. In addition, this method is not very reliable since the model estimation result will be affected when the intervals of training and testing years change. For this reason, the day/hourly distribution was performed in order to make the distribution homogeneous. With a MATLAB code, the daily hourly data were set some as training and some as testing. When Tab. 1 is examined, 17 584 of the five year data set were established as training, and 5858 as testing data in the study and applied a total of 23 442 hourly data.

### 2.2 Selection of the Most Optimal Input Data with DMP

DMP covers the processes known as analyzing, reaching, interpretation, and predicting information. It is also known as the extraction of useful information from different data patterns. DM and ML methods use the same algorithms. While DM focuses on the discovery of earlier unknown features, ML algorithms focus on predicting based on known features [24].

There is a positive relationship between ML and the data applied. For this reason, the selection of optimal data clarifies the modelling step. It prevents the extreme compatibility of the algorithm and enables the development of fast and competent models. The desired performance is obtained much more quickly. Contrarily, it may be necessary to develop a much more sophisticated model to reach a high-performance level. This takes more time and labour [23].

Open source WEKA 3.8.2 DMP program was applied to determine the most appropriate input data. This program was developed by the Waikato University applying the JAVA programming language. WEKA has an advanced feature selection module compared to other programs. There are three feature selection methods like correlation-based, wrapper, and filter approaches [25].

The Wrapper approach utilizes the classification method. Hence, there is a strong relationship between data characteristics and classifiers. Accordingly, the wrapper approaches have better feature selection performance than filter approaches [26]. Three different feature selection functions based on the wrapper approach are applied in WEKA. These are Classifier Subset Evaluator (CSE), Wrapper Subset Evaluator (WSE), and Classifier Attribute Evaluator (CAE). The flowchart of the applied feature selection functions is shown in Fig. 3. The selected function is started with ($Y'$) initial feature subset. Then, $Y'$ is evaluated ($Z_{\text{best}}$) with ($T$) predefined ML algorithm. The subsets of training data ($Y'_{\text{set}}$) are created and appraised ($Z$). The previous and next subsets are evaluated based on known features [24]. The search is repeated until the condition for the stopping
criterion \((Q)\) is met. Eventually, the best feature subset \((Y_{best})\) for the wrapper-based feature selection function is determined.

CSE, WSE and CAE functions were used to determine the most effective input data on solar radiation. The features and total numbers selected at the end of the DMP process are shown in Tab. 2. In the table, the most effective classifiers on solar radiation are M5 Model Tree (M5P) and Gaussian Processes for Logistic Regression (Elastic Net). Search method is a structural approach in which possible subsets of features are searched. Generally, two methods are used, such as random and comprehensive search. This structure is selected depending on the type of feature selection function. Two different search methods, such as Greedy Stepwise and Ranker, were applied in the study. At the end of the process, three different data sets such as CSE, WSE and RSE were determined to be used in ML-based models.

![Feature Selection Flowchart](image)

**Figure 3** Flowchart of Wrapper-based feature selection functions applied in WEKA

| Feature Selection Function | Classifier | Search Method | Selected Inputs | Number of Best Attribute |
|----------------------------|------------|---------------|-----------------|--------------------------|
| CAE                        | M5Rules    | Ranker        | Month, Hour, Pressure, Temperature, Humidity, Wind Speed, Hourly S.Duration | 7 |
| CSE                        | M5Rules    | Greddy Stepwise | Year, Month, Day, Hour, Temperature, Hourly S.Duration | 6 |
| WSE                        | Elastic Net| Greddy Stepwise | Year, Month, Temperature, Humidity, Wind Speed, Hourly S.Duration | 7 |

A mathematical formula of an MLFFBB neural network is given in Eq. (2). The optimal output is calculated until error rate between output and target has been minimal, according to the data set available and the architectural structure of the network. In this formula, the activation function, weights, input data and bias are \(f\), \(X\), \(W\) and \(b\), respectively.

\[
\text{Output}_k = f \left( \sum_{k=1}^{N} (W_k X_k + b_k) \right)
\] (2)

Another ML algorithm used in the study is SVR. Support Vector Machines (SVM) have been developed in a structure commonly established for classification found by Vapnik [27]. It is pretty good at solving nonlinear problems. SVR has been developed to solve the regression-based problems of SVM. There are five core functions commonly applied in SVR. These functions are Linear Kernel, Polynomial Kernel, Normalized Polynomial Kernel, Sigmoid Kernel, and Gaussian RBF (Radial Basis Function) Kernel [28]. Polynomial, Normalized Polynomial, and RBF Kernel were employed in the study. The mathematical formulas of the used kernels are given in Eqs. (3), (4) and (5), respectively.
\[ k(X_a, X) = [(X_a, X) + 1]^d \]  \hspace{1cm} (3)

\[ k(X_a, X) = \left[ \frac{(X_a, X) + 1}{\sqrt{(X_a)^2 (X)^2}} \right]^d \]  \hspace{1cm} (4)

\[ k(X_a, X) = \exp \left( -\frac{1}{2\sigma^2} ||X_a - X||^2 \right) \]  \hspace{1cm} (5)

KNN is an ML algorithm known as a non-parametric classification and regression algorithm. It is preferred because it is a simple but efficient algorithm. The purpose of this algorithm is to make predictions by using the sample data set in a dataset with certain classes. In the KNN study, a \( K \) value is determined according to the number of data to be analyzed. \( K \) is randomly determined constant and this constant directly influences the forecast performance. For each new data, the nearest \( K \) data is taken, and its distance to the new data is calculated. Generally, three types of functions are applied in the distance calculation. These are Euclidean, Manhattan, and Minkowski functions [28]. After calculating the distance, an estimate is performed according to the incoming value. Euclidean distance function was applied in this study and its Eq. (6) is also given. In the formula, \( x_i, y_i, K \) represent the input data, the output found for each input data, and the neighborhood rate, respectively. \( K \) constants were determined for values between 1 and 10. Decreases in performance above 10 were observed for the \( K \) constant.

\[ E = \sqrt{\sum_{i=1}^{K} (x_i - y_i)^2} \]  \hspace{1cm} (6)

### 2.4 Statistical Comparison of ML Algorithms Models

Six different statistical indicators were applied to assess the performance of ML algorithms used in the study in order to assess the solar power. Mean Square Error (MSE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE) and Symmetric Mean Absolute Percentage Error (SMAPE) are standard error measurement statistics. Statistical analysis methods such as Correlation Coefficient (\( R \)) and Coefficient of Determination (\( R^2 \)) were applied to evaluate the performance of ML models. Formulas of statistical indicators are presented in Eqs. (7) to (12). \( O_i, P_i, \bar{O} \) and \( \bar{P} \) in the formulas represent, respectively, measured, predicted, measurement and averages of predictions.

\[ MSE = \frac{1}{n} \sum_{i=1}^{n} (O_i - P_i)^2 \]  \hspace{1cm} (7)

\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (O_i - P_i)^2} \]  \hspace{1cm} (8)

\[ MAE = \frac{1}{n} \sum_{i=1}^{n} |O_i - P_i| \]  \hspace{1cm} (9)

\[ SMAPE = \frac{100}{n} \sum_{i=1}^{n} \frac{|O_i - P_i|}{(|O_i| + |P_i|)} \cdot 0.5 \]  \hspace{1cm} (10)

\[ R = \frac{\sum_{i=1}^{n} (O_i - \bar{O})(P_i - \bar{P})}{\sqrt{\sum_{i=1}^{n} (O_i - \bar{O})^2 \sqrt{\sum_{i=1}^{n} (P_i - \bar{P})^2}} \]  \hspace{1cm} (11)

\[ R^2 = 1 - \frac{\sum_{i=1}^{n} (O_i - P_i)^2}{\sum_{i=1}^{n} (O_i - \bar{O})^2} \]  \hspace{1cm} (12)

### 3 RESULTS AND DISCUSSIONS

In order to predict the solar power of 5-year (2002-2006) hours in specified location, the data to be used in the study were initially determined and then requested from the General Directorate of Meteorology of Turkey. A total of 10 data were used in this study. Six of these data are meteorological (Pressure, Hourly Sunshine Duration, Average Humidity, Temperature, Wind Speed and Solar Radiation), and 4 of them are categorical (Year, Month, Day, Hour) data. Since solar radiation is the target feature, the time intervals that the radiation during the day are determined, and the data patterns in this range are transferred to the study. In this way, a total of 23 442 hourly data between 2002 and 2006 were included in the study.

Three different ML algorithms, such as ANN, SVR, and KNN, were applied to estimate the amount of solar power. In order to increase the estimation accuracy and to find data patterns powerful on data set, DMP, which is rarely used in this field, has been applied. Firstly, the data was adjusted by applying DMP and then arranged to achieve high-level performance from the selected ML algorithms. At the end of the DMP, three different data groups based on CAE, CSE, and WSE feature selection functions were created. A total of 7 features with CAE, 6 with CSE, and 7 with WSE were decided to be the most useful data on solar radiation. It is adjusted hourly to make the distribution homogeneous. For example, on the 1st day of January, 6 am, 7 am, 8 am, 10 am, 11 am, 12 pm, 14 pm, 15 pm, and 16 pm are devoted to training, and 9 am, 13 pm and 17 pm to testing.

| Tab. 3 Architectural structure and training performance of the neural network used in models | Data Groups | Input | Hidden | Trans. Func. | Train Func. | Train MSE | Test MSE |
|---|---|---|---|---|---|---|---|
| CAE | 7 | 45 | Tansig | Trainlm | 0.0025 | 0.0028 |
| CSE | 6 | 47 | 0.0022 | 0.0024 |
| WSE | 7 | 30 | 0.0026 | 0.0027 |
| ALL | 9 | 31 | 0.0022 | 0.0024 |

In this study, four different ANN models were developed. While modelling, the MATLAB R2017b program was utilized. For estimation, a program code was written in MATLAB, and ANN models were trained by creating one hidden layer neural network models with 1-50 neurons. According to the input data selected for each hidden layer neuron, the highest training and testing results were found with 5 different trials. Tab. 3, shows the
architectural structures and training performance results of four different ANNs. The most optimal data at the end of the DMP process were taken as input data to the ANN models. The first model was trained between 0-1000 epochs with 7 inputs and 45 hidden neurons, the second model with 6 inputs and 47 hidden neurons, the third model with 7 inputs and 30 hidden neurons. The last model was trained using all available input data with 9 inputs and 31 hidden neurons. In Tab. 3, MSE performances are seen at the end of the training period of the models. CSE feature selection data and ALL Data MSE performances are similar for training and testing with values of 0.0022 and 0.0024, respectively. In ANN modelling, selection of transfer function has been found to have a positive or negative effect on performance. Following the data structure in the study, performance losses are quite low when using logistic sigmoid (logsig) or hyperbolic tangent sigmoid (tansig) in the hidden layer and hyperbolic tangent sigmoid (tansig) or linear (purelin) in the output layer. Since its performance is better than other transfer functions, tansig was chosen in both layers. The best performance was obtained in the training function known as Trainlm (Levenberg-Marquardt Backpropagation).

In Tab. 4, the models are shown to estimate solar radiation by applying test data that they have not tried before. Then, the results measured by the test results were compared by different statistical methods. In this way, the success performance of each model was evaluated. SMAPE was employed in the study to evaluate the models at a statistical scale. Basically, MAPE is a more favoured method in similar studies. However, if there are zero or very close to zero values in the data set, it produces insignificant results. If the SMAPE value is lower than 10%, it can be deduced that the model is predicted on the best scale and between 10% and 20% on good scale [7].

In Tab. 4, the ANN model with 6 inputs CSE datagroup with SMAPE value of 6.12%, MAE value of 0.0335, RMSE value of 0.0484 and a $R^2$ value of 0.9694 successfully estimated the solar radiation of specified location. The model can be used successfully in an hourly solar power prediction for the Mersin province. The prediction performance graph of the model is presented in Fig. 5.

Another ML algorithm used to evaluate the solar energy of Mersin is KNN. $K$ constant was taken between 1 and 10, and 10 different KNN models were developed for each feature group. The Euclidean kernel was used in all models as the kernel. For CEA, CSE, WSE, and ALL data groups, it was tried to determine the most successful one among 40 different KNN models. In Tab. 5, evaluation results of the developed models are shown. From this table, SMAPE and $R^2$ values for $K = 3$ of the most successful model were found for CSE data groups with 7.22% and 0.9469, respectively.

| Data Groups | RMSE | MAE | SMAPE / % | $R^2$ |
|-------------|------|-----|-----------|-------|
| CSE         | 0.0639 | 0.0446 | 7.22      | 0.9469 |
| WSE         | 0.0679 | 0.0496 | 7.75      | 0.9399 |
| ALL         | 0.0749 | 0.0551 | 8.47      | 0.9273 |

A total of 12 different applications were developed with SVR by applying three different kernel Polynomial, Normalized Polynomial, and RBF. In Tab. 6, the effects of the models developed in the selected feature groups are observed comparatively. In this table, the model applied to the CSE data group developed by using Normalized Polynomial kernel is the most successful and the highest with $R^2 = 0.8088$ according to other models. The regression graphs of the most successful models developed using KNN and SVR ML algorithms are shown in Fig. 6 and Fig. 7.

| Data Groups | Kernel | RMSE | MAE | SMAPE / % | $R^2$ |
|-------------|--------|------|-----|-----------|-------|
| CSE         | N. Polly | 0.1223 | 0.0950 | 12.72     | 0.8088 |
| WSE         | RBF    | 0.1364 | 0.1075 | 12.83     | 0.7574 |
| ALL         | N. Polly | 0.1242 | 0.0968 | 12.80     | 0.8019 |

All ML algorithms used in the study were compared with each other on the basis of the most successful solar energy estimate model. In addition, the impact of DMP on output performance was evaluated. As a result of all these operations, it can be concluded that DMP worked compatible with ML-based algorithms.
A comparative graph of ML algorithms with each other was presented in Fig. 8. The data set used in this graph is randomly selected data for July 2006. Hourly measured and predicted values are compared in these graphs. The test data set contains data corresponding to the data obtained at 7 am, 8 am, 9 am, 10 am, 11 am, 12 pm, 13 pm, 14 pm, 15 pm, 16 pm, 17 pm, 18 pm per day on an hourly basis. At least 3 data were compared with each other approximately for each day and a total of 101 hourly data were used.

ANN, KNN and SVR estimation models are compared by calculating the daily average values of 10-day hourly data selected randomly in May 2004 as shown in Fig. 9. In the graph, the sum of hourly data set is taken randomly for the relevant day. Regression graph of most successful ML based method between estimated and measured data is shown using the daily average data of May in Fig. 10. Also, the estimation performance and regression results are shown ANN-based according to daily average data of July 2002 in Fig. 11. According to the graph, the daily average hourly data came out with a result similar to the most accomplished model performance with 97%.

The literature searches based on the specified location were compared with similar studies in Tab. 7. When the present study is compared with previous studies modelled with single or multiple ML algorithms specific to Mersin Province, the best prediction performance with \( MAE = 0.0335, \) \( RMSE = 0.0484 \) was obtained by using ANN prediction model. The obtained results are promising in performance appraisal according to other studies.

4 CONCLUSIONS

In this study, it was proposed to comparatively predict the solar energy potential of specified location by an
effective method. In line with this goal, ML algorithms that perform quite well in solar-based prediction studies such as ANN, KNN and SVR, were used. In addition, a DMP supported method was applied to increase the precision of prediction models developed with ML algorithms, to interpret the effect of input data on output and to shorten the modelling time. It has been observed that Sunshine Duration and Temperature input data are the most influencing parameters on solar power in all prediction models developed. Besides, it is understood that Pressure, Humidity and Wind Speed input data do not have a significant effect on the prediction of the prediction models. The estimation models of the most successful ANN, KNN, and SVR algorithms, according to the $R^2$ statistics scale, have 0.9694, 0.9469, and 0.8088 values, respectively. According to the SMAPE scale, the same algorithms were calculated as 6.12%, 7.22%, and 12.72%, respectively. ANN demonstrated superior prediction performance compared to the other two ML algorithms according to the stated results and successfully predicted the solar radiation of the Mersin province.

DMP improved the prediction performance and it was provided to find out the most effective data on solar radiation. It was seen that the most successful feature selection data set in all three groups, CAE, CSE, and WSE, was CSE. However, it has been indicated that using ALL data group with different ML algorithms does not have a positive effect on prediction performance. The proposed study is distinguished from the current studies in this aspect and it adds a new dimension to ML-based models on the prediction of solar power. Moreover, two different applications of the data-prediction relationship in the literature are merged in one study and the performances of DMP-ML based prediction models are evaluated.
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