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ABSTRACT

The calibration of redshift distributions for photometric samples using spectroscopic surveys is plagued by the difficulty in modelling the selection functions of spectroscopic surveys. In this work, we analyse how these selection functions impact redshift inference and quantify the induced biases using local calibration tests in photometry space. The study is carried out using simulations that mimic the radial selection function of a spectroscopic survey and an accompanying mock catalog of a photometric galaxy survey catalog. We use a self-organizing map to partition the photometry space and perform a local \(\chi^2\) test to study the probability calibration of redshift inferences that use the spectroscopic data for calibration. The goal of this work is to investigate the effect of uncorrected selection functions in the calibration data on redshift prediction accuracy and critically discuss mitigation methods. In particular we test culling-based bias correction techniques, which aim to remove redshift calibration biases by identifying regions in photometry with few spectroscopic calibration data, and propose avenues for future research. We found that removing regions in color-magnitude space that are underpopulated with spectroscopic calibration data does not remove all biases in redshift inference induced by the selection function.

INTRODUCTION

With the advent of precision cosmology driven by imaging surveys like the Dark Energy Survey (DES; e.g., Abbott et al. 2018), the Kilo-Degree Survey (KiDS; e.g., Hildebrandt et al. 2017), the Hyper Suprime-Cam survey (HSC; e.g., Aihara et al. 2018), the Rubin Observatory Legacy Survey of Space and Time (LSST; e.g., Ivezić et al. 2019), the Roman Space Telescope High Latitude Imaging Survey (HLIS; e.g. Spergel et al. 2015) and Euclid (e.g. Laureijs et al. 2011), the accurate estimation and calibration of the galaxies’ redshifts using photometric information becomes increasingly important. In particular, while measures of structure growth such as weak gravitational lensing do not require precise estimates of redshift for each galaxy, they do require accurate estimation of the redshift distributions of galaxy samples (Kilbinger 2015; Mandelbaum 2018).

Traditionally these photometric redshifts have been calibrated by direct comparison with spatially overlapping spectroscopic samples. Photometric redshifts are calibrated using either spatial information via cross-correlation methods (e.g. Newman 2008; Ménard et al. 2013; McQuinn & White 2013; Scottez et al. 2016; Raccanelli et al. 2017; Morrison et al. 2017; Davis et al. 2017; Gatti et al. 2018; van den Busch et al. 2020; Hildebrandt et al. 2021), by direct comparison with spatially overlapping spectroscopic samples (e.g. Coupon et al. 2009; Hildebrandt et al. 2010; Dahlen et al. 2013; Tanaka et al. 2018; Bonnett et al. 2016) or by comparison/inference using narrow-band photometric data (see e.g. Buchs et al. 2019). The reliance on spectroscopic calibration data in both prediction and calibration has been called into question (e.g. Bonnett et al. 2016; Schmidt et al. 2020; Hartley et al. 2020); however, spectroscopic observations are still crucial for the calibration of the color-redshift relation for current and upcoming photometric survey programs (see e.g. Saglia et al. 2022). Spectroscopic surveys have complex selection functions that result in different magnitude-redshift mappings in comparison with photometric surveys. While it is possible to identify and correct for selection functions in magnitude space, this might not be the case for pure line-of-sight selection functions. If unaccounted for, both types of selection function can bias ensemble redshift estimation and validation using spectroscopic samples. As shown in Schmidt et al. (2020), Zhao et al. (2021), and Dey et al. (2022), performing local tests for redshift calibration in magnitude space is essential, as selection function-induced redshift calibration biases can ‘cancel out’ in magnitude space.
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1 See Bonnett et al. (2016) Appendix D for an extreme case.
In this work we study this effect using simulations of spectroscopic incompleteness by Hartley et al. (2020). We add to Hartley et al. (2020) a statistical significance test for incompleteness localized in magnitude space, and a global test that combines the local tests to obtain a single $p$-value. We also test the ability to correct for selection effects in redshift by excluding parts of the magnitude space, similar to the approach of Masters et al. (2015). To this end, we partition the magnitude space of the mock catalog of the photometric survey photometry using a self-organizing map (SOM). We then predict photometric redshift distributions of individual galaxies using the simulated spectroscopic calibration dataset. After populating the SOM with these predictions, we apply a local $\chi^2$ test and consider several calibration scenarios to investigate the aforementioned effects. The research note concludes with a discussion of areas for future work.

DATASET

Hartley et al. (2020) simulates a realistic selection function of a spectroscopic survey to investigate the impact of spectroscopic incompleteness on Dark Energy Survey science. The mock catalogs consist of a simulated photometric sample that mimicks DES Y1 survey data (Hoyle et al. 2018; Abbott et al. 2019), based on the Buzzard simulations (DeRose et al. 2019). The spectroscopic mock catalog mimicks the four spectroscopic datasets VVDS-Deep, VVDS-Wide, VIPERS and zCosmos. The spectroscopic selection functions of these surveys are mimicked by simple color cuts and a spatial selection that matched the real spectroscopic surveys. To mimick a realistic redshifting procedure, Hartley et al. (2020) determine the redshifts by a combination of a cross correlation technique and manual redshifting. The manual redshifting is performed on a small subsample of galaxies by a set of human experts that determine quality flags for the spectral fits. These flags are then mapped to the full sample using a Machine Learning (ML) algorithm. For further details on the data generation process, we refer readers to Hartley et al. (2020). The simulated mock catalog provided to us contains spectroscopic redshifts, subject to incompleteness, as well as the true redshifts from the simulations. Furthermore we have the photometry in the DES filter set for all galaxies. In the following discussion, we denote the dataset (with/without) the spectroscopic selection function as (spectroscopic/target) samples. The photometry in the DES filter set for all galaxies. In the following discussion, we denote the dataset (with/without) the spectroscopic selection function as (spectroscopic/target) samples. The faintest magnitudes in the (spectroscopic/target) samples contain (73318/134155) galaxies, respectively. The faintest magnitudes in the $i$-band in the (spectroscopic/target) samples are (24.8/24.7), with median magnitude (21.8/23.0). The spectroscopic and target samples have nearly identical maximum (1.98/2.00) and median (0.58/0.58) redshifts.

METHODOLOGY

Photometric Redshift Estimation

We use the classification-based conditional density estimate described in Rau et al. (2015) to estimate individual galaxy redshift distributions. The individual galaxy redshift distribution is parametrized using a histogram model with $M$ histogram bins.

$$\hat{p}(z|m) = \sum_{i=1}^{M} \pi_i(m) 1(z \in [z_L^i, z_R^i]), \quad (1)$$

where $m$ denotes the photometry (the magnitudes of the galaxy in a filter set), $[z_L^i, z_R^i]$ denotes the redshift bin edges of the parametrization, and $\pi_i(m)$ denotes the magnitude-dependent histogram heights. The term $1(z \in [z_L^i, z_R^i])$ is zero if the redshift $z$ lies in the interval defined by $[z_L^i, z_R^i]$ and zero otherwise. The magnitude dependence of $\pi_i(m)$ is learned using a Random Forest Classifier with cross-entropy loss function using a training set with accurate redshift information. If not stated otherwise, we will train the aforementioned Random Forest Classifier using the spectroscopic mock simulation data and apply the model to the simulated photometric dataset. The classification is done with respect to the redshift bins defined in Eq. (1). The classifier used is implemented using the SKLEARN package (Pedregosa et al. 2011). Here we use it in its default configuration with 100 training bins. We define $z_{\text{phot}}$ of each galaxy to be the mean of the conditional distribution estimate derived for that galaxy. We obtain a mean (standard deviation) of the residual $z_{\text{phot}} - z_{\text{spec}}$ of 0.0039 (0.14), which is consistent with the performance of comparative methods in Sánchez et al. (2014) listed in Tables 6-8. We note that we do not use outlier removal in the quoted metrics.

Selection Functions

Random Subsampling—In ideal random subsampling, the training and test sets are drawn from the same parent population. The joint distribution $p(z,m)$ of redshift $z$ and magnitude $m$ are therefore equal between the training
and test set and we would have

\[
\begin{align*}
    p_{\text{test}}(z|m) &= p_{\text{train}}(z|m) \\
    p_{\text{test}}(m) &= p_{\text{train}}(m).
\end{align*}
\]

(2)

In practise this ideal setup is often not achievable in the context of redshift estimation due to instrumental limitations and targeting strategies of the spectroscopic survey. As a result, these selection functions often lead to biases in parameter inference and interpretation in the context of photometric redshift inference. In this context we identify two relevant types of selection functions:

**Covariate Shift**—If the test set differs from the training set in the marginal distribution of its covariates, i.e. photometry,\(^2\), but not in the conditional distribution of redshift given photometry, i.e.

\[
\begin{align*}
    p_{\text{test}}(z|m) &= p_{\text{train}}(z|m) \\
    p_{\text{test}}(m) &\neq p_{\text{train}}(m),
\end{align*}
\]

(3)

we refer to this as a covariate shift scenario. For more details we refer to the substantial statistics literature on covariate shift corrections (for a review see, e.g., Sugiyama & Kawanabe 2012). Spectroscopic surveys observe the galaxy spectrum with much larger resolution than their photometric counterparts. Thus, observing galaxies to faint magnitudes in a spectroscopic survey requires much longer exposure times as compared with photometric surveys. The spectroscopic sample, therefore, ‘thins out’ at faint magnitudes, which implies a covariate shift between the training sample, that is matched to the spectroscopic sample, and the test sample that is given by the photometric sample.

**Line-of-sight selection function**—If the conditional distributions of redshift given the photometry of the training and test sets differ, i.e.

\[
\begin{align*}
    p_{\text{test}}(z|m) &\neq p_{\text{train}}(z|m) \\
    p_{\text{test}}(m) &= p_{\text{train}}(m),
\end{align*}
\]

(4)

we are considering a line-of-sight selection effect. For example, this effect can be introduced due to instrumental effects, like a wavelength-dependent signal-to-noise ratio in spectrographs, which can deteriorate spectroscopic redshift measurements if the characteristic features of the spectrum move outside of the instrumental sensitivity window. As a result there may not be accurate spectroscopic redshift measurements available for higher redshifts. A line-of-sight selection is often coupled with a covariate shift. Hartley et al. (2020) forward model both the spectroscopic target function and selection functions induced by redshift failures. The final catalogs show both a covariate shift and a line-of-sight selection with respect to the test sample that mimics a ‘DES-like’ photometric survey. We refer the interested reader to Hartley et al. (2020) for more details on these simulations.

**Local Test of Selection Effects**

One of the goals of photometric redshift validation is to measure how well the conditional density predictions of redshift given photometry are calibrated for the galaxies in the sample. Good calibration is to be understood as correctly predicted frequentist coverage probability, i.e. within a given credibility interval obtained from the \(p(z|m)\) estimate, we would expect the predicted number of true redshifts under data replication. In the more traditional approach, this photometric redshift calibration is not quantified as a function of magnitude or photometry. As shown in Schmidt et al. (2020) this can be especially problematic, since miscalibrations across photometry can balance out, leading to wrong conclusions about the actual quality of photometric redshift estimates. Tests for calibration accuracy therefore need to be performed as a function of location in magnitude space. There exists work in the statistics literature that propose tests for this scenario; we would like to especially highlight Zhao et al. (2021) and Dey et al. (2022). Specifically, Dey et al. (2022) proposed methodology to calibrate individual galaxy redshift estimates as a function of color space if a representative spectrophotometric calibration dataset is available. We complement this work by studying the impact of non-representative spectrophotometric calibration data, i.e., data that is subject to a line-of-sight selection function, on sample redshift distribution inference.

In this research note, we take a simple approach and train a self-organizing map (SOM), a popular dimensionality reduction technique in cosmology and in particular photometric redshift estimation (e.g. Masters et al. 2015; Wright

\(^2\) In this note, the term ‘photometry’ can refer to colors, magnitudes or fluxes. Our inference is based on the galaxy magnitudes, so we use the more general term ‘photometry’ and magnitude interchangeably in this note.
et al. 2020; Myles et al. 2021), on the magnitude space of the spectroscopic and photometric samples. The SOM is a data-driven way of dividing up a sample based on its high-dimensional distribution in magnitude space into 2D cells, each with galaxies of similar photometry.

We train a SOM using the training set data that consists of the simulated four-band DES photometry, where we use the Minisom python package (Vettigli 2018). The SOM is initialized with random values, then trained on the four DES-Y1 magnitudes to arrange the galaxies by similarity to each other on the map. We estimate the conditional density estimates for each galaxy in the test set and then populate the trained SOM using the test set galaxies and their estimated conditional density estimates. Each SOM cell has then a corresponding training and test set sample as well as a set of conditional density estimates for each test set galaxy in the cell.

On each of these cells we test if the conditional distribution estimates are well calibrated, where we define correct calibration as uniformly distributed PIT($z$) = $\int_0^z dz \, \hat{p}(z|m)$ with respect to the true redshifts $z$. To test the quality of the calibration, we perform a $\chi^2$ test between the distribution of PIT values obtained by evaluating all estimated conditional distributions at the correct redshift, and the uniform distribution. This test is performed for all galaxies in each SOM cell. We obtain a $p$-value for each SOM cell that we compare with a Bonferroni-corrected significance level of $\alpha = 0.05/N_{\text{SOM}}$. The Bonferroni correction adapts the significance level for the number of simultaneous hypotheses that are tested to counteract the increased chance to reject the null hypothesis by random chance when carrying out multiple comparisons. Here $N_{\text{SOM}}$ is the number of populated cells and therefore the number of tension tests we perform between the calibration data and the estimated individual galaxy photometric redshift distributions $\hat{p}(z|m)$.

**Bias Mitigation using SOM-Cell Culling**

Following Masters et al. (2015), we now remove a given fraction of SOM cells with mean spectroscopic redshift values in the calibration sample that have a large statistical error $\sigma_{(\text{spec})} = \frac{\sigma_{\text{spec cell}}}{N_{\text{spec cell}}}$. The Bonferroni correction adapts the significance level for the number of simultaneous hypotheses that are tested to counteract the increased chance to reject the null hypothesis by random chance when carrying out multiple comparisons. Here $N_{\text{SOM}}$ is the number of populated cells and therefore the number of tension tests we perform between the calibration data and the estimated individual galaxy photometric redshift distributions $\hat{p}(z|m)$.

**RESULTS**

We consider three scenarios that illustrate the effect of spectroscopic incompleteness on photometric redshift predictions:

**Random Subsampling**—We construct a disjunct randomly selected subsample by randomly splitting the full test set in half. One part is assigned as the training set, the other as the new test set. We now quantify the performance of the photometric redshift estimates on the test set following the procedures described in the previous sections. Fig. 1 top left shows the photometric redshift distributions of the sample of galaxies estimated using the ‘stacked’ conditional photometric redshift estimates with the distribution of true redshift. The stacked distribution is constructed as $\hat{p}(z) = \sum_{i=1}^{N_{\text{gal}}} \hat{p}(z_i|m_i)$. While we note that stacking is not appropriate in general (see e.g. Malz 2021; Rau et al. 2021), we use it for illustration, so the methodological error can therefore be neglected here. Both distributions visually agree well. To quantify the agreement in magnitude space, we perform the statistical tests described in the previous sections and list the results in Tab. 1. We report the failure rates for the different scenarios in the first column. The number of populated cells after culling is shown in the second column and the failure rates (with Bonferroni corrected $\alpha$) in the third column. The failure rate for ‘Random Subsampling’, as listed in Tab. 1, is 3.25%, which means that our test detects a significant miscalibration in only 3.25% of the SOM cells, which we interpret as model error, i.e. the intrinsic deficiencies in the model training. This failure rate serves as the lower bound on the accuracy for the following discussion and will be compared with other results, listed in the first column of Tab. 1, that are additionally impacted by the line-of-sight and covariate shift selection functions. We will consider these scenarios in the following paragraphs.

**Spectroscopic Training Set without culling**—We use the simulated spectroscopic data as a training set to train a conditional density estimator to predict conditional density estimates for the full test set. Fig. 1 top right panel shows the
Figure 1. Sample photometric redshift distributions obtained using the true redshifts (orange) and by stacking conditional density estimates (blue). The (top left/top right/bottom left/bottom right) subpanels show the scenarios of a (Random Subsampling/Spectroscopic Training set without culling/Spectroscopic Training set with 95% culling/Spectroscopic Training set with 80% culling). The x-axis shows the redshift, the y-axis the number of galaxies in each redshift bin.

corresponding photometric redshift distributions of the stacked predicted sample redshift distribution and the photometric redshift distribution of the sample of true redshifts. We see that the covariate shift and line-of-sight selection effects in the training data deteriorate the agreement between the sample photometric redshift distribution of true redshifts and the predicted photometric sample redshift distribution. Specifically, we see a peaked structure in the latter that is indicative of projection effects, where galaxies are systematically placed in the wrong redshift intervals in undercovered, non-representative areas of magnitude space. The failure rate of SOM cells increases to 21.5% (4th row Tab. 1), as compared with the baseline value for the representative training sample of 3.25% (1st row Tab. 1). This indicates that the selection functions that are present in the training set increase the number of cells that show significant miscalibration.

Spectroscopic Training Set with culling—Fig. 1 (lower left/lower right) shows the sample redshift distributions estimated on the test sample with (95%/80%) fraction of culled SOM cells, which corresponds to a fraction of (47%/19%) remaining galaxies. In both cases, the peaked features persist in the sample redshift distribution estimates, similar to the upper right panel. We can clearly distinguish these effects from the corresponding scenario when we consider a representative training set, also with 95% culling fraction as shown in Fig. 2. We clearly see that the estimates that use a representative training set, while not optimal, lack large projection peaks in the sample redshift distribution. They can therefore be attributed to the line-of-sight and covariate shift selection functions present in the spectroscopic data that cannot be corrected by culling procedures. This is in agreement with the statistical analysis reported in
Table 1. Failure rates of the various analysis scenarios discussed in the test. The (first/second/third/fourth/fifth) columns list the analysis scenario, percentage of SOM cells culled, the percentage of galaxies remaining after culling, the number of populated cells in the SOM, and the rate of galaxies that fail the $\chi^2$ test (Failure Rate) with the Bonferroni correction.

| Sample                      | Cells Culled | Galaxies Remaining | Populated Cells | Failure Rate |
|-----------------------------|--------------|--------------------|-----------------|--------------|
| Random Subsampling          | 0%           | 100%               | 400             | 3.25%        |
|                             | 80%          | 50%                | 80              | 15%          |
|                             | 95%          | 20%                | 20              | 40%          |
| Spectroscopic Training Set  | 0%           | 100%               | 400             | 21.5%        |
|                             | 80%          | 47%                | 80              | 45%          |
|                             | 95%          | 19%                | 20              | 75%          |

Tab. 1, where we see an increase in the failure rate when applying culling from 21.5% for the Spectroscopic Training Set with 0% cells culled to (45%/75%) for (80%/95%) cells culled.

We now study the impact of the culling procedure, that itself is a selection function, on the calibration of the conditional density estimates. Applying SOM-cell culling to the ‘Random Subsampling’ scenario, we report an increase in the failure rates (see Tab. 1) from 3.25% to (15%/40%) for (80%/95%). We interpret this increase in failure rate even for this ideal scenario as follows: The SOM-cell culling procedure imposes a selection function that is not present in the training sample which can lead to mild biases in the trained model. Comparing the ‘Random Subsampling’ scenarios with the ‘Spectroscopic Training Set’ scenarios, we note that the selection functions in the spectroscopic training set further deteriorate the probability calibration. This can be seen by comparing the failure rates between the (80%/95%) ‘Random Subsampling’ with the (80%/95%) ‘Spectroscopic Training Set’ scenarios in Tab. 1. We can therefore conclude that the culling procedure is not able to correct for the degradation of redshift performance due to the aforementioned line-of-sight and covariate shift selection functions.

Figure 2. Sample photometric redshift distributions obtained using the true redshifts (orange) and by stacking conditional density estimates (blue). Both panels show the scenario of ‘Random Subsampling’. The (left/right) panels show the results (without/95%) culling. The x-axis shows the redshift, the y-axis the number of galaxies in each redshift bin.

CONCLUSIONS AND FUTURE WORK

As discussed in this note, spectroscopic calibration data is subject to complex selection functions that limit their usefulness as a reliable source of photometric redshift calibration. We have shown that for broad band photometry, culling techniques in magnitude space are not a reliable way to mitigate these biases. This is likely due to the line-of-sight selection functions that are not necessarily identifiable using photometry alone. We note that this result is clearly survey specific and additional photometric bands might change this assessment. Besides the dependency of our
results on the specific set of photometric filters, our methodology to test for incompleteness is not directly applicable to real data, since the true redshift values are unknown. It should be seen as a way to forecast the performance of photometric redshift calibration methodology such as culling using simulated data. This is not a limitation of our testing methodology in particular, as it will similarly apply to all statistical calibration tests for conditional probability density function estimates that utilize a spectrophotometric calibration dataset. In future work, it will be interesting to extend this model testing framework towards photometry space in a posterior predictive testing framework applied to invertible ML models. This can then be applied in conjunction with forward modelling of the galaxy population and photometry and will be interesting for future work.

We thank Will Hartley and Chihway Chang for the use of their simulated galaxy catalog, and Brett Andrews for his feedback.
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