Spatially random disorder in unitary fermion system in \((4 - \epsilon)\)-dimensions and effective action at finite temperature
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1 Introduction

Generically, a system of study is pure. A pure system is homogeneous in nature, and the Lagrangian description of such systems involves interactions that enjoy translational invariance. In contrast, most often, a real physical system comes with impurities. These impurities are localized around a point or along a $d$-dimensional surface, breaking the translational invariance of the underlying system. Such systems exhibit interesting and sometimes new physical phenomena such as Anderson localization. These systems are of great interest to condensed matter and statistical physicists, and to study the effect of the impurities on the thermodynamic and critical properties of the system.

Random impurities could arise in many different ways [1], e.g. a pure system of magnetic ions doped with a diamagnetic atom whose location is random or the Ising model with some random sites left vacant. Depending on the disorder configurations of the underlying system, the impurities could be dynamical or non-dynamical. In other words, while doing statistical mechanics of the impure system, one may or may not need to integrate over the degrees of freedom associated with impurities. Random impurities of dynamical nature are called annealed disorders, while non-dynamical random impurities are called quenched disorders.

As quenched disorder breaks the translational invariance of the system, we can treat these impurities in field theory language by introducing terms in the Lagrangian where the disorder field couples to one or more operators. These couplings are coordinate-dependent...
and, since these are quenched, destroy the translational symmetry of the original pure system. One can then compute various thermodynamic quantities like free energy by taking an average over the ensemble of the system with disorder taking values from a probability distribution. It gives quenched average values of the thermodynamic quantities. From the technical perspective, there is also an advantage of averaging. As we will see, it restores the translational invariance of the system, provided the probability distribution for the disorder is also translational invariant.

The physics of quench disorder and the resultant renormalization group flow have been studied in many different contexts [2–17]. Quenching can be introduced in both classical and quantum systems, which are called classical and quantum disorders, respectively. The field theory analysis of the disorder is often performed using the replica trick, which we will review below. An interesting situation occurs when the system flows to an interacting fixed point with non-zero values of the disorder strength. A characteristic feature of such fixed points in the quantum disorder case is the emergence of Lifshitz scaling, $t \to \lambda^z t$. Therefore, the physics at the fixed point is generally described by a Lifshitz invariant field theory. Quenched average correlation functions obey the generalized Callan-Symanzik equation, and their scaling behaviour at the fixed point receives anomalous contributions from the dynamical exponent, $z$. Motivated by these analyses, we would like to investigate the effect of the quantum disorder in the non-relativistic system. We think the investigation might be useful for understanding the critical behaviour of the ultra-cold system in the presence of a disorder.

A system with quench disorder is challenging to solve. The difficulty arises because the averaging is done not at the level of the partition function but at the level of the thermodynamic quantity of interests. This difficulty can be overcome using the replica trick as we now briefly review [13]. Suppose we have a pure system described by an action $S_0$. The system is then doped with non-dynamical impurities, which we assume to be described by a disorder field $h(x)$. The disorder field couples to an operator $O_0(t,x)$. The action of the disordered system is

$$S = S_0 + \int dt \, d^d x \, h(x) O_0(t,x).$$

(1.1)

Note that the quantum disorder, $h(x)$, is homogeneous in time. We then consider an ensemble of the disordered system where the probability of finding a specific profile of the disorder field is given by $P[h]$. The spatial randomness implies that the distribution $P[h]$ is such that the spatial correlation of the disorder field is much smaller than the intrinsic length scale of the system, e.g. lattice spacing. A convenient choice to achieve this is the Gaussian distribution,

$$P[h] = \mathcal{N} e^{-\frac{1}{2} \int d^d x \, h^2(x)}.$$

(1.2)

Now, the partition function (or the generating function when we include sources) for a given profile of the disorder field is

$$Z[h] = e^{W[h]} = \int [d\eta] [d\eta^{\dagger}] e^{i S_0(\eta,\eta^{\dagger}) + i \int dt \, d^d x \, h(x) O_0(t,x)}.$$

(1.3)

The above is the partition function of a system in the ensemble for a specific disorder profile. Connected correlation functions for a given disorder profile are obtained by computing the
derivatives of $W[h]$ (in the presence of sources). The quenched average correlation function is obtained by averaging over the disorder distribution. For example, the quenched average free energy (and its derivatives) is given by,

$$F = \int [dh] P[h] W[h].$$

(1.4)

Since the distribution (1.2) is translational invariant, the quenched average quantities are also translational invariant.

The quenched average free energy (and its derivatives) can be calculated using the replica trick. In the replica trick, we introduce $n$-copies of the original theory with the same profile of the disorder field. The fields and the disorder operator are now labelled by replica index $A$, where $A = 1, \ldots, n$. The partition function is then defined as,

$$Z^n[h] = \int \prod_{A=1}^{n} [d\eta_A][d\eta_A^\dagger] e^{\sum_{A=1}^{n} S_{0,A}(\eta_A,\eta_A^\dagger)} \int dt \, d^d x \, h(x) \sum_{A=1}^{n} O_{0,A}(t,x).$$

(1.5)

The above partition function is computed for the integer $n$. Assuming that the analytic continuation exists for real values of $n$, the quenched average free energy is given by

$$F = \lim_{n \to 0} \frac{\partial}{\partial n} \int [dh] P[h] Z^n[h],$$

$$= \lim_{n \to 0} \frac{\partial}{\partial n} \int \prod_{A=1}^{n} [d\eta_A^\dagger][d\eta_A] e^{\sum_{A=1}^{n} S_{0,A}(\eta_A,\eta_A^\dagger) - \frac{i}{2} \int dt \, dt' \, d^d x \, \sum_{A,B=1}^{n} O_{0,A}(t,x) O_{0,B}(t',x)},$$

$$= \lim_{n \to 0} \frac{\partial}{\partial n} \int \prod_{A=1}^{n} [d\eta_A^\dagger][d\eta_A] e^{iS_{\text{repl}}},$$

(1.6)

where the action for the replicated theory is

$$S_{\text{repl}} = \sum_{A=1}^{n} S_{0,A}(\eta_A,\eta_A^\dagger) + \frac{i}{2} \int dt \, dt' \, d^d x \, \sum_{A,B=1}^{n} O_{0,A}(t,x) O_{0,B}(t',x).$$

(1.7)

Thus, we see that the replica trick reduces the computation of the quenched average free energy (and its derivatives) to a path integral computation, but with a price that the fields with different replica indexes couple with each other. We also observe a couple of the effects of averaging over the probability distribution: Firstly, the replicated action is complex, and secondly, it is non-local in time.

We will be interested in the quenched average correlation functions and the Callan-Symanzik equation satisfied by these. The quenched average correlation function is given by

$$\langle \mathcal{O}(t_1, x_1) \ldots \mathcal{O}(t_\ell, x_\ell) \rangle = \int [dh] P[h] \langle \mathcal{O}(t_1, x_1) \ldots \mathcal{O}(t_\ell, x_\ell) \rangle_h,$$

(1.8)

where the correlation function $\langle \mathcal{O}(t_1, x_1) \ldots \mathcal{O}(t_\ell, x_\ell) \rangle_h$ is computed for a given profile of the disorder field. Following the replica trick, one can express the quenched average connected correlation function in terms of the correlation function computed in the replicated
where $\mu$ is the renomalization scale, $\beta_i$ are beta functions for all the coupling constants, including the disorder coupling, and $\gamma_O$ is the anomalous dimension. Then we have

\begin{equation}
\left(\mu \frac{\partial}{\partial \mu} + \beta_i \frac{\partial}{\partial g_i} + \ell \gamma_O\right) \frac{\partial}{\partial n} < \sum_{A_i} O_{A_i}(t_1, x_1) \ldots \sum_{A_{\ell}} O_{A_{\ell}}(t_\ell, x_\ell) >^{\text{renor. repl.}} = 0 ,
\end{equation}

where $\mu$ is the renomalization scale, $\beta_i$ are beta functions for all the coupling constants, including the disorder coupling, and $\gamma_O$ is the anomalous dimension. Then we have

\begin{equation}
\left(\mu \frac{\partial}{\partial \mu} + \beta_i \frac{\partial}{\partial g_i} + \ell \gamma_O\right) \frac{\partial}{\partial n} < \sum_{A_i} O_{A_i}(t_1, x_1) \ldots \sum_{A_{\ell}} O_{A_{\ell}}(t_\ell, x_\ell) >^{\text{renor. repl.}} = 0 .
\end{equation}

Since the replica symmetry implies that $< \sum_{A_1} O_{A_1}(t_1, x_1) \ldots \sum_{A_{\ell}} O_{A_{\ell}}(t_\ell, x_\ell) >^{\text{renor. repl.}}$ will be at least proportional to $n$, we see that when we take the limit $\lim n \to 0$, we obtain

\begin{equation}
\left(\mu \frac{\partial}{\partial \mu} + \lim_{n \to 0} \beta_i \frac{\partial}{\partial g_i} + \ell \lim_{n \to 0} \gamma_O\right) < \mathcal{O}(t_1, x_1) \ldots \mathcal{O}(t_\ell, x_\ell) >^{\text{renor. conn.}} = 0
\end{equation}

Thus, the beta function and the anomalous dimension of the disordered theory are $\lim_{n \to 0} \beta_i$ and $\lim_{n \to 0} \gamma_O$. In particular, the fixed point of the resultant beta function gives the disordered fixed point.

In the present paper, our goal would be to study the effects of the disorder on the physical properties of non-relativistic systems. In this direction, we study a system of two-component fermions and a complex boson interacting with Yukawa-like interactions near $d = 4$-spatial dimensions in the presence of a quenched disorder. The original homogeneous system has been studied in the past in the context of the unitary fermi system [19, 20], and exhibits an interacting IR fixed point in $\epsilon$-expansion that is described by a non-relativistic conformal field theory. The subject of non-relativistic conformal field theory is of great interest in high energy, condensed matter and statistical physics. For various aspects of non-relativistic conformal field theory, see [20–29].

---

1As we will see later, the above form of the generalized Callan-Symanzik equation modifies due to the disorder. It receives an extra contribution that depends on the time rescaling of the correlation function. This gives rise to a new critical exponent.

2Spatially random disorder and its effect on the transport properties of the system has been studied previously, e.g. see [18] and references therein.

3The subject of non-relativistic conformal field theory is of great interest in high energy, condensed matter and statistical physics. For various aspects of non-relativistic conformal field theory, see [20–29].
system. We compute the leading contribution to the free energy in $(4 - \epsilon)$-dimensions, which requires summing all the 1PI diagrams. The free energy can then be used to compute the thermodynamic quantities of the disorder system.

The organization of the paper is as follows: In section 2, we review the renormalization group flow in a non-relativistic field theory of two-component fermions interacting with a complex boson in $(4 - \epsilon)$-spatial dimensions. The flow has an interacting fixed point which describes fermions at unitarity. In section 3, we consider the deformation of the non-relativistic system by a spatially random disorder. We study the effect of the disorder in the renormalization group flow of the homogeneous system. We find that the system has an interesting phase structure in the space of the coupling constants. The correlation function obeys Lifshitz scaling behaviour at the disorder fixed point with the anisotropic exponent being $z = 2 + \gamma_E$. In section 4, we investigate the disorder system at a finite temperature. We compute the leading contribution to the free energy in $(4 - \epsilon)$-spatial dimensions, which is relevant for the thermodynamic study of the system. The free energy computation is done in two different limits: in the first case, we consider the coupling constants independent of $\epsilon$, and in the second case, we consider the coupling constant $O(\epsilon)$. In both cases, we can compute the leading contribution to the free energy.

2 A non-relativistic conformal field theory

This section considers a non-relativistic field theory that flows to an interacting fixed point. It is a theory of a 2-component fermion and a complex scalar field interacting through a Yukawa interaction in $(4 - \epsilon)$-spatial dimensions. At the fixed point, we have a non-relativistic conformal field theory.

Let us start with a theory of 2-component fermions and a complex scalar in $d$-spatial dimensions \[^{4}\] The action is

$$S = \int dt \, d^d x \left[ \psi_\sigma^\dagger \left( i \partial_t + \frac{\nabla^2}{2} \right) \psi_\sigma + \phi^\dagger \left( i \partial_t + \frac{\nabla^2}{4} \right) \phi \right] + \int dt \, d^d x \left[ g_0 \psi_\uparrow \psi_\downarrow \phi + g_0 \psi_\downarrow \psi_\uparrow \phi^\dagger \right]. \quad (2.1)$$

In terms of the two component fermion,

$$\Psi = \begin{pmatrix} \psi_\uparrow \\ \psi_\downarrow \end{pmatrix}, \quad \Psi^\dagger = \begin{pmatrix} \psi_\uparrow^\dagger \\ \psi_\downarrow^\dagger \end{pmatrix}, \quad (2.2)$$

the above action is

$$S = \int dt \, d^d x \left[ \Psi^\dagger \left( i \partial_t + \sigma_3 \frac{\nabla^2}{2} \right) \Psi + \phi^\dagger \left( i \partial_t + \frac{\nabla^2}{4} \right) \phi + g_0 \Psi^\dagger \sigma_+ \Psi \phi + g_0 \Psi^\dagger \sigma_- \Psi \phi^\dagger \right], \quad (2.3)$$

where the matrices are given by

$$\sigma_+ = \frac{1}{2} (\sigma_1 + i \sigma_2) = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad \sigma_- = \frac{1}{2} (\sigma_1 - i \sigma_2) = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}. \quad (2.4)$$

\[^{4}\] Such a system has also been studied in the presence of the boundary, see [29].
The coupling constant \( g_0 \) is marginal in \( d = 4 \) and relevant in \( d = (4 - \epsilon) \)-spatial dimensions. We will compute the \( \beta \)-function at one loop in \( \epsilon \)-expansion. For the loop computations, we need the following propagator:

\[
\mathcal{T} \langle \Psi(t, x) \Psi^\dagger(t', x') \rangle = \int \frac{dE d^d p}{(2\pi)^{d+1}} e^{-iE(t-t') - i\vec{p} \cdot (\vec{x} - \vec{x}')} G(E, p),
\]
\[
\mathcal{T} \langle \phi(t, x) \phi^\dagger(t', x') \rangle = \int \frac{dE d^d p}{(2\pi)^{d+1}} e^{-iE(t-t') - i\vec{p} \cdot (\vec{x} - \vec{x}')} D(E, p) .
\]

Here

\[
G(E, p) = \frac{i}{E^2 - \epsilon \vec{p}^2 + i\delta^+} \begin{pmatrix} E + \epsilon \vec{p} & 0 \\ 0 & E - \epsilon \vec{p} \end{pmatrix}, \quad D(E, p) = \frac{i}{E - \frac{\epsilon \vec{p}^2}{2} + i\delta^+} \] (2.6)

and

\[
\epsilon \vec{p} = \frac{\vec{p}^2}{2} .
\]

(2.7)

We find that the theory exhibits IR fixed point in \( \epsilon \)-expansion. We see this as follows: There is no self-energy correction to fermion. The 1PI correction to the three-point function vanishes at one loop. Thus, the coupling constant \( g_0 \) is renormalized only through the renormalization of the scalar kinetic term. Replacing \( \phi \to \sqrt{Z_{\phi}} \phi \) and defining \( g = g_0 \sqrt{Z_{\phi}} \), the one loop self energy contribution to the scalar kinetic term is (see the figure 1)

\[
g^2 \int \frac{dE d^d k}{(2\pi)^{d+1}} G_{11} \left( E + \frac{p_0}{2}, \vec{k} + \frac{\vec{p}}{2} \right) G_{22} \left( E - \frac{p_0}{2}, \vec{k} - \frac{\vec{p}}{2} \right) + i\delta_\phi \left( p_0 - \frac{\vec{p}^2}{4} \right)
\]
\[
= -i g^2 \int \frac{d^d k}{(2\pi)^d} \frac{1}{p_0 - \frac{\vec{p}^2}{4} - \vec{k}^2} + i\delta_\phi \left( p_0 - \frac{\vec{p}^2}{4} \right)
\]
\[
= -i g^2 \frac{\pi^{\frac{d}{2}}}{\Gamma(\frac{d}{2}) (2\pi)^d} (-1)^\frac{d}{2} \left( p_0 - \frac{\vec{p}^2}{4} \right)^{\frac{d}{2}-1} \frac{\pi}{\sin \frac{\pi d}{2}} + i\delta_\phi \left( p_0 - \frac{\vec{p}^2}{4} \right) .
\]

(2.8)

In the above \( Z_{\phi} = 1 + \delta_\phi \). Differentiating the above with respect to \( p_0 \) and requiring the divergence to cancel, we obtain

\[
\delta_\phi = -\frac{g^2}{8\pi^2 \epsilon} .
\]

(2.9)

Next, we solve the Callan-Symanzik equation for two and three point functions. Solving these, we obtain

\[
\beta = \frac{\epsilon}{2} g + \frac{g^3}{16\pi^2} , \quad \text{and} \quad \gamma_\phi = \frac{g^2}{16\pi^2} .
\]

(2.10)
We see from the expression of the beta function that, other than the Gaussian fixed point, there is a non-trivial interacting fixed point at

\[ g_\ast = 2\pi \sqrt{2\epsilon} . \]  

(2.11)

At the fixed point, we have a non-relativistic conformal field theory that describes the system of unitary fermions.

The above computation can also be extended to an arbitrary number of fermions. The action for the \( N \)-number of fermions interacting with a complex scalar field is,

\[
S = \int dt d^d x \left[ \Psi_i^\dagger \left( i\partial_t + \sigma_3 \frac{\nabla^2}{2} \right) \Psi_i + \phi^\dagger \left( i\partial_t + \frac{\nabla^2}{4} \right) \phi + g_0 \Psi_i^\dagger \sigma_+ \Psi_i \phi + g_0 \Psi_i^\dagger \sigma_- \Psi_i \phi^\dagger \right] ,
\]

where the repeated index is summed over. In this case, we get

\[
\delta \phi = - \frac{N}{8\pi^2 \epsilon} g^2 ,
\]

(2.13)

and the \( \beta \) function is

\[
\beta_g = - \frac{\epsilon g}{2} + \frac{Ng^3}{16\pi^2}.
\]

(2.14)

The fixed point is at \( g_\ast = 2\pi \sqrt{2\epsilon} \).

At the fixed point, we have a non-relativistic conformal field theory, and we can compute the scaling dimension of various operators, labelled by the particle number, e.g. the scaling dimension of the one and two-fermion operators are

\[
\Delta_\psi = \frac{d}{2} = 2 - \frac{\epsilon}{2} , \quad \Delta_\phi = \frac{d}{2} + \gamma_\phi = 2 .
\]

(2.15)

The scaling dimensions would be the Hamiltonian’s energy eigenvalue for the system of fermions in a harmonic trap.

3 Spatially random deformation of fermions at unitarity

Next, we deform the above action (2.1) by a spatially random disorder. The simplest but non-trivial situation is where the disorder field couples to a scalar operator, which respects the particle number symmetry. These operators are constructed out of the basic fields of the homogeneous theory. For the unitary fermion system discussed above, these operators are \( \phi^\dagger \phi, \Psi^\dagger \Psi \) and \( \Psi^\dagger \sigma_3 \Psi \). From the dimension analysis, we find that the disorder strength, \( v \), has the dimension

\[ [v] = 4 - d . \]

(3.1)

Thus, the disorder deformation is marginal in \( d = 4 \) and relevant in \( d = (4 - \epsilon) \)-dimensions. We will work in the dimension \( d = 4 - \epsilon \). These deformations will trigger a renormalization group flow in the space of all coupling constants, including the disorder strength \( v \), leading to a new fixed point. We will consider each of these deformations separately in the discussion below and study the corresponding renormalization group flow.
3.1 Deformation by the disorder operator $\phi^\dagger \phi$

We will begin with the disorder operator $\phi^\dagger \phi$. The deformed action is

$$S = \int dt \, d^d x \left[ \Psi^\dagger \left( i \partial_t + \sigma_3 \frac{\nabla^2}{2} \right) \Psi \right] + \int dt \, d^d x \left[ \phi^\dagger \left( i \partial_t + \frac{\nabla^2}{4} \right) \phi \right]$$

$$+ \int dt \, d^d x \left[ g_0 \Psi^\dagger \sigma_+ \Psi \phi + g_0 \Psi \sigma_- \Psi \phi^\dagger \right] + \int dt \, d^d x \, h(x) \phi^\dagger \phi . \quad (3.2)$$

After integrating over the disorder field, we obtain the replicated action to be

$$S_{\text{repl}}^{(b)} = \sum_{A=1}^{n} S_{0,A} + i \frac{\mu^2}{2} \int d^d x \, dt \, dt' \sum_{A,B=1}^{n} \phi^\dagger_A(x,t) \phi_A(x,t) \phi^\dagger_B(x,t') \phi_B(x,t'), \quad (3.3)$$

where

$$S_{0,A} = \int dt \, d^d x \left[ \Psi^\dagger_A \left( i \partial_t + \sigma_3 \frac{\nabla^2}{2} \right) \Psi_A \right] + \int dt \, d^d x \left[ \phi^\dagger_A \left( i \partial_t + \frac{\nabla^2}{4} \right) \phi_A \right]$$

$$+ \int dt \, d^d x \left[ g_0 \Psi^\dagger_A \sigma_+ \Psi_A \phi_A + g_0 \Psi_A \sigma_- \Psi_A \phi^\dagger_A \right] . \quad (3.4)$$

We see from the above action that the replicated theory is not local in time.

Next, we would like to find the Callan-Symanzik equation satisfied by the quenched average renormalized correlation functions. Following the standard method of renormalization, we introduce the counter terms by replacing the fields $\phi_A \to \sqrt{Z_\phi} \phi_A$ and $\Psi_A \to \sqrt{Z_\Psi} \Psi_A$.

The replicated action becomes

$$S_{\text{repl}}^{(b)} = \sum_{A=1}^{n} S_{0,A} + i \frac{\mu^2}{2} \lambda(1 + \delta_\lambda) \int d^d x \, dt \, dt' \sum_{A,B=1}^{n} \phi^\dagger_A(x,t) \phi_A(x,t) \phi^\dagger_B(x,t') \phi_B(x,t'), \quad (3.5)$$

where

$$S_{0,A} = \int dt \, d^d x \left[ Z_\Psi \Psi^\dagger_A \left( i \partial_t + \sigma_3 \frac{\nabla^2}{2} \right) \Psi_A \right] + \int dt \, d^d x \left[ Z_\phi \phi^\dagger_A \left( i \partial_t + \frac{\nabla^2}{4} \right) \phi_A \right]$$

$$+ \int dt \, d^d x \, g_0 \frac{\mu^2}{2} \lambda \left[ \Psi^\dagger_A \sigma_+ \Psi_A \phi_A + \Psi_A \sigma_- \Psi_A \phi^\dagger_A \right] . \quad (3.6)$$

In the above we have introduced the renormalized coupling constants as $Z_\phi^2 v = \mu^2 (1 + \delta_\lambda)$ and $Z_\Psi \sqrt{Z_\phi} g_0 = \mu^2 g_0 (1 + \delta_g)$. As we will see below, the loop corrections also generate a term proportional to $\phi^\dagger \partial_t \phi$. Therefore, there is a renormalization of the frequency part of the kinetic term of the scalar action. To take it into account, we introduce the counters term $Z_\phi \alpha \phi^\dagger \partial_t \phi = (1 + \delta\alpha + \delta_\lambda) \phi^\dagger \partial_t \phi$. Note that we have not added any renormalization to the frequency part of the kinetic term of the fermionic field. It is due to the fact that, as we see below, the two-point function of the fermionic field, having the particle number one, does not receive a divergent contribution from the disorder vertex.

Next, we want to compute the $\beta$-function at one loop order. We need the following propagator:

$$\langle T \Psi_A(t,x) \Psi_B(t',x') \rangle = \delta_{A,B} \int \frac{dE \, d^d p}{(2\pi)^{d+1}} e^{-iE(t-t')-i\vec{p} \cdot (\vec{x} - \vec{x}')} G(E, p),$$

$$\langle T \phi_A(t,x) \phi_B(t',x') \rangle = \delta_{A,B} \int \frac{dE \, d^d p}{(2\pi)^{d+1}} e^{-iE(t-t')-i\vec{p} \cdot (\vec{x} - \vec{x}')} D(E, p) . \quad (3.7)$$
As in the homogeneous case, there is no contribution to the fermion’s two-point function at one loop; thus, there is no wave function renormalization for fermions, i.e. $Z_{\psi} = 1$. Next, we compute the two-point function for scalar, i.e. $< T\phi_A(t,x)\phi^\dagger_B(t',x') >$ in the replicated theory. At one loop, we have two contributions. The first contribution is due to the fermions in the loop as in the section 2, which determines $Z_{\phi}$. The second contribution comes from the disorder vertex, shown in the figure 2, which determines $Z_{\phi}$. The second contribution comes from the disorder vertex, shown in the figure 2, and is given by

$$\delta_{A_1,A_2} \delta_{A_3,A_4} \left[ -\lambda \delta \lambda + \lambda^2 \int \frac{d^4q}{(2\pi)^d} \left(D(e_1,\vec{q})D(e_2,\vec{p}_1 + \vec{p}_2 - \vec{q}) + D(e_2,\vec{q})D(e_3,\vec{p}_3 - \vec{p}_1 + \vec{q}) + D(e_1,\vec{q})D(e_4,\vec{p}_4 - \vec{p}_1 + \vec{q}) \right) \right].$$

In the above $E_1$ is the energy associated with the external lines. Cancellation of the divergence requires that

$$\delta_n = \frac{2\lambda}{\pi^2 \epsilon}. \quad (3.9)$$

Next, we compute the four-point function $< T\phi^\dagger_{A_1}(t_1,x_1)\phi^\dagger_{A_2}(t_2,x_2)\phi_{A_3}(t_3,x_3)\phi_{A_4}(t_4,x_4) >$ at one loop order. There are two contributions. The first contribution is due to the scalar in the loop as shown in the figure 3. The contribution is given by

$$-\lambda \delta_{A,B} \int \frac{d^d q}{(2\pi)^d} \frac{i}{E_1 - \frac{q^2}{4} + i\delta} + i\delta_n E_1 \delta_{A,B}$$

$$= -\lambda \delta_{A,B} \frac{2\pi^2}{\Gamma\left(\frac{d}{2}\right)(2\pi)^d} \left(2i(-1)^{d-2}(4E_1)^{\frac{d-2}{2}} \frac{\pi^{\frac{d}{2}}}{\sin\left(\frac{\pi d}{2}\right)} \right) + i\delta_n E_1 \delta_{A,B}. \quad (3.8)$$

In the above $E_1$ is the energy associated with the external lines. Cancellation of the divergence requires that

$$\delta_n = \frac{2\lambda}{\pi^2 \epsilon}. \quad (3.9)$$

Next, we compute the four-point function $< T\phi^\dagger_{A_1}(t_1,x_1)\phi^\dagger_{A_2}(t_2,x_2)\phi_{A_3}(t_3,x_3)\phi_{A_4}(t_4,x_4) >$ at one loop order. There are two contributions. The first contribution is due to the scalar in the loop as shown in the figure 3. The contribution is given by

$$\delta_{A_1,A_2} \delta_{A_3,A_4} \left[ -\lambda \delta \lambda + \lambda^2 \int \frac{d^4q}{(2\pi)^d} \left(D(e_1,\vec{q})D(e_2,\vec{p}_1 + \vec{p}_2 - \vec{q}) + D(e_2,\vec{q})D(e_3,\vec{p}_3 - \vec{p}_1 + \vec{q}) + D(e_1,\vec{q})D(e_4,\vec{p}_4 - \vec{p}_1 + \vec{q}) \right) \right].$$

In the above $(e_i,\vec{p}_i)$ for $i = 1, \ldots 4$ are the energy and momentum associated with the external legs. We have not shown the delta functions that enforce energy and momentum conservation.\textsuperscript{8} Note that there is one more contribution which is proportional to $n_2 \times \delta(E = 0)$ and is volume (temporal) divergent. Since we are interested in computing the beta function, which is sensitive to UV divergence, we will ignore the volume-divergent contribution.

\textsuperscript{8}Note that one more contribution comes from the self-contractions of the disorder vertex. The contribution is $\sim n \delta(\vec{p}_1 + \vec{p}_2 - \vec{p}_3 - \vec{p}_4)\delta(e_1 - e_3)\delta(e_2 - e_4)$.

\textsuperscript{9}All the Feynman diagrams in the paper have been drawn using Tikz-Feynman [30].

\textsuperscript{7}There is another channel that give rise to the contribution proportional to $\delta_{A_1,A_2}\delta_{A_3,A_4}$, however, for the $\beta$-function calculation an explicit expression for one is enough.

\textsuperscript{8}These are $(2\pi)^{d+2} \delta(\vec{p}_1 + \vec{p}_2 - \vec{p}_3 - \vec{p}_4)\delta(e_1 - e_3)\delta(e_2 - e_4)$. 
The second contributions come from the diagram with fermions running in the loop. The contribution is given by

\[
\frac{g^4}{4!} \delta A_{1,A_2,A_3,A_4} \int \frac{dE \, d^d q}{(2\pi)^{d+1}} G_{11}(E, \vec{k}) G_{11}(E + e_2 - e_4, \vec{k} + \vec{p}_2 - \vec{p}_4) \\
\times G_{22}(E - e_1, \vec{k} - \vec{p}_1) G_{22}(E - e_4, \vec{k} - \vec{p}_4).
\] (3.11)

Evaluating the above, we find that the integral is finite in \( d = 4 \). Finally, we obtain the counter term by requiring that the renormalized four-point function is finite in \( d = 4 - \epsilon \), and is given by\(^9\)

\[
\delta \lambda = -\frac{8 \lambda}{\pi^2 \epsilon}.
\] (3.12)

Thus, we get the \( \beta \) function to be

\[
\beta_g = -\frac{\epsilon g}{2} + \frac{g^3}{16\pi^2},
\]

\[
\beta \lambda = -\epsilon \lambda - \frac{8 \lambda^2}{\pi^2} + \frac{\lambda g^2}{4\pi^2}.
\] (3.13)

The physical fixed points are obtained by solving \( \beta_g = 0 = \beta \lambda \) and are as follows:

\[
(\lambda_*, g_*) = (0, 0), (0, 2\pi \sqrt{2\epsilon}), \left(\frac{\pi^2 \epsilon}{8}, 2\pi \sqrt{2\epsilon}\right).
\] (3.14)

\(^9\)In the paper, we are working in minimal subtraction scheme.
Note that there is a non-trivial interacting IR fixed point which is a disorder fixed point and given by

$$ (\lambda_*, g_*) = \left( \frac{\pi^2 \epsilon}{8}, 2\pi \sqrt{2\epsilon} \right). \quad (3.15) $$

We can analyze the stability of these fixed points in the linearized approximation. Defining $g = g_\ast + \delta g$ and $\lambda = \lambda_\ast + \delta \lambda$, we get

$$ \mu \frac{d}{d\mu} \begin{pmatrix} \delta g \\ \delta \lambda \end{pmatrix} = \begin{pmatrix} \frac{1}{16} \left( \frac{3g_*^2}{\pi^2} - 8\epsilon \right) & 0 \\ g_* \lambda_* & \frac{g_*^2 - 4\pi^2\epsilon - 64\lambda_*}{2\pi^2} \end{pmatrix} \begin{pmatrix} \delta g \\ \delta \lambda \end{pmatrix}. \quad (3.16) $$

We now make the following observations about the stability of the various fixed points: At the Gaussian fixed point, the eigenvalues of the above matrix are $(-\epsilon, -\epsilon)$. Thus, for $d < 4$, the Gaussian fixed point is an unstable fixed point, and both deformations are relevant. At the pure fixed point, the eigenvalues are $(\epsilon, \epsilon)$. Thus, both the deformation away from the pure fixed points are irrelevant deformation. Therefore, the pure fixed point is an attractive fixed point. The disorder fixed point has an interesting stability structure. The eigenvalues of the matrix are $(\epsilon, -\epsilon)$. The eigenvalue $-\epsilon$ is associated with the direction $g = 2\pi \sqrt{2\epsilon}$ while the eigenvalue $+\epsilon$ is associated with the direction $\lambda + \frac{\pi^2 \epsilon}{8} = \frac{\pi \sqrt{2\epsilon}}{8\sqrt{2}} g$. The deformation in the direction $g = 2\pi \sqrt{2\epsilon}$ is the relevant one while the deformation in the direction $\lambda + \frac{\pi^2 \epsilon}{8} = \frac{\pi \sqrt{2\epsilon}}{8\sqrt{2}} g$ is the irrelevant. These results are plotted in figure 4. Thus, we see three distinct situations here. A theory starting from the point below the line $\lambda + \frac{\pi^2 \epsilon}{8} = \frac{\pi \sqrt{2\epsilon}}{8\sqrt{2}} g$ will flow to the pure fixed point describing the unitary fermi system, whereas starting from above the line will make the system completely disordered. However, the points on the line will flow to the Wilson-Fisher fixed point.
We can generalize the above by including $N$-number of fermions. In this case we have the $\beta$ functions given by

$$
\beta_g = -\frac{\epsilon g^2}{2} + \frac{Ng^3}{16\pi^2},
\beta_\lambda = -\epsilon \lambda - \frac{8\lambda^2}{\pi^2} + \frac{Ng^2}{4\pi^2}.
$$

(3.17)

The physical fixed points are as follows:

$$(\lambda_*, g_*) = (0, 0), \left(0, \frac{2\pi \sqrt{2\epsilon}}{\sqrt{N}}\right), \left(\frac{\pi^2 \epsilon}{8}, \frac{2\pi \sqrt{2\epsilon}}{\sqrt{N}}\right).$$

(3.18)

Thus, we see that other than the Gaussian and pure fixed point, there is a non-trivial disorder fixed point at

$$(\lambda_*, g_*) = \left(\frac{\pi^2 \epsilon}{8}, \frac{2\pi \sqrt{2\epsilon}}{\sqrt{N}}\right).$$

(3.19)

Finally, we would like to comment on the Callan-Symanzik equation satisfied by the quenched average renormalized correlation function. We find that the 2-point function satisfies

$$
\left(\mu \frac{\partial}{\partial \mu} + \beta_g \frac{\partial}{\partial g} + \beta_\lambda \frac{\partial}{\partial \lambda} - \gamma_E \frac{\partial}{\partial E} + 2\gamma_\phi\right) \hat{D}(E, \vec{p}) = 0,
$$

where

$$
<\phi(E_1, \vec{p}_1)\phi^\dagger(E_2, \vec{p}_2) >_{\text{conn.}} = (2\pi)^{d+1} \delta(E_1 - E_2) \delta^d(\vec{p}_1 - \vec{p}_2) \hat{D}(E_1, \vec{p}_1),
$$

(3.21)

and

$$
\gamma_E = \frac{2\lambda}{\pi^2}.
$$

(3.22)

If we restrict to the fixed point in the space of the coupling constant, then the Callan-Symanzik equation (3.20) in terms of space and time coordinate is,

$$
\left(\mu \frac{\partial}{\partial \mu} + \gamma_E \left(t \frac{\partial}{\partial t} + 1\right) + 2\gamma_\phi\right) <\phi(x, t)\phi^\dagger(0, 0) >_{\text{conn.}} = 0.
$$

(3.23)

We can find the most general solution to the above equation. It is determined up to an unknown function and is given by

$$
<\phi(x, t)\phi^\dagger(0, 0) >_{\text{conn.}} = \frac{\mu^{-(2\gamma_\phi + \gamma_E)}}{|\vec{x}|^{2\Delta + 2\gamma_\phi + \gamma_E}} \int \frac{t}{\mu^{\gamma_E} |\vec{x}|^{2\gamma_E + \gamma_E}} f \left(\frac{t}{\mu^{\gamma_E} |\vec{x}|^{2\gamma_E + \gamma_E}}, g_*, \lambda_*\right),
$$

(3.24)

where $\Delta$ is the classical scaling dimension. We see from the above that the two point function is invariant under the scale transformation $\phi \to \alpha^{-\Delta_*} \phi$, $t \to \alpha^{2+\gamma_E} t$ and $|\vec{x}| \to \alpha |\vec{x}|$ with $\Delta_* = \Delta + \gamma_\phi + \frac{7E}{2}$. 
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3.2 Deformation by fermion bilinears

We can repeat the above analysis for the deformations due to the fermion bilinears, i.e. $\Psi^\dagger \Psi$ and $\Psi^\dagger \sigma_3 \Psi$. In order to treat these deformations uniformly, we consider the bilinear $\Psi^\dagger \Lambda \Psi$, where $\Lambda$ is either $I_{2 \times 2}$ or $\sigma_3$. In this case, the replicated action is

$$S^{(f)}_{\text{repl.}} = \sum_{A=1}^n S_{0,A} + \frac{iv}{2} \int d^d x \left( \sum_{A,B=1}^n \int d^d x' \left( \Psi^\dagger_A \Lambda \Psi_A(x, t) \right) \left( \Psi^\dagger_B \Lambda \Psi_B(x', t') \right) \right),$$

(3.25)

where $S_{0,A}$ is given in (3.4). With the above action, we can now perform the one-loop computation. As we see shortly, the calculations are very similar to the case of scalar deformation, however, the renormalization flow is very different.

First, we compute the two-point function at one loop. The scalar two-point function receives contribution only due to the fermions in the loop as in the section 2, and gives the wave function renormalization, $Z_\phi$ (2.9). In contrast to the previous analysis, the fermionic two-point function is now non-trivial. The two-point function of the fermions $\langle T \Psi_A(t, x) \Psi_B(t', x') \rangle$ receives a contribution to due to the disorder vertex, as shown in figure 5, and gives renormalization to the frequency part of the kinetic term. The contributions are

$$- \delta_{A,B} \lambda \int \frac{dE}{2\pi} \int \prod_{i=1,2} \frac{d^{d}p_i}{(2\pi)^d} \frac{1}{E_1} \left( G(E_1, \vec{p}_1) G(E_1, \vec{p}_2) G(E_1, \vec{p}_1) \right)_{\alpha\beta}$$

$$+ i \delta_{A,B} \delta_{\alpha} \int \frac{dE}{2\pi} \int \frac{d^{d}p_1}{(2\pi)^d} e^{-iE_1(t_1-t_2)-i\vec{p}_1(\vec{x}_1-\vec{x}_2)} E_1 \left( G(E_1, \vec{p}_1) G(E_1, \vec{p}_1) \right)_{\alpha\beta}. \quad (3.26)$$

Cancelling the divergence, we obtain

$$\delta_{\alpha} = -\frac{\lambda}{2\pi^2 \epsilon}. \quad (3.27)$$

Next, we compute the four-point function. The four-point function of the scalar receives contribution due to the fermions in the loop and, as we have observed previously, it is finite. The fermion four-point function, $\langle T \Psi_{A_1}(t_1, x_1) \Psi_{A_2}^\dagger(t_2, x_2) \Psi_{A_3}(t_3, x_3) \Psi_{A_4}(t_4, x_4) \rangle$, is divergent and the divergence is due to the disorder vertex. The cancellation of the divergence requires

$$\delta_{\lambda} = -\frac{2\lambda}{\pi^2 \epsilon}. \quad (3.28)$$

Let us compare the above results with the scalar case (3.9) and (3.12). We note the difference in factor 4. The difference can be traced to the square of the particle number. In our convention, the fermion and scalar carry the particle number 1 and 2, respectively. Furthermore, we also note that there is no wave function renormalization for the fermionic
field. It contrasts the scalar case, and, as we will see, it is responsible for a very different renormalization group flow.

Now, with the above results in hand, we can compute the $\beta$-function. These are given by

$$\beta_g = -\frac{\epsilon g^3}{2} + \frac{g^3}{16\pi^2},$$
$$\beta_\lambda = -\epsilon \lambda - \frac{2\lambda^2}{\pi^2}. \tag{3.29}$$

The above $\beta$-function equations are very different compared to the scalar deformation (3.13). One of the major reasons for the difference is the absence of the renormalization of the fermionic field. The physical fixed points are obtained by solving $\beta_g = 0 = \beta_\lambda$ and are as follows:

$$(\lambda^*, g^*) = (0, 0), \left(0, 2\pi\sqrt{2\epsilon}\right). \tag{3.30}$$

Thus, in this case, we do not find a non-trivial disorder fixed point.

4 Disorder system at finite temperature

This section aims to study the thermodynamics and phases of the disorder unitary fermion system at finite temperatures. To understand the phase diagram, we need to find the free energy of the system as a function of temperature and chemical potential. The thermodynamics of the unitary fermion system with non-zero chemical potential has been studied in [31]. In the paper, the author investigated the phases of the unitary system in the imaginary time formalism in $\epsilon$-expansion when the chemical potential is of the order of $\epsilon$. In the present section, we follow their analysis, but in the presence of disorder.

The basic idea would be to compute the quenched average free energy at a finite temperature with chemical potentials. It is given as

$$\bar{F}(T, \mu_t) = -\lim_{n \to 0} \frac{\partial}{\partial n} \int \prod_{A=1}^n [d\eta_A^\dagger][d\eta_A] e^{-S_{\text{repl.}}} = \lim_{n \to 0} \left( e^{-\Gamma_{\text{repl.}}} \frac{\partial \Gamma_{\text{repl.}}}{\partial n} \right), \tag{4.1}$$

where $T$ and $\mu_t$ are temperature and chemical potentials, respectively. In the above we have defined the replicated effective potential as

$$e^{-\Gamma_{\text{repl.}}} = \int \prod_{A=1}^n [d\eta_A^\dagger][d\eta_A] e^{-S_{\text{repl.}}}. \tag{4.2}$$

As we will see below $\Gamma_{\text{repl.}}$ will depend on the number of replicas and vanishes in the limit $n \to 0$. Our goal would be to study the behaviour of the quenched average free energy as a function of the temperature and chemical potential.

Our analysis starts with the Euclidean action which is

$$S = \int_0^\beta d\tau \int d^dx \left[ \Psi^\dagger \left( \partial_\tau - \sigma_3 \nabla^2 \right) \Psi \right] + \int_0^\beta d\tau \int d^dx \left[ \phi^\dagger \left( \partial_\tau - \frac{\nabla^2}{4} \right) \phi \right] \tag{4.3}$$
$$- \int_0^\beta d\tau \int d^dx \left[ \bar{\mu} \Psi^\dagger \sigma_3 \Psi - \delta \phi^\dagger \phi + g_0 \Psi^\dagger \sigma_+ \Psi \phi + g_0 \Psi^\dagger \sigma_- \Psi \phi^\dagger \right] - \int_0^\beta d\tau \int d^dx h(x) \phi^\dagger \phi.$$
Here we consider only the deformation by the disorder operator $\phi^\dagger \phi$. After integrating over the disorder field, the replicated action is

$$S_{\text{repl.}} = \sum_{A=1}^{n} S_{0,A} - \frac{v}{2} \int_{0}^{\beta} d\tau \int_{0}^{\beta} d\tau' \int d^d x \sum_{A,B=1}^{n} \phi^\dagger_A(x,\tau) \phi_A(x,\tau) \phi^\dagger_B(x,\tau') \phi_B(x,\tau'), \quad (4.4)$$

where

$$S_{0,A} = \int_{0}^{\beta} d\tau \int d^d x \left[ \psi^\dagger_A \left( \partial_\tau - \sigma_3 \nabla^2 \right) \psi_A + \int_{0}^{\beta} d\tau' \int d^d x \left[ \phi^\dagger_A \left( \partial_\tau - \nabla^2 \right) \phi_A \right] \right]$$

$$- \int d\tau' d^d x \left[ \bar{\mu} \psi^\dagger_A \phi_A - \delta \phi^\dagger_A \phi_A + g_0 \psi^\dagger_A \phi_A + g_0 \psi^\dagger_A \phi_A + g_0 \psi^\dagger_A \phi_A \right]. \quad (4.5)$$

Next, we use the above action to compute the free energy.

### 4.1 Effective action for the zero frequency mode

Before proceeding to compute the free energy, let us comment on the (replicated) action for the zero frequency mode. To obtain this, we first write down the action in various Matsubara modes and then integrate out all the non-zero frequency modes. The result would be the effective action for the zero-frequency mode. The expansion of the fields in terms of Matsubara modes is

$$\phi_A(x,\tau) = T \sum_n e^{-i\omega_n \tau} \phi_{A,n}(x), \quad \psi_A(x,\tau) = T \sum_n e^{-i\omega'_n \tau} \psi_{A,n}(x), \quad (4.6)$$

where $\omega_n = \frac{2\pi n}{\beta}$ and $\omega'_n = \frac{2\pi (n+1/2)}{\beta}$. Substituting the above expansion in the action (4.4), we obtain

$$S_{\text{repl.}} = T \sum_A \sum_n \int d^d x \left[ \psi^\dagger_{A,n} \left( -i\omega'_n - \sigma_3 \nabla^2 \right) \psi_{A,n} + \phi^\dagger_{A,n} \left( -i\omega_n - \nabla^2 \right) \phi_{A,n} \right]$$

$$- T \sum_A \sum_n \int d^d x \left[ \bar{\mu} \psi^\dagger_{A,n} \sigma_3 \psi_{A,n} - \delta \phi^\dagger_{A,n} \phi_{A,n} + g_0 T \sum_{n'} \left( \psi^\dagger_{A,n'} \sigma_+ \psi_{A,n} \phi_{A,n'-n} + \psi^\dagger_{A,n} \sigma_- \psi_{A,n} \phi_{A,n'-n} \right) \right]$$

$$- \frac{v T^2}{2} \int d^d x \sum_{A,B,n,n'} \phi^\dagger_{A,n}(x) \phi_{A,n}(x) \phi^\dagger_{B,n'}(x) \phi_{B,n'}(x). \quad (4.7)$$

We separate the zero frequency mode and place all the terms containing non-zero frequency mode in $S_{n \neq 0}$. Thus, we have

$$S_{\text{repl.}} = T \sum_A \int d^d x \phi^\dagger_{A,0} \left( -\nabla^2 \right) \phi_{A,0} - \frac{v T^2}{2} \int d^d x \sum_{A,B} \phi^\dagger_{A,0}(x) \phi_{A,0}(x) \phi^\dagger_{B,0}(x) \phi_{B,0}(x)$$

$$+ S_{n \neq 0}, \quad (4.8)$$
and

\[ S_{n\neq 0} = T \sum_A \sum_n \int d^d x \Psi_{A,n}^\dagger \left( -i \omega_n^f - \sigma_3 \frac{\nabla^2}{2} - \tilde{\mu} \sigma_3 \right) \Psi_{A,n} \]

\[ + T \sum_A \sum_{n \neq 0} \int d^d x \phi_{A,n}^\dagger \left( -i \omega_n - \frac{\nabla^2}{4} + \delta \right) \phi_{A,n} \]

\[ - g_0 T^2 \sum_A \sum_{n,n'} \int d^d x \left( \Psi_{A,n',\sigma+}^\dagger \Psi_{A,n} \phi_{A,n'-n} + \Psi_{A,n,\sigma-}^\dagger \Psi_{A,n} \phi_{A,n-n'}^\dagger \right) \]

\[ - \frac{v^2}{2} \int d^d x \sum_{A,B} \sum_{n,n'} \phi_{A,n}(x) \phi_{A,n}(x) \phi_{B,n'}^\dagger(x) \phi_{B,n'}(x), \]

\[ = T \sum_A \sum_n \int d^d x \Psi_{A,n}^\dagger \left( -i \omega_n^f - \sigma_3 \frac{\nabla^2}{2} - \tilde{\mu} \sigma_3 \right) \Psi_{A,n} \]

\[ + T \sum_A \sum_{n \neq 0} \int d^d x \phi_{A,n}^\dagger \left( -i \omega_n - \frac{\nabla^2}{4} + \delta \right) \phi_{A,n} + S_I. \] \hspace{1cm} (4.9)

The effective action for the zero frequency mode is obtained by performing the integration over all the non-zero modes. It can be done in the perturbation expansion: we expand the exponential involving terms proportional to \( v \) and contract the non-zero modes using Wick’s contraction. This generates temperature-dependent corrections to the coefficients of all the powers of \( \sum_A \phi_{A,0}^\dagger \phi_{A,0} \). However, each contribution is UV divergent, and \( T \)-independent counter terms can cure the divergences. Thus, the effective action is

\[ S_{0;\text{repl.}}^{\text{eff.}} = T \sum_A \int d^d x \left( 1 + \delta_\phi \right) \phi_{A,0}^\dagger \left( -\frac{\nabla^2}{4} \right) \phi_{A,0} + T(\delta(T) + \delta r) \sum_A \int d^d x \phi_{A,0}^\dagger \phi_{A,0} \]

\[ - \frac{(v(T) + \delta v)T^2}{2} \int d^d x \sum_{A,B} \phi_{A,0}^\dagger(x) \phi_{A,0}(x) \phi_{B,0}^\dagger(x) \phi_{B,0}(x) + \ldots, \] \hspace{1cm} (4.10)

where \( \delta_\phi, \delta r \) and \( \delta v \) are temperature independent divergences. Note that the action for the zero mode is that of \( U(\mathbb{C}) \)-scalar field in \( d \)-dimensions.

We can calculate the first few corrections to the effective action. These are computed by integrating out the non-zero modes as

\[ C \prod_A d\phi_{A,0} d\phi_{A,0}^\dagger e^{-S_{0;\text{repl.}}} \left[ 1 - \langle S_I \rangle + \frac{1}{2} \langle S_I^2 \rangle + \ldots \right], \] \hspace{1cm} (4.11)

where the notation “\( \langle \ldots \rangle \)” denotes the expectation value computed in the non-zero modes. Now, each of these expectation values can be calculated using Wick’s contractions of non-zero modes. For example, the first two terms are\(^\text{10}\)

\[ \langle S_I \rangle = \frac{n}{2} v T \int d^d x \sum_A \phi_{A,0}^\dagger(x) \phi_{A,0}(x) \int \frac{d^d p}{(2\pi)^d} \sum_{n \neq 0} \frac{1}{\omega_n - (\frac{p^2}{2} + \delta)}, \]

\[ = \frac{n}{2} v T \int d^d x \sum_A \phi_{A,0}^\dagger(x) \phi_{A,0}(x) \int \frac{d^d p}{(2\pi)^d} \left( \frac{1}{\frac{p^2}{2} + \delta} - \frac{\beta}{2} \left( \frac{\beta}{\frac{p^2}{2} + \delta} - 1 \right) \right). \]

\hspace{1cm} (4.12)

\(^{10}\)We have absorbed the contribution of the bubble diagrams in the definition of \( C \).
The explicit expression for the functions appearing in the above integrals are

\begin{align}
&f(p) = \int \frac{d^d k}{(2\pi)^d} \frac{1}{\epsilon_k + \epsilon_{k+\vec{p}} - 2\tilde{\mu}} \left[ 1 - \frac{1}{e^{\beta(e_k-\tilde{\mu})}} + 1 - \frac{1}{e^{\beta(e_{k+\vec{p}}-\tilde{\mu})}} + 1 \right], \\
&\tilde{f}(p) = -\int \frac{d^d k}{(2\pi)^d} \frac{2}{(\epsilon_{k+\vec{p}} - \epsilon_k)} \left[ \frac{1}{e^{-\beta(C-E)}} - 1 \right] - \int \frac{d^d k}{(2\pi)^d} \frac{4T}{(\epsilon_k + 2\delta)(\epsilon_{k+\vec{p}} + 2\delta)} , \\
&\hat{C} = -\frac{1}{4}(\epsilon_{p+k} - \epsilon_k), \quad E = \frac{1}{4}|\epsilon_{p+k} - \epsilon_k| , \\
&\hat{g}(k_1,k_2) = \frac{8}{(\epsilon_{k_1} + 2\beta)^2(\epsilon_{k_2} + 2\beta)} - 2(\epsilon_{k_2} - \epsilon_{k_1}) \sinh^2 \frac{\beta}{2} \frac{\epsilon_{k_1} + \beta}{\epsilon_{k_2} + 2\beta} \\
&\quad - \frac{4\beta}{(\epsilon_{k_2} - \epsilon_{k_1})^2} \left( \frac{1}{e^{\frac{\beta \epsilon_{k_1} + \beta}{2}}} - 1 \right), \\
&g(k_1,k_2) = -\left( \frac{1}{(\epsilon_{k_1} + 2\beta)^2} - \frac{\beta^2}{4\sinh^2 \frac{\beta}{2} (\frac{\epsilon_{k_1} + \beta}{2} + \delta)} \right) \left( \frac{1}{\frac{\epsilon_{k_2} + \beta}{2} + \delta} - \frac{\beta}{2} \left( \coth \left( \frac{\epsilon_{k_2} + \beta}{2} \right) - 1 \right) \right). 
\end{align}

These are obtained using Wick’s contraction:

\begin{align}
\phi_A(i\omega_{n_1},x_1)\phi_B(i\omega_{n_2},x_2) &= \beta \delta_{A,B} \delta_{n_1,n_2} \int \frac{d^d k}{(2\pi)^d} - \frac{e^{-i\vec{p} \cdot (\vec{x}_1 - \vec{x}_2)}}{i\omega_{n_1} - (\frac{\epsilon_k - \mu}{2} + \delta)}, \\
\Psi_A(i\omega_{n_1},x_1)\Psi_B(i\omega_{n_2},x_2) &= \beta \delta_{A,B} \delta_{n_1,n_2} \int \frac{d^d k}{(2\pi)^d} - \frac{e^{-i\vec{p} \cdot (\vec{x}_1 - \vec{x}_2)}}{(i\omega_{n_1})^2 - (\epsilon_k - \tilde{\mu})^2} \\
&\quad \times \left( \frac{i\omega_{n_1} + (\epsilon_k - \tilde{\mu})}{0} \right) \left( \frac{0}{i\omega_{n_1} - (\epsilon_k - \tilde{\mu})} \right). 
\end{align}

One finds the terms $\delta_\phi$, $\delta v$ and $\delta r$ by looking at the divergences in the above expressions. At this order (upto one loop) in the computation, these are

\begin{align}
\delta_\phi &= \frac{g_0^2}{8\pi^2 \epsilon}, \quad \delta r = -\frac{g_0^2 \mu}{4\pi^2 \epsilon} - \frac{2v^2}{\pi^2 \epsilon} \quad \delta v = -\frac{2v^2}{\pi^2 \epsilon}.
\end{align}
The above divergences can be removed by introducing counter terms. However, these divergences, in particular $\delta v$, reveal something interesting. It shows that the running of the disorder coupling constant, as observed in section 3.1, is primarily due to the Wilsonian RG flow in the zero mode sector. The contribution of the non-zero modes to the $\beta$-function is proportional to $n$ and disappears from the generalized Callan-Symanzik equation.

4.2 Effective potential for constant mode near $4$-spatial dimensions

In the present section, we compute the one-loop effective potential for the scalar in $(4-\epsilon)$-dimensions. For the computation, we assume that the coupling constant $g$ and $\lambda$ do not scale with $\epsilon$. In the next section, we will relax this assumption. We expand the action about the replica symmetric vacuum.

$$
\phi_A = \phi_0 + \hat{\phi}_A, \quad \phi_A^\dagger = \phi_0^\dagger + \hat{\phi}_A^\dagger.
$$

(4.17)

We are interested in the effective potential for the field $\phi_0$ and $\phi_0^\dagger$, and, therefore, we assume that these are independent of space and time coordinates. Note that the assumption is consistent with the fact that the replicated theory respects the translational invariance of space and time.

We first integrate out the fermions. The relevant terms in the action are

$$
\int_0^\beta d\tau \int d^d x \left[ \Psi_A^\dagger \left( \partial_\tau - \sigma_3 \nabla^2/2 \right) \Psi_A \right] - \int d\tau d^d x \left[ \hat{\mu} \Psi_A^\dagger \sigma_3 \Psi_A + g \Psi_A^\dagger \sigma_+ \Psi_A \phi_0 + g \Psi_A^\dagger \sigma_- \Psi_A \phi_0^\dagger \right].
$$

(4.18)

The one loop contribution of fermions to the 1PI (replicated) effective potential is

$$
V_{\text{repl}}^f = -\frac{1}{2} T \sum_{m} \int \ln \left[ (\omega^f_m)^2 + E_p^2 \right] - \frac{1}{2} \beta \int_p \left[ E_p + 2 T \ln \left( 1 + e^{-E_p/T} \right) \right],
$$

(4.19)

where $E_p^2 = (\epsilon_p - \hat{\mu})^2 + \partial^2_0 \phi_0 \phi_0^\dagger$, $\omega^f_m = 2\pi (m + \frac{1}{2}) T$ and Vol. is the spatial volume. Also, in the above we have used the notation $\int_p$ to indicate the integration over spatial momentum, i.e. $\int_p = \int \frac{d^d p}{(2\pi)^d}$.

Next, we look at the contribution from the scalar fluctuations. The quadratic part of the action which is relevant for our computation is (we have ignored the term linear in $\hat{\phi}_A$, since it does not contribute to 1PI effective action)

$$
\int d\tau d^d x \sum_A \left[ \frac{\hat{\phi}_A^\dagger}{\omega^f_m} \left( \partial_\tau - \nabla^2/4 \right) \hat{\phi}_A \right] + \int d\tau d^d x \sum_A \left[ \delta(\phi_0^\dagger \phi_0 + \hat{\phi}_A^\dagger \hat{\phi}_A) \right]
$$

$$
- \frac{\lambda}{2} \int d^d x d\tau d\tau' \sum_{A, B = 1}^n \left[ (\phi_0^\dagger \phi_0)^2 + 2 \phi_0^\dagger \phi_0 \left( \phi_0^\dagger (x, \tau) \phi_A(x, \tau) + \phi_A(x, \tau) \phi_0^\dagger (x, \tau') \right) \right]
$$

$$
+ (\phi_0^\dagger)^2 \phi_A(x, \tau) \phi_B(x, \tau') + (\phi_0^\dagger)^2 \phi_A^\dagger(x, \tau) \phi_B^\dagger(x, \tau').
$$

(4.20)
Thus, the contribution of the scalar to the 1PI effective potential at one loop is

\[
V_{\text{repl.}}^s = \frac{n}{2} \delta \phi_0^\dagger \phi_0 - \frac{\lambda}{2T n^2} (\phi_0^\dagger \phi_0)^2 + T \sum_{\omega_m} \int_{\vec{p}} \left[ \frac{n}{2} \ln \left( \frac{\omega_m^2 + \left( \frac{\epsilon_p}{2} + \delta - \frac{n^2 \lambda}{T} \phi_0^\dagger \phi_0 \right)^2}{\epsilon_p^2} \right) \right]
\]

\[
+ \frac{T}{2} \int_{\vec{p}} \ln \left( \frac{\epsilon_p^2 + \delta - \frac{n^2 \lambda}{T} \phi_0^\dagger \phi_0}{\epsilon_p^2 + \delta - \frac{n^2 \lambda}{T} \phi_0^\dagger \phi_0} \right). \tag{4.21}
\]

Note that the first two terms are classical contributions. Summing over the frequencies, we obtain

\[
V_{\text{repl.}}^s = \frac{n}{2} \delta \phi_0^\dagger \phi_0 - \frac{\lambda}{2T n^2} (\phi_0^\dagger \phi_0)^2 + n \int_{\vec{p}} \left[ \frac{1}{2} \left( \frac{\epsilon_p}{2} + \delta - \frac{n^2 \lambda}{T} \phi_0^\dagger \phi_0 \right) + T \ln \left( 1 - e^{-\frac{\epsilon_p^2 + \delta - \frac{n^2 \lambda}{T} \phi_0^\dagger \phi_0}{T}} \right) \right]
\]

\[
+ \frac{T}{2} \int_{\vec{p}} \ln \left( \frac{\epsilon_p^2 + \delta - \frac{n^2 \lambda}{T} \phi_0^\dagger \phi_0}{\epsilon_p^2 + \delta - \frac{n^2 \lambda}{T} \phi_0^\dagger \phi_0} \right). \tag{4.22}
\]

Finally, the quenched average effective potential at one loop \((\bar{V} = \bar{F})\) is

\[
\bar{V}(T, \mu_i, \phi_0) = \delta \phi_0^\dagger \phi_0 - \int_{\vec{p}} \left[ E_p + 2T \ln \left( 1 + e^{-\frac{E_p}{T}} \right) \right] + \int_{\vec{p}} \left[ \frac{1}{2} \left( \frac{\epsilon_p}{2} + \delta - \frac{n^2 \lambda}{T} \phi_0^\dagger \phi_0 \right) \right]
\]

\[
- \lambda \phi_0^\dagger \phi_0 \int_{\vec{p}} \frac{1}{\epsilon_p^2 + \delta}. \tag{4.23}
\]

Note that the third term is a constant, i.e. independent of \(\phi_0^\dagger \phi_0\).

### 4.2.1 Renormalization of the effective potential

The effective potential (4.23) suffers from UV divergence in \(d = 4\)-spatial dimension; however, the divergence comes from the \(T = 0\) part of the integration. We can remove these divergences by adding counter terms \(\delta r\) and \(\Lambda\). With these, the effective potential is

\[
\bar{V}(T, \mu_i, \phi_0) = (\delta + \delta r) \phi_0^\dagger \phi_0 - \int_{\vec{p}} \left[ E_p + 2T \ln \left( 1 + e^{-\frac{E_p}{T}} \right) \right] + \int_{\vec{p}} \left[ \frac{1}{2} \left( \frac{\epsilon_p}{2} + \delta \right) + T \ln \left( 1 - e^{-\frac{\epsilon_p^2 + \delta}{T}} \right) \right] - \lambda \phi_0^\dagger \phi_0 \int_{\vec{p}} \frac{1}{\epsilon_p^2 + \delta} + \Lambda. \tag{4.24}
\]

We choose \(\delta r\) such that at \(T = 0\), there are no divergence in the \(\frac{\partial^2 \bar{V}}{\partial \phi_0^\dagger \phi_0} \bigg|_{\phi = 0}\). Similarly, we determine \(\Lambda\) by requiring that \(\bar{V}(T, \mu_i, \phi_0 = 0) = 0\). The first condition implies that

\[
\delta r - \frac{g^2 \bar{\mu}}{4 \pi^2} = 0, \quad \Rightarrow \quad \delta r = \frac{g^2 \bar{\mu}}{4 \pi^2}. \tag{4.25}
\]

The second renormalization condition implies that

\[
\Lambda = \int_{\vec{p}} |(\epsilon_p - \bar{\mu})| - \int_{\vec{p}} \frac{1}{2} \left( \frac{\epsilon_p^2}{2} + \delta \right) \tag{4.26}
\]
With these renormalizations, the effective potential is finite and is given by

$$\bar{V}(T, \mu_1, \phi_0) = (\delta + \delta r) \phi_0^4 - \frac{1}{\bar{g}_F^2} \left[ E_{\bar{F}} - |(\epsilon_{\bar{F}} - \mu)| + 2T \ln \left( 1 + e^{-\frac{E_{\bar{F}}}{T}} \right) \right]$$

$$+ T \int_{\bar{F}} \ln \left( 1 - e^{-\frac{E_{\bar{F}}}{T}} \right) - \lambda \phi_0^4 \phi_0 \int_{\bar{F}} \frac{1}{E_{\bar{F}} + \delta} \cdot \left( 4.27 \right)$$

One can analyse the above potential for various values of $T$. For a fixed value of $T$, the potential is a function of the chemical potentials and $\phi_0$.

4.2.2 Disorder system at $T = 0$

We look at the effective potential for $T = 0$. In this case, the effective potential is

$$\bar{V}(0, \mu_1, \phi_0) = (\delta + \delta r) \phi_0^4 - \int_{\bar{F}} \left[ (\epsilon_{\bar{F}} - \bar{\mu})^2 + g^2 |\phi_0^4| - |(\epsilon_{\bar{F}} - \bar{\mu})| \right] - \lambda \phi_0^4 \phi_0 \int_{\bar{F}} \frac{1}{E_{\bar{F}} + \delta} \cdot \left( 4.28 \right)$$

In the above, we have ignored the $\phi_0$-independent terms. Next, we want to see if there is a non-trivial minimum of the effective potential as a function of $\phi_0$. For this, we need to calculate the integral

$$f(|\phi_0|) = \int \frac{d^d p}{(2\pi)^d} \frac{g^2 |\phi_0|}{(\epsilon_{\bar{F}} - \bar{\mu})^2 + g^2 |\phi_0|^2}$$

$$= \frac{g^2 |\phi_0|^2}{(2\pi)^d} \int_0^\infty dq \frac{1}{q^{d-1} \sqrt{q^2 - 1} + \bar{a}^2} \cdot \left( 4.29 \right)$$

Here $S_{d-1} = \frac{2\pi^\frac{d}{2}}{\Gamma\left( \frac{d}{2} \right)}$ and $\bar{a} = \frac{g|\phi_0|}{\bar{\mu}}$. Also, we have assumed that $\bar{\mu} > 0$. The above integration can be performed explicitly (A.5). We find that for $d = (4 - \epsilon)$ and to the leading order in $\epsilon$,

$$f(|\phi_0|) = \frac{g^2 \bar{\mu} |\phi_0|}{2\pi^2 \epsilon} + \frac{g^2 \bar{\mu} |\phi_0|}{4\pi^2} \left( \ln \frac{4\pi g |\phi_0|}{\bar{\mu}} - \gamma \right)$$

$$- \frac{g^2 \bar{\mu} |\phi_0|}{4\pi^2} \left( \frac{1}{\sqrt{1 + \bar{a}^2}} - \frac{1}{2} \ln \frac{1 + \bar{a}^2 + 1}{\sqrt{1 + \bar{a}^2 - 1}} \right), \cdot \left( 4.30 \right)$$

where $\gamma$ is Euler’s constant. Let us evaluate the above expression for $\bar{\mu} \ll g |\phi_0|$ and $\bar{\mu} \gg g |\phi_0|$. In the first case, we have

$$f(|\phi_0|) = \frac{g^2 |\phi_0|^2}{4\pi^2} \left[ \left( \gamma \bar{\mu} + g |\phi_0| + \bar{\mu} \ln \frac{g |\phi_0|}{4\pi} \right) + \frac{2 \bar{\mu}}{\epsilon} \right] \approx \frac{g^2 |\phi_0|^2}{4\pi^2} \left[ -g |\phi_0| + \frac{2 \bar{\mu}}{\epsilon} \right] \cdot \left( 4.31 \right)$$

Thus the first derivative of the potential is

$$\bar{V}(0, \mu_1, \phi_0) \sim 2(\delta + \delta r) |\phi_0| - \frac{g^2 |\phi_0|^2}{4\pi^2} \left[ -g |\phi_0| + \frac{2 \bar{\mu}}{\epsilon} \right] + \lambda |\phi_0| \left( 4\delta \frac{\pi^2}{\bar{\mu}^2} - \frac{2\delta}{\bar{\mu}^2} \right) \cdot \left( 4.32 \right)$$
The counter terms $\delta r$ cancels the $\epsilon^{-1}$-divergences, and thus, we get
\[
\mathcal{V}(0, \mu_i, \phi_0)' \sim 2\delta |\phi_0| + \frac{g^2|\phi_0|^2}{4\pi^2} - 2\lambda|\phi_0| \frac{\delta (\gamma - 1 + \ln \frac{\delta}{\pi} + 1)}{\pi^2} = 2\delta' |\phi_0| + \frac{g^2|\phi_0|^2}{4\pi^2},
\]
where $\delta' = \delta(1 - \frac{\lambda}{\pi^2}(\gamma - 1 + \ln \frac{\delta}{\pi})).$ We see from the above that there is a non-trivial minima of the potential for
\[
|\phi_0| \sim -\frac{8\pi^2\delta'}{g^2},
\]
provided $\lambda(\gamma - 1 + \ln \frac{\delta}{\pi}) > \pi^2$.

Next, we look at the potential in the region $\tilde{\mu} \gg g|\phi_0|$. In this case, the function $f(\phi_0)$ to the leading order in $\frac{g|\phi_0|}{\tilde{\mu}}$ is
\[
f(\phi_0) = \frac{g^2|\phi_0|\tilde{\mu}}{2\pi^2\epsilon} - \frac{g^2|\phi_0|\tilde{\mu}}{4\pi^2} \left(1 + \gamma - \ln \frac{8\pi\tilde{\mu}}{g^2|\phi_0|^2}\right),
\]
and the derivative of the potential is
\[
\mathcal{V}(0, \mu_i, |\phi_0|)' = 2\delta' |\phi_0| + g^2|\phi_0| \frac{\tilde{\mu}}{4\pi^2} \left(1 + \gamma - \ln \frac{8\pi\tilde{\mu}}{g^2|\phi_0|^2}\right).
\]
In this case, the solution seems to be at
\[
\ln \frac{g|\phi_0|}{2\sqrt{2\pi}\tilde{\mu}} = -\frac{1}{2} \left(1 + \gamma + \frac{8\pi^2\delta'}{g^2}\right).
\]

### 4.3 Effective potential in $\epsilon$-expansion

In this section, we will discuss the effective potential in $(4 - \epsilon)$-spatial dimensions when the coupling constants $g \sim \sqrt{\epsilon}$ and $\lambda \sim \epsilon$ and the background field $\phi_0 \sim O(1)$. This is clearly the case near the critical point (3.18). As is shown in [24, 31], to the leading order in $\epsilon$, the contribution from the fermionic path integration is
\[
V_{\text{repl.}}^f = -2T \sum_{\omega_0} \int \frac{d\omega_0}{\tilde{\mu}} \ln \left[ (\omega_0^f)^2 + E_0^2 \right] = -2 \int \frac{E_0 + 2T \ln \left(1 + \epsilon^{-\frac{E_0}{T}}\right)}{E_0 + 2T \ln \left(1 + \epsilon^{-\frac{E_0}{T}}\right)}.
\]

Next, we look at the scalar integration and compute the contribution to the effective action to the leading order in $\epsilon$. Our analysis starts with the Euclidean action
\[
S_{\text{repl.}} = \sum_A \int_0^\beta d\tau \int d^4x \left[ \phi^\dagger_A \left( \partial_\tau - \frac{\nabla^2}{4} + \delta \right) \phi_A \right] - \frac{\lambda}{2} \int_0^\beta d\tau \int_0^\beta d\tau' \int d^4x \sum_{A,B=1}^n \phi^\dagger_A(x,\tau) \phi_A(x,\tau) \phi^\dagger_B(x,\tau') \phi_B(x,\tau'),
\]
\[\text{and}
\]
\[\text{it is important to emphasize that integrating over fermions generates corrections to the various coefficients of } (\phi^\dagger \phi)^n \text{ in the scalar action. However, as we have seen in the previous sections, except for } n = 1, \text{ the rest of the corrections will be higher powers in } \epsilon. \text{ For example, the correction to the term } (\phi^\dagger \phi)^2 \text{ due to the fermionic loop is proportional to } g^4 \sim \epsilon^2. \text{ For } n = 1, \text{ we have } O(1) \text{ corrections to the kinetic and chemical potential terms of the scalar. The chemical potential, } \delta, \text{ will be corrected as } \delta - \frac{\delta^2}{\pi^2}. \text{ We will rescale the scalar field for all the analyses below to have the standard kinetic term. It results in the rescaling of the coupling constant. However, not to clutter the notation, we will keep using the same notation for the chemical potential and coupling constant.}
and substituting $\phi_A = \phi_0 + \hat{\phi}_A$, we obtain

\[
S_{\text{repl.}} = \sum_A \int_0^\beta d\tau \int d^d x \left[ \phi_A^\dagger \left( \partial_\tau - \frac{\nabla^2}{4} + \delta \right) \phi_A \right] + \frac{\mu^2}{8} V_d \delta \phi_0 \phi_0^\dagger
\]

\[
- \frac{\lambda}{2} \int_0^\beta d\tau \int_0^\beta d\tau' \int d^d x \sum_{A,B=1}^N \left( (\phi_0^\dagger \phi_0)^2 + (\phi_0^\dagger)^2 \phi_A(x,\tau) \phi_B(x,\tau') + 2\phi_0^\dagger \phi_0 \phi_A(x,\tau) \phi_A^\dagger(x,\tau) \right)
\]

\[
+ 2\phi_0^\dagger \phi_0 \phi_A(x,\tau) \phi_B^\dagger(x,\tau') + 2\phi_0^\dagger \phi_A(x,\tau) \phi_A^\dagger(x,\tau') + \phi_B^\dagger(x,\tau') \phi_B(x,\tau) \right).
\]

(4.40)

In the above we have ignored terms which are linear in $\hat{\phi}$ as these would not give 1PI diagrams.

In order to organize the computation, we label the vertices as follows:

\[
(1) = \frac{\lambda}{2} (\phi_0^\dagger)^2 \phi_A(x,\tau) \phi_B(x,\tau'), \\
(2) = \lambda \mu \phi_0^\dagger \phi_0 \phi_A(x,\tau) \phi_B^\dagger(x,\tau), \\
(3) = \lambda \phi_0^\dagger \phi_0 \phi_A^\dagger(x,\tau') \phi_B^\dagger(x,\tau'), \\
(4) = \lambda \phi_0^\dagger \phi_0^\dagger \phi_A(x,\tau) \phi_A(x,\tau') \phi_B(x,\tau'), \\
(5) = \frac{\lambda}{2} \phi_0^\dagger \phi_0 \phi_A^\dagger(x,\tau) \phi_B(x,\tau'), \\
(6) = \lambda \phi_0^\dagger \phi_0 \phi_A(x,\tau) \phi_A^\dagger(x,\tau) \phi_B^\dagger(x,\tau'), \\
(7) = \frac{\lambda}{2} \phi_0^\dagger \phi_A^\dagger(x,\tau') \phi_A(x,\tau) \phi_B^\dagger(x,\tau').
\]

(4.41)

At the first order in the perturbative expansion, we only have the contribution from the vertex (3) and is

\[
\frac{\lambda}{2} \int_0^\beta d\tau \int_0^\beta d\tau' \int d^d x \sum_{A,B} 2\phi_0^\dagger \phi_0^\dagger \phi_A(x,\tau) \phi_B^\dagger(x,\tau') = \lambda \mu \phi_0^\dagger \phi_0 \phi_0^\dagger \phi_0 \phi_B^\dagger \phi_B \int \frac{d^d k}{(2\pi)^d} \frac{1}{\omega_n + (\delta/2)}.
\]

(4.42)

In the above, we have used the propagator

\[
< \phi(x,\tau) \phi^\dagger(x',\tau') > = T \sum_n \int \frac{d^d k}{(2\pi)^d} e^{-i\omega_n (\tau - \tau')} e^{-ik(x-x')} G(i\omega_n, k).
\]

(4.43)

With

\[
G(i\omega_n, k) = \frac{-1}{i\omega_n - (\delta/2)}.
\]

(4.44)

The integral in (4.42) is divergent as $1/\epsilon$ and, therefore, the total contribution is $\mathcal{O}(1)$ in $\epsilon$-expansion (since $\lambda \sim \epsilon$). Next, we look at the second-order contribution. Some of the diagrams are of order $n^2$, and we will ignore these diagrams since these will not contribute to the quenched average effective potential. For example, the diagram involving the vertices (1)&(5) and (2)&(3). We list the diagrams which give the non-trivial contributions: First, consider the diagram involving vertices (4)&(6). Its contribution is

\[
\frac{\mu^2}{8} V_d \int \frac{d^d k_1}{(2\pi)^d} \delta(k_1 + k_2 - k_3) \prod_{i=1}^3 \frac{1}{\omega_n + (\delta/2)}.
\]

(4.45)
Now, evaluating the above integral reveals that the integral is divergent and has poles of order $\frac{1}{\epsilon^2}$. However, since the integral is multiplying $\lambda^2$, the final answer is $O(1)$. Next, consider the diagram involving the vertices (3)&(7). In this case, the result is

$$\lambda^2 \phi_0^4 \phi_0 \beta V_d \int \prod_{i=1}^{3} \frac{d^d k_i}{(2\pi)^d} (2\pi)^d \delta(k_1 - k_2) \prod_{i=1}^{3} \frac{1}{\epsilon k_i^2 + \delta}$$

$$= \lambda^2 \phi_0^4 \phi_0 \beta V_d \int \frac{d^d k_1}{(2\pi)^d} \frac{d^d k_3}{(2\pi)^d} \frac{1}{\epsilon k_1^2 + \delta} \frac{1}{\epsilon k_3^2 + \delta}. \tag{4.46}$$

Note again that the above integral is divergent and the divergence goes like $\frac{1}{\epsilon^2}$, but since the integral is multiplying $\lambda^2$, therefore, the final result is $O(1)$.

We want to generalize the above observations to higher orders in the loop diagram. It turns out that the only diagrams we need to consider, i.e. which are $O(n)$ and $O(1)$ in $\epsilon$, are the ones which have a single vertex (3) but an arbitrary number of vertex (7), and two cubic vertices, (4) and (6), with an arbitrary number of quartic vertex (7). This we can see as follows: We scale the scalar field as $\hat{\phi} \rightarrow \epsilon^{-\frac{1}{2}} \hat{\phi}$. Using $\lambda \sim \epsilon$, we have the quadratic vertices, cubic vertices and the quartic vertex of the order $O(\sqrt{\epsilon})$, $O(\epsilon^{\frac{3}{4}})$ and $O(1)$, respectively. Thus, for a given 1PI diagram, which is $O(n)$, with $V_2$, $V_3$ and $V_4$ being the number of quadratic, cubic and quartic vertices, respectively, the power of $\epsilon$ is $\epsilon^{V_2+V_3+V_4}$. Note that we have included the contribution due to the propagator, which is $\epsilon^{-1}$.

Next, we need to include contributions from the loop integral. Assuming that a divergent integral in $d = (4 - \epsilon)$-spatial dimensions has a simple pole in $\epsilon$, the maximum power of $\epsilon$ associated is $\epsilon^{V_2+V_3+V_4-1}$. Note that this does not give the right power of $\epsilon$ if the total integral has a factorised form. In such cases, if each of these integrals is divergent, the power of $\epsilon$ will be lower than $V_2 + V_3 + V_4 - 1$. Now, we note that a 1PI diagram with $L$-loops, where $L = V_4 + \frac{V_3}{2} + 1$, can atmost have divergences $\sim \epsilon^{-L}$. Thus, minimal power $\epsilon$ associated with the 1PI diagram is $V_2 + V_3 + V_4 - L = V_2 + \frac{V_3}{2} - 1$. From the analysis, we see that one expects $O(1)$ answer in $\epsilon$ from the diagrams with either a single quadratic vertex or two cubic vertices and any number of the quartic vertex. A 1PI diagram with only quartic vertices does not contribute to the effective potential for $\phi_0$ and can be removed by renormalizing the potential by a constant term.

We first compute the contribution to the effective potential from diagrams with vertices (3) and (7). A couple of these diagrams are shown in figure 6. Note that the other quadratic
vertices (1) and (5) are $O(n^2)$. Summing over all these diagrams, we get

$$\sum_{n=1}^{\infty} \lambda^n n \phi_0 \phi_0^\dagger V_d \left( \int \frac{d^d k}{(2\pi)^d} \left( \frac{1}{\mathcal{Z}_k + \delta} \right)^2 \int \frac{d^d p}{(2\pi)^d} \left( \frac{1}{\mathcal{Z}_p + \delta} \right) + \delta \right) \right)^{n-1} \int \frac{d^d k}{(2\pi)^d} \left( \frac{1}{\mathcal{Z}_k + \delta} \right) \right)^{-1} \int \frac{d^d p}{(2\pi)^d} \left( \frac{1}{\mathcal{Z}_p + \delta} \right) = n \phi_0 \phi_0^\dagger V_d \lambda \int \frac{d^d k}{(2\pi)^d} \left( \frac{1}{\mathcal{Z}_k + \delta} \right) \right)^{-1} \int \frac{d^d p}{(2\pi)^d} \left( \frac{1}{\mathcal{Z}_p + \delta} \right) = n \phi_0 \phi_0^\dagger V_{d-1} C. \quad (4.47)$$

Evaluating the above integrals, we obtain

$$\int \frac{d^d k}{(2\pi)^d} \left( \frac{1}{\mathcal{Z}_k + \delta} \right) = -\frac{2\delta}{\pi^2 \epsilon} + O(1), \quad \int \frac{d^d p}{(2\pi)^d} \left( \frac{1}{\mathcal{Z}_p + \delta} \right) = \frac{2\delta}{\pi^2 \epsilon} + O(1). \quad (4.48)$$

Thus, to the leading order in $\epsilon$, we have

$$C = -\delta \frac{2\lambda}{\pi \epsilon}. \quad (4.49)$$

Similarly, we can add all the contributions of the diagram consisting of vertices (4) and (6) together with an arbitrary number of the vertex (7). We find

$$\lambda^2 \phi_0^\dagger \phi_0 \beta V_d \left( X_0 + \frac{X_1 Y_0}{1 - \lambda \int \frac{d^d k}{(2\pi)^d} \left( \frac{1}{\mathcal{Z}_k + \delta} \right) \right). \quad (4.50)$$

where

$$X_0 = \lambda^2 \int \frac{d^d k d^d p}{(2\pi)^{2d}} \left( \frac{1}{\mathcal{Z}_k + \delta} \right) \left( \frac{1}{\mathcal{Z}_p + \delta} \right), \quad Y_0 = \lambda \int \frac{d^d k}{(2\pi)^d} \left( \frac{1}{\mathcal{Z}_k + \delta} \right), \quad X_1 = \lambda^2 \int \frac{d^d k d^d p}{(2\pi)^{2d}} \left( \frac{1}{\mathcal{Z}_k + \delta} \right)^2 \left( \frac{1}{\mathcal{Z}_p + \delta} \right). \quad (4.51)$$

Evaluating each of these integrals (see appendix A) to the leading order in $\epsilon$, we get

$$X_0 = -\frac{6\lambda^2 \delta}{\pi^4 \epsilon^2} + O(\epsilon), \quad X_1 = \frac{2\lambda^2}{\pi^4 \epsilon^2} + O(\epsilon), \quad Y_0 = -\frac{2\lambda \delta}{\pi^2 \epsilon} + O(\epsilon). \quad (4.52)$$

Thus, the contribution (4.50) to a leading order in $\epsilon$ is

$$- \left( \frac{2\lambda^2 \delta}{\pi^4 \epsilon^2} \right) \frac{3 - \frac{4\lambda}{\pi^2 \epsilon}}{\frac{1}{1 - \frac{2\lambda}{\pi^2 \epsilon}}}. \quad (4.53)$$

Adding the contributions (4.49) and (4.53), we obtain

$$- n \phi_0 \phi_0^\dagger \beta V_d \frac{2\lambda \delta}{\pi^2 \epsilon} \times \frac{1 + \frac{3\lambda}{\pi^2 \epsilon} - \frac{4\lambda^2}{\pi^4 \epsilon}}{1 - \frac{2\lambda}{\pi^2 \epsilon}}. \quad (4.54)$$

Note that the above contribution has a Landau pole in $\lambda$. 

"
Finally, the effective potential becomes
\[
\mathcal{V}(T, \mu_i, \phi_0) = \delta' \hat{\phi}_0^1 \hat{\phi}_0 - \int_{\mathcal{P}} \left[ E_p + 2T \ln \left( 1 + e^{-E_p/T} \right) \right] + \int_{\mathcal{P}} \left[ \frac{1}{2} \left( \frac{E_p}{2} + \delta \right) + T \ln \left( 1 - e^{-E_p/T} \right) \right],
\]
where
\[
\delta' = \delta \left( 1 + \frac{2\lambda}{\pi^2} + \frac{4\lambda^2}{\pi^4} + \frac{6\lambda^2}{\pi^4} \frac{1}{1 - \frac{2\lambda}{\pi^2}} \right),
\]
and
\[
E_p^2 = (\epsilon_p - \tilde{\mu})^2 + g_0^2 \phi_0 \phi_0^1.
\]
In this case, however, we do not encounter any non-trivial minima at \( T = 0 \) as a function of chemical potentials.

4.4 A different scaling

In the above analysis, we had a situation where \( \phi_0 \) and chemical potentials do not scale with \( \epsilon \). Now, we consider the case where \( \phi_0 \sim \frac{1}{\sqrt{\epsilon}} \), \( \delta \sim \epsilon \) and \( \mu \sim \epsilon \). In this case, however, the contribution of \( \epsilon \) from a given diagram differs from what we have done previously. Taking \( \delta \hat{\phi}_0^1 \hat{\phi}_A \) as an interaction term, we find that a Feynman diagram diverges at most as \( \epsilon^{V_\delta - 1} \), where the \( V_\delta \) is the number of the vertex \( \delta \hat{\phi}_0^1 \hat{\phi}_A \) in the Feynman diagram. The contribution is independent of the number of cubic and quartic vertices. Therefore, for the \( \mathcal{O}(1) \) contributions, we have to consider the diagrams with \( V_\delta = 1 \) and an arbitrary number of cubic (even number) and quartic vertices. As a result, all the monomials of \( \phi_0^1 \phi_0 \) will equally contribute to the effective potential, i.e., summing over all 1PI diagrams, we expect the contribution to the effective potential would be
\[
\delta \sum_{n=1}^{\infty} C_n(\lambda)(\phi_0^1 \phi_0)^n.
\]
This analysis is more complicated, and it would be nice to develop a systematic way to compute all these coefficients. We leave it for the future exercise.
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A Useful integration

In the main text, we encountered an integral of the following form:
\[
\int \frac{d^d p}{(2\pi)^d} \frac{d^d q}{(2\pi)^d} \frac{1}{(p^2 + b_0^2)(q^2 + b_0^2)((p - q)^2 + b_0^2)}.
\]
We are interested in obtaining the leading divergent contribution of the above integral. This can be obtained as follows:

\[
\int \frac{d^d p \ d^d q}{(2\pi)^d (2\pi)^d (p^2 + b_0^2)(q^2 + b_0^2)((p - q)^2 + b_0^2)} = \int \frac{d^d p \ d^d q}{(2\pi)^d (2\pi)^d} \int_0^1 dx \ dy \ dz \frac{2\delta(x + y + z - 1)}{(xp^2 + yq^2 + z(p - q) + b_0^2)^3} 
\]

\[
= \int \frac{d^d p \ d^d q}{(2\pi)^d (2\pi)^d} \int_0^1 dx \ dy \ dz \frac{2\delta(x + y + z - 1)}{(\alpha p^2 + \beta q^2 + b_0^2)^3} 
\]

\[
= \int \frac{d^d p \ d^d q}{(2\pi)^d (2\pi)^d} \int_0^1 dx \ dy \ dz \frac{2\delta(x + y + z - 1)}{(\alpha p^2 + \beta q^2 + b_0^2)^3} 
\]

\[
= \frac{\Gamma(3 - d)}{(4\pi)^d} \int_0^1 dx \ dy \ dz \delta(x + y + z - 1) \int_0^\infty dt \ t^2 \ e^{-t(\alpha p^2 + \beta q^2 + b_0^2)} 
\]

\[
= \frac{\Gamma(3 - d)}{(4\pi)^d} \int_0^1 dx \ dy \ dz \frac{1}{(\alpha p^2 + \beta q^2 + b_0^2)^{d-3}} 
\]

\[
\sim \frac{\Gamma(3 - d)}{(4\pi)^d} \frac{2}{e} \left(2(b_0^2)^{d-3} + (b_0^2)^{d-3}\right) + O\left(\frac{1}{e}\right). \quad (A.2) 
\]

In the above, we have

\[
\alpha = x + z, \quad \beta = y + z - \frac{z^2}{x + z} = \frac{xy + yz + zx}{x + z}, \quad b_0^2 = y(b_0^2 - b_0^2) + b_0^2. \quad (A.3) 
\]

Thus, it boils down to the integration over the Feynman parameters. Note that the above integral is divergent in \(d = 4\). The divergence come from the neighbourhood of three points \((x, y) = (0, 0), (0, 1)\) and \((1, 0)\). Near each neighbourhood, the leading divergent is \(\frac{2}{\epsilon}\). The result \((A.2)\) is consistent with the exact answer obtained in [32].

Another integral we encountered in the main text is

\[
f(|\phi_0|) = \int \frac{d^d p}{(2\pi)^d} \frac{g^2|\phi_0|}{\sqrt{(\epsilon - \mu)^2 + g^2|\phi_0|^2}} = \frac{g^2|\phi_0|\tilde{\mu}^{\frac{d}{2}} S_{d-1}}{(2\pi)^d} \int_0^\infty q^{d-1} dq \frac{1}{\sqrt{\left(\frac{q^2}{\tau} - 1\right)^2 + \tilde{\alpha}^2}} 
\]

\[
= \frac{g^2|\phi_0|\tilde{\mu}^{\frac{d}{2}} S_{d-1}}{(2\pi)^d d \left(\frac{d}{2}\right)} \int_0^\infty \frac{q^{d-1} dq}{\sqrt{\left(\frac{q^2}{\tau} - 1\right)^2 + \tilde{\alpha}^2}}. \quad (A.4) 
\]

Let us evaluate the integral. We have

\[
|f(|\phi_0|) = \frac{g^2|\phi_0|\tilde{\mu}^{\frac{d}{2}} S_{d-1}}{(2\pi)^d d \left(\frac{d}{2}\right) \sqrt{\tau}} \int_0^\infty q^{d-1} dq \int_0^\infty dt \frac{1}{\sqrt{t}} e^{-t\left(\frac{q^2}{\tau} - 1\right)^2 - \tilde{\alpha}^2} 
\]

\[
= X(\tilde{\alpha}^2), \quad (A.5) 
\]
where
\[
X(\tilde{a}^2) = -g^2|\phi_0|\tilde{\mu}^2 \frac{\sin^{2-d} \pi \Gamma\left(\frac{d}{2}\right)}{2^{d+1} \pi \Gamma\left(\frac{d+2}{2}\right) \Gamma\left(\frac{d}{2}\right) \Gamma\left(\frac{d}{2}-1\right) \Gamma\left(\frac{d+1}{2}\right) \Gamma\left(\frac{d+2}{2}\right)} \times \left(\frac{d}{d}\right)^{\frac{d-2}{2}} \Gamma\left(\frac{d-1}{2}\right) \Gamma\left(\frac{d+1}{2}\right) F_1\left(\frac{d}{4},\frac{d+2}{4};\frac{d+1}{2}\tilde{a}^2+1\right) - 2(\tilde{a}^2+1)^{\frac{d-2}{2}} \Gamma\left(\frac{1-d}{2}\right) \Gamma\left(\frac{d}{2}\right) F_1\left(\frac{d}{4},\frac{d+2}{4};\frac{d+1}{2}\tilde{a}^2+1\right) \right). \tag{A.6}
\]
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