Abstract

We study the $L_{\infty}$-approximation of $d$-variate functions from Hilbert spaces via linear functionals as information. It is a common phenomenon in tractability studies that unweighted problems (with each dimension being equally important) suffer from the curse of dimensionality in the deterministic setting, that is, the number $n(\varepsilon, d)$ of information needed in order to solve a problem to within a given accuracy $\varepsilon$ grows exponentially in $d$. We show that for certain approximation problems in periodic tensor product spaces, in particular Korobov spaces with smoothness $r > 1/2$, switching to the randomized setting can break the curse of dimensionality, now having polynomial tractability, namely $n(\varepsilon, d) \leq \varepsilon^{-2} d (1 + \log d)$. Similar benefits of Monte Carlo methods in terms of tractability have only been known for integration problems so far.
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1 Introduction

Concerning the problem of computing the integral $\text{INT}(f) := \int_{[0,1]^d} f(x) \, dx$ of a function $f : [0,1]^d \to \mathbb{R}$ based on information from $n$ function evaluations, it is known that for many classes of input functions deterministic methods suffer from the curse of dimensionality, that is, the number $n_{\text{det}}(\varepsilon, d)$ of function values needed in order to guarantee some given accuracy $\varepsilon > 0$ grows exponentially in $d$. One example of such input classes where the curse holds, are $C^{r}$-functions with bounded partial derivatives, see [11]. Another type of problems can be formulated with functions
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that are bounded in the norm of certain unweighted tensor product Hilbert spaces, see [23, Chapter 16]. Usually, the standard Monte Carlo method,

\[ M_n(f) := \frac{1}{n} \sum_{i=1}^{n} f(\mathbf{X}_i), \quad \mathbf{X}_i \sim \text{unif}([0,1]^d), \quad (1.1) \]

can be used to bound the complexity in the randomized setting, \( n^{\text{ran}}(\varepsilon,d) \leq [\varepsilon^{-2}] \), if functions under consideration are bounded in the \( L_2 \)-norm, \( \| f \|_2 \leq 1 \). Offering an upper bound which is independent from \( d \) and polynomial in \( \varepsilon^{-1} \), these problems are \textit{strongly polynomially tractable} when using Monte Carlo. It has been unknown so far whether there exist \( d \)-variate function approximation problems where Monte Carlo methods may help in a similar way. Function approximation problems seem to be more difficult than integration problems, because instead of just a single real number (namely the value of an integral) we aim to find a representation for an approximating function. The question whether Monte Carlo does help, however, is independent from that. There are examples of function approximation problems where Monte Carlo methods still suffer from the curse of dimensionality, namely uniform approximation of certain classes of \( C^\infty \)-functions, see [14], or [15, Section 2.4.2] for an extended discussion. In contrast, the aim of the present paper is to present an example of Function approximation problems where the curse of dimensionality does hold for deterministic methods, but Monte Carlo methods achieve \textit{polynomial tractability} with \( n^{\text{ran}}(\varepsilon,d) \leq \varepsilon^{-2}d (1 + \log d) \). Somewhere in between integration and approximation is the paper of Heinrich and Milla [10] on indefinite integration of \( L_p \)-functions, where the output is Banach space valued and only randomized methods can solve the problem, and actually provide polynomial tractability.

In this paper we study the uniform approximation in Hilbert spaces \( \mathcal{H}^d \) of functions on a \( d \)-dimensional domain, \( \text{APP} : \mathcal{H}^d \rightarrow L_\infty \), based on information from \( n \) linear functionals. In particular we consider periodic functions defined on the \( d \)-torus \( \mathbb{T}^d = [0,1)^d \). This type of embeddings is a special case of a linear problem \( S : F \rightarrow G \) where \( F \) and \( G \) are Banach spaces. (In this paper, for simplicity, we restrict to Banach spaces over the reals.) A general deterministic approximation method for such a problem is a mapping \( A_n : F \rightarrow \mathbb{R}^n \rightarrow G \) with an information mapping \( N(f) = (L_1(f), \ldots, L_n(f)) \), where the \( L_i \) are continuous linear functionals acting on \( F \). (One could think about choosing the information functionals adaptively, but this will not be necessary in the context of this paper.) The error of a deterministic method is defined by the worst case,

\[ e(A_n, S) := \sup_{\| f \|_{F} \leq 1} \| Sf - A_n(f) \|_G. \]

Randomized methods are families \( (A_n^\omega)_{\omega} \) of such mappings, indexed by a random element \( \omega \in \Omega \) from a suitable probability space \( (\Omega, \Sigma, \mathbb{P}) \), usually we impose additional measurability assumptions. The error for a single input is now averaged over \( \omega \), we define

\[ e((A_n^\omega)_{\omega}, S) := \sup_{\| f \|_{F} \leq 1} \mathbb{E} \| Sf - A_n^\omega(f) \|_G. \]
For both settings we define the \( n \)-th minimal error, that is the error achievable by optimal algorithms that use \( n \) pieces of information,

\[
e^{\text{det}}(n, S) = \inf_{A_n} e(A_n, S), \quad \text{and} \quad e^{\text{ran}}(n, S) := \inf_{(A^n_\omega)} e((A^n_\omega)_\omega, S).
\]

The initial error \( e(0, S) = \|S\|_{F \to G} \) coincides for both settings. In tractability studies we mainly focus on the inverse notion \( \varepsilon \)-complexity. We define the (worst case) deterministic complexity \( n^{\text{det}}(\varepsilon, S) \), that is the minimal \( n \in \mathbb{N}_0 \) for which we can find a deterministic algorithm \( A_n \) that guarantees an error smaller than or equal to \( \varepsilon > 0 \), analogously we have the Monte Carlo complexity \( n^{\text{ran}}(\varepsilon, S) \) using randomized algorithms. For more details on these and related notions from information-based complexity (IBC), we refer to the books [22, 30].

We will see that under quite natural assumptions on a \( d \)-dependent family of unweighted tensor product spaces \( \mathcal{H}^d \), the deterministic complexity \( n^{\text{det}}(\varepsilon, \mathcal{H}^d \hookrightarrow L_\infty) \) of uniform approximation grows exponentially in \( d \) for some fixed \( \varepsilon > 0 \). In other words, the curse of dimensionality holds in the deterministic setting, see Theorem 3.1. In contrast, the Monte Carlo complexity \( n^{\text{ran}}(\varepsilon, \mathcal{H}^d \hookrightarrow L_\infty) \) will depend only polynomially on \( \varepsilon^{-1} \) and \( d \), which proves polynomial tractability in the randomized setting. Hence, Monte Carlo breaks the curse, see Proposition 3.3. This holds in particular for so-called Korobov spaces with smoothness \( r > 1/2 \), see Theorem 3.7.

In the deterministic setting, linear methods

\[
A_n(f) := \sum_{i=1}^n L_i(f) g_i, \quad L_i \in (\mathcal{H}^d)^*, g_i \in L_\infty,
\]

are known to be optimal, namely for two reasons, where each in its own right would suffice already:

- the input set is the unit ball of a Hilbert space,
- the error is measured with respect to the \( L_\infty \)-norm,

see [22, Theorem 4.5 and 4.8]. In detail, \( (g_i)_{i=1}^n \) will be an orthonormal system with corresponding functionals \( L_i(f) = \langle g_i, f \rangle_{\mathcal{H}^d} \), so \( A_n \) is an orthogonal projection. For periodic functions, the information we use consists of Fourier coefficients, which is usually regarded as a natural type of information.

In the randomized setting we will consider linear methods as well. We propose methods where we take the average over \( n \) independent “trials” to fit the function \( f \),

\[
A^n_\omega(f) := \frac{1}{n} \sum_{i=1}^n L_i^\omega(f) g_i^\omega,
\]

where \( g_i^\omega \in L_\infty \) are i.i.d. realizations of a Gaussian field, and the \( L_i^\omega \) are corresponding “Gaussian” functionals, which – in a way – indicate how well the \( g_i^\omega \) fit to the original function \( f \). This method resembles the simple structure of standard Monte Carlo integration (1.1), however, the type of linear information we use here
is quite exotic. For periodic functions one can put it like this: All Fourier coefficients simultaneously have a random influence on each of the functionals.

Details of this randomized approximation method will be presented in Section 2.1. The original idea goes back to Mathé 1991 [20] who considered finite-dimensional sequence space embeddings $\ell_2^n \rightarrow \ell_q^n$, $q > 2$, as building blocks in order to study the speed of convergence for the randomized $L_q$-approximation of functions from one-dimensional Sobolev spaces via optimal linear methods. Heinrich 1992 [9] continued this work, providing nonlinear Monte Carlo approximation methods for certain parameter settings of $d$-variate isotropic spaces. Similar results for periodic spaces of dominating mixed smoothness by Fang and Duan [7] still rely on Mathé’s sequence space result, but for some cases that have been left open there, modified techniques needed to be applied, see [4]. To summarize, for $L_q$-approximation of functions from a Sobolev space with integrability index $p$, randomization turns out to speed up the convergence if $\max\{2, p\} < q$. The biggest gain was made for $p = 2$ and $q = \infty$, i.e. uniform approximation of Hilbert space functions, where we can gain a speed-up of $n^{-1/2}$ for the decay of the error $e^\text{ran}(n, \mathcal{H}^d \rightarrow L_\infty)$ of optimal Monte Carlo algorithms, compared to the best possible deterministic error $e^\text{det}(n, \mathcal{H}^d \rightarrow L_\infty)$, aside from logarithmic terms. This reminds us of classical integration problems where Monte Carlo would usually give an additional rate $n^{-1/2}$ compared to deterministic cubature rules, see Bakhvalov 1959 [3], also Novak [21, Sections 1.3.8 /9 and 2.2.9].

The problem of uniform approximation of functions from Hilbert spaces forms a benchmark for the power of randomisation in terms of convergence rates, and thereby motivate the study of the $d$-dependent complexity in this particular setting.

The paper is organized as follows. In Section 2 we collect general tools for understanding $L_\infty$-approximation in general Hilbert spaces. Namely, we present the algorithmic background of the upper Monte Carlo bound we use, we further recall some theory on reproducing kernel Hilbert spaces and Gaussian fields, and also cite a technique for lower bounds in the deterministic setting. In Section 3 we apply these tools to the particular situation of tensor product spaces of periodic functions, especially Korobov spaces.

**Notation.** For a real number $a$ we put $a_+ := \max\{a, 0\}$. For functions $f, g$ on a common domain, the notion $f \preceq g$ means that there exists a constant $C > 0$ such that $f \leq Cg$. The symbol $f \asymp g$ will be used as an abbreviation for $f \preceq g \preceq f$, the notion $f \prec g$ means $f \preceq g$ but $g \not\preceq f$. Note that the implicit constants in this paper are typically independent from the dimension $d$ and from the error threshold $\varepsilon$, but may depend on other parameters such as the smoothness $r$.

## 2 General Tools

### 2.1 A plain Monte Carlo upper bound

The following result originates from Mathé [20] and is a key component for the Monte Carlo approximation of Hilbert space functions via linear information. Here we keep it a little more general than in the original paper, where the output space
was a sequence space $\ell^m_q$ with $q > 2$. See also [4] for a proof of the general setting, modifications for the complex setting, and further discussions.

**Proposition 2.1.** Let $S : \ell^m_2 \to G$ be a linear operator between normed spaces and consider the unit ball $B^m_2 \subset \ell^m_2$ as the input set. Let the information mapping $N^\omega = N$ be a random $(n \times m)$-Matrix with entries $N_{ij} = n^{-1/2} X_{ij}$, where the $X_{ij}$ are independent standard Gaussian random variables. Then $A^\omega_n := SN^\top N$ defines a linear rank-$n$ Monte Carlo method ($\phi^\omega = SN^\top$), and its error is bounded from above by

$$e(A_n, S : \ell^m_2 \to G) \leq \frac{2E\|SX\|_G}{\sqrt{n}},$$

where $X$ is a standard Gaussian vector in $\mathbb{R}^m$.

**Example 2.2** (Breaking the curse - a sequence space example). As a toy example of $d$-variate functions, consider functions that are defined on a Boolean domain, $f : \{0,1\}^d \to \mathbb{R}$. On the Boolean domain, $L_p$-spaces with respect to the counting measure translate into classical finite-dimensional sequence spaces $\ell^2_d$, hence, the problem

$$\ell^2_d \hookrightarrow \ell^2_\infty$$

corresponds to “uniform approximation in Hilbert spaces”. From Smolyak [29] we extract

$$n^{\det}(\varepsilon, \ell^2_d \hookrightarrow \ell^2_\infty) \geq (1 - \varepsilon^2) 2^d,$$

which implies the curse of dimensionality in the deterministic setting. The fundamental approximation method due to Mathé 1991 [20] yields

$$n^{\ran}(\varepsilon, \ell^2_d \hookrightarrow \ell^2_\infty) \leq \varepsilon^{-2} d,$$

which proves polynomial tractability. (This result uses $E\|X\|_\infty \asymp \sqrt{1 + \log m}$ for standard Gaussian vectors $X \in \mathbb{R}^m$.)

One could also study the general case

$$\ell^2_p \hookrightarrow \ell^2_q, \quad 1 \leq p, q \leq \infty.$$

Much (but not everything) is known about deterministic approximation for this general problem, see [8, 13, 27, 29]. From Mathé [20] and Heinrich [9] we obtain linear and non-linear Monte Carlo methods, some parameter settings that have been left open there are easily filled via relations between different $\ell_p$-norms. The lower Monte Carlo bounds from Heinrich [9] will not give proper $d$-dependencies in most cases, unfortunately. See [15, Section 3.2.2] for a detailed listing of all cases of sequence space embeddings, and discussions about lower bounds for Monte Carlo.

The case $p \geq q$ is fully understood, there is no way to reduce the initial error if we use $\ll 2^d$ pieces of information, even in the Monte Carlo setting. For $p \leq q$ the initial error is normalized, $e(0, \ell^2_p \hookrightarrow \ell^2_q) = 1$. If $p = 1$ and $2 \leq q$, by methods related to compressed sensing we receive

$$n^{\det}(\varepsilon, \ell^2_1 \hookrightarrow \ell^2_q) \leq \varepsilon^{-2} d,$$
so we already have polynomial tractability in the deterministic setting. For $1 < p$ and $\max\{p, 2\} < q$, however, we can show the curse of dimensionality in the deterministic setting. It is only for $1 < p \leq 2$ and $q = \infty$, though, that we know randomized approximation methods which break the curse. In detail, Mathé’s linear Monte Carlo method is already sufficient, even for $1 < p < 2$, where nonlinear methods provide better results.

This example is one more hint why it is promising to consider uniform approximation in Hilbert spaces in search for function approximation problems where Monte Carlo methods can break the curse.

We now put the fundamental Monte Carlo method from Proposition 2.1 to an extreme and obtain a function approximation analogue to standard Monte Carlo integration (1.1). Here, we restrict the input set to functions from Hilbert spaces. Lemma 2.3 stated below is still quite general, its specification to $L_\infty$-approximation of functions is the starting point for the study of Gaussian random fields and their expected maximum, see Section 2.3.

**Lemma 2.3.** Consider a linear problem with a compact solution operator

$$S : H \rightarrow G$$

from a separable Hilbert space $H$ into a Banach space $G$. Assume that we have an orthonormal basis $(\psi_j)_{j \in \mathbb{N}}$ for $H$ such that the sum $\sum_{j=1}^{\infty} X_j S(\psi_j)$, with independent standard Gaussian random variables $X_j$, converges almost surely in $G$. Then for $n \in \mathbb{N}$ we have

$$e_{\text{ran}}(n, S) \leq \frac{2 \mathbb{E}\|\sum_{j=1}^{\infty} X_j S(\psi_j)\|_G}{\sqrt{n}},$$

or equivalently, for $\varepsilon > 0$,

$$n_{\text{ran}}(\varepsilon, S) \leq \left[ \frac{4 \left(\mathbb{E}\|\sum_{j=1}^{\infty} X_j S(\psi_j)\|_G\right)^2}{\varepsilon} \right].$$

**Proof.** For $m \in \mathbb{N}$ we define the linear Monte Carlo method $A_{n,m} = (A_{n,m})_\omega$ which, for an input $f \in H$, returns the output

$$g = A_{n,m}(f) := \frac{1}{n} \sum_{i=1}^{n} L_{i,m}^\omega(f) \hat{g}_{i,m}^\omega,$$

based on the information

$$y_i = L_{i,m}^\omega(f) = \sum_{j=1}^{m} X_{ij} \langle \psi_j, f \rangle_H,$$

and with elements from the output space

$$\hat{g}_{i,m}^\omega := \sum_{j=1}^{m} X_{ij} S(\psi_j).$$
Here, the $X_{ij}$ are independent standard Gaussian random variables. This algorithm is actually the fundamental Monte Carlo method from Proposition 2.1 when restricting $S$ to the subspace $\mathcal{H}_m := \text{span}\{\psi_1, \ldots, \psi_m\}$ which can be identified with $\ell_2^m$. Let $P_m$ denote the orthogonal projection onto $\mathcal{H}_m$. Compactness of $S$ provides

$$\|S (\text{id}_\mathcal{H} - P_m)\|_{\mathcal{H} \to G} \xrightarrow{m \to \infty} 0.$$  

Then, for inputs $f$ with $\|f\|_\mathcal{H} \leq 1$, employing Proposition 2.1 we have

$$e((A_{n,m}^\omega) \omega, f) \leq \|S (\text{id}_\mathcal{H} - P_m) f\|_G + e((A_{n,m}^\omega) \omega, P_m f)$$

$$\leq \|S (\text{id}_\mathcal{H} - P_m)\|_{\mathcal{H} \to G} + \frac{2}{\sqrt{n}} \mathbb{E} \left\| \sum_{j=1}^m X_j S(\psi_j) \right\|_G$$

$$\xrightarrow{m \to \infty} \frac{2}{\sqrt{n}} \mathbb{E} \left\| \sum_{j=1}^\infty X_j S(\psi_j) \right\|_G.$$  

Note that $\mathbb{E} \left\| \sum_{j=1}^m X_j S(\psi_j) \right\|_G$ is monotonically increasing in $m$, since the $X_j$ are independent and centrally symmetric. In detail,

$$\mathbb{E} \left\| \sum_{j=1}^m X_j S(\psi_j) \right\|_G \xrightarrow{\Delta \text{-ineq.}} \frac{1}{2} \sum_{\sigma = \pm 1} \left\| \sum_{j=1}^m X_j S(\psi_j) + \sigma X_{m+1} S(\psi_{m+1}) \right\|_G$$

$$= \mathbb{E} \left\| \sum_{j=1}^{m+1} X_j S(\psi_j) \right\|_G .$$

**Remark 2.4** (Stochastically bounded information and algorithms). With the above lemma it seems natural to consider the idealized method $A_n = A_{n,\infty}$,

$$A_n(f) := \frac{1}{n} \sum_{i=1}^n L_i^\omega(f) g_i^\omega ,$$

with information

$$y_i = L_i^\omega(f) := \sum_{j=1}^\infty X_{ij} \langle \psi_j, f \rangle_\mathcal{H} ,$$

where $X_{ij}$ are i.i.d. standard Gaussian, and elements from the output space

$$g_i^\omega := \sum_{j=1}^\infty X_{ij} S(\psi_j) .$$

Observe the similarities with standard Monte Carlo integration (1.1). Observe also the important difference that the present approximation method depends on the particular norm of the input space, whereas standard Monte Carlo integration is defined independently from the input set.
Note that, almost surely, \( L^\omega \) is an unbounded functional. To see this, for fixed \( \omega \), consider the sequence \((f_{ik})_{k=1}^\infty\) of normalized Hilbert space elements

\[
    f_{ik} := \frac{1}{\sqrt{\sum_{j=1}^k X_{ij}^2}} \sum_{j=1}^k X_{ij} \psi_j \in \mathcal{H},
\]

where

\[
    L^\omega_i(f_{ik}) = \sqrt{\sum_{j=1}^k X_{ij}^2} \xrightarrow{a.s.} \infty \quad \text{as} \quad k \to \infty.
\]

This can be shown via the Borel-Cantelli lemma, knowing the expected value \( \mathbb{E} L^\omega_i(f_{ik})^2 = k \) and the growing variance of that expression.

Specifically for approximation problems \( S = \text{APP} : \mathcal{H} \hookrightarrow G \), the functions \( g^\omega_i \), and therefore the output as well, are functions defined on the same domain as the input functions, but they are not from the original Hilbert space \( \mathcal{H} \) (for the same reasons that cause the functionals \( L^\omega_i \) to be discontinuous). This shows in a very drastic way that the fundamental Monte Carlo approximation method is non-interpolatory. Yet the functions \( g^\omega_i \) correspond to the information functionals \( L^\omega_i \), similarly to Hilbert space elements representing continuous linear functionals according to the Riesz representation theorem.

Although the functionals \( L^\omega_i \) are almost surely discontinuous, for any fixed input \( f \in \mathcal{H} \) the random information \( L^\omega_i(f) \) is a standard Gaussian random variable with variance \( \|f\|^2_H \), hence almost surely finite. To show almost sure convergence of the random series by which we define \( L^\omega_i(f) \), however, requires some theory of Gaussian processes. The sequence of partial sums \( L^\omega_{i,m}(f) = \sum_{j=1}^m X_{ij} \langle \psi_j, f \rangle_H \), is distributed like the collection of values \( B_{t_m} \) of the standard Brownian motion \( B \) at points \( t_m := \sum_{j=1}^m \langle \psi_j, f \rangle_H^2 \). Almost sure convergence of the random series follows from continuity of the Brownian motion and the limit \( t := \lim_{m \to \infty} t_m = \|f\|^2_H \). Of course, almost sure convergence implies convergence in distribution, so \( L^\omega_i(f) \) indeed is normally distributed.

Moreover, the value of this functional is independent from the basis representation, so it is well-defined in a stochastic sense. Let \( (\varphi_j)_{j \in \mathbb{N}} \) be another orthonormal basis of the Hilbert space \( \mathcal{H} \). We compare the two Gaussian processes living on \( \mathbb{N} \),

\[
    L_m := \sum_{i=1}^m X_i \langle \psi_i, f \rangle_H, \quad X_i \overset{iid}{\sim} \mathcal{N}(0,1),
\]

\[
    L'_m := \sum_{j=1}^m Y_j \langle \varphi_j, f \rangle_H, \quad Y_j := \sum_{i=1}^\infty X_i \langle \psi_i, \varphi_j \rangle_H \overset{iid}{\sim} \mathcal{N}(0,1).
\]

We aim to show for the limit \( m \to \infty \) that \( L_\infty = L'_\infty \) almost surely. Due to the almost sure convergence of each of the processes, it suffices to show that

\[
    \mathbb{E}(L_\infty - L'_\infty)^2 = \lim_{m \to \infty} \mathbb{E}(L_m - L'_m)^2 = 0.
\]
The definition of the random variables $Y_j$ already relies on almost sure convergence of the Gaussian functional applied to $\varphi_j$, hence,

$$
\mathbb{E} Y_j Y_k = \lim_{m \to \infty} \mathbb{E} \sum_{i=1}^{m} X_i \langle \psi_i, \varphi_j \rangle_{\mathcal{H}} \sum_{l=1}^{m} X_l \langle \psi_l, \varphi_k \rangle_{\mathcal{H}}
$$

$$
= \lim_{m \to \infty} \sum_{i=1}^{m} \langle \psi_i, \varphi_j \rangle_{\mathcal{H}} \langle \psi_i, \varphi_k \rangle_{\mathcal{H}}
$$

$$
= \langle \varphi_j, \varphi_k \rangle_{\mathcal{H}} ,
$$

so indeed, we have $Y_j \overset{iid}{\sim} \mathcal{N}(0, 1)$. A similar calculation shows $\mathbb{E} X_i Y_j = \langle \psi_i, \varphi_j \rangle_{\mathcal{H}}$.

From this we have

$$
\mathbb{E}(L_m - L'_m)^2 = \sum_{i=1}^{m} \langle \psi, f \rangle_{\mathcal{H}}^2 - 2 \sum_{i,j=1}^{m} \langle \psi_i, f \rangle_{\mathcal{H}} \langle \psi_j, \varphi_j \rangle_{\mathcal{H}} \langle \varphi_j, f \rangle_{\mathcal{H}} + \sum_{j=1}^{m} \langle \varphi_j, f \rangle_{\mathcal{H}}^2
$$

$$
= \left\| \sum_{i=1}^{m} \langle \psi_i, f \rangle_{\mathcal{H}} \psi_i - \sum_{j=1}^{m} \langle \varphi_j, f \rangle_{\mathcal{H}} \varphi_j \right\|_{\mathcal{H}}^2
$$

$$
\underset{m \to \infty}{\longrightarrow} \| f - f \|_{\mathcal{H}}^2 = 0 .
$$

Since in addition, by assumption, the $g^\omega_i$ are almost surely defined, we have a method which is almost surely defined for any fixed $f$. Even more, for any fixed $f \in \mathcal{H}$, the idealized algorithm $A_n$ can be approximated with almost sure convergence,

$$
A^\omega_{n,m}(f) \overset{\text{a.s.}}{\underset{m \to \infty}{\longrightarrow}} A^\omega_n(f) .
$$

These considerations motivate to extend the class of admissible information functionals from continuous linear functionals to some class of “stochastically bounded” functionals $\Lambda_{\text{stoch}}$. Actually, this kind of stochastically defined functionals is quite common. For example, the problem of integrating $L^p$-functions by function values is only solvable in the randomized setting since in that case function evaluations are discontinuous. Compare also the example from Heinrich and Milla [10].

Still, discontinuous functionals are not needed in principle in our situation. They are, however, the outcome of an idealization of methods $A_{n,m}$. These use continuous functionals which behave nicely for any input function, despite the fact that they bear a huge norm on average. This is in accordance with the statements made in [12], where the authors show for certain examples of continuous operators that discontinuous linear information is not more powerful than continuous information, supporting the believe that this should always be the case.

### 2.2 Reproducing kernel Hilbert spaces

We summarize several facts about reproducing kernel Hilbert spaces (RKHS) that are necessary for the numerical analysis of approximation problems

$$
\text{APP} : \mathcal{H} \hookrightarrow L_\infty(D) ,
$$
with $\mathcal{H}$ being a separable Hilbert space of functions defined on a domain $D \subset \mathbb{R}^d$.

For a general introduction to reproducing kernels, refer to Aronszajn [2]. For an introduction with focus on the associated Gaussian field, see Adler [1, Section III.2]. The theory of RKHSs is a powerful concept for the analysis of many other numerical settings, e.g. for certain average case problems (see for instance Ritter [28, Chapter III]), or when information from function values is considered (see Novak and Woźniakowski [23, 24] for a bunch of examples), it also proves useful for statistical problems (see Wahba [31]).

We assume function evaluations to be continuous on $\mathcal{H}$. Then by the Riesz representation theorem, for each $x \in D$ there exists a unique function $K_x(\cdot) \in \mathcal{H}$ such that for $f \in \mathcal{H}$ we have

$$f(x) = \langle K_x, f \rangle_\mathcal{H}.$$  

For $x, y \in D$ we define a symmetric function

$$K(x, y) := K_y(x) = \langle K_x, K_y \rangle_\mathcal{H} = \langle K_y, K_x \rangle_\mathcal{H} = K_x(y) = K(y, x).$$

This function is called the reproducing kernel of $\mathcal{H}$, which is then called reproducing kernel Hilbert space $\mathcal{H}(K)$. There is a simple representation for the kernel, namely, given an orthonormal basis $(\psi_i)_{i \in \mathbb{N}}$ of $\mathcal{H}(K)$, we can write

$$K(x, y) = \sum_{i=1}^{\infty} \psi_i(x) \psi_i(y).$$  

Knowing the kernel, it is easy to estimate the sup-norm of normalized functions $f \in \mathcal{H}$. Indeed, with $\|f\|_\mathcal{H} = 1$ we get

$$\|f\|_{\sup} = \sup_{x \in D} |f(x)| = \sup_{x \in D} \langle K_x, f \rangle_\mathcal{H}$$

$$\leq \sup_{x \in D} \|K_x\|_\mathcal{H} = \sup_{x \in D} \sqrt{\langle K_x, K_x \rangle_\mathcal{H}} = \sup_{x \in D} \sqrt{K(x, x)}. \quad (2.2)$$

This is the initial error for the uniform approximation problem. By the Cauchy-Schwarz inequality, the sup-norm of $K$ is determined by values $K(x, x)$ on the diagonal of $D \times D$,

$$\sup_{x,y \in D} |K(x, y)| = \sup_{x \in D} K(x, x).$$

Therefore from now on we assume the kernel $K$ to be bounded.

We consider the canonical metric $d_K : D \times D \to [0, \infty)$ associated to $\mathcal{H}(K)$,

$$d_K(x, y) := \|K_x - K_y\|_\mathcal{H} = \sqrt{K(x, x) - 2K(x, y) + K(y, y)}. $$

(If $d_K(x, y) = 0$ for some distinct $x \neq y$, we only have a semimetric. Then we still obtain a metric for the set of equivalence classes of points that are at distance 0.) Functions $f \in \mathcal{H}$ are Lipschitz continuous with Lipschitz constant $\|f\|_\mathcal{H}$ with respect to the canonical metric,

$$|f(x) - f(y)| = |\langle K_x - K_y, f \rangle_\mathcal{H}| \leq \|K_x - K_y\|_\mathcal{H} \|f\|_\mathcal{H} = \|f\|_\mathcal{H} d_K(x, y).$$
Hence functions from $\mathcal{H}$ are continuous with respect to any metric $\delta$ on $D$ that is topologically equivalent to the canonical metric $d_K$. Since we assume $K$ to be bounded, the domain $D$ is bounded with respect to $d_K$,

$$\text{diam}(D) = \sup_{x,y \in D} d_K(x,y) \leq 2 \sup_{x \in D} \sqrt{K(x,x)}.$$

Tensor products constitute a common way in IBC to define multivariate problems, compare for instance Novak and Woźniakowski [22, Section 5.2], or Ritter [28, Section VI.2], find many more examples in Novak and Woźniakowski [23, 24]. Let $H(K_1)$ and $H(K_2)$ be reproducing kernel Hilbert spaces defined on $D_1$ and $D_2$, respectively. Let $(\varphi_i)_{i \in \mathbb{N}}$ and $(\psi_j)_{j \in \mathbb{N}}$ be corresponding orthonormal bases. Then the tensor product space $H(K_1) \otimes H(K_2)$ is the Hilbert space with orthonormal basis $(\varphi_i \otimes \psi_j)_{i,j \in \mathbb{N}}$.

Let $f_1 \otimes f_2$ denote the tensor product of functions $f_1 \in H(K_1)$ and $f_2 \in H(K_2)$,

$$[f_1 \otimes f_2](x_1, x_2) := f_1(x_1) f_2(x_2), \quad \text{defined for } (x_1, x_2) \in D_1 \times D_2.$$

With another tensor product function $g_1 \otimes g_2$ of this sort, one readily obtains

$$\langle f_1 \otimes f_2, g_1 \otimes g_2 \rangle_{H_1 \otimes H_2} = \langle f_1, g_1 \rangle_{H_1} \langle f_2, g_2 \rangle_{H_2}.$$

Using the representation (2.1), it is easy to see that the reproducing kernel $K$ of the new space is the tensor product of the kernels of the original spaces,

$$K((x_1, x_2), (y_1, y_2)) := K_1(x_1, y_1) K_2(x_2, y_2),$$

where $(x_1, x_2), (y_1, y_2) \in D_1 \times D_2$.

### 2.3 Expected maximum of zero-mean Gaussian fields

We discuss zero-mean Gaussian fields and their connection to reproducing kernel Hilbert spaces. All results collected here can be found in the notes by Adler [1]. For some results, Lifshits [19] or Ledoux and Talagrand [18] will also be good references.

Let $(\psi_i)_{i \in \mathbb{N}}$ be an orthonormal basis of a reproducing kernel Hilbert space $\mathcal{H}(K)$. Then the pointwise definition

$$\Psi_x := \sum_{i=1}^{\infty} X_i \psi_i(x), \quad (2.3)$$

with $X_i$ being i.i.d. standard Gaussian random variables, produces a random function $\Psi$ defined on $D$ where the covariance function is the kernel $K$,

$$\text{Cov}(\Psi_x, \Psi_y) = \sum_{i,j=1}^{\infty} (\mathbb{E} X_i X_j) \psi_i(x) \psi_j(y) = \sum_{i=1}^{\infty} \psi_i(x) \psi_i(y) = K(x,y).$$

Definition (2.3) is actually the outcome of applying the Gaussian functional from Remark 2.4 to the kernel functions $K_\mathbf{x} \in \mathcal{H}(K)$. It turns out that this definition is pointwise almost surely convergent and independent from the choice of the orthonormal basis in $\mathcal{H}(K)$.
Note that for the canonical metric $d_K$ associated to the reproducing kernel Hilbert space $\mathcal{H}(K)$ we have the alternative representation

$$d_K(x, y) = \sqrt{\mathbb{E}(\Psi_x - \Psi_y)^2}.$$

From now on we assume that the domain $D$ is totally bounded, that is, for any $r > 0$ the set $D$ can be covered by finitely many balls with radius $r$. (If $D$ is complete with respect to $d_K$, this implies compactness of $D$. Conversely, compactness of a metric space implies total boundedness.) In that case, for Gaussian fields, continuity of $\Psi$ with respect to the canonical metric $d_K$ is equivalent to boundedness, see Adler [1, Theorem 4.16]. Further, if $\Psi$ is almost surely continuous, then we have almost sure uniform convergence of the series (2.3) on $D$ (that is, with respect to the $L_\infty$-norm), see Adler [1, Theorem 3.8].

One method for estimating the maximum of a Gaussian field is based on metric entropy. For $r > 0$, let $N(r) = N(r, D, d_K)$, denote the minimal number of $d_K$-balls with radius $r$ needed to cover $D$. The function $H(r) := \log N(r)$ is called the (metric) entropy of $D$. The following inequality is based on this quantity, it goes back to Dudley 1973 [6, Theorem 2.1].

**Proposition 2.5** (Dudley). There exists a universal constant $C_{Dudley} > 0$ such that

$$\mathbb{E} \sup_{x \in D} \Psi_x \leq C_{Dudley} \int_0^\infty \sqrt{\log N(r)} \, dr.$$

For a direct proof with explicit numerical bound $C_{Dudley} \leq 4\sqrt{2}$, see Lifshits [19, Section 14, Theorem 1]. In the book of Adler [1, Corollary 4.15] Dudley’s inequality was derived from Fernique’s estimate, which in its own right is a suitable tool for estimating the expected maximum of Gaussian fields, see Adler [1, Theorem 4.1].

It is well known that covering numbers $N(r)$ can be estimated from above via packing numbers and volume estimates of balls. Let $B_K(x, r)$ denote the closed $d_K$-ball around $x \in D$. For any probability measure $\mu$ on $D$ we have

$$N(r) \leq \sup_{x \in D} 1/\mu(B_K(x, r/2)).$$

Plugging this into Proposition 2.5 (Dudley), after a change of variables we can state

$$\mathbb{E} \sup_{x \in D} \Psi_x \leq 2 C_{Dudley} \int_0^\infty \sup_{x \in D} \sqrt{\log(1/\mu(B_K(x, r)))} \, dr.$$

(2.4)

Since we are interested in the expected sup-norm of $\Psi$, we also need the following elementary lemma, compare Adler [1, Lemma 3.1].

**Lemma 2.6.** For the Gaussian field $\Psi$ with covariance function $K$, we have

$$\mathbb{E} \| \Psi \|_\infty \leq \sqrt{\frac{2}{\pi}} \inf_{x \in D} \sqrt{K(x, x)} + 2 \mathbb{E} \sup_{x \in D} \Psi_x.$$
2.4 A lower bound for deterministic approximation

Osipenko and Parfenov 1995 [26], Kuo, Wasilkowski, and Woźniakowski 2008 [16], and Cobos, Kühn, and Sickel 2016 [5], independently from each other found similar approaches to relate the error of $L_\infty$-approximation to $L_2$-approximation. Let $\rho$ be a measure on $D$ (defined for Borel sets in $D$, with respect to the canonical metric $d_K$). Recall that $L_p(\rho)$ denotes the space of (equivalence classes of) measurable functions defined on $D$ and bounded in the norm

$$
\|f\|_{L_p(\rho)} := \begin{cases} (\int_D f^p \, d\rho)^{1/p} & \text{for } 1 \leq p < \infty, \\ \text{ess sup}_{D,\rho} |f| & \text{for } p = \infty, \end{cases}
$$

where $\text{ess sup}_{D,\rho} |f| := \sup \{ \lambda \in \mathbb{R} \mid \rho(\{x \in D : |f(x)| \geq \lambda\}) > 0\}$. For continuous functions it makes sense to consider the supremum norm $\|f\|_{\text{sup}} := \sup_{x \in D} |f(x)| \geq \|f\|_{L_\infty(\rho)}$.

Later, when the supremum norm and the $L_\infty$-norm coincide, we will only write $\| \cdot \|_\infty$.

The following version of a deterministic lower bound is close to the formulation of Osipenko and Parfenov [26, Theorem 3], also Cobos et al. [5, Lemma 3.3], however, it is essentially contained in Kuo et al. [16] as well. (Kuo et al. work with eigenvalues of an integral operator defined via the kernel function $K$. These eigenvalues are the squared singular values, which in turn we prefer to use here.)

**Proposition 2.7.** Let $\rho$ be a probability measure on a domain $D$, and consider a separable reproducing kernel Hilbert space $\mathcal{H} = \mathcal{H}(K)$ which is compactly embedded into $L_\infty(\rho)$. The embedding $\mathcal{H} \hookrightarrow L_2(\rho)$ is compact as well, and a singular value decomposition exists. This means, there is an orthonormal basis $(\psi_k)_{k=1}^M$ (with $M \in \mathbb{N} \cup \{\infty\}$) of $\mathcal{H}$ which is also orthogonal in $L_2(\rho)$, and the corresponding singular values $\sigma_k := \|\psi_k\|_{L_2(\rho)}$, for $k < M + 1$, are in decaying order $\sigma_1 \geq \sigma_2 \geq \ldots \geq 0$.

Then we have

$$
e_{\det}(n, \mathcal{H} \hookrightarrow L_\infty(\rho)) \geq \sqrt{\sum_{k=n+1}^{\infty} \sigma_k^2}.
$$

3 Breaking the curse for periodic functions

3.1 The setting

We study the $L_\infty$-approximation of Hilbert space functions defined on the $d$-dimensional torus $T^d$, compare the notation in Cobos et al. [5] (with slight modifications). The Hilbert spaces we consider will be unweighted tensor product spaces.

A few words on the domain. The one-dimensional torus $T := \mathbb{R} \mod \mathbb{Z} \equiv [0,1)$ can be identified with the unit interval tying the endpoints together. A natural way to define a metric on $T$ is

$$
d_T(x, y) := \min_{k \in \{-1,0,1\}} |x - y + k|, \quad \text{for } x, y \in [0,1).
$$
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This is the length of the shortest connection between two points along a closed curve of length 1. For the $d$-dimensional torus we consider $f_p$-like (quasi)-metrics

$$d_p(x, y) := \left( \sum_{j=1}^{d} d_T(x_j, y_j)^p \right)^{1/p},$$

where $p \in (0, \infty]$. Smoothness and continuity are to be defined with respect to the $d_p$-metric with $p \in [1, \infty]$.

We start with a basis representation of spaces under consideration. First, for $d = 1$, the Fourier system

$$\{ \varphi_0 := 1, \varphi_{-k} := \sqrt{2} \sin(2\pi k \cdot), \varphi_k := \sqrt{2} \cos(2\pi k \cdot) \}_{k \in \mathbb{N}}$$

is an orthonormal basis for $L_2(\mathbb{T}) = L_2([0, 1))$. We consider Hilbert spaces where these functions are still orthogonal. Namely, let $H_\lambda(\mathbb{T})$ denote the Hilbert space for which the system

$$\{ \psi_0 := \lambda_0, \psi_{-k} := \lambda_k \sin(2\pi k \cdot), \psi_k := \lambda_k \cos(2\pi k \cdot) \}_{k \in \mathbb{N}},$$

is an orthonormal basis. Here, $\lambda = (\lambda_k)_{k \in \mathbb{N}_0} \subset (0, \infty)$ indicates the importance of the different frequencies. Now, for general $d \in \mathbb{N}$, we consider the unweighted tensor product space $H_\lambda(\mathbb{T}^d)$ with the tensor product orthonormal basis $\{ \psi_k \}_{k \in \mathbb{Z}^d}$,

$$\psi_k(x) := \prod_{j=1}^{d} \psi_{k_j}(x_j). \quad (3.1)$$

(For weighted tensor product spaces one would take different values for $\lambda$ for different dimensions $j = 1, \ldots, d$, compare Cobos et al. [5], or Kuo et al. [16]. In contrast, unweighted means that all coordinates are equally important.) Analogously, we write $\{ \varphi_k \}_{k \in \mathbb{Z}^d}$ for the Fourier basis of $L_2(\mathbb{T}^d)$.

For a suitable choice of the $\lambda_k$, we have the one-dimensional reproducing kernel

$$K_\lambda(x, y) := \lambda_0^2 + \sum_{k=1}^{\infty} \lambda_k^2 [\cos(2\pi k x) \cos(2\pi k y) + \sin(2\pi k x) \sin(2\pi k y)]$$

$$= \sum_{k=0}^{\infty} \lambda_k^2 \cos(2\pi k (x - y)), \quad (3.2)$$

for general dimensions $d \in \mathbb{N}$ we obtain the product kernel

$$K_\lambda^d(x, y) := \prod_{j=1}^{d} K_\lambda(x_j, y_j).$$

From this we derive the initial error,

$$e(0, H_\lambda(\mathbb{T}^d) \hookrightarrow L_\infty(\mathbb{T}^d)) = \sup_{x \in \mathbb{T}^d} \sqrt{K_\lambda^d(x, x)} = \left( \sum_{k=0}^{\infty} \lambda_k^2 \right)^{d/2}.$$
The condition \( \sum_{k=0}^{\infty} \lambda_k^2 < \infty \) is necessary and sufficient for the existence of a reproducing kernel and for the embedding \( \mathcal{H}_\lambda(\mathbb{T}^d) \hookrightarrow L_\infty \) to be compact, see Cobos et al. [5, Theorem 3.1] with an extended list of equivalent properties. We will assume \( \sum_{k=0}^{\infty} \lambda_k^2 = 1 \), then the initial error is 1, independently from the dimension \( d \). This makes the family \( (\mathcal{H}_\lambda(\mathbb{T}^d) \hookrightarrow L_\infty(\mathbb{T}^d))_{d \in \mathbb{N}} \) of \( d \)-dependent problems comparable, we say, “the problem is properly normalized”.

Note that under this last assumption, functions \( f \in \mathcal{H}_\lambda(\mathbb{T}^d) \) can be identified with functions \( \tilde{f} \in \mathcal{H}_\lambda(\mathbb{T}^{d+1}) \),

\[
\tilde{f}(x_1, \ldots, x_{d+1}) := f(x_1, \ldots, x_d) \, K_\lambda(0, x_{d+1}) ,
\]

the \( \mathcal{H}_\lambda \)- and the \( L_\infty \)-norms coincide, the maximum values of the function being attained for \( x_{d+1} = 0 \). So indeed, the problems of lower dimensions are embedded in the problems of higher dimensions, yet \( \tilde{f} \) is a bit lopsided in the redundant variable.

In particular we consider unweighted Korobov spaces. Within the above framework, these are spaces \( \mathcal{H}_{r\text{ Kor}}(\mathbb{T}^d) := \mathcal{H}_\lambda(\mathbb{T}^d) \) with \( \lambda_0 = \sqrt{\beta_0} \) and \( \lambda_k = \sqrt{\beta_1} \, k^{-r} \) for \( k \in \mathbb{N} \), where \( \beta_0, \beta_1 > 0 \). For integers \( r \in \mathbb{N} \), the Korobov space norm can be given in a natural way in terms of weak partial derivatives (instead of Fourier coefficients), in the one-dimensional case we have

\[
\| f \|_{\mathcal{H}_{r\text{ Kor}}(\mathbb{T})} = \beta_0^{-1} \left| \int_\mathbb{T} f(x) \, dx \right|^2 + \beta_1^{-1} (2\pi)^{-2r} \| f^{(r)} \|_2^2 .
\]

The \( d \)-dimensional case is a bit more complicated, in a squeezed way, the norm is

\[
\| f \|_{\mathcal{H}_{r\text{ Kor}}(\mathbb{T}^d)} = \sum_{J \subseteq [d]} \beta_0^{-(d-\# J)} \beta_1^{-1} (2\pi)^{-2r} \# J \left\| \int_{\mathbb{T}^d \setminus J} \left( \prod_{j \in J} \partial_{x_j}^r \right) f(x) \, dx \right\|_{L_2(\mathbb{T}^J)}^2 ,
\]

see Novak and Woźniakowski [22, Section A.1] for details on the derivation of this representation of the norm. There one can also find some information on the historical background concerning these spaces. It should be pointed out that in the same book tractability for \( L_2 \)-approximation of Korobov functions based on linear information has been studied [22, pp. 191–193], in that case randomization does not help a lot.

The condition \( r > 1/2 \) is necessary and sufficient for the existence of a reproducing kernel (and the embedding \( \mathcal{H}_r^{\text{Kor}}(\mathbb{T}^d) \hookrightarrow L_\infty(\mathbb{T}^d) \) to be compact), then

\[
\sum_{k=1}^{\infty} \lambda_k^2 = \beta_1 \sum_{k=1}^{\infty} k^{-2r} = \beta_1 \zeta(2r)
\]

with the Riemann zeta function \( \zeta \). Assuming

\[
\beta_0 + \beta_1 \zeta(2r) = 1 , \quad (3.3)
\]

the initial error will be constant 1 in all dimensions.
The curse for deterministic approximation

**Theorem 3.1.** Suppose $0 \leq \lambda_0 < 1$ and $\sum_{k=0}^{\infty} \lambda_k^2 = 1$ for non-negative $\lambda_k$. Then the approximation problem

\[ \text{APP} : H_{\lambda}(T^d) \hookrightarrow L_\infty(T^d) \]

suffers from the curse of dimensionality in the deterministic setting.

In detail, while the initial error is constant $1$, we have

\[ e^{\text{det}}(n, H_{\lambda}(T^d) \hookrightarrow L_\infty(T^d)) \geq \sqrt{(1 - n \beta^d)}_+, \]

where $\beta := \sup\{\lambda_0^2, \lambda_k^2/2\}_{k \in \mathbb{N}} \in (0, 1)$. In other words, for $\varepsilon \in (0, 1)$ we have the complexity bound

\[ n^{\text{det}}(\varepsilon, H_{\lambda}(T^d) \hookrightarrow L_\infty(T^d)) \geq \beta^d(1 - \varepsilon)^2. \]

The curse and this complexity bound hold in particular for Korobov spaces $H_{\text{Kor}}(T^d)$ with $\beta = \sup\{\beta_0, \beta_1/2\}$.

**Proof.** Following Proposition 2.7, we study the singular values of $H_{\lambda}(T^d) \hookrightarrow L_2(T^d)$. Essentially, this can be traced back to the one-dimensional case,

\[ \psi_k = \sigma_k \varphi_k \quad \text{for} \quad k \in \mathbb{Z}, \]

where $\sigma_0 = \lambda_0$ and $\sigma_k = \sigma_{-k} = \lambda_k/\sqrt{2}$ for $k \in \mathbb{N}$ denote the unordered singular values of $H_{\lambda}(T) \hookrightarrow L_2(T)$. In the multi-dimensional case we have

\[ \psi_k = \sigma_k \varphi_k \quad \text{for} \quad k \in \mathbb{Z}^d, \]

with the unordered singular values $\sigma_k = \prod_{j=1}^d \sigma_{k,j}$, in particular

\[ \sigma_k^2 \leq \left( \sup_{k' \in \mathbb{Z}} \sigma_{k'}^2 \right)^d = \left( \sup\{\lambda_0^2, \lambda_{k'}^2/2\}_{k' \in \mathbb{N}} \right)^d = \beta^d. \]

On the other hand,

\[ \sum_{k \in \mathbb{Z}^d} \sigma_k^2 = \left( \sum_{k' \in \mathbb{Z}} \sigma_{k'}^2 \right)^d = \left( \sum_{k' = 0}^{\infty} \lambda_{k'}^2 \right)^d = 1. \]

So for any index set $I \subset \mathbb{Z}^d$ of size $\#I = n$, we have

\[ \sqrt{\sum_{k \in \mathbb{Z}^d \setminus I} \sigma_k^2} \geq \sqrt{(1 - n \beta^d)_+}. \]

By Proposition 2.7, this proves the lower bound. \qed

**Remark 3.2** (Structure of optimal deterministic methods). Within the above proof we applied Proposition 2.7 with $\rho$ being the uniform distribution on $T^d$. If we consider complex-valued Hilbert spaces, theoretically this approach will always give sharp lower bounds, with algorithms projecting onto $n$-dimensional spans of a subset of the complex orthonormal basis $\{e^{2\pi i (k \cdot \cdot)}\}_{k \in \mathbb{Z}^d}$, see Cobos et al. [5, Theorem 3.4].
Here, \((k, x)\) is the standard scalar product in \(\mathbb{R}^d\). The problem of this for the real-valued setting is that, for \(k \in \mathbb{Z}^d \setminus 0\), the Fourier coefficients belonging to \(e^{2\pi(k, \cdot)}\) in general will be complex, even for real-valued functions. Alternatively, we could consider a real-valued variant of a \(d\)-dimensional Fourier basis, containing functions \(\sqrt{2}\sin(2\pi(k, \cdot))\) and \(\sqrt{2}\cos(2\pi(k, \cdot))\). A real-valued algorithm with matching lower bounds will be a projection onto an \(n\)-dimensional subspace spanned by a selection of such pairs, and – as the case may be – the constant function. Hence, in the real-valued setting upper and lower bounds almost match, with gaps for the \(n\)-th error bounded by the \(n\)-th singular value. The above result on the curse of dimensionality is much rougher, employing only a general upper bound which is valid for all singular values.

### 3.3 Polynomial Tractability via Monte Carlo

The key tool for understanding the canonical metric for tensor product kernels is an estimate on the shape of the kernel in terms of some local polynomial decay. We have the following general result.

**Proposition 3.3.** Consider the uniform approximation problem

\[
\text{APP} : \mathcal{H}(K_d) \hookrightarrow L_\infty(\mathbb{T}^d)
\]

where \(\mathcal{H}(K_d)\) is a reproducing kernel Hilbert space on the \(d\)-dimensional torus \(\mathbb{T}^d\) with the following properties:

(i) \(K_d\) is the unweighted product kernel built from the one-dimensional case, this means \(K_d(x, y) := \prod_{j=1}^d K_1(x_j, y_j)\) for \(x, y \in \mathbb{T}^d\).

(ii) \(K_1(x, x) = 1\) for all \(x \in \mathbb{T}\).

(Consequently, \(K_d(x, x) = 1\) for all \(x \in \mathbb{T}^d\), in particular the initial error is constant 1.)

(iii) The kernel function can be locally estimated from below with a polynomial decay, that is, there exist \(\alpha > 0\), \(p \in (0, 1]\), and \(0 < R_0 \leq 1/2\), such that

\[
K_1(x, y) \geq 1 - \alpha d_T(x, y)^p \quad \text{for} \quad x, y \in \mathbb{T}\ \text{with} \ d_T(x, y) \leq R_0.
\]

(Hence \(K_d(x, y) \geq 1 - \alpha d_p(x, y)^p \quad \text{for} \ \max_j d_T(x_j, y_j) \leq R_0\).

Then the problem is polynomially tractable in the randomized setting with general linear information, in detail,

\[
n^{\text{ran}}(\varepsilon, \mathcal{H}(K_d) \hookrightarrow L_\infty(\mathbb{T}^d)) \leq C(p) \left(1 + \alpha - \log 2 R_0\right) d \left(1 + \log d\right) \frac{1 + \log d}{\varepsilon^2},
\]

with a constant \(C(p) > 0\) which depends only on \(p\).
Proof. We are going to apply Proposition 2.5 (Dudley) in order to estimate the expected maximum norm of the Gaussian field \( \Psi \) associated with the reproducing kernel \( K_d \). We will work with volume estimates, where \( \mu \) shall be the uniform distribution on \( \mathbb{T}^d \), this is the Lebesgue measure on \([0, 1]^d\).

Suppose \( \max_j d_T(x_j, y_j) \leq R_0 \), then for the canonical metric in the \( d \)-dimensional case we have

\[
d_K(x, y)^2 = K_d(x, x) + K_d(y, y) - 2 K_d(x, y) \leq 2 \alpha d_p(x, y)^p.
\]

By this, we have the inclusion

\[
B_K(x, r) \supseteq B_{\mathbb{T}, p}(x, R_0^{2\alpha/p})
\]

where \( B_{\mathbb{T}, p}(x, R) \) denotes the \( d_p \)-ball of radius \( R \) around \( x \in \mathbb{T}^d \), and \( B_K(x, r) \) is the ball of radius \( r \) in the canonical metric associated with \( K_d \). Hence

\[
\mu(B_K(x, r)) \geq \mu\left(B_{\mathbb{T}, p}(x, \left(\frac{r^2}{2\alpha}\right)^{1/p})\right).
\]

We distinguish three cases:

- For \( 0 \leq R \leq R_0 \leq 1/2 \), the \( \mu \)-volume \( \mu(B_{\mathbb{T}, p}(x, R)) \) of the \( d_p \)-ball is the volume \( \text{Vol}(R B_p^{d}) \) of an \( \ell_p \)-ball in \( \mathbb{R}^d \) with radius \( R \), so with Stirling’s formula,

\[
\log(1/\mu(B_{\mathbb{T}, p}(x, R))) = \log(1/\text{Vol}(R B_p^{d}))
\]

\[
= \log \Gamma\left(\frac{d}{p} + 1\right) - d \log \left[ 2\Gamma\left(\frac{1}{p} + 1\right) \right]
\]

\[
[\Gamma\left(\frac{1}{p} + 1\right) \geq 1]
\]

\[
\leq C_1 \frac{d}{p} \left(1 + \log \frac{d}{p}\right) (1 - \log 2R)
\]

\[
\leq C_2(p) d (1 + \log d) (1 - \log(2R)^{p/2}). \quad (3.4)
\]

Such an estimate can be used for \( 0 \leq r \leq \sqrt{2\alpha R_0^p} \leq \sqrt{2^{1-p} \alpha} \). Concerning the behaviour of the constant we can state \( C_2(p) \leq p^{-2}(1 + \log p^{-1}) \).

- For \( R > R_0 \), the \( \mu \)-volume of \( B_{\mathbb{T}, p}(x, R) \) can be estimated from below by the \( \mu \)-volume of an \( \ell_p \)-ball with radius \( R_0 \leq 1/2 \), we have

\[
\log(1/\mu(B_{\mathbb{T}, p}(x, R))) \leq C_2(p) d (1 + \log d) (1 - \log 2R)
\]

We will use this to cover the case \( \sqrt{2\alpha R_0^p} < r < 2 \).

- For \( r \geq 2 \), we know \( B_K(x, r) = \mathbb{T}^d \) with \( \mu \)-volume 1 since \( d_K(x, y) \leq 2 \). In this case the term \( \log(1/\mu(B_K(x, r))) \) vanishes.
Combining these cases, we can estimate

$$\int_0^\infty \sqrt{\log(1/\mu(B_K(x,r)))} \, dr \leq \int_0^{\sqrt{2^{1-p}\alpha}} \sqrt{\log \left( \frac{1}{\text{Vol} \left( \frac{r^2}{2\alpha} B_p^d \right)} \right)} \, dr$$

$$\quad + \left( 2 - \sqrt{2\alpha R_0^p} \right) + \sqrt{\log \left( \frac{1}{\text{Vol} \left( R_0 B_p^d \right)} \right)}$$

$$\lesssim C_2(p) \, d \left( 1 + \log d \right) \left( \sqrt{\frac{2^{1-p}\alpha}{r}} \sqrt{1 - \log \frac{r}{\sqrt{2^{1-p}\alpha}}} \, dr \right)$$

$$+ 2 \sqrt{1 - \log 2R_0} = C_3(p) \sqrt{d \left( 1 + \log d \right) \left( 1 + \sqrt{\alpha} + \sqrt{-\log 2R_0} \right)}.$$ 

Here, the last integral can be transformed into a familiar integral by the substitution $s^2/2 = 1 - \log(r/\sqrt{2^{1-p}\alpha})$,

$$\int_0^{\sqrt{2^{1-p}\alpha}} \sqrt{1 - \frac{r}{\sqrt{2^{1-p}\alpha}}} \, dr = e^{2^{-p}\sqrt{\alpha}} \int_1^{\infty} s^2 \exp \left( -\frac{s^2}{2} \right) \, ds.$$ 

Now, consider the Gaussian field $\Psi$ associated with the reproducing kernel $K_d$. Using Dudley’s result, here in the derived form (2.4), with Lemma 2.6 we obtain

$$\mathbb{E} \|\Psi\|_\infty \leq \sqrt{\frac{2}{\pi}} + 4 \, C_{\text{Dudley}} \, C_3(p) \sqrt{d \left( 1 + \log d \right) \left( 1 + \sqrt{\alpha} + \sqrt{-\log 2R_0} \right)}$$

$$\leq C_4(p) \sqrt{d \left( 1 + \log d \right) \left( 1 + \sqrt{\alpha} + \sqrt{-\log 2R_0} \right)}.$$ 

By Lemma 2.3, this gives us a final upper bound on the complexity. Concerning the $p$-dependence of the constant, we have $C(p) \simeq C_2(p) \leq p^{-2}(1 + \log p^{-1}).$}

First we give sufficient conditions for the parameters $\lambda$ of the kernels $K_\lambda$ for that the conditions of Proposition 3.3 can be fulfilled with $p = 1$.

**Lemma 3.4.** Given a kernel

$$K_1(x,y) := K_\lambda(x,y) = \sum_{k=0}^{\infty} \lambda_k^2 \cos 2\pi k(x-y)$$

with $\lambda_k \geq 0$, assume that the following holds:

(a) $\sum_{k=0}^{\infty} \lambda_k^2 = 1$,

(b) $\sigma_\lambda := \sum_{k=1}^{\infty} k \lambda_k^2 < \infty$.

Then the assumptions in Proposition 3.3 are fulfilled with $p = 1$, $\alpha = 2\pi \sigma_\lambda$, and $R_0 = 1/2$.

In particular, for Korobov spaces $H_{r,\text{Kor}}(\mathbb{T})$ with smoothness $r > 1$, we have $\sigma_\lambda = \beta_1 \zeta(2r - 1) < \infty.$
Proof. Condition (a) is for the normalization of the initial error, see (ii) in Proposition 3.3.

Condition (b) guarantees differentiability of $K_{\lambda}(\cdot, 0)$ with absolute convergence of the resulting series of sine functions, we have

$$\frac{d}{dx} K(x, 0) = -2\pi \sum_{k=1}^{\infty} k \lambda_k^2 \sin 2\pi k x \geq -2\pi \sigma_\lambda.$$  

This directly implies $K(x, 0) \geq 1 - 2\pi \sigma_\lambda x$ for $x \geq 0$.

For Korobov spaces with lower smoothness we need a more specific technique for estimating the shape of the kernel.

 Lemma 3.5. Consider the kernel

$$K_1(x, y) = \beta_0 + \beta_1 \sum_{k=1}^{\infty} k^{-2r} \cos 2\pi k(x - y)$$

of a one-dimensional Korobov space $H^{K_0}_r(\mathbb{T})$ with smoothness $1/2 < r \leq 1$, where $\beta_0, \beta_1 > 0$ and $\beta_0 + \beta_1 \zeta(2r) = 1$. Then the assumptions in Proposition 3.3 are fulfilled with $p = 2r - 1$, a universal constant $\alpha > 0$, and $R_0 = 1/(\sqrt{2}\pi)$.

Proof. Due to symmetry by translations, we only need to study the kernel function $K(x, 0)$ for $x \in [0, R_0]$, where $0 < R_0 \leq 1/2$ will be determined later. By assumption we have $K(0, 0) = \beta_0 + \beta_1 \zeta(2r) = 1$. In order to understand the behaviour for $x > 0$, we need to understand the oscillating series

$$\sum_{k=1}^{\infty} k^{-2r} \cos 2\pi k x = \sum_{k=1}^{\infty} g_x(k),$$

where we sum over discrete points of the function

$$g_x(z) := z^{-2r} \cos 2\pi x z.$$ 

Observe that we have $g_x(z) \geq 0$ for $0 < z \leq 1/(4x)$. From the series representation of the cosine function we further know

$$g_x(z) \geq z^{-2r} \left(1 - \frac{(2\pi x z)^2}{2}\right) =: \tilde{g}_x(z).$$

Here we have $\tilde{g}_x(z) \geq 0$ for $0 < z \leq 1/(\sqrt{2}\pi x)$. We assume $x \leq 1/(\sqrt{2}\pi)$ so that at least $k = 1$ lies within that range. Then

$$\sum_{0 < k \leq 1/(4x)} g_x(k) \geq \sum_{0 < k \leq 1/(\sqrt{2}\pi x)} \tilde{g}_x(k) = \zeta(2r) - \sum_{k > 1/(\sqrt{2}\pi x)} k^{-2r} \frac{2\pi^2 x^2}{2} \sum_{0 < k \leq 1/(\sqrt{2}\pi x)} k^{2-2r}.$$
The summands of the series may be interpreted as midpoints of intervals of length 1, that way underestimating the integral of the convex function \( z \mapsto z^{-2r} \) on that interval. The finite sum within the third term can be replaced by an integral over the non-decreasing function \( z \mapsto z^{2-2r} \) since \( 1/2 < r \leq 1 \). Hence we estimate

\[
\geq \zeta(2r) - \int_{1/(\sqrt{2}\pi x)-1/2}^{\infty} z^{-2r} \, dz - 2\pi^2 x^2 \int_1^{1/(\sqrt{2}\pi x)+1} z^{2-2r} \, dz
\]

\[
= \zeta(2r) - \frac{1}{2r-1} \left( \frac{1}{\sqrt{2\pi x}} - \frac{1}{2} \right)^{1-2r} - \frac{2\pi^2}{3-2r} x^2 \left( \left( \frac{1}{\sqrt{2\pi x}} + 1 \right)^{3-2r} - 1 \right).
\]

With \( x \leq 1/(\sqrt{2}\pi) \), and bearing in mind \( 1-2r < 0 < 3-2r \), we can further simplify,

\[
\geq \zeta(2r) - \frac{1}{2r-1} \left( \frac{1}{2\sqrt{2\pi x}} \right)^{1-2r} - \frac{2\pi^2}{3-2r} x^2 \left( \frac{\sqrt{2}}{\pi x} \right)^{3-2r}.
\]

Recall the asymptotic behaviour of the Riemann zeta function beyond its simple pole, \( \zeta(2r) \geq (2r-1)^{-1} \) for \( r > 1/2 \), so we end up with

\[
\sum_{0<k\leq 1/(4x)} g_x(k) \geq \zeta(2r) (1 - c_1 x^{2r-1}),
\]

where \( c_1 > 0 \) is a universal constant.

We continue estimating the tail of the series,

\[
\sum_{k>1/(4x)} g_x(k) \approx \int_{1/(4x)}^{\infty} g_x(z) \, dz.
\]

Here, the integral is approximated by one function value \( g_x(k_j) \) within each of the intervals \( I_j := (1/(4x) + j, 1/(4x) + j + 1] \), all of which have length 1, namely we have the value at \( k_j := [1/(4x) + j + 1, j \in \mathbb{N}_0 \). The local Lipschitz constant \( L_j \) of \( g_x(z) \) on \( I_j \) is bounded by

\[
L_j \leq \left[ 2\pi x z^{-2r} + 2r z^{-2r-1} \right]_{z=1/(4x)+j} \leq 2 (\pi + 4r) x (j + 1)^{-2r},
\]

where we exploited \( z \geq 1/(4x) \) and \( 0 < x \leq 1/(\sqrt{2}\pi) < 1/4 \). This can be plugged into a basic result on integral approximation,

\[
\left| g_x(k_j) - \int_{I_j} g_x(z) \, dz \right| \leq \frac{L_j}{2},
\]


which is similar to the midpoint rule, and leads to the estimate
\[
\left| \sum_{k>1/(4x)} g_x(k) - \int_{1/(4x)}^{\infty} g_x(z) \, dz \right| \leq (\pi + 4r) x \sum_{j=0}^{\infty} (1+j)^{-2r} = (\pi + 4r) \zeta(2r) x.
\] (3.5)

Since \( \cos 2\pi x z \leq 0 \) for \( z \in [(4l + 1)/(4x), (4l + 3)/(4x)] \), \( l \in \mathbb{N}_0 \), we have
\[
g_x(z) \geq \left( \frac{4l + 1}{4x} \right)^{-2r} \cos 2\pi x z
\] (3.6)
in that interval. Conversely, \( \cos 2\pi x z \geq 0 \) for \( z \in [(4l - 1)/(4x), (4l + 1)/(4x)] \), \( l \in \mathbb{N} \), so (3.6) holds accordingly. Together this gives
\[
\int_{1/(4x)}^{\infty} g_x(z) \, dz \geq \left( \frac{1}{4x} \right)^{-2r} \int_{1/(4x)}^{3/(4x)} \cos 2\pi x z \, dz
\]
\[
+ \sum_{l=1}^{\infty} \left( \frac{4l + 1}{4x} \right)^{-2r} \int_{(4l-1)/(4x)}^{(4l+3)/(4x)} \cos 2\pi x z \, dz
\]
\[
= -\frac{4^{2r}}{\pi} x^{2r-1}.
\]

Combined with (3.5), and under the constraint \( 0 < x \leq 1/(\sqrt{2} \pi) \), this yields
\[
\sum_{k>1/(4x)} g_x(k) \geq -(\pi + 4r) \zeta(2r) x - \frac{4^{2r}}{\pi} x^{2r-1}
\]
\[
\geq -c_2 \zeta(2r) x^{2r-1},
\]
where \( c_2 > 0 \) is a universal constant.

From these considerations, and recalling that \( \beta_0 + \beta_1 \zeta(2r) = 1 \), for the kernel function we obtain
\[
K(x, 0) = \beta_1 + \beta_2 \sum_{k=1}^{\infty} k^{-2r} \cos 2\pi kx
\]
\[
\geq \beta_1 + \beta_2 \zeta(2r) \left( 1 - \alpha x^{2r-1} \right)
\]
\[
\geq 1 - \alpha x^{2r-1},
\]
where \( \alpha = c_1 + c_2 > 0 \) is a universal constant, and \( 0 \leq x \leq 1/(\sqrt{2} \pi) =: R_0 \).

Remark 3.6. For \( r = 1 \), a closed formula for the kernel is known, we have
\[
K(x, 0) = \beta_1 + \beta_2 \pi^2 \left( \frac{1}{6} - x + x^2 \right).
\]
for \( x \in [0, 1] \), see [25, 25.12.8].

Lemma 3.4 produces unpleasant constants if the smoothness \( r > 1 \) is getting close to 1. This can be avoided by taking the approach from Lemma 3.5, just using

\[
\sum_{0 < k \leq 1/(\sqrt{2}\pi x)} k^{2-2r} \leq \frac{1}{\sqrt{2}\pi x}
\]

instead of some integral approximation. Note that now no factor \((3 - 2r)^{-1}\) will occur. In the end we will get the estimate

\[
K(x, 0) \geq 1 - \alpha x, \quad \text{for } 0 \leq x \leq R_0,
\]

with the same values for \( \alpha \) and \( R_0 \) as in Lemma 3.5.

Larger exponents \( p = 2r - 1 \) will be possible for \( 1 < r < 3/2 \). There we need to conduct a similarly sophisticated study of the oscillating series representing the derivative \( \frac{d}{dx} K(x, 0) \). This, however, comes at the price of unpleasant constants, especially near the critical points 1 and 3/2.

Together with Proposition 3.3, Lemma 3.4 and 3.5 directly lead to the following tractability result.

**Theorem 3.7.** Consider unweighted Korobov spaces \( \mathcal{H}_r^{\text{Kor}}(\mathbb{T}^d) = \mathcal{H}_A(\mathbb{T}^d) \) as described above. For smoothness \( r > 1/2 \), fixing \( \beta_0, \beta_1 > 0 \) such that the initial error is constant 1 for all dimensions, we have polynomial tractability for the uniform approximation with Monte Carlo methods that use linear information, in detail,

\[
n^{\text{ran}}(\epsilon, \mathcal{H}_r^{\text{Kor}}(\mathbb{T}^d) \hookrightarrow L_\infty(\mathbb{T}^d)) \preceq \epsilon^{-2} d (1 + \log d).
\]

The hidden constant may depend on \( r \).

**Remark 3.8** (Loss of smoothness). With the idealized algorithm from Remark 2.4 we lose smoothness 1/2. This points to the non-interpolatory nature of the approximation method we take. In detail, check that the Gaussian process \( \Psi \) associated to \( \mathcal{H}_r^{\text{Kor}} \) (for any equivalent norm) lies almost surely in \( \mathcal{H}_s^{\text{Kor}} \) for \( r - s > 1/2 \), and it is almost surely not in \( \mathcal{H}_s^{\text{Kor}} \) for \( r - s \leq 1/2 \). The argument is similar to that in Remark 2.4, see also [17, Chapter I, §2]. The following picture is a simulation of a 1-dimensional approximation on \( \mathcal{H}_r^{\text{Kor}}(\mathbb{T}) \) with \( r = 1.25, \beta_0 = 0.4, \) and \( \beta_1 = 0.4473... \), and gives an idea of what the approximation looks like. Note that the method \( A_n(f) := \frac{1}{n} \sum_{i=1}^n L_n^r(f) g_i^r \) depends on the chosen norm.
Remark 3.9 (Combined methods). The upper bounds in Theorem 3.7 do not give the optimal order of convergence for the approximation of Korobov functions. The rate of convergence we can guarantee by this is only $e^{\text{ran}}(n) \leq n^{-1/2}$ for $r > 1/2$, where the implicit constant may depend on $d$ and $r$.

In fact, the optimal rate can be determined as

$$(n^{-1} \log n)^{d-1/r} \leq e^{\text{ran}}(n, \mathcal{H}^\text{Kor}_r(\mathbb{T}^d) \hookrightarrow L_\infty(\mathbb{T}^d)) \leq (n^{-1} \log n)^{d-1/r} \sqrt{\log n},$$

with implicit constants depending on $d$ and $r$, see the author's joint paper with Byrenheid and Nguyen [4]. For similar results on $L_q$-approximation $1 < q < \infty$, cf. Fang and Duan [7]. The algorithmic difference is that half of the information budget is spent on collecting exact knowledge about the most important Fourier coefficients, while the remaining Fourier coefficients are collectively covered by the fundamental Monte Carlo method presented in Section 2.1.

3.4 Final Remarks on the Initial Error

For unweighted tensor product problems as in this paper, the assumption of a normalized initial error is crucial for the new approach to work. If not, that is, if

$$e(0, \mathcal{H}(K_1) \hookrightarrow L_\infty(D_1)) = \sup_{x \in D_1} \sqrt{K_1(x, x)} =: 1 + \gamma > 1,$$

then for the $d$-dimensional problem we have an exponentially large initial error

$$e(0, \mathcal{H}(K_d) \hookrightarrow L_\infty(D_d)) = (1 + \gamma)^d,$$

where $K_d$ is the product kernel and $D_d := \times_{j=1}^d D_1$. For the Gaussian field $\Psi$ with covariance function $K_d$ this implies

$$\mathbb{E} \|\Psi\|_\infty \geq \sup_{x \in D_d} \mathbb{E} |\Psi_x| = \sqrt{\frac{2}{\pi}} (1 + \gamma)^d.$$
In this situation Lemma 2.3 can only give an impractical upper complexity bound which grows exponentially in \( d \) for fixed \( \varepsilon > 0 \). However, if the constant function \( f = 1 \) is normalized in \( \mathcal{H}(K_{1}) \), but \( \mathcal{H}(K_{1}) \) is non-trivial and contains more than just constant functions, then \( \sup_{x \in D_{1}} \sqrt{K_{1}(x, x)} > 1 \). This would be contrary to our requirements.

Therefore we must accept that the constant function \( f = 1 \) cannot be a normalized function in \( \mathcal{H}(K_{d}) \) if we want to break the curse for the \( L_{\infty} \)-approximation with the present tools. This stands in contrast to several other often-studied problems:

- Take the \( L_{2} \) approximation of periodic Korobov spaces, see e.g. Novak and Woźniakowski [22, pp. 191–193]. The initial error is 1 iff the largest singular value is 1, so it is natural to let the constant function \( f = 1 \) be normalized within the input space \( \mathcal{H} \).

- Consider multivariate integration over Korobov spaces, see for example Novak and Woźniakowski [23, Chapter 16]. The integral is actually the Fourier coefficient belonging to the constant function. The initial error is properly normalized iff the constant function \( f = 1 \) has norm 1.
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