Solving Perspective-n-Point Problem with Spherical Regression
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Abstract. This paper proposes a spherical regression relaxation solution for perspective-n-point problem. The problem is formulated as a minimization problem using angle error based spherical cost. With the relaxation of scale constraint, translation parameters can be calculated in closed form. Then, rotation parameters are immediately solved in closed form using spherical regression. The scale, translation and rotation parameters are alternatively estimated while keeping the others fixed until convergence. The proposed method is simple and able to cope with arbitrary central camera models. Experiment results show that the proposed method achieves accuracy almost the same as the maximum-likelihood estimator, and its computational efficiency is even comparable with some state-of-the-art non-iterative methods.

1. Introduction

Perspective-n-Point (PnP) is the problem of determining the position and orientation of a calibrated camera given 3D points and their corresponding 2D projections. It is widely used in computer vision, photogrammetry, robotics, and navigation[1].

The minimal PnP problem, P3P, can be solved in closed form[2-4]. It is desirable to consider larger point sets to reduce the sensitivity to noise. The existing solutions for n ≥ 4 can be classified as non-iterative, semi-iterative and full-iterative methods.

Non-iterative methods solved PnP in closed form by using some approximate cost function. Li et al. [5] computed solutions from the stationary points of an algebraic cost function directly (RPnP). Hesch et al. [6] calculated the stationary points of the object space cost using an algebraic geometry solver (DLS). Zheng et al. [7] reduced the object space cost to 2 dimensions (OPnP). Zheng et al. [8] also used the 2D object space cost but divided the parameters space of quaternion into four independent subspaces (ASPnP). Wang et al. used the 2D object space cost to refine the solution of RPnP (SRPnP) [9]. However, from the perspective of the cost function, the object space cost implicitly assigns more weight to the reference points that are far from the camera, that causes biased solutions.

Full-iterative methods treated PnP as a nonlinear least square problem. The default algorithm in OpenCV minimized the reprojection cost with the Levenberg-Marquardt (LM) algorithm. Urban et al. [10] projected the reprojection error to the corresponding tangent space on the unit sphere and then minimized the projected error cost using the Gauss-Newton algorithm (MLPnP). Generally speaking, full-iterative algorithms have two drawbacks, 1) they may get stuck in an inappropriate local minimum if without appropriate initialization. 2) the complex optimization over full parameters lead to computational inefficiency.

To decrease the number of parameters involved in the optimization iteration, semi-iterative methods eliminated some parameters that can be calculated in closed form in advance. Lu et al. [11] eliminated translation and therefore its optimization involved rotation only (LHM). Garro et al. [12] formulated the PnP as the anisotropic orthogonal Procrustes problem to calculate rotation and scales.
(PPnP). However, to our best knowledge, all existing semi-iterative solutions minimize the object space cost thereby giving the aforementioned biased solutions.

This paper proposes a semi-iterative algorithm, which minimizes the sum of squared angle error, or spherical cost, and is able to cope with arbitrary central camera models. This is achieved based on the following facts: 1) As a camera is essentially an angle measurement device, angle error based cost is more reasonable. 2) with the spherical cost, the rotation can be efficiently solved in closed form with the spherical regression. 3) the spherical regression works with 3D direction vectors, thus it is able to cope with arbitrary central camera models.

We will show that the proposed method is better than the non-iterative state-of-the-art methods in terms of accuracy, and is the fastest iterative algorithm, even comparable with some state-of-the-art non-iterative methods.

In the remainder of the paper, the formulation of PnP and the spherical regression model is introduced in section II. The calculation of the optimal translation using the relaxation method and the optimal rotation using the spherical regression, is described in section III. Results of the experiment are given in section IV. In section V, we draw conclusions.

2. Mathematical Formulation

2.1. The PnP Problem

The Perspective-n-Point problem is to compute a rotation \( R \) and a translation \( t \) that map the \( n \) reference points \( p_i \) in the world frame to their corresponding direction unit-vectors \( q_i \) in the camera frame:

\[
\lambda_i q_i = R(p_i + t), i = 1..n
\]

where \( \lambda_i = \|p_i + t\| \) are the length of \( p_i \) in the camera frame.

2.2. The Spherical Regression

The spherical regression model hypothesizes \( N \) fixed unit vectors \( x_i \) and independent random variables \( y_i \) as a distribution with mean \( Rx_i \), where \( R \) is the unknown orthogonal matrix.

Assume that the measurements come from the Von Mises-Fisher distribution with spherical means \( Rx_i \):

\[
y_i \sim \kappa \exp(\kappa y_i^T Rx_i) / \sinh \kappa
\]

where \( \kappa \) is the concentrate parameter of the Von Mises-Fisher distribution.

With independent measurements, the likelihood function for \( R \) is:

\[
\ln L(R) \sim \kappa \text{Trace}(Y^T RX)
\]

where \( Y = (y_1^T, y_2^T, ..., y_N^T)^T \), \( X = (x_1^T, x_2^T, ..., x_N^T)^T \).

The spherical regression of the Von Mises-Fisher distribution says that[13]:

**Theorem 1** if \( R \in O(n) \) or \( \det(UV^T) = 1 \) then the unique maximization likelihood estimate of \( R \) is \( \hat{R}_{\text{sl}} = UV^T \). Otherwise, \( \hat{R}_{\text{sl}} = \text{Vdiag}(1,1,...,1)U^T \), which is unique if the smallest singular value of \( A \) is nondegenerate, where \( U\Sigma V = \text{svd}(A), A = XY^T \).

3. Optimal Rotation and Translation

The optimal rotation \( R' \) and translation \( t' \) are found by minimizing the sum of squared residuals \( r_i \) (\( i = 1..n \)).
\[ \{R^*, t^*\} = \arg \min_{R \in SO(3)} \sum_{i=1}^{n} \|v_i^* - \sum_{i=1}^{n} R^T q_i - \lambda_i^{-1} (p_i + t) \| \]  

(4)

Relaxing the scale constraints \( \lambda_i \) as a free parameter [6], the optimal translation parameters can be calculated immediately:

\[ t = \left( \sum_{i=1}^{n} \lambda_i^{-2} \right)^{-1} \left( \sum_{i=1}^{n} \lambda_i^{-1} \left( R^T q_i - \lambda_i^{-1} p_i \right) \right). \]  

(5)

Combining 错误！未找到引用源。 and 错误！未找到引用源。, we obtain:

\[ \sum_{i=1}^{n} \| v_i^* \| = \sum_{i=1}^{n} \| R^T m_i - n_i \| \]  

(6)

where \( m_i = q_i - \lambda_i^{-1} \left( \sum_{i=1}^{n} \lambda_i^{-2} \right)^{-1} \left( \sum_{i=1}^{n} \lambda_i^{-1} q_i \right) \), \( n_i = \lambda_i^{-1} p_i - \lambda_i^{-1} \left( \sum_{i=1}^{n} \lambda_i^{-2} \right)^{-1} \left( \sum_{i=1}^{n} \lambda_i^{-2} p_i \right) \).

错误！未找到引用源。 can be reformulated as

\[ \{R^*\} = \arg \max_R \text{Trace}(M^T RN) \]  

(7)

where \( N = (n_1^T, n_2^T, ..., n_n^T)^T \) and \( M = (m_1^T, m_2^T, ..., m_n^T)^T \).

错误！未找到引用源。 is of the form of 错误！未找到引用源。 and only depends on \( \lambda_i \). With fixed \( \lambda_i \), the PnP problem is reduced to the spherical regression of the Von Mises-Fisher distribution.

Now, unknowns \( \lambda_i \), \( t \) and \( R \) are estimated iteratively in such a way, like in the LHM and PPnP, that each variable is alternatively calculated while keeping the others fixed. The algorithm can be summarized as follows:

**Algorithm 1. Spherical Perspective-n-Point (SPnP)**

1. \( \lambda_i = 1 \).
2. \( R = U \text{diag}(1,1,\det(UV^T))V^T \), \( U S V^T = \sum_{i=1}^{n} m_i n_i^T \),
   \[ m_i = q_i - \lambda_i^{-1} \left( \sum_{i=1}^{n} \lambda_i^{-2} \right)^{-1} \left( \sum_{i=1}^{n} \lambda_i^{-1} q_i \right) \],
   \[ n_i = \lambda_i^{-1} p_i - \lambda_i^{-1} \left( \sum_{i=1}^{n} \lambda_i^{-2} \right)^{-1} \left( \sum_{i=1}^{n} \lambda_i^{-2} p_i \right) \].
3. \( t = \left( \sum_{i=1}^{n} \lambda_i^{-2} \right)^{-1} \left( \sum_{i=1}^{n} \lambda_i^{-1} \left( R^T q_i - \lambda_i^{-1} p_i \right) \right). \)
4. \( \lambda_i = \| p_i + t \| \).
5. Iterate over steps 2,3,4 until convergence.

One might recognize in this alternation between computing pose and distance a resemblance of the PPnP algorithm.

4. Experiment Results
We compare the proposed algorithm with the following algorithms in terms of accuracy and execution time: 1) RPnP[5], a non-iterative method using an algebraic cost. 2) MLPnP[10], a iterative method using the reprojection error projected to the tangent space of the unit sphere. 3) EPnP+GN[14], a non-iterative algorithm using an algebraic cost with iterative Gauss-Newton refine. 4) OPnP[7], ASPnP[8], and SRPnP[9], all of them are non-iterative algorithms using the 2D object space error. 5) PPnP[12] and LHM[11] are semi-iterative method using the object space cost. 6) BA[15], traditional bundle adjustment using the reprojection cost.

All the codes of the chosen algorithms are publicly available codes from their paper’s author. We do not modify these codes except feeding and collecting data. For the sake of fairness, when comparing the accuracy and execution time, all algorithms that need initialization are initialized using the DLT[16] algorithm.

A virtual camera with a focal length 800 pixels and image resolution 640x480 pixels is used. The 3D reference points are randomly generated in the camera frame in the range of \([-2, 2] \times [-2, 2] \times [4, 8]\).

4.1. Translation and Rotation Errors

Fig. 1 shows the mean rotation error and position error against the number of reference points changes from 100 to 1000. The translation and rotation errors are defined as \(e_t = \|\mathbf{t} - \mathbf{t}_{\text{true}}\|\) and \(e_R = \|\log(\mathbf{R}/\mathbf{R}_{\text{true}})\|_F\), respectively, where \(\|\|_F\) is Frobenius norm. For each number of reference points, the experiment is repeated 1,000 times independently.

As shown in Fig. 1, both the mean rotation error and position error decrease as the number of reference points increase. LHM and PPnP overlap OPnP because they all use the object space error. The smallest error of BA verifies that the reprojection error is the gold standard. The overlap of SPnP and BA proves the similarity of the spherical error and the reprojection error.

4.2. Execution Time

Fig. 2 shows the execution time as the number of reference points increases from 100 to 1000 on a laptop with Windows 7, Intel i7 4720HQ 2.6G, 8G RAM, and Matlab R2018a.

As shown in Fig. 2, EPnP, ASPnP and RPnP run fastest because of the algebraic error. SPnP comes after RPnP that makes SPnP the fastest iterative algorithm. This could be due to the effectiveness of the spherical regression and the simplicity of SPnP.
5. Conclusion
The contribution of this paper is both theoretical and practical. On the theoretical side, it establishes the theoretical connection between spherical regression and perspective-n-point problem, which leads to the relaxation method. The spherical regression’s ability to work with 3D direction vectors enables the proposed method to cope with arbitrary central camera models. The similarity between the spherical error and the reprojection error makes the accuracy of the proposed method almost the same as the maximum-likelihood estimator. On the practical side, the effectiveness of the spherical regression and the simplicity of the proposed method result in high computational efficiency. The proposed method can be used for camera pose determination in computer vision, photogrammetry, robotics, virtual reality and navigation. In future work, we will try to generalize the proposed method to anisotropic noise case.
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