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Abstract

It is well recognized that creating summaries of scientific texts can be difficult. For each given document, the majority of summarizing research believes there is only one best gold summary. Having just one gold summary limits our capacity to assess the effectiveness of summarizing algorithms because creating summaries is an art. Likewise, because it takes subject-matter experts a lot of time to read and comprehend lengthy scientific publications, annotating several gold summaries for scientific documents can be very expensive. The shared task known as the Multi perspective Scientific Document Summarization (Mup) is an exploration of various methods to produce multi-perspective scientific summaries. Utilizing Graph Attention Networks (GATs), we take an extractive text summarization approach to the issue as a kind of sentence ranking task. Although the results produced by the suggested model are not particularly impressive, comparing them with the state-of-the-arts demonstrates the model’s potential for improvement.

1 Introduction

A summary is a clear and accurate representation of the input text that distills the main ideas from the source. It is important to maintain the text’s inter-word and inter-sentence reliance. A novel method for ascertaining an article’s main objective is text summarization. The article summary assists users in rapidly determining whether a paper is pertinent to their study areas and focusing on them. Regardless of the type of documents that need to be summarized, there are two methods for automatic text summarization: extractive and abstractive. While abstractive summarization attempts to recreate the key content in a fresh way after interpreting and analyzing the text with more sophisticated techniques, extractive summarization is based on identifying important sections of the text and producing a subset of the sentences from the original text (Kadriu and Obradovic, 2021; El-Kassas et al., 2021; Syed et al., 2021; Magdum and Rathi, 2021).

For news articles, automatic summary has recently produced impressive results; nevertheless, summarizing scholarly publications has gotten less attention (Yasunaga et al., 2019; Cohan and Goharian, 2018; Patil et al., 2022; Huang et al., 2021). Published papers differ from other sorts of material, including news, in a few key respects. They are typically longer and feature more complex subjects and technical jargon. Scientific publications are also citeable and contain citations. Additionally, these documents usually contain tables, charts, and figures, which complicates the summary process. Last but not least, another characteristic of scientific publications is that they may have unintended effects after being published.

The majority of the current research on scientific document summarization assumes only one optimal gold summary. Because creating summaries is a subjective process, having only one perfect summary makes it difficult to assess how well summarization systems are working. On the other hand, annotating several gold summaries for scientific publications can be quite expensive because it calls for specific topic experts to read and comprehend lengthy scientific documents.

As the first collaborative activity, Multi Perspective Scientific Document Summarization aims to investigate techniques for producing multi-perspective summaries. In this attempt, we proposed a model using Graph Attention Networks (GATs) with data preparation based on transformers to deal with the issue.

The remainder of this paper is organized as follows. Recent related work is presented in the next section. Sections 3 and 4 are dedicated to the model explanation and the experiments’ results, respectively, and finally, the paper is ended by Section 5 as a conclusion.
2 Related Work

Although scientific document summarization has been studied for a long time, there are still many outstanding questions about how to do it effectively Paice (1980); Elkiss et al. (2008); Lloret et al. (2013). Liu and Lapata (2019) has reported on the state-of-the-arts’ results in abstractive and extractive summarization in the general text domain (news). The authors used pretrained encoders to build their summarizers and provided a two-stage technique in which the encoder is fine-tuned twice, once for extractive summarizing and once for abstractive summarizing. No official model that can provide a reasonable level of data independence has been mentioned (Kadriu and Obradovic, 2021).

By choosing important passages from a text and replicating them word for word, extractive summarization creates a subset of the original text’s phrases. On the other hand, an abstractive summarizer recreates crucial content in a new way after reading and analyzing the text using sophisticated natural language algorithms to create a new shorter text that offers the most important information from the original one El-Kassas et al. (2021); Patil et al. (2022); Syed et al. (2021).

From another perspective, scientific paper summarization may be classified into two types: Summarization based on Content or Citation Sefid and Giles (2022); Khurana and Bhatnagar (2022). The summarizer just accepts the content of a document as input in content-based summarizing. In citation-based summarization, along with the original paper’s content, external knowledge in the form of citations is also leveraged. The community has given those citations for the paper at hand. The majority of current studies in this domain are of the second category. Nevertheless, being cited by other research works is required here, which means that newly published papers may not be accurately summarized in their initial days of publication. Qazvinian and Radev (2008) proposed one of the first models for the scientific text summarization task. They suggest a clustering method where communities are generated in the lexical network of the citation summary and sentences are retrieved from various clusters. They claimed that, for this particular issue, their method outperforms LexRank, one of the most widely used multi-document summarizing algorithms. ScisummNet,(Yasunaga et al., 2019), is a large annotated corpus for scientific paper summarization considering the papers’ citations. This dataset is suitable for data-driven approaches due to its size. Besides the corpus, the author presented a graph convolutional network for the paper summarization. An et al. (2021) used the citation graph to improve the work of summarizing scientific papers. In order to produce the final abstract, summarization algorithms specifically can find relevant data from the relevant research community from the citation graph, in addition to using the document information from the original publication. Additionally, they created a novel citation graph-based model that takes into account both the features of an article and its references. SciSummpip (Ju et al., 2020), is another unsupervised paper summarization pipeline which uses a transformer-based language model for contextual text representation and PageRank for sentence selection. Cachola et al. (2020), proposed a model to generate summaries for long papers. They used high source compression in their system for creating summaries, which entails complicated domain-specific language that needs to be understood by experts. SciBERTSUM (Sefid and Giles, 2022), is another model designed for summarizing lengthy texts, such as scientific publications with more than 500 sentences. By 1) incorporating a section embedding layer to include section information in the sentence vector and 2) employing a sparse attention mechanism, which allows each sentence to pay attention to nearby sentences locally while only a small number of sentences pay attention to all other sentences globally, SciBERTSUM extends BERTSUM to long documents. Another scientific document summarization system is proposed by Mishra et al. (2022). They introduced a new approach for summarizing scientific documents that makes use of multi-objective differential evolution. Making use of citation contextualization, different important sentences are first retrieved. The idea of multi-objective clustering is used to further group these sentences. Ibrahim Altmami and El Bachir Menai (2022), summarized almost all the recent works in the domain of scientific article summarization. They categorized the work based on different factors and reported the achieved results in terms of popular evaluation metrics.

3 Proposed Model

We adopted an extractive summary technique for the MuP shared task. For this, we generate a graph for each article after selecting the three sentences
that are closest to the each summary sentences based on the cosine similarity between the their sentence embeddings. The oracle rank is defined as the normalized average cosine similarity score between each sentence and the provided summaries’ embeddings. Figure 1 demonstrates the suggested model.

3.1 Graph Attention Networks

A particular kind of convolutional neural network called a "graph convolutional network" (GCN) may operate directly on graphs and benefit from their structural data. The fundamental tenet of GCN is that we gather feature information about each node from all of its neighbors as well as the feature itself. It resolves the issue of categorizing nodes in graphs (like citation networks) where labels are only accessible for a small portion of nodes (such as documents) (semi-supervised learning) (Zhang et al., 2019). The normalized sum of the node features of neighbors is what is produced for GCN by a graph convolution process as Formula 1.

$$h_i^{(l+1)} = \sigma \left( \sum_{j \in N(i)} \frac{1}{c_{ij}} W^{(l)} h_j^{(l)} \right)$$  \hspace{1cm} (1)

Where $N(i)$ is the set of its one-hop neighbors, $c_{ij} = \sqrt{|N(i)|} \sqrt{|N(j)|}$ is a normalization constant based on graph structure, $\sigma$ is an activation function (e.g. ReLU), and $W^{(l)}$ is a shared weight matrix for node-wise feature transformation.

The attention mechanism is a replacement for the statically normalized convolution operation in Graph Attention Networks (GATs) (Figure 2).

The equations to calculate the node embedding of layer $l+1$, $h(l+1)$, from its layer $l$ embeddings are listed below (Veličković et al., 2018).

$$z_i^{(l)} = W^{(l)} h_i^{(l)}$$
$$e_{ij}^{(l)} = \text{LeakyReLU}(\alpha^{(l)} \sigma(z_i^{(l)} || z_j^{(l)}))$$
$$\alpha_{ij}^{(l)} = \frac{\exp(e_{ij}^{(l)})}{\sum_{k \in N(i)} \exp(e_{ik}^{(l)})}$$
$$h_i^{(l+1)} = \sigma(\sum_{j \in N(i)} \alpha_{ij}^{(l)} z_j^{(l)})$$

The main concept behind using GAT was to choose the most essential phrases based on inter-sentence relationships within the articles, using the attention mechanism to concentrate on more effective sentences.

3.2 Evaluation

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) was presented as an automated evaluation approach in 2003. It is a series of metrics based on the similarity of n-grams\(^1\). Other ROUGE scores include ROUGE-L, which is a longest common sub-sequence measure, and ROUGE-SU4, which is a bigram measure that allows at most four unigrams inside bigram components to be skipped (ROUGE, 2004). In this task, the intrinsic evaluation using the ROUGE-1, -2, and -L metrics is applied. The final ranking also takes into account the average of the ROUGE-F scores achieved against the various summaries.

4 Experiments

The datasets made available by the task organizers were used for all of the experiments. We made use of two-layers GATs implemented with the Pytorch-Geometrics library with 10 epochs and a learning

\(^1\)A sub-sequence of n words from a particular text is referred to as an n-gram.
rate of 0.0001 to train the suggested model. Applying the trained model on new data, the highly ranked sentences are selected as

4.1 Data preparation

In the first step, we prepared data to be used for graph generation. For this purpose, for each sentence of available summaries, the most similar 3 sentences to each summary sentence from the input article are taken as the graph nodes. The cosine similarity between the embeddings of body sentences and provided summary sentences is used as similarity metrics. Two pretrained transformer-based language models, SPECTER (Cohan et al., 2020) and all_mpnet_v2, are utilized to generate the sentence embeddings. The duplicate sentences are also ignored. The sentence embedding, which has a length of 768, is regarded as a node feature for each node. In addition, the dot product between the relevant pairs of nodes is used as a feature for the edges.

4.2 Results

Tables 1 and 2 demonstrate the obtained results by applying the trained model on development and test datasets respectively. The tables show that the results on development data are marginally superior to the test data. Since for test data, there was no available summaries, we made use of the abstract’s sentences as provided summaries in graph sentence selection and graph creation processes. Lower test data findings could be attributed to this. We experimented with SAGE, GCN, and other forms of graph neural networks in addition to GATs, but the results were not any better than those that had already been reported.

5 Conclusion

In this study, we used Graph Attention Networks to perform the Multi-Perspective Scientific Documents summary problem while adhering to the extractive summarization methodology. We first chose the three sentences from the input article that most closely resembled each summary sentence to produce the graphs for our node ranking task. Then, using each selected sentence as a node, the sentence embedding produced by the pretrained transformer-based language model is taken as the node features, and the dot product between the pairs of nodes is taken as the corresponding edge feature. Because of the discrepancy between the results published by other teams and the ones obtained by the suggested model, it can be inferred that preprocessing techniques and the use of external knowledge may improve the results.
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