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Abstract: This article employed the ARCH, GARCH and EGARCH models to model the oil price volatility and macroeconomic variables in South Africa for the period 1990Q1 to 2018Q2. The macroeconomic variables used in the study are GDP, inflation, interest rate and exchange rates. According to ARCH (1) and GARCH (1, 1) models, exchange rate and interest rate have a negative effect on the oil price, while GDP and inflation suggesting a positive effect. The results for GDP and inflation imply that a 1\% increase in GDP and inflation may lead to an increase in oil price. The negative effect on interest rate and exchange rate led by their negative values implies that a 1\% increase in interest rate and exchange rate may lead to a decrease in oil price. The EGARCH (1, 1) model revealed that oil price is negatively affected by all the macroeconomic variables. This implies that a 1\% increase in these variables may lead to a decrease in oil price. The symmetric and asymmetric techniques revealed that the South African oil prices are volatile. The article recommends that South African policy makers should have a view on the impact of oil price volatility on the South African economy.
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PUBLIC INTEREST STATEMENT

The oil price volatility remains of high concern as it continue to affect the livelihood of the poor. The rise in oil price affects a lot of other macroeconomic variable including petrol price and the general price of goods and services. To a lay person, it is about how this will affect the price of bread. This study investigated the relationship between oil price volatility and selected macroeconomic variables in South Africa. It observes how the unit increase in one variable may affect the rest of the other variables. The study found that a unit increase in GDP and inflation may lead to an increase in oil price. Moreover, a unit increase in interest rate and exchange rate may lead to a decrease in oil price. It is mostly dependent on the model used to realise a particular set of results. The ARCH and GARCH models depicted a positive and negative relationship between oil price volatility and macroeconomic variables. EGARCH displayed a negative relationship.
1. Introduction
Numerous studies have been conducted previously on oil price volatility as it is one of the causes for grief on the impact of economy in South Africa due to the fluctuation of the price. However, the focus of the current study is on modelling the oil price volatility with the macroeconomic variables such as gross domestic product (GDP), inflation, exchange rate and interest rate using the general autoregressive conditional heteroskedasticity (ARCH, GARCH, and EGARCH) models.

Lipsky (2009) defined oil price as being more unstable than the price of any other commodity or asset. Adelman (2000) also stated that crude oil prices have been more volatile than any other commodity price (although in principle it ought to be less volatile). Nevertheless, it is empirically recognised that oil price is one of the most volatile prices that has a significant impact on macroeconomic behaviour of various developing and developed economies (Guo & Kliesen, 2005).

The crude oil market is significantly larger than that for any other commodity, both in terms of physical production and financial market (Dunn & Holloway, 2012). Sadorsky (2006) stated that crude oil is an essential commodity of modern economies and it can be used as a source of energy or as a source of raw materials. Its components are used to manufacture almost all chemical products, such as plastics, detergents, paints, and even medicines (Wintershall, 2014). Unrefined petroleum is also identified as one of the most important natural resource which is greater than any other commodity.

Brent crude oil around the world is mostly supplied from the Middle East. However, oil is frequently traded on the financial markets and only a small portion/fraction of contracts are set for actual physical delivery. The biggest contributors or main suppliers to South Africa's crude oil imports are as follows: Saudi Arabia (40%), Nigeria (30%), Angola (16%) and Iran (4%). Crude oil is among the main sources of energy, and one of the most important and widely traded commodities that affects the global economy and international trade (Milonas & Henker, 2001). Hence, crude oil around the world is mostly supplied from the Middle East, whereas in Africa, the major oil producers include Nigeria, Angola, Algeria Egypt and Libya (Sahu et al., 2008).

The South African economic growth depends on imported oil and this leads to the country's oil price volatility. In addition, the oil price volatility and the macroeconomic variables can lead to instability that would affect the South African economic growth; hence the country has a high demand for oil to be imported. Wakeford (2008) argued that an increase in oil prices generated increases in inflation, interest rates as well as exchange rates, however, this increase also lead to an increase of import prices of oil to South Africa. The article investigates the relationship between the oil price volatility and macroeconomic variables in South Africa.

The rest of the article is organised as: Section 2 presents the literature review, Section 3 presents the research methodology, Section 4 discussed the data analysis and interpretation of results and Section 5 presents the conclusion.

2. Literature review
The article reviews the appropriate empirical studies conducted using the GARCH type models. Jin (2008) conducted a comparative study between linear and nonlinear GARCH models on the impact of oil price shock and exchange rate volatility on the economic growth. The study found the economic growth was led by the increase in oil prices in China and Japan while Russia’s economic growth resulted in a positive impact. However, a 10% surplus on the international prices of oil was linked with a 5.2% growth of Russia’s GDP and a decline of 1.1% on Japan’s
GDP. Therefore, the increase of real exchange rate assumed a positive relationship to Russia's GDP, and China's and Japan's GDP resulted in a negative relationship.

The study by Wei et al. (2010) captured the volatility features of two crude oil markets, these being Brent and West Texas Intermediate (WTI). The study used daily prices data ranging from 6 January 1992 to 31 December 2009 with the linear and nonlinear GARCH models. However, it revealed that the non-linear GARCH models are capturing long memory and/or asymmetric volatility and show more superior forecasting accuracy than the linear models, particularly in volatility forecasting of about 5 or 20 days. The study further indicated that the linear model and other models cannot consistently outperform each other, except the nonlinear models.

The study by Kutu and Ngalawa (2017) modelled the volatility of South Africa's exchange rate amidst global shocks using the symmetric GARCH model and asymmetric Exponential Generalised autoregressive conditional heteroscedasticity (EGARCH). The study found that the asymmetric EGARCH model outperforms the symmetric GARCH model and should be suggested to policy-makers in South Africa. The result of the study also showed that the global shocks affect the exchange rate of South Africa.

Aye et al. (2014) analysed the impact of oil price uncertainty on manufacturing production of South Africa. The bivariate GARCH-in-mean-VAR model was used and the results showed that oil price uncertainty have a significant negative impact on manufacturing production. The study also detected that the responses of manufacturing production to positive and negative shocks are asymmetric.

The study by Agnolucci (2009) compared the predictive capability of two methods that can be utilized to forecast volatility using the daily returns of generic light sweet crude oil from WTI (31 December 1991 to 2 May 2005). The study utilised the GARCH-type models and an implied volatility model. Agnolucci (2009) concluded that the GARCH-type seemed to perform better as the implied volatility and shocks to the conditional variance of the series were found to be highly persistent.

Narayan et al. (2007) investigated the crude oil price volatility using the EGARCH model. The study used the daily price data ranging from 3 August 1991 to 5 August 2006. The results for this period showed evidence that the shocks have permanent effects and asymmetric effects on volatility. Ramzan et al. (2012) modelled exchange rate dynamics in Pakistan using the monthly data from 1981 July to May 2010. The study used the GARCH family models. The study findings showed that GARCH (1, 2) was the best as opposed to EGARCH (1, 2) model. However, the GARCH (1, 2) model was used to remove the persistence in volatility while EGARCH (1, 2) successfully overcame the leverage effect in the exchange rate returns under study. In conclusion, the study found that the GARCH family of models captures the volatility and leverage effect in the exchange rate returns and gives fairly good forecasting performance for the model.

3. Methodology
The article utilised secondary quarterly time series data ranging from January 1990 to June 2018 and it has 114 observations. The data were obtained from the South African Reserve Bank (SARB) and the Department of Trade and Industry (DTI). The statistical software used to analyse the data are Statistical Analysis System (SAS 9.3), E-views version 8 and R-packages (R x64 3.0). The variables used in the article are oil price and the four selected macroeconomic variables (GDP, inflation, exchange rate, and interest rate). The variables were selected based on their importance to the oil price in the South African context.

Several macroeconomic and financial time series are nonstationary in nature. Therefore, it is important to test whether the variables are stationary or not. One of the reasons for testing for stationarity is to avoid spurious results, to show time series plots that determine the behaviour of random variables and to evaluate whether the properties of the series are not violated (Baumohl & Lyocsa, 2009). The presence of unit root in this article is tested using the Augmented Dickey–Fuller
(ADF) test (1979) and Phillips-Perron (PP) test (1988). After determining the order of integration of the variable, the next step is to determine whether there is a presence of heteroscedasticity using the ARCH model. The general form of the ARCH (q) model is given as:

\[ r_t = \mu + \varepsilon_t, \quad t = 1, \ldots, T \]  

(1)

where T is number of observations, \( \varepsilon_t \) represents residuals and \( \mu \) is the mean of the time series \( (r_t) \). However, the residual process of ARCH model indicates that the residuals are assumed as:

\[ \varepsilon_t = \sigma_t z_t, \quad z_t \mathcal{N}(0, 1) \]  

(2)

The series of \( \sigma_t^2 \) is then modelled as:

\[ \sigma_t^2 = \alpha_0 + \alpha_1 \varepsilon_{t-1}^2 + \ldots + \alpha_q \varepsilon_{t-p}^2 \]  

(3)

where \( \alpha_i > 0, \ i > 0 \) and \( \alpha_0 > 0 \). The model assumption is that \( \varepsilon_t \) are assumed to follow a standard normal, Student’s t-test or generalized error distribution (Tsay, 2005). In order to capture the volatility in the series used in the article, the symmetric GARCH model proposed by Bollerslev (1986) and Taylor (1986) was then applied. Bollerslev (1986) and Taylor (1986) are of the view that the symmetric GARCH model better captures the volatility in a return series than the ARCH model. The GARCH (p,q) model which is defined and expressed as:

\[ h_t^2 = c + \varepsilon_{t-j}^2 + h_{t-j}^2 \]  

(4)

where \( h_{t-1}^2 \) indicates the variance, \( \varepsilon_{t-j}^2 \) is the squared error for the period \( j \), \( \varepsilon_t \) is the residual coefficient, \( t \) denotes time, while \( j \) denote the number of lags, \( c \) being the intercept, \( \varepsilon_{t-j}^2 \) represent the ARCH terms and \( h_{t-j}^2 \) is the GARCH terms. However, the residual coefficient \( \varepsilon_{t-j} \) and the intercept \( (c) \) in the Equation (4) have to be more than zero in order to ensure a positive variance (Reider, 2009).

To capture the asymmetric response of volatility in the series, the EGARCH (p,q) model introduced by Nelson (1991) was then computed. This model is a discrete-time estimate to a continuous-time stochastic volatility process that is expressed in a form of logarithms and conditional volatility that is certain to be positive without any limitations on the parameters (Nelson, 1991). The EGARCH (p,q) model is computed using the following equation:

\[ \log \sigma_t^2 = \omega + \beta_t g(z_t-k) + \alpha_t \log \sigma_{t-k}^2 \]  

(5)

where \( \sigma_t^2 \) is the conditional variance, \( \omega \) is a constant parameter, \( \beta_t \) indicates the past coefficient, \( p \) is the order of the ARCH component model while \( q \) is the order of the GARCH component model, \( \beta_t g(z_t-k) \) represent the fixed variance from the past period where \( z_t \) is the standard normal variable. Moroke (2005) suggested that the diagnostics checks must be computed to determine the model adequacy after model estimation is done. Therefore, in this article, the normality test, Portmanteau test and Lagrange Multiplier (LM) test are used to determine the model adequacy.

4. Results and discussion
This section of the article presents the results of the data analysis and the discussion of the results obtained from the data analysis. Table 1 below presents the results of the descriptive statistics. The descriptive statistics are used to describe the dataset used in the study.
According to the results in Table 1, the p-value of the Jarque-Bera (JB) test statistic for all the variables except GDP are less than 5% significance level, whereas the p-value for GDP is significant at 10% level of significance. Therefore, it is concluded that all variables are not normally distributed. The results also revealed that the oil price has the highest mean value of 73.453 as compared to other variables. The standard deviation of oil price and GDP are higher than their mean values, indicating that the two variables have been unstable and high throughout the sample period. Figure 1 below presents the graphical presentation of the dataset.

According to Figure 1 above, the plot of the oil price seem to be nonstationary with values revolve around zero line, though around 2006 and 2010, there is a large increase, which means by that time there was a lot of oil price volatility effect in the country. The plot of the interest rate seems to be non-stationary since it measured decreasing trends which started on the year 1999. On the other hand, the GDP series appears to have an irregular pattern throughout the sample period. The exchange rate series revealed an upward cyclical trend from 1990 onwards. This upward trend could be the result of democracy on the South African economy based on the country’s exchange rate as the country’s trade with other countries favours the economy. The Inflation series shows a disturbance between the years 2003 and 2005, which rotated around zero. Furthermore, the recession that happened in 2009 could have also influenced disturbances. By eye inspection, it is concluded that the variables seems to be nonstationary. The formal test for stationarity was then computed and the results are presented in Table 2 below.

Table 2 above presents the summary of the results for the ADF and PP tests. The results revealed that oil price, inflation and GDP are stationary at level, while interest rate and exchange rate are nonstationary. However, all the variables became stationary at first difference. This means that the variables are integrated to order 1. The following Figure 2 presents the residual series plot of the variables.

Figure 2 above illustrates the time series plots for the parameter estimations. The series are described by random/irregular, quick changes and are said to be unstable (volatile). The instability appears to change over time as well. For instance, oil price encounters a generally calm period from 1990 to 2006, whereas from 2006 to 2009, it shows an irregular volatility increase trend. On the other hand, exchange rate gives an increasing trend and interest rates a decreasing trend from 1990Q1 to 2018Q2. However, GDP provides similar periods of relative calm followed by increased
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|                | Oil   | Interest rate | Inflation | GDP  | Exchange rate |
|----------------|-------|---------------|-----------|------|---------------|
| Mean           | 73.453| 10.715        | 7.219     | 0.578| 7.240         |
| Median         | 34.547| 10.833        | 6.367     | 0.621| 6.999         |
| Maximum        | 1,213.483| 21.687     | 16.167    | 1.837| 15.857        |
| Minimum        | 11.487| 5.000         | 0.433     | -1.530| 2.534         |
| Std. Dev.      | 148.070| 4.382        | 3.551     | 0.681| 3.727         |
| Skewness       | 5.793 | 0.373         | 0.774     | -0.529| 0.543         |
| Kurtosis       | 39.609| 1.928         | 3.187     | 3.040| 2.658         |
| Jarque-Bera    | 7,003.771| 8.097      | 11.539    | 5.330| 6.156         |
| Probability    | 0.000 | 0.018         | 0.003     | 0.070| 0.046         |
| Sum            | 8,373.661| 1,221.474   | 822.933   | 65.890| 825.331       |
| Sum Sq. Dev.   | 2,477.493| 2,170.131   | 1,425.149 | 52.472| 1,209.850     |
| Observations   | 114   | 114           | 114       | 114  | 114           |
volatility and drops throughout. The ARCH model was also computed to determine the presence of ARCH effects and the result are summarised in Table 3 below.

According to the results in Table 3, the ARCH (1) model is estimated as:

\[
\text{OIL} = 148.302 + 61.401 \times \text{GDP} + 13.364 \times \text{INF} - 16.253 \times \text{IR} - 5.453 \times \text{ER}
\]  (6)

Equation (6) illustrates the ARCH (1) model for oil price. According to the results, exchange rate and interest rate have a negative effect on oil price. However, GDP and Inflation have positive coefficients, suggesting that each 1% increase in GDP and inflation leads to an increase in oil price. The ARCH (1) effect is statistically significant with probability value less than the 5% level of significance. Therefore, the equation for oil price could be modelled using the GARCH and EGARCH techniques and the results are presented in Table 4 below.

Table 4 presents the parameter estimation results of the GARCH and EGARCH model. Based on the results, the following GARCH (1, 1) model was formulated:

\[
\text{OIL} = 229.311 + 28.577 \times \text{GDP} + 5.721 \times \text{INF} - 16.127 \times \text{IR} - 7.584 \times \text{ER}
\]  (7)

The GARCH (1, 1) model in Equation (7) stated above is formed to determine relationships between the variables. According to the results, exchange rate and interest rate have negative values that propose a negative effect on oil price, while GDP and inflation suggest a positive effect. The GDP and inflation results propose that a 1% increase in GDP and inflation leads to an increase in oil price. However, the negative effect on interest rate and exchange rate led by its negative values implies that a 1% increase in interest rate and exchange rate may lead to a decrease in oil price. The results are in line with the study by Mirchandani (2013), who found
| Variables   | Level of test | ADF test statistic | p-value | PP test statistic | p-value | Conclusion |
|------------|---------------|--------------------|---------|------------------|---------|------------|
| Oil        | Level         | -7.707             | 0.000   | -7.821           | 0.000   | Stationary |
|            | 1st Difference| -8.930             | 0.000   | -52.828          | 0.000   | Stationary |
| Interest rate | Level       | -2.019             | 0.279   | -1.702           | 0.428   | Nonstationary |
|            | 1st Difference| -6.416             | 0.000   | -5.873           | 0.000   | Stationary |
| Inflation  | Level         | -2.929             | 0.045   | -2.248           | 0.191   | Nonstationary |
|            | 1st Difference| -5.085             | 0.000   | -7.082           | 0.000   | Stationary |
| GDP        | Level         | -5.327             | 0.000   | -5.314           | 0.000   | Stationary |
|            | 1st Difference| -8.901             | 0.000   | -30.598          | 0.000   | Stationary |
| Exchange rate | Level      | -0.721             | 0.000   | -0.907           | 0.783   | Nonstationary |
|            | 1st Difference| -8.528             | 0.000   | -8.528           | 0.000   | Stationary |
However, in this case the interest value is negative and this may depress the foreign investors, as interest rate is one of the macroeconomic variables that has an effect on oil price volatility which attracts investors. In addition, the coefficients of the $\alpha$ and $\beta$ parameters are 11.838 and $-0.000$, respectively. The $p$-value of $\alpha$ is found to be statistically significant, while the $p$-value of $\beta$ is statistically insignificant. This means that there are ARCH effects and there are no GARCH effects. The sum of $\alpha$ and $\beta$ is found to be greater than 1. This means that the oil price in South Africa is volatile.

According to results in Table 4, the EGARCH model is formulated as:

$$OIL = 125.816 - 0.734(GDP) - 0.386(INF) - 7.228(IR) - 2.029(ER)$$  \(8\)

The results for the EGARCH (1, 1) model presented in Equation (8) shows a negative effect on all the macroeconomic variables (GDP, inflation, interest rate and exchange rate) on oil price. This implies that a 1% increase in the macroeconomic variables may lead to a decrease in oil price. The $p$-values for the $\alpha$ and $\beta$ coefficients are found to be statistically significant at 0.05 level of significance. The sum of $\alpha$ and $\beta$ coefficient is $>1$, which means that the oil price in South Africa is volatile. Table 5 summarise the diagnostic test results.
Table 4. Parameter estimation results of the GARCH and EGARCH model

| Model  | Variables | Coefficient | Std. Error | z-Statistic | Prob. |
|--------|-----------|-------------|------------|-------------|-------|
| GARCH  | GDP       | 28.577      | 1.197      | 23.869      | 0.000 |
|        | Inflation | 5.721       | 0.330      | 17.343      | 0.000 |
|        | Interest rate | -16.127  | 0.258      | -62.615     | 0.000 |
|        | Exchange rate | -7.584    | 0.037      | -206.236    | 0.000 |
|        | C         | 229.311     | 1.943      | 118.019     | 0.000 |
|        |           |             |            |             |       |
|        | C         | 4.550       | 28.399     | 0.160       | 0.873 |
|        | β         | -0.0004     | 0.000      | -0.818      | 0.413 |
| EGARCH | GDP       | -0.734      | 1.045      | -0.703      | 0.482 |
|        | Inflation | -0.386      | 0.380      | -1.014      | 0.311 |
|        | Interest rate | -7.228    | 0.414      | -17.470     | 0.000 |
|        | Exchange rate | -2.029    | 0.259      | -7.820      | 0.000 |
|        | C         | 125.816     | 3.318      | 37.921      | 0.000 |
|        |           |             |            |             |       |
|        | Ω         | -0.540      | 0.035      | -15.386     | 0.000 |
|        | β         | 0.744       | 0.106      | 7.034       | 0.000 |
|        | γ         | -0.948      | 0.089      | -10.678     | 0.000 |
|        | θ         | 1.068       | 2.2E-104   | 4.8E+103    | 0.000 |

Table 5 above shows that all the macroeconomic variables on oil price have no ARCH errors since all the p-values for the ARCH-LM test are greater than the 0.05 level of significance. The results also revealed that all the macroeconomic variables show that the residuals are not normally distributed with p-values less than 0.05. The result of the Box–Ljung test ($R^2$) shows that the residuals of these variables to oil price do not have serial correlation. Therefore, the GARCH and EGARCH models appear to be adequate to model the relationship between oil price volatility and macroeconomic variables.

5. Conclusion

The article modelled the oil price volatility and macroeconomic variables using the ARCH, GARCH and EGARCH models. The results revealed that all the macroeconomic variables are integrated to order 1. The ARCH (1) model revealed that the exchange rate and interest rate have a negative effect on oil price. The results also revealed that GDP and Inflation have positive coefficients, suggesting that each 1% increase in GDP and inflation leads to an increase in oil price. The ARCH model showed statistically significant results which means the mean equation could be fitted using GARCH technique, and the results are supported by Al-Raimony and El-Nader (2012).

The results of the GARCH (1, 1) model revealed that exchange rate and interest rate have negative values that propose a negative effect on oil price, while GDP and inflation suggest a positive effect. The results for GDP and inflation suggest that a 1% increase in GDP and inflation may lead to an increase in oil price. The results are supported by the study of Mpofu (2016), Mirchandani (2013), and Agnolucci (2009). The EGARCH (1, 1) model estimated results revealed that all the macroeconomic variables have a negative effect on the oil price. This implies that a 1% increase in these variables may lead to a decrease in oil price. The results are in line with the study by Ramzan et al. (2012). Both the symmetric and asymmetric techniques found that the South African oil prices are volatile.
Furthermore, in determining the model accuracy the diagnostic checks were examined using the normality test and the serial correlation method. However, the findings revealed that there is volatility among the macroeconomic variables and the dependent variable (oil price), and the article recommends that policy makers should have a view on the impact of oil price volatility on the South African economy. The article also recommends similar investigations should be undertaken in order to increase the validity and consistency of the results.
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