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Abstract: The industry 4.0 concepts are moving towards flexible and energy efficient factories. Major flexible production lines use battery-based automated guided vehicles (AGVs) to optimize their handling processes. However, optimal AGV battery management can significantly shorten lead times. In this paper, we address the scheduling problem in an AGV-based job-shop manufacturing facility. The considered schedule concerns three strands: jobs affecting machines, product transport tasks’ allocations and AGV fleet battery management. The proposed model supports outcomes expected from Industry 4.0 by increasing productivity through completion time minimization and optimizing energy by managing battery replenishment. Experimental tests were conducted on extended benchmark literature instances to evaluate the efficiency of the proposed approach.
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1. Introduction

In manufacturing systems, owners try always to improve profits and optimize production resource use. They also aim to eliminate wastes of time and energy in order to reduce costs and align with current standards. In this context, industry 4.0 has been adopted as a revolutionary industrial paradigm to ensure that production concepts will adapt effectively to operative changes with a more intensive focus on sustainability in industrial contexts while increasing economic and ecological efficiency [1]. The key element for such a concept is the implementation of a highly flexible manufacturing process that allows better resource management.

Governments announced, through the United Nations General Assembly in September 2015, that they would demonstrate the scale and ambition needed to develop the knowledge and technological innovations to increase the use of sustainable energy in multiple areas of critical importance, including transport systems [2]. In this field, urban transport systems [3], freight transport systems [4] and industrial material handling systems [5] are nowadays a major stake (e.g., Figure 1 presents a fully automated material handling based sortation plant in an e-commerce company). Nevertheless, sustainability must be taken into account not only at the strategic level, but also at the operational level in which scheduling is one of the key factors [6].
Modern flexible manufacturing systems use automated guided vehicles (AGVs) as a part of their material handling system [8]. In fact, AGVs are driverless, their routes can be redefined and transport request fulfillments can be reviewed without the infrastructure changes, which offers faster and more intuitive ways of adapting an existing system to new business rules [9]. Battery management on AGVs has an impact on the overall performance of the manufacturing system [8]; however, previous studies omitted this factor [10] which led us to consider it through this work. More precisely, this paper presents a scheduling approach that supports processing, transport and vehicles’ battery replenishment tasks. The main question that arises is: how can we maintain the economic cost (i.e., makespan) and optimize energy consumption onboard AGV while considering all these tasks?. From our perspective, the key to reaching the resolution of this scheduling problem easier is to decompose it into three assignment sub-problems: production tasks to processing machines, transport tasks to AGVs and battery replenishment tasks to handling trips. Consequently, it is important to address adequately the battery management to run an AGV system efficiently [11]. Furthermore, this study led us to present a more real view of previous research and should be more reliable when applied in the real world.

Our paper is organized as follows: in the current section, we describe the treated problem and review the state of the art of the related works to position our contribution in this context. Next, the proposed approach is presented, the developed model is described and related algorithms are listed. Section 3 is dedicated to detail experiments and Section 4 reports numerical results which are later discussed in Section 5. Finally, Section 6 presents conclusions and highlights our perspectives for future research.

1.1. Problem Description

In our target job-shop scheduling problem (JSP), production is represented as a sequence of jobs \( j \) entering and leaving the system through a loading/unloading station (L/U). Each job \( j \) represents an occurrence of a product type manufacturing process and consists of an ordered list \( O_j \) of tasks \( i \). Every \( i \in O_j \) is executed on a specific uninterruptible mono-task machine \( m \) according to a predefined process route. Thus, a manufacturing plan of a job \( j \) can be considered as a sequential series of \((i,j,m)\) combinations that have to be scheduled efficiently.

The transport fleet has a limited number of battery-based uni-charge AGVs starting their first transportation jobs from the L/U station at time \( t = 0 \) with fully charged batteries. A transportation job managed by an AGV \( v \) to carry a combination \((i,j,m)\) is composed of two sequential transport sub-tasks performed on unidirectional routes to avoid collision: the moving of empty task \( v \) from its current position, which can be either the L/U station if it is the first job or the last delivery station otherwise, to the call node \( m' \) with \((i - 1,j,m')\), and the moving of the loaded combination \((i,j,m)\) to its target station \( m \). During these sub-tasks, the AGV can be redirected to the L/U station to replace its battery before it has a deep discharge; i.e., the detected level at L/U station should never go below
a certain value \( \lambda \) (called also maximum discharge capacity in [12] or threshold level charge in [11]). A typical layout of the studied job-shop problem is provided by Figure 2 which tallies up Bilge and Ulusoy benchmark specifications from [13] with an additional battery station at the L/U node.

![Figure 2. Target job-shop manufacturing problem.](image)

Generally, constraints related to AGV battery replenishment are omitted from the literature [14] and the some papers that exist consider them only in dynamic behavior. Thus, a static scheduling approach (i.e., predictive behavior) that integrates transport, battery replenishment and task affectation into machine constraints will be defined in this paper.

Integrating transport constraints into JSP is an NP-hard problem [15] because of the dependence between task allocation and the availability of both machines and AGVs. Our objective is to schedule tasks optimally on machines, AGVs and battery stations to minimize the makespan while keeping the maximum discharge capacity of each AGV battery higher than \( \lambda \) level. Thus, it is necessary to choose the battery management technique meeting the desired optimization objectives.

In the next subsection, works related to JSP with transport constraints and AGV battery management approaches are described, and our contribution is positioned in this context.

1.2. Related Works

JSP with transport constraints is an optimization problem in which resources are allocated to perform a predetermined set of tasks. A great deal of effort has been spent while developing methods in this context. The first benchmarks in this field were introduced by Bilge and Ulusoy in [13], and Knust and Huring in [16]. Both provided referential instances for simultaneous material transfer between machines in identical uni-charge AGV based JSP. Reference [13] proposed an approach based on AGV trips time window constraints that depends on machine operations' completion times. They provided an iterative heuristic procedure to optimize the maximum completion time of job sets in two AGV based problem examples. The benchmark proposed by [16] addresses the same problem in new instances using a single robot-based material handling system. They used an iterative heuristic procedure to optimize the maximum completion time of job sets in two AGV based problem examples. The benchmark proposed by [16] addresses the same problem in new instances using a single robot-based material handling system. They used the tabu search metaheuristic to minimize the sum of all traveling and waiting times and proposed an appropriate technique to accelerate solution evaluation in the used context. Both benchmarks consider conflict-free unidirectional manufacturing layouts with predetermined shortest paths routing problem and are widely used and enhanced in the literature. Reference [17] implemented three metaheuristics based on iterated local search, and simulated annealing and their hybridization to deal with transport and processing allocations to resources. They obtained new upper bounds for Bilge and Ulusoy instances, and provided new results for minimizing the exit time of the last job after extending the same benchmark instances. Later on, reference [18] developed an approach composed of a disjunctive graph-based framework to model the joint scheduling problem and a mimetic algorithm for representing machines and AGVs scheduling. Their results on both [13,16] instances came up
with new enhancements on both makespan and exit time minimization. Reference [19] used a hybrid heuristic search algorithm based on a timed colored Petri net to optimize both the makespan and exit time of the last job. Reference [20] explored a biologically inspired whale optimization algorithm in a mono transport robot JSP to minimize seven fitness functions (makespan, robot finishing time, transport time, balanced level of robot utilization, robot waiting time, job waiting time and total robot and job waiting time). They provided also a novel mathematical formulation and compared the obtained results with five meta-heuristic algorithms. All the papers listed above have omitted battery constraints from their studies.

Since most AGVs rely on batteries as sources of energy, battery depletion rates can become limiting factors [12]. In fact, additional traveling times required to charge or change a depleted battery can significantly affect manufacturing costs. Thus, battery management constraints must be considered in order to get as close as possible to the real behavior of the studied system. Reference [12] presented an overview dictating the way battery replenishment should be implemented in AGV systems (see Figure 3). The author presented two techniques: a battery charging technique, in which AGVs are coupled with chargers until each depleted battery reaches a predefined level, and the replacement technique where the battery is being replaced by a new one. Battery replacement can either be manual, through a handling agent, or automatic in a battery swap station. Meanwhile, the battery charging covers four possible scenarios: (1) Opportunity charge during AGV idle time. (2) Automatic charge in which the AGV is redirected to a charging station until its battery level recovered. (3) A combination of both. (4) Rail based charging where the AGV remains coupled to a charge rail while traveling through a specific area in the manufacturing plant.

![AGV batteries replenishment systems according to [12].](image)

Battery replenishment techniques have a large influence on the operational times of AGVs. In fact, recharging the battery inside the vehicle until replenishment means that it will not be available for the charging process’s duration, which exceeds, in general, its possible working time [21] and can vary from a battery type to another. On the other hand, the battery swap technique has a limited impact on the operational time of the AGV as batteries are recharged outside the vehicle before being replaced.

To ensure the planned throughput while using these techniques, replenishment (or charging) strategies were developed. They are part of the vehicle dispatching module of the transport order processing and depend on the used battery type and the replenishment method [22]. They are used to prevent too many vehicles from entering the replenishment process at the same time and thus reduce vehicle unavailability while managing battery replenishment. Reference [21] listed four strategies an AGV can use to change its battery in a multi battery station environment. They take into account the position of the battery station regarding the route within the current transport job:

1. The nearest battery station;
2. The farthest reachable battery station on the current route;
3. The first battery station encountered on the current route;
4. The battery station that leads to minimum delay.
Reference [11] implemented those four routing heuristics in a battery swap-based AGV system and performed a comparative analysis between them in large scale manufacturing plant. Their proposed approach ensures that the battery charge will not go below a threshold level (20% for strategies 1 and 4, 28% for strategy 3 and 33% for strategy 2) by the time the depleted battery is swapped. AGVs are redirected to the battery station when traveling to the pickup node or after getting loaded with the affected part. The obtained simulation results proved that the strategy 4 outperforms all others by giving the largest number of total outputs for the used instances.

A common rule between all the previous strategies is that the residual charge of an AGV battery should not go below a certain level $\lambda$. This is because a deep battery discharge under the recommended level can affect the battery’s life cycle greatly [23]. To highlight the relation between the residual charge and time required for replenishment, reference [24] proposed three regression formulas to calculate the time required to charge a valve regulated lead acid battery (commonly VRLA) based on the current depth of discharge (DoD) and the desired state of charge (SoC) (the first refers to the quantity of energy lost from the battery while the second identifies the quantity of energy available in the battery (or residual charge) with $\text{SoC} = \text{full battery capacity} - \text{DoD}$). They state in their study that the level of charge that a battery receives is not proportional to the time it gets charged for, and batteries receive most of their charge during the initial phase of charging, as opposed to the later phase. Thus, they proposed these formulas to calculate the recharging time $t$ in minutes while targeting 90%, 95% and 100% of DoD respectively ($d$):

$$ t = 51.115 \times e^{2.5773 \times d} $$

$$ t = 37.442 \times e^{3.7248 \times d} $$

$$ t = 205.29 \times e^{2.6785 \times d} $$

They mentioned also that targeting a lower SoC may have undesirable consequences on battery live cycle (Over-discharge and deep-discharge both have terrible effects on life performance of the battery grid structure and are in the origin of poor life cycles [23, 25]), but they prove the efficiency of targeting a lower SoC through saving time and increasing system outputs. In a same way, Reference [26] proposed three formulas for calculating recharging time for 90%, 95% and 100% targeted DoD ($d$) in lithium-ion batteries:

$$ t = 11.809 \times e^{0.3746 \times d} $$

$$ t = 19.055 \times e^{0.3706 \times d} $$

$$ t = 31.365 \times e^{0.3746 \times d} $$

Previous listed works used the AGV battery management constraints in non-deterministic production processes (i.e., the list of jobs to be processed is not known before the production process starts); few papers considered deterministic ones. Reference [14] presented a graph based linear programming heuristic in the vehicle routing problem (VRP) environment to minimize the time needed to schedule AGV deadlined pickup/drop-off transportation jobs while using a charging strategy (machine scheduling is not considered in his work). AGVs move from a charging location; perform transportation between two points according to request and finish times; and go back to the charging location without exceeding the battery capacity. The authors in [27] used a genetic algorithm, particle swarm optimization and hybridization of both in an AGV-based flexible manufacturing system to minimize makespan and the total AGV count while considering battery charges. The proposed approach tries to add an AGV to the fleet if the battery charge of the available AGVs cannot allow responding to current demands. They considered both automatic and opportunity battery charging, in which an AGV charges for 10–12 min every hour, and integrates a parameter that can be changed to adopt to any battery type. To validate their approach, they used two random layouts and implemented
their model in a simulation to prove its feasibility. Reference [28] solved the optimal battery swap station location in respect to AGV routing and machine scheduling in JSP facility. In that study, they fixed a duration of time $c_{ht}$ after which an AGV battery was considered elapsed and the AGV stopped in a planned horizon $h$. In fact, in their model, AGVs transfer parts from a pickup point to a delivery point and return back to a home station, and an AGV is not assigned to a part if its battery charge is not sufficient; however, it can stop while returning home due to battery discharging. The mathematical model they proposed tried to minimize the distance between the optimal location of the battery swap station and the stop point for all warehouse AGVs while optimizing the makespan. It has been tested on seven instances using CPLEX to validate the proposed model with different numbers of AGVs.

The particularity of our approach is in using the variable neighborhood search metaheuristic to rearrange a deterministic task scheduling (i.e., processing, transport and battery swap tasks). We also consider real AGV battery characteristics and use a widely explored benchmark in manufacturing systems with some additional parameters to cover battery constraints. The next section presents the details of our proposed model.

2. Problem Modeling and Solving Approach

In the proposed approach, an unexplored metaheuristic in the context of JSP with transport constraints is used to represent a model that encompasses the three sub-problems treated by this study: task allocation to machines, transportation assignment of parts to AGVs and battery swap scheduling during the manufacturing process in a production cell identical to that described in previous sections.

The variable neighborhood search algorithm (VNS) is a metaheuristic for solving combinatorial and global optimization problems [29]. It was firstly introduced by N. Mladenovic and P. Hansen in 1997 [30]. Since the majority of metaheuristics make use of just one type of neighborhood structure, there exists a high probability of them getting trapped in local optima after a certain number of iterations [31]. VNS inventors tried to bypass this shortcoming by proposing a technique that diversifies, systematically, the type of neighborhood structure while searching for the solution and thus escaping the local optima. It consists of proposing different neighborhood structures for the problem and randomly jumping from one to another until reaching a stop condition (fixed number of neighborhoods, maximum running time, maximum loops within a local search, etc.).

As metaheuristics work on encoding spaces, an encoding technique is used to define different parts of our problem schedule efficiently. It allows describing the three studied sub-problems for our schedule and distinguishing different neighborhood structures explored by VNS. In the next section, the used coding space is described.

2.1. Schedule Representation

To present different parts of our problem, the schedule representation will include three parts:

1. **The JSP-string**: representing the schedule of production tasks on their related processing machines;
2. **The transport string (or AGV-string)**, representing the AGV IDs selected for transporting the processing tasks of the JSP-string;
3. **The battery swap string (or BS string)**, enumerating AGVs behaviors regarding the battery replenishment during the transport of the affected task.

In the first part, the system receives an entry list of $n$ integers representing the requested job-list to be manufactured where each number refers to a product type; for example, the job list “132” refers to three products or jobs, one of type “1”, a second of type “3” and a last type “2”. From this job-list, a JSP-string is generated by repeating each job type from the job-list according to the size of its task set (i.e., if the job type “1” has four tasks, it will be repeated four times in the JSP-string). To differentiate tasks of the same job we employ the appearance order; hence, all tasks take their names from their parent jobs but they are interpreted according to their appearance order in the JSP-string (i.e., the first
“1” in the JSP-string corresponds to the first task of the job “1”; the second “1” refers to the second task of the job “1” and vice versa; see the example in Figure 4 where $O_{ij}$ is the task $i$ of the job $j$ and $|O_j|$ is the number of tasks of the job $j$. This is called operation (or task)-based representation, as detailed in [32].

The second part is the representation needed to select AGV for transporting tasks between machines. The simplest way has been utilized by reproducing the same JSP-string from previous steps, and substituting task numbers with AGV IDs to generate the AGV-string. Interpreting the new string highly depends on the JSP-string, as an AGV id in a position $p$ indicates that this AGV is selected to transport the task in the same position $p$ from the JSP-string (see Figure 5; for example, the third column states that AGV with id = 0 is selected to transport the second task of the job “1”). As described in previous sections, a task trip covers two moves: from the current AGV position to the pickup node of the task, and from this last one to the delivery node. Tasks’ pickup and delivery nodes are static data stored in a separate dictionary queried for that purpose.

In a same way, the last part of the representation corresponds to the behavior of the AGV while transporting the task from the pickup to the drop-off node. The BS string is generated with the same number of elements as JSP and AGV strings. Each element of the BS string describes the route that the AGV of the same position from the AGV-string will seek during its transport task. We consider three possible scenarios in our study and thus three possible values for each element of the BS string: a zero “0” indicates that the transport task is realized from source to destination without interruption (i.e., no battery swap is performed during the whole AGV trip); a one “1” forces the AGV to perform a battery swap before reaching the pickup station (i.e., AGV travels from its current position to the battery station, makes a battery switch and then is redirected to the pickup station to perform its transporting task); and finally a two “2” make the AGV change its battery whilst transporting the job to its next destination (i.e., AGV travels to the pickup node, loads the corresponding part, is redirected to the battery station with loaded part onboard, makes a battery switch and then moves to the drop-off node). Still for our example from Figure 5, the third column states that AGV with an ID of 0 will move to the BS station to perform a battery swap, and then travel to the pickup node of the second task of the job “1” in order to transport it to its destination.

Using this 3-string based representation, infeasible solutions for our schedule have been avoided, and thus, an additional cleaning step in our metaheuristic has been omitted [33]. Additionally, our approach incorporates three local search stages, one for each sub-string, which operate together.
to find better task allocation while keeping the makespan minimized and the minimum battery levels for the whole AGV fleet higher than a particular level. In the next subsection, we detail the proposed approach.

### 2.2. The Proposed Approach

The flowchart of the Figure 6 presents our model’s behavior. The objective is to find the combination of three sub-strings (i.e., JSP, AGV and BS strings) producing the best schedule for the studied problem; thus, a cost function is used, at the end of each research step, to calculate both the makespan \(C_{\text{max}}\) and the minimum detected battery level (MBL) for all available AGVs. A schedule is accepted if MBL is greater or equal to pre-specified battery charge level \(\lambda\); otherwise it will be ignored and a new BS string search is restarted.

#### Table 1: Flowchart of the proposed VNS model

| Level | AGV level | JSP level | BS level |
|-------|-----------|-----------|----------|
| Start | Generate randomly a solution \(x\) and calculate \(C_{\text{max}}(x)\) and MBL \(x\) | Choose at random a JSP-string \(y_1\) | Choose at random a BS-string \(y_2\) |
|       | Set \(x\) as the best schedule | Choose at random an AGV-string \(z_1\) | Calculate \(C_{\text{max}}\) and MBL of the triplet \(x, y_1, y_2\) |
| Global stop condition | AGV stop condition | JSP stop condition | BS stop condition |
| Yes | Yes | Yes | Yes |
| No | No | No | No |

#### Figure 6. The proposed VNS model flowchart.

Three types of neighborhoods are used in the searching process according to the representation string of each sub-problem, as detailed in previous sections: JSP, AGV and BS neighborhoods. Since JSP schedule structure has fixed letter enumeration (i.e., only the order of letters can change within all possible JSP strings), only neighborhood structures that operate on elements orders are allowed (see Figure 7). On the other hand, both AGV and BS schedules can have several neighborhood structures.

At the start of the process, an initial random solution \(x\) is generated from the input data (i.e., the requested job list, processing orders of each job and layout characteristics) having three strings with the same length \(l\) and a BS strings that gives an MBL \(\geq \lambda\). At this stage, this solution is considered as the best schedule.

The exploration process uses three nested local search levels to look for the best triplet strings composing the schedule: initially, an AGV-string is chosen randomly; then a JSP string is picked by random; and finally, a random BS string is generated and sent, together with aforementioned strings, to the cost function to calculate \(C_{\text{max}}\) and MBL. If the resulting MBL is lower than \(\lambda\), the exploration
process passes to the next BS string; however, if the triplet cost has the lowest $C_{max}$ and the highest MBL (in the case of equal $C_{max}$), it will be saved as the best schedule. Otherwise, the searching process is repeated likewise with a new random BS string to find a better cost until reaching the BS stop condition.

When knocked out by a stop condition, at BS, JSP or AGV levels, the searching process steps back to upper levels to try with new random elements till reaching the global stop condition which can refer generally to a maximum CPU time or number of iterations. AGV, JSP and BS levels’ stop conditions are fixed to exit the related level if no improvement of the Best$C_{max}$ is detected within pre-defined number of loops.

At VNS exit, the best triplet selected corresponds to the best schedule having the minimum $C_{max}$ and the maximum MBL value.

![Exploring techniques inside local search routines](image)

**Figure 7.** Exploring techniques inside local search routines.

### 2.3. VNS Implementation

When experiencing VNS, we realized that its implementation is mainly based on small details which can greatly influence the quality of the obtained results. After choosing the appropriate representation and neighborhood types, it is necessary to well determine both neighborhood structures and local search heuristics. We chose using general VNS (GVNS), one of the most successful VNS variants [34], and variable neighborhood descendant (VND) as a local search routine for both AGV and BS schedules. VND can significantly increase the chance of reaching the global minimum as it gives the possibility of jumping to another neighborhood structure during the local searching process, despite only a single neighborhood structure being explored in the classic local search concept [35]. VND is used only in both AGV and BS schedules for the same reason that differentiates the JSP neighborhood described in Section 2.2. The VNDs’ pieces of pseudocode are shown in Algorithms 1 and 2 respectively, in which four neighborhood structures are used to allow exploring different regions of the feasible solutions space:

- $N_1(x)$: Select a random block and generate randomly new values for it (Figure 7a).
- $N_2(x)$: Select random indexes and generate randomly new elements in these indexes (Figure 7b).
- $I_1(x)$: Random block reverse: select a random block and reverse it (Figure 7c).
- $I_2(x)$: Substitute between two randomly selected adjacent or not adjacent elements (Figure 7d).
Algorithm 1: AGV VND.

function AGV_VND (x) Input: The best schedule x
Output: The best found schedule x

noImprovementCount ← 0
repeat
    switch modulo(noImprovementCount,4) do
        case 0 do
            Select randomly a neighbor α using I_1(x)
        case 1 do
            Select randomly a neighbor α using I_2(x)
        endsw
        Use JSP_LS to find the best JSP string β and BS string γ for the neighbor α
        if cost(α, β, γ) is better than cost(x) then
            noImprovementCount ← 0
            x ← α, β, γ
        else
            noImprovementCount++
        end
        switch modulo(noImprovementCount,4) do
            case 2 do
                Go the AGV neighborhood N_1(x)
            case 3 do
                Go the AGV neighborhood N_2(x)
        endsw
    until noImprovementCount > maxNoImprovements;
return x

In both VND algorithms, neighborhood changes are used and a loop is initialized to allow exploration. Initially, a neighbor is randomly selected from the current neighborhood using either I_1 or I_2 technique (the choice depends on the value of the variable noImprovementCount which represents the number of iterations without the solution x ameliorates). Afterwards, the heuristic requests other levels’ strings to calculate the triplet cost(α, β, γ) (where α represents the AGV-string, β the JSP-string and γ the BS string). If the new cost is better, the best solution x is updated and the noImprovementCount variable is reinitialized. Otherwise, noImprovementCount is incremented and a neighborhood change is performed using either N_1 or N_2 technique according to the new value of noImprovementCount. Note that, in each loop, N_1, N_2, I_1 or I_2 are always applied equitable during the exploration process on the best solution x (which explains the use of the modulo(noImprovementCount, 4) in AGV_VND and BS_VNS, and modulo(noImprovementCount, 2) in JSP_LS).

On the other hand, the JSP local search function JSP_LS, described in Algorithm 3, uses only I_1 and I_2 neighborhood structures to explore possible JSP schedules.
Algorithm 2: BS VND.

function BS_VND (x)  
  Input : The best schedule $x$, upper level AGV schedule $\alpha$ and JSP schedule $\beta$  
  Output: The best found schedule $x$

  noImprovementCount ← 0

  repeat
  
  switch modulo(noImprovementCount,4) do
  
  case 0 do
  
  Select randomly a neighbor $\gamma$ using $I_1(x)$

  case 1 do
  
  Select randomly a neighbor $\gamma$ using $I_2(x)$

  endsw

  if cost($\alpha, \beta, \gamma$) is better than cost($x$) then
  
  noImprovementCount ← 0
  
  $x ← \alpha, \beta, \gamma$

  else

  noImprovementCount++

  switch modulo(noImprovementCount,4) do
  
  case 2 do
  
  Go the AGV neighborhood $N_1(x)$

  case 3 do
  
  Go the AGV neighborhood $N_2(x)$

  endsw

  end

  until noImprovementCount > maxNoImprovements;

  return $x$

Algorithm 3: JSP LS.

function JSP_LS (x)  
  Input : The best schedule $x$, upper level AGV schedule $\alpha$  
  Output: The best found schedule $x$

  noImprovementCount ← 0

  repeat
  
  switch modulo(noImprovementCount,2) do
  
  case 0 do
  
  Select randomly a neighbor $\beta$ using $I_1(x)$

  case 1 do
  
  Select randomly a neighbor $\beta$ using $I_2(x)$

  endsw

  Use BS_VND to find the best BS string $\gamma$ for the AGV string $\alpha$ and the neighbor $\beta$;

  if cost($\alpha, \beta, \gamma$) is better than cost($x$) then
  
  noImprovementCount ← 0
  
  $x ← \alpha, \beta, \gamma$

  else

  noImprovementCount++

  end

  until noImprovementCount > maxNoImprovements;

  return $x$
3. Experimentation

3.1. Instance Description

To validate our approach, a series of tests has been held on the Bilge and Ulusoy manufacturing benchmark presented in [13] which is a common reference for JSP with transport constraints. This benchmark has been extended to cover energy behavior onboard AGV (or battery constraints) and additionally for machine and transport scheduling. We used 40 test instances with two AGVs to assure transport in four different manufacturing layouts exploring 10 separate job-sets. The following assumptions and parameters were considered to align with our study’s objectives:

- One time unit in the benchmark corresponds to one minute in the real world;
- L/U times are included in the travel duration;
- L/U were automatically performed upon AGV destination arrival;
- Travel durations were constant either traveling empty or loaded;
- AGVs were unicharge vehicles;
- Battery swap operation was performed in the L/U station and took 4 min to achieve (authors in [36] state that this operation takes less than 5 min; thus we choose the first integer value which met this requirement).

Instance nomination code uses EX (abbreviation of example) followed by job set and layout digits. For example: EX61 represents instance using the job set 6 with layout 1.

3.2. Energy Characteristics

To reflect the real behavior of battery discharge onboard AGVs, we distinguished various AGV activities and their related consumed energy rates using data collected from existing AGV systems [12]. Table 1 lists amperes consumed by our AGV model in one time unit by activity type, as described in [12] for unit load AGVs:

| AGV Activity       | Ampere Draw |
|--------------------|-------------|
| Travelling loaded  | 60          |
| Travelling empty   | 40          |
| Blocking           | 5           |

For example, an AGV that is traveling loaded during six minutes consumes energy equal to: $6 \text{ min} \times 60 \text{ amperes} = 360 \text{ ampere-min} = 6 \text{ ampere-h}$. The battery capacity was fixed to 100 Ah, which is equivalent to 6 h discharge rate, as mentioned by [12].

Energy consumed when L/U parts is considered null; in the assumed layouts, AGV passes by a special area that loads/unloads parts on/from the vehicle automatically at node arrival.

4. Numerical Results

In the first experiment, two possible cases for energy onboard AGVs have been studied: no battery management and opportunity charging (see Section 1.2). First, the energy consumption is monitored by measuring the MBL during the manufacturing process. This allowed us to highlight the gain through using a battery management strategy while applying an AGV scheduling approach in the real world. Then, the behaviors of two different types of batteries have been monitored in an opportunity charge based system in which AGVs were automatically coupled to battery chargers upon station arrival, during their idle time (i.e., AGV still charging while parking in the last drop-off station). The AGV battery still charged till the next call, and the quantity of energy replenished depended on several parameters: battery type, idle time duration, the targeted state of charge (SoC) and the current
depth of discharge (DoD). Thus, three possible target SoCs for each studied battery type were tested, by exploring jointly the six equations detailed in Section 1.2 and a new Equation (7), to calculate the quantity of replenished energy. The obtained results are presented in Table 2.

\[
\text{Charged energy percentage} = \frac{\text{Idle time} \times \text{Target SoC percentage}}{t} \tag{7}
\]

| Instance | LB | BKC<sub>max</sub> (min) | BFC<sub>max</sub> (min) | MBL Without Charging (%) | MBL in (%) with Opportunity Charge by Battery Type and Target SoC Level |
|----------|----|-----------------|-----------------|-------------------|---------------------------------------------------------------|
|          |     |                 |                 |                   | Lead Acid Battery                          | Lithium-ion Battery |
|          |     |                 |                 |                   | 90%                           | 95%                           | 100%                           | 90%                           | 95%                           | 100%                           |
| Experiments within that table were conducted on a modified version of the proposed GVNS by omitting the battery switch level. The used benchmark instances’ referential lower bound and upper bound enhancements provided by Zheng et al. 2014 in [37] are presented in “LB” and “BKC<sub>max</sub>” columns respectively. The “BFC<sub>max</sub>” column contains the best found makespan results obtained by the modified GVNS approach, while both “BKC<sub>max</sub>” and “BFC<sub>max</sub>” are expressed in minutes to comply with the assumptions of Section 3.1. Furthermore, seven columns are used to express MBLs during the
whole working process in seven cases: one case column to express the obtained results without using a charging strategy, and six cases columns to display findings when employing an opportunity charging strategy on two different battery types (lead acid and lithium-ion) and targeting three different SoCs for each battery type (90%, 95% and 100%).

In the last part of the experiments, given by Table 3, all the three scheduling levels of our GVNS model were used (i.e., JSP, AGV and BS schedules). In this series of tests, $C_{\text{max}}$ was minimized while keeping the MBL superior to 28% as per [11]. Consequently, benchmark instances in which the MBL value already reached this level without being battery replenished were not included in these tests (i.e., if the value in the 5th column of Table 2 is greater or equal to 28%, then the related instance was not considered for this second part of the study). Two different groups of data are provided in this table:

1. Results without battery replenishment: This part reproduces the values obtained in Table 2 for comparison purposes, where columns “$C_{\text{max}}$” and “MBL” refer to “BF$C_{\text{max}}$” and “MBL without charging” columns respectively.

2. Results with battery swap technique: This presents our GVNS model outputs. In addition to $C_{\text{max}}$ and MBL columns, the “BS count” column refers to number of battery switches performed to reach $\lambda$ level; “AGV$_{id}$” indicates the ID of the AGV concerned by the battery switch’s operation, and “Status in BS” column describes the status of the AGV while swapping its battery (two values are possible: Empty (or “1”), Loaded (or “2”) as described in the BS string representation in Section 2.1).

### Table 3. GVNS results with battery swap extension.

| Instance | Without Charging | With Battery Swap |
|----------|------------------|-------------------|
|          | $C_{\text{max}}$ (min) | MBL(%) | $C_{\text{max}}$ (min) | MBL(%) | BS Count | AGV$_{id}$ | Status in BS |
| EX31     | 99               | 25.92  | 106          | 56.17  | 1        | 1         | Loaded      |
| EX41     | 112              | 7.83   | 122          | 34     | 1        | 1         | Empty       |
| EX61     | 118              | 10.17  | 122          | 38.5   | 1        | 1         | Empty       |
| EX71     | 115              | 5.33   | 130          | 34.83  | 1        | 1         | Empty       |
| EX81     | 161              | 6.83   | 163          | 41     | 1        | 1         | Loaded      |
| EX91     | 116              | 11.17  | 118          | 31     | 1        | 1         | Empty       |
| EX101    | 147              | 7.92   | 169          | 43.83  | 1        | 1         | Empty       |
| EX102    | 135              | 22.5   | 143          | 31.92  | 1        | 1         | Empty       |
| EX73     | 88               | 24.93  | 93           | 29.67  | 1        | 0         | Loaded      |
| EX103    | 142              | -0.17  | 143          | 47.83  | 1        | 1         | Empty       |
| EX14     | 103              | 26.33  | 108          | 28.5   | 1        | 1         | Empty       |
| EX34     | 111              | 27.83  | 117          | 32     | 1        | 1         | Loaded      |
| EX44     | 121              | 6.42   | 136          | 38.08  | 1        | 1         | Loaded      |
| EX64     | 120              | 22.33  | 128          | 42.67  | 1        | 1         | Loaded      |
| EX74     | 128              | -2     | 138          | 31     | 1        | 1         | Loaded      |
| EX84     | 163              | 16.17  | 163          | 36.83  | 1        | 1         | Loaded      |
| EX94     | 123              | 19     | 123          | 40     | 1        | 1         | Loaded      |
| EX104    | 159              | -24    | 177          | 29.75  | 1        | 1         | Empty       |

ANOVA p-value: 31.11% 1.27%

5. Results Discussion

Several remarks can be drawn from the results obtained in Table 2. Initially, $C_{\text{max}}$ values gathered by using GVNS were almost identical to the best known solution (BK$C_{\text{max}}$). The analysis of variance through one-way ANOVA confirmed that there was no significant difference between our GVNS $C_{\text{max}}$ results and BK$C_{\text{max}}$, as the calculated $p$-value was almost 90%—greatly superior to 5%.

Additionally, MBLs without a replenishment technique substantiate previous findings in the literature and further support the idea that battery constraints have a great impact on system throughput [12]. In fact, lines EX103, EX74 and EX104 state that omitting energy usage while scheduling various tasks may cause one or both AGVs stop in the middle of a transport operation (as MBL is lower
than zero) involving a huge delay in production, route congestion, onboard battery characteristics’ degradation and extra cost for troubleshooting failed AGV(s). Furthermore, adopting the opportunity charging technique provides further evidence for our previous deductions. As a matter of fact, the last six columns show that an optimal $C_{\text{max}}$ can be maintained by choosing the right battery type. Additionally, it can be clearly observed that the charge level in lead acid batteries did not improve much when adopting the opportunity charge technique.

Note that stable battery levels for some instances, such as in EX73, were due to the lack of blocking time at the pickup/drop-off stations.

On the other hand, results of Table 3 have further strengthened the effectiveness of considering battery management method. Lines EX84 and EX94 stress just how possible it is to preserve the same scheduling qualities while managing energy: $C_{\text{max}}$ was unchanged and remained the same while adopting a battery replacement strategy. Figures 8 and 9 show, respectively, Gantt diagrams of the instance EX84 before and after using a battery management policy and demonstrate that the schedule system has maintained the same $C_{\text{max}}$ in both situations.

Figure 8. Gantt diagram of EX84 instance without a battery management strategy with makespan = 163.

Figure 9. Gantt diagram of EX84 instance using a battery management strategy with makespan = 163.
Furthermore, the analysis of variance (one-way ANOVA) has been conducted to evaluate whether a significant statistical difference exists between $C_{\text{max}}$ and MBL data groups before and after using a battery swap technique. The obtained $p$-values (see the last line of Table 3) demonstrate that $C_{\text{max}}$ results have not been significantly changed before and after using a battery swap technique ($p$-value $> 5\%$), while MBL values have been meaningfully enhanced after using our approach ($p$-value $< 5\%$). This confirms that our GVNS has improved MBL values while keeping makespan in steady state.

Finally, the proposed approach demonstrates its ability to minimize the number of battery switch operations: all the proposed schedules have only one BS operation. Additionally, using a single BS station is more beneficial, in terms of installation and maintenance costs, than using a battery charging station in each node which can presents a valuable economic factor.

6. Conclusions

In this paper, we have addressed a novel approach to resolve the JSP in an AGV-based manufacturing facility with battery constraints. We have studied previous works to highlight their limitations and proposed a GVNS-based metaheuristic that has succeeded to preserve the economical quality of the production cells while significantly optimizing energy consumption.

The provided numerical results show that the obtained makespan is very close to the best known solutions. We complemented the existing literature on the topic with new energy consumption related results, and enhanced our understanding on the feasibility or unfeasibility of previous findings when considering energy aspects. Our results also put forward the possibility of using an opportunity charge or a battery swap strategy while saving money.

The proposed model is useful to managers for the decision making at the operational level, although some potential limitations need to be considered. First, the maximum battery capacity is not constant and it is subject to degradation during the charging process [38]; thus, future studies should take into consideration the dynamic nature of this parameter while highlighting battery properties such as the maximum allowable charging/discharging current, allowable warming and balancing cells. Additionally, the battery threshold level parameter ($\lambda$), to prevent batteries from being deeply discharged, was fixed with an arbitrary value while it should be carefully chosen, as it can highly influence the economic factor by reducing battery cost, which is significant in comparison with energy prices [39]. Finally, it would be wise to integrate other factors such as battery degradation rates, AGVs workloads or battery stations’ installation and maintenance costs.

Considerable insight has been gained with regard to AGV systems and their usage in different industry types. Some modern companies try to bypass the limitations and logistical problems of battery charging and switch techniques by employing other replenishment systems, such as rail based charging [40], which can be a very interesting field of investigation, even if this choice still depends on technical and economical factors of the target system. Additionally, a reactive behavior study, allowing AGVs to manage their own energy replenishment operations in regard to system outlined objectives, will also be helpful. Furthermore, additional battery parameters can be monitored, during the manufacturing process, when considering the opportunity charge strategy, such as the issue of balancing cells and their operating parameters (temperature, charging/discharging currents, service life, etc.
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The following abbreviations are used in this manuscript:

- **AGV** Automated Guided Vehicle
- **BS** Battery Switch
- **GVNS** General Variable Neighborhood Search
- **JSP** Job-shop Scheduling Problem
- **L/U** Loading/Unloading
- **MBL** Minimum detected Battery Level
- **VND** Variable Neighborhood Descendant
- **VNS** Variable Neighborhood Search
- **VRP** Vehicle Routing Problem
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