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Abstract—Understanding and visualizing the full-stack performance trade-offs and interplay between HPC applications, MPI libraries, the communication fabric, and the file system is a challenging endeavor. Designing a holistic profiling and visualization method for HPC communication networks is challenging since different levels of communication coexist and interact with each other on the communication fabric. A breakdown of traffic is essential to understand the interplay of different layers along with the application’s communication behavior without losing a general view of network traffic.

Unfortunately, existing profiling tools are disjoint and either focus on only profiling and visualizing a few levels of the HPC stack, which limits the insights they can provide, or they provide extremely detailed information which necessitates a steep learning curve to understand. We target our profiling tool visualization to provide holistic and real-time insights into HPC communication stacks.

In this paper, we propose and implement our visualization methods to enable holistic insight for representing the cross-stack metrics. Moreover, we propose and implement a low-overhead I/O profiling inside the communication library, collect and store the profiling information, and then study the correlation and evaluation of I/O traffic with MPI communication using a cross-stack approach by INAM. Through experimental evaluations and use cases, we demonstrate novel benefits of our cross-stack communication analysis in real-time to detect bottlenecks and understand communication performance.

Index Terms—MPI, I/O, Visualization, Profiling, Communication

I. INTRODUCTION AND MOTIVATION

Recent advances in High Performance Computing (HPC) have provided a fast processing engine for HPC applications. HPC systems must be highly optimized to meet the growing needs of modern HPC applications. In order to deliver the required computing power for the applications, large-scale HPC clusters with Mellanox InfiniBand and High Speed Ethernet are being deployed and used by various HPC users like domain scientists, HPC software developers, and HPC administrators. The Message Passing Interface (MPI) [1] is a very popular parallel programming model for developing parallel scientific applications to run on HPC systems.

With the recent advances in interconnect technology and increasing cost of communication, providing efficient data movement between nodes on the communication fabric is essential to guarantee optimized end-to-end solutions. In such an ecosystem, understanding the interaction between individual nodes and switches with respect to the edge and root switches has become even more challenging. For HPC users, tuning one job on a small node allocation is just the start. When running on a larger system concurrently running hundreds of high-performance jobs, it becomes challenging to observe the communication behaviour of individual jobs as well as interplay among jobs. Therefore, detailed and easy-to-interpretable insight of the network and communication levels is needed for all types of HPC users to identify and alleviate performance bottlenecks.

As applications are moving towards larger datasets, developers are opting to use the HPC file system to store and access the data or for checkpointing operations during the job run-time. Hence, the I/O file system plays an important role in application communication performance. Almost all HPC clusters have some set of storage nodes to handle both massive amounts of data and the compute nodes accessing these storage nodes. Therefore, HPC application run-times are becoming more I/O sensitive.

Characterizing the communication performance in a “holistic” manner is complicated and time-consuming as it depends on the interplay between different levels of the HPC ecosystem. The problem of identifying performance issues with these HPC applications is an overwhelming undertaking —akin to finding “a needle in a haystack”. Important components at play here include: 1) HPC/DL applications, 2) High-Performance MPI Communication Runtime, 3) Network Fabric, 4) I/O Subsystem, and 5) Job Scheduler. For this reason, it becomes essential and challenging to have novel methods to perform introspection, evaluation, and visualization of communication and I/O interactions occurring between various components of the HPC ecosystem. This is important since most of the application developers—in particular scientific researchers—do not have the skills and knowledge to carry out postmortem analysis of the performance of their applications. Thus, identifying the source of performance degradation for application developers might translate to days of saved effort.

One of the major challenges is visualizing the complicated network traffic of HPC systems. The communication traffic can unfold into different dimensions. The InfiniBand low-level communication traffic is divided into unicast and multicast communication traffic. Efficient multicast patterns benefit faster communication operations [2] since technologies like SHARP [3] focus on using multicast communication on switches. Running on top of InfiniBand, there is MPI traffic that could coexist with I/O traffic from other jobs. Moreover, there is received and sent data for each traffic
type. Therefore, it is challenging to visualize the communication traffic breakdown while including each communication dimension. Furthermore, there is a need for interactive and straightforward visualizations to assist in better understanding the communication characterization.

Several tools exist (as described in Table I) that have partially addressed the challenge of introspecting cross-stack communication in the HPC ecosystem. However, there exists no single tool that can holistically introspect and evaluate the communication and I/O interactions occurring between various components while correlating the information obtained from different sources across the HPC ecosystem. To the best of our knowledge, there is no holistic visualization capable of showing the breakdown of the communication fabric while displaying node connectivity among the common HPC communication profiling tools mentioned in Table I.

| Tools/Interaction | MPI Runtime | SCHEDULER | SUBSYSTEM | I/O |
|-------------------|-------------|-----------|-----------|-----|
| Proposed INAM [4][5] | ✓          | ✓         | ✓         | ✓   |
| TAU [11]          | ✓          | ✓         | ✓         | ✓   |
| HPCToolkit [10]   | ✓          | ✓         | ✓         | ✓   |
| Intel VTune [9]   | ✓          | ✓         | ✓         | ✓   |
| I_MPI [8]         | ✓          | ✓         | ✓         | ✓   |
| Intel TFM [12]    | ✓          | ✓         | ✓         | ✓   |
| ARM MAP [13]      | ✓          | ✓         | ✓         | ✓   |
| HYPER [14]        | ✓          | ✓         | ✓         | ✓   |
| PCF [15]          | ✓          | ✓         | ✓         | ✓   |
| Prometheus [16]   | ✓          | ✓         | ✓         | ✓   |
| Mellanox FabricIT [17] | ✓      | ✓         | ✓         | ✓   |
| LDMS [18]         | ✓          | ✓         | ✓         | ✓   |
| Collect [19]      | ✓          | ✓         | ✓         | ✓   |
| Integrated Manager for Lustre [20] | ✓   | ✓         | ✓         | ✓   |
| Lustre Monitoring tool [21] | ✓ | ✓         | ✓         | ✓   |
| Durascan [22]     | ✓          | ✓         | ✓         | ✓   |

To fill the gap of a unified, holistic, online, and scalable profiling tool for the HPC communication fabric, we designed and implemented OSU InfiniBand Network Analysis and Monitoring tool - INAM. Figure 1 presents an overview of INAM. INAM is capable of profiling and monitoring large-scale InfiniBand networks with low overhead [5], profiling GPU and CPU intra-node communication [4], and profiling both MPI and the job scheduler [6]. Therefore, INAM supports profiling HPC/DL applications, MPI communication runtimes, and the job scheduler.

In this paper, we target to propose new visualization designs/features to enable a holistic view of the HPC network communication, and, as a proof of concept, integrate these designs as a new mode into INAM while enabling low-overhead, fine-grained I/O profiling support.

II. CHALLENGES AND MOTIVATION

Profiling tools in the HPC ecosystem are divided into system-level and user-level categories. While system administrators have access to system-level profiling, HPC users face a more limited set of HPC profiling tools. In that context, our design and implementation of INAM targets to bridge this gap and introduce user-level novelty in terms of profiling and visualization. There is a need for a more agile, DevOps-oriented approach to HPC. DevOps is a set of practices that combines software development (Dev) and IT operations (Ops). In that sense, we targeted INAM as a DevOps tool for all types of HPC users like domain scientists, HPC software developers, and HPC administrators. INAM provides profiling information for developers and monitoring features for HPC operators.

Usually when HPC users get node allocations, they do not know their job topology. The locality of the allocated nodes of a job can impact the job’s performance as there are hundreds if not thousands of jobs running on in-production clusters. Therefore, a node allocation where all the nodes are connected to a switch endures lower performance jitter than a case where the nodes are spread across the cluster and connected by root and edge switches. The communication traffic from the rest of the job/node allocations interplay with each other, specifically on root switches, which determines the performance of the users’ jobs. Currently, user options for understanding are limited or require different tools to provide this holistic system-level insight for the breakdown of communication dimensions. Current state-of-art tools fail to provide an understanding of the cluster topology graph with support for link utilization and visualizing a breakdown of communication traffic in an easy-to-understand manner.

The holistic visualization breakdown of communication provides an insightful view into jobs performance on the system-level. For example, HPC job schedulers enlist node allocations for each job, but they do not give characteristics on what each individual job is currently doing and how that impacts the different components of the HPC system. If a job is dumping a lot of data to the file system due to a checkpoint operation or because it has encountered a segmentation fault and is currently in the process of dumping cores, it is going to negatively affect all other processes in the system. Therefore, it is advisable that such “high-value” jobs be closely monitored by the system administrator. The same is true for the other users to provide novel user-level insight without overwhelming
such users with too much information or less relevant details that require a learning curve.

Another aspect to consider is that most of the profiling tools in the HPC community are for postmortem analysis. They are used after something goes wrong to figure out the cause. Such analyses can be used to avoid future resource wastage, but the computing resources involved in the faulty job are left underutilized or wasted. Further, if it is a large-scale job, it would impact the system-level performance as explained earlier. The key requirement is to ensure a low overhead and scalable profiling approach for in-production jobs while maintaining fine-grained cross-stack profiling. Furthermore, considering the profiling overhead hides concurrency bugs. Having a low-overhead profiling method, handling, and storing of the data is essential yet challenging.

A. Problem Statement

To better clarify the problem and challenges we ask the following questions and seek to address them by our designs throughout the paper.

1) Can we visualize the details of network topology in an easy-to-understand and interactive manner along with link usage?
2) How can we present the breakdown of network traffic in terms of communication library, I/O filesystem, InfiniBand unicast and multicast data traffic, along with network topology and link usage to have a holistic and unified visualization?
3) By using #1 and #2, how can we design a tool that enables holistic, low-overhead, scalable, and in-depth understanding of I/O communication traffic on the interconnect through tight integration with the MPI runtime, HPC application, and job scheduler?
4) Instead of performing postmortem analysis, can we come up with a HPC DevOps-oriented profiling approach for HPC to increase agility in detecting issues without overwhelming users with less relevant data?

B. Contributions

In this paper, we address these challenges and propose three different innovative visualization to enable holistic cross-layer observation and introspection of communication traffic and enable cross-layer network communication profiling in real-time with high-fidelity through INAM. To summarize, the key contributions of this paper are as follows:

- We propose and design three holistic communication visualization capable of showing different profiling sources from network fabric counters, communication library, and I/O file system for HPC systems.
- We evaluate our proposed visualization performance and show scalability up to 8,811 nodes and 494 switches on Frontera supercomputer (Figure 13).
- Design and implement the proposed extensions in a scalable fashion with low overhead as a new feature in INAM for a proof-of-concept.
- Redesign the MPI library to collect I/O statistics online with low overhead.
- We propose INAM, a cross-stack profiling tool to aggregate, correlate, and visualize profile data from different profiling sources independently from other profiling infrastructures and construct a holistic view of HPC communication stack.

As part of new profiling visualization, we show detailed and holistic communication statistics in Figures 2, 5, and 11.

The rest of the paper is organized as follows. Section III gives background on HPC interconnect, INAM, and Lustre file system. Section IV presents our proposed visualization design to enable holistic view of communication stack. Section V describes our implementation designs to gather I/O and correlate it with MPI and network topology. Section VI showcases the benefits and motivating examples of some insight that are enabled by our implementation. Section VII further evaluates the overhead of the proposed designs. Section VIII discusses the related work in the community. Section IX concludes the paper.

III. BACKGROUND

A. HPC Interconnect Technology

High Speed Ethernet, InfiniBand and Omni-Path are the major interconnects used in the modern HPC community. InfiniBand is a high speed and high bandwidth switch interconnect providing low latency, and is used in more than 32% of the top500 list including #2 Summit, #3 Sierra, and #5 Selene. The InfiniBand interconnect provides more than 40% of the performance share of the top500 list. In fact, 7 out of the top10 supercomputers are using an InfiniBand-family interconnect. The latest InfiniBand HDR adapters offer a bidirectional bandwidth of 200Gbps. The data collected for each link are gathered from libibverbs provided by Mellanox. The data shows the total number of packets sent/received, the total number of bytes sent/received, and a classification of the number of unicast and multicast traffic in bytes for sent/received. Typical users cannot access this information since it requires root access. In this section we provide the necessary background for the paper. We define two types of switches:

- Edge switch: where the switch has links connected to compute nodes.
- Root switch: where the switch is not connected to the compute nodes and plays an infrastructure role in connecting the other edge switches together.

B. OSU INAM

OSU INAM is a network profiling, monitoring, and analysis tool designed to bridge the gap mentioned in Section I by providing real-time and scalable insights into the communication traffic of HPC interconnects. Further, INAM supports GPUs and is tightly integrated with MPI runtime and the job scheduler. It provides insights and profiles for various HPC users like administrators, software developers, and domain...
scientists. INAM users have the capability to analyze and profile node-level, job-level, and process-level activities for MPI communication. INAM is capable of gathering and storing performance counters at sub-second granularity for very large clusters ($\approx 2,000$ nodes) [5]. It supports gathering metrics from the PBS and SLURM job schedulers. INAM has been deployed at various HPC clusters and downloaded more than 4,200 times from the project website.

C. Lustre I/O

Lustre is a type of parallel distributed file system that is generally used for large-scale HPC. Lustre exposes statistics on data transfers for each component through the kernel-exposed file system. The Lustre file system has various components, such as Metadata Servers (MDS), in which one MDS per file system manages one metadata target (MDT). Each MDT stores file metadata such as file names, directory structures, and access permissions. The MDS controls the allocation of storage objects on the Object Storage Servers (OSS). One or more OSS store file data on one or more object storage targets (OST) - block storage devices. OSS exposes block devices and serves data to the Object Storage Client (OSC). The Object Storage Target (OST) is responsible for storing the data objects. The Object Storage Servers (OSS) manage the OSTs, and there can be a one-to-many mapping. From the OSS, reading and extracting data for each client is straightforward since the “stats” files report data in finer granularity and include client details. The server readily knows the traffic route since it is aware of the client details and the data transfer statistics. However, it requires a daemon to be running on the server at all times, which could cause interruption or jitter in the Lustre service. The I/O performance of Lustre has a critical impact on applications and has attracted broad attention.

IV. HOLISTIC NETWORK TRAFFIC VISUALIZATIONS

In this section, we tackle Problems #1 and #2 as discussed in Section II-A. We use a graph view to show the network topology, which provides users an understanding of their job topology. We provided two versions to show the network topology. In particular, we started with a simplified version of the network by having a single link between pairs of nodes and switches and moved to a multi-link network visualization to show the entirety of the network in case the user is interested in viewing links between root switches. Finally, we discuss our third option to overlay on top of the first two designs. The visualization designs mentioned in this section are portable to any network communication tool.

A. Design #1 - Single Link Network Topology

This design uses a single edge between switches to represent the link connectivity. Therefore, it indicates logical connectivity of switches to each other. Since there is only a physical link between edge switches and nodes, the (node, switch) links will be the same. On top of providing the backbone structure of the network, the colors of the links serve as an indicator to show the utilization rate. The utilization for the links between switches is aggregated and colored. This gives users flexibility in choosing their desired visualization and does not overwhelm them with extra link data. We used a color scale to indicate that the best is at 50% link usage and moving data near the link’s capacity is not desired since it results in communication bottlenecks. Figure 2 depicts the single link visualization design displaying and filtering a specific 16-node job. The visualization shows the node Local Identifiers (LID). Hovering over the nodes shows the job ID, node name, and node Global Identifier (GUID). The users can hover the mouse on different elements of the graph to see messages about the IDs of links and nodes, the source and destination of specific links, the job ID of the running traffic on the nodes, and the detailed utilization number of each link. This design of detailed artifacts supporting the overall topology view provides a better user experience with a high level of interaction.

B. Design #2 - Multi Link Network Topology

We propose a multi-link visualization that preserves the coloring strategy and hovering details like the single link network topology, depicted in Figure 3, to allow monitoring of the link usage where the use of multiple links between two switches matters. This visualization is better suited for system-level analysis. This is useful for understanding the link usage between root switches where multiple paths exist. We also decided to curve the links to help differentiate different links. We implemented our curve interpolation algorithm as an option for this visualization as shown in Figure 5. Let two ends of the edge be $A(x_1, y_1), B(x_2, y_2)$, suppose we have $n$ links between two nodes, for all $k = 1, \ldots, n$, we draw the spline that passes through $[A, (x_1 + \frac{k(x_2-x_1)}{n}, y_1 + \frac{k(y_2-y_1)}{n}), B]$. The users can easily identify the root nodes connecting to the switches.
while still comprehending the link usage statistics on each distinguishing link.

![Figure 3: Network view - Link utilization by Lustre traffic. Lustre traffic on the highlighted link is between 50%-70% of the link capacity.]

While Figures 2 and 3 depict the job topology with link usage, they are limited to show one network metric at a time, which makes it harder to compare different communication metrics such as I/O and MPI traffic on the network fabric. In such cases, users need to change metrics or render a new visualization to compare each metric of communication. To address this issue we suggest using a parallel coordinate chart for communication traffic.

C. Design #3 - RadarPie Visualization

As Problem #3 discussed in Section II-A, visualizing the breakdown of network metrics and comparing them in one visualization is a challenging task due to the many dimensions of communication traffic. Parallel coordinate chart [27] is a common way of visualizing and analyzing high-dimensional datasets. To show a set of points in an n-dimensional space, a backdrop is drawn consisting of n parallel lines, typically vertical and equally spaced. We use the idea of parallel coordinates to overlay on the top of nodes in Figure 2 in a circular fashion depicted in Figure 4, called RadarPie.

By this design, we visualize all the dimensions of network traffic like InfiniBand unicast and multicast data, MPI-level data, and I/O-level data along with network topology and link usage to present a holistic visualization. For the network nodes, we display a full breakdown of network traffic in terms of (multicast, unicast, MPI, I/O) data bytes sent/recv. This gives us 8 different axes to insert into circular parallel coordinates. For ease of understanding and space, only the RadarPie charts for switches are shown in Figures 6 and 5. The user can select the number of axes to show for the RadarPie.

![Figure 4: Explanation and mapping of network metrics to parallel axes in a circular view used for overlaying switches.]

The RadarPie chart supports two modes of absolute and relative values. For the absolute mode, the value attributes are normalized with the link bandwidth. The relative mode uses total sent/received data from reading InfiniBand port counters to perform normalization of other attributes. This is useful to understand the restiveness of communication for a specific job and to figure out if a job is I/O-bound or MPI communication-bound. Another example would compare the multicast vs unicast data.

![Figure 5: Multi Link RadarPie topology view of RI cluster with colored links based on their usage on the right side of the figure and customized curving of switch to switch links to increase readability. Green indicated good usage and red indicates link congestion. The RadarPie axes are shown in Figure 4.]

By using D3 visualization, we ensure interactivity, zooming, and hovering over data points to view further details like absolute values. To include this additional traffic information all within the same visualization, we opted to overlay radar
A. Gathering I/O Traffic

OSU INAM monitors MPI information using MPI_T as discussed in [6]. The MPI profiling metrics include the number of bytes sent and received by each algorithm for each MPI rank, the number of MPI calls invoked, and time taken by each MPI primitive and its algorithms for each MPI rank. The MPI library was modified to collect Lustre I/O data at each MPI primitive and its algorithms for each MPI rank, the number of MPI calls invoked, and time taken by each MPI primitive and its algorithms for each MPI rank. The MPI library then sends this information to INAM every user-defined Lustre time interval through the InfiniBand UD channel by using the framework discussed in [6]. The I/O profiling frequency is by default the same as the MPI profiling frequency, which allows the synchronization of I/O and MPI traffic timestamp records. The remote INAM daemon collects and processes this information in a parallel and efficient manner described in [5], and stores the measurements into a MySQL database.

Given that HPC clusters are capable of 56Gbps to 200Gbps this is an insignificant amount of data and ensures a low-overhead profiling approach.

The user also has the flexibility to look at various servers present in a node/job. This information is available at both the node-level and job-level granularities. With this setup, the user can monitor each job’s specific communication pattern for the Lustre server and the route through the network.

B. Correlation & Evaluation of MPI and I/O Traffic

INAM’s data collection interface intercepts the data received from MPI processes and stores measurements in a persistent data store as shown in Figure 7 on a remote INAM node. While MPI processes provide information on the IP address to which the Lustre traffic was directed, we need the corresponding node name to correlate Lustre traffic with MPI traffic in the cluster. To achieve this, we use the following two techniques to identify the IP-node name mapping: a) Address Resolution

charts on top of each switch node on the graph. By including this traffic information this way, viewers can easily understand the traffic going through one of the switches just at a glance and compare switches to each other by comparing the shape of the radars. To get the exact number or percentage of a specific axis attribute, the user can hover over part of the radar chart to get the exact figure. This capability enables users to compare the different metrics of a network and compare them to total bytes sent/received on the link without having to create a time-series graph. Moreover, RadarPie chart enables the easy visual comparison of node traffic.

V. INTROSPECTING MPI AND I/O TRAFFIC TOGETHER

In this section, we discuss the designs for introspecting and evaluating the MPI runtime and the I/O together with low overhead to tackle problem #3 in Section II-A. Note that, although this initial design was done for Lustre, similar schemes apply to other file systems like BeeGFS.

A. Gathering I/O Traffic

OSU INAM monitors MPI information using MPI_T as discussed in [6]. The MPI profiling metrics include the number of bytes sent and received by each algorithm for each MPI rank, the number of MPI calls invoked, and time taken by each MPI primitive and its algorithms for each MPI rank. The MPI library was modified to collect Lustre I/O data at the client side at run-time. The following four data points on reads and writes are collected for each Object Storage Target (OST) in each client: “number of times the read/write event happened”, the “minimum bytes read/written in one event”, the “maximum bytes read/written in one event” and the “sum of bytes read/written”. Additionally, we collect the OST name and its corresponding Object Storage Servers (OSS)’s IP address. The MPI library then sends this information to INAM every user-defined Lustre time interval through the InfiniBand UD channel by using the framework discussed in [6]. The I/O profiling frequency is by default the same as the MPI profiling frequency, which allows the synchronization of I/O and MPI traffic timestamp records. The remote INAM daemon collects and processes this information in a parallel and efficient manner described in [5], and stores the measurements into a MySQL database.

As mentioned above, we need to ensure the low-overhead profiling of I/O. Lustre Traffic is linear with respect to the number of OST. Considering each Lustre storage record is 311Bytes, for Lustre traffic we have:

$$\text{Traffic}_{\text{Lustre}} = \text{NumProcs} \times \text{RecSize(311B)} \times \text{NumOSTs} \times \text{Frequency}$$  \hspace{1cm} (1)

Given that HPC clusters are capable of 56Gbps to 200Gbps this is an insignificant amount of data and ensures a low-overhead profiling approach.

The user also has the flexibility to look at various servers present in a node/job. This information is available at both the node-level and job-level granularities. With this setup, the user can monitor each job’s specific communication pattern for the Lustre server and the route through the network.

B. Correlation & Evaluation of MPI and I/O Traffic

INAM’s data collection interface intercepts the data received from MPI processes and stores measurements in a persistent data store as shown in Figure 7 on a remote INAM node. While MPI processes provide information on the IP address to which the Lustre traffic was directed, we need the corresponding node name to correlate Lustre traffic with MPI traffic in the cluster. To achieve this, we use the following two techniques to identify the IP-node name mapping: a) Address Resolution.

As mentioned above, we need to ensure the low-overhead profiling of I/O. Lustre Traffic is linear with respect to the number of OST. Considering each Lustre storage record is 311Bytes, for Lustre traffic we have:

$$\text{Traffic}_{\text{Lustre}} = \text{NumProcs} \times \text{RecSize(311B)} \times \text{NumOSTs} \times \text{Frequency}$$  \hspace{1cm} (1)

Given that HPC clusters are capable of 56Gbps to 200Gbps this is an insignificant amount of data and ensures a low-overhead profiling approach.

The user also has the flexibility to look at various servers present in a node/job. This information is available at both the node-level and job-level granularities. With this setup, the user can monitor each job’s specific communication pattern for the Lustre server and the route through the network.

B. Correlation & Evaluation of MPI and I/O Traffic

INAM’s data collection interface intercepts the data received from MPI processes and stores measurements in a persistent data store as shown in Figure 7 on a remote INAM node. While MPI processes provide information on the IP address to which the Lustre traffic was directed, we need the corresponding node name to correlate Lustre traffic with MPI traffic in the cluster. To achieve this, we use the following two techniques to identify the IP-node name mapping: a) Address Resolution.
Protocol (ARP)-based Scheme, and b) Reading the IP to node mapping from the `/etc/hosts` on the compute node. We primarily use `/etc/hosts` method to get the mapping of the IP addresses to the hostnames and rely on the ARP-based mechanism as a fallback approach.

To support introspecting the MPI library along with the I/O subsystem, Section I, INAM remotely gathers fabric discovery and routing information periodically [5]. Since HPC systems have static routing, the change in the routing and fabric is minimal. Once the details of Lustre servers-nodes are known, INAM uses fabric information to find the path of the I/O traffic and MPI traffic using route table. Considering we are gathering this information in real-time, we know how much traffic for MPI and I/O is going through each link and can see if they are colliding in the network.

Using the Lustre I/O information collected by each MPI process, we can identify a) the Lustre traffic generated by each node, b) the list of nodes to which data was read/written, and c) the information on the job that is inducing Lustre traffic. INAM can then leverage the route and Lustre information as mentioned above to identify the path taken by each job’s Lustre traffic. With this information, INAM can correlate Lustre traffic with MPI traffic to identify points of contention in the network fabric system where I/O traffic affects the performance of MPI communication.

With the information collected from Lustre I/O traffic, we render the percentage of link bandwidth utilized by I/O traffic for each link in the network. We also render the percentage of link bandwidth utilized by MPI traffic. This information together enables system administrators to compare and identifies the points within the system dominated by I/O traffic.

C. Performance Notifications

As a part of tackling problem #4 in Section II-A, we have a notification system in place which looks for user-configurable events at user-specified time intervals and notifies the users (like system administrator) via email. This helps the system administrator to monitor and operate the HPC system. As shown in Figure 6, we also have a web-based user interface that helps users keep track of events. INAM has support to report notifications when metrics such as “LinkDowned”, “XmtDiscards”, “RcvErrors”, “VL15Dropped”, “Bytes sent”, “Bytes received”, “Link utilization” exceed/drop below/equals a user-specified threshold value. Additionally, we have support to report when MPI & Lustre traffic co-exist in the same link which can impact the performance of the job based on a user-specified threshold value. (Figures 3). With this quiet, simple, and useful support of performance notifications, INAM users can perform online analyses, which shortens debugging time and saves resources spent detecting system problems.

VI. USAGE SCENARIOS

A. System level Impact of I/O and MPI

This use case is to see the insight of using the new visualization on the system-level to detect exist of MPI and I/O traffic in the root switches. For this case, we run 144 nodes to perform MPI AlltoAll on RI cluster. MPI AlltoAll is a communication-intensive operation where all processes send the same amount of data to each other and receive the same amount of data from each other. We observed lower than expected performance for the jobs on RI cluster with up to 20% performance variation among different iterations of running the job. Upon visualizing RI full-stack network traffic, as shown in Figure 6, we noticed that there is a significant amount of I/O traffic on root switches even though we are running on 94% of the available nodes in the cluster. All root switches are showing I/O read operation. Upon checking the jobs, we noticed that there is another I/O intensive checkpoint restart job injecting the I/O traffic into the system causing the performance variation.

After waiting for the I/O job to finish, we ran our experiments again and visualized the network traffic while the jobs were running as shown in Figure 8. This time we noticed although there are a few edge switches that have I/O traffic, but the root switches in the center are not impacted by I/O traffic in the system. Comparing Figures 6 and 8 shows the impact of locality of I/O traffic on communication performance in the network and how users could quickly detect the existence of I/O in the root switches.

Fig. 8. System level view of running MPI AlltoAll on 144 nodes. Note that compared to Figure 6, there is not I/O traffic on the root switches.

B. Two Jobs Sharing a Link

Another use case scenario may arise when multiple jobs map to the same link between root switches. INAM exploits the paths between every set of nodes in the network since in HPC systems the routing between nodes is static. By using the notification system, we set events to get notification when
there is MPI and I/O traffic beyond 50% on network links used by our job allocation. We expect some jobs to affect each other’s performance by congesting the root link, and target to show the breakdown of jobs communication behavior with the designs described above in a systematic manner. First, to detect the links that the usage is within 75% to 100% (red color) by using Figure 5. Then, visualizing the amount of traffic each job transferring on those links in real-time. We notice that Job ID 727431 and Job 727432 are running on the same link. Application users and HPC systems administrators can monitor job interference in real-time and detect the source of link congestion in terms of each job. A Similar view like Figure 10 is available for viewing share of communication traffic on a link for MPI processes of a MPI job. [28].

C. Detecting Nodes with Communication Performance Degradation

The third usage case includes detecting abnormal behavior of communication in a specific job. Figure 11 shows the communication visualization of nodes and switches of a job doing MPI AlltoAll collective operation. We notice that for the nodes shown in dark red the communication pattern of the RadarPie is different from other compute nodes. The user can compare the full-stack communication characteristics across nodes and identify the abnormal communication behavior using this visualization quickly. By detecting the nodes showing lower communication, we can identify the source and location of communication degradation. For example, here we can what layer in the job and what nodes are the bottleneck and resolve it. In this case, the user can report the throttling issue to the system administrator to be evaluated.

Fig. 9. In-production web interface to track events and notifications generated by INAM that occurred in the past. We see that MPI Traffic and Lustre Traffic shared links specified in additional information

Fig. 10. A summary of a single link sharing traffic between two jobs resulting in performance interplay between the running jobs.

Fig. 11. Network visualization of communication stack performing MPI AlltoAll with showing RadarPie for all the nodes and switches involved in the job. The nodes that have throttling communication are identified in dark red. The white dots are nodes and the blue dots are switches.
VII. PERFORMANCE EVALUATION

In this section, we evaluate the visualization designs and the overhead of I/O profiling.

A. Experimental Setup

We conducted our experiments on three clusters at The Ohio State University (OSU) and the Ohio Supercomputer Center [29]. Table II summarizes the specification of each of the clusters.

|              | RI2   | RI    | OSC   |
|--------------|-------|-------|-------|
| #Nodes       | 56    | 152   | 1,738 |
| #Links       | 189   | 542   | 3,579 |
| #Switches    | 6     | 20    | 109   |
| CPU          | Xeon 2.40GHz | Xeon 2.53GHz | Xeon 2.50GHz |
| Cores/node   | 28    | 8     | 24    |
| Memory/node  | 128GB | 12GB  | 128GB |
| Switch Tech. | Mellanox EDR | Mellanox QDR | Mellanox EDR |

B. Visualization Performance Analysis

In Table III, we present the latency of visualization designs for multi-link network topology (Design #2) and RadarPie on top of multi-link network topology (Design #3 + Design #2) for each system with varying number of nodes to visualize. In particular, we move to a larger cluster of nodes (OSC) and links, with 30x nodes and 20x links compared to RI2 cluster to study the impact of number of nodes and links on the latency of visualizations. This shows us that Visualization design #2 (Figures 3) provides faster rendering. This is due to caching of network layout. The RadarPie visualization is more computationally heavy and includes retrieving data from various tables in database and overlaying them. RadarPie visualization (Design #3) takes less than 30 seconds for a cluster size of (≈ 2,000 nodes) to show new visualization for all the metrics across all nodes. Figures 12 and 13 show the visualization design #2 for OSC and Frontera supercomputers. Design #2 has been publicly released and available to use in INAM [28].

|              | RI2   | RI    | OSC   |
|--------------|-------|-------|-------|
| Visualization Design #2 | 40 ms | 53 ms | 206 ms |
| Visualization Design #3 | 5.03 s | 4.85 s | 26.12 s |

C. I/O Profiling Analysis

In this section, the overheads of profiling for I/O component is evaluated. To be fair and aligned with problem #4 mentioned in Section II-A, we discuss the overall end-to-end overhead and scalability of our profiling design. We analyzed the base overhead of INAM profiling for all possible MPI counters and timers with support of profiling I/O and sending them to the INAM using a scientific application on 4,096 processes across 256 nodes.

Figure 14 compares the performance of different NAS Class D benchmarks with and without MPI profiling performance variables (PVAR) with an interval of 5 seconds for 4,096 processes across 256 nodes. The number are an average of 25 iterations for each benchmark of NAS. On a HPC system a 2% performance jitter is normal. We observe that full-stack profiling with INAM fits well for in-production runs with end-to-end performance overhead at scale.
HPC community is moving toward enabling vast options of profiling tools to measure performance and operate HPC systems. As mentioned, Monitoring MPI jobs down to the port counters are essential for debugging job failures and finding network bottlenecks. In this section, we give details of existing tools (in literature and those available as products) besides those already mentioned in Section I. The Texas Advanced Computing Center has developed a tool called TACC STATS [30]. This tool correlates job and system-level statistics to create reports. The reports are used to identify issues in the jobs or systems infrastructure, but, not in real-time. In [31], the authors proposed a suite built on MPI and allows for different metrics for each job and thus may not provide a full system view of how the jobs are interacting with the fabric. The authors in [32] describe a library that goes beyond the PMPI interface to gather MPI states and lower-level network statistics. Paraver [33] is used to provide visualization of the data. However, the tool could not visualize model network activities. Lustre file system records many statistics that can be extracted and displayed. Some related work on making these statistics available can be found in [34].

MonSTer [35] suggests using parallel coordinates for measuring node health information like Fan speed, temperature, and intra node metrics but lacks the support for a full system view of the network topology. HiperView [36] extends MonSTer to gather job-level information with node resource utilization and health stats but depends on existing infrastructures to collect metrics which limits the portability. Besides, it does not support online end-to-end profiling. As described in Section I, several tools allow systems administrators to analyze and inspect high-performance networks such as Mellanox, FabricIT, BoxFish, Nagios, or Ganglia. With all of these tools, there is no integration with the MPI Library, so correlating network traffic to MPI jobs is a manual endeavor. On the other hand, there are several tools such as TAU, HPCToolkit, Intel VTune, IPM, and mpiP focus on the MPI applications but do not show the network traffic of the MPI jobs.

### IX. Software Availability, Deployment, and Community Outreach

The #2 visualization design (Figures 2 and 3) with support for Lustre I/O profiling has been released publicly and is available for free download and use from the project website [37]. So far this version has had over 850+ downloads from the project site. INAM is currently deployed at the Ohio Supercomputer Center to monitor multiple HPC clusters. It is also being used at Georgia Tech, University of Utah and at institutions in Poland. We are continually working with other institutions to deploy the tool on their clusters. The team actively participates in various outreach activities including presenting the features and capabilities of the proposed tool through tutorials held as part of various national and international conferences/workshops as well as webinars conducted by organizations like XSEDE [38] and CaRCC [39].

### X. Conclusion

In this paper, we proposed and implemented new visualization methods to enable holistic insight for representing the cross-stack metrics of HPC communication stack. Moreover, we propose and implement a low-overhead I/O profiling inside MPI library, collect, send and store the profiling information, and then study the correlation and evaluation of I/O traffic with MPI communication using a cross-stack approach through using INAM. Through experimental evaluations and use cases, we demonstrated novel benefits of our cross-stack communication analysis in real-time to detect bottlenecks and understand communication performance. With new visualization techniques users can: 1) understand their job allocation topology in the system and have more accurate expectations of network performance, jitter, and locality of their nodes. 2) By having the holistic view of communication, users can relate, compare, and understand the interplay of communication of different layers of HPC stack with each other. 3) Benefit from online, stand alone profiling to increase the productivity of domain scientists who are not familiar with gathering, correlating and visualizing the communication information from various HPC stacks. 4) System administrators can identify congested links, nodes, and switches very quickly and take action. We demonstrated low-overhead of less than 5% for full-stack profiling, gathering and sending communication metrics for large scale application running on 4,096 processes on 256 nodes. We have scaled the proposed visualizations to large scale (≈ 2,000 nodes) HPC clusters.

As part of future work, we aim to do the following: 1) study other visualization methods to demonstrate jobs statistics in company with network communication visualization. 2) port the designs as part of INAM to other popular tools such as TAU and XDMoD.
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