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Abstract—End-to-end (E2E) systems have played a more and more important role in automatic speech recognition (ASR) and achieved great performance. However, E2E systems recognize output word sequences directly with the input acoustic feature, which can only be trained on limited acoustic data. The extra text data is widely used to improve the results of traditional artificial neural network-hidden Markov model (ANN-HMM) hybrid systems. The involving of extra text data to standard E2E ASR systems may break the E2E property during decoding. In this paper, a novel modular E2E ASR system is proposed. The modular E2E ASR system consists of two parts: an acoustic-to-phoneme (A2P) model and a phoneme-to-word (P2W) model. The A2P model is trained on acoustic data, while extra data including large scale text data can be used to train the P2W model. This additional data enables the modular E2E ASR system to model not only the acoustic part but also the language part. During the decoding phase, the two models will be integrated and act as a standard acoustic-to-word (A2W) model. In other words, the proposed modular E2E ASR system can be easily trained with extra text data and decoded in the same way as a standard E2E ASR system. Experimental results on the Switchboard corpus show that the modular E2E model achieves better word error rate (WER) than standard A2W models.
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I. INTRODUCTION

Deep learning has been widely used in ASR systems. Traditional ASR with deep learning always employs ANN-HMM hybrid systems [1], [2], [3]. ANN predicts the posteriors of HMM states and HMM is trained separately to fit the long term model. Hybrid systems have some disadvantages. First, forced alignment is needed to train the ANN part in the traditional ANN-HMM pipeline. Second, the short-term model ANN and long-term model HMM are trained separately. Therefore, the knowledge that they have learned will not be shared with each other. Finally, a decoding mechanism such as the weighted finite-state transducer (WFST) [4] and lattice generation/search is needed during the test phase. However, with more powerful networks like long short-term memory (LSTM) [5] and convolutional neural network (CNN) [6], the E2E systems have the ability to directly model the word sequence from the acoustic feature with only neural network computing.

Connectionist temporal classification (CTC) [7] is a widely used E2E algorithm. CTC adds a special label blank to model the intermediate frame. The blank label and forward-backward algorithm enable CTC to convert unsegmented input sequences to varied-length output sequences. CTC based systems have achieved good results in several sequence labeling tasks including speech recognition [8] and handwriting recognition [9].

Sequence to sequence (S2S) [10] is another type of E2E model, which consists of two networks: an encoder and a decoder. The encoder models the input sequence as embedding vectors and the decoder uses these vectors to generate the output sequence. In recent years, S2S models, especially attention-based S2S models, have achieved great success on both natural language processing [11] and speech recognition [12], [13].

RNN-transducer [14] combines the advantages of both CTC and S2S models. It contains an encoder-decoder like mechanism and a CTC like criterion. Researches have shown that RNN-transducer could achieve competitive word error rates on speech recognition [15], [16].

Many researchers focus on E2E systems during the training phase. However, some works such as [9], [17] still involve extra decoding mechanisms like WFST. In this paper, we mainly focus on E2E systems during the decoding phase, i.e., the whole system performs like one neural network during test. We called it A2W property or E2E property.

Extra text data can be used to train a strong language model and generate a WFST. It has been shown that the extra text data involved by WFST with language model can significantly improve the performance of hybrid ASR systems. However, E2E systems decode the word sequence directly from acoustic features with only neural networks. This property gives the E2E systems faster decoding speed [18] and the ability to store only neural network parameters, making it possible to deploy on low-resources machines. However, combining WFST and E2E ASR systems brutally will break this property. Therefore many researchers work on how to add large scale text data into E2E ASR systems. [19] joins CTC, attention-based decoder and RNN language model together as a big joint decoder. [20] applies back-translation to convert text data to unsupervised acoustic data. [21] uses the phoneme sequence to train a multimodal E2E system.

Currently, E2E systems based on phoneme, character, or sub-word generated by byte pair encoding (BPE) [22] have
achieved great performance. However, the desired output of ASR systems is word sequence rather than sequences consisting of these small units. Thus an additional procedure is still needed to combine these small units to words. Moreover, some Asian languages including Chinese, Japanese, and Korean, are more difficult to split into these small units compared with Latin based languages. Therefore, in this paper, we try to investigate how to use extra text data to improve the performance of ‘true’ E2E models, i.e., A2W models.

In this paper, we use a novel modular E2E system \cite{23}. The modular E2E system contains two networks, one is an acoustic-to-phoneme (A2P) network, and the other is the phoneme-to-word (P2W) network. During the training phase, the acoustic data will be used to train both A2P and P2W networks and extra text data can be used to train the P2W network. Finally, during the decoding phase, the output of the A2P network will be the input of the P2W network, which means the proposed model outputs word sequence from input acoustic feature sequence with only neural network calculations. This makes the whole modular system performs like a normal E2E system. Compared with traditional E2E systems, the proposed modular E2E system has three advantages. First, it performs like an A2W model during the decoding phase, without the need to store other parameters such as WFST to decode the results. Second, the modular E2E system can be trained with extra text data while holding the E2E property. The most commonly used method to incorporate text data in A2W models is WFST \cite{17}, which violates the E2E property. Finally, the modular design makes the system easy to extend or adapt. In this paper, we give an example of out of vocabulary (OOV) words extension.

The rest of the paper is organized as follows. Section II briefly introduces the background of traditional E2E ASR systems. Section III proposes our modular E2E model. Section IV shows the implementation details of modular E2E systems. Finally section V demonstrates the experimental results and section VI gives the conclusion.

II. TRADITIONAL E2E ASR SYSTEMS

A. Connectionist Temporal Classification

E2E system is designed to solve the sequence labeling problem, which predicts a corresponding output sequence from a given input sequence. The difficulty of solving sequence labeling problem with deep learning lies in the mismatch between the lengths of input and output sequences. In practice, an input acoustic feature may contain hundreds of frames. Formally, the merge function is defined as

$$\beta : [V \cup \{\text{blank}\}]^* \rightarrow V^*$$

where \(V\) is the vocabulary of output word sequence. The merge function will first combine the same consecutive words together and then remove all the blank symbols. For example, \(\beta(a - aab) = \beta(-a - ab) = \beta(a - abbb) = \beta(aa - aab) = aab\) where \(-\) means blank. In other words, the previous example shows the valid CTC alignment of the word sequence ‘aab’ with an input feature of length 6.

Let \(x\) be the input feature sequence and \(w\) be the corresponding word sequence. The CTC criterion, i.e., the probability \(P(w|x)\) is the summation of all the possible CTC alignments by using merge function \(\beta\):

$$P(w|x) = \sum_\pi P(\pi|x) = \sum_\pi \prod_{t=1}^T P(\pi_t|x), \quad (2)$$

here \(\pi \in \beta^{-1}(w)\) and \(T = \text{length}(\pi) = \text{length}(x)\). Since \(\pi\) and \(x\) have the same length, \(P(\pi_t|x)\) can be easily calculated by a neural network with a softmax output layer.

The number of \(\pi\) grows exponentially with the input sequence length. Thus \(P(w|x)\) cannot be calculated efficiently. However, the probability can be calculated by the forward-backward algorithm \cite{24, 25}. Figure 1 gives a brief overview of applying the algorithm with the CTC criterion, and the details can be found in \cite{7}.

B. Sequence to Sequence

S2S \cite{10}, also known as encoder-decoder, is another commonly used E2E method. CTC predicts a single word or blank for each frame of input feature, and then uses merge function \(\beta\) to derive the output word sequence. However, S2S deals with the sequence labeling problem as a conditional language model problem. In other words, S2S is trained as a language model by generating output word sequences conditioned on input features.

Formally, the S2S model contains two networks: encoder and decoder. The encoder ‘encodes’ the input feature to a
single compressed embedding vector. The decoder will use the embedding vector and ‘decode’ the output word sequence as a conditional language model.

Let \( x \) and \( w \) be the input feature and output word sequence. The criterion of S2S, i.e. the probability \( P(w|x) \) is the product of the conditional probability of each single word by chain rule:

\[
P(w|x) = \prod_{i=1}^{N} P(w_i|x, w_{1:i-1})
\]

here \( N = \text{length}(w) \). The conditional probability can be calculated by two neural networks:

\[
h = \text{encoder}(x) \tag{4}
\]

\[
P(w_i|x, w_{1:i-1}) = \text{decoder}(h, w_{1:i-1}). \tag{5}
\]

Figure 2 illustrates the framework of the S2S model.

However, since the S2S model compresses the input feature to a single embedding vector. When the length of the input sequence is too long, some information, especially earlier information of the input feature might be lost, resulting in performance degradation. Attention mechanism [26] is proposed to utilize the information of input features more efficiently. [12], [27] show that attention mechanism can obtain a large improvement on the final WER result. Therefore attention based S2S model is used in our work.

C. E2E ASR Systems

Currently, two types of E2E ASR systems are commonly used. The first type maps the acoustic feature to a sequence of small units such as phonemes, characters, or bigger sub-word units such as BPE [17], [28], [29], [30], [31], [32]. This type of E2E ASR system has relative small ‘vocabulary’ size (usually less than 100), which enables efficient training with lower memory consumption. In practice, these E2E systems are able to achieve good performance. However, the models of this type usually need an additional module to convert the small unit sequence to the corresponding word sequence. The additional module including WFST [17] or language model rescoring based beam search [30] may break the E2E property during the decoding phase. Moreover, a language model trained with extra text data is usually used to build a WFST separately with the neural network. This additional language model, especially WFST, might consume lots of resources that makes the whole system hard to deploy on low resource devices.

This paper mainly focuses on the other type, which is usually called A2W models [33], [34], [35]. It directly maps the acoustic feature to a word sequence. This type can decode the output word sequence with a single neural network. However, due to the large number of output units (usually more than ten thousand words) and long acoustic feature length (usually about one thousand frames), systems of this type are harder and slower to train. Moreover, the large memory consumption makes some algorithms like RNN-transducer hard to implement in a proper A2W system. Another problem is that A2W networks can only be trained with acoustic data. The language model trained with extra text data cannot be easily integrated with A2W models.

Choosing which type of E2E ASR system is a trade-off. The decoding results of A2W models could be generated directly by the neural networks. This indicates that low resource terminals like smartphones or automobiles only need to store the neural network parameters. Many smartphones also have a neural processing unit (NPU) in their system on a chip (SoC), which can speed up the calculation of neural networks. The other type can employ greedy search decoding and word boundaries to achieve the A2W purpose [36], [37]. However, it will abandon the simplicity of using extra text data to improve model performance as the acoustic data is harder to obtain than the text data. Moreover, the proposed modular E2E ASR system is designed to be optimized by both acoustic data and text data while the whole system performs like a single A2W neural network during the decoding phase like [21], [38].

III. MODULAR E2E ASR SYSTEM

In this section, the proposed modular E2E ASR system [23] will be introduced. The modular E2E system consists of two networks: an A2P network and a P2W network. The A2P network can only be trained with acoustic data, such that it predicts the corresponding phoneme sequence with given acoustic features. Meanwhile, the P2W network translates the phoneme sequence to the desired word sequence, which can be trained by both acoustic data and text data. Finally, the P2W network is fine-tuned by the acoustic data. Figure 3 shows the whole framework of modular systems.

A. A2P Network

The A2P network is trained on acoustic data, which predicts the posterior probability of phoneme sequence \( p \) with the given acoustic feature sequence \( x \), i.e.

\[
P(p|x) = \text{A2P}(x). \tag{6}
\]

In the modular system, the A2P network can be considered as the acoustic model in the standard ANN-HMM hybrid setting. It recognizes the acoustic features and produces the corresponding phoneme sequence. In fact, it is actually a phoneme-based E2E ASR network, i.e., the first type of E2E ASR system mentioned in the previous section. This indicates that all the E2E optimizing methods can be used to improve the performance of the A2P network.
Even though all E2E criteria can be used to train the A2P network, in this work, only the vanilla CTC is used as the criterion of the A2P network. It is because that the predicted phoneme sequence might contain many errors. Then the whole posterior sequence will be the output of the A2P network. However, the CTC criterion can predict the posterior sequences only based on the input acoustic data. The S2S criterion must predict the posterior sequences not only relying on the input acoustic data, but also the previously predicted phoneme sequence. More precisely, for a given acoustic feature \( x \), phoneme sequence \( p = (p_1, \ldots, p_T) \) and a trained A2P network, the CTC criterion is formulated as,

\[
P(p|x) = \prod_{i=1}^{T} A2P(p_i|x).
\] (7)

Therefore, for any possible \( p \), the posterior \( P(p|x) \) could be calculated only depending on \( x \). However, for cross entropy criterion used in S2S, we have

\[
P(p|x) = \prod_{i=1}^{T} A2P(p_i|x, p_{1:i-1}).
\] (8)

Here, for any possible \( p \), \( P(p|x) \) depends not only on \( x \) but also \( p \) itself. To provide more information, the output of the A2P network, i.e., the input of the P2W network is the posterior of all possible phoneme sequences rather than a single best phoneme sequence. More precisely, let \( V_p \) denote the phoneme vocabulary, the output of the A2P network is a \( T \times |V_p| \) matrix which represents the posterior sequence rather than a single length \( T \) phoneme sequence. However, as mentioned above, for a given acoustic feature \( x \), S2S models can not produce the \( T \times |V_p| \) matrix since it calculates the posterior which not only relies on \( x \) but also on \( p \). Therefore, only CTC is used as the criterion for the A2P network.

### B. P2W Network

The P2W network can be trained by both acoustic data and text data. The input of the P2W network is the posterior of all possible phoneme sequence \( p \) and the output is the desired word sequence \( w \), i.e.,

\[
P(w|p) = P2W(p).
\] (9)

The P2W network can be considered as the language model part of the ANN-HMM hybrid system, although the generated word sequence depends on the input phoneme posterior. Compared with the traditional language model \( P(w) \), the P2W network is trained with \( P(w|p) \). P2W network and language model are both trained on large scale text data. However, the language model focuses on the unconditional internal relationship among all the words in sentences. Nevertheless, P2W models learn not only the unconditional word distribution but also the phoneme to word dictionary. Additionally, the phoneme alignment, i.e., the alignment about which phoneme belongs to which word, is also learned by P2W models. In other words, the P2W network of the modular system is a more powerful language model conditioned on given phoneme sequences. In this work, vanilla CTC and cross entropy with attention-based S2S are used as the criterion. [9] shows that the implicit language model of CTC can beat some weak explicit language models and the decoder of S2S has the same structure as the traditional LSTM language model. This indicates that the P2W network has the ability to model the extra text data. In general, the proposed P2W network could solve three issues:

- Complete phoneme alignment automatically;
- Predict proper words in the dictionary with the given phoneme sequence;
- Infer proper words with the given word sequence history.

### C. PSD Joint Training

Finally, the P2W network will be fine-tuned on the acoustic data. In this phase, the A2P network would be fixed. In practice, the length of the acoustic feature (usually about one thousand) is much longer than the length of its corresponding phoneme sequence (usually less than one hundred). It is because the posterior sequence predicted by the A2P network and its corresponding phoneme sequence have different information rates. Therefore, it is not suitable to directly use the phoneme posteriors, which is the output of the A2P network as the input of the P2W network. Down-sampling is of help here. Phoneme synchronous decoding (PSD) [13] is a technique that is originally designed to speed up the decoding of CTC. It removes the blank frames in the phoneme posterior sequence, which can greatly reduce the information rate without performance loss. In this work, PSD is employed as a down-sampling layer between the A2P and P2W network. Given the A2P network output, i.e., the posterior sequence \( p_1, \ldots, p_n \), where \( p_i(t) \) represents the posterior of phoneme \( t \) at frame \( i \), we have

\[
X = \{i|\log p_i(\text{blank}) - \max_{t\neq\text{blank}} \log p_i(t) < \lambda\}
\] (10)

\[
\text{PSD}(p_1, \ldots, p_n) = p_{k_1}, \ldots, p_{k_m} \quad k_i \in X.
\] (11)

Here \( \lambda \) is a pre-defined threshold. This means that PSD will remove the frames of A2P output that have high posterior on the blank label.

The advantages of using PSD include:

- Adapt different information rates among input acoustic features, intermediate phoneme sequence and predicted word sequence.
- Remove unnecessary blank information of the A2P network output.
- Speed up the training of P2W network.

With PSD, the whole system can be considered as

\[
P(w|x) = \sum_{p} P(w|p)P(p|x) \approx P2W(\text{PSD}(A2P(x))).
\] (12) (13)

### D. Advantages of Modular E2E ASR System

Compared with traditional HMM ASR systems, E2E systems could be easily deployed. The reason is that the E2E system only involves neural network calculations, which means only neural network parameters need to be stored. Besides, the neural network calculation can be accelerated by GPU or NPU.
making it more suitable on some devices such as smartphones. However, one big obstacle to the E2E ASR system is that its performance heavily relies on the amount of acoustic data. Compared with expensive acoustic data, text data is easier to collect. Phoneme or character based E2E systems try to improve prediction accuracy with the WFST encoded with language model trained on additional text data. This reduces the E2E property compared with HMM ASR systems. Here, the proposed modular design splits the whole system into two parts: the part that is only trained by acoustic data and the part that is trained by text data. In the training phase, the modular system is split into an acoustic model and a language model. During the decoding phase, the whole system performs as a unified A2W model. In general, the modular E2E ASR system is an A2W model that can be easily trained with extra text data. Moreover, its modular design enables system extension or adaption since we can fine-tune or re-train the A2P and P2W networks separately. In the next section, the OOV word extension is given as an example.

IV. IMPLEMENTATION DETAILS

This section exhibits the implementation details of the modular E2E ASR system. The OOV word extension is taken as an example to illustrate the extension capability of the proposed system.

A. Phoneme Sequence Generation

The large scale text data is used to train the P2W network. However, the P2W network needs the phoneme sequence posterior as the input, while the text data only contains word sequences. Therefore, the corresponding phoneme sequence of extra text data should be generated. In this work, a word to phoneme dictionary is utilized. For polyphone words, we randomly choose one pronunciation as the oracle one.

For each word \( w \) in the word sequence, the dictionary is used to look up its corresponding phoneme sequence \( \text{dict}(w) \), which are finally concatenated as the generated phoneme sequence. Formally, for a word sequence \( w = (w_1, \ldots, w_N) \) in extra text data, the generated phoneme sequence is

\[
p = 1(\text{concatenate}_{i=1}^{T} \text{dict}(w_i)).\tag{14}
\]

Here \( 1 \) means mapping the phoneme sequence to its one-hot distribution form. The data pair \( (p, w) \) will be used to train the P2W network.

B. Text Data Initialization

The generated phoneme sequence can be used to train the P2W network with large scale text data. However, during the decoding phase, the predicted phoneme posterior may be problematic since it is calculated by an A2P network rather than generated by a oracle word sequence. The mismatch between the phoneme sequence predicted by the A2P network and the oracle phoneme sequence generated by the word sequence will lead to performance degradation. In fact, the experiments show that training P2W network only with oracle phoneme sequences will lead to imprecise results.

To solve this problem, the oracle phoneme sequences generated by extra text data will be used to initialize the P2W network. After that, the P2W network is fine-tuned by predicted phoneme sequences with PSD.

Let \( (x_a, w_a) \) denote the feature sequences and word sequences of acoustic data, and \( w_a \) denote the word sequences of text data. The whole training work-flow is shown below:

1) Use phoneme sequence generation method as described above to generate the corresponding oracle phoneme posterior sequences \( p_{a}^o \) and \( p_{a}^t \).
2) Use acoustic data \( (x_a, p_{a}^o) \) to train the A2P network.
3) Use large scale text data \( (p_{a}^t, w_t) \) to initialize P2W network.
4) Generate the predicted phoneme posterior sequence \( p_a = \text{PSD}(A2P(x_a)) \).
5) Fine-tune P2W network with data \( (p_a, w_a) \).

In this work, the A2P and P2W networks are not jointly trained. It is because that only acoustic data can be used to jointly train the A2P and P2W network. However, the A2P network is already trained by the acoustic data. Moreover, the acoustic data used to fine-tune the P2W network is down-sampled by PSD, which can greatly reduce the number of frames and accelerate the fine-tuning speed.

C. OOV Words Extension

How to deal with OOV words is a crucial issue for ASR systems, especially for A2W E2E ASR systems. In both CTC and S2S systems, to extend words, the words should be added into the vocabulary, and the dimension of the last softmax layer would be changed. Hence, to extend OOV words in a traditional A2W E2E ASR system, the whole neural network needs to be re-trained by acoustic data that contains OOV words. The time and resource consumption of the re-training procedure is huge. Another problem is that OOV words are usually rare words. The frequency of OOV words in the original acoustic data may be very low or even zero. This will lead to little performance improvement after re-training. Some approaches [22] have been proposed to solve the above problems. However, in this paper, we mainly focus on A2W models. [22] used sub-word as the output of the model, which is not an A2W E2E system.

Here, the proposed modular E2E system can be used to solve the above OOV words extension problem. The most time-consuming part is the training of the acoustic model, i.e., the A2P network. However, the trained A2P network can be directly used to decode the phoneme for OOV words. Only the P2W network needs to be re-trained. It is noticeable that the P2W network can be trained by TEXT data. It indicates that to re-train the P2W network, the data which needs to be obtained is the text data containing the OOV words rather than acoustic data. Compared to acoustic data, text data is easier and cheaper to obtain.

More precisely, let \( D \) be the original acoustic data, i.e., \( (p_{a}, w_{a}) \) in the above subsection and \( A \) indicate the extra text data containing the OOV words. Here, \( A \) contains the corresponding phoneme sequences by the same phoneme sequence generation method described above. Three ways are
proposed to re-train the P2W network in a normally trained modular E2E ASR system.

1) Directly fine-tuning: just use the extra text data \( A \) to fine-tune the P2W network.
2) Alternative training: train the P2W network alternately between epochs by the original acoustic data \( D \) and extra text data \( A \).
3) Multi-modal: this method [21] is only proposed for S2S P2W network. An additional encoder is added to the P2W network. Samples from \( D \) are encoded by the original encoder and samples from \( A \) are encoded by the new encoder, while they are both decoded by the original decoder.

More details of OOV words extension of modular E2E ASR system can be found in [39].

V. EXPERIMENTS

A. Experimental Setup

The data corpus used for the experiments is SwitchBoard [40]. This corpus contains 300 hours of speech. The extracted acoustic feature is 36-dimensional fbank over 25ms time-window and 10ms frame shift. The neural networks are trained by Kaldi [41], PyTorch [42] and MXNet [43].

The extra large scale text data is the transcription of Fisher corpus, which contains more than 2M sentences and 22M words. Both acoustic data and text data use the same vocabulary with size 30275. The evaluation sets are swbd and callhm from NIST eval2000 test set.

The baseline hybrid HMM model contains a 5-layer LSTM, while each layer contains 1024 memory cells and a 256 nodes projection layer. The last layer is softmax among 8k clustered tri-phone states.

The standard modular E2E ASR system consists of two networks. The A2P network contains 4-layer bidirectional LSTM, and each layer contains 1024 cells. The P2W network has two versions. The CTC version has a 3-layer bidirectional LSTM, and each BLSTM layer contains 1024 memory cells. The S2S version is composed of an encoder with 5-layer bidirectional LSTM and a decoder with a 5-layer unidirectional LSTM. Each layer of both encoder and decoder networks has 700 memory cells. Finally, the default PSD threshold is 8.

B. Experimental Results of Modular E2E ASR System

1) Different P2W Training Procedure: In the standard modular E2E training procedure, the P2W network needs to be trained twice. It is first initialized by large scale text data and then fine-tuned by the prediction of the A2P network. Some experiments are conducted to exhibit the necessity of extra text data and fine-tuning process. Table I shows the WER performance. It demonstrates that acoustic data fine-tuning of the P2W network is necessary for modular E2E systems. Even if the P2W network achieves a very low WER of 1.4/2.5 with oracle phoneme sequences, it fails to obtain the characteristics of the output of the A2P network and produces poor results. We also tried to remove the extra text data and trained the modular system with only the acoustic data. Then the whole system degraded to a normal A2W model. The performance is worse than the modular system trained with text data.

2) Different PSD Threshold: The PSD threshold [12] controls the number of frames of training data for P2W network fine-tuning. With more frames, the information would be more complete while the training will be slower and vise versa. Here, some experiments are conducted to check the influence of the PSD threshold on the performance of modular E2E models. Table I shows the results. The results show that a large PSD threshold can slightly improve performance. However, a too large or too small PSD threshold will make the P2W network more difficult to converge, especially for random initialized ones. It also demonstrates that extra text data can not only improve the performance but also enhances the convergence of the P2W network.

3) Different Acoustic Models: Other than the baseline BLSTM acoustic model, two weak acoustic models are trained to examine the effect of different acoustic models. The weak LSTM acoustic model contains a 5-layer LSTM, each LSTM layer has 1024 memory cells and 256 projection nodes [5]. The weak FSMN model contains 8-layer FSMN [44] and 2-layer DNN. Each FSMN layer contains 1024 units and 256 projection nodes [5], while each DNN layer contains 1024 units. Each acoustic model is trained by a CTC criterion based on phoneme. The phoneme CTC system is directly decoded by an extra WFST encoded with a language model. The word CTC system has the same structure as the phoneme CTC system except for the last softmax layer. The modular systems use the trained acoustic model as the A2P network. Table II shows the WER results. It is clear that modular systems can be improved by using better A2P models. This means all the optimization methods used on normal E2E acoustic models could be used to improve the performance of the A2P network, which may lead to performance improvement of the proposed modular system.

We could also observe that the performance of the modular S2S is slightly worse than the modular CTC model. The reason is that the output of A2P might contain errors in the predicted word sequence. Since CTC assumes that each predicted word is independent of the other words, the errors would only affect

| Training Procedure | CTC          | S2S          |
|--------------------|--------------|--------------|
| No extra text data | 16.3/29.2    | 17.6/29.4    |
| No fine-tuning     | 54.5/61.7    | 73.1/76.5    |
| TDI                | 15.5/27.6    | 16.8/29.4    |

Table I

WER performance comparison among different training procedures. TDI refers to text data initialization mentioned in Section IV-B. The numbers mean WER of test-set SWBD and CALLHM, respectively.

| PSD | # of Frames | TDI    | CTC          | S2S          |
|-----|-------------|--------|--------------|--------------|
| 3   | 12700679    | NO     | 17.6/29.9    | 17.5/29.7    |
|     |             | YES    | 16.6/30.9    | 17.0/29.7    |
| 8   | 15997606    | NO     | 16.3/29.2    | 17.6/29.4    |
|     |             | YES    | 15.5/27.6    | 16.8/29.4    |
| 15  | 22270884    | NO     | 19.6/29.3    | 17.6/30.1    |
|     |             | YES    | 15.4/27.1    | 16.7/29.6    |

Table II

WER performance comparison among different PSD thresholds. TDI means text data initialization, i.e., the using of extra text data.
a small area. However, in S2S models, each word prediction depends on its predecessors. The errors will accumulate to degrade the final performance. In fact, if we use the oracle phoneme sequence as model input, S2S will perform better than CTC. It is also found that the gap between modular CTC and modular S2S system is smaller with a better acoustic model from Table III.

4) Comparison Among Different Baselines: We have compared the WER performance among different ASR baselines, including the DNN-HMM hybrid system, the two types of traditional E2E systems, and the proposed modular system. Table IV shows the comparison results. It can be observed that the E2E systems with small units output like character or phoneme perform better than normal A2W models. It also can be observed that this type of E2E systems can be easily combined with a language model to improve their performance. For A2W models, the proposed modular systems perform better than normal word CTC or S2S models. It is believed that the performance improvements come from the use of extra text data. Overall, the proposed modular E2E model can get better performance by the extra text data compared with traditional A2W models, i.e., the A2W models that are directly trained by CTC or S2S with word-level output units. Compared with other types of E2E systems that are based on characters or phonemes, the proposed modular systems achieve slightly worse performance while holding the A2W E2E property, i.e., the whole system performs as a single A2W neural network during decoding phase.

Table IV obtains better results by using multiple optimization methods. These methods, including speed perturb, i-vector adaption, phoneme network initialization, and CTC-S2S joint training, are not used in this work. It is believed that the proposed modular E2E ASR system could achieve better results with these optimization algorithms.

C. Experimental Results of OOV Words Extension

This subsection demonstrates the modular design can do extension or adaption easily. Here OOV word extension is used as an example.

1) Extra Test Set: The data corpus used for the OOV word extension is almost the same as normal modular E2E experiments. The only difference is the evaluation set. Two data corpora are used. One is the in-domain eval2000 test set which is the combination of swbd and callhm, and the other is the cross-domain dev93 test set from WSJ corpus.

To investigate the performance gain of the OOV words extension, the full vocabulary \( V_f \) has been cut to small vocabulary \( V_s \) where \( V_s \) only contains words that occur more than 10 times in the training set. The baseline modular E2E models are trained with the small vocabulary \( V_s \). And the OOV words extension models are trained with vocabulary \( V_{ev} \) and \( V_{dev} \), which are the union of \( V_s \) and the corresponding vocabulary of each test set. Table V shows the OOV rate of each vocabulary. The extra text data is extracted from Fisher corpus. Here, not all the sentences in Fisher are used. Only the sentences containing OOV words are used.

| Vocabulary | Size | Training Set | OOV Rate | Eval2000 Test Set | Dev93 Test Set |
|------------|------|--------------|----------|-------------------|---------------|
| \( V_f \)  | 30275| 0            | 1.37     | 6.4               |
| \( V_s \)  | 6805 | 2.04         | 3.33     | 15.2              |
| \( V_{ev} \)| 7649 | 2.04         | 0.27     | -                 |
| \( V_{dev} \)| 7627 | -            | -        | 1.2               |

The test set is split into two subsets, which are in vocabulary sentences (IVS) and out of vocabulary sentences (OOVS). If every word in a sentence appears in vocabulary \( V_s \), then this sentence belongs to IVS and otherwise OOVs.

2) Experimental Results of In-domain Test Set: Table VI shows the WER performance on in-domain eval2000 test set with OOV words extension. It shows that for the in-domain test set, the baseline system with full vocabulary performs better than the system with a small vocabulary. It is also observed that for the in-domain test set, the OOV words do not cause much performance degradation. The WER gap between IVS and OOVs is about 20% relatively. And since the OOV rate is 3.33% for the baseline small vocabulary models, the poor WER on OOVs has a small impact on the total WER.

For CTC models, directly fine-tuning and alternative training all outperform the small baseline models. The alternative
training model even beats the large baseline model on OOVs. For S2S models, the gap between small and large baseline models is smaller than CTC, this indicates S2S models are influenced less by OOV words compared with CTC models. Directly fine-tuning only uses the text data with OOV words may increase the risk of over-fitting for S2S models. However, alternative training still performs slightly better than the small baseline system. Multi-modal is less effective compared with alternative training, especially on OOVs.

3) Experimental Results of Cross-domain Test Set: Table VII gives the results of the cross-domain dev93 test set from WSJ. Since no acoustic data from WSJ are used to train the models, the WER is much higher than other reported results. It can be observed that the WER of OOVs is much higher than IVS. Given that the OOV rate of small baseline systems is 15.2% and 6.4% for big baseline systems, the overall WER is influenced a lot by the poor WER of OOVs. It is also observed that the baseline S2S performs poorly due to the predicted word dependence during decoding.

For cross-domain experiments, the usage of full vocabulary does not work well. For CTC models, alternative training improves the performance of OOVs compared with both baseline systems. It even gets better results on IVS. For modular S2S models, directly fine-tuning and alternative training outperform the baseline systems on both IVS and OOVs. Lastly, it can be seen that multi-modal is still ineffective on OOVs.

Overall, using a small vocabulary will degrade the performance. Extending the vocabulary to full size is beneficial for in-domain tasks, but not performs well for cross-domain tasks. However, the proposed modular E2E ASR system could use extra text data to extend the OOV words to improve the performance. Regarding these three fine-tuning methods, only multi-modal is considered to be ineffective on OOVs. Directly fine-tuning is useful on OOVs in almost every case. And alternative training is the best choice. However, it needs more time to be trained and is harder to converge.

VI. CONCLUSION

This paper proposes a modular training strategy for E2E ASR. In particular, the proposed method splits the E2E systems into two parts: A2P and P2W networks. The P2W networks can be trained with large scale text data, which can improve the WER performance. During the decoding phase, the two networks are combined together and act as a single A2W network that holds the E2E property. Experiments on 300 hours SwitchBoard corpus show that this novel approach outperforms the naive A2W models and reaches the level of state-of-the-art A2W [34] models with the same training procedure. Besides, the modular design enables the efficient revision of the whole system. The OOV words extension experiment provides an example. The future work includes:

- Use other optimization methods including speed perturb [47], speaker adaptation [48] and GloVe initialization [49] to improve the A2P network;
- Train P2W network with other E2E criteria such as CTC-S2S multitask [50] method.
- Try other cross-domain experiments by using the same method in the OOV words extension.
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