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ABSTRACT The TSCH (Time Slotted Channel Hopping) protocol from the IEEE 802.15.4-2015 standard is known to be suitable for highly reliable applications in low-power networks of severely constrained wireless embedded devices. Most of the research on TSCH has focused on the 2.4 GHz frequency band. The present work extends the TSCH protocol to low data rate applications using the sub-GHz frequency bands for an increased link budget. We introduce multiple improvements on top of the standard TSCH, namely, a special schedule for the network’s root nodes and their direct neighbors, as well as the option to have multiple root nodes in a single TSCH network. Experimental results in a testbed and a real-world deployment show that after applying the improvements, the network meets application requirements and provides reliable and energy-efficient operation.

INDEX TERMS TSCH, Internet of Things (IoT), Contiki-NG, IEEE 802.15.4, MAC protocol, low-power and lossy network (LLN).

I. INTRODUCTION The TSCH (Time Slotted Channel Hopping) protocol from the IEEE 802.15.4-2015 standard [1] is known to be suitable for highly reliable applications in low-power wireless networks of constrained embedded devices. Most of the existing research on TSCH has focused on the crowded 2.4 GHz frequency band [2]–[5]. For applications that require long-range links, such as agriculture applications, using a sub-GHz physical layer is a more attractive option. In this paper, we focus on an environmental monitoring application for the grain industry. The goal of the application is to sense temperature and humidity inside grain during its storage and provide real-time information to the farmer about these parameters, as they impact the price of the grain and quality of the food eventually prepared from the grain. Gateway nodes placed outside the grain storage pick up this information and forward it to the Internet over a 3G/4G connection. The grain is a poor radio propagation medium, as the individual grains scatter the radio signal a lot, and also shadow the signal due to their significant water content. To make within-grain sensor networks feasible, specific technological solutions must be applied, including the use of multihop networks and sub-GHz communications for better signal penetration.

However, reducing the communication frequency not only increases the link budget, but also opens up a number of challenges:

- Transmitting each TSCH packet takes longer; consequently, a new TSCH timeslot timing template must be designed and evaluated.
- The physical layer data rate is reduced; consequently, the link capacity is smaller as well.
- Multiple data collection points may be within the range of a single network and serve as root nodes.

In this paper, we show that a widely used TSCH scheduler called Orchestra [2] has problems when operating under limited link capacity conditions, especially in regions close to the network’s root node. Furthermore, Orchestra does not support multiple root nodes in a single network, motivating further research for alternative solutions.

In this context, the contributions of this work are:

- We develop and experimentally evaluate a Contiki-NG TSCH port to the Texas Instruments CC1310 System-on-Chip operating in a sub-GHz frequency band and we provide a TSCH timing template for this platform;
- We design and evaluate a rule for a new slotframe in the Orchestra TSCH schedule, which we call the root rule;
- We adapt the “virtual root node” concept to TSCH networks and quantify its benefits;
• We discuss the suitability of TSCH for low-data rate applications using a sub-GHz frequency band, and make suggestions for improvements.

Experimental results in a 29-node testbed illustrate that sub-GHz TSCH networks utilizing the proposed root rule achieve low energy consumption (1.6 active slots for reception per second on non-root nodes) and high end-to-end packet delivery rate (99.0%). Results from a pilot deployment confirm the suitability for this application and show >95% end-to-end packet delivery rate in real-world conditions.

The paper is structured as follows. Section II provides background on the relevant technologies and related work. Section III discusses our target application, its requirements, and our technological solutions to cover these requirements. Section IV includes the evaluation results, Section V provides a discussion of the results and sketches future work, and finally, Section VI concludes the paper.

II. BACKGROUND

A. TSCH

The IEEE 802.15.4-2015 standard [1] was published in early 2016. Among other new MAC modes of operation, it introduces the Time-Slotted Channel Hopping (TSCH) protocol. TSCH is a Time Division Multiple Access (TDMA) MAC protocol that combines frequency diversity with scheduled communication. TSCH is designed for industrial low-power wireless network applications that need both high reliability and high energy efficiency. TSCH utilizes pseudo-random channel hopping to combat narrow-band interference and signal fading.

All devices in a TSCH network are time-synchronized to a common source: the network coordinator node. The basic element of a TSCH communication is a timeslot; timeslots can be used for packet reception, transmission, or be idle to conserve energy. If an acknowledgment is required, it is sent in the same timeslot as the packet. The nodes in a TSCH network need to agree on a common communication schedule, which defines which actions to perform in which timeslots. The schedule of a node consists of one or more periodically repeating slotframes. A slotframe is a two-dimensional collection of cells; a cell is characterized by its timeslot (time offset relative to the start of the slotframe) and its channel offset. The latter is mapped to a physical channel during run-time of the network using the following formula from the standard [1]:

\[ channel = HS[(ASN + ChannelOffset) \mod ||HS||] \]

where HS is a pseudo-random channel hopping sequence shared by all nodes in the network.

The standard leaves the construction of the schedule to the implementers. In recent years, there have been many proposals for the construction of TSCH schedules. Approaches to scheduling can be either centralized, where the schedule is created on a computation element outside the low-power network [6], distributed, where the schedule is created via negotiations between neighbor nodes [7], or autonomous, where the schedule is decided by each node autonomously based on the information it already possesses from other network layers. For low-overhead autonomous scheduling, Orchestra [2] is an attractive proposal. It utilizes routing information to allocate and de-allocate TSCH cells. The original Orchestra article [2] describes two modes: sender-based and receiver-based Orchestra. In the sender-based variant, a node allocates a transmission cell for itself and a reception cell for its parent node and each of its direct child nodes. In the receiver-based variant, the node itself has a reception cell, while the other nodes get transmission cells.

Variants and enhancements of Orchestra have been proposed that achieve better performance, for example, through different cell allocation strategies [8] and through using multiple channel offsets [9].

B. RPL

RPL (Routing Protocol for Low-Power and Lossy Networks) protocol [10] is a proactive routing protocol for low-power wireless networks. It is primarily designed for data collection applications (upstream traffic), although it does provide support for downstream traffic as well. RPL networks can have one or more root nodes, although implementations for embedded devices tend to only support a single root device. RPL constructs and dynamically updates the routing DODAG (Destination Oriented Directed Acyclic Graph). To select the parent nodes, RPL uses link quality as estimated by traffic and path quality, combined in a specific objective function, as selected by the configuration. A typical objective function used by RPL is the MRHOF (Minimum Rank with Hysteresis Objective Function) [11], which selects the parents based on the estimated transmission count (ETX) metric.

RPL features several modes of operation: storing mode, where the network nodes store their routing tables, and non-storing mode, where the routing table is only kept on the root node, while the network nodes only keep a default route with their routing parent node(s) as the nexthop(s). Downstream traffic in the non-storing case is sent by source routing. There is also a mode-of-operation with code 0, where no downward routes are maintained by RPL.

RPL forms the DODAG by periodically broadcasting DIO (DODAG Information Object) messages. The period of the DIO messages is dynamically adjusted by a Trickle [12] timer. Downstream routes are created by DAO (Destination Advertisement Object) messages, sent from child nodes to their parents or to the root.

C. SUB-GHz COMMUNICATION BANDS

1) WHY SUB-GHz BAND?

For many Internet of Things (IoT) application such as asset tracking, smart agriculture, environmental monitoring, and manufacturing, the license-free Industrial, Scientific, and Medical (ISM) frequency bands have become a preferred choice of communication as these applications only need to
send small amounts of data periodically at low data rates. While there is a range of ISM bands to choose from, the decision often boils down to 2.4 GHz vs. sub-GHz frequencies, i.e., 433, 868, and 915 MHz bands. Firstly, due to its free access, co-existing devices such as Bluetooth and Wi-Fi operating in the same frequency band have led to spectrum crunch making 2.4 GHz more susceptible to interference. In contrast, the sub-GHz band is less congested resulting in more reliable links. The quieter spectrum means fewer communication retries, making sub-GHz more energy efficient for battery-powered systems. Secondly, sub-GHz band frequencies also have higher wavelengths than its counterpart, offering better range and more reliable operation in environments where direct line of sight is difficult to achieve, including agricultural environments and structurally dense environments such as cities. As studied in [13], [14], the sub-GHz band demonstrates longer reachability requiring less number of hops to reach the destination. As a result, requiring fewer base stations to cover the same area and number of sensing devices, driving the overall solution cost down. Today many standardized as well as proprietary wireless technologies like IEEE 802.15.4, IEEE 802.11ah, Z-Wave, LoRa, and Sigfox already leverage the sub-GHz band as a primary form of communication [15].

2) REGULATORY COMPLIANCE
The use of the radio spectrum is regulated in most countries around the world and plays a critical role when choosing wireless connectivity solutions for the IoT. Here, we will briefly look at the regulatory compliance imposed by the Federal Communications Commission (FCC) in the United States and the European Telecommunications Standards Institute (ETSI) in Europe for the ISM bands.

In the US, the frequency band of 902–928 MHz is one of the license-free ISM bands and has no restrictions in terms of the duty cycle and allows a much higher output power limit, making it popular for short-range applications. On the other hand, the 433 MHz band is not a general-purpose band in North America and is regulated by FCC Part 15 [16]. Mainly there are two main restrictions for devices utilizing 433 MHz. First, Part 15.231.a.3 restricts scheduled periodic data transmissions, however, it allows polling data that cannot exceed 2 s of transmission time per hour. Second, under Part 15.231.e the device can only transmit for a maximum of 300 ms every 10 s, i.e., a duty cycle of 3%. This restriction of one transmission every 10 s is currently the major hurdle in the wide adoption of 433 MHz for IoT applications in the US.

In Europe, duty cycles are regulated by section 7.2.3 of the ETSI EN300.220 standard where 863 to 870 MHz bands have been assigned as license-free with a duty cycle restriction of 0.1% (863.0 – 868.6, 869.7–870.0 MHz), or 10% (869.4 – 869.65 MHz). For the 433 MHz band which is specifically allocated for low-power medical implants, there are no duty cycle restrictions.

D. RELATED WORK
Using TSCH in sub-GHz frequency bands is first described by Brachmann et al. [13]. The authors are interested in enabling multi-band devices to support both 2.4 GHz operation and longer sub-GHz timeslots in a single TSCH schedule. However, their work does not focus on low-data-rate applications and ignores routing and converge-cast scheduling issues.

Haubro et al. [17] investigate the operation of TSCH atop LoRa PHY layer. Their work opens up a whole new
sub-field by merging these two promising network protocols. However, their work is just a first step in this direction and falls short of practical application of TSCH on top of a low-rate communication layer, as demonstrated in the present paper.

TSCH has been used for agriculture applications previously, in particular by utilizing the SmartMesh, a commercial closed source implementation [3], [4]. The authors report 100% PDR and overall excellent performance. However, they use the 2.4 GHz frequency band, which is poorly suited for achieving long-distance links in non-line-of-sight conditions. Due to the closed-source nature of the network stack they used, most details about the scheduling and routing functionality of the network remain a black box to other researchers.

Support for multiple roots in RPL networks via a single “virtual” root was first investigated by Carels et al. [18]. We take this idea and apply it to TSCH networks, where additional difficulties are created by the fact that all the nodes need to synchronize their time to a single global clock.

Our paper is the first to introduce special rules for root in TSCH networks that use the Orchestra scheduler. However, the idea that the root and nodes close to the root should be treated in a special way is certainly not new. The implications of tweaking MAC protocol operations in this neighborhood have been explored before, for example, by Ahn et al. [19], who suggest extending the CSMA-based network with TDMA operation in the area close to the root.

III. APPROACH
A. TARGET APPLICATION
Many IoT monitoring applications report data that change slowly in time, such as temperature and humidity. This work targets such an application with low data rate requirements where sensor nodes are primarily battery-powered and demand ultra-low-power operation. Specifically, we consider the micro-climate monitoring of grain. The moisture content of grain directly translates to the price the farmer will be paid for it. Our goal is to capture and transmit key quality conditions of grain throughout the storage season which can last from 3 up to 12 months.

However, utilizing wireless sensors for in-grain monitoring presents its own challenges and must adhere to the following requirements:

- The size of these sensors needs to be small in order to flow with the grain and go wherever the grain goes, restricting the size of the battery that can be utilized to power these sensors and the radio transceiver.
- Operating in an environment where sensors are submerged in grain causes extensive multi-path fading and shadowing of wireless links, thus impeding the overall wireless connectivity and network reliability.
- Device lifetime needs to be up to 12 months.
- The minimum data delivery rate is 90%.

We do not have specific requirements for latency; it can be in the minute range, as temperature and humidity inside the grain are slow-changing environmental variables.

As such, it is critical to design a dependable wireless system that can guarantee the delivery of grain sensor data to farmers with high quality of service (availability) and reliability. Due to high RF signal attenuation caused by the grain as a signal propagation medium, frames transmitted from the wireless sensors can only be received within a maximum distance of a few meters, at best up to 2 m at the 915 MHz frequency band [20]. To provide greater coverage, for instance, to be able to report moisture levels at different locations within a grain storage silo or transport carriage, data need to be relayed between sensor nodes traversing a multi-hop path before reaching the gateway node. In addition, wireless sensor lifetime of up to 12 months when powered by a single battery is required to provide continuous sensing throughout the storage season.

As a consequence, proprietary long-range wireless technologies such as Sigfox™ or LoRa™ cannot be employed due to their high peak current demand. For instance, SX1276, a widely used LoRa transceiver from Semtech Corporation [21] consumes 120 mA peak current while transmitting w.r.t. CC1310 [22], a Zigbee transceiver utilized in this work that consumes a maximum of 25 mA. Additionally, these proprietary long-range wireless technologies lack support for multiple topology options such as multihop data collection. Although several proposals have been made by various researchers [23], [24], none are standardized. In contrast, IEEE 802.15.4 provides both low-power communication and the ability to configure different network topologies such as star, tree, and mesh networks.

Nevertheless, the approach proposed in this article can also benefit other application scenarios such as machine monitoring in an industrial setting where there are high signal multi-path and fading effects and other sensing applications with deterministic traffic requirements.

B. TSCH SCHEDULE
We build the schedule for the application on top of the receiver-based Orchestra mode. For low data rate applications, the receiver-based variant is expected to be more energy-efficient, as it allocates fewer reception slots per node. In doing so, nodes have to spend less time in idle listening. Existing research finds the sender-based variant more reliable at the same energy consumption level [9]; however, the traffic rate evaluated in that study was higher than the rate required by our application. Furthermore, the sub-GHz frequency band uses a longer PHY layer header compared to the 2.4 GHz band. As a result, the receiver must be on for a longer time, leading to increased idle listening cost and therefore making the receiver-based mode even more energy efficient in comparison.

We apply the multi-channel Orchestra approach described in [9], as our initial results showed that using multiple chan-
Nevertheless, the network performance initially failed to meet the combined reliability and energy efficiency requirements (Section III-A). Part of the problem is that the RPL routing protocol is characterized by a fast packet exchange while building the network. This creates problems for schedules that do not have a sufficient number of active cells; on the other hand, increasing the number of active cells leads to poor energy efficiency. It is possible to tune the RPL routing protocol to make it send fewer packets. However, this leads to increased time required to construct the network. The time for all nodes to join the network is critically important to increase energy efficiency, as before joining the network a node is in a continuous channel scan mode, under which the radio alone consumes 5.4 mA current [22]. The time required for nodes to rejoin the network after an accidental reboot (e.g., because of a hardware issue or a watchdog timer reset) must also be minimized. While joining the RPL network is not strictly necessary to be energy efficient – a node can be part of the TSCH network without being in the RPL DODAG – joining RPL is required to send TSCH Enhanced Beacon messages and to allow other nodes to join the TSCH network through the local node.

In summary, there is a trilemma:

- A small number of active cells leads to a large number of packet collisions unless the RPL traffic is slowed down;
- A large number of active cells leads to energy inefficient operation due to idle listening;
- Slow RPL traffic leads to a long time required to build the network.

C. TSCH ROOT RULE

The requirement to handle heavy RPL traffic is especially severe for nodes that have many direct neighbors. Sub-GHz networks are expected to have long-range links, hence, the number of hops is expected to be low. As a result, the root node is expected to have a large number of neighbors. We experimentally verified that this is the case and that it makes it difficult to build an RPL DODAG in the network when an energy-efficient schedule is used.

To circumvent this limitation, we introduce a special Orchestra scheduler rule for the root node. We observe that the root node is usually not as energy-constrained as the other nodes; for instance, in our application, it is expected to have a solar cell and a large battery. As a result, the root node can spend most of the time in idle listening.

In light of this, we propose the root rule for the Orchestra scheduler. This rule adds a dedicated slotframe for communication between the root node and the nodes directly adjacent to the root node.

A network node is expected to install the root slotframe if it has any root nodes as direct neighbors. For instance, nodes $A \rightarrow D$ in Fig. 3 add the root slotframe to transmit packets to the root node $R$. For reception from the root node, and for communication with nodes $E$ and $F$ they use the normal Orchestra unicast slotframe. With nodes $E$ and $F$, two situations are possible. The first is that they are out of the direct communication range of the root, and do not receive any direct packets from it. In this case, these nodes do not add the root slotframe at all. The second situation is that they do receive some packets directly from the root, but do not select the root node as their RPL parent node due to bad link quality.
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In this case, these nodes do add the root slotframe but do not normally use it for data transmission, as their packets to the root are routed through an intermediate node. Finally, if the nodes do not receive any more direct packets from the root for a configuration-dependent timeout, the root slotframe is removed again.

The root slotframe should be shorter than the Orchestra’s unicast slotframe to allow a higher traffic rate.

Next, we explain how the root slotframe works in two potentially problematic situations. The first situation is when a network node attempts to communicate with a root node before it is aware that it is a root node. In this situation, the packets are still going to be received correctly due to the nature of the root slotframe (all its cells are for reception). The communication will simply not be as efficient, because the normal unicast slotframe will be used instead, with fewer transmission slots available.

The second situation is when cells from multiple nodes collide in the root slotframe. A node gets its cell offset in the root slotframe by calculating the Orchestra hash function on its MAC address and taking the result modulo of the root slotframe size. The default Orchestra hash function may be used for all slotframes, including the root one. An unlucky choice of the hash function together with the size of the root slotframe may create cell collisions. In the worst case, all nodes will attempt to use the same cell. To mitigate the number of resulting packet collisions, the IEEE-802.15.4 back-off mechanism is helpful and is enabled by default in TSCH. It increases reliability at the expense of latency, and latency is not critical for our application. Furthermore, even in this worst-case the performance will still be better than in the worst-case of the unicast slotframe (which is vulnerable to the same problem), as the root slotframe is shorter, so the network nodes have more opportunities for transmission.

Conflicts between cells in multiple slotframes are resolved as described in the IEEE 802.15.4-2015 standard [1]: first, transmission takes priority over reception, then a slotframe with a lower handle takes priority. For instance, in the first slot in Fig. 2, node A would check its packet queues, and send a packet to the root if its queue is not empty; otherwise, it would use the slot to listen for messages from other nodes.

D. MULTIPLE RPL ROOTS

The low-power networks in some of the target applications may have multiple connection points to the cellular network or the Internet. For example, each grain silo and grain transport carriage may have its own gateway node. One solution would be to create multiple TSCH & RPL networks, rooted in each of these gateway devices. However, this is going to lead to sub-optimal routing in case devices close to one gateway accidentally join a network rooted at a remote gateway.

To support multiple RPL root devices in a single network, we apply the virtual root approach from Carels et al. [18] (Fig. 4). The root devices advertise a connection to a virtual device VR with a fixed, known address. The link cost between the root devices and the virtual root VR is treated as zero. The network nodes generate data packets addressed to VR. The network stack on a root node, when receiving a packet addressed to VR, does not attempt to forward it, but instead passes it to the interface connecting the device with a gateway device to an external network. This configuration allows all network nodes to route their data packets to their closest root device (Fig. 4).

The root nodes are all equal from the RPL point of view, but they cannot be equal from the TSCH point of view. Multi-root TSCH networks are not possible in the general case unless external time synchronization is used between the roots. The presence of non-root nodes in the routing paths between root nodes would lead to conflicts between the desired direction of TSCH time synchronization and the desired upstream direction of routing. However, in a typical case for our application, the root devices, when considered on their own are expected to form a graph that is not partitioned. This is feasible as a root device typically has an external antenna and uses a higher transmit power due to access to external power or a bigger battery. It may even have line-of-sight links to other root devices. This assumption is true for grain sensing in particular, as root nodes are placed out of the grain, and have hundreds of meters of communication range, while other nodes are placed in the grain, and have only meters of communication range (Section III-A). Based on this assumption, we require that a root node joins the RPL network only through another root node as their parent. To handle this requirement, the root nodes are configured to ignore other nodes in the joining process and to never switch to an RPL parent that is not a root node.
As a result, we do not assume access to an external time synchronization mechanism but instead, rely on the TSCH protocol itself to provide time synchronization between the roots. This setup requires that (1) each root node is directly connected at least to one other root node and that (2) the connectivity graph between the root nodes is not partitioned. Otherwise, multiple TSCH networks will be created, leading to potentially lower efficiency and reliability.

The TSCH coordinator is dynamically selected among the root nodes by running this algorithm on each root node:

1. A root node starts up.
2. It scans channels for timeout and a random jitter factor minutes, waiting for a TSCH network to join, where timeout is a configuration constant.
3a. If a TSCH network is found and joined, the node becomes a regular RPL root node.
3b. If a TSCH network is not found, it starts its own TSCH network by becoming a coordinator as well as an RPL root node.

For example, if the node \( R_2 \) in Fig. 4 starts the TSCH network first, the nodes \( R_1 \) and \( R_3 \) join the network created by it. If the node \( R_1 \) starts first, the node \( R_2 \) joins directly, and then the node \( R_3 \) joins through \( R_2 \). This algorithm does not guarantee the formation of a single network: for example, all nodes may decide to start their TSCH networks at the same time. However, the appropriate selection of a jitter parameter makes this situation unlikely. The jitter should be sufficiently large relative to the TSCH Enhanced Beacon (EB) packet and RPL DIO packet intervals, e.g., larger than the sum of EB period and DIO packet periods.

If there are multiple root nodes, they all are expected to use the same format for the root slotframe. This is enforced in the default configuration, as the root slotframe size is a constant that is shared by all nodes, and the Orchestra default hash function only takes the local node’s MAC address as a parameter, not the remote node’s MAC; hence, a node’s slot number in the root slotframe is not affected by the MAC address of the root. As a result, a network node can seamlessly switch to another root node without modifying its TSCH schedule. The switching between root nodes, or sub-networks sourced by different root nodes, is done by standard RPL mechanisms. The RPL objective function does not have to be modified, as from a network node’s perspective, there is only a single root node (i.e., the virtual root), and the actual root nodes are merely its direct neighbors. Consequently, the standard RPL parent selection mechanisms remain suitable for the task.

### IV. EVALUATION

#### A. TEST SETUP

We base our evaluation on a testbed consisting of 29 nodes deployed in an office environment. The nodes are controlled by a Texas Instruments CC1310 System-on-Chip (SoC), comprising a Cortex-M3 MCU and a sub-GHz IEEE 802.15.4 radio transceiver. The physical layer (PHY) has been configured to use a 50 kbps data rate with an external antenna tuned to operate at the 433 MHz band.

In each of our experimental runs, every source node generates 40 byte data packets randomly. The average interval between packets is 5 minutes. The packets are forwarded it to the root node. We use a node with ID 0 × 5d32 as the network root node in the office testbed. Each experiment is run for 150 minutes with the first 30 minutes serving as a burn-in time for the RPL routing protocol to establish routes. The subsequent 120 minutes are analyzed and results reported for (i) power consumption, (ii) packet delivery ratio (PDR), and (iii) network stability. We evaluate power consumption of the network using the amount of time a node keeps its radio on in different states, i.e., the average radio duty cycle (RDC). Experiments in the testbed are executed at random times of the day, but back-to-back to ensure fairness. The details of the different parameter settings used in our evaluation are summarized in Table 1.

#### B. TESTBED RESULTS

Fig. 5 shows the main results from the testbed experiments: radio duty cycle (Fig. 5b), packet delivery ratio (Fig. 5a), and parent stability (Fig. 5c). Only the configuration with the root rule and slotframe size of 49 achieves good results in all metrics. In particular, it meets the application reliability requirements defined in Section III-A, as it shows 99.0% end-to-end reliability and low energy consumption with only 228760 VOLUME 8, 2020
When looking at the experiments with the root rule, it can be seen that a longer slotframe translates into worse results: fewer active slots lead to a higher number of collisions. This in turn reduces PDR and RPL parent stability, and causes more packet re-transmissions, therefore failing to provide a reduced duty cycle. In contrast, without the root rule, even the shortest slotframe fails to show acceptable results. Due to a large number of packet collisions close to the root, the RPL routing tree is very unstable (Fig. 5c). Under longer slotframe sizes, it even fails to form completely.

These results are supported by the other figures. Fig. 6 shows nodes joining over time, measured from the moment the root node becomes a TSCH coordinator. Fig. 6b shows longer joining times compare to Fig. 6a, especially when the slotframe size is 199, as well as increased instability: Some nodes keep leaving the network after having joined it.

Fig. 7 shows the RPL routing tree topologies formed in the different experiments. Only the root rule in combination with short slotframe size is able to take advantage of the flat physical network topology (Fig. 7a). When the slotframe size increases, the number of packet collisions at the root node also increases, therefore some nodes move a hop further away from the root in the RPL routing tree (Fig. 7b). The number of hops in the network increases even more if the root rule is disabled (Fig. 7c). Without the root rule and with a longer slotframe some nodes fail to join the RPL routing tree altogether. This is shown in Fig. 7d as fewer joined nodes. (We clarify that Fig. 6 shows the percentage of nodes joined relative to the maximum number of nodes joined in the experiment.)

In sum, the root rule has a significantly positive impact on the performance of our testbed network, due to the root node having many direct neighbors resulting in a shallow network.

C. SIMULATION RESULTS

1) EFFECT FROM THE NUMBER OF ROOT NODES

To evaluate the effect from multiple root nodes, we additionally perform simulation experiments using COOJA, the network simulator distributed as part of the Contiki OS. COOJA allows us to have full control over network conditions and conduct simulations in a repeatable manner. The network is randomly generated and consists of 28 regular nodes and between one and three root nodes. Other settings are as in Table 1; the root rule is enabled. In the multiple root node case, each root node is directly connected to at least one other root node, as required for the root rule.

Simulation results are shown in Fig. 8. Adding the extra root nodes increases the PDR (Fig. 8a), and the positive effect is proportional to the number of roots. The extra roots also reduce the RPL churn rate (Fig. 8c); however, it is already small with two roots and the addition of a third root does not result in any visible subsequent improvement. The effect on the RDC appears to be random and insignificant (Fig. 8a).

Adding more roots would be possible, but would lead to diminishing gains and would not be cost-effective for our target applications, partially due to the additional logistic challenges created by the need to set up the extra gateway devices and solar panels for power.
2) FAULT TOLERANCE OF NETWORKS WITH MULTIPLE ROOT NODES

In another set of experiments, we measure the fault tolerance of the network by disabling some root nodes in an operational network and observing the impact on network performance metrics. We compare the standard multi-network approach with our virtual root approach. In the multi-network approach, the network has three root nodes, each of which starts its own TSCH network as a TSCH coordinator. In the virtual root approach, there are three root nodes as well, but they all are in a single TSCH network; only one of them is a TSCH coordinator (Section III-D).

Each experiment is conducted in the following way: the simulation is configured to run for an hour. During the first 20 minutes, all root nodes are operational. At the 20 min mark, one root node is disabled, and at the 40 min mark another one is disabled, leaving only one active root node. Other settings are as in Table 1.

With the multi-network approach, network nodes that are associated with a disabled root node have to leave their previous TSCH network first and join a new one; then, join a completely new RPL network, learn about the set of suitable RPL parent nodes, and select one parent from them. If a non-coordinator root node is disabled in a network using the virtual-root approach, a different situation arises: all other nodes remain in the same TSCH and RPL network. The nodes that were routing their packets to the disabled root node simply have to pick a new RPL parent from their already discovered sets of candidates.

The results are shown in Fig. 9. In both sets of experiments, the network displays relatively high fault tolerance due to nodes being able to switch to another root. However, the virtual root approach leads to a higher PDR (13 percentage points higher on the average) and increased routing stability (the number of RPL parent switches is 2.5 times lower on the average), when compared with the standard multi-network.
FIGURE 9. Performance comparison in networks with three root nodes, two of which are disabled over time. "Virtual root" – our virtual RPL root approach in a single TSCH network; "multi-network" – standard TSCH that creates multiple TSCH & RPL networks. Simulation results.

FIGURE 10. Wireless sensor inside a custom made enclosure.

approach. This demonstrates that the fault tolerance of the network is increased by applying the virtual root approach.

D. DEPLOYMENT RESULTS
To verify that the results obtained in the testbed is achievable in a real-world environments, we now move from an in-office testbed to a real-world deployment.

Location: We deploy 28 wireless sensor nodes (Fig. 10) in an outdoor grain pile as illustrated in Fig. 11. The bottom sensors are plunged inside the grain a meter apart from each other vertically and 2 m apart horizontally, with the topmost sensors placed on the surface. The root node with an external antenna is installed close to the middle of the grain pile fixed to a 3 m long galvanized steel pole. The experimental campaign lasts for 21 days, after which the sensors are retrieved from the pile.

Hardware and Software: Each sensor node is powered by a single 3 V AA Lithium battery running a custom application that measures and reports temperature and humidity of the grain environment to the sink node. The sampling period of the application is configurable and is set to 30 minutes. On the sink node, the radio is always kept on as it is powered by a larger battery pack. Furthermore, all nodes transmit at a 10 dBm power and use IEEE 802.15.4 channels 15 and 26 as TSCH hopping channels. The Orchestra unicast slotframe size is fixed at $sf = 49$. All remaining network configuration settings are kept the same as reported in Table 1.

Results: At the end of the experimental campaign these main results are analyzed: packet delivery ratio and the network topology, as captured at the back-end. The analysis reveals that all sensors reported grain climate data at a packet delivery ratio of above 95%, exceeding the application reliability requirements defined in Section III-A.

Next, Fig. 12 shows the RPL routing tree topology formed in the outdoor experiment. The network has the root rule enabled and is able to take advantage of the flat physical network topology, similar to the one obtained in the indoor testbed (Fig. 7a). Despite being buried in the grain, most of the sensors are able to directly reach the root node within a single-hop, while a few sensors that are further from the root and at the bottom of the chain move a hop away from the root taking advantage of a intermediate nodes to relay their data. These results are attributed to the facts that:

- The network utilizes a short slotframe size of $sf = 49$ and the root rule is enabled. This combination reduces the number of packet collisions at the root node.
- The PHY layer with low-data rate operating in 433 MHz band is able to extend the communication range, resulting in most nodes being within a single hop of the root.

V. DISCUSSION
A. WHAT WENT WELL
We were able to successfully port the TSCH protocol to the CC1310 platform, which was not available in Contiki-NG before our work. We have also enabled the 433 MHz physical layer support for the experiments. As a result, now Contiki-NG TSCH supports 433 MHz, 868/915 MHz and 2.4 GHz bands for short and long-range applications.

Even though the TSCH standard [1] was mainly designed for the 2.4 GHz frequency band with 250 kbps data rates, it was easy to adapt it to the sub-GHz band with five times slower bit-rates. The main change required was a custom TSCH timing template, which replaces the standard 10 ms slot and increased the time for most actions in the slot such as the transmission of a packet and an ACK, as well
FIGURE 11. Illustration of our 28 node sensor deployment for condition monitoring in a grain pile.

FIGURE 12. RPL network of a 28 node micro-climate sensing deployment with root rule enabled, sf = 49, one root node.

as the pre-amble reception time. The guard time in TSCH timeslot may be left unchanged – time synchronization is not inherently less accurate in the sub-GHz bands –, but the time reserved to receive the preamble and the synchronization header must be longer. First, the preamble and the synchronization are longer: together they take 6 bytes with our settings, compared with 4 bytes in the 2.4 GHz band. Second, the reception of each byte takes five times as long.

B. DRAWBACKS AND PROBLEMS

In low-rate applications, a large proportion of the traffic sent over the air is network maintenance traffic. As the data packet frequency is low, the overhead of both TSCH and especially RPL becomes significant. The TSCH time synchronization frequency can be reduced by applying techniques such as adaptive synchronization [25], [26]. However, there is no easy way to reduce the number of packets required to construct and maintain the forwarding DAG. As a result, the RPL routing protocol was a constant source of frustration during testbed experimentation as well as during the real deployment. Two issues should be highlighted in particular. The first one has to do with the difficulty of modeling RPL control packet frequency due to the Trickle timers. The second is the fact that the parent selection done by RPL is highly non-deterministic. This is due to the randomness in probing and data packet generation, and the hysteresis that causes nodes to persist with using as their preferred parent the first candidate parent they happened to hear from. While these problems are not unique to low data rate networks, the sparse schedule and the high proportion of RPL packets relative to data packets exacerbates these problems in low data rate settings. These problems lead to difficult-to-debug problems in routing tree formation, difficulties in selecting a good TSCH schedule that is both energy efficient and able to handle Trickle activity bursts, and difficulties in predicting the performance and battery lifetime of real-world deployments.

C. FUTURE WORK

1) REPLACING RPL

It is tempting to replace RPL with upward-directed flooding for our application, given that the amount of nodes and links in our target networks is envisioned to be relatively small, and the data rate to be low. Existing research shows that even simple flooding beats RPL in some real-world applications [27]. However, a mechanism is required in order to set up the TSCH time synchronization tree, preferably one that is guaranteed to avoid long-lasting loops. RPL fits this role, and there are no obvious alternatives. The Contiki-NG TSCH implementation does support time-source auto-selection using TSCH EB packets on their own, however: (1) no experimental evaluation data is available on the performance of the mechanism; (2) the approach would not work with the Orchestra scheduler that supports EB reception only from the time source.

2) EXTERNAL TIME SYNCHRONIZATION

If one can replace the TSCH time synchronization tree with something else, one can then also substitute RPL for an alternative. This naturally suggests a second idea for an improvement: Adopting an external synchronization mechanism. In this case, the strengths of TSCH would be preserved, namely, its pseudo-random channel hopping along with scheduled...
communications, while the cumbersome time source selection process would be eliminated.

While using a GNSS (Global Navigation Satellite System) for this purpose is not feasible, as it would consume too much energy on the network nodes, even if the signal was able to penetrate the grain, several other candidate approaches exist:

- A continuous transmission of a time signal from the gateway device on a dedicated channel. **Benefits**: simplicity of this approach; no additional radio hardware may be needed. **Drawbacks**: depending on the frequency and the signal strength, this approach may prove unsuitable to use in unlicensed ISM bands.

- A periodic transmission of a time signal from the gateway device, which is picked up by a wake-up radio [28] on the network nodes. **Benefits**: the approach allows the gateway’s signal to have low duty cycle. **Drawbacks**: another radio chip is required on the device, and it must interface with the rest of the system.

- Relying on a source external to the network, for example, a regional low-frequency transmitter such as DCF77 [29] in Europe or WWVB [30] in the USA. **Benefits**: no additional hardware and maintenance required on the gateway side. **Drawbacks**: on the nodes, a separate hardware solution is required for each region.

Each approach must be experimentally verified to determine its suitability, in particular, the level of shadowing by the grain may be a critical problem for all single-hop approaches.

VI. CONCLUSION

This paper describes the design and experimental evaluation of the TSCH protocol on a Sub-GHz frequency band using Texas Instruments CC1310 System-on-Chip based sensor nodes. Evaluation shows that the network performance is increased by adapting a custom TSCH schedule where the root nodes have an increased number of slots for reception. This is crucial for reliable operation in some scenarios; in our experiments, it increases the network packet delivery ratio more than twice, up to 99.0 % PDR. We also investigate a “virtual root” approach, previously seen in literature about the RPL protocol, and show that it is possible to apply it to TSCH networks. Having more than once root node increases the network packet delivery ratio and also makes RPL parent selection more stable. In our experiments, the PDR increases by around 3 % for each additional root node. Sensor networks based on this work are currently being deployed and tested for smart agriculture applications.
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