Abstract. Due to the cardiac diseases called Ventricular Tachycardia (VT) and Ventricular Fibrillation (VF) causes sudden cardiac death, it is crucial to recognize Ventricular Ectopic Beats (VEB) in Electrocardiogram for the early diagnosis. There are many algorithms proposed earlier to classify the VEBs. Even though those algorithms achieved good accuracy, the size of the feature set is large and not precise. In addition, earlier algorithms used feature reduction methods for reducing the feature set. Therefore, in this paper, we extracted only five features namely, Pre RR interval, post RR interval, QRS duration, QR slope, and RS slope. Later, we applied the Principle Component Analysis (PCA) for reducing the size of the feature set to observe the effect of Feature Reduction (FR) on the accuracy of VEB Classification. We applied different classifiers for classifying the cardiac beats into normal and VEBs. Finally, using K-means Nearest Neighborhood (KNN) classifier and cubic Support Vector Machine (SVM) classifier, we achieved 97.4% classification accuracy, 98.38%, 88.89% & 98.37% sensitivity, specificity & positive predictivity respectively. In addition, it is observed that by applying PCA-FR, the classification accuracy was reduced by a maximum of 3.7%.
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I. INTRODUCTION

Premature beats originating from ventricular myocardium are called Ventricular Ectopic Beats (VEB) [1]. It was identified as tall and wide beat precede P-wave in ECG [2][3]. The normal and VEB patterns are shown in Figure 1. VEB classification was done previously by extracting many different time domain, frequency domain, statistical and morphological features [4-12].

Techniques applied. But how much degree the FR technique will affect the classification accuracy is not studied. Basically, feature reduction (FR) techniques were used for reducing the feature vector size to reduce the computational time complexity without affecting the actual accuracy.

To find the most significant features among them, FR As the feature vector size is more, we can achieve good accuracy, so that the researchers will always try to get a greater number of features.

II. METHODS

Database

In this paper, ECG data is taken from Physionet: MIT-BIH Arrhythmia database for normal and VEBs. Total 678 normal and 81 VEBs taken from 10 records (105, 109, 118, 119, 200, 202, 210, 214, 221 and 223).

Processing

Here, we applied, high pass filter with cutoff frequency 0.5Hz to remove the baseline drift present in ECG signal. As the ECG datasets were having only high frequency (HF) noise, we used a low pass filter with cutoff frequency of 30Hz to remove HF noise. Next, the Pan-Tompkins algorithm was applied to detect the R-peaks and difference operation method [13] was applied to find Q and S points on ECG beats.

Feature extraction

The following features were extracted from each beat of ECG to distinguish the VEBs from normal beats.

Table 1. Features extracted based on beat intervals

| Feature      | Description                          |
|--------------|--------------------------------------|
| pre_RR_interval | previous RR interval (R(i) - R(i-1)) |
| post_RR_interval | post (next) RR interval (R(i+1) - R(i)) |

Fig. 1. Normal and Ventricular Ectopic Beats
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1.4 Feature Reduction

In this paper, we used Principal component analysis (PCA) features reduction technique [14] for testing the effect of FR on classification accuracy. Principal component analysis method projects a set of points on a smaller dimension subspace of best fit. It generates a new set of variables, called principal components. Each principal component is a linear combination of the initial variables. All the principal components are orthogonal to every different component, thus there is no redundant information.

1.5 Classifier

To verify the effect of FR on classification accuracy of VEBs, here we have applied 23 different classifiers. The list of classifiers is given in Table 2.

| model | classifier Description |
|-------|-------------------------|
| 1.1   | fine tree A decision tree with many leaves with max 100 fine decisions |
| 1.2   | medium tree A decision tree of medium flexibility with fewer leaves and max 20 decisions |
| 1.3   | coarse tree A decision tree of few leaves and max 4 decisions |
| 1.4   | fine KNN Number of nearest neighborhoods (k) = 1 |
| 1.5   | medium KNN Number of nearest neighborhoods (k) = 10 |
| 1.6   | coarse KNN Number of nearest neighborhoods (k) = 100 |
| 1.7   | cosine KNN the cosine Distance metric is used |
| 1.8   | cubic KNN The cubic distance metric is used |
| 1.9   | weighted KNN The weighted distance metric is used |
| 2.1   | Linear SVM Linear separation using the linear kernel |
| 2.2   | Quadratic SVM Linear separation using quadratic kernel |
| 2.3   | Cubic SVM Linear separation using cubic kernel |
| 2.4   | Fine Gaussian Linear separation using Gaussian kernel with scale sqrt (# classes) / 4 |
| 2.5   | medium Gaussian SVM Linear separation using Gaussian kernel with scale sqrt (# classes) |
| 2.6   | Coarse Gaussian SVM Linear separation using Gaussian kernel with scale sqrt (# classes) |
| 3.1   | Boosted trees A decision tree with AdaBoost algorithm |
| 3.2   | Bagged trees A boosted-aggregated ensemble of the fine decision tree |
| 3.3   | subspace discriminant Discriminant classifier using random subspace algorithm |
| 3.4   | subspace KNN KNN classifier using random subspace algorithm |
| 3.5   | RUSBoosted trees A classifier with skewed data |
| 4.1   | Linear Discriminant Creates linear boundaries between classes |
| 4.2   | Quadratic Discriminant Creates elliptic, parabolic and hyperbolic boundaries |
| 5     | Logistic Regression The function of a linear combination of predictors |

### III. RESULTS

The ECG datasets taken from MIT-BIH Arrhythmia database are applied to Pan-Tompkins QRS detection algorithm to find R-peaks. Next, the Q, R, S points are found by a difference operation method. Therefore, the features: Pre-RR interval, post-RR interval, QRS duration, RR slope, and RS slope were calculated. The 5 features of 678 normal and 81 VEBs were applied to 23 different classifiers. PCA-FR reduced the dimension of the feature set from 5 to 3 (reduction ratio [14] is 0.6). The beat detection rate without feature reduction and with PCA-FR are as shown in Table 3. The accuracy, Sensitivity, Specificity and Positive predictivity of all classifiers without and with FR are calculated by equations (1)-(4) and shown in Table 4 respectively.

\[
Sensitivity(Se) = \frac{TP}{TP + FN} \quad (1)
\]

\[
Specificity(Sp) = \frac{TN}{TN + FP} \quad (2)
\]

\[
Positive\, predictivity(P\, p) = \frac{TP}{TP + FP} \quad (3)
\]

\[
Classification\, Accuracy = \frac{TP + TN}{TP + FP + TN + FN} \quad (4)
\]
IV. CONCLUSION

As many classification systems involved the feature reduction concept for reducing the feature vector size after deriving many features from the signal, we tested the effect of feature reduction using PCA and presented in this paper. MIT-BIH Arrhythmia datasets were used for VEB classification by extracting Pre-RR interval, post-RR interval, QRS duration, QR slope, and RS slope. In this paper, the accuracy of VEB classification is tested with 23 different classifiers. It is observed that maximum classification accuracy of 97.4% Table 4. Classification Performance

| model classifier       | Before FR | After FR |
|------------------------|-----------|----------|
|                        |           |          |
|                        | Acc      | sp se    | Acc      | sp se    |
| 1.1 fine tree          | 95.7%     | 81.48%   | 97.35%   | 97.78%   | 92.5%   | 89.26%   | 96.46%   | 95.20%   |
| 1.2 medium tree        | 95.7%     | 81.48%   | 97.35%   | 97.78%   | 92.5%   | 89.26%   | 96.46%   | 95.20%   |
| 1.3 coarse tree        | 93.4%     | 69.14%   | 96.31%   | 96.31%   | 92.2%   | 84.15%   | 97.49%   | 94.03%   |
| 1.4 fine KNN           | 97.4%     | 88.89%   | 98.38%   | 98.67%   | 93.8%   | 71.60%   | 96.46%   | 96.60%   |
| 1.5 medium KNN         | 95.8%     | 81.48%   | 97.49%   | 97.78%   | 94.6%   | 76.54%   | 96.76%   | 97.19%   |
| 1.6 coarse KNN         | 89.3%     | 0.00%    | 100.00%  | 89.33%   | 89.3%   | 0.00%    | 100.00%  | 89.33%   |
| 1.7 cosine KNN         | 93.9%     | 75.31%   | 96.17%   | 97.02%   | 93.3%   | 70.37%   | 96.02%   | 96.44%   |
| 1.8 cubic KNN          | 95.5%     | 80.25%   | 97.35%   | 97.63%   | 94.7%   | 77.78%   | 96.76%   | 97.33%   |
| 1.9 weighted KNN       | 96.6%     | 83.95%   | 98.08%   | 98.08%   | 94.7%   | 75.31%   | 97.05%   | 97.05%   |
| 2.1 Linear SVM         | 89.3%     | 0.00%    | 100.00%  | 89.33%   | 89.3%   | 0.00%    | 100.00%  | 89.33%   |
| 2.2 Quadratic SVM      | 97.4%     | 83.95%   | 98.93%   | 98.10%   | 94.9%   | 70.37%   | 97.79%   | 96.51%   |
| 2.3 Cubic SVM          | 97.4%     | 88.89%   | 98.38%   | 98.67%   | 94.7%   | 72.84%   | 97.35%   | 96.77%   |
| 2.4 Fine Gaussian SVM  | 95.0%     | 55.56%   | 99.71%   | 94.94%   | 94.9%   | 69.14%   | 97.94%   | 96.37%   |
| 2.5 medium Gaussian SVM| 96.3%     | 80.25%   | 98.23%   | 97.65%   | 94.7%   | 67.90%   | 97.94%   | 96.23%   |
| 2.6 Coarse Gaussian SVM| 90.9%     | 16.05%   | 99.85%   | 90.87%   | 89.5%   | 1.23%    | 100.00%  | 89.45%   |
| 3.1 Boosted trees      | 96.7%     | 81.48%   | 98.53%   | 97.80%   | 93.9%   | 67.90%   | 97.95%   | 96.20%   |
| 3.2 Bagged trees       | 96.4%     | 86.42%   | 97.64%   | 98.37%   | 94.7%   | 70.37%   | 97.64%   | 96.50%   |
| 3.3 subspace discriminant| 89.3%   | 0.00%    | 100.00%  | 89.33%   | 89.3%   | 0.00%    | 100.00%  | 89.33%   |
| 3.4 subspace KNN       | 94.3%     | 64.20%   | 97.94%   | 95.82%   | 93.1%   | 55.56%   | 97.64%   | 94.84%   |
| 3.5 RUSBoosted trees   | 95.8%     | 92.59%   | 96.17%   | 99.09%   | 93.3%   | 86.42%   | 94.10%   | 98.31%   |
| 4.1 Linear Discriminant| 90.3%     | 14.81%   | 99.26%   | 90.70%   | 90.4%   | 13.58%   | 99.56%   | 90.60%   |
| 4.2 Quadratic Discriminant| 95.3%   | 67.90%   | 98.53%   | 96.25%   | 92.6%   | 51.85%   | 97.49%   | 94.43%   |
| 5 Logistic Regression  | 89.9%     | 4.94%    | 100.00%  | 89.80%   | 89.7%   | 4.94%    | 99.85%   | 89.79%   |
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Fig. 2. Scatter Plot for Fine KNN classifier

Fig. 3. Receiver Operating Characteristics (ROC) of Fine KNN classifier

Fig. 4. Effect of PCA-FR on the accuracy of different classifiers

was achieved by fine KNN classifier and the accuracy was reduced by maximum 3.7% after applying PCA-FR. Therefore, it is concluded that the effect of PCA feature reduction on VEB classification accuracy is less significant, but it reduces the computational time when the feature vector size is very large.
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