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Abstract

Graph Attention Networks (GATs) have been intensively studied and widely used in graph data learning tasks. Existing GATs generally adopt the self-attention mechanism to conduct graph edge attention learning, requiring expensive computation. It is known that Spiking Neural Networks (SNNs) can perform inexpensive computation by transmitting the input signal data into discrete spike trains and can also return sparse outputs. Inspired by the merits of SNNs, in this work, we propose a novel Graph Spiking Attention Network (GSAT) for graph data representation and learning. In contrast to self-attention mechanism in existing GATs, the proposed GSAT adopts a SNN module architecture which is obvious energy-efficient. Moreover, GSAT can return sparse attention coefficients in natural and thus can perform feature aggregation on the selective neighbors which makes GSAT perform robustly w.r.t graph edge noises. Experimental results on several datasets demonstrate the effectiveness, energy efficiency and robustness of the proposed GSAT model.

1 Introduction

Graph Neural Networks (GNNs) have been shown powerfully on dealing with structured-graph data representation and learning. In GNNs, each node updates its representation by recursively aggregating the messages of its neighbors [21, 13, 10, 17]. Inspired by the effectiveness of self-attention mechanism in computer vision and machine learning fields [4, 34], various self-attention mechanisms have also been introduced in GNNs. Veličković et al. [35] propose Graph Attention Networks (GAT) by absorbing neighbors’ information via adaptive edge weights based on self-attention mechanism. Wang et al. [38] propose Heterogeneous Graph Neural Network (HAN) by jointly using node and semantic-level attention mechanisms. He et al. [15] propose to learn conjoint attentions (CATs) by incorporating node features and structural interventions into attention learning. Kim et al. [19] present a self-supervised graph attention network (SuperGAT) to estimate edges by utilizing two attention forms compatible with self-supervised tasks. Wang et al. [37] propose Multi-hop Attention Graph Neural Network (MAGNA) by introducing multi-hop context information into attention learning. Ye et al. [39] present a sparse attention network (SGAT) to obtain sparse attention coefficients by using $\ell_0$ norm regularization on attention coefficients. Shaked et al. [2] propose a novel graph attention variant (GATv2) by adjusting the order of linear mapping and non-linear activation in attention computation operations.

After reviewing existing GATs, we can observe that existing models generally suffer from the following two limitations: (A) Existing methods generally adopt the self-attention mechanism to compute attention coefficients for all graph edges which generally require expensive computation. (B) Existing graph attention models return dense attention coefficients over all edges for message aggregation which thus are often sensitive to the noisy edges in the graph, such as incorrect or undesired redundant connections. To deal with the above limitation (B), sparse GATs [39, 40, 17] have been proposed to learn a sparsely connected graph by introducing additional mask indication.
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However, the optimization of sparse GATs usually brings higher computational burden. Therefore, it is natural to raise a question: beyond regular self-attention mechanism, can we learn the graph attentions efficiently and robustly by employing some other neural network mechanisms?

Inspired by recent works on Spiking Neural Networks (SNNs) [11, 25, 41], in this paper, we propose to leverage SNN for learning graph attention and propose a novel Graph Spiking ATtention network (GSAT) for graph data representation and learning. The main advantages of the proposed GSAT are two aspects. First, GSAT can perform very inexpensive computation because SNN transmits the input data into discrete spike trains and thus conducts attention computation in the discrete trains space. Second, since SNN returns sparse outputs [11, 33], GSAT can naturally generate sparse attention coefficients and thus conduct message aggregation on the selective neighbors which performs robustly w.r.t graph attacks and noises. Overall, we summarize the main contributions as follows:

- We propose a novel spiking attention mechanism based on SNN to learn graph edge attention sparsely and energy-efficiently.
- Based on the proposed spiking attention mechanism, we develop a novel efficient Graph Spiking Attention Network (GSAT) for robust graph data representation and learning.
- Experimental results on several datasets demonstrate the effectiveness, efficiency and robustness of the proposed GSAT model.

2 Related Works

2.1 Spiking Neural Networks

Spiking Neural Networks (SNNs) have been widely studied in computer vision field mainly due to its energy-efficient network architecture [11, 27, 26, 33]. For example, Cordone et al. [5] propose to adopt spiking neural networks to efficiently deal with the asynchronous and sparse data from event cameras. Zhu et al. [41] propose to combine SNN and GCN [21] to learn graph node representation with obviously low cost. It is known that, the key aspect of SNNs is to perform information propagation and transformation on the discrete spike trains with low energy cost. The spiking neuron mainly contains three operations: neuronal charging, neuronal firing and neuronal reset [36, 3, 8], as briefly reviewed below. SNNs adopt an iterative signal propagation and transformation procedure. In each iteration, let $X^{(t)}$ and $V^{(t-1)}$ be the input and membrane potential at step $t$. Without loss of generality, the neuronal charging operation $C(\cdot)$ can be defined as follows [36, 8],

$$V^{(t)} = C(V^{(t-1)}, X^{(t)})$$  \hspace{1cm} (1)

where $t = 1, 2, \cdots, T$ denotes the iterative time step. $V^{(t)}$ is the membrane potential after neuronal charging and $V^{(0)} = 0$. $C(\cdot)$ denotes a specific charging function and different spiking neuron models can have different forms of charging functions.

After neuronal charging step, SNNs then adopt a neuronal firing operation $F(\cdot)$ at iteration $t$ which can be described in general as follows [36, 8]

$$S^{(t)} = F(V^{(t)} - \mu)$$  \hspace{1cm} (2)

where $\mu$ is the firing threshold and $S^{(t)}$ represents the output spikes after neuronal firing. $F(\cdot)$ is usually defined as the heaviside step function [7] as,

$$F(x) = \begin{cases} 1 & x \geq 0, \\ 0 & \text{otherwise}. \end{cases}$$  \hspace{1cm} (3)

After firing spikes, the spiking neuron needs to reset the membrane potential and the reset function $R(\cdot)$ can be formulated as follows [14],

$$V^{(t)} = R(V^{(t)}, \mu)$$  \hspace{1cm} (4)

where $V^{(t)}$ is the membrane potential after firing spikes and used for the next iterative step. In many SNNs, one can simply define $R(V^{(t)}, \mu)$ as $R(V^{(t)}, \mu) = V^{(t)} - \mu$, as suggested in works [22, 9].
2.2 Graph Attention Networks

Graph Attention Networks (GATs) [23, 35, 2] aim to employ self-attention mechanism for message passing in graph neural network. For example, in work GAT [35], it uses a self-attention mechanism to assign different weights for edges and then conducts information aggregation on the learned weighted graph. To be specific, given a graph $G(A, X)$ where $A = [a_{ij}] \in \mathbb{R}^{n \times n}$ denotes the adjacency matrix and $X = [x_1, x_2 \cdots x_n] \in \mathbb{R}^{n \times d}$ represents the feature collection of graph nodes. GAT [35] first adopts self-attention module with the weight vector $\theta \in \mathbb{R}^{1 \times 2d'}$ to compute the attention coefficients for edges as follows,

$$h_j = x_jW, \ \forall j \in \mathcal{N}_i \cup i \quad (5)$$

$$\alpha_{ij} = [h_i \| h_j]\theta^T \quad (6)$$

where $\|$ denotes the concatenation operation. $H = [h_1, h_2 \cdots h_n] \in \mathbb{R}^{n \times d'}$ are transformed graph node representations and $W \in \mathbb{R}^{d \times d'}$ denotes the learnable parameter of linear projection. $\mathcal{N}_i$ denotes the neighborhood set of node $v_i$. GAT also normalizes the attention coefficients by using Softmax operation,

$$\alpha'_{ij} = \frac{\exp(\text{LeakyReLU}(\alpha_{ij}))}{\sum_{j \in \mathcal{N}_i} \exp(\text{LeakyReLU}(\alpha_{ij}))} \quad (7)$$

where LeakyReLU is the non-linear activation function. Based on the above attention coefficients, GAT [35] then conducts neighborhood aggregation as follows,

$$h'_i = \sigma\left(\sum_{j \in \mathcal{N}_i} \alpha'_{ij}h_j\right) \quad (8)$$

where $\sigma(\cdot)$ denotes the activation function, such as ReLU and ELU.

![Figure 1: The overall framework of our proposed Graph Spiking Attention Network.](image)

3 Graph Spiking Attention Network

In this section, we present our Graph Spiking Attention Network (GSAT) by leveraging SNN model for graph attention computation. In contrast to self-attention mechanism in GATs, SNNs use discrete spikes to propagate and transform the edge information, which thus require low energy cost and can also return the sparse outputs [33]. Therefore, we propose to leverage attention learning based on SNN model to learn sparse attention coefficients. Overall, the proposed GSAT mainly consists of two modules: Spiking Attention Computation and Feature Aggregation, as shown in Figure 1.

3.1 Spiking Attention Computation

The attention mechanism in Eq.(6) can be implemented by a single-layer feed-forward network with learnable parameter vector $\theta \in \mathbb{R}^{1 \times 2d'}$ [35]. We first split $\theta$ into two parts, i.e., $\theta_1 = \theta[1 : d'] \in \mathbb{R}^{1 \times d'}$ and $\theta_2 = \theta[d' + 1 : 2d'] \in \mathbb{R}^{1 \times d'}$. Then, Eq.(6) can be rewritten as follows,

$$\alpha_{ij} = h_i\theta_1^T + h_j\theta_2^T \quad (9)$$
Let $\Theta = [\theta_1^T | \theta_2^T] \in \mathbb{R}^{d \times 2}$, and the compact matrix computation process of Eq. (9) can be implemented as follows,

$S = H\Theta, \quad S \in \mathbb{R}^{n \times 2}$  \hspace{1cm} (10)

$\alpha = S[:, 1](1 + (S[:, 2])^T)$  \hspace{1cm} (11)

where $1 = (1, 1, \ldots, 1) \in \mathbb{R}^{1 \times n}$.

Based on the above reformulation, we can adopt spiking neural networks to implement the graph attention learning which consists of Spiking encoding, Neuronal charging, Neuronal firing and neuronal reset [36,3,8,41], as introduced below in detail.

**Spiking encoding.** From Eqs.(10,11), the attention scores are computed based on the transformed node representation $H$. SNNs accept discrete inputs while $H$ encodes continuous values. We thus need to convert the continuous node representations to the discrete spike trains. Specifically, let $P(t) = [p_{ij}(t)] \in \mathbb{R}^{n \times d'}$ be the randomly generated matrix where $p_{ij}(t) \in [0, 1]$ and $t$ denotes the iterative step. We then adopt a probability-based Poisson encoder with probability $p_{ij}(t)$ to transmit the input data $H$ to the discrete spike trains [31,28]. The transmitting operation is defined as follows,

$$Z_{ij}^{(t)} = \begin{cases} 1 & \text{if } H_{ij} \geq p_{ij}(t), \\ 0 & \text{otherwise}. \end{cases}$$ \hspace{1cm} (12)

where $Z^{(t)}$ denotes the discrete spike trains at step $t$.

**Neuronal charging.** After the above discrete spiking encoding, we can obtain the spike trains $Z^{(t)}$ as the input of spiking neuron. Then, we adopt the spiking neuronal charging operation to implement attention computation. Specifically, we take the Integrate-and-Fire (IF) mechanism [1,3] as the spiking neuron and define the charging function $C(\cdot)$ to compute attention scores as,

$$V^{(t)} = C(V^{(t-1)}, Z^{(t)}) = V^{(t-1)} + Z^{(t)}\Theta^{(t)}$$  \hspace{1cm} (13)

where $\Theta^{(t)} \in \mathbb{R}^{d \times 2}$ is a trainable parameter matrix. $V^{(t-1)}$ is the membrane potential at time step $t$ and we simply set $V^{(0)} = 0$.

**Neuronal firing.** As mentioned above, SNNs return a discrete spike trains. Therefore, we use the spiking neuronal firing function $F(\cdot)$ to conduct the discrete operation as

$$S^{(t)} = F(V^{(t)} - \mu) = \begin{cases} 1 & V^{(t)} - \mu \geq 0 \\ 0 & \text{otherwise} \end{cases}$$ \hspace{1cm} (14)

where $S^{(t)}$ represents the sparse spike trains returned by SNNs and $\mu$ is the threshold voltage of neuronal firing.

**Neuronal reset.** After the firing operation, we need to reset the membrane potential of spiking neuron. In this paper, we adopt the soft reset [6] to define the neuronal reset function $R(\cdot)$ as

$$V^{(t)} = R(V^{(t)}, \mu) = V^{(t)} - \mu$$ \hspace{1cm} (15)

where $V^{(t)}$ is the membrane potential for the next step.

**Attention estimation.** By conducting operations Eqs.(12-15) $T$ times, we can obtain a series of sparse spike trains $\{S^{(1)}, S^{(2)} \ldots S^{(T)}\}$. We then utilize the average operation to output the final spike trains as,

$$S = \frac{1}{T} \sum_{t=1}^{T} S^{(t)}$$ \hspace{1cm} (16)

Finally, we compute the attentions according to Eq.(11) as

$$\alpha = S[:, 1](1 + (S[:, 2])^T)$$ \hspace{1cm} (17)

To preserve the sparse property of the attention coefficients $\alpha$, instead of softmax function, we use the symmetric normalization to normalize $\alpha$ as

$$\alpha'_{ij} = \sqrt{\sum_{j \in N_i} \alpha_{ij}} \div \sqrt{\sum_{i \in N_j} \alpha_{ij}}$$ \hspace{1cm} (18)

The whole attention computation by our spiking attention mechanism is summarized in Algorithm 1.
Algorithm 1 Spiking Attention Computation

1: **Input:** Node representation $H \in \mathbb{R}^{n \times d'}$, parameter $\mu$
2: Initialize $V^{(0)} = 0$
3: for $t = 1$ to $T$ do
4: Spiking encoding: $Z^{(t)} \leftarrow \text{PoissonEncoder}(H)$
5: Neuronal charging: $V^{(t)} \leftarrow V^{(t-1)} + Z^{(t)} \Theta^{(t)}$
6: Neuronal firing: $S^{(t)} \leftarrow F(V^{(t)} - \mu)$
7: Neuronal reset: $V^{(t)} \leftarrow V^{(t)} - \mu$
8: end for
9: Compute attention matrix by Eqs.(16,17)
10: Normalize attention matrix by Eq.(18)

3.2 Feature Aggregation

Based on the proposed spiking attention computation, we can obtain sparse graph attention coefficients $\alpha_{ij}$ and then conduct the feature aggregation as follows,

$$h'_i = \sigma\left(\sum_{j \in \mathcal{N}_i} \alpha_{ij} h_j\right)$$

(19)

Also, by using multi-head mechanism [35], the feature aggregation of the proposed GSAT can finally be formulated as,

$$h'_i = \|_{k=1}^{K} \sigma\left(\sum_{j \in \mathcal{N}_i} \alpha_{ij}^{(k)} h_j^{(k)}\right)$$

(20)

where $k = 1, 2, \cdots, K$ denotes the $k$-th head.

Similar to traditional GAT architecture [35], we adopt the multi-layer neural network architecture to learn graph node representation for the down-stream tasks, such as semi-supervised learning, clustering, etc. For node classification task, one can employ the softmax operation on the last layer to obtain the final predictions $O \in \mathbb{R}^{n \times c}$ and then compute the cross-entropy loss as [21],

$$L_{\text{Semi}} = - \sum_{i \in \mathcal{L}} \sum_{j=1}^{c} Y_{ij} \ln O_{ij}$$

(21)

where $i \in \mathcal{L}$ indicates the $i$-th labeled node and $Y_{ij}$ of $Y$ denotes the ground-truth label of node $v_i$. We use Glorot initialization [12] to initialize network and use the commonly used Adam algorithm [20] to train network.

4 Experiment

4.1 Evaluation Datasets

To validate the effectiveness of the proposed GSAT, we use five benchmark datasets including Cora, Citeseer, Pubmed [30], Amazon Photo and Amazon Computers [32]. Cora, Citeseer and Pubmed are citation datasets in which nodes indicate the documents and edges encode the link relationships between documents. Amazon Photo and Amazon Computers are co-purchase datasets in which nodes indicate the products and edge exists between two products if they are often purchased together. Table 1 summarizes the usage of all datasets used in our experiments.

Table 1: The brief usage of all datasets.

| Dataset       | Cora | Citeseer | Pubmed | Amazon Photo | Amazon Computers |
|---------------|------|----------|--------|--------------|-----------------|
| Nodes         | 2708 | 3327     | 19717  | 7487         | 13381           |
| Feature       | 1433 | 3703     | 500    | 745          | 767             |
| Edges         | 5429 | 4732     | 44338  | 119043       | 245778          |
| Classes       | 7    | 6        | 3      | 8            | 10              |
4.2 Experimental Settings

Data setting. For citation datasets, we randomly sample 20 labeled nodes per class as training data, 500 and 1000 nodes as validation and test data respectively. For co-purchase datasets, we follow the work [32] and randomly sample 20 labeled nodes per class as training data, 30 nodes per class as validation data, and the rest nodes as testing data.

Parameter setting. Similar to the previous GATs [35], our proposed GSAT involves two-layer network architecture with multi-head spiking attention mechanism. We set the number of hidden-layer units and heads to \{8, 8\}. The weight decay is set to 5e−4 for citation datasets and 5e−5 for co-purchase dataset, respectively. The parameter \( \mu \) in the SNN module is determined based on the validation set. We train our model by using widely-used Adam algorithm [20] and initialize the network parameters by using Glorot initialization [12].

4.3 Comparison Results

We take Graph Convolutional Network (GCN) [21], Graph Attention Network (GAT) [35], GAT-Topk [35], DropEdge [29], Sparse Graph Attention Network (SGAT) [39] and Graph elastic Convolutional Network (GeCN) [17] as compared methods. For GAT-Topk, we adopt GAT [35] to obtain sparse attention matrix by only using the top-k attention scores. All results are obtained by running the original codes provided by authors. Table 2 reports the node classification performance of the five datasets. Overall, our proposed GSAT achieves the best performance on all datasets. Moreover, we can have the following observations: (1) GSAT performs best on all datasets which obviously shows the effectiveness of GSAT on boosting GAT’s learning performance. (2) GSAT outperforms DropEdge [29] which uses random sparse graph structure. This indicates that our GSAT can conduct neighbor selection more effectively for layer-wise aggregation. (3) GSAT obtains higher performance than GAT-Topk [35], SGAT [39] and GeCN [17] which also adopt sparse attention/graph structure learning strategies. This further demonstrates the merit of the proposed SNN based sparse attention learning module.

| Method      | Cora   | Citeseer | Pubmed | Amazon Photo | Amazon Computers |
|-------------|--------|----------|--------|--------------|-----------------|
| GCN         | 81.27±1.08 | 69.92±1.23 | 80.21±1.26 | 89.92±1.02 | 81.27±2.20 |
| DropEdge    | 82.04±1.34 | 70.22±1.15 | 80.74±1.10 | 90.34±0.74 | 82.10±1.74 |
| GAT         | 82.86±0.94 | 71.23±1.09 | 80.26±1.10 | 90.20±0.85 | 81.50±1.55 |
| GAT-Topk    | 82.40±1.42 | 71.03±1.21 | 80.93±1.36 | 90.40±0.96 | 81.96±1.33 |
| GeCN        | 83.24±1.31 | 71.34±1.44 | 81.18±1.24 | 90.81±1.37 | 82.31±2.14 |
| SGAT        | 81.90±0.96 | 71.22±0.72 | 81.20±1.45 | 91.15±0.60 | 82.42±1.71 |
| GSAT        | 84.18±1.00 | 72.90±0.78 | 82.59±0.78 | 92.22±0.58 | 83.91±1.34 |

4.4 Robustness Evaluation

To evaluate the robustness of GSAT model, we use the structural perturbation Nettack [42] and Random attack [24] on Cora and Citeseer datasets. For Nettack method, we generate the noisy graph for targeted nodes with the perturbation number varying from 1-5. For Random method, we generate the noisy graph by adding some edges with the perturbation rate varying from 20%-100%. We follow the data splits provided by work [18] and report the comparison results on Cora dataset in Figure 2 and Citeseer dataset in Figure 3. From Figs 2-3 one can observe that (1) GSAT obtains obviously higher classification performance which shows the effectiveness of GSAT on enhancing model’s robustness. (2) GSAT performs more robustly than SGAT [39] and GeCN [17] which indicates the benefit of sparse attention learning on enhancing the robustness of the proposed GSAT.

4.5 Efficiency Evaluation

To evaluate the energy efficiency of our GSAT, we take float operations (FLOPs) [16] as the measurement and compare our GSAT with some related GATs including original GAT and sparse GAT (SGAT). Figure 4 shows the comparison results. We can note that GSAT can perform attention
learning and feature aggregation with obviously less energy cost, indicating the energy efficiency of the proposed GSAT on conducting graph data learning tasks.

![Figure 4: Comparisons of FLOPs on Cora, Citeseer and Amazon Photo datasets.](image)

### 4.6 Parameter Analysis

As shown in Eqs.(14,16), the sparsity of learned attention coefficients is controlled via parameters $\mu$ and $T$. In this section, we investigate the effect of parameter $\mu$ and iteration $T$ on affecting the sparsity of the learned attentions. To be specific, in our GSAT, parameters $\mu$ and $T$ control the ratio of removing edges and thus control the sparsity of attentions. Larger $\mu$ and smaller $T$ encourage to remove more edges and thus generate more sparse attentions. Figure 5 shows the results across different values of $\mu$ and $T$ on Cora and Citeseer datasets respectively. We can find that as parameter
Figure 5: Parameter analysis of $\mu$ and $T$ on Cora and Citeseer datasets.

$\mu$ increases or $T$ decreases, the ratio of removing edges increases. This intuitively demonstrates the desired sparsification behavior of our proposed spiking attention learning in our GSAT.

5 Conclusion

In this paper, we propose to leverage a Spiking Neural Network to learn graph attention for graph neural network. In contrast to traditional self-attention mechanism used in existing GATs, the proposed spiking attention mechanism performs inexpensive computation by dealing with discrete spike trains and also returns sparse output. Based on the proposed spiking attention mechanism, we then develop a novel graph attention neural network model, termed Graph Spiking Attention network (GSAT). Our GSAT can thus return sparse attention coefficients in natural and further conduct feature aggregation on the selective neighbors. Experimental results on several datasets demonstrate the effectiveness, energy-efficiency and robustness of our proposed GSAT model.
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