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Abstract—Earthquake detection and seismic phase picking not only play a crucial role in travel-time estimation of body-waves (P and S waves) but also in the localisation of the epicenter of the corresponding event. Generally, manual phase picking is a trust-worthy and the optimum method to determine the phase-arrival time, however, its capacity is restricted by available resources and time. Moreover, noisy seismic data renders an additional critical challenge for fast and accurate phase picking. In this study, a deep learning-based model, EPick, is proposed which benefits both from U-shaped neural network (also called UNet) and attention mechanism, as a strong alternative for seismic event detection and phase picking. On one hand, the utilization of UNet structure enables addressing different levels of deep features. On the other hand, attention mechanism promotes the decoder in the UNet structure to focus on the efficient exploitation of the low-resolution features learned from the encoder part to achieve precise phase picking. Extensive experimental results demonstrate that EPick achieves better performance over the benchmark method, and show the model’s robustness when tested on a different seismic dataset.

Index Terms—Seismic phase picking, U-shape neural network, attention mechanism.

I. INTRODUCTION

In Earthquake monitoring, event detection and phase picking are the first major steps for travel time estimation of P- and S-wave arrivals. This information is further used for event localization and in seismic tomography. The highly complex earthquake waveform pattern is defined by the convolution of source (source time function), path (attenuation, scattering, dispersion etc.) and site (changes in waveform due to local site conditions) effects. Nonetheless, overlapping of different phases and poor signal-to-noise ratio (SNR) often makes it difficult to define a clear seismic onset [1]. With the abundant and ever increasing database of seismic event recordings, manually performing the task of earthquake signal detection and seismic phase picking is not only challenging but also very time-consuming and labor-intensive.

To achieve reliable automatic phase picking, a wide spectrum of traditional automatic pickers have been developed such as short-term average/long-term average (STA/LTA) [2], auto regression-Akaike information criterion (AR-AIC) pickers [3] and higher-order statistics [4]. In particular, the first two approaches require intensive human involvement. For example, STA/LTA requires experts to carefully set up parameters whereas the STA/LTA ratio is sensitive to the detection threshold, and the AR-AIC picker mainly depends on the STA/LTA trigger. Besides, they can not take advantages of the prior knowledge of previous picks due to the fact that each measurement in these two methods is treated individually. While these automatic picking algorithms are useful in seismological studies, their performances are less accurate than manual picks, which makes them inefficient in seismic monitoring [5]. Meanwhile, when applied to real-time seismic data, the accuracy of traditional automatic pickers may not be satisfactory, particularly for noisy data.

The increasing number of seismic sensors deployed for earthquake monitoring produces a huge amount of seismic data every day, making data flow and processing along with defining the manual features for traditional automated method more difficult and time consuming. Therefore, earthquake monitoring has an increasing need for more efficient and robust tools to process the large volumes of seismic data. Deep learning, as an effective method, has achieved widespread success in a broad range of applications [6]–[8]. Inspired by the success of those applications, phase picking attracts a new wave of deep learning applications in seismology. In contrast to traditional automated methods where only a limited set of defined features of seismograms are used, with the help of deep learning, more abundant features can be successfully extracted from seismic data and further be used for phase picking. Recent years have witnessed remarkable achievements of the application of deep learning in seismic processing tasks especially for earthquake detection and seismic phase picking [9]–[17]. For example, Perol et al. [9] proposed ConvNetQuake based on convolutional neural network (CNN) [18] to perform event detection and clustering based on three component seismic waveform. Their proposed approach is mainly compared with
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In this work, a new deep learning-based model, EPick, is
proposed for earthquake signal detection and phase picking. In
contrast to the previous methods of setting labels with a time
window, in this paper, only sample labeling will be adopted to
train the neural network. Fig. 1 gives an example of a seismic
data marked with phase arrival time. In summary, the main
contributions of this work are as follows:

- The UNet associated with skip connection is used to
  perform earthquake signal detection and seismic phase
  arrival time picking where the ground truth arrival time
  is labeled by one sample, not a time window.
- Considering the heterogeneities of low-level detailed
  feature maps from the encoder, multi-class attention
  mechanism is incorporated into vanilla UNet structure
  to effectively explore different scale-level features to
  improve phase picking performance.
- Given a global seismic dataset, extensive experiments are
  carried out to certify the model performance. Meanwhile,
in order to evaluate the model’s generalisability, the
  proposed model is tested on a new seismic dataset and
  compared with several previous methods.

The structure of the paper is organized as follows. Section
II introduces the basic knowledge related to our method, in-
volving UNet and attention mechanism. The proposed method
details are presented in Section III. Section IV gives a general
view of the dataset used in the article. The model performance
of the proposed approach is analysed in Section V. Section VI
makes a conclusion for the paper.

II. RELATED WORKS

U-shaped Neural Network (UNet). UNet was originally
proposed to perform biomedical image segmentation [21].
It mainly consists of two parts: a contracting path and an
expansive path, which shares similar spirit with the encoder-
decoder architectures.

- The encoder comprises several convolution modules to
  encode the input with feature representations of multiple
different levels, where each convolution module is fol-
  lowed by a maxpool downsampling operation.
- The decoder is composed of several deconvolutional
  modules to perform upsampling associated with concate-
nation operations. It aims to semantically project the
  higher resolution features extracted by the encoder into
  upsampled feature space to do a dense classification.

In the last few years, UNet has been used in the area of
seismology for phase picking. For instance, the architecture
of PhaseNet proposed in [11] is a modified UNet that utilizes
skip connections, for the picking of P and S phases. Zhao et al.
[22] developed a U-shaped neural network for distinct phase
detection (P and S phases) and arrival time picking. In [23],
the RLU-Net network is introduced to pick the first arrival of
micro-seismic signals with low SNR.

Attention Mechanism. In the field of natural language
processing (NLP), attention mechanism is proposed to enhance
the performance over the encoder-decoder driven machine
translation system [24]. Specifically, an attention mechanism
helps a neural networks focus only on those useful aspects
of input data that boost prediction performance. It succeeds
in splitting complex tasks into small regions of attention and
then processing those small tasks sequentially. Recently, this
mechanism including its variants has achieved superior perfor-
mance in wide applications, including computer vision, speech
processing, etc. Two most common attention techniques used
in attention mechanisms are presented.

- Self-Attention is an attention mechanism that relates
different positions of a single sequence to compute a
representation of the sequence [24]. It enables the input
interacting with itself, calculating the attention scores,
and finally achieving the aggregated output by using these
interactions and attention scores.
- Multi-Head Attention is a mechanism that can be uti-
lized to improve the performance of self-attention layer

Fig. 1. Example of a seismic data [20] where the plots in the figure from
top to bottom represent the three-component seismic recordings (including
east-west, north-south, and vertical directions), respectively. The red and blue
vertical lines denotes the first arrival times of picked P and S phase from the
earthquake catalog.
Unlike self-attention where the attention is only computed once, in the the multi-head mechanism, the process of the scaled dot-product attention runs multiple times in parallel. As illustrated in [24], those independent attention outputs are simply concatenated and linearly transformed into the expected dimensions.

Despite the common use of UNet in seismology, there are still bottlenecks (i.e., insufficient utilization of information flow) left for UNet, which impedes the potential applications of the raw UNet architecture. To tackle the inadequate utilization of different level features, in this work, attention mechanism is incorporated into raw UNet structure, given the fact that features generated at different stages often possess different levels of discrimination. Moreover, in contrast to previous methods, when performing model training, the target phase is located without using a time interval.

III. METHODOLOGY

In this work, we propose EPick for earthquake detection and phase picking combined with attention mechanism applied to reduce long-range dependencies between small-scale features and effectively use low-level features in UNet. This section presents a detailed description of the EPick architecture.

The model architecture is illustrated in Fig. 2 which is based on the fundamental UNet structure, combined with an attention mechanism. Similar to [21], EPick can be roughly decomposed as an encoder network followed by a decoder network. However, different from [21], the exploitation of the attention mechanism helps EPick sufficiently use those low-level features extracted in the encoder part.

The fixed-length three-component waveform is represented by a three-channel 1-dimensional vector, which is fed as the input to EPick. EPick classifies noise, first P-arrival and first S-arrival. One data example is illustrated in Fig. 1. Here each channel of the seismic waveform is sampled at 100 Hz of 60 seconds time length. We label the output of our model as \( Y \) (\( i = 1, 2, 3 \) denotes the noise, first P-arrival and first S-arrival; and \( z(x) \) represents the processed results of EPick before using softmax function.

In this study, the cross-entropy \( L(Y, Y') \) between the predicted label and the ground truth label is utilized to compute the loss.

where \( n \) denotes the sampling number.

Moreover, in order to avoid overfitting, weight decay \( [29] \), a popular regularization techniques, is adopted in the model training. Here, \( L_2 \) regularization \( [30] \), the default implementation of weight decay, is added to the loss function. Eventually, the total loss function is given as

where \( w_d \) denotes the weight decay factor.

The data used in this work has a class imbalance problem \( [51] \), where the class “noise” far exceeds the other two classes, which poses a challenge to build a reliable classification model statistically. To deal with this issue, a weight is introduced for each class which helps the model place more emphasis on the minority classes during the model training process. It aims at ensuring a classifier that is capable of learning equally from all categories.

IV. DATA AND MODEL TRAINING

For this study, several subsets of STanford EArthquake Dataset (STEAD) \( [20] \) are used to train and test our EPick neural network. STEAD is a high-quality and global seismic dataset involving non-earthquake and earthquake signals of labeled P- and S-arrivals. Besides, it has been used in previous
Fig. 2. EPick model architecture. The model input is the 1-minute three-component seismic waveforms with a sampling rate 100 Hz. The output is composed of three probabilities corresponding to noise, P pick and S pick. The colored blocks represent different layers of the neural network, where the extracted features will go through sets of transformations. The whole architecture can be broadly divided into an encoder and a decoder. The encoder consists of several down-sampling operations (including a 1D convolution block and stride). The decoder contains several up-sampling processes conducted by deconvolution layers to recover the feature length of the previous stage. The skip connection after attention mechanism at each stage enables the network to concatenate the low-level features to the right block. Here, the skip connection directly copies the output of attention mechanism (denoted as the blue modules) to the right layer. The last layer adopts the classical softmax function to calculate the probabilities of the above-mentioned three classes.

Fig. 3. Frequency-magnitude distributions of earthquakes events used in the analysis.

In our study, about 100,000 samples including earthquake and noise waveforms are used to train the proposed model. Here, the seismic event data is selected based on the unique source id in the dataset [20]. It should be noted that in contrast to [11] [16] [19], in this article, we do not use time offsets to generate the arrival times of P and S phases, especially in the model training phase. The ratio between training data and testing data is around 4 : 1. To evaluate the earthquake detection and phase picking performance of EPick, 25,000 test seismic waveforms (including 20,000 earthquake and 5000 pure-noise examples) are utilized, wherein a comparison is made between EPick and the baseline method UNet without attention modules.

Figure 3 shows the earthquake magnitude distribution of the training and testing dataset, respectively. Note that for the comparison, the baseline model used here are trained on the same training set and then is applied to a common test set from STEAD.

Fig. 4 gives examples of training instance visualizations with their corresponding label including earthquake and non-earthquake signals. The three plots at the bottom of each subfigure represent the normalized three component seismograms. The upper three plots denote the label information and then each sample is labeled with a one-hot encoding vector.

In this work, the proposed model is constructed and implemented in TensorFlow [32], and is trained and tested on a Nvidia A100 GPU. The Adam optimizer is used for optimizing the method. In the model training process, we stop the model training if the training accuracy does not improve for around 10,000 successive steps.

V. RESULTS AND MODEL GENERALIZATION

In this section, the results of extensive evaluations are presented to denote the performance of the proposed model. Please note that in the model testing phase, a time interval is employed to locate the predicted phase pick. Moreover, due to the interference of P-wave signals with the later arriving shear waves, it is more difficult to pick first S arrival than first P arrival [33], hence, a larger time interval is chosen for first S arrival picking. The time interval for first P arrival is ±0.1s from the true label while for first S arrival it is ±0.2s.

The proposed model is also compared with previous methods on the INSTANCE dataset [34], which is chosen as an unbiased way to evaluate and compare the performance of EPick with previous methods.
A. Metrics

In order to evaluate the performance, a confusion matrix [35], a powerful analytical tool in deep learning and data science, is used. The confusion matrix is capable of displaying detailed information about how a deep learning classifier has performed with respect to the target classes in the dataset. Table I gives a visualization of the confusion matrix.

The confusion matrix shows the examples that have been correctly classified against those examples that have been incorrectly classified. Given a confusion matrix, different numbers of true-positive samples (TP), true-negative samples (TN), false-positive samples (FP), and false-negative (FN) samples can be easily seen. Then, the following metrics can be defined using the confusion matrix.

| True values | Predicted values |
|-------------|------------------|
| Positive    | False Positive (FP) |
| Negative    | False Negative (FN) |

**Accuracy** refers to the ratio between the sum number of true positives and true negatives and the number of all instances. It is used to measure the ratio of the correctly predicted samples to all samples. The accuracy metric can be formulated as below:

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \tag{5}
\]

**Precision** is computed as the fraction between the amount of positive samples correctly identified to the total number of samples correctly or incorrectly categorized as positive. It aims to measure the model’s accuracy in identifying a sample as positive.

\[
Precision = \frac{TP}{TP + FP} \tag{6}
\]

**Recall** describes how many of the real positive instances a model is able to identify correctly. In summary, it is the ratio of correctly predicted positive cases to the all observations in true positive examples.

\[
Recall = \frac{TP}{TP + FN} \tag{7}
\]

**F1-score.** When handling imbalanced datasets where one set of classes dominates over another set of classes, accuracy is not the best option to evaluate the model performance. In contrast to accuracy, the F1-score is usually more effective, since it is able to punish those extreme values more by using harmonic mean in place of arithmetic mean. Besides, it succeeds in capturing both the trends of Precision and Recall into one single value. The following equation is used to formulate the F1-score through combining both of the metrics we have reviewed.

\[
F1 = 2 * \frac{Precision \times Recall}{Precision + Recall} \tag{8}
\]

**Picking Error** refers to the time residuals \( t \) (also called “time difference”) between picks of the deep learning model and ground truth.

B. Results

First, Figure 5 shows the confusion matrix for the involved models: UNet and EPick. Furthermore, the overall detection performance for non-earthquake and earthquake events is shown in Table II. As seen from Table II, EPick improves slightly in all categories over UNet (without using attention mechanism). Compared to earthquake event detection, phase picking is much more difficult.

Table III lists the experimental results of both EPick and UNet tested in this study for seismic phase arrival time.
(a) Unet.  
(b) EPick.

Fig. 5. Confusion matrix for earthquake event detection in the testing data for UNet and EPick. In the testing, EPick misclassifies less noise as earthquake events.

### TABLE III  
Evaluation Metrics on the Test Dataset.

| Phase | Model | Mean (s) | St. Dev. (s) | Precision | Recall | F1 Score |
|-------|-------|----------|--------------|-----------|--------|----------|
| P     | EPick | 0.0095   | **0.1649**   | 0.97      | 0.96   | 0.96     |
|       | UNet  | 0.0094   | 0.1769       | 0.97      | 0.97   | 0.97     |
| S     | EPick | **0.0036** | **0.1488**   | 0.95      | 0.95   | 0.95     |
|       | UNet  | 0.0117   | 0.2627       | 0.94      | 0.94   | 0.94     |

Mean and standard deviation (st. dev.) of the differences of model predicted arrivals minus manual picked arrivals in seconds

Fig. 6. Distribution of time residuals (also called time difference, $\Delta t$) of UNet and EPick on the test data set.

picking. The means and standard deviations of arrival-time residuals between ground truth picks and model detected picks are computed for model performance evaluation. The before mentioned statistics suggest that EPick achieves a better performance over UNet when dealing with seismic phase picking.

Figure 6 displays the distribution of picking error between the predicted and ground truth first P and first S picks for EPick and UNet, respectively. Similar to [11], we also find that the picking error distribution of first P picks is narrower than first S picks, which is in line with [33].

### C. Model generalization

In deep learning, the model generalization describes how well a trained model is performing on unseen data, which is regarded as one of the most important criteria in practical applications. To investigate the generalization abilities on a separate dataset, the trained model is tested on a subset of the INSTANCE dataset [34], where seismic waveform data are collected from weak and strong motion stations that have been extracted from the Italian EIDA node. Consider that the time interval of $\pm 0.1$s is used in PhaseNet model [11] for first P and S arrival picking and in ARRU [19], the standard deviation of the target Gaussian function is 0.2s for the P picks and 0.3s
(a) Magnitude distribution of seismic data.  
(b) Seismic data visualization marked with different time intervals.

Fig. 7. Magnitude distribution and seismic signal visualization of the used subset of INSTANCE dataset [34]. (a) Frequency-magnitude distribution of the test data. (b) 60s seismic waveform is sampled at 100Hz. The evaluated models are using different lengths of the same seismic event marked with different dashed lines.

|       | Mean (s) | St. Dev. (s) |
|-------|----------|--------------|
| P phase |          |              |
| EPick  | -0.885   | 3.947        |
| PhaseNet [11] | -0.188   | 2.075        |
| ARRU [19] | 0.354    | 1.181        |
| S phase |          |              |
| EPick  | 0.116    | 1.895        |
| PhaseNet [11] | -0.178   | 2.234        |
| ARRU [19] | 0.319    | 3.130        |

Mean and standard deviation (st. dev.) of the differences of model predicted arrivals minus manual picked arrivals in seconds

for the S picks. In this study, we use the same time interval ± 0.1s in our model to evaluate the model’s generalization on the INSTANCE dataset.

Figure 7 (a) shows the frequency-magnitude distribution of the used subset of INSTANCE data, and (b) gives an example of one seismic event signal of different lengths, where dashed lines represent the length of the input fed into different models. 20s data is used in ARRU [19] and 30s data is used in PhaseNet [11]. Hence, for this comparison, only the seismic data whose P and S arrival times are within 20s are considered.

The model comparison are shown in Table IV. The results demonstrate that compared to PhaseNet [11] and ARRU [19], our model achieves better performance for first S-phase arrival picking on the INSTANCE dataset. On the first P-phase arrival picking, the error is comparatively large. The reason might be that a large weight is assigned to the first S-phase arrival picking during the model training. We also observed that by using the similar weights for both first P-phase and S-phase, the performance of S-phase reduced without any significant improvement in P-phase picking error. Additional reason might be that PhaseNet and ARRU were trained on data labeled in window format, while our model used single sample labeled data. Furthermore, only earthquake signals are used in the training process of PhaseNet and ARRU. Meanwhile, our proposed model is also trained on non-earthquake signals, which leads to a more robust performance in the case of noisy seismic data.

VI. CONCLUSION

In this study, we investigate the combination of U-shaped neural network and attention mechanism involving self-attention and multi-head attention for seismic phase picking. To fully leverage the power of attention mechanism, EPick is proposed, which not only completes the task of seismic event detection, but also well utilizes the low-level extracted features by using the UNet architectural design to achieve phase arrival time detection. As an alternative framework for seismic phase picking, EPick achieves superior performance than the baseline method for first S-phase arrival picking, whereas the performance is more robust in the case of P-phase. The experimental results well-demonstrate the generalization ability of the proposed model in S-phase picking. This model can be used in tasks that require fast seismic data processing, as well as dealing with big data. EPick can further be developed in monitoring real-time seismic signals.
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