We study Newtonian cosmological perturbation theory from a field theoretical point of view. We derive a path integral representation for the cosmological evolution of stochastic fluctuations. Our main result is the closed form of the generating functional valid for any initial statistics. Moreover, we extend the renormalization group method proposed by Matarrese and Pietroni to the case of primordial non-Gaussian density and velocity fluctuations. As an application, we calculate the nonlinear propagator and examine how the non-Gaussianity affects the memory of cosmic fields to their initial conditions. It turns out that the non-Gaussianity affects the nonlinear propagator. In the case of positive skewness, the onset of the nonlinearity is advanced with a given comoving wavenumber. On the other hand, the negative skewness gives the opposite result.
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I. INTRODUCTION

The large scale structure in the universe has evolved from primordial fluctuations according to the gravitational instability. In the standard scenario of the structure formation, the primordial fluctuations are created quantum mechanically during the inflationary stage in the early universe. After exiting the horizon, the fluctuations are evolved linearly; which is well described by relativistic linear perturbation theory. Eventually the fluctuations re-enter into the horizon. After that, it is sufficient to treat the evolution of fluctuations by means of Newtonian gravity. Due to the Jeans instability, at some point, the density fluctuations become nonlinear. In this stage, usually we resort to the N-body simulations. However, since the numerical simulations are time consuming, the analytical calculation of the nonlinear evolution is still desired. The standard perturbative expansion method is developed for this purpose. In the quasi-nonlinear regime, the perturbative approach was successful \[1, 2, 3, 4, 5, 6, 7\]. To obtain more accurate results, however, the non-perturbative analytic method would be necessary.

Recently, Crocce and Scoccimarro have developed a new formalism to study the large scale structure \[8\]. They described the perturbative solution by Feynman diagrams and identified three fundamental objects: the initial conditions, the vertex, and the propagator. They have found that the renormalization of the propagator is the most important one. Based on this finding, they have observed that, due to the rapid fall off of the nonlinear propagator, the memory of the cosmic fields to their initial conditions will be lost soon in the nonlinear regime.

Following their work, Matarrese and Pietroni reformulated the cosmological perturbation theory from the path integral point of view and developed the renormalization group (RG) techniques in cosmology \[11, 12\] (see \[9\] for a slightly different approach). Matarrese and Pietroni have applied their formalism to the baryon acoustic oscillations (BAO) which takes place around the scale \(k \sim 0.1 \text{Mpc}^{-1}\) \[13\]. On these scales, the nonlinear effects are relevant \[14, 15\]. They have found that the renormalization group method is useful to predict the BAO feature. Crocce and Scoccimarro have used their graphical approach to discuss BAO and found the renormalized perturbation approach gives a good agreements with results of numerical simulations \[16\]. This result is further confirmed by Nishimichi et al. \[17\].

These authors have discussed only the Gaussian initial conditions. Recently, however, it has been realized that the primordial non-Gaussianity can be produced in the inflationary scenario. If so, it is important to give a renormalization group formalism for the non-Gaussian initial conditions. Conventionary, the non-Gaussian curvature perturbation \(\Phi\) is characterized by the following form

\[
\Phi(x) = \Phi_g(x) + f_{NL}(\Phi_g^2(x) - \langle \Phi_g^2 \rangle),
\]

where \(\Phi_g\) is the Gaussian field and \(f_{NL}\) is the parameter to represent a deviation from the Gaussianity. There are several possible observational tests to constrain the non-Gaussianity \[22, 23, 24, 25, 26, 27, 28, 29, 30\]. The most
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stringent limit comes from WMAP and the result is $-58 < f_{NL} < 134$ [20]. Planck and other tests will give a more stringent limit or detect the non-Gaussianity [21].

The purpose of this paper is therefore to extend the analysis by Matarrese and Pietroni to the non-Gaussian initial conditions. Starting from the generating functional of the multi-point functions, we derive the path integral representation of the cosmic evolution of the cosmic fields. In contrast to the previous work, the non-Gaussianity is incorporated into the field theoretical scheme. In particular, we obtain the formula for the generating functional which allows us to use the Feynman diagram method to calculate various statistical quantities characterizing the large scale structure in the universe. We also derive the RG equation for the effective action. As an application, we calculate the nonlinear propagator and examine if the memory of the cosmic fields to their initial conditions has the tendency to be kept by the non-Gaussianity or not.

The organization of this paper is as follows. In section II, we review the basic equations of motion describing the evolution of the cosmic fields. In section III, we develop the general field theoretical framework so that the non-Gaussianity can be incorporated into the scheme. We have successfully calculated the generating functional which gives Feynman rules. We also develop the renormalization group method in this context. In section IV, we apply our formalism to calculate the nonlinear propagator for the non-Gaussian initial conditions and examine the effect of non-Gaussianity on the nonlinear scales. The final section is devoted to the conclusion.

II. BASIC EQUATIONS FOR COSMIC FIELDS

In this section, we review the standard Newtonian cosmological perturbation theory. Here, we consider the Einstein-de Sitter universe for simplicity. Of course, it is possible to extend our analysis to other cosmological models.

First of all, let us consider the homogeneous cosmological background spacetime. Taking the conformal time and assuming the flat space, we can write down the metric

$$ds^2 = a^2(\tau) \left[-d\tau^2 + \delta_{ij}dx^i dx^j\right].$$

The cosmological scale factor $a$ is determined by solving FRW equations

$$\dot{\mathcal{H}}^2 = \frac{8\pi G}{3} a^2 \rho_0 , \quad \mathcal{H}' = -\frac{4\pi G}{3} a^2 \rho_0 ,$$

where $\rho_0$ is the averaged density field and we have defined $\mathcal{H} = da/d\tau/a = a'/a$.

Now, let us consider the inhomogeneous distribution of the matter. The evolution of the total matter density is determined by the gravity including the effect of cosmic expansion. The actual density $\rho(x, \tau)$ is deviated from the averaged density $\rho_0(\tau)$ Let us define the density fluctuation as

$$\delta(x, \tau) = \frac{\rho(x, \tau) - \rho_0(\tau)}{\rho_0(\tau)} = \int d^3 k \delta(k, \tau)e^{-ik\cdot x} .$$

It obeys the equation of continuity and the peculiar velocity $v$ is determined by the Euler equation in the presence of gravitational potential $\phi$. The gravitational potential itself is governed by the Poisson equation. Thus, equations of motion for the cosmic fields, $\delta$, $v$, and $\phi$, are given by

$$\frac{\partial \delta}{\partial \tau} + \nabla \cdot [(1 + \delta) v] = 0 ,$$

$$\frac{\partial v}{\partial \tau} + \mathcal{H} v + (v \cdot \nabla) v = -\nabla \phi ,$$

$$\nabla^2 \phi = \frac{3}{2} \mathcal{H}^2 \delta .$$

On large scales, the assumption that the peculiar velocity is irrotational would be valid. Then, defining $\theta = \nabla \cdot v$, we obtain the relation $v(k, \tau) = i k \theta(k, \tau)/k^2$. After eliminating the gravitational potential, we obtain equations of motion in the Fourier space

$$\frac{\partial \delta(k, \tau)}{\partial \tau} + \theta(k, \tau) + \int d^3 q d^3 p \delta_D(k - q - p) \alpha(q, p) \theta(q, \tau) \delta(p, \tau) = 0 ,$$

$$\frac{\partial \theta(k, \tau)}{\partial \tau} + \mathcal{H} \theta(k, \tau) + \frac{3}{2} \mathcal{H}^2 \delta(k, \tau) + \int d^3 q d^3 p \delta_D(k - q - p) \beta(q, p) \theta(q, \tau) \theta(p, \tau) = 0 ,$$

where $\alpha(q, p)$ and $\beta(q, p)$ are the matter bias functions.
where we have defined the Dirac delta function $\delta_D$ and

$$\alpha(q, p) = \frac{(p + q) \cdot q}{q^2}, \quad \beta(q, p) = \frac{(p + q)^2 p \cdot q}{2p^2q^2}$$

characterize the nonlinear gravitational coupling.

It is now easy to solve the above equations perturbatively. Given the expansion

$$\delta(k, \tau) = \sum_{n=1}^{\infty} \delta^{(n)}(k, \tau), \quad \theta(k, \tau) = \sum_{n=1}^{\infty} \theta^{(n)}(k, \tau),$$

the iterative solutions can be explicitly written down as functional of the initial fields $\delta, \theta$. Once the probability functional for the initial fields are given, one can calculate expectation values of product of these fields. In fact, this standard formalism has been utilized to calculate the quasi-nonlinear evolution of the power spectrum, bispectrum, and other statistics such as genus statistics $[1, 2, 7]$. In the nonlinear regime, however, further analytical tools are required to give more accurate results. This is crucial for the prediction of BAO feature, for example. In the next section, we introduce a useful approach to this end.

III. PATH INTEGRAL FORMALISM AND RENORMALIZATION GROUP

Now, we proceed to formulate the cosmological perturbation theory in the field theoretical manner. Doing so, we can utilize the idea invented in the field theory. In particular, the renormalization group method turns out to be useful.

As is suggested by Crocce and Scoccimarro $[8]$, the equations of motion can be rewritten in a convenient form by defining a two-component vector

$$\varphi_a(k, \tau) = \begin{pmatrix} \varphi_1(k, \tau) \\ \varphi_2(k, \tau) \end{pmatrix} \equiv e^{-\eta} \begin{pmatrix} \delta(k, \tau) \\ -\theta(k, \tau)/H \end{pmatrix},$$

where the index $a = 1, 2$ and $\eta = \log a(\tau)/a_{in}$ denotes the e-folding number. The initial scale factor $a_{in}$ can be taken arbitrarily. We also define vertex $\gamma_{abc}$ with

$$\gamma_{121}(k, p, q) = \frac{1}{2} \delta_D(k + p + q) \alpha(p, q) = \gamma_{112}(k, q, p), \quad \gamma_{222}(k, p, q) = \delta_D(k + p + q) \beta(p, q)$$

and other components are zero. Using the above definitions, we obtain the equation

$$(\delta_{ab}\partial_\eta + \Omega_{ab}) \varphi_b(k, \eta) = e^{\eta} \gamma_{abc}(k, -p, -q) \varphi_b(p, \eta) \varphi_c(q, \eta),$$

where $\Omega_{ab}$ are components of the matrix

$$\Omega = \begin{pmatrix} 1 & -1 \\ -3/2 & 3/2 \end{pmatrix}.$$  

Here, we have used the Einstein’s sum rule

$$\varphi_a(-k, 0) \varphi_b(k, 0) \equiv \int d^3k \varphi_a(-k, 0) \varphi_b(k, 0).$$

From now on, we should understand this convention is used when the same wavenumber vector appear twice in the same term.

First, we consider the linear theory. The growing and the decaying modes can be written as $u_a$ and $v_a \exp(-\delta \eta/2)$, respectively. Here, we have defined two basis vectors

$$u_a = \begin{pmatrix} 1 \\ 1 \end{pmatrix} \quad \text{and} \quad v_a = \begin{pmatrix} 1 \\ -3/2 \end{pmatrix}.$$  

Let us define the linear propagator as

$$(\delta_{ab}\partial_\eta + \Omega_{ab}) g_{bc}(\eta_a - \eta_b) = \delta_{ac} \delta_D(\eta_a - \eta_b).$$
Given the growing and decaying mode functions, we can write down the causal propagator $g_{ab}$ as
\[ g_{ab}(\eta_a, \eta_b) = \left\{ u_a \dot{u}_b + v_a \dot{v}_b \exp \left( -5/2(\eta_a - \eta_b) \right) \right\} \theta(\eta_a - \eta_b), \]
where $\dot{u}_a$ and $\dot{v}_a$ are dual vectors of $u_a$ and $v_a$,
\[ \dot{u}_a = \frac{1}{5} (3, 2) \quad \text{and} \quad \dot{v}_a = \frac{2}{5} (1, -1). \]

Note that we have the matrix components
\[ u_a \dot{u}_b = \frac{1}{5} \left( \begin{array}{cc} 3 & 2 \\ 3 & 2 \end{array} \right), \quad v_a \dot{v}_b = \frac{1}{5} \left( \begin{array}{cc} 2 & -2 \\ -3 & 3 \end{array} \right). \]

Using this linear propagator, we can formally solve the equation (14) as
\[ \varphi_a(k, \eta_a) = g_{ab}(\eta_a, 0) \varphi_b(k, 0) + \int d\eta g_{ab}(\eta_b, \eta_a) e^{i\gamma_{bca}(k, -p, -q)} \varphi_c(p, \eta_b) \varphi_d(q, \eta_b). \]

Iteration gives the perturbative solutions. There are three building blocks, the initial field $\varphi(k, 0)$, the linear propagator $g_{ab}$, and the vertex $\gamma_{abc}$. The initial field is usually assumed to have Gaussian statistics characterized by the linear power spectrum
\[ \langle \varphi(k, 0) \varphi(k', 0) \rangle = (2\pi)^3 \delta_D(k + k') P_{ab}^L. \]

The nonlinear power spectrum can be calculated using the graphical method as was first demonstrated by Crocce and Scoccimarro. In particular, the renormalization method is utilized to perform the partial sum of diagrams. It turned out the approximation motivated by the renormalization method was quite successful. In the next subsection, we consider more general statistics for the initial field $\varphi_a(k, 0)$.

### A. Path Integral Representation

What we are interested in are the statistical quantities characterizing the large scale structure in the universe. The statistics of primordial cosmic fields $\varphi_a(k, 0)$ are determined by the initial probability functional $P[\varphi_a(k, 0)]$. To calculate desired quantities, we need to solve the nonlinear evolution equations and obtain the solution as a function of the initial fields. Namely, we have the statistics and the dynamics to be considered. More precisely, we want to calculate
\[
\left\langle \exp \left\{ \int d\eta J_a(-k, \eta) \varphi_a(k, \eta; \varphi(k, 0)) \right\} \rightangle
= \int d\varphi_a(k, 0) P[\varphi_a(k, 0)] \exp \left\{ \int d\eta J_a(-k, \eta) \varphi_a(k, \eta; \varphi_a(k, 0)) \right\},
\]
where $P[\varphi_a(k, 0)]$ is the general probability functional for the initial field $\varphi_a(k, 0)$ and $\varphi_a(k, \eta; \varphi_a(k, 0))$ is the solution of Eq. (14) with the initial condition $\varphi_a(k, 0)$. This is a generating functional for multi-point correlation functions. Here, we shall combine the statistics and the dynamics in a unified framework. This can be achieved by the field theoretical path integral method. It is the path integral representation of the problem which can be used to perform the non-perturbative approximation.

To derive the path integral representation for the cosmic fields starting from the expression (24), we introduce an auxiliary field $\varphi_a(k, \eta)$ as
\[
\int d\varphi_a(k, 0) \int D\varphi_a(k, \eta) P[\varphi_a(k, 0)] \delta_D(\varphi_a(k, \eta) - \varphi_a(k, \eta; \varphi(k, 0))) \exp i \int d\eta J_a(-k, \eta) \varphi_a(k, \eta),
\]
where we used the Dirac delta function $\delta_D$. To separate the dynamics from the statistics, we use the operator $L$ defined by
\[ L \varphi_a = (\delta_{ab} \partial_{\eta} + \Omega_{ab}) \varphi_b(k, \eta) - e^{i\gamma_{abc}(k, -p, -q)} \varphi_b(p, \eta) \varphi_c(q, \eta). \]

Then, we get
\[
\int d\varphi_a(k, 0) \int D\varphi_a(k, \eta) P[\varphi_a(k, 0)] \delta_D(L \varphi_a(k, \eta) - \varphi_a(k, 0) \delta_D(\eta)) \exp i \int d\eta J_a(-k, \eta) \varphi_a(k, \eta),
\]
where we have used the fact $\det L = 1$ valid for the causal boundary conditions \cite{footnote1}. Here, it is convenient to introduce another auxiliary field $\chi_a$ to exponentiate the Dirac delta function. This procedure is crucial to integrate out the initial field $\phi_a(k,0)$. The field $\chi_a(k,0)$ is defined as the boundary value of the field $\chi_a(k,\eta)$. The cumulant functional completely characterize the initial statistics. It is possible to expand the cumulant as

$$C[\chi_a] = \int d\phi_a(k,0) P[\phi_a(k,0)] e^{\eta_a(-k,0) \phi_a(k,0)}.$$

The first term is the power spectrum for the initial field. In the Gaussian case, only this term exists. In general, subsequent terms follow. The second term is called the bispectrum

The third term is the interaction part of the action. As the field $\phi_a$ is linear in the initial field $\chi_a$, it is natural to add the source for this interaction part of the action. As the field $\phi_a$ is linear in the isotropic hypersurface $\eta = 0$. In this sense, the field $\chi_a(k,0)$ is associated with the initial conditions.

B. Generating functional

Thanks to the auxiliary field $\chi_a$, we can perform the path integral completely. First of all, let us extract the nonlinear interaction part

$$Z[J_a, K_b] = \exp i S_{int} [-i \frac{\delta}{\delta J_a}, -i \frac{\delta}{\delta K_b}] \int D\phi_a(k,\eta) D\chi_a(k,\eta) e^{C[\chi_a(k,0)]} \exp \left[ i \int d\eta \chi_a(-k,\eta) L_{int} \phi_a(k,\eta) + i \int d\eta J_a(-k,\eta) \phi_a(k,\eta) + i \int d\eta K_a(-k,\eta) \chi_a(k,\eta) \right],$$

where $L_{int}$ is the linear part of $L$ and $S_{int}$ denotes the interaction part of the action. As the field $\phi_a$ is linear in the action, it is easy to integrate out it as

$$\exp i S_{int} [-i \frac{\delta}{\delta J_a}, -i \frac{\delta}{\delta K_b}] \int D\chi_a(k,\eta) e^{C[\chi_a(k,0)]} \delta L_{int} + J_a] \exp \left[ i \int d\eta K_a(-k,\eta) \chi_a(k,\eta) \right],$$

where $\chi_a \chi_b b_{int} = \chi_b(\eta_b)(-\overline{A_c \delta_{ba} + \Omega_{ab}})$. The constraint imposed by the Dirac delta function can be solved by using the equation

$$g_{ab}(\eta_a, \eta_b)(-\overline{\delta_{ab} c + \Omega_{ac}}) = \delta_{ac} \delta_{ab} - \Omega_{ac} \delta_{ab}$$

as

$$\chi_a(k, \eta_b) = - i \int d\eta J_a(k, \eta_b) g_{ab}(\eta_a, \eta_b).$$


Now, it is straightforward to integrate out the field \( \chi_a \). The final result is given by

\[
Z[J_a, K_b] = \exp i S_{\text{int}} [-i \frac{\delta}{\delta J_a}, -i \frac{\delta}{\delta K_b}] \exp \left[ C[- \int d\eta J_a(k, \eta) g_{ab}(\eta, 0)] - i \int d\eta J_a(-k, \eta) g_{ab}(\eta_a, \eta_b) K_b(k, \eta_b) \right].
\]  

This leads to Feynman rules for calculating various quantities. Thus, we have shown that the graphical method is applicable to the evolution problem of cosmological fluctuations with the general non-Gaussian statistics.

It is useful to see a more concrete expression for our path integral representation. In the case of the Gaussian statistics, the cumulant is determined solely by the power spectrum. Therefore, we have a simple expression

\[
Z[J_a, K_b] = \exp \left[ -i \int d\eta^a \gamma_{abc}(k, p, q) \left( -i \frac{\delta}{\delta K^a(k)} \right) \left( -i \frac{\delta}{\delta J_p(p)} \right) \left( -i \frac{\delta}{\delta J_q(q)} \right) \right] Z_0[J_a, K_b],
\]

where

\[
Z_0[J_a, K_b] = \exp \left[ -\frac{(2\pi)^3}{2} \int d\eta_a d\eta_b J_a(-k, \eta_a) P_{ab}(\eta_a, \eta_b) J_b(k, \eta_b) - i \int d\eta_a d\eta_b d\eta_c J_a(-k, \eta_a) J_b(-k, \eta_b) J_c(-k, \eta_c) B_{abc}(k_1, k_2, k_3) + \cdots \right].
\]

This result coincides with the expression obtained by Matarrese and Pietroni. In the case of the non-Gaussian statistics, we have infinite series of the irreducible correlation functions. In this non-Gaussian cases, the extra contributions read

\[
Z_0[J_a, K_b] = \exp \left[ (2\pi)^3 \left( -\frac{1}{2} \int d\eta_a d\eta_b J_a(-k, \eta_a) P_{ab}(\eta_a, \eta_b) J_b(k, \eta_b) - i \int d\eta_a d\eta_b d\eta_c J_a(-k, \eta_a) J_b(-k, \eta_b) J_c(-k, \eta_c) B_{abc}(k_1, k_2, k_3) + \cdots \right) \right].
\]

where we have defined the propagated initial correlation functions

\[
P_{ab}(\eta_a, \eta_b) \equiv g_{ac}(\eta_a, 0) g_{bd}(\eta_b, 0) P_{cd},
\]

\[
B_{abc}(k_1, k_2, k_3, \eta_a, \eta_b, \eta_c) \equiv g_{ad}(\eta_a, 0) g_{be}(\eta_b, 0) g_{cf}(\eta_c, 0) B_{def}(k_1, k_2, k_3).
\]

The formula \([37]\) gives Feynman rules. In this paper, we will be concentrated on the effect of the initial bispectrum \(B_{abc}\).

In the quantum field theory, the generator of the connected Green functions can be written as

\[
W[J_a, K_b] = -i \log Z[J_a, K_b].
\]

The expectation values \( \phi_a \) and \( \chi_a \) can be defined as

\[
\varphi_a = \frac{\delta W}{\delta J_a}, \quad \chi_a = \frac{\delta W}{\delta K_a}.
\]

Motivated from the linear expression

\[
(2\pi)^3 P_{ab} = -\frac{\delta^2 W}{\delta J_a \delta J_b}, \quad G_{ab} = -\frac{\delta^2 W}{\delta J_a \delta K_b}, \quad (2\pi)^3 B_{abc} = \frac{\delta^3 W}{\delta J_a \delta J_b \delta J_c},
\]

we define

\[
(2\pi)^3 P_{ab} = -i \frac{\delta^2 W}{\delta J_a \delta J_b}, \quad G_{ab} = -\frac{\delta^2 W}{\delta J_a \delta K_b}, \quad (2\pi)^3 B_{abc} = \frac{\delta^3 W}{\delta J_a \delta J_b \delta J_c}.
\]

Carrying out the Legendre transformation of \( W \), we can define the effective action

\[
\Gamma[\varphi_a, \chi_a] = W[J_a[\varphi_a, \chi_a], K_a[\varphi_a, \chi_a]] - \int d\eta d^3k (J_a[\varphi_a, \chi_a] \varphi_a + K_a[\varphi_a, \chi_a] \chi_b).
\]

where

\[
J_a[\varphi_a, \chi_a] = -\frac{\delta \Gamma}{\delta \varphi_a}, \quad K_a[\varphi_a, \chi_a] = -\frac{\delta \Gamma}{\delta \chi_a}.
\]
The idea of the renormalization group introduced by Matarrese and Pietroni is as follows. First, we introduce a filter function with the UV cutoff \( \lambda \) in the \( P_{ab}^0 \) and \( B_{abc}^0 \). This defines a fictitious theory where the linear perturbation theory works well. We denote various quantities in the cutoff theory with the suffix \( \chi \), for example like \( P_{ab,\chi} \). When this cutoff scale \( \lambda \) goes to infinity, the original theory is recovered. As \( \lambda \) becomes large, nonlinear effects are incorporated gradually. This process can be expressed by the renormalization group equation.

The RG equation for the effective action can be deduced as follows. Taking the derivative of the generating functional \( Z_\lambda \) with respect to \( \lambda \), we obtain

\[
\partial_\lambda Z_\lambda = \frac{(2\pi)^3}{2} \int d\eta a d\eta b \partial_\lambda P_{ab,\lambda}(p) \delta(\eta_a) \delta(\eta_b) \frac{\delta^2 Z_\lambda}{\delta K_a(-p, \eta) \delta K_b(p, \eta)} + \frac{(2\pi)^3}{6} \int d\eta a d\eta c \partial_\lambda B_{abc,\lambda}(p_1, p_2, p_3) \delta(\eta_a) \delta(\eta_b) \delta(\eta_c) \frac{\delta^2 Z_\lambda}{\delta K_a(p_1, \eta) \delta K_b(p_2, \eta) \delta K_c(p_3, \eta)} + \cdots, \tag{48}
\]

where we have replaced the auxiliary fields \( \chi_a \) by the functional derivative with respect to \( K_a \). The above equation can be translated to the equation for the generating functional of the connected Green functions. Using the relation [42], we obtain

\[
\partial_\lambda W_\lambda = \frac{(2\pi)^3}{2} \int d\eta a d\eta b \partial_\lambda P_{ab,\lambda}(p) \delta(\eta_a) \delta(\eta_b) \left( \frac{\delta^2 W_\lambda}{\delta K_a(-p, \eta) \delta K_b(p, \eta)} + i \frac{\delta W}{\delta K_a(-p, \eta)} \frac{\delta W}{\delta K_b(p, \eta)} \right) + \frac{(2\pi)^3}{6} \int d\eta a d\eta c \partial_\lambda B_{abc,\lambda}(p_1, p_2, p_3) \delta(\eta_a) \delta(\eta_b) \delta(\eta_c) \times \left( \frac{\delta^3 W}{\delta K_a(p_1, \eta) \delta K_b(p_2, \eta) \delta K_c(p_3, \eta)} + i \frac{\delta W}{\delta K_a(p_1, \eta)} \frac{\delta^2 W}{\delta K_b(p_2, \eta) \delta K_c(p_3, \eta)} + (\text{cyc.}[a, b, c]) \right) + \cdots. \tag{49}
\]

Now, we can write down the RG equation for the effective action. Using the definition [40], we get

\[
\partial_\lambda \Gamma_{\lambda}[\varphi_a, \chi_b] = \partial_\lambda W_\lambda[J_{\lambda,a}[\varphi_a, \chi_b], K_{\lambda,a}[\varphi_a, \chi_b]] - (\partial_\lambda J_{\lambda,a}[\varphi_a, \chi_a][\varphi_a] + \partial_\lambda K_{\lambda,b}[\varphi_a, \chi_a][\chi_b]) = \left\{ \frac{(2\pi)^3}{2} \int d\eta a d\eta b \partial_\lambda P_{ab,\lambda}(p) \delta(\eta_a) \delta(\eta_b) \left( \frac{\delta^2 W_\lambda}{\delta K_a(-p, \eta) \delta K_b(p, \eta)} + i \frac{\delta W}{\delta K_a(-p, \eta)} \frac{\delta W}{\delta K_b(p, \eta)} \right) + \frac{(2\pi)^3}{6} \int d\eta a d\eta c \partial_\lambda B_{abc,\lambda}(p_1, p_2, p_3) \delta(\eta_a) \delta(\eta_b) \delta(\eta_c) \times \left( \frac{\delta^3 W}{\delta K_a(p_1, \eta) \delta K_b(p_2, \eta) \delta K_c(p_3, \eta)} + i \frac{\delta W}{\delta K_a(p_1, \eta)} \frac{\delta^2 W}{\delta K_b(p_2, \eta) \delta K_c(p_3, \eta)} + (\text{cyc.}[a, b, c]) \right) \right. \\
- \left. \frac{\delta W}{\delta K_a(p_1, \eta)} \frac{\delta W}{\delta K_b(p_2, \eta) \delta K_c(p_3, \eta)} \right) + \cdots \right\} J_a = \frac{\delta^2 W}{\delta K_a(p_1, \eta) \delta K_b(p_2, \eta) \delta K_c(p_3, \eta)}, \quad K_a = \frac{\delta W}{\delta K_a(-p, \eta)} \frac{\delta W}{\delta K_b(p, \eta)} + \frac{\delta W}{\delta K_a(p_1, \eta)} \frac{\delta W}{\delta K_b(p_2, \eta) \delta K_c(p_3, \eta)} + \cdots. \tag{50}
\]

FIG. 1: Feynman diagrams; an arrow represents the direction of the time.

C. Renormalization Group
The last line vanishes due to the definition of the expectation values. It is convenient to separate out the contribution of the tree part from the effective action. Let us define the tree part

\[ \Gamma_{0,\lambda} \equiv \int d\eta_a d\eta_b \left\{ \frac{i(2\pi)^3}{2} \chi_a(-\mathbf{p}, \eta) P_{ab,\lambda}(q) \delta(\eta_a) \delta(\eta_b) \chi_b(\mathbf{p}, \eta) + \chi_a(-\mathbf{p}, \eta) g_{ab}^{-1} \varphi_b(\mathbf{p}, \eta) \right\} \]

\[ + \frac{(2\pi)^3}{6} \int d\eta_a d\eta_b d\eta_c B_{abc,\lambda}(\mathbf{p}_1, \mathbf{p}_2, \mathbf{p}_3) \delta(\eta_a) \delta(\eta_b) \delta(\eta_c) \chi_a(-\mathbf{p}_1, \eta) \chi_b(-\mathbf{p}_2, \eta) \chi_c(-\mathbf{p}_3, \eta) \]  

(51)

and the interaction part

\[ \Gamma_{\text{int},\lambda} \equiv \Gamma_\lambda - \Gamma_{0,\lambda}. \]  

(52)

Then, Eq. (50) can be written as

\[ \partial_\lambda \Gamma_{\text{int},\lambda}[\varphi_a, \chi_b] = \left\{ \frac{(2\pi)^3}{2} \int d\eta_a d\eta_b \partial_\lambda P_{ab,\lambda} \delta(\eta_a) \delta(\eta_b) \frac{\delta^2 W_\lambda}{\delta K_a(-\mathbf{p}, \eta) \delta K_b(\mathbf{p}, \eta)} \right. \]

\[ + \frac{(2\pi)^3}{6} \int d\eta_a d\eta_b d\eta_c \partial_\lambda B_{abc,\lambda}(\mathbf{p}_1, \mathbf{p}_2, \mathbf{p}_3) \delta(\eta_a) \delta(\eta_b) \delta(\eta_c) \]

\[ \times \left( \frac{\delta^3 W}{\delta K_a(\mathbf{p}_1, \eta) \delta K_b(\mathbf{p}_2, \eta) \delta K_c(\mathbf{p}_3, \eta)} + \frac{i \delta W}{\delta K_a(\mathbf{p}_1, \eta) \delta K_b(\mathbf{p}_2, \eta) \delta K_c(\mathbf{p}_3, \eta)} + (a \leftrightarrow b \leftrightarrow c) \right) \]

\[ + \cdots \right\} \bigg|_{J_a=\frac{d\Gamma}{d\chi_a}, K_a=\frac{d\Gamma}{d\lambda}} \]  

(53)

This is the RG equation for general Green functions. In the next section, we will apply our formalism to the calculation of the nonlinear propagator.

### IV. NONLINEAR PROPAGATOR IN THE PRESENCE OF NON-GAUSSIANITY

Nonlinear interaction causes a deviation from the linear propagator \( \Gamma_{ab} \). This effect is interpreted as a propagator renormalization by Crocce and Scocimarro [18]. Physically, it is interpreted as a measure of the memory of initial conditions. The nonlinear propagator is defined by

\[ G_{ab}(k, \eta) = \frac{\langle \varphi_a(k, \eta) \varphi_b(-k, 0) \rangle}{\langle \varphi_a(k, 0) \varphi_b(-k, 0) \rangle}. \]  

(54)

If the linear approximation is good, the above expression should give the linear propagator \( \Gamma_{ab}(\eta) \).

We shall calculate the nonlinear propagator by employing the renormalization group equation. Doubly differentiating Eq. (49) with respect to \( K_a \) and \( J_a \), we can get the RG equation for the propagator as

\[ \partial_\lambda \frac{\delta^2 W_\lambda}{\delta J_a(-k, \eta_a) \delta K_b(k', \eta_a)} = -\delta(k-k') \partial_\lambda G_{ab,\lambda}(k; \eta_a \eta_b) \]

\[ = \left\{ \frac{(2\pi)^3}{2} \int d\eta_a d\eta_b \partial_\lambda P_{cd,\lambda} \delta(\eta_c) \delta(\eta_d) \delta^2 W_\lambda \delta J_a(-k, \eta_a) \delta K_b(k', \eta_a) \delta K_c(-p, \eta_a) \delta K_d(p, \eta_a) \right. \]

\[ + \frac{(2\pi)^3}{6} \int d\eta_a d\eta_b d\eta_c \partial_\lambda B_{cd,e,\lambda}(\mathbf{p}_1, \mathbf{p}_2, \mathbf{p}_3) \delta(\eta_c) \delta(\eta_d) \delta(\eta_e) \]

\[ \times \delta^3 W_\lambda \delta J_a(-k, \eta_a) \delta K_b(k', \eta_a) \delta K_c(-p, \eta_a) \delta K_d(-p, \eta_a) \delta K_e(-p, \eta_a) \]

\[ + \cdots \right\} \bigg|_{J_a=0, K_a=0}. \]  

(55)
This can be proved as follows. First of all, we need to keep it in our mind that the propagator is causal. Suppose that we take for example, the four-point function can be written as

\[ W(\delta f_1 \cdots \delta f_n) = \frac{\delta^n W[J_\alpha, K_\beta]}{\delta K_{\alpha_1}(k_1, \eta_1) \cdots \delta K_{\alpha_n}(k_n, \eta_n)} \bigg|_{J_\alpha=0, K_\beta=0} = 0 , \quad \text{for any } n. \] (56)

Now, we shall rewrite connected correlation functions by the irreducible correlation functions

\[ \delta_D(k_1 + \cdots + k_n) \Gamma^{(n)}_{\varphi_1, \chi_2 \cdots \chi_n} = \frac{\delta^n \Gamma[\varphi_a, \chi_b]}{\delta \chi_{\alpha_1}(k_1, \eta_1) \cdots \delta \chi_{\alpha_n}(k_n, \eta_n)} \bigg|_{\varphi_a=0, \chi_b=0}. \] (57)

For example, the four-point function can be written as

\[
\frac{\delta^4 W_\lambda}{\delta J_\alpha \delta K_\beta \delta K_\gamma \delta K_\delta} = \int ds_1 \cdots ds_4 G_{\alpha f, \lambda}(k_1; \eta_1, s_1) G_{\beta f, \lambda}(k_2; \eta_2, s_2) G_{\gamma c, \lambda}(k_3; \eta_3, s_3) G_{\delta c, \lambda}(k_4; \eta_4, s_4) \times \\
\times \{ - \int ds_5 ds_6 G_{ij, \lambda}(k_1 - k_2; s_5, s_6) \\
\times \Gamma^{(3)}_{\varphi_{a_1} \cdot \varphi_{a_2}}(k_1, s_1; k_2, s_2; k_3 - k_2, s_3; k_4 - k_2, s_4) \\
+ \Gamma^{(3)}_{\varphi_{a_1} \cdot \varphi_{a_2}}(k_1, s_1; k_2; k_3, s_3; k_4, s_4) \} \delta(k_1 - k_2 - k_3 - k_4). \] (58)

In Fig. 2 we have drawn the Feynman diagrams for the RG equation. The four-point function in the RG equation gives the first and second diagrams in Fig. 2. Other diagrams in Fig. 2 come from the five-point function

\[
\frac{\delta^5 W_\lambda}{\delta J_\alpha \delta K_\beta \delta K_\gamma \delta K_\delta \delta K_\epsilon} = \int ds_1 \cdots ds_5 G_{\alpha f, \lambda}(k_1; \eta_1, s_1) G_{\beta f, \lambda}(k_2; \eta_2, s_2) G_{\gamma c, \lambda}(k_3; \eta_3, s_3) G_{\delta c, \lambda}(k_4; \eta_4, s_4) G_{\epsilon c, \lambda}(k_5; \eta_5, s_5) \times \\
\times \{ - \int ds_6 ds_7 ds_8 G_{kl, \lambda}(k_1 - k_2; s_6, s_7) G_{mn, \lambda}(k_5 + k_4; s_8, s_9) \Gamma^{(3)}_{\varphi_{a_1} \cdot \varphi_{a_2} \cdot \varphi_{a_3}}(k_1, s_1; k_2, s_2; k_3 - k_2, s_3; k_4 - k_1, s_4) \\
+ \cdots \} \delta(k_1 - k_2 - k_3 - k_4 - k_5). \] (59)
where we have explicitly displayed only the relevant one.

We can now calculate the RG equation. On the nonlinear scale, modes enter into the damping phase. Therefore, the nonlinear effect allows us to consider only the low wavenumber mode for the internal lines. Hence, we can take the large \( k \) limit, where \( k \) is the wavenumber of the renormalized propagator. In this paper, we approximate a solution by taking into account only the running of the 2-point function. We also ignore the propagation of the decaying mode. Thus, the coupling constant \( \gamma_{abc} \) always appears in the following form:

\[
\gamma(k, p, \mathbf{q}) = \frac{1}{10p^2q^2}(6p^2q^2 + 5(p^2 + q^2)p \cdot \mathbf{q} + 4(p \cdot \mathbf{q})^2).
\]

In the limit \( p \gg q \), we obtain

\[
\gamma(k, p, \mathbf{q}) \rightarrow \frac{p \cdot \mathbf{q}}{2q^2}.
\]

In our approximation, the diagrams we need to consider are the first, third, fourth and fifth ones in Fig.2. It is known that the fourth and fifth ones are higher order contributions than the third one [18]. The third one directly interacts with the initial conditions, so that all informations of the initial conditions transmit. From Eq. (60), we see the direct interaction linearly grows with the wavenumber \( p \). On the contrary, there are interactions outside the main path in the fourth and fifth diagrams. There, we cannot take the limit \( k \gg q \) and, hence, we cannot expect the linear growth. Thus, we can ignore them. As an additional approximation, we replace the propagator in the right hand side of the RG equation in Fig.2 with its linear expression.

Using the above approximations, we can get the RG equation for the propagator,

\[
\partial_{\lambda}G_{ab, \lambda}(k; \eta_a, \eta_b) = g_{ab}(\eta_a, \eta_b) \left\{ 2^2(2\pi)^3 \int_{\eta_a}^{\eta_b} ds_2 \int_{s_2}^{s_1} ds_1 \exp(s_1 + s_2) \times \int d^3q d^3\mathbf{p} c_{\lambda}(q) \tilde{u}_c \tilde{u}_d \gamma(k, q, \mathbf{q} - \mathbf{q}) \gamma(k - \mathbf{q}, -q, k) \ight. \\
\left. -2^2(2\pi)^3 \int_{\eta_a}^{\eta_b} ds_3 \int_{s_3}^{s_2} ds_2 \int_{s_2}^{s_1} ds_1 \exp(s_1 + s_2 + s_3) \times \int d^3q_1 d^3q_2 d^3q_3 \partial_{\lambda}B_{cde, \lambda}(q_1, q_2, q_3) \tilde{u}_c \tilde{u}_d \tilde{u}_e \right. \\
\left. \times \gamma(k, q_1, k - q_1) \gamma(k - q_1, k + q_3, q_2) \gamma(k + q_3, q_3, k) \right\} = g_{ab}(\eta_a, \eta_b) \left\{ 2(\exp(\eta_a) - \exp(\eta_b))^2 \partial_{\lambda}F_{P, \lambda}[k] - 8(\exp(\eta_a) - \exp(\eta_b))^3 \partial_{\lambda}F_{B, \lambda}[k] \right\},
\]

where we have defined

\[
F_{P, \lambda}[k] \equiv (2\pi)^3 \int d^3q P_{c\lambda}(q) \tilde{u}_c \tilde{u}_d \gamma(k, q, k - q) \gamma(k - q, -q, k) \\
= (2\pi)^3 \frac{\pi}{50} \int d\mathbf{q} P_{c\lambda}(q) \tilde{u}_c \tilde{u}_d \left( \frac{k^4}{q^2} - \frac{121}{6} k^2 + \frac{9q^4}{2k^2} \right) \\
+ \left( -\frac{3k^2}{2q^3} + \frac{9k^3}{4q} + \frac{9kq}{4k - 2} \right) \log \left| \frac{k + q}{k - q} \right|
\]

and

\[
F_{B, \lambda}[k] \equiv (2\pi)^3 \int d^3q_1 d^3q_2 d^3q_3 B_{c\lambda}(q_1, q_2, q_3) \tilde{u}_c \tilde{u}_d \tilde{u}_e \\
\times \gamma(k, q_1, k - q_1) \gamma(k - q_1, k + q_3, q_2) \gamma(k + q_3, q_3, k).
\]

Here, we promote the linear propagator to the full nonlinear one following Matarrese and Pietroni [12]. Solving the differential equation (62) with the initial condition \( G_{ab, \lambda=0} = g_{ab} \) and taking the limit \( \lambda \) goes to infinity, we obtain

\[
G_{ab}(k; \eta_a, \eta_b) = g_{ab}(k; \eta_a, \eta_b) \times \exp \left\{ 2(\exp(\eta_a) - \exp(\eta_b))^2 F_P[k] - 8(\exp(\eta_a) - \exp(\eta_b))^3 F_B[k] \right\}
\]

(65)
As a concrete example, we consider the model
\[ \varphi_0(x) = \varphi_g(x) + \xi_{NL}(\varphi_g^2(x) - \langle \varphi_g^2 \rangle), \] (66)
where \( \varphi_g(x) \) is a Gaussian field. It should be noted that this \( \xi_{NL} \) is different from \( f_{NL} \), because we are considering \( \varphi_a \) instead of the curvature perturbation \( \Phi \). Then the initial bispectrum \( B_{abc} \) is written as
\[ B_{abc}(q_a, q_b, q_c) = 2\xi_{NL}(\delta(q_a + q_b + q_c))(P(q_a)P(q_b) + P(q_b)P(q_c) + P(q_c)P(q_a)), \] (67)
where \( P(q) = P_{cd}(q)\tilde{u}_c\tilde{u}_d \). In the \( k \gg p \) limit, we can deduce
\[ F_P[k] \xrightarrow{k \gg q} -(2\pi)^3 \frac{\pi k^2}{3} \int dq P_{cd}(q), \] (68)
and
\[ F_B[k] \xrightarrow{k \gg q} \frac{7}{80} \int d^3q_1d^3q_2d^3q_3 \times \left( \frac{(k \cdot q_1)(k \cdot q_2)}{q_1^2q_2^2} + \frac{(k \cdot q_2)(k \cdot q_3)}{q_2^2q_3^2} + \frac{(k \cdot q_3)(k \cdot q_1)}{q_3^2q_1^2} \right) B(q_1, q_2, q_3), \] (69)
where we have defined \( B(q) = B_{cde}(q)\tilde{u}_c\tilde{u}_d\tilde{u}_e \).

From the shape of the CDM spectrum, we can estimate the scale where the running of the propagator is important. The nonlinear effect works when the argument of exponential in Eq. (65) becomes \( O(1) \). The threshold for the power spectrum \( (F_Pq_0^3) \) becomes \( k \sim 0.1(1+z)\text{Mpc}^{-1} \). On the other hand, the threshold for the bispectrum \( (FBa_0^3) \) is given by \( k \sim 0.03\xi_{NL}^{-\frac{3}{2}}(1+z)^{3/2}\text{Mpc}^{-1} \). This means that, if the statistics is positively skewed and \( \xi_{NL} > O(1) \), the effect of the initial bispectrum is a dominant one at present in the non-linear propagator. On the other hand, the negatively skewed non-Gaussianity delays the time each comoving mode enters the nonlinear regime. The above arguments imply that the non-Gaussianity significantly affects the running of the propagator.

The propagator can be regarded as the measure of the memory of initial conditions. Only in the case the memory is left in the data, we can detect the primordial non-Gaussianity. According to the behavior of the nonlinear propagator, the modes in the range \( k > 0.1(1+z)\text{Mpc}^{-1} \) or \( k > 0.03\xi_{NL}^{-\frac{3}{2}}(1+z)^{3/2}\text{Mpc}^{-1} \) seems to have already lost the memory to the initial conditions. This means that, at the time \( z \sim 1 \), we can not observe the primordial non-Gaussianity around the scale \( k = 1\text{Mpc}^{-1} \). In order to investigate the primordial non-Gaussianity at the comoving scale 1Mpc, we have to look at the Universe at \( z > 10 \). One possibility is the observation of 21cm line. As to this, many observational projects, such as the Low Frequency Array (LOFAR), the Square Kilometer Array (SKA), the Mileura Widefield Array (MWA) and the 21cm array (21CMA), are ongoing or being planned [31].

V. CONCLUSION

We have studied the Newtonian cosmological perturbation theory from the field theoretical point of view. We have extended the renormalization group method proposed by Matarrese and Pietroni to the case of a primordial non-Gaussian density fluctuations. In particular, we have obtained the generating functional for the cosmic evolution of fluctuations with non-Gaussian statistics. As an application, we have calculated the nonlinear propagator and examined how the non-Gaussianity affects on the running of cosmic fields to their initial conditions. It turned out that the initial non-Gaussianity affects on the running of the propagator. For the positively skewed case, the nonlinearity starts at earlier stage. In the opposite case, the nonlinearity is postpone compared with the Gaussian case.

Assuming the \( O(1) \) positively skewed non-Gaussianity, we can conclude that the nonlinear propagator damps in the range \( k > 0.1(1+z)\text{Mpc}^{-1} \) or \( k > 0.03\xi_{NL}^{-\frac{3}{2}}(1+z)^{3/2}\text{Mpc}^{-1} \). Hence, if we want to investigate the initial non-Gaussianity at the scale \( k > 1\text{Mpc}^{-1} \), the observation at \( z > 10 \) is required. One interesting possibility is to observe fluctuations of 21cm absorption line in the cosmic microwave background radiation. In the negatively skewed case, the effect is opposite. Therefore, the time entering the nonlinear scale is postponed for the mode with a fixed comoving wavenumber.

As an application of our formalism, we can estimate the effect of the primordial non-Gaussianity on the BAO. More intriguingly, we can calculate the bispectrum of cosmic fields which provide a more clear test of non-Gaussianity. It is also intriguing to calculate BAO feature in the bispectrum. Again, the bispectrum of 21 cm line fluctuations is an interesting target.

Recent observational progress allows us to know the large scale structure at high redshift. It should be emphasized that the field theoretical approach gives a simple way to calculate correlation functions with different times. Therefore, the field theoretical method in cosmology deserves further investigations.
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