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Abstract

Ion-conducting solid electrolytes are widely used for a variety of purposes. Therefore, designing highly ion-conductive materials is in strongly demand. Because of advancement in computers and enhancement of computational codes, theoretical simulations have become effective tools for investigating the performance of ion-conductive materials. However, an exhaustive search conducted by theoretical computations can be prohibitively expensive. Further, for practical applications, both dynamic conductivity as well as static stability must be satisfied at the same time. Therefore, we propose a computational framework that simultaneously optimizes dynamic conductivity and static stability; this is achieved by combining theoretical calculations and the Bayesian multi-objective optimization that is based on the Pareto hyper-volume criterion. Our framework iteratively selects the candidate material, which maximizes the expected increase in the Pareto hyper-volume criterion; this is a standard optimality criterion of multi-objective optimization. Through two case studies on oxygen and lithium diffusions, we show that ion-conductive materials with high dynamic conductivity and static stability can be efficiently identified by our framework.
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1 Introduction

Ion-conducting solid electrolytes are widely used in a variety of devices such as solid oxide fuel cells (SOFC) with proton or oxide-ion conduction, next-generation all solid state lithium-ion batteries (LIB) with the lithium-ion conduction, and resistive random access memory (ReRAM). To improve the ion conductivity of solid electrolytes, elucidation of the diffusion mechanism of ions used in a high concentration has been extensively studied via both experiments and theoretical calculations.

Recent enhancement on computers and computational codes, theoretical simulations are possible even for dynamic characteristics possessing large computational costs. As a result, diffusion paths and the corresponding activation energies have been evaluated for many systems. Thus, designing highly ion-conductive materials by optimizing constituent elements and composition ratios is a natural step forward. However, for practical applications, both dynamic conductivity and static stability must be satisfied simultaneously. Since the search space is enormous and the trade-off relation between conductivity and stability generally exists, the development of an efficient search method is necessitated for ion-conductive materials. Nowadays, research on materials informatics is being actively performed by combining theoretical calculations and machine-learning methods. In particular, Bayesian optimization has been shown to be an effective exploration algorithm for material discovery (e.g., [1–4]). In this study, we consider the simultaneous optimization of dynamic conductivity and static stability through Bayesian optimization for ion-conductive materials. We propose a computational framework that combines theoretical calculations and the Bayesian multi-objective optimization with the Pareto hyper-volume criterion.

Figure 1 shows the overview of our framework. We first evaluate stability and conductivity by using first-principles molecular dynamics (FPMD) or classical molecular dynamics (CMD) as shown in Fig. 1(a). We consider the Pareto optimality as an evaluation measure of the observed points, which is a standard optimality criterion in the multi-objective optimization literature [5]. With regard to the Pareto optimal point, there does not exist any other points that can improve every objective function simultaneously (indicated by red stars in (a)). Therefore, by identifying a set of the Pareto optimal points, we can obtain a set of materials with multiple superior properties. Figure 1(b) indicates that the Gaussian process (GP) models are fitted to the calculated stability and conductivity. In each figure of (b), the horizontal axis represents a descriptor space that is constructed from the atomic configurations and/or the atomic species of the candidate materials. From GP, we can also obtain uncertainty of the prediction (shaded regions in (b)). For any one of candidate materials, uncertainty is represented as a Gaussian distribution (vertical green distribution). As shown in the figure, uncertainty becomes large around the region where observations do not exist (i.e., the region that has not been explored). In Fig. 1(c), a probabilistic prediction of the next candidate point is shown in the form of the green distribution. To estimate possible improvement by sampling a new candidate, we employ the expected increase of the Pareto hyper-volume (EIPV) [5]. The Pareto hyper-volume, which is equal to the area of the light-red region in Fig. 1(a) and (c), is widely used as the quality measure in the multi-objective optimization. The larger increase in the hyper-volume indicates a greater improvement in the solution. An important property of the EIPV is that it can incorporate uncertainty of the prediction, due to which the balance of so-called exploit-exploration trade-off is automatically adjusted. For example, in Fig. 1(c), although it is seen that the mean of the predictive distribution (A,B) does not largely increase the volume, candidate 1 has the largest expected volume because it has the possibility of improving the volume largely by considering its variance.

We evaluate the performance of our framework based on two case studies, wherein dynamic conductivity and static stability are simultaneously optimized. The first case is the oxide-ion diffusivity in Er-stabilized δ-Bi₂O₃ for SOFC estimated by FPMD simulations based on DFT, where solute elements and composition ratio are optimized. The second case is the lithium-ion diffusivity in perovskite-type Li₃La₂/3−ₓTiO₃ for all-solid-state LIB estimated by CMD simulations. FPMD provides an accurate evaluation, but it is hard to collect multiple samples because of its computational difficulty. In contrast, the CMD simulation renders it relatively easier to collect samples, even though its accuracy depends on the empirical parameters. For
both cases, we show that our framework can explore candidate materials significantly faster than the naïve random search.
Figure 1: Entire flow of our exploration framework of ion-conductive materials. (a) Stability and conductivity evaluation by theoretical calculations. The red stars and gray points are the observed points, and the red stars are the Pareto optimal points among them. The quality of the observed points can be evaluated by the Pareto hyper-volume that is defined as the area of the light-red region. To define the volume, a reference point is defined as the lower bound of each axis. The dashed red line in the plot is called Pareto frontier, which is the boundary defined by the current optimal points. If a new point is observed across this boundary to the right and/or upper side of the plot, the Pareto frontier is augmented. (b) GP based modeling of conductivity and stability. For the observed conductivity and stability, GP is fitted in a descriptor space of candidate materials. (c) Evaluation of improvement of Pareto optimality. For new candidate points, we evaluate the predictive distributions (green distributions) of GP. By assuming that a new point is obtained from this distribution, we evaluate the increase of the Pareto hyper-volume as an expected value. In this illustration, candidate 1 achieved the maximum expected increase in the volume.
2 Method

2.1 Computational Methods for Physical Properties

We first describe our computational models of first-principles molecular dynamics (FPMD) and classical molecular dynamics (CMD) simulations for the stability and conductivity evaluations.

2.1.1 Total energy of stable configurations

All DFT calculations were performed using the plane-wave basis projector-augmented wave (PAW) method implemented in the VASP code [6–9]. The exchange-correlation term was treated with the Perdew-Burke-Ernzerhof functional [10]. The plane-wave cutoff energy was 400 eV for structure optimization and 300 eV for the FPMD simulations for computational economy. The energies and diffusion coefficients were estimated using $2\times2\times2$ supercells of fluorite unit cell as reported the previous study [11].

CMD simulations were performed using the pair potentials with effective partial charges. Short-range interactions of the potentials have the Buckingham form, and long-range electrostatic interactions were calculated using the Ewald sum. The total potential energy is given by

$$V(r_{ij}) = A \exp \left(-\frac{r_{ij}}{\rho}\right) - \frac{C}{r_{ij}^6} + \frac{z_i z_j e^2}{4 \pi \epsilon_0 r_{ij}},$$  \hspace{1cm} (1)

where $z_i$ is the effective partial charge, $r_{ij}$ is the interionic distance, and $A$, $\rho$, and $C$ are parameters specific to the pairs of interacting species. The values of these parameters were taken from the previous publication [12].

2.1.2 Diffusion coefficient

The oxide-ion diffusivity was estimated by FPMD simulations based on DFT using 80-atom cells, and the lithium-ion diffusivity was estimated by classical molecular dynamics (CMD) simulations using 1,056-atom cells. All MD simulations were performed with the NVT ensemble. High simulation temperature of 1600 K for FPMD and 1000 K for CMD were selected to save computational time. The integration time was 2 fs for both FPMD and CMD. Mean square displacements (MSD) were calculated from NVT trajectories as, MSD = $\langle |r_i(0) - r_i(t)|^2 \rangle$ where $r_i$ is the position of particle $i$, and $r_i(0)$ and $r_i(t)$ are the positions of the particle at time 0 and time $t$, respectively. The diffusion coefficient $D$ in cm$^2$/s can be calculated from MSD according to the Einstein diffusion equation: $D = \frac{1}{6} \lim_{t \to \infty} \frac{d}{dt} \langle |r_i(0) - r_i(t)|^2 \rangle$. In FPMD, the total simulation time was 50 ps, and the first 4 ps were removed from the analysis of the diffusivity as they were the thermal equilibration steps. In CMD, the total simulation time was 100 ps, and the first 5 ps were removed because of the same reason as FPMD.

2.2 Searching Pareto Optimal using Gaussian Process

Suppose that there exist $n$ candidate materials, and the $i$-th material is represented by a $d$-dimensional descriptor vector $x_i \in \mathbb{R}^d$. Let $D_i$ and $E_i$ be the diffusion coefficient and energy of the $i$-th material, respectively. Defining $y_i = (y_{i,1}, y_{i,2}) = (D_i, -E_i)$, we consider our problem as a multi-objective maximization problems with two objectives. When $y_{i,1} \geq y_{j,1}$ and $y_{i,2} \geq y_{j,2}$ hold simultaneously, we write $y_i \succeq y_j$ and say “$y_i$ dominates $y_j$”. Pareto set is a set of $y_i$ that is not dominated by any other $j \neq i$:

$$P(Y) = \{y_i \in Y \mid y_j \not\succeq y_i, \forall j \neq i\},$$

where $Y = \{y_1, \ldots, y_n\}$. Each one of $y_i \in P(Y)$ is called the Pareto optimal point. For $y \in Y$, if $y \not\in P(Y)$, at least one of the diffusion coefficient or energy can be improved without sacrificing the other property. The boundary between the regions that are dominated and are not dominated by the current observations is called the Pareto frontier, as illustrated by the red-dashed line in Fig. 1(a) and (c).
Let $\bar{Y} \subseteq Y$ be a set of $y_i$ that are already computed. To evaluate quality of $\bar{Y}$, we employ Pareto hyper-volume [5], which is equal to the area of the light red region illustrated in Fig. 1 (a). According to a review by Riquelme et al. [13], the Pareto hyper-volume is the most widely used optimality criterion in the multi-objective optimization. To define the volume, a reference point $y_{\text{ref}}$ (black square in Figure 1 (a)) is required, which is a point dominated by all the other points ($y_{\text{ref}} \preceq y$ for $\forall y \in \mathcal{Y}$). In practice, for each dimension of the reference point $y_{\text{ref}}$, we set $y_{\text{ref}} = \min_{j \in S} y_{i,j} - 0.1 r_i$, where $r_i$ is the value range of the $i$-th dimension of $y$ in the already sampled points. The Pareto hyper-volume is mathematically defined as the area of the region in which any point satisfies the following two conditions: (1) being dominated by at least one of $y$ in $P(\mathcal{Y})$, and (2) dominating the reference point. Let

$$\text{Vol}(P(\bar{Y})),$$

be the hyper-volume of the Pareto set $P(\bar{Y})$. Note that $\text{Vol}(P(\bar{Y}))$ is non-decreasing with respect to addition of an element into $\bar{Y}$, and attains the maximum value when $\bar{Y}$ contains all the Pareto optimal points $P(Y)$. Since $\text{Vol}(P(\bar{Y}))$ is maximized only when all the Pareto optimal points are included in $\bar{Y}$, the Pareto set identification problem can be seen as the maximization of $\text{Vol}(P(Y))$.

By using the Gaussian process (GP) model, the diffusion coefficient and negative energy of the $i$-th material are represented by the two Gaussian random variables $f_i^{(D)}$ and $f_i^{(E)}$, respectively. For the given computed $\bar{Y}$, we write the predictive Gaussian distributions for candidate materials as

$$f_i^{(D)} | \bar{Y} \sim \mathcal{N}(\mu_D(x_i), \sigma_D^2(x_i)),$$

$$f_i^{(E)} | \bar{Y} \sim \mathcal{N}(\mu_E(x_i), \sigma_E^2(x_i)),$$

where $\mu_D(x)$ and $\mu_E(x)$ are conditional mean functions, and $\sigma_D^2(x)$ and $\sigma_E^2(x)$ are conditional variance functions. Further details of GP are given in [14]. These predictive distributions are illustrated as the green vertical distributions in Fig. 1 (b), and the green circles in Fig. 1 (c).

From the GP models, we estimate the possible increase of the Pareto hyper-volume when new observations of diffusion coefficient and energy are obtained. Considering the expectation of GP predictions, we obtain the expected increase of Pareto hyper-volume (EIPV):

$$\text{EIPV}(x_i) = E_{p(f_i | \bar{Y})} [\text{Vol}(P(Y \cup f_i)) - \text{Vol}(P(Y))],$$

where $f_i = [f_i^{(D)}, f_i^{(E)}]^\top$. The calculation of EIPV can be performed analytically [5]. Since diffusion coefficient and energy can have different scales, we calculate volumes after standardizing the observed $y$ so that each dimension has 0 mean and unit variance. We iteratively select $\text{argmax}_i \text{EIPV}(x_i)$ as the next candidate. EIPV is a generalization of the well-known expected improvement in the single objective optimization of Bayesian optimization [15]. In view of the expectation over the possible increase of the volume, uncertainty of the prediction can be taken into consideration. For example, in candidate 1 of Fig. 1 (c), although the predictive mean is close to the Pareto frontier, this candidate has the possibility of large increase of volume when the variance of the prediction is considered.
3 Results

We demonstrate efficiency of our framework through case studies on Bi$_2$O$_3$ and La$_{2/3-x}$Li$_x$TiO$_3$, which are illustrated in Fig. 2. For the kernel function in the GP models, which determines similarity between two materials, we used the standard Gaussian kernel $k(x_i, x_j) = \exp(-\|x_i - x_j\|^2/\gamma)$, where $\gamma$ is fixed by the average squared distance value between candidate materials. For both scenarios, we first generate 2 initial points randomly. Here, we compared the performance of EIPV with a simple random sampling.

3.1 Case Study I: Oxygen Diffusion in Bi$_2$O$_3$

The supercell included 32 cations and the cation arrangement was assumed to be disordered. We considered the composition of Bi$_{1-x-y-z}$Er$_x$Nb$_y$W$_z$O$_{48+y+3/2z}$, where the number is 16 atoms or more for Bi, and 64 atoms or less for O. The number of the compositions is 335. Disordered arrangements were made as special quasi-random structures (SQS) [16] of the anion and cation sublattices considering pairwise interactions of all of the anion-cation, the anion-anion, and cation-cation pairs. They were constructed by simulated annealing implemented in CLUPAN code [17, 18]. The formation energies were calculated from simple cation oxides. When multiple polymorph structures are known for the end-member oxide of the cations, the lowest energy structure was used as the reference. The configurational entropy was taken into account for the disordered structure by the point approximation.

Oxygen-ion conductors have been used as oxygen sensors, solid oxide fuel cells and oxygen separation membranes [19, 20]. Bismuth sesquioxide with a cubic form, δ-Bi$_2$O$_3$, is known to have a high oxide-ion conductivity exceeding 1 S/cm at 1000 K, which is much higher than that of yttria-stabilized zirconia (YSZ), a standard oxide-ion conducting electrolyte [21, 22]. The selection of solute elements in δ-Bi$_2$O$_3$ solid solutions from the systematic first-principles calculations of formation energies and diffusion coefficients are previously reported [11]. However, the automatic exploration of solute concentrations was not discussed in [11], and it is important challenge in practice that needs to be tackled to counter its large computational cost. In this study, concentrations of solutes such as Nb, W, and Er, are considered as descriptors $x \in \mathbb{R}^3$ in order for optimization. We prepared a dataset of formation energies at 773 K and diffusion coefficients at 1600 K for each composition using first-principles calculations.

Figure 3 shows the Pareto frontier at the iterations 10, 40, 70, and 100 of EIPV, and the random sampling, respectively. We see that with only a small number of iterations, EIPV rapidly found points close to the Pareto optimal, as compared with the random sampling. Figure 4 shows the transition of the relative hyper-volume value, defined by $\text{Vol}(P(\tilde{Y}))/\text{Vol}(P(Y))$. EIPV increased the volume substantially faster than the random search, and the standard deviation, shown as the vertical line, rapidly decreased. We see that EIPV achieved the almost optimal value around the 20-th iteration, whereas the random sampling obtained results that were still far from the optimal even at the 100-th iteration.
Figure 3: An example of the optimization process for Bi₂O₃. The vertical axis is the negative value of formation energy (eV), and the horizontal axis is the diffusion coefficient (cm²/s). The red stars are the Pareto optimal points. The black crosses are sampled points for each number of iterations, and the gray dots are candidate points.

3.2 Case Study II: Li Diffusion in LLTO

Perovskite (Pv) type La₂/₃₋ₓLiₓTiO₃ (LLTO) for x = 0.11 shows the highest ion conductivity among oxide-based electrolytes ²³. We dealt with Li₃/₉La₅/₉□₁/₉TiO₃ models, where six Li ions, ten La ions, and two vacancies are located at A sites of Pv structures, and constructed 1120 structural patterns. For the descriptor, we simultaneously used radial distribution function (RDF) ²⁴ and smooth overlap of atomic positions (SOAP) ²⁵, both of which have been widely used to represent materials for defining the input of machine-learning models ²⁶, ²⁷. We produced the 84 dimensional RDF vector x_RDF and the 2101 dimensional SOAP vector x_SOAP for each candidate. In the kernel function calculation, we normalized these two descriptors as k(xᵢ, xⱼ) = \exp(-∥xᵢ^{RDF} - xⱼ^{RDF}∥^2/γ^{RDF} - ∥xᵢ^{SOAP} - xⱼ^{SOAP}∥^2/γ^{RDF}), where γ^{RDF} and γ^{SOAP} are the average squared distance values of RDF and SOAP in candidate materials, respectively. Note that these calculations do not incur a large computational cost when compared with stability and conductivity evaluation.

Figure 5 shows the Pareto frontier of at the iterations 10, 100, 200, and 300 of EIPV and the random sampling, respectively. In this case, although there are more Pareto optimal points having a stronger trade-off relationship between conductivity and stability when compared with the case of Bi₂O₃, we can see that EIPV more efficiently identified Pareto optimal points than the random sampling. Figure 6 shows the transition of the relative hyper-volume value. EIPV, once again, rapidly increased the volume substantially faster than the random sampling.

4 Discussion

In both of the case studies, EIPV achieved a significantly faster optimization than the random sampling. Unlike the simple single-objective optimization, the multiple optimal points (Pareto set) exist in the multi-objective optimization. Then, identifying all those optimal points by the random sampling is obviously difficult than the identification a unique optimal point in the single-objective case. Therefore, building
Figure 4: The transition of the relative hyper-volume for the Bi$_2$O$_3$ data. The average of 10 runs is shown, and the vertical line is standard deviation.

A systematic method of assessment is particularly significant in the ion-conductive material exploration. Actually, the concept of Pareto frontier has been used in materials science to evaluate a set of candidate materials in the past [28–30]. Another well-known multi-objective exploration approach is the evolutionary computation such as the genetic algorithm [30]. However, this approach often requires a large number of iterations (samplings) because it is based on the random exploration of the candidate space without explicitly modeling the underlying input-output relation. On the contrary, [31] applied a machine-learning based multi-objective optimization to a few material search problems, including shape memory alloys. However, they did not show an application of the method to ion-conductive materials. Further, their criterion is heuristically designed and is difficult to interpret as a direct optimization of an expected value of the Pareto optimality criterion unlike EIPV. See supplementary appendix A for further detail, and in our empirical evaluation, EIPV shows a much better performance than that of the above-mentioned method [31].

Although we focused on stability and conductivity as the two most fundamental two properties for ion-conductive materials, our framework is general enough to incorporate a variety of properties that can be obtained by using any computational models. For example, mechanical properties and density can be considered as other important properties for real materials. EIPV can be directly extended to the case where more than three objective functions exist. Therefore, simultaneously performing exploration with other such properties would be one of the significant directions for future studies.
Figure 5: An example of optimization process for LLTO. The vertical axis is the negative value of total energy (eV), and the horizontal axis is diffusion coefficient (cm$^2$/s). The red stars are the Pareto optimal points. The black crosses are sampled points for each number of iterations, and the gray dots are candidate points.

Figure 6: The transition of the relative hyper-volume for the LLTO data. The average of 10 runs is shown, and the vertical line is standard deviation.
5 Conclusions

We proposed a computational framework for efficiently exploring ion-conductive materials that simultaneously exhibit static stability and dynamic conductivity. Our framework combines theoretical calculations and the Pareto hyper-volume based Bayesian optimization. We presented two case studies, one on oxygen diffusion in Bi$_2$O$_3$, and the other on Li diffusion in La$_{2/3-x}$Li$_{3x}$TiO$_3$. The Bi$_2$O$_3$ data is evaluated by first-principles molecular dynamics, and the La$_{2/3-x}$Li$_{3x}$TiO$_3$ data is evaluated by classical molecular dynamics. For both of cases, our framework drastically accelerated the exploration of ion-conductive materials as compared with the naïve random sampling.
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A Comparison with EI-Centroid and EI-Maximin

The probability of improvement for the multi-objective optimization is defined as

\[ p(I(x)) = \int_{y \in Y_{\text{ND}}} \phi_x(y) \, dy, \]

where \( Y_{\text{ND}} \) is the output space that is not dominated by current observed points, and \( \phi_x(y) \) is the Gaussian predictive distribution of the machine-learning model. In [31], the acquisition function is defined as \( p(I(x))L \), where \( L \) is a “length” parameter that evaluates the degree of improvement. The following two approaches, called (a) EI-Centroid, and (b) EI-Maximin, are shown to define \( L \) in [31].

(a) The EI-Centroid approach is defined as the distance between centroid of the predictive distribution and the closest point on the Pareto front. The centroid \((c_1(x), c_2(x))\) is first fixed as an expected value of the predictions in \( Y_{\text{ND}} \), and then, \( L \) is calculated as

\[ L = \sqrt{(c_1(x) - \tilde{y}_1(x))^2 + (c_2(x) - \tilde{y}_2(x))} \]

where \((\tilde{y}_1(x), \tilde{y}_2(x))\) is the closest point on the Pareto front to the centroid. However, this \( L \) is not an expected value of the improvement, because the centroid and its closest point on the Pareto front is fixed in the calculation of \( L \). To define the expected improvement in terms of this distance, the expectation over the entire distance function should be taken as

\[ \int_{y \in Y_{\text{ND}}} \sqrt{(y_1(x) - \tilde{y}_1(x))^2 + (y_2(x) - \tilde{y}_2(x))} \phi_x(y) / P(I(x)) \, dy. \]

Note that, here, \((\tilde{y}_1(x), \tilde{y}_2(x))\) must be defined for each one of \((y_1(x), y_2(x))\) in this integral, but this computation is complicated to perform.

(b) The EI-Maximin approach is defined as the distance \( L = \max_i (\min(\mu_1(x) - p_{i1}, \mu_2(x) - p_{i2}), 0) \), where \((p_{i1}, p_{i2})\) is a point in the current Pareto optimal, and \((\mu_1(x), \mu_2(x))\) is the predictive mean (Note that we slightly modified \( L \) so that it can be adopted to the maximization problem while the original publication [31] formulates the problem as the minimization). This \( L \) is also not an expected improvement, because \((\mu_1(x), \mu_2(x))\) is fixed inside \( L \). Here, again, to define the expected improvement, the expectation over the entire distance function should be considered, but this is also computationally difficult in practice.

In both cases, the expectation is taken “inside” of \( L \), because of which it is difficult to interpret the quantity \( P(I(x))L \) as an expectation of an evaluation measure of the Pareto optimality. In contrast, EIPV directly evaluates the expected value of the increase of the Pareto hyper-volume, which is a standard evaluation measure of optimality of Pareto optimization as we mentioned in the main text.

Figure A.1 and A.2 show comparison of EIPV with EI-Centroid (Centroid) and EI-Maximin (Maximin). The setting is the same as in Section 3. From the definition, \( L \) of Maximin could be 0 for all the candidates. When it happened, we used the Centroid criterion at that iteration. We obviously see that EIPV is significantly more efficient than the Centroid and Maximin for both the cases.
Figure A.1: The transition of the relative hyper-volume for the Bi$_2$O$_3$ data.

Figure A.2: The transition of the relative hyper-volume for the LLTO data.