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Abstract

In the present talk, we briefly summarized historical background as well as developments of the artificial neural networks and present recent formulations of the continuous and discrete counterpart of classes of Hopfield neural networks modeling using functional differential equations in the presence of delay, periodicity, impulses and finite distributed delays. The results obtained in this paper are extends and generalizes the corresponding results existing in the literature.
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Introduction

From the mathematical point of view, an artificial neural network corresponds to a non-linear transformation of some inputs into certain outputs. Many types of neural networks have been proposed and studied in the literature and the Hopfield-type network has become an important one due to its potential for applications in various fields of daily life.

A neural network is a network that performs computational tasks such as associative memory, pattern recognition, optimization, model identification, signal processing, etc. on a given pattern via interaction between a number of interconnected units characterized by simple functions. From the mathematical point of view, an artificial neural network corresponds to a nonlinear transformation of some inputs into certain outputs. There are a number of terminologies commonly used for describing neural networks. Neural networks can be characterized by an architecture or topology, node characteristics, and a learning mechanism [1]. The interconnection topology consists of a set of processing elements arranged in a particular fashion. The processing elements are connected by links and have weights associated with them. Each processing element is associated with:

- A state of activation (state variable)
- An output function (transfer function)
- A propagation rule for transfer of activation between processing elements
- An activation rule, which determines the new state of activation of a processing element from its inputs weight associated with the inputs, and current activation.

Neural networks may also be classified based on the type of input, which is either binary or continuous valued, or whether the networks are trained with or without supervision. There are many different types of network structures, but the main types are feed-forward networks and recurrent networks. Feed-forward networks have unidirectional links, usually from input layers to output layers, and there are no cycles or feedback connections. In recurrent networks, links can form arbitrary topologies and there may be arbitrary feed-back connections. Recurrent neural networks have been very successful in time series prediction. Hopfield networks are a special case of recurrent networks. These networks have feedback connections, have no hidden layers, and the weight matrix is symmetric.
Neural networks are analytic techniques capable of predicting new observations from other observations after executing a process of so-called learning from existing data. Neural network techniques can also be used as a component of analysis designed to build explanatory models. Now there is neural network software that uses sophisticated algorithms directly contributing to the model building process.

In 1943, neurophysiologist Warren McCulloch and mathematician Walter Pitts [2] wrote a paper on how neurons might work. In order to describe how neurons in the brain might work, they modeled a simple neural network using electrical circuits. As computers became more advanced in the 1950’s, it was possible to simulate a hypothetical neural network. In 1982, John Hopfield presented a paper [3]. His approach was to create more useful machines by using bidirectional lines. The model proposed by Hopfield, also known as Hopfield’s graded response neural network, is based on an analogue circuit consisting of capacitors, resistors and amplifiers. Previously, the connections between neurons was only one way. At the same years, scientist introduced a “Hybrid network” with multiple layers, each layer using a different problem-solving strategy.

Now, neural networks are used in several applications. The fundamental idea behind the nature of neural networks is that if it works in nature, it must be able to work in computers. The future of neural networks, though, lies in the development of hardware. Research that concentrates on developing neural networks is relatively slow. Due to the limitations of processors, neural networks take weeks to learn. Nowadays trying to create what is called a “silicon compiler”, “organic compiler” to generate a specific type of integrated circuit that is optimized for the application of neural networks. Digital, analog, and optical chips are the different types of chips being developed.

The brain manages to perform extremely complex tasks. The brain is principally composed of about 10 billion neurons, each connected to about 10,000 other neurons. Each neuronal cell bodies (soma) are connect with the input and output channels (dendrites and axons). Each neuron receives electrochemical inputs from other neurons at the dendrites. If the sum of these electrical inputs is sufficiently powerful to activate the neuron, it transmits an electrochemical signal along the axon, and passes this signal to the other neurons whose dendrites are attached at any of the axon terminals. These attached neurons may then fire. It is important to note that a neuron fires only if the total signal received at the cell body exceeds a certain level. The neuron either fires or it doesn’t, there aren’t different grades of firing. So, our entire brain is composed of these interconnected electro-chemical transmitting neurons. This is the model on which artificial neural networks are based. Thus for, artificial neural networks haven’t even come close to modeling the complexity of the brain, but they have shown to be good at problems which are easy for a human but difficult for a traditional computer, such as image recognition and predictions based on past knowledge.

Fundamental difference between traditional computers and artificial neural networks is the way in which they function. One of the major advantages of the neural network is its ability to do many things at once. With traditional computers, processing is sequential— one task, then the next, then the next, and so on. While computers function logically with a set of rules and calculations, artificial neural networks can function via images, pictures, and concepts. Based upon the way they function, traditional computers have to learn by rules, while artificial neural networks learn by example, by doing something and then learning from it.

Hopfield neural networks have found applications in a broad range of disciplines [3-5] and have been studied both in the continuous and discrete time cases by many researchers. Most neural networks can be classified as either continuous or discrete. In spite of this broad classification, there are many real-world systems and natural processes that behave in a piecewise continuous style interlaced with instantaneous and abrupt changes (impulses). Periodic dynamics of the Hopfield neural networks is one of the realistic and attractive modellings for the researchers. Hopfield networks are a special case of recurrent networks. These networks have feedback connections, have no hidden layers, and the weight matrix is symmetric. These networks are most appropriate when the input can be represented in exact binary form. Signal transmission between the neurons causes time delays. Therefore, the dynamics of Hopfield neural networks with discrete or distributed delays has a fundamental concern. Many neural networks today use less than 100 neurons and only need occasional training. In these situations, software simulation is usually found sufficient. Expected and optimistic development on all current neural network’s technologies will improve in very near future and researchers develop better methods and network architectures.

In the present paper, we briefly summarized historical background as well as developments of the artificial neural networks and present recent formulations of the continuous and discrete counterpart of a class of Hopfield-type neural networks modeling using functional differential equations in the presence of delay, periodicity, impulses and finite distributed delays. Combining some ideas of [4,6-10] and [11], we obtain a sufficient condition for the existence and global exponential stability of a unique periodic solution of the discrete system considered.

Artificial Neural Networks (ANN)

An artificial neural network (ANN) is an information processing paradigm that is inspired by the way biological nervous systems, such as the brain, process information. These systems and references given therein. The key element of this paradigm is the novel structure of the information processing system. It is composed of a large number of highly interconnected processing elements (neurons) working in unison to solve specific problems. ANNs, like people, learn by example. An ANN is configured for a specific application, such as pattern recognition or data classification, through a learning process. Learning in biological systems involves adjustments to the synaptic connections that exist between the neurons. This is true of ANNs as well.

The first artificial neuron was produced in 1943 by the neurophysiologist Warren McCulloch and the logician Walter Pitts [2].
But the technology available at that time did not allow them to do too much. Neural networks process information in a similar way the human brain does. The network is composed of a large number of highly interconnected processing elements (neurons) working in parallel to solve a specific problem. Neural networks learn by example. Much is still unknown about how the brain trains itself to process information, so theories abound.

![Figure 1: A simple neuron.](image1)

**Figure 1:** A simple neuron.

![Figure 2: A feed-forward neural network.](image2)

**Figure 2:** A feed-forward neural network.

![Figure 3: An MCP neuron.](image3)

**Figure 3:** An MCP neuron.

An artificial neuron is a device with many inputs and one output (Figure 1). The neuron has two modes of operation: the training mode and the using mode. In the training mode, the neuron can be trained to fire (or not), for particular input patterns. In the using mode, when a taught input pattern is detected at the input, its associated output becomes the current output. If the input pattern does not belong in the taught list of input patterns, the firing rule is used to determine whether to fire or not. An important application of neural networks is pattern recognition. Pattern recognition can be implemented by using a feed-forward (Figure 2) neural network that has been trained accordingly. During training, the network is trained to associate outputs with input patterns. When the network is used, it identifies the input pattern and tries to output the associated output pattern. The power of neural networks comes to life when a pattern that has no output associated with it, is given as an input. In this case, the network gives the output that corresponds to a taught input pattern that is least different from the given pattern. Hopfield-type neural networks are mainly applied either as associative memories or as optimization solvers. In both applications, the stability of the networks is prerequisite. The equi-
librium points (stable states) of networks characterize all possible optimal solutions of the optimization problem, and stability of the network’s grants the convergence to the optimal solutions. Therefore, the stability is fundamental for the network design. As a result of this fact the stability analysis of the Hopfield-type networks has received extensive attention from the many researchers, [4,6-9,11,13] and references given therein. The above neuron does not do anything that conventional computers do not already do. A more sophisticated neuron (Figure 3) is the McCulloch and Pitts model (MCP). The difference from the previous model is that the inputs are ‘weighted’, the effect that each input has at decision making is dependent on the weight of the particular input. The weight of an input is a number which when multiplied with the input gives the weighted input. These weighted inputs are then added together and if they exceed a pre-set threshold value, the neuron fires. In any other case the neuron does not fire. In mathematical terms, the neuron fires if and only if

\[ X_i W_1 + X_i W_2 + X_i W_3 + ... > T_i \]

where \( W_i, i = 1, 2, ..., \) are weights, \( X_i, j = 1, 2, ..., \) inputs, and \( T \) a threshold. The addition of input weights and of the threshold makes this neuron a very flexible and powerful one. The MCP neuron has the ability to adapt to a particular situation by changing its weights and/or threshold. Various algorithms exist that cause the neuron to ‘adapt’; the most used ones are the Delta rule and the back-error propagation. The former is used in feed-forward networks and the latter in feedback networks.

Neural networks have wide applicability to real world business problems. In fact, they have already been successfully applied in many industries. Since neural networks are best at identifying patterns or trends in data, they are well suited for prediction or forecasting needs including sales forecasting, industrial process control, customer research, data validation, risk management, target marketing.

ANN are also used in the following specific paradigms: recognition of speakers in communications; diagnosis of hepatitis; recovery of telecommunications from faulty software; interpretation of multi-meaning Chinese words; undersea mine detection; texture analysis; three-dimensional object recognition; hand-written word recognition; and facial recognition.

Hopfield-type (additive) networks have been studied intensively during the last two decades and have been applied to optimization problems [3-10,14-18]. Their starting point was marked by the publication of two papers [9, 10] by Hopfield. The original model used two-state threshold neurons that followed a stochastic algorithm: each model neuron \( i \) had two states, characterized by the values \( V_i^0 \) or \( V_i^1 \) (which may often be taken as 0 and 1, or 1 and 1, respectively). The input of each neuron came from two sources, external inputs \( I_i \) and inputs from other neurons. The total input to neuron \( i \) is then

Input to \( i = H_i = \sum_{j \neq i} T_{ij} V_j + I_i \)

where \( T_{ij} \) can be biologically viewed as a description of the synaptic interconnection strength from neuron \( j \) to neuron \( i \). The motion of the state of a system of \( N \) neurons in state space describes the computation that the set of neurons is performing.

A model therefore must describe how the state evolves in time, and the original model describes this in terms of a stochastic evolution. Each neuron samples its input at random times. It changes the value of its output or leaves it fixed according to a threshold rule with thresholds \( U, [3,5] \):

\[ V_i \rightarrow V_i^0 \text{ if } \sum_{j \neq i} T_{ij} V_j + I_i < U_i \]
\[ V_i \rightarrow V_i^1 \text{ if } \sum_{j \neq i} T_{ij} V_j + I_i > U_i \]

The simplest continuous Hopfield network is described by the differential equation

\[ \frac{dx(t)}{dt} = -x(t) + Wf[x(t)] \quad (1) \]

where \( x(t) \) is the state vector of the network, \( W \) represents the parametric weights, and \( f \) is a nonlinearity acting on the states \( x(t) \), usually called activation or transfer function.

In order to solve problems in the fields of optimization, neural control and signal processing, neural networks have to be designed such that there is only one equilibrium point and this equilibrium point is globally asymptotically stable so as to avoid the risk of having spurious equilibria and local minima. In the case of global stability, there is no need to be specific about the initial conditions for the neural circuits since all trajectories starting from anywhere settle down at the same unique equilibrium. If the equilibrium is exponentially asymptotically stable, the convergence is fast for real-time computations. The unique equilibrium depends on the external stimulus. The nonlinear neural activation functions \( f_i(\bullet) \), \( i \in \mathbb{Z}^+ \), are usually chosen to be continuous and differentiable nonlinear sigmoid functions satisfying the following conditions:

- \( f_i(x) \rightarrow \mp 1 \text{ as } x \rightarrow \mp \infty \);
- \( f_i(x) \) is bounded above by 1 and below by -1;
- \( f_i(x) = 0 \) at a unique point \( x = 0 \);
- \( f_i(x) > 0 \) and \( f_i(x) \rightarrow 0 \text{ as } x \rightarrow \mp \infty \);
- \( f_i(x) \) has a global maximum value of 1 at the unique point \( x = 0 \).

Some examples of activation functions \( f_i(\bullet) \) are

\[ f_i(x) = \tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}, \quad f_i(x) = \frac{1 - e^{-x}}{1 + e^{-x}} = \tanh(x/2) \]
\[ f_i(x) = \frac{2}{\pi} \arctan \left( \frac{x}{2} \right), \quad f_i(x) = \frac{x^2}{1 + x^2} \text{sgn}(x) \]

where \( \text{sgn}(\bullet) \) is a signum function and all the above nonlinear functions are bounded, monotonic and nondecreasing functions. It has been shown that the absolute capacity of an associative memory network can be improved by replacing the usual sigmoid activation functions. Therefore, it seems appropriate that nonmonotonic functions might be better candidates for neuron activation in
designing and implementing an artificial neural net-work.

One of the most widely used techniques in the study of models involving ordinary differential equations is to approximate the system by means of a system of difference equations, whose solutions are expected to be samples of the solutions of differential equations at discrete instants of time as in the case of Euler-type methods and Runge-Kutta methods. It has been shown by several authors [4,8] that the dynamics of numerical discretization’s of differential equations can differ significantly from those of the original differential equations. Consider for example the simple scalar differential equations [9].

\[ \frac{dy(t)}{dt} = -y(t), \quad t > 0 \]  

A Euler-type discretization of equation (2) leads to a discrete version of the form

\[ y(n+1) = (1-h)y(n), \quad n \in \mathbb{Z}_{n}, \quad h > 0 \]  

where \( \mathbb{Z}_n = \{0, 1, 2, \ldots\} \), \( \mathbb{Z}^+ = \{1, 2, 3, \ldots\} \), and \( h > 0 \) denotes the discretization step size and \( y(n) \) denotes the value of \( y(t) \) for \( t = nh \). Solutions of (2) and (3) are, respectively, given by

\[ y(t) = e^{-t}y(0), \quad t > 0 \]

\[ y(n) = (1-h)^{n}y(0), \quad n \in \mathbb{Z}^+ \]

where \( y(t) \rightarrow 0 \) as \( t \rightarrow \infty \) and the convergence is monotonic. However, \( y(n) \) of (3) for various values of \( h > 0 \) has the following Behaviours:

- \( 0 < h < 1: y(n) \rightarrow 0 \) as \( n \rightarrow \infty \) monotonic convergence.
- \( h = 1: y(n) = 0 \) for all \( n = 1, 2, 3, \ldots \) and any choice of \( y(0) \).
- \( 1 < h < 2: y(n) \) oscillatory with \( y(n) \rightarrow 0 \) \( n \rightarrow \infty \) oscillatory convergence.
- \( h = 2: y(n) \) is periodic with period \( p = 2 \).
- \( h > 2: y(n) \) is oscillatory and \( y(n) \rightarrow \infty \) as \( n \rightarrow \infty \).

This example demonstrates the possibility that the standard Euler method produces spurious dynamics which certainly are not present in the original continuous-time version. See more detail [4,8,9] and references therein.

**Descriptions of the Models and Statements of the Problems**

The global stability characteristics of the systems supplemented with impulses conditions in the continuous-time case one of the interesting and simple modeling. The presence of impulses requires some modifications and the imposing of additional conditions on the systems. Dynamical systems are often classified into two categories:

Continuous-time or discrete-time systems. In recent studies [4,6-10,19] there has been introduced a new category of dynamical systems, which is neither purely continuous-time nor purely discrete-time ones; these are called dynamical systems with impulses. Impulsive category of dynamical systems are combination of characteristics of both the continuous-time and discrete-time systems.

Sufficient conditions for global stability and exponential stability of equilibria of continuous-time Hopfield-type network with impulses studied by number of researchers [46-10] and references therein. Following Hopfield-type model of neural net-work with impulses [6-7] studied in the various form of formulations such as inserting time delays and modifying the system to a system of integra-differential equations.

\[ \frac{dx_i}{dt} = -a_i x_i(t) + \sum_{j=1}^{m} b_{ij} f_j(x_j(t)) + c_i, \quad t > 0, \quad t \neq t_k \]

\[ \Delta x_i(t_k) = I_i(x_i(t_k)), \quad i \in \{1, \ldots, m\}, \quad k=1,2,\ldots \]

where \( \Delta x(t) = x(t) - x(t-\tau) \) are the impulses at moments \( t_k \) and \( t_k < t < \ldots < t_1 \) is a strictly increasing sequence such that \( \lim_{k \to \infty} t_k = +\infty \). \( x_i(t) \) corresponds to the membrane potential of the unit \( i \) at time \( t \). \( f_j(\bullet) \) denotes a measure of response or activation to its incoming potentials; \( b_{ij} \) denotes the synaptic connection weight of the unit \( j \) on the unit \( i \); the constants \( c_i \) correspond to the external bias or input from outside the network to the unit \( i \); the coefficient \( a_i \) is the rate with which the unit self-regulates or resets its potential when isolated from other units and inputs.

As usual in the theory of impulsive differential equations, at the points of discontinuity \( t_k \) of the solution \( t \rightarrow x_i(t) \) we assume that \( x_i(t_k) = x_i(t - 0) \). It is clear that, in general, the derivatives \( x_i(t_k) \) do not exist. On the other hand, according to the first equality of (4) there exist the limits \( x_i(t_k) = x_i(t - 0) \). According to the above convention, we assume \( x_i(t_k) = x_i(t - 0) \).

The generalization of the system (4) such as introducing time delays, impulses and so on has been studied by many researchers [1,2]. For example;

\[ \frac{dx_i(t)}{dt} = -a_i x_i(t) + \sum_{j=1}^{m} b_{ij} f_j(x_j(t - \tau_j)) + c_i, \quad t > 0, \quad t \neq t_k \]

where \( i \in \{1,2,\ldots m\} \) and \( \tau_j \geq 0 \) corresponds to the transmission delay for \( i, j \in \{1,2,\ldots m\} \). The impulsive conditions are

\[ \Delta x_i(t_k) = I_i(x_i(t_k)), \quad t = t_k, \quad k=1,2,\ldots \]

This system is supplemented with initial functions of the form

\[ x_i(s) = \psi_i(s), \quad s \in [-\tau, 0], \quad i \in \{1,\ldots, m\} \]

where \( \psi_i(s) \) is continuous for \( s \in [-\tau, 0] \).

At the beginning mostly assumed that the time delays are discrete. While this assumption is not unreasonable, a more satisfactory hypothesis is that the time delays are continuously distributed over a certain duration of time. Subject to the introduced conditions, modification of the system (4) to a system of integra-differential equations is investigated with the following systems [6]:

\[ \frac{dx_i(t)}{dt} = -a_i x_i(t) + \sum_{j=1}^{m} b_{ij} f_j(x_j(t - \tau_j(s)), x_j(s)) + c_i, \quad t > 0, \quad t \neq t_k \]

\[ \frac{dx_i(t)}{dt} = -a_i x_i(t) + \sum_{j=1}^{m} b_{ij} f_j(x_j(t - \tau_j(s)), x_j(s)) + c_i, \quad t > 0, \quad t \neq t_k \]

For an integra-differential equation an impulsive condition including both the functional value and its integral also seems natural. We take the impulse conditions in the form

\[ \Delta x_i(t_k) = I_i(x_i(t_k)), \quad i \in \{1,2,\ldots m\}, \quad k=1,2,\ldots \]
\[ \Delta x_k(t_k) = I_i(x(t_k)) = B_k x(t_k) + \sum_{j=1}^{n} c_{ij} x_j(s) ds + a_k, \quad k \in \mathbb{Z}^+ \]  

(8)

where \( t_k > t_{k-1} > 0 \) and \( c_{ij} : [t_k-1, t_k) \rightarrow \mathbb{R} \) are measurable functions, essentially bounded on the respective interval, \( B_k \) and \( a_k \) are some real constants. For more details about impulse conditions of this and more general form see [4,6,8-10,13,20] and reference therein.

The recent work [17] deals with a family of sufficient conditions that govern the network parameters and the activation functions is established for the existence of a unique equilibrium state of the network. It has been shown by number of researchers [9,21] and references therein that; the capacity of an associative memory network can be significantly improved if the sigmoidal functions are replaced by non-monotonic activation functions. This is the one of work can be considered previously in stability investigations of impulsive delayed neural networks [4,6-11,13,21].

For convenience, let

\[ y_j(t) = x_j(t) - x_j^*, \quad g_j(y_j(t)) = f_j(y_j(t) + x_j^*) - f_j(x_j^*) \]  

(17)

so that the system can be rewritten as

\[ \frac{dy_j}{dt} = -a_j y_j(t) + \sum_{i=1}^{n} b_{ij} g_i(y_i(t)) t > 0, \quad t \neq t_k \]  

(18)

Subject to

\[ y_j(t_k^+) = \gamma_{jk} y_j(t_k^-), \quad k \in \mathbb{N} \]  

(19)

and

\[ y_j(s) = \psi_j(s) = \phi_j(s) - x_j^*, \quad s \in (-\infty, 0] \]  

(20)

where \( \gamma_{jk} = 1 - d_{jk} \) and the activation functions \( g_j(\bullet) \), inheriting the properties of \( f_j(\bullet) \), satisfy

\[ g_j(0) = 0, \quad \|g_j(u)\| \leq L_j |u| \]  

for all \( u \in \mathbb{R} \)  

(21)

To establish the stability of an impulsive neural network, it has been customary to seek for conditions that govern the network parameters and the impulse magnitude so that both parts - i.e. the continuous-time and the discrete-time equations, of the impulsive network become convergent. Particularly, the requirement

\[ |y_j(t_k^+)| < |y_j(t_k^-)| \]  

imposed on the discrete-time equation as a result of assuming \( 0 < \gamma_{jk} < 1 \) (or equivalently, \( 0 < d_{jk} < 2 \)) has appeared in number of papers studies [4,6-10,13] and references given therein. Although the results provide some insights on the exponential convergence dynamics of impulsive neural networks, their practical use for potential applications of the networks might be limited. Discrete counterparts of continuous-time additive Hopfield- type neural networks with impulses is also investigated by number of researchers in detail [4,7,9,18] and references given therein.

Consider following illustrative example [18]

\[ \frac{dy_j}{dt} = -5y_j(t) + 0.1 \tanh \left( \int_0^t K_{ij}(s)y_i(t-s)ds \right) + 0.4 \int_0^t K_{ij}(s)y_i(t-s)ds \]  

where

\[ x(t) = (x_1(t), x_2(t), \ldots, x_n(t))^T \]  

and

\[ K_{ij}(s) = \begin{cases} 1, & \text{if } i = j \text{ and } s = 0, \\ 0, & \text{otherwise} \end{cases} \]  

(22)
\[
\frac{dy_j(t)}{dt} = -5y_j(t) + 0.2 \left( \tanh \left( \int K_{ss}(s) y_i(t-s) \, ds \right) \right) + 0.2 \left( \tanh \left( \int K_{ss}(s) y_t(t-s) \, ds \right) \right)
\]

for \( t > 0, t \neq t_k \), \( k \in \mathbb{N} \) that is subject to impulses of the form \( y_j(t_k) = Y_j(t_k) \) in which \( Y_j(t) = Y \) for all \( k \in \mathbb{N} \).

For convenience in our computer simulations, the delay kernels are assumed as follows: \( K_{ss}(s) = e^{-0.5s} \) for \( s \in [0, 20] \), and \( K_{ss}(s) = e^{0.8s} \) for \( s \in [20, \infty) \). One can check that these kernels satisfy the property (17-19) wherein \( K(s) = e^{-0.5s} \) for \( s \in [0, 20] \), \( K(s) = 0 \) for \( s > 20 \), and \( 0 < K_{ss}(s) \leq K(s) \) for all \( i, j = 1, 2, s \geq 0 \). While the network parameters satisfy existence and uniqueness conditions under appropriate choices of the constants \( \alpha > 0, \delta \in \mathbb{R} \) and the number \( p \geq 1 \), in order to demonstrate the effect of the impulses towards the convergence of the given systems. Here, we choose \( \mu = 0.4 \) and see that

\[
\mu - a_i + (b_i + h_{ij}) \int_0^t e^{(\mu - a_i) \tau} \, d\tau \leq 0 \quad \text{for } i = 1, 2
\]

The exponential convergence of the network subject to impulses is approximately described by the kernel \( K_{ss}(s) = e^{-0.5s} \) with \( s = 0.39 \) and \( \Delta t = 2 \), as shown in Figure 1. Despite being under the impulsive influence of larger magnitude such as \( Y = 49 < e^{0.5s} \) where \( s = 0.39 \) and \( \Delta t = 10 \), the exponential convergence of the network still persists as shown by Figure 2 below. Observe in each example that the discrete part of the impulsive network satisfies \( y_j(t_k) < y_j(t_k) \) for all \( i = 1, 2, k \in \mathbb{N} \).

Cellular Neural Networks (CNN) is a massive parallel computing paradigm defined in discrete N-dimensional spaces. One can roughly describe basic properties of the CNN in the following way:

- A CNN is an N-dimensional regular array of elements (cells);
- The cell grid can be for example a planar array with rectangular, triangular or hexagonal geometry, a 2-D or 3-D torus, a 3-D finite array, or a 3-D sequence of 2-D arrays (layers);
- Cells are multiple input-single output processors, all described by one or just some few parametric functionals;
- A cell is characterized by an internal state variable, sometimes not directly observable from outside the cell itself;
- More than one connection network can be present, with different neighborhood sizes;
- A CNN dynamical system can operate both in continuous (CT-CNN) or discrete time (DT-CNN);
- CNN data and parameters are typically continuous values;
- CNN operate typically with more than one iteration, i.e. they are recurrent networks.

The main characteristic of the CNN is the locality of the connections between the units: in fact, the main difference between CNN and other Neural Networks paradigms is the fact that information's are directly exchanged just between neighboring units. Of course, this characteristic allows also to obtain global communication. Communications between non directly (remote) connected units are obtained passing through other units. It is possible to consider the CNN paradigm as an evolution of Cellular Automata Paradigm. Moreover, it has been demonstrated that CNN paradigm is universal, being equivalent to the Turing Machine.

Like its counterparts Hopfield neural networks and cellular neural networks (CNN) is a massive parallel computing paradigm defined in discrete N-dimensional spaces, each processing unit within a bidirectional associative memory (BAM) network consists of electronic elements such as resistors, capacitors and amplifiers. The finite switching speed of amplifiers has been regarded as a possible factor for causing time delays in the transmission of signals among the individual units. Such delays, undoubtedly, can cause in-stability to an otherwise convergent network. To overcome this shortcoming, a number of researchers have incorporated time delays such as discrete delays, variable delays and distributed delays among others into the processing part of the network architecture, and obtained results which can be used for designing the circuit of the delayed BAM network in order to achieve convergence [4, 8, 20, 23, 24] and references therein.

It is possible that such convergence could still be affected by another type of destabilization which appears in the form impulsive state displacements. The effects resulting from these impulses can be detected when there are abrupt changes occurring in the voltages of the unit’s states at certain moments of time. If the abrupt changes occur quite frequently with sufficiently large magnitude, then it is possible for the delayed BAM network to lose its convergence. Otherwise, convergence can still be achieved by the network, and this has been reported in a number of investigations on delayed BAM networks that are subject to impulsive state displacements at fixed moments of time [4, 6, 9, 20, 21].

Following an impulsive BAM network consisting of m processing units on the I-layer and n processing units on the J-layer whose neural states \( x_i(\bullet), i \in I = \{1, 2, \ldots, m\} \) and \( y_j(\bullet), j \in J = \{1, 2, \ldots, n\} \). The convergence of a BAM network that is subject to time delays distributed over unbounded intervals and nonlinear impulses with large magnitude towards a unique equilibrium state governed by the systems [24].

\[
\frac{dx_i(t)}{dt} = -a_i x_i(t) + \sum_{j \in J} c_{ij} y_j(t-s) + I_i, \quad t > t_k, \quad x_i(t_k) = x_i(t_k^-), \quad k \in \mathbb{N}
\]

\[
\frac{dy_j(t)}{dt} = -a_j y_j(t) + \sum_{i \in I} c_{ij} x_i(t-s) + I_j, \quad t > t_k, \quad y_j(t_k) = y_j(t_k^-), \quad k \in \mathbb{N}
\]

where \( \Delta x_i(t_k) = x_i(t_k^-) - x_i(t_k) \), \( \Delta y_j(t_k) = y_j(t_k^-) - y_j(t_k) \) denote impulsive state displacements that occur at fixed moments of time \( t_k \), \( k \in \mathbb{N} = \{1, 2, \ldots\} \). The impulsive BAM network (30) is supplemented with and initial condition of the form

\[
x_i(s) = \phi_i(s), \quad y_j(s) = \psi_j(s) \quad \text{for } s \in (-\infty, 0]
\]

and the functions \( \phi_i, \psi_j : (-\infty, 0] \rightarrow \mathbb{R} \) are piecewise continuous and bounded in the sense of either:

\[
\left[ \sup_{s \in (-\infty,0]} \left| \phi_i(s) \right| \right]^{\gamma} < \infty, \quad \left[ \sup_{s \in (-\infty,0]} \left| \psi_j(s) \right| \right]^{\gamma} < \infty
\]

Where \( \gamma \geq 1 \) is real number, or
\[ \| \phi \|_c = \max_{i,j} \left( \sup_{t \in [0, \omega]} | \phi(t) | \right) < \infty, \quad \| \psi \|_c = \max_{i,j} \left( \sup_{t \in [0, \omega]} | \psi(t) | \right) < \infty \]

Here the analyzes are provided in a unified manner, as such the results yield Lyapunov exponents of the convergent impulsively network. The exponents are typified by a relation involving parameters which are determined from the sufficient conditions governing the network parameters, and also the size of the impulses and the inter-impulse intervals. From these exponents, one can readily establishes special cases the exponential stability of BAM networks with distributed delays and linear impulses of the contraction type, and also the exponential stability of non-impulsive BAM networks with distributed delays.

Consider following discrete class of Hopfield neural networks with periodic impulses and finite distributed delays, which are formulated in the form of a system of impulsively delay differential equations (see more detail [12,13] and references given therein).

\[
\begin{aligned}
\frac{dx_i}{dt} &= -a_i x_i(t) + \sum_{j=1}^{n} g_{ij}(x_j(t)) \\
&+ \sum_{j=1}^{n} c_{ij}(s) g_j(x_j(t-s)) ds + d_i(t), \\
&\quad i = 1, \ldots, n, k \in \mathbb{Z}^+,
\end{aligned}
\]

where \( m \) is the number of neurons in the network, \( x_i(t) \) is the state of the \( i \)-th neuron at time \( t \), \( \omega > 0 \) is the rate at which the \( i \)-th neuron resets the state when isolated from the system, \( b_i \) is the connection strength from the \( j \)-th neuron to the \( i \)-th one, \( g_j(\cdot) \) are the transfer functions, \( \omega \) is the maximum transmission delay from one neuron to another, \( c_{ij}(\cdot) \) is the delayed connection strength function from the \( j \)-th neuron to the \( i \)-th one, \( d_i(t) \) is the \( \omega \)-periodic external input to the \( i \)-th neuron, \( \mathbb{Z}^+ \) is the set of all positive integers, \( t_k (k \in \mathbb{Z}^+) \) are the instants of impulse effect, \( \beta_i (i = \overline{1, m}, k \in \mathbb{Z}^+ \) are constants. Let us assume that:

H1. For \( j = \overline{1, m}, g_j(\cdot) \) is globally Lipschitz continuous with Lipschitz constant \( L_j \)

\[ | g_j(x) - g_j(y) | \leq L_j |x - y| \quad \text{for all} \quad x, y \in \mathbb{R} \]

H2. For \( i, j = \overline{1, m}, c_{ij}(\cdot) \) is absolutely integrable on \([0, \omega]\).

H3. \( 0 = t_1 < t_2 < \ldots < t_k < \omega, \quad t_{i+1} = t_i + \omega, j_i = j_i \) for \( i = \overline{1, m}, k \in \mathbb{Z}^+ \).

H4. There exist positive numbers \( \lambda_{\omega}, \ldots, \lambda_{\omega}, \) such that

\[ \lambda_{\omega} L_j > L_j \sum_{i=1}^{\overline{1, m}} \sum_{j=1}^{\overline{1, m}} \theta_{ij}, \quad \text{for} \quad i = \overline{1, m}, k \in \mathbb{Z}^+ \]

Later in the paper [13] system (23) is assumed to be accompanied by the initial condition

\[ x(r) = \psi(r), \quad r \in [-\omega, 0) \]

where \( \psi : [-\omega, 0) \to \mathbb{R}^n \) is piecewise continuous with discontinuities of the first kind at the points \( t_k + \omega, k = \overline{2, p} \). Moreover, \( \psi \) is left-continuous at each discontinuity point and satisfies

\[ \psi_i(t_k - \omega + 0) = \beta_k \psi_i(t_k - \omega), \quad i = \overline{1, m}, k = \overline{2, p} \]

The solution of the initial value problem (23), (24) is denoted by \( x(t, \psi) \).

Under the assumption that \( | \beta_k | \leq 1 \) for all \( i = \overline{1, m} \) and \( k = \overline{1, p} \), making use of the Contraction mapping principle in a suitable Banach space, in [23] it is proved that system (23) is exponentially periodic, that is, it possesses a periodic solution \( x(t, \psi^*) \) and there exist positive constants \( \alpha \) and \( \beta \) such that every solution \( x(t, \psi) \) of (23) satisfies

\[ \| x(t, \psi) - x(t, \psi^*) \| \leq \alpha \| \psi - \psi^* \| e^{\beta t} \quad \text{for all} \quad t \geq 0 \]

Here

\[ \| \psi \| = \sup_{\psi \neq 0} \max_{i,j} \| \psi_i \| \]

Formulating the discrete counterpart of problem (23), (24). For \( n \in \mathbb{Z}^+ \) we choose the discretization step \( h = \omega/N \). For the moment we assume \( N \) so large that

\[ h < \max_{k=1}^{N-1} (t_{k+1} - t_k) \]

In this case each interval \([nh, (n + 1) h] \) contains at most one instant of impulse effect \( t_k \).

For convenience we denote \( n = \lfloor t/h \rfloor \), the greatest integer in \( t/h \), for \( t \geq \omega, n = \lfloor t/h \rfloor \). Also, by abuse of notation we write \( x_i(nh) = x_i(n) \).

Let \( n \in \mathbb{Z}^+ \), \( n \neq n_0 \). This means that the interval \((nh, (n + 1) h) \) contains no instant of impulse effect \( t_k \). Following [9], we approximate the differential equation in (23) on the interval \((nh, (n + 1) h) \) by

\[ \frac{d}{dt} (x(t, \psi)) = e^{\psi} \left[ \sum_{k=1}^{\overline{1, m}} \sum_{i,j=1}^{\overline{1, m}} h_j g_{ij}(x_i(n)) + \sum_{k=1}^{\overline{1, m}} \sum_{i,j=1}^{\overline{1, m}} c_{ij}(v) g_i(x_i(n-v)) + d(n) \right], \quad i = \overline{1, m} \]

After some calculations we can rewrite the last equation in the form

\[ x_i(n + 1) = e^{\psi} x_i(n) + \psi(h) \left[ \sum_{k=1}^{\overline{1, m}} h_j g_{ij}(x_i(n)) + \sum_{k=1}^{\overline{1, m}} c_{ij}(v) g_i(x_i(n-v)) + d(n) \right] \]

Next, for \( n = n_0 \) the interval \((nh, (n + 1) h) \) contains the instant of impulse effect \( t_k \). On this interval we approximate the impulse condition in (23) by

\[ x_i(n_0 + 1) = \beta_k x_i(n_0), \quad i = \overline{1, m}, \quad k \in \mathbb{Z}^+ \]

Finally, the initial condition (24) is replaced by

\[ x(n) = \psi(n), \quad n = \overline{N+1, \ldots, 0}, \]

where \( \psi = (\psi_1, \ldots, \psi_n) : (-N, -N+1, \ldots, 0) \to \mathbb{R}^n \). We assume that \( \psi \) satisfies \( \psi(-N) = \psi(0) \) and

\[ \psi_i(n_0 + 1 - N) = \beta_k \psi_i(n_0 - N), \quad i = \overline{1, m}, \quad k = \overline{1, p} \]

The solution of the discrete initial value problem (25), (26), (27) is denoted by \( x(n, \psi), n \in \mathbb{Z} \), \( N \geq n_0 + 1 \). We shall use the norm

\[ \| x(n, \psi) \| = \max_{i=1}^{\overline{1, m}} | x_i(n, \psi) | \]

Condition H3 and H4 are replaced respectively by

\[ H3.0 = n_0 < n_1 < \ldots < n_2 < N, \quad n_{k+1} = n_k + N, \quad \beta_k \psi_{i_k} = \psi_i \quad \text{for} \quad i = \overline{1, m}, k \in \mathbb{Z}^+ \]

H4. There exist positive numbers \( \lambda_1, \ldots, \lambda_m \) such that

\[ \| x(n, \psi) \| \leq C \quad \text{satisfies} \quad \| x(n, \psi) \| \leq C \quad \text{for} \quad n = \overline{N+1, \ldots, 0} \]
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\[ \lambda_A > L \sum_{j=1}^{m} \sum_{\nu=1}^{N} |C_{\nu}(V)|, \quad i = 1, m \]

Then we have following result

**Theorem 3.1:** Let system (25), (26) satisfy the conditions H1, H3, H4. Then there exists a number N0 such that for each integer \( N \geq N_0 \), (25), (26) is globally exponentially periodic. That is, there exists an \( N \)-periodic solution \( \{x(t)\}_{t \geq 0} \) of system (25), (26) and positive constants \( a \) and \( q < 1 \) such that every solution \( x(t) \) of (25), (26) satisfies

\[ \|x(t) - x(t')\| \leq a \|x - x'\| q^{t-t'}, \quad t \geq 0 \]

The proof of the result shows that any solution \( x(t) \) exponentially tends to the periodic solution \( x(t) \) as \( n \to +\infty \) see more detail [5] and references given therein.

In recent years considerable effort and intensive interest has been shown for the analysis and synthesis of the global asymptotic stability (GAS) and global exponential stability (GES) for the neural networks, as well as the neural approach for solving optimization problems.

Consider following Hopfield neural networks, described by the nonlinear system:

\[
\begin{aligned}
\frac{dx}{dt} &= -d(x(t) + \sum_{i,j=1}^{n} a_{ij} g_i(x_j(t-T_{ij}))) + I_i, \quad i \neq k, \quad t > t_k \\
x_i(t) &= \phi_i(t), \quad on \quad - \tau \leq t \leq 0, \quad i = 1, 2, \ldots, n, \quad 0 \leq T_{ij}(t) \leq \tau \\
\Delta x_i(t_k) &= d_i x_i(t_k) + \sum_{j=1}^{n} W_{ij} h_j(x_j(t_k)) \\
\Delta x_i(t_k) &= x_i(t_k) - x_i(t_k^-), \quad x_i(t_k^-) = \lim_{x \to x(t_k^-)} x_i(t) \quad k \in \mathbb{N}
\end{aligned}
\]

where \( A_i \) and \( W_i \) are respectively synaptic weights of the neural network and \( \tau_i(t), i = 1, \ldots, n \) is the transmission delay of the \( i \)-th neuron satisfies \( 0 \leq \tau_i(t) \leq \tau \), and \( \tau \) is a constant. For convenience we can rewrite system in the following form:

\[
\frac{dx}{dt} = -Dx + Ag(x) + I, \quad t > 0, \quad t \neq t_k
\]

\[ \Delta x_i(t_k) = I_i(x_i(t_k)), \quad i = 1, 2, \ldots, m, \quad k = 1, 2, \ldots \] (28)

where \( x = (x_1, x_2, \ldots, x_n)^T \), and \( D = \text{diag}(d_1, d_2, \ldots, d_n) \) is \( n \times n \) constant diagonal matrix with diagonal entries \( d_i > 0, i = 1, 2, \ldots, n \) and \( I \) is the constant external current input to the neuron. The matrix \( A = A_i \) is the \( n \times n \) constant network interconnection matrix. And similarly \( g(x) = (g_1(x), g_2(x), \ldots, g_n(x))^T \) is a diagonal mapping satisfying the conditions:

\[ g_i(\bullet) : R \to (a_i, b_i) \]

\[ g_i(\bullet) \in C^1 \quad \text{and} \quad g_i(0) = 0 \]

\[ g_i(\bullet) \text{ is invertible and satisfies} \quad 0 < g_i(\bullet) \leq M_i, \quad i = 1, 2, \ldots, n \]

The equilibrium \( x^* \) of the system (34) is said to be globally asymptotically stable if it is locally stable in the sense of Lyapunov and globally attractive [25,26]. The meaning of global attractivity is every trajectory tend to \( x^* \) as \( t \). The equilibrium \( x^* \) is said to be globally exponential stable if there exist \( \alpha \geq 1 \) and \( \beta \geq 0 \) such that \( \forall x_0 \in \mathbb{R}^n ; \) solution of the system (34) satisfies

\[ \|x(t) - x^*\| \leq \alpha \|x_0 - x^*\| e^{-\beta t}, \quad t \geq 0 \]

**Conclusion**

This talk covers the general neural networks dynamical systems with various form of the Hopfield type modeling. The results obtained in this paper extend and generalize the corresponding results existing in previous literature. One of the most widely used techniques in the study of models involving ordinary differential equations. It has been shown by several authors that the dynamics of numerical discretization’s of differential equations can differ significantly from those of the original differential equations. In the modeling and analysis of dynamical phenomena various types of systems ranging downward in complexity from partial differential equations, functional differential equations, integra- differential equations, stochastic differential equations with hereditary term, different equations and algebraic equations have been used. It is common to approximate models of higher levels of complexity by models of lower levels of complexity.
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