MPA-Net: multi-path attention stereo matching network
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Abstract: A novel learning-based end-to-end network for stereo matching, named Multi-path Attention Stereo Matching (MPA-Net), is introduced in this study. Different from existing methods, the multi-path attention aggregation module is designed firstly, named MPA, which is a unified structure using three parallel layers with a respective attention mechanism to extract the multi-scale informational features. Secondly, the method of cost volume construction, which differs from the traditional stereo matching methods, is extended. And then, the absolute difference between two input features is calculated. Furthermore, a u-shaped structure with 3D attention gate is selected as the encoder-decoder module. Specifically, the module is used to fuse the absolute difference (SAD), sum of squared intensity differences (SSD) [10] and normalised cross-correlation (NCC) [11]. Cost volume construction, which differs from the traditional stereo matching methods, is extended. And then, the absolute difference between two input features is calculated. Furthermore, a u-shaped structure with 3D attention gate is selected as the encoder-decoder module. Specifically, the module is used to fuse the absolute difference (SAD), sum of squared intensity differences (SSD) [10] and normalised cross-correlation (NCC) [11].

1 Introduction

Depth estimation has been widely used in many computer vision tasks [1–5]. A typical method is to employ the rectified stereo images for depth estimation by first acquiring the disparity map. Generally, the stereo matching on the stereo images is regarded as a 1D matching problem. For the reference pixel (x, y), if the corresponding pixel at (x − d, y) can be found in the target image, the depth of the pixel can be calculated by using f/B/d, where f is the focal length of camera, B is the distance between two camera centres and d is the disparity. The goal of stereo matching is to get an accurate disparity map from two stereo images.

Traditionally, stereo matching algorithms [6–8] follow four steps [9]: matching cost calculations, matching cost aggregation, disparity calculation and disparity refinement. It can be regarded as a problem with several stages for optimisation and each step in the pipeline is important. The goal of matching cost calculations is to find a reference pixel and its possible corresponding pixel in the candidate image, which is both initial and crucial step of stereo matching. Some algorithms have been proposed, including sum of absolute difference (SAD), sum of squared intensity differences (SSD) [10] and normalised cross-correlation (NCC) [11]. Cost aggregation refers to the spatial aggregation of initial matching costs over a support region around the pixel of interest. In the disparity calculation step, we need to define and select the optimal disparity with the lowest cost. Local approaches usually choose the winner-take all (WTA) optimisation [9]. Global optimisation approaches optimise all disparities for the entire images simultaneously and collectively by defining a global energy function. Common approaches are Markov Random fields (MRFs) [12]. Dynamic programming is generally adopted in semi-global matching [13] to optimise a global energy function. More recently, some contributions which integrate aggregated algorithms into the global energy function model have sprung up [14–17]. For more accurate modelling, instead of assigning a discrete disparity to each pixel, 3D cost-aggregation methods assign three continuous values to each pixel, representing the disparity and the surface normal direction simultaneously [18–20]. Left–right consistency check is usually used to further refine the disparity map. However, the performance of traditional methods is limited.

With convolutional neural network (CNN) and supervised learning method, stereo matching performs a state-of-the-art performance compared with traditional methods both in accuracy and speed. Although the learning-based method can achieve better disparity estimation, the results are often ambiguous in ill-regions, such as occlusions, reflections, textless regions etc. Some studies attended to relief the influences caused by the above problems, so they introduced extra information and effective structure to further improve the disparity estimation. EdgeStereo [21] and SegStereo [22] designed a multi-task learning network by using edge and semantic information, respectively, to improve the disparity prediction. GC-Net [23] formulated the network with stereo geometry, which first formed a 4D cost volume and then used a 3D encoder–decoder structure to regularise the cost volume. PSM-Net [24] employed the spatial pyramid pooling (SPP) and the stacked 3D CNN to further improve the utilisation of global context information.

Despite the above success, we argue that the results of the disparity map still have potential to be enhanced with some new designs and other modules. In this paper, the footsteps of existing methods are followed to further improve the performance of stereo network. Different from [22–24], we first design a multi-path attention aggregation module in the feature extraction section. More specifically, three paths of gradual down-sampling convolution layer are used in the module and each path aims to extract the features at a certain scale. In addition, attention mechanism [25] is introduced at the end of each path to increase representation power, and guide the network to focus on more informational features and suppress the unnecessary ones. Moreover, inspired from [9], the absolute difference of left-right features is calculated, so that it can be concatenated with the general used 4D cost volume [23, 24], to provide a better similarity understanding for the next cost regularisation section. Finally, the u-shaped structure is used as our encoder–decoder blocks for...
disparity prediction. And the 3D attention gate is applied to connect the decoding features to their corresponding decoding features by using skip-connection. By stacking the three encoder–decoder structures together with long-range skip connection, we acquire the final structure for cost regularisation. The main contributions of this paper can be summarised as follows:

- A carefully designed features extraction module, named MPA, is proposed. A multi-path attention aggregation module is designed to capture deep contextual features at multi-scale and achieves better feature representation compared with the general SPP module.
- The 4D cost volume with the extracted features by using disparity-level concatenation and disparity-level subtraction is used. Furthermore, a u-shaped encoder–decoder with attention gate is introduced to regularise the cost volume, leading to better disparity map prediction.
- The performance of the proposed network is verified on three different data sets and achieves favourable disparity maps. The results show our network can achieve favourable disparity maps against existing state-of-the-art networks.

2 Related work

2.1 End-to-end stereo network

Through careful design and supervision of the neural network, a fine disparity map can be end-to-end learned with stereo images. The first end-to-end network for disparity map estimation is DispNet [26], which proposed a correlation module first to encode the similarity of initial features, and then decode it directly to infer the disparity map regression by using deconvolution. Based on DispNet, Pang et al. [27] proposed a cascade CNN architecture to predict disparity map in coarse-to-fine manner. At the first stage, DispNet was adopted to produce the coarse disparity map. Then, at the second stage network, the initial disparity was refined with the residual maps produced at multiple scales. Although deep learning models have obtained a better success compared with traditional methods, there is still potential to improve the prediction in consideration of the specialty of stereo matching. The first network using the understanding of stereo geometry was GC-Net [23], in which a 4D cost volume was formed and a 3D convolution was used to regularise the cost. Inspired by GC-Net, Chang and Chen [24] proposed the pyramid stereo matching network with two main contributions: SPP and 3D stacked multiple hourglass networks, resulting in better results than GC-Net. Recently, new and better networks were proposed based on PSMNet with impressive results. Inspired by the SPP in PSMNet and the dilated convolution structure in DeepLab v3+ [28], Zhu et al. [29] introduced a new parallel cross-form pyramid network for stereo matching, resulting in better results than PSMNet. In addition, the general 4D cost volume was reconstructed in GwcNet [30] by introducing group-wise correlation, which preserved better performance when reducing parameters compared with PSMNet.

2.2 Attention mechanism

The attention structure is an important composition of the computer vision networks, including semantic segmentation [31], person re-identification [32, 33], depth estimation [34] and attention-based stereo matching [35]. Specifically, SE-Net [25] aims to improve the representation ability by introducing attention vector along the channel dimension, and then aggregating the features as the channel-wise multiplication between input features and attention vector. The non-local [36] structure is used to separate the input feature into query, key and value features. The query and key are applied to get attention matrix, and then the output features are calculated by a matrix multiplication by using value features and attention matrix. There are also other variants of attention structure, such as the new designed asymmetric pyramid non-local structure proposed by Zhu et al. [37] to reduce the computation and memory consumption. Also, Zhang et al. has [38] introduced the non-local block into their network for image synthesis and achieved better performance than prior work. Although the design and applications are widely used, the inherent role of attention structure has been just to advance the information-meaningful features and suppress the weak clues. Besides, with respect to huge computation cost of non-local operation, the attention structure adopted in this paper is mostly similar to [25]. This paper aims to effectively obtain the information-rich features without introducing too much computational cost, and the channel attention structure is used to boost the performance of our network. Moreover, the attention structure is further extended for 4D features.

2.3 Encoder–decoder structure

The encoder–decoder structure has been applied to many computer vision tasks, including semantic [28, 39, 40], object detection [41, 42], and classification [43, 44]. Typically, the beginning encoder module gradually reduces the feature maps and acquires the deeper features, the next decoder gradually recovers the required spatial size, by using deconvolution. Ronneberger et al. [45] utilised the skip-connection to their encoder-decoder structure, which could enrich the segmentation performance with more details. Specially, for stereo matching, the Disp-Net [26] applied the up-convolution to feature maps and then concatenated the corresponding encoder clues in their pipeline, the results conserved both low-level features and high-level features. In EdgeStereo [21], the general decoder structure was replaced by using the new designed residual pyramid network with different scales. The HSM [46] computed the encoder features in a coarse-to-fine with 3D residual convolution and volumetric pyramid pooling, and gradually increased the output resolution. It could predict accurate disparity map with low latency. Different from these works, our network not only explores the power of U-Net for multi-scale features learning, but also strengthens it with new embedding.

In our network, no post-processing step is conducted. Meanwhile, the features representation is further improved by introducing additional multi-path attentive aggregation module with attention mechanism. Then, the 3D u-shaped encoder–decoder structure with 3D channel attention is used to regularise the extended cost volume. Finally, the soft-argmin [23] is applied directly to regress the sub-pixel estimation of disparity map.

3 Network architecture

The network consists of four parts: feature extraction, cost volume construction, cost regularisation and disparity prediction. ResNet blocks and MPA module are first used to extract the feature of the original input binocular picture to obtain the feature maps for the left and right views, respectively, and the size of both is 1/4H*1/4W*32 (H: input image's height, W: input image's width, 32: feature map's channel numbers). Then the left and right features are used to build 4D cost volume in cost volume construction section. After obtaining the cost volume, we use the stacked codec structure to regularise the 4D cost volume to filter out noise. At the last step, we first change the cost distribution into a probability distribution, then the weighted summation to get the final predicted disparity value. The structure is shown in Fig. 1. Each element of the networks illustrated in details as follows.

3.1 Feature extraction

Convolutional operation is used to get a deep representation of the next procedure once we have two stereo images. Firstly, three 3*3 convolutional filters with stride one are adopted to keep the initial image size. Following the layer, two residual blocks (3*3 kernel size with stride two) and next two residual blocks (3*3 kernel size with stride one) are utilised. As a result, the deep features with 1/4 size of the input images are obtained. Compared with SPP applied in existing methods [24, 30], the newly designed multi-path attention aggregation module brings better experimental results, as shown in Fig. 2. To sum up, the module offers mainly two advantages: multi-scale attentive features and bigger receptive field. More specifically, three parallel convolutional layers are used in the module. For the first parallel layer, three 3*3 convolutional filters with stride one are applied to the input features, then two 3*3 convolutional layers with stride one and one 3*3 convolutional layer with stride two are used to down-sample the features of the
are applied to select effective features and suppress useless features used for multi-scale feature extraction. Compared with applying so as to help the network to make better predictions without.

The attention module and supervised training receptive field. Thus, both deepening the depth of the network and increasing the width of the network can alleviate the problems in performing downsampled. Compared with the baseline network, we proposed, SPP can get more context information, but pooling size. Furthermore, the parallel features are concatenated together channel reduction ratio. Inspired by the inception network, increasing.
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Fig. 1 Whole architecture of MPA-Net. MPA-Net consists of four parts: feature extraction module, 4D cost volume construction, 4D cost regularisation module and disparity map regression

Fig. 2 Architecture of multi-path attention module (MPA). we first use four ResNet-blocks to extract the initial deep feature maps, and adopt the fourth Res-Block output to the MPA module. Then, we concatenate the output with the second Res-Block output

Fig. 3 Architecture of channel attention

half size. And then the input features of 1/4 in the third convolutional layer with one 3*3 convolutional layer with stride one and two 3*3 convolutional layers with stride two are performing downsampled. Compared with the baseline network, we proposed, SPP can get more context information, but pooling operation will lose more detailed information. In order to maintain detailed information, multiple downsampling of different sizes is used for multi-scale feature extraction. Compared with applying SPP module only, the EPE error rate on the scene flow data set is reduced by 12.5%. Inspired by the inception network, increasing width of network can improve the accuracy of prediction results, so we conduct multiple downsampling of different sizes in parallel to introduce multi-scale feature, which is called as ‘Multi-path’ in this paper. In addition, deepening the network depth can increase the receptive field. Thus, both deepening the depth of the network and increasing the width of the network can alleviate the problems in the binocular network. At the same time, inspired by the excellent function of attention mechanism in other computer vision tasks, a lightweight channel attention mechanism is introduced in the MPA module we proposed. The attention module and supervised training applied are used to select effective features and suppress useless features so as to help the network to make better predictions without increasing the parameters and amount of calculation. Then, the channel attention to each path and bilinear interpolation are used to up-sample the last two feature maps to the 1/4 of an input image size. Furthermore, the parallel features are concatenated together and 1*1 convolutional layer is used to reduce the channel numbers to 32. Finally, the second res-block features, fourth res-block features and multi-path attention are concatenated, followed one 1*1 convolutional layer to obtain feature maps of 32 channels. For attention module, the SE-channel attention [25] module is exploited to each up-sampled feature before concatenation. By using SE-channel attention module, the feature maps along channel dimension are recalibrated to boost the meaningful features and the weak clues can be suppressed. The structure of SE-Channel Attention is shown in Fig. 3. For any given feature I, the global information is firstly squeezed into a channel descriptor by using global average pooling. In general, the goal can be achieved by shrinking the spatial dimensions H*W of input, which is defined mathematically in the following equation:

\[ z_c = F_c(I_c) = \frac{1}{H \times W} \sum_{i} \sum_{j} I_c(i,j) \]  

Then, by making use of the information acquired from the squeeze step. The excitation operation can be defined as follows:

\[ c_c = F_c(z_c, W) = \sigma(g(z_c, W)) = \sigma(W_c \sigma(z_c)) \]  

where \( \delta \) is the ReLU function, \( \sigma \) is the sigmoid function, \( W_1 \in \mathbb{R}^{c \times c} \) and \( W_2 \in \mathbb{R}^{c \times c} \). Firstly, the fully connected layers \( W_1 \) with channel reduction ratio \( r \) (in this paper, \( r=2 \)) is applied to the initial squeezed features, a ReLU and then the channel-increasing layer using \( W_2 \). The excitation produces channel attenuation coefficients \( \alpha_c \in [0,1] \) at each channel with a sigmoid function. The final output of our attention block is acquired by using channel-wise multiplication between the attention coefficients and the initial input features \( I_c \), which is given as

\[ \tilde{I}_c = \alpha_c \cdot I_c \]  

3.2 Cost volume

Instead of using correlation operation in DispNet [26], EdgeStereo [21], the left and right extracted features are directly concatenated to form a 4D cost volume along every disparity based on [23, 24].
Given the left and right features $f_l$ and $f_r$, and then get the 4D cost volume along the maximum disparity $d$ is given as follows:

$$C_{cat}(d, x, y) = \text{Concat}\{f_l(x, y), f_r(x-d, y)\}$$  \hspace{1cm} (4)

where $(x, y)$ is the location of every pixel in the feature maps, $d \in [0, 192)$. The process how to form the 4D cost volume is illustrated in Fig. 4. The grey pixels will be abandoned and replaced with zero value in the source code. Inspired from the traditional methods [9], it is found that the absolute difference between two features also can be regarded as another way to measure the similarity. And another 4D cost volume can be formed by using disparity-level subtraction.

$$C_{abs}(d, x, y) = \text{Abs}\{f_l(x, y) - f_r(x-d, y)\}$$  \hspace{1cm} (5)

Moreover, the disparity-level subtraction is displayed in Fig. 4. Finally, we concatenate those two kinds of cost volume to form the final cost volume for the next section.

$$C_{cat}(d, x, y) = \text{Concat}\{C_{cat}(d, x, y), C_{abs}(d, x, y)\}$$  \hspace{1cm} (6)

### 3.3 Cost regularization

Once the initial 4D cost volume is getting, there is a lot of redundant information to be discarded, and the useful raw information to be extracted. For example, for the fixed disparity value, the pixels in the whole images are considered to have the identical depth, and obviously, those useless information and the useful information need to be filtered. Generally, the encoder-decoder structure is chosen to effectively extract the information in learning-based method. For the encoder and decoder, several convolutional layers will be used in the encoder module to reduce the spatial size and achieve deeper features, and the deconvolution is used in the decoder to recover the spatial information. However, this imperfect structure, especially for the decoder, may not successfully maintain the context details because of the separated design. Inspired from PSMNet [24], three u-shaped encoder-decoder structures with 3D channel attention are proposed to bridge the encoder features to the corresponding decoder features for cost regularisation. The 2D attention in the feature extraction is extended to the 4D cost features, named 3D attention, and two attention modules are same in their essence. Finally, the recalibrated features are obtained. As shown in Fig. 5, the features to the 1/4 of input size in our encoder module are down-sampled to get bigger receptive field and deeper features, and the 3D attention module proposed is applied to the low encoder features. Then the decoder features and their corresponding encoder features are concatenated before transiting to the next stage. The decoder feature maps are gradually up-sampled by 2 until the spatial size is recovered as input. Three different choices are provided for the encoder-decoder design of our experiment, (i) the encoder-decoder structure with attentive connection, as shown in Fig. 5, (ii) the attention gate is abandoned and the encoder is concatenated and fused to their corresponding decoder features, (iii) the connection is removed and just the convolutional layer and de-convolutional
layer are used as general encoder-decoder. Among the choices, the experimental results show that the first choice achieves the best performance.

3.4 Disparity estimation and loss function

After acquiring the regularised cost, the estimated disparity map is regressed from the meaningful cost. In this section, two convolutional layers are used to gradually reduce the channel number, and squeeze the 4D cost to 3D ($D^2H^4W^4$). Following [23], the same way, named soft-argmin, is used to regress more smooth sub-pixel disparity estimation. The estimated disparity $\hat{d}$ can be calculated as

$$\hat{d} = \sum_{d=0}^{D_{\text{max}}-1} d \cdot \sigma(-c_d)$$

where $c_d$ is the 3D cost feature map, $D_{\text{max}}$ is the maximum value of disparity (in this paper, $D_{\text{max}}$=192) and $\sigma(\cdot)$ is the sigmoid function. Because of our stacked structure, more than one output can be got from the encoder-decoder structure. In fact, there are three outputs from each last decoder layer for disparity estimation. Therefore, three disparity maps can be got in the training step. For the test step, the last disparity map is taken as the final result. We refer to [24], the loss function in the training step is listed as follows:

$$\text{Loss}(d, \hat{d}) = 0.5 \cdot L_1(d - \hat{d}) + 0.7 \cdot L_1(d - \hat{d}) + L_1(d - \hat{d})$$

where $\hat{d}_i$ is the $i$ stage disparity map output, $d$ is the ground-truth and $L_1$ denotes $L_1$ smooth loss, which is calculated as

$$L_1(x) = \frac{0.5 \cdot x^2}{|x| < 1}$$

4 Experiments

In this section, qualitative and quantitative experiments will be provided on three different data sets. In Section 4.1, the basic situation of the three different data sets, training and test metrics are described. In Section 4.2, ablation study on the Scene Flow data set [26] and KITTI 2015 data set [48] are performed to justify the module design choice and the influence made by the proposed mechanism. In Section 4.3, the results obtained from our network are compared with several state-of-the-art methods on the KITTI 2012 [49] and KITTI 2015 [48] benchmarks.

4.1 Data sets and metrics

We mainly use the following data with sets to train and test our network.

| Feature extraction | Cost volume | Cost regularisation | Evaluation metrics |
|--------------------|-------------|---------------------|--------------------|
| SPP                | MP          | MPA                 | Concat             | Substraction | Basic | ED   | ED-S | ED-A | EPE | >1px | >2px | >3px |
| ✓                  | ✓           | ✓                   | ✓                  | ✓            | ✓     | ✓    | ✓    | ✓    |     | ✓    | ✓    | ✓    |
| ✓                  | ✓           | ✓                   | ✓                  | ✓            | ✓     | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    |
| ✓                  | ✓           | ✓                   | ✓                  | ✓            | ✓     | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    |
| ✓                  | ✓           | ✓                   | ✓                  | ✓            | ✓     | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    |
| ✓                  | ✓           | ✓                   | ✓                  | ✓            | ✓     | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    |
| ✓                  | ✓           | ✓                   | ✓                  | ✓            | ✓     | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    |
| ✓                  | ✓           | ✓                   | ✓                  | ✓            | ✓     | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    | ✓    |

The test is on SceneFlow data set with ten epochs. 'MP' means MPA without attention. 'Concat' means 'disparity-level concatenation', 'Substraction' means 'disparity-level subtraction', 'Cost regu.' means 'Cost regularisation', 'ED' means 'encoder-decoder with skip-connection' and 'ED-A' means 'encoder-decoder module with attention structure'.

Table 1: Ablation study of MPA-Net

- SceneFlow: Scene Flow is a synthesised data set with 35,454 training image pairs and 4,370 testing image pairs. It has dense ground-truth disparity maps for both training and testing. The picture size is 540*960, and we take the disparity value less than 192 to train our network.
- KITTI 2012: KITTI 2012 is real-world data set with 194 stereo pairs with sparse ground-truth disparities for training and 195 stereo pairs without ground-truth. We evaluate our test result by submitting it to the KITTI 2012 benchmark website. The image size is 376*1240 and its valid disparity value is $D \in [0, 192]$.
- KITTI 2015: KITTI 2015 is another real-world data set acquired from a driving car. It contains 200 training stereo images with sparse ground-truth disparities and 200 testing stereo images without ground-truth. The image size is 375*1242 and its valid disparity value is $D \in [0, 192]$.

Implementation details: Our network is implemented by using PyTorch and Adam ($\beta_1=0.9; \beta_2=0.999$) to optimise it. Firstly, we train our network on Scene Flow data set with 256*512 input image size for totally 10 epochs. For the first five epochs, our learning rate is 0.01, and the learning rate of the next three epochs is 0.0005, and the last two is 0.0001. Next, we further fine-tune our network on KITTI 2012 and KITTI 2015 data sets. For KITTI 2012, we train the first 200 epochs with learning rate 0.001 and reduce to 0.0005 for next 100 epochs, the last 100 epochs we use 0.0001 as its learning-rate. For KITTI 2015, we take the same strategy as KITTI 2012. The batch-size is 4 for training on two GTX 1080 Ti GPUs.

Evaluation metrics: For Scene Flow data set, we usually use the end-point-error (EPE) as our evaluation metrics, which calculates the average Euclidean distance between estimated and ground-truth. To provide more convincing results, we also extend the EPE by introducing the percentage of disparities with EPE larger than $t$ pixels (> $t$ pixels). For KITTI 2015, if the disparity EPE is < $3$ pixels, we consider the disparity is correct. For KITTI 2012, the four different thresholds will be used to measure the erroneous pixels.

4.2 Ablation study of our network

In this section, we will verify each component of our network on Scene Flow data set, including multi-path attention aggregation module, the extended cost volume and the three different encoder-decoder structures. We train the network on the Scene Flow data set for 10 epochs and take the EPE, >1 pixel, >2 pixels and >3 pixels as our measure metrics. We follow the baseline setting in [24]. The whole ablation study results are shown in Table 1. Baseline: after 10 epochs training, we test the baseline network on the Scene Flow test data set and the EPE is 1.153. MP: by using the multi-path module, it improves EPE by 10.23%, it indicates that the multi-scale context information is important for improving the network performance. MPA: we notice that adding the attention improves the EPE to 1.009, > 1 px, showing that the attention mechanism is effective in our network for motivating meaningful features. Especially, it reduces the > 1 pixel error by nearly 2.64% and indicates it can be helpful to achieve more accurate disparity prediction. Cost volume: after extending the cost volume, as we
can see in Table 1, the result is pretty good with a 7.14% decrease in EPE and 6.84% decrease in > 1 pixel error. **Cost regularisation:** we first replace the basic structure with the stacked encoder-decoder (SED) structure, the EPE is significantly reduced from 0.937 to 0.885. We then use the skip-connection to connect the decoder with their corresponding encoder features, which bring 2.15% improvement for EPE. To further improve our encoder-decoder with advanced attention module, we use the SED with attentive (SED-A) skip-connection and get the final EPE of 0.854. Compared with basic network, our final network has 25.93% improvement in EPE, 22.63% improvement in > 1 pixel error, 24.97% improvement in > 2 pixel error and 26.67% improvement in > 3 pixel error.

To test the generality of our network for real-world scene, we divide the KITTI 2015 training data set into a training data set (80%) and a validation data set (20%). We then use the evaluation metrics as SceneFlow data set to do our further ablation study on the KITTI data set. The whole ablation study results are on KITTI 2015 validation data set, as shown in Table 2. We acquire the best performance when all the proposed modules are used in stereo matching network. The gradually reducing of error rate brought by each module indicates that our proposed modules and the unified stereo matching network still work for the real-world scene, though its ground-truth is sparse and limited [48]. Moreover, we point out that how the parameters and running time to evaluate the proposed modules affect the whole performance. By using MP module, we reduce the parameters while achieving a lower error rate. The attention mechanism (MPA) further improves the network performance without introducing too many parameters. The extended cost volume also helps to improve the performance. To further reduce the error rate, we use the SED structure to replace the basic design in our baseline network. At last, our final network achieves ~19.2% lower EPE than the baseline network while the parameters are basically the same. And the running time follows the same discipline.

Two examples are given to further verify the effectiveness of attention mechanism in our stereo matching network, as shown in Fig. 6. For MPA module, we first output the feature map without using attention module. Compared with the MPA (with attenuation), we can easily find that our MPA module yields more reasonable visual results than that of the MPA without attention. As shown in the red box, the MPA effectively focuses more attention on the car and the road signs that we need to be well estimated in the stereo matching task. For the cost regularisation section, we do the same as MAP. We achieve better visual results compared with the cost regularisation section without attention, obviously, and the section with attention is effective in suppressing the image noise and the display effect is getting closer to the input image. Moreover, we can further see the outline of the car and the road signs in the red box.

### 4.3 Benchmark results

In this section, we will compare our results with several existing state-of-the-art algorithms on KITTI 2012 and KITTI 2015 benchmarks to verify the universality of our network, especially for the real-world scene. To adopt our model on KITTI data set, we further fine-tuning the best model acquired from SceneFlow data set on KITTI training data set. The comparisons are shown in Tables 3 and 4, respectively. Table 3 shows the comparison on the KITTI 2012 benchmark. From the results, our network achieves the best performance in both non-occluded regions and all pixels. Compared with state-of-the-art algorithm [24], we improve the > 3 px Out-all pixels error from 1.89 to 1.83%. Meanwhile, even the SegStereo [22] uses the multi-task learning method that using additional semantic information, our network still leads to better results. Note that, our

| Feature extraction | Cost volume | Cost regularisation | KITTI2015 | Params, M | Time, s |
|-------------------|-------------|---------------------|-----------|----------|--------|
| SPP   | MP          | MPA                | Concat    | Substraction | Basic | ED     | ED-S | ED-A | EPE >1px | >2px | >3px |
| ✓     | ✓           | ✓                  | ✓         | ✓             | 0.863 | 17.048 | 5.77 | 3.204 | 9.02    | 0.656 |
| ✓     | ✓           | ✓                  | ✓         | ✓             | 0.789 | 16.969 | 5.66 | 3.158 | 6.79    | 0.370 |
| ✓     | ✓           | ✓                  | ✓         | ✓             | 0.743 | 16.557 | 4.958| 2.356 | 6.8     | 0.400 |
| ✓     | ✓           | ✓                  | ✓         | ✓             | 0.736 | 16.409 | 5.135| 2.308 | 6.09    | 0.365 |
| ✓     | ✓           | ✓                  | ✓         | ✓             | 0.714 | 15.318 | 4.651| 2.104 | 8.95    | 0.629 |
| ✓     | ✓           | ✓                  | ✓         | ✓             | 0.708 | 14.988 | 4.684| 2.16  | 9.59    | 0.705 |
| ✓     | ✓           | ✓                  | ✓         | ✓             | 0.697 | 14.302 | 4.434| 1.998 | 9.62    | 0.712 |

The evaluation metrics are the same as the ablation study on SceneFlow data set. In order to avoid the initial errors which are large in general, we statistic the last 100 epochs error rate and take the average value as final results. We further provide the information of the parameters and running time.

**Bold value indicates the lowest value in the listed indicators.**

![Visual results of proposed module with attention mechanism. The two rows of each example show the input image, the feature map of two modules output and their corresponding pseudo-colour map](image)
network is also efficient in running time, though our network has 9.62M parameters. We keep the lowest error rate among those published methods and keep not bad running time at the same time. Some visualisations on the KITTI 2012 test disparity maps of our network are shown in Fig. 7, which shows that our model outperforms the other existing methods, including PSM, HSM and SegStereo. Specifically, we all achieve the lowest error rate in the listed examples. As we can see in the first image of a red box, our network achieves smoother and more continuous prediction of the cars roof. The below red box of error map also proves this conclusion well, which has least error estimated pixels. In consequence, we all achieve the lowest error rate in the listed examples. As we can see in the first image of a red box, our network achieves smoother and more continuous prediction of the car's roof. The below red box of error map also proves this conclusion well, which has least error estimated pixels.

Table 3 KITTI 2012 test results on the benchmark

| Networks | >2 px | >3 px | >4 px | >5 px | Time, s |
|----------|-------|-------|-------|-------|---------|
| Noc      | All   | Noc   | All   | Noc   | All     |
| GCNet    | 2.71  | 3.46  | 1.77  | 2.30  | 1.36    |
| HSM-1.5x | [46]  | 2.65  | 3.32  | 1.53  | 1.99    |
| PSM      | 2.44  | 3.01  | 1.49  | 1.89  | 1.12    |
| PDSNet   | 3.82  | 4.65  | 2.93  | 2.53  | 1.38    |
| SegStereo| [22]  | 2.66  | 3.19  | 1.68  | 2.03    |
| ours     | 2.28  | 2.86  | 1.41  | 1.83  | 1.05    |

Bold value indicates the lowest value in the listed indicators.

Table 4 KITTI 2015 test results on the benchmark

| Networks | All | Noc-occluded | Time, s | D1-bg | D1-fg | D1-all | D1-bg | D1-fg | D1-all |
|----------|-----|--------------|---------|-------|-------|--------|-------|-------|--------|
| DispNetC | [26] | 4.32 | 4.41 | 4.34 | 4.11 | 3.72 | 4.05 | 0.06 |
| CRL      | [27] | 2.48 | 3.59 | 2.67 | 2.32 | 3.12 | 2.45 | 0.47 |
| GCNet    | [23] | 2.21 | 6.16 | 2.87 | 2.02 | 5.58 | 2.61 | 1.16 |
| HSM-1.5x | [46] | 1.95 | 3.93 | 2.28 | 1.76 | 3.55 | 2.06 | 0.085 |
| PSM      | [24] | 1.86 | 4.62 | 2.32 | 1.71 | 4.31 | 2.14 | 0.41 |
| PDSNet   | [50] | 2.29 | 4.05 | 2.58 | 2.09 | 3.68 | 2.36 | 0.5 |
| SegStereo| [22] | 1.88 | 4.07 | 2.25 | 1.76 | 3.70 | 2.08 | 0.6 |
| ours     | 1.78 | 4.95 | 2.22 | 1.57 | 4.58 | 2.06 | 0.86 |

Bold value indicates the lowest value in the listed indicators.

For KITTI 2015 data set, we also adopt the acquired best model in the SceneFlow and finetune the network on the KITTI 2015 data set for 400 epochs. The comparison of KITTI 2015 is shown in Table 4. We also achieve the best performance in background and all regions among the listing algorithms with the same training set. Some visualisations on the KITTI 2015 test disparity maps of our network are shown in Fig. 8. In the first example, our result gets a good trade-off between the accuracy and robustness. The SegStereo achieves the lowest error rate, however, as we can see in the whole image, the predicted disparity map is not good at all. It only predicts the regions that have ground-truth data and lose generality, especially for the traffic light in the red box, we cannot even recognise it as a traffic light, and we doubt that this network may be overfitting. Compared with PSM, our network achieves a lower error rate and performs better on reconstruction effect. Our error rate is a bit lower than that of the HSM, we both perform well in the prediction of traffic light. However, our network performs better than the HSM in terms of the car as shown in the red box of error map. Our network does not perform well about the fence in the distance as shown in the next red box, which harms our final result. In the second example, our network achieves the lowest error rate and rebuilds the street sign well compared with the listed algorithms.

5 Conclusion

In this paper, we propose a novel end-to-end network for stereo matching, named MPA-Net, with MPA, extended cost volume and SEDA-A three different useful modules. The MPA improves the features extraction by introducing multi-scale meaningful features. We extend the manner of cost volume construction by using the disparity-level subtraction and disparity-level concatenation. The SegStereo, we can find the distant scenes are miscalcuated, even though it has a low error rate, that is because the ground-truth of KITTI data set is acquired from Laserscanner and the disparity value is sparse and the range is limited. We suppose the SegStereo network relies too much on the labelled knowledge and could not produce a fine prediction in those regions without valid disparity value, such as the sky and things in the distance. For our network, it is robust enough to estimate those regions even without ground-truth data in the training stage. In the second example image, the state-of-the-art algorithm PSM still has difficulties in handling the just mentioned problem as it has wrong prediction of the sky. Compared with the rest networks, our network performs well in keeping the vehicle edge as shown in the red box of error map.

Fig. 7 Qualitative results on the KITTI 2012 test sets. The two rows of each example show the input image, the predicted disparity map of different algorithms and corresponding their error maps. The error map scales linearly between 0 (black) and >= 5 (white) pixels error and more white pixels indicates a higher error rate. The number of erroneous pixels at 2 pixels thresholds are provided below the error maps with Out-Noc and Out-All, respectively.
SED-A further regularises the cost volume, and achieves better performance than general encoder–decoder structures. Comparison to recent stereo matching algorithms on the KITTI benchmark has shown that our network can lead to better disparity map prediction results. In the future work, we will aim to refine this network and achieve real-time display.
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