Abstract—Mesh refinement is a fundamental step for accurate Multi-View Stereo. It modifies the geometry of an initial manifold mesh to minimize the photometric error induced in a set of camera pairs. This initial mesh is usually the output of volumetric 3D reconstruction based on min-cut over Delaunay Triangulations. Such methods produce a significant amount of non-manifold vertices, therefore they require a vertex split step to explicitly repair them. In this paper, we extend this method to preemptively fix the non-manifold vertices by reasoning directly on the Delaunay triangulation and avoid most vertex splits. The main contribution of this paper addresses the problem of choosing the camera pairs adopted by the refinement process. We treat the problem as a mesh labeling process, where each label corresponds to a camera pair. Differently from the state-of-the-art methods, which use each camera pair to refine all the visible parts of the mesh, we choose, for each facet, the best pair that enforces both the overall visibility and coverage. The refinement step is applied for each facet using only the camera pair selected. This facetwise refinement helps the process to be applied in the most evenly way possible.

I. INTRODUCTION

Recovering an accurate mesh representation of the world from a set of unordered images has been a long-standing issue in the Computer Vision community and goes under the name of Multi-View Stereo (MVS). City mapping, cultural heritage preservation, object digitalization are some of its well-known applications.

Fig. 1 illustrates the pipeline of a typical Multi-View Stereo system. After camera poses are extracted via Structure from Motion [35], [26], [19], MVS methods estimate a depth map for each image and fuse them into a 3D dense point cloud [27], [36], [28]. From the reconstructed 3D points and the camera-to-point visibility, the successive volumetric 3D reconstruction step generates a 3D model in the form of a triangular mesh. To obtain high accurate and scalable results, volumetric methods based on graph-cut over the Delaunay triangulation [12], [30] are usually preferred over their voxel-based counterparts [25], [6], [38]. The mesh created likely contains singular, i.e., non-manifold, vertices that are undesirable for further mesh processing and for the successive mesh refinement step.

In this paper, we propose to preemptively avoid generating most of the singular vertices, by adjusting the free-space/matter labeling resulting from the graph-cut algorithm on the Delaunay triangulation. This diminishes significantly the need for duplicating the non-manifold vertices, which is the usual procedure to hallucinate a manifold mesh.

The principal contribution of this paper focuses on mesh refinement, which is the last step of the MVS pipeline adopted to add details to the 3D model recovered by volumetric methods. Mesh refinement minimizes the photometric error induced by the 3D model among pairs of cameras. State-of-the-art approaches choose these pairs relying on just the visibility of Structure from Motion 3D points [33], [15]. Only in [24] the richer visibility information carried out by the initial mesh is partially exploited. In both cases, they use each pair to refine the whole visible part of the mesh giving the same relevance to all the cameras. Indeed, they pair each camera with at least one other, even if the camera carries redundant or poor information. In this paper, we explicitly choose to refine each facet of the mesh with a specific pair of cameras. This addresses the problem of maximizing the surface coverage and its visibility and improving the accuracy of the refinement process. As a side effect, this method diminishes the rendering complexity.

II. RELATED WORKS

In this section, we give a brief overview of the two steps covered in this paper, i.e., volumetric 3D reconstruction and mesh refinement.

Volumetric 3D reconstruction is the most popular and effective approach to recover the 3D mesh of a scene. The idea is to leverage ray visibility information to understand which part of the scene is free-space and which part is matter. A successful class of volumetric methods [25], [6], [38] rely on voxel-based partitioning of the space. This approach leads to high-quality results but often suffers scalability issues. Moreover, to produce a surface mesh out of the volumetric representation, they apply the marching cubes algorithm [17] or Poisson Reconstruction [11] that generally outputs oversmoothed models, not capturing fine details of the scene.

On the other hand, several volumetric methods are based on Delaunay triangulation [12], [30], [23], [22]. Differently from the voxel-based, they are inherently more scalable, since Delaunay triangulation adapts its density according to the point cloud. Moreover, after the visibility is fused into the volume, no further meshing step is needed, indeed, the triangular mesh in output is simply the boundary between free and matter tetrahedra. Various approaches have been developed to define such free/matter partitioning. The simplest method initializes all the space as matter and marks as free-space each tetrahedron intersected by the camera-to-point rays [18]. More advanced methods [14], [16], [23] rely on region growing to explicitly...
enforces the 2-manifold property, while incrementally creating the mesh. When an incremental reconstruction and the 2-manifold property are not needed but robust and accurate meshes from a very dense point cloud are required, graph-cut-based methods represent a more effective alternative [12], [33], [30]. In this case, the nodes of the graph correspond to tetrahedra and the edges to facets, i.e. they encode the adjacency of the triangulation. By defining a convenient energy function over this graph, it is possible to extract the surface as the set of facets that corresponds to the minimum cut.

To improve the reconstructed model, the final step of the MVS pipeline is mesh refinement. Early mesh refinement minimizes a photometric energy function defined over implicit surface representation [10], [20], [37]. More recent and effective methods directly evolve the surface to minimize the photometric error induced by the reprojection of an image to a reference image through the 3D model. One of the most successful approaches was proposed by Vu et al. [33]. This method has also been extended to exploit semantics [1], [21] or optimized with adaptive resolution [15].

### A. Mesh Refinement

In this Section, we give a brief overview of the mesh refinement problem formulated in [20] then extend in [33] for more in-depth analysis and more explanatory figures we refer the reader to these papers. Note that this summary partially overlaps with those presented in a previous work [24] describing the same background concepts.

Given a set of images and an initial mesh, the idea is to minimize the energy \( E = E_{\text{photo}} + E_{\text{smooth}} \).

The energy \( E_{\text{photo}} \) is related to the photometric error induced by the model:

\[
E_{\text{photo}} = E(S) = \sum_{i,j} \int_{\Omega_{ij}} err_{ij}(x) dx = \sum_{i,j} E_{ij}^{master}(x),
\]

where \( S \) is a generic 2D surface embedded in 3D, \( err_{ij}(x) \) represents the photometric error between the patch around the projection of the 3D point \( x \in S \) in \( I \) and \( I^S_{ij} \). In our case, the error function is the negative ZNCC of the 5x5 pixels neighborhood. \( I^S_{ij} \) represents the reprojection of the image from the \( j \)-th camera onto camera \( i \), i.e., image \( I \), through the surface \( S \), and \( \Omega_{ij} \) is the image region where the reprojection is defined.

Since the surface \( S \) is a mesh model, we compute the discrete gradient of \( E_{\text{photo}} \) with respect to the vertex \( V \in S \):

\[
\frac{dE(S)}{dV} = \int_S \phi_V(x) \nabla E(S) dx = \int_S \phi_V(x) \sum_{i,j} \nabla E_{ij}^{master}(x) dx.
\]

where \( \phi_V(x) \) is the barycentric coordinate of a 3D point \( x \) belonging to the triangle with vertex \( V \) of the surface \( S \). It is possible to integrate the energy more easily over the image by changing the variable of integration with \( dx_i = -\frac{\bar{n}^i}{d_i} dx/z_i \) (see [20]), where \( \bar{n}^i \) is the normal at \( x \) pointing outward \( S \), \( x_i \) the projection of \( x \) into the image \( I \), \( d_i \) is the vector from camera \( i \) to \( x \), \( z_i \) is the depth of \( x \) in camera \( i \). So we obtain

\[
\frac{dE(S)}{dV} = \sum_{i,j} \int_{\Omega_{ij}} \phi_V(x) \nabla E_{ij}^{master}(x) \frac{z_i^3}{\bar{n}^i} d_i dx_i.
\]

The mesh refinement algorithm therefore collects, for each vertex, the gradient contributions computed for each point of the adjacent triangles, weighted by their barycentric coordinates. Then, to minimize the energy term \( E_{\text{smooth}} \), the evolution is complemented by applying the umbrella operator [34]. It approximates the Laplace-Beltrami operator by moving each vertex in the mean position of its neighbors.

One of the open challenges in mesh refinement is how to choose conveniently the camera pairs \((i,j)\) that we are going to compare to compute the photometric error. Often classical Multi-View Stereo methods [30], [33], [32] leverage 3D points correspondences estimated by the Structure from Motion. Therefore, for each \( i \), the camera \( j \) with the highest number of common 3D points with a reasonable parallax (e.g.,
in [30] between 10° and 30°) is selected. Recently, Romanoni and Matteucci [24] proposed to exploit the knowledge of the model to compute an energy term that considers image overlap, parallax, symmetry, and coverage to evaluate, for each camera \( i \) the best \( j \) to be compared to.

A relevant limitation of these approaches is that, once the subset of camera pairs is selected they give essentially the same relevance to all of them. In this paper instead, we change the perspective. We apply a facetwise refinement, \( i.e. \) the contribution of each facet to Eq. (3) is computed using only the camera pair providing the best visibility.

**B. 2-manifold property**

The manifold property is necessary to apply coherently both the mesh refinement and other Computer Graphics algorithms, which improve the quality of the model. A mesh is manifold if every vertex \( v \), its neighboring vertices are homeomorphic to a disk, \( i.e. \) they form a single unique cycle around the \( v \). The vertices breaking the manifold property are named singular vertices.

In Fig. 2 we show the importance of the manifold property for mesh refinement. In the left, the vertex \( v \) is singular, Equation (3) for the vertex \( v \) sums up the gradient contribution carried by the triangles \( T_1, T_2, T_3 \) and \( T_4 \) (Fig. 2(b)); since the corresponding normals have very different directions, these contributions and the resulting vector flows contain contradictory information. On the right, instead, the vertices are manifold and the gradients collected in \( v_1 \) and \( v_2 \) (Fig. 2(d)) lead to a coherent mesh evolution.

**III. SYSTEM OVERVIEW**

The proposed pipeline takes as input a set of RGB images and produces an accurate 3D model mesh of the scene. All the steps involved do not require any human intervention especially thanks to the meshing step which outputs a 2-manifold mesh.

We adopted COLMAP [26, 27] to estimate the camera poses (Structure from Motion), to generate the depth-maps and normal-maps corresponding to each RGB image and to fuse those outputs into a single point cloud keeping the mutual coherence of the depth and normal estimates across the views. From the extracted point cloud we generate a manifold mesh with our extension of the graph-cut meshing step proposed by Labatut et al. [12] that ensures the surface to be 2-manifold.

Finally, we exploit facet visibility to define the set of cameras that we successively use for the last mesh refinement step.

**IV. 2-MANIFOLD MESHING**

To reconstruct the 3D model that is refined in the next step of the pipeline, we extend the method proposed by Labatut et al. [12]. From the set of 3D points extracted after depth map fusion and their respective visibility rays from the cameras, as in [12], we first compute their 3D Delaunay Triangulation. They create a graph with a node corresponding to each tetrahedron and an edge corresponding to each face connecting adjacent tetrahedra. For each camera-point visibility ray, the tetrahedron where the camera is located is connected to the source node with an edge of weight \( \alpha \). The weight of the edges corresponding to the intersected facets are increased by \( \alpha \sigma (1 - e^{-d/2\sigma}) \), where \( d \) is the distance between the facet and the 3D point and \( \sigma \) is the 25th percentile of all the edges inside the triangulation. Finally, the tetrahedron behind the 3D point and with a distance of \( 3\sigma \) is connected to the sink node. In addition to this visibility voting scheme, they also add a prior about the surface quality that favors smooth surfaces.

Successively the graph cut algorithm looks for the minimum cut and labels the tetrahedra either free-space and matter. In Labatut et al. [12] the boundary between the two sets is the final mesh. However, such mesh usually contains a significant number of non-manifold vertices.

Lhuiller [13] extends the definition of manifold surface to the case in which the triangular mesh is the boundary \( \delta F \) between two disjoint sets of tetrahedra \( F \) and \( M \) (free-space and matter), as the output of Labatut’s min-graph cut algorithm. Let \( T_v \) be the set of tetrahedra incident to a vertex \( v \in \delta F \) of the mesh. \( T_v \) can be split in connected components belonging to either \( M \) or \( F \). Fig. 3 illustrates three components in \( M \) and implies that the other tetrahedra are free, therefore in the example \( F \) is one single component. According to Theorem 3 in [13], \( v \) is singular iff the number of connected components is three or more (as in Fig. 3(a)).

Therefore, for each vertex \( v \in \delta F \) let us split the set of incident tetrahedra in two subsets of connected components: \( CC^F_v = \{ CC^F_1, \ldots, CC^F_k \} \) belong to \( F \) and \( CC^M_v = \{ CC^M_1, \ldots, CC^M_L \} \) belong to \( M \). In case of \( |CC^F_v| + |CC^M_v| > 2 \) the vertex is singular.

![Fig. 2. Surface evolution of non manifold (a-b) and manifold (c-d) vertices.](image-url)
To preemptively avoid as many non-manifold vertices as possible, for each singular vertex we try to remove the source of non-manifoldness with the following iterative procedure (Fig. 4). First, we collect all the singular vertices according to the definition above (Fig. 5). Then, for each singular vertices we (i) compute the connected components of matter incident to \( v \), set all tetrahedra to free space except to those belonging to the component with the highest cardinality (as the green one in Fig. 2(b) that turns into free-space in Fig. 2(c)). Then, do the same for the connected components of free space. (ii) update the list of singular vertices. (iii) compute the connected components of matter incident to \( v \) and split at the centroid each tetrahedron except to those belonging to the component with the highest cardinality. Then, do the same for the connected components of free space. Finally, repeat update the singular vertices list and redo (i); the tetrahedron splits in (iii) help escaping local minima. The pseudocode of this procedure is in (Fig. 6).

This process usually diminishes dramatically the singular vertices of the mesh extracted from the Delaunay Triangulation. However, sometimes it gets stuck in local minima. For this reason, we eventually split the few remaining singular vertices.

V. FACETWISE MESH REFINEMENT

After the initial mesh is extracted by the previous volumetric method, the next step of the MVS pipeline is mesh refinement. Now, we describe the main contribution of the paper, i.e. how we choose the camera pairs to compute the photo-metric error of each triangle in the Equation (3).

Given the cameras \( c_1, \ldots, c_N \), let’s now consider the set \( \mathcal{L} = \{(c_0,c_1), (c_0,c_2), \ldots, (c_N,c_{N-1})\} \) of all possible camera pairs that can be adopted to refine the surface mesh \( \mathcal{S} \). This set grows quadratically with the number of cameras. To make the facetwise camera selection process computationally affordable, we select a subset \( \mathcal{L}^{\text{impl}} \subset \mathcal{L} \) such that each camera is paired with two others cameras that share the highest number of reconstructed 3D points (according to the visibility from the depth map fusion). Note that selecting such pairs of cameras is computationally cheap.

The key idea of our method is to further restrict the set of pairs \( \mathcal{L}^{\text{impl}} \) to a subset that is limited but, at the same time, provides evenly distributed facet coverage, i.e., such that as many as possible facets are covered by a similar amount of camera pairs. This makes the refinement process spatially coherent, it avoids accumulating too much gradient in some regions (that minimize the term \( E_{\text{photo}} \) and avoids leaving some region of the surfaces unseen.

Fig. 7 illustrates the difference between the classical approach (Fig. 7(a)) and the proposed method (Fig. 7(b)). The former simply use the \((i,j)\) camera pairs (colored arrows in Fig. 7(a)) to compute the gradient contribution of Equation (3) for the whole visible mesh. In our case, i.e., the latter, we choose...
Input: \( \text{listSingular} \) list of singular vertices, \( \text{SPLIT} \) True to apply tetrahedra splitting, \( < T, V > 3D \) Delaunay Triangulation

\begin{verbatim}
procedure SINGULAR_VERTEX_FIXING
for \( v \) in \text{listSingular} \ do
    if isSingular(\( v \)) then
        \( \text{CC}_v^M \leftarrow \text{MatterConnectedComponents}(T,v) \)
        sort_ascending_cardinality(\( \text{CC}_v^M \))
        //Set to free all but the CC with most tetrahedra
        for \( i = 0 \) to |\( \text{CC}_v^M \)|-1 \ do
            for \( \Delta \) in \( \text{CC}_v^M[i] \) \ do
                if SPLIT then
                    CentroidSplit(\( \Delta \))
                else
                    \( \Delta \).setFree
        \( \text{CC}_v^F \leftarrow \text{FreeConnectedComponents}(T,v) \)
        sort_ascending_cardinality(\( \text{CC}_v^F \))
        //Set to matter all but the CC with most tetrahedra
        for \( i = 0 \) to |\( \text{CC}_v^F \)|-1 \ do
            for \( \Delta \) in \( \text{CC}_v^F[i] \) \ do
                if SPLIT then
                    CentroidSplit(\( \Delta \))
                else
                    \( \Delta \).setMatter
    end procedure
\end{verbatim}

Fig. 6. Singular Vertex Fixing. CentroidSplit is described in the text.

the pair of cameras we use to compute the gradients for each mesh facet. For the sake of clarity, the figure shows an example of a planar surface, but our method is tailored to solve the camera selection issue especially in the presence of uneven surfaces. In these cases, if using pairs of cameras defined a priori, as in the classical methods, we cannot explicitly handle the local irregularity of the facet’s orientations, and their possibly problematic visibility. This problem is addressed by our method, instead, that lets each facet choose the best two cameras for its refinement, according to its visibility information.

The problem of choosing the best set of camera pairs for each facet, can be formulated as a facet labeling. The algorithm looks for the most convenient labeling of the mesh facets according to visibility and spatial smoothness through a Markov Random Field. The label selected by this method eventually defines the camera pair we will use to refine the corresponding facet. In the following we treat symmetric pairs \( (c_i, c_j) \) and \( (c_j, c_i) \) as equivalent.

First, we collect the visibility of each vertex, defined according to the output of the depth-map fusion algorithm. In the following, \( v_i \) is the set of cameras in which a vertex \( v \) is visible. For each triangular facet \( f \) with vertices \( v_0, v_1 \) and \( v_2 \), we collect the list of visibility \( \nu_f = \{ \nu_{v_0}, \nu_{v_1}, \nu_{v_2} \} \), which is the list of cameras viewing the facet vertices (maintaining the repetitions).

We define the energy of a labeling function \( l(f) \) that maps each facet \( f \) to a \( l_{ij} = (c_i, c_j) \) as:

\[
E(l) = -\sum_{f \in F} \log (\phi(l(f), 0) - \sum_{(f,g) \in A} \log (\varphi(l(f), l(g))) \quad (4)
\]

where \( F \) is the set of the facets and \( A \) is the set of adjacent facets. \( \phi \) and \( \varphi \) are the unary and pairwise potentials of the corresponding Markov Random Field.

Given the list of visibility \( \nu_f \) and a label \( l(f) \) defining a pair of cameras \( (c_A, c_B) \), let us call \( O_f \) as the number of occurrences of the camera \( c_A \) plus the occurrences of camera \( c_B \) in \( \nu_f \). If one of the two cameras does not appear in \( \nu_f \) we set \( O_f = 0 \). Then, we choose

\[
\phi(l(f)) = \begin{cases} O_f / (2|\nu_f|), & \text{if } l(f) \in \text{L}_{\text{simpl}}^\text{eq} \\ 0.5 \cdot \min_f \left\{ \frac{O_f}{|\nu_f|} \right\}, & \text{if } l(f) \notin \text{L}_{\text{simpl}}^\text{eq} \end{cases}
\]

Indeed, if the cameras \( c_A \) and \( c_B \) appears frequently in the visibility list, without being filtered out in the depth fusion step, then it is likely that the quality of the facet visibility from those camera is high. As a consequence, an effective gradient contribution can be computed. In very rare cases \( \nu_f = \emptyset \), i.e. \( f \) is only visible by cameras not in \( \text{L}_{\text{simpl}}^\text{eq} \), then we fix \( \phi(l(f)) = 5 \cdot 10^{-6} \) to avoid issues during the MRF optimization.

The pairwise \( \varphi \) is instead a Potts function enforcing a smooth labeling, where \( \varphi(l(f), l(g)) = 0.9 \) if \( l(f) \neq l(g) \) and \( \varphi(l(f), l(g)) = 0.1 \) otherwise.

The initial label \( l(f) \) of each facet is given by \( \bar{l}(f) = \text{argmin} \{ \phi(l(f)) \} \). In case two labels get the same score we choose the one with the camera with lowest index.

Once the energy function \( E \) is minimized, we obtain a lookup table that connects the facets and the corresponding pairs of cameras. We then proceed with the actual refinement process. For each pair of cameras \( (c_i, c_j) \in \text{L}_{\text{simpl}}^\text{eq} \) we compute the gradient contribution \( \nabla E_{ij}^{\text{eq}}(x) \) in Eq. (3) carried just by the facets labeled as \( l_{ij} \). Differently from the state-of-the-art, which computes the gradient for all the facets, we refine each facet using only the pair of cameras providing the best visibility.

A. Implementation details

We implemented the refinement process with C++ and OpenGL. We use GLSL to compute the gradient contributions in the shaders, and we exploit shadow mapping to efficiently compute the mesh visibility. In our implementation, we adopted the occlusion masking proposed in [24].

The current software implements the proposed camera pairs selection step but, being still under development, it still relies upon the classical mesh refinement OpenGL infrastructure therefore it does not exploit fully the significant speed-up that choosing a single pair of cameras for each facet can bring. Indeed, for each camera pairs, it is sufficient to activate and render the corresponding facets instead of the entire mesh.

In the following, we provide a brief complexity analysis of the rendering process, since it is the most demanding part of the algorithm. We marginalize out the gradients collection step is common and essentially equals in the classic and
the proposed solutions. With the classical approach, given that for each of the $N$ cameras we select $K$ cameras to compare with, and given that the mesh has $F$ number of facets, we render each visible facet for each pair of cameras so $O(N \cdot K \cdot F) = O(N \cdot F)$. In our case, each facet is rendered just for the camera pair selected and so the rendering stage is $O(F \cdot K) = O(F)$.

### VI. EXPERIMENTS

To evaluate the effectiveness of our approach we applied our pipeline in the same 12 sequences of the DTU dataset [9], as in [15] and [24], since these are the closest and most recent methods. In particular they choose the sequences 4, 6, 15, 18, 24, 36, 63, 106, 110, 114, 118, 122. The first seven sequences consist of 49 images, the remaining by 64 images. In both cases the image resolution is 1600x1200px. We adopted COLMAP [26], [27] to compute the camera calibration, the dense map, and their fusion into a dense 3D point cloud. We adopted the procedure described in Section V to extract a manifold mesh which is refined according to Section V.

In Table I we compare the result of the proposed approach (last column) with some of the state-of-the-art and reference methods for 3D mesh reconstruction. We followed the methodology described in [9] to compute accuracy and completeness, expressed in mm. Our method outperforms all the others in all the metrics except for completeness where the method of Campbell et al. [2] is better. This table shows that the initial manifold mesh we estimated provides a good initialization, however, the refinement can significantly improve its quality. The facetwise refinement improves the quality of the refinement process: having the gradient contributions computed at each facet from the best pair of camera helps to evolve the surface evenly through gradient descent.

In Table I we also demonstrate the importance of both steps proposed in this paper. Using just vertex splitting to fix the non-manifoldness (column w/o manif) produces inconsistencies about the mesh visibility that lead to a higher error than our method. Moreover, our facetwise mesh refinement achieves better performance than the classic method (w/facet column) that refines the entire mesh for each camera pairs similar to [33], [15]. In Table I we further assess the effects of the preemptive singular vertex removal on the final model. Using the proposed approach leads us to reduce on average 90% of the singular vertices appearing after the meshing step. Fig. 8 illustrates how refinement without the proposed approach can lead to artifacts. Finally, Fig. 9 shows the reconstructed meshes of the DTU sequences.

Table II illustrate the results of our method on the EPFL dataset [29]. We follow the evaluation procedure in [7], i.e. we show the amount of L1 depth errors below 2cm and 10 cm over the total number of valid ground-truth depths. In the comparison, we list the methods reported in [27]. Most of them focus only on depth map estimation neglecting the fusion and meshing steps that can introduce errors. Nevertheless, our method is among the top-performing methods.

### VII. CONCLUSIONS

In this paper, we proposed a Multi-View Stereo pipeline to reconstruct accurate mesh models out of a set of images. We focus on mesh refinement, which is the last step of the pipeline and is relevant to achieve high accuracy reconstructions. The first contribution is an extension of one of the widespread meshing steps so to preemptively avoid that singular vertices occur (the average drop is 90%). In this way, we obtain a manifold mesh more easily, diminishing the number of post-processing vertices splits that often cause small artifacts on the surface after refinement. As a second contribution, we reformulate the refinement approach that usually adopts multiple hypotheses to improve depth-maps for multi-view stereo, "Semantically informed multiview surface refinement," International Journal of Computer Vision, 2017.
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