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Abstract. In this paper we propose coupling conditions for a kinetic two velocity model for vehicular traffic on networks. These conditions are based on the consideration of the free space on the respective roads. The macroscopic limit of the kinetic relaxation system is a classical scalar conservation law for traffic flow. Similar to the asymptotic limit of boundary value problems for kinetic models, we consider here the limit of the full network problem including the coupling conditions at the nodes. An asymptotic analysis of the interface layers at the nodes and a matching procedure using half-Riemann problems for the limit conservation law are used to derive coupling conditions for classical macroscopic traffic models on the network from the kinetic ones.

1. Introduction. Modeling and simulation of traffic flow on road networks, has been investigated intensively using hyperbolic partial differential equations. Different models have been used, ranging from scalar conservation laws like the Lighthill Whitham Richards model, through models using system of conservation laws, to kinetic descriptions of the flow. Derivations of these models from the underlying models in such hierarchies have been discussed as well. See, [1, 2, 7, 24, 19, 20, 30, 31, 36, 37] for a non-exhaustive list of references. To obtain a model for the dynamics on the full network, all these models have to be supplemented with coupling conditions at the nodes of the network. Coupling conditions for scalar conservation laws and systems of conservation laws on networks have been discussed in many papers, see, for example, [17, 13, 29, 22, 32, 14, 15, 16, 21]. Kinetic equations on networks have been considered, for example in [25, 12]. The present work aims at giving a derivation of a network model, based on a scalar conservation law with coupling conditions at the nodes, from an underlying kinetic or relaxation model with suitable coupling conditions at the nodes.

To explain the general procedure in more detail, we consider a scaled kinetic problem or a general relaxation equation in 1D involving a scaling parameter $\epsilon$, which converges for $\epsilon \to 0$ to an associated scalar conservation law for traffic flow. If such equations are considered on a network, it is sufficient to study a single coupling point or node, where coupling conditions are required. Suitable coupling conditions have to be imposed for the kinetic problem at each node, see e.g. [12]. If on the network $\epsilon$ is send to zero, boundary layers at the junctions can arise. To consider the limit $\epsilon \to 0$ of the kinetic problem on the network, one has to proceed similarly as in the case of kinetic boundary value problems, where a complete picture of the convergence is only obtained, once so called boundary- and initial layers are investigated. We refer to [5, 6, 23, 38] for such a procedure in the case of kinetic equations and to [11, 39, 33, 40] for the case of hyperbolic relaxation systems. However, the consideration of the kinetic layers alone is not sufficient to solve the coupling problem as waves can emerge from the junction: the kinetic half space problems have to be coupled to half Riemann problems for the macroscopic equation, as outlined in [9].

Such a procedure to derive coupling conditions for macroscopic equations from the underlying kinetic ones has been discussed for linear systems in [10] using an asymptotic analysis of the situation near the nodes. Using a detailed analysis of the
kinetic boundary layers at a node, coupling conditions for the macroscopic equations have been derived from kinetic coupling conditions in a simplified, but nonlinear case in [9].

In the present work, we consider the case of a basic nonlinear kinetic traffic flow equation on a network with a small parameter \( \epsilon \). We propose coupling conditions for this model and derive classical coupling conditions for nonlinear scalar traffic equations in the limit \( \epsilon \) going to 0. The investigation in this paper is restricted to the case of nodes with three edges with two ingoing and one outgoing road, i.e. a node where two lanes merge into one lane. The case of diverging lanes will be discussed in a subsequent publication [11].

The paper is organized in the following way. In section 2 we present the kinetic traffic relaxation model, compare [8], and the associated scalar conservation law. In section 3 coupling conditions for the kinetic relaxation model based on the available free space for cars entering a junction are discussed. In section 4 kinetic boundary layers are investigated, as well as the combination of the layer solutions with suitable Riemann solvers. This leads to boundary conditions for the scalar traffic equations depending on the kinetic boundary condition. Then, the derivation of coupling conditions for the scalar hyperbolic limit problem from the kinetic coupling conditions is discussed. Explicit coupling conditions for the macroscopic equation based on the kinetic coupling conditions are derived in section 5. The derivation shows that a classical merge condition for a nonlinear scalar conservation law can be interpreted on the kinetic level as a combination of the balance of fluxes and the equality of densities on all roads. Finally, the solutions of the macroscopic equations on the network are compared numerically to the full solutions of the kinetic equation on the network in section 6.

2. Kinetic and macroscopic traffic equations. We consider a minimal kinetic discrete velocity model [8] with two velocities \( v_0 = 0 \) and \( v_1 = 1 \). \( f_0 \) represents the density of stopped cars, while \( f_1 \) is the density of driving cars. We define the total density of cars as \( \rho = f_0 + f_1 \in [0,1] \) and the mean flux as \( q = v_0 f_0 + v_1 f_1 = f_1 \). Reversely we obtain

\[
\begin{align*}
  f_0 &= \rho - q, \\
  f_1 &= q .
\end{align*}
\]

The discrete velocity model is given by the following equations, see [8]

\[
\begin{align*}
  \partial_t f_0 &- \frac{1}{1-\rho} f_1 \partial_x f_0 = -\frac{1}{\epsilon} (f_0 - \rho + F(\rho)) \\
  \partial_t f_1 + \partial_x f_1 + \frac{1}{1-\rho} f_1 \partial_x f_0 &= -\frac{1}{\epsilon} (f_1 - F(\rho)) ,
\end{align*}
\]  

(2.1)

where \( F = F(\rho) \) is a given traffic density-flow function or fundamental diagram, i.e. a smooth function \( F : [0,1] \rightarrow [0,1] \) with \( F(0) = 0 = F(1) \) and \( F'(\rho) \leq 1 \) with graph in the triangle \( 0 \leq \rho \leq 1, 0 \leq q \leq \rho \). In the following we restrict ourselves to strictly concave fundamental diagrams \( F \) and denote the point, where the maximum of \( F \) is attained at the point \( \rho^* \) and the maximal value is \( F(\rho^*) = \sigma \).

The two eigenvalues corresponding to (2.1) are \( \lambda_1 = -\frac{\sigma}{1-\rho} \leq 0 < \lambda_2 = 1 \). The respective eigenvectors are \( r_1 = (1, \lambda_1)^T, r_2 = (1, 1) \). A straightforward computation shows that the \( r_1 \)- and the \( r_2 \)-field are both linearly degenerate. The integral curves (and shock curves) of the hyperbolic system are given by \( q = q_\ell \frac{1-\rho}{1-\rho_\ell} \) for the 1-field
and by $q = \rho - \rho R + q^R$ for the 2-field. The region $0 \leq \rho \leq 1, 0 \leq q \leq \rho$ is an invariant region for the kinetic equations. We refer to [8] for details.

We note that the equations can be rewritten in conservative form choosing the variable $Z = \frac{q}{1 - \rho + q}$. Rewriting (2.1) we obtain

$$\begin{align*}
\partial_t \rho + \partial_x q &= 0 \\
\partial_t Z + \partial_x Z &= -\frac{(1 - Z)}{\epsilon(1 - \rho)} (q - F(\rho))
\end{align*}$$

(2.2)

with $q = \frac{Z}{1 - Z}(1 - \rho)$. A Riemann invariant of the second characteristic family is

$$w = \rho - q = f_0 \in [0, 1] .$$

A Riemann invariant of the first characteristic family is

$$Z = \frac{q}{1 - q + \rho} = \frac{q}{1 - w} = \frac{f_1}{1 - f_0} \in [0, 1] .$$

We have $0 \leq Z \leq \rho$ and the fundamental diagram $Z(\rho) = \frac{F(\rho)}{1 - \rho + F(\rho)}$.

We interpret $1 - w$ as the free space available or the maximal possible number of driving cars. $Z$ can be understood as the ratio between the actual number of driving cars and the maximal possible number of driving cars.

Equation (2.1) can be also expressed in macroscopic variables $\rho, q$ as

$$\begin{align*}
\partial_t \rho + \partial_x q &= 0 \\
\partial_t q + \frac{q}{1 - \rho} \partial_x \rho + \frac{(1 - q)}{1 - \rho} \partial_x q &= -\frac{1}{\epsilon} (q - F(\rho)) 
\end{align*}$$

(2.3)

Concerning the convergence of its solutions towards the solutions of the scalar conservation law $\partial_t \rho + \partial_x F(\rho) = 0$ as $\epsilon$ tends to 0 the subcharacteristic condition has to be satisfied [33]. Setting $q = F(\rho)$ in the formula for the eigenvalues, the subcharacteristic condition states

$$-\frac{F(\rho)}{1 - \rho} \leq F'(\rho) \leq 1 \quad \text{for} \quad 0 \leq \rho \leq 1 .$$

**Remark 1.** The condition is fulfilled for strictly concave fundamental diagrams $F$. For example, in the classical LWR case with $F(\rho) = \rho(1 - \rho)$ and $F'(\rho) = 1 - 2\rho$ the above condition is

$$-\rho \leq 1 - 2\rho \leq 1 \quad \text{for} \quad 0 \leq \rho \leq 1 ,$$

which is obviously satisfied.

Finally we equip the kinetic problem (2.1) with boundary conditions. At the left boundary at $x = x_L$ we have to prescribe a value for the 2-Riemann invariant $Z(x_L) = \frac{q(x_L)}{1 - \rho(x_L) + q(x_L)} = \frac{f_1(x_L)}{1 - f_0(x_L)}$ and for the right boundary $x = x_R$ the 1-Riemann invariant $w(x_R) = f_0(x_R)$. Note that the first eigenvalue is always non-positive and the second is constant, thus, the number of boundary conditions is fixed.

A procedure to derive boundary conditions for the macroscopic equations from the kinetic ones is explained in section [4].
3. Kinetic Coupling conditions. In this section we propose coupling conditions for the kinetic two-velocity model (2.1). They will be used to derive coupling conditions for the macroscopic equations in section 5. We restrict ourselves here to the case of a junction with two ingoing and one outgoing lane, i.e. a junction with two merging lanes as shown in Figure 3.1. The case of diverging lanes will be treated in a subsequent paper. As on each road there is exactly one outgoing characteristic family, we have to provide three conditions at a junction connecting three roads. In any case the conservation of mass will be imposed, i.e. all cars entering a junction via one of the incoming roads will exit on the outgoing road. For the remaining two conditions we will analyze the maximal possible number of driving cars $1 - w = 1 - f_0$.

Note that only the stopped cars $w = f_0$ on the outgoing roads can block the traffic, as the driving ones $f_1 = q$ will clear the space. Thus $1 - f_0$ is the available free space for driving cars.

From the mathematical point of view it is important to supply values for the correct characteristic variables. We denote with $\hat{\cdot}$ the known traces at the junction. The unknown characteristic variables as well as partially known quantities in the junctions do not have any indicator. The roads are numbered as shown in Figure 3.1, the index of the road will be a superscript for the corresponding variables.

3.1. Fair merging. We consider the free space on road 3 for the cars entering the junction from road 1 and road 2. For a car entering from road 1, the free space on road 3 is given by $1 - f_0^3 = 1 - w^3$ minus the cars entering from road 2, i.e. $f_1^2 = q^2$.

Altogether we obtain

$$1 - f_0^1 = 1 - f_0^3 - f_1^2. \quad (3.1)$$

Similarly, the cars entering from road 2 see the free space

$$1 - f_0^2 = 1 - f_0^3 - f_1^1. \quad (3.2)$$

As the mass should be conserved the third condition is

$$f_1^3 = q^3 = q^1 + q^2 = f_1^1 + f_1^2. \quad (3.3)$$

These three equations form a complete set of coupling conditions. We rewrite these equations in the characteristic variables $w$ and $Z$

$$1 - w^1 = (1 - \hat{w}^3) - \hat{Z}^2(1 - w^2)$$

$$1 - w^2 = (1 - \hat{w}^3) - \hat{Z}^1(1 - w^1)$$

$$Z^3(1 - \hat{w}^3) = \hat{Z}^1(1 - w^1) + \hat{Z}^2(1 - w^2),$$

which allows to distinguish known from unknown quantities. This is a linear system for the unknown variables $w^1, w^2, Z^3$. It is uniquely solvable for $\hat{Z}^1 \hat{Z}^2 \neq 1$ and $\hat{w}^3 < 1$ with the solution
\[ 1 - w_{1/2} = \frac{1 - \hat{Z}^{2/1}}{1 - \hat{Z}^{1} Z^{2}} (1 - w^{3}) = \alpha^{1/2} (1 - w^{3}) \]

\[
Z^{3} = \frac{\hat{Z}^{1} - 2 \hat{Z}^{1} \hat{Z}^{2} + \hat{Z}^{2}}{1 - \hat{Z}^{1} Z^{2}} = \alpha_{1} \hat{Z}^{1} + \alpha_{2} \hat{Z}^{2}, \tag{3.3}
\]

where \( \alpha^{1/2} = \frac{1 - \hat{Z}^{2/1}}{1 - \hat{Z}^{1} Z^{2}} \in [0,1] \). In case \( \hat{w}^{3} = 1 \) we have \( w^{1} = 1 = w^{2} \) and \( Z^{3} \) is given again by (3.3). In the particular case that \( \hat{Z}^{1} = \hat{Z}^{2} = 1 \) the values of \( \alpha^{1-2} \) can be chosen arbitrarily in \([0,1]\).

Moreover, we reformulate the coupling conditions (3.1-3.2) in terms of \( \rho \) and \( q \) and obtain \( q^{3} = q^{1} + q^{2} \) and

\[
1 - (\rho^{1/2} - q^{1/2}) = (1 - (\rho^{3} - q^{3})) - q^{2/1}
\]

or

\[
\rho^{1/2} + q^{3} = \rho^{3} + q^{2/1} + q^{1/2} = \rho^{3} + q^{1} + q^{2}
\]

and then

\[
\rho^{1} = \rho^{2} = \rho^{3} \quad q^{3} = q^{1} + q^{2}.
\]

This is the balance of fluxes and the equality of density.

**3.2. Merging with a priority lane.** Now we consider a different type of junction. In this case lane 1 has priority and cars on lane 2 have to wait entering the junction. First we consider a situation where lanes 1 and 3 run at full capacity. All cars in road 1 are driving or \( f_{1}^{0} = 0 \). Moreover, lane 3 is completely filled with driving and non driving cars \( f_{3}^{0} + f_{3}^{1} = 1 \). In terms of the characteristic quantities this is

\[ 1 - w^{1} = 1 \]

and the second condition gives \( \frac{q^{3}}{1 - w^{3}} = 1 \) or

\[ Z^{3} = 1. \]

Note that the fluxes on road 1 and 3 are given by \( q^{1} = \hat{Z}^{1} (1 - w^{1}) \) and \( q^{3} = Z^{3} (1 - w^{3}) \).

Thus the above choice of \( w^{1} \) and \( Z^{3} \) gives the maximal flux given \( \hat{Z}^{1} \) and \( \hat{w}^{3} \).

Mass conservation gives the third condition

\[ f_{1}^{3} = q^{3} = q^{1} + q^{2} = f_{1}^{1} + f_{1}^{2}. \]

Considering this equation in characteristic variables \( w \) and \( Z \) and using the above equations, we have

\[ \hat{Z}^{1} + \hat{Z}^{2} (1 - w^{2}) = 1 - \hat{w}^{3}. \]

This is directly solved and gives

\[ 1 - w^{2} = \frac{1 - \hat{w}^{3} - \hat{Z}^{1}}{\hat{Z}^{2}}. \]
These conditions are well defined, if $0 \leq 1 - w^2 \leq 1$ and $\hat{Z}^2 \neq 0$. This gives the two conditions

$$\hat{w}^3 + \hat{Z}^1 \leq 1 \quad \text{and} \quad 1 - \hat{Z}^2 \leq \hat{w}^3 + \hat{Z}^1.$$ 

These conditions have to be truncated to stay within the physical bounds. Considering the boundaries of the above domain, see Figure 3.2, we have for $\hat{w}^3 + \hat{Z}^1 = 1$ that $1 - w^2 = 0$. For $\hat{w}^3 + \hat{Z}^1 = 1 - \hat{Z}^2$ we obtain $1 - w^2 = 1$.

In case $\hat{w}^3 + \hat{Z}^1 \geq 1$ we choose as coupling conditions

$$1 - w^2 = 0, \ Z^3 = 1, \ 1 - w^1 = \frac{1 - \hat{w}^3}{\hat{Z}^1}.$$ 

The last equation is the balance of fluxes with the constraints $1 - w^2 = 0, Z^3 = 1$.

In case $1 - \hat{Z}^2 \geq \hat{w}^3 + \hat{Z}^1$ we choose as coupling conditions

$$1 - w^1 = 1, \ 1 - w^2 = 1, \ Z^3 = \frac{\hat{Z}^1 + \hat{Z}^2}{1 - \hat{w}^3}$$ 

where the last equation is again the balance of fluxes.

3.2.1. Summary. In summary we have the following coupling conditions in characteristic variables distinguishing three cases, see Figure 3.2

**Case I:** $1 - \hat{Z}^2 \leq \hat{w}^3 + \hat{Z}^1 \leq 1$

$$1 - w^1 = 1, \ Z^3 = 1, \ 1 - w^2 = \frac{1 - \hat{w}^3 - \hat{Z}^1}{\hat{Z}^2}.$$ 

**Case II:** $\hat{w}^3 + \hat{Z}^1 \geq 1$

$$1 - w^1 = 1, \ Z^3 = 1, \ 1 - w^2 = \frac{1 - \hat{w}^3}{\hat{Z}^1}.$$ 

**Case III:** $1 - \hat{Z}^2 \geq \hat{w}^3 + \hat{Z}^1$

$$1 - w^1 = 1, \ 1 - w^2 = 1, \ Z^3 = \frac{\hat{Z}^1 + \hat{Z}^2}{1 - \hat{w}^3}.$$ 

One observes that the restrictions in the above cases in characteristic variables do lead to straightforward restrictions when writing them in macroscopic variables. Additionally, we have the physical constraints $0 \leq q^1 \leq \rho^3 \leq 1$. Writing the inequalities in macroscopic variables and using the above conditions in the respective cases, one obtains

**Case I:**

$$\rho^3 = q^1 \leq \rho^3 = 1, \ q^2 \leq \rho^2, \ q^1 = q^2 + q^3,$$

**Case II:**

$$q^2 = 0 \leq q^1 = q^3 \leq \rho^3 \leq \rho^1 = \rho^2 = 1,$$

**Case III:**

$$q^1 = \rho^1, \ \rho^2 = q^2 \leq q^3 \leq \rho^3.$$
Before deriving from these kinetic coupling conditions coupling conditions for the macroscopic equations, we reconsider the kinetic derivation of boundary conditions for the limit conservation law, compare [8] for the present model.

**Remark 2 (Truncated conditions).** Alternatively the following coupling conditions with $0 < \delta < \delta < 1$ can be considered.

**Case I:** $(1 - \hat{w}^3)(1 - \delta) \geq \hat{Z}^1$ and $\hat{Z}^1 + \hat{Z}^2 \geq (1 - \hat{w}^3)(1 - \delta)$

\[ 1 - w^1 = 1, \quad Z^3 = 1 - \delta \]
\[ 1 - w^2 = \frac{(1 - \hat{w}^3)(1 - \delta) - \hat{Z}^1}{\hat{Z}^2}. \]

**Case II:** $(1 - \hat{w}^3)(1 - \delta) \leq \hat{Z}^1$

\[ 1 - w^2 = 0, \quad Z^3 = 1 - \delta \]
\[ 1 - w^1 = \frac{(1 - \hat{w}^3)(1 - \delta)}{\hat{Z}^1}. \]

**Case III:** $\hat{Z}^1 + \hat{Z}^2 \leq (1 - \hat{w}^3)(1 - \delta)$

\[ 1 - w^1 = 1, \quad 1 - w^2 = 1 \]
\[ Z^3 = \frac{\hat{Z}^1 + \hat{Z}^2}{1 - \hat{w}^3}. \]

The capacity in road 3 is large enough to yield the same macroscopic conditions as the original non-truncated conditions, if $Z^3 = 1 - \delta$ is chosen such that it is greater than the maximal macroscopic flux, which is given by the maximum of $Z(\rho) = \frac{F(\rho)}{1 - \hat{\rho} + F(\rho)}$.

This results in $(1 - \delta) \geq Z(\rho) = \frac{F(\rho)}{1 - \hat{\rho} + F(\rho)}$ for all values of $\rho$. Using the properties of $F$ we observe easily that we have to choose $\delta$ as $0 \leq \delta \leq \frac{1}{1 - F'(1)} = \tilde{\delta}$.

4. Boundary conditions for the macroscopic equations derived from the kinetic equation. In this section we determine boundary conditions for the scalar conservation law from the boundary value problem of the nonlinear kinetic
relaxation system and the kinetic boundary conditions given at the end of section 2.

The boundary conditions for the limit equation are obtained from the kinetic boundary conditions considering a half-space problem at the boundary. We refer to [5, 6, 18, 35] for boundary layers of kinetic equations and to [3, 33, 34, 39, 41] for investigations of boundary layers for hyperbolic relaxation systems and kinetic equations.

The general procedure is as follows: a half space problem is determined by a rescaling $x \to \frac{x - x_L}{\epsilon}$ of the spatial coordinate in the boundary layer. The boundary condition for the half-space problem is given by the original kinetic boundary condition. The boundary condition for the limit equation is found by a combination of the asymptotic value of the half-space problem at infinity and a half Riemann problem in the macroscopic variables.

In the following we investigate first the kinetic layer equations and their asymptotic states and then use these results to determine the boundary conditions for the macroscopic problem.

4.1. Layer solutions for the kinetic equations. The following investigation of the kinetic layer will also be used in the derivation of the macroscopic coupling conditions from the kinetic ones.

4.1.1. Left layer. Let the left boundary of the domain under consideration be located at $x = x_L$. Starting from equation (2.3) and rescaling space as $y = \frac{x - x_L}{\epsilon}$ and neglecting higher order terms in $\epsilon$ one obtains the kinetic layer equations for the left boundary for $(\rho_L, q_L)$ and $y \in [0, \infty)$ as

$$\begin{align*}
    \partial_y q_L &= 0 \\
    \frac{q_L}{1 - \rho_L} \partial_y \rho_L + (1 - \frac{q_L}{1 - \rho_L}) \partial_y q_L &= -(q_L - F(\rho_L)) .
\end{align*}$$

(4.1)

This yields

$$\begin{align*}
    q_L &= C \\
    \partial_y \rho_L &= (1 - \rho_L) \frac{F(\rho_L) - C}{C} .
\end{align*}$$

For $0 < C < F(\rho^*) = \sigma$, where $\rho^*$ denotes the point where the maximum of $F$ is attained, the above problem has two relevant fix-points

$$\rho_-(C) \leq \rho^* \quad \text{and} \quad \rho_+(C) = \tau(\rho-) \geq \rho^* .$$

Here, $\tau(\rho) \neq \rho$ is defined by $F(\tau(\rho)) = F(\rho)$. $\rho_-$ is instable, $\rho_+$ is stable. The domain of attraction of the stable fixpoint $\rho_+$ is the interval $(\rho_-, 1)$.

The third fixpoint $\rho = 1$ is not relevant for the further matching procedure, since it requires $C = 0$ in the macroscopic limit. In case $C = 0$ we have the instable fixpoint $\rho_+ = 1$ and the stable fixpoint $\rho_- = 0$ with domain of attraction $[0, 1)$. For $C = F(\rho^*)$ we have $\rho_- = \rho_+ = \rho^*$ and all solutions with initial values above $\rho^*$ converge towards $\rho^*$, all other solutions diverge.

Remark 3. In case of the LWR model with $F(\rho) = \rho(1 - \rho)$ we have

$$\rho_\pm(C) = \frac{1}{2} \left( 1 \pm \sqrt{1 - 4C} \right) ,$$

with $C < \frac{1}{4}$. For $C = \frac{1}{4}$ we have $\rho_- = \rho_+ = \frac{1}{2}$. Moreover, $\tau(\rho) = 1 - \rho$, as shown in Figure 4.1.
4.1.2. Right layer. For the right boundary at \( x_R \) a scaling \( y = \frac{x_R - x}{\epsilon} \) gives the layer equations for \((\rho_R, q_R)\) and \( y \in [0, \infty) \) as

\[
q_R = C \quad \quad -\partial_y \rho_R = \frac{(1 - \rho_R) F(\rho_R) - C}{C}
\]

For \( 0 < C < F(\rho^*) \) the above problem has again two relevant fix points

\[
\rho_-(C) \leq \rho^*, \quad \rho_+(C) = \tau(\rho_-) \geq \rho^*.
\]

In this case \( \rho_- \) is stable, \( \rho_+ \) is instable. The domain of attraction of the stable fixpoint \( \rho_- \) is \([0, \rho_+]\).

For \( C = F(\rho^*) = \sigma \) we have \( \rho_- = \rho_+ = \rho^* \) and all solutions with initial values below \( \rho^* \) converge towards \( \rho^* \), all other solutions converge to not admissible states. For \( C = 0 \) we have the instable fixpoint \( \rho_+ = 1 \) and the stable fixpoint \( \rho_- = 0 \) with domain of attraction \([0, 1)\).

4.1.3. Summary. In summary we have the following cases denoting with \( U \) the unstable fixpoints and with \( S \) the stable ones. Moreover, we use the notation \( \rho_K \) for the values \( \rho_L^\infty \) and \( \rho_R^\infty \) at infinity of the respective layers and the notation \( \rho_0 \) for the respective values at \( y = 0 \), i.e. \( \rho_L(0) \) and \( \rho_R(0) \).

Layer Problem at the left boundary.

\[
\begin{align*}
\rho_K = \rho_-(C) & \Rightarrow \rho_0 = \rho_-(C), \quad 0 \leq C < \sigma \quad \{ \text{U} \} \\
\rho_K = \rho_+(C) & \Rightarrow \rho_0 \in (\rho_-(C), 1), \quad 0 < C < \sigma \\
\rho_K = \rho^* & \Rightarrow \rho_0 \in [\rho^*, 1), \quad C = \sigma \\
\rho_K = 1 & \Rightarrow \rho_0 \in (0, 1], \quad C = 0 \\
\end{align*}
\]

The Layer Problem at the right boundary.

\[
\begin{align*}
\rho_K = \rho_+(C) & \Rightarrow \rho_0 = \rho_+(C), \quad 0 \leq C < \sigma \quad \{ \text{U} \} \\
\rho_K = \rho_-(C) & \Rightarrow \rho_0 \in [0, \rho_+(C)), \quad 0 < C < \sigma \\
\rho_K = \rho^* & \Rightarrow \rho_0 \in [0, \rho^*], \quad C = \sigma \\
\rho_K = 0 & \Rightarrow \rho_0 \in [0, 1), \quad C = 0 \quad \{ \text{S} \}
\end{align*}
\]
We use for the three cases of the stable fixpoint (S) the notation
\[ \rho_K = \rho_+(C) \Rightarrow \rho(0) \in [\rho_-(C), 1], 0 \leq C \leq \sigma \]
for the left boundary and
\[ \rho_K = \rho_-(C) \Rightarrow \rho(0) \in [0, \rho_+(C)], 0 \leq C \leq \sigma \]
for the right boundary.

4.2. Half-Riemann problems for the limit conservation law. We consider the limit conservation law \( \partial_t \rho + \partial_x F(\rho) = 0 \) fulfilling the conditions above. The possible states \( \rho_K \) and \( \rho_B \) of the Half-Riemann problems with ingoing waves (shocks and rarefaction waves) at left and right boundary are summarized in the following:

The half-Riemann Problem at the left boundary.
\[ \rho_B \leq \rho^* \text{ (RP 1)} \Rightarrow \rho_K \in [0, \rho^*] \]
\[ \rho_B > \rho^* \text{ (RP 2)} \Rightarrow \rho_K \in [0, \tau(\rho_B)] \cup \{\rho_B\} \]

The half-Riemann Problem at the right boundary.
\[ \rho_B \geq \rho^* \text{ (RP 1)} \Rightarrow \rho_K \in [\rho^*, 1] \]
\[ \rho_B < \rho^* \text{ (RP 2)} \Rightarrow \rho_K \in \{\rho_B\} \cup [\tau(\rho_B), 1] \]

The consideration in the last two subsection will now be combined to determine the boundary value as well as coupling conditions for macroscopic equations from the corresponding kinetic conditions.

4.3. Boundary conditions for the scalar conservation law. The boundary conditions for the scalar problem are now derived from the kinetic ones by considering the layer equations in section 4.1 and the solutions of the half-Riemann problems in section 4.2. The boundary conditions for the kinetic layer equations (4.1) at \( x = x_L \) are given by the kinetic conditions from section 2. In the layer equations for \( (\rho_L, q_L) \) at the left boundary we prescribe \( Z \) at \( y = 0 \), for the layer equations at the right boundary for \( (\rho_R, q_R) \) we prescribe \( w \) at \( y = 0 \). Then one determines the asymptotic states \( \rho_{\infty}^L \) and \( \rho_{\infty}^R \) at \( y = \infty \), i.e. the solution at infinity of the layer equations. This state is finally used as boundary condition for the scalar equations. The initial trace at the boundary of the scalar equation is in the following denoted by \( \rho_B \).

4.3.1. Left boundary. Assume for the left boundary \( 0 \leq Z(x_L) \) to be known and consider the layer equation (4.1) for \( y \in [0, \infty) \) with the left boundary condition \( \frac{q_L(0)}{1-\rho_L(0)+q_L(0)} = Z(x_L) \). We distinguish the following cases. An illustration of the different situations is given in Figure 4.2.
Case 1: ingoing flow We have two sub-cases
Case 1.a: \( \rho_B \leq \rho^* \) (RP 1) and unstable layer solution with \( \rho_L(0) = \rho_{\infty}^L = \rho_K = \rho_-(C) \in [0, \rho^*] \).
Case 1.b: \( \rho_B > \rho^* \) (RP 2) and unstable layer solution with \( \rho_L(0) = \rho_K = \rho_-(C) \in [0, \tau(\rho_B)] \).

The layer solution is in both cases the unstable solution
\[ \rho_L(y) = \rho_-(C) \leq \rho^* \]
where \(0 \leq \rho_- \leq \rho^*\) is determined from \(Z(x_L) = \frac{C}{1-\rho_L(0)C} = \frac{F(\rho_-)}{1-\rho_-F(\rho_-)}\). In Case 1.a this equation has a unique solution \(\rho_-\) if \(Z(x_L)\) fulfills \(0 \leq Z(x_L) \leq \frac{\sigma}{1-\rho^*+\sigma}\). In Case 1.b we have \(\rho_L(0) = \rho_- \leq \tau(\rho_B)\), if \(0 \leq Z(x_L) \leq \frac{F(\rho_B)}{1-\tau(\rho_B)+F(\tau(\rho_B))}\). In both cases one obtains for the solution \(\rho\) of the scalar problem a boundary condition \(\rho(x_L) = \rho_L(0)\) which gives a wave with positive speed starting at the boundary.

**Case 2: transonic flow** \(\rho_B < \rho^*\) (RP 1) and stable layer solution with \(\rho_K = \rho_+(C)\) \(\in [0, \rho^*]\) and \(\rho_L(0) \in (\rho_-(C), 1)\).

One has to choose \(C\) as the maximal possible value \(C = F(\rho^*)\). From \(Z(x_L) = \frac{C}{1-\rho_L(0)C} = \frac{\sigma}{1-\rho_L(0)+\sigma}\), we obtain \(\rho_L(0) \geq \rho^*\), if \(Z(x_L) \geq \frac{\sigma}{1-\rho^*+\sigma}\). The layer solution is no longer constant in space. Moreover, \(\rho_L^\infty = \rho^*\). In this case one obtains a rarefaction wave.

**Case 3: outgoing flow** \(\rho_B > \rho^*\) (RP 2) and stable layer solution with \(\rho_K = \rho_+(C) = \rho_B\) and \(\rho(0) \in (\rho_-(C), 1)\).

Here, \(\rho_L^\infty = \rho_+(C) = \rho_B\) yields \(C\) and \(Z(x_L) = \frac{C}{1-\rho_L(0)C} = \frac{F(\rho_+)}{1-\rho_B(0)+F(\rho_+)}\). In Case 2 this equation has a unique solution \(\rho_B\) if \(Z(x_L) \geq \frac{\sigma}{1-\tau(\rho_B)+F(\tau(\rho_B))}\). There is no wave starting at the boundary and we do not prescribe a boundary condition for the scalar conservation law. The layer does not have a constant solution.

![Fig. 4.2: The solution of the boundary layer \(\rho_L\) and the jump due to Riemann problem at \(y^\infty\) at the left boundary of the domain.](image)

**4.3.2. Right boundary.** For the right boundary we prescribe the 1-Riemann invariant \(w(x_R)\) and consider equation (4.2) for \(y \in [0, \infty)\) with the boundary condition \(\rho_R(0) = \eta_R(0) = w(x_R)\). We distinguish again three cases.

**Case 1: ingoing flow**
Case 1.a: $\rho_B \geq \rho^*$ (RP 1) and unstable layer solution with $\rho_R(0) = \rho_K = \rho_+(C) \in [\rho^*, 1]$.

Case 1.b: $\rho_B < \rho^*$ (RP 2) and unstable layer solution with $\rho_R(0) = \rho_K = \rho_+(C) \in [\tau(\rho_B), 1]$.

The unstable layer solution is

$$\rho_R(y) = \rho_+(C) \geq \rho^*.$$ 

Here, $0 < C < F(\rho^*)$ is determined from $w(x_R) = \rho_+(C) - C$. We determine $\rho_+$ from $\rho_+ - F(\rho_+) = w(x_R)$. In the first case this has a unique solution $\rho^+ \in [\rho^*, 1]$ if $w(x_R) \geq \rho^* - F(\rho^*)$. In the second case it has a unique solution $\rho^+ \in [\tau(\rho_B), 1]$ if $w(x_R) \geq \tau(\rho_B) - F(\tau(\rho_B))$. Moreover, $\rho_R(0) = \rho_+ \geq \rho^*$ and $\rho^*_R = \rho_R(0)$. In the first case $\rho_R(0) \geq \rho^*$ and in the second case $\rho_R(0) \geq \tau(\rho_B)$.

Case 2: transonic flow $\rho_B > \rho^*$ (RP 1) and stable layer solution with $\rho_K = \rho_-(C) = \rho_B$ and $\rho(0) \in [0, \rho_+(C))$. In this case we have $C = F(\rho^*)$. From $w(x_R) = \rho_R(0) - C = \rho_R(0) - F(\rho^*)$ we obtain $\rho_R(0) = w(x_R) + F(\rho^*)$. This yields $\rho_R(0) \leq \rho^*$, if $w(x_R) \leq \rho^* - F(\rho^*)$. Moreover, $\rho^*_R = \rho^*$.

Case 3: outgoing flow $\rho_B < \rho^*$ (RP 2) and stable layer solution with $\rho_K = \rho_-(C) = \rho_B$ and $\rho(0) \in [0, \rho_+(C))$. Then, $\rho^*_R = \rho_-(C) = \rho_B$. This yields $C$ and

$$\rho_R(0) = w(x_R) + F(\rho_B) \leq \tau(\rho_B),$$

if $w(x_R) \leq \tau(\rho_B) - F(\tau(\rho_B))$.

5. Macroscopic coupling conditions for junctions with fair merging. We consider the fair merging case. In order to determine the coupling conditions for the macroscopic equations we proceed analogously as for the boundary conditions in the last section. First we investigate the kinetic layers at the nodes coupled to each other via the coupling conditions and determine their asymptotic states. Then, we match these results to Riemann solutions of the macroscopic problems on each of the roads.

Assuming the boundary traces $\rho^1_B, \rho^2_B, \rho^3_B$ on the three roads to be given, we have to determine the new states $\rho^1_K, \rho^2_K$ and $\rho^3_K$ at the node. On the one hand $\rho^1_K, \rho^2_K$ and $\rho^3_K$ are the asymptotic states of the respective layer problems, on the other hand they are the right (for road 1 and 2) or left (for road 3) states of the half-Riemann problems with $\rho^1_B, \rho^2_B, \rho^3_B$ as the corresponding left (road 1 and 2) or right state (road 3). The states at the junction (corresponding to $y = 0$ for the layers) are denoted in the following and in section 7 by $\rho_0$. We have to consider eight different configurations of Riemann problems. For each of them all possible combinations with stable or unstable layer solutions have to be discussed. Not admissible combinations are not listed. The proof of the following statement is given in Section 7. For a detailed discussion of the coupling of the layer solutions we refer to [7.1] and for the matching of the layer solutions to the half Riemann problems to [7.2].

**Theorem 5.1** (Macroscopic coupling conditions: Fair merging). *Starting from the kinetic coupling conditions in section 3.3 the asymptotic derivation of the coupling conditions for the macroscopic equations gives the following cases using the notation RP1/2-1-2/1-2 for the respective combination of the half Riemann problems.*

**Case 1, RP1-1-1.** $\rho^1_B \geq \rho^*, \rho^2_B \geq \rho^*, \rho^3_B \leq \rho^*$. Then $C_1 = C_2 = \sigma, C_3 = \sigma$ and

$$\rho^1_K = \rho_+^{(\sigma/2)}, \quad \rho^2_K = \rho_+^{(\sigma/2)}, \quad \rho^3_K = \rho^*.$$
Case 2, RP1-1-2. \( \rho_B^1 \geq \rho^*, \rho_B^2 \geq \rho^*, \rho_B^3 \geq \rho^* \). \( C_1 = C_2 = F(\rho_B^0), C_3 = F(\rho_B^0) \) and
\[
\rho_K^1 = \rho_+\left(\frac{F(\rho_B^0)}{2}\right), \quad \rho_K^2 = \rho_+\left(\frac{F(\rho_B^0)}{2}\right), \quad \rho_K^3 = \rho_B^3.
\]

Case 3, RP1-2-1. \( \rho_B^1 \geq \rho^*, \rho_B^2 \leq \rho^*, \rho_B^3 \leq \rho^* \). Then we have two cases:
If \( F(\rho_B^0) \geq \frac{\sigma}{2} \), then \( C_1 = C_2 = \frac{\sigma}{2}, C_3 = F(\rho_B^0) \) and
\[
\rho_K^1 = \rho_+\left(\frac{\sigma}{2}\right), \quad \rho_K^2 = \rho_+\left(\frac{\sigma}{2}\right), \quad \rho_B^3 = \rho^*.
\]
If \( F(\rho_B^0) \leq \frac{\sigma}{2} \), then \( C_1 = \sigma - F(\rho_B^0), C_2 = F(\rho_B^0), C_3 = \sigma \) and
\[
\rho_K^1 = \rho_+\left(\sigma - F(\rho_B^0)\right), \quad \rho_K^2 = \rho_B^3, \quad \rho_B^3 = \rho^*.
\]

Case 4, RP2-1-1. \( \rho_B^1 \leq \rho^*, \rho_B^2 \geq \rho^*, \rho_B^3 \leq \rho^* \). The case is symmetric to Case 3.
If \( F(\rho_B^0) \geq \frac{\sigma}{2} \), then \( C_1 = C_2 = \frac{\sigma}{2}, C_3 = \sigma \) and
\[
\rho_K^1 = \rho_+\left(\frac{\sigma}{2}\right), \quad \rho_K^2 = \rho_+\left(\frac{\sigma}{2}\right), \quad \rho_B^3 = \rho^*.
\]
If \( F(\rho_B^0) \leq \frac{\sigma}{2} \), then \( C_1 = F(\rho_B^0), C_2 = \sigma - F(\rho_B^0), C_3 = \sigma \) and
\[
\rho_K^1 = \rho_B^1, \quad \rho_K^2 = \rho_+\left(\sigma - F(\rho_B^0)\right), \quad \rho_B^3 = \rho^*.
\]

Case 5, RP1-2-2. \( \rho_B^1 \geq \rho^*, \rho_B^2 \leq \rho^*, \rho_B^3 \geq \rho^* \). Then we have 2 cases.
If \( F(\rho_B^0) \leq 2F(\rho_B^0) \), then \( C_1 = \frac{F(\rho_B^0)}{2} = C_2, C_3 = F(\rho_B^0) \) and
\[
\rho_K^1 = \rho_+\left(\frac{F(\rho_B^0)}{2}\right), \quad \rho_K^2 = \rho_+\left(\frac{F(\rho_B^0)}{2}\right), \quad \rho_B^3 = \rho_B^3.
\]
If \( F(\rho_B^0) \geq 2F(\rho_B^0) \), then \( C_1 = F(\rho_B^0) - F(\rho_B^0), C_2 = F(\rho_B^0), C_3 = F(\rho_B^0) \) and
\[
\rho_K^1 = \rho_+(F(\rho_B^0) - F(\rho_B^0)), \quad \rho_B^3 = \rho_B^3, \quad \rho_B^3 = \rho_B^3.
\]

Case 6, RP2-1-2. \( \rho_B^1 \leq \rho^*, \rho_B^2 \geq \rho^*, \rho_B^3 \geq \rho^* \). The case is symmetric to Case 5.
If \( F(\rho_B^0) \leq 2F(\rho_B^0) \), then \( C_1 = \frac{F(\rho_B^0)}{2} = C_2, C_3 = F(\rho_B^0) \) and
\[
\rho_K^1 = \rho_+\left(\frac{F(\rho_B^0)}{2}\right), \quad \rho_K^2 = \rho_+\left(\frac{F(\rho_B^0)}{2}\right), \quad \rho_B^3 = \rho_B^3.
\]
If \( F(\rho_B^0) \geq 2F(\rho_B^0) \), then \( C_1 = F(\rho_B^0), C_2 = F(\rho_B^0) - F(\rho_B^0), C_3 = F(\rho_B^0) \) and
\[
\rho_K^1 = \rho_B^1, \quad \rho_K^2 = \rho_+(F(\rho_B^0) - F(\rho_B^0)), \quad \rho_B^3 = \rho_B^3.
\]

Case 7, RP2-2-1. \( \rho_B^1 \leq \rho^*, \rho_B^2 \leq \rho^*, \rho_B^3 \leq \rho^* \). We have 4 subcases.
If \( F(\rho_B^0) + F(\rho_B^0) \leq \sigma \), then \( C_1 = F(\rho_B^0), C_2 = F(\rho_B^0), C_3 = F(\rho_B^0) + F(\rho_B^0) \) and
\[
\rho_K^1 = \rho_B^1, \quad \rho_K^2 = \rho_B^2, \quad \rho_B^3 = \rho_B^3.
\]
If \( F(\rho_B^0) + F(\rho_B^0) \geq \sigma \) and \( F(\rho_B^0) \geq \frac{\sigma}{2} \), then \( C_1 = \frac{\sigma}{2} = C^2, C^3 = \sigma \) and
\[
\rho_K^1 = \rho_B^1, \quad \rho_K^2 = \rho_B^2, \quad \rho_B^3 = \rho_B^3.
\]
If $F(\rho_B^1) + F(\rho_B^2) \geq \sigma$ and $F(\rho_B^1) \geq \frac{\sigma}{2}$, $F(\rho_B^2) \leq \frac{\sigma}{2}$, then $C_1 = \sigma - F(\rho_B^2)$, $C_2 = F(\rho_B^2)$, $C_3 = \sigma$ and

$$\rho_K^1 = \rho_+ (\sigma - F(\rho_B^2)) \quad \rho_K^2 = \rho_B^2 \quad \rho_K^3 = \rho^*.$$ 

If $F(\rho_B^1) + F(\rho_B^2) \geq \sigma$ and $F(\rho_B^1) \leq \frac{\sigma}{2}$, $F(\rho_B^2) \geq \frac{\sigma}{2}$, then $C_1 = F(\rho_B^2)$, $C_2 = \sigma - F(\rho_B^1)$, $C_3 = \sigma$ and

$$\rho_K^1 = \rho_B^1 \quad \rho_K^2 = \rho_+ (\sigma - F(\rho_B^1)) \quad \rho_K^3 = \rho^*.$$ 

**Case 8, RP2-2-2** $\rho_B^1 \leq \rho^*, \rho_B^2 \leq \rho^*, \rho_B^3 \geq \rho^*$. We have 4 subcases.

If $F(\rho_B^3) \leq 2F(\rho_B^1)$ and $F(\rho_B^3) \leq 2F(\rho_B^2)$, then $C_1 = \frac{F(\rho_B^1)}{2} = C^2$, $C_3 = F(\rho_B^3)$ and

$$\rho_K^1 = \rho_+ (\frac{F(\rho_B^1)}{2}) \quad \rho_K^2 = \rho_+ (\frac{F(\rho_B^2)}{2}) \quad \rho_K^3 = \rho_B^3.$$ 

If $F(\rho_B^3) \geq 2F(\rho_B^1)$ and $F(\rho_B^3) + F(\rho_B^2) \geq F(\rho_B^1)$, then $C^2 = F(\rho_B^3)$, $C^3 = F(\rho_B^1)$, $C_1 = F(\rho_B^1) - F(\rho_B^2)$ and

$$\rho_K^1 = \rho_+ (F(\rho_B^3) - F(\rho_B^2)) \quad \rho_K^2 = \rho_B^2 \quad \rho_K^3 = F(\rho_B^3).$$ 

If $F(\rho_B^2) \geq 2F(\rho_B^1)$ and $F(\rho_B^3) + F(\rho_B^1) \geq F(\rho_B^3)$, then $C_1 = F(\rho_B^1)$, $C^3 = F(\rho_B^3)$, $C^2 = F(\rho_B^3) - F(\rho_B^1)$ and

$$\rho_K^1 = \rho_B^1 \quad \rho_K^2 = \rho_+ (F(\rho_B^3) - F(\rho_B^1)) \quad \rho_K^3 = \rho_B^3.$$ 

If $F(\rho_B^1) + F(\rho_B^2) \leq F(\rho_B^3)$, then $C_1 = F(\rho_B^3)$, $C^2 = F(\rho_B^3)$, $C^3 = F(\rho_B^1) + F(\rho_B^2)$ and

$$\rho_K^1 = \rho_B^1 \quad \rho_K^2 = \rho_B^2 \quad \rho_K^3 = \rho_-(F(\rho_B^3) + F(\rho_B^2)).$$ 

For the determination of the kinetic densities at the coupling points $\rho_K^i$ we refer to the proof in section 7.2. Note that their values are not needed for the macroscopic model. The above result can be rewritten in a more convenient way.

**5.1. Supply-Demand formulation of the coupling conditions.** We use the supply-demand representation and denote the sets of valid resulting fluxes $C^i$ by $\Omega^i$, compare [14] [31] [19] [20] [26] and Figure 5.1. For the incoming roads $i = 1, 2$ this is

$$\rho_B^i \leq \rho^* \Rightarrow \Omega^i = [0, F(\rho_B^i)] \quad \text{and} \quad \rho_B^i \geq \rho^* \Rightarrow \Omega^i = [0, \sigma].$$ 

For the outgoing road $i = 3$

$$\rho_B^i \leq \rho^* \Rightarrow \Omega^i = [0, \sigma] \quad \text{and} \quad \rho_B^i \geq \rho^* \Rightarrow \Omega^i = [0, F(\rho_B^i)].$$ 

We define the maximal admissible flux $c^i$ such that $\Omega^i = [0, c^i]$. Using this notation the above 8 cases are rewritten as

**Case 1, RP1-1-1.** This is a case with $c^1, c^2 \leq \frac{c^3}{2} : C^1 = c^1, C^2 = c^2$.

**Case 2, RP1-1-2.** This is a case with $c^1, c^2 \geq \frac{c^3}{2} : C^1 = C^2 = \frac{c^3}{2}$.

**Case 3, RP1-2-1** We have $c^1 \geq c^2$ and two cases:

$$c^2 \geq \frac{c^3}{2} : C^1 = C^2 = \frac{c^3}{2}$$

$$c^2 \leq \frac{c^3}{2} : C^1 = c^3 - c^2, C^2 = c^2.$$
Fig. 5.1: Supply- and demand functions $c^i$ for ingoing (left) and outgoing (right) roads.

**Case 4, RP2-1-1** Symmetric to Case 3. We have $c^1 \leq c^2$ and two cases:

\[
\begin{align*}
c^1 & \geq \frac{c^3}{2} : C^1 = c^1, \ C^2 = \frac{c^3}{2} \\
c^1 & \leq \frac{c^3}{2} : C^1 = c^1, \ C^2 = c^3 - c^1.
\end{align*}
\]

**Case 5, RP1-2-2** In terms of the $c^i$ this case is the same as Case 3.

**Case 6, RP2-1-2** This case is the same as Case 4.

**Case 7, RP2-2-1** We have four cases:

\[
\begin{align*}
c^1 + c^2 & \leq c^3 : C^1 = c^1, \ C^2 = c^2 \\
c^1 + c^2 & \geq c^3, c^1 \geq \frac{c^3}{2}, c^2 \geq \frac{c^3}{2} : C^1 = C^2 = \frac{c^3}{2} \\
c^1 + c^2 & \geq c^3, c^1 \geq \frac{c^3}{2}, c^2 \leq \frac{c^3}{2} : C^1 = c^3 - c^2, \ C^2 = c^2 \\
c^1 + c^2 & \geq c^3, c^1 \leq \frac{c^3}{2}, c^2 \geq \frac{c^3}{2} : C^1 = c^1, \ C^2 = c^3 - c^1.
\end{align*}
\]

**Case 8, RP2-2-2** We obtain the same as in Case 7.

All in all, only 4 different cases are left:

**Case A:**

\[
c^1 + c^2 \leq c^3 : C^1 = c^1, \ C^2 = c^2,
\]

**Case B:**

\[
c^1 + c^2 \geq c^3, c^1 \geq \frac{c^3}{2}, c^2 \geq \frac{c^3}{2} : C^1 = C^2 = \frac{c^3}{2},
\]

**Case C:**

\[
c^1 + c^2 \geq c^3, c^1 \geq \frac{c^3}{2}, c^2 \leq \frac{c^3}{2} : C^1 = c^3 - c^2, \ C^2 = c^2.
\]
Case D:
\[ c^1 + c^2 \geq c^3, c^1 \leq \frac{c^3}{2}, c^2 \geq \frac{c^3}{2} : C^1 = c^1, C^2 = c^3 - c^1. \]

We note that these can be rewritten as
\[ C^i = \begin{cases} c^i & \text{if } c^1 + c^2 \leq c^3 \\ \min\left(c^i, c^3 - \min\left(c^1, c^2, \frac{c^3}{2}\right)\right) & \text{else} \end{cases}, \quad i = 1, 2, \quad (5.1) \]

That means we merge symmetric, if both incoming roads have a flux which is larger than their share in the outgoing road. Otherwise we reduce only the flux in the road with larger flux. We refer, for example, to [22] for similar coupling conditions for scalar conservation laws.

Remark 4. The above derivation shows that a classical merge condition as the above for a nonlinear scalar conservation law can be interpreted on the kinetic level as a combination of the balance of fluxes and the equality of densities on all roads. We note once more that the equality of densities is not fulfilled on the macroscopic level of the conservation law, only the balance of fluxes is common for both levels of coupling conditions.

5.2. Macroscopic coupling conditions for situation with priority lane.
We use the same notation as in the previous section, i.e. we define \( C^i, c^i \) and the sets \( \Omega^i = [0, c^i] \) as above, depending on whether incoming or outgoing roads are considered. The kinetic conditions for situations wit a priority lane from Section 3.2 lead in the limit to the macroscopic coupling conditions

Case A:
\[ c^1 + c^2 \leq c^3 : C^1 = c^1, C^2 = c^2, \]

Case B:
\[ c^1 + c^2 \geq c^3, c^1 \geq c^3 : C^1 = c^3, C^2 = 0, \]

Case C:
\[ c^1 + c^2 \geq c^3, c^1 \leq c^3 : C^1 = c^1, C^2 = c^3 - c^1, \]

The last two cases can be written as
\[ C^1 = \min\left(c^1, c^3\right) \]
\[ C^2 = c^3 - C^1 = \max\left(c^3 - c^1, 0\right) \]
\[ C^3 = C^1 + C^2. \]

This means, as long as the capacity of road 3 is large enough, the flow in road 1 is unrestrained.

Remark 5. More generally one considers macroscopic merge conditions of the following form [14, 27, 31, 19, 20]: As in the two cases considered here, one uses \( C^1 = c^1 \) and \( C^2 = c^2 \) and \( C^3 = C^1 + C^2 \), if \( c^1 + c^2 \leq c^3 \). If \( c^1 + c^2 \geq c^3 \) there is a range of choices:
If \( c^1 \geq c^2 \), choose \( C^2 \in [c^3 - c^1, c^2] \) and \( C^1 = c^3 - C^2 \).
If \( c^1 \leq c^2 \), choose \( C^1 \in [c^3 - c^2, c^1] \) and \( C^2 = c^3 - C^1 \).

In the fair merging case considered above, we have for Case C that either \( C^1 \) is equal to the upper bound \( c^1 \) or \( C^2 \) is equal to the upper bound \( c^2 \). For Case B we have that \( C^1 = C^2 = \frac{c^1}{2} \), which is inside the above intervals. In case of a priority lane we have \( C^1 = c^3 \leq c^1 \) in Case B and \( C^2 = c^3 - c^1 \) in Case C. The other models might be derived from suitable kinetic coupling conditions in a similar way.

6. Numerical results. In this section we test kinetic and macroscopic network solutions with the respective coupling conditions for several characteristic numerical examples.

The two velocity model is discretized in its conservative form (2.2) using a Godunov scheme, as well as the LWR model. In all numerical examples the intervals on the edges \([0, 1]\) are discretized with 1000 cell. Edges 1 and 2 are connected to the junction at \( x = 1 \), while the cars enter at \( x = 0 \) into road 3. At the outer boundaries zero-Neumann boundary conditions are imposed. The scaling parameter \( \varepsilon \) in the kinetic equation is chosen as \( \varepsilon = 0.001 \). As initial conditions the densities \( \rho^i \) are chosen constant on each road. The additional initial condition for \( Z \) in the kinetic model is chosen as \( Z = \frac{F(\rho^i)}{1-F(\rho^i)} \). All solutions are computed up to \( T = 1 \).

6.1. Fair merging. First we compare the numerical solutions of the two velocity model with the coupling conditions from section [3.1] to the results obtained for the LWR model with the coupling conditions (5.1). The initial densities are chosen as \( \rho^1 = 0.1, \rho^2 = 0.15 \) and \( \rho^3 = 0.2 \). The densities are small enough, such that all cars can pass the junction, which corresponds to Case A with \( c^1 + c^2 \leq c^3 \) and more accurately to Case 7, first subcase. The \( \rho^i_0 \) are given by \( \rho^i_0 = F(\rho^i_D) + F(\rho^i_D) \) with a numerical value \( \rho^1_0 = 0.3197 \). In Figure 6.1 the numerical solutions are shown. The solution of the kinetic model (blue) is almost identical to the solution of the LWR model (red). On the right hand side there is a zoom onto the boundaries at the junction. On edge 1 and 2 we can observe two boundary layers, as these correspond
to stable cases. In edge 3 there is no layer, since the half space solution is unstable. The solution at $x = 0$ fits exactly to the analytical value.

In Figure 6.2 the numerical solutions to the initial values $\rho^1 = 0.7$, $\rho^2 = 0.6$ and $\rho^3 = 0.2$ are shown. In this situation more cars are approaching the junction than can enter road 3. We are in the situation of Case 1 with the analytical value $\rho^i_0 = \rho_+ (\sigma/2) = 0.83536$. Thus the flow in the exiting road is set to its maximum, while there are jams propagating upstream in the ingoing roads. Here we observe only in edge 3 a layer, which interacts with the tail of the rarefaction wave. In the ingoing roads the unstable layer solution enforce the new values at the junction. In these roads the shock waves of the kinetic model are slightly behind those of the macroscopic one. This stems from an initial layer, as the layer at the junction has to form at the beginning. This happens in short time and is not visible at the rarefaction waves, but it remains noticeable at the shocks. The speeds of the shocks is identical in both models, as the connected states coincide, i.e. the delay does not change over time.

In the next example, with the initial values $\rho^1 = 0.05$, $\rho^2 = 0.6$ and $\rho^3 = 0.2$, few cars enter from road 1 but many from road 2. We are in Case 4, first subcase. The analytical value at the junction is $\rho^i_0 = \rho_+ (\sigma - F(\rho^3_B)) = 0.7179$. As shown in Figure 6.3 the flow in road 3 is at maximum such that all cars from road 1 and most of road 2 can pass. Those which do not fit in, create a jam in road 2. Again we see a delay of the shock, as in the previous example. Similarly we observe a layer in edge 3. But here also a layer in road 1 is present, as the solution of the half space is now stable.

If there is little space on the outgoing road, as for $\rho^1 = 0.2$, $\rho^2 = 0.5$ and $\rho^3 = 0.8$ in Figure 6.4 two shocks form in the ingoing roads. We are in the situation of Case 6, first subcase or Case 8, first subcase. The value at the junction is $\rho^i_0 = \rho_+ (F(\rho^3_B)/2) = 0.9123$. Here the kinetic and the macroscopic solution coincide, while a layer forms on road 3.

6.2. Priority lane. Now the numerical solutions of the two velocity model with the coupling conditions of section 3.2 are compared to those obtained for the LWR

Fig. 6.2: Fair merging with $\rho^1 = 0.7$, $\rho^2 = 0.6$, $\rho^3 = 0.2$. 

\[ egin{array}{c}
\text{kinetic} \quad \text{LWR} \\
\text{Fig. 6.2: Fair merging with $\rho^1 = 0.7$, $\rho^2 = 0.6$, $\rho^3 = 0.2$.} \\
\end{array} \]
model with the coupling conditions of section 5.2. The parameter $\delta$ is chosen $\delta = \frac{1}{2}$. Numerical tests identical to the following ones, but with smaller values of $\delta$ show a similar behavior. Only the size of some layers increases, but the solution along the roads follows the same macroscopic dynamics.

In the first example with $\rho_1 = 0.6$, $\rho_2 = 0.7$ and $\rho_3 = 0.2$, shown in Figure 6.5, many cars arrive at the junction. As those of road 1 have priority, the maximal flow is established, while all cars in road 2 have to wait. Layers can be observed in road 1 and 3. This configuration corresponds to Case B.

In the second example with $\rho_1 = 0.1$, $\rho_2 = 0.5$ and $\rho_3 = 0.2$ only few cars arrive from the first road. In Figure 6.6 we can see that all the cars from road 1 can pass,
while some have to wait in the second road. This is a situation from Case C. As there

is a free outflow in road 1, only a layer in the outgoing road appears.

As a last example we consider a situation, where the same amount of cars is in the ingoing roads, but only little space in the outgoing one, i.e. \( \rho^1 = 0.4, \rho^2 = 0.4, \rho^3 = 0.7 \). As expected, we can see in Figure 6.7 that all the cars in road 2 have to wait and thus a larger shock forms. Not all cars in the first road can pass, but the flow is larger as in the second road. This is again a situation from Case B.

7. **Technical details.** In this section we give the proof of Theorem 5.1.
Fig. 6.7: Priority merge with $\rho^1 = 0.4$, $\rho^2 = 0.4$, $\rho^3 = 0.7$.

7.1. Coupling the kinetic layers. In the first step of the proof of Theorem 5.1 the combination of the kinetic coupling conditions with the layer equations has to be considered. The states at the junction (corresponding to $y = 0$ for the layers) are denoted by $\rho^*_0$. Each layer can have either a stable solution (S) or an unstable solution (U). Thus, for three edges we have eight possible combinations, which be denote by U/S-U/S-U/S.

Case 1, U-U-U. We have $\rho^1_0 = \rho_+(C^1), \rho^2_0 = \rho_+(C^2), \rho^3_0 = \rho_-(C^3)$. The coupling conditions give

$$\rho_+(C^1) = \rho_+(C^2) = \rho_-(C^3)$$

$$C^3 = C^1 + C^2$$

with $0 \leq C^1, C^2, C^3 < \sigma$.

The second equality gives $C^2 = C^3 = \sigma$. This is not consistent with the range of $C^2$ and $C^3$. The case is not admissible.

Case 2, S-U-U. We have $\rho^1_0 \in [0, \rho_+(C^1)]$ and $\rho^2_0 = \rho_+(C^2), \rho^3_0 = \rho_-(C^3)$. Inserting into the coupling conditions gives

$$\rho^1_0 = \rho_+(C^2) = \rho_-(C^3)$$

$$C^3 = C^1 + C^2$$

with $0 \leq C^1 \leq \sigma$ and $0 \leq C^2, C^3 < \sigma$. Again the second equation gives $C^2 = C^3 = \sigma$ which is not in the range of $C^2, C^3$. The case is not admissible.

Case 3, U-S-U. We have $\rho^1_0 = \rho_+(C^1), \rho^2_0 \in [0, \rho_+(C^2)), \rho^3_0 = \rho_-(C^3)$. The case is symmetric to the above and not admissible.

Case 4, U-U-S. We have $\rho^1_0 = \rho_+(C^1), \rho^2_0 = \rho_+(C^2), \rho^3_0 = [\rho_-(C^3), 1]$. We have

$$\rho_+(C^1) = \rho_+(C^2) = \rho^3_0$$

$$C^3 = C^1 + C^2$$
with $0 \leq C^1, C^2 < \sigma$ and $0 \leq C^3 \leq \sigma$. This gives $C^1 = C^2 = \frac{C^3}{2}$ and

$$\rho_0^1 = \rho_0^2 = \rho_0^3 = \rho_+ \left( \frac{C^3}{2} \right).$$

**Case 5, U-S-S** We have $\rho_0^1 = \rho_+ (C^1)$, $\rho_0^2 \in [0, \rho_+(C^2)]$ and $\rho_0^3 \in [\rho_-(C^3), 1]$ with $0 \leq C^1 < \sigma$ and $0 \leq C^2, C^3 \leq \sigma$. We have

$$\rho_+ (C^1) = \rho_0^2 = \rho_0^3$$

$$C^3 = C^1 + C^2.$$

This gives $\rho_0^3 = \rho_0^3 = \rho_+ (C^1) = \rho_+ (C^3 - C^2)$ with the requirement $0 \leq C^3 - C^2 \leq \sigma$ or $C^3 \geq C^2$ and $\rho_0^3 = \rho_+ (C^3 - C^2) \in [\rho_-(C^3), \rho_+(C^2)]$. It leads to $\rho_+ (C^3 - C^2) \leq \rho_+ (C^2)$ or $C^3 - C^2 \geq C_2$ or $C^3 \geq 2C^2$. Altogether, we have for $2C^2 \leq C^3$ and $C^1 = C^3 - C^2$

$$\rho_0^1 = \rho_0^2 = \rho_0^3 = \rho_+ (C^3 - C^2).$$

**Case 6, S-U-S** We have $\rho_0^1 \in [0, \rho_+(C^1)]$ and $\rho_0^2 = \rho_+ (C^2)$, $\rho_0^3 \in [\rho_-(C^3), 1]$ with $0 \leq C^1 \leq \sigma$ and $0 \leq C^2, C^3 < \sigma$. The case is symmetric to case 5. For $2C^1 \leq C^3$ and $C^2 = C^3 - C^1$ we have

$$\rho_0^1 = \rho_0^2 = \rho_0^3 = \rho_+ (C^3 - C^1).$$

**Case 7, S-S-U** We have $\rho_0^1 \in [0, \rho_+(C^1)]$ and $\rho_0^2 \in [0, \rho_+(C^2)]$ and $\rho_0^3 = \rho_-(C^3)$ with $0 \leq C^1, C^2 \leq \sigma$ and $0 \leq C^3 < \sigma$. The coupling conditions give

$$\rho_0^1 = \rho_0^2 = \rho_-(C^3)$$

$$C^3 = C^1 + C^2.$$

This gives $\rho_0^1 = \rho_0^2 = \rho_-(C^3)$ with the condition $0 \leq C^1 + C^2 < \sigma$. Thus for $0 \leq C^1 + C^2 < \sigma$ we have

$$\rho_0^1 = \rho_0^2 = \rho_0^3 = \rho_-(C^1 + C^2).$$

**Case 8, S-S-S** We have $\rho_0^1 \in [0, \rho_+(C^1)]$, $\rho_0^2 \in [0, \rho_+(C^2)]$, $\rho_0^3 \in [\rho_-(C^3), 1]$ with $0 \leq C^1, C^2, C^3 \leq \sigma$. The conditions are

$$\rho_0^1 = \rho_0^2 = \rho_0^3$$

$$C^3 = C^1 + C^2.$$

The values of $\rho_0^1 = \rho_0^2 = \rho_0^3$ are not uniquely determined, but they restricted to the interval $[\rho_-(C^1 + C^2), \min(\rho_+(C^1), \rho_+(C^2))]$.

These considerations yield all possible combinations of layer problems at the node. They have now to be matched to the half-Riemann problems at the respective lanes.

### 7.2. Matching of Riemann problem and layer equations

Assuming the initial states $\rho_i^1$, $i = 1, 2, 3$ to be given, we have to determine the fluxes $C^i$ and new states $\rho_K^i$ at the node. As mentioned, on the one hand $\rho_K^i$ are the asymptotic states of the respective layer problems and they and the corresponding fluxes $C^i$ have to fulfill the conditions on the single kinetic layers, see section 4.1.3, and on the coupled layers, see section 7.1. On the other hand they are the left (road 1 and 2) or right
hand (road 3) states of the half Riemann problems with \( \rho_B^i \) as corresponding right and left states respectively fulfilling the conditions in 4.2.

As before, the states at the junction (corresponding to \( y = 0 \) for the layers) are denoted by \( \rho_B^i \). We consider eight different configurations for the states \( \rho_B^i \) corresponding to the possible combinations of different half Riemann problems. For each of them all possible combinations with stable or unstable layer solutions have to be discussed. Not admissible combinations are not listed.

**Case 1, RP1-1-1** \( \rho_B^1 \geq \rho^* ; \rho_B^2 \geq \rho^* ; \rho_B^3 \leq \rho^* \). From Section 4.1.3 we obtain

\[
\begin{align*}
\rho_K^1 &\in [\rho^*, 1] : (U) \text{ or } ((S) \text{ with } C^1 = \sigma) \\
\rho_K^2 &\in [\rho^*, 1] : (U) \text{ or } ((S) \text{ with } C^2 = \sigma) \\
\rho_K^3 &\in [0, \rho^*] : (U) \text{ or } ((S) \text{ with } C^3 = \sigma)
\end{align*}
\]

Then, the discussion in Section 4.1.3 leads to 5 different cases:

**UUS** with \( C^3 = \sigma \) and \( C^1 = C^2 = \frac{\sigma}{2} \) and \( \rho_0 = \rho_+ \left( \frac{\sigma}{2} \right) \).

**USS** with \( C^2 = C^3 = \sigma \) which contradicts \( C^3 \geq 2C^2 \).

**SUS** with \( C^1 = C^3 = \sigma \) which contradicts \( C^3 \geq 2C^1 \).

**SSU** with \( C^1 = C^2 = \sigma \) and a contradiction to \( C^1 + C^2 \leq \sigma \).

**SSS** with \( C^1 = C^2 = C^3 = \sigma \), which gives a contradiction to the balance of fluxes.

This and again Section 4.1.3 give

\[
\begin{align*}
\rho_K^1 & = \rho_+ \left( \frac{\sigma}{2} \right) \\
\rho_K^2 & = \rho_+ \left( \frac{\sigma}{2} \right) \\
\rho_K^3 & = \rho_+(\sigma) = \rho^*
\end{align*}
\]

**Case 2, RP1-1-2** \( \rho_B^1 \geq \rho^* ; \rho_B^2 \geq \rho^* ; \rho_B^3 \geq \rho^* \).

\[
\begin{align*}
\rho_K^1 &\in [\rho^*, 1] : (U) \text{ or } ((S) \text{ with } C^1 = \sigma) \\
\rho_K^2 &\in [\rho^*, 1] : (U) \text{ or } ((S) \text{ with } C^2 = \sigma) \\
\rho_K^3 &\in [0, \tau(\rho_B^3)] \cup \{ \rho_B^3 \} : (U) \text{ with } C^3 \leq F(\rho_B^3) \text{ or } ((S) \text{ with } C^3 = F(\rho_B^3))
\end{align*}
\]

**UUS** with \( C^3 = F(\rho_B^3) \) and \( C^1 = C^2 = \frac{1}{2} F(\rho_B^3) \) and \( \rho_0 = \rho_+ \left( \frac{1}{2} F(\rho_B^3) \right) \).

**USS** with \( C^2 = C^3 = \sigma \) which contradicts \( C^3 \geq 2C^2 \).

**SUS** with \( C^1 = \sigma \) which contradicts \( C^3 \geq 2C^1 \).

**SSU** with \( C^1 = C^2 = \sigma \) and a contradiction to \( C^1 + C^2 \leq \sigma \).

**SSS** with \( C^1 = C^2 = C^3 = \sigma \), which gives a contradiction to the balance of fluxes.

This gives

\[
\begin{align*}
\rho_K^1 & = \rho_+ \left( \frac{1}{2} F(\rho_B^3) \right) \\
\rho_K^2 & = \rho_+ \left( \frac{1}{2} F(\rho_B^3) \right) \\
\rho_K^3 & = \rho_+ (F(\rho_B^3)) = \rho_B^3
\end{align*}
\]

**Case 3, RP1-2-1** \( \rho_B^1 \geq \rho^* ; \rho_B^2 \leq \rho^* ; \rho_B^3 \leq \rho^* \).

\[
\begin{align*}
\rho_K^1 &\in [\rho^*, 1] : (U) \text{ or } ((S) \text{ with } C^1 = \sigma) \\
\rho_K^2 &\in [\tau(\rho_B^2), 1] \cup \{ \rho_B^2 \} : (U) \text{ with } C^2 \leq F(\rho_B^2) \text{ or } ((S) \text{ with } C^2 = F(\rho_B^2)) \\
\rho_K^3 &\in [\rho^*, 1] : (U) \text{ or } ((S) \text{ with } C^3 = \sigma)
\end{align*}
\]

**UUS** with \( C^3 = \sigma \) which gives \( C^1 = C^2 = \frac{\sigma}{2} \). Moreover, \( C^2 \leq F(\rho_B^2) \). This is possible if \( \frac{\sigma}{2} \leq F(\rho_B^2) \). Then, \( \rho_0 = \rho_+ \left( \frac{\sigma}{2} \right) \).
USS with $C^3 = \sigma, C^2 = F(\rho_B^1)$. $C^3 \geq 2C^2$ gives the requirement $\frac{\sigma}{2} \geq F(\rho_B^1)$. Moreover, we have $C^1 = \sigma - F(\rho_B^1)$ and $\rho_B^0 = \rho_+ (C^1)$.

SUS with $C^1 = \sigma$ which contradicts $C^3 \geq 2C^1$.

SSU with $C^1 = \sigma$ and $C^2 = F(\rho_B^1)$. This is only possible for $\rho_B^2 = 0$ and $C^2 = 0$.

Then $C^3 = \sigma$ and $\rho_B^0 = \rho_-(\sigma) = \rho^*$. 

SSS with $C^1 = C^3 = \sigma$ and $C^2 = F(\rho_B^1)$. This gives again $\rho_B^2 = 0$ and $C^2 = 0$.

Then $\rho_B^0 \in [\rho_-(C^1 + C^2), \min(\rho_+(C^1), \rho_+(C^2))]$ gives $\rho_B^0 \in [\rho_-(\sigma), \rho_+(\sigma)]$. This leaves only $\rho_B^0 = \rho^*$.

This gives for $\frac{\sigma}{2} \leq F(\rho_B^1)$ that $C^1 = C^2 = \frac{C^3}{2} = \frac{\sigma}{2}$ and

\[
\begin{align*}
\rho_B^1 &= \rho_+ \left( \frac{\sigma}{2} \right) \\
\rho_B^2 &= \rho_+ \left( \frac{\sigma}{2} \right) \\
\rho_B^3 &= \rho_+ (\sigma) = \rho^* \\
\rho_B^0 &= \rho_+ (\sigma - F(\rho_B^1)).
\end{align*}
\]

For $\frac{\sigma}{2} \geq F(\rho_B^1)$ one has $C^1 = \sigma - F(\rho_B^1), C^3 = \sigma, C^2 = F(\rho_B^1)$ and

\[
\begin{align*}
\rho_B^1 &= \rho_+(\sigma - F(\rho_B^1)) \\
\rho_B^2 &= \rho_+ \left( \frac{\sigma}{2} \right) \\
\rho_B^3 &= \rho_+ (\sigma) = \rho^* \\
\rho_B^0 &= \rho_+ (\sigma - F(\rho_B^1)).
\end{align*}
\]

Case 4, RP2-1-1 $\rho_B^1 \leq \rho^*, \rho_B^2 \geq \rho^*, \rho_B^3 \leq \rho^*$. This case is symmetric to Case 3.

We have for $\frac{\sigma}{2} \geq F(\rho_B^1)$ that $C^1 = F(\rho_B^1), C^3 = \sigma, C^2 = \sigma - F(\rho_B^1)$ and

\[
\begin{align*}
\rho_B^1 &= \rho_B^1 \\
\rho_B^2 &= \rho_+ (\sigma - F(\rho_B^1)) \\
\rho_B^3 &= \rho_+ (\sigma) = \rho^* \\
\rho_B^0 &= \rho_+ (\sigma - F(\rho_B^1)).
\end{align*}
\]

For $\frac{\sigma}{2} \leq F(\rho_B^1)$ one has $C^1 = C^2 = \frac{C^3}{2} = \frac{\sigma}{2}$ and

\[
\begin{align*}
\rho_B^1 &= \rho_+ \left( \frac{\sigma}{2} \right) \\
\rho_B^2 &= \rho_+ \left( \frac{\sigma}{2} \right) \\
\rho_B^3 &= \rho_+ (\sigma) = \rho^* \\
\rho_B^0 &= \rho_+ \left( \frac{\sigma}{2} \right).
\end{align*}
\]

Case 5, RP1-2-2 $\rho_B^1 \geq \rho^*, \rho_B^2 \leq \rho^*, \rho_B^3 \geq \rho^*$.

\[
\begin{align*}
\rho_B^1 &\in [\rho^*, 1] : \quad \text{((U) or (S) with } C^1 = \sigma) \\
\rho_B^2 &\in [\tau(\rho_B^1), 1] \cup \{\rho_B^3\} : \quad \text{((U) with } C^2 \leq F(\rho_B^1) \text{) or (S) with } C^2 = F(\rho_B^1)) \\
\rho_B^3 &\in [0, 1 - \rho_B^3] \cup \{\rho_B^3\} : \quad \text{((U) with } C^3 \leq F(\rho_B^1) \text{) or (S) with } C^3 = F(\rho_B^1)).
\end{align*}
\]

UUS with $C^2 \leq F(\rho_B^2)$ and $C^3 \geq F(\rho_B^3)$. If $F(\rho_B^1) \leq 2F(\rho_B^1)$ then $C^1 = C^2 = \frac{F(\rho_B^1)}{2}$ and $\rho_B^0 = \rho_+ (\frac{C^3}{2})$.

USS with $C^2 = F(\rho_B^2), C^3 = F(\rho_B^3)$. With $C^3 \geq 2C^2$ or $F(\rho_B^3) \geq F(\rho_B^3)$ we have $C^1 = C^3 - 2C^2$.

SUS with $C^1 = \sigma, C^2 \leq F(\rho_B^2), C^3 = F(\rho_B^3)$, which gives a contradiction to $C^3 \geq 2C^1$.

SSU with $C^1 = \sigma, C^2 = F(\rho_B^2), C^3 \geq F(\rho_B^3)$. This is only possible for $\rho_B^2 = 0$.

Then $C^3 = \sigma, \rho_B^3 = \rho^*$ and $\rho_B^0 = \rho_-(\sigma) = \rho^*$.

SSS with $C^1 = \sigma, C^2 = F(\rho_B^2), C^3 = F(\rho_B^3)$. This is only possible, if $C^2 = 0$ and $\rho_B^3 = 0$. This yields $C^3 = \sigma$ and $\rho_B^3 = \rho^*$. Then $\rho_B^0 \in [\rho_-(C^1 + C^2), \min(\rho_+(C^1), \rho_+(C^2))]$ gives $\rho_B^0 \in [\rho_-(\sigma), \rho_+(\sigma)]$, which leaves only $\rho_B^0 = \rho^*$. 
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This gives for $F(\rho_B^3) \leq 2F(\rho_B^2)$

\[
\begin{align*}
\rho^1_K &= \rho_+\left(\frac{F(\rho_B^3)}{2}\right) \\
\rho^2_K &= \rho_+\left(\frac{F(\rho_B^3)}{2}\right) \\
\rho^3_K &= \rho_+(F(\rho_B^3)) = \rho_B^3 \\
\rho^i_0 &= \rho_+(\frac{F(\rho_B^3)}{2}) .
\end{align*}
\]

For $F(\rho_B^3) \geq 2F(\rho_B^2)$ one has

\[
\begin{align*}
\rho^1_K &= \rho_+(F(\rho_B^3) - F(\rho_B^2)) \\
\rho^2_K &= \rho_-(F(\rho_B^2)) = \rho_B^2 \\
\rho^3_K &= \rho_+(F(\rho_B^3)) = \rho_B^3 \\
\rho^i_0 &= \rho_+(F(\rho_B^3) - F(\rho_B^2)) .
\end{align*}
\]

Case 6, RP2-1-2 $\rho_B^1 \leq \rho^*, \rho_B^2 \geq \rho^*, \rho_B^3 \geq \rho^*$. This case is symmetric to case 5.

We have for $F(\rho_B^3) \leq 2F(\rho_B^2)$

\[
\begin{align*}
\rho^1_K &= \rho_+\left(\frac{F(\rho_B^3)}{2}\right) \\
\rho^2_K &= \rho_+\left(\frac{F(\rho_B^3)}{2}\right) \\
\rho^3_K &= \rho_+(F(\rho_B^3)) = \rho_B^3 \\
\rho^i_0 &= \rho_+(\frac{F(\rho_B^3)}{2}) .
\end{align*}
\]

For $F(\rho_B^3) \geq 2F(\rho_B^2)$ one has

\[
\begin{align*}
\rho^1_K &= \rho_-(F(\rho_B^3)) = \rho_B^1 \\
\rho^2_K &= \rho_+(F(\rho_B^3) - F(\rho_B^2)) = \rho_B^2 \\
\rho^3_K &= \rho_+(F(\rho_B^3)) = \rho_B^3 \\
\rho^i_0 &= \rho_+(F(\rho_B^3) - F(\rho_B^2)) .
\end{align*}
\]

Case 7, RP2-2-1 $\rho_B^1 \leq \rho^*, \rho_B^2 \leq \rho^*, \rho_B^3 \leq \rho^*$.

\[
\begin{align*}
\rho_K^1 &\in [\tau(\rho_B^1), 1] \cup \{\rho_B^1\} : (U) with C^1 \leq F(\rho_B^1) \) or ((S) with C^1 = F(\rho_B^1)) \\
\rho_K^2 &\in [\tau(\rho_B^2), 1] \cup \{\rho_B^2\} : (U) with C^2 \leq F(\rho_B^2) \) or ((S) with C^2 = F(\rho_B^2)) \\
\rho_K^3 &\in [0, \rho^*] : (U) or ((S) with C^3 = \sigma)
\end{align*}
\]

UUS with $C^1 \leq F(\rho_B^1)$ and $C^2 \leq F(\rho_B^2)$. $C^3 = \sigma$ yields $C^1 = C^2 = \frac{\sigma}{2}$, if $F(\rho_B^2) \geq \frac{\sigma}{2}$ and $F(\rho_B^2) \geq \frac{\sigma}{2}$. Then $\rho_K^3 = \rho_+(\frac{C^1}{2})$.

USS with $C^1 \leq F(\rho_B^1), C^3 = \sigma, C^2 = F(\rho_B^2)$. $C^3 \geq 2C^2$ is equivalent to $\frac{\sigma}{2} \geq F(\rho_B^2)$. Moreover, $C = \sigma - F(\rho_B^1)$ requires $F(\rho_B^1) + F(\rho_B^2) \geq \sigma$.

SUS with $C^1 = F(\rho_B^1), C^2 \leq F(\rho_B^2), C^3 = \sigma$. $C^3 \geq 2C^1$ gives $\frac{\sigma}{2} \geq F(\rho_B^1)$, $F(\rho_B^2) \geq \frac{\sigma}{2}$ and $C^2 = \sigma - F(\rho_B^2) \geq \frac{\sigma}{2}$. Moreover, $\rho_0 = \rho_+(C^3 - C^1)$.

SSU with $C^1 = F(\rho_B^1)$ and $C^2 = F(\rho_B^2)$. This gives $F(\rho_B^1) + F(\rho_B^2) \leq \sigma$ and $\rho_0 = \rho_+(\frac{C^3}{2})$.

SSS with $C^1 = F(\rho_B^1)$ and $C^2 = F(\rho_B^2), C^3 = \sigma$. This is only possible, if $F(\rho_B^1) + F(\rho_B^2) = \sigma$. In this case, since $\rho_0^i \in [\rho_-(C^1 + C^2), \min(\rho_+(C^1), \rho_+(C^2))]$ we obtain $\rho_0^i \in [\rho_-(\sigma), \min(\rho_+(F(\rho_B^1)), \rho_+(F(\rho_B^2)))]$. This gives the restriction $\rho_0^i \in [\rho_-(\sigma), \tau(\rho_B^1), \tau(\rho_B^2)]$ according to the range of $\rho_B^1, \rho_B^2$.

We obtain for $F(\rho_B^1) + F(\rho_B^2) \leq \sigma$ (SSU)

\[
\begin{align*}
\rho^1_K &= \rho_-(F(\rho_B^1)) = \rho_B^1 \\
\rho^2_K &= \rho_-(F(\rho_B^2)) = \rho_B^2 \\
\rho^3_K &= \rho_-(F(\rho_B^1) + F(\rho_B^2)) \\
\rho_0^i &= \rho_-(F(\rho_B^1) + F(\rho_B^2)) .
\end{align*}
\]

For $F(\rho_B^1) + F(\rho_B^2) \geq \sigma, F(\rho_B^1) \geq \frac{\sigma}{2}, F(\rho_B^2) \geq \frac{\sigma}{2}$ (USS) one has

\[
\begin{align*}
\rho_K^1 &= \rho_+\left(\frac{\sigma}{2}\right) \\
\rho_K^2 &= \rho_+\left(\frac{\sigma}{2}\right) \\
\rho_K^3 &= \rho^* \\
\rho_0^i &= \rho_+\left(\frac{\sigma}{2}\right) .
\end{align*}
\]
For $F(\rho_B^1) + F(\rho_B^2) \geq \sigma, F(\rho_B^1) \leq \frac{\sigma}{2}, F(\rho_B^2) \geq \frac{\sigma}{2}$ (SUS) one has

\[\rho_K^1 = \rho_-(F(\rho_B^1)) = \rho_B^1 \quad \rho_K^2 = \rho_+(\sigma - F(\rho_B^1)) \quad \rho_K^3 = \rho_+(\sigma) = \rho^* \]
\[\rho_0^i = \rho_+(\sigma - F(\rho_B^1)).\]

For $F(\rho_B^3) \geq \sigma$, $F(\rho_B^1) \geq \frac{\sigma}{2}, F(\rho_B^2) \leq \frac{\sigma}{2}$ (USS) one has

\[\rho_K^1 = \rho_+(\sigma - F(\rho_B^3)) \quad \rho_K^2 = \rho_-(F(\rho_B^3)) = \rho_B^2 \quad \rho_K^3 = \rho^* \]
\[\rho_0^i = \rho_+(\sigma - F(\rho_B^3)).\]

Remark 6. We note that at the interfaces between the different conditions we obtain values $\rho_0^i \in [\rho^*, \min(\rho_+(F(\rho_B^3)), \rho_+(F(\rho_B^2)))]$. This is exactly the interval for the $\rho^i$-values in case (SSS).

Case 8, RP2-2-2 $\rho_B^1 \leq \rho^*, \rho_B^1 \leq \rho^*, \rho_B^3 \geq \rho^*$.

\[\rho_K^1 \in [\tau(\rho_B^3), 1] \cup \{\rho_B^1\} : \quad (U) \text{ with } C^1 \leq F(\rho_B^1)) \text{ or } (S) \text{ with } C^1 = F(\rho_B^1)) \]
\[\rho_K^2 \in [\tau(\rho_B^3), 1] \cup \{\rho_B^2\} : \quad (U) \text{ with } C^2 \leq F(\rho_B^2)) \text{ or } (S) \text{ with } C^2 = F(\rho_B^2)) \]
\[\rho_K^3 \in [0, \tau(\rho_B^3)) \cup \{\rho_B^2\} : \quad (U) \text{ with } C^3 \leq F(\rho_B^3)) \text{ or } (S) \text{ with } C^3 = F(\rho_B^3)) \]

UUS with $C^1 \leq F(\rho_B^1), C^2 \leq F(\rho_B^2)$ and $C^3 = F(\rho_B^3)$. If $F(\rho_B^3) \leq 2F(\rho_B^2)$ and $F(\rho_B^3) \leq 2F(\rho_B^3)$ then $C^1 = C^2 = \frac{F(\rho_B^1)}{2}$ and $\rho_0^i = \rho_+(\frac{\sigma}{2})$.

USS with $C^1 \leq F(\rho_B^1), C^2 = F(\rho_B^2), C^3 = F(\rho_B^3)$. With $C^3 \geq 2C^2$ we have $F(\rho_B^3) \geq 2F(\rho_B^2)$ and $F(\rho_B^3) - F(\rho_B^2) \leq F(\rho_B^3)$ or $F(\rho_B^3) + F(\rho_B^3) \geq F(\rho_B^2)$.

SUS with $C^1 = F(\rho_B^1), C^2 \leq F(\rho_B^2), C^3 = F(\rho_B^3)$. $C^3 \geq 2C^1$ gives $F(\rho_B^3) \geq 2F(\rho_B^2)$ and $F(\rho_B^3) - F(\rho_B^1) \leq F(\rho_B^2)$ or $F(\rho_B^3) + F(\rho_B^3) \geq F(\rho_B^3)$. Moreover $\rho_0^i = \rho_+(C^3 - C^1)$.

SSS with $C^1 = F(\rho_B^1)$ and $C^2 = F(\rho_B^2), C^3 \leq F(\rho_B^3)$. This is only possible for $F(\rho_B^3) + F(\rho_B^2) \leq F(\rho_B^3)$. Moreover, $\rho_0^i = \rho_-(C^3)$.

SSS with $C^1 = F(\rho_B^1)$ and $C^2 = F(\rho_B^2), C^3 = F(\rho_B^3)$. This is only possible, if $F(\rho_B^3) + F(\rho_B^2) = F(\rho_B^3)$. We obtain $\rho_0^i \in [\rho_-(F(\rho_B^3)), \min(\rho_+(F(\rho_B^1)), \rho_+(F(\rho_B^2))))]$. This gives according to the range of $\rho_B^1, \rho_B^2$, that $\rho_0^i \in [\tau(\rho_B^3), \min(\tau(\rho_B^3), \tau(\rho_B^2))]$.

This gives for $F(\rho_B^3) \leq 2F(\rho_B^2)$ and $F(\rho_B^3) \leq 2F(\rho_B^3)$ (UUS)

\[\rho_K^1 = \rho_+(\frac{F(\rho_B^3)}{2}) \quad \rho_K^2 = \rho_+(\frac{F(\rho_B^3)}{2}) \quad \rho_K^3 = \rho_+(F(\rho_B^3)) = \rho_B^3 \]
\[\rho_0^i = \rho_+(\frac{F(\rho_B^3)}{2}).\]

For $F(\rho_B^3) \geq 2F(\rho_B^2)$ and $F(\rho_B^3) + F(\rho_B^3) \geq F(\rho_B^3)$ (USS) one has

\[\rho_K^1 = \rho_+(F(\rho_B^3) - F(\rho_B^2)) \quad \rho_K^2 = \rho_-(F(\rho_B^3)) \quad \rho_K^3 = \rho_+(F(\rho_B^3)) \]
\[\rho_0^i = \rho_+(F(\rho_B^3) - F(\rho_B^2)).\]

For $F(\rho_B^3) \geq 2F(\rho_B^2)$ and $F(\rho_B^3) + F(\rho_B^3) \geq F(\rho_B^3)$ (SUS) one has

\[\rho_K^1 = \rho_-(F(\rho_B^3)) = \rho_B^1 \quad \rho_K^2 = \rho_+(F(\rho_B^3) - F(\rho_B^1)) \quad \rho_K^3 = \rho_+(F(\rho_B^3)) = \rho_B^3 \]
\[\rho_0^i = \rho_+(F(\rho_B^3) - F(\rho_B^1)).\]
For $F(\rho_B^1) + F(\rho_B^2) \leq F(\rho_B^3)(SSU)$ one has
\[
\rho_K^1 = \rho - (F(\rho_B^1)) = \rho_B^1 \quad \rho_K^2 = \rho - (F(\rho_B^2)) = \rho_B^2 \quad \rho_K^3 = \rho - (F(\rho_B^1) + F(\rho_B^2))
\]
\[
\rho_0 = \rho - (F(\rho_B^1) + F(\rho_B^2)) .
\]

**Remark 7.** Note that the sub-cases in Case 8 partition uniquely the range of admissible states since for $0 \leq x, y, z \leq 1$ either $(x+y \leq z)$ or $(x+y \geq z$ and $z \geq 2y)$ or $(x+y \geq z$ and $z \geq 2x)$ or $(z \leq 2x$ and $z \leq 2y)$.

Moreover, note that at the interfaces between the different conditions we obtain that $\rho_0 \in [\rho_-(F(\rho_B^1)), \min(\rho_+(F(\rho_B^1)), \rho_+(F(\rho_B^2)))].$ This is exactly the interval for the $\rho^i$-values in case (SSS).

**8. Conclusions.** We have introduced coupling conditions for a kinetic two velocity traffic model, which is used as a relaxation model for scalar traffic flow equations. From these coupling conditions we have derived, via asymptotic analysis of the spatial layers at the nodes and a detailed investigation of the associated Riemann problems, coupling conditions for classical scalar macroscopic traffic models. The derivation shows that a classical merge condition for a nonlinear scalar conservation law can be interpreted on the kinetic level as a combination of the balance of fluxes and the equality of densities on all roads. The equality of densities is, however, not fulfilled on the level of the scalar conservation law, where only the balance of fluxes still holds. This research will be continued in a follow-up paper [11], where the case of diverging lanes with and without drivers preferences is treated.
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