Effects of biomarker diagnostic accuracy on biomarker-guided phase 2 trials
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ABSTRACT
Recent advancements in genomics have attracted attention towards biomarker-guided trials. These trials aim to identify therapies that target diseases based on their genetic profile, and are especially common in cancer research. Careful incorporation of biomarkers in phase II studies is critical to the selection of candidates for further phase III investigation. This short communication focuses on problems of biomarker test accuracy in biomarker-guided trials. We assessed how diagnostic accuracy of biomarker tests affects type I error rate, statistical power, and sample size requirements of single-arm biomarker-guided trials. In particular, we report how false positive rates (FPRs) of biomarker tests reduce statistical power and type I error for Simon's two-stage design, and the degree of sample size correction required to achieve pre-specified power and type I error with varying FPRs. This was done using a case study based on a previous biomarker-guided single-arm trial that was designed with an assumed tumor response rate of 10% under the null hypothesis and 40% for the alternative hypothesis for the mutant group. With varying FPRs of biomarker tests, we considered two scenarios in which the response rate for the wild-type group was assumed to be lower than the rate in the mutant group. Firstly, we assumed a response rate of 10% under the null hypothesis and 40% for the alternative hypothesis for the mutant group for 5% type I error and 90% power. With varying FPRs of biomarker tests, we considered two scenarios in which the response rate for the wild-type group was assumed to be lower than the rate in the mutant group for 5% type I error and 90% power. With varying FPRs of biomarker tests, we considered two scenarios in which the response rate for the wild-type group was assumed to be lower than the rate in the mutant group for 5% type I error and 90% power.

1. Background
Recent advancements in genomics have improved our understanding of the genetic landscape of different diseases, especially within oncology [1]. Biomarker-guided trials for precision medicine, which aim to identify targeted therapies for specific genetic profiles, have emerged as an area of increased interest [2,3]. While there is much promise in this targeted approach in terms of our ability to treat diseases, investigators should be aware of the several pitfalls to this technique. In particular, investigators need to consider the inaccuracy that accompanies all medical tests and therefore the proportion of incorrectly-classified bio-marker negative patients that can be anticipated in their trials. Previous reviews of biomarker-guided trial designs [4,5] and guidance documents by the Food and Drug Administration (FDA) [6,7] have all co-highlighted the importance of biomarker test accuracy in biomarker-guided clinical trials. While many published trials have mentioned that the measures undertaken to confirm biomarker test accuracy, translating this accuracy in context for the operational characteristics of these trials has been limited. Careful incorporation of biomarkers in phase II studies is critical to the selection of candidates for further phase III investigation. In phase II oncology trials, the general goal is to assess whether a treatment has sufficient activity against a specified tumor type and therefore whether further investigation is warranted. Thus, these exploratory trials should be designed to maximize statistical power, while confirmatory studies should be designed to minimize type I errors [8]. As patients are recruited on the basis of biomarker test in biomarker-guided trials, the accuracy of the test itself in combination with the influence it has on treatment effect are potentially pivotal in determining whether a study and treatment are to be considered successful.

The purpose of this short communication is two-fold. Firstly, we assessed the effects of biomarker testing accuracy on type I error rate, power, and sample size of single-arm phase II clinical trials with Simon's two-stage design. Simon's two-stage design was chosen due to its common employment in phase II oncology trials [9]. We present on a single case study based on a previously conducted biomarker-guided single-arm trial that used Simon's two-stage minimax design [10]. For this, we considered varying false positive rates (FPRs) of biomarker tests in two scenarios in which the response rate for the wild-type (false positive) group was assumed to be lower than the rate in the mutant (true positive) group. Secondly, we introduce a simple open-source online trial planner so that future investigators can use to plan their
exploratory biomarker-guided trials.

2. Methods

2.1. Case study general assumptions

We considered varying FPRs of biomarker tests from completely accurate to inaccurate (FPR = 0.00 to 1.00) to estimate how biomarker testing accuracy affects the type I error rate, power, and sample size for Simon’s two-stage design. We assumed that tumor response rate for an experimental therapy would be higher for those with the targeted mutation (mutant group) versus those without (wild-type group). Response rates of 10% under the null hypothesis and 40% under the alternative hypothesis were assumed for the mutant group. These effect sizes were based on a previously conducted biomarker-guided phase II trial [10]. For the wild-type group, response rates of 5% and 10% were assumed as separate scenarios. Further details on hypothesis testing is provided in the Appendix.

2.2. Simon’s two-stage design

In Simon’s two-stage design, a trial is conducted in two stages with the option to stop the trial after the first or the second stage depending on the response observed [11]. Simon’s two-stage design assumes an overall maximum number of patients (n), with a subset recruited for the first stage (n1). The trial is stopped early for futility if the minimum prespecified tumor response is not observed at the first stage (r1). If the minimum response is observed, the trial continues recruitment up to n; at the second stage, the null hypothesis is rejected if the overall number of responders exceeds r. Simon’s two-stage design may be designed to minimize the maximum sample size (‘minimax design’) or the expected sample size under the null hypothesis (‘optimal design’) [11].

In this short communication, we present the results on the minimax design as this design was used in the case study of Li et al., 2018 [10]. The details of our statistical analyses and the optimal design results are provided in the Appendix. Using the general assumptions on expected response rate for the target (true positive) and non-target (false positive) mutation group as mentioned before, we arrived at a minimax two-stage design with the following specifications of (n, n1, r, r) = (18, 12, 4, 1), with 5% type I error rate and 90% power assuming FPR of 0.00.

3. Results

3.1. Power and type I error

Fig. 1 illustrates the effects of biomarker test’s FPR on statistical power (left panel) and type I error rate (right panel) of the Simon’s two-stage minimax design. The effects of the biomarker test’s inaccuracy on statistical power were more prominent when a lower response rate (5%) was assumed for the wild-type. With an FPR of 10%, power was reduced from 90% to 84% when a 5% response rate was assumed for the wild-type and to 85% when a 10% response rate assumed (Supplementary Table 1). The effects of biomarker test inaccuracy became more prominent when the FPR was greater than 10%. For instance, when the FPR was at 25%, the power became as low as 70%, with the 5% tumor response rate assumed for the wild-type group.

In addition to statistical power becoming lower than what the trial was designed with the increasing FPR, the effective type I error also became lower. When the biomarker test was completely accurate, the observed type I error was 2.77% but in all other scenarios the observed type I error was even lower (Fig. 1).

3.2. Sample size correction

Sample size correction required for the Simon’s two-stage minimax design is shown in Fig. 2. When the biomarker test was completely accurate (FPR = 0.00), the maximum sample size required for 5% type I error rate and 90% power under the null hypothesis was [18]. However, the requirements for sample size increased with increasing FPR. With a fairly accurate biomarker test (10% FPR), the calculated maximum sample size was 20 for both response rates (5% and 10%) for the wild-type (Supplementary Table 2). When the biomarker test’s inaccuracy was larger than 10%, the sample size correction that was required became considerable. For instance, with 27.5% FPR, the required sample size increased by over three-quarters (n = 33) with 5% response rate assumed for the wild-type.

4. Discussion

To our knowledge, this is the first study to report the effects of biomarker testing on Simon’s two-stage design phase II trials. We demonstrate that increasing FPR can drastically reduce the power and type I error of a given phase II design. Testing accuracy should be therefore incorporated into trial planning. When the diagnostic test accuracy is not accounted for in the trial design, biomarker-guided
This growth in biomarker trials holds exciting promise for oncology; however, care-ful considerations including the biomarker tests’ accuracy should be made in the planning stage. There is an additional need for increased awareness regarding the importance of accurately describing diagnostic and prognostic test characteristics [12], undertaking randomized diagnostic trials [13,14] and designing trials to simultaneously assess test performance and treatment performance, determining how diagnostic tests can influence health outcomes directly [15].
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