Moiré superlattice effects in graphene/boron-nitride van der Waals heterostructures
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Abstract

Van der Waals heterostructures of graphene and hexagonal boron nitride feature a moiré superlattice for graphene’s Dirac electrons. Here, we review the effects generated by this superlattice, including a specific miniband structure featuring gaps and secondary Dirac points, and a fractal spectrum of magnetic minibands known as Hofstadter’s butterfly.

1 Introduction

Van der Waals heterostructures formed from stacks of two-dimensional crystals have recently attracted a great deal of interest, as the available materials cover a broad spectrum of physical properties [1–4]. The first and, by now, the most developed of these heterostructures is that formed by graphene placed on hexagonal boron nitride (hBN). Both materials are made from a single layer of atoms arranged in a honeycomb structure. However, whereas graphene [5,6] is a gapless semiconductor, hBN is an insulator with a band gap of approximately 6 eV [7]. For this reason hBN was first used as a substrate to preserve graphene’s electronic properties [8]. Nevertheless, the small difference between the lattice constants of the two crystals, and any misalignment between their respective crystallographic axes, generates a large-scale quasi-periodic hexagonal pattern, known as the moiré superlattice (mSL) [9–11]. In this review, we focus on the qualitatively new phenomena generated by the presence of the mSL, such as the formation of electronic and magnetic miniband structure. Since the perturbing effect of the mSL on graphene’s Dirac electrons decreases with increasing misalignment between the hBN and graphene lattices, we concentrate on the well-aligned heterostructures (misalignment angle $\theta \lesssim 2^\circ$).

The mSL provides a long-wavelength periodic potential, which leads to the Bragg scattering of electrons in graphene. This generates a miniband structure with the most pronounced effects found at the edges of the first and second miniband, where the mSL perturbation leads to the generation of secondary Dirac Points (sDPs). The signature of these sDPs has been observed, both in the density of states [11,12] and in transport measurements [13–15], as a repetition of the behaviour of the primary Dirac point when the chemical potential is tuned to the energy of the sDP. Notably, the signatures of the sDPs are much more pronounced in the valence band than the conduction band, which is a manifestation of the electron-hole symmetry breaking produced by the mSL perturbation.

Further spectral reconstruction occurs at the neutrality point of graphene. While the first transport measurement [13] reported no detectable band gap, another experiment [14] reported a band gap of approximately 30 meV. The exact details of the spectrum at the neutrality point appear to depend on the architecture of the device, namely whether the graphene is encapsulated
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from the top with an additional, intentionally misaligned, hBN layer, as was the case in the former experiment, or left unencapsulated, as it was in the latter. A further study [16] showed that the graphene and hBN layers in almost perfectly aligned, yet unencapsulated devices, undergo local displacements subject to their mutual adhesion, so that they assume their preferred stacking order for a large portion of the moiré unit cell. In these devices transport measurements revealed significant band gaps, consistent with the expectation [17–20] that graphene’s sublattice symmetry is strongly broken in this phase. Conversely, the lack of detectable band gap, and absence of strain signatures in the Raman spectroscopy data, was interpreted as evidence that the additional randomised adhesion forces due to encapsulation with a misaligned hBN layer suppress the local displacements of the crystals, and therefore (on average) restore the sublattice symmetry. Also, recent magneto-optical spectroscopy data [21] for unencapsulated epitaxially grown heterostructures has been fitted to a gapped Dirac spectrum with a gap of 38 meV and a transition dependent Fermi velocity, the latter interpreted as a signature of the electron-electron interaction in the graphene/hBN heterostructure [19, 20, 22].

When the graphene/hBN heterostructure is placed in a magnetic field that is strong enough that the magnetic length is comparable to the periodicity of the mSL, an intricate fractal spectrum of magnetic bands [12–14, 23] (sometimes referred to as “Hofstadter’s butterfly” [24]) is formed. The physics of this phenomena was explored theoretically many years ago [25, 26]. However, accessing the fractal electronic spectrum experimentally is more challenging because, for a typical crystalline periodicity, the magnetic fields required to access this regime are unobtainable. Low-field oscillations and internal structure within Landau levels [27–34] have been observed using semiconductor heterostructures, but the technological challenges involved in producing the structures and accessing the two-dimensional electron gas limited further studies. In contrast, graphene/hBN heterostructures are uniquely suited to investigate the “Hofstadter butterfly” spectrum because of their high electronic quality, ease of doping, and convenient range of the moiré wavelength ($A \lesssim 14 \text{nm}$). One striking feature in these heterostructures is the systematic reappearance of tertiary Dirac points at the edges of the magnetic minibands formed at rational values of the magnetic flux [13, 35, 36].

Graphene/hBN heterostructures have also been studied using other techniques, such as optical absorption [37] and Raman [38] spectroscopy. For the former, the reconstruction of the electronic spectrum at the edge of the first miniband and the modification of optical selection rules, result in a modulation [37, 39] of the otherwise flat absorption spectrum of graphene [40]. In the case of the latter, the width of the Raman 2D peak (for unencapsulated samples) was found to increase linearly with moiré wavelength, which was interpreted in terms of increasing strain in the graphene layer [38]. It has also been calculated that the formation of minibands in the graphene/hBN heterostructures should impact graphene’s plasmon dispersion [41]. Finally, the moiré minibands in graphene/hBN heterostructures may have some interesting topological properties including non-zero Berry curvature [18, 42]. In an applied electric field the Berry curvature generates an ‘anomalous’ contribution to the electron’s velocity [43], which has been observed in recent transport measurements [44].

Although not discussed in detail here, it is important to note that the electronic quality of graphene-based devices is dramatically improved by using hBN as a substrate [8–10, 45–50], regardless of the misalignment between the two crystals. As compared to the traditional SiO$_2$ substrate [51–53], or other tested substrates [54, 55], hBN is flatter, contains less charged impurities, and forms a “self-cleaning” interface with graphene [55, 56]. All of these factors contribute to an increased mobility of electrons in graphene and decreased charge inhomogeneities due to electron-hole puddles. With improvements in the manufacturing techniques used to create these heterostructures [57–60], as well as developments in the growth of graphene directly on top of the hBN layer [15, 61–70], hBN looks set to be the substrate of choice for graphene devices for many
years to come.

![Image](image.png)

Figure 1: Top: examples of the moiré pattern arising from graphene (blue) placed on hBN (grey), for two different misalignment angles, $\theta = 0^\circ$ and $\theta = 1^\circ$. Bottom: the Brillouin zones of graphene (left) and the mSL (right), with various high symmetry points and reciprocal lattice vectors labelled.

**Geometry of the moiré superlattice.** When two isostructural crystals with a small lattice mismatch, $\delta$, are placed on top of each other with a small misalignment angle, $\theta$, between their respective crystal directions, the beating of the two crystalline periodicities produces the large-scale modulation of their local stacking known as the mSL (see Fig. 1 upper panels). For graphene, this geometry-based effect occurs on a variety of different hexagonal substrates/surfaces [71–79], and can be observed, for example, using scanning tunnelling microscopy or conducive atomic force microscopy [4, 9–11, 13–16, 23, 69, 70]. In Sec. 5, we discuss the magnifying effect in which defects in either of the two crystal layers (such as dislocations or wrinkles) generate a large partner defect in the mSL [80–82]. Here, we assume that graphene and its substrate are perfect crystals that are placed rigidly on top of each other. Then the six ($m = 0, \cdots, 5$) shortest reciprocal vectors of the mSL,

$$b_m = g_m - g'_m \approx \delta g_m - \theta \hat{z} \times g_m,$$

are obtained from the graphene reciprocal lattice vectors $g_m = \hat{R}_{2\pi m/6}(0, \frac{4\pi}{\sqrt{3}a})$ by the subtraction of the substrate reciprocal lattice vector $g'_m = (1 + \delta)^{-1} \hat{R}_\theta g_m$ (where $\hat{R}_\theta$ is the matrix for anticlockwise rotation, $a$ is the graphene lattice constant, $\hat{z}$ is the unit vector in the z-direction, and $\theta, \delta \ll 1$). The corresponding real space lattice vectors of the mSL are given by,

$$A_m = \tilde{M} a_m, \quad \tilde{M} \equiv \frac{1}{\delta^2 + \theta^2} \begin{pmatrix} \delta & \theta \\ -\theta & \delta \end{pmatrix},$$

where $a_m = \hat{R}_{2\pi m/6}(a, 0)$ are the graphene lattice vectors. It should be noticed that the mSL described by vectors $A_m$ is distinct from the crystallographic lattice of the two layer-system, the latter requiring a perfect translational symmetry that is only present when the two layers are commensurate.

As shown in the top row of Fig. 1, as $\theta$ increases, the primitive lattice vectors of the mSL are rotated by $\Theta \approx -\tan^{-1}(\theta/\delta)$ and their length decrease as $A \equiv |A_m| \approx (\delta^2 + \theta^2)^{-1/2}a$. 
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For the graphene/hBN heterostructure, $\delta \approx 1.8\%$ [83] so that mSLs with lattice constants as large as $A \approx 14\,\text{nm}$ are possible for $\theta = 0$. The energy of the first miniband edge is approximately $v_b/2 \approx \nu (\delta^2 + \theta^2)^{1/2} |g_m|/2$, which is as low as $170\,\text{meV}$ for $\theta = 0$ (where $b \equiv |b_m|$, $h = 1$, and $\nu$ is the Dirac velocity). Importantly, this energy corresponds to a carrier density of $n \sim 2 \times 10^{12}\,\text{cm}^{-2}$ in the graphene flake, so that electrostatic doping can be used to shift the Fermi level to the miniband edge, and the strong spectral reconstructions found at the edge of the superlattice Brillouin zone (sBZ) can be probed in transport measurements. To compare, the characteristic energy $v_b/2$ increases rapidly with the misalignment angle, so that for $\theta = 2^{\circ}$ almost five times greater doping is required to fill the first miniband.

Superlattice perturbation for Dirac electrons. To model the low-energy band structure ($|\epsilon| \lesssim v_b$) of the graphene/hBN heterostructure, we use the fact that hBN has a large band gap ($\Delta_{\text{hBN}} \sim 6\,\text{eV}$ [7]) to project the full two-layer Hamiltonian onto the Hilbert space of the graphene $\pi$ orbitals only. Then, the dominant effect of the substrate on graphene Dirac electrons can be modelled by scattering processes using the six shortest non-zero reciprocal lattice vectors of the hBN substrate (sometimes referred to as the “first star” of reciprocal lattice vectors). One such process, in which an electron (red point) at graphene’s $K$ Brillouin zone corner is scattered by $-g_2^*$, is displayed in the left lower panel of Fig. 1. Hence, upon addition of a graphene reciprocal vector, the mSL perturbation provides intravalley scattering by the simplest harmonics of the mSL ($b_1 = g_4 - g_2^*$ in this case). Scattering processes involving higher reciprocal lattice vectors of the substrate (or, equivalently, of the mSL) are suppressed, as they necessarily depend on the overlap between higher Fourier components of the graphene $2p_z$ orbital (see section 2.3). However, at interlayer distances, $z$, comparable to the graphene-hBN interlayer spacing, $d$, these Fourier components decay rapidly as a function of the in-plane momentum $q$,

$$\hat{\psi}(q, z) = \frac{z(2a_0 + \sqrt{X} |z|)}{2\sqrt{2\pi(a_0 X)^{3/2}}} e^{-\sqrt{X} |z|/(2a_0)}, \quad X \equiv 1 + 4a_0^2|q|^2, \tag{2}$$

where $\hat{\psi}(q, z)$ is the two-dimensional in-plane Fourier transform of the graphene $2p_z$ orbital, and $a_0$ is the effective carbon Bohr radius.

In addition to the dominance of the simplest mSL harmonics in the perturbation, the hBN substrate can only affect the graphene electrons via three distinct mechanisms [84]; (i) an electrostatic potential, which does not distinguish between the two carbon sublattices, (ii) a sublattice-asymmetric part of the potential, and (iii) spatial modulation of the nearest neighbour carbon-carbon hopping amplitude. Each of these can be thought of as made of two contributions, either symmetric or antisymmetric under the in-plane spatial inversion. It can be argued [84] that in the two limits where either, both boron and nitrogen sublattices perturb the Dirac electrons with almost the same strength, or, the dominant perturbation arises from one sublattice only, the inversion symmetry of the system would only be weakly broken. Then, the mSL potential can be modelled as a combination of a dominant inversion-symmetric part with the addition of a small inversion-asymmetric perturbation. Accordingly, the mSL perturbation can be parametrised by three phenomenological parameters, $U_0^+$, $U_3^+$ and $U_1^+$, each controlling the strength of the inversion symmetric component of modulation mechanisms (i), (ii) and (iii) described above. For such perturbations, the electronic miniband spectra in either graphene’s valence or conduction bands can be classified into three groups depending on the mutual arrangement of the first and second miniband: either (a) they do not overlap and are connected by a single isotropic sDP, (b) they do not overlap and are connected by a triplet of anisotropic sDPs, or (c) the minibands overlap. The regions in the parameter space of the three inversion-symmetric parameters, corresponding to the valence band spectrum of a particular type, are shown in different colours (orange, green and white, respectively) in Fig. 2(a). Representative examples of spectra from each region are
shown in Fig. 2 (d,c,b). Note, that while a purely inversion-symmetric mSL perturbation generates both gapless primary DP and sDPs, the addition of a finite inversion-asymmetric component will open gaps at both. The experimental evidence [11–15] clearly points to the existence of sDPs in the valence band, with recent temperature-dependent measurements attributed to the spectrum featuring only a single isotropic sDP [12].

Figure 2: (a) Three volumes in the space of the inversion-symmetric mSL parameters where the edge of the first miniband, in graphene’s valence band, contains a single isolated sDP (orange), three isolated sDPs (green), or overlapping bands (white). Representative band structures are shown for each regime, calculated using (d) $U_0^+ = 0.032 \nu b$, $U_1^+ = -0.064 \nu b$, $U_3^+ = -0.055 \nu b$, (c) $U_0^+ = -0.15 \nu b$, or (b) $U_1^+ = U_3^+ = 0.075 \nu b$. Panel (d) also shows the fractal spectrum of magnetic minibands, with an enlargement of the indicated region. The full dispersion of the magnetic minibands at $\phi = \phi_0/2$ is also presented with a colour map displaying the Berry curvature of the lower band.

In a perpendicular magnetic field, a hierarchy of magnetic minibands and gaps is generated for each magnetic field providing a rational fraction of the flux quantum $\phi = \phi_0 p/q$ (here $\phi_0 = h/e$ is the flux quantum) per moiré unit cell of the graphene/hBN heterostructure. For a weak magnetic field ($\phi \lesssim 0.2 \phi_0$) these can be traced to the weakly broadened Landau levels of the zero-magnetic field bandstructure (see Fig. 2 d). In contrast, in stronger magnetic fields ($\phi \gtrsim 0.2 \phi_0$), the edges of many of the consecutive magnetic bands can be described in terms of a weakly gapped Dirac spectrum [13, 35]. One example is shown as an inset in Fig. 2(d) with the Berry curvature of the lower magnetic miniband shown as a colour map. The fractal spectrum surrounding each magnetic miniband can be interpreted [85] in terms of the weakly broadened Landau levels of these next generation Dirac electrons (see right panel of inset). This can be seen best in the cases when the gap between consecutive minibands is small, and the largest gaps are around the broadened “$n = 0$” Landau level of the corresponding effective Dirac model.

Finally, we note that superlattice perturbations for Dirac electrons have been discussed in a variety of different contexts, some of which pre-date the realisation of the graphene/hBN heterostructure...
erostructure. Many theoretical works have investigated the influence of one or two-dimensional electrostatic potentials on graphene electrons [86–108], with the former situation realisable using patterned gates [109, 110]. Magnetic and pseudo-magnetic field superlattices (the latter arising from periodically strained graphene) have also been extensively studied [95, 111–114], with steps towards experimental realisation [115, 116]. There has also been significant work on the aligned heterostructures of bilayer graphene with hBN, including the observation of Hofstadter’s butterfly in transport measurements [23]. Theoretically, the mSL perturbation of this heterostructure can be modelled in a similar manner to the monolayer-graphene/hBN heterostructure, except that the perturbation is felt much more strongly by the graphene layer which is closest to the hBN [117, 118]. Because of this, the inversion symmetry of this heterostructure is broken, typically leading to gaps both at zero energy and at the edge of the first miniband [117]. In a magnetic field, the broken inversion symmetry manifests itself as a strongly broken valley symmetry in the magnetic miniband structure [118]. Other systems in which miniband structure is generated by a mSL include twisted bilayer graphene [119–128], graphene with almost commensurate band structure [118]. Other systems in which miniband structure is generated by a mSL include graphene on metal catalysts such as Ir(111) [130].

2 Graphene on aligned hBN

2.1 Phenomenological Hamiltonian

To describe the effect of the moiré perturbation on the graphene electrons, we assume that the local form of the Hamiltonian is determined by the local relative displacement,

\[ u(r) = \delta r + \theta \hat{z} \times r + u^{hBN}(r) - u^{Gr}(r), \]  

of atoms in the underlay with respect to the graphene layer. The first two terms in \( u(r) \) describe the effect of a finite lattice mismatch, \( \delta \), and misalignment angle, \( \theta \), between the two lattices. The final two terms account for additional displacements in either the hBN layer (\( u^{hBN} \)) or the graphene layer (\( u^{Gr} \)) which may be caused, e.g., by a defect in one of the crystal layers, or spontaneous lattice distortion produced by their mutual adhesion. We also recognize that the interlayer separation between graphene and hBN may vary locally, by a small amount \( \Delta z \), for regions of the mSL with different local values of \( u(r) \). Below, this is included as an overall prefactor to the mSL potential \( h(u(r)) \sim 1 + O(\Delta z) \). Then, consistent with the dominance of the first star of moiré harmonics in the mSL potential, a general [82] phenomenological Hamiltonian of the graphene/hBN heterostructure reads,

\[ \hat{H}(r) = v \langle p + \epsilon \zeta \mathbf{A} \rangle \cdot \sigma + \frac{a}{2} \frac{\partial \varepsilon_{2p}}{\partial a} \nabla \cdot \mathbf{u}^{Gr}(r) + h(u(r)) \left[ \delta \hat{H}_+(u(r)) + \delta \hat{H}_-(u(r)) \right], \]

\[ \delta \hat{H}_\pm = \sum_m \left[ (\pm 1)^{(m+\frac{1}{2})} U_0^\pm + \zeta (\mp 1)^{(m+\frac{1}{2})} U_3^\pm \sigma_3 - \zeta (\mp 1)^{(m+\frac{1}{2})} U_1^\pm \frac{a_m}{a} \cdot \sigma \right] e^{i \theta} \cdot \mathbf{u}(r). \]

Above, the Pauli matrices \( \sigma_i = 1, 2, 3 \) and \( \sigma = (\sigma_1, \sigma_2) \) act on the electron amplitudes on the graphene \( A \) and \( B \) sublattices and \( \zeta = +1 \) (\( \zeta = -1 \)) is used for graphene’s \( K' \) valley. The first term in \( \hat{H} \) is the Dirac Hamiltonian, with momentum \( p = -i \nabla + e \mathbf{A} \) taking into account the magnetic vector potential \( \mathbf{A} \) related to the external magnetic field using \( B = \nabla \times \mathbf{A} \). In this term we also include one of the two dominant strain-induced effects on graphene electrons [5, 131–134] using the pseudo-vector potential \( \mathbf{A} = -\frac{\sqrt{3} \eta_0}{2 a} (\partial_y u^{Gr}_x - \partial_x u^{Gr}_y, \partial_x u^{Gr}_y + \partial_y u^{Gr}_x)^T \) (with \( \eta_0 = \partial \ln \gamma_0 / \partial \ln a \) used to express the change in the nearest neighbour hopping \( \gamma_0 \) with the change of the lattice constant, and \( u^{Gr} = (u^{Gr}_x, u^{Gr}_y) \)). The second term describes the other strain-induced effect: a scalar potential accounting for modification of the on-site energy \( \varepsilon_{2p} \) of
the graphene $2p_z$ orbitals due to the local changes of bond lengths. The remaining terms in $\hat{H}$ describe the mSL perturbation, where $\delta \hat{H}_+ (\delta \hat{H}_-)$ contains terms symmetric (anti-symmetric) under the in-plane spatial inversion. These two contributions are written using two sets of phenomenological parameters, $U_i^+$ and $U_i^-$, which characterise the various perturbation mechanisms described in the introduction.

When the atomic rearrangements are suppressed, $u^{\text{Gr}} = u^{\text{hBN}} = \Delta \varepsilon = 0$, e.g. by encapsulation of the graphene layer, the Hamiltonian is simplified to [84],

$$\hat{H}(r) = v p \cdot \sigma + \sum_{m} \left[ (\pm 1)^{(m+\frac{1}{2})} U_0^m + \zeta (\mp 1)^{(m+\frac{1}{2})} U_3^m - \zeta i (\mp 1)^{m+\frac{1}{2}} \frac{a_{m}}{a} \cdot \sigma \right] e^{i b_{m} \cdot r}. \quad (5)$$

Indeed, since the higher harmonics of the mSL, induced by either $u^{\text{Gr}}, u^{\text{hBN}}$, or $\Delta \varepsilon \neq 0$ in Eq (4), only lead to second order corrections to the energy of the lowest energy minibands, they can often be neglected. Then Hamiltonian (4) can be re-parametrised as Hamiltonian (5), albeit with two additional non-spatially dependent terms [18]: (i) a mass term $\zeta m \sigma_3$ which opens a gap in the primary Dirac point and (ii) a trivial term which causes a shift of the energy scale. For this reason, unless stated otherwise, we limit ourselves to the discussion of Eq. (5). Also, for convenience [84] we usually choose $\theta = 0$.

The bandstructure of Hamiltonian (5) calculated in either valley obeys the $c_{3v}$ symmetry. Moreover, if either the time-reversal (i.e. $B = 0$) or spatial inversion symmetry (i.e. $U_i^- = 0$) is satisfied, the spectrum of Hamiltonian (5) obeys the symmetry $\epsilon_{K+p} = \epsilon_{K' -p}$ so that we can limit the discussion of minibands to the $K$ valley. Moreover, using the commutation properties of $\sigma_i$, the following symmetry relations for the spectrum can be obtained,

$$\epsilon_{K+p} = -\epsilon_{K-p}, \quad \epsilon_{K+\pi} = -\epsilon_{K' -\pi}, \quad \epsilon_{K+\delta} = -\epsilon_{K' -\delta}. \quad (6)$$

The first equality above allows one to obtain the phase diagram for the behaviour of the first miniband edge in the conduction band from that of the valence band (Fig. 2(a)). Finally, a simultaneous transformation of all the perturbation parameters [135],

$$\begin{pmatrix} U_0^+ \\ U_0^- \end{pmatrix} \rightarrow \hat{R}_{-\frac{2\pi}{3}} \begin{pmatrix} U_0^+ \\ U_0^- \end{pmatrix}, \quad \begin{pmatrix} U_1^+ \\ U_1^- \end{pmatrix} \rightarrow \hat{R}_{-\frac{2\pi}{3}} \begin{pmatrix} U_1^+ \\ U_1^- \end{pmatrix}, \quad \begin{pmatrix} U_3^+ \\ U_3^- \end{pmatrix} \rightarrow \hat{R}_{-\frac{2\pi}{3}} \begin{pmatrix} U_3^+ \\ U_3^- \end{pmatrix}, \quad (6)$$

is equivalent to a coordinate shift $H(r) \rightarrow H(r - \frac{4\pi}{3\kappa} b_0)$ and therefore leaves the band structure unchanged.

### 2.2 Moiré minibands for undeformed heterostructures

Figure 2 shows representative spectra calculated perturbatively [84] for inversion-symmetric mSL perturbations in a basis of plane wave states from graphene’s $K$ valley. All of these spectra show a gapless Dirac spectrum persists near the conduction-valence band edge with an almost unchanged Dirac velocity. In contrast, the inversion-asymmetric terms $U_i^-$ are able [136] to open a minigap, $\Delta_0$, at the primary Dirac point [39, 117]. To second order in the perturbation parameters this is given by,

$$\Delta_0 = \frac{24}{v_b} |U_0^+ U_0^- + U_1^+ U_1^-|. \quad (7)$$

More sophisticated calculation shows that this gap may be enhanced by distortions of the graphene and hBN lattices, and also the electron-electron interaction [17–20, 22].

For the point $\mu = b_0/2$ on the edge of the first sBZ, zone folding brings together two degenerate plane wave states, $|\mu + q\rangle$ and $|\mu + b_1 + q\rangle$. Splitting of these degenerate states by the moiré
potential in Eq. (5) can be studied using degenerate perturbation theory. The corresponding $2 \times 2$ matrix, expanded in small deviation $q$ of the electron momentum from the $\mu$-points reads,

$$
\hat{H}_{\mu+q} = \begin{pmatrix}
E_\mu + s v q_y & H_{12} \\
H_{12}^* & E_\mu - s v q_y
\end{pmatrix},
$$

(8)

$\mu$-points

$$
E_\mu \approx svb \left( \frac{1}{2} + \frac{q_x^2}{b^2} \right),
$$

$$
H_{12} \approx (sU_1^+ - U_3^-) - i(sU_1^- - U_3^+) + 2 \frac{q_y}{b} (U_0^- + iU_0^+).
$$

For the inversion-symmetric perturbation, the dispersion calculated using Eq. (8) contains an anisotropic sDP [11, 84, 90, 101] with Dirac velocity component $\approx s BZ$ edge and $\approx v$ in the perpendicular direction. A similar Hamiltonian to Eq. (8) is obtained for the other two non-equivalent edges of the first sBZ, so that three of these sDPs are visible between the first and second valence miniband in Fig. 2 (c). The gap at the sDP, opened by the inversion-symmetric terms in $\mu$-points reads,

$$
\Delta_\mu = \frac{|U_1^+ (sU_1^- - U_3^-) + U_0^- (sU_1^+ - U_3^+)|}{\sqrt{U_0^{+2} + U_0^{-2}}}.
$$

For the points $\kappa = (b_1 + b_3)/3$ and $-\kappa$, zone folding brings together three degenerate plane wave states, $|\xi(\kappa + q)\rangle$, $|\xi(\kappa + b_1 + q)\rangle$, and $|\xi(\kappa + b_2 + q)\rangle$ (where $\xi = \pm$ for the two inequivalent sBZ corners), whose splitting is determined by

$$
\hat{H}_{\xi(\kappa + q)} = \begin{pmatrix}
\frac{svb}{\sqrt{3}} + sv q_x & w_\xi \\
\xi \frac{svb}{\sqrt{3}} - sv \frac{2v - \sqrt{3}q_y}{2} & -w_\xi
\end{pmatrix},
$$

$$
w_\xi \approx \frac{1}{2} \left[ (U_0^+ - 2s \xi U_1^+ ) + \sqrt{3} \xi U_3^+ \right] + i \xi \left[ U_0^- + 2s \xi U_1^- - \sqrt{3} \xi U_3^- \right].
$$

The inversion-symmetric terms in $\hat{H}_{\xi(\kappa + q)}$ partially lift the $\xi\kappa$-point degeneracy into a singlet with energy $(\frac{svb}{\sqrt{3}} - 2w_\xi)$ and a doublet with energies $(\frac{svb}{\sqrt{3}} + w_\xi)$, so that a distinctive sDP [84, 101, 137] characterized by Dirac velocity $v_\kappa = \frac{\kappa}{2} \left[ 1 + 3(\sqrt{3}U_0^- - \xi U_3^-)/(2v b) \right]$ [135] is always present at $\pm\kappa$ somewhere in the spectrum. This single isotropic sDP is visible in Fig. 2 (d) at the first valence miniband edge. Once again, the inversion symmetric terms open a gap at the sDP,

$$
\Delta_{\xi \kappa} = \sqrt{3}|U_0^- + 2s \xi U_1^- - \sqrt{3} \xi U_3^-|.
$$

2.3 Microscopic models for moiré perturbation parameters

Interlayer hopping models. To describe the interlayer coupling in graphene/hBN heterostructure, several studies [17, 18, 118, 136] made use of the similarity between this system and twisted bilayer graphene. In the latter [119–122], the electronic structure can be described by a bilayer-like Hamiltonian, in which the intralayer blocks are given by the Dirac Hamiltonian and the interlayer blocks describe the modulation of the interlayer coupling as a function of the position within the mSL [121]. Applied to the $K$ valley of graphene placed rigidly on top of hBN, such a
Interestingly, even if the inversion asymmetric perturbation is included in this model using the Hamiltonian takes the form
\[
\hat{H}_{2\text{layer}} = \begin{pmatrix}
\nu \sigma \cdot \mathbf{p} & \hat{T}(\mathbf{r}) \\
\hat{T}^\dagger(\mathbf{r}) & \hat{H}_{\text{hBN}}
\end{pmatrix},
\]
\[
\hat{H}_{\text{hBN}} = \begin{pmatrix}
\epsilon_N & 0 \\
0 & \epsilon_B
\end{pmatrix},
\]
\[
\hat{T}(\mathbf{r}) = \frac{1}{3} \sum_{j=0,1,2} e^{-i\left(R_{2ej}/3\kappa\right) \cdot \mathbf{r}} \begin{pmatrix}
\gamma_N & \gamma_B e^{-i\pi j/3} \\
\gamma_N e^{i\pi j/3} & \gamma_B
\end{pmatrix}.
\]
Above, the Dirac Hamiltonian is used for the graphene layer, \(\hat{H}_{\text{hBN}}\) describes the hBN layer with \(\epsilon_B\) and \(\epsilon_N\) characterising the on-site energy of the boron and nitrogen sublattices, and \(\hat{T}(\mathbf{r})\) describes the spatially varying interlayer coupling, with \(\gamma_B\) and \(\gamma_N\) the hopping integrals from graphene to the boron and nitrogen sites respectively. For the energies of interest, \(|\epsilon| \ll |\epsilon_N|, |\epsilon_B|\), the Hamiltonian can be projected on the Hilbert space of the graphene layer, so that the perturbation is parametrised by Eq. (4) with,
\[
\{U_{i=0,1,3}^\pm\} = V^\pm \left\{ \frac{\pm1}{2}, -1, -\frac{\sqrt{3}}{2} \right\}, \quad (9)
\]
where,
\[
V^+ = \frac{1}{18} \left( \frac{\gamma_N^2}{\epsilon_N} + \frac{\gamma_B^2}{\epsilon_B} \right), \quad V^- = \frac{\sqrt{3}}{18} \left( \frac{\gamma_N^2}{\epsilon_N} - \frac{\gamma_B^2}{\epsilon_B} \right).
\]
Setting \(V^+ = 0.064 \nu b\) and \(V^- = 0\) results in the spectrum displayed in panel (d) of Fig. 2. Interestingly, even if the inversion asymmetric perturbation is included in this model using \(V^- \neq 0\), the primary Dirac point remains gapless (\(\Delta_0 = 0\) in Eq. (7)), although a gap will be opened in the sDP as expected.

**Intralayer potential models.** A complementary description of the mSL perturbation for electrons in the graphene/hBN heterostructure concentrates on the significant [138] electrostatic potentials generated by the presence of two distinct atomic species in the underlay. In contrast to graphene, in which every carbon atom (atomic number 6) provides one \(\pi\)-electron, in hBN the boron atoms (atomic number 5) provide no \(\pi\)-electrons whereas the nitrogen atoms (atomic number 7) provide two \(\pi\)-electrons each. Then, the electrostatic potential in the underlay can be modelled as a trigonal lattice of +2|\(\epsilon|\) point charges mimicking the core charges of the nitrogen atoms, compensated by a homogeneous background charge density mimicking the dispersed cloud of the \(\pi\)-electrons [84]. The matrix elements of the resulting potential, taken between sublattice Bloch states \(i\) and \(j\) (\(i, j = A\) or \(B\)), acting on the low energy Dirac spinors of the graphene \(K\) valley, are given by the long wavelength components of
\[
\delta H_{ij} = -\frac{2e^2}{4\pi\epsilon_0} \sum_{R_N} \int d\mathbf{z} \frac{L^2 \Phi_{K,i}(\mathbf{r}, \mathbf{z}) \Phi_{K,j}(\mathbf{r}, \mathbf{z})}{\sqrt{(\mathbf{r} - R_N)^2 + (z - d)^2}}. \quad (10)
\]
Here, \(R_N\) are the positions of the nitrogen sites, \(L^2\) is the total area of the graphene sheet, \(3.22\AA \leq d \leq 3.5\AA\) [139] is the graphene-hBN separation and \(\Phi_{K,i}(\mathbf{r}, \mathbf{z})\) are the Bloch wavefunctions of graphene 2\(p_z\) orbitals exactly at the \(K\) point. The long wavelength components of Eq. (10) are extracted [84] by re-writing the Bloch wave functions using the in-plane 2D Fourier transform of the graphene 2\(p_z\) orbitals \(\psi(q, z)\), and the dominance of the simplest moiré harmonics in the mSL potential is set by the rapid decay of \(\psi(q, z)\) for \(|q| > |K|\) at \(z = d\) (see Eq. (2)).
Interestingly, this model is parametrised by Eq. (9) except with,

\[ V^+ \approx \frac{4\pi e^2}{\sqrt{3}\varepsilon_0 a^2} \int dz \hat{\psi}^*(K,z)e^{-\frac{4\pi}{\sqrt{3}\varepsilon_0 a}|z-d|} \hat{\psi}(K,z), \quad V^- = 0. \]

The relation \( V^- = 0 \) is prescribed by the inversion symmetry resulting from the assumption that only the nitrogen atoms are responsible for the mSL potential. Non-zero values for \( V^- \) are obtained when a charge on the boron sites is included, which can be obtained from Eq. (9) using the coordinate shift, Eq. (6). Ref. [137], also models the effect of potentials generated by the hBN layer on the graphene \( \pi \)-electrons, and obtaining a similar mSL perturbation but without the modulation of the nearest neighbour hopping between carbon atoms.

**Numerical models.** Many studies of the graphene/hBN heterostructure have employed numerical models based on \textit{ab initio} and/or numerical tight-binding approaches. One obstacle to the application of such techniques arises from the fact that no true (perfectly translationally invariant) unit cell exists for this system, due to the incommensurability between the graphene and hBN lattices. Several early \textit{ab initio} studies avoided this problem by assuming the two crystals to be lattice matched, for example by contracting the hBN lattice and assuming perfect rotational alignment. The graphene in this lattice matched system typically has a strongly broken sublattice symmetry, resulting in predictions of large band gaps \( \sim 50 \text{ meV} \) opened at the primary Dirac point [139–143]. However, already calculations by Sachs and co-authors [143] showed that the van der Waals adhesion of the graphene to the hBN underlay is insufficient to cause the system to become fully lattice matched.

Other \textit{ab initio} models of the graphene/hBN heterostructure have used a large commensurate unit cell (e.g. 55 carbon atoms on 56 hBN atoms) to approximate the incommensurate moiré unit cell [142, 144]. Also, numerical tight-binding calculations using a large commensurate unit cell was employed to explain some of the experimental work [14, 23], and more recently [118] this approach was found to agree a continuum model similar to Eq. (5).

A further development is detailed by Jung and co-authors in Ref. [138], with similar approaches employed in Refs. [19, 20, 143]. Using this methodology, the numerical simulation is performed using unit cells containing only four atoms in total (the two atoms from each of the graphene and hBN unit cells) and a forced commensuration. However, the incommensurability is then included by simulating many such unit cells with a graphene-hBN coordination specific to each local area in the mSL supercell. Then the mSL perturbation can be parametrised using the dominance of the simplest mSL harmonics in the mSL perturbation.

**Models incorporating spontaneous lattice deformations.** As mentioned in the introduction, a relaxation of the atomic positions of the crystal layers in unencapsulated highly aligned graphene/hBN heterostructure has been observed experimentally [16]. Here, the local displacements of the two layers results from a competition between the graphene-hBN adhesion landscape and the elasticity of the graphene and hBN layers. The former contribution varies on the atomic scale and is found to be minimised for a commensurate AB stacking in which the boron atom is situated directly beneath a carbon site, and the nitrogen directly beneath the hexagon centre [139, 141, 143, 145]. In contrast, the elastic contribution prefers the incommensurate arrangement (described by Eq. (1)) in which both layers maintain the rigid arrangement expected of individual layers. Similar to experimental observations [16], the analytical [17, 18] and \textit{ab initio} [19, 20] models show an expansion of the regions of the mSL in which the preferred graphene-hBN stacking is obtained. This is particularly pronounced at small misalignment angles (\( \theta \lesssim 1^\circ \)). Similar effects have also been observed in molecular dynamics simulations [146], with comparison to the experiment [16] suggesting that the carbon-nitrogen interaction is two or three times stronger that the carbon-boron
interaction. The breaking of the sublattice symmetry in the commensurate phase opens a band gap at zero-energy [18], which in \textit{ab initio} models is enhanced significantly by the electron-electron interaction to a value of $\Delta_0 \sim 20 - 30 \text{ meV}$ [19, 20]. Also, Refs. [18–20] report that far lower values of $\Delta_0$ are obtained if the lattice deformations are artificially suppressed (note that, even in the total absence of deformations, a small but non-zero band gap can still be generated similar to Eq. (7)). Finally, it should be mentioned that the strain induced vector and scalar potentials in Hamiltonian (4) produce a significant non-trivial contribution to the mSL potential [18, 114, 147].

2.4 Homogeneously strained graphene in heterostructure with hBN

Figure 3: Left: The moiré superlattice in unstrained (top) and strained (bottom) heterostructures. Right: The bandstructure of the strained heterostructure, calculated using mSL perturbation set by Eq. (9) with $V^+ = 22 \text{ meV}$.

Figure 3 provides a simple example of how a small strain, $w \sim \sqrt{\delta^2 + \theta^2}$, (either in the graphene layer or the substrate) can induce qualitative changes in both the geometry of the mSL and its corresponding miniband structure. The top left panel shows the usual hexagonal mSL of an unstrained and perfectly aligned ($\theta = 0$) heterostructure, while in the lower left panel a uniaxial strain $w = \delta$ has been applied to compensate the lattice mismatch along the $x$-axis so that the mSL becomes one-dimensional. This strain is incorporated into the Hamiltonian (4) using

$$u^{Gr}(r) = \begin{pmatrix} w & 0 \\ 0 & -\sigma w \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix},$$

where we have taken $w = \delta$ and used $\sigma = 0.165$ [148] for the Poisson ratio of graphene. For this particular choice of the displacement field $u^{Gr}(r)$, the strain-induced vector and scalar potentials in the Hamiltonian (4) correspond to a trivial momentum and energy shift of the Dirac point, and can therefore be neglected. In this case the translational symmetry of Hamiltonian (4) is described by a single reciprocal lattice vector $G = \frac{2\pi\delta(1+\sigma)}{\sqrt{3}a} \hat{y}$. The corresponding band structure is then characterised by a wavevector $k = (k_x, k_y)$ with $|k_y| < |G|/2$ and $k_x$ unbounded. This is shown, for a finite range of $k_x$ in the right panel of Fig. 3, and does not contain any of the sDPs characteristic of the bandstructure of the unstrained heterostructure with a similar mSL perturbation (compare with Fig. 2(d)). Interestingly, the translational symmetry of the strained one-dimensional mSL depends very sensitively on the direction of the applied strain, so that the corresponding spectral support develops a fractal structure as a function of the angle at which the strain is applied [82].
2.5 Topological aspects of the graphene/hBN heterostructure

One fundamental property of graphene is the Berry phase [149] of $\pm \pi$ acquired by an electron after traversing one orbit around the Dirac point [150–152]. For a general graphene/hBN heterostructure with broken inversion symmetry and gapped Dirac spectrum (at either the primary or secondary Dirac point), this phase is smeared out into a non-zero Berry curvature $\Omega(\mathbf{k})$ over a range of energies of the order of the band gap [18, 42]. When an external electric field is applied, this Berry curvature generates an ‘anomalous’ contribution to the electron’s velocity in the direction perpendicular to the applied field [43],

$$v(\mathbf{k}) = \frac{\partial \varepsilon_n(\mathbf{k})}{\partial \mathbf{k}} + e E \times \hat{z} \Omega(\mathbf{k}),$$

$$\Omega(\mathbf{k}) = i \left[ (\partial_{k_x} u_n(\mathbf{k}) | \partial_{k_y} u_n(\mathbf{k}) ) - (\partial_{k_y} u_n(\mathbf{k}) | \partial_{k_x} u_n(\mathbf{k}) ) \right],$$

with $u_n(\mathbf{k}) = e^{-ik \cdot r} \psi_{n,k}(r)$ the cell-periodic part of the eigenstate $\psi_{n,k}(r)$, and $\varepsilon_n(\mathbf{k})$ energy of that eigenstate. In transport experiments [44], this is manifested as a transverse current, yielding a Hall-like conductivity for $B = 0$ [43, 153],

$$\sigma_{xy} = g_s e^2 \int \frac{d\mathbf{k}}{(2\pi)^2} \Omega(\mathbf{k}) f(\mathbf{k}),$$

with $f(\mathbf{k})$ the occupancy factor and $g_s = 2$ the spin degeneracy. Due to the time-reversal symmetry, the transverse current has opposite signs for the two graphene valleys. However, intervalley scattering of Dirac electrons in graphene/hBN heterostructures is weak. In the transport experiment [44], the effect was observed as a non-local voltage in a narrow energy range near primary and secondary Dirac points at finite distances from the direct current path.

An alternative line of enquiry is motivated by the fact that, the Dirac Hamiltonian subject to a spatial varying mass term has topologically protected zero energy modes wherever the mass changes sign [154, 155]. For the graphene/hBN heterostructure this has been applied to models [136, 156] in which the sublattice-asymmetric mSL potential is treated as the dominant perturbation. In this model the conducting/insulating behaviour at zero-energy is controlled by the classical percolation [157] of the zero energy modes (which is achieved when the spatial average of the mass vanishes). It has also been predicted [158] that the electron-electron interaction leads to a spontaneous spin-valley ordering for these zero-energy modes.

3 Optical spectroscopy

In contrast to transport measurements, optical absorption spectroscopy can probe the strongly reconstructed spectrum at the edge of the first miniband of the graphene/hBN heterostructure without (in principle) the necessity of first shifting the chemical potential to such energies. The optical absorption coefficient is affected by both the changes to the energy spectrum, and the changes to the wavefunction of graphene electrons induced by the hBN underlay [37, 39]. Similar to the studies on twisted bilayer graphene [123, 128], this leads to a modulation of graphene’s otherwise universal optical absorption coefficient of $g_1 = \pi e^2/\hbar c \approx 2.3\%$ [40], which will be most pronounced in the spectral range around $\omega \sim v_b$. For much lower photon frequencies, the electron states are almost the same as in the unperturbed Dirac spectrum, whereas photons of much higher energies induce transitions between numerous overlapping minibands so that individual spectral features will be indistinguishable. Several examples of absorption spectra of an unstrained undoped graphene/hBN heterostructure, calculated [39] for realisations of the moiré perturbation in which only one of the three inversion-symmetric terms is present, are displayed in Fig. 4. Each
absorption spectrum contains a characteristic pattern of peaks originating from various transitions between the minibands indicated with arrows on the corresponding bandstructure (Fig. 4(b-d)).

The experimental measurement of the optical absorption spectra of graphene/hBN heterostructures is compounded by a large absorption background produced by the hBN underlay. To overcome this difficulty, Shi and co-workers [37] produced an electrostatically gated heterostructure and, by comparing absorption spectra for different graphene chemical potentials, could subtract the background contribution. Interestingly, they found the measured absorption spectra consistent with that calculated using the mSL perturbation set by Eq. (9) which is based on the simple microscopic models. The right panel of Fig. 5 shows the theoretical absorption spectra, calculated using Eq. (9) with $V^+ = 0.63\hbar v$ for several values of hole doping. The left panel shows the miniband structure with coloured lines used to indicate the chemical potentials used in the right panel. By comparing the absorption spectra calculated for the undoped heterostructure (red line) to that in a slightly doped heterostructure (green line), it is seen that the effect of a small shift in chemical potential ($|\mu| < \hbar v/2$) consist of the usual Pauli blocking of transitions with $\omega < 2\mu$. This is the same as the effect on unperturbed graphene. In contrast, for higher hole doping (blue line, chemical potential tuned to the valence band sDP), new absorption channels can be opened. This results in the additional absorption peak marked with an asterisk in the right panel.

Figure 4: (a) Absorption spectra for each of the inversion symmetric mSL perturbation terms for zero chemical potential. (b)–(d) The corresponding band structures with the transitions that make the strongest contribution to the labelled peaks in (a) marked with vertical arrows. Figure adapted from Ref. [39]: Abergel et. al., New Journal of Physics 15, 123009 (2013), (published under a CC BY licence).

4 Fractal spectrum of magnetic minibands of the graphene/hBN heterostructure in a strong magnetic field

The fractal spectrum of electron waves constrained to two dimensions and exposed to both an in-plane periodic potential and a strong perpendicular magnetic field [24–26] is one of the most spectacular results in the quantum theory of solids [159]. When the magnetic flux, $\phi \equiv BS = \frac{p}{q} \phi_0$ threading each unit cell (area $S$) of the system becomes a rational fraction ($p, q$ integers)
of the flux quantum, $\phi_0 = \hbar/e$, each Landau level is fractured into $p$ magnetic bands. Since the width of the magnetic bands only becomes appreciable when $\phi \gtrsim 0.2\phi_0$, their experimental observation at sustainable magnetic fields requires the use of systems with a large lattice constant (e.g. $A \sim 10$ nm).

Early attempts to observe the fractal spectra focused on two-dimensional electrons in periodically patterned GaAs/AlGaAS heterostructures [27–34], where the superimposed superlattice period was made sufficiently large. However, the technological difficulties in producing such devices without introducing substantial disorder, and accessing the electron gas buried relatively deep within the sample, resulted in only partial success. In contrast, the graphene/hBN heterostructure, with the high quality of the exfoliated flakes, its naturally occurring mSL, and the ease of doping of graphene by electrostatic means, provides the perfect system to observe the fractal magnetic bands.

Already, several observations of the fractal bands have been reported in transport measurements, both for encapsulated [13] and non-encapsulated [14] heterostructures, as well as for devices made of bilayer graphene on aligned hBN [23]. Here, the signatures of the magnetic bands are the strongest when $\phi/\phi_0 = 1/q$ [13,14,23]. Upon doping with 4 holes per moiré unit cell (corresponding to emptying the first $B = 0$ miniband), the Hall resistivity is observed to change sign for every $\phi/\phi_0 = 1/q$, indicating the recurrent generation of electron-like orbits in graphene’s valence band due to the magnetic bands [13]. Also, transport measurements [14], and capacitance measurements [12] have revealed the lifting of spin and valley degeneracies of the magnetic minibands as a result of the electron-electron interaction. There have also been several theoretical works on the magnetic bands of graphene/hBN heterostructure [35, 36, 118, 160, 161], in addition to a plethora of works on the magnetic bands in the related twisted bilayer system [124–128].

### 4.1 Magnetic translational symmetry

To include a magnetic field in Hamiltonian (5) it is convenient [35] to use a Landau gauge for the magnetic vector potential, $A = Bx_1(-A_1 + 2A_2)/\sqrt{3}A$, written using a coordinate system adapted to the hexagonal symmetry of the mSL, $r = x_1A_1 + x_2A_2$. Then Hamiltonian (5) commutes with the magnetic translations [25, 26, 159] in the group, $G_M = \{\Theta_X \equiv e^{ieBm_1A \sqrt{3}/x_2}T_X, \ X = m_1A_1 + m_2A_2\}$, where $T_X$ is a geometrical translations on the mSL, and

$$\Theta_X \Theta_{X'} = e^{i2\pi \frac{\sqrt{3}}{3} m'_2 m_2} \Theta_{X+X'},$$

$$\Theta_X \Theta_{X'} = e^{i2\pi \frac{\sqrt{3}}{3} (m'_1 m_2 - m_1 m'_2)} \Theta_X \Theta_{X'}.$$
The subgroup of $G_M$ made of translations $R = m_1qA_1 + m_2qA_2$ on a $(q \times q)$-enlarged superlattice is isomorphic to the simple group of translations, $T_R$, so that its eigenstates, $\Theta_R|\Phi_{l,k}^{n,j}\rangle = e^{ik \cdot R}|\Phi_{l,k}^{n,j}\rangle$, form a plane wave basis with a magnetic Brillouin zone with area $q^2$-times smaller area than the mSL Brillouin zone. Moreover, since the non-abelian group $G_M$ has $q$-dimensional irreducible representations [26], the spectrum of such plane-wave states is $q$-fold degenerate.

To calculate the magnetic minibands, we project the Hamiltonian (5) on to the basis of Bloch functions, $|\Phi_{l,k}^{n,j}\rangle$, built from the wave functions of the unperturbed Landau levels, $\psi_{n}^{\pm}(r)$,

$$|\Phi_{l,k}^{n,j}\rangle = \frac{1}{\sqrt{N}} \sum_{r} e^{-ik_{1}qA_{1}} e^{ik_{2}qA_{2}} \psi_{n}^{\pm}(r), \quad j = 1, \cdots, p, \quad (11)$$

$$\psi_{n}^{\pm} = e^{ik_{2}x_{2}} \left( \frac{1-\beta}{2} \varphi_{0} \right), \quad \psi_{n\neq0}^{\pm} = \frac{e^{ik_{2}x_{2}}}{\sqrt{2L}} \left( \text{sign}(n) \beta e^{i\frac{3\pi}{2}} \varphi_{n}^{\pm} \right),$$

$$\varphi_{n}^{\pm} = \delta_{n,0} e^{-\frac{x_{1}^{2}}{2} + \frac{\lambda_{B}^{2}}{2} |n|}, \quad z = \frac{\sqrt{3}x_{1}}{2\lambda_{B}} + \beta k_{2} \lambda_{B}.$$

Here, $\beta = B/|B|$, $A_{n} = \sqrt{3}/(\sqrt{n!2^{(n+1)} \lambda_{B} \sqrt{n}})$, $n^\pm = |n| \pm (\beta \mp 1)/2$, $\mathbb{H}_{n}$ is the Hermite polynomial, $\lambda_{B} = 1/\sqrt{|cB|}$ is the magnetic length, and in the first equality the sum runs over $r = -N/2, \cdots, N/2, (N \rightarrow \infty)$. This basis is similar to the set of Bloch states for a one-dimensional chain with $p$ sites per elementary unit cell, and multiple atomic orbitals on each site labelled by the Landau level index, $n$. An additional index, $t = 0, \cdots, q-1$, takes into account the above-mentioned $q$-fold degeneracy. Also, $k = k_{1} \hat{1} + k_{2} \hat{2}$, $|k_{i}| < \frac{\sqrt{3}b}{3q}$, $k_{i}/A_{i} = \delta_{i,j}$. Since the above basis has the convenient property,

$$\langle \Phi_{l,k}^{n,j}|H|\Phi_{l,k}^{n,j}\rangle \sim \delta_{l,t}\delta(k - \hat{k}),$$

it is sufficient to fix $k$ and consider $t = 0$ only. Also, the $|\Phi_{l,k}^{n,j}\rangle$ diagonalize the Dirac part of Eq. (5) giving the energy of an unperturbed Landau level, $E_{n} = \text{sign}(n)\lambda_{B}^{-1} \sqrt{2|n|}$, so that the mSL potentials can be treated perturbatively and the resulting magnetic band-structure converges when only a finite range of $n$ is included in the basis.

### 4.2 Generic features of the magnetic miniband spectra

Magnetic miniband spectra calculated for various mSL perturbations are displayed in Fig. 6. In each case the magnetic miniband spectra for weak magnetic fields, $\phi \lesssim 0.2\phi_{0}$, can be traced to a weakly broadened sequence of Landau levels associated with both the primary Dirac point as well as the sDPs. In higher magnetic fields, each Landau level is fractured to reveal the fractal magnetic miniband spectrum.

One feature of the magnetic minibands is their tendency form a weakly gapped Dirac-like spectra. An example of this for $\phi/\phi_{0} = 1/2$ is shown in the right panel of the inset in Fig. 2 (d). The lower portion of this inset shows a colour map of the Berry curvature [43, 149] for the lower magnetic miniband. This is concentrated at the tip of the gapped Dirac point, manifesting the topological character of such features. The left panel of the inset shows the magnetic miniband spectra (black points), at small deviations of the magnetic field from $\phi = \phi_{0}/2$. This is grouped around [85] the Landau levels (blue lines) of the Dirac-like magnetic bandstructure calculated for $\phi = \phi_{0}/2$ (albeit with the additional $q$-fold degeneracy due to the magnetic translational symmetry, and a finite gradient of the zeroth Landau level due to the finite magnetic momentum [43] of the magnetic bands). Similar features, identified in all panels of Fig. 6, are particularly pronounced in Fig. 6 (c). Here the electron-hole symmetry $H(-r) = -H(r)$, present in Hamiltonian (5) for the perturbation $U_{\phi}^{\pm} = 0.15vb$, prescribes a gapless Dirac point at zero energy
whenever \( p \) is even [162] (clearly visible for e.g. \( \phi/\phi_0 = 2/1 \)). A separate study by Diez and co-workers [36] also reveals that the generically gapped Dirac-like features, can become gapless upon varying a single mSL parameter (e.g. the misalignment angle \( \theta \)).

The remaining panels of Fig. 6 exemplify other interesting features in the magnetic miniband spectra. The principle novelty in Fig. 6 (b), calculated using the mSL perturbation \( U_{1}^{+} = 0.15 \) \( \text{eV} \), is that it contains a completely unperturbed “\( n = 0 \)” Landau level traced to the main Dirac point. This is a consequence of the electron-hole symmetry, \( \sigma_z H(r) \sigma_z = -H(r) \), which is present for this particular mSL perturbation [162]. Fig. 6 (a) is calculated for the mSL perturbation \( U_0^+ = 0.15 \text{eV} \). Here the zero-field spectra contains a triplet of anisotropic sDPs on the edge of the first valence miniband, in contrast to Figs. 6 (b-d) which display only a single isotropic sDP. Consequently, the three “\( n = 0 \)” Landau levels traced to these three sDPs are hybridised by the mSL perturbation so that they undergo a magnetic breakdown at a lower magnetic field (\( \phi \sim 0.1\phi_0 \)) than similar features in the other three plots (\( \phi \sim 0.25\phi_0 \)). Finally, the spectra displayed in Fig. 6 (d) was calculated for a mSL perturbation which contains a large inversion asymmetric component. In this case, the combination of spatial and time-inversion asymmetry lifts the valley degeneracy [35, 118], so that the spectral supports for the two valleys must be shown separately (black for \( K \) and red for \( K' \)).

### 4.3 Interplay between magnetic bands and the electron-electron interaction

It is known from graphene devices manufactured on non-aligned hBN [8,163,164], suspended devices [165, 166], and SiO\(_2\) [167–169], that the electron-electron interaction can lift the four-fold spin-valley degeneracy of each Landau levels. This effect, known as quantum Hall ferromagnetism (QHFM) [170], is usually manifested through the appearance of gaps at all integer filling factors, \( \nu = \rho \phi_0 / B \) (\( \rho \) the carrier density), and is particularly pronounced for \( \nu = 0, \pm 1 \), corresponding to lifting the spin-valley degeneracy within the \( n = 0 \) Landau level.

Related effects have also been observed for the magnetic minibands of the aligned graphene/hBN...
heterostructure, both in transport measurements [14] and capacitance measurements [12]. In the latter, incompressible states were traced to the band gaps created by the Landau level sequences of both the primary and secondary Dirac point. Other gaps were associated with the Landau quantization of magnetic minibands near-rational values of the flux. Further sequences of gaps could not be explained using the single-particle picture, and appeared due to the interplay [171] between the electron-electron interaction and the fractal magnetic miniband. Of these, the filling factors related to the QHFM expected in the absence of a mSL were suppressed for all rational fluxes $\phi = p\phi_0/q$ for which the band width of the magnetic minibands is large. This effect was found to be most pronounced around $\phi = \phi_0$ where the gaps at filling factors $\nu = \pm 1$ (counted from charge neutrality) disappeared. Moreover, the Landau level sequences traced to small deviations in the magnetic field $\delta B$ from $\phi = \phi_0$ exhibited their own QHFM, displaying lifting of the spin-valley degeneracy with gaps set by the coulomb energy $E(\delta B) \sim e^2/(\epsilon \lambda_{\delta B})$ (here $\epsilon$ is the electrical permittivity). Also, the filling factors $|\nu| = 3, 4, 5$ were suppressed near $\phi = \phi_0/2$.

## 5 Moiré magnification of defects in graphene heterostructures

Section 2.4 discussed the effects of small homogeneous strains on the graphene/hBN heterostructures and its corresponding miniband structure. Here we use hBN as an example of a hexagonal substrate for graphene to discuss the geometrical magnification effect in which general extended or topological defects in either crystal layer generate a similar defect in the mSL, magnified by a factor $M \sim [\delta^2 + \theta^2]^{-1/2}$ [82].

To track the effect of these defects on the geometry of the mSL, we follow the coordinate dependent phase factor in Hamiltonian (4), so that we identify the formal “sites”, of the mSL as points with a constant phase, $g_m \cdot u(R) = 2\pi N$. Then, comparing the location of these sites with $(R_d)$ and without $(R)$ the deformation due to a defect, we define the displacement field in the mSL by $U_d(R_d) = R_d - R$, and find that

$$U_d(r) = \hat{M} \left( u^{Gr}(r) - u^{hBN}(r) \right),$$

where $\hat{M}$ is the “magnifying matrix” given in Eq. (1).

To demonstrate the use of Eq. (12), the left panel of Fig. 7 displays the effect of a wrinkle in the graphene layer on the mSL. Here, the small shift

$$d \equiv \int_{D} ds \frac{du^{Gr}(r(s))}{ds},$$

in the atomic positions of carbon atoms, with respect to their position in flat graphene, across the
wrinkle is reflected in a magnified shift of sites in the mSL,

\[ D = \hat{M}d. \]  

Equation (13) can also be applied if the discontinuity in the mSL is caused by a step edge in the underlay [80]. In this case \( d \) would include both the effect of curving the graphene flake over the step edge, as well as the shift in stacking characterised by the different atomic layers in the underlay. Similarly, in the right panel in Fig 7, a dislocation in the substrate, characterised by Burgers vector \( \mathbf{b} \equiv \oint ds \frac{dU_{dBN}(r(s))}{ds} \) is reflected in a dislocation in the moiré superlattice, with the magnified burgers vector \( \mathbf{B} \),

\[ B = -\hat{M}\mathbf{b}, \quad B \equiv \oint ds \frac{dU_d(r(s))}{ds}. \]

6 Conclusion

The development of van der Waals heterostructures, created from stacks of two dimensional materials, is motivated by the possibility of creating devices in which the stacking, alignment, or interaction of the individual crystal layers adds new functionality to the device or opens a window on novel physical phenomena. For the graphene/hBN heterostructure the hBN underlay is not just an excellent substrate for graphene, contributing to the high electronic quality of these devices. Rather, it generates a large quasi-periodic moiré superlattice and provides a source of Bragg scattering for the Dirac electrons in graphene. This in turn creates a specific miniband structure featuring gaps [14] and secondary Dirac points [11], which depends sensitively on the misalignment angle between the two crystal layers, and also appears to depend on whether the graphene is encapsulated or not with additional misaligned hBN layers [16]. The high quality of the two materials and the nanometer-scale period of the moiré superlattice also enabled the first observations of the fractal magnetic miniband structure [13, 23], and the subsequent lifting of the spin and valley degeneracies of the magnetic minibands by the electron-electron interaction [12, 14]. Further studies have observed the modulation of graphene’s otherwise flat optical absorption spectra [37]; the topological currents generated by regions of finite Berry curvature with in the minibands [44]; the generation of spontaneous strains in the graphene lattice [38]; and of course images of the moiré superlattice itself [9]. However all this is perhaps no more than just the tip of the iceberg, and we expect many more discoveries waiting for the graphene/hBN heterostructure. Moreover, there is now a growing library of two dimensional material [3], and we hope the techniques developed in the study of this particular heterostructure will aid and inspire the development of many further devices created using this new diverse range of available materials.

Acknowledgements

We would like to thank A. Geim, P. Kim, A. MacDonald, F. Guinea, A. H. Castro Neto, and S. Adam, for useful discussions. We acknowledge support from the EC Graphene Flagship Project CNECT-ICT-604391, ERC Synergy Grant Hetero2D and EPSRC EP/L013010/1. MM-K would also like to thank the Graphene Research Centre for hospitality.

References

[1] K. S. Novoselov, and A. H. Castro Neto, Phys. Scr. T146, 014006 (2012).
[2] F. Bonaccorso, A. Lombardo, T. Hasan, Z. Sun, L. Colombo, and A. C. Ferrari, Mater. Today 15, 564 (2012).
[3] A. K. Geim, and I. V. Grigorieva, Nature 499, 419 (2013).
[4] M. Yankowitz, J. Xue, and B. J. LeRoy, J. Phys.: Condens. Matter 26, 303201 (2014).
[5] A. H. Castro Neto, F. Guinea, N. M. R. Peres, K. S. Novoselov, and A. K. Geim, Rev. Mod. Phys. 81, 109 (2009).
[6] K. S. Novoselov, V. I. Falko, L. Colombo, P. R. Gellert, M. G. Schwab, and K. Kim, Nature 490, 192 (2012).
[7] K. Watanabe, T. Taniguchi, and H. Kanda, Nature Mater. 3, 404 (2004).
[8] C. R. Dean, A. F. Young, I. Meric, C. Lee, L. Wang, S. Sorgenfrei, K. Watanabe, T. Taniguchi, P. Kim, K. L. Shepard, and J. Hone, Nature Nanotech. 5, 722 (2010).
[9] J. Xue, J. Sanchez-Yamagishi, D. Bulmash, P. Jacquod, A. Deshpande, K. Watanabe, T. Taniguchi, P. Jarillo-Herrero, and B. J. LeRoy, Nature Mater. 10, 282 (2011).
[10] R. Decker, Y. Wang, V. W. Brar, W. Regan, H.-Z. Tsai, Q. Wu, W. Gannett, A. Zettl, and M. F. Crommie, Nano Lett. 11, 2291 (2011).
[11] M. Yankowitz, J. Xue, D. Cormode, J. D. Sanchez-Yamagishi, K. Watanabe, T. Taniguchi, P. Jarillo-Herrero, P. Jacquod, and B. J. LeRoy, Nature Phys. 8, 382 (2012).
[12] G. L. Yu, R. V. Gorbachev, J. S. Tu, A. V. Krutinin, Y. Cao, R. Jalil, F. Withers, L. A. Ponomarenko, B. A. Piot, M. Potemski, D. C. Elias, X. Chen, K. Watanabe, T. Taniguchi, I. V. Grigorieva, K. S. Novoselov, V. I. Fal'ko, A. K. Geim, and A. Mishchenko, Nature Phys. 10, 525 (2014).
[13] L. A. Ponomarenko, R. V. Gorbachev, G. L. Yu, D. C. Elias, R. Jalil, A. A. Patel, A. Mishchenko, A. S. Mayorov, C. R. Woods, J. R. Wallbank, M. Mucha-Kruczynski, B. A. Piot, M. Potemski, I. V. Grigorieva, K. S. Novoselov, F. Guinea, V. I. Fal’ko, and A. K. Geim, Nature 497, 594 (2013).
[14] B. Hunt, J. D. Sanchez-Yamagishi, A. F. Young, M. Yankowitz, B. J. LeRoy, K. Watanabe, T. Taniguchi, P. Moon, M. Koshino, P. Jarillo-Herrero, and R. C. Ashoori, Science 340, 1427 (2013).
[15] W. Yang, G. Chen, Z. Shi, C-C. Liu, L. Zhang, G. Xie, M. Cheng, D. Wang, R. Yang, D. Shi, K. Watanabe, T. Taniguchi, Y. Yao, Y. Zhang, and G. Zhang, Nature Mat. 12, 792 (2013).
[16] C. R. Woods, L. Britnell, A. Eckmann, R. S. Ma, J. C. Lu, H. M. Guo, X. Lin, G. L. Yu, Y. Cao, R. V. Gorbachev, A. V. Krutinin, J. Park, L. A. Ponomarenko, M. I. Katsnelson, Y. N. Gornostyrev, K. Watanabe, T. Taniguchi, C. Casiraghi, H. J. Gao, A. K. Geim, and K. S. Novoselov, Nature Phys. 10, 451 (2014).
[17] P. San-Jose, A. Gutiérrez, M. Sturla, and F. Guinea, Phys. Rev. B 90, 075428 (2014).
[18] P. San-Jose, A. Gutiérrez, M. Sturla, and F. Guinea, Phys. Rev. B 90, 115152 (2014).
[19] M. Bokdam, T. Amlaki, G. Brocks, and P. J. Kelly, Phys. Rev. B 89, 201404(R) (2014).
[20] J. Jung, S. Adam, and A. H. MacDonald, Nat. Commun. 6, 6308 (2015).
[21] Z-G. Chen, Z. Shi, W. Yang, X. Lu, Y. Lai, H. Yan, F. Wang, G. Zhang, and Z. Li, Nat. Commun. 5, 4461 (2014).
[22] J. C. W. Song, A. V. Shytov, and L. S. Levitov, Phys. Rev. Lett. 111, 266801 (2013).
[23] C. R. Dean, L. Wang, P. Maher, C. Forsythe, F. Ghahari, Y. Gao, J. Katoh, M. Ishigami, P. Moon, M. Koshino, T. Taniguchi, K. Watanabe, K. L. Shepard, J. Hone, and P. Kim, Nature 497, 598 (2013).
[24] D. R. Hofstadter, Phys. Rev. B 14, 2239 (1976).
[25] J. Zak, Phys. Rev. 134, A1602 (1964); 134, A1607 (1964).
[26] E. Brown, Phys. Rev. 133, A1038 (1964).
[27] D. Weiss, K. V. Klitzing, K. Ploog, and G. Weimann, Europhys. Lett. 8, 179 (1989).
[28] D. Weiss, M. L. Roukes, A. Menschig, P. Grambow, K. von Klitzing, and G. Weimann, Phys. Rev. Lett. 66, 2790 (1991).
[29] D. Pfannkuche, and R. R. Gerhardts, Phys. Rev. B 46, 12606 (1992).
[30] D. K. Ferry, Prog. Quant. Electr. 16, 251 (1992).
[31] C. Albrecht, J. H. Smet, D. Weiss, K. von Klitzing, R. Hennig, M. Langenbuch, M. Suhrke, U. Rössler, V. Umansky, and H. Schweizer, Phys. Rev. Lett. 83, 2234 (1999).
[32] T. Schloesser, K. Ensslin, J. P. Kotthaus, and M. Holland, Europhys. Lett. 33, 683 (1996).
[33] C. Albrecht, J. H. Smet, K. von Klitzing, D. Weiss, V. Umansky, and H. Schweizer, Phys. Rev. Lett. 86, 147 (2001).
[34] M. C. Geisler, J. H. Smet, V. Umansky, K. von Klitzing, B. Naundorf, R. Ketzmerick, and H. Schweizer, Phys. Rev. Lett. 92, 256801 (2004).
[35] X. Chen, J. R. Wallbank, A. A. Patel, M. Mucha-Kruczyński, E. McCann, and V. I. Fal’ko, Phys. Rev. B 89, 075401 (2014).
[36] M. Diez, J. P. Dahlhaus, M. Wimmer, and C. W. J. Beenakker, Phys. Rev. Lett. 112, 112 (2014).
[37] Z. Shi, C. Jin, W. Yang, L. Ju, J. Horng, X. Lu, H. A. Bechtel, M. C. Martin, D. Fu, J. Wu, K. Watanabe, T. Taniguchi, Y. Zhang, X. Bai, E. Wang, G. Zhang, and F. Wang, Nature Phys. 10, 743 (2014).
[38] A. Eckmann, J. Park, H. Yang, D. Elias, A. S. Mayorov, G. Yu, R. Jalil, K. S. Novoselov, R. V. Gorbachev, M. Lazzeri, A. K. Geim, and C. Casiraghi, Nano Lett. 13, 5242 (2013).
[39] D. S. L. Abergel, J. R. Wallbank, Xi Chen, M. Mucha-Kruczyński, and V. I. Falko, New J. Phys. 15, 123009 (2013).
[40] R. R. Nair, P. Blake, A. N. Grigorenko, K. S. Novoselov, T. J. Booth, T. Stauber, N. M. R. Peres, and A. K. Geim, Science 320 1308 (2008).
[41] A. Tomadin, F. Guinea, and M. Polini, Phys. Rev. B 90, 161406(R) (2014).
[42] J. C. W. Song, P. Samutpraphoot, and L. S. Levitov, arXiv:1404.4019 (2014).
[43] D. Xiao, M.-C. Chang, and Q. Niu, Rev. Mod. Phys.82, 1959 (2010).
[44] R. V. Gorbachev, J. C. W. Song, G. L. Yu, A. V. Kretinin, F. Withers, Y. Cao, A. Mishchenko, I. V. Grigorieva, K. S. Novoselov, L. S. Levitov, and A. K. Geim, Science, 346, 448 (2014).
[45] A. S. Mayorov, R. V. Gorbachev, S. V. Morozov, L. Britnell, R. Jalil, L. A. Ponomarenko, P. Blake, K. S. Novoselov, K. Watanabe, T. Taniguchi, and A. K. Geim, Nano Lett. 11, 2396 (2011).
[46] W. Gannett, W. Regan, K. Watanabe, T. Taniguchi, M. F. Crommie, and A. Zettl, Appl. Phys. Lett. 98, 242105 (2011).
[47] E. Kim, T. Yu, E. S. Song, and B. Yu, Appl. Phys. Lett. 98, 262103 (2011).
[48] H. Wang, T. Taychatanapat, A. Hsu, K. Watanabe, T. Taniguchi, P. Jarillo-Herrero, and T. Palacios, IEEE Electron Device Lett. 32, 1209 (2011).
[49] M. S. Bresnehan, M. J. Hollander, M. Wetherington, M. LaBella, K. A. Thornbull, R. Cavalero, D. W. Snyder, and J. A. Robinson, ACS Nano 6, 5234 (2012).
[50] C. Dean, A. F. Young, L. Wang, I. Meric, G.-H. Lee, K. Watanabe, T. Taniguchi, K. Shepard, P. Kim, and J. Hone, Solid State Communication 152, 1275 (2012).
[51] J. Martin, N. Akerman, G. Ulbricht, T. Lohmann, J. H. Smet, K. von Klitzing, and A. Yacoby, Nature Phys. 4, 144 (2008).
[52] S. Cho, and M. S. Fuhrer, Phys. Rev. B 77, 081402(R) (2008).
[53] Y. Zhang, V. W. Brar, C. Girit, A. Zettl, and M. F. Crommie, Nature Phys. 5, 722 (2009).
[54] J. Y. Tan, A. Avsar, J. Balakrishnan, G. K. W. Koon, T. Taychatanapat, E. C. T. O’Farrell, K. Watanabe, T. Taniguchi, G. Eda, A. H. Castro Neto, and B. Özyilmaz, App. Phys. Lett. 104, 183504 (2014).
[55] A. V. Kretinin, Y. Cao, J. S. Tu, G. L. Yu, R. Jalil, K. S. Novoselov, S. J. Haigh, A. Gholinia, A. Mischenko, M. Lozada, T. Georgiou, C. Woods, F. Withers, P. Blake, G. Eda, A. Wirsig, C. Hucho, K. Watanabe, T. Taniguchi, A. K. Geim, and R. V. Gorbachev, Nano Lett. 14, 3270 (2014).
[56] S. J. Haigh, A. Gholinia, R. Jalil, S. Romani, L. Britnell, D. C. Elias, K. S. Novoselov, L. A. Ponomarenko, A. K. Geim, and R. Gorbachev, Nature Materials 11, 764 (2012).
[57] A. Reina, H. Son, L. Jiao, B. Fan, M. S. Dresselhaus, Z. Liu, and J. Kong, J. Phys. Chem. C 112, 17741 (2008).
[58] P. J. Zomer, S. P. Dash, N. Tombros, and B. J. van Wees, Appl. Phys. Lett. 99, 232104 (2011).
[59] L. Wang, I. Meric, P. Y. Huang, Q. Gao, Y. Gao, H. Tran, T. Taniguchi, K. Watanabe, L. M. Campos, D. A. Muller, J. Guo, P. Kim, J. Hone, K. L. Shepard, and C. R. Dean, Science, 342 614 (2013).
[60] P. J. Zomer, M. H. D. Guimarães, J. C. Brant, N. Tombros, and B. J. van Wees, Appl. Phys. Lett. 105, 013101 (2014).
[61] C. Bjelkevig, Z. Mi, J. Xiao, P. A. Dowben, L. Wang, W-N. Mei, and J. A. Kelber, J. Phys. Condens. Matter 22 302002 (2010).
[62] D. Usachov, V. K. Adamchuk, D. Haberer, A. Gruneis, H. Sachdev, A. B. Preobrajenski, C. Laubschat, and D. V. Vyalikh, Phys. Rev. B 82, 075415 (2010).
[63] M. Son, H. Lim, M. Hong, and H. C. Choi, Nanoscale 3, 3089 (2011).
[64] X. Ding, G. Ding, X. Xie, F. Huang, and M. Jiang, Carbon 49, 2522 (2011).
[65] S. Tang, G. Ding, X. Xie, J. Chen, C. Wang, X. Ding, F. Huang, W. Lu, and M. Jiang, Carbon 50, 329 (2012).
[66] J. M. Garcia, U. Wurstbauer, A. Levy, L. N. Pfeiffer, A. Pinczuk, A. S. Plaut, L. Wang, C. R. Dean, R. Buizza, A. M. Van Der Zande, J. Hone, K. Watanabe, and T. Taniguchi, Solid State Communications, 152, 975 (2012).
[67] S. M. Kim, A. Hsu, P. T. Araujo, Y-H. Lee, T. Palacios, M. Dresselhaus, J.-C. Idrobo, K. K. Kim, and J. Kong, Nano Lett. 13, 933 (2013).
[68] Z. Liu, L. Song, S. Zhao, J. Huang, L. Ma, J. Zhang, J. Lou, and P. M. Ajayan, Nano Lett. 11 2032 (2011).
[69] S. Roth, F. Matsui, T. Greber, and J. Osterwalder, Nano Lett. 13 2668 (2013).
[70] S. Tang, H. Wang, Y. Zhang, A. Li, H. Xie, X. Liu, L. Liu, T. Li, F. Huang, X. Xie and M. Jiang, Scientific Reports 3, 2666 (2013).
[71] Z. Y. Rong, and P. Kuiper, Phys. Rev. B 48, 17427 (1993).
[72] C. Berger, Z. Song, T. Li, X. Li, A. Y. Ogbazghi, R. Feng, Z. Dai, A. N. Marchenkov, E. H. Conrad, P. N. First, and W. A. de Heer, J. Phys. Chem. B 108, 19912 (2004).
[73] A. T. N’Diaye, S. Bleikamp, P. J. Feibelman, and T. Michely, Phys. Rev. Lett. 97, 215501 (2006).
[74] S. Marchini, S. Günther, and J. Wintterlin, Phys. Rev. B 76, 075429 (2007).
[75] P. Sutter, J. T. Sadowski, and E. Sutter, Phys. Rev. B 80, 245411 (2009).
[76] L. Gao, J. R. Guest, and N. P. Guisinger, Nano Lett. 10, 3512 (2010).
[77] M. Sicot, P. Leicht, A. Zusan, S. Bouvron, O. Zander, M. Weser, Y. S. Dedkov, K. Horn, and M. Fonin, ACS Nano 6, 151 (2012).
[78] J. Wintterlin, and M.-L. Bocquet, Surface Science 603, 1841 (2009).
[79] M. Batzill, Surface Science Reports 67, 83 (2012).
[80] J. Coraux, A. T. N’Diaye, C. Busse, and T. Michely, Nano. Lett. 8, 565 (2008).
[81] K. Hermann, J. Phys.: Condens. Matter. 24, 314210 (2012).
[82] D. A. Cosma, J. R. Wallbank, V. Cheianov, and V. I. Fal’ko, Faraday Discussions, 173, 137 (2014).
[83] L. Liu, Y. P. Feng, and Z. X. Shen, Phys. Rev. B 68, 104102 (2003).
[84] J. R. Wallbank, A. A. Patel, M. Mucha-Kruczyński, A. K. Geim, and V. I. Fal’ko, Phys. Rev. B 87, 245408 (2013).
[85] M. C. Chang and Q. Niu, Phys. Rev. Lett. 75, 1348 (1995).
[86] C-H. Park, L. Yang, Y.-W. Son, M. L. Cohen, and S. G. Louie, Nature Phys. 4, 213 (2008).
[87] M. Barbier, F. Peeters, P. Vasilopoulos, and J. Pereira. Phys. Rev. B 77, 115446, (2008).
[88] T. G. Pedersen, C. Flindt, J. Pedersen, N. A. Mortensen, A.-P. Jauho, and K. Pedersen, Phys Rev. Lett. 100, 136804 (2008).
[89] C.-H. Park, Y.-W. Son, L. Yang, M. L. Cohen, and S. G. Louie, Nano Lett. 8, 2920 (2008).
[90] C. H. Park, L. Yang, Y. W. Son, M. L. Cohen, and S. G. Louie, Phys. Rev. Lett. 101, 126804 (2008).
[91] N. Abedpour, A. Esmaipour, R. Asgari, and M. R. R. Tabar, Phys. Rev. B 79, 165412 (2009).
[92] R. P. Tiwari, and D. Stroud, Phys. Rev. B 79, 205435 (2009).
[93] C.-H. Park, Y.-W. Son, L. Yang, M. L. Cohen, and S. G. Louie, Phys. Rev. Lett. 103, 046808 (2009).
[94] L. Brey and H. A. Fertig, Phys. Rev. Lett. 103, 046809 (2009).
[95] I. Snyman, Phys. Rev. B 80, 054303 (2009).
[96] M. Barbier, P. Vasilopoulos, and F. M. Peeters, Phys. Rev. B 80, 205415, (2009).
[97] M. Barbier, P. Vasilopoulos, and F. M. Peeters, Phys. Rev. B 81, 075438 (2010).
[98] L.-G. Wang, and S.-Y. Zhu, Phys. Rev. B 81, 205444 (2010).
[99] J. Sun, H. A. Fertig, and L. Brey, Phys. Rev. Lett. 105 156801, (2010).
[100] S. Gattenloehner, W. Belzig, and M. Titov, Phys. Rev. B 82, 155417 (2010).
[101] F. Guinea, and T. Low, Phil. Trans. R. Soc. A 368, 5391 (2010).
[102] D. P. Arovas, L. Brey, H. A. Fertig, E-A. Kim, and K. Ziegler, New J. Phys. 12, 123020 (2010).
[103] P. Burset, A. Yeyati, L. Brey, and H. Fertig. Phys. Rev. B 83 195434 (2011).
[104] Y. Y. Kiselev, and L. E. Golub, Phys. Rev. B 84 235440 (2011).
[105] S. Wu, M. Killi, and A. Paramekanti, Phys. Rev. B 85, 195404 (2012).
[106] F. M. D. Pellegrino, G. G. N. Angilella, and R. Pucci, Phys. Rev. B 85, 195409 (2012).
[107] A. Esmailpour, H. Meshkin, and M. Saadat, Physica E 50, 57 (2013).
[108] Q. Wang, R. Shen, L. Sheng, B. G. Wang, and D. Y. Xing, Phys. Rev. A 89, 022121 (2014).
[109] S. Dubey, V. Singh, A. K. Bhat, P. Parikh, S. Grover, R. Sensarma, V. Tripathi, K. Sengupta, and M. M. Deshmukh, Nano Lett. 13, 3990 (2013).
[110] M. Drienovsky, F-X. Schrettenbrunner, A. Sandner, D. Weiss, J. Eroms, M-H. Liu, F. Tkatschenko, and K. Richter, Phys. Rev. B 89, 115421 (2014).
[111] L. DellAnna, and A. De Martino, Phys. Rev. B 79, 045420 (2009).
[112] F. Guinea, M. I. Katsnelson, and A. K. Geim, Nature Phys. 6 30 (2010).
[113] M. Taillefumier, V. K. Dugaev, B. Canals, C. Lacroix, and P. Bruno, Phys. Rev. B 84, 085427 (2011).
[114] M. Neek-Amal, and F. M. Peeters, Appl. Phys. Lett. 104, 173106 (2014).
[115] H. Tomori, A. Kanda, H. Goto, Y. Ootuka, K. Tsukagoshi, S. Moriyama, E. Watanabe, and D. Tsuya, Applied Physics Express 4, 075102 (2011).
[116] A. Reserbat-Plantey, D. Kalita, Z. Han, L. Ferlazzo, S. Autier-Laurent, K. Komatsu, C. Li, R. Weil, A. Ralko, L. Marty, S. Guéron, N. Bendiab, H. Bouchiat, and V. Bouchiat, Nano Lett. 14 5044 (2014).
[117] M. Mucha-Kruczyński, J. R. Wallbank, and V. I. Falko, Phys. Rev. B 88, 205418 (2013).
[118] P. Moon, and M. Koshino Phys. Rev. B 90, 155406 (2014).
[119] J. M. B. Lopes dos Santos, N. M. R. Peres, and A. H. Castro Neto, Phys. Rev. Lett. 99, 256802 (2007).
[120] R. Bistritzer, and A. H. MacDonald, Phys. Rev. B 81 245412 (2010).
[121] R. Bistritzer, and A. H. MacDonald, Proc. Natl Acad. Sci. 108, 12233 (2011).
[122] J. M. B. Lopes dos Santos, N. M. R. Peres, and A. H. Castro Neto, Phys. Rev. B 86, 155449 (2012).
[123] P. Moon, and M. Koshino, Phys. Rev. B 87, 205404 (2013).
[124] R. Bistritzer, and A. H. MacDonald, Phys. Rev. B 84 035440 (2011).
[125] P. Moon, and M. Koshino, Phys. Rev. B 85, 195458 (2012).
[126] Z. F. Wang, F. Liu, and M. Y. Chou, Nano Lett. 12, 3833 (2012).
[127] Y. Hasegawa and M. Kohmoto, Phys. Rev. B 88, 125426 (2013).
[128] P. Moon and M. Koshino, Phys. Rev. B 88, 241412(R) (2013).
[129] J. R. Wallbank, M. Mucha-Kruczyński, and V. I. Falko, Phys. Rev. B 88, 155415 (2013).
[130] I. Pletikosić, M. Kralj, P. Pervan, R. Brako, J. Coraux, A. T. NDiaye, C. Busse, and T. Michely, Phys. Rev. Lett. 102, 056808 (2009).
[131] H. Suzuura and T. Ando Phys. Rev. B 65, 235412 (2002).
[132] J. L. Mañes, Phys. Rev. B 76, 045430 (2007).
[133] M. Mucha-Kruczyński, and V. I. Falko, Solid State Communications 152, 1442 (2012).
[134] J. L. Mañes, F. de Juan M. Sturla, and M. A. H. Vozmediano Phys. Rev. B 88, 155405 (2013).
[135] J. R. Wallbank, Electronic Properties of Graphene Heterostructures with Hexagonal Crystals, (Springer PhD Thesis Series, Springer, 2014); ISBN 978-3-319-07721-5.
[136] M. Kindermann, B. Uchoa, and D. L. Miller, Phys. Rev. B 86, 115415 (2012).
[137] C. Ortix, L. Yang, and J. van den Brink, Phys. Rev. B 86, 081405 (2012).
[138] J. Jung, A. Raoux, Z. Qiao, and A. H. MacDonald, Phys. Rev. B 89, 205414 (2014).
[139] G. Giovannetti, P. A. Khomyakov, G. Brocks, P. J. Kelly, and J. van den Brink, Phys. Rev. B 76, 073103 (2007).
[140] J. Sławińska, I. Zasada, and Z. Klusek, Phys. Rev. B 81, 155433 (2010).
[141] Y. Fan, M. Zhao, Z. Wang, X. Zhang, and H. Zhang, Appl. Phys. Lett. 98, 083103 (2011).
[142] N. Kharche, and S. K. Nayak, Nano Lett. 11, 5274 (2011).
[143] B. Sachs, T. O. Wehling, M. I. Katsnelson, and A. I. Lichtenstein, Phys. Rev. B 84, 195414 (2011).
[144] R. Martinez-Gordillo, S. Roche, F. Ortmann, and M. Pruneda, Phys. Rev. B 89, 161401(R) (2014).
[145] G. J. Slotman, G. A. de Wijs, A. Fasolino, and M. I. Katsnelson, Ann. Phys. 526, 381 (2014).
[146] M. M. van Wijk, A. Schuring, M. I. Katsnelson, and A. Fasolino, Phys. Rev. Lett. 113, 135504 (2014).
[147] M. Neek-Amal, and F. M. Peeters, Appl. Phys. Lett. 104, 041909 (2014).
[148] O. L. Blakslee, D. G. Proctor, E. J. Seldin, G. B. Spence and T. Weng, J. Appl. Phys. 41, 3373 (1970).
[149] M. V. Berry, Proc. R. Soc. Lond. A 392, 45 (1984).
[150] T. Ando, T. Nakanishi, and R. Saito J. Phys. Soc. Jpn. 67, 2857 (1998).
[151] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, M. I. Katsnelson, I. V. Grigorieva, S. V. Dubonos, and A. A. Firsov, Nature 438, 197 (2005).
[152] Y. B. Zhang, Y W. Tan, H. L. Stormer, and P. Kim, Nature 438, 201 (2005).
[153] D. Xiao, W. Yao, and Q. Niu, Phys. Rev. Lett. 99, 236809 (2007).
[154] I. Martin, Y. M. Blanter, and A. F. Morpurgo Phys. Rev. Lett. 100, 036804 (2008).
[155] G. W. Semenoff, V. Semenoff, and F. Zhou Phys. Rev. Lett. 101, 087204 (2008).
[156] M. Titov, and M. I. Katsnelson, Phys. Rev. Lett. 113, 09680 (2014).
[157] J. Cardy, Phys. Rev. Lett. 84, 3507 (2000).

24
Use the quoted symmetry of Hamiltonian (5) to calculate relationships between the matrix elements of the Hamiltonian in the basis of the Bloch functions (11). Then a lower bound can be placed on the nullity of the corresponding Heisenberg matrix predicting zero energy eigenvalues.

C. R. Dean, A. F. Young, P. Cadden-Zimansky, L. Wang, H. Ren, K. Watanabe, T. Taniguchi, P. Kim, J. Hone, and K. L. Shepard, Nature Phys. 7, 693 (2011).

A. F. Young, C. R. Dean, L. Wang, H. Ren, P. Cadden-Zimansky, K. Watanabe, T. Taniguchi, J. Hone, K. L. Shepard and P. Kim, Nature Phys. 8, 550 (2012).

X. Du, I. Skachko, F. Duerr, A. Luican, and E. Y. Andrei Nature 462, 192 (2009).

K. I. Bolotin, F. Gahari, M. D. Shulman, H. L. Stormer and P. Kim, Nature 462 196 (2009).

Y. Zhang, Z. Jiang, J. P. Small, M. S. Purewal, Y.-W. Tan, M. Fazlollahi, J. D. Chudow, J. A. Jaszcwaldak, H. L. Stormer, and P. Kim, Phys. Rev. Lett. 96, 136806 (2006).

Z. Jiang, Y. Zhang, H. L. Stormer, and P. Kim, Phys. Rev. Lett. 99, 106802 (2007).

J. G. Checkelsky, L. Li, and N. P. Ong, Phys. Rev. Lett. 100, 206801 (2008).

K. Nomura, and A. H. MacDonald, Phys. Rev. Lett. 96, 256602 (2006).

V. M. Apalkov, and T. Chakraborty, Phys. Rev. Lett. 112, 176401 (2014).