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Abstract
In this work, we make the case of quality over quantity when training a MT system for a medium-to-low-resource language pair, namely Catalan-English. We compile our training corpus out of existing resources of varying quality and a new high-quality corpus. We also provide new evaluation translation datasets in three different domains. In the process of building Catalan-English parallel resources, we evaluate the impact of drastically filtering alignments in the resulting MT engines. Our results show that even when resources are limited, as in this case, it is worth filtering for quality. We further explore the cross-lingual transfer learning capabilities of the proposed model for parallel corpus filtering by applying it to other languages. All resources generated in this work are released under open license to encourage the development of language technology in Catalan.
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1. Introduction
In recent years, the arrival of the transformers\cite{vaswani2017} has opened up new lines of research with a clear focus on under-resourced languages\cite{zoph2016}. The transfer-learning capabilities of pre-trained language models, such as BERT\cite{devlin2019}, have successfully been used to solve downstream tasks employing much less task-specific annotated data. This has encouraged the development of multilingual and language-specific pre-trained language models\cite{martin2020}. For instance, Liu et al.\cite{liu2020} demonstrated that using a multilingual BART-like model\cite{lewis2019} for Machine Translation (MT) showed performance gains in low-resource language settings.

In the past, building MT resources has been ruled by quantity over quality, especially in low-resource scenarios, where there is little data available. In the quest for as much data as possible, large multilingual corpora such as CCAigned\cite{el-kishky2020}, WikiMatrix\cite{schwenk2019} or Paracrawl\cite{bainon2020} are collected in mass from the web, without actively assessing their quality. The task of parallel corpus filtering aims at filtering noisy data originating from unreliable sources or misalignments to improve the quality of a bilingual dataset.

In this work, we focus on the collection and filtering of Catalan-English corpora. Despite the status of English as lingua franca, there are not many publicly available parallel resources for this language pair. We present new resources, both for training and evaluation, diverse in sizes and domains. Our contributions sum up to:

- A high-quality dataset for Catalan-English MT
- A quality filter for Catalan-English Parallel Corpora
- Three new evaluation datasets

Our code is openly available on Github\footnote{https://github.com/TeMU-BSC/seq-to-seq-catalan/} for the sake of reproducibility. We also release the resources created. The rest of the paper is organised as follows. Section\ref{sec:related-work} provides an overview of the previous work done in the field. Section\ref{sec:resources} describes in detail the resources presented. Section\ref{sec:quality-assessment} outlines the human assessment of the datasets’ quality. Section\ref{sec:multilingual-transfer-learning} describes our approach to the task of parallel corpus filtering. Finally, section\ref{sec:conclusion} concludes our work and opens future lines of research.

2. Related Work
Typical resources to train MT models are composed of parallel corpora, i.e. bilingual aligned sentences. When trying to gather parallel training corpora for low-resource languages, a starting point is collecting large multilingual datasets, such as the ones found in OPUS\cite{tiedemann2012}. OPUS includes many such datasets in a variety of languages, sizes, and domains (e.g. software handbooks, religious texts, Wikipedia articles...). Catalan is included in many of the large web-crawled corpora, however, as Kreutzer et al.\cite{kreutzer2021} point out, most data coming from online sources is of poor quality. For this reason, there is a growing interest in evaluating the quality of the released datasets. While several works focus on the quality assessment of monolingual corpora\cite{caswell2020}, Kreutzer et al.\cite{kreutzer2021} are the first to evaluate the quality of MT datasets. They perform a large-scale human evaluation of publicly available datasets and find severe quality issues, especially for low-resource languages.

Once the quality has been assessed, a second necessary step is to improve the quality of a given dataset. Parallel corpus filtering, also known as sentence alignment filtering, is the task of automatically filtering out bad aligned sentences or sentences that are not good enough...
3. Language Resources

In order to build a large parallel corpus for Catalan-English MT, we have compiled a total of 19 available open-source bilingual Catalan-English datasets, and we have created a brand new dataset, GEnCaTa. In total, we obtain a moderately large Catalan-English corpus of over 11.55 million aligned sentences.

3.1. Parallel Corpora Compilation

The collected datasets originate from different sources and belong to different domains. The characteristics of the corpora can be found in Table 1. Most datasets belong to the general domain. Nonetheless, we also gather sources originating from software translations, known to contain many boilerplate sentences; Wikipedia articles, from which we expect well-constructed sentences; and specific domains, such as Health or Legislation.

We are aware that the quality of each corpus varies greatly and is difficult to measure. Furthermore, the datasets have been constructed using different methods, either produced by human translations and manual revision, or by using automatic alignment algorithms. Regarding the collected datasets, 9 out of the 20 are produced by humans.

If we look at the statistics, we can see that CCaligned contains almost as many sentences as all the other datasets together. However, it should be noted that CCaligned has been recently shown to have poor quality translations, as well as Wikimatrix (Kreutzer et al., 2021), which also has a big representation within the collected corpora for this work. Memories Lliures is the largest manually produced dataset, although its average sentences are shorter in size since it consists of a compilation of freely available translation memories, mostly coming from software. The corpora with the smallest average sentence length are Open Subtitles, movie dialogues; Tatoeba, voluntary translations; and Ubuntu, software handbooks. Not surprisingly, the longest sentences originate from Wikipedia sources, namely, Wikimedia and Wikimatrix.

To further understand the scale of the datasets, we provide a treemap visualization in the Appendix in Figure S.

3.2. GEnCaTa: a High Quality Parallel Corpus

GEnCaTa is a high-quality Catalan-English parallel corpus composed of 38,595 segments. It has been compiled by leveraging parallel data from crawling the [gencat.cat] domain and subdomains, belonging to the Catalan Government and containing bilingual sites, both in English and Catalan.

Crawling and preprocessing We use the cleaning pipeline described in Armengol-Estapé et al. (2021) to process the WARC files obtained from the crawlings and retrieve monolingual data. Using the pipeline allows us to maintain the metadata and retrieve the original URL per each visited page.

Document alignment We extract the content of the fetched URLs from the metadata that has non-empty crawled data in both languages. We obtain 4,429 comparable sites with an average of 27.64 sentences and 382.91 and 401.65 tokens for Catalan and English, respectively. We consider each of these sites as our documents.

Sentence alignment and deduplication To align the sentences at document-level, we use the alignment algorithm Vecalign (Thompson and Koehn, 2019) based on sentence embeddings. We use multilingual sentence embeddings provided by LASER for the alignment. After the automatic alignment, we obtain 126,674 aligned segments. We then perform sentence deduplication and find that almost 60% of the sentences are duplicates, leaving 51,908 parallel segments.

Manual revision A first inspection of the resulting segments has shown that the alignment was of considerable quality, which prompted us to perform a manual revision of the full dataset. Several native Catalan annotators have revised the aligned segments and labeled each pair as valid or not valid for MT training. This involves labeling as negative misaligned sentences, truncated sentences, and non-linguistic sentences.

After the manual revision of the alignment, only 38,595 segments remain (i.e. 24.98% of the aligned segments are removed).

https://github.com/facebookresearch/LASER
### Table 1: Collected parallel corpora for Catalan-English MT. Tokens refers to Catalan tokens. The symbol * refers to manually produced or revised datasets.

| Dataset         | Sentences | Tokens   | Tokens/Sent | Source                          | Domain          |
|-----------------|-----------|----------|-------------|---------------------------------|-----------------|
| 1 CCalligned    | 5,787,682 | 89,606,874 | 15.48       | (El-Kishky et al., 2020)        | General         |
| 2 COVID-19 Wikipedia | 1,531 | 34,836 | 22.75       | (Tiedemann, 2012)               | Health          |
| 3 CoVost ca-en*  | 263,891  | 809,660  | 10.17       | (Wang et al., 2020)             | General         |
| 4 CoVost en-ca*  | 79,633   | 2,953,096 | 11.19       | (Wang et al., 2020)             | General         |
| 5 Eubookshop    | 3,746    | 82,067   | 21.91       | (Tiedemann, 2012)               | Legislation     |
| 6 Europarl      | 1,965,734| 50,417,289| 25.65       | (Koehn, 2005)                   | Legislation     |
| 7 GEnCaTa*      | 38,595   | 858,385  | 22.24       |                                | New             |
| 8 Global Voices | 21,342   | 438,032  | 20.52       | (Tiedemann, 2012)               | General         |
| 9 Gnome*        | 2,183    | 30,228   | 13.85       | (Tiedemann, 2012)               | Software        |
| 10 JW300        | 97,081   | 1,809,252| 18.64       | (Agić and Vučić, 2019)          | General         |
| 11 KDE4*        | 144,153  | 1,450,631| 10.06       | (Tiedemann, 2012)               | Software        |
| 12 Memories Lluires* | 1,173,055 | 9,452,382 | 8.06       | Softcatalà                      | General         |
| 13 Open Subtitles | 427,913 | 2,796,350 | 6.53       | (Lison and Tiedemann, 2016)     | General         |
| 14 Opus Books   | 4,580    | 73,416   | 16.03       | (Tiedemann, 2012)               | Narrative       |
| 15 QED*         | 69,823   | 1,058,003| 15.12       | (Abdelali et al., 2014)         | Education       |
| 16 Tatoeba*     | 5,500    | 34,872   | 6.34        | (Tiedemann, 2012)               | General         |
| 17 Tedtalks     | 50,979   | 770,774  | 15.12       | Softcatalà                      | General         |
| 18 Ubuntu       | 6,781    | 33,321   | 4.91        | (Tiedemann, 2012)               | Software        |
| 19 Wikimatrix   | 1,205,908| 28,111,517| 8.31      | (Schwenk et al., 2019)          | Wikipedia       |
| 20 Wikimedia*    | 208,073  | 5,761,409| 27.69       | (Tiedemann, 2012)               | Wikipedia       |
| **Total**       | 11,558,183 | 196,582,394 | 15.78     |                                  |                 |

**Table 1: Collected parallel corpora for Catalan-English MT. Tokens refers to Catalan tokens. The symbol * refers to manually produced or revised datasets.**

Alignment Scores  We perform a further analysis of the obtained results and notice that only 19.8% of the 5,000 highest scored segments ranked by Vecalign are also selected after the manual revision. This posits the question of how much we can rely on alignment algorithms for building parallel corpora by only looking at the given score.

We release the GEnCaTa dataset with an open license, together with relevant metadata such as the source URLs and the alignment scores given by Vecalign.

### 4. Human Audit

As mentioned, the quality of the compiled parallel corpora differs greatly depending on domain, origin, and creation method. For that reason, as a way to uncover the unknown quality of each dataset, we follow Kreutzer et al. (2021) and perform a human evaluation of the quality of each dataset. They perform a large-scale human audit of five major multilingual datasets, including CCalligned, WikiMatrix, and Paracrawl, based on the following error taxonomy:

- **CC**: Correct translation, natural sentence
- **CS**: Correct translation, but single word or short phrase
- **CB**: Correct translation, but boilerplate
- **X**: Incorrect translation
- **WL**: Wrong language
- **NL**: Not language

They also annotate whether the segments contain offensive or porn content.

To perform our human evaluation, we randomly sample 100 aligned segments for each of the 20 datasets. Then, two native speakers conduct a blind error analysis on the 2,000 sentences, without knowing their source, and annotate each pair following the taxonomy described above.

### 4.1. Human Audit Results

The annotator agreement of the task obtains a score of 0.55 Cohen’s Kappa, which shows moderate agreement. To compensate for the differences in human perception of the subcategories, we also report a 0.60 Kappa score considering only the binary classification correct labels (CC, CS, CB) and incorrect ones (X, WL, NL).

Results are shown in Figure 1 and in Table 7 in the Appendix. Since only 100 sentences per dataset have been evaluated, the numbers given are only rough estimates.

We combine the correct codes (CC, CB, CS) into C for simplicity. The ratio of correct samples (C) ranges from 67% to 98%. The datasets with the bigger amount of correct sentences are CoVost, sentences coming from Common Voice; Tatoeba, originating from user-generated voluntary translations; Europarl, from the European Parliament; and our brand new created GEnCaTa corpus, which is a proof of high quality. Wang et al. (2020) developed the CoVost dataset and performed data quality sanity checks based on language model perplexity, LASER scores, and a length ratio heuristic. The results of their work are in line with our findings.

On the other hand, the datasets with more mistranslations are CCalligned and Eubookshop, both originating from automatic alignments, and Ubuntu, coming from software translations.

Among the correct sentences, the corpora that contain the most boilerplate sentences are KDE4, Memories Lluires, and Ubuntu, all belonging to computer applications and handbooks. These last two also contain the...
biggest number of non-linguistic sentences. The datasets containing more short sentences are Open Subtitles and Gnome, composed of dialogue and software texts, respectively. Translations are almost always in the correct language, but it is worth to note the number of sentences in the wrong language present in Ubuntu, which refer to specific terms of computer programs. Finally, there is no presence of offensive or porn content in most datasets, except for marginal single cases in CCAigned, CoVost, and QED. Predictably, our analysis concludes that human revised datasets have higher quality (CoVost, GEnCaTa, Tatoeba). In the next section, we question if the effort that is needed to curate these datasets pays off.

5. Parallel Corpus filtering

Once we have compiled the parallel corpora and analysed their quality, we use the GEnCaTa dataset to build a classifier for parallel corpus filtering, by leveraging the human annotations described in Section 3.2.

5.1. Fine-tuning

Similarly to Açarçıcı et al. (2020), we fine-tune an encoder with a labeled dataset of parallel segments annotated as valid or not valid for MT. In their work, they use two small datasets of 2,000 and 10,000 samples with synthetically generated negative examples. They obtain one of the highest-performance systems in the WMT20 Shared Task on Parallel Corpus Filtering and Alignment.

We make use of the GenCaTa dataset, which consists of 51,908 samples distributed in 38,876 positive and 13,032 negative pairs. These annotations may include misaligned sentences, too short sentences, etc. We also release the labeled dataset to promote further investigations in the field. To our knowledge, this is the largest dataset available of its kind.

We approach the task as a text classification problem and build a binary classifier that takes as input the pair of Catalan-English aligned sentences and outputs if they are valid for MT or not. Our classifier is based on mBERT (Devlin et al., 2019), a multilingual pre-trained encoder, fine-tuned with our dataset.

As shown in Table 2, we split the GEnCaTa dataset into train, valid, and test splits and then fine-tune both mBERT-cased and mBERT-uncased with the same hyperparameters. We report our results in Table 3 with almost no variability in performance but with excellent scores. We use the classifier with mBERT-cased for the subsequent experiments.

5.2. Filtering

Once we have built our classifier, we use it to filter the compiled resources described in section 3.1.

The number of total filtered sentences per dataset can be seen in Figure 2. On average, 86.87% of the original sentences are valid for MT training. As could be expected from the human audit results, the corpora with more filtered out sentences are EUBookshop, Ubuntu, and CCAigned. Furthermore, despite the number of correct translations in Opus Books reported in the human audit, this dataset has been filtered heavily as well, since it contains quite a few misalignments and short sentences.

On the other end of the spectrum, the corpora that have been less filtered are CoVost, Tatoeba, GEnCaTa, and Europarl, the same four datasets that had the highest amount of correct sentences. The Pearson correlation between the human audit results and the percentage of valid sentences is 0.89, a strong correlation. This proves the validity of our model, which could be used as an automatic quality estimator in the future.

5.3. Evaluation on MT Systems

We further investigate the issue of quality by assessing the impact that filtering sentence alignments may have on the quality of MT models.

For that, we build two MT systems. First, we build an MT system using the raw compiled resources (RAW).
Then, we build a new MT system to measure the impact of our parallel filtered corpus (FIL). Both MT systems are based on mBART \cite{liu2020multilingual}. We first pre-train a default large mBART model with concatenated monolingual data in Catalan and English and later fine-tune it with parallel data in the two languages. As monolingual data, we concatenate CaText \cite{armengol2021catext} (in Catalan) and a clean subset of 45k random documents of Oscar (in English) \cite{ortiz2019oscar}.

We use default hyperparameters from \cite{liu2020multilingual} both for monolingual pre-training and parallel data fine-tuning. However, the amount of training steps for fine-tuning is considerably lower, notably 8K (appr. 4 epochs) with an update frequency of 512. We use 4 Tesla V100-SXM2-16GB GPUs for training.

We preprocess the parallel sentences by removing duplicates, checking overlap between train and test, and removing those sentences that exceed our length limitations before feeding them to our models.

### 5.3.2. Results

We use BLEU scores \cite{papineni2002bleu} to report our results in Table 5. computed with SacreBLEU (sBLEU) \cite{post2018sacrebleu}.

| Direction | Test set  | RAW | FIL  |
|-----------|-----------|-----|------|
| EN → CA   | Cyber     | 40.2| **43.1** |
|           | Flores-101| 35.7| **38.0** |
|           | TaCon     | 28.9| **30.2** |
|           | WMT13     | 31.2| **32.9** |
| CA → EN   | Cyber     | 47.4| **49.5** |
|           | Flores-101| 34.7| **37.6** |
|           | TaCon     | 32.4| **35.0** |
|           | WMT13     | 34.1| **36.0** |

Table 5: sBLEU scores for MT evaluation

Results show that MT achieves overall good results for the Catalan-English language pair. Higher scores are obtained for the CA → EN direction, due to English being less morphologically complex.

Regarding in-domain test sets, TaCon is the test set that yields the lowest scores, probably because of the specificity of its language. Surprisingly, the Cyber test set seems to be the easiest to translate, despite being domain-specific. This may be attributed to the numerous non-verbal segments that are kept untranslated, boosting the results up to 49.5 BLEU for the CA → EN direction. Nonetheless, the most remarkable results are obtained by the comparison between the two systems. Even with the modest amount of fine-tuning steps for the two models, FIL outperforms the RAW system in all test sets. The sBLEU scores increase between 1.3 and 2.9 points. General-domain Flores-101 is the test set that shows more clearly the advantage of the quality filtering since the classifier is built on general-domain labeled data.

### 5.3.1. Evaluation Resources

We use three new in-domain test sets to validate the performance of our systems, as well as the general-domain Flores-101 as a reference. We release them under open licenses. The test sets statistics are included in Table 4.

| Dataset   | Languages | Domain       | Sent. | Tokens |
|-----------|-----------|--------------|-------|--------|
| CyberMT   | ca, es, en| cybersecurity | 1,715 | 33,050 |
| TaCon     | ca, es, en| legislation  | 1,110 | 18,275 |
| WMT13     | ca, es, en, de, ru, fr, cs | newswire | 3,000 | 59,340 |

Table 4: Language resources for MT evaluation. *Tokens* refers to Catalan tokens.

CyberMT is a brand new test set in Catalan, Spanish, and English that belongs to the cybersecurity domain. It is composed of cybersecurity alerts extracted from the INCIBE Spanish-English corpus \footnote{https://www.elrc-share.eu/repository/browse/descripciones-de-vulnerabilidades-de-la-bbdd-nvd} which have been manually translated to Catalan.

TaCon is a multilingual dataset from the legal domain that includes translations of the Spanish Constitution to Basque, Catalan, Galician, Spanish, and English. To obtain it, we download the Spanish Constitution from the website of the Agencia Estatal del Boletín Oficial del Estado\footnote{www.boe.es} in the corresponding languages in PDF format. We convert it to plain text, fix the broken sentences, and finally align the sentences manually.

WMT2013-ca consists of the Catalan translation of the WMT 2013 translation shared task test set \cite{bojar2013wmt}, belonging to the newswire domain. We commissioned the translation from Spanish to Catalan to a professional native translator.

---

**Figure 2: Percentage of filtered sentences by the parallel corpus classifier**
| Source | CA | CS | DE | EN | ES | FR | RU |
|--------|----|----|----|----|----|----|----|
| CA     | 0.947 | 0.952 | 0.976 | 0.987 | 0.948 | 0.940 | 0.972 |
| CS     | 0.879 | 0.934 | - | 0.987 | 0.937 | 0.949 | 0.958 |
| DE     | 0.894 | 0.961 | - | 0.938 | 0.957 | 0.925 | - |
| EN     | 0.977 | 0.947 | 0.980 | 0.988 | 0.982 | - | - |
| ES     | 0.960 | 0.916 | 0.979 | 0.988 | 0.967 | - | - |
| FR     | 0.936 | 0.972 | 0.979 | 0.981 | 0.975 | 0.969 | - |

Table 6: Zero-shot multilingual parallel corpus filtering

Our results show that automatically filtering sentence alignments significantly boosts MT performance and should be encouraged.

5.4. Zero-Shot Cross-lingual Transfer Learning

To further investigate the capabilities of the proposed filtering method, we explore the possibility of cross-lingual transfer learning by applying our model in zero-shot scenarios. We follow the intuition proposed by Pires et al. (2019) that mBERT encodes multilingual representations. We use the classifier fine-tuned on CA-EN and apply it to other language pairs.

We make use of the 3,000 sentences of the WMT13 Shared Task test set for evaluation. The reason to have chosen this test set is that we have presented the Catalan version in this work, it includes six additional languages (es, en, de, ru, fr, cs) and contains document boundaries. For the synthetic test set of each language pair, we consider the 3,000 manually translated sentences as valid for MT. Then, we sample 3,000 negative examples by corrupting the alignment. To create a harder test set, we pair each sentence with the sentence of the same document that has the highest fuzzy match score to the correct translation. The final test set contains 6,000 segments.

Accuracy results are shown in Table 5. We tested all language pairs’ combinations in both directions. Scores range from 0.879 to 0.988. The first insight we gain from the obtained scores is that mBERT indeed learns multilingual representations, as the results are incredibly positive. The highest scores overall are obtained by the Romance languages (CA, ES, FR), to be expected, since Spanish and French are from the same language family as Catalan. We can observe that the language typology also matters in the language direction. Since we fine-tuned the model with the direction CA→EN, the results are higher for CA and ES as a source, and for DE and EN as a target, being both Germanic languages. Nonetheless, results are very promising for all tested combinations. While we are aware that we may introduce bias by creating a synthetic test set, we are hopeful for this new line of research that makes use of curated datasets, which may not always be available for all languages, and can later be used with new language pairs.

6. Conclusions & Future Work

In this work, we have presented the process of building high-quality MT resources for the Catalan-English language pair, which until now could be considered low-resource, and have made the case for an automatic quality filter. We have described in detail the compiled resources and the newly created ones, including a high-quality parallel corpus and three in-domain evaluation datasets. Furthermore, we have performed a human evaluation of the datasets’ quality and we have devised a parallel corpus filterer, that may be used as a future quality estimator. Finally, we have applied the proposed model to zero-shot scenarios and proved the transfer-learning capabilities of mBERT.

As future lines of research, we plan to further investigate the task of quality estimation of parallel corpora and its impact on the obtained MT engines. We would also like to conduct a more qualitative analysis of the output of the MT systems to gain linguistic insights from the results.

We hope that our work encourages this line of research in the field.
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A. Published Resources

- The GEnCaTa Parallel Corpus
- Catalan WMT2013 MT Shared Task Test Set
- Cyber MT Test Set
- TaCon: Spanish Constitution MT Test Set
- The GEnCaTa Dataset for Parallel Corpus Filtering
- Model for English-Catalan Parallel Corpus Filtering

B. Collection of Parallel Corpora

Figure 3: Treemap of the collected English-Catalan parallel corpora by number of sentences
C. Human Audit Results

| Dataset            | CC | CB | CS | C  | X  | WL | NL | offensive | porn | % audited |
|--------------------|----|----|----|----|----|----|----|-----------|------|-----------|
| CCAligned          | 34.50% | 21.00% | 11.50% | 67.00% | 25.00% | 5.00% | 3.00% | 0.00%     | 1.00% | 0.0018    |
| COVID-19 Wikipedia | 82.00% | 6.00% | 0.50% | 88.50% | 9.50% | 1.00% | 1.00% | 0.00%     | 0.00% | 6.5317    |
| CoVost ca-en       | 92.50% | 2.00% | 4.50% | 99.00% | 1.00% | 0.00% | 0.00% | 0.00%     | 0.00% | 0.1256    |
| CoVost en-ca       | 96.00% | 0.50% | 2.50% | 99.00% | 1.00% | 0.00% | 0.00% | 1.00%     | 0.00% | 0.0379    |
| GEncCaTa           | 79.00% | 14.00% | 3.00% | 96.00% | 2.50% | 0.00% | 1.50% | 0.00%     | 0.00% | 0.2592    |
| Eurobookshop       | 63.00% | 7.50% | 3.00% | 73.50% | 26.00% | 0.50% | 0.00% | 0.00%     | 0.00% | 2.6696    |
| Europarl           | 96.00% | 1.50% | 0.50% | 98.00% | 2.00% | 0.00% | 0.00% | 0.00%     | 0.00% | 0.0051    |
| Global Voices      | 77.50% | 13.00% | 2.00% | 92.50% | 6.00% | 0.50% | 1.00% | 0.00%     | 0.00% | 0.4686    |
| Gnome              | 45.00% | 25.00% | 17.50% | 87.50% | 2.50% | 4.00% | 6.00% | 0.00%     | 0.00% | 4.5809    |
| JW300              | 73.50% | 3.50% | 1.50% | 78.50% | 15.00% | 0.50% | 6.00% | 0.00%     | 0.00% | 0.1031    |
| KDE4               | 19.50% | 42.50% | 11.50% | 73.50% | 17.50% | 3.50% | 5.50% | 0.00%     | 0.00% | 0.0694    |
| Memories Lliures   | 16.00% | 55.00% | 13.50% | 84.50% | 5.00% | 1.00% | 9.50% | 0.00%     | 0.00% | 0.0086    |
| Open Subtitles     | 66.00% | 2.50% | 19.50% | 88.00% | 9.50% | 1.50% | 1.00% | 0.00%     | 0.00% | 0.0234    |
| Opus Books         | 74.50% | 6.50% | 7.00% | 88.00% | 11.50% | 0.50% | 0.00% | 0.00%     | 0.00% | 2.1835    |
| QED                | 78.50% | 3.00% | 6.00% | 87.50% | 7.50% | 3.00% | 2.00% | 1.00%     | 0.00% | 0.1433    |
| Tatoeba            | 84.00% | 2.50% | 13.00% | 99.50% | 0.50% | 0.00% | 0.00% | 0.00%     | 0.00% | 1.8182    |
| Tedtalks           | 83.50% | 3.50% | 8.00% | 95.00% | 3.50% | 1.50% | 0.00% | 0.00%     | 0.00% | 0.1962    |
| Ubuntu             | 13.50% | 44.00% | 12.00% | 69.50% | 12.00% | 9.00% | 9.50% | 0.00%     | 0.00% | 1.4748    |
| Wikimatrix         | 91.50% | 2.00% | 0.00% | 93.50% | 6.00% | 0.50% | 0.00% | 0.00%     | 0.00% | 0.0103    |
| Wikimedia           | 72.50% | 7.00% | 4.00% | 83.50% | 11.00% | 2.50% | 3.00% | 0.00%     | 0.00% | 0.0481    |

Table 7: Results of the human audit on 20 different datasets for MT quality

D. Fine-tuning Hyperparameters

D.1. Parallel Corpus Filtering

| Hyper-parameter | Value |
|-----------------|-------|
| Learning Rate   | 0.8e-5 |
| Learning Rate Decay | Linear |
| Warmup          | 0.06  |
| Batch Size      | 64    |
| Batch size per GPU | 8   |
| Update freq.    | 1     |
| GPUs            | 8     |
| Weight Decay    | 0.01  |
| Max. Training Epochs | 10 |

Table 8: Hyper-parameters used for fine-tuning the model for parallel corpus filtering. The rest of the parameters are the same as in Devlin et al. (2019)
D.2. MT training

| Hyper-parameter                        | Value            |
|---------------------------------------|------------------|
| LR scheduler                          | Polynomial Decay |
| Peak LR                               | 1e-4             |
| Warmup                                | 0.2K             |
| Total updates for LR scheduler        | 100K             |
| Batch size                            | 2048             |
| Batch size per GPU                    | 1                |
| Update freq.                          | 512              |
| GPUs                                  | 4                |
| Weight Decay                          | 0.01             |
| Max. Training Epochs                  | 5                |
| Dropout                               | 0.1              |
| Attention Dropout                     | 0.1              |

Table 9: Hyper-parameters used for fine-tuning the MT models. The hyper-parameters for bilingual CA-EN denoising pre-training are the same as in Liu et al. (2020)