Abstract—We consider a wireless channel shared by multiple transmitter-receiver pairs. Their transmissions interfere with each other. Each transmitter-receiver pair aims to maximize its long-term average transmission rate subject to an average power constraint. This scenario is modeled as a stochastic game. We provide sufficient conditions for existence and uniqueness of a Nash equilibrium (NE). We then formulate the problem of finding NE as a variational inequality (VI) problem and present an algorithm to solve the VI using regularization. We also provide distributed algorithms to compute Pareto optimal solutions for the proposed game.
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I. INTRODUCTION

We consider a wireless channel which is being shared by multiple users to transmit their data to their respective receivers. This is a typical scenario in many wireless networks. In particular, this can represent inter-cell interference on a particular wireless channel in a cellular network. The different users want to maximize their transmission rates. This system can be modeled in the game theoretic framework and has been widely studied [1] - [6].

In [1], the authors have considered parallel Gaussian interference channels. This setup is modeled as a strategic form game and existence and uniqueness of a Nash equilibrium (NE) is studied. The authors provide conditions under which the water-filling function is a contraction and thus obtain conditions for uniqueness of NE and for convergence of iterative water-filling. They extend these results to a multi-antenna system in [7] and consider an asynchronous version of iterative water-filling in [8].

Parallel Gaussian interference channels (PGIC) were also treated in [2], [3], [5], [9], [10]. In [2], authors describe an online algorithm to find NE. [5] proposes a variational inequality approach to choose a NE when there exist multiple NE. A 2-user PGIC is considered in [9] and proposes a channel selection game and finds its NE. In [3] and [10], authors consider minimizing power consumption subject to quality of service (QoS) constraints. In [10], authors find NE and in [3], when strategy space is limited to finite power levels, Pareto optimal points are proposed as a solution of the game. In [6], authors formulate the problem of interference channels as a Stackelberg game and study its equilibrium. We consider power allocation in a non-game-theoretic framework in [11] (see also other references in [11] for such a setup). In [11], we have proposed a centralized algorithm for finding the Pareto points that maximize sum rate.

All the above cited works consider a one shot non-cooperative game (or a Pareto point). As against that we consider a stochastic game over Gaussian interference channels, where the users want to maximize their long term average rate and have long term average power constraints (for potential advantages of this over one shot optimization, see [12], [13]). For this system we obtain existence of NE and also develop algorithms to obtain NE via variational inequalities and using regularization. The convergence of these algorithms is proved under weaker conditions than would be obtained via the methods of [1]. Finally, we provide distributed algorithms to obtain local Pareto points and show their convergence under complete generality.

The paper is organized as follows. In Section II, we present the system model and formulate it as a stochastic game. In Section III we study this stochastic game and define the basic terminology. In Section IV we formulate the NE problem as a variational inequality problem and present algorithms to solve the variational inequality. In Section V we discuss the Pareto optimal solutions to the proposed game. In Section VI we present numerical examples and Section VII concludes the paper.

II. SYSTEM MODEL AND NOTATION

We consider a Gaussian wireless channel being shared by N transmitter-receiver pairs. The time axis is slotted and all users’ slots are synchronized. The channel gains of each transmit-receive pair are constant during a slot and change independently from slot to slot.

Let \( H_{ij}(k) \) be the channel gain from transmitter \( j \) to receiver \( i \) (for transmitter \( i \), receiver \( j \) is the intended receiver). We assume that, \( \{H_{ij}(k), k \geq 0\} \) is an i.i.d sequence with distribution \( \pi_{ij} \). We also assume that these sequences are independent of each other. The direct channel power gains \( |H_{ii}(k)|^2 \in \mathcal{H}_d = \{h_1, h_2, \ldots, h_n\} \) and the cross channel power gains \( |H_{ij}(k)|^2 \in \mathcal{H}_c = \{g_1, g_2, \ldots, g_{n^2}\} \). We denote \( (H_{ij}(k), i, j = 1, \ldots, N) \) by \( \mathbf{H}(k) \) and its realization vector by \( h(k) \) which takes values in \( \mathcal{H} \), the set of all possible channel states. The distribution of \( \mathbf{H}(k) \) is denoted by \( \pi \). If user \( i \) uses power \( P_i(\mathbf{H}) \) then it gets rate log \((1 + \Gamma_i(P_i(\mathbf{H})))\), where

\[
\Gamma_i(P_i(\mathbf{H})) = \frac{\alpha_i |H_{ii}|^2 P_i(\mathbf{H})}{1 + \sum_{j \neq i} |H_{ij}|^2 P_j(\mathbf{H})},
\]  

(1)
\( \text{H} \) is the channel state vector, \( P(\text{H}) = (P_1(\text{H}), \ldots, P_N(\text{H})) \) and \( \alpha_i \) is a constant that depends on the modulation and coding used by transmitter \( i \). The aim of each user \( i \) is to choose a power policy to maximize its long term average rate

\[
   r_i(P_i, P_{-i}) \triangleq \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \mathbb{E} [\log (1 + \Gamma_i (P(\text{H}(k))))],
\]

subject to average power constraint

\[
   \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \mathbb{E}[P_i(k)] \leq \overline{P}_i, \quad \text{for each } i,
\]

where \( P_{-i} \) denotes the power policies of all users except user \( i \).

We address this problem as a stochastic game problem with the set of feasible power policies of user \( i \) denoted by \( A_i \) and its utility by \( r_i \). Let \( \mathcal{A} = \Pi_{i=1}^{N} A_i \).

We limit ourselves to stationary policies, i.e., the power policy for every user in slot \( k \) depends only on the channel state \( H(k) \) and not on \( k \). In the current setup, it does not entail any loss in optimality. In fact now we can rewrite this optimization problem to find policy \( P(\text{H}) \) such that \( r_i = \mathbb{E}_H [\log (1 + \Gamma_i (P(\text{H})))] \) is maximized subject to \( \mathbb{E}_H [P_i(\text{H})] \leq \overline{P}_i \) for all \( i \). We express power policy of player \( i \) by \( P_i = (P_i(h), h \in \mathcal{H}) \), where transmitter \( i \) transmits in channel state \( h \) with power \( P_i(h) \). We denote the power profile of all players by \( P = (P_1, \ldots, P_N) \).

### III. Game Theoretic Formulation

**Definition 1.** A point \( P^* \) is a Nash Equilibrium (NE) of game \( \mathcal{G} = ((A_i)_{i=1}^{N}, (r_i)_{i=1}^{N}) \) if for each player \( i \)

\[
   r_i(P^*_i, P^*_{-i}) \geq r_i(P_i, P^*_{-i}) \quad \text{for all } P_i \in A_i.
\]

Existence of a pure NE for the strategic game \( \mathcal{G} \) follows from the Debreu-Glicksberg-Fan Theorem [14], page no. 69, since in our game \( r_i(P_i, P_{-i}) \) is a continuous function in the profile of strategies \( P = (P_1, P_{-i}) \in \mathcal{A} \) and concave in \( P_i \).

**Definition 2.** The best-response of player \( i \) is a function \( BR_i : \mathcal{A}_{-i} \to A_i \) such that \( BR_i(P_{-i}) \) is a solution of the optimization problem of maximizing \( r_i(P_i, P_{-i}) \), subject to \( P_i \in A_i \).

We see that the Nash equilibrium is a fixed point of the best-response function. In our game, given the power profile of the other players \( P_{-i} \), the best response of player \( i \) is

\[
   BR_i(P_{-i}; h) = \max \left\{ 0, \lambda_i(P_{-i}) - \frac{(1 + \sum_{j \neq i} |h_{ij}|^2 P_j(h))}{|h_{ii}|^2} \right\}, \quad (2)
\]

where \( \lambda_i(P_{-i}) \) is chosen such that the average power constraint is satisfied and \( \alpha_i = 1 \) for all \( i \). It is easy to observe that the best-response of player \( i \) to a given strategy of other players is water-filling on \( f_i(P_{-i}; h) = (f_i(P_{-i}; h), h \in \mathcal{H}) \) where

\[
   f_i(P_{-i}; h) = \frac{(1 + \sum_{j \neq i} |h_{ij}|^2 P_j(h))}{|h_{ii}|^2}. \quad (3)
\]

For this reason, we represent the best-response of player \( i \) by \( WF_i(P_{-i}) \). The notation used for the overall best-response is same as that used for power profiles, \( WF(P) = (WF(P(h); h \in \mathcal{H}) \), where \( WF(P(h)) = (WF_1(P_{-1}; h), \ldots, WF_N(P_{-N}; h)) \) and \( WF_i(P_{-i}; h) \) is as defined in (2). We use \( WF_i(P_{-i}) = (WF_i(P_{-i}; h), h \in \mathcal{H}) \).

It is observed in [1] that the best-response \( WF_i(P_{-i}) \) is also the solution of the optimization problem

\[
   \min \max_{P_i \in A_i} \|P_i + f_i(P_{-i})\|^2, \quad \text{subject to } P_i \in A_i. \quad (4)
\]

As a result we can interpret the best-response as projection of \((-f_{i,1}(P_{-i}), \ldots, -f_{i,N}(P_{-i}))\) onto to \( A_i \). We denote the projection of \( x \) onto \( A_i \) by \( \Pi_{A_i}(x) \). We define the cost function of player \( i \), \( C_i(P_i, P_{-i}) = \|P_i + f_i(P_{-i})\|^2 \). We consider [3], as a game in which every player minimizes its cost function with strategy set of player \( i \) being \( A_i \). We denote this game by \( \mathcal{G} \). This game has the same set of NEs as \( \mathcal{G} \) because the best responses of these two games are equal.

We can rewrite the optimization problem (4) as:

\[
   \min_{h \in \mathcal{H}} \left( P_i(h) + 1 + \sum_{j \neq i} |h_{ij}|^2 P_j(h) \right) \quad \text{subject to } P_i \in A_i. \quad (5)
\]

We note that this is a convex optimization problem. Necessary and sufficient optimality conditions for a convex optimization problem [15], page 210 applied to the optimization problem (5) simplifies to

\[
   \sum_{h \in \mathcal{H}} \left( WF_i(P_{-i}; h) + 1 + \sum_{j \neq i} |h_{ij}|^2 P_j(h) \right) \geq 0, \quad (6)
\]

for all \( \mathcal{V}_i \in \mathcal{A}_i \). We can rewrite the \( N \) inequalities in (6) in compact form as

\[
   \left( WF(P) + \hat{h} + \hat{H}P \right)^T (x - WF(P)) \geq 0 \quad \forall x \in \mathcal{A}, \quad (7)
\]

where \( \hat{h} \) is a \( N_1 \)-length block vector with \( N_1 = |\mathcal{H}| \), and each block \( h_i(h), h \in \mathcal{H}, \) is of length \( N_i \) and is defined by \( h_i(h) = \left[ \frac{1}{|h_{ii}|^2}, \ldots, \frac{1}{|h_{NN}|^2} \right] \) and \( \hat{H} \) is the block diagonal matrix \( \hat{H} = \text{diag} \left\{ \hat{H}(h), h \in \mathcal{H} \right\} \) with each block \( \hat{H}(h) \) defined by

\[
   \left[ \hat{H}(h) \right]_{ij} = \begin{cases} 0, & \text{if } i = j, \\ \frac{|h_{ij}|^2}{|h_{ii}|^2}, & \text{else}. \end{cases}
\]

To find a NE, we need to find the fixed points of the waterfilling function for which we use the characterization (7).

A condition for uniqueness of the NE, and for convergence of iterative water-filling for parallel Gaussian interference channels to the NE, was presented in [1]. This condition in the current setup is given by \( \rho(S^{\text{max}}) < 1 \), where the elements of matrix \( S^{\text{max}} \) are

\[
   [S^{\text{max}}]_{ij} = \begin{cases} 0, & \text{if } i = j, \\ \max_{h \in \mathcal{H}} \frac{|h_{ij}|^2}{|h_{ii}|^2}, & \text{else}. \end{cases}
\]

We study this condition further.
Theorem III.1. \( \rho(S^{\text{max}}) < 1 \) if and only if
\[
\max\{g_1, \ldots, g_{n_2}\} \leq \frac{1}{N-1} \min\{h_1, \ldots, h_{n_1}\}.
\]  

Proof: It can be seen that, all row sums of \( S^{\text{max}} \) are equal to
\[
(N-1) \frac{\max\{g_1, \ldots, g_{n_2}\}}{\min\{h_1, \ldots, h_{n_1}\}}.
\]
Thus, from the Frobenius theorem on spectral radius \([16]\), pp. 24-26), \( \rho(S^{\text{max}}) < 1 \) if and only if inequality (8) holds. We need the following result in the next section.

Theorem III.2. \( \rho(H) < 1 \) if and only if \( \rho(S^{\text{max}}) < 1 \).

Proof: Since the matrix \( H \) is a block diagonal matrix, \( \rho(H) \leq 1 \) if and only if \( \rho(H(h)) \leq 1 \) for \( h \in \mathcal{H} \). It should be noted that \( S^{\text{max}} \) is also a diagonal block of the block diagonal matrix \( H \). Maximum row sum of \( H(h) \) is upper bounded by that of \( S^{\text{max}} \). Because, \( S^{\text{max}} = H(h) \) for some \( h \in \mathcal{H} \), maximum row sum of \( H \) is the row sum of \( S^{\text{max}} \). Using Frobenius theorem, \( \rho(H) < 1 \) iff \( \rho(S^{\text{max}}) < 1 \). Therefore under \([3]\), we obtain a unique NE for our problem and iterative water-filling converges to the unique NE. However, \( \rho(S^{\text{max}}) \) is a strong condition. In the next section we obtain a weaker condition via variational inequalities.

IV. NE USING VARIATIONAL INEQUALITIES

Theory of variational inequalities offers various learning techniques to find NE of a given game. The equivalence of finding a NE and solving a VI is noted in \([17]\). A variational inequality problem denoted by VI(\( K, F \)) is defined as follows.

Definition 3. Consider a closed and convex set \( K \subset \mathbb{R}^n \), and a function \( F : K \to K \). The variational inequality problem VI(\( K, F \)) is defined as the problem of finding \( x \in K \) such that
\[
F(x)^T(y-x) \geq 0 \quad \text{for all } y \in K.
\]

Definition 4. We say that VI(\( K, F \)) is
- Monotone if \( (F(x) - F(y))^T (x-y) \geq 0 \) for all \( x, y \in K \).
- Strictly monotone if \( (F(x) - F(y))^T (x-y) > 0 \) for all \( x, y \in K, x \neq y \).
- Weakly monotone if there exists an \( \epsilon > 0 \) such that \( (F(x) - F(y))^T (x-y) \geq \epsilon \|x-y\|^2 \) for all \( x, y \in K \).

We use the projection algorithm \([17]\), section 12.1
\[
x(l+1) = \Pi_K (x(l) - \tau F(x(l))), \quad \text{for } l = 1, 2, \ldots,
\]
(9) to solve strongly monotone VI(\( K, F \)). Convergence of the projection algorithm is proved for strongly monotone variational inequality. For that, first we formulate our problem as a strongly monotone VI when \( H \) is positive semidefinite.

Consider the variational inequality problem VI(\( A, F(P) \)) to find \( P \) such that
\[
(F(P))^T (x-P) \geq 0 \quad \text{for all } x \in A,
\]
(10) where \( F(P) = \hat{h} + \hat{H}P \) and \( \hat{H} = I + \hat{H} \). The solution \( P^* \) of (10) is a Nash equilibrium of the game \( \mathcal{G} \) as it is a Nash equilibrium of \( \mathcal{G}' \).

To use (9), we first convert VI(\( A, F(P) \)) to a strongly monotone VI. Define \( F_{\epsilon_n}(P) = \hat{H}P + \hat{h} + \epsilon_nP \), for \( \epsilon_n > 0 \). We find conditions for VI(\( A, F_{\epsilon_n} \)) to be strongly monotone. Then, using (9), we can find a solution of VI(\( A, F_{\epsilon_n} \)). It is shown in \([17]\) that as \( \epsilon_n \to 0 \), the solution of VI(\( A, F_{\epsilon_n} \)) converges to that of VI(\( A, F \)).

Theorem IV.1. If \( H \) is positive semidefinite, VI(\( A, F_{\epsilon_n} \)) is a strongly monotone VI, for \( \epsilon_n > 0 \).

Proof: \[
(F_{\epsilon_n}(P) - F_{\epsilon_n}(V))^T (P-V) = (\hat{H}P + \hat{h}V - \epsilon_nV)^T (P-V) = (P-V)^T \tilde{H}^T(P-V) + \epsilon_n(P-V)^T(P-V) \geq \epsilon_n\|P-V\|^2.
\]
Thus, VI(\( A, F_{\epsilon_n} \)) is a strongly monotone VI.

Thus, we can apply (9) to solve VI(\( A, F_{\epsilon_n} \)) for sufficiently small \( \epsilon_n > 0 \), to get a close approximation of a NE whenever \( H \) is positive semidefinite.

If \( H \) is positive definite, VI(\( A, F \)) is a strictly monotone VI. A strictly monotone VI admits atmost one solution \([17]\), page 156. Since existence of a solution of VI(\( A, F \)) follows from existence of a NE of our game, when \( H \) is positive definite this solution is infact unique.

Theorem IV.2. If \( \rho(H) < 1 \) then \( H \) is positive definite matrix.

Proof: If \( \rho(H) < 1 \), then all eigenvalues \( \lambda_1, \ldots, \lambda_N \) of \( \hat{H} \) are in unit circle. Thus, the eigenvalues \( 1 + \lambda_i, i = 1, \ldots, N \) of \( \hat{H} = I + \hat{H} \) have positive real parts and hence \( H \) is positive definite.

The other-way implication is not true. For example, consider 3-user interference channel with \( \mathcal{H}_d = \{0.3, 0.6\} \) and \( \mathcal{H}_c = \{0.2, 0.1\} \). It can be seen that \( \rho(H) > 1 \) but \( H \) is positive definite. Thus, we can find the NE using (9).

The condition that \( H \) is positive semidefinite is a much weaker condition than \( \rho(H) < 1 \). The former condition requires the eigenvalues of \( H \) to lie in the right half plane, the latter requires the eigenvalues to lie in a unit circle with \((1,0)\) as center.

V. PARETO OPTIMAL SOLUTIONS

In this section, we consider Pareto optimal solutions to the game \( \mathcal{G} \). A power allocation \( P^* \) is Pareto optimal if there does not exist a power allocation \( P \) such that \( r_i(P_i, P_{-i}) \geq r_i(P^*_i, P_{-i}^*) \) for all \( i = 1, \ldots, N \) with atleast one strict inequality. It is well-known that the solution of a weighted-sum optimization of the utility functions is Pareto optimal, i.e., the solution of the following optimization problem,
\[
\max_{i=1}^N w_i r_i(P_i, P_{-i}), \quad \text{such that } P_i \in A_i \quad \text{for all } i, \quad (11)
\]
with \( w_i > 0 \), is Pareto optimal. Thus, since \( A \) is compact and \( r_i \) are continuous, a Pareto point exists for our problem. We apply the weighted-sum optimization (11) to the game \( \mathcal{G} \) to find a Pareto-optimal power allocation.

To solve the non-convex optimization problem in a distributed way, we employ augmented Lagrangian method and
solve for the stationary points using the algorithm in [18]. We present the resulting algorithm to find the Pareto power allocation in Algorithm 1. Define the augmented Lagrangian as

\[ \mathcal{L}(\mathbf{P}, \lambda) = \sum_{i=1}^{N} w_i r_i(\mathbf{P}_i, \mathbf{P}_{-i}) + \sum_{i=1}^{N} \lambda_i (\mathbf{T}_i - \sum_{h \in \mathcal{H}} \pi(h) P_i(h)) + c \left( \sum_{i} \mathbf{T}_i - \sum_{h \in \mathcal{H}} \pi(h) P_i(h) \right)^2. \]

We denote the gradient of \( \mathcal{L}(\mathbf{P}, \lambda) \) with respect to power variables of player \( i \) by \( \nabla_i \mathcal{L}(\mathbf{P}_i, \mathbf{P}_{-i}, \lambda) \). In Algorithm 1 the step sizes \( \alpha, \delta \) are chosen sufficiently small. Convergence of the steepest ascent function in Algorithm 1 is proved in [18].

Since this is a nonconvex optimization problem, Algorithm 1 converges to a local Pareto point ([19]) depending on the initial power allocation. We can get better local Pareto points by initializing the algorithm from different power allocations and choosing the Pareto point which gives the best sum rate among the ones obtained. We consider this in our illustrative examples.

**VI. Numerical Examples**

In this section we compare the sum rate achieved at a Nash equilibrium and a Pareto optimal point obtained by the algorithms provided above. We choose a 3-user interference channel. For Example 1: \( \mathcal{H}_d = \{3, 1.5\} \) and \( \mathcal{H}_c = \{0.1, 0.5\} \) and for Example 2: \( \mathcal{H}_d = \{0.3, 1\} \) and \( \mathcal{H}_c = \{0.2, 0.1\} \). Here, we assume that all elements of \( \mathcal{H}_d, \mathcal{H}_c \) occur with equal probability, i.e., with probability 0.5. In Example 1, \( \rho(\hat{H}) = 0.6667 \), hence water-filling function is a contraction and iterative water-filling converges to the unique NE. In Example 2, \( \rho(\hat{H}) = 1.3333 \), but \( \hat{H} \) is a positive definite matrix as each block matrix of the diagonal is positive definite. Thus it has a unique NE. In Example 2, iterative water-filling does not converge but we can use the regularization algorithm to find the NE. To find Pareto optimal points, in both examples, we choose weights equal to 1 and we use Algorithm 1. We initialize Algorithm 1 from 10 different initial power allocations chosen at random. The best Pareto point among the 10 Pareto points is chosen and plotted in Figure 1. We compare the sum rates for the NE and the Pareto point in Figure 1 for Example 1 and in Figure 2 for Example 2. In Figures 1 and 2, we also compare the sum rate at the Pareto point achieved using the algorithm presented in [18] which is a centralized algorithm and decodes the strong and very strong interference instead of treating them as noise. The two Pareto optimal curves in Figures 1, 2 almost coincide, since in both examples all the channel states have weak interference alone, and this interference is treated as noise. We notice here that Pareto optimal points are more efficient in terms of sum rate than NE.

**VII. Conclusions**

We have considered a channel shared by multiple users. We presented a variational inequality approach using regularization to find the NE of the proposed power allocation game. The conditions required for convergence of the algorithm based on VI are weaker than those of iterative water-filling. We have also presented a distributed algorithm to find local Pareto optimal solutions. This algorithm converges under general conditions and provides more efficient solutions than the NE.
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