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1 INTRODUCTION

In many applications such as recommender systems, online advertising, and Web search, click-through rate (CTR) prediction is a key factor in business valuation, which measures the probability that users will click (or interact with) the promoted items. CTR prediction is extremely important because, for applications with a large user base, even a small improvement of prediction accuracy can potentially lead to a large increase of the overall revenue. For example, existing studies from Google [4, 26] and Microsoft [17] reveal that an absolute improvement of 1% in AUC or logloss is considered as practically significant in industrial-scale CTR prediction problems.

With the recent success of deep learning, many deep models have been proposed and gradually adopted in industry, such as Google’s Wide&Deep [4], Huawei’s DeepFM [8], Google’s DCN [26], and Microsoft’s xDeepFM [16]. They have demonstrated remarkable performance gains in practice. Current research for CTR prediction has two trends. First, deep models tend to become more and more complex in network architectures, for example, by employing convolution networks [18], recurrent networks [7], attention mechanisms [24, 32], and graph neural networks [15] to better capture sophisticated feature interactions and dynamic user behaviors. Second, following the popular wide&deep learning framework [4], many deep models employ a form of ensemble of two different sub-models to improve CTR prediction. Typical examples include DeepFM [8], DCN [26], xDeepFM [16], AutoInt+ [24], etc. Although these complex model architectures and ensembles lead to improved prediction accuracy, they may slow down model inference and even hinder the adoption in real-time applications. How to make use of a powerful model ensemble to achieve the best possible level of accuracy yet still retain the model complexity for online inference is the main subject of this work.

Different from the aforementioned research work that focuses primarily on model design, in this paper, we propose a model training strategy based on knowledge distillation (KD) [10]. KD is a teacher-student learning framework that guides the training of a student model with the knowledge distilled from a teacher model. Then, the student model is expected to achieve better accuracy than it would if trained directly. While KD has been traditionally applied for model compression [10], we do not intentionally limit the student model size in terms of hidden layers and hidden units. We show that the training strategy not only allows to simplify the student model as a vanilla DNN model without sophisticated architectures, but also leads to significant accuracy improvements over
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the state-of-the-art teacher models (e.g., DeepFM [8], DCN [26], and xDeepFM [16]). Furthermore, the use of KD allows flexibility to develop teacher and student models of different architectures while only the student model is required for online serving.

These benefits motivate us to further explore the powerful ensemble of individual models as teachers, which potentially yields a more accurate student model. Our goal is to provide a KD-based training strategy that is generally applicable to many models for ensembled CTR prediction. Towards this goal, we have compared different KD schemes (soft label vs hint regression) and training schemes (pretrain vs co-train) for CTR prediction. While KD is an existing technique, we make the following extensions: 1) We propose a teacher gating network that enables sample-wise teacher selection to learn from multiple teachers adaptively. 2) We propose a novel use of distillation loss as the signal for early stopping, which not only alleviates overfitting but also enhances utilization of validation data during model training.

We evaluate our KD strategy comprehensively on three industrial-scale datasets: two open benchmarks (i.e., Criteo and Avazu), and a production dataset from Huawei’s App store. The experimental results show that after training with KD, the student model not only attains better accuracy than itself but also can surpass the teacher model. Our ensemble distillation achieves the largest offline improvement reported so far (over 1% AUC improvement against DeepFM and DCN on Avazu). An online A/B test shows that our KD-based model achieves an average of 6.5% improvement in CTR and 8.2% improvement in eCPM (w.r.t revenue) in online traffic.

In summary, the main contributions of this work are as follows:

- Our work provides a comprehensive evaluation on the effectiveness of different KD schemes on the CTR prediction task, which serves as a guideline for potential industrial applications of KD.
- Our work makes the first attempt to apply KD for ensembled CTR prediction. We also propose novel extensions to improve the accuracy of the student model.
- We conduct both offline evaluation and online A/B testing. The results confirm the effectiveness of our KD-based training strategy.

In what follows, Section 2 introduces the background knowledge. Section 3 describes the details of our approach. The experimental results are reported in Section 4. We review the related work in Section 5 and finally conclude the paper in Section 6.

2 BACKGROUND

In this section, we briefly introduce the background of CTR prediction and knowledge distillation.

2.1 CTR Prediction

The objective of CTR prediction is to predict the probability a user will click a candidate item. Formally, we define it as \( \hat{y} = \sigma(\hat{y}(x)) \), where \( \hat{y}(x) \) is the model function that outputs the logit (un-normalized log probability) value given input features \( x \). \( \sigma(\cdot) \) is the sigmoid function to map \( \hat{y} \) to \([0, 1]\).

Deep models are powerful in capturing sophisticated high-order feature interactions to make accurate prediction. In the following, we choose four of the most representative deep models, i.e., Wide&Deep [4], DeepFM [8], DCN [26], and xDeepFM [16], since they have been successfully adopted in industry. As described in Equation 1–4, all these models follow the general wide and deep learning framework, which comprises a summation of two parts: one is a deep model \( \phi_{\text{DNN}}(x) \), and the other is a wide model. Specifically, \( \phi_{\text{LR}} \) and \( \phi_{\text{FM}} \) are widely-used shallow models, while \( \phi_{\text{Cross}} \) and \( \phi_{\text{CIN}} \) are designed to capture bit-wise and vector-wise feature interactions, respectively.

\[
\begin{align*}
\text{Wide&Deep} & : \hat{y}_{\text{WDL}}(x) = \phi_{\text{LR}}(x) + \phi_{\text{DNN}}(x) \quad (1) \\
\text{DeepFM} & : \hat{y}_{\text{DeepFM}}(x) = \phi_{\text{FM}}(x) + \phi_{\text{DNN}}(x) \quad (2) \\
\text{DCN} & : \phi_{\text{DCN}}(x) = \phi_{\text{Cross}}(x) + \phi_{\text{DNN}}(x) \quad (3) \\
\text{xDeepFM} & : \hat{y}_{\text{xDeepFM}}(x) = \phi_{\text{CIN}}(x) + \phi_{\text{DNN}}(x) \quad (4)
\end{align*}
\]

Finally, each model is trained to minimize the binary cross-entropy loss:

\[
L_{\text{CE}}(y, \hat{y}) = - \sum_i (y_i \log \hat{y}_i + (1 - y_i) \log (1 - \hat{y}_i)).
\]

We observe that current models tend to become more and more complex in order to capture effective high-order feature interactions. For example, xDeepFM runs about 2x slower than DeepFM with the use of outer products and convolutions. Although these models use a type of ensemble of two sub-models to boost prediction accuracy, directly ensembling more models is usually too complex to apply to real-time CTR prediction problems. Our work proposes a KD-based training strategy to enable the production use of the powerful ensemble models.

2.2 Knowledge Distillation

Knowledge distillation (KD) [10] is a type of teacher-student learning framework. The core idea of KD is to train a student model with supervision from not only the true labels but also the guidance provided by the teacher model (e.g., mimicking the output of a teacher model). The early goal of KD is for model compression [10, 19], where a compact model with fewer parameters is trained to match the accuracy of a large model. The success of KD has led to a variety of applications in image classification [19] and machine translation [25]. Our work makes the first attempt to apply KD for ensembled CTR prediction. Instead of compressing model size only, we aim to train a unified model from different teacher models or their ensembles for more accurate CTR prediction.

3 ENSEMBLED CTR PREDICTION

In this section, we describe the details of knowledge distillation for ensembled CTR prediction.

3.1 Overview

Figure 1 illustrates the framework of knowledge distillation, which consists of a teacher model and a student model. Let \( T \) be a teacher model that maps the input features \( x \) to the click probability \( \hat{y}_T \). The same features are fed to the student model \( S \) and it predicts \( \hat{y}_S \). During training, the loss functions for the teacher and the student models are formulated as follows:

\[
\begin{align*}
L_T &= L_{\text{CE}}(y, \hat{y}_T) \\
L_S &= y L_{\text{CE}}(y, \hat{y}_S) + \beta L_{\text{KD}}(S, T)
\end{align*}
\]
where $L_{CE}(\cdot)$ denotes the binary cross-entropy loss in Equation 5 and $L_{KD}(S, T)$ denotes the distillation loss (defined later in Section 3.2). Especially for the student loss $L_S$, the first term $L_{CE}$ captures the supervision from true labels and the second term $L_{KD}$ measures the discrepancy between the student and the teacher models. $\beta$ and $\gamma$ are hyper-parameters to balance the weights of these two terms. Normally, we set $\beta + \gamma = 1$.

The KD framework allows flexibility to choose any teacher and student model architectures. More importantly, since only the student model is required for online inference, our KD-based training strategy does not disturb the process of model serving. In this work, we intentionally use a vanilla DNN network as the student model to demonstrate the effectiveness of KD. We intend to show that even a simple DNN model can learn well given useful guidance from a "good" teacher.

### 3.2 Distillation from One Teacher

To enable knowledge transfer from a teacher model to a student model, many different KD methods have been proposed. In this paper, we focus on the two most common methods: soft label [10] and hint regression [22].

#### 3.2.1 Soft label

In this method, the student not only matches the ground-truth labels (i.e., hard labels), but also the probability outputs of the teacher model (i.e., soft labels). In contrast to hard labels, soft labels convey the subtle difference between two samples and therefore can help the student model generalize better than directly learning from hard labels.

As shown in Figure 1, the "KD by soft labels" method has the following distillation loss to penalize the discrepancy between the teacher and the student models.

$$L_{KD}(S, T) = L_{CE} (\sigma (\frac{z_T}{\tau}), \sigma (\frac{z_S}{\tau})),$$

where $L_{CE}$ is the binary cross-entropy loss defined in Equation 5. $z_T$ and $z_S$ denote the logits of both models. A temperature parameter $\tau$ is further applied to producing a softer probability distribution of labels. Finally, substituting the distillation loss $L_{KD}(S, T)$ in Equation 7 deduces the final loss for the student model, which combines the supervision of hard labels and soft labels.

#### 3.2.2 Hint regression

While soft labels provide direct guidance to the outputs of a student model, hint regression aims to guide the student’s learning of representations. As "KD by hint regression" shown in Figure 1, a hint vector $v_T$ is defined as an intermediate representation vector from a teacher’s hidden layer. Likewise, we choose the student’s representation vector $v_S$ and force $v_S$ to approximate $v_T$ with linear regression.

$$L_{KD}(S, T) = \| W v_T - v_S \|_2^2,$$

where $W \in \mathbb{R}^{m \times m}$ is a transformation matrix in case that $v_T \in \mathbb{R}^m$ and $v_S \in \mathbb{R}^n$ have different sizes. To some extent, the distillation loss $L_{KD}$ acts as a form of regularization to the student model and helps the student mimic the learning process of the teacher. Accordingly, substituting the distillation loss $L_{KD}(S, T)$ in Equation 7 derives the final loss for training the student model.

### 3.3 Distillation from Multiple Teachers

Model ensemble is a powerful technique to improve prediction accuracy and has become a dominant solution to win various recommendation competitions (e.g., Kaggle [2], Netflix [1]). However, directly applying model ensemble is often impractical due to the high model complexity for both training and inference. To make it possible, we extend our KD framework from a single teacher to multiple teachers.

One straightforward way is to average individual teacher models to make a stronger ensemble teacher, so that the problem reduces to learning from a single teacher. However, due to the different model architectures and training schemes used in practice, not all teachers can provide equally important knowledge on each sample. An ineffective teacher may even misguide the learning of the student. To gain effective knowledge from multiple teachers, we propose an adaptive ensemble distillation framework, as illustrated in Figure 2, to dynamically adjust their contributions. Formally, we have the following adaptive distillation loss:

$$L_{KD}(S, T) = \sum_{i=1}^{M} \alpha_i T_i,$$

where $\alpha_i$ is the importance weight for controlling the contribution of teacher $T_i$ of $M$ teachers. $\sum_{i=1}^{M} \alpha_i = 1$ denotes the ensemble of teachers, where the teacher weights should satisfy $\sum_{i=1}^{M} \alpha_i = 1$.

**Teacher gating network.** Instead of setting $\alpha_i$ as fixed parameters, we intend to learn $\alpha_i$ dynamically and make it adaptive to different data samples. To achieve this, we propose a teacher gating...
network to adjust the importance weights of teachers, which enables sample-wise teacher selection. More specifically, we employ a softmax function as the gating function.

\[ a_i = \frac{\exp(w_iz_t_i + h_i)}{\sum_{i=1}^{M} \exp(w_iz_t_i + h_i)}, \quad i = 1, \ldots, M \]  

(11)

where \( \{w_i, h_i\}_{i=1}^{M} \) are the parameters to learn. In intuition, the gating network uses all teachers’ outputs to determine the relative importance of each other.

3.4 Training

3.4.1 Training scheme. In this work, we investigate both the pre-train scheme and the co-train scheme for KD. The pre-train scheme is to train the teacher and student models in two phases. For the co-train scheme, both teacher and student models are trained jointly while the back-propagation of the distillation loss is unidirectional so that the student model learns from the teacher, but not vice versa. The co-train scheme is faster than the two-phase pre-train scheme, but requires much more GPU memory. We also empirically compare the performance between pre-train and co-train schemes in Section 4.2. For the case of ensemble distillation, we focus mainly on the pre-train scheme, since the co-train scheme requires to load multiple teacher models into the GPU memory. We consider three state-of-the-art models (i.e., DeepFM, DCN, xDeepFM) as teachers and train each of them by minimizing the loss in Equation 6. When training the student model according to Equation 7, the teacher can provide better guidance to the student model. The teacher gating network is trained together with the student model for sample-wise teacher selection.

3.4.2 Early stopping via distillation loss. It is a common practice to employ early stopping to reduce overfitting. When training a teacher model, we employ the left-out validation set to monitor the metrics (e.g., AUC) for early stopping. When training a student model, we instead propose to use the distillation loss from the teacher model as the signal for early stopping. This eliminates the need to retain the validation set and helps the student model generalize better by using the validation set (often the most recent data) to enrich the training data.

4 EXPERIMENTS

In this section, we report on our experimental results to evaluate the effectiveness of our KD-based training strategy for CTR prediction.

4.1 Experiment Setup

4.1.1 Datasets. We use three real-world datasets in our experiments: Criteo\(^1\), Avazu\(^2\), and our production dataset. Table 1 summarizes the data statistics information.

| Dataset    | #Instances | #Fields | #Features | Positive Ratio |
|------------|------------|---------|-----------|----------------|
| Criteo     | 46M        | 39      | 1M        | 26%            |
| Avazu      | 40M        | 22      | 972K      | 17%            |
| Production | 251M       | 29      | 160K      | –              |

\(^1\)https://www.kaggle.com/c/criteo-display-ad-challenge \(^2\)https://www.kaggle.com/c/avazu-ctr-prediction

Table 1: Dataset statistics

As for KD by soft labels, we set \( \beta + \gamma = 1 \) and tune \( \beta \) from 0 to 1 with a step of 0.1. For KD by hint regression, we set \( \gamma = 1 \) and tune \( \beta \) in the range \( [0, 1e-8, 1e-7, 1e-6, 1e-5] \). We also try different values of temperature \( \tau \) among \( [1, 2, 3, 4, 5, 7, 10, 15] \). To avoid overfitting, early stopping is adopted when the metrics on the validation set (for teacher training) or the distillation loss (for student training) stop improving in three consecutive epochs.

For the two open datasets, we preprocess the data following the work in [24]. First, we replace the features less than a threshold with a default “<UNK>” ID, where the threshold is set to 10 and 2000. The learning rate is set to 0.001. Categorical features are embedded to dimensions of 20, 40, and 40 for Criteo, Avazu, and Production, respectively.

4.1.2 Baseline models. To compare the performance, we select a total of 12 representative models, including LR, FM [21], FFM [12], DNN [5], Wide&Deep [4], DeepFM [8], DCN [26], xDeepFM [8], PIN [20], FiBiNet [11], AutoInt+ [24], and FGCNN [18]. Although we cannot enumerate all the existing models, we have made a relatively comprehensive comparison in contrast to previous studies. To test statistical significance, in Section 4.5, we repeat the experiments 5 times by changing random seeds, and run the two-tailed paired t-test.

4.1.3 Implementation details. All the models are implemented in PyTorch. We use Adam for optimization, and set the batch size to 2000. The learning rate is set to 0.001. Categorical features are embedded to dimensions of 20, 40, and 40 for Criteo, Avazu, and Production, respectively. We use grid search to tune other hype-parameters. Specifically, we apply \( L_2 \) regularization on feature embeddings and search the regularization weight in \([0, 1e-8, 1e-7, 1e-6, 1e-5]\). We also apply dropout to hidden layers of DNN with dropout rates selected in \([0.1, 0.2, 0.3, 0.4, 0.5]\). The number of hidden layers is set among \([2, 3, 4, 5, 6]\). We keep the same size of each layer and select it from \([300, 400, 500, 600]\). Especially, we vary the layers of the cross net (in DCN) and CIN (in xDeepFM) among \([1, 2, 3, 4, 5]\). As for KD by soft labels, we set \( \beta + \gamma = 1 \) and tune \( \beta \) from 0 to 1 with a step of 0.1. For KD by hint regression, we set \( \gamma = 1 \) and tune \( \beta \) in the range \([0, 1e-8, 1e-7, 1e-6, 1e-5, 1e-4, 1e-3]\). We also try different values of temperature \( \tau \) among \([1, 2, 3, 4, 5, 7, 10, 15]\). To avoid overfitting, early stopping is adopted when the metrics on the validation set (for teacher training) or the distillation loss (for student training) stop improving in three consecutive epochs.
Table 2: Performance of different KD schemes. T→S indicates that T is a teacher and S is a student.

| Model       | KD Scheme          | Avazu     | Criteo    |
|-------------|--------------------|-----------|-----------|
|             |                    | AUC Logloss | AUC Logloss |
| DNN         | hint+co-train      | 0.7740    | 0.3825    | 0.8006    | 0.4551    |
|             | hint+pre-train     | 0.7791    | 0.3805    | 0.8028    | 0.4525    |
|             | soft label+co-train| 0.7769    | 0.3822    | 0.8030    | 0.4527    |
|             | soft label+pre-train| 0.7773    | 0.3807    | 0.8031    | 0.4524    |
| DeepFM→DNN  | hint+co-train      | 0.7802    | 0.3800    | 0.8039    | 0.4517    |
|             | hint+pre-train     | 0.7775    | 0.3809    | 0.8031    | 0.4521    |
|             | soft label+co-train| 0.7794    | 0.3800    | 0.8040    | 0.4518    |
|             | soft label+pre-train| 0.7795    | 0.3802    | 0.8032    | 0.4525    |
| DCN→DNN     | hint+co-train      | 0.7778    | 0.3808    | 0.8032    | 0.4521    |
|             | hint+pre-train     | 0.7784    | 0.3805    | 0.8031    | 0.4521    |
|             | soft label+co-train| 0.7782    | 0.3812    | 0.8035    | 0.4518    |
|             | soft label+pre-train| 0.7797    | 0.3797    | 0.8039    | 0.4517    |
| xDeepFM→DNN | hint+co-train      | 0.7795    | 0.3802    | 0.8032    | 0.4525    |
|             | hint+pre-train     | 0.7775    | 0.3809    | 0.8021    | 0.4531    |
|             | soft label+co-train| 0.7762    | 0.3815    | 0.8034    | 0.4525    |
|             | soft label+pre-train| 0.7797    | 0.3797    | 0.8039    | 0.4517    |

4.2 Performance of Different KD Schemes

In this section, we aim to study the research question of which KD scheme performs the best for CTR prediction. Here, we define a candidate KD scheme as a combination of the KD methods (soft label v.s. hint regression) and training methods (pre-train v.s. co-train). To study the effect of KD schemes only, in this experiment, we fix the size of the student DNN model as 500 × 5. Each model is tuned to attain its best performance for Avazu and Criteo, respectively.

Table 2 shows the results of different KD schemes. Especially, the first row indicates the student-only performance, i.e., training the DNN directly. We can make the following observations from the results: 1) All student models trained via different KD schemes consistently outperform the student-only DNN by a large margin. 2) The KD scheme of “soft label + pre-train” performs the best among all candidate KD schemes. However, the difference between these schemes is small, making it a flexible choice to select an appropriate KD scheme. In practice, the co-train scheme requires to load both of the teacher model and the student model into the GPU memory, which hinders its scalability especially when multiple teacher models are available. Therefore, we focus mainly on the “soft label + pre-train” scheme in the following experiments.

4.3 Performance across Different Teachers and Students

In this experiment, we intend to evaluate what performance could be achieved by applying different teacher models and student models. In particular, we select five teacher models including DNN, DeepFM, DCN, xDeepFM, and 3T (an ensemble of DeepFM + DCN + xDeepFM). We first tune each teacher model to attain its best performance, and report the teachers’ results as the row “w/o KD” in Table 3. The results of 3T are an average of the three models. Then, we explore different student models (i.e., DNN, DeepFM, DCN, xDeepFM) and perform KD experiments in a total of 20 settings (5 teachers and 4 students). We fix the teacher models and tune the student models.

The experimental results are reported in row 2~5 in Table 3. We observe that: 1) All student models trained with KD achieve even better performance than those using teachers only. The last row shows the maximal improvements (absolute value in %) over the teacher’s performance. This finding (i.e., students beating teachers) is surprising since it is rarely reported in traditional KD studies, where a student model is usually cut to a small size for model compression. We further evaluate the impact of student model size on performance in Section 4.7. 2) With our KD strategy, even the vanilla DNN model can learn well, surpassing the state-of-the-art complex teacher models. This confirms the good model capacity of DNN and the effectiveness of KD to guide the learning. Using DeepFM or DCN as a student can even attain better performance. This shows that better student architectures can be further explored to maximize the benefit of KD. But we focus mainly on the DNN model to demonstrate the superiority of KD, and leave the design of an optimal student model architecture for future research. 3) Compared to the cases of KD from one teacher, the performance is largely improved by using the 3T ensemble as teacher models. In total, 3T→DNN makes up to 12.5% and 5% absolute improvements in AUC over a single teacher model for Avazu and Criteo, respectively. The encouraging results motivate us to explore more towards ensemble distillation.

4.4 Performance of Different Teacher Ensembles

After confirming the superiority of using 3T as an ensemble of teachers, we intend to evaluate the detailed performance of using different numbers and different types of teacher ensembles. As shown in Table 4, we experiment with different number of teachers from 1T to 6T, and report both the results of teacher ensembles and their students. For the case 1T, the results correspond to using DCN and xDeepFM as the single teacher for Avazu and Criteo respectively, due to their best performance. For the cases of multiple teachers (3T and 6T), we study two types of training methods (denoted as M and D) to generate teachers. Especially, 3T(M) denotes the combination “DeepFM + DCN + xDeepFM” with different model architectures. 6T(M) doubles 3T(M) with different random initialization seeds. 3T(D) and 6T(D) denote the combination of 3 or 6 models (DCN for Avazu and xDeepFM for Criteo) trained on different data partitions of training and validation sets, while the testing set remains the same. Again, we observe that student models trained with different teacher ensembles consistently outperform their teachers. Meanwhile, applying more teachers (1T→3T→6T) for ensemble distillation results in higher performance of student models. But the increase diminishes. In addition, teacher ensembles trained on different data partitions perform better (i.e., D better than M), which in turn leads to better students. This is partly due to the reason that we use the best-performing single teachers for 3T(D) and 6T(D) settings.

4.5 Comparison with the State-of-the-art Models

We make a comprehensive performance comparison between our DNN models trained with KD and the state-of-the-art models (12
Table 3: Performance across different teacher and student models. Each column represents a teacher model (T) and each row represents a student model (S). 3T denotes an ensemble of teachers: DeepFM + DCN + xDeepFM. The row "w/o KD" represents the performance of using teachers only. LL is short for logloss. The best results in each column are marked in bold.

| #Teachers | Model Avazu | Criteo |
|-----------|-------------|--------|
|           | AUC Logloss | AUC Logloss |
| 1T        | 0.7774 0.3825 | 0.7774 0.3825 |
| 1T→DNN    | 0.7825 0.3781 | 0.7825 0.3781 |
| 3T        | 0.7804 0.3788 | 0.7804 0.3788 |
| 3T(M)→DCN | 0.7865 0.3757 | 0.7865 0.3757 |
| 3T(D)     | 0.7871 0.3754 | 0.7871 0.3754 |
| 3T(D)→DNN | 0.7879 0.3751 | 0.7879 0.3751 |
| 6T        | 0.7816 0.3784 | 0.7816 0.3784 |
| 6T(M)→DNN | 0.7872 0.3751 | 0.7872 0.3751 |
| 6T(D)     | 0.7881 0.3746 | 0.7881 0.3746 |
| 6T(D)→DNN | 0.7885 0.3745 | 0.7885 0.3745 |

Table 4: Performance of different teacher ensembles. xT indicates x teachers. M and D denote two types of ensemble model training, via different model architectures (M) or different data partitions (D). The best results in each setting is marked in bold.

| #Teachers | Model Avazu | Criteo |
|-----------|-------------|--------|
|           | AUC Logloss | AUC Logloss |
| 1T        | 0.7774 0.3825 | 0.7774 0.3825 |
| 1T→DNN    | 0.7825 0.3781 | 0.7825 0.3781 |
| 3T        | 0.7804 0.3788 | 0.7804 0.3788 |
| 3T(M)→DCN | 0.7865 0.3757 | 0.7865 0.3757 |
| 3T(D)     | 0.7871 0.3754 | 0.7871 0.3754 |
| 3T(D)→DNN | 0.7879 0.3751 | 0.7879 0.3751 |
| 6T        | 0.7816 0.3784 | 0.7816 0.3784 |
| 6T(M)→DNN | 0.7872 0.3751 | 0.7872 0.3751 |
| 6T(D)     | 0.7881 0.3746 | 0.7881 0.3746 |
| 6T(D)→DNN | 0.7885 0.3745 | 0.7885 0.3745 |

Table 5: Performance comparison between our DNN models and the state-of-the-art models (The upper part shows our experimental results and the lower part reports the results from existing work).

The best baseline is underlined while our best result is marked in bold. * indicates p < 0.001 by two tailed paired t-test with 5 runs.

A comparison of some recent deep models with respect to the performance improvements over DeepFM (absolute values in %).

Table 4: Performance of different teacher ensembles. xT indicates x teachers. M and D denote two types of ensemble model training, via different model architectures (M) or different data partitions (D). The best results in each setting is marked in bold.

### 4.6 Ablation Study

#### 4.6.1 Teacher gating

We evaluate the effectiveness of teacher gating by comparing the performance of training with gating or without gating (i.e., via averaging), in the case of 3T and 6T on Avazu. To demonstrate the capability of gating to distill effective knowledge from diverse teachers, in this experiment, we set 6T as an ensemble of DeepFM, xDeepFM, DCN, DNN, Wide&Deep and AutoInt+, and 3T as DeepFM, xDeepFM, and DCN. From the results shown in Figure 4(a), we see that the student model learns better with teacher models in total). The upper part of Table 5 shows the overall performance of all the compared models across three datasets. In particular, the underlined numbers show the best baseline models and bold numbers are the best results among all the models. 1T and 3T in the table denote the best teacher models mentioned in Table 4. With a focus on evaluating KD on representative models, we did not reproduce all of the baseline models. Instead, we compare some recent deep models directly using the results reported in their papers, which are shown in the lower part of Table 5. For fairness, we only show the performance improvements over DeepFM.

We summarise our observations from the table as follows: 1) Deep models generally outperform shallow models (LR, FM, and FFM), which reveals the capability of deep models to more capture complex feature interactions. 2) Models trained with KD (1T and 3T) consistently beat all baseline models by a large margin on all the three datasets. Specifically, 3T makes 10.5%, 3.7%, and 3.2% absolute improvements in AUC over the best-performing baseline models for the three datasets. 3) 3T makes further improvements compared to 1T on all datasets. This confirms the value of ensemble distillation, which makes the student models generalize better given the diversity of different teachers. 4) Compared to some more recently proposed deep models as shown in the lower part, the largest improvements from 3T also confirms the effectiveness of KD, considering that our student model is a vanilla DNN. Finally, we emphasize that a student model trained with KD can even surpass the ensemble teacher models is a surprising finding. It deserves our more investigation on the KD mechanism to help reduce overfitting in future.
Early stop via distillation loss

The upper part describes the model sizes and the lower part shows the corresponding results.

| Model          | Avazu     | Criteo    |
|----------------|-----------|-----------|
| DNN            | 300x3, DNN: 500x3, CIN: 2 layers | 400x3, DNN: 500x4 |
| DeepFM         | 300x3     | 400x3     |
| DCN            | 500x3, Cross: 2 layers      | 500x4, Cross: 2 layers |
| xDeepFM        | 500x3, CIN: 2 layers       | 500x4, CIN: 1 layer |
| DeepFM+→DNN+   | 500x5     | 500x6     |
| DCN+→DNN+      | 500x3     | 400x4     |
| xDeepFM+→DNN+  | 500x5     | 500x5     |

| Model          | Avazu | Criteo |
|----------------|-------|--------|
| Model          | AUC   | Logloss| AUC   | Logloss |
| DNN            | 0.774 | 0.3825 | 0.8006 | 0.4551 |
| DeepFM         | 0.776 | 0.3814 | 0.8031 | 0.4522 |
| DeepFM+→DNN+  | 0.775 | 0.3819 | 0.8036 | 0.4518 |
| DeepFM+→DNN+  | 0.781 | 0.3786 | 0.9040 | 0.4516 |
| DCN            | 0.777 | 0.3811 | 0.8030 | 0.4524 |
| DCN+→DNN+      | 0.782 | 0.3786 | 0.8035 | 0.4519 |
| DCN+→DNN+      | 0.782 | 0.3779 | 0.8038 | 0.4516 |
| xDeepFM+       | 0.777 | 0.3811 | 0.8036 | 0.4518 |
| xDeepFM+→DNN+  | 0.779 | 0.3800 | 0.8041 | 0.4517 |
| xDeepFM+→DNN+  | 0.782 | 0.3782 | 0.8042 | 0.4513 |

Figure 3: Ablation study results in AUC

4.6.2 Early stopping via distillation loss. We compare the two ways of early stopping (using validation set v.s. using KD loss). The results in Figure 3(b) show that the KD loss between the teacher and student models serves a good monitor signal for early stopping. It allows full utilization of the validation data (usually more recent) for training the student model and thus obtains better performance.

4.7 Impact of student model size

The size of a DNN model, w.r.t. both hidden layers and hidden units, usually determines its model capacity. To study the impact of student model size, we first tune teacher models and keep them fixed (the same settings with Section 4.3). We then perform two groups of experiments. In the first group, we set each student model to its best DNN size tuned in the last step (denoted as DNN). In the second group, we re-tune the size of each student DNN model to a larger size (denoted as DNN+). Table 6 presents the detailed model sizes in the upper part and the the corresponding results in the lower part. For instance, the DNN model alone attains the best performance at the size of 300x3 (3 hidden layers with 300 units each) on Avazu. However, when using DeepFM as a teacher for KD training, the 500x5 DNN+ performs better than the above 300x3 DNN. We can observe similar results in other settings from the table. The results imply that our goal is not directly model compression, since a larger student model tends to achieve better performance.

4.8 A/B Testing

We conducted an online A/B test in the app recommender system of Huawei’s App store. It has hundreds of millions of daily active users which generates hundreds of billions of user feedback events everyday, such as browsing, clicking and downloading apps. In the online serving system, hundreds of candidate apps are first selected during the matching phrase, and then ranked by a ranking model (e.g., DCN) to generate the final recommendation list. In the A/B test, the baseline model in production is an extended version of DCN, demonstrating superiority over other competing models. As the model is re-trained on a daily basis, we choose the recent two old versions of models as ensemble teachers for efficiency consideration and then distill a student model of the same architecture on the newest data over recent 15 days for online serving. The A/B test was performed over one week, and we randomly select 5% of online traffic for both the control group and our experiment group. On average, our model improves the overall DLR (app downloading rate defined as #download/#impressions) by 6.5% and eCPM (expected cost per mille) by 8.2% over the baseline. This is a substantial improvement and demonstrates the effectiveness of our KD approach.

5 RELATED WORK

5.1 CTR Prediction

Since the successful application of DNNs to Youtube recommendation [5], deep learning has been widely studied for CTR prediction. Some work investigates the integration of DNNs and traditional shallow models (e.g., Wide&Deep [4], DeepFM [8]). Some models aim to capture different orders of feature interactions explicitly (e.g., DCN [26], xDeepFM [16]). Some models explore the use of convolutional networks (e.g., FGCNN [18]), recurrent networks (e.g., DSIN [7]), attention networks (e.g., AutoInt [24], FiBiNET [11]) and graph neural networks (e.g., FiGNN [15]) to learn high-order feature interactions. Some other studies focus on modeling evolutionary user interests in CTR prediction (e.g., DIN [32]). Our work demonstrates the effectiveness of KD using multiple representative models, but the framework is generally applicable to other models since they can be used as teacher models as well.

Although model ensemble is a powerful technique to boost prediction accuracy, the high complexity in such ensembles (e.g., over 100 models ensembled in the Netflix prize [1]) hinders the adoption in the industry. To restrict the model complexity for online deployment, most industrial studies reported by Facebook [9], Google [14], and Microsoft [13, 17] focus on the ensemble of only two models. Instead, our work tackles this issue via ensemble distillation and delivers a simplified yet equally powerful student model for online inference.
Knowledge Distillation

The knowledge distilled from a teacher varies in different forms. In addition to soft label [10] and hint regression [22] we used, some work further explores the knowledge transfer through inter-layer flow [29], cross-sample similarity [27], attention mechanism [30], etc. Some more recent efforts have been made towards ensemble distillation, facilitating a variety of tasks such as image classification [23] and machine translation [25]. For recommender systems, Chen et al. [3] propose an adversarial distillation approach to learn from external knowledge base for collaborative filtering. Xu et al. [28] proposes a KD approach to transfer privileged features from ranking to matching tasks. Liu et al. [6] leverage KD for debiasing in recommendation via uniform data. Zhang et al. [31] study the mutual learning between path-based and embedding based recommendation models. Our work is partially inspired from these studies and serves as the first attempt to apply KD for ensembled CTR prediction.

6 CONCLUSION

Model ensemble is a powerful technique to improve prediction accuracy. In this paper, we make an attempt to apply KD for ensembled CTR prediction. Our KD-based training strategy enables the production use of a powerful ensemble of teacher models and makes large accuracy improvements. Surprisingly, we demonstrate that a vanilla DNN trained with KD can even surpasses the ensemble teacher models. Our key contribution includes an intensive evaluation of the KD-based training strategy, teacher gating for sample-wise teacher selection, and early stopping by KD loss that increases the utilization of validation data. Both offline and online A/B testing results demonstrate the effectiveness of our approach. We hope that our encouraging results could attract more research efforts to study training strategies for CTR prediction.
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