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Abstract In this paper, we use the general quantization method by Drinfel’d twists to quantize the Schrödinger-Virasoro Lie algebra whose Lie bialgebra structures were recently discovered by Han-Li-Su. We give two different kinds of Drinfel’d twists, which are then used to construct the corresponding Hopf algebraic structures. Our results extend the class of examples of noncommutative and noncocommutative Hopf algebras.
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1 Introduction

In Hopf algebra or quantum group theory, two standard methods to yield new bialgebras from old ones are by twisting the product by a 2-cocycle but keeping the coproduct unchanged, and by twisting the coproduct by a Drinfel’d twist but preserving the product. Constructing quantizations of Lie bialgebras is an important approach to producing new quantum groups (see [1, 2, 4] and references therein). Drinfel’d in [3] formulated a number of problems in quantum group theory, including the existence of a quantization for Lie bialgebras. In the paper [5] Etingof and Kazhdan gave a positive answer to some of Drinfel’d’s questions. In particular, they showed the existence of quantizations for Lie bialgebras, namely, any classical Yang-Baxter algebra can be quantized. Since then the interests in quantizations of Lie bialgebras have been growing in the mathematical literatures (e.g., [6, 7, 8, 18, 22]).

The Schrödinger-Virasoro Lie algebra considered in this paper was introduced in the context of non-equilibrium statistical physics during the process of investigating the free Schrödinger equations (see [11, 12]). This Lie algebra
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is closely related to Schrödinger algebra and Virasoro algebra, both of which play important roles in many areas of mathematics and physics (e.g., statistical physics). The Schrödinger-Virasoro Lie algebra, denoted by $\mathcal{L}$, is an infinite-dimensional vector space with basis $\{L_n, Y_p, M_n \mid n \in \mathbb{Z}, p \in \frac{1}{2} + \mathbb{Z}\}$ and the following non-vanishing Lie brackets

\[
\begin{align*}
[L_m, L_n] &= (n-m)L_{n+m}, \\
[L_m, M_n] &= nM_{n+m}, \\
[L_n, Y_p] &= (p-n^2)Y_{p+n}, \\
[Y_p, Y_q] &= (q-p)M_{p+q},
\end{align*}
\]

for all $m, n \in \mathbb{Z}$ and $p, q \in \mathbb{Z} + 1/2$. This kind of Lie algebras has been investigated in a number of papers. Some of these investigations [9, 14, 15, 16] focus on its structure theory including derivations, central extension and automorphism groups, others [13, 17, 19, 20] on its representations. Recently, the Lie bialgebra structures on the Schrödinger-Virasoro Lie algebra $\mathcal{L}$ were discussed in [21], which turned out to be not all coboundary triangular (for definition, see p.28, [4]). In the present paper, we use the general quantization method by Drinfel’d twists (cf. [1]) to quantize explicitly the newly determined triangular Lie bialgebra structures on the Schrödinger-Virasoro Lie algebra $\mathcal{L}$. Actually, this process completely depends on the construction of Drinfel’d twists determined by the $r$-matrix (namely, the triangular Lie bialgebra structures on the Schrödinger-Virasoro Lie algebra). Our results extend the class of examples of noncommutative and noncocommutative Hopf algebras.

The main results of this paper are listed as follows:

**Theorem 1.** With the choice of two distinguished elements $h := \frac{1}{n_0}L_0$ and $e := M_{n_0}$ ($n_0 \neq 0$) such that $[h, e] = e$ in $\mathcal{L}$, there exists a structure of noncommutative and noncocommutative Hopf algebra $(U(\mathcal{L})[[t]], m, \imath, \Delta, S, \epsilon)$ on $U(\mathcal{L})[[t]]$ over $\mathbb{F}[[t]]$ with $U(\mathcal{L})[[t]]/tU(\mathcal{L})[[t]] \cong U(\mathcal{L})$, which leaves the product and counit of $U(\mathcal{L})[[t]]$ undeformed but with the deformed comultiplication and antipode defined by:

\[
\begin{align*}
\Delta(L_n) &= 1 \otimes L_n + L_n \otimes (1 - et)^{-n_0} + n_0 h \otimes (1 - et)^{-1}M_{n+n_0} t, \\
\Delta(M_k) &= 1 \otimes M_k + M_k \otimes (1 - et)^{-k_0}, \\
\Delta(Y_p) &= 1 \otimes Y_p + Y_p \otimes (1 - et)^{-p_0}, \\
S(L_n) &= -(1 - et)^{-\frac{n_0}{2}}(L_n - n_0 M_{n+n_0} h_1 t), \\
S(M_k) &= -(1 - et)^{-\frac{k_0}{2}} \cdot M_k, \\
S(Y_p) &= -(1 - et)^{-\frac{p_0}{2}} \cdot Y_p.
\end{align*}
\]

**Theorem 2.** With the choice of two distinguished elements $h := \frac{1}{n_0}L_0$ and
product and counit of $U(\mathcal{L})[[t]]$ undeformed but with the deformed comultiplication and antipode defined by:

\[
\Delta(L_n) := 1 \otimes L_n + L_n \otimes (1 - et)^{\frac{n_0}{n}} + \frac{n(n - n_0)}{4} h^{(2)} \otimes (1 - et)^{-2} M_{n+n_0} t^2,
\]

\[
\Delta(M_k) := 1 \otimes M_k + M_k \otimes (1 - et)^{\frac{k_0}{k}},
\]

\[
\Delta(Y_p) := 1 \otimes Y_p + Y_p \otimes (1 - et)^{\frac{p_0}{p}} - (p - \frac{n_0}{2}) h \otimes (1 - et)^{-1} M_{p+n_0} t,
\]

\[
S(L_n) := -(1 - et)^{-\frac{n_0}{n}} (L_n + \frac{n-n_0}{2} Y_n + \frac{n_0}{4} h_1 h_2 t^2),
\]

\[
S(Y_p) := -(1 - et)^{-\frac{p_0}{p}} (Y_p + (p - \frac{n_0}{2}) M_{p+n_0} h_1 t),
\]

\[
S(M_k) := -(1 - et)^{-\frac{k_0}{k}} M_k.
\]

Throughout this paper $\mathbb{F}$ denotes a field of characteristic zero. All vector spaces and algebras are assumed to be over $\mathbb{F}$. $\mathbb{Z}$, $\mathbb{Z}_+$ and $\mathbb{Z}^*$ stand for the sets of integers, nonnegative and nonzero integers respectively.

## 2 Preliminaries

In this section, we summarize some basic definitions and results concerning Lie bialgebra structures which will be used in the following discussions. For a detailed discussion of this subject we refer the reader to the literatures (e.g. \[18, 21\] and references therein).

Let $\mathcal{L}$ be the Schrödinger-Virasoro Lie algebra defined in (1) and $U(\mathcal{L})$ the universal enveloping algebra of $\mathcal{L}$. Then $U(\mathcal{L})$ is equiped with a natural Hopf algebraic structure $(U(\mathcal{L}), m, \iota, \Delta_0, S_0, \epsilon)$, i.e.,

\[
\Delta_0(X) = X \otimes 1 + 1 \otimes X, \quad S_0(X) = -X, \quad \epsilon(X) = 0 \quad \text{for } X \in \mathcal{L}.
\]

where $\Delta_0$ is a comultiplication, $\epsilon$ is a counit and $S_0$ is an antipode. In particular,

\[
\Delta_0(1) = 1 \otimes 1 \quad \text{and} \quad \epsilon(1) = S_0(1) = 1.
\]

In order to search for the solutions of the Yang-Baxter quantum equation, Drinfel’d in [1] introduced the notion of Lie bialgebras in 1983. Since then, a great deal of attention has been paid to the study of the quantization of Lie bialgebras as well as Lie bialgebra structures of some Lie algebras (e.g.,
define a linear map
\[ \Delta_r(x) = x \cdot r = [x, a] \otimes b - b \otimes [x, a] + a \otimes [x, b] - [x, b] \otimes a, \quad \text{for } x \in L. \] (3)

Then \( \Delta_r \) equips \( L \) with a structure of triangular coboundary Lie bialgebra.

Equation (3) implies that \( \Delta_r \) is an inner derivation of \( L \). For the Schrödinger-Virasoro Lie algebra \( L \) defined in (1), it is shown in [21] that a Lie bialgebra \( (L, [\cdot, \cdot], \Delta) \) is triangular coboundary if and only if \( \Delta \) is an inner derivation, which is determined by the classical Yang-Baxter \( r \)-matrix \( r \). From the above proposition, we notice that the classical Yang-Baxter \( r \)-matrix is uniquely expressed as the antisymmetric tensor of two distinguished elements \( a, b \) up to nonzero scalars satisfying \( [a, b] = kb \) \((k \neq 0)\). In fact, for a given \( r \)-matrix, we may take two distinguished elements of the form \( h := k^{-1}a \) and \( e := kb \) such that \( [h, e] = e \) with \( 0 \neq k \in \mathbb{F} \).

**Definition 1.** Let \((H, m, \iota, \Delta_0, S_0, \epsilon)\) be a Hopf algebra over a commutative ring \( R \). A Drinfel’d twist \( F \) on \( H \) is an invertible element of \( H \otimes H \) such that
\[
(F \otimes 1)(\Delta_0 \otimes \text{Id})(F) = (1 \otimes F)(\text{Id} \otimes \Delta_0)(F),
\]
\[
(\epsilon \otimes \text{Id})(F) = 1 \otimes 1 = (\text{Id} \otimes \epsilon)(F).
\]
The following result is well known (see [1, 4], etc.).

**Lemma 1.** Let \((H, m, \iota, \Delta_0, S_0, \epsilon)\) be a Hopf algebra over a commutative ring and \( F \) a Drinfel’d twist on \( H \), then \( w = m(\text{Id} \otimes S_0)(F) \) is invertible in \( H \) with \( w^{-1} = m(S_0 \otimes \text{Id})(F^{-1}) \). Moreover, if we define \( \Delta : H \rightarrow H \otimes H \) and \( S : H \rightarrow H \) by
\[
\Delta(x) = F \Delta_0(x) F^{-1}, \quad S = wS_0(x)w^{-1}, \quad \text{for all } x \in H.
\]
Then \((H, m, \iota, \Delta, S, \epsilon)\) is a new Hopf algebra, which is called the twisting of \( H \) by the Drinfel’d twist \( F \).

Let \( F[[t]] \) be a ring of formal power series. Assume that \( L \) is a triangular Lie bialgebra with a classical Yang-Baxter \( r \)-matrix \( r \) (see [1, 4]). Denote by \( U(L) \) the universal enveloping algebra of \( L \), with the standard Hopf algebra structure \((U(L), m, \iota, \Delta_0, S_0, \epsilon)\). Now let us consider the topologically free \( F[[t]] \)-algebra \( U(L)[[t]] \) (for definition, see p.4, [1]), which can be viewed as an associative \( F \)-algebra of formal power series with coefficients in \( U(L) \). Naturally, \( U(L)[[t]] \) is equipped with an induced Hopf algebra structure arising from that on \( U(L) \). By abuse of notation, we denote it by \((U(L)[[t]], m, \iota, \Delta_0, S_0, \epsilon)\).

**Definition 2.** (See Definition 1.4, [22]) For a triangular Lie bialgebra \( L \), the classical Yang-Baxter \( r \)-matrix is uniquely expressed as the antisymmetric tensor of two distinguished elements \( a, b \) up to nonzero scalars satisfying \( [a, b] = kb \) \((k \neq 0)\). In fact, for a given \( r \)-matrix, we may take two distinguished elements of the form \( h := k^{-1}a \) and \( e := kb \) such that \( [h, e] = e \) with \( 0 \neq k \in \mathbb{F} \).
An algebra $A$ equipped with a classical Yang-Baxter $r$-matrix $r$ is called a classical Yang-Baxter algebra. It is showed in [5] that any classical Yang-Baxter algebra can be quantized.

For any element $x$ of a unital $R$-algebra ($R$ a ring) and $a \in R$, we set (see, e.g., [10])

$$x^{(n)} := (x + a)(x + a + 1) \cdots (x + a + n - 1)$$
$$x^{[n]} := (x + a)(x + a - 1) \cdots (x + a - n + 1)$$

and $x^{(0)} := x^{(n)}$, $x^{[0]} := x^{[n]}$.

**Lemma 2.** (See [10, 8]) For any element $x$ of a unital $F$-algebra, $a, b \in F$, and $r, s, t \in \mathbb{Z}$, one has

$$x^{(s+t)} = x^{(s)} x^{(t)} = x^{[s]} x^{[t]} = x^{(s+t+1)},$$

$$\sum_{s+t=r} \frac{(-1)^t}{s! t!} x^{[s]} x^{[t]} = (a - b) \frac{(a - b - r + 1)}{r!},$$

$$\sum_{s+t=r} \frac{(-1)^t}{s! t!} x^{[s]} x^{[t]} = (a - b + r - 1) \frac{(a - b) \cdots (a - b + r - 1)}{r!}.$$  

**Remark 1.** One can see that the right-hand sides of the last two equations do not depend on $x$ from the proof process (see e.g., Lemma 3, [8]).

The following popular result will be frequently used in the third part of this paper.

**Lemma 3.** (see e.g., Proposition 1.3(4), [23]) For any elements $x, y$ of an associative algebra $A$, and $m \in \mathbb{Z}_+$, one has

$$xy^m = \sum_{k=0}^{m} (-1)^k \binom{m}{k} y^{m-k} (\text{ad } y)^k(x).$$

**3 Proof of the main results**

To describe quantizations of $U(\mathcal{L})$, we need to construct explicitly Drinfel’d twists according to Lemma 1. Fix $n_0 \in \mathbb{Z}^*$. Set

$$h := \frac{1}{n_0} L_0, \quad e := M_{n_0}, \quad \text{or} \quad h := \frac{2}{n_0} L_0, \quad e := Y_{\frac{n_0}{2}} \quad \text{(only when } n_0 \text{ is odd)}. $$

Clearly, one has $[h, e] = e$ by equation 1. Then from Proposition 1 it follows that the Lie bialgebra $(\mathcal{L}, [\cdot, \cdot], \Delta_r)$ with $r = h \otimes e - e \otimes h$ is triangular. We shall quantize this triangular Lie bialgebra structure in this section. To do this, we need some necessary calculations, which are useful to the construction
(i) If \( h = \frac{1}{n_0} L_0 \), and \( e = M_{n_0} \), then
\[
L_n h_a^{(i)} = h_a^{(i)} \frac{-n}{n_0} L_n, \quad L_n h_a^{[i]} = h_a^{[i]} \frac{-n}{n_0} L_n, \\
M_n h_a^{(i)} = h_a^{(i)} \frac{-n}{n_0} M_n, \quad M_n h_a^{[i]} = h_a^{[i]} \frac{-n}{n_0} M_n, \\
Y_p h_a^{(i)} = h_a^{(i)} \frac{-n}{n_0} Y_p, \quad Y_p h_a^{[i]} = h_a^{[i]} \frac{-n}{n_0} Y_p. \tag{8}
\]

(ii) If \( h = \frac{2}{n_0} L_0 \), and \( e = Y_{\frac{n}{n_0}} \), then
\[
L_n h_a^{(i)} = h_a^{(i)} \frac{-2n}{n_0} L_n, \quad L_n h_a^{[i]} = h_a^{[i]} \frac{-2n}{n_0} L_n, \\
M_n h_a^{(i)} = h_a^{(i)} \frac{-2n}{n_0} M_n, \quad M_n h_a^{[i]} = h_a^{[i]} \frac{-2n}{n_0} M_n, \\
Y_p h_a^{(i)} = h_a^{(i)} \frac{-2n}{n_0} Y_p, \quad Y_p h_a^{[i]} = h_a^{[i]} \frac{-2n}{n_0} Y_p. 
\]

(iii) In both cases,
\[
e^n h_a^{(i)} = h_a^{(i)} e^n, \quad e^n h_a^{[i]} = h_a^{[i]} e^n. \tag{9}
\]

**Proof.** We only prove the first equation of (9) (the others can be obtained similarly). We have \([L_n, h] = \frac{n}{n_0} L_n\) and \(L_n h = (h - \frac{n}{n_0}) L_n\), i.e., it holds for \( i = 1 \). Suppose that it holds for \( i \), then we have
\[
L_n h_a^{(i+1)} = L_n h_a^{(i)} (h + a + i) = h_a^{(i)} \frac{-n}{n_0} L_n (h + a + i) \\
= h_a^{(i)} \frac{-n}{n_0} (h - \frac{n}{n_0} + a + i) L_n = h_a^{(i+1)} \frac{-n}{n_0} L_n. 
\]

For any \( a \in \mathbb{F} \), we set
\[
\mathcal{F}_a = \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} h_a^{[r]} \otimes e^r t^r, \quad F_a = \sum_{r=0}^{\infty} \frac{1}{r!} h_a^{(r)} \otimes e^r t^r, \tag{10}
\]
\[
u_a = m \cdot (S_0 \otimes \text{Id})(F_a), \quad v_a = m \cdot (\text{Id} \otimes S_0)(\mathcal{F}_a). 
\]

Write \( \mathcal{F} = \mathcal{F}_0, F = F_0, u = u_0, v = v_0 \). Since \( S_0(h_a^{(r)}) = (-1)^r h_{-a}^{[r]} \) and \( S_0(e^r) = (-1)^r e^r \), we have
\[
u_a = \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} h_{-a}^{[r]} e^r t^r, \quad v_a = \sum_{r=0}^{\infty} \frac{1}{r!} h_a^{[r]} e^r t^r. \tag{11}
\]

**Lemma 5.** For any \( a, b \in \mathbb{F} \), one has
\[
\mathcal{F}_a F_b = 1 \otimes (1 - et)^{a-b}, \quad v_a u_b = (1 - et)^{-(a+b)}. 
\]

**Proof.** By equations (5) and (10), we have
\[
\mathcal{F}_a F_b = \sum_{r,s=0}^{\infty} \frac{(-1)^r}{r! s!} h_a^{[r]} h_b^{[s]} \otimes e^r e^s t^r t^s \\
= \sum_{r,s=0}^{\infty} \frac{(-1)^r}{r! s!} \cdot (1 - et)^{a+b}. 
\]
From (6), (9) and (11), we obtain that
\[ v_a u_b = \sum_{r,s=0}^{\infty} \frac{(-1)^s}{r!s!} h_{-b}^r e^s h_{-b}^r e^{r+s} \]
\[ = \sum_{m=0}^{\infty} \sum_{r+s=m} \frac{(-1)^s}{r!s!} h_{-b}^r h_{-b}^s e^m t^m \]
\[ = \sum_{m=0}^{\infty} \left( a + b + m - 1 \right) e^m t^m = (1 - et)^{-1}. \]
□

**Corollary 1.** For any \( a \in \mathbb{F} \), the elements \( F_a \) and \( u_a \) are invertible with \( F_a^{-1} = \mathcal{F} \), \( u_a^{-1} = v_{-a} \). In particular, \( F_a^{-1} = \mathcal{F} \), \( u_a^{-1} = v \).

**Lemma 6.** For any \( a \in \mathbb{F} \) and \( r \in \mathbb{Z}_+ \), one has \( \Delta_0(h^r) = \sum_{i=0}^{r} \binom{r}{i} \Delta_0(h) \otimes h^{r-i} \).

In particular, one has \( \Delta_0(h^r) = \sum_{i=0}^{r} \binom{r}{i} h^i \otimes h^{r-i} \).

**Proof.** It can be proved by induction on \( r \). □

**Lemma 7.** The element \( \mathcal{F} = \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} h^r \otimes e^r t^r \) is a Drinfel’d twist on \( U(L)[[t]] \).

**Proof.** It can be proved directly by using the similar arguments as those presented in the proof of [22, Proposition 2.5]. □

Now we can perform the process of twisting the standard Hopf structure \((U(L), m, \iota, \Delta_0, S_0, \varepsilon)\) defined in (2) by the Drinfel’d twist \( \mathcal{F} \) constructed above. The following lemmas are very useful to our main results.

**Lemma 8.** For \( p, q \in \frac{1}{2} + \mathbb{Z} \) and \( s \in \mathbb{Z}_+ \), one has
\[ Y_p Y_q^s = Y_q^s Y_p - s(p - q) Y_q^{s-1} M_{p+q}. \]

**Proof.** It follows from Lemma 3 that
\[ Y_p Y_q^s = \sum_{i=0}^{s} (-1)^i \binom{s}{i} Y_q^{s-i} (\text{ad} Y_q)^i Y_p. \] (12)

By (11), we have
\[ (\text{ad} Y_q)^i Y_p = \begin{cases} Y_p, \quad i = 0, \\ (p - q) M_{p+q}, \quad i = 1, \\ 0, \quad \text{others} \end{cases} \] (13)
Lemma 9. For $a \in \mathbb{F}$, $n, k \in \mathbb{Z}$, $p \in \frac{1}{2} + \mathbb{Z}$, $h = \frac{1}{n_0}L_0$ and $e = M_{n_0}$, we have

\[
(L_n \otimes 1)F_a = F_a - \frac{n}{n_0} (L_n \otimes 1),
\]

\[
(M_k \otimes 1)F_a = F_a - \frac{k}{n_0} (M_k \otimes 1),
\]

\[
(Y_p \otimes 1)F_a = F_a - \frac{p}{n_0} (Y_p \otimes 1),
\]

\[
(1 \otimes M_k)F_a = F_a(1 \otimes M_k), (1 \otimes Y_p)F_a = F_a(1 \otimes Y_p),
\]

\[
(1 \otimes L_n)F_a = F_a(1 \otimes L_n) + n_0 F_{a+1}(h_a^{(1)} \otimes M_{n+n_0} t).
\]

Proof. The former three equations can be directly obtained by the definition of $F_a$ and Lemma 4(ii). Since both $Y_p$ and $M_k$ commute with $e$, the next two become obvious. It is left to verify the last one. From equations (4), (10) and Lemma 3 one has

\[(1 \otimes L_n)F_a = \sum_{r=0}^{\infty} \frac{1}{r!} h_a^{(r)} \otimes L_n e^t t^r = \sum_{r=0}^{\infty} \frac{1}{r!} h_a^{(r)} \otimes (\sum_{i=0}^{r} (-1)^i \binom{r}{i} e^{r-i}(ad e)^i L_n) t^r
\]

\[= \sum_{i=0}^{\infty} \sum_{r=0}^{\infty} \frac{(-1)^i}{(r+i)!} \binom{r+i}{i} h_a^{(r+i)} \otimes e^t (ad e)^i L_n t^{r+i}
\]

\[= \sum_{i=0}^{\infty} \sum_{r=0}^{\infty} \frac{(-1)^i}{r!} h_a^{(r)} h_a^{(i)} \otimes e^t (ad e)^i L_n t^{r+i}
\]

\[= \sum_{i=0}^{\infty} \frac{(-1)^i}{i!} F_{a+i}(h_a^{(i)} \otimes (ad e)^i L_n t^i)
\]

\[= F_a(1 \otimes L_n) + n_0 F_{a+1}(h_a^{(1)} \otimes M_{n+n_0} t). \]

Lemma 10. For $a \in \mathbb{F}$, $n, k \in \mathbb{Z}$, $p \in \frac{1}{2} + \mathbb{Z}$, $h = \frac{2}{n_0}L_0$ and $e = Y_{2n_0}$, we have

\[(L_n \otimes 1)F_a = F_a - \frac{n}{n_0} (L_n \otimes 1), (M_k \otimes 1)F_a = F_a - \frac{k}{n_0} (M_k \otimes 1),
\]

\[(Y_p \otimes 1)F_a = F_a - \frac{p}{n_0} (Y_p \otimes 1), (1 \otimes M_k)F_a = F_a(1 \otimes M_k),
\]

\[(1 \otimes L_n)F_a = F_a(1 \otimes L_n) - \frac{n}{2} n_0 F_{a+1}(h_a^{(1)} \otimes Y_{n+n_0}) t
\]

\[+ \frac{n(n-n_0)}{4} F_{a+2}(h_a^{(2)} \otimes M_{n+n_0}) t^2,
\]

\[(1 \otimes Y_p)F_a = F_a(1 \otimes Y_p) - (p-n_0) F_{a+1}(h_a^{(1)} \otimes M_{p+n_0}) t.
\]

Proof. It only needs to verify the last two formulas since the other four are obvious because of Lemma 4(ii). By (4), (10) and Lemma 3 one has

\[(1 \otimes L_n)F_a = \sum_{r=0}^{\infty} \frac{1}{r!} h_a^{(r)} \otimes L_n e^t t^r
\]

\[+ \sum_{r=0}^{\infty} \frac{1}{r!} h_a^{(r)} \otimes \prod_{s=0}^{r} \left( Y_{n_0} - \frac{n_0}{2} s \right)^2.
\]
Again by (4), (10) and Lemma 8, one has

\[ F_a(1 \otimes L_n) - \frac{n - n_0}{2} F_{a+1}(h_a^{(1)} \otimes Y_{n+\frac{n_0}{2}}) t + \frac{n(n - n_0)}{4} F_{a+2}(h_a^{(2)} \otimes M_{n+n_0}) t^2. \]

Again by (4), (10) and Lemma 8 one has

\[
(1 \otimes Y_p) F_a = \sum_{r=0}^{\infty} \frac{1}{r!} h_a^{(r)} \otimes \left( e^r Y_p - r(p - \frac{n_0}{2}) e^{r-1} M_{p+\frac{n_0}{2}} \right) t^r
\]

\[
= F_a(1 \otimes Y_p) - (p - \frac{n_0}{2}) \sum_{r=0}^{\infty} \frac{1}{(r-1)!} h_a^{(r)} \otimes e^{r-1} M_{p+\frac{n_0}{2}} t^r
\]

\[
= F_a(1 \otimes Y_p) - (p - \frac{n_0}{2}) \sum_{r=0}^{\infty} \frac{1}{r!} h_a^{(r+1)} \otimes e^r M_{p+\frac{n_0}{2}} t^{r+1}
\]

\[
= F_a(1 \otimes Y_p) - (p - \frac{n_0}{2}) \sum_{r=0}^{\infty} \frac{1}{r!} h_a^{(r)} h_a^{(1)} \otimes e^r M_{p+\frac{n_0}{2}} t^{r+1}
\]

\[
= F_a(1 \otimes Y_p) - (p - \frac{n_0}{2}) F_{a+1}(h_a^{(1)} \otimes M_{p+\frac{n_0}{2}}) t. \tag*{\blacksquare}
\]

**Lemma 11.** For \( a \in \mathbb{F}, \ n, k \in \mathbb{Z}, \ p \in \frac{1}{2} + \mathbb{Z}, \ h = \frac{1}{n_0} L_0 \) and \( e = M_{n_0}, \) we have

\[
L_n u_a = u_{a + \frac{n}{n_0}} (L_n - n_0 M_{n+n_0} h_1^{[1]} t), \tag{14}
\]

\[
M_k u_a = u_{a + \frac{n}{n_0}} M_k, \quad Y_p u_a = u_{a + \frac{p}{n_0}} Y_p. \tag{15}
\]

**Proof.** From Lemma 11), and since both \( Y_p \) and \( M_k \) commute with \( e, \) one can easily obtain the last two equations of (15). By (4), (11) and Lemma 8 we have

\[
L_n u_a = \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} h_a^{[r]} L_n e^r t^r
\]

\[
= \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} h_a^{[r]} e^r L_n + n_0 e^{r-1} M_{n+n_0} t^r
\]

\[
= u_{a + \frac{n}{n_0}} L_n + n_0 \sum_{r=1}^{\infty} \frac{(-1)^r}{(r-1)!} h_a^{[r]} e^{r-1} M_{n+n_0} t^r
\]

\[
= u_{a + \frac{n}{n_0}} L_n - \frac{n_0}{r!} h_a^{[r+1]} e^r M_{n+n_0} t^{r+1}
\]

\[
= u_{a + \frac{n}{n_0}} L_n - n_0 \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} h_a^{[r]} e^{r} M_{n+n_0} t^{r+1}
\]
Lemma 12. For $a \in \mathbb{F}$, $n, k \in \mathbb{Z}$, $p \in \frac{1}{2} + \mathbb{Z}$, $h = \frac{2a}{n_0} L_0$ and $e = Y_{n_0}$, we have

\[
M_k u_a = u_a + \frac{2a}{n_0} M_k, \quad Y_p u_a = u_a + \frac{2a}{n_0} \left( Y_p + \left( p - \frac{n_0}{2} \right) M_p + \frac{n_0}{2} h^{[1]} \right), \quad (16)
\]

\[
L_n u_a = u_a + \frac{2a}{n_0} \left( L_n + \frac{n-n_0}{2} Y_n + \frac{n_0}{4} h^{[1]}_1 - a t + \frac{n(n-n_0)}{4} M_{n+n_0} h^{[2]}_2 - a t^2 \right). \quad (17)
\]

Proof. The first equation of (16) is obvious by Lemma 4(ii) and since $e^{10} Yucai SU, Lamei YUAN

\[
\sum_{i=0}^{\infty} \frac{(-1)^r}{r!} h^{[r]}_{-a - \frac{2a}{n_0}} L_n e^{-i} L_n t^r
\]

\[
= \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} h^{[r]}_{-a - \frac{2a}{n_0}} \left( \sum_{i=0}^{r} (-1)^i \binom{r}{i} e^{ir} (ad e)^i L_n t^r \right)
\]

\[
= \sum_{i=0}^{\infty} \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} h^{[r]}_{-a - \frac{2a}{n_0}} \left( \binom{r+i}{i} e^{ir} (ad e)^i L_n t^{r+i} \right)
\]

\[
= \sum_{i=0}^{\infty} \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} h^{[r]}_{-a - \frac{2a}{n_0}} \left( \binom{r+i}{i} e^{ir} (ad e)^i L_n t^{r+i} \right)
\]

\[
= \sum_{i=0}^{\infty} \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} h^{[r]}_{-a - \frac{2a}{n_0}} \left( \binom{r+i}{i} e^{ir} (ad e)^i L_n t^{r+i} \right)
\]

\[
= u_a + \frac{2a}{n_0} \left( \sum_{i=0}^{\infty} \frac{(-1)^i}{i!} h^{[i]}_{-a - \frac{2a}{n_0}} (ad e)^i L_n t^i \right)
\]

\[
= u_a + \frac{2a}{n_0} \left( L_n + \frac{n-n_0}{2} Y_n + \frac{n_0}{4} h^{[1]}_1 + \frac{n(n-n_0)}{4} M_{n+n_0} h^{[2]}_2 - a t^2 \right)
\]

In addition, by Lemma 8, one has

\[
Y_p u_a = \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} h^{[r]}_{-a - \frac{2a}{n_0}} Y_p e^{ir} t^r
\]

\[
= \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} h^{[r]}_{-a - \frac{2a}{n_0}} \left( e^{r} Y_p - r \left( p - \frac{n_0}{2} \right) e^{-r-1} M_p + \frac{n_0}{2} \right) t^r
\]

\[
= u_a + \frac{2a}{n_0} \left( Y_p - \left( p - \frac{n_0}{2} \right) \sum_{r=1}^{\infty} \frac{(-1)^r}{r!} h^{[r]}_{-a - \frac{2a}{n_0}} e^{-r-1} M_p + \frac{n_0}{2} \right) t^r
\]

\[
= u_a + \frac{2a}{n_0} \left( Y_p - \left( p - \frac{n_0}{2} \right) \sum_{r=1}^{\infty} \frac{(-1)^r}{r!} h^{[r]}_{-a - \frac{2a}{n_0}} e^{r} M_p + \frac{n_0}{2} \right) t^{r+1}
\]

\[
= u_a + \frac{2a}{n_0} \left( Y_p - \left( p - \frac{n_0}{2} \right) \sum_{r=1}^{\infty} \frac{(-1)^r}{r!} h^{[r]}_{-a - \frac{2a}{n_0}} e^{r} M_p + \frac{n_0}{2} \right) t^{r+1}
\]
Now we have enough in hand to prove our main results in this paper.

**Proof of Theorem 1**  By Lemmas 1, 5, Corollary 1, Lemmas 7 and 10, we have
\[
\Delta(L_n) = \mathcal{F} \cdot \Delta_0(L_n) \cdot \mathcal{F}^{-1} = \mathcal{F} \cdot (L_n \otimes 1) \cdot F + \mathcal{F} \cdot (1 \otimes L_n) \cdot F \\
= \mathcal{F} \cdot F_n \frac{\delta}{n_0} \cdot L_n \otimes 1 + \mathcal{F} \cdot (F \cdot 1 \otimes L_n + n_0 F_1 \cdot h^{(1)} \otimes M_{n_0 + n} t) \\
= 1 \otimes (1 - et) \frac{\delta}{n_0} \cdot L_n \otimes 1 + 1 \otimes L_n + n_0 \otimes (1 - et)^{-1} \cdot (h^{(1)} \otimes M_{n_0 + n} t) \\
= 1 \otimes L_n + L_n \otimes (1 - et) \frac{\delta}{n_0} + n_0 h \otimes (1 - et)^{-1} M_{n_0 + n} t.
\]
\[
\Delta(M_k) = \mathcal{F} \cdot (M_k \otimes 1) \cdot F + \mathcal{F} \cdot (1 \otimes M_k) \cdot F \\
= \mathcal{F} \cdot F_n \frac{\delta}{n_0} \cdot (M_k \otimes 1) + \mathcal{F} \cdot F(1 \otimes M_k) \\
= 1 \otimes (1 - et) \frac{\delta}{n_0} \cdot (M_k \otimes 1) + 1 \otimes M_k = M_k \otimes (1 - et) \frac{\delta}{n_0} + 1 \otimes M_k.
\]
\[
\Delta(Y_p) = \mathcal{F} \Delta_0(Y_p) \mathcal{F}^{-1} = \mathcal{F} \cdot Y_p \otimes 1 \cdot F + \mathcal{F} \cdot 1 \otimes Y_p \cdot F \\
= \mathcal{F} \cdot F_n \frac{\delta}{n_0} \cdot Y_p \otimes 1 + \mathcal{F} \cdot F \cdot 1 \otimes Y_p \\
= 1 \otimes (1 - et) \frac{\delta}{n_0} \cdot Y_p \otimes 1 + 1 \otimes Y_p = Y_p \otimes (1 - et) \frac{\delta}{n_0} + 1 \otimes Y_p.
\]

Again by Lemmas 1, 5, Corollary 1 and Lemma 11 we have
\[
S(L_n) = -v L_n u = -v \cdot u_n \frac{\delta}{n_0} (L_n - n_0 M_{n_0 + n_0} h^{[1]} t) \\
= - (1 - et)^{-1} \frac{\delta}{n_0} (L_n - n_0 M_{n_0 + n_0} h^{[1]} t).
\]
\[
S(M_k) = u^{-1} S_0(M_k) u = -v \cdot M_k \cdot u = -v u_n \frac{\delta}{n_0} M_k = -(1 - et)^{-1} \frac{\delta}{n_0} \cdot M_k.
\]
\[
S(Y_p) = u^{-1} S_0(Y_p) u = -v \cdot Y_p \cdot u = -v \cdot u_n \frac{\delta}{n_0} \cdot Y_p = -(1 - et)^{-1} \frac{\delta}{n_0} \cdot Y_p.
\]

Hence, we get the results. \( \square \)

**Proof of Theorem 2**  By Lemmas 1, 5, Corollary 1, Lemmas 7 and 10, we have
\[
\Delta(L_n) = \mathcal{F} \Delta_0(L_n) \mathcal{F}^{-1} = \mathcal{F} \cdot L_n \otimes 1 \cdot F + \mathcal{F} \cdot 1 \otimes L_n \cdot F \\
= \mathcal{F} \cdot F_n \frac{\delta}{n_0} \cdot L_n \otimes 1 + \mathcal{F} \cdot (F \cdot 1 \otimes L_n + \frac{n_0 - n}{2} F_1 \cdot h \otimes Y_n + \frac{n_0}{2} t) \\
+ \frac{n(n - n_0)}{4} F_2 \cdot h^{(2)} \otimes M_{n_0 + n_0} t^2 \\
= 1 \otimes (1 - et) \frac{2n_0}{n_0} L_n \otimes 1 + 1 \otimes L_n + \frac{n_0 - n}{2} \otimes (1 - et)^{-1} h \otimes Y_n + \frac{n_0}{2} t \\
+ \frac{n(n - n_0)}{4} \otimes (1 - et)^{-2} \cdot h^{(2)} \otimes M_{n_0 + n_0} t^2 \\
= L_n \otimes (1 - et) \frac{2n_0}{n_0} + 1 \otimes L_n + \frac{n_0 - n}{2} h \otimes (1 - et)^{-1} Y_n + \frac{n_0}{2} t \\
+ \frac{n(n - n_0)}{4} h^{(2)} \otimes (1 - et)^{-2} M_{n_0 + n_0} t^2.
\]
\[ \Delta(M_k) = \mathcal{F} \cdot M_k \otimes 1 \cdot F + \mathcal{F} \cdot 1 \otimes M_k \cdot F = \mathcal{F} \cdot F \cdot M_k \mathcal{F} \cdot 1 + \mathcal{F} \cdot F \cdot 1 \otimes M_k \]
\[ = 1 \otimes (1 - et) \frac{2k}{n} \cdot M_k \otimes 1 + 1 \otimes M_k = M_k \otimes (1 - et) \frac{2k}{n} + 1 \otimes M_k. \]

\[ \Delta(Y_p) = \mathcal{F} \Delta_0(L_n) \mathcal{F}^{-1} = \mathcal{F} \cdot Y_p \otimes 1 \cdot F + \mathcal{F} \cdot 1 \otimes Y_p \cdot F = \mathcal{F} F \frac{2k}{n_0} \cdot Y_p \otimes 1 + \mathcal{F} \cdot (F(1 \otimes Y_p) - (p - \frac{n_0}{2})F_1(h \otimes M_p + \frac{n_0}{2})t) \]
\[ = 1 \otimes (1 - et) \frac{2k}{n} \cdot Y_p \otimes 1 + 1 \otimes Y_p - (p - \frac{n_0}{2}) \otimes (1 - et)^{-1} \cdot h \otimes M_p + \frac{n_0}{2}t \]
\[ = 1 \otimes Y_p + Y_p \otimes (1 - et) \frac{2k}{n} - (p - \frac{n_0}{2})h \otimes (1 - et)^{-1} M_p + \frac{n_0}{2}t. \]

Again by Lemmas 11, 13, Corollary 1 and Lemma 12, we have

\[ S(L_n) = u^{-1} S_0(L_n)u = -vL_nu \]
\[ = -vu \frac{2n}{n_0} (L_n + \frac{n - n_0}{2} Y_{n + \frac{n_0}{2}} h_1^{[1]} t + \frac{n(n - n_0)}{4} M_{n + n_0} h_2^{[2]} t^2) \]
\[ = -(1 - et) \frac{2n}{n_0} (L_n + \frac{n - n_0}{2} Y_{n + \frac{n_0}{2}} h_1^{[1]} t + \frac{n(n - n_0)}{4} M_{n + n_0} h_2^{[2]} t^2). \]

\[ S(Y_p) = u^{-1} S_0(Y_p)u = -v Y_p u = -v \cdot u \frac{2n}{n_0} \cdot (Y_p + (p - \frac{n_0}{2})M_{p + \frac{n_0}{2}} h_1^{[1]} t) \]
\[ = -(1 - et) \frac{2n}{n_0} (Y_p + (p - \frac{n_0}{2})M_{p + \frac{n_0}{2}} h_1^{[1]} t). \]

\[ S(M_k) = u^{-1} S_0(M_k)u = -v \cdot M_k u = -v \cdot u \frac{2k}{n_0} M_k = -(1 - et) \frac{2k}{n_0} M_k. \]

So the proof is complete! \( \square \)

**Remark 2.** In this paper, we have presented two kinds of Hopf algebraic structures on \( U(\mathcal{L})[[t]] \) using the Drinfel’d twists. During the process of constructing the Drinfel’d twists, we see that any of them is definitely determined by some classical Yang-Baxter \( r \)-matrix \( r \) (namely, the Lie bialgebra structures of \( \mathcal{L} \)). So any two different elements \( h, c \in \mathcal{L} \) such that \( [h, c] = e \) can determine a Drinfel’d twist and thus a Hopf algebraic structure. This is one of the reasons why it is difficult to determine all Hopf algebraic structures on \( U(\mathcal{L})[[t]] \). It is sure that there exist other Hopf algebraic structures different from that given in our paper. One clear example is to take \( h = \frac{L_n}{n_0} \) and \( e = L_{n_0} \) for a fixed nonzero integer \( n_0 \). It is easy to see \( [h, e] = e \). Thus one can get another Hopf algebraic structure using the similar arguments as above.
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