Analysis on the Impact of Data Augmentation on Target Recognition for UAV-Based Transmission Line Inspection
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1. Introduction

Transmission line inspection plays a very important role in ensuring the safety of the power system. In recent years, with the development of Unmanned Aerial Vehicle (UAV) technology, UAVs have been successfully applied in power transmission line inspection. In the traditional transmission line inspection method based on UAV, under the control of the operators, the UAVs fly along the specific inspection route and use the cameras to collect images or videos at certain locations. These images or videos will be transmitted back to the operators to obtain the actual flight paths, the environment around the UAVs, and the targets to be identified. In this method, target recognition mainly depends on human experience, which limits the efficiency and accuracy of it [1].

With the progress of artificial intelligence technology, increasing attention has been paid to UAV autonomous inspection technology. As shown in Figure 1, by using GPS and intelligent image recognition technology, UAV can realize autonomous planning of inspection path, automatic obstacle avoidance, and intelligent recognition of suspicious targets. It is clear that the accuracy of image recognition directly determines the success of UAV autonomous...
In recent years, the development of the deep learning technology has greatly improved the performance of image target recognition [2–4]. The performance of deep learning models highly rely on the number of valid training samples; unfortunately, lack of valid training samples is a common problem in deep learning model training. Due to the complexity of the environmental conditions and targets, as well as the limitations of images collection and annotation, the valid samples usually cannot cover most of all possible situations. As a result, the generalization ability of the recognition models is reduced, making them hardly usable in the practical scenes. To overcome this issue, some data augmentation methods have been developed to generate additional samples for deep learning models training [5–10]. Although these methods have been widely used, currently there is no quantitative study on the impacts of them on target recognition, which greatly limits the usage of these data augmentation methods.

In this paper, taking insulator strings as the target, the impact of a series of widely used data augmentation methods on the accuracy of target recognition is studied. The reason of choosing insulator strings as the target is that, in the transmission line, insulator strings are widely installed and have a variety of types, which are also fault prone elements. Once an insulator string fails, the transmission line cannot work normally and a large area of power failure is caused, which poses a great threat to the safe and stable operation of the power system. The recognition of insulator strings is a very important step to detect the fault of them, and the recognition accuracy of the insulator strings directly determines the result of insulator string fault detection. However, due to the complex background, the various shapes of insulator strings, uncertain shooting parameters of the cameras, and the recognition of insulator string are still a very challenging work. Although the recent advanced deep learning-based methods provide a promising approach to solve this issue, they suffer the insufficient training sample issue, similar with many other practical scenes. Therefore, data augmentation methods are usually adopted when training a deep learning-based model for insulator string recognition. Currently, the widely used data augmentation methods include histogram equalization [1, 6, 8], Gaussian blur [1, 7], translation [1, 5, 10], scaling [9, 10], and rotation [1, 9, 10]. Although these data augmentation methods have been widely used, there is still a lack of quantitative analysis of the impact of different augmentation methods on recognition results, which seriously hinders the further improvement of data augmentation impact.

To overcome this issue, this paper studies the impact of some widely used data augmentation methods on the accuracy of target recognition, including histogram equalization, Gaussian blur, random translation, scaling, cutout, and rotation. Extensive experiments are carried out, and it is found that data augmentation plays an important role in improving the recognition performance of the model when the dataset is small. Meanwhile, Gaussian blur, scaling, and rotation have a great impact on the target recognition performance.

The rest of this paper is arranged as follows. Section 2 reviews the related works, and Section 3 gives the details of different data augmentation methods and examples. Section 4 presents extensive experiments and analyzes the impact of data augmentation methods on target recognition, and Section 5 is the conclusion.

2. Related Works

The safe and stable operation of the power system is of great significance to human life. Intelligent analysis of the power system has always been a research hotspot [11, 12]. As a key element of the power transmission line, insulator string recognition and defect detection is a research hotspot. As an important part of the transmission line, the state of insulator string directly determines the operation safety of the transmission line. Therefore, insulator string recognition and fault detection has always been a research hotspot. Insulator string recognition can be carried out using traditional image processing methods or the recent advanced deep learning-based methods. Because the insulator string in the image does not always follow certain directions, the recognition methods need to detect the insulator string along all possible direction, which is very time consuming. To overcome this issue, Zhao et al. [13] propose an insulator string recognition method based on orientation angle detection and binary shape prior knowledge. Zhao et al. [14] propose an insulator strings recognition method in infrared image based on binary robust invariant scalable keypoints (BRISK) and vector of locally aggregated descriptors (VLAD).

With the development of deep learning technology, many neural networks or convolutional neural networks (CNNs) methods have been proposed [15–20]. Zhao et al. [15] adopt the VGG16 structure and replace the last three fully connected layers with a VLAD pooling layer, and a SVM is trained for binary image classification. Sadykova et al. [9] adopt the You Only Look Once (YOLO) model for insulator string recognition. Chen et al. [18] use the You YOLO V3 algorithm for insulator strings recognition. Meanwhile, they improve the image quality using a super-resolution method based on Super-Resolution Convolutional Neural Network (SRCNN). In [20], Kang et al. use a faster R-CNN network for insulator string recognition, and a deep multitask neural network for insulator string defect detection. Miao et al. [5] use a single shot multibox detector
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(SSD) for insulator string recognition. Jiang et al. [6] use SSD for insulator string defect detection from the entire image, the multi-insulator image, and the single-insulator image and then adopt ensemble learning to combine the results. In [7], Sampedro et al. first propose Up-Net, a fully convolutional network (FCN) architecture, for insulator string segmentation, and then design a Siamese convolutional neural network (SCNN-) based method for insulator string defect detection. Ling et al. [8] and Li et al. [10] use a faster R-CNN network for insulator string recognition and a U-net for insulator string defect detection. Tao et al. [1] propose a CNN cascading architecture for insulator string recognition and defect detection.

Similar with many other practical recognition tasks based on deep leaning technology, the performance of deep learning models of insulator string recognition highly rely on the number of valid training samples. However, due to the complexity of the environmental conditions and targets, as well as the limitations of image collection and annotation, the valid samples usually cannot cover most of all possible situations. To overcome this issue, some data augmentation methods have been developed to generate additional samples for deep learning model training. For example, Miao et al. [5] adopt horizontal and vertical flip; Jiang et al. [6] adopt horizontal flip and gamma correction; Tao et al. [1] adopt affine transformation, insulator and new background fusion, Gaussian blur, and brightness transformation; Ling et al. [8] adopt augmentation methods including random flip, crop, random saturation, brightness, and contract perturbation. Sadykova et al. [9] adopt many augmentation methods such as Gaussian noise, Gaussian blur, average blur, Median blur, rotation, scaling, addition, and multiplication. Li et al. [10] adopt more augmentation methods such as mirroring, rotation, affine transformation, Gaussian white noise, brightness and color transformation, and other data augment operations. Although these image augmentation methods have been widely used, at present, there is lack of quantitative study on the impacts of them on target recognition.

3. Data Augmentation

3.1. Histogram Equalization. Histogram equalization is to stretch the image nonlinearly and redistribute the pixel value of the image so that the gray histogram of the original image changes from a certain gray range to a uniform distribution in the whole range. For a RGB image in this paper, first, the image is converted from RGB space to HSV space, and then histogram equalization is performed on the V channel in HSV space as

\[ p_r(r_k) = \frac{n_k}{n}, \quad k = 0, 1, ..., L - 1, \]

where \( n \) is the total number of pixels in the image, \( n_k \) is the number of pixels with gray level \( r_k \), and \( L \) is the total number of possible gray levels in the image.

Meanwhile, the pixels of the gray level \( r_k \) in the image can be mapped to the corresponding pixels of the gray level \( s_k \) in the output image by

\[ s_k = \sum_{j=0}^{k} p_r(r_k) = \sum_{j=0}^{k} \frac{n_j}{n}, \quad k = 0, 1, ..., L - 1. \]

Figure 2 gives two examples of histogram equalization, in which Figures 2(a) and 2(c) are original images, and Figures 2(b) and 2(d) are corresponding images after histogram equalization. From Figure 2, it can be seen that, compared with the original images Figures 2(a) and 2(c), the images after histogram equalization Figures 2(b) and 2(d) have a better visual impact. However, whether this impact can benefit the performance of target recognition is not clear, which will be verified in Section 4.

3.2. Gaussian Blur. Gaussian blur is to transform the weight of each pixel in an image according to the Gaussian distribution function using the weighted average value with the surrounding pixels:

\[ G(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{(x^2+y^2)}{2\sigma^2}}, \]

where \( \sigma \) is the standard deviation, and \( x \) and \( y \) are the coordinates of pixels in the Gaussian blur kernel. Then a Gaussian blurred image \( I_b \) can be obtained by

\[ I_b = I \circ G(x, y), \]

where \( \circ \) is the convolution operator.

The impact of Gaussian blur depends on the standard deviation \( \sigma \) and the size of the Gaussian blur kernel. In this paper, the standard deviation of Gaussian blur is fixed as 5, and the sizes of the Gaussian blur kernels are set to 3 \( \times \) 3, 7 \( \times \) 7, and 11 \( \times \) 11, respectively. Figure 3 gives an example of an image blurred by different Gaussian blur kernels, where Figure 3(a) is the original image and Figures 3(b)–3(d) are blurred images resulted from Gaussian blur with the kernels 3 \( \times \) 3, 7 \( \times \) 7, and 11 \( \times \) 11, respectively.

The Gaussian blurred image is to simulate the defocusing effect when the target is not in the focus position of the camera during exposure, which is a common phenomenon. Therefore, it may be an effective data augmentation method.

3.3. Random Translation. Random translation is to keep the size of the image unchanged and move the whole image up/down/left/right for a certain distance. In this paper, the translation distance is random, but ensures that the insulator string will not be moved out of the image. Figure 4 gives two examples of random translation, in which Figures 4(a) and 4(c) are original images, and Figures 4(b) and 4(d) are corresponding images after random translation. Note that the vacant area resulted from random translation are filled by zeroes.

3.4. Image Scaling. Image scaling is to resize the image while keeping the image aspect ratio of the length and width unchanged. This strategy is used to simulate the effect of different focal lengths of the camera on the shooting results.
Figure 2: Images before and after histogram equalization.

Figure 3: Continued.
In this paper, two scaling ratios 0.5 and 2 are applied. Figure 5 gives two examples of image scaling, in which Figures 5(a) and 5(c) are original images and Figures 5(b) and 5(d) are corresponding images after image scaling. Similar with random translation, the vacant area resulted from image scaling are filled by zeroes. Note that, for some images, parts of insulator strings may be out of the images.

3.5. Image Cutout. Image cutout is the process of generating a new image by eliminating a certain region of the image. Cutout can simulate the situation that the target is partially occluded, which is a common phenomenon in a natural image. In this paper, image cutout is carried out by eliminating a region with the size of 100 * 100. The region is randomly selected in any position of the image. Note that the
region may not be completely in the image, e.g., at the boundary of the image. Meanwhile, if less than 50% of the region appears in the image, then the region will be resampled. This strategy is used to ensure that the valid area of the eliminated region will not be significantly reduced at the boundary of the image. Figure 6 gives two examples of image cutout, in which Figures 6(a) and 6(c) are original images and Figures 6(b) and 6(d) are corresponding images after image cutout.

3.6. Image Rotation. Compared with general objects in natural images, the aspect ratio of insulator string is extremely large. The algorithms based on CNN are to search the region in the current image with high similarity with the labeled region in the training samples. When the algorithm based on CNN is applied to the identification of insulator strings, the overlapping area of insulator strings at different directions is greatly reduced due to the influence of the extremely large aspect ratio. Therefore, when the direction of the insulator string in the detected image is different from that in the training sample set, the detection rate will be greatly reduced. As a result, image rotation [1, 9, 10] has been adopted to increase the coverage of insulator string directions in the training set. In this paper, the relationship between the target rotation angle and recognition rate will be analyzed quantitatively. In order to achieve this goal, first, the image is rotated to make the insulator string in the image in a horizontal position; second, the aspect ratio of the insulator strings in the images are calculated, and the images are divided into the large class and the small class according to the aspect ratio; finally, the images belonging to the large class and the small class are used for training and testing, respectively; for the test set image, it is rotated to $-87^\circ$, $-84^\circ$, $-81^\circ$, $-78^\circ$, $-75^\circ$, $-72^\circ$, $-69^\circ$, $-66^\circ$, $-63^\circ$, $-60^\circ$, $-57^\circ$, $-54^\circ$, $-51^\circ$, $-48^\circ$, $-45^\circ$, $-42^\circ$, $-39^\circ$, $-36^\circ$, $-33^\circ$, $-30^\circ$, $-27^\circ$, $-24^\circ$, $-21^\circ$, $-18^\circ$, $-15^\circ$, $-12^\circ$, $-9^\circ$, $-6^\circ$, $-3^\circ$, $0^\circ$, $3^\circ$, $6^\circ$, $9^\circ$, $12^\circ$, $15^\circ$, $18^\circ$, $21^\circ$, $24^\circ$, $27^\circ$, $30^\circ$, $33^\circ$, $36^\circ$, $39^\circ$, $42^\circ$, $45^\circ$, $48^\circ$, $51^\circ$, $54^\circ$, $57^\circ$, $60^\circ$, $63^\circ$, $66^\circ$, $69^\circ$, $72^\circ$, $75^\circ$, $78^\circ$, $81^\circ$, $84^\circ$, and $87^\circ$, respectively, to test whether it can be recognized by the trained model.

Figure 7 gives examples of image rotation, in which Figure 7(a) is the original image and Figure 7(b) is a rotated image that the insulator string in the image is in horizontal position. Figures 7(c) and 7(d) are rotated images, where the insulator strings in the images are $3^\circ$ and $-3^\circ$ from the horizontal.

4. Experiment and Discussion

The basic dataset used in this paper contains 848 insulator string images with a resolution of 1152 * 864, including 600 images with insulator strings and 248 images without insulator string. The dataset is divided into the training set and test set with a ratio of 4 : 1, and the number of images of the training set and test set is 678 and 170, respectively.

The experiments are carried out on a server with ubuntu18.04, python 3.6, and rtx2080ti, and the deep learning framework is Caffe. In this paper, the software

Figure 5: Images before and after scaling.
Figure 6: Images before and after cutout.

Figure 7: Continued.
LabelImg is used to label the 848 images in the basic dataset. The target recognition algorithm is faster RCNN [2], and the pretrained model is ZF. For the training process, the initial learning rate is set to 0.001, the weight attenuation coefficient is set to 0.0005, and the momentum value is 0.9.

4.1. Histogram Equalization. For this test, first the training set and test set are augmented by Gaussian blur with a kernel 3 × 3, random translation, scaling (×0.5), and cutout, respectively. After that, the training set and test set are 4 times of the basic dataset, and these data are taken as the original dataset. In order to verify the impact of histogram equalization on recognition performance, the images in the original dataset are processed by histogram equalization, and then a new training set and test set are formed for training and testing. The test results before and after histogram equalization are shown in Table 1, where Ori, Aug, and All are the test results based on the original dataset, the augmented dataset, and all dataset, respectively.

It can be seen from Table 1 that when histogram equalization is used to augment the dataset, the recognition accuracy of the test set processed by histogram equalization is improved by 0.6%. For the original test data and augmented data, the recognition accuracy of the insulator string is improved by 0.22%, which shows that histogram equalization is a useful method to improve the accuracy of insulator strings recognition, although the impact is not significant.

4.2. Gaussian Blur. For this test, first the training set and test set are augmented by histogram equalization, random translation, scaling (×0.5), and cutout, respectively. After that, the training set and test set are 4 times of the basic dataset. In order to verify the impact of different Gaussian blur kernels on the recognition performance, the dataset is blurred by Gaussian blur with different kernels, and then a new training set and test set are formed. The test results with different Gaussian blur kernels are shown in Table 2, where K1, K2, and K3 are Gaussian blur with kernels 3 × 3, 7 × 7, and 11 × 11, respectively.

It can be seen from Table 2 that the recognition accuracy of the model trained only with the original data on the test set images with 3 × 3, 7 × 7, and 11 × 11 blur kernels decreases in turn; while for the model trained with blurred images and original images or only using the original image, when the test images are blurred with small Gaussian blur kernels (e.g., 3 × 3), the difference of the recognition accuracy among different test datasets is not significant. It means that Gaussian blur with a small kernel has little impact on the result. However, when the training set contains images blurred by large kernels, the recognition accuracy on the test dataset is improved significantly. From the above analysis it can be seen that Gaussian blur is an effective method to improve the accuracy of insulator strings recognition, and the impact is significant.

4.3. Random Translation. For this test, first the training set and test set are augmented by histogram equalization, Gaussian blur with a kernel 3 × 3, scaling (×0.5), and
cutout, respectively. After that, the training set and test set are 4 times of the basic dataset, and these data are taken as the original dataset. In order to verify the impact of random translation on recognition performance, the original dataset is randomly translated, and then a new training set and test set are formed for training and testing. The test results before and after random translation are shown in Table 3.

It can be seen from Table 3 that when the random translation method is used to augment the dataset, the recognition accuracy rate of the test set processed by random translation is improved by 0.36%, and the recognition accuracy rate of the insulator string is improved by 0.23% for the original test data and augmented data, which indicates that the recognition performance of the insulator string can be improved by using the random translation method.

4.4. Image Scaling. For this test, first the training set and test set are augmented by histogram equalization, Gaussian blur with a kernel $3 \times 3$, random translation, and cutout, respectively. After that, the training set and test set are 4 times of the basic dataset, and these data are taken as the original dataset. To verify the impact of different scaling on recognition performance, the images in the original dataset are scaled by 0.5 and 2, respectively, and then a new training set and test set are formed for training and testing. The test results before and after scaling are shown in Table 4.

It can be seen from Table 4 that when using the model trained based on the original dataset, the recognition accuracy on the test images with the scale of 0.5 and 2 is obviously lower than on the original dataset. When the training set contains the images scaled by 0.5, the recognition accuracy of all dataset is improved. Furthermore, when the training set contains the images scaled by 2, the recognition accuracy of images scaled by 2 is improved. It shows that the recognition accuracy of images with different scaling ratios can be improved when the images with different scales are used for training.

4.5. Image Cutout. For this test, first the training set and test set are augmented by histogram equalization, Gaussian blur with a kernel $3 \times 3$, random translation, and cutout, respectively. After that, the training set and test set are 4 times of the basic dataset, and these data are taken as the original dataset. In order to verify the impact of image cutout on recognition performance, the images in the original dataset are processed by cutout, and then a new training set and test set are formed for training and testing. The test results before and after cutout are shown in Table 5.

It can be seen from Table 5 that when using cutout to augment the original dataset, the recognition accuracy of the test set processed by cutout is improved by 0.56%. For the original test data and augmented data, the recognition accuracy of the insulator string is improved by 0.27%, which indicates that cutout is a useful method to improve the accuracy of insulator string recognition.

| Table 3: Test results before and after random translation. |
|-------------|---------|---------|
|            | Ori     | Aug     | All     |
| Training set |         |         |         |
| Ori         | 0.9011  | 0.9017  | 0.9004  |
| All         | 0.9031  | 0.7955  | 0.6230  | 0.7928  |

| Table 4: Test results before and after scaling. |
|-------------|---------|---------|---------|
|            | Ori     | ×0.5    | ×2      | All     |
| Training set |         |         |         |         |
| Ori         | 0.9026  | 0.7955  | 0.6230  | 0.7928  |
| Ori + (×0.5) | 0.9045  | 0.8121  | 0.6539  | 0.8016  |
| Ori + (×2)  | 0.9024  | 0.7240  | 0.9080  | 0.8154  |
| All         | 0.9030  | 0.8131  | 0.9087  | 0.9010  |

| Table 5: Test results before and after cutout. |
|-------------|---------|---------|
|            | Ori     | Aug     | All     |
| Training set |         |         |         |
| Ori         | 0.8997  | 0.8965  | 0.8996  |
| All         | 0.9031  | 0.9021  | 0.9023  |

4.6. Image Rotation. For the basic dataset, first, rotate the image so that the insulator string in the image is in the horizontal position. Second, based on the statistics of the aspect ratio of insulator strings, it can be seen that the aspect ratio of insulator strings is from 1:1 to 14:1. In this paper, taking the aspect ratio 8:1 as the threshold, the images with the insulator string’s aspect ratio greater than 8:1 are classified as class L, and those with the insulator string’s aspect ratio greater than 8:1 are classified as class S. If there are both class L and class S insulator strings in an image, the image belongs to class L and class S at the same time. After that the images of class L and class S are divided into training set and test set according to the ratio of 4:1, and then histogram equalization, Gaussian blur, random translation, scaling, and cutout are used to expand the training set and test set of these two types of images, respectively.

During the test process, for an image, first, rotate it to make the insulator strings are at 0° is the highest; however, with the angle deviation of 0°, the recognition accuracy of insulator string decreases dramatically. When the deviation angle is more than 12°, the model can hardly recognize the insulator string. Meanwhile, although the rotation angle is the same, the recognition...
accuracy is not the same due to different rotation directions. The results show that the general convolution neural network-based recognition method such as faster RCNN used in this paper cannot deal with the issue of target rotation well, and additional strategies are needed to solve the target rotation issue.

5. Conclusion

In this paper, the impact of data augmentation on target recognition for UAV-based transmission line inspection is analyzed. Based on extensive experiments on different data augmentation methods, it can be found that the data augmentation methods such as histogram equalization, random translation, and cutout can improve the target recognition accuracy, but the impact is not significant. Compared with above data augmentation methods, Gaussian blur, scaling, and rotation have a greater impact on the recognition performance of insulator strings. For rotation, the general convolution neural network-based recognition method such as faster RCNN used in this paper cannot deal with the issue of target rotation well, and additional methods should be adopted to solve this issue.
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