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Abstract—To meet the growing mobility needs in intra-city transportation, the concept of urban air mobility (UAM) has been proposed in which vertical takeoff and landing (VTOL) aircraft are used to provide a ride-hailing service. In UAM, aircraft can operate in designated air spaces known as corridors, that link the aerodromes, thus avoiding the use of complex routing strategies such as those of modern-day helicopters and alleviating the burden on the ground transportation system. For safety, a UAM aircraft must use air-to-ground communications to report flight plan, off-nominal events, and real-time movement to ground base stations (GBSs). A reliable communication network between GBSs and aircraft enables UAM to adequately utilize the airspace and create a fast, efficient, and safe transportation system. In this paper, to characterize the wireless connectivity performance for UAM, a suitable spatial model is proposed. For the considered setup, assuming that any given aircraft communicates with the closest GBS, the distribution of the distance between an arbitrarily selected GBS and its associated aircraft and the Laplace transform of the interference experienced by the GBSs are derived. Using these results, the signal-to-interference ratio (SIR)-based connectivity probability is determined to capture the connectivity performance of the UAM aircraft-to-ground communication network. Then, leveraging these connectivity results, a wireless-enabled asynchronous federated learning (AFL) framework that uses a Fourier neural network is proposed to tackle the challenging problem of turbulence prediction during UAM operations. For this AFL scheme, a staleness-aware global aggregation scheme is introduced to expedite the convergence to the optimal turbulence prediction model used by UAM aircraft. Simulation results validate the theoretical derivations for the UAM wireless connectivity. The results also demonstrate that the proposed AFL framework converges to the optimal turbulence prediction model faster than the synchronous federated learning baselines and a staleness-free AFL approach. Furthermore, the results characterize the performance of wireless connectivity and convergence of the aircraft’s turbulence model under different parameter settings, offering useful UAM design guidelines.

Index Terms—Wireless networks, machine learning, connected vehicles.

I. INTRODUCTION

A. UAM System Overview

According to the world urbanization prospects released by the United Nations, by 2030, more than 60% of the world’s population will live in urban areas and this percentage will jump to 70% by 2050 [2]. Given this growth, mobility demands will push the ground transportation system to its limits, leading to a long commute for the public and significant economic costs for the society. In order to meet future mobility needs, the novel concept of Urban air mobility (UAM) was proposed [3]. UAM will introduce vertical takeoff and landing (VTOL) aircraft to integrate the third dimension, i.e., airspace above cities, into the urban transportation system. Recent technology advances on distributed electric propulsion, electrical energy storage, lightweight airframe structures, and electric VTOL are rapidly making UAM a reality [3].

As shown in Fig. 1, a UAM system is composed of VTOL aircraft, aerodromes, corridors, and ground base stations (GBSs). In particular, aerodromes are designed to support the arrival and departure operation of the aircraft. Moreover, the corridors linking different aerodromes constitute the airspace designated for UAM operations. Different from complex routing strategies currently used for helicopter applications, the idea of corridors can dramatically reduce the complexity of operations [3]. Also, due to common mobility patterns shared by the public, corridors are usually concentrated around centralized points (CPs), such as residential, shopping, and business areas. In addition, GBSs in UAM will function as service providers that constantly communicate with the aircraft and deliver necessary information (e.g., weather and terrain), approve the flight plan submitted by the aircraft, and monitor the aircraft movements.

Each UAM operation has two major phases: planning and en-route. In the planning phase, once an aircraft receives a
Different from commercial jet aircraft, UAM aircraft are more susceptible to turbulence, i.e., air flow velocity changes around the aircraft [12]. The challenge in the UAM operation will be dealing with turbulence due to high winds and navigation degradation, as well as to off-nominal events (e.g., deviation from selected corridors) that occurred events (e.g., poor weather), the turbulence models operate in a new environment or encounters less frequently. As a result, when the UAM aircraft perform the model training with high scalability and identically distributed local turbulence data across UAM aircraft. To this end, one can use federated learning (FL) to build a cooperative learning framework in which a GBS aggregates the knowledge learned by a group of UAM aircraft, without a large data transmission over the aerial communication links as in centralized machine learning frameworks [16]. Also, compared with classical decentralized machine learning frameworks, FL can handle unbalanced and non-independent and identically distributed local turbulence data across UAM aircraft and perform the model training with high scalability and flexibility [17]. However, it will be challenging to use conventional FL frameworks [18], [19], [20], [21], [22], [23], [24], [25], [26] for UAM aircraft turbulence prediction. On the one hand, synchronous FL algorithms, such as those in [18], [19], [20], [21], and [22], are not suitable for UAM aircraft turbulence prediction due to the following two reasons. First, for syn-
chronous FL frameworks, like FedAvg [18] and FedProx [19], UAM aircraft will suffer from the straggler effect where some local aircraft take much longer time than others to send their learned knowledge to the GBS, thereby increasing the convergence time and jeopardizing the aircraft’s ability to quickly predict the turbulence. Second, for synchronous FL schemes, like scalable FL [20], FedPAQ [21], and DPF [22], not all UAM aircraft can participate in the FL training and some important local model updates can be discarded, leading to a poor real-time turbulence prediction performance. On the other hand, since the staleness associated with the local trained model parameters is not properly considered, the prior work on asynchronous FL (AFL) [23], [24], [25], [26], [27], [28], [29] is not suitable for handling the UAM turbulence prediction task. For instance, these prior works either ignore staleness (e.g., [23] and [24]) or rely on impractical assumptions, like bounded staleness [25], [26], [27], [28], [29], in their designed frameworks. However, because of the varying wireless channel conditions and aircraft mobility, the staleness associated with the local model update will be unbounded (i.e., not limited to a specified range), and it will also vary from one UAM aircraft to another. If not being properly considered in the AFL framework design, such a unbounded and randomly distributed staleness can impede the convergence to the optimal turbulence prediction model used by UAM aircraft [30].

C. Contributions and Outcomes

The main contribution of this paper is a wireless-enabled AFL framework in which UAM aircraft use the communication network to collaboratively train a federated FNN and perform efficient turbulence prediction. In particular, to characterize how aircraft leverage wireless connectivity for AFL, we propose a stochastic geometry based spatial model for GBSs, corridors, and aircraft in UAM system. Moreover, we perform the wireless connectivity analysis for aircraft-to-GBS communication network in UAM. In contrast to [1], here, we also propose a wireless-enabled AFL framework in which UAM aircraft use the wireless network to collaboratively optimize the FNN-based turbulence prediction model, based on the wireless connectivity study. To mitigate the impact of staleness on convergence, we develop a staleness-aware AFL framework and analyze the convergence. The novelty of this work lies in the following key contributions:

- We propose a novel, rigorous performance analysis of aircraft-to-GBS communication networks in UAM. In particular, by leveraging Poisson point process (PPP), Poisson cluster process (PCP), and Poisson line process (PLP) from stochastic geometry, we model the spatial distribution of GBSs, corridors, and aircraft in UAM. Assuming that any given aircraft will communicate with the closest GBS, we further derive the Laplace transform of the interference experienced by a GBS and the communication distance distribution between the GBS and its associated aircraft. Using these results, we obtain the signal-to-interference ratio (SIR)-based connectivity probability for the aircraft-to-GBS communication network in UAM.

- We propose a wireless-enabled collaborative learning framework consisting of FNN and AFL to optimize the turbulence prediction model for UAM aircraft. In particular, the local UAM aircraft will train an FNN model using their own data and, then, transmit the trained FNN parameters to the GBS via the UAM wireless network. Next, the GBS will aggregate the received parameters and generate a new global model in an asynchronous fashion. Based on the wireless connectivity study, we derive the staleness distribution of local FNN updates received at the GBS and the number of UAM aircraft that participate in AFL.

- To mitigate the impact of staleness on the overall convergence, we propose a staleness-aware global aggregation scheme for performing AFL. In particular, unlike conventional FL frameworks [18], [19], [20], [21], [22], [23], [24], [25], [26], the proposed staleness-aware global aggregation scheme explicitly considers the unbounded and randomly distributed staleness of locally trained FNN parameters. We then analyze the convergence rate of the proposed AFL framework and highlight the importance of considering the staleness in the global aggregation.

Simulation results validate our theoretical analysis for the wireless connectivity study. Moreover, the results show that our AFL framework can achieve a faster convergence than the conventional synchronous FL counterparts and AFL framework without considering the staleness of local FNN parameters. In addition, the results show the wireless connectivity and FNN model convergence for different UAM parameter settings, offering useful system design insight for deploying UAM. To the best of our knowledge, this is the first work that analyzes the connectivity performance of a UAM communication network and develops a staleness-aware AFL framework to optimize the turbulence prediction model for UAM aircraft.

The rest of the work is organized as follows. Section II presents the system model for UAM. Section III provides a theoretical analysis of the aircraft’s wireless connectivity. Section IV introduces the staleness-aware AFL framework and analyzes the convergence. Section V provides simulation results, and conclusions are drawn in Section VI.

II. SYSTEM MODEL

Consider a group of UAM aircraft, as shown in Fig. 1. During flight, each aircraft will share a flight plan with other aircraft via aircraft-to-aircraft communications so as to maintain a safe distance and avoid collisions. Meanwhile, each aircraft constantly communicates with a GBS to report its location and possible off-nominal events, as well as transmit the turbulence prediction model updates.

A. Spatial Models for UAM

To characterize relative locations of different components in UAM, we must study the spatial modeling of aircraft and GBSs. As shown in Fig. 2, we model the distribution of GBSs as a two-dimensional PPP Ξ with density λb. For the distribution of aircraft, we first model the spatial distribution of CPs and corridors. In particular, to capture the fact that
we model the distance spatial location of centralized corridors, inspired by PCP [32], a one-dimensional PPP with density \( \lambda \). Around CP \( i \in \Phi \), we model the distribution of corridors as a PLP \( \Psi_i \) with density \( \lambda_i \) where all corridors share the same height \( h \). Since there will be a limited number of corridors around each CP, we assume that the maximum number of corridors for each CP is \( N \). In this case, the number of corridors follows a truncated Poisson distribution within the range \([0, N]\).

Similar to [31], the relative location of a corridor around a CP is determined by two factors: the distance \( r \in \mathbb{R}_+ \) between the CP and the corridor and the angle \( \theta \in [0, 2\pi] \) between the positive \( x \)-axis and the line perpendicular to the corridor, as shown in Fig. 2. However, instead of using a randomly distributed \( r \) in \( \mathbb{R}_+ \) that would not capture the realistic spatial location of centralized corridors, inspired by PCP [32], we model the distance \( r \) using the following two approaches. The first approach is aligned with the Thomas cluster process whereby we model the distance \( r \) as a truncated Gaussian distribution as follows: \( f_R(r) = \sqrt{\frac{2}{\pi \sigma}} \exp\left(-\frac{r^2}{2\sigma^2}\right), r \in [0, \infty) \). In the second approach, we model the distance \( r \) as a uniform random variable within \([0, \hat{r}]\) with \( \hat{r} \) being the maximum distance from the CP, i.e., \( f_R(r) = \frac{1}{\hat{r}}, r \in [0, \hat{r}] \). As such, we can guarantee that all corridors around the same CP will pass through a circular disc area with radius \( \hat{r} \), similar to the definition of the Matern cluster process. With these two approaches, we can characterize the fact that the corridors are closely distributed around their CPs instead of being spread over the whole space as considered in [31]. Based on the real deployment and travel demands from the public, we can use either one of these two approaches to model the distance \( r \). Next, on a randomly selected corridor \( j \in \Psi_i \), we assume that the distribution of transmitting aircraft follows a one-dimensional PPP with density \( \lambda_i \).

B. Aircraft-to-GBS Communication Model

Similar to prior works [33], [34], [35], we assume that each aircraft will be served by the closest GBS. Due to the stationarity of the two-dimensional PPP, we arbitrarily select a GBS as the *typical GBS* and assume that it is located at the origin with zero height. Thus, we can calculate the received signal power at the typical GBS from its associated aircraft as

\[
P = pg(h^2 + \beta^2)^{-\frac{\alpha}{2}},
\]

where \( p \) is the transmit power assumed to be the same for all aircraft for simplicity, and \( \beta \) is the distance between the vertical projection of the associated GBS at the plane with height \( h \) and the associated aircraft (note that since the corridor density and UAM aircraft density can vary for different heights, the distribution of distance \( \beta \) will be also different for various heights). \( \alpha \) is the path loss exponent, and \( g \) is the air-to-ground wireless channel gain. We model the communication channels as independent Nakagami channels with an integer \( m \) to characterize a wide range of fading environment.

While receiving the transmission from the associated aircraft, the typical GBS will experience interference from two sources. The first one relates to aircraft who communicate with other GBSs rather than the typical GBS. The second interference source is aircraft who share the flight plan with surrounding aircraft. Taking into account the distribution of the transmitter aircraft in UAM, we can calculate the interference at the typical GBS as follows

\[
I = \sum_{i \in \Phi} \sum_{j \in \Psi_i} \sum_{k \in \Omega_{i,j}} pg'(||x + y||^2 + h^2)^{-\frac{\alpha}{2}},
\]

where, as shown in Fig. 2, \( x = (x_1, x_2) \) is the location of CP \( i \in \Phi \) relative to the vertical projection of the typical GBS at the plane of height \( h \), and \( y = (y_1, y_2) \) denotes the relative location of an interfering aircraft compared to its CP.

C. Learning Model

To accurately predict turbulence, the UAM aircraft will use a combination of FNN and asynchronous FL. In particular, the aircraft will use the architecture of FNN [15] to train their local data, as shown in Fig. 3. The input and output for the FNN will be, respectively, the turbulence flow history data and prediction. Different from conventional machine learning methods that build an approximated function between the inputs and outputs defined in the Euclidean space, the FNN consists of Fourier layers whereby the data in the Fourier space is explicitly considered. The reason for considering data in the Fourier space is due to the fact that the turbulence flow can be decomposed into components at different frequencies. As shown in Fig. 3, by filtering out the components at high frequencies in the Fourier layers, the FNN can reduce the impact of high-frequency noise existing in the data collected at the aircraft, and, thereby, increase the turbulence prediction accuracy.

In AFL, the GBS will act as the parameter server and the set \( K \) of \( K \) associated aircraft will collaboratively learn the FNN-based turbulence prediction model. In particular, the GBS will first generate an initial global FNN parameters \( \omega_0 \) for the FNN model and broadcast it to all associated aircraft. Then, the aircraft will use the received FNN parameters to
train its local data and transmit the updated FNN parameters back to the associated GBS in the uplink. Next, whenever receiving the local FNN parameter updates from any arbitrary aircraft, the GBS will update the global FNN parameters and share the updated parameters with the corresponding aircraft. This AFL process is repeated over uplink-downlink channels between the GBS and the associated aircraft, and the global and local FNN parameters will be sequentially updated. As communication rounds proceed, the model will converge to the optimal turbulence prediction model which is the solution to the following optimization problem:

$$\arg\min_w \sum_{k=1}^{K} \sum_{j=1}^{s_k} \frac{1}{s_k} f_k(w, \xi_j),$$  \hspace{1cm} (3)$$

where $s_k = \sum_{k=1}^{K} s_k$ is the size of the training data across all aircraft with $s_k$ being the size of training data at aircraft $k$. $f_k(w, \xi_j)$ is the loss function of aircraft $k \in K$ when using the FNN model parameter $w$ to train local data $\xi_j$, and $f_k(w) = \sum_{j=1}^{s_k} f_k(w, \xi_j)$ is the total loss at aircraft $k \in K$.

Clearly, in the local FNN training phase, some aircraft use the most updated global model while others can only train stale versions of global model over their data. Given the higher computing power and larger communication bandwidth of a GBS, the local FNN parameters can be updated immediately once the GBS receives the trained model updates from the corresponding aircraft. In this case, the staleness associated to local FNN parameters can thereby defined as the time elapsed since the generation of the local model parameter update that is most recently received at the GBS. If the aircraft complete the local model training and model parameter transmission with less time, their trained FNN parameters will be associated with less staleness. Hence, staleness can be calculated as the time spent on the FNN model training and FNN parameters transmission. For the FNN model training, the computing delay can be derived as $t_{\text{comp}} = \frac{\epsilon}{v}$, where $v$ is size of training data, $\epsilon$ refers to the number of computing cycles needed per bit, and $\epsilon$ is the frequency of CPU clock of UAM aircraft. When calculating the transmission delay, for tractability, we assume that the noise is negligible compared to the interference. Therefore, given the received signal and interference calculated in (1) and (2), the transmission delay will be as $t_{\text{tran}} = \frac{V}{W \log_2(1+P)}$, where $V$ is the size of the data packet containing the FNN parameters and $W$ is the communication bandwidth. Hence, the staleness associated to the locally trained FNN parameters will be given by $\delta = t_{\text{comp}} + t_{\text{tran}}$.

When designing the AFL framework to optimize the turbulence prediction model for UAM aircraft, we need to address a number of challenges. First, to characterize the convergence of the AFL framework, we must determine the number of UAM aircraft that participate in AFL and the staleness distribution of local FNN updates. To this end, one can use tools from stochastic geometry to analyze the performance of a UAM communication network. However, existing stochastic geometry approaches, such as those in [33], [34] and [35], cannot be directly applied to our model. This is because, different from conventional networks (e.g., cellular systems) that can be simply modeled by a single point process, the spatial distribution of UAM aircraft is characterized by a combination of PPP, PCP, and PLP. Meanwhile, due to the fading channels in the UAM wireless network and the mobility of UAM aircraft, the staleness of locally trained FNN parameters will be unbounded and randomly distributed. If the AFL framework is not designed properly, such varying staleness can have a detrimental effect on the overall convergence. Hence, the second challenge will be determining and mitigating the impact of such unbounded and randomly distributed staleness on the overall FNN model convergence. In this way, UAM aircraft can quickly and accurately make the turbulence prediction and take proper actions to secure the operation safety.

In Section III, we take into account the complex distribution of UAM aircraft and analyze the connectivity performance as well as derive the staleness distribution of local FNN parameters and the number of aircraft participating in the AFL. Then, we propose a staleness-aware AFL framework and analyze its convergence in Section IV.

III. PERFORMANCE ANALYSIS OF UAM AIRCRAFT-TO-GBS COMMUNICATION NETWORK

First, we characterize the distance distribution of the typical GBS and its associated aircraft. Then, we calculate the Laplace transform of the interference experienced by the typical GBS. Next, we derive the SIR-based connectivity probability for the aircraft when operating in the UAM corridors. Based on these results, we derive the distribution of staleness of local FNN parameters and the number of aircraft that participate in the AFL.
A. Distance Distribution Between the Typical GBS and Its Associated Aircraft

Since each aircraft communicates with its closest GBS, we can derive the statistical distribution of the distance $\beta$ between the vertical projection of the typical GBS and its associated aircraft in the following lemma that follows from [35].

Lemma 1: For a group of GBSs whose distribution follows a two-dimensional PPP with density $\lambda_b$, the probability density function (PDF) of the distance $\beta$ between the vertical projection of the typical GBS and its associated aircraft is $f_B(\beta) = 2\pi\lambda_b\beta\exp(-\lambda_b\pi\beta^2)$.

With Lemma 1, we can find the statistical distribution of the distance between the typical GBS and its associated aircraft at height $h$ and further use (1) to determine the received signal power at the typical GBS.

B. Laplace Transform of Interference at the Typical GBS

In order to capture the interference experienced by the typical GBS, we need to model the distance between the typical GBS and the interfering aircraft. To this end, we start with the relative location $y = (y_1, y_2)$ of the interfering aircraft around its CP. As shown in Fig. 4, we list four possible relative locations between CP and corridors. Assume that the projected point of CP on the corridor is $z = (z_1, z_2)$ and the distance between $z$ and the aircraft is $u \in R$. Hence, we can obtain the four alternatives for the location of aircraft on the corridor as

$$
\begin{cases}
(z_1 + u\cos(\frac{\pi}{2} - \theta), z_2 - u\sin(\frac{\pi}{2} - \theta)), & \text{if } \theta \in [0, \frac{\pi}{2}), \\
(z_1 + u\cos(\frac{\pi}{2} - \theta), z_2 + u\sin(\frac{\pi}{2} - \theta)), & \text{if } \theta \in [\frac{\pi}{2}, \frac{\pi}{2}), \\
(z_1 - u\cos(3\frac{\pi}{2} - \theta), z_2 + u\sin(3\frac{\pi}{2} - \theta)), & \text{if } \theta \in [\frac{3\pi}{2}, \frac{3\pi}{2}), \\
(z_1 - u\cos(3\frac{\pi}{2} - \theta), z_2 - u\sin(3\frac{\pi}{2} - \theta)), & \text{if } \theta \in [\frac{3\pi}{2}, 2\pi].
\end{cases}
$$

Meanwhile, the location of the CP can be given by:

$$
\begin{cases}
(z_1 - r\cos(\theta), z_2 - r\sin(\theta)), & \text{if } \theta \in [0, \frac{\pi}{2}), \\
(z_1 + r\sin(\theta - \frac{\pi}{2}), z_2 - r\cos(\theta - \frac{\pi}{2})), & \text{if } \theta \in [\frac{\pi}{2}, \frac{\pi}{2}), \\
(z_1 + r\sin(3\frac{\pi}{2} - \theta), z_2 + r\cos(3\frac{\pi}{2} - \theta)), & \text{if } \theta \in [\frac{3\pi}{2}, \frac{3\pi}{2}), \\
(z_1 - r\cos(2\pi - \theta), z_2 + r\sin(2\pi - \theta)), & \text{if } \theta \in [\frac{3\pi}{2}, 2\pi].
\end{cases}
$$

Given the locations of the aircraft and CP for $\theta \in [0, 2\pi)$, we have $y = (u\sin(\theta + r\cos(\theta), -u\cos(\theta + r\sin(\theta)), r \in R_+ \text{ and } u \in R)$. Therefore, the vertical projection point of the typical GBS and the interfering aircraft is $f(x_1, x_2, u, r, \theta) = \|x + y\| = (x_1 + u\sin(\theta + r\cos(\theta) + (x_2 - u\cos(\theta + r\sin(\theta))^2))^{1/2}$. Hence, we can determine the Laplace transform of the interference experienced by the typical GBS in the following lemma.

Lemma 2: When UAM aircraft operating within the corridors are distributed according to the one-dimensional PPP, the Laplace transform of the interference experienced by the typical GBS is

$$
\mathcal{L}(s) = e^{(-\lambda_b f_B + f_B^2(1 - \sum_{m=0}^{\infty} (K_2(l\cos(\theta), l\sin(\theta)))^m P(n|n < N))ld\phi dl)},
$$

where $P(n|n \leq N) = \frac{\lambda_b^{n-1} e^{-(\lambda_b - 1)}}{n!}$, and $K_2(l\cos(\theta), l\sin(\theta), r, \theta) = \int_{R^+} f_B^2(1 + s(f^2(l\cos(\theta), l\sin(\theta), u, r, \theta) + h^2))^{1/2} - m)dt$.

Proof: See Appendix A.

By choosing the proper function $f_B(r)$ in Lemma 2, we can calculate the Laplace transform of the interference when the distance between the corridor and its CP follows a truncated Gaussian distribution or a uniform distribution. Next, we use the Laplace transform of the interference obtained in Lemma 2 to determine the connectivity performance of UAM air-to-ground communications and the staleness distribution of locally trained FNN parameters.

C. Connectivity Probability and Staleness Distribution

The connectivity probability is defined as the probability with which the SIR received by the typical GBS exceeds a target threshold $\gamma$ required for a successful communication. Based on the Laplace transform of the interference obtained in Lemma 2, we can derive the mathematical expression for the connectivity probability in the following theorem.

Theorem 1: When an arbitrarily selected aircraft communicates with its associated GBS in UAM, the connectivity probability can be calculated as

$$
P_{conn} = \int_{R^+} \sum_{m=1}^{\infty} (1 - \frac{1}{m})^m \mathcal{L}(\gamma \min(h^2 + \beta^2, \beta)) f_B(\beta) d\beta,$$

where $\gamma = \min(m!^{-\frac{1}{m}})^{-\frac{1}{m}}$.

Proof: See Appendix B.

From Theorem 1, we can theoretically analyze the connectivity performance of aircraft-to-GBS communication networks in UAM. The results in Theorem 1 also pave the way for optimizing the UAM design to achieve a reliable wireless connectivity and ensure an efficient and safe UAM operation. Based on the Theorem 1, we can derive the mathematical distribution of staleness associated to the FNN parameters, as shown in the following corollary.

Corollary 1: When an arbitrarily selected UAM aircraft participates in the AFL, the staleness of FNN parameters received at the GBS will follow a cumulative distribution function (CDF) as follows:

$$
P_{staleness}(\delta \leq \tau)$$

Fig. 4. Four possible relative locations between CP and corridors where the black solid point, red solid point, and solid line, respectively, show the aircraft, CP, and corridor.
\[ = \int_{\mathbb{R}^+} \sum_{n=1}^{m} (-1)^{\bar{n}+1} \left( \frac{m}{\bar{n}} \right) \times \mathcal{L} \left( \frac{m}{\bar{n}} \right) \left( 2^{\frac{m}{\bar{n}} - 1} - 1 \right) (h^2 + \beta^2)^2 f_B(\beta) d\beta. \quad (7) \]

Proof: We replace \( \gamma \) in Theorem 1 with \( 2^{\frac{m}{\bar{n}} - 1} - 1 \) and the rest of the proof is similar to Theorem 1. \( \blacksquare \)

From Corollary 1, we can observe how different UAM parameters, such as the densities of corridors, aircraft, CPs, and GBSs, and wireless parameters, like the Nakagami fading parameter, affect the staleness distribution of the local FNN model updates received at the GBS. To determine the convergence performance of AFL, we still need to derive the number of UAM aircraft that collaboratively learn the FNN-based turbulence prediction model.

D. Expected Number of Aircraft Participating in AFL

To determine the expected number of UAM aircraft participating in AFL, we consider a circular area with a radius \( R \) and, in the following lemma, we derive the intermediate results, i.e., the expected length of corridor existing in the circular area.

Lemma 3: For a circular area with radius \( R \), the expected length of an arbitrarily selected corridor in UAM is

\[ \mathbb{E}(L) = \int_{\mathbb{R}^+} \int_{0}^{2\pi} 2\sqrt{R^2 - (x_1 \cos \theta + x_2 \sin \theta + r)^2} f_R(r) f_\theta(\theta) d\theta dR. \quad (8) \]

Proof: See Appendix C. \( \blacksquare \)

Given the expected length of corridor calculated in Lemma 3, we can determine the density of PPP distributed aircraft on each corridor and further obtain the expected number of aircraft associated to the GBS and participating in the AFL in the following theorem.

Theorem 2: When UAM aircraft operate in a circular area with radius \( R \), the expected number \( K \) of aircraft participating in the AFL framework will be given by:

\[ K = \left[ \frac{\lambda}{\lambda_b \mathbb{E}(L)} \sum_{n=1}^{N} n \mathbb{P}(n|n < N) \right], \quad (9) \]

where \( [\cdot] \) is the floor function.

Proof: See Appendix D. \( \blacksquare \)

From Theorem 2, we can determine the number of aircraft participating in AFL to collaboratively learn the turbulence prediction model. Next, based on the results in Corollary 1 and Theorem 2, we propose a staleness-aware AFL framework for UAM aircraft turbulence prediction and study its convergence.

IV. STALENESS-AWARE AFL FOR UAM AIRCRAFT TURBULENCE PREDICTION OPTIMIZATION

To mitigate the impact of stale local FNN parameters on the overall convergence, we consider a staleness-aware global aggregation scheme for AFL where the GBS will aggregate the local trained parameters and update the global FNN model as follows

\[ w_{i+1} = w_i - \eta_i g_1(\delta_{k,i}) \frac{s_k}{s_K} \nabla f_k(w_{\delta_k,i}). \quad (10) \]

In (10), \( \eta_i \) is the learning rate at communication round \( i \) (assumed to be the same for all local gradients regardless of the associated staleness), and \( \delta_{k,i} \) captures the staleness of FNN parameters received at the GBS from aircraft \( k \in K \) at communication round \( i \). \( g_1(\delta_{k,i}) \) is a monotonically decreasing function of the staleness \( \delta_{k,i} \) so as to minimize the impact of stale FNN parameters on the learning performance. It is clear that the convergence of the turbulence prediction model depends on the expression of the monotonically decreasing function \( g_1(.) \) and the number of UAM aircraft participating in AFL. In the following subsection, we will determine the convergence conditions and analyze the convergence rate of AFL framework with the staleness-aware global aggregation scheme in (10).

A. Convergence Study of the Proposed AFL

Unlike the convergence study done in [25] where the staleness of local model updates is bounded, we will explicitly consider the randomly distributed and unbounded staleness derived in Corollary 1 and its impact on the overall AFL convergence. To this end, we make the following assumptions:

- The gradient function \( \nabla f(.) \) is uniformly Lipschitz continuous, i.e., for some positive parameter \( L \), \( \| \nabla f(w_i) - \nabla f(w_j) \| \leq L \| w_i - w_j \| \).
- The variance of the local gradient descent at an arbitrarily selected aircraft \( k \in K \) with respect to the counterpart for the whole training data across all aircraft is upper bounded, i.e., \( \mathbb{E}[\| \nabla f(w) - \nabla f_k(w) \|] \leq \phi^2, \forall w \in \mathbb{R}^d \), where \( \phi^2 \) is the upper bound.
- The variance of the global gradient descent at communication round \( i \) with respect to the local gradient descent of the stale local FNN parameters \( w_{\delta_k,i} \) at aircraft \( k \) is upper bounded by a staleness-dependent value, i.e., \( \mathbb{E}[\| \nabla f(w_i) - \nabla f(w_{\delta_k,i}) \|] \leq g_2(\delta_{k,i})\mathbb{E}[\| \nabla f(w_{\delta_k,i}) \|]^2 \), where \( g_2(\delta_{k,i}) \) is a monotonically increasing function in terms of staleness \( \delta_{k,i} \) with \( g_2(0) = 0 \) and \( g_2(\infty) = 1 \).

The first two assumptions are commonly used in the current literature, like [36]. In particular, the first assumption can be easily satisfied by some popular loss functions used for the turbulence prediction, such as the mean squared error [13], [14], [15]. The second assumption can be justified by the fact that the turbulence variations are bounded in real scenarios. For the third assumption, it originates from the basic convergence pattern in which the expected loss decreases as the number of communication rounds between the GBS and UAM aircraft increases. Using these three assumptions, we can derive the convergence rate of the proposed AFL to determine the expected loss reduced between two consecutive communication rounds in the following theorem.

Theorem 3: When the staleness-aware AFL framework is used to improve the turbulence prediction model for UAM aircraft, the convergence rate can be given by:

\[ \mathbb{E}(f(w_{i+1})) \leq f(w_i) - \frac{\eta_i}{2K} \mathbb{E}_k[\nabla f_k(w_{\delta_k,i})] + \frac{L_\theta^2}{2} \left( \mathbb{E}_k[\nabla f_k(w_{\delta_k,i})] + \mathbb{E}_k[\nabla f_k(w_{\delta_k,i})] \phi^2 \right) \frac{2K}{2K^2}, \quad (11) \]
where the mean is \( E_\delta(g_1(\delta)) = \int_0^\infty g_1(\tau)f_\delta(\tau)d\tau \) and the variance is \( V_\delta(g_1(\delta)) = \int_0^\infty g_1^2(\tau)f_\delta(\tau)d\tau - E_\delta^2(g_1(\delta)) \) with \( f_\delta(\cdot) \) derived in Corollary 1.

Proof: See Appendix E.

Using Theorem 3, we can determine the convergence rate and convergence conditions when we use the proposed, staleness-aware AFL scheme to optimize the UAM aircraft turbulence prediction model. In particular, the convergence rate depends on the statistical properties (i.e., mean and variance) of randomly distributed staleness linked to local FNN parameters. Also, there are two convergence conditions: there must be at least \( K = [L_\eta g_2(\delta_{k,i}) + L_\eta g_1(\delta_{k,i})] \) UAM aircraft associated with the typical GBS; the monotonically decreasing function \( g_1(\delta) \) must be chosen in a way that \( K\mathbb{E}_\delta(g_1(\delta))\|\nabla f(w_i)\|^2 \geq L_\eta(K\mathbb{V}_\delta(g_1(\delta)) + \mathbb{E}_\delta^2(g_1(\delta)))\phi^2 \).

In the following corollary, we also calculate the convergence rate when using the conventional aggregation, i.e., \( w_{i+1} = w_i - \frac{\eta_i}{\mathbb{E}_\delta(\phi^2)}\Delta f_k(w_{k,i}) \), so as to showcase the benefits of the staleness-aware global aggregation scheme in AFL.

Corollary 2: If the GBS does not consider the staleness associated to the received local FNN parameters in the global aggregation process, then, the convergence rate for AFL will be

\[
\mathbb{E}(f(w_{i+1})) \leq f(w_i) - \frac{\eta_i}{2K}\|\nabla f(w_i)\|^2 + \frac{L_\eta \phi^2}{2K^2} \tag{13}
\]

Proof: We can replace \( g_1(\delta) = 1 \) in Theorem 3 to obtain the convergence rate. A FL with the staleness-aware global aggregation can achieve a faster convergence rate than the conventional AFL by comparing the results in Theorem 3 and Corollary 2. Based on Theorem 3, we further determine how fast the model converges to the optimal model in (3) when using the proposed AFL framework in the following corollary.

Corollary 3: If the loss function is differentiable and strongly convex with positive parameter \( c \) and the learning rate is fixed, i.e., \( \eta_i = \eta \), the results in Theorem 3 can be simplified to

\[
\mathbb{E}(f(w_{i+1}) - f(w^*)) \leq \left(1 - \frac{\eta_i\mathbb{E}_\delta(g_1(\delta))\phi^2}{K}\right)^{i+1} (f(w_0) - f(w^*)) + \frac{L_\eta}{2K\mathbb{E}_\delta(\phi^2)} \times \left(1 - \frac{1 - \frac{\eta_i\mathbb{E}_\delta(g_1(\delta))\phi^2}{K}}{K}\right)^i \tag{14}
\]

where \( w^* \) is the solution to the optimization problem in (3).

Proof: See Appendix F.

The result in Corollary 3 shows that, as communication round \( i \) increases, there will be a gap, \( \frac{L_\eta(V_\delta(g_1(\delta)) + \mathbb{E}_\delta^2(g_1(\delta)))\phi^2}{2K\mathbb{E}_\delta(\phi^2)c} \), between \( \mathbb{E}(f(w_{i+1})) \) and \( f(w^*) \). Clearly, this gap depends on the distribution of staleness associated to the local FNN parameters and the number of UAM aircraft participating in AFL. For instance, a larger \( K \) will lead to a smaller gap between \( \mathbb{E}(f(w_{i+1})) \) and \( f(w^*) \). Hence, to minimize the gap derived in Corollary 3 and improve the convergence performance, we can optimize the UAM parameter setting (e.g., select a proper density of corridors) and the wireless network design (e.g., transmit power).

V. Simulation Results

For our simulations, we model the UAM system as a circular area with a radius of 20 km. Simulation parameters are summarized in Table I. We first validate the theoretical analysis in Theorem 1 for the two discussed cases where the distance \( r \) follows a truncated Gaussian distribution and a uniform distribution. Then, we study how the densities of GBSs, CPs, corridors, and aircraft affect the wireless connectivity performance and provide insights into the system design guidelines for UAM. Next, we analyze the convergence of staleness-aware AFL framework in comparison to multiple baselines and highlight the merits of considering staleness in the AFL framework.

A. Validation of Theoretical Analysis

Fig. 5 shows the connectivity probability of the air-to-ground communication network versus the SIR threshold \( \gamma \) when the distance \( r \) follows a truncated Gaussian distribution and a uniform distribution. As observed from Fig. 5, the simulation results for both distributions match the analytical results with a small deviation. The small deviation stems from the use of the approximated tail probability of the Gamma function in Theorem 1. Fig. 5 also shows that, when the SIR threshold \( \gamma \) increases, the connectivity performance of the UAM’s wireless network will degrade. This is because, with a higher target SIR threshold, fewer air-to-ground communication links will meet the connectivity requirement for a successful transmission.

**Table I**

| Parameters                  | Values                  |
|-----------------------------|-------------------------|
| Height \( h \)              | 500 feet (152.4 m) [3]  |
| CP density \( \lambda_c \)  | 0.001 \( \text{km}^{-1} \) |
| GBS density \( \lambda_b \) | 1 \( \text{km}^{-1} \) |
| Corridor density \( \lambda_c \) | 5 corridor/km² |
| Aircraft density \( \lambda_a \) | 1 aircraft/km² |
| Maximum number of corridors \( N \) | 10 |
| Transmit power \( T_r \)    | 40 dBm                  |
| SIR threshold \( \gamma \)  | 6 dB                    |
| Bandwidth \( W \)          | 10 MHz                  |
| Model parameter size \( V \) | 5 kb                    |
| Path loss exponent \( \alpha \) | 4                      |
| Nakagami fading parameter \( m \) | 1                      |
| Variance of truncated Gaussian distribution \( \sigma^2 \) | 1 |
| Distance limitation for the uniform distribution \( r \) | 2 km |
| Training data size \( n \) | 10⁷ bits                |
| Number of computing cycles needed per bit \( c \) | 10⁷ cycles/s |
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B. Connectivity Performance of UAM Under Different Parameter Settings

Fig. 6 shows the connectivity probability of the UAM wireless network versus the corridor density \( \lambda_l \) under different values for the cluster density \( \lambda_c \) when the distance follows a truncated Gaussian distribution. From Fig. 6, we observe that the connectivity probability decreases when \( \lambda_l \) increases. This is due to the fact that, with more corridors distributed around the CPs, the number of interfering aircraft will also increase, leading to a higher interference at the typical GBS and a degradation of the wireless connectivity performance. Moreover, Fig. 6 shows that a higher density of CPs will also degrade the UAM wireless connectivity performance. This is because a higher density of CPs will lead to more corridors and more interfering aircraft.

Fig. 7 shows the connectivity probability of the UAM wireless network versus the corridor density \( \lambda_l \) under different aircraft density \( \lambda_t \) on each corridor and for the case when the distance follows a truncated Gaussian distribution. As shown in Fig. 7, the connectivity probability increases when \( \lambda_t \) increases. This is because, with more GBSs, the communication distance between a given GBS and its associated UAM aircraft will be reduced, leading to a higher received signal power and SIR. Moreover, Fig. 7 shows that the presence of more aircraft on corridors will negatively impact the connectivity probability performance. This can be explained that a higher \( \lambda_t \) will lead to a larger number of interfering aircraft. Note that the simulation results of the uniformly distributed distance are similar to the counterparts when the distance follows a truncated Gaussian distribution, and they are omitted due to space limitations.

Based on the simulation results in Figs. 6 and 7, when the densities of aircraft, corridors, and CPs increase, the UAM wireless connectivity performance will degrade. To avoid this performance degradation, one can deploy more GBSs at the expense of site acquisition constraints and costs, particularly in urban environments. Therefore, realizing efficient UAM systems depends on a careful selection of design parameters to improve the wireless connectivity performance while reducing the overall deployment cost.

C. Convergence of AFL for Turbulence Prediction

In our simulation, when building the AFL framework, we generate the local training turbulence data for UAM aircraft by first randomly generating the velocity field \( v_0(s) \) and, then, following the Burgers’ equation [37] and [38]:

\[
\frac{\partial v(s, t)}{\partial t} + \frac{1}{2} \frac{\partial v^2(s, t)}{\partial s} = \rho \frac{\partial v^2(s, t)}{\partial s \partial s}, \quad v(s, 0) = v_0(s),
\]

(15)
where \( v(s,t) \) is the velocity of the turbulence flow at the location \( s \) and time \( t \), and \( \rho \) is the kinematic viscosity coefficient. Note that, here, we use Burgers’ equation as an example to generate the local training data, our proposed AFL framework can be used to deal with the training data generated by other partial differential equations (PDEs), like Navier-Stokes equation. In terms of the turbulence prediction model, we consider an FNN model with two Fourier layers where the initial values of weights are randomly generated. Instead of using a pre-trained FNN model, the use of a randomly generated FNN model is to illustrate the convergence performance in the worst case scenario, avoiding underestimating the convergence time and showcasing the merits of the proposed AFL framework. We randomly select a GBS and its associated aircraft to collaboratively learn the FNN model within the proposed AFL framework.

Fig. 8 shows the convergence of synchronous FL baselines and our proposed AFL framework. In particular, we select two popular synchronous FL baselines. In the first baseline, i.e., FedAvg [18], the GBS will generate a new global FNN model when all local aircraft finish the local model training and the model parameter transmission. In the second baseline, i.e., scalable FL [20], a new global FNN model will be generated at the GBS once it receives the locally trained parameters from half of its associated aircraft. As shown from Fig. 8, our proposed AFL framework can achieve a faster convergence compared to two synchronous counterparts. In particular, our proposed AFL framework can converge within \( 20 \) s, whereas the first and second baselines need to spend, \( 2 \times 10^4 \) s and \( 200 \) s, to achieve convergence. In other words, our proposed AFL framework can improve the convergence rate by 99.9% and 90% compared to these two baselines. The reason is that, compared with the first baseline, our proposed framework will not suffer from the straggler effect where the aircraft who finish the local training and transmission fast have to wait for the slower ones. Also, our proposed AFL framework guarantees that the local model update from any aircraft will be considered in the global aggregation in contrast to the second baseline where some important local model updates can be discarded due to the long communication time.

Fig. 9 compares our proposed staleness-aware AFL framework with an AFL framework that aggregates the local model updates without considering staleness. In particular, for the AFL framework, we choose \( g_1(\delta) = 1 + \exp(-\delta) \) in (10) based on the results derived in Corollary 2. In the AFL framework without considering the staleness, \( g_1(\delta) = 1.5 \). As observed from Fig. 9, the AFL framework considering the impact of staleness converges faster than the framework without considering the staleness of local model updates. In particular, to achieve a loss of \( 10^{-3} \), our proposed AFL framework needs around 500 communication rounds, whereas the AFL framework without considering the staleness of local updates needs more than 2000 communication rounds. The reason is that, during the global aggregation in (10), the local model update can be generated by using the stale version of global model instead of the freshly generated one at UAM aircraft. Hence, directly aggregating such outdated local FNN parameters will inevitably slow down the convergence of the FNN-based turbulence prediction model. However, in our proposed AFL framework, we introduce the monotonically
decreasing function $g_t(.)$ to mitigate the impact of the outdated local parameters on the global aggregation and facilitate the overall convergence.

Fig. 10 shows the convergence of the proposed AFL framework under different UAM parameter settings. As shown in Fig. 10 (a) and (b), when the density of GBS $\lambda_b$ increases, the convergence rate of the AFL framework also speeds up (i.e., the convergence time switches from 20 s to 10 s). The reason is that, a large density $\lambda_b$ of GBSs can lead to a better SIR at the receiving GBSs and more frequent uplink-downlink learning model transmission between GBS and UAM aircraft. Hence, for a given time period, the total number of communication rounds will increase and the convergence rate will increase. Also, with a better SIR, the trained FNN parameters can be quickly transmitted to the GBSs, reducing staleness and improving the convergence. Moreover, from Fig. 10 (a) and (b), we can observe that as the density of corridors $\lambda_t$ increases, the convergence rate becomes slower (i.e., the convergence time switches from 20 s to 80 s). This is due to the fact that more corridors will lead to more interfering aircraft in the wireless network and the air-to-ground communication link will experience a low SIR. Hence, the frequency of FNN parameters transmission between the GBS and UAM aircraft will be low and the staleness of local FNN parameters will also increase, reducing the convergence rate.

VI. CONCLUSION

In this paper, we have characterized the connectivity performance of the aircraft-to-GBS communication network in UAM. In particular, we have used PCP and PLP to capture the relative location of corridors around their CPs where their relative distance between them is modeled by two distributions: truncated Gaussian distribution and uniform distribution. Next, we have characterized the distribution of aircraft on each corridor and GBSs by using, respectively, one-dimensional and two-dimensional PPP. Using this system setup, we have derived new theoretical results for the SIR-based connectivity probability when the aircraft communicates to its closest GBS and the staleness distribution associated to local FNN parameters. Based on the wireless connectivity study, we have proposed a wireless-enabled AFL framework to collaboratively learn the FNN-based turbulence prediction model among UAM aircraft. In particular, a staleness-aware AFL has been introduced to mitigate the impact of staleness associated to local FNN parameters on the overall convergence. We have also performed a rigorous convergence study to determine the convergence rate and showcase the merits of considering staleness in the AFL framework design. Simulation results corroborate our connectivity analysis for UAM and show how different system settings affect the overall connectivity performance. Moreover, the results show that the proposed AFL framework outperforms the conventional synchronous FL counterparts and AFL framework without considering the staleness. In addition, the results highlight the necessity of optimizing the UAM parameter setting and wireless network design to improve the turbulence prediction model convergence and UAM aircraft wireless connectivity.

APPENDIX

A. Proof of Lemma 2

The Laplace transform of interference at the typical GBS can be derived as follows

$$\mathcal{L}(s) = \mathbb{E} \left[ \exp(-s \sum_{i \in \Phi} \sum_{j \in \Psi} \sum_{k \in \Omega_{i,j}} g_t'(f^2(x_1, x_2, u, r, \theta) + h^2)^{-\frac{\alpha}{4}}) \right]$$

$$= \mathbb{E} \prod_{i \in \Phi} \prod_{j \in \Psi} \prod_{k \in \Omega_{i,j}} \mathbb{E}_{g_t} \exp(-sg_t'(f^2(x_1, x_2, u, r, \theta) + h^2)^{-\frac{\alpha}{4}})$$

$$= \mathbb{E} \prod_{i \in \Phi} \prod_{j \in \Psi} \prod_{k \in \Omega_{i,j}} \left(1 + \frac{s(f^2(x_1, x_2, u, r, \theta) + h^2)^{-\frac{\alpha}{4}}}{m} \right)^{-m} \quad (\text{by Markov’s inequality})$$
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the positive distance determined by the distance $C$. Proof of Lemma 3

variable. that the distance between the aircraft and GBS is a random variable. where $X \sim \text{Gamma}(\alpha, \beta)$.

B. Proof of Theorem 1

The connectivity probability can be calculated as follows

$$\mathbb{P}_{\text{conn}} = \mathbb{E} \left[ \mathbb{P} \left( \frac{g(h^2 + \beta^2) - \frac{\gamma}{2}}{I} \geq \gamma | \beta \right) \right]$$

$$= \mathbb{E} \left[ \mathbb{P} \left( g \geq \frac{\gamma I}{(h^2 + \beta^2) - \frac{\gamma}{2}} | \beta \right) \right]$$

$$\approx 1 - \mathbb{E} \left[ \left( 1 - \exp \left( -\frac{\gamma I}{(h^2 + \beta^2) - \frac{\gamma}{2}} \right) \right)^m \right]$$

$$= \sum_{m=1}^{\infty} (-1)^{n+1} \left( \frac{m}{m} \right) \mathbb{E} \left[ \exp \left( -\frac{\gamma I h^2}{(h^2 + \beta^2) - \frac{\gamma}{2}} \right) \right]$$

$$= \int_{0}^{\infty} \sum_{m=1}^{\infty} (-1)^{n+1} \left( \frac{m}{m} \right) L(m \gamma h^2 (h^2 + \beta^2) - \frac{\gamma}{2}) f_B(\beta) d\beta,$$

where (a) is based on the approximated tail probability of a Gamma function [39], (b) follows the Binomial theorem and the assumption that $m$ is an integer, and (c) follows the definition of Laplace transform of interference and the fact that the distance between the aircraft and GBS is a random variable.

C. Proof of Lemma 3

Consider the CP for the arbitrarily selected corridor is $(x_1, x_2)$ and the relative location of corridor to the CP is determined by the distance $r$ and the angle $\theta \in [0, \pi)$. between the positive $x$-axis and the line passing through the CP and being perpendicular to the corridor. In this case, we can derive that any point $(y_1, y_2)$ on the corridor will meet the following equality constraint:

$$y_2 - \tan \theta y_1 - (x_2 + r \sin \theta) + \tan \theta (x_1 + r \cos \theta) = 0,$$

where $\theta = \begin{cases} \theta + \frac{\pi}{2}, & \text{if } \theta \in \left[0, \frac{\pi}{2}\right), \\ \theta - \frac{3\pi}{2}, & \text{if } \theta \in \left[\frac{3\pi}{2}, 2\pi\right). \end{cases}$ The distance between the corridor and the center of the circular area can be calculated as $[40]

$$d = \frac{|\tan \theta (x_1 + r \cos \theta) - (x_2 + r \sin \theta)|}{\sqrt{1 + (\tan^2 \theta)}} = |\cos \theta| \tan \theta (x_1 + r \cos \theta) - (x_2 + r \sin \theta)|.

$$

Hence, the length of corridor can be expressed as

$$L = 2\sqrt{R^2 - d^2} = 2\sqrt{R^2 - l_T},$$

where

$$l_T = \sin^2 \theta (x_1^2 + 2x_1r \cos \theta + r^2 \cos^2 \theta) - 2 \sin \theta \cos \theta (x_1 x_2 + x_1r \sin \theta + x_1r \cos \theta + x_2 r \cos \theta + r^2 \sin \theta \cos \theta)$$

$$+ \cos^2 \theta (x_2^2 + 2x_2r \cos \theta + r^2 \cos^2 \theta),$$

$$\approx \cos^2 \theta (x_1^2 + 2x_1r \cos \theta + r^2 \cos^2 \theta) - 2 \sin \theta \cos \theta (x_1 x_2 + x_1r \sin \theta + x_1r \cos \theta + x_2r \cos \theta + r^2 \sin \theta \cos \theta)$$

$$+ \sin^2 \theta (x_2^2 + 2x_2r \cos \theta + r^2 \cos^2 \theta),$$

$$\approx x_1 \cos^2 \theta + 2x_1r \cos \theta + r^2 \cos^2 \theta + 2x_1x_2 \sin \theta \cos \theta + 2x_1r \sin \theta + x_1r \cos \theta+ 2x_2r \sin \theta \cos \theta + 2x_2r \cos \theta + r^2 \sin \theta \cos \theta$$

$$+ \sin^2 \theta x_2^2 + 2x_2r \sin \theta + x_1 \cos \theta + x_2 \sin \theta + r^2, \quad (21)$$

where in (a), we use the relationship between $\theta$ and $\hat{\theta}$, and in (b), we simplify the results by using the basic trigonometry properties, e.g., $\cos^2 \theta + \sin^2 \theta = 1$. After substituting (21) into (20), the length of the corridor intercepting the circular area with radius $R$ can be calculated. Based on the distribution of $r$ and $\theta$, we can obtain the expected length as shown in (8).

D. Proof of Theorem 2

The expected number of aircraft associated to each GBS is

$$W = \mathbb{E} \left( \frac{W_1 \sum_{i \in \Phi} \lambda_i L}{W_2} \right) = \mathbb{E} \left( \frac{W_1 \sum_{i \in \Phi} \lambda_i \mathbb{E}(L)}{W_2} \right)$$

$$= \mathbb{E} \left( \frac{W_1 \sum_{n=0}^{N} \lambda_n \mathbb{E}(L)n \mathbb{P}(n/n < N)}{W_2} \right)$$

$$= \left( \frac{\mathbb{E}(W_1) \sum_{n=0}^{N} \lambda_n \mathbb{E}(L)n \mathbb{P}(n/n < N)}{\mathbb{E}(W_2)} \right).$$
where $W_1$ and $W_2$, respectively, represent the total number of CPs and GBSs. In (a), we use the basic Poisson distribution property and the fact that the density of two-dimensional PPP distributed CPs and GBSs will be the unit density times the area of the circular space.

### E. Proof of Theorem 3

To prove Theorem 3, we first obtain the upper bound of $f(w)$:

$$
f(w_{i+1}) \leq f(w_i) + \nabla f(w_i)^T (w_{i+1} - w_i) + \frac{1}{2} \lambda_c (w_{i+1} - w_i)^2 \right) = E(\sum_{n=0}^{N} \lambda_n n \mathbb{P}(n|n < N)) \right), \tag{22}
$$

where the relation in (a) follows the fact that, as the local training data of each individual aircraft is a subset of the whole data distributed among all UAM aircraft, the gradient of the local training data for aircraft $k \in K$ is unbiased estimation to the gradient representation for the data across all aircraft, i.e., $\mathbb{E}(\nabla f_k(w_{t,i})) = \nabla f(w_t,i)$, $\forall k \in K$ [41]. The changes in (b) are based on $w_{i+1} = \frac{1}{2} \mathbb{E}(\|w_i\|^2 + \|w_1\|^2 - \|w_i - w_1\|^2)$. In (c), we use the third assumption regarding the variance between the global gradient descent at an arbitrarily communication round $i$ and the outdated local gradient at a random aircraft. In particular, $T_2$ can be further simplified as

$$
T_2 = E_k(\|\nabla f_k(w_{t,i}) - f(w_{t,i}) + f(w_{t,i})\|^2)
$$

where in (a), we use the second assumption. After replacing $T_2$ with the results obtained in (25), we can further simplify (24) as

$$
E_k(f(w_{i+1})) \leq f(w_i) - \eta g_i(\delta_{k,i}) \left( \|\nabla f(w_i)\|^2 + \|\nabla f(w_{t,i})\|^2 \right) + \frac{L \eta \delta}{2K} \mathbb{E}(\|\nabla f(w_{t,i})\|^2) + \frac{L \eta^2}{2K} \mathbb{E}(\|\nabla f(w_{t,i})\|^2) + \mathbb{E}(\|\nabla f(w_{t,i})\|^2).
$$

Taking expectation of (26) in terms of the staleness, we have

$$
E_k(\delta(f(w_{i+1})) \leq f(w_i) - \eta g_i(\delta_{k,i}) \left( \|\nabla f(w_i)\|^2 + \|\nabla f(w_{t,i})\|^2 \right) + \frac{L \eta \delta}{2K} \mathbb{E}(\|\nabla f(w_{t,i})\|^2) + \frac{L \eta^2}{2K} \mathbb{E}(\|\nabla f(w_{t,i})\|^2) + \mathbb{E}(\|\nabla f(w_{t,i})\|^2).
$$

If $L \eta g_2(\delta_{k,i}) + L \eta g_1(\delta_{k,i}) < K \leq 0$, $\forall k_i \in \mathbb{R}_+$, we can obtain the convergence rate as presented in Theorem 3.

### F. Proof of Corollary 3

After subtracting $f(w^*)$ in both sides of (11), we have

$$
E(f(w_{i+1}) - f(w^*)) \leq f(w_i) - f(w^*) - \eta \mathbb{E}(g_i(\delta)) \|\nabla f(w_i)\|^2
$$
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\begin{align}
&+ \frac{L \eta_i^2}{K^2} \left( V(1) + L \eta_i^2 \right) \phi^{2} \\
&\leq f(w_1) - f(w^{*}) - \frac{\eta_i E_\delta(g_1(\delta))}{K} \left( f(w_1) - f(w^{*}) \right) \\
&+ \frac{L \eta_i^2}{K^2} \left( V(1) + L \eta_i^2 \right) \phi^{2} \\
&= \left( 1 - \frac{\eta_i E_\delta(g_1(\delta))}{K} \right) \left( f(w_1) - f(w^{*}) \right) \\
&+ \frac{L \eta_i^2}{K^2} \left( V(1) + L \eta_i^2 \right) \phi^{2} \\
&\geq 2 \epsilon \left( f(w_1) - f(w^{*}) \right) \quad \text{where in (a), we use the lower bound for the norm } f(w), \text{ i.e., } ||\nabla f(w_1)||^2 \geq 2 \epsilon \left( f(w_1) - f(w^{*}) \right) \quad \text{[42]. Based on the basic property of geometric progression, we can have the simplified results in Corollary 3.}
\end{align}
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