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Abstract: Computer-Aided Detection (CAD) systems are one of the most effective tools nowadays in aiding physicians in the detection of liver tumors at early stage. In this paper, the CADe system will be built which has the ability to detect the abnormal tumor inside the liver. In order to create that system, different types of classifiers must be implemented. In our CADe system, a support vector machine (SVM) and K-Nearest Neighbor (KNN) will be used as classifiers. A total number of 120 images including the normal and abnormal cases were collected. Initially, the features will be extracted from database images in order to distinguish between the classes of those liver tumors. Then, by using SVM and KNN the images will be classified into two classes normal and abnormal cases. The paper reveals that SVM and KNN, which demonstrated 100 percent precision, 100 percent sensitivity, and 100 percent specificity, were the best classifiers.
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I. INTRODUCTION

In the human body, the liver is a very important organ which plays a major role in getting rid of dangerous substances that could seriously affect the body. Too many diseases that may mess with its function one of the common diseases is liver tumors. Livers tumors are irregular masses of tissue that develop as the cells begin to replicate at an elevated rate. The cause of this is either inherited (genetic) or caused by a variety of factors such as viruses, drug usage or obesity. Liver tumors can be noncancerous and cancerous [1]. In the United States, approximately 24,000 men and 10,000 women got liver cancer annually (about 18,000 men and 9,000 women who die because of this disease). Last year, the number of people who have liver cancer increased [2]. Elsewhere, there are around 6,100 new cases of liver cancer per year in the UK. Liver cancer is one of the most common forms of cancer, and accounts for 2% of all new cases of cancer. In Great Britain, liver cancer is the largest age between 75 to 89, where 43% of all new patients diagnosed with liver cancer each year are 75 or older[3]. For cancerous liver tumors, there are two-type primary liver cancer, which is located in the liver. The second type is Metastatic liver cancer, which spread from other cancer sites in the body. There are so many symptoms in order to determine liver diseases. The most common symptoms are abdominal pain and swelling, yellowish skin and eyes, itchy skin, swelling of the legs and feet, pale stool color, black urine color, chronic weakness, nausea or vomiting, lack of appetite, propensity to bruise easily [4]. The focus of this paper research is developing a computer-Aided detection (CAD) system using MATLAB tools to diagnose liver tumor in the ultrasound imaging. This new methodology would help the medical professionals to indict liver tumors fast at early stage; therefore, they can make the right decision in the treatment. The built CAD system shall have the ability to detect the abnormal activities inside the scanned liver images. In creating such CAD system different type of classifiers are implemented. These classifiers are support vector machine (SVM); which is a machine learning algorithm that can used for classification or regression between different datasets and it mostly used for nonlinear dataset using hyperplane. Other classifier used is K-Nearest Neighbor (KNN); which is a machine learning algorithm that can used for classification based on the nearest K point [5]. In this study, the ultrasound liver tumor imaging will be analyzed using MTLAB tool. Medical ultrasound of liver tumor included two levels which are detection and characterization. Tumor detection is depended on the action of the method and must include morphometric information and topographic information. The characterization of these data is necessary for the presentation of liver tumors and diagnosis. Tumor characterization is a complicated method based on a sum of criteria driving towards tumor nature information. Often, other diagnostic methods, particularly interventional ones are no longer needed [6].

II. LITERATURE REVIEW

Sendren Sheng-Dong Xu, Chun-Chao Chang, Chien-Tien Su, and Pham Quoc Phu [7] explored the use of computer-aided diagnosis (CAD) to discriminate between hepatocellular carcinoma (HCC), the most common form of primary liver malignancy that causes death in people with cirrhosis worldwide, and liver abscess, based on the characteristics of the ultrasound image texture and the description of the support vector machine (SVM). They derived 52 gray-level co-occurrence matrix (GLCM) features and 44 gray-level run-length matrix (GLRLM) features from the ultrasound picture regions of interest (ROIs). Their proven method classifies liver cancer and liver abscess with an accuracy of 88.875 percent by SVM. Yoo Na Hwang, Ju Hwan Lee, Ga Young Kimb, Yuan Yuan Jiangb, and Sung Min Kim [8] in their paper, they focused on the improvement of the diagnostic efficacy of focal liver lesions by quantifying the main characteristics of ultrasound images of hemangiomas, cysts, and malignant lesions. The main component analysis (PCA) used to construct a collection of inputs for a nerve network was chosen to have a total of 29 core features. According to the three classes, the accuracy is compared, and different feature sets are calculated by running a PCA to test each group’s classification accuracy.
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The accuracy was 97.72 percent between a cyst and a hemangioma when the means is chosen as the optimum feature group and 97.63 percent between a cyst and a malignant lesion. Compared to the mean, the diagnostic precision of autocorrelation improved significantly by 22.14% to differentiate between a malignant lesion and the hemangioma. Contrasts nevertheless contributed to an increase in accuracy of 18.44% due to the classification of hemangioma and a malignant lesion, but did not produce a substantial difference in autocorrelation accuracy where a cyst and a hemangioma were identified or between a cyst and a malignant lesion. Contrast demonstrated high diagnostic accuracy in all classification classes of more than 90 percent.

D Santhosh Reddy, R Bharath and P Rajalakshmi [9] explained how to establish the classification precautions for the Fatty Liver Disease (FLD) depend on ultrasound images, by using computer-aided diagnostic techniques. Their success review explains that 90.6% accuracy in classifying ordinary and fatty liver pictures is supported by the proposed system. Andreia Andrade1, José Silvestre Silva, Jaime Santos4, Pedro Belo-Soares [10] demonstrated a semiautomatic classification approach to test statistic liver tissues by using B-scan ultrasound images. Different functions, such as Artificial Neural Networks (ANN), Support Vector Machines (SVM), and k-nearest neighbors (KNN), were extracted and used in three different classifications. They experimented on 325 features that collected liver ultrasound images from each ROI, namely 10 using FOS, 44 using GLRLM, 198 using GLCM, 70 using TEM, and 3 using the method of Fractals. Their ANN classifiers resulted in 76.92 percent precision, 79.77 percent precision resulted in SVM classifiers, and 74.05 percent precision resulted in SVM classifiers. Their ANN classifiers resulted in 76.92 percent precision, 79.77 percent precision resulted in SVM classifiers, and 74.05 percent precision resulted in SVM classifiers. Their ANN classifiers resulted in 76.92 percent precision, 79.77 percent precision resulted in SVM classifiers, and 74.05 percent precision resulted in SVM classifiers.

Table 1. Summary of previous researches results

| References No. | [7] | [8] | [9] | [10] |
|----------------|-----|-----|-----|-----|
| Features used  | (GLCM) and (GLRLM) from (ROI) | (GLCM) and (GLRLM) from (ROI) | Fatty Liver Disease (FLD) in ultrasound images | GLCM and GLRLM from ROI |
| Classifiers used | SVM | SVM | ANNN/ SVM and KNN |
| Accuracy        | 88.87% | 93.13% | 90.6% | ANN 76.92% SVM/97.77% KNN 74.05% |
| Sensitivity     | NP   | NP   | 95%  | NP   |
| Specificity     | NP   | NP   | 85%  | NP   |

| References No. | [11] | [12] | [13] | [14] |
|----------------|-----|-----|-----|-----|
| Features used  | Fatty liver disease using DEFS which is FOS and GLCM | Automatic detection of the liver tumors based on the estimation normal density of the liver shows in CT images | Co-occurrenc e matrix and run length method | Compounds numbering algorithm CCL and FCM Algorithm |
| Classifiers used | SVM | (EM/ MPM) algorithm | SVM | KNN |
| Accuracy        | 81%  | 94%  | 96.72% | 86% |
| Sensitivity     | NP   | NP   | NP   | NP   |
| Specificity     | NP   | NP   | NP   | NP   |

III. METHODOLOGY

In this research paper, data of 120 liver images were analyzed using MATLAB. The analysis took place in five steps in order to discern between the normal and abnormal liver. These steps are as showing in the following chart:

1. Collection of liver images
2. Preprocessing of liver images
3. Feature extraction from liver images
4. Classification of liver images using SVM
5. Evaluation of classification performance

In order to improve the accuracy of the classification, various feature extraction techniques were used such as GLCM, GLRLM, and TM. The SVM classifier was used to classify the liver images into normal and abnormal categories. The performance of the SVM classifier was evaluated using various metrics such as accuracy, sensitivity, and specificity.
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the classification. The results are written in the following table below:

Table 2. Results of the classifiers

| Indices (%) | SVM rbf | SVM Poly | SVM Linear | KNN 1 |
|-------------|---------|----------|------------|-------|
| Sensitivity | 100%    | 50%      | 50%        | 100%  |
| Specificity | 100%    | NaN      | NaN        | 100%  |
| PPV         | 100%    | 100%     | 100%       | 100%  |
| NPV         | 100%    | 0%       | 0%         | 100%  |
| Accuracy    | 100%    | 50%      | 50%        | 100%  |
| Error       | 0%      | 50%      | 50%        | 0%    |

Table 2 indicates that the best classifiers were SVM rbf, KNN1 and KNN2 with the same accuracy =100% and Sensitivity = 100%. Comparing with some studies as shown in table 3, as the applied order was a combination of the first and high order of the features, the final results of our study were valuable and gave a high accuracy, sensitivity, and specificity in some classifiers.

Table 3. Comparing our best results of SVM and KNN with other studies.

| Indices (%) | KNN 2 | KNN3 | KNN 4 | KNN 5 |
|-------------|-------|------|-------|-------|
| Sensitivity | 100%  | 100% | 100%  | 100%  |
| Specificity | 100%  | 64.52% | 64.52% | 64.52% |
| PPV         | 100%  | 45%  | 45%   | 45%   |
| NPV         | 100%  | 100% | 100%  | 100%  |
| Accuracy    | 100%  | 72.50% | 72.50% | 72.50% |
| Error       | 0%    | 27.50% | 27.50% | 27.50% |

IV. RESULTS

After running the MATLAB code and testing the train set of the images, the T-Test has a number of useful features (P-Value < 0.05) = 19 out of 19. This means that all statistical features used are valuable and may offer good performance in
V. CONCLUSION & DISCUSSION

In this research paper, a computer-Aided Detection (CAD) system using MATLAB tools was developed to help radiologists in early detection of abnormalities in ultrasound images of the liver. Eight classifiers were analyzed using 120 images (60 normal & 60 abnormal); where the best results came up from SVMrbf, KNN1 and KNN2 classifier with 100% of accuracy & sensitivity and 0% of error as shown in Table 2. University of Oxford database were used through this research study which includes 227 cross-sectional images. The results were obtained and found in this study is very good comparing with other developed study for computer-Aided detection (CAD) system that was found in the literature review section. Lastly, it is recommended in the future to use more liver tumor images from different database in order trained the classifier and test its performance.
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