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ABSTRACT

For speech emotion datasets, it has been difficult to acquire large quantities of reliable data and acted emotions may be over the top compared to less expressive emotions displayed in everyday life. Lately, larger datasets with natural emotions have been created. Instead of ignoring smaller, acted datasets, this study investigates whether information learnt from acted emotions is useful for detecting natural emotions. Cross-corpus research has mostly considered cross-lingual and even cross-age datasets, and difficulties arise from different methods of annotating emotions causing a drop in performance. To be consistent, four adult English datasets covering acted, elicited and natural emotions are considered. A state-of-the-art model is proposed to accurately investigate the degradation of performance. The system involves a bi-directional LSTM with an attention mechanism to classify emotions across datasets. Experiments study the effects of training models in a cross-corpus and multi-domain fashion and results show the transfer of information is not successful. Out-of-domain models, followed by adapting to the missing dataset, and domain adversarial training (DAT) are shown to be more suitable to generalising to emotions across datasets. This shows positive information transfer from acted datasets to those with more natural emotions and the benefits from training on different corpora.

Index Terms: speech emotion recognition, cross-corpus, bi-directional LSTM, attention, domain adversarial training

1. INTRODUCTION

Speech emotion recognition (SER) aims to automatically detect human emotional states from audio \cite{1} and many reviews into methods, features and datasets exist \cite{2 3 4 5 6}. The problem is complex because emotion cannot be clearly defined, let alone accurately detected. This was initially analysed in the field of psychology where various tools to represent human emotion were studied, such as Plutchik’s wheel of emotion \cite{7} and the hourglass of emotions \cite{8}. In SER, it is common to adopt classification schema similar to Ekman’s ‘big-six’ emotions \cite{9}, which are happy, sad, anger, surprise, disgust and fear.

Many SER studies carry out investigations on specially designed datasets in which human voice is recorded and emotions are annotated. This is challenging as many datasets vary in terms of language, age, labelling scheme (categorical or dimensional), emotions annotated and how the emotion was produced (acted, elicited or simulated, or natural). A lot of research within SER has focussed on a single dataset avoiding different annotation problems \cite{10}. Cross-corpus has been investigated in the past with initial work by Schuller et al \cite{11} using various normalising schemes across six datasets. In \cite{12}, to relieve the feature distribution mismatch between training and test speech, importance weights are learnt for a support vector machine (SVM) which applies three domain adaption methods for children’s speech corpora. Alternatively, \cite{13 14 15} learnt new representations for training and test speech via an autoencoder based domain adaptation framework. The domain-adaptive least squares regression model (DALS) \cite{16 17} calculates the maximum mean discrepancy (MMD) to balance the feature distribution difference using transfer non-negative matrix factorisation (TNNMF). Kim et al. \cite{18} used auxiliary gender and naturalness recognition tasks in a multi-task learning setting for emotion recognition. Most recently, to deal with the unsupervised problem, the domain-adaptive subspace learning (DoSL) approach was proposed where an SVM is trained based on labelled training set speech signals \cite{19}.

However, the majority of this cross-corpus work has been cross-lingual and occasionally both cross-lingual and cross-age. In the past this has been arguably necessary given the sparsity of emotional databases. But now with the introduction of larger datasets, such as the MOSEI database which has around 65 hours of natural emotion data \cite{20}, more effort can be put on cross-corpus research focussing on a single language and a single age group. Additionally, more natural datasets allow research to move away from unrealistic acted emotions. However, given the number of emotional datasets that have already been created, acted or not, it is interesting to investigate whether information can be learnt from these datasets to improve performance on others.

Deep neural networks, such as long short-term memory (LSTM) networks \cite{21} and attention mechanism \cite{22}, were employed in various emotion recognition studies \cite{13 14 15 18 24}. Recently, in speech recognition, domain adversarial training (DAT) was proposed as a neural network adaptation approach to combat the undesirable variability across different data distributions \cite{25}. DAT is applicable to the SER task \cite{26}, and achieves representation learning even if the training
and test domains are unknown. Specifically, a gradient reversal layer is applied in the domain classifier in an attempt to bring the representations closer. Training models using DAT not only saves time, by learning two representations simultaneously, it also aims to improve the representations learnt by using the transfer of information between the two tasks.

This work considers cross-corpus SER within the same language (English) and same age (adult) and investigates what can be learnt between acted and natural datasets, the first study of this kind. A bidirectional-LSTM (BLSTM) is adopted for this work and the multiplicative method is applied as in [24], similar to [27], as the authors found their results similar to the standard concatenated approach [22]. The main challenge for cross corpus SER is to minimise the long-term spatio-temporal variation between different corpora for a given categorical distribution and one solution is to model global spatio-temporal dependencies between corpora. The proposed framework with attention modelling is an efficient way to approach the problem.

2.3. Emotion Classifier

The predictor stage of the network contains a fully connected linear layer which projects the attention output down to the number of emotions present. This is then passed through a softmax layer before computing the loss.

2.4. Domain Classifier: DAT

Domain adversarial training (DAT) is a neural network training technique which incorporates domain adaptation into the process of learning representation [25]. Let \( i \) denote the index of the training samples, \( y \) denotes the label and \( d \) denotes the domain, the SER task is formulated as multitask learning with the primary task being emotion classification, with loss function \( L_y \), and domain prediction being the auxiliary task, with loss function \( L_d \). DAT models are trained in parallel with the aim to minimise the loss of the target label predictor (emotion category) and the loss of the domain label predictor (corpus ID). Following other DAT studies, it is assumed that the source of the data is an important indication of domain and so corpus ID is used as the domain label indicator. The network contains an arbitrary number of shared layers where their parameters contribute to both target and domain prediction. These shared layers provide high-level, regularised representation. Like most settings in multi-task learning, the network then branches off into the target and domain classifiers.

The objective of the network is:

\[
E(\theta_f, \theta_y, \theta_d) = \frac{1}{n} \sum_{i=1}^{n} L_y^i(\theta_f, \theta_y) - \lambda \left( \frac{1}{n} \sum_{i=1}^{n} L_d^i(\theta_f, \theta_d) \right)
\]

which is minimised w.r.t \( f \) and \( y \) but maximised w.r.t \( d \). The parameters of the shared layers are represented by \( \theta_f \), and \( \theta_y \) and \( \theta_d \) represent the parameters of the target and domain classifier layer respectively. The number of training samples is referred to as \( n \). To implement Equation (1), the first domain classifier layer is implemented as a gradient reversal layer. The gradients being back-propagated from the domain layer are reversed multiplying by a negative factor. The \( \lambda \) controls how optimisation is biased to the target or the domain.

2. APPROACH

The proposed system is derived from the triple attention network described in [24] which is based on work by Nam et al [27]. Both these systems use more than one modality (audio, visual and textual), whereas this work focusses on audio only. The network consists of an encoder which contains a bi-directional LSTM (BLSTM) followed by an attention mechanism and an emotion classifier. For DAT experiments, a domain classifier for corpus ID is included as well.

2.1. Bi-directional LSTM (BLSTM)

LSTM networks rely on the temporal order of the sequence, ignoring the future context. BLSTMs [28] introduce a second layer of hidden connections flowing in the opposite temporal order as a method to exploit the contextual information from the past and the future [29]. The output vector from the BLSTM for a sequence of length \( T \) contains the temporal representation of the sequence from time step 1 to \( T - 1 \). When considering the final time step, the overall prediction across the sequence is acquired. However, considering all the time steps, a temporal feature distribution over the sequence is obtained which is useful for SER tasks.

2.2. Attention Mechanism

Attention mechanism has the flexibility of computing long-term inter-sequence dependencies. In this work, the attention value on the overall temporal feature space from the BLSTM is computed. The attention mechanism focuses the network onto specific parts of itself by computing the global mean which captures global information. The global mean is multiplied over the whole temporal vector to compute the positional dependency of each element with \( \tanh \) non-linearity. The resulting vector is used to compute the attention weights using \( \text{softmax} \) scoring. The soft attention mechanism is adopted for this work and the multiplicative method is applied as in [24], similar to [27], as the authors found their results similar to the standard concatenated approach [22].
Table 1. Number of segments across the emotions in each of the four datasets. *MOSEI contains the emotion neutral indirectly, in the form of a reference vector of zeros, and has 10441 multi-labelled segments with 24677 emotion labels.

| Emotion | ENT | RAV | IEM | MOS |
|---------|-----|-----|-----|-----|
| happy   | 212 | 192 | 595 | 12503 |
| sad     | 215 | 192 | 1084 | 7181 |
| anger   | 215 | 192 | 1103 | 7052 |
| surprise| 215 | 192 | 107  | 2592 |
| disgust | 215 | 192 | 2    | 5436 |
| fear    | 215 | 192 | 40   | 2128 |
| neutral | -   | 96  | 1708 | (1239)* |
| frustration | -   | -   | 1849 | - |
| excitement | -   | -   | 1041 | - |
| other   | -   | -   | 3    | - |
| calm    | -   | 192 | -    | - |
| Total   | 1287| 1440| 7532 | 10441* |

3. DATASETS

This work only considers English speaking adult datasets across three emotion production types: two acted datasets, eNTERFACE [30] and RAVDESS [31], one elicited dataset, IEMOCAP [32], and one natural dataset, MOSEI [20]. Table 1 gives an overview of the emotion classes covered in each dataset.

3.1. eNTERFACE

For eNTERFACE (ENT), Project 2 from 2005 has the big-six emotion classes and contains about 1 hour of acted utterances [30]. There are 5 recordings of each emotion for every speaker. There are 44 speakers (8 female), however due to further inspection of the data this was reduced to 43 (Spkr6’s recordings have not been segmented) and 1287 segments (Spkr23 is missing three happy segments). The speakers are from 14 nations, not all native speakers, resulting in different English accents. A training set is created with 38 speakers (Spkr1 to Spkr39 without Spkr6) and the test set contains the last 5 speakers (Spkr40 to Spkr44).

3.2. RAVDESS

RAVDESS (RAV) is another acted dataset containing 24 speakers (12 male and 12 female) with 1.5 hours of speech [31]. The dataset contains the big-six emotions and also calm and neutral. It contains North American English accented speech. The data is split into the first 19 speakers for training and the last 5 for testing. The reference labels the emotions as 0 for non-existing emotion, 1 as exists and 2 as strong emotion. All 2 values have been changed to 1 for classification.

3.3. IEMOCAP

IEMOCAP (IEM) contains utterances from 10 speakers (5 male and 5 female) over 12 hours [32]. There are five dyadic sessions (between two speakers) which are either scripted or improvised to elicit emotions. As well as the big-six emotions, it also contains other categories: excitement, frustration, neutral and other. The English spoken has a North American accent. The first four sessions, containing 8 speakers, are used as training data and the last session, containing 2 speakers, is used for testing. In the literature it is common for IEMOCAP to be evaluated as four classes: happy, sad, anger and neutral (where excitement is combined with happy to give 1636 happy segments across all the sessions) [33]. This test set will be referred to as IEM4.

3.4. MOSEI

MOSEI (MOS) is currently the largest sentiment and emotion dataset at around 65 hours of data and more than 1000 speakers [20]. Utterances have been segmented from YouTube videos and annotated for the big-six emotions using Amazon Mechanical Turk. As data is collected from YouTube and the videos are not specifically designed as an emotion dataset, the emotional speech is seen as natural. The videos contain English speech but it is unclear which accents are covered. The official training, validation and test split[4] for the ACL 2018 conference have been used, where the training and validation sets are combined for training. The emotion labels for classification, which are in the range 0 to 3, have been changed to binary values, whether the emotion exists or not.

4. EXPERIMENTS

Several different experiments are performed to study the effects of cross-corpus SER. Firstly, a comparison of the efficacy of different features in SER is carried out. Secondly, cross-corpus experiments are performed to see the effectiveness of SER using matched and unmatched data. This is followed by training a model on all the domains for comparison, referred to as multidomain, MD. Next, out-of-domain, OOD, and adaptation is investigated as well as a system with domain adversarial training, DAT.

4.1. Experimental setup

The system is implemented in PyTorch [34]. The BLSTM contains two hidden layers of 512 nodes each. The output layer of size 1024 feeds in to the attention mechanism computing a context vector of size 128 which is projected to 1024 nodes. This is then passed to the predictor stage which linearly projects to the number of classes. The cross entropy loss function is applied which is preceded by a softmax layer.
in the PyTorch implementation. The Adam optimiser [35] is used with the initial learning rate of 0.0001. As Adam adaptively optimises the learning rate but does not change it, the PyTorch approach of ReduceLROnPlateau was investigated. The optimum patience setting was found to be 4 epochs with a multiplicative factor of 0.8. The models were trained to 200 epochs and the best model chosen by averaging the results across the datasets as adding a stopping criterion could influence the effect on the different datasets. Further work is necessary to find the optimum stopping criterion which does not give bias or priority towards one particular dataset. The training batch size was set to 1 as various batch sizes were tried fixing the segment lengths but no significant difference of performance was found. For the DAT experiment, the optimum negative variable $\lambda$ was found to be 0.007.

Table 2 shows the training and testing data splits for each dataset where only the big-six emotions are considered. For eNTERFACE and RAVDESS, the SHoUT speech activity detector [36] has been applied to remove the start and end silences around the speech as exact timing was not provided.

Table 3. Performance for ENT data where models have been trained using different acoustic features where bold shows the best performance.

| Features | #dimensions | UA%  | WA%  |
|----------|-------------|------|------|
| LMFB 20  | 94.4        | 90.0 |
| LMFB 23  | 95.6        | 92.0 |
| LMFB 40  | 92.7        | 86.8 |
| LMFB 60  | 94.4        | 90.0 |
| LMFB 80  | 94.9        | 90.8 |
| PLP 14   | 90.7        | 83.2 |
| MFCC 13  | 87.8        | 78.0 |
| COVAREP 74 | 84.4    | 72.0 |

4.2. Evaluation

The metrics used to evaluate the approach are the unweighted accuracy (UA) and the weighted accuracy (WA). The UA calculates accuracy in terms of the total correct predictions divided by total samples, which gives the same weight to each class:

$$UA = \frac{TP + TN}{P + N}$$  \hspace{1cm} (2)

where $P$ is the number of correct positive instances (equivalent to $TP + FN$) and $N$ is the number of correct negative instances (equivalent to $TN + FP$). As some of the datasets are imbalanced across the emotion classes, see Table 1 the WA is calculated which weighs each class according to the number of samples in that class:

$$WA = \frac{1}{2} \left( \frac{TP}{P} + \frac{TN}{N} \right)$$  \hspace{1cm} (3)

4.3. Baseline systems

Baseline system results from the literature are difficult to find due to the fact that this work requires the big-six emotions and many datasets contain more, or less, and therefore evaluation results are not equivalent. Additionally, not all research states both unweighted accuracy and weighted accuracy. For ENT, a system which applies a convolutional recurrent neural network (CRNN) with an attention mechanism [37] achieves a UA of 91.7%. For 6-class classification, RAV and IEM are not typically evaluated this way, IEM results focus on the four classes (IEM4) mentioned in Section 3.3. The best UA found for the IEM4 test set is 71.8% [33] presenting an attention pooling based representation learning method. A cross-corpus UA of 64.0% is shown in [38] where a two-channel system approach is adopted combining high-level statistic features with a CRNN. For WA, 56.1% is shown in [39] which also presents a cross-corpus WA of 48.4% applying factor analysis to find emotion factors to classify. For MOS, a WA of 52.5% is presented in [24] which this work is based on.

4.4. Results: Acoustic features

For deep learning, it has been shown that log-Mel filterbanks (LMFB) yield better performance over Mel frequency cepstral coefficients (MFCCs) [40]. However, SER has seen better improvements when considering other acoustic features so different types are investigated, such as MFCC, PLP (perceptual linear prediction), and COVAREP [41] features. COVAREP features, which include pitch, were extracted applying the COVAREP_feature_extraction.m script and the rest were extracted using the HTK toolkit [42]. The eNTERFACE dataset is used for investigating the training setup as it is the smallest dataset in terms of time and has a high number of speakers with almost completely balanced emotions. Table 3 displays the UA and WA results across the different features extracted. LMFBs with 23 dimensions outperform the rest in terms of UA and WA, therefore the remaining experiments are performed with 23 dimensional LMFBs.

4.5. Results: Cross-corpus

The cross-corpus (CC) results are seen in Table 4 where the performances in the bold diagonal refer to the matched con-
### Table 4

| Experiment                  | Training Data | Unweighted Accuracy, UA% | Weighted Accuracy, WA% |
|-----------------------------|---------------|--------------------------|------------------------|
| Cross-corpus (CC)           | ENT           | 95.6*                    | 74.7                   |
|                             | RA V          | 74.7                     | 86.1                   |
|                             | IEM           | 72.9                     | 75.6                   |
|                             | MOS           | 78.4                     | 73.3                   |
| Multi-domain (MD)           | all           | 89.8                     | 86.1                   |
| DAT                         | all           | 88.7                     | 87.1                   |

Table 4. Cross-corpus (CC), multi-domain (MD) and DAT results across the five testsets, where each row refers to a single model. The asterisks refer to the results which can be compared to baseline systems and bold refers to the matched condition.

### 4.6. Results: Multi-domain

The multi-domain (MD) model is trained on the four datasets and results are shown in Table 4. The model does not outperform the cross-corpus matched results, except in one case. The 2.2% improvement in the WA performance for MOS begins to show how training on acted datasets could be beneficial for some natural datasets. However, the multi-domain model does consistently outperform the best cross-corpus mismatched results. For UA, the average improvement between the best mismatched model and the multi-domain model is 7.1%, whereas for WA this is larger at 11.8%. The gains are larger for ENT and RA V , the smaller acted datasets, than the IEM, IEM4 and MOS testsets. It is known that neural networks can improve performance with more data, so this shows the benefit of including different corpora, particularly for smaller datasets, despite the annotation challenges. Information about the emotions in different settings is shown to be learnt and beneficial across datasets.

### 4.7. Results: DAT

The DAT model is trained on the four datasets and performance is displayed in Table 4. Comparing to the multi-domain model, the DAT model performs better in all testsets except for ENT. This shows, in most cases, how the domain information can help models to generalise for recognising emotions across datasets. In the ENT dataset, each emotion has five defined sentences which are spoken by every speaker. This high degree of matching between the training and test sets contributes to the good performance when training and testing on ENT. However, this matching property cannot be picked up effectively by the domain classifier. There are some small gains in comparison to the cross-corpus matched condition results but it is not consistent across the datasets or the two accuracies. Nevertheless, the DAT method outperforms the best mismatched results, as the multi-domain model does, reinforcing that data from different datasets can be useful for SER.
Table 6. Performances across the emotions for the cross-corpus (CC) and DAT models, where each row refers to a single model. Results in bold refer to the best performances for each emotion across the CC models.

| Exp. | Training Data | Unweighted Accuracy, UA% | Weighted Accuracy, WA% |
|------|--------------|--------------------------|------------------------|
|      |              | hap. | sad | ang. | sur. | dis. | fear | neu. | hap. | sad | ang. | sur. | dis. | fear | neu. |
| ENT  | 74.1         | 67.4 | 70.8| 74.9 | 78.3| 86.9| 61.3| 58.4| 65.8| 69.0| 61.4| 59.3| 57.9| 59.1 |
| RAV  | 61.5         | 77.3 | 71.3| 87.2| 71.1| 83.0| 69.1| 58.7| 65.8| 61.3| 57.4| 55.2| 55.4| 50.0 |
| IEM  | 66.4         | 77.4 | 56.8| 87.8| 85.6| 88.4| 69.1| 53.3| 68.1| 67.8| 50.0| 50.0| 50.0| 50.0 |
| MOS  | 60.7         | 67.3 | 75.8| 88.1| 84.7| 88.4| 66.3| 58.9| 66.6| 53.6| 49.9| 51.6| 50.0| 55.4 |
| DAT  | all          | 75.0 | 81.5| 81.4| 89.2| 86.5| 90.4| 69.0| 67.4| 76.0| 78.0| 64.5| 70.3| 57.5| 53.1 |

4.8. Results: Out-of-domain and adaptation

The OOD results with the corresponding adaptation performance are displayed in Table 5. There are four OOD models, each trained on three datasets. The performance for each test-set shown comes from the mismatched trained model. Results for IEM and IEM4 are from the same model. The OOD models are then adapted to the dataset previously not included and this matched result is shown. The OOD results do not reach the accuracies of the multi-domain model, but they do outperform the worst cross-corpus mismatched result. This shows that learning on additional data is useful even if it’s from different, mismatched datasets. When adapting the OOD models, large gains are seen reaching similar results as the multi-domain and DAT models. The average UA improvement is 8.9% and 14.8% for WA. This shows how important it is to train on matched data.

4.9. Results: Emotion classes

The experiments have shown how acted datasets can benefit more natural datasets with the multi-domain, DAT and OOD with adaptation models all achieving WA results outperforming the cross-corpus matched model for MOS. Complimentary to looking at the performances across datasets, comparing the performances between the emotion classes can give insight into how the models are behaving. The cross-corpus and DAT models are considered, and the results are displayed in Table 5 where the neutral performance comes from only one testset, IEM4. For the cross-corpus results, the bold numbers refer to the best performance for that emotion. For the UA results, it is fairly inconsistent which model is better, however the models trained on IEM and MOS give the better performances for all the emotions except for happy. For the WA results, it shows the opposite, that training on ENT is better across five of the seven emotions. This seems to suggest that acted datasets are good at distinguishing emotions, even across datasets with different emotion production types. The DAT model gives better performance across all emotions in terms of UA and WA, except for the weighted accuracy of fear and neutral emotions.

5. CONCLUSIONS

This study has carried out an investigation into cross-corpus speech emotion recognition. It is the first study of its kind investigating the degradation of performance when moving from acted to more natural datasets. Initial experiments into the optimum acoustic features for this set-up showed that LMFB features outperform MFCCs, PLPs and COVAREP features. Cross-corpus experiments show the matched results outperform mismatched and that the model trained on the elicited dataset achieves best mismatched performance in most cases. In the multi-domain setting, the model outperforms the best mismatched results showing more data is beneficial, even if the emotions are in a different setting or production type. The DAT experiment shows how including the domain information does help the model to generalise and outperform the multi-domain model for all but one dataset. The OOD models show that learning from multiple mismatched datasets is more useful than training on a single mismatched dataset, and adapting gives large improvements showing the importance of training on matched data. When looking across the emotion class performance, ENT data shows to be best in terms of WA for most of the emotions showing acted datasets may have their uses for the more natural datasets.
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