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Abstract. While existing federated learning approaches primarily focus on aggregating local models to construct a global model, in realistic settings, some clients may be reluctant to share their private models due to the inclusion of privacy-sensitive information. Knowledge distillation, which can extract model knowledge without accessing model parameters, is well-suited for this federated scenario. However, most distillation methods in federated learning (federated distillation) require a proxy dataset, which is difficult to obtain in the real world. Therefore, in this paper, we introduce a distributed three-player Generative Adversarial Network (GAN) to implement data-free mutual distillation and propose an effective method called FedDTG. We confirmed that the fake samples generated by GAN can make federated distillation more efficient and robust. Additionally, the distillation process between clients can deliver good individual client performance while simultaneously acquiring global knowledge and protecting data privacy. Our extensive experiments on benchmark vision datasets demonstrate that our method outperforms other federated distillation algorithms in terms of generalization.

1 Introduction

Federated Learning (FL) [18] is a decentralized machine learning setting, in which multiple clients participate in collaborative training under the coordination of a central server, without the need to share their private data. Different from traditional centralized learning, FL protects clients’ data privacy well, while utilizing data from edge nodes, thereby addressing the data silo problem [7, 8].

However, in real-world scenarios, the data from each client varies significantly due to differences in their lifestyles and behaviors, leading to non-independent identical distribution (non-iid) data. This data heterogeneity [15] poses a tough challenge in FL, severely impacting the model’s convergence speed during training and potentially causing the model to optimize in the wrong direction [8, 14].

Many approaches to addressing the data heterogeneity in federated learning can be categorized into client-side methods and server-side methods. The traditional FedAvg [18] algorithm averages the parameters of all client models to
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get a global model. Building upon this foundation, client-side methods usually improve local updates by stabilizing local training on the client before transmitting the updated parameters to the server for averaging [9,14]. However, models uploaded by clients are vulnerable to inference attacks in practical applications, and adversaries may exploit model parameters to restore the local data [24]. Although the availability of encryption techniques like differential privacy [2], this risk discourages some clients from uploading their models. Simultaneously, the model structures may differ among clients. These issues make it difficult to directly average and aggregate local model parameters.

Server-side methods, represented by federated distillation [11,28], applying knowledge distillation (KD) [6] to FL. These approaches enable the extraction of knowledge from other clients without accessing their model parameters. Instead, clients only share their soft labels on a proxy dataset for subsequent distillation which alleviates the model structure drift issue. However, the effectiveness of these approaches relies on the availability of a proxy dataset that is relevant to the clients’ data. The consistency in distribution between the proxy dataset and the global dataset, as well as their alignment within the same domain, significantly impacts the performance of federated distillation. In some scenarios like financial applications [17] or healthcare [20], where it is difficult to collect data, the assumption regarding the availability of a suitable proxy dataset may be unrealistic.

Observing the limitations of the previous work, we propose FedDTG (Federated Distillation via a Three-player Generative Adversarial Networks). FedDTG uses a distributed three-player GAN to generate fake samples for mutual distillation between clients, which can be trained simultaneously with federated distillation and local personalized tasks. The generated synthetic samples can not only regularize local training by augmenting the missing local data but also enhance the efficiency and robustness of federated distillation. Moreover, FedDTG allows each client to have a different model structure. In addition, when we need to do various tasks on similar datasets, we do not need to retrain FedDTG. The samples generated by FedDTG can be directly applied to all federated distillation algorithms.

To sum up, our main contributions are:

– We propose a federated distillation approach FedDTG that does not require a proxy dataset. Through mutual distillation between clients, FedDTG achieves superior performance compared to strong federated distillation algorithms.
– Our FedDTG learns a global generative model, which can be used to augment local datasets to make the algorithm more stable and converge faster.
– We validate the effectiveness of FedDTG across diverse image datasets characterized by varying extents of data heterogeneity. Our results prove that our method effectively mitigates differences in accuracy among clients, exhibits robustness, and achieves superior efficiency.
2 Related Work

2.1 Federated Learning

As a classic algorithm in Federated Learning (FL), FedAvg \cite{18} allows clients to conduct local training and subsequently forward the local model weights to a server. The server then performs weighted averaging on these local weights, proportional to the local training size, to produce a global model. However, this method does not perform well with non-iid data. To improve it, there have been many studies trying to stabilize local training. FedProx \cite{14} proposes a proximal term to improve local training. By adding a proximal term to the local objective, the update of the local model can be restricted by the global model. Similarly, SCAFFOLD \cite{9} uses the difference between the local control variates and the global control variates to correct the local updates. However, the generalization of these methods remains to be verified. As shown in the \cite{13}, those studies offer minimal or no improvement over FedAvg under certain non-iid settings.

2.2 Federated Distillation

Knowledge distillation is initially introduced to extract knowledge from teacher models and condense it into a small student model. In \cite{6}, the student model learns by emulating the teacher model's knowledge to gain its capabilities, and the knowledge is defined as softened logits. Most methods of knowledge distillation require only the outputs of the hidden layer or output layer. Compared to directly exchanging the model parameters, federated distillation only requires lower communication costs to achieve better aggregation results. FedMD \cite{11} uses transfer learning to combine knowledge distillation and federated learning. In this approach, each client participating in this communication round calculates its class scores on the public dataset and transmits the result to a central server. Then the server averages the received class scores to get the updated consensus. This consensus represents the knowledge of all participating client models and each client trains the model to align with the consensus derived from the public dataset. In this way, each client model can learn the knowledge of other client models without sharing its private data or models. However, this method brings a loss of accuracy and huge differences between clients in the case of heterogeneous users. FedDF \cite{16} improves the efficacy of model aggregation. They use the global model in FedAvg as the student model and do ensemble distillation to get the knowledge from all client teacher models. The ensemble knowledge is represented by the average logit outputs of all parties on an unlabeled dataset from other domains. However only refining the global model can not completely take advantage of distillation to solve non-iid problems, which may even weaken the effect of knowledge distillation. FedGen \cite{28} is the first to combine data-free distillation with federated learning. FedGen only needs to share a lightweight generator model and the prediction layer of the local model with the server for averaging. The global generator outputs feature representations, which are the input of the prediction layer, to reinforce the local learning
with a better generalization performance. However, due to the over-reliance on the global generator, which conveys all ensemble client information, it fails to leverage the advantages of knowledge distillation fully.

2.3 Federated GANs

Generative adversarial networks (GAN) [4] is a generative model, which provides a way to learn deep representations without an extensively annotated training dataset. Distributed GANs are proposed to train a generator over datasets from multiple clients. MD-GAN [5] consists of a single global generator and distributed discriminators. The global generator plays a game with the ensemble of all participant-distributed Discriminators. The server in MD-GAN sends two distinct batches, which are composed of the data generated by the global generator, to each party and the client performs some learning iterations on its discriminator. Then the client sends the error feedback to the server. Finally, the server computes the average of all feedback to update its parameters. During the training process, clients iteratively exchange their discriminators with each other to avoid overfitting. With similar settings, the global generator in [25] only needs to fool the weakest individual discriminator. However, the communication cost caused by the transmission of the generated data is too high. Some works directly apply FedAvg to generators and discriminators [3,19,27]. These GANs in Federated learning can provide proxy data for federated distillation algorithms, but such separate training adds a great deal of computational cost. Our method adds a classifier for a three-player game. The classifier can help the generator learn the data distribution faster and also serve as a personalized task for the client.

3 Method

Our work is conducted in the traditional FL setting. Each local client \( \text{Local}_k \) has a Generator \( G_k \), a Discriminator \( D_k \), and a Classifier \( C_k \) which represents the local personalized training task. \( \text{Local}_k \) owns a labeled private dataset \( \text{data}_k \). Let \( p_{\text{data}} \) be the global true data distribution, which cannot be observed by conventional FL, and \( p_G \) be the generated sample distribution.

The goal for FedDTG is to train \( N \) different classifiers that perform well on the corresponding client tasks and a global generator \( G \) to make \( p_{\text{data}} \) and \( p_G \) as similar as possible. The training process can be divided into three steps:

**Local Adversarial Training:** Each client trains local models on the private \( \text{data}_k \) and generated samples for a few epochs, and then sends the \( G_k \) and \( D_k \) to the server.

**Global Aggregation:** The server aggregates the received generators and discriminators to get the global \( G \) and \( D \) and send it back to the client.

**Federated Distillation:** Each client inputs fake samples, which are generated by the received global \( G \), into \( C_k \) to get the soft label and sends it to the server.
The server calculates the average value of other soft labels and returns it. Finally, each client uses this average soft label to calculate the loss of knowledge distillation and updates $C_k$. The transmission of information between clients in FedDTG mainly comes from two parts: The first part is the global generator $G$, including the correct classification of the generated images in the Local Adversarial Training stage and the Federated Distillation stage. Another part is the average of the soft labels of other clients received from the server, that is, the mutual distillation in the Federated Distillation stage.

**Fig. 1.** An illustration of FedDTG. Different colors represent different client model parameters, and different shapes represent different client model structures. For Local Adversarial Training, $i$ denotes the client index, ‘R’ denotes rejection, ‘A’ denotes acceptance, and ‘CE’ denotes the cross entropy loss.

### 3.1 Local Adversarial Training

A standard GAN consists of a min-max optimization game, played between the generator $G$ and discriminator $D$. The objective function for this game is shown in Equation 1:

$$\min_G \max_D V(G, D) = \mathbb{E}_{x \sim p_{data}} \left[ \log D(x) + \mathbb{E}_{z \sim p_z} \left[ \log(1 - D(G(z))) \right] \right]. \quad (1)$$

Based on this, we introduce a local classifier $C_k$ to the training process, forming a three-player GAN. This classifier, parameterized by $\theta^k$, aims to minimize the loss of the personalized client task. On the one hand, $C_k$ can help accelerate $G_k$ learn the local data distribution $p^k_{data}$; on the other hand, $G_k$ assists $C_k$ in alleviating the model drift caused by data heterogeneity during the local training phase.

Similar to the traditional GAN, $D_k$ is a binary classifier that distinguishes real samples as true and generated samples as false. $D_k$ needs to maximize the
following objective function:

\[
\mathcal{L}_{D_k} = \frac{1}{\|\text{data}_k\|} \left[ \sum_{x \sim p_{\text{data}_k}} \log D_k(x) + \sum_{z \sim p_z(z), \hat{y} \sim p_{\hat{y}}(\hat{y})} \log(1 - D_k(G(z, \hat{y}))) \right].
\]

\(G_k\) takes noise vector \(z \sim \mathcal{N}(0, 1)\) and label vector \(\hat{y} \sim \mathcal{U}(1, n)\) as inputs and outputs fake samples. The generated fake sample needs to be correctly classified by \(C_k\) and classified as true by the \(D_k\). With the help of \(C_k\), \(G_k\) better align the generated samples with the input labels and accelerate the learning of the local data distribution. In other words, the generator’s goal is to produce samples that the discriminator cannot differentiate from real data, while also ensuring that the classifier correctly classifies the generated samples. \(G_k\) needs to minimize the following objective function:

\[
\mathcal{L}_{G_k} = \frac{1}{\|\text{data}_k\|} \sum_{z \sim p_z(z), \hat{y} \sim p_{\hat{y}}(\hat{y})} \mathrm{CE}(C_k(G(z, \hat{y})), \hat{y}) + \sum_{z \sim p_z(z), \hat{y} \sim p_{\hat{y}}(\hat{y})} \left[ 1 - \log(D_k(G(z, \hat{y}))) \right],
\]

where \(\mathrm{CE}\) stands for cross-entropy loss function. \(C_k\) must accurately classify both the local data and the fake samples generated by \(G_k\). With the support of \(G_k\), \(C_k\) can avoid overfitting to the local training dataset, thereby reducing the risk of model drift. \(C_k\) needs to minimize the following objective function:

\[
\mathcal{L}_{C_k} = \frac{1}{\|\text{data}_k\|} \sum_{(x,y) \sim p_{\text{data}_k}} \mathrm{CE}(C_k(x), y) + \sum_{(x,y) \sim p_{C_k}} \mathrm{CE}(C_k(x_g), \hat{y}),
\]

Our local three-player GAN training is similar to [22]. However, their generator is designed to produce hard samples to accelerate the classifier’s training, while our \(G_k\) is employed to help the \(C_k\) learn the global objective function better.

### 3.2 Global Aggregation

After local training, each client participating in this communication round is required to send \(G_k\) and \(D_k\) to the server. Then, the server uses parameter averaging to aggregate the global \(G\) and \(D\), parameterized by \(\theta_g\) and \(\theta_d\) which can be calculated by the following functions:

\[
\theta_g = \frac{1}{N} \sum_{k=1}^{N} \theta^k, \theta_d = \frac{1}{N} \sum_{k=1}^{N} \theta^k.
\]
It is worth noting that the local generator $G_k$ does not directly access the real local dataset during the entire training process. Instead, the generated dataset is determined by noise vector $z \sim \mathcal{N}(0, 1)$ and label vector $\hat{y} \sim \mathcal{U}(1, n)$, which is different from the local label distribution. For $D_k$, it’s a binary classifier and can not provide the probability information of each class. So it is unable to get the local label distribution from the uploaded $G_k$ and $D_k$. This approach effectively safeguards the privacy of local data. Finally, the server sends the updated global $G$ and $D$ back to the client.

At this stage, the new global $G$ can obtain the outputs of all local classifiers $C_k$ on the generated fake samples. We attempted to utilize these outputs to further train the global $G$ in the server. This approach can potentially decrease the number of communication rounds and achieve better performance. To simplify the process, we only use the parameter averaging method to aggregate models, which can already achieve good results.

### 3.3 Federated Distillation

Upon receiving the models from the server, the client will replace the local $G_k$ and $D_k$ with the global $G$ and $D$. The server then specifies the batch size and noise vector $\hat{z} \sim \mathcal{N}(0, 1)$ for the federal distillation stage. For each batch, the client generates the same number of label vectors $\hat{y}$ for each class and inputs them into the $G_k$ together with $\hat{z}$. Since the inputs and model parameters are consistent, all clients participating in this communication round outputs the same fake samples. In this way, the communication cost caused by transmitting a large amount of generated data is avoided.

Input the fake samples into $C_k$ to get the local soft labels, and send them to the server. The server then computes the average soft label of all clients except the current one and sends the result $y_{dis}^k$ which represents the ensemble knowledge back. Finally, the client computes the KL-divergence between the output of $C_k$ and $y_{dis}^k$ as the distillation loss, and the loss of classifying the input fake samples. This allows $C_k$ to learn from the knowledge of other clients. So, $C_k$ needs to minimize the following objective function at this stage:

$$
L_{dis} = \frac{1}{\|data_{dis}\|} \left[ \sum_{(x, y) \sim p_{G_k}} \alpha KL(C_k(x), y_{dis}^k) + \sum_{(x, \hat{y}) \sim p_{G_k}} CE(C_k(x), \hat{y}) \right],
$$

where $\alpha$ is the hyperparameter controlling the proportion of knowledge distillation loss. Here, we prefer to choose a large $\alpha$ value, because the classification generated fake samples has been included in the process of local adversarial training. The training procedure is shown in Algorithm 1.
Algorithm 1 FedDTG

Input: local model $G_k, D_k, C_k$
Output: global $G$ and N local $C_k$

1: initialization local model parameters;
2: for each communication round $t = 1,...,T$ do
3: \hspace{1cm} Local Adversarial Training:
4: \hspace{2cm} $S_t \leftarrow$ random subset(frac = 50%) of the N clients
5: \hspace{2cm} for each client $k \in S_t$ in parallel do
6: \hspace{3cm} for n steps do
7: \hspace{4cm} calculate the loss $L_{G_k}, L_{D_k}, L_{C_k}$
8: \hspace{4cm} $\theta^k_g \leftarrow \theta^k_g - \nabla L_{G_k}$,
9: \hspace{4cm} $\theta^k_d \leftarrow \theta^k_d - \nabla L_{D_k}$,
10: \hspace{4cm} $\theta^k_c \leftarrow \theta^k_c - \nabla L_{C_k}$
11: \hspace{2cm} end for
12: \hspace{2cm} send $\theta^k_g$ and $\theta^k_d$ to serve
13: \hspace{2cm} end for
14: \hspace{1cm} Global Aggregation:
15: \hspace{2cm} Server updates $\theta_g \leftarrow \frac{1}{|S_t|} \sum_{k \in S_t} \theta^k_g, \theta_d \leftarrow \frac{1}{|S_t|} \sum_{k \in S_t} \theta^k_d$ and specify noise vector $\hat{z} \sim \mathcal{N}(0,1)$
16: \hspace{1cm} Federated Distillation:
17: \hspace{2cm} for each client $k \in S_t$ in parallel do
18: \hspace{3cm} generate label vector $\hat{y} \sim \mathcal{U}(1,n)$
19: \hspace{3cm} input $\hat{y}$ and $\hat{z}$ to $G_k$ to generate fake samples $x_g$
20: \hspace{3cm} input $x_g$ to $C_k$ to get soft label $y^k_c$
21: \hspace{3cm} send $y^k_c$ to the serve.
22: \hspace{2cm} end for
23: \hspace{2cm} Server calculates the average soft label $y_{dis}^k = \frac{1}{|S_t|} \sum_{i \neq k} y^i_c$ and send it to each client
24: \hspace{2cm} for each client $k \in S_t$ in parallel do
25: \hspace{3cm} calculate the distillation loss $L_{dis}$
26: \hspace{3cm} $\theta^k_c \leftarrow \theta^k_c - \nabla L_{dis}$
27: \hspace{2cm} end for
28: end for

4 Experiments

4.1 Setup

Dataset: We experiment with competing approaches on three classic vision datasets for deep learning: MNIST [10], EMNIST [1] and FashionMNIST [23]. MNIST dataset is composed of 28 x 28 pixels grayscale images with 6,000 training images and 1,000 testing images per digit. EMNIST dataset is for character image classification of the same size with 145,600 samples in total. FashionMNIST contains different clothing types, whose picture sizes, number of training and testing samples, and number of classes are exactly the same as MNIST.

Baselines: Our FedDTG is designed to ensure safer model aggregation and provide a more effective solution for non-iid settings. Thus, in addition to FedAvg
we compare FedDTG with methods for stabilizing local training and effective model aggregation: FedProx \cite{FedProx} introduces a proximal term to constrain local model updates, thereby improving local training performance in heterogeneous environments. FedDF \cite{FedDF} is designed for effective model fusion using a data-based knowledge distillation approach, where we provide a random 10\% of the training samples without labels as the proxy dataset. FedGen \cite{FedGen} is a federated distillation method that is data-free, incorporating flexible parameter sharing.

**Federated Learning Configurations:** Unless otherwise mentioned, we simulate 20 clients in total with an active-user ratio $frac = 50\%$ each round. We use a Dirichlet distribution $Dir(\alpha)$ to simulate non-iid data distribution, which follows prior work \cite{Dirichlet}. In the Dirichlet distribution, the value of $\alpha$ represents the degree of non-iid. The smaller $\alpha$, the higher the degree of data heterogeneity.

| Dataset | Setting | FedAvg | FedProx | FedDF | FedGen | FedDTG |
|---------|---------|--------|---------|-------|--------|--------|
| MNIST   | $\alpha = 0.05$ | 87.19 ± 1.55 | 88.64 ± 1.42 | 88.63 ± 0.70 | 91.67 ± 0.87 | **94.97 ± 0.98** |
|         | $\alpha = 0.1$  | 89.84 ± 0.47 | 89.79 ± 0.48 | 89.82 ± 0.33 | 93.11 ± 0.42 | **95.77 ± 0.43** |
|         | $\alpha = 0.4$  | 92.38 ± 0.26 | 92.83 ± 0.14 | 93.17 ± 0.11 | 94.85 ± 0.25 | **96.02 ± 0.11** |
|        | $r = 25\%$     |        |         |       |        |        |
| MNIST   | $\alpha = 0.05$ | 85.86 ± 2.46 | 87.38 ± 2.37 | 88.69 ± 0.64 | 90.44 ± 0.44 | **93.89 ± 0.99** |
|         | $\alpha = 0.1$  | 87.19 ± 1.49 | 88.63 ± 1.07 | 88.86 ± 0.51 | 92.88 ± 0.19 | **95.02 ± 0.47** |
|         | $\alpha = 0.4$  | 91.27 ± 0.28 | 91.52 ± 0.26 | 92.33 ± 0.17 | 93.87 ± 0.13 | **95.27 ± 0.24** |
|        | $r = 10\%$     |        |         |       |        |        |
| EMNIST  | $\alpha = 0.05$ | 62.43 ± 1.07 | 61.92 ± 1.48 | 63.57 ± 1.14 | 66.26 ± 1.36 | **73.50 ± 0.20** |
|         | $\alpha = 0.1$  | 66.70 ± 0.96 | 65.62 ± 0.72 | 67.01 ± 0.87 | 70.84 ± 0.67 | **74.44 ± 0.28** |
|         | $\alpha = 0.4$  | 71.11 ± 0.32 | 71.36 ± 0.31 | 72.68 ± 0.37 | 75.31 ± 0.52 | **75.46 ± 0.19** |
|        | $r = 10\%$     |        |         |       |        |        |
| Fusion  | $\alpha = 0.05$ | 68.68 ± 2.12 | 69.60 ± 1.52 | 66.92 ± 0.81 | 69.40 ± 1.03 | **77.94 ± 0.32** |
| MNIST   | $\alpha = 0.1$  | 71.98 ± 1.04 | 71.99 ± 1.01 | 69.15 ± 0.92 | 73.86 ± 0.33 | **79.90 ± 0.29** |
|         | $\alpha = 0.4$  | 78.90 ± 0.67 | 78.87 ± 0.66 | 78.51 ± 0.38 | 78.58 ± 0.36 | **80.31 ± 0.24** |

which is different in size, class distributions, and the distribution of each class. We use three values of $\alpha = 0.05, 0.1, 0.4$ to simulate the setting of non-iid. For each local training, we use the Adam optimizer with a learning rate $= 0.0001$, epoch $= 20$, batch size $= 32$, and a five-layer convolution network for each client. We use 10000 generated images each round for FedDTG to do federated distillation. For fair comparison and reflecting the federal environment lacking local data, we use at most $r = 25\%$ training datasets and distribute them to the clients to simulate the non-iid federated setting and use all testing datasets for performance evaluation.
4.2 Results

**Impacts of data heterogeneity:** As shown in Table 1, FedDTG achieves optimal and stable results under different levels of data heterogeneity. It is worth noting that FedProx and FedDF are optimized based on the average of participant model parameters by FedAvg, and FedGen also uses part of the parameter sharing. However, in FedDTG, the knowledge of other models is transferred in the mutual distillation between clients, and there is no direct parameter averaging of the classifier model. So, this task is more difficult than other algorithms. Our FedDTG still performs better compared with other methods, especially when the value of $\alpha$ is small. This thoroughly validates the outstanding performance of our method in addressing data heterogeneity issues. In addition, the reduction of training data has minimal impact on FedDTG.

This result is in line with our motivation. With the help of distributed GAN, the generated fake samples not only expand the local training data but also limit the local objective function from excessively deviating from the global objective function. The use of soft labels on fake samples for knowledge distillation will further alleviate the problem of heterogeneous data distribution. This type of knowledge is otherwise not accessible by baselines such as FedAvg and FedProx.

![Fig. 2. Performance on MNIST under $\alpha = 0.05, r = 25\%$ and Illustration of the number of samples per class allocated to each client.](image)

FedDF is distilled on the global model obtained by FedAvg, so with the increase of the degree of non-iid, it will have a certain effect, but the improvement is not great. Different from FedDF, the performance gain of our FedDTG is significant compared with FedAvg. This discrepancy shows that our proposed approach of directly doing mutual distillation between the client models is more effective than the method of fine-tuning the global model which is based on FedAvg.

As one of the most competitive baselines, FedGen achieves good results in most cases, but it does not make full use of the method of knowledge distillation. As we can see, our proposed approach outperformance FedGen in most cases, especially when the degree of data heterogeneity is high. In FedDTG, the local
client model not only needs to correctly classify the generated images but also needs to distill the knowledge of other clients, which is more stable than FedGen completely relying on the generator to transmit information.

Fig. 3. Performance on two extremely unbalanced label distribution and quantity distribution.

Learning efficiency: Since FedDTG does not have a global classifier, we use the average accuracy of all client models on the test dataset as the final result. As we can see in Figure 2, FedDTG has the most rapid and stable learning curves and outperforms other baselines on MNIST under $\alpha = 0.05$, $r = 25\%$. We show the number of samples per class allocated to each client under this federated setting on the right side of Figure 2. We can see that in this extreme non-iid case, most clients have only a single class of images, and some clients even have very few local training data. This greatly increases the difficulty of federated training. Although FedGen can also achieve high learning efficiency under certain data settings, our approach has less fluctuation in accuracy during training.

Robustness: We tested the generalization performance of FedDTG under two extremely unbalanced label distributions and quantity distributions. We set 10 clients and $r = 10\%$ training data on the MNIST dataset. In the first case, each client has only one class of data. In the second case, half of the clients have very little image data, and the other half have relatively much image data, where each client has the same number of data belonging to each class. As shown in Figure 3, the stability of FedDTG has obvious advantages over other algorithms,
which once again verifies our approach can perform well in various situations. Furthermore, the mutual distillation between clients accelerates their access to global knowledge, helping the quicker convergence of the classifier model. This shows to some extent that our method can reduce the number of communication rounds between the client and the server and has faster efficiency.

|                | Test acc |
|----------------|----------|
| local training | 29.3     |
| w/o mutual distillation | 92.33 |
| w/o global generator    | 93.78 |
| FedDTG               | 94.97    |

Fig. 4. Ablation study of FedDTG. The dataset is MNIST under $\alpha = 0.05$, $r = 25\%$.

4.3 Ablation study

We tested the effects of different parts of FedDTG on the final experimental results. The transmission of information between clients in FedDTG mainly comes from the global $G$ and the mutual distillation between clients. If mutual distillation is used alone, the whole method is similar to the traditional federated distillation after removing the global teacher model. If the global generator $G$ is used alone, it is equivalent to directly expanding the local dataset with the generated images. As shown on the left side of Figure 4, the global generator is capable of producing a large number of synthetic samples, expanding the data available for client training and reducing the accuracy fluctuation. Through mutual distillation, each model can learn from the knowledge of other clients without directly accessing their data after each training iteration. This approach enhances the model’s capabilities and further accelerates convergence. Both of them have significantly improved the results.

4.4 Personalization performance

To evaluate the personalization performance of all methods in detail, we also distribute the test datasets to clients with the same $\text{Dir}(\alpha = 0.05)$ for local performance evaluation. We analyze the test accuracy of the personalized model owned by each client in Figure 5. For FedDTG, even the worst client achieves an accuracy of 92.15% on the local test dataset which is a huge improvement compared with other algorithms. In addition, the test accuracy of all clients in FedDTG is relatively centralized, which once again proves the advantages of the global generator and mutual distillation.
Fig. 5. The distribution of the testing accuracy of all clients with MNIST under $\alpha = 0.05$, $r = 25\%$.

5 Conclusion and Future Work

In this paper, we address the challenging problem of federated learning where clients are reluctant to share their personalized models and propose FedDTG. Specifically, we introduce a novel distributed GAN to help federated mutual distillation between clients without compromising their data privacy. As validated by extensive experiments, our method can significantly improve performance more rapidly and with greater stability.
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