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Abstract—Those theories of conventional filters for the uniform-period signals do not apply to analysis and design of the finite impulse response (FIR) filters for the stagger-period signals. In this paper, we defined the fundamental concepts related to the stagger-period signals, derived the calculating equations, and described the time-variant property of the stagger-period filter; we proposed the Fourier transform pair between the frequency and impulse responses of this type filter, and proved the inverse of each other. This was an early study on the stagger-period filter; we proposed the Fourier transform pairs: one between a stagger period sequence and its spectrum and its power, and proposed two staggered FIR filters, including lowpass, bandpass, and high-pass, presented the staggered windowing philosophies, illustrated different windows' effectiveness, and described the principles and designs of the optimized stagger-period high-pass filters with a match algorithm. As applications, we introduced three staggered optimization algorithms: eigenvalue, match, and linear prediction; and discussed performances of the filters designed for a moving target indication (MTI) radar. The stagger-period MTI filters not only extend the blind speed of flying targets, but also give an optimized improvement factor. Finally, we proposed a mathematical programming to search the best period code, which makes this type filter’s velocity response flattened. Meanwhile, we compared properties of the stagger-period to uniform-period filters, and provided with some examples to illustrate the theories and designs.

Index Terms—stagger-period signal, time-variant filter, staggered FIR filter design, optimized MTI filter, velocity response

I. INTRODUCTION

As everyone knows, those theories and applications of the uniform-period signal processing have been available for the areas of electronics, communication, and radar etc. for several centuries [1]-[3]. However, these theories and processing of the stagger-period signal are studied and developed not for long time though users have also gained benefits from their applications; the benefits are impossible to rely on the uniform-period signal processing. In surveillance radar, the aircraft returns are desired signals, and the returns from terrain, sea, and weather etc. are undesired clutters. Such radar signal processing and data acquiring always cause a range-velocity ambiguity problem when uniform-period finite impulse response (FIR) filters are used. References [4], [5] early proved that the optimized stagger-period moving target indication (MTI) filter is a solution of eigenvalue problem of covariance matrix of the interference plus thermal noise, particularly, the MTI filter coefficients are the eigenvector corresponding to the least eigenvalue. They also examined that the resulting improvement factors (IFs) were equal to those from the uniform-period MTI filter under the same algorithm. Reference [6] introduced the blind speed problem in a uniform-period MTI radar, including the causes and solutions to eliminate it. Generally, the most effective and low-cost approach to eliminate blind speed is to utilize stagger-period FIR filters. Reference [7] presented three algorithms for the MTI filter design, including least squares, convex optimization, and min-max design; these design technologies enabled the MTI filters to maximally suppress the clutters and enhance the target signals. However, their experimental data showed that resulting IFs were not maximized yet. Reference [8] pointed out a similar issue in a weather radar, and proposed their strategy and implementation, utilizing multi-pulse repeat frequency (PRF) technology: different pulse batches were of stagger periods, but the uniform-period filters were used to process the uniform-period batch returns. This could effectively remove the false alarm of a strong thunderstorm from a long distance.

Reference [9] presented the Dirichlet transform pair of nonuniformly sampling signals, but he did not give a proof of the inverse of each other. This was an early study on the stagger-period signal processing theory. Reference [10] described some concepts, definitions, and properties of the stagger-period sequences, and proposed staggered Fourier transform pairs: one between a stagger-period sequence and its spectrum, and the other one between a stagger-period auto-correlation sequence and its power spectrum density; he also proved the inverses of each other of the two transform pairs. Based on [3], [6], and [10], this paper studied the essential theories of stagger-period FIR filters, indicated their properties by comparing to the uniform-period FIR filters, and illustrated designs and applications of these type filters.

II. FUNDAMENTALS OF STAGGER-PERIOD FIR FILTERS

A. Concepts of a stagger-period FIR filter

In reality, there exists a sort of discrete-time signals, whose sampling periods are unequal or stagger, thus, they are not sorted into the conventional discrete-time uniform-period signals. Given a discrete-time signal $x(t_n)$, $n \in \{0, \pm 1, \pm 2, \cdots\}$, when $t_n$ meets $t_n + t_{n-1} \neq t_{n+1} - t_n$, the signal $x(t_n)$ is called the stagger-period signal, or staggered signal for short. Reference [10] studied Fourier analyses of stagger-period sequences, which can have infinite periods. In practice, the stagger periods are finite, denoted by $T_n = t_n- t_{n-1}$, $n \in \{1, 2, \cdots, N_1\}$, $N_1$ is number of the periods, then $\{T_n\}$ are a set of the finite periods. Given a stagger-period signal
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filters, rectangle functions of amplitude 1; their application, the both conditions are true. latter to prove frequency region

\[
X(f) = \sum_{n=-\infty}^{\infty} x(t_n) e^{-j2\pi tn} \quad f \in [-B_f/2, B_f/2]
\]

where \(B_f = 1/\tau\), referred to as spectrum period of \(x(t_n)\); the spectrum shape is related to not only the values \(T_1, T_2, \ldots, T_N\) but also their order. In the uniform-period case, let the sampling period be \(T_s\), the spectrum period is \(1/T_s\) with frequency axis unit Hz, also called Nyquist interval. In the stagger-period case, let average sampling period be \(T_a\), equal to \(T_s/N_t\), the spectrum period is extended for a multiple of \(R_t = \sum_{k=1}^{N_t} k\), called extension factor, so the Nyquist interval is also extended.

A FIR filter working with the staggered-period signal is called the staggered-period FIR filter, denoted by \(h_s(t_k)\), \(k \in \{0, 1, \ldots, N_t-1\}\), \(N_t\) filter length. Obviously, its impulse period must match the input signal periods at each input time \(t_n\). Thus, such a filter is a time-variant system, and it does not hold to use the convolution operation of the discrete-time system to derive the frequency response of the staggered FIR filter. When the impulse periods \(\{T_1 = t_1, T_2 = t_2, \ldots, T_N\}\), meet (1), avoiding the frequency response derivation of a discrete-time system [2], we directly define the frequency response of a staggered-period FIR filter as

\[
H_s(f) = \sum_{n=-\infty}^{\infty} h_s(t_n) e^{-j2\pi fn} \quad f \in [-F_p/2, F_p/2]
\]

where \(F_p = 1/\tau\) is called frequency (response) period of the FIR filter, and is equal to the spectrum period \(B_f\) of \(e^{-j2\pi fn}\). No doubt, the frequency period is related to \(T_1, T_2, \ldots, T_N\). When we identify (3) as the Fourier transform of \(\{h_s(t_k)\}\), we can define the inverse Fourier transform of (3) as

\[
h_s(t_k) = \sum_{f=-\infty}^{\infty} H_s(f) e^{j2\pi fn} df \quad 1 \in \{0, \pm 1, \ldots\}
\]

From [10], we knew that the stagger-period sequence \(e^{j2\pi fn}\), \(\in \{0, \pm 1, \pm 2, \ldots\} \) is normalized and orthogonal in the frequency region \([-B_f/2, B_f/2]\). This yet indicates qualitatively that (3) and (4) can be a valid Fourier transform pair. In order to ensure that the transform pair holds, we need to prove the inverse of each other. Inserting (3) into the right-side of (4), we obtain, through normalized orthogonality of \(\{e^{j2\pi fn}\}\),

\[
h_s(t_n) = \frac{1}{B_f} \sum_{k=-\infty}^{\infty} e^{j2\pi f(t_n - t_k)} h_s(t_k)
\]

\[
= \sum_{k=-\infty}^{\infty} h_s(t_k) \delta(t_n - t_k)
\]

\[
h_s(t_n)
\]

if (3) is uniformly convergent or absolutely convergent. The latter condition is stricter than the former; in practical application, the both conditions are true.

Fig. 1 (a) shows impulse responses of two staggered FIR filters, rectangle functions of amplitude 1; their 5-circular stagger codes are \(k_1, k_2, k_3, k_4, k_5\). Fig. 1 (b) shows their frequency responses, we can observe that the both responses are Sinc curves; original main-lobes occur at 0 kHz, declined main-lobe occur at 0.6 and 1.2 kHz. For comparison, we selected two uniform-
period sampling period 1/600 s, shown in Fig. 2 (a). Their frequency impulses, the same rectangles and lengths as in Fig. 1 (a), responses are shown in Fig. 2 (b). We can observe that the both responses also are Sinc curves, but the original main-lobe recurs at Nyquist frequencies, 0.6 and 1.2 kHz. Comparing the four frequency responses in Fig. 1 (b) and Fig. 2 (b), we can find the extension of the frequency periods is the most difference between the stagger-period and uniform-period frequency responses.

B. Outputs of a stagger-period FIR filter

Length of a real-world FIR filter always is finite. Given a Np-circular stagger-period signal x(t0), n∈{0, 1, 2, ...}, and impulse response of a staggered FIR filter, h0(t0), n∈{0, 1, ...Np-1}, we knew in section II.A that at a different t0, the different time set {τi} is to be assigned. For example, at t0, the periods of the staggered impulse responses are {τ1, T2, ...τe}, but at t0, the periods are {T1, T2, ...Tn0, T1}. Even if H0(f) is fixed, from (4), the Np impulses vary over τ0e. For rigorousness, we denote h0(t0) by h0(t0, τ1), n∈{1, 2, ...}, then the output of the staggered FIR filter is derived as

\[ y(t0) = \sum_{n=0}^{Np-1} x(t0+n)h0(t0, τ1) \]  

(5)

where * is complex conjugation. It is easy to examine that (5) meets the superposition property [2]. Thus, the stagger-period FIR filter also is a linear-time-variant system; but impulse response of the uniform-period filter \( \{ h0(t0) \} \) does not vary over \( \{ t0 \} \), and the uniform-period FIR filter is a special case (Np=1) of the staggered-period FIR filter.

Each filter of the Np-circular staggered filter bank offers a different frequency response even though the difference may be quite mild. This is a property of the stagger-period FIR filter. For example, a lowpass filter has a passband [0, 180] Hz, average sampling frequency 600 Hz, length 10. An input signal is of 3-circular staggered periods, whose period code is 24:29:31:24:29:31:… When the input signal slides into the staggered filter, ten periods of the current impulse must match the corresponding ten periods of the input samplings. Fig. 3 shows three frequency responses of the lowpass filters, period code of the 1st filter is 24:29:31:24:29:31:24:29:31:24:29:31:29:24:29:31: red color. period code of the 3rd filter is 31:24:29:31:24:29:31:29:24:29:31: red color. We can observe that the three main-lobes in passband almost make no difference, but the sidelobes in the stopbands make big differences. They really present the desired lowpass behaviors.

![Fig. 3 Time-variant frequency responses of 3-circular stagger-period filters](image)

In the uniform period case, successive outputs of a FIR filter are attached the same phase. However, phase responses of the staggered filters are somewhat different at the successive outputs because of their time-variant impulse property. Then, if the phase characteristic is required in some application, the further research has to be conducted.

Suppose that an input signal is \( x(t0) \), n∈{0, 1, 2, ...}, and impulse response of a staggered FIR filter is \( h0(t0, τ1) \), n∈{0, 1, ...Np-1}. Since \( \{ h0(t0, τ1) \} \) is time-variant, i.e., \( h0(t0+n, τ1) ≠ h0(t0, τ1) \), (5) is not a conventional convolution equation, and relationship between the output signal spectrum \( Y_n(f) \) and input signal spectrum \( X(f) \) does not meet

\[ Y_n(f) = H0(f)X(f) \]  

(6)

From [10], the inverse Fourier transform of (2) is denoted by

\[ x(t0) = \frac{1}{Bl} \int_{-Bl/2}^{Bl/2} X(f)e^{j2πfn0} df \]  

(7)

Inserting (7) into the right-side of (5), we can derive the staggered FIR filter output as

\[ y(t0) = \frac{1}{Bl} \int_{-Bl/2}^{Bl/2} X(f)H0∗(f)e^{j2πfn0} df \]  

(8)

Identifying (8) as the inverse Fourier transform of a staggered signal spectrum, we obtain the spectrum of \( y(t0) \):

\[ Y_n(t0) = H0∗(t0, f)X(f) \]  

n∈{0, ±1, ±2, ...}  

(9)

Thus, the spectrum of the staggered-period FIR filter output also is time-variant even though its input spectrum is time-invariant. By analysing (9), only if \( H0(t0, f) \), including the amplitude and phase, is independent of \( t0 \), (6) holds; but this condition is not true for the practical stagger-period filters. However, in a limited frequency region, this condition could be true, e.g., within the passband of Fig.3, then, we can think (6) holds in the limited region.

III. CONVENTIONAL DESIGNS OF STAGGERED FIR FILTERS

A. Frequency-selective filter designs

The conventional designs of uniform-period FIR filters mostly utilized the truncation and windowing methods when their requirements are the ideal frequency-selective filters, such as lowpass, high-pass etc. [3]. Given stagger periods and frequency response specifications of a bandpass filter, in terms of its inverse Fourier transform (4), we can design the frequency-selective filters. According to passband center \( F_0 \) and width \( B_{wp} \), the desired frequency response is denoted by a rectangle function,

\[ H0(f) = \begin{cases} 1, & F_0 - B_{wp}/2 \leq f \leq F_0 + B_{wp}/2 \\ 0, & \text{otherwise} \end{cases} \]  

(10)

After inserting (10) into the right-side of (4) and integrating, the desired impulse response is derived as

\[ h0(t0) = \frac{B_{wp}}{2Fp} \text{Sinc}(\pi B_{wp} t0) e^{j2πnt0} \]  

n∈{0, 1, 0}  

(11)

where constant factor \( B_{wp}/2Fp \) can be ignored. In practice, the filter length cannot be infinite, we need to truncate the impulse response. After \( h0(t0) \) is truncated to length \( Np \), the response of the truncated filter approximates the desired \( H0(f) \). From (11), we can know that (1) the bandpass filter impulse response \( h0(t0) \) is a complex Sinc function; if the frequency response is symmetric about the Y axis, the impulse response is a real part only. (2) The band width determines the interval between the adjacent Sinc zeros, the band center determines the impulse phase response. Fig. 4 shows real and imaginary parts of a staggered bandpass filter, whose 5-circular period code is 19:23:26:29:31, \( Np \) is 31, \( F_0 \)
is 300 Hz, $B_w$ is 200Hz, and $F_s$ is 600 Hz. When the impulse response is truncated, the impulses with high energy are to be selected as possible so that the obtained filter has the most approximated frequency response. From Fig. 4, we can observe that the highest amplitude of Sinc function center is 300 Hz, while at $t=0$ as per (11), because the $\{h_n(t_0)\}$ was shifted backward by 15 periods to fit (5). Fig. 5 shows the frequency response of the filter of Fig.4, black color, the main-lobe is located in the desired passband; the declined main-lobe occurs around 900 Hz. For comparison, in Fig.5, we also show the frequency response of a uniform-period filter, blue color, which is required to have the same passband specifications as (10). We can observe that the resulting main-lobe is almost the same as the staggered main-lobe; but it entirely recurs at 900 Hz; the staggered sidelobes rise over the uniform-period sidelobes. On the both responses, the jagged Gibbs’ oscillation, i.e., the ripple overshoot, occurs. Obviously, such an oscillation can cause adverse effects, such as spectrum distortion; number and height of the ripples are related to length $N_p$. By experiments, we found that when the length $N_p$ is short, the oscillation does not occur, but the main-lobes are moon arc; when $N_p$ gets long, e.g., 31, the oscillation occurs; when $N_p$ is extremely long, e.g., 400 or more, the oscillation almost disappears, and the main-lobe approximates the desired passband. In practical FIR filter designs, it is impractical and unnecessary to select quite large $N_p$. However, the sidelobes’ height and the transition band width both decreases with increase of $N_p$; in order to make transition response steep, $N_p$ is often selected to be enough large.

![Complex impulse response of a stagger-period bandpass filter](Image)

**Fig. 4** Impulse response of a stagger-period bandpass filter

![Frequency responses of two bandpass filters with stagger and uniform periods](Image)

**Fig. 5** Frequency responses of two bandpass filters with stagger periods and uniform periods

**B. Windowing methods for filter designs**

In the uniform-period filter design, to weaken the Gibbs’ oscillation, ones used the windowing procedure. Reference [3] introduced the windowing philosophy to lower undesired ripples, and discussed the features of various window functions. Most of the functions do not relate to the sampling periods, and some windowing functions are easily modified for the stagger-period FIR filter design. The truncation of impulse response in section III.A, in fact, is a rectangular windowing procedure. The rectangle-truncated function for the staggered FIR filters is expressed in terms of

$$W_c(t_k) = \begin{cases} 1 & 0 \leq t_k \leq t_{N_p-1} \\ 0 & \text{otherwise.} \end{cases}$$

(12)

Recall the above application of (12), we found its features: ① the main-lobe always behaved with the high Gibb’s oscillation in the passband; ② the sidelobes also shows undesired oscillation. In order to tackle the major oscillation caused by the rectangular window, we here introduce three more window functions: Hamming, Blackman and Kaiser, which resulted from reference [3], and have been modified for stagger-period applications. They are, respectively,

$$W_h(t_k) = \begin{cases} 0.54 + 0.46 \cos \left( \frac{\pi(2t_k-t_{N_p-1})}{t_{N_p-1}} \right) & 0 \leq t_k \leq t_{N_p-1} \\ 0 & \text{otherwise.} \end{cases}$$

(13)

$$W_b(t_k) = \begin{cases} 0.42 + 0.5 \cos \left( \frac{\pi(2t_k-t_{N_p-1})}{t_{N_p-1}} \right) + 0.08 \cos \left( \frac{2\pi(2t_k-t_{N_p-1})}{t_{N_p-1}} \right) & 0 \leq t_k \leq t_{N_p-1} \\ 0 & \text{otherwise.} \end{cases}$$

(14)

and

$$W_k(t_k) = \begin{cases} 10^{-\alpha} & 0 \leq t_k \leq t_{N_p-1} \\ 0 & \text{otherwise.} \end{cases}$$

(15)

Obviously, the functions of Hamming (13) and Backman (14) are the cosine sums, but their constant factors are a little different. In Kaiser (15), $I_0(\alpha)$ is the 0th order Bessel function, the parameter $\alpha$ controls window slope, its default value is 0.5; the larger the $\alpha$, the steeper the functional slope. The sampling periods of the windows, $\{t_{k+1} - t_k\}$, $k \epsilon \{0, 1, \cdots N_p-1\}$, are stagger, and must match the filter impulse periods, so the staggered window functions also are time-variant. Fig. 6 shows curves of the three windows’ and rectangle functions, whose period codes all are 19:23:26:29:31, and circulate to length 31; the selected $\alpha$ is 2.5 for steeper Kaiser function. We can observe that the three curves symmetrically drop along slopes, but the rectangular window does instantly; so, the three windows gradually cut levels of the original impulses, rather than that the rectangular window does sharply. By comparing among the three windows, the Kaiser window cuts the levels gradually, the Blackman window, gently, and the Hamming window, in mid way. Fig. 7 shows frequency responses of the filter of Fig. 4, whose impulse levels were cut by the three window functions. By
comparing to the original frequency response (black) in Fig. 5, we observe that the Gibbs’ major oscillation on the whole response disappears; so, the window functions are quite effective. When viewing carefully, the Blackman main-lobe looks a little smoother than the Kaiser main-lobe does, but the Blackman main-lobe deviates from the desired passband a little more than Kaiser main-lobe does; the Hamming response behaves in mid way. Differences of the three frequency responses in Fig. 7 are consistent with the windows’ characteristics in Fig. 6.

![Image: showing window functions of Hamming, Blackman, and Kaiser.]  
**Fig. 6** Functions of four windows with stagger periods

![Image: showing frequency responses of a staggered FIR filter windowed by Hamming, Blackman, and Kaiser.]  
**Fig. 7** Frequency responses of a staggered FIR filter windowed by Hamming, Blackman, and Kaiser

**IV. OPTIMIZATION DESIGNS OF STAGGER-PERIOD FIR FILTERS**

In section III, we discussed the conventional designs of stagger-period FIR filters, which achieved specifications of the given passband and stopband; then, the designed filters could be used in some situations. Sometimes, it is inconvenient for a user to give appropriate specifications of the passband and stopband so that the obtained filter functions best in the application. For example, when designing a high-pass FIR filter with the conventional method, the resulting notch depth depends on the given stopband width and filter length, but a user can not know the accurate relationships beforehand. From the application effectiveness, the stopband notch is directly related to the intensity of interferences. The stronger the interference intensity, the deeper the notch depth. The optimization filter design, unlike the conventional frequency-selective filter design, needs the given spectral intensities, centers and widths of both the input interference and signals, and offers a filter with the optimized notch and main-lobe accordingly.

Suppose that an input signal vector $S_d=\{s_d(t_0), s_d(t_1), \cdots s_d(t_{Np-1})\}$ is deterministic, $T$ is transition; an input interference (clutter plus noise) vector is a stationary process, $Z_c=\{z_c(t_0), z_c(t_1), \cdots z_c(t_{Np-1})\}$, with a covariance matrix $M_c=E\{Z_cZ_c^\dagger\}$; $\dagger$ is conjugate transpose, and $E\{}$ is expectation operator. Note that here and later, the signals and interferences are all complex. Under a criterion of the output signal-to-clutter/interference ratio (SCR) maximum, the filter coefficient vector $H_m=\{h_m(t_0), h_m(t_1), \cdots h_m(t_{Np-1})\}$ can easily be derived as the solution of the following equation group [11],

$$M_c H_m= S_d \quad \text{or} \quad H_m = M_c^{-1} S_d \quad (16)$$

The conditions and operation of this optimized filter $H_m$ are similar to those of a matched filter in color noise [12]. So, we call this solution of (16) the match algorithm. The criterion of SCR maximum is equivalent to Neyman-Pearson criterion of detection probability maximum if the interference process is of a Gaussian probability density. When the input interference is in a low-frequency region, and the input signals cover a wide high-frequency region, we need to design a high-pass filter to increase SCR. Plus, when the signal sampling frequency is not allowed high enough, but we need to detect the signals located beyond the sampling frequency region, the stagger-period technology has to be utilized. As an example, the deterministic signal $S_i$ occupies the high frequencies, instead of a single frequency, thus, a mean signal vector is to be assigned [5]. Suppose that the signal vector, $\{\exp(2\pi ft)\} = \{0, 1, \ldots, N_p-1\}$, $t_0=0$, is stationary and ergodic, and probability density of the frequency $f$ is uniform,

$$P(f)=\begin{cases} \frac{1}{F_{h2}-F_{h1}} & F_{h1} \leq f \leq F_{h2} \\ 0 & \text{otherwise} \end{cases} \quad (17)$$

where $[F_{h1}, F_{h2}]$ is the high-frequency region. We derived elements of the mean signal vector $S_0$ as

$$E\{s_0(t_i)\} = \text{Sinc}[\pi t_i(F_{h2} - F_{h1})] e^{i\pi t_i(F_{h1} + F_{h2})}$$

$$\text{ie}(0, 1, \ldots, N_p-1) \quad (18)$$

Similarly, suppose that the input interference is a stationary and ergodic process, and its power spectrum density (PSD) is a rectangle function in the low-frequency region $[0, F_{12}]$,  

$$P_{S_d}(f)=\begin{cases} 1 & 0 \leq f \leq F_{12} \\ 0 & \text{otherwise} \end{cases} \quad (19)$$

For a stagger-period stationary sequence, its auto-correlation function is the inverse Fourier transform of its PSD function [10]. Elements of the covariance matrix $M_c$ were derived as

$$E\{z_c(t_i)z_c(t_j)\} = \frac{B_1}{B_f} \text{Sinc}[\pi F_{12}(t_i-t_j)] e^{i\pi F_{12}(t_i^2-t_j^2)}$$

$$i,j \in \{0, 1, \ldots, N_p-1\} \quad (20)$$

where constant factor $F_{12}/B_f$ could be ignored. Suppose that $F_{12}$ in (19) is 100 Hz; in (17), $F_{h1}$ is 100 Hz, and $F_{h2}$ is 1200 Hz. We designed three high-pass filters with the specifications by (16). Fig. 8 (a) shows frequency responses of the filters, $N_p=10$, and the average sampling frequency $F_s=1200$ Hz; period code is $k1:k2:k3:k4:k5=13:15:12:17:11$; the impulse periods were circularly used for length 10, the black, blue, and red curves resulted from clutter-to-noise ratios (CNRs) 28, 38, and 48 dB, respectively. For comparison, Fig. 8 (b) shows frequency responses of the corresponding three uniform-period high-pass filters, $N_p=10$, sampling frequency $F_s=1200$ Hz. The signal and interference have the same spectral parameters as in the stagger-period
case. We can observe that 1 in the both figures, three notches of different depths are formed for the different CNRs; the higher the clutter power, the deeper the notch; the frequency responses in the high-pass and beyond are about 50 to 65 dB higher than the stopband notches. 2 In Fig. 8 (a), the notches in clutter spectrum region do not recur at the intervals of 1200 and 2400 Hz, but in Fig.8 (b), the notches in clutter spectrum region entirely recurred at the Nyquist intervals.

The stagger-period high-pass filters are able to detect targets in the region beyond high-pass, but the frequency responses are fluctuant in a certain degree. By calculating, the peak-valley max value in the passband is 14.6 dB. To balance the signal detection probability, we need to decrease this value. The sum of several successive filters’ outputs can flatten the response curves. Fig. 9 (a) shows the composite response of five high-pass filters. The peak-valley value was decreased to 8.2 dB after the sum. The staggered frequency period is calculated as 1200 Hz×k/5=16.32 kHz; the extended Nyquist interval just is confirmed. Fig. 9 (b) shows the same composite response, except that the X axis was zoomed in, only for clear peaks and valleys. Such a characteristic of the stagger-period filters is quite helpful to conquer the so-called missing alarm. They can be used as Doppler filters to reject weather and low-speed clutters while detecting high speed targets in an airport.

V. APPLICATION OF STAGGER-PERIOD FIR FILTERS

Generally, return waves of a surveillance radar includes desired aircraft echoes, and various undesired clutters from terrain, forest, sea, and weather etc.; whether an aircraft return or clutters are affected by Doppler shift [6]. Return signals of the relatively moving objects are modulated to Doppler frequency, which is calculated by \( F_d = \frac{2V_d}{\lambda} \), where \( F_r \) is carrier frequency, \( V_d \) is relative velocity of a moving object to the radar, and \( \lambda \) is light speed. In the early years, most MTI radars utilized uniform-period FIR filters to increase SCR. By means of Doppler frequency difference between the desired signal and undesired clutter, an MTI radar can differentiate the overlapped both, and detects the target effectively. However, the frequency response of the uniform-period filter recurs in the intervals of PRF, so does the notch in the clutter spectrum region. Thus, the target signals around a multiple of PRF are rejected. This is the so-called blind velocity problem. If the PRF increases, the blind speed can be eliminated, but an ambiguous range of the target may occur. The unambiguous range of the uniform-period filter is calculated by \( C'T_r/2 \), \( T_r \) is pulse period; and the unambiguous speed (1st blind speed), by \( \lambda/2T_r \), \( \lambda \) is carrier wave length. For example, PRF of a radar is 360 Hz, then its blind range is 416.7 km; for S band carrier of 3000 MHz, the first blind speed is 18 m/s. Obviously, velocities of the current aircrafts and missiles are far higher than 18 m/s.

Many experts researched approaches to conquer the blind speed problem, and developed technologies. One of them is the stagger-period pulses and coordinated Doppler filters. When designing such filters, they used a criterion: improvement factor (IF) maximum, IF=\( \frac{output\ SCR}{input\ SCR} \). Without loss of generalization, we assign that the input signal and clutter have power unity, then, the IF maximum is

\[
IF = \frac{\text{output SCR}}{\text{input SCR}}
\]

Fig. 8 Frequency responses of three high-pass filters with stagger periods and uniform periods

Fig. 9 Frequency responses of five stagger-period high-pass filters in a Doppler radar
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equivalent to the output SCR maximum. Suppose that receiving times of the stagger-period pulses are \( t_n \), \( n \in \{0, 1, \ldots \} \), and the column vector of the input target signal is \( s_a = [s_a(t_0), s_a(t_1), \ldots s_a(t_{N_p-1})]^T \); the column vector of the input clutter plus noise is \( z_c = [z_c(t_0), z_c(t_1), \ldots z_c(t_{N_p-1})]^T \); the FIR filter coefficient vector is \( H = [h_s(t_0), h_s(t_1), \ldots h_s(t_{N_p-1})]^T \). Then, the output powers of the target signal and clutter plus noise are, respectively,

\[
P_a = E[H_s^H s_a^2] = H_s^H M_s H_s
\]

and

\[
P_c = E[H_s^H z_c^2] = H_s^H M_c H_s
\]

where \( M_d = E(S_d S_d^\dagger) \) and \( M_c = E[Z_c Z_c^\dagger] \) are \( N_p \times N_p \) covariance matrices of the signal and interference vectors, respectively. The output SCR is equal to \( H_s^H M_d H_s / H_s^H M_c H_s \) maximum was a solution of the generalized eigenvalue problem,

\[
M_d H_{gi} = \lambda g_i M_c H_{gi}, \quad i \in \{0, 1, \ldots N_p-1\}
\]

which has \( N_p \) eigenvalues \( \{\lambda g_i\} \) and \( N_p \) eigenvectors \( \{H_{gi}\} \).

The eigenvector \( H_{gi} \) corresponding to the largest eigenvalue \( \lambda g \) is the optimal filter coefficient vector \( H_g \). Further, \( [4] \) proved that when target Doppler frequencies occupies the whole frequency region \([0, PRF]\), (23) was simplified into an ordinary eigenvalue problem,

\[
M_d H_{ei} = \lambda e_i H_{ei}, \quad i \in \{0, 1, \ldots N_p-1\}
\]

which also has \( N_p \) eigenvalues \( \{\lambda e_i\} \) and \( N_p \) eigenvectors \( \{H_{ei}\} \). The eigenvector \( H_{ei} \) corresponding to the least eigenvalue is the optimal filter coefficient vector \( H_e \).

Calculation of (23) was more complicated than that of (24); however, two IFS resulting from (23) and (24) are quite close in the MTI filter design. So, designers always applied (24) to design the MTI filters. It is impossible to directly calculate the elements of the matrices \( M_d \) and \( M_c \). A priori, we were always aware of PSD of signal strengths of the target signals and the interfering clutter. Alternatively, we calculate their stagger-period auto-correlation sequences through their PSD. Usually, PSD of the target stationary process was supposed to be the rectangle function, e.g.,

\[
PS_s(f) = \begin{cases} 1 & -360 \text{ Hz} \leq f \leq 360 \text{ Hz} \\ 0 & \text{otherwise} \end{cases}
\]

where \( f \) is frequency. Auto-correlation function of the target stationary process is the inverse Fourier transform of (25). Completing the derivation in a similar way to (20), we obtained

\[
E[s_a(t_0)s_a(t_1)] = \frac{720}{B_r} \text{Sinc} \left[ 720 \pi (t_1-t_0) \right] e^{i2\pi \omega (t_1-t_0)}
\]

where \( B_r \) is the constant factor, \( 720/B_r \) could be ignored. Usually, the clutter sources includes terrain clutter and weather clutter.

PSDs of both the clutter are supposed to be Gaussian function,

\[
PS_c(f) = P_c \exp \left[ \frac{-(f-F_o)^2}{2\Delta f^2} \right]
\]

where \( P_c \) is clutter spectrum power, \( F_c \) is spectrum center, and \( \Delta f \) is spectrum standard variance. The inverse Fourier transform of (27) is also a Gaussian function, so, the stagger-period auto-correlation matrices of both the clutters were derived as

\[
E[z_c(t_0)z_c(t_1)] = P_c e^{i2\pi F_c(t_1-t_0)} \exp \left[ \frac{-(t_1-t_0)^2}{2\Delta f^2} \right]
\]

As a design example, we need to select some parameters: for the terrain clutter, \( F_c = 0 \) Hz, \( D_s = 7.2 \) Hz, and \( P_c = 55 \) dB relative to the thermal noise; for the weather clutter, \( F_w = 72 \) Hz, \( D_w = 10.8 \) Hz, and \( P_w = 30 \) dB; the average PRF is 360 Hz. Fig. 10 (a) and (b) show frequency responses of the optimized filters with the eigenvalue algorithm (23), blue color, where
\[ N_p = 5 \] and \[ N_p = 10 \], respectively. The IFs resulting from this algorithm were listed in Table I. We can find that the IFs of the staggered and uniform-period filters are equal.

B. Match algorithm

In section IV, we described the match algorithm (16), and discussed a high-pass filter example. Now, we use this algorithm to design MTI filters. The target signal \( S_d \) is required to be a deterministic signal, then denoted by \( E\{s_d(t_0), s_d(t_1), \ldots, s_d(t_{N_p-1})\} \), \( s_d(t_i) = \exp(j2\pi f t_i), \) \( i \in \{0, 1, \ldots, N_p - 1\} \). Supposed that the target signal frequency \( f \) is distributed uniformly within a region \([-360, 360]\) Hz, and in terms of (18), elements of the mean signal vector \( \vec{S}_d \) were derived as

\[
E\{s_d(t_i)\} = \text{Sinc}(720\pi t_i) \quad i \in \{0, 1, \ldots, N_p - 1\}
\]

where \( \{t_i\} \) is stagger sampling times. The terrain and weather clutters’ model and parameters were selected the same as in the eigenvalue algorithm. Thus, elements of the \( \vec{M}_e \) were also calculated in terms of (28). The filter coefficient vector \( \vec{H}_p = [h_{p1}(t_0), h_{p1}(t_1), \ldots, h_{p1}(t_{N_p-1})]^T \) was solved in terms of (16). The obtained MTI filters’ frequency responses are showed in Fig. 10 (a) and (b), black color, where \( N_p = 5 \) and \( N_p = 10 \), respectively. We can observe that in (a), the whole black response is quite close to that eigenvalue blue response; in (b), the match black notch is a few dB higher than the eigenvalue blue notch, but the black main-lobe fluctuation is less. The IFs resulting from the match algorithm were listed in Table I, and are equal to or 0.2 dB lower than the IFs from the eigenvalue algorithm.

C. Linear prediction algorithm

In the case of uniform-period sequences, linear prediction (LP) theories were long-established [12], [13], but when the LP filter is used for the MTI, it still encounters the blind speed problem. So, the relevant theories needed to be modified to fit the stagger-period sequences. This algorithm’s applied condition is no target signal except stationary interferences in the predicted sequence. Suppose that the staggered interference vector is \( \vec{Z}_c = [z_c(t_1), z_c(t_2), \ldots, z_c(t_{N_p-1})]^T \), length \( N_p - 1 \), excluding \( z_c(0) \); and a stagger-period LP filter vector is \( \vec{H}_{lp} = [h_{lp}(t_1), h_{lp}(t_2), \ldots, h_{lp}(t_{N_p-1})]^T, h_{lp}(t_0) = 1 \), which predicts the \( z_c(t_0) \). This prediction was referred to as one-step backward prediction, and the error caused by the LP filter is

\[
e(t_0) = z_c(t_0) - H_{lp}^\dagger \vec{Z}_c
\]

Given that the interference covariance matrix \( \vec{M}_c \), its element \( E\{z_c(t_i)z_c(t_j)\} \), \( i, j \in \{1, 2, \ldots, N_p - 1\} \), and the interference covariance vector \( \vec{R}_c \), its elements \( E\{z_c(t_i)z_c(t_j)\} \), \( i \in \{1, 2, \ldots, N_p - 1\} \); taking \( E\{|e(t_0)|^2\} \) minimum as the criterion, the stagger-period Yule-Walker equation can be derived as

\[
\vec{M}_c \vec{H}_{lp} = \vec{R}_c
\]

By means of the uniform-period orthogonality theory [12], we proved that (31) holds in the stagger-period case. For comparison purpose, we selected the same clutter model and parameters as those in sections V.A and V.B, the elements of \( \vec{M}_c \) and \( \vec{R}_c \) were obtained from (28). The MTI filters was designed with the LP algorithm (31). The frequency responses of the resulting LP filters are showed in Fig. 10 (a) and (b), red color, where \( N_p = 5 \) and \( N_p = 10 \), respectively. We can observe that the LP frequency responses are almost the same as those from the first two algorithms except that the levels are several dB higher. This resulted from that the LP filter coefficients could not be normalized. The IFs from the LP algorithms with stagger and uniform periods were listed in Table I. We can find that the IFs of the LP algorithm are 0.6 to 2.5 dB lower than the IFs of the eigenvalue algorithm.

For verifying exclusive effect of the staggered MTI filters, Fig. 11 (a) and (b) show frequency responses of the uniform-period filters, where \( N_p = 5 \) and \( N_p = 10 \), respectively. They were designed with the same algorithms, and PRF is 360 Hz; these spectral parameters of the interferences and target signal are the same as those in Fig. 10 (a) and (b). From the figures, we can observe that the responses of the MTI filters with uniform-period have wide and deep notches at intervals of 360 Hz; these Nyquist notches can cause the targets of relative speed around 18 m/s and its multiples, to be rejected. However, the staggered MTI filter can still detect these targets in a great detection probability.

VI. SEARCH FOR THE BEST PERIOD CODE

From Fig. 10 to Fig. 11, we concluded that the staggered period MTI filters really solved the blind speed problem;
from Table I, we also observed that the stagger-period filters had the optimized IFs. From the figures, however, we found that the frequency responses of the staggered filters are fluctuant in a certain degree. More measurements showed us that different period codes resulted in different fluctuations of the responses. Some references referred to this fluctuation minimization as a min-max design because their procedures were to adjust the MTI filter coefficients [14]. In fact, the fluctuation strongly depends on the period code. Thus, there exists the best period code to make the fluctuation least under certain conditions. For searching the best period code, the eigenvalue or match algorithm needs to be used to design the possible staggered filters, which all make the SCR maximized. Staggered covariance matrices of both the clusters plus noise and target signal are calculated by means of their a priori PSDs. After a batch of coherent pulses’ samplings slides for a bank of filters, magnitudes of these filters’ outputs are summed, then the resulting output forms a relatively flat response in the whole Doppler frequency region. The composite response is referred to as the velocity response of the staggered filters. Given a bank of staggered filters $h_s(t_n, f)$, $\exists \{0, 1, \ldots, N_p-1\}, N_p$ filter length, and $\forall \{1, 2, \ldots, N_w\}$, $N_w$ number of the bank filters, the velocity response of the bank filters can be calculated in terms of

$$V_s(f) = \frac{1}{N_w} \sum_{n=1}^{N_w} |H_s(t_n, f)| \quad 0 \leq f \leq F_v \tag{32}$$

where $F_v$ is blind frequency of the velocity response, and is equal to the extended frequency period $P_v$; $H_s(t_n, f)$ is the frequency response of the nth filter, and ensures to maximize IF at $t_n$. In order to balance target detection in the region $[0, F_v]$, $V_s(f)$ is required to be a flat response as possible. Then, non-flatness of the velocity response is defined as the peak max minus valley min, i.e.,

$$D_v = \max\{V_s(f)\} - \min\{V_s(f)\} \tag{33}$$

where $f\in[0, F_v]$, excluding frequency region of the clutter notch. Different period code $\{k_1; k_2; \cdots; k_{N_p}\}$, $N_p$ code length, results in different $\{H_s(t_n, f)\}$ and different $D_v$. The less the $D_v$, the flatter the velocity response. The best period code can be searched by the following discrete nonlinear mathematical programming.

$$\begin{align*}
\min \mathcal{D}_v(\{k_1; k_2; \cdots; k_{N_p}\}) \\
\text{s.t. } k_1, k_2, \cdots, k_{N_p} \text{ are mutually prime} \\
\max[k_i] / \min[k_i] \leq R_t \\
\frac{1}{N_p} \sum_{i=1}^{N_p} k_i \geq R_f
\end{align*} \tag{34}$$

where $R_t$ is a given stagger ratio, $\frac{1}{N_p} \sum_{i=1}^{N_p} k_i$ is extension factor of frequency period, and $R_f$ is a given value. The two parameters generally relate to pulse-transmitted technology.

As an example, we required $R_t=1.2$ and $R_f=26$; the available code numbers are sets of five integers from 25, 26, 27, 28, 29, and 30, and must include 25 and 30 for their stagger ratio 1.2. It was verified that the integers are mutually prime, and the frequency period extension is 27.6 or 27.4. Then, the last two conditions of (34) are met. Number of all the sets is $C_5^1P_5^5=4800$, where $C$ denotes combination, and $P$ denotes permutation. When a few heuristic strategies are incorporated, the mathematical programming is efficiently solved. ① Since five selected integers with shifting arrangements result in the same velocity response, e.g., code 25:26:27:29:30 and code 26:27:29:30:25, we only selected one of the five arrangements. ② Since five selected integers with symmetric arrangements result in the same velocity response, e.g., code 25:26:27:29:30 and code 30:29:27:26:25, we only selected one of the two arrangements. ③ Search in the entire range $[0, F_v]$ is not necessary because the peak max and valley min appear only within the region of double average PRFs in our experiments. After the three strategies were used, the calculation load was reduced to one in a hundred twenty. We selected only terrain clutter situation, which had a common Gaussian spectrum model, and its spectral parameters were selected as: $power=55$ dB, $center=0$ Hz, standard variance=7.2 Hz; average PRF was 360 Hz. The eigenvalue algorithm was used to design all the 48 filters. The best and worst period codes were both searched out in terms of (34).

Fig. 12 (a) shows the velocity responses of the MTI filters of two banks with the best code, 25:28:29:26:30, black color, and the worst period code, 25:26:28:30:27, blue color; the blind frequencies are 9.936 and 9.864 kHz, respectively. Fig. 12 (b) shows the same velocity responses except that the frequency axis was zoomed in for clear viewing. The two banks’ filters are optimal to suppress the given terrain clutter, but the non-flatness of their velocity responses is much different: $D_v$ of the best code is 16.3 dB, and $D_v$ of the worst code is 25.7 dB. Additionally, the different filter design algorithms may result in different best period codes; however, their non-flatness values are quite close. See [10] for the search result from the match algorithm.
VII. SUMMARIZATION

Based on those theories of the uniform-period signal processing, the stagger-period signal processing has been developed, and a few theories and valuable applications were achieved. When the signal sampling frequency is not allowed to be high enough, we need to utilize the stagger-period technology to extend the high-pass frequency region. In this paper, we proposed the essential concepts and relevant definitions, studied the fundamental theories and design methods of the stagger-period FIR filters, and illustrated the experimental examples, graphs, and table. All the results are summarized as follows.

1) The stagger-period FIR filters are a sort of discrete-time FIR filters, and the uniform-period FIR filter is a special case of the stagger-period filters. The circular stagger-period filters are a common type in practical designs. The exclusive characteristic of the stagger-period FIR filter is linear-time-variant. To get the desired frequency response, the successive filter impulse responses must vary at each input time. We proposed and proved the Fourier transform pair between the frequency and impulse responses of a stagger-period FIR filter, in a similar way to the Fourier transform pair of a uniform-period FIR filter.

2) Some exclusive concepts of the stagger-period FIR filters appear, such as average sampling period, frequency period extension, etc. The major property of the stagger-period FIR filter is extension of the frequency period or Nyquist interval, which results from the uniform-period filter. This expands new application areas of the FIR filters, where the staggered filter not only forms a desired notch to reject interferences, but also close up the other undesired notches at Nyquist intervals to protect the signals appearing there, rather than that uniform-period FIR filters do.

3) Designs of the stagger-period FIR filter are not difficult but a little complicated. The conventional design of frequency-selective FIR filter with stagger periods needs to accomplish the inverse Fourier transform of the given passband plus stopband response, usually resulting in a Sinc impulse sequence. Then, we need to ensure the impulse periods to match the input signal periods, and to truncate the Sinc sequence to a desired length. Windowing the truncated impulse response is an effective approach to eliminate Gibbs’ vibration, and the staggered window function is also time-variant. Alternatively, use of the match algorithm can also achieve an optimization design of the frequency-selective filters, which needs the given rectangle spectral model of interference and target signal, then accomplishes the solution of the algorithm to maximize SCR of the high-pass filter output.

4) As applications, we introduced three stagger-period algorithms to design the optimized MTI filter. Their criteria are the IF maximum while conquering the blind speed problem caused by uniform-period MTI filters. Theoretically, the eigenvalue, match, and LP algorithms all apply to inputs of stationary stochastic interferences, but they apply to inputs of stationary stochastic, deterministic, and no target signals, respectively. The three algorithms are optimized under the different applied conditions; thus, equations of their solutions are different.

According to our experimental data, IFs of the eigenvalue ≥IFs of the match ≥IFs of the LP; and all the IFs were between 55 and 49.5 dB, so the three algorithms can effectively be applied to different situations, respectively.

5) To balance the detection probability of the flying targets within a whole velocity range, we proposed a mathematical programming to search the best period code, which was an acceptable approach to flatten the staggered frequency response. The programming criterion is peak-valley max minimization of the velocity response of an MTI filter bank. We illustrated an example, which required blind speed extension ≥26 and stagger PRF ratio ≤ 1.2. The search results showed that the best period code resulted in the non-flatness 9.6 dB better than the worst code did.
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