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Abstract. Measures of inconsistency and tension between datasets have become an essential part of cosmological analyses. It is important to accurately evaluate the significance of such tensions when present. We propose here a Bayesian interpretation of inconsistency measures that can extract information about physical inconsistencies in the presence of data scatter. This new framework is based on the conditional probability distribution of the level of physical inconsistency given the obtained value of the measure. We use the index of inconsistency as a case study to illustrate the new interpretation framework, but this can be generalized to other metrics. Importantly, there are two aspects in the quantification of inconsistency that behave differently as the number of model parameters increases. The first is the probability for the level of physical inconsistency to reach a threshold which drops with the increase of the number of parameters under consideration. The second is the actual level of physical inconsistency which remains rather insensitive to such an increase in parameters. The difference between these two aspects is often overlooked, which leads to a long-standing ambiguity: when a given inconsistency is found between two constraints, its “significance” seems to be lower when considered in a higher-dimensional parameter space. This ambiguity is resolved by the Bayesian interpretation we introduce in this work because the conditional probability distribution includes all the statistical information of the level of physical inconsistency. Finally, we apply the Bayesian interpretation to examine the (in)consistency between Planck versus the Cepheid-based local measurement, the Dark Energy Survey (DES), the Atacama Cosmology Telescope (ACT) and WMAP. We confirm and revisit the degrees of previous physical inconsistencies and show the stability of the new interpretation with respect to the number of cosmological parameters compared to the commonly used $n\sigma$ interpretation when applied to cosmological tensions in multi-parameter spaces.
1 Introduction

The standard cosmological model has been very successful in explaining and making predictions about the observed universe. Joint cosmological analyses of multiple complementary datasets have allowed one to break degeneracies between cosmological parameters and to significantly increase the precision of cosmological constraints. However, Bayesian joint analyses do not automatically detect or show inconsistencies between datasets when present. This needs to be dealt with since inconsistencies between cosmological constraints have been reported in the literature, including some that have persisted for almost a decade now; see for example Refs. [1–4].

Debates have been ongoing about the degree of these inconsistencies and what may be their possible causes; see for example the following partial list of references [5–28]. Inconsistencies between cosmological observations could signal unaccounted for systematic errors and/or the breakdown of the underlying model or theory. Moreover, using constraints obtained from combining inconsistent datasets puts into question current and future results derived from them. Therefore, it is essential to resolve any inconsistencies between datasets. For a better understanding of the reported inconsistencies and their underlying causes, it has become an important and timely task to study how to properly describe them and quantify their significance. Indeed, this topic has recently attracted a lot of attention and many inconsistency measures have been proposed in the literature; see for example Refs. [29–47]. However, results and conclusions based on different measures are generally different, even in the simple Gaussian cases.

The inconsistency between cosmological parameter results obtained from different observations can be due to systematic errors, an incorrect underlying model, or data scatters. While the first two have certain physical meanings, the third is purely statistical. We call inconsistency due to systematic errors or an incorrect/incomplete underlying model as physical inconsistencies and those due to data scatter as a statistical inconsistency. A fundamental difference between physical inconsistencies and statistical inconsistencies is that physical inconsistencies manifest as the same parameter difference in each data realization, but statistical inconsistencies due to data scatter are random and different for each realization drawn from data likelihoods. It is essential to properly interpret the value of an inconsistency measure in the presence of data scatter.

\[^1\text{Gaussian cases here refer to Gaussian functions of model parameters.}\]
The way to deal with the data scatter aspect has been an evolving topic. Due to data scatter, measures of inconsistency generally follow some distribution. Earlier, Refs. [34, 35] proposed to calculate the significance of the inconsistency measure as the difference between the obtained value of the measure and its mean value normalized by the standard deviation of the measure. Now, a more commonly adopted way in the literature is to calculate the probability to exceed (PTE) and the associated \( n\sigma \) value of a given inconsistency estimator that quantifies the probability of that estimator being equal to or larger than the obtained value [41–43]. However, these considerations are not Bayesian as they are based on the probability distribution of an estimator in the absence of any physical inconsistency, i.e., \( P(\text{estimator}|\text{physical inconsistency} = 0) \). More importantly, as we will show, there is an ambiguity in the quantification of inconsistencies in multiple-parameter models: when a certain inconsistency is found between two constraints, its “significance” seems to be lower when considered in a higher parameter space. Such an ambiguity leads to the different assessments of the significance level (the \( n\sigma \), e.g., in the \( \sigma_8 \) tension between Planck and KiDS-1000 when considering different parameter numbers [48]. This ambiguity cannot be resolved in those non-Bayesian interpretations of inconsistency estimators. We will show that the commonly adopted \( n\sigma \) notation of significance level underestimates the physical inconsistency in general when there is more than one model parameter. The complication of the quantification in multiple-parameter models has been partially recognized in the literature [40, 42, 44], but the essence of the problem was not identified and so far no commonly-accepted resolution was found.

In this work, we propose a new Bayesian approach to interpret inconsistency estimators, which is based on the distribution of the physical inconsistency given the obtained value of the inconsistency estimator, i.e., \( P(\text{physical inconsistency}|\text{estimator}) \), and which quantifies the statistical properties of the physical inconsistency. The key feature of this framework is to separate the concepts of physical inconsistency and data scatter; while the former manifests as the same parameter shift, the latter is random in each data realization. We will use the recently proposed index of inconsistency (IOI) (see Ref. [11, 40]) as a case study to illustrate the points made, but this Bayesian approach can be applied to inconsistency estimators in all generality. The new interpretation will also replace the original interpretation using Jeffrey’s scales proposed in [40]. To our knowledge, this is the first work in the literature that interprets the value of inconsistency measure based on the conditional probability distribution of physical inconsistency using Bayes’ theorem. We will identify the underlying cause of the above mentioned ambiguity and show that the new Bayesian framework resolves such an ambiguity in a simple and natural way. We also apply the interpretation to current cosmological datasets and revisit some results. An easy-to-use public code is provided on the GitHub link given in the footnote.

This paper is organized as follows. In Sec. 2 we briefly discuss and use a toy model of two observations to introduce the level of physical inconsistency \( \beta \). In Sec. 3 we discuss the new Bayesian interpretation of IOI. Then in Sec. 4 we apply IOI and the new Bayesian interpretation to examine the (in)consistencies between Planck versus the Cepheid-based local measurement, the Dark energy survey (DES) and the CMB temperature and polarization anisotropy from the Atacama Cosmology Telescope (ACT). The ambiguity in the quantification of inconsistency is discussed in Sec. 5, where we show that it can be resolved using our Bayesian interpretation. Finally, we summarize and conclude in Sec. 6.

## 2 Data scatters versus physical inconsistency

We first take a simple toy model of constraint comparison to introduce the definition of the level of physical inconsistency, \( \beta \). Imagine we are comparing the two constraints of a model with \( N_p \) parameters. Suppose that the model parameter vector \( \lambda \) is directly related to the observables \( Q \), (i.e., there is no transformation between \( \lambda \) and \( Q \)) and that the two likelihoods are of Gaussian forms:

\[
L_i(Q_i; \lambda) = \frac{1}{(2\pi)^{N_p/2} \sqrt{|C_i|}} \exp \left[ -\frac{1}{2} (Q_i - \lambda)^T C_i^{-1} (Q_i - \lambda) \right]. \tag{2.1}
\]

\[\text{2} \text{That is, significance = measure} - \frac{<\text{measure}>}{\sigma_{\text{measure}}}\]

\[\text{3} \text{Moreover, it is worth noting some important points for inconsistency measures that were pointed out in our early work [40] and have been re-emphasized in some other recent works like [44]. These include for example (1) inconsistency can be hidden when constraints are viewed and compared in marginalized plots; (2) the undesirable dependence on priors of the Bayes evidence ratio in quantification of inconsistencies.}

\[\text{4} \text{https://github.com/WeikangLin/IOI.git.}\]
In this work, we focus on likelihoods that have a Gaussian functional form of the model parameters. We do so because (1) Gaussian cases are important in practice and as cosmological data get more and more powerful, likelihoods are more and more Gaussian. (2) Fundamental issues still need to be resolved in the quantification of inconsistency and Gaussian cases can be used as standard cases to illustrate the problem and to verify newly proposed inconsistency measures and interpretations. As a result, special attention have been paid to Gaussian cases [40, 42, 43, 49].

Without loss of generality, let us assume that the true parameter vector is \( \lambda_{\text{true}} = 0 \) to simplify the expressions. We first assume that there is no physical inconsistency in the first experiment, i.e., the first data \( Q_1 \) is a realization drawn from a likelihood with \( \lambda = \lambda_{\text{true}} \).

\[
L_1^{\text{true}}(Q_1; \lambda_{\text{true}}) = \frac{1}{(2\pi)^{N_\nu/2} \sqrt{|C_1|}} \exp \left[ -\frac{1}{2} Q_1^T C_1^{-1} Q_1 \right]. \tag{2.2}
\]

Let us assume the second observation is somehow biased, which manifests as a biased “true parameter vector” \( \lambda_{\text{biased}} = \lambda_{\text{true}} + b = b \). Then the second data \( Q_2 \) is a realization drawn from a likelihood with \( \lambda = b \), that is,

\[
L_2^{\text{biased}}(Q_2; \lambda_{\text{biased}}) = \frac{1}{(2\pi)^{N_\nu/2} \sqrt{|C_2|}} \exp \left[ -\frac{1}{2} (Q_2 - b)^T C_2^{-1} (Q_2 - b) \right]. \tag{2.3}
\]

After the two observations are made, we obtain two realizations, \( Q_1 \) and \( Q_2 \), drawn respectively from Eqs. (2.2) and (2.3). Then \( Q_1 \) and \( Q_2 \) are put in the two likelihoods in the form of Eq. (2.1) to perform a Bayesian analysis to constrain \( \lambda \).

We further assume the prior is weak, so that for this toy model the two posteriors equal the two likelihoods, i.e., \( P_i(\lambda; Q_i) = L_i(Q_i; \lambda) \). For our specific settings, the reported means of \( \lambda \) from the two experiments will be \( Q_1 \) and \( Q_2 \), respectively, and the reported covariance matrices are \( C_1 \) and \( C_2 \). It can be shown from Eqs. (2.2) and (2.3) that the probability distribution of \( \delta \equiv Q_1 - Q_2 \) is,

\[
P(\delta; b) = \frac{1}{(2\pi)^{N_\nu/2} \sqrt{|C_1 + C_2|}} \exp \left[ -\frac{1}{2} (\delta - b)^T (C_1 + C_2)^{-1} (\delta - b) \right]. \tag{2.4}
\]

We define the level of physical inconsistency as

\[
\beta \equiv \sqrt{b^T (C_1 + C_2)^{-1} b}, \tag{2.5}
\]

which is also equal to \( \sqrt{2\Omega} \) between the two constraints on \( \lambda \) in the presence of a physical inconsistency and in the absence of data scatter (i.e., when \( Q_1 = 0 \) and \( Q_2 = b \)). The definition of such a level of physical inconsistency is motivated by the following points: (1) In the case when the bias is only in one parameter and there are no correlations between any parameters, Eq. (2.5) covers the usual one-parameter case; (2) there is always a continuous change to a general Gaussian case which allows it to become a one-parameter case, and it is Eq. (2.5) that can follow the continuous change and reduce to the one-parameter case.

Such a definition of the level of physical inconsistency \( \beta \) also includes the case where the inconsistency is caused by an incorrect underlying model. This is because an incorrect underlying model would manifest as different “true” parameter values for one type of observation than those for another type of observation. Therefore, any nonzero level of physical inconsistency \( \beta \) can be caused by biases in observations, an incorrect underlying model, or both. When \( \beta > 1 \), there is always one parameter (or a parameter combination) that suffers from some physical inconsistency with a normalized amplitude larger than unity. In such a case, conclusions based on the use of the two constraints become questionable.

Now, data scatter mixes with the physical inconsistency and \( \delta \) will be different from \( b \). As a result, we cannot directly use

\[
\sqrt{2\Omega} = \sqrt{\delta^T (C_1 + C_2)^{-1} \delta}, \tag{2.6}
\]

to quantify the physical inconsistency, because it will include the contribution from data scatter and the result is different from \( \beta \) in Eq. (2.5). This does not necessarily mean that \( \sqrt{2\Omega} \) will always be larger than \( \beta \), because it depends on the direction of data scatter.

---

5 It should be pointed out that Gaussian likelihoods usually refer to those that have a Gaussian functional form of data.
Now the question becomes, given an obtained value of $\sqrt{2\text{IOI}}$, what statistical properties of $\beta$ can we deduce? This will be discussed in the next section.

Before we discuss our Bayesian interpretation, let’s briefly recall the common practice that uses the probability to exceed (PTE) and the $n\sigma$ notation of significance level. In the absence of any physical inconsistency, it has been shown that IOI, or some similar quantities, follows a $\chi^2$-square distribution ($f_{\chi^2}$) with a degree of freedom given by, e.g., the number of parameters considered [42]. Then PTE - the probability of IOI being greater than the obtained value - is,

$$P\text{TE} = \int_{2\text{IOI}}^{\infty} f_{\chi^2}(z, N_p)dz = \gamma_u(N/2, \text{IOI}), \quad (2.7)$$

where $\gamma_u(s, x) = \frac{1}{\Gamma(s)} \int_x^{\infty} t^{s-1}e^{-t}dt$ is the normalized upper incomplete gamma function. The common $n\sigma$ notation of significance level is then associated with this PTE and is given by,

$$n\sigma = \sqrt{2\gamma_u^{inv}(1/2, \text{PTE})}, \quad (2.8)$$

where $\gamma_u^{inv}$ is the inverse function of $\gamma_u$.

### 3 A Bayesian Interpretation of inconsistency measures: IOI case study

#### 3.1 The Bayesian framework

As mentioned above, the central question now is that given an obtained value of $\sqrt{2\text{IOI}}$, what statistics of the level of physical inconsistency $\beta$ can we deduce? The answer lies in obtaining the conditional probability distribution of the level of physical inconsistency $\beta$, i.e., $P(\beta|\sqrt{2\text{IOI}})$. To do so, we use Bayes’ theorem,

$$P(\beta|\sqrt{2\text{IOI}}) = \frac{P(\sqrt{2\text{IOI}}|\beta) \times P(\beta)}{P(\sqrt{2\text{IOI}})}, \quad (3.1)$$

where $P(\beta)$ is the prior distribution of $\beta$ which we assume here to be flat for $\beta \geq 0$, the likelihood $P(\sqrt{2\text{IOI}}|\beta)$ is the probability distribution of $\sqrt{2\text{IOI}}$ given $\beta$, the denominator $P(\sqrt{2\text{IOI}})$ only serves as a normalization factor, and $P(\beta|\sqrt{2\text{IOI}})$ is the posterior.

First, we verify with simulations that for the same value of $\beta$, the likelihood $P(\sqrt{2\text{IOI}}|\beta)$ is the same for a general situation where $b$, $C_1$ and $C_2$ are arbitrary. So, for the same prior $P(\beta)$, the posterior $P(\beta|\sqrt{2\text{IOI}})$ is the same according to Eq. (3.1) regardless of the forms of $b$, $C_1$ and $C_2$. Therefore, we simplify the calculation by taking $b$ to be along the direction of one parameter and that $C_1 + C_2 = \text{diag}(1, 1, 1, 1, \cdots)$, so that $b = (\beta, 0, 0, 0, \cdots)$ with no loss of generality.

Then, to evaluate $P(\beta|\sqrt{2\text{IOI}})$, we perform a likelihood-free inference and perform simulations to obtain two-dimensional histograms in the $\sqrt{2\text{IOI}}$-$\beta$ space that allow one to infer both $P(\sqrt{2\text{IOI}}|\beta)$ and $P(\beta|\sqrt{2\text{IOI}})$ as follows. We generate a two-dimensional grid in the $\beta$-$\sqrt{2\text{IOI}}$ space, spanning from $0 \leq \beta \leq 10$ and $0 \leq \sqrt{2\text{IOI}} \leq 13$. This range of $\beta$ is enough for most practical cases, but the framework can be extended to include even larger values of $\beta$. The range of $\sqrt{2\text{IOI}}$ needs to be bigger than that of $\beta$ for a good sampling of the likelihood $P(\sqrt{2\text{IOI}}|\beta)$. Next, we choose a parameter number $(N_p)$ and repeat the following four steps $10^{10}$ times with each chosen $N_p$:

1. Randomly but uniformly draw one value of $\beta_{\text{grid}}$ on the grids;
2. Draw one realization of the two observations according to likelihoods (2.2) and (2.3);
3. Calculate the corresponding $\sqrt{2\text{IOI}}$ according to Eq. (2.6) with the drawn data; we denote it as $\sqrt{2\text{IOI}}_{\text{real}}$;
4. Add a count to the grid point ($\beta_{\text{grid}}, \sqrt{2\text{IOI}}_{\text{grid}}$) if the value of $\sqrt{2\text{IOI}}_{\text{real}}$ falls into the interval $(\sqrt{2\text{IOI}}_{\text{grid}} - h, \sqrt{2\text{IOI}}_{\text{grid}})$, i.e., if $\sqrt{2\text{IOI}}_{\text{grid}} - h < \sqrt{2\text{IOI}}_{\text{real}} \leq \sqrt{2\text{IOI}}_{\text{grid}}$. 


The samples on this red column, e.g., are used to compute \( P(\beta | \sqrt{2\text{IOI}} = 3) \).

After the above steps, we obtain a two-dimensional histogram in the \( \beta - \sqrt{2\text{IOI}} \) space for each \( N_p \). Figure 1 shows an example of such histograms with \( N_p = 3 \).

For a column with the same value of \( \sqrt{2\text{IOI}}_{\text{grid}} \) in a histogram, such as the one in red in Figure 1, the value of \( P(\beta | \sqrt{2\text{IOI}}_{\text{grid}}) \) is proportional to the number of the samples on the grid, \( n(\beta_{\text{grid}}, \sqrt{2\text{IOI}}_{\text{grid}}) \). Then, \( P(\beta | \sqrt{2\text{IOI}}) \) can be obtained by normalizing the number distribution for each constant-\( \sqrt{2\text{IOI}} \) column, that is,

\[
P(\beta_{\text{grid}} | \sqrt{2\text{IOI}}_{\text{grid}}) = \frac{n(\beta_{\text{grid}}, \sqrt{2\text{IOI}}_{\text{grid}})}{\sum_{\beta_{\text{grid}}} n(\beta_{\text{grid}}, \sqrt{2\text{IOI}}_{\text{grid}})}.
\]  

Note that now we do the above only for \( 0 \leq \sqrt{2\text{IOI}} \leq 7 \). This is because for the posterior \( P(\beta | \sqrt{2\text{IOI}}) \) the range of \( \beta \) now needs to be larger than that of \( \sqrt{2\text{IOI}} \) to capture the tail of the distribution at large \( \beta \). The value of \( P(\beta | \sqrt{2\text{IOI}}) \) for general \( \beta \) and \( \sqrt{2\text{IOI}} \) values can then be obtained by interpolation.

### 3.2 Two summary statistics for the level of physical inconsistency

Now that \( P(\beta | \sqrt{2\text{IOI}}) \) \(^7\) is evaluated, we can obtain some statistical properties regarding the level of physical inconsistency. There are two important summary statistics to calculate, which correspond to two different aspects in the quantification of inconsistency:

**Question 1:** What is the probability for the level of physical inconsistency to be greater than unity, i.e., \( P(\beta > 1 | \sqrt{2\text{IOI}}) \)?

**Question 2:** What are the 68%- and 95%-percentile ranges of the level of physical inconsistency \( \beta \)?

The first question is about the level of confidence in the presence of a non-negligible physical inconsistency. The commonly adopted \( n\sigma \) notation is actually also a quantity trying to address this question, but in

\(^6\)The adopted prior, \( P(\beta) \), may be improved by considering some comparison in the past between similar observations. Adopting other priors on \( \beta \) can be done by modifying the first of the four steps later discussed.

\(^7\)A bonus point: by using the conditional probability of \( \beta \), it does not matter whether we use IOI or \( \sqrt{2\text{IOI}} \). This is because now IOI and \( \sqrt{2\text{IOI}} \) become parameters and \( P(\beta | \text{IOI}) = P(\beta | \sqrt{2\text{IOI}}) \). So, we use \( P(\beta | \text{IOI}) \) and \( P(\beta | \sqrt{2\text{IOI}}) \) interchangeably.
an indirect way; see the next subsection for discussion. But this first question does not represent the extent to which, e.g., an observation suffers from a bias. Such an extent is quantified by $\beta$, which leads to our second question.

The second question is about the (normalized) magnitude of the physical inconsistency $\beta$. It is the value of $\beta$ that represents the extent to which a bias or an invalid model affects one or both constraints. The simplest example is when only one parameter in one constraint is biased. Therefore, this second question is more important, and if one would like to rank the intensity of an inconsistency it is the value of $\beta$ that one should refer to.

The above two questions represent two different aspects in the quantification of inconsistency. As we will discuss in detail in Sec. 5 and demonstrate with real examples in Sec. 4, these two aspects behave differently as the number of model parameters increases. In the literature, other inconsistency measures dealing with data scatter are not Bayesian approaches. Fundamentally, other measures are not treating physical inconsistency and data scatter separately because they are based on the probability of a measure in the absence of any physical inconsistency. As a consequence, other measures are not able to distinguish the two aspects mentioned above, which leads to a long-standing ambiguity in the quantification of inconsistency in multiple-parameter cases; see Sec. 4 and Sec. 5 for detailed discussion.

In the following subsections, we will discuss these two summary statistics, respectively.

### 3.3 The threshold criterion for the presence of some physical inconsistency

From the first question above, we can see whether there is some physical inconsistency that reaches the threshold over which the inconsistency needs attention. As mentioned, the commonly adopted $n$-$\sigma$ notation actually tries to address this question indirectly. The usual $n$-$\sigma$ value is associated with a PTE that quantifies the probability of that estimator being equal to or larger than the obtained value when there is no physical inconsistency, i.e., $P(\text{estimator} > \text{estimator obtained}|\beta = 0)$. Our first question, on the other hand, is based on the conditional probability distribution of the level of physical inconsistency given an obtained value of inconsistency estimator (in this case $\text{IOI}$), i.e., $P(\beta|\sqrt{2\text{IOI}})$, and directly quantifies the probability of physical inconsistency large enough to be further considered, i.e., $P(\beta > 1|\sqrt{2\text{IOI}})$. Therefore, compared to the usual $n$-$\sigma$ value, our first question address a more direct and desirable statistical property of the physical inconsistency. The probability $P(\beta > 1|\sqrt{2\text{IOI}})$ is calculated as,

$$P(\beta > 1|\sqrt{2\text{IOI}}) = \int_1^\infty d\beta P(\beta|\sqrt{2\text{IOI}}). \quad (3.3)$$

We show some results of $P(\beta > 1|\sqrt{2\text{IOI}})$ in Figure 2.

The reason for the choice of $\beta > 1$ is as follows. When $\beta \ll 1$, any bias or inconsistency due to an invalid model will be negligible because its magnitude is much less than $\sqrt{\sigma^2_{1,a} + \sigma^2_{2,a}}$, where $\sigma_{1,a}$ and $\sigma_{2,a}$ (“a” for “any”) are the uncertainties of any model parameter or any linear combination of model parameters obtained from the two posterior distributions of concern. In other words, we need at least $\beta \sim 1$ so that the physical inconsistency can be resolved with the current level of uncertainty. Therefore, it is well justified to calculate $P(\beta > 1|\sqrt{2\text{IOI}})$. Note that it is incorrect both mathematically and physically to ask for something like the probability ratio of $\beta = 0$ versus $\beta \neq 0$. Mathematically, since $P(\beta|\sqrt{2\text{IOI}})$ is a distribution of a continuous variable $\beta$ the probability of $\beta = 0$ is zero. Physically, the magnitude of physical inconsistency cannot be completely zero, because the real situation is always not ideal. Even if there is no beyond-the-standard physics, there is always some unaccounted-for systematic error to some extent. So, the good case is when $\beta \ll 1$ rather than $\beta = 0$.

Now, with $P(\beta > 1|\sqrt{2\text{IOI}})$, we can use the usual $\alpha$ level as a criterion to judge whether there is a physical inconsistency reaching the threshold. For example, we can set $\alpha = 0.15$, and require $P(\beta > 1|\sqrt{2\text{IOI}}) = (1 - 0.15) = 85\%$ for such a threshold. For a given $\alpha$ level, there is a threshold value, $\text{IOI}_{\text{th}}$, that when $\text{IOI} > \text{IOI}_{\text{th}}$ there is at least a probability of $(1 - \alpha)$ for the level of physical inconsistency to be $\beta > 1$. We show in Table 1 the threshold $\text{IOI}_{\text{th}}$ and $\sqrt{2\text{IOI}}_{\text{th}}$ corresponding to some commonly chosen values of $\alpha$ with different $N_p$’s. We suggest to set $\alpha = 0.15$, because $\sqrt{2\text{IOI}}_{\text{th}}$ in the one-parameter case corresponds to the usual 2-$\sigma$ confidence level (see Table 1) around which the inconsistency begins to cause attention. This should not be taken as a circular definition, but as a purpose of calibration. After all, in a one-parameter case
Figure 2. The probability for the physical inconsistency to reach the threshold ($\beta > 1$) given an obtained value of $\sqrt{2}OI$, $P(\beta > 1|\sqrt{2}OI)$, for different parameter dimensions. For a given value of $\sqrt{2}OI$, such a probability is larger with a larger number of parameters.

| $N_p$ | 1   | 2   | 3   | 4   | 5   | 6   |
|-------|-----|-----|-----|-----|-----|-----|
| IOI$_{th}$ | 2.0 | 2.9 | 3.6 | 4.3 | 5.0 | 5.6 |
| $\sqrt{2}$IOI$_{th}$ | 2.0 | 2.4 | 2.7 | 2.9 | 3.2 | 3.4 |
| Range of $\beta$ at IOI$_{th}$ | $2.0^{+1.0}_{-1.0}$ | $2.1^{+1.1}_{-1.1}$ | $2.2^{+1.1}_{-1.2}$ | $2.2^{+1.1}_{-1.2}$ | $2.3^{+1.2}_{-1.3}$ | $2.3^{+1.2}_{-1.3}$ |
| $\alpha = 0.15$ | $\alpha = 0.1$ |
| IOI$_{th}$ | 2.6 | 3.5 | 4.3 | 5.1 | 5.8 | 6.5 |
| $\sqrt{2}$IOI$_{th}$ | 2.3 | 2.7 | 2.9 | 3.2 | 3.4 | 3.6 |
| Range of $\beta$ at IOI$_{th}$ | $2.3^{+1.0}_{-1.0}$ | $2.4^{+1.1}_{-1.1}$ | $2.5^{+1.1}_{-1.2}$ | $2.6^{+1.1}_{-1.2}$ | $2.6^{+1.1}_{-1.2}$ | $2.7^{+1.2}_{-1.2}$ |

Table 1. Values of IOI$_{th}$ and $\sqrt{2}$IOI$_{th}$ as well as the ranges of $\beta$ at IOI$_{th}$ are also listed corresponding to $P(\beta > 1|\sqrt{2}$IOI$_{th}) = (1 - \alpha)$ in different parameter dimensions ($N_p$) for a commonly chosen $\alpha = 0.1$. The value of IOI needs to be larger than the IOI$_{th}$ corresponding to the chosen $\alpha$ level and the number of (common) model parameters so that we can conclude that there is likely some physical inconsistency that reaches the threshold (i.e., $\beta > 1$). This table is provided for the convenience of IOI users, but $P(\beta > 1|\sqrt{2}$IOI$_{th})$ can be obtained for an arbitrary value of IOI with our code provided (see footnote 4). When IOI is greater than IOI$_{th}$, we then need to find the most probable ranges of the level of physical inconsistency. We suggest to use $\alpha = 0.15$; see the text for discussion.

To answer the second question, we use the standard median statistics. Then, the median of $\beta$ is defined as the root of the following equation,

$$\int_{0}^{\beta_{med}} d\beta P(\beta|\sqrt{2}\text{OI}) = 50\% .$$ (3.4)

The lower and upper limits of the 68%-percentile range of $\beta$ are defined as

$$\int_{0}^{\beta_{68\% \text{low}} (\text{or } \beta_{68\% \text{up}})} d\beta P(\beta|\sqrt{2}\text{OI}) = 16\% (\text{or } 84\% ).$$ (3.5)
The lower and upper limits of the 95%-percentile range of \( \beta \) are defined in a similar way. In the left panel of Figure 3, we show the median of the level of physical inconsistency, \( \beta_{\text{med}} \), as a function of the obtained value of \( \sqrt{2}\text{IOI} \) with three different parameter numbers, \( N_p = 1, 3, 5 \); see the solid curves. We also show in dashed lines the asymptotic value of \( \beta_{\text{med}} \),

\[
\lim_{\text{IOI} \to \infty} \beta_{\text{med}} = \sqrt{2\text{IOI} - (N_p - 1)},
\]

which matches the \( \beta_{\text{med}} \) very well at high enough values of \( \sqrt{2}\text{IOI} \), i.e., \( \sqrt{2}\text{IOI} \gtrsim \sqrt{N_p} \). In the middle panel, we show the 68%- and 95%-percentile ranges of \( \beta \) as a function of \( \sqrt{2}\text{IOI} \). As we can see, the 68%-percentile range of \( \beta \) is roughly \( \pm 1 \) away from the median of \( \beta \) for a large enough \( \sqrt{2}\text{IOI} \). With these above, a quick estimate of the 68%-percentile range of \( \beta \) is \( \sqrt{2\text{IOI} - (N_p - 1)} \pm 1 \), which works for \( \sqrt{2}\text{IOI} \gtrsim \sqrt{N_p} \) and is better for a larger \( \sqrt{2}\text{IOI} \). The 95%-percentile range of \( \beta \) is also quite regular and is roughly \( \pm 2 \) away from the median of \( \beta \), but requires a larger value of \( \sqrt{2}\text{IOI} \) for the quick estimate to match the actual 95%-percentile range of \( \beta \). Note that in the one-parameter case, the median of \( \beta \) equals the usual significance level if \( \beta \gtrsim 1 \).

Thus, our proposed Bayesian interpretation of IOI consists of calculating the two summary statistics of the level of physical inconsistency dependent on the obtained value of IOI, and as we described above, the process is twofold. These two statistics work in tandem. The first allows one to estimate whether the physical inconsistency reaches the threshold to be further considered. Next, when \( P(\beta > 1|\sqrt{2}\text{IOI}) \) is high enough, one needs to use the second statistic to determine the actual ranges of the level of that physical inconsistency. We provide the code to calculate the relevant summary statistics of the level of physical inconsistency based on our new Bayesian interpretation of IOI at the link indicated in the footnote 4.

It is important to note that in multiple-parameter cases one should not take the non-Bayesian \( n\sigma \) value as the level of physical inconsistency as it would tend to underestimate the value of \( \beta \). This can be seen in the right panel of Figure 3 where we plot the difference between the median of \( \beta \) and the \( n\sigma \) value as a function of \( \sqrt{2}\text{IOI} \). In one parameter cases, the difference is essentially zero when there is a noticeable physical inconsistency. However, when \( N_p > 1 \) the \( n\sigma \) value is generally smaller than the median of \( \beta \). The difference is more pronounced with more parameters. We will demonstrate with real data in Sec. 4 and will discuss the underlying reason behind this issue in Sec. 5.

3.5 A ranking scheme of the level of physical inconsistency

The level of physical inconsistency \( \beta \) is already presented as a normalized magnitude. Therefore, one can take its face value as an interpretation of the strength of inconsistency due to a bias or an invalid underlying model.
IOI ≥ IOI_{th}, and when the 68% range of $\beta$ falls into the cases on the right:

- is all in zone 1: Moderate inconsistency
- spans both zone 1 and zone 2: Moderate-to-strong inconsistency
- spans zones 1, 2 and 3: Strong inconsistency
- spans both zone 2 and zone 3: Strong-to-very strong inconsistency
- is all in zone 3: Very strong inconsistency

| Cases/situations                                                                 | Ranking of inconsistency                      |
|---------------------------------------------------------------------------------|-----------------------------------------------|
| IOI < IOI_{th}: value of IOI is below the threshold listed in Table 1. We suggest to use $\alpha = 0.15$. | No strong indication for the presence of a physical inconsistency that exceeds the threshold. |
| IOI > IOI_{th} and when the 68% range of $\beta$ falls into the cases on the right | Moderate inconsistency                        |
|                                                                                 | Moderate-to-strong inconsistency              |
|                                                                                 | Strong inconsistency                          |
|                                                                                 | Strong-to-very strong inconsistency           |
|                                                                                 | Very strong inconsistency                     |

Table 2. A summary of the ranking scheme of the physical inconsistency in our Bayesian framework. This process is twofold: Step-1: IOI needs to be greater than the threshold IOI_{th} listed in Table 1, indicating that there likely exists some physical inconsistency. Step-2: Then the 68%-percentile range of $\beta$ is compared to three zones: zone 1 = (0, 4), zone 2 = [4, 5] and zone 3 = (5, +∞) and is ranked accordingly. Examples of physical inconsistency in different ranks are shown in Figure 4.

Figure 4. Examples of the 68%-percentile ranges of $\beta$ in different ranks.

In practice however, one often, if not always, imposes some empirical interpretation on the values of inconsistency measures whether or not such values are obtained in a statistical manner. Indeed, even in one-parameter cases, where inconsistency can be presented with the non-Bayesian $n$-$\sigma$ value, some empirical interpretation is often adopted. One may argue that the $n$-$\sigma$ value is associated with the PTE of some inconsistency measure which has some definite statistical meaning. But it is empirical, e.g., to only consider an inconsistency larger than 2-$\sigma$ or 3-$\sigma$ as non-negligible. A recent example of empirical interpretation (for one-parameter cases) can be found in Ref. [50], i.e., 2-$\sigma$=curiosity; 3-$\sigma$=tension; 4-$\sigma$=discrepancy; 5-$\sigma$=crisis.

As discussed in the previous sections, in multiple-parameter cases, it is the level of the physical inconsistency $\beta$ instead of the commonly adopted $n$-$\sigma$ value that should be interpreted as the strength of inconsistency due to a bias or an invalid underlying model. In other words, if some empirical interpretation is imposed, it is $\beta$ instead of the commonly adopted $n$-$\sigma$ value that such an empirical interpretation should be associated with.

Therefore, in this subsection we suggest a guiding scale to interpret the level of physical inconsistency. We adopt a similar scale suggested in Ref. [50] about the level of tension with some modifications to the terminology and the ranking scheme. We note that, instead of a single value, $\beta$ is now reported as the 68%-percentile range (as well as the 95%-percentile range). Therefore, our ranking scheme is made with respect to the range of $\beta$ instead of a single value of it. Our ranking scheme is described as follows. First, the probability for $\beta > 1$ is compared to $(1 - \alpha)$, where we suggest to use $\alpha = 0.15$. If $P(\beta > 1 | \sqrt{2 \text{IOI}}) < (1 - \alpha)$,
we conclude that there is no strong evidence for the presence of a physical inconsistency that exceeds the threshold. Otherwise the level of physical inconsistency needs further attention and the $68\%$-percentile range of $\beta$ is compared to three zones: zone $1 = (0, 4)$, zone $2 = [4, 5]$ and zone $3 = (5, +\infty)$. When the range of $\beta$ falls entirely in zone 1, we rank the physical inconsistency as a moderate inconsistency. When it overlaps with zone 1 and zone 2, it is ranked as a moderate-to-strong inconsistency. When it overlaps all three zones, it is ranked as a strong inconsistency. When it overlaps with zone 2 and zone 3, it is ranked as a strong-to-very-strong inconsistency. And finally, when it entirely falls in zone 3, it is ranked as a very strong inconsistency. We summarize our ranking scheme in Table 2.

Roughly speaking, according to the above ranking scheme, the median of $\beta$ is $\lesssim 3$ for a moderate inconsistency, between $\sim 3$ and $\sim 4$ for a moderate-to-strong inconsistency, between $\sim 4$ and $\sim 5$ for a strong inconsistency, between $\sim 5$ and $\sim 6$ for a strong-to-very-strong inconsistency, and $\gtrsim 6$ for a very strong inconsistency. Examples of ranges of $\beta$ in different ranks are shown in Figure 4. Thus, in terms of $\beta_{\text{med}}$, this ranking scheme has a similar gradient as that suggested in Ref. [50] for the $n$-$\sigma$ notation in one-parameter cases, but in multiple-parameter cases it is our ranking scheme that should be adopted. Also note that we did not rank the inconsistency directly using the median of $\beta$ because it is the range of $\beta$ that preserves the same percentage in cases with different parameter numbers. But for the same range of $\beta$, the value of $\beta_{\text{med}}$ is somewhat different for different parameter numbers.

4 Applying the new Bayesian interpretation to revisit the (in)consistency between Planck versus the local measurement, DES, ACT and WMAP

In this section, we apply our Bayesian interpretation to compare some real data. One important point that we will show is that this Bayesian interpretation of IOI is insensitive to degrees of freedom irrelevant to the inconsistency. In this work we set $\alpha = 0.15$ as suggested in Sec. 3.5. We would also like to remind the reader that, when using IOI, it is only the common parameters of the two constraints that need to be considered [40].

4.1 Case I: Planck versus the local measurement

In the first example, we apply IOI and our new Bayesian interpretation to revisit the (in)consistency between the Planck 2018 baseline temperature and polarization constraint (Planck) [51, chains obtained from https://pla.esac.esa.int] and the Cepheid-based local measurement [1]. The results are shown in Table 3. For the case of Planck 18 vs. the Cepheid-based local measurement ($H_0$ only), we have IOI $\sim 8.5$ with $N_p = 1$. This is a one-parameter case. In principle, we can use the usual significance level (which also equals $\sqrt{2}$IOI $= 4.1$) to interpret such an IOI value. But to be consistent with multiple-parameter cases, we will now use our newly provided Bayesian interpretation. This high IOI value exceeds the thresholds listed in Table 1, signaling the presence of a physical inconsistency that is caused by some unaccounted-for systematic effects or an invalid underlying model. In fact, the probability for $\beta > 1$ is 99.9%. The $68\%$-percentile range of the actual level of physical inconsistency is $\beta = 4.1^{+1.0}_{-1.0}$. This is a strong inconsistency according to the ranking scheme discussed in Sec. 3.5.

It is illustrative to extend this comparison between Planck and the Cepheid-based local measurement to a multiple-parameter case to see that our Bayesian interpretation is insensitive to the number of parameters in the underlying model which are irrelevant to the tension. We first extend this case to compare Planck 18 vs. local $H_0+$Pantheon in the $H_0$-$\Omega_m$ space where we have IOI $= 8.6$. This is now a two-parameter case. The constraint on $\Omega_m$ between Planck and Pantheon is consistent with each other, so expanding the comparison into Planck 18 vs. local $H_0+$Pantheon in the $H_0$-$\Omega_m$ space should give us a similar result as the comparison of Planck 18 vs. local $H_0$ in the $H_0$-only space. Indeed, the IOI also exceeds the threshold values [see the $N_p = 2$ column in Table 1], again convincingly signaling the presence of some physical inconsistency that needs attention. As expected, the $68\%$-percentile range of the level of physical inconsistency is $\beta = 4.0^{+1.0}_{-1.0}$, which is a similar range as that in the one-parameter case.

Next we extend the situation to compare Planck vs. local $H_0+$Pantheon+BBN in the $H_0$, $\Omega_m$ and $\Omega_b h^2$ space, where we have IOI $= 8.8$. Again, Planck and BBN are consistent in the $\Omega_b h^2$ result, so including BBN in the comparison should not change the conclusion about the (in)consistency. Indeed, now with $N_p = 3$, this high IOI once again exceeds the threshold. The $68\%$-percentile range of the level of physical inconsistency is $\beta = 3.9^{+1.0}_{-1.0}$, again similar to the previous one- and two-parameter cases.
If we used the commonly adopted $n$-$\sigma$ notation of significance level, then only in the one-parameter case ($H_0$ only) is the $n$-$\sigma$ value equal to the median of $\beta$ while it is smaller in the two- and three-parameter cases; compare the last row of Table 3. This example demonstrates that the commonly adopted $n$-$\sigma$ notation of significance level underestimates the level of physical inconsistency when $N_p > 1$ as expected according to the simulations shown in Sec. 3.

One may argue that $\Omega_m$ and $\Omega_b h^2$ are obviously irrelevant in the problem of the Hubble constant tension and should not be counted as an effective parameter in the comparison. But when we compare two constraints in a multiple-parameter model where the two observations have comparable uncertainties for all parameters, we would not know a priori which parameter is relevant and a bias may happen to be in one parameter. Related to this, the common misunderstanding that the “significance level” of an inconsistency estimator depends on the number of parameters of the underlying model is rooted in the use of the non-Bayesian interpretation of the estimator and taking it as a presentation of both aspects of physical inconsistency; see the discussion in the problem of quantifying inconsistency in Sec. 5.

### 4.2 Case II: Planck versus DES+BBN

For the next example, we apply IOI and our new Bayesian interpretation to revisit the (in)consistency between Planck versus the DES year-1 $3 \times 2$ correlation functions [52, chains obtained by running the corresponding modules in COSMOMC] in the standard $\Lambda$CDM model. The $3 \times 2$ correlation functions from DES can put a constraint in the $S_8-\Omega_m$ space, but can only weakly constrain the reduced baryon fraction $\Omega_b h^2$, the Hubble constant $H_0$, and the scalar spectrum index $n_s$ [52]. In order to show again the effect of increasing the number of parameters that can be constrained by both datasets, we combine DES with the primordial element abundance (BBN) constraint on $\Omega_b h^2 = 0.0222 \pm 0.0005$ [53], and then investigate the (in)consistency between Planck versus DES+BBN. The results are shown in Table 4.

The (in)consistency between Planck and DES is usually shown by comparing the two constraints in the $S_8 \equiv \sigma_8 \times (\Omega_m/0.3)^{0.5}$ and $\Omega_m$ plane. Therefore, we first calculate IOI and the range of $\beta$ in this two-parameter plane, and this is shown in the $(S_8) + \Omega_m$ column of Table 4. The obtained IOI value is greater than IOI$_{th}$, which means some physical inconsistency with $\beta > 1$ is likely present. The 68%-percentile range of $\beta$ is $2.4^{+1.0}_{-1.1}$. This is a moderate inconsistency according to the ranking scheme discussed in Sec. 3.5. Although based on different inconsistency measures and/or methods of interpretation, our results here agree with Refs. [43, 54] in that there is a moderate inconsistency between Planck and DES.

If we used the usual significance level, we would have obtained 2.2-$\sigma$ shown in the last row in Table 4. This is lower than the median of $\beta$, indicating that the $n$-$\sigma$ notation tends to underestimate the level of physical inconsistency.

Next, we successively include more parameters in the comparison. For example, in the $+H_0$ column of Table 4, we include $H_0$ in the comparison in addition to $S_8$ and $\Omega_m$, making $N_p = 3$. In the last column, we have in total five parameters in the comparison, including $S_8$, $\Omega_m$, $H_0$, $n_s$ and $\Omega_b h^2$. Since $H_0$ is only weakly constrained by DES and the $\Omega_b h^2$ constraint from BBN is consistent with that from Planck, we expect that

| $H_0$, $N_p = 1$ | $H_0$-$\Omega_m$, $N_p = 2$ | $H_0$-$\Omega_m$-$\Omega_b h^2$, $N_p = 3$ |
|------------------|------------------|------------------|
| $\sqrt{2}$IOI | $4.1 > \sqrt{2}$IOI$_{th}$ | $4.2 > \sqrt{2}$IOI$_{th}$ |
| Range of $\beta$ | $4.1^{+1.0}_{-1.0}$ | $3.9^{+1.0}_{-1.0}$ |
| The commonly adopted $n$-$\sigma$ | 4.1 | 3.7 | 3.4 |

Table 3. Applying IOI and our new Bayesian interpretation to investigate the (in)consistency between Planck versus Cepheid-based local measurement (+Pantheon +BBN). The number of parameters increases from $N_p = 1$ ($H_0$) to $N_p = 3$ ($H_0$, $\Omega_m$, $\Omega_b h^2$) as we successively include more parameters in the comparison. The tension is mainly in the $H_0$ direction, so when we include in the comparison the Pantheon constraint on $\Omega_m$ and the BBN constraint on $\Omega_b h^2$, the conclusion about inconsistency should not change. Indeed, we can see that $\beta$ remains in about the same range and indicates a strong inconsistency when $N_p$ increases. On the contrary, the commonly adopted $n$-$\sigma$ notation of significance level drops as number of parameters increases.

---

8If we used the public MCMC chain for the DES constraint that does not include the BBN prior on $\Omega_b h^2$, the level of inconsistency would be slightly higher without qualitatively changing our conclusions.
including them in the comparison would not substantially change the inferred level of physical inconsistency (assuming there is no hidden inconsistency in this higher dimension). But including $n_s$ in the comparison somewhat increases the level of $\beta$, because some hidden inconsistency is caught after doing so [11]. Nonetheless, all the inferred ranges of $\beta$ are $\sim 2.5 \pm 1.1$ no matter how many other common parameters we have added to the comparison. On the contrary, the usual significance level gradually drops as we include more parameters in the comparison. This again shows the underestimation of the level of physical inconsistency by the non-Bayesian $n$-$\sigma$ value and it is worse when the number of model parameters increases.

One may argue that it is not necessary to include $H_0$ in the comparison between Planck and DES+BBN since the latter only weakly constrains it, and those two parameters do not count as extra degrees of freedom in the calculation of the significance level. This type of argument has difficulties to overcome. First of all, it is rather arbitrary to decide whether or not to exclude a common degree of freedom based on how weak one constraint is when compared to the other; see also Ref. [54] for discussion. On the contrary, it is not an issue for IOI and our new Bayesian interpretation. We can see from this example that including the weakly constrained parameters in the comparison actually does not qualitatively affect the result. The reasons are that IOI is stable against noisy eigenmodes (see Ref. [54] for discussion) and that the new interpretation removes the overestimation problem of IOI due to the increase of the parameter number, which is shown in this work. Second, due to degeneracies between parameters, inconsistencies can be hidden, which has been pointed out in [40, 43]. It is therefore important to perform (in)consistency tests in the full common parameter space. This last point also serves as a check on whether it is sufficient to calculate $\beta$ in the $S_8\Omega_m$ plane or in the full common parameter space. This suggests that the main physical inconsistency is indeed in the $S_8\Omega_m$ plane.

### Case III: Planck versus ACT (+WMAP)

In this last case study, we apply IOI and our Bayesian interpretation to revisit the (in)consistency between the constraints from Planck and the CMB temperature and polarization anisotropy from the Atacama Cosmology Telescope [55, chains obtained from https://lambda.gsfc.nasa.gov] in the standard cosmological model in the six-parameter space, i.e., $\Omega_b h^2$, $\Omega_c h^2$, $\theta$, $A_s$, $n_s$ and $\tau$.

We first compare Planck versus the ACT-only constraint. The results are shown in the Planck vs. ACT row in Table 5. We can see that $IOI_{15\%}$ and the level of physical inconsistency likely exceeds the threshold. In fact, the probability for $\beta > 1$ is 96.5%. The 68%-percentile range of the level of physical inconsistency is $3.3^{+1.3}_{-1.2}$. This is a moderate-to-strong inconsistency according to the ranking scheme discussed in Sec. 3.5. We also reproduce the result reported in Ref. [44] which uses the commonly adopted significance level, 2.6-$\sigma$, for this comparison\(^9\). While we agree with Ref. [44] that some certain physical inconsistency exists between

---

\(^9\)We note that to reproduce this 2.6-$\sigma$ significance level, we have used our IOI and Eqs. (2.7) and (2.8) instead of the suspiciousness statistics used in Ref. [44]. We can do so because in the Gaussian limit IOI and suspiciousness differ by only a constant offset [43].
Table 5. Applying IOI and our new Bayesian interpretation to revisit the (in)consistency between Planck versus ACT in the standard ΛCDM cosmological model. For Planck versus ACT alone, there exists a moderate physical inconsistency. However, including WMAP in the ACT analysis restores its consistency with Planck as the corresponding IOI value (marked blue) does not exceed the threshold. In either case, using the commonly adopted n-σ notation significantly underestimates the level of physical inconsistency.

|                | $\sqrt{2}\text{IOI}$ | $\beta$ | Commonly adopted n-σ |
|----------------|----------------------|---------|----------------------|
| Planck vs. ACT | $4.1 > \sqrt{2}\text{IOI}_{\text{th}}$ | $3.3^{+1.1}_{-1.2}$ | 2.6 |
| Planck vs. ACT+WMAP | $2.1 < \sqrt{2}\text{IOI}_{\text{th}}$ | $1.1^{+1.1}_{-0.8}$ | 0.5 |

Planck and ACT, we emphasize that this 2.6-σ should not be interpreted as the level of physical inconsistency since it is significantly lower than the median of $\beta$. This once again demonstrates the underestimation of the level of physical inconsistency by the commonly adopted n-σ notation of significance level as expected according to the simulations shown in Sec. 3.

Next, we compare Planck versus ACT+WMAP. As pointed out in Ref. [55], ACT is unable to probe the large-scale (or small angular multipole) CMB anisotropy and requires a prior on the amplitude of the large-scale CMB (e.g., temperature) spectrum. Thus, Ref. [55] also produced the joint constraint using ACT and WMAP. The results of (in)consistency between Planck versus ACT+WMAP are shown in the last row of Table 5. We can see that now IOI does not exceed the threshold value meaning that there is no strong evidence for the existence of any substantial physical inconsistency between Planck versus ACT+WMAP. This is consistent with Ref. [55] where including the prior from WMAP on the large-scale CMB spectrum amplitude restores the consistency between Planck and ACT. To comment on this result, we note that on the one hand it is unsafe to have some unreasonable prior [56]. On the other hand, this may again point to the discrepancy between the large scales and the small scales in the framework of the standard ΛCDM cosmological model [57]. Although it was claimed that this discrepancy has been addressed [58], it is interesting to thoroughly reanalyze this issue using IOI and our new Bayesian interpretation. While this is beyond the scope of this work, we will leave this to a dedicated work in the future.

5 An ambiguity in the quantification of inconsistency in multi-parameter cases and the resolution in our Bayesian interpretation

We have discussed a Bayesian interpretation of the IOI values, which is based on the conditional probability distribution of the level of physical inconsistency given the obtained value of IOI. The new interpretation is summarized into two questions described in Sec. 3 and is thus twofold. The first question is to evaluate the probability for the level of physical inconsistency to exceed the threshold (we call it “the threshold-exceeding probability” in this section). The commonly adopted PTE and the associated n-σ notation of confidence level has a similar objective, but they are based on the probability distribution of an inconsistency estimator in the absence of any physical inconsistency and thus (at best) only indirectly address the desired task (i.e., our first question). In either case, this evaluation is only to see whether the level of the physical inconsistency has reached some threshold. Sureley, a probability of 99% is larger than a probability of 90%, but once there is likely to be a non-negligible physical inconsistency, we should then ask what the actual level of physical inconsistency is, which directly relates to the extent to which the physical inconsistency biases/affects the constraints. This leads to our second question, which is to estimate the range of the actual level of physical inconsistency. It is the range of the level of physical inconsistency that is more important.

In one-parameter cases both aspects above increase with the value of IOI (or some other similar inconsistency estimators). Thus, when the interpretation of these two aspects are suitably adjusted, we can “conveniently” specify the two aspects using one quantity (like the usual n-σ notation). Such a “convenience” no longer holds in multiple-parameter cases. This is because the two aspects behave very differently as $N_p$ increases. For a given IOI, while the threshold-exceeding probability drops with $N_p$, the range of the level of physical inconsistency only weakly depends on $N_p$, especially when IOI is large.

The lack of understanding of the distinction between the two aspects leads to an ambiguity in the quantification of inconsistency in multiple-parameter cases. Regarding this, there have been two different and
conflicting interpretations of inconsistency estimators in the literature, each of which emphasizes one aspect of the quantification of inconsistency but overlooks the other. On the one hand, measures of inconsistency in the literature often use the common “significance level”, which only indirectly quantifies how likely it is for a physical inconsistency to be present but gives a misleading understanding of the actual level of physical inconsistency. On the other hand, the original interpretation of IOI that uses the Jeffrey’s scales tries to describe the level of physical inconsistency [40], but overlooks the drop (with the parameter number) of threshold-exceeding probability. Our new Bayesian interpretation unifies the two different aspects because they (and other information) are all included in the conditional probability distribution introduced (i.e. \( P(\beta | \sqrt{2\text{IOI}}) \)).

One may suspect that the range of the level of physical inconsistency being insensitive to \( N_p \) contradicts the drop of the threshold-exceeding probability with \( N_p \). There is actually no contradiction here. Let us take a large-IOI limit for discussion. At such a limit, the median of \( \beta \) given an obtained IOI can be well-approximated by \( \sqrt{2\text{IOI}} \) (the term \( N_p - 1 \) can be ignored), and the most probable (68%-percentile) range of \( \beta \) can be well-approximated by \( \sqrt{2\text{IOI}} \pm 1 \). The main effect from \( N_p \) on the distribution of \( \beta \) is not in the most probable range of \( \beta \), but in the tail of the distribution in the range of small \( \beta \) values. As a consequence, the probability 1- \( P(\beta > 1 | \sqrt{2\text{IOI}}) \) (which determines whether \( P(\beta > 1 | \sqrt{2\text{IOI}}) \) is 95% or 99%) has a much larger dependence on \( N_p \) as it is sensitive to the distribution of \( \beta \) at the low value range. But note that while we emphasize that the second question regarding the most probable range of \( \beta \) is more important, it does not mean the first question is unimportant. This is because the probability for the level of physical inconsistency to reach the threshold needs to be high enough for it to be further considered.

6 Conclusion and outlook

We propose a Bayesian interpretation of inconsistency measures based on the conditional probability distribution of the level of physical inconsistency given an obtained value of the measure. We use the index of inconsistency as a case study. The statistical properties of the level of physical inconsistency are then presented by two summary statistics: (1) the probability of the level of physical inconsistency to reach the threshold, and (2) the 68% (or 95%) percentile range of the level of physical inconsistency. While the first only serves as a threshold criterion, the second is more important and directly relates to the extent to which the physical inconsistency biases the cosmological constraints.

A key concept in this work is that cosmological inconsistencies can be related to physical sources such as model problems or unaccounted for systematic effects, or due to scatter in the data. This new framework allows one to properly extract information about the physical inconsistency in the presence of data scatter.

We show with real data that the commonly adopted \( n-\sigma \) notation for the significance tends to underestimate the actual level of physical inconsistency. The underlying reason is that the two summary statistics above have different behaviors as the number of model parameters increases. On the one hand, the probability of the level of physical inconsistency to reach the threshold is sensitive to the tail of the distribution and drops as the number of model parameters increases. On the other hand, the most probable range of the level of physical inconsistency remains rather insensitive to the number of model parameters, especially when the physical inconsistency is large. These two different behaviors cause a common ambiguity in the quantification of inconsistency. The commonly adopted \( n-\sigma \) notation only indirectly reflects the first aspect but overlooks the second. The proposed Bayesian interpretation unifies these two aspects and resolves such an ambiguity. To our knowledge, this Bayesian interpretation of inconsistency measures is the first work of this type.

Although we use IOI as a case study, this framework can be generalized to other inconsistency measures. The general steps to apply this Bayesian interpretation to other measures are: (1) Find the proper inconsistency measures of physical inconsistency in a general situation in the absence of data scatter; (2) Use Bayes’ theorem to calculate the conditional probability distribution of the physical inconsistency to take into account data scatter.

Looking ahead, a plethora of precise data will be delivered in the near future, such as galaxy surveys from LSST, DESI, Euclid, WFIRST and SKA, and CMB missions such as, for example, CORE and CMB.

\(^{10}\)There have been techniques that remove irrelevant parameter degrees of freedom and alleviate (but not eliminate) the problem of underestimation, e.g., see Ref. [42, 43]. Our new Bayesian framework is clearly more straightforward.
Stage-IV\textsuperscript{11}. Additionally, gravitational waves have opened a new window providing even more fundamentally different methods to probe our universe. Comparing results from different observations and examining their (in)consistency is thus quickly becoming very essential. Our work provides a new framework to assess physical inconsistencies in the presence of data scatter which is an important step in the study of cosmological inconsistencies.
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