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Abstract

In this paper we investigate the existence of traveling wave for a one-dimensional reaction diffusion system. We show that this system has a unique translation traveling wave solution.
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1 Introduction

This paper deals with the existence and uniqueness of traveling wave solutions of the following reaction-diffusion system:

\[
\begin{aligned}
    u_t &= u_{xx} + u(1 - u - \frac{rv}{1+u}), \\
    v_t &= v_{xx} + \frac{buv}{1+u},
\end{aligned}
\] (1.1)

where \( r \) and \( b \) are positive constant numbers.

In relation to our topic, Fu [2, 3] studied the acid nitrate-ferritin reaction model as follows:

\[
\begin{aligned}
    u_t &= \delta u_{xx} - \frac{2uv}{b+u}, \\
    v_t &= v_{xx} + \frac{uv}{b+u},
\end{aligned}
\]

where \( \beta \) is a positive constant, \( u \) and \( v \) represent the concentration of ferritin and acid nitrate, respectively, and \( \delta \) is the ratio of diffusion rate. Fu [2, 3] showed the existence and uniqueness of traveling solution for the acid nitrate-ferritin reaction model by using the perturbation method. In (1.1) the \( U(1-U) \) is the logistic term, which means the birth rate minus death rate of \( U \).

There are also many scientists who study the existence, uniqueness, and stability of traveling wave solutions for a reaction-diffusion model in population biology and chemistry. We first recall some existing methods on the existence of traveling waves for the reaction-diffusion model. In [9], Trofimchuk, Pinto, and Trofimchuk studied the traveling wavefronts for a model of the Belousov–Zhabotinskii reaction in a chemical model by...
constructing upper and lower method solutions. They showed the existence and uniqueness of solution. In [4], Huang investigated the existence of traveling wave for a class of predator-prey systems via the perturbation method. For more details on the existence of traveling wave solutions for other types of diffusion-reaction models, readers can refer to [5–8, 10–13] and the references in these papers.

The remaining part of this paper is organized as follows. In Sect. 2, we construct the supersolution and subsolution of (2.1) and introduce some useful lemmas for the main result. In Sect. 3, we show the existence and uniqueness of traveling wave for (2.1).

2 Preparation

In this section, we introduce some useful lemmas for the main results of our papers. Note that some reaction-diffusion models in population biology can be rewritten as the form (1.1), and the existence and uniqueness of traveling waves for these reaction-diffusion equations are equivalent to those for (2.1). Throughout this paper, a traveling wave solution of (1.1) always refers to a pair \((U, V, c)\), where \(U\) and \(V\) are bounded, continuous, nonnegative, and nonconstant functions from \(\mathbb{R}\) to \(\mathbb{R}\) such that \(u(t, x) := U(x – ct), v(t, x) := V(x – ct)\) satisfies (2.1). Clearly, \(U(z), V(z)\) satisfy the following wave profile system:

\[
\begin{align*}
U'' + cU' + U(1 - U - \frac{rV}{1+\alpha}) &= 0, \\
V'' + cV' + \frac{bUV}{1+\alpha} &= 0.
\end{align*}
\]

(2.1)

There are boundary conditions \((U, V)(-\infty) = (0, 1/r)\) and \((U, V)(+\infty) = (1, 0)\). The main purpose of this paper is to study the existence and uniqueness (up to translation) of traveling waves for (2.1).

Next, we construct the supersolution and subsolution of (2.1) that will be used in the following sections. For simplicity, we denote

\[p(s) := s^2 - cs + \frac{b}{2}.\]

Due to \(c > c^*\), where \(c^*\) is the minimum wave speed (2.1) and equation \(p(s) = 0\) has two positive roots \(\lambda\) and \(\lambda + d\), there are

\[
\lambda = \frac{1}{2}c - \sqrt{c^2 + 2b}, \quad d = \sqrt{c^2 + 2b}.
\]

In addition, \(p(s) < 0\), when \(s \in (\lambda, \lambda + d)\).

Lemma 2.1 The function \(V^+(z) := e^{iz}\) satisfies the equation

\[(V^+)^'' + c(V^+)' + \frac{b}{2} V^+ = 0\]

for all \(z \in \mathbb{R}\).

Proof Since \(p(\lambda) = 0\), we know

\[(V^+)^'' + c(V^+)' + \frac{b}{2} V^+ = p(\lambda)V^+ = 0, \quad z \in \mathbb{R}.\]
Let $0 < \gamma < \min\{\xi, \lambda\}$, then $c - \delta \gamma > 0$, $\gamma - \delta < 0$. If $z \to \infty$, then $e^{(c-\delta)z} \to 0$. There exists $z_0 > 0$ such that

$$e^{(c-\delta)z} \leq \frac{1}{r} \gamma(c - \delta \gamma), \quad \forall z \geq z_0.$$ 

From the above formula we get

$$(c - \delta \gamma) \gamma Me^{-\gamma z} \geq rV^+(z), \quad \forall z \geq z_0. \tag{2.2}$$

Set $M = e^{\gamma z}$. Since $\gamma, z_0 > 0$, we know $M > 1$.

**Lemma 2.2** The function $U^-(z) := \max\{0, 1 - Me^{-\gamma z}\}$ satisfies the inequality

$$(U^-)^{''} + c(U^-)^{'} + U^- \left(1 - (U^-) - \frac{rV^+}{1 + U^-}\right) \geq 0 \tag{2.3}$$

for all $z \neq z_0$.

**Proof** When $z < z_0$, it can be concluded from the above inequality that $(-\infty, z_0)$ is established on $U^- \equiv 0$. When $z > z_0$, there is $U^-(z) = 1 - Me^{-\gamma z}$ and $0 < U^- < 1$, so we have

$$1 \geq \frac{(U^-)}{1 + U^-}. \tag{2.4}$$

By calculating (2.2), (2.4), and $M > 1$, we know

$$(U^-)^{''} + c(U^-)^{'} + U^- \left(1 - (U^-) - \frac{rV^+}{1 + U^-}\right) \geq \frac{r(U^-)V^+}{1 + U^-}.$$ 

Thus, we can conclude that (2.3) holds. The proof is completed.

Let $0 < \eta < \min\{\gamma, \lambda\}$. Since $0 < \eta < \gamma$, $p(\lambda + \eta) < 0$, select

$$K > \max\left\{M, \frac{-Mb}{2p(\lambda + \eta)}\right\}.$$ 

Let $z_1 = \ln \frac{\lambda}{\eta}$, $z_0 = \ln \frac{M}{r}$, and $K > M > 1$, $\eta < \gamma$, therefore $z_1 > z_0 > 0$. \qed

**Lemma 2.3** The function $V^-(z) := \max\{0, V^+(z) - Ke^{-(\lambda + \eta)z}\}$ satisfies the following inequality:

$$(V^-)^{''} + c(V^-)^{'} + \frac{bU^-V^-}{1 + U^-} \geq 0 \tag{2.5}$$

for all $z \neq z_1$.

**Proof** If $z < z_1$, from (2.3), we can get that there is $V^- \equiv 0$ on $(-\infty, z_1)$. If $z > z_1$, there are $V^- = V^+ - Ke^{-(\lambda + \eta)z}$ and $U^- = 1 - Me^{-\gamma z}$, and by calculating it is easy to see that

$$(V^-)^{'} = (V^{'}) + K(\lambda + \eta)e^{-(\lambda + \eta)z},$$

$$(V^-)^{''} = (V^{''}) - K(\lambda + \eta)^2 e^{-(\lambda + \eta)z}.$$
Note
\[
\frac{bU^-}{1+U^-} = b \left[ \frac{1}{2} - \frac{Me^{-\gamma z}}{2(2-Me^{-\gamma z})} \right].
\]

We know
\[
\frac{bU^- V^-}{1+U^-} = b \left[ \frac{1}{2} - \frac{Me^{-\gamma z}}{2(2-Me^{-\gamma z})} \right] (V^* - Ke^{-(\lambda + \eta)z})
\geq b \left[ \frac{1}{2} V^* - \frac{1}{2} Ke^{-(\lambda + \eta)z} - \frac{Me^{-(\lambda + \gamma)z}}{2(2-Me^{-\gamma z})} \right].
\]

Since \((V^*)'' + c(V^*)' + \frac{b}{2} V^* = 0\), \(K > -Mb/(2p(\lambda + \eta))\), \(1 - Me^{-\gamma z} > 0\), and \(\gamma > \eta\), we know
\[
(V^-)'' + c(V^-)' + \frac{bU^- V^-}{1+U^-}
\geq (V^*)'' - K(\lambda + \eta)^2 e^{-(\lambda + \eta)z} + c((V^*)' + K(\lambda + \eta)e^{-(\lambda + \eta)z})
\geq -Ke^{-(\lambda + \eta)z} p(\lambda + \eta) - \frac{bMe^{-(\lambda + \gamma)z}}{2(2-Me^{-\gamma z})}
\geq \frac{bM}{2} e^{-(\lambda + \eta)z} (1 - e^{-(\gamma - \eta)z})
\geq 0.
\]

The proof is completed. \(\square\)

Next, we establish some priori estimates of solutions to nonhomogeneous equations
\[
w''(z) + Aw'(z) + g(z)w(z) = h(z).
\]

We need the following lemmas (Lemma 2.4, Lemma 2.5, Lemma 2.6) (see [3]). For the convenience of readers, we give the details.

**Lemma 2.4** Let \(A\) be a constant number and \(g\) is a continuous function on \([a, b]\). Let \(\phi_1\) and \(\phi_2\) be the solution of second-order linear equation \(L[y] := y'' - Ay' + g(z)y = 0\) on \([a, b]\) such that
\[
\phi_1(a) = 0, \quad \phi'_1(a) = 1,
\]
\[
\phi_2(b) = 0, \quad \phi'_2(b) = 1.
\]

Then we have the following estimates of \(\phi_1\) and \(\phi_2\):
\[
|\phi_1(z)| + |\phi'_1(z)| \leq e^{K_1 z + (1+1)(b-a)}, \quad (2.6)
\]
\[
|\phi_2(z)| + |\phi'_2(z)| \leq e^{K_1 z + (1+1)(b-a)}, \quad (2.7)
\]
for all \(z \in (a, b)\), where \(K_1 = \|g\|_{C[a,b]}\).
Proof: If \( g \leq 0 \), the Langsky matrix \( W(\phi_1, \phi_2) \) of \( \phi_1 \) and \( \phi_2 \) can be estimated as

\[
|W(\phi_1, \phi_2)| \geq \frac{1}{A} (e^{A(b-a)} - 1) > 0.
\]  

(2.8)

In order to prove (2.6) and (2.7), rewrite the equation \( L[y] = 0 \) as a first-order system

\[
Y' = B(z)Y,
\]  

(2.9)

where \( Y = \begin{pmatrix} y \\ y' \end{pmatrix} \), \( B(z) = \begin{pmatrix} 0 & 1 \\ -g(z) & A \end{pmatrix} \).

Considering \( z \in (a, b) \), we know that, for \( Y' = B(z)Y \) in \( Y \), the integral equation is satisfied

\[
Y(z) = Y(a) + \int_a^z B(\tau)Y(\tau) \, d\tau.
\]  

(2.10)

Thus

\[
\|Y(z)\| \leq \|Y(a)\| + (K_1 + A + 1) \int_a^z \|Y(\tau)\|.
\]

(2.11)

Replacing \( a \) with \( b \) in (2.10), we get

\[
\|Y(b)\| \leq \|Y(a)\| e^{(K_1 + A + 1)(b-a)}.
\]  

(2.12)

Now, let \( Y = \begin{pmatrix} \phi_1 \phi_1' \end{pmatrix}^T \), \( \|Y(z)\| = |\phi_1(z)| + |\phi_1'(z)| \), \( \|Y(a)\| = 1 \), so (2.6) can be obtained from (2.11). Similarly, we let \( Y = \begin{pmatrix} \phi_2 \phi_2' \end{pmatrix}^T \) in (2.12) to get (2.7). Note that we prove (2.8), applying the Abel formula and noting \( W(\phi_1, \phi_2)(b) = -\phi_1(b) \), we get

\[
W(\phi_1, \phi_2)(b) = -\phi_1(b)e^{A(b-z)}.
\]  

(2.13)

In order to estimate \( \phi_1(b) \), we make the second-order equation \( \rho(z) = \frac{1}{A} (e^{A(z-a)} - 1) \) on \([a, b]\) have a unique solution \( \rho'' - A\rho' = 0 \). So, there is \( \rho(a) = 0, \rho'(a) = 1 \). When \( z \in (a, b) \), taking note of \( \rho \geq 0, g \leq 0 \), we find that the function \( \psi := \phi_1 - \rho \) satisfies

\[
\psi'' - A\psi' + g\psi = -g\rho \geq 0,
\]

\[
\psi(a) = \psi'(a) = 0.
\]

According to the maximum principles, we get \( \psi \geq 0 \), so \( \phi_1 \geq \rho \) on \([a, b]\), then

\[
\phi_1(b) \geq \rho(b) = \frac{1}{A} (e^{A(b-a)} - 1) > 0.
\]  

(2.14)

Combining (2.13) and (2.14), we know

\[
|W(\phi_1, \phi_2)(z)| = \phi_1(b)e^{A(b-z)} \geq \frac{1}{A} (e^{A(b-a)} - 1) > 0.
\]

Therefore, this lemma is proved.
Lemma 2.5 Let $A$ be a positive constant, and let $g$ and $h$ be continuous functions on $[a, b]$. Let $w \in C([a, b]) \cap C^2([a, b])$ satisfy the differential equation

$$w'(z) + Aw'(z) + g(z)w(z) = h(z), \quad z \in (a, b).$$

There is $w(a) = w(b)$. If $-K_1 \leq g \leq 0$, $|h| \leq K_2$ on $[a, b]$, where $K_1, K_2$ are constant. There exist a positive constant $K_3$ that depends only on the length of $[a, b]$ and a positive constant $K_4$ such that $\|w\|_{C[a,b]} \leq K_3 K_4$ holds.

Proof First, we notice that both $w'(a-) := \lim_{z \to a^+} w'(z)$, $w'(b-) := \lim_{z \to b^-} w'(z)$ exist, such that $z \in (a, b)$ is fixed. Integrating the both sides of $w''(z) + Aw'(z) + g(z)w(z) = h(z)$ from $z$ to $z$, we have

$$w(z) = w(\bar{z}) - A \left( w(z) - w(\bar{z}) \right) - \int_\bar{z}^z g(\tau)w(\tau) d\tau + \int_\bar{z}^z h(\tau) d\tau.$$

Since $w, g, h$ are right continuous at point $a$, thus $w'(a)$ exists. Similarly, we also have the existence of $w'(b)$. Let $\phi_1$ and $\phi_2$ be as shown in Lemma 2.4. For any $z \in (a, b)$, integrating the inequality $w''(z)\phi_1(z) + Aw'(z)\phi_1(z) + g(z)w(z)\phi_1(z) = h(z)\phi_1(z)$ from $a$ to $b$, we know

$$\phi_1(z)w(z) - (\phi_1'(z) - A\phi_1(z)w(z) + w(a)) = \int_a^z \phi_1(\tau)h(\tau) d\tau. \quad (2.15)$$

Similarly, we have

$$-\phi_2(z)w(z) + (\phi_2'(z) - A\phi_2(z)w(z) + w(b)) = \int_z^b \phi_2(\tau)h(\tau) d\tau. \quad (2.16)$$

Since $w(a) = w(b) = 0$, multiplying (2.15) and (2.16) by $\phi_1, \phi_2$ respectively, we get

$$W(\phi_1, \phi_2)w(z) = \phi_2(z) \int_a^z \phi_1(\tau)h(\tau) d\tau + \phi_1(z) \int_z^b \phi_2(\tau)h(\tau) d\tau.$$

Thus

$$w(z) = \frac{\phi_2(z) \int_a^z \phi_1(\tau)h(\tau) d\tau + \phi_1(z) \int_z^b \phi_2(\tau)h(\tau) d\tau}{W(\phi_1, \phi_2)(z)}.$$

Since $|h| \leq K_2$, this implies

$$w(z) \leq K_2 \frac{\phi_2(z) \int_a^z \phi_1(\tau)h(\tau) d\tau + \phi_1(z) \int_z^b \phi_2(\tau)h(\tau) d\tau}{W(\phi_1, \phi_2)(z)}.$$

Finally, by virtue of (2.6), (2.7), (2.8), and the above inequality, we can get that $\|w\|_{C[a,b]} \leq K_2 K_3$ holds.

Lemma 2.6 Let $A, g,$ and $h$ be the same as in the previous lemma. Let $w \in C([a, b]) \cap C^2([a, b])$ satisfy $w''(z) + Aw'(z) + g(z)w(z) = h(z)$ in $(a, b)$. If $\|w\|_{C[a,b]} \leq K_0$, then there is a
constant \( K_4 \), only on \( A, K_0, K_1, K_2 \) and interval length \([a, b]\), so there is

\[
\| w \|_{C[a, b]} \leq K_4.
\]  

(2.17)

Proof. Let \( \phi_1, \phi_2 \) be the same as in Lemma 2.4. For any \( z \in (a, b) \), multiplying (2.15), (2.16) by \( \phi'_1 \) and \( \phi'_2 \), respectively, we have

\[
W(\phi_1, \phi_2)(z)(w'(z) + Aw(z)) + \phi'_2(z)w(a) + \phi'_1(z)w(b)
\]

\[
= \phi'_2(z) \int_a^z \phi_1(\tau)h(\tau)\,d\tau + \phi'_1(z) \int_z^b \phi_2(\tau)h(\tau)\,d\tau.
\]

It can be concluded that

\[
w'(z) = \frac{\phi'_2(z)[\int_a^z \phi_1(\tau)h(\tau)\,d\tau - w(a)] + \phi'_1(z)[\int_z^b \phi_2(\tau)h(\tau)\,d\tau - w(b)]}{W(\phi_1, \phi_2)(z)} - Aw(z).
\]

Under the assumptions of \( |h| \leq K_2 \) and \( |w| \leq K_0 \), we know

\[
w'(z) \leq \frac{|\phi'_2(z)||K_2 \int_a^b \phi_1(\tau)h(\tau)\,d\tau + K_0| + |\phi'_1(z)||K_2 \int_a^b \phi_2(\tau)h(\tau)\,d\tau + K_0|}{|W(\phi_1, \phi_2)(z)|} + AK_0.
\]

By virtue of (2.6), (2.7), and (2.8), we find that (2.17) holds.

Next, we consider the existence and uniqueness of solution to problem (2.1) within the interval \([-l, l]\). The system is

\[
\begin{cases}
U'' + cU' + U(1 - \frac{U}{1 + U}) = 0, & z \in (-l, l), \\
V'' + cV' + \frac{bUV}{1 + U} = 0, & z \in (-l, l), \\
(U, V)(-l) = (U^-(l), V^-(l)), \\
(U, V)(l) = (U^-(l), V^-(l)).
\end{cases}
\]  

(2.18)

By studying some references [1–3], we know that the existence and uniqueness of traveling wave solutions of reaction-diffusion equations in a finite interval can be completed by the following Schauder fixed point theorem.

Lemma 2.7 Let \( E \) be a closed convex set in a Banach space, let \( T : E \to E \) be a continuous map such that \( TE \) is compact, then \( T \) has a fixed point.

Let

\[
I_l := [-l, l], \quad X := C(I_l) \times C(I_l), \\
E := \{(U, V) \in X | U^- \leq U \leq U^+, V^- \leq V \leq V^+, x \in I_l\}.
\]

It is easy to see that \( E \) is a closed convex set. In Banach space \( X \), we denote the norm \( \|f_1, f_2\|_X = \|f_1\|_{C(I_l)} + \|f_2\|_{C(I_l)} \). Since \( U^- \) and \( V^- \) are nonnegative, we have \( U \geq 0, V \geq 0 \) for any \((U, V) \in E\).
Lemma 2.8 For given \((U_0, V_0) \in E\), there is a unique solution \((U, V)\) to the following boundary value problem:

\[
\begin{align*}
U'' + cU' + U \left(1 - U - \frac{rV_0}{1+U}\right) &= 0, & z \in (-l, l), \\
V'' + cV' + \frac{bU_0V_0}{1+U_0} &= 0, & z \in (-l, l), \\
(U, V)(l) &= (U^-, V^-)(l), & (U, V)(-l) &= (U^-, V^-)(-l).
\end{align*}
\]

(2.19)

In addition, the solution \((U, V)\) satisfies \(U > 0, V > 0\) in \((-l, l)\).

\[\text{Proof}\] The system is not a coupled system, thus we know that there are existence and uniqueness of \(U\) and \(V\). By the definition of \(U^-\) and \(V^+\), we know \(U^-(l) = V^+(l) = 0\), \(U^-(l) > 0, V^-(l) > 0\). Since the equation of \(V\) is a linear equation, it is easy to see the existence and uniqueness of \(V\). Moreover, \(V'' + cV' \leq 0, V(\pm l) \geq 0\), by using the maximum principle, there is \(V > 0\) on \((-l, l)\). Next, we claim the existence and uniqueness of \(U\). When \(V_0\) is a given function, we see that the first equation of (2.19) is second order elliptic equation with boundary condition. Since the term \(U(1 - U - \frac{rV_0}{1+U})\) is Lipschitz continuous, according to the argument of regularity of the elliptic problem, the Sobolev imbedding theorem, and the contraction mapping principle, the existence of \(U\) is obtained. In addition, by applying the maximum principle, we can see that \(U > 0, U' > 0\) in \((-l, l)\).

Now, we define the mapping \(T : E \to X\) by \(T(U_0, V_0) = (U, V), \forall (U_0, V_0) \in E\), where \((U, V)\) is the unique solution to the boundary value problem (2.19). Obviously, any fixed point of \(T\) is the solution of problem (2.19). \(\square\)

Lemma 2.9 \(TE \subset E \).

\[\text{Proof}\] For given \((U_0, V_0) \in E\), denote \((U, V) := T(U_0, V_0)\).

We claim to have \(V^- \leq V \leq V^+\) on \(I\). Due to \(0 \leq U^- \leq U_0 \leq U^+ \equiv 1\) and \(0 \leq V^- \leq V_0 \leq V^+\), we have

\[
\frac{bU^- V^-}{1+U^-} \leq \frac{bU_0 V_0}{1+U_0} \leq \frac{bV^+}{2}.
\]

Thus

\[
V'' + cV' + \frac{bU^- V^-}{1+U^-} \leq 0 \tag{2.20}
\]

and

\[
V'' + cV' + \frac{bV^+}{2} \geq 0 \tag{2.21}
\]

for all \(z\) in \((-l, l)\). Let \(w_1 = V - V^-\), note that \(V^- = 0\) and \(V \geq 0\) in \([-l, z_1]\), therefore

\[
w \geq 0, \quad \forall z \in [-l, z_1]. \tag{2.22}
\]
From the third formula of (2.19), we get \( w_1(l) = 0 \). In addition, from (2.5) and (2.20), there are \( w'_1(z) + cw'_1(z) \leq 0 \) for all \( z \in (z_1, l) \). According to the principle of maximum value, there is \( w_1 \geq 0 \) in \([z_1, l]\). And from the two conditions of (2.22) in \([z_1, l]\), we can get \( V^- \leq V \) in \( I_l \). Similarly, we can conclude that there is \( V \leq V^+ \) in \( I_l \).

Next, we claim that \( U^- \leq U \) in \( I_l \). Since \( U^- \equiv 0 \) and \( U \geq 0 \) on \([-l, z_1] \), thus

\[
U \geq U^-, \quad x \in [-l, z_1]. \tag{2.23}
\]

On the interval \((z_0, l] \)

\[
U'' + cU' + U \left(1 - U - \frac{rV^+}{1 + U}\right) \leq 0. \tag{2.24}
\]

For simplicity, we denote \( \psi(\xi) := \frac{\xi}{1 + \xi} \) and \( w_2 := U - U^- \). According to (2.3) and (2.24), we have \( w'_2 + cw'_2 + w_2(1 - w_2) - q(z)w_2 \leq 0 \) on \((z_0, l] \)

\[
q(z) = \begin{cases} rV^+ \psi(U(z)) - \psi(U^-(z)), & U(z) \neq U^-(z), \\ rV^+ \psi(U(z)), & U(z) = U^-(z). \end{cases}
\]

By using of the mean value theorem, we know that \( q \) is nonnegative at \((z_0, l] \). In view of (2.23) and (2.19), it is easy to see that \( w_2(z_0) \geq 0 \), \( w_2l = 0 \). Applying the principle of maximum value, we have \( w_2 \geq 0 \) on \([z_0, l] \), thus \( U \geq U^- \) on \([z_0, l] \).

Finally, we would like to prove \( U \leq U^+ \) on \( I_l \). Since \( U^+ \equiv 1 \) and \( V_0 \geq 0 \), we have

\[
U^+(\pm l) = 1 \geq U^- (\pm l) = U(\pm l),
\]

\[
U'' + cU' + U^+ \left(1 - U^+ - \frac{rV^+}{1 + U^+}\right) \leq 0.
\]

Similarly, we find \( U \leq U^+ \) on \( I_l \).

**Lemma 2.10** \( T \) is a continuous map.

**Proof** For \((U_0, V_0)\) and \((\tilde{U}_0, \tilde{V}_0)\) in \( E \), it implies

\[
(U, V) = T(U_0, V_0), \quad (\tilde{U}, \tilde{V}) = T(\tilde{U}_0, \tilde{V}_0). \tag{2.25}
\]

Let \( w_1 := U - \tilde{U} \), it is easy to see that \( w''_1 + cw'_1 + w_1(1 - w_1) + g(z)w_1 = h_1(z) \) and \( w_1(-l) = w_1(l) = 0 \), where

\[
g(z) = \begin{cases} -rV_0(z) \frac{\psi(U(z)) - \psi(\tilde{U}(z))}{U(z) - \tilde{U}(z)}, & U(z) \neq \tilde{U}(z), \\ -rV_0(z) \psi(U(z)), & U(z) = \tilde{U}(z), \end{cases}
\]

and

\[
h_1(z) = -r\psi(\tilde{U}(z))(V_0(z) - \tilde{V}_0(z)),
\]
\( \psi \) is the same as in Lemma 2.9. Since \( 0 \leq U, \tilde{U} \leq 1 \), and \( 0 \leq \xi \leq 1 \), we know \( 0 \leq \psi'(\xi) \leq 1 \). By applying the mean value theorem, we find \( 0 \leq \frac{\psi(U(z)) - \psi(\tilde{U}(z))}{U(z) - \tilde{U}(z)} \leq 1 \), when \( U(z) \neq \tilde{U}(z) \).

Note that \( \delta > 0 \), \( 0 \leq V_0 \leq V^* \), and \( 0 \leq \psi'(U(z)) \leq 1 \), we have \(-K_1 \leq g \leq 0\), where \( K_1 = r \| V^* \|_{C(U)} \). In fact \( 0 \leq \psi(\tilde{U}) \leq 1 \), it is easy to see \( |h_1| \leq r \| V_0 - \tilde{V}_0 \|_{C(U)} \).

By applying Lemma 2.5, we know that there is a constant \( C_1 \) that depends only on \( \delta, c, K_1, l \) such that

\[
\| w_1 \|_{C(U)} \leq rC_1 \| V_0 - \tilde{V}_0 \|_{C(U)}. 
\]

By the definition of \( w_1 \), we know

\[
\| U - \tilde{U} \|_{C(U)} \leq rC_1 \| V_0 - \tilde{V}_0 \|_{C(U)}. 
\] (2.26)

Let \( w_2 = V - \tilde{V} \) and \( \phi(\xi) = \frac{\xi}{1 + \xi} \), we have \( w_2(-l) = w_2(l) = 0 \) and \( w_2' + c w_2' = h_2(z) \), where

\[
h_2 = -b(\phi(\tilde{U}_0)\tilde{V}_0 - \phi(U_0) V_0). 
\]

This implies

\[
h_2 = -b \left[ \tilde{V}_0(\phi(\tilde{U}_0) - \phi(U_0)) + \phi(U_0)(\tilde{V}_0 - V_0) \right]. \tag{2.27}
\]

Since \( 0 \leq U_0, \tilde{U}_0 \leq 1 \), by using the mean value theorem to

\[
|\phi(\tilde{U}_0) - \phi(U_0)| \leq |\tilde{U}_0 - U_0|,
\]

it implies

\[
|\phi(\tilde{U}_0) - \phi(U_0)| \leq \| \tilde{U}_0 - U_0 \|_{C(U)}.
\]

Using

\[
|\tilde{V}_0| \leq \| V^* \|_{C(U)}
\]

\[
|\phi(U_0)| \leq 1
\]

and

\[
|V_0 - \tilde{V}_0| \leq \| V_0 - \tilde{V}_0 \|_{C(U)},
\]

by (2.27), we infer

\[
|h_2| \leq b \| V^* \|_{C(U)} \| \tilde{U}_0 - U_0 \|_{C(U)} + b \| V_0 - \tilde{V}_0 \|_{C(U)}. 
\]

Then, from Lemma 2.5, there is a constant \( C_2 \) depending only on \( c \) and \( l \) such that

\[
\| w_2 \|_{C(U)} \leq bC_2 \| V^* \|_{C(U)} \| \tilde{U}_0 - U_0 \|_{C(U)} + bC_2 \| V_0 - \tilde{V}_0 \|_{C(U)}.
\]

Together with the definition of \( w_2 \), we get

\[
\| V - \tilde{V} \|_{C(U)} \leq bC_2 \| V^* \|_{C(U)} \| \tilde{U}_0 - U_0 \|_{C(U)} + bC_2 \| V_0 - \tilde{V}_0 \|_{C(U)}. \tag{2.28}
\]
By virtue of (2.25), (2.26), and (2.28), we have

\[ \| T(U_0, V_0) - T(\widetilde{U}_0, \widetilde{V}_0) \|_X = \| (U, V) - (\widetilde{U}, \widetilde{V}) \|_X \leq \| U - \widetilde{U} \|_{C(I)} \leq bC_2 \| V^* \|_{C(I)} \| \widetilde{U}_0 - U_0 \|_{C(I)} + (rC_1 bC_2) \| V_0 - \widetilde{V}_0 \|_{C(I)} \leq C_3 (\| \widetilde{U}_0 - U_0 \|_{C(I)} + \| V_0 - \widetilde{V}_0 \|_{C(I)}) \]

where \( C_3 = bC_2 \| V^* \|_{C(I)} + rC_1 bC_2 \). For any given \( \epsilon > 0 \), we set \( 0 < \delta < \frac{\epsilon}{C_3} \). By (2.29), for \( \epsilon > 0 \), there is \( \delta > 0 \) such that

\[ \| T(U_0, V_0) - T(\widetilde{U}_0, \widetilde{V}_0) \|_X < \epsilon \]

if \( \| (U_0, V_0) - (\widetilde{U}_0, \widetilde{V}_0) \|_X < \delta \) for any \( (U_0, V_0), (\widetilde{U}_0, \widetilde{V}_0) \in E \). Therefore, \( T \) is a continuous map. Thus, the proof is completed. \( \square \)

**Lemma 2.11** \( TE \) is compact.

**Proof** For a sequence \( \{ (U_{0,n}, V_{0,n}) \}_{n \in \mathbb{N}} \) in \( E \), let \( (U_n, V_n) = T(U_{0,n}, V_{0,n}) \). Because \( U^* \) and \( U^- \) are uniformly bounded on \( I_i \), and from Lemma 2.6, we know that the sequences \( \{ U_n \} \) and \( \{ V_n \} \) are also uniformly bounded on \( I_i \). Therefore, by applying the Arzela–Ascoli theorem, we obtain that \( \{ (U_n, V_n) \} \) such that \( (U_n, V_n) \to (U, V) \) uniformly on \( I_i \) as \( i \to \infty \). Therefore, \( T(E) \) is compact in \( E \). So \( T \) is precompact. \( \square \)

In view of Lemma 2.8, Lemma 2.9, Lemma 2.10, and Lemma 2.11, we prove that the mapping \( T \) satisfies all the assumptions of Lemma 2.7. Therefore, \( T \) has a fixed point. This fixed point is the nonnegative solution of system (2.18), so we can get the following result.

**Lemma 2.12** System (2.18) has a solution \( (U, V) \) on \( I_i \), and this solution satisfies

\[ 0 \leq U^- \leq U \leq 1, \quad 0 \leq V^- \leq V \leq V^*, \quad z \in I_i. \]  \( (2.30) \)

### 3 The existence of traveling wave solution

In this section, we would like to show the main result of this paper.

**Theorem 3.1** System (2.1) has a unique traveling wave solution \( (U, V) \) and

\[ U(\infty) = 1, \quad U(-\infty) = 0, \quad V(\infty) = 0, \quad V(-\infty) = \frac{1}{r}. \]

**Proof** Let \( \{ l_n \}_{n \in \mathbb{N}} \) be an increasing sequence in \( (z_1, \infty) \) such that when \( n \to \infty \), there is \( l_n \to \infty \), and let \( (U_n, V_n) \) be the solution of system (2.19) and \( l = l_n \). And, for any given \( N \in \mathbb{N} \), because the function \( V^* \) is bounded on \( [-l_N, l_N] \), by (2.8), we find that the sequence \( \{ U_n \}_{n \geq N}, \{ V_n \}_{n \geq N}, \{ \frac{U_n V_n}{1 + U_n} \}_{n \geq N} \) is uniformly bounded on \( [-l, l] \). Then, by virtue of
Lemma 2.6, the sequence \( \{ U_n' \}_{n \geq N}, \{ V_n' \}_{n \geq N} \) is uniformly bounded on \([-l, l]\). From (2.19), we have the sequence \( \{ U_n'' \}_{n \geq N}, \{ V_n'' \}_{n \geq N}, \{ U_n''' \}_{n \geq N}, \{ V_n''' \}_{n \geq N} \) is uniformly bounded on \([-l, l]\).

Applying the Arzela–Ascoli theorem and the diagonal process, there is a subsequence \( \{(U_{nl}, V_{nl})\} \) of \( \{(U_n, V_n)\} \) such that

\[
U_{nl} \to U, \quad U_{nl}' \to U', \quad U_{nl}'' \to U'', \quad V_{nl} \to V, \quad V_{nl}' \to V', \quad V_{nl}'' \to V''.
\]

When \( n \to \infty \), \( U \) and \( V \) in \( C^2(\mathbb{R}) \) are uniformly continuous in a compact set in \( \mathbb{R} \). It is easy to conclude that \( U' > 0 \) on \( \mathbb{R} \). \( (U, V) \) is the nonnegative solution of problem (2.1). From the definition of \( U^- \) and \( V^+ \), if \( z \to \infty \), then \( U^- \to 1, V^+ \to 0 \) and

\[
(U, V)(+\infty) = (1, 0).
\]  \hfill (3.1)

The following proves that \( (U, V)(-\infty) = (0, 1/r) \) can be divided into the following steps.

First, we prove

\[
(U', V')(+\infty) = (0, 0).
\]  \hfill (3.2)

Integrating the both sides of (2.18) from 0 to \( z \), we have

\[
[U'(z) - U'(0)] + c[U(z) - U(0)] = \int_0^z U(\tau)
\left[
U(\tau) - 1 + \frac{rV(\tau)}{1 + U(\tau)}
\right] d\tau. \hfill (3.3)
\]

Since \( U(+\infty) \) exists, we find that \( U'(\infty) \) exists if and only if the integral

\[
\int_0^\infty U(\tau)
\left[
U(\tau) - 1 + \frac{rV(\tau)}{1 + U(\tau)}
\right] d\tau \hfill (3.4)
\]

is convergence. Otherwise, it will deviate to \( \infty \). And get \( U'(\infty) = \infty \) from (3.3). Therefore, \( U(\infty) = \infty \), which contradicts the existence of \( U(\infty) \), so \( U'(\infty) \) exists. At the same time, we can easily verify \( U'(\infty) = 0 \) from \( U(+\infty) = 1 \). Similarly, \( V'(\infty) = 0 \) can be obtained by integrating the second expression of system (2.18) from 0 to \( z \).

Then, we would like to prove the existence of \( (U, V) \) and \( 1 > U(-\infty) \geq 0, V(-\infty) \geq 0 \). Since \( U \) is increasing, and there is \( 0 \leq U \leq 1 \), thus \( U(-\infty) \) exists and \( 0 \leq U(-\infty) \leq 1 \), where \( U(-\infty) \neq 1 \). If \( U(-\infty) \equiv 1 \), according to the monotonicity of \( U \), then \( U \equiv 1 \). By (2.18), we have \( V \equiv 0 \), which contradicts \( V \geq V^- > 0 \) in \((\varepsilon_1, \infty)\). Therefore, \( U(-\infty) \neq 1 \).

In order to prove the existence of \( V(-\infty) \), we need to state that \( V \leq 1 \) in \( \mathbb{R} \). By (1.1), we know

\[
bU'' + rV'' + c(bU' + rV') + bU(1 - U) = 0.
\]

Integrating the above equality from \( z \) to \( \infty \), we obtain

\[
\int_z^\infty bU'' + rV'' d\tau + \int_z^\infty c(bU' + rV') d\tau + \int_z^\infty bU(1 - U) d\tau = 0.
\]
This implies that
\[ bU'(\infty) + rV'(\infty) = (bU' + rV') + c(bU(\infty) + rV(\infty)) - c(bU + rV) + \int_{\infty}^{\infty} bU(1 - U) \, d\tau = 0. \]

Since \( U(\infty) = 1, V(\infty) = 0, U'(\infty) = V'(\infty) = 0 \), we know that
\[ -(bU' + rV') + cb - c(bU + rV) + \int_{\infty}^{\infty} bU(1 - U) \, d\tau = 0. \]  
(3.5)

Since
\[ \int_{-\infty}^{\infty} bU(1 - U) \, d\tau \]

is convergence (by (3.11) and (3.12)), take a constant \( K \) such that
\[ K > \int_{-\infty}^{\infty} bU(1 - U) \, d\tau. \]

Let \( W = bU + rV - b - K \), since \( U \leq 1 \) and (2.30), we obtain
\[ W(z) \leq rV \leq rV' \leq e^{-z}, \quad \forall z \in \mathbb{R}. \]  
(3.6)

Note that \( \int_{z}^{\infty} bU(1 - U) \, d\tau \geq 0 \), by (3.5), we get
\[ W' + cW = \int_{z}^{\infty} bU(1 - U) \, d\tau - K \leq 0. \]  
(3.7)

Multiplying the above inequality by the term \( e^{cz} \), it is easy to see that \([e^{cz}W(z)]' \leq 0\), which implies that the function \([e^{cz}W(z)]\) is nonincreasing. Thus, if \(-\infty < z < z + \infty\), then
\[ e^{cz}W(z) \leq e^{cz_1}W(z_1) \leq e^{(c-\lambda)z_1}r. \]  
(3.8)

Note that \( c > \lambda \), if \( z_1 \to -\infty \), then \( W(z) \to 0 \). It is easy to see that \( bU + rV - b - K \leq 0 \).

Thus, we get that \( V \leq K/r \) in \( \mathbb{R} \).

Next, we prove the existence of \( V(\infty) \) and \( V(-\infty) \geq 0 \).

Since \( V(\infty) = 0 \) and \( V(z_1 - 1) \geq V'(z_1 + 1) \), we use the mean value theorem to infer the existence of \( \xi_1 \geq z_1 + 1 \) such that \( V'(\xi_1) \geq 0 \). Multiplying the second equation of (3.2) by the term \( e^{cz} \), we can easily obtain \([e^{cz}V'(z)]' = -e^{cz}bU/\xi' \leq 0\). Thus \( e^{cz}V'(z) \) is nonincreasing. Since \( z > \xi_1 \), \( e^{cz}V'(z) \geq e^{cz_1}V'(\xi_1) > 0 \), then there is \( V' < 0 \) on \([\xi_1, \infty)\). Let \( \xi_2 := \inf\{z|V' > 0, \in [z, \infty)\}\). Set \( \xi_2 \) be a finite number or \( \xi_2 = -\infty \). If \( \xi_2 = -\infty \), then there is \( V' > 0 \) on \( \mathbb{R} \). Note that \( 0 \leq V \leq 1 \), we know \( V(\infty) \) exists and \( V(-\infty) > 0 \). If \( \xi_2 \) is a finite number, then there is \( V'(\xi_2) = 0 \), which together with the monotonicity of \( e^{cz}V'(z) \) leads to \( e^{cz}V'(z) \leq e^{cz_1}V'(\xi_1) = 0 \), where \( z \geq \xi_2 \). Therefore, there is \( V' \leq 0 \) on \( (-\infty, \xi_2] \). We obtain that \( V(-\infty) \) exists and \( V(-\infty) \geq 0 \). Next, we would like to prove
\[ (U', V')(\infty) = (0, 0). \]  
(3.9)
Under the condition \( U(\infty) = 1, U'(\infty) = 0 \), integrating the first equation of (2.18) from \( z \) to \( \infty \), we find

\[
-U'(z) + c\left[1 - U(z)\right] = \int_z^{\infty} U(\tau) \left[U(\tau) - 1 + \frac{rV(\tau)}{1 + U(\tau)}\right] d\tau. \tag{3.10}
\]

By \( U \geq 0, U' \geq 0 \), we have

\[
\int_z^{\infty} U(\tau) \left[U(\tau) - 1 + \frac{rV(\tau)}{1 + U(\tau)}\right] d\tau \leq c.
\]

This implies that the improper integral

\[
\int_{-\infty}^{+\infty} U(\tau) \left[1 - U(\tau) - \frac{rV(\tau)}{1 + U(\tau)}\right] d\tau \tag{3.11}
\]

converges. Let \( z \to -\infty \), from (3.10) get \( U(-\infty) \) exist, we infer that \( U'(-\infty) \) exists. In addition, because of \( U' \geq 0 \), then \( U'(-\infty) \geq 0 \) is derived. In fact, \( U'(-\infty) = 0 \), if \( U'(-\infty) > 0 \), then \( U(-\infty) = -\infty \), which contradicts the existence of \( U(-\infty) \).

Through a similar proof, we can also get \( V'(-\infty) = 0 \) and

\[
\int_{-\infty}^{+\infty} \frac{rU(\tau)V(\tau)}{1 + U(\tau)} d\tau. \tag{3.12}
\]

Next, we prove that \( (U, V)(-\infty) = (0, 1/r) \). Since \( U(-\infty), V(-\infty) \) exists, by the improper integrals (3.12), we have

\[
U(-\infty)V(-\infty) = 0. \tag{3.13}
\]

Similarly, by virtue of (3.11), we obtain

\[
1 - U(-\infty) - \frac{rV(-\infty)}{1 + U(-\infty)} = 0. \tag{3.14}
\]

Since \( U(-\infty) \neq 1 \), from (3.13) and (3.14), we obtain that \( (U, V)(-\infty) = (0, 1/r) \). Therefore, the proof is completed. \( \square \)

### 4 Conclusion

In this paper, we discuss that system (1.1) has a unique translation traveling wave solution by the supersolution and subsolution method and the Schauder fixed point theorem. Moreover, the uniqueness wave solution \( (U, V) \) of (1.1) satisfies \( U(\infty) = 1, U(-\infty) = 0, V(\infty) = 0, V(-\infty) = 1/r \).

**Acknowledgements**

Not applicable.

**Funding**

Not applicable.

**Availability of data and materials**

Not applicable.
Competing interests
The authors declare that they have no competing interests.

Authors' contributions
This paper is mainly completed by BW and ZY dealt with traveling wave solutions for a class of reaction-diffusion equations. All authors read and approved the final manuscript.

Publisher's Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Received: 30 July 2020  Accepted: 14 March 2021  Published online: 25 March 2021

References
1. Friedman, A.: Partial Differential Equations of Parabolic Type. Prentice Hall, New York (1964)
2. Fu, S.C.: Travelling waves of a reaction-diffusion model for the acidic nitrate-ferrin reaction. Discrete Contin. Dyn. Syst., Ser. B 16, 189–196 (2011)
3. Fu, S.C.: The existence of traveling wave fronts for a reaction-diffusion system modeling the acidic nitrate-ferrin reaction. Q. Appl. Math. 72(4), 649–664 (2014)
4. Huang, W.: Traveling wave solutions for a class of predator-prey systems. J. Dyn. Differ. Equ. 24(3), 633–644 (2012)
5. Joaquin, R.: Existence of traveling wave solutions for a nonlocal reaction–diffusion equation. Dissertations Theses, Gradworks (2007)
6. Li, Z.Y., Wang, M.X., Wu, Y.P., Ye, Q.X.: Traveling wave solutions for reaction-diffusion equations. Nonlinear Anal. 30(6), 3417–3426 (1997)
7. Manjun, M.: Existence of traveling fronts for general reaction systems with nonlinear diffusion. Acta Math. Sci. 1, 113–125 (2012)
8. Riviera, J., Li, Y.: Traveling wave solutions for a nonlocal reaction-diffusion model of influenza a drift. Discrete Contin. Dyn. Syst. 13(1), 157–174 (2010)
9. Trofimchuk, E., Pinto, M., Trofimchuk, S.: Traveling wavefronts for a model of the Belousov–Zhabotinski reaction. J. Differ. Equ. 254(9), 3690–3714 (2011)
10. Wu, C., Li, M., Peng, P.: Existence and stability of traveling wave fronts for a reaction-diffusion system with spatio-temporal nonlocal effect. Z. Angew. Math. Mech. 97(12) (2017)
11. Wu, Y., Zhao, X.: Existence and stability of traveling wave with transition layers for some singular cross-diffusion systems. Phys. D, Nonlinear Phenom. 20, 325–358 (2005)
12. Xin, X.: Existence and stability of traveling waves in periodic media governed by a bistable nonlinearity. J. Dyn. Differ. Equ. 3(4), 541–573 (1991)
13. Ye, Q.X., Li, Z.Y., Wang, M.X., Wu, Y.P.: Introduction of Reaction Diffusion Equation. Science Press (2013)