DIRICHLET PARABOLICITY AND $L^1$-LIOUVILLE PROPERTY UNDER LOCALIZED GEOMETRIC CONDITIONS
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Abstract. We shed a new light on the $L^1$-Liouville property for positive, superharmonic functions by providing many evidences that its validity relies on geometric conditions localized on large enough portions of the space. We also present examples in any dimension showing that the $L^1$-Liouville property is strictly weaker than the stochastic completeness of the manifold. The main tool in our investigations is represented by the potential theory of a manifold with boundary subject to Dirichlet boundary conditions. The paper incorporates, under a unifying viewpoint, some old and new aspects of the theory, with a special emphasis on global maximum principles and on the role of the Dirichlet Green’s kernel.

1. Introduction

It is well known that most potential theoretic properties of a complete Riemannian manifold only depend on its geometry at infinity, and more precisely, on the properties of its ends (namely the unbounded connected components) with respect to a given compact set. By way of example, a manifold is parabolic, stochastically complete or Feller, if and only if so are all of its ends. See, e.g., [15, 20] concerning parabolicity, [2, 4] for the stochastic completeness, and [26] for the Feller property. It follows that natural geometric conditions implying the validity of each of these properties on a complete manifold, such as volume growth conditions or curvature bounds, are required only outside a large enough compact set.

A somewhat less traditional potential theoretic property that, so far, has not been completely emerged, is represented by the Liouville property for $L^1$ superharmonic functions. More precisely, we say that the $L^1$-Liouville property holds on a Riemannian manifold $(M, g)$, or, in short, $M$ is $L^1$-Liouville, if every nonnegative, $L^1$ superharmonic function on $M$ is constant (and therefore vanishes whenever $M$ has infinite volume). According to works by A. Grigor’yan, [13, 15], this is equivalent to the fact that the positive, minimal Green’s kernel of the Laplace operator is not integrable. Roughly speaking, in stochastic terms this means that we have an infinite global expectation of the Brownian trajectories to explode in infinite time. Thus, parabolic and, more generally, stochastically complete manifolds are $L^1$-Liouville in a trivial way.

Some new insights into this property were recently provided in [4] where the authors construct two examples of stochastically incomplete $L^1$-Liouville manifolds. Since stochastic completeness is equivalent to the $L^1$-Liouville property in models, the examples had to display a strong anisotropy with respect to any fixed origin. In both cases the idea is to start with a stochastically incomplete manifold, and to change the metric in a portion of the manifold so as to ensure that the $L^1$-Liouville
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property holds. This is achieved by using the invariance property of the Green’s kernel under conformal changes of the metric, and for this reason the examples produced were two dimensional. The case of generic dimensions remained open. It should be pointed out that in one of the examples the manifold is obtained by gluing together two model manifolds, and therefore has two ends, while in the other the manifold has only one end, and the construction is carried out changing the metric in a portion of the same end.

Once it is realised that, in general, the $L^1$-Liouville property is weaker than the stochastic completeness of the manifold, one is naturally led to investigate which geometric conditions imply its validity. In fact, the understanding of this property, in connection with the geometry of the space, has not been reached yet. In this direction, a heuristic argument indicates a possible strategy to attack the problem. Indeed, from the Brownian motion viewpoint, the stochastic completeness of $(M, g)$ means that the explosion time $\xi$ of the Brownian trajectories $X_t$ issuing from a point $x \in M$ is almost surely infinite. On the other hand, as we have mentioned before, the $L^1$-Liouville property could be translated in stochastic terms by saying that the mean of $\xi$ is infinite. Therefore, if sufficiently many trajectories $X_t$ escape to infinity in finite time we should have that $M$ is $L^1$-Liouville although $\xi$ is not a.s. infinite (stochastic incompleteness). Thus, we expect that the $L^1$-Liouville property holds on $M$ if there are sufficiently many directions where $X_t$ can explode in finite time. According to this picture, it is reasonable to guess that geometric conditions implying the $L^1$-Liouville property are similar to those forcing the stochastic completeness of the manifold, but they can be localized on sufficiently large portions of the space.

The main purpose of the present paper is to pursue this kind of investigation and to obtain information on the validity of the $L^1$-Liouville property of a manifold in terms of geometric properties of suitably large domains thereof. Specifically, we first point out that, as for parabolicity and stochastic completeness, the fact that a complete manifold is $L^1$-Liouville depends on its geometry at infinity (Proposition 32, Theorem 33). Next, we consider the case where a nonnegative Ricci curvature is concentrated into a geometric half space (Theorem 38) and the case where a pinched negative curvature is localised in the complement of a (hyperbolic) half space (Theorem 41). Finally, manifolds containing warped product cones over a large compact hypersurface with boundary are proved to be $L^1$-Liouville by exhibiting a sharp measure in terms of the bottom of the spectrum of the hypersurface (Theorem 44).

A natural way to proceed is to regard such domains, or (possibly unbounded) parts of them, as independent manifolds with boundary, and investigate their potential theoretic properties in connection with the $L^1$-Liouville property of the whole manifold. Among the different possible boundary conditions, the Dirichlet one seems to be most relevant to the problem.

Thus we consider the Dirichlet $L^1$-Liouville property of a manifold with boundary and its relationships with the integrability of its Dirichlet Green’s kernel (Theorem 28). The main point is that if a manifold with boundary $(M, g)$ sits isometrically inside a manifold $(N, h)$ of the same dimension and $M$ is Dirichlet $L^1$-Liouville then $N$ is $L^1$-Liouville (Corollary 30). For this reason, a considerable effort is made to study the Dirichlet Green’s kernel of a manifold with boundary, which we prove always exists (Theorem 13) and coincides with the Green’s kernel of the interior set. Despite the fact that the Dirichlet parabolicity of a manifold with boundary turns out to be unrelated to the existence of its Green’s kernel, it plays an important role in our study. In [21], but see also the Appendix of the present paper, it is observed that the Dirichlet parabolicity is implied by the corresponding property under Neumann conditions, thus showing for the first time a connection between Dirichlet parabolicity and the subquadratic volume growth of intrinsic balls.
Although the geometry underlying the notion of Dirichlet parabolicity is still elusive, we feel that our investigations will be relevant in other areas such as in minimal surface theory. The potential theory of manifolds with boundary, especially related to the notion of Dirichlet parabolicity, has attracted a considerable interest by the minimal surfaces community. The reader may consult the book [22] for an account of recent results and conjectures.

We note that since the existence of a minimal positive Green's kernel amounts to the subcriticality of the positive Laplace-Beltrami operator, there is an intriguing and stimulating relationship between Dirichlet parabolicity on the one hand and criticality theory and the behaviour of the minimal Martin’s kernels on the other. In this framework of investigation one obtains among other things an alternative proof of the existence of the Dirichlet Green’s kernel of a manifold with boundary.

Last, but not least, we mention that the tools developed to study the interplay between geometry and the $L^1$-Liouville property allow us to produce in a very direct way some examples in any dimension of $L^1$-Liouville manifolds that are stochastically incomplete (Section 4), thus completing the picture described in [4] in dimension 2.

The paper is organized as follows:

- In Section 2 we introduce some potential theory with Dirichlet boundary conditions on Riemannian manifolds with boundary. We both record, with complete proofs, known facts concerning the Dirichlet parabolicity of a manifold and we provide a new characterization in terms of an Ahlfors property for bounded subharmonic functions. This should be compared with the analogous characterization in the Neumann setting where subharmonic functions are only bounded from above. Moreover, we discuss in detail the existence of the minimal positive fundamental solution of the Laplace equation with Dirichlet boundary conditions and we show how this latter is (un)related to Dirichlet parabolicity. In the final part of the section we describe the relationships between Dirichlet parabolicity and criticality theory alluded to above.

- Section 3 is devoted to the notion of Dirichlet $L^1$-Liouville property on a manifold with nonempty boundary and its characterization in terms of integrability properties of the Dirichlet Green’s kernel. This will be equivalent to the fact that the global Dirichlet mean exit time (also called the torsional function of the manifold) is a genuine function. It is also proved, via comparison arguments, that a Riemannian manifold without boundary is $L^1$-Liouville provided it contains a family of domains with smooth boundary whose global mean exit times diverge. Finally, it is obtained that the $L^1$-Liouville property, for manifolds with or without boundary, depends only on the geometry at infinity.

- In Section 4 using the tools developed in the previous section, we give examples in any dimension of stochastically incomplete manifolds possessing the $L^1$-Liouville property.

- In Section 5 we move the first steps in the direction of proving that the $L^1$-Liouville property depends on geometric conditions localized on sufficiently large portion of the space. More precisely, in terms of curvature conditions, we show that the validity of the $L^1$-Liouville property is implied by a nonnegative Ricci curvature condition on a half space or a pinched negative curvature in the complement of a hyperbolic half space. We also give a sharp result concerning the Dirichlet $L^1$-Liouville property on a warped product cone and deduce that a manifold is $L^1$-Liouville once it contains a sufficiently large cone.

- A final Appendix discusses the equivalence of the Neumann and the Dirichlet parabolicity on manifolds with compact boundary (ends). In the route, we take the occasion to provide a complete proof of a version of the boundary point Lemma and of the strong maximum
principle for weak subsolutions of the Laplace equation on a manifold with boundary. These, in particular, justify completely some of the constructions made in [21].

2. Some potential theory with Dirichlet boundary conditions

Let \((M, g)\) be a Riemannian manifold with nonempty boundary \(\partial M\) (defined as the set of points which have a smooth chart \((U, \phi)\) such that \(\phi\) is a homeomorphism onto a half ball of \(\mathbb{R}^m\) and the coefficients of the metric tensor in these coordinates extend smoothly to an open subset of \(\mathbb{R}^m\)). We denote by int \(M = M \setminus \partial M\) the interior of \(M\) (as a manifold with boundary). Following the notation of [14] and [21], for any open set \(\Omega\) in \(M\) we set int \(\Omega = \Omega \cap \text{int } M\), \(\partial \Omega = \partial (\text{int } \Omega)\) and let \(\partial_0 \Omega = \partial \Omega \cap \text{int } M\) be the Dirichlet boundary of \(\Omega\), and \(\partial_1 \Omega = \bar{\Omega} \cap \partial M\) be the Neumann boundary of \(\Omega\), so that \(\partial \Omega = \partial_0 \Omega \cup \partial_1 \Omega\).

In this section we will describe some aspects of potential theory concerning the Dirichlet parabolicity and the Dirichlet Green’s kernel of manifolds with boundary. These results will be helpful in the study of Dirichlet \(L^1\)-Liouville property which will be introduced in the next section.

2.1. Dirichlet parabolicity. As in the case of manifolds without boundary, Dirichlet parabolicity is better defined in terms of a constraint in the set of harmonic function (see [25], [21]).

**Definition 1.** We say that a manifold \(M\) with nonempty boundary \(\partial M\) is Dirichlet parabolic, or in short, \(D\)-parabolic if every bounded function \(u \in C^\infty(\text{int } M) \cap C^0(M)\) satisfying

\[
\begin{cases}
\Delta u = 0 & \text{in } \text{int } M \\
u = 0 & \text{on } \partial M,
\end{cases}
\]

vanishes identically.

**Remark 2.** Actually, the previous definition does not require that the manifold at hand has a smooth boundary. By way of example, the notion of \(D\)-parabolicity could be extended to any closed domain \(\bar{\Omega} \subset M\) inside the smooth manifold with boundary \(M\). Occasionally, where there is not danger of confusion, we shall use this slight abuse of notation.

In some cases it is useful to compare the Dirichlet parabolicity with the more usual notion of Neumann parabolicity. Recall that \(M\) is said to be (Neumann) \(N\)-parabolic, or simply parabolic, if any bounded from above, weak solution of

\[
\begin{cases}
\Delta u \geq 0 & \text{in } \text{int } M \\
\frac{\partial u}{\partial \nu} \leq 0 & \text{on } \partial M,
\end{cases}
\]

is constant. Here \(\nu\) is the outward unit normal to \(\partial M\). By a weak solution of (2), we mean a function \(u \in C^0(M) \cap W^{1,2}_{\text{loc}}(\text{int } M)\) such that

\[
-\int_{\text{int } M} \langle \nabla u, \nabla \rho \rangle \geq 0, \quad \forall 0 \leq \rho \in C_\infty^0(M).
\]

Note that by a density argument (see, e.g., [21], or [29, Corollary 7]) one may consider test functions \(\rho \in W^{1,2}_{\text{loc}}(M)\).

In [21] the authors characterized the \(N\)-parabolicity of manifolds with nonempty boundary in terms of an Ahlfors maximum principle, namely, given a smooth domain \(\Omega \subset M\) with \(\partial_0 \Omega \neq \emptyset\), any bounded from above function \(u \in C^0(\bar{\Omega}) \cap W^{1,2}_{\text{loc}}(\text{int } \Omega)\) solution of

\[
\begin{cases}
\Delta u \geq 0 & \text{in } \Omega \\
\frac{\partial u}{\partial \nu} \leq 0 & \text{in } \partial_1 \Omega,
\end{cases}
\]


satisfies
\[ \sup_{\Omega} u = \sup_{\partial_0 \Omega} u. \]

Observing that when \( \Omega = M \) the above Neumann boundary condition plays no role, they obtained the following

**Corollary 3** (Theorem 0.10 in [21]). Let \( M \) be a \( N \)-parabolic manifold with nonempty boundary \( \partial M \). If \( u \in C^0(M) \cap W^{1,2}_{\text{loc}}(\text{int} M) \) satisfies
\[
\begin{aligned}
\Delta u &\geq 0 \quad \text{in} \quad \text{int} M \\
\sup_M u &< +\infty,
\end{aligned}
\]
then
\[ \sup_M u = \sup_{\partial M} u. \]

It follows directly from Corollary 3 that every \( N \)-parabolic manifold is \( D \)-parabolic. However, the converse does not hold in general.

**Example 4.** The closed half space \( \mathbb{R}_+^{m+1} = \{ (x, y) \in \mathbb{R}^m \times \mathbb{R} : y \geq 0 \} \) of \( \mathbb{R}_+^{m+1} \), \( m \geq 2 \) is \( D \)-parabolic. Indeed, let \( u \) be a bounded harmonic function on \( \mathbb{R}_+^{m+1} \) which vanishes on \( \partial \mathbb{R}_+^{m+1} \). Then its odd reflection is bounded and harmonic on \( \mathbb{R}_+^{m+1} \) and therefore identically equal to zero by Liouville’s theorem (see, e.g., [15, Example 4.6]). An alternative proof, which may be amenable to extensions to more general geometric settings, depends on the fact that, using the Poisson kernel of the half space it can be proved that, for every bounded function \( u \in C^0(\mathbb{R}_+^{m+1}) \) which is harmonic in \( \mathbb{R}_+^{m+1} \) one has the estimate ([1, Theorems 7.3, 7.5])
\[ \| u \|_{L^\infty(\mathbb{R}_+^{m+1})} \leq \| u \|_{L^\infty(\partial \mathbb{R}_+^{m+1})}, \]
which, again, yields the \( D \)-parabilcity of \( \mathbb{R}_+^{m+1} \). On the other hand, it is not Neumann parabolic, since it possesses a Neumann Green’s kernel which is given explicitly in terms of the entire Green’s kernel of \( \mathbb{R}_+^{m+1} \) by
\[ N G(x, y) = G(x, y) + G(x, y') \quad \text{where} \quad y' = (y_1, \ldots, y_m, -y_{m+1}). \]

Nevertheless, Dirichlet and Neumann parabolicity are equivalent in the case of compact boundary, and in particular for ends of an ambient manifold, viewed as manifolds with boundary. This is the content of Appendix 6. The hierarchy between \( N \)-parabolicity and \( D \)-parabolicity yields that all geometric conditions that imply the former are sufficient conditions for the validity of the latter. For instance, we have the following proposition due to A. Grigor’yan [14] (see also [21, Theorem 4.6, Remark 4.8] for a PDE proof in the \( C^1 \) case).

Recall that the Riemannian manifold \( (M, g) \) with boundary \( \partial M \neq \emptyset \) is complete if the metric space \( (M, d) \) is complete, where \( d(x, y) \) denotes the intrinsic distance defined as the infimum of the lengths of the piecewise \( C^1 \)-paths connecting \( x \) and \( y \). In a complete manifold \( (M, g) \) with boundary \( \partial M \neq \emptyset \) the metric balls \( B_r(o) = \{ x \in M : d(x, o) < r \} \) and the metric spheres \( \partial B_r(o) = \{ x \in M : d(x, o) = r \} \) are relatively compact sets.

**Proposition 5.** Let \( (M, g) \) be a complete Riemannian manifold with nonempty boundary \( \partial M \), and assume that either
\[
1 \leq \frac{1}{\text{vol}(\partial B_o(\tau))} \notin L^1(+\infty)
\]
or
\[
\frac{r}{\text{vol}(B_o(r))} \not\in L^1(+\infty),
\]
holds for some origin \(o \in \text{int} M\). Then \((M, g)\) is \(N\)- and therefore \(\mathcal{D}\)-parabolic.

**Remark 6.** As a consequence of the co-area formula the volume growth condition (2) implies the area growth condition (1).

In view of applications it is worth to remark some important equivalent forms of \(\mathcal{D}\)-parabolicity. We begin with a useful characterization described in [25] and that in a ger minal form can be traced back to [15] (see Remark 8 below). If \(\{\Omega_k\}\) is an exhaustion of \(M\) by an increasing sequence of relatively compact open sets \(\Omega_k \Subset \Omega_{k+1}\) with \(\partial_0 \Omega_k \neq \emptyset\) transversal to \(\partial M\), we denote by \(v_k\) the solution of the Dirichlet problem

\[
\begin{aligned}
\Delta v_k &= 0 \quad \text{in} \; \text{int} \; \Omega_k \\
v_k &= 0 \quad \text{on} \; \partial_1 \Omega_k \\
v_k &= 1 \quad \text{on} \; \partial_0 \Omega_k.
\end{aligned}
\]

Note that the solution \(v_k\) which may be obtained by a standard application of the Perron procedure, satisfies \(0 \leq v_k \leq 1\) and is smooth at all points except at \(\partial_1 \Omega_k \cap \partial_0 \Omega_k\). Since \(v_{k+1}\) is continuous on \(\bar{\Omega}_k\), by the usual weak maximum principle, the sequence \(\{v_k\}\) is decreasing.

**Proposition 7 ([15, 25]).** Let \(M\) be a Riemannian manifold with nonempty boundary \(\partial M\). The following are equivalent:

(i) \(M\) is \(\mathcal{D}\)-parabolic;

(ii) For every increasing exhaustion \(\Omega_k\) with the properties described above, the solution \(v_k\) of the Dirichlet problem (4) satisfies \(v_k \to 0\) on \(M\) as \(k \to +\infty\);

(iii) There exists an increasing exhaustion \(\Omega_k\) with the properties described above for which \(v_k \to 0\) as \(k \to +\infty\).

**Proof.** Assume first that \(M\) is \(\mathcal{D}\)-parabolic and let \(\Omega_k\) be any increasing exhaustion of \(M\) as in the statement and let \(v_k\) be the solution of the corresponding Dirichlet problem (4). By monotonicity the sequence \(v_k\) converges locally uniformly on \(M\) to a bounded solution \(v\) of (1), and therefore \(v = 0\) by definition of \(\mathcal{D}\)-parabolicity, showing that (i) implies (ii).

It is clear that (ii) implies (iii). To prove that (iii) implies (i), assume that there exists an exhaustion \(\Omega_k\) such that the corresponding sequence \(\{v_k\}\) tends to zero as \(k \to +\infty\). Let \(u \in C^2(\text{int} M) \cap C^0(M)\) be bounded and satisfy \(\Delta u = 0\) in \(\text{int} M\), \(u = 0\) on \(\partial M\). By scaling we may assume without loss of generality that \(|u| \leq 1\) on \(M\). Since \(u \leq v_k\) on \(\partial \Omega_k\), by the weak maximum principle \(u \leq v_k\) on \(\Omega_k\) and letting \(k \to +\infty\), \(u \leq 0\). Applying the argument to \(-u\) we conclude that \(u = 0\) and \(M\) is \(\mathcal{D}\)-parabolic.

**Remark 8.** We observe that when \(M\) is a smooth domain of a smooth manifold \(N\) without boundary, the characterization given in Proposition 7 coincides with the notion of nonmassiveness of \(M\) presented in [15], that is, the property that \(M\) does not support a nonnegative, bounded subharmonic function such that \(\nu = 0\) on \(N \setminus \text{int} M\) and \(\sup_M \nu > 0\). In fact, [15, Proposition 4.3] shows that the harmonic measure of the complementary set of \(M\) is the limit of the solutions to problems (1), and it is equal to 0 if and only if \(M\) is nonmassive. In the case of manifolds without boundary the existence of a proper massive set turns out to be equivalent to the nonparabolicity of the
manifold (Theorem 5.1). As we will see in the next subsection, Lemma every Riemannian manifold with nonempty boundary can be considered as a domain in a Riemannian manifold without boundary, however this extension is nonparabolic.

Proposition 9 implies a version of the Ahlfors maximum principle.

**Proposition 9.** Let \((M, g)\) be a Riemannian manifold with nonempty boundary \(\partial M\). The following are equivalent:

(i) \(M\) is \(\mathcal{D}\)-parabolic;

(ii) for every bounded function \(u \in C^\infty(\text{int } M) \cap C^0(M)\) such that \(\Delta u = 0\) in \(\text{int } M\) we have

\[
\sup M u = \sup_{\partial M} u \quad \text{and} \quad \inf M u = \inf_{\partial M} u;
\]

(iii) for every domain \(\Omega\) contained in \(M\) and every bounded function \(u \in C^\infty(\text{int } \Omega) \cap C^0(\bar{\Omega})\) satisfying \(\Delta u = 0\) in \(\text{int } \Omega\) we have

\[
\sup \Omega u = \sup_{\partial \Omega} u \quad \text{and} \quad \inf \Omega u = \inf_{\partial \Omega} u.
\]

**Proof.** It is trivial that (iii) implies (ii) which in turn implies (i).

It remains to prove that (i) implies (iii). Suppose that \(M\) is \(\mathcal{D}\)-parabolic, let \(\Omega\) be a domain in \(M\) and let \(u \in C^\infty(\text{int } \Omega) \cap C^0(\bar{\Omega})\) be bounded and satisfy \(\Delta u = 0\) in \(\text{int } \Omega\). By scaling we may assume without loss of generality that \(|u| \leq 1\) on \(M\).

Consider \(\tilde{u} = u - \sup_{\partial \Omega} u\), so that \(\tilde{u} \leq 0\) on \(\partial \Omega\) and \(\Delta \tilde{u} = 0\) in \(\text{int } \Omega\). Let \(\{\Omega_k\}\) be an increasing exhaustion of \(M\) and \(v_k\) be the sequence of functions described in Proposition 7. Since \(\tilde{u} \leq v_k\) on \(\partial(\Omega \cap \Omega_k)\), by the weak maximum principle we have \(\tilde{u} \leq v_k\) on \(\Omega \cap \Omega_k\), and letting \(k \to +\infty\), \(\tilde{u} \leq 0\) on \(\Omega\), that is, \(u \leq \sup_{\partial \Omega} u\). The inequality \(u \geq \inf_{\partial \Omega} u\) is obtained applying the same argument to \(-u\). 

Perhaps surprisingly, the Dirichlet parabolicity implies a stronger version of the Ahlfors' maximum principle, which involves subharmonic functions and elucidates the ultimate difference between Neumann and Dirichlet parabolicity. The latter deals with bounded subharmonic functions, whose supremum is attained on \(\partial \Omega = \partial \Omega^- \cup \partial \Omega^+\) while in the former one considers bounded above subharmonic functions, which attain their supremum on \(\partial \Omega\).

**Proposition 10.** Let \(M\) be a manifold with boundary \(\partial M \neq \emptyset\). Then the following are equivalent:

(i) \(M\) is \(\mathcal{D}\)-parabolic;

(ii) for every domain \(\Omega \subset M\) and every bounded function \(u \in C^0(\Omega) \cap W^{1,2}_{\text{loc}}(\text{int } \Omega)\) satisfying \(\Delta u \geq 0\) on \(\text{int } \Omega\), it holds

\[
\sup \Omega u = \sup_{\partial \Omega} u;
\]

(iii) for every bounded function \(u \in C^0(M) \cap W^{1,2}_{\text{loc}}(\text{int } M)\) satisfying \(\Delta u \geq 0\) on \(\text{int } M\) it holds

\[
\sup M u = \sup_{\partial M} u.
\]

**Proof.** \((i) \iff (iii)\). Since, by Proposition 9, (iii) implies (i) we have only to consider the reverse implication. Suppose by contradiction that \(u\) is a bounded function satisfying \(\Delta u \geq 0\) on \(\text{int } M\) and \(\sup M u > \sup_{\partial M} u = \mu\). Define

\[
\tilde{u}(x) = \frac{\max(u(x) - \mu, 0)}{\sup M |u| + |\mu|}.
\]
and observe that \( 0 \leq \bar{u} \in C^0(M) \cap W^{1,2}_{\text{loc}}(\text{int} M) \cap L^\infty(M) \) satisfies
\[
\Delta \bar{u} \geq 0 \text{ on } \text{int} M, \quad \bar{u} = 0 \text{ on } \partial M, \quad 0 < \sup_M \bar{u} \leq 1.
\]

Starting from \( \bar{u} \) it is now standard to construct a harmonic function \( v \in C^0(M) \cap C^\infty(\text{int} M) \cap L^\infty(M) \) such that
\[
v \geq \bar{u} \text{ on } M, \quad v = 0 \text{ on } \partial M.
\]
This follows either via the exhaustion procedure in [15, p. 157] or by applying to \(-\bar{u}\) the reduction technique described in [15, p. 132 ff, Theorem 4.3.2]. In the latter case, the vanishing of \( v \) on \( \partial M \) is proved by constructing for every point of \( \partial M \) a global barrier larger than \( \bar{u} \). Since
\[
\sup_M v > 0 = \sup_{\partial M} v
\]
we get the desired contradiction.

(ii) \(\Leftrightarrow\) (iii). It is clear that (ii) implies (iii). On the other hand, suppose that (ii) is not satisfied. Then, there exist a domain \( \Omega \) in \( M \) and a function \( u \in C^0(\Omega) \cap W^{1,2}_{\text{loc}}(\Omega) \cap L^\infty(\Omega) \) satisfying \( \Delta u \geq 0 \) in \( \text{int} \Omega \) and \( \sup_{\partial \Omega} u > \sup_{\partial \Omega} u = \mu \). If \( 0 < \epsilon \ll 1 \) is small enough, we can construct a function \( u_\epsilon \in C^0(M) \cap W^{1,2}_{\text{loc}}(M) \cap L^\infty(M) \) by setting
\[
u(x) = \begin{cases} 
\max\{u(x) - \mu - \epsilon, 0\} & \text{in } \Omega \\
0 & \text{in } M \setminus \Omega,
\end{cases}
\]
in such a way that the following conditions are satisfied:
\[
\Delta u_\epsilon \geq 0 \text{ in } \text{int} M, \quad u_\epsilon = 0 \text{ on } \partial M, \quad \sup_M u_\epsilon > 0.
\]
This shows that (iii) is not satisfied.

As a consequence of the above propositions, we have

**Corollary 11.** Let \( M \) be a manifold with boundary and let \( \Omega \) be a smooth domain in \( M \). If \( M \) is \( \mathcal{D}\)-parabolic then \( M \setminus \Omega \) is \( \mathcal{D}\)-parabolic\(^\dagger\). If \( \Omega \) is relatively compact, and \( M \setminus \Omega \) is \( \mathcal{D}\)-parabolic, then \( M \) is \( \mathcal{D}\)-parabolic.

**Proof.** The first statement follows immediately from the previous proposition. Suppose now that \( \Omega \) is relatively compact and that \( M \setminus \Omega \) is \( \mathcal{D}\)-parabolic. Let \( u \in C^\infty(\text{int} M) \cap C^0(M) \) be bounded and satisfy \( \Delta u = 0 \) in \( \text{int} M \) and \( u = 0 \) on \( \partial M \). Since \( M \setminus \Omega \) is \( \mathcal{D}\)-parabolic,
\[
\sup_{M \setminus \Omega} u = \sup_{\partial(\Omega \setminus \Omega)} u = \sup_{\partial \Omega \setminus \partial \Omega} u = \sup_{\partial(\Omega \setminus \Omega)} u
\]
Since \( \Omega \) is relatively compact, \( \sup_{\partial \Omega} u = \sup_{\partial \Omega} u \) so that, if \( \sup_{\partial \Omega} u = \sup_{M \setminus \Omega} u \), then \( u \) attains a maximum on \( \text{int} M \) and \( u = 0 \) from the strong maximum principle. Otherwise,
\[
\sup_{\partial \Omega} u < \sup_{\partial \Omega} u = 0,
\]
and therefore \( u \leq 0 \). Arguing in a similar manner, \( u \geq 0 \), whence \( u = 0 \) as required to show that \( M \) is \( \mathcal{D}\)-parabolic.

**Remark 12.** In the above corollary, applying Lemma [17] below, we can think of \( M \) as a domain in a Riemannian manifold \( N \) without boundary, and looking at the \( \mathcal{D}\)-parabolicity as nonmassiveness of \( M \), we recover [15, Proposition 4.2].

\(^\dagger\)in the extended sense.
Corollary 13 in turns implies the invariance of $\mathcal{D}$-parabolicity under compact perturbations.

**Corollary 13.** Let $M_1$ and $M_2$ be Riemannian manifolds and suppose that there exist relatively compact sets $\Omega_1 \subset M_1$ and $\Omega_2 \subset M_2$ such that $M_1 \setminus \Omega_1$ is isometric to $M_2 \setminus \Omega_2$. Then $M_1$ is $\mathcal{D}$-parabolic if and only if so is $M_2$.

As a last sufficient condition for $\mathcal{D}$-parabolicity we have the following version of the Khas’minskii test.

**Lemma 14 (Khas’minskii test).** Let $M$ be a manifold with boundary $\partial M$. If there exist a compact set $K \subset M$ and a function $0 \leq \phi \in C^0(M \setminus K) \cap W^{1,2}_{\text{loc}}(\text{int} M \setminus K)$ such that $\phi(x) \to +\infty$ as $x$ diverges, and

$$-\int_{\text{int} M \setminus K} \langle \nabla \phi, \nabla \rho \rangle \leq 0 \quad \forall 0 \leq \rho \in C^0(M \setminus K) \cap W^{1,2}_{\text{loc}}(\text{int} M \setminus K),$$

then $M$ is $\mathcal{D}$-parabolic.

**Proof.** Let $u \in C^0(M) \cap C^\infty(\text{int} M)$ be bounded and satisfy $\Delta u = 0$ in $\text{int} M$ and $u = 0$ on $\partial M$. We prove that $u \leq 0$ on $M$. A similar argument shows that $u \geq 0$ on $M$, whence $u = 0$. Suppose by contradiction that $\sup_M u > 0$. Since $u$ cannot attain its supremum in $\text{int} M$, by the strong maximum principle, and $u = 0$ on $\partial M$, $u$ cannot attain its supremum in $M$ and therefore $\sup_K u < \sup_M u$. Let $\gamma > 0$ be such that $\sup_K u < \gamma < \sup_M u$, pick $x_0 \in M \setminus K$ such that $u(x_0) > \gamma$ and let $v = u - \gamma - \epsilon \phi$, where $\epsilon > 0$ is small enough that $v(x_0) > 0$. Finally, let $\Omega = \{x : v(x) > 0\}$. Then $x_0 \in \Omega$, $\Omega \cap (K \cup \partial M) = \emptyset$ and since $\phi(x) \to +\infty$ as $x$ diverges, $\Omega$ is bounded. Moreover $\Delta v \geq 0$ weakly in $\Omega$ and $v \leq 0$ on $\partial \Omega$, so that, by comparison $v \leq 0$ on $\Omega$, contradiction. \qed

### 2.2. Dirichlet Green’s kernel.

We now briefly describe the construction of the Dirichlet Green’s kernel $^D G$ of a manifold $M$ with boundary $\partial M$, namely, the minimal positive solution of

$$\Delta_v ^D G(x, y) = -\delta_y(x), \quad \forall x, y \in \text{int} M, \quad ^D G(x, y) = 0 \quad \text{if } x \text{ or } y \in \partial M. \quad (5)$$

As in the case of manifolds without boundary, the Green’s kernel $^D G(x, y)$ can be defined by an exhaustion procedure. One considers an increasing exhaustion of $M$ by means of relatively compact sets $\Omega_k$ with smooth Dirichlet boundary $\partial_0 \Omega_k$ intersecting $\partial M$ transversally. Then the sequence $\{^D G^{\Omega_k}\}$ of the Dirichlet Green’s kernels of $\Omega_k$ is increasing and by the local Harnack inequality, either it diverges everywhere on $\text{int} M$, or it converges locally uniformly to a smooth function off the diagonal of $\text{int} M$ satisfying $\Delta_v ^D G(x, y) = -\delta_y(x)$. Moreover, if $y \in \text{int} M$ and $r > 0$ is such that $\bar{B}_r(y) \Subset \text{int} M$, then for every $k$ such that $B_r(y) \Subset \Omega_k$ and every $x \in \Omega_k \setminus \bar{B}_r(y)$ we have

$$^D G^{\Omega_k}(x, y) \leq \sup_{\partial B_r(y)} ^D G^{\Omega_k}(\cdot, y) \leq \sup_{\partial B_r(y)} ^D G(\cdot, y).$$

By Schauder’s boundary estimates, it follows that $^D G^{\Omega_k}(\cdot, y)$ converges locally uniformly in $M$ and therefore $^D G(\cdot, y)$ is continuous up to the boundary and vanishes on $\partial M$.

The Neumann Green’s kernel $^N G$, which is required to satisfy the Neumann boundary condition on $\partial M$ is obtained using a similar limiting procedure, and, since, by comparison,

$$^D G^{\Omega_k} \leq ^N G^{\Omega_k}, \quad \forall k,$

we have

$$^D G \leq ^N G.$$
We are going to show that every manifold with boundary admits a Dirichlet Green’s kernel. However, unlike in the Neumann setting, the existence of a Dirichlet Green’s kernel is unrelated to the Dirichlet parabolicity of the underlying manifold.

**Example 15** (Euclidean half spaces). We revisit Example 4. Let \( \mathbb{R}^{m+1}_+ = \{(x, y) \in \mathbb{R}^m \times \mathbb{R} : y \geq 0\} \) be the closed half space of \( \mathbb{R}^{m+1} \), \( m \geq 1 \). If \( m = 1 \), we already know from volume growth considerations, see Proposition 5, that \( \mathbb{R}^2_+ \) is \( N \)-parabolic, hence \( D \)-parabolic. On the other hand, since \( \mathbb{R}^2_+ \) is conformally equivalent to the unit disc \( D(0; 1) \subset \mathbb{R}^2 \) via a conformal map that sends \( \partial \mathbb{R}^2_+ \) onto \( \partial D(0; 1) \setminus \{e^{i\pi/2}\} \), we can transplant to \( \mathbb{R}^2_+ \) the Dirichlet Green’s kernel \( u(x, y) = -\log |(x, y)| \) of \( D(0; 1) \) with pole at the origin.

If \( m \geq 2 \), harmonicity is no longer a conformal property and the volume growth of \( \mathbb{R}^{m+1}_+ \) is much too fast to be related to parabolicity. However, as we had seen in Example 4, the above conclusions can be extended even to \( m \geq 2 \) by means of different arguments. On the other hand, \( \mathbb{R}^{m+1}_+ \) possesses a Dirichlet Green’s kernel with pole \( o = (x_o, y_o) \in \mathbb{R}^{m+1}_+ \). It is given explicitly by

\[
P_{G^{m+1}_+}(p, o) = C \left\{ \frac{1}{|p - o|^{m-1}} - \frac{1}{|p - o'|^{m-1}} \right\}
\]

where \( C = C(m) > 0 \) is a dimensional constant and \( o' = (x_o, -y_o) \).

**Theorem 16.** Let \((M, g)\) be a Riemannian manifold with nonempty boundary \( \partial M \). Then, for every \( o \in \text{int } M \), there exists the Dirichlet Green’s kernel \( \mathcal{G}(x, o) \) of \( M \) with pole at \( o \).

The proof we presently describe relies on the next lemma of independent interest. It states that every manifold with boundary has a nonparabolic Riemannian extension. In the following section we will provide an alternative proof based on criticality theory.

**Lemma 17.** Let \((M, g)\) be an \( m \)-dimensional Riemannian manifold with boundary \( \partial M \neq \emptyset \). Then, there exists an \( m \)-dimensional Riemannian manifold \((N, h)\) with \( \partial N = \emptyset \) such that:

(a) \((M, g)\) is isometrically embedded into \((N, h)\) as a closed subset.

(b) \((N, h)\) is nonparabolic (as a manifold without boundary).

**Proof.** We first extend \((M, g)\) past its boundary so to obtain a new Riemannian manifold \((M', g')\) (possibly incomplete) without boundary that contains \((M, g)\) isometrically. Since \( M' \) can be obtained by adding to \( M \) a collar inside the diffeomorphic double of \( M \), we can assume that \( M \) is a closed subset; see e.g. [29]. Next, we delete from \( M' \setminus M \) a small compact ball \( B' \). Let \((N, h)\) be the resulting Riemannian manifold. Since \( B' \) has positive local capacity in \( M', N \) is nonparabolic; [37, Theorems 3.5, 4.4].

We shall also need smooth exhaustions of an ambient manifold that restrict to Lipschitz exhaustions of a given smooth open submanifold.

**Lemma 18.** Let \( M \) be an open submanifold with smooth boundary \( \partial M \neq \emptyset \) inside the differentiable manifold \( N \) without boundary. Then, there exists a relatively compact exhaustion \( \{\Omega^N_k\} \nearrow N \) of \( N \) such that, for every \( k \), \( \partial \Omega^N_k \) is a smooth hypersurface intersecting transversally \( \partial M \).

**Proof.** Fix a relatively compact exhaustion \( \{U^N_k\} \nearrow N \) with smooth boundary \( \partial U^N_k \neq \emptyset \) and set \( U^N_{-1} = \emptyset \). Using induction on \( k \), we are going to modify each smooth compact hypersurface \( \partial U^N_k \) inside the open manifold \( U^N_{2k+1} \setminus \bigcup_{2k-1} U^N_{2k-1} \) so to obtain a new hypersurface \( \Sigma_{2k} \) such that:
(c) $\Sigma_{2k}$ bounds a domain $\Omega_N^{2k}$ such that $U_{2k-1}^N \subseteq \Omega_2^{2k} \subseteq U_{2k+1}^N$.

(d) $\Sigma_{2k}$ intersects transversally $\partial M$ (possibly in an empty set).

To this end, we consider the inclusion

$$i_k : \bar{U}_{2k}^N \to N$$

and we apply the Transversality Homotopy Theorem, [12, p. 70], to get a smoothly homotopic map

$$j_k : \bar{U}_{2k}^N \to N$$

such that $\Sigma_{2k} = j_k(\partial U_{2k}^N)$ is transversal to $\partial M$, i.e., property (d) holds. Since both “maximal rank” of a map and “embeddedness” are stable properties, [12, p. 35], we can assume that $j_k$ and $j_k|\partial U_{2k}^N$ are still embeddings. Finally, the homotopy can be obtained by modifying $i_k$ only in an arbitrarily small neighborhood of $\partial U_{2k}^N$, [12, p. 72]. Therefore, if we set $\Omega_{2k}^N = j_k(U_{2k}^N)$, we can always guarantee that $\Sigma_{2k}$ satisfies also condition (c).

We are now ready to give the

Proof of Theorem [10] Let $(N, h)$ be a nonparabolic Riemannian extension of $M$ with Green’s kernel $G^N$. Fix $o \in \text{int} M$ and recall that both $G^N(\cdot, o)$ and $G^M(\cdot, o)$ are obtained as the limit of Dirichlet Green’s kernel for a chosen relatively compact exhaustion. According to Lemma [13] let $\{\Omega_k^N\} \not\searrow N$ be a smooth, relatively compact exhaustion of $N$ such that $o \in \Omega_0$ and each intersection $\partial \Omega_k^N \cap \partial M$ is transversal. For each $k$, define $\Omega_k^M = \Omega_k^N \cap M$. Since $M \subset N$ is a closed domain then each $\Omega_k^M$ is relatively compact. Moreover, by the transversality intersection condition, $\partial \Omega_k^M$ is Lipschitz. Thus, $\{\Omega_k^M\} \not\searrow M$ is a good relatively compact exhaustion of $M$. Let $\partial G^M(\cdot, o)$ and $\partial G^M(\cdot, o)$ be the Dirichlet Green’s kernels with pole $o$ of the corresponding domains. Then, by comparison

$$\partial G^M(\cdot, o) \leq \partial G^N(\cdot, o) \leq G^N(\cdot, o) \text{ on } \Omega_k^M,$$

and taking the limit as $k \to +\infty$ we conclude

$$\partial G^M(\cdot, o) \leq G^N(\cdot, o) \text{ on } M.$$

Note that the above proof shows that if $M$ is a manifold with boundary sitting inside a manifold $N$ then

$$\partial G^M \leq G^N.$$ 

Observe also that, if we define the Green’s kernel $G^{\text{int} M}$ of $\text{int} M$ as the limit $\lim_k \partial G^{\Omega_k^M}$ where $\{\Omega_k^M\}$ is an increasing exhaustion of $\text{int} M$ by relatively compact (in $\text{int} M$) open sets with smooth boundary, the above argument shows that

$$G^{\text{int} M} \leq \partial G^M.$$

This latter inequality together with the fact that $\partial G^M(\cdot, y) \to 0$ as $x \to \bar{x} \in \partial M$ show that $G^{\text{int} M}$ can be extended to a continuous function off the diagonal of $M$. The usual comparison argument shows that, for every open set $\{\Omega_k\}$ in the exhaustion of $M$ chosen to define $\partial G^M$, one has $\partial G^{\Omega_k} \leq G^{\text{int} M}$ off the diagonal of $\Omega_k$ and therefore $\partial G^M \leq G^{\text{int} M}$.

We summarize the above discussion in the following

**Theorem 19.** Let $M$ be a manifold with boundary $\partial M \neq \emptyset$. Then for every $o \in \text{int} M$ there exists a minimal positive Green’s kernel $G^{\text{int} M}(\cdot, o)$ with pole at $o$. Moreover $G^{\text{int} M}(\cdot, o) = \partial G^M(\cdot, o)$. 

2.3. Dirichlet potential theory from the viewpoint of the Criticality Theory. The Dirichlet parabolicity of a manifold with boundary, as well as the existence of the minimal positive Green’s kernel subject to Dirichlet boundary conditions, can be considered in the framework of the criticality theory for Schrödinger operators. This theory was initiated by B. Simon [36], developed by M. Murata [23, 24] and Y. Pinchover [31, 32], and it has been recently extended to the setting of semilinear operators and general boundary conditions, see e.g. [6, 7, 34]. A worth reference in the classical Dirichlet case for linear operators is the book of R. G. Pinsky [33].

Let \((M, g)\) be an \(m\)-dimensional Riemannian manifold with smooth boundary \(\partial M \neq \emptyset\). As we have already remarked, there is no loss of generality in considering \(M\) as a smooth domain inside an equidimentional ambient manifold \((N, h)\). Using the viewpoint of the criticality theory, we are going to show that:

- \(\text{int } M\) has a minimal positive Green’s kernel which, in fact, is the restriction to \(\text{int } M\) of the Dirichlet Green’s kernel of \(M\). In particular, \(\text{int } M\) has a Martin boundary \(\partial \text{int } M\).
- There is a connection of the \(D\)-parabolicity of \(M\) and the behavior of the Martin kernels with poles in \(\partial \text{int } M \setminus \partial M\).
- A natural extension of the notion of parabolicity can be investigated for Schrödinger-type operators \(P = -\Delta + V\) subject to more general boundary conditions.

We are indebted to the anonymous referee for having pointed out all of these facts to us.

To begin with, we recall that a second order elliptic operator \(P\) defined in a domain \(\Omega\) in a Riemannian manifold is subcritical if it admits a positive minimal Green’s kernel, supercritical if there are no positive solutions of \(Pu = 0\) and critical if it is neither sub nor supercritical, that is it does not admit a minimal positive Green’s kernel but there exist positive solutions of \(Pu = 0\).

We give the following

**Lemma 20.** The Riemannian manifold without boundary \((\text{int } M, g)\) has a minimal positive Green’s kernel \(G^{\text{int } M}(x, y)\).

**Proof.** Let us define the cone

\[
S_{\Delta}(\text{int } M) = \{ u \in C^{2}(\text{int } M) : u > 0 \text{ and } \Delta u \leq 0 \}.
\]

It is enough to prove that

\[
\dim S_{\Delta}(\text{int } M) > 1. \tag{7}
\]

Indeed, according to [33, Chapter 4] or [34, Theorem 1.4], this condition is equivalent to the subcriticality of the (positive definite) Laplace-Beltrami operator \(-\Delta\) in \(\text{int } M\).

Now, let \(x, y\) be two distinct points in \(\partial M\), and let \(I_{x}, I_{y} \subset \partial M\) be disjoint neighborhoods of \(x\) and \(y\). Consider an exhaustion \(\{ \Omega_{k} \}\) of \(M\) as in Proposition 7 and, for every \(k \geq 1\), let \(u_{k,x}\) and \(u_{k,y}\) be the solutions of the Dirichlet problems

\[
\begin{align*}
\Delta u_{k,x} &= 0 \quad \text{in } \Omega_{k} \\
u_{k,x} &= 0 \quad \text{on } \partial \Omega_{k} \setminus I_{x} \\
u_{k,x} &= 1 \quad \text{on } I_{x},
\end{align*}
\quad \begin{align*}
\Delta u_{k,y} &= 0 \quad \text{in } \Omega_{k} \\
u_{k,y} &= 0 \quad \text{on } \partial \Omega_{k} \setminus I_{y} \\
u_{k,y} &= 1 \quad \text{on } I_{y}.
\end{align*}
\]

Then \(u_{x} = \lim_{k \to +\infty} u_{k,x}\) and \(u_{y} = \lim_{k \to +\infty} u_{k,y}\) are two linearly independent positive harmonic functions on \(\text{int } M\), proving the validity of (7). 

Using Lemma 20, we obtain an alternative proof of Theorems 16 and 19.
Theorem 21. Let \((M, g)\) be a Riemannian manifold with smooth boundary \(\partial M \neq \emptyset\). Then \(M\) has a Dirichlet Green’s kernel \(\partial G^M(x, y)\). Moreover, \(\partial G^M(x, y) = G^{\text{int} M}(x, y)\) on \(\text{int} M\).

Alternative proof. By Lemma \[20\], \(\text{int} M\) supports a minimal positive Green’s kernel \(G^{\text{int} M}(x, y)\). This function extends continuously to \(\partial M\) with zero boundary values, see e.g. \[33\] Chapter 8, Theorem 1.1]. By comparison along an exhausting sequence \(\{\Omega_k\}\) of \(M\) we deduce that

\[\partial G^{\Omega_k}(x, y) \leq G^{\text{int} M}(x, y)\]

and, therefore, \(\partial G^M(x, y) = \lim_{k \to +\infty} \partial G^{\Omega_k}(x, y)\) exists and satisfies

\[\partial G^M(x, y) \leq G^{\text{int} M}(x, y)\]

On the other hand, using a comparison argument on an exhausting sequence \(\{D_k\}\) of \(\text{int} M\) we have that

\[G^{\text{int} M}(x, y) = \lim_{k \to +\infty} G^{D_k}(x, y) \leq \partial G^M(x, y)\]

This completes the proof.

Once it is realized that \(\text{int} M\) is a Greenian domain with respect to the Laplace operator or, equivalently, that \(-\Delta\) is subcritical on \(\text{int} M\), we can apply the machinery of the Martin compactification to give an interpretation of the \(D\) boundary kernels. Indeed, recall from \[19\], \[24\] and \[33\] Chapter 8, Theorem 1.4, Corollary 1.6] that the Martin boundary \(\partial_M M\) of \(\text{int} M\) decomposes as

\[\partial_M M = \partial M \cup \partial'_M M\]

where:
- \(\partial M\) is the part of \(\partial_M M\) corresponding to sequences \(\{x_k\} \subset \text{int} M\) that converge to some point of \(\partial M\);
- \(\partial'_M M\) is the part of \(\partial_M M\) corresponding to sequences \(\{y_k\} \subset \text{int} M\) without accumulation points in \(\partial M\);
- \(\partial M\) embeds into the minimal Martin boundary \(\partial^0_M M\);
- \(\partial'_M M \neq \emptyset\) and \(\partial'_M M \cap \partial^0_M M \neq \emptyset\) provided that the cone

\[\mathcal{H}^{\Delta}_0(\text{int} M) = \left\{ u \in C^\infty(\text{int} M) \cap C^0(M) : \begin{array}{ll} \Delta u = 0 & \text{in} \ \text{int} M; \\ u > 0 & \text{in} \ \partial M; \\ u = 0 & \text{on} \ \partial M; \end{array} \right\}\]

is nonempty\(^2\);
- for every \(\zeta \in \partial'_M M \neq \emptyset\) the corresponding Martin kernel \(k(x, \zeta)\) with pole at \(\zeta\) is a positive harmonic function on \(\text{int} M\) that extends continuously to \(\partial M\) with zero boundary values.

In case \(\partial'_M M = \emptyset\), as it happens e.g. if \(M\) is compact, we agree to define \(k(x, \zeta) \equiv +\infty\). Note that, in this case,

\[\mathcal{H}^{\Delta}_0(\text{int} M) = \emptyset\]

thanks to the version of the Martin representation formula that can be found e.g. in \[33\] Chapter 8, Corollary 1.6]. In the next Lemma, we point out that, actually, the existence of bounded functions in \(\mathcal{H}^{\Delta}_0(\text{int} M)\) characterizes the \(D\)-hyperbolicity of a manifold with boundary.

---

\(^2\) Indeed, given \(u \in \mathcal{H}^{\Delta}_0(\text{int} M)\), the corresponding Martin measure \(d\mu_u(\zeta)\) is supported in \(\partial^0_M M \cap \partial'_M M\).
Lemma 22. Let \((M, g)\) be a Riemannian manifold with smooth boundary \(\partial M \neq \emptyset\). Then, \(M\) is \(D\)-parabolic if and only if \(\mathcal{H}^0_\Delta (\text{int} \ M) \cap L^\infty (M) = \emptyset\).

Proof. We need only to show that \(\mathcal{H}^0_\Delta (\text{int} \ M) \cap L^\infty (M) = \emptyset\) implies \(D\)-parabolicity. This follows from the proof of Proposition 10. Indeed, let \(u \in C^\infty (\text{int} \ M) \cap C^0 (M)\) be a nontrivial bounded harmonic function satisfying \(u = 0\) on \(\partial M\). Up to replacing \(u\) with \(-u\) we can suppose that \(u_\epsilon (x) := (u - \epsilon)x_+ (x) \neq 0\) for some \(0 < \epsilon \ll 1\). Since \(u_\epsilon \geq 0\) is a bounded subharmonic function satisfying \(u_\epsilon = 0\) on \(\partial M\), arguing as in the proof of Proposition 10 we get a bounded harmonic function \(v\) such that \(v = 0\) on \(\partial M\) and \(0 \leq u_\epsilon \leq v\). In particular, \(v \geq 0\) is nontrivial and, hence, by the maximum principle \(v > 0\) on \(\text{int} \ M\). This proves that \(v \in \mathcal{H}^0_\Delta (\text{int} \ M) \cap L^\infty (M) \neq \emptyset\). \(\square\)

With this preparation, we have the following interpretation of the \(D\)-parabolicity.

Theorem 23. The Riemannian manifold \((M, g)\) with smooth boundary \(\partial M \neq \emptyset\). If \(M\) is \(D\)-parabolic then for every \(\zeta \in \partial^\prime_\mu M\), \(k(x, \zeta)\) is unbounded. If \(\partial^\prime_\mu M\) is at most countable, and \(k(x, \zeta)\) is unbounded for every \(\zeta \in \partial^\prime_\mu M\), then \(M\) is \(D\)-parabolic.

Proof. Assume first that \(M\) is \(D\)-parabolic. Then, for each \(\zeta \in \partial^\prime_\mu M\), the corresponding Martin kernel \(k(x, \zeta)\) must be unbounded. In any case, \(k(x, \zeta) = 0\) on \(\text{int} \ M\) is unbounded. Conversely, assume that \(\partial^\prime_\mu M\) is at most countable and that the Martin kernels \(k(x, \zeta)\) with poles at \(\partial^\prime_\mu M\) are unbounded. By Lemma 22 we just need to prove that \(\mathcal{H}^0_\Delta (\text{int} \ M) \cap L^\infty (M) = \emptyset\). By contradiction, let \(u \in \mathcal{H}^0_\Delta (\text{int} \ M) \cap L^\infty (M)\). By the representation formula \(\left(\text{see, e.g. [33, Chapter 8, Theorem 1.4, Corollary 1.6]}\right)\)

\[
    u(x) = \int_{\partial_\mu M} k(x, \zeta) d\mu_u (\zeta),
\]

where \(\mu_u\) is a probability measure supported on \(\partial_\mu M\). Since the latter is at most countable, there exists \(\zeta_o \in \partial_\mu M\) such that \(\mu_u ([\zeta_o]) > 0\). It follows that

\[
    \mu_u ([\zeta_o]) k(x, \zeta_o) = \int_{[\zeta_o]} k(x, \zeta) d\mu_u (\zeta) \leq u(x),
\]

on \(M\) against the assumption that all Martin kernels with poles on \(\partial^\prime_\mu M\) are unbounded. \(\square\)

Remark 24. In the general case, the unboundedness of the Martin kernels \(k(x, \zeta)\) for every \(\zeta \in \partial^\prime_\mu M\) does not seem to imply the \(D\)-parabolicity of \(M\). We are indebted to B. Devyver for having pointed out to us the following counterexample: Let \(B_2 (0) \setminus B_1 (0) \subset \mathbb{R}^2\) which we view as an (incomplete) manifold with boundary \(\partial M = \partial B_1 (0)\) and Martin boundary \(\partial B_2 (0) \cup \partial B_1 (0)\). According to [10 Theorem 8.2.2], the Poisson (=Martin) kernels with poles at \(\zeta \in \partial B_2 (0)\) are bounded from below by \(C (2 - |x|)/|x - \zeta|^2\) and are therefore unbounded. Nevertheless \(u = \log |x|\) is a bounded positive harmonic function on \(M\) vanishing on \(\partial M = \partial B_1 (0)\).

The theory we have developed so far in this section relies on the subcriticality of the Laplace-Beltrami operator (with Dirichlet boundary conditions) and on the corresponding Martin theory. Since these theories have been developed in the setting of general Schrödinger operators \(P = -\Delta + V\) and, in the recent paper [34], they have been extended to general mixed boundary conditions, it is natural to inquire whether the theory of \(D\)-parabolic manifolds can be extended accordingly. Although, formally, the definition of \(D\)-parabolic manifold, as well as the subsequent \(L^1\)-Liouville theory, seem to survive in the more general framework of subcritical operators with mixed boundary conditions, we feel that some work still has to be done. For instance, the criticality theory of [34] seems to include both the Dirichlet and the Neumann case but we know that the corresponding
notions of parabolicity are distinct and subordinated. A unified theory that includes both would be important even at the conceptual level, and we aim at investigating this fascinating possibility in a separate article.

3. Dirichlet L^1-Liouville property

In this section we introduce the notion of Dirichlet L^1-Liouville property for a smooth manifold M with nonempty boundary ∂M and show how this property can be useful when one tries to find localized sufficient conditions to guarantee the global L^1-Liouville property.

Definition 25. Let M be a smooth manifold with nonempty boundary ∂M. We say that M is Dirichlet L^1-Liouville (shortly, M is D-Liouville) if every nonnegative L^1 solution of
\[
\begin{align*}
\Delta u &\leq 0 \quad \text{in } \text{int } M \\
u & = 0 \quad \text{on } \partial M,
\end{align*}
\]
vanishes identically on M.

When the smooth manifold M does not have a boundary A. Grigor’yan shows that the validity of the L^1-Liouville property is equivalent to the nonintegrability of the Green’s kernel G of M. A similar characterization holds also for the D-L^1-Liouville property in a smooth manifold with nonempty boundary up to using the Dirichlet Green’s kernel DG. In order to state precisely this result we give the next

Definition 26. The Dirichlet mean exit time DE of M is defined as the minimal positive solution of
\[
\begin{align*}
\Delta DE & = -1 \quad \text{in } \text{int } M \\
DE & = 0 \quad \text{on } \partial M.
\end{align*}
\]

As in the case of manifolds without boundary, the Dirichlet mean exit time DE can be constructed by an exhaustion procedure. Let {Ω_k} be an increasing exhaustion of M by relatively compact (in M) open sets with smooth boundary ∂_kΩ which intersect transversally ∂M, and for every k let DEk be the solution of
\[
\begin{align*}
\Delta DEk & = -1 \quad \text{in } \Omega_k \\
DEk & = 0 \quad \text{on } \partial \Omega_k.
\end{align*}
\]
Then the sequence DEk either diverges at every point in int M or it converges monotonically to a function DE which is clearly the minimal solution of (8).

The above construction and the comparison principle yield the following lemma, which will be useful in Section 4 below.

Lemma 27. Let M be a manifold with boundary ∂M, and let E : M → R satisfy ΔE ≤ −1 in int M, E ≥ 0 on M. Then DE is finite and bounded above by E.

The relation between the Dirichlet mean exit time and the D-L^1-Liouville property is given by the following version of Grigor’yan’s result alluded to above.

Theorem 28. Let M be a manifold with boundary ∂M. The following are equivalent:

i) M is not D-Liouville;

ii) The Dirichlet Green’s kernel DE(x, ·) is in L^1(M) for any x ∈ M;

iii) The Dirichlet mean exit time DE is finite everywhere and given by
\[
DE(x) = \int_M DE(x, y)dy.
\]
Proof. The proof follows closely Grigor’yan’s arguments in [13].

i) ⇒ ii) Let \( u \) be a nonnegative function violating the \( \mathcal{D} \)-L1-Liouville property. By the minimum principle \( u \) is strictly positive in \( \text{int} \ M \). Fix a compact set \( V \Subset \text{int} \ M \), a point \( x \in V \) and let \( C \) be a large constant satisfying

\[
2^k G(x, y) \leq Cu(y), \quad \forall y \in \partial V.
\]

Taking a smooth relatively compact exhaustion \( \{ \Omega_k \} \not\to M \) with \( V \subset \Omega_1 \) and \( \overline{\Omega_k \setminus \Omega_{k-1}} \) intersecting transversally \( \partial M \), since \( u \) is superharmonic and \( 2^k G^{\Omega_k}(x, \cdot) \) is harmonic on \( M \setminus V \), again by the minimum principle, inequality (10) holds for \( 2^k G^{\Omega_k}(x, \cdot) \) and \( u \) on \( \Omega_k \setminus V \), and letting \( k \to +\infty \) we get that (10) holds for all \( y \in M \). Hence, being \( 2^k G(x, \cdot) \) locally integrable, we obtain

\[
\int_M 2^k G(x, y) \, dy = \int_V 2^k G(x, y) \, dy + \int_{M \setminus V} 2^k G(x, y) \, dy \\
\leq \int_V 2^k G(x, y) \, dy + C \int_{M \setminus V} u(y) \, dy < +\infty.
\]

ii) ⇔ iii) Let \( \Omega_k \) be an exhaustion as above and denote by \( 2^k G^{\Omega_k} \) the corresponding Dirichlet Green’s kernel. The function \( \int_{\Omega_k} 2^k G^{\Omega_k}(x, \cdot) \, dy \) satisfies (9), and by the uniqueness of the Dirichlet problem in compact sets, it coincides with \( 2^k E^{\Omega_k} \). Since \( 2^k G^{\Omega_k}(x, y) \not\to 2^k G(x, y) \), passing to the limit we deduce that

\[
2^k E(x) = \lim_{k \to +\infty} 2^k E^{\Omega_k}(x) = \lim_{k \to +\infty} \int_M 2^k G^{\Omega_k}(x, y) \chi_{\Omega_k} \, dy = \int_M 2^k G(x, y) \, dy.
\]

ii) ⇒ i) Assume that \( 2^k G(x, \cdot) \in L^1(M) \). Then the function

\[
u = \min\{2^k G(x, \cdot), 1\}
\]

is nonnegative, nonconstant, superharmonic and integrable, thus violating the \( \mathcal{D} \)-L1-Liouville property.

Remark 29. Note that since the Dirichlet Green’s kernel of a manifold \( M \) coincides with the Green’s kernel of \( \text{int} \ M \), the Dirichlet mean exit time is, in fact, the mean exit time of \( \text{int} \ M \). This means that \( 2^k E \) can be constructed by means of an exhaustion \( \{ \Omega_k \} \) consisting of open sets with smooth boundary which are relatively compact in \( \text{int} \ M \).

The first consequence of Theorem 28 is a relationship between the global \( L^1 \)-Liouville property of a manifold and the \( \mathcal{D} \)-L1-Liouville property for an open submanifold with smooth boundary.

Corollary 30. Let \( (N, h) \) be a manifold with empty boundary and let \( M \subset N \) be the closure of a smooth open submanifold. Then \( E^N \geq 2^k E^M \). In particular, if \( M \) is \( \mathcal{D} \)-L1-Liouville, then \( N \) is \( L^1 \)-Liouville. Moreover, if there exists a sequence of smooth open submanifolds \( M_k \) such that \( 2^k E^{M_k}(\bar{x}) \to +\infty \) as \( k \to \infty \), then \( N \) is \( L^1 \)-Liouville.

Proof. Without loss of generality we can assume that \( N \) is hyperbolic. In this case, \( G^N \) exists and satisfies [13], that is, \( G^N \geq 2^k G^M \). Hence, integrating yields \( E^N \geq 2^k E^M \), and the conclusion follows by Theorem 28. Similarly, if there exists a sequence \( M_k \) containing a fixed point \( \bar{x} \), such that \( 2^k E^{M_k}(\bar{x}) \to +\infty \) then \( E^N(\bar{x}) \geq 2^k E^{M_k}(\bar{x}) \to +\infty \) and again \( N \) is \( L^1 \)-Liouville.

Remark 31. It is worth to observe that the first assertion in the statement of the corollary does not follow immediately from the maximum principle due to the noncompactness of the open submanifold \( M \).
As it might be expected, in view of what happens with stochastic completeness (cf. [2, 4]), the $\mathcal{D}$-$L^1$-Liouville property is an asymptotic property. We are going to justify this claim via two interesting results. To begin with, we show with a very direct argument that manifolds which are isometric outside a compact set share the same behaviour with respect to the $L^1$-Liouville property.

**Proposition 32.** Let $M_1$, $M_2$ be two Riemannian manifolds with nonempty boundaries $\partial M_1$ and $\partial M_2$, respectively. Assume that there exists an isometry between $M_1 \setminus K_1$ and $M_2 \setminus K_2$, where $K_1 \subset \text{int} \ M_1$ and $K_2 \subset \text{int} \ M_2$ are compact sets. Then, $M_1$ is $\mathcal{D}$-$L^1$-Liouville if and only if so is $M_2$. The same conclusion holds true in the case of manifolds without boundary.

**Proof.** Suppose by contradiction that $M_1$ satisfies the $\mathcal{D}$-$L^1$-Liouville property, but $M_2$ does not. In this case there exists a nonnegative superharmonic function $u \in L^1(M_2)$ with $u = 0$ on $\partial M_2$. Let $\phi : M_1 \setminus K_1 \to M_2 \setminus K_2$ be an isometry, and let $\Omega_1, \Omega_2 \subset M_1$ be relatively compact open sets such that $K_1 \subset \Omega_1 \subset \Omega_2$.

Let $u_1 : M_1 \setminus K_1 \to \mathbb{R}$ be a function given by $u_1 = u \circ \phi$. We know that $u_1$ is a nonnegative superharmonic integrable function. In order to extend this function on all of $M_1$, we consider

$$c = \min_{\Omega_2 \setminus \Omega_1} u_1 > 0$$

and define

$$v_1 = \begin{cases} \min(u_1, c) & \text{in } M_1 \setminus \Omega_1 \\ c & \text{on } \Omega_2. \end{cases}$$

The function $v_1$ is well defined because $v_1 \equiv c$ on $\Omega_2 \setminus \Omega_1$. Furthermore, $v_1$ is a nonnegative superharmonic function because it is superharmonic in $M_1 \setminus \Omega_1$ and in $\Omega_2$, open sets covering $M_1$. Finally, since $\phi(\partial M_1) = \partial M_2$ we have a contradiction because $v_1$ is clearly integrable at infinity, vanishes at $\partial M_1$, and is not identically zero. \qed

Next, we show that the validity of the $L^1$-Liouville property of a manifold without boundary depends on the $\mathcal{D}$-$L^1$-Liouville property of (at least) one of its ends. This can be considered as a converse of Corollary 33 when the open submanifold $M$ has compact complement in $N$.

**Theorem 33.** Let $(N, h)$ be a manifold with empty boundary $\partial N = \emptyset$. The following assertions hold.

i) Let $M$ be a smooth open submanifold in $N$ such that $N \setminus M$ is compact. If $N$ is $L^1$-Liouville, then $M$ is $\mathcal{D}$-$L^1$-Liouville.

ii) Let $E$ be an end of $N$. Then $E$ is $\mathcal{D}$-$L^1$-Liouville if and only if its Riemannian double $\mathcal{D}(E)$ is $L^1$-Liouville.

iii) $N$ is $L^1$-Liouville if and only if at least one of its ends is $\mathcal{D}$-$L^1$-Liouville.

**Proof.** The proof of i) is similar to that of i) $\Rightarrow$ ii) in Theorem 25. Let $G^N$ be the Green’s kernel of $N$. By assumption

$$\int_N G^N(x, y) \, dx = +\infty \quad \forall y \in N$$

and recall that $G^N$ is obtained by an exhaustion procedure

$$G^N = \lim_k \mathcal{D}G^{\Omega_k},$$

where $\Omega_k$ is a sequence of relatively compact open domains with smooth boundary. Since $N \setminus M$ is compact we may assume that $N \setminus M \in \Omega_1$. Let $u \geq 0$ satisfy $\Delta u \leq 0$ in $M$ and $u = 0$ on $\partial M$. Since
We will make use of the following estimates obtained in this setting by A. Grigor’yan and L. Saloff-Coste to investigate its validity. A similar argument and Corollary 30 prove ii). For iii) we know that if at least one end is $\mathcal{D}$-Liouville, then $N$ is $L^1$-Liouville by Corollary [9]. Conversely, suppose that no end of $N$ satisfies the $\mathcal{D}$-L-Liouville property, that is, there exists a compact set $K \subset N$ such that $N \setminus K = \bigcup_{i=1}^{m} E_i$ where $E_i$ are ends of $N$ and $\mathcal{D}E_i$ are finite functions, for any $i = 1, \ldots, m$. Since $\partial E_i \cap \partial E_j = \emptyset$ for any $i \neq j$, setting $\mathcal{D}E_i \equiv 0$ outside of $E_i$, it is easy to verify that $\mathcal{D}N \setminus K = \mathcal{D}E_1 + \cdots + \mathcal{D}E_m$ and the desired contradiction follows from part i). \qed}

\section{Stochastic completeness vs $L^1$-Liouville property}

As we have seen in the introduction, A. Grigor’yan [11], applying the version of Theorem 28 for manifold without boundary, proved that every stochastically complete manifold is $L^1$-Liouville. Furthermore, the two concepts are in fact equivalent for the large class of rotationally symmetric manifolds, [4]. In this section we will present some examples in any dimension showing that, in general, the two concepts are not equivalent. This completes the picture in [4] where only the case of 2-dimensional surfaces was considered.

Since the $L^1$-Liouville property is equivalent to the divergence of the integral

$$\int_M G(x, y) \, dy \equiv \int_M \int_0^\infty p(t, x, y) \, dt \, dy,$$

a natural approach to investigate its validity is by means of heat kernel, respectively Green’s kernel, estimates.

In the first example we employ parabolic arguments to show the divergence of the above integral. We will make use of the following estimates obtained in this setting by A. Grigor’yan and L. Saloff-Coste in [10].

We recall that a manifold satisfies the parabolic Harnack inequality (PHI) if there exists a constant $C_0$ such that any nonnegative solution $u$ of the heat equation $\partial_t u = \Delta u$ in any cylinder $Q = (\tau, \tau + \mathcal{T}) \times B(x, r)$ with $\mathcal{T} = r^2$ and $\tau \in (-\infty, +\infty)$, satisfies

\begin{align*}
\text{(PHI)} \quad \sup_{Q_-} u \leq C_0 \inf_{Q_+} u,
\end{align*}

where $Q_- = (\tau + \frac{t}{2}, \tau + \frac{\mathcal{T}}{2}) \times B(x, \frac{r}{2})$ and $Q_+ = (\tau + \frac{3\mathcal{T}}{2}, \tau + \mathcal{T}) \times B(x, \frac{r}{2})$.

It is well-known (see [35, Theorem 5.5.1]) that (PHI) is equivalent to the simultaneous validity of the doubling and the scale-invariant Poincaré inequalities, and in a complete manifold it is implied by nonnegative Ricci curvature.
Theorem 34. Let $M$ be a complete nonparabolic manifold, $\partial M = \emptyset$. Assume that the parabolic Harnack inequality (PHI) holds on $M$ and let $K$ be a compact set in $M$. Then there exists $\delta > 0$ and, for each $t_0 > 0$, there exist positive constants $C$ and $c$ such that, for all $t > t_0$ and all $x, y \in \Omega = M \setminus K,$

\[
p^\Omega(t, x, y) \geq \frac{c}{V(x, \sqrt{t})} \exp \left( -C \frac{d^2(x, y)}{t} \right).
\]

We now present an example in arbitrary dimension of a stochastically incomplete $L^1$-Liouville manifold with at least two ends.

Example 35. Let $M$ be a Riemannian manifold, $\partial M = \emptyset$, defined by the connect sum $M = M_1 \# M_2$, where

- $M_1$ is a complete nonparabolic Riemannian manifold which supports (PHI);
- $M_2$ is a geodesically complete and stochastically incomplete Riemannian manifold.

We claim that $M$ is a stochastically incomplete $L^1$-Liouville manifold.

Indeed, since $M$ is defined by a connected sum and $M_2$ is stochastically incomplete then $M$ is stochastically incomplete (see [2] or more generally [3]). Now, let $K \subset M_1$ be a compact subset containing the disk along whose boundary the gluing of $M_1$ with $M_2$ is performed. Denote by $\Omega = M_1 \setminus K$, the subset obtained in Theorem 34 and consider the Dirichlet heat kernel $p^{\Omega}$, the Dirichlet Green’s kernel $G^\Omega$, and the Dirichlet mean exit time $E^\Omega$ of $\Omega$. Being $M_1$ nonparabolic, from Theorem 34 we have for $x \in \interior \Omega$

\[
p^{E^\Omega}(x) = \int_{\Omega} p^{E^\Omega}(x, y) dy
\]

\[
= \int_{\Omega} \int_{t_0}^{\infty} p^{\Omega}(t, x, y) dt dy
\]

\[
\geq \int_{\Omega} \int_{t_0}^{\infty} \frac{c}{V_1(x, \sqrt{t})} \exp \left( -C \frac{d^2(x, y)}{t} \right) dt dy
\]

\[
\geq \int_{\Omega \cap B(x, \sqrt{t})} \int_{t_0}^{\infty} \frac{c}{V_1(x, \sqrt{t})} \exp \left( -C \frac{t}{t} \right) dt dy
\]

\[
= c \exp(-C) \int_{t_0}^{\infty} \frac{V_1(\Omega \cap B(x, \sqrt{t}))}{V_1(x, \sqrt{t})} dt
\]

\[
\geq c \exp(-C) \left( \int_{t_1}^{\infty} \frac{V_1(K_\delta)}{V_1(x, \sqrt{t})} dt \right)
\]

\[
= +\infty.
\]

The conclusion then follows by Corollary 35.

The following is an alternative, slightly more general, construction based on Theorem 34. Indeed, suppose that $M_1$ is $L^1$-Liouville with one end, for instance $M_1$ is a stochastically complete model manifold (see, e.g., [4]) and let $M_2$ and $M = M_1 \# M_2$ be as above. Let also $K$ be a compact set with smooth boundary, containing the disks along which $M_1$ and $M_2$ have been glued, and denote by $E_1$ the end in $M \setminus K$ isometric to the corresponding end of $M_1$. Since $M_1$ is $L^1$-Liouville, by Theorem 34(i), $E_1$ is $\mathcal{D}$-$L^1$-Liouville, and therefore $M$ is $L^1$-Liouville by Theorem 34(iii). On the other hand, as we have already observed, $M$ is stochastically incomplete due to the presence of the $M_2$ summand.
In the next example we construct a stochastically incomplete $L^1$-Liouville manifold with only one end.

**Example 36.** Let $h$ be any Riemannian metric on $\mathbb{R}^m$ which makes $(\mathbb{R}^m, h)$ stochastically incomplete and such that $h = g_{\mathbb{R}^m}$ on the upper half space $\mathbb{R}^m_+ \doteq \{(x^1, \ldots, x^m) \in \mathbb{R}^m : x^m \geq 0\}$. For instance, we can let $g$ be the Riemannian metric given in polar coordinates by $g = dr^2 + g_1(r)^2 d\theta^2$, with $g_1(r) = e^{r^3}$ for $r \gg 1$, $g_1$ smooth and satisfying $g_1(0) = 0$ and $g_1'(0) = 1$ and define $h$ as the convex sum $h = (1-\xi)g + \xi g_{\mathbb{R}^m}$ where $\xi$ is a cut-off function depending only on $x^m$ and satisfying

$$\xi(x) = \begin{cases} 1 & \text{if } x^m \geq 0 \\ 0 & \text{if } x^m \leq -1. \end{cases}$$

Arguing as in [4, p. 318] it is easy to construct a function which violates the weak maximum principle at infinity, and therefore $M$ is not stochastically complete.

We claim that $(\mathbb{R}^m, h)$ is $L^1$-Liouville. According to Corollary 30 it is enough to show that the Euclidean half space $\mathbb{R}^m_+$ is $D-L^1$-Liouville. We shall provide three different ways to prove this fact. The first and the second rely strongly on the explicit expression of the heat and the Green’s kernel of half spaces. With the third, elegant method we illustrate how the machinery based on a global comparison principle works.

**Heat kernel estimates:** By making use of the expression of the Dirichlet heat kernel of $\mathbb{R}^m_+$ P. Gyrya and L. Saloff-Coste [17] give the following lower bound

$$\frac{\partial p_{\mathbb{R}^m_+}}{\partial t}(t, x, y) \geq \frac{C x^m y^m}{t^{n+1}} \exp \left( - \frac{c|x - y|^2}{4t} \right).$$

Arguing as in Example 35 we achieve the desired conclusion.

**Green’s kernel estimates:** Recalling the expression of the Dirichlet Green’s kernel of $\mathbb{R}^m_+$ given in Example 15 we have, for $m \geq 3$

$$\frac{\partial G_{\mathbb{R}^m_+}}{\partial t}(x) = \int_{\mathbb{R}^m_+} \frac{\partial G_{\mathbb{R}^m_+}}{\partial t}(x, y) dy$$

$$= C_m \int_{\mathbb{R}^m_+} \frac{1}{|x - y|^{m-2}} - \frac{1}{|x - y'|^{m-2}} dy$$

where we have set $y' = (y^1, \ldots, y^{m-1}, -y^m)$. Choosing $x = (0, \ldots, 0, 1)$, passing to cylindrical coordinates $(r, \theta, x^m)$ and applying Lagrange’s theorem, the integrand can be written as

$$\frac{1}{|r^2 + (x^m - 1)^2|^{(m-2)/2}} - \frac{1}{|r^2 + (x^m + 1)^2|^{(m-2)/2}} = C[x^2 - r^2]^{-m/2}$$

with $x^m - 1 < \xi < x^m + 1$ and it is therefore estimated from below by

$$C(x^m - 1)[(x^m + 1)^2 + r^2]^{-m/2} \geq \frac{1}{2}[(x^m + 1)^2 + r^2]^{-m/2} \quad \text{for } x^m \geq 3.$$

We may therefore estimate

$$\frac{\partial G_{\mathbb{R}^m_+}}{\partial t}(x) = C_m \int_0^\infty r^{m-2} dr \int_3^{\infty} [(x^m + 1)^2 + r^2]^{-m/2} = +\infty,$$

and $\mathbb{R}^m_+$ is $D-L^1$-Liouville. Similar computations yield the conclusion if $m = 2$.

**Elliptic argument:** We describe now an elliptic argument very much in the spirit of the general results that follow. Note that by using the machinery so far developed it allows to obtain the required conclusion with a minimal amount of explicit computations.
Given $k > 1$, consider the slab $\Omega_k = \{ x \in \mathbb{R}^m_+ : \frac{1}{k} \leq x^m \leq k \}$. It is clear that $E_k(x) = \frac{1}{2}(x^m - \frac{1}{k})(k - x^m)$ is a positive, bounded solution of

$$\begin{cases} \Delta E_k = -1 & \text{in } \text{int} \Omega_k \\ E_k = 0 & \text{on } \partial \Omega_k. \end{cases}$$

Moreover, since $\phi_k(x) = E_k(x) + \varepsilon |x|^2$ is a Khas’minskii function for $\Omega_k$ whenever $\varepsilon$ is sufficiently small, by Lemma 14, $\Omega_k$ is $\mathcal{D}$-parabolic. Therefore the function $E_k$ is its (finite) Dirichlet mean exit time. Now, fixing $x \in \text{int} \Omega_1$, we see that $E_k(x) \to +\infty$ as $k \to +\infty$. Therefore, Corollary 30 implies that $\mathbb{R}^m_+$ is $\mathcal{D}$-$L^1$-Liouville.

5. Localized geometric conditions for the $L^1$-Liouville property

According to the theory developed so far, in view of the above examples, and as we have already observed in the Introduction of the paper, it is natural to guess that the validity of the $L^1$-Liouville property depends only on geometric conditions confined on a sufficiently large domain of a manifold.

This section aims to confirm this intuition by considering three different situations: the first one, very general, involves a (asymptotically) nonnegative Ricci curvature condition on a geometric half space; the second concerns with the complement of half space in hyperbolic situations, and the third deals with warped product cones and depends on a spectral assumption.

5.1. Nonnegative Ricci curvature on a half space. Inspired by Example 36, we first investigate the role of lower Ricci curvature bounds in a geometric half space. Essentially, we are going to work with nonnegative Ricci curvature, but a certain amount of negativity is also allowed. For a geometric half space we mean the following.

**Definition 37.** Let $\gamma : [0, +\infty) \to M$ be a geodesic ray, parametrized by arc-length, into the complete Riemannian manifold $(M, g)$. The half space $M^+$ with respect to $\gamma$ is the domain

$$M^+ = \bigcup_{t > 0} B_t(\gamma(t)),$$

where $B_t(p)$ is the open metric ball of radius $t > 0$ centered at $p$.

**Theorem 38.** Assume that $(M, g)$ is a complete Riemannian manifold satisfying

$$\text{(12)} \quad \text{Ric} \geq \frac{(m - 1)B^2}{1 + r_{\gamma(0)}^2(x)}$$

on the half space $M^+$ with respect to some geodesic ray $\gamma$, for some $0 \leq B < \frac{\sqrt{m}}{m - 1}$, where $r_{\gamma(0)}$ denotes the distance function in $M$ from $\gamma(0)$. Then $(M, g)$ is $L^1$-Liouville.

**Proof.** We begin with the more general assumption that for every positive integer $k$ the following inequality holds

$$\text{(13)} \quad \Delta r_k(x) \leq (m - 1)\frac{\sigma_k'(r_k(x))}{\sigma_k(r_k(x))} \quad \forall x \in B_{t_k}(\gamma(t_k)),$$

where $t_k$ is an increasing sequence with $t_1 > 1$, $r_k(x) = d(x, \gamma(t_k))$ is the distance function from $\gamma(t_k)$ and $\sigma_k : [0, +\infty) \to [0, +\infty)$ is the warping function of an $m$-dimensional model manifold $M_{\sigma_k}$.

For each positive integer $k$ define the function $F_k : [0, t_k - 1] \to [0, +\infty)$ by

$$F_k(r) = \int_{r}^{t_k - 1} \frac{\int_0^r \sigma_k^{m-1}(s)\,ds}{\sigma_k^{m-1}(t)}\,dt.$$
A simple computation shows that
\[ F'_k(r) = -\frac{\int_0^r \sigma_k^{m-1}(s) \, ds}{\sigma_k^{m-1}(r)} < 0, \]
and, by assumption (13), the composition with the function \( r_k : B_{t_k}(\gamma(t_k)) \to [0, +\infty) \) satisfies
\[ \Delta F_k(r_k(x)) = F''(r_k(x)) + F'(r_k(x)) \Delta r_k(x) \geq F''(r_k(x)) + (m-1) \frac{F'(r_k(x)) \sigma'_k}{\sigma_k}(r_k(x)) \]
whence, choosing \( k \in [1, 2] \), we deduce that
\[ r_k(x) \leq \frac{\sigma_k^{m-1}(r_k(x))}{\sigma_k^{m-1}(s)} \int_0^s \sigma_k(s) \, ds \quad \text{for every } k, \]
implies that
\[ F_k(r_k(x)) \leq \frac{(t_k - 1)^2}{2m} - \frac{r_k^2(x)}{2m}, \]
whence, choosing \( x_1 = \gamma(2) \in B_{t_k-1}(\gamma(t_k)) \) for every \( k \), we have \( r_k(x_1) = t_k - 2 \) and
\[ \frac{\partial^2 \mathcal{E}_k(x)}{\partial t^2} \geq \frac{(t_k - 1)^2}{2m} - \frac{r_k^2(x_1)}{2m} = \frac{(t_k - 1)^2}{2m} - \frac{(t_k - 2)^2}{2m} = \frac{2t_k - 3}{2m}. \]
Letting \( k \to +\infty \), we deduce that \( \frac{\partial \mathcal{E}_k(x_1)}{\partial t} \to +\infty \), and by Corollary 30 M is \( L^1 \)-Liouville.

Note that the main ingredient in the above argument is
\[ F_k(t_k - 2) = \int_{t_k-2}^{t_k-1} \frac{1}{1+\gamma'(t_k)^2(t)} \sigma_k^{m-1}(s) \, ds \to +\infty \quad \text{as} \quad t_k \to +\infty. \]
Thus, if we assume that \( \text{Ric} \geq -\frac{(m-1)B^2}{1+\gamma'(t_k)^2} \) on \( M^+ \), for some constant \( B \), then the triangle inequality implies that
\[ \text{Ric} \geq \frac{B^2}{1+(t_k-r_k)^2}, \quad \text{for every } x \in B_{t_k}(\gamma(t_k)), \]
and, again by the Laplacian comparison theorem (cf. [27] Theorem 2.4), inequality (13) holds with \( \sigma_k \in C^2([0, +\infty)) \) which solves
\[ \begin{cases} \sigma'' + \frac{B^2}{1+(t_k-r_k)^2} \sigma_k = 0 \\ \sigma_k(0) = 0, \quad \sigma'_k(0) = 1. \end{cases} \]
A computation (see, e.g. [5]) shows that the solution $\sigma_k$ of (16) is explicitly given by

$$\sigma_k(s) = \frac{1}{2B} t_k^\frac{1}{2} + \bar{B}(t_k - s)^\frac{1}{2} - B \left[ 1 - \frac{s}{t_k} \right]^{2B},$$

where $\bar{B} < \frac{\sqrt{B^2 + 1}}{2} \geq \frac{1}{2}$. Assume first that $s \in [0, t_k/2]$ and set $\lambda = s/t_k \in [0, 1/2]$. From the mean value theorem, the function $\rho(\lambda) = 1 - (1 - \lambda)^{2B}$ satisfies $\rho(\lambda) = \rho'(\bar{\lambda}) \cdot \lambda$ for some $\bar{\lambda} \in (0, \lambda)$, and $\rho'(\bar{\lambda}) \geq 2B(1 - 1/2)^{2B - 1} \geq 2Bd_1 > 0$. Thus, since $1/2 - \bar{B} \leq 0$, $\sigma_k(s) \geq d_1 s$ for $s \in [0, t_k/2]$. When $s \in [t_k/2, t_k]$ we easily have that $\sigma_k(s) \geq d_2 s$, with $d_2 > 0$ depending only on $\bar{B}$. Hence, $\sigma_k(s) \geq d s$ for $s \in [0, t_k]$ with $d = \min\{d_1, d_2\}$. Therefore, we compute

$$F_k(t_k - 2) = \int_{t_k/2}^{t_k/2} \frac{\sigma_k^{m-1}(s)}{\sigma_k^{m-1}(t)} ds \geq \int_{t_k/2}^{t_k/2} \frac{\lambda}{m} t^{m-1} dt \geq c \int_{t_k/2}^{t_k/2} \frac{\lambda}{m} t^{m-1} dt \geq c \frac{\lambda}{m} t^{m-1} dt,$$

and conclude that (15) holds since $\bar{B} < \frac{\sqrt{m+1}}{m}$ by the assumption that $B < \sqrt{m}/(m - 1)$.

5.2. Pinched negative curvature in the complement of a hyperbolic half space. In contrast with what happens in the case of nonnegative curvature, in the setting of negative curvature half spaces are not large enough to satisfy the $D$-L1-Liouville property, and therefore, to conclude the validity of the global $L^1$-Liouville property. We are going to show that the appropriate domains are represented by the complement of a half space.

Throughout this subsection we consider $M$ to be an $m$-dimensional complete, simply connected Riemannian manifold satisfying, for some $B \geq A > 0$, the pinched curvature assumptions

(17) \[ \text{Ric} \geq -(m - 1)B^2 \quad \text{and} \quad \text{Sect} \leq -A^2. \]

Obviously, these conditions imply that the (Cartan-Hadamard) manifold $M$ has a lower sectional curvature bound.

Let $\gamma : [0, +\infty) \to M$ be a fixed unit-speed ray and let $b_\gamma : M \to \mathbb{R}$ be the associated Busemann function. By definition

$$b_\gamma(x) = \lim_{t \to +\infty} r_t(x) - t,$$

where $r_t(x) = \text{dist}_M(x, \gamma(t))$. Then, the open horoball of $M$ with respect to $\gamma$ is defined by

$$B_\gamma(R) = \{ x \in M : b_\gamma(x) < R \}.$$

Note that $B_\gamma(R)$ is a half space with respect to the unit-speed ray $\gamma$. Namely,

$$B_\gamma(R) = \bigcup_{t \geq 0} B_1 + R \gamma(t).$$

The verification is straightforward using the very definition of Busemann function.

**Example 39.** The closed horoball $B_\gamma^2(R)$ of the 2-dimensional hyperbolic space $H^2$ is $D$-parabolic, regardless of the fact that its volume growth is exponential. Indeed, in the half plane model of the hyperbolic plane, $B_\gamma^2(R)$ is realized as a closed half plane. Now, it is immediate to see that, in the 2-dimensional setting, $D$-parabolicity is invariant under conformal maps. Since $B_\gamma^2(R)$ is conformal to the flat half plane $\Pi^+$, we are reduced to prove that $\Pi^+$ is $D$-parabolic. To this end, observe that
the volume growth of the flat manifold with boundary \( \bar{\Pi}^+ \) is at most quadratic. It follows from Proposition 5 that \( \bar{\Pi}^+ \) is \( N \)-parabolic, and therefore \( D \)-parabolic. Hence \( \bar{\mathbb{B}}^2_\gamma(R) \) is a \( D \)-parabolic manifold, as claimed.

The same conclusion holds in general dimensions for Cartan-Hadamard manifolds satisfying (17), but we need a completely different argument.

**Proposition 40.** Let \( M \) be a Cartan-Hadamard manifold satisfying (17). Then the closed horoball \( \bar{\mathbb{B}}_\gamma(R) \) of \( M \) with respect to the geodesic ray \( \gamma \) is \( D \)-parabolic.

**Proof.** It is an application of Lemma 14. Indeed, assume \( R > 1 \) and let \( \phi : \bar{\mathbb{B}}_\gamma(R) \backslash B_1(\gamma(0)) \to \mathbb{R} \) be the smooth function defined by

\[
\phi(x) = (R - b_\gamma(x)) + c \cdot r_0(x)
\]

where \( c > 0 \) is a constant to be specified. Then, \( \phi \) is positive and proper. Moreover, by the Hessian and Laplacian comparison theorems (see e.g. [3] for the Hessian estimate of \( b_\gamma \)),

\[
\Delta \phi \leq -(m-1)A + c \cdot (m-1)B \coth(Br_0),
\]

and choosing \( c \) sufficiently small

\[
\Delta \phi \leq 0 \text{ on } \mathbb{B}_\gamma(R) \backslash B_1(\gamma(0)).
\]

Now, the desired conclusion follows from Lemma 14. \( \square \)

As stated at the beginning of this subsection the closed horoball \( \bar{\mathbb{B}}_\gamma(R) \) is not \( D \)-L.\( ^1 \)-Liouville. Taking into account Theorem 28 it suffices to show that the Dirichlet mean exit time \( D E_{\bar{\mathbb{B}}_\gamma(R)} \) of \( \bar{\mathbb{B}}_\gamma(R) \) is a finite function. Indeed, let

\[
E_R = \frac{R - b_\gamma}{(m-1)A}.
\]

As above, the curvature condition implies that \( \Delta E_R \leq -1 \) on \( \mathbb{B}_\gamma(R) \). Since \( E_R \geq 0 \) on \( \mathbb{B}_\gamma(R) \), it follows from Lemma 27 that \( E_R \) is an upper bound for \( D E_{\bar{\mathbb{B}}_\gamma(R)} \) on \( \mathbb{B}_\gamma(R) \), which is therefore finite.

Actually, since \( \bar{\mathbb{B}}_\gamma(R) \) is \( D \)-parabolic, when \( M \) is a hyperbolic space \( \mathbb{H}(\text{\(-A^2\)}) \), the function defined in (18) is precisely the Dirichlet mean exit time of the horoball.

Let \( \bar{\mathbb{C}}_\gamma(R) = \{ x \in M : b_\gamma(x) \geq R \} \) be the complement of a half space in \( M \). Despite of the fact that every half space (horoball) is \( D \)-parabolic, this is not the case for its complement. In fact, a simple computation using the Hessian comparison theorem, [3], shows that the function

\[
u(x) = e^{-A(m-1)R} - e^{-A(m-1)b_\gamma}
\]

is a nonnegative bounded solution of

\[
\begin{cases}
\Delta u \geq 0 & \text{in } \text{int } \bar{\mathbb{C}}_\gamma(R) \\
u = 0 & \text{on } \partial \bar{\mathbb{C}}_\gamma(R).
\end{cases}
\]

By Proposition 10 the manifold with boundary \( \bar{\mathbb{C}}_\gamma(R) \) is \( D \)-hyperbolic. In particular, a solution, if any, of the problem

\[
\begin{cases}
\Delta E + 1 = 0 & \text{in } \text{int } \bar{\mathbb{C}}_\gamma(R) \\
E = 0 & \text{on } \partial \bar{\mathbb{C}}_\gamma(R),
\end{cases}
\]

may not be the mean exit time of \( \bar{\mathbb{C}}_\gamma(R) \) because there is no global uniqueness even when \( E \) is bounded.
Therefore, characterization of Remark 42. □
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is \( L^1 \)-Liouville.

Proof. Fix \( R_k > R \) be a strictly increasing divergent sequence of positive constants and let

\[ A_k = \{ x \in M : R \leq b_\gamma(x) \leq R_k \} \]

be the horoannulus contained in \( \partial B_R(\Omega) \). Since \( A_k \) is a smooth subset of \( B_R(\Omega) \) and every horoball is \( D \)-parabolic, by Corollary \( 11 \) \( A_k \) is also \( D \)-parabolic. A straightforward application of comparison arguments (cf. 3) shows that the function

\[ E_k(x) = -\frac{R_k - R}{(m-1)A} \cdot \frac{e^{-\frac{(m-1)Ab_\gamma(x)}{2}} - e^{-\frac{(m-1)AR_k}{2}}}{e^{-\frac{(m-1)AR_k}{2}} - e^{-\frac{(m-1)AR_k}{2}}} + \frac{R_k - b_\gamma(x)}{(m-1)B} \]

satisfies \( \Delta E_k(x) \geq -1 \) in \( A_k \). We claim that \( E_k(x) \leq D^A_k(x) \) where \( D^A_k \) is the Dirichlet mean exit time of \( A_k \).

Indeed, define \( \Omega = \{ x \in A_k : D^A_k(x) - E_k(x) < 0 \} \) and consider \( u(x) = E_k(x) - D^A_k(x) \).

Is is clear that \( u \) is bounded and subharmonic on \( \Omega \). Being \( A_k \) \( D \)-parabolic, by the Ahlfors characterization of \( D \)-parabolicity (cf. Proposition 10),

\[ \sup_{\Omega} u = \sup_{\partial \Omega} u = 0. \]

Therefore, \( E_k(x) \leq D^A_k(x) \) on \( A_k \). Letting \( k \to +\infty \) we have \( D^A_k(x) \to +\infty \) and the conclusion follows by Corollary 30. \( \square \)

Remark 42. We note that, when \( A = B \) in the above theorem, the function

\[ E_k(x) = -\frac{R_k - R}{(m-1)A} \cdot \frac{e^{-\frac{(m-1)Ab_\gamma(x)}{2}} - e^{-\frac{(m-1)AR_k}{2}}}{e^{-\frac{(m-1)AR_k}{2}} - e^{-\frac{(m-1)AR_k}{2}}} + \frac{R_k - b_\gamma(x)}{(m-1)A}, \]

is precisely the Dirichlet mean exit time of \( A_k \).

5.3. Manifolds containing large warped product cones. We now consider the Dirichlet mean exit time of cones in warped products. Let \( M = [0, +\infty) \times \Sigma \) be a warped product where \( \Sigma \) is a closed smooth Riemannian manifold with dimension \( (m-1) \). For any domain \( \Omega \) in \( \Sigma \) with smooth boundary we denote by \( C_\Omega \) the cone in \( M \) over \( \Omega \), namely \( C_\Omega = \{ (r, \theta) : r \geq 0, \theta \in \Sigma \} \). We denote by \( \lambda_1(\Omega) \) the smallest Dirichlet eigenvalue of \( \Delta_\Sigma \) on \( \Omega \). It is well known that \( \lambda_1(\Omega) \) is simple and that its eigenfunctions have constant sign.

The next proposition shows that the fact that \( C_\Omega \) is \( D \)-\( L^1 \)-Liouville depends on \( \lambda_1(\Omega) \). Similar computations and related results can be found in 5.\text{Theorem 3.1].}

Proposition 43. Let \( C_\Omega \) be the cone over \( \Omega \) \( \subset \Sigma \) in the warped product \( M = [0, +\infty) \times \Sigma \).

(i) If \( \lambda_1(\Omega) > 2m \) then \( C_\Omega \) has finite Dirichlet mean exit time (and it is therefore not Dirichlet \( L^1 \)-Liouville);

(ii) If \( \lambda_1(\Omega) \leq 2m \) then \( C_\Omega \) has infinite Dirichlet mean exit time.

Proof. Assume first that \( \lambda_1(\Omega) > 2m \) and let \( \Omega' \supset \Omega \) be such that \( \lambda' = \lambda_1(\Omega') > 2m \). Let \( u \) be an eigenfunction belonging to \( \lambda' \). By what recalled above, we may choose \( u \) to be strictly positive
in $\Omega'$ and therefore $\min_{\Omega} u = u_\alpha > 0$. We consider the function $\varphi(r, \theta) = r^2u(\theta)$. From the expression of the Laplacian of $M$, 
\[
\Delta = r^{-m+1} \frac{\partial}{\partial r} \left( r^{m-1} \frac{\partial}{\partial r} \right) + \frac{1}{r^2} \Delta_{\Sigma},
\]
and using $u \geq u_\alpha$ on $\Omega$, and $\lambda' > 2m$ we deduce that 
\[
\Delta \varphi = - (\lambda' - 2m)u(\theta) \leq - (\lambda' - 2m)u_\alpha,
\]
so that there exists a constant $c$ such that 
\[
\Delta(c\varphi) \leq -1.
\]
The conclusion follows from Lemma [27].

To prove (ii) we assume first that $\lambda = \lambda_1(\Omega) < 2m$. For every $R > 0$ we let $\varphi_R(r, \theta) = h_R(r)u(\theta)$ where $u$ is a positive eigenfunction belonging to $\lambda$ normalized in such a way that $\max_{\Omega} u = u(\theta_\alpha) = 1$, and 
\[
h_R(r) = \frac{1}{2m - \lambda} \left[ \left( \frac{r}{R} \right)^{\alpha} - r^2 \right],
\]
with 
\[
\alpha = - \frac{(m-2) + \sqrt{(m-2)^2 + 4\lambda}}{2}.
\]
Note that, since $\lambda < 2m$, $\alpha < 2$ and therefore $h_R(1) \to +\infty$ as $R \to +\infty$.

A straightforward computation shows that $h_R$ is a solution of the problem 
\[
\begin{cases}
h_R'' + \frac{m-1}{r}h_R' - \frac{\lambda}{r^2}h_R = -1 \\
h_R(0) = h_R(R) = 0, \quad h_R(r) > 0 \text{ in } (0, R),
\end{cases}
\]
so that, recalling the expression of the Laplacian of the warped product $M$ we see that $\varphi_R$ satisfies 
\[
\Delta \varphi_R(r, \theta) = -u(\theta) \geq -1, \quad \varphi_R = 0 \text{ on } \partial C_{\Omega,R}.
\]
By comparison, the mean exit time $^{2E}_{C_{\Omega,R}}$ of the truncated cone $C_{\Omega,R}$ satisfies 
\[
\varphi_R \leq ^{2E}_{C_{\Omega,R}}.
\]
Thus 
\[
^{2E}_{C_{\Omega,R}}(1, \theta_\alpha) \geq \varphi_R(1, \theta_\alpha) = h_R(1) \to +\infty \text{ as } R \to +\infty,
\]
showing that the Dirichlet mean exit time of $C_{\Omega}$ is infinite.

Finally, suppose that $\lambda = \lambda_1(\Omega) = 2m$. In this case we let $\varphi(r, \theta) = h_R(r)u(\theta)$ where 
\[
h_R(r) = \frac{1}{m+2} \left[ \frac{R^{m+2}}{R^{m+2}-1} (r^2 - r^{-m}) \log R - r^2 \log r \right], \quad 1 \leq r \leq R.
\]
It is easily checked that 
\[
h_R'' + \frac{m-1}{r}h_R' - \frac{2m}{r^2}h_R = -1 \text{ in } 1 \leq r \leq R,
\]
$h_R(1) = h_R(R) = 0$ and $h_R(2) \to +\infty$ as $R \to +\infty$.

Arguing as above one shows that the mean exit time $^{2E}_{C_{\Omega,1,R}}$ of the region $C_{\Omega,1,R} = \{(r, \theta) : 1 < r < R, \ \theta \in \Omega\}$ satisfies $^{2E}_{C_{\Omega,1,R}}(2, \theta_\alpha) \to +\infty$ as $R \to +\infty$, and, again, $C_\Omega$ has infinite Dirichlet mean exit time. \hfill $\Box$

As a consequence of the above proposition we have the following
**Theorem 44.** Let $(M, g)$ be an $m$-dimensional smooth Riemannian manifold. Assume that there exists a region $M_0$ in $M$ isometric to a warped product cone $C_\Omega$. If $\lambda_1(\Omega) \leq 2m$, then $M$ is $L^1$-Liouville.

**Proof.** By Proposition 43, $C_\Omega$ has infinite Dirichlet mean exit time, and therefore so does $M_0$. Thus $M$ is $L^1$-Liouville by Corollary 30. □

6. Appendix

In this appendix we give some remarks on $N$-parabolicity in order to prove that, under the assumption of compact boundary, the $D$-parabolicity is equivalent to the $N$-parabolicity. We will also collect some useful facts about functions satisfying weak differential inequalities of the form

\[-\int_M \langle \nabla u, \nabla \rho \rangle \geq 0 \quad \forall \ 0 \leq \rho \in C^\infty_c(\Omega),\]

where $\Omega$ is a nonnecessarily relatively compact domain in a manifold $M$ with possibly nonempty boundary $\partial M$. Note that by an approximation argument (cf. [21], or [29, Corollary 7]), it is equivalent to assume that the above inequality holds for every $0 \leq \rho \in W^{1,2}_c(\Omega)$.

We begin with a version of the usual comparison principle.

**Proposition 45.** Let $\Omega$ be a relatively compact domain in a manifold with boundary $M$.

(i) If $u \in C^0(\bar{\Omega}) \cap W^{1,2}_{\text{loc}}(\text{int } \Omega)$ satisfies

\[-\int_\Omega \langle \nabla u, \nabla \varphi \rangle \geq 0 \quad \forall \ 0 \leq \varphi \in C^\infty_c(\text{int } \Omega),\]

then

\[\sup_{\Omega} u = \sup_{\partial \Omega} u.\]

(ii) If $u \in C^0(\bar{\Omega}) \cap W^{1,2}_{\text{loc}}(\Omega)$ satisfies

\[-\int_\Omega \langle \nabla u, \nabla \rho \rangle \geq 0 \quad \forall \ 0 \leq \rho \in C^\infty_c(\Lambda),\]

then

\[\sup_{\Omega} u = \sup_{\partial \Omega} u.\]

**Proof.** Case (i) is standard. To prove (ii) assume by contradiction that $\sup_{\Omega} u > \sup_{\partial \Omega} u + 2\epsilon$ and set

\[w_{\epsilon} = \max\{u - \sup_{\partial \Omega} u - \epsilon, 0\} \in C^0(\bar{\Omega}) \cap W^{1,2}_{\text{loc}}(\Omega), \quad \Omega_{\epsilon} = \{x : u(x) > \sup_{\partial \Omega} u + \epsilon\} \neq \emptyset.\]

Using $w_{\epsilon}$ as test function in the weak differential inequality yields

\[\int_{\Omega_{\epsilon}} |\nabla u|^2 = 0,\]

and therefore $u$ is constant and equal to $\sup_{\partial \Omega} u + \epsilon$ on $\Omega_{\epsilon}$, contradicting the definition of $\Omega_{\epsilon}$. □

Recall now the following form of the strong maximum principle for weak solutions of $\Delta u \geq 0$, see e.g. [11, Theorem 8.19, p. 198–199], or [23, Theorem 9].
Proposition 46 (Strong Maximum Principle). Let $\Omega$ be a (not necessarily bounded) domain in a manifold $M$ and assume that $u \in C^0(\overline{\Omega}) \cap W^{1,2}_{\text{loc}}(\text{int } \Omega)$ is bounded above and satisfies

$$-\int_{\Omega} \langle \nabla u, \nabla \rho \rangle \geq 0 \quad \forall \ 0 \leq \rho \in C_c^\infty(\text{int } \Omega).$$

If there exists $\bar{x} \in \text{int } \Omega$ such that $u(\bar{x}) = \sup_{\Omega} u$, then $u$ is constant in $\Omega$.

Indeed, according to [11] Theorem 8.19 the conclusion holds even without assuming the continuity of $u$ provided that there exists a ball $B$ with $\overline{B} \subset \text{int } \Omega$ such that $\sup_B u = \sup_{\Omega} u$.

Corollary 47. Let $\Omega$ be a domain in $M$ and assume that $u \in C^0(\overline{\Omega}) \cap W^{1,2}_{\text{loc}}(\Omega)$ is bounded above and satisfies

$$-\int_{\Omega} \langle \nabla u, \nabla \rho \rangle \geq 0 \quad \forall \ 0 \leq \rho \in C_c^\infty(\Omega), \ (\text{that is, } C_c^\infty(\overline{\Omega} \setminus \partial_0 \Omega)).$$

If there exists $\bar{x}$ in the interior of $\partial_1 \Omega$ such that $u(\bar{x}) = \sup_{\Omega} u$, then $u$ is constant.

Proof. Indeed, assume that such a point $\bar{x}$ exists. Take a neighborhood $B$ of $\bar{x}$ such that $B \cap \partial_0 \Omega = \emptyset$. According to Proposition [13] (ii), $u(\bar{x}) = \sup_B u = \sup_{\partial_0 B} u$, so that there exists $x_0 \in \text{int } \Omega$ such that $u(x_0) = \sup_{\Omega} u$ and $u$ is constant by the strong maximum principle above.

The above result shows that if $u \in C^0(\overline{\Omega}) \cap W^{1,2}_{\text{loc}}(\Omega)$ is bounded above and satisfies the differential inequality

$$-\int_{\Omega} \langle \nabla u, \nabla \rho \rangle \geq 0 \quad \forall \ 0 \leq \rho \in C_c^\infty(\Omega),$$

then $u$ cannot attain its supremum on $\partial_1 \Omega$, showing that the validity of the differential inequality for test functions which do not vanish on $\partial_1 \Omega$ is indeed the weak replacement of the inequality $\partial u/\partial v \leq 0$ on $\partial_1 \Omega$ for $C^1$ functions, and that Corollary [17] may be viewed as a weak version of the boundary point lemma.

Using this we may also obtain the following characterization of Neumann parabolicity for manifolds $M$ with compact boundary $\partial M$.

Proposition 48. Let $M$ be a manifold with compact boundary $\partial M$. Then $M$ is N-parabolic if and only if

(1) for every $u \in C^0(M) \cap W^{1,2}_{\text{loc}}(\text{int } M)$ which is bounded above and satisfies

$$-\int_{\text{int } M} \langle \nabla u, \nabla \rho \rangle \geq 0 \quad \forall \ 0 \leq \rho \in C_c^\infty(\text{int } M),$$

we have

$$\sup_{M \setminus \partial M} u = \sup_{\partial M} u.$$
In particular, \( v \) satisfies the differential inequality in (1), and it follows that \( \sup_M \mathbf{v} = \sup_{\partial M} \mathbf{v} \). Since \( \partial M \) is compact, there exists \( \bar{x} \in \partial M \) such that \( \sup_{\partial M} \mathbf{v} = \mathbf{v}(\bar{x}) = \sup_M \mathbf{v} \), whence \( v \) is constant by Corollary 47 and \( M \) is \( \mathcal{N} \)-parabolic by definition. \( \square \)

Indeed, the above result can be weakened by requiring that (1) holds for bounded harmonic functions.

**Corollary 49.** Let \( M \) be a manifold with compact boundary \( \partial M \). Then \( M \) is \( \mathcal{N} \)-parabolic if and only if for every \( u \in C^0(M) \) bounded and satisfying \( \Delta u = 0 \) in \( \text{int} \, M \) we have \( \sup_M u = \sup_{\partial M} u \).

**Proof.** It suffices to show that if the condition in the statement holds, then \( M \) is \( \mathcal{N} \)-parabolic. Suppose to the contrary that \( M \) is not \( \mathcal{N} \)-parabolic, and therefore, by Proposition 48 that there exists \( v \in C^0(M) \cap W^{1,2}_{\text{loc}}(\text{int} \, M) \) which is bounded above, satisfies

\[
- \int_{\text{int} \, M} (\nabla v, \nabla \rho) \geq 0 \quad \forall \ 0 \leq \rho \in C^\infty_c(\text{int} \, M),
\]

and such that

\[
\sup_M v > \sup_{\partial M} v + 2 \epsilon.
\]

It follows that \( w = \max\{v - \sup_{\partial M} v - \epsilon, 0\} \in C^0(M) \cap W^{1,2}_{\text{loc}}(\text{int} \, M) \) vanishes in a neighborhood of \( \partial M \), is nonnegative, bounded above by \( \mu = \sup_M v - \sup_{\partial M} v - \epsilon \) and subharmonic in \( \text{int} \, M \).

Let \( \{\Omega_k\} \) be an exhaustion of \( M \) by relatively compact open sets with smooth boundary such that \( \partial_1 \Omega_k = \partial M \) and \( \Omega_k \subset \Omega_{k+1} \ \forall \ k \), and let \( u_k \) be the solution of

\[
\begin{aligned}
\Delta u_k &= 0 \quad \text{in} \ \Omega_k \\
\mathbf{u}_k &= 0 \quad \text{on} \ \partial_1 \Omega_k = \partial M \\
\mathbf{u}_k &= \mu \quad \text{on} \ \partial_0 \Omega_k.
\end{aligned}
\]

By comparison, \( w \leq u_k \) and \( u_k \geq u_{k+1} \) for every \( k \), and therefore \( u_k \) converges to a function \( u \) which is harmonic in \( \text{int} \, M \), satisfies \( 0 \leq u \leq \mu \), vanishes on \( \partial M \) and \( u \geq w \). Thus \( \sup_M u \geq \sup_M w > 0 = \sup_{\partial M} u \), contradiction. \( \square \)

As a simple consequence of Corollary 49 we remark the fact that Neumann parabolicity is equivalent to Dirichlet parabolicity in the case of compact boundary. We note that the following result in particular applies to ends of a manifold \( M \) without boundary.

**Corollary 50.** Let \( M \) be a manifold with compact boundary \( \partial M \). Then \( M \) is \( \mathcal{N} \)-parabolic if and only if it is \( \mathcal{D} \)-parabolic.

We conclude this appendix recalling the Khas’minksii test for Neumann parabolicity.

**Proposition 51** (Khas’minksii test). Let \( M \) be a manifold with boundary \( \partial M \). If there exist a compact set \( K \subset M \) and a function \( 0 \leq \phi \in C^0(M \setminus K) \cap W^{1,2}_{\text{loc}}(M \setminus K) \) such that \( \phi(x) \to +\infty \) as \( x \) diverges and

\[
- \int_{M \setminus K} \langle \nabla \phi, \nabla \rho \rangle \leq 0 \quad \forall \ 0 \leq \rho \in C^0(M \setminus K) \cap W^{1,2}_{\text{loc}}(M \setminus K),
\]

then \( M \) is \( \mathcal{N} \)-parabolic.

**Proof.** It is a variation of the proof of the Khas’minksii test for \( \mathcal{D} \)-parabolicity. Let \( u \in C^0(M) \cap W^{1,2}_{\text{loc}}(M) \) be bounded above and satisfy

\[
- \int_M \langle \nabla u, \nabla \rho \rangle \geq 0 \quad \forall \ 0 \leq \rho \in C^\infty_c(M),
\]
and assume by contradiction that \( u \) is nonconstant. According to Proposition \ref{prop:dirichlet} and Corollary \ref{cor:dirichlet}, \( u \) cannot attain its supremum on \( M \). Assuming without loss of generality that \( \sup_M u > 0 \), choose \( 0 < \gamma < \sup_M u \) in such a way that \( \sup_K u \leq \gamma \). Pick \( x_0 \in M \setminus K \) such that \( u(x_0) > \gamma \), and set \( v(x) = u - \gamma - \epsilon \phi \) where \( \epsilon > 0 \) is small enough that \( v(x_0) > 0 \). Finally, let \( \Omega = \{ x \in M \setminus K : v(x) > 0 \} \). Since \( \phi(x) \to +\infty \) as \( x \) diverges, and \( v(x) < 0 \) on \( \partial K \), \( \Omega \) is bounded, nonempty and \( \Omega \cap K = \emptyset \). Since \( v = 0 \) on \( \partial \Omega \) and
\[
-\int_{\Omega} \langle \nabla v, \nabla \rho \rangle \geq 0 \quad \forall \, 0 \leq \rho \in C_0^\infty(\Omega),
\]
by Proposition \ref{prop:dirichlet} (ii), we have \( v \leq 0 \) on \( \Omega \), contradiction. \( \square \)
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