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Abstract

In this paper, hypernetworks are trained to generate behaviors across a range of unseen task conditions, via a novel TD-based training objective and data from a set of near-optimal RL solutions for training tasks. This work relates to meta RL, contextual RL, and transfer learning, with a particular focus on zero-shot performance at test time, enabled by knowledge of the task parameters (also known as context). Our technical approach is based upon viewing each RL algorithm as a mapping from the MDP specifics to the near-optimal value function and policy and seek to approximate it with a hyper-network that can generate near-optimal value functions and policies, given the parameters of the MDP. We show that, under certain conditions, this mapping can be considered as a supervised learning problem. We empirically evaluate the effectiveness of our method for zero-shot transfer to new reward and dynamics settings on a series of continuous control tasks from DeepMind Control Suite. Our method demonstrates significant improvements over baselines from multi-task and meta RL approaches.

1 Introduction

Adult humans possess an astonishing ability to adapt their behavior to new situations. Well beyond simple tuning, we can adopt entirely novel ways of moving our bodies, for example walking on crutches with little to no training after an injury. The learning process that generalizes across all past experience and modes of behavior to rapidly output the needed behavior policy for a new situation is a hallmark of our intelligence.

This paper proposes a strong zero-shot behavior generalization approach based on hypernetworks (Ha, Dai, and Le 2016), a recently proposed architecture allowing a deep hyper-learner to output all parameters of a target neural network, as depicted in Figure 1. In our case, we train on the full solutions of numerous RL problems in a family of MDPs, where either reward or dynamics (often both) can change between task instances. The trained policies, value functions and rolled-out optimal behavior of each source task is the training information from which we can learn to generalize. Our hypernetworks output the parameters of a fully-formed and highly performing policy without any experience in a related but unseen task, simply by conditioning on provided task parameters.

The differences between the tasks we consider leads to large and complicated changes in the optimal policy and induced optimal trajectory distribution. Learning to predict new policies from this data requires powerful learners guided by helpful loss functions. We show that the abstraction and modularity properties afforded by hypernetworks allow them to approximate RL generated solutions by mapping a parameterized MDP family to a set of optimal solutions. We show that this framework enables achieving strong zero-shot transfer to new reward and dynamics settings by exploiting commonalities in the MDP structure.

We perform experimental validation using several families of continuous control environments where we have parameterized the physical dynamics, the task reward, or both to evaluate learners. We carry out contextual zero-shot evaluation, where the learner is provided the parameters of the test task, but is not given any training time – rather the very first policy execution at test time is used to measure performance. Our method outperforms selected well-known baselines, in many cases recovering nearly full performance without a single timestep of training data on the target tasks. Ablations show that hypernetworks are a critical element in achieving strong generalization and that a structured TD-like loss is additionally helpful in training these networks.

Our main contributions are:

1. The use of hypernetworks as a scalable and practical approach for approximating RL algorithms as a mapping from a family of parameterized MDPs to a family of near-optimal policies.
2. A TD-based loss for regularization of the generated policies and value functions to be consistent with respect to the Bellman equation.

3. A series of modular and customizable continuous control environments for transfer learning across different reward and dynamics parameters.

Our learning code, generated datasets, and custom continuous control environments, which are built upon DeepMind Control Suite, are publicly available at: https://sites.google.com/view/hyperzero-rl

2 Background

2.1 Markov Decision Processes

We consider the standard MDP that is defined by a 5-tuple $\mathcal{M} = (S, A, T, R, \gamma)$, where $S$ is the state space, $A$ is the action space, $T : S \times A \rightarrow \text{Dist}(S)$ is the transition dynamics, $R : S \times A \rightarrow \mathbb{R}$ is the reward function and $\gamma \in (0, 1]$ is the discount factor. The goal of an RL algorithm is to find a policy $\pi : S \rightarrow \text{Dist}(A)$ that maximizes the expected return defined as $V^\pi[R] = \mathbb{E}_s\left[\sum_{k=0}^{\infty} \gamma^k r_{t+k+1} \big| s \right]$. Value function $V^\pi(s)$ denotes the expected return from $s$ under policy $\pi$, and similarly action-value function $Q^\pi(s, a)$ denotes the expected return from $s$ after taking action $a$ under policy $\pi$:

$$Q^\pi(s, a) = \mathbb{E}_{s', r \sim p(\cdot|s, a), a' \sim \pi(\cdot|s')} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} \big| s, a \right]$$

Value functions are fixed points of the Bellman equation (Bellman 1966), or equivalently, the Bellman operator $B^\pi$:

$$B^\pi[Q(s, a)] = \mathbb{E}_{s', r \sim p(\cdot|s, a), a' \sim \pi(\cdot|s')} \left[ r + \gamma Q(s', a') \right]$$

Similarly, the optimal value functions $V^*(s)$ and $Q^*(s, a)$ are the fixed points of the Bellman optimality operator $B^*$.

2.2 General Value Functions

General value functions (GVF) extend the standard definition of value functions $Q^\pi(s, a)$ to entail the reward function, transition dynamics and discount factor in addition to the policy, that is $Q^\pi,R,T,\gamma(s, a)$ (Sutton and Barto 2018). Universal value function approximators (UVFA) (Schaul et al. 2015) are an instance of GVFs in which the value function is generalized across goals $g$ and is represented as $Q^\pi(s, a, g)$. Naturally, this notion is used in goal-conditioned RL (Andrychowicz et al. 2017) and multi-task RL (Teh et al. 2017). Relatedly, general policy improvement (GPI) aims to improve a generalized policy based on transitions of several MDPs (Barreto et al. 2020; Harb et al. 2020; Faccio et al. 2022b). The goal of our method in learning a generalized mapping from MDP specifics to near-optimal policies and value functions is closely related to the overall goal of GVFs and GPI. However, unlike such methods we do not seek to improve a given generalized policy.

2.3 Hypernetworks

A hypernetwork (Ha, Dai, and Le 2016) is a neural network that generates the weights of another network, often referred to as the main network. While both networks have associated weights, only the hypernetwork weights involve learnable parameters that are updated during training. During inference, only the main network is used by mapping an input to a desired target, using the weights generated by the hypernetwork. Since the weights of different layers of the main network are generated through a shared learned embedding, hypernetworks can be viewed as a relaxed form of weight sharing across layers. It has been empirically shown that this approach allows for a level of abstraction and modularity of the learning problem (Galanti and Wolf 2020; Ha, Dai, and Le 2016) which in turn results in a more efficient learning. Notably, hypernetworks can be conditioned on the context vector for conditional generation of the weights of the main network (von Oswald et al. 2019). Similarly to von Oswald et al. (2019), we condition the hypernetwork on the parameters (context) of the MDP to generate the near-optimal policy and value function based on the reward and dynamics parameters.

3 HyperZero

The overarching goal of this work is to develop a framework that allows for approximating RL solutions by learning the mapping between the MDP specific and the near-optimal policy. A reasonable approximation can potentially allow for zero-shot transfer and predicting the general behaviour of an RL agent prior to its training. Beyond the standard premises of zero-shot transfer learning (Taylor and Stone 2009; Tan et al. 2018), a well-approximated mapping of an MDP to near-optimal policies can have applications in reward shaping, task visualization, and environment design.

3.1 Problem Formulation

This section outlines the assumptions and problem formulation used in this paper. First, we define the parameterized MDP family $\mathcal{M}$ as:

**Definition 1** (Parameterized MDP Family). A parameterized MDP family $\mathcal{M}$ is a set of MDPs that share the same state space $S$, action space $A$, a parameterized reward function $R_{\psi_i}$, a parameterized reward function $R_{\psi_i}$, and a discount factor $\gamma$:

$$\mathcal{M} = \{M_i | M_i = (S, A, T_{\mu_i}, R_{\psi_i}, \gamma)\}$$

where $\psi_i \sim p(\psi)$ and $\mu_i \sim p(\mu)$ are parameters of $M_i$, and are assumed to be sampled from prior distributions.

Notably, the state space $S$ and action space $A$ in our definition can be either discrete or continuous (e.g., an open sub-space of $\mathbb{R}^n$) spaces. Our definition of a parameterized MDP family is related to contextual MDPs (Hallak, Di Castro, and Mannor 2015; Jiang et al. 2017), where the learner has access to the context.

The key to our approximation is to assume that an RL algorithm, once converged, is a mapping from an MDP $M_i \in \mathcal{M}$ to a near-optimal policy and the near-optimal action-value function corresponding to the specific MDP $M_i$ on which it was trained. With a slight abuse of notation, we denote the near-optimal policy as $\pi^*_i$ and the near-optimal
action-value function as $Q^*_i$:

$$\mathcal{M}_i \xrightarrow{\text{RL Algorithm}} \pi^*_i(a|s), Q^*_i(s, a). \tag{1}$$

Notably, this view has precedent in prior works on learning to shape rewards (Sorg, Lewis, and Singh 2010; Zheng, Oh, and Singh 2018; Zheng et al. 2020), meta-gradients in RL (Xu, van Hasselt, and Silver 2018; Xu et al. 2020), and the operator view of RL algorithms (Tang, Feng, and Liu 2022).

Since our goal is to learn the mapping of Equation (1) from a family of parameterized MDPs that share the similar functional form of near-optimal transition dynamics $T^*_i$ and reward function $R^*_i$, we assume that the MDP $\mathcal{M}_i$ can be fully characterized by its parameters $\psi_i$ and $\mu_i$ and the functional forms of $R^*_i$ and $T^*_i$; that is $\mathcal{M}_i \equiv \mathcal{M}(\psi_i, \mu_i)$. Equation (1) can then be simplified as:

$$\mathcal{M}(\psi_i, \mu_i) \xrightarrow{\text{RL Algorithm}} \pi^*(a|s, \psi_i, \mu_i), Q^*(s, a|\psi_i, \mu_i), \tag{2}$$

where the near-optimal policies and action-value functions are now functions of the reward parameters $\psi_i$ and dynamics parameters $\mu_i$, in addition to their standard inputs. Notably, this formulation is closely related to prior works on goal-conditioned RL (Andrychowicz et al. 2017; Schroecker and Isbell 2020), and universal value function approximators (UVFA) (Schaul et al. 2015; Borsa et al. 2018).

Consequently, our problem is formally defined as approximating the mapping shown in Equation (2) to obtain the approximated near-optimal action-value function $\hat{Q}_\phi(s, a|\psi, \mu)$ and policy $\hat{\pi}_\theta(a|s, \psi, \mu)$ that are parameterized by $\phi$ and $\theta$, respectively. Once such mapping is obtained, one can predict and observe near-optimal trajectories by rolling out the approximated policy $\hat{\pi}_\theta$ without necessarily training the RL solver from scratch:

$$\hat{\pi}_\theta(a|s, \psi, \mu) \xrightarrow{\text{Policy Rollout in the Environment}} \hat{\tau}(\psi, \mu), \tag{3}$$

where $\hat{\tau}(\psi, \mu)$ is the near-optimal trajectory corresponding to the reward parameters $\psi$ and dynamics parameters $\mu$.

### 3.2 Generating Optimal Policies and Optimal Value Functions with Hypernetworks

Our goal is to approximate the mapping described in Equation (2). To that end, we assume having access to a family of near-optimal policies $\pi^*_i$ that were trained independently on instances of $\mathcal{M}_i \in \mathcal{M}$. A dataset of near-optimal trajectories is then collected by rolling out each $\pi^*_i$ on its corresponding MDP $\mathcal{M}_i$. Thus, samples are drawn from the stationary state distribution of the near-optimal policy $d\pi^*(s)$.

Consequently, the inputs to the learner are tuples of states, reward parameters and dynamics parameters $\langle s, \psi_i, \mu_i \rangle$ and the targets are tuples of near-optimal actions and action-values $\langle a^*, q^* \rangle$. We can frame the approximation problem of Equation (2) as a supervised learning problem under the following conditions:

**Assumption 1.** The parameters of the reward function $R^*_i$ and transition dynamics $T^*_i$ are now functions of the reward parameters $\psi_i$ and dynamics parameters $\mu_i$, in addition to their standard inputs. Notably, this formulation is closely related to prior works on goal-conditioned RL (Andrychowicz et al. 2017; Schroecker and Isbell 2020), and universal value function approximators (UVFA) (Schaul et al. 2015; Borsa et al. 2018).

**Assumption 2.** The RL algorithm that is to be approximated, as shown in Equations (1) and (2), is converged to the near-optimal value function and policy.

**Algorithm 1:** HyperZero

**Inputs:** Parameterized reward function $R^*_i$ and transition dynamics $T^*_i$, distribution $p(\psi)$ and $p(\mu)$ over parameters, hypernetwork $H_{\Theta}$, main networks $\hat{\pi}_\theta$ and $\hat{Q}_\phi$.

**Hyperparameters:** RL algorithm, learning rate $\alpha$ of hypernetwork $H_{\Theta}$, number of tasks $N$.

1: Initialize dataset $\mathcal{D}$ of near-optimal trajectories
2: for $i = 1$ to $N$ do
3: Sample MDP $\mathcal{M}_i \in \mathcal{M}$: $\psi_i \sim p(\psi), \mu_i \sim p(\mu)$
4: Obtain $\pi^*_i$ and $Q^*_i$ of $\mathcal{M}_i \in \mathcal{M}$ with an RL solver
5: Store near-optimal trajectories $\tau^*_i$; $\mathcal{D} \leftarrow \mathcal{D} \cup \{\tau^*_i\}$
6: end for
7: while not done do
8: Sample mini-batch $\langle \psi_i, \mu_i, s, a^*, s', r, q^* \rangle \sim \mathcal{D}$
9: Generate $\hat{\pi}_\theta$ and $\hat{Q}_\phi$: $[\theta; \phi_i] = H_{\Theta}(\psi_i, \mu_i)$
10: $\Theta \leftarrow \arg\min L_{\text{pred}}(\Theta) + L_{\text{TD}}(\Theta)$
11: end while

**Figure 2:** Diagram of our learning framework for universal approximation of RL solutions. Given reward parameters $\psi_i$ and dynamics parameters $\mu_i$, the hypernetwork $H_{\Theta}$ generates weights of the approximated near-optimal policy $\hat{\pi}_\theta$ and value function $\hat{Q}_\phi$. The only learnable parameters are $\Theta$. 
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2, the hypernetwork \( H_\theta \) generates weights of the approximated near-optimal policy \( \hat{\pi}_\theta \) and action-value function \( \hat{Q}_\phi \). Following the literature on hypernetworks, we refer to the generated policy and value networks as *main* networks.

Consequently, the hypernetwork is trained via minimizing the error for predicting the near-optimal action and values by forward passing the main networks:

\[
\mathcal{L}_{\text{pred}}(\Theta) = E_{(s_i, a_i, s', r_i) \sim D}[\hat{Q}_\phi (s, a^*) - q^*)^2] + E_{(s_i, a_i, s') \sim D}[\hat{\pi}_\theta (s) - a^*)^2]
\]

(4)

where \([\theta; \phi_i] = H_\theta(\psi_i, \mu_i)\) and \( D \) is the dataset of near-optimal trajectories collected from the family of MDPs \( \mathcal{M} \). Notably, this training paradigm effectively decouples the problem of learning optimal values/actions from the problem of learning the mapping of MDP parameters to the space of optimal value functions and policies. Thus, as observed in other works on hypernetworks (Ha, Dai, and Le 2016; Galanti and Wolf 2020; von Oswald et al. 2019; Faccio et al. 2022a), this level of modularity results in a simplified and more efficient learning.

### 3.3 Temporal Difference Regularization

A key challenge in using supervised learning approaches for function approximation in deep RL is the temporal correlation existing within the samples, which results in the violation of the i.i.d. assumption. Common practices in deep RL for stabilizing the learning is to use a target network to estimate the temporal difference (TD) error (Lillicrap et al. 2015; Mnih et al. 2013). In this paper, we propose a novel regularization technique based on the TD loss to stabilize the training of the hypernetwork for zero-shot transfer learning.

As stated in Assumption 2, we assume having access to near-optimal RL solutions that were generated from a converged RL algorithm. As a result, our framework differs from the works on imitation learning (Ross, Gordon, and Bagnell 2011; Bagnell 2015; Ho and Ermon 2016) since samples satisfy the Optimal Bellman equation of the underlying MDP \( M_i \in \mathcal{M} \) and, more importantly, we have access to the near-optimal action-values \( q^* \) for a given transition sample \((s, a^*, s', r)\).

Therefore, we propose to use the TD loss to regularize the approximated critic \( \hat{Q}_\phi \) by moving the predicted target value towards the current value estimate, which is obtainable from the ground-truth RL algorithm:

\[
\mathcal{L}_{\text{TD}}(\Theta) = E_{(\psi_i, \mu_i, s, a^*, s', r, q^*) \sim D}[r + \gamma \hat{Q}_\phi (s', \bar{a}) - q^*)^2]
\]

(5)

where \( \bar{a} \) is obtained from the approximated deterministic policy \( \hat{\pi}_\theta (s') \) with stopped gradients. Note that our application of the TD loss differs from that of standard function approximation in deep RL (Mnih et al. 2013; Lillicrap et al. 2015); instead of moving the current value estimate towards the target estimates, our TD loss moves the target estimates towards the current estimates. While this relies on Assumption 2, we show that in practice applying the TD loss is beneficial as it enforces the approximated policy and critic to be consistent with respect to the Bellman equation. Algorithm 1 shows the pseudo-code of our learning framework.

### 4 Evaluation

We evaluate our proposed method, referred to as *HyperZero* (hypernetworks for zero-shot transfer) on a series of challenging continuous control tasks from DeepMind Control Suite. The primary goal in our experiments is to study the zero-shot transfer ability of the approximated RL solutions to novel dynamics and rewards settings.

#### 4.1 Experimental Setup

**Environments.** We use three challenging environments for evaluation: cheetah, walker, and finger. For an easier visualization and realization of reward parameters, in all cases the reward parameters correspond to the desired speed of the motion which consists of both negative (moving backward) and positive (moving forward) values. Depending on the environment, dynamics changes correspond to changes in a body size and its weight/inertia. Full details of the environments and their parameters are in Appendix A.

![Figure 3: Zero-shot transfer to new reward settings on DM control environments, obtained on 5 seeds for random split of train/test tasks.](image)

Figure 3: Zero-shot transfer to new reward settings on DM control environments, obtained on 5 seeds for random split of train/test tasks. Solid lines present the mean and shaded regions present the standard deviation of the average return across the seeds. Horizontal axis shows the desired speed, which is a function of the reward parameters \( \psi_i \).
RL Training and Dataset Collection. We use TD3 (Fujimoto, Hoof, and Meger 2018) as the RL algorithm that is to be approximated. Each MDP $M_i \in \mathcal{M}$, generated by sampling $\psi_i \sim p(\psi)$ and $\mu_i \sim p(\mu)$, is used to independently train a standard TD3 agent on proprioceptive states for 1 million steps. Consequently, the final solution is used to generate 10 rollouts to be added to the dataset $D$. Learning curves for the RL solutions are in Appendix B.3. As these results show, in some instances, the RL solution is not fully converged after 1 million steps. Despite this, HyperZero is able to approximate the mapping reasonably well, thus indicating Assumption 2 can be relaxed to an extent in practice.

Train/Test Split of the Tasks. To reliably evaluate the zero-shot transfer abilities of HyperZero to novel reward/dynamics settings against the baselines, and to rule out the possibility of selective choosing of train/test tasks, we randomly divide task settings into train (%85) and test (%15) sets. We consequently report the mean and standard deviation of the average return obtained on 5 seeds.

Baselines. We compare HyperZero against common baselines for multitask and meta learning:

1. Context-conditioned policy; trained to predict actions, similarly to imitation learning methods.
2. Context-conditioned policy paired with UVFA (Schaul et al. 2015); trained to predict actions and values. It further benefits from using our proposed TD loss $L_{TD}$, similarly to HyperZero.
3. Context-conditioned meta policy; trained with MAML.
in our setting. First, aligned with similar observations in the literature (Galanti and Wolf 2020; von Oswald et al. 2019), hypernetworks allow for effective abstraction of the learning problem into two levels of policy (or equivalently value function) generation and action (or equivalently value) prediction.

Second, as hypernetworks are used to learn the mapping from MDP parameters to the space of policies, that is \((\psi_i, \mu_i) \rightarrow \pi^*_i\), they achieve generalization across the space of policies. On the contrary, since the context-conditioned policy simultaneously learns the mapping of states and MDP parameters to actions, that is \((s, \psi_i, \mu_i) \rightarrow a^*\), it is only able to achieve generalization over the space of actions, as opposed to the more general space of policies.

Finally, due to the strong zero-shot transfer ability of the approximated solution to new rewards and dynamics, one can use it to visualize the near-optimal trajectory \(\tau^*_i\) for novel tasks without necessarily training the RL algorithm. A possible application of this approach would be for task visualization or environment design, as well as manual reward

4.2 Results

Zero-shot Transfer. We compare the zero-shot transfer of HyperZero against the baselines in the three cases of changed rewards, changed dynamics, and simultaneously changed rewards and dynamics; results are shown in Figures 3, 4, and 5, respectively. Additional results are in Appendix B.1. As suggested by these results, in all environments and transfer scenarios, HyperZero significantly outperforms the baselines, demonstrating the effectiveness of our learning framework for approximating an RL algorithm as a mapping from a parameterized MDP \(\mathcal{M}_i\) to a near-optimal policy \(\pi^*_i\) and action-value function \(Q^*_i\).

Importantly, the context-conditioned policy (paired with UVFA) consists of all the major components of HyperZero, including near-optimal action and value prediction, and TD regularization. As a result, the only difference is that Hyper-Zero learns to generate policies conditioned on the context which is in turn used to predict actions, while the context-conditioned policy learns to predict actions conditioned on the context. We hypothesize two main reasons for the significant improvements gained from such use of hypernetworks in our setting. First, aligned with similar observations in the literature (Galanti and Wolf 2020; von Oswald et al. 2019), hypernetworks allow for effective abstraction of the learning problem into two levels of policy (or equivalently value function) generation and action (or equivalently value) prediction.

Second, as hypernetworks are used to learn the mapping from MDP parameters to the space of policies, that is \((\psi_i, \mu_i) \rightarrow \pi^*_i\), they achieve generalization across the space of policies. On the contrary, since the context-conditioned policy simultaneously learns the mapping of states and MDP parameters to actions, that is \((s, \psi_i, \mu_i) \rightarrow a^*\), it is only able to achieve generalization over the space of actions, as opposed to the more general space of policies.

Finally, due to the strong zero-shot transfer ability of the approximated solution to new rewards and dynamics, one can use it to visualize the near-optimal trajectory \(\tau^*_i\) for novel tasks without necessarily training the RL algorithm. A possible application of this approach would be for task visualization or environment design, as well as manual reward
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Importantly, the context-conditioned policy (paired with UVFA) consists of all the major components of HyperZero, including near-optimal action and value prediction, and TD regularization. As a result, the only difference is that Hyper-Zero learns to generate policies conditioned on the context which is in turn used to predict actions, while the context-conditioned policy learns to predict actions conditioned on the context. We hypothesize two main reasons for the significant improvements gained from such use of hypernetworks in our setting. First, aligned with similar observations in the literature (Galanti and Wolf 2020; von Oswald et al. 2019), hypernetworks allow for effective abstraction of the learning problem into two levels of policy (or equivalently value function) generation and action (or equivalently value) prediction.

Second, as hypernetworks are used to learn the mapping from MDP parameters to the space of policies, that is \((\psi_i, \mu_i) \rightarrow \pi^*_i\), they achieve generalization across the space of policies. On the contrary, since the context-conditioned policy simultaneously learns the mapping of states and MDP parameters to actions, that is \((s, \psi_i, \mu_i) \rightarrow a^*\), it is only able to achieve generalization over the space of actions, as opposed to the more general space of policies.

Finally, due to the strong zero-shot transfer ability of the approximated solution to new rewards and dynamics, one can use it to visualize the near-optimal trajectory \(\tau^*_i\) for novel tasks without necessarily training the RL algorithm. A possible application of this approach would be for task visualization or environment design, as well as manual reward
shaping. As an example, Figure 6 shows sample trajectories generated by rolling out trained HyperZero models conditioned on different reward/dynamics parameters. Additional trajectories are in Appendix B.2.

Ablation Study on HyperZero Variants. In Figure 7, we carry out an ablation study on the improvements gained from generating the near-optimal value function and using our proposed TD loss from Equation (5). We draw two conclusions from this study: first, generating the action-value function $Q^*_i$ alongside the policy $\pi^*_i$ provides additional learning signal for training the hypernetwork. Furthermore, incorporating the TD loss between the generated policy and action-value function ensures the two generated networks are consistent with one another with respect to the Bellman equation and results in overall better performance and generalization.

While the improvements may appear to be small, we suspect that gains would be larger in visual control problems, as generating the value function will provide a rich learning signal for representation learning. More importantly, the generated value function can have other applications, such as being used in policy gradient methods for further training the generated policy with environment interactions (offline-to-online RL) (Lee et al. 2022). While this is left for future work, we wanted to ensure that our framework is capable of generating the value function alongside the policy.

5 Related Work

The robustness and generalization of behaviors has long been studied in control and RL.

Transfer, Contextual and Meta RL. Past work has studied numerous forms of Transfer Learning (Taylor and Stone 2009), where MDP components including the state space, action space, dynamics or reward are modified between the training conducted on one or many source tasks, prior to performance on one or more targets. Depending on the learner’s view of sources and targets, the problem is called contextual policy search (Kupcsik et al. 2017) life-long learning (Abel et al. 2018), curriculum learning (Portelas et al. 2020), or meta learning (Finn, Abbeel, and Levine 2017), but our particular variant, with an always-observable parameter vector and no chance to train or fine-tune on the target is most aptly named zero-shot contextual RL. Within that problem, a common concern has been how to interpolate in the space of contexts (equivalent to our parameters), while preserving details of the policy-space solution (Barbaros et al. 2018). This is precisely where the power of our hypernetwork architecture extends prior art.

Hypernetworks in RL. While hypernetworks (Ha, Dai, and Le 2016) have been used extensively in supervised learning problems (von Oswald et al. 2019; Galanti and Wolf 2020; Krueger et al. 2017; Zhao et al. 2020), their application to RL algorithms remains relatively limited. Recent work of Sarafian, Keynan, and Kraus (2021) use hypernetworks to improve gradient estimation of $Q$ functions and policy networks in policy gradient algorithms. In multi-agent RL, hypernetworks are used to generate policies or value functions based on agent properties (Rashid et al. 2018; Iqbal et al. 2020, 2021; de Witt et al. 2020; Zhou et al. 2020). Furthermore, hypernetworks have been used to model an evolving dynamical system in continual model-based RL (Huang et al. 2021). Related to our approach, Faccio et al. (2022a) use hypernetworks to learn goal-conditioned optimal policies; the key distinguishing factor of our approach is that we focus on zero-shot transfer across a family of MDPs with different reward and dynamics functions, while the method of Faccio et al. (2022a) aims to solve a single goal-conditioned MDP.

Upside Down RL. Upside down RL (UDRL) is a re-definition of the RL problem transforming it into a form of supervised learning. UDRL, rather than learning optimal policies using rewards, teaches agents to follow commands. This method maps input observations as commands to action probabilities with supervised learning conditioned on past experiences (Srivastava et al. 2019; Schmidhuber 2019). Related to this idea are offline RL models that use sequence modeling as opposed to supervised learning to model behavior (Janner, Li, and Levine 2021; Chen et al. 2021). Similarly to UDRL, many RL algorithms incorporate the use of supervised learning in their model (Schmidhuber 2015; Rosenstein et al. 2004). One such technique is hindsight RL in which commands correspond to goal conditions (Andrychowicz et al. 2017; Rauber et al. 2017; Harutyunyan et al. 2019). Another approach is to use forward models as opposed to the backward ones used in UDRL (Arjona-Medina et al. 2019). Recently, Faccio et al. (2022a) propose a method that evaluates generated policies in the command space rather than optimizing a single policy for achieving a desired reward.

6 Conclusion

This paper has described an approach, named HyperZero, which learns to generalize optimal behavior across a family of tasks. By training on the full RL solutions of training tasks, including their optimal policy and value function parameters, the hypernetworks used in our architecture are trained to directly output the parameters of complex neural network policies capable of solving unseen target tasks. This work extends the performance of zero-shot generalization over prior approaches. Our experiments demonstrate that our zero-shot behaviors achieve nearly full performance, as defined by the performance of the optimal policy recovered by an RL learner training for a large amount of iterations on the target task itself.

Due to the strong generalization of our method, with minimal test-time computational requirements, our approach is suitable for deployment in live systems. We also highlight the opportunity for human-interfaces and exploration of RL solutions. In short, this new level of rapid, but powerful, general behavior can provide significant opportunity for the practical deployment of RL-learned behavior in the future.
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