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Abstract

High-temperature superconductivity in both the copper-oxide and the iron-pnictide/chalcogenide systems occurs in close proximity to antiferromagnetically ordered states. Neutron scattering has been an essential technique for characterizing the spin correlations in the antiferromagnetic phases and for demonstrating how the spin fluctuations persist in the superconductors. While the nature of the spin correlations in the superconductors remains controversial, the neutron scattering measurements of magnetic excitations over broad ranges of energy and momentum transfer provide important constraints on the theoretical options. We present an overview of the neutron scattering work on high-temperature superconductors and discuss some of the outstanding issues.

1. Introduction

Looking at temperature vs. composition phase diagrams of high-temperature superconductors, including both cuprate and iron-pnictide/chalcogenide systems, one finds antiferromagnetic (AF) order in close proximity to superconductivity [1–3]. This close association, together with experimental evidence for AF correlations in superconducting samples, has led many theorists to a common belief that AF fluctuations play an important role in the electron-pairing mechanism that underlies superconductivity [3–5]. The differences among theoretical perspectives only begin to appear when one considers the specifics of how the AF correlations impact pairing. To understand the source of these disagreements, one must step back and recognize that there is no consensus on how to describe the interaction between charge carriers and spin excitations in a metallic conducting system with strong AF correlations, especially when the system is close to a transition to a correlated (Mott) insulator state. In the absence of a common view on how to frame the problem, it should not be surprising that there is a lack of consensus on the approach to a solution.

Neutron scattering is the preeminent technique for studying AF spin fluctuations in solids. One can, of course, also obtain important information on local hyperfine fields, susceptibilities, and slow fluctuations from techniques such as nuclear magnetic resonance (NMR) and muon spin rotation, and magnetic order can be probed with resonant x-ray scattering. The defining feature of AF fluctuations in high-temperature superconductors, however, is their remarkably high energy scale. Magnetic excitations in these systems extend up to energies of several hundreds of meV, which easily exceeds the maximum energy of phonon excitations involved in the traditional mechanisms of superconductivity. This observation makes highly energetic AF fluctuations a primary suspect for mediating the unconventional high-temperature superconductivity.

To characterize the AF correlations in these and other strongly-correlated metallic systems, it is therefore crucial to cover the energy range from fractions to hundreds of meV and to probe all of reciprocal space. Developments in spectrometers and sources over the last two decades have greatly improved the efficiency of such measurements. The throughput of triple-axis spectrometers has been enhanced through the use of multiple analyzers and detectors, beginning with developments such as RITA [6] (first at Risø and continuing at SINQ) and SPINS [7] and progressing to MACS [8] and BT7 [9] at the NIST Center for Neutron Research; of course, enhanced instruments are available at many other facilities, including the Insti-
tut Laue Langevin, FRM-II, and the Laboratoire Léon Brillouin. While most triple-axis instruments are optimized for excitations in the cold to thermal neutron range \(E \lesssim 30\) meV time-of-flight spectrometers at spallation sources have enabled measurements with epitothermal neutrons probing excitations up to \(\sim 1\) eV, and covering a very large phase space. This began with the seminal MAPS spectrometer [10] (and later MERLIN [11]) at ISIS, and has become common place with instruments such as ARCS [12] and SEQUOIA [13] at the Spallation Neutron Source (SNS) and 4SEASONS [14] at the Japanese Proton Accelerator Research Complex. Very soon, the SNS spectrometer HYSPEC will have the capability of distinguishing magnetic from nuclear scattering through neutron-spin polarization analysis [15], a technique that has long been used to advantage on triple-axis instruments [16].

Ideally, experimentalists should be able to interpret their results by comparing with existing theoretical expressions or to simply measure the magnetic response in a superconductor family as a function of doping and temperature, and then let the theorists interpret the results. In practice, however, things are not so simple. The neutron scattering cross section is relatively weak, so that large crystals \((\gtrsim 1\) cm\(^3\)) or assemblies of crystals are typically required for each composition to be studied. In some cases, it has taken decades for crystal growth technology and know-how to evolve to the point that suitable crystals are available. Another aspect involves interpretation of the measurements. Frequently, there is a disconnect between theoretical interpretations and experimental results arising from various assumptions and idealizations adopted both in analyzing the data and applying the theoretical model. To present results in a useful fashion, it is generally necessary to parametrize the data so that one can in principle be obtained from first-principles calculations. A prediction for the dynamical structure factor, \(S(Q,\omega)\), can in principle be obtained from the theoretical analysis of the model spin Hamiltonian that describes the system. For an ordered antiferromagnet, the excitations are spin waves that can be calculated in perturbation theory, where one assumes that the fluctuations are small compared to the ordered moment. As we will discuss, the fluctuations become more important when one reduces the size of the spin and the dimensionality. In the case of the weakly-coupled planes with spin \(S = \frac{1}{2}\) that occur in cuprates, spin-wave theory is not a well-controlled approximation, though it remains a useful description.

\[ S(Q,\omega) \text{ obeys a number of useful sum rules, which are helpful in analyzing the experimental neutron scattering data [1]. In particular, for a system of identical spins } S, \text{ one has} \]

\[ C \int_{-\infty}^{\infty} d\omega \int_{\text{BZ}} dQ S(Q,\omega) = S(S + 1), \quad (1) \]

where \(C = v_0/(2\pi)^3\) and \(v_0\) is the unit cell volume. It is possible to convert \(S(Q,\omega)\) to the imaginary part of a generalized spin susceptibility with the formula

\[ \chi''(Q,\omega) = \pi \left(1 - e^{-\hbar\omega/kT}\right) S(Q,\omega). \quad (2) \]
By integrating $\chi''(Q, \omega)$ over $Q$, one obtains the local susceptibility $\chi''(\omega)$.

3. Cuprates

3.1. Parent insulators

The parent materials of the cuprate superconductors are correlated insulators. Taking La$_2$CuO$_4$ as an example, it has a charge excitation gap of $\sim 2$ eV \[18\], so that the only low energy excitations involve spin fluctuations. These can be described by an effective spin Hamiltonian, where the nearest-neighbor Cu spins within the planes are coupled by a superexchange energy $J$ that is quite large, while the effective coupling between planes is extremely weak, so that there are strong two-dimensional (2D) AF spin correlations at temperatures far above magnetic ordering temperature $T_N$.

The Cu moments within the CuO$_2$ planes order antiferromagnetically below a Néel temperature $T_N \approx 325$ K in stoichiometric La$_2$CuO$_4$ \[34\]. Neutron diffraction studies have shown that the ordered moment is quite small, $\approx 0.6 \mu_B$ \[34\]. This corresponds to an ordered spin value of $\langle S \rangle \approx 0.27$ (assuming $g \approx 2.2$ for the spectroscopic Landé $g$-factor of Cu \[56\]), which is even smaller than the value of $0.30$ predicted by spin-wave theory upon accounting for zero-point motion \[37\] \[39\]. Similar results have been obtained for other cuprate antiferromagnets \[22\]. Consequently, the contribution of the static spin order, which is measured by elastic Bragg peaks (delta functions in energy), $\langle S \rangle^2$, accounts for only $\sim 10\%$ of the total spin spectral weight, $S(S+1) = 3/4$, in the sum rule for $S = 1/2$. Hence, more than $90\%$ of the spectrum is inelastic.

Figure 1 shows a recent measurement of the spin excitations in antiferromagnetic La$_2$CuO$_4$ by Headings et al. \[40\]. The authors find that both the dispersion and the wave-vector dependence of the intensity are described rather well by spin-wave theory expressions. The absolute intensity, however, appears much lower than predicted by the linear spin-wave theory, requiring a downward renormalization by a factor of $Z_d = 0.4 \pm 0.04$. This is somewhat smaller than the value $Z_d \approx 0.6$ that is predicted from quantum corrections to linear spin waves \[41\].

A fit to the dispersion in La$_2$CuO$_4$ yields $J = 143 \pm 2$ meV, but also requires longer-range exchange couplings—second and third neighbor couplings $J'$ and $J''$, which are relatively weak, and a significant 4-spin cyclic exchange term $J_c \approx 0.4 J$. The overall bandwidth of the magnetic spectrum is $\sim 2J$. At the highest energies, there are some modest deviations in the spectral shape relative to the single-mode spectrum predicted by spin-wave theory. These seem to be consistent with corrections obtained in quantum Monte Carlo calculations \[42\]. Similar findings were recently reported for several other cuprates by Dalla Piazza et al. \[43\], where the spin excitation spectra can be well described by a perturbative (up to a second order) treatment of an effective 1-band Hubbard model with nearest- and next-nearest neighbor hopping, or by a spin-wave treatment of the local spin Heisenberg Hamiltonian with extended-range interactions $J, J', J''$ and $J_c$. Quantitative estimates for $J$ require that one take account of the bridging O atoms when evaluating the Cu to Cu hopping \[44\]. The 4-spin cyclic exchange can be obtained at the same order of approximation in such a multi-orbital model \[45\].

Evaluating the sum rule for La$_2$CuO$_4$ without any model assumptions for $S(Q, \omega)$, the result is
Figure 2: (a) Constant magnitude surface of the magnetic form $F(Q)$ calculated from the Wannier function for a Cu 3$d_{x^2−y^2}$ orbital hybridized with its neighbors in Sr$_2$CuO$_3$. (b) Similar plot for an ionic Cu 3$d_{x^2−y^2}$ state. (c), (d) Comparison of cuts of the magnetic form factors shown in (a) (solid blue line) and (b) (dashed red line) along two symmetry directions. From Walters et al. [48].

∼ 60% of the expected result for $S = \frac{1}{2}$. Although part of the missing weight could be in multimagnon excitations that are out of the measurement range, a significant missing weight may result from not taking proper account of the distribution of spin density. Shamoto et al. [46] have shown that accounting for the 3$d_{x^2−y^2}$ orbital anisotropy of the Cu$^{2+}$ magnetic form factor is absolutely essential to understand the magnetic Bragg diffraction in YBa$_2$Cu$_3$O$_6$; it is also important for the analysis of the spin dynamics [40, 47]. Although using the anisotropic ionic magnetic form factor of Cu$^{2+}$ is much better than using a spherical form factor of the dipole approximation, it still neglects the effect of covalency, i.e. charge transfer to the oxygen neighbors, which turns out to be very significant in the cuprates.

Walters et al. [48] did a careful study of the form factor in the quasi-1D antiferromagnet Sr$_2$CuO$_3$. Local structure of the planar Cu-O square plaquettes in this material is essentially identical to that in La$_2$CuO$_4$. Making use of a precise theoretical result for the excitation spectrum, they demonstrated that a good fit to the data requires a form factor that takes account of hybridization between the half-filled Cu 3$d_{x^2−y^2}$ orbital and the ligand O 2$p_z$ orbitals, as given by a density functional calculation. The hybridization causes the spin density to be extended in real space, resulting in a more rapid fall off in reciprocal space compared to a simple Cu$^{2+}$ form factor, as illustrated in Fig. 2. Smaller values of magnetic form factor at the wave vectors where the measurement is performed lead to the suppression of magnetic intensity, which could be as large as a factor of two or more [48]. Finally, we note that a study of covalent NMR shifts in by Walstedt and Cheong [49] found that barely 2/3 of the spin density in La$_2$CuO$_4$ resides on the copper sites, in excellent agreement with the Sr$_2$CuO$_3$ neutron data of Walters et al. [48].

3.2. Hole-doped superconductors

The antiferromagnetic insulator state is relatively well understood. To get superconductivity, it is necessary to dope holes into the CuO$_2$ planes. What happens to the spin fluctuations?

Figure 3 summarizes the effective magnetic dispersion found in underdoped to optimally-doped cuprates. The energy scale is normalized to $J$ of the undoped parent materials. (Note that $J$ can vary by 30% among different cuprate families [50, 51].) There are two important observations to make regarding this hour-glass-like spectrum: 1) the scale of the high-energy excitations seems to be $J$, characteristic of the correlated insulator state, and 2) the low-energy excitations are incommensurate. Concerning point (1), the energy of the neck of the hour glass, $E_{\text{cross}}$, decreases towards zero as one reduces the doping and approaches the antiferromagnetic state [17]. Also, as we will discuss...
shortly, the spectral weight of the magnetic excitations for $E \lesssim E_{\text{cross}}$ is observed to evolve smoothly from the AF state.

For $E \gtrsim E_{\text{cross}}$, samples near optimal doping and above develop a gap in the spin excitations and a resonance peak when the temperature drops below the superconducting transition, $T_c$. An example of the change in the magnetic response at the AF wave vector for nearly-optimally-doped YBa$_2$Cu$_3$O$_{6+x}$ is shown in Fig. 4. Here the magnetic signal is presented in terms of the imaginary part of the dynamical spin susceptibility, $\chi''(Q, \omega)$. The energy of the resonance, $E_r$, varies with doping and among different cuprate families. From measurements on YBa$_2$Cu$_3$O$_{6+x}$ and Bi$_2$Sr$_2$CaCu$_2$O$_{8+y}$, Sidis et al. [59] found that $E_r$ $\approx$ $5.3kT_c$. Alternatively, Yu et al. [60] compared with the energy scale $\Delta$ of the d-wave superconducting gap determined in photoemission studies and found $E_r/2\Delta \approx 0.64$ for a large variety of materials.

How does one explain the temperature-dependent spin gap and resonance peak? One way is to assume that the same electrons that go superconducting are also responsible for the magnetic response. In this case, the magnetic response is presumably due to scattering the conduction electrons across the Fermi surface. If the Fermi surface is “nested”, meaning that it has parallel portions separated approximately by the AF wave vector, then one can obtain a substantial spin response [61], as occurs in the spin-density-wave state of metallic chromium [62]. The opening of the superconducting gap removes electronic states that can contribute to $\chi''$, thus resulting in the spin gap. The resonance peak is a consequence of BCS coherence factors plus a superconducting gap that changes sign between the nested portions of the Fermi surface [3]. This is consistent with the $d$-wave gap of the cuprates [63].

There have been many theoretical calculations of the resonance, as well as the downwardly dispersing excitations below it [25]. They can describe rather well the resonance in YBa$_2$Cu$_3$O$_{6+x}$, which is commensurate with the AF wave vector, and they can provide some qualitative agreement with the downwardly-dispersing excitations; however, there are also significant discrepancies. For $T < T_c$ and $h\omega \ll 2\Delta$, the magnetic response should be determined by the positions of the nodes of the superconducting gap [64], but experimentally the low-energy incommensurate scattering is rotated 45° from the predicted direction [65], and there is no sign of the predicted signal even at the lowest energies [66]. Furthermore, the resonance in optimally and over-doped La$_{2-x}$Sr$_x$CuO$_4$ occurs at incommensurate wave vectors [50, 67], rather than the commensurate position typically predicted by the calculations [25].

An alternative explanation for the low-energy incommensurate spin excitations attributes them to an electronically heterogeneous state involving alternating charge and spin stripes [23, 68, 69]. Static ordering of charge and spin stripes is observed in La$_{2-x}$Ba$_x$CuO$_4$ [70] and related systems [17] in which a subtle structural transition breaks the rotational symmetry of the planar Cu-O bonds, allowing a unique orientation of the stripes within each layer. At low energies, spin fluctuations rise out of the incommensurate magnetic superlattice peaks, and at higher energies they exhibit the hourglass spectrum of other cuprates, as shown for La$_{2-x}$Ba$_x$CuO$_4$ with $x = 1/8$ in Fig. 5. Although stripe order tends to compete with 3D superconducting phase order, it coexists with 2D superconducting correlations [71, 72] and even layered phase-decoupled superconductivity [73]. It has been proposed that the coexisting spin and superconducting orders are intertwined in a pair-density-wave (PDW) state [74]. In such a state, the Cu moments providing the spin response are distinct from the doped holes that form the PDW superfluid.

It is worth noting that at higher temperatures, where the stripe order is lost, the spin excitations remain incommensurate [73, 76] and are quite similar to those in optimally-doped La$_{2-x}$Sr$_x$CuO$_4$ [77]. The anisotropic bulk susceptibility in paramagnetic La$_{2-x}$Ba$_x$CuO$_4$ is consistent with local moment be-

![Figure 4: Measurements of $\chi''(Q_{\text{AF}}, \omega)$ below and above $T_c$ demonstrating the resonance and spin gap in YBa$_2$Cu$_3$O$_6$ from Bourges et al. [58].](image-url)
behavior [39]. In YBa$_2$Cu$_3$O$_{6+x}$, the modulation of the magnetic response as a function of momentum transfer perpendicular to the CuO$_2$ bilayers indicates that the relevant spins are on Cu sites [78] and not on O, where the doped holes are located [79].

Another place to look for the impact of doped holes is at high excitation energies. A number of groups have used time-of-flight measurements to characterize the spin fluctuations over a broad energy range in YBa$_2$Cu$_3$O$_{6+x}$ [80] [81], La$_{2-x}$Sr$_x$CuO$_4$ [67] [52] [84], La$_{2-x}$Ba$_x$CuO$_4$ [50], [76], and Bi$_2$Sr$_2$CaCu$_2$O$_{8+δ}$ [55]. Analyzing the local susceptibility, $\chi''(\omega)$, Stock et al. [54] noticed that the strength of the magnetic response falls off dramatically and systematically above a doping-dependent energy scale. To quantify this behavior, they evaluated the energy at which $\chi''(\omega)$ falls below half of that for an undoped antiferromagnet; their results are shown in Fig. 5. Remarkably, the identified energy scale corresponds very well with the pseudogap energy determined from electronic spectroscopies [85]. The resulting picture is that spin fluctuations retain the strength of a correlated insulator below the pseudogap energy, where charge excitations are reduced, while magnetic weight is strongly depressed above the pseudogap, where charge excitations are stronger and better defined.

A recent resonant inelastic x-ray scattering (RIXS) study on YBa$_2$Cu$_3$O$_{6+x}$ and closely related compounds [83] appears to conflict with these results. First note that because of limitations on momentum transfer and energy resolution, the RIXS measurements are limited to $Q = (h, 0, 0)$ with $h < 0.45$ reciprocal lattice units and energies greater than 130 meV. The excitations observed in an insulating sample are consistent with expectations for antiferromagnetic spin waves and appear consistent with neutron results. This is reasonable, as the presence of antiferromagnetic order ensures that the dispersion must be the same about both ferromagnetic and antiferromagnetic zone centers. Measurements on superconducting samples up to optimal doping, however, find excitations that soften no more than 10% with doping, with negligible change in integrated intensity. Such results are quite different from the neutron scattering results, especially those shown in Fig. 5; they also conflict with 2-magnon Raman scattering results from Sugai et al. [56]. Of course, in the absence of antiferromagnetic order there is no constraint that the excitations, especially including the effects of damping, be the same in both the ferromagnetic and antiferromagnetic zones. Now, the RIXS cross section includes both charge and spin excitations, and it is not yet firmly established how the charge and spin channels will interact in measurements of metallic samples. Even assuming that a proper identification of magnetic excitations has been made, there is no physical justification for the assumption made in [86] that the dispersion measured by RIXS near $Q = 0$ is the same as that near the antiferromagnetic wave vector, where the neutron measurements have been done. The neutron cross section is very well understood, and the indications of strong damping of large $Q$ magnetic excitations are clear. As the large $Q$ excitations are the ones relevant to theory, the significance of the RIXS measurements is not clear.

Implicit in Fig. 5 is the fact that AF excitations die away with over doping. An explicit demonstration of this is given in Fig. 6 from [83]; related results for La$_{2-x}$Sr$_x$CuO$_4$ with $x = 0.22$ have been reported by Lipscombe et al. [82]. Thus, as one dopes far away from the AF insulator state, the AF spin fluctuations disappear. This occurs despite the fact that the Fermi surface becomes better nested with overdoping in La$_{2-x}$Sr$_x$CuO$_4$ [87].
To summarize, experiments indicate that spin fluctuations in the cuprates evolve continuously from the AF insulator state. Hole doping causes changes at low energy—incommensurate dispersion, spin gap, and resonance—and at high energy, where the spectral weight drops above the pseudogap energy; the AF fluctuations disappear with overdoping, where the superconductivity also goes away. Model calculations in which the doped carriers are assumed to provide the magnetic response provide an appealingly direct connection to the superconductivity; however, they have a challenge to explain the doping dependence of the magnetic weight and the role of the superexchange energy $J$. Alternatively, phase separation of the holes into charge stripes provides a natural way for locally-AF spin correlations among Cu moments to survive; the challenge here is to explain, from first principles, the transport properties and the superconductivity. Empirically, the differences in the electronic properties of cuprates with stripe order and those without is extremely subtle. Models of pairing and superconductivity in striped systems have been proposed, but those models tend to involve ad hoc features.

Before leaving the cuprates, we should touch on the topic of “intra-unit-cell” magnetic order. As reviewed by Bourges and Sidis, a proposal of loop-current order by Varma has motivated polarized neutron diffraction searches for a potential hidden order. Varma’s current loops are between a Cu atom and nearest-neighbor oxygens, so that the scattering should appear at Bragg peak positions; however, the size of the current loops implies a form factor that falls off rapidly with $Q$. In fact, the spatial extent of these current loops is similar to that of the strongly extended Wannier functions of magnetic electrons in cuprates, revealed by the covalent magnetic form factor. Hence, the extent of the form factor of the loop contribution should be similar to that of the spin magnetic moment contribution, but the direction of the loop magnetic moment must be determined by its orbital origin.

Neutron studies have found evidence for a change in polarized neutron scattering for certain low-$Q$ peaks in several cuprate families below temperatures consistent with the onset of the pseudogap. In addition, Li et al. have reported a high-energy, dispersionless, apparently-magnetic mode in HgBa$_2$CuO$_6$, that has been interpreted as an Ising-like excitation of Varma’s state. We note that Lederer and Kivelson have done an analysis of the loop current model and shown that, in combination with the neutron results, it implies finite magnetic fields at various lattice sites that should be detectable by nuclear magnetic resonance (NMR). Definitive NMR tests have not yet been reported. We are uncertain what to think of the measurements of intra-unit-cell magnetic order. The measurements themselves are challenging to perform, as they require identifying a small magnetic signal on top of a substantial nuclear Bragg intensity. The observed polarization of this additional contribution is at odds with the original model of current loops in the $ab$-plane. The situation would be easier to judge if there were other systems where this sort of magnetism has been observed. (A recent experimental claim of orbital currents in antiferromagnetic CuO has been explained away in terms birefringence effects of the monoclinic lattice.) In contrast, stripe order has been observed in a number of transition-metal oxides, and, of course, there are examples of metallic antiferromagnets, such as Cr, where Fermi-surface nesting is important. If orbital currents are real, how do they interact with the spin response that has been clearly identified?

4. Fe-based superconductors

4.1. Nature of the magnetism

The crystal structure of iron pnictide and chalcogenide superconductors features a square-lattice ar-
rangement of magnetic ions, similar to that in cuprates \[2, 28, 102, 105\]. It consists of a continuous stacking of square-lattice layers of iron atoms, each sandwiched between the two half-density layers of bonding pnictogen or chalcogen anions. These anions, which tetrahedrally coordinate the Fe sites, occupy alternate checkerboard positions above and below the Fe layer, so that the resulting unit cell contains two formula units. The sparsely spaced layers are only weakly held together in this quasi-two-dimensional structure, which facilitates the reduced structural symmetry.

Unlike in the cuprates, where bridging oxygen anions connect the nearest-neighbor copper sites thus mediating the dominant nearest-neighbor superexchange interaction, bonding anions in the structure of iron-based superconductors connect the sites on the diagonal of the square plaquette. This suggests that the next-nearest neighbor, diagonal coupling might be the dominant superexchange interaction in the Heisenberg Hamiltonian of the local-spin picture for iron pnictides and chalcogenides \[106, 107\]. The resulting $J_1 - J_2$ Heisenberg model exhibits frustration and has a complex phase diagram, including disordered spin-liquid and different Néel states \[108\]. In addition, the nearest Fe-Fe distance is extraordinarily short, only $\approx 2.8$ Å, suggesting that direct orbital overlaps could also be important, and so might be further-neighbor couplings. Extending the interactions to include coupling of second neighbors along the side of the square leads to a $J_1 - J_2 - J_3$ model on a square lattice \[109\]. Understanding different non-classical frustrated phases and the corresponding spin excitations in this model presents a major challenge. Thus, if we consider iron-based materials in terms of effective local-spin models, the situation is substantially more complex and less well understood than in the cuprates.

The most important distinction between the cuprates and the iron pnictides and chalcogenides, however, stems from the $3d^9$ electronic configuration of the Fe atom, compared to the $3d^9$ configuration of Cu \[110\]. Hence, while a single $d_{x^2-y^2}$ orbital is involved in describing the band structure of the cuprates, there are at least four active d-orbitals, in addition to the anion bonding p-orbitals, contributing to the unoccupied, or partially occupied band structure in the iron systems. In a strongly-correlated, localized-electron picture, four d-orbitals would result in an $S = 2$ spin system, if Hund’s rule is obeyed. Experiment, however, reveals maximum spins of $S = 3/2$ in the most magnetic system, FeTe \[111, 112\], with smaller effective spins in ferropnictides \[2, 28\]. Half-integer spins immediately rule out the purely local-spin discotic picture with localized d-electrons, as only integer-spin states are allowed in this case. This, of course, agrees with the metallic conductivity in iron pnictides and chalcogenides observed in experiment.

It is perhaps worth recalling that the effective local spin is revealed in neutron scattering through the total scattering intensity. As given by Eq. (1), the integrated spectral weight corresponds to $S(S + 1) = [\mu_{\text{eff}}/(g\mu_B)]^2$, where $g$ is the Landé factor. This defines the fluctuating instantaneous effective moment, $\mu_{\text{eff}}$, whereas the ordered static moment measured by Bragg diffraction in the magnetically ordered state, $\langle \mu \rangle = g\mu_B \langle S \rangle$, is always smaller. Here $\langle S \rangle$ is the ground-state value of the spin operator $S$, and $g\mu_B \langle S \rangle < g\mu_B S < \mu_{\text{eff}}$. In low-dimensional and/or frustrated systems, such as cuprates and iron pnictides and chalcogenides, $\langle S \rangle$ could be much smaller than the actual local spin $S$.

In the band theory description, even the number of electrons (holes) precludes iron-based materials from being Mott insulators and renders them semiconductors or semimetals with electron and hole pockets. Understanding the properties of these systems requires a multi-band description from the outset \[113\]. Although many treatments of the itinerant-electron limit consider only two or three $t_{2g}$ derived bands formed by $d_{xz}$, $d_{yz}$, and $d_{xy}$ orbitals hybridized with the p-orbitals of the anion \[114, 115\], some researchers suggest that such treatment is insufficient and that more bands should be included \[116\]. Theoretical results including all five d-orbital derived bands have been used to describe the neutron scattering data \[117, 119\]. The weakness of the itinerant-electron description is that it only accounts for the on-site interactions by either applying perturbation theory \[120\], which fails when the interactions are substantial, or within the mean-field random phase approximation \[117\], which is not well controlled. Perhaps the most adequate way of treating the magnetic response of iron pnictides and chalcogenides theoretically, is by employing the dynamical mean field theory (DMFT), or a combination of DMFT with the density functional theory (DFT) \[121, 125\]. DMFT is designed to account for the on-site correlation, which in pnictides and chalcogenides is controlled to a large extent by the spin-dependent Hund’s rule coupling \[121\].

To date, there have been numerous studies of
the magnetic excitations in the antiferromagnetic members of various Fe-based superconductor families [2, 28, 119, 125–129]. In many papers, there is a focus on determining whether the excitations are better described in terms of the spin-wave spectrum derived from a spin-only Hamiltonian or of a weakly-coupling itinerant-calculation involving Fermi-surface nesting. We argue that this is an ill-posed issue. Calculations of a typical antiferromagnetically-ordered state within the local-spin density approximation indicate that there is spin polarization of states at high binding energies (\(\sim 1\) eV) [130]. This method does not work in the paramagnetic state; however, attempts to calculate the phonon energies only find agreement with experiment when lattice constants are used that are consistent with those obtained in calculations with magnetic order [131]. (Spin-polarized ions are bigger than unpolarized ions.) The electronic interactions, dominated by Hund’s rule coupling, tend to be intermediate in strength [114–132], so neither weak-coupling nor localized-moment approaches are accurate.

Nevertheless, it is generally reasonable to use a spin-wave model based on a suitable spin-only Hamiltonian to parametrize measurements. Figure 7 shows the spin excitation spectra measured by Harriger et al. [126] in the AF phase of BaFe2As2. As shown earlier for CaFe2As2 [133], obtaining a spin-wave fit to the dispersion near the zone boundary along the [0,1] direction requires very different exchange parameters between nearest-neighbors along the spin direction and perpendicular to it. Similar dispersions have been measured in the isostructural compound SrFe2As2 by Ewings et al. [119], as shown in Fig. 8. In this figure, results are also shown for the paramagnetic state, which are quite similar to the ordered state. Two different approaches to modeling the data are presented. Clearly, if one uses a spin-wave model that is based on the symmetry of the magnetic state, with isotropic nearest-neighbor exchange in the paramagnetic phase, then the zone-boundary excitations cannot be properly described in the latter phase. In contrast, a calculation for itinerant electrons within the random-phase approximation [117] gets the zone-boundary excitations correctly, but has some discrepancy with the temperature dependence at lower energies.

Several groups have shown that the anisotropic nearest-neighbor exchange can occur due to breaking of the degeneracy between \(d_{xz}\) and \(d_{yz}\) orbitals [134–136]. This orbital ordering [137] is associated with the lowering of the lattice symmetry from tetragonal on cooling [2, 28], and it has been verified by an angle-resolved photoemission study of Ba(Fe1–\(x\)Co\(x\))2As2 [138]. The structural transition and its relation to both the antiferromagnetic order and the superconductivity are of great interest and have been the subjects of intense study [105, 112, 159, 152]. Two general trends of the phase diagrams were established: (i) unless there is a first order magneto-structural transition, the lattice distortion usually occurs at a higher temperature (\(T_s\)) than the magnetic ordering (\(T_N\)), \(T_s \gtrsim T_N\), and (ii) both \(T_s\) and \(T_N\) are reduced upon chemical substitution, so that both orders tend to disappear as the superconducting state develops. The orbital ordering presumably occurs at \(T_s\). Experimental studies provide evidence for electronic anisotropy, often called nematic order, even in the tetragonal phase at temperatures not too far above \(T_s\) [153, 154]. If the nematic order corresponds to correlated orbital occupancy, then the anisotropic
magnetic exchange might still be applicable. Alternatively, Wysocki et al. [155] have shown that similar effects can be modeled in an effective spin model by going beyond Heisenberg couplings (of the form $J S_i \cdot S_j$) to include a biquadratic term (of the form $-K (S_i \cdot S_j)^2$).

A very useful way of experimentally investigating the interplay of magnetic and structural transitions in a large single crystal sample used for neutron-spectroscopic study on the direct-geometry time-of-flight instrument is provided by deploying a quasi-Laue technique [112]. In this mode, a quasi-white neutron beam with a broad band of incident neutron energies centered around some incident energy $E_i$ is selected by the pre-monochromating $T_0$ chopper. The crystal is aligned with respect to the incident beam direction so that Bragg reflections of interest appear on the detector. The detector signal is dominated by the elastic processes (diffraction), where the scattering angle is determined by the incident neutron energy (or wavelength, $\lambda_i$) and the $d$-spacing of the set of crystal planes involved in reflection, in accordance with Bragg’s law, $\lambda_i = 2d\sin\theta$. Such a measurement is particularly well suited for studying the relative temperature evolution of structural and magnetic scattering, which are both present in the diffraction pattern at each $T$. Figure 9 shows an example of such measurements performed with $E_i \approx 300$ meV [112].

The bipartite antiferromagnetic ordering observed in iron pnictide families is usually described as the spin-density wave (SDW) associated with the Fermi surface nesting of itinerant electrons [156–160], which corresponds to the $(h,k) = (1/2,1/2)$ position in the $ab$-plane [2, 28, 102–105]. Such an interpretation is based on the fact that the nesting wavevector matches that of the AF order, and on the small values of the observed ordered moment, which range from $\approx 0.9\mu_B$ for NdFeAsO and BaFe$_2$As$_2$ [103, 104], to $\approx 0.4\mu_B$ for LaOFeAs [102], and to only about $\approx 0.1\mu_B$ in Na$_{1-\delta}$FeAs [105]. Interestingly, the DFT band structure calculations typically overestimate the SDW order, predicting ordered moment consistent with nearly full spin polarization of an entire electronic band [156].

On the other hand, the parent chalcogenide, Fe$_{1+y}$Te system, shows a “bi-collinear” magnetic ordering with the propagation vector $(h,k) = (1/2,0)$ in $P4/nmm$ reciprocal lattice units, which does not satisfy the nesting condition. The ground-state ordered moment, $\langle \mu \rangle \lesssim 2\mu_B$ [138,152], al-
though larger than in parent ferropnictides, is significantly smaller than the fully saturated value of $g\mu_B S$ ($S = 3/2$) corresponding to the fluctuating paramagnetic moment $\mu_{\text{eff}} \approx 4\mu_B$ obtained from the Curie-Weiss behavior above 100 K [111, 112]. In the local-spin picture, the low values of the AF ordered moment could arise from frustration and low-dimensionality of magnetic exchange interactions expected in these systems.

The magnetic form factor provides another important clue as to the nature of magnetism in these materials. It was recently studied by magnetic neutron diffraction in the antiferromagnetic SrFe$_2$As$_2$ [161, 162] and by the polarized neutron diffraction for both the AF BaFe$_2$As$_2$ [163] and the superconducting Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ [164, 165] compositions. The general features revealed by these studies are that (i) the magnetization density is only weakly anisotropic in wave vector, indicating that multiple $d$-orbitals of the iron atom contribute to the observed magnetic moments, and (ii) the $Q$-dependence of the form factor agrees with that for Fe atomic orbitals, indicating little hybridization of magnetic $d$-electrons with anions.

The full value of the fluctuating magnetic moment per Fe can be obtained by properly normalizing the spectral intensity of magnetic excitations measured in neutron experiment, and applying the sum rule for $S(Q, E)$. Zaliznyak et al. [129] carried out such a program for Fe$_{1.1}$Te and found that the low-energy part of magnetic fluctuations spectrum, for $E \lesssim 30$ meV, at 300 K already accounts for the local moment $\mu_{\text{eff}} \approx 3.6\mu_B$. This is nearly consistent with $\mu_{\text{eff}} \approx 3.87\mu_B$ corresponding to $S = 3/2$ with $g \approx 2$, which is implicated in the Curie-Weiss behavior of the uniform magnetic susceptibility. The total neutron intensity, however, decreases roughly by a factor 2 upon cooling below $\approx 80$ K, corresponding to a change in the local spin value from $S = 3/2$ to $S = 1$. This could be viewed as an indication of the Kondo-like screening of the local spins by itinerant conduction electrons. The spectrum of $\chi''(Q, E)$ in Fe$_{1.1}$Te near its maximum at $Q = (h, k) \approx (0.5, 0)$ at several temperatures is shown in Figure 10.

### 4.2. Magnetic correlations in the superconducting phase

Magnetic order in the parent compound gradually diminishes with chemical doping, and superconductivity starts to emerge. In some systems the two phases are well separated in the phase diagram [146, 166], while in others they may coexist [167, 169], either on an atomic scale or through mesoscopic phase segregation. Eventually the AF phase is entirely suppressed and the system becomes a good superconductor at low temperature.
below $T_c$.

For most of their energy band width, the spin fluctuations appear not to be strongly affected by superconductivity. An example is shown in Fig. 11, where constant energy slices of magnetic scattering intensity from Fe$_{1+y}$Te$_{1-x}$Se$_x$ samples ($x = 0.27$, non-superconducting; and $x = 0.49$, superconducting) are plotted. The high energy excitations from the superconducting sample are qualitatively the same to those observed in the non-superconducting sample. A phenomenological model based on the Sato-Maki function \cite{171}, a form previously applied to studies of critical magnetic scattering in Cr \cite{172} and La$_{2-x}$Sr$_x$CuO$_4$ \cite{77}, has been used to fit the data here, with parameters taken to be energy dependent.

A similar situation has been observed for high energy magnetic excitations in the 122 system. Measurements on both the parent compound BaFe$_2$As$_2$ \cite{126} (or CaFe$_2$As$_2$ \cite{127,133}) and superconducting Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ \cite{173,174} reveal similar magnetic dispersions. The similarity between superconducting and parent compounds is especially clear in the comparison of $Q$-integrated spectral weight between BaFe$_2$As$_2$ and BaFe$_{1.9}$Ni$_{0.1}$As$_2$ as obtained by Liu et al. \cite{125} and displayed in Fig. 12. As one can see, the spectral weight for spin excitations above 100 meV is virtually identical. The changes associated with doping and superconductivity are restricted to rel-
transverse to this wave vector. It has been proposed that this unusual behavior might be due to the presence of orbital correlations \[187\]; note that it has also been proposed \[188\] that orbital fluctuations, rather than spin fluctuations, might mediate superconductivity. In contrast, Castellan et al. \[176\] have observed a longitudinal splitting of the spin resonance in Ba\(_{1-x}\)K\(_x\)Fe\(_2\)As\(_2\) at high doping. Theoretical RPA-type calculations taking account of imperfect Fermi surface nesting can reproduce this effect \[176\].

Both the intensity and energy of the resonance mode are found to be affected by temperature \[178\] and external magnetic field \[188\]–\[190\], demonstrating an intimate correlation between the superconducting electron pairing and magnetic excitations in the Fe-based superconductors. Nevertheless, the microscopic origin of the resonance mode is still not fully understood. Is it a singlet to triplet excitation arising from quasi-particle scattering, or simply a modification of existing magnetic excitations by the establishment of superconductivity? If the former is the case, a Zeeman splitting of the triplet mode is expected with the application of an external magnetic field. In the Fe-based superconductors, because of the reduced \(T_c\) compared to the cuprates, the resonance energy \(E_r\) is also considerably lower, making it easier to pursue this problem. A number of inelastic neutron scattering studies have been performed, aiming at understanding the change of the resonance mode under a magnetic field \[181\]–\[183\], but so far there is no conclusive evidence on a possible Zeeman splitting and the question of the origin of the resonance remains open.

As mentioned previously, orbital order involving broken degeneracy of the \(d_{xz}\) and \(d_{yz}\) states has been predicted \[134\]–\[136\] and experimentally confirmed \[138\] in the lowered-symmetry structural phase of iron pnictides and chalcogenides. Sufficient chemical substitution leads to a restoration of tetragonal lattice symmetry, and hence orbital order should be suppressed; nevertheless, freezing of local orbital correlations may still occur \[138\]–\[139\]. Although such effects are difficult to detect directly, they should have an impact on the magnetic response. Indeed a dramatic change in the dispersion of low energy magnetic excitations has been observed in the superconducting 11 compound \[192\]–\[194\], at a temperature of around 3\(T_c\) (see Fig. 13). At about the same temperature scale, an abnormal in-plane expansion \[152\]–\[192\] is observed, which would be consistent with freezing of
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**Figure 12:** Energy dependence of the imaginary part of the dynamical local magnetic susceptibility \(\chi''(\omega)\) for BaFe\(_2\)As\(_2\), and for BaFe\(_{1.9}\)Ni\(_{0.1}\)As\(_2\) below (filled red circles) and above (open red circles) \(T_c\). Reprinted by permission from Macmillan Publishers Ltd: Liu et al. \[125\] © 2012.
local orbital correlations. In addition, thermoelectric power \cite{195}, and optical conductivity \cite{196, 197} measurements both indicate a change of electronic states near the Fermi level in this temperature range. Although the exact role of orbital correlations in the magnetic and superconducting correlations are not fully understood, this is a direction that deserves further attention.

Finally, we remind the reader that this is far from an exhaustive review of the field. In particular, we note that there are some newer systems, such as (Li,Na)FeAs and $A_yFe_{2-x}Se_x$ ($A = K, Rb, Cs, Ti$), that we have neglected for the sake of brevity. For pointers to some of the neutron work on these very interesting materials, the reader may wish to consult the reviews \cite{32} and \cite{31}.
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