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1. Introduction

Recent machine learning networks have advanced to the point where they have become comparable with or even surpassed humans in a wide range of fields, such as image recognition,[1,2] natural language processing,[3,4] and board games.[5,6] Despite the demand for increases in the information-processing capability of computers associated with the development of machine learning, the rate of development of conventional computers is yet to catch up with this demand.[7] Given this background, research on neuromorphic computing devices, which are hardware that directly implements neural networks, is being actively conducted.[8]

The magnetic tunnel junction (MTJ), which is a type of spintronics device, is a promising candidate for neuromorphic computing because of its minute size, high-speed dynamics, and high-energy efficiency.[8–11] It has been proposed that spintronics devices can emulate major building blocks in the neural network, such as artificial synapses[12–14] and artificial neurons,[15] using properties that are non-volatility, plasticity, oscillatory behavior, and stochastic behavior.[11] The application of a spin-torque oscillator (STO), which is a limit-cycle oscillator consisting of an MTJ, to physical reservoir computing[16–19] is an emerging research topic in which the non-linear dynamics of an STO are directly exploited as a computational resource.[20–31] The development of a scheme to boost the

The rapid development in the field of artificial intelligence has increased the demand for neuromorphic computing hardware and its information-processing capability. A spintronics device is a promising candidate for neuromorphic computing hardware and can be used in extreme environments due to its high resistance to radiation. Improving the information-processing capability of neuromorphic computing is an important challenge for implementation. Herein, a novel neuromorphic computing framework using spintronics devices is proposed. This framework is called coupled spintronics reservoir (CSR) computing and exploits the high-dimensional dynamics of coupled spin-torque oscillators as a computational resource. The relationships among various bifurcations of the CSR and its information-processing capabilities through numerical experiments are analyzed and it is found that certain configurations of the CSR boost the information-processing capability of the spintronics reservoir toward or even beyond the standard level of machine learning networks. The effectiveness of our approach is demonstrated through conventional machine learning benchmarks and edge computing in real physical experiments using pneumatic artificial muscle-based wearables, which assist human operations in various environments. This study significantly advances the availability of neuromorphic computing for practical uses.
information-processing capability of spintronics devices towards the standard level of machine learning networks is an urgent and important issue to be addressed.\textsuperscript{[21]}

The MTJ has also been attracting attention as a device with significant tolerance against radiation.\textsuperscript{[32,33]} Radioactive environments, such as disaster sites, nuclear accident areas, and space, have been ongoing challenges for the areas of information sciences and engineering for many years. For example, information-processing devices have been used in a range of incidents, from the disaster at the Three Mile Island unit 2 reactor in 1979\textsuperscript{[34,35]} to the 2011 disaster at the Fukushima Daiichi Nuclear Power Plant,\textsuperscript{[36]} for various levels of use. Conventional electronic devices that implement artificial neural networks break down easily, and they do not perform normally with radiation exposure.\textsuperscript{[37,38]} A single-event effect is a radiation effect that can be characterized by a temporary change in the electronic state caused by a particle striking a sensitive node in the electronic device.\textsuperscript{[37,38]} The influence of the single-event effect is becoming increasingly serious, owing to the minimization and high integration of electronics in recent devices. Spintronics devices are robust to radiation in principle, because they use spin instead of an electric charge, unlike dynamic random access memory and flash. The tolerance of MTJs to single-event effects of different radiation types, such as heavy ion,\textsuperscript{[39–41]} neutron,\textsuperscript{[42]} proton,\textsuperscript{[43]} and gamma ray,\textsuperscript{[42,43]} has been studied.

This article proposes a novel information-processing framework based on a spintronics device that exhibits high performance and is robust in a radioactive environment (Figure 1). The proposed framework is called a coupled spintronics reservoir (CSR), in which multiple STOs are randomly connected through magnetic fields to enhance computational power for solving real-world tasks. Through numerous numerical experiments, we show that CSRs exhibit diverse repertoires of dynamics, which can be generated only by tuning the input and coupling configurations while fixing the internal configurations of STOs, such as device size and material constants. In addition, the performance of edge computing in physical experiments is drastically improved in suitable input-coupling configurations. Consequently, CSRs outperform an echo-state network (ESN),\textsuperscript{[17]} which is a typical artificial recurrent neural network, with the same number of nodes in benchmarks and edge computing. Our results suggest that a CSR can be a powerful option for information processing in radioactive environments.

We demonstrate the effectiveness of our framework for real-world tasks through edge computing in sensors of a pneumatic artificial muscle (PAM), which is a soft actuator composed of a rubber tube and braid codes. We chose edge computing in PAM wearables as a touchstone of the CSR for the following three reasons. First, reservoir computing has been proven effective in edge-computing tasks due to its low computational cost and its ability to solve multitasking problems without learning interference. Second, although the behavior of a PAM is difficult to control because of its high dimensionality, nonlinearity, and hysteresis,\textsuperscript{[44,45]} the reservoir computing approach can solve PAM sensor emulation tasks with high accuracy.\textsuperscript{[45–47]} Finally, because of the danger of radiation for humans, assistance devices for human workers are important in radioactive environments as well as spintronics devices. Today, at disaster sites, various tasks are still handled by humans, such as rescue activities in rubble, in places where large and heavy machinery cannot enter, and other tasks in a wide range of situations. Furthermore, if a worker’s job requires them to visit radioactive environments, such as exploration of the moon or Mars, assistance devices for human workers will become essential. Therefore, in this study, to demonstrate the range of validity of our approach, we use PAM sensor emulation tasks and a gait classification task for a PAM-based wearable device that assists human walking. This approach contributes to retaining the softness of the wearables, which can potentially allow for the detachment of rigid sensory devices and the implementation of robust information processing in radioactive environments. Performances of standard benchmark tasks for RNNs are presented in the Supporting Information.\textsuperscript{[48]}

### 2. Results

#### 2.1. Spin-Torque Oscillators

Let us first introduce the concept of CSRs comprising STOs. The MTJ is a spintronics device that consists of ferromagnetic metal/nonmagnetic spacer/ferromagnetic metal thin films (Figure 2a(i)). Two ferromagnets are classified as free and reference layers, where the magnetization in the former can change its direction under the application of an electric current and/or magnetic field to the trilayer, while that of the latter is fixed. By injecting an electric current into the MTJ, the transfer of spin angular momentum\textsuperscript{[49]} from conducting electrons to the free layer excites limit cycle oscillation of the magnetization. An MTJ used as a nanometer-scale auto-oscillator is called an STO. This oscillation can be detected by the tunnel magnetoresistance.
where the output power is proportional to the vector inner products between the magnetizations in the free and reference layers. It has been recently revealed that STOs also exhibit complex dynamics, such as synchronization and chaos, by setting up feedback loops or inputting external signals. The proposed CSR is a new type of physical reservoir comprising multiple STOs, where we inject an input signal as a magnetic field pulse and detect the output current resulting from the TMR effect (Figure 2a(i),b(i)).

Magnetic fields are also used to realize couplings among multiple STOs, making the system high dimensional. As mentioned above, the output power from an STO is proportional to the projection of the magnetization in the free layer to that in the reference layer; therefore, it stores information pertaining to the magnetization direction. Such an output electrical power can be transformed to a magnetic field through Ampère’s law. Therefore, by applying the magnetic field generated from the output power of an STO to the other STOs, as illustrated in

Figure 2. a) Schematics and dynamics of the single spintronics reservoir. b) Schematics and dynamics of the CSR. (i) Schematics of the spintronics reservoir. (ii) Typical time series of the $x$ component of STO magnetization with an input interval of $100$ ps. The input magnitude is set to $10.02$ Oe in (b). (iii) The top-left figures are bifurcation diagrams. The top-right figures are color maps of the conditional Lyapunov exponent. The black dotted lines are the condition sets of the horizontal lines in the bifurcation diagram. The bottom-left figures are the color maps of dimension $D_{rank}$. The bottom-right figures are the color maps of MC.
Figure 2b(i), the magnetization dynamics in CSR are coupled. Previously, two approaches were developed that use multiple spintronics devices as a resource for physical reservoir computing: a parallel use without coupling\cite{1,24} and a neighborhood interaction with dipolar fields\cite{25,57,58}. The proposed magnetic field coupling is less topologically restricted than neighborhood interaction coupling.\cite{25} As the former is performed through electrical wires. In addition, the advantage of magnetic field coupling is its high level of controllability, because it is transformed from a current. Therefore, we can easily tune coupling configurations after fixing the configurations of each STO.

Making the reservoir system high dimensional through couplings has the following three advantages. First, the CSR with appropriate configurations has higher information-processing capability than a spintronics reservoir that uses the same number of STOs in parallel due to its complex dynamics. Second, we can select the appropriate information-processing capability from repertoires of diverse dynamics depending on the target task. Finally, a multipurpose setting CSR can be implemented naturally.

The number of input ports in physical reservoir computing is usually limited because they are implemented as a physical device; however, the number of input ports in a CSR can be increased by connecting multiple STOs.

The dynamics of kth \((k = 1, \cdots, N)\) magnetizations \(m_k = (m_{k,x}, m_{k,y}, m_{k,z})^T \in \mathbb{R}^3\) in a CSR can be described by the Landau–Lifshitz–Gilbert (LLG) equation.

\[
\frac{dm_k}{dt} = -\gamma m_k \times \left[ H_k + H_k^{op} + H_k^{cp} \right]
\]

\[
-\gamma H_k m_k \times (p \times m_k) + \alpha m_k \times \frac{dm_k}{dt}
\]

\[
H_k^{op} = \frac{\hbar n I}{2e(1 + \lambda m_k \cdot p)MV}
\]

The magnetic field \(H_k = [H_{appl} + (H_K - 4\pi M)m_{k,z}]e_z\) comprises an applied field \(H_{appl}\), interfacial magnetic anisotropy field \(H_K\), and demagnetization field \(-4\pi M\). Here, we use a Cartesian coordinate in which the z-axis is perpendicular to the film plane, while the x-axis is parallel to the magnetization \(p\) in the reference layer. The output power from the STO is proportional to \(m_k \cdot p\) because of the TMR effect mentioned earlier. The vectors \(m_k\) and \(p\) are normalized to be unit vectors. The saturation magnetization and volume of the free layer are denoted as \(M\) and \(V\), respectively. The spin-transfer torque strength \(H_{k,\lambda}\) is characterized by the spin polarization \(\eta\), the current \(I\), and spin-transfer torque asymmetry \(\lambda\). The magnetization \(p\) in the reference layer is fixed to a positive x. The coupling magnetic field \(H_k^{cp}\) and input magnetization field \(H_k^{cp}\) are given by the following equations.

\[
H_k^{cp} = A_{cp} \sum_{l=1}^N u_{k,x}(t) m_{l,x}e_x
\]

\[
H_k^{cp} = A_{in} \sum_{l=1}^N u_{k,x}(t) m_{l,x}e_x
\]

where \(A_{cp}\) and \(A_{in}\) are the coupling magnitude and input magnitude, respectively, and \(e_x\) is the x directional unit vector.

The internal coupling weight \(W_{cp} = (w_{k,x}^{cp}) \in \mathbb{R}^{N \times N}\) is a matrix in which all diagonal components are 0 with no self-coupling and nondiagonal components are random variables from a uniform distribution with interval \([-1, 1]\). The spectral radius of \(W_{cp}\) is set to 1. The input weight matrix \(W_{in} = (w_{k,x}^{in}) \in \mathbb{R}^{N \times N}\) is composed of a uniform distribution with interval \([-1, 1]\), where \(N_{in}\) is the number of inputs. The input signal is expressed as \(u(t) = (u_1(t) \cdots u_{N_{in}}(t))^T\). We do not introduce a delay term in these couplings. We numerically simulate Equation (1) using the fourth-order Runge–Kutta method. The STO parameters are set to reflect a real-world setting and are derived from a previous experiment\cite{59} together with a theoretical analysis\cite{60} (see Experimental Section for details). Furthermore, we tune the applied magnetic field \(H_{appl}\) into an experimentally reasonable range to enhance the information-processing capability of the reservoir. In the current study, we only tune the input and coupling parameters that can be easily tuned, unlike an STO’s internal parameters.

The input signal \(u(t)\) is a discrete-point series \(u_n(n = 0, 1, \cdots)\) that is changed in the constant input interval \(\tau\), as follows: \(u(t) = u_n(n = \max(n \in \mathbb{N} | n < t/\tau))\). These piecewise constant input forms are widely used not only in spintronics reservoirs\cite{20,24,29} but also in other type of physical reservoir computing\cite{61–65}. The reservoir states of \(N\) STOs are obtained at every \(\tau/L\) time, where \(L \in \mathbb{N}\) is the number of time multiplexing. The above time multiplexing is used to increase the information-processing capability by extending the virtual nodes from \(N\) to \(L \times N\).\cite{20,22,64} Therefore, the reservoir states corresponding to the input signal \(u_n\) are described by \(\phi_{n,i} = m_{k,x}(\pi + rL)\), where \(i \in I = [1, \cdots, L]\) is the time multiplexing number and \(k \in [1, \cdots, N]\) is the STO number. The output vector \(y_n = (y_{n,1}, \cdots, y_{n,N_{out}})^T \in \mathbb{R}^{N_{out}}\) that is linearly generated from the virtual nodes vector \(x_n = (1,x_{1,1}, \cdots, x_{N_{out},N_{out}})^T \in \mathbb{R}^{NL+1}\), including a bias, is given as \(y_n = W_{out} \cdot x_n\), where the output weight \(W_{out} \in \mathbb{R}^{N_{out} \times (NL+1)}\) is trained by linear regression (LR) and \(N_{out}\) is the number of outputs.

2.2. Bifurcation and Memory Capacity of Spintronics Reservoirs

Here, we analyze the STO dynamics and its corresponding information-processing capability as a reservoir. STOs can show synchronization and chaos by injecting the input and incorporating coupling. In general, high-dimensional dynamical systems display complex phenomena, such as hyperchaos\cite{66} chaotic itinerancy,\cite{67} and chimera\cite{68}. An STO shows chimera,\cite{69} suggesting that the CSR has the potential to exhibit these high-dimensional phenomena by introducing coupling.

The dynamics and information-processing capability of the system are closely related. For example, the echo-state property\cite{17,70}, which guarantees the reproducibility of information processing, depends on the sign of the input-conditional Lyapunov exponent in the context of the generalized synchronization of dynamical systems.\cite{17,70} Here, the Lyapunov exponent is a criterion of the initial-state sensitivity of the system, and a positive Lyapunov exponent usually indicates chaos for closed dynamical systems. The input-conditional Lyapunov exponent ensures that the searching space of the initial-state sensitivity
is restricted only in the reservoir space without the input space. In addition, the memory capacity (MC) of an ESN increases at the edge of chaos, which is the border of order and chaos in the parameter space. The MC evaluates the linear memory capability of the system and is bound by the rank of the covariance matrix of the reservoir states, which is simply called dimension \( D_{\text{rank}} \). Therefore, in the current study, we analyzed the input-conditional Lyapunov exponent, dimension, and MC of a single spintronics reservoir and CSR. Definitions of MC and dimension are given in the Experimental Section. The input signal \( u_n \) of these analyses is 50,000 uniformly random variables with interval \([-1, 1]\). The number of time multiplexing is \( L = 10 \) in all reservoirs.

Before analyzing the CSR, we must analyze the dynamics and information-processing capability of a single-spintronics reservoir where the number of STOs is \( N = 1 \). Figure 1a(ii) presents a time series of \( \mathbf{m}_n \) for three input magnitude conditions, where \( A_{\text{in}} \) is changed to 10.02, 101.01, and 10,280 Oe from top to bottom. When the input magnitude is 10.02 Oe, the dynamics are almost periodic, and when the input magnitude is increased to 101.0 Oe, the periodic structure collapses. When the input magnitude is further increased to 10,280 Oe, the dynamics stay in the narrow region and slightly respond to the input signal.

Figure 1a(iii) (upper left plot) shows a bifurcation diagram of the single-spintronics reservoir this is determined by the input magnitude, where the minima of \( \mathbf{m}_n \), after a sufficiently long transient time are plotted. In a certain input magnitude range, where the minima are spread like points, we confirm two-step bifurcations that move from order to chaos and from chaos to order. To analyze these bifurcations quantitatively, we calculate the input-conditional Lyapunov exponents. These exponents, in accordance with the input magnitude and input interval, are plotted in Figure 2a(iii) (upper right diagram). We can confirm the existence of two bifurcations, from order to chaos and from chaos to order, at all input intervals. These two-step bifurcations also appear in the STOs where random inputs are injected as a current.

\( D_{\text{rank}} \) and the MC of a single spintronics reservoir are depicted in Figure 1a(iii) (lower-left diagram). \( D_{\text{rank}} \) is bound by \( D_{\text{total}} = L = 10 \) in this time multiplexing, where \( D_{\text{total}} \) is the number of reservoir states; however, when the input magnitude and input interval are small, such as \( A_{\text{in}} = 10^2 \) Oe and \( \tau = 100 \) ps, \( D_{\text{rank}} \) is less than \( D_{\text{total}} \), and it is apparent that multiplexed virtual nodes are not fully used. \( D_{\text{rank}} \) can be used as a criterion for determining the number of time multiplexing. It has been established that the MC peaks around the edge of chaos. The same phenomena are found around the edge of chaos of our result when the input interval is larger than 200 ps (Figure 2a(iii), lower right diagram). However, when the input interval is less than 200 ps and \( D_{\text{rank}} \) is less than \( D_{\text{total}} \), a peak does not always appear around the edge of chaos.

We conducted the same analysis performed on the single-spintronics reservoir for the CSR with \( N = 10 \) in Figure 2b. We also confirmed how the performance scales to the number of STOs (See Supporting Information). We fix the input interval \( \tau = 100 \) ps in the following analysis. Figure 2b(ii) presents a time series of \( \mathbf{m}_n \) for three coupling magnitude conditions, where \( A_{\text{cp}} \) is changed to 0.995, 101.01, and 10,280 Oe from top to bottom. The CSR conducts the two-step bifurcation through not only the input magnitude but also the coupling magnitude. We confirmed the order–chaos and chaos–order bifurcations through input magnitude and coupling magnitude in a time series, bifurcation diagrams, and the color map of the input-conditional Lyapunov exponent.

The color map of the dimension indicates that the dimension fulfills \( D_{\text{rank}} = D_{\text{total}} = 10 \times 10 \) at certain input magnitudes and coupling magnitudes. In addition, the dimension drastically reduces at the chaos–order bifurcation point based on an increase in the coupling magnitude. The MC drastically increases rather than decreases in this region. Here, the highest MC is 21.25, even through the dimension is \( \approx D_{\text{rank}} = 40 \ll D_{\text{total}} \); although the total capacity of the reservoir is small, a large proportion of the capacity occupies a linear capacity. This highest MC is larger than 10 times the highest value of the single spintronics reservoir \( (8.0 = 0.8 \times 10) \), which means the theoretical highest MC of the parallel spintronics reservoir with the same number of STOs.

### 2.3. PAM and Wearable Devices

Here, we examine a McKibben-type PAM, as shown in Figure 3a, as a soft actuator for wearable devices. Wearable devices should be lightweight to safely provide the wearer with soft movement or reduce the burden on the wearer. McKibben-type PAMs are formed of flexible polymeric materials, and because of the flexibility and lightness of the materials themselves, they have the following characteristics: 1) High force-to-weight ratio compared with conventional cylinders and electric motors. 2) High durability against impact and vibration because of their flexible constituent materials. 3) Novel types of flexible actuators leading to the possibility of new applications.

Therefore, McKibben-type PAMs are promising components for use in wearable devices and for realizing soft motion. In addition, there is no need for electronics at the actuation site and no risk of malfunction under the radiation tolerance described earlier. Simultaneously, the effect of radiation on the mechanical properties of rubbers, which are materials used in PAMs, is relatively smaller than that of other soft materials.

Figure 3b–d shows the relationships between contraction force and the contraction rate of the PAM, our wearable device, and the measuring system of the PAM, respectively. When the inside of the tube is pressurized, the PAM shrinks axially while expanding radially. The dynamics of the rubber itself, specifically the nonlinearity of the friction between the rubber and fiber, exhibit hysteresis in the shrinkage characteristics. In our wearable device, PAMs are used as actuators and simultaneously as sensors for controlling walking assistance. The configurations of the PAMs in our wearable device are presented in Experimental Section 4.4. The wearer walks with support equipment: a holding supporter and shoes in which artiﬁcial rubber muscles are attached; the equipment is light, and the burden is small. As indicated in Figure 3c, the PAM is placed in the calf and thigh areas. The electric resistance of the PAM is measured with a resistance meter, and the applied pressure is measured with a pressure gauge (Figure 3d).
2.4. Tasks and Setting

The following three PAM tasks are solved using the CSR. 1) A single PAM length sensor emulation task. Predicting PAM length values from random actuating pressure values. 2) A pressure sensor emulation task in the wearable device. Predicting PAM pressure values from resistance values during walking. 3) Gait and velocity classification tasks. Classifying the gait (walk or run) and velocity (1, 3, 5, 7, or 9 mph) individually or simultaneously from the resistance values.

In the following analysis, the number of nodes of ESNs is fixed as $D_{\text{total}} = 100$, and the CSR has $N = 10$ and $L = 10$. Here, $A_{\text{in}}$ and $A_{\text{cp}}$ of the ESNs and CSRs are optimized by the grid search for each task. We compare their performances with the ESN with the same number of nodes as the CSRs. Detailed formulations of the ESNs are given in Experimental Section.

The single PAM length sensor emulation task is a preliminary task for edge computing of the wearable device. In task 1, we predict the length sensor value of the single PAM from the pressure value under random pressurized conditions. This task demands memory and nonlinear information-processing capability and can be effectively solved by ESNs. The PAM used in the PAM length emulation task is not attached to the wearable device, but the sampling and actuating interval is $\tau = 0.1$ s, which is the same as the sampling interval of the wearable device considered in the following tasks. The load values added to the PAM include three conditions: 100, 200, and 300 N. In task 2 and 3 of the wearable devices, the load value is variable depending on human walking. In the tasks, we use 50,000 data points, which include 1,000 washout data points, 40,000 training data points, and 9,000 evaluation data points. We use the following normalized mean squared error (NMSE) as a measure to evaluate the task performance.

$$\text{NMSE} = \frac{1}{K} \sum_{i=1}^{K} \frac{(\hat{y}_i - y_i)^2}{\sigma^2(\hat{y}_i)} \quad (5)$$

where $K$ is the number of evaluation data points, $y_i$ is the prediction signal, $\hat{y}_i$ is the target signal, and $\sigma^2(\hat{y}_i)$ is the variance of $\hat{y}_i$.

In task 2, we emulate the pressure sensor attached to the PAM on the calf from the electric resistances of the thigh and calf so that we can remove the sensory device, which is often rigid, from the platform and keep the platform flexible and soft. In addition, Kanno et al. developed a wearable device by adapting McKibben-type PAMs; here, the timing of the assistance is estimated from the pressure change of the PAM worn on the inflatable shank, and the walking motion is assisted by applying pressure to the PAM at suitable time intervals. Therefore, task 2 not only involves emulating the pressure sensor and potentially detaching it from the wearable device but also testing whether the current scheme can be exploited to detect the timing of the assistance.

In task 3, we predict the wearer’s gait state based on the electric resistance value of the PAM. We can also use assistance schemes, depending on the gait type, using this information. This information will help in realizing robust assistance controls. Through these tasks, we investigate the potential to simplify the equipment itself by excluding the pressure sensor and peripheral equipment while providing more robust assistance control.

We conducted walking experiments, as presented in Table 1. We measured resistances and pressures using just a single leg. Using both thigh and calf PAMs, the resistance and pressure values were measured from each PAM, which yielded 1,600 temporal data points for each gait type. The data were collected at a 10 Hz sampling rate. The input–output relationship of the tasks is summarized in Figure 3e. The two input signals, which were used for both tasks 2 and 3, were the thigh- and calf-normalized...
currents. The preprocessing of the PAM time series is presented in Experimental Section 4.5. In task 2, we conducted the analysis from a to g, which are points without assistance control provided by the wearable device, as shown in Table 1. In task 3, we conducted the analysis from not only a to g but also h and i, which are points with walking assistance provided by the wearable device, as shown in Table 1.

2.5. Task 1: Single PAM Length Sensor Emulation

The results of task 1 are presented in Figure 3 and Table 2. A color map of a single PAM length sensor emulation performance, in terms of an NMSE with a load of 200 N, is shown in Figure 4a. The performances are drastically improved in the second bifurcation when increasing the coupling magnitude,

Table 1. Experiment data on the wearable device.

| Name | Velocity [mile hour⁻¹] | Gait type | Assist |
|------|------------------------|-----------|--------|
| a    | 1                      | walk      | no     |
| b, h | 3                      | walk      | no and yes |
| c    | 5                      | walk      | no     |
| d    | 5                      | run       | no     |
| e    | 7                      | walk      | no     |
| f, i | 7                      | run       | no and yes |
| g    | 9                      | run       | no     |

which is similar to the behavior of the MC shown in Figure 2b(iii), but there are minor differences here. The ordered dynamics with a high coupling magnitude can process input signals well and not only linearly but also nonlinearly, while almost the entire capacity is spent linearly, as shown in the dimensions of Figure 2b(iii). Table 2 shows that the best CSRs outperform the ESNs in all load conditions. Figure 4b illustrates the prediction signals of the best performance in Table 2. We can visually confirm that a CSR exhibits better prediction power than ESN. These results indicate that a CSR effectively processes not only linear information but also nonlinear information, such as the PAM nonlinear dynamics.

2.6. Task 2: Wearable Pressure Sensor Emulation

We can solve the wearable device pressure sensor emulation task using the CSR. The schematics of the task are presented in Figure 5a. The calf pressure value is predicted from the normalized current values of the thigh and calf PAMs in this task. Because the calf pressure value can be used for detecting a walking state, such as a preswing phase, it is used for determining the assistance timing. Furthermore, we conducted multitasking that predicted not only the current pressure value but also s second future pressure values, where s is the prediction time, from current normalized currents. Predicting future values is practically important because the air pressure of the PAM has a large control delay and the prediction of these values can improve the control performance. Two input signals were transformed into the corresponding output time series through the reservoir. Although each STO has the same configuration, a difference between the input and coupling conditions creates diversity in the reservoir dynamics. By applying LR to these output signals from the reservoir dynamics, the outline of the pressure from current to 20 s later can be well predicted.

Table 2. NMSEs of single PAM length sensor emulation.

| Task⁶ | Reservoir type | ESN Dtotal = 10⁰ (A₀, A₁) | CSR Dtotal = 10⁰ (A₀, A₁) |
|-------|----------------|--------------------------|--------------------------|
| PAM 100 N | 0.079 (0.5, 1) | 0.069 (9192, 3740) | |
| PAM 200 N | 0.081 (0.4, 1) | 0.051 (9192, 5910) | |
| PAM 300 N | 0.137 (0.5, 1) | 0.116 (9192, 5910) | |

⁶The numbers in bold represent the best performance in each line.

Figure 4. Results of the single PAM length sensor emulation task under a load of 200 N. a) The color map of the NMSE. b) Target and prediction time series of the best configuration of coupling and input magnitude.
Figure 5. Wearable pressure sensor emulation tasks for a 3 mph walk. a) Schematics of the task. The top-left time series are input signals. The solid and dotted lines are the normalized currents of the calf and thigh PAMs, respectively. The bottom-left time series are the reservoir outputs. The time multiplexing virtual nodes are not plotted. The coupling magnitude and input magnitude are dotted lines are the normalized currents of the calf and thigh PAMs, respectively. The bottom-left time series are the reservoir outputs. The time multi-

Table 3. NMSEs of the current pressure emulation of a wearable device.

| Gait type | Linear regression | Reservoir type |
|-----------|-------------------|----------------|
|           | ELM $D_{total} = 100$ | ESN $D_{total} = 100$ | CSR $D_{total} = 100$ |
| 1 mile walk | 0.244 (0.4, 1) | 0.224 (0.4, 1) | 0.225 (60.95, 149.8) |
| 3 mile walk | 0.206 (0.2, 1) | 0.159 (0.2, 1) | 0.146 (1475, 37.98) |
| 5 mile walk | 0.390 (0.6, 1) | 0.233 (0.6, 1) | 0.225 (1475, 1.546) |
| 5 mile run | 0.683 (0.1, 1) | 0.414 (0.1, 1) | 0.374 (236.7, 236.7) |
| 7 mile walk | 0.633 (1.1, 1) | 0.328 (1.1, 1) | 0.327 (0.979, 590.9) |
| 7 mile run | 0.687 (0.6, 0.1) | 0.538 (0.6, 0.1) | 0.500 (1475, 393.3) |
| 9 mile run | 0.684 (1.2, 10) | 0.424 (1.2, 10) | 0.417 (5818, 236.7) |

The numbers in bold represent the best performance in each line.

Therefore, the CSRs solve the tasks more efficiently than the ESNs. Furthermore, we conducted this task with a limited sensory input using either the calf or thigh currents in the 3-mile walk experiment. The best NMSEs are 0.160 and 0.164 with only calf current input and just thigh current input, respectively. The differences in task performance between the case of multiple inputs and that of a single input are relatively small. Therefore, we can eliminate the calf sensor because the pressure of the calf PAM can be emulated by only the current of the thigh PAM through body coupling.

Figure 5b depicts a color map of the input-conditional Lyapunov exponent. The ordered dynamics region with a relatively lower-coupling magnitude performs similarly a region, showing a higher-coupling magnitude, unlike the MC result shown in Figure 2b(iii). Moreover, in the lower-coupling-
magnitude region, the performance does not decrease, despite the chaoticity of the reservoir dynamics. Further analyses into the relationships between the dynamics and information processing capability of the reservoir are required to understand this phenomenon.

Next, we analyze the noise tolerance of this task. Here, observational noise (Gaussian white noise) was added to the reservoir output signals. The input time series, which are wearable sensor values, include experimental noises. Input noises can potentially affect reservoir performance in a more complex way than observational noise. This is because of the input-induced bifurcations demonstrated in Section 2.2. Although wearable experiments focus on analyzing the dependence of the performance on observational noise, the effect of input noise is also important to remember in practical applications. Figure 5d illustrates the change in NMSE through noise variance, including the NMSE average and standard deviation of 10 different noises for each noise variance. The performance monotonically decreases for noise variance, and we confirmed that the CSR exhibits robustness against observational noise. The variance in the observational noise in the experimental device is usually \(10^{-4}\). The noise tolerance of the lower-coupling-magnitude region is much better than that of the higher-coupling-magnitude region, while these regions show a similar level of task performance without noise. The dynamics of a higher-coupling magnitude are more sensitive to noise because they remain within the narrow region, as confirmed in Figure 2b(ii). Finally, we can confirm the dependency of the prediction time \(s\) on task performance. Figure 5e presents a color map of NMSE through the prediction time and input magnitude. In a certain input magnitude region, the performance has almost no deterioration until \(s < 10s\), and deterioration can be further suppressed by tuning the input magnitude.

Table 4. Accuracy of wearable device gait classification.

| Classification | Reservoir type | ESN | ELM | LR | Gait | Velocity | Gait and velocity |
|----------------|---------------|-----|-----|----|------|----------|------------------|
|                |               | LR  | ELM | LR | 0.687 | 0.806 | (1.2, 1) | 0.935 | (0.620, 37.98) |
|                |               | ELM | LR  | ELM | 0.271 | 0.381 | (1.2, 1) | 0.499 | (590.9, 590.9) |
|                |               | LR  | ELM | ELM | 0.161 | 0.350 | (1.2, 1) | 0.518 | (60.01, 37.98) |

*The numbers in bold represent the best performance in each line.

2.7. Task 3: Wearable Gait and Velocity Classification

We solved the wearable device gait and velocity classification tasks using the CSR. Seven types of normalized currents in the thigh and calf PAMs, as shown in Figure 6a, were prepared as the input signals. The target signal has a gait that is a walk or run; a velocity that is 1, 3, 5, 7, or 9 mph; and a combination of the gait and velocity corresponding to an input time series. The schematics of the task are presented in Figure 6b. Logistic regression is used as a multivalued classifier. Figure 6c presents two gait types in the principal component (PC) space. The 5 mph walk and 7 mph walk overlap each other in the input signal PC space; therefore, classifying them from the input time series is difficult. The reservoir-state signals that have 100 dimensions are plotted in the PC space of the reservoir output signals. The 5 mph walk and 7 mph walk are clearly separated; thus, classifying them is easier.

Table 4 presents the accuracy rate for obtaining the correct answers in the evaluation data. The performances are good, here in the order of ESN, ELM, and LR, which is the same as in task 1;

Figure 6. Wearable gait classification tasks. a) The time series on the left are input signals. The solid and dotted lines are the normalized currents of the calf and thigh PAMs, respectively. The diagrams show the cases of a 1 mile walk, 3 mile walk, 5 mile walk, 5 mile run, 7 mile walk, 7 mile run, and 9 mile run from top to bottom. b) Schematics showing the I/O relations of the task. c) Typical examples of plots for the first- and second-principal component spaces. The left is the input signals, and the right is the reservoir-state signals. The red and blue points represent a 5-mile walk and 7-mile walk, respectively. d) A color map of the accuracy of the simultaneous classification of gait and velocity. e) Noise variance versus NMSE. \((A_{cp, in}) = (60.01 \text{Oe}, 37.98 \text{Oe})\). The value is the mean of 20 trials, and the error bar shows the standard deviation.
hence, memory and nonlinearity are also necessary for this task. In addition, the CSRs outperform the ESNs with the same number of nodes, suggesting that the CSRs solve the tasks more efficiently than the ESNs. The accuracy of the gait classification is over 90%, while that of the velocity classification is ≈50%, suggesting that the task is more difficult. Figure 6d shows the color map of accuracy for the input and coupling configuration of simultaneous classifications. In this task, the performance does not improve in the high-coupling-magnitude region. Figure 6e depicts the observational noise tolerance of this task. The noise is added in the same way as task 1. There is almost no deterioration until the noise variance reaches $10^{-4}$, which is the same as the experimental noise variance.

In addition, we conducted the gait classification task with walking assistance provided by the wearable device. The types of gait that we considered were a 3 mph walk and 7 mph run. As a result, the CSR solves this classification task with an accuracy of 99.8% for the best input and coupling parameters. Based on this result, a time series with walking assistance can be handled much like that without walking assistance. The details of the experimental setup and results are provided in Supporting Information.\[48\]

3. Conclusion

This study proposes a high-performance neuromorphic computing scheme: a CSR. Our high-dimensional spintronics reservoir shows diverse bifurcation structures depending on the input and coupling configurations; accordingly, the information-processing capability of the spintronics reservoir drastically changes. It is difficult for a physical computing device to tune internal parameters after fixing the configurations, unlike with an artificial neural network. Therefore, a diverse repository obtained only from input and coupling configurations offers a great advantage as a physical computing device. We solved multiple benchmark tasks and tasks of the wearable device using the CSR. The CSR outperforms conventional neural networks in suitable task configurations, and the noise tolerance of the CSR can be improved by tuning the input and coupling configurations.

Although numerically solving the LLG equation is a promising way to comprehensively analyze magnetization dynamics, it has several limitations, such as high calculation costs and a lack of quantitative prediction.\[85\] One limitation of the LLG equation-based model partially relates to the fact that experimental situations cannot be fully reproduced: the sample shape might not be perfectly circle, the concentration of atoms might not be perfectly homogeneous, and the values of several parameters, such as spin polarization and spin diffusion length, might not be known. In recent years, a prediction method using neural networks has been developed.\[89] It can reduce computational costs for the simulation of magnetization dynamics, but its limitation is that it can ignore physical constraints. Analysis methods for magnetization dynamics are still evolving. We should understand the characteristics of each approach, and it is important to choose or combine appropriate approaches for each purpose.

There are some physical limitations of the CSR configuration in the experimental implementation stage. The magnetic field, which is used for inputs and coupling in the CSR, is generated by the electric current. The region of the large magnetic field, which was analyzed in this study, is difficult to realize using current device technology and the energy of edge computing. In addition, current-generated magnetic fields also limit the scalability of devices. STOs are physically connected to each other by electronic wire, so the scalability of the CSR is physically restricted. If we plan to use more STOs, we may consider a sparse coupling configuration or using small CSR arrays in parallel, which can weaken the restriction of scalability. In practical situations, we should choose the CSR configuration considering not only the information processing ability but also the various constraints of devices, such as the energy cost and number of couplings. However, we would like to note that we investigated difficult regions for implementation, such as a large magnetic field and fully connected nodes, to reveal the potential of the CSR. Here, the potential means the kinds of dynamics the CSR can exhibit and the kinds of applications for which it can be used in the future, such as neuromorphic supercomputers, which are not limited to edge computing.

The time scale of a real-world task for a wearable device is much larger than the time scale of the STO. The signal frequency of our wearable device is 10 Hz, while that of the STO is approximately 1 GHz. In such a situation where sensors and computers have a large difference of time scales, a method that uses a sufficient number of task signals that are stored in the external memory can be used, and these signals can be injected into the spintronics reservoir at a time to be solved. If it is used in a radio-active environment, its external memory must be constructed by a radiation-tolerant device. For example, the existing type of radiation-tolerant memory, a spintronics device as memory,\[86\] or a spintronics reservoir implemented as a shift register are candidates for the external memory.

Physical reservoir computing as neuromorphic computing is implemented not only by spintronics but also other devices, such as memristors,\[87,88\] atomic switches,\[89–91\] photonic devices,\[92,93\] and quantum devices.\[64,71,94\] These devices have advantages and disadvantages, such as their dynamic speed, size, energy efficiency, and scalability. In terms of these factors, spintronics devices have the advantage of being almost commercial-level technology and the disadvantage that their scalability has not been demonstrated yet.\[8\]

In the present study, we focused on the unique material property of spintronics devices that they are robust in radioactive environments. Other robust hardware, such as an atomic switch, can also be physical reservoir-computing device candidates in radioactive environments. In addition, note that this study proposes an option for a radiation resilient system for not an entire computer but a part of a computer. We can replace a conventional machine learning network with the radiation-resilient physical reservoir; however, peripheral systems, such as a measurements system and linear readout, are still not robust in radioactive environments.

Based on the results, our system is capable of implementing more practical tasks than tasks treated in this study. Although we have focused on the information-processing tasks of wearable devices, our scheme can be applied to other types of information processing, such as the communication required in a radioactive environment. Furthermore, several pretraining techniques have
been recently proposed to harness chaotic reservoirs to increase computational capability by adjusting the internal weights.\cite{95, 96, 97}

These techniques can be introduced to the CSR in the future.

### 4. Experimental Section

**Parameters in STOs:** The values of parameters in the LLG equation were derived from an experimental study\cite{98} and theoretical study,\cite{99} as the saturation magnetization $M = 1448.3 \text{ emu cm}^{-1}$, interfacial magnetic anisotropy field $H_k = 18.616 \text{ kOe}$, applied field $H_{applied} = 200 \text{ Oe}$, volume of the free layer $V = \pi \times 60^2 \times 2 \text{ nm}^3$, spin polarization $\eta = 0.537$, gyromagnetic ratio $\gamma = 1.764 \times 10^3 \text{ rad/Oe}$, spin-transfer torque asymmetry $\gamma = 1.764 \times 10^3 \text{ rad/Oe}^{-1}$, Gilbert damping constant $\alpha = 0.005$, and constant current $I = 2.5 \text{ mA}$.

**ESN, ELM, and LR Systems for Comparisons:** We introduced the architectures of artificial neural networks to compare them with the CSR used in this paper. First was the ESN. The $i$th computational node at time $t$ was represented as $x_i$, the $j$th input node was represented as $u_j$, and the $h$th output node at time $t$ was represented as $y_h$. The computational nodes and outputs of the ESN are given by

$$
\begin{align*}
    x_i^t &= f \left( A_e \sum_{j=1}^{N_e} w_{ej} x_{i-1}^j + A_i \sum_{j=1}^{N_i} w_{ij} u_j^t \right) \\
    y_h^t &= \sum_{i=1}^{N_e} w_{hi}^t x_i^t
\end{align*}
$$

where the activation function was given by $f$, which was the hyperbolic tangent in this study; each node of the input weight $W_{in} = (w_{ij}^t)$ comprised a uniform distribution with $[-1, 1]$, and each node of the internal weight $W = (w_{ij})$ comprised a uniform distribution with $[-1, 1]$ and was normalized because the spectral radius equaled 1. The coupling magnitude $A_{cp}$ coincided with the spectral radius of $A_{cp} W$. The bias term $x_i^0$ was set as $x_i^0 = 1$. The output weight $W_{out} = (w_{hi}^t)$ was tuned by training. In the current article, the ELM was set by eliminating the internal coupling from the ESN, so $A_{cp} = 0$ in Equation (6). The original definition of the ELM is slightly different because of the existence of the bias term. However, we selected our formulation because of its similarity to the memoryless nonlinear feed-forward neural network and its ease of comparison with the ESN. Finally, LR is given by

$$
\begin{align*}
    y_h^t &= \sum_{i=1}^{N_e} w_{hi}^t x_i^t + w_{hi}^t
\end{align*}
$$

**Definitions of Memory Capacity and Dimension:** The memory function $m(d)$ is defined as the normalized squared correlation between the current reservoir state and past $d$ input signal value.

$$
\begin{align*}
    m(d) &= \frac{(u_{n-d}x_n) (x_n x_n^T)^{-1} (u_{n-d} x_n)}{(u_{n-d} u_{n-d}^T)} \\
    &= \frac{(u_{n-d}x_n) (x_n x_n^T)^{-1} (u_{n-d} x_n)}{(u_{n-d} u_{n-d}^T)} \\
    &= \frac{(u_{n-d}x_n) (x_n x_n^T)^{-1} (u_{n-d} x_n)}{(u_{n-d} u_{n-d}^T)}
\end{align*}
$$

where $u_n$ is the input signal value at time $n$, $x_n$ is the reservoir’s output vector at time $n$, and $\langle u_{n-d} u_{n-d}^T \rangle$ is the average of $u_{n-d} u_{n-d}^T$ through $n$. (The results of the memory function of CSRs are given in the Supporting Information\cite{96}) In addition, $0 \leq m(d) \leq 1$ always holds. When $m(d) = 0$, the system never reconstructs past the input value $u_{n-d}$ from the current reservoir-state vector $x_n$, but when $m(d) = 1$, the system can completely reconstruct past the input value $u_{n-d}$. MC$|D|$ is defined as a sum of $m(d)$ through $d = 0, \cdots, D$; therefore, we have

$$
MC|D| = \sum_{d=0}^{D} m(d)
$$

In addition, we defined $D_{total}$ as the number of reservoir states and dimension $D_{rank}$ as the number of linearly independent outputs, such that

$$
D_{rank} = \text{rank}(\mathbf{X}^T \mathbf{X})
$$

where $X = (x_0 \cdots x_T)^T$ is the reservoir-state matrix. Here, the following important equation holds.

$$
\lim_{D \to \infty} MC|D| \leq D_{rank} \leq D_{total}
$$

In particular, if the reservoir has the echo-state property, $D_{rank} = \lim_{D \to \infty} MC|D|$ coincides with the nonlinear MC. In this study, the maximum delay $D$ was 499 in all analyses.

**Configurations of the PAM:** By pressurizing the inside of the tube with fluids, the PAM shrunk axially while expanding radially. The diameter of the PAM was 11 mm and length is 250 mm. Because an ordinary diene-based rubber has low conductivity, it is difficult to measure the electrical resistance using a general electrical resistance-measuring device. Therefore, it is necessary to increase the conductivity of the PAM. In the present study, we mixed fine-particle-size carbon in the diene-based rubber and improved the conductivity from $\approx 10^{-1}$ to $\approx 10^{1}$ m$^{-1}$.\cite{96}

**Preprocessing of PAM Time Series:** Here we described the preprocessing for PAM time series for our tasks. To wash out the STO’s transient dynamics, we extended the data by duplicating the combination of $1$–$1000$ of the beginning data of the PAM time series. The total 2,600 data points were treated as 1,100 washout data points, 1,200 training data points, and 300 evaluation data points, respectively.

The normalized currents, which were input signals for our tasks, ensured that the reciprocals of resistances were normalized in the intervals $[0, 1]$. We used the normalized current value instead of using the resistance to bring the distribution of input signals closer to uniform distribution because the distributions of the resistance value had an exponential tail.

**Human Subjects:** This study involved human subjects. Approval of all ethical and experimental procedures and protocols was granted by The University of Tokyo under application no. UT-IST-RE-2012-125-1a. These experiments were reviewed and approved by the ethical review board of the University of Tokyo. Written informed consent was obtained from the trainees, including their consent to participate and for the findings to be published.
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