Roughness spectroscopy of particle monolayer: Implications for spectral analysis of the monolayer image
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Abstract

Surface roughness of particle monolayer is one of its fundamental characteristics, conventionally described in terms of power spectral density. We derive a general equation for this function and demonstrate its similarity to those applied in the theory of scattering. We validate our analytical results by comparison with numerical results for a system with parameters corresponding to typical experimental conditions. We also demonstrate a practical application of our approach for spectral analysis of the monolayer image. Our theoretical model provides a general framework for a cheap and easy parametrization of particle monolayers.
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1. Introduction

Geometrical effects play a key role in the interface science influencing, among others, the surface roughness. This characteristic is one of the main features of interfacial boundaries; determining friction, contact mechanics, surface wearing, adhesion, sealing [1], surface wettability [2], microfluidics [3], reflection of electromagnetic waves [4], structural coloration [5], electrochemistry [6, page 166], and many others. Therefore, controlling the surface roughness is a major problem in a number of applications. One of the simplest ways to form reproducible surfaces of well-defined roughness is deposition of particles on a smooth substrate. We can do it with a variety of methods such as self-assembly at the gas-liquid interface [7], external fields [8], or control drying [9]. Such particle monolayers have been used as lithography masks [7], to enhance the solar cell performance [10], produce photonic crystal waveguides [9] or catalysts [11].

Once we have produced the monolayer, we may need to quantify its surface roughness. For that, we can employ advanced techniques such as grazing incidence small angle X-ray or neutron scattering [12, 13]. They require, however, access to a neutron source or synchrotron facility. With the rapid development of digital technologies and common access to different types of scanning microscopy, imaging particle analysis has emerged as the principle, potentially non-invasive method that can be very useful for monolayer characterization. The currently applied methods of image analysis mostly rely, however, on the direct identification of individual particles. That can be a major challenge in case of close-packed monolayers or monolayers with clusters of tightly packed particles [14]. In addition, the cost of numerical calculations increases rapidly with the number of particles per frame. Therefore, in what follows we have proposed an alternative, indirect approach to the problem, based on fitting monolayer parameters to the power spectral density (PSD) of a function describing the monolayer surface. The approach is particularly attractive considering that most of software packages for digital image analysis today are equipped with the necessary procedures.

Similar statistical methods have already been applied for digital analysis of macroscopic grain size in the investigation of granular materials [15]. With respect to thin films and nanorough surfaces, however, PSD of microscopic images has been almost exclusively used for more or less self-affine structures. A good review of this subject is given by, e.g., Mwema and collaborators [16]. Therefore, below we have
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just shortly discussed the most important reports. In 1999, Strizhak et al. [17] presented multifractal analysis of thin polycrystalline gold films imaged with atomic force microscopy (AFM). PSD analysis of the images revealed the slope of log-log plot equal about minus two. For lipid bilayers used for detection of antimicrobial peptide insertion, the slope was found to be about minus three [18]. Similar values were reported by Rossetti et al. [19] for regenerated cellulose films and by Sharma et al. [20] for self-assembled monolayers of 3-amino propyl tri-methoxy silane. For ultra-thin PMMA films, Pandit values were reported by Rossetti et al. [19] for regenerated cellulose films and by Sharma et al. [20] for nanostructured thin films of copper(II) phthalocyanine deposited on polished silicon surface to get the slope about minus five. For gadolinia thin films, on the other hand, Sahoo and collaborators [22] reported the value of about minus two and a half. In 2007, Akgun and collaborators [24] investigated the PSD of AFM images of annealed polymer brushes. They got the slope value to be about minus two.

To the best of our knowledge, two papers only present experimental results for non-fractal, monodisperse particles on a smooth surface. In 1993, Fraundorf and Armbruster [25] imaged a layer of Poisson distributed hemispheres of radius 55 nm on a smooth surface to calculate the azimuthally-averaged log-log roughness spectrum of the layer. Their results suggest that the corresponding PSD behaves like a squared cosine function with the upper envelope represented by a line of slope minus three. It seems that these authors coined the term “roughness spectroscopy”. In the second paper, Batys et al. [26] calculated the PSD of dense, monodisperse spherical microparticle layer imaged with an optical microscope. The function exhibits a number of decreasing maxima in the range of low to mid wavenumbers and is linear in the range of high frequencies, with the slope equal minus three.

Thus, the application of PSD analysis for the determination of nanoroughness has basically been limited to random, fractal-like structures usually formed by irregular surface features, where the function can be described by the inverse power law or k-correlation models [27]. The limitation may be caused by a lack of theoretical description of PSD for monolayers of monodisperse objects. Indeed, although the theoretical models of PSD for Gaussian random surfaces [28, 29] are widely used since the 1970s, the analytical approach for monodisperse particle random monolayers has been developed just recently [30, 31].

In our previous papers [30, 31], we developed a theoretical model for the PSD of random particle monolayers where the correlation decay distance is less than the system size. In view of obvious practical importance of densely packed assemblies, here we have presented a general formalism valid for any surface coverage, including partially ordered monolayers. By means of formal analysis, we have first demonstrated that equations governing the PSD of the monolayer height profile are similar to those applied in the theory of scattering. Specifically, the PSD is a linear function of squared form factor and static structure factor. We have calculated the latter for finite rectangle and disk areas. Next, to validate our analytical results, we have carried out numerical computations of discrete PSD for a system with parameters corresponding to typical experimental conditions. Specifically, we have investigated a monolayer of particles of diameter 450 nm, formed on a disk of diameter 20 µm, and of surface coverage 0.85. We have also demonstrated a practical application of our approach for spectral analysis of the monolayer image. By testing the consistency of the analytical and numerical results, we have demonstrated the applicability and usefulness of the approach for quantitative analysis of particle monolayers.

\section{Analytical considerations}

Let us consider a planar area \(A\) in the Cartesian coordinate system, enclosed by a curve \(C_s\) in the plane \(z = 0\). The area is covered by a dense, partially ordered monolayer of \(N\) unit hard spheres and is otherwise smooth. We can uniquely describe the system geometry by specifying the boundary \(C_s\) and set of vectors \(\mathbf{r}_j = (x_j, y_j), j = 1, ..., N\), where \(x_j\) and \(y_j\) are the coordinates of the \(j\)-th sphere center projection on the plane \(z = 0\). In this paper, we have assumed that the curve \(C_s\) is only imaginary, i.e., it has no effect on the monolayer structure. In practice, we can meet the requirement by a conceptual separation of our system from a much larger monolayer or, approximately, by imposing periodic boundary conditions.

The 2D height profile of particle monolayer describes the function

\[ z(\mathbf{r}, \mathbf{r}_1, ..., \mathbf{r}_N) = \sum_{j=1}^{N} z_j(\mathbf{r}, \mathbf{r}_j), \tag{1} \]
where \( \mathbf{r} = (x, y) \) is the position vector in the plane \( z = 0 \) and

\[
 z_i (\mathbf{r}, \mathbf{r}_j) = H (1 - |\mathbf{r} - \mathbf{r}_j|) \left[ 1 + (1 - |\mathbf{r} - \mathbf{r}_j|^2)^{1/2} \right].
\] (2)

Here, \( H(x) \) denotes the Heaviside step function.

It is easy to show \([31]\) that the Fourier transform (FT) of the height function

\[
 \tilde{z}(\mathbf{q}, \mathbf{r}_1, \ldots, \mathbf{r}_N) = \frac{1}{2\pi} \int_{\mathbb{R}^2} z(\mathbf{r}, \mathbf{r}_1, \ldots, \mathbf{r}_N) \exp(-i\mathbf{q} \cdot \mathbf{r}) d\mathbf{r} = \tilde{z}_0(q) \sum_{j=1}^N \exp(-i\mathbf{q} \cdot \mathbf{r}_j),
\] (3)

where \( i \) is the imaginary unit and \( \mathbf{q} \) is the wave vector of the modulus \( q = 2\pi/\lambda \). Here, \( \lambda \) means the dimensionless wavelength. In Eq. \((3)\), \( \mathbb{R}^2 \) represents the set of all points in the plane \( z = 0 \) and \( \tilde{z}_0(q) \) is the FT of unit sphere at the point \((0, 0, 1)\):

\[
 \tilde{z}_0(q) = \frac{J_1(q)}{q} - \frac{\cos(q)}{q^2} + \frac{\sin(q)}{q^3},
\] (4)

where \( J_k(q) \) denotes the \( k \)th order Bessel function of the first kind.

Consequently, the PSD of sample monolayer equals \([31]\)

\[
 C(q, \mathbf{r}_1, \ldots, \mathbf{r}_N, A) = \frac{|\tilde{z}(q, \mathbf{r}_1, \ldots, \mathbf{r}_N)|^2}{A} = \frac{N}{A} \tilde{z}_0(q)^2 S(q, \mathbf{r}_1, \ldots, \mathbf{r}_N),
\] (5)

where

\[
 S(q, \mathbf{r}_1, \ldots, \mathbf{r}_N) = 1 + \frac{1}{N} \sum_{l=1}^N \sum_{m=1}^N \cos(q \cdot (\mathbf{r}_l - \mathbf{r}_m)).
\] (6)

Considering that the summation in Eq. \((6)\) is carried out over all ordered particle pairs and \( \sin(x) \) is an odd function, we can write the last result as

\[
 S(q, \mathbf{r}_1, \ldots, \mathbf{r}_N) = 1 + \frac{1}{N} \sum_{l=1}^N \sum_{m=1, m \neq l}^N \exp(-i\mathbf{q} \cdot (\mathbf{r}_l - \mathbf{r}_m)).
\] (7)

By analogy with the terminology used in the theory of scattering, we have called \( S(q, \mathbf{r}_1, \ldots, \mathbf{r}_N) \) and \( \tilde{z}_0(q) \) the static structure factor and form factor, respectively. Then, the product

\[
 C(q, \mathbf{r}_1, \ldots, \mathbf{r}_N, A) = I_2(q, \mathbf{r}_1, \ldots, \mathbf{r}_N) = N \tilde{z}_0(q)^2 S(q, \mathbf{r}_1, \ldots, \mathbf{r}_N)
\] (8)

is an analog of the scattering intensity, which we have called the roughness intensity.

The ensemble average of Eq. \((7)\) is

\[
 S(q, N, A) = 1 + \frac{1}{N} \int_{A} n(\mathbf{r}) \int_{A} n(\mathbf{r}', \mathbf{r}) \exp(-i\mathbf{q} \cdot (\mathbf{r}' - \mathbf{r})) d\mathbf{r}' d\mathbf{r},
\] (9)

where \( n(\mathbf{r}) \) and \( n(\mathbf{r}', \mathbf{r}) \) are the ensemble-averaged, areal particle number densities at the position corresponding to \( \mathbf{r} \) and at the position corresponding to \( \mathbf{r}' \) given a particle at the position corresponding to \( \mathbf{r} \), respectively. In what follows, we have assumed that our system is statistically homogeneous. Thus, \( n(\mathbf{r}) = N/A \equiv \bar{n} \) and

\[
 n(\mathbf{r}', \mathbf{r}) = n(\mathbf{r}' - \mathbf{r}) = \bar{n} g(\mathbf{r}' - \mathbf{r}, \bar{n}),
\] (10)

where \( g(\mathbf{r}' - \mathbf{r}, \bar{n}) \) is the pair-correlation function in the limit \( A \to \infty \). In general, we can determine the function numerically only. Substituting this to Eq. \((9)\) we get

\[
 S(q, \bar{n}, A) = 1 + \frac{\bar{n}}{A} \int_{A} \int_{A} g(\mathbf{r}' - \mathbf{r}, \bar{n}) \exp(-i\mathbf{q} \cdot (\mathbf{r}' - \mathbf{r})) d\mathbf{r}' d\mathbf{r}.
\] (11)

Please note that the integrand in Eq. \((11)\) depends on the difference \( \mathbf{r}' - \mathbf{r} \) only. Therefore, inserting into the integrand the integral of the Dirac delta function \( \delta[\mathbf{r} - (\mathbf{r}' - \mathbf{r})] \) over \( \mathbf{r} \in \mathbb{R}^2 \) and changing the integration order we get

\[
 S(q, \bar{n}, A) = 1 + \frac{\bar{n}}{A} \int_{\mathbb{R}^2} g(\mathbf{p}, \bar{n}) A_r(\mathbf{p}, A) \exp(-i\mathbf{q} \cdot \mathbf{p}) d\mathbf{p}.
\] (12)
Figure 1. Surface area $A_r$ containing all points at $r$ such that the corresponding points at $r' = r + \rho$ also lie in $A$. (a) The area $A$ is a disk, Eq. (14). (b) The area $A$ is a rectangle, Eq. (15). The vector $\rho$ is shown in two of its many extreme positions where $r' \in C_s$. 32

The area

$$A_r(\rho, A) = \int_A \int_A \delta[\rho - (r' - r)] dr' dr$$

(13)

is a part of $A$, containing all points at $r$ such that the corresponding points at $r' = r + \rho$ also belong to $A$. Simple geometrical considerations show that $A_r$ is an overlap of two areas $A$ displaced from each other by the vector $\rho$. If $A$ is a disk of diameter $d = 2(A/\pi)^{1/2}$, the area is independent of the direction of $\rho$ and equals:

$$A_r(\rho, A) \equiv A_r(\rho, d) = H \left( 1 - \frac{\rho^2}{d^2} \right) \frac{d^2}{2} \left\{ \arccos \left( \frac{\rho}{d} \right) - \frac{\rho}{d} \left[ 1 - \left( \frac{\rho}{d} \right)^2 \right]^{1/2} \right\}$$

(14)

[see Fig. 1(a)]. For a rectangle of the sides $u$ and $v$ the area equals

$$A_r(\rho, A) \equiv A_r(\rho, u, v) = u_r(\rho, u)v_r(\rho, v),$$

(15)

where

$$x_r(\rho, x) = H \left( 1 - \frac{\rho \cdot x}{x^2} \right) x \left( 1 - \frac{\rho \cdot x}{x^2} \right), \quad x = u, v$$

(16)

[see Fig. 1(b)].

With that, we can express the structure factor in the familiar form

$$S(q, \tilde{n}, A) = 1 + \tilde{n} \tilde{g}_s(q, \tilde{n}, A),$$

(17)

where

$$g_s(\rho, \tilde{n}, A) = g(\rho, \tilde{n})w(\rho, A)$$

(18)

is the pair-correlation function in the finite area $A$. Here, $w(\rho, A) = A_r(\rho, A)/A$ is a weight function accounting for the boundary effect. In case of circular area $A$ we get

$$w(\rho, A) \equiv w \left( \frac{\rho}{d} \right) = \frac{2}{\pi} H \left( 1 - \frac{\rho}{d} \right) \frac{d^2}{2} \left\{ \arccos \left( \frac{\rho}{d} \right) - \frac{\rho}{d} \left[ 1 - \left( \frac{\rho}{d} \right)^2 \right]^{1/2} \right\},$$

(19)

while for the rectangular area

$$w(\rho, A) \equiv w \left( \frac{\rho_u}{u}, \frac{\rho_v}{v} \right) = H \left( 1 - \frac{\rho_u}{u} \right) H \left( 1 - \frac{\rho_v}{v} \right) \left( 1 - \frac{\rho_u}{u} \right) \left( 1 - \frac{\rho_v}{v} \right),$$

(20)
where

\[ \rho_x = \frac{\rho \cdot x}{x}, \quad x = u, v \]  

(21)
is the length of projection of vector \( \rho \) on the vector \( x \). Please note that Eq. (19) is consistent with the results reported by Peter Kr"uger and collaborators [33].

In what follows, we have assumed that our system is statistically isotropic, i.e., \( g(\rho, \bar{n}) \equiv g(\rho, \hat{n}) \) and area \( A \) is a disk of diameter \( d \). Then, Eq. (12) simplifies to

\[ S(q, \bar{n}, A) \equiv S(q, \bar{n}, d) = 1 + 4\pi \bar{n} \int_{q}^{d} g(\rho, \bar{n})w\left( \frac{\rho}{d} \right) J_0(q\rho) d\rho. \]  

(22)

Eq. (22) is valid for any number density. In case of less ordered or random monolayers, if the correlation decay distance \( r_c \ll d/2 \), we can find the partially closed solution of the integral on the RHS of Eq. (22) [30]:

\[ S(q, \bar{n}, d) = 1 + 4\pi \bar{n} \left\{ \frac{J_1(qd/2)}{q} - \frac{J_1(2q)}{q} + \frac{1}{2} I_c(q, \bar{n}) \right\}, \]  

(23)

where

\[ I_c(q, \bar{n}) = \int_{q}^{d} [g(\rho, \bar{n}) - 1] J_0(q\rho) d\rho. \]  

(24)

In the limiting case of low surface coverage where, usually, the radial distribution function (RDF) can be approximated with a step function and \( r_c \ll d/2 \), Eq. (23) reduces to the closed form

\[ S(q, \bar{n}, d) = 1 + 4\pi \bar{n} \left\{ \frac{J_1(qd/2)}{q} - \frac{J_1(2q)}{q} \right\}. \]  

(25)

Substituting Eq. (22) to Eqs. (5) and (8) we obtain the ensemble averaged PSD and roughness intensity of statistically homogeneous and isotropic particle monolayer:

\[ C(q, \bar{n}, d) = \bar{n} \tilde{z}_0(q)^2 S(q, \bar{n}, d) \]  

(26)

and

\[ I(q, \bar{n}, d) = N \tilde{z}_0(q)^2 S(q, \bar{n}, d), \]  

(27)

respectively. These equations with adequate form factors [31] are also valid for other particles of axial symmetry such as cylinders, hemispheres, and hemi-capsules.

It is easy to see that Eq. (27) also describes the intensity of radiation scattering by \( N \) identical atoms, within the Born approximation, if \( \tilde{z}_0(q) \) represents the atomic form factor. Please note, however, that our approach is different in several aspects from diffraction methods with pair distribution function (PDF) analysis. First, we have analyzed sample images instead of diffraction patterns. Consequently, we can use virtually any microscopic image without the need for synchrotron or neutron radiation. Second, we have approximated the particle by a solid sphere, neglecting its intra-molecular details. Therefore, the real space resolution in roughness spectroscopy is of the order of nanometer, not a fraction of angstrom. Also, our form factor represents the FT of height function of solid sphere, while in PDF it represents the FT of spatial density distribution of scattering object. Finally, for \( \rho \geq d \) the weight function in Eq. (22) vanishes and therefore we can calculate the structure factor directly as a FT of \( g_c(\rho, \bar{n}, A) \). In PDF experiments, on the contrary, the system size is macroscopic and for distances \( \rho \gg 1 \) the weight function is still close to unity, which makes the surface integral of RDF divergent. Therefore, to avoid technical problems with calculating the FT [33], page 133, the RDF in PDF methods is replaced by the total correlation function \( h(\rho, \bar{n}) = g(\rho, \bar{n}) - 1 \) [36]. In the scattering literature, \( h(\rho, \bar{n}) \) has often been called differential pair distribution function [37].

The ensemble averaged analytical equations derived in this section provide means to characterize sample particle monolayers. Once we have determined the discrete, approximate PSD of a monolayer, we can calculate its structure factor with Eq. (26) and then, through the inverse Hankel transform of Eq. (22), we can compute the RDF. We will validate the application of this approach to particle monolayers in our next paper, though. Here, we have used a numerically predetermined RDF to compute the structure factor and then least-squares fit Eq. (26) to numerically calculated PSD of sample monolayers generated
Figure 2. RDF of partially ordered monolayer at the number density $\bar{n} = 0.27$. The blue line represents results of numerical computations for infinite area $A$, described in Sec. 3. The red line denotes results for a disk area $A$ of diameter $d = 800/9$, derived from Eq. (18). Please note the RDF’s variation at the large distance $\rho \approx 50$, characteristic for partially ordered systems.

in computer simulations. This way we have determined the particle size and monolayer number density. Comparing the predefined simulation parameters with the fitting ones we can evaluate the reliability of our method.

3. Numerical Computations

To validate our analytical results, we have complemented them by numerical computations. They involve four types of calculations: generating the partially ordered particle assemblies, determining their RDF, evaluating the structure factor, and computing the discrete approximation of PSD. Most of the details of our computations are described in our previous paper [31] and we have not discussed them here. Instead, we focus primarily on aspects that are different.

The most basic task we have to complete before proceeding to further analysis is generating the partially ordered monolayers of hard spheres. We have produced the particle assemblies with the event-driven molecular dynamics [38, 39]. Specifically, we have used the program PackLSD 64.x by Aleksandar Donev, available on the Internet [40]. In our study, we have formed and analyzed particle systems at the surface coverage 0.85 that corresponds to $\bar{n} \approx 0.27$. We have simulated particle assemblies at square surfaces of two different sizes. To calculate the ensemble-averaged RDF and structure factor, we have generated 26 replicas of a big system with $8.5 \times 10^7$ particles, to achieve a sufficient accuracy. To calculate the discrete approximation of PSD, on the other hand, we have produced 10 replicas of a small system with 2138 particles, to approach the real experimental conditions [41].

To find a numerical approximation of RDF, we have first counted particle projections on the plane $z = 0$ within thin rings around the projection of a central particle. We have calculated the discrete approximations of RDF in the interval of $\rho$ from 2 to 90 with the ring thickness $10^{-3}$. In the narrow interval $3.9900 \leq \rho \leq 4.0020$, where the slope of RDF changes extremely rapidly, we have used the ring thickness $10^{-4}$. For each of the 26 big systems, we have determined mean values of distance and RDF in the 88108 narrow intervals, by averaging them over different central particles. Obviously, we have discarded from the averaging procedure all particles close to the boundary of the simulation area. This way, we have obtained 26 replicas of the discrete function approximating the RDF. Averaging over the replicas, we can calculate the arithmetic means of the distance and RDF in each of the 88108 intervals. We have also estimated maximum standard errors of the means and found them to be $6 \times 10^{-7}$ and 0.009, respectively. Finally, we have computed a square B-spline representation of the discrete RDF approximation using the subroutine DFC by Richard Hanson [42, 43] with 3786 proper knots [44].
Figure 3. Squared form factor, static structure factor, and PSD of particle monolayer calculated at the number density \( \bar{n} = 0.27 \) with Eqs. (3), (22), and (26), respectively. Red dash-dot, blue dash, and green solid lines represent the squared form factor, structure factor, and PSD, respectively. All quantities are dimensionless, i.e., normalized by suitable powers of the particle radius.

Once we have the continuous approximation of RDF, we can use Eq. (22) to compute a discrete approximation of structure factor. We have calculated its values in the wavenumber interval from \( 10^{-3} \) to \( 10^2 \) at 10 equidistant wavenumbers. In our computer code, we have employed the subroutine DBFQAD by Donald E. Amos, based on the highly successful integration procedure DGAUS8 developed by Rondall E. Jones [43]. Finally, we have computed a cubic B-spline representation of the discrete approximation of structure factor. For that, we have employed the B-spline fitting procedure splrep of the package SciPy.interpolate included in the Python-based open-source library SciPy [45], with the knot separation distance equal about \( 10^{-8} \) [46].

To validate the equations derived in Sec. 2, we have compared their predictions with discrete PSDs computed for the replicas of small particle system, generated as described above. We have chosen dimensional parameters of the small system to mimic typical experimental conditions. Specifically, the side length of simulation area \( d = 20 \, \mu m \) and particle diameter \( 2a = 450 \, nm \). Here, \( d \) denotes the dimensional diameter of circular area, inscribed in the simulation box of the area \( A = 400 \, \mu m^2 \), which we have further analyzed. We have sampled the 2D height profile of each replica with resolution \( n_r = 512 \) in each direction, using a computer code. Next, using the FFTW library, ver. 3.3.9 [47, 48], we have transformed the discrete height function, normalized the results by \( n_r^2 \), and calculated the power density of each wave-vector.

4. Results and discussion

Let us now present results of our study. To begin with, Fig. 2 presents RDFs calculated for the number density \( \bar{n} = 0.27 \). For a comparison, we have shown both the RDF for infinite area \( A \) and for a disk area \( A \) of diameter \( d = 800/9 \) that we have used in the simulations of our small systems. As we can see, both RDFs exhibit a number of sharp maxima similar to those observed in 2D hexagonal structures [49]. For \( \rho < 10 \), the maxima are located at distances characteristic for the structures, i.e., at \( \rho = 2, 2\sqrt{3}, 4, 3\sqrt{3}, 6, 4\sqrt{3}, ... \). At larger distances, the maxima are slightly shifted to the right and the shift increases with \( \rho \). This type of behavior of RDF was reported by Batys et al. [26] for particle monolayers of coverage 0.82. Variations of the RDFs decrease with the increase in \( \rho \) but they are visible even at the distance \( \rho \approx 50 \). This is consistent with partial ordering of the monolayer that takes place at the high number density, close to the maximum value \( \bar{n}_\infty = 0.2887 \) in the crystalline state. In the infinite system, the RDF converges slowly to unity. In the finite one, the function tends to zero at the distance \( \rho = d \).
Once we know the RDF, we can describe the spectral characteristics of monolayer. Figure 3 shows results of our calculations: the squared form factor, static structure factor, and PSD of the monolayer calculated with Eqs. (4), (22), and (26), respectively. The squared form factor is the closed form contribution to PSD and we can easily deduce its properties from Eq. (4). Expanding the function in power series around $q = 0$ and taking the most significant terms we get the limiting value of the function as $q \rightarrow 0$, which equals $(5/6)^2 \approx 0.7$, in agreement with the red line plot in Fig. 3. In the opposite limit of $q \rightarrow \infty$, the first term on the RHS of Eq. (4) becomes most significant and the squared form factor tends to $(2/\pi)[\cos(q - 3\pi/4)]^2 q^{-3}$ [50, Eq. 9.2.1], [51, Eq. 10.17.3]. For the sake of clarity, we have not presented the approximation in Fig. 3. It is easy to see, however, that the upper envelope of the function $\hat{z}_0(q)$ is represented by a line of slope equal minus three, just as we have expected.

The limiting behavior of the static structure factor is also consistent with our theoretical predictions. To find the limiting form of the function for $q \rightarrow 0$, let’s rewrite Eq. (11) in terms of total correlation function $h_r(\rho, \bar{n}, A) = g_r(\rho, \bar{n}) - 1$. That yields

$$S(q, \bar{n}, A) = 1 + \bar{n} \hat{h}_s(q, \bar{n}, A) + \bar{n} \hat{w}(q, A),$$

where $h_r(\rho, \bar{n}, A) = h(\rho, \bar{n})w(\rho, A)$ is the total correlation function on the finite area $A$. In case of disk area [30]

$$\hat{w}(q, A) \equiv \hat{w}(q, d) = \frac{1}{A} \int_A \int_A \cos[\rho \cdot (r' - r)]d\mathbf{r}'d\mathbf{r} = 4\pi \left[ \frac{J_1(qd/2)}{q} \right]^2.$$

When the distance $\rho$ is large enough, the total correlation function tends to zero and so does its FT in the corresponding limit of $q \rightarrow 0$. The function $\hat{w}(q, d)$, on the other hand, tends to $\pi d^2/4$ [50, Eq. 9.1.17], [51, Eq. 10.2.2]. Therefore, the structure factor in this limit tends to $1 + \pi\bar{n}d^2/4 \approx 1680$, which we can see in Fig. 3. In the opposite limit of $q \rightarrow \infty$, the function $J_0(qd)$ in the integrand on the RHS of Eq. (22) tends to $(2/\pi)^{1/2} \cos(q - \pi/4)q^{-1/2}$ [50, Eq. 9.2.1], [51, Eq. 10.17.3]. Then, the integral tends to zero and the structure factor tends to unity, as we can observe in the blue line plot in Fig. 3.

It is also quite clear that the PSD changes according to the product of squared form factor and structure factor. In particular, in the limit of large wavenumber the structure factor tends to unity and therefore the upper envelope of PSD in this limit approaches a line parallel to the upper envelope of squared form factor, i.e., a line of slope equal minus three. This value is close to the experimental results reported for several self-affine structures [14,20] and for a dense, monodisperse spherical microparticle layer [26]. The linear regime in the high frequency range of PSD shown in the later paper was, however, an artifact resulting from too wide averaging intervals, as discussed in Ref. [31]. Indeed, according to Eq. (26), the PSD of monodisperse particles in this limit changes like $\hat{z}_0(q)$. Thus, in case of non-fractal objects such as spherical particles, there is no reason for linearity of PSD. Instead, it behaves like a decaying squared cosine function. We can observe this type of variation in the PSD determined experimentally by Fraundorf and Armbruster for a layer of hemispheres [25]. The upper envelope of their PSD is given by a line of slope minus three, in agreement with our theoretical predictions.
Let us now discuss results of numerical validation of the analytical equations derived in Sec. 2. For that, we have first computed numerically the replicas of discrete PSD in our small system, as described in Sec. 3. Next, we have fit the dimensional version of Eq. (26) to ten replicas of the numerical data. Specifically, the dimensional PSD on the scanned, square area $A = d^2 = \frac{a^2}{9}$ equals
\[ C(q, \bar{n}, d, a) = 4\pi a^4 \bar{n} z_0(qa)^2 S(qa, \bar{n}, d), \]
(30)
where $\bar{n} = a \rho$. In our computations, we have used the predetermined, ensemble averaged structure factor for the fixed $\bar{n}$ and $d$, so we can express the fitting equation as
\[ C(q, \bar{n}, d, a) = \frac{\pi}{4} a^4 \bar{n} z_0(qa)^2 S(qa, \bar{n}, d). \]
(32)

To find the parameters, we have applied $k$ the non-linear least-squares fitting procedure curve_fit of the package SciPy.optimize [45] with the default Levenberg–Marquardt algorithm, without rejecting any data. Figures 4 and 5 present a replica of monolayer and corresponding PSD plot with parameters $a$ and $\bar{n}$ determined by the fitting procedure, respectively. As we can see, the agreement between discrete data and analytical prediction is good. Once we know $a$, we can also calculate $d$, from the fixed value of $d = 800/9$.

To quantitatively evaluate the reliability of the fitting, we have calculated the arithmetic means and standard deviations of the computed parameters. We have got the mean values of particle radius and surface coverage equal 225.358 nm and 0.26849 computed by least-squares fitting. The corresponding side length of the square simulation area equals $d = 800a/9 = 20.0342 \mu m$. 

Figure 5. Dimensional PSD of the replica shown in Figure 4. Points denote the corresponding replica of discrete function $C(q)$ calculated as described in Sec. 3. The line presents predictions of Eq. (32) with parameters $a = 225.358 \text{ nm}$ and $\bar{n} = 0.26849$ computed by least-squares fitting. The corresponding side length of the square simulation area equals $d = 800a/9 = 20.0342 \mu m$. 

Let us now discuss results of numerical validation of the analytical equations derived in Sec. 2. For that, we have first computed numerically the replicas of discrete PSD in our small system, as described in Sec. 3. Next, we have fit the dimensional version of Eq. (26) to ten replicas of the numerical data. Specifically, the dimensional PSD on the scanned, square area $A = d^2 = \frac{a^2}{9}$ equals
\[ C(q, \bar{n}, d, a) = 4\pi a^4 \bar{n} z_0(qa)^2 S(qa, \bar{n}, d), \]
(30)
where the calligraphic font denotes the dimensional quantities $q = q/a$, $d = a d$, and $\tilde{z}_0(qa) = a^3 \tilde{z}_0(qa)$; whereas $S(q, N, d, a)$ is the structure factor on the square area $A$, expressed as a function of the dimensional variables. Considering that the particle number density outside the disk area is equal zero, it is easy to show that
\[ S(q, N, d, a) = 1 + \frac{8N}{d^2} \int_{2a}^{d} q \left( \frac{q}{a} \frac{4Na^2}{\pi d^2} \right) w \left( \frac{q}{a} \right) J_0(qg) \rho dq = S \left( qa, \frac{4Na^2}{\pi d^2}, \frac{d}{a} \right), \]
(31)
where $\rho = a \rho$. In our computations, we have used the predetermined, ensemble averaged structure factor for the fixed $\bar{n}$ and $d$, so we can express the fitting equation as
\[ C(q, \bar{n}, d, a) = \frac{\pi}{4} a^4 \bar{n} z_0(qa)^2 S(qa, \bar{n}, d). \]
(32)

To find the parameters, we have applied $k$ the non-linear least-squares fitting procedure curve_fit of the package SciPy.optimize [45] with the default Levenberg–Marquardt algorithm, without rejecting any data. Figures 4 and 5 present a replica of monolayer and corresponding PSD plot with parameters $a$ and $\bar{n}$ determined by the fitting procedure, respectively. As we can see, the agreement between discrete data and analytical prediction is good. Once we know $a$, we can also calculate $d$, from the fixed value of $d = 800/9$.

To quantitatively evaluate the reliability of the fitting, we have calculated the arithmetic means and standard deviations of the computed parameters. We have got the mean values of particle radius and surface coverage equal 225.11 nm and 0.853, respectively, with the standard deviations 0.63 nm and 0.013. Relative deviations of the means from the predefined simulation parameters are below 0.05% and 0.4%, respectively. The relative standard deviations are below 0.3% and 1.6%, respectively. The small values of relative deviations suggest that our method provides stable, reliable fitting parameters and can be competitive with current parametrization techniques. Indeed, to achieve similar accuracy with image.
processing based on individual-particle edge detection [52–54] or that exploiting the spherical particle symmetry [55–57], human supervision and manual corrections are necessary [8]. Without them, the error in particle number for dense particle layers is on the order of several percent. The use of machine learning approaches, on the other hand, requires big computing power and huge data sets for training. Still, the overall particle extraction rate is about 92% and the processing time is slow [14].

Although the aim of our paper is to present a proof of concept rather than a detailed study with results directly applicable in industry, let us also shortly discuss the practical use of the method. A direct use of Eqs. (30) or (32) with the form factor given by Eq. (4) requires the monolayer image to represent the actual height function. Therefore, for optimal results, monolayer images should be calibrated or at least, in case of AFM imaging, corrected for the tip size, shape, and asymmetry [58–62]. That, however, can be a cumbersome procedure. A much more practical approach is to use transformed Eq. (30):

\[
\frac{C(q, N, d, a)}{C_0(q, d, a)} = \frac{N S (qa, 4Na^2, d)}{\pi d^2, \frac{d}{a}},
\]

where \(C_0(q, d, a) = \frac{\tilde{z}_0(q, a)^2}{d^2}\) is the PSD of single particle. We can determine the function directly from the monolayer image, simply by numerical calculating the PSD of the same image with all but one particle removed. For best results, the discrete function should be calculated for a number of single particles and then averaged. Once we have discrete values of the ratio \(C/C_0\), we can least squares fit the data using Eq. (33) with the structure factor given by Eq. (31), to find the monolayer parameters. In general, that requires to determine a 2D map of RDF for appropriate ranges of particle distance and number density, for the specific particle of interest. This procedure is out of scope of our paper and will be a subject of our future research. Below, however, we have presented a comparison of experimental and theoretical results for a monolayer image published by Ahn et al. [63].

Specifically, we have used a circular part of the image of spherical particle monolayer on a smooth substrate, of the diameter 278 pixels, published in Fig. 1A of Ref. [63]. For our purpose, we have made the image background completely black, to keep the brightness value of pixels representing the substrate equal to zero. The monolayer was formed of monodisperse polystyrene particles of diameter 140 nm. The surface coverage, determined by counting, was equal 0.326. For SEM imaging, the monolayer was then sputter coated that resulted in the increase in particle size and surface coverage. As suggested by the authors, the structure of monolayer is similar to that predicted by the model of hard-sphere random sequential adsorption [64]. For our analysis, we need to determine the actual values of the monolayer...
parameters. We can calculate the dimensional particle number density to be $21.2 \mu m^{-2}$. We have also counted the number of particles on the disk, $N = 788$. With that, we can calculate the diameter $d = 6.88 \mu m$. Considering that the diameter is 278 pixels long, we get the scale factor 24.8 nm per pixel. A closer inspection of the magnified image shows that the particle diameter after sputter coating is about seven pixels, i.e., 174 nm. That means the coating was about 16.7 nm thick and the actual surface coverage in the image is about 0.5.

With these parameters at hand, we can perform spectral analysis of the image. First, we have saved 16 images of single particles of the monolayer. Next, we have calculated the PSD of the complete monolayer image and 16 single-particle images. After calculating the arithmetic mean of the single-particle PSD, we have computed the discrete values of ratio $C/C_0$. Figure 6 presents the experimental results. We can also calculate the ratio from Eq. (33). Considering that in the model of random sequential adsorption the characteristic distance of correlation decay is about five particle radii, we can see that $d$ is larger than $r_c$ by almost an order of magnitude. Therefore, to calculate the structure factor, we can use the approximate Eq. (23) with the integral $I_c(q, \bar{n})$ calculated numerically for coverage 0.5. The results of our theoretical predictions are also displayed in Fig. 6. As we can see, the agreement between the theoretical and experimental values is good, which confirms the robustness of our approach.

Finally, let us comment on the limits of applicability of our method. In general, they depend on the type of microscopy used and its resolution. In addition, the lower limit of particle size is dictated by the assumption of spherical particle shape. As discussed in Sec. 2 this limit is on the order of nanometer. In case of AFM, however, the radius of the tip is usually on the order of 10 nm and therefore the minimum particle size can also be on this order. The maximum particle size is limited by the maximum image depth or vertical scan range. For AFM, e.g., this limit is, typically, on the order of micrometer.

5. Conclusion

The PSD of spherical particle monolayer is governed by equations similar to those in the theory of scattering. Specifically, it is a linear function of the squared form factor and static structure factor. The form factor is a FT of particle height profile and the structure factor is equal to the product of particle number density and Fourier transformed pair-correlation function, increased by one. The relationship suggests that roughness measurements of particle monolayers can be considered as a type of spectroscopy, in a wider sense of the term. So far, however, it had a qualitative sense only, emphasizing the wave-like character of results, often expressed as functions of wavenumber. Our results provide a framework for a quantitative, cheap, and easy method, based on statistical analysis of the digital monolayer image, for determining the particle pair-correlation function. The approach can be an attractive alternative to standard methods such as GISANS or GISAXS. We will investigate this subject in future studies. The PSD provides also quantitative information on important parameters of the system: the particle radius, number density, and dimensions of analyzed area. Equations derived in the paper provide means to determine the parameters with relative errors on the order less than 1%. This accuracy seems quite satisfactory considering the high particle number density of analyzed monolayers.
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RHS right-hand side

CRediT authorship contribution statement

Paweł Weronński: Conceptualization, Methodology, Formal analysis, Validation (partially), Writing - Original Draft (partially), Writing - Review & Editing, Supervision. Karolina Palka: Validation (partially), Investigation, Resources, Data curation, Writing - Original Draft (partially), Visualization. All authors have read and agreed to the published version of the manuscript.

References

[1] B. N. J. Persson, O. Albohr, U. Tartaglino, A. I. Volokitin, and E. Tosatti. On the nature of surface roughness with application to contact mechanics, sealing, rubber friction and adhesion. *Journal of Physics Condensed Matter*, 17(1):R1, dec 2005.

[2] C Yang, U Tartaglino, and B N J Persson. Influence of surface roughness on superhydrophobicity. *Physical Review Letters*, 97(11):116103, 2006.

[3] Bing Yang Cao, Jun Sun, Min Chen, and Zeng Yuan Guo. Molecular momentum transport at fluid-solid interfaces in MEMS/NEMS: A review. *International Journal of Molecular Sciences*, 10(11):4638–4706, oct 2009.

[4] Sven Schröder, Angela Duparré, Luisa Coriand, Andreas Tünnermann, Dayana H. Penalver, and James E. Harvey. Modeling of light scattering in different regimes of surface roughness. *Optics Express*, 19(10):9820, may 2011.

[5] Andrew R. Parker and Natalia Martini. Structural colour in animals - Simple to complex optics. *Optics and Laser Technology*, 38(4-6):315–322, jun 2006.

[6] Allen J. Bard and Larry R. Faulkner. *Electrochemical Methods: Fundamentals and Applications*. Wiley, 2nd edition, 2001.

[7] Karen Geisel, Walter Richtering, and Lucio Isa. Highly ordered 2D microgel arrays: Compression versus self-assembly. *Soft Matter*, 10(40):7968–7976, oct 2014.

[8] P. Weroniński, M. Nosek, and P. Batys. Limiting diffusion current at rotating disk electrode with dense particle layer. *The Journal of Chemical Physics*, 139(12):124705, sep 2013.

[9] Rajesh Renganarajan, Daniel Mittleman, Christopher Rich, and Vicki Colvin. Effect of disorder on the optical properties of colloidal crystals. *Physical Review E - Statistical, Nonlinear, and Soft Matter Physics*, 71(1):016615, 2005.

[10] V A Loiko and A A Miskevich. Light absorption by ordered planar structure of crystalline silicon particles: Simulation as applied to enhancement of the solar cell performance. *Optics and Spectroscopy*, 122(5):799–812, 2017.

[11] Teruyoshi Sasaki, Yusuke Horino, Tadashi Ohtake, Kazufumi Ogawa, and Yoshifumi Suzuki. A Highly Efficient Monolayer Pt Nanoparticle Catalyst Prepared on a Glass Fiber Surface. *Catalysts*, 10(5):472, apr 2020.

[12] P. Müller-Buschbaum. Grazing incidence small-angle X-ray scattering: An advanced scattering technique for the investigation of nanostructured polymer films. *Analytical and Bioanalytical Chemistry*, 376(1):3–10, mar 2003.
[13] Peter Müller-Buschbaum. Grazing incidence small-angle neutron scattering: Challenges and possibilities. *Polymer Journal*, 45(1):34–42, jan 2013.

[14] Jiaqi Li, Siyao Shao, and Jiarong Hong. Machine learning shadowgraph for particle size and shape characterization. *Measurement Science and Technology*, 32(1):015406, jan 2021.

[15] Daniel Buscombe and Gerhard Masselink. Grain-size information from the statistical properties of digital images of sediment. *Sedimentology*, 56(2):421–438, feb 2009.

[16] Fredrick Madaraka Mwema, Esther Titilayo Akinlabi, and Oluseyi Philip Oladijo. The use of power spectrum density for surface characterization of thin films. In Xiao-Yu Yang, editor, *Photoenergy and Thin Film Materials*, chapter 9, pages 379–411. John Wiley & Sons, Ltd, mar 2019.

[17] Peter E. Strizhak, Boris A. Snopok, Taras Melnik, Ekaterina V. Kostyukevich, Sergei I. Lysenko, Peter E. Shepeliv,ii, Sergei L. Priatkin, Sergey A. Kostyukevych, Yuri M. Shishkov, and Evgenie F. Venger. Multifractal properties of polycrystalline gold films. In *Fourth International Conference on Correlation Optics*, volume 3904, pages 374–385. SPIE, nov 1999.

[18] Liqin Zhang, Ruxandra Vidu, Alan J. Waring, Robert I. Lehrer, Marjorie L. Longo, and Pieter Stroeve. Electrochemical and surface properties of solid-supported, mobile phospholipid bilayers on a polyion/alkylthiol layer pair used for detection of antimicrobial peptide insertion. *Langmuir*, 18(4):1318–1331, feb 2002.

[19] Fernanda F Rossetti, Panteleimon Panagiotou, Florian Rehfeldt, Emmanuel Schneck, Martin Dommach, Sergio S Funari, Andreas Timmann, Peter Müller-Buschbaum, and Motomu Tanaka. Structures of regenerated cellulose films revealed by grazing incidence small-angle x-ray scattering. *Biointerphases*, 3(4):117–127, 2008.

[20] Indu Sharma, Sudip K. Pattanayek, Varsha Aggarwal, and Subhasis Ghosh. Morphology of self assembled monolayers using liquid phase reaction on silica and their effect on the morphology of adsorbed insulin. *Applied Surface Science*, 405:503–513, may 2017.

[21] Pallavi Pandit, Mandira Banerjee, and Ajay Gupta. Growth and morphological analysis of ultra thin PMMA films prepared by Langmuir-Blodgett deposition technique. *Colloids and Surfaces A: Physicochemical and Engineering Aspects*, 454(1):189–195, jul 2014.

[22] A. A. Ponomareva, V. A. Moshnikov, and G. Suchaneck. Microstructural characterization of hierarchical structured surfaces by atomic force microscopy. In *IOP Conference Series: Materials Science and Engineering*, volume 47, page 012052. IOP Publishing, dec 2013.

[23] N K Sahoo, S Thakur, and R B Tokas. Fractals and superstructures in gadolinia thin film morphology: Influence of process variables on their characteristic parameters, 2006.

[24] Bulent Akgun, Dong Ryeol Lee, Hyeonjae Kim, Haining Zhang, Oswald Prucker, Jin Wang, Jürgen Rühe, and Mark D Foster. Self-affine surfaces of polymer brushes. *Macromolecules*, 40(17):6361–6369, 2007.

[25] P. Ranganath Nayak. Random Process Model of Rough Surfaces. *Journal of Lubrication Technology*, 93(3):398–407, 1971.

[26] Piotr Batys, Paweł Weroński, and Magdalena Nosek. Wet formation and structural characterization of quasi-hexagonal monolayers. *Journal of Colloid and Interface Science*, 461:211–214, jan 2016.

[27] Yuxuan Gong, Scott T. Misture, Peng Gao, and Nathan P. Mellott. Surface roughness measurements using power spectrum density analysis with enhanced spatial correlation length. *Journal of Physical Chemistry C*, 120(39):22358–22364, 2016.

[28] P. Ranganath Nayak. Random Process Model of Rough Surfaces. *Journal of Lubrication Technology*, 93(3):398–407, 1971.

[29] P. Ranganath Nayak. Random process model of rough surfaces in plastic contact. *Wear*, 26(3):305–333, 1973.

[30] Paweł Weroński. Roughness of surface decorated with randomly distributed pillars. *Scientific Reports*, 8(1):16045, dec 2018.
[31] Paweł Weroniński and Karolina Palka. Toward automatic analysis of random monolayers: The effect of pair correlation. Measurement, 179:109536, 2021.

[32] Inkscape Project. Inkscape, a Vector Graphics Editor. Free software, ver. 0.92.5, 2020.

[33] Peter Krüger, Sondre K Schnell, Dick Bedeaux, Signe Kjelstrup, Thijs J H Vlugt, and Jean Marc Simon. Kirkwood-Buff integrals for finite volumes. Journal of Physical Chemistry Letters, 4(2):235–238, 2013.

[34] Jianqi Shen, Ulrich Riebel, and Xiaoaí Guo. Scattering and transmission by a monolayer of spheres: A study on the monolayer structure. Particle and Particle Systems Characterization, 22(5):320–328, 2005.

[35] Valery A. Loiko and Alexander A. Miskevich. Multiple Scattering of Light in Ordered Particulate Media. In Alexander Kokhanovsky, editor, Multiple Light Scattering, Radiative Transfer and Remote Sensing, chapter 2, pages 101–230. Springer, 2018.

[36] Salvatore Torquato. Random Heterogeneous Materials, volume 16 of Interdisciplinary Applied Mathematics. Springer New York, New York, NY, 2002.

[37] Chris J. Benmore. Advanced X-Ray Analytical Methods to Understand Structure, Properties, and Risk. In Allen C. Templeton, Stephen R. Byrn, Roy J. Haskell, and Thomas E. Prisinzano, editors, Discovering and Developing Molecules with Optimal Drug-Like Properties, chapter 9, pages 263–286. Springer, 2015.

[38] Aleksandar Donev, Salvatore Torquato, and Frank H. Stillinger. Neighbor list collision-driven molecular dynamics simulation for nonspherical hard particles. I. Algorithmic details. Journal of Computational Physics, 202(2):737–764, Jan 2005.

[39] Aleksandar Donev, Salvatore Torquato, and Frank H. Stillinger. Neighbor list collision-driven molecular dynamics simulation for nonspherical hard particles. II. Applications to ellipses and ellipsoids. Journal of Computational Physics, 202(2):765–793, Jan 2005.

[40] Aleksandar Donev. PackLSD: Event-Driven Molecular Dynamics, 2005.

[41] [dataset] P. Weroniński. Research data supporting "Roughness spectroscopy of particle monolayer". Replicas of small system. Mendeley Data, v1, 2021.

[42] W. H. VandeVender and K. H. Haskell. The SLATEC mathematical subroutine library. ACM SIGNUM Newsletter, 17(3):16–21, Sep 1982.

[43] SLATEC Project. SLATEC Common Mathematical Library, ver. 4.1, 1993.

[44] [dataset] P. Weroniński. Research data supporting "Roughness spectroscopy of particle monolayer". B-spline representation of radial distribution function. Mendeley Data, v1, 2021.

[45] Pauli Virtanen, Ralf Gommers, Travis E. Oliphant, Matt Haberland, Tyler Reddy, David Cournapeau, Evgeni Burovski, Pearu Peterson, Warren Weckesser, Jonathan Bright, Stéfan J. van der Walt, Matthew Brett, Joshua Wilson, K. Jarrod Millman, Nikolay Mayorov, Andrew R.J. Nelson, Eric Jones, Robert Kern, Eric Larson, C. J. Carey, Ilhan Polat, Yu Feng, Eric W. Moore, Jake VanderPlas, Denis Laxalde, Josef Perktold, Robert Cimrman, Ian Henriksen, E. A. Quintero, Charles R. Harris, Anne M. Archibald, António H. Ribeiro, Fabian Pedregosa, Paul van Mulbregt, Adriy Vijaykumar, Alessandro Pietro Bardelli, Alex Rothberg, Andreas Hilboll, Andreas Klöckner, Anthony Scopatz, Antoni Lee, Ariel Rokem, C. Nathan Woods, Chad Fulton, Charles Masson, Christian Håggström, Clark Fitzgerald, David A. Nicholson, David R. Hagen, Dmitrii V. Paschenik, Emanuele Olivetti, Eric Martin, Eric Wieser, Fabrice Silva, Felix Lenders, Florian Wilhelm, G. Young, Gavin A. Price, Gert Ludwig Ingold, Gregory E. Allen, Gregory R. Lee, Hervé Audren, Irvin Probst, Jörg P. Dietrich, Jacob Silterra, James T. Webber, Janko Slavič, Joel Nothman, Johannes Buchner, Johannes Kulick, Johannes L. Schönberger, José Vinicuris de Miranda Cardoso, Joscha Reimer, Joseph Harrington, Juan Luis Cano Rodríguez, Juan Nunez-Iglesias, Justin Kucynski, Kevin Tritz, Martin Thoma, Matthew Newville, Matthias Kümmerer, Maximilian Bolingbroke, Michael Tartre, Mikhail Pak, Nathaniel J. Smith, Nikolai Nowaczek, Nikolay Shebanov, Oleksandr Pavlyk, Per A. Brodtkorb, Perry Lee, Robert T. McGibbon, Roman Feldbauer, Sam Lewis, Sam Tygier, Scott Sievert, Sebastiano Vigna, Stefan Peterson, Surlud More, Tadeusz Pudlik, Takuya...
Oshima, Thomas J. Pingel, Thomas P. Robitaille, Thomas Spura, Thouis R. Jones, Tim Cera, Tim Leslie, Tiziano Zito, Tom Krauss, Utkarsh Upadhyay, Yaroslav O. Halchenko, and Yoshiki Vázquez-Baeza. SciPy 1.0: fundamental algorithms for scientific computing in Python. *Nature Methods*, 17(3):261–272, mar 2020.

[46] [dataset] P. Weroniński. Research data supporting “Roughness spectroscopy of particle monolayer”. B-spline representation of static structure factor. Mendeley Data, v1, 2021.

[47] Matteo Frigo and Steven G Johnson. The design and implementation of FFTW3. *Proceedings of the IEEE*, 93(2):216–231, 2005.

[48] Matteo Frigo and Steven G. Johnson. FFTW library for the discrete Fourier transform. Free software, ver. 3.3.9, 2020.

[49] Fenfen Shao, Trang Huynh, Anthony Somers, Boyin Liu, Jing Fu, Murat Muradoglu, and Tuck Wah Ng. Nature of crystalline particle assembly in ring shaped colloidal stains from concentrated dispersions. *Physica B: Condensed Matter*, 441:21–27, 2014.

[50] M. Abramowitz and I. A. Stegun, editors. *Handbook of mathematical functions with formulas, graphs, and mathematical tables*. US Dept. of Commerce, National Bureau of Standards, Washington DC, 10th edition, 1972.

[51] NIST. NIST Digital Library of Mathematical Functions, 2019.

[52] J.C. Russ. *Computer-Assisted Microscopy: The Measurement and Analysis of Images*. Plenum Press, New York, 1st edition, 1990.

[53] Milan Sonka, Vaclav Hlavac, and Roger Boyle. *Image Processing, Analysis and Machine Vision*. Springer US, 1st edition, 1993.

[54] Graham Milne, Yongxi Zhao, and Daniel T. Chiu. High-precision measurement and analysis of colloidal monolayers. *Analytical Chemistry*, 82(9):3943–3949, may 2010.

[55] Michael K. Francis, Richard V. Calabrese, and Supathorn Phongikaroon. Novel probe for the in situ measurement of particle size distributions. *Review of Scientific Instruments*, 77(12):123704, dec 2006.

[56] O. Couteau and G. Roebben. Measurement of the size of spherical nanoparticles by means of atomic force microscopy. *Measurement Science and Technology*, 22(6):065101, may 2011.

[57] Matthew J. McDonald, Anand Yethiraj, and L. Y. Beaulieu. A method to characterize structure and symmetry in low-resolution images of colloidal thin films. *Measurement Science and Technology*, 23(4):045606, mar 2012.

[58] C. Odin, J. P. Aimé, Z. El Kaakour, and T. Bouhacina. Tip’s finite size effects on atomic force microscopy in the contact mode: simple geometrical considerations for rapid estimation of apex radius and tip angle based on the study of polystyrene latex balls. *Surface Science*, 317(3):321–340, 1994.

[59] Samuel Dongmo, Michel Troyon, Philippe Vautrot, Etienne Delain, and Noël Bonnet. Blind restoration method of scanning tunneling and atomic force microscopy images. *Journal of Vacuum Science and Technology B: Microelectronics and Nanometer Structures*, 14(2):1552–1556, mar 1996.

[60] J. S. Villarrubia. Algorithms for scanned probe microscope image simulation, surface reconstruction, and tip estimation. *Journal of Research of the National Institute of Standards and Technology*, 102(4):425–454, apr 1997.

[61] Malgorzata Kopczyńska-Müller, Roy H. Geiss, and Donna C. Hurley. Contact mechanics and tip shape in AFM-based nanomechanical measurements. *Ultramicroscopy*, 106(6):466–474, apr 2006.

[62] Sergey Belikov, Natalia Erina, Lin Huang, Channin Su, Craig Prater, Sergei Magonov, Valeriy Ginzburg, Bob McIntyre, Hamed Lakrout, and Gregory Meyers. Parametrization of atomic force microscopy tip shape models for quantitative nanomechanical measurements. *Journal of Vacuum Science and Technology B: Microelectronics and Nanometer Structures*, 27(2):984–992, apr 2009.
[63] Jin Soo Ahn, Paula T. Hammond, Michael F. Rubner, and Ilsoon Lee. Self-assembled particle monolayers on polyelectrolyte multilayers: Particle size effects on formation, structure, and optical properties. *Colloids and Surfaces A: Physicochemical and Engineering Aspects*, 259(1-3):45–53, may 2005.

[64] Paweł Weronki. Application of the extended RSA models in studies of particle deposition at partially covered surfaces. *Advances in Colloid and Interface Science*, 118(1-3):1–24, dec 2005.

[65] Gilles Tarjus, Pierre Schaaf, and Julian Talbot. Random sequential addition: A distribution function approach. *Journal of Statistical Physics*, 63(1-2):167–202, 1991.

[66] [dataset] P. Weroński and Karolina Palka. Research data supporting "Toward automatic analysis of random monolayers: The effect of pair correlation”. B-spline representations of integral Ic(q). Mendeley Data, v1, 2021.