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Abstract

Multi-fidelity approaches combine different models built on a scarce but accurate data-set (high-fidelity data-set), and a large but approximate one (low-fidelity data-set) in order to improve the prediction accuracy. Gaussian Processes (GPs) are one of the popular approaches to exhibit the correlations between these different fidelity levels. Deep Gaussian Processes (DGPs) that are functional compositions of GPs have also been adapted to multi-fidelity using the Multi-Fidelity Deep Gaussian process model (MF-DGP). This model increases the expressive power compared to GPs by considering non-linear correlations between fidelities within a Bayesian framework. However, these multi-fidelity methods consider only the case where the inputs of the different fidelity models are defined over the same domain of definition (e.g., same variables, same dimensions). However, due to simplification in the modeling of the low-fidelity, some variables may be omitted or a different parametrization may be used compared to the high-fidelity model. In this paper, Deep Gaussian Processes for multi-fidelity (MF-DGP) are extended to the case where a different parametrization is used for each fidelity. The performance of the proposed multi-fidelity modeling technique is assessed on analytical test cases and on structural and aerodynamic real physical problems.

Notations:

- A scalar is represented by a lower case character: \( y \in \mathbb{R} \)
- A vector is represented by a bold character: \( \mathbf{x} \in \mathbb{R}^d, \mathbf{x} = [x_1, \ldots, x_d]^\top \)
- A matrix is represented by upper case character: \( \mathbf{X} = \begin{bmatrix} x_{1,1} & \cdots & x_{1,j} & \cdots & x_{1,d} \\ \vdots & \ddots & \vdots & & \vdots \\ x_{i,1} & \cdots & x_{i,j} & \cdots & x_{i,d} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ x_{n,1} & \cdots & x_{n,j} & \cdots & x_{n,d} \end{bmatrix} \in \mathbb{R}^{n \times d} \)
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• The $i^{th}$ row of a matrix $X$ is noted $x^{(i)^T} \in \mathbb{R}^d$
• The $j^{th}$ column of a matrix $X$ is noted $x_j \in \mathbb{R}^n$

1 Introduction

The analysis of complex systems often involves high-fidelity simulation codes that require computationally intensive evaluations to assess the response of interest. Often, for the analysis of these high-fidelity functions and for on-line decision making, a surrogate model is constructed from a small high-fidelity (HF) data-set [1], [2]. However, due to the limited size of this data-set, the quality of a surrogate model prediction based only on the high-fidelity data is usually of poor quality. Multi-fidelity approaches [3], [4] are used to overcome this issue by enhancing the high-fidelity data with low-fidelity (LF) model evaluations that are computationally cheaper to obtain but are less accurate. This can be accomplished by three main modeling approaches:

• numerical relaxation, for instance, in a simulation code that requires an optimization sub-problem to be solved, a low number of iterations in the optimization process is chosen for the low-fidelity model. In [5], for the shape optimization of trawl-doors a low-fidelity CFD model similar to the high-fidelity CFD model is used but with a relaxed flow solver convergence criteria, this results in a LF model 78 times faster than the HF model.

• different assumptions about the physical model by neglecting some physical effects. For instance, in [6] an Euler-Bernoulli beam finite element model [7] is considered as the low-fidelity to compute the load-carrying and deflection characteristics of a short beam, the effects of rotary inertia and shear deformation are neglected in this model and the cross-section remains perpendicular to the bending axis. Whilst in the high-fidelity the Timoshenko beam theory [7] is used, which takes into accounts the effects of rotary inertia and shear deformation and the cross-section has no longer to be perpendicular to the bending axis for short and small beams.

• different levels of space or time discretization. For example, in [8], for the aerodynamic shape optimization of a transonic compressor rotor, in the low-fidelity a coarse mesh refinement is used to solve the Reynolds-Averaged steady Navier-Stokes (240000 nodes), whilst in the high-fidelity, a fine mesh grid is used (740000 nodes).

Multi-fidelity modeling has been a popular research topic both in the engineering and machine learning communities. In fact, different models have been developed based on Gaussian processes [9], [10], [11], [12], [13], neural networks [14], [15] or support vector machines [16] and applied to a large spectrum of engineering applications including aerodynamics [17], [18], electronics [19], thermodynamics [20], or mechanics [21]. However, a rarely investigated case is where the input space definition is different in each fidelity. In fact, in practice for the sake of simplicity, the LF model may not consider some input variables. For instance, in aerodynamics, to model multiple-section wing, simplified planform characterization can be used considering one section with average chords and sweep angles (Fig. 1). Moreover, different parametrizations can be used in each fidelity. For instance, for geometrical input variables in one fidelity, a Cartesian formulation can be used, whilst in the other fidelity, a spherical formulation is preferred. The classical approaches in literature

![Figure 1: A one-section wing characterized by 3 design variables: its root chord ($RC$), tip chord ($TC$), and the sweep angle ($\beta$) (left) can be used as a low-fidelity model of a two-section wing characterized by 6 design variables: its root chord ($RC$), tip chord of the first section ($TC_1$), tip chord of the second section ($TC_2$), sweep angle of the first section ($\beta_1$), sweep angle of the second section ($\beta_2$) and the relative span of the first section ($\alpha$) (right).](image)
for multi-fidelity modeling with different parametrizations of the input spaces are based on space mapping \[22\]. The basic idea consists in finding a parametric mapping from the input space of the high-fidelity to the input space of the low-fidelity which minimizes a defined distance between the responses of the two models. These approaches have been intensively used for multi-fidelity optimization \[22\], \[23\], \[24\], \[25\] where the mapping is done locally using trust-region algorithms around the local optimum. These local approaches are suited for the optimization task but may not be adapted for modeling on the entire input space since the mapping is performed around the optimum. A dedicated modeling approach has been developed \[26\] which consists of an input mapping calibration (IMC) for the entire definition domain of the input space. However, the input mapping calibration is based on the concept that the low-fidelity model has similar trend as the high-fidelity one.

In this paper, a new model based on the multi-fidelity Deep Gaussian process model (MF-DGP) \[13\] is proposed for multi-fidelity problems with different input spaces. This is accomplished by a new model formulation of MF-DGP incorporating the mapping between different fidelity input spaces in a non-parametric way, based only on the nominal values of the mapping of the input HF training data.

The contribution of this paper is twofold. First, a new model based on MF-DGP is proposed for multi-fidelity modeling with different input space parametrizations. This model uses a non-parametric and non-deterministic input mapping, and performs a joint optimization of the multi-fidelity model and the input mapping. Moreover, the proposed model is adapted for the context when the nominal mapping is computationally expensive to obtain or is known only for the training HF data. Second, the model is assessed on analytical test cases and physical test problems and compared to existing approaches.

The rest of the paper is organized into three main sections. Section 2 provides a review of literature on the different multi-fidelity models based on Gaussian Processes and on the approaches of space mapping to handle the variable parametrization of the input spaces. In Section 3, the proposed model is described. Finally, Section 4 presents experimentations on analytical test problems and on real physical test problems (structural and aerodynamical test cases) to assess the performance of the proposed model.

2 Background

2.1 Multi-fidelity using Gaussian Processes

One of the most popular multi-fidelity modeling approaches is based on Gaussian Processes (GPs) \[27\]. The interesting feature of GPs is their Bayesian formulation which induces uncertainty quantification in addition to prediction capability. The proposed model is derived from GPs, thus, a brief introduction to GPs and to multi-fidelity models based on GPs is presented in this Section.

2.1.1 Gaussian Processes

Gaussian Processes (GP) \[27\] are a popular approach for regression problems. Given a Design of Experiments (DoE) \(X = (x^{(i)}_{\mathbf{j}})_{1 \leq i \leq n, 1 \leq \mathbf{j} \leq d}\) and its associated scalar response values \(y = (y^{(i)})_{1 \leq i \leq n}\), with \(d\) the dimension of the input variables and \(n\) the number of observations, a GP \(f(\cdot)\) maps between the considered inputs/outputs:

\[
y = f(X) + \epsilon
\]

where \(\epsilon\) is a zero-mean Gaussian noise with a variance \(\sigma^2\) used to account for noisy observations. \(f(\cdot)\) is completely defined by its mean function \(\mu(\cdot)\) (that is usually considered equal to a constant \(\mu\) \[28\]) and a parametrized covariance function \(k^\theta(\cdot, \cdot)\). The parameters \(\theta\) of the covariance function, the value of the constant mean function \(\mu\), and the variance \(\sigma^2\) of the Gaussian noise can be estimated using a maximum likelihood procedure \[27\]

\[
\hat{\theta}, \hat{\sigma}, \hat{\mu} = \arg\max_{\theta, \sigma, \mu} \log(p(y|X))
\]

with

\[
\log(p(y|X)) \propto -y^T (k^\theta(X, X) + \sigma^2 I_n) y - \log |k^\theta(X, X) + \sigma^2 I_n| - n \log(2\pi)
\]

where \(p(y|X)\) is the marginal likelihood of the observed data and \(I_n\) is the identity matrix of size \(n\).
For the prediction task, at an unobserved point \( x^* \), the prior distribution \( f(x^*) \) is conditioned on the existing observations \( f(X) = y \):

\[
f(x^*)|f(X) \sim N\left( \hat{f}(x^*), \hat{s}(x^*)^2 \right)
\]

where \( \hat{f}(x^*) \) and \( \hat{s}(x^*)^2 \) are respectively the mean and the variance of the posterior distribution and are defined as:

\[
\hat{f}(x^*) = \hat{\mu} + k^\theta(x^*, X) \left( k^\theta(X, X) + \hat{\sigma}^2 I_n \right)^{-1} (y - \hat{\mu})
\]

\[
\hat{s}(x^*)^2 = k^\theta(x^*, x^*) - k^\theta(x^*, X) \left( k^\theta(X, X) + \hat{\sigma}^2 I_n \right)^{-1} k^\theta(X, x^*)
\]

### 2.1.2 Multi-fidelity models

Let \((X^t, y^t)\) be the couple of inputs/outputs of each fidelity \( t \in \{1, \ldots, s\} \), where \( s \) is the number of fidelities. Let \( d \) and \( n_t \) be respectively the dimension of the input data and the size of the training data at fidelity \( t \).

Due to their attractive features, GPs have been extended to multi-fidelity modeling. One of the most popular multi-fidelity based GP approaches is the Auto-Regressive (AR1) model [9], [10]. It is based on a linear correction between the high and low-fidelity outputs. More specifically, a GP prior is assigned to each fidelity \( f_t(\cdot) \) equal to a non-linear transformation of the LF prior by a GP prior \( \gamma_t(\cdot) \):

\[
f_t(x) = \rho f_{t-1}(x) + \gamma_t(x), \forall x \in \mathbb{R}^d
\]

Two formulations of AR1 may be distinguished: a fully coupled formulation [9] and a recursive formulation [10]. The latter supposes a nested structure of the DoE and enables a reduction of the computational complexity of the model training from \( O\left(\sum_{t=1}^s n_t\right)^3 \) to \( O\left(\sum_{t=1}^s (n_t)^3\right) \) where \( s \) is the number of fidelities and \( n_t \) is the number of observations at fidelity \( t \).

AR1 assumes a linear relationship between the fidelities. However, it happens that the correlation between fidelities is non-linear and a linear correction is not adapted [12]. A more global approach considers the HF prior equal to a non-linear transformation of the LF prior by a GP prior \( h_t(\cdot) \) plus an independent additive bias GP \( \gamma_t(\cdot) \):

\[
f_t(x) = h_t(f_{t-1}(x)) + \gamma_t(x), \forall x \in \mathbb{R}^d
\]

This equation has given rise to two approaches: the Non-linear Auto-Regressive multi-fidelity GP model (NARGP) [12] and the Multi-Fidelity Deep Gaussian Process model (MF-DGP) [13]. The NARGP relaxes Eq. (6) by considering each fidelity as a transformation of the GP posterior of the lower-fidelity instead of the prior, which enables the GPs to be trained sequentially under the hypothesis of a nested fidelity structure of the DoE as in the recursive AR1. MF-DGP, on the other hand, keeps the exact relationship, which comes back to a Deep Gaussian Process (DGP) [29] where each layer corresponds to a fidelity level (Fig. 2). MF-DGP is based on the sparse DGP approximation proposed in [30] which consists in introducing a set of inducing inputs/outputs at each layer then approximating the distribution of the inducing outputs using a variational approximation. However, the training of MF-DGP is more difficult than regular DGPs due to the optimization of the induced inputs in an augmented input space (see Section 3.4).
2.1.3 Variable input space parametrization

The majority of multi-fidelity approaches assume that fidelities share the same input space. However, in practice, this is not always the case. In fact, due to either different modeling approaches from one fidelity to another, or omission of some variables in the lower-fidelity models, the input spaces may have distinct parametrization forms and/or dimensionality.

In the literature, the main multi-fidelity approaches that address this issue belong to the space mapping multi-fidelity class [22]. The space mapping multi-fidelity methods act on the inputs rather than the outputs of the models. The basic concept is to transform the high-fidelity inputs using a parametric function in order to minimize a distance between the corresponding low-fidelity outputs of this mapping and the exact high-fidelity outputs. In the space mapping approaches two fidelities are considered, hence, instead of using the \( s \) levels of fidelity notation, the couple of high-fidelity and low-fidelity inputs/outputs data are respectively noted \((X^{hf}, y^{hf})\) and \((X^{lf}, y^{lf})\) for the space mapping approaches:

\[
\tilde{\beta} = \arg \min_{\beta} \sum_{i=1}^{k} \left( ||y^{hf}(i) - f_{lf}^{\text{exact}}(g_{\beta}(x^{hf}(i)))|| \right)
\]  

(8)

where \( k \) denotes the size of the set of mapped points which is a subset of the HF data chosen based on trust region optimization algorithms and \( g_{\beta}(\cdot) \) corresponds to the mapping and \( \beta \) to its vector of parameters (in most applications \( g_{\beta}(\cdot) \) is considered linear). The space mapping has been extensively used for multi-fidelity [22], [23], [24], [25] and different parametric mappings have been used, for instance, aggressive space mapping [31] and neural networks [32].

It was first used in the case of variable-size input parametrization in [24]. However, the space mapping approaches are used in an optimization context, and the mapping is used around the optimum candidates and is updated at each iteration of the trust-region optimization. This is not suited from a modeling point of view where the analysis of the high-fidelity function is performed for the whole input space.

A nominal mapping \( g_{0}(\cdot) \), based on practical insights of the multi-fidelity problem, is usually required. It expresses the assumed relationship between the different input spaces. In some cases, this nominal mapping is trivial. For instance, if the set of high and low-fidelity inputs are from the same set of physical equations, the low-fidelity inputs can then be a subset of the high-fidelity ones. Usually, the nominal mapping is problem specific and is defined based on expert opinion. A multi-fidelity approach as a bias correction [33] (BC) can then be used based on this nominal mapping:

\[
f_{hf}(x) = f_{lf}(g_{0}(x)) + \gamma(x), \forall x \in \mathbb{R}^{d}
\]  

(9)

The Input Mapping Calibration (IMC) [26] is an approach that seeks to obtain a potentially better mapping than the nominal mapping. As the space mapping approach, it consists in finding a parametric mapping \( g_{\beta}(\cdot) \). However, here the mapping is considered for the whole input space and the parameters of the mapping are obtained by minimizing the difference between the LF and HF model outputs on the HF data points plus a regularization term \( R(\beta, \beta_{0}) \) based on the nominal mapping parameters \( \beta_{0} \):

\[
\hat{\beta} = \arg \min_{\beta} \left\{ \sum_{i=1}^{n_{hf}} \left( y^{hf}(i) - f_{lf}^{\text{exact}}(g_{\beta}(x^{hf}(i))) \right)^{2} + R(\beta, \beta_{0}) \right\}
\]  

(10)

where \( n_{hf} \) corresponds to the number of HF training data points. The high-fidelity input data is then projected with the obtained mapping on the low-fidelity input space, and a multi-fidelity model with the same input spaces can be used (Fig. 3). This optimization of the mapping parameters is done previously to the training of the multi-fidelity model, which prevents the parameters of the mapping to be updated, once the multi-fidelity model is optimized. Besides, the optimization is done using the exact low-fidelity model, which is considered as computationally free to evaluate, however, in many applications, it may not be the case. Moreover, the correlations over the original HF input space are not taken into account, since the multi-fidelity model is trained only on the lower-fidelity input space. Finally, the mapping parameters are estimated based on the concept that the low-fidelity model shares a similar trend with the high-fidelity one. This is the case in some applications as microwave applications where space mapping has emerged. However, in many multi-fidelity problems, minimizing the distance between the outputs does not guarantee an appropriate mapping. These aspects are illustrated by an illustrative example in the first experiment of Section 4.
Up until now, the mapping from the high to the low-fidelity inputs is based on parametric deterministic functions and is usually trained sequentially with the multi-fidelity model. The approach that is proposed in the next section is based on a non-parametric Bayesian mapping which is learned and is embedded in the multi-fidelity model.

### 3 Proposed model

In [34], a first version of MF-DGP for varying input space parametrizations is developed. In this Section, an improved version named Multi-Fidelity Deep Gaussian Process Embedded Mapping (MF-DGP-EM) is presented with more details on its specifications.

#### 3.1 Description of MF-DGP-EM

Let \((X^t, y^t)\) be the couple of inputs/outputs of each fidelity \(t \in \{1, \ldots, s\}\), where \(s\) is the number of fidelities. Let \(d_t\) and \(n_t\) be respectively the dimension of the input data and the size of the training data at fidelity \(t\), and let \(X^t_{t-1}\) be the nominal mapped values of the input data \(X^t\) to the lower-fidelity \(t-1\).

The proposed model is based on the MF-DGP model presented in [13]. MF-DGP is applicable to the case of the same input space domain definition for all the fidelities. More specifically, a DGP is considered where each layer corresponds to a fidelity (Fig. 2). Moreover, the GP at each layer \(t\) depends not only on the input data at this fidelity \(X^t\) but also on all the previous fidelity evaluations for the same input data. To this end, \(f^t_l\) denotes the evaluation at the layer \(l\) of \(X^t\), the input data at the fidelity \(t\) (Fig. 2). This formulation of DGPs imposes the definition of a combination of covariance functions at each layer taking into account the correlation between the inputs as well as the correlation between the outputs. Hence, for two input data \(x^{(i)}\) and \(x^{(j)}\) the covariance at the fidelity level \(t\) is defined as:

\[
k_l(x^{(i)}, x^{(j)}) = k^f_l(x^{(i)}, x^{(j)}) \times k^{f-1}_{l-1} \left(f^*_l \left(x^{(i)}\right), f^*_l \left(x^{(j)}\right)\right) + k^g_l(x^{(i)}, x^{(j)})
\]

where \(f^*_l(\cdot)\) denotes the posterior of the GP at the layer \(l-1\), \(k^f_l(\cdot, \cdot)\) and \(k^g_l(\cdot, \cdot)\) are covariance functions with respectively an input space-dependent scaling effect and an input space-dependent bias effect, whilst \(k^{f-1}_{l-1}(\cdot, \cdot)\) is the covariance function between the evaluated outputs at the previous layer.

However, since each fidelity is defined on its own input space, MF-DGP can not be used directly in the case of different input space parametrizations. To overcome this issue, multi-outputs GPs \((H_t(\cdot))_{1 \leq t \leq s-1}\) are introduced to map between the input spaces of two successive fidelities \(t\) and \(t+1\). The input mapping GPs are conditioned on the nominal values of the input training HF data (Fig. 4). The model obtained is a two-level DGP, where the first level maps between the different fidelity input spaces and the second level propagates the fidelity evaluations. Hence, the mapping between the input spaces of the fidelities is defined within the multi-fidelity model.

This proposed model allows a concurrent optimization of the mapping and the multi-fidelity model. Besides, only the input data mapping values are used instead of nominal mapping functions over the whole input space. This allows a more flexible mapping adequate in the case of computationally expensive mappings. Moreover, using a GP as a mapping enables a non-parametric mapping and induces uncertainty quantification on the latter, which differs from the space mapping approach that requires a deterministic parametric form.
of the mapping to be used. This avoids over-fitting compared to parametric mapping. Finally, this model keeps the original input space correlations, since $X^1$ is used as input for $f_1(\cdot)$.

3.2 The input mapping GPs

The input mappings are performed with multi-output GPs that transform the inputs from the higher-fidelity input space into the lower-fidelity input space. The input mapping GPs are conditioned on mapped nominal values of the training set. The nominal mapping is obtained based on physical insights of the relationship between the fidelities. For example, if the low-fidelity variables are a subset of the high-fidelity variables, the nominal mapping is simply the identity. However, it can be more complicated. For instance, it can map the design variables of the high-fidelity into the low-fidelity space to obtain an identical defined quantity (e.g. the volume defined by the HF variables equals to the volume defined by the mapped HF variables) this may induce computationally expensive input mappings. The proposed model is convenient in this case i.e. the nominal mapping is not known in the whole input space but only for the training HF data. In the case where the nominal mapping is uncertain due to lack of physical insight in the relationship between the input spaces of the different fidelities, a white kernel can be added to the covariance function in order to take into account this uncertainty.

3.3 The Evidence Lower Bound

As in regular DGPs and MF-DGP, the computation of the marginal likelihood of MF-DGP-EP:

$$p (y^s, \ldots, y^1, X^s_{s-1}, \ldots, X^1_1 | X^s, \ldots, X^1)$$

is analytically non-tractable. Approximations are necessary to obtain a lower bound on this marginal likelihood which is then maximized to train the multi-fidelity model. As in MF-DGP, the DGP approximations followed is the sparse variational approximation named doubly stochastic inference scheme presented in [30]. At each layer $l$, a set of inducing inputs / outputs $(Z_l, u_l)$ are introduced for the fidelity GP $f_l(\cdot)$, and similarly for each mapping $H_l(\cdot)$ a set of inducing inputs / outputs $(W_l, V_l)$ are introduced. Then, the following variational approximation is considered:

$$q \left( \{ \{ f_t^l \}_{t=1}^s \}_{l=1}^s, \{ u_l \}_{l=1}^s, \{ \{ H_t^l \}_{t=1}^{s-1} \}_{l=1}^s, \{ V_l \}_{l=1}^{s-1} \right) \approx \prod_{t=1}^s \prod_{l=1}^s \left[ p(f_t^l | u_t; \{ f_t^{l-1}_t, H_t^l \}, Z_{t-1} ) p(H_t^l | V_l, H_{t+1}^l, W_{t+1}^l) \right] \times \prod_{t=1}^s \theta(f_{t}^l | u_{t}; \{ f_{t-1}^l, X^t \}, Z_{t-1}) \times \prod_{l=1}^s q(u_l) \times \prod_{l=1}^{s-1} q(V_l)$$

(11)
where \( q(\cdot) \) is the variational distribution of the latent variables. Based on this approximation and using the Jensen inequality, a variational lower bound on the marginal likelihood is obtained:

\[
\mathcal{L} = \sum_{l=1}^{s} \sum_{t=1}^{n_l} \mathbb{E}_{q(f_t^{(i),t})} \left[ \log p \left( y^{(i),t} | f_t^{(i),t} \right) \right] + \\
\sum_{l=1}^{s-1} \sum_{t=1}^{n_l} \mathbb{E}_{q(H_t^{(i),t+1})} \left[ \log p \left( X^{(i),t+1} | H_t^{(i),t+1} \right) \right] - \\
\sum_{l=1}^{s} KL \left[ q(u_l) || p(u_l; Z_{l-1}) \right] - \\
\sum_{l=1}^{s-1} KL \left[ q(V_l) || p(V_l; Z_{l+1}) \right]
\]

(12)

where \( KL[\cdot||\cdot] \) corresponds to Kulblack-Leibler divergence.

### 3.4 Training of MF-DGP-EM

The training of MF-DGP-EM comes back to the maximization of the ELBO. This maximization is performed with respect to the hyperparameters of the fidelity GPs \( \{\theta_i^{(i)}\}_{i=1}^{s} \), the hyperparameters of the input mapping multi-output GPs \( \{\theta_{\text{map}}^{(i)}\}_{i=1}^{s} \), the induced inputs \( \{Z_l\}_{l=1}^{s} \), \( \{W_l\}_{l=1}^{s} \) and also the variational distributions \( \{q(u_l)\}_{l=1}^{s}, \{q(V_l)\}_{l=1}^{s} \).

#### 3.4.1 The variational variables

Including the variational distributions makes the parameter space not Euclidian, hence, the ordinary gradient is not a suitable direction to follow. In fact, the variational distribution parameter space has a Riemannian structure defined by the Fisher information \[33\]. In this case, the natural gradient which comes back to the ordinary gradient rescaled by the inverse Fisher information matrix is the steepest descent direction. Natural gradients were used in the case of conjugate variational inference in GP \[36\] and also in the non-conjugate case \[37\] where an efficient computation has been proposed. The natural gradient has been used for DGPs in \[38\]. This approach is used for MF-DGP-EM. Specifically, the optimization procedure consists of a loop between an optimization step using a stochastic ordinary gradient (Adam Optimizer \[39\]) with respect to the Euclidian space parameters and an optimization step using the natural gradient with respect to all the variational distributions.

#### 3.4.2 The induced inputs

One of the major difficulties in MF-DGP is the optimization of the inducing inputs \( \{Z_l\}_{l=1}^{s} \). In \[13\], the inducing inputs were arbitrary fixed and not optimized. In fact, except for the first layer, the inducing inputs in MF-DGP do not play the same role as in classic DGPs, where they are defined in the original input space. Specifically, the input space of the inner layers of the MF-DGP is augmented with the output of the previous layer, inducing a non-linear dependence between the \( d \) first components and the \( d + 1 \) component of each element in this augmented input space. Hence, freely optimizing \( Z_l \) (with \( 2 \leq l \leq s \)) as vectors with independent components is no longer suitable.

To overcome this issue in MF-DGP-EM, \( \{Z_l\}_{l=2}^{s} \) are constrained as follows:

\[
Z_l = \left[ Z_{l,1:d}; f_{l-1}^{(s)} \left( H_{l-1}^{\ast} \left( Z_{l,1:d} \right) \right) \right] ; \forall 2 \leq l \leq s
\]

(13)

where \( f_{l-1}^{(s)}(\cdot) \) corresponds to the mean prediction at the previous layer and \( H_{l-1}^{\ast}(\cdot) \) to the mean mapped value into the lower-fidelity. This constraint keeps a dependency between \( Z_{l,d+1} \) and \( Z_{l,1:d} \), allowing to remove \( Z_{l,d+1} \) from the expression of the ELBO. Hence the optimization is done with respect to \( Z_{l,1:d} \) instead of \( Z_l \).

### 3.5 Prediction

The prediction of a test data \( X^{*,t_0} \) belonging to the input space of fidelity \( t \) using the two-level MF-DGP-EM is a two-step process. First, the test data \( X^{*,t_0} \) are propagated through the first level of the MF-DGP-EM allowing the projection of the test data on the lower-fidelity inputs spaces to obtain \( H_{t_0-1}^{*,t_0}, \ldots, H_1^{*,t_0} \). Then,
propagation through the second level is carried out to propagate the evaluation at the different fidelities. Hence, a prediction of $X^{*,t_0}$ with fidelity $t$ is:

$$q(f_i^t) = \frac{1}{k} \sum_{j=1}^{k} q\left(f_i^{t,j} | q(u_t);\{f_i^{t-1,j}, H_i^{t,j,t_0}\}, Z_{t-1}\right)$$

where $k$ is the number of propagated samples.

4 Experimentations

To evaluate the performance of the proposed model MF-DGP-EM, experimentations are carried out in this Section. Firstly, analytical test problems are considered. The first analytical test case is an illustrative example to compare the different approaches and also to point out the efficiency of MF-DGP-EM on problems where classical fixed input space parametrization approaches are used (MF-DGP). The two remaining analytical test problems address the case where different dimensions and parametrizations are considered for each input space. Two physical test problems are also presented: a structural multi-fidelity problem and an aerodynamic multi-fidelity problem. The prediction accuracy is assessed using the R squared metric ($R^2$) and the Root Mean Square Error (RMSE). The test Mean Negative Log-Likelihood (MNLL) metric is used to evaluate the uncertainty quantification on the prediction which is important for the trade-off exploration-exploitation for adaptive design of experiments and optimization (see Appendix A). For experimentations with multiple repetitions the average of a metric and its standard deviation are respectively noted $\text{metric}$ and $\text{std}_{\text{metric}}$.

The experimental setup is presented in Appendix B and the tables of the numerical results of each problem are displayed in Appendix C.

4.1 Analytical problems

4.1.1 Illustrative test problem

For this toy problem, the non-linear multi-fidelity problem proposed in [12] is used. The high-fidelity function $f_{hf}(\cdot)$ is defined as a function of the low-fidelity function $f_{lf}(\cdot)$:

$$f_{hf}(x_1) = x_1 \exp(f_{lf}(2x_1 - 0.2)) - 1$$

where $f_{lf}$ is:

$$f_{lf}(x_1) = \cos(15x_1)$$

This multi-fidelity problem has been used previously in [12] and in [13] in the context of multi-fidelity modeling with the same input variable parametrization. However, one can argue that this problem can be interpreted as a multi-fidelity problem with different input space parametrizations. In fact, based on Eq. 15 the nominal mapping $g_0(\cdot)$ between the two input spaces can be defined as:

$$g_0(x_{hf}) = 2x_{hf} - 0.2$$

This nominal mapping is compared to the IMC mapping. The IMC approach is used to obtain a calibrated mapping that tries to minimize the distance between the outputs of the two fidelities according to Eq. 10. For this problem, a linear parametric mapping is considered for the IMC. Moreover, 14 HF training data points are sampled using a Latin Hypercube Sampling (LHS). The obtained mapping by IMC $g(\cdot)$ is the following:

$$g(x_{hf}) = 0.0715x_{hf} + 0.65924$$

The IMC is compared to the nominal mapping in Fig. 5. The IMC minimizes the distance between the outputs of the HF and LF following Eq. 3, however, in doing so it maps the HF input space to a small range interval in the LF input space $[0, 1] \rightarrow [0.659, 0.730]$. To analyze this mapping in the HF output space, Fig. 6 represents the exact output of the HF, the output of the LF composed with the nominal mapping, and the output of the LF composed with the IMC. The IMC results in a quadratic mean trend of the HF observations and loses the sinusoidal feature of the LF. To analyze the repercussions of such behavior from a multi-fidelity model prediction accuracy point of view, a HF GP model prediction (Fig. 7) is compared to a bias correction approach (Eq. 9) used with the nominal values (BC nominal) and a bias correction approach used with the IMC mapping (Fig. 8). The BC IMC (RMSE: 0.375) deteriorates the prediction accuracy obtained by a GP model using only the HF data (RMSE: 0.345) because of the non-adequate projection from the HF to the LF.
Figure 5: Parametric linear mapping obtained by IMC compared to the nominal mapping in the input space.

Figure 6: The input mapping results in the output space. The IMC output minimizes the distance from the HF training data points, however, the correlation LF and HF is lost.

Figure 7: The prediction and uncertainty obtained by a GP model of the HF. GP HF metrics: $R^2 : 0.702$, RMSE: 0.345, MNLL: -0.608
Figure 8: The prediction and uncertainty obtained by a bias correction approach using nominal mapping values (left) and by a bias correction approach using IMC values (right). BC nominal metrics: $R^2$: 0.857, RMSE: 0.205, MNLL: -0.842. BC IMC metrics: $R^2$: 0.432, RMSE: 0.375, MNLL: -0.318.

Figure 9: The prediction and uncertainty obtained by MF-DGP (left) and by MF-DGP-EM (right). MF-DGP-EM takes into account the relationship between the input spaces which improves the results. MF-DGP metrics: $R^2$: 0.840, RMSE: 0.255, MNLL: 0.231. MF-DGP EM metrics: $R^2$: 0.984, RMSE: 0.077, MNLL: -1.921.
However, the BC nominal improves the prediction accuracy (RMSE: 0.205) since the LF encodes exactly the oscillations phase information about the HF (Fig. 6).

MF-DGP-EM using the nominal mapped values of the HF training data is compared to the standard MF-DGP that considers the same input variable parametrization between the two problems. For these two models, the exact LF model is not used and 30 training LF points are sampled using an LHS. The MF-DGP-EM can embed the information of the input space mapping to improve the prediction accuracy and uncertainty quantification (RMSE: 0.077, MNLL: −1.921) of the MF-DGP (RMSE: 0.255, MNLL: 0.231) as shown in Fig. 9. This result is interesting since the MF-DGP-EM was applied to a problem that was previously treated as a multi-fidelity problem with the same input space parametrization. Therefore, when there is some information about the input space relationship between the different fidelities, the modeling can be improved using MF-DGP-EM even in problems with the same input dimensions.

As in this case, in the next problems, the different fidelities may not share the same trend. Moreover, the LF is not considered necessarily computationally free. Hence, for comparison, the BC approach with nominal mapping is preferred to the IMC approach.

4.1.2 Varying-input test problems

To assess the efficiency of the proposed MF-DGP-EM, a comparison is carried out by modeling only the High-fidelity using a GP (GP-HF) and to Bias Correction approach (BC) with nominal mapping [33]. This comparison with BC is interesting since in this approach the nominal mapping functions are used to define the relationship between the fidelities, in contrast with MF-DGP-EM where only nominal mapped values of the training HF data are known and the mapping has yet to be learned. Two problems described in the following are used for this analytical comparison.

 Problem 1: The first test case is based on the Park multi-fidelity problem [40]. The low-fidelity model is considered only with two variables (Eq. 19 and Eq. 20). This problem depicts the case where some variables are neglected in the low-fidelity model for simplicity. The nominal mapping is naturally the identity mapping of the HF variables (Eq. 21).

The high-fidelity function is four-dimensional with an input domain $[0, 1]^4$:

$$f_{hf}(x_1, x_2, x_3, x_4) = \frac{x_1}{2} \left( \sqrt{1 + (x_2 + x_3^2) \frac{x_4}{x_1}} - 1 \right) + (x_1 + 3x_4) \exp (1 + \sin(x_3))$$  

The low-fidelity function is two-dimensional with an input domain $[0, 1]^2$:

$$f_{lf}(x_1, x_2) = 3x_1 + 2x_2 + 0.7(|x_1 - 1.7x_2|)^{2.35}$$

The nominal mapping is a linear mapping $X^T A_0 + b_0$ with:

$$A_0 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \end{bmatrix} \text{ and } b_0 = [0, 0]$$

Problem 2: The second test case is a problem describing the situation where the fidelities are parameterized in different input spaces (cartesian and spherical parametrizations), in addition to different dimensionalities (Eq. 22 and Eq. 23). The high-fidelity function is three-dimensional with an input domain $[0, 1]^3$:

$$f_{hf}(r, \theta, \phi) = 3.5 \left( r \cos \left( \frac{\pi}{2} \phi \right) \right) + 2.2 \left( r \sin \left( \frac{\pi}{2} \theta \right) \right) + 0.85 \left( r \cos \left( \frac{\pi}{2} \theta \right) - 2r \sin \left( \frac{\pi}{2} \theta \right) \right) + \frac{2 \cos(\pi \phi)}{1 + 3r^2 + 100^2}$$

The low-fidelity function is two-dimensional with an input domain $[0, 1]^2$:

$$f_{lf}(x_1, x_2) = 3x_1 + 2x_2 + 0.7(|x_1 - 1.7x_2|)^{2.35}$$
The nominal mapping values are based on the transformation of the training high-fidelity points using:

\[ x = r \cos \left( \frac{\pi}{2} \phi \right) \]

\[ y = r \sin \left( \frac{\pi}{2} \theta \right) \]

To assess the performance of the algorithms on different scenarios depending on the available HF information, three different sizes of the HF DoE are experimented (4, 6, and 8 HF data points). The robustness concerning the distribution of the HF data points in the input space is evaluated using 20 repetitions with different Latin Hypercube Sampling for each size of the DoE. For all the scenarios, the number of LF training data points is fixed to 30 training data points. Fig. 10 and Fig. 11 present the results obtained by the different models. On Problem 1 (Table 1), MF-DGP-EM is more efficient and robust to the DoE in each scenario than the other algorithms. In fact, with a DoE size of only 4 data points for HF, the MF-DGP-EM obtains better and more robust results both in terms of prediction accuracy (RMSE: 1.10, stdRMSE: 0.69) and uncertainty quantification (MNLL: 15.75, stdMNLL: 47.55) compared to the BC approach (RMSE: 1.83, stdRMSE: 1.04, MNLL: 3974, stdMNLL: 16921) and the GP HF (RMSE: 3.17, stdRMSE: 1.31, MNLL: 2428, stdMNLL: 4192). The BC approach improves the prediction accuracy of the GP HF in the case where there is not enough information in the HF (4 data points). However, the relative improvement with respect
to GP HF decreases when the number of HF data points crosses the threshold of 6 data points (BC \textit{RMSE} for 6 HF data points: 1.25 and for 8 HF data points: 0.93, GP HF \textit{RMSE} for 6 HF data points: 1.24 and for 8 HF data points: 1.14). This is not the case for the MF-DGP-EM which continues to improve the prediction accuracy even when the HF information increases (MF-DGP-EM \textit{RMSE} for 6 HF data points: 0.71 and for 8 HF data points: 0.48). The uncertainty quantification obtained by BC is less accurate than the other approaches in the three scenarios (\textit{MNLL} for 4 HF data points: 3974, for 6 HF data points: 921 and for 8 HF data points: 19.10). For Problem 2 (Table 2), it is interesting to observe that in the scenario of 4 data points, the MF-DGP-EM, whilst showing improvement compared to the GP HF in term of prediction accuracy (MF-DGP \textit{RMSE}: 1.28, GP HF \textit{RMSE}: 1.55), it is not as good as the BC approach (\textit{RMSE}: 1.09). This is due to the difficulty to learn the mapping with only 4 training data points. However, in term of uncertainty quantification, MF-DGP-EM gives the better results in the three scenarios (\textit{MNLL} for 4 HF data points: 14.11, for 6 HF data points: 4.62 and for 8 HF data points: 3.97) compared to either the BC approach (\textit{MNLL} for 4 HF data points: 193.68, for 6 HF data points: 93.98 and for 8 HF data points: 4.44) or the GP HF (\textit{MNLL} for 4 HF data points: 8016, for 6 HF data points: 468 and for 8 HF data points: 9.14). This is because even if there is not enough information to learn the input mapping (the case of 4 HF data points), the uncertainty quantification on this mapping is well balanced which enables the uncertainty on the prediction to be better. By increasing the HF data size (6 and 8 data points) the MF-DGP-EM learns better the mapping between the input spaces and gives also the better results in term of prediction accuracy.
(RMSE for 6 HF data points: 0.78 and for 8 HF data points: 0.54) compared to the BC approach (RMSE for 6 HF data points: 0.87 and for 8 HF data points: 0.63) and the GP HF approach (RMSE for 6 HF data points: 1.22 and for 8 HF data points: 0.79).

In conclusion of these two first experiments, the MF-DGP-EM presents generally better results in terms of prediction accuracy, uncertainty quantification, and robustness to the DoE when the mapping relationship is well learned.

### 4.2 Structural problem

The first physical problem is a structural modeling problem. The objective is to model the maximum distortion criterion (also known as von Mises yield criterion) of a cantilever beam with a rectangular hole inside. This criterion expresses the needed elastic energy of distortion for the yielding of the structure to begin. The Euler-Bernoulli beam theory [41] is used for the low and high-fidelity models.

In the low-fidelity a standard solid rectangular cantilever beam (Fig. 12) characterized by its length $L$, its width $d$, and the applied force at its extremity $F$ is considered (3 LF variables). In this case, the computation of the maximum distortion is computed analytically using the von Mises equation:

$$\sigma_{VM} = \sqrt{(\sigma_{ax} + \sigma_b)^2 + 3\tau_{sh}^2}$$  \hspace{1cm} (24)

where $\sigma_{ax}$ is the axial stress, $\sigma_b$ the bending stress and $\tau_{sh}$ the shear stress. For this simplified cantilever beam problem, the maximal von Mises (VM) stress is reached at the basis of the beam (meaning at $x = 0$ on Fig 13). At the basis, the axial stress is null, the shear stress is given by $\tau_{sh} = \frac{F}{L}$ and the bending stress is equal to $\sigma_b = \frac{6FLd}{W}$. Therefore, given the parameters $F$, $L$ and $d$, it is possible to easily estimate analytically the maximal VM within the beam.

In the high-fidelity, a rectangular cantilever beam with a rectangular bore along its horizontal axis is considered (Fig. 13). The HF variables are the length and width of the cantilever beam, the applied force at its end, and also the width and length of the rectangular bore (5 HF variables).

The maximum distortion can not be computed analytically in the case of the beam considered in the HF model. It is necessary to follow a finite element (FE) analysis approach. In this case, Caculix solver [42] is used. A FE analysis can be computationally expensive according to the mesh refinement used (Fig. 14 and Fig. 15). Hence, only a few evaluations of the HF are available. In the present case, the LF model provides an appropriate approximation of the HF model with a reduced computational cost, which makes interesting the use of multi-fidelity approaches to enrich the HF with LF information. However, the classical multi-fidelity approaches can not be used because of the difference in dimensionality between the input spaces of the HF and LF models (3 for the LF and 5 for the HF). Hence, MF-DGP-EM is used and compared to the BC approach and to using only the HF information (GP HF). Since in this case the LF design variables are included in the HF design variables, the nominal mapping is the identity with omission of 2 variables (the length and the width of the rectangular bore). The performance of the models is assessed on different
scenarios of the available HF information. In fact, three different sizes of the HF DoE are experimented (4, 6, and 8 data points). The robustness with respect to the distribution of the HF data points in the input space is evaluated using 20 repetitions with different Latin Hypercube Sampling for each size of the DoE. For all the scenarios the number of LF training data points is fixed to 30 training data points.

The results obtained are presented in Table 3 and illustrated in Fig. 16. In terms of prediction accuracy, the GP-HF is outperformed by the multi-fidelity approaches in the three scenarios which highlights the relevance
of the low-fidelity model. With a DoE size of only 4 data points for HF, the BC approach outperforms the MF-DGP-EM approach in terms of prediction accuracy (BC: $\text{RMSE} = 0.35$, $\text{std}_{\text{RMSE}} = 0.10$, MF-DGP-EM: $\text{RMSE} = 0.83$, $\text{std}_{\text{RMSE}} = 0.4$). This can be explained by the fact that the relationship between the two fidelities is well approximated by a linear function, which makes it easier for the BC approach to capture the HF with only few information. By increasing the size of the training HF data (6 and 8 data points), the MF-DGP-EM gives comparable results to the BC approach in terms of prediction accuracy (MF-DGP-EM for 6 HF data points $\text{RMSE} = 0.33$ and for 8 HF data points $\text{RMSE} = 0.23$; BC for 6 HF data points $\text{RMSE} = 0.31$ and for 8 HF data points $\text{RMSE} = 0.25$). However, as observed in the analytical test problems, one of the main advantages of the MF-DGP-EM is the quality of the uncertainty quantification. In fact, even if the prediction accuracy is not as good as the one obtained by the BC approach (case of 4 HF data points) the added uncertainty on the nominal mapping allows the MF-DGP-EM to obtain better results in terms of uncertainty quantification (MF-DGP-EM $\text{MNLL} = 4.26$; BC $\text{MNLL} = 11542$ in the case of 4 HF data points). The BC approach gives less accurate results in the three scenarios when it comes to uncertainty quantification ($\text{MNLL}$ for 6 HF data points: 14866 and for 8 HF data points: 76.9).

4.3 Aerodynamic problem

In this problem, the objective is to model the lift coefficient (CL) of a winged reusable launch vehicle composed of a core, two wings, and two canards[43]. The Vortex lattice method (VLM), is used for the computation of CL using openVSP and VSPAERO [44]. It is a computational fluid dynamics numerical approach, that models lifting surfaces, using discrete vortices to compute lift and induced drag. The span of the main wings and the canards are fixed for the two fidelities and flight conditions of Mach number equal to 0.5 and angle of attack of 2 degrees are considered.

![Figure 17: low-fidelity winged reusable vehicle representation](image)

![Figure 18: high-fidelity winged reusable vehicle representation](image)

In the low-fidelity, wings and canards with only one section are considered. The variables involved in this case are:

- root chord ($RC_m$) of the main wings,
- tip chord ($TC_m$) of the main wings,
- sweep angle ($\beta_m$) of the main wings,
- root chord ($RC_c$) of the canards,
- tip chord ($TC_c$) of the canards,
- sweep angle ($\beta_c$) of the canards.

Thus, the input space of the LF is 6-dimensional. As mentioned previously, some LF models, even though they are less computationally expensive than the HF, they are still not computationally free. This is the case
in this problem where the low-fidelity configuration requires a simplified CFD analysis for the computation of CL based on VLM.

In the high-fidelity configuration, wings and canards with two sections are considered and meshes have been densified (number of tessellated curves has been doubled). The variables involved in this case are:

- root chord \( (RC_m) \) of the main wings,
- tip chord \( (TC_{m1}) \) of the first section of the main wings,
- tip chord \( (TC_{m2}) \) of the second section of the main wings,
- sweep angle \( (\beta_{m1}) \) of the first section of the main wings,
- sweep angle \( (\beta_{m2}) \) of the second section of the main wings,
- relative span \( \alpha_m \) of the first section of the main wings,
- root chord \( (RC_c) \) of the canard,
- tip chord \( (TC_{c1}) \) of the first section of the canards,
- tip chord \( (TC_{c2}) \) of the second section of the canards,
- sweep angle \( (\beta_{c1}) \) of the first section of the canards,
- sweep angle \( (\beta_{c2}) \) of the second section of the canards,
- relative span \( \alpha_c \) of the first section of the canards,

Fig. 17 and Fig. 18 illustrate the two fidelities configurations. The input space of the HF is 12-dimensional. Moreover, the mesh is refined in the HF with a doubled number of tessellated curved compared to the LF (Fig. 1). This makes the computation of CL in the HF case more complex than the LF configuration. This restrains the number of evaluations of the HF model, which makes multi-fidelity approaches interesting to enrich the HF with LF information. HF and LF models have different input space dimensions (6 for the LF and 12 for the HF). MF-DGP-EM is used and compared to the BC approach and to a GP using only the HF information (GP HF). A possible nominal mapping between the input spaces of the HF and LF is a mapping that for a set of HF design variables maps a LF design variables with the same canards and main wings surface:

\[
\begin{align*}
RC_{bf} &= RC_{hf} \\
TC_{bf} &= TC_{hf1} + (1 - \alpha_{hf})TC_{hf2} + (\alpha_{hf} - 1)RC_{hf} \\
\beta_{bf} &= \alpha_{hf}\beta_{hf1} + (1 - \alpha_{hf})\beta_{hf2}
\end{align*}
\]

The performance of the models is assessed on different scenarios of the HF information available. In fact, three different sizes of the HF DoE are experimented (10, 15 and 20 data points) and to evaluate the robustness with respect to the distribution of the HF data points in the input space, the experimentations have been repeated on 10 different Latin Hypercube Sampling for each size of the DoE. For all the scenarios the number of LF training data points is fixed to 120 training data points.

The obtained results are presented in Table 4 and illustrated in Fig. 19. MF-DGP-EM presents a better prediction accuracy and uncertainty quantification even with only 10 data points in the HF dimension \( (RMSE: 0.023, MNLL: -2.00) \) compared to the GP HF \( (RMSE: 0.0475, MNLL: 34.0) \) and the BC model \( (RMSE: 0.0258, MNLL: 23.0) \). Increasing the size of the HF training data allows the nominal mapping to be better learned in the case of MF-DGP-EM which enables a more significant difference between the MF-DGP-EM and the BC model in terms of prediction accuracy in the case of 15 and 20 HF training data points \( (MF-DGP-EM \ RMSE \ for 15 \ HF \ data \ points: 0.0189 \ and \ for 20 \ HF \ data \ points 0.01764; \ BC \ RMSE \ for 15 \ HF \ data \ points: 0.0248 \ and \ for \ 20 \ HF \ data \ points 0.0222) \). Some conclusions from the other experiments are also confirmed in this problem. For instance, the BC approach obtains a less accurate uncertainty quantification than the other approaches \( (MNLL \ for \ 15 \ HF \ data \ points \ 6.06 \ and \ for \ 20 \ data \ points 1.79) \) and its prediction accuracy stagnates after exceeding a threshold in the size of the training HF data \( (BC \ RMSE \ for \ 20 \ data \ points: 0.0222, \ GP \ HF \ RMSE \ for \ 20 \ data \ points: 0.0207) \). Also, the better uncertainty quantification of the MF-DGP-EM compared to the other approaches even when the HF available information is not enough (10 data points).
4.4 Synthesis of the experiments

These different results show the interest of using MF-DGP-EM, especially when the nominal mapping is not known for all the input space but only for the training HF data. It presents a prediction accuracy with robustness to the DoE that spares an excessive number of evaluations of the HF. Also, for the different problems, the uncertainty associated to the prediction of MF-DGP-EM is better valued than the other approaches even in the case when the HF information is scarce. This can be explained by the uncertainty quantification on the nominal mapping of MF-DGP-EM. This makes the MF-DGP-EM more interesting to use for applications where there is a trade-off exploitation/exploration to be made such as optimization or design of experiments applications.

5 Conclusion and Future Works

Multi-fidelity problems with varying input space parametrization are common in physical and industrial applications. However, they are often addressed with models not specific to the problematic and appropriate models are scarce in the literature. In this paper, a new model for this problematic is developed. The proposed model embeds into the existing multi-fidelity Deep Gaussian Process model a mapping between the input spaces using Gaussian processes. The proposed model allows a joint optimization of the input space
mapping and the multi-fidelity model, keeping the correlations in the original high-fidelity input space and allowing an uncertainty quantification of the input space mapping.

The efficiency of the proposed model has been assessed on analytical test problems and also on physical test problems. The results obtained confirm the interest of the model with a prediction accuracy and an uncertainty quantification that show robustness to the DoE that spares an excessive number of evaluations of the high-fidelity model.

The proposed model has been applied only in the case of two fidelities. However, it can be applied to more fidelities. Hence, experiments for three different fidelities with different input parametrizations may be interesting to assess the behavior of the model in more complicated configurations but may induce a computational burden during the training of the model.

The context of multi-fidelity modeling for the analysis of complex systems has been considered in this study. The natural next extension of this work is to address the multi-fidelity optimization topic with varying input space dimensions. In this perspective, this model can be coupled to Bayesian Optimization algorithms or to space mapping multi-fidelity optimization approaches.
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6 Appendices

6.1 Appendix A: Metrics

For a test set \((X^*, y^*)\) of size \(n_{test}\) and its corresponding predicted values \(\hat{y}^*\) and variance on the prediction \(\hat{\sigma}^2\). The following metrics are used:

- **R squared:**

  \[
  R^2 = 1 - \frac{\sum_{i=1}^{n_{test}} (y^*(i) - \hat{y}^*(i))^2}{\sum_{i=1}^{n_{test}} (y^*(i) - \bar{y})^2}
  \]

  with \(\bar{y}\) is the mean of the observed data.

- **Root Mean Square Error:**

  \[
  RMSE = \sqrt{\frac{\sum_{i=1}^{n_{test}} (y^*(i) - \hat{y}^*(i))^2}{n_{test}}}
  \]

- **Mean Negative test Log Likelihood (Gaussian case):**

  \[
  MNLL = -\frac{1}{n_{test}} \left( \sum_{i=1}^{n_{test}} \log \left( \phi \left( \frac{y^*(i) - \hat{y}^*(i)}{\hat{\sigma}^*(i)} \right) \right) \right)
  \]
where \( \phi \) denotes the Probability Density function (PDF) of the univariate Gaussian probability distribution.

### 6.2 Appendix B: Experimental setup

- All experiments were executed on Grid’5000 using a Tesla P100 GPU. The code is based on GPflow [45], Doubly-Stochastic-DGP [30], and emukit [46].
- For all GPs, Automatic Relevance Determination (ARD) Squared Exponential (SE) kernels are used with a length-scale and variance initialized to 1. The data is scaled so the HF data have a zero mean and a variance equal to 1.
- The Adam optimizer is set with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.99 \) and a step size \( \gamma_{\text{adam}} = 0.003 \).
- The natural gradient step size is initialized for all layers at \( \gamma_{\text{nat}} = 0.01 \).
- The number of training iterations for MF-DGP-EM is fixed to 28000 iterations (one iteration = Adam step + natural gradient step).
- The mean of the variational distribution of the inducing variables for the layer \( t \) is initialized at \( y^t \), and for the input mapping GP at layer \( t \) at \( X^{t+1} \).
- The inducing input of the fidelity GP at layer \( t \) is initialized at \( X^t \), and for the input mapping GP at layer \( t \) it is initialized at \( X^{t+1} \).
- A Github repository featuring MF-DGP-EM will be available after the publication of the paper.

### 6.3 Appendix C: Numerical results

#### Table 1: Performance of the different multi-fidelity models on Problem 1 (Eqs. 19, 20) using 20 repetitions with different LHS generated DoE. Three scenarios on the available HF information are experimented (4, 6 and 8 inputs data on the HF). 30 train data points are used for the LF and 1000 test data points to compute the metrics in the HF space.

| HF DoE size | Algorithms | \( R^2 \) | \( \text{std}_{R^2} \) | \( \text{RMSE} \) | \( \text{std}_{\text{RMSE}} \) | \( \text{MNLL} \) | \( \text{std}_{\text{MNLL}} \) |
|-------------|------------|----------|----------------|----------------|----------------|----------------|----------------|
| 4 data points | HF model | 0.4381 | 0.4511 | 3.1673 | 1.3076 | 3974.3 | 16921.3 |
| | BC model | 0.7877 | 0.3718 | 1.8324 | 1.0386 | 2428.4 | 4192.4 |
| | MF-DGP-EM | 0.9187 | 0.1505 | 1.1020 | 0.6964 | 15.756 | 47.556 |
| 6 data points | HF model | 0.9112 | 0.1046 | 1.2378 | 0.5670 | 1.5146 | 5.4047 |
| | BC model | 0.9185 | 0.0398 | 1.2545 | 0.3581 | 921.27 | 2775.2 |
| | MF-DGP-EM | 0.9731 | 0.0200 | 0.7146 | 0.2230 | 3.8986 | 5.4270 |
| 8 data points | HF model | 0.9037 | 0.1686 | 1.1389 | 0.8453 | 19.105 | 75.129 |
| | BC model | 0.9476 | 0.0489 | 0.9351 | 0.4686 | 13.875 | 33.041 |
| | MF-DGP-EM | 0.9874 | 0.0093 | 0.4784 | 0.1803 | 1.3614 | 1.5949 |

#### Table 2: Performance of the different multi-fidelity models on Problem 2 (Eqs. 22, 23) using 20 repetitions with different LHS generated DoE. Three scenarios on the available HF information are experimented (4, 6 and 8 inputs data on the HF). 30 train data points are used for the LF and 1000 test data points to compute the metrics in the HF space.

| HF DoE size | Algorithms | \( R^2 \) | \( \text{std}_{R^2} \) | \( \text{RMSE} \) | \( \text{std}_{\text{RMSE}} \) | \( \text{MNLL} \) | \( \text{std}_{\text{MNLL}} \) |
|-------------|------------|----------|----------------|----------------|----------------|----------------|----------------|
| 4 data points | HF model | 0.2549 | 0.3998 | 1.5514 | 0.4380 | 8016.6 | 31752 |
| | BC model | 0.6248 | 0.2189 | 1.0940 | 0.3336 | 193.68 | 732.25 |
| | MF-DGP-EM | 0.4509 | 0.4411 | 1.2813 | 0.5226 | 14.110 | 17.801 |
| 6 data points | HF model | 0.4958 | 0.4079 | 1.2187 | 0.5225 | 93.985 | 262.30 |
| | BC model | 0.7412 | 0.2333 | 0.8742 | 0.3158 | 4.6228 | 4.4710 |
| | MF-DGP-EM | 0.7946 | 0.1996 | 0.7850 | 0.3158 | 4.6228 | 4.4710 |
| 8 data points | HF model | 0.7867 | 0.2299 | 0.7959 | 0.3220 | 9.1492 | 33.817 |
| | BC model | 0.9111 | 0.0465 | 0.5372 | 0.1459 | 3.9798 | 4.1756 |
| | MF-DGP-EM | 0.9846 | 0.0093 | 0.4784 | 0.1803 | 1.3614 | 1.5949 |
Table 3: Performance of the different multi-fidelity models on the structural problem (Section 4.2) using 20 repetitions with different LHS generated DoE. Three scenarios on the available HF information are experimented (4, 6 and 8 inputs data on the HF). 30 train data points are used for the LF and 1000 test data points to compute the metrics in the HF space.

| HF DoE size | Algorithms     | $R^2$  | std$_{R^2}$ | RMSE  | std$_{RMSE}$ | MNLL  | std$_{MNLL}$ |
|-------------|----------------|--------|--------------|--------|--------------|-------|--------------|
| 4 data points | BC model       | 0.8702 | 0.1793       | 0.3471 | 0.1063       | 4.2601| 7.0356       |
|             | MF-DGP-EM      | 0.4997 | 0.2110       | 0.8309 | 0.4070       | 11542.| 38744.       |
| 6 data points | BC model       | 0.9320 | 0.0130       | 0.3103 | 0.0814       | 21292.| 7.3080       |
|             | MF-DGP-EM      | 0.9204 | 0.0402       | 0.3281 | 0.1156       | 13200.| 18.663       |
| 8 data points | BC model       | 0.9400 | 0.0362       | 0.2285 | 0.0768       | 57554.| 7.3080       |
|             | MF-DGP-EM      | 0.9358 | 0.0187       | 0.3103 | 0.0814       | 14866.| 62243.       |

Table 4: Performance of the different multi-fidelity models on the aerodynamic problem (Section 4.3) using 20 repetitions with different LHS generated DoE. Three scenarios on the available HF information are experimented (10, 15 and 20 inputs data on the HF). 120 train data points are used for the LF and 250 test data points to compute the metrics in the HF space.

| HF DoE size | Algorithms     | $R^2$  | std$_{R^2}$ | RMSE  | std$_{RMSE}$ | MNLL  | std$_{MNLL}$ |
|-------------|----------------|--------|--------------|--------|--------------|-------|--------------|
| 10 data points | BC model       | 0.0856 | 0.5964       | 0.0475 | 0.0154       | 33.919| 34.519       |
|             | MF-DGP-EM      | 0.7646 | 0.2796       | 0.0230 | 0.0105       | -2.003| 0.7456       |
| 15 data points | BC model       | 0.6358 | 0.2400       | 0.0300 | 0.0098       | 4.2273| 8.0840       |
|             | MF-DGP-EM      | 0.8498 | 0.1386       | 0.0189 | 0.0071       | -2.3094| 0.6455       |
| 20 data points | BC model       | 0.8349 | 0.0769       | 0.0207 | 0.0043       | -0.2532| 1.6970       |
|             | MF-DGP-EM      | 0.8685 | 0.1277       | 0.01764| 0.0069      | -2.144| 0.9646       |