Determining neutrino oscillation parameters from atmospheric muon neutrino disappearance with three years of IceCube DeepCore data
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We present a measurement of neutrino oscillations via atmospheric muon neutrino disappearance with three years of data of the completed IceCube neutrino detector. DeepCore, a region of denser IceCube instrumentation, enables the detection and reconstruction of atmospheric muon neutrinos between 10 and 100 GeV, where a strong disappearance signal is expected. The IceCube detector volume surrounding DeepCore is used as a veto region to suppress the atmospheric muon background. Neutrino events are selected where the detected Cherenkov photons of the secondary particles minimally scatter, and the neutrino energy and arrival direction are reconstructed. Both variables are used to obtain the neutrino
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oscillation parameters from the data, with the best fit given by $\Delta m^2_{32} = 2.72^{+0.19}_{-0.20} \times 10^{-3}$ eV$^2$ and $\sin^2 \theta_{23} = 0.53^{+0.09}_{-0.12}$ (normal mass ordering assumed). The results are compatible, and comparable in precision, to those of dedicated oscillation experiments.

In the 1990s, Super-Kamiokande’s measurements of atmospheric neutrinos [1] led to the acceptance of the mass-induced oscillation model where neutrinos are massive particles whose interaction eigenstates do not have an exact correspondence to their mass eigenstates. This property gives neutrinos produced in one flavor eigenstate, $\alpha$, a nonzero probability of interacting in a different flavor, $\beta$, after traveling for some distance $L$. In the simplest scenario, with only two neutrino flavors, the transition probability is given by

$$P(\nu_\alpha \rightarrow \nu_\beta) = \sin^2(2\theta) \sin^2 \left( \frac{\Delta m^2 L}{4E_\nu} \right) . \quad (1)$$

where $\theta$ defines the mixing between mass and flavor eigenstates, $\Delta m^2$ is the difference in the squared masses and $E_\nu$ is the neutrino energy (in natural units). Considering the existence of three neutrinos, as done in this paper, provides an oscillation probability that consists of a sum of terms of the form of Eq. (1), but involving three mixing angles, two mass-squared differences and a complex phase.

Currently, the mixing angles, the solar mass splitting and the absolute value of the atmospheric mass splitting have been measured [2–10] while the existence of $CP$-violation and the ordering of the masses remain open questions [11,12]. Addressing these questions requires improving the measurement precision on the known parameters and improving the measurements sensitive to the parameters that modify the oscillation probabilities as neutrinos traverse matter [13–15].

In the following, we focus on the measurement of the oscillation parameters $\theta_{23}$ and $\Delta m^2_{32}$. The measurement presented here achieves a precision comparable to the leading experiments in the field [8–10] using a sample of atmospheric high energy neutrinos, from 10 to 100 GeV, recorded with a sparsely instrumented detector located in a natural medium.

**I. THE ICECUBE DETECTOR**

The data used in this analysis were collected by IceCube [16], an ice Cherenkov neutrino detector located at depths between 1450 and 2450 m at the geographic South Pole. IceCube consists of 5160 downward-facing 10-in. Photomultiplier tubes (PMTs), enclosed in glass pressure spheres, known as digital optical modules (DOMs) [17].

The detector is an array of 86 strings, each holding 60 DOMs. Of these, 78 strings are arranged in a triangular grid with a typical distance of 125 m between the strings and a vertical distance of 17 m between DOMs on the strings. The lower center region of the array, from 1760 down to 2450 m, houses a region of denser instrumentation (7-m DOM spacing) known as DeepCore [18] with eight strings at string-to-string distances between 40 and 70 m. Some 50% of the PMTs in this region have 35% higher quantum efficiency than the standard IceCube PMTs. The result is a neutrino energy threshold in DeepCore an order of magnitude smaller than in IceCube, of about 10 GeV.

**II. NEUTRINO OSCILLATIONS IN ICECUBE DEEPCORE**

The IceCube detector records more than $10^5$ atmospheric neutrinos every year, a large fraction of them in the DeepCore subarray [18]. These neutrinos cover path lengths through the Earth ranging from 10 to about 12700 km depending on their arrival zenith angle, $\theta_z$. Above GeV energies they follow a steeply falling spectrum [19–23] that covers several orders of magnitude up to a few hundred TeV.

Neutrino oscillations modify the flavor ratio of the flux of atmospheric neutrinos measured at the detector site. The strongest effect to which DeepCore is sensitive is the disappearance of $\nu_\mu$, modulated by the large (atmospheric) mass splitting, with $\Delta m^2_{32} = \Delta m^2_{21}$, and the mixing angle $\theta_{23}$ [13]. In this analysis, these parameters are derived from the distortions on the expected $\nu_\mu$ flux.

Muon neutrino charged current (CC) interactions in the ice with energies between 10 and 100 GeV, the primary signal event in this analysis, typically produce a minimum-ionizing muon track and initiate a hadronic shower, both of which emit Cherenkov light. The signature of these interactions in DeepCore are individual Cherenkov photons that are partially scattered due to the optical properties of the ice. Figure 1 shows the detector’s response for one such interaction.

The dominant sources of background for this measurement are muons from cosmic ray showers, CC interactions of electron and tau neutrinos, and neutral current interactions of all neutrino flavors. Atmospheric muons trigger the detector at a rate $10^5$ times higher than the $\nu_\mu$ CC rate, which itself is three times higher than the combined rate of all other neutrino interactions.

Muons from cosmic ray showers are generated using the CORSIKA package [24]. The atmospheric neutrino simulation follows the flux predicted by Honda et al. [25], while
neutrino-nucleon interactions in ice are simulated using the GENIE software [26]. Muons are propagated according to the parameterization presented in [27], while all other particles are passed to the Geant4 package [28].

III. EVENT SELECTION

The event selection, described in detail in [29], has the goal of identifying events that start in the detector volume with a clear muon track to reduce the background. To avoid contamination from atmospheric muons, the data analyzed consists only of events reconstructed as passing through the Earth ($\cos \theta_c \leq 0$). However, while atmospheric muons enter the detector only from above ($\cos \theta_c \geq 0$), the small probability of a misreconstruction combined with the large number of events detected results in a significant pollution of the neutrino sample. The event selection starts by rejecting atmospheric muons using the dedicated DeepCore trigger and filter [18].

A. Rejection of atmospheric muon background

The atmospheric muon background which remains after the DeepCore filter is removed by searching for muon tracks that enter the DeepCore volume from outside and pass near the DOMs that triggered the detector. This uses the outer part of the DeepCore detector as an effective veto region, similar to that described in [30]. Atmospheric muon simulation is used to understand the basic characteristics of the background and develop methods to remove it. The statistics available are, however, not enough to provide a complete description of the background at the final level of the analysis and detector data is used instead.

In this analysis, cuts on the position of the earliest DOM involved in the trigger, the total charge observed in the DOMs above and prior to the trigger, the charge collected as a function of time ($dQ/dt$), and the number of DOMs above threshold in a narrow time window $[-150 \text{ ns}, +250 \text{ ns}]$ in coincidence with the photons expected from an atmospheric muon hypothesis are applied. Events reconstructed with $\cos \theta_c > 0$ by a fast track reconstruction algorithm [31] and a maximum likelihood reconstruction [32] are also tagged as atmospheric muons. The veto selection cuts reduce the atmospheric muons to similar rates as the neutrino events while keeping about 40% of the original muon neutrino sample.

The last veto method listed, which uses a muon track hypothesis, is particularly sensitive to muons which enter the fiducial volume through the corridors formed by the detector geometry, leaving very little detected light. The number of photons observed in an event therefore depends primarily on its azimuth arrival direction, and is largely independent of the event characteristics inside the fiducial volume (with variations of less than 10%). By selecting events above the noise threshold of the search, a sample of atmospheric muons which fulfill the quality criteria, outlined next, is obtained. These events are used to create the template for the muon background at the final selection level.

Figure 2 shows the zenith angle distribution of a subsample of the data at three steps in the selection process, where the contributions from neutrinos and atmospheric muons are given separately. In the figure, the region where $\cos \theta_c \geq 0$ is also shown, even though it is not used for obtaining the final result. The transition from a muon- to a neutrino-dominated (assuming the best-known oscillation parameters) sample as additional selection criteria are applied can be seen in the three steps. The normalization of both components is fit for each figure, and the results are consistent with those obtained from the fit of the oscillation parameters.

B. Selection and reconstruction of $\nu_\mu$ interactions

The neutrino interactions of interest result in a small number of DOMs with photon hits [see Fig. 1(a)]. It is likely that most photons will have scattered before detection, and requiring a minimum number of direct photons preferentially selects events that occur close to a string. This reduces the impact of optical scattering in the ice and ensures a well-reconstructed event.

Direct photons are identified by exploiting the fact that Cherenkov light is emitted at a fixed angle relative to the direction of the charge particle and thus the depth at which a photon arrives at a DOM on a string as a function of its time of arrival is described by a hyperbola [see Fig. 1(b) and [33]]. When photons scatter they follow a longer path
length, resulting in a delay that makes them fall outside the expected hyperbola. Direct photons from multiple Cherenkov emitters are also well approximated by a single hyperbola. The direct photon identification procedure looks for signals that match a hyperbolic pattern while iterating over one string at a time. In such a search there is no need to assume a track or hadronic shower hypothesis. Each DOM is characterized by the time of arrival of the earliest photon in the event and the total observed charge. The DOM with the highest charge is used as the starting point. A time window is defined for accepting a photon in the DOM directly above or below, given by $|\Delta z_{\text{DOM}}/c_{\text{ice}}| \pm t_{\text{delay}}$, where $\Delta z_{\text{DOM}}$ is the distance between the DOMs, $c_{\text{ice}}$ is the speed of light in ice and $t_{\text{delay}}$ is the permitted time delay, set to 20 ns for this analysis. The selected DOMs of a given string are considered directly hit only if three or more are found.

Direct photons identified by this method have a mean arrival time delay, due to minimal scattering, of 18 ns, compared to a typical mean delay time of 230 ns. An event is selected for subsequent processing if at least a total of five DOMs with direct photons are found. This keeps about 30% of the $\nu_\mu$ CC interactions with direct photons, as not all interactions produce a sufficiently long (20 m) muon track. The zenith angle obtained from the fitted track hypothesis is used as one of the observables in the measurement, and the reduced $\chi^2$ of the fit is used as a cut variable.

The method used for estimating the total energy of a neutrino event makes the assumption that all interactions produce a hadronic shower at the interaction vertex, the brightness of which scales with energy, and a minimum-ionizing muon, assuming constant energy loss, that are emitted in the same direction. The total neutrino energy is then determined by the range of the produced muon $R_{\mu\text{on}}$ and the energy of the hadronic shower $E_{\text{shower}}$,

$$E_\nu \approx E_{\text{shower}} + aR_{\mu\text{on}},$$  \hspace{1cm} (2)$$

where $a$ is the constant energy loss for muons (in ice $a = 0.226 \text{ GeV/m}$).

The directions of the muon and the hadronic shower are held fixed in the reconstruction. Expectations for light from the tracks and electromagnetic showers at any given DOM...
are obtained from a multidimensional parameterization of many different source configurations, as explained and used in [34]. The light expected from a hadronic shower is obtained by scaling down the expectation from an electromagnetic shower. Unlike the directional fit, here both direct and scattered photons are used to reconstruct the neutrino energy.

The energy estimation is completed in two steps. The goal of the first step is to determine the range of the muon by assuming all the light present in the detector is explained by a single muon. The vertex and decay point of the muon are fit by maximizing the likelihood of a finite muon track, to explain the pattern observed, normalized to the probability obtained from an infinite muon track hypothesis.

The fit starts by finding the projection of the first and last DOM with a signal along the track, serving as first guesses for the vertex and decay point. Two independent likelihood functions, which are formed by multiplying the probability for a DOM to observe zero photons given an expectation of $x$ photons from a track, $P(0|x_{\text{track}}) = e^{-x}$, are maximized for each of these points. The DOMs considered are those that have observed some or no light, respectively. The DOMs that detected light are not included in the calculation. The likelihood functions are given by

$$L(0; x_{\text{track}}) = \prod_j \frac{\exp(-x_{j,\text{finite}})}{\exp(-x_{j,\text{infinite}})}$$

where $j$ runs over all DOMs that fulfill the criteria outlined above for the vertex and decay point. This procedure has a typical accuracy of 25 m.

The vertex point found in the first step above is used as a seed in the second step of the energy reconstruction where the aim is to describe the light in the vicinity of the interaction vertex taking into account that a hadronic shower might have also been produced. While the light output of the muon is taken to be constant along its range, the light expected from the hadronic shower depends on its energy. Both the energy of the hadronic shower and range, the light expected from the hadronic shower depends on the energy. Both the energy of the hadronic shower and the position of the interaction vertex are obtained by maximizing a likelihood function similar to that in Eq. (3), but which also includes DOMs that have detected light, a probability given by $P(1|x_{\text{vertex}}) = 1 - e^{-x}$.

The likelihood function for the energy deposited at the vertex is then

$$L(0/1; x_{\text{vertex}}) = \prod_i [1 - \exp(-x_i)] \prod_j \exp(-x_j),$$

where $x$ is the sum of the light expectation from a muon track, a hadronic shower and noise, and the subscripts $i$ and $j$ run over the DOMs within a 300-m radius of the vertex which have observed some or no light, respectively. The energy is finally obtained from evaluating Eq. (2) with the decay point of the muon fit in the first step and the vertex position and hadronic shower energy obtained in the second step.

The energy distribution of the final analyzed neutrino sample, as given by the simulation, is shown in Fig. 4. The sample is composed of 74% $\nu_\mu$ CC, 13% $\nu_e$ CC, 8% neutral current interactions and 5% $\nu_\tau$ CC. Deep inelastic scattering (DIS) events constitute 80% of the sample, followed by resonant and quasielastic interactions. The expected atmospheric muon contribution to the final sample, from simulation, is less than 5%. The median zenith angle resolution obtained for $\nu_\mu$ events is 12° at $E_\nu = 10$ GeV and improves to 5° at $E_\nu = 40$ GeV. The median energy resolution is 30% at 8 GeV and improves to 20% at 15 GeV.

**IV. DATA ANALYSIS**

To determine the oscillation parameters, a binned maximum likelihood is used that includes nuisance parameters to account for systematic uncertainties [36]. The data are binned in an $8 \times 8$ two-dimensional histogram as a function of $\log_{10}(E_{\text{reco}}/\text{GeV})$, between 6 and 56 GeV, and $\cos(\theta_{\text{reco}})$ between $-1$ and 0. The physics parameters of the fit are the mixing angle $\theta_{23}$ and the mass splitting $\Delta m^2_{32}$. Oscillation probabilities are calculated using a full three-flavor scheme [37,38], including the effects of the Earth’s matter distribution [39]. The mixing angle $\theta_{13}$ is treated as a nuisance parameter using the constraints from [36]. The remaining oscillation parameters are fixed to the values given in [40], as their uncertainties have a negligible impact on the result.

The atmospheric neutrino flux uncertainties, including the normalization, varied by 20%, the spectral index, with an uncertainty of 0.04, and the ratio of $\nu_e/\nu_\mu$, varied by

---

1A detailed description of the final event selection can be found in Ref. [35].
20%, are considered. The template for the atmospheric muon contribution is obtained from inverting the veto cuts on the data, and its normalization is unconstrained in the fit. Cross-section uncertainties are estimated from [26,41,42]. For DIS events the total cross section is modified by 5% and its energy dependence is changed by $E^{-0.03}$. Both uncertainties are smaller than the atmospheric neutrino flux uncertainties which impact the expectation in the same way. Nonlinear energy dependencies occur at $E_\nu \leq 7$ GeV. With less than 3% of the sample below that threshold, the impact was found to be negligible. The effects of the uncertainty on resonant and quasielastic axial masses on the cross section of non-DIS events, of $\pm 20\%$ and $^{+25\%}_{-15\%}$ respectively, were tested and found to modify the result by less than 1%. The energy scale of hadronic showers, a 5% bias in the energy estimation for MINOS [43,44], was assessed by varying the reconstructed hadronic energy, known to a resolution of 30%, and was found to have no impact on the result.

The optical efficiency, or energy scale, of the DOMs has been calibrated in situ using light-emitting diodes integrated into the DOMs and minimum-ionizing muons, and is known with an accuracy better than 10% [34]. The angular acceptance of the DOMs, defined by the properties of the surrounding refrozen ice columns, is obtained from fitting the LED data and its uncertainty is estimated to be between 30% and 10%, depending on the incident angle. The impact of the description of the optical properties of the pristine glacial ice is tested by analyzing the data with two independent models [45,46]. Proper inclusion of the effect of uncertainties related to the detection process in the minimization procedure would require events to be resimulated with the modified values at each step. Full resimulation of the sample at each minimization step is too computationally intensive; thus, an alternative method has been introduced. The most important detector related systematics are the optical efficiency, or energy scale, of the DOMs and the optical scattering in the ice columns where the DOMs have been deployed. The latter modifies the DOM angular acceptance and both are parametrized as a function of a single variable. Complete simulation sets were produced for several values of each parameter within the expected uncertainties. The sets are passed through the same selection and reconstruction steps as the data. When a fit is performed, the different sets are used to fill the bins of a histogram used to compare data and simulation.

For each bin, the deviation in the number of expected events with respect to the nominal value is parameterized as a linear function of the quantity varied, e.g. the optical efficiency. The bin expectation for a set of physics and nuisance parameters is then given by weighting the standard simulation, creating the two-dimensional histogram in energy and direction, and multiplying the bin content by the variation expected for the detector parameters demanded. The reweighting scheme at the histogram level was found to successfully reproduce simulation generated with modified detector settings, and is used in the fit to the data.

V. RESULTS AND CONCLUSIONS

The analysis was applied to the data taken between May 2011 and April 2014, corresponding to 953 days of detector live time. A total of 5174 events were observed, compared to an expectation of 6830 events assuming no oscillations. The parameters that describe the data best are, for a normal mass ordering, $\sin^2 \theta_{23} = 0.53^{+0.09}_{-0.12}$ and $\Delta m_{32}^2 = 2.72^{+0.19}_{-0.20} \times 10^{-3}$ eV$^2$, and for an inverted mass ordering, $\sin^2 \theta_{23} = 0.51^{+0.09}_{-0.11}$ and $\Delta m_{32}^2 = -2.73^{+0.11}_{-0.21} \times 10^{-3}$ eV$^2$. There is no significant preference found for the mass ordering. The errors solely due to statistical uncertainties are $^{+0.08}_{-0.06}$ for $\sin^2 \theta_{23}$, and $^{+0.14}_{-0.13} \times 10^{-3}$ eV$^2$ for $\Delta m_{32}^2$. Statistical and systematic uncertainties have an almost equal contribution to the errors of the final result.

The two ice models tested return best-fit points which differ by 0.04 in $\sin^2 \theta_{23}$ and by $0.02 \times 10^{-3}$ eV$^2$ in $\Delta m_{32}^2$. The model that yields the most conservative errors, 30% larger in $\sin^2 \theta_{23}$ and about 7% larger in $\Delta m_{32}^2$, is taken for the final reported results. For both models, the values of the nuisance parameters at the best-fit point are within the assumed uncertainties and the atmospheric muon contribution to the final sample is fit to 1%, consistent with the expectation obtained from simulation. A cross check was performed by fitting the data in an unbounded two-flavor scheme, which yielded consistent results.

The simulation is in good agreement with the data, with a $\chi^2$/d.o.f. = 54.9/56 for the energy-zenith angle histogram used in the fit, shown in Fig. 5. There, the zenith angle distribution of data and simulation is given for different energy bands. Below each histogram the ratio of data and the best fit to the case of no oscillations is also included. The maximum disappearance can be seen in the panel containing $E_{\text{reco}} = [24 - 32]$ GeV. The simulation agrees with the data at all energies considered. Figure 6 shows the agreement between data and simulation as a function of reconstructed baseline over energy ($L_{\text{reco}}/E_{\text{reco}}$), a variable that does not directly enter the analysis.

The 90% confidence contours on the atmospheric oscillation parameters derived from this analysis, compared to the results from other experiments, are shown in Fig. 7. While this measurement is made at higher energies than other experiments (see Fig. 4), the results are compatible and the precision achieved is comparable.

Higher statistics, ongoing improvements in veto algorithms, and the inclusion of cascade-like events will enhance the sensitivity of the oscillation studies with IceCube in the near future. This could be further improved by deploying additional instrumentation within the DeepCore array to collect more light per event and thus...
FIG. 6 (color online). Distribution of events as a function of reconstructed $L/E$. Data are compared to the best fit and expectation with no oscillations (top), and the ratio of data and best fit to the expectation without oscillations is also shown (bottom). Bands indicate estimated systematic uncertainties.

FIG. 7 (color online). 90% confidence contours of the result in the $\sin^2 \theta_{23} - \Delta m^2_{32}$ plane in comparison with the ones of the most sensitive experiments [8–10]. The log-likelihood profiles for individual oscillation parameters are also shown (right and top). A normal mass ordering is assumed.

FIG. 5 (color online). Comparison between data and expectations for the case of oscillations and no oscillations. In each figure the zenith distribution for an energy band is shown (top), and the ratio of the data and the best fit to no oscillations is shown (bottom). The binning corresponds to that used for obtaining the best-fit oscillation parameters. Bands indicate the impact of the assumed systematic uncertainties.
increase the statistics below $E_{\nu} = 10$ GeV, as proposed in
the Precision IceCube Next Generation Upgrade [47].
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