Financial distress and cycle-sensitive corporate investments
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This paper attempts to explain the link between corporate investments in different phases of the economic cycle and company financial distress. The data were derived from the Estonian Centre of Registers and Information Systems and contained the population of Estonian businesses from four economic activity areas – manufacturing; wholesale and retail trade; transportation and storage; and construction and real estate – and covered the period from 1995 to 2010. A firm was defined as distressed if it breached the minimum capital requirements set by law. The results demonstrate that all the investment-related factors matter for financial distress, with timing, intensity, sector, and type of investment all playing a role. Furthermore, the data seem to suggest that investment in tangibles is more cycle-sensitive for the transport and construction and real estate sectors and investment in working capital is more cycle-sensitive for manufacturing and merchandise, which stresses the importance of getting the timing right for different investment types in different industries.
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1. Introduction

Corporate financial distress and bankruptcy issues have been the subject of extensive research for more than 40 years, but the complexity of the factors and influences determining the success or failure of firms constantly poses new challenges for researchers. The recent global financial turmoil in 2008–2009 again vividly stressed the importance of sound and wise management practices. The macroeconomic fluctuations and instabilities have become more pronounced than ever before, and this means that better planning and precautionary measures are called for at the micro-level for corporate planning and decision-making. Commensurate investment decisions are of central importance for firm growth, higher productivity, and improved competitiveness, as both overinvestment and underinvestment may lead to severe consequences, which in the worst case can result in company distress or failure. The rapid advancement and implementation of new technologies, the emergence of new markets, and sudden shifts in consumers’ preferences, all present new challenges for corporate investment policy. The strong swings on the demand side and on the supply side may lead to herding behaviour and overinvestment in expectation of a continued increase in demand and an
improvement in productivity as new technologies are adopted. Our research aims to contribute to the conceptual strand of the literature by seeking to find the link between macroeconomic fluctuations, company investment, and eventual financial distress. Investments create negative cash flows and put company finances under pressure, and according to Taffler (1983), higher volatility in cash flows leads to elevated risk of financial distress. Adding macroeconomic fluctuations into this regularity, we argue that higher investment before an economic downturn increases the probability of financial distress when the recession materializes.

Our paper contributes in many respects. Firstly, we investigate the link between company investments and financial distress in different phases of the economic cycle, which to the best of our knowledge has not been extensively addressed before. We also conduct the estimations separately for different industries, since the various sectors have been subject to the bubble and bust patterns to a very different degree and extent. Moreover, the analysis considers the intensity of different types of investment, looking at investments in current assets and investments in tangibles. Secondly, we had a population data set that covered a long time frame of 16 years, which allowed us to investigate the distress in different sectors over two major crisis episodes in 1999 and 2008–2009 (Figure 1). Furthermore, investment activity is discrete and this means the population data set gave us good hindsight into the problem, in contrast to smaller data sets, which may limit the study of rare events. Thirdly, we addressed the elasticity effects of investment-cycle interaction variables by calculating the combined effect on company distress at different investment intensity levels. We argue that this view provides novel insights.

The results confirm that all the factors matter for financial distress, with investment cyclicality, investment intensity, type of investment, and the sector where the investment was made all playing a role.

This paper is organized as follows. The literature review and theoretical foundations are presented in Section 2. Section 3 introduces the data, describes the variables, and explains the research methodology. The results are reported and discussed in Section 4. Section 5 concludes.
Company bankruptcy and financial distress have been extensively researched since the mid-1960s to make conceptual advances for the determinants, associations, and causalities between the various indicators or symptoms of financial distress and their implications for company failure. Comprehensive literature surveys have been conducted by Altman and Narayanan (1997), Keasey and Watson (1991), Balcaen and Ooghe (2004), Aziz and Dar (2006), Bellovary, Giacominno, and Akers (2007), Ravi Kumar and Ravi (2007), and more recently, Verikas, Kalsyte, Bacauskiene, and Gelzinis (2010).

Firm investments can be divided into three types, with investments in current assets, fixed assets, and human capital. The investment intensity for the first two of these can be derived from the cash flow statement or from its predecessor the fund flow statement. The third can be a part of period costs, appearing, for example, as part of training costs, and therefore, can be less visible from standard accounts.

Three review articles – Sharma (2001), Bellovary et al. (2007), and Ravi Kumar and Ravi (2007) – were used for locating the earlier studies that used financial ratios based on investment-related cash flow, and this resulted in three types of outcome. In the first type of outcome, statistically significant evidence has been found that higher capital expenditures one year (Aziz, Emanuel, & Lawson, 1988, p. 429; Aziz & Lawson, 1989, p. 57; Gentry, Newbold, & Whitford, 1985a, p. 52) and four years (Aziz et al., 1988, p. 429) before failure and higher investment in receivables one year (Gentry et al., 1985a, p. 52) before failure lower the probability of a firm going bankrupt. All three of these papers used fund flow statement information and a US data set. Secondly, there are some research papers (Gentry, Newbold, & Whitford, 1985b; McKee & Lensberg, 2002; Min & Lee, 2005) that included financial ratios based on investment-related cash flow in their initial battery of variables, but did not find statistically significant evidence from them. Thirdly, there are papers (McKee, 2003; Park & Han, 2002; Piramuthu, Ragavan, & Shaw, 1998) that focused on methodological aspects of data mining approaches and found statistically significant evidence for investment-related variables, but did not elaborate the findings further (probably because the low transparency of data mining methods somewhat restricted such elaborations).

Only a few years after Beaver’s (1966) and Altman’s (1968) pioneering studies, Johnson (1970) suggested that economic conditions may have discriminating power in firm failure prediction, and many studies since then have shown that this is indeed so. Richardson, Kane, and Lobingier (1998) showed that different accrual-based financial ratios can predict corporate failure, depending on the underlying and expected economic conditions. Bhattacharjee, Higson, Holly, and Kattuman (2009, p. 122) showed that an increase in US output per capita lowers the probability of a UK firm going bankrupt; that uncertainty in the form of sharp increases in inflation and a sharp depreciation of the pound sterling affect freshly listed UK firms aged 0–4 years adversely; and that higher volatility in RPI inflation lowers the probability of UK firms listed for more than 25 years going bankrupt. Christidis and Gregory (2010) showed that a higher log excess return over the FTSE All Share Index lowers the probability of bankruptcy.

Although the effects of investments and the economic cycle on financial distress have been addressed separately, we argue that there is a gap in the current research for explaining the link between financial distress and investments in different phases of the economic cycle.

Of the five more commonly used theoretical approaches, 4 two directly address the influence of investment decisions on financial distress. These two are coalition behaviour theory (White, 1980) and cash flow theory (Aziz et al., 1988; Aziz & Lawson, 1989; Gentry et al., 1985a). However, four of the theories – cash flow theory, gamblers ruin theory, income finance theory, and option theory – take the investment decision into account indirectly through the profitability of the investment.
Our model is based on Beaver’s (1966) cash flow theory, which was further elaborated by Tafler (1983). Beaver’s cash flow theory views the firm as ‘a reservoir of liquid assets which is supplied by inflows and drained by outflows’ and states the following four ceteris paribus propositions: (I) the larger the reservoir, the smaller the probability of failure; (II) the larger the net liquid-asset flow from operations (i.e. cash flow), the smaller the probability of failure; (III) the larger the amount of debt held, the greater the probability of failure; and (IV) the larger the fund expenditures for operations, the greater the probability of failure (1966, p. 80). Tafler added a fifth ceteris paribus proposition that the more highly variable the inflows, outflows, and claims on firm, the greater the probability of failure (1983, p. 304).

We argue that a deteriorating economic environment increases the volatility of inflows and outflows in cycle-sensitive industries. Taking Beaver’s (1966) fourth proposition and Tafler’s (1983) fifth proposition, we argue that the larger the investment intensity (fund expenditures for operations) before the advent of weakening economic conditions (more variable inflows and outflows), the greater the probability of failure. As our research is based on cash flow theory, we also tried to find evidence for the underlying basis of cash flow theory by checking the validity of the other three propositions (Beaver’s I, II, and III propositions (1966)).

3. Data and methodology

The data were derived from the Estonian Centre of Registers and Information Systems and contained the population of Estonian businesses from four economic activity areas – manufacturing; wholesale and retail trade; transportation and storage; and construction and real estate – and covered the period from 1995 to 2010.

The target population contained privately owned companies in operation for at least three consecutive years, so all income statement and balance sheet data entered in the first lag, while the fund flow approach was used for cash flow variables by taking the first and second lags of balance sheet variables and the first lag of income statement variables. The fund flow approach was chosen as the data set did not contain the cash flow information from before 2005 and the aim of the research was to take data over several economic cycles.

In order to exclude the impact of outliers, the 1% lower and upper tail observations were excluded for accrual accounts-based ratios; due to the discrete nature of investment, business logic was applied for investment-related cash flow ratios, where observations showing investment or disinvestment of over 100% of the asset size were discarded as outliers. The effects of erroneous accounts and companies without economic activity were avoided by the inclusion only of those companies that had positive sales and asset levels and a balanced balance sheet.

After cuts the data set contained 133.1 thousand company-years, of which 4.1 thousand were distressed company-years. Table 1 presents summary statistics for the pooled sample together with the industry-level aggregates and definitions of variables. The data set mainly contained small- and medium-sized companies with an average asset size of EUR 0.66 m.

Our target variable, the company financial distress, is defined as set out in Estonian law, so a company is defined as financially distressed if its equity level falls below the minimum obligatory equity level. Similar to Männasoo (2008), our choice of definition was motivated by our interest in financial distress that is better observable, not dependent on legal procedures, and more broadly influential on the economy than bankruptcy, and also by our interest in financial distress that has a strong impact on shareholders’ equity and by the availability of the indicator for the population of Estonian businesses.

Three accrual accounts-based ratios (working capital requirement to total assets, equity ratio and return on total assets) and the size variable (Size) and the private/public company type
dummy (Type) were selected to suit the cash flow theory model, which requires the inclusion of liquidity/equity buffer and inflow/outflow variables, where ‘Size’ together with equity ratio determines the equity buffer size and ‘Type’ determines the acceptable level for the equity buffer size. Although we tested several financial ratios we only included three due to their clear interpretation and absence of multicollinearity problem. Lender-related cash flow to total assets, which is a financial constraint variable, was left out due to its strong correlation with other variables and because the effect can be indirectly assessed through the equity ratio.

The overall model controls for sector fixed effects. The dynamic period of transition from 1995 to 2010 was controlled with period dummies (1995–1997, 1998–2000, 2001–2003, 2004–2007, and 2008–2010), since annual dummies would be collinear with the cycle dummy.
We had 18 economic indicators in our initial variable list. Change in the OMX Tallinn stock index, which contains local listed companies, was included due to its good explanatory power and low correlation with other variables.

The three interacted variables were used in two different set-ups of the models to measure the importance of investment type (investment in working capital or tangibles), investment intensity, and investment timing. In the first set-up, the working capital investment intensity (dWCR_TA) and in the second set-up, the tangible asset investment intensity (dT_TA) were interacted with the GDP decline dummy (GDP-), which had the value 0 if the next year had positive GDP growth and 1 if the next year had negative GDP growth.

Both model specifications controlled for a number of other variables including company age, asset size, three accrual financial ratios (working capital requirement to total assets, equity ratio, and return on total assets), and one leading indicator (change in the OMX Tallinn stock index). The investment not interacted with the economic downturn dummy was also controlled for, so the model focusing on the interaction of tangible investments with the economic setback controlled for working capital investments and vice versa. To keep the model simple, we used an overall GDP-based cycle variable instead of a sector-level cycle variable (sector value added). We used robust and company-level clustered standard errors.

We estimated the importance of the investment intensity by first running the logit model with cycle-interacted investment variables and then calculating and plotting the combined impact at different investment levels. We used odds ratios instead of marginal effects to show the combined elasticity effect.

4. Results and discussion

The model specifications focusing on the interactions with the economic downturn of working capital and of tangible investments are presented in Tables 2 and 3, respectively. To give an even better picture of the combined effect of investment intensities and cyclical vulnerability, the combinations of investment and economic setback interactions were obtained for different investment levels, and the results of this are presented in Figures 2 and 3.

4.1. Evidence for the underlying basis of the cash flow theory

The estimation results for the control variables remained fairly stable across different model specifications in the pooled and industry-level samples. In order to evaluate the importance of the reservoir (Beaver’s first proposition), we looked at the coefficients of the private/public company type dummy (Type), the equity ratio (E_TA), asset size (Size), working capital requirement to total assets (WCR_TA), and the period dummies, all of which had the expected signs. The public limited companies subject to higher capital requirements by law turned out to be more likely to breach the prescribed capital levels and become distressed. Higher equity-to-asset ratios and higher asset size were associated with lower probability of distress.

Period dummies decreased as expected over the period 1998–2010. Interestingly this trend is similar to the change in consumer price index (CPI) over the same period. Because the equity-to-asset ratio is the mirror of leverage or the debt-to-asset ratio, the other implication from the equity ratio was that lower exposure to debt reduces the company distress hazard (Beaver’s third proposition). In assessing the importance of inflows to the reservoir (Beaver’s second proposition), we focused on the return on asset ratio (ROA), which confirmed that higher returns imply lower distress risk. The results obtained on control variables were closely in line with the broad empirical evidence maintaining that the liquidity, leverage, and profitability ratios constitute a set of robust predictors of firm distress (see, for example, the list of predictors present in five or more studies; Bellovary et al., 2007, p. 42).
4.2. **Sectoral variation**

The estimation results for the sector and period dummies also remained fairly stable between the two different set-ups of the models. The manufacturing sector showed 26% higher statistically significant exposure to distress risk than the merchandise sector, whereas the other two sectors did not show any statistically significant difference.
### 4.3. Stand-alone cycle sensitivity

The estimation results for the GDP dummies come out differently for different industries. The overall effect from the downturn increased distress risk by a factor of 1.36–1.37 for all companies. The transport sector demonstrated the highest sensitivity to economic recession with distress risk rising 1.67–1.74 times, probably because Estonia is a small open economy where import and export levels are both close to 70% of GDP. The merchandise and real

| Variable      | Total         | Manufacturing | Transport | Construction-real estate | Merchandise |
|---------------|---------------|---------------|-----------|--------------------------|-------------|
| WCR_TA        | 0.9967***     | 0.9958***     | 1.0016    | 0.9985                   | 0.9958***   |
| (0.0006)      | (0.0014)      | (0.0026)      | (0.0016)  | (0.0009)                 |             |
| E_TA          | 0.9633***     | 0.9598***     | 0.9632*** | 0.9637***                | 0.9647***   |
| (0.0009)      | (0.0017)      | (0.0029)      | (0.0020)  | (0.0013)                 |             |
| ROA           | 0.9847***     | 0.9854***     | 0.9874*** | 0.9882***                | 0.9816***   |
| (0.0009)      | (0.0017)      | (0.0026)      | (0.0019)  | (0.0013)                 |             |
| Size          | 0.6798***     | 0.7126***     | 0.6279*** | 0.7006***                | 0.6647***   |
| (0.0107)      | (0.0214)      | (0.0334)      | (0.0235)  | (0.0161)                 |             |
| Age           | 0.9742***     | 0.9894        | 0.9754    | 0.9763*                  | 0.9644***   |
| (0.0054)      | (0.0100)      | (0.0192)      | (0.0125)  | (0.0082)                 |             |
| LI            | 0.9985***     | 0.9991        | 0.9974    | 0.9992                   | 0.9977***   |
| (0.0006)      | (0.0011)      | (0.0019)      | (0.0015)  | (0.0009)                 |             |
| Type          | 1.2688***     | 1.2531*       | 1.5564**  | 1.0850                   | 1.2810***   |
| (0.0735)      | (0.1454)      | (0.2771)      | (0.1456)  | (0.1115)                 |             |
| GDP-          | 1.3701***     | 1.1382        | 1.7437*** | 1.4211**                 | 1.4295***   |
| (0.0697)      | (0.1191)      | (0.2923)      | (0.2104)  | (0.1022)                 |             |
| dWCR_TA       | 1.0010        | 1.0016        | 0.9995    | 1.0001                   | 1.0014      |
| (0.0008)      | (0.0017)      | (0.0030)      | (0.0017)  | (0.0012)                 |             |
| dT_TA         | 0.9964***     | 0.9932***     | 0.9983    | 0.9986                   | 0.9960**    |
| (0.0010)      | (0.0021)      | (0.0024)      | (0.0020)  | (0.0017)                 |             |
| dT_TAxGDP-    | 0.9987        | 1.0034        | 0.9965    | 1.0027                   | 0.9945      |
| (0.0024)      | (0.0045)      | (0.0048)      | (0.0056)  | (0.0040)                 |             |
| Manufacturing | 1.2600***     |                |           |                          |             |
| (0.0565)      |                |               |           |                          |             |
| Per95-97      | 1.2103        | 1.3996        | 0.8475    | 1.2622                   | 0.9846      |
| (0.1423)      | (0.2879)      | (0.4143)      | (0.3609)  | (0.2126)                 |             |
| Per95-00      | 1.6886***     | 1.6568***     | 1.1489    | 1.7554***                | 1.4923**    |
| (0.1560)      | (0.2415)      | (0.4617)      | (0.3789)  | (0.2797)                 |             |
| Per01-03      | 1.4042***     | 1.5244***     | 0.9322    | 1.2836                   | 1.2696      |
| (0.1327)      | (0.2231)      | (0.3704)      | (0.3104)  | (0.2323)                 |             |
| Per04-07      | 1.2848***     | 1.4867***     | 1.1957    | 1.0640                   | 1.0750      |
| (0.1160)      | (0.1970)      | (0.4664)      | (0.2535)  | (0.1964)                 |             |
| No of obs.    | 133,114       | 32,793        | 14,893    | 25,664                   | 59,764      |
| No of clust.  | 23,152        | 6155          | 3095      | 6856                     | 12,299      |
| $R^2$         | 0.14          | 0.16          | 0.12      | 0.14                     | 0.14        |
| Wald chi²     | 4019.54       | 1173.52       | 382.79    | 776.11                   | 1849.04     |
| LL            | $-1.6e+04$    | $-3717.34$    | $-1509.35$| $-2724.78$               | $-7649.77$  |

Notes: Dependent variable – Company financial distress dummy; 1 if distressed. Logistic model estimations with odds ratios reported. Clustered standard errors are given in parentheses enabling intragroup correlation across the observations of the same company. Only the significant sector dummy variable for Manufacturing is reported, with the Merchandise sector as the base category. For definitions of variables, see the footnote of Table 1.

*Statistical significance at the level of 10%.
**Statistical significance at the level of 5%.
***Statistical significance at the level of 1%.
estate sectors showed average sensitivity to the downturn of 1.38–1.45 and manufacturing had the lowest sensitivity at 1.14–1.16. The figure for manufacturing was not statistically significant probably because of the great diversity within the sector.

4.4. Cycle sensitivity of investments

The combined effect on financial distress from investment before the economic downturn showed that distress risk increases moderately from a factor of 1.36 to 1.8 for working capital investments and decreases from 1.37 to 1.2 for tangible investments, while investment intensity increased from 0% to 100% (Figure 3). As the 95% confidence interval stayed above 1 for all working capital investment intensity levels, the effect can be taken as unequivocal. In contrast, the 1 level was breached at the 55% intensity level for tangible investments making the risk-decreasing effect equivocal for higher intensities.

The combined effect for different industries (Figure 3) showed great heterogeneity between the sectors.

Firstly the effect on financial distress went in different directions. Increased working capital investment intensity increased the distress risk in manufacturing, transport, and the merchandise sector, whereas interestingly the effect was the opposite in the construction and real estate sectors (notice that odds ratio lines on Figures 2 and 3 start from GDP-value level that are presented in Tables 2 and 3 and have upward or downward trend depending whether investment downturn interaction term’s odds ratio is over or below 1.0 level). This can be explained by the importance of a solid pipeline of ongoing projects for construction or of later stage developments for real estate ahead of an economic contraction, both of which are reflected in increased
Figure 3. Odds ratios at different levels of investment intensity with 95% confidence intervals by industries.
inventory levels. In contrast, increased tangible investment intensity had a risk-decreasing effect for transport and merchandise and a risk-increasing effect in the other two sectors. In these two cases, this might reflect investments in efficiency and new facilities, both of which can improve competitiveness and resilience towards an adverse economic environment.

Secondly, the investment intensity had varying elasticity, with the manufacturing and merchandise sectors, which hold larger inventories, showing higher elasticity in working capital investment. At the same time, the transport, manufacturing, and merchandise sectors, which have a high share of tangibles, showed higher elasticity in tangible investment.

Thirdly, the investment intensity did not show an unequivocal effect after the 20–40% working capital investment intensity level was reached in the transport and construction and real estate sectors. The unequivocal effect for tangible investment intensity disappeared in all sectors after the 45% investment intensity level was reached.

Finally, the confidence intervals decreased at moderate tangible intensity levels of 5–30% for construction and real estate and 5–25% for transport, indicating that the investments are probably made in set amounts from assets or in chunks that increase the statistical significance of these investment levels.

5. Conclusions
Our study confirms the conceptual propositions (Beaver, 1966; Taffler, 1983) and broad empirical evidence maintaining that liquidity, leverage, and profitability ratios constitute a set of robust predictors of firm distress. We elaborate the empirical model by including an economic downturn dummy variable to investigate the timing effect of investments across industries. Moreover, we consider two types of investment, looking at investments in working capital and tangible investments separately to uncover diversity in the investments structure. Our results reveal a remarkable diversity in investment types and industry sectors. The degree to which industries are exposed to distress risk varies depending on the economic environment and the type of investment made during the run-up to an economic recession.

Tangible investments seemed to improve efficiency and competitiveness in the merchandise and manufacturing sectors with no harmful effect ahead of an economic recession. The reverse was true for the transport and construction and real estate sectors, where high tangible investments during the run-up to an economic contraction significantly increased the company distress risk. In contrast to the tangible investments, overly high working capital investments endangered the viability of manufacturing and merchandise companies, where exposure to inventories is larger ahead of a deterioration in the economic environment. It appears that working capital investments, which reflect short-term planning and address current market demand, can be badly hit at times of cyclical contraction in sectors exposed to large inventories.

In general, the results demonstrate that all the investment-related factors matter for financial distress, with the timing, intensity, sector, and type of the investment that was made all playing a role. This stresses the importance of a firm making the right type of investment and choosing the right time and intensity for that investment if it is to withstand a storm in the economic climate. We are, however, aware of aggregation issues, where the deepest insight within an industry remains uncovered.
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Notes
1. These are (1) coalition behaviour theory, (2) gamblers ruin theory, (3) option theory and credit risk theories, (4) cash flow theory, and (5) the income finance theory by Laitinen (2011) and Aziz and Dar (2006).
2. The merchandise sector was left as the base.
3. The period 2008–2010 was left as the base.
4. These were growth of Estonian and Swedish real GDP; average monthly short- and long-term interest rates over a year together with their first differences; yearly change in CPI and highest monthly change in CPI within a year; unemployment level together with its first difference; yearly averages of monthly export expectations of industry players together with biggest monthly change in expectations within a year; change in total retail trade level; change in new passenger car registrations; export-level growth; trade balance to GDP together with its growth level; and food CPI level.
5. The combined effect of the interacted variables was calculated using the STATA lincom procedure.
6. As the obligatory equity level remained constant in 1999–2010, the CPI change meant companies in 1999 were more at risk of breaching the obligatory equity level than companies in 2010. On average the CPI was 1.21×, 1.36×, 1.53×, and 1.95× higher in 2008–2010 than in 2004–2007, 2001–2003, 1998–2000, and 1995–1997, respectively. The estimation results for the period dummies for the same periods were 1.28, 1.40, 1.68–1.69 and 1.20–1.21 which shows that in all the periods except 1995–97 the results for the dummies are similar to the CPI trend. The peculiarity of the 1995–1997 dummy, which didn’t show up as statistically significant, can be explained by the fourfold upward shift in the required equity level from 1999, when the required equity level increased from EUR 0.64 thousand to EUR 2.4 thousand for private limited companies and from EUR 6.4 thousand to EUR 24 thousand for public limited companies, and by the legislative changes after the new Commercial Code was introduced in 1995 and the economy started to shift away more vigorously from a soviet-type economy.
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