Towards a data-driven system for personalized cervical cancer risk stratification
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Mass-screening programs for cervical cancer prevention in the Nordic countries have been effective in reducing cancer incidence and mortality at the population level. Women who have been regularly diagnosed with normal screening exams represent a sub-population with a low risk of disease and distinctive screening strategies which avoid over-screening while identifying those with high-grade lesions are needed to improve the existing one-size-fits-all approach. Machine learning methods for more personalized cervical cancer risk estimation may be of great utility to screening programs shifting to more targeted screening. However, deriving personalized risk prediction models is challenging as effective screening has made cervical cancer rare and the exam results are strongly skewed towards normal. Moreover, changes in female lifestyle and screening habits over time can cause a non-stationary data distribution. In this paper, we treat cervical cancer risk prediction as a longitudinal forecasting problem. We define risk estimators by extending existing frameworks developed on cervical cancer screening data to incremental learning for longitudinal risk predictions and compare these estimators to machine learning methods popular in biomedical applications. As input to the prediction models, we utilize all the available data from the individual screening histories. Using data from the Cancer Registry of Norway, we find in numerical experiments that the models are strongly biased towards normal results due to imbalanced data. To identify females at risk of cancer development, we adapt an imbalanced classification strategy to non-stationary data. Using this strategy, we estimate the absolute risk from longitudinal model predictions and a hold-out set of screening data. Comparing absolute risk curves demonstrate that prediction models can closely reflect the absolute risk observed in the hold-out set. Such models have great potential for improving cervical cancer risk stratification for more personalized screening recommendations.

Nation-wide cervical cancer screening programs in the Nordic countries have shown to be an effective cancer prevention strategy. These programs recommend repeated screening at regular intervals to detect precancerous lesions1. Although the screening recommendations have become more accurate and efficient over the years, they are based on only the most recent screening results and are standardised across the whole screening population. Specifically, the Norwegian Cervical Cancer Screening Program (NCCSP) currently recommends a routine screening every 3 or 5 years for females aged 25–33 years and 34–69 years, provided their last screening was normal. An alternative strategy would be to adapt the recommendations to the individual risk of disease initiation as inferred from the full screening history. For instance, a more personalized approach could be to recommend a longer screening interval to a female older than 45 who had only negative results in the past, as she may be at considerably lower risk than a 30 year old female with several past abnormalities. More personalized recommendations in cervical cancer screening may reduce the large number of unnecessary screenings of females unlikely to develop the disease, while simultaneously preventing more cancer cases2.

A step towards more individualized recommendations is utilizing data from existing cancer screening registries to derive prediction models for the individual risk of cervical cancer development. However, the data available from these registries contain only a few variables about previous exam results, necessary to organize and run the screening programs but no information about female lifestyle or habits. Moreover, due to most

1Department of Research, Cancer Registry of Norway (CRN), Oslo 0379, Norway. 2Department of Registry Informatics, CRN, Oslo 0379, Norway. 3Department of Electronic Systems, Norwegian University of Science and Technology (NTNU), Trondheim 7491, Norway. 4Department of Mathematical Sciences, NTNU, Trondheim 7491, Norway. 5Machine Intelligence Department, Simula Research Laboratory, Oslo 0164, Norway. *email: langberg91@gmail.com
females having only normal results, the distribution of results is heavily skewed towards disease-free cases, and this distribution may also be changing over time due to temporal variations in female screening and lifestyle habits. In this paper, we use data from the NCCSP to evaluate the impact of data imbalance and data drift on model performance. We adapt machine learning methods to predict the individual time-varying risk of cervical cancer and compare their performances in numerical experiments.

Data. Our approach is based on data from the 1.7 million females in the NCCSP screening population between 1991–2015. As this data covers the Norwegian cervical cancer screening population, the prediction models derived herein can only be evaluated internally using hold-out methods. External model validation require data from a different country but differences in screening recommendations and data collection practices make it challenging to align information for comparability. However, synergy projects with Baltic countries and Sweden are being developed to investigate the potential to extending predictors to other countries.

In this paper we considered only histories with at least 3 exam results for hold-out model validation. In the NCCSP data, more than 75% of the females have only normal results in their history. To have more variation in the training data we sampled training histories with probabilities proportional to the most severe result in each history, making it more likely to select females with at least one abnormal result. For the test set we used only histories where the first exam was taken no later than year 2000 and at the ages 20–30 (± 5 years from the recommended youngest age for the first exam). This sampling give more recent and complete test data for a comprehensive model evaluation. As our dataset ends before 2015, selecting test histories with the first exam from year 2000 gave female age range 20–53 in the test data, while the results in the training set were from female ages 20–72. The final training set included 10K histories and the test set included 50K histories.

The NCCSP data contains only the information necessary for the Cancer Registry of Norway to organize and run the screening program. Although previous works deriving prediction models for cervical cancer risk stratification leverage personal lifestyle information, this information is in general unavailable for the whole screening population. It is also typically collected only once for each female, and thus does not capture temporal variations in the data. Therefore, there is large potential and benefits in providing prediction models based on the data routinely collected by the registries, as these may be integrated directly into the cancer screening programs.

Specifically, the NCCSP data consists of timestamps, three types of medical exams (cytology, histology and human papillomavirus (HPV)) and the corresponding results. The HPV exams were introduced around 2005 to follow up on abnormal cytology, and as our dataset ends before 2015 it contains only a few HPV results. Due to the scarcity of HPV results in our data sample, we exclude all HPV data in this study and use only cytology and histology results. However, we plan to include more recent registry data with detailed HPV information in future work.

The primary cause for cervical cancer is persistent infection with HPV. This infection may lead to the development of low-grade lesions, progressing via high-grade precursor lesions (pre-cancer) to invasive cancer. Exposure to HPV occurs mainly via sexual contact which, together with individual lifestyle variations, makes the risk of cervical cancer both time-varying and in-homogeneous across the screening population. To represent the risk of cervical cancer development, we consider three clinically actionable states, reflecting stages in disease initiation and progression. We label these states normal, low-grade and high-grade.

A normal state requires no additional exams before the next routine screening, while progression from normal to low-grade calls for closer follow-up – although low-grade lesions may spontaneously regress back to normal. Progression from low-grade to high-grade requires immediate clinical action to prevent cancer. Each state is determined by the outcome of medical exams and corresponds to different risk-levels of disease development.

The NCCSP data is strongly skewed towards disease-free cases with more than 85% of the individual results being normal and fewer than 5% high-grade results. Due to the screening recommendations not being strictly adhered to in practice, the histories are irregular in time. This irregularity poses a significant challenge in prediction tasks if the time between the last examination and the time to predict amounts to several years (e.g. > 4 years). The panel in Fig. 1, illustrates these characteristics of the NCCSP data by showing to the left a Lexis diagram depicting screening histories, a histogram of screening intervals in the middle and a histogram of the proportion of female states in three age intervals to the right.

The Lexis diagram in Fig. 1 illustrates the scarcity in screening histories sampled from the NCCSP data, where the median number of exams is 6. The histogram of screening intervals shows that the time between exams varies from just over 1 month and up to almost 20 years, illustrating data irregularity. Finally, the proportion of states is changing with female age, containing about 0.87 normal results for females younger than 36 and up to 0.93 normals for 46–69+ year old females. This drift in the state distribution could be attributed to changes in female lifestyle and screening habits.

State of the art. Popular prediction models in biomedical applications include logistic regression (LR), random forest (RF) and gradient tree boosting (GTB). Ensemble methods such as RF and GTB may be strong performers on imbalanced data, but neither of these models is typically used with time-dependent data. Popular models in time-series prediction tasks such as long short-term memory (LSTM) networks expect regular and sufficiently sampled data. However, this is not the case with the NCCSP data, as described in the previous section.

An alternative to the LSTM, also capable of modelling cervical cancer data, is a continuous-time hidden Markov model (HMM) developed in a recent study for the disease dynamics observed in cervical cancer screening data. The model was learned from a subset of NCCSP data and validated against a hold-out set by using the HMM as a stochastic simulator to derive Kaplan-Meier estimates. However, the study did not evaluate the HMM on risk prediction tasks or presented a method for generating such predictions from the model.
Predicting the risk of cervical cancer development

We represent a cervical cancer screening history with data recorded at times \( t_0 < t_1 < \cdots < t_J \) as a set of tuples \( y_j = \{(t_i, \rho_i, x_i)\}_{i=1}^{s} \). The history includes time points \( t_i \) representing the female age at visit \( i \) when she was measured with medical exam \( \rho_i \) to be in state \( x_i = s \). The potential female states \( s \in S \) are numerically encoded with \( s = 1 \) for normal, \( s = 2 \) for low-grade and \( s = 3 \) for high-grade.

To estimate the individual future risk of cervical cancer, we assume that we know her screening history up to some time \( t_i \). The predicted risk at a later time point \( \hat{\tau} > t_i \) is expressed as the triple of conditional probabilities \( p(x_i = s | y_j), s = 1, 2, 3 \).

In the following sections we provide a detailed description of how we extend existing frameworks based on MF, GDL and HMM to incremental learning for longitudinal predictions. For the LR, RF and GTB predictors we use the implementations from publicly available software\(^{19}\).

Matrix factorization. The matrix factorization (MF) risk estimate as we define it herein is based on the Shifted Weighted Convolutional Matrix Factorization (SWCMF) from\(^{15}\). The SWCMF assumes that the discrete observed states are possibly inaccurate measurements of a continuous latent state, evolving slowly with time for each female. The MF risk estimator requires that we derive such latent state profiles from a hold-out set of screening histories before we can use it for predictions.

**Contribution.** This is the first paper comparing several different machine learning methods for cervical cancer risk estimation, focusing on methods for incremental learning from longitudinal data, the impact of data imbalance on model estimates and classification with a time-varying state distribution. Specifically, we compare methods based on HMM, MF and GDL, as well as LR, RF and GTB. Our motivation for including the HMM, GDL and MF is that they were developed to handle scarce and irregular data for cervical cancer screening applications, and we further adapt these herein to incremental learning for longitudinal risk estimation. Moreover, to handle problems with both imbalance and temporal changes in the state distribution, we extend the classification method from\(^{18}\) to separate classifiers over different female age intervals. To evaluate their ability to predict the next exam results over time, we compare absolute risk curves derived from model predictions and a hold-out set of screening data to assess model calibration against the trend in the time-varying risk.

The rest of this paper is organized as follows. In “Predicting the risk of cervical cancer development” we outline the risk estimators that are based on extensions to HMM, MF and GDL. "Numerical experiments” section describes the numerical experiments and discuss the results on NCCSP data, followed by a conclusion and outline of future work in “Conclusions and future work”.

**Predicting the risk of cervical cancer development**

We represent a cervical cancer screening history with data recorded at times \( t_0 < t_1 < \cdots < t_J \) as a set of tuples \( y_j = \{(t_i, \rho_i, x_i)\}_{j=1}^{s} \). The history includes time points \( t_i \) representing the female age at visit \( i \) when she was measured with medical exam \( \rho_i \) to be in state \( x_i = s \). The potential female states \( s \in S \) are numerically encoded with \( s = 1 \) for normal, \( s = 2 \) for low-grade and \( s = 3 \) for high-grade.

To estimate the individual future risk of cervical cancer, we assume that we know her screening history up to some time \( t_i \). The predicted risk at a later time point \( \hat{\tau} > t_i \) is expressed as the triple of conditional probabilities \( p(x_i = s | y_j), s = 1, 2, 3 \).

In the following sections we provide a detailed description of how we extend existing frameworks based on MF, GDL and HMM to incremental learning for longitudinal predictions. For the LR, RF and GTB predictors we use the implementations from publicly available software\(^{19}\).

Matrix factorization. The matrix factorization (MF) risk estimate as we define it herein is based on the Shifted Weighted Convolutional Matrix Factorization (SWCMF) from\(^{15}\). The SWCMF assumes that the discrete observed states are possibly inaccurate measurements of a continuous latent state, evolving slowly with time for each female. The MF risk estimator requires that we derive such latent state profiles from a hold-out set of screening histories before we can use it for predictions.
By organizing all the states $x_t$ from a screening history according to female age $t$, we obtain a scarce longitudinal vector $z$ spanning $T \geq t$ years. Here $T$ is the maximum female age in the data and the times $t_0 \leq t \leq T$ for when the female state was measured correspond to the observed entries in $z$. Combining $N$ such state vectors gives a partially observed matrix $Z$.

With the SWCMF model from\textsuperscript{15}, we estimate a complete matrix $\hat{M} \in \mathbb{R}^{N \times T}$ of latent state profiles using the observed states in $Z$ and the medical exam type data. Each row $\hat{M}_n$ in $\hat{M}$ corresponds to a continuous latent profile estimated from $Z_n$, and these profiles are used to construct the MF risk estimator.

As in\textsuperscript{15}, we assume the probability of observing a female in state $x_t = s$ at time $t$ given the latent state $m_t$ is given by

$$p(x_t = s|m_t) = C \exp \left( \frac{(m_t - s)^2}{2\sigma^2} \right) \quad (1)$$

where $C = C(m_t)$ is a normalizing factor. Here we estimate $\sigma$ using the same MLE procedure as in\textsuperscript{15}. To estimate the risk of some female with screening history $y_{tj}$ being in state $s$ at time $t > t_j$, we consider the posterior predictive distribution

$$p(x_t = s|y_{tj}) \propto \int p(x_t = s|m, y_{tj})p(m|y_{tj}) \, dm \quad (2)$$

In (2) we assume $y_{tj}$ is conditionally independent from $y_{t_0}, \ldots, y_{t_j}$ so the probability of observing state $s$ when given history $y$ and latent profile $m$ becomes $p(x_t = s|m)$. Using Bayes’ rule $p(m|y_{tj}) \propto p(y_{tj}|m)p(m)$ we get

$$p(x_t = s|y_{tj}) \propto \int p(x_t = s|m)p(y_{tj}|m)p(m) \, dm \quad (3)$$

In (3) the latent risk prior $p(m)$ is unknown so $p(m|y_{tj})$ is really intractable but following the variational approximation approach we may use $\hat{M}$ to approximate $p(m|y_{tj})$. Thus, we can approximate (3) with

$$\hat{p}(x_t = s|y_{tj}) \propto \sum_{n=1}^N p(x_t = s|\hat{M}_{n,tj})\hat{p}(y_{tj}|\hat{M}_n). \quad (4)$$

In (4) we compute $p(x_t = s|\hat{M}_{n,tj})$ from (1) and the data likelihood as

$$\hat{p}(y_{tj}|\hat{M}_n) = \prod_{i=0}^j C(\hat{M}_{n,t_i}) \exp \left( \frac{(\hat{M}_{n,t_i} - x_{t_i})^2}{2\sigma^2} \right),$$

Moreover, assuming data from a visit at time $t_j > t_j$ is added to history $y_{tj}$, we can recursively update the data likelihood by

$$\hat{p}(y_{t_{j+1}}|\hat{M}_n) \propto \hat{p}(y_{t_j}|\hat{M}_n)C(\hat{M}_{n,t_{j+1}}) \exp \left( \frac{(\hat{M}_{n,t_{j+1}} - x_{t_{j+1}})^2}{2\sigma^2} \right)$$

This recursive update was not described in\textsuperscript{15} and allows us to do efficient adaptive learning by re-estimating the risk when more data is available.

**Geometric deep learning.** An alternative to using the SWCMF model\textsuperscript{15} for estimating latent state profiles is to use a geometric deep learning (GDL) approach based on\textsuperscript{16}. We define the GDL risk estimate based on latent profiles derived with GDL and using (4) for risk predictions. To estimate latent profiles, the GDL leverages two similarity graphs where one encode similarities between screening histories and the other represents the temporal dependency of results. When estimating the latent state profiles, GDL use these graphs to determine the structure of the profiles.

In\textsuperscript{15} the authors used a k-nearest neighbour (NN) graph linking together similar histories in addition to a sequential graph for the temporal dependencies. In the k-NN graph, each node represents a screening history that is connected to $k$ other most similar histories, where the similarity between histories is determined by some pre-defined measure. A potential drawback of the k-NN graph is that it each node has to have exactly $k$ connections – even if one node is quite dissimilar from the others.

In this paper, we follow\textsuperscript{17} in constructing a graph with a variable number of connections for each node. This graph is learned directly from the data under a smoothness constraint where we assume that certain screening histories exhibit strong similarities to each other. The resulting graph will then contain nodes connecting together histories that are alike in the results and time of visits. Moreover, we assume that the risk of cancer development does not change rapidly within a year and use this to construct the second graph for the temporal dependency of results. Using these two graphs with the GDL we obtain latent state profiles that are changing slowly in time and reflect the similarities between screening histories in the data. The GDL approach is similar to the MF estimate except that they use different constraints to characterize the latent state profiles.
Hidden Markov model. The HMM risk estimate that we compare to the MF and GDL estimates is based on an extension of the HMM described in13 with a prediction module. In the HMM, each observed state is taken to originate from a discrete hidden state indicating the latent risk of cervical cancer development. Here we take the observed states to originate from some hidden states, labelled normal, low-risk and high-risk as in14. To define the HMM risk estimate, we first consider the probability

\[ \alpha(h_t) = p(h_t | y_t) \]

declaring the quality of multi-class classifications. Here \( n \) is the total number of test samples, \( n_s \) is the number of correct classifications, and \( n_t \) and \( n_s \) are the number of times where state \( s \) was the ground truth and was correctly predicted, respectively. Higher \( R_K \in [-1, 1] \) means a more accurate classification. The thresholds \( \delta(T) \) for age interval \( T \) are obtained by computing

\[ R_K = \frac{n_+ - \sum_{s \in S} \hat{n}_s \times n_s}{\sqrt{(n_+ - \sum_{s \in S} \hat{n}_s)^2 \times (n^- - \sum_{s \in S} \hat{n}_s^2)}} \]
model by including the previous data point before we move to predict at the next result. For any history with more than 3 results, we repeatedly update the time as a female has more exams. We start by revealing only the first 2 results to fit the estimators, and move parts of the screening histories in the test set with a moving window. This way we mimic histories growing over time.

For LR we used Z-scoring with parameters estimated from a hold-out set to normalize the features. To derive the adaptive counts of each state conditioned on the exam type over time, together with the corresponding time stamps. While the HMM also utilize exam type information. The input features to LR, RF and GTB combine the cumulative counts of each state conditioned on the result, and an indicator for whether the result was actually positive.

\[
\max_{\delta(T_1) \in \{0,1\}^T} R_K(x, \delta).
\] (8)

This maximization problem is solved by using the differential evolution algorithm\(^\text{21}\).

### Numerical experiments

The research for this study is approved by the South East Norway Regional Committee for Medical and Health Research Ethics (application ID: 11752). The health registry data used in this study does not originate from clinical trials and therefore the ethical committee granted this study with an exception from obtaining informed consent. All the research conducted herein accommodate the relevant guidelines and regulations.

In numerical experiments we study machine learning methods taking the individual screening history as input for cervical cancer risk prediction. The methods are based on: hidden Markov model\(^\text{14}\) (HMM), matrix factorization\(^\text{15}\) (MF), geometric deep learning\(^\text{16}\) (GDL), logistic regression\(^\text{7}\) (LR), random forest\(^\text{10}\) (RF) and gradient tree boosting\(^\text{14}\) (GTB). To predict the individual risk of cervical cancer development we use (6) for the HMM estimate, and (4) for MF and GDL. Although LR, GTB and RF treat each exam result as independent we facilitate adaptive learning by re-fitting the models with additional data, using the current estimate for model parameters as initialization.

As input to the HMM, MF and GDL predictors we provide all the data up to six months prior to the result we want to predict. For MF and GDL, the input data consist of female states and the corresponding time stamps, while the HMM also utilize exam type information. The input features to LR, RF and GTB combine the cumulative counts of each state conditioned on the exam type over time, together with the corresponding time stamps. For LR we used Z-scoring with parameters estimated from a hold-out set to normalize the features. To derive the latent state profiles used by the MF and GDL estimators, we leverage the exam results and the time stamps from the 10K histories sampled for our training set to construct the input matrix. Moreover, data from the training set is also used to fit LR, RF and GTB.

To simulate an environment for doing longitudinal adaptive learning with MF, HMM and GDL, we masked parts of the screening histories in the test set with a moving window. This way we mimic histories growing over time as a female has more exams. We start by revealing only the first 2 results to fit the estimators, and move forward in time to predict the 3rd result. For any history with more than 3 results, we repeatedly update the model by including the previous data point before we move to predict at the next result.

#### The impact of data imbalance on risk estimation.

After fitting the models, we assess how well their risk estimates are calibrated using the Brier score. This score measures the agreement between the predicted risk \(\hat{p}\) and an indicator \(\delta(x_n^T = s)\) for whether the result was actually \(x_n^T = s\). We compute the Brier score over \(N\) cases as

\[
B = \frac{1}{N} \sum_{n=1}^{N} (\hat{p}(x_n^T = s|y_n) - \delta(x_n^T = s))^2.
\]

In Table 1, we present Brier scores to evaluate the impact of class imbalance on model estimates. The scores were derived from model predictions aggregated over time and stratified by each ground truth state.

From Table 1 we see that we have lower Brier scores for normal states and higher scores for low-grade and high-grade states, which indicates that the prediction models are strongly biased towards the normal state. Thus, the model estimates are clearly affected by the skew in the state distribution. The GDL is especially poor at high-grade states, which indicates that the prediction models are strongly biased towards the normal state. Thus, the model estimates are clearly affected by the skew in the state distribution. The GDL is especially poor at high-grade states, while MF is the best calibrated on high-grade followed by HMM.

#### Probability thresholding for risk classification.

One way to alleviate biased probability estimates in classification tasks is to use a classification rule adapted to the data imbalance when converting probabilities into class labels. Using the adaptive thresholding technique from “Predicting the risk of cervical cancer development”, we may also relax the effect of temporal drift in the state distribution by having a different classifier over female age intervals. In Fig. 2 we give the multi-class classification performance as \(R_K\) scores achieved with the adaptive and the default classification strategies.

| Model      | Normal | Low-grade | High-grade |
|------------|--------|-----------|------------|
| MF         | 0.0830 | 0.644     | 0.700      |
| HMM        | 0.0410 | 0.680     | 0.734      |
| GDL        | 0.0430 | 0.683     | 0.863      |
| GTB        | 0.0220 | 0.780     | 0.766      |
| LR         | 0.0240 | 0.795     | 0.777      |
| RF         | 0.0330 | 0.790     | 0.793      |

Table 1. Brier scores stratified by female states. The prediction models are matrix factorization (MF), hidden Markov model (HMM), geometric deep learning (GDL) gradient tree boosting (GTB), logistic regression (LR), and random forest (RF). Significant values are in bold.
Comparing the $R_K$ scores in Fig. 2 indicates that classification thresholds adjusted to class imbalance improves model performance and is the favourable method over the default strategy, especially with older females. The MF and HMM attains the strongest prediction performance, which is consistent with the model calibration estimates in Table 1, while the GDL, GTB, LR and RF performances decreases more over the age intervals.

Evaluating classifier performance. To assess how well the classifiers reflect the trends in the observed data, we compare absolute risk curves from hold-out data and longitudinal model predictions, using the strategy (either default or adaptive probability thresholds) improving on the classification scores in Fig. 2. Here we give absolute risk as the proportion of each state measured over some small time interval of about 10 months. In Fig. 3, we plot risk curves derived from test data and from model predictions. Each row in the panel figure corresponds to a different prediction model and there is one column for each state to more easily distinguish between the curves visually. Stippled vertical lines indicate the age intervals 20–35, 36–45 and 46–69+. Note that the scale on the y-axis differs between the normal/low-grade and high-grade plots to better illustrate the model fit. The colored regions illustrate the difference between the observed ($r(t)$) and predicted absolute risk ($\hat{r}(t)$) at time $t$. To quantify the relative deviation between the absolute risk curves, we define a performance indicator

$$\eta = \frac{\int |r(t) - \hat{r}(t)| dt}{\int r(t) dt}. \quad (9)$$

Ideally, $\eta = 0$, implying perfect classification, while miss-classifications cause the predicted curve to deviate from the test curve, giving $\eta > 0$.

The results in Fig. 3 indicate that the MF model is overall the most accurately calibrated against the trend in the reference curve from the hold-out registry screening data. The predictions from HMM and GDL improve over time, which may be attributed to an increasing amount of training data as older females have typically had more exams. The GTB, RF and LR estimates closely follow the reference curve for normal and low-grade but shows a large deviation in younger females which improves with older females.
Figure 3. Absolute risk estimated from observed data and model predictions. The η score computed with (9) indicates model performance over female age intervals. The prediction models are matrix factorization (MF), hidden Markov model (HMM), geometric deep learning (GDL) gradient tree boosting (GTB), logistic regression (LR), and random forest (RF).
Conclusions and future work

Machine learning methods for more targeted risk stratification can have a high utility to existing cervical cancer screening programs shifting to more personalized screening recommendations. However, deriving such methods from cancer registry data is challenging due to strong class imbalance and a non-stationary data distribution. In this paper, we compare machine learning models based on matrix factorization (MF), hidden Markov model (HMM), geometric deep learning (GDL), logistic regression (LR), random forest (RF) and gradient tree boosting (GTB) in cervical cancer risk estimation, using population-level data from the Cancer Registry of Norway.

To define the risk estimators based on HMM, MF and GDL, we extend existing methods with incremental learning mechanisms for longitudinal risk prediction. Results from numerical experiments showed that all the models studied herein suffered from data skewness and were strongly biased towards disease-free results. To predict the individual risk of cancer development we trained separate classifiers adapted to data imbalance over separate female age intervals. Comparing absolute risk curves derived from model predictions and hold-out data showed promising results for matrix factorization to capture the time-varying trend in the observed risk from the data. This methods may thus be useful to improve cervical cancer risk stratification for more personalized screening. We are currently working to elucidate the ability of predictions models to correctly predict individual females using a different representation of model performance.

The methods used in this paper may also be applied to data from other types of mass-screening programs such as breast, colorectal and prostate cancer. In this paper, we focus on using only the routinely collected cervical cancer registry data as we see this to currently have more societal impact and utility for improving healthcare delivery. Expanding the models to include data from more recent screening technology with additional biomarkers and, eventually, individual HPV vaccination status has the potential to improve model performance. In future work we will combine female lifestyle information with registry screening data, believing that including more detailed information about each individual can improve the risk prediction accuracy.
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