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Abstract. In this paper, we develop a new approach to study gain operators built from the interconnection gains of infinite networks of dynamical systems. Our focus is on the construction of paths of strict decay which are used for building Lyapunov functions for the network and thus proving various stability properties, including input-to-state stability. Our approach is based on the study of an augmented gain operator whose fixed points are precisely the points of decay for the original gain operator. We show that plenty of such fixed points exist under a uniform version of the no-joint-increase condition. Using these fixed points to construct a path of strict decay, in general, requires specific dynamical properties of associated monotone operators. For particular types of gain operators such as max-type operators and subadditive operators, these properties follow from uniform global asymptotic stability of the system induced by the original gain operator. This is consistent with former results in the literature which can readily be recovered from our theory.
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1. Introduction. Recent advances in computation and communication capabilities and low costs of sensors and actuators have led to the emergence of large-scale interconnected networks including traffic, transportation, social, and power networks, to name a few. Although these advances result in more sophisticated networks exhibiting emergent behaviors, we face new analysis and design challenges that we do not know how to solve with existing techniques. For example, stability properties of large-scale networks may deteriorate as the number of participating agents increases [1].

Infinite networks have been introduced as over-approximations of large-but-finite networks as worst-case scenarios. In the past few years, several results have been obtained for input-to-state stability (ISS) analysis of infinite networks with nonlinear components [8, 9, 12, 11, 3]. In those results, the influence of any subsystem on other subsystems in the network is characterized by so-called gain functions. The gain operator constructed from these functions describes the interconnection structure of the network. The small-gain theorems proposed in [8, 9, 12, 11] and the construction of associated ISS Lyapunov functions are based on the assumption that a so-called path of strict decay exists for the gain operator. Unfortunately, constructing these paths of strict decay is a challenging problem.

In the small-gain theory for input-to-state stability of finite networks, a central tool used for the construction of a path of strict decay is a topological result known as the KKM lemma. More precisely, the KKM lemma is used to guarantee the existence of sufficiently many points of strict decay. A piecewise linear path of strict decay is then constructed via connecting certain points of strict decay by straight lines, see [5]. This construction breaks down in the infinite-dimensional ordered Banach space $\ell_{\infty}^+$ on which the gain operator of an infinite network acts within the framework...
proposed in [3, 9, 12]. First, existing infinite-dimensional versions of the KKM lemma are not well suited to the geometry of $\ell_\infty$. Second, the piecewise linear construction is heavily based on local compactness. Hence, we need to develop a completely different approach to handle infinite networks.

In [9], the authors treated infinite networks in which the influences of the subsystems on each other are described by a max-type gain operator. This is the case if the influence on a fixed subsystem by its neighbors can be expressed as the maximum of the associated gain functions. In this setup, a small-gain theorem was proved for the construction of an ISS Lyapunov function for the network. The existence of a path of strict decay is here implied by the uniform global asymptotic stability of the discrete-time system induced by a slightly enlarged gain operator together with some uniform local Lipschitz estimates for the gain functions; in this case, the path can be constructed via the strong transitive closure of the (enlarged) gain operator $\Gamma : \ell^+_\infty \to \ell^+_\infty$, which is given by

$$Q(s) = \bigoplus_{k=0}^{\infty} \Gamma^k(s),$$

where $\oplus$ stands for the componentwise supremum of vectors in $\ell^+_\infty$. This approach originates from [2].

In this paper, we study gain operators defined from nonlinear gains, which are not necessarily of maximum type. Instead, we consider gain operators defined via so-called monotone aggregation functions introduced in [5] for finite networks. A path of strict decay for the gain operator $\Gamma$ is a mapping $\sigma : \mathbb{R}_+ \to \ell^+_\infty$ whose essential property is that $\Gamma \circ \sigma \leq (\text{id} + \rho)^{-1} \circ \sigma$ for a $\mathcal{K}_\infty$-function $\rho$. For the enlarged gain operator $\Gamma_\rho := (\text{id} + \rho) \circ \Gamma$, this simplifies to $\Gamma_\rho \circ \sigma \leq \sigma$. A necessary condition for the existence of $\sigma$ is the existence of sufficiently many points of decay for $\Gamma_\rho$. The main observation in this paper is that a point $s \in \ell^+_\infty$ is a point of decay for a gain operator $\Gamma$ if and only if it is a fixed point of the augmented gain operator

$$\hat{\Gamma}(s) := s \oplus \Gamma(s), \quad \hat{\Gamma} : \ell^+_\infty \to \ell^+_\infty.$$

Hence, we study the operator $\hat{\Gamma}$ and provide conditions under which the mapping

$$\sigma(r) := \bigoplus_{k=0}^{\infty} \hat{\Gamma}^k(r1), \quad \sigma : \mathbb{R}_+ \to \ell^+_\infty$$

is a path of strict decay for $\Gamma$, where $1 \in \ell^+_\infty$ is the vector whose components are all equal to 1.

A sufficient condition for $\sigma$ to be well-defined and satisfy some necessary uniformity assumptions is that the discrete-time system induced by $\hat{\Gamma}$ is uniformly globally stable. This, in turn, is implied by various uniform small-gain conditions studied before in the literature for both finite and infinite networks, see, e.g. [11, 14]. From the construction of $\sigma$, it turns out that $\sigma(r)$ is the minimal fixed point of the monotone operator $\Gamma_r(s) = r1 \oplus \Gamma(s)$. Our main result shows that a locally Lipschitz continuous single-valued selection of the set-valued map $r \mapsto \text{Fix}(\Gamma_r)$, where $\text{Fix}(\Gamma_r)$ is the fixed point set of $\Gamma_r$, is a path of strict decay provided that the system induced by a slightly enlarged $\hat{\Gamma}$ is uniformly globally asymptotically stable and some mild regularity assumptions hold. We specialize this result to different classes of gain operators, including subadditive homogeneous operators, finite-dimensional operators and sum-type operators, partially recovering known results in the literature.
In the most general case, it remains still an open problem under which conditions we can construct a path of strict decay with our approach, since the existence of a locally Lipschitz continuous single-valued selection of \( r \mapsto \text{Fix}(\Gamma_r) \) is hard to check. In all of our results specialized to particular types of gain operators, the assumptions imply that \( \Gamma_r \) only admits one fixed point for each \( r \geq 0 \), which is the simplest case. In those cases, nevertheless, we think that our approach is more intuitive and constructive than the approach for finite networks based on the KKM lemma, which is a pure existence result.

For further reading on input-to-state stability of finite and infinite networks, we refer the reader to [7, 13, 15] and the references given therein.

The paper is organized as follows. In Section 2, we introduce the central concepts of the paper and explain in detail the meaning of a path of strict decay for the small-gain approach to input-to-state stability. Section 3 introduces the augmented gain operator and studies its properties with a special emphasis on the stability properties of the induced discrete-time system. In Section 4, we try to understand uniform global asymptotic stability of the system induced by a gain operator in terms of the behavior under one iterate of the operator. This leads to a certain small-gain-type condition which turns out to be very useful in the construction of a path of strict decay. Finally, Section 5 is devoted to the construction of paths of strict decay and contains the main result of the paper (cf. Theorem 5.6.)

2. Preliminaries. In this section, we introduce notation and some fundamental definitions.

Notation. By \( \mathbb{N} = \{1, 2, 3, \ldots\} \), we denote the set of natural numbers and \( \mathbb{Z}_+ := \mathbb{N} \cup \{0\} \). The Banach space of all bounded real sequences \( \ell_\infty \) is equipped with the norm \( \|s\|_\infty = \sup_{i \in \mathbb{N}} |s_i| \) for any \( s = (s_i)_{i \in \mathbb{N}} \in \ell_\infty \). We write \( \pi_i : \ell_\infty \to \mathbb{R} \) for the projection to the \( i \)th component, \( \pi_i(s) = s_i \). By

\[
\ell^+_\infty := \{s = (s_i)_{i \in \mathbb{N}} \in \ell_\infty : s_i\geq 0, \forall i \in \mathbb{N}\},
\]

we denote the standard positive cone in \( \ell_\infty \). This cone is closed and has a nonempty interior. It induces an order on \( \ell_\infty \) by \( s^1 \leq s^2 \) if and only if \( s^2 - s^1 \in \ell^+_\infty \). Given \( s^1, s^2 \in \ell^+_\infty \), we write \( s = s^1 + s^2 \) for the vector with components \( s_i = \max\{s^1_i, s^2_i\} \) for all \( i \in \mathbb{N} \). We also extend this definition to an arbitrary number of vectors \( s^\alpha (\alpha \in A) \), and write \( \bigoplus_{\alpha \in A} s^\alpha = (\sup_{\alpha \in A} s^\alpha_i)_{i \in \mathbb{N}} \). By \( e_i \), we denote the \( i \)th unit vector in \( \ell_\infty \) and by \( 1 \) the vector all of whose components are equal to 1, i.e. \( 1 = \sum_{i \in \mathbb{N}} e_i \).

If \( (X, \|\cdot\|_X) \) is a normed space, we write \( B_r(x) = \{y \in X : \|x - y\|_X < \varepsilon\} \) and \( \text{dist}(x, A) = \inf_{y \in A} \|x - y\|_X \) for any \( A \subseteq X \) and \( x \in X \).

We further use the following classes of comparison functions:

\[
\mathcal{P} := \{\gamma \in C^0(\mathbb{R}_+, \mathbb{R}_+) : \gamma(0) = 0, \gamma(r) > 0, \forall r > 0\},
\]
\[
\mathcal{K} := \{\gamma \in \mathcal{P} : \gamma \text{ is strictly increasing}\},
\]
\[
\mathcal{K}_\infty := \{\gamma \in \mathcal{K} : \gamma \text{ is unbounded}\},
\]
\[
\mathcal{L} := \{\gamma \in C^0(\mathbb{R}_+, \mathbb{R}_+) : \gamma \text{ is strictly decreasing with } \lim_{t \to \infty} \gamma(t) = 0\},
\]
\[
\mathcal{K}\mathcal{L} := \{\beta \in C^0(\mathbb{R}_+^2, \mathbb{R}_+) : \beta(\cdot, t) \in \mathcal{K}, \forall t \geq 0, \beta(r, \cdot) \in \mathcal{L}, \forall r > 0\}.
\]

A function \( \mu : \ell^+_\infty \to [0, \infty) \) is called a monotone aggregation function (MAF) if it satisfies the following properties:

(i) \( \mu(0) = 0 \).

(ii) If \( s^1 \leq s^2 \), then \( \mu(s^1) \leq \mu(s^2) \) for any \( s^1, s^2 \in \ell^+_\infty \).
(iii) For each $I \subseteq \mathbb{N}$, define $\ell^+_{\infty}(I) := \{ s \in \ell^+_{\infty} : s_i = 0, \forall i \in \mathbb{N} \setminus I \}$. Then, $\mu$ is finite-valued and continuous on $\ell^+_{\infty}(I)$ for every finite $I$.

Sometimes, MAFs are also required to be subadditive (see, e.g., [14]). However, for most results in this paper we do not need such an assumption.

An operator $T : \ell^+_{\infty} \rightarrow \ell^+_{\infty}$ is called monotone if $s^1 \leq s^2$ implies $T(s^1) \leq T(s^2)$ for all $s^1, s^2 \in \ell^+_{\infty}$. For any monotone operator $T$, we call the discrete-time system

\begin{equation}
   s(k+1) = T(s(k)), \quad k = 0, 1, 2, \ldots
\end{equation}

- **uniformly globally stable (UGS)** if there exists $\varphi \in \mathcal{K}_{\infty}$ with
  \[ \|T^k(s)\|_{\infty} \leq \varphi(\|s\|_{\infty}) \text{ for all } s \in \ell^+_{\infty}, \quad k \geq 0. \]

- **uniformly globally asymptotically stable (UGAS)** if there exists $\beta \in \mathcal{K}_{L}$ with
  \[ \|T^k(s)\|_{\infty} \leq \beta(\|s\|_{\infty}, k) \text{ for all } s \in \ell^+_{\infty}, \quad k \geq 0. \]

- **uniformly globally exponentially stable (UGES)** if there exist $M > 0$ and $\gamma \in (0, 1)$ with
  \[ \|T^k(s)\|_{\infty} \leq M \gamma^k \|s\|_{\infty} \text{ for all } s \in \ell^+_{\infty}, \quad k \geq 0. \]

- **globally attractive** if for every $s \in \ell^+_{\infty}$
  \[ \lim_{k \to \infty} \|T^k(s)\|_{\infty} = 0. \]

- **globally componentwise attractive** if for every $s \in \ell^+_{\infty}$
  \[ \lim_{k \to \infty} \pi_i \circ T^k(s) = 0 \quad \text{for all } i \in \mathbb{N}. \]

*Infinite networks.* The basis of the study carried out in this paper is the following setup: We have a network of countably many finite-dimensional continuous-time control systems

\[ \Sigma_i : \dot{x}_i = f_i(x_i, \bar{x}_i, u_i), \quad i \in \mathbb{N}, \]

where $x_i \in \mathbb{R}^{n_i}$, $u_i \in \mathbb{R}^{m_i}$, $\bar{x}_i = (x_j)_{j \in I_i}$ and $I_i \subset \mathbb{N} \setminus \{i\}$ is a finite index set (the set of neighbors of system $\Sigma_i$). We further equip each $\mathbb{R}^{n_i}$ and each $\mathbb{R}^{m_i}$ with a norm. Although these norms can depend on the index $i$, we simply write $|\cdot|$ for each of them.

Under conditions specified in [9, Thm. II.1], we can aggregate the systems $\Sigma_i$ to obtain an infinite-dimensional system

\[ \Sigma : \dot{x} = f(x, u) \]

which is well-posed on the state space

\[ X = \ell_{\infty}(\mathbb{N}, (n_i)) := \{ x = (x_i)_{i \in \mathbb{N}} : x_i \in \mathbb{R}^{n_i}, \sup_{i \in \mathbb{N}} |x_i| < \infty \} \]

with the input space $U = \ell_{\infty}(\mathbb{N}, (m_i))$ and class of external input functions given by

\[ U := \{ u \in L_{\infty}(\mathbb{R}_+, U) : u \text{ is piecewise right-continuous} \}, \]
which is equipped with the $L_\infty$-norm $\|u\|_\mathcal{U} := \text{ess sup}_{t \in \mathbb{R}_+} |u(t)|_\mathcal{U}$. That is, for every initial state $x^0 \in X$ and every $u \in \mathcal{U}$, there exists a unique solution of the ODE $\dot{x}(t) = f(x(t), u(t))$ with initial condition $x(0) = x^0$ in the sense of Carathéodory (see [9]), and every bounded maximal solution is defined on $\mathbb{R}_+$.

We further assume that there exist $\psi_1, \psi_2 \in K_\infty$ and $\alpha \in \mathcal{P}$ as well as continuous functions $V_i : \mathbb{R}^{n_i} \to \mathbb{R}_+$, $i \in \mathbb{N}$, which are $C^1$ outside of 0, such that for every $i \in \mathbb{N}$ the following properties are satisfied:

• For all $x_i \in \mathbb{R}^{n_i}$, we have $\psi_1(|x_i|) \leq V_i(x_i) \leq \psi_2(|x_i|)$.
• There exist $\gamma_{ij} \in K \cup \{0\}$ for all $j \in \mathbb{N}$, where $\gamma_{ij} = 0$ whenever $j \in \mathbb{N} \setminus I_i$, $\gamma_{iu} \in K$, and a MAF $\mu_i : \ell^+_{\infty} \to [0, \infty]$ such that for all $x = (x_j)_{j \in \mathbb{N}} \in X$ and $u = (u_j)_{j \in \mathbb{N}} \in U$ the following implication holds:

$$V_i(x_i) > \max\{\mu_i(\gamma_{ij}(V_j(x_j))))_{j \in \mathbb{N}}, \gamma_{iu}(|u_i|)\}$$

$$\Rightarrow \nabla V_i(x_i)f_i(x_i, \bar{x}_i, u_i) \leq -\alpha(V_i(x_i)).$$

The function $V_i$ is called an ISS Lyapunov function for the subsystem $\Sigma_i$, the $\gamma_{ij}$ are called internal gains, and the $\gamma_{iu}$ external gains.

The internal gains $\gamma_{ij}$ together with the MAFs $\mu_i$ give rise to a gain operator, defined by

$$\Gamma(s) := (\mu_i(\gamma_{ij}(s_j))_{j \in \mathbb{N}})_{i \in \mathbb{N}}, \quad \Gamma : \ell^+_{\infty} \to \ell^+_{\infty},$$

which we always assume to be well-defined and continuous.

**Assumption 1.** The gain operator $\Gamma : \ell^+_{\infty} \to \ell^+_{\infty}$ is well-defined and continuous.

Observe that $\Gamma(0) = 0$ and that $\Gamma$ is a monotone operator due to property (ii) of MAFs and the fact that each $\gamma_{ij}$ is a monotonically non-decreasing function:

$$s^1 \leq s^2 \Rightarrow \Gamma(s^1) \leq \Gamma(s^2) \quad \text{for all } s^1, s^2 \in \ell^+_{\infty}.$$

It is not easy to provide a general characterization of the well-definedness and continuity of gain operators. However, we can provide the following sufficient condition for $\Gamma$ to be well-defined.

**Proposition 2.1.** Assume that the family $\{\gamma_{ij} : i, j \in \mathbb{N}\}$ is pointwise equicontinuous and for every $R > 0$, it holds that

$$\sup_{i \in \mathbb{N}} \mu_i \left( R \sum_{j \in I_i} e_j \right) < \infty.$$  \hspace{1cm} (2.2)

Then $\Gamma$ is well-defined.

**Proof.** As the proof of [11, Prop. 4.7] shows, the assumption of pointwise equicontinuity implies that for every $s \in \ell^+_{\infty}$ there exists $R > 0$ with $\gamma_{ij}(s_j) \leq R$ for all $i, j \in \mathbb{N}$. Hence, the vector $(\gamma_{ij}(s_j))_{j \in \mathbb{N}}$ can be bounded by the vector $R \sum_{j \in I_i} e_j$. Together with Assumption (2.2) and the monotonicity of the MAFs, this implies $||\Gamma(s)||_{\infty} < \infty$. Hence, $\Gamma$ is well-defined.

We will pay special attention to the following classes of gain operators:

• If $\mu_i(s) = \sup_j s_j$ for all $i \in \mathbb{N}$, we call $\Gamma$ a max-type gain operator. By [11, Prop. 4.7], a max-type gain operator is well-defined and continuous if the family $\{\gamma_{ij} : i, j \in \mathbb{N}\}$ is pointwise equicontinuous. An important property of max-type gain operators is that

$$\Gamma(s^1 \oplus s^2) = \Gamma(s^1) \oplus \Gamma(s^2) \quad \text{for all } s^1, s^2 \in \ell^+_{\infty}.$$
Operators with this property are also called \textit{max-preserving}.

- If \( \mu_i(s) = \sum_{j \in N} s_j \) for all \( i \in \mathbb{N} \), we call \( \Gamma \) a \textit{sum-type gain operator}. Sufficient conditions for \( \Gamma \) being well-defined and continuous can be found in [11, Ass. 4.10 and Prop. 4.12].

- Assume that all gains are linear functions and each \( \mu_i \) is subadditive and homogeneous, i.e.
  \[
  \begin{aligned}
  - \mu_i(rs) &= r\mu_i(s) \quad \text{for all } r \geq 0 \text{ and } s \in \ell_\infty^+.
  - \mu_i(s_1 + s_2) &\leq \mu_i(s_1) + \mu_i(s_2) \quad \text{for all } s_1, s_2 \in \ell_\infty^+.
  \end{aligned}
  \]

Then also \( \Gamma \) is subadditive and homogeneous, where the subadditivity of \( \Gamma \) has to be understood with respect to the order induced by \( \ell_\infty^+ \), i.e. \( \Gamma(s_1 + s_2) \leq \Gamma(s_1) + \Gamma(s_2) \) for all \( s_1, s_2 \in \ell_\infty^+ \). We then call \( \Gamma \) a \textit{subadditive and homogeneous gain operator}. By [12], \( \Gamma \) is well-defined and continuous if and only if \( \sup_{i \in \mathbb{N}} \mu_i((\gamma_{ij})_{j \in \mathbb{N}}) < \infty \).

- If \( \Gamma \) is a sum-type operator and all \( \gamma_{ij} \) are linear, then \( \Gamma \) is the restriction of a linear operator on \( \ell_\infty \). In this case, we call \( \Gamma \) a \textit{linear gain operator}.

We are interested in decay properties of gain operators. The following definitions are central to our investigations.

**Definition 2.2.** A point \( s \in \ell_\infty^+ \setminus \{0\} \) is called a point of decay for \( \Gamma \) if \( \Gamma(s) \leq s \).

**Definition 2.3.** A mapping \( \sigma : \mathbb{R}_+ \to \ell_\infty^+ \) is called a path of strict decay (for \( \Gamma \)), if all the following properties hold:

1. \( \Gamma(\sigma(r)) \leq (\text{id} + \rho)^{-1} \circ \sigma(r) \quad \text{for all } r \geq 0, \)

   where \( (\text{id} + \rho)^{-1} \) is applied componentwise.

2. \( \exists \sigma_{\text{min}}, \sigma_{\text{max}} \in \mathcal{K}_\infty \) satisfying \( \sigma_{\text{min}} \leq \sigma_i \leq \sigma_{\text{max}} \quad \text{for all } i \in \mathbb{N} \).

3. Each component function \( \sigma_i = \pi_i \circ \sigma, i \in \mathbb{N} \), is a \( \mathcal{K}_\infty \)-function.

4. For every compact interval \( J \subset (0, \infty) \), there exist \( 0 < c \leq C < \infty \) such that \( \forall r_1, r_2 \in J \) and \( i \in \mathbb{N} \),

   \[
   \|r_1 - r_2\| \leq |\sigma_i^{-1}(r_1) - \sigma_i^{-1}(r_2)| \leq C|r_1 - r_2|.
   \]

If all of the above properties are satisfied with the exception that \( \rho = 0 \) in (i), we call \( \sigma \) a path of decay (for \( \Gamma \)).

**Remark 2.4.** It is important to note that any path of decay for the scaled gain operator \( \Gamma_{\rho} := (\text{id} + \rho) \circ \Gamma \) is a path of strict decay for \( \Gamma \). Since the scaled gain operator \( \Gamma_{\rho} \) can be regarded as an unscaled gain operator with MAFs \( (\text{id} + \rho) \circ \mu_i \) instead of \( \mu_i \), it thus suffices to find conditions for the existence of a path of decay.

**Remark 2.5.** According to the proof of [9, Thm. VI.1], the function \( \sigma_i^{-1} \) in condition (2.3) can be replaced by \( \sigma_i \). That is, the uniform local Lipschitz condition for the functions \( \sigma_i^{-1} \) is equivalent to the same condition for the functions \( \sigma_i \).

**Small-gain theorem.** The importance of the concept of a path of strict decay becomes clear through the small-gain theorem for input-to-state stability presented below. First, we recall the definitions of ISS and ISS Lyapunov functions.

**Definition 2.6.** The network \( \Sigma \) is called input-to-state stable (ISS) if it is forward complete (i.e. every maximal solution is defined on \( \mathbb{R}_+ \)) and there exist \( \beta \in \mathcal{K} \mathcal{L} \)
and $\gamma \in K_\infty$ such that
\[ \|\phi(t, x, u)\|_X \leq \beta(\|x\|_X, t) + \gamma(\|u\|_U) \]
for all $(t, x, u) \in \mathbb{R}_+ \times X \times U$.

**Definition 2.7.** A function $V : X \to \mathbb{R}_+$ is called an ISS Lyapunov function (in an implication form) for $\Sigma$ if it satisfies the following properties:

(i) $V$ is continuous.

(ii) There exist $\psi_1, \psi_2 \in K_\infty$ such that
\[ \psi_1(\|x\|_X) \leq V(x) \leq \psi_2(\|x\|_X) \]
for all $x \in X$.

(iii) There exist $\gamma \in K$ and $\alpha \in P$ such that for all $x \in X$ and $u \in U$ the following implication holds:
\[ V(x) > \gamma(\|u\|_U) \implies D^+ V_u(x) \leq -\alpha(V(x)), \]
where $D^+ V_u(x)$ denotes the right upper Dini orbital derivative defined as
\[ D^+ V_u(x) := \limsup_{t \to 0^+} \frac{V(\phi(t, x, u)) - V(x)}{t}. \]

It is well-known that the existence of an ISS Lyapunov function implies ISS.

**Theorem 2.8.** Consider the network $\Sigma$ composed of the subsystems $\Sigma_i$, $i \in \mathbb{N}$, and let $\{V_i : i \in \mathbb{N}\}$ be a family of associated ISS Lyapunov functions with associated MAFs $\mu_i$, internal gains $\gamma_{ij}$, and external gains $\gamma_{iu}$. Additionally, let the following assumptions hold:

(i) The system $\Sigma$ is well-posed.

(ii) The gain operator $\Gamma : \ell^\infty_+ \to \ell^\infty_+$ is well-defined and continuous and there exists $\gamma_{i\text{max}} \in K$ with $\gamma_{iu} \leq \gamma_{i\text{max}}$ for all $i \in \mathbb{N}$.

(iii) There exists a path of strict decay for $\Gamma$.

(iv) For each $R > 0$, there exists a constant $L > 0$ with
\[ |V_i(x_i) - V_i(y_i)| \leq L|x_i - y_i| \quad \text{for all } x_i, y_i \in B_R(0), \; i \in \mathbb{N}. \]

Then $\Sigma$ is ISS and the following function is an ISS Lyapunov function for $\Sigma$:
\[ V(x) = \sup_{i \in \mathbb{N}} \sigma_i^{-1}(V_i(x_i)) \quad \text{for all } x \in X. \]

Moreover, $V$ is locally Lipschitz continuous on $X \setminus \{0\}$.

The proof of the theorem is almost identical to the one given in [9, Thm. III.1] for the case of max-type gain operators. The simple modifications necessary in Step 4 of the proof are left to the reader.

The rest of the paper is devoted to the construction of a path of decay for the gain operator $\Gamma$. (Recall that by Remark 2.4, a path of strict decay for $\Gamma$ is obtained from a path of decay for the enlarged gain operator $\Gamma_\rho$.)

3. **The augmented gain operator.** In this section, we introduce and study an operator, derived from the gain operator $\Gamma$, which will be our main tool for the construction of a path of decay for $\Gamma$. 
3.1. Definition and elementary properties. Given a well-defined and continuous gain operator \( \Gamma \), we introduce the augmented gain operator

\[
\hat{\Gamma}(s) := s \oplus \Gamma(s), \quad \hat{\Gamma} : \ell^+_\infty \to \ell^+_\infty.
\]

Some elementary properties of \( \hat{\Gamma} \) are provided in the next proposition.

**Proposition 3.1.** The operator \( \hat{\Gamma} \) has the following properties:

(i) \( \hat{\Gamma} \) is well-defined and continuous.

(ii) \( \hat{\Gamma}(0) = 0 \) and \( \hat{\Gamma} \) is a monotone operator.

(iii) \( \hat{\Gamma}(s) \geq s \) for all \( s \in \ell^+_\infty \).

(iv) \( \hat{\Gamma}(s) = s \) if and only if \( \Gamma(s) \leq s \). That is, the fixed points of \( \hat{\Gamma} \) are precisely the points of decay for \( \Gamma \).

(v) \( \bigoplus_{i=0}^n \Gamma^i(s) \leq \hat{\Gamma}^n(s) \) for all \( n \geq 0 \) and \( s \in \ell^+_\infty \).

(vi) \( \hat{\Gamma}(s) = s \oplus \Gamma(\hat{\Gamma}^{n-1}(s)) \) for all \( n \geq 1 \) and \( s \in \ell^+_\infty \).

**Proof.** (i)–(iv) are obvious or follow easily from the construction.

(v) We prove the inequality by induction. For \( n = 0 \), it is trivial. Assuming that \( \bigoplus_{i=0}^n \Gamma^i(s) \leq \hat{\Gamma}^n(s) \) for a fixed \( n \), we obtain

\[
\hat{\Gamma}^{n+1}(s) = \hat{\Gamma}(\hat{\Gamma}^n(s)) \geq \bigoplus_{i=0}^n \Gamma^i(s) \oplus \Gamma \left( \bigoplus_{i=0}^n \Gamma^i(s) \right)
\]

\[
\geq \bigoplus_{i=0}^n \Gamma^i(s) \oplus \Gamma(\hat{\Gamma}^n(s)) = \bigoplus_{i=0}^{n+1} \Gamma^i(s).
\]

(vi) We prove the formula by induction. For \( n = 1 \), it holds by the definition of \( \hat{\Gamma} \). Assuming that it holds for a fixed \( n \), we obtain

\[
\hat{\Gamma}^{n+1}(s) = \hat{\Gamma}(\hat{\Gamma}^n(s)) = \hat{\Gamma}^n(s) \oplus \Gamma(\hat{\Gamma}^n(s)) = s \oplus \Gamma(\hat{\Gamma}^{n-1}(s)) \oplus \Gamma(\hat{\Gamma}^n(s)).
\]

Since \( \hat{\Gamma}(s) \geq s \) and \( \hat{\Gamma} \) is a monotone operator, it follows that \( \hat{\Gamma}^n(s) \geq \hat{\Gamma}^{n-1}(s) \). By monotonicity of \( \Gamma \), we obtain \( \Gamma(\hat{\Gamma}^n(s)) \geq \Gamma(\hat{\Gamma}^{n-1}(s)) \) and this implies \( \hat{\Gamma}^{n+1}(s) = s \oplus \Gamma(\hat{\Gamma}^n(s)) \).

Another important property shared by \( \Gamma \) and \( \hat{\Gamma} \) is described in the next lemma.

**Lemma 3.2.** If \( s^n \to s \) componentwise for a sequence \( (s^n)_{n \in \mathbb{N}} \) in \( \ell^+_\infty \), then \( \Gamma(s^n) \to \Gamma(s) \) and \( \hat{\Gamma}(s^n) \to \hat{\Gamma}(s) \) componentwise. In particular, if a trajectory of \( \Gamma \) (or \( \hat{\Gamma} \)) converges componentwise to \( s^* \in \ell^+_\infty \), then \( s^* \) is a fixed point of \( \Gamma \) (or \( \hat{\Gamma} \)).

**Proof.** Assume that \( s^n \to s \) componentwise and fix \( i \in \mathbb{N} \). Then

\[
\lim_{n \to \infty} \Gamma_i(s^n) = \lim_{n \to \infty} \mu_i(\{\gamma_{ij}(s^n_j)\}_{j \in \mathbb{N}}).
\]

Observe that \( (\gamma_{ij}(s^n_j))_{j \in \mathbb{N}} \in \ell^+_\infty(I_i) \) for all \( n \). By property (iii) of MAFs, one obtains

\[
\lim_{n \to \infty} \Gamma_i(s^n) = \mu_i(\lim_{n \to \infty} [\gamma_{ij}(s^n_j)]_{j \in \mathbb{N}}) = \mu_i(\lim_{n \to \infty} s^n_j) = \mu_i(\{\gamma_{ij}(s_j)\}_{j \in \mathbb{N}}) = \Gamma_i(s).
\]

The proof for \( \hat{\Gamma} \) is very similar and hence is omitted. As a consequence, if a trajectory \( \Gamma^n(s) \) converges componentwise to \( s^* \), then \( \Gamma(\Gamma^n(s)) = \Gamma^{n+1}(s) \) converges componentwise to \( \Gamma(s^*) \). This immediately implies \( \Gamma(s^*) = s^* \) (analogously for \( \hat{\Gamma} \) in place of \( \Gamma \)).
Remark 3.3. We note that the property of the operators \( \Gamma \) and \( \hat{\Gamma} \) described in the above lemma is related to continuity with respect to the weak\(^*\)-topology of \( \ell_\infty \) (as the dual of \( \ell_1 \)), because a sequence converges in this topology if and only if it is norm-bounded and converges componentwise. However, since we will not explicitly use the weak\(^*\)-topology, we do not turn this into a formal statement.

Our approach to the construction of a path of decay is based on stability properties of the two discrete-time systems

\[
\begin{align*}
 s(k+1) &= \Gamma(s(k)), \quad s(0) \in \ell_\infty^+ \quad (3.2) \\
 s(k+1) &= \hat{\Gamma}(s(k)), \quad s(0) \in \ell_\infty^+ \quad (3.3)
\end{align*}
\]

As an easy corollary from Proposition 3.1(v), we obtain the following result.

**Corollary 3.4.** If the system \((3.3)\) induced by \( \hat{\Gamma} \) is UGS, then so is the system \((3.2)\) induced by \( \Gamma \).

The assumption that the system induced by \( \hat{\Gamma} \) is UGS immediately implies the existence of plenty of points of decay for \( \Gamma \), as shown in the next proposition.

**Proposition 3.5.** Assume that the system \((3.3)\) induced by \( \hat{\Gamma} \) is UGS, i.e. there exists \( \varphi \in K_\infty \) such that

\[
\|\hat{\Gamma}^k(s)\|_\infty \leq \varphi(\|s\|_\infty) \quad \text{for all } s \in \ell_\infty^+ , \ k \in \mathbb{Z}_+.
\]

Then, for each \( s \in \ell_\infty^+ \), there is \( s^* \in \ell_\infty^+ \) such that \( \Gamma(s^*) \leq s^* \) and \( s \leq s^* \leq \varphi(\|s\|_\infty)1 \).

**Proof.** Observe that statements (ii) and (iii) in Proposition 3.1 together imply

\[
\hat{\Gamma}^{k+1}(s) \geq \hat{\Gamma}^k(s) \quad \text{for all } s \in \ell_\infty^+ , \ k \in \mathbb{Z}_+.
\]

Since \( \|\hat{\Gamma}^k(s)\|_\infty \leq \varphi(\|s\|_\infty) \) for all \( k \in \mathbb{Z}_+ \) by assumption, each component sequence \((\hat{\Gamma}^k_i(s))_{k \in \mathbb{Z}_+}\) converges to a number \( s^*_i \leq \varphi(\|s\|_\infty) \) as \( k \to \infty \) and the vector \( s^* := (s^*_i)_{i \in \mathbb{N}} \) is an element of \( \ell_\infty^+ \). From Lemma 3.2, it immediately follows that \( s^* \) is a fixed point of \( \hat{\Gamma} \), and thus by Proposition 3.1(iv), a point of decay for \( \Gamma \). Since \( s \leq s^* \leq \varphi(\|s\|_\infty)1 \) by construction, the proof is complete.

Under the assumption that \( \hat{\Gamma} \) induces a UGS system, we introduce the operator

\[
\hat{Q}(s) := \bigoplus_{k=0}^{\infty} \hat{\Gamma}^k(s), \quad \hat{Q} : \ell_\infty^+ \to \ell_\infty^+ ,
\]

and observe that in Proposition 3.5 we have \( s^* = \hat{Q}(s) \).

### 3.2. Uniform global stability for particular types of gain operators.

In this subsection, we recover some known results for particular types of gain operators by showing that \( \Gamma \) induces a UGS system under assumptions previously used to construct points of decay by other methods.

We start with max-type gain operators.

**Proposition 3.6.** Let \( \Gamma \) be a max-type gain operator. Then the system \((3.3)\) induced by \( \Gamma \) is UGS if and only if the system \((3.2)\) induced by \( \hat{\Gamma} \) is UGS. In this case,

\[
\hat{Q}(s) = \bigoplus_{k=0}^{\infty} \Gamma^k(s) \quad \text{for all } s \in \ell_\infty^+ .
\]
Proof. Using the fact that max-type gain operators are max-preserving together with Proposition 3.1(vi), we obtain
\[ \hat{\Gamma}^{n+1}(s) = s \oplus \Gamma(\hat{\Gamma}^n(s)) = s \oplus \Gamma(s) \oplus \Gamma^2(\hat{\Gamma}^{n-1}(s)). \]
Proceeding inductively, this yields
\[ \hat{\Gamma}^n(s) = \bigoplus_{k=0}^{n} \Gamma^k(s) \quad \text{for all } n \geq 0. \]
This formula easily implies both statements of the proposition.

Proposition 3.6 shows that the operator \( \hat{Q} \) coincides with the operator \( Q \), introduced in [9] for the construction of paths of strict decay in the case of max-type gain operators.

Now, let us look at the class of subadditive and homogeneous gain operators.

Proposition 3.7. Assume that \( \Gamma \) is a subadditive and homogeneous gain operator satisfying
\[ \inf_{n \in \mathbb{N}} \|\Gamma^n(1)\|_\infty < 1. \]
Then the system (3.3) induced by \( \hat{\Gamma} \) is UGS.

Proof. We first prove by induction that
\[ \hat{\Gamma}^n(1) \leq \sum_{k=0}^{n} \Gamma^k(1) \quad \text{for all } n \geq 0. \]
For \( n = 0 \), both sides of (3.7) are equal to 1. Now, assume that the statement holds for a fixed \( n \). Then, using the assumptions on the \( \mu_i \) and \( \gamma_{ij} \), we obtain
\[ \hat{\Gamma}_{i}^{n+1}(1) = \hat{\Gamma}_i(\hat{\Gamma}^n(1)) = \max\{\Gamma_{i}^n(1), \Gamma_i(\hat{\Gamma}^n(1))\} \leq \max\left\{ \sum_{k=0}^{n} \Gamma_i^k(1), \sum_{k=0}^{n} \Gamma_i^k(1) \right\} \]
\[ \leq \max\left\{ \sum_{k=0}^{n} \Gamma_i^k(1), \sum_{k=0}^{n} \Gamma_i^k(1) \right\} = \max\left\{ \sum_{k=0}^{n} \Gamma_i^k(1), \sum_{k=0}^{n} \Gamma_i^k(1) \right\} \]
\[ \leq \max\left\{ \sum_{k=0}^{n} \Gamma_i^k(1), \Gamma_i^{n+1}(1) + \sum_{k=1}^{n+1} \Gamma_i^k(1) \right\} = \sum_{k=0}^{n+1} \Gamma_i^k(1). \]
This proves (3.7). In [12, Prop. 9], it was shown that (3.6) implies UGES of the system induced by \( \Gamma \), i.e. \( \|\Gamma^k(s)\|_\infty \leq M\alpha^k \|s\|_\infty \) for all \( s \in \ell^+_\infty \), \( k \in \mathbb{Z}_+ \) with constants \( M > 0 \) and \( \alpha \in (0, 1) \). This implies UGS of system (3.3). Indeed, for any \( s \in \ell^+_\infty \),
\[ \|\hat{\Gamma}^n(s)\|_\infty \leq \|\hat{\Gamma}^n(\|s\|_\infty 1)\|_\infty \leq \|s\|_\infty \sum_{k=0}^{n} \|\Gamma^k(1)\|_\infty \]
\[ \leq \|s\|_\infty \sum_{k=0}^{\infty} \|\Gamma^k(1)\|_\infty \leq \|s\|_\infty \sum_{k=0}^{\infty} M\alpha^k = \frac{M}{1 - \alpha}\|s\|_\infty. \]
The proof is complete.
The above proposition partially recovers [12, Prop. 9], which shows that condition (3.6) even guarantees the existence of a linear path of strict decay for \( \Gamma \).

In the case of a linear gain operator, condition (3.6) is equivalent to the spectral radius condition \( r(\Gamma) < 1 \). Hence, we obtain the following corollary.

**Corollary 3.8.** Let \( \Gamma \) be a linear gain operator with \( r(\Gamma) < 1 \). Then the system induced by \( \hat{\Gamma} \) is UGS.

### 3.3. Stability and small-gain conditions

In this subsection, we relate the uniform global stability of the system induced by \( \hat{\Gamma} \) to small-gain conditions previously studied in the literature on the small-gain approach for both finite and infinite networks.

**Definition 3.9.** We say that the gain operator \( \Gamma \) satisfies the
- small-gain condition (SGC) if \( \Gamma(s) \nless s \) for all \( s \in \ell_+^\infty \setminus \{0\} \).
- uniform small-gain condition if there exists \( \eta \in K_\infty \) such that
  \[
  \text{dist}(\Gamma(s) - s, \ell_+^\infty) \geq \eta(\|s\|_\infty) \quad \text{for all } s \in \ell_+^\infty.
  \]
- monotone bounded invertibility (MBI) property if there exists \( \xi \in K_\infty \) such that for all \( s,b \in \ell_+^\infty \) the following implication holds:
  \[
  s \leq \Gamma(s) \oplus b \Rightarrow \|s\|_\infty \leq \xi(\|b\|_\infty).
  \]
- \( \oplus \)-MBI property if there exists \( \varphi \in K_\infty \) such that for all \( s,b \in \ell_+^\infty \) the following implication holds:
  \[
  s \leq \Gamma(s) \oplus b \Rightarrow \|s\|_\infty \leq \varphi(\|b\|_\infty).
  \]

**Remark 3.10.** The uniform small-gain condition and the monotone bounded invertibility property were introduced (and shown to be equivalent) in [11]. The name “monotone bounded invertibility property” actually refers to the case when the gain operator is linear. Then the validity of the implication (3.8) implies that \( \text{id} - \Gamma \) is invertible with a bounded inverse, cf. [6, Thm. 3.3].

The following proposition is the main result of this subsection.

**Proposition 3.11.** Consider the following statements:
(a) The operator \( \Gamma \) satisfies the uniform SGC.
(b) The operator \( \Gamma \) satisfies the MBI property.
(c) The operator \( \Gamma \) satisfies the \( \oplus \)-MBI property.
(d) The system (3.3) induced by \( \hat{\Gamma} \) is UGS and the system (3.2) induced by \( \Gamma \) is globally componentwise attractive.
(e) The system (3.3) induced by \( \hat{\Gamma} \) is UGS and \( \Gamma \) satisfies the SGC.
(f) The system (3.3) induced by \( \hat{\Gamma} \) is UGS and \( \Gamma \) has no non-zero fixed points.

Then
\[
(a) \iff (b) \quad (c) \iff (d) \quad (e) \iff (f).
\]

**Proof.** The equivalence “(a) \iff (b)” has been proven in [11, Prop. 7.1].

“(b) \Rightarrow (e)”: Assume that \( s \leq \Gamma(s) \oplus b \) for some \( s,b \in \ell_+^\infty \). Since the maximum of two numbers is bounded above by their sum, this implies \( s \leq \Gamma(s) + b \), or equivalently, \( (\text{id} - \Gamma)(s) \leq b \). Hence, if (b) holds with some \( \xi \in K_\infty \), then (c) holds with \( \varphi = \xi \).
“(c) ⇒ (d)”\(\Rightarrow\): By Proposition 3.1(vi), we have \(\hat{\Gamma}^n(s) = s \oplus \Gamma^n(\hat{\Gamma}^{n-1}(s))\) for all \(n \geq 1\), \(s \in \ell^+_{\infty}\). This implies \(\hat{\Gamma}^n(s) \leq \hat{\Gamma}^{n+1}(s) = \Gamma(\hat{\Gamma}^n(s) \oplus s)\). Hence, by assumption, 
\[\|\hat{\Gamma}^n(s)\|_{\infty} \leq \varphi\|s\|_{\infty} .\]
Since this holds for every \(n\), the system induced by \(\hat{\Gamma}\) is UGS.
Consequently, for every \(s \in \ell^+_{\infty}\), the operator
\[\hat{Q}(s) = \bigoplus_{k=0}^{\infty} \hat{\Gamma}^k(s)\]
is well-defined and \(\Gamma(\hat{Q}(s)) \leq \hat{Q}(s)\). Since \(\Gamma\) is a monotone operator, this implies \(\Gamma^n(\hat{Q}(s)) \leq \Gamma^{n-1}(\hat{Q}(s))\) for all \(n \geq 1\). Hence, componentwise, the sequence \(s^n := \Gamma^n(\hat{Q}(s))\) is monotonically decreasing and bounded below by zero. Therefore, each component sequence converges to a nonnegative real number. Putting all these numbers together in a vector \(\hat{s}\), Lemma 3.2 shows that \(\Gamma(\hat{s}) = \hat{s}\). This implies \(\hat{s} \leq \Gamma(\hat{s}) = 0\), and hence (c) yields \(\hat{s} = 0\).

“(c) ⇒ (b)”\(\Rightarrow\): [14, Ex. 6.3 and Thm. 6.4] shows that (b) and (c) are not equivalent for max-type gain operators.

“(d) ⇒ (e)”\(\Rightarrow\): Assume that \(s \leq \Gamma(s)\) for some \(s \in \ell^+_{\infty}\). This implies \(\Gamma^{n-1}(s) \leq \Gamma^n(s)\) for all \(n \geq 1\). Hence, each component sequence \(\Gamma^n(s)\) is monotonically decreasing and by assumption converges to zero. Hence, \(s = 0\), which shows that \(\Gamma\) satisfies the SGC.

“(e) ⇒ (d)”\(\Rightarrow\): For each \(s \in \ell^+_{\infty}\), consider \(s^* := \hat{Q}(s)\). We know that \(\Gamma(s^*) \leq s^*,\) implying that each component sequence \(\Gamma^n(s^*)\) is monotonically decreasing.
From Lemma 3.2, it follows that the componentwise limit is a fixed point of \(\Gamma\). Since \(\Gamma\) satisfies the SGC by assumption, \(s = 0\) is the only fixed point.

“(c) ⇒ (f)”\(\Rightarrow\): This is trivial.

“(f) ⇒ (e)”\(\Rightarrow\): Assume that \(\Gamma(s) \geq s\) for some \(s \in \ell^+_{\infty}\). This implies \(\hat{\Gamma}(s) = s \oplus \Gamma(s) = \Gamma(s), \hat{\Gamma}^2(s) = s \oplus \Gamma(\hat{\Gamma}(s)) = s \oplus \Gamma^2(s) = \Gamma^2(s)\). Indeed, by induction one can show that \(\Gamma^n(s) = \Gamma^n(s)\) for all \(n \geq 0\). Since the system induced by \(\hat{\Gamma}\) is UGS, it follows that the trajectory \(\Gamma^n(s)\) converges componentwise to some \(s^* \in \ell^+_{\infty}\).
By Lemma 3.2, we have \(\Gamma(s^*) = s^*\). By assumption, \(s^* = 0\) and thus \(s = 0\), showing that \(\Gamma\) satisfies the SGC.

It is an open question whether (c) and (d) are equivalent. In the following proposition, we show that they are equivalent for max-type gain operators.

**Proposition 3.12.** For a max-type gain operator \(\Gamma\), consider the following statements:

(a) The system (3.2) induced by \(\Gamma\) is UGS and globally componentwise attractive.
(b) The operator \(\Gamma\) satisfies the max-robust SGC:\(1^\text{st}\) there exists \(\omega \in K_{\infty}\), \(\omega \leq \text{id}\), such that for all \(i, j \in \mathbb{N}\)
\[\Gamma(s) \oplus \omega(s_j)e_i \not\geq s \text{ for all } s \in \ell^+_{\infty} \setminus \{0\} .\]

(c) The operator \(\Gamma\) satisfies the \(\oplus\)-MBI property.
(d) The system (3.3) induced by \(\hat{\Gamma}\) is UGS and the system (3.2) induced by \(\Gamma\) is globally componentwise attractive.
(e) The system (3.3) induced by \(\hat{\Gamma}\) is UGS and each of its trajectories is componentwise eventually constant.

\(1\text{st}\) This property was introduced in [9].
Then (a) ⇔ (b) ⇔ (c) ⇔ (d) ⇒ (e).

Proof. “(a) ⇔ (b)”: This was shown in [9, Prop. V.2].
“(a) ⇔ (d)”: This follows from Proposition 3.6.
“(c) ⇒ (b)”: Assume that condition (c) holds for some \( \varphi \in \mathcal{K}_\infty \) and that for some \( i, j \in \mathbb{N} \) and \( s \neq 0 \) we have \( \Gamma(s) \oplus \varphi(s) \geq s \), where \( \omega < \varphi^{-1} \). Then

\[
\|s\|_\infty \leq \varphi(\omega(s)) < s_j \leq \|s\|_\infty,
\]

which is a contradiction. Hence, (b) holds for any \( \omega < \varphi^{-1} \).
“(a) ⇒ (c)”: This was shown in the proof of [9, Prop. V.2].
“(d) ⇒ (e)”: By Proposition 3.6, the system induced by \( \Gamma \) is UGS if and only if the one induced by \( \hat{\Gamma} \) is UGS. By (3.5), the dynamics of \( \Gamma \) and of \( \hat{\Gamma} \) are related by

\[
\hat{\Gamma}^k_i(s) = \max\{s_i, \Gamma_i(s), \Gamma_i^2(s), \ldots, \Gamma_i^k(s)\}.
\]

Hence, the componentwise convergence of \( \Gamma^k_i(s) \) to zero implies that for every \( s \) there exists \( k_0 \) such that

\[
\hat{\Gamma}^k_i(s) = \hat{\Gamma}^{k_0}_i(s) \quad \text{for all } k \geq k_0.
\]

“(e) ⇒ (d)”: Consider the interconnection of two systems with gains \( \gamma_{12} = \gamma_{21} = \text{id} \) and max-type gain operator. It then follows that \( \hat{\Gamma}(s) = \max\{s_1, s_2\} \Gamma \) and \( \hat{\Gamma}^k(s) = \hat{\Gamma}(s) \) for all \( k \geq 2 \). Hence, the system induced by \( \hat{\Gamma} \) is UGS and each of its trajectories is eventually constant. However, the system induced by \( \Gamma \) is obviously not globally componentwise attractive.

For sum-type operators, we can provide the following sufficient condition for the \( \oplus \)-MBI property.

**Proposition 3.13.** Assume that \( \Gamma \) is a sum-type operator and the following assumptions hold:

(i) \( \Gamma^2 \) satisfies the MBI property.
(ii) There exists some \( \eta \in \mathcal{K}_\infty \) with \( \gamma_{ij} \leq \eta \) for all \( i, j \in \mathbb{N} \).
(iii) There exists a bound on the cardinality of \( I_i \).

Then \( \Gamma \) satisfies the \( \oplus \)-MBI property.

Proof. Assume that \( s \leq \Gamma(s) \oplus b \) for some \( s, b \in \ell^2_\infty \). This implies \( s \leq \Gamma(s) \oplus b \). Now, observe that

\[
\Gamma_i(s) \oplus b = \sum_{j \in I_i} \gamma_{ij}(\max\{\Gamma_j(s), b_j\}) = \sum_{j \in I_i} \max\{\gamma_{ij}(\Gamma_j(s)), \gamma_{ij}(b_j)\}
\]

\[
\leq \sum_{j \in I_i} \gamma_{ij}(\Gamma_j(s)) + \sum_{j \in I_i} \gamma_{ij}(b_j) = \Gamma_i^2(s) + \Gamma_i(b).
\]

Hence, \( s \leq (\Gamma^2(s) + \Gamma(b)) \oplus b \). By assumption, this implies \( \|s\|_\infty \leq \varphi(\|b + \Gamma(b)\|_\infty) \) for some \( \varphi \in \mathcal{K}_\infty \). Therefore,

\[
\|s\|_\infty \leq \varphi(\|b\|_\infty + \|\Gamma(b)\|_\infty) \leq \varphi(2\|b\|_\infty) + \varphi(2\|\Gamma(b)\|_\infty).
\]

Now, observe that \( b \leq \|b\|_\infty \mathbb{I} \), and hence our assumptions imply

\[
\|\Gamma(b)\|_\infty \leq \|\Gamma(|b|_\infty \mathbb{I})\|_\infty = \sup_{i \in \mathbb{N}} \sum_{j \in I_i} \gamma_{ij}(|b|_\infty) \leq (\sup \#I_i) \eta(|b|_\infty) =: \psi(|b|_\infty).
\]

Altogether, \( \|s\|_\infty \leq \varphi(2\|b\|_\infty) + \varphi(2\psi(|b|_\infty)) \), which completes the proof.
4. Uniform global asymptotic stability. In this section, our goal is to characterize uniform global asymptotic stability of the system \((3.2)\) induced by \(\Gamma\) in terms of the behavior of \(\Gamma\) in one iterate. Our motivation is the result [9, Thm. VI.1], which shows that in the max-type case UGAS together with some mild regularity assumptions guarantees the existence of a path of decay.

We need the following definition.

**Definition 4.1.** For any \(i, j \in \mathbb{N}\) and \(k \in \mathbb{Z}_+\), we say that subsystem \(\Sigma_j\) influences subsystem \(\Sigma_i\) in \(k\) steps of time if there exist indices \(j_1, j_2, \ldots, j_{k+1} \in \mathbb{N}\) with \(j = j_1\) and \(i = j_{k+1}\) such that \(j_l \in I_{j_{l+1}}\) for \(l = 1, \ldots, k\). We write \(\mathcal{N}_j^i(n)\) for the set of all indices \(j\) such that \(\Sigma_j\) influences \(\Sigma_i\) in \(k \in \{0, 1, \ldots, n-1\}\) steps of time. We write \(\mathcal{N}_j^i(n)\) for the set of all indices \(j\) such that \(\Sigma_j\) influenced by \(\Sigma_i\) in \(k \in \{0, 1, \ldots, n-1\}\) steps of time.

Observe that in the particular case \(k = 0\), the definition says that each subsystem \(\Sigma_i\) influences itself in 0 steps of time, since the condition reduces to \(i = j\). In particular, observe that the sets \(\mathcal{N}_j^i(n)\) and \(\mathcal{N}_j^i(n)\) are never empty.

The following lemma is the basis of our investigations in this section.

**Lemma 4.2.** Let \(s \in \ell^\infty, i \in \mathbb{N}\) and \(k \geq 1\). Assume that \(\Gamma_j(s) \geq s_j\) for all \(j \in \mathcal{N}_i^j(k)\). Then

\[
\hat{\Gamma}_i^k(s) = \Gamma_i^k(s).
\]  

**Proof.** We prove the statement by induction over \(k\) (while \(s\) is fixed and \(i\) is variable). First, we prove a simpler statement under the same hypothesis, namely \(\Gamma_i^k(s) \geq s_i\) (instead of \((4.1)\)). For \(k = 1\), this holds because \(\Gamma_i(s) \geq s_i\) by the hypothesis. Assume that it holds for a fixed \(k\). Observe that \(\Gamma_i^{k+1}(s) = \Gamma_i(\Gamma_i^k(s))\) and this only depends on \(\Gamma_i^k(s)\) with \(j \in I_i\). For these \(j\), we know that \(\Gamma_i^j(s) \geq s_j\) by induction hypothesis, and by monotonicity \(\Gamma_i^{k+1}(s) = \Gamma_i(\Gamma_i^k(s)) \geq \Gamma_i(s) \geq s_i\).

Now, we prove the main statement. For \(k = 1\), our assumption reads \(\Gamma_i(s) \geq s_i\). This implies \(\Gamma_i(s) = \max\{s_i, \Gamma_i(s)\} = \Gamma_i(s)\). Assume that the statement is true for a fixed \(k\) and consider \(k + 1\). By Proposition 3.1(vi), we have \(\hat{\Gamma}_i^{k+1}(s) = \max\{s_i, \Gamma_i(\hat{\Gamma}_i^k(s))\}\). Now, \(\Gamma_i(\hat{\Gamma}_i^k(s))\) only depends on \(\hat{\Gamma}_i^k(s)\) for \(j \in I_i\). Since we assume that \(\Gamma_a(s) \geq s_a\) for all \(a \in \mathcal{N}_i^j(k + 1)\), we also have \(\Gamma_a(s) \geq s_a\) for all \(a \in \mathcal{N}_i^j(k)\) whenever \(j \in I_i\). By the induction hypothesis, this implies \(\hat{\Gamma}_i^k(s) = \Gamma_i^k(s)\) for all \(j \in I_i\), and hence

\[
\hat{\Gamma}_i^{k+1}(s) = \max\{s_i, \Gamma_i(\hat{\Gamma}_i^k(s))\} = \max\{s_i, \Gamma_i^{k+1}(s)\} = \Gamma_i^{k+1}(s),
\]

where we use that \(\Gamma_i^{k+1}(s) \geq s_i\), as proved previously.

The next proposition shows that UGAS implies something much stronger than the small-gain condition. For later purposes, here we consider a scaled gain operator.

**Proposition 4.3.** Consider the following statements:

(a) There exists \(\omega \in K_\infty\) with \(\omega \leq \text{id}\) such that the system induced by the operator \(\Gamma_\omega := \omega^{-1} \circ \Gamma\) is UGAS.

(b) For all \(\alpha, r > 0\), there exists \(n = n(r, \alpha) \in \mathbb{N}\) such that for all \(s \in \ell^+\) and \(i \in \mathbb{N}\) the following implication holds:

\[
\|s\|_\infty \leq r \quad \text{and} \quad s_i \geq \alpha \quad \Rightarrow \quad \Gamma_j(s) < \omega(s_j) \quad \text{for some} \ j \in \mathcal{N}_i^j(n).
\]

Then (a) \(\Rightarrow\) (b).
4.3 that the system induced monotonicity of $\Gamma_i$). Hence, we only need to show that for all $i \in \mathbb{N}$ all non-zero couplings between subsystems cannot be arbitrarily weak. Assumption (b) is satisfied for any finite network. For infinite networks, it guarantees the latter is well-defined by Assumption (i) and Proposition 4.2, this implies $\Gamma_{i,n}(s^n) \geq s_i^{n} \geq \alpha$. Our assumption implies that there exist $\beta \in K$ and $m \in \mathbb{N}$ with

$$\|\Gamma^m_{\omega,i}(s^n)\|_\infty \leq \beta(\|s^n\|_\infty, m) \leq \beta(r, m) < \alpha.$$ 

Hence, we obtain the following contradiction:

$$\alpha \leq s_i^{m} \leq \Gamma_{\omega,i}^m(s^n) \leq \|\Gamma^m_{\omega,i}(s^n)\|_\infty \leq \beta(\|s^n\|_\infty, m) < \alpha.$$ 

The proof is complete. 

We would like to show that also the converse implication holds in Proposition 4.3. Surprisingly, it seems that the converse only holds if we replace $\mathcal{N}_i^-(n)$ in statement (b) with $\mathcal{N}_i^+(n)$ and if we choose the $\omega$ in (b) larger than the one in (a). Additionally, we need the system induced by $\hat{\Gamma}$ to be UGS and some mild technical assumptions which are introduced next.

**Definition 4.4.** We say that the network satisfies standard technical assumptions if the following holds:

(a) There exists $\xi \in K_{\infty}$ such that $\Gamma_i(s) \geq \xi \circ \gamma_{ij}(s_j)$ for all $s \in \ell_\infty^+$, $i \in \mathbb{N}$ and $j \in I_i$.

(b) There exists $\eta \in K$ with $\eta < \text{id}$ such that $\gamma_{ij} \geq \eta$ for all $i \in \mathbb{N}$ and $j \in I_i$.

Observe that Assumption (a) above is satisfied for most natural choices of MAFs. Assumption (b) is satisfied for any finite network. For infinite networks, it guarantees that the non-zero couplings between subsystems cannot be arbitrarily weak.

**Proposition 4.5.** Let the following assumptions hold:

(i) The system induced by $\hat{\Gamma}$ is UGS.

(ii) For all $\alpha, r > 0$, there exists $n = n(r, \alpha) \in \mathbb{N}$ such that $\|s\|_\infty \leq r$ and $s_i \geq \alpha$ imply $\gamma_j(s) < \omega(s_j)$ for some $j \in \mathcal{N}_i^+(n)$.

(iii) The network satisfies standard technical assumptions.

(iv) The number of subsystems that are influenced by a given subsystem $\Sigma_i$ in one step of time is bounded over $i \in \mathbb{N}$.

Then the system induced by $\Gamma$ is UGAS.

**Proof.** From Assumption (i), it follows by Corollary 3.4 that the system induced by $\Gamma$ is UGS. Hence, it suffices to prove global attractivity (see, e.g., [10, Thm. 4.2]). To this end, we pick $s \in \ell_\infty^+$ and show that $\|\Gamma^n(s)\|_\infty \to 0$ as $n \to \infty$. As $s \leq \hat{Q}(s)$ and the latter is well-defined by Assumption (i) and Proposition 3.5, it suffices to prove that $\|\Gamma^n(\hat{Q}(s))\|_\infty \to 0$ as $n \to \infty$. Hence, we may assume without loss of generality that $\gamma(s) \leq s$.

We then have to show that for every $\alpha > 0$ there exists $n \in \mathbb{N}$ with $\Gamma^n_i(s) < \alpha$ for all $i \in \mathbb{N}$. Given some $\alpha > 0$, let us define

$$I_\alpha := \{i \in \mathbb{N} : s_i \geq \alpha\}.$$ 

For all $i \in \mathbb{N} \setminus I_\alpha$, we have $\Gamma^n_i(s) \leq s_i < \alpha$ for all $n \in \mathbb{N}$ (following from $\gamma(s) \leq s$ and monotonicity of $\Gamma$). Hence, we only need to show that

$$\exists n \in \mathbb{N} \forall i \in I_\alpha : \Gamma^n_i(s) < \alpha.$$
From Assumption (iv), it follows that the cardinality of \( \mathcal{N}_i^+(n) \) is bounded with respect to \( i \), say \( \#\mathcal{N}_i^+(n) \leq B_n \) with a number \( B_n \), only depending on \( n \).

Put \( s^n := \Gamma^n(s) \) and observe that \( \|s_n\|_\infty \leq \|s\|_\infty =: r \) for all \( n \geq 0 \) because \( \Gamma(s) \leq s \). By Assumption (ii), there exists \( m = m(r; \alpha) \) such that \( \Gamma_j(s^n) < \omega(s^n_j) \) for some \( j \in \mathcal{N}_i^+(m) \) whenever \( s^n_j \geq \alpha \).

For each \( i \in I_\alpha \), define

\[
K_i := \max\{k \in \mathbb{N} : s^k_i \geq \alpha\}.
\]

Since Assumption (ii) implies that \( \Gamma \) satisfies the SGC, it follows by Proposition 3.11 that every \( \Gamma \)-trajectory converges to 0 componentwise, and hence \( K_i \) is well-defined. We assume without loss of generality that \( K_i \geq m \) for each \( i \in I_\alpha \). In fact, we can neglect all \( i \) with \( K_i < m \).

Then, for each \( i \in I_\alpha \), there must exist some \( j_i \in \mathcal{N}_i^+(m) \) such that

\[
\#\{k \in [0; K_i - 1] : \Gamma_{j_i}(s^k) < \omega(s^k_{j_i})\} \geq \frac{K_i}{\#\mathcal{N}_i^+(m)}.
\]

If this was not the case, it would result in

\[
K_i = \#\{k \in [0; K_i - 1] : \Gamma_{j_i}(s^k) < \omega(s^k_{j_i})\} < K_i,
\]

which is a contradiction. Since at any instance \( k \in [0; K_i - 1] \), we have \( \Gamma_{j_i}(s^k) \leq s^k_{j_i} \), this implies

\[
\Gamma_{j_i}^{K_i}(s) < \omega^{\lfloor K_i/\#\mathcal{N}_i^+(m)\rfloor}(s_{j_i}) \leq \omega^{\lfloor K_i/B_m\rfloor}(r).
\]

By Assumption (iii), we have \( \Gamma_i(s) \geq \xi \circ \gamma_{ij}(s_j) \) for all \( j \in I_i \) and some \( \xi \in \mathcal{K}_\infty \). Now, assume that \( i \in I_{k_1}, k_1 \in I_{k_2}, \ldots, k_{l-1} \in I_{j_i} \) with \( l \leq m - 1 \). Then

\[
\Gamma_{k_1}^{K_i-l+1}(s) = \Gamma_{k_1}^{[\Gamma_{j_1}^{K_i-l}(s)]_{j \in I_{k_1}}} \geq \xi \circ \gamma_{k_1}(\Gamma_{k_1}^{K_i-l+1}(s)) \geq \xi \circ \gamma_{k_1}(\alpha).
\]

This, in turn, implies

\[
\Gamma_{k_2}^{K_i-l+2}(s) = \Gamma_{k_2}^{[\Gamma_{k_1}^{K_i-l+1}(s)]_{j \in I_{k_2}}} \geq \xi \circ \gamma_{k_2}(\Gamma_{k_1}^{K_i-l+1}(s)) \geq \xi \circ \gamma_{k_1}(\alpha).
\]

Proceeding in this manner, we end up with

\[
\omega^{\lfloor K_i/B_m\rfloor}(r) \geq \Gamma_{j_i}^{K_i}(s) \geq (\xi \circ \gamma_{j_i,k_{l-1}}) \circ (\xi \circ \gamma_{k_{l-1},k_{l-2}}) \circ \cdots \circ (\xi \circ \gamma_{k_{l},\alpha}).
\]

Using Assumption (iii) again, we obtain

\[
\min_{0 \leq l < m} (\xi \circ \eta)^l(\alpha) \leq \omega^{\lfloor K_i/B_m\rfloor}(r).
\]

As the right-hand side tends to zero for \( K_i \to \infty \), there exists \( K_{\max} \) such that \( K_i \leq K_{\max} \) for all \( i \in I_\alpha \). This implies

\[
\Gamma_i^{K_{\max}+1}(s) < \alpha \quad \text{for all } i \in I_\alpha.
\]

Altogether, \( \|\Gamma^{K_{\max}+1}(s)\|_\infty < \alpha \), which completes the proof. \( \square \)
Remark 4.6. If the network is symmetric, i.e. $\gamma_{ij} \neq 0$ if and only if $\gamma_{ji} \neq 0$, we have $N_i^-(n) = N_i^+(n)$ for all $i, n$. In this case, we almost obtain a characterization of UGAS in terms of a small-gain-like condition from the two preceding propositions.

Finally, we are interested in the question whether one of the small-gain-like conditions used in the above propositions implies that $\Gamma$ satisfies the $\oplus$-MBI property. We are able to prove the following result.

**Proposition 4.7.** Let the following assumptions hold:

(i) The system induced by $\hat{\Gamma}$ is UGS.

(ii) There exists $n \in \mathbb{N}$ such that for all $s \in \ell_\infty^+$ the inequality $s_i \geq \|s\|_\infty/2$ implies that $\Gamma_j(s) < s_j$ for some $j \in N_i^+(n)$.

(iii) The network satisfies standard technical assumptions.

Then $\Gamma$ satisfies the $\oplus$-MBI property.

**Proof.** Assume that $s \leq \Gamma(s) \oplus b$ for some $s, b \in \ell_\infty^+$. Inductively, this implies

$$\hat{\Gamma}^n(s) \leq \Gamma((\hat{\Gamma}^{n-1}(s)) \oplus b \quad \text{for all } n \geq 1.$$ 

If we look at this inequality componentwise and let $n \to \infty$, we obtain $\hat{Q}(s) \leq b \oplus \Gamma(Q(s))$. Hence, we can without loss of generality assume that $\Gamma(s) \leq s$. Choose $n$ according to Assumption (ii). Then, for every $i \in \mathbb{N}$ with $s_i \geq \|s\|_\infty/2$, there exists $j \in N_i^+(n)$ with $\Gamma_j(s) < s_j$. This implies $s_j \leq b_j$. Then, there exists $l \in \{0, 1, \ldots, n-1\}$ with

$$b_j \geq s_j \geq \Gamma_j(s) \geq (\xi \circ \gamma_{j,k_1}) \circ \cdots \circ (\xi \circ \gamma_{k_{l-1},k_l})(s_i).$$

This implies $s_i \leq \max_{0 \leq l < n} (\xi \circ \gamma_l)^{-1}((b_i) \circ \cdots \circ (\xi \circ \gamma_{k_{l-1},k_l})(s_i))$. Hence, we obtain $\|s\|_\infty = \sup_{s_i \geq \|s\|_\infty/2} s_i \leq \varphi(\|b\|_\infty)$, which completes the proof.

**Remark 4.8.** Assumption (ii) in Proposition 4.7 is, for instance, satisfied if the system induced by $\Gamma$ is UGES and the network is symmetric. In this case, $\|\Gamma^n(s)\|_\infty \leq M\gamma^n\|s\|_\infty$ for some $M > 0$ and $\gamma \in (0, 1)$, and we can choose $n$ such that $M\gamma^n < 1/2$. For symmetric networks, the following statements thus imply each other in the sense that $(1) \Rightarrow (2) \Rightarrow (3)$:

1. The system induced by $\hat{\Gamma}$ is UGS and the system induced by $\Gamma$ is UGES.
2. $\Gamma$ satisfies the $\oplus$-MBI property.
3. The system induced by $\hat{\Gamma}$ is UGS and the system induced by $\Gamma$ is globally componentwise attractive.

If the MAFs used to define $\Gamma$ are subadditive, we can show that UGES of the system induced by a slightly enlarged operator implies that the system induced by $\Gamma$ is UGS. This is implied by the following proposition in combination with Proposition 3.11. The proof is similar to that of [4, Lem. 13].

**Proposition 4.9.** Assume that the MAFs $\mu_i$ are subadditive, i.e. $\mu_i(s^1 + s^2) \leq \mu_i(s^1) + \mu_i(s^2)$ for all $i \in \mathbb{N}$ and $s^1, s^2 \in \ell_\infty^+$. Further, assume that $\#I_i$ is uniformly bounded and that for some $\omega \in K_\infty$ with $\text{id} - \omega \in K_\infty$, the system induced by $\Gamma_\omega$ is UGES. Then $\Gamma$ satisfies the MBI property.

**Proof.** To avoid an overload of notation, we only carry out the proof for sum-type operators. It is clear how to generalize the proof to the setup described in the statement of the proposition. By assumption, there are $M > 0$ and $\alpha \in (0, 1)$ with

$$\|\Gamma^n(s)\|_\infty \leq M\alpha^n\|s\|_\infty \quad \text{for all } s \in \ell_\infty^+, \ n \geq 0.$$
Fix $m \in \mathbb{N}$ with $M\alpha^m < 1/2$. As before, this implies that for every $s \in \ell_1^+$ we have the implication
\[ s_i \geq \frac{1}{2}\|s\|_\infty \Rightarrow \exists j \in \mathcal{N}_i^-(m) \text{ with } \Gamma_j(s) < \omega(s_j). \]

Now, fix $s, b^0 \in \ell_1^+$ satisfying $(id - \Gamma)(s) \leq b^0$. If $\Gamma_j(s) < \omega(s_j)$, this implies
\[ (id - \omega)(s_j) = s_j - \omega(s_j) < s_j - \Gamma_j(s) \leq b^0_j, \]
and hence $s_j \leq (id - \omega)^{-1}(b^0_j)$. Here, we use our assumption that $id - \omega \in \mathcal{K}_\infty$. We put $I^1 := \{ i \in \mathbb{N} : \Gamma_i(s) \geq \omega(s_i) \}$. Then from
\[ s_i - \sum_{j \in I_i} \gamma_{ij}(s_j) \leq b^0_i \quad \text{for all } i \in \mathbb{N} \]
it follows that
\[ s_i - \sum_{j \in I_i \cap I^1} \gamma_{ij}(s_j) \leq b^0_i + \sum_{j \in I_i \setminus I^1} \gamma_{ij}(s_j) \leq b^0_i + \sum_{j \in I_i \setminus I^1} (id - \omega)^{-1}(b^0_j) \quad \text{for all } i \in I^1. \]

We define $b^1 := (b^0_i + \sum_{j \in I_i \setminus I^1} (id - \omega)^{-1}(b^0_j))_{i \in I^1} \in \ell_\infty^+(I^1)$ and an operator
\[ \Gamma_1(s) := \left( \sum_{j \in I_i \cap I^1} \gamma_{ij}(s_j) \right)_{i \in I^1} \]
which acts on $\ell_\infty^+(I^1)$. We claim that the system induced by $\omega^{-1} \circ \Gamma_1$ is UGES with the same constants $M, \alpha$ as in (4.2). Indeed, from the construction it follows that $\Gamma_1(s_{I^1}) \leq \Gamma(s)_{I^1}$ for every $s \in \ell_\infty^+$, where $s_{I^1} = (s_i)_{i \in I^1}$. This implies $\omega^{-1} \circ \Gamma_1(s_{I^1}) \leq \Gamma_\omega(s)_{I^1}$. Hence, $(\omega^{-1} \circ \Gamma_1)^n \leq \Gamma_\omega^n|_{I^1}$ for all $n$, which implies the claim.

By our construction,
\[ (id - \Gamma_1)(s_{I^1}) \leq b^1. \]

As $s_{I^1}, b^1 \in \ell_\infty^+(I^1)$, we can repeat our construction and obtain an index set $I^2 = \{ i \in I^1 : \Gamma_1(s) \geq \omega(s_i) \}$, a sum-type operator $\Gamma_2 : \ell_\infty^+(I^2) \to \ell_\infty^+(I^2)$ and a vector $b^2 \in \ell_\infty^+(I^2)$ such that $(id - \Gamma_2)(s)_{I^2} \leq b^2$. Now, if we start with an index $i \in \mathbb{N}$ such that $s_i \geq (1/2)\|s\|_\infty$, at least one $j \in \mathcal{N}_i^-(m)$ will not be contained in $I^1$. If $i \in I^1$, then again at least one $j \in I^1 \cap \mathcal{N}_i^-(m)$ will not be contained in $I^2$. Since $\mathcal{N}_i^-(m)$ is uniformly bounded over $i \in \mathbb{N}$ by our assumption that $\#I_i$ is uniformly bounded, there exists $N \in \mathbb{N}$ such that after at most $N$ steps of this construction, we see that $s_i$ is bounded by $(id - \omega)^{-1}(b^k)$ for some $k \in \{ 0, 1, \ldots, N \}$. By construction, $\|b^{k+1}\|_\infty \leq (id + C(id - \omega)^{-1})(\|b^k\|_\infty)$ for each $k$, where $C$ is a bound on $\#I_i$. Hence, there exists $\varphi \in \mathcal{K}_\infty$ with
\[ \|s\|_\infty = \sup_{s_i \geq (1/2)\|s\|_\infty/2} s_i \leq \varphi(\|b\|_\infty), \]
and this completes the proof.

\begin{remark}
Since exponential stability is a robust property, it should be sufficient to assume that the system induced by $\Gamma$ is UGES in the above proposition. However, we are not aware of a result that can be directly applied here to guarantee that UGES of $\Gamma$ implies UGES of $\Gamma_\omega$ for some small $\omega$.
\end{remark}
Now that we have gained a better understanding of the UGAS property for gain operators, we can approach our main goal, the construction of a path of decay.

5. Construction of a path of decay. Throughout this section, we assume that \( \Gamma \) satisfies the \( \oplus \)-MBI property, i.e. there exists \( \varphi \in \mathcal{K}_\infty \) such that

\[
\| \pi_i(s) \|_\infty \leq \varphi(\| b \|_\infty) \quad \text{for all } s, b \in \ell^+_\infty.
\]

In particular, by Proposition 3.12, this implies

\[
\| \hat{\Gamma}^n(s) \|_\infty \leq \varphi(\| s \|_\infty) \quad \text{for all } s \in \ell^+_\infty, \ n \geq 0.
\]

We define the first candidate for a path of decay for \( \Gamma \) by

\[
\sigma_\ast(r) := \hat{Q}(r1) = \bigoplus_{k=0}^{\infty} \hat{\Gamma}^k(r1), \quad \sigma_\ast : \mathbb{R}_+ \to \ell^+_\infty.
\]

For the analysis of the mapping \( \sigma_\ast \), and, more general, for the construction of paths of decay, it is useful to introduce for each \( r > 0 \) the operator

\[
P_r(s) := r1 \oplus s, \quad P_r : \ell^+_\infty \to \ell^+_\infty.
\]

The next proposition describes its properties.

**Proposition 5.1.** The operator \( P_r \) is a projection\(^2\) onto the closed convex set \( C_r := \{ s \in \ell^+_\infty : s \geq r1 \} \), i.e.

\[
\| s - P_r(s) \|_\infty = \inf_{\tilde{s} \in C_r} \| s - \tilde{s} \|_\infty.
\]

Moreover, \( P_r \) is a continuous monotone operator and for any \( s^1, s^2 \in \ell^+_\infty \) with \( s^1 \leq s^2 \), it holds that \( P_r(s^2) - P_r(s^1) \leq s^2 - s^1 \). Finally, for all \( s^1, s^2 \in \ell^+_\infty \), it holds that \( \| P_r(s^2) - P_r(s^1) \|_\infty \leq \| s^2 - s^1 \|_\infty \).

**Proof.** It is easy to see that \( C_r \) is closed and convex. For any \( s \in \ell^+_\infty \), we have

\[
\| P_r(s) - s \|_\infty = \| r1 \oplus s - s \|_\infty = \sup_{i \in \mathbb{N}} \{ \max \{ r, s_i \} - s_i \} = \sup_{i : s_i < r} (r - s_i).
\]

For an arbitrary \( \tilde{s} \in C_r \), we have

\[
\| \tilde{s} - s \|_\infty = \sup_{i \in \mathbb{N}} (\tilde{s}_i - s_i) = \max_{i : s_i < r} \{ \sup_{i : s_i < r} (\tilde{s}_i - s_i) \}
\]

\[
\geq \sup_{i : s_i < r} (\tilde{s}_i - s_i) = \sup_{i : s_i < r} (r - s_i).
\]

This completes the proof of the first statement. The continuity and monotonicity of \( P_r \) are trivial. Now, let \( s^1, s^2 \in \ell^+_\infty \) with \( s^1 \leq s^2 \). Then

\[
\pi_i(P_r(s^2) - P_r(s^1)) = \max \{ r, s^2_i \} - \max \{ r, s^1_i \} \leq \max \{ r - s^2_i, s^1_i - s^1_i \} = s^2_i - s^1_i
\]

for all \( i \in \mathbb{N} \), which implies \( P_r(s^2) - P_r(s^1) \leq s^2 - s^1 \). Finally, consider arbitrary \( s^1, s^2 \in \ell^+_\infty \). Then

\[
\max \{ r, s^1_i \} - \max \{ r, s^2_i \} \leq \max \{ r - s^2_i, s^1_i - s^2_i \} \leq \| s^1_i - s^2_i \|_\infty \leq \| s^1_i - s^2_i \|_\infty
\]

for all \( i \in \mathbb{N} \). The same estimate holds with \( s^1_i \) and \( s^2_i \) interchanged. Hence, \( \| P_r(s^1) - P_r(s^2) \|_\infty \leq \| s^1 - s^2 \|_\infty \).

\(^2\)The projection onto a closed convex set in \( \ell^\ast \) is, in general, not unique.
We also define the operator $\Gamma_r := P_r \circ \Gamma : \ell^+_\infty \to \ell^+_\infty$ for each $r > 0$, which is again a continuous monotone operator.

By construction, $\sigma_*$ already satisfies some of the properties of a path of decay, as summarized in the following proposition.

**Proposition 5.2.** The mapping $\sigma_*$ has the following properties:

(i) $\Gamma(\sigma_*(r)) \leq \sigma_*(r)$ for all $r \geq 0$.

(ii) For all $i \in \mathbb{N}$ and $r \geq 0$, we have $r \leq \sigma_{*,i}(r) \leq \varphi(r)$.

(iii) Each $\sigma_{*,i}$ satisfies $\sigma_{*,i}(0) = 0$, $\sigma_{*,i}(r) > 0$ for all $r > 0$, and $\sigma_{*,i}(r) \to \infty$ as $r \to \infty$.

(iv) Each $\sigma_{*,i}$ is a lower semicontinuous and monotonically non-decreasing function.

(v) $\sigma_*$ is continuous at $r = 0$.

(vi) The point $\sigma_*(r)$ is a fixed point of $\Gamma_r$ for each $r \geq 0$.

**Proof.** (i) This follows immediately from the construction (as $\hat{Q}(r\mathbb{1})$ is a fixed point of $\hat{\Gamma}$).

(ii) The statement holds, because $r\mathbb{1} \leq \hat{Q}(r\mathbb{1}) = \bigoplus_{k=0}^\infty \hat{\Gamma}^k(r\mathbb{1}) \leq \varphi(r)\mathbb{1}$.

(iii) This directly follows from (ii).

(iv) We can write $\sigma_{*,i}(r) = \sup_{k \geq 0} \hat{\Gamma}^k_i(r\mathbb{1})$. As a supremum over continuous functions, $\sigma_{*,i}$ is lower semicontinuous. If $r_1 \leq r_2$, then

$$\sigma_{*,i}(r_1) = \sup_{k \geq 0} \hat{\Gamma}^k_i(r_1\mathbb{1}) \leq \sup_{k \geq 0} \hat{\Gamma}^k_i(r_2\mathbb{1}) = \sigma_{*,i}(r_2),$$

where we use the fact that $\hat{\Gamma}^k$ is a monotone operator for each $k \geq 0$.

(v) This follows from

$$\|\sigma_*(r) - \sigma_*(0)\|_\infty = \|\sigma_*(r)\|_\infty = \sup_{i \in \mathbb{N}} \sigma_{*,i}(r) \leq \varphi(r).$$

(vi) By Proposition 3.1(iv), we have $\hat{\Gamma}^n_i(r\mathbb{1}) = r\mathbb{1} \oplus \Gamma(\hat{\Gamma}^{n-1}(r\mathbb{1}))$ for each $n \in \mathbb{N}$. By Lemma 3.2, the componentwise convergence $\Gamma^n(r\mathbb{1}) \to \sigma_*(r)$ implies that $\Gamma(\Gamma^{n-1}(r\mathbb{1}))$ converges componentwise to $\Gamma(\sigma_*(r))$. Hence,

$$\sigma_{*,i}(r) = \lim_{n \to \infty} \hat{\Gamma}^n_i(r\mathbb{1}) = \max\{r, \lim_{n \to \infty} \Gamma_i(\hat{\Gamma}^{n-1}(r\mathbb{1}))\} = \max\{r, \Gamma_i(\sigma_*(r))\}$$

for each $i \in \mathbb{N}$. This is equivalent to $\Gamma_r(\sigma_*(r)) = \sigma_*(r)$. $\square$

We now introduce the second candidate for a path of decay by

$$\sigma^*_r(r) := \inf_{n \in \mathbb{Z}_+} \Gamma^n_{r,i}(\varphi(r)\mathbb{1})$$

for all $i \in \mathbb{N}$ and $r \geq 0$. Although the definition of $\sigma^*$ looks different than that of $\sigma_*$, it is quite similar, since we can write $\sigma^*_r(r) = \sup_{n \in \mathbb{Z}_+} \Gamma^n_{r,i}(\varphi(r)\mathbb{1})$ for each $i \in \mathbb{N}$. The next lemma is crucial.

**Lemma 5.3.** The point $\sigma^*_r(r)$ is a fixed point of $\Gamma_r$ for each $r \geq 0$.

**Proof.** For $r = 0$, this is trivial. Now, fix $r > 0$ and consider the sequence $s^n := \Gamma^n_r(\varphi(r))$, $n \in \mathbb{Z}_+$. We have

$$\Gamma_r(\sigma_*(\varphi(r))) = r\mathbb{1} \oplus \Gamma(\sigma_*(\varphi(r))) \leq r\mathbb{1} \oplus \sigma_*(\varphi(r)) = \sigma_*(\varphi(r)),$$
where the last equality follows from \( \sigma_*(\varphi(r)) \geq \varphi(r) \mathbf{1} \geq r \mathbf{1} \). By monotonicity of \( \Gamma_r \), it follows that the sequence \( (s^n)_{n \in \mathbb{Z}_+} \) is componentwise non-increasing. Hence, it converges componentwise to a fixed point \( s^* \) of \( \Gamma_r \) (using similar arguments as in the proof of Lemma 3.2). We claim that \( s^* = \sigma^*(r) \). Clearly, we have \( \Gamma_r^n(\varphi(r) \mathbf{1}) \leq s^n \) for all \( n \in \mathbb{Z}_+ \). If \( s \) is any fixed point of \( \Gamma_r \), then the \( \oplus \)-MBI property implies \( s \leq \varphi(r) \mathbf{1} \). Hence, \( s^* = \varphi(r) \mathbf{1} \), implying \( s^* = \Gamma_r^0(s^*) \leq \Gamma_r^0(\varphi(r) \mathbf{1}) \leq s^n \) for all \( n \in \mathbb{Z}_+ \). It follows that the componentwise infimum of \( \Gamma_r^0(\varphi(r) \mathbf{1}) \) equals \( s^* \), i.e. \( \sigma^*(r) = s^* \) as claimed.

The fundamental properties of the mapping \( \sigma^* \) can be proved analogously as those of \( \sigma_\ast \) and are summarized in the next proposition.

**Proposition 5.4.** The mapping \( \sigma^* \) has the following properties:

(i) \( \Gamma(\sigma^*(r)) \leq \sigma^*(r) \) for all \( r \geq 0 \).

(ii) For all \( i \in \mathbb{N} \) and \( r \geq 0 \), we have \( r \leq \sigma_i^*(r) \leq \varphi(r) \).

(iii) Each \( \sigma_i^* \) satisfies \( \sigma_i^*(0) = 0 \), \( \sigma_i^*(r) > 0 \) for all \( r > 0 \), and \( \sigma_i^*(r) \to \infty \) as \( r \to \infty \).

(iv) Each \( \sigma_i^* \) is an upper semicontinuous and monotonically non-decreasing function.

(v) \( \sigma^* \) is continuous at \( r = 0 \).

The following proposition yields some information about the fixed point set \( \text{Fix}(\Gamma_r) \) of the operator \( \Gamma_r \).

**Proposition 5.5.** For each \( r > 0 \), the points \( \sigma_\ast(r) \) and \( \sigma^*(r) \) are the minimal and the maximal fixed point of \( \Gamma_r \), respectively. That is, any fixed point \( s \) satisfies \( \sigma_\ast(r) \leq s \leq \sigma^*(r) \). In particular, the order interval \( \sigma_\ast(r), \sigma^*(r) := \{ s \in \ell^+_\infty : \sigma_\ast(r) \leq s \leq \sigma^*(r) \} \) is an invariant set for \( \Gamma_r \) and contains all of its fixed points.

**Proof.** Let \( s \) be an arbitrary fixed point of \( \Gamma_r \). Then \( s = \Gamma_r(s) \geq r \mathbf{1} \), implying \( s = \Gamma_r^n(s) \geq \Gamma_r^n(r \mathbf{1}) \) for all \( n \in \mathbb{Z}_+ \). In the limit, we obtain that \( s \geq \sigma_\ast(r) \). Moreover, since any fixed point \( s \) must satisfy \( s \leq \varphi(r) \mathbf{1} \), we have \( s = \Gamma_r^n(s) \leq \Gamma_r^n(\varphi(r) \mathbf{1}) \) for all \( n \in \mathbb{Z}_+ \), implying that \( \sigma^*(r) \) is the maximal fixed point of \( \Gamma_r \). It is now easy to see that \( [\sigma_\ast(r), \sigma^*(r)] \) is invariant under \( \Gamma \).

We now present our main result about the existence of a path of decay for \( \Gamma \).

**Theorem 5.6.** Let \( \Gamma \) be a well-defined and continuous gain operator satisfying the following assumptions:

(i) The family \( \{ \gamma_{ij} : i, j \in \mathbb{N} \} \) is pointwise equicontinuous.

(ii) \( \Gamma \) satisfies the \( \oplus \)-MBI property.

(iii) There exists \( \omega \in \mathcal{K}_{\infty} \) with \( \omega < \text{id} \) such that the system induced by \( \Gamma_\omega = \omega^{-1} \circ \Gamma \) is UGAS.

(iv) For all \( 0 < R_1 < R_2 \), there exists \( l > 0 \) such that the MAFs \( \mu_i \) satisfy

\[
(\mu_i(s^2) - \mu_i(s^1)) \geq l(s_j^2 - s_j^1),
\]

whenever \( j \in I_i \) and \( R_1 \mathbf{1} \leq s^1 \leq s^2 \leq R_2 \mathbf{1} \).

(v) For every compact interval \( J \subset (0, \infty) \), there exists \( c > 0 \) such that

\[
|\gamma_{ij}(r_1) - \gamma_{ij}(r_2)| \geq cr_1 - r_2
\]

for all \( i \in \mathbb{N} \), \( j \in I_i \), and \( r_1, r_2 \in J \).

Then every single-valued selection of the set-valued mapping \( r \mapsto \text{Fix}(\Gamma_r) \) is a path of decay for \( \Gamma \) provided that it is locally Lipschitz continuous on \( (0, \infty) \).
Proof. We verify the four properties of a path of decay:

Since \( \sigma(r) = \Gamma(r, \sigma(r)) \) for each \( r \geq 0 \), we have \( \Gamma(\sigma(r)) \leq rI \oplus \Gamma(\sigma(r)) = \sigma(r) \) so that property (P1) of a path of decay is satisfied.

As every fixed point \( s \) of \( \Gamma \) satisfies \( rI \leq s \leq \varphi(r)I \), it follows that \( \sigma \) satisfies property (P2) of a path of decay with \( \sigma_{\text{min}} = \text{id} \) and \( \sigma_{\text{max}} = \varphi \).

By assumption, \( \sigma \) is locally Lipschitz continuous on \((0, \infty)\). Hence, for every compact interval \( J \subset (0, \infty) \), there exists \( C > 0 \) with

\[
|\sigma_i(r_1) - \sigma_i(r_2)| \leq ||\sigma(r_1) - \sigma(r_2)||_{\infty} \leq C|r_1 - r_2|
\]

for all \( r_1, r_2 \in J \) and \( i \in \mathbb{N} \). This shows half of property (P4) (see Remark 2.5). Moreover, it shows that each \( \sigma_i \) is continuous. Since \( \sigma_i(r) \geq r \), it also follows that \( \sigma_i(r) \to \infty \) as \( r \to \infty \). If we can show the second half of property (P4), i.e. the lower Lipschitz estimate for \( \sigma_i \), both (P3) and (P4) will be fully proved.

We first prove the following claim: For every \( r_0 > 0 \), there are \( m \in \mathbb{N} \) and \( \rho \in (0, r_0) \) such that for every \( i \in \mathbb{N} \) there is \( j \in N_i^\uparrow(m) \) with \( \sigma_j(r) = r \) for all \( r \in [r_0 - \rho, r_0 + \rho] \).

Let \( m = m(r_0, \varphi(r_0)) \) be chosen such that the inequalities \( s_i \geq r \) and \( \|s\|_{\infty} \leq \varphi(r_0) \) imply that for every \( i \in \mathbb{N} \) there is \( j \in N_i^\uparrow(m) \) with \( \Gamma_j(s) < \omega(s_j) \), where we use Proposition 4.3 and Assumption (iii). Then, for every \( i \in \mathbb{N} \) there exists \( j_i \in N_i^\uparrow(m) \) with \( \Gamma_{j_i}(\sigma_i(r_0)) < \omega(\sigma_i(r_0)) \). To prove the claim, it suffices to show that there exists \( \rho > 0 \) with \( \Gamma_{j_i}(\sigma(r)) < \sigma_{j_i}(r) \) for all \( r \in [r_0 - \rho, r_0 + \rho] \) and \( i \in \mathbb{N} \) because of the relation \( \sigma_{j_i}(r) = \max\{r, \Gamma_{j_i}(\sigma(r))\} \).

First, we can find \( \varepsilon > 0 \) such that

\[
\sigma_{j_i}(r_0) - \Gamma_{j_i}(\sigma(r_0)) \geq \varepsilon \quad \text{for all } i \in \mathbb{N}.
\]

This can be achieved if we choose \( \varepsilon > 0 \) such that \( \omega(r) \leq r - \varepsilon \) for all \( r \in [r_0, \varphi(r_0)] \).

From the continuity of \( \sigma \) and \( \Gamma \), it follows that there exists \( \rho > 0 \) with

\[
\|\sigma(r) - \sigma(r_0)\|_{\infty} < \frac{\varepsilon}{3} \quad \text{for all } r \in [r_0 - \rho, r_0 + \rho]
\]

and

\[
\|\Gamma(\sigma(r)) - \Gamma(\sigma(r_0))\|_{\infty} < \frac{\varepsilon}{3} \quad \text{for all } r \in [r_0 - \rho, r_0 + \rho].
\]

Hence, for any \( i \in \mathbb{N} \) and \( r \in [r_0 - \rho, r_0 + \rho] \), the inequalities (5.3), (5.4) and (5.5) together imply

\[
\sigma_{j_i}(r) - \Gamma_{j_i}(\sigma(r)) \geq \sigma_{j_i}(r_0) - \frac{\varepsilon}{3} - \Gamma_{j_i}(\sigma(r_0)) - \frac{\varepsilon}{3} \geq \frac{\varepsilon}{3} > 0.
\]

This proves the claim.

Now, assume that \( j = j_i \in I_i \) for some \( i \in \mathbb{N} \). As \( \sigma(r) \) is a fixed point of \( \Gamma_r \), we have

\[
\sigma_i(r_0) = \max\{r, \Gamma_i(\sigma(r))\}.
\]

If the function \( \alpha(r) := \Gamma_i(\sigma(r)) \) on some interval \( J \) satisfies \( |\alpha(r_2) - \alpha(r_1)| \geq a|r_2 - r_1| \) for a constant \( a > 0 \), then \( |\alpha(r_2) - \sigma_i(r_1)| \geq \min\{1, a\}|r_2 - r_1| \) on \( J \). Now, if \( r_1 < r_2 \) with \( r_1, r_2 \in [r_0 - \rho, r_0 + \rho] \), then

\[
\Gamma_i(\sigma(r_2)) - \Gamma_i(\sigma(r_1)) = \mu_i([\gamma_i(k(\sigma(r_2)))]_{k \in \mathbb{N}}) - \mu_i([\gamma_i(k(\sigma(r_1)))]_{k \in \mathbb{N}})
\]
\[
\geq l(\gamma_{ij}(r_2) - \gamma_{ij}(r_1)) \geq lc(r_2 - r_1),
\]
where \( l \) and \( c \) come from Assumption (iv) and (v), respectively. To use Assumption (iv), we note the following:

- For all \( k \in I_i \), we have \( \gamma_{ik}(\sigma_k(r_0 + \rho)) \leq \gamma_{ik}(\varphi(r_0 + \rho)) \) and the latter is uniformly bounded from above, which follows from Assumption (i).
- For all \( k \in I_i \), we have
  \[
  \gamma_{ik}(\sigma_k(r_0 - \rho)) \geq \gamma_{ik}(r_0 - \rho) \geq \gamma_{ik}(r_0 - \rho) - \gamma_{ik}(\frac{1}{2}(r_0 - \rho)) \geq \frac{\hat{c}}{2}(r_0 - \rho),
  \]
  where \( \hat{c} \) comes from Assumption (v).

We conclude that
\[
|\sigma_i(r_1) - \sigma_i(r_2)| \geq \min\{1, lc\}|r_1 - r_2| \quad \text{for all } r_1, r_2 \in [r_0 - \rho, r_0 + \rho].
\]

Now, if \( j \in I_k \) and \( k \in I_i \), then
\[
\Gamma_i(\sigma(r_2)) - \Gamma_i(\sigma(r_1)) \geq l(\gamma_{ik}(\sigma_k(r_2)) - \gamma_{ik}(\sigma_k(r_1)))
\]
\[
\geq lc(\sigma_k(r_2) - \sigma_k(r_1)) \geq \min\{lc, (lc)^2\}(r_2 - r_1),
\]
implying
\[
|\sigma_i(r_1) - \sigma_i(r_2)| \geq \min\{1, lc, (lc)^2\}|r_1 - r_2|.
\]
Without loss of generality, we can assume that \( lc < 1 \). Then, inductively we obtain
\[
|\sigma_i(r_1) - \sigma_i(r_2)| \geq (lc)^m|r_1 - r_2|
\]
for all \( i \in \mathbb{N} \) and \( r_1, r_2 \in [r_0 - \rho, r_0 + \rho] \), which completes the proof. \( \square \)

**Remark 5.7.** Assumption (iv) of the theorem is, for instance, satisfied for sum-type operators. It is not necessarily satisfied for max-type operators.

The simplest case in Theorem 5.6 is the one when there is a unique fixed point for each \( \Gamma_i \), or equivalently, when \( \sigma_*(r) = \sigma^*(r) \). The following corollary discusses this case for subadditive and homogeneous gain operators.

**Corollary 5.8.** Assume that \( \Gamma \) is a subadditive and homogeneous gain operator, which is well-defined and continuous, and satisfies the following assumptions:

(i) \( \inf_{n \in \mathbb{N}} \|\Gamma^n(1)\|_\infty < 1 \).

(ii) There exists \( c > 1 \) with \( c^{-1} \leq \gamma_{ij} \leq c \) for all \( i \in \mathbb{N} \) and \( j \in I_i \).

(iii) For all \( 0 < R_1 < R_2 \), there exists \( l > 0 \) such that the MAFs \( \mu_i \) satisfy
\[
(\mu_i(s^2) - \mu_i(s^1)) \geq l(s^2_j - s^1_j),
\]
whenever \( j \in I_i \) and \( R_1 1 \leq s^1 \leq s^2 \leq R_2 1 \).

Then \( \sigma_* = \sigma^* \) is a globally Lipschitz continuous path of decay for \( \Gamma \).

**Proof.** Assumption (i) implies that the system induced by \( \Gamma \) is UGES, see [12, Prop. 9]. If \( s \leq \Gamma(s) \oplus b \), then \( s \leq \Gamma(s) + b \). Using the subadditivity of \( \Gamma \), we obtain inductively that \( s \leq \Gamma^n(s) + \sum_{k=0}^{n-1} \Gamma^k(b) \) for all \( n \in \mathbb{Z}_+ \). Since \( \Gamma^n(s) \rightarrow 0 \) for \( n \rightarrow \infty \), this implies \( s \leq \sum_{k=0}^{\infty} \Gamma^k(b) \). Since the system induced by \( \Gamma \) is UGES, we obtain
\[
\|s\|_\infty \leq \frac{M}{1 - \gamma} \|b\|_\infty
\]
for some $M > 0$ and $\gamma \in (0, 1)$. In particular, $\Gamma$ satisfies the $\oplus$-MBI property. Now, assume that $s^1 \leq s^2$ are two fixed points of $\Gamma_r$ for some $r > 0$. Then

$$s^2 - s^1 = \Gamma_r(s^2) - \Gamma_r(s^1) \leq \Gamma(s^2) - \Gamma(s^1) \leq \Gamma(s^2 - s^1),$$

where we used Proposition 5.1 and $\Gamma(s^2) = \Gamma(s^1 + (s^2 - s^1)) \leq \Gamma(s^1) + \Gamma(s^2 - s^1)$. Since $\Gamma$ satisfies the small-gain condition (as a special case of the $\oplus$-MBI property), it follows that $s^1 = s^2$. Hence, $\sigma(r) := \sigma_*(r) = \sigma^*(r)$ is well-defined. For any $r_1 < r_2$ in $\mathbb{R}_+$, we obtain

$$\sigma(r_2) - \sigma(r_1) = \Gamma_{r_2}(\sigma(r_2)) - \Gamma_{r_1}(\sigma(r_1)) \leq (r_2 - r_1)\mathbb{I} \oplus (\Gamma(\sigma(r_2)) - \Gamma(\sigma(r_1)))$$

$$\leq (r_2 - r_1)\mathbb{I} \oplus \Gamma(\sigma(r_2) - \sigma(r_1))$$

$$\leq (r_2 - r_1)\mathbb{I} \oplus \Gamma((r_2 - r_1)\mathbb{I} \oplus \Gamma(\sigma(r_2) - \sigma(r_1)))$$

$$\leq (r_2 - r_1)\mathbb{I} \oplus \Gamma((r_2 - r_1)\mathbb{I} + \Gamma(\sigma(r_2) - \sigma(r_1)))$$

$$\leq (r_2 - r_1)\mathbb{I} + \Gamma((r_2 - r_1)\mathbb{I} + \Gamma^2(\sigma(r_2) - \sigma(r_1))).$$

Inductively, we obtain

$$\sigma(r_2) - \sigma(r_1) \leq \sum_{k=0}^{n} \Gamma^k((r_2 - r_1)\mathbb{I} + \Gamma^{n+1}(\sigma(r_2) - \sigma(r_1)))$$

for all $n \geq 0$. Hence, in the limit for $n \to \infty$, we have

$$\|\sigma(r_2) - \sigma(r_1)\|_\infty \leq \sum_{k=0}^{\infty} \|\Gamma^k((r_2 - r_1)\mathbb{I})\|_\infty$$

$$\leq \sum_{k=0}^{\infty} M\gamma^k|r_2 - r_1| = \frac{M}{1 - \gamma}|r_2 - r_1|.$$

It follows that $\sigma$ is globally Lipschitz continuous. It remains to show that Assumptions (i) and (iii) of Theorem 5.6 are satisfied:

- The equicontinuity of $\{\gamma_{ij}\}$ follows from Assumption (ii) of this theorem.
- Choose a linear $\omega \in (\gamma, 1)$. Since $\Gamma$ is assumed to be homogeneous, $\Gamma^n(s) = \omega^n\Gamma^n(s)$ for all $s$ and $n$. This easily implies that also the system induced by $\Gamma_\omega$ is UGES and thus UGAS.

The proof is complete.

**Remark 5.9.** It should be mentioned that subadditive and homogeneous gain operators also admit linear paths of decay under the given assumptions, which is shown in [12]. The path $\sigma$ in the above result, in general, cannot be expected to be linear.

Specializing the preceding result to linear gain operators, we obtain the following corollary.

**Corollary 5.10.** Assume that $\Gamma$ is a linear and continuous gain operator satisfying the following assumptions:

(i) The spectral radius of $\Gamma$ satisfies $r(\Gamma) < 1$.

(ii) There exists $c > 1$ with $c^{-1} \leq \gamma_{ij} \leq c$ for all $i \in \mathbb{N}$ and $j \in I_i$.

Then $\sigma := \sigma_* = \sigma^*$ is a globally Lipschitz continuous path of decay for $\Gamma$.

**Remark 5.11.** Actually, the estimate $\gamma_{ij} \leq c$ in Assumption (ii) of the above corollary is redundant, since this follows from the required continuity of $\Gamma$. 
Although Theorem 5.6 is not applicable to max-type operators, because the corresponding MAFs do not satisfy Assumption (iv), we can show that $\sigma_*(r) = \sigma^*(r)$ is a path of decay for a max-type operator under mild assumptions.

**Theorem 5.12.** Assume that $\Gamma$ is a well-defined and continuous max-type gain operator satisfying the following assumptions:

(i) The system induced by $\Gamma$ is UGAS.

(ii) For each compact interval $J \subset (0, \infty)$, there are $0 < l < L$ such that

$$|r_1 - r_2| \leq |\gamma_{ij}(r_1) - \gamma_{ij}(r_2)| \leq L|r_1 - r_2|$$

for all $r_1, r_2 \in J$ and $i \in \mathbb{N}$, $j \in I_i$.

Then $\sigma(r) := \sigma_*(r) = \sigma^*(r)$ is a path of decay for $\Gamma$.

**Proof.** First, observe that Assumption (i) implies that $\Gamma$ satisfies the $\oplus$-MBI property, see Proposition 3.12. Now, assume that $s \in \ell^+_{\infty}$ is a fixed point of $\Gamma$ for some $r > 0$. Then, using that $\Gamma$ is a max-preserving operator, one can show that

$$s = \Gamma^n(s) = \bigoplus_{k=0}^{n-1} \Gamma^k(r \mathbb{1}) \oplus \Gamma^n(s) \text{ for all } n \in \mathbb{Z}_+.$$

Since $\Gamma^n(s)$ converges to zero as $n \to \infty$ by Assumption (i), we obtain

$$s = \bigoplus_{k=0}^{\infty} \Gamma^k(r \mathbb{1}) = \sigma_*(r) = \sigma^*(r) = \sigma(r).$$

Now, [9, Thm. VI.1] shows that $\sigma$ is a path of decay. The main idea used there to show that $\sigma$ satisfies (P3) and (P4) is that for every $r > 0$ there exists $N(r) \in \mathbb{N}$ with

$$\sigma(r) = \bigoplus_{k=0}^{N(r)} \Gamma^k(r \mathbb{1}),$$

which follows immediately from Assumption (i). Moreover, $N(r)$ can be chosen independently of $r$ on a compact interval $J \subset (0, \infty)$. This implies that each $\sigma_i$ can be written as the maximum of only finitely many strictly increasing and continuous functions, which yields $\sigma_i \in K_{\infty}$. From Assumption (ii), we can conclude that these finitely many functions satisfy uniform Lipschitz estimates locally, so the same must be true for the functions $\sigma_i$.

We can also specialize Theorem 5.6 to finite networks for which the developed theory also applies (as we can extend them in a trivial way to infinite networks). One way to specialize the result to finite networks is as follows.

**Corollary 5.13.** Consider a finite network with associated gain operator $\Gamma : \mathbb{R}^N_+ \to \mathbb{R}^N_+$ and let the following assumptions hold:

(i) The MAFs $\mu_i$, $i = 1, \ldots, N$, are subadditive and satisfy $\mu_i(s) \to \infty$ if $\|s\|_{\infty} \to \infty$.

(ii) There exists $\rho \in K_{\infty}$ such that $(\text{id} + \rho) \circ \Gamma$ satisfies the SGC.

(iii) For all $0 < R_1 < R_2$, there exists $l > 0$ such that the MAFs $\mu_i$ satisfy

$$(\mu_i(s^2) - \mu_i(s^1)) \geq l(s^2_j - s^1_j),$$

whenever $j \in I_i$ and $R_1 \mathbb{1} \leq s^1 \leq s^2 \leq R_2 \mathbb{1}$. 

(iv) The functions \( \gamma_{ij} \) are \( C^1 \) on \((0, \infty)\) with \( \gamma_{ij}'(r) > 0 \) for all \( r > 0 \). Then every single-valued selection of the set-valued mapping \( r \mapsto \text{Fix}(\Gamma_r) \) is a path of decay for \( \Gamma \) provided that it is locally Lipschitz continuous on \((0, \infty)\).

**Proof.** As the family \( \{ \gamma_{ij} \} \) only consists of finitely many functions, it is automatically equicontinuous. Then also the assumption of Proposition 2.1 is satisfied, showing that \( \Gamma \) is well-defined. As \( \Gamma \) is composed of finitely many continuous functions, it is continuous.

From Assumptions (i) and (ii), it follows by [14, Thm. 6.1] that \( \Gamma \) satisfies the MBI-property, which in turn implies the \( \oplus \)-MBI property.

By [14, Thm. 4.6], Assumption (ii) also implies that the system induced by \((\text{id} + \hat{\rho}) \circ \Gamma \) is UGAS for some \( \hat{\rho} \in K_\infty \). Finally, Assumption (iv) implies that the functions \( \gamma_{ij} \) satisfy local Lipschitz estimates from below.

For finite networks, the assumption that \( \Gamma_r \) has only one fixed point for each \( r > 0 \) already implies that \( \sigma \) is continuous, which is an easy consequence of the following proposition.

**Proposition 5.14.** Assume that for each \( r > 0 \), \( \Gamma_r \) has only one fixed point \( \sigma(r) = \sigma_s(r) = \sigma^*(r) \) and the following two sequences of functions converge to \( \sigma(r) \) with respect to the \( \ell_\infty \)-norm: (1) \( f_n(r) = \Gamma^n_r(r\mathbb{1}) \) and (2) \( g_n(r) = \Gamma^n_r(\varphi(r)\mathbb{1}) \). Then \( \sigma \) is continuous.

**Proof.** We fix \( r_0 > 0 \), \( \varepsilon > 0 \) and two vectors \( s^1 \ll \sigma(r_0) \ll s^2 \) such that \( \|s^1 - s^2\|_\infty \leq \varepsilon \), where the notation \( s \ll t \) means that \( t - s \in \text{int}(\ell_\infty^2) \). By assumption, there exists \( n \in \mathbb{Z}_+ \) with \( s^1 \ll f_n(r_0) \ll g_n(r_0) \ll s^2 \). Since \( f_n \) and \( g_n \) are continuous, there exists a neighborhood \( J \subset (0, \infty) \) of \( r_0 \) with \( s^1 \ll f_n(r) \ll g_n(r) \ll s^2 \) for all \( r \in J \). It follows that for all \( r \in J \) with \( r > r_0 \) we have \( \sigma(r) - \sigma(r_0) \leq g_n(r) - f_n(r_0) \ll s^2 - s^1 \), which implies \( \|\sigma(r) - \sigma(r_0)\|_\infty \leq \|s^2 - s^1\| \leq \varepsilon \). Analogously, if \( r \in J \) and \( r < r_0 \), then \( \sigma(r_0) - \sigma(r) \leq g_n(r_0) - f_n(r_0) \ll s^2 - s^1 \). This concludes the proof.

Finally, we take a look at sum-type operators. It seems to us that the requirement that \( \Gamma_r \) has only one fixed point for each \( r > 0 \) is unnecessarily strong in this case (although we are not able to prove it). We first investigate what the assumption that \( \Gamma \) induces a UGAS system implies for the fixed point set of \( \Gamma_r \) (in the general case).

**Proposition 5.15.** Assume that \( \Gamma \) satisfies the \( \oplus \)-MBI property and the system induced by \( \Gamma \) is UGAS. Then, there exists \( n = n(r) \) such that for every \( i \in \mathbb{N} \) there is \( j \in \mathbb{N}_-^-(n) \) such that for any fixed point \( s \in \text{Fix}(\Gamma_r) \) we have \( s_j = \sigma_{s,j}(r) = r \).

**Proof.** Consider the maximal fixed point \( s^* := \sigma^*(r) \), which satisfies \( r \mathbb{1} \leq s \leq \varphi(r)\mathbb{1} \). By Proposition 4.3, UGAS implies the existence of \( n = n(r, \varphi(r)) \in \mathbb{N} \) such that for every \( i \in \mathbb{N} \) there is \( j \in \mathbb{N}_-^-(n) \) with \( \Gamma_j(s^*) < s_j^* \). This implies \( s_j^* = r \), and hence \( r \leq \sigma_{s,j}(r) \leq s_j^* = r \). Since any other fixed point lies between \( \sigma_{s}(r) \) and \( \sigma^*(r) \), all fixed points agree with \( \sigma_{s}(r) \) in the component \( j \).

Now, we look at sum-type operators. Let us take a closer look at the fixed point equation \( s = \Gamma_r(s) \) and try to characterize its unique solvability. In components, the fixed point equation reads

\[
s_i = \max\{r, \Gamma_i(s)\}, \quad i \in \mathbb{N}.
\]

Let us now define the index set \( \mathcal{I} = \mathcal{I}(s) := \{i \in \mathbb{N} : \Gamma_i(s) > r\} \). We then have

\[
s_i = \begin{cases} 
\Gamma_i(s) & \text{if } i \in \mathcal{I}, \\
r & \text{if } i \notin \mathcal{I}.
\end{cases}
\]
Hence, the possible non-uniqueness of $s$ is only an issue on the index set $\mathcal{I}$. Here,

$$s_i = \Gamma_i(s) = \sum_{j \in I_i} \gamma_{ij}(s_j) = \sum_{j \in I_i \cap \mathcal{I}} \gamma_{ij}(s_j) + \sum_{j \in I_i \setminus \mathcal{I}} \gamma_{ij}(r).$$

The equation can thus be rewritten as

$$s_i - \sum_{j \in I_i \cap \mathcal{I}} \gamma_{ij}(s_j) = \sum_{j \in I_i \setminus \mathcal{I}} \gamma_{ij}(r).$$

We define an operator $\Gamma_\mathcal{I}$ on $\ell^+_\infty(\mathcal{I})$ by

$$\Gamma_\mathcal{I}(s) := \left( \sum_{j \in I_i \cap \mathcal{I}} \gamma_{ij}(s_j) \right)_{i \in \mathcal{I}}.$$

Then the above implies

$$(\text{id} - \Gamma_\mathcal{I})(s|_\mathcal{I}) = h_\mathcal{I}(r) := \left( \sum_{j \in I_i \setminus \mathcal{I}} \gamma_{ij}(r) \right)_{i \in \mathcal{I}}.$$

This is equivalent to $s|_\mathcal{I} \in (\text{id} - \Gamma_\mathcal{I})^{-1}(h_\mathcal{I}(r))$. Since the index set $\mathcal{I}$ depends on $s$, the full fixed point set of $\Gamma_r$ can be written as

$$\text{Fix}(\Gamma_r) = \bigcup_{\mathcal{I} \subseteq \mathbb{N}} \left( (\text{id} - \Gamma_\mathcal{I})^{-1}(h_\mathcal{I}(r)) \cap \{s : \Gamma_i(s) > r \iff i \in \mathcal{I} \} \right),$$

where the union is a disjoint union. It seems to be a too strong requirement that this union contains only one point.

Nevertheless, we end the paper with a sufficient condition under which the fixed points of $\Gamma_r$ are unique for a sum-type operator and a path of decay exists.

**Theorem 5.16.** Assume that $\Gamma$ is a sum-type gain operator satisfying the $\oplus$-MBI property. Additionally to assumptions (i), (iii) and (v) in Theorem 5.6, let the following assumptions hold:

(i) $\Gamma^2 = \Gamma \circ \Gamma$ is an order contraction on each of the order intervals $[R_1 \mathbb{I}, R_2 \mathbb{I}]$.

That is, there exist constants $K, K = K(R_1, R_2) \in (0,1)$ such that $\|\Gamma^2(s^2) - \Gamma^2(s_1^2)\|_\infty \leq K\|s^2 - s_1^2\|_\infty$ whenever $R_1 \mathbb{I} \leq s^1 \leq s^2 \leq R_2 \mathbb{I}$.

(ii) The cardinality of $I_i$ is bounded over $i \in \mathbb{N}$ and for every compact interval $J \subset (0, \infty)$, there exists $C > 0$ such that

$$|\gamma_{ij}(r_1) - \gamma_{ij}(r_2)| \leq C|r_1 - r_2|,
$$

whenever $r_1, r_2 \in J$ and $i \in \mathbb{N}$, $j \in I_i$.

Then $\sigma(r) := \sigma_s(r) = \sigma^s(r)$ is a path of decay for $\Gamma$.

*Proof.* We first prove that for any $s, s^1, s^2 \in \ell^+_\infty$ satisfying $s^1 \leq s^2$, we have

$$\|\Gamma(s \oplus s^2) - \Gamma(s \oplus s^1)\|_\infty \leq \|\Gamma(s^2) - \Gamma(s^1)\|_\infty.$$  \hspace{1cm} (5.6)

For each $i \in \mathbb{N}$, we have

$$\Gamma_i(s \oplus s^2) - \Gamma_i(s \oplus s^1) = \sum_{j \in I_i} \gamma_{ij}(\max\{s_j, s_j^2\}) - \sum_{j \in I_i} \gamma_{ij}(\max\{s_j, s_j^1\}).$$
This implies the desired inequality. Now, fix a compact interval $J \subset (0, \infty)$ and choose $0 < R_1 < R_2$ such that $R_1 \leq r \leq \varphi^{-1}(R_2)$ for all $r \in J$. Let $K$ be the contraction constant of $\Gamma^2$ on $[R_1 \mathbb{1}, R_2 \mathbb{1}]$. For any $0 < r_1 < r_2$ in $J$ and $\sigma := \sigma_*$, it follows that

$$
\|\sigma(r_2) - \sigma(r_1)\|_{\infty} = \|\Gamma^2_{r_2}(\sigma(r_2)) - \Gamma^2_{r_1}(\sigma(r_1))\|_{\infty} \\
\leq \|\Gamma^2_{r_2}(\sigma(r_2)) - \Gamma^2_{r_1}(\sigma(r_1))\|_{\infty} + \|\Gamma^2_{r_2}(\sigma(r_1)) - \Gamma^2_{r_1}(\sigma(r_1))\|_{\infty} \\
\leq K\|\sigma(r_2) - \sigma(r_1)\|_{\infty} + \max\{1, L_{\Gamma}\}|r_1 - r_2|,
$$

where $L_{\Gamma}$ is a Lipschitz constant of $\Gamma$ on $[R_1 \mathbb{1}, R_2 \mathbb{1}]$ whose existence easily follows from Assumption (ii). Here, exploiting the contraction property of the projections $P_r$ (see Proposition 5.1), we use that

$$
\|\Gamma^2_{r_2}(\sigma(r_2)) - \Gamma^2_{r_1}(\sigma(r_1))\|_{\infty} \leq \|\Gamma(r_2 \mathbb{1} \oplus \Gamma(\sigma(r_2))) - \Gamma(r_2 \mathbb{1} \oplus \Gamma(\sigma(r_1)))\|_{\infty} \\
\leq \|\Gamma^2(\sigma(r_2)) - \Gamma^2(\sigma(r_1))\|_{\infty}
$$

and

$$
\Gamma^2_{r_2}(\sigma(r_1)) - \Gamma^2_{r_1}(\sigma(r_1)) \leq (r_2 - r_1) \mathbb{1} \oplus (\Gamma(r_2 \mathbb{1} \oplus \Gamma(\sigma(r_1))) - \Gamma(r_1 \mathbb{1} \oplus \Gamma(\sigma(r_1)))) \\
\leq (r_2 - r_1) \mathbb{1} \oplus (\Gamma(r_2 \mathbb{1}) - \Gamma(r_1 \mathbb{1})),
$$

which implies

$$
\|\Gamma^2_{r_2}(\sigma(r_1)) - \Gamma^2_{r_1}(\sigma(r_1))\|_{\infty} \leq \max\{|r_2 - r_1|, \|\Gamma(r_2 \mathbb{1}) - \Gamma(r_1 \mathbb{1})\|_{\infty}\}.
$$

It then follows that

$$
\|\sigma(r_2) - \sigma(r_1)\|_{\infty} \leq \frac{\max\{1, L_{\Gamma}\}}{1 - K}|r_1 - r_2| \text{ for all } r_1, r_2 \in J,
$$

showing that $\sigma$ is locally Lipschitz continuous. It is easy to see that our assumption on $\Gamma^2$ also implies that $\Gamma_r$ admits only one fixed point, and so $\sigma_* = \sigma^*$. The proof is complete.

Remark 5.17. For general gain operators, it can be proved similarly that a path of decay exists if the assumptions (i)–(v) of Theorem 5.6 are satisfied and $\Gamma^k$ is an order contraction for some $k \geq 1$. However, this condition is hard to check, in general.

Remark 5.18. If we replace the gain operator $\Gamma$ by a slightly enlarged operator $\Gamma_\omega = \omega^{-1} \circ \Gamma$, where $\omega < \text{id}$ is a $\mathcal{K}_{\infty}$-function, and impose the assumptions of Theorem 5.6 on this operator, it probably suffices to find a continuous selection of the set-valued mapping $r \mapsto \text{Fix}(\Gamma_\omega, r)$. The reason is that we can try to approximate such a selection

...
\(\sigma\) by a locally Lipschitz continuous path which satisfies properties (P2), (P3) and (P4) of a path of decay. Property (P1) can also be satisfied because of the little extra space gained by \(\omega\). Indeed, \(\sigma(\tau) = \tau \mathbb{1} \oplus \omega^{-1}(\Gamma(\sigma(\tau)))\), and thus \(\Gamma(\sigma(\tau)) \leq \omega(\sigma(\tau)) < \sigma(\tau)\). We leave the technical details of this construction to a future work.

**Conclusions.** In this paper, we studied a very general class of gain operators associated with infinite networks of finite-dimensional control systems. We developed a new approach to find points of decay and paths of decay for such operators, which are used for the construction of ISS Lyapunov functions via a small-gain approach as described in Theorem 2.8.

We have introduced an augmented gain operator whose fixed points are precisely the points of decay for the original gain operator. In Proposition 3.11, we have shown that the augmented gain operator has plenty of fixed points under certain uniform small-gain conditions. We also proved in Proposition 4.9 that these uniform small-gain conditions hold if the system induced by a slightly enlarged gain operator is exponentially stable. In general, this is certainly a too strong assumption, as for max-type operators much weaker assumptions suffice, see Proposition 3.12.

As an important prerequisite for our results on the existence of a path of decay, we described the uniform global asymptotic stability of the system induced by a gain operator in terms of small-gain-like conditions, see Proposition 4.3 and 4.5. Since we did not obtain a complete characterization of the UGAS property, some open questions remain which we leave for future work.

Our main result about the existence of a path of decay, i.e. Theorem 5.6, requires, in particular, that the system induced by a slightly enlarged gain operator is uniformly globally asymptotically stable. However, in contrast to the known results for finite networks, it also requires the existence of a Lipschitz continuous selection of a certain set-valued mapping. The question when such a selection exists, in the general case, has not been answered. However, we showed that in several cases studied previously in the literature, our approach is able to recover the known results. Further studies are needed to make the approach fruitful for more general types of gain operators.
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