Unconventional photon blockade based on double second-order nonlinear coupling system
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Abstract

In the recent publications [Phys. Rev. A 92, 023838 (2015)], the unconventional photon blockade are studied in a two-mode-second-order-nonlinear system with nonlinear coupling between the low frequency and high frequency modes. In this paper, we study the unconventional photon blockade in a three-mode system with weakly coupled nonlinear cavities via $\chi^{(2)}$ nonlinearity. By solving the master equation in the steady-state limit and calculating the zero-delay time second-order correlation function, we obtain the conditions of strong photon antibunching in the low frequency mode. The numerical result are compared with the analytical results, the results show that they are in complete agreement. By the analysis of numerical solutions, we find that this scheme is not sensitive to the change of decay rates and the reservoir temperature, and the three-mode drives make the system have more adjustable parameters, both of which increases the possibility of experimental implementation.

Keywords:  Unconventional photon blockade, Photon antibunching, Second-order nonlinearity

*Corresponding author

Email address: yaozh@cust.cn (Hongyu. Lin¹,², Xiaoqian. Wang³, Zhuo. Yu¹ and Zhihai. Yao¹*)
1. Introduction

With the rapid development of quantum communication [4], quantum metrology [5], quantum information technology [6] and other fields, single photon sources [2, 3] has become a hot topic in modern scientific research due to its huge application potential in these fields. The realization of single photon source mainly depends on the systems driven under a classical light field can producing sub-Poissonian light. Based on the above physical mechanism a method called photon blockade (PB) [7, 8] is gaining popularity. Photon blockade is a strong antibundling phenomenon, when a nonlinear resonator produces a photon, it will block the generation of the second photon. It has been proved experimentally that PB can be realized in cavity-QED [9] or circuit-QED [10] systems. And according to the prediction, PB has potential application value in many fields such as nonlinear optical systems [11, 12, 13] and optomechanical devices [14, 15]. There are two main mechanisms to realize PB, one is the large energy levels splitting due to the nonlinearity of the system, which is called conventional photon blockade (CPB) [16, 17], and the other is a strong photons anticlustering caused by quantum interference, which is called unconventional photon blockade (UPB) [18]. Now the CPB has been implemented on many systems, such as cavity quantum electro dynamics [19], quantum optomechanical systems [20, 21, 22] and semiconductor micro cavities with second-order nonlinearity [23, 24, 25]. In addition, CPB has potential applications in single-photon transistors [26], interferometers [27], and quantum optical rectifiers [28, 29].

The UPB was recently discovered by Liew and Savona [18] in two semiconductor microcavities [30, 31, 32] with weak nonlinear coupling, then the UPB implemented in many similar weakly nonlinear coupled systems [18, 33, 34, 35]. With the development of this field, and the mechanism is universal, many different nonlinear systems are proposed to realize UPB, such as including bimodal optical cavity with a quantum dot [38, 39], coupled polaritonic systems [40], coupled optomechanical systems [41], or coupled single-mode cavities with second-order or third-order nonlinearity [42, 43, 44]. In addition to single-photon con-
trol, UPB can also be used as a tool to reveal non-classical features, including the booming development of semiconductor microcavities [45], the search for quantum correlations [46]. In addition, the observed non-classical optical statistics of exciton-polaritron field also depend on UPB [47]. Recently, in Ref. [1], the unconventional photon blockades are studied in a two-mode-second-order-nonlinear system with nonlinear coupling between the low frequency and high frequency modes, and the conditions of strong photon antibunching is obtained in the low frequency mode.

In this paper, we investigate the unconventional photon blockade in a three-mode system contains double second order nonlinear coupling. The optimal condition for strong antibunching is found in the low frequency mode by analytical calculations and discussions of the optimal condition are presented. By comparing the numerical and analytical solutions, we find that they are in good agreement. By the analysis of numerical solutions, we find that this scheme is not sensitive to the change of decay rates and the reservoir temperature, and the three-mode drives make the system have more adjustable parameters, and in the experiments, the relatively large blocking windows are required [49, 50, 51], the form of a tri-mode drive system can provide more tunable parameters to form a larger blocking window, both of which increases the possibility of experimental implementation.

The remainder of this paper is organized as follows: In Sec. 2, we introduce the physical model of the double second-order nonlinear coupling system. In Sec. 3, by analytical calculation, we derive an expression for the optimized antibunching, and we give a numerical result and compare it with the analytical one. Conclusions are given in Sec. 4.

2. Physical model

In this paper we study the unconventional photon blockade in double second order nonlinear coupling system, which consists of two high frequency cavities $a$ and $c$ with frequencies are $\omega_a$ and $\omega_c$, and one low frequency cavity $b$ with
frequency is \( \omega_b \). The three cavities are coupled by two-order-nonlinear \( \chi^{(2)} \) materials that mediates the conversion of the single-photon in cavity 1 or cavity 3 into two-photon in cavity 2, the system model diagram is shown in Fig. 1. External weak drive is the key to realize PB, and in this system we chose to

Figure 1: The scheme of the system consists of two low frequency cavities 1 and 3 with frequencies are \( \omega_a \) and \( \omega_c \), and one low frequency cavity 2 with frequency is \( \omega_b \). The coupling between cavities is by \( \chi^{(2)} \) nonlinear material. \( F_a, F_b \) and \( F_c \) are the driving strength for mode \( a \), \( b \) and \( c \), respectively.

three-mode drives mode. The Hamiltonian of the system can be written as Ref. [1, 48]

\[
\hat{H} = \omega_a \hat{a}^\dagger \hat{a} + \omega_b \hat{b}^\dagger \hat{b} + \omega_c \hat{c}^\dagger \hat{c} + J(\hat{a}^\dagger \hat{b}^2 + \hat{b}^\dagger \hat{a}^2) + g(\hat{c}^\dagger \hat{b}^2 + \hat{b}^\dagger \hat{c}^2) \\
+ F_a(\hat{a}^\dagger e^{-i\omega_L t} + \hat{a} e^{i\omega_L t}) + F_b(\hat{b}^\dagger e^{-i\omega_L t} + \hat{b} e^{i\omega_L t}) + F_c(\hat{c}^\dagger e^{-i\omega_L t} + \hat{c} e^{i\omega_L t})
\]

Here the \( \hat{a}(\hat{a}^\dagger) \), \( \hat{b}(\hat{b}^\dagger) \) and \( \hat{c}(\hat{c}^\dagger) \) denotes the annihilation (creation) operator of the three cavities, the \( F_a, F_b \) and \( F_c \) express the driving strength for the three cavities, \( \omega_L \) is the driving frequency, the \( g \) and \( J \) express the second order nonlinear strengths, which can be derived from the \( \chi^{(2)} \) nonlinearity as [23]

\[
g = D\varepsilon_0 \frac{\omega_a}{2\varepsilon_0} \sqrt{\frac{\omega_b}{2\varepsilon_0}} \int dr \frac{\chi^{(2)}(r)}{[\varepsilon(r)]^{3/2}} \alpha_a^2(r)\alpha_b(r),
\]

\[
J = D\varepsilon_0 \frac{\omega_c}{2\varepsilon_0} \sqrt{\frac{\omega_b}{2\varepsilon_0}} \int dr \frac{\chi^{(2)}(r)}{[\varepsilon(r)]^{3/2}} \alpha_a(r)\alpha_c^2(r).
\]

The \( \varepsilon_0 \) and \( \varepsilon_r \) express the vacuum permittivity and relative permittivity, respectively. The \( \alpha_a(r), \alpha_b(r) \) and \( \alpha_c(r) \) are the wave functions for mode \( a \), mode \( b \) and mode \( c \). According to the rotation frame work operator \( \hat{U}(t) = \)
$e^{i\omega (a^\dagger \hat{a} + c^\dagger \hat{c} + b^\dagger \hat{b})}$, We can get an effective Hamiltonian $\hat{H}_{\text{eff}} = \hat{U} \hat{H} \hat{U}^\dagger - i\hat{U}d\hat{U}^\dagger / dt$ as

$$\hat{H}_{\text{eff}} = \Delta_a \hat{a}^\dagger \hat{a} + \Delta_b \hat{b}^\dagger \hat{b} + \Delta_c \hat{c}^\dagger \hat{c} + J(\hat{a}^\dagger \hat{b}^2 + \hat{b}^\dagger \hat{a})$$

$$+ g(\hat{c}^\dagger \hat{b}^2 + \hat{b}^\dagger \hat{c}^2) + F_a (\hat{a}^2 + \hat{a}) + F_b (\hat{b}^2 + \hat{b}) + F_c (\hat{c}^2 + \hat{c}) , \quad (4)$$

Where $\Delta_a = \omega_a - \omega_L$, $\Delta_b = \omega_b - 2\omega_L$ and $\Delta_c = \omega_c - \omega_L$ represent the detunings of the cavity $a$, $b$ and $c$, respectively. Experimental implementations of similar models have been discussed in Refs. [24, 52]. The dynamics of the density matrix $\rho$ of the system is governed by

$$\frac{\partial \hat{\rho}}{\partial t} = -i [\hat{H}, \hat{\rho}] + \kappa_a \ell(\hat{a}) \hat{\rho} + \kappa_b \ell(\hat{b}) \hat{\rho} + \kappa_c \ell(\hat{c}) \hat{\rho} , \quad (5)$$

Here the $\kappa_a$, $\kappa_b$ and $\kappa_c$ represent the damping constants of cavity $a$, $b$, and $c$, respectively. The super operator is defined by $\ell(\hat{a}) \hat{\rho} = \hat{a} \hat{\rho} \hat{a}^\dagger - \frac{1}{2} \hat{a}^\dagger \hat{a} \hat{\rho} - \frac{1}{2} \hat{\rho} \hat{a}^\dagger \hat{a}$. For convenient to calculate we set $\kappa_a = \kappa_b = \kappa_c = \kappa$. In this paper, we will analyze the UPB in the low-frequency mode $b$, and we use the steady-state second-order correlation function to describe the statistical properties of photons, which can be calculated by solving the master equations numerically as

$$g^{(2)}(0) = \frac{\langle \hat{b}^\dagger \hat{b}^\dagger \hat{b} \hat{b} \rangle}{(\langle \hat{b}^\dagger \hat{b} \rangle)^2} , \quad (6)$$

The $g^{(2)}(0) \ll 1$ indicates that the UPB occurs in mode $b$.

3. Analytical and numerical results

Next, we will analyze the system analytically, according to the system Hamiltonian, the wave function can be written as

$$|\psi\rangle = C_{000} |000\rangle + C_{100} |100\rangle + C_{010} |010\rangle + C_{001} |001\rangle + C_{020} |020\rangle . \quad (7)$$

Here $|mnp\rangle$ denotes the Fock-state basis of the system with the number $m$, $n$ and $p$ denoting the photon number in mode $a$, $b$, and $c$, respectively. For the system, which containing two high frequency mode photons, this is a good
approximation. Consider environmental influence we can treat the system by the non-Hermitian Hamiltonian

$$\tilde{H} = \hat{H}_{\text{eff}} - i\frac{\kappa}{2} \hat{a}^\dagger \hat{a} - i\frac{\kappa}{2} \hat{b}^\dagger \hat{b} - i\frac{\kappa}{2} \hat{c}^\dagger \hat{c}$$  \hspace{1cm} (8)

The $\hat{H}$ is given in Eq. (1). Substituting the wave function Eq. (7) and non-Hermitian Hamiltonian into the Schrödinger’s equation $i\partial_t |\psi\rangle = \tilde{H} |\psi\rangle$, we can obtain the coupled equations for the coefficients

\[
\begin{align*}
    i \dot{C}_{000} &= F_b C_{010} + F_a C_{100} + F_c C_{001} \\
    i \dot{C}_{100} &= F_a C_{000} + (\Delta_a - \frac{i\kappa}{2}) C_{100} + \sqrt{2} J C_{020}, \\
    i \dot{C}_{010} &= F_b C_{000} + (\Delta_b - \frac{i\kappa}{2}) C_{010} + \sqrt{2} F_b C_{020}, \\
    i \dot{C}_{001} &= F_c C_{000} + (\Delta_c - \frac{i\kappa}{2}) C_{001} + \sqrt{2} g C_{020}, \\
    i \dot{C}_{020} &= \sqrt{2} F_b C_{010} + \sqrt{2} J C_{100} + \sqrt{2} g C_{001} + 2(\Delta_a - \frac{i\kappa}{2}) C_{020} \hspace{1cm} (9)
\end{align*}
\]

Therefore, the steady-state coefficient equation can be expressed as

\[
\begin{align*}
    F_b C_{010} + F_a C_{100} + F_c C_{001} &= 0, \\
    F_a C_{000} + (\Delta_a - \frac{i\kappa}{2}) C_{100} + \sqrt{2} J C_{020} &= 0, \\
    F_b C_{000} + (\Delta_b - \frac{i\kappa}{2}) C_{010} + \sqrt{2} F_b C_{020} &= 0, \\
    F_c C_{000} + (\Delta_c - \frac{i\kappa}{2}) C_{001} + \sqrt{2} g C_{020} &= 0, \\
    \sqrt{2} F_b C_{010} + \sqrt{2} J C_{100} + \sqrt{2} g C_{001} + 2(\Delta_a - \frac{i\kappa}{2}) C_{020} &= 0, \hspace{1cm} (10)
\end{align*}
\]

Because to implement UPB the weak driving strength must be satisfied, namely the $F_a, F_b, F_c \ll \kappa$, and the probability amplitude met the condition of $|C_{000}| \gg |C_{100}|, |C_{010}|, |C_{001}| \gg |C_{020}|$, so, we can set the $|C_{020}| = 0, |C_{000}| = 1$ Ref. [52], and in order to calculate conveniently, we make the $\Delta_a = \Delta_c = \Delta$. According to the above conditions we can get a solution for Eqs. (10)

\[
(F_b^2 + F_c g + F_a J) + i(F_b^2 \Delta + F_c g \Delta_b + F_a J \Delta) = 0, \hspace{1cm} (11)
\]
In this paper, we only consider the case $\Delta = \Delta_b = 0$, and we can get a conditional equation
\begin{equation}
g = -\frac{F_b^2 + F_a J}{F_c},
\end{equation}
which is the optimal conditions for UPB for mode $b$. When the optimal conditions are satisfied, the photons cannot occupy the state $|020\rangle$, which can be examined by numerical simulation.

In the following, we will study the UPB by the numerical simulation, and compare the results with the analytical solutions show in Eqs. (12). Under a truncated Fock space we can via solving the master equation numerically get the second-order correlation functions $g^{(2)}(0)$. In the current system, the Hilbert spaces are truncated to five dimensions for cavity modes $a$, $b$ and $c$, respectively. For convenience, we rescale all parameters are in units of the dissipation rate $\kappa$ in Eqs. (12), and the normalized optimal condition can be written as
\begin{equation}
g/\kappa = -\frac{(F_b/\kappa)^2 + F_a J/\kappa^2}{F_c/\kappa},
\end{equation}
Now, we numerically analyze the system to find the relationship between the driving strengths $F_a/\kappa$, $F_b/\kappa$, $F_c/\kappa$ and the Second order nonlinear coupling strength $g/\kappa$, $J/\kappa$ when the UPB occurs in cavity $b$. The results show in Fig. 2(a), we show the logarithmic plot of the $g^{(2)}(0)$ varying with the $F_b/\kappa$ and $g/\kappa$, the other parameters are $F_a/\kappa = -0.01$, $F_c/\kappa = 0.01$ and $J/\kappa = 0.01$. We find that there is a parabolic dip corresponds to $g^{(2)}(0) \ll 1$, and the white dotted line represented as the analytic condition from the equation of Eqs. (13), which agree well with the numerical solution. According to existing parameters and the results show in Fig. 2(a), when the strengths of the bimodal driving are the same the UPB can also happen, this is completely different from a system with a Kerr nonlinearity [1], and when $F_a = F_b = F_c = F$, the optimal blocking
In Fig. 2(b) we logarithmic plot of the $g^{(2)}(0)$ varying with the $J/\kappa$ and $g/\kappa$ for $F_a/\kappa = F_b/\kappa = F_c/\kappa = 0.01$. The blocking area appears as an oblique line, the white dotted line denote the analytic condition from the equation of Eqs. (13), which is perfect fit with numerical solution. Here we set $F_a/\kappa = F_b/\kappa = F_c/\kappa$, so the analytic solution also satisfies equation of Eqs. (14), consistent with the figure. In Fig. 2(c), we logarithmic plot of the $g^{(2)}(0)$ as the function of $g/\kappa$ and $F_c/\kappa$, where $F_a/\kappa = 0.01$, $F_b/\kappa = 0.01$ and $J/\kappa = 0.01$. The white dotted lines denote the analytical condition, and since the $F_c$ appears in the denominator of the analytic condition, the analytic solution is hyperbolic, which is consistent with the figure, and the numerical solution is in perfect agreement with the analytical solution.

Next, the numerical and analytical solutions of the system will be further compared and analyzed, we will derive an analytic calculation expression for the $g^{(2)}(0)$, and compare it with the numerical simulations. In order to approximate
get the analytic solution of $g^{(2)}(0)$, we solve Eqs. (10) under the weak driving condition and the vacuum state $C_{000}$ approximately has unit occupancy, i.e., $C_{000} = 1$. We can get a new coefficient equation as

$$F_a + \left( \Delta_a - \frac{ik}{2} \right) C_{100} + \sqrt{2} J C_{020} = 0,$$

$$F_b + \left( \Delta_b - \frac{ik}{2} \right) C_{010} + \sqrt{2} F_b C_{020} = 0,$$

$$F_c + \left( \Delta_c - \frac{ik}{2} \right) C_{001} + \sqrt{2} g C_{020} = 0,$$

$$\sqrt{2} F_b C_{010} + \sqrt{2} J C_{100} + \sqrt{2} g C_{001} + 2(\Delta_a - \frac{ik}{2}) C_{020} = 0,$$

(15)

For convenience, we set the $\Delta_a = \Delta_c = \Delta$, and the solutions of Eqs. (15) are given as follows:

$$C_{100} = \frac{8i J (F_b^2 + F_c g) + 2 F_a (4g^2 + xy) (-ik + 2\Delta_b)}{xy (4g^2 + 4J^2 + xy)},$$

$$C_{010} = -\frac{2i F_b}{y},$$

$$C_{001} = \frac{8i F_b^2 g x + (-ik + 2\Delta_b) [-4 F_a g J + F_c (4J^2 + xy)]}{xy (4g^2 + 4J^2 + xy)},$$

$$C_{020} = \frac{2\sqrt{2} F_b^2 x + y (F_c g + F_a J)}{xy (4g^2 + 4J^2 + xy)},$$

(16)

where the parameters $x = k + i2\Delta$ and $y = k + i2\Delta_b$ in the Eqs. (16). The $g^{(2)}(0)$ can be expressed as the probabilities of $n$-photon distribution function $P_n$ as

$$g^{(2)}(0) = \frac{\sum_n n(n - 1) P_n}{(\sum_n nP_n)^2},$$

(17)

and under the weak pumping limit the $g^{(2)}(0)$ can be written as

$$g^{(2)}(0) \simeq \frac{2|C_{020}|^2}{|C_{010}|^4}.$$  

(18)

According to Eqs. (16) and Eqs. (18) we can obtain the

$$g^{(2)}(0) = \frac{(F_b^2 + F_c g + F_a J)^2 \kappa^4}{F_b^4 (4g^2 + 4J^2 + \kappa^2)}$$

(19)
In order to make a comparative analysis of $g^{(2)}(0)$ obtained by analytical calculation and numerical calculation, in Fig. 3, we plot $g^{(2)}(0)$ versus various parameters, in which the red dotted line indicate the numerical solution and the blue solid line express the analytical solution.

Figure 3: (Color online) We plot of the $g^{(2)}(0)$ as functions of $F_b/\kappa$, $g/\kappa$ and $J/\kappa$. In fig(a) we set $F_a/\kappa = 0.01$, $F_c/\kappa = 0.1$, $J/\kappa = 0.3$ and $g/\kappa = 0.3$. In fig(b) $F_a/\kappa = 0.01$, $F_b/\kappa = 0.01$, $F_c/\kappa = -0.01$, and $g/\kappa = 0.01$. In fig(c) $F_a/\kappa = 0.01$, $F_b/\kappa = 0.01$, $F_c/\kappa = 0.01$, and $J/\kappa = 0.01$. In both of (a), (b) and (c) the dashed lines indicate the analytical results.

In Fig. 3(a), we plot the $g^{(2)}(0)$ versus with the $F_b/\kappa$, here $F_a/\kappa = 0.01$, $F_c/\kappa = 0.1$, $J/\kappa = 0.3$, $g/\kappa = 0.3$. The precise numerical solution in good agreement with the analytical solution, the minimum value of $g^{(2)}(0)$ appear at position of $F_b/\kappa = \pm 0.16$, the results are agree well with the predicted based on the optimal blocking condition Eqs. (13). In Fig. 3(b), we plot the $g^{(2)}(0)$ with the nonlinear interaction strength $g/\kappa$, where $F_a/\kappa = 0.01$, $F_b/\kappa = 0.01$, $F_c/\kappa = 0.01$ and $J/\kappa = 0.01$. The numerical solution agrees well with the analytical solution, and according to the optimal analytic condition Eqs. (13) the optimum blocking position should appear at $g/\kappa = -0.02$, which in perfect agreement with the graph. In Fig. 3(c), we plot the $g^{(2)}(0)$ vs the nonlinear interaction strength $J/\kappa$, with $F_a/\kappa = 0.01$, $F_b/\kappa = 0.01$, $F_c/\kappa = -0.01$ and $g/\kappa = 0.01$. The results are consistent with the above two figures, the numerical solution agrees well with the analytical solution, and according to the optimal
analytic condition, the perfect blocking position happen at $J/κ = 0.02$. By comparing Fig. 3(b) and Fig. 3(c), we can find that the expression of the curves are same, it is just the difference in the location of the perfect block, which due to the different parameters set, and according to the Hamiltonian of the system Eqs. (4), these two nonlinear coupling terms are symmetric, the two nonlinear interaction strengths $g/k$ and $J/k$ play the same roles in this system, the results are in a good agreement with the two figures, meanwhile, the above conclusions are also agree well with the results shown in Fig. 2(b).

![Figure 4](image-url) (Color online) (a) Under the different driving strengths plot the $g^{(2)}(0)$ vs the dissipation rate $κ$, under the different driving strengths. Consider the optimal blocking condition in the black solid line $F_a/κ = F_b/κ = F_c/κ = 0.01$, $J/κ = 0.5$ and $g/κ = −0.51$, in the blue dotted line $F_a/κ = F_b/κ = F_c/κ = 0.1$, $J/κ = 0.5$ and $g/κ = −0.6$, and in the red point line $F_a/κ = F_b/κ = F_c/κ = 1$, $J/κ = 0.5$ and $g/κ = −1.5$. (b) Under the different number of thermal photons $n_{th}$ logarithmic plot the $g^{(2)}(0)$ vs the driving strength $F_a/κ$, with $F_b/κ = 0.01$, $F_c/κ = 0.01$, $J/κ = 0.01$ and $g/κ = 0.01$ are same in the in these three lines, and in the black solid line we set $n_{th} = 0$, in the blue dotted line $n_{th} = 0.05$, in the red point line $n_{th} = 0.1$. Both of the (a) and (b) are numerical results.

Next, we discuss the effect of dissipation rate $κ$ and driving strength on UPB in the current system. First, according to the the optimal condition for strong antibunching Eqs. (12), the $κ$ does not appear in the expression for the analytic condition, so, in theory, $κ$ has no effect on UPB. In Fig. 4(a) we plot the $g^{(2)}(0)$ versus with the $κ$, in the black solid line we set $F_a/κ = F_b/κ = F_c/κ = 0.01$, $J/κ = 0.5$ and the value of $g/κ$ is calculated by the equation of Eqs. (12) as
\( g/\kappa = -0.51 \), strong UPB occurs in the black solid line, and the effect of UPB does not change significantly when \( \kappa \) varies over a large range, and the same thing happens in the blue dotted line and red point line in Fig. 4(a). So, the UPB effect is insensitive to \( \kappa \) in this system, the results are consistent with that of theoretical prediction. Secondly, in order to realize UPB theoretically, the condition of weak drive must be satisfied, we plot the \( g^{(2)}(0) \) vs the dissipation rate \( \kappa \), under the different driving strengths. For convenience, we set the driving strengths \( F_a = F_b = F_c = F \) in the three lines, and in the blue dotted line the parameter are \( F/\kappa = 0.1 \), \( J/\kappa = 0.5 \) and according to optimal blocking conditions Eqs. (12) the \( g/\kappa = -0.6 \), in the red point line \( F/\kappa = 1 \), \( J/\kappa = 0.5 \) and the \( g/\kappa = -1.5 \) is obtained by Eqs. (12). By comparing these three curves we can find the UPB effect occurred in all three curves, but the blocking effect decreased significantly with the increase of \( F/\kappa \), the result is agree well with theoretical prediction. In the previous research, we study the UPB effect with zero temperature. Now, we will investigate the UPB effect with nonzero temperature. In order to discuss discuss the effect of temperature on the UPB, we need to redefine the density matrix \( \hat{\rho} \) for this system as follows:

\[
\frac{\partial \hat{\rho}}{\partial t} = -i[\hat{H}, \hat{\rho}] + \frac{\kappa_a}{2}(\bar{n}_{th} + 1)(2\hat{a} \hat{\rho} \hat{a}^\dagger + \hat{a}^\dagger \hat{a} \hat{\rho} + \hat{\rho} \hat{a} \hat{a}^\dagger) \\
+ \frac{\kappa_b}{2}(\bar{n}_{th} + 1)(2\hat{b} \hat{\rho} \hat{b}^\dagger + \hat{b}^\dagger \hat{b} \hat{\rho} + \hat{\rho} \hat{b} \hat{b}^\dagger) \\
+ \frac{\kappa_c}{2}(\bar{n}_{th} + 1)(2\hat{c} \hat{\rho} \hat{c}^\dagger + \hat{c}^\dagger \hat{c} \hat{\rho} + \hat{\rho} \hat{c} \hat{c}^\dagger) \\
+ \frac{\kappa_d}{2}\bar{n}_{th}(2\hat{a} \hat{\rho} + \hat{a} \hat{\rho} \hat{a}^\dagger + \hat{\rho} \hat{a} \hat{a}^\dagger) \\
+ \frac{\kappa_e}{2}\bar{n}_{th}(2\hat{b} \hat{\rho} + \hat{b} \hat{\rho} \hat{b}^\dagger + \hat{\rho} \hat{b} \hat{b}^\dagger) \\
+ \frac{\kappa_f}{2}\bar{n}_{th}(2\hat{c} \hat{\rho} + \hat{c} \hat{\rho} \hat{c}^\dagger + \hat{\rho} \hat{c} \hat{c}^\dagger),
\]

In the Fig. 4(b), we logarithmic plot the \( g^{(2)}(0) \) as a function of \( F_a/\kappa \), under the different number of thermal photons \( \bar{n}_{th} \), where \( F_b/\kappa = 0.01 \), \( F_c/\kappa = 0.01 \), \( J/\kappa = 0.01 \) and \( g/\kappa = 0.01 \) are same in the in these three lines, and in the black solid line we set \( \bar{n}_{th} = 0 \), in the blue dotted line \( \bar{n}_{th} = 0.05 \), in the red point line \( \bar{n}_{th} = 0.1 \), the results show that the strongest UPB point appears on \( F_a/\kappa = 1.3 \), just as predicted. Moreover, when \( \bar{n}_{th} \) changes in a large ranges, the PB does
not change significantly, which indicate that this scheme is not sensitive to the change of the reservoir temperature, that make the system easier to implement experimentally.

Figure 5: Energy-level diagram. The zero-, one-, and two-photon states (horizontal short lines) and the transition paths leading to the quantum interference responsible for the UPB (The arrows indicate the interference path).

Finally, we study the physical mechanism by which this system forms UPB, and the physics behind unconventional photon blockade is the effect of quantum interference between different paths. The energy-level structure and transition paths are shown in Fig. 5. There are three paths for the system to reach the two-photon state of mode \( b \): (i) \(|000\rangle F_b \rightarrow |010\rangle F_b \rightarrow |020\rangle\). (ii) \(|000\rangle F_a \rightarrow |010\rangle J \rightarrow |020\rangle\). (iii) \(|000\rangle F_c \rightarrow |001\rangle g \rightarrow |020\rangle\). When the optimal conditions for photon antibunching are satisfied, the photons come from different pathways destructive interference and the photons cannot occupy the state \(|020\rangle\), the UPB will occur.

4. Conclusions

In this paper, we investigate the unconventional photon blockade in a three-mode system. The optimal condition for strong antibunching is found in the low frequency mode by analytical solutions and discussions of the optimal condition are presented. By comparing the numerical and analytical solutions, we find that they are in good agreement. By the analysis of numerical solutions, we can find this scheme is immune to the change of decay rates, and it is also insensitive
to changes of reservoir temperature, in the experiments, the relatively large blocking windows are required, and the current three-mode scheme contains three driving terms and two second order nonlinear coupling terms make the system have more adjustable parameters to form a larger blocking window, both of which increases the possibility of experimental implementation. Therefore, the scheme can be used as a single photon source theoretically.
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