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ABSTRACT. Homogeneous Besov and Triebel-Lizorkin spaces associated with multi-dimensional
Laguerre function expansions of Hermite type with index \( \alpha \in [-\frac{1}{2}, \infty)^d \setminus (-\frac{1}{2}, 1/2)^d \), \( d \geq 1 \), are defined and investigated. To achieve expected goals Schwartz type spaces on \( \mathbb{R}^d_+ \) are intro-
duced and then tempered type distributions are constructed. Also, ideas from a recent paper of
Bui and Duong on Besov and Triebel-Lizorkin spaces associated with Hermite functions expan-
sions are used. This means, in particular, using molecular decomposition and an appropriate
form of a Calderón reproducing formula.

1. Introduction

In this paper we explore the homogeneous Besov and Triebel-Lizorkin spaces (resp. \( \dot{\mathcal{B}}_{p,q}^{\sigma,L} \)
and \( \dot{\mathcal{F}}_{p,q}^{\sigma,L} \)) in terms of the Laguerre function expansions of Hermite type for \( 0 < p < \infty \), \( 0 < q \leq \infty \) (for the Besov space we allow \( p = \infty \)), \( \alpha \in [-1/2, \infty)^d \setminus (-1/2, 1/2)^d \) and \( \sigma \in \mathbb{R} \). Note
that the classical theory of these function spaces as the spaces associated to Laplacians or their
square roots on \( \mathbb{R}^d_+ \) is an important part of the function spaces theory due to its a pplications in
harmonic analysis and the theory of partial differential equations.

The range of the admissible Laguerre type multi-index \( \alpha \) in great part of this paper is full,
that is \( \alpha \in (-1, \infty)^d \). However, methods applied in the proofs of theorems related to Besov
and Triebel-Lizorkin spaces require a restriction of this range to \( \alpha \in [-1/2, \infty)^d \setminus (-1/2, 1/2)^d \).
The same restraint has been used before (see for example [12]).

The Besov and Triebel-Lizorkin spaces were also studied in the setting of Hermite function
expansions. For example in [13] they were defined via norms

\[
\|f\|_{E_p^{\sigma,q}} = \left\| \sum_{j=0}^{\infty} (2^{\alpha j} |\phi_j * f(\cdot)|^q)^{1/q} \right\|_p,
\]

\[
\|f\|_{B_p^{\sigma,q}} = \left( \sum_{j=0}^{\infty} \left( \left\| 2^{\alpha j} |\phi_j * f(\cdot)| \right\|_p \right)^q \right)^{1/q},
\]

where the construction of functions \( \phi_j \) was based on Hermite functions.

Many authors studied the above mentioned spaces introducing a lot of different definitions,
often based on various decompositions (see for instance [2] [3] [7] [8] [19]). Also the same spaces
in Laguerre setting were frequently investigated (see [5] [6] [10]). In this paper we introduce
definitions of Besov and Triebel-Lizorkin spaces that require a restriction of this range to \( \alpha \in [-1/2, \infty)^d \setminus (-1/2, 1/2)^d \). The same restraint has been used before (see for example [12]).

The Besov and Triebel-Lizorkin spaces were also studied in the setting of Hermite function
expansions. For example in [13] they were defined via norms

\[
\|f\|_{E_p^{\sigma,q}} = \left\| \sum_{j=0}^{\infty} (2^{\alpha j} |\phi_j * f(\cdot)|^q)^{1/q} \right\|_p,
\]

\[
\|f\|_{B_p^{\sigma,q}} = \left( \sum_{j=0}^{\infty} \left( \left\| 2^{\alpha j} |\phi_j * f(\cdot)| \right\|_p \right)^q \right)^{1/q},
\]

where the construction of functions \( \phi_j \) was based on Hermite functions.

Many authors studied the above mentioned spaces introducing a lot of different definitions,
often based on various decompositions (see for instance [2] [3] [7] [8] [19]). Also the same spaces
in Laguerre setting were frequently investigated (see [5] [6] [10]). In this paper we introduce
definitions of Besov and Triebel-Lizorkin spaces in the setting of Laguerre expansions of Hermite
type analogous to the definitions in [4].

The main aim of the paper is to extend the result obtained in [4] for Hermite function expan-
sions to Laguerre function expansions of Hermite type. We use the molecular decomposition
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The connection between the Hermite functions and the Laguerre functions of Hermite type is well known (see for example [12]). Therefore it seems natural to try to generalize the results obtained for the first functions to the latter.

We consider the Laguerre functions of Hermite type for the Laguerre type multi-index \( \alpha \in (-1, \infty)^d \). In this paper the Laguerre functions of convolution type also appear but are used only as a tool to characterize some Schwartz type spaces.

An important difference to [4] is the existence of the boundary of the considered domain which is \( \mathbb{R}^d_+ \). This leads to problems nearby the hyperplanes orthogonal to the unit coordinate vectors. An important simplification comparing to [4] is the introduction of Schwartz spaces based on Theorem 2.1. It allows us to avoid arduous calculations and replace them by more elegant reasoning.

The organization of this paper is as follows. In Section 2 we introduce the Laguerre functions of Hermite and convolution types and the operators associated with them. Then we define the Schwartz spaces. In the next section we study the operators associated with \( L^\alpha_\varphi \), the final part of the section contains a fragment of the theory of subharmonic functions. In the last two sections we demonstrate the results for Besov and Triebel-Lizorkin spaces.

We shall also make a frequent use, often without mentioning it in relevant places, of the two following facts: for any \( A > 0 \) and \( a \geq 0 \), \( \sup_{t>0} t^a \exp(-At) = C_{a,A} < \infty \); \( \sum_{k \in \mathbb{N}^d : |k|=1} 1 = (n+d-1) \lesssim (n+1)^{d-1} \) uniformly on \( n \in \mathbb{N} \).

Notation. Throughout the paper \( \alpha = (\alpha_1, \ldots, \alpha_d) \) and \( k = (k_1, \ldots, k_d) \in \mathbb{N}^d \) are multi-indices, where \( \mathbb{N} = \{0, 1, \ldots\} \) and \( d \geq 1 \) is the dimension. Unless stated otherwise \( \alpha \in (-1, \infty)^d \), however in Section 4 and 5 we restrict it to \( [1/2, \infty)^d \setminus (-1/2, 1/2)^d \). The length of multi-indices \( k \) and \( \alpha \) we denote by \( |k| = k_1 + \ldots + k_d \) and \( |\alpha| = \alpha_1 + \ldots + \alpha_d \). Note that \( |\alpha| \) may be negative! Also we use the following notation: \( \mathbb{N}_+ = \{1, 2, \ldots\} \) and \( \mathbb{R}^d_+ = (0, \infty)^d \). The symbol \( \lesssim \) we reserve for an inequality with some constant, independent of key parameters. We write \( \simeq \) if there is \( \lesssim \) and \( \geq \). The space \( L^2(\mathbb{R}^d_+, dx) \) will be simply denoted by \( L^2(\mathbb{R}^d_+) \).
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2. Laguerre Functions and Schwartz Spaces

In this section we introduce the definitions of Laguerre functions of Hermite and convolution types and the operators associated with them. Our main aim is to define an analogue of tempered distributions related to appropriate test functions on \( \mathbb{R}^d_+ \).

2.1. Preliminaries. We define the (countable) family of dyadic cubes \( D \) in \( \mathbb{R}^d_+ \) as follows

\[
D = \bigcup_{\nu \in \mathbb{Z}} D_\nu,
\]

where

\[
D_\nu = \left\{ \prod_{j=1}^d (m_j 2^\nu, (m_j + 1) 2^\nu) : m_1, \ldots, m_d \in \mathbb{N} \right\}.
\]
For a dyadic cube $Q$ we denote its length and center by $\ell(Q)$ and $x_Q$. Immediately from the definition we have
\[
\forall \nu \in \mathbb{Z} \quad \mathbb{R}_+^d = \bigcup_{Q \in \mathcal{D}_\nu} Q.
\]

For $r > 0$ we define the uncentered maximal operator $\mathcal{M}_r$ by
\[
\mathcal{M}_r f(x) = \sup_{Q \ni x} \left( \frac{1}{|Q|} \int_Q |f(y)|^r \, dy \right)^{1/r}, \quad x \in \mathbb{R}^d.
\]

$\mathcal{M}_r$ operates on measurable functions defined on $\mathbb{R}^d$, where the supremum is taken over all cubes (not necessarily dyadic but with sides parallel to the axes of the coordinate system) $Q \subset \mathbb{R}^d$ containing $x$.

The operator $\mathcal{M}_r$ is of weak type $(r,r)$ and of strong type $(p,p)$ for $p > r$. Moreover, we recall the Fefferman-Stein vector valued maximal inequality (see [15]): for $0 < p < \infty$, $0 < q \leq \infty$, $0 < r < \min(p,q)$ and a sequence of functions $\{f_n\}_{n \in \mathbb{N}}$ we have
\[
\left\Vert \left( \sum_{n=0}^{\infty} |\mathcal{M}_r f_n|^q \right)^{1/q} \right\Vert_p \lesssim \left\Vert \left( \sum_{n=0}^{\infty} |f_n|^q \right)^{1/q} \right\Vert_p.
\]

The Laguerre functions of Hermite type of order $\alpha$ on $\mathbb{R}_+^d$ are the functions
\[
\varphi_k^{\alpha}(x) = \varphi_k^{\alpha}(x_1, \ldots, x_d), \quad x = (x_1, \ldots, x_d) \in \mathbb{R}_+^d,
\]
where $\varphi_k^{\alpha}$ is the one-dimensional Laguerre function of Hermite type of order $\alpha_i$
\[
\varphi_k^{\alpha_i}(x_i) = \left( \frac{2\Gamma(k_i + 1)}{\Gamma(k_i + \alpha_i + 1)} \right)^{1/2} \frac{x_i^{\alpha_i + 1/2}}{\alpha_i + 1} e^{-x_i^2/2}, \quad x_i > 0, \; i = 1, \ldots, d.
\]

whereas for $k \in \mathbb{N}$ and $\alpha > -1$, $L_k^{\alpha}$ denotes the Laguerre polynomial of degree $k$ and order $\alpha$ defined by
\[
L_k^{\alpha}(x) = \frac{x^{-\alpha} e^x}{k!} \frac{d^k}{dx^k} \left( e^{-x} x^k \right).
\]
The functions $\{\varphi_k^{\alpha} : k \in \mathbb{N}^d\}$ form an orthonormal basis in $L^2(\mathbb{R}_+^d, dx)$.

The Laguerre functions of convolution type of order $\alpha$ on $\mathbb{R}_+^d$ are the functions
\[
\ell_k^{\alpha}(x) = \ell_k^{\alpha}(x_1) \cdot \ldots \cdot \ell_k^{\alpha}(x_d), \quad x = (x_1, \ldots, x_d) \in \mathbb{R}_+^d,
\]
where $\ell_k^{\alpha}$ is the one-dimensional Laguerre function of convolution type of order $\alpha_i$.
\[
\ell_k^{\alpha_i}(x_i) = \left( \frac{2\Gamma(k_i + 1)}{\Gamma(k_i + \alpha_i + 1)} \right)^{1/2} L_k^{\alpha_i}(x_i^{2}) e^{-x_i^2/2}, \quad x_i > 0, \; i = 1, \ldots, d.
\]

Hence
\[
(1) \quad \varphi_k^{\alpha}(x) = x^{\alpha_i + 1/2} \ell_k^{\alpha_i}(x),
\]

where $x_i^{\alpha_i + 1/2} = x_1^{\alpha_1 + 1/2} \cdot \ldots \cdot x_d^{\alpha_d + 1/2}$. The functions $\{\ell_k^{\alpha} : k \in \mathbb{N}^d\}$ form an orthonormal basis in $L^2(\mathbb{R}_+^d, x^{2\alpha + 1} \, dx)$.

We have the estimates (see for instance [15, p. 99] and [11, p. 251])
\[
(2) \quad \|\varphi_k^{\alpha}\|_\infty \lesssim 1, \quad \|\ell_k^{\alpha}\|_\infty \lesssim (1 + |k|)^{c_{d,\alpha}}, \quad k \in \mathbb{N}^d,
\]
where $c_{d,\alpha}$ is a constant that depends only on the dimension and $\alpha$.

Consider the operators
\[
(3) \quad L_{\varphi}^{\alpha} = -\Delta + V^{\alpha}(x), \quad L_{\ell}^{\alpha} = -\Delta + |x|^2 + \sum_{i=1}^{d} \frac{2\alpha_i + 1}{x_i} \frac{\partial}{\partial x_i},
\]
where $V^\alpha(x)$ is the potential defined by

\begin{equation}
V^\alpha(x) = |x|^2 + \sum_{i=1}^{d} \frac{\alpha_i^2 - 1/4}{x_i^2}
\end{equation}

It is known that each $\varphi_k^\alpha$ is an eigenfunction of $L^\alpha_\varphi$ corresponding to the eigenvalue $4|k| + 2|\alpha| + 2d$. The eigenvalues depend only on the length of the multi-index so we use the notation

$$\lambda^\alpha_{|k|} = 4|k| + 2|\alpha| + 2d.$$ 

Similarly, each $\ell^\alpha_k$ is an eigenfunction of $L^\alpha_\ell$ corresponding to the eigenvalue $\lambda^\alpha_{|k|}$. The symbol $L^\alpha_\varphi$ will also denote the self-adjoint extension of the operator defined above (initially considered on the domain $C^\infty$) in terms of eigenfunctions $\{\varphi_k^\alpha\}$. We describe the construction in the next section.

### 2.2. Schwartz spaces $S^\alpha_\varphi$ and $S^\alpha_\ell$. The following characterization of the Schwartz space $S$ on $\mathbb{R}^d$ in terms of the Hermite functions $\{h_k\}_{k \in \mathbb{N}^d}$ is known (see [14, pp. 141-145]).

**Theorem 2.1.** Let $\phi \in L^2(\mathbb{R}^d)$. Then $\phi \in S(\mathbb{R}^d)$ if and only if for every $N \in \mathbb{N}$

$$\langle \phi, h_k \rangle_{L^2(\mathbb{R}^d, dx)} = O((1 + |k|)^{-N}),$$

uniformly in $k \in \mathbb{N}^d$.

Similarly, we define the Schwartz spaces $S^\alpha_\varphi$ and $S^\alpha_\ell$ on $\mathbb{R}^d_+$ associated with the Laguerre functions of Hermite and convolution type.

**Definition 2.2.** We define

$$S^\alpha_\varphi = \left\{ \phi \in L^2(\mathbb{R}^d_+, dx) : \forall N \in \mathbb{N} \quad \langle \phi, \varphi^\alpha_k \rangle_{L^2(\mathbb{R}^d_+, dx)} = O\left((1 + |k|)^{-N}\right), \quad k \in \mathbb{N}^d \right\},$$

$$S^\alpha_\ell = \left\{ \phi \in L^2(\mathbb{R}^d_+, x^{2\alpha+1} dx) : \forall N \in \mathbb{N} \quad \langle \phi, \ell^\alpha_k \rangle_{L^2(\mathbb{R}^d_+, x^{2\alpha+1} dx)} = O\left((1 + |k|)^{-N}\right), \quad k \in \mathbb{N}^d \right\}.$$ 

Henceforth we denote the inner product in $L^2(\mathbb{R}^d_+)$ simply by $\langle \cdot, \cdot \rangle$.

Also, we need an analogue of the classical Schwartz space on $\mathbb{R}^d_+$. A function $f$ defined on $\mathbb{R}^d$ is called multi-even if

$$f(x_1, \ldots, x_d) = f(|x_1|, \ldots, |x_d|), \quad (x_1, \ldots, x_d) \in \mathbb{R}^d.$$

We define Schwartz space $S_e$ on $\mathbb{R}^d_+$, as the space of restrictions of multi-even functions from $S(\mathbb{R}^d)$ to $\mathbb{R}^d_+$.

**Theorem 2.3.** For $\alpha \in (-1, \infty)^d$ the following identities hold

$$S^\alpha_\ell = S_e, \quad S^\alpha_\varphi = x^{\alpha+1/2} \cdot S_e.$$ 

Note that when $\alpha = (-1/2, \ldots, -1/2)$, then $S^\alpha_\varphi = S_e$.

We need the following Lemma.

**Lemma 2.4.** If $f \in S_e(\mathbb{R}^d_+)$, then $\frac{1}{\sqrt{x_i}} \frac{\partial f}{\partial x_i} \in S_e(\mathbb{R}^d_+)$, $i = 1, \ldots, d$.

For the proof see [17, Prop. 2.3].

**Corollary 2.5.** If $f \in S_e(\mathbb{R}^d_+)$, then $L^\ell_\alpha f \in S_e(\mathbb{R}^d_+)$. 

Proof. Recall that
\[ L^\alpha f(x) = \left( -\Delta + |x|^2 - \sum_{i=1}^{d} \frac{2\alpha_i + 1}{x_i} \frac{\partial}{\partial x_i} \right) f(x). \]
Obviously, \((-\Delta + |x|^2)\) maps \(S_e\) into itself. Lemma [2.4] states that the remaining component also has this property. \(\square\)

Now we present the proof of Theorem [2.3].

Proof. The second equality simply follows from the first equality and (11). Indeed, we have
\[
\langle \cdot \rangle^\alpha \phi, \varphi^\alpha_{\ell_k} = \int_{\mathbb{R}^d} x^{\alpha+1/2} \phi(x) \varphi^\alpha_{\ell_k}(x) dx = \int \phi(x) \ell^\alpha_{\ell_k}(x) x^{2\alpha+1} dx = \langle \phi, \ell^\alpha_{\ell_k} \rangle_{L^2(\mathbb{R}_+^d, x^{2\alpha+1} dx)}.
\]
Hence, it suffices to prove the two inclusions associated to the first equality.

Firstly, we show the inclusion \(S^\alpha_{2^e} \subset S_e\). We will prove it only in the one-dimensional case; it is easy to generalize it to the multidimensional case.

Let \(f \in S^\alpha_{2^e}, \alpha > -1\). We show that \(f\) can be extended to a Schwartz function on \(\mathbb{R}\). We have
\[
f = \sum_{k=0}^{\infty} \langle f, \ell^\alpha_{\ell_k} \rangle_{L^2(\mathbb{R}_+^d, x^{2\alpha+1} dx)} \ell^\alpha_{\ell_k}.
\]
in \(L^2(\mathbb{R}_+^d, x^{2\alpha+1} dx)\), where \(\langle \cdot, \cdot \rangle\) denotes the inner product in \(L^2(\mathbb{R}_+^d, x^{2\alpha+1} dx)\). We will show that the series on the right hand side of (5) is convergent for all \(x \in \mathbb{R}\) (we consider the functions \(\ell^\alpha_{\ell_k}\) as naturally defined on \(\mathbb{R}\)) and is a Schwartz function on \(\mathbb{R}\). Let
\[
S_M f = \sum_{k=0}^{M} \langle f, \ell^\alpha_{\ell_k} \rangle_{L^2(\mathbb{R}_+^d, x^{2\alpha+1} dx)} \ell^\alpha_{\ell_k}.
\]
\(S_M f\) is a Cauchy sequence with respect to supremum norm on \(\mathbb{R}\). Indeed, using (2) we obtain for any \(N \in \mathbb{N}\)
\[
|S_{M_1+M_2} f(x) - S_{M_1} f(x)| = \left| \sum_{k=M_1+1}^{M_1+M_2} \langle f, \ell^\alpha_{\ell_k} \rangle_{L^2(\mathbb{R}_+^d, x^{2\alpha+1} dx)} \ell^\alpha_{\ell_k}(x) \right| \lesssim \sum_{k=M_1+1}^{M_1+M_2} (1+k)^{-N},
\]
hence we may make the expression above arbitrary small. The series is convergent in \(L^2(\mathbb{R}_+^d, x^{2\alpha+1} dx)\), so it has a subsequence convergent almost everywhere, thus the equality (5) holds also almost everywhere. Because of (6) and the continuity of \(\ell^\alpha_{\ell_k}\) the function \(f\) is continuous. Note that
\[
(\ell^\alpha_{\ell_k})' = -x \ell^\alpha_{\ell_k}(x) - 2 \frac{c_{k-1,\alpha+1}}{c_{k-1,\alpha+1}} x \ell^{\alpha+1}_{\ell_{k-1}}(x),
\]
where \(c_{k,\alpha} = \left( \frac{2\Gamma(k+1)}{\Gamma(k+\alpha+1)} \right)^{1/2}\). Let \(m \in \mathbb{N}\). Then there exists a constant \(c\) such that
\[
\left| \frac{d^m}{dx^m} \ell^\alpha_{\ell_k}(x) \right| \lesssim (1+k)^c
\]
on \((\varepsilon, 1/\varepsilon)\), for any \(\varepsilon > 0\). Hence, we may differentiate the series
\[
\sum_{k=0}^{\infty} \langle f, \ell^\alpha_{\ell_k} \rangle_{L^2(\mathbb{R}_+^d, x^{2\alpha+1} dx)} \frac{d^m}{dx^m} \ell^\alpha_{\ell_k}(x)
\]
term by term. Thus, \(f\) is smooth and its every derivatives decrease rapidly. Also the function \(f\) is even because the functions \(\ell^\alpha_{\ell_k}\) have this property.
Proof. It suffices to show that each \( S_\varphi \subset S^\alpha_\varphi \). We cannot restrict the reasoning to the one-dimensional case (see the proof of Lemma 2.4).

Let \( f \in S_\varphi \). We will show that
\[
\forall N \in \mathbb{N} \quad \exists c > 0 \quad \forall k \in \mathbb{N}^d \quad |\langle f, \ell^\alpha_k \rangle|_{L^2(\mathbb{R}_+^d, x^{2\alpha+1} dx)} \leq c (1 + |k|)^{-N}.
\]

By Corollary 2.5 it follows that \( L^\alpha_k f \in S_\varphi \). Recall that \( \ell^\alpha_k = \frac{1}{\lambda^\alpha_k} L^\alpha_k \ell^\alpha_k \), where \( \lambda^\alpha_k = 4k + 2\alpha + 2 \).

Hence, for any \( N \in \mathbb{N}_+ \), by using the symmetry of \( L^\alpha_k \) \( N \) times
\[
|\langle f, \ell^\alpha_k \rangle|_{L^2(\mathbb{R}_+^d, x^{2\alpha+1} dx)} = \frac{1}{(\lambda^\alpha_k)^N} \left( |\langle (L^\alpha_k)^N f, \ell^\alpha_k \rangle|_{L^2(\mathbb{R}_+^d, x^{2\alpha+1} dx)} \right) \lesssim (1 + |k|)^{-N}.
\]

This finishes the proof. \( \square \)

2.3. Further information of \( S^\alpha_\varphi \). The space \( S^\alpha_\varphi \) is naturally determined by the family of ‘norms’ \( \{ q^\alpha_N \}_{N \in \mathbb{N}} \) defined by
\[
q^\alpha_N (\phi) = \sup_{k \in \mathbb{N}^d} (1 + |k|)^N |\langle \phi, \varphi^\alpha_k \rangle|, \quad \phi \in L^2(\mathbb{R}_+^d),
\]
in the sense that
\[
S^\alpha_\varphi = \{ \phi \in L^2(\mathbb{R}_+^d, dx): \forall N \in \mathbb{N} \ q^\alpha_N (\phi) < \infty \}.
\]

We define also a family of ‘norms’ \( \{ p^\alpha_r \}_{r > 0} \) on \( L^2(\mathbb{R}_+^d) \) by
\[
p^\alpha_r (\phi) = \sum_{n=0}^{\infty} (n + 1)^r \left( \sum_{|k| = n} |\langle \phi, \varphi^\alpha_k \rangle|^2 \right)^{1/2}, \quad \phi \in L^2(\mathbb{R}_+^d).
\]

Note that for \( 0 < r_1 < r_2 \) and every \( \phi \in L^2(\mathbb{R}_+^d) \) there holds \( p^\alpha_{r_1} (\phi) \leq p^\alpha_{r_2} (\phi) \).

**Proposition 2.6.** The following equality is valid
\[
S^\alpha_\varphi = \{ \phi \in L^2(\mathbb{R}_+^d, dx): \forall r > 0 \ p^\alpha_r (\phi) < \infty \}.
\]

*Proof.* It suffices to show that each \( q^\alpha_N \) is dominated by a combination of \( p^\alpha_r \)'s and vice versa. Let \( N \in \mathbb{N} \) and \( \phi \in S^\alpha_\varphi \). We obtain
\[
q^\alpha_N (\phi) = \sup_{k \in \mathbb{N}^d} (1 + |k|)^N |\langle \phi, \varphi^\alpha_k \rangle| \leq \sum_{k \in \mathbb{N}^d} (1 + |k|)^N |\langle \phi, \varphi^\alpha_k \rangle| = \sum_{n=0}^{\infty} (n + 1)^N \sum_{|k| = n} |\langle \phi, \varphi^\alpha_k \rangle| \leq \sum_{n=0}^{\infty} (n + 1)^N \sum_{|k| = n} (\sum_{|k| = n} |\langle \phi, \varphi^\alpha_k \rangle|^2)^{1/2} \leq \sum_{n=0}^{\infty} (n + 1)^N \sum_{|k| = n} |\langle \phi, \varphi^\alpha_k \rangle|^2 \leq q^\alpha_{(N+1)/2} (\phi).
\]

Thus \( q^\alpha_N (\phi) \lesssim p^\alpha_{(N+1)/2} (\phi) \). On the other hand, let \( r > 0 \) and \( \phi \in S^\alpha_\varphi \). Then
\[
p^\alpha_r (\phi) = \sum_{n=0}^{\infty} (1 + n)^{r+d+1} |\langle \phi, \varphi^\alpha_k \rangle|^2 \lesssim q^\alpha_{|r|+d+1} (\phi) \sum_{n=0}^{\infty} (n + 1)^{-2} \lesssim q^\alpha_{|r|+d+1} (\phi).
\]

We introduce a topology in \( S^\alpha_\varphi \) defined by the family of norms \( \{ p^\alpha_r \}_{r > 0} \) (see [[14], pp. 125-126]). The convergence \( \phi_k \to \phi \) in \( S^\alpha_\varphi \) means that
\[
\forall r > 0 \quad p^\alpha_r (\phi_k - \phi) \to 0.
\]
With this topology $S_\alpha^0$ becomes a Fréchet space. The proof of Proposition 2.6 implies that the topologies defined on $S_\alpha^0$ by the families of norms $\{q_N^\alpha\}_{N \in \mathbb{N}}$ and $\{p_r^\alpha\}_{r > 0}$ are the same (see [14 pp. 131-132]).

We define $(S_\alpha^0)'$ as the space of all linear continuous functionals on $S_\alpha^0$. Its elements we call tempered distributions on $S_\alpha^0$. The topology in $(S_\alpha^0)'$ is the weakest topology for which every mapping

$$(S_\alpha^0)' \ni T \to \langle T, \phi \rangle, \quad \phi \in S_\alpha^0,$$

is continuous. The convergence of a sequence of tempered distributions means the convergence for every test function:

$$f_n \to f \quad \text{in} \quad (S_\alpha^0)' \iff \forall \phi \in S_\alpha^0 \quad \langle f_n, \phi \rangle \to \langle f, \phi \rangle.$$ 

The symbol $\langle \cdot, \cdot \rangle$ denotes the action of a distribution on a test function. The same symbol denotes the inner product in $L^2(\mathbb{R}_+^d, dx)$ but we hope it won’t lead to a confusion.

**Remark 2.7.** A mapping $T : S_\alpha^0 \to \mathbb{C}$ is continuous if and only if there exists $r > 0$, that

$$|T(\phi)| \lesssim p_r^\alpha(\phi), \quad \phi \in S_\alpha^0.$$ 

In particular, if $f \in (S_\alpha^0)'$, then there exists $r > 0$, such that

$$|\langle f, \varphi_k^\alpha \rangle| \lesssim (1 + |k|)^r, \quad k \in \mathbb{N}^d.$$

### 3. Operators associated to $L_\varphi^\alpha$

In this section we study some families of operators based on the operator $L_\varphi^\alpha$. In particular, we consider the Poisson semigroup associated with $L_\varphi^\alpha$ and more general families of operators which we use to define Besov and Triebel-Lizorkin spaces. Also, we formulate the Calderón reproducing formula associated with $L_\varphi^\alpha$. At the end, we recall a part of the theory of subharmonic functions and present its application in this paper.

#### 3.1. Definitions and basic facts

The operator $L_\varphi^\alpha$ defined as in (3) on the domain $C_0^\infty(\mathbb{R}_+^d)$ is symmetric and non-negative. Its self-adjoint extension, which we denote by $L_\varphi^\alpha$ as well, is defined on the domain

$$\mathcal{D}(L_\varphi^\alpha) = \left\{ \phi \in L^2(\mathbb{R}_+^d) : \sum_{n=0}^{\infty} \sum_{|k|=n} |\lambda_n^\alpha(\phi, \varphi_k^\alpha)|^2 < \infty \right\}$$

by

$$L_\varphi^\alpha \phi = \sum_{n=0}^{\infty} \lambda_n^\alpha \sum_{|k|=n} \langle \phi, \varphi_k^\alpha \rangle \varphi_k^\alpha,$$

and the convergence is in $L^2(\mathbb{R}_+^d)$. The self-adjoint extension of $L_\varphi^\alpha$ is non-negative and its spectrum is the discrete set

$$\sigma(L_\varphi^\alpha) = \{ \lambda_n^\alpha : n \in \mathbb{N} \}.$$ 

For a function $m$ defined on $\sigma(L_\varphi^\alpha)$, according to the spectral theorem, we consider the operator $m(L_\varphi^\alpha)$

$$(7) \quad m(L_\varphi^\alpha) \phi = \sum_{n=0}^{\infty} m(\lambda_n^\alpha) \sum_{|k|=n} \langle \phi, \varphi_k^\alpha \rangle \varphi_k^\alpha, \quad \phi \in L^2(\mathbb{R}_+^d),$$

which is defined on the domain

$$(8) \quad \mathcal{D}(m(L_\varphi^\alpha)) = \left\{ \phi \in L^2(\mathbb{R}_+^d) : \sum_{n=0}^{\infty} \sum_{|k|=n} |m(\lambda_n^\alpha)\langle \phi, \varphi_k^\alpha \rangle|^2 < \infty \right\}.$$
If \( m \) is bounded on \( \sigma(L^2) \), then \( \mathcal{D}(m(L^2)) = L^2(\mathbb{R}^d_+) \) and \( m(L^2) \) is bounded on \( L^2(\mathbb{R}^d_+) \), and if \( m \) is real-valued, then \( m(L^2) \) is self-adjoint.

We consider the Poisson semigroup associated to \( L^\alpha_\varphi \), \( \{e^{-t\sqrt{L^\alpha_\varphi}}\}_{t>0} \), and more generally, for \( m \in \mathbb{N} \), the family of operators

\[
\left\{ \left( t \sqrt{L^\alpha_\varphi} \right)^m e^{-t\sqrt{L^\alpha_\varphi}} \right\}_{t>0}.
\]

We use the notation

\[
P^\alpha_{t,m} = \left( t \sqrt{L^\alpha_\varphi} \right)^m e^{-t\sqrt{L^\alpha_\varphi}}.
\]

According to (7) the operators \( P^\alpha_{t,m} \) are spectrally defined on \( L^2(\mathbb{R}^d_+) \) by

\[
P^\alpha_{t,m} \phi = \sum_{n=0}^{\infty} \left( t \sqrt{\lambda_n^\alpha} \right)^m e^{-t\sqrt{\lambda_n^\alpha}} \sum_{|k|=n} \langle \phi, \varphi^\alpha_k \rangle \varphi^\alpha_k.
\]

When \( m = 0 \) we write \( P^\alpha_t \).

Moreover, the operators \( P^\alpha_{t,m} \) are integral operators:

\[
\forall \phi \in L^2(\mathbb{R}^d_+) \quad P^\alpha_{t,m} \phi(x) = \int_{\mathbb{R}^d_+} p^\alpha_{t,m}(x,y) \phi(y) dy, \quad x \in \mathbb{R}^d_+, \ t > 0,
\]

and their kernels are defined by

\[
p^\alpha_{t,m}(x,y) = \sum_{n=0}^{\infty} \left( t \sqrt{\lambda_n^\alpha} \right)^m e^{-t\sqrt{\lambda_n^\alpha}} \sum_{|k|=n} \varphi^\alpha_k(x) \varphi^\alpha_k(y), \quad x, y \in \mathbb{R}^d_+.
\]

When \( m = 0 \) we write \( p^\alpha_t \) for the Poisson kernel.

**Proposition 3.1.** Let \( t > 0 \) and \( m \in \mathbb{N} \).

(i) If \( \varphi_j \in S^\alpha_\varphi \) converges to \( \phi \in S^\alpha_\varphi \) in \( S^\alpha_\varphi \), then \( \varphi_j \) also converges to \( \phi \) in \( L^2(\mathbb{R}^d_+) \).

(ii) The series in (9) converges to \( P^\alpha_{t,m} \phi \) in \( S^\alpha_\varphi \) (for any \( \phi \in L^2(\mathbb{R}^d_+) \)).

(iii) For any fixed \( y \in \mathbb{R}^d_+ \) the series in (9) converges to \( p^\alpha_{t,m}(\cdot, y) \) in \( S^\alpha_\varphi \).

**Proof.** We begin with (i). For the simplicity assume that \( \varphi_j \rightarrow 0 \) in \( S^\alpha_\varphi \). Then

\[
\|\varphi_j\|_2 = \left( \sum_{k \in \mathbb{N}^d} |\langle \varphi_j, \varphi_k \rangle|^2 \right)^{1/2} \leq \sum_{n=0}^{\infty} \left( \sum_{|k|=n} |\langle \varphi_j, \varphi_k \rangle|^2 \right)^{1/2}
\]

and the last quantity converges to 0 because \( \varphi_j \) converges to 0 in \( S^\alpha_\varphi \).

Now we pass to the proof of (ii). Let \( r > 0 \). For \( t, m \) and \( \phi \) as in the claim and positive integer \( M \) we compute

\[
p^\alpha_r \left( \sum_{n=M}^{\infty} \left( t \sqrt{\lambda_n^\alpha} \right)^m e^{-t\sqrt{\lambda_n^\alpha}} \sum_{|k|=n} \langle \phi, \varphi^\alpha_k \rangle \varphi^\alpha_k \right) = \sum_{n=M}^{\infty} (1+n)^r \left( \sum_{|k|=n} \left| \left( t \sqrt{\lambda_n^\alpha} \right)^m e^{-t\sqrt{\lambda_n^\alpha}} \langle \phi, \varphi^\alpha_k \rangle \right|^2 \right)^{1/2}
\]

\[
= \sum_{n=M}^{\infty} (1+n)^r \left( t \sqrt{\lambda_n^\alpha} \right)^m e^{-t\sqrt{\lambda_n^\alpha}} \left( \sum_{|k|=n} |\langle \phi, \varphi^\alpha_k \rangle|^2 \right)^{1/2}
\]

\[
\leq \sum_{n=M}^{\infty} (1+n)^{r+(d-1)/2} \left( t \sqrt{\lambda_n^\alpha} \right)^m e^{-t\sqrt{\lambda_n^\alpha}} \|\phi\|_2.
\]
The series is convergent so it tends to 0 when $M \to \infty$.

The proof of (iii) follows the similar argument along with the uniform boundedness of the functions $\varphi^\alpha_k$. □

3.2. **Kernel estimates.** In this paper we will not consider the heat semigroup associated with $L^\alpha_{\varphi}$, that is the semigroup of operators $\{e^{-tL^\alpha_{\varphi}}\}_{t>0}$, in the context of Besov and Triebel-Lizorkin spaces. However, it will be useful in kernel estimates.

The heat semigroup is a semigroup of integral operators on $L^2(\mathbb{R}_+^d)$:

$$e^{-tL^\alpha_{\varphi}}\varphi(x) = \int_{\mathbb{R}_+^d} G^\alpha_t(x, y)\varphi(y)dy, \quad \varphi \in L^2(\mathbb{R}_+^d), \ x \in \mathbb{R}_+^d, \ t > 0,$$

where

$$G^\alpha_t(x, y) = \sum_{n=0}^\infty e^{-t\lambda_n^\alpha} \sum_{k=|n|} \varphi^\alpha_k(x)\varphi^\alpha_k(y), \quad x, y \in \mathbb{R}_+^d,$$

and there is an explicit formula

$$G^\alpha_t(x, y) = (\sinh(2t))^{-d} \exp\left(-\frac{1}{2}\coth(2t)(|x|^2 + |y|^2)\right) \prod_{i=1}^d \sqrt{x_iy_i}I_{\alpha_i}(\frac{x_iy_i}{\sinh(2t)}).$$

Here $I_{\nu}, \nu \in \mathbb{R}$, denotes the modified Bessel function of first kind and order $\nu$, which is smooth and positive on $(0, \infty)$.

Before we pass to the estimates of $p^\alpha_{t,m}$ we give some technical lemmas.

**Lemma 3.2.** For $\alpha \in [-1/2, \infty)^d$ the following estimate holds

$$G^\alpha_t(x, y) \lesssim \begin{cases} e^{-\frac{t}{2}}e^{-\frac{|x-y|^2}{4t}}, & t > 1, \\ t^{-d/2}e^{-\frac{|x-y|^2}{4}}, & 0 < t \leq 1, \end{cases} \quad x, y \in \mathbb{R}_+^d.$$

For the proof see [18, Lemma 2.1] and the comment following it.

The subordination identity

$$e^{-t\sqrt{\pi}} = \frac{1}{4\sqrt{\pi}} \int_0^\infty te^{-\frac{ua^2}{2}}e^{-ua} du, \quad a > 0,$$

and a computation show that $p^\alpha_t(x, y)$ and $G^\alpha_t(x, y)$ are related by

(12) $$p^\alpha_t(x, y) = \frac{1}{4\sqrt{\pi}} \int_0^\infty te^{-\frac{ua^2}{2}}G^\alpha_u(x, y) du.$$ We shall need the following representation of $p^\alpha_{t,m}(x, y)$.

**Lemma 3.3.** Let $t > 0, \ x, y \in \mathbb{R}_+^d, \ m \in \mathbb{N}$ and $\alpha \in [-1/2, \infty)^d$. Then

$$p^\alpha_{t,m}(x, y) = \frac{(-1)^m}{2\sqrt{\pi}} \int_0^\infty \partial_t^{m+1} \left(e^{-\frac{u^2}{2t}}\right) G^\alpha_u(x, y) du.$$

Proof. Firstly we shall check that

(13) $$p^\alpha_{t,m}(x, y) = (-t)^m \partial_t^{m} p^\alpha_t(x, y).$$

It suffices to use (11) and justify the possibility of differentiating the series on the right hand side of (11) taken with $m = 0$, term by term successively $m$ times with respect to $t$, for any fixed
$x, y \in \mathbb{R}^d_+$. This is indeed possible due to an appropriate application of Lebesgue’s dominated convergence theorem.

Now, using (12) and (13) and entering with $\partial_t^m$ under the integral sign (this is again legitimate due to Lebesgue’s dominated convergence theorem) we finally arrive to

$$p_{t,m}^\alpha(x, y) = \frac{(-t)^m}{4\sqrt{\pi}} \int_0^\infty \partial_t^m \left( t e^{-\frac{t^2}{4\pi}} \right) G_\alpha^\alpha(x, y) \frac{du}{u^{3/2}} = \frac{(-1)^{m+1}t^m}{2\sqrt{\pi}} \int_0^\infty \partial_t^{m+1} \left( e^{-\frac{t^2}{4\pi}} \right) G_\alpha^\alpha(x, y) \frac{du}{u^{1/2}}.$$  

□

**Proposition 3.4.** For every $m \in \mathbb{N}_+$ and $\alpha \in [-1/2, \infty)^d$ we have

$$|p_{t,m}^\alpha(x, y)| \lesssim \frac{t^m}{(t + |x-y|)^{d+m}}, \quad t > 0, \quad x, y \in \mathbb{R}^d_+.$$

**Proof.** Note that for every $m \in \mathbb{N}_+$ we have

$$|\partial_t^m e^{-\frac{t^2}{4\pi^2}}| \lesssim e^{-\frac{t^2}{8\pi}} u^{-m/2}, \quad u > 0, \quad t > 0.$$  

For the proof see [4, p. 410]. Thus Lemma 3.3 implies

$$|p_{t,m}^\alpha(x, y)| \lesssim t^m \int_0^\infty |\partial_t^{m+1} (e^{-\frac{t^2}{4\pi}}) G_\alpha^\alpha(x, y) \frac{du}{u^{1/2}}| \lesssim t^m \int_0^\infty e^{-\frac{t^2}{8\pi}} u^{-(m+1)/2} G_\alpha^\alpha(x, y) \frac{du}{u^{1/2}}.$$

We now split the integration over $(0, \infty)$ onto the intervals $(0, 1)$ and $(1, \infty)$, denote the resulting integrals by $I_0$ and $I_\infty$, and estimate them. For $I_0$ we write using the substitution $u = (t^2 + |x-y|^2)/8w$. Lemma 3.2 yields

$$I_0 \lesssim \int_0^1 u^{-(m+d+2)/2} e^{-\frac{t^2 + |x-y|^2}{8u}} du \lesssim \int_0^\infty e^{-w} \frac{w^{(m+d-2)/2}}{(t^2 + |x-y|^2)^{(m+d)/2}} dw \lesssim \Gamma \left( \frac{m+d}{2} \right) \frac{1}{(t + |x-y|)^{m+d}},$$

and for $I_\infty$ we estimate

$$I_\infty \lesssim \int_1^\infty e^{-ud} u^{-(m+2)/2} e^{-\frac{t^2 + |x-y|^2}{8u}} du \lesssim \frac{1}{(t + |x-y|)^{m+d}} \int_1^\infty e^{-ud} (d-2)/2 du \lesssim \frac{1}{(t + |x-y|)^{m+d}}.$$

The required estimate in Proposition 3.4 follows. □

3.3. $P_{t,m}^\alpha$ on tempered distributions. Thanks to Proposition 3.1 for $f \in (S_\varphi^\alpha)'$, $t > 0$ and $m \in \mathbb{N}$, we may define $P_{t,m}^\alpha f$ as a function on $\mathbb{R}^d_+$ by

$$P_{t,m}^\alpha f(x) = \langle f, p_{t,m}^\alpha(x, \cdot) \rangle, \quad x \in \mathbb{R}^d_+.$$  

**Proposition 3.5.** Let $f, t$ and $m$ be as above. Then $P_{t,m}^\alpha f \in S_\varphi^\alpha$. Moreover, the mapping $T_f : S_\varphi^\alpha \to \mathbb{C}$ defined as

$$T_f(\phi) = \int_{\mathbb{R}^d_+} P_{t,m}^\alpha f(x) \phi(x) dx, \quad \phi \in S_\varphi^\alpha,$$

is a tempered distribution.
Proof. Let \( f \in (S^0_\phi)' \) and \( r > 0 \) be such that \( |\langle f, \varphi^0_k \rangle| \lesssim (1 + |k|)^r \), \( k \in \mathbb{N}^d \) (see Remark 2.1). Firstly, we check that \( P_{t,m}^\alpha f \in L^2(\mathbb{R}^d_+) \). Using Proposition 3.1 and Minkowski’s inequality we compute

\[
\| P_{t,m}^\alpha f \|_2 = \left( \int_{\mathbb{R}^d_+} |\langle f, \varphi^\alpha_{\bar{t},m}(x,\cdot) \rangle|^2 \, dx \right)^{1/2} = \left( \int_{\mathbb{R}^d_+} \left| \sum_{n=0}^\infty (t \sqrt{\lambda_n^\alpha})^m e^{-t \sqrt{\lambda_k^\alpha}} \sum_{|k|=n} \varphi_k^\alpha(x) \varphi_k^\alpha \right|^2 \, dx \right)^{1/2}
\]

\[
\leq \sum_{n=0}^\infty (t \sqrt{\lambda_n^\alpha})^m e^{-t \sqrt{\lambda_k^\alpha}} (1 + n)^r \sum_{|k|=n} \| \varphi_k^\alpha \|_2
\]

and the last sum is finite.

Now we shall prove that \( P_{t,m}^\alpha f \in S^0_\phi \). Fix \( j \in \mathbb{N}^d \). Proposition 3.1 implies that for any \( N \in \mathbb{N} \), using Fubini’s theorem, we have

\[
\langle P_{t,m}^\alpha f, \varphi_j^\alpha \rangle = \int_{\mathbb{R}^d_+} \left| \sum_{n=0}^\infty (t \sqrt{\lambda_n^\alpha})^m e^{-t \sqrt{\lambda_k^\alpha}} \sum_{|k|=n} \varphi_k^\alpha(x) \varphi_k^\alpha \right| \varphi_j^\alpha(x) \, dx
\]

\[
= \int_{\mathbb{R}^d_+} \sum_{n=0}^\infty (t \sqrt{\lambda_n^\alpha})^m e^{-t \sqrt{\lambda_k^\alpha}} \sum_{|k|=n} \langle f, \varphi_k^\alpha \rangle \varphi_k^\alpha(x) \varphi_j^\alpha(x) \, dx
\]

\[
= (t \sqrt{\lambda_{|j|}^\alpha})^m e^{-t \sqrt{\lambda_{|j|}^\alpha}} \langle f, \varphi_j^\alpha \rangle
\]

\[
= O((1 + |j|)^{-N}).
\]

Now, we will show that \( T_f \in (S^0_\phi)' \). It suffices to prove that there exists \( \tilde{r} > 0 \) that \( |T_f(\phi)| \lesssim p^\alpha_{\tilde{r}}(\phi), \ \phi \in S^0_\phi \). Let \( \phi \in S^0_\phi \). Using Proposition 3.1, Fubini’s theorem and the Cauchy-Schwarz inequality we obtain

\[
|T_f(\phi)| = \left| \int_{\mathbb{R}^d_+} \left| \sum_{n=0}^\infty (t \sqrt{\lambda_n^\alpha})^m e^{-t \sqrt{\lambda_k^\alpha}} \sum_{|k|=n} \varphi_k^\alpha(x) \varphi_k^\alpha \right| \phi(x) \, dx \right|
\]

\[
\leq \sum_{n=0}^\infty (t \sqrt{\lambda_n^\alpha})^m e^{-t \sqrt{\lambda_k^\alpha}} \sum_{|k|=n} \left| \int_{\mathbb{R}^d_+} \langle f, \varphi_k^\alpha \rangle \varphi_k^\alpha(x) \phi(x) \, dx \right|
\]

\[
\leq \sum_{n=0}^\infty (t \sqrt{\lambda_n^\alpha})^m e^{-t \sqrt{\lambda_k^\alpha}} \sum_{|k|=n} (1 + n)^r |\langle f, \varphi_k^\alpha \rangle|
\]

\[
\leq \sum_{n=0}^\infty (t \sqrt{\lambda_n^\alpha})^m e^{-t \sqrt{\lambda_k^\alpha}} (1 + n)^{r+d-1} \left( \sum_{|k|=n} |\langle f, \varphi_k^\alpha \rangle|^2 \right)^{1/2}
\]

\[
\lesssim p^\alpha_{r+d-1}(\phi).
\]

Proposition 3.6. The operator \( P_{t,m}^\alpha, \ t > 0, \ m \in \mathbb{N} \), maps \( S^0_\phi \) into itself continuously.
Proof. Let \( \phi \in S_\varphi^\alpha \). By Proposition 3.1 (i), \( P_{t,m}^{\alpha} \phi \in S_\varphi^\alpha \). For \( \phi_j \to 0 \) in \( S_\varphi^\alpha \) and fixed \( r > 0 \) we compute

\[
p_{r}^{\alpha}(P_{t,m}^{\alpha} \phi_j) = \sum_{n=0}^{\infty} (n+1)^r \left( \sum_{|k|=n} |\langle t \sqrt{|\lambda_{n,k}^\alpha|} e^{-t \sqrt{|\lambda_{n,k}^\alpha|}} \phi_j, \varphi_k^\alpha \rangle|^2 \right)^{1/2}
\]

\[
= \sum_{n=0}^{\infty} (n+1)^r \left( \sum_{|k|=n} |(t \sqrt{|\lambda_{n,k}^\alpha|} e^{-t \sqrt{|\lambda_{n,k}^\alpha|}} \langle \phi_j, \varphi_k^\alpha \rangle|^2 \right)^{1/2}
\]

\[
= \sum_{n=0}^{\infty} (n+1)^r (t \sqrt{|\lambda_{n}^\alpha|})^m e^{-t \sqrt{|\lambda_{n}^\alpha|}} \left( \sum_{|k|=n} |\langle \phi_j, \varphi_k^\alpha \rangle|^2 \right)^{1/2}
\]

\[
\lesssim p_{r}^{\alpha}(\phi_j).
\]

Because of \( p_{r}^{\alpha}(\phi_j) \to 0, j \to \infty \), we have \( P_{t,m}^{\alpha}(\phi_j) \to 0, j \to \infty \). \( \square \)

Remark 3.7. If \( f \in (S_\varphi^\alpha)' \), then we also may define \( P_{t,m}^{\alpha} f \) as tempered distribution by

\[
\langle P_{t,m}^{\alpha} f, \phi \rangle := \langle f, P_{t,m}^{\alpha} \phi \rangle, \quad \phi \in S_\varphi^\alpha,
\]

and this definition coincides with the definition of \( P_{t,m}^{\alpha} f \) as a function. Indeed, for \( \phi \in S_\varphi^\alpha \) applying Proposition 3.1 and Fubini's theorem (a verification of the appropriate assumption will be given later) we obtain

\[
\int_{\mathbb{R}_+^d} P_{t,m}^{\alpha} f(x) \phi(x) dx = \int_{\mathbb{R}_+^d} \langle f, \sum_{n=0}^{\infty} (t \sqrt{|\lambda_{n}^\alpha|})^m e^{-t \sqrt{|\lambda_{n}^\alpha|}} \sum_{|k|=n} \varphi_k^\alpha(x) \varphi_k^\alpha \rangle \phi(x) dx
\]

\[
= \sum_{n=0}^{\infty} (t \sqrt{|\lambda_{n}^\alpha|})^m e^{-t \sqrt{|\lambda_{n}^\alpha|}} \sum_{|k|=n} \langle f, \varphi_k^\alpha \rangle \int_{\mathbb{R}_+^d} \varphi_k^\alpha(x) \phi(x) dx
\]

\[
= \langle f, \sum_{n=0}^{\infty} (t \sqrt{|\lambda_{n}^\alpha|})^m e^{-t \sqrt{|\lambda_{n}^\alpha|}} \sum_{|k|=n} \varphi_k^\alpha \int_{\mathbb{R}_+^d} \phi(x) \varphi_k^\alpha(x) dx \rangle
\]

\[
= \langle f, P_{t,m}^{\alpha} \phi \rangle.
\]

Now, we verify the assumption of Fubini’s theorem. For some \( r > 0 \), the Cauchy-Schwarz inequality yields

\[
\sum_{n=0}^{\infty} (t \sqrt{|\lambda_{n}^\alpha|})^m e^{-t \sqrt{|\lambda_{n}^\alpha|}} \sum_{|k|=n} |\langle f, \varphi_k^\alpha \rangle| \int_{\mathbb{R}_+^d} |\varphi_k^\alpha(x) \phi(x)| dx \leq \sum_{n=0}^{\infty} (t \sqrt{|\lambda_{n}^\alpha|})^m e^{-t \sqrt{|\lambda_{n}^\alpha|}} \sum_{|k|=n} (1+n)^r \| \phi \|_2
\]

\[
\lesssim \sum_{n=0}^{\infty} (t \sqrt{|\lambda_{n}^\alpha|})^m e^{-t \sqrt{|\lambda_{n}^\alpha|}} (1+n)^{r+d-1} \| \phi \|_2
\]

\[
\lesssim \| \phi \|_2.
\]

3.4. Calderón reproducing formula.

Proposition 3.8. Let \( f \in (S_\varphi^\alpha)' \). Then

(i) for all \( m \in \mathbb{N} \), \( \lim_{t \to \infty} P_{t,m}^{\alpha} f = 0 \) in \( (S_\varphi^\alpha)' \);

(ii) for all \( m \in \mathbb{N}_+ \), \( \lim_{t \to 0^+} P_{t,m}^{\alpha} f = 0 \) in \( (S_\varphi^\alpha)' \);

(iii) \( \lim_{t \to 0^+} (I - P_{t}^{\alpha}) f = 0 \) in \( (S_\varphi^\alpha)' \).
Proof. (i) Definition 3.7 implies that it suffices to prove that for any \( \phi \in S_\varphi^\alpha \) and \( r > 0 \) there is
\[
\lim_{t \to \infty} p_t^\alpha (P_{t,m}^\alpha \phi) = 0.
\]
Hence, applying Fubini’s theorem, we compute
\[
p_t^\alpha (P_{t,m}^\alpha \phi) = \sum_{n=0}^\infty (n + 1)^r \left( \sum_{|k|=n} \left| \left( \int_{S} \phi^\alpha \varphi_k^\alpha \right) \right|^2 \right)^{1/2}
\]
\[
= \sum_{n=0}^\infty (n + 1)^r \left( \sum_{|k|=n} \left( t \sqrt{\lambda_k^\alpha} \right)^m e^{-t \sqrt{\lambda_k^\alpha}} \sum_{|j|=i} \left| \langle \phi, \varphi_j^\alpha \rangle \langle \varphi_j^\alpha, \varphi_k^\alpha \rangle \right|^2 \right)^{1/2}
\]
\[
= \sum_{n=0}^\infty (n + 1)^r \left( \sum_{|k|=n} \left( t \sqrt{\lambda_k^\alpha} \right)^m e^{-t \sqrt{\lambda_k^\alpha}} \left( \sum_{|j|=i} \left| \langle \phi, \varphi_j^\alpha \rangle \right|^2 \right) \right)^{1/2},
\]
and the last quantity converges to 0 when \( t \to \infty \), because \( \phi \in S_\varphi^\alpha \).

(ii) As in (i), one just have to replace \( t \to \infty \) by \( t \to 0^+ \) in the last step.

(iii) Similarly to (i), we will show that for any \( \phi \in S_\varphi^\alpha \) and \( r > 0 \) we have
\[
\lim_{t \to 0^+} p_t^\alpha ((I - P_t^\alpha) \phi) = 0.
\]
Thus
\[
p_t^\alpha ((I - P_t^\alpha) \phi) = \sum_{n=0}^\infty (n + 1)^r \left( \sum_{|k|=n} \left| \langle \phi - \sum_{i=0}^\infty \sum_{|j|=i} \langle \phi, \varphi_j^\alpha \rangle \varphi_j^\alpha, \varphi_k^\alpha \rangle \right|^2 \right)^{1/2}
\]
\[
= \sum_{n=0}^\infty (n + 1)^r \left( \sum_{|k|=n} \left| \langle \phi, \varphi_k^\alpha \rangle - e^{-t \sqrt{\lambda_k^\alpha}} \langle \phi, \varphi_k^\alpha \rangle \right|^2 \right)^{1/2}
\]
\[
= \sum_{n=0}^\infty (n + 1)^r \left( 1 - e^{-t \sqrt{\lambda_k^\alpha}} \right) \left( \sum_{|k|=n} \left| \langle \phi, \varphi_k^\alpha \rangle \right|^2 \right)^{1/2},
\]
and the last expression converges to 0 when \( t \to 0^+ \) because \( \phi \in S_\varphi^\alpha \). \( \square \)

Remark 3.9. In the following proposition we deal with integration of a one-parameter family of distributions. We understand it as follows
\[
\left\langle \int_0^\infty P_{t,m}^\alpha \frac{dt}{t}, \phi \right\rangle = \left\langle f, \int_0^\infty P_{t,m}^\alpha \frac{dt}{t} \right\rangle, \quad \phi \in S_\varphi^\alpha.
\]

Proposition 3.10 (Calderón reproducing formula). Let \( m_1, m_2 \in \mathbb{N}_+ \), \( m = m_1 + m_2 \) and \( f \in (S_\varphi^\alpha)' \). Then
\[
f = \frac{2^m}{(m-1)!} \int_0^\infty P_{t,m_1}^\alpha P_{t,m_2}^\alpha \frac{dt}{t}
\]
in \( (S_\varphi^\alpha)' \).
Proof. Since the operators $P_{t,m_i}^\alpha$, $i = 1, 2$, commute the equality above may be written as

$$f = \frac{1}{(m-1)!} \int_0^\infty P_{2t,m}^\alpha \frac{dt}{t}. $$

Let $0 < \delta < \tau < \infty$. We integrate by parts

$$2^{-m} \int_\delta^\tau \frac{P_{2t,m}^\alpha f dt}{t} = - (t) \sqrt{L_\phi^\alpha} (t)\frac{1}{2} e^{-2t \sqrt{L_\phi^\alpha} f} \bigg|_\delta^\tau + \frac{m-1}{2} \int_\delta^\tau (t) \sqrt{L_\phi^\alpha} (t)\frac{1}{2} e^{-2t \sqrt{L_\phi^\alpha} f} \bigg|_\delta^\tau $$

$$+ (m-1)(m-2) \int_\delta^\tau (t) \sqrt{L_\phi^\alpha} (t)\frac{1}{4} e^{-2t \sqrt{L_\phi^\alpha} f} \bigg|_\delta^\tau $$

$$= \ldots = - \sum_{n=0}^{m-1} \frac{(m-1)!}{2^n n!} \left( (t) \sqrt{L_\phi^\alpha} (t)\frac{1}{n} e^{-2t \sqrt{L_\phi^\alpha} f} \right|_\delta^\tau $$

$$= - \sum_{n=0}^{m-1} \frac{(m-1)!}{2^n n!} \left[ (\tau) \sqrt{L_\phi^\alpha} (\tau)\frac{1}{n} e^{-\sqrt{2\tau} \sqrt{L_\phi^\alpha}} - (\delta) \sqrt{L_\phi^\alpha} (\delta)\frac{1}{n} e^{-\sqrt{2\delta} \sqrt{L_\phi^\alpha}} \right] f. $$

Proposition 3.4 implies

$$\lim_{\delta \to 0^+} \left( (\delta) \sqrt{L_\phi^\alpha} (\delta)\frac{1}{n} e^{-2\delta \sqrt{L_\phi^\alpha}} f = 0 \right)$$

in $(S_\phi^\alpha)'$ for $n \in \mathbb{N}_+$,

$$\lim_{\delta \to 0^+} e^{-2\delta \sqrt{L_\phi^\alpha}} f = f$$

in $(S_\phi^\alpha)'$ and

$$\lim_{\tau \to \infty} \left( (\tau) \sqrt{L_\phi^\alpha} (\tau)\frac{1}{n} e^{-\tau \sqrt{L_\phi^\alpha}} f = 0 \right)$$

in $(S_\phi^\alpha)'$ for $n \in \mathbb{N}$.

Letting $\delta \to 0^+$ and $\tau \to \infty$ in the result above we obtain

$$\int_0^\infty P_{t,m_1}^\alpha P_{t,m_2}^\alpha \frac{dt}{t} = \frac{(m-1)!}{2m} f $$

in $(S_\phi^\alpha)'$ and this finishes the proof. \qed

3.5. Subharmonic functions. Let $\Omega \subset \mathbb{R}^d$ be a nonempty open set. A locally integrable in $\Omega$ real-valued function $g$ is called subharmonic if $\Delta g \geq 0$ in the sense of $\mathcal{D}'(\Omega)$, where $\mathcal{D}'(\Omega)$ denotes the space of (classical) distributions on $\Omega$ and $\mathcal{D}(\Omega) = C_0^\infty(\Omega)$. If $g \in C^2(\Omega)$, then the condition is equivalent to the non-negativity of $\Delta g$ as a function.

Throughout this subsection, for $f \in (S_\phi^\alpha)'$ and $m \in \mathbb{N}$, we will consider the function

$$\tilde{P}_{t,m}^\alpha f(x) = t^{-m} P_{t,m}^\alpha f(x)$$

as a function of the variables $(x,t) \in \mathbb{R}^d_+ \times \mathbb{R}_+$. Note that (11), (14) and Proposition 3.3 yield

$$\tilde{P}_{t,m}^\alpha f(x) = \sum_{n=0}^\infty (\sqrt{\lambda_n^\alpha})^m e^{-t \sqrt{\lambda_n^\alpha}} \sum_{k=|n|} \varphi_k^\alpha(x) \langle f, \varphi_k^\alpha \rangle. $$

(15)
Lemma 3.11. \( \tilde{P}^{\alpha}_{t,m}f(x) \in C^\infty(\mathbb{R}_+^d \times \mathbb{R}_+^m) \) and we can differentiate (with respect to \( x \) or \( t \)) the series \((15)\) term by term.

Proof. The equality

\[
\frac{\partial}{\partial x_i}\varphi_k^\alpha(x) = -2k_i^{1/2}\varphi_{k-e_i}^{\alpha+e_i} + \left( \frac{2\alpha_i - 1}{2x_i} - x_i \right)\varphi_k^\alpha(x)
\]

and \((2)\) imply that \( |\frac{\partial}{\partial x_i}\varphi_k^\alpha| \lesssim (k_i + 1)^{1/2} \) on \((\varepsilon, 1/\varepsilon)^d\), where \( e_i \) is the \( i \)-th coordinate vector in \( \mathbb{R}^d \), \( \varepsilon \) any positive number and, by convention, \( \varphi_{k-e_i}^{\alpha+e_i} = 0 \) if \( k_i = 0 \). Moreover, \( |\frac{\partial}{\partial x_i}\varphi_k^\alpha| \lesssim \sqrt{\lambda_n^\alpha} \) on \((\varepsilon, \infty)\). Also we apply Remark \(2.7\). Therefore we can differentiate (with respect to \( x \) or \( t \)) the series in \((15)\) term by term. Similarly for higher derivatives. \( \square \)

Lemma 3.12. \( |\tilde{P}^{\alpha}_{t,m}f(x)|^2 \) is a subharmonic function in \( \mathbb{R}_+^d \times \mathbb{R}_+^m \).

Proof. Firstly, we will check that

\[
(\Delta + \frac{\partial^2}{\partial t^2})\tilde{P}^{\alpha}_{t,m}f(x) = V^\alpha(x)\tilde{P}^{\alpha}_{t,m}f(x),
\]

where \( \Delta \) denotes the Laplacian on \( \mathbb{R}_+^d \) and \( V^\alpha(x) \) is defined in \((4)\). Applying Lemma \(3.11\) we obtain

\[
(\Delta + \frac{\partial^2}{\partial t^2})\tilde{P}^{\alpha}_{t,m}f(x) = \sum_{n=0}^{\infty} \left( \sqrt{\lambda_n^\alpha} \right)^m \sum_{k=|n|} \langle f, \varphi_k^\alpha \rangle (\Delta + \frac{\partial^2}{\partial t^2})e^{-t\sqrt{\lambda_n^\alpha}}\varphi_k^\alpha(x)
\]

Using the fact that \( \varphi_k^\alpha \) are the eigenfunctions of \( L_n^\alpha \) completes the proof of \( (16) \). Now we shall prove the claim. We denote the gradient in \( \mathbb{R}_+^d \times \mathbb{R}_+^m \) by \( \nabla \) and compute

\[
(\Delta + \frac{\partial^2}{\partial t^2})|\tilde{P}^{\alpha}_{t,m}f(x)|^2 = 2|\nabla \tilde{P}^{\alpha}_{t,m}f(x)|^2 + 2V^\alpha(x)|\tilde{P}^{\alpha}_{t,m}f(x)|^2.
\]

The obtained quantity is non-negative, thus the proof is completed. \( \square \)

Proposition 3.13. For \( \alpha \in [-1/2, \infty)^d \) let \( g(x,t) \) denote the multi-even extension (with respect to \( x \)) of \( P^{\alpha}_{t,m}f(x) \) in \( \mathbb{R}_+^d \times \mathbb{R}_+^m \). Then \( g(x,t) \) is a subharmonic function in \( \mathbb{R}_+^d \times \mathbb{R}_+^m \).

Proof. Note that Lemma \(3.12\) says that \( |g(x,t)|^2 \) is subharmonic in \( \mathbb{R}_+^d \times \mathbb{R}_+^m \). We shall prove that it is also subharmonic in \( \mathbb{R}_+^d \times \mathbb{R}_+^m \).

Remark that Theorem \(2.3\) Proposition \(4.5\) and Lemma \(3.11\) imply that \( g(x,t) \in C^1(\mathbb{R}_+^d \times \mathbb{R}_+^m) \) (not necessarily in \( C^2 \); in case \( \alpha_i = -1/2 \) for some \( i = 1, \ldots, d \), \( g(x,t) \) for fixed the rest of variables belongs to \( S(\mathbb{R}) \)), \( g_{x_i}x_i(x,t), i = 1, \ldots, d. \) is defined almost everywhere and is locally integrable in \( \mathbb{R}_+^d \times \mathbb{R}_+^m \), whereas \( g_{tt}(x,t) \) is continuous in \( \mathbb{R}_+^d \times \mathbb{R}_+^m \).

Hence, we shall check the appropriate condition in \( D'(\mathbb{R}_+^d \times \mathbb{R}_+^m) \). For the sake of clarity we present the computation in case \( d = 1 \); the case of higher dimensions follows easily. Let \( \phi(x,t) \in C_c^\infty(\mathbb{R} \times \mathbb{R}_+^m) \). Firstly, note that

\[
\int_{-\infty}^{\infty} g(x,t)\phi_{xx}(x,t)dx = (g(0^-, t) - g(0^+, t))\phi_x(0, t) - (g_x(0^-, t) - g_x(0^+, t))\phi(0, t) + \int_{-\infty}^{\infty} g_{xx}(x,t)\phi(x,t)dx
\]
\(= \int_{-\infty}^{\infty} g_{xx}(x,t)\phi(x,t)dx.\)

Also,
\[
\int_{0}^{\infty} g(x,t)\phi_{tt}(x,t)dt = \int_{0}^{\infty} g_{tt}(x,t)\phi(x,t)dt.
\]

Thus, applying Fubini’s theorem we obtain
\[
\int_{0}^{\infty} \int_{-\infty}^{\infty} g(x,t)(\phi_{xx}(x,t) + \phi_{tt}(x,t))dxdt = \int_{0}^{\infty} \int_{-\infty}^{\infty} (g_{xx}(x,t) + g_{tt}(x,t))\phi(x,t)dxdt.
\]

Moreover, the functions \(g_{xx}(x,t)\) and \(g_{tt}(x,t)\) are even (with respect to \(x\)). Hence, Lemma 3.12 yields that \(\Delta_{(x,t)} g \geq 0\) in \(\mathcal{D}'(\mathbb{R} \times \mathbb{R}_{+})\). The proof is completed. \(\square\)

**Lemma 3.14.** Let \(g\) be a non-negative subharmonic function in \(\Omega \subset \mathbb{R}^d\). Then for every cube \(Q\) such that \(2Q \subset \Omega\), \(1 < \mu \leq 2\), \(r > 0\), and almost every \(x \in Q\) the following inequality holds
\[g(x) \leq \left( \frac{1}{|\mu Q|} \int_{\mu Q} g(y)^r dy \right)^{1/r},\]

where \(\mu Q\) is a cube with the same center as \(Q\) and the length \(\ell(\mu Q) = \mu \ell(Q)\).

For the proof see [1], pp. 10-11.

4. **Homogeneous Besov spaces associated to \(L^0_\varphi\)**

In this section we introduce the homogeneous Besov spaces in the setting of the Laguerre function expansions of Hermite type and present the main theorems. The proofs are given in the latter part of this section. From now on we assume \(\alpha \in [-1/2, \infty)^d \setminus (-1/2, 1/2)^d\).

4.1. **Definitions and theorems.** In what follows given \(0 < p,q \leq \infty\) we denote \(r_0 = \min(1,p,q)\) and then, given \(d \in \mathbb{N}_+\) and \(\sigma \in \mathbb{R}\), we define \(m_0 = d + \max(\sigma,0) + [d(1/r_0 - 1)] + 1\).

**Definition 4.1.** For \(\sigma \in \mathbb{R}\), \(0 < p,q \leq \infty\) and \(m \in \mathbb{N}\), such that \(m > m_0\) we define the homogeneous Besov spaces \(\dot{B}_{p,q}^{\sigma,L^0_\varphi,m}\) by
\[
\dot{B}_{p,q}^{\sigma,L^0_\varphi,m} = \left\{ f \in (S^0_\varphi)' : \|f\|_{\dot{B}_{p,q}^{\sigma,L^0_\varphi,m}} = \left( \int_0^{\infty} \left( t^{-\sigma} \|P_{t,m}f\|_p \right)^q \frac{dt}{t} \right)^{1/q} < \infty \right\}.
\]

Our main tool will be the molecular decomposition analogous to the one introduced in [4]. In the following definition we use the fact that \(\mathcal{D}(\sqrt{L^0_\varphi})^{j_0} \subset \mathcal{D}(\sqrt{L^0_\varphi})^{j}\) for every \(0 < j \leq j_0\) (see (8)).

**Definition 4.2.** Let \(0 < p \leq \infty\), \(\sigma \in \mathbb{R}\), and \(M,N \in \mathbb{N}_+\). A function \(a \in L^2(\mathbb{R}^d_+)\) is called \((L^0_\varphi,M,N,\sigma,p)\) molecule if there exist a function \(b \in \mathcal{D}(\sqrt{L^0_\varphi})^{2M}\), \(\nu \in \mathbb{Z}\), and a dyadic cube \(Q \in \mathcal{D}_\nu\), such that
\[
\begin{align*}
(i) \ (\sqrt{L^0_\varphi})^M b &= a; \\
(ii) \ |(\sqrt{L^0_\varphi})^j b(x)| &\lesssim 2^{\nu(M-j+s)}|Q|^{-1/p}(1 + |x-x_0|)^{-d-N} \quad \text{for } j = 0, \ldots, 2M \text{ and } x \in \mathbb{R}_+^d \text{ a.e.}
\end{align*}
\]

**Theorem 4.3.** Let \(\sigma \in \mathbb{R}\) and \(0 < p,q \leq \infty\).
(a) For $M, N \in \mathbb{N}_+ \text{ and } m \in \mathbb{N}$, such that $m > m_0$, if $f \in \dot{B}^\sigma_{p,q} L^m_{\nu}$, then there exist a sequence of $(L^\sigma_{\nu}, M, N, \sigma, p)$ molecules $\{a_Q\}_{Q \in \mathcal{D}}$ and a sequence of coefficients $\{s_Q\}_{Q \in \mathcal{D}}$ such that

$$f = \sum_{Q \in \mathcal{D}} s_Q a_Q$$

in $(S^\sigma_{\nu})'$

Moreover,

$$\left[ \sum_{\nu \in \mathbb{Z}} \left( \sum_{Q \in \mathcal{D}_\nu} |s_Q|^p \right)^{q/p} \right]^{1/q} \simeq \| f \|_{\dot{B}^\sigma_{p,q} L^m_{\nu}}$$

(b) Conversely, if $M > \max(d/r_0 - \sigma, m)$, $N > d(1/r_0 - 1)$ and $m > \max(\sigma, 0) + N + d$, and for a sequence of $(L^\sigma_{\nu}, M, N, \sigma, p)$ molecules $\{a_Q\}_{Q \in \mathcal{D}}$ and a sequence of coefficients $\{s_Q\}_{Q \in \mathcal{D}}$ satisfying

$$\left[ \sum_{\nu \in \mathbb{Z}} \left( \sum_{Q \in \mathcal{D}_\nu} |s_Q|^p \right)^{q/p} \right]^{1/q} < \infty,$$

the series $\sum_{Q \in \mathcal{D}} s_Q a_Q$ converges in $(S^\sigma_{\nu})'$, then its sum $f$ is in $\dot{B}^\sigma_{p,q} L^m_{\nu}$. Moreover,

$$\| f \|_{\dot{B}^\sigma_{p,q} L^m_{\nu}} \lesssim \left[ \sum_{\nu \in \mathbb{Z}} \left( \sum_{Q \in \mathcal{D}_\nu} |s_Q|^p \right)^{q/p} \right]^{1/q}.$$ 

**Theorem 4.4.** Let $\sigma \in \mathbb{R}$, $0 < p, q \leq \infty$, $m_1, m_2 \in \mathbb{N}$ and $m_1, m_2 > m_0$. Then the spaces $\dot{B}^\sigma_{p,q} L^{m_1}_{\nu}$ and $\dot{B}^\sigma_{p,q} L^{m_2}_{\nu}$ coincide and their norms are equivalent.

Theorem 4.4 implies that the Besov space is independent of the $m$ index provided $m > m_0$ hence we drop the index in further part of the paper and denote the Besov space by $\dot{B}^\sigma_{p,q} \nu$.

We also state the embedding theorem for Besov spaces $\dot{B}^\sigma_{p,q} \nu$.

**Theorem 4.5.** Let $\sigma \in \mathbb{R}$, $0 < p, q \leq \infty$. Then

(i) if $0 < q_1 \leq q_2$, then $\dot{B}^\sigma_{p,q_1} \nu \hookrightarrow \dot{B}^\sigma_{p,q_2} \nu$;

(ii) if $\sigma_1 \geq \sigma_2$ and $\sigma_1 - d/p_1 = \sigma_2 - d/p_2$, then $\dot{B}^\sigma_{p_1,q} \nu \hookrightarrow \dot{B}^\sigma_{p_2,q} \nu$.

To prove the above theorems we shall need the following two lemmas.

**Lemma 4.6.** Suppose that $\sigma \in \mathbb{R}$ and the assumptions on $M, N, m$ and $\{a_Q\}_{Q \in \mathcal{D}}$ are as in Theorem 4.3 (b). Then for $\nu \in \mathbb{Z}$ and $Q \in \mathcal{D}_\nu$ we have

(i) for $t \leq 2^\nu$

$$|P^\sigma_{t,m} a_Q(x)| \lesssim |Q|^{-1/p2^{\nu\sigma}} \left( \frac{t}{2^\nu} \right)^{m-N-d} \left( 1 + \frac{|x-x_Q|}{2^\nu} \right)^{-N-d},$$

uniformly with respect to $Q$, $x$, $t$, $\sigma$ and $\nu$;

(ii) for $t > 2^\nu$

$$|P^\sigma_{t,m} a_Q(x)| \lesssim |Q|^{-1/p2^{\nu\sigma}} \left( \frac{2^\nu}{t} \right)^M \left( 1 + \frac{|x-x_Q|}{t} \right)^{-N-d},$$

uniformly with respect to $Q$, $x$, $t$, $\sigma$ and $\nu$. 


Proof. (i) Proposition 3.4, the definition of \((L^\alpha_p, M, N, \sigma, p)\) molecules and the formula \(a_Q = (\sqrt{L^\alpha_p})^M b_Q\), together with (10) and Proposition 3.4 imply for \(x \in \mathbb{R}^d_+\)

\[
|P^\alpha_{t,m}a_Q(x)| = \left| t^{m-N} P^\alpha_{t,N} \left( \left( \frac{\sqrt{L^\alpha_p}}{t} \right)^{m-N} a_Q \right)(x) \right|
\leq \int_{\mathbb{R}^d_+} \frac{t^{N}}{(t + |x - y|)^{N+d}} t^{m-N} \left| \left( \frac{\sqrt{L^\alpha_p}}{t} \right)^{m-N+M} b_Q \right|(y) dy
\leq \int_{\mathbb{R}^d_+} \frac{t^{m-N-d}}{(1 + |x-y|)^{(N+d)}} 2^{\nu(N-m-\sigma)} |Q|^{-1/p} \left( 1 + \frac{|y-xQ|}{2\nu} \right)^{-(d+N)} dy
\leq 2^{\nu\alpha} \left( \frac{t}{2\nu} \right)^{m-N} |Q|^{-1/p} \int_{\mathbb{R}^d_+} \frac{t^{-d}}{(1 + |x-y|)^{(N+d)}} \left( 1 + \frac{|y-xQ|}{2\nu} \right)^{-(d+N)} dy.
\]

We now split the integration over \(\mathbb{R}^d\) onto the sets \(\{ y \in \mathbb{R}^d : |x - y| \leq |x - x_Q|/2 \}\) and \(\{ y \in \mathbb{R}^d : |x - y| > |x - x_Q|/2 \}\), denote the resulting integrals by \(I_1(x)\) and \(I_2(x)\), and estimate them.

For \(I_1\) note that if \(|x - y| \leq \frac{1}{2} |x - x_Q|\), then \(|y - x_Q| \sim |x - x_Q|\).

Hence

\[
I_1(x) \lesssim \left( 1 + \frac{|x - x_Q|}{2\nu} \right)^{-(d+N)} \int_{\mathbb{R}^d_+} t^{-d} \left( 1 + \frac{|x - y|}{t} \right)^{-(d+N)} dy \lesssim \left( 1 + \frac{|x - x_Q|}{2\nu} \right)^{-(d+N)}.
\]

Estimating \(I_2\) note that for \(y\) such that \(|x - y| > \frac{1}{2} |x - x_Q|\) it holds

\[
\left( 1 + \frac{|x - y|}{t} \right)^{-(d+N)} \lesssim \left( 1 + \frac{|x - x_Q|}{t} \right)^{-(d+N)}.
\]

Thus

\[
I_2(x) \lesssim \left( \frac{t}{2\nu} \right)^{-d} \left( 1 + \frac{|x - x_Q|}{t} \right)^{-(d+N)} \int_{\mathbb{R}^d_+} 2^{-d\nu} \left( 1 + \frac{|y - xQ|}{2\nu} \right)^{-(d+N)} dy
\lesssim \left( \frac{t}{2\nu} \right)^{-d} \left( 1 + \frac{|x - x_Q|}{2\nu} \right)^{-(d+N)} ,
\]

and this completes the proof of (i).

(ii) Putting \(a_Q = (\sqrt{L^\alpha_p})^M b_Q\), for \(x \in \mathbb{R}^d_+\) we have

\[
|P^\alpha_{t,m}a_Q(x)| = |t^{-M} P^\alpha_{t,m+M} b_Q(x)|
\lesssim t^{-M} \int_{\mathbb{R}^d_+} t^{-d} \left( 1 + \frac{|x - y|}{t} \right)^{-(m+M+d)} |b_Q(y)| dy
\lesssim t^{-M} \int_{\mathbb{R}^d_+} t^{-d} \left( 1 + \frac{|x - y|}{t} \right)^{-(N+d)} 2^{\nu(M+\sigma)} |Q|^{-1/p} \left( 1 + \frac{|y-xQ|}{2\nu} \right)^{-d-N} dy
\lesssim |Q|^{-1/p} 2^{\nu\sigma} \left( \frac{2\nu}{t} \right)^M \int_{\mathbb{R}^d_+} t^{-d} \left[ \left( 1 + \frac{|x - y|}{t} \right) \left( 1 + \frac{|y-xQ|}{2\nu} \right) \right]^{-d-N} dy.
\]
Arguing similarly as in (i) we get
\[ |P_{t,m}^{α}a_Q(x)| \lesssim |Q|^{-1/2} \left( \frac{2^ν}{t} \right)^M \left( 1 + \frac{|x - x_Q|}{t} \right)^{-N-d}, \]
and this finishes the proof. □

**Lemma 4.7.** Let $N > 0$, $ν, μ \in \mathbb{Z}$, $ν ≤ μ$, and \{\(f_Q\)\}_{Q ∈ \mathcal{D}_ν} be a sequence of functions satisfying
\[ |f_Q(x)| \lesssim \left( 1 + \frac{|x - x_Q|}{2^μ} \right)^{-(d+N)} \]
uniformly with respect to $Q$, $x ∈ \mathbb{R}^d_+$, $ν$ and $μ$. Then for $r > \frac{d}{d+N}$ and a sequence of coefficients \{\(s_Q\)\}_{Q ∈ \mathcal{D}_ν} it is true that
\[ \sum_{Q ∈ \mathcal{D}_ν} |s_Q||f_Q(x)| \lesssim 2^{(μ-ν)d/r} M_r \left( \sum_{Q ∈ \mathcal{D}_ν} |s_Q|χ_Q \right)(x) \]
uniformly with respect to $x ∈ \mathbb{R}^d_+$, $ν$ and $μ$.
For the proof see [9, pp. 147-148].

### 4.2. Proofs of Theorems 4.3, 4.4, 4.5

**Proof of Theorem 4.3.** We begin with the proof of (a). The reproducing Calderón formula (Proposition 3.4) implies that for $f ∈ \dot{B}^σ_{p,q} L^α_{φ,p,m}$ implies that for $f ∈ \dot{B}^σ_{p,q} L^α_{φ,p,m}$

\[ f = c_{m,M,N} \int_{0}^{∞} P_{t,M}^{α+N} P_{t,m}^{α} f \frac{dt}{t} \]

in $\mathcal{S}^α_{φ}$, where $c_{m,M,N} = \frac{2^m + N}{m + M + N - 1}$. Hence

\[ f = c_{m,M,N} \sum_{ν ∈ \mathbb{Z}} \int_{2^ν} 2^{ν+1} P_{t,M}^{α+N} P_{t,m}^{α} f \frac{dt}{t} = c_{m,M,N} \sum_{ν ∈ \mathbb{Z}} \sum_{Q ∈ \mathcal{D}_ν} \int_{2^ν} 2^{ν+1} P_{t,M}^{α+N} (P_{t,m}^{α} f · χ_Q) \frac{dt}{t} \]

in $\mathcal{S}^α_{φ}$. The dyadic cube decomposition is possible because all of the integrals above we may consider as functions (see Definition 3.7). Now, for $ν ∈ \mathbb{Z}$ and $Q ∈ \mathcal{D}_ν$ we define

\[ s_Q = 2^{-νσ}|Q|^{1/p} \sup_{(y,t) ∈ \mathbb{Q} × [2^ν, 2^{ν+1}]} |P_{t,m}^{α} f(y)| \]

and $a_Q = (\sqrt{L^α_{φ}})^M b_Q$, where

\[ b_Q(x) = \frac{c_{m,M,N}}{s_Q} \int_{2^ν} 2^{ν+1} P_{t,N}^{α} (P_{t,m}^{α} f · χ_Q)(x) \frac{dt}{t}. \]

Obviously, $f = \sum_{Q ∈ \mathcal{D}_ν} s_Qa_Q$ in $\mathcal{S}^α_{φ}$. Moreover, using Proposition 3.4 one can check that $a_Q$ are $(L^α_{φ}, M, N, σ, p)$ molecules.

It remains to prove (17). Firstly, we compute

\[ \|f\|_{\dot{B}^σ_{p,q} L^α_{φ,p,m}} = \left[ \sum_{ν ∈ \mathbb{Z}} \int_{2^ν} 2^{ν+1} \left( \sum_{Q ∈ \mathcal{D}_ν} \int_{Q} |P_{t,m}^{α} f(y)|^p dy \right)^{q/p} \frac{dt}{t} \right]^{1/q} \]

\[ \lesssim \left[ \sum_{ν ∈ \mathbb{Z}} \int_{2^ν} 2^{ν+1} \left( \sum_{Q ∈ \mathcal{D}_ν} |s_Q|^p 2^{νσq} t^{-σp} \right)^{q/p} \frac{dt}{t} \right]^{1/q} \]
Fix $0 < r < r_0$ and $Q \in \mathcal{D}_v$. Then \( \tilde{Q} = Q \times (2^\nu, 2^{\nu+1}] \) is a cube in \( \mathbb{R}^d \times \mathbb{R}_+ \) and \( 2Q \subset \mathbb{R}^d \times \mathbb{R}_+ \). Treating the function \( P^{\alpha}_{t,m}f(x) \) as a function of variables \((x,t)\) defined in \( \mathbb{R}^d \times \mathbb{R}_+ \) as in Proposition 3.13 and applying the theorem and Lemma 3.14 we obtain

\[
\sup_{(y,t) \in \tilde{Q}} \left| (\sqrt{L^\alpha_v})^m e^{-t\sqrt{L^\alpha_v}} f(y) \right| \leq \left( \frac{1}{2^Q} \int \right) \int |(\sqrt{L^\alpha_v})^m e^{-t\sqrt{L^\alpha_v}} f(x)| dxdt)^{1/r}.
\]

Note that there is \( |\tilde{Q}| \sim 2^\nu |Q| \) and \( t \sim 2^\nu \) for \( t \in \tilde{Q} \). Hence for any \( x \in Q \)

\[
\sup_{(y,t) \in \tilde{Q}} |P^{\alpha}_{t,m}f(y)| \lesssim \left( \frac{2^\nu}{4^2} \right) \left( \frac{1}{2^Q} \int \right) \int |P^{\alpha}_{t,m}f(y)|^r dydt)^{1/r} \lesssim \left( \frac{\mathcal{M}_r(P^{\alpha}_{t,m}f)(x)}{t} \right)^{1/r}.
\]

Thus

\[
\sum_{Q \in \mathcal{D}_v} |Q|^{-1/p} |s_Q| \chi_Q(x) \lesssim 2^{-\nu\sigma} \left( \int \left[ \mathcal{M}_r(P^{\alpha}_{t,m}f)(x) \right]^{r} dt \right)^{1/r}.
\]

The results above give

\[
\left\| \sum_{Q \in \mathcal{D}_v} |s_Q|^p \right\|_{1/p} \lesssim \left\| \sum_{Q \in \mathcal{D}_v} |P^{\alpha}_{t,m}f|^r \right\|_{r/p} \lesssim \left\| \mathcal{M}_r(P^{\alpha}_{t,m}f)(x) \right\|_{r} \lesssim \left[ \int \left( t^{-\sigma} \left\| P^{\alpha}_{t,m}f \right\|_p \right) \frac{dt}{t} \right]^{1/q}.
\]

Since \( p/r > 1 \), the Minkowski inequality yields

\[
\left\| \int \left[ \mathcal{M}_r(P^{\alpha}_{t,m}f) \right]^{r} dt \right\|_{r/p} \leq \int \left\| \mathcal{M}_r(P^{\alpha}_{t,m}f) \right\|_{r} \frac{dt}{t},
\]

hence, applying strong type \((p,p)\) of the operator \( \mathcal{M}_r \) and Hölder’s inequality we obtain

\[
\left( \sum_{Q \in \mathcal{D}_v} |s_Q|^p \right)^{1/p} \lesssim 2^{-\nu\sigma} \left[ \int \left( t^{-\sigma} \left\| P^{\alpha}_{t,m}f \right\|_p \right) \frac{dt}{t} \right]^{1/q} \lesssim \left[ \int \left( t^{-\sigma} \left\| P^{\alpha}_{t,m}f \right\|_p \right) \frac{dt}{t} \right]^{1/q}.
\]

Finally,

\[
\left[ \sum_{Q \in \mathcal{D}_v} \left( \sum_{Q \in \mathcal{D}_v} |s_Q|^p \right)^{q/p} \right]^{1/q} \lesssim \left[ \sum_{Q \in \mathcal{D}_v} \int \left( t^{-\sigma} \left\| P^{\alpha}_{t,m}f \right\|_p \right) \frac{dt}{t} \right]^{1/q} \lesssim \left[ \int \left( t^{-\sigma} \left\| P^{\alpha}_{t,m}f \right\|_p \right) \frac{dt}{t} \right]^{1/q},
\]

and this finishes the proof of (a).
Now we pass to the proof of (b). Note that
\[
\|f\|_{B^{\sigma, q}_{p,q}, m}^{q} = \sum_{\eta \in \mathbb{Z}^2} \int_{2^{\eta}} \left( t^{-\sigma} \| P_{t,m} f \|_p \right)^q dt \leq \sum_{\eta \in \mathbb{Z}^2} \sum_{\nu \in \mathbb{Z}^2} \| S_Q \|_{p} \sup_{t \in (2^{\eta}, 2^{\eta+1})} \| P_{t,m} a_Q \|_p \right)^q.
\]

Now we split the sum into two sums over the sets \( \{ \nu : \nu > \eta \} \) and \( \{ \nu : \nu \leq \eta \} \) and denote the resulting sums by \( I_1 \) and \( I_2 \).

Fix \( r < r_0 \). Applying the assumptions we get \( M > d/r - \sigma \) and \( N > d(1/r - 1) \) so \( r > \frac{d}{d + N} \). Now, we apply Lemmas 4.6 and 4.7. For \( \nu > \eta \) we obtain
\[
\sum_{Q \in D_{p,q}} |s_Q| \sup_{t \in (2^{\eta}, 2^{\eta+1})} |P_{t,m} a_Q(x)| \lesssim 2^{\nu r} \left( 2^{(\nu - \eta)(m - N - d)} M \left( \sum_{Q \in D_{p,q}} |s_Q| |Q|^{-1/p} \chi_Q \right)(x),
\]
whereas for \( \nu \leq \eta \) we get
\[
\sum_{Q \in D_{p,q}} |s_Q| \sup_{t \in (2^{\eta}, 2^{\eta+1})} |P_{t,m} a_Q(x)| \lesssim 2^{\nu r} \left( 2^{(\nu - \eta)(M - d/r)} M \left( \sum_{Q \in D_{p,q}} |s_Q| |Q|^{-1/p} \chi_Q \right)(x).
\]

Hence, using the Minkowski inequality, the strong type of the maximal operator and finally the equality (18) we obtain
\[
I_1 \lesssim \sum_{\eta \in \mathbb{Z}^2} \left( \sum_{\nu > \eta} 2^{r(\nu - \eta)(m - N - d)} |M| \left( \sum_{Q \in D_{p,q}} |s_Q| |Q|^{-1/p} \chi_Q \right) \right)^{1/r} \lesssim \sum_{\eta \in \mathbb{Z}^2} \left( \sum_{\nu > \eta} 2^{r(\nu - \eta)(m - N - d)} \left( \sum_{Q \in D_{p,q}} |s_Q| |Q|^{-1/p} \chi_Q \right) \right)^{q/r} \lesssim \sum_{\eta \in \mathbb{Z}^2} \left( \sum_{\nu > \eta} 2^{r(\nu - \eta)(m - N - d)} \left( \sum_{Q \in D_{p,q}} |s_Q| |Q|^{-1/p} \chi_Q \right) \right)^{q/r},
\]

Now, Young’s inequality and the assumption \( m > N + d + \sigma \) yield
\[
I_1 \lesssim \sum_{\nu \in \mathbb{Z}^2} \left( \sum_{Q \in D_{p,q}} |s_Q| \right)^{q/p}.
\]
The proof for \( I_2 \) is similar:
\[
I_2 \lesssim \sum_{\eta \in \mathbb{Z}^2} \left( \sum_{\nu \leq \eta} 2^{r(\nu + \eta)(M - d/r + \sigma)} \left( \sum_{Q \in D_{p,q}} |s_Q| \right)^{r/p} \right)^{q/r}.
\]
Young’s inequality and the assumption \( M > d/r - \sigma \) imply
\[
I_2 \lesssim \sum_{\nu \in \mathbb{Z}^2} \left( \sum_{Q \in D_{p,q}} |s_Q| \right)^{q/p},
\]
and this completes the proof.

Proof of Theorem 4.4. Suppose that the assumptions hold. Fix \( N = \lceil d(1/r_0 - 1) \rceil \) and \( M > \max(m_1, m_2, d/r_0 - \sigma) \). If \( f \in \dot{B}^{\sigma, q}_{p,q, m_1} \), then Theorem 4.3 (a) implies that there exist a sequence \( \{a_Q\}_{Q \in D} \) of \( (L^q_q, M, N, \sigma, p) \) molecules and a sequence of coefficients \( \{s_Q\}_{Q \in D} \) such that \( f = \sum_{Q \in D} s_Q a_Q \) in \( (S^{\sigma}_{p,q})' \) and
\[
\left[ \sum_{\nu \in \mathbb{Z}^2} \left( \sum_{Q \in D_{p,q}} |s_Q| \right)^{q/p} \right]^{1/q} \approx \| f \|_{\dot{B}^{\sigma, q}_{p,q, m_1}}.
\]
Hence Theorem 4.3 (b) implies that \( f \in \dot{B}^{\sigma, L_p^0}_{p,q} \) and
\[
\|f\|_{\dot{B}^{\sigma, L_p^0}_{p,q}} \lesssim \left( \sum_{\nu \in \mathbb{Z}} \left( \sum_{Q \in D_\nu} |s_Q|^p \right)^{q/p} \right)^{1/q} \lesssim \|f\|_{\dot{B}^{\sigma, L_p^0}_{p,q}}.
\]
Similarly, if \( f \in \dot{B}^{\sigma, L_p^0}_{p,q} \), then \( f \in \dot{B}^{\sigma, L_p^0}_{p,q} \)
\[
\|f\|_{\dot{B}^{\sigma, L_p^0}_{p,q}} \lesssim \|f\|_{\dot{B}^{\sigma, L_p^0}_{p,q}}.
\]

**Proof of Theorem 4.3**

(i) Fix \( m, N \) and \( M \) satisfying the assumptions of Theorem 4.3, where \( r_0 = \min(p, q, 1) \). Let \( f \in \dot{B}^{\sigma, L_p^0}_{p,q} \). Theorem 4.3 (a) implies that there exist a sequence of \((L_p^0, M, N, \sigma, p)\) molecules \( \{a_Q\}_{Q \in D} \) and a sequence of coefficients \( \{s_Q\}_{Q \in D} \) such that \( f = \sum_{Q \in D} a_Qs_Q \) in \((S^\alpha_{\phi})'\) and
\[
\left[ \sum_{\nu \in \mathbb{Z}} \left( \sum_{Q \in D_\nu} |s_Q|^p \right)^{q/p} \right]^{1/q} \approx \|f\|_{\dot{B}^{\sigma, L_p^0}_{p,q}}.
\]
The inequality \( q_1 \lesssim q_2 \) yields
\[
\left[ \sum_{\nu \in \mathbb{Z}} \left( \sum_{Q \in D_\nu} |s_Q|^p \right)^{q_2/p} \right]^{1/q_2} \approx \left[ \sum_{\nu \in \mathbb{Z}} \left( \sum_{Q \in D_\nu} |s_Q|^p \right)^{q_1/p} \right]^{1/q_1} \approx \|f\|_{\dot{B}^{\sigma, L_p^0}_{p,q}}.
\]

Now, Theorem 4.3 (b) gives
\[
\|f\|_{\dot{B}^{\sigma, L_p^0}_{p,q}} \approx \|f\|_{\dot{B}^{\sigma, L_p^0}_{p,q}},
\]
and the proof is completed.

(ii) Note that a \((L_p^0, M, N, \sigma, p)\) molecule is a \((L_p^0, M, N, \sigma, p_0)\) molecule. Let \( f \in \dot{B}^{\sigma, L_p^0}_{p,q} \).

Theorem 4.3 (a) implies that there exist a sequence of \((L_p^0, M, N, \sigma, p_0)\) molecules \( \{a_Q\}_{Q \in D} \) and a sequence of coefficients \( \{s_Q\}_{Q \in D} \) such that \( f = \sum_{Q \in D} a_Qs_Q \) in \((S^\alpha_{\phi})'\) and
\[
\left[ \sum_{\nu \in \mathbb{Z}} \left( \sum_{Q \in D_\nu} |s_Q|^p \right)^{p_1/p} \right]^{1/q} \approx \|f\|_{\dot{B}^{\sigma, L_p^0}_{p,q}}.
\]
The inequality \( p_2 \geq p_1 \) implies
\[
\left[ \sum_{\nu \in \mathbb{Z}} \left( \sum_{Q \in D_\nu} |s_Q|^p \right)^{p_2/p} \right]^{1/q} \approx \left[ \sum_{\nu \in \mathbb{Z}} \left( \sum_{Q \in D_\nu} |s_Q|^p \right)^{p_1/p} \right]^{1/q} \approx \|f\|_{\dot{B}^{\sigma, L_p^0}_{p,q}}.
\]

Hence Theorem 4.3 (b) implies
\[
\|f\|_{\dot{B}^{\sigma, L_p^0}_{p,q}} \approx \|f\|_{\dot{B}^{\sigma, L_p^0}_{p,q}},
\]
and this finishes the proof. \(\square\)

5. Homogeneous Triebel-Lizorkin spaces associated to \(L_p^0\)

In this section we introduce the Triebel-Lizorkin spaces in the setting of Laguerre expansions of Hermite type, and state and prove the results, similar to these in Section 4.

**Definition 5.1.** For \( \sigma \in \mathbb{R}, 0 < p < \infty, 0 < q \leq \infty, \) and \( m \in \mathbb{N} \) such that \( m > m_0 \), we define the homogeneous Triebel-Lizorkin spaces \( \dot{F}^{\sigma, L_p^0,m}_{p,q} \) by
\[
\dot{F}^{\sigma, L_p^0,m}_{p,q} = \left\{ f \in (S^\alpha_{\phi})' : \|f\|_{\dot{F}^{\sigma, L_p^0,m}_{p,q}} = \left\| \left( \int_0^\infty \left| t^{-\sigma} P_{t,m}^\alpha f \right|^q \frac{dt}{t} \right)^{1/q} \right\|_p < \infty \right\}.
\]
Theorem 5.2. Let $\sigma \in \mathbb{R}$, $0 < p < \infty$ and $0 < q \leq \infty$.

(a) For $M, N \in \mathbb{N}_+$ and $m > m_0$, if $f \in \dot{F}_{p,q}^{\sigma, L_0^m}$, then there exist a sequence of $(L_0^m, M, N, \sigma, p)$ molecules $\{a_Q\}_{Q \in \mathcal{D}}$ and a sequence of coefficients $\{s_Q\}_{Q \in \mathcal{D}}$ such that $f = \sum_{Q \in \mathcal{D}} s_Q a_Q$ in $(\mathcal{S}_0^\sigma)'$. Moreover,

$$
\left\| \left[ \sum_{Q \in \mathcal{D}} \left( |s_Q||Q|^{-1/p}|\chi_Q| \right)^q \right]^{1/q} \right\|_p \approx \| f \|_{\dot{F}_{p,q}^{\sigma, L_0^m}}.
$$

(b) Conversely, if $M > \max(d/r_0 - \sigma, m)$, $N > d(2/r_0 - 1)$, $m > \max(\sigma, 0) + N + d$, and for a sequence of $(L_0^m, M, N, \sigma, p)$ molecules $\{a_Q\}_{Q \in \mathcal{D}}$ and a sequence of coefficients $\{s_Q\}_{Q \in \mathcal{D}}$ satisfying

$$
\left\| \left[ \sum_{Q \in \mathcal{D}} \left( |s_Q||Q|^{-1/p}|\chi_Q| \right)^q \right]^{1/q} \right\|_p < \infty,
$$

the series $\sum_{Q \in \mathcal{D}} s_Q a_Q$ converges in $(\mathcal{S}_0^\sigma)'$, then its sum $f$ is in $\dot{F}_{p,q}^{\sigma, L_0^m}$. Moreover,

$$
\| f \|_{\dot{F}_{p,q}^{\sigma, L_0^m}} \lesssim \left\| \left[ \sum_{Q \in \mathcal{D}} \left( |s_Q||Q|^{-1/p}|\chi_Q| \right)^q \right]^{1/q} \right\|_p.
$$

Proof. We begin with (a). Similarly as in the proof of Theorem 4.3 (a) we get $f = \sum_{Q \in \mathcal{D}} s_Q a_Q$ in $(\mathcal{S}_0^\sigma)'$, where

$$
s_Q = 2^{-\nu_\sigma}|Q|^{1/p} \sup_{(y,t) \in Q \times [2^\nu, 2^{\nu+1}]} \left| P_{t,m}^\alpha f(y) \right|
$$

and $a_Q = (\sqrt{\det \mathcal{Q}})^M b_Q$, where

$$
b_Q(x) = \frac{c_{m,M,N}}{s_Q} \int_{2^\nu}^{2^{\nu+1}} t^M P_{t,m}^\alpha \left( P_{t,m}^\alpha f \cdot \chi_Q \right)(x) \frac{dt}{t},
$$

and $a_Q$ are $(L_0^m, M, N, \sigma, p)$ molecules. Now, it suffices to prove (19). Firstly, we obtain

$$
\| f \|_{\dot{F}_{p,q}^{\sigma, L_0^m}} = \left\| \left( \sum_{\nu \in \mathbb{Z}} \int_{2^\nu}^{2^{\nu+1}} \left( \sum_{Q \in \mathcal{D}_\nu} t^{-\sigma} P_{t,m}^\alpha f|\chi_Q| \right)^q \frac{dt}{t} \right)^{1/q} \right\|_p
\lesssim \left\| \left( \sum_{\nu \in \mathbb{Z}} \sum_{Q \in \mathcal{D}_\nu} \left( |Q|^{-1/p}|s_Q|\chi_Q \right)^q \right)^{1/q} \right\|_p.
$$

To prove the opposite inequality in (19) note that as in Theorem 4.3 (a) we obtain

$$
\sum_{Q \in \mathcal{D}_\nu} |Q|^{-1/p}|s_Q|\chi_Q(x) \lesssim \mathcal{M}_\nu \left( \int_{2^{\nu+1}}^{2^{\nu+1}} \left( t^{-\sigma}|P_{t,m}^\alpha f| \right)^q \frac{dt}{t} \right)^{1/q}(x),
$$

where $\mathcal{M}_\nu \left( \int_{2^{\nu+1}}^{2^{\nu+1}} \left( t^{-\sigma}|P_{t,m}^\alpha f| \right)^q \frac{dt}{t} \right)^{1/q}(x)$.
where \(0 < r < r_0\). Hence, using the Fefferman-Stein vector valued maximal inequality and H"older's inequality we get

\[
\left\| \left[ \sum_{\nu \in \mathbb{Z}} \sum_{Q \in \mathcal{D}_\nu} (|Q|^{-1/p} s_Q \chi_Q)^q \right]^{1/q} \right\|_p \lesssim \left\| \left[ \sum_{\nu \in \mathbb{Z}} \left( \int_0^\infty \left( t^{-\sigma} |P_{t,m}f| \right)^q \frac{dt}{t} \right)^{q/r} \right]^{1/q} \right\|_p
\]

\[
\lesssim \left\| \left( \int_0^\infty |t^{-\sigma} P_{t,m}f|^q \frac{dt}{t} \right)^{1/q} \right\|_p
\]

and the last quantity equals \(\|f\|_{F^{\sigma,\nu,m}_{p,q}}\). This completes the proof of (a).

For the proof of (b) we compute

\[
\|f\|_{F^{\sigma,\nu,m}_{p,q}} \lesssim \left\| \left( \sum_{\eta \in \mathbb{Z}} \left( \sum_{\nu \in \mathbb{Z}} \sum_{Q \in \mathcal{D}_\nu} 2^{-\eta \sigma} |s_Q| \sup_{t \in [2^\eta, 2^{\eta+1}]} |P_{t,m}a_Q| \right)^q \right)^{1/q} \right\|_p
\]

Now we split the triple sum onto two sums over the sets \(\{\nu : \nu > \eta\}\) and \(\{\nu : \nu \leq \eta\}\) and denote the resulting sums by \(I_1\) and \(I_2\).

Similarly to the proof of Theorem 3 (b) for \(\nu > \eta\) we get

\[
\sum_{Q \in \mathcal{D}_\nu} |s_Q| \sup_{t \in [2^\eta, 2^{\eta+1}]} |P_{t,m}a_Q(x)| \lesssim 2^{\nu \sigma} 2^{-\eta \sigma (m-N-d)} \mathcal{M}_r \left( \sum_{Q \in \mathcal{D}_\nu} |s_Q| |Q|^{-1/p} \chi_Q \right)(x),
\]

whereas for \(\nu \leq \eta\)

\[
\sum_{Q \in \mathcal{D}_\nu} |s_Q| \sup_{t \in [2^\eta, 2^{\eta+1}]} |P_{t,m}a_Q(x)| \lesssim 2^{\nu \sigma} 2^{-\eta \sigma (M-d/r)} \mathcal{M}_r \left( \sum_{Q \in \mathcal{D}_\nu} |s_Q| |Q|^{-1/p} \chi_Q \right)(x).
\]

Hence, applying Young’s inequality we obtain

\[
I_1 \lesssim \left( \sum_{\eta \in \mathbb{Z}} \left[ \sum_{\nu > \eta} 2^{(\eta-\nu)(m-N-d) - \sigma} \left( \mathcal{M}_r \left( \sum_{Q \in \mathcal{D}_\nu} |s_Q| |Q|^{-1/p} \chi_Q \right) \right)^{r/q} \right]^{1/q} \right)^{q/r}
\]

\[
\lesssim \left( \sum_{\nu \in \mathbb{Z}} \left[ \mathcal{M}_r \left( \sum_{Q \in \mathcal{D}_\nu} |s_Q| |Q|^{-1/p} \chi_Q \right) \right]^q \right)^{1/q}.
\]

The Fefferman-Stein vector valued maximal inequality implies

\[
\|I_1\|_p \lesssim \left\| \left[ \sum_{\nu \in \mathbb{Z}} \left( \sum_{Q \in \mathcal{D}_\nu} |s_Q| |Q|^{-1/p} \chi_Q \right)^q \right]^{1/q} \right\|_p = \left\| \left[ \sum_{Q \in \mathcal{D}} \left( |s_Q| |Q|^{-1/p} \chi_Q \right)^q \right]^{1/q} \right\|_p.
\]

In the same manner we deal with \(I_2\):

\[
I_2 \lesssim \left( \sum_{\eta \in \mathbb{Z}} \left[ \sum_{\nu \leq \eta} 2^{-(\eta-\nu)(M-d/r)+\sigma} \mathcal{M}_r \left( \sum_{Q \in \mathcal{D}_\nu} |s_Q| |Q|^{-1/p} \chi_Q \right) \right]^{q} \right)^{1/q}
\]

\[
\lesssim \left( \sum_{\nu \in \mathbb{Z}} \left[ \mathcal{M}_r \left( \sum_{Q \in \mathcal{D}_\nu} |s_Q| |Q|^{-1/p} \chi_Q \right) \right]^q \right)^{1/q},
\]

thus

\[
\|I_2\|_p \lesssim \left\| \left[ \sum_{Q \in \mathcal{D}} \left( |s_Q| |Q|^{-1/p} \chi_Q \right)^q \right]^{1/q} \right\|_p,
\]

and this completes the proof. □
Theorem 5.3. Let $\sigma \in \mathbb{R}$. Assume that $0 < p < \infty$, $0 < q \leq \infty$, $m_1, m_2 \in \mathbb{N}$ and $m_1, m_2 > m_0$. Then the spaces $\dot{F}^{\sigma, L^p_{m_1}}_{p, q}$ and $\dot{F}^{\sigma, L^p_{m_2}}_{p, q}$ coincide and their norms are equivalent.

The proof is analogous to the proof of Theorem 4.4 so we omit it.
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