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1. INTRODUCTION

$\mathcal{N} = 4$ SYM theory in four-dimensional Minkowski space is an exceptional model of quantum field theory. Originally, it was constructed by compactification of the 10D super-Yang–Mills theory [1]. Shortly after its discovery, this theory was found to exhibit miraculous cancelations of ultraviolet divergences, so that its beta-function is zero to all loops [2–4] and the model is UV finite and superconformal [5]. This result triggered a high interest in studying other four-dimensional conformal field theories, though $\mathcal{N} = 4$ SYM theory remains the key example of the UV finite field theories.

Although $\mathcal{N} = 4$ SYM theory has no phenomenological applications, it plays a crucial role for the study of quantum aspects of string theory through the so-called AdS/CFT (or “gauge/gravity”) correspondence [6–8] (see also [9] for a review). In the original Maldacena’s work [6] it was conjectured that quantum observables in IIB superstring theory on the $AdS_5 \times S^5$ background can be determined by studying the corresponding objects in $\mathcal{N} = 4$ SYM theory. Since 1998, Maldacena’s conjecture has been thoroughly verified and nowadays we have a good understanding of quantum properties on both sides of the AdS/CFT correspondence.

In quantum field theory, there are several objects exhibiting physical properties of a given model: scattering amplitudes, correlation functions and Wilson loops. All these quantities have been investigated in $\mathcal{N} = 4$ SYM theory and then have been matched with the corresponding objects in string theory. The detailed exposition of these results can be retrieved from numerous review papers and textbooks, see, e.g., [10]. The short summary is that many of these quantum quantities in $\mathcal{N} = 4$ SYM theory can be found exactly beyond the perturbation theory. These exact results provide a strong ground for further studies of string theory, as well as of many other superconformal field theories—with different amounts of supersymmetry and in diverse space-time dimensions.

An object of the crucial importance in quantum field theory is the effective action. By definition, it is the generating functional for 1PI (“one-particle irreducible”) Green’s functions, which encodes the full information about quantum properties of given model. It can also be viewed as a functional reproducing the effective equations of motion which take into account quantum corrections. Since the effective action is a very complicated object, it makes sense to study first its low-energy part, which describes the physics below some energy scale and so serves a good approximation in this domain.

The low-energy effective action of $\mathcal{N} = 4$ SYM theory plays an important role in checking the AdS/CFT correspondence. According to [6], it can be matched with the effective action of a D3-brane propagating in the $AdS_5$ background. This D3-brane action can be understood as a Born–Infeld-type action possessing $\mathcal{N} = 4$ superconformal symmetry (see, e.g., [11]). This conjecture has been checked perturbatively, by comparing the leading terms in the power series expansions of both these actions. We stress that the verification of this conjecture on the
field theory side is a very non-trivial task, since it involves the computation of the quantum loop corrections to the low-energy effective action. To date, we have a good understanding of this issue in the one-loop approximation. Only limited results are available beyond the one-loop order.

The significant progress in exploring quantum aspects of $\mathcal{N} = 4$ SYM theory has been achieved due to the property that it possesses a reach set of symmetries which are preserved in the quantum perturbation theory. Indeed, this model, being a non-trivial interacting quantum field theory, respects the highest amount of supersymmetries admissible in the four-dimensional Minkowski space. The supersymmetry is a part of the $PSU(2, 2|4)$ superconformal group that remains unbroken on the quantum level due to the vanishing beta-function [2]. This symmetry imposes very strong constraints on the quantum observables, such that some of them can be found exactly. The low-energy effective action is one of such objects. As we will demonstrate in the present paper, its leading part is completely fixed by the underlying (super)symmetries.

Within the perturbation theory one computes the effective action as a series expansion over some small parameters, such as the coupling constants or Planck’s length. It is advantageous to use the so-called derivative expansion, which assumes that the terms with the lower number of derivatives on fields give the leading contribution in the low-energy approximation, as compared to the terms with a larger number of derivatives. In the present paper, we restrict our consideration only to the four-derivative terms in the low-energy effective action of $\mathcal{N} = 4$ SYM theory. We will be interested in the effective action in the Coulomb branch, which describes the effective dynamics of the massless degrees of freedom. The remaining massive degrees of freedom appearing as a result of spontaneous breaking of gauge symmetry are assumed to be integrated out.

The studies of the four-derivative part of the $\mathcal{N} = 4$ SYM effective action were initiated in the papers [12, 13], where the so-called $F^4/X^4$ term was analyzed. In these papers, it was argued that the $F^4/X^4$ term in the $\mathcal{N} = 4$ SYM effective action is one-loop exact and does not receive the instanton corrections. This term was also obtained by the direct quantum computations using different superspace methods [14–18].

Another interesting term in the four-derivative part of the $\mathcal{N} = 4$ SYM effective action is the Wess–Zumino term for scalar fields [19]. Its presence is compulsory in order to obey the anomaly-matching condition for the $SU(4)$ R-symmetry [20]. Moreover, it has a natural interpretation as the Chern–Simons term of the D3-brane action on the AdS$_5$ background [19].

In the papers mentioned above only some selected terms in the four-derivative part of the $\mathcal{N} = 4$ SYM effective action were found. Already in the first papers [12, 13] it was conjectured that the full four-derivative part of the effective action can be restored as a supersymmetric completion of these particular terms. However, the proof of this statement turned out to be a very non-trivial exercise, and it was accomplished only in the paper [21], based on the $\mathcal{N} = 4$ harmonic superspace techniques [22, 23]. In the subsequent papers [24–26], alternative descriptions of the four-derivative part of the effective action were developed in the framework of different $\mathcal{N} = 3$ and $\mathcal{N} = 4$ harmonic superspace approaches.

The basic aim of the present paper is to give a systematic and self-consistent review of what has been done in [21, 24–26]. In the course of this consideration, we also give the appropriate account of the related issues.

We point out that the four-derivative part of the effective action constructed in [21, 24–26] is the exact result which was obtained solely on the ground of symmetries of the theory, though the perturbative checks were performed afterwards in [27–29] (see also [30] for a review). This exposes the exceptional role of the quantum $\mathcal{N} = 4$ SYM theory among other models of the quantum field theory. We also emphasize that in the papers just mentioned not only a superfield generalization of the old results [12, 13] was obtained, but also many important properties of the $\mathcal{N} = 4$ SYM low-energy effective action were explained. In particular, the following questions were addressed: Why is the coefficient in front of the $F^4/X^4$-term one-loop exact? What is the origin of the Wess–Zumino term in the low-energy effective action? Why is the harmonic superspace approach so efficient for studying the effective action and which harmonic superspace is most suitable for this purpose? All these issues are thoroughly reviewed in the present paper.

The rest of the paper is organized as follows. In section 2 we give a brief summary of basic features of the low-energy effective action in $\mathcal{N} = 4$ SYM theory. A part of this effective action which is represented by the Wess–Zumino term for scalar fields is discussed in detail in section 3. In particular, we explain the origin of the Wess–Zumino term as the necessary consequence of the ‘t Hooft anomaly-matching condition for the R-symmetry group $SU(4)$. In section 4 we review the $\mathcal{N} = 2$ harmonic superspace description of $\mathcal{N} = 4$ SYM theory and construct its low-energy effective action possessing the full $\mathcal{N} = 4$ supersymmetry. Section 5 is devoted to $\mathcal{N} = 3$ SYM theory in the $\mathcal{N} = 3$ harmonic superspace. This theory is known
to be equivalent to $\mathcal{N} = 4$ SYM on shell and so provides the maximally supersymmetric off-shell formulation of the latter. For this $\mathcal{N} = 3$ SYM theory we construct the $\mathcal{N} = 3$ superconformal low-energy effective action and consider its component field structure in the sector of bosonic fields. In sections 6 and 7 we elaborate on two different $\mathcal{N} = 4$ harmonic superspaces which appear very suitable for description of the $\mathcal{N} = 4$ SYM low-energy effective action. We demonstrate that the latter acquires especially simple form in these superspaces. In the last section we discuss some issues and open problems related to the study of the low-energy effective action in $\mathcal{N} = 4$ SYM theory beyond the leading low-energy approximation.

2. LOW-ENERGY EFFECTIVE ACTION IN THE COULOMB BRANCH

2.1. Classical Action and the Spontaneous Gauge Symmetry Breaking

The $\mathcal{N} = 4$ gauge supermultiplet consists of one vector gauge field $A_m$, four spinor fields $\psi^I_\alpha$ and six scalar fields $\phi^{IJ} = -\phi^{JI}$, where $I = 1, 2, 3, 4$ is the quartet index of the R-Symmetry $SU(4)$ group. The spinor fields are in the conjugated non-equivalent fundamental representations 4 and 4 of $SU(4)$, while the scalar fields are in the real representation 6, since they obey the reality condition

$$\bar{\phi}^{IJ} = \bar{\phi}^{JI} = \frac{1}{2} \varepsilon_{IKL} \phi^{KL},$$

(2.1)

with $\varepsilon_{IKL}$ being the totally antisymmetric $SU(4)$ tensor, $\varepsilon_{1234} = 1$. In the non-abelian case, all these fields transform in the adjoint representation of some gauge group $G$. They can be viewed as the matrices taking values in the Lie algebra $\frak{g}$ of the group $G$.

The scalars $\phi^{IJ}$ can be equivalently represented as a real vector in the fundamental representation of $SO(6) \sim SU(4)$

$$X^A = (\gamma^A)_{IJ} \phi^{IJ}, \quad (X^A)^* = X^A, \quad A = 1, \ldots, 6,$$

(2.2)

where $(\gamma^A)_{IJ} = -(\gamma^A)_{JI}$ are six-dimensional gamma-matrices which provide the equivalence of the representations of $SO(6)$ and $SU(4)$ groups. In the present paper we will employ both forms for the scalar fields, $X^A$ and $\phi^{IJ}$.

The classical action of $\mathcal{N} = 4$ SYM theory reads

$$S = \text{tr} \int d^4x \left( \frac{1}{2} \nabla^\alpha \phi^{IJ} \nabla_{\alpha \alpha} \phi^{IJ} - \frac{1}{2} \left( F^{\alpha \beta}_{\alpha \beta} + F^{\dot{\alpha} \dot{\beta}}_{\dot{\alpha} \dot{\beta}} \right) + i \psi^\alpha \nabla_{\alpha \alpha} \psi^\alpha + \frac{1}{2\sqrt{2}} \left( \nabla_{\alpha \alpha} \phi^{IJ} + \nabla_{\alpha \alpha} \phi^{KL} \right) \bar{\psi}^I \psi^J + \frac{1}{16} \left( \phi^{IJ} - \phi^{KL} \right) \left[ \bar{\psi}^I \psi^K - \bar{\psi}^I \psi^L \right] \right),$$

(2.3)

Here $\nabla_{\alpha \alpha}$ is the gauge-covariant derivative which acts on the fields by the generic rule

$$\nabla_{\alpha} = \partial_{\alpha} + ig [A_{\alpha}, \cdot],$$

(2.4)

g is a dimensionless gauge coupling constant and $F_{\alpha \beta}$, $F^{\dot{\alpha} \dot{\beta}}$ are the spinorial components of the Yang–Mills field strength$^3$

$$F_{mn} = \partial_m A_n - \partial_n A_m + ig [A_m, A_n].$$

(2.5)

The action (2.3) is invariant under the $\mathcal{N} = 4$ supersymmetry transformations

$$\delta \phi^{IJ} = i \psi^\alpha_{\alpha} \epsilon^I_{\alpha} + i \epsilon^{JKL} \varepsilon_{JKL} \phi^\alpha,$$

$$\delta \psi^\alpha = -i F_{\alpha \beta} \epsilon^I_\beta - 2 \phi^{\alpha \beta} \epsilon^I_\beta \varepsilon_{\alpha \beta},$$

$$\delta A_\alpha = \frac{i}{2\sqrt{2}} \psi^\alpha \epsilon^I_\alpha + \frac{i}{2\sqrt{2}} \psi^\alpha \epsilon^I_\beta,$$

(2.6)

with anticommuting parameters $\epsilon^I_\alpha$. These transformations, together with the space–time translations and Lorentz transformations, form the $\mathcal{N} = 4$ Poincaré superalgebra. The algebra of these transformations closes on shell, i.e., up to terms proportional to the classical equations of motion.

$^3$ In this paper we employ the following basic conventions. The Minkowski space metric is $\eta_{mn} = \text{diag}(1, -1, -1, -1)$. For conversion of the vector and spinor indices we use the rules $A^m = \frac{1}{2} \sigma_{m \dot{\alpha}} A^{\alpha \dot{\alpha}}$, $A_{\alpha \dot{\alpha}} = \sigma_{\alpha \dot{\alpha}} A^m$. The basic properties of the signature matrices are $(\sigma_{\alpha \dot{\alpha}})_{\alpha \dot{\alpha}} (\sigma_{m \dot{\alpha}})_{\alpha \dot{\alpha}} = 2 \eta_{mn}$, $(\sigma_{m \dot{\alpha}})_{\alpha \dot{\alpha}} (\sigma_{m \dot{\alpha}})_{\alpha \dot{\alpha}} = 2 \delta_{m \dot{m}} \delta_{\alpha \dot{\alpha}}$. The convention for raising and lowering the spinorial indices is $\psi^\alpha = \epsilon^\alpha_\beta \psi_\beta$, $\psi_\alpha = \epsilon^\alpha_\beta \psi^\beta$, $\psi_{\dot{m}} = \epsilon^\alpha_\beta \psi^\alpha_{\dot{\beta}}$, $\psi_{\dot{\beta}} = \epsilon^\alpha_\beta \psi^\alpha_{\dot{\beta}}$, and the same for dotted spinorial indices. Finally, the antisymmetric tensor $F_{mn} = -F_{nm}$ is converted into its spinorial components as $F_{mn} = (\sigma_{mn})_{\alpha \dot{\alpha}} F_{\alpha \dot{\alpha}} + \frac{1}{2} (\sigma_{mn})_{\alpha \dot{\alpha}} F_{\alpha \beta}$, where $(\sigma_{mn})_{\alpha \dot{\alpha}} = -\frac{1}{2} (\sigma_{m \dot{\beta}} - \sigma_{n \dot{\beta}}) (\sigma_{\alpha \dot{\beta}})$, $(\sigma_{\alpha \dot{\beta}})_{\alpha \dot{\beta}} = -\frac{1}{2} (\sigma_{m \dot{\beta}} - \sigma_{n \dot{\beta}}) (\sigma_{\alpha \dot{\beta}})$, $(\sigma_{m \dot{\alpha}})_{\alpha \dot{\alpha}} = \frac{1}{2} (\sigma_{m \dot{\beta}} - \sigma_{n \dot{\beta}}) (\sigma_{\alpha \dot{\beta}})$, $(\sigma_{mn})_{\alpha \dot{\alpha}} = \frac{1}{4} (\sigma_{m \dot{\beta}} - \sigma_{n \dot{\beta}}) (\sigma_{\alpha \dot{\beta}})$, $(\sigma_{mn})_{\alpha \dot{\beta}} = \frac{1}{4} (\sigma_{m \dot{\beta}} - \sigma_{n \dot{\beta}}) (\sigma_{\alpha \dot{\beta}})$.
The classical $\mathcal{N} = 4$ SYM action (2.3) involves the non-negative potential of scalar fields,

$$V = \frac{g^2}{16} \text{tr} \left[ \Phi^{IJ} \Phi^{KL} \varphi_{IJ}^{KL} \right] \geq 0. \quad (2.7)$$

This potential reaches its minimum $V = 0$ for the fields valued in the Cartan subalgebra $\mathfrak{h}$ of the Lie algebra $\mathfrak{g}$ of the gauge group

$$V = 0 \Rightarrow \Phi^{IJ} = \Phi_{0}^{IJ} \in \mathfrak{h}. \quad (2.8)$$

Hence, at non-trivial vacuum expectation values (vevs) of these fields,

$$\left\{ \Phi_{0}^{IJ} \right\} = \alpha^{IJ} = \text{const}, \quad (2.9)$$

the spontaneous breaking of gauge symmetry becomes possible. The details of gauge symmetry breaking in $\mathcal{N} = 4$ SYM theory are presented in [31]. Assuming that the gauge group in $\mathcal{N} = 4$ SYM is $G = SU(N)$, the pattern of spontaneous symmetry breaking can be summarized as follows:

- In general, the gauge group $G = SU(N)$ is broken down to $H = [U(1)]^{N-1}$, which is the maximal abelian subgroup of $SU(N)$. However, a larger subgroup of the gauge group may remain unbroken, when not all of the scalars from $\mathfrak{h}$ acquire non-vanishing vevs. To simplify the issue, in what follows we will basically assume that $H = [U(1)]^{N-1}$ and, even more, that the gauge group $G$ is $SU(2)$ which can be broken down only to $H = U(1)$.

- After the spontaneous gauge symmetry breaking, the fields $(\varphi^{IJ}, A_m, \psi^I, \bar{\psi}_a)_\mathfrak{h}$ from the Cartan subalgebra $\mathfrak{h}$ remain massless, while the fields corresponding to the coset space $G/H$ acquire masses specified by the vacuum values $\alpha^{IJ}$. These $G/H$ fields realize the massive representation of $\mathcal{N} = 4$ superalgebra with the central charges which are identified with some $U(1)$ generators from the subalgebra $\mathfrak{h}$, times the parameters $\alpha^{IJ}$. Since such central charges are vanishing on the massless fields $(\varphi^{IJ}, A_m, \psi^I, \bar{\psi}_a)_\mathfrak{h}$, the latter form a supermultiplet of the standard $\mathcal{N} = 4$ supersymmetry.

- The $\mathcal{N} = 4$ supersymmetry itself remains unbroken whatever $G$ and $H$ are, while its R-symmetry $SU(4) \simeq SO(6)$ proves spontaneously broken down to some subgroup of $SU(4)$. In the case of $G = SU(2), H = U(1)$, this subgroup is $SO(5) \simeq USp(4)$. The full-fledged $\mathcal{N} = 4$ superalgebra with central charges, because of the presence of $SU(4)$ breaking constants $\alpha^{IJ}$ in the right-hand sides of the basic anticommutators, possesses the reduced R-symmetry group $SO(5) \simeq USp(4)$. With respect to this $USp(4)$, the $\mathcal{N} = 4$ massive vector multiplet comprises five complex scalars in the representation 5, one complex singlet massive vector and four Dirac spinors in the representation 4 of $USp(4)$.

- The R-symmetry $SO(6) \simeq SU(4)$ is spontaneously broken down to $SO(5) \simeq USp(4)$ also in the sector of massless fields, though in this case no central charges in the $\mathcal{N} = 4$ superalgebra are present, and so no reduction of the R-symmetry group comes about. The effect of spontaneous breaking consists in that the vacuum expectation values $\alpha^{IJ}$ of the scalar fields are invariant only under the group $SO(5)$. This means that the $SU(4)$ transformations of the physical scalars $\varphi^{IJ}_0 = \varphi^{IJ}_0 - \alpha^{IJ}$ acquire inhomogeneous terms (shifts), so five fields out of these massless scalars can be interpreted as the $SO(6)/SO(5)$ Goldstone fields. It is worth pointing out that the model is still invariant under the full R-symmetry group $SU(4)$, but the latter is now realized on the scalar fields by the inhomogeneous transformations.

- The original classical action (2.3) is known to be invariant under the superconformal group $PSU(2, 2|4)$ involving $SU(4)$ as a subgroup. This extended symmetry is also spontaneously broken and is realized by inhomogeneous transformations of the fields $(\varphi^{IJ}, A_m, \psi^I, \bar{\psi}_a)_\mathfrak{h}$. In particular, one field out of six massless scalars is a dilaton (apart from the remaining five $SU(4)/O(5)$ Goldstone fields). Also, the conformal $\mathcal{N} = 4$ supersymmetry is spontaneously broken, with $(\psi^I, \bar{\psi}_a)_\mathfrak{h}$ as the corresponding goldstini. To avoid a possible confusion, we note that $PSU(2, 2|4)$ is in fact the symmetry group of the whole effective action, including its part spanned by the massive $G/H$ fields, and this is preserved at the quantum level due to the vanishing beta-function. However, the realization of the superconformal symmetry on the $G/H$ fields is rather complicated since the corresponding transformations are accompanied by some field-dependent gauge transformations and their Lie brackets contain operator central charges. The correct closure of the $\mathcal{N} = 4$ supersymmetry group $SO(5) \simeq USp(4)$ is the $\mathcal{N} = 4$ massive vector multiplet comprises five complex scalars in the representation 5, one complex singlet massive vector and four Dirac spinors in the representation 4 of $USp(4)$. With respect to this $USp(4)$, the $\mathcal{N} = 4$ massive vector multiplet comprises five complex scalars in the representation 5, one complex singlet massive vector and four Dirac spinors in the representation 4 of $USp(4)$.

\(^4\) Other gauge groups can be considered as well.

\(^5\) For the simplest case of gauge group $SU(2)$ broken to $U(1)$ there is only one central charge proportional to the $U(1)$ generator and only one set of the $SU(4)\mathfrak{g}$ breaking parameters $\alpha^{IJ}$, giving rise just to $SO(5) \simeq USp(4)$ as the reduced R-symmetry. In the more general case of $G = SU(N)$ and $H = [U(1)]^{N-1}$, more central charges can appear, with different sets of $SU(4)\mathfrak{g}$ breaking constants. If these constant $SO(6)$ vectors are collinear, the reduced R-symmetry is still $USp(4)$ and the relevant massive supermultiplets have the same $USp(4)$ contents, while their number is $\frac{1}{2} N(N - 1)$. If the breaking constant vectors are arbitrary, the further reduction of the original $SO(6) \simeq SU(4)$ R-symmetry occurs.
$PSU(2,2|4)$ symmetry, like that of the $\mathcal{N} = 4$ supersymmetry, is achieved only on shell.

As a brief resume, the crucial feature of the spontaneous gauge symmetry breaking in $\mathcal{N} = 4$ SYM theory is the appearance of massive multiplets which correspond to broken directions $G/H$ in the gauge group $G$, while the degrees of freedom corresponding to $H$ remain massless. At low energies, we can observe only these massless fields, with the dynamics described by some low-energy effective action. In quantum field theory, in order to obtain this low-energy effective action, one has to integrate out the massive fields in the functional integral which defines the full effective action. In the present paper we do not engage with technical details of this functional integration, but rather discuss the general structure of the resulting expression for the low-energy effective action of $\mathcal{N} = 4$ SYM theory. Needless to say, this low-energy effective action describes $\mathcal{N} = 4$ SYM in the Coulomb branch. In the present paper we denote it by $\Gamma$.

2.2. Low-Energy Effective Action: Derivative Expansion

The computation of low-energy effective action in quantum field theory is, in general, a complicated problem which is usually approached by perturbative methods, assuming the series expansion of the effective action with respect to some small parameters like the Planck length or coupling constants. The derivative expansion of the effective action can also be considered as one of the perturbative methods, which relies upon the common observation that the fields with long wavelengths at low energies dominate over the fields with short wavelengths. It is frequently a good approximation to discard the fields with short wavelengths which are represented in the effective action by terms with higher number of space-time derivatives, as compared to the terms with lower number of derivatives. The latter terms involve the fields with longer wavelengths.

To illustrate these ideas, let us consider the effective action for one scalar field $\phi$. The derivative expansion of the effective action can be schematically represented as

$$\Gamma = \sum_{n=0}^{\infty} \Gamma_{2n},$$

(2.10)

where $\Gamma_{2n}$ is a functional which involves just $2n$ space-time derivatives of $\phi$. In particular, $\Gamma_0$ contains no derivatives of $\phi$ and so corresponds to the (effective) potential for the scalar field, $\Gamma_0 = -\int d^4x V(\phi)$. The functional $\Gamma_2$ has two space-time derivatives of the scalar field and corresponds to a finite (or infinite) renormalization of the wavefunction, if the latter receives perturbative quantum corrections. The next term is $\Gamma_4$ which involves four derivatives of the scalar and represents the leading non-trivial quantum correction to the effective action. The remaining terms, starting with $\Gamma_6$, must be considered as the higher-order corrections to the low-energy approximation.

The derivative expansion of the effective action straightforwardly applies to $\mathcal{N} = 4$ SYM theory. We will count the derivative degree of different terms in the effective action just with respect to the scalar fields. This means that, after turning off the vector and spinor fields, the term $\Gamma_2$ in the effective action contains as the remainder exactly $2n$ space-time derivatives of scalars $\phi^\mu$. It is important to note that the omitted terms with vector and spinor fields can be uniquely restored from the terms with scalar fields only. Indeed, it is obvious that $\mathcal{N} = 4$ supersymmetry does not mix those terms in the effective action which contain different numbers of derivatives.

It is well known that in $\mathcal{N} = 4$ SYM theory there are no quantum corrections to the classical scalar potential (2.7), i.e. $\Gamma_0 = 0$. Since the effective action in $\mathcal{N} = 4$ SYM theory is UV finite [2–4], no wavefunction renormalization is needed and so $\Gamma_2 = S_{\text{free}}$, where $S_{\text{free}} = S_{\text{free}}^{\mathcal{N} = 4}$ is that part of the $\mathcal{N} = 4$ SYM action (2.3) which contains the kinetic terms of the $\mathcal{N} = 4$ multiplet. The first non-trivial quantum correction in the effective action starts with $\Gamma_4$, which will be the basic object of study in the present paper. The higher-order terms, starting with $\Gamma_6$, will fall beyond our consideration.

To summarize, in the present paper we will study the low-energy effective action of $\mathcal{N} = 4$ SYM theory in the Coulomb branch. More precisely, we will be interested only in that part of this low-energy effective action, which contains, in its component field expansion, no more than four space-time derivatives of scalar fields (together with other appropriate terms which involve vector and spinor fields and are needed for completing the scalar field terms to the invariants of $\mathcal{N} = 4$ supersymmetry).

2.3. Wess–Zumino vs. $F^4/X^4$ Term in the Low-Energy Effective Action

In this section we will consider the gauge group $G = SU(2)$ spontaneously broken down to $H = U(1)$. In this case the low-energy effective action is dominated by one massless $\mathcal{N} = 4$ vector multiplet which consists of six scalar fields $X_A$, four spinors $\psi^I_\alpha$, and

---

6 The proof of the non-renormalization theorem in the $\mathcal{N} = 2$ harmonic superspace was given in [32, 33].
one abelian vector field $A_m$ with the field strength $F_{mn} = \partial_m A_n - \partial_n A_m$.

The leading four-derivative quantum correction to the $\mathcal{N} = 4$ SYM low-energy effective action is known to contain, among its components, the so-called $F^4/X^4$ term \[ \frac{1}{(8\pi)^2} \int \frac{d^4 x}{(X^4) \mathcal{F}_m F^m} \times \left[ F_{mn} \mathcal{F}^{nk} \mathcal{F}^{lm} - \frac{1}{4} (F_{pq} F^{pq})^2 \right]. \] (2.11)

It was argued that this part of the effective action is one-loop exact \[12, 32\] and does not receive non-perturbative corrections \[34\]. This $F^4/X^4$ term appears as one of the terms in the component field expansion of the so-called non-holomorphic effective potential of the $\mathcal{N} = 2$ superfield strength $W$ and its conjugate $\bar{W}$ \[35\]

$$\mathcal{H}(W, \bar{W}) = \frac{1}{(4\pi)^2} \ln \frac{W}{\Lambda} \ln \frac{\bar{W}}{\Lambda}. \quad (2.12)$$

Here, $\Lambda$ is some parameter of dimension one the dependence on which completely disappears after passing to the component form of the effective action. The details of the construction of the $\mathcal{N} = 4$ SYM low-energy effective action in $\mathcal{N} = 2$ superspace will be discussed in sect. 4. It is important to mention that the non-holomorphic effective potential (2.12) was derived perturbatively in \[14, 15\], using the $\mathcal{N} = 1$ superfield methods and, later, in [16] and [17, 18] with the use of $\mathcal{N} = 2$ projective and harmonic superspace techniques, respectively.

Another interesting term in the $\mathcal{N} = 4$ SYM low-energy effective action is the so-called Wess–Zumino term which involves the scalar fields only \[19, 20\]:

$$\frac{1}{60\pi^2} \int \frac{d^4 x X^M \partial X^N \partial X^C \partial X^k \partial X^p \partial X^F}{X^6} \Gamma^{MNKL} \epsilon_{A B C D E F}, \quad (2.13)$$

where $|X|^2 = X_A X_A$. Here it is presented in the form of the integral over a five-dimensional space-time, but it can be always rewritten as a functional in the conventional four-dimensional Minkowski space, since the integrand in (2.13) is a closed five-form. We will show in sect. 3 that there are various four-dimensional representations of the same Wess–Zumino term (2.13). They prove to be good starting points for construction of the superfield low-energy effective actions in various harmonic superspaces. Here it is important to note that the coefficient $\frac{1}{60\pi^2}$ in front of this action is exact and, for topological reasons, can only be a multiple of an integer (see, e.g., \[36, 37\]).

It will be demonstrated in sect. 3 that the four-dimensional form of the Wess–Zumino term (2.13) contains four space-time derivatives of scalar fields. Thus it is one of the terms in the four-derivative part of the full low-energy $\mathcal{N} = 4$ SYM effective action $\Gamma_4$. Recall that the term (2.11) also belongs to $\Gamma_4$, since each Maxwell field strength in it involves one space-time derivative. Thus, these two terms should be related to each other by the abelian version of the $\mathcal{N} = 4$ supersymmetry transformations (2.6).

In practice, to check this suggestion, i.e. to prove that (2.11) and (2.13) are indeed related to each other by the abelian version of the $\mathcal{N} = 4$ supersymmetry (2.6), is a rather difficult task since, apart from (2.11) and (2.13), $\Gamma_4$ contains a lot of other terms depending on the bosonic $X_A$, $A_m$ and the fermionic $\psi^I, \bar{\psi}_{\alpha I}$ fields of the $\mathcal{N} = 4$ vector multiplet. Recovering all these terms in the effective action is an extremely involved routine, unless one uses the superspace techniques. One of the aims of the present paper is to demonstrate that the solution to this problem indeed becomes trivial in the appropriate superfield approaches based on extended superspaces. We will show that the two terms (2.11) and (2.13) originate from the same $\mathcal{N} = 4$ superfield expressions, for which reason the coefficients in front of them prove to be firmly related.

This property has an important consequence: The whole four-derivative part $\Gamma_4$ of the low-energy effective action in the $\mathcal{N} = 4$ SYM action can be found without performing any perturbative computation. All what we need to know is that this part contains the Wess–Zumino term (2.13) of the form which is unique and, moreover, the coefficient in front of it is fixed by topological reasons. Then, all other component terms in $\Gamma_4$ can be found by applying the $\mathcal{N} = 4$ supersymmetry transformations. Just in this sense, the four-derivative part of the $\mathcal{N} = 4$ SYM effective action is exact.

### 2.4. Low-Energy Effective Action:

**Why Harmonic Superspace?**

Finding the totally $\mathcal{N} = 4$ supersymmetric completion of the terms (2.11) and (2.13) is a non-trivial problem which has never been solved in the standard component field formulation of $\mathcal{N} = 4$ SYM theory. It is natural to expect that the superfield approaches can be useful for solving this problem, since they display the manifest supersymmetry. In principle, it is possible to use different superspaces with $1 \leq \mathcal{N} \leq 4$ supersymmetries. Each of them has some specific useful features which we will discuss in this section.

The simplest and the most developed approach is based on the standard $\mathcal{N} = 1$ superspace, which is
described in details, e.g., in the books [38, 39]. In terms of $\mathcal{N} = 1$ superfields, the $\mathcal{N} = 4$ gauge multiplet is represented by a triplet of chiral superfields $\Phi^I$, $I = 1, 2, 3$, and a real gauge superfield $V$ with the chiral superfield strength $W_\alpha$. The general $\mathcal{N} = 1$ superspace action (including various pieces of the effective action) has the following form

$$S = \int d^4x d^4\theta \mathcal{L} + \int d^4x d^2\theta \overline{\mathcal{L}}_c + \int d^4x d^2\theta \overline{\mathcal{L}}_c,$$  \hspace{1cm} (2.14)

Here, the Lagrangian $\mathcal{L}$ is given on the full $\mathcal{N} = 1$ superspace, while $\mathcal{L}_c$ and $\overline{\mathcal{L}}_c$ are, respectively, the chiral superspace Lagrangian and its complex conjugate. The superfield action can be rewritten in the component form, using the identities

$$\int d^4x d^4\theta \mathcal{L} = \frac{1}{16} \int d^4x d^2\overline{\mathcal{L}}_c, \hspace{1cm} (2.15)$$

$$\int d^4x d^2\theta \overline{\mathcal{L}}_c = \frac{1}{4} \int d^4x d^2\overline{\mathcal{L}}_c,$$  \hspace{1cm} (2.16)

where $D^2 = D^a D_a$, $\overline{D}_2 = \overline{D}_a \overline{D}^a$, and $D_a$, $\overline{D}_a$ are covariant spinor derivatives which obey the anticommutation relations

$$\{D_a, \overline{D}_a\} = -2i\sigma_{m\dot{m}}\partial_m.$$  \hspace{1cm} (2.17)

The relations (2.15) and (2.16) imply that the full superspace integration measure ensures two space-time derivatives in the component field action.

When using the $\mathcal{N} = 1$ superspace to describe the four-derivative part of the effective action, one has to deal with a superfield Lagrangian $\mathcal{L}$ which depends on three chiral superfields $\Phi^I$ and $\mathcal{N} = 1$ superfield strength $W_\alpha$ (and their conjugates). One of the terms in $\Gamma_4$ has the form

$$\int d^4x d^4\theta \mathcal{L} = \int d^4x \frac{1}{(X_A X_A)^2} \left[ \sum_{m\dot{m}} \left( F_{mn} F_{\dot{m}\dot{n}} - \frac{1}{4} (F_{pq} F_{pq})^2 \right) \right].$$  \hspace{1cm} (2.18)

The terms with pure (anti)chiral superfields, which complement (2.17) by $\mathcal{N} = 4$ supersymmetry, involve four covariant spinor derivatives $D_\alpha$ and $\overline{D}_\alpha$ that generate, after passing to the component fields, two more space-time derivatives besides the two already brought by the full superspace integration measure. There is plenty of such terms, and it appears difficult to find the fully $\mathcal{N} = 4$ supersymmetric completion of (2.17). This problem does not seem to be simpler than the previously discussed purely component construction in the standard Minkowski space. Note that the solution of this problem in the $\mathcal{N} = 1$ superspace has never been presented in the fully $\mathcal{N} = 4$ supersymmetric and $SU(4)$ invariant form.

Let us now consider the $\mathcal{N} = 2$ superspace with Grassmann coordinates $\theta^i$ and $\overline{\theta}^\dot{i}$, $i = 1, 2$. The superspace integration measure in the full $\mathcal{N} = 2$ superspace effectively contains eight covariant spinor derivatives,

$$\int d^4x d^4\theta \overline{\mathcal{L}} = \int d^4x (D^i)^2 (\overline{D}^\dot{i})^2 (D^i)^2 (\overline{D}^\dot{i})^2 \mathcal{L} |_{\theta = 0},$$  \hspace{1cm} (2.19)

which gives rise to four space-time derivatives in the component field Lagrangian owing to the anticommutation relations

$$\{D_i, \overline{D}^\dot{i}\} = -2i\delta_{im}\sigma^m \partial_m.$$  \hspace{1cm} (2.20)

Thus the $\mathcal{N} = 2$ superspace is more appropriate for the description of the four-derivative part of the effective action $\Gamma_4$, because the corresponding superfield Lagrangian $\mathcal{L}$ must be a function of just $\mathcal{N} = 2$ superfields without any derivatives on them. This enormously simplifies the problem of construction of the low-energy effective action $\Gamma_4$ in $\mathcal{N} = 4$ SYM theory. The fully $\mathcal{N} = 4$ supersymmetric expression for $\Gamma_4$ in the $\mathcal{N} = 2$ superspace was presented in [21]. We will review the details of this action in sect. 4.

When $\mathcal{N} = 4$ SYM theory is formulated in the $\mathcal{N} = 2$ superspace, $\mathcal{N} = 2$ supersymmetry is realized manifestly and off the mass shell, while the extra (hidden) $\mathcal{N} = 2$ supersymmetry is realized by transformations which mix different $\mathcal{N} = 2$ superfields and possess the correct closure only on the mass shell. It is important to note that the off-shell realizations of matter hypermultiplets and gauge multiplets in the $\mathcal{N} = 2$ superspace require special techniques such as the harmonic superspace [22, 23, 40] or the projective superspace [41–43]. These two approaches provide elegant and natural descriptions of field theories with extended supersymmetry. In fact, they have much in common and are related to each other [44]. Nevertheless, as regards the quantum calculations, the harmonic superspace approach is much more elaborated (see, e.g., [45]). Just for this reason we prefer to employ it while studying the low-energy effective action in $\mathcal{N} = 4$ SYM theory. As we will show in subsequent sections, there are in fact a few $\mathcal{N} = 4$ harmonic superspaces which provide very simple and nice expressions for $\Gamma_4$.

It is known that the $\mathcal{N} = 3$ and $\mathcal{N} = 4$ SYM models are equivalent on the mass shell [45]. This is also true for their low-energy effective actions. The amazing feature of $\mathcal{N} = 3$ SYM theory is that it admits an off-shell $\mathcal{N} = 3$ superfield formulation [46, 47]. This formulation is based on $\mathcal{N} = 3$ harmonic superspace with $SU(3)$ harmonic variables. Thus, it is natural to fulfill

PHYSICS OF PARTICLES AND NUCLEI  Vol. 48  No. 3  2017

BUCHBINDER et al.
the study of the $\mathcal{N} = 3$ SYM low-energy effective action, employing the techniques of the $\mathcal{N} = 3$ harmonic superspace. The expression for $\Gamma_4$ in the $\mathcal{N} = 3$ harmonic superspace was found in [26]. This construction will be reviewed in sect. 5.

3. VARIOUS FORMS OF THE WESS–ZUMINO TERM FOR SCALAR FIELDS

The Wess–Zumino term for scalar fields in the $\mathcal{N} = 4$ SYM action (2.13) is represented by the five-dimensional integral of the exact five-form with explicit $SO(6)$ symmetry. Using the Stokes theorem this expression can always be represented in the form of four-dimensional integral which is implicitly invariant under $SO(6)$. As we will show, there are several four-dimensional representations of this term which differ in the manifestly realized subgroups of the full $\mathfrak{r}$-symmetry group $SO(6)$. All these forms naturally appear in different superfield formulations of the low-energy $\mathcal{N} = 4$ SYM effective action.

We will start with a $d$-dimensional generalization of (2.13) and further present the results for the particular $d = 4$ case. The material of this section is essentially based on the papers [24–26].

3.1. $SO(d + 2)$-Invariant Wess–Zumino Term

Let us consider $d + 2$ scalar fields $X_A$, $A = 1, \ldots, d + 2$, in the $d + 2$-dimensional Minkowski space. For $X_A X_A \neq 0$ we can introduce the normalized scalars $Y_A$

$$Y_A = \frac{X_A}{|X|}, \quad |X| = \sqrt{X_A X_A}. \quad (3.1)$$

Since

$$Y_A Y_A = 1, \quad (3.2)$$

these normalized scalars parametrize the sphere $S^{d+1} = SO(d + 2)/SO(d + 1)$. The volume form on this sphere reads

$$\omega_{d+1} = \frac{e^{A_1 \ldots A_{d+2}}}{{(d + 1)!}} Y_{A_1} dY_{A_2} \wedge dY_{A_3} \wedge \ldots \wedge dY_{A_{d+2}}, \quad (3.3)$$

In terms of this form the $d + 1$ dimensional generalization of (13) is given by

$$S_{WZ}^{(d)} = -N \frac{(d+2)!}{\pi^{d+2}} \int_{\partial \Omega_Y} \omega_{d+1}. \quad (3.4)$$

Here $\Omega_Y$ is a hemisphere in $S^{d+1}$ whose boundary, $\partial \Omega_Y$, is the image of the $d$-dimensional space-time, viewed as a large $S^d$, under the map $Y_A(x)$ [48, 49]. For any integer $N$, choosing another hemisphere shifts $S_{WZ}^{(d)}$ by $2\pi \times$ an integer.

Let us now split the index $A$ into $a = 1, \ldots, n$ and $a' = n + 1, \ldots, n + m$, where we defined $m = d + 2 - n$.

With the normalization $\varepsilon^{\Lambda}_{\Lambda(n+m)} = \varepsilon^{a_1 \ldots a_{n+m}}$, we can rewrite (3.3) in the more unfolded form

$$\omega_{d+1} = \frac{1}{m} \omega_{n-1} \wedge d\omega_{m-1}^{\prime} + \left(-\frac{1}{n}\right) \frac{1}{n} \omega_{n-1} \wedge \omega_{m-1}^{\prime}, \quad (3.5)$$

where

$$\omega_{n-1} = \frac{e^{a_1 \ldots a_n}}{(n-1)!} Y_{a_1} dY_{a_2} \wedge \ldots \wedge dY_{a_n}, \quad (3.6)$$

Introducing $y = Y_{a_1} Y_{a_2} = 1 - Y_{a_1} Y_{a_2}$, we find the following useful identities

$$dy \wedge \omega_{n-1} = \frac{2}{n} (1 - y) dy \omega_{n-1}, \quad (3.7)$$

where we used the identity $Y_{a_1} Y_{a_2} \wedge \ldots \wedge dY_{a_m} = \frac{1}{m!} Y_{a_1} Y_{a_2} \wedge \ldots \wedge dY_{a_m}$. Also, in various manipulations with forms the cyclic identity $f^{a_{n-1} \ldots a_1} + (-)^t f^{a_1 \ldots a_n} + \ldots = 0$ is useful. Expressing $d\omega_{n-1}$ and $d\omega_{m-1}$ from (3.7) and substituting these expressions into (3.3), we obtain the convenient representation for the volume form

$$\omega_{d+1} = \left(-\frac{n}{2y(1-y)}\right) \frac{1}{m} \omega_{n-1} \wedge \omega_{m-1}^{\prime}. \quad (3.8)$$

Next, we take the ansatz

$$\omega_{d+1} = d(f(y) \omega_{n-1} \wedge \omega_{m-1}^{\prime}), \quad (3.9)$$

and also bring it to the form (3.8), using the identities (3.7). We then immediately find that $f(y)$ must satisfy the following differential equation

$$\frac{d}{dy} f(y) + \left\{\frac{n}{2y} - \frac{m}{1-y}\right\} f(y) = \frac{(-1)^n}{2y(1-y)}, \quad (3.10)$$

Its general solution is given by

$$f(y) = \frac{(-1)^n}{2y^{n/2} (1-y)^{m/2}} \left\{B_n \left\{\frac{n}{2}, \frac{m}{2}\right\} - CB \left\{\frac{n}{2}, \frac{m}{2}\right\}\right\}, \quad (3.11)$$

The volume form $\omega_{d+1}$ is closed, but not exact. This is consistent with (3.9) only if $f(y)$ is singular at some value of $y$ in the interval $0 \leq y \leq 1$.

$B(n, m) = \Gamma(n)\Gamma(m)/\Gamma(n + m)$ is the Euler beta function, and $B_n(n, m) = \int_0^1 dt t^{n-1}(1-t)^{m-1}$ is the incomplete beta function satisfying $B_n(n, m) = B(n, m)$. 
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where $C$ is a constant of integration. The solution is regular at $y = 0$ if $C = 0$ and regular at $y = 1$ if $C = 1$. Choosing $f(y)$ that is non-singular in $\Omega_y$ and using Stokes’ theorem, we obtain the $d$-dimensional form of the Wess–Zumino term with manifest $SO(n) \times SO(m)$ invariance,

$$S_{\text{WZ}}^{(d)} = -N \frac{(d/2)!}{\pi^{d/2}} e^{a_n \cdots a_1} e^{a_1 \cdots a_n} \int \frac{f(Y_a Y_b) Y_a dY_b \cdots dY_a Y_b}{n!} \ldots dY_a \ldots dY_a,$$

(3.12)

(recall that $d = n + m - 2$). The residual transformations from $SO(d + 2)$ vary the integrand in this expression into an exact $d$-form, which is consistent with the fact that $S_{\text{WZ}}^{(d)}$ is $SO(d + 2)$ invariant. The proof is based on the use of (3.10) and the cyclic identity mentioned earlier.

$3.2. SO(6)$ Wess–Zumino Term with Manifest $SO(5)$

Now we consider the case $d = 4$ which corresponds to the four-dimensional Minkowski space. In this case the Wess–Zumino term (3.4) has manifest $SO(6)$ symmetry

$$S_{\text{WZ}}^{(4)} = -N \frac{(4)!}{60 \pi^2} \int \varepsilon^{abcdef} Y_a dY_b \wedge dY_c \wedge dY_d \wedge dY_e,$$

(3.13)

This expression is reduced to (2.13) for $N = 1$. Using (3.12) with $n = 5$ and $m = 1$, we then obtain the four-dimensional form of this Wess–Zumino term with manifest $SO(5)$ invariance,

$$S_{\text{WZ}}^{(4)} = \int d^4x \varepsilon^{mnqp} \varepsilon^{abcdef} \frac{g(z)}{Y_6^5} X_a \partial_n X_b \partial_n X_c \partial_n X_d \partial_n X_e,$$

(3.14)

This function satisfies the equation

$$\frac{d}{dz} g(z) + 5g(z) = \frac{5}{(1 + z^2)^3}.$$

(3.16)

The solution of (3.16), such that it is regular at $z = 0$, with $g(0) = 1$, is given by the expression

$$g(z) = \frac{1}{8z^3} \left[3\arctan z - \frac{z(3 + 5z^2)}{(1 + z^2)^2}\right] = \frac{5}{2} \sum_{n=0}^{\infty} \frac{(n + 2)(n + 1)}{2n + 5} (-z^2)^n.$$

(3.17)

$3.3. SO(6)$ Wess–Zumino Term with Manifest $SO(4) \times SO(2)$

When $n = 4$ and $m = 2$, the solution to (3.10) that is regular at $y = 0$ is simply

$$S_{\text{WZ}}^{(4)} = -N \frac{(2)!}{12 \pi^2} \int \varepsilon^{abcd} \frac{Y_a dY_b \wedge dY_c \wedge dY_d \wedge dY_e}{Y_6^4} Y_a dY_b,$$

(3.19)

where now $a = 1, 2, 3, 4$ is the $SO(4)$ index, $a' = 5, 6$ is the $SO(2)$ index, and $1 - y = Y_c Y_c$. Making the polar decomposition

$$X_6 + iX_5 = X e^{\alpha},$$

(3.20)

we can rewrite (3.19) as

$$S_{\text{WZ}}^{(4)} = -N \frac{(2)!}{12 \pi^2} \int d^4x \varepsilon^{abcd} \varepsilon^{\alpha' \beta \gamma \delta} \frac{X_\gamma \partial_n X_\delta \partial_n X_\alpha \partial_n X_\beta}{(X_c Y_c + X_\alpha Y_\alpha)^3} \partial_n Y_6.$$

(3.21)

In this form of $S_{\text{WZ}}^{(4)}$, the $SO(2)$ group acts as constant shifts of $\alpha$. 
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3.4. SO(6) Wess—Zumino Term with Manifest SO(3) × SO(3)

Using (3.12) with \( n = 3 \) and \( m = 3 \), we obtain the form of the Wess—Zumino term (3.13) with manifest \( SO(3) \times SO(3) \) invariance,

\[
S_{WZ}^{(4)} = -\frac{N}{16\pi^2} \int_{\mathbb{R}^{48}} \epsilon^{abc\epsilon\bar{a}\bar{b}\bar{c}} f(y) \left(Y_a^c dY_b^d \wedge dY_c^d \wedge (dY_a^c dY_b^d \wedge dY_c^d), \right) \tag{3.22}
\]

where \( y = Y_a Y_a = 1 - Y_a Y_a \) and the function \( f(y) \) is given by (3.11).

Let us introduce the function

\[
g(z) = -8f(y), \tag{3.23}
\]

where

\[
z^2 = \frac{y}{1-y} = \frac{Y_a Y_a}{Y_a Y_a}. \tag{3.24}
\]

As a corollary of Eq. (3.10), this function obeys

\[
S_{WZ}^{(4)} = -\frac{N}{16\pi^2} \int_{\mathbb{R}^{48}} \epsilon^{abc\epsilon\bar{a}\bar{b}\bar{c}} g(z) \left(Y_a^c dY_b^d \wedge dY_c^d \wedge (dY_a^c dY_b^d \wedge dY_c^d). \right) \tag{3.27}
\]

Note that the group \( SO(3) \times SO(3) \) is locally isomorphic to \( SU(2) \times SU(2) \). Therefore, as we will see in sect. 7.4.2, the Wess—Zumino term in the form (3.22) appears as a component in the \( \mathcal{N} = 4 \) SYM low-energy effective action in the bi-harmonic \( \mathcal{N} = 4 \) superspace.

3.5. Wess—Zumino Term and SU(3) Symmetry

The Lie group \( SO(6) = SU(4) \) has the following maximal subgroups: \( SO(5), \ SO(4) \times SO(2), \ SO(3) \times SO(3) \) and \( SU(3) \times U(1) \). In the previous sections we considered three different forms of the Wess—Zumino term which correspond to the first three subgroups: \( SO(5), \ SO(4) \times SO(2) \) and \( SO(3) \times SO(3) \). It remains to consider the last possibility related to \( SU(3) \times U(1) \). As we will show here, in contrast to the former cases this symmetry group does not admit a manifest realization in the four-dimensional form of the Wess—Zumino term.

We start with the \( SO(6) \) covariant Wess—Zumino term (2.13) and rewrite it in the form with the explicit \( SU(3) \) symmetry. To this end, using six real scalars \( Y^3 \), we construct three complex \( SU(3) \) triplet scalars \( f^i \), \( i = 1, 2, 3 \), as

\[
Y^3 = Y^1 + iY^2, \quad f^3 = Y^3 + iY^4, \quad f^3 = Y^3 + iY^4, \quad f^3 = Y^3 + iY^4. \tag{3.28}
\]

Like \( Y^3 \), the scalars \( f^i \) take values on the five-sphere with the unit radius

\[
\omega_2 = \epsilon^{ijk} f^i d\bar{f}^j \wedge d\bar{f}^k, \quad \omega_2 = \epsilon^{ijk} \bar{f}^i d\bar{f}^j \wedge d\bar{f}^k. \tag{3.31}
\]

In terms of these forms the action (3.30) acquires the concise form

\[
S_{WZ} = -\frac{i}{48\pi^2} \int_{\mathcal{M}} (d\omega_2 \wedge \bar{\omega}_2 - \omega_2 \wedge d\bar{\omega}_2). \tag{3.32}
\]

It is easy to check that this action is real.

The equation (3.29) has the obvious corollary

\[
d\bar{f}^i + f^i d\bar{f}^i = 0. \tag{3.33}
\]

---

9 By definition, the subgroup \( H \) of a group \( G \) is called maximal if there is no other proper subgroup of \( G \) that contains \( H \). Note that this definition does not assume that the maximal subgroup is unique, unless additional conditions are imposed.
As a consequence, the differential forms (3.31) obey the important constraint
\[ \omega_2 \wedge d\omega_2 = -d\omega_2 \wedge \omega_2, \quad (3.34) \]
or
\[ d(\omega_2 \wedge \omega_2) = 0. \quad (3.35) \]
Using this relation, the action (3.32) can be cast in the form
\[ S_{WZ} = \frac{i}{24\pi^2} \int_M d\omega_2 \wedge \omega_2. \quad (3.36) \]

Let us define some complex constant triplet \( c^i \) with the non-vanishing norm, \( c^i \bar{c}^i \neq 0 \). With the help of this triplet we can construct the scalar objects
\[ y = f^i \bar{c}^i, \quad \bar{y} = \bar{f}^i c^i, \quad (3.37) \]
which obey the identities
\[ dy \wedge \omega_2 = \frac{\gamma}{3} d\omega_2, \quad d\bar{y} \wedge \omega_2 = \frac{\bar{\gamma}}{3} d\omega_2. \quad (3.38) \]
Owing to these identities, the action (3.32) admits the form
\[ S_{WZ} = \frac{i}{8\pi^2} \int_M dy \wedge \omega_2 \wedge \omega_2 = \frac{i}{8\pi^2} \int_M d\ln y \wedge \omega_2 \wedge \omega_2. \quad (3.39) \]
Equivalently, it can be rewritten in the self-conjugated form
\[ S_{WZ} = \frac{i}{16\pi^2} \int_M d\ln \frac{y}{\bar{y}} \wedge \omega_2 \wedge \omega_2. \quad (3.40) \]

The identity (3.35) allows us to apply the Stokes theorem to rewrite the action (3.40) as an integral over the boundary of \( \mathcal{M} \)
\[ S_{WZ} = \frac{i}{16\pi^2} \int_{\partial \mathcal{M}} d\ln \frac{y}{\bar{y}} \wedge \omega_2 \wedge \omega_2 = \frac{i}{16\pi^2} \int_{\partial \mathcal{M}} d\ln y \wedge \omega_2 \wedge \omega_2 + \chi_4. \quad (3.41) \]
Here, \( \chi_4 \) is an arbitrary closed 4-form, \( d\chi_4 = 0 \). For simplicity in what follows we choose this form to be vanishing, \( \chi_4 = 0 \). The boundary \( \partial \mathcal{M} \) can be identified with the four-dimensional Minkowski space.

Let us express the action (3.41) in terms of the scalars (3.28)
\[ S_{WZ} = \frac{i}{16\pi^2} \varepsilon^{mnpq} \varepsilon_{ijkl} \varepsilon^{jk} \]
\[ \times \int d^4 x \ln \frac{f}{f^c} \left( f^i \partial_m f^j \partial_n f^k \right) \left( \bar{f}^l \partial_p \bar{f}^j \partial_q \bar{f}^k \right). \quad (3.42) \]
Recall that the scalars \( f^i \) have unit norm [Eq. (3.29)]. They are expressed through the unconstraint scalars \( \phi^i \) as
\[ f^i = \phi^i / \sqrt{\phi^i \phi^j}, \quad \bar{f}^i = \bar{\phi}^i / \sqrt{\bar{\phi}^i \bar{\phi}^j}. \quad (3.43) \]
Being written through \( \phi^i \) and \( \bar{\phi}^i \), the Wess–Zumino action (3.42) reads
\[ S_{WZ} = \frac{i}{16\pi^2} \varepsilon^{mnpq} \varepsilon_{ijkl} \varepsilon^{jk} \]
\[ \times \int d^4 x \ln \frac{\phi^i \bar{\phi}^j}{\bar{\phi}^i \phi^j} \left( \phi^i \partial_m \phi^j \partial_n \phi^k \right) \left( \bar{\phi}^l \partial_p \bar{\phi}^j \partial_q \bar{\phi}^k \right). \quad (3.44) \]

It is important to note that the constants \( c^i \) break the manifest \( SU(3) \) symmetry. Nevertheless, it is possible to show that under the \( SU(3) \) transformations of the scalars the Lagrangian in (3.44) is shifted by a total space-time derivative, so that the action enjoys a non-manifest \( SU(3) \) invariance (and in fact \( SO(6) \) invariance as well, since we started from the covariant action (2.13)). This is a specific feature of the subgroup \( SU(3) \) of \( SU(4) \) as compared to the other maximal subgroups \( SO(5), SO(4) \times SO(2) \) and \( SO(3) \times SO(3) \).

3.6. The Origin of the Wess–Zumino Term

One can wonder why the case of the group \( SU(3) \times U(1) \) is so different from the cases of other maximal subgroups of \( SO(6) \) considered in this section. To answer this question, we have to recall the origin of the Wess–Zumino terms in the low-energy effective actions.

The appearance of Wess–Zumino terms in low-energy quantum effective actions is related to chiral anomalies of the global (“flavor”) symmetries [48, 50]. In a four-dimensional gauge theory, with the gauge group \( G_g \) and the global symmetry group \( G_{gl} \), the anomaly with respect to \( G_{gl} \) can be generated in a “global-gauge-gauge” or a “global-global-global” triangle diagram. In the former case, the global symmetry is broken at the quantum level: The Noether current of \( G_{gl} \) is not conserved and the quantum effective action has a non-zero variation under \( G_{gl} \). However, if only the “global-global-global” diagram is anomalous, \( G_{gl} \) is not broken at the quantum level: The \( G_{gl} \) current is conserved and the effective action is invariant. Yet, the anomaly manifests itself in the presence of the Wess–Zumino term in the quantum effective action, and the necessity of such a term can be understood on the basis of the ’t Hooft anomaly-matching condition [51, 52].

It is pertinent to recall what the ’t Hooft anomaly-matching argument is. Consider a model which
involves chiral fermions interacting with the gauge
fields corresponding to a gauge symmetry $G_g$ sponta-
neously broken down to $H_g \subseteq G_g$ by means of the
Higgs mechanism. Assume that there is a quantum
anomaly of this gauge symmetry. If we integrate out, in
the functional integral, some number of fields (includ-
ing chiral fermions) which have become massive due
to the Higgs mechanism, we obtain an effective theory
for the remaining light fields. One may think that the
contribution to the anomaly in the effective theory
changes due to a fewer number of the remaining chiral
fermions. However, the anomaly is known to be exact
and so should have the same strength in the effective
theory, when part of chiral fields has been integrated
out. It cannot depend on any scalar field vacuum val-
ues which trigger spontaneous breaking of gauge sym-
metry and/or masses of the heavy fields and so must
preserve its form in any branch of the theory. Respec-
tively, the missing contribution to the anomaly in the
effective theory is accounted for just by the Wess–
Zumino terms for Goldstone bosons which appear in
the process of spontaneous gauge symmetry breaking,
and this is the essence of the ‘t Hooft anomaly-matching
condition. If the chiral fermions belong to the
adjoint representation of the anomalous gauge group,
like the gauge fields, the coefficients in front of the
directly calculated anomalies in the original and effec-
tive theories are $\dim G$ and $\dim H$, respectively (up
to the same overall numerical coefficient). Then the
coefficient in the Wess–Zumino term should be pro-
portional to $(\dim G_g - \dim H_g)$. This coefficient coin-
cides with the number of chiral fermions which acquired mass due to the Higgs mechanism and do not
show up in the effective theory. The $G_g$ variation of
such a Wess–Zumino term makes the precisely same
contribution to the anomalous current as the missed
fermions [48, 53].

To summarize, the quantum effective action of the
light fields in the theories with the heavy fields inte-
grated out should necessarily involve the Wess–
Zumino term with a fixed coefficient, and it can be
directly found by the explicit quantum calculations
(see, e.g., [19]). The real virtue of the ‘t Hooft anoma-
y-matching argument is that in fact there is no need
to make such calculations in order to uncover this Wess–
Zumino term.

It is important to realize that the ‘t Hooft anomaly-
matching argument can be also successfully applied to
find the Wess–Zumino term in the effective theory,
when the global symmetries are anomalous, rather
than the local gauge symmetry. Indeed, if we have
some global symmetry with the group $G_{gl}$ we can for-
mally make it local by introducing external gauge
fields which couple to the corresponding Noether cur-
rents. Then, if $G_{gl}$ is potentially anomalous, i.e. there
are chiral fermions in the theory, after the gauging just
mentioned there will explicitly appear the anomaly
proportional to the number of these chiral fermions. If
$G_{gl}$ is spontaneously broken, the above arguments are
applicable and we find out the Wess–Zumino term in
the effective theory, such that it remains non-van-
ishing even after switching off the background gauge
field and coming back to the original case with $G_{gl}$
acting as the global symmetry. Thus it should be
present in the effective action of the corresponding
light fields prior to any gauging. The coefficient in
front of such Wess–Zumino term should be propor-
tional to the number of chiral fermions which are
missing in the effective theory.

This is precisely what happens in $\mathcal{N} = 4$ SYM the-
ory which has the global $SU(4)$ R-symmetry with
anomalous “global-global-global” diagram [54]. With
respect to this R-symmetry, $\mathcal{N} = 4$ SYM is a chiral
theory, because the left and right gauginos $\psi_{\alpha I}$ and $\psi_{\alpha I}$
belong to the representations 4 and 4 which are not
equivalent to each other.10 When the gauge group $G_g$
is spontaneously broken down to a subgroup $H_g$, and the
$(\dim G_g - \dim H_g)$ massive gauginos are integrated
out, the Wess–Zumino term [19] appears in the effec-
tive action, with the coefficient proportional to
$(\dim G_g - \dim H_g)$, so that the ‘t Hooft anomaly
matching condition is satisfied [20, 52]. Since the scalar
fields which receive the vacuum expectation values
are in the adjoint of $G_g$, the unbroken group $H_g$ neces-
sarily includes an $U(1)$ subgroup, and, as a result, the
theory “sits” on the Coulomb branch.

At this point it is important to note that, though the
$\mathcal{N} = 4$ SYM theory in flat Minkowski space is finite
and free of anomalies, this ceases to be true when it
couples to $\mathcal{N} = 4$ conformal supergravity [55, 56]. In
the latter case there is one-loop quantum anomaly of
the local superconformal symmetry $PSU(2,2|4)$ which
contains $SU(4)_R$ as a subgroup. The $\mathcal{N} = 4$
conformal supergravity multiplet involves vector fields
which couple to the $SU(4)_R$ Noether currents of
$\mathcal{N} = 4$ SYM theory. These vector fields give the origin
of the Wess–Zumino term in the $\mathcal{N} = 4$ SYM effective
action, according to the ‘t Hooft anomaly-matching
argument. The Wess–Zumino term survives upon
switching off the supergravity fields and plays an
important role in securing the rigid $\mathcal{N} = 4$ supersym-
metry (and conformal supersymmetry) of the $\mathcal{N} = 4$
SYM effective action in the flat Minkowski space.

As we have shown in this section, in order to write
the Wess–Zumino term (2.13) as a four-dimensional
integral one is forced to sacrifice part of the manifest
$SO(6)$ R-symmetry. The ‘t Hooft anomaly-matching

---

10This has to be contrasted with the gauge group, with respect to
which both gauginos belong to the same adjoint representation
and so cannot produce any anomaly.
argument [51, 52] tells us that all anomalous R-symmetry generators must transform the four-dimensional Wess–Zumino term into a total divergence, and therefore anomalous R-symmetry subgroups cannot be made manifest. On the other hand, with respect to the non-anomalous subgroups of \( SO(6) \) (for which left and right fermions are transformed by the same representation) the density of the Wess–Zumino term should reveal a manifest invariance.

Recall that the spinor fields of the \( \mathcal{N} = 4 \) SYM supermultiplet carry the representation \( 4 + \bar{4} \) of \( SU(4) \). This representation splits into the following representations of the four maximal subgroups of \( SO(6) = SU(4) \) (we write this splitting only for the 4 part):

\[
\begin{align*}
SU(3) \times U(1), \quad 4 &= 3_{+1} + 1_{-3} \\
SO(5) = USp(4), \quad 4 &= 4 \\
SO(4) \times SO(2) = SU(2) \times SU(2) \times U(1), \quad 4 &= (2, 1)_{+1} + (1, 2)_{-1} \\
SO(3) \times SO(3) = SU(2) \times SU(2), \quad 4 &= (2, 2).
\end{align*}
\]  

(3.45)

The first subgroup is anomalous, whereas the other three are non-anomalous. The anomaly is absent for the \( USp(4) \) and \( SU(2) \times SU(2) \) subgroups because the multiplets of \( USp(4) \) and of \( SU(2) \) are equivalent to the conjugated ones. The potential \( U(l) \) anomaly for the \( SU(2) \times SU(2) \times U(1) \) subgroup cancels due to the symmetric \( U(l) \) charge assignments of \( 4 = (2, 1)_{+1} + (1, 2)_{-1} \). Thus only symmetries under these non-anomalous subgroups can be made manifest in the four-dimensional representation of the Wess–Zumino term. The \( SU(3) \) group, being anomalous, cannot be made manifest. This is exactly what we see in the action (3.44), which involves the constant triplet \( c^i \) which explicitly breaks the manifest \( SU(3) \) symmetry.

In the next sections we will show that the Wess–Zumino terms with \( SO(5) \) and \( SO(3) \times SO(3) \) manifest symmetry naturally appear from formulations of the \( \mathcal{N} = 4 \) SYM effective action in the \( \mathcal{N} = 4 \) harmonic superspaces with \( USp(4) \) and \( SU(2) \times SU(2) \) harmonic variables. The \( SO(4) \times SO(2) \) form of the Wess–Zumino term is inherent to the \( \mathcal{N} = 2 \) harmonic superspace formulation of \( \mathcal{N} = 4 \) SYM theory. The Wess–Zumino term in the form (3.44) originates from the \( \mathcal{N} = 3 \) SYM low-energy effective action in the \( \mathcal{N} = 3 \) harmonic superspace. It is worth pointing out in advance that all these Wess–Zumino terms are generated by the superfield expressions for \( \mathcal{N} = 4 \) SYM effective action which are almost uniquely, up to an overall constant, determined by the requirements of \( \mathcal{N} = 4 \) supersymmetry and/or superconformal \( PSU(2, 2|4) \) symmetry, without any need in the explicit perturbative calculations. The overall coefficient is further fixed by the purely topological reasoning, since it multiplies the component Wess–Zumino term.

4. LOW-ENERGY EFFECTIVE ACTION
IN \( \mathcal{N} = 2 \) HARMONIC SUPERSPACE

In this section we construct the low-energy effective action in \( \mathcal{N} = 4 \) SYM theory in terms of superfields given on the \( \mathcal{N} = 2 \) harmonic superspace. The exposition in this section is essentially based on the results of the paper [21]. To make the consideration more pedagogical we start with a brief review of the basic concepts of the \( \mathcal{N} = 2 \) harmonic superspace which was originally introduced in [23]. The detailed description of the principles of the harmonic superspace is given in the book [45].

4.1. Brief Review of \( \mathcal{N} = 2 \) Harmonic Superspace

The \( \mathcal{N} \)-extended Minkowski superspace is parametrized by the coordinates

\[
z^\mathcal{M} = (x^m, \theta_\alpha^i, \overline{\theta}^i),
\]

(4.1)

where \( x^m, m = 0, 1, 2, 3, \) are the Minkowski space coordinates, while \( \theta^i_\alpha \) and their conjugate \( \overline{\theta}^i_\alpha \), \( i = 1, 2, ..., \mathcal{N}, \ \alpha, \overline{\alpha} = 1, 2, \) are the anticommuting Grassmann coordinates. In this superspace, \( \mathcal{N} \)-extended Poincaré supersymmetry is realized by the following infinitesimal coordinate transformations

\[
\begin{align*}
\delta \theta^i_\alpha &= \epsilon^i_\alpha, \\
\delta \overline{\theta}^i_\alpha &= \epsilon^i_\alpha, \\
\delta x^m &= i(\epsilon^i \sigma^m \overline{\theta}^i - \overline{\theta}^i \sigma^m \epsilon^i).
\end{align*}
\]

(4.2)

The generators of these transformations as differential operators on the superspace can be chosen in the form

\[
\begin{align*}
Q'_{\alpha} &= i \frac{\partial}{\partial \theta^i_\alpha} + \overline{\theta}^i_\alpha \sigma^m_{\alpha \alpha} \partial_m, \\
\overline{Q}'_{\alpha} &= -i \frac{\partial}{\partial \overline{\theta}^i_\alpha} - \theta^i_\alpha \sigma^m_{\alpha \alpha} \partial_m, \\
\{Q'_{\alpha}, Q'_{\beta}\} &= \{\overline{Q}'_{\alpha}, \overline{Q}'_{\beta}\} = 0, \\
\{Q'_{\alpha}, \overline{Q}'_{\beta}\} &= -2i \delta^i_j \sigma^m_{\alpha \alpha} \partial_m.
\end{align*}
\]

(4.3)
The corresponding covariant spinor derivatives which anticommute with the supercharges are defined as
\[
D'_\alpha = \frac{\partial}{\partial \theta^i} + i \bar{\theta}^a \sigma_{aa}^m \partial_m,
\]
\[
\bar{D}_{\dot{a}} = - \frac{\partial}{\partial \bar{\theta}^{\dot{a}}} - i \bar{\theta}^a \sigma_{aa}^m \partial_m,
\]
\[
\{D'_\alpha, D'_{\dot{b}}\} = \{\bar{D}_{\dot{a}}, D'_{\dot{b}}\} = 0,
\]
\[
\{D'_\alpha, \bar{D}_{\dot{a}}\} = -2i \delta^a_b \sigma_{aa}^m \partial_m.
\] (4.4)

The above formulas are valid for any \( \mathcal{N} \). In the rest of this section we will consider the particular case \( \mathcal{N} = 2 \), with the indices \( i, j = 1, 2 \) corresponding to the automorphism \( SU(2) \) group.

By definition, the harmonic superspace, besides the familiar coordinates (4.1), contains additional bosonic coordinates \( u_i^\pm \) which parametrize the \( SU(2) \) group manifold. These extra bosonic coordinates (harmonics) can be viewed as the unitary matrices which obey the following defining property
\[
u^+ u_j^- - u^- u_j^+ = \delta^j_i.
\] (4.6)
The rule of complex conjugation for them is
\[
\bar{u}_i^\pm = u_i^\mp.
\] (4.7)
The harmonics carry the indices \( \pm \) which denote their \( U(1) \) charges. We allow the superfields to be functions on the \( SU(2) \) group manifold. In what follows we will consider only those superfields which are represented by the harmonic series with the definite \( U(1) \) charges
\[
\Phi^{(q)}(\tau, u) = \sum_{m=0}^{\infty} \Phi^{(\{i_1, \ldots, i_{2m+q}; j_1, \ldots, j_q\})}(\tau) u_{i_1}^+ \ldots u_{i_{2m+q}}^+ u_{j_1}^- \ldots u_{j_q}^-.
\] (4.8)
The coefficients of this harmonic expansion, \( \Phi^{(\{i_1, \ldots, i_{2m+q}; j_1, \ldots, j_q\})}(\tau) \), are the conventional \( \mathcal{N} = 2 \) superfields which carry the external \( SU(2) \) spin \( s \), such that \( 2s = [2n + q] \). This means that the superfields \( \Phi^{(q)}(\tau, u) \) are functions on the two-sphere \( S^2 = SU(2)/U(1) \) rather than on the full \( SU(2) \). The series (4.8) is nothing else than the expansion over spherical harmonics on \( S^2 \).

One can define three independent covariant derivatives,
\[
\partial^+ = u^+ \frac{\partial}{\partial u^+}, \quad \partial^- = u^- \frac{\partial}{\partial u^-}, \quad \partial^0 = u^+ \frac{\partial}{\partial u^+} - u^- \frac{\partial}{\partial u^-},
\] (4.9)
which obey the commutation relations of the Lie algebra \( su(2) \)
\[
[\partial^+, \partial^-] = \partial^0, \quad [\partial^0, \partial^+] = 2 \partial^+, \quad [\partial^0, \partial^-] = -2 \partial^-.
\] (4.10)
It is easy to see that the derivative \( \partial^0 \) counts the \( U(1) \) charge of superfields
\[
\partial^0 \Phi^{(q)} = q \Phi^{(q)}.
\] (4.11)
Using the harmonic variables, we can define the \( U(1) \) projections of the Grassmann variables and covariant spinor derivatives
\[
\hat{\theta}_i^\pm = u_i^\pm \hat{\theta}_i^\mp, \quad \hat{\bar{\theta}}_{\dot{a}}^\pm = u_{\dot{a}}^\pm \hat{\bar{\theta}}_{\dot{a}}^\mp.
\] (4.12)

Projecting the anticommutation relations (4.5) for \( \mathcal{N} = 2 \) on the harmonics, we observe that the derivatives \( D^+_\alpha \) and \( \bar{D}^\dot{a} \) form the mutually anticommuting set
\[
\{D^+_\alpha, D^+_{\dot{b}}\} = \{\bar{D}^\dot{a}, \bar{D}^\dot{b}\} = \{D^+_\alpha, \bar{D}^\dot{b}\} = 0,
\] (4.13)
while the non-trivial anticommutators are
\[
\{D^+_\alpha, \bar{D}^\dot{a}\} = -\{D^+_{\dot{a}}, \bar{D}^\dot{b}\} = 2i \sigma_{aa}^m \partial_m.
\] (4.14)
These anticommutation relations are completely equivalent to the \( \mathcal{N} = 2 \) case of the algebra (4.5).

The rules of (complex) conjugation in the harmonic superspace deserve some comments. First of all, it should be noted that the standard complex conjugation in the harmonic superspace is not compatible with the Grassmann variables (4.12) as
\[
\bar{\Phi}^{(q)}(\tau, u) = \Phi^{(-q)}(\tau, u).
\] (4.15)

Thus it seems impossible to define a real superfield in the harmonic superspace, unless \( q \neq 0 \). It turns out, however, that in the harmonic superspace there exists a generalized conjugation \( \bar{\bar{\cdot}} \) which does not change the harmonic \( U(1) \) charge and allows to define the appropriate reality conditions. By definition [23], its action on the harmonic-independent superfields coincides with the conventional complex conjugation
\[
\bar{\Phi}^{(q)}(\tau, u) = \Phi^{(-q)}(\tau, u).
\] (4.16)
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(the same is true for the \( \sim \) conjugation of the harmonic variables and the harmonic projections of the Grassmann coordinates). Hence, for the superfields with the even \( U(1) \) charge \( q = 2n \) it becomes possible to impose the reality condition
\[
\Phi^{(2n)}(z, u) = \Phi^{(2n)}(z, u).
\] (4.21)

The basic advantage of dealing with the \( \mathcal{N} = 2 \) superspace extended by the harmonic variables is that it contains invariant subspaces with the fewer number of Grassmann coordinates, which are different from the standard chiral subspaces and are closed under the generalized \( \sim \)-conjugation. One of such subspaces, which is usually referred to as the analytic subspace, is spanned by the coordinates
\[
\zeta_A = (x^m_A, \theta^\alpha_A, \bar{\theta}^\alpha_A, u^+_i, u^-_i). 
\] (4.22)
\[
x^m_A = x^m - 2i\sigma^m \epsilon^i \theta^+_i u^-_i + u^+_i u^-_i,
\]
Indeed, \( x^m_A \) are real under the \( \sim \)-conjugation, \( \bar{x}^m_A = x^m_A \), and the set of Grassmann variables \( (\theta^\alpha_A, \bar{\theta}^\alpha_A) \) is also closed under this conjugation, as follows from (4.19). The \( \mathcal{N} = 2 \) supersymmetry is realized on the coordinates (4.22) by the transformations
\[
\delta x^m_A = -2i(\epsilon \sigma^m \bar{\theta}^\alpha + \theta^+ \sigma^m \epsilon^i \mu^-_i), \quad \delta \theta^+_\alpha = u^-_i \epsilon^i, \quad \delta \bar{\theta}^-_\alpha = u^+_i \bar{\epsilon}^i, \quad \delta u^+_i = u^-_i \bar{u}^+_i = 0,
\] (4.23)
which leave the set (4.22) intact. The covariant spinor derivatives (4.13) in the analytic basis \( (\zeta_A, \theta^\alpha_A, \bar{\theta}^\alpha_A) \) have the following form
\[
D^+_\alpha = \frac{\partial}{\partial \theta^\alpha}, \quad D^\alpha = -\frac{\partial}{\partial \bar{\theta}^\alpha}, \quad D^-_\alpha = -\frac{\partial}{\partial \theta^\alpha} + \frac{2i}{\partial x^m} \sigma^m \partial \frac{\partial}{\partial x^m}, \quad \bar{D}^-_\alpha = -\frac{\partial}{\partial \bar{\theta}^\alpha} - 2i \theta^\alpha \sigma^m \partial \frac{\partial}{\partial x^m}.
\] (4.24, 4.25)

A superfield \( \Phi_A \) is said to be analytic if it is annihilated by the covariant spinor derivatives \( D^+_\alpha \) and \( \bar{D}^-_\alpha \),
\[
D^+_\alpha \Phi_A = \bar{D}^-_\alpha \Phi_A = 0.
\] (4.26)

Since these derivatives are short in the analytic coordinates, see (4.24), the analyticity constraints (4.26) are just the Grassmann Cauchy–Riemann conditions [57] which imply that the superfield \( \Phi_A \) is independent of \( \theta^\alpha_A \) and \( \bar{\theta}^\alpha_A \) in the analytic basis:
\[
\Phi_A = \Phi_A(x^m_A, \theta^\alpha_A, \bar{\theta}^\alpha_A, u^+_i).
\] (4.27)

For completeness, in this subsection we also give the analytic basis form of the harmonic derivatives (4.9):
\[
D^+_\alpha = \partial^+_\alpha - 2i \theta^\alpha \sigma^m \bar{\theta}^\alpha \frac{\partial}{\partial x^m}, \quad D^-_\alpha = \partial^-_\alpha - 2i \bar{\theta}^\alpha \sigma^m \theta^\alpha \frac{\partial}{\partial x^m}, \quad D^0 = \partial^0 + \theta^\alpha \frac{\partial}{\partial \theta^\alpha} - \bar{\theta}^\alpha \frac{\partial}{\partial \bar{\theta}^\alpha}.
\] (4.28a, 4.28b, 4.28c)

The commutation relations between these derivatives form of course the same algebra as (4.10):
\[
[D^+_\alpha, D^-_\beta] = D^0, \quad [D^0, D^+_\alpha] = 2D^+_\alpha, \quad [D^0, D^-_\alpha] = -2D^-_\alpha.
\] (4.29)

4.2. Classical Action of \( \mathcal{N} = 4 \) SYM in \( \mathcal{N} = 2 \) Harmonic Superspace

The \( \mathcal{N} = 4 \) vector multiplet consists of the hypermultiplet (\( \mathcal{N} = 2 \) matter multiplet) and the \( \mathcal{N} = 2 \) vector multiplet. In this section we give an overview of these multiplets in the \( \mathcal{N} = 2 \) harmonic superspace and then present the \( \mathcal{N} = 4 \) SYM classical action in terms of these superfields.

4.2.1. q-Hypermultiplet. The Fayet–Sohnius hypermultiplet [58] in harmonic superspace is described by a charged superfield \( q^+ \) and its conjugate \( \bar{q}^+ \) subject to the analyticity constraints
\[
D^+_\alpha q^+ = \bar{D}^-_\alpha q^+ = 0.
\] (4.30)

Their free classical action reads [23]
\[
S^\text{free}_q = -\int \bar{d} \zeta^4 \bar{d} q^+ D^+ q^+.
\] (4.31)

Here \( D^+ \) is the harmonic derivative in the analytic basis given by (4.28a) and the integration measure on the analytic superspace is defined in such a way that the following properties hold
\[
\int d\zeta^4 (\zeta^+ (\bar{\zeta}^+) \zeta^0 (\bar{\zeta}^0)) f(x) = \int d^4 x f(x), \quad \int d\zeta^4 = 1, \quad \int d\zeta^4 u^+_{i_1} \ldots u^+_{i_k} \bar{u}^-_{j_1} \ldots \bar{u}^-_{j_l} = 0 \quad (m + n > 0).
\] (4.32a, 4.32b)

Note that the analytic measure \( d\zeta^4 \) is charged, so any Lagrangian given on the analytic superspace should carry the harmonic \( U(1) \) charge +4. The rule of integration over the harmonic variables (4.32b) implies
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that the integral of any monomial of harmonics in a non-singlet irreducible representation of $SU(2)$ vanishes.

The classical action (4.31) yields the equation of motion for the superfield $q^+$

$$D^{+} q^+ = 0. \tag{4.33}$$

It is possible to show that in the central basis with coordinates $(z^u, u)$ this equation has the simple solution

$$q^+(z,u) = u^+_i q_i(z), \tag{4.34}$$

that is $q^+$ is linear in harmonics. The analyticity constraints (4.30) acquire the form of the following constraints on $q^+(z)$ [58]

$$D^{(i)}_a q^+ = 0, \quad D^{(d)}_{a+} q^+ = 0. \tag{4.35}$$

It is known that these constraints eliminate all auxiliary fields in $q^+$ and put the physical scalar and spinor fields on the mass shell.

In some cases it is convenient to combine the superfield $q^+$ and its conjugate $\bar{q}^+$ into a doublet $q^+_a$

$$q^+_a = (q^+, -\bar{q}^+), \quad q^-_a = q^+_a = \begin{pmatrix} q^+ \\ \bar{q}^+ \end{pmatrix}. \tag{4.36}$$

In terms of these superfields the classical action (33) reads

$$S_q^{\text{free}} = \frac{1}{2} \int d\zeta^4 du q^+_a D^{+a} q^+_a. \tag{4.37}$$

This action is manifestly invariant under the so-called Pauli–Gürsey $SU(2)$ symmetry which transforms $q^+_a$ as a doublet.

### 4.2.2. $N = 2$ SYM theory in harmonic superspace.

Let us consider now the vector gauge multiplet in the $N = 2$ superspace. The geometric approach to the gauge theory in the $N = 2$ superspace is based on extending the $N = 2$ superspace derivatives $D_M = (\partial_m, D^{\alpha}_a, D^{\dot{\alpha}}_{\dot{a}})$ by the gauge superfield connections

$$D_M \rightarrow \overline{D}_M = D_M + i A_M, \tag{4.38}$$

and imposing the following constraints [59]

$$\{ \overline{D}^i_a, \overline{D}^j_b \} = -2i e^i e^j \delta_{ab} \overline{W}, \tag{4.39a}$$

$$\{ \overline{D}^{a\dot{a}}, \overline{D}^{\dot{b}a} \} = -2i e_{\dot{a}} e_{\dot{b}} \delta^{ab} W, \tag{4.39b}$$

$$\{ \overline{D}^i_a, \overline{D}^j_{\dot{a}} \} = -2i \delta^i_j \overline{D}^{\dot{a}a}. \tag{4.39c}$$

Here $W$ and $\overline{W}$ are the superfield strengths which obey the Bianchi identities

$$\overline{D}_a W = 0, \quad \overline{D}^i_a \overline{W} = 0, \quad \overline{D}^{a\dot{a}} D^i_a W = \overline{D}^i_a \overline{D}^{a\dot{a}} \overline{W}. \tag{4.40}$$

The equations (4.40a) show that the superfield $W$ is chiral and $\overline{W}$ is antichiral. Therefore, the $N = 2$ SYM action is given as an integral over the chiral or antichiral subspaces of the $N = 2$ superspace

$$S_{\text{SYM}}^{N=2} = \frac{1}{4} \int d^4 x d^4 \theta W^2 = \frac{1}{4} \int d^4 x d^4 \overline{\theta} \overline{W}^2. \tag{4.41}$$

Here we assume that the integrals over the Grassmann coordinates are normalized so that the following properties are valid

$$\int d^4 \theta \theta^4 = 1, \quad \int d^4 \overline{\theta} \overline{\theta}^4 = 1, \tag{4.42}$$

where

$$\theta^4 = (\theta^+)^2 (\theta^-)^2, \quad \overline{\theta}^4 = (\overline{\theta}^+)^2 (\overline{\theta}^-)^2. \tag{4.43}$$

The gauge connections introduced in (4.38) and their superfield strengths appearing in (4.39a) and (4.39b) are defined up to the gauge transformations

$$A'_M = -ie^{i\tau} \{ \overline{D}_M e^{-i\tau} \}, \quad W' = e^{i\tau} W e^{-i\tau}, \quad \overline{W}' = e^{i\tau} \overline{W} e^{-i\tau}, \tag{4.44}$$

where $\tau = \tau(z)$ is a real $N = 2$ superfield gauge parameter. The action (4.41) is obviously invariant under these transformations. The $N = 2$ gauge theory introduced through the gauge connections defined in the standard $N = 2$ superspace as above is usually referred to as the $\tau$-frame gauge theory.

The $N = 2$ SYM Lagrangian (4.41) is expressed in the terms of the constrained chiral (antichiral) superfield strengths $W$ or $\overline{W}$. For many applications it is necessary to have an expression for the Lagrangian in terms of unconstrained gauge prepotentials of these superfield strengths. The harmonic superspace approach naturally provides such a formulation, as is explained below.

The algebra of covariant spinor derivatives (4.39) entails the corollaries

$$\{ \overline{D}^+_a, \overline{D}^+_d \} = \{ \overline{D}^+_a, \overline{D}^+_d \} = \{ \overline{D}^+_a, \overline{D}^+_d \} = 0, \tag{4.45}$$

where

$$\overline{D}^+_a = u^+_i \overline{D}^i_a, \quad \overline{D}^+_a = u^+_i \overline{D}^i_a. \tag{4.46}$$

The relations (4.45) are just the integrability conditions for the existence of the covariantly analytic superfields:

$$\overline{D}^+_a \Phi(z,u) = 0, \quad \overline{D}^+_a \Phi(z,u) = 0. \tag{4.47}$$

The solution to these constraints can be found with the help of the so-called bridge superfield $b = b(z,u)$. The integrability conditions (4.45) imply the following
representation for the + projections of the gauge-
covariant spinor derivatives
\[
\mathcal{D}_A^+ = e^{-ib} D_A^+ e^{ib}, \quad \overline{\mathcal{D}}_A^+ = e^{-ib} \overline{D}_A^+ e^{ib}.
\] (4.48)

Without loss of generality the bridge superfield can be
chosen real, \( b(\zeta,u) = b(\zeta,u) \). As follows from (55), this
superfield is defined modulo gauge transformations,
\[
e^{ib} = e^{i\lambda} e^{-ib} e^{-i\lambda},
\] (4.49)
where \( \tau = \tau(\zeta) \) is an arbitrary real harmonic-indepen-
dent superfield parameter (it coincides with that
appearing in (4.44)), while \( \lambda = \lambda(\zeta,u) \) is an
arbitrary real analytic superfield, \( \lambda = \lambda, D_A^+ \lambda = \overline{D}_A^+ \lambda = 0 \). Now,
the general solution to (4.47) in the analytic basis is given by
\[
\Phi(\zeta,u) = e^{-ib} \Phi_A(\zeta,u),
\] (4.50)
where \( \Phi_A(\zeta,u) \) is the analytic superfield (4.26). Thus,
with the help of the bridge superfield we can bring all
the differential operators and the superfields into the
so-called \( \lambda \)-frame, which, being combined with the
choice of the analytic coordinate basis, yields what is
called “\( \lambda \)-representation”. In the \( \lambda \)-representation,
the covariantly analytic superfields become manifestly
analytic and the covariant spinor derivatives \( D_A^+ \) and \( \overline{D}_A^+ \)
acquire the “short” form without gauge connections. At
the same time, the harmonic derivatives (4.28a) and
(4.29b) acquire non-trivial gauge connections
\[
\begin{align*}
\mathcal{D}^{++} &= D^{++} + iV^{++} = e^{ib} D^{++} e^{-ib}, \\
\mathcal{D}^{--} &= D^{--} + iV^{--} = e^{ib} D^{--} e^{-ib}.
\end{align*}
\] (4.51)
Since the bridge superfield is real with respect to the
\( \sim \) conjugation, these new gauge connections are also real
\[
\begin{align*}
V^{++} &= V^{++}, \\
V^{--} &= V^{--}.
\end{align*}
\] (4.52)
Moreover, the superfield \( V^{++} \) is analytic
\[
D_A^{++} V^{++} = \overline{D}_A^{++} V^{++} = 0
\] (4.53)
as a consequence of the commutation relations
\[
[D_A^{++}, \mathcal{D}^{++}] = [\mathcal{D}^{++}, D_A^{++}] = 0.
\]

It is important to point out that the superfields \( V^{++} \)
and \( V^{--} \) introduced in (4.51) are not independent.
They are related to each other by the “harmonic flat-
ness condition”
\[
D^{++} V^{--} - D^{--} V^{++} + i[V^{++}, V^{--}] = 0,
\] (4.54)
which is a corollary of one of the commutation relations
of the algebra (4.29) rewritten in the \( \lambda \)-frame,
\( [\mathcal{D}^{++}, \mathcal{D}^{--}] = D^0 \). It was demonstrated in [60, 61] that
the equation (4.54) can be uniquely solved for \( V^{--} \) in
terms of \( V^{++} \) as the series
\[
V^{--}(\zeta,u) = \sum_{n=0}^{\infty} \int du_1 \ldots du_n (-i)^n V^{++}(\zeta,u_1) \ldots V^{++}(\zeta,u_n)
\] (4.55)
This expression involves the harmonic distributions
introduced in [40] and described in detail in [45].

The superfields \( V^{++} \) and \( V^{--} \) are defined by (4.51)
up to the gauge transformations
\[
V^{\pm\mp} = -ie^{i\lambda} D^{\pm\pm} e^{-i\lambda} + e^{i\lambda} V^{\mp\pm} e^{-i\lambda},
\] (4.56)
which follow from (4.49). Since the superfield \( V^{++} \) is
analytic and otherwise unconstrained, while \( V^{--} \)
is expressed through \( V^{++} \), just \( V^{++} \) is the fundamental
gauge prepotential of SYM theory. The superfield
strengths \( W, \overline{W} \) and the classical action (4.41)
can be expressed through this prepotential.

Since the covariant spinor derivatives in the
\( \tau \)-frame (4.46) are linear in harmonics, the following
simple commutation relations hold in this frame
\[
\begin{align*}
[D^{-}, \mathcal{D}_A^{+}] &= \mathcal{D}_A^{-}, \\
[D^{-}, \overline{D}_A^{+}] &= \overline{D}_A^{-}.
\end{align*}
\] (4.57)
Let us rewrite these commutators in the \( \lambda \)-frame using
the rules (4.48) and (4.51),
\[
\{(D^{-}), (\mathcal{D}_A^{+})\}_\lambda = (\mathcal{D}_A^{-})_\lambda, \\
\{(D^{-}), (\mathcal{D}_A^{-})\}_\lambda = (\mathcal{D}_A^{+})_\lambda.
\] (4.58)
and take into account the fact that in the \( \lambda \)-frame
the covariant spinor derivatives \( D_A^{+} \) and \( \overline{D}_A^{-} \) are short,
\( (D_A^{+})_\lambda = D_A^{+} \) and \( (\overline{D}_A^{-})_\lambda = \overline{D}_A^{+} \). Then, the commutation
relations (4.58) amount to the following expressions
for the spinor connections
\[
(V^+_A)_\lambda = -D_A^{++} V^{--}, \quad (V^-_A)_\lambda = -\overline{D}_A^{-} V^{++}.
\] (4.59)
Contracting the anticommutators (4.39a) and
(4.39b) with the harmonics \( u^+_i, u^-_j \), we find the expres-
sions for the superfield strengths,
\[
W = -i \frac{4}{D_A^{++}}, \quad \overline{W} = -i \frac{4}{\overline{D}_A^{-} D_A^{++}}.
\] (4.60)
Using the expressions (4.59), we represent these
superfield strengths in terms of the non-analytic har-
monic gauge connection \( V^{--} \)
\[
W_\lambda = -\frac{1}{4} D_A^{++} D_A^{-} V^{--}, \quad \overline{W}_\lambda = -\frac{1}{4} D_A^{-} D_A^{++} V^{--}.
\] (4.61)
Owing to (4.55), the superfield strengths are functions
of the analytic gauge prepotential \( V^{++} \). This makes it
to possible to express the \( \mathcal{N} = 2 \) SYM classical action (4.41)
via \( V^{++} \) [61]
The derivation of this action from (4.41) requires some algebra, the details of which can be found, e.g., in [45]. As was demonstrated in [62], the $N = 2$ SYM classical action in the form (4.62) is most suitable for quantization and studying quantum aspects of $N = 2$ gauge theories in superspace.

Using the unconstrained analytic prepotential $V^{++}$, it is rather trivial to promote the free hypermultiplet $q^{+}$ action (4.31) to the gauge invariant one; this is accomplished just through the replacement $D^{++} \rightarrow \mathcal{D}^{++}$:

$$S_q = \frac{1}{2} \sum_{n=2}^{\infty} (-i)^n \left( \frac{1}{n} \right) \int d^{12}z \, du_1 \ldots du_n \, \frac{V^{++}(z, u_1) \ldots V^{++}(z, u_n)}{(u_1^+ u_2^-) \ldots (u_n^+ u_1^-)}. \quad (4.62)$$

Here we assume that the $q$-hypermultiplet transforms in some representation of the gauge group

$$q^+ = e^{-\frac{i}{2} \theta} q^+, \quad \bar{q}^+ = \bar{q} e^{-\frac{i}{2} \theta}, \quad (4.64)$$

and $V^{++}$ takes values in the matrix algebra of the generators of this representation. The classical action is invariant under the gauge transformations (4.64) supplemented by the corresponding variation (4.56) of the gauge superfield $V^{++}$.

If the $q$-hypermultiplet transforms in the adjoint representation of the gauge group, the action (4.63) possesses the Pauli–Gürsey $SU(2)$ symmetry. Using the notations (4.36), it can be rewritten as

$$S_q = \frac{1}{2} \int d^4 \alpha \, \bar{q}^{a} \bar{q}^{a} \mathcal{D}^{++} q^{a}, \quad (4.65)$$

where the covariant harmonic derivative acts on the hypermultiplet according to the rule

$$\mathcal{D}^{++} q^{a} = D^{++} q^{a} + i [V^{++}, q^{a}]. \quad (4.66)$$

### 4.2.3. $N = 4$ SYM classical action.

In the $N = 2$ harmonic superspace, the $N = 4$ vector gauge multiplet is represented by the $N = 2$ gauge multiplet $V^{++}$ and the hypermultiplet $q^{+}$. Both these multiplets should belong to the same adjoint representation of the gauge group. The $N = 4$ SYM action is given by the sum of the actions (4.62) and (4.65) for these multiplets,

$$S_{N=4} = S_{N=2} + S_q, \quad (4.67a)$$

The total action is invariant under the following hidden $N = 2$ supersymmetry transformations

$$\delta V^{++} = \left( \epsilon^{a} \theta_{a}^{+} + \tilde{\epsilon}_{a} \theta^{a} \right) q^{+}_{a}, \quad (4.68a)$$

$$\delta q^{+}_{a} = -\frac{1}{32} (D^{+})^2 (\bar{D}^+) \left( \epsilon^{a} \theta_{a}^{+} + \tilde{\epsilon}_{a} \theta^{a} \right) W^{-} \quad (4.68b)$$

$$\delta W_{\lambda} = \frac{1}{8} \left[ (D^{+})^2 \bar{W}_{\lambda} - (\bar{D}^+) \left( \epsilon^{a} \theta_{a}^{+} + \tilde{\epsilon}_{a} \theta^{a} \right) W_{\lambda} \right]$$

$$-\frac{1}{8} \left( \epsilon^{a} \theta_{a}^{+} + \tilde{\epsilon}_{a} \theta^{a} \right) (D^{+})^2 W_{\lambda}, \quad (4.68b)$$

where $\epsilon^{a}$ and $\tilde{\epsilon}_{a}$ are new anticommuting parameters and $W_{\lambda}$, $\bar{W}_{\lambda}$ are defined in (4.61). It is possible to show that the algebra of these transformations is closed modulo terms proportional to the classical equations of motion. Therefore, in this formulation only $N = 2$ supersymmetry is closed off shell.

In conclusion of this section we present the harmonic superspace formulation of the abelian $N = 4$ SYM theory. In this case the action (4.67) acquires the simple form

$$S_{N=4} = \frac{1}{8} \int d^4 \alpha \, \bar{q}^{a} \bar{q}^{a} W^2$$

$$+ \frac{1}{8} \int d^4 \alpha \, \bar{q}^{a} \bar{q}^{a} W^2 + \frac{1}{2} \int d^4 \alpha \, \bar{q}^{a} \bar{q}^{a} D^{++} q^{a}. \quad (4.69)$$

Recall that the hypermultiplet obeys the off-shell analyticity constraint

$$D^{+}_{\alpha} q^{a}_{\alpha} = \tilde{D}_{\alpha} q^{a}_{\alpha} = 0, \quad (4.70)$$

while the $N = 2$ gauge superfield strengths $W$ and $\bar{W}$ are chiral and anti-chiral

$$\tilde{D}_{\alpha} W = 0, \quad D^{+}_{\alpha} \bar{W} = 0, \quad (4.71a)$$
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and also obey the Bianchi identity
\[
(D^+) W = (\overline{D}^+) \overline{W}. \tag{4.71b}
\]
The relations (4.71a) and (4.71b) follow from (4.40a) and (4.40b), respectively. The equations of motion for these superfields implied by the action (4.69) read
\[
D^{++} \overline{q}^a{}^+ = 0, \tag{4.72a}
\]
\[
(D^+) W = 0, \quad (\overline{D}^+) \overline{W} = 0. \tag{4.72b}
\]
They are obtained by varying (4.69) with respect to the analytic unconstrained prepotential \( V^{++} \). In what follows, the equations (4.72) will be referred to as the \textit{on-shell} constraints.

Note that the hypermultiplet equation of motion (4.72a) in the central basis implies that \( q^+_a \) is linear in harmonics, \( q^+_a = u^+_a \). Thus, we can define the superfield
\[
q^-_a = D^- q^+_a = u^-_a, \tag{4.73}
\]
which obeys
\[
D^- q^-_a = 0, \quad D_a q^-_a = \overline{D}_a q^-_a = 0 \tag{4.74}
\]
as a consequence of (4.72a) and (4.70). In the analytic basis, \( q^-_a \) is defined in the same way, but with the appropriate analytic-basis covariant derivatives.

When the superfields \( W, \overline{W} \) and \( q^+_a \) obey both off- and on-shell constraints (4.70)–(4.74), the transformations of hidden \( N = 2 \) supersymmetry (4.68) are simplified to
\[
\delta W = \frac{1}{2} \epsilon^{a\alpha} D_a q^+_a, \quad \delta \overline{W} = \frac{1}{2} \epsilon^{a\alpha} \overline{D}_a q^+_a, \tag{4.75a}
\]
\[
\delta q^+_a = \frac{1}{4} (\epsilon^{a\alpha} D_a W + \epsilon^{a\alpha} \overline{D}_a \overline{W}), \tag{4.75b}
\]
\[
\delta q^-_a = \frac{1}{4} (\epsilon^{a\alpha} D_a W + \epsilon^{a\alpha} \overline{D}_a \overline{W}).
\]
This form of hidden supersymmetry is useful for checking the invariance of the action functionals modulo terms vanishing on the equations of motion. We will employ these transformations in the next subsection for constructing the \( N = 4 \) SYM low-energy effective action in the \( N = 2 \) harmonic superspace.

4.3. Derivation of the Effective Action

Our goal is to find the four-derivative part of the \( N = 4 \) SYM low-energy effective action \( \Gamma \). In the component formulation, this action should include both the term \( F^4 / X^4 \) (2.11) and the Wess–Zumino term (2.13), as well as all their \( N = 4 \) supersymmetric completions.

Recall that the \( F^4 / X^4 \) term in the \( N = 2 \) superspace is described by the non-holomorphic potential (2.13) [12, 13]:
\[
\int d^4 z \mathcal{H}(W, \overline{W}), \quad \mathcal{H}(W, \overline{W}) = c \ln \frac{W}{\Lambda} \ln \frac{\overline{W}}{\Lambda}, \tag{4.76}
\]
where \( \Lambda \) is an arbitrary scale. The value of the constant \( c \) was calculated in [14–16, 18] (see also the review [63]). In particular, for the case of the gauge group \( SU(2) \) spontaneously broken down to \( U(1) \) the value of this coefficient is
\[
c = \frac{1}{(4\pi)^2}. \tag{4.77}
\]

The \( N = 4 \) SYM low-energy effective action should be an \( N = 4 \) supersymmetric completion of the \( N = 2 \) non-holomorphic potential (4.76):
\[
\Gamma = \int d^4 z du \mathcal{L}_{\text{eff}}(W, \overline{W}, q^+_a), \tag{4.78a}
\]
\[
\mathcal{L}_{\text{eff}}(W, \overline{W}, q^+_a) = \mathcal{H}(W, \overline{W}) + \mathcal{L}(W, \overline{W}, q^+_a). \tag{4.78b}
\]
The part of the effective Lagrangian \( \mathcal{L}(W, \overline{W}, q^+_a) \) should be fixed from the requirement that the effective action \( \Gamma \) is invariant under \( N = 4 \) supersymmetry. Since we are interested in the on-shell low-energy effective action, it will be sufficient to impose the condition that \( \Gamma \) is invariant under the hidden \( N = 2 \) supersymmetry transformations in the on-shell form (4.75).

To begin with, we compute the variation of the \( N = 2 \) non-holomorphic effective action under the \( N = 2 \) supersymmetry transformations (4.75)
\[
\delta \int d^4 z du \mathcal{H}(W, \overline{W}) \tag{4.79}
\]
\[
= \frac{c}{2} \int d^4 z du \frac{q^+_a}{\overline{W}} (\epsilon^a D_a W + \epsilon^a \overline{D}_a \overline{W}).
\]
The Lagrangian \( \mathcal{L}(W, \overline{W}, q^+_a) \) must be determined from the condition that its variation cancels \( \text{(4.79)} \). We introduce the quantity
\[
\mathcal{L}_1 = - c \frac{q^+_aq^-_a}{\overline{W}W} \tag{4.80}
\]
and observe that it transforms according to the rule
\[
\delta \frac{q^+_aq^-_a}{\overline{W}W} = \frac{1}{2} \frac{q^+_aq^-_a}{\overline{W}W} (\epsilon^a D_a W + \epsilon^a \overline{D}_a \overline{W})
\]
\[
+ (q^+_aq^-_a) \delta \left( - \frac{1}{\overline{W}W} \right) + D^- \left( \delta q^+_aq^-_a \right). \tag{4.81}
\]
Then, in the expression
\[ \mathcal{L}_{\text{eff,1}}^{(0)} = \mathcal{H}(W^*, \mathcal{W}) + \mathcal{L}_1 \]
\[ = c \ln \frac{W}{\Lambda} \ln \frac{W^*}{\Lambda} - c \frac{q^{a}_+ q_a^-}{WW} \]
the variation of the non-holomorphic potential (4.79) is canceled by the variation of \( \mathcal{L}_1 \), but the contributions from the second term in (4.81) remain non-cancelled.

The variation of (4.82) can be brought to the form
\[ \delta \mathcal{L}_{\text{eff,1}} = \frac{c}{2} \int d^2z du \frac{q^{a}_+ q_a^-}{(WW)^2} = \mathcal{L}_{\text{eff,1}} - \mathcal{L}_2, \]
where we have integrated by parts and used the equations (4.70)–(4.74), as well as cyclic identities for the \( SU(2) \) doublet indices. Now let us consider the

\[ \mathcal{L}_{\text{eff,2}} = \mathcal{L}_{\text{eff,1}} + \frac{c}{3} \left( \frac{q^{a}_+ q_a^-}{WW} \right)^3 \equiv \mathcal{L}_{\text{eff,1}} + \mathcal{L}_2, \]

where \( \mathcal{L}_{\text{eff,1}} \) is given by (4.82). The coefficient in the new term \( \mathcal{L}_2 \) has been fixed so that the variation of the numerator of this term cancels (4.83). The rest of the full variation of \( \mathcal{L}_2 \) once again survives, and in order to cancel it, one is led to add the term
\[ \mathcal{L}_3 = -\frac{2c}{9} \left( \frac{q^{a}_+ q_a^-}{WW} \right)^3 \]
to \( \mathcal{L}_1 + \mathcal{L}_2 \), and so on.

The above consideration suggests that the hypermultiplet-dependent part of the effective Lagrangian (4.78b) has the form of the power series
\[ \mathcal{L} = \sum_{n=1}^{\infty} \mathcal{L}_n = c \sum_{n=1}^{\infty} c_n \left( \frac{q^{a}_+ q_a^-}{WW} \right)^n, \]
where \( c_n \) are some coefficients. We have already found that \( c_1 = -1 \), \( c_2 = \frac{1}{3} \), \( c_3 = -\frac{2}{9} \). Now we are prepared to determine the form of the generic coefficient \( c_n \).

Consider two adjacent terms in the series (4.86)
\[ c_{n-1} \left( \frac{q^{a}_+ q_a^-}{WW} \right)^{n-1} + c_n \left( \frac{q^{a}_+ q_a^-}{WW} \right)^n \]
and assume that the variation of the numerator of the first term has already been used to cancel the remaining part of the variation of preceding term under the full superspace integral. Then we rewrite the rest of the full variation of the first term using the same manipulations as in (4.83) and require that this part should be canceled by the variation of the numerator of the second term in (4.87). This gives rise to the following recursive relation between the coefficients \( c_{n-1} \) and \( c_n \):
\[ c_n = -2 \frac{(n-1)^2}{n(n+1)} c_{n-1}. \]

Taking into account that \( c_1 = -1 \), we find the value of the generic coefficient
\[ c_n = \frac{(-2)^n}{n^2(n+1)}. \]

As a result, we find the full hypermultiplet completion of the non-holomorphic potential in the form
\[ \mathcal{L}(W^*, W, q^a_+) \equiv \mathcal{L}(Z) = c \sum_{n=1}^{\infty} \frac{1}{n^2(n+1)} Z^n \]
\[ = c \left[ \frac{(Z - 1) \ln(1 - Z)}{Z} + \text{Li}_2(Z) - 1 \right], \]
where
\[ \text{Li}_2(Z) = -\frac{q^{a}_+ q_a^-}{WW}. \]

Here \( \text{Li}_2(Z) \) is the Euler dilogarithm which is represented by the power series expansion
\[ \text{Li}_2(Z) = \sum_{n=1}^{\infty} \frac{1}{n^2} Z^n. \]

It is worth to note that the expression (4.91) is harmonic-independent for the on-shell hypermultiplets which are linear in harmonics, \( q^a_\pm = \omega^i q_a \). Indeed, (4.91) can be identically rewritten as
\[ \mathcal{Z} = -\frac{q^{ia}_+ q_a^-}{WW}. \]

As a consequence, the effective Lagrangian (4.90) is harmonic-independent and one can omit the integration over the harmonics in (4.78a). Taking this into account, we rewrite the final answer for the four-derivative part of the \( \mathcal{N} = 4 \) SYM low-energy effective action in the \( \mathcal{N} = 2 \) superspace as
\[ \Gamma = \int d^2z c \ln \frac{W}{\Lambda} \ln \frac{W^*}{\Lambda} + \mathcal{L} \left[ -\frac{q^{ia}_+ q_a^-}{WW} \right], \]
\[ = c \sum_{n=1}^{\infty} \frac{Z^n}{n^2(n+1)}. \]

The \( \mathcal{N} = 4 \) SYM low-energy effective action in this form was first obtained in the paper [21], using the procedure described in this section. In the subsequent papers [27–29], the expression (4.93) was reproduced by direct calculations within the quantum perturbative theory in \( \mathcal{N} = 2 \) harmonic superspace.

It should be noted that the low-energy effective action (4.93) is scale invariant. It is possible to show that it respects also the \( SU(2,2) \) superconformal symmetry realized on the superfields \( W, W^* \) and \( q^a_\pm \). The on-shell closure of this symmetry with the hidden
$\mathcal{N} = 2$ supersymmetry is just the superconformal $PSU(2,2|4)$ symmetry. To avoid a possible confusion, we would like also to point out that the expression (4.93) with $Z$ (4.91) as the argument in $L$ (and with an integral over harmonics restored) is an off-shell invariant of the manifest $\mathcal{N} = 2$ supersymmetry. The on-shell conditions need to be imposed only when we prove the hidden second on-shell $\mathcal{N} = 2$ supersymmetry of this $\mathcal{N} = 2$ superfield expression.

4.4. Component Structure

The abelian $\mathcal{N} = 2$ on-shell vector multiplet consists of one complex scalar $\phi$, $SU(2)$ doublet of spinors $\lambda_\alpha$ and a gauge vector $A_m$ with the Maxwell field strength $F_{mn} = \partial_m A_n - \partial_n A_m$. The on-shell hypermultiplet contains $SU(2)$ doublet of complex scalars $f^i$ and two spinors $\psi_\alpha, \chi_\alpha$. We adopt the following two essential simplifications, while considering the component structure of the effective action: (i) we discard all spinor and auxiliary fields and (ii) we assume that the bosonic fields obey free classical equations of motion. Though these constraints are very strong, they suffice to determine the bosonic core of the low-energy effective action which is non-vanishing on the mass shell. Taking these constraints into account, we find the component structure of the superfields $W, \bar{W}$ and $q^+, \bar{q}^+$ in the form

$$W = i\sqrt{2}\phi - 2\sqrt{2}\sigma^m\bar{\sigma}^m\partial_m\phi - \theta^a\Theta^\alpha\sigma^{\alpha\beta}\sigma^{\beta\gamma}\partial_m F_{mn},$$

and

$$\bar{W} = -i\sqrt{2}\phi + 2\sqrt{2}\sigma^m\bar{\sigma}^m\partial_m\bar{\phi} - \bar{\theta}^a\tilde{\Theta}^\alpha\sigma^{\alpha\beta}\sigma^{\beta\gamma}\partial_m \bar{F}_{mn},$$

and

$$q^+ = f^i u^+_i + 2/\theta^a \sigma^m \bar{\sigma}^m \partial_m f^i u^-_i,$$

$$\bar{q}^+ = -\bar{f}^i u^+_i - 2/\theta^a \sigma^m \bar{\sigma}^m \partial_m \bar{f}^i u^-_i.$$  

The component fields in these expressions were normalized in agreement with the notations of [45].

4.4.1. $F^4 / X^4$ term. To derive the $F^4 / X^4$ term in the $\mathcal{N} = 4$ SYM effective action, it is sufficient to consider a constant Maxwell field strength $F_{mn}$ and discard all derivatives of the scalars. Then, we substitute (4.94) and (4.95) into (4.93) and integrate over all Grassmann coordinates according to the rules (4.42)

$$\Gamma_{F^4 / X^4} = \frac{\mathcal{C}}{4} \int d^4 x \frac{F_{mn} F^{nk} F_{kl} F^{lm} - 1/4 (F_{pq} F^{pq})}{\phi^2 \bar{\phi}^2} \cdot \frac{\phi \bar{\phi}^2}{\phi \bar{\phi}}.$$  

Here we used the identity for $\sigma$-matrices

$$\text{tr} \sigma^m \sigma^n \sigma^p \sigma^q = -2 \epsilon^{mnpq} + 2(\eta^{mn} \eta^{pq} + \eta^{np} \eta^{mq} - \eta^{mp} \eta^{nq}),$$

and

$$\epsilon^{0123} = 1.$$ 

Now it remains to express the complex scalars $f^i$ and $\phi$ via the six real scalars $X_A$, $A = 1, \ldots, 6$,

$$f^i = X_1 + iX_2, \quad f^i = X_3 + iX_4, \quad \phi = X_5 + iX_6.$$  

Then, with $c$ given in (4.77), the considered part of the low-energy effective action takes exactly the form of the $F^4 / X^4$ term (2.11)

$$\Gamma_{F^4 / X^4} = \frac{1}{(8\pi)^2} \int d^4 x \frac{1}{(X_A X_A)^2} (F_{mn} F^{nk} F_{kl} F^{lm} - 1/4 (F_{pq} F^{pq}))^2.$$  

4.4.2. Wess–Zumino term. In order to single out the Wess–Zumino term in the component structure of the low-energy effective action (4.93), it is sufficient to consider another approximation: We discard the Maxwell field $F_{mn}$, but keep the space-time derivatives of the scalars.

First of all, we point out that the non-holomorphic potential $\ln \frac{W}{A}$ cannot make a contribution to the Wess–Zumino term because it involves only two out of six scalar fields. Thus we have to consider only that part of the effective action (4.93) which is described by the function $L$,

$$\Gamma_{WZ} = \int d^4 x d^8 \theta L(W, \bar{W}, q^+).$$  

Here we assume that the superfields contain only scalar fields in their component field expansion.

For deriving the Wess–Zumino term we will use the rule of integration over the Grassmann variables which is equivalent to (4.42)

$$\int d^8 \theta L = \bar{D}^i D^i L \big|_{\theta = 0},$$

$$D^i D^i = \frac{1}{2} \bar{D}^i D^i \bar{D}^i D^i.$$  

Thus we have to hit the function $L$ by eight covariant spinor derivatives. While doing so, we should take into account that for the superfields $W, \bar{W}$ and $q^+$ obeying the on-shell constraints (4.70)–(4.74) a lot of identities can be derived, e.g.,

$$\left(D^i \right)^2 q^+ = (\bar{D}^i) q^+ = 0,$$

$$\left(D^i \right)^2 \bar{q}^- = (\bar{D}^i) \bar{q}^- = 0,$$

$$\left(D^i \right)^2 W = (\bar{D}^i) \bar{W} = D^{i\alpha} D^\alpha W = 0,$$

$$\left(D^i \right)^2 \bar{W} = (\bar{D}^i) \bar{W} = D^{i\alpha} D^\alpha \bar{W} = 0.$$
and
\[
2i\partial_{au}q_a^+ = \bar{D}_a^\dagger D_aq_a^- = -D_a^\dagger D_aq_a^-.
\]
Using these identities, we find
\[
\frac{d^4D^4\mathcal{L}(W,W,q_z^+)}{dWdq_a^+dq_b^+dq_c^+dq_d^+} = -\frac{\partial^4\mathcal{L}}{\partial W\partial q_a^+\partial q_b^+\partial q_c^+\partial q_d^+}.
\]
Here, we have explicitly written only terms with cyclic contraction of the spinor indices of the space-time derivatives, since only such expressions can produce, by the identity (4.97), the antisymmetric ε-tensor. Now we set to zero the Grassmann variables in (4.104) and obtain the following representation for (4.100)
\[
\Gamma_{WZ} = 2ie^{mpq} \int d^4x du \left[ \frac{\partial^4\mathcal{L}(z)}{\partial f^+_m \partial f^+_n \partial f^+_p \partial f^+_q} \times \partial_m f^+_a \partial_n f^+_b \partial_p f^+_c \partial_q f^+_d \right.
\]
\[
+ \frac{\partial^4\mathcal{L}(z)}{\partial \phi \partial f^+_a \partial f^+_b \partial f^+_c \partial f^+_d} \partial_m f^+_a \partial_n f^+_b \partial_p f^+_c \partial_q f^+_d
\]
where
\[
z = Z_{t=0} = -\int f^+_a \frac{d^4x}{\partial \phi},
\]
and
\[
\mathcal{L}(z) = c \sum_{n=1}^{\infty} \frac{z^n}{n^2(n+1)}.
\]
The expression (4.105) is not manifestly real. However, its imaginary part can be shown to be a total x-derivative and so vanishes under the space-time integral. Applying the integration by parts, the remaining real part can be represented in the form:
\[
\Gamma_{WZ} = ie^{mpq} \int d^4x \left[ \frac{\partial_m \phi}{\partial \phi} - \frac{\partial_m \bar{\phi}}{\partial \bar{\phi}} \right] \left[ \partial_q f^+_a \partial_n f^+_b \partial_p f^+_c \partial_q f^+_d \right]
\]
\[
\times \frac{2\mathcal{L}^{(2)} + z\mathcal{L}^{(3)}}{(\partial \phi \bar{\partial} \bar{\phi})^2} - \left( \frac{1}{12} \partial_n f^+_a \partial_p f^+_c \partial_q f^+_d \partial_m \ln \phi \right)
\]
\[
\times \frac{3\mathcal{L}^{(3)} + z\mathcal{L}^{(4)}}{(\phi \bar{\partial} \bar{\phi})^3}.
\]
Here we have also expressed the partial derivatives of \( \mathcal{L} \) in terms of usual derivatives \( \mathcal{L}^{(\alpha)} = d^{\alpha}\mathcal{L}(z)/dz^{\alpha} \).

With \( f^+_a = (f^+_i, f^+_f) \) and \( f^+_i = (-f^+_f, f^+_i) \), we then obtain
\[
\Gamma_{WZ} = ie^{mpq} \int d^4x \left[ 6\mathcal{L}^{(2)} + 6\mathcal{L}^{(3)} + z^2\mathcal{L}^{(4)} \right]
\]
\[
\times \frac{\partial_n f^+_a \partial_p f^+_c \partial_q f^+_d}{\phi \bar{\partial} \bar{\phi}} \times \frac{2\mathcal{L}^{(2)} + z\mathcal{L}^{(3)}}{(\partial \phi \bar{\partial} \bar{\phi})^2} - \left( \frac{1}{12} \partial_n f^+_a \partial_p f^+_c \partial_q f^+_d \partial_m \ln \phi \right)
\]
\[
\times \frac{3\mathcal{L}^{(3)} + z\mathcal{L}^{(4)}}{(\phi \bar{\partial} \bar{\phi})^3}.
\]
Using (4.98) and performing the polar decomposition of \( \phi \),
\[
\phi = X_6 + iX_5 = Xe^{i\alpha},
\]
we find
\[
\Gamma_{WZ} = -\frac{4}{3} e^{mpq} \epsilon^{ab\bar{c}\bar{d}} \int d^4x \left[ 6\mathcal{L}^{(2)} + 6\mathcal{L}^{(3)} + z^2\mathcal{L}^{(4)} \right]
\]
\[
\times \frac{X_6 \partial_m X_6 \partial_n X_6 \partial_n X_6 \partial_m \alpha}{X_6 \partial_m X_6 \partial_n X_6 \partial_n X_6 \partial_m \alpha}.
\]
where \( a', b' = 1, 2, 3, 4 \) are \( SO(4) \) indices and \( \epsilon^{1234} = 1 \). Finally, we observe that the function (4.107) obeys the equation
\[
6\mathcal{L}^{(2)}(z) + 6\mathcal{L}^{(3)}(z) + z^2\mathcal{L}^{(4)}(z)
\]
\[
= \frac{c}{(z-1)^2} = \frac{c}{(X_6X_6 + X_5^2)^2}.
\]
After substituting this into the expression (4.111), the latter becomes
\[
\Gamma_{WZ} = \frac{4}{3} e^{mpq} e^{ab\bar{c}\bar{d}}
\]
\[
\times \int d^4x \frac{X_6 \partial_m X_6 \partial_n X_6 \partial_n X_6 \partial_m \alpha}{(X_6X_6 + X_5^2)^2}(4.113)
\]
With \( c \) defined in (4.77), it perfectly matches the expression (3.21).

The Wess–Zumino term (4.113) in the component field formulation of the \( N = 4 \) SYM low-energy effective action (4.93) was found for the first time in [24].
although attempts to derive this term were undertaken in the preceding papers [64, 65].

As we have shown in sect. 3.3, the Wess–Zumino term in the form (4.113) has a manifest symmetry under the group \( SO(4) \times SO(2) \) which, in the considered setting, is locally isomorphic to \( SU(2)_R \times SU(2)_{PC} \times U(1) \). Here, the group \( SU(2)_R \) corresponds to the R-symmetry of the \( N = 2 \) superspace, while \( SU(2)_{PC} \) is the Pauli–Gürsey group which acts on the index \( a \) of the hypermultiplet \( q^+_a \) in (4.69). The last \( U(1) \) factor is the phase rotation of the \( N = 2 \) harmonic superspace approach just in the SYM low-energy effective action appears in the form (4.113) with manifest \( SO(4) \times SO(2) \) symmetry.

5. LOW-ENERGY EFFECTIVE ACTION IN \( N = 3 \) HARMONIC SUPERSPACE

Classical action of \( N = 3 \) SYM theory in harmonic superspace was constructed in the pioneering papers [46, 47]. On the mass shell, this theory is known to be equivalent to \( N = 4 \) SYM [45]. Since no \( N = 4 \) off-shell superfield description for \( N = 4 \) SYM theory is known so far, the \( N = 3 \) harmonic superspace provides the maximal number of manifest supersymmetries. As a consequence, it appears very efficient at quantum level. For instance, the quantum finiteness of \( N = 3 \) SYM theory can be easily proved just by analyzing the dimension of the propagator for gauge superfield in the \( N = 3 \) harmonic superspace [66].

What is more important for the present consideration, \( N = 3 \) supersymmetry, combined with the requirement of scale invariance, prove to be so strong that these symmetries fix uniquely, up to an overall coefficient, the leading part of the \( N = 3 \) SYM low-energy effective action [26]. In this section, we explicitly construct such effective action, reviewing the results of [26].

To make our consideration more pedagogical, we start by explaining basics of the \( N = 3 \) harmonic superspace and gauge theory in it. The detailed exposition of \( N = 3 \) SYM theory is given in the book [45].

5.1. \( N = 3 \) Harmonic Superspace Setup

The standard \( N = 3 \) superspace is parametrized by the coordinates (4.1), where the indices \( i, j = 1, 2, 3 \) correspond now to the \( SU(3) \) R-symmetry group. The covariant spinor derivatives \( D_i^f \) and \( \bar{D}^a_0 \) in this superspace have the same form as in (4.4) and obey the anticommutation relations (4.5). We extend this superspace by the harmonic variables \( u_i^I = (u_i^1, u_i^2, u_i^3) \) and their conjugates, \( \bar{u}^I_i = (\bar{u}_i^1, \bar{u}_i^2, \bar{u}_i^3) \), which obey the following defining properties

\[
\begin{align*}
\partial_i^I \bar{u}_j^J = \delta_j^i \bar{u}^J_i, \\
\partial_i^I \bar{u}_j^J = \delta_j^i u^I_i, \\
e^{i\theta} u_i^1 u_j^1 u_k^3 = 1. 
\end{align*}
\]

These properties show that the harmonics \( u_i^I, \bar{u}^I_i \) form the \( SU(3) \) matrices in the fundamental and co-fundamental representations.

The eight independent harmonic derivatives on \( SU(3) \) are defined as the differential operators

\[
\partial_i^I = \frac{\partial}{\partial u_i^I} - \bar{u}_j^J \frac{\partial}{\partial \bar{u}_j^J},
\]

which can be interpreted as the generators of the right \( SU(3) \) shifts of \( (u_i^I, \bar{u}^I_i) \).

Correspondingly, they are subject to the commutation relations of the \( SU(3) \) algebra

\[
[\partial_i^I, \partial_j^J] = \delta_j^i \partial_k^k - \delta_i^j \partial_k^k, \quad (5.3)
\]

A more convenient notation for the covariant derivatives is as follows

\[
D_i^I = \partial_i^I \text{ for } I \neq J, \quad \text{ (5.4a)}
\]

\[
S_1 = \partial_1^1 - \partial_2^2, \quad S_2 = \partial_2^2 - \partial_3^3. \quad \text{ (5.4b)}
\]

The operators \( S_1 \) and \( S_2 \) are two independent mutually commuting \( U(1) \) charge operators. In this notation, the non-zero commutation relations in (5.3) are rewritten as

\[
\begin{align*}
[D_1^1, D_2^2] & = D_3^3, \\
[D_1^1, D_3^3] & = D_2^2, \\
[D_2^2, D_3^3] & = D_1^1, \\
[D_1^1, D_3^3] & = D_2^2, \quad (5.5a)
\end{align*}
\]

\[
\begin{align*}
[S_1, D_3^3] & = D_1^1, \\
[S_1, D_2^2] & = 2D_2^2, \\
[S_2, D_3^3] & = -D_3^3. \quad (5.5b)
\end{align*}
\]

\[
\begin{align*}
[S_2, D_3^3] & = D_2^2, \\
[S_1, D_2^2] & = -D_2^2, \\
[S_1, D_3^3] & = 2D_1^1. \quad (5.5c)
\end{align*}
\]

\[
\begin{align*}
[D_1^1, D_2^2] & = S_1, \\
[D_2^2, D_3^3] & = S_2, \\
[D_1^1, D_3^3] & = S_1 + S_2. \quad (5.5d)
\end{align*}
\]

By analogy with the \( N = 2 \) harmonic superspace, in the \( N = 3 \) harmonic superspace we will consider only those superfields which possess definite \( U(1) \) charges \((q_1, q_2)\) with respect to the operators \( S_1 \) and \( S_2 \):

\[
\begin{align*}
S_1 \Phi^{(q_1;q_2)}(z, u) & = q_1 \Phi^{(q_1;q_2)}(z, u), \\
S_2 \Phi^{(q_1;q_2)}(z, u) & = q_2 \Phi^{(q_1;q_2)}(z, u). \quad (5.6)
\end{align*}
\]

These equations effectively restrict the harmonic dependence of the fields originally defined on the full \( SU(3) \) group manifold to the coset \( SU(3) / [U(1) \times U(1)] \). We will assume that the superfields are smooth functions.

\(^{11}\)The generators of the left shifts are \( \partial_j^I = \bar{u}_i^a \frac{\partial}{\partial \bar{u}_i^a} - u_i^a \frac{\partial}{\partial u_i^a} \) and they produce the standard \( SU(3) \) rotations of the triplet indices \( i, j \) of the harmonic variables.
tion on this coset, such that they can always be represented by power series expansions over the harmonic variables.

The defining constraints (5.1) can be viewed as the orthogonality and completeness relations for the harmonic variables. They allow one to form the harmonic projections of any objects with $SU(3)$ indices just by contracting the latter with the complementary $SU(3)$ indices of the harmonics. For instance, for the Grassmann coordinates and covariant spinor derivatives we have

$$\theta^\alpha_1 \to \theta^\alpha_1 = \theta^\alpha_1 u^i_1, \quad \overline{\theta}^{\alpha}_i \to \overline{\theta}^{\alpha}_i = \overline{\theta}^{\alpha}_i u^i_1,$$  

$$D^\alpha_1 \to D^\alpha_1 = D^\alpha_1 u^i_1, \quad \overline{D}_i^\alpha \to \overline{D}_i^\alpha = \overline{D}_i^\alpha u^i_1.$$  

(5.7)

The covariant spinor derivatives (5.8) obey the following anti-commutation relations

$$\{D^\alpha_1, \overline{D}_{i\alpha}\} = -2i\delta^\alpha_1 \sigma_{\alpha \beta} \partial_{i\beta},$$

$$\{D^\alpha_1, \overline{D}^\beta_{i\alpha}\} = (\partial_{i\alpha} u^i_1) = 0.$$  

(5.9)

The full $\mathcal{N} = 3$ harmonic superspace with the coordinates $(x^m, \theta^\alpha_1, \overline{\theta}^{\alpha}_i, u^i_1)$ contains the analytic subspace parametrized by the coordinates

$$\{\zeta_A, u\} = (x^m, \theta^\alpha_1, \overline{\theta}^{\alpha}_i, \overline{\theta}^{\alpha}_i, u^i_1),$$

$$x^m = x^m - i\theta^\alpha_1 \sigma^\alpha \overline{\theta} + i\overline{\theta}^{\alpha}_i \sigma^\alpha \overline{\theta}.$$  

(5.10)

It is straightforward to show that this subspace is closed under $\mathcal{N} = 3$ supersymmetry, by analogy with the $\mathcal{N} = 2$ analytic subspace (4.22).

The basis $[\zeta_A, u, \theta^\alpha_1, \overline{\theta}^{\alpha}_i]$ of the full $\mathcal{N} = 3$ harmonic superspace is called analytic basis. The covariant spinor derivatives $D^\alpha_1$ and $\overline{D}_{i\alpha}$ in this basis acquire the form

$$D^\alpha_1 = \frac{\partial}{\partial \theta^\alpha_1}, \quad \overline{D}_{i\alpha} = -\frac{\partial}{\partial \overline{\theta}^{\alpha}_i} - 2i\theta^\alpha_1 \sigma^\alpha \sigma_{\alpha \beta} \frac{\partial}{\partial x^i_1},$$

$$D^\beta_2 = \frac{\partial}{\partial \theta^\beta_2} + i\theta^\alpha_1 \sigma^\alpha \sigma_{\alpha \beta} \frac{\partial}{\partial x^i_2},$$

$$D^\alpha_3 = -\frac{\partial}{\partial \overline{\theta}^{\alpha}_3} - i\theta^\alpha_1 \sigma^\alpha \sigma_{\alpha \beta} \frac{\partial}{\partial x^i_3},$$

$$D^\beta_3 = \frac{\partial}{\partial \theta^\beta_3} + 2i\theta^\alpha_1 \sigma^\alpha \sigma_{\alpha \beta} \frac{\partial}{\partial x^i_3}.$$  

(5.11)

We observe that the anticommuting derivatives $D^\alpha_1$ and $\overline{D}_{3\alpha}$ become short. Hence, the analytic superfields (i.e. those living on the analytic superspace (5.10)) can be covariantly defined by the Grassmann Cauchy–Riemann conditions

$$D^\alpha_1 \Phi_A(z, u) = \overline{D}_{3\alpha} \Phi_A(z, u) = 0,$$

$$\Rightarrow \Phi_A(z, u) = \Phi_A(\zeta_A, u).$$  

(5.12)

The harmonic derivatives $D^\alpha_1$, $D^\beta_2$ and $D^\beta_3$ in the analytic basis have the form

$$D^\alpha_1 = \partial^\alpha_1 + i\theta^\alpha_1 \overline{\sigma}^{\alpha \beta} \sigma_{\alpha \beta} \frac{\partial}{\partial x^i_1} + \overline{\theta}^{\alpha}_i \overline{\sigma}^{\alpha \beta} \frac{\partial}{\partial \overline{\theta}^{\alpha}_i} - \theta^\alpha_1 \frac{\partial}{\partial \theta^\alpha_1},$$

$$D^\beta_2 = \partial^\beta_2 + i\theta^\alpha_1 \overline{\sigma}^{\alpha \beta} \sigma_{\alpha \beta} \frac{\partial}{\partial x^i_2} + \overline{\theta}^{\alpha}_i \overline{\sigma}^{\alpha \beta} \frac{\partial}{\partial \overline{\theta}^{\alpha}_i} - \overline{\theta}^{\alpha}_i \frac{\partial}{\partial \overline{\theta}^{\alpha}_i},$$

$$D^\beta_3 = \partial^\beta_3 + i\theta^\alpha_1 \overline{\sigma}^{\alpha \beta} \sigma_{\alpha \beta} \frac{\partial}{\partial x^i_3} + \overline{\theta}^{\alpha}_i \overline{\sigma}^{\alpha \beta} \frac{\partial}{\partial \overline{\theta}^{\alpha}_i} - \theta^\alpha_1 \frac{\partial}{\partial \theta^\alpha_1},$$

(5.13)

One can check that they commute with the covariant spinor derivatives $D^\alpha_1$ and $\overline{D}_{3\alpha}$

$$[D^\alpha_1, D^\beta_1] = [D^\beta_1, D^\alpha_1] = [D^\beta_1, D^\beta_1] = 0,$$

$$[D^\alpha_1, \overline{D}_{3\alpha}] = [\overline{D}_{3\alpha}, D^\alpha_1] = [\overline{D}_{3\alpha}, \overline{D}_{3\alpha}] = 0.$$  

(5.14)

and, hence, preserve the Grassmann harmonic analyticity. The other three harmonic derivatives

$$D^\alpha_1 = \partial^\alpha_1 - i\theta^\alpha_1 \overline{\sigma}^{\alpha \beta} \sigma_{\alpha \beta} \frac{\partial}{\partial x^i_1} + \overline{\theta}^{\alpha}_i \overline{\sigma}^{\alpha \beta} \frac{\partial}{\partial \overline{\theta}^{\alpha}_i} - \theta^\alpha_1 \frac{\partial}{\partial \theta^\alpha_1},$$

$$D^\beta_2 = \partial^\beta_2 - i\theta^\alpha_1 \overline{\sigma}^{\alpha \beta} \sigma_{\alpha \beta} \frac{\partial}{\partial x^i_2} + \overline{\theta}^{\alpha}_i \overline{\sigma}^{\alpha \beta} \frac{\partial}{\partial \overline{\theta}^{\alpha}_i} - \overline{\theta}^{\alpha}_i \frac{\partial}{\partial \overline{\theta}^{\alpha}_i},$$

$$D^\beta_3 = \partial^\beta_3 - 2i\theta^\alpha_1 \overline{\sigma}^{\alpha \beta} \sigma_{\alpha \beta} \frac{\partial}{\partial x^i_3} + \overline{\theta}^{\alpha}_i \overline{\sigma}^{\alpha \beta} \frac{\partial}{\partial \overline{\theta}^{\alpha}_i} - \theta^\alpha_1 \frac{\partial}{\partial \theta^\alpha_1},$$

(5.15)

do not possess this property.

Like in the $\mathcal{N} = 2$ harmonic superspace, the conventional complex conjugation is not useful as it does not preserve the analyticity. Therefore, it is customary to use the generalized complex conjugation denoted by $\overline{\sim}$ and defined by the following properties: On the harmonic-independent objects it coincides with the usual complex conjugation, see eq. (4.17), while on the harmonic variables it acts according to the rules

$$u^i_1 \overline{\sim} \overline{u}^i_1, \quad u^i_2 \overline{\sim} -\overline{u}^i_2, \quad u^i_3 \overline{\sim} \overline{u}^i_3.$$  

(5.16)

Using these rules, one can find the conjugation properties of the Grassmann variables,

$$\theta^\alpha_1 \overline{\sim} \overline{\theta}^{\alpha}_1, \quad \theta^\alpha_2 \overline{\sim} -\overline{\theta}^{\alpha}_2, \quad \theta^\alpha_3 \overline{\sim} \overline{\theta}^{\alpha}_3.$$  

(5.17)

and as well as of the harmonic covariant derivatives (17),

$$\overline{D}^\alpha_1 f = \overline{D}^\beta_1 \overline{\delta}_f, \quad \overline{D}^\beta_2 f = D^\beta_2 \overline{\delta}_f, \quad \overline{D}^\beta_3 f = D^\beta_3 \overline{\delta}_f,$$  

(5.18)

where $f$ is an arbitrary function depending on the superspace coordinates $(x^m, \theta^\alpha_1, \overline{\theta}^{\alpha}_i)$ and harmonics $u$.

It is easy to see that the analytic subspace with the coordinates (14) is closed under the $\overline{\sim}$-conjugation, but not under the conventional complex conjugation.

\footnotesize

[26] 67 which is somewhat different from the convention used in [45].
5.2. Gauge Theory in $\mathcal{N} = 3$ Harmonic Superspace

In this section we shortly review the superspace description of $\mathcal{N} = 3$ SYM theory.

The constraints of this theory in the conventional $\mathcal{N} = 3$ superspace were introduced in [59], while their harmonic superspace version was discussed in the book [45] (see also [68]). Here we limit our attention only to the abelian case, which is sufficient for constructing the low-energy effective action in the Coulomb branch.

In the standard geometric approach, the gauge theory is introduced through adding gauge connections to the superspace derivatives, as in eq. (4.38). In the $\mathcal{N} = 3$ case, the analogs of the constraints (4.39) read

\begin{align}
(\mathcal{D}_{i\alpha} W_{\beta}) &= -2i\epsilon_{\alpha\beta} W^{ij}, \\
(\mathcal{D}_{i\alpha} W_{\alpha}) &= 2i\epsilon_{\alpha\beta} W^{ij}, \\
(\mathcal{D}_{i\alpha} \bar{W}_{\beta}) &= -2i\delta^{ij}_{\alpha} \bar{W}_{\beta},
\end{align}

\begin{equation}
(5.19a, b, c)
\end{equation}

where $W_{ij} = -W_{ji}$ and its conjugate $\bar{W}_{ij} = \bar{W}_{ji}$ are the superfield strengths for the $\mathcal{N} = 3$ gauge vector multiplet. The constraints (5.19) imply the Bianchi identities for these superfield strengths [59]

\begin{align}
D_{i\alpha} W_{j\beta} &= \frac{1}{2} (\delta^{ij}_{\beta} D_{i\alpha} W_{k\lambda} - \delta^{ij}_{\lambda} D_{i\alpha} W_{k\beta}), \\
D_{i\alpha} W_{jk} + D_{j\alpha} W_{ik} &= 0.
\end{align}

\begin{equation}
(5.20a, b)
\end{equation}

It is known that these constraints kill all unphysical (auxiliary) components in the superfield strengths, simultaneously yielding the free equations of motion for the physical components of the $\mathcal{N} = 3$ vector multiplet.

Let us introduce the harmonic projections of the superfield strengths

\begin{align}
\mathcal{W}^{12} &= u^{1}_{i} u^{2}_{j} \mathcal{W}^{ij}, \\
\mathcal{W}^{23} &= u^{2}_{i} u^{3}_{j} \mathcal{W}^{ij}, \\
\mathcal{W}^{13} &= u^{1}_{i} u^{3}_{j} \mathcal{W}^{ij}, \\
\mathcal{W}^{12} &= u^{1}_{i} u^{2}_{j} \mathcal{W}^{ij}, \\
\mathcal{W}^{23} &= u^{2}_{i} u^{3}_{j} \mathcal{W}^{ij}, \\
\mathcal{W}^{13} &= u^{1}_{i} u^{3}_{j} \mathcal{W}^{ij}.
\end{align}

\begin{equation}
(5.21)
\end{equation}

For these superfields one can deduce many off- and on-shell constraints which follow from (5.20). Here we will need only the independent constraints for the superfield strengths $\mathcal{W}^{12}$ and $\mathcal{W}^{23}$. They can be grouped into the three sets:

(i) Grassmann shortness constraints which originate from the harmonic projections of (5.20):

\begin{align}
D_{i\alpha} \mathcal{W}^{12} &= D_{i\alpha} \mathcal{W}^{12} = \bar{D}_{i\alpha} \mathcal{W}^{12} = 0, \\
D_{i\alpha} \mathcal{W}^{23} &= \bar{D}_{i\alpha} \mathcal{W}^{23} = \bar{D}_{i\alpha} \mathcal{W}^{23} = 0;
\end{align}

\begin{equation}
(5.22)
\end{equation}

(ii) Grassmann linearity constraints which are also corollaries of (5.20):

\begin{align}
(D^{3})^{2} \mathcal{W}^{12} &= (\bar{D})^{2} \mathcal{W}^{12} \\
&= (D^{3})^{2} \mathcal{W}^{12} = 0, \\
(D^{3})^{2} \mathcal{W}^{23} &= (D^{3})^{2} \mathcal{W}^{23} \\
&= (D^{3})^{2} \mathcal{W}^{23} = 0;
\end{align}

\begin{equation}
(5.23)
\end{equation}

(iii) Harmonic shortness constraints which are direct consequences of the definitions (5.21) and the form of the harmonic derivatives (5.4a):

\begin{align}
D_{i\alpha} \mathcal{W}^{12} &= D_{i\alpha} \mathcal{W}^{12} = D_{i\alpha} \mathcal{W}^{12} = 0, \\
D_{i\alpha} \mathcal{W}^{23} &= D_{i\alpha} \mathcal{W}^{23} = D_{i\alpha} \mathcal{W}^{23} = 0.
\end{align}

\begin{equation}
(5.24)
\end{equation}

The general solution of the equations (5.22)–(5.24) is given by the following expansions of $\mathcal{W}^{12}$ and $\mathcal{W}^{23}$ written in the analytic basis

\begin{align}
\mathcal{W}^{23} &= \phi^{1} + i\theta_{2}^{\alpha} \bar{\phi}_{\alpha} + \phi^{3}, \\
&= 2i\theta_{2}^{\alpha} \bar{\phi}_{\alpha} - 2i\theta_{3}^{\alpha} \bar{\phi}_{\alpha} + \phi^{3}, \\
\mathcal{W}^{12} &= \bar{\phi}_{j} - i\theta_{2}^{\alpha} \bar{\phi}_{\alpha} + \bar{\phi}_{3} \\
&= 2i\theta_{2}^{\alpha} \bar{\phi}_{\alpha} - 2i\theta_{3}^{\alpha} \bar{\phi}_{\alpha} + \bar{\phi}_{3}
\end{align}

\begin{equation}
(5.25)
\end{equation}

Here

\begin{align}
\phi^{1} &= u^{1}_{i} \phi^{1}, \\
\bar{\phi}_{j} &= \bar{u}^{j}_{i} \phi_{i},
\end{align}

\begin{equation}
(5.26)
\end{equation}

and $\phi^{1}$ is a triplet of physical scalar fields subject to the Klein–Gordon equation $\Box \phi^{1} = 0$. The four spinor fields are accommodated by the $SU(3)$ singlet $A_{a}$ and the triplet $A_{i\alpha} = \bar{u}_{i}^{j} A_{a_{j}}$, all satisfying the free equations of motion, $\partial^{\alpha} A_{a_{\alpha}} = \partial^{i} A_{i\alpha} = 0$. The fields $F_{a\alpha} = F_{(a\beta)}$ and $\bar{F}_{\alpha\beta} = \bar{F}_{(\alpha\beta)}$ are spinorial components of the Maxwell field strength $F_{mn} = \partial_{m} A_{n} - \partial_{n} A_{m}, \partial^{a} F_{mn} = 0$.

Similarly to (5.8), the gauge-covariant spinor derivatives have harmonic projections $\mathcal{D}_{i\alpha} = \mathcal{D}_{i\alpha} u^{j}_{i}$ and $\bar{\mathcal{D}}_{i\alpha} = \bar{u}^{j}_{i} \mathcal{D}_{i\alpha}$. As follows from (5.19), the deriva-
The commutation relations (5.14) have the gauge covariant counterparts
\[ [D_2^1, D_3^1] = [D_3^2, D_4^1] = [D_4^3, D_5^1] = 0, \]
\[ [D_2^1, \overline{D_3^1}] = [D_3^2, \overline{D_4^1}] = [D_4^3, \overline{D_5^1}] = 0. \]  
Transferring these constraints to the \( \lambda \)-frame, one observes that the superfields \( V^1_3, V^1_2 \) and \( V^3_2 \) are analytic  
\[ D_4^2(V^1_3, V^1_2, V^3_2) = 0, \overline{D_3^2}(V^1_3, V^1_2, V^3_2) = 0, \]  
while the other three gauge connections \( V^1_1, V^2_2 \) and \( V^3_3 \) are not. The analytic superfields \( V^1_3, V^1_2 \) and \( V^3_2 \) are the fundamental prepotentials of \( N = 3 \) SYM theory, analogs of the analytic prepotential \( V^{++} \) of \( N = 2 \) SYM theory.

The harmonic commutators (5.5) can be rewritten in the \( \lambda \)-frame. One of these relations is the equation
\[ [\hat{\mathbb{D}}_2^1, \hat{\mathbb{D}}_3^1] = \hat{\mathbb{D}}_3^1, \]  
which implies that the analytic gauge connection \( V^1_3 \) is expressed through the other two analytic connections \( V^1_2 \) and \( V^3_2 \)
\[ V^1_3 = D_3^2 V^2_3 - D_2^3 V^3_2. \]  
Therefore, in what follows we will consider only the analytic connections \( V^1_2 \) and \( V^3_2 \) as the independent basic ones. Next, the commutators (5.5d) in the \( \lambda \)-frame are
\[ [\hat{\mathbb{D}}_2^1, \hat{\mathbb{D}}_3^1] = S_1, \overline{[\hat{\mathbb{D}}_2^3, \hat{\mathbb{D}}_3^1]} = S_2, \]
where the operators \( S_1 \) and \( S_2 \) do not have gauge connections, since the bridge superfield \( b \) is uncharged. As a consequence of (5.39), the non-analytic gauge connections \( V^1_1 \) and \( V^2_2 \) are related to the basic analytic ones \( V^1_2 \) and \( V^3_2 \) by the corresponding harmonic flatness conditions
\[ D_2^1 V^1_1 = D_3^1 V^1_2, \overline{D_3^1} V^2_1 = D_1^3 V^3_2. \]  
In contrast to the \( N = 2 \) case, eq. (4.55), the explicit solutions of these equations are not known because harmonic distributions with the \( SU(3) \) harmonics are not well worked out so far. Nevertheless, given that the solution of these equations exists and is unique, we can treat the superfields \( V^1_2 \) and \( V^3_2 \) as some functions of \( V^1_2 \) and \( V^3_2 \)
\[ V^2_2 = V^2_2(V^1_2, V^3_2), \overline{V^3_2} = V^3_2(V^1_2, V^3_2). \]
Taking harmonic projections of the anticommutation relations (5.19a) and (5.19b), we find the expressions for the superfield strengths,
\[ \mathcal{W}^{12} = \frac{i}{4} \mathcal{D}^{\alpha} \mathcal{A}^{\alpha} \mathcal{D}_{2a}, \quad W_{23} = \frac{i}{4} \mathcal{D}_{2a} \mathcal{D}_{3a}. \] (5.42)

Recall that, in the \( \lambda \)-frame, the derivatives \( \mathcal{D}^{\alpha} \mathcal{A}^{\alpha} = \mathcal{D}^{1} \) and \( \mathcal{D}_{2a} = \mathcal{D}_{3a} \) contain no gauge connections, unlike the derivatives \( \mathcal{D}^{3} = \mathcal{D}^{2} + i \nu^{2} \) and \( \mathcal{D}_{2a} = \mathcal{D}_{2a} + i \nu_{2a} \). Hence, in the \( \lambda \)-frame we have
\[ \mathcal{W}^{12} = -\frac{1}{4} D^{\alpha} V^{\alpha}_{2}, \quad W_{23} = \frac{1}{4} D_{3a} V^{3}_{2}. \] (5.43)

The spinor gauge connections \( V^{2}_{\alpha} \) and \( V_{2a} \) can be expressed through the non-analytic harmonic gauge connections \( V^{1}_{\alpha} \) and \( V^{3}_{2} \) in virtue of the following commutation relations in the \( \lambda \)-frame
\[ \mathcal{D}^{2}_{\alpha} = -[\mathcal{D}^{2}_{\alpha}, \mathcal{D}^{2}_{2}] \Rightarrow V^{2}_{\alpha} = -D^{1}_{\alpha} V^{1}_{2}, \] (5.44a)
\[ \mathcal{D}_{2a} = \mathcal{D}_{3a} \Rightarrow V^{2}_{2a} = \mathcal{D}_{3a} V^{3}_{2}. \] (5.44b)

These solutions for \( V^{2}_{\alpha} \) and \( V_{2a} \) allow us to express the superfield strengths (5.43) as
\[ \delta_{\alpha} x^{\alpha \alpha}_{\lambda} = a x^{\alpha \alpha}_{\lambda} + k_{\beta \beta} x^{\alpha \beta}_{\lambda} + 4k_{\beta \beta} \theta^{0} \theta^{\beta} \theta^{0} \theta^{\beta} + 4i x^{\alpha \beta} \theta^{\alpha} \theta^{\beta} \] + \( 4i x^{\alpha \beta} \theta^{\alpha} \theta^{\beta} \eta_{\beta} + 2i x^{\alpha \beta} \theta^{\alpha} \theta^{\beta} \eta_{\beta} - 2i k_{\beta \beta} \theta^{0} \theta^{\beta} \theta^{0} \theta^{\beta} \] + \( 2i k_{\beta \beta} \theta^{0} \theta^{\beta} \theta^{0} \theta^{\beta} \eta_{\beta} - 2i k_{\beta \beta} \theta^{0} \theta^{\beta} \theta^{0} \theta^{\beta} \eta_{\beta} \),
\[ \delta_{\alpha} \theta^{0}_{\alpha} = (a/2 + ib) \theta^{0}_{\alpha} + k_{\beta \beta} x^{\alpha \beta}_{\lambda} - 4i (\theta^{0}_{\alpha} \theta^{0}_{\lambda}) \theta^{\beta} \theta^{\beta} \eta_{\beta} + x^{\alpha \beta} \theta^{\alpha} \theta^{\beta} \eta_{\beta} + \lambda_{\beta} \theta^{0} \theta^{\beta} \theta^{0} \theta^{\beta}, \] (5.47)
\[ \delta_{\alpha} \overline{\theta}^{\alpha} = (a/2 + ib) \overline{\theta}^{\alpha} + k_{\beta \beta} x^{\alpha \beta}_{\lambda} + 4i (\theta^{0}_{\alpha} \theta^{0}_{\lambda}) \theta^{\beta} \theta^{\beta} \eta_{\beta} + x^{\alpha \beta} \theta^{\alpha} \theta^{\beta} \eta_{\beta} - \lambda_{\beta} \theta^{0} \theta^{\beta} \theta^{0} \theta^{\beta}, \]
\[ \delta_{\alpha} \overline{\theta}^{\alpha} = (a/2 - ib) \overline{\theta}^{\alpha} + k_{\beta \beta} x^{\alpha \beta}_{\lambda} - 4i (\theta^{0}_{\alpha} \theta^{0}_{\lambda}) \theta^{\beta} \theta^{\beta} \eta_{\beta} + x^{\alpha \beta} \theta^{\alpha} \theta^{\beta} \eta_{\beta} - \lambda_{\beta} \theta^{0} \theta^{\beta} \theta^{0} \theta^{\beta}, \]
where \( x^{\alpha \alpha}_{\lambda} = x^{\alpha \alpha}_{\lambda} \pm 2 \theta^{0} \theta^{\beta} \theta^{0} \theta^{\beta} \). For preserving the analyticity, the harmonic variables should transform according to the rules
\[ \delta_{\alpha} u_{1}^{1} = u_{1}^{1} \lambda_{1} + u_{1}^{1} \lambda_{3}, \quad \delta_{\alpha} u_{1}^{2} = 0, \]
\[ \delta_{\alpha} u_{2}^{1} = u_{2}^{1} \lambda_{1} + u_{2}^{1} \lambda_{3}, \quad \delta_{\alpha} u_{2}^{2} = -u_{2}^{1} \lambda_{1}, \quad \delta_{\alpha} u_{3}^{1} = 0, \quad \delta_{\alpha} u_{3}^{2} = -u_{3}^{1} \lambda_{1} - u_{3}^{1} \lambda_{3}, \] (5.48)

where
\[ \lambda_{1} = -4ik_{\beta \beta} \theta^{0} \theta^{\beta} \theta^{0} \theta^{\beta} - 4i (\theta^{0} \theta^{\beta} \theta^{0} \theta^{\beta} \eta_{\beta} + u_{1}^{1} \theta^{0} \theta^{\beta} \theta^{0} \theta^{\beta} \eta_{\beta}). \] (5.49)

In this paper we will use the so-called passive form of superconformal transformations of superfields, when the variation is taken at different points, e.g., \( \delta_{\alpha} W = W'(x') - W(x) \). In this case we have to take care of transformations of the superfield derivatives and the superspace integration measure. Nevertheless, this does not lead to extra complications since we will study the part of effective action which is described by the superfield strengths without derivatives on them. Moreover, it is possible to show, see, e.g., [45], that the integration measure of the analytic superspace (5.10) defined as follows [26, 67],
\[ d\zeta_{(11)}(x) = \frac{1}{16} e^{4} x_{a} d(u_{1}^{a} + u_{1}^{a} \theta^{a} \theta^{a}) \] (5.50)
is invariant under (5.47) and (5.48):
\[ \text{Ber} \left( \frac{\partial(x_{a}, \theta^{a}, u)}{\partial(x_{a}, \theta^{a}, u)} \right) = 1. \] (5.51)

Using the coordinate transformations (5.47) and (5.48), it is straightforward to compute the supercon-
formal variations of the harmonic derivatives:

\[ \delta_{sc} D_{1}^{2} = -\lambda_{2}^{1} S_{1}, \quad \delta_{sc} D_{1}^{3} = (\lambda_{1}^{1} - \lambda_{3}^{1}) D_{2}^{3}, \]
\[ \delta_{sc} D_{2}^{3} = -\lambda_{2}^{3} S_{2}, \quad \delta_{sc} D_{1}^{2} = (\lambda_{2}^{1} - \lambda_{3}^{1}) D_{2}^{3}, \]
\[ \delta_{sc} D_{3}^{1} = \lambda_{1}^{2} D_{3}^{2} - \lambda_{1}^{3} D_{4}^{3} - \lambda_{3}^{3} (S_{1} + S_{2}), \quad (5.52) \]
\[ \delta_{sc} D_{3}^{1} = (\lambda_{1}^{1} - \lambda_{3}^{1}) D_{3}^{2} + \lambda_{1}^{2} D_{3}^{3} - \lambda_{3}^{3} D_{2}^{3}, \]
\[ \delta_{sc} D_{1}^{2} = \delta_{sc} D_{2}^{3} = \delta_{sc} D_{3}^{3} = 0, \quad \delta_{sc} S_{1} = \delta_{sc} S_{2} = 0. \]

The gauge-covariant harmonic derivatives (5.32) must have the same transformation properties (5.52). Hence, the gauge connections should transform under the superconformal group according to the rules

\[ \delta_{sc} V_{2}^{1} = 0, \quad \delta_{sc} V_{2}^{2} = (\lambda_{1}^{1} - \lambda_{3}^{1}) V_{2}^{1}, \]
\[ \delta_{sc} V_{2}^{3} = 0, \quad \delta_{sc} V_{3}^{2} = (\lambda_{2}^{1} - \lambda_{3}^{1}) V_{3}^{2}, \]
\[ \delta_{sc} V_{3}^{1} = \lambda_{1}^{1} V_{2}^{2} - \lambda_{3}^{1} V_{2}^{1}, \]
\[ \delta_{sc} V_{1}^{1} = (\lambda_{1}^{1} - \lambda_{3}^{1}) V_{1}^{2} + \lambda_{1}^{2} V_{3}^{2} - \lambda_{3}^{2} V_{3}^{1}. \quad (5.53) \]

Using (5.47) and (5.48) it is also easy to find the superconformal transformations of the covariant spinor derivatives \( D_{a}^{i} \) and \( \bar{D}_{3a} \)

\[ \delta_{sc} D_{a}^{i} = (-a/2 - ib - \lambda_{1}^{i}) D_{a}^{i} + \frac{b_{a}^{i}}{2} D_{b}^{i}, \quad \delta_{sc} \bar{D}_{3a} = (-a/2 + ib + \lambda_{3}^{i}) \bar{D}_{3a} + \frac{b_{a}^{i}}{2} \bar{D}_{b}^{i}, \quad (5.54) \]

where \( \lambda_{1}^{i} \) and \( \lambda_{3}^{i} \) are defined in (5.49) and

\[ B_{a}^{i} = -k_{ab}^{i} (x_{a}^{b} + 4 i \theta_{a}^{b} \bar{\theta}_{b}^{i} - 4 i \bar{\theta}_{a}^{b} \theta_{b}^{i}) \eta_{a}^{i}, \]
\[ \bar{B}_{a}^{i} = -k_{b}^{i} (x_{b}^{a} + 4 i \theta_{b}^{a} \bar{\theta}_{a}^{i} - 4 i \bar{\theta}_{b}^{a} \theta_{a}^{i}). \quad (5.55) \]

It is worth pointing out that the spinor derivatives \( D_{a}^{i} \) and \( \bar{D}_{3a} \) are not mixed under the superconformal transformations.

Finally, using the variations of the harmonic gauge connections (5.53) and derivatives (5.54), we can find the superconformal transformations of the superfield strengths (5.45),

\[ \delta_{sc} W_{23} = A W_{23}, \quad \delta_{sc} W^{12} = \bar{A} \delta_{sc} W^{12}, \quad (5.56) \]

where

\[ A = -a + 2ib + \lambda_{2}^{2} + \lambda_{3}^{3} + B_{a}^{i}, \]
\[ \bar{A} = -a - 2ib - \lambda_{1}^{1} - \lambda_{2}^{2} + B_{a}^{i}. \quad (5.57) \]

One can check that the superfields \( A \) and \( \bar{A} \) are analytic,

\[ D_{a}^{i} A = D_{a}^{i} \bar{A} = 0, \quad \delta_{sc} A = \bar{D}_{3a} \bar{A} = 0. \quad (5.58) \]

Hence, the transformations (5.56) preserve the \( N = 3 \) harmonic analyticity.

5.4. Classical \( \mathcal{N} = 3 \) SYM Action

Superfield classical off-shell action of \( \mathcal{N} = 3 \) SYM theory was constructed in [46, 47]. For completeness, here we review this construction, although it will not be used in the next sections, when studying the effective action. As we will show, the classical action has a very remarkable Chern-Simons form which does not resemble the superfield classical SYM actions neither in \( \mathcal{N} = 1 \) nor in \( \mathcal{N} = 2 \) superspaces. In this section we consider the general case of non-abelian gauge theory.

Recall that in the \( \tau \)-frame the covariant spinor derivatives \( D_{a}^{i} = D_{a}^{i} \) and \( \bar{D}_{3a}^{i} = \bar{D}_{3a}^{i} \) possess gauge connections which are subject to the constraints (5.19). The harmonic derivatives (5.32) and (5.54) are automatically gauge-covariant in the \( \tau \)-frame and so do not require gauge connections. It is unclear how to relax the constraints (5.19) in such a way that they would appear as Euler–Lagrange equations associated with some superfield action. This becomes possible after passing to the \( \lambda \)-frame.

In the \( \lambda \)-frame the covariant spinor derivatives \( D_{a}^{i} \) and \( \bar{D}_{3a} \) become short (they have no gauge connections), but the covariant harmonic derivatives acquire gauge connections (5.32). Let us concentrate on the analyticity-preserving derivatives \( D_{a}^{i} \) and \( D_{3a} \) (see (5.36)). As follows from (5.5), the mutual commutators of these derivatives read

\[ [D_{a}^{i}, D_{b}^{j}] = 0, \quad [D_{a}^{i}, D_{3b}^{j}] = 0, \]
\[ [[D_{a}^{i}, D_{b}^{j}], D_{3c}^{k}] = 0. \quad (5.59) \]

The basic idea of [46, 47] was to treat these equations as constraints which admit a relaxation

\[ [D_{a}^{i}, D_{b}^{j}] = iF^{11}_{a} D_{a}^{i}, \quad [D_{a}^{i}, D_{3b}^{j}] = iF^{12}_{a} D_{a}^{j}, \quad (5.60) \]
\[ [D_{a}^{i}, D_{3b}^{j}] = -iF^{13}_{a} D_{a}^{j}. \]

Here \( F^{11}_{a} \), \( F^{12}_{a} \) and \( F^{13}_{a} \) are some analytic superfields which can be treated as the field strengths for the corresponding harmonic superfield connections. In terms of the gauge connections \( V_{a}^{i} \) these superfield strengths have the following explicit form

\[ F^{11}_{a} = D_{b}^{i} V_{a}^{i} - D_{3b}^{i} V_{3a}^{i} + i[V_{a}^{i}, V_{b}^{i}] \]
\[ F^{12}_{a} = D_{b}^{i} V_{a}^{i} - D_{3b}^{i} V_{3a}^{i} + i[V_{a}^{i}, V_{b}^{i}] \]
\[ F^{13}_{a} = D_{b}^{i} V_{a}^{i} - D_{3b}^{i} V_{3a}^{i} - V_{a}^{i}. \quad (5.61) \]

Relaxing the constraints (5.59) as in eqs. (5.60) amounts to going off shell. Coming back to the mass shell requires these harmonic superfield strengths to vanish,

\[ F^{11}_{a} = 0, \quad F^{12}_{a} = 0, \quad F^{13} = 0. \quad (5.62) \]

Remarkably, these constraints can be reproduced as the Euler–Lagrange equations associated with the following off-shell action\(^{13}\)

\[ \text{The overall coefficient in this action is chosen in agreement with the conventions of [67].} \]
Indeed, the general variation of this action with respect to the unconstrained analytic prepotentials $V_{21}^1, V_{33}^1$ and $V_{31}^1$ reads

$$
\delta S_{SYM}^{N=3} = -\frac{1}{16} \text{tr} \int d^4\zeta \delta V_{21}^1 \left( \delta V_{33}^1 F_{22}^{11} + \delta V_{31}^1 F_{32}^{11} + \delta V_{33}^1 F_{33}^{11} \right),
$$

(5.64)

The action (5.63) is invariant, modulo a total derivative, under the non-abelian generalization of the gauge transformation (5.63),

$$
\delta \lambda V_{j}^I = -D_j \lambda = -\partial_j \lambda - i V_{j}^I \lambda_i,
$$

(5.65)

where $\lambda$ is a real and analytic superfield parameter taking values in the Lie algebra of the gauge group. Indeed, the gauge variation of (5.63),

$$
\delta \lambda S_{SYM}^{N=3} = -\frac{1}{8} \int d^4\zeta \delta V_{33}^1 \delta \lambda \left( D_{11}^{2} F_{33}^{21} + D_{11}^{22} F_{32}^{11} + D_{11}^{3} F_{33}^{11} \right),
$$

(5.66)

vanishes owing to the off-shell Bianchi identity for the strengths (5.61)

$$
D_{11}^{22} F_{32}^{11} + D_{11}^{22} F_{32}^{11} + D_{11}^{3} F_{33}^{11} = 0.
$$

The action (5.63) also respects full $SU(2,2)$ superconformal symmetry. To check this, one has to take into account that the analytic measure is superconformally invariant, see (5.51), while the harmonic derivatives and prepotentials transform according to the rules (5.52) and (5.53), respectively.

The action (5.63) has the very specific form as compared to the $N=2$ SYM action (4.62). The latter is non-polynomial in the gauge prepotential (in the non-abelian case) while the above $N=3$ SYM action has only cubic interaction vertex. Surprisingly, the superfield Lagrangian of $N=3$ SYM theory is of the first order in harmonic derivatives. The form of this Lagrangian resembles the Chern–Simons Lagrangians, though the action (5.63) describes the full-fledged $N=3$ super Yang–Mills theory. In fact, as was pointed out in [70], the $N=3$ superfield Lagrangian does acquire the literal Chern–Simons form for the properly defined one-form of gauge connection.

In components, the off-shell $N=3$ gauge multiplet contains an infinite tower of auxiliary fields [46, 47] (along with an infinite number of gauge degrees of freedom most of which, however, are brought away in WZ gauge). It is possible to show that, once all auxiliary fields have been eliminated from the action, one is left with the multiplet of physical fields which coincides with the $N=4$ gauge multiplet on the mass shell. The classical action for the physical fields has exactly the form (2.3). Thus, classically, the $N=3$ and $N=4$ gauge theories are equivalent on the mass shell.

### 5.5. Superconformal Effective Action

The aim of this section is to construct the $N=3$ superspace prototype of the effective action (4.93). Before solving this problem, let us briefly discuss a closely related issue concerning the $N=3$ supersymmetric generalization of the Born–Infeld theory constructed for the first time in [67].

The Lagrangian of the Born–Infeld theory is a non-polynomial function of the abelian field strength $F_{mn}$. Being expanded in a power series in $F_{mn}$, it starts with the standard Maxwell $F^2$ term, while the next term is $F^4 \equiv F^2 F^2$, where $F^2 = F^{a\dot{a}} F^{a\dot{a}}$, $F^2 = F^{a\dot{a}} F^{a\dot{a}}$, $F_{a\dot{a}}$, $F_{a\dot{a}}$ are the spinorial components of $F_{mn}$. The $N=3$ supersymmetric generalization of this $F^4$ term is given by [67]

$$
S_4 = \frac{1}{32} \int d^4\zeta \delta V_{33}^1 \delta V_{33}^1 \frac{(W_{23}^{12} W_{23}^{12})^2}{(\Lambda\Lambda)^2},
$$

(5.68)

where $\Lambda$ is a coupling constant of dimension one in mass units, which is introduced to ensure the correct dimension of the integrand. The analytic measure defined as in (5.50) is dimensionless, $\int d^4\zeta \delta V_{33}^1 \delta u = 0$, and $W_{23}^{12} = |W_{23}| = 1$. With this analytic measure, it is straightforward to check that, together with other component terms, the action (5.68) yields the standard $F^4$ term,

$$
S_4 = \frac{1}{2} \int d^4x \frac{F^2 F^2}{(\Lambda\Lambda)^2} + \ldots.
$$

Consider now the superconformal variation of the action (5.68)

$$
\delta_{\text{sc}} S_4 = \frac{1}{16} \int d^4\zeta \delta V_{33}^1 \delta u (A + \bar{A}) \frac{(W_{23}^{12} W_{23}^{12})^2}{(\Lambda\Lambda)^2},
$$

(5.70)

where we made use of the variations of the superfield strengths (5.56) and the property of invariance of the analytic measure (5.51). Here $A$ and $\bar{A}$ are the superfield parameters of superconformal transformations (5.57) collecting the constant parameters of the superconformal transformations (5.47) and (5.48). We see that the action (5.68) is not superconformal, since its variation (5.70) is non-vanishing. In the present section we will construct a superconformal generalization of (5.68)
and will show that it contains the terms (2.11) and (2.13) in its component-field expansion.

5.5.1. Scale and $\gamma_5$ invariant $F^4/X^4$ term. We will denote the superconformal generalization of (5.68) by $\Gamma$ to stress that it is a part of the $\mathcal{N} = 3$ SYM low-energy effective action. The action $\Gamma$ should meet the following criteria:

1. It should be a local functional defined on the analytic superspace and constructed out of the superfield strengths $\mathcal{W}_{12}$ and $W_{23}$ without derivatives on them,

$$\Gamma = \int d\zeta_{(11)}^{(33)} du \mathcal{H}_{(33)}^{11}(\mathcal{W}_{12}, W_{23}).$$  \hfill (5.71)

The analytic Lagrangian density $\mathcal{H}_{(33)}^{11}$ is an arbitrary function of its arguments, such that its external harmonic $U(1)$ charges cancel those of the analytic integration measure. This is the most general form of the superspace action yielding terms with four derivatives in components, since the analytic measure (5.50) contains just eight spinor derivatives which can produce four space-time ones on the component fields.

2. The action $\Gamma$ should be invariant under the superconformal transformations (5.56),

$$\delta_{\omega} \Gamma = 0.$$  \hfill (5.72)

As a weaker requirement, in this subsection we will employ only the scale- and $\gamma_5$-transformations out of the full $SU(2,2|3)$ superconformal group. We will show that this is sufficient to uniquely specify the structure of the action. The check of the full superconformal symmetry will be performed in the next subsection.

3. In the component-field expansion the action $\Gamma$ should reproduce the scale- and $SU(3)$-invariant $F^4/X^4$ term (5.69),

$$\int d^4 x \frac{F^2}{(\Phi^1 \Phi^2)^2}. $$  \hfill (5.73)

4. We are interested in the low-energy effective action for massless fields, with massive ones being integrated out. The massive fields appear in the Coulomb branch, when the gauge symmetry is broken down spontaneously. For instance, the $SU(2)$ gauge symmetry is broken down to $U(1)$, when the scalar field corresponding to the Cartan subalgebra of $su(2)$ acquire non-trivial vevs,

$$c^i = \langle \Phi^i \rangle \neq 0, \quad \sigma_i = \langle \Phi_i \rangle \neq 0.$$  \hfill (5.74)

However, the effective action should be independent of any particular choice of these constants,

$$\Gamma(c^i, \sigma_i) = \Gamma(c^i, \sigma_i), \quad c^i \sigma_i \neq 0,$$  \hfill (5.75)

because such a dependence would break superconformal invariance of the action.

5. Finally, we simplify the problem by considering only those parts of the action (5.71), which do not vanish on the mass shell, i.e., we will assume that the superfield strengths obey the constraints (5.22)–(5.23). We will neglect all terms in the action $\Gamma$ which vanish when these constraints are imposed. As a consequence, one is free to add to $\Gamma$, or to subtract from it, the following expressions which vanish on the mass shell,

$$\int d\zeta_{(11)}^{(33)} W_{12}^{123} \mathcal{F}(W_{23}) \propto \int d^4 x (\tilde{D}_2)^2 (\tilde{D}_3)^2 [\mathcal{F}(W_{23})(\tilde{D}_2)^2 \tilde{W}_{12}^{123}] = 0,$$  \hfill (5.76)

$$\int d^4 x (\tilde{D}_2)^2 (\tilde{D}_3)^2 [\mathcal{F}(W_{23})(\tilde{D}_2)^2 \tilde{W}_{12}^{123}] = 0.$$  \hfill (5.77)

Here $\mathcal{F}(W)$ is an arbitrary function of its argument. We will frequently employ this property, when deriving the action.

Now we turn to constructing the action $\Gamma$ that meets the requirements and properties listed above.

As the first step, we introduce the shifted scalar fields, $\phi^i$ and $\tilde{\phi}_i$,

$$\phi^i = c^i + \phi^i, \quad \tilde{\phi}_i = \sigma_i + \tilde{\phi}_i,$$  \hfill (5.78)

$$\langle \phi^i \rangle = \langle \tilde{\phi}_i \rangle = 0.$$  \hfill (5.79)

Next, we define the harmonic projections of these vev constants

$$c^i = u^i c^i, \quad c^2 = u^i c^i, \quad c^3 = u^i c^i,$$

$$\overline{\sigma}_1 = \overline{u} \overline{\sigma}_{\overline{c}}, \quad \overline{\sigma}_2 = \overline{u} \overline{\sigma}_c, \quad \overline{\sigma}_3 = \overline{u} \overline{\sigma}_c.$$  \hfill (5.80)

Using these objects, we introduce the shifted superfield strengths, $\overline{\omega}_{12}$ and $\omega_{23}$,

$$\overline{W}_{12}^2 = \overline{\sigma}_3 + \overline{\omega}_{12}^2, \quad W_{23} = c^1 + \omega_{23},$$  \hfill (5.81)

Under the scale and $\gamma_5$ transformations these shifted superfields transform inhomogeneously,

$$\delta_{\omega} \overline{\omega}_{12}^2 = \overline{A} \overline{\sigma}_3 + \overline{A} \overline{\omega}_{12}^2, \quad \delta_{\omega} \omega_{23} = A c^1 + A \omega_{23},$$  \hfill (5.82)

where $A = -a + 2ib$. The case of generic $A$ and $\overline{A}$ defined in (5.57) will be considered in the next subsection.

We point out that on shell, when the relations (5.76) are valid, the non-superconformal action (5.68) can be rewritten in terms of $\overline{\omega}_{12}^2$ and $\omega_{23}$ as

$$S_4 = \frac{1}{32} \int d\zeta_{(11)}^{(33)} du \left( \frac{\overline{\omega}_{12}^2 \omega_{23}}{(c^i \overline{c}_i)^2} \right).$$  \hfill (5.83)

Here we substituted $(c^i \overline{c}_i)^2$ in the denominator instead of $(\overline{A} \Lambda)^2$, because no other dimensionful constants besides the vevs $c^i$ can be present in the superconformal case.
We seek for a superconformal generalization of the action (5.81) in the form

$$\Gamma = \int \frac{\alpha^3}{8} d\zeta_{(11)} \frac{d\tilde{\omega}^2}{(c')^2} \left( \frac{\omega_{33}^2}{c^3} \frac{\omega_{23}}{c^3} \right) \left( \frac{\omega_{33}}{c^3} \frac{\omega_{23}}{c^3} \right),$$

(5.82)

where $H(x,y)$ is some function to be determined and $\alpha$ is a dimensionless coupling constant. The arguments $\omega_{23}^2$ and $\omega_{33}^2$ of the function $H$ are uncharged and dimensionless. We assume that the function $H$ has a regular power series expansion with respect to its arguments,

$$H(x,y) = \sum_{m,n=0}^{\infty} a_{m,n} x^m y^n,$$

(5.83)

with undefined coefficients $a_{m,n}$. The reality of the action (5.82) with respect to the tilde-conjugate implies the symmetry of this function,

$$H(x,y) = H(y,x),$$

whence $a_{m,n} = a_{n,m}$.

Reordering the summation in (5.83), it is convenient to represent (5.82) as

$$\delta_{sc} \Gamma_1 = 3a_{0,1} \int d\zeta_{(11)} d\tilde{\omega}^2 \left( \tilde{\omega}^2 \omega_{23}^2 \right) \left( \tilde{\omega}^2 \omega_{33}^2 \right) + O(\omega^5).$$

(5.87)

Using the identities

$$c^1 = D_1 c^2 = D_2 c^3, \quad c_3 = -D_3 \bar{c}_3 = -D_3 \bar{c}_3,$$

(5.88)

which follow from the definitions (5.78), one can write

$$c^1 \bar{c}_1 = \frac{1}{3} (c^1 \bar{c}_1 + \bar{c}_1 D_1 c^2 + \bar{c}_1 D_1 c^3),$$

$$c^2 \bar{c}_2 = \frac{1}{3} (c^2 \bar{c}_2 - c^3 D_2 \bar{c}_3 - c^3 D_2 \bar{c}_3).$$

(5.89)

We substitute these expressions into (5.87) and integrate by parts with respect to the harmonic derivatives $D_1, D_2$ and $D_1$,

$$\delta_{sc} \Gamma_1 = a_{0,1} \int d\zeta_{(11)} d\tilde{\omega}^2 \left( \tilde{\omega}^2 \omega_{23}^2 \right) + O(\omega^5).$$

(5.90)

Here we made also use of the identity $c^1 \bar{c}_1 + c^2 \bar{c}_2 + c^3 \bar{c}_3 = c^3 \bar{c}_3 = 1$. Comparing (5.90) with (5.86), we observe that the terms with four superfield strengths are canceled out under the condition

$$\alpha_{0,1} = -2a_{0,0}.$$  

(5.91)

Let us now consider the $n$-th term in the series (5.84),

$$\Gamma_n = \sum_{n=0}^{\infty} \alpha_{0,n} \int d\zeta_{(11)} d\tilde{\omega}^2 \left( \tilde{\omega}^2 \omega_{23}^2 \right) \left( \tilde{\omega}^2 \omega_{33}^2 \right) \left( \tilde{\omega}^2 \omega_{23}^2 \right) \left( \tilde{\omega}^2 \omega_{33}^2 \right) + O(\omega^5) \left(5.92\right)$$

and compute its variation under (5.80),

$$\delta_{sc} \Gamma_n = \sum_{p=0}^{n-1} \alpha_{n-p} \int d\zeta_{(11)} d\tilde{\omega}^2 \left( \tilde{\omega}^2 \omega_{23}^2 \right) \left( \tilde{\omega}^2 \omega_{33}^2 \right) + O(\omega^5).$$  

(5.93)
In the second line of (5.93) we apply the identity
\[ \zeta_5(c^3)\mu^\alpha = \left( \frac{p}{n+2} \zeta_5 - \frac{n-p+1}{n+2} D_1^c \zeta_1 - \frac{1}{n+2} D_2^c \zeta_2 \right) c^3 \mu^{\alpha}. \] (5.94)

Upon integrating by parts with respect to the harmonic derivatives \( D_1^c \) and \( D_2^c \), this expression is replaced by
\[ \frac{p}{n+2} (c^3)^{\mu-1}. \] (5.95)

Similarly, in the last line of (5.93) we apply the identity
\[ c_1^3 (c^3)\mu^{\alpha} = \left( \frac{n-p}{n+2} c_1^3 + \frac{1}{n+2} D_1^c c_1^2 + \frac{p+1}{n+2} D_2^c c_1 \right) (c^3)^{\mu-1}. \] (5.96)

and again integrate by parts with respect to the harmonic derivatives. As a result, the expression in (5.93) produces the term
\[ \frac{n-p}{n+2} (c^3)^{\mu-1}. \] (5.97)

Taking all this into account, the variation (5.93) can be written as
\[ \delta_{\omega_0} \Gamma_n = \int d\zeta_3^3 d\omega_{(12)} \left[ \sum_{p=0}^n (n-p+1)(p+2) A + \sum_{p=1}^n \alpha_{p,n-p} n(\omega_{12} c^3)^{\mu} (\omega_{23} \zeta_1)^{n+p} \right] \]
\[ + \int d\zeta_3^3 d\omega_{(12)} \left[ \sum_{p=0}^{n-1} \alpha_{p,n-p} \frac{n+2}{n-p+2} (-\omega_{23} \zeta_1)^{n+p} \right]. \] (5.98)

We observe that the terms in the last two lines in (5.98) cancel similar terms in the first line of \( \delta_{\omega_0} \Gamma_{n-1} \), provided that the coefficients \( \alpha_{ij} \) obey the following two equations
\[ \alpha_{p,n-p} = \frac{(n-p+2)(n-p)}{n+2} \]
\[ + \alpha_{p+1,n-p} \frac{(p+3)(p+1)}{n+2} = -(n+3) \alpha_{p,n-p-1}, \]
\[ \alpha_{p,n-p} = \frac{(n-p+2)(n-p)}{n+2} \]
\[ - \alpha_{p+1,n-p} \frac{(p+3)(p+1)}{n+2} = -(n-2p+1) \alpha_{p,n-p-1}. \] (5.99)

As a consequence, any two adjacent coefficients are related as
\[ \alpha_{p,j} = -\frac{(j+1)(p+j+2)}{(j+2)p}. \] (5.100)

The solution of this equation reads
\[ \alpha_{m,n} = \left( -1 \right)^{m+n} \frac{(m+n+2)!}{(n+2)n(m+2)!}. \] (5.101)

With these coefficients, the series (91) can be summed up to the function
\[ H(x,y) = \frac{\ln(1+x+y)}{x^2 y^2} + \frac{1}{xy(1+x+y)} \left( \frac{\ln(1+x)}{x^2 y^2} - \frac{\ln(1+y)}{x^2 y^2} \right). \] (5.102)

We point out that this function is regular at the origin,
\[ \lim_{x,y \to 0} H(x,y) = \frac{1}{2}. \] (5.103)

Hence the action (5.82) with this function is well-defined and the harmonic integral does not encounter any singularities.

The contributions from the last two terms in (5.102) to the action (5.82) vanish on shell due to the properties (5.76).\(^{14} \) Therefore, the on-shell effective action can be rewritten in the following explicit form.

\(^{14} \) The properties (5.76) are valid essentially on shell. Therefore the last two terms in (5.102) can be neglected only on the mass shell although they can be important for the off-shell completion of the action.
Although the charged objects $e^i$ and $\overline{e}_i$ appear in the denominators, they do not lead to the divergent harmonic integrals. It can be explicitly checked that upon passing to the component form of the action (5.104), all dangerous terms with divergent harmonic integrals vanish after performing the integration over the Grassmann variables.

5.5.2. Complete $\mathcal{N}=3$ superconformal symmetry.
In the previous section we found the low-energy effective action (5.104) by imposing the requirements of scale and $\gamma_5$-invariance only. In this section we demonstrate that this action is invariant under the full superconformal group. For this purpose we have to consider the transformations (5.56) which include all parameters of the superconformal transformations. The corresponding variations (5.80) of the shifted superfield strengths $A$ and $\overline{A}$ read

\begin{equation}
(5.105)
\end{equation}

where $A$ and $\overline{A}$ are given in (5.57) and $\lambda_i^j$ are defined in (5.49). The variation of the action (5.82) under these transformations is as follows

\begin{equation}
(5.106)
\end{equation}

For simplicity, we set here $c^i\overline{e}_i = 1$, so $x = \overline{e}_i^2 c^i$. The first and second lines in (5.106) are tilde-conjugated to each other.

Given the explicit form (5.102) of the function $H(x, y)$, it is easy to check that it solves the differential equations

\begin{equation}
(5.107)
\end{equation}

Taking them into account, we are going to show that the integrand in (5.106) is a total harmonic derivative, so the variation (5.106) vanishes.

To this end, we introduce the auxiliary functions $f(x, y)$ and $\tilde{f}(x, y)$:

\begin{equation}
(5.108)
\end{equation}

They possess the following properties

\begin{equation}
(5.109a)
\end{equation}

\begin{equation}
(5.109b)
\end{equation}

\begin{equation}
(5.109c)
\end{equation}

\begin{equation}
(5.109d)
\end{equation}

Here dots stand for the terms integrals of which over the analytic superspace with the weight $(\overline{e}_i^2 e_i)^2$ are on-shell vanishing due to the relations (5.76). Up to these terms, the equations (5.109) allow one to deduce the relations

\begin{equation}
(5.110)
\end{equation}
Here we made use of the obvious identities for the superfield parameters \( \lambda^I \)
\[
\lambda^1_2 = D^2_2 \bar{A}, \quad \lambda^2_3 = D^3_3 \bar{A}, \quad \lambda^3_1 = D^1_1 \bar{A} = D^{12}_1 \bar{A},
\]
as well as of the convention \( e^i \bar{c}_i = 1 \).

Next, we introduce the functions
\[
g(x, y) = \frac{1}{y(1 + y)(1 + x + y)} - \frac{1}{y(x + 1)}, \quad \tilde{g}(x, y) = g(y, x)
\]
with the properties
\[
xg^*_x + g = \frac{1}{y(1 + y)(1 + x + y)^2} \quad \text{and} \quad yg^*_y + \tilde{g} = \frac{1}{x(1 + x)(1 + x + y)^2}.
\]

Here, as in (5.109b) and (5.109d), the dots stand for the terms vanishing on shell after integration over the analytic superspace with the weight \((\varpi^2 \omega_{23})^2\). Up to these terms, we obtain the relation
\[
-D^3_1 (\lambda^2_3 g(x, y) e^3 \bar{c}_1) - D^3_1 (\lambda^2_3 g(x, y) e^3 \bar{c}_1)
\]
\[
= \left( H^y_x + \frac{2}{x} H \right) \lambda^2_3 e^3 \bar{c}_1 - \left( H^y_x + \frac{2}{y} H \right) \lambda^2_3 e^3 \bar{c}_1
\]
\[
+ \left[ \left( H^y_x + \frac{2}{x} H \right) - \left( H^y_x + \frac{2}{y} H \right) \right] \lambda^2_3 e^3 \bar{c}_1,
\]
Finally, we introduce the functions
\[
h(x, y) = -\frac{1}{(1 + x)y} + \frac{\ln(1 + x)}{xy^2} + \frac{1}{x^2} - \frac{\ln(1 + x + y)}{xy^2},
\]
\[
\tilde{h}(x, y) = h(y, x) - \frac{1}{(1 + y)x} + \frac{\ln(1 + y)}{yx^2} + \frac{1}{y^2} - \frac{\ln(1 + x + y)}{yx^2},
\]
with the properties
\[
h(x, y) + y \tilde{h}_x(x, y) = f(x, y),
\]
\[
\tilde{h}(x, y) + x \tilde{h}_x(x, y) = \tilde{f}(x, y),
\]
\[
h - \tilde{h} = \tilde{f} - f.
\]
These properties allow us to derive one more useful relation
\[
-D^3_1 (\lambda^2_3 h(x, y) e^3 \bar{c}_1) - D^3_1 (\lambda^2_3 \tilde{h}(x, y) e^3 \bar{c}_1)
\]
\[
= f \lambda^2_3 e^3 \bar{c}_1 - \tilde{f} \lambda^2_3 e^3 \bar{c}_1 + (f - \tilde{f}) \lambda^2_3 e^3 \bar{c}_1.
\]

Now, taking into account the relations (5.110), (5.114) and (5.118), we observe that the variation (5.106) can be represented as a linear combination of harmonic derivatives acting on the quantities composed of the functions (5.108), (5.112) and (5.115),
\[
\delta_{a} \tilde{\Gamma} = \frac{\alpha}{8} \int d\zeta^{\{1\}} du (\varpi^2 \omega_{23})^2
\]
\[
\times \left\{ D^3_1 \left( f \lambda^2_3 e^3 \bar{c}_1 - \lambda^2_3 e^3 \bar{c}_1 \right) + D^3_1 \left( f \lambda^2_3 e^3 \bar{c}_1 - \lambda^2_3 e^3 \bar{c}_1 \right) - D^3_1 \left[ (\tilde{g} + h) \lambda^2_3 e^3 \bar{c}_1 \right] - D^3_1 \left[ (g + \tilde{h}) \lambda^2_3 e^3 \bar{c}_1 \right] \right\}.
\]

The variation (5.119) vanishes as an integral of total harmonic derivative. This proves the invariance of the action (5.104) under the full \( SU(2,2|3) \) superconformal group.\(^{15}\)

5.5.3. Independence of the choice of vacua. By construction, the effective action (5.82) with the function \( H \) given in (5.102) is well defined only on the Coulomb branch of \( \mathcal{N} = 3 \) SYM theory. This is manifested in the explicit presence of non-zero vacuum constants \( e^i \) and \( \bar{c}_i \) in the Lagrangian in (5.82). However, the action itself should be independent of any particular choice of these constants, except for the point \( e^i = 0 \) at which the effective action is singular.

Let us rewrite (5.82) in terms of the original (non-shifted) superfield strengths \( W^{12} \) and \( W_{23} \)
\[
\Gamma[W^{12}, W_{23}; e^i, \bar{c}_i]
\]
\[
= \frac{\alpha}{8} \int d\zeta^{\{1\}} du \left( \frac{W^{12} - \bar{c}_i}{c^i} \right)^2 \left( \frac{W_{23} - c^i}{c^i} \right)^2
\]
\[
\times H \left( \frac{W^{12} - \bar{c}_i}{c^i}, \frac{W_{23} - c^i}{c^i} \right).
\]

In the previous subsection we proved that this action is invariant under the full \( SU(2,2|3) \) superconformal group. Taking into account that the analytic integration measure is \( SU(2,2|3) \) invariant by itself, the prop-

\(^{15}\)Note that (5.104) is \( SU(2,2|3) \) invariant for any \( e^i \neq 0 \), without any restriction on the norm \( e^i \bar{c}_i \) which was set equal to 1 in the above consideration merely for convenience.
Invariance of superconformal invariance of the action can be written in the finite form as

$$
\Gamma\left[\bar{W}^{12}, W_{23}; c^i, \bar{c}^i\right] = \Gamma\left[\bar{W}^{12}, W_{23}; c^i, \bar{c}^i\right].
$$

(5.121)

In particular, consider scale and $\gamma_5$ transformations of the superfield strength in the finite form,

$$
\bar{W}^{12} \rightarrow e^{-7} \bar{W}^{12}, \quad W_{23} \rightarrow e^{4} W_{23},
$$

(5.122)

where $A = -a + 2ib$. The transformation of the action (5.120) under (5.122) can be represented as

$$
\Gamma\left[\bar{W}^{12}, W_{23}; c^i, \bar{c}^i\right] = \Gamma\left[e^{-7} \bar{W}^{12}, e^{4} W_{23}; c^i, \bar{c}^i\right]
$$

$$
= \Gamma\left[\bar{W}^{12}, e^{-7} \bar{W}_{23}; c^i, \bar{c}^i\right].
$$

(5.123)

Here the $A$-dependence is absorbed into the vev constants, $c^i \rightarrow e^{-A} c^i$, $\bar{c}^i \rightarrow e^{-A} \bar{c}^i$. Hence, the superconformal invariance of the action (5.120) implies its independence of the complex rescalings of the vev constants,

$$
\Gamma\left[\bar{W}^{12}, W_{23}; c^i, \bar{c}^i\right] = \Gamma\left[\bar{W}^{12}, e^{-\bar{A}} W_{23}; c^i, \bar{c}^i\right].
$$

(5.124)

In a similar way, one can prove that the action (5.120) is independent of the parameters of finite $SU(3)$ rotations of the vev constants,

$$
\Gamma\left[\bar{W}^{12}, W_{23}; c^i, \bar{c}^i\right] = \Gamma\left[\bar{W}^{12}, W_{23}; \Lambda^i c^j, \bar{\Lambda}_j \bar{c}^i\right].
$$

(5.125)

where $\Lambda^i_j$ are $SU(3)$ matrices. As a result, the action (5.120) is independent of any particular choice of the vacuum $c^i$, $c^i \neq 0$. Indeed, let us assume, without loss of generality, that $c^3 \neq 0$. Then, using the coset $SU(3)/[U(1) \times SU(2)]$ transformations with a constant $SU(2)$ doublet as parameters, one can cast $c^i$ in the form $c^i = (0, 0, c^3)$. The constant $c^3$ can be made real by exploiting the residual $U(1)$ transformation (a combination of the $\gamma_5$ transformations and those of $U(1)$ from the denominator of $SU(3)/[U(1) \times SU(2)]$). Finally, it can be rescaled to any non-zero value, keeping in mind that the action is independent of the rescalings of the vev constants.

### 5.6. Component Structure

#### 5.6.1. $F^4/X^4$ term

To derive this term from the effective action (5.82), it suffices to consider only constant Maxwell and scalar fields, omitting all other components in (5.25),

$$
\tilde{\phi}^{12} = u^1 \phi^i + 4i \theta^i \phi^0, \quad \tilde{\phi}_{23} = \bar{u}_3^i \theta^j + 4i \bar{\theta}^j \phi_0. \tag{5.126}
$$

Substituting these superfields into (5.82), we integrate over the Grassmann variables and obtain

$$
\Gamma_{F^4/X^4} = \frac{\alpha}{2} \int d^4 x du F^2
$$

$$
\times \sum_{m,n=0} \frac{(m + 1)(m + 1)(m + n + 2)(-1)^{m+n}}{m!n!}
$$

$$
\times (\phi^i \phi^j)^m (\phi^i \bar{c}^j)^n. \tag{5.127}
$$

Here we used the series expansion (5.83) for the function $H$ with the coefficients given by (5.101). In this subsection we assume $c^i \bar{c}^j = 1$ for simplicity and use the notation $F^2 = F^{ab} F_{ab}$, $F^2 = F^{\alpha \bar{\beta}} F_{\alpha \bar{\beta}}$.

In (5.127), we have to calculate the harmonic integrals. According to [45], the definition of harmonic integration over the $SU(3)$ harmonic variables is

$$
\int duu! = 1, \quad \int duu!(\text{non – singlet } SU(3) \text{ irreducible representation}) = 0. \tag{5.128}
$$

From this definition one can derive the following simple relations

$$
\int duu^1 \bar{u}_1 = \int duu^1 \bar{u}_3 = \frac{1}{3} \delta^j_3, \quad \int duu^1 \bar{u}_3 = \frac{1}{6} \delta^j_3, \text{ etc.} \tag{5.129}
$$

All these integrals appear as particular cases of the general formula

$$
\int duu^1_u^{i_1} \ldots u^{i_3} \bar{u}_1^{i_3} \bar{u}_3^{i_3} \bar{u}_3^{i_3} = \sum_{k=0} \frac{2m(1)^k}{(m + 1)(k + n + 2)(k + n + 1)(k - m - k)!} \times \delta^{i_1}_{i_2} \ldots \delta^{i_3}_{i_4} \delta^{i_5}_{i_6} \ldots \delta^{i_m}_{i_n}. \tag{5.130}
$$
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Here both \( \langle \ldots \rangle \) and \( \{ \ldots \} \) denote symmetrization of the indices. Contracting this expression with vev constants, 
\( c^i, \overline{c^i} \), and with the scalar fields \( \phi^i, \overline{\phi^i} \), we find
\[
\int d\mu(\overline{\phi^i} \phi^j)^n (c_{\overline{\phi^i}})^m = \sum_{k=0}^{m} \frac{2m!(\overline{\phi^i})^k}{(m + 1)(k + n + 2)(k + n + 1)k!(m - k)!} \times \phi^{i_1} \ldots \phi^{i_k} c^{j_1} \ldots c^{j_k} \phi_{j_1} \overline{\phi_{j_1}} \ldots \phi_{j_k} \overline{\phi_{j_k}}.
\] (5.131)

After some combinatorics, this expression can be rewritten in the following useful form
\[
\int d\mu(\overline{\phi^i} \phi^j)^n (c_{\overline{\phi^i}})^m = \sum_{k=0}^{\min(m, n)} \frac{2n!m!(m + n + 2)!(-1)^k}{k!(n - k)!(m - k)!} \frac{(\overline{\phi^i})^k (\overline{\phi^j})^m}{(\overline{\phi^j})^{m+k}} (\overline{c^j})^{n-k} (c^i)\overline{c^j}^{m-k}.
\] (5.132)

Now we represent (5.127) as a sum of two terms,
\[
\Gamma_{F^4/X^4} = \frac{\alpha}{2} \int d^4 x F^2 T(T_1 + T_2),
\] (5.133)
where
\[
T_1 = \int d\mu \sum_{n=0}^{\infty} \sum_{m=0}^{n} \frac{(m + 1)(m + n + 2)!(\overline{\phi^i})^n (\overline{c^j})^{m+n}}{m!n!},
\] (5.134)
\[
T_2 = \int d\mu \sum_{n=0}^{\infty} \sum_{m=0}^{n} \frac{(m + 1)(m + n + 2)!(\overline{\phi^i})^n (\overline{c^j})^{m+n}}{m!n!}.
\]

The reason for this separation is that the monomials with \( m \leq n \) are in \( T_1 \), while those with \( m > n \) are in \( T_2 \).

Therefore, for each of these two terms we can apply the equation (5.132) for the harmonic integrals,

\[
T_1 = 2 \sum_{n=0}^{\infty} \sum_{m=0}^{n} \frac{(m + n - l + 1)!(\overline{\phi^i})^n (\overline{\phi^j})^l (c^j)^{m+l}}{l!(n - l)!(m - l)!} \frac{(\overline{\phi^i})^n (\overline{\phi^j})^l (c^j)^{m+l}}{l!(n - l)!(m - l)!},
\] (5.135)
\[
T_2 = 2 \sum_{n=0}^{\infty} \sum_{m=0}^{n} \frac{(m + n - l + 1)!(\overline{\phi^i})^n (\overline{\phi^j})^l (c^j)^{m+l}}{l!(n - l)!(m - l)!} \frac{(\overline{\phi^i})^n (\overline{\phi^j})^l (c^j)^{m+l}}{l!(n - l)!(m - l)!}.
\]

Changing the order of summation, these terms can be rewritten as
\[
T_1 = 2 \sum_{l,m=0}^{\infty} \frac{(n + m + l + 1)!(\overline{\phi^i})^n (\overline{\phi^j})^l (c^j)^{m+l}}{l!m!n!},
\] (5.136)
\[
T_2 = 2 \sum_{l,m=0}^{\infty} \frac{(n + m + l + 1)!(\overline{\phi^i})^n (\overline{\phi^j})^l (c^j)^{m+l}}{l!m!n!}.
\]

Putting these two expressions together, we find
\[
T_1 + T_2 = 2 \sum_{m,n,k=0}^{\infty} \frac{(-1)^{m+n+k}(m + n + k + 1)!}{m!n!k!} \times (c^j)^{m+n+k} (\overline{\phi^i})^m (c^j)^{m+n+k} (\overline{\phi^i})^m = \frac{2}{(\overline{\phi^i} + \overline{\phi^j})^2}.
\] (5.137)

As a result, the \( F^4/X^4 \) term in the effective action reads
\[
\Gamma_{F^4/X^4} = \frac{\alpha}{2} \int d^4 x F^2 T^2 (\overline{\phi^i} \overline{\phi^j})^2.
\] (5.138)

This expression is explicitly scale and \( U(3) \) invariant, as expected.
It is a highly non-trivial and remarkable phenomenon that the vev constants $c^i$ and the shifted scalars $\phi^i$ have combined into the initial scalar fields $\phi^i$, (5.77), after doing the Grassmann and harmonic integrals which is a rather involved procedure in its own. This confirms the independence of the action (5.82) of any particular choice of the vacua, the fact that has been proved in the previous section.

Note that (5.138) also respects hidden $SO(6) \approx SU(4)$ invariance, with the $SU(4)/U(3)$ transformations acting as

$$\delta \phi^i = \varepsilon^{ijk} \lambda_j \overline{\phi}_k, \quad \delta \overline{\phi}_i = \varepsilon_{ijk} \lambda^k \phi^j,$$

(5.139)

where $\lambda$, comprise 6 corresponding group parameters. This is an indication that the superfield effective action (5.82), besides the superconformal $SU(2,2|3)$ symmetry, enjoys on shell the $SU(4)$ symmetry, and hence, the superconformal $PSU(2,2|4)$ symmetry as a closure of these two symmetries.

5.6.2. Wess–Zumino term. To single out the Wess–Zumino term, it is enough to keep only scalar fields in the superfields (5.25),

$$\bar{\omega}_{23} = \phi^i + \theta_{\alpha} \partial_{\alpha} \phi^i_1, \quad \bar{\omega}_{12} = \phi^i - \theta_{\alpha} \partial_{\alpha} \phi^i_1, \quad \bar{\omega}_{12} = \phi^i - \theta_{\alpha} \partial_{\alpha} \phi^i_1$$

(5.140)

We substitute these superfields into the action (5.82) and integrate there over the Grassmann variables, keeping only those terms which contain four derivatives contracted with the antisymmetric $\varepsilon$-symbol,

$$\Gamma = \frac{i \alpha}{2} \varepsilon_{ijkl} \int d^4 x 
\times \sum_{i,j=0}^{\infty} \left( \frac{\delta \phi^i}{(i+j+2)(i+j+1)} \right)^n = \frac{1}{16 \pi^2} \varepsilon_{ijkl} \int d^4 x (e^i - \phi^i) \partial_{\alpha} \partial_{\alpha} \overline{e}^i$$

(5.141)

To compare this expression with the standard expression (2.13) for Wess–Zumino term, it is necessary to compute the harmonic integrals and to sum up the series. Unfortunately, it is very difficult to find the explicit expression for the integral

$$\Gamma_{WZ} = \frac{i \alpha}{24} \varepsilon_{ijkl} \int d^4 x d\phi^i d\phi^j d\phi^k d\phi^l$$

(5.142)

in terms of (anti)symmetrized irreducible combinations of the delta-symbols. Therefore, here we restrict our consideration only to the lowest terms in (5.141), namely,

$$\Gamma_{WZ} = \frac{3}{2} i \alpha \varepsilon_{ijkl} \int d^4 x \partial_{\alpha} \partial_{\beta} \partial_{\gamma} \partial_{\delta} \phi^i \partial_{\alpha} \partial_{\beta} \partial_{\gamma} \partial_{\delta} \phi^j \partial_{\alpha} \partial_{\beta} \partial_{\gamma} \partial_{\delta} \phi^k \partial_{\alpha} \partial_{\beta} \partial_{\gamma} \partial_{\delta} \phi^l$$

(5.143)

The corresponding harmonic integral is quite easy to do,

$$\Gamma_{WZ} = \frac{3}{2} i \alpha \varepsilon_{ijkl} \int d^4 x d\phi^i d\phi^j d\phi^k d\phi^l$$

(5.144)

and we assumed that $c^i = 1$.

Let us single out, in the series (5.146), the terms with minimal numbers of fields $\phi^i$ and $\overline{\phi}_i$. These terms correspond to the choice $m = n = 0$ and $l = 1$ in the second line in (5.146)

$$\Gamma_{WZ} = \frac{i \alpha}{16 \pi^2} \varepsilon_{ijkl} \int d^4 x (c^i - \overline{c}^i) c^j \partial_{\alpha} \partial_{\beta} \partial_{\gamma} \phi^k \partial_{\alpha} \partial_{\beta} \partial_{\gamma} \overline{\phi}_l$$

(5.147)
Up to total derivatives, the following identity holds
\[ \epsilon^{\alpha \mu \nu \rho} \epsilon_{i j k} \phi^{i j k} (\phi \partial_\alpha \phi - c_{\alpha}^i \phi_i \partial_\phi \phi^{i j k} \partial_\rho \phi_j \partial_\sigma \phi_k) = \frac{1}{3} \epsilon^{\alpha \mu \nu \rho} \epsilon_{i j k} \phi^{i j k} (\phi \partial_\alpha \phi - c_{\alpha}^i \phi_i \partial_\phi \phi^{i j k} \partial_\rho \phi_j \partial_\sigma \phi_k) + \text{tot. deriv.} \]
(5.148)
This identity allows us to bring the action (5.147) to the form
\[ \Gamma_{\text{WZ}} = \frac{i}{48 \pi} \epsilon^{\alpha \mu \nu \rho} \epsilon_{i j k} \phi^{i j k} \times \int d^4x \left( \phi \partial_\alpha \phi - c_{\alpha}^i \phi_i \partial_\phi \phi^{i j k} \partial_\rho \phi_j \partial_\sigma \phi_k + c_{\alpha}^i \phi_i \partial_\phi \phi^{i j k} \partial_\rho \phi_j \partial_\sigma \phi_k \right) \]
(5.149)
This expression coincides with (5.145) under the choice
\[ \alpha = -\frac{1}{2 \pi} \cos \theta \]
(5.150)
This proves that the action (5.82) contains the Wess–Zumino term (3.44).

6. LOW-ENERGY EFFECTIVE ACTION
IN $\mathcal{N} = 4$ USp(4) HARMONIC SUPERSPACE

The USp(4) harmonic variables were introduced for the first time in [71]. Later they were used in [72] to formulate a superparticle model in $\mathcal{N} = 4$ harmonic superspace\(^\text{17}\) and to study the $\mathcal{N} = 4$ SYM theory with central charge [76]. The underlying harmonic superspace proved very efficient for the construction of the central charge [76]. The underlying harmonic superspace is to abandon the manifest $SU(4)$ symmetry and keep only the explicit invariance under USp(4) $\subset SU(4)$. Then, we extend the standard $\mathcal{N} = 4$ superspace by the harmonic coordinates
\[ u^{i}_i = (u^{1}_1, u^{2}_2, u^{3}_3, u^{4}_4) \]
which form the USp(4) matrices
\[ uu^\dagger = I_4, \quad u\Omega u^T = \Omega \]
(6.1)

Here $\Omega$ is a constant antisymmetric matrix, $\Omega^T = -\Omega$. The canonical choice of this matrix is
\[ \Omega = \begin{pmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{pmatrix} \]
(6.2)
though other forms are also possible. Being an invariant tensor of the group USp(4), $\Omega^{ij}$ can be used to raise and lower the USp(4) indices, e.g.,
\[ u^{i}_j = \Omega^{ij} u^{i}_j, \quad u^{j}_i = \Omega_{ij} u^{j}_i, \]
(6.3)
where $\Omega^{ij}$ is the inverse of $\Omega_{ij}$.

The group USp(4) contains two independent $U(1)$ subgroups. These subgroups can be chosen in such a way that the harmonic variables have the following $U(1)$ charge assignment
\[ u^{i}_1 = u^{(+,0)}_1, \quad u^{2}_2 = u^{(−,0)}_2, \]
\[ u^{3}_3 = u^{(0,+)}_3, \quad u^{4}_4 = u^{(0,−)}_4. \]
(6.5)

With these notations, the defining harmonic constraints (6.1) take the form of the orthogonality conditions
\[ u^{(+,0)}_i u^{(−,0)}_j = u^{(0,+)}_i u^{(0,−)}_j = 1, \]
\[ u^{(+,0)}_i u^{(−,0)}_j = u^{(0,+)}_i u^{(0,−)}_j = u^{(0,+)}_i u^{(−,0)}_j = u^{(−,0)}_i u^{(0,+)}_j = 0, \]
(6.6)
and the completeness relations
\[ u^{(+,0)}_i u^{(−,0)}_j - u^{(+,0)}_j u^{(−,0)}_i = \Omega_{ij}, \]
(6.7)
There by the harmonics can be used to define the $U(1) \times U(1)$ projections of all objects with USp(4) indices. In particular, for Grassmann coordinates $\theta_{\alpha}$, $\bar{\theta}_\alpha$, and covariant spinor derivatives $D^I_\alpha$, $\bar{D}^I_\alpha$ we have
\[ \theta_\alpha^I = -u^{I}_i \theta_{\alpha}, \quad \bar{\theta}_\alpha^I = u^{I}_i \bar{\theta}_\alpha, \]
(6.8)
\[ D^I_\alpha = u^{I}_i D^i_\alpha, \quad \bar{D}^I_\alpha = -u^{I}_i \bar{D}^i_\alpha. \]

Among the anticommutators of the derivatives $D^I_\alpha$ and $\bar{D}^I_\alpha$, only the following ones are non-trivial
\[ \{ D^{(+,0)}_\alpha, D^{(-,0)}_\alpha \} = \{ D^{(-,0)}_\alpha, D^{(+,0)}_\alpha \} = 2i \sigma^{m}_{\alpha \bar{\alpha}} \partial_m, \]
\[ \{ D^{(0,+)}_\alpha, D^{(0,-)}_\alpha \} = \{ D^{(0,-)}_\alpha, D^{(0,+)}_\alpha \} = 2i \sigma^{m}_{\alpha \bar{\alpha}} \partial_m. \]
(6.9)
\(^{17}\)Note that the relativistic particle models in the $\mathcal{N} = 2$ and $\mathcal{N} = 3$ harmonic superspaces were studied in [73, 74] and [75], respectively.
Associated with the harmonic variables are the $USp(4)$-covariant harmonic derivatives defined as
\[
D^{(\pm, \pm)} = u_i^{(\pm, 0)} \frac{\partial}{\partial u_i^{(\pm, 0)}}, \quad D^{(0, \pm)} = u_i^{(0, \pm)} \frac{\partial}{\partial u_i^{(0, \pm)}},
\]
\[
D^{(\pm, \mp)} = u_i^{(\pm, 0)} \frac{\partial}{\partial u_i^{(\mp, 0)}}, \quad D^{(0, \mp)} = u_i^{(0, \pm)} \frac{\partial}{\partial u_i^{(0, \mp)}},
\]
\[
S_1 = u_i^{(0, +)} \frac{\partial}{\partial u_i^{(0, +)}} - u_i^{(0, -)} \frac{\partial}{\partial u_i^{(0, -)}}, \quad S_2 = u_i^{(0, +)} \frac{\partial}{\partial u_i^{(0, +)}} - u_i^{(0, -)} \frac{\partial}{\partial u_i^{(0, -)}}.
\]

It is easy to check that they obey the commutation relations of the Lie algebra $usp(4)$. In particular, the operators $S_1$ and $S_2$ are the generators of the two $U(1)$ subgroups, and they count the corresponding $U(1)$ charges
\[
[S_1, D^{(\pm, \pm)}] = s_1^1 D^{(\pm, \pm)}, \quad [S_2, D^{(\pm, \pm)}] = s_1^2 D^{(\pm, \pm)}, \quad [S_1, S_2] = 0.
\]

They appear on the right-hand sides of the appropriate commutators
\[
[D^{(0, +)}, D^{(0, -)}] = S_1, \quad [D^{(0, +)}, D^{(0, -)}] = S_2.
\]

It is also easy to check that any operators from the set $\{D^{(0, +)}, D^{(0, -)}\}$ commute with those from the set $\{D^{(0, +)}, S_2\}$. Thus, these sets form two independent mutually commuting $su(2)$ subalgebras in the full $usp(4)$ algebra of the harmonic derivatives.

The harmonic variables and the matrix $\Omega$ reveal the following complex conjugation properties
\[
(u_i^{(\pm, 0)})^\dagger = \mp u_i^{(\mp, 0)}, \quad (\Omega^i_j)^\dagger = -\Omega^i_j.
\]

As was already mentioned earlier, the conventional complex conjugation is not too useful in the harmonic superspace, since it does not allow to ensure reality for the analytic subspaces of the full superspace. In the harmonic superspace approach, it is customary to use the generalized $\sim$-conjugation which, in the present case, is defined to act on the harmonics by the rules
\[
\sim u_i^{(\pm, 0)} = u_i^{(\mp, 0)}, \quad \sim u_i^{(0, \pm)} = u_i^{(0, \mp)}.
\]

The transformations of the Grassmann variables and covariant spinor derivatives under this conjugation read
\[
\sigma_\alpha^{(\pm, 0)} = \sigma_\alpha^{(\mp, 0)}, \quad \sigma_\alpha^{(0, \pm)} = \sigma_\alpha^{(0, \mp)}, \quad \sigma_\alpha^{(\mp, 0)} = -\sigma_\alpha^{(\pm, 0)},
\]
\[
\sigma_\alpha^{(0, \mp)} = -\sigma_\alpha^{(0, \pm)}.
\]

$\mathcal{N} = 4 USp(4)$ harmonic superspace with the coordinates $\{x^m, \theta^{\pm, 0}_{\alpha}, \sigma^{\pm, 0}_{\alpha}, u_i^{(\pm, 0)}\}$ contains several analytic subspaces with 8 (out of the total 16) Grassmann coordinates. One of these subspaces is parametrized by the set of coordinates
\[
\{x^m, \theta^{\mp, 0}_{\alpha}, \sigma^{\mp, 0}_{\alpha}, u_i^{(\pm, 0)}\},
\]

where
\[
x_A^m = x^m - i\theta^{(0, -)\sigma^{(0, +)}_{\alpha}} - i\theta^{(0, +)\sigma^{(0, -)}_{\alpha}}, \quad i\theta^{(0, -)\sigma^{(0, +)}_{\alpha}} - i\theta^{(0, +)\sigma^{(0, -)}_{\alpha}}.
\]

In the analytic basis $\{x^m, \theta^{(0, -)\alpha}, \sigma^{(0, +)\alpha}, u_i^{(\pm, 0)}\}$, the following Grassmann derivatives become short,
\[
D_{\alpha}^{(\pm, 0)} = \pm \frac{\partial}{\partial x_A^m}, \quad \bar{D}_{\alpha}^{(\pm, 0)} = \pm \frac{\partial}{\partial x_A^m}.
\]
It is interesting to note that the operators $D^{(\pm, \pm)}$ and $D^{(0, \pm)}$ in the analytic basis do not involve terms with the $x_4^m$ derivatives.

Note also that the analytic subspace (6.16) is closed under the $\sim$-conjugation defined in (6.14) and (6.15).

### 6.2. $\mathcal{N} = 4$ SYM Constraints in the USp(4) Harmonic Superspace

Within the standard geometric approach, the gauge theory is introduced through adding gauge connections to the superspace derivatives, as in eq. (4.38). The $\mathcal{N} = 4$ SYM constraints have the same form as in the $\mathcal{N} = 3$ case (5.19), but the indices $i, j$ take now the values 1, 2, 3, 4. In the abelian case, these constraints imply the following Bianchi identities

$$D^i_a W^{jk} + D^j_b W^{ik} = 0,$$

$$D^i_a W^{jk} = \frac{1}{3} (\delta^i_a \delta^j_b \delta^k_c - \delta^i_a \delta^k_c \delta^j_b + \delta^j_b \delta^k_c \delta^i_a) D^c_b W^{ij}.$$  

Besides this, the $\mathcal{N} = 4$ superfield strengths $W^{ij} = - W^{ji}$ should be subject to the reality condition which is a superfield counterpart of (2.1):

$$\overline{W^{ij}} = W_{ij} = \frac{1}{2} \varepsilon^{ijkl} W^{kl}.$$  

The constraints (6.20) and (6.21) can be rewritten in $\mathcal{N} = 4$ harmonic superspaces based on different cosets of the $SU(4)$ group [68, 77, 78]. The aim of the present subsection is to rewrite them in the USp(4) harmonic superspace introduced in the previous subsection.

Given the $\mathcal{N} = 4$ superfield strength $W^{ij}$, we can project it on the harmonics:

$$W^{ij} = u^{i} \mu^{j} W^{\mu}. $$  

(6.22)

Recall that the harmonic variables have the $U(1)$-charge assignment indicated in Eq. (6.5). Then, the corresponding charges of $W^{ij}$ are

$$W_{12} = W, \quad W_{13} = W^{(+, +)}, \quad W_{14} = W^{(+, -)},\quad W_{23} = W^{(-, +)}, \quad W_{24} = W^{(-, -)}, \quad W_{34} = W, $$  

(6.23)

where $W$ and $\mathcal{W}$ are two different uncharged projections

$$S_1 W = S_1 \mathcal{W} = 0, \quad S_1 \mathcal{W} = S_1 W = 0.$$  

(6.24)

Let us examine the superfield $\mathcal{W} = u_0^{(0, +)} u_0^{(0, -)} W$.

By construction, this superfield obeys the following equations with the harmonic derivatives (6.10)

$$D^{(+, +)} W = D^{(+, -)} W = 0,$$

$$D^{0, (+)} W = D^{0, (-)} W = 0.$$  

(6.25a, 6.25b)

The equations (6.20b) imply certain analyticity properties for $\mathcal{W}$

$$D_0^{(a, +)} W = D_0^{(a, -)} W = 0.$$  

(6.26)

Eq. (6.21) means that $\mathcal{W}$ is real under the $\sim$-conjugation (6.14):

$$\overline{\mathcal{W}} = \mathcal{W}.$$  

(6.27)

In a similar way one can find the equations for all other superfield strengths (6.23), see [72] for details.

It is instructive to consider the equations (6.25) and (6.26) in the analytic basis. As follows from (6.18), the constraints (6.26) are automatically solved by an arbitrary real analytic $\mathcal{W}$

$$\mathcal{W} = \mathcal{W}(\zeta, u).$$  

(6.28)

The equations (6.25a) are not dynamical, since the harmonic derivatives $D^{(+, +)}$ and $D^{0, (+)}$ in the analytic coordinates do not contain $\partial / \partial x_4^m$, see (6.19). These equations serve to eliminate auxiliary fields in the component field expansion of $\mathcal{W}$, but they do not impose any constraint on the physical components. Only eq. (6.25b) is dynamical: It leads to the standard free equations of motion for physical components in $\mathcal{W}$. The solution of the total set of equations (6.25)–(6.27) is given by the following component field expansions:

$$\mathcal{W} = \mathcal{W}_\text{bos} + \mathcal{W}_\text{ferm}, $$  

(6.29a)

where

$$\mathcal{W}_\text{bos} = \varphi + f^{(i)} (u^{(+, +)} u^{(-, +)} - u^{(+)} u^{(-)})$$

$$+ \frac{1}{\sqrt{2}} \left( \theta^{(i)} (\gamma^{(i, 0)} \gamma^{(i, 0)} - \sigma^{(i, 0)} \sigma^{(i, 0)} - \tilde{\theta}^{(i, 0)} \tilde{\sigma}^{(i, 0)} - \tilde{\sigma}^{(i, 0)} \tilde{\theta}^{(i, 0)}) F_{mn} \right)^{\alpha \beta} - 4 \theta^{(i)} (\gamma^{(i, 0)} \gamma^{(i, 0)} - \sigma^{(i, 0)} \sigma^{(i, 0)} - \tilde{\theta}^{(i, 0)} \tilde{\sigma}^{(i, 0)} - \tilde{\sigma}^{(i, 0)} \tilde{\theta}^{(i, 0)})$$

$$+ 4 \theta^{(i)} (\gamma^{(i, 0)} \gamma^{(i, 0)} - \sigma^{(i, 0)} \sigma^{(i, 0)} - \tilde{\theta}^{(i, 0)} \tilde{\sigma}^{(i, 0)} - \tilde{\sigma}^{(i, 0)} \tilde{\theta}^{(i, 0)})$$

$$+ 4 \theta^{(i)} (\gamma^{(i, 0)} \gamma^{(i, 0)} - \sigma^{(i, 0)} \sigma^{(i, 0)} - \tilde{\theta}^{(i, 0)} \tilde{\sigma}^{(i, 0)} - \tilde{\sigma}^{(i, 0)} \tilde{\theta}^{(i, 0)}) \left[ \varphi - f^{(i)} (u^{(+)} u^{(-)} - u^{(+)} u^{(-)}) \right].$$  

(6.29b)
Here, the component fields satisfy the free equations of motion
\[ \Box \varphi = 0 \quad \text{1 real scalar}, \]
\[ \Box f_{ij} = 0, \quad (f^i \Omega_j = 0) \quad 5 \text{ real scalars}, \quad (6.30) \]
\[ \sigma^{mn} \partial_m \psi^i = 0, \quad \sigma^{mn} \partial_m \overline{\psi}^i = 0 \quad \text{4 Weyl spinors}, \]
\[ \partial^m F_{mn} = 0 \quad 1 \text{ Maxwell field}. \]

All component fields in (6.29) depend on \( x^m_A \) defined in (6.17). These fields are subject to the reality conditions
\[
\psi^i = \varphi, \quad f_{ij}^{\dot{i}} = \overline{f}_{ij} = f_{ij}, \quad (6.31)
\]
\[ \overline{\psi}^i = \overline{\psi}_{i\dot{i}}, \quad F_{mn} = F_{mn}. \]

Recall that the group \( USp(4) \) is locally isomorphic to \( SO(5) \). For computational reasons, it is useful to express \( W_{\text{box}} \) in terms of \( SO(5) \) harmonic variables. Recall also that the representation \( 5 \) of \( USp(4) = SO(5) \) is given by the antisymmetric \( \Omega \)-trace-less 4 \times 4 matrix. The corresponding Clebsch–Gordan coefficients are gamma matrices \( \gamma^i_{a\dot{a}} \), with \( a = 1, 2, 3, 4, 5 \) of \( SO(5) \) and \( i = 1, 2, 3, 4 \) of \( USp(4) \), such that
\[
\gamma^i_{a\dot{a}} = -\gamma^i_{a\dot{a}}, \quad \Omega_{ij} \gamma^i_{a\dot{a}} = 0,
\]
\[ \gamma_{a\dot{a}} \gamma^j_{b\dot{b}} + \gamma_{b\dot{b}} \gamma^j_{a\dot{a}} = 2 \delta_{ab} \delta^j_{\dot{a} \dot{b}}, \quad (6.32) \]
\[ (\gamma^i_{a\dot{a}}) = -\gamma_{a\dot{a}}, \quad (\gamma^i_{a\dot{a}}) \gamma_{b\dot{b}} = -4 \delta_{ab}, \]
\[ \gamma_{a\dot{a}} \gamma^j_{b\dot{b}} = -2 (\delta^j_{\dot{a} \dot{b}} - \delta^j_{\dot{b} \dot{a}}) - \Omega_{ij} \gamma^j_{i\dot{i}}. \]

Using the bilinear combinations of \( USp(4) \)/[\( U(1) \times U(1) \)] harmonics appearing in (6.29b), we define
\[ v_a^{(-)} = \gamma^i_{a\dot{a}} u^{(-)}_{ij}, \quad v_a^{(+)} = \gamma^i_{a\dot{a}} u^{(+)}_{ij}, \quad v_a(0) = \gamma^i_{a\dot{a}} u^{(0)}_{ij} \]
\[ v_a^{(-)} = \gamma^i_{a\dot{a}} u^{(-)}_{ij}, \quad v_a^{(+)} = \gamma^i_{a\dot{a}} u^{(+)}_{ij}, \quad v_a^{(0)} = \gamma^i_{a\dot{a}} u^{(0)}_{ij} \]
\[ v_a^{(-)} = \gamma^i_{a\dot{a}} u^{(-)}_{ij}, \quad v_a^{(+)} = \gamma^i_{a\dot{a}} u^{(+)}_{ij}, \quad v_a^{(0)} = \gamma^i_{a\dot{a}} u^{(0)}_{ij} \]
\[ v_a^{(-)} - v_a^{(+)} = -2, \quad (6.33) \]
\[ v_a^{(-)} + v_a^{(+)} = +2, \quad v_a^{(0)} - v_a^{(0)} = -4. \]

The correct definition of \( SO(5) \) harmonics \( v_a^b \) is provided by the formulas
\[ v_a^b = \frac{1}{2} (v_a^{(-)} + v_a^{(+)}), \quad v_a^b = \frac{i}{2} (v_a^{(-)} - v_a^{(+)}), \quad (6.34) \]
\[ v_a^b = \frac{i}{2} (v_a^{(-)} - v_a^{(+)}), \quad v_a^b = \frac{1}{2} (v_a^{(-)} + v_a^{(+)}), \quad (6.35) \]
\[ v_a^b = \frac{i}{2} (v_a^{(0)}). \]

These harmonics are real, \( (v_a^b = v_a^b) \), and obey the needed \( SO(5) \) relations
\[ v_a^b v_c^b = \delta^{ab}, \quad \epsilon_{abcde} v_a^b v_b^c v_c^d v_d^e v_c^e = 1. \quad (6.36) \]

The integration over \( SO(5) \) harmonic variables is defined by
\[ \int d\nu v = 1, \quad (6.37) \]
\[ \int d\nu (\text{non-singlet } SO(5) \text{ irrep}) = 0. \]

Two basic harmonic integrals are
\[ \int d\nu v_a^b v_b^c = \delta_{ab}^
u, \quad \int d\nu v_a^1 v_b^2 v_c^3 v_d^4 v_e^5 = 1. \quad (6.38) \]

A small amount of combinatorics yields the following generalization of these integrals
\[ \int d\nu v_a^1 v_b^2 v_c^3 v_d^4 v_e^5 = \delta_{ab}^
u, \quad k = 2n \]
\[ \int d\nu v_a^1 v_b^2 v_c^3 v_d^4 v_e^5 = 1, \quad k = 2n + 1 \]
\[ \int d\nu v_a^1 v_b^2 v_c^3 v_d^4 v_e^5 = \delta_{abcde}, \quad k = 2n \]
\[ \int d\nu v_a^1 v_b^2 v_c^3 v_d^4 v_e^5 = 1, \quad k = 2n + 1. \]

The gamma matrices defined in (6.32) can also be used to relate the scalars \( f_{ij} \) to the \( SO(5) \) vector \( X_a \),
\[ f_{ij} = \frac{1}{2} \gamma^i_{a\dot{a}} X_a, \quad (6.40) \]
\[ X_a = \gamma_{a\dot{a}} f_{ij}, \quad f_{ij} f_{ij} = -X_a X_a. \]

The sixth scalar \( \varphi \) is \( SO(5) \) singlet, \( \varphi = X_6 \).
Taking into account the above redefinition of the scalars, we rewrite the bosonic part of the superfield strength (6.29b) in terms of \( SO(5) \) harmonic variables as
\[
\mathcal{W}_{\text{bos}} = \phi + iX_\alpha v_\alpha^5
\]
\[
+ \frac{1}{\sqrt{2}} (\theta^{(0,0)}_\alpha \sigma^{\alpha(0)}_a - \tilde{\theta}^{(0,0)}_\alpha \tilde{\sigma}^{\alpha(0)}_a) F_{mn}
\]
\[
- 2\theta^{(0,0)}_\alpha \tilde{\sigma}^{\alpha(0)}_a X_a (v_\alpha^4 - iv_a^2)
\]
\[
+ 2\theta^{(0,0)}_\alpha \sigma^{\alpha(0)}_a X_a (v_\alpha^4 + iv_a^2)
\]
\[
+ 2\theta^{(0,0)}_\alpha \tilde{\sigma}^{\alpha(0)}_a X_a (v_\alpha^4 - iv_a^2)
\]
\[
+ 2\theta^{(0,0)}_\alpha \sigma^{\alpha(0)}_a X_a (v_\alpha^4 + iv_a^2)
\]
\[
+ 4\theta^{(0,0)}_\alpha \tilde{\theta}^{(0,0)}_\beta \tilde{\sigma}^{\alpha(0)}_a \tilde{\sigma}^{\beta(0)}_\alpha (\phi - iX_\alpha v_\alpha^5)
\]
We use this form of the superfield strength in subsection 6.4 for studying the bosonic component structure of the low-energy effective action in \( \mathcal{N} = 4 \) SYM theory.

\[
\int du = 1, \quad \int du(\text{non -- singlet } USp(4) \text{ irreducible representation}) = 0. \tag{6.44}
\]

As is seen from (6.43), the analytic measure is uncharged and dimensionless. Effectively, it contains eight covariant spinor derivatives which produce four space-time derivatives on the component fields. Hence, all the space-time derivatives in (6.42) are already hidden in the superspace measure and the function \( \mathcal{H}(\mathcal{W}) \) should contain neither space-time, nor covariant spinor derivatives of the superfield strength \( \mathcal{W} \). This is very similar to the situation with the effective action in the \( \mathcal{N} = 2 \) and \( \mathcal{N} = 3 \) harmonic superspaces considered in the previous sections.

Now we implement the requirement of scale invariance of the effective action \( \Gamma \). The function \( \mathcal{H}(\mathcal{W}) \) should be dimensionless, since the analytic measure (6.43) has the dimension zero, but the superfield strength \( \mathcal{W} \) has the dimension one. Thus, we are led to introduce a parameter \( \Lambda \), such that \( \mathcal{W}/\Lambda \) is dimensionless, and to choose
\[
\mathcal{H}(\mathcal{W}, \Lambda) = \mathcal{H}(\mathcal{W}/\Lambda). \tag{6.45}
\]
Since the dependence on \( \Lambda \) must disappear upon doing the integration over superspace, the function \( \mathcal{H} \) is uniquely determined to be
\[
\mathcal{H} = c \ln \frac{\mathcal{W}}{\Lambda}. \tag{6.46}
\]
where \( c \) is some constant coefficient. Rescaling \( \mathcal{W} \) amounts to shifting \( \mathcal{H} \) by a constant, which yields zero under the \( d\zeta \) integral.

We conclude that the four-derivative part of the SYM effective action on the Coulomb branch in \( \mathcal{N} = 4 USp(4) \) harmonic superspace has the following simple unique form
\[
\Gamma = c \int d\zeta du \ln \frac{\mathcal{W}}{\Lambda}. \tag{6.47}
\]
We will show that this action contains the \( F^4/X^4 \) term (2.11), as well as the Wess–Zumino term (3.14). This will allow us to fix the coefficient \( c \).

6.4. Component Structure

6.4.1. \( F^4/X^4 \) term. In order to identify the \( F^4/X^4 \) term (2.11) it is sufficient to consider the bosonic part of the superfield strength \( \mathcal{W}_{\text{bos}} \) (6.29b). Recall that it can be rewritten through the \( SO(5) \) harmonic variables, see (6.41). Hence, for deriving the \( F^4/X^4 \) term we substitute (6.41) into (6.47) and replace the integration measure \( du \) by \( dv \),
\[
\Gamma_{F^4/X^4} = c \int d\zeta dv \ln \frac{\mathcal{W}_{\text{bos}}}{\Lambda}. \tag{6.48}
\]
Moreover, it suffices to consider \( \mathcal{W}_{\text{bos}} \) with constant scalar fields \( \phi \) and \( X_a \). Then only the first line in (6.41) survives. Substituting this simplified expression for \( \mathcal{W}_{\text{bos}} \) into the action (6.48) and integrating there over \( \phi \)’s by the rule (6.43), we find
\[
\Gamma_{F^4/X^4} = \frac{1}{4} \int d^4 x dv \mathcal{H}^4(\phi + iX_\alpha v_\alpha^5)
\]
\[
\times \left[ F_{mn}F^{nk}F_{kl}F^{lm} - \frac{1}{4}(F_{pq}F^{pq})^2 \right], \tag{6.49}
\]
where $\mathcal{H}^{(n)}$ stands for the $n$'th derivative of $\mathcal{H}$ with respect to its argument. To compute the harmonic integral, we expand $\mathcal{H}^{(n)}$ in the Taylor series,

$$\mathcal{H}^{(n)}(\phi + iX_a \gamma_a^5) = \sum_{n=0}^{\infty} \frac{1}{n!} \mathcal{H}^{(n+n)}(\phi)(iX_a \gamma_a^5)^n.$$ (6.50)

Applying (6.39) to each term in this series, we obtain

$$\Gamma = \frac{1}{4} \int d^4 x \left[ F_{mk} F^{nk} F_{kl} F^{lm} - \frac{1}{4} (F_{pq} F^{pq})^2 \right]$$ (6.51)

$$\times \sum_{n=0}^{\infty} \frac{3(-X_a X_a)^n}{(2n + 1)(2n + 3)} \mathcal{H}^{(2n+2)}(\phi).$$

For the function $\mathcal{H}$ defined in (6.46), we obtain

$$\mathcal{H}^{(n)}(\phi) = c (-1)^{n-1} (n-1)! \phi^n.$$ (6.52)

Substituting this expression into (6.51) and summing up the series, we find

$$\Gamma_{F^4/X^4} = -\frac{3}{2} \int d^4 x \frac{(F_{pq} F^{pq})^2}{(\phi^2 + X_a X_a)^2}.$$ (6.53)

This precisely matches with (2.11), provided that we identify $\phi = X_a$ and set

$$c = -\frac{1}{96\pi^2}.$$ (6.54)

Thus, the superfield action (6.47) contains the $F^4/X^4$ term (2.11).

6.4.2. Wess–Zumino term. Recall that the Wess–Zumino term (3.14) depends only on the scalar fields and their derivatives. Hence, for singling out this term in the component field representation of (6.47) it is enough to use the same superfield expression (6.48), but in the superfield (6.41) we now need to keep only the scalar fields. Then, performing integration over 's by the rule (6.43), we find

$$\Gamma_{WZ} = 8c \epsilon^{mnpq} \int d^4 x \sqrt{-g} \mathcal{H}^{(2)}(\phi + iX_a \gamma_a^5) \partial_m X_a \partial_n X_a \partial_P X_a \partial_q X_a \partial_P' \partial_q' X_a \gamma_a^5 \gamma_a^5 \gamma_a^5 \gamma_a^5.$$ (6.56)

Once again, using the power series expansion (6.50) and computing the harmonic integral for each term in the series with the help of (6.39), we obtain

$$\Gamma_{WZ} = -\epsilon^{mnpq} \epsilon^{abcde} \int d^4 x X_a \partial_m X_a \partial_n X_a \partial_P X_a \partial_q X_a$$ (6.57)

$$\times \sum_{n=0}^{\infty} \frac{(-X_a X_a)^n \mathcal{H}^{(2n+1)}(\phi)}{(2n + 5)(2n + 3)(2n + 1)!}.$$ (6.58)

Substituting (6.52) into (6.57) and summing up the series, we eventually find

$$g(z) = \frac{5}{8z^3} \left[ 3 \arctan z - \frac{z(3 + 5z^2)}{1 + z^2} \right].$$ (6.59)
This perfectly matches with (3.14), (3.17) for \( N = 1 \), provided that we once again identify \( \phi = X_6 \) and take \( c \) as in (6.54).

7. LOW-ENERGY EFFECTIVE ACTION
IN \( \mathcal{N} = 4 \) SU(2)×SU(2) HARMONIC SUPERSPACE

In section 3 we discussed various forms of the Wess–Zumino term in the \( \mathcal{N} = 4 \) SYM effective action and showed that there exist four different representations of this term which are associated with four maximal subgroups of SU(4) listed in (3.45). In the previous sections we presented three different superspace formulations of the \( \mathcal{N} = 4 \) SYM low-energy effective action which correspond to three different forms of the Wess–Zumino term. Namely, the \( \mathcal{N} = 2 \) harmonic superspace gives the Wess–Zumino term in the \( SO(4)\times SO(2) \) covariant form, the \( \mathcal{N} = 3 \) harmonic superspace corresponds to the \( SU(3)\times U(1) \) covariant form of the Wess–Zumino term, while the \( \mathcal{N} = 4 \) superspace with USp(4) harmonic variables gives rise to the Wess–Zumino term with manifest \( SO(5) \). The last option in the list (3.45) is the group \( SO(3)\times SO(3) \) which is locally isomorphic to \( SU(2)\times SU(2) \). In the present section we will show that this case is naturally reproduced within the formulation of the low-energy effective action in the \( \mathcal{N} = 4 \) superspace equipped with \( SU(2)\times SU(2) \) harmonic variables. This formulation was developed in [25].

7.1. \( \mathcal{N} = 4 \) bi-Harmonic Superspace

In the present section we will consider the \( \mathcal{N} = 4 \) harmonic superspace which is based on the harmonic variables for the maximal subgroup \( SU(2)\times SU(2) \) of \( SU(4) \). In [25] it was christened the bi-harmonic \( \mathcal{N} = 4 \) superspace, by analogy with the earlier works, where this kind of harmonic variables appeared [79–85].

The basic idea is to give up the manifest \( SU(4) \) symmetry of \( \mathcal{N} = 4 \) SYM theory and use a superspace formulation which keeps manifest only the maximal \( SU(2)\times SU(2) \) subgroup of \( SU(4) \) and employs two independent sets of \( SU(2) \) harmonic variables for this subgroup.18 In this section, we change our conventions for the indices: The \( SU(4) \) indices will be denoted by capital letters \( I, J, K, \ldots \), while the indices of the two \( SU(2) \)'s will be represented by \( i, j, k, \ldots \) and \( \bar{i}, \bar{j}, \bar{k}, \ldots \), respectively. Then, every \( SU(4) \) index \( I \) is replaced by a pair of \( SU(2) \) indices \( (i, \bar{i}) \)

\[
I = (i, \bar{i}) = \{(1,1),(1,2),(2,1),(2,2)\}. \tag{7.1}
\]

For instance, the Grassmann variables \( \theta^a_i \) and \( \bar{\theta}^{\bar{a}}_{\bar{i}} = \theta^a_i \) are now labeled as \( \theta^a_i \) and \( \bar{\theta}^{\bar{a}}_{\bar{i}} = \theta^a_i \), respectively. The \( SU(2) \) indices are raised and lowered by the standard rules, e.g.

\[
\theta^{a\bar{a}} = \epsilon^{a\bar{a}} \epsilon^{a\bar{a}} \theta^a_i \theta^i_\bar{a} (\epsilon^{12} = -1). \tag{7.2}
\]

In these new notations, the covariant spinor derivatives are represented as

\[
D^{ij}_a = \frac{\partial}{\partial \theta^a_i} + i \bar{\theta}^{\bar{a}}_{\bar{i}} \sigma^{m}_{\alpha \dot{\alpha}} \partial_m, \tag{7.3}
\]

\[
\bar{D}^{\bar{i}a}\bar{\alpha} = -\frac{\partial}{\partial \bar{\theta}^{\bar{a}}_{\bar{i}}} - i \theta^a_i \sigma^{m}_{\alpha \dot{\alpha}} \partial_m.
\]

They obey the anti-commutation relation

\[
\{D^{ij}_a, \bar{D}^{\bar{j}a}_{\bar{\alpha}}\} = -2i \delta^i_j \delta^a_{\bar{a}} \sigma^{m}_{\alpha \dot{\alpha}} \partial_m. \tag{7.4}
\]

Now we introduce two sets of \( SU(2) \) harmonic variables, \( u^+_i \) and \( v^+_i \), with the defining properties

\[
u^+ u^- = 0, \quad v^+_i v^- = v^-_i v^- = 0. \tag{7.5}
\]

Respectively, we have two sets of the covariant harmonic derivatives

\[
D^{(2,0)} = u^+_i \frac{\partial}{\partial u^+_i}, \quad D^{(-2,0)} = u^-_i \frac{\partial}{\partial u^-_i},
\]

\[
S_1 = [D^{(2,0)}, D^{(-2,0)}] = u^+_i \frac{\partial}{\partial u^+_i} - u^-_i \frac{\partial}{\partial u^-_i}, \tag{7.6}
\]

\[
D^{(0,2)} = v^+_i \frac{\partial}{\partial v^+_i}, \quad D^{(0,-2)} = v^-_i \frac{\partial}{\partial v^-_i},
\]

\[
S_2 = [D^{(0,2)}, D^{(0,-2)}] = v^+_i \frac{\partial}{\partial v^+_i} - v^-_i \frac{\partial}{\partial v^-_i},
\]

which generate two mutually commuting \( su(2) \) algebras. The operators \( S_1 \) and \( S_2 \) form \( su(1) \) subalgebras in these two \( su(2) \)'s and count the \( U(1) \) charges of other operators:

\[
[S_1, D^{(2,1)}] = s_1 D^{(2,1)}, \quad [S_2, D^{(2,1)}] = s_2 D^{(2,1)}. \tag{7.7}
\]

Having the harmonic variables \( u^+_i \) and \( v^+_i \), one can define the harmonic projections of all objects with \( SU(2)\times SU(2) \) indices. In particular, the Grassmann variables are projected as

\[
\theta^{(l,1)}_a = u^+_i v^+_i \theta^{a\bar{a}}_i, \quad \theta^{(-l,-1)} = u^+_i v^-_i \theta^{a\bar{a}}_i,
\]

\[
\theta^{(1,l)}_a = u^-_i v^+_i \theta^{a\bar{a}}_i, \quad \theta^{(-1,-1)} = u^-_i v^-_i \theta^{a\bar{a}}_i,
\]

\[
\theta^{(l,-1)}_a = u^+_i v^-_i \theta^{a\bar{a}}_i, \quad \theta^{(-1,1)} = u^-_i v^+_i \theta^{a\bar{a}}_i.
\]

---

18In principle, it is possible to define also another type of bi-harmonic \( \mathcal{N} = 4 \) superspace by reducing \( SU(4) \) to its \( SU(2)\times SU(2)\times U(1) \) subgroup and harmonizing both \( SU(2) \) groups in this product. The \( \mathcal{N} = 4 \) SYM effective action in such a superspace is expected to be equivalent to its \( \mathcal{N} = 2 \) superspace formulation considered in sect. 4.
Here, the superscripts stand for the $U(1)$ charges.

In what follows, to simplify the subsequent expressions, we will label the $U(1)$ charges by the boldface capital index $I = 1, 2, 3, 4$, so that

$$
\theta^I_\alpha = \Theta^I_\alpha, \quad \bar{\theta}^I_\alpha = \Theta^I_\alpha \quad (7.9)
$$

In this new notation, the harmonic projections of the covariant spinor derivatives (7.3) are written as

$$
D^I_\alpha = \frac{\partial}{\partial \theta^{2I}_\alpha} + i \Theta^{2I}_\alpha \partial^\text{aa}, \quad \bar{D}^I_\alpha = \frac{\partial}{\partial \bar{\theta}^{2I}_\alpha} - i \Theta^{2I}_\alpha \partial^\text{aa},
$$

$$
D^I_\alpha = -\frac{\partial}{\partial \theta^{3I}_\alpha} + i \Theta^{3I}_\alpha \partial^\text{aa}, \quad \bar{D}^I_\alpha = \frac{\partial}{\partial \bar{\theta}^{3I}_\alpha} - i \Theta^{3I}_\alpha \partial^\text{aa},
$$

$$
D^I_\alpha = \frac{\partial}{\partial \theta^{4I}_\alpha} + i \Theta^{4I}_\alpha \partial^\text{aa}, \quad \bar{D}^I_\alpha = -\frac{\partial}{\partial \bar{\theta}^{4I}_\alpha} - i \Theta^{4I}_\alpha \partial^\text{aa},
$$

The non-vanishing anticommutation relations between these projections are

$$
\{ D^I_\alpha, \bar{D}^l_\alpha \} = \{ D^I_\alpha, D^l_\alpha \} = \{ D^l_\alpha, \bar{D}^I_\alpha \} = -2i \partial^\text{aa}.
$$

In order to be able to define real structures in harmonic superspaces, one needs the proper definition of the generalized conjugation. Recall that in the $\mathcal{N} = 2$ harmonic superspace such a conjugation is given by the involution (4.18) which is a generalization of the standard complex conjugation. In the $\mathcal{N} = 4$ bi-harmonic superspace considered here the analogous operation can be defined in different ways. We postulate that the $\sim$-conjugation acts on the $u$-harmonics by the same rules (4.18), but on the $v$-harmonics it is realized as the conventional complex conjugation,

$$
\sim u_i = u_i, \quad \sim u^i = -u^i, \quad \sim v^i = -v^i, \quad \sim v_i = v_i.
$$

Assuming that all the harmonic-independent objects behave under conjugation in the same way as under the complex conjugation, we can specify the $\sim$-conjugation properties of Grassmann variables (7.8)

$$
\theta^I_\alpha = -\Theta^3_\alpha, \quad \bar{\theta}^I_\alpha = \Theta^3_\alpha, \quad \Theta^3_\alpha = -\Theta^1_\alpha, \quad \bar{\Theta}^3_\alpha = \Theta^1_\alpha, \quad \bar{\Theta}^3_\alpha = -\Theta^2_\alpha.
$$

By definition, the full $\mathcal{N} = 4$ bi-harmonic superspace is parametrized by the coordinates

$$
\{ x^m, \theta^I_\alpha, \bar{\theta}^I_\alpha, u, v \}.
$$

This superspace has several analytic subspaces, each involving eight Grassmann variables out of sixteen ones. Every analytic subspace is closed under the full supersymmetry. All these subspaces were considered in detail in [25]. Here we will need only one of them, parametrized by the coordinates

$$
\{ \zeta, u, v \} = \{ x^m, \theta^I_\alpha, \bar{\theta}^I_\alpha, u, v \},
$$

where

$$
x^m = x^m + i \theta^1_\alpha \sigma^m \bar{\theta}^1_\alpha
$$

$$
+ i \bar{\theta}^3_\alpha \sigma^m \theta^3_\alpha + i \theta^4_\alpha \sigma^m \bar{\theta}^4_\alpha.
$$

It is straightforward to check that this subspace is closed under the $\sim$-conjugation (7.12), (7.13).

In the analytic basis involving (7.15) as the coordinate subset, half of the covariant spinor derivatives (7.10) become short:

$$
D^I_\alpha = -\frac{\partial}{\partial \theta^{2I}_\alpha}, \quad \bar{D}^I_\alpha = \frac{\partial}{\partial \bar{\theta}^{2I}_\alpha},
$$

$$
D^I_\alpha = -\frac{\partial}{\partial \theta^{3I}_\alpha}, \quad \bar{D}^I_\alpha = \frac{\partial}{\partial \bar{\theta}^{3I}_\alpha},
$$

$$
D^I_\alpha = \frac{\partial}{\partial \theta^{4I}_\alpha}, \quad \bar{D}^I_\alpha = -\frac{\partial}{\partial \bar{\theta}^{4I}_\alpha}.
$$

A superfield $\Phi_A$ is called analytic if it is annihilated by the following covariant spinor derivatives

$$
D^I_\alpha \Phi_A = D^I_\alpha \Phi_A = D^I_\alpha \Phi_A = D^I_\alpha \Phi_A = 0.
$$

The general solution of these constraints is given by

$$
\Phi_A = \Phi_A(\zeta, u, v).
$$

For completeness and for the further use, we give the expressions of the covariant harmonic derivatives (7.6) in the analytic basis

$$
D^{(2,0)}_\alpha = \frac{\partial}{\partial \theta^{2I}_\alpha} + 2i \theta^{2I}_\alpha \partial^\text{aa},
$$

$$
D^{(2,0)}_\alpha = \frac{\partial}{\partial \theta^{3I}_\alpha} + 2i \theta^{3I}_\alpha \partial^\text{aa},
$$

$$
D^{(2,0)}_\alpha = \frac{\partial}{\partial \theta^{4I}_\alpha} + 2i \theta^{4I}_\alpha \partial^\text{aa},
$$

$$
D^{(0,2)}_\alpha = \frac{\partial}{\partial \bar{\theta}^{2I}_\alpha} + 2i \bar{\theta}^{2I}_\alpha \partial^\text{aa},
$$

$$
D^{(0,2)}_\alpha = \frac{\partial}{\partial \bar{\theta}^{3I}_\alpha} + 2i \bar{\theta}^{3I}_\alpha \partial^\text{aa},
$$

$$
D^{(0,2)}_\alpha = \frac{\partial}{\partial \bar{\theta}^{4I}_\alpha} + 2i \bar{\theta}^{4I}_\alpha \partial^\text{aa},
$$

$$
D^{(0,2)}_\alpha = \frac{\partial}{\partial \bar{\theta}^{4I}_\alpha} + 2i \bar{\theta}^{4I}_\alpha \partial^\text{aa},
$$

where

$$
\partial^\text{aa} = \sigma^m \frac{\partial}{\partial x^m}.
$$
Recall that the \( \mathcal{N} = 4 \) SYM constraints are given in the abelian case by Eqs. (6.20) and (6.21). With employing the notations of the present section, they are rewritten as

\[
\begin{align*}
D_{\alpha}^{i}W^{JK} + D_{\alpha}^{j}W^{IK} &= 0, \quad (7.21a) \\
\overline{D}_{\alpha}^{\dot{i}}W^{JK} &= \frac{1}{3}(\delta_{\dot{i}}^{\dot{j}}D_{\alpha}^{\dot{j}K}L^{k} - \delta_{\dot{i}}^{\dot{j}}D_{\alpha}^{\dot{j}L}W^{k}), \quad (7.21b) \\
W^{IJ} &= \overline{W}^{IJ} = \frac{1}{2}\varepsilon_{IJKL}W^{KL}. \quad (7.21c)
\end{align*}
\]

Here \( W^{IJ} = -W^{JI} \) is the \( \mathcal{N} = 4 \) superfield strength with \( SU(4) \) indices. Representing the \( SU(4) \) indices as pairs of the \( SU(2) \) ones, like in (7.1), we find

\[
W^{ij} = \overline{W}^{ji} = \varepsilon^{ij}W^{ij} + \varepsilon^{ji}W^{ji}, \quad (7.22)
\]

so that the superfield strength \( W^{ij} \) is now split into a pair of symmetric \( SU(2) \) tensors: \( W^{ij} = W^{ji} \) and \( W^{ij} = W^{ji} \). The constraints (7.21a)–(7.21c) can be readily rewritten in terms of these tensors. In particular, using the identity

\[
\varepsilon_{IJKL} \equiv \overline{\epsilon}^{Ii}_{\dot{j}k}k_{j}\dot{i}L_{\dot{i}} = \varepsilon_{ij}k_{\dot{i}k}k_{j}\dot{i}L_{\dot{i}} - \varepsilon_{ij}k_{\dot{i}k}k_{j}\dot{i}L_{\dot{i}}, \quad (7.23)
\]

we find that the reality condition (7.21c) is equivalent to the following reality properties

\[
\overline{W}^{ij} = \overline{W}^{ji}, \quad \overline{W}^{ij} = -\overline{W}^{ji}. \quad (7.24)
\]

It is also straightforward to rewrite the constraints (7.21a) and (7.21b) in terms of the newly introduced superfield strengths

\[
\begin{align*}
D_{\alpha}^{i}(W^{jk}) &= 0, \\
D_{\alpha}^{j}(W^{ik}) &= 0, \quad (7.25a) \\
\overline{D}_{\alpha}^{\dot{i}}(W^{jk}) &= 0, \\
\overline{D}_{\alpha}^{\dot{j}}(W^{ik}) &= 0. \quad (7.25b)
\end{align*}
\]

It should be stressed that the constraints (7.24), (7.25a) and (7.25b) are equivalent to the \( \mathcal{N} = 4 \) SYM constraints (7.21c) and (7.21a) and (7.21b).

Now we introduce the harmonic projections of the superfields \( W^{ij} \) and \( W^{ij} \):

\[
\begin{align*}
W &= u^{i}_{+}u^{j}_{-}W_{ij} - v^{i}_{+}v^{j}_{-}W_{ij}, \\
W^{*} &= u^{+i}_{-}u^{j}_{-}W_{ij}^{*} + v^{+i}_{-}v^{j}_{-}W_{ij}^{*}. \quad (7.26)
\end{align*}
\]

According to the conjugation rules (7.12) and (7.24), these harmonic projections obey the reality properties:

\[
\begin{align*}
\overline{W} &= W^{*}, \quad \overline{W}^{*} = W, \\
W^{(\pm,0)} &= W^{(\mp,0)}, \quad W^{(0,\pm)} &= -W^{(0,\mp)}. \quad (7.29)
\end{align*}
\]

For the goals of the present subsection, we need to consider only one of these superfields, \( W \); the remaining ones were studied in [25]. In order to find the differential constraints for this basic superfield, we are led to consider contractions of the equations (7.25) with various combinations of harmonic variables. As a result, we derive the set of the first-order differential constraints on \( W \)

\[
\overline{D}_{\alpha}^{i}W = D_{\alpha}^{i}W = D_{\alpha}^{*}W = \overline{D}_{\alpha}^{*}W = 0. \quad (7.30)
\]

These equations are easily recognized as the analyticity conditions, since the covariant spinor derivatives appearing in (7.30) become short in the analytic basis, see (7.17). Thus the general solution of (7.30) is an arbitrary analytic superfield

\[
W = W(x_{\alpha}, \theta^{\alpha}, \overline{\theta}_{\dot{\alpha}}, \overline{\theta}_{\dot{\alpha}}, u, v). \quad (7.31)
\]

It is obvious that there remain many auxiliary fields in \( W \) which should be removed by the other constraints also following from (7.25):

\[
\begin{align*}
(D^{1})^{2}W &= (\overline{D}^{2})^{2}W = (\overline{D}^{2})W^{*}, \\
(D^{2})^{3}W &= (D^{1}D^{4})W = (\overline{D}^{2}\overline{D}^{3})W = 0. \quad (7.32)
\end{align*}
\]

These second-order constraints eliminate the unphysical components in \( W \), but do not imply any dynamical equations for the physical components. The equations of motion for the physical components follow from the relations

\[
\begin{align*}
D^{(2,0)}D^{(2,0)}W &= D^{(0,2)}D^{(0,2)}W = D^{(2,0)}D^{(0,2)}W = 0. \quad (7.33)
\end{align*}
\]

In the central basis, these constraints are satisfied for the superfields (7.26) by construction. However, they become non-trivial dynamical equations in the analytic basis, in which the harmonic derivatives involve the space-time derivatives, see (7.20).

The constraints (7.29), (7.30), (7.32) and (7.33) completely specify the superfield \( W \):

\[
W = W^{\text{bos}} + W^{\text{ferm}}, \quad (7.34a)
\]

\[
W^{\text{bos}} = \omega + u^{i}_{+}u^{j}_{-}v^{i}_{+}v^{j}_{-} + \frac{1}{\sqrt{2}}(\theta_{\alpha}^{\dot{\alpha}}\overline{\theta}_{\dot{\alpha}}^{\dot{\beta}}\overline{\sigma}^{\dot{\beta}}\overline{\sigma}_{\dot{\alpha}}^{\dot{\alpha}} + \overline{\theta}_{\alpha}^{\dot{\alpha}}\overline{\theta}_{\dot{\alpha}}^{\dot{\beta}}\overline{\sigma}^{\dot{\beta}}\overline{\sigma}_{\dot{\alpha}}^{\dot{\alpha}})F_{mn} + 2\theta^{\dot{\alpha}}\overline{\theta}_{\dot{\alpha}}^{\dot{\beta}}\overline{\sigma}^{\dot{\beta}}\sigma_{\dot{\alpha}}^{\dot{\alpha}}v^{i}_{+}v^{j}_{-}, \quad (7.34b)
\]

\[
\begin{align*}
+ 2\theta^{\dot{\alpha}}\overline{\theta}_{\dot{\alpha}}^{\dot{\beta}}\sigma^{\dot{\beta}}\sigma_{\dot{\alpha}}^{\dot{\alpha}}u^{i}_{+}u^{j}_{-} - 2\theta^{\dot{\alpha}}\overline{\theta}_{\dot{\alpha}}^{\dot{\beta}}\sigma^{\dot{\beta}}\sigma_{\dot{\alpha}}^{\dot{\alpha}}u^{i}_{+}u^{j}_{-} \\
+ 4\theta^{\dot{\alpha}}\overline{\theta}_{\dot{\alpha}}^{\dot{\beta}}\sigma^{\dot{\beta}}\sigma_{\dot{\alpha}}^{\dot{\alpha}}u^{i}_{+}u^{j}_{-} + \theta^{\dot{\alpha}}\overline{\theta}_{\dot{\alpha}}^{\dot{\beta}}\sigma^{\dot{\beta}}\sigma_{\dot{\alpha}}^{\dot{\alpha}}u^{i}_{+}u^{j}_{-}). \quad (7.34b)
\end{align*}
\]
Using (7.5), (7.25) and (7.38), it is straightforward to check that the objects (7.37) are real under the usual complex conjugation and obey the standard properties of \( SO(3) \) matrices,

\[
W_{\text{bos}} = \phi^a U_a^1 - i \phi^a U_a^1, \\
+ \frac{1}{\sqrt{2}} (\theta^a_{\dot{a}} \theta^{\dot{a}}_{\alpha} \sigma^a_{\alpha} \sigma^{\alpha\beta} + \theta^a_{\dot{a}} \theta^{\dot{a}}_{\beta} \sigma^a_{\beta} \sigma^{\beta\dot{\alpha}}) F_{mn} \\
+ 2 \theta^a_{\dot{a}} \theta^{\dot{a}}_{\alpha} \sigma^a_{\alpha} \partial \phi^a (V_a^2 + i V_a^3) \\
+ 2 \theta^a_{\dot{a}} \theta^{\dot{a}}_{\beta} \sigma^a_{\beta} \partial \phi^a (V_a^2 - i V_a^3) \\
- 2 \theta^a_{\dot{a}} \theta^{\dot{a}}_{\alpha} \sigma^a_{\alpha} \partial \phi^a (U_a^2 - i U_a^3) \\
- 2 \theta^a_{\dot{a}} \theta^{\dot{a}}_{\beta} \sigma^a_{\beta} \partial \phi^a (U_a^2 + i U_a^3) \\
- 4 \theta^a_{\dot{a}} \theta^{\dot{a}}_{\alpha} \sigma^a_{\alpha} \partial \phi^a (V_a^2 + i U_a^3) \\
+ U_b^b W_{b\dot{b}} V_{\dot{c}\dot{c}} V_{\dot{a}\dot{a}} \phi^a + i U_a^1 \phi^a, 
\]

where we have defined the \( SO(3) \) triplets of the scalars:

\[
\phi^a = \frac{1}{2} \gamma^a_{ij} \phi^i \phi^j, \\
\phi^a = \frac{1}{2} \gamma^a_{ij} \phi^i \phi^j. 
\]

### 7.3. Scale Invariant Low–Energy Effective Action

We will look for the low-energy effective action in the form of a functional of \( W \)

\[
\Gamma = \int d \zeta d u d v H(W), 
\]

where \( H(W) \) is some function of \( W \) without derivatives. The integration goes over the analytic superspace (7.15) with the analytic measure defined as

\[
d \zeta = d^4 \chi d^4 \theta, \\
\int d^4 \theta (\theta^4)^2 (\bar{\theta}^4)^2 (\bar{\theta}^4)^2 = 1. 
\]

The integration over harmonic variables \( du \) and \( dv \) is defined by the same rule (4.32b). We point out that the function \( H(W) \) must have zero \( U(1) \) charges, since the integration measure \( d \zeta \) of the analytic superspace (7.15) is unchanged.

Note that the integration measure (7.43) amounts to eight spinor covariant derivatives, or, equivalently, to four space–time ones on the component fields. Therefore, we expect that the action (7.42) with some \( H(W) \) describes the four-derivative term in the \( \mathcal{N} = 4 \) low-energy effective action, and that this term is the leading one in the derivative expansion. We will now determine the function \( H \) by requiring scale invariance of the action (7.42), in exactly the same way as we proceeded in sect. 6.3.
As the measure \( d\zeta \) is dimensionless, the function \( H(W) \) must also be dimensionless. Recalling that the mass dimension of \( W \) is one, we are forced to introduce a parameter \( \Lambda \) such that \( W/\Lambda \) is dimensionless, and choose \( H = H(W/\Lambda) \). However, the dependence on \( \Lambda \) should disappear after doing the integral over Grassmann variables. This requirement uniquely fixes the form of the function \( H \),

\[
H = c \ln \frac{W}{\Lambda},
\]

with some coefficient \( c \). The corresponding low-energy effective action

\[
\Gamma = c \int d\zeta dU dV \ln \frac{W_{\text{bos}}}{\Lambda},
\]

is scale invariant. Indeed, rescaling \( W \) shifts the integrand in (7.45) by a constant, which gives a zero contribution under the Grassmann integral. Thus, the requirement of scale invariance fixes the form of the low-energy effective action. Surprisingly, this form is very similar to (6.47).

### 7.4. Component Structure

#### 7.4.1. \( F^4/X^4 \) Term

To find the \( F^4/X^4 \) term in the component field expansion of the low-energy effective action (7.45), it suffices to substitute in it the bosonic part of the superfield strength \( W \) in the form (7.40),

\[
\Gamma_{F^4/X^4} = \frac{c}{4} \int d\zeta dU dV \ln \frac{W_{\text{bos}}}{\Lambda},
\]

where we have replaced the integration over the \( SU(2) \) harmonics by that over the \( SO(3) \) harmonics. Moreover, we can neglect all terms with derivatives of the scalar fields in (7.40), since they do not contribute to the \( F^4/X^4 \) term,

\[
W_{\text{bos}} \Rightarrow \phi^a \phi^a \left( -i \phi^a U_a^1 \right) + \frac{1}{\sqrt{2}} (\theta_a^1 \theta_a^4) \sigma^{ab} \sigma^{\alpha \beta} + \theta_a^2 \theta_a^3 \sigma^{ab} \sigma^{\alpha \beta} F_{mn}.
\]

Substituting (7.47) into (7.46) and integrating there over the Grassmann variables by the rules (7.43), we find

\[
\Gamma_{F^4/X^4} = \frac{1}{4} \int d^4xdU dV H^{(4)}(\phi^a \phi^a - i \phi^a U_a^1) \
\times \left[ F_{mn} F_{nk} F_{kl} F_{lm} - \frac{1}{4} (F_{pq} F_{pq})^2 \right].
\]

Here we have applied the standard identity (4.97) for the trace of four sigma-matrices. Choosing now the function \( H \) as in (7.44), we expand it in the Taylor series over \( i \phi^a U_a^1 \),

\[
H^{(4)}(\phi^a \phi^a - i \phi^a U_a^1) = \sum_{n=0}^{\infty} \frac{1}{n!} \left( \phi^a \phi^a - i \phi^a U_a^1 \right)^n.
\]

Here \( H^{(n)} \) stands for the \( n \)’th derivative of the function \( H \) with respect to its argument. Next, we substitute this series into (7.48) and compute the harmonic integral over \( dU \), using the rules

\[
\int dU = 1, \quad \int dU (\text{non-singlet } SO(3) \text{ irreducible representation}) = 0.
\]

As a result, we obtain

\[
\Gamma_{F^4/X^4} = -\frac{c}{4} \int d^4xdV \left\{ F_{mn} F_{nk} F_{kl} F_{lm} \right. \
- \frac{1}{4} (F_{pq} F_{pq})^2 \sum_{n=0}^{\infty} (2n + 2)(2n + 3) \left( \phi^a \phi^a \right)^n \
= \frac{c}{2} \int d^4xdV \left\{ F_{mn} F_{nk} F_{kl} F_{lm} \right. \
- \frac{1}{4} (F_{pq} F_{pq})^2 \left( \phi^a \phi^a \right)^n \
\frac{1}{(\phi^a \phi^a + (\phi^a \phi^a)^2)}. \]

It is noteworthy that the series in the first line in (7.51) is summed up into the concise analytical expression given in the second line. This allows us to expand the expression in the second line in (7.51) in a series over another argument, \( \phi^a \phi^a \), and compute the harmonic integral over \( dV \), using the same rules (7.50):

\[
\Gamma_{F^4/X^4} = \frac{c}{2} \int d^4xdV \left\{ F_{mn} F_{nk} F_{kl} F_{lm} \right. \
\times \sum_{n=0}^{\infty} (-1)^n (2n + 1)(n + 1) \left( \phi^a \phi^a \right)^n \
= \frac{c}{2} \int d^4xdV \left\{ F_{mn} F_{nk} F_{kl} F_{lm} \right. \
\times \sum_{n=0}^{\infty} (-1)^n (n + 1) \left( \phi^a \phi^a \right)^n.
\]
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This series can be easily re-summed, and we obtain the following result

\[ \Gamma_{F^i/X^i} = \frac{c}{2} \int d^4x \left( F_{mn} F^{nk} F_{kl} F^{lm} - \frac{1}{4} (F_{pq} F^{pq})^2 \right) \]

(7.53)

Note that the scalar fields in the denominator appear in the right $SO(6)$-invariant form, and we end up exactly with the $F^i/X^i$-term in the form (2.11), under the choice

\[ c = \frac{1}{32\pi^2}. \]

(7.54)

### 7.4.2. Wess–Zumino term.

To derive the Wess–Zumino term, we can start from the same superfield expression (7.46). However, in the expansion (7.40) we have to omit the Maxwell field strength and keep all terms with derivatives of scalars:

\[ W_{bos} = V_a^1 \phi^a - i U_a^1 \phi^a \\
+ 2 \theta^{4a} \partial_\alpha \phi^a (V_a^2 + i V_a^3) \\
+ 2 \theta^{2a} \partial_\alpha \phi^a (V_a^2 - i V_a^3) \\
- 2 \theta^{4a} \partial_\alpha \phi^a (U_a^2 + i U_a^3) \\
- 2 \theta^{2a} \partial_\alpha \phi^a (U_a^2 - i U_a^3) \\
- 4 \theta^{4a} \partial_\alpha \phi^a (U_a^2 \phi^a + i U_a^1 \phi^a). \]

(7.55)

The terms in the last line do not contribute to the Wess–Zumino term, as they contain two space-time derivatives acting on the same scalar. Substituting the remaining terms into (7.46) and computing the integral over the Grassmann variables, we find

\[ \Gamma_{WZ} = \int d^4x U dV H^{(4)}(V_a^1 \phi^d - i U_a^1 \phi^d) \times \partial_\alpha \phi^a \phi^b \phi^c \phi^d \phi^e \phi^f \times (V_a^2 + i V_a^3)(V_b^2 - i V_b^3) \times (U_a^2 - i U_a^3) (U_b^2 + i U_b^3). \]

(7.56)

Re-expressing $\partial_\alpha \phi^a$ as $\partial_\alpha \phi^a = \sigma^m_{\alpha \alpha} \partial_m$, we apply the trace formula (4.97) for the sigma-matrices and single out the term with the antisymmetric $\varepsilon$-tensor,

\[ \Gamma_{WZ} = -8ic \int d^4x U dV H^{(4)}(V_a^1 \phi^d - i U_a^1 \phi^d) \times \partial \phi^a \phi^b \phi^c \phi^d \phi^e \phi^f \times (V_a^2 + i V_a^3)(V_b^2 - i V_b^3) \times (U_a^2 - i U_a^3) (U_b^2 + i U_b^3). \]

(7.57)

Substituting the power series expansion (7.49) into (7.57) and computing the integral over the $U$-harmonics by the rules (7.50), we obtain

\[ \Gamma_{WZ} = -16c \epsilon^{mnps} \varepsilon_{d'b'c'} \int d^4x dV \times \sum_{n=0}^\infty (n+1)(n+2)(-1)^n \left( \frac{\phi^{d'} \phi^{d'}}{V^{d'} V^{d'} V^{d'} V^{d'}} \right)^a \]
\[ \times \phi^{a} \phi^{b} \phi^{c} \phi^{d} \phi^{e} \phi^{f} \times (\epsilon_{abc} \phi^{a} \phi^{b} \phi^{c} \phi^{d} \phi^{e} \phi^{f}) V^{d'} V^{d'} V^{d'} V^{d'}. \]

(7.58)

Next, we expand the integrand in a series over $V_d \phi^d$ and perform the integration over the $V$-harmonics in a similar way,

\[ \Gamma_{WZ} = -8c \epsilon^{mnps} \varepsilon_{d'b'c'} \int d^4x dV \times \sum_{n=0}^\infty \frac{(-1)^n (n+1)}{2n+3} \left( \frac{\phi^{d'}}{\phi^{d'}} \right)^{n} \times (\epsilon_{abc} \phi^{a} \phi^{b} \phi^{c} \phi^{d}) (\epsilon_{abc} \phi^{a} \phi^{b} \phi^{c} \phi^{d}). \]

(7.59)

The series can be summed up, and we obtain the following result

\[ \Gamma_{WZ} = -2c \epsilon^{mnps} \int d^4x \times \frac{h(z)}{(\phi^{d'})^3} \times (\epsilon_{abc} \phi^{a} \phi^{b} \phi^{c} \phi^{d}) (\epsilon_{abc} \phi^{a} \phi^{b} \phi^{c} \phi^{d}). \]

where

\[ h(z) = \frac{z^2 - 1}{z(z^2 + 1)} + \arctan \frac{z}{3}, \quad z^2 = \frac{\phi^a \phi^a}{\phi^{d'} \phi^{d'}}. \]

Let us now introduce the normalized scalars,

\[ Y^a = \frac{\phi^a}{\sqrt{\phi^{b'} \phi^{b'} + \phi^{b'} \phi^{b'} + \phi^{b'} \phi^{b'}}}, \quad Y^c = \frac{\phi^c}{\sqrt{\phi^{b'} \phi^{b'} + \phi^{b'} \phi^{b'} + \phi^{b'} \phi^{b'}}}. \]

(7.62)

which lie on the unit five-sphere, $Y^a Y^a + Y^c Y^c = 1$. In terms of these scalars, the action (7.60) is rewritten as

\[ \Gamma_{WZ} = -2c \epsilon^{mnps} \int d^4x g(z) (\epsilon_{abc} Y^a \partial_m Y^b \partial_n Y^c) \times (\epsilon_{abc} Y^a \partial_m Y^b \partial_n Y^c). \]

(7.63)

where

\[ g(z) = \frac{z^4 - 1}{z^2 + 1} \times \arctan \frac{z}{3} - z^2 = \frac{Y^a Y^a}{Y^c Y^c}. \]

(7.64)

Comparing (7.63) with (3.22), we observe the perfect agreement between the two expressions, provided that the coefficient $c$ is chosen as in (7.54).

Thus in this section we demonstrated that the superfield functional (7.42) does contain, in its com-
ponent structure, the \( F^4/X^4 \) and Wess–Zumino terms as the necessary ingredients of the \( \mathcal{N} = 4 \) SYM low-energy effective action. In principle, it is possible to explicitly compute all other component terms in the action (7.42) needed to complete these selected bosonic terms to the full \( \mathcal{N} = 4 \) supersymmetry invariants.

8. CONCLUDING REMARKS

The present review was devoted to the problem of constructing the low-energy effective action in \( \mathcal{N} = 4 \) SYM theory, based upon the powerful off- and on-shell superfield methods of extended supersymmetry. The consideration was basically concentrated around the papers [21, 24–26], in which the four-derivative part of the low-energy effective action in the Coulomb branch was studied. This part of the effective action represents the leading quantum correction in the theory. Although it was known for a long time that this contribution to the effective action is one-loop exact [12, 13, 32] and does not receive instanton corrections [34], only some selected terms in the action were studied before. In particular, in the papers [14–16, 18, 35] there was considered that part of the \( \mathcal{N} = 4 \) SYM effective action, which refers to the \( \mathcal{N} = 2 \) vector multiplet. The derivation of the completely \( \mathcal{N} = 4 \) supersymmetric extension of these results appeared a quite non-trivial problem. It was resolved in [21, 24–26], with making use of different harmonic superspace approaches. It turned out that the corresponding superfield effective action can be restored solely on the symmetry ground, by requiring it to enjoy the \( \mathcal{N} = 4 \) supersymmetry and/or superconformal \( \text{PSU}(2, 2|4) \) symmetry. Although only some part of the underlying supersymmetries can be realized off shell (\( \mathcal{N} = 2 \) supersymmetry in the \( \mathcal{N} = 2 \) harmonic approach and \( \mathcal{N} = 3 \) supersymmetry in the \( \mathcal{N} = 3 \) harmonic approach), the on-shell realization of the remaining part proved quite sufficient to fully fix the superfield effective actions.

Dine and Seiberg [12] argued that the \( F^4/X^4 \) term in the low-energy effective action of \( \mathcal{N} = 4 \) SYM theory is one-loop exact, so that the coefficient in front of this term is non-renormalized against higher-order quantum loop corrections. The origin of this non-renormalizability was clarified in [24]. It is very important to realize that the \( \mathcal{N} = 4 \) SYM low-energy effective action contains the Wess–Zumino term [19] for six scalar fields of the \( \mathcal{N} = 4 \) gauge multiplet. This Wess–Zumino term is obviously one-loop exact because it appears in the Coulomb branch as the necessary consequence of the anomaly-matching condition for the \( SU(4) \) R-symmetry [20]. Because this term involves four space-time derivatives of scalars, it is of the same order as the \( F^4/X^4 \) term. Thus, these two terms are related to each other by \( \mathcal{N} = 4 \) supersymmetry and are, in fact, different components of the same superfield expression for the four-derivative part of the low-energy effective action [24]. This explains the non-renormalizability of the coefficient in the \( F^4/X^4 \) term.

The presence of the potential anomaly of the \( SU(4) \) R-symmetry current in \( \mathcal{N} = 4 \) SYM theory was explicitly demonstrated in [54]. Therefore, the effective Lagrangian is invariant under \( SU(4) \) only up to the total derivative terms. The \( SU(4) \) symmetry group has four maximal subgroups: \( SO(5) \), \( SU(2) \times SU(2) \times U(1) \), \( SU(3) \times U(1) \). The last of these groups is anomalous, while the others are not. As a consequence, only the first three groups can appear as the manifest symmetry of the effective action. As we showed in the present paper, each of these subgroups correspond to a particular superspace description of the \( \mathcal{N} = 4 \) SYM low-energy effective action. In particular, the \( SU(2) \times SU(2) \times U(1) \) group is manifest in the \( \mathcal{N} = 2 \) harmonic superspace, the group \( USp(4) \) is manifest in the \( \mathcal{N} = 4 \) superspace equipped with \( USp(4) \) harmonic variables, while the group \( SU(2) \times SU(2) \) corresponds to the \( \mathcal{N} = 4 \) bi-harmonic superspace. The last option \( SU(3) \times U(1) \) is the R-symmetry group of the \( \mathcal{N} = 3 \) harmonic superspace.

Each of the four superspace approaches considered here has its own specific features. The \( \mathcal{N} = 4 \) harmonic superspaces with \( USp(4) \) and \( SU(2) \times SU(2) \) harmonic variables provide the most elegant description of the \( \mathcal{N} = 4 \) SYM low-energy effective action: the effective Lagrangian is given simply by the logarithm of the uncharged \( \mathcal{N} = 4 \) superfield strength. All four-derivative component terms in the low-energy effective action prove to be encapsulated in this simple superfield expression.

The effective Lagrangian in the \( \mathcal{N} = 3 \) harmonic superspace is still simple enough as it is expressed in terms of elementary functions, but it explicitly involves the constants \( e^i \) which correspond to the vevs of the scalars fields \( \varphi^i \). These constants break manifest \( SU(3) \) symmetry, although the latter is implicitly realized modulo total derivative terms. This is a manifestation of the fact that the \( SU(3) \) subgroup of the R-symmetry group is anomalous in \( \mathcal{N} = 4 \) gauge theory. An important advantage of the \( \mathcal{N} = 3 \) harmonic superspace is that, in principle, it provides a way to realize the maximal number of supersymmetries off the mass shell owing to the existence of an unconstrained superfield formulation of the \( \mathcal{N} = 3 \) SYM classical action in this superspace [46, 47].
The $\mathcal{N} = 2$ harmonic superspace is the most deeply elaborated approach among all the superspace approaches discussed here. In particular, the quantum perturbation theory is well developed in it [17, 62]. These perturbative methods were applied in [27–29] for direct computations of the low-energy effective action in $\mathcal{N} = 4$ SYM theory. In principle, this approach opens the ways to study higher-order quantum corrections to the low-energy effective action in $\mathcal{N} = 4$ SYM theory [86, 87]. However, this issue is very subtle and below we will only briefly comment on it.

Let us dwell on possible generalizations of the results reviewed here.

In the present paper we considered only the gauge group $SU(2)$ spontaneously broken down to $U(1)$. It is rather trivial to generalize it to any arbitrary simple Lie group $G$ broken down to its maximal abelian subgroup $H$. For instance, consider the gauge group $G = SU(N)$ spontaneously broken down to $H = [U(1)]^{N-1}$. The $\mathcal{N} = 4$ superfield $W$ in this case is the diagonal $N \times N$ matrix in the Cartan subalgebra of $su(N)$,

$$ W = \text{diag}(W^1, W^2, ..., W^N), \quad \sum_{i=1}^{N} W^i = 0, \quad \text{(8.1)} $$

with all eigenvalues being distinct, $W^i \neq W^j$ for $i \neq j$. Then the effective action (6.47) generalizes to this case as

$$ \Gamma = -\frac{1}{96\pi^2} \int d\zeta du \sum_{i,j}^{N} \ln \left| \frac{W^i - W^j}{\Lambda} \right|. \quad \text{(8.2)} $$

Here $W^i - W^j$ correspond to root subspaces in the Lie algebra $su(N)$ of the gauge group and the summation is performed over the positive roots. Taking this into account, one can immediately write down the low-energy effective action in $\mathcal{N} = 4$ SYM theory for any other simple gauge group. In the same manner one can generalize all other superfield actions (4.93), (5.104) and (7.45) considered in this paper.

Another possible generalization is the study of the next-to-leading terms in the $\mathcal{N} = 4$ SYM low-energy effective action. Indeed, in this paper we considered only the four-derivative part of the effective action, the typical representative of which is the $F^4/X^4$ component term. In general, the effective action contains the terms $F^{2n+2}/X^{2n}$, $n \in \mathbb{N}$, with all their supersymmetric complements. The interest in these terms is motivated by the AdS/CFT conjecture [6, 11, 88], which predicts that the $\mathcal{N} = 4$ SYM low-energy effective action is related to the D3-brane action in $AdS_5 \times S^5$.

The latter is described by the following action in the bosonic sector

$$ S_{D3} = \frac{1}{2\pi g_s} \int d^4x \left( h^{-1} - \sqrt{-\det(g_{mn} + F_{mn})} \right), $$

$$ g_{mn} = h^{-1/2} \delta_{mn} + h^{1/2} \partial_m X^i \partial_n X^i, \quad h = \frac{g_s N}{\pi (X' X')^{-1/2}}, \quad \text{(8.3)} $$

where $X'$ are six coordinates transverse to the world-volume of the D3-brane, $N$ is the number of D3-branes which create the background $AdS_5 \times S^5$ geometry and $g_s$ is the string coupling constant. Upon the series expansion of the square root of the determinant in (8.3), one uncovers all terms of the form $F^{2n+2}/X^{2n}$, which are present in the $\mathcal{N} = 4$ SYM effective action as well. In this expansion, the $F^2$ term is a part of the abelian $\mathcal{N} = 4$ SYM classical action, while the $F^4/X^4$ term should originate from the low-energy effective action described in the present paper. After the appropriate redefinition of the constants in (8.3), the coefficients before its $F^2$ and $F^4/X^4$ terms exactly match those in the $\mathcal{N} = 4$ SYM low-energy effective action.

However, it is hard to match the higher order terms in these actions. This problem is multi-fold. It is quite obvious that (8.3) cannot exactly match the $\mathcal{N} = 4$ SYM low-energy effective action in the bosonic sector. Indeed, the D3-brane action (8.3) involves only the first space-time derivatives of physical scalars, while the $\mathcal{N} = 4$ SYM low-energy effective action in any superfield formulation discussed here inevitably contains higher-order derivatives of the scalars. Thus, these actions can coincide only upon the appropriate redefinition of fields,

$$ X'^i = X'^i(X', \partial_m X^i, \partial_m \partial_n X^i, F_{mn},...), $$

$$ F_{mn}' = F_{mn}(F_{mn}, X'^i, \partial_m X'^i, \partial_m \partial_n X'^i,...). \quad \text{(8.4)} $$

Such a redefinition was worked out to some order in [89], but in general, it is still a non-trivial issue which has never been presented in literature in a closed form. The reason for such a field redefinition was explained in [90]: the superconformal group $SU(2,2|4)$ is realized differently on the fields inherent to the field theory and those appearing in the AdS settings.

The problem of higher-order terms in the low-energy effective action is even more subtle. Different superspace methods of quantum computations of the coefficient in the $F^4/X^4$ term used in [86, 87] ($\mathcal{N} = 1$) and [91] ($\mathcal{N} = 2$) give different results. This mismatch is explained [87] by the fact that in distinct superfield methods different gauges are applied and it is very difficult to perform higher-loop quantum computations.
in a gauge-independent way. In [92] it was also argued that the higher-order terms can be found by employing the quantum-deformed conformal symmetry.

To understand this issue better, it would be interesting to develop the methods of computations of quantum corrections to the effective action in the $\mathcal{N} = 3$ harmonic superspace. Although the basic principles of quantum perturbation theory in this superspace were formulated in [66], the background field method has never been worked out in the $\mathcal{N} = 3$ superfield approach. Given the $\mathcal{N} = 3$ superfield background field method, it would be possible to check the conjecture made in [26] that the $F^6/X^8$ term does not receive quantum corrections beyond one loop and the correct value of this coefficient appears after elimination of all auxiliary fields in the $\mathcal{N} = 3$ effective action (5.104) considered together with the classical action (5.63) in the abelian case.

It is also tempting to develop alternative superspace methods for studying classical and quantum aspects of the $\mathcal{N} = 4$ SYM theory. For instance, in the recent papers [93, 94] the so-called Lorentz harmonic chiral superspace was proposed for computing certain classes of correlation functions. It would be very interesting to apply this approach to the problem of low-energy effective action in the $\mathcal{N} = 4$ SYM theory.

The relation of the $\mathcal{N} = 4$ SYM low-energy effective action to the D3-brane dynamics discussed above suggests that a similar correspondence can be established for supersymmetric gauge theories in spacetimes of dimension other than four. In particular, the low-energy dynamics of multiple M2-branes in M-theory can be understood through the three-dimensional superconformal gauge theories with $\mathcal{N} = 6$ and $\mathcal{N} = 8$ supersymmetries, which are known as the ABJM [95] and BLG [96–98] theories. In [99] it is conjectured that the low-energy effective action in the ABJM theory should describe the effective dynamics of single M2-brane on the $AdS_3 \times S^7$ background, in a similar way as the $\mathcal{N} = 4$ SYM low-energy effective action is related to the D3-brane. In the three-dimensional case, this conjecture has never been tested. We expect that the extended superspace methods could be useful for solving this problem. For the Lagrangians of the ABJM and BLG theories, the 3D $\mathcal{N} = 3$ harmonic superspace [100] seems to provide the highest number of off-shell supersymmetries (see also [101] for a recent discussion). It would be interesting to study the superfield low-energy effective action in the ABJM theory.

As the final remark, we point out that the harmonic superspace methods turned out to be very useful also in the recent studies of effective actions in higher-dimensional supersymmetric models [102–107].
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