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Abstract

The rolling shutter (RS) mechanism is widely used by consumer-grade cameras, which are essential parts in smartphones and autonomous vehicles. The RS effect leads to image distortion upon relative motion between a camera and the scene. This effect needs to be considered in video stabilization, structure from motion, and vision-aided odometry, for which recent studies have improved earlier global shutter (GS) methods by accounting for the RS effect. However, it is still unclear how the RS affects spatiotemporal calibration of the camera in a sensor assembly, which is crucial to good performance in aforementioned applications.

This work takes the camera-IMU system as an example and looks into the RS effect on its spatiotemporal calibration. To this end, we develop a calibration method for a RS-camera-IMU system with continuous-time B-splines by using a calibration target. Unlike in calibrating GS cameras, every observation of a landmark on the target has a unique camera pose fitted by continuous-time B-splines. With simulated data generated from four sets of public calibration data, we show that RS can noticeably affect the extrinsic parameters, causing errors about 1° in orientation and 2 cm in translation with a RS setting as in common smartphone cameras. With real data collected by two industrial camera-IMU systems, we find that considering the RS effect gives more accurate and consistent spatiotemporal calibration. Moreover, our method also accurately calibrates the inter-line delay of the RS. The code for simulation and calibration is publicly available

1. Introduction

Consumer-grade cameras usually have a rolling shutter (RS) mechanism which causes consecutive rows of an image to be captured with an inter-line delay. RS cameras are widely used in smartphones [7], mixed reality products [11], and autonomous driving cars [28]. Thanks to the RS feature, these cameras have been used to measure distances [12], to estimate motion at a high frequency [2], and to identify modulated flickering LEDs [30]. On the other hand, RS introduces image distortion when there is relative motion between the camera and the scene. For better performance, this distortion needs to be considered in applications sensitive to motion. In response, methods tailored to RS cameras have been proposed for video stabilization [24], camera calibration [17], structure from motion [8], vision-aided odometry [14], dense mapping [11], etc.

For applications like vision-aided odometry and dense mapping, a camera is usually rigidly attached to other sensors, e.g., depth cameras, lidars, IMUs, to provide complementary data. One important step of these applications is the spatiotemporal calibration of these sensors. Existing calibration methods usually assume that the camera uses a global shutter (GS), e.g., [22]. For specific sensor assemblies, e.g., a lidar-camera rig, a RGB-D sensor, it is possible to estimate the extrinsic parameters using standstill data, e.g., [9]. But for a lidar-camera rig, many recent algorithms require motion between the sensor system and the scene for fast calibration [19, 16] and hence these methods were only validated with GS cameras. For camera-IMU systems, the extrinsic calibration always requires egomotion where the RS skew comes into play. But there has been limited spatiotemporal calibration methods for RS cameras. Consequently, it has been unclear how the RS affects the extrinsic calibration.

Taking the camera-IMU system as an example, this paper looks into the effect of RS on spatiotemporal calibration. We formulate the calibration problem with continuous-time B-splines [5] which allow interpolating a unique camera pose for each observation in a RS image, precisely handling the RS effect. By differentiating the B-splines, it is straightforward to accommodate the IMU data. This formulation has been shown to improve simultaneous localization
and mapping (SLAM) with a RGB-D camera [11], and spatio-
temporal calibration of combinations of a GS camera, an
IMU, and a laser range finder [23]. In this regard, our work
extends the existing calibration methods to deal with the RS
effect.

The proposed method was evaluated with simulated data
generated from four sets of public calibration data, and with
real data captured by two industrial camera-IMU systems.
The simulation and real data tests showed that considering
the RS effect in spatio-temporal calibration often improved
relative orientation by 1° and relative location by 2 cm from
results of a GS-based calibration approach.

The contributions of this paper are as follows.
1. We propose a continuous-time B-spline-based ap-
proach for spatio-temporal calibration of systems com-
posed of a RS camera and an IMU. Our novelty lies
in considering the RS effect in continuous-time spa-
tiotemporal calibration (Section 3).
2. We quantify the RS effect on extrinsic and temporal
calibration with simulation and real data, answering
questions about the necessity of accounting for the RS
effect (Section 4).
3. As a byproduct, the proposed approach also provides
accurate estimates for the line delay (Section 4.2.2).

2. Related work

The wide application range of RS cameras has drawn
much research about its effect on a variety of vision-based
tasks. In general, modeling the RS effect leads to better
performance with RS cameras. This improvement has been
validated for video stabilization [24], structure from motion
[6, 25, 18, 4], dense mapping [11], vision-aided odometry
[14, 20, 26].

Though many sensor systems use RS cameras, e.g.,
Kinect Azure, camera-IMU systems on smartphones, few
research has been conducted on the spatio-temporal calibra-
tion of a RS camera. Many existing extrinsic calibration
studies either deal with GS cameras or assume that the data
are captured when the sensor system is held still. Spa-
tiotemporal calibration for a GS camera-IMU system or a
GS camera-lidar system is achieved by continuous-time B-
splines in [23]. Calibration methods for a GS camera-lidar
system with motion relative to the scene have been pre-
sented in [19, 16]. A camera-lidar system was calibrated
with data collected by holding the device at different poses
in [9]. Basso et al. [3] estimated the extrinsic parameters of
a RGB-D system using synchronized data at standstills. To
calibrate the line delay of a RS camera, a continuous-time
optimization method based on B-splines was proposed in
[17].

Driven by the question of how the RS affects the spa-
tiotemporal calibration, we develop a calibration approach
for the camera-IMU system and quantify the RS effect on
sensor assemblies with precise reference values. Cumula-
tive cubic B-splines were used in [20] for visual inertial
SLAM with a RS camera. They showed that the SLAM sys-

tem could improve the scale estimation by considering the
RS effect. A study close to ours [13] presents a discrete-
time optimization approach to calibrate the spatio-temporal
parameters of a RS camera-IMU system. The approach as-
sumes constant IMU biases and linearly interpolates poses
for rolling shutter observations from poses at discrete times.
Due to varying time offset in iterations of the nonlinear re-
finement, the IMU factors have to be integrated repeatedly,
adding to the computation. A bit surprisingly, their tests
showed that their approach and the GS camera-IMU cali-
boration tool in Kalibr achieved similar spatio-temporal cali-
bration results.
3. Continuous-time rolling-shutter-camera-IMU calibration

This section presents our spatiotemporal calibration method for the combined device of a RS camera and an IMU. The inputs are images of a calibration target, e.g., an Aprilgrid, and the corresponding gyroscope and accelerometer data. Observations extracted from this data are used in a least-squares solver for estimating the spatiotemporal parameters and the device motion. Since landmark observations in an image are exposed at different times due to the RS effect, we have to interpolate the camera pose at these observations by fitting motion with sparse poses. Early studies considering the RS effect often linearly interpolated observations by fitting motion with sparse poses. Our method uses the continuous-time vector-valued B-splines \([5]\) to accommodate landmark observations at different times. In the following, we first describe the observation models used in calibration. We then give an example of evenly spaced knots, its entries \(m_{i,j}\) can be computed analytically by

\[
m_{i,j} = \frac{C^i_{k-1}}{(k-1)!} \sum_{s=1}^{k-1} (-1)^{s-i} C_s^{i-s} (k-s)^{k-1-j}
\]

with \(i,j \in [0, 1 \cdots k-1]\) and the binomial coefficient \(C^n_k = n!/((n-k)!))\).

To fit motion with vector-valued B-splines, the device pose \(T_{W,I} = [R_{W,I} \ p_{W,I}]\) relative to the \([W]\) frame on the calibration target is expressed by the angle-axis representation \(\phi \in \mathbb{R}^3\) for \(R_{W,I}\) and the translation component \(p_{W,I}\). Thus, the motion spline with \(N\) control points is given by

\[
\begin{bmatrix}
\phi(t) \\
p(t)
\end{bmatrix} = \sum_{j=0}^{N-1} \begin{bmatrix}
\phi_j \\
p_j
\end{bmatrix} B_j(t)
\]

where \(\phi_j\) and \(p_j\) are the control points for rotation and translation, respectively.

The above describes the vector-valued B-splines for which the control points are in a vector space. It is also possible to define cumulative B-splines on Lie groups, e.g., \(SO(3)\) \([27]\). The cumulative B-splines on \(SO(3)\) are free of rotation singularity, but are more complex when dealing with unevenly spaced knots. We choose to use the vector-valued B-splines, partly for fair comparison to existing methods. To deal with potential angle jumps (axis flips) at \(2k\pi\), \(k = [1, 2, \cdots]\), in the angle-axis representation, the approach described in \([17]\) is used to ensure consecutive angle-axis values are close.

To model the time-varying IMU biases \(b(t)\), we fit them by B-splines with \(M\) control points \(b_j, j = [0, 1, \cdots, M-1]\),

\[
b(t) = [b^g_0(t) \ b^a_0(t)]^\top = \sum_{j=0}^{M-1} b_j B_j(t)
\]

where \(b_g\) and \(b_a\) are gyroscope and accelerometer biases, respectively.

3.2 Observations

For the camera-IMU system, the camera provides images from which landmark observations are detected and the IMU provides angular velocity and linear acceleration measurements.

The landmark observations are modeled with the classic reprojection model. For a landmark \(k\) of homogeneous coordinates \(l^W_k\), its reprojection error in image \(j\) of timestamp

\[
v(t) = \begin{bmatrix} v_j \ v_{j+1} \cdots v_{j+k-1} \end{bmatrix} M^{(k)} u
\]

where \(u = [1 \ u \ \cdots \ u^{k-1}]^\top\). The entries of \(k \times k\) matrix \(M^{(k)}\) can be found in \([21]\). For uniform B-splines of evenly spaced knots, its entries \(m_{i,j}\) can be computed recursively \([21]\],

\[
v(t) = \sum_{j=0}^{N-1} v_j B_{j,k}(t).
\]

where the epochs denoted by \(\{t_i\}\) are also known as knots. A spline takes nonzero values in only \(k\) time intervals. Thus, the vector variable \(v(t)\) fitted by B-splines of order \(k\) is determined by \(k\) control points, \(v_j, v_{j+1}, \ldots, v_{j+k-1} \in \mathbb{R}^D\), that contribute to its value at time \(t \in [t_j, t_{j+1})\):

\[
v(t) = \sum_{i=j}^{j+k-1} v_i B_{i,k}(t).
\]

Defining \(u = (t-t_j)/(t_{j+1}-t_j)\), \(v(t)\) can be written in matrix form \([21]\), which facilitates efficient value and derivative evaluation,
The gyroscopes measure angular velocity of the device in the IMU frame, $a'_i$, due to specific forces, 
\[
a'_i = R_W^I (p_W^I - g_W^I). \tag{9}
\]

The gyroscopes measure angular velocity of the device in the $I$ frame, $\omega_W^I$. Both $a'_i$ and $\omega_W^I$ can be expressed with the pose B-spline (6) [22].

In the calibrated model, the IMU measurements $a_m$ and $\omega_m$ are affected by accelerometer and gyroscope biases, $b_a$ and $b_g$, and Gaussian white noise processes, $\nu_a$ and $\nu_g$,
\[
a_m = a'_i + b_a + \nu_a
\quad
\omega_m = \omega_W^I + b_g + \nu_g. \tag{10}
\]

The biases are usually assumed to be driven by Gaussian white noise processes, $\nu_{ba}$ and $\nu_{bg}$,
\[
\hat{b}_a = \nu_{ba} \quad \hat{b}_g = \nu_{bg}. \tag{11}
\]

The power spectral densities of $\nu_a$, $\nu_g$, $\nu_{ba}$, and $\nu_{bg}$, are usually assumed to be $\sigma_a^2 I_3$, $\sigma_g^2 I_3$, $\sigma_{ba}^2 I_3$, and $\sigma_{bg}^2 I_3$, respectively.

For the scale-misalignment model, the accelerometer measurement $a_m$ is corrupted by systematic errors encoded in a lower triangular $3 \times 3$ matrix $M_a$, $b_a$, and $\nu_a$,
\[
a_m = M_a a'_i + b_a + \nu_a. \tag{12}
\]

The 6 nonzero entries of $M_a$ encompass 3-DOF scale factor error and 3-DOF misalignment. The gyroscope measurement $\omega_m$ is corrupted by systematic errors encoded in a $3 \times 3$ matrix $M_g$ and the $g$-sensitivity effect encoded in a $3 \times 3$ matrix $M_g$, $b_g$, and $\nu_g$,
\[
\omega_m = M_g \omega^I_W + M_a a'_i + b_g + \nu_g. \tag{13}
\]

The 9 entries of $M_a$ encompass 3-DOF scale factor error, 3-DOF misalignment, and 3-DOF relative orientation between the gyroscope input axes and the $\{I\}$ frame defined by the accelerometer input axes.

In summary, variables to be estimated and known parameters in our optimization-based calibration are listed in Table 1.

### Table 1. The variables and known parameters in the RS camera-IMU calibration problem.

| Estimated variables                                      | Time-varying | Known parameters                                      |
|----------------------------------------------------------|--------------|-------------------------------------------------------|
| $T_{WI}$ pose of the IMU relative to the target           |               | $I_k^W$ landmark coordinates on the target            |
| $b$ accelerometer and gyroscope biases expressed          | $b$          | $\theta$ camera intrinsic parameters including        |
| by sixth-order B-splines                                 |              | distortion                                            |
| $t_{IC}$ camera time offset relative to the IMU          | $d$          | $g$ local gravity magnitude, e.g., 9.80665             |
| $g_W^V/g$ gravity direction in the target frame           |              |                                                       |
| $d$ line delay of the rolling shutter camera              |              |                                                       |

### 4. Experiments

To study the RS effect on spatiotemporal calibration of a camera-IMU system and validate the proposed calibration method, we conducted simulation with four public calibration datasets and tests on real data captured by two industrial camera-IMU units.

The proposed calibration approach was implemented on top of Kalibr [22]. For the following tests, both poses and IMU biases were fitted by sixth-order B-splines which are piece-wise fifth-degree polynomials, accommodating the required diverse motion to render the extrinsic parameters observable. Knots were placed at $100 \text{ Hz}$ for pose B-splines, and at $50 \text{ Hz}$ for bias B-splines. Both simulation and calibration adhered to image noise $\sigma_c = 1 \text{ pixel}$ and pin-hole camera model with equidistant distortion. The equidistant distortion model encoded by four parameters was chosen for its fitness to a wide range of lenses [10] and its high precision [29]. The camera intrinsic parameters required by the spatiotemporal calibration were obtained with the camera calibration tool in Kalibr [15] when necessary.

To evaluate calibration results, differences between reference values and estimated parameters are computed. For the extrinsic parameter $T_{CI} = [\hat{R} \, \hat{p}]$, deviation of its estimated value $\Delta T_{CI} = [\Delta \hat{R} \, \Delta \hat{p}]$ is computed by
\[
\Delta \hat{R} = R^\top \hat{R} - \hat{p} = \hat{R} (\hat{p} - \hat{p}). \tag{14}
\]

And its estimation error is quantified by the angle of the angle-axis representation of $\Delta \hat{R}$, $\|\zeta(\Delta \hat{R})\|$, and $\|\Delta \hat{p}\|$.

### 4.1. Simulation

To quantify how RS affects the spatiotemporal parameters of a camera-IMU system, we simulated RS camera and
IMU data based on four public calibration datasets, and then estimated these parameters with the proposed method.

The four public datasets include the camera-IMU calibration sample provided by Kalibr, and the calibration data of the EuRoC, TUM-VI, and UZH datasets. The four calibration datasets are summarized here.

To create simulated data, for every dataset, we first ran the GS-camera-IMU calibration tool in Kalibr and saved the fitted pose B-splines. Then from the B-splines, noisy RS camera observations of the target and IMU measurements spanning 50 seconds were simulated using reference camera and IMU parameters for the dataset. These reference parameters were obtained by simply rounding the calibrated precise values for easy interpretation. For all datasets, the IMU noise parameters in simulating IMU data and in the subsequent calibration were identical to those for ADIS16448 found in the Kalibr sample dataset. i.e., accelerometer noise density $\sigma_a = 1.0 \times 10^{-2} \text{m/s}^2/\sqrt{\text{Hz}}$, accelerometer random walk $\sigma_{ba} = 2.0 \times 10^{-4} \text{m/s}/\sqrt{\text{Hz}}$, gyroscope noise density $\sigma_g = 5.0 \times 10^{-3} \text{rad/s}/\sqrt{\text{Hz}}$, gyroscope random walk $\sigma_{bg} = 4.0 \times 10^{-6} \text{rad/s}^2/\sqrt{\text{Hz}}$.

The RS image observations were simulated at four line delays, 137.5, 82.5, 51.563, and 41.25 ms, which correspond to pixel clocks, 12, 20, 32, and 40 MHz, of a Matrix Vision Bluefox MLC202dG camera with a line length 1650 pixels. To avert a bias in the camera time offset when a GS-camera-IMU calibration method processes the simulated RS camera data, a simulated RS image was assigned timestamp of its central row.

In the end, the simulated data were processed by our RS camera-IMU calibration method and the camera-IMU calibration tool in Kalibr [22]. For both methods, the calibrated IMU model (10) is used. The errors in $T_{CI}$, $t_{IC}$ and $d$, are visualized in Figs. 2, 3, respectively. From Fig. 2, we see that longer line delays led to greater extrinsic errors for the GS-camera-IMU calibration method, while our method maintained small extrinsic errors across varying line delays and datasets. The GS-camera-based method often had errors more than 0.5° in orientation and 2 cm in translation. Fig. 3 shows that ignoring the RS effect often led to time offset errors greater than 4 ms. And Fig. 3(b) shows that line delay could usually be accurately estimated within 1 μs. Overall, the simulation shows that the RS effect can notice-ably deteriorate the spatiotemporal calibration of a camera-IMU system if ignored, and our method can accurately estimate the RS line delay and remove the adverse effect.

4.2. Real data tests

We also tested the proposed method on two RS camera-IMU systems built with industrial cameras of delicate RS control. One device combined an IDS uEye 3241LE-M

GL camera fitted with a Lensagon BM4018S118 lens of 126° diagonal FOV and a SparkFun OpenLog Artemis IMU board. The other was composed of a Matrix Vision Bluefox MLC202dG camera fitted with a ElM3518 lens of 90° diagonal FOV and an OpenLog Artemis IMU board. The uEye camera allows switching between RS mode and GS mode in operation. Thus, the extrinsic calibration result with data captured in GS mode can serve as an accurate reference for $T_{CI}$. The Artemis board carries an InvenSense ICM-20948 IMU (cost less than $4), and is able to capture the inertial data at about 230 Hz. The Bluefox camera only supports RS mode, but it has precise pixel clocks and a known line length for determining the reference line delays.

In data acquisition, the exposure time of the two cameras was set to 5 ms to reduce motion blur; the focus distance of both lenses was about 1.5 meters and remained fixed. For every device, the data collection began with capturing the camera intrinsic calibration data. For the uEye camera, a video was captured while the camera in GS mode was moved in front of the static target. For the Bluefox camera, an image sequence was captured by holding the RS camera at 100 different poses. Afterwards, the RS camera-IMU
data were collected while the device was moved in front of the static target. For every device, a set of five one-minute RS sessions was captured at each of four pixel clocks, 12, 20, 32, and 40 MHz.

The IMU noise parameters were estimated by Allan variance analysis as detailed in the supplementary material. For the accelerometer and gyroscope noise density, the Allan analysis obtained values reasonably close to those on the ICM-20948 datasheet. The noise values read from Allan analysis were used for all the compared calibration methods. Specifically, the noise values 

\[
\begin{align*}
\sigma_a &= 2.3 \cdot 10^{-3} \text{ m/s}^2/\sqrt{\text{Hz}}, \\
\sigma_{ba} &= 6.5 \cdot 10^{-5} \text{ m/s}^3/\sqrt{\text{Hz}}, \\
\sigma_g &= 2.6 \cdot 10^{-4} \text{ rad/s}/\sqrt{\text{Hz}}, \\
\sigma_{bg} &= 4.1 \cdot 10^{-6} \text{ rad/s}^2/\sqrt{\text{Hz}}.
\end{align*}
\]

data had been inflated. In a preliminary test about whether to inflate the noise parameters, we inflated the noise density and random walk parameters by scalars \(\alpha\) and \(\beta\), respectively, ran the proposed calibration method, and iterated the two steps. The two scalars were grid-searched for the minimum total cost. In the end, we found that inflating the IMU noise parameters led to smaller reprojection errors but larger accelerometer and gyroscope errors; and extraordinary inflation caused difficulty in convergence of the optimization-based method. Thus, we chose to use the original noise parameters obtained by the principled method.

For all RS camera and IMU data captured by the two devices, we processed them by the proposed method and the GS-camera-IMU calibration tool in Kalibr. Each method has two variants, one with the calibrated IMU model, and the other with the scale-misalignment IMU model (Section 3.2). The two variants aim to tease apart the scale and misalignment effect commonly found in a consumer-grade IMU from the extrinsic calibration. Overall, we have four calibration methods of shorthand names: GS calibrated IMU, GS scale-misalign IMU, RS calibrated IMU, RS scale-misalign IMU.

### 4.2.1 uEye-Artemis

For the uEye camera and Artemis IMU assembly, to obtain the camera intrinsic parameters, the video captured in GS mode were down-sampled in frame rate and then processed by the intrinsic calibration tool in Kalibr [15]. The intrinsic parameters were used by all the compared calibration methods. To obtain the reference extrinsic parameters, we used a one-minute camera-IMU session captured with the uEye camera in GS mode at the pixel clock 40 MHz. The session was then processed by the Kalibr camera-IMU calibration tool with the scale-misalignment IMU model, attaining the reference extrinsic parameters \(T_{CI}\) which agreed very well with values \(T_{CI}\) measured by ruler,

\[
\begin{align*}
T_{CI} &= \begin{bmatrix}
-0.999 & -0.032 & 0.014 & -0.015 \\
-0.032 & 0.999 & 0.024 & 0.061 \\
-0.015 & 0.023 & -1.000 & -0.020 \\
\end{bmatrix} \\
\tilde{T}_{CI} &= \begin{bmatrix}
-1 & 0 & 0 & -0.014 \pm 0.003 \\
0 & 1 & 0 & 0.062 \pm 0.003 \\
0 & 0 & -1 & -0.024 \pm 0.003 \\
\end{bmatrix}
\end{align*}
\]

where the uncertainty in a measured distance is about 3 mm.

The RS camera-IMU data were processed by the aforementioned four calibration methods. The translation, rotation, and reprojection errors were visualized in Fig. 4. Similarly to results in simulation, Fig. 4(a) and (b) show that extrinsic calibration errors grew with line delays for the GS calibration methods, and that the RS calibration methods kept relatively small errors across pixel clocks. For the RS calibration methods, the scale-misalignment IMU model
Figure 4. Translation (a) and rotation (b) errors, and median reprojection errors (c) of the proposed method (denoted by RS) and the Kalibr camera-IMU calibration tool (denoted by GS) with both calibrated and scale-misalignment IMU model, on the uEye-Artemis data.

Figure 5. Translation (a), rotation (b) errors, and median reprojection errors (c) of the proposed method (denoted by RS) and the Kalibr camera-IMU calibration tool (denoted by GS) with both calibrated and scale-misalignment IMU model on the Bluefox-Artemis data. Note that the reference extrinsic parameters were measured by hand.

slightly improved the estimated extrinsic parameters. Overall, the RS calibration methods consistently outstripped the GS-based methods for both IMU models. For instance, at 40 MHz, the GS calibration methods had errors about 0.4° in rotation and 15 mm in translation, whereas the RS calibration method with the scale-misalignment IMU model incurred errors about 0.15° in rotation, and 2 mm in translation. Fig. 4(c) shows that the RS effect caused reprojection errors about 5 pixels for GS calibration methods while the RS calibration methods had sub-pixel errors. These results confirm that considering the RS effect could substantially improve the extrinsic estimation. Considering that the line delays for the uEye camera at pixel clocks, 12, 20, 32, 40 MHz, are roughly 107.7, 64.6, 40.4, and 32.3 µs, the improvements are quite relevant for consumer cameras which often have line delays in range 25 – 60 µs [17].

4.2.2 Bluefox-Artemis

For the Bluefox camera and Artemis IMU assembly, the intrinsic parameters were estimated with the aforementioned image sequence by the calibration tool in Kalibr. Since the reference extrinsic parameters were unavailable, the errors in $T_{CI}$ were computed relative to the values measured by
The accurate reference line delay is the ratio of line length $N_l$ = 1650 provided in datasheet and the pixel clock $P$ for the Bluefox camera.

The Bluefox-IMU data were processed by the four calibration methods. The errors in $T_{CI}$ and median reprojection errors are illustrated in Fig. 5. Though the reference extrinsic parameters are inaccurate, from Fig. 5(a) and (b), we see that the RS effect prevented the GS calibration methods from achieving coherent spatial estimation, while the proposed method had much smaller variances in extrinsic parameters. Fig. 5(c) shows that the GS calibration methods had much greater reprojection errors than the RS calibration methods, similarly to Fig. 4(c) with the uEye data.

The line delay estimates for the Bluefox camera are visualized in Fig. 6. By comparing to the reference values, we see that the proposed method can accurately estimate line delays. Unsurprisingly, it has better accuracy than the RS camera calibration tool [17] probably because the latter uses priors on angular and linear acceleration rather than real IMU measurements to constrain device motion.

5. Conclusions

In summary, to our knowledge, we present the first continuous-time spatiotemporal calibration method for a RS camera-IMU system. The method is also able to estimate the inter-line delay of a RS. By numerous simulation and real data tests with accurate reference values, we showed that RS could degrade the extrinsic calibration results of a GS-based method by a few degrees in orientation and a few centimeters in translation. These tests also validated that our approach achieved accurate and consistent line delay estimation and extrinsic calibration.

The future work is to extend the presented method to other sensor modalities, e.g., lidar-camera systems.
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This supplementary material presents Allan variance analysis results of an OpenLog Artemis board, and extrinsic calibration results of the uEye camera with data captured in global shutter (GS) mode.

A. Allan variance analysis

To characterize noises of the InvenSense ICM-20948 IMU on the OpenLog Artemis board, the Allan variance analysis technique [1] was used to analyze its static data. A 17-hour data at about 230Hz were captured from our lab at night while the Artemis board was placed on a table with the z-axis of the board roughly along gravity. The median of the temperatures recorded by the IMU was 27.36°C, and its standard deviation was 1.36°C. The Allan standard deviations were computed for three accelerometers and three gyroscopes, shown in Fig. 7 and Fig. 8, respectively. These figures are annotated with the interpreted values for the white noise, bias stability, and bias random walk, whose corresponding slopes are -1/2, 0, and 1/2, respectively, according to the standard [1].

The noise parameters and their averages are compiled in Table 2. For comparison, the reference noise density values read from the ICM-20948 datasheet are appended. From Table 2, we see that the noise densities from the Allan variance analysis are reasonably close to those from the datasheet.

B. uEye-Artemis calibration with GS data

To see the variation of spatiotemporal calibration across different settings except the RS effect, we carried out camera-IMU calibration with data captured by the uEye camera in GS mode. These data were in fact captured along with the RS data for the test in Section 4.2.1, including four sets of GS data captured at pixel clocks, 12, 20, 32, and 40 MHz. Each set contained five one-minute sessions.

In calibrating the uEye-Artemis system, the same camera intrinsic parameters as in Section 4.2.1 were adopted. These 20 sessions were processed with both the calibrated and scale-misalignment IMU models. We computed the translation and rotation errors of the extrinsic parameters relative to the reference value $T_{CI}$ in (15), shown in Fig. 9(a) and (b), respectively. From these figures, we see that the estimated translations and rotations had typically small variances. Especially with the GS scale-misalign IMU calibration method, the translation variations were mostly less than 2 mm, and the rotation variations mostly less than 0.2°. These variations arising from different settings in GS mode and different sessions were significantly smaller than the calibration deviations when ignoring the RS effect, which were about 15 mm in translation and 0.4° in rotation even at pixel clock 40 MHz (see Fig. 4(a-b)).

Boxplots of the median reprojection errors for the two calibration methods, GS calibrated IMU, and GS scale-misalign IMU, are shown in Fig. 9(c), which shows that subpixel reprojection errors were attained when the GS data were processed by the GS camera calibration method. This contrasted with the reprojection errors (often greater than 2 pixels) when the RS data were processed by the GS camera calibration method (see Fig. 4).

Overall, these additional results show that the RS ef-
Table 2. Noise parameters obtained from the Allan variance analysis for accelerometers and gyroscopes in Artemis.

| Axis | Accelerometer | Gyroscope |
|------|---------------|-----------|
|      | White noise   | Bias stability | Bias random walk | White noise | Bias stability | Rate random walk |
|      | $m/(s^2 \sqrt{Hz})$ | $m/s^2$ | $m/(s^3 \sqrt{Hz})$ | $rad/(s\sqrt{Hz})$ | $rad/s$ | $rad/(s^2 \sqrt{Hz})$ |
| $x$  | 2.93E-03      | 1.01E-03  | 6.27E-05  | 2.45E-04  | 6.77E-05  | 5.35E-06  |
| $y$  | 2.83E-03      | 1.00E-03  | 6.75E-05  | 2.18E-04  | 6.51E-05  | 4.43E-06  |
| $z$  | 2.43E-03      | 1.10E-03  | X         | 2.30E-04  | 5.31E-05  | 2.50E-06  |
| Mean | 2.73E-03      | 1.04E-03  | 6.51E-05  | 2.31E-04  | 6.20E-05  | 4.09E-06  |
| Datasheet | 2.26E-03 | X         | X         | 2.62E-04  | X         | X         |

Figure 8. Allan variance analysis results for the gyroscope on $x$(a), $y$(b), and $z$ (c) axis of the Artemis board.

Effect is much more pronounced than the calibration uncertainty due to different sessions of data, and the baseline GS camera-IMU calibration methods worked well for GS data.

Figure 9. Extrinsic calibration results of the uEye camera with data captured in global shutter (GS) mode at pixel clocks, 10, 20, 32, and 40 MHz. Deviations in translation (a) and rotation (b) relative to the extrinsic parameters estimated with a session of GS data at pixel clock 40 MHz. (c) The median reprojection errors for calibration with both the calibrated and scale-misalignment IMU models.