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Abstract
In materials that undergo martensitic phase transformation, macroscopic loading often leads to the creation and/or rearrangement of elastic domains. This paper considers an example involving a single-crystal slab made from two martensite variants. When the slab is made to bend, the two variants form a characteristic microstructure that we like to call “twinning with variable volume fraction.” Two 1996 papers by Chopra et al. explored this example using bars made from InTl, providing considerable detail about the microstructures they observed. Here we offer an energy-minimization-based model that is motivated by their account. It uses geometrically linear elasticity, and treats the phase boundaries as sharp interfaces. For simplicity, rather than model the experimental forces and boundary conditions exactly, we consider certain Dirichlet or Neumann boundary conditions whose effect is to require bending. This leads to certain nonlinear (and nonconvex) variational problems that represent the minimization of elastic plus surface energy (and the work done by the load, in the case of a Neumann boundary condition). Our results identify how the minimum value of each variational problem scales with respect to the surface energy density. The results are established by proving upper and lower bounds that scale the same way. The upper bounds are ansatz-based, providing full details about some (nearly) optimal microstructures. The lower bounds are ansatz-free, so they explain why no other arrangement of the two phases could be significantly better.
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1 Introduction

In materials that undergo martensitic phase transformation, large-scale elastic deformation is typically accommodated by the creation or rearrangement of small-scale elastic domains. This paper considers an example involving a single-crystal slab made from two martensite variants. When the slab is made to bend, the two variants form a characteristic microstructure that we like to call “twinning with variable volume fraction.” Two 1996 papers [8, 9] explored this example using bars made from InTl, providing considerable detail about the microstructures they observed. Here we offer an energy-minimization-based model that is motivated by their account. Our main accomplishments can be summarized as follows:

(a) We formulate an energy-minimization-based mathematical model capturing many features of the scenario envisioned in [8, 9] (which is summarized by Fig. 1). Actually, we formulate two such models: one in which the slab is made to bend by specifying a displacement-type boundary condition at two opposite sides, and another in which the slab is made to bend by applying a suitable boundary load. In each model, the surface energy of the twin boundaries is a small parameter $\varepsilon$. While our results are valid for any $\varepsilon \in (0, 1]$, it is natural to focus on the limiting behavior as $\varepsilon \to 0$ since this corresponds to the presence of fine-scale twinning as seen in the experiments.

(b) For each model, we provide an ansatz-based upper bound. It provides a candidate domain structure, and a clear indication of the elastic strain associated with this structure.

(c) For each model, we provide an ansatz-free lower bound, whose energy scaling law (as $\varepsilon \to 0$) matches that of our upper bound (modulo prefactors). The lower bounds show rigorously that no domain structure can do significantly better than those associated with our upper bounds. Moreover, the proofs of the lower bounds provide intuition about why, in the presence of bending, the material forms the microstructure that is seen.

While the crystallography implicit in our elastic energy is motivated by the discussion in [8, 9], we do not attempt to model the experimental forces or boundary conditions. Rather, we consider certain Dirichlet or Neumann boundary conditions whose effect is to induce bending similar to what is seen in the experiments.

Since we are interested in the limiting behavior as the surface energy becomes negligible, it is natural to consider the relaxation of the elastic energy (see Sect. 2 for its definition). The deformations with relaxed energy zero are those achievable with arbitrarily small elastic energy, provided one places no restriction on the length scale of the microstructure. These are, in a sense, the deformations achievable by mixing the two variants. A particular minimizer $u^*$ of the relaxed energy (defined by (2.11)) lies at the heart of our analysis. It captures our vision of what is happening in the experiments, macroscopically. When we impose Dirichlet boundary conditions, they require the some components of the deformation to agree with a multiple of $u^*$ on two opposite faces of the domain. Our lower bounds rely on the fact that the relaxed solution $u^*$ is achieved only in the limit as the microstructural length scale tends to 0; including surface energy as well as elastic energy prevents infinitesimal phase mixtures, and therefore increases the elastic energy.

Our ansatz-based upper bounds are rather elementary. They nevertheless carry useful information, since they suggest specific microstructures that approach the behavior of the relaxed solution. Our microstructures are presumably not optimal – for example, they do not solve any Euler-Lagrange equations. However our matching lower bounds indicate that they approximately optimize the sum of elastic plus surface energy.

In our model with a Neumann boundary condition, it is natural to ask what the force-displacement curve would look like. While our rigorous results address only the energy
scaling law, our ansatz-based upper bound suggests the existence of a critical load; below this load, energy minimization prefers a single-domain state, while above this load, energy minimization prefers the maximum bending that can be achieved using twinning with variable volume fraction (see the discussion in Sect. 2.2 just after Theorem 2.4).

To be clear: the goal of this paper is not to provide a complete model of the experiments reported in [8, 9]. Rather, it is to begin the mathematical analysis of how bending leads to twinning with variable volume fraction. Indeed, while twinning with constant volume fraction has received a lot of attention, the analysis of problems involving twinning with variable volume fraction has barely begun. (See Sect. 2.3 for further comments on the scientific context of this work.)

Another caveat: there is room for doubt about whether the experiments in [8, 9] actually involve mixtures of just two variants. Indeed, the later of the two papers (reference [9]) reports observing a microstructure with two distinct length scales (a mixture of “polydomain phases” in the language of [31], resembling what is known as a second-rank laminate in the mathematical literature). Similar observations have been seen in recent work on the bending of a cylinder made from NiMnGa [10]. We do not think such microstructures can be made by mixing just two variants. It remains a challenge to model them, and to explain how they are produced by the macroscopic bending of a slab or cylinder.

Despite the uncertain relationship between our two-variant model and the experiments, we believe the model is still worthy of study. Indeed, its analysis provides fresh intuition about twinning with variable volume fraction, and tools that will be useful in other settings (including perhaps models involving more than two variants).

This paper uses geometrically linear elasticity. It is natural to ask whether something similar could be done in a geometrically nonlinear framework. The answer is that the constructions behind our upper bounds have geometrically nonlinear analogues; however, we do not know how to prove corresponding lower bounds in a geometrically nonlinear setting. As an initial step toward that goal, we recently considered a geometrically nonlinear problem involving the bending of a two-dimensional bar made from two variants with a single rank-one connection [15].

Problems involving a scalar-valued unknown are often simpler than vector-valued analogues. It is therefore natural to ask whether there is a scalar-valued analogue of twinning with variable volume fraction. A problem of that type was considered briefly in [23], and it is studied more deeply in the forthcoming paper [22]. However, the analogy between that scalar problem and what we do here is far from complete. Indeed, in the present setting (with our Dirichlet boundary conditions) the relaxed problem has minimum energy zero, while in the scalar setting of [22, 23] the minimum of the relaxed energy is strictly positive.

The rest of this paper is organized as follows: Sect. 2 presents our model, states our main results, and puts our work in context by discussing some related literature. Section 3, which is relatively short and elementary, gives the proofs of our upper bounds. Section 4, which occupies roughly half the paper, gives the proofs of our lower bounds; a guide to its structure will be found at the beginning of that section.

2 Getting Started

2.1 Problem Setup

The right hand side of Fig. 1 provides a sketch of the twinning with varying volume fraction that the authors of [8, 9] reported as the result of bending an InTl slab with well-chosen
crystallography. As one sees from parts (e)–(h) of the sketch, in the bent slab, one variant predominates on the top while the other predominates on the bottom. This is achieved by the boundaries between the two variants tilting slightly from their stress-free orientations in the unbent slab, shown in parts (a)–(d) of the figure. Note that the sketch is not to scale; the length scale of the twinning is actually quite small, and the angle of the tilt is correspondingly small, as one sees from the left hand side of Fig. 1. (We refer to the sample as a slab, though in fact it was a cylinder with a rectangular cross-section. One sample was 1.735 cm long with a .111 cm × .133 cm cross-section, and the other was similar.)

The paper [8] takes the view that this microstructure is a mixture of two martensite variants. Our goal is to formulate a quantitative model based on that idea, and to explore its consequences. Since the variants come from a cubic-tetragonal phase transformation and we are using geometrically linear elasticity, it would be standard (see e.g., [5]) to assume that their stress-free strains are

\[
\pm \begin{pmatrix}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{pmatrix}.
\]

With this choice the twin planes would be normal to \((0, 1, 1)\) and \((0, 1, -1)\). The sketch in Fig. 1 uses this choice (indeed, part (a) indicates that the twin plane is normal to \((0, 1, -1)\) and the slab is longest along the axis \((0, 0, 1)\)). For us, however, it is convenient to work in a rotated coordinate system where the stress-free strains are

\[
\pm \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{pmatrix}
\]

(2.1)

and the twin planes are normal to \((0, 1, 0)\) and \((0, 0, 1)\). This coordinate system is related to the original one by a rotation with angle \(\pi/4\) about the \((1, 0, 0)\) axis. Consistent with
the sketch, we shall assume that in absence of bending the interfaces between the two variants are normal to \((0, 0, 1)\) in our rotated coordinate system. This choice of coordinates is convenient because it permits our upper-bound ansatz to be invariant in the \(x_2\) direction.

**OUR SPATIAL DOMAIN.** By elasticity scaling (replacing \(u(x)\) by \(\lambda u(x/\lambda)\)), only the shape of the domain matters, not its actual dimensions. Throughout this paper, our spatial domain will be the unit cube

\[
\Omega := (-1, 1)^3.
\]

Our upper bounds involve microstructures that are periodic in \(x_3\) and invariant in \(x_2\), so they are easily extended to slab-like domains like those sketched in Fig. 1. Our lower bounds surely extend to rectangular solids that are not cubes, however for domains that are highly eccentric (slabs or cylinders) it would take extra work to identify the bounds’ dependence on length vs height vs width, and we are not sure the result would have the same scaling as the upper bounds when the domain is highly eccentric.

**OUR ELASTIC ENERGY.** For any \(u \in W^{1, 2}(\Omega; \mathbb{R}^3)\) we define

\[
e(u) := \frac{1}{2}(Du + Du^T), \quad e_{ij}(u) = \frac{\partial_{x_j} u_i + \partial_{x_i} u_j}{2}, \quad i, j = 1, 2, 3.
\]

In view of (2.1), we impose the constraint that

\[
e_{23}(u) = \pm 1 \quad \text{almost everywhere.}
\]

Our elastic energy enforces this constraint: it is

\[
E_{\text{el}}[u] := \int_{\Omega} W(e(u)) dx,
\]

where the elastic energy density \(W : \mathbb{R}^{3 \times 3}_{\text{sym}} \to [0, \infty)\) is defined by

\[
W(\xi) := \begin{cases}
\xi_{11}^2 + \xi_{22}^2 + \xi_{33}^2 + 2\xi_{12}^2 + 2\xi_{13}^2, & \text{if } |\xi_{23}| = 1, \\
\infty, & \text{otherwise}.
\end{cases}
\]

Some readers might wonder why we impose \(e_{23} = \pm 1\) as a constraint, rather than taking the elastic energy density to be the minimum of two quadratic functions, for example

\[
\min \left\{ \left\| e(u) - \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \right\|^2, \left\| e(u) + \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} \right\|^2 \right\}.
\]

The answer is that the choice (2.5) is mathematically convenient, since it permits us to identify the interface between the two variants as the surface where \(e_{23}\) changes sign. We believe that use of (2.6) in place of (2.5) would not fundamentally change the results. Elastic energies analogous to our \(W\) have been used in many studies of how elastic and surface energy interact to set the geometry and length scale of twinning in martensitic phase transformation (an early example is [21], and a more recent example with many references is [14]).

**OUR SURFACE ENERGY.** Recalling (2.3), we define the surface energy as

\[
E_{\text{sur}}[u] := \int_{\Omega} |D(e_{23}(u))| dx,
\]
which is twice the measure of the interface between \(e_{23} = 1\) and \(e_{23} = -1\). As usual in this context, the integral in (2.7) should be interpreted as the total variation of the measure \(D(e_{23}(u))\) if \(e_{23}(u) \in BV(\Omega)\), and \(\infty\) otherwise.

Since the experiments we want to model involve fine-scale twinning, we expect the surface energy density to be small. Thus the energy of our sample is the sum of elastic energy and a small parameter \(\varepsilon > 0\) times surface energy:

\[
E_\varepsilon[u] := E_{el}[u] + \varepsilon E_{sur}[u].
\] (2.8)

While our results are valid for any \(\varepsilon \in (0, 1]\), they are mainly of interest in the limit \(\varepsilon \to 0\).

**THE RELAXED ENERGY, AND OUR RELAXED SOLUTION.** It is easy to see that the quasi-convex envelope of our elastic energy density \(W\) is the convex function

\[
W^{qc}(\xi) := \begin{cases} 
\xi_{11}^2 + \xi_{22}^2 + \xi_{33}^2 + 2\xi_{12}^2 + 2\xi_{13}^2, & \text{if } |\xi_{23}| \leq 1, \\
\infty, & \text{otherwise}.
\end{cases}
\] (2.9)

(The proof uses lamination, taking advantage of the fact that \(e_2 \otimes e_3\) is rank-one.) In particular, the relaxation of \(E_{el}\) is the functional

\[
E_{el}^{rel}[u] = \int_\Omega W^{qc}(e(u))dx.
\] (2.10)

Its minimizers are the weak limits of minimizing sequences of (2.4). In particular, a deformation with relaxed energy 0 is one that can be achieved by fine-scale twinning with arbitrarily small elastic energy.

The following minimizer of the relaxed problem plays a crucial role in our analysis:

\[
u^*(x) := \begin{pmatrix} -x_2x_3 \\
x_1x_3 \\
x_1x_2 \end{pmatrix}.
\] (2.11)

One verifies by elementary calculation that the relaxed energy vanishes at \(u = \alpha u^*\) whenever \(|\alpha| \leq 1\). The central thesis of this paper is that in the limit \(\varepsilon \to 0\), the bending seen in the experiments corresponds macroscopically to a deformation of this form.

This deformation deforms the slab shown in Fig. 1 into a saddle shape. Indeed, the midplane of the slab is the \(x_2 - x_3\) plane. Taking \(\alpha = 1\) for simplicity, the normal displacement of this plane is \(u^*_1(x_1, x_2) = -x_2x_3 = \frac{1}{4}(x_2 - x_3)^2 - \frac{1}{4}(x_2 + x_3)^2\). Remembering that we are working in a rotated coordinate system relative to that of Fig. 1, the principal axes of this bending deformation are precisely those parallel and perpendicular to the long axes of the sample.

The experimental papers discuss “bending” but do not mention seeing such a saddle shape. There are (at least) two possible reasons for this discrepancy between our predictions and the reported observations. One is that the microstructures seen experimentally might not involve just two variants, as our model assumes. (The presence of second-rank laminates, reported in [9], offers some support for this view.) A second possibility involves the geometry of the experimental samples, which were cylinders with rectangular cross-sections rather than slabs. In such samples, the bending in the long direction would have been pronounced, while (opposite-oriented) bending in an orthogonal direction would have been much less noticeable. Let us add that within the context of our two-variant model, it makes physical
sense that twinning with variable volume fraction would make a slab-shaped sample become saddle-shaped. Indeed, our two variants of martensite come from a volume-preserving (cubic-tetragonal) phase transformation; therefore, after deformation the volume of the upper half of the slab should match that of the lower half. This requires the image of the slab’s midplane to have mean curvature zero.

Within our two-variant model, the relaxed energy (2.10) can be viewed as the elastic energy of the system in the absence of surface energy. While this energy has some zero-energy states, they are relatively rigid; in particular, as we’ll show in Proposition 2.1, under our Dirichlet boundary conditions the only relaxed-energy-zero deformations are \( u = \alpha u^* \) where \( |\alpha| \leq 1 \) and \( u^* \) is given by (2.11). These zero-energy deformations require infinitesimal twinning; when the surface energy density \( \varepsilon \) is positive, the length scale of the twinning must instead be positive. Our upper bounds show how the use of slanted twin boundaries achieves the prescribed overall bending with very little elastic energy, and our scaling laws emerge by optimizing the sum of elastic plus (\( \varepsilon \) times) surface energy. Our lower bounds confirm the appropriateness of upper-bound constructions, by showing that no other microstructure can achieve a better scaling law. We offer two distinct approaches to the lower bounds. One (presented in Sect. 4.2) is based on convex duality, while the other (presented in Sects. 4.3–4.5) is based on a new rigidity result whose proof uses a (rather sophisticated) Korn-Poincaré-type inequality.

**OUR DIRICHLET BOUNDARY CONDITIONS.** As mentioned already in the Introduction, we do not attempt to directly model the experiments; rather, we shall make our sample bend by imposing suitable Dirichlet or Neumann boundary conditions. We discuss the Dirichlet conditions here; the Neumann conditions will be introduced a little later, in Sect. 2.2.

Our Dirichlet conditions require that certain components of \( u \) agree with a relaxed solution on two opposite faces. We consider two distinct alternatives. The first imposes conditions on the top and bottom faces \( x_1 = \pm 1 \):

\[
\begin{align*}
&u_2(\pm 1, x_2, x_3) = \pm x_3, \\
&u_3(\pm 1, x_2, x_3) = \pm x_2.
\end{align*}
\]  

(No condition is imposed on \( u_1 \).) This amounts to requiring that \( u_2 \) and \( u_3 \) agree with the relaxed solution \( u^* \) at \( x_1 = \pm 1 \). It is crucial here that we use \( u^* \), not \( \alpha u^* \) for some \( |\alpha| < 1 \). Indeed, since \( e_{23}(u^*) = 1 \) when \( x_1 = 1 \) and \( e_{23}(u^*) = -1 \) when \( x_1 = -1 \), \( u^* \) describes a bent configuration whose top and bottom faces are not infinitesimally twinned – rather, each consists of a pure variant. (The sketch in Fig. 1 corresponds to \( \alpha \) close to but not quite equal to 1.) The corresponding class of test functions will be denoted by \( A_{TB} \),

\[
A_{TB} := \{ u \in W^{1,2}(\Omega; \mathbb{R}^3) : u \text{ satisfies (2.12)} \}.
\]  

It is not so natural to impose \( u = \alpha u^* \) on the top and bottom boundaries for \( |\alpha| < 1 \), since this would require the top and bottom faces to twin infinitesimally (whereas when surface energy is included we expect the length scale of twinning to be strictly positive).

Our second alternative specifies the value of \( u_3 \) on the left and right faces \( x_3 = \pm 1 \). It has the advantage of working equally well for any \( \alpha \in [-1, 1] \); in other words, we can impose any amount of bending rather than just the maximal amount. The condition we impose under this alternative is

\[
u_3(x_1, x_2, \pm 1) = \alpha x_1 x_2.
\]
The corresponding class of test functions will be denoted by $\mathcal{A}^\alpha_{LR}$:

$$\mathcal{A}^\alpha_{LR} := \{ u \in W^{1,2}(\Omega; \mathbb{R}^3) : u \text{ satisfies } (2.14) \}. \quad (2.15)$$

Let us dwell a bit on the value of permitting $|\alpha| < 1$. The relaxed solution $u = \alpha u^*(x)$ has

$$e(u) = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & \alpha x_1 \\ 0 & \alpha x_1 & 0 \end{pmatrix}.$$  

Since $\alpha x_1 = \theta \cdot 1 + (1 - \theta) \cdot (-1)$ when $\theta = (1 + \alpha x_1)/2$, this deformation corresponds microscopically to a mixture of the two variants with a volume fraction that varies linearly in $x_1$ (as shown in Fig. 1, and as will be clear from the constructions that prove our upper bounds). At the bottom ($x_1 = -1$) we expect volume fraction $(1 - \alpha)/2$ of the $e_{23} = +1$ phase and volume fraction $(1 + \alpha)/2$ of the $e_{23} = -1$ phase; at the top the volume fractions are reversed. The macroscopic bending is obviously proportional to $\alpha$. In particular, the microstructure of the unbent slab (shown in part (a) of the sketch in Fig. 1) corresponds to $\alpha = 0$.

We remark that for any $\varepsilon > 0$ and any $\alpha \in [-1, 1]$, our elastic plus surface energy functional $E_\varepsilon$ (defined by (2.8)) achieves its minimum over either $\mathcal{A}^\alpha_{LR}$ or $\mathcal{A}_{TB}$. Indeed, for any minimizing sequence $u_j$ the fact that $e_{23}(u_j)$ is bounded in $BV(\Omega)$ implies that it has a strongly converging subsequence, hence the constraint $e_{23} = \pm 1$ passes to the limit. The dependence on the other terms is convex, and the boundary data pass to the limit by the trace theorem (since a bound on the elastic energy implies a bound on the $W^{1,2}$ norm of $u$).

We close this discussion by introducing one more class of test functions. In Sect. 4, where we present our lower bounds, we will offer two distinct approaches to the lower bound for $u \in \mathcal{A}_{TB}$. One of them uses a duality argument and assumes the additional structural hypothesis that

$$\begin{cases} 
    u_1 = u_1(x_1, x_2, x_3); \\
    u_2 = u_2(x_1, x_3); \\
    u_3 = x_2 \hat{u}_3(x_1, x_3)
\end{cases} \quad (2.16)$$

for some function $\hat{u}_3$. (This is consistent with our upper bound constructions, and with the sketch in Fig. 1.) The corresponding set of deformations will be called $\mathcal{A}_{\text{constr}}$:

$$\mathcal{A}_{\text{constr}} := \{ u \in W^{1,2}(\Omega; \mathbb{R}^3) : u \text{ satisfies } (2.16) \}. \quad (2.17)$$

Our second proof of the lower bound for $u \in \mathcal{A}_{TB}$ has a broader scope than the duality-based argument, since it doesn’t require the structural hypothesis (2.16). However our two proofs of the lower bound provide somewhat different insight about how the inclusion of surface energy affects the length scale and character of the microstructure. Therefore it seems useful to provide them both.

### 2.2 Main Results

We are now in position to formulate our main results. The uniqueness of the relaxed solution (subject to either of our Dirichlet boundary conditions) lies, as already noted, at the heart of our analysis:
Proposition 2.1 The function $u^*$, defined by (2.11), has the following properties:

(i) The function $u^*$ minimizes the relaxed problem

$$\min\{E_{el}^r[u] : u \in A_{TB}\}.$$  

Any other minimizer has the form $u^*(x) + ce_1$ for some $c \in \mathbb{R}$.

(ii) For any $\alpha \in [-1, 1]$, the function $\alpha u^*$ minimizes the problem

$$\min\{E_{el}^r[u] : u \in A_{LR}^\alpha\}.$$  

Any other minimizer has the form

$$u(x) = \alpha u^*(x) + \begin{pmatrix} dx_2 + c \\ -dx_1 + \psi(x_3) \\ 0 \end{pmatrix}$$  

(2.18)

for some $c, d \in \mathbb{R}$ and $\psi \in \text{Lip}((-1,1))$ with $\text{Lip}(\psi) \leq 2(1 - |\alpha|)$.

The proof is given in Sect. 4.1 below. We shall discuss in a moment why this result is important.

We now state our main results concerning the energy scaling laws using Dirichlet boundary conditions. When the constraints are at the top and bottom boundaries, our main result is as follows.

Theorem 2.2 There are $c_1, c_2 > 0$ such that for any $\varepsilon \in (0, 1]$

$$c_1 \varepsilon^{2/3} \leq \min\{E_\varepsilon[u] : u \in A_{TB}\} \leq c_2 \varepsilon^{2/3}.$$  

(2.19)

Proof The upper bound follows from Proposition 3.1 with $\alpha = 1$, and the lower bound from Proposition 4.4(i).

When the constraints are at the left and right boundaries, our main result is as follows.

Theorem 2.3 There are $d_1, d_2 > 0$ such that for any $\alpha \in [-1, 1]$ and any $\varepsilon \in (0, 1]$

$$d_1 \min\{|\alpha|^2, |\alpha|^{2/3} \varepsilon^{2/3}\} \leq \min\{E_\varepsilon[u] : u \in A_{LR}^\alpha\} \leq d_2 \min\{|\alpha|^2, |\alpha|^{2/3} \varepsilon^{2/3}\}.$$  

(2.20)

Proof The upper bound follows from Proposition 3.1, and the lower bound from Proposition 4.4(ii).

For each of the preceding theorems, the upper bound uses an explicit construction reminiscent of those experimentally observed. This construction is described in Sect. 3. The lower bounds draw inspiration from Proposition 2.1, which shows in essence that to drive the elastic energy to 0 one needs twinning on an infinitesimal length scale. When $\varepsilon > 0$ the surface energy prevents this. Our task in proving the lower bounds is to assess the excess elastic energy that must be present due to the surface-energy-imposed limitation on the length scale of twinning. One argument, presented in Sect. 4.2, relies on the convexity of the relaxed energy. A second argument, presented in Sects. 4.3–4.5, relies on a quantitative version of Proposition 2.1 – specifically, Proposition 4.5 – which shows that if a map $u$ has small relaxed energy than it is in a certain sense close to $\alpha u^*$. 
We turn now to our results using a Neumann boundary condition. The idea is that one can induce bending by imposing suitable forces at the left and right hand boundaries $x_3 = \pm 1$. Precisely, we consider for some $\gamma \in \mathbb{R}$ a force of the type $f'(x_1, x_2, \pm 1) := \pm \gamma x_2 e_1$ acting on the faces normal to $e_3$. This type of force can be represented by the linear functional $M' : W^{1,2}((\Omega; \mathbb{R}^3)) \to \mathbb{R}$ defined by

$$M'(u) := \int_{(-1,1)^2} x_2(u_1(x_1, x_2, 1) - u_1(x_1, x_2, -1))d\mathcal{L}_2(x_1, x_2).$$

(2.21)

The Neumann problem then amounts to minimizing $E_\varepsilon[u] - \gamma M'(u)$ over all $u \in W^{1,2}(\Omega; \mathbb{R}^3)$. Our main result in this case is the following.

**Theorem 2.4** There is $c > 0$ such that for all $\varepsilon \in (0, 1]$ and all $\gamma \in \mathbb{R}$

$$c \min\{-\gamma^2, \frac{1}{c_2^2} \varepsilon^{2/3} - |\gamma|\} \leq \inf\{E_\varepsilon[u] - \gamma M'(u) : u \in W^{1,2}(\Omega; \mathbb{R}^3)\} \leq \frac{1}{c} \min\{-\gamma^2, c_2 \varepsilon^{2/3} - |\gamma|\}.$$

The upper bound follows from Proposition 3.2, and the lower bound from Proposition 4.11. We remark that the constant $c$ is common. Indeed, if $0 < c_1 \leq c'_1$, $0 < c_2 \leq c'_2$, $0 < c_3 \leq c'_3$, then for all $\gamma \in \mathbb{R}$, $\varepsilon > 0$ one has

$$\min\{-\frac{1}{c_1} \gamma^2, c_2 \varepsilon^{2/3} - \frac{1}{c_3} |\gamma|\} \leq \min\{-\frac{1}{c'_1} \gamma^2, c'_2 \varepsilon^{2/3} - \frac{1}{c'_3} |\gamma|\}. \tag{2.22}$$

The dependence of the minimum energy on $\gamma$ is interesting. As illustrated in Fig. 2, there is a competition between two different response regimes. One involves the elastic response of the single-variant state; it results in an energy of order $-\gamma^2$. The other involves microstructure – in fact, fully-developed bending of the type associated with relaxed energy $\alpha u^*$ with $\alpha = 1$ when $\gamma < 0$ and $\alpha = -1$ when $\gamma > 0$ (see the proof of Proposition 3.2) – and its energy is of order $c \varepsilon^{2/3} - |\gamma|$. The regime with microstructure has smaller energy when $\varepsilon^{2/3} \lesssim |\gamma| \lesssim 1$. Thus, energy-minimization suggests that in a load-controlled experiment, the sample would initially respond elastically, then suddenly bend sharply when $\gamma$ exceeds a critical value that’s of order $\varepsilon^{2/3}$. 

Fig. 2 Sketch of the function which estimates the optimal energy in Theorem 2.4. The parabola is the elastic solution, the straight line the one with microstructure.
While we have restricted our attention to the load associated with the boundary term (2.21), we believe that similar results could be obtained (by similar arguments) for more general forces that have the same symmetry, and for forces acting on other faces.

### 2.3 Related Work

As already explained in the Introduction, the goal of this paper is to begin the analysis of how bending induces twinning with variable volume fraction, in a slab or cylinder made from a material with two symmetry-related variants.

While our work is specifically motivated by [8, 9], the idea that bending is associated with twinning with variable volume fraction is much older; see, for example, [4, 28, 31]. While these papers offers some analysis based on energy minimization, they provide only upper bounds, and their dislocation-based approach is very different from the one in this paper.

Phenomena similar to twinning with variable volume fraction arise in some situations that have nothing to do with bending. In particular, “zigzag domain boundaries” are seen in some ferroelectric–ferroelastic materials, see e.g., [16, 27, 30]. In this setting the volume fraction varies on a macroscopic length scale due to a nonlocal effect other than bending. Some simulations using a time-dependent Ginzburg-Landau model were presented in [26], however we are not aware of any analysis comparable to that of the present paper.

Something similar can also be found in certain optimal design problems. Indeed, shape optimization sometimes leads to laminated microstructures whose volume fractions can vary macroscopically; see for example Sect. 1.3 of [18] and Figs. 2 and 8 of [11]. While the asymptotic effect of including surface energy has not been studied in such settings, it has been considered in some shape optimization problems where the volume fractions are constant [24, 25].

As already noted in the Introduction, it is not entirely clear that the two-variant picture developed here is an adequate description of the experiments in [8, 9]. Indeed, the earlier paper [8] provides an account based entirely on mixtures of two variants, and the present paper is based on that account. However the later paper [9] reports observing a microstructure with two distinct length scales, resembling what is known as a second-rank laminate in the mathematical literature. It remains a challenge to explain why bending produced such a structure. Microstructures with two distinct length scales have also been observed when bending cylinders made from NiMnGa [10].

A phenomenon that resembles twinning with variable volume fraction – but is actually quite different – is studied in [17]. When two elastic phases come from a martensitic phase transformation, they have two possible twin planes. Using both twin planes, one can arrange the phases in a cylindrical reference region in such a way that the martensitic transformation makes the cylinder bend. This phenomenon is different from that of the present paper because (i) it requires using both twinning systems, (ii) it does not involve microstructure, and (iii) both before and after the phase transformation the elastic energy is exactly zero.

The mathematical context of our work is the use of energy minimization to study how the microstructure of an elastic material with two or more variants changes in response to deformation or loading. Without attempting a survey of work in this area, we mention the foundational studies [19, 29] using geometrically linear elasticity and [2, 3] using a geometrically nonlinear approach. The monograph [5] provides a good introduction.

The minimization of elastic energy alone often predicts the formation of infinitesimal mixtures, whereas in real materials we see mixtures with a well-defined length scale (at least locally). It is widely accepted that the inclusion of surface energy sets a length scale,
and in some settings also selects a preferred microstructural pattern. This phenomenon has been analyzed quite extensively in studies of how two variants of martensite twin in the vicinity of an austenite interface; see [20, 21] for early work of this type, and [7, 14] for recent contributions with many references. The microstructures studied in that work are quite different from the ones considered here; in particular, they do not involve twinning with varying volume fraction.

Our main results are upper and lower bounds for the minimum energy as a function of the surface energy density $\varepsilon$. The upper bounds come from explicit test functions. The lower bounds are more subtle – their proofs use rigidity theorems and/or convexity of the relaxed energy – but they make no use of the Euler-Lagrange equations that characterize critical points of our functional. It is, in fact, difficult to use the stationarity or minimality of elastic plus surface energy; however minimality has been used successfully in [12, 13].

3 Upper Bounds

Proposition 3.1 There is $c > 0$ such that for every $\varepsilon \in (0, 1]$ and $\alpha \in [-1, 1]$ there is $u_{\varepsilon, \alpha} \in A^\alpha_{LR} \cap A_{\text{constr}}$ with

$$E_\varepsilon [u_{\varepsilon, \alpha}] \leq c \min \{\alpha^2, |\alpha|^{2/3} \varepsilon^{2/3}\}. \tag{3.1}$$

Furthermore, if $\alpha = 1$, then $u_{\varepsilon, 1} \in A^1_{TB} \cap A_{\text{constr}}$ and $u_{\varepsilon, 1} = u^* \text{ on } \partial \Omega$.

Proof We first remark that $\alpha^2 \leq |\alpha|^{2/3} \varepsilon^{2/3}$ is equivalent to $\alpha^2 \leq \varepsilon$. We shall use two different constructions in the two regimes.

We first consider the case $\varepsilon \leq \alpha^2$. Fix $n \geq 1$ to be chosen below, and denote $\delta := \frac{1}{n}$. Let us partition the cube $\Omega = [-1, 1]^3$ into $2n$ slices in the direction $x_3$:

$$\Omega = \bigcup_{k=-n}^{n-1} \Omega_k, \text{ where } \Omega_k := [-1, 1] \times [-1, 1] \times [k\delta, (k+1)\delta].$$

The upper bound is proved by construction of a test function $u_{\varepsilon, \alpha}$ of the form

$$u_{\varepsilon, \alpha}(x) := \begin{pmatrix} -\alpha x_2 x_3 \\ u_2(x_1, x_3) \\ \alpha x_1 x_2 \end{pmatrix}. \tag{3.2}$$

The function $u_2(x_1, x_3)$ is chosen to satisfy the following conditions:

[i] $u_2(x_1, x_3) = u_2^x(x_1, x_2, x_3) = \alpha x_1 x_3$ for $x_3 = k\delta, k \in \mathbb{Z} \cap [-n, n]$;

[ii] $e_{23}(u) = \pm 1$.

Let us present a first construction of $u_2$ in one domain $\Omega_k$ (this will later be used if $k$ is even, as discussed after (3.6)). Assume also that locally near the $\{x_3 = k\delta\}$ boundary the condition [ii] with $e_{23}(u) = 1$ holds. In view of the choice $u_3 = \alpha x_1 x_2$, near the $\{x_3 = k\delta\}$ boundary we define

$$u_2^L(x_1, x_3) := (2 - \alpha x_1) x_3 + c_k^L(x_1).$$

The condition [i] at $x_3 = k\delta$ immediately allows us to determine

$$c_k^L(x_1) = 2\alpha x_1 k\delta - 2k\delta,$$
and thus

$$u^L_2(x_1, x_3) := (2 - \alpha x_1)x_3 + 2\alpha x_1 k\delta - 2k\delta.$$ 

We remark that this construction is equivalent to setting $u^L_2(x_1, x_3) = u^*_2(x_1, \cdot, k\delta) + (2e_{23}(u) - \partial_2 u_3)(x_3 - k\delta)$, with $e_{23}(u) = 1$.

Assume now that locally near the boundary $x_3 = (k+1)\delta$, the condition \[ii\] with $e_{23}(u) = -1$ holds. In a similar way, using the condition \[i\] at $x_3 = (k+1)\delta$, we may define

$$u^R_2(x_1, x_3) := (-2 - \alpha x_1)x_3 + 2\alpha x_1 (k+1)\delta + 2(k+1)\delta.$$ 

Setting $u^L_2(x_1, x_3) = u^R_2(x_1, x_3)$, we obtain the interface equation

$$x_3 = f^\alpha_k(x_1), \quad f^\alpha_k(x_1) := \frac{\alpha x_1 + 1}{2}\delta + k\delta. \quad (3.3)$$

Obviously $k\delta \leq f^\alpha_k(x_1) \leq (k+1)\delta$ for all $x_1 \in [-1, 1]$. Altogether, in $\Omega_k$ we define

$$u_2(x_1, x_3) := \begin{cases} 
  u^L_2(x_1, x_3), & \text{if } k\delta \leq x_3 \leq f^\alpha_k(x_1); \\
  u^R_2(x_1, x_3), & \text{if } f^\alpha_k(x_1) < x_3 \leq (k+1)\delta. 
\end{cases} \quad (3.4)$$

It is straightforward to verify that this test function is continuous in $\Omega_k$, satisfies \[i\], \[ii\], and $e_{11} = e_{22} = e_{33} = e_{13} \equiv 0$. By the condition \[i\] it is continuous in $\Omega$, and by construction $e_{23} = \pm 1$ almost everywhere. Similarly, from the definition we obtain $u_{\varepsilon, \alpha} \in A^T_{LR} \cap A_{\text{constr}}$.

We next consider the boundary conditions for $\alpha = 1$. First, (3.3) yields that $f_k^1(1) = (k+1)\delta$ (i.e. the right edge of $\Omega_k$) and $f_k^1(-1) = k\delta$ (i.e. the left edge of $\Omega_k$), as illustrated in Fig. 3. Further, one easily checks that $u_2(1, x_3) = u^L_2(1, x_3) = x_3$ and $u_2(-1, x_3) = u^R_2(-1, x_3) = -x_3$ for $x_3 \in [k\delta, (k+1)\delta]$. Therefore $u_{\varepsilon, 1} = u_\ast$ on $\partial\Omega$ and $u_{\varepsilon, 1}$ belongs to $A_{TB}$.

It remains to estimate $e_{12}$. Evaluating this strain separately for $u^L_2$ and $u^R_2$, we have

$$e^L_{12} := \frac{1}{2}(\partial_2 u_1 + \partial_1 u^L_2) = \alpha(k\delta - x_3),$$

and

$$e^R_{12} := \frac{1}{2}(\partial_2 u_1 + \partial_1 u^R_2) = \alpha((k+1)\delta - x_3).$$

Since $k\delta \leq x_3 \leq (k+1)\delta$, in both cases

$$|e_{12}(u_{\varepsilon, \alpha})| \leq \alpha\delta \text{ a.e. in } \Omega_k, \quad (3.5)$$
Fig. 4 Sketch of the symmetric construction for $\alpha = 1$ (left) and $\alpha \in (0, 1)$ (right)

and therefore the same holds in $\Omega$. This leads to an estimate of the elastic energy,

$$E_{\text{el}}[u_{\varepsilon, \alpha}] \leq 8\alpha^2 \delta^2 = \frac{8\alpha^2}{n^2}. \quad (3.6)$$

If this procedure is used for all values of $k$ (even and odd) one obtains the valid construction depicted in Fig. 3. However, a more symmetric construction can be obtained using the above procedure for even $k$ and a symmetric reflection for odd $k$, which avoids the vertical interface for $e_{23}$ at $x_3 = k$ (see Fig. 4). The scaling of the energy is the same for the two variants of the construction. Specifically, for any $k$, repeating the arguments above we introduce

$$u_L^2(x_1, x_3) := ((-1)^k 2 - \alpha x_1)x_3 + 2\alpha x_1 k\delta + (-1)^{k+1} 2k\delta,$$

$$u_R^2(x_1, x_3) := ((-1)^k 2 - \alpha x_1)x_3 + 2\alpha x_1 (k + 1)\delta + (-1)^k 2(k + 1)\delta.$$

The interface in the case of general $k$ is

$$f^\alpha_k(x_1) := \frac{(-1)^k \alpha x_1 + 1}{2} \delta + k\delta, \quad (3.7)$$

and (3.4) now defines $u_2$ for both even and odd $k$. This way (3.6) holds in every $\Omega_k$, and $e_{23}$ is continuous across $x_3 = k$ interfaces.

To estimate the surface energy, we observe that $e_{23}(u_{\varepsilon, \alpha}) \in \{-1, 1\}$ almost everywhere implies that the jump is $\pm 2$; the length of the jump set can be estimated by the total length of the oblique sides of the triangles. Each side has length $\sqrt{4 + \delta^2} \leq 2 + \delta$, and since there are $2n$ of them and the thickness of the domain in the $x_2$ direction is 2 we obtain

$$E_{\text{sur}}[u_{\varepsilon, \alpha}] \leq 2(4n + 2n\delta) = 8n + 4.$$

Choosing $n := \lceil (\alpha^2 / \varepsilon)^{1/3} \rceil$ we obtain

$$E_{\varepsilon}[u_{\varepsilon, \alpha}] \leq c|\alpha|^{2/3} \varepsilon^{2/3} + c\varepsilon.$$

If $\varepsilon \leq \alpha^2$ then $\varepsilon \leq \varepsilon^{2/3}(\alpha^2)^{1/3} = |\alpha|^{2/3} \varepsilon^{2/3}$, the bound above implies that $E_{\varepsilon}[u_{\varepsilon, \alpha}] \leq c|\alpha|^{2/3} \varepsilon^{2/3}$ and concludes the proof in the first case.

We now turn to the case $\alpha^2 < \varepsilon$, which is only relevant if $|\alpha| < 1$. We use a different construction, without microstructure. Precisely, we set

$$w(x) := \begin{pmatrix} 0 \\ 2x_3 - \alpha x_1 x_3 \\ \alpha x_1 x_2 \end{pmatrix}. \quad (3.8)$$
Then
\[
Dw(x) = \begin{pmatrix}
0 & 0 & 0 \\
-\alpha x_3 & 0 & 2 - \alpha x_1 \\
\alpha x_2 & \alpha x_1 & 0
\end{pmatrix}
\quad \text{and} \quad
e(w)(x) = \begin{pmatrix}
0 & -\frac{1}{2} \alpha x_3 & \frac{1}{2} \alpha x_2 \\
-\frac{1}{2} \alpha x_3 & 0 & 1 \\
\frac{1}{2} \alpha x_2 & 1 & 0
\end{pmatrix}.
\] (3.9)

Therefore \( W(e(w))(x) \leq \alpha \), and \( E_{\text{sur}}[w] = 0 \). Therefore
\[
E_{\epsilon}[w] \leq 8 \alpha^2.
\] (3.10)

If \( \alpha^2 \leq \epsilon \) this concludes the proof. \( \square \)

We next address the upper bound for Theorem 2.4.

**Proposition 3.2** There is \( c > 0 \) such that for all \( \epsilon \in (0, \frac{1}{2}] \) and all \( \gamma \in \mathbb{R} \) one can construct \( u_{\epsilon, \gamma} \in W^{1,2}(\Omega; \mathbb{R}^3) \) such that
\[
E_{\epsilon}[u_{\epsilon, \gamma}] - \gamma M'(u_{\epsilon, \gamma}) \leq \min\{-\frac{1}{c} \gamma^2, c \epsilon^{2/3} - \frac{1}{c} |\gamma|\}.
\]

**Proof** As discussed in Sect. 2, the two upper bounds arise from two very different constructions.

First we construct an affine deformation that generates the elastic response. This is similar to the function constructed in (3.8) for the regime of small \( \alpha \), and is relevant in two regimes, either for very small forces (in the sense that \( |\gamma| \lesssim \epsilon^{2/3} \)) or for very large ones (in the sense that \( |\gamma| \gtrsim 1 \)). Specifically, we set, for some \( t \in \mathbb{R} \) chosen below,
\[
(3.11)
\]

Obviously \( e_{23}(u_t) = 1 \) everywhere, for any \( t \). Further, \( E_{\epsilon}[u_0] = 0 \), and one can easily compute \( E_{\epsilon}[u_t] = ct^2 \), and \( M'(u_t) = c_2 t \). Choosing \( t = \frac{c}{2c_1} \gamma \), we obtain \( E_{\epsilon}[u_t] - \gamma M'(u_t) = -\frac{c^2}{4c_1} \gamma^2 \). This proves the first bound.

To prove the second one we use the deformation constructed in (3.2) in the proof of Proposition 3.1 for \( \alpha = 1 \) if \( \gamma < 0 \), and for \( \alpha = -1 \) if \( \gamma \geq 0 \). For simplicity of notation we focus on the second case. As discussed above, one has \( E_{\epsilon}[u_{\epsilon,-1}] \leq c \epsilon^{2/3} \). Further, from (3.2) we obtain \( u_1(x_1, x_2, 1) - u_1(x_1, x_2, -1) = 2x_2 \), which implies \( M'(u_{\epsilon,-1}) = \frac{8}{3} \). We obtain \( E_{\epsilon}[u_{\epsilon,-1}] - \gamma M'(u_{\epsilon,-1}) \leq c \epsilon^{2/3} - \frac{8}{3} \gamma \), which concludes the proof. \( \square \)

### 4 Lower Bounds

Section 4.1 proves Proposition 2.1, which asserts that \( \alpha u^* \) is the unique minimizer of the relaxed energy under any of our Dirichlet-type boundary conditions. As already noted in Sect. 2, this result provides a conceptual foundation for all our lower bound arguments. We then proceed, in Sects. 4.2 – 4.5, to prove the lower bounds for our Dirichlet-type boundary conditions. As already mentioned in Sect. 2, we offer two different arguments. The first, presented in Sect. 4.2, uses a duality argument, taking advantage of the convexity of the relaxed problem; it is restricted to \( u \in A_{TB} \cap A_{\text{constr}} \). The second argument, presented in
Integrating (4.1) and (4.2) leads to the quantitative analogue of Proposition 2.1; it works for all our Dirichlet-type boundary conditions. Finally, Sect. 4.6 considers the functional associated with our Neumann boundary condition. The lower bound for that functional relies again on the quantitative analogue of Proposition 2.1.

4.1 Rigidity of Exact Solutions of the Relaxed Problem

Proof of Proposition 2.1 One easily verifies that the function $u^*$ defined in (2.11) satisfies $E_{el}^{rel}[\alpha u^*] = 0$ for all $\alpha \in [-1, 1]$. Further, it obeys the boundary conditions in (2.14) and, if $\alpha = 1$, also those in (2.12). Therefore $\alpha u^* \in A_L^\alpha \cap A_{\text{constr}}$ for all $\alpha \in [-1, 1]$, and $u^* \in A_TB \cap A_{\text{constr}}$.

Assume now that $u$ is a function with $E_{el}^{rel}[u] = 0$. Then necessarily $e_{11} \equiv e_{22} \equiv e_{33} \equiv 0$ almost everywhere, which, in turn, implies that

$$u(x) = \begin{pmatrix} u_1(x_2, x_3) \\ u_2(x_1, x_3) \\ u_3(x_1, x_2) \end{pmatrix}.$$ 

Next, by $W(e(u)) = 0$ almost everywhere we obtain

$$e_{13} \equiv 0 \Rightarrow \partial_3 u_1(x_2, x_3) \equiv - \partial_1 u_3(x_1, x_2).$$

The first term does not depend on $x_1$, the second does not depend on $x_3$. Therefore both depend only on $x_2$, and there is a function $\phi_2 : (-1, 1) \to \mathbb{R}$ such that

$$\partial_3 u_1(x_2, x_3) = - \partial_1 u_3(x_1, x_2) = \phi_2(x_2). \quad (4.1)$$

Similarly, swapping the indices 2 and 3,

$$\partial_2 u_1(x_2, x_3) = - \partial_1 u_2(x_1, x_3) = \phi_3(x_3). \quad (4.2)$$

Taking the mixed derivative of these two conditions, we see that

$$0 = \partial_2 \partial_1 u_1 - \partial_3 \partial_2 u_1 = \partial_2 \phi_2 - \partial_3 \phi_3 \quad (4.3)$$

distributionally, which implies $\partial_2 \phi_2(x_2) = \partial_3 \phi_3(x_3)$ distributionally. Therefore both distributional derivatives are constant, and both $\phi_2$ and $\phi_3$ are affine.

Assume that $u \in A_TB$. Then $u_3(1, x_2) - u_3(-1, x_2) = 2x_2$ and (4.1) give $\phi_2(x_2) = -x_2$ and $u_3 = u_3^*$. Similarly, (4.2) leads to $\phi_3(x_3) = -x_3$ and $u_2 = u_2^*$. Finally, $\partial_3 u_1(x_1, x_3) = -x_2$ and $\partial_2 u_1(x_2, x_3) = -x_3$ give $u_1(x_2, x_3) = -x_2 x_2 + c$, which concludes the proof of (i).

Assume now that $u \in A_L^\alpha$. As $u_3$ does not depend on $x_3$, the boundary data immediately give $u_3 = \alpha u_3^*$ everywhere, with $\phi_2(x_2) = -\alpha x_2$. Then (4.3) gives $\phi_3(x_3) = -\alpha x_3 + d$. Integrating (4.1) and (4.2) leads to

$$u_1(x_2, x_3) = -\alpha x_2 x_3 + d x_2 + c \quad (4.4)$$

and

$$u_2(x_1, x_3) = \alpha x_1 x_3 - d x_1 + \psi(x_3). \quad (4.5)$$

Therefore any minimizer has the form given in (2.18) for some $c, d \in \mathbb{R}$ and some measurable function $\psi$. 
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Assume now that $u$ has the form given in (2.18). One easily computes $e_{ij}(u) = 0$, $e_{12}(u) = e_{13}(u) = 0$ and

$$2e_{23}(u) = 2\alpha x_1 + \psi'(x_3).$$

Therefore $|e_{23}(u)| \leq 1$ almost everywhere is equivalent to the fact that $\psi$ is Lipschitz with $|\psi'| \leq 2(1 - |\alpha|)$ almost everywhere. This concludes the proof of (ii).

4.2 Lower Bound for $u \in \mathcal{A}_{TB} \cap \mathcal{A}_{\text{constr}}$ Using Duality

In this section, we use a duality argument to prove the lower bound when $u$ satisfies our top/bottom boundary condition (2.12) and has the form (2.16).

Proposition 4.1 There is $C > 0$ such that for any $\varepsilon \in (0, 1]$ and $u \in \mathcal{A}_{\text{constr}} \cap \mathcal{A}_{TB}$ one has

$$E_{\varepsilon}[u] \geq C\varepsilon^{2/3}. \quad (4.7)$$

The key idea is that since the relaxed energy is convex, its convex dual can be used to bound it from below. The argument we present was found by identifying the dual problem then using it with an appropriate class of test functions. But once the test functions have been chosen, a duality-based lower bound proceeds by elementary calculations that use little more than integration by parts. For maximum efficiency, we shall not discuss the dual problem; rather, we simply present the elementary calculations to which it led us.

The following duality-based lower bound does not use the constraint (2.16).

Lemma 4.2 Let $u \in \mathcal{A}_{TB}$. For every $\eta \in W^{1,2}_0((-1, 1)^2)$ and almost every $x_1^* \in (-1, 1)$ one has

$$E_{\text{el}}[u] \geq \int_{(-1,1)^2} \left[(\partial_3 u_3 - \partial_3 u_2)(x_1^*, \cdot, \cdot)\eta - \frac{1}{2} (x_1^* + 1)|D\eta|^2\right] d\mathcal{L}^2. \quad (4.8)$$

We remark that this bound, based on the boundary data and convexity, also holds for $E_{\text{el}}^\dagger$.

Proof We shall prove the assertion for every $x_1^*$ such that the trace $u(x_1^*, \cdot, \cdot)$ is in $W^{1,2}((-1, 1)^2; \mathbb{R}^3)$. By density it suffices to prove the assertion for $\eta \in C_c^\infty((-1, 1)^2)$. We first observe that for every $a, b \in \mathbb{R}$ one has

$$2a^2 \geq 2ab - \frac{1}{2} b^2. \quad (4.9)$$

Using this with $a = e_{12}(u)(x)$ and $b = \partial_3 \eta(x_2, x_3)$ and integrating over $\Omega_a := (-1, x_1^*) \times (-1, 1)^2$ we obtain

$$\int_{\Omega_a} 2e_{12}^2(u) dx \geq \int_{\Omega_a} 2e_{12}(u)\partial_3 \eta d\mathcal{L}^3 - \int_{\Omega_a} \frac{1}{2} (\partial_3 \eta)^2 d\mathcal{L}^3. \quad (4.10)$$

Doing the same with $a' = e_{13}(u)(x)$ and $b' = -\partial_2 \eta(x_2, x_3)$, summing and using $W(e(u)) \geq 2e_{12}^2(u) + 2e_{13}^2(u)$ leads to

$$E_{\text{el}}[u] \geq \int_{\Omega_a} 2(e_{12}(u)\partial_3 \eta - e_{13}(u)\partial_2 \eta) d\mathcal{L}^3 - \frac{1}{2} (x_1^* + 1) \int_{(-1,1)^2} |D\eta|^2 d\mathcal{L}^2. \quad (4.11)$$
We now investigate the first integral in more detail. Writing it out explicitly, it is

\[ E^a := \int_{\Omega_a} 2(e_{12}(u)\partial_3 \eta - e_{13}(u)\partial_2 \eta) dL^3 \]

\[ = \int_{\Omega_a} (\partial_2 u_1 \partial_3 \eta + \partial_1 u_2 \partial_3 \eta - \partial_1 u_3 \partial_2 \eta - \partial_3 u_1 \partial_2 \eta) dL^3. \]  

(4.12)

For almost every \( x_1 \in (-1, x_1^*) \) we have \( u_1(x_1, \cdot, \cdot) \in W^{1,2}((-1, 1)^2) \), and since \( \eta \in C_c^\infty((-1, 1)^2) \) we can integrate by parts the two terms involving \( u_1 \), leading to

\[ \int_{(-1,1)^2} (\partial_2 u_1 \partial_3 \eta - \partial_3 u_1 \partial_2 \eta) dL^2(x_2, x_3) = - \int_{(-1,1)^2} u_1(\partial_2 \partial_3 \eta - \partial_3 \partial_2 \eta) dL^2(x_2, x_3) = 0. \]  

(4.13)

For the other two terms we use that \( \eta \) does not depend on \( x_1 \), and obtain

\[ E^a = \int_{(-1,1)^2} (u_2 \partial_3 \eta - u_3 \partial_2 \eta)(x_1^*, \cdot, \cdot) dL^2 - \int_{(-1,1)^2} (u_2 \partial_3 \eta - u_3 \partial_2 \eta)(-1, \cdot, \cdot) dL^2. \]  

(4.14)

We next show that the second integral vanishes, due to the boundary conditions (2.12). Indeed, integrating by parts and recalling that \( \eta \in C_c^\infty((-1, 1)^2) \),

\[ \int_{(-1,1)^2} (u_2 \partial_3 \eta - u_3 \partial_2 \eta)(-1, \cdot, \cdot) dL^2 = - \int_{(-1,1)^2} (x_3 \partial_3 \eta - x_2 \partial_2 \eta)(-1, \cdot, \cdot) dL^2 \]

\[ = \int_{(-1,1)^2} (\eta - \eta) dL^2 = 0. \]  

(4.15)

In the first integral in (4.14) we can integrate by parts, since \( u_{2,3} \in W^{1,2}((-1, 1)^2) \), and obtain

\[ E^a = - \int_{(-1,1)^2} (\partial_3 u_2 - \partial_2 u_3)(x_1^*, \cdot, \cdot) \eta dL^2. \]  

(4.16)

Recalling (4.11) and the definition of \( E^a \) concludes the proof. \( \square \)

The next Lemma shows that functions with small energy which obey the boundary conditions and the Ansatz (2.16) obey a pointwise bound.

**Lemma 4.3** There exists a constant \( C > 0 \) such that for any \( u \in A_{TB} \cap A_{constr} \), \( \varepsilon > 0 \), there is a set \( F \subseteq (-1, 1) \) with \( L^1((-1, 1) \setminus F) \leq \frac{1}{4} \) such that

\[ |\hat{u}_3 - x_3^*|(x_1^*, x_3) \leq CE_\varepsilon^{1/2}[u] \]  

(4.17)

for all \( x_3^* \in F \) and almost all \( x_3 \in [-1, 1] \).

**Proof** We choose \( x_2^* \in (\frac{1}{2}, 1) \) such that the trace of \( u \) over \( \{x_2 = x_2^*\} \) is in \( W^{1,2}((-1, 1)^2; \mathbb{R}^3) \) and

\[ A := \int_{(-1,1)^2} (e_{11}^2(u) + 2e_{13}^2(u) + e_{33}^2(u))(x_1, x_2^*, x_3) dx_1 dx_3 \leq 2E_\varepsilon[u]. \]  

(4.18)
Let \( w := u - u_* \). We observe that, from \( e_{13}(u_*) = 0 \),
\[
2e_{13}(w) = \partial_1 w_3 + \partial_3 w_1 = 2e_{13}(u).
\] (4.19)

Analogously \( e_{ii}(w) = e_{ii}(u) \) for \( i = 1, 3 \), hence we can replace \( w \) with \( u \) in the definition of \( A \) in (4.18). By Korn’s inequality applied to the map \( w_{1,3}((\cdot), x^*_3, \cdot) : (-1, 1)^2 \to \mathbb{R}^2 \) there is \( t \in \mathbb{R} \) such that
\[
\int_{(-1,1)^2} |\partial_1 w_3(\cdot, x^*_3, \cdot) - t|^2 + |\partial_3 w_1(\cdot, x^*_3, \cdot) + t|^2 dx_1 dx_3 \leq cA.
\] (4.20)

From the boundary condition \( w_3(\pm 1, x_2, x_3) = 0 \) we obtain that
\[
\int_{(-1,1)^2} \partial_1 w_3(\cdot, x^*_2, \cdot) dx_1 dx_3 = 0,
\] (4.21)

and with (4.20) we obtain \( |t| \leq cA^{1/2} \). Therefore
\[
\int_{(-1,1)^2} |\partial_3 w_3(\cdot, x^*_3, \cdot)|^2 + |\partial_1 w_3(\cdot, x^*_3, \cdot)|^2 dx_1 dx_3 \leq cA.
\] (4.22)

We let \( F \) be the set of those \( x^*_1 \in (-1, 1) \) such that the trace of \( w_3(\cdot, x^*_2, \cdot) \) obeys
\[
\int_{(-1,1)} |\partial_3 w_3(x^*_1, x^*_2, x_3)|^2 dx_3 \leq 4cA,
\] (4.23)

where \( c \) is the same constant as in (4.22). Obviously the measure of the complement is no larger than \( 1/4 \). Fix any \( x^*_1 \in F \). From (4.22), \( w_3(\pm 1, \cdot, \cdot) = 0 \) and the fundamental theorem of calculus applied in \( x_1 \) direction we also obtain
\[
\int_{(-1,1)} |w_3(x^*_1, x^*_2, x_3)|^2 dx_3 \leq 2cA.
\] (4.24)

Combining (4.23) and (4.24) gives
\[
|w_3(x^*_1, x^*_2, x_3)| \leq cA^{1/2} \text{ for almost every } x_3 \in (-1, 1).
\] (4.25)

Recalling that \( u \in \mathcal{A}_{\text{constr}} \) implies \( w_3(x) = x_2(\bar{u}_3(x_1, x_3) - x_1), (4.18) \), and that \( x^*_3 \geq \frac{1}{2} \) we conclude the proof.

We finally come to the proof of the lower bound for functions in \( \mathcal{A}_{TB} \cap \mathcal{A}_{\text{constr}} \).

**Proof of Proposition 4.1** One key observation in this proof is that \( u \in \mathcal{A}_{\text{constr}} \) implies that \( \partial_2 u_3(x) = \bar{u}_3(x_1, x_3) \) depends only on \( x_1 \) and \( x_3 \), and analogously \( u_2 \) (and hence \( \partial_3 u_2 \)) also depends only on \( x_1 \) and \( x_3 \). We define \( f : (-1, 1)^2 \to \mathbb{R} \) by
\[
f(x_1, x_3) := \bar{u}_3(x_1, x_3) + \partial_3 u_2(x_1, x_3).
\] (4.26)

Then \( E_*[u] < \infty \) implies that \( f \in BV((-1, 1)^2; \{\pm 2\}) \), with \( E_{\text{surf}}[u] = 2H^1(J_f) \). In particular, for most choices of \( x^*_1 \in (-1, 1) \) we have \( f(x^*_1, \cdot) \in BV((-1, 1); \{\pm 2\}) \) with the number of jump points bounded by the energy. Precisely, we have
\[
\#J_f(x^*_1, \cdot) \leq 4E_{\text{surf}}[u]
\] (4.27)
outside an exceptional set of measure not larger than $1/8$.

We select $x_1^* \in (-\frac{1}{4}, \frac{1}{4})$ such that (4.27) as well as both Lemma 4.2 and Lemma 4.3 hold.

We define $\varphi \in L^2((-1, 1))$ by

$$\varphi(x_3) := \hat{u}_3(x_1^*, x_3) - \partial_3 u_2(x_1^*, x_3).$$

(4.28)

By Lemma 4.3 we obtain

$$|\hat{u}_3(x_1^*, x_3) - x_1^*| \leq c E_{el}^{1/2}[u] \text{ for almost all } x_3 \in [-1, 1].$$

(4.29)

If $c E_{el}^{1/2}[u] \geq \frac{1}{4}$ then the proof is concluded. Therefore we are left with the case

$$|\hat{u}_3(x_1^*, x_3) - x_1^*| \leq \frac{1}{4} \text{ for almost all } x_3 \in [-1, 1].$$

(4.30)

This implies

$$|\varphi(x_3) + f(x_1^*, x_3)| = |2\hat{u}_3(x_1^*, x_3)| \leq \frac{1}{2} + 2|x_1^*| \leq 1 \text{ for almost all } x_3 \in (-1, 1).$$

(4.31)

In particular, $|\varphi| \geq 1$ almost everywhere in $(-1, 1)$, and it changes sign at most $N := \#J_{f(x_1^*, \cdot)} \leq 4 E_{sur}[u]$ times. For some $c_* \in \mathbb{R}$ we set

$$\beta(x_3) := \int_{-1}^{x_3} \varphi(t) dt - c_*$$

(4.32)

and choose $c_*$ such that $\int_{(-1, 1)} \beta(x_3) dx_3 = 0$. Then $\beta' = \varphi$ yields

$$\int_{(-1, 1)} |\beta|^2(x_3) dx_3 \geq \frac{c}{(N+1)^2} \geq \frac{c}{(E_{sur}[u]+1)^2}.$$  

(4.33)

We define $\eta_0 \in W^{1,2}_0((-1, 1))$ by

$$\eta_0(x_3) := \int_{-1}^{x_3} \beta(t) dt.$$ 

(4.34)

For some $\theta \in C^1_c((-1, 1))$ and $\gamma \in \mathbb{R}$ we set

$$\eta(x_2, x_3) := \gamma \theta(x_2) \eta_0(x_3) = \gamma \theta(x_2) \int_{-1}^{x_3} \beta(t) dt.$$ 

(4.35)

We observe that $\eta \in W^{1,2}_0((-1, 1)^2)$, with $\partial_3 \eta(x_2, x_3) = \gamma \theta(x_2) \beta(x_3)$. Lemma 4.2 and (4.28) then give

$$E_{el}[u] \geq \int_{(-1, 1)^2} \varphi(x_3) \eta(x_2, x_3) dL^2 - \int_{(-1, 1)^2} |D\eta|^2 dL^2.$$ 

(4.36)

We estimate

$$\int_{(-1, 1)^2} |D\eta|^2 dL^2 \leq \gamma^2 \|\theta\|_{L^2}^2 \|\beta\|_{L^2}^2 + \gamma^2 \|\theta'\|_{L^2}^2 \|\eta_0\|_{L^2}^2 \leq C_\theta \gamma^2 \|\beta\|_{L^2}^2.$$ 

(4.37)
where we used $\|\eta_0\|_{\infty} \leq \|\beta\|_1 \leq 2\|\beta\|_2$, all norms being taken over $(-1, 1)$. Further,

$$A := \int_{(-1,1)^2} \varphi(x_3)\eta(x_2,x_3) dL^2 = \gamma \int_{(-1,1)} \theta(x_2) x_2 \int_{(-1,1)} \varphi(x_3)\eta_0(x_3) dx_3. \quad (4.38)$$

Integrating by parts the second integral, recalling $\eta'_0 = \beta$, $\eta_0(\pm1) = 0$, and $\beta' = \varphi$, leads to

$$A = \gamma \|\theta\|_1 \|\beta\|_2^2. \quad (4.39)$$

We finally choose $\theta$ such that $\|\theta\|_1 = 1$ and then $\gamma := 1/2C_\theta$, and obtain from (4.36)

$$E_{el}[u] \geq \gamma \|\beta\|_2^2 - C_\theta \gamma^2 \|\beta\|_2^2 = \frac{1}{4C_\theta} \|\beta\|_2^2. \quad (4.40)$$

It only remains to combine this with (4.33). Indeed, if $N = 0$, then (4.33) gives $\|\beta\|_2^2 \geq c$, hence $E_{el}[u] \geq c \geq c\varepsilon^{2/3}$. Otherwise,

$$E_{\varepsilon}[u] = E_{el}[u] + \varepsilon E_{sur}[u] \geq c\|\beta\|_2^2 + \varepsilon \frac{c}{\|\beta\|_2} \geq c \min_{t > 0} (t^2 + \frac{\varepsilon}{t}) = c'\varepsilon^{2/3} \quad (4.41)$$

which concludes the proof.$\square$

### 4.3 Lower Bound for $u \in A_{TB}$ or $u \in A_{\alpha LR}^\alpha$ Using a Rigidity Result

The following result is our rigidity-based lower bound for maps that obey our Dirichlet-type boundary conditions. Its proof uses results that will be proved in the next two sections.

**Proposition 4.4** Let $\Omega := (-1, 1)^3$, $u \in W^{1,2}(\Omega; \mathbb{R}^3)$, $\varepsilon > 0$. Then the following holds:

(i) If $u \in A_{TB}$, which means

$$u_2(\pm1, x_2, x_3) = \pm x_3,$$

$$u_3(\pm1, x_2, x_3) = \pm x_2,$$

then

$$E_{\varepsilon}[u] \geq c \min\{\varepsilon^{2/3}, 1\}. \quad (4.43)$$

(ii) If $u \in A_{\alpha LR}^\alpha$ for some $\alpha \in [-1, 1]$, which means

$$u_3(x_1, x_2, \pm1) = \alpha x_1 x_2,$$

then

$$E_{\varepsilon}[u] \geq c \min\{\alpha^{2/3} \varepsilon^{2/3}, \alpha^2\}. \quad (4.45)$$

**Proof of Proposition 4.4** By Proposition 4.5, we have (for some $s, \bar{t}, \beta \in \mathbb{R}$ and $b_2, d_3 : (-1,1) \to \mathbb{R}$)

$$\int_{\Omega} \left[ |u_2(x) - b_2(x_3) - \beta x_3 x_1 - s x_1|^2 + |u_3(x) - d_3(x_2) - \beta x_1 x_2 - \bar{t} x_1|^2 \right] dL^3 \leq c E_{\varepsilon}[u]. \quad (4.46)$$
In case (i) we have $\beta = 1$, while in case (ii) we have $\beta = \alpha$. By Proposition 4.7 we then obtain

$$E_\epsilon[u] \geq c \min\{\beta^2, \varepsilon^{2/3}\beta^{2/3}\}$$

which concludes the proof. \hfill \Box

### 4.4 Rigidity of Approximate Solutions of the Relaxed Problem

We prove that any function $u$ with small elastic energy has approximately a specific form. This result can be seen as a quantitative version of Proposition 2.1, and indeed the argument is similar to the one in Sect. 4.1. As in the case of Proposition 2.1, the rigidity estimate does not involve the surface energy, therefore we write the estimates in terms of $E_{\text{el}}[u] \leq E_\epsilon[u]$.

The same estimates hold for the relaxed energy.

**Proposition 4.5** Let $\Omega := (-1, 1)^3$, $u \in W^{1,2}(\Omega; \mathbb{R}^3)$. Then there are $\beta \in \mathbb{R}$, two measurable functions $b_2, d_3 : (-1, 1) \rightarrow \mathbb{R}$, and $\bar{s}, \bar{t} \in \mathbb{R}$, such that the estimates

$$\int_{\Omega} |u_2(x) - b_2(x_3) - \beta x_3 x_1 - \bar{s} x_1|^2 d\mathcal{L}^3 \leq c E_{\text{el}}[u], \quad (4.47)$$

$$\int_{\Omega} |u_3(x) - d_3(x_2) - \beta x_1 x_2 - \bar{t} x_1|^2 d\mathcal{L}^3 \leq c E_{\text{el}}[u], \quad (4.48)$$

and

$$\int_{(-1, 1)^2} |u_1(x_1, x_2, 1) - u_1(x_1, x_2, -1) + 2\beta x_2 + 2\bar{t}| d\mathcal{L}^2 \leq c E_{\text{el}}[u]^{1/2} \quad (4.49)$$

hold. Further,

$$|\beta| \leq 1 + c E_{\text{el}}[u]^{1/3} + c E_{\text{el}}[u]^{1/2}. \quad (4.50)$$

If the map $u$ obeys (4.42) then we can take $\beta = 1$ in the previous estimates; if it obeys (4.44) then we can take $\beta = \alpha$.

The two conditions (4.47) and (4.48) characterize the behavior of $u_2$ and $u_3$ in the entire domain, and will be one key ingredient in the proof of the lower bound. The boundary estimate (4.49) will instead be used to relate $\beta$ to the value of $M'(u)$ in Theorem 2.4. We remark that other boundary estimates can also be obtained similarly, for other faces and other components; but we only state and prove explicitly the one that is used below in the proof of Theorem 2.4.

We start by showing that if a function of two variables is close to being affine in one of them, and also close to being affine in the second one, then it is approximately bilinear.

**Lemma 4.6** There is $c > 0$ such that for any functions $f, g, h, k \in L^2((-1, 1))$, setting

$$\delta := \int_{(-1, 1)^2} |x f(y) + h(y) - y g(x) - k(x)|^2 d\mathcal{L}^2,$$

one can choose $\beta, F, G \in \mathbb{R}$ such that

$$\int_{(-1, 1)} |f(y) - \beta y - F|^2 dy + \int_{(-1, 1)} |g(x) - \beta x - G|^2 dx \leq c \delta.$$
**Proof** We let $G$ be the average of $g$ and $K$ the average of $k$. By convexity,

$$
\int_{(-1,1)} |h(y) - yg - K|^2 dy \leq \delta,
$$

so that with a triangular inequality

$$
\int_{(-1,1)^2} |xf(y) + y(G - g(x)) + K - k(x)|^2 d\mathcal{L}^2 \leq 4\delta. 
$$

(4.51)

Averaging this expression in $y$, and letting $F$ be the average of $f$,

$$
\int_{(-1,1)} |xF + K - k(x)|^2 dx \leq 4\delta
$$

so that with another triangular inequality (4.51) gives

$$
\int_{(-1,1)^2} |x(f(y) - F) - y(g(x) - G)|^2 d\mathcal{L}^2 \leq c\delta.
$$

(4.52)

We define $\beta$ as the average of $y \mapsto (f(y) - F)/y$ over $(-1, 1) \setminus \left(-\frac{1}{2}, \frac{1}{2}\right)$,

$$
\beta := \int_{(-1, -\frac{1}{2}) \cup (\frac{1}{2}, 1)} \frac{f(y) - F}{y} dy.
$$

(4.53)

Then a similar convexity argument leads to

$$
\int_{(-1,1)} |x\beta - (g(x) - G)|^2 dx 
\leq \int_{(-1,1)^2 \setminus (-1,1) \times (-\frac{1}{2}, \frac{1}{2})} \left| \frac{xf(y) - F}{y} - (g(x) - G) \right|^2 d\mathcal{L}^2 
\leq 4 \int_{(-1,1)^2} |x(f(y) - F) - y(g(x) - G)|^2 d\mathcal{L}^2 \leq c\delta,
$$

where in the last step we used (4.52). Analogously, letting $\eta$ be the average of $(g(x) - G)/x$ over the same set, and using again (4.52),

$$
\int_{(-1,1)} |y\eta - (f(y) - F)|^2 dy \leq c\delta.
$$

Inserting in (4.52) we obtain $|\beta - \eta|^2 \leq c\delta$. A triangular inequality concludes the proof. □

**Proof of Proposition 4.5** To simplify notation we write $E := E_{el}[u]$; we can assume that $E < \infty$, which is the same as $|e_{23}(u)| = 1$ almost everywhere.

**Step 1: Korn’s inequality on slices.** For a fixed $x_3 \in (-1, 1)$, we consider the slice $v^{(x_3)} : (-1, 1)^2 \to \mathbb{R}^2$, $v^{(x_3)}(x_1, x_2) := (u_1, u_2)(x_1, x_2, x_3)$. For almost every $x_3$, we have $v^{(x_3)} \in W^{1,2}((-1, 1)^2; \mathbb{R}^2)$, and $Du^{(x_3)}(x_1, x_2)$ coincides almost everywhere with the matrix obtained dropping the third row and the third column of $Du(x)$. By Korn’s inequality and Poincaré’s inequality there is an affine isometry $A^{(x_3)} : \mathbb{R}^2 \to \mathbb{R}^2$, of the form

$$
A^{(x_3)}(x_1, x_2) = \begin{pmatrix}
    b_1(x_3) - s(x_3)x_2 \\
    b_2(x_3) + s(x_3)x_1
\end{pmatrix}
$$
for some measurable \( b : (-1, 1) \to \mathbb{R}^2 \) and \( s : (-1, 1) \to \mathbb{R} \), such that
\[
\int_{(-1,1)^2} |v^{(x_3)} - A^{(x_3)}|^2 + |Dv^{(x_3)} - DA^{(x_3)}|^2 \, d\mathcal{L}^2 \\
\leq c \int_{(-1,1)^2} |e'(u^{(x_3)})|^2 \, d\mathcal{L}^2 = ce^{(3)}(x_3),
\] (4.54)
where
\[
e^{(3)}(x_3) := \int_{(-1,1)^2} (e^2_{11} + 2e^2_{12} + e^2_{22})(u) \, dx_1 \cdot x_2 \cdot dx_3 d\mathcal{L}^2.
\]

By the trace theorem,
\[
\int_{\partial(-1,1)^2} |v^{(x_3)} - A^{(x_3)}|^2 \, d\mathcal{H}^1 \leq ce^{(3)}(x_3). \tag{4.55}
\]

We integrate (4.54) over \( x_3 \), dropping the second term and inserting the explicit form of \( v^{(x_3)} \) and \( A^{(x_3)} \), and obtain
\[
\int_{\Omega} |u_1(x) - b_1(x_3) + s(x_3)x_2|^2 + |u_2(x) - b_2(x_3) - s(x_3)x_1|^2 \, d\mathcal{L}^3 \leq cE \tag{4.56}
\]
and, proceeding similarly from (4.55),
\[
\int_{\partial_3 \Omega} |u_1(x) - b_1(x_3) + s(x_3)x_2|^2 + |u_2(x) - b_2(x_3) - s(x_3)x_1|^2 \, d\mathcal{H}^2 \leq cE. \tag{4.57}
\]

Here \( \partial_3 \Omega := \{ x : (x_1, x_2) \in \partial(-1,1)^2, x_3 \in (-1,1) \} = \partial \Omega \cap \{ |x_3| < 1 \} \) is the part of the boundary of \( \Omega \) whose normal is not \( \pm e_3 \).

The same argument can be performed swapping \( x_2 \) and \( x_3 \). For \( x_2 \in (-1,1) \), we define \( w^{(x_2)} \in W^{1,2}((-1,1)^2; \mathbb{R}^2) \) by \( w^{(x_2)}(x_1, x_3) := (u_1, u_3)(x_1, x_2, x_3) \). By the Korn-Poincaré inequality there is an affine isometry \( B^{(x_2)} : \mathbb{R}^2 \to \mathbb{R}^2 \), of the form
\[
B^{(x_2)}(x_1, x_3) = \begin{pmatrix} d_1(x_2) - t(x_2)x_3 \\ d_3(x_2) + t(x_2)x_1 \end{pmatrix}
\]
for some measurable \( d : (-1, 1) \to \mathbb{R}^2 \) and \( t : (-1, 1) \to \mathbb{R} \), such that
\[
\int_{(-1,1)^2} |u^{(x_2)} - B^{(x_2)}|^2 + |Dw^{(x_2)} - DB^{(x_2)}|^2 \, d\mathcal{L}^2 \leq c \int_{(-1,1)^2} |e(w^{(x_2)})|^2 \, d\mathcal{L}^2.
\]
The same argument as above leads to
\[
\int_{\Omega} |u_1(x) - d_1(x_2) + t(x_2)x_3|^2 + |u_3(x) - d_3(x_2) - t(x_2)x_1|^2 \, d\mathcal{L}^3 \leq cE \tag{4.58}
\]
and
\[
\int_{\partial_2 \Omega} |u_1(x) - d_1(x_2) + t(x_2)x_3|^2 + |u_3(x) - d_3(x_2) - t(x_2)x_1|^2 \, d\mathcal{H}^2 \leq cE, \tag{4.59}
\]
with \( \partial_2 \Omega := \{ x : (x_1, x_3) \in \partial(-1,1)^2, x_2 \in (-1,1) \} = \partial \Omega \cap \{ |x_2| < 1 \} \).

Springer
Step 2: Structure of the functions \( t \) and \( s \). The two volume estimates permit, via Lemma 4.6, to prove that \( t \) and \( s \) are approximately affine. The key observation is that the component \( u_1 \) is estimated both in the first term of (4.56) and in the first one of (4.58), therefore a triangular inequality gives

\[
\int_{\Omega} |b_1(x_3) - s(x_3)x_2 - d_1(x_2) + t(x_2)x_3|^2 dL^3 \leq cE.
\]

The integrand does not depend on \( x_1 \), hence the integral is effectively only over \((-1, 1)^2\). Using Lemma 4.6 shows that there are \( \beta, \bar{s}, \bar{t} \in \mathbb{R} \) such that

\[
\int_{(-1,1)} |s(x_3) - \beta x_3 - \bar{s}|^2 dx_3 + \int_{(-1,1)} |t(x_2) - \beta x_2 - \bar{t}|^2 dx_2 \leq cE. \tag{4.60}
\]

Using this estimate in the second term of (4.56) and the second one of (4.58), with a triangular inequality one immediately obtains (4.47) and (4.48). Inserting in (4.59) leads to

\[
\int_{\partial_2\Omega} |u_1(x) - d_1(x_2) + \beta x_2 x_3 + \bar{t} x_3|^2 + |u_3(x) - d_3(x_2) - \beta x_1 x_2 - \bar{t} x_1|^2 dH^2 \leq cE. \tag{4.61}
\]

Step 3: Boundary terms. We start from the boundary estimate in (4.61). As \((-1, 1)^2 \times \{-1, 1\} \subseteq \partial_2\Omega\), from the first term we obtain

\[
\int_{(-1,1)^2} \left[ |u_1(x_1, x_2, 1) - d_1(x_2) + \beta x_2 + \bar{t}|^2
\right.
\]

\[
\left. + |u_1(x_1, x_2, -1) - d_1(x_2) - \beta x_2 - \bar{t}|^2 \right] dL^2 \leq cE,
\]

and with a triangular inequality

\[
\int_{(-1,1)^2} |u_1(x_1, x_2, 1) - u_1(x_1, x_2, -1) + 2\beta x_2 + 2\bar{t}|^2 dL^2 \leq cE
\]

which implies (4.49).

Assume now that (4.44) holds. Using again \((-1, 1)^2 \times \{-1, 1\} \subseteq \partial_2\Omega\), from the second term of (4.61) we obtain

\[
\int_{(-1,1)^2} |\alpha x_1 x_2 - d_3(x_2) - \beta x_2 x_1 - \bar{t} x_1|^2 dL^2 \leq cE,
\]

which leads to \(|\alpha - \beta| \leq cE^{1/2}\).

Finally, assume that (4.42) holds. Using \([-1, 1] \times (-1, 1)^2 \subseteq \partial_2\Omega\), from the second term of (4.61) we obtain

\[
\int_{(-1,1)^2} |x_2 - d_3(x_2) - \beta x_2 - \bar{t}|^2 + |x_2 - d_3(x_2) + \beta x_2 + \bar{t}|^2 dL^2 \leq cE.
\]

With a triangular inequality we obtain

\[
\int_{(-1,1)} |2(1 - \beta)x_2 - 2\bar{t}|^2 dx_2 \leq cE
\]
and therefore $|\beta - 1| \leq cE^{1/2}$.

**Step 4: Upper bound on $\beta$.** It remains to prove the estimate (4.50). For any $\varphi \in C^1_c(\Omega)$, from $|\partial_2 u_3 + \partial_3 u_2| = 2$ almost everywhere we obtain

$$\left| \int_{\Omega} (u_3 \partial_2 \varphi + u_2 \partial_3 \varphi) d\mathcal{L}^3 \right| = \left| \int_{\Omega} \varphi (\partial_2 u_3 + \partial_3 u_2) d\mathcal{L}^3 \right| \leq 2 \int_{\Omega} |\varphi| d\mathcal{L}^3. \quad (4.62)$$

We define

$$G := \int_{\Omega} \left[ (d_3(x_2) + \beta x_1 x_2 + \bar{x}_1) \partial_2 \varphi + (b_2(x_3) + \beta x_3 x_1 + \bar{s}_x) \partial_3 \varphi \right] d\mathcal{L}^3.$$

Using (4.47), (4.48) and Hölder’s inequality, with $D' \varphi := (\partial_2 \varphi, \partial_3 \varphi)$,

$$\left| \int_{\Omega} (u_3 \partial_2 \varphi + u_2 \partial_3 \varphi) d\mathcal{L}^3 - G \right| \leq c \|D' \varphi\|_{L^2(\Omega)} E^{1/2},$$

and with (4.62) we obtain

$$|G| \leq 2 \int_{\Omega} |\varphi| d\mathcal{L}^3 + c \|D' \varphi\|_{L^2(\Omega)} E^{1/2}. \quad (4.63)$$

At the same time, using that

$$\int_{(-1,1)} \partial_2 \varphi(x_1, x_2', x_3) dx_2' = \int_{(-1,1)} \partial_3 \varphi(x_1, x_2, x_3') dx_3' = 0,$$

$$G = \int_{\Omega} \left[ d_3(x_2) \partial_2 \varphi + b_2(x_3) \partial_3 \varphi + \beta x_1 x_2 \partial_2 \varphi + \beta x_1 x_3 \partial_3 \varphi \right] d\mathcal{L}^3.$$

We assume now that $\varphi(x_1, x_2, x_3) = -\varphi(-x_1, x_2, x_3)$ for all $x \in \Omega$, which implies the same symmetry for $\partial_2 \varphi$ and $\partial_3 \varphi$. Then the first two terms in the last integral disappear. We integrate by parts the remaining ones and conclude

$$G = -2 \beta \int_{\Omega} x_1 \varphi d\mathcal{L}^3. \quad (4.64)$$

Combining (4.64) and (4.63), we conclude that

$$2|\beta| \int_{\Omega} x_1 \varphi d\mathcal{L}^3 = |G| \leq c \|D' \varphi\|_{L^2(\Omega)} E^{1/2} + 2 \int_{\Omega} |\varphi| d\mathcal{L}^3 \quad (4.65)$$

for every $\varphi \in C^1_c(\Omega)$ such that $\varphi(x_1, x_2, x_3) = -\varphi(-x_1, x_2, x_3)$.

We next choose the function $\varphi$. We fix $\psi \in C^1((-1, 1)^2; [0, \infty))$ with $\|\psi\|_{L^1((-1, 1)^2)} = 1$ and set $\varphi(x) := (\theta(x_1) - \theta(-x_1)) \psi(x_2, x_3)$, where $\theta \in C^1((0, 1); [0, \infty))$ will be chosen below. Then $D' \psi(x) = (\theta(x_1) - \theta(-x_1)) D\psi(x_2, x_3)$ and

$$\|D' \psi\|_{L^2(\Omega)} = \sqrt{2} \|\theta\|_{L^2((0, 1))} \|D \psi\|_{L^2((-1, 1)^2)}.$$

Inserting these expressions for $\varphi$ in (4.65) then leads to

$$4|\beta| \int_{(0,1)} x_1 \theta(x_1) dx_1 \leq C \|\theta\|_{L^2((0,1))} E^{1/2} + 4 \int_{(0,1)} \theta(x_1) dx_1$$
for all \( \theta \in C^1((0, 1); [0, \infty)) \), with a constant \( C \) that may depend on \( \psi \), but not on \( \theta, \varepsilon \) or \( u \). By density the same holds for any \( \theta \in L^2((0, 1); [0, \infty)) \). We select \( \theta := \chi_{(1-\delta, 1)} \) for some \( \delta \in (0, \frac{1}{2}] \), and obtain

\[
4|\beta|(1 - \delta)\delta \leq C\delta^{1/2}E^{1/2} + 4\delta,
\]

which implies

\[
|\beta| \leq C\frac{E^{1/2}}{\delta^{1/2}} + \frac{1}{1 - \delta}.
\]

If \( E \leq 1 \) then selecting \( \delta := \frac{1}{2}E^{1/3} \) concludes the proof of (4.50). If instead \( E > 1 \) we consider \( \delta := 1/2 \). \( \square \)

### 4.5 Auxiliary Lower Bound for Approximately Bilinear Deformations

In this Section we prove that if a function is approximately bilinear, in the sense made precise in (4.66) below, then the energy cannot be small. As the example \( u^* \) shows, this cannot be obtained from the elastic energy alone. One key ingredient is a rigidity result, presented in Lemma 4.8 below, which shows that functions with finite energy are approximately affine on a scale set by the surface energy. Therefore, either the energy is large, or the function is not so close to the quadratic expression, and we obtain a lower bound of the form (4.67).

**Proposition 4.7** Let \( \Omega := (-1, 1)^3 \), \( u \in W^{1,2}(\Omega; \mathbb{R}^3) \), \( \varepsilon > 0 \). For some \( \beta \in \mathbb{R}, b_2, d_3 : (-1, 1) \rightarrow \mathbb{R} \) measurable, \( \bar{s}, \bar{t} \in \mathbb{R} \) let

\[
F := \int_{\Omega} \left[ |u_2(x) - b_2(x_3) - \beta x_3 x_1 - \bar{s}x_1|^2 + |u_3(x) - d_3(x_2) - \beta x_1 x_2 - \bar{t}x_1|^2 \right] d\mathcal{L}^3. \tag{4.66}
\]

Assume \( |\beta| \leq 3 \). Then

\[
F + E_\varepsilon [u] \geq c \min\{\beta^2, \varepsilon^{2/3}|\beta|^{2/3}\}. \tag{4.67}
\]

Before starting the proof, let us sketch the main strategy. The key idea is common to many lower bounds for singularly perturbed nonconvex problems: on a suitable length scale, called \( \lambda \) below, either the surface energy is large, or one of the phases dominates. In the latter case, the function necessarily deviates from the relaxed solution. In order to make this precise, fix \( \eta \ll 1 \) and consider a typical cube \( Q_\lambda \subset \Omega \) of side \( \lambda \). If the part of the boundary of \( \{e_{23}(u) = 1\} \) inside \( Q_\lambda \) is larger than \( \eta \lambda^2 \), then the total length of the boundary is at least \( \eta \lambda^2 / \lambda^3 = \eta / \lambda \). If instead it is smaller than \( \eta \lambda^2 \), then one of the two phases dominates. Assume it is \( A := Q_\lambda \cap \{e_{23}(u) = 1\} \). In order to learn that \( u \) is approximately affine in this cube, we need to use Korn’s inequality on the set \( A \); in order to obtain the optimal scaling of the lower bound the constant cannot depend on \( A \). However, \( A \) is a set of finite perimeter, and might be very irregular. This difficulty is solved resorting to the Korn-Poincaré inequality with holes presented in Lemma 4.8 below. One final twist of the proof is that we need to contrast the assumption that \( u \) is close to a bilinear function in the sense of (4.66), hence we need to take two cubes and consider the difference in behavior among the two cubes, see (4.77) and following arguments.

We start recalling the following special case of [6, Th. 1.1], which gives the extension of the Korn-Poincaré inequality needed to obtain local rigidity.
Lemma 4.8 Let $\Omega \subseteq \mathbb{R}^n$ be a bounded connected Lipschitz set. There is $c > 0$ such that for any $u \in SBD^2(\Omega)$ there are an affine linear isometry $a : \mathbb{R}^n \to \mathbb{R}^n$ and a Borel set $\omega \subseteq \Omega$ such that

$$
\|u - a\|_{L^2(\Omega \setminus \omega)} \leq c\|e(u)\|_{L^2(\Omega)} \tag{4.68}
$$

and

$$
\mathcal{L}^n(\omega) \leq c(\mathcal{H}^{n-1}(J_u))^{n/(n-1)}. \tag{4.69}
$$

Here and below, an affine map $a : \mathbb{R}^n \to \mathbb{R}^n$ is a linear isometry if $Da + Da^T = 0$. We recall that $BD(\Omega)$ is the set of $u \in L^1(\Omega; \mathbb{R}^n)$ such that the distributional strain $Eu := \frac{1}{2}(Du + Du^T)$ is a bounded measure; one can prove that $Eu = e(u)L^n + Fr\{u\} \oplus v\mathcal{H}^{n-1}\{Ju\}$, with $Ju$ the $n - 1$-rectifiable jump set of $u$, $v$ the normal and $\{u\}$ the jump, and $Fr\{u\}$ orthogonal to $L^n$ and vanishing on sets of finite $n - 1$-dimensional measure. Further, $SBD^2(\Omega)$ is the set of those $u \in BD(\Omega)$ with $Fr\{u\} = 0$, $e(u) \in L^2(\Omega; \mathbb{R}^{n \times n})$ and $\mathcal{H}^{n-1}\{Ju\} < \infty$. In particular, if $u, v \in W^{1,2}(\Omega; \mathbb{R}^n)$ and $A \subseteq \Omega$ is a set of finite perimeter, then the function $w := u\chi_A + v\chi_{\Omega \setminus A}$ is in $SBD^2(\Omega)$, with $J_w \subseteq \Omega \cap \partial^* A$ and $\nabla w = (\nabla u)\chi_A + (\nabla v)\chi_{\Omega \setminus A}$. Here and below, $\partial^*$ denotes the measure-theoretic boundary of a set. We refer to [1] for standard properties of functions of bounded deformation.

We shall use the following corollary of Lemma 4.8:

Lemma 4.9 Let $n \geq 1$, $\gamma \in (0, 1]$. There are $\eta \in (0, 1]$ and $c > 0$ such that for any cube $Q_r \subseteq \mathbb{R}^n$ of side $r$ the following holds:

(i) For any $u \in SBD^2(Q_r)$ with $\mathcal{H}^{n-1}(Ju) \leq \eta r^{n-1}$ there are an affine linear isometry $a : \mathbb{R}^n \to \mathbb{R}^n$ and a Borel set $\omega \subseteq Q_r$ such that

$$
\|u - a\|_{L^2(Q_r \setminus \omega)} \leq cr\|e(u)\|_{L^2(Q_r)} \tag{4.70}
$$

and

$$
\mathcal{L}^n(\omega) \leq \gamma r^n. \tag{4.71}
$$

(ii) For any Borel set $A \subseteq Q_r$ with $\mathcal{H}^{n-1}(Q_r \cap \partial^* A) \leq \eta r^{n-1}$ one has

$$
\min\{\mathcal{L}^n(A), \mathcal{L}^n(Q_r \setminus A)\} \leq \gamma r^n. \tag{4.72}
$$

Proof By scaling it suffices to prove the assertion for $Q_1 = (0, 1)^n$. Let $c_1$ be the constant in Lemma 4.8 for $\Omega = Q_1$. Then (4.69) implies

$$
\mathcal{L}^n(\omega) \leq c_1(\mathcal{H}^{n-1}(Ju))^{n/(n-1)} \leq c_1\eta^{n/(n-1)}
$$

so that the first assertion holds with $c := c_1$ and any $\eta$ such that $c_1\eta^{n/(n-1)} \leq \gamma$.

The second assertion follows from the standard relative isoperimetric inequality or, equivalently, from the Poincaré inequality for the characteristic function of $A$:

$$
\frac{1}{2} \min\{\mathcal{L}^n(A), \mathcal{L}^n(Q_1 \setminus A)\} \leq \inf_{b \in \mathbb{R}} \|\chi_A - b\|_{L^1(Q_1)} \leq c_P|D\chi_A|_1(Q_1) \leq c_P\eta,
$$

so that the assertion holds for any $\eta \leq \gamma/(2c_P)$. 

\[ \square \]
The second ingredient in the proof of Proposition 4.7 is a method to transform $L^p$ estimates on second-degree polynomials on large subsets of a cube into estimates on the coefficients. To keep notation simple we only discuss the specific version used below.

**Lemma 4.10** There is $c > 0$ such that for any measurable $\omega \subseteq Q_r := x^* + \left(-\frac{1}{2}r, \frac{1}{2}r\right)^3$ with $\mathcal{L}^3(\omega) \leq \frac{1}{4}r^3$ and any $z \in \mathbb{R}^3$ one has

$$r^2|z|^2 \leq c \min_{q \in \mathbb{R}} \frac{1}{r^3} \int_{Q_r \setminus \omega} |z \cdot x - q|^2 \, dx.$$ 

**Proof** We only prove the bound on $z_1$. Let $T_1: \mathbb{R}^3 \to \mathbb{R}^3$ be the reflection along $e_1$ which leaves $Q_r$ invariant, $T_1(x) := (2x_1^* - x_1, x_2, x_3)$. Let $\tilde{\omega} := \omega \cup T_1(\omega)$ and $g(x) := z \cdot x - q$. From

$$\|g \circ T_1 - g\|_{L^2(Q_r \setminus \tilde{\omega})} \leq \|g \circ T_1\|_{L^2(Q_r \setminus \omega)} + \|g\|_{L^2(Q_r \setminus \tilde{\omega})}$$

we obtain, as $T_1(x) - x = (2(x_1^* - x_1), 0, 0)$,

$$2\|z_1(x_1^* - x_1)\|_{L^2(Q_r \setminus \omega)} \leq 2\|g\|_{L^2(Q_r \setminus \omega)}.$$

Consider now the set

$$A := (Q_r \setminus \tilde{\omega}) \cap \{|x_1 - x_1^*| \geq \frac{1}{8}r\}.$$

From $\mathcal{L}^3(\tilde{\omega}) \leq 2\mathcal{L}^3(\omega) \leq \frac{1}{2}r^3$ we obtain $\mathcal{L}^3(A) \geq r^3(1 - \frac{1}{2} - \frac{1}{4}) = \frac{1}{4}r^3$. Therefore

$$2|z_1| \frac{r}{8}(\mathcal{L}^3(A))^{1/2} \leq 2\|g\|_{L^2(Q_r \setminus \omega)}$$

which concludes the proof. \hfill \Box

We finally come to the proof of Proposition 4.7.

**Proof of Proposition 4.7** To simplify notation we set $E := F + E_e[u]$. We can assume $E < \infty$. Fix $\lambda \in (0, \frac{1}{4}]$, chosen below. We consider the measure

$$\mu := W(e(u))\mathcal{L}^3 + \epsilon |De_{23}(u)| + |u_2(x) - b_2(x_3) - \beta x_3x_1 - \tilde{s}x_1|^2 \mathcal{L}^3$$

$$+ |u_3(x) - d_3(x_2) - \beta x_1x_2 - \tilde{t}x_1|^2 \mathcal{L}^3.$$ 

By (4.66), $\mu(\Omega) = E$. First we pick $(x_2^*, x_3^*) \in (-1 + \frac{\lambda}{2}, 1 - \frac{\lambda}{2})^2$ such that

$$\mu((-1, 1) \times (x_2^* \pm \frac{1}{2}\lambda, x_2^* + \frac{1}{2}\lambda) \times (x_3^* - \frac{1}{2}\lambda, x_3^* + \frac{1}{2}\lambda)) \leq \lambda^2\mu(\Omega).$$

Then we pick $x_1^* \in (-\frac{1}{2}, 0)$ such that, setting $y^* := (x_1^* + \frac{1}{2}, x_2^*, x_3^*)$, the two disjoint cubes $Q_\lambda := x^* + \left(-\frac{1}{2}\lambda, \frac{1}{2}\lambda\right)^3 \subseteq \Omega$ and $\hat{Q}_\lambda := y^* + \left(-\frac{1}{2}\lambda, \frac{1}{2}\lambda\right)^3 = Q_\lambda + \frac{1}{2}e_1 \subseteq \Omega$ have the property

$$\mu(Q_\lambda \cup \hat{Q}_\lambda) \leq c\lambda^3 \mu(\Omega).$$
In particular, this implies
\[ E_{\varepsilon}[u, Q_{\lambda} \cup \hat{Q}_{\lambda}] \leq c\lambda^3 E \] (4.73)
and
\[ \int_{Q_{\lambda} \cup \hat{Q}_{\lambda}} |u_2(x) - b_2(x_3) - \beta x_3 x_1 - \hat{s} x_1|^2 dL^3 \leq c\lambda^3 E, \]
\[ \int_{Q_{\lambda} \cup \hat{Q}_{\lambda}} |u_3(x) - d_3(x_2) - \beta x_1 x_2 - \hat{t} x_1|^2 dL^3 \leq c\lambda^3 E. \] (4.74)

Let \( \eta > 0 \) be as in Lemma 4.9 with \( \gamma = \frac{1}{12} \). Now distinguish two cases. If \( |D_{e_{23}}(u)|(Q_{\lambda} \cup \hat{Q}_{\lambda}) \geq \eta \lambda^2 \) then (4.73) gives
\[ E \geq c\lambda^{-3}E_{\varepsilon}[u, Q_{\lambda} \cup \hat{Q}_{\lambda}] \geq c\lambda^{-3} \varepsilon \eta \lambda^2 = c\eta \varepsilon \lambda. \] (4.75)

If instead \( |D_{e_{23}}(u)|(Q_{\lambda} \cup \hat{Q}_{\lambda}) < \eta \lambda^2 \), we let \( f : e_{23}(u) \in SBV(\Omega; \{-1, 1\}) \) and define \( w : \Omega \to \mathbb{R}^3 \) by
\[ w(x) := u(x) - 2x_3 f(x)e_2 = \begin{cases} u(x) - 2x_3 e_2, & \text{if } e_{23}(u)(x) = 1, \\ u(x) + 2x_3 e_2, & \text{otherwise}. \end{cases} \] Since \( u \in W^{1,2}(\Omega; \mathbb{R}^3) \) and \( f \in SBV(\Omega; \{-1, 1\}) \), we have \( w \in SBV^2(\Omega; \mathbb{R}^3) \subseteq SB\mathcal{D}^2(\Omega) \), with \( J_w \subseteq J_f \) up to \( \mathcal{H}^2 \)-null sets. We next consider the part of the strain which is absolutely continuous with respect to the Lebesgue measure. Since \( \nabla f = 0 \),
\[ e_{23}(w) = e_{23}(u) - f = 0 \] (4.76)
and
\[ |e|^2(w) = (e_{11}^2 + e_{22}^2 + e_{33}^2 + 2e_{12}^2 + 2e_{13}^2)(u) \leq W(e(u)) \]
almost everywhere, so that
\[ \int_{Q_{\lambda} \cup \hat{Q}_{\lambda}} |e|^2(w) dL^3 \leq E_{\varepsilon}[u, Q_{\lambda} \cup \hat{Q}_{\lambda}]. \]

We next apply Lemma 4.9(ii) to the set \( Q_{\lambda} \cap \{ f = 1 \} \), and then the same on \( \hat{Q}_{\lambda} \). This is admissible since \( |Df|(Q_{\lambda} \cup \hat{Q}_{\lambda}) < \eta \lambda^2 \). We obtain that there are \( \sigma \in \{-1, 1\} \) and \( \hat{\sigma} \in \{-1, 1\} \), such that
\[ \mathcal{L}^3(Q_{\lambda} \cap \{ f = \sigma \}) + \mathcal{L}^3(\hat{Q}_{\lambda} \cap \{ f = \hat{\sigma} \}) \leq \frac{1}{6} \lambda^3. \]
We define \( v \in SB\mathcal{D}^2(\lambda) \) by
\[ v(x) := w(x) - w(x + \frac{1}{2} e_1). \] (4.77)
Obviously $\mathcal{H}^2(J_\varepsilon \cap Q_\lambda) \leq \mathcal{H}^2(J_w \cap Q_\lambda) + \mathcal{H}^2(J_w \cap \hat{Q}_\lambda) \leq |De_{23}(u)|(Q_\lambda \cup \hat{Q}_\lambda) \leq \eta \lambda^2$, and similarly

$$
\int_{Q_\lambda} |e(v)|^2 dL^3 \leq 2 \int_{Q_\lambda \cup \hat{Q}_\lambda} |e(w)|^2 dL^3 \leq 2E_e[u, Q_\lambda \cup \hat{Q}_\lambda].
$$

(4.78)

We apply Lemma 4.9(i) to $v$, and we obtain a Borel set $\omega \subseteq Q_\lambda$ and an affine map $a : \mathbb{R}^3 \to \mathbb{R}^3$ such that

$$
|\omega| \leq \frac{1}{12} \lambda^3
$$

and

$$
\int_{Q_\lambda \setminus \omega} |v - a|^2 dL^3 \leq c\lambda^2 E_e[u, Q_\lambda \cup \hat{Q}_\lambda] \leq c\lambda^3 E.
$$

(4.79)

We then collect the three exceptional sets, and define

$$
\tilde{\omega} := \omega \cup (Q_\lambda \cap \{ f \neq \sigma \}) \cup ((\hat{Q}_\lambda \cap \{ f \neq \hat{\sigma} \}) - \frac{1}{2} e_1),
$$

which obeys $L^3(\tilde{\omega}) \leq \frac{1}{4} \lambda^3$.

From the definitions of $v$ and $w$ we obtain

$$
v_3(x) = u_3(x) - u_3(x + \frac{1}{2} e_1),
$$

$$
v_2(x) = u_2(x) - u_2(x + \frac{1}{2} e_1) + 2(\hat{\sigma} - \sigma)x_3
$$

for almost all $x \in Q_\lambda \setminus \tilde{\omega}$; recalling the estimates for $u_2$ and $u_3$ in (4.74) this leads to

$$
\int_{Q_\lambda \setminus \tilde{\omega}} |v_3(x) + \frac{1}{2} \beta x_2 + \frac{1}{2} \tilde{t}|^2 dL^3 \leq c\lambda^3 E,
$$

$$
\int_{Q_\lambda \setminus \tilde{\omega}} |v_2(x) + \frac{1}{2} \beta x_3 + \frac{1}{2} \tilde{s} - 2(\hat{\sigma} - \sigma)x_3|^2 dL^3 \leq c\lambda^3 E.
$$

With (4.79), a triangular inequality and $\lambda \leq 1$ we see that the same two estimates hold with $v$ replaced by the affine map $a$ from (4.79). We write it in the form $a(x) = B + S \times x$, for some $B, S \in \mathbb{R}^3$, so that in particular $a_2(x) = B_2 + S_3 x_1 - S_1 x_3$ and $a_3(x) = B_3 + S_1 x_2 - S_2 x_1$, and obtain

$$
\int_{Q_\lambda \setminus \tilde{\omega}} |B_2 + S_3 x_1 - S_1 x_3 + \frac{1}{2} \beta x_3 + \frac{1}{2} \tilde{s} - 2(\hat{\sigma} - \sigma)x_3|^2 dL^3 \leq c\lambda^3 E,
$$

$$
\int_{Q_\lambda \setminus \tilde{\omega}} |B_3 + S_1 x_2 - S_2 x_1 + \frac{1}{2} \beta x_2 + \frac{1}{2} \tilde{t}|^2 dL^3 \leq c\lambda^3 E.
$$

By Lemma 4.10 we can estimate the coefficient of $x_3$ in the first integral, and the coefficient of $x_2$ in the second one. This leads to

$$
\lambda^2 |S_1 + \frac{1}{2} \beta - 2(\hat{\sigma} - \sigma)|^2 + \lambda^2 |S_1 + \frac{1}{2} \beta|^2 \leq c E
$$
so that
\[ \lambda^2 |\beta - 2(\hat{\sigma} - \sigma)|^2 \leq cE \] \hspace{1cm} (4.80)

for some \( \hat{\sigma}, \sigma \in \{-1, 1\} \). As we assumed \(|\beta| \leq 3\), and \( \hat{\sigma} - \sigma \in \{-2, 0, 2\} \) we see that (4.80) implies
\[ E \geq c\lambda^2 \beta^2. \] \hspace{1cm} (4.81)

Combining (4.75) and (4.81) we obtain
\[ E \geq c \min \{ \varepsilon, \lambda^2 \beta^2 \} \] for all \( \lambda \in (0, 1/4] \).

If \( \beta^2 \geq \varepsilon \) we choose \( \lambda := \frac{1}{4} \varepsilon^{1/3} |\beta|^{-2/3} \) and conclude \( E \geq c\varepsilon^{2/3} |\beta|^{2/3} \). If instead \( \beta^2 < \varepsilon \) then \( \lambda = \frac{1}{4} \) gives \( E \geq c\beta^2 \). This concludes the proof. \( \square \)

### 4.6 Lower Bound for Neumann Boundary Data

**Proposition 4.11** There is \( c > 0 \) such that for all \( \varepsilon \in (0, 1] \) and all \( \gamma \in \mathbb{R} \)
\[ c \min \{ -\gamma^2, \frac{1}{c^2} \varepsilon^{2/3} - |\gamma| \} \leq \inf \{ E_{\varepsilon}[u] - \gamma M'(u) : u \in W^{1,2} (\Omega; \mathbb{R}^3) \} \]

**Proof** As usual, we fix \( u \in W^{1,2} (\Omega; \mathbb{R}^3) \) and set \( E := E_{\varepsilon}[u] \). We can assume \( E < \infty \) (as \( M'(u) \in \mathbb{R} \) for all \( u \in W^{1,2} (\Omega; \mathbb{R}^3) \)). In this proof, for clarity we give explicit names to many of the constants that appear in the various estimates. We mostly denote by \( c_X \) the (universal) constant entering the key estimate for quantity \( X \).

As above, by Proposition 4.5 we obtain that there is \( \beta \in \mathbb{R} \) with
\[ |\beta| \leq 1 + c_\beta E^{1/2} + c_\beta E^{1/3} \] \hspace{1cm} (4.82)

such that, for some \( b_2, d_3, \tilde{s} \) and \( \tilde{t} \) the estimates
\[ \int_{\Omega} \left[ |u_2(x) - b_2(x_3) - \beta x_1 x_1 - \tilde{s} x_1|^2 + |u_3(x) - d_3(x_2) - \beta x_1 x_2 - \tilde{t} x_1|^2 \right] d\mathcal{L}^3 \leq cE \] \hspace{1cm} (4.83)

and
\[ \int_{(-1,1)^2} |u_1(x_1, x_2, 1) - u_1(x_1, x_2, -1) + 2\beta x_2 + 2\tilde{t}| d\mathcal{L}^2 \leq c E^{1/2} \]
hold. Recalling the definition of \( M'(u) \) in (2.21) and using \( \int_{(-1,1)^2} x_2^2 d\mathcal{L}^2 = \frac{4}{3} \), the last estimate implies
\[ \left| M'(u) + \frac{8}{3} \beta \right| \leq c_M E^{1/2}. \] \hspace{1cm} (4.84)

We distinguish two cases. If \( |\beta| \geq 2 \), then (4.82) gives
\[ |\beta| \leq 2(|\beta| - 1) \leq 2c_\beta E^{1/2} + 2c_\beta E^{1/3}, \]
so that \( E \geq \min\{(2c\beta)^{-2}, (2c\beta)^{-3}\}. \) With (4.84) we obtain
\[
|M'(u)| \leq \frac{8}{3} |\beta| + c_M E^{1/2} \leq c'E^{1/2}.
\]
Therefore
\[
E - \gamma M'(u) \geq E - |\gamma| c'E^{1/2} \geq \min_{t \in \mathbb{R}}(t^2 - \gamma c't) = -\frac{(c')^2}{4} \gamma^2,
\]
which concludes the proof for \(|\beta| \geq 2.\)

Consider now the case \(|\beta| < 2.\) Then Proposition 4.7 and (4.83) give
\[
E \geq c_L \min\{\beta^2, \epsilon^{2/3}|\beta|^{2/3} \},
\]
where we can assume \(c_L \leq 1.\) Therefore, recalling that (4.84) gives \(|M'(u)| \leq \frac{8}{3} |\beta| + c_ME^{1/2},\)
\[
E - \gamma M'(u) \geq \frac{1}{2} E - c_M |\gamma| E^{1/2} + \frac{1}{2} E - \frac{8}{3} |\gamma| |\beta|
\]
\[
\geq \frac{1}{2} \left( E - 2c_M |\gamma| E^{1/2} \right) + \frac{1}{2} \left( c_L \min\{\beta^2, \epsilon^{2/3}|\beta|^{2/3} \} - \frac{16}{3} |\gamma| |\beta| \right)
\]
\[
\geq \frac{1}{2} \min_{t \in \mathbb{R}}(t^2 - 2c_M \gamma t) + \frac{1}{2} \min_{0 \leq t \leq 2}(c_L \min\{t^2, \epsilon^{2/3}t^{2/3} \} - \frac{16}{3} |\gamma| |t|).
\]
The first minimum is \(-c_M^2 \gamma^2.\) For the second one, we observe that \(\min_{t \in [0,2]}(c_L \epsilon^{2/3}t^{2/3} - \frac{16}{3} |\gamma| t)\) is attained either at \(t = 0\) or at \(t = 2,\) and hence it equals \(\min\{0, c_L (2\epsilon)^{2/3} - \frac{32}{3} |\gamma| \}.\) Collecting terms,
\[
E - \gamma M'(u) \geq -\frac{c_M^2}{2} \gamma^2 + \frac{1}{2} \min\{-c_L^2 \gamma^2, 0, c_L (2\epsilon)^{2/3} - \frac{32}{3} |\gamma| \}.
\]
As the first term is negative, we can drop 0 from the minimum. Further, the second term in the sum controls the first, up to a factor \(c_M^2/c_L.\) Therefore
\[
E - \gamma M'(u) \geq \frac{1}{2} \left( 1 + \frac{c_M^2}{c_L^2} \right) \min\{-c_L^2 \gamma^2, c_L (2\epsilon)^{2/3} - \frac{32}{3} |\gamma| \}
\]
\[
\geq \min\{-c \gamma^2, c^{2/3} - c |\gamma| \}.
\]
As each of the three terms in the last expression is nonincreasing in \(c,\) we can take a unique constant (see also (2.22)). This concludes the proof.
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