Effect of chaotic agent dynamics on coevolution of cooperation and synchronization
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The effect of the chaotic dynamical states of the agents on the coevolution of cooperation and synchronization in a structured population of the agents remains unexplored. With a view to gaining insights into this problem, we construct a coupled map lattice of the paradigmatic chaotic logistic map by adopting the Watts–Strogatz network algorithm. The map models the agent’s chaotic state dynamics. In the model, an agent benefits by synchronizing with its neighbours and in the process of doing so, it pays a cost. The agents update their strategies (cooperation or defection) by using either a stochastic or a deterministic rule in an attempt to fetch themselves higher payoffs than what they already have. Among some other interesting results, we find that beyond a critical coupling strength, that increases with the rewiring probability parameter of the Watts–Strogatz model, the coupled map lattice is spatiotemporally synchronized regardless of the rewiring probability. Moreover, we observe that the population does not desynchronize completely—and hence finite level of cooperation is sustained—even when the average degree of the coupled map lattice is very high. These results are at odds with how a population of the non-chaotic Kuramoto oscillators as agents would behave. Our model also brings forth the possibility of the emergence of cooperation through synchronization onto a dynamical state that is a periodic orbit attractor.

I. INTRODUCTION

Cooperation plays a pivotal role in the sustenance of the biological, the social, and the economic systems. An insightful theoretical approach for studying the emergence of cooperation in such systems is the evolutionary game theory. In the framework of the theory, each individual or agent in the population adopts a strategy that is based on the payoff it receives by interacting with the other agents. It is generally observed that an individual’s self-interest acts as an obstacle in the emergence of cooperation, e.g., in the stylized game of the prisoner’s dilemma. Thus, one of the main objectives in the theory is to understand the situations where even though each agent has a higher incentive to defect, how the global cooperation-state emerges. To this end, many models and mechanisms for the emergence of global cooperation are available in the research literature. The coevolutionary processes—the processes that co-occur with the evolution of strategies—are known to promote cooperation effectively. Also, certain types of interaction between the agents affect the degree of cooperation present in the system.

The individual agents may have some associated dynamics—e.g., replicator dynamics, best response dynamics, imitation dynamics, sampling dynamics, and opinion dynamics—modelling the evolution of their states. In a networked population of agents (who can either cooperate or defect) when arranged so as to have the Kuramoto model realized as far as their coupled dynamics is concerned, the costly interactions present a dilemma, termed the evolutionary Kuramoto dilemma: An agent may cooperate by paying the cost in order to have its state synchronized with the rest agents in the network; or it may defect and thus not suffer any cost, while expecting the other agents’ states to be synchronized to its own. Just as the study of emergence of cooperation has a long history in the evolutionary game dynamics, the emergence of synchronization in complex nonlinear systems has its own very rich literature. The interplay of synchronization and cooperation in the evolutionary game dynamics of the agents is dependent on the topological details of the network employed. For example, in Watts–Strogatz (WS) network of the aforementioned agents, the population of reaches fully synchronization state only for high values rewiring probability and the coupling strength beyond which such a state is attained, decreases with an increase in the random rewiring probability. Furthermore, in the WS network, and also in the Barabási–Albert network and the Erdős–Rényi network, the increase in average degree of the nodes, desynchronizes the agents’ dynamics.

The primary question we ask in this paper is, given a network topology, how robust such conclusions regarding the behaviour of the population of the agents are if the uncoupled agent dynamics is chaotic. In this context, we recall that in the Kuramoto model of the population of the agents, the uncoupled agent dynamics is that of a uniform oscillator on a circle, i.e., it is a flow on a 1-torus such that the phase uniformly changes. The Kuramoto model is synonymous with the homogeneous sinusoidal coupling between such non-chaotic oscillators, and once endowed with such coupling, the oscillators may now be termed as the Kuramoto oscillators. It is all too well
known that globally coupled identical Kuramoto oscillators can not show chaotic dynamics, and any chaos that may be there in the globally coupled non-identical Kuramoto oscillators vanishes in the infinite size limit of the population. However, it may be possible to have chaotic state of the population in the thermodynamic limit if the condition of global coupling between the non-identical Kuramoto oscillators is done away with. Our quest, however, seeks a non-chaotic synchronized population state when the individual uncoupled agent dynamics are identical and chaotic. More specifically, we are interested in the correlation between the co-occurrence of the temporal changes in the cooperators and the synchronization levels of such a population; or in other words, in the co-evolution of the cooperation and the synchronization.

Since, discrete dynamical systems—often called maps—are capable of showing chaotic behaviour even with single phase space variable, in this paper it conveniently suits our purpose to work with the nonlinear maps. Specifically, we work with the paradigmatic chaotic logistic map as a toy model. Another reason behind using the logistic map is that its phase variable, when scaled by a constant factor of $2\pi$, is bounded between zero to $2\pi$ just like the phase of the Kuramoto oscillator. One extensively studied model for a large number of coupled maps is that of the coupled map lattice (CML) that was introduced as a simple tool to study the chaotic behaviour of the spatially extended systems. A CML consists of a lattice of maps, each map being on a unique lattice point that is coupled locally to other lattice points via the edges of the lattice. Despite being a rather simple construction, the CML has found extensive applications in modelling a broad spectrum of systems, e.g., pattern formation, crystal growth, the Josephson junction arrays, multi-mode lasers, and vortex dynamics.

The synchronization of the coupled chaotic maps on different network topology and under various settings is also an extensively studied topic. It should be pointed out that there is a difference between the synchronization on to a fixed point in a CML and the synchronization among the Kuramoto oscillators: In the case of the CML, the synchronization on to a fixed point implies that all the lattice points have the identical non-oscillatory static state, while the synchronization in a network of the Kuramoto oscillators implies a dynamic state where all the synchronized oscillators’ states change in unison with time. The former phenomenon has a close resemblance to the phenomenon of the amplitude death in the coupled limit cycle oscillators like the coupled Stuart Landau oscillators.

As already mentioned, since our aim is to see the effect of chaos in a given network, in this paper we choose to work with the WS model of generating networks that can be interpolations between a regular network and (almost) the Erdős–Rényi network depending on the values of the random rewiring probability. What we find is that the conclusions obtained for the behaviour of cooperators and defectors in a network vis-a-vis the evolutionary Kuramoto dilemma is so strongly dependent of the uncoupled agent’s dynamics that they are in stark contrast with what is known to happen when rewiring probability or average degree changes in the Kuramoto model. Without further ado, in what follows, we introduce our model in Sec. II and the results in Sec III, before concluding in Sec. IV.

II. MODEL

We consider a population of $N$ agents, each of which has its state defined by $x^i_n$ (n being the time step and $i$ the index for the node) that evolves in accordance with the chaotic logistic map—$x^{i+1}_n = 4x^i_n(1-x^i_n)$—when the agents are not interacting with each other. Here, $i \in \{1, 2, \ldots, N\}$, $n \in \{0, 1, 2, \ldots\}$, and by construction, $x^i_n \in [0, 1]$ for all $n$. As mentioned earlier, this is one of the simplest and most well-studied map that possesses chaotic solutions. The corresponding CML is defined mathematically as,

$$x^{i+1}_n = 4x^i_n(1-x^i_n)(1-s^i_n \epsilon) + \frac{s^n k_i}{N} \sum_{j=1}^{N} a_{ij} x^j_n, \quad (1)$$

where $k_i$ is the degree of $i$th lattice site or node, $\epsilon \in [0, 1]$ denotes the coupling constant quantifying the strength of the coupling, and $a_{ij}$ are the elements of the adjacency matrix. This model effectively associates a strategy, $s^i_n$ to each agent at time $n$; $s^i_n$ can either be zero (defection) or unity (cooperation). Note that we are considering a simple but non-trivial linear coupling between the agents so that $x^i_n \in [0, 1]$ for all $n$ even when the agents interact.

Now the idea is that a cooperator (an agent with cooperation strategy) chooses to interact with the other agents (as allowed in accordance with the topology of the CML) and endeavours to synchronize with their dynamics while incurring the cost of the interactions; whereas the defectors (agents with defection strategy) do not interact at all and hence incur no cost. The cost associated with a cooperating agent is the measure of rate of deviation from its underlying dynamics. Thus, the cost, $c^i_n$, for the $i$th agent at the $n$th time step may be defined as follows:

$$c^i_n := \alpha \left| \left\{ x^i_n - 4x^i_{n-1}(1-x^i_{n-1}) \right\} - \left\{ x^i_{n-1} + 4x^i_{n-2}(1-x^i_{n-2}) \right\} \right|, \quad (2)$$

where, $\alpha$ is a positive real parameter termed the relative cost. One may note that this is exactly in line with the cost defined in the analogous Kuramoto model. The benefit, $b^i_n$ that an agent reaps is measured through the extent to which the agent synchronizes with its neighbours. We define it as

$$b^i_n := \frac{\sum_{j} x^i_j a_{ij}}{\sum_{j} a_{ij}}, \quad (3)$$

where $a_{ij}$ denotes the adjacency matrix element.
where
\[ r_{ij}^G := \left| \frac{\exp\left(2\pi\sqrt{-1}x_i^j\right) + \exp\left(2\pi\sqrt{-1}x_j^i\right)}{2} \right|. \] (4)

quantifies for the degree or synchronization between a pair of agents, say, \( i \)th and \( j \)th. Note that \( r_{ij}^G \) is unity (maximum) when \( x_i^j = x_j^i \). We realize that \( b_n^i \) is the local version of the global synchronization parameter\(^5\), \( r_G \), defined as,
\[ r_G := \frac{|\sum_{i=1}^{N} \exp\left(2\pi\sqrt{-1}x_i^n\right)|}{N}. \] (5)

The system is said to be completely synchronized when \( r_G = 1 \) that corresponds to the population state where \( x_i^n = x_j^n \) \( \forall i, j \in \{1, 2, \cdots, N\} \). For smaller values of \( r_G \), the population is away from the synchronized state; \( r_G = 0 \) corresponds to fully unsynchronized or incoherent state that is realized as a random distribution of the individual agents’ states.

Having defined the cost and the benefit, we can now define the payoff (or utility) of \( i \)th agent at the \( n \)th time step for this interaction as \( U_{ij}^n := b_n^i - c_n^i \). In our model, we include a rule for strategy update for each agent at each point of time; the \( i \)th agent would choose between cooperation (\( s_i^n = 1 \)) or defection (\( s_i^n = 0 \)) at time step \( n \) depending on how it fared against the agents it interacted with at the time step \( n \). This rule can be implemented either deterministically or stochastically. In deterministic strategy update, also known as the unconditional imitation rule, at each time step the agents at each node compare their own payoffs with all their neighbours and adopt the strategy of the most successful agent (with highest payoff) among them (the agent and its neighbours). A popular stochastic strategy exchange rule is the Fermi rule for strategy exchange\(^5\). In this rule, at time \( n \) with probability \( [1 + \exp(-\beta(U_i^n - U_j^n))]^{-1} \), the \( i \)th agent chooses the strategy of one of the randomly chosen agent, say \( j \)th agent, among all the agents it interacted with. Here, \( \beta \) denotes the rationality factor.

It is quite obvious that under such update rules, an initial state of the population such that all agents are cooperators does not change with time; same is true for the initial state where all the agents are defectors. An interesting observation concerning the difference between these two invariant states is that while the former state may or may not simultaneously be a synchronized state, the latter can never be a synchronized state as it is accompanied with no coupling between the agents. It is also interesting to note that sometimes while a completely coupled set of chaotic oscillators (as in the case of all cooperators state) may not lead to synchronization, occasional uncoupling between the oscillators (as in the case of a mixed cooperators-defector state) may induce synchronization\(^5\). The mixed state is what we are more interested here anyway because we want to know whether global cooperation can emerge in our model starting from a mixed state and how the cooperation co-evolves with the synchronization. A straightforward useful definition, in this context, is the degree of cooperation in the population that is just the fraction of cooperators (agents with strategy \( s_i^n = 1 \))—denoted by \( C \) throughout the paper—in the population. Clearly, \( C \in [0, 1] \).

Before proceeding further, we pause a bit to ponder upon the meaning of synchronization in the CML. The individual uncoupled agent’s dynamics is chaotic. So, if the agents’ dynamics synchronize once coupling is turned on, then a realizable synchronized state should be an attractor in the \( N \)-dimensional phase space, i.e., the phase space of the CML. The attractor could either be a homogeneous fixed point (i.e., \( x_i^* = x_j^* \) \( \forall i, j \in \{1, 2, \cdots, N\} \)) of a globally coupled network of cooperators. We plot state variable \( x_i \) of a randomly chosen \( i \)th node in an all-to-all coupled network of 100 logistic maps after 2000 time steps for varying coupling strengths (\( \epsilon \)). We find a fixed point for \( \epsilon > 0.5 \). On turning down the coupling strength from 0.5 to 0, we find that period 2, period 4, and higher periods emerge, ultimately leading to chaos.
at all times (after sufficient transients are ignored) would indicate global synchronization but, of course, it cannot differentiate the different attractors.

III. NUMERICS AND RESULTS

Our model allows for using any network topology for the CML. We exclusively use the WS model in which increasing a particular parameter—the rewiring probability, \( p \in [0, 1] \)—one can transition from a regular network \((p = 0)\), to small-world networks, and finally to a random network \((p = 1)\). In WS model, one builds a network topology by starting with a undirected ring lattice with \( N \) nodes, each having \( k \) edges \((k/2\) on each side of a node). Subsequently, proceeding in a anticlockwise manner (say), the left nearest neighbour (along the ring) connections of each node are rewired with a probability \( p \) to a random node while avoiding self and multiple connections. Once the nearest neighbours of all the nodes are exhausted, one again considers every node sequentially and randomly rewires the next nearest left neighbour (along the ring) links of each node with a probability \( p \). This process is repeated until all the links of the ring lattice one started with have been considered for rewiring and finally we arrive at a network with \( N \) nodes and average degree \( k \). In this paper, neighbours of an agent mean all other agents who have a connecting edge with the agent.

We intend to study how the global synchronization parameter and the degree of cooperation behave in the CML, thus created, as we change its network topology by tuning the rewiring probability and the degree of the network. Interestingly, we find that our results pertaining to such studies are in sharp contrast with the similar studies\(^{13,30}\) where the uncoupled agent dynamics is of the Kuramoto oscillator and not a chaotic map.

In what follows, unless otherwise specified, we present our results using the WS networks with 100 nodes and average degrees up to 98. We evolve the system for 2000 time steps that are enough to reach the steady state solutions. We do check that the final results are qualitatively robust against varying network size. All the reported values of the global synchronization parameter and the degree of cooperation are calculated using the data at the final time step. Also, they are averaged over 40 independent realizations achieved using 40 different random initial conditions and as many realizations of the network in Eq. (1), and we use \( \langle r_G \rangle \) and \( \langle C \rangle \) to denote them respectively. Similarly, wherever appropriate, we use \( \langle k \rangle \) for the average degree in the light of aforementioned averaging.

A. Critical coupling strength for synchronization

The CML is quite an analytically challenging dynamical system. So the natural question, that what the minimum coupling strength should be so that synchronization is effected, is not easy to answer analytically. Nevertheless, there is a case where this question can be answered and the critical coupling strength, \( \epsilon_{\text{crit}} \), beyond which a stable synchronized state—a homogenous fixed point attractor—is realized (e.g., \( \langle r_G \rangle = 1 \)), apparently turns out to be a lower bound for the other cases studied in this paper. The case happens to be the limit of \( N, \langle k \rangle \to \infty \) in the CML where all agents adopt the strategy of cooperation in the synchronized state.

Thus, let’s recall Eq. (1) with all \( s^i = 1 \). Since we are looking for a nontrivial homogeneous fixed point, the only possibility is \( x^i = x^* = 0.75 \forall i \). We now must look for the minimum value of coupling constant (actually, \( \epsilon_{\text{crit}} \)) such that the fixed point is stable. To this end, we perform standard linear stability analysis by putting \( x_n^i = x^* + h_n^i \), \( h_n^i \) being the infinitesimal perturbation, in Eq. (1), and on expanding to the first order terms, we arrive at,

\[
h_{n+1}^i = 4 (1 - 2x^*) (1 - \epsilon) h_n^i + \frac{2}{(k)} \sum_{j=1}^{N} a_{ij} h_j^i.
\]

Note we have replaced \( k \) with \( \langle k \rangle \) because we are interested in an ensemble of networks with the same number of nodes and the same average degree. Subsequently, we use the Fourier expansion for the perturbation—

\[
h_n^i = \sum_q \tilde{h}_n^{(q)} \exp (\sqrt{-1} q),
\]

and substitute it in Eq. (6) to get for every \( q \)th Fourier mode,

\[
\frac{\tilde{h}_{n+1}^{(q)}}{\tilde{h}_n^{(q)}} = 4 (1 - 2x^*) (1 - \epsilon).
\]

Here, we have imposed the condition \( \langle k \rangle \to \infty \). Evidently, the synchronized state is stable if \( \frac{\tilde{h}_{n+1}^{(q)}}{\tilde{h}_n^{(q)}} < 1 \)
or $|4(1 - 2x^*)(1 - \epsilon)| < 1$. Since $x^* = 0.75$ and $0 \leq \epsilon \leq 1$, $\epsilon_{crit} = 0.5$, i.e., the CML spatiotemporally synchronizes for any value of coupling constant greater than half.

It is worth remarking that since the estimation of $\epsilon_{crit}$ has not explicitly required any mention of the type of network, this threshold value of the coupling strength should hold good for any network with $N, \langle k \rangle \to \infty$. Furthermore, although analytically quite challenging, in principle, such an estimation of $\epsilon_{crit}$ may be possible for synchronization onto a homogeneous $n$-period orbit attractor, $(x^1, x^2, \ldots, x^n)$, such that all the nodes synchronously fluctuate between these $n$ values for each agent’s state as time tends to infinity. In fact, numerically we do find (refer to Fig. 2), the system synchronizes onto a 4-period orbit around $\epsilon \approx 0.17$ that is interestingly also seen in Fig. 1. The other synchronization regime—a synchronization onto the homogeneous stable fixed point—is found at much higher coupling strengths. We note that as $\langle k \rangle$ increases the analytical estimate of $\epsilon_{crit} = 0.5$ matches reasonably well with the numerical results. For all practical purpose, $\langle k \rangle \sim 30$ is large enough for the estimate to be considered valid. It may also be observed that in Fig. (2), $\langle r_G \rangle$ is not exactly equal to unity beyond $\epsilon_{crit}$ not only because $\langle k \rangle$ is not strictly infinity, but also because the averaging is over only a finite number of realizations.

### B. Effect of changing rationality

Another important parameter on which the effectiveness of the critical coupling strength, estimated in the immediately preceding subsection, depends is the strategy update rule.

It may be recalled that the stochastic Fermi strategy update rule, which we adopt in this paper, has a rationality factor $\beta$ that quantifies the degree of rationality of the agents. Its meaning becomes crystal clear when one notes that an infinitely rational ($\beta = \infty$) $i$th agent definitely chooses the strategy of one of the randomly chosen $j$th neighbouring agent if the $j$th agent obtained more payoff than the $i$th agent. On the other hand, the infinitely rational $i$th agent never chooses the strategy of one of the $j$th neighbouring agent if the $j$th agent has comparatively less payoff. Similarly, in case the $i$th agent is completely irrational ($\beta = 0$), it chooses the strategy of the randomly chosen $j$th neighbouring agent with probability equal to one-half. Thus, $\beta$ is an apt parameter to characterize the degree of rationality, because with the increase in its value, the probability of choosing the strategy of the neighbouring agent with higher payoff increases monotonically. It is obvious that the stochastic update rule with $\beta = \infty$ is practically equivalent to the deterministic rule—the synchronous unconditional imitation—also adopted in this paper (see Sec. II)—only difference being that in the former an agent only compares its payoff with that of a randomly chosen neighbour, while in the latter an agent compares its payoff with all its neighbours.

In Fig. 3, we depict $\langle r_G \rangle$ and $\langle C \rangle$ as a function of the rewiring probability and the coupling constant (the average degree fixed at 6), and also as a function of the average degree and the coupling constant (the rewiring probability fixed at 0.5) for both the the stochastic strategy update rule (with $\beta = 1$, 100, and 1000) and the deterministic strategy update rule. The relative cost ($\alpha$) is kept fixed at 0.01. We see no qualitative difference in the results obtained from stochastic or deterministic strategy update rules as far as degree of synchronization’s dependence on the rewiring probability, the coupling constant, and the average degree is concerned. Another fact we note is that, in line with our discussion above, the plots for both $\langle r_G \rangle$ and $\langle C \rangle$ found using the stochastic strategy update rule tend towards the corresponding ones obtained using the deterministic strategy update rule as we increase the rationality factor.

We further observe that, having kept all other parameters fixed, the degrees of cooperation and synchronization achieved using the unconditional imitation rule are generally higher than in the Fermi strategy update rule. It is consistent with what is known in the literature. However, the average qualitative behaviour of the dynamics usually remains the same irrespective of which of the two update rules is adopted. Furthermore, the direct correspondence of the highly cooperative population and its being spatiotemporally synchronized is best captured in the deterministic strategy update rule because, as expected, less rational players do not play strategically but rather randomly choose a strategy leading to a mixed cooperator-defector state. Thus, henceforth, we exclusively work with the the unconditional imitation rule that has the added benefit that being a non-stochastic scheme, it facilitates a sharper boundary between the completely synchronized ($\langle r_G \rangle = 1$) regions and partially synchronized ($\langle r_G \rangle < 1$) or unsynchronized ($\langle r_G \rangle = 0$) regions. Similar relatively sharper boundary is presented by the unconditional imitation rule in the plots for cooperation ($\langle C \rangle$) as well.

### C. Effect of changing rewiring probability

In order to gain insight into the effect of the rewiring probability, $p$, on the coevolution of the cooperation and the synchronization, we present in Fig. 4 how they change with the coupling strength for various representative rewiring probabilities. We observe that the CML reaches a relatively higher level of the global order parameter for a very narrow range of the coupling strength around $\epsilon \approx 0.17$ where one finds that the system synchronizes onto a 4-period orbit. On further increasing the coupling strength, the system desynchronizes until respective values of $\epsilon_{crit}$ are reached and beyond which complete synchronization onto the homogeneous fixed point takes place. Thus, we see that the CML is completely synchronized—regardless of the rewiring probability—beyond some $\epsilon = \epsilon_{crit}$ that increases with increasing $p$. 


FIG. 3. Order parameter and cooperation for different strategy update rules. We plot in (a)-(d) and (i)-(l) the average global order parameter $\langle r_G \rangle$ and in (e)-(h) and (m)-(p) the average fraction of cooperators $\langle C \rangle$ in the CML of the logistic maps. We use a WS network of 100 nodes and $r_G$ and $C$ are averaged over 40 independent realizations. The relative cost $\alpha$ is kept fixed at 0.01 for all the subplots. The right most subplot, viz., (d), (h), (l) and (p), in each row is obtained with the deterministic strategy exchange rule. The rest of three plots in every row is obtained using the Fermi strategy update rule having rationality factor $\beta = 1, 100, \text{and } 1000$ respectively, from left to right. Subplots (a)-(h) are obtained with the average degree $\langle k \rangle$ fixed at 6 while subplots (i)-(p) are obtained for a fixed rewiring probability, $p = 0.5$.

This result is at odds with the case of the Kuramoto model governed agent dynamics where the system attains complete synchronization only for relatively high rewiring probabilities and moreover the threshold coupling strength decreases with increasing rewiring probability.$^{33}$

Except for the case where the coupling between the agents is very small (i.e., $\epsilon \to 0$), the CML (with any value of $p$) reaches full cooperation state whether or not it is synchronized. An understanding of the mechanism leading to this phenomenon reveals the nature of the local dynamics in the CML. First, consider the case when the coupling is very weak ($\epsilon \to 0$). In this case, the agents may be thought to be evolving chaotically and independently, and there is no hope of synchronization among them. Consequently, any agent is not synchronized with its neighbours, let alone with the rest of the non-neighbouring agents. This immediately implies that the benefit (see Eq. 3) is very small and on average same for all the agents—whether cooperators or defectors. The cost (see Eq. 2; $\alpha = 0.01$) is also small and but on average same only for the cooperators; the defectors, by construction, incur zero cost. Hence, the payoff of the cooperators is smaller than that of the defectors leading to the obvious scenario that under the unconditional imitation rule, all the agents would adopt the defection strategy sooner or later.

Next consider the case, $\epsilon > \epsilon_{\text{crit}}$, where the parameters of the CML is so arranged that it is driven towards a completely synchronized state which is a homogeneous fixed
the non-zero value of $\langle \tau G \rangle$ suggests that it is possible for a few agents whose local synchronization parameter (which actually is the benefit)—which measures their dynamics’ closeness with their respective neighbours—to be much higher than its global counterpart. So, within such groups, the unconditional imitation rule facilitates the agents to adopt the cooperation strategy eventually. Being locally synchronized, such cooperators in the groups have higher payoff and hence, any defector—who has a high probability of being connected with one of the so abundant cooperators—must also switch to the cooperation strategy because of the unconditional imitation rule.

D. Effect of changing degree

Continuing from the last subsection, we note in Fig. 3(p) that, for a given rewiring probability, the cooperation level decreases in the non-synchronized states of the CML as the average degree increases. Evidently, in a mixed cooperator-defector state of the population, since a defector incurs no cost, a defector would switch over to the defector strategy as per the rules of strategy update in case one such defector happens to be in the neighbourhood of the cooperator. The chance of such a defector being in the neighbourhood should be more if the degree of the node having cooperator is higher. Hence, the networks with higher average degree would decrease the cooperation.

The effect on synchronization is very interesting. In contrary to the case of non-chaotic agent dynamics where with a small increase in the degree of the network, the population becomes completely unsynchronized, the CML under consideration has a more nontrivial behaviour. Numerics depict in Fig. 5 that as the rewiring probability increases, $\epsilon_{\text{crit}}$ also increases for relatively small average degree. As we increase the average degree, we find $\epsilon_{\text{crit}}$ becomes independent of the rewiring probability and converges towards $\epsilon = \epsilon_{\text{crit}} = 0.5$ as it should. Note that as the degree increase across the subplots in the figure (see also Fig. 2), the intensity of the colours towards diminishes validating an increase in the level of the synchronization with $\langle k \rangle$ for $\epsilon < 0.5$. However, for $\epsilon > 0.5$, on average, there is a decrease in the level of the synchronization with the average degree.

The rise in overall synchronization with an increase in degree, for the case $\epsilon < 0.5$, can be attributed to the increase in the level of synchronization among local clusters of cooperating agents. Of course, the coupling strength in this region is not strong enough to bring about global synchronization. As far as the region $\epsilon > 0.5$ is concerned, the coupling strength is strong enough to bring about global synchronization (see Fig. 5). As mentioned in the beginning of this subsection, due to the noncooperative behaviour encouraged by the internodal game, there is a decrease in the number of cooperators with an increase in the degree of the network. The direct consequence of this loss of cooperators is the loss in complete...
synchronization as more agents choose not to interact with their neighbours. Although the number of cooperators is reduced, it does not go down to zero. This implies that there are still local clusters of cooperators. These local clusters of cooperators, coupled with a high value of coupling strength, gives a high value of the global order parameter in $\epsilon > 0.5$ region as compared to $\epsilon < 0.5$ region for the same degree. Intriguingly, the internodal game—though successful in breaking the complete synchronization of the system for $\epsilon > 0.5$—is unable to break the small clusters of the cooperating agents that exist throughout the region of $0 < \epsilon < 1$. These clusters seem to be held together by the degree of the network and the dynamics of the agents placed at the node. The degree of synchronization never diminishes to zero entirely in our model and, thus, the type of agent dynamics appears to be crucial for the sustenance of the synchronized state having prevalence of the cooperators.

### E. Effect of introducing delay

Before we discuss and conclude the results obtained in this paper, we turn on to another aspect of the model: What if there is a delay in updating strategy by the agents? A delay in updating strategy has the direct effect that the strategic game in the CML has relatively more intermittent effect on the dynamics of the agents’ individual and collective states. It means that in a mixed cooperator-defector state, a cooperator resist from adopting the defector strategy for a longer time, and hence the coupling between the agent and its neighbours remain turned on for longer time facilitating synchronization. Thus, all other parameters kept fixed, larger delay should mean synchronization—and emergence of cooperation with it—at the smaller values of the coupling strength.

We implement the delay in the unconditional imitation strategy update rule in our system by allowing for a strategy update at each time step with a probability of $\frac{1}{\tau}$ $(\tau \in [1, \infty])$, where $\tau = \tau$ corresponds to the usual case of the strategy update at every time step; the higher the value of $\tau$, the more delayed the strategy update is. Fig. 6 illustrates that when we incorporate a delay in our strategy update, there is a simultaneous rise in the degrees of synchronization and cooperation at a relatively lower coupling strength. Moreover, the coordinated falls in $\langle r_G \rangle$ and $\langle C \rangle$, that occur at a higher value of the coupling strength, are completely halted is the delay is sufficiently high. This result is at odds with the case of non-chaotic nodal dynamics, where the system’s degrees of cooperation and synchronization begin to rise from a very low initial values at the same coupling strength regardless of the delay time; but the configuration with a higher delay time, loses synchronization at a relatively higher value of the coupling strength.

Despite the differences in the details between the two systems—one with chaotic agent dynamics and the other with non-chaotic dynamics—we conclude that, in general, delay aids in the co-emergence of synchronization and cooperation for both chaotic and non-chaotic agent dynamics.
In passing we remark that as long as $\alpha$ is very low, introducing delay is not expected to have much effect on the degrees of synchronization and cooperation as compared to the case when there is no delay in the strategy update. In Fig. 4, we can observe that even at a very low values of $\epsilon$, at low cost value ($\alpha = 0.01$), the system has complete cooperation. Thus, introducing delay cannot increase the fraction of cooperators any further. However, high $\alpha$ (e.g., $\alpha = 1$ in Fig. 6) implies a high cost of cooperation and we may expect the system to desynchronize in the no-delay case ($\tau = 1$) where the system is otherwise synchronized for low $\alpha$. It is important to note that regardless of the high value of $\alpha$, the cost can be brought close to zero if the agents do not change their states much with each time step. This happens when the agents are (almost) synchronized, i.e., when the coupling strength is high enough. Therefore, if the cooperators are made to resist from adopting the defector strategy by introducing delay, then we can see the system to synchronize again at high values of coupling strength despite the high value of $\alpha$ as seen in Fig. 6. We also note in Fig. 6 (cf. Fig 4) that the region of high degree of synchronization onto 4-period orbit around $\epsilon \approx 0.17$ has disappeared for all values of delay. This is because $\alpha$ is high and the low value of $\epsilon$ in this region cannot bring the agents’ states close together quickly enough before the strategy update occurs.

FIG. 6. The effect of delay in strategy update on synchronization and cooperation. We plot the order parameter, $\langle r_G \rangle$ (solid lines) and the associated average cooperation, $\langle C \rangle$ (dashed lines) as a function of the coupling strength for different delay times—$\tau = 1$ (red), $2$ (green), and $10$ (black). The fixed relative cost, the average degree, and the rewiring probability are taken to be $1, 6$, and $0.5$, respectively.

IV. DISCUSSIONS AND CONCLUSIONS

In this paper, we have investigated the effect of chaotic agent dynamics on the coevolution of cooperation and synchronization in the networks formed using the WS algorithm. Specifically, we have placed logistic maps at each node of the network and have formed a CML that can show period doubling route to chaos with the decrease in the coupling strength. Subsequently, we have studied the effects of the strategy update rule, the rationality of the agents, the coupling strength, the rewiring probability of the network, and the average degree of the network on the coevolution of cooperation and synchronization. We have also analytically estimated—and numerically validated—a lower bound of the critical coupling constant beyond which global synchronization on to a common fixed state for all the agents may be affected. An aspect that is unique to our model is the possibility of more exotic synchronized states like chaotic state and periodic state. An example for the latter—a 4-period orbit—has been highlighted in the paper. We have shown that the CML is completely synchronized, irrespective of what the rewiring probability is, beyond critical coupling strength that increases with the value of rewiring probability. When we increase the degree, we observe that the population of the agents have high values of the global coupling parameter even for very high average degree of the network. Furthermore, any time delay in the implementation of the strategy update rule induces enhancement of the coevolution of cooperation and synchronization at comparatively lower coupling strengths. These results are quite different from what is known in the literature\cite{63,64} of the coevolution of cooperation and synchronization with non-chaotic agent dynamics studied by placing the Kuramoto oscillators at each node of the network. Thus, we have successfully highlighted in this paper that the interesting phenomenon of the coevolution of cooperation and synchronization is crucially dependent on whether the uncoupled agent dynamics is chaotic or not.

This paper initiates a set of potentially insightful investigations into the further implications of different chaotic dynamics of the agents on the emergence of cooperation in a population. One such avenue is when the uncoupled dynamics at each node of the resulting CML can be modelled using the replicator map\cite{63,64} that may even be chaotic depending of the payoff matrix elements in it. Each node can either be treated as an individual or a group of individuals (deme); in the latter case, the dynamics of the CML would model the intergroup dynamics in a population. Thus, it presents an exciting opportunity of studying\cite{65} group-selection models and the intrademic cooperation within the paradigm of the coevolution of (interdemic) cooperation and synchronization.
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