Use of 1D-CNN for input data size reduction of LSTM in Hourly Rainfall-Runoff modeling
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Abstract

An architecture consisting of a serial coupling of the one-dimensional convolutional neural network (1D-CNN) and the long short-term memory (LSTM) network, which is referred as CNNsLSTM, was proposed for hourly-scale rainfall-runoff modeling in this study. In CNNsLSTM, the CNN component receives the hourly meteorological time series data for a long duration, and then the LSTM component receives the extracted features from 1D-CNN and the hourly meteorological time series data for a short-duration. As a case study, CNNsLSTM was implemented for hourly rainfall-runoff modeling at the Ishikari River watershed, Japan. The meteorological dataset, consists of precipitation, air temperature, evapotranspiration, and long- and short-wave radiation, were utilized as input, and the river flow was used as the target data. To evaluate the performance of proposed CNNsLSTM, results of CNNsLSTM were compared with those of 1D-CNN, LSTM only with hourly inputs (LSTMwHour), parallel architecture of 1D-CNN and LSTM (CNNpLSTM), and the LSTM architecture which uses both daily and hourly input data (LSTMwDpH). CNNsLSTM showed clear improvements on the estimation accuracy compared to the three conventional architectures (1D-CNN, LSTMwHour, and CNNpLSTM), and recently proposed LSTMwDpH. In comparison to observed flows, the median of the NSE values for the test period are 0.455-0.469 for 1D-CNN (based on NCHF=8, 16, and 32, the numbers of the channels of the feature map of the first layer of CNN), 0.639-0.656 for CNNpLSTM (based on NCHF=8, 16, and 32), 0.745 for LSTMwHour, 0.831 for LSTMwDpH, and 0.865-0.873 for CNNsLSTM (based on NCHF=8, 16, and 32). Furthermore, the proposed CNNsLSTM reduces the median RMSE of 1D-CNN by 50.2%-51.4%, CNNpLSTM by 37.4%-40.8%, LSTMwHour by 27.3%-29.5%, and LSTMwDpH by 10.6%-13.4%. Although the improvements in comparison to LSTMwDpH were relatively small for the low flow (< 25th %tile) and the middle flow (between 25th and 75th %tiles), the estimation of the high flow (≧ 75th %tile) and the peak flow (≧ 95th %tile) was clearly improved. The median of RMSE for the test period was reduced by 12.0%-14.7% for the high flow, and by 15.9%-18.5% for the peak flow. The proposed architecture CNNsLSTM would be an effective approach for flood management and hydraulic structure design mainly under climate change which requires river flow to be estimated from meteorological datasets.
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Highlights:

- An architecture consisting of a serial coupling of CNN and LSTM was proposed.
- The CNN outputs and hourly inputs for a short duration were given to LSTM.
- The proposed architecture was applied to hourly rainfall-runoff modeling.
- Proposed approach improved the estimation accuracy, especially high and peak flows.

1. Introduction

Being one of the interconnected components of water cycle, runoff is the excess precipitation that flows over the Earth’s surface into the rivers, lakes, and oceans. Runoff estimation is vital for management of water resources, flood preparedness, and aquatic environment. Runoff transports sediment, nutrients, chemicals, and pesticides; therefore, affects erosion and deposition processes, as well as, ecological and biological processes. Based on the modeling structure, rainfall runoff modeling can be characterized by a) empirical, or data driven, black box models; b) conceptual models; and c) physically based models (Devia et al., 2015). It can also be classified as lumped and distributed models with respect to its parameters as a function of space and time and deterministic and stochastic models based on the stochasticity within the system (Devia et al., 2015). Regressions, fuzzy-based networks, and artificial neural networks (ANNs) are initial examples of the data driven approaches (Kratzert et al., 2018).

Being a hot topic in various fields, deep learning has already been applied to address various issues in hydrology including rainfall-runoff modeling as shown by some review papers (Shen, 2018; Xu and Liang, 2021). LSTM is a type of recurrent neural network (RNN) developed by Hochreiter and Schmidhuber (1997) and Gers et al. (2000). RNN is a type of deep learning architecture that is suitable to time series modeling because RNN generates outputs in consideration of the order of the sequential input data. LSTM is an RNN architecture that has memory and gates, which enable to learn long-term dependencies between the sequential input data and the target data. Therefore, LSTM is suitable to time series modeling that has long-term dependencies. Some recent studies (Li et al., 2021; Liu et al., 2020; Tian et al., 2018) also utilized LSTM including its sequence-to-sequence form for flow forecasting with precipitation as input. In addition, Van et al. (2020) employed convolutional neural network (CNN) for rainfall-runoff modeling. CNN is another type of deep learning architecture that uses the convolution operation, which extracts features from the input in consideration of the connections among neighboring data in the input. They utilized the one-dimensional version of CNN (1D-CNN) to extract features along the temporal order in the input data. In addition, Kratzert et al. (2018) compared the model performance between LSTM and a well-known conceptual model, Sacramento Soil Moisture Accounting Model, which is coupled with the Snow-17 snow routine model. Their results showed that LSTM is comparable or has slightly higher accuracy compared to a conceptual model. Thus, deep learning has high potential for rainfall-runoff modeling. Therefore, it would be beneficial to develop a more accurate and efficient rainfall-runoff model with deep learning approaches.

Because the previous studies, discussed above, implemented a rainfall-runoff model by a single use of CNN or LSTM, this study aims to improve the estimation accuracy of rainfall-runoff modeling by developing a new architecture consisting of both CNN and LSTM. Daily- or monthly-scale rainfall-runoff modeling is needed for water resources management but hourly-scale modeling is necessary for flood management. As such, to be able to address both water resources and flood management problems, this study targets rainfall-runoff modeling at the hourly time scale over a watershed where there are long-duration dependencies between the meteorological variables, such as precipitation and air temperature, and the river flow. Meanwhile, most mountainous watersheds in middle or high latitude have snowfall during winter. The snow accumulation and melting processes cause long-duration dependencies between the meteorological variables and the river flow. It may be valuable to improve the estimation accuracy of hourly-scale rainfall-runoff modeling at such watersheds.

There are already many studies that couples CNN and RNN. Most architectures of the combined use of CNN and RNN may be able to be categorized into three groups. The first group uses the convolution operation within RNN. This type of architecture was originally developed with LSTM as RNN by Shi et al. (2015), which is known as ConvLSTM. The second
group uses CNN and RNN in parallel and the inputs are given to CNN and RNN. Then, the outputs from CNN and RNN are combined, flattened, and given to a fully-connected layer (e.g., Li et al., 2019; Vidal and Kristjanpoller, 2020; Xu et al., 2020; Yu et al., 2021; Zang et al., 2020). The third group uses a serial coupling between CNN and RNN. For this type of architecture, CNN and RNN are frequently used for different dimensions. CNN is utilized to extract spatial features or features among multiple variables from the input data. RNN is utilized to process the given information along time (e.g., Chen et al., 2019; Kim and Cho, 2019; Le et al., 2019; S. Li et al., 2020; Sun et al., 2019; Yang et al., 2020). CNN and RNN can also be utilized in the same direction. Swapna et al. (2018) and Liao et al. (2021) gave one-dimensional input data sequence to CNN. Then, they passed the extracted features by CNN directly to RNN. Swapna et al. (2018) employed this approach to differentiate diabetes and normal Heart Rate Variability and Liao et al. (2021) proposed it for automatic modulation classification applications in wireless spectrum monitoring. In this case, CNN works to condense the information in the input data sequence and reduce its data length.

On the other hand, Ishida et al. (2021) improved the estimation accuracy of hourly-scale rainfall-runoff modeling with LSTM at a snow-dominated watershed by a multi-time-scale input approach. In general, the same temporal resolution is utilized between the input and the target data for LSTM. Contrarily, the proposed approach in this article parallely gives the daily dataset for a longer duration together with hourly dataset for a shorter duration to LSTM. The daily data were utilized to obtain the long-duration dependencies between the input and the targeted river flow. The hourly data were utilized to obtain hourly scale fluctuations of the input variables. The approach can reduce the input data length of LSTM. For example, the general approach requires 8760 (hours) of the hourly data as input in order to deal with one-year duration dependencies between the input and target variables. Contrarily, the proposed approach is able to keep the input data length less than 365 (days) because the daily time series is used to deal with a long-duration dependencies and a long length of hourly data is not required as input. The proposed approach was originally developed to reduce the computation requirements by reducing the input data length of LSTM. However, the reduction in the input data length also improved the estimation accuracy of river flow at the hourly scale compared to LSTM only with hourly data as input.

Note that the previously proposed approach was successful, but it uses only daily data for a long duration. It means that the approach loses the hourly behaviors in the input time series for a long duration. It may be possible to improve the estimation accuracy of rainfall-runoff modeling if some data containing hourly behavior in the input time series are given to LSTM instead of the daily data. For this reason, this study proposes a similar architecture to the third group of CNN+LSTM architecture for the same dimension (G, Swapna et al., 2018; Liao et al., 2021) because it condenses the information in the input data sequence (i.e., distillation) and reduces its data length (i.e., dimensionality reduction). The hourly data for a long duration are given to 1D-CNN. Then, the extracted features by 1D-CNN are hourly time series data for a short-duration are given to LSTM together. In other words, the extracted features from 1D-CNN with a shorter data length are utilized instead of the daily input data in the previously proposed approach by Ishida et al. (2021).

The proposed architecture is implemented for hourly-scale rainfall-runoff model at a snow-dominated Ishikari River watershed (IRW), where there are long-duration dependencies between the meteorological variables and the river flow. This study utilizes precipitation, air temperature, evapotranspiration, and long- and short-wave radiation as the meteorological input datasets and the river flow at a gauging station near the outlet of the study watershed as the target dataset. Finally, the performances of the previous architectures are compared with the proposed architecture by comparing their computational accuracy.

2. Methodology

This study proposes an architecture consisting of a serial coupling of 1D-CNN and LSTM. 1D-CNN is utilized to distillate the features from the hourly times series and reduce data length. Then the extracted features from 1D-CNN are given to LSTM as input together with the hourly data for a short duration. This proposed architecture is called CNNsLSTM, where “s” represents a serial connection. For comparison and as a benchmark, the single use of 1D-CNN and LSTM are also utilized for the hourly-scale rainfall-runoff modeling. Furthermore, two types of input data are utilized for LSTM. First one uses only hourly data as input to LSTM, which is referred to be as
LSTMwHour in this study. For LSTMwHour, the temporal resolution of the input dataset is the same as that of the target dataset, which is the traditional way of using LSTM. Secondly, daily and hourly datasets are parallely given to LSTM, which was proposed by Ishida et al. (2021), and referred as LSTMwDpH herein. Lastly, the performance of parallel architecture of CNN and LSTM (the second group), referred as CNNpLSTM, is also investigated in comparison to proposed CNNsLSTM approach.

2.1. One-dimensional convolutional neural network (1D-CNN)

CNN consists of series of layers such as convolutional, pooling, and fully-connected layers. The output of a layer is called the feature map for CNN. The feature map of a layer is used as the input to the next layer. The operation conducted in a CNN is the convolution operation. The convolution operation for 1D-CNN is

\[ v_i^p = \sum_{n=1}^{N} \sum_{m=0}^{M-1} k_m^n u_{i+m}^n + b^p \quad (i = 1, 2, \ldots, I) \quad (1) \]

where \( u \) is the input, \( v \) is the feature map, \( k \) is the kernel, and \( b \) is the bias, which is the learnable parameter in the convolution operation. \( N \) is the channel number of the input and the kernel with the size of \( M \) works as a filter. The number of kernels can be multiple. \( p \) indicates the kernel number, which is the same as the channel number of the feature map. The kernels are applied to the input with an arbitrary length of stride. The zero-padding is frequently applied to both sides of the input in order to avoid losing information of the edge of the input. Therefore, the size of the feature map \( I \) depends on the width of the padding and the stride.

The operation of a pooling layer, which is called the pooling operation, also outputs a feature map \( v \) by applying a filter (kernel) to the input \( u \). The pooling operation for 1D-CNN is

\[ v_i^p = F(u_{i+0}^n, u_{i+1}^n, \ldots, u_{(i+M-1)}^n) \quad (i = 1, 2, \ldots, I) \quad (2) \]

where \( F \) is the pooling function. As the pooling function, the maximum or the average operations are frequently utilized. Because the pooling operation simply extracts the feature map by the pooling function which works as the filter (kernel), it has no learnable parameters. Meanwhile, the channel number \( p \) of the feature map is equal to the channel number \( n \) of the input. Contrarily, the kernels are applied to the input with an arbitrary length of stride, similar to the convolution operation. The padding can also be utilized for the pooling operation. The size of the feature map \( I \) of the pooling operation also depends on the width of the padding and the stride.

In a fully-connected layer, all the inputs are rearranged as a single vector, and then the linear transformation is applied to the vector. The output of a fully-connected layer forms a vector or a scalar. In addition to these layers, activation function is also frequently used in a CNN structure. An activation function is utilized after the operation of a layer and applied to each element of the channels of the feature map. An activation function does not change neither the number of the channels nor the size of the feature map.

For rainfall-runoff modeling, to generate river flow at time \( t \), meteorological data from \( t-T+1 \) to \( t \) are given to the first layer of 1D-CNN. \( T \) is the size of the input of the first layer. The number of the channels of the input to the first layer is equal to the number of the variables of the meteorological data. The size of the input \( T \) depends on how long duration dependencies need to be considered. For example, when previous 5040 hours (approximately seven months) of the meteorological data affects the flow, the size of the input \( T \) is set to 5040. Then, the time series of the flow is obtained by gradually shifting the time window of the input meteorological data.

2.2. Long short-term memory (LSTM) network

LSTM has at least one recurrent block, which is called LSTM block. The LSTM block generally consists of the following equations:

\[ g_i(s) = \sigma(W_i x(s) + b_i + W_{hi} h(s-1) + b_{hi}), \quad (3) \]

\[ g_f(s) = \sigma(W_f x(s) + b_f + W_{hf} h(s-1) + b_{hf}), \quad (4) \]

\[ g_o(s) = \sigma(W_o x(s) + b_o + W_{ho} h(s-1) + b_{ho}), \quad (5) \]

\[ g_c(s) = \tanh(W_c x(s) + b_c + W_{hc} h(s-1) + b_{hc}), \quad (6) \]

\[ c(s) = g_f(s) \otimes c(s-1) + g_i(s) \otimes g_c(s), \quad (7) \]

\[ h(s) = g_o(s) \otimes \tanh(c(s)), \quad (8) \]

where \( g_i, g_o, g_f, \) and \( g_c \) are called the input gate, the output gate, the forget gate, and the cell input, respectively. \( x \) is the input vector, and \( h \) is hidden state. \( W \) and \( b \) are the weights and biases, respectively. The weights and biases are different in
each equation for the input vector and hidden state, respectively. They are differentiated by the two subscripts. The weights and biases are the learnable parameters in the LSTM block, $\sigma$, tanh, and $\otimes$ are the sigmoid function, hyperbolic tangent function, and Hadamard product, respectively.

The hidden state $h(s)$ is the information out of the LSTM block at time $s$. The input vector $x(s)$ at time $s$ and the hidden state $h(s - 1)$ from the previous time $(s - 1)$ are given to the LSTM block. When $s = 1$, $h(s - 1)$ is set to zero. The cell state $c$ is the memory, which keeps information with the block. The forget gate $g_f$ adjusts how much of the memory is taken over from the previous time step. The input gate $g_i$ regulates the information given by the cell input $g_c$. The output gate $g_o$ regulates the information out of the block. When the length of the input time series data (IDL) is set to $T$, the LSTM block is recurrently used $T$ times. Finally, the hidden state $h$ is linearly transformed to the output $y(t)$.

For rainfall-runoff modeling, meteorological time series data from $s = t - T + 1$ to $t$ are used as input to generate river flow at time $t$. The size of the input vector $x$ is equal to the number of the variables of the meteorological data ($N$). To obtain a time series of the output, LSTM is repeatedly run with the meteorological data with the width $T$ of the time window.

For LSTMwHour, the hourly meteorological data during the previous 5040 hours are given to obtain hourly river flow at a certain time. Then, LSTM is repeatedly run with 5040 hours of the time window to generate a time series of hourly flow. LSTMwDpH proposed by Ishida et al. (2021) is also utilized for comparison in this study. Figure 1a shows the input vector time series for the case when the length of the daily and hourly time series is the same. $H$ and $D$ indicate hourly and daily, and the units of time $t^H$ and $t^D$ are hour and day, respectively. The time of the river flow output is $t^H$, on the day $t^D$. $T^H$ and $T^D$ indicate the length of the hourly and daily input time series data, respectively. Thus, the daily and hourly time series data are given as input in parallel.

2.3. Serial coupling of CNN and LSTM (CNNsLSTM)

This study proposes a new architecture using 1D-CNN and LSTM for hourly-scale rainfall-runoff modeling. As shown in Figure 2a, the proposed architecture serially connects CNN and LSTM and is referred as CNNsLSTM. Hourly time series data for a long duration are given to the CNN component and are passed through the multiple layers of the CNN component, and the last layer generates a feature map $\hat{y}$ with the size $= I$ and with the number of channels $= P$. The length of the hourly data for a short duration is set to $L$. Then, the hourly data for the short duration and the last feature map from CNN were combined as shown in Figure 2a. The combined data are given to the LSTM component. The IDL of LSTM is equal to $I$, and the size of the input vector is equal to $(N + P)$ where $N$ is the number of input variables.

Similar to the traditional single use of 1D-CNN, for rainfall-runoff modeling, $T$ hours of the meteorological time series data until the time $t$ (from $t - T + 1$ to $t$) are given to the CNN component to generate river flow at time $t$ as shown in Figure 1b. The number of the channels of the input to the first layer is equal to the number of the variables of the meteorological data ($N$). Then, as described above, the $I$ hours of the meteorological data (from $t - I + 1$ to $t$) are given to the LSTM component together with the feature map of the last layer of the CNN component.

Figure 1. Input data structure for a) LSTMwDpH and for b) the LSTM component of CNNsLSTM
Notably, this study sets the size of hourly input time series data for a short duration, which is the same as the size of the feature map out from the CNN component. However, they are not necessary to be the same. If there is a difference between them, the zero-padding method can be utilized to align the length of hourly input data for a short duration same as that was done for LSTMwDpH in the previous study (Ishida et al., 2021).

2.4. Parallel use of CNN and LSTM (CNNpLSTM)
For comparison, this study also implements a rainfall-runoff model by a parallel architecture of 1D-CNN and LSTM, which is referred to as CNNpLSTM. As shown in Figure 2b, hourly input data for a long duration and for a short duration are given to the CNN and LSTM components, respectively. The outputs from the CNN and LSTM components are concatenated, and then given to a fully-connected layer. After passing several fully-connected layers, CNNpLSTM generates the output.

Unlike CNNsLSTM, the length of the hourly input time series data to the LSTM component of CNNpLSTM is flexible. For example, the hourly input data for the same duration can be given to the LSTM as well as CNN. However, for comparison, the lengths of the hourly input data to the CNN and LSTM components of CNNpLSTM, respectively, are set to the same as those of CNNsLSTM in this study.

3. Case Study
3.1. Study Area and Data
The Ishikari River watershed (IRW) is located in the Hokkaido region, which is the northmost region in Japan (Figure 3). The center of IRW is at 43°26’06”N 142°05’06”E. Ranging from 0 m to 2,003 m elevation, IRW has 14,330 km² of the
catchment size. Due to its latitude, it is cold enough to receive snowfall during winter to early spring (from October to March), especially in high elevations. As such, the flow at the Ishikari River generally increases from spring to early summer (from March to June) due to snow melt.

This study selected the hourly river flow data at the Ishikari Ohashi gauging station as the target data of the rainfall-runoff modeling. The Ishikari Ohashi gauging station is located at 26.60 km from the river mouth of the Ishikari River, as shown in Figure 3. The Ministry of Land, Infrastructure, Transport, and Tourism (MLIT) of Japan provides the hourly river flow data at the Ishikari Ohashi station from 1998 to 2019 on their Water Information System (MLIT, 2021).

Precipitation data were obtained from a gridded observed precipitation dataset, which is called the Radar Raingauge-Analyzed Precipitation (RRAP) generated by the Japan Meteorological Agency. This study obtained 1-km spatial resolution precipitation data from RRAP from 2006 to present. Hourly river flow will be affected by the spatial variability of precipitation within the watershed. Therefore, the study watershed upstream from the Ishikari Ohashi gauging station was separated into seven sub-regions as shown in Figure 3. Then, the area-averaged precipitation was calculated at each sub region from the 1-km resolution gridded data.

In the previous study (Ishida et al., 2021), only precipitation and air temperature were utilized as input. Contrarily, this study utilized not only air temperature and precipitation, but also evapotranspiration and long-and short-wave radiation as input. These datasets were obtained from the ERA5 reanalysis dataset (Copernicus Climate Change Service, 2017; Hersbach et al., 2020). The ERA5 reanalysis dataset is simulated data by three-dimensional atmospheric model that synthesized to various observation data. It contains not only meteorological data on surface as well as three-dimensional atmospheric data. The temporal resolution of ERA5 is hourly. The spatial resolution is 0.25° x 0.25° (approximately 20 km x 20 km) over the target watershed. The grids of ERA5 around IRW are shown in Figure 3. ERA5 is available from 1979 to present. The catchment area of the Ishikari Ohashi station is covered by 43 grid points. The area-averaged values of air temperature, evapotranspiration, and long- and short-wave radiation were calculated at the catchment area. It is noted that these variables were not obtained at the sub-regions unlike the precipitation. Air temperature has less spatial variability, and evapotranspiration and long- and short-wave radiation are less effective to river flow compared to precipitation. Because LSTM requires more computation resources with larger number of input datasets, the number of input datasets were restricted by the available computation resources.

### 3.2. Model Implementation

This study proposed an architecture CNNsLSTM. For comparison, four architectures, 1D-CNN, LSTMwHour, LSTMwDpH, and CNNpLSTM, are also implemented for hourly-scale rainfall-runoff
modeling at the study watershed to model hourly river flow at the Ishikari Ohashi gauging station. The target period is set to 12 years from 2007 to 2019 based on the availability of the used input and target data as described above. This study utilized the area-averaged precipitation at the seven sub-regions and the area-averaged air temperature, evapotranspiration, and long- and short-wave radiation at the catchment of the flow gauging station as input. The area-averaged values of observed precipitation, air temperature, evapotranspiration, and short- and long-wave radiation at the catchment and observed river flow data at the Ishikari Ohashi station from 2007 to 2019 are illustrated in Figure 4. For all the architectures except LSTMwDpH, the length of the hourly input data length for a long duration is set to 5040 (hours), which is equal to 210 days and approximately seven months. Then, the length for a

Figure 4. Area-averaged values of observed precipitation, air temperature, evapotranspiration, and short- and long-wave radiation over the catchment area and observed river flow data at the Ishikari Ohashi station.
is set to one and 30, respectively. While LSTMwHour receives only the hourly input dataset for a long duration (5040 hours) as input, LSTMwDpH receives the daily input dataset for 210 days together with the hourly input dataset for a short duration (210 hours) as input.

Table 1 Configuration of the layers of the CNN component of CNNsLSTM: The number of the channel of the feature map (NCH), the kernel size, the stride, and the padding width.

| Layer | NCH/NHN   | Kernel | Stride | Padding |
|-------|-----------|--------|--------|---------|
| Conv 1 | 8/16/32  | 6      | 3      | 3       |
| MaxPool1 | 8/16/32 | 4      | 2      | 2       |
| Conv2  | 16/32/64 | 4      | 2      | 2       |
| MaxPool2 | 8/16/32 | 4      | 2      | 2       |
| Conv3  | 32/64/128| 4      | 4      | 2       |
| MaxPool3 | 32/64/128 | 4  | 2      | 2       |
| FC1    | 256       | -      | -      | -       |
| FC2    | 128       | -      | -      | -       |
| FC3    | 1         | -      | -      | -       |

short duration is set to 210 (hours). Meanwhile, the lengths of the hourly and daily input time series for LSTMwDpH are set to 210 (hours) and 210 (days), respectively.

For the single use of 1D-CNN, three convolution layers, three max-pooling layers, and three fully-connected layers are utilized. The configurations of the layers are tabulated in Table 1. After passing through the three sets of the convolution and max-pooling layers, the given data are passed to the first fully-connected layer. Three numbers of the channels of the feature map of the first layer (NCHF) were tried in this study: 8, 16, and 32. Then, the number of the channels of the feature map (output) is doubled at each convolution layer. Meanwhile, an activation function is applied after each convolution layer. As the activation function, the Rectified Linear Unit (ReLU) is employed.

For LSTMwHour and LSTMwDpH, the number of the layers and the length of the hidden and cell states is set to one and 30, respectively. While LSTMwHour receives only the hourly input dataset for a long duration (5040 hours) as input, LSTMwDpH receives the daily input dataset for 210 days together with the hourly input dataset for a short duration (210 hours) as input.

Table 2 Configuration of the layers of 1D-CNN: The number of the channel of the feature map (NCH) or the number of the hidden nodes (NHN), the kernel size, the stride, and the padding width.

| Layer | NCH/NHN | Kernel | Stride | Padding |
|-------|---------|--------|--------|---------|
| Conv 1 | 8/16/32 | 6      | 3      | 3       |
| MaxPool1 | 8/16/32 | 4      | 2      | 2       |
| Conv2  | 16/32/64| 4      | 2      | 2       |
| MaxPool2 | 8/16/32 | 4      | 2      | 2       |
| Conv3  | 32/64/128| 4      | 4      | 2       |
| MaxPool3 | 32/64/128 | 4  | 2      | 2       |
| FC1    | 256     | -      | -      | -       |
| FC2    | 128     | -      | -      | -       |
| FC3    | 1       | -      | -      | -       |

The CNN component of CNNpLSTM utilizes max-pooling layers because preliminary runs showed better accuracy without a pooling layer. The three NCHFs (8, 16, 32) are also used for CNNpLSTM. After each convolution layer, ReLU is applied as the activation function. Without flattening and a fully-connected layer, the feature map from the last convolution layer is directly given to the LSTM together with the hourly input dataset for a short duration (210 hours). Here, the size of the feature map from the last convolution layer is 210, which is the same as the input data length of LSTMwDpH. The LSTM component of CNNsLSTM also has a single layer and 30 of the hidden state.

The CNN component of CNNpLSTM has three convolution layers, three max-pooling layers, and one fully-connected layer. As shown in Table 3, the configuration of the convolution and max-pooling layers for CNNpLSTM is set to the same as that for 1D-CNN. Contrarily to CNNsLSTM, CNNpLSTM utilizes max-pooling layers because preliminary runs improve the results with the use of max-pooling. For CNNpLSTM, the LSTM component also has a single layer and 30 of the hidden state. The hourly input dataset for a long duration (5040 hours) and for a short duration (210 hours) are given to the CNN and LSTM components, respectively.

For all the architectures, the given dataset was separated into the training (2007-2015), validation (2016-2017), and test datasets (2018-2019). The learnable parameters are trained with the training dataset by means of the back propagation method.
with an optimization algorithm. Mean square error is utilized as the loss function to calculate the gradient. The optimization algorithm was set to Adaptive moment estimation (Adam: Kingma and Ba, 2014). From the training dataset, subsets, which are called mini-batches or batches, are generated by randomly extracting samples without duplication. The batch size was set to 512. An update of the learnable parameters is conducted with a batch. The number of the training is counted by an epoch, which is a set of updates with the entire training dataset. The overfitting of the model is examined with the validation dataset. Meanwhile, an early stopping method is utilized to avoid unnecessary training iterations. At each epoch, the model is run with the validation dataset after the training to calculate the loss for the validation dataset. The overfitting can be determined by the continuous increase in the loss for the validation dataset during a specific number of epochs. The number was set to be 30 in this study. The early stopping method stops the training when the overfitting is detected. Then, the model with the learnable parameters that minimize the loss for the validation data are utilized as the trained model.

The training process contains some randomness. The batches are generated by random sampling. In addition, the initial states of the learnable parameters are generally set by random values. Because such randomness affects the training results, this study performs the calibration process 100 times. Among the 100 trained mode, the best-trained model with respect to the loss for the validation period is utilized for verification with the test dataset. A deep learning framework for Python, Pytorch (Paszke et al., 2019), was employed for the model implementation.

Finally, the model accuracy is evaluated by means of three statistical metrics: root mean square error (RMSE), correlation coefficient (R), and Nash–Sutcliffe efficiency (NSE). In addition, the model evaluation based on RMSE is also conducted for four ranges of river flow values, which were defined based on the hourly observed data: the low, middle, high, and peak flows. The low, middle and high flows indicate values below 25th percentile value, between 25th and 75th percentile values, and above 75th percentile value. Similarly, the peak river flow was defined as the flow above the 95th percentile value. The 25th, 75th, and 95th percentile values of flow are 257.8 m$^3$/s, 598.3 m$^3$/s, and 1293.4 m$^3$/s, respectively.

4. Results

The estimation accuracy by CNNsLSTM is compared to that by the four other architectures: 1D-CNN, LSTMwHour, CNNpLSTM, and LSTMwDpH. Figures 5-7 show correlation coefficient (R), NSE,
Figure 6. NSE values of deep learning modeling results by various approaches: 1D-CNN, CNNpLSTM, LSTMwHour, LSTMwDpH, and CNNsLSTM during the training, validation, and test periods. 1D-CNN, CNNpLSTM, and CNNsLSTM were run with different NCHF.

Figure 7. RMSE values of deep learning modeling results by various approaches: 1D-CNN, CNNpLSTM, LSTMwHour, LSTMwDpH, and CNNsLSTM during the training, validation, and test periods. 1D-CNN, CNNpLSTM, and CNNsLSTM were run with different NCHF.
and RMSE, respectively, obtained by each architecture for training, validation and test periods. Scatter plots between the observed river flow and the median values of the simulations are demonstrated in Figure 8 with corresponding R, NSE, and RMSE values. With respect to these statistic metrics, the new architectures, LSTMwDpH (Ishida et al., 2021) and CNNsLSTM (proposed this study), show better estimation accuracy compared to the other three conventional architectures, 1D-CNN, LSTMwHour, and CNNpLSTM. For instance, only LSTMwDpH and CNNsLSTM demonstrated the median correlation coefficient greater than 0.9, and the median NSE value greater than 0.8 for the test period in comparison to observed flows.

Meanwhile, the proposed approach in this study, CNNsLSTM, shows relatively higher model accuracy compared to the LSTMwDpH. All the metrics obtained by CNNsLSTM are improved for the entire data during each of the three periods compared to those by LSTMwDpH, especially for the test period. The median values of the correlation coefficient, NSE, and RMSE for the test period are 0.943-0.946, 0.865-0.873, and 172.2-177.7 m³/s, respectively, by CNNsLSTM with NCHF=8, 16, 32 while they are 0.920, 0.831, and 198.8 m³/s, respectively, by LSTMwDpH. The improvements in the median correlation coefficient and NSE values are 0.023-0.027 and 0.034-0.042, respectively. The median value of RMSE for the test period is also reduced by 10.6%-13.4%.

The single use of a well-known architecture, 1D-CNN, shows the worst estimation accuracy for all the three periods among the five architectures. For example, the median of the NSE values obtained by 1D-CNN is smaller than 0.5 for the validation and test periods. Above 0.5 of NSE is considered acceptable according to Moriasi et al. (2007). 1D-CNN is not sufficient to be used for hourly-scale rainfall runoff modeling at the study watershed. CNNpLSTM shows better metrics for all the periods compared to 1D-CNN. During the training period, the model accuracy of CNNpLSTM with higher NCHF is comparable or even higher than that of LSTMwHour, LSTMwDpH, and CNNsLSTM. The medians of correlation coefficient and NSE by CNNpLSTM ranges from 0.946 to 0.959 and from 0.880 to 0.902, respectively, for the training period. However, CNNpLSTM clearly shows worse metrics for the validation and test periods compared to these three architectures. The medians of correlation coefficient by CNNpLSTM ranges from 0.823 to 0.854 for the validation period, and from 0.812 to 0.820 for the test period for NCHF=8-32. The medians of NSE by CNNpLSTM ranges from 0.692 to 0.721 for the validation period, and from 0.639 to 0.656 for the test period for NCHF=8-32. The trained results by CNNpLSTM seem to be more overfitted to the training dataset compared to the other architectures, especially with more NCHF. Then, the single use of another well-known architecture with the traditional approach of hourly input, LSTMwHour, shows the middle estimation accuracy among the five architectures. For example, the medians of correlation coefficient and NSE are 0.879 and 0.745, respectively, for the test period.

The model accuracy is also compared among the five architectures for the low, middle, high, and peak flows for the test period with respect to RMSE. The median values of RMSE are tabulated in Table 4. Same as the comparison with the entire flow data, LSTMwDpH and CNNsLSTM clearly show better model accuracy for each range of river flow compared to the other three architectures. Contrarily, the differences in the model accuracy between LSTMwDpH and CNNsLSTM changed among the ranges of river flow. The differences are relatively

|                  | 1D-CNN (NCHF=8, 16, 32) | CNNpLSTM (NCHF=8, 16, 32) | LSTMwHour | LSTMwDpH | CNNsLSTM (NCHF=8, 16, 32) |
|------------------|------------------------|----------------------------|------------|-----------|--------------------------|
| Low flows        |                        |                            |            |           |                          |
|                  | 174.2                  | 179.3                      | 160.8      | 129.4     | 142.9                    | 138.8                    | 83.9                  | 63.5                  | 60.1                  | 60.3                  | 58.9                  |
| Middle flows     |                        |                            |            |           |                          |
|                  | 216.9                  | 219.6                      | 211.1      | 177.5     | 187.3                    | 184.6                    | 118.3                 | 100.0                 | 95.3                  | 93.9                  | 96.4                  |
| High flows       |                        |                            |            |           |                          |
|                  | 596.5                  | 589.5                      | 594.4      | 476.8     | 482.6                    | 474.0                    | 442.1                 | 354.1                 | 311.5                 | 302.0                 | 303.3                 |
| Peak flows       |                        |                            |            |           |                          |
|                  | 1037.0                 | 1029.1                     | 1039.4     | 790.3     | 798.1                    | 790.1                    | 717.1                 | 568.5                 | 478.3                 | 463.2                 | 468.1                 |

Table 4. Median values of RMSE (m³/s) of deep learning modeling results by various approaches during the test period: 1D-CNN (NCHF=8, 16, 32), CNNpLSTM (NCHF=8, 16, 32), LSTMwHour, LSTMwDpH, and CNNsLSTM (NCHF=8, 16, 32) for the low, middle, high, and peak flow data.
Figure 8. Scatter plots between the observed river flow and the median values of the simulations by various approaches (25th and 75th percentiles are shown by red color): 1D-CNN (NCHF=8, 16, 32), CNNpLSTM (NCHF=8, 16, 32), LSTMwHour, LSTMwDpH, and CNNsLSTM (NCHF=8, 16, 32).
small for the low flow and the middle flow: The medians of RMSE by CNNsLSTM with NCHF=8-32 are 60.1 m³/s, 60.3 m³/s, and 58.9 m³/s, respectively, for the low flow (< 25th %tile) while the median by LSTMwDpH is 63.5 m³/s. The medians by CNNsLSTM with NCHF=8-32 are 95.3 m³/s, 93.9 m³/s, and 96.4 m³/s, respectively for the middle flow (between 25th and 75th %tiles) while the median by LSTMwDpH is 100.0 m³/s. CNNsLSTM improved RMSE by only 5.0%-7.2% for the low flow, and 3.6%-6.0% for the middle flow.

Contrarily, relatively high improvements are found in RMSE for the high and peak flows. CNNsLSTM improved the model accuracy by more than 12% with respect to the median of RMSE compared to LSTMwDpH. For instance, the medians of RMSE by CNNsLSTM with NCHF=8-32 are 311.5 m³/s, 302.0 m³/s, and 303.3 m³/s, respectively for the high flow (≥ 75th %tile) while the median by LSTMwDpH is 354.1 m³/s. CNNsLSTM improved the median of RMSE by only 12.0%-14.7% for the high flow. In addition, higher improvements are found for the peak flow (≥ 95th %tile): The medians of RMSE by CNNsLSTM with NCHF=8-32 are 478.3 m³/s, 463.2 m³/s, and 468.1 m³/s, respectively, while the median by LSTMwDpH is 568.5 m³/s. CNNsLSTM improved the median of RMSE by 15.9%-18.5% for the peak flow.

5. Discussion

The proposed architecture, CNNsLSTM, showed clear improvements on the estimation accuracy of river flow compared to the single use of the well-known architectures, 1D-CNN and LSTMwHour, and the parallel architecture of CNN and LSTM, (CNNpLSTM). The clear improvements were found not only in the entire dataset, but also in different ranges of flow (classified as low, medium, high, and peak flows). CNNsLSTM also improved the estimation accuracy of river flow compared to the previously proposed architecture LSTMwDpH by Ishida et al. (2021). The improvements are relatively small for the low flow (< 25th %tile) and the middle flow (between 25th and 75th %tiles). However, the estimation of the high flow (≥ 75th %tile) and the peak flow (≥ 95th %tile) was clearly improved by CNNsLSTM. The median of RMSE for the test period was reduced by 12.0%-14.7% for the high flow, and by 15.9%-18.5% for the peak flow. Thus, CNNsLSTM would be valuable for flood management or hydraulic structure design, which require accurate high flow information.

In this study, IDL of LSTM was set to the same for CNNsLSTM and LSTMwDpH, which is 210. Both of them received 210 hours of hourly dataset as input. Then, LSTMwDpH received 210 days of daily data as input in addition to the hourly data. Contrarily, 5040 hours (210 days) of hourly data were given to the CNN component of CNNsLSTM. After the convolution operations with the activation function in the CNN component, the feature map with the length of 210 was obtained. Then the feature map was given to the LSTM component together with 210 hours of the data. This difference in input architecture resulted in major improvements on the estimation accuracy of the high and the peak flows by CNNsLSTM. Figure 9 shows the correlation between river flow and precipitation data at different times. Precipitation data within 10 hours mostly affected the flow in the study watershed. Although the hourly input data for a short duration are directly given to the LSTM component, above results indicate that the CNN component of CNNsLSTM also worked in learning the short-duration dependencies between the precipitation and flow data.

This study focused on hourly-scale rainfall-runoff modeling at a snow-dominated watershed, which requires the consideration of the long-duration dependencies between the meteorological input and the targeted river flow data. However, the proposed architecture CNNsLSTM may be useful for flood forecasting. Because CNNsLSTM shows better estimation accuracy especially for high and peak flows, it may be a better fit for flood forecasting studies, compared to the other four architectures.

The hourly data for a long duration were given to the CNN component as input in this study. Meanwhile, the hourly data for a short duration were given to the LSTM together with the feature map out from the CNN. The variables of the data for a long duration to the CNN component are the same as those for a short duration to the LSTM component. However, CNNsLSTM accepts different variables to be given to the CNN and LSTM components, respectively. For example, flood forecasting with LSTM sometimes utilizes river flow data together with precipitation data as input (e.g. Kao et al., 2020; Song et al., 2019; Xiang et al., 2020). When flow data are more frequently missing than precipitation data, it will be difficult to use flow data for a long duration as input to deep learning. In general, it may be more difficult to obtain a complete dataset for river flow...
data than meteorological data because nowadays gridded precipitation datasets are available, including atmospheric reanalysis datasets, and there are fewer missing parts in such datasets. In such a case, only the precipitation data can be utilized as input to the CNN component, and the precipitation data and flow data can be given together to the LSTM component for CNNsLSTM.

It is known that deep learning basically has an issue on extrapolation (Reichstein et al., 2019). In other words, it has difficulty to reliably estimate values that are above or below the training data. The final goal of this study is to develop a rainfall-runoff model to reliably estimate river flow at the hourly scale. The proposed architecture modeled river flow, especially for high and peak flows, with better accuracy. We believe that it can improve the reliability of rainfall-runoff modeling.

6. Conclusions

This study proposed an architecture consisting of a serial coupling of 1D-CNN and LSTM, which is called CNNsLSTM, for hourly-scale rainfall-runoff modeling at a snow-dominated watershed where there may be long-duration dependencies between meteorological and river flow datasets. In CNNsLSTM, the CNN component receives the hourly meteorological data for a long duration and the LSTM component receives the extracted features from 1D-CNN and the hourly meteorological data for a short-duration. As a case study, CNNsLSTM was implemented for hourly rainfall-runoff modeling at IRW. The meteorological data such as precipitation, air temperature, evapotranspiration, and long- and short-wave radiation were utilized as input. The flow data at an observation station near the river mouth were used as the target data. For evaluation of the estimation accuracy, CNNsLSTM was compared with three conventional architectures (1D-CNN, LSTMwHour, and CNNpLSTM) and the previously proposed architecture (LSTMwDpH) by Ishida et al. (2021). CNNsLSTM showed the clear improvements on the estimation accuracy compared to the three conventional architectures. In addition, the proposed model also improved the estimation accuracy of river flow compared to LSTMwDpH. Although the improvements were relatively small for the low flow (< 25th %tile) and the middle flow (between 25th and 75th %tiles), the estimation of the high flow (≧ 75th %tile) and the peak flow (≧ 95th %tile) was clearly improved. The median of RMSE for the test period was reduced by 12.0%-14.7% for the high flow, and by 15.9%-18.5% for the peak flow. The results indicate that the proposed architecture CNNsLSTM would be valuable for flood management and hydraulic structure design purposes mainly under climate change, which require accurate
high river flow information river flow to be estimated from meteorological datasets.
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