ABSTRACT

Music arrangement generation is a subtask of automatic music generation, which involves reconstructing and re-conceptualizing a piece with new compositional techniques. Such a generation process inevitably requires reference from the original melody, chord progression, or other structural information. Despite some promising models for arrangement, they lack more refined data to achieve better evaluations and more practical results. In this paper, we propose POP909, a dataset which contains multiple versions of the piano arrangements of 909 popular songs created by professional musicians. The main body of the dataset contains the vocal melody, the lead instrument melody, and the piano accompaniment for each song in MIDI format, which are aligned to the original audio files. Furthermore, we provide the annotations of tempo, beat, key, and chords, where the tempo curves are hand-labeled and others are done by MIR algorithms. Finally, we conduct several baseline experiments with this dataset using standard deep music generation algorithms.

1 Introduction

Music arrangement, the process of reconstructing and re-conceptualizing a piece, can refer to various conditional music generation tasks, which includes accompaniment generation conditioned on a lead sheet (the lead melody with a chord progression) [1–4], transcription and re-orchestration conditioned on the original audio [5–7], and reduction of a full score so that the piece can be performed by a single (or fewer) instrument(s) [8,9]. As shown in Figure 1, arrangement acts as a bridge, which connects lead sheet, audio and full score. In particular, piano arrangement is one of the most favored form of music arrangement due to its rich musical expression. With the emergence of player pianos [10] and expressive performance techniques [11,12], we expect the study of piano arrangement to be more meaningful in the future, towards the full automation of piano composition and performance.

In the computer music community, despite several promising generative models for arrangement, the lack of suitable datasets becomes one of the main bottlenecks of this research area (as pointed by [19,20]). A desired arrangement dataset should have three features. First, the arrangement should be a style-consistent re-orchestration, instead of an arbitrary selection of tracks from the original orchestration. Second, the arrangement should be paired with an original form of music (audio, lead sheet, or full score) with precise time alignment, which serves as a supervision for the learning algorithms. Third, the dataset should provide external labels (e.g., chords, downbeat labels), which are commonly used to improve the controllability of the generation process [21]. Until now, we have not seen such a qualified dataset. Although most existing
high-quality datasets (e.g., [13, 15]) contain at least one form of audio, lead melody or full score data, they have less focus on arrangement, lacking accurate alignment and labels.

To this end, we propose POP909 dataset. It contains 909 popular songs, each with multiple versions of piano arrangements created by professional musicians. The arrangements are in MIDI format, aligned to the lead melody (also in MIDI format) and the original audios. Furthermore, each song is provided with manually labeled tempo curves and machine-extracted beat, key and chord labels using music information retrieval algorithms. We hope our dataset can help with future research in automated music arrangement, especially task 1 and 2 indicated in Figure 1.

**Task 1:** Piano accompaniment generation conditioned on paired melody and auxiliary annotation. This task involves learning the intrinsic relations between melody and accompaniment, including the selection of accompaniment figure, the creation of counterparts and secondary melody, etc.

**Task 2:** Re-orchestration from audio, i.e., the generation of piano accompaniment based on the audio of a full orchestra.

Besides those main tasks, our dataset can also be used for unconditional symbolic music generation, expressive performance rendering, etc.

### 2 Related Work

In this section, we begin with a discussion of different modalities of music data in Section 2.1. We then review some existing composition-related datasets in Section 2.2 and summarize the requirements of a qualified arrangement dataset in Section 2.3. Again, our focus is piano arrangement and this dataset is designed for task 1 and 2 indicated in Figure 1, i.e., piano accompaniment generation based on the lead melody or the original audio.

#### 2.1 Modalities of Music Generation

As discussed in [22], music data is intrinsically multimodal and most generative models focus on one modality. In specific, music generation can refer to: 1) score generation [23–26], which deals with the very abstract symbolic representation, 2) performance rendering [4, 19, 20], which regards music as a sequence of controls and usually involves timing and dynamics nuances, and 3) audio synthesis [27, 28], which considers music as a waveform or spectrogram. The POP909 dataset is targeted for arrangement generation in the modality of score and performance.

#### 2.2 Existing Datasets

Table 1 summarizes the existing music datasets which are the potential resources for the piano arrangement generation tasks. The first column shows the dataset name, and the other columns show some important properties of each dataset.

| Dataset               | Size  | Paired Property | Annotation | Modality          |
|-----------------------|-------|-----------------|------------|-------------------|
| Lakh MIDI [13]        | 350+  | ✓               | ✓          | ✓                 |
| JSB Chorales [14]     |       | ✓               | ✓          | ✓                 |
| Maestro [15]          | 1k    | ✓               | ✓          | ✓                 |
| CrestMuse [16]        | 100   | ✓               | ✓          | ✓                 |
| RWC-POP [17]          | 100   | ✓               | ✓          | ✓                 |
| Nottingham [18]       | 1k    | ✓               | ✓          | ✓                 |
| POP909                | 1k    | ✓               | ✓          | ✓                 |

### Table 1: A summary of existing datasets.

#### 2.3 Requirements of Datasets for Piano Arrangement

We list the requirements of a music dataset suitable for the study of piano arrangement. The design objective of POP909 is to create a reliable, rich dataset that satisfies the following requirements.

- **A style-consistent piano track:** The piano track can either be an re-orchestration of the original audio or an accompaniment of the lead melody.
- **Lead melody or audio**: the necessary information for the arrangement task \(^1\) and \(^2\), respectively.
- **Sufficient annotations** including key, beat, and chord labels. The annotations not only provide structured information for more controllable music generation, but also offer a flexible conversion between score and expressive performance.
- **Time alignment** among the piano accompaniment tracks, the lead melody or audio, and the annotations.
- **A considerable size**: while traditional machine learning models can be trained on a relatively small dataset, deep learning models usually require a larger sample size (expected 50 hours in total duration).

### 3 Dataset Description

POP909 consists of piano arrangements of 909 popular songs. The arrangements are time-aligned to the corresponding audios and maintain the original style and texture. Extra annotation includes beat, chord, and key information.

#### 3.1 Data Collection Process

We hire professional musicians to create piano arrangements. In order to maintain a high-quality standard of the arrangements, we divide the musicians into two teams: the *arranger team* and the *reviewer team*. The collection is finalized through an iterative procedure between two teams. For each song, each iteration goes through three steps:

1. **Arrangement**: the arranger team creates an arrangement from scratch, or revise the previous version of arrangement.
2. **Review**: the reviewer team decides whether the current version is qualified and comments on how to improve the arrangement in case further revisions are required.
3. **Discussion**: musicians from both teams catch up with the progress, discuss and improve details of arrangement standards.

We start the process from a list of 1000 popular songs and finally select 909 songs with high arrangement quality. We not only present the last revision (i.e., the qualified version) of each song but also provide the unqualified versions of each song created during the iterative process. This multi-version feature may potentially offer a broader application scenario of the dataset.

#### 3.2 Data Content and Format

In POP909, the total duration of 909 arrangements is about 60 hours. The songs are composed by 462 artists. The release of all songs spans around 60 years (from the earliest in 1950s to the latest around 2010).

Each piano arrangement is stored in MIDI format with three tracks. Figure 2 shows an example of a three-track MIDI file, in which different tracks are labeled with different colors. The three tracks are:

- **MELODY**: the lead (vocal) melody transcription.
- **BRIDGE**: the arrangement of secondary melodies or lead instruments.
- **PIANO**: the arrangement of main body of the accompaniment, including broken chords, arpeggios, and many other textures.

Here, the combination of BRIDGE and PIANO track forms the piano accompaniment arrangement of the original song. Each MIDI file is aligned with the original audio by manually labeled tempo curve. Moreover, each note event contains expressive dynamics (i.e., detailed velocity control) based on the original audio.

Beat, chord, and key annotations are provided in five separate text files for each song. Annotations for beat and chord have both MIDI and audio versions while key changes annotations are merely extracted from audios. The relevant music information retrieval algorithms are discussed in Section 4.

#### 3.3 Data Folder Structure

Figure 3 demonstrates the folder structure of POP909. In the root directory, there are 909 folders, corresponding to 909 songs. In each folder, we provide the MIDI format arrangement, text format annotations, and a folder of all arrangement versions produced during the iterative processes.

The annotation files contain beat, chord and key annotations in plain text format. Table 2 shows the partial annotations of the song 003 in table format for better illustration purposes. For the beat annotation, beat_audio and beat_midi are the annotation files extracted from audio and MIDI, respectively. The source of chord and key annotations are indicated in a similar way.

\(^2\) For annotations from MIDI files, the qualified (final) version of arrangements is used.
Finally, we provide an index file in the root directory containing the song name, artist name, number of modified times and other useful metadata of the dataset.

## 4 Annotation Methods

In this section, we discuss how we annotate the beat, chord and key information. For each of the three tasks, different algorithms are applied to extract information from MIDI or audio.

### 4.1 Beat & Downbeat Estimation

We first extract beat information from MIDI files by taking advantage of two features of the MIDI performance: (1) human-annotated tempo curves, and (2) the accompaniment figure of arrangements which shows a significant sign of beat and downbeat attacks.

Our method can be seen as a modification of the beat-tracking algorithms used in [30][31]. First, we estimate the initial beat position and use the tempo curve to deduce subsequent beat positions. Second, we estimate the number of beats in a measure by calculating the auto-correlation of the extracted beat features (MIDI onset and velocity), assuming time signature is in general consistent within one song except for some infrequent phase changes. Finally, we search among all the possible phase shifts and find the optimal beat track that has the highest correlation with the extracted features.

We also provide the beat and downbeat annotations extracted from the audio using the algorithm introduced in [32] and compare them with the annotations extracted from MIDI.

For beat position estimation, the two algorithms have more than 90% consistency when the maximum error tolerance is 100 ms, which is acceptable in the data collection process. For downbeat estimation, the two algorithms have 80% agreement. We provide both extraction results in our annotation files.

### 4.2 Chord Label Extraction

We also provide the chord labels extracted from both MIDI and audio files. For the audio chord recognition, we adopt a large-vocabulary chord transcription algorithm by [33]. As chord changes in popular music are most likely to happen at beat positions, we post-process the chord boundaries by aligning them to beats to produce the final chord labels.

| file   | start | end   | chord  |
|--------|-------|-------|--------|
| beat_mid | 1.0   | 0.0   | N      |
|        | 1.49  | 1.0   | N      |
|        | 2.22  | 0.0   | 0.0    |
|        | 2.95  | 1.0   | 0.0    |
|        | 3.68  | 0.0   | 0.0    |

Table 2: The first several lines of the annotation files for song 003. “downbeat_1” and “downbeat_2” in beat_midi are the two downbeat extractors under simple meter and compound meter assumptions, respectively.
For MIDI chord recognition, we adopt a method similar to the one proposed in [34]. We made two minor changes based on the original algorithm. First, the chord segmentation is performed on the beat level. Second, we alter the chord templates to include more chord qualities used by pop songs: (1) triads (maj, min, dim, aug) with inversions, (2) basic sevenths (maj7, min7, 7, dim7, hdim7) with inversions, (3) suspended chords (sus2, sus4, sus4(b7)), and (4) sixth chords (maj6, min6).

Note that the arrangement and its original audio may have different chord progressions. For example, a C:maj chord may be arranged into C:sus2, if necessary. Therefore, both annotations are reasonable and they are not necessarily consistent with each other. To compare the extraction accuracy, we compute the matching rate of the root notes of the chords extracted from both methods. Results show that the matching degree of more than 800 songs in POP909 are above 75%. On the other hand, there are still a few songs whose matching degrees are below 40%. The main reasons are: (1) some of these audio recordings are slightly out of tune, and (2) some parts of the audio have complicated sound effects, in which case our teams decide to re-arrange the chord progression.

### 4.3 Key Signature Extraction

We also provide key signature annotation from the audio files. We adopt an algorithm very similar to [35]. The original algorithm performs the key classification for a whole song based on the averaged frame-wise feature. In our modified algorithm, we also allow key changes in the middle of the song using a median filter to post-process the frame-level labels.

### 5 Experiments

In this section, we conduct two baseline experiments on music (score-modality) generation with the POP909 dataset: 1) polyphonic music generation (without melody condition), and 2) piano arrangement generation conditioned on melody. For both tasks, we use the Transformer architecture [36] for its advantages in capturing long-term dependencies on time-series data.

#### 5.1 Polyphonic Music Generation

We use a transformer encoder with relative positional encoding [19,37] to model the distribution of polyphonic music. We adopt a MIDI-like event-based representation slightly modified from [19,38] to encode the polyphonic music. Each piece of music is represented as a series of events, including note onsets, offsets, velocity changes, and time shifts. We further quantize time shifts tokens under the resolution of $\frac{1}{4}$ beat. In total, we use 16 time-shift events, ranging from $\frac{1}{4}$ beat to 4 beats. Longer notes or rests can be represented by multiple time-shift tokens in a sequence. Table 3 shows the details of our data representation.

We split the dataset into 3 subsets: 90% for training, 5% for validation, and 5% for testing. We set the maximum sequence length $L = 2048$, transformer hidden size $H = 512$, the number of attention heads $h = 6$, and the number of attention layers $N = 6$. Cross Entropy loss is used as the loss function and early stopping is applied.

We use Adam optimizer [39] with hyperparameters $\beta_1 = 0.9, \beta_2 = 0.908$. We further adopt the warm-up schedule to control the learning rate. Formally, at the $i$-th warm-up step, the learning rate

$$l_r = \frac{1}{\sqrt{H}} \times \min\left(\frac{1}{\sqrt{i}}, \frac{i}{S \sqrt{S}}\right),$$

where $S = 4000$ is a hyperparameter controlling the number of warm-up steps. The training result is presented in Table 4.

#### 5.2 Piano Arrangement Generation

In the second experiment, we design an automatic piano arrangement task: piano accompaniment generation conditioned on the melody. In the data processing step, we first merge the MELODY track and the BRIDGE track into the main melody and regard PIANO track as the piano accompaniment.

We use the same (trained) model in Section 5.1 to model the joint distribution of the main melody and piano accompaniment. During the inference, we force the generated melody to match the given melody condition, generating the most likely accompaniment conditioned on the melody. (A similar conditional generation method has been used in [20]).

### 5.3 Experiment Results

Figure 4 shows several examples generated by the trained model. In each subfigure, the top piano roll shows the polyphonic music generation (introduced in Section 5.1) result and the bottom piano roll shows the piano arrangement generation (introduced in Section 5.2) result conditioned on the main melody (the blue track). In both cases, the first 500 MIDI-event tokens are given as the context; the red

| Event Type   | Tokenization                                      |
|--------------|---------------------------------------------------|
| Note-On      | 0-127 (MELODY & BRIDGE track)                     |
| Note-Off     | 128-255 (MELODY & BRIDGE)                         |
| Time-Shift   | 512-527                                           |
| Velocity     | 528-560                                           |

Table 3: The tokenization of the modified MIDI-like event sequence representation.

|                        | Train Loss | Train Acc. | Test Loss | Test Acc.   |
|------------------------|------------|------------|-----------|-------------|
| GPT-2-based transformer | 2.08978    | 0.62021    | 2.38122   | 0.54529     |

Table 4: The report of training and test loss and prediction accuracy of MIDI event tokens.
Figure 4: Generation examples with POP909 dataset. Unconditioned polyphonic music generation and piano arrangement generation (blue for the melody, orange for the accompaniment) of the two selected examples are displayed.

We see that the generated pieces capture basic harmonic relationships between the melody and accompaniment and contain consistent rhythmic patterns. Although the quality is still far from the music generated by state-of-the-art algorithms [19, 40], they serve as a baseline to illustrate our dataset usage. We believe that the model can produce better and more structured results with the development of deep generative models.

6 Conclusion

In conclusion, we contributed POP909, a tailored dataset for music arrangement. It contains multiple versions of professional piano arrangements in MIDI format of 909 popular songs, together with precise tempo curve aligned to the original audio recordings. We also provide annotations of tempo, beat, downbeat, key, and chord labels. To guarantee a high data quality, the dataset was collected via the collaboration of two groups of professional musicians, arrangers and reviewers, in an interactive process. Apart from the arrangement problem, the POP909 dataset serves as a high-quality resource for structural music generation and cross-modal music generation.
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