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ABSTRACT
Value-added models (VAMs) of student test scores are used within education because they are supposed to measure school and teacher effectiveness well. Much research has compared VAM estimates for different models, with different measures (e.g., observation ratings), and in experimental designs. VAMs are considered here from the perspective of graphical models and situations are identified that are problematic for VAMs. If the previous test scores are influenced by variables that also influence the true effectiveness of the school/teacher and there are variables that influence both the previous and current test scores, then the estimates of effectiveness can be poor. Those using VAMs should consider the models that may give rise to their data and evaluate their methods for these models before using the results for high-stakes decisions.

1. Introduction

Estimating causal effects is important within education. This includes, in many countries, using students’ test scores to estimate the relative causal effects of schools and teachers. A statistical model often used to make these estimates is called the value-added model (VAM) by education researchers in the U.S. This name is perhaps unfortunate because it presumes that the procedure accurately measures the causal impact of schools and teachers whenever the model is applied. The primary goal of this article is to identify if there are situations where this name may not be appropriate.

Using test scores to evaluate schools and teachers is one of the most important and hotly debated policy issues in education because the results from VAMs influence high-stakes decisions. There has been much research comparing VAM estimates from (often slightly) different statistical models, comparing VAM estimates with other measures like observational ratings, and comparing VAM estimates within studies that use random assignment (reviews include: Raudenbush and Willms 1995; Goldstein and Spiegelhalter 1996; Raudenbush 2004; Braun 2005; Baker et al. 2010; Wainer 2011; Foley and Goldstein 2012; McCaffrey 2012; Castellano and Ho 2013; Haertel 2013; Amrein-Beardsley 2014; Goldhaber et al. 2014; Goldstein 2014; Koedel et al. 2015).

The example used throughout this article will be for assessing schools because of the importance placed on measuring school effectiveness due in part to No Child Left Behind and subsequent legislation in the U.S. (e.g., Every Student Succeeds Act), and initiatives in other countries (e.g., House of Commons: Children, Schools and Families Committee 2007–2008; Manzi et al. 2014). This is often discussed with the labels “league tables” and “school effectiveness,” especially outside of the U.S. These methods are also used to assess relative causal effects in other areas including crime and health (Foley and Goldstein 2012).

There has been interest in assessing value-added within education for several decades (Hanushek 1971). Early examples of VAMs include Nuttall et al. (1989) for comparing schools and Sanders and Horn (1994) for comparing teachers. However, since their inception even some of those integral to the development of VAMs have cautioned policy makers not to place too much trust in the procedure: a VAM is “most certainly not a magic wand that will allow us automatically to make definitive pronouncements about differences between individual schools” (Goldstein 1991, p. 91).

The purpose of this article is to examine causal models that might give rise to educational test data and to ask if the causal effect of interest, the direct effect from school effectiveness to students’ test scores, can be accurately measured from a statistical model that is commonly used. As stated, this is a large research area, with many excellent reviews and therefore details will not be repeated. Most of the research has reported the associations between the estimated value-added scores using different models of the test data and using different types of data (e.g., student surveys). Much of the discussion is about whether these associations are large enough to support the measures being used in high-stakes decisions. Here, the focus is on whether the VAM estimates of school effectiveness are similar to the true school effectiveness, not to other estimates that may have similar biases to the VAM estimates to which they are compared. Simulation methods are used to allow access to true school effectiveness values for the model assumed and therefore allow assessment of the validity of the statistical model.

2. Statistical Models

Several different statistical models can be used for modeling school effectiveness, and different notations are used. These vary
by discipline (e.g., in statistics, education, economics). The terminology used here follows Goldstein (2011), which described one of the main approaches, using multilevel (also called mixed and hierarchical) models, for predicting student outcomes. It allows a random effect for schools. Other approaches, like treating the school estimates as fixed effects, are popular among economists (Koedel et al. 2015). These approaches usually yield similar estimates (Deming 2014), providing the schools are of similar size. A related model is the student growth model (SGM; Betebenner 2007; Lockwood and Castellano 2015). It uses quantile regressions to compare students with similar prior scores. The effects studied here for multilevel models are relatively analogous to student growth models, but are not studied directly here.

An important development in the 1980s for VAMs was the increased use of multilevel modeling within education (e.g., Aitken et al. 1981; Aitkin and Longford 1986). This approach allows the variability among schools to be estimated in an efficient manner. The question here is whether estimates related to this variability are accurate enough estimates of the true value-added effects to be used in high-stakes decision making and for research purposes. To illustrate the use of a VAM with educational data and to introduce some terminology, suppose that pre and post are scores for students nested within schools, the first occurring prior to when the student arrives at the school and the second when the student leaves the school. The following linear model predicts post scores from pre scores:

$$post_{ij} = \beta_0 + \beta_1 pre_{ij} + u_j + e_{ij},$$

where $i$ indexes students and $j$ indexes schools. The $e_{ij}$ are the student residuals within the school. Further, additional predictors are commonly included on the right-hand side of (1). The term $u_j$ is critical for these models. Estimates of $u_j$ are used to estimate the conditional means (for linear models these are equivalent to the more general term conditional modes). These conditional means are used to estimate how much above or below the average school the $j$th school’s intercept appears to be conditional on the other variables included in the model (Goldstein 2011). The critical assumption for many decisions based on VAMs is interpreting these conditional means (often called student effectiveness). These are the estimated value-added scores.

It is standard practice to assume that both $e_{ij}$ and $u_j$ are normally distributed. There are other assumptions in the regression model shown in (1). Of particular relevance to this article, the statistical model assumes $pre_{ij}$ is independent of $u_j$. However, in the typical value-added situation, $pre_{ij}$ is associated with $u_j$ (Spencer 2008). A goal of this article is to show when this may be problematic.

The VAM in (1) uses only the previous test scores as a predictor (or covariate). A VAM with two additional contextual variables, school economic status (SES) and IQ, is

$$post_{ij} = \beta_0 + \beta_1 pre_{ij} + \beta_2 SES_j + \beta_3 IQ_{ij} + u_j + e_{ij}. \tag{2}$$

The choice of which variables to include will depend on the purpose for conducting the VAM (Raudenbush and Willms 1995). For example, if the goal were to evaluate schools then the analyst might want to condition on environmental factors and financial resources outside of the schools’ control. However, if the goal were to help parents to decide which schools would be best for their children, the analyst might not condition on these variables (though see Leckie 2009; Leckie and Goldstein 2009, for additional problems using VAMs for this purpose). The choice of whether to include these variables changes the meaning of $u_j$ and therefore the meaning of the estimated value-added scores. In this article only the model in (1) is used, but the same arguments apply to the more complex statistical models.

It is worth noting that in special circumstances, other methods can be used. For example, situations in which students and teachers move between schools can be treated as a quasi-experiment. However, those students and teachers who move are not representative of all students and teachers. In other situations, there are lotteries for entering schools (e.g., Allen et al. 2013; Kane et al. 2013). Deming (2014) used a lottery situation to test the validity of different VAMs. Although he could not “reject the hypothesis the school effects are unbiased” (p. 406), meaning that the conditional means may be good estimates in this situation, he urged caution because the sample was small and limited to a single district (p. 409). Deming’s results are encouraging, but because lotteries are not common and tend to occur in atypical situations they cannot be used in general to estimate value-added scores (Allen et al. 2013, see also footnote 4).

3. Graphical Models

Although the popularity of graphical methods is increasing in educational assessment (e.g., Almond et al. 2015), the terminology of graphical models is still uncommon in most of the education literature, so deserves some introduction. A graph is a set of nodes connected by edges. These edges can be either directed or undirected. The direction is denoted by having an arrowhead on one end. A path is a series of nodes connected by edges with the restriction that none of the intermediate nodes are included more than once.

Drawing graphs can help to determine if effects can be accurately measured (for reviews, see Pearl 2009; Højsgaard et al. 2012; Elwert 2013; Pearl et al. 2016). Figure 1 shows a causal model that includes the pre and post test scores, the true school value-added VA, and two un-measured variables called um1 and um2. The squares denote observed variables; the circles denote un-measured variables. Each node can be a variable or set of variables. For example, pre could represent several previous test scores, which would increase the reliability of the estimates for this node. Here the edges represent causal influences from one node to another in the direction of the arrow.1

Figure 1 shows a simple model for how the pre and the post test scores might arise. The true value-added, VA, is not

---

1 Not everyone finds drawing graphs helpful. Imbens and Rubin (2015) stated: “Pearl’s work is interesting, and many researchers find his arguments that path diagrams are a natural and convenient way to express assumptions about causal structures appealing. In our own work … we have not found this approach to aid drawing of causal inferences” (p. 22).

2 The pre scores themselves will not have a large (if any) influence on the post score. These scores are measures of knowledge at these points in time and it is this knowledge that will influence future knowledge. This graph could be expanded and have these nodes stand for knowledge at these points in time and have arrows from them pointed toward the measurements. The same general findings hold when the simulation is conducted in this way. The curves in Figure 2 (reported later in this article) shift toward $r = 0$ as the reliability of the scores decreases.
measured. The purpose of VAMs is to provide good estimates of these values. The primary purpose is not, for example, to try to predict post as accurately as possible. Let um1 be un-measured school-level variables that influence how the school performs. These may include school socio-economic status and neighborhood characteristics. It is assumed that they influence the school value-added and also previous test scores. Let um2 represents un-measured student-level variables, which may include a student’s effort and intelligence, as well as the home environment. It is assumed um2 influences both pre and post scores.

While there will likely be school and student level variables that are measured (i.e., additional squares could be added to the graph), there will always be influences that are not measured. As is true with all models, this is a simplification. For example, um1 and um2 may be related and this could be shown by another variable influencing both of these. More arrows could also be included. The question is whether the statistical model can accurately measure value-added with data created according to this relatively simple data model.

4. Causal Inference and Backdoor Paths

While graphical models can be used for several purposes, when applied to scientific data it is common practice to think of the nodes as variables and to think of directed edges as showing one variable influencing the other. For example, the path associated with the direct value-added effect is VA → post and this implies that what the school does affects post scores. This direct effect cannot be measured in isolation with most education data. The association between VA and post will be influenced by the direct causal path VA → post, but it can be affected by other so-called backdoor paths between VA and post (Pearl 2009, chap. 3). In Figure 1, there are two backdoor paths between VA and post: (a) VA ← um1 → pre → post and (b) VA ← um1 → pre ← um2 → post.

Much of the VAM literature pertains to path (a), but there is less discussion about path (b). The remainder of this section contrasts these two paths and how conditioning on pre affects them differently.

A path between two variables can either be unblocked or be blocked. If a path is unblocked it means that information can flow through the path. A useful metaphor is of water flowing within a river. If a dam is placed in the river, the path for the water is blocked. If a backdoor path between two variables is unblocked then this can confound the measurement of the direct effect between the variables because information can flow through the backdoor path. If two variables have both a direct path and an unblocked backdoor path, then the correlation between them will be influenced by both of these paths (Simon 1954).

To decide whether a path is blocked or unblocked, it is necessary to distinguish the three types of paths that can connect three variables: X, Y, and Z (which may be single variables or sets of variables). The three types of path are: chains (X → Y → Z), forks (X ← Y → Z), and colliders (X → Y ← Z). Pearl (2009, pp. 16–17) described two rules to test if a path from X to Z is blocked by conditioning on Y.

Rule #1. “The path must contain a chain or fork in which the middle variable is Y.”

Chains and forks are often discussed in the social science literature in relation to the phrases mediation and spurious correlation, respectively. An example of an unblocked chain is that turning on an oven causes the heat of the oven to rise up, and this causes food to cook. However, if you stop the oven from getting hot (e.g., leaving the oven door open), then turning on the oven will not cook the food. The causal path between turning the oven on and cooking the food is blocked by controlling the mediator, the heat of the oven. An example of a fork is the positive correlation between ice cream consumption and murder (Harper 2013). This is a spurious correlation because warm weather causes both of these to increase. If you condition on the weather, the path becomes blocked, and the spurious correlation disappears.

Rule #2. “The path contains a collider in which the middle variable (or any variable influenced by it) is NOT Y.”

There is less discussion about colliders within the social sciences. Using the river metaphor, imagine two tributaries arriving from different directions at a deep well. The deep well is the collider. The water from each would not reach the other; the water from each would not reach the other; the path is blocked. If the well is filled with cement, water would flow between the tributaries and the path would be unblocked. Pearl et al. (2016) gave the example of a university that gives only two types of scholarships: for exceptional musical talent and for exceptional scholastic achievement. The path between musical talent and scholastic achievement has the collider, getting a scholarship, in the middle. The path from musical talent to scholastic achievement begins blocked. Suppose that in university population these two skills are unrelated. Learning that a student does not have exceptional musical talent provides no information about whether the student has exceptional scholastic achievement or not. However, once finding out the student has a scholarship, so conditioning on the collider (receiving a scholarship), it is immediately known that the scholarship student without musical talent must have exceptional scholastic achievement.
If either Rule #1 or Rule #2 is satisfied, then the path is blocked. In the graphing literature this is called d-separation. The first backdoor path, $VA \leftarrow um1 \rightarrow pre \rightarrow post$, can be blocked by conditioning on pre because pre is in the middle of a chain (Rule #1). If um1 had been measured, then it also could be used to block this path because it is in the middle of a fork (Rule #1). Most people using VAMs will be aware that conditioning on pre blocks this path. This is often given as one of the reasons for conditioning on pre as opposed to not conditioning on it (what are sometimes called status models).

The second backdoor path has a collider (pre). If a collider and all variables influenced by it (its descendants in causal modeling terminology) are not conditioned on then the path is blocked (Rule #2); information cannot flow along this path from VA to post. But if pre is (or any of its descendants are) conditioned on, then the path becomes unblocked because pre is a collider. This situation is addressed here. According to Pearl’s rules, conditioning on pre can create problems for measuring school value-added scores because it unblocks the backdoor path $VA \leftarrow um1 \rightarrow pre \leftarrow um2 \rightarrow post$. The estimated value-added scores (i.e., the conditional means) are based on both the direct path $VA \rightarrow post$ and the unblocked backdoor path $VA \leftarrow um1 \rightarrow pre \leftarrow um2 \rightarrow post$.

### 5. Simulation

This section describes the simulation conducted to evaluate which situations are particularly problematic when the backdoor path VA $\leftarrow um1 \rightarrow pre \leftarrow um2 \rightarrow post$ becomes unblocked by conditioning on pre. Using simulation methods is important because the true value of the school effectiveness can be known. With the analysis of real-world data, it is not possible to know the true value-added.

Figure 1 can be represented by the following equations if it is assumed that all the relationships are linear (linearity is not a requirement for Pearl’s rules, but is used here for purposes of illustration and is often assumed for VAMs) and each variable includes its own independent error term:

\[
VA_j = \beta_1 um1_j + e_{ij},
\]

\[
pre_{ij} = \beta_2 um1_j + \beta_3 um2_{ij} + e_{ij},
\]

\[
post_{ij} = \beta_4 um2_{ij} + \beta_5 VA_j + \beta_6 pre_{ij} + e_{ij}. \tag{3}
\]

There are no intercepts in these equations. For the simulation reported below, the error terms are all normally distributed with means of zero and standard deviations of one. The exogenous variables, um1 and um2, are also normally distributed.

The direct effect from $VA \rightarrow post$ is linear and in the simulations $\beta_5 > 0$. The correlations between the true value-added scores, $VA_j$, and the estimated value-added scores, $\hat{VA}_j$ (the conditional means), measure how accurate this procedure is. Policy makers must decide how high the correlation between these should be to justify using VAMs to allocate resources to schools or to affect teacher employment and morale. For linear models, the correlation is based on the sum of the products of all unblocked path coefficients. Sewall Wright (1934, p. 163) described this:

Any correlation between variables in a network of sequential relations can be analyzed into contributions from all of the paths (direct or through common factors) by which the two variables are connected, such that the value of each contribution is the product of the coefficients pertaining to the elementary paths.

It is predicted therefore that the product of the unblocked path coefficients will be negatively related to the correlation between the true and estimate value-added scores.

Most of the $\beta$ values in (3) describe relationships between unmeasured variables. It was decided in the simulation to have these cover a broad range of values for two reasons. First, it is unclear what all the un-measured variables that could be subsumed as part of $um1, um2$, and $VA$ are. Second, even if the variables were known, estimating the relationships among unmeasured variables is difficult. According to Bartholomew et al. (2011), “when we come to models for relationships between latent variables we have reached a point where so much has to be assumed that one might justly conclude that the limits of scientific usefulness have been reached, if not exceeded” (p. 228). Because of the wide range of $\beta$’s used, it is likely that realistic values will lie within this range (the range can be extended and this does not affect the conclusions). The results of the simulation reported below show that the association between true value-added scores and the conditional means varies with these $\beta$ values. The critical assumption by those using VAMs for high-stakes decisions is that the conditional means accurately measure the true value-added scores.

Table 1 shows the values used for the simulation. The coefficients for the effects from the $um$ variables were randomly drawn from a V-shaped distribution that was a distribution that ranged from $(-2,2)$ to $(0,0)$ to $(2,2)$, but did not include points from $-0.01$ to $+0.01$. This distribution was used so that the products of the four coefficients were more spread out than if a uniform distribution were used. The values for the effects from VA and pre to post were chosen so that each of the eight combinations of these two factors occurred one-eighth of the time.

This simulation was conducted using the R (v. 3.2.2) statistics environment (R Core Team 2016). The package lme4 (Bates et al. 2015) was used for multilevel estimation and the package triangle (Carnell 2016) was used for creating the V-shaped distribution. There were 20,000 replications. The code is in the supplementary materials. This allows others to replicate the findings and easily adapt the code to address other research questions. Further simulations and analyses, which reach the same main conclusion, are available from the author.

### 6. Results

Correlations between the true value-added scores and the estimated value-added scores ranged from near $-0.9$ to near $+1.0$ across the 20,000 simulated datasets. Seventy-two percent of the

| Coefficient | Meaning | Values | How values are chosen |
|-------------|---------|--------|-----------------------|
| $\beta_1$ | $um1 \rightarrow VA$ | $[-2.2]$ | V-shaped distribution |
| $\beta_2$ | $um1 \rightarrow pre$ | $[-2.2]$ | V-shaped distribution |
| $\beta_3$ | $um2 \rightarrow pre$ | $[-2.2]$ | V-shaped distribution |
| $\beta_4$ | $um2 \rightarrow post$ | $[-2.2]$ | V-shaped distribution |
| $\beta_5$ | $VA \rightarrow post$ | $0.1, 0.5, 1, or 2$ | Equal numbers of each |
| $\beta_6$ | $pre \rightarrow post$ | $0.2$ or $1$ | Equal numbers of each |
correlations were larger than 0.75 and 15% were less than or equal to zero. From Pearl's rules, it is predicted that the backdoor path VA ← um1 → pre ← um2 → post will be problematic because conditioning on pre unblocks this path: Rule #2 from Pearl (2009, pp. 16–17). This path includes four edges, each with a corresponding $\beta$ value that was allowed to range from $-2$ to 2. The correlation between two variables is the sum of the influence of each blocked path. The influence of each unblocked path is the product of the coefficients (e.g., Wright 1934; Loehlin 1998). The influence of the backdoor path, as measured by the product of the coefficients, that becomes unblocked by conditioning on pre or post, is predicted to be associated with the correlation between the true and estimated value-added scores.

Figure 2 summarizes the findings. The correlations between true and estimated value-added scores are plotted with the product of the backdoor path $\beta$ values. The curves are 10 degree of freedom cubic splines. These splines were chosen in order that the curves would show the main trends in the data without much over-fitting. They show that the size of the correlation depends on the product of the coefficients of the critical backdoor path. The correlations are all fairly high when the product is negative. The mean correlation is 0.92 when this product was negative. The correlations are lower when the product is positive (the mean is 0.41) and the correlations decrease as the products increase. The dashed lines correspond to having only a small effect from pre to post ($\beta_p = 0.2$) and the solid lines correspond to a large effect ($\beta_p = 1$). The size of this effect makes little difference. This was expected as this edge is only part of a blocked backdoor path. If pre is not included in the model, the magnitude of this effect would matter because the path VA ← um1 → pre → post would be unblocked. The colors show the size of the true value-added effect VA → post. The black curve is the largest effect, the green curve is the next largest effect, and then blue and red. As the size of the true value-added effect increases, the correlations also increase. The means of the correlations when the product of the coefficients is negative are $r = 0.82$, $r = 0.93$, $r = 0.97$, and $r = 0.99$, for the true value-added (i.e., true school effectiveness) coefficients $\beta_p$ being 0.1, 0.5, 1, and 2, respectively. The corresponding means when the product is positive are: $r = -0.51$, $r = 0.41$, $r = 0.84$, and $r = 0.97$.

Hypothesis testing statistics support these conclusions. The first statistical model estimated used just the product of these four $\beta$’s to predict the correlation. Since the relationship is not assumed to be linear, a cubic regression spline with 10 degrees of freedom was used to draw a flexible curve through the data (other curves can also be used). This model accounted for adjusted $R^2 = 0.27$, $F(10, 19989) = 750$, $p < 0.001$. There are four levels for the path coefficient for VA → post (0.1, 0.5, 1, 2). If each is allowed its own curve the adjusted $R^2$ goes to 0.90, a significant increase in the fit of the model: $F(33, 19956) = 3654$, $p < 0.001$. The correlations are larger when the direct effect is larger. There are two levels for the pre → post effect. If each of the eight pre → post by VA → post combinations is allowed its own curve, the adjusted $R^2$ remains approximately the same, at 0.90, $F(44, 19912) = 0.88$.

7. Summary

Many policy makers treat the conditional means from value-added models (VAMs) as estimates of the causal effects of schools and teachers. This assumption may turn out to be correct, but historical precedent suggests caution. There are parallels with the movement among many social scientists at the end of the last century accepting, without appropriate caution, coefficients from regressions and structural equation models used on nonexperimental data as if they accurately estimated causal effects. Morgan and Winship (2007, p. 13) stated that this “naive usage of regression modeling was blamed for nearly all the ills of sociology.” Morgan and Winship stressed the fault was not in the regression equations. Their book describes how with care, appropriate data, and some assumptions causal estimates can be made. Their grievance was with the over-optimistic interpretation of these models’ estimates without describing the causal mechanisms. The movement to accept conditional means as estimates of causal effects may be similar.

VAMs are popular among some education policy makers who were promised that VAMs: “identify highly effective teachers and principals” (www.sas.com/en_us/industry/k-12-education/evaas.html, September 1, 2014). Further, studies like Deming’s (2014) suggest that VAMs produce estimates similar to those found in lottery studies. However, many statisticians are skeptical about their value. For example, Goldstein has stressed that VAMs have “some severe limitations that ought to make us think very carefully before using [them]” (1991). Further, Pearl’s (2009) guidelines for measuring causal effects show situations where the measurement of the direct causal effect is hampered by an unblocked backdoor path created by conditioning on previous test scores. A simulation was done to show that there is a relationship between the unblocked backdoor path coefficients and the extent of this problem.

The simulation shows when value-added estimates may be adequate measures of the true value-added and when they are

\footnote{\textsuperscript{3} The argument to treat these as estimates of associations rather than of causes, but then have policy makers act as if they are causal, is not a good solution.}

\footnote{\textsuperscript{4} Figure 1 predicts that if random allocation is used then the VAM should be accurate because there will be no backdoor paths from VA. Finding that a model provides good estimates when there are no backdoor paths does not show that the model will work well when there are backdoor paths. The influence of backdoor paths is one of the main factors that questions the validity of these models.}
likely to be poor. The estimates are likely to be poor if three conditions are met.

1. There is an unblocked backdoor path (or multiple unblocked backdoor paths) between actual value-added and the final test scores.

2. The product of the coefficients of this unblocked backdoor path is positive (and the larger the product is, the less accurate the estimates will likely be).

3. The actual value-added effect is small compared with the product of the coefficients of the unblocked backdoor path (or the sum of the products of backdoor paths if there are several unblocked backdoor paths).

Regarding condition #1, within the social and educational sciences there will likely always be backdoor paths connecting the cause and the effect with nonexperimental designs. In terms of Figure 1, several additional nodes (which could be sets of measured and un-measured variables) could have been included creating several new backdoor paths. Only um1 and um2 were included here to simplify the data model for illustrative ease. It can be assumed that there will be some unmeasured variables that affect school effectiveness and previous test scores. It can also be assumed that there will be unmeasured variables that affect both pre and post test scores. Thus, it can be assumed that this backdoor path will exist. The current simulation had um1 vary only among schools (which could be neighborhood effects) and um2 vary within schools, but having variables at different levels does not affect the application of Pearl’s rules.

It is worth stressing that in Figure 1 there are only two backdoor paths between VA and post. A more developed model of student test scores will likely be more complex and have more backdoor paths. Careful consideration of how conditioning on covariates blocks or unblocks each of these paths should be considered. This is a difficult task. The American Statistical Association’s statement on VAMs includes: “VAMs are complicated statistical models, and they require high level of statistical expertise. Sound statistical practices need to be used when developing and interpreting them, especially when they are part of a high-stakes accountability system” (American Statistical Association 2014, p. 4). The relationships between variables are affected by unblocked paths. Correlations between conditional means and, for example, demographic variables that could be related to um1 and um2 should be viewed cautiously.

Regarding condition #2, the product of the path coefficients for the backdoor path considered in this article will be positive if the signs of the effects of um1 are the same on school effectiveness and pre scores, and if the signs of the effects of um2 are the same on the pre and on the post scores. Suppose um1 is some unmeasured characteristic that positively affects school quality, like aspects of the neighborhood. It should also positively influence previous schooling and pre scores. Therefore, $\beta_1$ and $\beta_2$ are likely to have the same sign. Similarly, if um2 is an unmeasured variable related to intelligence or effort, it should affect the pre and the post scores in similar ways. This means that $\beta_3$ and $\beta_4$ are likely to have the same sign. If $\beta_1$ and $\beta_2$ have the same sign and $\beta_3$ and $\beta_4$ have the same sign, then the product of the four of these will be positive.

Regarding condition #3, it is difficult to estimate the size of the true value-added effect, particularly in comparison with the magnitude of the backdoor paths. This is in part because of the difficulty of estimating relationships among un-measured variables (see the Bartholomew et al. 2011, quotation above). While the effects of years of a particular schooling program may be substantial, the simulation reported here should make readers cautious interpreting the results from VAMs if the true value-added effects are unlikely to be large. More research is necessary, but the current exploration of estimating causality using VAMs raises questions. Estimates of the effects for teachers should also be viewed cautiously if based on procedures like those examined here.

In conclusion, many policy makers want accurate measures of school and teacher effectiveness. The results presented here show that the conditional school means are based on both the true school effectiveness, which is the direct VA → post effect, and the unblocked backdoor path VA ← um1 → pre ← um2 → post. What should be done? First, if instrumental variables (here variables that influence only VA) are measured, these can be useful. Imbens and Rubin (2015) and Morgan and Winship (2007) provide good introductions to this approach. Second, because it is difficult to estimate how large the coefficients between un-measured variables are, it is necessary that if policy makers use a VAM that they argue why the potentially biasing effects of any unblocked backdoor paths will be small enough to be ignored. Finally, examining graphical models and using simulations are valuable techniques for assessing the worth of different statistical methods. The code in the supplementary materials can be adapted to explore other causal models. Future research using graphs may lead to better techniques for measuring school effectiveness.
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