ABSTRACT

Objective: The hand-eye calibration is used to determine the transformation between the end-effector and the camera marker of the robot. But the robot movement in traditional method would be time-consuming, inaccurate and even unavailable in some conditions. The method presented in this article can complete the calibration without any movement and is more suitable in clinical applications.

Methods: Instead of solving the classic non-linear equation $AX = XB$, we collected the points on X and Y axes of the tool coordinate system (TCS) with the visual probe and fitted them using the singular value decomposition algorithm (SVD). Then, the transformation was obtained with the data of the tool center point (TCP). A comparison test was conducted to verify the performance of the method.

Results: The average translation error and orientation error of the new method are $0.12 \pm 0.122$ mm and $0.18 \pm 0.112$ respectively, while they are $0.357 \pm 0.347$ mm and $0.416 \pm 0.234$ correspondingly in the traditional method.

Conclusions: The high accuracy of the method indicates that it is a good candidate for medical robots, which usually need to work in a sterile environment.
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Introduction

There have been many developments in computer-assisted orthopedic surgery over the years. Presently, numerous robots are used for computer-aided navigation in orthopedic trauma surgeries. In robot-assisted fracture reduction, hand-eye calibration is a critical step that determines the spatial relation between the robot end-effector (hand) and the camera (eye) mounted onto the end-effector. The spatial relation is usually represented by a homogeneous matrix, which consists of a rotational component and a translational component; the robot analyses the matrix to know the exact position of end-effector in camera space.

In general, a homogenous transform equation of the form $AX = XB$ can be established when the robot moves once [1]. In this equation, A is the transform matrix of the tool coordinate system (TCS) in the robot; B is the transform matrix of the camera, and $X$ is the transform matrix that extends from the TCS of the robot to the camera. Tomasi et al. [2] reported that to establish the uniqueness of the solution, it is sufficient to prove that two calibration motions occur with non-parallel rotation axes. Numerous methods were proposed to solve this equation. Shiu et al. [1] solved the equation by decoupling the rotational part from the translational part (equation 1, 2); the after-processed formulations were simple, fast but error-prone. Chen [3] solved the equation without decoupling the rotational and translational parts for the first time; the solution was based on the concept of screw motion. Daniilidis [4] introduced dual quaternions—an algebraic representation of the screw theory to describe motions. Using dual quaternions, Daniilidis was able to find a solution for the rotation and translation. Andreff et al. [5] formulated a self-calibration process by combining the structure-from-motion methods with the known robot motions. Using structure-from-motion methods, the camera poses were obtained solely from a camera-recorded image sequence. A calibration pattern was not needed to perform this technique, so it was suitable...
for clinical applications [6].

\[ R_A R_X = R_X R_B \] (1)

\[ R_A t_X + t_A = R_X t_B + t_X \] (2)

In the above equations, \( R_A, R_B, R_X \) are the rotational terms of the homogeneous transformation matrix of A, B, and X; \( t_A, t_B, t_X \) are the translational terms.

Both the movement of the robot and the camera can affect the calibration results of real applications. To obtain an accurate calibration result, the robot and camera often have to undergo a big movement; however, a big movement is not convenient in some situations. Moreover, the calibration process may be time-consuming. For the fracture reduction robot, the hand-eye calibration has to be performed every time before surgery in order to maintain sterile conditions. Furthermore, the robot cannot move to complete the intraoperative calibration, because the patient’s limb has been fixed on the platform.

In this study, we proposed a new approach for performing a rapid hand-eye calibration in robot-assisted fracture reduction. Using the singular value decomposition algorithm (SVD), we fitted the X and Y axes of the TCS directly with the points collected by the visual probe. Then, the transformation was obtained easily with the data of the tool center point (TCP). In this way, the whole calibration process was performed only in the camera space without moving the robot. Thus, the calibration time was significantly reduced with this new approach. Compared with the traditional method, our novel method showed good accuracy and efficiency. In clinical applications, our method would be the most preferable choice.

This paper is organized as follows: In Section II, we present the mathematical algorithm of the traditional method and our line fitting method. In Section III, we describe the experiments carried out using the two different methods. Then, we also present the results of these experiments. In Section IV, we provide an analysis of the experimental results. In Section V, we present a conclusion of our work.

**Materials and methods**

**System overview**

Figure 1 illustrates the system used for performing lone bone fracture reduction surgery. The critical components are the operation bed, fracture reduction robot (6 degrees of freedom (DOF) parallel robot), and the optical tracking system (Hybrid Polaris Spectra, Northern Digital Inc, Canada) [7–9]. The hand-eye calibration was performed before the operation, and it was used to determine the spatial relationship between the TCS of the reduction robot and the marker coordinate system (MCS) on the platform. Figure 2 illustrates these two coordinate systems, namely, TCS and MCS. To complete the fracture reduction operation, a parallel robot analyzes this spatial relationship under the guidance of the optical tracking system.

During the calibration phase, the TCS of the reduction robot was set elaborately on a round plane;

![Figure 1. The reduction robot system.](image-url)
the X and Y axes of TCS were grooved on the round plane, so they were easily detected by the tip of the visual probe. Figure 3 illustrates the details of the round plane.

**AX = XB method**

The eq. (1) can be written as follows:

\[ R_A = R_X R_B R_X^T \]  

(3)

Let \( n_B \) be the eigenvector of \( R_B \), which is associated with the unit eigenvalue. Then, multiply eq. (1) with \( n_B \):

\[ R_A R_X n_B = R_X R_B n_B = R_X n_B \]  

(4)

According to eq. (4), \( R_X n_B \) is the eigenvector of \( R_A \), which is associated with the unity unit eigenvalue (\( n_A \)).

\[ n_A = R_X n_B \]  

(5)

Now, the homogeneous transform equation \( AX = XB \) is equivalent to eq. (2) and eq. (5).

Equation (2) and eq. (5) represent one motion of the hand-eye device. Two such motions are necessary to obtain the rotational and translational parts. In the general case of \( n \) motions, the solution of such \( 2n \) equations would minimize two positive error functions.

\[ f_1(R_X) = \sum_{i=1}^{n} ||n_A^i - R_X n_B^i||^2 \]  

(6)

\[ f_2(R_X, t_X) = \sum_{i=1}^{n} ||R_X t_B^i - (R_A^i - l)t_X - t_A^i||^2 \]  

(7)

The problem of simultaneously estimating the rotational and translational parts can be described in terms of the following minimized problem:

\[ \min_{q,t} (f_1 + f_2) \]  

(8)
Several special minimization methods have been designed specifically to deal with this case. Among them, the Levenberg-Marquardt method and the trust-region method are good candidates.

Using unit quaternions, the minimum error function is expressed in the following form of quaternions:

$$\min_{q_T} (f(q, t) + \lambda (1 - q^T q)^2)$$  \hspace{1cm} (9)

Where

$$f(q, t) = \lambda_1 f_1(q) + \lambda_2 f_2(q, t)$$
$$= \lambda_1 \sum_{i=1}^n ||v_i - q \times v_i \times q||^2 + \lambda_2 \sum_{i=1}^n ||q \times p_i \times q(K_i - t) - p_i'||^2$$  \hspace{1cm} (10)

There are two techniques for solving the non-linear minimization problem of eq. (9). In the first technique, eq. (9) is considered as a classical non-linear least squares minimization problem; and it is solved using standard non-linear optimization techniques, such as Newton’s method and Newton-like methods. In this article, the results were calculated using the Levenberg-Marquardt non-linear minimization algorithm [10]. The second technique is to try to simplify the expression of the error function for minimization. Using the properties of quaternions, we can simplify the error function.

**SVD method**

The X and Y axes of TCS were engraved in the end-effector of fracture reduction robot, so it was easily detected by the visual probe. Thus, we determined the spatial relationship of TCS and the visual marker without moving the robot. The calibration had high efficiency and accuracy. We collected the points on the X and Y axes and fitted them with 3D lines, which are known as 3D Orthogonal Distance Regression (ODR) line [11–13]. Then, we used the SVD algorithm to calculate the rotational term. The translational term was obtained directly from the origin of TCS in the camera space. The following process was used to calculate the translational term:

The visual probe was used to collect the raw 3D points of axis: \(p_{X1}^1, p_{X2}^1, \ldots, p_{Xn}^1\) and \(p_{Y1}^1, p_{Y2}^1, \ldots, p_{Yn}^1\) (3 × 1 vectors).

The average of each axis is given by the following expression:

$$p_{ave} = \left( \frac{\sum_{i=1}^n p_i}{n} \right)$$  \hspace{1cm} (11)

Each point subtracts the \(p_{ave}\) and we get \(p_1^1, p_2^1, \ldots, p_n^1\). These vectors compose the matrix M:

$$M = [p_1^1, p_2^1, \ldots, p_n^1]^T$$  \hspace{1cm} (12)

Then we used the SVD algorithm as follows:

$$M = USV^T$$  \hspace{1cm} (13)

The direction of the fitting line is as follows:

$$l = \frac{v_1}{|v_1|}$$  \hspace{1cm} (14)

where \(v_1\) is the first column vector of the orthogonal matrix V.

The direction vectors \(l_x, l_y\) of X and Y axes were obtained using the collected points of the X and Y axes, respectively. Because the system was orthogonal, we could obtain the direction vector \(l_z\) of Z axis using eq. (15):

$$l_z = l_x \times l_y$$  \hspace{1cm} (15)

The translational term of TCS to MCS can be obtained as follows:

$$p_{Marker}^o = T_{Camera} \times p_{Marker} - l_x \times p_{Camera}$$  \hspace{1cm} (16)

The final transformation matrix is given by the following expression:

$$T = \begin{bmatrix} l_x & l_y & l_z & p_{Marker}^o \\ 0 & 0 & 0 & 1 \end{bmatrix}$$  \hspace{1cm} (17)

**Experiments and results**

**Experiments based on AX = XB method**

In this method, the robot moved step by step by following the given transformation matrix sequences \((A_1, A_2, \ldots, A_n)\). After each movement of the robot, the tracking system captured the marker’s transformation matrices \((P_0, P_1, \ldots, P_n)\) in the camera space (see Figure 4). Please note that the robot’s transformation matrices should match the marker’s transformations. The marker frame transformation \(B_i\) was formulated in eq. (18). For the accuracy of the results, the robot moved 10 steps totally. The whole process took about six minutes. (Note: The fracture reduction robot is a six DOF parallel robot whose repeated positioning accuracy is less than 0.05 mm. Moreover, its positioning accuracy is much higher than the camera accuracy; therefore, we ignored the influence of robot’s error.)

$$B_i = P_{i-1}^{-1} \times P_i$$  \hspace{1cm} (18)
Experiments based on the SVD method

We captured the transformations of the probe in the camera space (\(T_{\text{camera}}^{\text{probe}}\)) using the optical tracking system. Figures 5(a) and 5(b) show that the probe slide followed the groove of X and Y axes on the plane. As shown in Figure 5(c), the probe’s tip was then placed on the origin of TCS (the intersection of the two grooves on the round plate) to collect the original position data. This process is necessary because the data is used to determine the translational term of the transformation. During the data collection process, we could adjust the posture of the probe as long as the probe’s tip was in contact with the bottom of the groove. We calculated the position of probe’s tip in camera space using the following expression:

\[
P_{\text{camera}}^{\text{tip}} = T_{\text{camera}}^{\text{probe}} \cdot P_{\text{probe}}^{\text{tip}}
\]

(19)

Here \(P_{\text{probe}}^{\text{tip}}\) is the position of the tip in the probe coordinate system, and it is a constant for a specific probe.

The probe’s tip in marker space is calculated using the following equation:

\[
P_{\text{marker}}^{\text{tip}} = T_{\text{camera}}^{\text{marker}} \cdot P_{\text{camera}}^{\text{tip}} - 1 \cdot P_{\text{camera}}^{\text{tip}}
\]

(20)

All the data was collected in one minute. Figure 6(a) shows the scattered points collected in MCS, and Figure 6(b) shows the fitting line obtained using SVD algorithm. Figure 6(c) shows TCS in MCS.

Results

Because the real transform is unknown, we could not directly calculate the errors between the real hand-eye transform and the computed one. Therefore, the following method was used to rate the quality of the resulting transformation: when the robot moved one step, we got an estimate of the marker movements \(\varepsilon’\) from the computed value of hand-eye transformation X. This estimated movement \(\varepsilon’\) was compared with

Figure 4. Hand-eye calibration via traditional method.

Figure 5. Collecting the points positions of the axis and origin.

Figure 6. (a) The scattered points collected in MCS. (b) The fitting line of points obtained using SVD. (c) TCS in MCS.
the original marker movement ε obtained using the optical tracking system [6].

We decomposed the marker movements into the euler angle and translation. The error distribution of the two different methods used to analyze 20 motions is shown in Table 1 and Figure 7. The average translation error and orientation error of the new method are 0.12 ± 0.122 mm and 0.18 ± 0.112°, respectively, while they are 0.357 ± 0.347 mm and 0.416 ± 0.234° correspondingly in the traditional method. The results indicate that SVD algorithm is more accurate and stable than the traditional method.

### Discussion

To determine the spatial relationship between the robot end-effector and the camera, the conventional approach is to use a homogeneous transformation equation $AX = XB$; The equation is solved to obtain the rotational and translational terms either individually or simultaneously [1,14]. Moreover, some extension studies based on $AX = XB$ are also in progress, such as transforming the equation to $AX = YB$ [15].

These techniques are applicable in most situations; however, the calibration process can become cumbersome in clinical applications, because it has to be done before each operation so as to comply with the sterile requirement. Moreover, the traditional method cannot be used in the intraoperative calibration, because the patient’s limb is fixed on the fracture reduction robot.

The SVD algorithm is an important matrix factorization in linear algebra. It is generally used for matrix diagonalization in matrix analysis. It is primarily used in signal processing applications, statistics, and other fields [16–18]. Because our fracture reduction robot has a special design, its TCS can be reached easily using the visual probe and the optical tracking system, which then directly calculate the hand-eye transformation matrix. Thus, we eliminated the errors associated with robot’s motions and equation solving methods. The experimental results indicate that our new method is more accurate and efficient than the conventional method that involves solving of the $AX = XB$ equation.

The drawback of this method is that it can only be used on a particular type of robots; the TCS of these

| Method    | $\alpha^\circ$ | $\beta^\circ$ | $\gamma^\circ$ | $t_x/mm$ | $t_y/mm$ | $t_z/mm$ |
|-----------|----------------|----------------|----------------|-----------|-----------|-----------|
| Mean      | $AX = XB$      | -0.3026        | -0.1866        | 0.2157    | -0.0745   | -0.2190   | 0.2715    |
|           | $SVD$          | -0.091         | -0.0885        | 0.1376    | -0.0285   | -0.1130   | 0.0289    |
| Standard deviation | $AX = XB$ | 0.1263         | 0.0679         | 0.1846    | 0.1691    | 0.1686    | 0.2524    |
|           | $SVD$          | 0.0539         | 0.0673         | 0.0719    | 0.0519    | 0.0630    | 0.0905    |

Figure 7. The error distribution analysis in translation and rotation.
robots was marked on the end-effector, so they could be touched easily by the probe. This requirement could not be met easily in a normal serial robot, because the gripper is usually mounted onto the end-effector.

Conclusion

We proposed a new method for performing the hand-eye calibration of fracture reduction robot. With this method, we could obtain the hand-eye transformation matrix without solving the non-linear equation $AX = XB$. After fitting the axis of TCS using SVD algorithm, we calculated the transformation matrix directly in this method. The whole process was conducted in the camera space without moving the robot. Therefore, this calibration method is very reliable and time-saving. The experimental results of this method were compared with those of the traditional techniques. The results clearly indicated that the new method is more accurate than traditional one. All these characters are critical in clinical applications, because the hand-eye transformation matrix has to be calibrated every time before conducting the surgery in order to meet the sterile requirement. We can do this calibration now, because the TCS of this medical robot can be reached easily; however, it may be difficult in other serial robots. In the latter situations, it is better to solve the equation $AX = XB$.
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