ABSTRACT
This paper considers the objective comparison of stochastic models to solve inverse problems, more specifically image restoration. Most often, model comparison is addressed in a supervised manner, that can be time-consuming and partly arbitrary. Here we adopt an unsupervised Bayesian approach and objectively compare the models based on their posterior probabilities, directly from the data without ground truth available. The probabilities depend on the marginal likelihood or “evidence” of the models and we resort to the Chib approach including a Gibbs sampler. We focus on the family of Gaussian models with circulant covariances and unknown hyperparameters, and compare different types of covariance matrices for the image and noise.

1. INTRODUCTION
Image restoration is a subject of interest in many fields: medical imaging, astronomy, physics in general, and the literature on the subject is extensive [12]. The recurrent difficulty most often comes from the badly-scaled character, then regularization is required. Regularization can be founded on probabilistic models, such as Markov models, Gaussian models, mixtures of distributions,. . . A common pragmatic approach consists in giving oneself a family of models and comparing them in an empirical way. This approach has two disadvantages: it requires time to supervise the study and it is partly arbitrary. The advantage of (automatic) model selection is then obvious. There are many approaches [3][4]: posterior probabilities, information criteria (IC): AIC, BIC, Deviance IC, Predictive BIC, Generalized IC, Widely Applicable BIC,. . . The approach used here is optimal in the sense of the Bayesian decision [5]: the model with the highest posterior probability is selected among the candidate models. These probabilities are based on an integral called evidence, which is often difficult to compute especially in large dimensions. Here we resort to the Chib approach itself based on a Gibbs sampler. See also our previous papers on the subject [6][9].

More specifically, the restoration relies on zero-mean Gaussian models with stationary-circulant covariances and include the comparison of various types of covariance for the image and the measurement noise. See also our preliminary paper on the subject [10].

2. PROBLEM STATEMENT
Consider the Bayesian estimation of an unknown image $x \in \mathbb{R}^P$ from a noisy and blurred observation $y \in \mathbb{R}^P$ related to $x$ by a linear model $y = Hx + e$, where $H \in \mathbb{R}^{P \times P}$ is a known blur operator and $e \in \mathbb{R}^P$ is additive noise. In this paper, we suppose that there are $K$ alternative models available to recover $x$ from $y$ and investigate model selection procedures to objectively compare the models, directly from $y$, without ground truth available.

More precisely, we assume that $x$ and $e$ are Gaussian random vectors with mean zeros and covariance $R_x, R_e \in \mathbb{R}^{P \times P}$. We adopt the representation $R_x = \gamma_x^{-1} C_x$ and $R_e = \gamma_e^{-1} C_e$, where $C_x, C_e \in \mathbb{R}^{P \times P}$ define the covariance structure and $\gamma_x, \gamma_e > 0$ control the energy of $x$ and $e$. We consider that $\gamma_x, \gamma_e$ are unknown and define $\gamma = [\gamma_x, \gamma_e]$.

We focus on the case where $R_x, R_e$ and $H$ are circulant matrices diagonalizable in a discrete Fourier basis $F$:

- $R_x = \gamma_x^{-1} F^\dagger S_x F, \quad S_x = \text{diag}(s_x(p))_{p=1...P}$
- $R_e = \gamma_e^{-1} F^\dagger S_e F, \quad S_e = \text{diag}(s_e(p))_{p=1...P}$
- $H = F^\dagger S_h F, \quad S_h = \text{diag}(s_h(p))_{p=1...P}$

where $S_x$ and $S_e$ determine the power spectral density (PSD) of $x$ and $e$, up to the scale factors $\gamma_x$ and $\gamma_e$.

Without loss of generality, here we consider the following four possible alternative models for $S_x$ and $S_e$:

- **Lorentz**: $1/[(\pi \omega^2)(1 + [\nu_h/\omega]^2)(1 + [\nu_e/\omega]^2)]$
- **Gauss**: $(2\pi \omega^2)^{-1} \exp[-(\nu_h + \nu_e)^2/(2\omega^2)]$
- **Laplace**: $(4\omega^2)^{-1} \exp[-(|\nu_h| + |\nu_e|)/\omega]$
- **White**: $\mathbb{I}(\nu_h, \nu_e)$

where $\omega$ is a (fixed) bandwidth parameter and $(\nu_h, \nu_e)$ are the horizontal and vertical image frequencies. We have chosen
these models because they capture a rich variety of different regularity and pixel correlation structures, see Fig. 1. Other models could be considered too.

Fig. 1. Different PSD structures. From left to right: Lorentz, Gauss, Laplace and White.

Moreover, we model the scale parameters $\gamma_x, \gamma_e$ as \textit{a priori} independent and assign them conjugate gamma density:

\[
p(\gamma_x) \propto \gamma_x^{a_x-1} \exp(-\beta_x \gamma_x)
\]

\[
p(\gamma_e) \propto \gamma_e^{a_e-1} \exp(-\beta_e \gamma_e),
\]

with $a_x$ and $\beta_x$ set to very small values to obtain vague priors. Fig. 2 depicts graphical structure of the considered probabilistic models.

Fig. 2. Graphical structure of the considered hierarchical model; circles represent unknown quantities.

The four alternative models for $S_x$ and $S_e$ result in $K = 16$ possible models indexed by the variable $\mathcal{M}$ taking values in $\{1, \ldots, K\}$. Each model $\mathcal{M}$ defines a different posterior distribution for $\alpha$ and will hence lead to potentially very different estimates. The next section introduces a Bayesian approach to objectively compare the $K$ models in the absence of ground truth.

3. BAYESIAN MODEL SELECTION BY USING THE CHIB GIBBS EVIDENCE APPROXIMATION

Following Bayesian decision theory, we compare the $K$ competing models by calculating the posterior probabilities $p(\mathcal{M} = k | y)$, given for any $k \in \{1, \ldots, K\}$ by

\[
p(\mathcal{M} = k | y) = \frac{p(y | \mathcal{M} = k) p(\mathcal{M} = k)}{p(y)} = \frac{p(y | \mathcal{M} = k) p(\mathcal{M} = k)}{\sum_{l=1}^{K} p(y | \mathcal{M} = l) p(\mathcal{M} = l)}, \tag{1}
\]

where the so-called \textit{model evidence} or marginal likelihood

\[
p(y | \mathcal{M}) = \int \int_{\gamma_x} p(y, \gamma | \mathcal{M}) \, d\gamma \, dx,
\]

measures the likelihood of the data given the model $\mathcal{M}$. We use the uniform prior $p(\mathcal{M} = k) = 1/K$ reflecting that all models are equally likely \textit{a priori}.

The key challenge in implementing this Bayesian decision theoretic approach is to compute model evidences. In this paper, we propose to address this difficulty by using the Chib approach [11]. More precisely, note that for all $\gamma \in \mathbb{R}^+_e$:

\[
p(y | \mathcal{M}) = \frac{p(y, \gamma | \mathcal{M})}{p(\gamma | \mathcal{M})} = \frac{p(y | \gamma, \mathcal{M}) p(\gamma | \mathcal{M})}{p(\gamma | y, \mathcal{M})}, \tag{2}
\]

and note that the numerator is tractable for the considered models. The denominator is not analytically tractable, but can be conveniently expressed as the expectation

\[
p(\gamma | y, \mathcal{M}) = \int_{\mathbb{R}^+_e} p(\gamma, x | y, \mathcal{M}) \, dx
\]

\[
= \int_{\mathbb{R}^+_e} p(\gamma | x, \mathcal{M}) p(x | y, \mathcal{M}) \, dx
\]

\[
= E_{x|y,\mathcal{M}}[p(\gamma | x, y, \mathcal{M})],
\]

which can be efficiently and accurately computed by Monte Carlo integration. Precisely, we draw $G$ samples $\{x^{[g]}\}_{g=1}^{G}$ from $p(x | y, \mathcal{M})$ and calculate the empirical mean

\[
\bar{p}(\gamma | y, \mathcal{M}) = \frac{1}{G} \sum_{g=1}^{G} p(\gamma | x^{[g]}, y, \mathcal{M}). \tag{3}
\]

While the above expressions are valid for all $\gamma$, they are usually evaluated at the posterior mean of $\gamma | y$ to reduce the variance of the empirical mean.

Markov chain Monte Carlo algorithms [5,12] are a standard computation strategy to simulate the samples $x^{[g]}$ from $p(x | y, \mathcal{M})$. In particular, the Gibbs sampler is an approach of choice for the class of models considered in this paper. It iteratively constructs a Markov chain $\{x^{[g]}\}_{g=1}^{G}$, targeting the joint density $p(x, \gamma | y, \mathcal{M})$ by alternatively sampling $\gamma_e$, $\gamma_x$ and $x$ from the conditional distributions $p(\gamma_e | y, \gamma_x, \mathcal{M})$, $p(\gamma_x | y, \gamma_e, \mathcal{M})$ and $p(x | y, \gamma_e, \gamma_x, \mathcal{M})$ evaluated at the current state of the chain.

By marginalisation through projection, the drawn samples $\{x^{[g]}\}_{g=1}^{G}$ are used to calculate the mean $\bar{\gamma} = \sum_{g=1}^{G} \gamma^{[g]} / G$, followed by the computation of $\bar{p}(\gamma | y, \mathcal{M})$ from the samples $\{x^{[g]}\}_{g=1}^{G} \sim p(x | y, \mathcal{M})$ and $\{\gamma^{[g]}\}_{g=1}^{G}$.

Implementing this approach requires knowledge of the following five densities:

1. $p(y | \gamma, \mathcal{M} = k)$ to compute the numerator $\bar{p}$.

2. The conditional densities defining the Gibbs sampler:

- $p(x | y, \gamma_e, \gamma_x, \mathcal{M})$,
- $p(\gamma_e | y, \gamma_x, \mathcal{M})$, 
- $p(\gamma_x | y, \gamma_e, \mathcal{M})$. 

• \( p(\gamma_x | y, \gamma_e, x, M) \),

3. \( p(\gamma | x, y, M) \) to compute (3).

To derive the likelihood \( p(y | \gamma, M = k) \) we use that \( x \) and \( e \) are zero-mean Gaussian vectors. Accordingly, \( y|\gamma \) is also a Gaussian vectors with mean zero and covariance matrix

\[
R_y^k = H R_x^k H^\dagger + R_e^k.
\]

Because \( R_x^k, R_e^k \) and \( H \) are circulant, \( R_y^k \) is also circulant

\[
R_y^k = F^\dagger (\gamma_x^{-1} S_h S_h^\dagger s_h + \gamma_e^{-1} S_e^k) F = FS_y^k F^\dagger,
\]

where \( S_y^k = \text{diag}[s_y^k(p)] \) is the PSD of the data and

\[
s_y^k(p) = \gamma_x^{-1} |s_h(p)|^2 s_x^k(p) + \gamma_e^{-1} s_e^j(p)
\]

is the variance associated to the \( p \)-th frequency. Moreover, \( \det R_y^k = \Pi_{p=1}^{P} s_y^k(p) \) et \( y^\dagger R_y^{-1} = \sum_{p=1}^{P} \frac{|\hat{y}(p)|^2}{s_y^k(p)} \)

and hence the likelihood is given by

\[
p(y|\gamma, M) = (2\pi)^{-P/2} \exp \left( -\frac{1}{2} \sum_{p=1}^{P} \left( \log s_y^k(p) + \frac{|\hat{y}(p)|^2}{s_y^k(p)} \right) \right) \quad (4)
\]

The derivation of the conditional densities defining the Gibbs sampler follows from standard conjugacy results. The vector \( x|y, \gamma_e, \gamma_x, M \) is Gaussian with mean and variance

\[
\mu_k = \gamma_e \Sigma_y R_x^{-1} y
\]

\[
\Sigma_k = [\gamma_e H^\dagger R_x^{-1} H + \gamma_x^{-1}]^{-1}
\]

Similarly, the precisions \( \gamma_e | y, x, M \) and \( \gamma_x | y, x, M \) are gamma densities with parameters given by

\[
\begin{aligned}
\alpha_{e,k} &= \alpha_e + P/2, \\
\beta_{e,k} &= \beta_e + \|y - Hx\|^2_{R_e^k}/2
\end{aligned}
\]

\[
\begin{aligned}
\alpha_{x,k} &= \alpha_x + P/2, \\
\beta_{x,k} &= \beta_x + \|x\|^2_{R_x^k}/2
\end{aligned}
\]

Lastly, using the fact that \( \gamma_e \) and \( \gamma_x \) are conditionally independent given \( y, x, M \), we obtain

\[
p(\gamma | x, y, M) = p(\gamma_e | y, x, M) p(\gamma_x | y, x, M)
\]

Note that all the required matrix and vector products are efficiently computed by using Fourier basis representations. Similarly, one can efficiently simulate form \( p(x|y, \gamma_e, \gamma_x, M) \) by leveraging the fact that \( \Sigma_k \) is diagonal on a Fourier basis.

4. NUMERICAL EXPERIMENTS

We now present an experiment with synthetic data designed to demonstrate the feasibility of the proposed Bayesian model selection approach in an image processing setting.

For each of the \( K = 16 \) models (we have 4 alternative models for \( S_x \) and \( S_e \)), we generated 50 synthetic blurred and noisy images of size \( 128 \times 128 \). The blur is a cardinal sine of unitary width and the true values are \( \gamma_{e,50}^x = 6 \) and \( \gamma_{e,50}^x = 4 \).

Then, for each of the \( K \) (true) models and each of the 50 images, we have computed the \( K \) probabilities \( p(M = k | y) \) for \( k = 1, \ldots, K \) by running \( K \) Gibbs samplers and using the Chib approach. We then performed model selection by posterior maximisation \( \hat{k} = \arg\max_k p(M = k | y) \). The results are given in Fig. 3 which shows the percentage of the number of times that each model was selected against the truth \( k^* \).

We observe that the results are very accurate for all the considered configurations, with accuracy ranging from 90\% to 100\% depending on the specific configuration (the configurations Lorentz/Gauss and Lorentz/White seem to be particularly easy to identify, whereas the configurations Lorentz/White/Laplace and White/White seem to be more difficult). The overall accuracy in this experiment is over 98\%.

![Fig. 3. Confusion matrix (percentage). Candidate model (x-axis) and true model (y-axis).](image-url)
scale and finally apply a factor to correct the translation.

To produce this experiment we calculated \(16 \times 16 \times 50 = 12 \, 800\) model evidences and never observed any convergence or numerical stability issues.

Furthermore, for illustration, Fig. 4 shows the evolution of the approximation of the log-evidence (2) based on empirical mean (3) as a function of the number \(G\) of Monte Carlo samples, for one specific dataset and model configuration. For comparison, we also include the “exact” evidence \(p(y | M = k)\) calculated by a computationally intensive integration of \(p(y, \gamma_x, \gamma_e | M = k)\) w.r.t. \(\gamma_x, \gamma_e\) over a fine grid. Observe that in the order of \(10^3\) samples are required to obtain a stable approximation. It must be kept in mind that a very good precision for the log-evidence is required for a good precision on the probabilities.

![Fig. 4. Approximation of the Log-Evidence as a function of the sample number \(G\). The exact value is computed by a brute force method of integration.](image)

Lastly, it is worth noting that the Gibbs sampler also produces approximation of the marginal posteriors \(p(x | y, M = k), p(\gamma_x | y, M = k)\) and \(p(\gamma_e | y, M = k)\). Fig. 5 shows the traces of \(\gamma_x\) and \(\gamma_e\) and the associated histograms.

![Fig. 5. Samples of the simulated chains shown as a function the iteration index (left) and as histograms (right). Top: \(\gamma_e\) and bottom \(\gamma_x\).](image)

and for this we need the evidence resulting from the marginalization of the unknown image and hyperparameters. Several options are possible and we have opted for Chib’s approach and a Gibbs algorithm. We show excellent performances in terms of selection, which encourages us to extend our work. In an extended version of the paper, we will make a complete comparison with other existing methods: Laplace’s approximation, RJMCMC, WBIC which can also be used to compute model probabilities. It will also be interesting to compare with information criteria such as AIC or BIC.

Among the perspectives, the non-circulant Gaussian case: a direct extension will resort to [13–15] to sample the image, the rest of the algorithm remaining unchanged. The extension to non-Gaussian cases will be based on more advanced sampling tools [16, 17] but we will have to face a new difficulty in relation with hyperparameters and partition functions. We also intend to include new hyperparameters, e.g. shape parameters of the image and noise DSPs, such as the width \(\omega\). Naturally, processing of real data is also part of our plans.

5. CONCLUSION AND PERSPECTIVES FOR FUTURE WORK

We have presented a contribution to the automatic selection of models for deconvolution. We have worked in the case of circulant Gaussian models which allows the marginalization of the unknown image and the easy manipulation of covariances, the major difficulty concerning the marginalization of hyperparameters. Our strategy is optimal in the sense of a Bayesian risk and is based on the choice of the most probable model. We therefore evaluate the probability of each candidate model and for this we need the evidence resulting from the marginalization of the unknown image and hyperparameters. Several options are possible and we have opted for Chib’s approach and a Gibbs algorithm. We show excellent performances in terms of selection, which encourages us to extend our work. In an extended version of the paper, we will make a complete comparison with other existing methods: Laplace’s approximation, RJMCMC, WBIC which can also be used to compute model probabilities. It will also be interesting to compare with information criteria such as AIC or BIC.

Among the perspectives, the non-circulant Gaussian case: a direct extension will resort to [13–15] to sample the image, the rest of the algorithm remaining unchanged. The extension to non-Gaussian cases will be based on more advanced sampling tools [16, 17] but we will have to face a new difficulty in relation with hyperparameters and partition functions. We also intend to include new hyperparameters, e.g. shape parameters of the image and noise DSPs, such as the width \(\omega\). Naturally, processing of real data is also part of our plans.
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