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Abstract
We review previous approaches to nowcasting earthquakes and introduce new approaches based on deep learning using three distinct models based on recurrent neural networks and transformers. We discuss different choices for observables and measures presenting promising initial results for a region of Southern California from 1950-2020. Earthquake activity is predicted as a function of 0.1-degree spatial bins for time periods varying from two weeks to four years. The overall quality is measured by the Nash Sutcliffe Efficiency comparing the deviation of nowcast and observation with the variance over time in each spatial region. The software is available as open-source together with the preprocessed data from the USGS.

1 Introduction
Earthquake forecasting is an old and difficult problem with many interesting characteristics. In studying this we not only hope to shed light on this socioscientific challenge but also lead to new methods based on deep learning that can be applied in other areas. Perhaps the most important characteristic is the nature of its challenge. Namely, it is unlikely that building a new zettascale supercomputer will accurately simulate quakes and lead to reliable earthquake predictions [1]. As a phase transition in a system with unknown boundary conditions and phenomenological models (as for friction), it is not obvious that earthquakes are the solution of a set of differential equations or that accurate probabilities of large events can be computed. For these reasons, we have chosen recently to focus on earthquake nowcasting [2], which is the estimation of risk in the present, the immediate past, and the near future.

Rather, earthquake nowcasting is an archetype of data-intensive problems characteristic of the fourth paradigm of scientific discovery [3]; we suppose that the patterns of previous events hold clues to the future. This is a bit different from say other studies where machine learning has been successful; for example, language translation and

![Fig. 1: Comparison of traditional theory driven analysis (left) with the data-driven ideas](image-url)
image recognition are very complicated problems but one can see there are natural patterns from grammar, words, segments, colors, etc. that are clearly but complexly correlated with what we want to find out. Machine learning successfully learns this complex relationship between inputs and predictions.

Earthquake nowcasting challenges AI to discover “hidden variables” in a case where their existence is not as clear as in other successes of machine and deep learning. These ideas are illustrated in figure 1 where we are pursuing the right side data-intensive approach, rather than developing a theoretical model and determining unknown parameters from the data. In this paper, everything is hidden and determined by the data! Data-driven methods avoid the bias of incomplete theories but maybe there is not rich enough data to provide good insights. We partly address this here with a choice of “known inputs” which are natural mathematical expansion functions explained in Sec. 3.5.

The history of earthquakes is recorded as events detailing the (three-dimensional) position and size of each quake. These can be binned in space and time to generate geospatial time series corresponding to sequences in time labeled by spatial position (and bin size). This class of problem is extremely common in both science (research) and commercial areas. Perhaps the most intense study of this problem has come from traffic transportation) studies with many innovations aimed at ride-hailing with papers from for example the companies Uber and Didi as well as academia. However, there are also many medical and earth/environmental science problems of this type [4]–[9]. This problem class includes cases where there is a significant spatial structure that typically strongly affects nearby space points.

Details of the geometric structure are important, for example, in traffic-related problems where the road network and function of land use define a graph structure relating different spatial points [10]–[13]. The problem chosen is termed [14], [15] a spatial bag where there is spatial variation but it is not clearly linked to the geometric distance between spatial regions. Earthquakes have obvious coarse grain spatial structure but local structure comes from faults and we have not found this useful in the current analysis which therefore is in the spatial bag class. Hydrology study of catchments [4], [16] is also a spatial bag problem. Different catchments are related by values of static attributes such as aridity, elevation, and the nature of the soil and not directly by geometry.

In the following text, we first review the use of nowcasting and machine learning for earthquakes. Then we describe the data setup for deep learning and describe the three methods used in this work. We present nowcasting results from each of these and finish with a summary of some open questions in this promising but preliminary area. We hope that the deep learning approach could be more general and not require a priori guesswork as to what patterns were important.

1.1 Introduction to Earthquake Nowcasting

Earthquakes are a clear and present danger to world communities [17], and many earthquake forecasting methods have been proposed to date with little success. A comprehensive recent review is given by [2]. In this paper, we continue the development of a new approach, earthquake nowcasting, using machine learning methods that have recently been developed.
Nowcasting is a term originating from economics and finance. It refers to the process of determining the uncertain state of the economy or markets at the current time by indirect means. By the current time we mean the present, the immediate past, and the very near future. Rundle and Donnellan [18], [19] and [2], [20]–[22] have applied this idea to seismically active regions, where the goal is to determine the current state of the fault system, and its current level of progress through the earthquake cycle. In our implementation of this idea, we use the global catalog of earthquakes, using "small" earthquakes to determine the level of hazard from "large" earthquakes in the region.

The original method is based on the idea of an earthquake cycle. A specific region and a specific large earthquake magnitude of interest were defined, ensuring that there is enough data to span at least ~20 or more large earthquake cycles in the region. An "Earthquake Potential Score" (EPS) was then defined as the cumulative probability distribution $P(n<n(t))$ for the current count $n(t)$ for the small earthquakes in the region. Physically, the EPS corresponds to an estimate of the level of progress through the earthquake cycle in the defined region at the current time.

In the past, this determination of the state of a regional fault system has focused on trying to estimate the state of stress in the earth, its relation to the failure strength of the active faults in a region, and the rate of accumulation of tectonic stress. Determining the values of these parameters would allow researchers to estimate the proximity to failure of the faults in the region. This would be an answer to the question of “how far along is the region in the earthquake cycle?”

An example application of this method is shown in Figure 2. Here we show the EPS for a region surrounding Los Angeles within a circle of radius 150 Km, for earthquakes of magnitude $M\geq 6$ [21]–[23]. The last such earthquake was the Northridge, CA earthquake of January 17, 1994. The green vertical bars represent a histogram of the number of small earthquakes between large earthquakes $M\geq 6$ in a region 4000 KM x 4000 Km surrounding Los Angeles. The solid red line is the corresponding cumulative distribution function (CDF). The thin dashed lines represent the 68% confidence bound on the CDF. The red dot represents the number of small earthquakes that have occurred in the region since the Northridge event. Radius of Gyration of Bursts

A different but related method uses small earthquake bursts that are strongly clustered in space and time ([18], [19]; Figure 3). These include seismic swarms and aftershock sequences. A readily observable property of these events, the radius of gyration ($R_{G}$), allows us to connect the bursts to the temporal occurrence of the largest $M\geq 7$ earthquakes in California since 1984.
In the Southern California earthquake catalog, we identify hundreds of these potentially coherent space-time structures in a region defined by a circle of radius 600 km around Los Angeles. We compute \( R_G \) for each cluster, then filter them to identify those groups of events with large numbers of events closely clustered in space, which we call "compact" bursts. Our basic assumption is that these compact bursts reflect the dynamics associated with large earthquakes.

Once we have filtered the burst catalog, we apply an exponential moving average to construct a time series \( R_G(t) \) for the Southern California region. We observe that the \( R_G(t) \) of these bursts systematically decreases prior to large earthquakes, in a process that we might term "radial localization." The \( R_G(t) \) then rapidly increases during an aftershock sequence, and a new cycle of "radial localization" then begins.

These time-series display cycles of recharge and discharge reminiscent of seismic stress accumulation and release in the elastic rebound process. This time series is shown in Figure 3. Vertical red dashed lines represent major earthquakes having magnitudes \( M \geq 7 \), vertical dotted lines represent earthquakes having \( 6 \leq M \leq 7 \). The green horizontal line near the top is a Decision Threshold \( D_{R_G}(T_W) \) used for an optimal Receiver Operating Characteristic analysis with an alert time of \( T_W = 3 \) years [2], [20].

A similar time series that is based on different correlation metrics has been constructed by Rundle et al.[2], [20]. This method uses a new machine learning-based method for nowcasting earthquakes to image the time-dependent earthquake cycle, involving the classification of seismicity into characteristic patterns found by using Principal Component Analysis of regional seismicity ([24]–[26]). Patterns are found as eigenvectors of the cross-correlation matrix of a collection of seismic time-series in a coarse-grained regional spatial grid (pattern recognition via unsupervised machine learning). Data from 1950-present was used, with magnitudes \( M \geq 3.29 \). The eigenvalues of this matrix represent the relative importance of the various eigenpatterns. Examples of the most prominent eigenvectors are shown in Rundle et al. [2], [20], [27].

We can now ask whether it might be possible to apply Machine Learning (ML) techniques to predict future values of the time series. The general method we have used is to divide the data into a training and a test set, the training period to fix the parameters, and the test set to evaluate the quality of the prediction. There are at least 3 techniques that we are at present in the process of evaluating. These are all one-step walk-forward methods in which a set of \( N \) previous values \( \{x_t, x_{t+1}, \ldots, x_{t+N}\} \) are used as the feature vector \( \mathbf{x} \). The label \( y \) that is assigned for the supervised learning task is the next value of the time series beyond \( x_t \), \( y = x_{t+1} \).

Once the model is trained, it is evaluated on the test or validation data. There are three methods that we are so far investigating based on:
- Random Forest Classifiers (RFC) [28]
- Auto Regressive Integrated Moving Average (ARIMA) [28]
- Long Short Term Memory Recurrent Neural Networks (LSTM RNN) [29] used in our deep learning work later
- Generative Adversarial Networks (GAN) [30]–[32]

Briefly, the RFC [28] method uses an ensemble of decision trees to estimate model parameters using a classifier method based, for example, on the ID3 [33] or more recent classifier methods. Classification is carried out by optimizing the entropy or the Gini index. An example of the RFC method is shown here in Figure 4. It can be seen that the largest earthquakes are not predicted by this method and so we must search for other methods.

1.2 Research objectives

The scientific objective is to improve the quality of Earthquake Nowcasting and we explore deep learning in a region of Southern California, similar to that used in previous work [20], [27]. This is quantified in a few metrics -- the Nash Sutcliffe Efficiency NSE [34] and in the visualization of predicted versus observed earthquake activity. NSE is a measure of a difference between the variation of the data over time with the discrepancy between observation and prediction so that predicting the observation to be the mean gives a default NSE of 0. The Nash Sutcliffe Efficiency NSE is given in equation (1) where quantity \( Q_m^t \) is model prediction at time \( t \) for Quantity \( Q \); \( Q_o^t \) is the observed value of \( Q \) at time \( t \) and \( Q_o \) is the mean value of \( Q^t_o \) over time:

\[
NSE = 1 - \frac{\sum_{t=1}^{T} (Q_m^t - Q_o^t)^2}{\sum_{t=1}^{T} (Q_o^t - Q_o)^2}
\]  

(1)

We present results in the form of the normalized NSE, \( NNSE = 1/(2-NSE) \) which runs between 0 (bad) and 1 (perfection). This approach is common for the evaluation of time series models in other earth science fields [35], [36]. We supplement these overall averages with time-dependent plots of earthquake activity illustrated in sec. 5.

2 Data description

2.1 Quake Data

The earthquake data comes from USGS [37] and we have chosen 4 degrees of Latitude (32 to 36 N) and 6 degrees of Longitude (-120 to -114) region covering Southern California. The data runs from 1950 to the present day and is presented as events: magnitude, ground location, depth, and time. We have presented the data in time and space bins [38]. The time interval is
daily but in our reference models, we accumulate this into fortnightly data. Southern California is divided into a 40 by 60 grid of 0.1 by 0.1-degree “pixels” which corresponds roughly to squares with an 11 km side. The dataset also includes an assignment of pixels to known faults and a list of the largest earthquakes in that region from 1950 until today.

We have chosen various samplings of the dataset to provide both input and predicted values. These include time ranges from a fortnight up to 4 years. Further, we calculate summed magnitudes and depths and counts of significant quakes (magnitude > 3.29). Other easily available quantities are powers of quake energy (using Energy ~ $10^{1.5m}$ where m is magnitude). We use the concept of “Energy averaging” when there are multiple events in a single space-time bin. So the magnitude $m_{\text{bin}}$ assigned to each bin is defined in equation 2 as “log(Energy)” where we sum over events of individual magnitudes $m_{\text{event}}$

$$m_{\text{bin}} = \log(\text{Energy}) = \frac{1}{1.5} \log_{10} \sum_{\text{in bin}}^{\text{Events}} 10^{1.5m_{\text{event}}},$$

We also use energy averaging defined in equation (3) for quantities $Q$ such as the depth

$$\text{Energy weighted Quantity } Q_{\text{bin}} = \frac{\sum_{\text{in bin}}^{\text{Events}} 10^{1.5m_{\text{event}}} Q_{\text{event}}}{\sum_{\text{in bin}}^{\text{Events}} 10^{1.5m_{\text{event}}}}$$

The multiplicity per each bin is the number of events in a bin satisfying a criterion and are not “Energy averaged”.

$$\text{Multiplicity}_{\text{bin}} = \sum_{\text{in bin}}^{\text{Events}} \text{Multiplicity}_{\text{event}},$$

We also looked at the powers of the energy $E^n$ instead of $m_{\text{bin}}$

$$E^n = \left( \sum_{\text{in bin}}^{\text{Events}} 10^{1.5m_{\text{event}}} \right)^n, \text{ for } n = 0.25, 0.5, 1$$

As the exponent $n$ increases from $n=0$ (the log) to $n=1$, one becomes more sensitive to large earthquakes but loses dynamic range in the deep learning network as measured by mean value/maximum of the input data. We have done a preliminary analysis of $E^{0.25}$ but this paper only presents an analysis of the data using “Log(Energy)” (magnitude).

Note all input properties and predictions (separately for each data category) are independently normalized to have a maximum modulus of 1 over all space and time values. Note that in deep learning values of $O(1)$ are especially significant as that is the value where activation layers introduce nonlinearity into the analysis. The time dependence of different measures of earthquake activity is compared in figure 5 for 2-week time bins. The data is
summed over the 2400 spatial bins but averaged as in equations (1) to (5) within each space-time bin. All plots show $m_{\text{bin}}$ defined in (2) which we use for most inputs and outputs and we compare with the multiplicity of events with magnitude $> 3.29$, the multiplicity of all events, $E_{0.25}$ and $E_{0.5}$. Note that $E_{0.5}$ is the “Benioff Strain” [39]–[42], a measure of the accumulating stress or strain.

The $m_{\text{bin}}$ curve on each figure is renormalized to have a maximum that is precisely one half that of other plotted quantities. Unsurprisingly $m_{\text{bin}}$ has the least drastic time structure and the multiplicity plots are similar in their overall structure to $E_{0.5}$. We largely deal with $m_{\text{bin}}$ as its smoother behavior is easier to model. We tried some preliminary analysis with $E_{0.25}$ for targets (defined later) but did not find a good description of data as deep learning doesn’t easily describe measurements with a large ratio of maximum to mean. These ratios are recorded in Table 1, where for the model, the individual pixel row is most relevant.

| Ratio Mean/Max for observables | $m_{\text{bin}}$ | Full Multiplicity | Multiplicity $m > 3.39$ | $E_{0.25}$ | $E_{0.5}$ |
|-------------------------------|------------------|-------------------|-------------------------|-----------|----------|
| Individual Pixels             | 0.11             | 0.0000046         | 0.000022                | 0.0032    | 0.00016  |
| Summed over space             | 0.83             | 0.012             | 0.0079                  | 0.53      | 0.025    |

Table 1: Ratios of mean to the maximum of potential observables

**Fig 5a): Time dependence of Multiplicity > 3.29 events compared to $m_{\text{bin}}$ of Eq. (2)**
Fig. 5(b): Time dependence of multiplicity of all events compared to $m_{\text{bin}}$ of Eq. (2).

Fig. 5(c): Time dependence of $\text{Energy}^{0.25}$ in fortnightly bins compared to $m_{\text{bin}}$ of Eq. (2). Note the suppressed zero in plot.
Fig. 5(d): Time dependence of Energy$^{0.5}$ in fortnightly bins compared to $m_{\text{bin}}$ of Eq. (2)

![Graph of Energy vs Time](image)

Fig. 6: The 500 spatial regions (pixels) used in the analysis are divided randomly into 400 red training and 100 green validation/testing pixels with the remaining 1900 regions in shades of grey.

In the results presented here, we just considered the 500 most active “pixels” among 2400 of the full dataset. These active regions were selected similarly to earlier papers by cuts on the counts of events with magnitude > 3.29. Of these 400 pixels were used for training and 100 for validation and testing. 2400 0.1 by 0.1-degree subregions analyzed (pixels) are illustrated in figure 6 with 400 red as training and 100 green as validation pixels with the pixel intensity corresponding to earthquake activity.

This analysis is built around forward and backward observables using 2-week time units and the $m_{\text{bin}}$ observables which are calculated in various time intervals and in the forward and
backward directions. $m_{bin} (F: \Delta t,t)$ is the energy averaged magnitude of equation (2) calculated over the time interval $\Delta t$ starting at the bin following the time $t$. $m_{bin} (B: \Delta t,t)$ is the energy averaged magnitude of equation (2) calculated over the time interval $\Delta t$ ending at the time $t$ bin.

Forward measurements are predicted and backward measurements input. Note that a year prediction $m_{bin} (F: \Delta t=52 \ weeks,t)$ can **not** be calculated from the 26 two-week predictions $m_{bin} (F: \Delta t=2 \ weeks,t \ to \ t+25)$. The energy averaging (roughly a maximum magnitude) does not commute with the averaged prediction. Here earthquake analysis differs from other time series where observables are directly measured event counts.

### 2.2 Earthquake Faults

![Fault Regions with a particular space-filling label for each of the 2400 pixels](image)

Hundreds of faults have been identified and it is important to understand how to use this information in the models. Visually the faults look like the highways in the related traffic problems but there is not such a clear relation between quakes and faults as a function of time as there are for cars and roads.

The road structure is described by a graph neural net but we didn’t use this approach here but rather after much experimentation settled on a simple idea shown in fig. 7. We divided the faults into groups (36 in results presented here) and labeled each region by the index on a space-filling curve running through our region. Then each of the 2400 pixels is given a static label from 0..35 which is used as described below. There are many ways of generating space-filling curves and we chose 4 independent ones and so each pixel ends with four static labels.

### 3 Formulation of Deep Learning for Time Series

#### 3.1 Spatial Bag Problem

We introduced the concept of a spatial bag for time series earlier and illustrate this in fig. 8, where we have a set of time series where the spatial distances (e.g. locality) between points is not important; rather they are differentiated by values of properties which can either be static (such as percentages of the population with high blood pressure for medical examples or minimum annual temperature for hydrology catchment studies) or dynamic (such as a local...
social distancing measure). In other papers, we will discuss problems that combine the features of spatial bags and distance locality where convolutional networks (especially convLSTM) are clearly useful. We tried convLSTM for the Earthquake case but did not find it as effective as the methods reported here.

---

**Fig 8: Illustration of a spatial bag with associated time sequences. t labels time and x location. The Seq2Seq and forecast modes are illustrated and the structure of input data and predictions.**

### 3.2 Deep Learning implementations

Four distinct deep learning implementations will be considered:

1. **LSTM** Pure recurrent Neural Network -- two-layer LSTM [43]
2. **TFT** A version of the Google Temporal Fusion Transformer TFT [44]–[46] that uses two distinct LSTM’s -- one each for Encoder and Decoder with a temporal (attention-based) transformer
3. **Science Transformer** A hybrid model that was built at the University of Virginia with a space-time transformer for the Decoder and a two-layer LSTM for the encoder.
4. **AE-TCN Joint Model** This is an architecture that combines two models. One is an AutoEncoder (AE) that encodes and decodes the image-like input and output. The other is a Temporal Convolutional Network (TCN) which takes the differences from the input and output of the AutoEncoder and predicts the one-step future loss which is used to nowcast immediate earthquakes in [49, 50].

All of these are programmed using the standard Tensorflow 2 class model. This required some adjustment for TFT where the software is presented [47] in Tensorflow 1 compatibility mode running under Tensorflow 2. NVIDIA has a modern version of the TFT with PyTorch [48]. We modified the TFT in a few ways to allow multiple targets and multi-layer LSTM’s. We also use Mean Square Error MSE and not quantiles (mean absolute error) as the loss function. This loss is used identically in all 3 models. MSE appears more appropriate than MAE in this problem.
as it emphasizes the interesting large earthquake region; MAE weights small earthquakes more than MSE.

3.3 The Deep Learning Models in Detail

Deep Learning models are typically constructed as a set of connected layers that calculate forward and back-propagation supported by the well-known PyTorch and Tensorflow frameworks. Each layer has parameters one can change and the user can also vary the order and nature of layers. We have three implementations with rather different structures and sizes. The smallest model is the LSTM with 6 layers shown in figure 9 and 66,594 trainable parameters. Layers used include basic dense, dropout, activation, softmax, add, multiply as well as complex layers such as LSTM. The broad classes we use are dense embedding layer for initial and projection layer for final processing, transformers to identify patterns, and LSTM recurrent networks for time-series processing. In other work, we have used autoencoders and temporal convolutional networks to identify earthquakes as extreme events [49], [50]. We illustrate the simplest network in fig. 9 where grey represents layers and yellow-green data arrays with dimensions. The high-level architectures are compared in fig. 10 while the detailed TFT architecture is well described in [44], [45] and the other two models can be found in [51], [52].

| Network          | # Layers | # Trainable parameters | Window Size | Internal Label and online Link       |
|------------------|----------|------------------------|-------------|--------------------------------------|
| LSTM             | 6        | 66590                  | 13          | EARTHQB-LSTMFullProps2 [53]           |
| TFT              | 73       | 8005334                | 26          | EARTHQ-newTFTv29 [54]                |
| Science Transformer | 14      | 2339328                | 26          | Y8-EARTHQDGX-Transformer1[55]        |

Table 2: Some Features of the 3 models. The #layers are only for the highest level and nearly all of them are composite and so the full count is much higher.

![Fig. 9: The LSTM deep learning network used in this analysis. The 2 LSTM layers are sophisticated compound networks illustrated on the left. B is Batch size (400), W is window size (13); InProp the number of input time series (27) and OutPred the number of predicted time series (24).](image)
3.5 The Deep Learning Inputs and Outputs

Deep Learning involves somewhat different inputs and outputs (predictions or targets) to more traditional approaches. Following [45], we identify three major classes of features which are functions of time (time series) for each member of the spatial bag (i.e., each pixel in fig. 6) or static characteristics of the bag member. These classes are Known Inputs, Observed Inputs,
and 

**Targets**. We describe these in general and then specify how they were chosen for each model.

**Observed Inputs** are the basic measured quantities such as magnitude and depth of earthquakes. In the Covid example illustrated in fig. 3, they are daily infections and fatalities but also time-dependent auxiliary variables such as vaccination rate, measures of social distancing, hospitalization rates etc.. In the earthquake case, bin multiplicity counts are auxiliary variables. More formally we divide observed inputs into “(a priori) unknown inputs” and targets as one typically has variables that are both observed inputs at times up to current time and these need to be predicted and so fall in the target category as well.

**Known Inputs** are an interesting concept that includes both static features and time series (known time-dependent features). These are parameters that are known in both the past and future whereas observed inputs are only known in the past and need to be nowcast into the future. In Covid and Earthquake examples the only measured known inputs are the static features. In commercial applications, daily signatures of holidays or weekends are interesting inputs. Note these are categorical variables and generally all parameters can be categorical or come from a numerical scale. The latter tend to dominate scientific time series. In our analysis, we made extensive use of Mathematical Expansions which are functions of time that it appears natural to express the time dependence in terms of. In general, this is the place where simple models or theoretical intuition can be fed in but there is so far not much experience in exploiting this. As well as feeding in theoretical intuition in “known inputs” one can also feed in sophisticated functions of the observed data -- such of those in our earlier work -- as “observed inputs” allowing the deep learning to identify precursor patterns of future earthquakes.

Fig. 12 shows the modified TFT applied to describe daily Covid data up to November 29, 2021 (extended from [43]). The weekly mathematical “known input” helps the model obtain a good description. The annual periodic variation was used to advantage for describing hydrology data in [52]. We also used Legendre polynomials as known inputs \( P_l(\cos \theta_{\text{Full}}(t)) \) where \( \cos \theta_{\text{Full}}(t) \) varies from -1 to +1 over the full-time range of the problem. The results here use the Legendre polynomials from \( l=0 \) to 4. Note \( \cos \theta_{\text{period}}(t), \sin \theta_{\text{period}}(t), P_l(\cos \theta_{\text{Full}}(t)) \) lie between -1 and +1 and fit the deep learning framework constraints quite well as they do not create poor ratios of mean/max of sizes. These are known inputs as they can be calculated for any time value -- past or future.

**Targets** have already been introduced as these are the functions of time that we are trying to predict. They often include all or a subset of the observed inputs as for training they need to be known for times previous to that where the nowcasting was made. However just as we had unknown inputs that were time series which were not predicted, we also sometimes used Synthetic Targets that were predicted but not part of input set. These need to be known for “all times” so they can be used in training.

However, whereas inputs are best if they have no missing data, that is not required for targets. These can be missing as we are using an additive loss function (MSE or MAE) and missing targets are just dropped from the sum in the loss function. We use this for predicting many years in the future which are dropped from training at times such that the future measurements are not available. If targets predict \( T_{\text{forward}} \) time units into the future we choose
the maximum training time so the targets with the smallest forward are known but not the others. In the simplest models, targets are the values of observables at the final time. However, we also use synthetic futures when observables are \( m_{\text{bin}}(F; \Delta t, t) \) integrals over time periods \( \Delta t \) up to 4 years.

We now summarize the choices that we made for the three networks discussed in this paper. Note for the LSTM and Science Transformer static variables are implemented as “known input time series” with values independent of time. For the TFT, static variables are cleverly used to provide initial context for appropriate layers processing the true time series.

| Static Known Inputs (5) | 4 space-filling curve labels of fault grouping, linear label of pixel |
|-------------------------|--------------------------------------------------|
| Targets (24)            | \( m_{\text{bin}}(F; \Delta t, t) \) for \( \Delta t = 2, 4, 8, 14, 26, 52, 104, 208 \) weeks. Also for skip 52 weeks and predict next 52; skip 104 and predict next 104. With relative weight 0.25, all the Known inputs and linear label of pixel |
| Dynamic Known Inputs (13) | \( P_l(\cos \theta_{\text{full}}) \) for \( l = 0 \) to 4, \( \cos \theta_{\text{period}}(t), \sin \theta_{\text{period}}(t) \) for period = 8, 16, 32, 64 |
| Dynamic Unknown Inputs (9) | Energy-averaged Depth, Multiplicity, Multiplicity \( m \geq 3.29 \) events \( m_{\text{bin}}(B; \Delta t, t) \) for \( \Delta t = 2, 4, 8, 14, 26, 52 \) weeks |

Table 3: Input and Output variables for the LSTM and Science Transformer

| Static Known Inputs (5) | 4 space-filling curve labels of fault grouping, linear label of pixel |
|-------------------------|--------------------------------------------------|
| Targets (4)            | \( m_{\text{bin}}(F; \Delta t, t) \) for \( \Delta t = 2, 14, 26, 52 \) weeks. Calculated for t-52 to t for encoder and t to t+52 weeks for decoder in 2 week intervals. 104 predictions per sequence. |
| Dynamic Known Inputs (13) | \( P_l(\cos \theta_{\text{full}}) \) for \( l = 0 \) to 4, \( \cos \theta_{\text{period}}(t), \sin \theta_{\text{period}}(t) \) for period = 8, 16, 32, 64 |
| Dynamic Unknown Inputs (9) | Energy-averaged Depth, Multiplicity, Multiplicity \( m \geq 3.29 \) events \( m_{\text{bin}}(B; \Delta t, t) \) for \( \Delta t = 2, 4, 8, 14, 26, 52 \) weeks |

Table 4: Input and Output variables for the modified Temporal Fusion Transformer
Fig 12: Modified TFT description of 500 most populous counties in the USA for Covid daily infection and fatality data showing strong weekly periodic structure from early 2020 to November 2021.

The deep learning models are perhaps the important glamorous parts of the analysis but substantial data engineering is needed to pre-process the input data and visualize the results. This hard work is described in [52] and can be viewed in the online Jupyter notebooks.

4 Transformer and Attention Technologies

4.1 Using Transformers for Spatial Bags

The deep learning methods use approaches that were largely originally developed for natural language processing.

Recurrent Neural Networks

RNN explicitly focus on sequences and pass them through a common network with pretty subtle features. RNNs are designed to gather a history which allows the time dependence to be remembered.

Attention-based methods [56] are more modern and perhaps somewhat easier to understand as attention is a simple idea.

NLP is basically a classification problem (look up tokens in a context-sensitive dictionary) whereas (science) tends to be numerical and so it is not immediately obvious how to use attention in technical time series and we describe one possible
approach in this paper. There have been a few studies of transformer architectures for numerical time series such as [57]–[63] but there is not a large literature.

Attention [64], [65] means that you “learn” structure from other related data and look for patterns using a simple “dot-product” mechanism discussed later matching structure of different sequences; there are other approaches to match patterns which is a good topic for future work. Here we use a simple attention mechanism in an initial decoder but use a recurrent net LSTM for the encoder as shown in fig. 5b). Such mixtures have been investigated and compared [66], [67]. We compare the two architectures shown in a) and b) of fig. 13; the pure LSTM used in sec. 2 and the science transformer

### 4.2 Scaled Dot-Product Attention and the Vectors Q K V

The basic item for LSTM and Transformer is the same; a space point with a time sequence with each time in the sequence having a set of static and dynamic values. In an LSTM the sequence is “hidden” and you have to unroll the recurrent network to see it. However in the transformer, the different time values in a sequence are treated directly and so each item contains W terms (W is the size of time sequence). Each term is embedded in an input layer and then mapped by 3 different layers into vectors Q (query) K (key) V (value).

![Scaled Dot-Product Attention](image)

As shown in fig. 14, one matches terms i and j by calculating $Q(i) K^T(j)$ and ranking with a softmax step. This multiplies the characteristic vector $V(j)$ of this pattern and the total attention $A(i)$ for item i, is calculated as a weighted sum over the values $V(j)$. There are several different attention “heads” (networks generating Q K V) in each step and the whole process is repeated in multiple encoder layers. The result of the encoder step is considered separately for each item (each time in a time sequence at a given location) and the embedded input of this layer is combined with the attention as input to the LSTM decode step.

### 4.3 Choosing the group of items over which Attention Calculated

In natural language processing, you look for patterns among neighboring sentences but for science time series you can have larger regions as spatial bags have no locality. This leads
to many choices as to the space over which attention is calculated as one can’t realistically consider all items simultaneously.

Suppose we have $N_{\text{loc}}$ locations; each with $N_{\text{seq}}$ sequences of length $W$. Then the space to be searched has size $N_{\text{loc}} \cdot N_{\text{seq}} \cdot W$ which is too large. In COVID-19 example of fig. 12 [43] $N_{\text{loc}} = 500$, $N_{\text{seq}} \approx 700$ and $W$ up to 13. In the hydrology example in [52], $N_{\text{loc}} = 671$, $N_{\text{seq}} \approx 7000$ and $W$ up to 270. The next subsection describes the 3 search strategies we have looked at: and depicted in fig. 15. There is

- Temporal search: points in sequence for fixed location
- Spatial search: locations for a fixed position in the sequence
- Full search: complete location-sequence space

One will need to sample items randomly as only a small fraction of space is looked at in one attention step whatever method is used. Note that in all cases we used a batch size of 1 as the attention space was effectively the batch. Actually, in the LSTM stage, the different locations in the attention space were considered separately and the attention search space became the batch. In the work reported here the attention space (and batch size) was set to $N_{\text{loc}}$ but this is not required and would not work in some cases with large values of $N_{\text{loc}}$.

Even in the examples considered here, the search space can get so large that one needs to address memory size issues. Note the encoding step of the transformer is many matrix multiplications and gets excellent GPU performance and typically LSTM decoder would be a significant part of the compute time and so the addition of attention is not a major performance hurdle although it does require a large GPU memory. The TFT only uses temporal attention separately for each space point and so only the science transformer needs major (80 GB of A100) GPU memory.

a) Temporal: At each location look over time window $O(NW^2)$

![Temporal search diagram](image)

b) Spatial: Look across items at fixed position in time window $O(N^2W)$

![Spatial search diagram](image)

c) Full: Look over all space time windows in batch $O(N^2W^2)$

![Full search diagram](image)

**Fig. 15: Three search strategies discussed in paper. $N=N_A$ is the number of items considered in attention search- each labeled by a location and starting time - and each a window of length $W$. $W=5$ in diagram. $N_A = N_B = N_{\text{loc}}$ here.**

An epoch contains $N_{\text{loc}} \cdot N_{\text{seq}}$ sequences each of length $W$ and consisting of static and dynamic variables characteristic of location. For an LSTM, you would have a batch that consists of $N_B \approx N_{\text{loc}}$ sequences. The number of batches in an epoch is approximately $N_{\text{seq}}$. For a transformer, the batch is currently unwrapped as discussed above and used as the attention
space. Memory usage or compute issues could require a different strategy separately considering batch and attention space.

Note the attention space choice implies different initial shuffling to form batches and also different prediction stage approaches. For spatial and temporal searches one can keep all locations at a particular time value together in both forming batches and in calculating prediction. For the full search the complete set of $N_{loc} \cdot N_{seq}$ sequences must be shuffled. In practice, we combined the space-time and pure time searches and accumulated the results of these two attention searches.

5 Initial Earthquake Nowcasting results

These models give very detailed predictions over time and space and we can only illustrate them in this paper. We give a global summary with the Nash Sutcliffe Efficiency and a sample of time-dependent results in figures of earthquake activity $m_{bin}(F: \Delta t, t)$. The Nash Sutcliffe Efficiency $NSE$ is given in equation 1 where we use the normalized $NSE$, $NNSE = 1/(2-NSE)$ which runs between 0 (bad) and 1 (perfection). Table 5 gives the results for $m_{bin}$ summed over all 400/100 locations. Note all time interval bins use the forward $m_{bin}$ described in section 2 and equation (2) Figures 16-19 show the nowcasts for training and validation sets for a selection of time intervals: 2 weeks, one year, two years and four years. In this initial study, the 3 methods give qualitatively similar results which have strong promising potential for useful nowcasts.

The time period listed corresponds to the forward prediction of that length. The TFT only uses backward prediction but does this for time steps reaching 26 weeks into the future so the backward one-year value at $t+26$ fortnights is the forward prediction at time $t$. It is not clear if the detailed 2-week predictions of TFT into the future (not given in other models) are valuable. We noted before that one cannot use these predictions to calculate cumulative observables as energy-averaging and finding mean are not commutative. The current TFT implementation was not set up to nowcast all the time intervals covered by the other models and so this model is absent in some cells of Table 5 and in the later figures for 2-year and 4-year nowcasts. This is not intrinsic to the TFT model and will be addressed in future work using larger memory machines to train networks.

| Time Period | LSTM Train | TFT Train | Science Transformer Train | LSTM Validation | TFT Validation | Science Transformer Validation |
|-------------|------------|-----------|----------------------------|-----------------|----------------|-------------------------------|
| 2 weeks     | 0.903      | 0.915     | 0.893                      | 0.868           | 0.875          | 0.856                         |
| 4 weeks     | 0.895      | 0.916     | 0.867                      |                 |                | 0.884                         |
| 8 weeks     | 0.886      | 0.913     | 0.866                      |                 |                | 0.881                         |
| 14 weeks    | 0.924      | 0.963     | 0.919                      | 0.893           | 0.905          | 0.881                         |
| Weeks   | 26 weeks | 52 weeks | 104 weeks | 208 weeks |
|---------|----------|----------|-----------|-----------|
|         | 0.946    | 0.919    | 0.923     | 0.935     |
|         | 0.956    | 0.957    | 0.937     | 0.921     |
|         | 0.954    | 0.955    | 0.853     | 0.811     |
|         | 0.897    | 0.861    |           |           |
|         | 0.892    | 0.871    |           |           |
|         | 0.896    | 0.876    |           |           |
|         |          |          | 0.83      |           |
|         |          |          |           | 0.77      |

Table 5. Summary of Nowcasting results in terms of predicted Nash Sutcliffe Efficiencies
Fig 16 $m_{bin}(F; \Delta t, f)$ results for $\Delta t=2$ weeks (training on left, validation on the right) are given for 3 methods in the order: LSTM, TFT, Science Transformer.
Fig 17 $m_{\text{bin}}(F; \Delta t, t)$ results for $\Delta t=52$ weeks (training on left, validation on the right) are given for 3 methods in the order: LSTM, TFT, Science Transformer. Note TFT results are formed using $m_{\text{bin}}(F; \Delta t, t) = m_{\text{bin}}(B; \Delta t, t+\Delta t)$.

Fig. 18 $m_{\text{bin}}(F; \Delta t, t)$ results for $\Delta t=104$ weeks (training on left, validation on the right) are given for 2 methods in the order: LSTM, Science Transformer.
Fig. 19 $m_{min}(F; \Delta t, t)$ results for $\Delta t=208$ weeks (training on left, validation on the right) are given for 2 methods in the order: LSTM, Science Transformer.
5.2 Nowcasting Extreme Events with AE-TCN Joint Model

The AE-TCN joint model is built as described in previous research [49], [50] and an overview architecture is shown earlier in Figure 10. This research is an empirical study for predicting extreme shocks as major events controlled by a pre-configured threshold value. Fig 20 illustrates a result from a test set covering around 2,000 data points, where each data point is an image-like snapshot of Southern California with pixels representing shock energy. We calculate the loss of the AutoEncoder as the mean absolute error from the reconstruction to the input. In Figure 5, the top sub-figure is the min-max scaled loss using the test dataset. The bottom sub-figure of Figure 20 is the model prediction using the test dataset. A high value in prediction indicates the corresponding event is large. In the joint modeling, an autoencoder is responsible for encoding and decoding image input and a temporal convolutional network takes the differences from the autoencoder and predicts high loss, which indicates large events one step ahead.

6 Conclusions

Above we have presented an initial analysis of the use of deep learning for nowcasting earthquakes. We believe the methods are promising and have broad applicability across earth science which offers many examples of geospatial time series. We have identified a class -- spatial bags - where different space points are linked by different values of static labels and not directly by the geometry, We see very complex networks with from over 60,000 to 8 million trainable (unknown) parameters. We use the data to develop the model which then replaces the physics description with these hidden variables.

Note a feature of the gradient descent optimizers is that you can use a redundant parametrization and still converge to a reasonable description. You will over-train with lots and lots of parameters but by comparing training and validation loss find a good description presented here. This paper is not a definitive study, as it is probing somewhat uncharted territory. In particular, we have made very many heuristic choices that need further investigation -- or one could say there are many hyperparameters in this problem that need to be explored.
Areas to explore include time-unit (2 weeks here), the choice of known inputs, the many parameters defining the networks, the targets, and the basic variable from $m_{bin}$ to Energy E and its powers. We also should explore the choice of the validation set; should it be gotten from dividing in space (as here) or time? We earlier noted that the TFT had several clever ideas that could be used in the LSTM and Science Transformer examples. Further for the transformer should one use temporal patterns as in TFT and AE-TCN or the space-time choice made in the Science Transformer.

We intend to build a benchmark set of time series datasets and reference implementations as playing the same role for time series that ImageNet, ILSVRC, and AlexNet played for images. The different implementations establish best practices and can be used in different applications as identified already [68] in finance, networking, security, monitoring of complex systems from Tokamaks[69] to operating systems, and environmental science. This work will be performed in the MLCommons Science Data working group [70]. We intend to combine the open datasets and clean reference implementations available in MLCommons [71] with documentation and tutorials which will allow MLCommons benchmarks to encourage the broad community to study these examples and use the ideas in other applications as well as improving on our base reference implementations.
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