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Abstract

Video transmission applications (e.g., conferencing) are gaining momentum, especially in times of global health pandemic. Video signals are transmitted over lossy channels, resulting in low-quality received signals. To restore videos on recipient edge devices in real-time, we introduce an efficient video restoration network, EVRNet. EVRNet efficiently allocates parameters inside the network using alignment, differential, and fusion modules. With extensive experiments on video restoration tasks (deblocking, denoising, and super-resolution), we demonstrate that EVRNet delivers competitive performance to existing methods with significantly fewer parameters and MACs. For example, EVRNet has 260× fewer parameters and 958× fewer MACs than enhanced deformable convolution-based video restoration network (EDVR) for 4× video super-resolution while its SSIM score is 0.018 less than EDVR. We also evaluated the performance of EVRNet under multiple distortions on unseen dataset to demonstrate its ability in modeling variable-length sequences under both camera and object motion.

1. Introduction

Video restoration aims at recovering the expected quality of videos in recipient devices. Deep neural network-based solutions [11, 25, 51, 55, 59] achieve high accuracy on these tasks, but they are computationally very expensive. For example, a deformable convolution-based video restoration network, EDVR [51], has 21.1 million parameters and requires 9.96 TMACs (multiplication-addition operations) for up-sampling a 360p video frame by a factor of 4. Many video transmission applications (e.g., video streaming and video conferencing) run on edge devices, such as smartphones. The trend is likely to continue with the on-going global health pandemic and the need for remote and virtual
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collaboration. Edge devices have limited computational resources, memory, and energy. As such, heavy networks are not suitable for edge devices. Additionally, video signals at source often undergo lossy compression for transmission under limited network bandwidth (see Figure 1a). Because of compression and transmission noise, the quality of received video signals is low. In order to be effective, these applications should be able to restore high quality and temporally stable videos with low latency on edge devices.

In this work, we propose an efficient and unified neural network (see Figure 2) that restores videos with high quality on edge devices in real-time. Efficient Video Restoration Network (EVRNet), is inspired by traditional computer vision methods for motion estimation and image enhancement [5, 31, 37]. Briefly, EVRNet uses an alignment module to align current and previous frames without optical flow. High-frequency components (e.g., object edges) are often lost during compression. To restore such details, EVRNet uses a differential and fusion module. The differential module learns representations corresponding to high-frequency components while the fusion module uses these representations along with the input to produce high-quality output (see Figure 1b). EVRNet more efficiently allocates parameters and operations inside each of these modules using small and light-weight encoder-decoder networks.

We evaluate EVRNet’s performance on large scale Vimeo-90K dataset [55] on three restoration tasks: (1) deblocking, (2) denoising, and (3) super-resolution. EVRNet delivers competitive performance as state-of-the-art methods but with significantly fewer parameters and MACs. For example, on the task of video deblocking and denoising, EVRNet delivers similar performance to ToFlow [55] but with $46 \times$ and $13.63 \times$ fewer MACs and parameters, respectively. On the task of $4 \times$ video super-resolution, EVRNet has slightly lower SSIM score (0.018) than EDVR [51], but has $260 \times$ fewer parameters and $958 \times$ fewer MACs.

To summarize, the main contributions of this paper are:

- A novel efficient video restoration network capable of running at real-time on edge devices.
- A unified neural network, EVRNet, that jointly removes compression and noise artifacts that are prevalent in video transmission pipeline.
- Qualitative and quantitative results along with comparisons with state-of-the-art methods on three video restoration tasks, demonstrating EVRNet’s competitive performance, while having significantly fewer network parameters and MACs.

2. Related Work

Designing deep neural networks for image and video restoration tasks is an active area of research. In this section, we first briefly review these approaches followed by efforts in improving the efficiency of neural networks.

Image and video restoration: Video deblocking (e.g., [6,30,33,55,59]), video denoising (e.g., [25,33,55,58,59]), and super-resolution (e.g., [3,7,19,23,26,29,41,48,50–52]) are three main video restoration tasks that have been studied widely in the literature. Video deblocking aims at removing artifacts that arise due to image or video compression (e.g., checkerboard patterns). Video denoising aims at removing noise-related artifacts that may arise due to noisy transmission channel (e.g., Internet). Super-resolution aims at producing a high-resolution images/videos from low-resolution images/videos. Most methods are studied on one of these tasks and are computationally very expensive.
3. EVRNet

We propose EVRNet, an Efficient Video Restoration Network, to remove artifacts and restore videos in edge devices in real-time (schematic shown in Figure 2). EVRNet takes inspirations from traditional techniques in motion estimation and image enhancement [31, 37]. Specifically, EVRNet uses an alignment module based on a pyramidal structure to model the motion without explicit use of optical flow. To restore high-frequency details (e.g., edges) that may be lost due to distortions (e.g., compression), EVRNet uses differential and fusion module. These modules learn high-frequency components which are then added back to achieve sharp details. Following sub-sections describe the overall architecture of EVRNet in detail.

3.1. EVRNet Architecture

EVRNet is an auto-regressive network that efficiently models the relationships between a current frame \( I_t \in \mathbb{R}^{3 \times H \times W} \), a previous frame \( I_{t-1} \in \mathbb{R}^{3 \times H \times W} \), and a previous latent frame \( H_{t-1} \in \mathbb{R}^{2 \times H \times W} \). Mathematically, EVRNet takes the form:

\[ O_t, H_t = F(I_t, I_{t-1}, H_{t-1}) \]

(1)

where \( F \) is our learned network, EVRNet, that efficiently synthesizes restored frame \( O_t \) and a latent frame \( H_t \), conditioned on inputs \( (I_t, I_{t-1} \text{ and } H_{t-1}) \). Overall, EVRNet has three main modules: (1) alignment module, (2) differential module, and (3) fusion module.

Alignment module: The alignment module takes a concatenation of the inputs \( (I_t, I_{t-1} \text{ and } H_{t-1}) \) and produces aligned representations \( A_{t} \in \mathbb{R}^{d \times H \times W} \) using an efficient and light-weight encoder-decoder network (Figure 3a). The alignment module first learns pyramidal representations using the encoder network. These representations are then combined by the decoder to produce aligned representations. Compared to existing methods that learns very deep pyramidal representations for motion estimation [8, 21, 31, 38, 43], EVRNet is very light-weight and shallow. To demonstrate the ability of EVRNet in modeling the motion, an example is shown in Figure 4 where person moves his head during a conversation. The most salient regions be-
between consecutive frames are near the nose, spectacles, and shirt as depicted by the optical flow and difference image in Figure 4c and 4d, respectively. The alignment module in the EVRNet also pays attention to these salient regions (red color regions in Figure 4f), illustrating that EVRNet can model the motion implicitly.

Specifically, the encoder in the alignment module consists of (a) a $5 \times 5$ standard convolutional layer, (b) a $5 \times 5$ standard convolutional layer with a stride of 2, (c) a point-wise convolutional layer, and (d) $N_A$ convolutional units (CUs; Section 3.2), where $N_A$ controls the depth of alignment module. The decoder follows a simplified UNet-like architecture [40]. The output of the last convolutional unit (CU) is first upsampled and then concatenated with the output of the first $5 \times 5$ convolutional layer. The resultant output is then fused using a point-wise convolution to produce aligned representations $A_t$.

**Differential module:** The differential module aims at learning high-frequency components in an image such as object edges. To do so, the input $I_t$ is first projected to the same dimensionality as $A_t$ using a $3 \times 3$ convolutional layer to produce a projected output $P_t \in \mathbb{R}^{d \times H \times W}$. An element-wise difference is then computed between $P_t$ and $A_t$. The resultant output is then fed to differential module to further refine these representations and produce high-frequency representations $D_t \in \mathbb{R}^{d \times H \times W}$. Figure 4f shows an example where EVRNet pays attention to high-frequency components (e.g., spectacle and ear edges). Similar to the alignment module, the differential module also takes the form of small and light-weight encoder-decoder network, with an exception to number of CUs. In the differential module, we stack $N_D$ CUs.

**Fusion module:** The fusion module combines high-frequency representations obtained from the differential module $D_t$ with projected input representations $P_t$ and produces restored frame $O_t$ and latent frame $H_t$. We first add $D_t$ with $P_t$ to enhance high-frequency components and then feed the resultant tensor to a fusion module. If the spatial dimensions of $O_t$ are not the same as $I_t$ (e.g., in super-resolution), the output of fusion module is up-sampled using a pixel-shuffle operation. Otherwise, an identity operation is performed. The resultant output is then convolved with a $3 \times 3$ convolutional layer to produce $O_t$. In parallel, the output of fusion layer is also projected using a point-wise convolutional layer to produce latent frame $H_t$. Similar to the alignment and differential module, the fusion module is also an efficient and light-weight encoder-decoder network with $N_F$ CUs.

The operation of differential and fusion module is similar to traditional image enhancement methods (e.g., unsharp mask) [5, 37]. In such approaches, the input image is first smoothed to suppress high-frequency components. Then, a difference between smoothed image and input image is computed to identify high-frequency components, which are then added back to the input image to enhance it.

### 3.2. Convolutional Unit (CU)

CNN-based methods for different visual recognition tasks learn representations using either a single branch (e.g., ResNet [13] and MobileNets [17, 42]) or multiple branches (e.g., InceptionNets [44, 45] and ESPNets [34, 35]). We also study these two methods for learning representations. For learning representations at a single scale, we use a depth-wise convolutional layer with $7 \times 7$ kernel while for learning representations at multiple scales, we apply three depth-wise convolutional layers simultaneously ($3 \times 3$, $5 \times 5$, and $7 \times 7$). In both of these methods, the effective receptive field is the same, i.e., $7 \times 7$. Following recent efficient architectures (e.g., MobileNetv3 [16]), we also adopt squeeze-excitation unit (SE unit) [18] to model channel inter-dependencies. Figure 3b sketches the CU.

### 4. Experimental Results

To demonstrate the effectiveness of EVRNet on video restoration tasks, we evaluate its performance on three tasks: (1) deblurring (Section 4.2), (2) denoising (Section 4.3), and (3) super-resolution (Section 4.4). In this section, we first describe the experimental set-up and then evaluate the performance of EVRNet on each of these tasks.
Figure 5: Performance of EVRNet under compression artifacts. In (a, b), performance in terms of PSNR and SSIM is measured as a function of compression factor $Q$ on both RGB and Y frames, respectively. Lower value of $Q$ means higher compression. In (c), qualitative results for two sample images are shown at different value of $Q$. The top and bottom panels corresponds to the compressed frame and restored frames, respectively. Here, PSNR values are computed on RGB frames. See Appendix A.1 for more results.

4.1. Experimental Set-up

Tasks: We study three video restoration tasks: (1) Video deblocking aims at removing artifacts that may arise due to video compression, (2) Video denoising aims at removing noise (e.g., adaptive white gaussian noise (AWGN)) which may be induced during video transmission, and (3) Video super-resolution which aims at up-sampling low-resolution video to high-resolution at receiver’s end.

Dataset: To evaluate the performance of EVRNet, we use large-scale Vimeo-90K dataset [55] which consists of about 90K independent and diverse video shots with both indoor and outdoor lighting scenarios. We use official training and test splits. Note that, we split the training set randomly into two subsets using 90:10 ratio. The first subset is used for training while the second subset is used for validation.

Training: EVRNet models are trained by minimizing L1 loss using ADAM optimizer [24] for 50 epochs (or about 50K iterations) using PyTorch. Based on our ablation experiments in Section 6, we set $N = 5$, $N_D = 2$, and $N_F = 2$. The learning rate is increased linearly from $1e^{-7}$ to $1e^{-3}$ in first 100 iterations and is then annealed by half at 15-, 25-, 35-, and 45-th epochs. We train EVRNet with an effective batch size of 64 (8 images per GPU x 8 GPUs) and use a L2 weight decay of $1e^{-6}$. All our convolutional layers are followed by a PReLU activation [12], except the activation in multi-scale block is after the addition operation. Standard augmentation methods, such as random crop, random flipping, random gamma correction, and random rotation, are used during training. Task-specific augmentation methods are included in respective sub-sections. For comparison with existing methods, we use official splits for deblocking, denoising, and super-resolution while for sensitivity studies, we use functions from OpenCV and Skimage libraries.

Evaluation metrics: We use two standard quantitative metrics: (1) peak signal-to-noise ratio (PSNR) and (2) structural similarity index (SSIM). Higher value of PSNR and SSIM indicates better performance. Following previous methods, we report these metrics on RGB and Y channel (YCbCr color space).

4.2. Video Deblocking

Sensitivity study: We train and evaluate EVRNet for the task of deblocking artifacts. Similar to state-of-the-art methods (e.g., [30, 55]), we compress frames using JPEG2000 compression. During training, we randomly select the compression or quality factor $(Q)$ between 10 and 40. During evaluation, we vary the value of $Q$ from 15 to 90 using OpenCV. Smaller value of $Q$ indicates higher compression or more blocking artifacts. Note that the same EVRNet network is evaluated at different values of $Q$.

Figure 5 shows quantitative and qualitative results under different values of $Q$. The quantitative results in Figure 5a and Figure 5b for both RGB and Y-channel shows that EVRNet is robust to compression. For example, at $Q = 15$, EVRNet is able to achieve PSNR and SSIM values (RGB space) of 33 dB and 0.91, respectively, indicating that it can
Figure 6: **Performance of EVRNet under noise artifacts.** In (a, b), performance in terms of PSNR and SSIM is measured as a function of AWGN noise variance \( \sigma^2 \) on both RGB and Y frames, respectively. Similarly, in (c, d) and (e, f), performance curves are drawn for salt and pepper noise (S&P) density \( \rho \) and mixed noise (AWGN + S&P). Lower value of \( \sigma^2 \) and \( \rho \) means less noise. In (g), qualitative results for two sample images are shown for different types of noise. The top and bottom panels correspond to the noisy and restored frames, respectively. Here, PSNR values are for RGB frames. See Appendix A.2 for more results.

These quantitative results are further strengthened with the qualitative results in Figure 5c. The compression artifacts around the hand and strings of harp in the first row and bread loaf in the second row of Figure 5c are completely removed by EVRNet, even under high compression.

**Comparison with state-of-the-art methods:** Table 1 compares the performance of EVRNet with state-of-the-art deblocking methods (ARCNN [6], DnCNN [59], V-BM4D [33], ToFlow [55], and DKFN [30]) on the official Vimeo-90K test set. EVRNet delivers similar or better performance than existing methods while having significantly fewer network parameters and multiplication-addition operations (MACs). For example, EVRNet delivers the similar performance as ToFlow [55], but has 46× fewer MACs and 13.64× fewer parameters.

### 4.3. Video Denoising

**Sensitivity study:** Following state-of-the-art methods, we train and evaluate EVRNet under three noise types: (1) Additive White Gaussian Noise (AWGN), (2) Salt and Pepper noise (S&P), and (3) mixture of AWGN and S&P. During training, we randomly select the variance of AWGN noise

Table 1: **Comparison with state-of-the-art methods on the task of video deblocking.** EVRNet delivers similar or better performance, but with significantly fewer parameters and multiplication-addition operations (MACs). Here, we report results on the official Vimeo-90K compressed test set where frames are compressed using FFMPEG. See [55] for more details. Similar to previous works, we report results in RGB colorspace. The results of methods marked with \( ^\dagger \) are reported in [30] while V-BM4D’s performance is reported in [55]. MACs are measured for 640 × 360 RGB frame.

| Method      | MACs  | # Params | PSNR | SSIM |
|-------------|-------|----------|------|------|
| ARCNN \( ^\dagger \) [6] | 27.73 G | 117.73 K | 36.11 | 0.960 |
| DnCNN \( ^\dagger \) [59] | 128.64 G | 558.34 K | 37.26 | 0.967 |
| V-BM4D [33] | – | – | 35.75 | 0.959 |
| ToFlow [55] | 466.83 G | 1073.48 K | 36.92 | 0.966 |
| DKFN [30] | – | – | 37.93 | 0.971 |
| EVRNet (Ours) | 10.13 G | 78.71 K | 36.65 | 0.967 |
\( \sigma^2 \) between 0.05 and 0.4 and the density of S&P noise \( \rho \) between 0.05 and 0.3. Here, \( \sigma \) represents the standard deviation and the value of \( \rho \) measures the percentage of pixels randomly replaced with noise. For example, \( \rho = 0.3 \) indicates that 30\% of pixels in a frame are randomly replaced with S&P noise. During evaluation, we first study the effect of AWGN (Figure 6a and 6b) and S&P noise (Figure 6c and 6d) independently. For AWGN, we vary \( \sigma^2 \) between 0.0005 and 0.1 while for S&P, we vary \( \rho \) between 0.025 and 0.15. We then study the effect of mixture of AWGN and S&P noise (Figure 6e and 6f). In these experiments, we set \( \rho = 0.1 \) and vary \( \sigma^2 \) between 0.001 and 0.1. Note that we train only one EVRNet network for video denoising and then evaluate it at different settings of AWGN, S&P, and mixed noise.

The quantitative results in Figure 6 shows that EVRNet is robust to different types and amounts of noise. For example, the RGB PSNR values of EVRNet with AWGN noise \( (\sigma^2 = 0.001; \text{Figure 6a}) \), S&P noise \( (\rho = 0.1; \text{Figure 6c}) \), and mixed noise \( (\sigma^2 = 0.001 \text{ and } \rho = 0.1; \text{Figure 6e}) \) are around 33 dB, showing the robustness of EVRNet to different types of noise. This is further demonstrated qualitatively in Figure 6g. In the first and second row of Figure 6g, we can see that EVRNet is able to remove noise and also, restore fine details (e.g., hairs in the second row) under different types of noise.

Comparison with state-of-the-art methods: Most state-of-the-art methods train denoising models on Vimeo-90K dataset and evaluate on Vid4 dataset [28]. Following these works, we adopt the same strategy and evaluate on Vid4 dataset. We also compare EVRNet with ToFlow on the official Vimeo-90K denoising dataset. Results are shown in Table 2. EVRNet delivers competitive performance to state-of-the-art methods, but with significantly fewer MACs and parameters. It is worth mentioning that some existing methods (e.g., ToFlow [55] and N2N + F2F [58]) use optical flow, which is either computationally expensive or requires specialized accelerators. Unlike these methods, EVRNet does not requires any flow estimation and is suitable for edge devices.

4.4. Video Super-resolution

We train and evaluate EVRNet on video super-resolution (2× and 4×) task. For training EVRNet that upsamples the input by 2×, we randomly crop a patch whose size lies in the range: \{128, 144, 160, 176, 192\}. For 4× model, we finetune 2× model and select random patch size in the range: \{64, 72, 80, 88, 96\}. Table 3 shows that EVRNet delivers competitive performance as compared to existing methods, but with significantly fewer parameters and MACs. For example, the SSIM score of EVRNet is 0.018 lower than the EDVR, but has 260× and 958× fewer parameters and MACs, respectively.

5. Discussion

Generalization to unseen dataset: A video transmission system, shown in Figure 1a, compresses the video stream before transmitting to the destination in order to reduce network bandwidth. At the destination, the decoded video stream is of low quality due to compression and transmission noise, and is restored using the video restoration methods. To demonstrate the effectiveness of EVRNet in real-world applications (e.g., real-time video conferencing), we
Typically, video conference applications on edge devices process 240p and 360p videos at 10-15 frames per second (FPS). To demonstrate the applicability of EVRNet on edge devices, we measured its inference time on two iOS devices: (1) iPhone XS and (2) iPhone 11. Table 5 shows that EVRNet runs in real-time. We would like to highlight that CoreML (Apple’s ML engine) does not support PixelShuffle on the accelerator. To do that operation, we used a solution that uses reshape and transpose operations. These operations are performed on iPhone’s CPU (23% CPU occupancy), which resulted in drop in speed. Also, EVRNet is faster on iPhone 11 in comparison to iPhone XS. We believe that accelerator-specific implementations of PixelShuffle along with advancements in hardware technology would further improve the speed of EVRNet on edge devices.

6. Ablations

Effect of different CUs: Table 6a studies the effect of single- and multi-scale convolutional units (CUs) with and without SE unit on the task of AWGN denoising. Multiscale CU units with SE improves the performance. We hypothesize that this is because AWGN noise is identically distributed in the frames and kernels at different scales helps learn better representations and remove noisy artifacts (see gray color row in Table 6a).

Effect of the depth of alignment, differential, and fusion modules: Table 8 studies EVRNet with different values of $N_A$, $N_D$, and $N_F$. We are interested in efficient networks for edge devices, therefore, we studied only those combinations that satisfies this criteria: $N_A + N_D + N_F = 9$. We found that deeper alignment modules delivers the best trade-off between performance and MACs. For generative videos with artifacts, videos are first compressed using H264 compression method. A mixed noise (AWGN with $\sigma^2 = 0.001$ and S&P with $\rho = 0.1$) is then added to synthesize transmission noise. EVRNet is able to remove these artifacts, as is evident in Figure 1b.

Table 4: Quantitative results on unseen videos. For generating videos with artifacts, videos are first compressed using H264 compression method. A mixed noise (AWGN with $\sigma^2 = 0.001$ and S&P with $\rho = 0.1$) is then added to synthesize transmission noise. EVRNet is able to remove these artifacts, as is evident in Figure 1b.

Table 5: EVRNet’s speed (in FPS) on edge devices. Each data point is an average across 100 iterations.

Table 6: Ablation studies on the task of AWGN denoising ($\sigma^2 = 0.001$). Overall, EVRNet with multi-scale CUs + SE unit and deeper alignment modules provides the best trade-off between performance and MACs.
7. Conclusion

With virtual presence becoming more and more prominent in present days, it is imperative that video quality is perceptually pleasing which in turn makes the user’s experience pleasant. This work introduces EVRNet, a unified network for deblocking, denoising, and super-resolving frames on edge devices. Compared to state-of-the-art video restoration models, EVRNet is more efficient and runs in real-time on edge devices while delivering competitive performance across different tasks. We believe this work will open up new research directions in this area.
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A. Qualitative results on the Vimeo-90K dataset

A.1. Deblocking

Figures 7, 8, and 9 demonstrate EVRNet’s ability in de-blocking videos at different compression factors in diverse environments (Q; lower value of Q means higher compression). For example, in Figure 7b, EVRNet is able to remove the macro-block artifacts even under high compression (Q = 15) around objects (e.g., hand, vegetables, and mixing bowl).

A.2. Denoising

Figures 10, 11, and 12 demonstrates EVRNet’s ability in denoising different types of noise. For example, in Figure 10c, EVRNet is able to remove the noise and restore videos with high-quality.

A.3. Video super-resolution (4×)

Figure 13 and 14 shows that EVRNet is effective in restoring the details for 4× video super-resolution. For example, in Figure 14a, EVRNet is able to restore fine details (e.g., hair strands) which are hard to restore with bicubic interpolation.

B. Ablations

Effect of different CUs: Table 7 studies the effect of single- and multi-scale convolutional units (CUs) with and without SE unit. Multi-scale CU units with SE help improve the performance in case of AWGN denoising while no gain was observed in case of deblocking and super-resolution. We hypothesize that this is because compression happens at macro-block level, and both single and multi-scale blocks are able to effectively remove compression artifacts. Unlike macro-block compression, AWGN noise is identically distributed in the frames and kernels at different scales helps learn better representations and remove noisy artifacts (see gray color row in Table 7b).

Effect of the depth of alignment, differential, and fusion modules: Table 8 studies EVRNet with different values of $N_A$, $N_D$, and $N_F$. We are interested in efficient networks for edge devices, therefore, we studied only those combinations that satisfies this criteria: $N_A + N_D + N_F = 9$. Similar to the effect of different CUs, we did not observe much gains when varying the depth of alignment, differential, and fusion modules for the task of deblocking and super-resolution. However, for denoising, we found that deeper alignment modules delivers the best trade-off between performance and MACs. Therefore, in our main experiments, we used $N_A = 5$, $N_D = 2$, and $N_F = 2$ (see gray color row in Table 8).
Figure 7: Debloking example at different values of $Q$. Note that lower value of $Q$ means higher compression.
Figure 8: Debloking example at different values of $Q$. Note that lower value of $Q$ means higher compression.
Figure 9: Deblocking example at different values of $Q$. Note that lower value of $Q$ means higher compression.
(a) Original frames

(b) Noised frames with AWGN ($\sigma^2 = 0.01$).

(c) Denoised frames with EVRNet. RGB PSNR of these denoised images is 33.94 dB (left) and 37.73 dB (right), respectively.

Figure 10: AWGN denoising results on two different sequences.
(a) Original

(b) Noised images with S&P ($\rho = 0.15$)

(c) Denoised images with EVRNet. RGB PSNR of denoised images is 37.28 dB and 35.50 dB, respectively.

Figure 11: Salt & Pepper Denoising Example
Figure 12: Denoising example with mixed noise

(a) Original images

(b) Noised images with AWGN ($\sigma^2 = 0.001$) and S&P ($\rho = 0.1$)

(c) Denoised images with EVRNet. RGB PSNR of denoised images is 32.55 dB (left) and 32.09 dB (right), respectively.
(a) **Top left:** Input low-resolution frame. **Top right:** Ground truth. **Bottom left:** Output of bicubic up-sampling (RGB PSNR: 28.59 dB) **Bottom right:** Output of EVRNet (RGB PSNR=34.76 dB).

(b) **Top left:** Input low-resolution frame. **Top right:** Ground truth. **Bottom left:** Output of bicubic up-sampling (RGB PSNR: 27.56 dB) **Bottom right:** Output of EVRNet (RGB PSNR=38.41 dB).

Figure 13: $4 \times$ Video super-resolution examples.
Figure 14: 4× Video super-resolution examples.
### Table 7: Effect of different CU units

Multi-scale blocks are effective in restoring fine-grained details (e.g., noise) while both single- and multi-scale blocks are effective in restoring block-level artifacts (e.g., compression). Here, we used $N_A = N_D = N_F = 3$.

| CU Type | SE Unit | MACs       | # Params | PSNR  | SSIM  | PSNR  | SSIM  |
|---------|---------|------------|----------|-------|-------|-------|-------|
| Single  | ×       | 9.85 G     | 68.15 K  | 36.358| 0.948 | 38.477| 0.961 |
| Single  | ✓       | 9.85 G     | 72.95 K  | 36.323| 0.948 | 38.403| 0.961 |
| Multi   | ×       | 10.79 G    | 73.91 K  | 36.297| 0.947 | 38.363| 0.961 |
| Multi   | ✓       | 10.79 G    | 78.71 K  | 36.334| 0.948 | 38.478| 0.962 |

(a) Deblocking ($Q = 40$)

| CU Type | SE Unit | MACs       | # Params | PSNR  | SSIM  | PSNR  | SSIM  |
|---------|---------|------------|----------|-------|-------|-------|-------|
| Single  | ×       | 9.90 G     | 68.33 K  | 31.207| 0.868 | 32.650| 0.886 |
| Single  | ✓       | 9.85 G     | 72.95 K  | 32.006| 0.896 | 33.365| 0.914 |
| Multi   | ×       | 10.79 G    | 73.91 K  | 29.026| 0.875 | 30.247| 0.895 |
| Multi   | ✓       | 10.79 G    | 78.71 K  | 32.370| 0.900 | 33.679| 0.916 |

(b) AWGN Denoising ($\sigma^2 = 0.001$)

| CU Type | SE Unit | MACs       | # Params | PSNR  | SSIM  |
|---------|---------|------------|----------|-------|-------|
| Single  | ×       | 9.90 G     | 68.33 K  | 37.406| 0.962 | 38.042| 0.966 |
| Single  | ✓       | 9.90 G     | 73.14 K  | 37.318| 0.962 | 37.955| 0.965 |
| Multi   | ×       | 10.84 G    | 74.10 K  | 37.181| 0.962 | 37.868| 0.966 |
| Multi   | ✓       | 10.84 G    | 78.91 K  | 37.378| 0.962 | 38.002| 0.966 |

(c) Super-resolution (2×)
| Module depth | MACs | # Params | RGB | Y-Channel |
|--------------|------|----------|-----|-----------|
|              |      |          | PSNR | SSIM      |
|              |      |          | PSNR | SSIM      |
| 1 1 7        | 11.44 G | 78.71 K  | 36.320 | 0.948    |
| 1 7 1        | 11.44 G | 78.71 K  | 36.356 | 0.948    |
| 7 1 1        | 9.47 G  | 78.71 K  | 36.334 | 0.948    |
| 2 2 5        | 11.11 G | 78.71 K  | 36.200 | 0.946    |
| 2 5 2        | 11.11 G | 78.71 K  | 36.327 | 0.947    |
| 5 2 2        | 10.13 G | 78.71 K  | 36.307 | 0.947    |
| 3 2 4        | 10.77 G | 78.71 K  | 36.359 | 0.948    |
| 3 4 2        | 10.77 G | 78.71 K  | 36.307 | 0.947    |
| 4 3 2        | 10.46 G | 78.71 K  | 36.287 | 0.948    |
| 3 3 3        | 10.79 G | 78.71 K  | 36.334 | 0.948    |

(a) Deblocking ($Q = 40$)

| Module depth | MACs | # Params | RGB | Y-Channel |
|--------------|------|----------|-----|-----------|
|              |      |          | PSNR | SSIM      |
|              |      |          | PSNR | SSIM      |
| 1 1 7        | 11.44 G | 78.71 K  | 31.605 | 0.887   |
| 1 7 1        | 11.44 G | 78.71 K  | 31.753 | 0.884   |
| 7 1 1        | 9.47 G  | 78.71 K  | 30.859 | 0.871   |
| 2 2 5        | 11.11 G | 78.71 K  | 32.139 | 0.901   |
| 2 5 2        | 11.11 G | 78.71 K  | 32.057 | 0.891   |
| 5 2 2        | 10.13 G | 78.71 K  | 32.403 | 0.903   |
| 3 2 4        | 10.77 G | 78.71 K  | 31.690 | 0.890   |
| 3 4 2        | 10.77 G | 78.71 K  | 30.785 | 0.874   |
| 4 3 2        | 10.46 G | 78.71 K  | 31.416 | 0.877   |
| 3 3 3        | 10.79 G | 78.71 K  | 32.370 | 0.900   |

(b) AWGN Denoising ($\sigma^2 = 0.001$)

| Module depth | MACs | # Params | RGB | Y-Channel |
|--------------|------|----------|-----|-----------|
|              |      |          | PSNR | SSIM      |
|              |      |          | PSNR | SSIM      |
| 1 1 7        | 11.50 G | 78.91 K  | 37.071 | 0.961   |
| 1 7 1        | 11.50 G | 78.91 K  | 37.136 | 0.961   |
| 7 1 1        | 9.52 G  | 78.91 K  | 37.176 | 0.961   |
| 2 2 5        | 11.17 G | 78.91 K  | 37.072 | 0.961   |
| 2 5 2        | 11.17 G | 78.91 K  | 37.102 | 0.961   |
| 5 2 2        | 10.18 G | 78.91 K  | 37.196 | 0.961   |
| 3 2 4        | 10.84 G | 78.91 K  | 37.227 | 0.962   |
| 3 4 2        | 10.84 G | 78.91 K  | 37.071 | 0.961   |
| 4 3 2        | 10.51 G | 78.91 K  | 37.173 | 0.961   |
| 3 3 3        | 10.84 G | 78.91 K  | 37.378 | 0.962   |

(c) Super-resolution ($2 \times$)

Table 8: Effect of the depth of alignment, differential, and fusion modules in the EVRNet. Overall, EVRNet with deeper alignment modules provides the best trade-off between performance and number of multiplication-addition operations (MACs). In all these models, the depth of the network is fixed, i.e., $N_A + N_D + N_F = 9$. 
