Modelling the Central Constant Emission X-ray component of \( \eta \) Carinae
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ABSTRACT
The X-ray emission of \( \eta \) Carinae shows multiple features at various spatial and temporal scales. The central constant emission (CCE) component is centred on the binary and arises from spatial scales much smaller than the bipolar Homunculus nebula, but likely larger than the central wind–wind collision region between the stars as it does not vary over the \( \sim 2–3 \) month X-ray minimum when it can be observed. Using large-scale 3D smoothed particle hydrodynamics (SPH) simulations, we model both the colliding-wind region between the stars, and the region where the secondary wind collides with primary wind ejected from the previous periastron passage. The simulations extend out to one hundred semimajor axes and make two limiting assumptions (strong coupling and no coupling) about the influence of the primary radiation field on the secondary wind. We perform 3D radiative transfer calculations on the SPH output to synthesize the X-ray emission, with the aim of reproducing the CCE spectrum. For the preferred primary mass-loss rate \( \dot{M}_A \approx 8.5 \times 10^{-4} \) M\(_\odot\) yr\(^{-1}\), the model spectra well reproduce the observation as the strong- and no-coupling spectra bound the CCE observation for longitude of periastron \( \omega \approx 252^\circ \), and bound/converge on the observation for \( \omega \approx 90^\circ \). This suggests that \( \eta \) Carinae has moderate coupling between the primary radiation and secondary wind, that both the region between the stars and the comoving collision on the backside of the secondary generate the CCE, and that the CCE cannot place constraints on the binary’s line of sight. We also discuss comparisons with common X-ray fitting parameters.
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1 INTRODUCTION
\( \eta \) Carinae has been well observed in X-rays, providing important constraints on this complex binary system. Extensive monitoring by the \textit{Rossi X-ray Timing Explorer (RXTE)} found a strongly periodic X-ray flux, indicating a binary orbit, where in dramatic fashion the X-ray flux plummets for \( \sim 2–3 \) months around periastron passage (Corcoran 2005; Corcoran et al. 2010), consistent with the timing of a multitude of spectral changes in other wavebands (e.g. Damineli et al. 2008). The X-rays also provide some of the best constraints on the secondary star in \( \eta \) Carinae’s orbit. It is not detected at optical and ultraviolet wavelengths because the primary star is so bright, and because ground-based spectra are contaminated by emission from the Homunculus nebula. Additionally, the broad lines from the optically thick wind of the primary, and the existence of multiple emission regions make it difficult to measure and interpret radial velocity variations. Since the primary wind speed (420 km s\(^{-1}\); Groh et al. 2012) is much too low to produce the hard X-rays observed, they must be related to the secondary star. From matching a single \textit{Chandra} spectrum, Pittard & Corcoran (2002) found that the secondary wind speed and mass-loss rate are \( \sim 3000 \) km s\(^{-1}\) and \( \sim 10^{-5} \) M\(_\odot\) yr\(^{-1}\).
To match the X-ray light curve, Corcoran et al. (2001) inferred the system to be highly eccentric ($e \sim 0.9$), which has been confirmed by more complex hydrodynamic and radiative transfer modelling (Okazaki et al. 2008; Parkin et al. 2009; Parkin et al. 2011). X-rays also play an important role in determining how the radiation fields of two stars drive both winds (Parkin et al. 2011), and how the X-rays produced ionize one or both winds, thus changing the wind accelerations and the collision dynamics (Soker & Behar 2006; Parkin & Sim 2013). Furthermore, the X-ray emission can be used to constrain the line of sight to the binary orbit as the X-ray absorption looking through the primary wind is much stronger than when looking through the secondary wind (Okazaki et al. 2008).

The spatial and temporal variations of the X-ray emission range from essentially temporally constant emission from beyond the Homunculus (Seward et al. 1979), to fluctuations every few days that are thought to arise from clumps in the primary wind impacting the wind-wind collision region between the stars (Moffat & Corcoran 2009). The focus of this work is the central constant emission (CCE) component identified by Hamaguchi et al. (2007), and confirmed in Hamaguchi et al. (2014), with the Chandra X-ray Observatory. The CCE is only observable over the ~2-3-month X-ray minimum when the colliding-wind X-ray emission produced between the stars is diminished, so ‘constant’ refers to this time-scale. The emission is spatially unresolved to Chandra indicating that the emission originates within 0.5 arcsec $\approx 1150$ au of the central binary stars.

Hamaguchi et al. (2007) proposed three explanations for the origin of the CCE: (1) inherent emission from embedded wind shocks of one or both winds, (2) a fast, polar flow of the primary wind interacting with the Little Homunculus, and/or (3) the secondary wind (either shocked and then cooled, or unshocked) flowing away from the system and then colliding with circumstellar material farther out. The first two mechanisms are now ruled out, since observations during the 2009.0 and 2014.6 periastron passages revealed a hot, $kT > 5$ keV, component to the CCE (Hamaguchi et al. 2014; Hamaguchi & Corcoran 2015). The hydrodynamic simulations of Madura et al. (2013) provide a framework for the third method; the X-ray emission could come from the wind-wind collision between a shell of primary material ejected during the previous periastron passage and the secondary wind ejected during the current cycle. Russell et al. (2011a,b) noted the seed of this interaction when, just after periastron, the secondary star becomes completely embedded in primary wind, and therefore creates a hot, post-periastron bubble as secondary wind shocks with primary wind in all directions. This includes the comoving shock of secondary wind catching up to primary wind on the back side of the secondary star. Madura et al. (2013) performed hydrodynamic simulations out to a much larger volume (a hundred semimajor axes = 100u) and captured this comoving shock over an orbital cycle, thus showing this interaction is still occurring one cycle later and potentially generates the CCE emission.

This work aims to model the CCE X-ray emission by performing 3D X-ray radiative transfer calculations on large-volume ($r < 100u$) hydrodynamic simulations of η Carinae. Section 2 presents the hydrodynamic simulations, and Section 3 details the radiative transfer calculations. We discuss our results in Section 4 and present our conclusions in Section 5.

## 2 Smoothed Particle Hydrodynamics

### 2.1 Method

We model the wind–wind structure of η Carinae by using a 3D smoothed particle hydrodynamics (SPH) code originally developed by Benz (1990) and Bate et al. (1995), and first applied to a colliding wind system – η Carinae – in Okazaki et al. (2008). The stars are described by sink particles (Bate et al. 1995) that orbit each other while continuously ejecting regular SPH particles to model the interacting stellar winds. The current capabilities of the code, described more fully in Russell (2013) and Madura et al. (2013), include radiative cooling using the exact integration scheme (Townsend 2009) and accelerating the winds according to a $\beta = 1$ velocity law, $v(r) = v_\infty (1 - R/r)^\beta$, where $v(r)$ is the velocity at radius $r$, $v_\infty$ is the wind terminal velocity, and $R$ is the stellar radius. The acceleration is done in an ‘antigravity’ fashion and the winds ‘fall’ off their stars – using a radially varying velocity law, where $c^2 = \frac{2}{\beta^2} \frac{\kappa}{\beta^2}$, and accelerating the winds according to a $\beta = 1$ velocity law, $v(r) = v_\infty (1 - R/r)^\beta$, where $v(r)$ is the velocity at radius $r$, $v_\infty$ is the wind terminal velocity, and $R$ is the stellar radius. The acceleration is done in an ‘antigravity’ fashion and the winds ‘fall’ off their stars – using a radially varying velocity law, $c^2 = \frac{2}{\beta^2} \frac{\kappa}{\beta^2}$, and accelerating the winds according to a $\beta = 1$ velocity law, $v(r) = v_\infty (1 - R/r)^\beta$, where $v(r)$ is the velocity at radius $r$, $v_\infty$ is the wind terminal velocity, and $R$ is the stellar radius.

In a binary system that accounts for the radiation fields of both stars, the total acceleration of a gas parcel from star $i$ with companion star $j$ is

$$g(r) = \kappa_i(r_i)F(r_i)\frac{r_i}{r} + \kappa_j(r_j)F(r_j)\frac{r_j}{r}. \tag{1}$$

$\kappa_j$ determines how the radiation from star $j$ affects the wind of star $i$. For systems such as η Carinae where the temperatures of the stars are very different, calculating $\kappa_j$ is challenging since the peak in the temperature of the radiation field of star $j$ is mismatched to the ionization states of the wind of star $i$ (see e.g. Parkin et al. 2009). As such, three straightforward possibilities for the coupling exist: $\kappa_j(r_j) = \kappa_i(r_i)$ attaches the opacity to the wind properties, $\kappa_j(r_j) = \kappa_j(r_j)$ sets the opacity to the radiation field properties, and $\kappa_j = 0$ means the radiation of star $j$ does not influence the wind of star $i$. These three possibilities span the range of coupling strength and are referred to as the strong coupling if $\kappa_j(r_j) = \max(\kappa_i(r_i), \kappa_j(r_j))$, the weak coupling if $\kappa_j(r_j) = \min(\kappa_i(r_i), \kappa_j(r_j))$, and no coupling if $\kappa_j = 0$. If the strong coupling is chosen for the radiation of star $j$ to interact with the wind of star $i$, then the weak coupling is chosen for the radiation of star $i$ to interact with the wind of star $j$.

1. To mimic the heating of the gas from the stars (e.g. Drew 1989), the simulations impose a floor temperature of 10 kK. The winds are injected at 35 kK, which is inconsequential for the both gas dynamics and the comparison with observations since X-rays are produced from much larger temperatures.
2. Attempts to implement CAK (Castor, Abbott & Klein 1975) line-driving have been hampered by the noise in the velocity gradient computation in the SPH code. Future work will explore a higher order smoothing kernel – quintic spline instead of the cubic spline used here – and a larger number of neighbours to reduce this noise.
In the context of η Carinae, and in particular its X-ray emission, we are predominantly concerned with the influence of the much stronger primary radiation field on the secondary wind, and so will consider strong and weak in this context. Since the radiation of the primary is much greater than the secondary, and the terminal speed of the secondary is much greater than the speed of the primary, \( \kappa_i(r) > \kappa_j(r) \) where \( A \) and \( B \) stand for the primary and secondary, respectively, so \( \kappa_j(r_j) = \kappa_B(r_B) \), i.e. the opacity couples to the wind, is the strong coupling, while \( \kappa_j(r_j) = \kappa_A(r_A) \), i.e. the opacity couples to the radiation field, is the weak coupling.

The radiation of star \( j \) influencing the wind of star \( i \) goes under the term ‘radiative inhibition’ since it was originally applied to the region between the stars where the radiation field of star \( j \) acts in the opposite direction of the flow of the wind of star \( i \), thus inhibiting the acceleration of the wind of star \( i \) along the direction towards star \( j \) (Stevens & Pollock 1994). For this work, however, the secondary wind on the side opposite the primary (once it has a line of sight to the primary star) will feel radiation from both the secondary and primary stars in the same direction, thus accelerating much (slightly) faster in the strong (weak) coupling case as compared to no coupling. Therefore, as opposed to using the terminology strong or weak radiative inhibition, we will specify strong or weak (or no) coupling.

Radiative braking (Owocki & Gayley 1995; Gayley et al. 1997), wherein the radiation from the weak-wind star can suddenly decelerate a stronger wind and prevent the strong wind from otherwise impacting the weak-wind star, is not incorporated since this requires implementing the full radiative line force (Castor et al. 1975) due to radiative braking’s non-radial nature. Based on the stellar, wind, and orbital parameters of η Carinae in this work, a straightforward implementation of the radiative braking requirements shows a stable ram pressure balance between the winds occurs throughout the orbit, so radiative braking should not be very important. However, accounting for the reduced wind velocities due to radiative inhibition and for orbital motion shows that radiative braking might happen for a short phase around periastron (Parkin et al. 2011; Madura et al. 2013). Since the shock of the weaker-wind, secondary star produces the X-ray emission in η Carinae, whether radiative braking happens should have little effect on the X-ray emission at periastron since a wind that shocks very close to its surface at a fraction of its terminal speed (with radiative braking) and a wind that never initiates (no radiative braking) both produce effectively zero X-ray emission.

Madura et al. (2013) computed a grid of SPH simulations spanning three mass-loss rates \( \dot{M}_A = 8.5, 4.8, \) and \( 2.4 \times 10^{-4} M_\odot \text{yr}^{-1} \) to primarily investigate how the primary mass-loss rate affects the wind–wind interaction region. These were all done with the strong coupling between the primary radiation field and the secondary wind. To determine the maximum extent of the coupling’s influence,

\[ M (M_\odot) = 90 \quad 30 \quad \text{H01; O08} \]
\[ R (R_\odot) = 90 \quad 30 \quad \text{H01; H06} \]
\[ M (10^{-4} M_\odot \text{yr}^{-1}) = 8.5, 4.8, \text{and} 2.5 \quad 0.14 \quad \text{G12; P09} \]
\[ v_w \ (\text{km s}^{-1}) = 420 \quad 3000 \quad \text{G12; PC02} \]
\[ \beta = 1 \quad 1 \quad \text{H01; G12} \]
\[ \epsilon = 0.9 \quad \text{C01} \]
\[ P (\text{d}) \ (\text{yr}) = 2024 [5.54] \quad \text{C05} \]
\[ a (\text{au}) [10^{14} \text{cm}] = 15.4 [2.31] \quad \text{–} \]
\[ D (\text{kpc}) = 2.3 \quad \text{DH97} \]
\[ r_{\text{max}} (\text{a}) = 1.5, 10, \text{and} 100 \quad \text{–} \]

we repeat the set of simulations with the most probable \( \dot{M}_A = 8.5 \times 10^{-4} M_\odot \text{yr}^{-1} \) with no coupling. Table 1 provides the stellar, wind, and orbital parameters of the simulations used in this work. The simulations of Madura et al. (2013) also spanned a range of resolutions by varying the outer boundary \( r_{\text{max}} = 1.5a, 10a \) and \( 100a \) while keeping the number of SPH particles in a simulation approximately constant. We embed the timesteps of the various resolutions inside one simulation, which equates to a resolution improvement of a factor of \( 67^{1/3} \approx 4 \).

The new SPH simulations contain one notable improvement over the simulations from Madura et al. (2013). To account for the mixing of particles, the opacity value of an individual particle was \( \kappa = (\rho_i \kappa_i + \rho_j \kappa_j)/(\rho_i + \rho_j) \) where \( \rho_i \) and \( \rho_j \) are the contribution to the density \( \rho \) that is due to neighbouring particles ejected from stars \( i \) and \( j \), respectively. Particles with homogeneous neighbours behave as expected (for a region of only star \( i \) particles, \( \rho = \rho_i \)), but particles near the contact discontinuity between the two wind species have a transition region, where \( \kappa \) smoothly varies from \( \kappa_i \) to \( \kappa_j \) starting on the wind-\( i \) side and moving to the wind-\( j \) side. Even though the species of particles remain separated on either side of the contact discontinuity, the average opacity implementation was not treating the particles as such. The real crux of this average opacity issue is that the size of the transition region from \( \kappa_i \) to \( \kappa_j \) is resolution dependent (more particles lead to a smaller transition region), so different-resolution simulations show behaviour that varies beyond what is expected from just differing resolutions. The new method eliminates the opacity averaging – all star \( i \) particles have \( \kappa_i \), all star \( j \) particles have \( \kappa_j \) – so there is no transition region across a contact discontinuity. If there are regions where the particles are mixed, then the volume-averaged region of the mixing still experiences an average opacity. The end result of this improvement is that simulations of varying resolutions have

### Table 1. Stellar, wind, and orbital parameters of the SPH simulations (both from Madura et al. 2013 and new) used in this work.

| Parameter | Primary | Secondary | Reference |
|-----------|---------|-----------|-----------|
| \( M (M_\odot) \) | 90 | 30 | H01; O08 |
| \( R (R_\odot) \) | 90 | 30 | H01; H06 |
| \( M (10^{-4} M_\odot \text{yr}^{-1}) \) | 8.5, 4.8, and 2.5 | 0.14 | G12; P09 |
| \( v_w \ (\text{km s}^{-1}) \) | 420 | 3000 | G12; PC02 |
| \( \beta \) | 1 | 1 | H01; G12 |
| \( \epsilon \) | 0.9 | | C01 |
| \( P (\text{d}) \ (\text{yr}) \) | 2024 [5.54] | | C05 |
| \( a (\text{au}) [10^{14} \text{cm}] \) | 15.4 [2.31] | | – |
| \( D (\text{kpc}) \) | 2.3 | | DH97 |
| \( r_{\text{max}} (\text{a}) \) | 1.5, 10, and 100 | | – |

C01: Corcoran et al. 2001, C05: Corcoran 2005, DH97: Davidson & Humphreys 1997, G12: Groh et al. 2012, H01: Hillier et al. 2001, H06: Hillier et al. 2006, O08: Okazaki et al. 2008, P09: Parkin et al. 2009, PC02: Pittard & Corcoran 2002

---

Note that this is different than the inhibition of the wind described by Soler & Behar (2006), where soft X-rays ionize from the shock ionize the companion wind around periastron and thus reduce the companion wind (an idea based on this phenomenon occurring in X-ray binaries; Stevens & Kallman 1990). To avoid further nomenclature discrepancies in the literature, we propose to call this phenomenon ‘ionization inhibition’.
more consistent radiative driving, and therefore they show more consistent hydrodynamic behaviour, e.g. the velocity profile of material accelerating from away from its star, and, by extension, the location and temperature of shocks between the winds.

Additionally, but less consequentially, the new simulations include the shadowing of the radiative influence on a gas parcel by the farther star if it is obscured by the opaque core of the nearer star. A particle that is in the umbra, and hence does not have a line of sight to any portion of the farther star, experiences zero radiative driving from the farther star, while a particle in the penumbra, and hence only has a line of sight to a fraction of the far star, experiences a driving force proportional to the visible fractional area of the farther star.

Finally, the new SPH simulations also shut off the radiative acceleration for any particle with a temperature $T > 10^6$ K as it is too ionized to be driven. This, too, has a minimal effect.

### 2.2 Results

Figs. 1–3 show the density (left column), temperature (centre-left column), 1 keV X-ray source function (centre-right column, described in the next section), and speed (right column) of the embedded SPH simulations in the orbital plane at periastron, zooming in with each successive figure. The rows from top to bottom show model NC8.5, SC8.5, SC4.8, and SC2.4, the meaning of which is in Table 2. The major axis is the $x$-axis, the minor axis is the $y$-axis, and the orbital angular momentum axis is the $z$-axis (pointing out of the page). The stars, which orbit counter-clockwise are oriented such that the primary (secondary) is on the right (left) at periastron, though the majority of its ejected wind is on the left (right) portion of the panels, shown in pink, cyan, and blue (red and orange) in the density panels.

In the zoomed-out panels of Fig. 1, the effects of the stars speeding by each other at periastron show up as quasi-circular disturbances (‘shells’ or ‘walls’) in the primary wind on the left of the panels, as well as shells of primary wind material emitted to the right that the secondary wind collides into and gradually destroys. As expected, the disturbance in the primary wind and the intactness of the primary shell emitted one cycle prior depends on $M_1$: NC8.5 and SC8.5 show little primary wind disturbances and visible shells, while the disturbances are large and the shell weak in SC2.4. For further details of this shell and the time evolution of the simulations, see Madura et al. (2013).

The no-coupling simulations (top row) show the largest deviations with the strong-coupling simulations in the speed of the central regions (right-hand panels of Fig. 3). The speed in SC8.5 reaches $>4000$ km s$^{-1}$, while the maximum in NC8.5 is slightly under $\nu_{\infty, B}$, and only obtained in the upper-right portion of the panel. This is the effect of primary radiative acceleration acting against the secondary wind emitted from the back half of the secondary star (i.e. the half opposite the primary star); the force vectors from both radiation sources co-add to increase the acceleration of these particles, and this extra acceleration becomes the most prominent near periastron when the stars are closest. The increased acceleration leads to the pre-shock speed of the leading arm being much higher, so the post-shock temperature (centre-left column) and the X-ray emissivity (centre-right column) are also much higher.

### 3 THERMAL X-RAY RADIATIVE TRANSFER

#### 3.1 Method

We perform 3D radiative transfer calculations on the density and temperature structure of the embedded SPH simulations to determine the model thermal X-ray spectrum. The SPH visualization program SpiXsh (Price 2007) is the basis for solving the formal solution to radiative transfer

$$I(E, x', y') = \int_{\tau(x', y', z') - \tau_{\text{max}}(x', y')}^{\tau_{\text{max}}(x', y')} S(E, x', y', t) e^{-\tau} dt$$

for a grid of rays $\{x', y'\}$ through the simulation volume ($-\tau_{\text{max}}(x', y')$ to $\tau_{\text{max}}(x', y')$; these values depend on $\{x', y'\}$ since the volume is spherical). The observer is located along the direction $+z'$.

The optical depth is

$$\tau(x', y', z') = \int_{\tau_{\text{max}}(x', y')}^{\tau_{\text{max}}(x', y')} \kappa(E) \rho(x', y', z') dz'$$

so $\tau(z' = \tau_{\text{max}}) = 0$. The intensity at the boundary of the simulation is $I$, and $S$ is the source function. This formal solution generates an X-ray map for each energy $E$ that are summed to produce the model spectra, and then folded through an X-ray telescope response function to directly compare with observations. The radiative transfer is performed at an energy resolution of 800 bins dex$^{-1}$ from 0.3–12 keV (covering the full input range of the Chandra ACIS-S response function). This energy resolution is more than needed for most of the spectra, but is required to properly resolve the Fe-K emission at $\sim 6.7$ keV. Just as embedding the successively smaller outer boundary/higher resolution simulations inside one another obtains the maximum spatial resolution of the density and temperature structure, the $\{x', y'\}$ grids of the radiative transfer calculation are also embedded in each other. The inner region is the square of $\{x', y'\} < \pm 1.5a$, the middle region is a square with a hole of the inner-region size at its centre $\pm 1.5a < \{x', y'\} < \pm 10a$, and the outer region is the same shape $\pm 10a < \{x', y'\} < \pm 100a$. Each of these regions have 400×400 pixels across them, so their resolutions are 1.73, 11.6, and 116×10$^{12}$ cm for the inner, middle, and outer regions, respectively. Fig. 4 shows a schematic of the three calculation regions that sum together to generate the final model spectra.

The source function for these thermal X-rays is $S(E) = j(E)/(\kappa(E) \rho)$, where $j(E) = n_{e} \hbar \Omega_{e} \Lambda(E, T)$ is the emissivity
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for electron and hydrogen densities $n_e$ and $n'_H$. The emission function $\Lambda(E, T)$ is from APEC (Smith et al. 2001) using AtomDB version 2.0.2, as implemented in XSpec (Arnaud 1996) version 12.9.0c. The circumstellar absorption is from windtabs (Leutenegger et al. 2010), and the Homunculus/interstellar absorption is from TBabs (Wilms et al. 2000). Solar abundances (Asplund et al. 2009) are used throughout this work; the enhancement of nitrogen at the expense of carbon and oxygen in η Carinae’s primary spectra will only have a minute effect on the X-ray absorption.

The line of sight to the binary orbit of η Carinae has been the source of much discussion in the literature. While the consensus is that the binary orbit is inclined $i \sim 135^\circ$ to align the orbital axis with the Homunculus axis, there are two widely discrepant azimuthal viewing angles. The first has the secondary star in front for the majority of the eccentric orbit (observer at the $+x$-axis, longitude of periastron $\omega \sim 270^\circ$), while the other is the exact opposite (observer at the $-x$-axis, $\omega \sim 90^\circ$). These place the observer on the right or left side of the orbital-plane images in Figs. 1-3, respectively. A subset of the recent work supporting the

**Figure 1.** Density, temperature, 1 keV X-ray surface brightness, and speed (left to right) in the orbital plane of the SPH simulations for NC8.5, SC8.5, SC4.8, and SC2.4 (top to bottom). The plots span ±100a, and the tick marks occur every $5 \times 10^{15}$ cm.

---
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**Figure 2.** Same as Fig. 1, except the plots span ±10a. The tick marks occur every $5 \times 10^{14}$ cm.

**Figure 3.** Same as Fig. 1, except the plots span ±2a. The ticks occur every $10^{14}$ cm. There are clear differences in the strength of the X-ray emission on this scale due to the different coupling methods chosen (top row versus second row).
first is Okazaki et al. (2008), Parkin et al. (2009), Parkin et al. (2011), Madura et al. (2012), Russell (2013), Hamaguchi et al. (2014), Clementel et al. (2015a), and Clementel et al. (2015b), while the second is supported by Soker & Behar (2006), Kashi & Soker (2008), Kashi & Soker (2009), Falceta-Gonçalves & Abraham (2009), Abraham & Falceta-Gonçalves (2010), and Kashi et al. (2011). The most constraining work for determining the line of sight to η Carinae is Madura et al. (2012) since, as opposed to the point-source nature of the other diagnostics, they used spatially resolved [Fe] emission to constrain all three viewing angles – inclination, azimuth, and position angle (PA) – to \(i \approx 135^\circ\), \(\omega \approx 252^\circ\), and PA \(\approx 40^\circ\), which aligns the orbital axis with the Homunculus axis.

Since the X-ray optical depths should differ noticeably from one line of sight to the other, we perform the radiative transfer with the observer at both viewing locations: \(\omega = 252^\circ\) and \(\omega = 90^\circ\). Fig. 5 shows the projections of these viewpoints on the sky without the PA rotation. Because the point-like CCE X-rays are insensitive to the PA rotation, and the vertical is a better reference line than \(40^\circ\) clockwise of north, the X-ray images presented subsequently do not include the PA rotation.

### 3.2 Results
Fig. 6 shows, with the same colour scale for all panels, X-ray surface brightness maps of the emission at 1 and 10 keV for both lines of sight. The 10 keV flux (right half) is only mildly susceptible to circumstellar absorption (i.e., absorption within the \(r_{\text{max}} = 100a\) simulation volume) due to the low opacity at this energy (\(\kappa(10\text{ keV}) = 0.36\text{ cm}^2\text{ g}^{-1}\)), so it is a good proxy for the location of the intrinsic emission, while the 1 keV flux (left half) is highly influenced by this absorption (\(\kappa(1\text{ keV}) = 5.9\text{ cm}^2\text{ g}^{-1}\)). Furthermore, the \(\omega = 90^\circ\) line of sight (bottom half) suffers much more absorption than its counterpart since it views the system through the denser primary wind, while \(\omega = 252^\circ\) (top half) looks predominantly through secondary wind material. The coupling choice also strongly influences the inner regions (right column of each quadrant). The strong-coupling simulations (bottom three rows of each quadrant) have significant emission at this scale, while the no-coupling model (top row of each quadrant) does not. In the large outer boundary images (left column of each quadrant), the emission from the comoving shock of the secondary wind catching up with the primary wind shell is visible; it is much lower per solid angle, but it also occupies a larger volume and is therefore necessary for the CCE spectral matching. We therefore state that the large outer boundary of the simulations is a requirement to match the CCE observations.

The next step is summing the pixel maps for all energies to generate model spectra for the two lines of sight. Fig. 7 shows the inner, middle, outer, and sum model spectra for NC8.5 at \(\omega = 252^\circ\) (top), SC8.5 at \(\omega = 252^\circ\) (centre), and SC8.5 at \(\omega = 90^\circ\) (bottom). The light lines are before accounting for the absorption of the Homunculus and the interstellar medium (ISM), i.e., the fluxes from the radiative transfer calculations at the \(r_{\text{max}} = 100a\) simulation boundary, while the dark lines include the extra absorption component\(^4\), i.e., the fluxes that get folded through the Chandra

\(^4\) To better compare the spectra among the different models.
Figure 6. Surface brightness maps of the thermal X-ray emission at 1 keV (left half) and 10 keV (right half) viewed from $i = 135^\circ$, $\omega = 252^\circ$ (top half) and $i = 135^\circ$, $\omega = 90^\circ$ (bottom half). Within each quadrant of 12 panels, left to right are the $\pm 100a$, $\pm 10a$, and $\pm 2a$ regions, and top to bottom are NC8.5, SC8.5, SC4.8, and SC2.4. The units of the colour scale, which is the same for all 48 panels, is log flux in erg/cm$^2$/s/keV/sr.
response strength has a large influence on the emission from the inner region. The flatter shape in the hard region and the ratio of the $\sim 6.7$ keV to $\sim 6.9$ keV Fe lines indicate the higher temperature of the X-ray-producing gas in the strong-coupling simulations. The outer region produces the largest contribution to the emission in NC8.5 (green above blue and purple), again showing the need for such large scale hydrodynamic simulations, but the outer region is the weakest component in SC8.5 (green below blue and purple) since the strong coupling produces much central emission. The reduced X-ray emission below $\sim 4$ keV in $\omega = 90^\circ$ (bottom panel) compared to $\omega = 252^\circ$ (middle panel) is from the extra circumstellar absorption looking through the higher density primary stellar wind. The circumstellar absorption is even high enough to be the dominant component for the inner region of $\omega = 90^\circ$ since the pre-ISM/pre-Homunculus spectra (faint blue, bottom panel) is already heavily absorbed.

Fig. 8 shows the summed spectra for all four models and both lines of sight. Among the SC models for $\omega = 252^\circ$ (top panel), the variations due to absorption, the dominant source of which is the shell of primary wind material ejected during the previous periastron cycle, are subtle but noticeable due to the differing mass of the primary-wind shell. On the other hand, the SC models of $\omega = 90^\circ$ (bottom panels) show large variations due to looking through primary winds of varying densities when compared with each other (green to purple to blue) and when compared with their $\omega = 252^\circ$ counterparts. The extra absorption of the NC model is also apparent for $\omega = 90^\circ$.

Figs. 9 & 10 show the same spectra as Figs. 7 & 8 now folded through the Chandra ACIS-S response function. The CCE observation (see below) is also plotted (black). All the trends of the previous plots are shown, but the shape of the detector response make the changes in the soft part of the band due to absorption changes harder to see.

The CCE spectrum is created by taking the minimum flux of five (six) spectra at each energy band across the 2009.0 (2014.6) minimum. Rather than repeat this with the model, which would involve doing the embedding of, and the radiative transfer calculations on, the SPH output at those phases, we simply choose the observation from 2009 January 22 (Hamaguchi et al. 2014) as representative of the CCE spectrum. This observation, which occurs $\sim 0.003$ in phase (6 d) after X-ray phase 0.0 (according to the RXTE light curve observations; Corcoran et al. 2010), is the closest to the CCE spectra; the 2009 January 22 observation only has slightly more soft flux than the CCE model. We choose to match this observation with exactly periastron (orbital phase 0.0) of the SPH simulations. There can be a shift between X-ray phase 0.0 and periastron, but since the spectra that are used to generate the CCE only vary slightly across the $\sim 0.015$ in phase of the deep minimum, modelling the CCE can not strongly constrain this phase shift.

Fig. 11 summarizes the main result of this work. For the preferred mass-loss rate of $M_A = 8.5 \times 10^{-4} M_\odot \text{yr}^{-1}$, the model spectra summed over the entire $r_{\text{max}} = 100a$ simulation volume reproduce the observed CCE spectrum; the strong- and no-coupling spectra well bound the observation for $\omega = 252^\circ$ (top panel), while they bound the hard portion and converge on the soft portion for $\omega = 90^\circ$ (bottom panel) using a lower ISM/Homunculus absorption value. Therefore, the CCE emission arises from the current secondary wind colliding with primary wind ejected during the previous periastron passage, as well as emission on a smaller scale from the downstream portion of the leading-arm of the wind–wind collision region between the stars. Additionally, the result suggests an intermediate amount of coupling between the primary radiation and secondary wind in $\eta$ Carinae.

4 DISCUSSION

4.1 Absorbing column and line of sight

Each line of sight can reproduce the observations at the same level through employing slightly different ISM/Homunculus absorbing columns. The line of sight plays a significant role in the inner spectra since the impact parameters to the stars are lower and thus the column densities are higher, but this
Figure 8. Model spectra of the summed three components for $\omega = 252^\circ$ (top) and $\omega = 90^\circ$ (bottom).

Figure 9. Chandra spectra for NC8.5 with $\omega = 252^\circ$ (top), SC8.5 with $\omega = 252^\circ$ (middle), and SC8.5 with $\omega = 90^\circ$ (bottom) with the data.

Figure 10. Chandra spectra of the summed three components for $\omega = 252^\circ$ (top) and $\omega = 90^\circ$ (bottom) with the data.

Figure 11. Chandra spectra of the summed three components of NC8.5 and SC8.5 for $\omega = 252^\circ$ (top) and $\omega = 90^\circ$ (bottom) with the data.

Effect is mitigated in the middle and outer regions as the impact parameters are larger and column densities lower (see Fig. 7). Therefore, the full model CCE spectra is only moderately affected by the line of sight, which can be counteracted by different $n_H$ values. By matching the spectral set (strong coupling and no coupling) for each line of sight independently, the optimal values are $n_H = \{3.7, 2.5\} \times 10^{22}$ cm$^{-2}$ for $\omega = \{252, 90\}^\circ$. Therefore, the CCE X-ray emission is not a good diagnostic for determining the line of sight to the system.

It is also worth noting that both ISM/Homunculus values are consistent with the literature value of $n_H =$
$5 \times 10^{22}$ cm$^{-2}$ (Hamaguchi et al. 2007). This value accounts for all absorption to the X-ray emitting source, while the present work splits the absorption into a circumstellar component (incorporated into the radiative transfer calculation within the $r_{\text{max}} = 100 \alpha$ simulation boundary) and an ISM/ Homunculus component, so the model values being below the literature value means they are in agreement.

4.2 Comparisons with thermal X-ray spectral fitting parameters

Common fitting procedures for thermal X-ray data involve constructing a model of 2-3 sources of emission that have different temperatures and possibly different absorbing columns. This is obviously a simplification since an X-ray source will typically have an assortment of material at a range of temperatures and absorbing columns, but the simplified two-temperature or three-temperature models have been able to well reproduce X-ray data, including that of $\eta$ Carinae (e.g. Hamaguchi et al. 2014). We compute the temperature distribution and absorbing columns of the gas in the hydrodynamic simulations to compare with the simplistic fits.

Fig. 12 shows the mass–temperature distribution of the secondary wind for all four models. (Recall that X-ray emission scales $\sim \rho^2$, so the X-ray deviations between models in orders of magnitude is twice that of this plot.) In log-spaced bins, the peak for NC8.5 is $\sim 3 \times 10^6$ K, while the SC models peak closer to $\sim 10^7$ K. This latter value is consistent with the one-temperature fitting parameter of 1.05 keV $\rightarrow$ 1.22 $\times$ 10$^7$ K that Hamaguchi et al. (2007) found from fitting the 2003.5 CCE observation, even though the strong-coupling spectra from the hydrodynamic modelling are harder than the observation. The updated fitting of Hamaguchi et al. (2014); Hamaguchi & Corcoran (2015) indicates material at $\sim$5 keV $\rightarrow$ 5.8 $\times$ 10$^7$ K, which is also seen in the models, though in less quantity than the 1.05 keV component. The ratio of the amount of material in NC8.5 to SC8.5 at log $T$(K) = 6, 7, and 8 is $\sim$2, $\sim$1, and $\sim$0.5, respectively, which further explains why SC8.5 has a harder spectrum. The figure also shows that the maximum temperature of material produced in each of the simulations, which decreases from SC8.5 to SC4.8 to SC2.4 to NC8.5, follows the trend of the coupling strength$^5$.

To compute $n_{\text{H}}$, we use a method that pixel-by-pixel compares the intrinsic intensity and the absorbed intensity as a function of energy, and then uses the opacity of that energy to determine the absorbing column. The intrinsic intensity is

$I_\nu(E, x', y') = \int_{-\text{max}(x', y')}^{\text{max}(x', y')} j(E, x', y', z'')dz''$, \hspace{1cm} (4)

so based on the simplistic radiative transfer equation $I = I_\nu \exp(-\kappa_{\text{H}}n_{\text{H}})$, where $n_{\text{H}}$ is the mass of the proton, the absorbing column for each pixel is

$n_{\text{H}}(E, x', y') = \frac{1}{\kappa(E)m_p}\ln\left(\frac{I(E, x', y')}{I_\nu(E, x', y')}\right)$. \hspace{1cm} (5)

Note that $n_{\text{H}}$ is a function of energy since the emission locations of gas producing X-rays at different energies can vary.

Fig. 13 shows the $n_{\text{H}}$ values for NC8.5 for 0.1, 1, and 10 keV (left to right) for $\omega = 252^\circ$ (top rows) and $\omega = 90^\circ$ (bottom rows) on scales of $\pm 100 \alpha$ and $\pm 20 \alpha$. The absorbing column is higher for $\omega = 90^\circ$, and the absorbing column in the centre increases with energy, indicating the highest energy X-rays are closest to the stars. The upper portion (red and yellow) of the $\omega = 252^\circ$ plots are column densities through secondary wind, with the clumps caused by the secondary wind pummelling the primary shell visible (black). There is also a portion of the lower-left quadrant that is viewed through primary wind (blue) as the secondary approaches periastron on the right side of centre (see Fig. 5), so the primary wind fills in left of centre. This material is the beginning of the next cycle’s primary wind shell.

Fig. 14 shows the 1 keV absorbing columns for all four models. The $\omega = 90^\circ$ images (bottom rows) show the decreasing absorbing column as $M_4$ decreases, as well as the larger deviations in the primary wind from periastron passage (see Fig. 1). For $\omega = 252^\circ$, the projected area of X-rays seen through the primary wind (blue in the left-hand panels, blue to black to red in the right-hand panels) increases with decreasing $M_4$ since the opening angle of the shock cone is wider. The absorption from the primary shell in the upper portion of the plots also decreases with decreasing $M_4$. Comparing the no-coupling model (left column) to the strong-coupling models (right three columns) also shows that the $n_{\text{H}}$ at the very centre of the image (best seen in the second row) is much larger for the strong coupling, again indicating X-rays are coming from near the centre, while the no-coupling X-rays are coming from farther out (see also Fig. 3, third row).

While the pixel maps are useful for seeing the range of absorption values, the typical data fitting results only produce a single value of absorption per emission location.

$^5$ Within the set of strong-coupling computations, the secondary luminosity increases as $M_4$ increases to preserve the predicted mass-loss rate scaling of CAK theory, so the opacity decreases (see Appendix 1 of Madura et al. 2013), thus its product with a consistent primary luminosity among the three strong-coupling models also decreases, causing the coupling to slightly increase with increasing $M_4$. 

Figure 12. Histogram of mass as a function of temperature for secondary wind particles in all model simulations.
The top panel of Fig. 15 shows with equation (5) for NC8.5 at 0.1, 1, and 10 keV (left to right) with \( \omega = 252^\circ \) (top two rows) and \( \omega = 90^\circ \) (bottom two rows). The first and third rows show ±100a with tick marks every 5 \times 10^{15} \text{ cm}, while the second and fourth rows show ±20a with tick marks every 10^{15} \text{ cm}. The colour scale units are log cm^{-2}. Therefore, we convert these absorption images to a single value by weighting it with the intrinsic intensity per pixel to determine the single absorption value for that energy,

\[
\eta_\text{H}(E) = \frac{\sum n_\text{H}(E',x',y') I_i(E',x',y')} {\sum I_i(E',x',y')}.
\]

The top panel of Fig. 15 shows \( \eta_\text{H}(E) \) for SC8.5 split into its components for \( \omega = 252^\circ \) (solid) and \( \omega = 90^\circ \) (dashed). (Note that since each component is a weighted average, the average of the inner, middle, and outer does not equate to the value of the whole area.) The majority of lines increase with increasing \( E \), indicating that the higher energy X-rays are produced closer in to the centre. The exception is the outer emission from \( \omega = 252^\circ \), which the top row of Fig. 14 shows is from fewer X-rays being produced along rays through the primary wind as \( E \) increases. Consequently, more hard X-rays pass through the lower density secondary wind in the outer region, and thus have lower \( \eta_\text{H} \)'s as \( E \) increases. The bottom panel of Fig. 15 show the absorption variation at 1 keV for the four models. Since the strong-coupling models are dominated by the X-ray emission from the centre, the whole and inner absorbing columns (blue and red) are identical for both lines of sight. On the other hand, the no-coupling whole values have meaningful contributions from each region. The strong-coupling models for \( \omega = 252^\circ \) produce approximately the same \( \eta_\text{H} \) since they are dominated by the emission near the centre of the system, as shown by the small cyan region in the centre of the right three panels on the second row of Fig. 14. The absorptions for \( \omega = 90^\circ \) increase as \( M_\text{A} \) increases as expected.

5 CONCLUSIONS

We model the CCE X-ray spectra of \( \eta \) Carinae from 3D hydrodynamic models and radiative transfer calculations. Embedding successively higher resolution simulations of \( r_{\text{max}} = 100a, 10a, \) and 1.5a allows for the most detailed density and temperature structure of \( \eta \) Carinae out to \( r = 100a \) to date, and thus provides an excellent basis for calculating the CCE spectra. The coupling of the primary radiation to the secondary wind is important for determining how the secondary wind, ejected on the side of the secondary star away from the primary, accelerates. The acceleration components from both stellar radiation fields are additive in this region, so a strong coupling produces wind speeds, post-shock temperatures, and X-ray fluxes greater than that expected for a terminal-speed shock, and certainly greater than if there is no coupling between the primary radiation field and the secondary wind. The primary mass-loss rate is also an important parameter; there is recent observational evidence that it might have changed (Corcoran et al. 2010; Mehner et al. 2010), and the wind-wind collision region is strongly affected by it (Madura et al. 2013).

The model CCE spectra for \( M_\text{A} = 8.5 \times 10^{-4} \text{M}_\odot \text{yr}^{-1} \) reproduce the properties of the observed CCE spectrum. For \( \omega = 252^\circ \) the strong- and no-coupling spectra bound the observation, while for \( \omega = 90^\circ \) the two model spectra bound the hard component and converge on the soft component of
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