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Abstract

The framework of deep reinforcement learning (DRL) provides a powerful and widely applicable mathematical formalization for sequential decision-making. This paper presents a novel DRL framework, termed $f$-Divergence Reinforcement Learning (FRL). In FRL, the policy evaluation and policy improvement phases are simultaneously performed by minimizing the $f$-divergence between the learning policy and sampling policy, which is distinct from conventional DRL algorithms that aim to maximize the expected cumulative rewards. We theoretically prove that minimizing such $f$-divergence can make the learning policy converge to the optimal policy. Besides, we convert the process of training agents in FRL framework to a saddle-point optimization problem with a specific $f$ function through Fenchel conjugate, which forms new methods for policy evaluation and policy improvement. Through mathematical proofs and empirical evaluation, we demonstrate that the FRL framework has two advantages: (1) policy evaluation and policy improvement processes are performed simultaneously and (2) the issues of overestimating value function are naturally alleviated. To evaluate the effectiveness of the FRL framework, we conduct experiments on Atari 2600 video games and show that agents trained in the FRL framework match or surpass the baseline DRL algorithms.

Introduction

Deep reinforcement learning (DRL) algorithms, which learn to make decisions from trial and error, have recently achieved successes in a wide variety of fields (Mnih et al. [2015], Levine et al. [2016], Silver et al. [2017]). Researchers generally consider reinforcement learning (RL) from views of dynamic programming (Sutton and Barto [2018]), Bayes inference (Ghavamzadeh et al. [2015]), or linear programming (Nachum et al. [2019a, b]).

The majority of DRL algorithms train agents to learn a learning policy that can maximize the expected cumulative rewards from the trajectories generated by the sampling policy. The learning policy and sampling policy are defined as follows.

Definition 1 The learning policy $\pi$ is the target policy that an agent tries to learn, which is usually represented by a neural network model.

Definition 2 The sampling policy $\tilde{\pi}$ is the policy that generates the sampling trajectories during the training phases.

The sampling policy is induced by the learning policy through a specific transformation, e.g., the $\epsilon$-greedy is also used in many previous works, making the value function of sampling policy always larger than that of the learning policy (Mnih et al. [2015]).

In the famous Soft Actor-Critic (SAC) algorithm (Haarnoja et al. [2018a]), the policy gradient formulation is derived from making the learning policy close to “old” policies; the latter are represented by a Boltzmann distribution whose energy function is defined as the negative state-action value function (Landau and Lifshitz [2013]). In the Motivation Section, we show that the sampling policy can be represented as the Boltzmann distribution. As a result, the policy iteration in SAC is a process of minimizing the Kullback-Leibler (KL) divergence between learning policy and sampling policy (Haarnoja et al. [2018b]). Besides, we show that when obtaining the optimal policy in a Markov Decision Process (MDP), the Bellman optimality equation, which is induced by the learning policy, and the Bellman expectation equation, which is induced by the sampling policy, should have the same values (see the proof of Eq. (7)). This also inspires our proof (see in Lemma 1) that when minimizing the distance (i.e., $f$-divergence) between the learning and sampling policy can lead the learning policy converge to the optimal policy.

The above facts motivate us to present a novel DRL framework, termed $f$-Divergence Reinforcement Learning (FRL), which trains agents by minimizing the $f$-divergence between the learning policy and the sampling policy instead of maximizing the expected cumulative rewards as the conventional DRL algorithms do. We also show that the FRL framework can be compatible with any $f$ functions that satisfy certain properties (convex, proper and semi-continuous) (see Lemma 2). We mathematically show that the objective of minimizing the $f$-divergence can be transformed into a saddle-point optimization problem using Fenchel conjugate (Nachum and Dai [2020]), which makes the FRL framework able to evaluate and improve policy simultaneously while the conventional algorithms like SAC (Haarnoja et al. [2018b]) perform the policy evaluation and policy improve-
ment separately. We also provide the algorithm of performing policy gradient and policy evaluation that can train agents by solving this saddle-point optimization problem.

We conduct sufficient experiments to evaluate this proposed framework from different perspectives. On the one hand, the experiments demonstrate that in the Atari 2600 (Mnih et al. 2013) environments, agents trained using FRL consistently match or outperform the baselines algorithms investigated. On the other hand, we empirically show that the notorious problem of overestimating value functions is alleviated in the FRL framework. The above two points highlight the superiority of the FRL framework.

The contributions of this paper are summarised as follows. First, this paper proposes a novel framework called f-Divergence Reinforcement Learning that provides a new paradigm of training agents. Second, we provide detailed proofs of the theoretical foundations behind the framework. Third, we provide the algorithm of implementing the framework. Then, experiments are conducted to show that the framework can alleviate the overestimation of value functions and outperforms (or at least matches) baselines algorithms. It is shown that utilizing the convex duality and the usage of the f-divergence concept can benefit the DRL theory, which hopefully provides new perspectives for the development of DRL theory.

Related works

This section first briefly discusses the developments of conventional DRL algorithms and then introduces that DRL algorithms using Fenchel conjugate and f-divergence.

DRL Algorithms

Value iteration methods play essential roles in the DRL research. Deep Q-network (DQN) (Mnih et al. 2015) approximates the state-action value function using deep neural networks. But as pointed out by Van et al. (Van Hasselt et al. 2016), the Q function can sometimes be overestimated, which results in imprecise value and lead to a sub-optimal policy. To alleviate the issue of overestimation, Van et al. (Van Hasselt et al. 2016) proposed Double DQN that utilizes two different networks for value estimation and action choice, respectively. Bellemare et al. proposed Distributional RL (C51) (Bellemare, Dabney, and Munos 2017) to address the same issue. Conventional DRL algorithms aim to maximize the expectation of the value function, but C51 directly optimizes the distribution of the value function. C51 cannot generally be minimized using stochastic gradient methods (Bellemare, Dabney, and Munos 2017). To address this problem, Dabney et al. (Dabney et al. 2018) measured the loss function with Wasserstein distance (Arjovsky, Chintala, and Bottou 2017), which is approximated by quantile regression (Dabney et al. 2018). Hessel et al. integrated the aforementioned methods and proposed Rainbow (Hessel et al. 2018), which further boosts the performance.

The value-based methods are hard to be applied in situations where the action space is very large or continuous. Besides, the value-based methods usually need to consume millions of samples for training, revealing inefficiency in sampling (Hessel et al. 2018). As another important class of DRL algorithms, the policy gradient methods can alleviate problems of inefficiency. The policy gradient with function approximation was proposed by (Sutton et al. 2000). Silver et al. proposed the Deterministic Policy Gradient method (DPG) (Silver et al. 2014) to optimize the expected reward with a deterministic policy, avoiding the problem of the large computational cost of a random policy. Lillicrap et al. combined the DPG algorithm with deep neural networks and develop the Deep Deterministic Policy Gradient (DDPG) algorithm (Lillicrap et al. 2015). A well-known issue in the DPG algorithm is the lack of sufficient exploration. Lillicrap et al. claimed that adding noise drawn from the Ornstein-Uhlenbeck process to actions can help DDPG explore better (Uhlenbeck and Ornstein 1930).

All the objectives of the aforementioned algorithms are to maximize the expected cumulative rewards. To the best of our knowledge, our framework is the first to study the f-divergence between learning policy and sampling policy and prove that the policy evaluation and policy improvement phases are induced by minimizing such f-divergence, which is a novel paradigm to train DRL algorithms.

Fenchel Conjugate in DRL Algorithms

The Fenchel conjugate and its variants, which belongs to a mature class of optimization methods, are at the heart of a number of DRL algorithms. The computation of f-divergence is usually approximated by a maximization problem with Fenchel conjugate (Nachum et al. 2019b) [Dai et al. 2020] [Nachum and Dai 2020]. In off-policy policy evaluation (OPE), Nachum et al. proposed Double stationary Distribution Correction Estimation (DualDICE) (Nachum et al. 2019a) to accurately estimate the discounted stationary distribution ratios (Liu et al. 2018) for any behavior policies that used to generate the static dataset. Zhang et al. extended DualDICE to undiscounted policy evaluation and proposed GenDICE (Zhang et al. 2019). Yang et al. unified the DICE family of estimators as regularized Lagrangian of the same linear program (Yang et al. 2020). In off-policy policy evaluation (OPE), Nachum et al. proposed Dual stationary Distribution Correction Estimation (DualDICE) (Nachum et al. 2019a) to accurately estimate the discounted stationary distribution ratios (Liu et al. 2018) for any behavior policies that used to generate the static dataset. Zhang et al. extended DualDICE to undiscounted policy evaluation and proposed GenDICE (Zhang et al. 2019). Yang et al. unified the DICE family of estimators as regularized Lagrangian of the same linear program (Yang et al. 2020). In policy gradient, Fenchel AlgaeDICE (Nachum et al. 2019b) is proposed to constrain the f-divergence between target and behavior policy distribution as a regularization, to exactly obtain the gradient of the off-policy objective.

DICE families separately derive the policy evaluation and policy improvement. However, policy evaluation and policy improvement in the FRL framework can be both derived by minimizing the f-divergence.

Preliminaries

In this section, we briefly review the basis of Fenchel conjugate, f-Divergence and DRL.

Fenchel Conjugate

The conjugate tools are important in machine learning and optimization. Fenchel conjugate, which is widely applied, allows researchers to reformulate hard-to-solve optimization problems into alternative problems that are easier to be solved (Ho and Ermon 2016) [Nachum et al. 2019a,b].
For a function $f : \Omega \to \mathbb{R}$, where $\Omega$ is the input domain and $\mathbb{R}$ is the output domain, we define its Fenchel conjugate $f^* : \Omega^* \to \mathbb{R}$ as follows:

$$f^*(z) = \max_{x \in \Omega} (x, z) - f(x). \quad (1)$$

Definition 3, 4, and 5 explains the properties a function $f$ should have to be convex, proper, and lower semi-continuous, respectively (Boyd and Vandenberghe 2004).

Definition 3 When a function $f$ is convex, $f : \mathbb{R}^n \to \mathbb{R}$ meet that $\text{dom}(f) \subset \mathbb{R}^n$ is convex set, and $\forall x, y \in \text{dom}(f)$, $\forall t \in [0, 1]$, $f(tx + (1 - t)y) \leq tf(x) + (1 - t)f(y)$.

Definition 4 When a function $f$ is proper, meet that $\{x\} \in \Omega : f(x) < \infty$ is non-empty and $\forall x \in \Omega, f(x) > -\infty$.

Definition 5 When a function $f$ is lower semi-continuous, meet that $\{x\} \in \Omega : f(x) > a$ is an open set for $\forall a \in \mathbb{R}$.

If a function $f$ is proper, convex, lower semi-continuous function, its Fenchel conjugate function $f^*$ is also proper, convex, lower semi-continuous. Rockafellar showed that for such a function $f$, $f^*$ (the Fenchel conjugate of $f$) is itself (Rockafellar 2015). In other words, we have the following equation:

$$f(x) = \max_{z \in \Omega^*} (x, z) - f^*(z), \quad (2)$$

where $\Omega^*$ denotes the domain of $f^*$. In this paper, a function $f$ used for computing $f$-divergence is proper, convex, lower semi-continuous unless otherwise stated.

$f$-Divergence

$f$-Divergence is used to measure the difference between two probability distributions (Ali and Silvey 1966). For a function $f$ and a distribution $q$ over the domain $\mathcal{H}$, the $f$-Divergence is defined as,

$$\mathbb{D}_f(x \parallel q) := \mathbb{E}_{h \sim q}\left[f\left(\frac{x(h)}{q(h)}\right)\right]. \quad (3)$$

$x \in \Delta(\mathcal{H})$, the simplex over $\mathcal{H}$, and $\mathbb{D}_f(x \parallel q)$ measure the divergence between $x$ and $q$. Beside, the domain of $\mathbb{D}_f(x \parallel q)$ may be extend to the set of real-valued functions $x : \mathcal{H} \to \mathbb{R}$.

$f$-Divergence Reinforcement Learning

The standard paradigm of training RL algorithm is to let an agent interact with the environment and learn from the feedback. The RL agent needs to continuously explore the environment and learn from its trial-and-error experiences to be properly trained. We abstract the standard RL training as a Markov Decision Process (MDP), which is defined by a tuple $(S, \mathcal{A}, R, T, \rho_0, \gamma)$, i.e., a finite set of states $S$; a finite set of actions $\mathcal{A}$; a reward function $R : S \times \mathcal{A} \to \mathbb{R}$; a transition function $T : S \times \mathcal{A} \to \Delta(S)$, where $\Delta(S)$ means a probability distribution over $S$; an initial state distribution $\rho_0$; and a discount factor $\gamma \in [0, 1]$.

The policy is a function $\pi : S \to \Delta(\mathcal{A})$ that tells an agent what actions to take under different states, and we define that the policy belongs a cluster $\Pi = \{\pi : S \to \Delta(\mathcal{A})\}$. In each episode, an agent starts at the initial state $s_0$ and stops at a termination state. At each time step $t$, an agent takes an action with respect to the current state, i.e., $a_t \sim \pi(s_t)$. Then, the agent receives an instant reward $r_t = r(s_t, a_t)$ from the environment and move a new state $s_{t+1} = T(s_t, a_t)$. The process continues until the agent arrives at a termination state. The discounted sum of rewards from state $s$ is defined as $R_t(s,a) = \sum_{j \in \tau} \gamma^{t-j} r_j$, which is simplified as $R(s,a)$ in this paper. The agent aims to find the optimal policy $\pi^*$ that maximizes the expected rewards $\mathbb{E}_{\tau \sim \pi}[R_0(s_0)]$, where $\tau$ is a trajectory $(s_0, a_0, r_0, s_1, \ldots)$. The state value function is defined as $V^\pi(s_t) = \mathbb{E}_{\tau \sim \pi}[R_t(s_0)]$, the expected rewards of following the policy $\pi$ in state $s$. Similarly, the action-state value function is defined as $Q^\pi(s_t, a_t) = \mathbb{E}_{\tau \sim \pi}[R_t(s_0)]$. Based on the principle of dynamic programming, $V^\pi$ and $Q^\pi$ are usually estimated by Bellman expectation equation:

$$V^\pi(s) = \mathbb{E}_{a \sim \pi(\cdot | s)}[Q^\pi(s,a)], \quad \forall s \in S, a \in \mathcal{A}$$

$$Q^\pi(s,a) = r(s,a) + \gamma \mathbb{E}_{s' \sim P(s,a)}[V^\pi(s')]. \quad (4)$$

A stationary and deterministic policy can maximize $V^\pi(s)$ for all $s \in S$ and $Q^\pi(s,a)$ for all $s \in S, a \in \mathcal{A}$ simultaneously (Puterman 2014) in value-based methods. For simplicity, when obtaining the optimal policy $\pi^*$, we denote the state value function and action value function under $\pi^*$ as $V^\ast$ and $Q^\ast$. The $V^\ast$ and $Q^\ast$ satisfy the following Bellman optimality equations (Bellman 1956):

$$V^\ast(s) = \max_{a \in \mathcal{A}} Q^\ast(s,a), \quad \forall s \in S, a \in \mathcal{A}$$

$$Q^\ast(s,a) = r(s,a) + \gamma \mathbb{E}_{s' \sim P(s,a)}[V^\ast(s')]. \quad (5)$$

Actually, when we obtain $Q^\ast, \pi^*$ can be obtained by greedily choosing actions that have the highest values, i.e., $\pi^*(s) = \arg \max_{a \in \mathcal{A}} Q^\ast(s,a)$, for all $s \in S$. We utilize $\pi_Q$ to represent the procedure of turning a $Q$ function into greedy policy, so $\pi^* = \pi_Q$. DRL usually uses neural networks to approximate both the policy and value function. Assuming that $\theta$ represents the parameters of a new work, we use $V^\pi(s; \theta)$ and $Q(a|s; \theta)$ to denote the value function and policy. The agents learn to update $\theta$ over the trajectory $\tau$ with stochastic gradient descent.

$f$-Divergence Reinforcement Learning

In this section, we firstly introduce the theoretical foundation behind the FRL framework as well as the details of
We explain how to generate sampling policy through the consistency between the learning policy and sampling policy. From the two equations, we get the same action value from the two equations, which is viewed as the consistency in the learning policy.

Bellman equation and Bellman optimality equation to calculate action value: 

\[ \max_{a' \in A} Q(s', a') \]

For a state, we select the action that leads to the highest action value: 

\[ a = \arg \max_{a'} Q(s, a') \]

The distribution of all the selected actions in each state is the sampling policy, \( \tilde{\pi}(a|s) = \arg \max_{a'} Q(s, a') \).

On the other side, the Soft Actor Critic algorithm (SAC) algorithm performs the policy improvement by directly minimizing the expected KL divergence between the learning policy and “old” policies; the latter are represented as the Boltzmann distribution. The energy function of Boltzmann distribution is the negative of value function \( \text{[Haarnoja et al. 2018a]} \). In other words, the improved policy \( \pi' \) can be obtained using the following operation:

\[ \pi_{\text{new}} = \arg \min_{\pi' \in \mathcal{P}} D_{\text{KL}} \left( \pi' (\cdot | s) \left| \| \frac{\exp(Q_{\pi_{\text{old}}}(s, \cdot))}{Z_{\pi_{\text{old}}}(s)} \right. \right) \]

where the \( Q_{\pi_{\text{old}}}(s, \cdot) \) is the \( Q \) function of the previous policy. The partition function \( Z_{\pi_{\text{old}}}(s) \) normalizes this distribution.

In Eq. (8), the \( \pi'(\cdot|s) \) is considered as the learning policy. Actually, the learning policy in each iteration is to be constrained as the Boltzmann distribution, and the action selected to interact with environment is generated with the Boltzmann distribution. Therefore, we consider that the samples are taken from the Boltzmann distribution, which is regarded as the sampling policy: \( \tilde{\pi} = \frac{\exp(Q_{\pi}(s, \cdot))}{Z_{\pi}(s)} \). When the SAC algorithm converges, the KL-divergence in Eq. (8) is close to zero, i.e., \( \pi' \) equals to \( \frac{\exp(Q_{\pi_{\text{old}}}(s, \cdot))}{Z_{\pi_{\text{old}}}(s)} \). So the consistency between learning policy and sampling policy also exists, which is inline with the insights from Eq. (7).

The above phenomena inspire us to consider the “distance” between the learning and sampling policy and propose the FRL framework.

**Proof of Policy Improvement** We now show that the optimal policy can be obtained by solving the optimization problem in Eq. (6). The proof can be deduced to proving that there exists a method to minimize \( f \)-divergence that can gradually improve state-action value function of learning policy.

It is impossible to obtain an optimal policy \( \pi^* \) by minimizing the \( f \) divergence between the learning policy and an arbitrary sampling policy. We will show that FRL can work when the sampling policy has larger state-action value function than the learning policy. In SAC, a conventional RL algorithm, the improvement of the learning policy \( \pi \) is done by minimizing the distance \( \| \pi - \pi' \|_f \) between \( \pi \) and the old policies \( \tilde{\pi} \) (see Eq. (3)). The old policies used in SAC also has larger state-action value function than the learning policy.

Then, we propose and prove the Lemma 1 saying that minimizing the \( f \)-divergence between the learning policy and sampling policy can improve the state-action value function obtained by the learning policy.

**Lemma 1 (Fenchel Policy Improvement)** Let \( \pi_{\text{old}} \in \mathcal{P} \) and \( \pi_{\text{new}} \) present the optimizer of the minimization problem defined in Eq. (6). The \( \pi_{\text{old}} \) is the policy before iteration, and \( \pi_{\text{new}} \) is the policy after iteration. For all \( (s, a) \in S \times A \) with \( |A| < \infty \), we have \( Q_{\pi_{\text{old}}}(s, a) \leq Q_{\pi_{\text{new}}}(s, a) \).

For the formal proof of Lemma 1 we refer readers to Appendix A. Now we explain that solving the optimization problem in Eq. (6) can make the learning policy converge to the optimal policy.
We first explain that the learning policy converges. Let \( \pi_t \) be the policy at iteration \( t \). Lemma 1 suggests that \( Q^{\pi_t} \) is monotonically increasing (i.e., \( Q^{\pi_t} \geq Q^{\pi_{t-1}} \)). Besides, the state-action value function for any policy \( Q^{\pi} \) is bounded because the rewards are always bounded. The two conditions guarantee \( Q^{\pi_t} \) to converge, and the learning policy converges to some \( \pi^* \).

Next, we explain that the converged policy \( \pi^* \) is indeed optimal. At convergence, we have that \( D_f(\pi^*||\pi^*) \leq D_f(\pi||\pi^*) \) for all \( \pi \in [\iota], \pi \neq \pi^* \). Utilizing the same process of proof as in the proof of Lemma 1, we get the results that \( Q^{\pi_t}(s,a) \leq Q^{\pi^*}(s,a) \) for all \( (s,a) \in \mathcal{S} \times \mathcal{A} \). Therefore, \( \pi^* \) is optimal in \( [\iota] \). Based on the above analysis, we present one of the key contribution in FRL: the policy improvement phase can be operated by minimizing the \( f \) divergence between learning policy and sampling policy. Such policy improvement method can lead to the optimal policy \( \pi^* \).

**Saddle Point Reformulation**

Directly minimizing \( f \)-divergence is non-trivial so we explain how to convert the problem into a saddle point optimization problem that is easier to be solved. Following the settings in (Nachum and Dai 2020), we first make the following two assumptions.

**Assumption 1** For any state-action pair \( (s,a) \), \( \pi(s,a) > 0 \) and \( \hat{r}(s,a) > 0 \). Besides, the \( \frac{\pi}{\hat{r}} \) are bounded by a finite constant \( C: \| \frac{\pi}{\hat{r}} \|_{\infty} \leq C \).

**Assumption 2** The function \( f \) is convex within domain \( \Omega \) and its derivative \( f' \) is continuous. The Fenchel conjugate of \( f \), denoted by \( f^* \), is closed and strictly convex. The derivative of \( f^* \), denoted by \( f'' \), is continuous and satisfies \( \| f'' \|_{\infty} \leq C \).

The two assumptions are made in the work using \( f \)-divergence as a Lagrange regularization term for training agents and the Assumption 1 is called reference distribution property (Nachum and Dai 2020). Using Fenchel conjugate, the Eq. (6) can be rewritten as,

\[
\pi^* = \min_{\pi \in \Pi} \mathbb{E}_\pi \left[ \max_{\omega \in \Omega} \left( \frac{\pi}{\hat{r}}, \omega \right) - f_s(\omega) \right].
\]

As we mentioned in earlier sections, the \( f \) function discussed in this paper is convex, proper and semi-continuous. As a result, for any given policy \( \pi \), the maximizer of the inner function in Eq. (9) (i.e., \( \max_{\omega \in \Omega} \left( \frac{\pi}{\hat{r}}, \omega \right) - f_s(\omega) \)) surely exists (Dai et al. 2017). Then we show that Eq. (9) can be converted into a saddle point optimization problem via proving the Lemma 2.

**Lemma 2** Let \( \xi \) is a random variable: \( \forall \xi \in \Xi \), a function \( g(\cdot, \xi) \to (-\infty, +\infty) \) is a proper, convex, lower semi-continuous function, then the following equation holds:

\[
\mathbb{E}_\xi \left[ \max_{\omega \in \Omega} g(\omega, \xi) \right] = \max_{\omega(\cdot) \in \mathcal{G}(\Xi)} \mathbb{E}_\xi \left[ g(\omega(\xi), \xi) \right],
\]

where \( \mathcal{G}(\Xi) = \{ \omega(\cdot) : \Xi \to \mathbb{R} \} \) is the functional space.

The proof of Lemma 2 is in Appendix B. As we mentioned in Preliminaries Section, if the \( f \) function is proper, convex, lower semi-continuous, it Fenchel conjugate function \( f^* \) is also proper, convex, lower semi-continuous. Having the Lemma 2 we can replace the inner max operation over scalar \( \omega \) to a max operation over function \( \omega : \mathcal{S} \times \mathcal{A} \to \mathbb{R} \). As a result, we can rewrite Eq. (6) into a saddle-point optimization problem:

\[
L_f(\pi^*, \omega^*) = \min_{\pi \in \Pi} \max_{\omega(\cdot) \in \mathcal{G}(\Xi)} \mathbb{E}_\pi \left[ \omega(\pi/\hat{r})\right] - \mathbb{E}_\pi [f_s(\omega(\pi/\hat{r}))],
\]

where \( \mathcal{G}(\Xi) = \{ \omega(\cdot) : \Xi \to \mathbb{R} \} \) is the functional space on \( \Xi \). It should be highlighted that the maximizers in Eq. (9) and Eq. (10) have entirely different meanings: in Eq. (9) the \( \omega \) is taken over a single variable, and over all possible function \( \omega(\cdot) \in \mathcal{G}(\Xi) \) in Eq. (10). By the optimality condition of the inner optimization problem (Nachum et al. 2019b), for all \( \pi \in [\iota] \), the value of optimal \( \omega_{\pi/\hat{r}} \) in Eq. (10) satisfies that

\[
\pi = \hat{r} \cdot f'\left( \omega_{\pi/\hat{r}} \right),
\]

where \( \omega_{\pi/\hat{r}} \) is the shorthand for \( \omega\left(\frac{\pi}{\hat{r}}\right) \). With the fact that the derivative of a convex function \( f' \) is the inverse function of the derivative of its Fenchel conjugate function \( f^* \) (Rockafellar 2015), we have the following relationship between \( \omega(\cdot) \) and \( f' \):

\[
\omega_{\pi/\hat{r}} = f'\left( \pi/\hat{r} \right).
\]

To solve the Eq. (10), we make a further assumption, the motivation of which is explained in Appendix C:

**Assumption 3** We solve the inner optimization problem in Eq. (10), i.e., \( \omega(\cdot) : \Xi \to \mathbb{R} \), in a constrained functional space \( \Omega: \omega_{\pi/\hat{r}} = Q^{\pi}(s,a) - Q^{\pi}(s,a) \).

Then, we can minimize the absolute value of difference between value function \( Q^{\pi}(s,a) \) and \( Q^{\pi}(s,a) \). Under the Assumption 3 the saddle-point optimization in Eq. 10 can be reformulated as

\[
L_f(\pi^*, \omega^*) = \min_{\pi \in \Pi} \max_{\omega(\cdot) \in \mathcal{G}(\Xi)} \mathbb{E}_\pi \left[ Q^{\pi}(s,a) - Q^{\pi}(s,a) \right]
- \mathbb{E}_\pi [f_s(\omega(\pi/\hat{r}))],
\]

The \( Q^{\pi}(s,a) \) is the Q value of the sampling policy. Besides, \( Q^{\pi}(s,a) \) and \( Q^{\pi}(s,a) \) satisfy the Bellman equation,

\[
Q^{\pi}(s,a) = r(s,a) + \gamma \mathbb{E}_\pi \left[ Q^{\pi}(s',a') \right]
\]

\[
Q^{\pi}(s,a) = r(s,a) + \gamma \mathbb{E}_\pi [Q^{\pi}(s',a')] + \gamma^2 \mathbb{E}_\pi [r(s'',a'')] + \cdots
\]

The FRL is a generic framework where different \( f \) functions can be utilized and the forms of the object function in Eq. (13) can vary along with the usage of different \( f \) functions (Nachum and Dai 2020). In FRL, the optimization phase of the inner function corresponds to the policy evaluation phase, and the optimization phase of the outer function corresponds to the policy improvement (see in Lemma 1 and Theorem 2). These two phases are performed simultaneously when solving the saddle-point optimization shown in Eq. (13). In the subsequent subsection, we discuss an example of the FRL framework with a specific \( f \) function, which can help readers better understand the FRL.
An example of FRL given a specific $f$ function

In this subsection, our analysis can be divided into two steps: (1) we deduce the saddle-point optimization objective in special form with a certain $f$ function; and (2) we develop the policy evaluation and the policy improvement for solving this optimization problem.

The $f$-divergence needs satisfy two conditions: (1) $f(\cdot): \mathbb{R}^n \rightarrow \mathbb{R}$ is a convex, proper and semi-continuous function and (2) $f(1) = 0$. In this work, we take $f(x) = \frac{1}{2}(x-1)^2$, which is a commonly utilized function in $f$-divergence research [Nachum et al. 2019b; Nachum and Dai 2020]. According to the Eq. (1), we have $f_s(z) = \max_x x \cdot z - f(x)$. The conjugate function of $f(x)$ (i.e., $f_s(\cdot)$) equals to $\frac{1}{2}x^2 + x$ (Boyd and Vandenberghe 2004). Then, our objective function in Eq. (13) is reformulated as a concrete form,

$$L_f(\pi, Q^\pi) = \min_{\pi \in \Pi} \max_{Q^\pi \in Q} \mathbb{E}_{\pi} \left[ Q^\pi(s,a) - Q^\pi(s,a) \right]$$

$$- \mathbb{E}_{\pi} \left[ \left( Q^\pi(s,a) - Q^\pi(s,a) \right) \nabla \log \pi(a|s) \right].$$

(15)

The policy evaluation and policy optimization are indispensable to solve the saddle-point optimization problem. It is noted that from Eq. (15), we treat the inner max operation over $Q^\pi$ as the optimization process for policy evaluation, and the outer min operation over $\pi$ as the optimization process for policy improvement. Lemma 1 suggests that the learning policy can be improve by minimizing $f$-divergence.

Theorem 1 (Fenchel Policy Gradient Theorem) If the dual function $Q^\pi$ is fixed, the gradient of FRL objective function $L_f(\pi, Q^\pi)$ with respect to $\pi$ is,

$$\frac{\partial}{\partial \pi} L_f(\pi, Q^\pi) =$$

$$\mathbb{E}_{\pi} \left[ \left( Q^\pi(s,a) - Q^\pi(s,a) \right) \nabla \log \pi(a|s) \right].$$

(16)

where $Q^\pi(s,a)$ and $Q^\pi(s,a)$ are the $Q$ function of learning policy $\pi$ and sampling policy $\bar{\pi}$ respectively.

For the proof of Theorem 1, please refer to Appendix D. The optimization for the inner max over $Q^\pi$, can be viewed as the process of policy evaluation, and we have the following theorem.

Theorem 2 (Fenchel Policy Evaluation) When the outer optimization object is fixed, the gradient of the $Q$ function of learning policy is defined as,

$$\frac{\partial}{\partial Q^\pi} L_f(\pi, Q^\pi) =$$

$$- \mathbb{E}_{\pi} \left[ \left( Q^\pi(s,a) - Q^\pi(s,a) \right) \nabla Q^\pi(s,a) \right]$$

$$+ \mathbb{E}_{\pi} \left[ \nabla Q^\pi(s,a) \right] \mathbb{E}_{\pi} \left[ \nabla Q^\pi(s,a) \right].$$

(17)

For the proof of Theorem 2, we also refer the readers to Appendix D. The approximation of the state-action function of sampling policy $Q^\pi(s,a)$ is realized by minimizing the Bellman error (Sutton and Barto 2018).

$$J(Q^\pi) = \frac{1}{2} \left( Q^\pi(s,a) - (r(s,a) + \gamma \mathbb{E}_{\pi} \left[ Q^\pi(s', a') \right]) \right)^2.$$

(18)

The $Q^\pi(s,a)$ is also approximated by neural networks. The above analysis shows that the policy evaluation and the policy improvement phases can gradually minimize the $f$-divergence between learning policy and sampling policy, so the optimal learning policy can be obtained. One may also extend other proper, convex, lower semi-continuous $f$ functions beyond the quadratic function. Algorithm 1 illustrates the process of training agents in the FRL framework.

Alleviating the overestimation issue

In the conventional DRL methods, the overestimation arises due to the following process:

$$\max_a Q(s,a) = \max_a \mathbb{E}_U [Q(s,a) + U(a)]$$

$$\leq \mathbb{E}_U [\max_a (Q(s,a) + U(a))],$$

(19)

where $U(a)$ is action noise and the inequality holds due to Jensen’s inequality (Kuznetsov et al. 2020). Actually, in FRL framework, we can rethink that the overestimation issue is somehow caused by only using sampling policy in the evaluation phase. In our framework, we utilize both sampling policy and learning policy in the policy evaluation phase. The introduction of learning policy in the FRL framework creates a balance in the policy evaluation phase, i.e., alleviate the overestimation issue induced by Jensen’s inequality. This dynamics process is directly reflected by Eq. (17), where the additional two gradient terms balance the estimation issue in conventional policy evaluation objectives.

Experimental Results

We conduct experiments on Atari 2600 games [Mnih et al. 2013], which is commonly adopted for evaluating DRL algorithms. To demonstrate the effectiveness of the FRL framework, we compare it with three well-known baseline algorithms: Advantage Actor Critic (A2C), Proximal Policy Optimization (PPO) and Soft Actor Critic (SAC). We also show that the issue of overestimating value function can be alleviated in the FRL framework.

Evaluation on Atari 2600

To evaluate the FRL framework, we compare our framework on Atari 2600 games with three popular DRL algorithms. The details of baselines are listed as follows.

- **A2C** is synchronous advantage actor critic approach, which is an efficient on-policy DRL algorithm;
- **PPO** uses a clipped surrogate objective to approximately guarantee that the policy is monotonically raised each time, improving training stability;
- **SAC** is trained to maximize expected cumulative rewards, which encourages exploration by adding policy entropy to the optimization goal.
We utilize the Stable-Baselines3 implementations for these three algorithms. The FRL framework are implemented based on the Stable-Baselines3 package as well. To make the comparison fair, we use the same hyperparameters and architectures of policy and value function networks as for all the algorithms investigated in the paper. For each algorithm, we take 10 million steps for training an agent. We train five agents simultaneously for each seed, and each agent utilizes eight-step returns for the policy gradient estimation. To reduce the effects of environmental uncertainty, we run each algorithm over different random seeds and use the average numbers as the final result.

Due to the limited space, we only present the results on 12 Atari video games (NoFrameskip-v4) in Figure 1. The full results of all the 57 Atrai 2600 games as well as the implementation details are shown in Appendix E. As illustrated in the Figure 1 on the 10 (out of 12) games, the agents in the FRL framework outperform agents trained with the baseline algorithms. Out of all the 57 games investigated, the agents in our framework surpass other algorithms in 23 environments; it highlights the effectiveness of defining DRL from the viewpoint of minimizing the f-divergence between learning policy and sampling policy.

### Conclusions

In this paper, we propose the f-divergence reinforcement learning (FRL) framework, where the policy evaluation and policy improvement phases are performed by minimizing f-divergence between the learning policy and sampling policy, instead of maximizing the expected cumulative rewards as conventional DRL algorithms. We mathematically prove that FRL framework can obtain the optimal policy and the objective of minimizing f-divergence can be converted into a saddle-point optimization problem. We also prove that the FRL framework is compatible with any f functions that are convex, proper and semi-continuous. Therefore, the FRL defines a general form of policy evaluation and policy improvement. Our experiment results show that FRL outperforms the baselines in most cases. We find that the policies obtained from FRL suffer less from the issue of overestimating value function. Our approach of minimizing f-divergence and utilizing convex duality tools to analyze DRL provides a new paradigm for studying DRL theory. In the future, we plan to explore more kinds of f function in FRL, and investigate the most appropriate f function for specific tasks.
Figure 1: **Performance curves.** Performance curves with FRL, A2C, PPO and SAC for the 12 Atari 2600 video games. Each curve are smoothed by the exponential moving average to with 3 step. The solid line is the mean and the shaded region represents a standard deviation of the average evaluation over five seeds.

Figure 2: **Loss curves.** Loss curves between true value and approximated value with FRL and PPO for the 8 Atari 2600 video games. Each curve are smoothed by the exponential moving average to with 3 step. The solid line is the mean and the shaded region represents a standard deviation of the average evaluation over five seeds. The red dotted line present $\text{Loss}_{\text{value}} = 0$. 

(a) BeamRider  
(b) Breakout  
(c) DoubleDunk  
(d) Enduro  
(e) FishingDerby  
(f) Freeway  
(g) Krull  
(h) Phoenix
References
Ali, S. M.; and Silvey, S. D. 1966. A general class of coefficients of divergence of one distribution from another. *Journal of the Royal Statistical Society: Series B (Methodological),* 28(1): 131–142.

Arjovsky, M.; Chintala, S.; and Bottou, L. 2017. Wasserstein generative adversarial networks. In *ICML,* 214–223.

Bellemare, M. G.; Dabney, W.; and Munos, R. 2017. A distributional perspective on reinforcement learning. In *ICML,* 449–458.

Bellman, R. 1956. Dynamic programming and Lagrange multipliers. *Proceedings of the National Academy of Sciences of the United States of America,* 42(10): 767.

Boyd, S.; and Vandenberghe, L. 2004. *Convex optimization.* Cambridge university press.

Christodoulo, P. 2019. Soft actor-critic for discrete action settings. *arXiv preprint arXiv:1910.07207.*

Dabney, W.; Rowland, M.; Bellemare, M. G.; et al. 2018. Distributional reinforcement learning with quantile regression. In *AAAI.*

Dai, B.; He, N.; Pan, Y.; Boots, B.; and Song, L. 2017. Learning from conditional distributions via dual embeddings. In *Artificial Intelligence and Statistics,* 1458–1467.

Dai, B.; Nachum, O.; Chow, Y.; Li, L.; et al. 2020. Coindice: Off-policy confidence interval estimation. *arXiv preprint arXiv:2010.11652.*

Ghavamzadeh, M.; Mannor, S.; Pineau, J.; Tamar, A.; et al. 2015. Bayesian Reinforcement Learning: A Survey. *Foundations and Trends® in Machine Learning,* 8(5-6): 359–483.

Haarnoja, T.; Zhou, A.; Abbeel, P.; and Levine, S. 2018a. Soft actor-critic: Off-policy maximum entropy deep reinforcement learning with a stochastic actor. *arXiv preprint arXiv:1801.01290.*

Haarnoja, T.; Zhou, A.; Hartikainen, K.; et al. 2018b. Soft actor-critic algorithms and applications. *arXiv preprint arXiv:1812.05905.*

Hessel, M.; Modayil, J.; Van Hasselt, H.; et al. 2018. Rainbow: Combining improvements in deep reinforcement learning. In *AAAI.*

Hinton, G.; Srivastava, N.; and Swersky, K. 2012. Neural networks for machine learning lecture 6a overview of mini-batch gradient descent. *Cited on,* 14(8): 2.

Ho, J.; and Ermon, S. 2016. Generative adversarial imitation learning. *Advances in neural information processing systems,* 29: 4565–4573.

Kuznetsov, A.; Shvechikov, P.; Grishin, A.; et al. 2020. Controlling overestimation bias with truncated mixture of continuous distributional quantile critics. In *ICML,* 5556–5566. PMLR.

Landau, L. D.; and Lifshitz, E. M. 2013. *Course of theoretical physics.* Elsevier.

Levine, S.; Finn, C.; Darrell, T.; and Abbeel, P. 2016. End-to-end training of deep visuomotor policies. *The Journal of Machine Learning Research,* 17(1): 1334–1373.

Lillicrap, T. P.; Hunt, J. J.; Pritzel, A.; et al. 2015. Continuous control with deep reinforcement learning. *arXiv preprint arXiv:1509.02971.*

Liu, Q.; Li, L.; Tang, Z.; and Zhou, D. 2018. Breaking the curse of horizon: infinite-horizon off-policy estimation. In *Proceedings of the 32nd International Conference on Neural Information Processing Systems,* 5361–5371.

Mnih, V.; Badia, A. P.; Mirza, M.; et al. 2016. Asynchronous methods for deep reinforcement learning. In *International conference on machine learning,* 1928–1937.

Mnih, V.; Kavukcuoglu, K.; Silver, D.; et al. 2013. Playing atari with deep reinforcement learning. *arXiv preprint arXiv:1312.5602.*

Mnih, V.; Kavukcuoglu, K.; Silver, D.; et al. 2015. Human-level control through deep reinforcement learning. *Nature,* 518(7540): 529–533.

Nachum, O.; Chow, Y.; Dai, B.; and Li, L. 2019a. Dualdice: Behavior-agnostic estimation of discounted stationary distribution corrections. In *NIPS,* 2318–2328.

Nachum, O.; and Dai, B. 2020. Reinforcement learning via fenchel-rockafellar duality. *arXiv preprint arXiv:2001.01866.*

Nachum, O.; Dai, B.; Kostrikov, I.; Chow, Y.; Li, L.; and Schuurmans, D. 2019b. Algaedice: Policy gradient from arbitrary experience. *arXiv preprint arXiv:1912.02074.*

Puterman, M. L. 2014. *Markov decision processes: discrete stochastic dynamic programming.* John Wiley & Sons.

Rockafellar, R. T. 2015. *Convex analysis.* Princeton university press.

Silver, D.; Lever, G.; Heess, N.; et al. 2014. Deterministic policy gradient algorithms.

Silver, D.; Schrittwieser, J.; Simonyan, K.; Antonoglou, I.; Huang, A.; Guez, A.; Hubert, T.; Baker, L.; Lai, M.; and Bolton, A. 2017. Mastering the game of go without human knowledge. *Nature,* 550(7676): 354–359.

Sutton, R. S.; and Barto, A. G. 2018. *Reinforcement learning: An introduction.* MIT press.

Sutton, R. S.; McAllester, D. A.; Singh, S. P.; and Mansour, Y. 2000. Policy gradient methods for reinforcement learning with function approximation. In *Advances in neural information processing systems,* 1057–1063.

Uhlenbeck, G. E.; and Ornstein, L. S. 1930. On the theory of the Brownian motion. *Physical review,* 36(5): 823.

Van Hasselt, H.; et al. 2016. Deep reinforcement learning with double q-learning. In *Proceedings of the AAAI conference on artificial intelligence,* volume 30.

Yang, M.; Nachum, O.; Dai, B.; et al. 2020. Off-Policy Evaluation via the Regularized Lagrangian. *arXiv preprint arXiv:1812.05902.*

Zhang, R.; Dai, B.; Li, L.; and Schuurmans, D. 2019. GenDICE: Generalized Offline Estimation of Stationary Values. In *International Conference on Learning Representations.*
Proof. From eq (5), we have equivalent to the learning policy 
\[ Q^*(s, a) = r(s, a) + \gamma \mathbb{E}_{s' \sim P(s, a), a' \sim \pi(\cdot|s')} [Q^*(s', a')] \]
\[ = r(s, a) + \gamma \mathbb{E}_{s' \sim P(s, a)} \max_{a' \in \mathcal{A}} [Q^*(s', a')] . \]

The top right formula is the Bellman equation, and the bottom formula is the Bellman optimality equation when the learning policy is optimal. Intuitively speaking, if we regard the maximum operator as a deterministic policy, the sampling policy \( \bar{\pi} \) is equivalent to the learning policy \( \pi \) when the latter is optimal.

\[ Q^*(s, a) = \max_{\pi \in \Pi} Q^\pi(s, a) \]
\[ = r(s, a) + \max_{\pi \in \Pi} \gamma \mathbb{E}_{s' \sim P(s, a), a' \sim \pi(\cdot|s')} [Q^\pi(s', a')] \]
\[ = r(s, a) + \max_{\pi \in \Pi} \gamma \mathbb{E}_{s' \sim P(s, a)} [V^\pi(s')] \]
\[ = r(s, a) + \gamma \mathbb{E}_{s' \sim P(s, a)} \max_{a' \in \mathcal{A}} [Q^*(s', a')] , \]

where the equation (a) can be reduced based on follow relationship. First, we show the conditioned on \( M_0 : (s_0, a_0, r_0, s_1) = (s, a, r, s') \). The maximum discounted value is not a function of relationship. Specifically,

\[ \max_{\pi \in \Pi} \mathbb{E} \left[ \sum_{t=1}^{\infty} \gamma^t r(s_t, a_t) \mid \pi, M_0 = (s, a, r, s') \right] = \gamma V^*(s') . \]

For all \( \pi \in \Pi \), define an “offset” policy \( \pi_{(s, a, r)} \). The “offset” policy chooses actions on a trajectory \( \tau \) according to the same distribution that \( \pi \) chooses actions on the trajectory \( (s, a, r, \tau) \); e.g., \( \pi_{(s, a, r)}(a_0 = a' | s_0 = s') \) equals to the probability \( \pi(a_1 = a' | M_0 = (s, a, r, s')) \). By the Markov property, we have that

\[ \mathbb{E} \left[ \sum_{t=1}^{\infty} \gamma^t r(s_t, a_t) \mid \pi, M_0 = (s, a, r, s') \right] = \gamma \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) \mid \pi(s, a, r), s_0 = s' \right] \]
\[ = \gamma V_{(s, a, r)}(s') . \]

Besides, because \( V^\pi(s') \) is not a function about \( (s, a, r) \), we have

\[ \max_{\pi \in \Pi} \mathbb{E} \left[ \sum_{t=1}^{\infty} \gamma^t r(s_t, a_t) \mid \pi, M_0 = (s, a, r, s') \right] \]
\[ = \gamma \cdot \max_{\pi \in \Pi} V_{(s, a, r)}(s') \]
\[ = \gamma V^\pi(s') \]
\[ = \gamma V^*(s') . \]

Therefore, we prove that there exists a policy \( \pi \) such for all \( s \in \mathcal{S} \), \( V^\pi(s) = V^*(s) \). Then, we rewrite the Eq. (7) as the form of inner,

\[ Q^*(s, a) = r(s, a) + \gamma \mathbb{E}_{s' \sim P(s, a)} [Q^*(s', a')] \]
\[ = r(s, a) + \gamma \mathbb{E}_{s' \sim P(s, a)} [Q^\pi(s', a')] . \]

Obviously, we can obtain the relationship \( \langle \pi, Q^*(s, a) \rangle = \langle \bar{\pi}, Q^*(s, a) \rangle \), so
\[ \langle \pi - \bar{\pi}, Q^*(s, a) \rangle = 0 . \]
Because of the arbitrariness of $Q^*(s, a)$, we reduce that $\pi = \tilde{\pi}$.

**Lemma 1** (Fenchel Policy Improvement) Let $\pi_{\text{old}} \in \Pi$ and $\pi_{\text{new}}$ present the optimizer of the minimization problem defined in Eq. (6). The $\pi_{\text{old}}$ is the policy before iteration, and $\pi_{\text{new}}$ is the policy after iteration. For all $(s, a) \in S \times A$ with $|A| < \infty$, we have $Q_{\pi_{\text{old}}}^\pi(s, a) \leq Q_{\pi_{\text{new}}}^\pi(s, a)$.

**Proof.** Let $\pi_{\text{old}} \in \Pi$, let $Q_{\pi_{\text{old}}}^\pi$ and $V_{\pi_{\text{old}}}^\pi$ be the corresponding state-action value and state value, and let $\pi_{\text{new}}$ be defined as

$$
\pi^* = \min_{\pi \in \Pi} D_f (\pi || \tilde{\pi}) = \min_{\pi \in \Pi} J_{\pi_{\text{old}}} (\pi),
$$

We must have the fact that $J_{\pi_{\text{old}}} (\pi_{\text{new}}) \leq J_{\pi_{\text{old}}} (\pi_{\text{old}})$, since we select $\pi_{\text{new}} = \pi_{\text{old}} \in \Pi$. As the $f$–divergence needs satisfy the condition: $f(1) = 0$ (Nachum and Dai 2020), when $x$ closes to 1, we have $f'(x) \approx \log x + C$, where $C$ represents a constant. Hence,

$$
D_f (\pi_{\text{old}} || \pi_{\text{old}}) \leq D_f (\pi_{\text{old}} || \pi_{\text{old}})
$$

and

$$
\int \tilde{\pi}_{\text{old}} (a|s) f \left( \frac{\pi_{\text{new}}}{\tilde{\pi}_{\text{old}}} \right) da \leq \int \pi_{\text{old}} (a|s) f \left( \frac{\pi_{\text{old}}}{\tilde{\pi}_{\text{old}}} \right) da
$$

where the equation (a) can be reduced based on the Lemma 2. Besides, the policy $\pi$ always can be represented as a Boltzmann distribution (Landau and Lifshitz 2013), where the energy function of Boltzmann distribution is defined as the negative value function (when the $\beta \to +\infty$, the policy is a random policy, and the policy is considered as a greedy policy based on $\beta \to 0$). Then, we write the sampling policy as the form of Boltzmann distribution, where the energy function of Boltzmann distribution is defined as the negative value function, $\tilde{\pi} = e^{\frac{1}{\beta} Q_{\pi_{\text{old}}}} \sum_a e^{\frac{1}{\beta} Q_{\pi_{\text{old}}}}$, and the $\sum_a e^{\frac{1}{\beta} Q_{\pi_{\text{old}}}}$ is marked as $Z_{\pi_{\text{old}}}(s)$. Besides, with the analysis of Eq. (12), the following equation holds:

$$
\omega_{\text{new}}^* = f' \left( \frac{\pi_{\text{new}}}{\tilde{\pi}_{\text{old}}} \right) \approx \log \left( \frac{\pi_{\text{new}}}{\tilde{\pi}_{\text{old}}} \right) + C = \log \pi_{\text{new}} - \frac{1}{\beta} Q_{\pi_{\text{old}}} + \log Z_{\pi_{\text{old}}}(s)
$$

$$
\omega_{\text{old}}^* = f' \left( \frac{\pi_{\text{old}}}{\tilde{\pi}_{\text{old}}} \right) = \log \left( \frac{\pi_{\text{old}}}{\tilde{\pi}_{\text{old}}} \right) + C = \log \pi_{\text{old}} - \frac{1}{\beta} Q_{\pi_{\text{old}}} + \log Z_{\pi_{\text{old}}}(s).
$$

If $E_{\pi_{\text{old}}}(a|s) \left[ f_{\omega_{\text{new}}}(\omega_{\text{new}}^*) \right] \leq E_{\pi_{\text{old}}}(a|s) \left[ f_{\omega_{\text{old}}}(\omega_{\text{old}}^*) \right]$, we have,

$$
E_{\pi_{\text{old}}}(a|s) \left[ \frac{\pi_{\text{new}}}{\tilde{\pi}_{\text{old}}} \omega_{\text{new}}^* \right] \leq E_{\pi_{\text{old}}}(a|s) \left[ \frac{\pi_{\text{old}}}{\tilde{\pi}_{\text{old}}} \omega_{\text{old}}^* \right]
$$

$$
E_{\pi_{\text{old}}}(a|s) \left[ \omega_{\text{new}}^* \right] \leq E_{\pi_{\text{old}}}(a|s) \left[ \omega_{\text{old}}^* \right]
$$

Then,

$$
Q_{\pi_{\text{old}}}(s, a) = r(s, a) + \gamma E^{s' - T, a' - \pi_{\text{old}}} \left[ Q_{\pi_{\text{old}}}(s', a') - \beta \log \pi_{\text{old}} \right]
$$

$$
\leq r(s, a) + \gamma E^{s' - T, a' - \pi_{\text{new}}} \left[ Q_{\pi_{\text{old}}}(s', a') - \beta \log \pi_{\text{new}} \right]
$$

$$
\vdots
$$

$$
= Q_{\pi_{\text{new}}}(s, a),
$$

where we have repeatedly expanded $Q_{\pi_{\text{old}}}$ on the RHS by utilizing the Bellman equation and bound in above equation. In reality, we always utilize the Bellman equation with entropy regularization (Mnih et al. 2016; Haarnoja et al. 2018b). In our paper, the
\[ f(x) = \frac{1}{2}(x - 1)^2, \] its conjugate function \( f_\ast \) is \( f_\ast(\omega) = \frac{1}{2}\omega^2 + \omega, \) where \( \omega = x - 1. \) So

\[
\mathbb{E}_{\pi_{\text{old}}(\alpha|x)} \left[ f_\ast(\omega_{\text{new}}^\ast) \right] = \mathbb{E}_{\pi_{\text{old}}(\alpha|x)} \left[ \frac{1}{2} \left( \omega_{\text{new}}^\ast \right)^2 + \omega_{\text{new}}^\ast \right]
\]

\[
= \mathbb{E}_{\pi_{\text{old}}(\alpha|x)} \left[ \frac{1}{2} \left( \frac{\pi_{\text{new}}}{\pi_{\text{old}}} - 1 \right)^2 + \left( \frac{\pi_{\text{new}}}{\pi_{\text{old}}} - 1 \right) \right]
\]

\[
\leq \mathbb{E}_{\pi_{\text{old}}(\alpha|x)} \left[ f_\ast(\omega_{\text{old}}^\ast) \right]
\]

where the equation (b) can be reduced based on the fact, e.g., \( J_{\pi_{\text{old}}} (\pi_{\text{new}}) \leq J_{\pi_{\text{old}}} (\pi_{\text{old}}). \)

\[ \Box \]

**Appendix B**

**Lemma**

Let \( \xi \) be a random variable: \( \forall \xi \in \Xi, \) a function \( g(. , \xi) : (-\infty, +\infty) \) is a proper, convex, lower semi-continuous function, then the following equation holds:

\[
\mathbb{E}_{\xi} \left[ \max_{\omega \in \mathbb{R}} g(\omega, \xi) \right] = \max_{\omega(\cdot) \in \mathcal{G}(\Xi)} \mathbb{E}_{\xi} [g(\omega(\xi), \xi)],
\]

where \( \mathcal{G}(\Xi) = \{ \omega(\cdot) : \Xi \rightarrow \mathbb{R} \} \) is the functional space.

**Proof:** As we assume that \( g(. , \xi) \) is proper, convex, lower semi-continuous function, there certainly exists a maximizer \( \omega^*_\xi \) that satisfies \( \forall \omega \in \mathbb{R}, g(\omega, \xi) \leq g(\omega^*_\xi, \xi). \) Therefore, we can define a function \( \omega^*(\cdot) : X \rightarrow \mathbb{R}; \) let \( \omega^*(\xi) = \omega^*_\xi, \) where \( \omega^*(\xi) \in \mathcal{G}(\Xi). \)

On the one hand,

\[
\mathbb{E}_{\xi} \left[ \max_{\omega \in \mathbb{R}} g(\omega, \xi) \right] = \mathbb{E}_{\xi} [g(\omega^*(\xi), \xi)] \leq \max_{\omega(\cdot) \in \mathcal{G}(\Xi)} \mathbb{E}_{\xi} [g(\omega(\xi), \xi)].
\]

On the other hand, \( \forall \omega(\cdot) \in \mathcal{G}(\Xi), \xi \in \Xi, \) we have \( g(\omega(\xi), \xi) \leq \max_{\omega \in \mathbb{R}} g(\omega, \xi). \) So, for \( \forall \omega(\cdot) \in \mathcal{G}(\Xi), \mathbb{E}_{\xi} [g(\omega(\xi), \xi)] \leq \mathbb{E}_{\xi} [\max_{\omega \in \mathbb{R}} g(\omega, \xi)]. \) This further implies that,

\[
\max_{\omega(\cdot) \in \mathcal{G}(\Xi)} \mathbb{E}_{\xi} [g(\omega(\xi), \xi)] \leq \mathbb{E}_{\xi} [\max_{\omega \in \mathbb{R}} g(\omega, \xi)].
\]

Combining with the above derivation, we can conclude that \( \mathbb{E}_{\xi} [\max_{\omega \in \mathbb{R}} g(\omega, \xi)] = \max_{\omega(\cdot) \in \mathcal{G}(\Xi)} \mathbb{E}_{\xi} [g(\omega(\xi), \xi)]. \)

\[ \Box \]

**Appendix C**

**Assumption**

We solve the inner optimization problem in Eq. (10), i.e., \( \omega(\cdot) : \Xi \rightarrow \mathbb{R}, \) in a constrained functional space \( \Omega: \omega_{\pi/\hat{\pi}} = Q^\pi(s, a) - Q^\pi(s, a). \)

On the one hand, as the \( f \) function is a proper, convex, lower semi-continuous function, we deduce the connection between \( \omega^*(\cdot) \) and \( f' \) in the Eq. (12) based on the convex conjugate property (Nachum et al., 2019b),

\[
\omega^*_{\pi/\hat{\pi}} = f' (\pi/\hat{\pi}).
\]

When the \( f \) function is defined as a specific form: \( f(x) = \frac{1}{2}(x - 1)^2, \) we deduce

\[
\omega^*_{\pi/\hat{\pi}} = f' (\pi/\hat{\pi}) = \frac{\pi}{\hat{\pi}} - 1.
\]

On the other hand, the policy \( \pi \) always can be represented as a Boltzmann distribution (Landau and Lifshitz, 2013), where the energy function of Boltzmann distribution is defined as the negative value function,

\[
\pi = \frac{\exp \left\{ \frac{1}{\beta} Q^\pi(s, a) \right\}}{\sum_a \exp \left\{ \frac{1}{\beta} Q^\pi(s, a) \right\}}.
\]
For example, when the $\beta \to +\infty$, the policy is a random policy, and the policy can be considered as a greedy policy based on $\beta \to 0$. So the $w^*_{\pi/\bar{\pi}}$ can be approximated as,

$$w^*_{\pi/\bar{\pi}} \propto \exp \left( \frac{1}{\beta} \left( Q^\pi(s, a) - Q^\bar{\pi}(s, a) \right) \right) \propto Q^\pi(s, a) - Q^\bar{\pi}(s, a).$$

That inspires us that constrain the the solution of $\omega(-)$ in a functional space: $\omega_{\pi/\bar{\pi}} = Q^\pi(s, a) - Q^\bar{\pi}(s, a)$ to build to connection between the optimization problem and state-action value function.

**Appendix D**

**Theorem 1** *(Fenchel Policy Gradient Theorem)* If the dual function $Q^\pi$ is fixed, the gradient of FRL objective function $L_f (\pi, Q^\pi)$ with respect to $\pi$ is,

$$\frac{\partial}{\partial \pi} L_f (\pi, Q^\pi) = \mathbb{E}_{\tau \sim \pi} \left[ \left( Q^\pi(s, a) - Q^\bar{\pi}(s, a) \right) \nabla \log \pi(a|s) \right].$$

where $Q^\pi(s, a)$ and $Q^\bar{\pi}(s, a)$ are the $Q$ function of learning policy $\pi$ and sampling policy $\bar{\pi}$ respectively.

**Proof.** Note that all the gradient symbols $\nabla$ in this section represent the gradient operation w.r.t. policy $\pi$. The $\frac{\partial}{\partial \pi} \min_{Q^\pi} L_f (\pi, Q^\pi)$ is decomposed into three aspects:

\[
\begin{align*}
(1) &= \nabla \int \pi(a|s) \left[ Q^\pi(s, a) - R(s, a) \right] da \\
&= \int \nabla \pi(a|s) \left[ Q^\pi(s, a) - Q^\bar{\pi}(s, a) \right] da + \int \pi(a|s) \nabla Q^\pi(s, a) da \\
&\overset{(a)}{=} \int \nabla \pi(a|s) \left[ Q^\pi(s, a) - Q^\bar{\pi}(s, a) \right] da + \int \frac{\pi}{\bar{\pi}} \nabla \pi(a|s) da \\
&= \int \nabla \pi(a|s) \left[ Q^\pi(s, a) - Q^\bar{\pi}(s, a) \right] da + \int \nabla \pi(a|s) \left[ Q^\pi(s, a) - Q^\bar{\pi}(s, a) + 1 \right] da \\
&= 2 \int \nabla \pi(a|s) \left[ Q^\pi(s, a) - Q^\bar{\pi}(s, a) \right] da \\
&= 2 \mathbb{E}_\pi \left[ \nabla \log \pi(a|s) \left[ Q^\pi(s, a) - Q^\bar{\pi}(s, a) \right] \right]
\end{align*}
\]

Where the equation (a) can be reduced based on follow relationship. According to the optimal connection in Eq. (12) and Assumption 3 the fact that the derivatives $f^*$ and $f^*$ are inverses of each other ($f(x) = \frac{1}{2}(x - 1)^2$), we can built the connection between the policy $\pi$ and its state-action function $Q^\pi(s, a)$,

$$\omega^*_{\pi/\bar{\pi}} = Q^\pi(s, a) - Q^\bar{\pi}(s, a) = f^* (\pi/\bar{\pi})$$

$$Q^\pi(s, a) - Q^\bar{\pi}(s, a) = \frac{\pi}{\bar{\pi}} + 1.$$

so we have $\nabla Q^\pi(s, a) = \nabla$. The $Q^\pi(s, a)$ is induced by the Bellman error function with a certain learning policy $\pi$, so that when we calculate the policy gradient, the gradient of $Q^\pi(s, a)$ with respect to $\pi$ can not be ignored. For the second term, we have

\[
\begin{align*}
(2) &= -\nabla \int \bar{\pi}(a|s) \left[ Q^\pi(s, a) - Q^\bar{\pi}(s, a) \right] \\
&= -\int \bar{\pi}(a|s) \nabla Q^\pi(s, a) \\
&= -\int \nabla \pi(a|s) da = 0.
\end{align*}
\]
Theorem 2

Then, merging the deriving results of (1), (2) and (3), the gradient of the reinforcement learning in $f$–divergence form $L_f(\pi, Q^\pi)$ with respect to $\pi$ is obtained,

$$
\frac{\partial}{\partial \pi} L_f(\pi, Q^\pi) = \mathbb{E}_{\tau \sim \pi} \left[ \left( Q^\pi(s, a) - Q^\hat{\pi}(s, a) \right) \nabla Q^\pi(s, a) \right].
$$

As we analyzed in Appendix C, $Q^\pi(s, a)$ satisfies the Bellman equation, $Q^\pi(s, a) = r(s, a) + \gamma \mathbb{E}_\pi[Q^\pi(s', a')]$. Therefore, the policy gradient can be rewritten as,

$$
\frac{\partial}{\partial \pi} L_f(\pi, Q^\pi) = \mathbb{E}_{\tau \sim \pi} \left[ \left( Q^\pi(s, a) - r(s, a) - \gamma \mathbb{E}_\pi[Q^\pi(s', a')] \right) \nabla \log \pi(a|s) \right].
$$

\[\square\]

**Theorem 2** *(Policy Evaluation in FRL)* When the outer optimization object is fixed, the object function of policy evaluation is,

$$
\frac{\partial}{\partial Q^\pi} L_f(\pi, Q^\pi) = -\mathbb{E}_\pi \left[ \left( Q^\pi(s, a) - Q^\hat{\pi}(s, a) \right) \nabla Q^\pi(s, a) \right] + \mathbb{E}_\pi \left[ \nabla Q^\pi(s, a) \right] - \mathbb{E}_\pi \left[ \nabla Q^\pi(s, a) \right]
$$

**Proof.** Note that all the gradient symbols $\nabla$ in this section represent the gradient operation w.r.t value function $Q$. Analogous to the proof for Theorem 1, the $\min_{\pi} L_f(\pi, Q^\pi)$ is decomposed into three aspects. For the first term,

$$
- \frac{1}{2} \mathbb{E}_\pi \left[ \left( Q^\pi(s, a) - Q^\hat{\pi}(s, a) \right)^2 \right] = -\mathbb{E}_\pi \left[ \left( Q^\pi(s, a) - Q^\hat{\pi}(s, a) \right) \nabla Q^\pi(s, a) \right],
$$

For the second term,

$$
- \nabla \mathbb{E}_\pi \left[ \left( Q^\pi(s, a) - Q^\hat{\pi}(s, a) \right) \right] = -\mathbb{E}_\pi \left[ (\nabla Q^\pi(s, a)) \right].
$$

For the third term,

$$
\nabla \mathbb{E}_\pi \left[ \left( Q^\pi(s, a) - Q^\hat{\pi}(s, a) \right) \right] = -\mathbb{E}_\pi \left[ (\nabla Q^\pi(s, a)) \right].
$$

We merge the above derivation and obtain the result.

\[\square\]

**Appendix E**

In this section, we introduce the experimental setup. The Implementation of our method based on the Pytorch\(^2\) and Stable Baselines\(^3\) packages. For the A2C, PPO algorithms, we utilize the implementations of Stable-Baselines3, which are well-known implementations of the DRL methods. What’s more, Stable-Baselines3 has a wide range of applications in DRL research. For the implementations of A2C and PPO, we dose not change the default hyper-parameters. However, Stable-Baselines3 only realize the SAC for the continuous environments, so the implementation of SAC for discrete environments we refer to (Christodoulou 2019). The experiments are performed on the total Atari\(^4\) games (see Figure 3 and we use NoFrameskip-v4). Researchers commonly adopt Atari games in academia and industry to evaluate reinforcement learning algorithms. Besides, the experimental results are present in Figure 4.

For the implementation of FRL, we refer to the A2C algorithms achievement by Stable-baseine3. For fairness, we keep the same hyper-parameters to A2C implementations. For each experiment, we perform 10 million time steps for training. There are

\(^2\)https://github.com/pytorch/pytorch
\(^3\)https://github.com/Stable-Baselines-Team/stable-baselines
\(^4\)https://gym.openai.com/envs/#atari
5 agents carried out simultaneously for each seed, and each agent utilizes 8 steps return for the policy gradient estimation. Each experiment runs with 5 different random seeds, and all the curves are averaged by 5 random seeds.

The network of feature extraction used a convolutional layer with 32 filters of size $8 \times 8$ with stride 4, followed by a convolutional layer with 64 filters of size $4 \times 4$ with stride 2, followed by a convolutional layer with 64 filters of size $4 \times 4$ with stride 1, followed by a fully-connected layer with 512 hidden units. All four hidden layers are followed by ReLU activation function. Because the input of $Q$ network is only state, the $Q$ network and policy network share the feature extraction network. The $Q$ network has a single linear output unit for each action meaning the action value. The policy network is a softmax output representing the probability of selecting the action. All experiments use a discount of $\gamma = 0.99$ and an RMSProp [Hinton, Srivastava, and Swersky 2012] optimizer decay parameter = 0.99 with learning rate = 0.0007. The detail description about our hyper-parameters are presented in Table 1. We summarize the FRL algorithm with $f(x) = \frac{1}{2}(x - 1)^2$ on Algorithm 1. One may extend FRL framework for other proper, convex, lower semi-continuous $f$ function.

Table 1: Hyper-parameters settings for our implementation.

| Hyper-parameter                      | Value               |
|--------------------------------------|---------------------|
| **Shared hyper-parameters**         |                     |
| discount ($\gamma$)                  | 0.99                |
| Learning rate for actor              | $7 \times 10^{-4}$  |
| Learning rate for critic             | $7 \times 10^{-4}$  |
| Number of hidden layer for all networks | 4                   |
| Number of hidden units per layer     | 512                 |
| Activation function                  | ReLU                |
| Mini-batch size                      | 64                  |
| Gradient Clipping                    | 0.5                 |
| Value net coefficient                | 0.5                 |
| **FRL**                              |                     |
| Target Entropy                       | None                |
| Number of step                       | 5                   |
| Optimizer                            | RMSprop             |
| **A2C**                              |                     |
| Number of step                       | 5                   |
| Target Entropy                       | - dim of $\mathcal{A}$ |
| Optimizer                            | RMSprop             |
| **PPO**                              |                     |
| Number of step                       | 2048                |
| Target Entropy                       | None                |
| Learning rate for $\alpha$           | $3 \times 10^{-4}$  |
| Optimizer                            | Adam                |
| Replay buffer size                   | $3 \times 10^6$     |
| Range of clip                        | 0.2                 |
| **SAC**                              |                     |
| Target Entropy                       | - dim of $\mathcal{A}$ |
| Learning rate for $\alpha$           | $7 \times 10^{-4}$  |
| Optimizer                            | Adam                |
| Replay buffer size                   | $3 \times 10^6$     |

Appendix F

In this subsection, we describe in detail the experiments on the overestimation of the $Q$ function. The experiments in this section use the same set of training hyper-parameters and policy network/state-value function architectures described in Appendix E. We compare the $Loss_{value}$ between the true value and the estimated value, where the $Loss_{value}$ is to measure the severity of overestimation of the value function. The $Loss_{value}$ is defined as

$$Loss_{value} = \mathbb{E}_\pi [Q^\pi(s, a)] - Value_{true}.$$  

(21)
Obviously, when the Loss\textsubscript{value} is too large, the overestimation problem of value is serious. On the contrary, if Loss\textsubscript{value} is less than zero, there is a problem with underestimation. For an excellent algorithm, the ideal situation is that the Loss\textsubscript{value} is close to 0. For each time step, \( E_{\pi} [Q^\pi(s, a)] \) is calculated by the inner product of the output of our policy network and \( Q \) network. Besides, for the calculation of Value\textsubscript{true}, we record all the rewards the for sample trajectories, and use \( \sum_{t=1}^{T} y^{t-t} r_t \) to obtain the true value. The curves of Loss\textsubscript{value} for a subset of Atari games are shown in Figure 2.

Figure 3: Some experiment environments. A part of Atari 2600 games in our experiments are presented here, namely AirRaid, Alien, Assault, Asteroids, BeamRider, Breakout, Carnival, Jamesbond, MsPacman, Pong, Qbert, Seaquest, SpaceInvaders, Star-Gunner respectively (From left to right, up to down).
Figure 4: Performance curves with FRL, A2C, PPO and SAC for the total Atari 2600 video games. Each curve are smoothed by the exponential moving average to with 3 step. The solid line is the mean and the shaded region represents a standard deviation of the average evaluation over five seeds.