Low-Complexity Decoding of Block Turbo-Coded System with Antenna Diversity

Yanni Chen  
Department of Electrical and Computer Engineering, University of Minnesota, 200 Union Street, Minneapolis, MN 55455, USA  
Email: ynchen@ece.umn.edu

Keshab K. Parhi  
Department of Electrical and Computer Engineering, University of Minnesota, 200 Union Street, Minneapolis, MN 55455, USA  
Email: parhi@ece.umn.edu

Received 29 January 2003 and in revised form 30 April 2003

The goal of this paper is to reduce the decoding complexity of space-time block turbo-coded system with low performance degradation. Two block turbo-coded systems with antenna diversity are considered. These include the simple serial concatenation of error control code with space-time block code, and the recently proposed transmit antenna diversity scheme using forward error correction techniques. It is shown that the former performs better when compared to the latter in terms of bit error rate (BER) under the same spectral efficiency (up to 7 dB at the BER of $10^{-5}$ for quasistatic channel with two transmit and two receive antennas). For the former system, a computationally efficient decoding approach is proposed for the soft decoding of space-time block code. Compared to its original maximum likelihood decoding algorithm, it can reduce the computation by up to 70% without any performance degradation. Additionally, for the considered outer code block turbo code, through reduction of test patterns scanned in the Chase algorithm and the alternative computation of its extrinsic information during iterative decoding, extra 0.3 dB to 0.4 dB coding gain is obtained if compared with previous approaches with negligible hardware overhead. The overall decoding complexity is approximately ten times less than that of the near-optimum block turbo decoder with coding gain loss of 0.5 dB at the BER of $10^{-5}$ over AWGN channel.
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1. INTRODUCTION

One of the major challenges in wireless communications is the severe channel fading caused by multipath and movement in radio link. Recently, in order to explore the improved capacity of multiple-in multiple-out (MIMO) system over flat Rayleigh fading channel [1], different transmit diversity techniques have been developed to benefit from antenna diversity in the downlink while placing the diversity burden on the base station [2, 3]. Although space-time block code (STBC) has attracted a lot of attention, few papers have been published on its hardware implementation. The authors in [4] addressed the hard decoding of STBCs, which is based on the maximum likelihood decoding algorithm presented in [3].

STBC provides the maximum possible diversity advantage for multiple transmit antenna system with a very low complexity decoding algorithm. However, in order to achieve significant coding gain, it should be concatenated with a powerful outer code [5, 6, 7]. The current powerful error control codes use iterative soft-input soft-output (SISO) decoding to achieve performance approaching Shannon limit. Thus, the concatenated STBC decoder must provide soft output, that is, the reliability information of the decision bit, to the SISO block turbo decoder. Therefore, efficient soft decoding algorithm for STBC should be considered.

In [8], a near-optimum iterative algorithm for decoding block turbo codes (BTCs) was proposed, which is based on the chase algorithm [9]. Unfortunately, in spite of its near-optimum performance comparable to convolutional turbo code (CTC) [10], the decoding complexity is fairly high. In order to offer a compromise between performance and complexity, several complexity reduction schemes have been discussed and presented [11, 12, 13, 14, 15, 16].

More recently, the authors in [17] proposed to achieve antenna diversity by directly mapping the turbo-coded bits to the transmit antennas. This idea has also been extended to BTCs [18]. Simulation results showed that in terms of
coding gains, BTCs associated with transmit and receive diversity (BTC-Diversity system) performs as well as CTC. In this paper, the serial concatenation of BTC-STBC system is simulated, which achieves additional coding gain compared to BTC-Diversity system under the same spectral efficiency (up to 7 dB at the bit error rate (BER) of $10^{-5}$ over quasistatic channel with two transmit and two receive antennas). STBC with code rate 1 is chosen to preserve the code rate of the whole system.

In this paper, a new efficient decoding approach is proposed for STBC. It introduces no performance degradation and requires much lower hardware complexity, which is more suitable for real implementation. For the chosen outer error control code, BTC, we also present a new power efficient method which gains an extra 0.3 dB to 0.4 dB coding gain compared to the scheme presented in [12]. The hardware overhead is negligible. This implies that the complexity of our new block turbo decoder is about ten times less than that of the near-optimum block turbo decoder [19] with a performance degradation of only 0.5 dB at the BER of $10^{-5}$ over additive white Gaussian noise (AWGN) channel. Thus, the very large scale integration (VLSI) implementation of the space-time block turbo-coded system with low complexity and acceptable error correction capability is possible.

This paper is organized as follows. In Section 2, two space-time block turbo-coded systems are briefly introduced and their performances are compared under the same spectral efficiency over block fading or quasistatic fading channel with two transmit and one or two receive antennas. Section 3 presents the complexity reduction approaches for soft decoding of STBC in the system with better BER performance. Section 4 is devoted to the complexity reduction schemes for the block turbo decoder. Section 5 provides the conclusions.

2. SPACE-TIME BLOCK TURBO-CODED SYSTEMS

In this section, space-time block codes with maximum likelihood decoding algorithm are briefly explained and the performances of the two space-time block turbo-coded systems are compared under the same spectral efficiency.

Assuming that flat Rayleigh fading matrix channel and perfect channel state information is available, the log a posteriori probability (LAPP) of the two transmitted symbols $c_1$ and $c_2$ for the STBC with two transmit antennas is given as follows [5]:

$$
\ln P(c_1, s_k | r_1, r_2) = -\left\{ \sum_{j=1}^{m} \left( r_j^* h_{1,j}^* + (r_j^*)^* h_{2,j}^* \right) - s_k \right\}^2
$$

for the symbol $c_1$, and

$$
\ln P(c_2, s_k | r_1, r_2) = -\left\{ \sum_{j=1}^{m} \left( r_j^* h_{2,j}^* - (r_j^*)^* h_{1,j}^* \right) - s_k \right\}^2
$$

for the symbol $c_2$, where $r_j^*$ is the signal received at antenna $j$ at each time slot $t$, $h_{i,j}$ is the path gain from transmit antenna $i$, $1 \leq i \leq n$, to receive antenna $j$, $1 \leq j \leq m$, and $s_k$ is the possible complex constellation symbol.

2.1. BTC-STBC system versus BTC-Diversity system

Simple STBC concatenated with powerful forward error correction channel code as outer code is expected to provide significant coding gain in addition to the diversity advantage. The block diagram of space-time block turbo-coded system is illustrated in Figure 1.

At the receiver end, the output from STBC decoder is the LAPPs for each transmitted symbol. Before it is input to the block turbo decoder, the log-likelihood ratios (LLRs) for individual bits have to be calculated, which resembles the reverse function of gray mapping in transmit antenna,

$$
\land(b_l) = \log\frac{P(b_l = 1 | r_1, r_2)}{P(b_l = 0 | r_1, r_2)} 
\approx \min_{c',s_k | b_l=0} M(c, s_k) - \min_{c,s_k} M(c, s_k),
$$

where

$$
M(c, s_k) = -\ln P(c, s_k | r_1, r_2).
$$
Another considered BTC for transmit antenna diversity system is shown in Figure 2. This straightforward system is chosen because it has recently drawn much interest and achieves much better performance compared to the original space-time trellis code [17]. Denoting the set of constellation points by \( \{ c_i \}_{i=1}^{m} \), the LLRs of \( h_i \), \( i = 1, 2, \ldots, n_M \), using \( m \) received signals from \( n \) transmit antennas, can be obtained as (see [17])

\[
\chi(h_i) = \frac{\sum_{c_i, |h_i|=1} \Pi_{j=1}^{m} \exp \left( - \left| r_j - \sum_{i=1}^{n} h_{ij} c_i \right|^2 / N_0 \right)}{\sum_{c_i, |h_i|=0} \Pi_{j=1}^{m} \exp \left( - \left| r_j - \sum_{i=1}^{n} h_{ij} c_i \right|^2 / N_0 \right)},
\]

where \( N_0 \) stands for the noise power spectral density. To simplify the computation complexity, the following approximate equation is used in our simulation:

\[
\chi(h_i) = \min_{c_i, |h_i|=1} \sum_{j=1}^{m} \left( \frac{\left| r_j - \sum_{i=1}^{n} h_{ij} c_i \right|^2}{N_0} \right) - \min_{c_i, |h_i|=1} \sum_{j=1}^{m} \left( \frac{\left| r_j - \sum_{i=1}^{n} h_{ij} c_i \right|^2}{N_0} \right).
\]

Both BTC-Diversity and BTC-STBC systems have much flexibility since the block turbo decoder remains the same no matter which type of modulation scheme or fading channel is employed. Nevertheless, BTC-STBC system has two more building blocks (space-time block encoder and decoder). Furthermore, some modifications have to be made to the STBC codec if the number of transmit antennas is increased.

However, the overall complexity of the BTC-STBC system is not increased as the LLR computation module is much simpler. From (5) and (6), it is easily seen that the number of computations \( N \) required to obtain the LLRs for each bit in BTC-Diversity grows exponentially with the constellation size \( 2^M (N = 2^{M+n}, \) where \( n \) stands for the number of transmit antennas). On the other hand, for BTC-STBC system, this number grows only linearly \( (N = 2^M) \), instead of exponentially, with the constellation size (see (1), (2), and (3)).

For example, if 16-QAM is adopted for both systems with two transmit antennas, 256 comparison terms have to be calculated for BTC-Diversity system, while only 16 comparison terms need to be calculated for BTC-STBC system. This significant hardware reduction is very attractive for VLSI implementation.

### 2.2. Performance comparison under the same spectral efficiency

The considered BTC is composed of two identical systematic extended Hamming code \([eXHamming(32, 26, 4)]^2\) with code rate \( R = 0.660 \). STBC is defined by the transmission matrix \( G_2 \) as [2]. Helical interleaver as described in [20] is employed in our simulation. For fair comparison, the spectral efficiencies for the two systems are kept the same. In the case of two transmit antennas, BTC-STBC system transmits two symbols in two time slots while BTC-Diversity system transmits two symbols in just one time slot. Therefore, for 2R bits/s/Hz (1.32 bits/s/Hz), BTC-STBC uses QPSK while BTC-Diversity uses BPSK modulation. For 4R bits/s/Hz (2.64 bits/s/Hz), BTC-STBC uses 16-QAM while BTC-Diversity uses QPSK modulation. Here, \( R \) refers to the code rate of BTC.

All the performance are evaluated over either the block fading channel or quasistatic fading channel. Here, block fading channel means that the path gains are constant for consecutive \( L \) channel symbols, where \( L \) is smaller than frame length (1024 bits for our considered \([eXHamming(32, 26, 4)]^2\) code). These \( L \) adjacent symbols are also called a faded block since they are affected by the same fading value. On the other hand, quasistatic fading channel means that the path gains are constant for a frame and change independently from one frame to the next. Actually, quasistatic channel is a special case of block fading channel, where \( L \) is equal to frame length. Two different \( L \) values are simulated: 2 or 64. The case of \( L = 2 \) guarantees the validity of the decoding algorithm of STBC, which is based on the assumption that the path gains are constant over two successive transmissions. While the case of \( L = 64 \) indicates that there are four (half rate, 4R bits/s/Hz) or eight (full rate, 2R bits/s/Hz) differently faded blocks per frame.
Figure 3: BER comparison for BTC-STBC system and BTC-Diversity system: 2R bits/s/Hz, 4 iterations, two transmit antennas, and (a) two or (b) one receive antennas.

The BER comparison of the two transmit and two receive antennas with 2R bits/s/Hz over different channels is shown in Figure 3a.

As $L$ increases, the SNR has to be increased accordingly to maintain the same BER performance. At the BER of $10^{-5}$, the advantage of BTC-STBC over BTC-Diversity system is only around 1.5 dB over $L = 2$ and $L = 64$ block fading channels, while this additional coding gain is up to 8 dB over quasistatic channel.

Similar results are obtained for two transmits and one receive antenna case (Figure 3b). For the $L = 2$ block fading channel, BTC-STBC system demonstrates additional coding gain of 3 dB at the BER of $10^{-5}$. This extra coding gain is 6 dB over $L = 64$ block fading channel. More coding gain is expected over quasistatic fading channel.

In Figure 4, spectral efficiency is increased to 4R bits/s/Hz from 2R bits/s/Hz. Significant coding gains of BTC-STBC system over BTC-Diversity system are also observed. At the BER of $10^{-5}$, for two transmit and two receive antenna, the coding gain is 2 dB over $L = 64$ block fading channel and 7.5 dB over quasistatic fading channel. It is interesting to note that as $L = 2$, the performance of the two systems are comparable. For two transmit and one receive antennas system, the coding gain is 4 dB over $L = 2$ block fading channel and 11 dB over $L = 64$ block fading channel.

3. COMPLEXITY REDUCTION OF SPACE-TIME BLOCK DECODER

In this section, a powerful efficient algorithm is described for evaluating the bit LLRs in (3). As an example, the transmission matrix for two transmit antennas $G_2$ [2] and BPSK, QPSK, and 16-QAM modulation schemes are adopted here. Similar approaches can be easily applied to other transmission matrices and modulation schemes.

Denoting $s_k = s_I + js_Q$, we can rewrite the decision metric used for the LAPP computation in (3) as

$$M(c, s_k) = |(\alpha + j\beta) - s_k|^2 + y|s_k|^2 = \alpha^2 + \beta^2 - 2(\alpha s_I + \beta s_Q) \pm (y + 1)(s_I^2 + s_Q^2),$$

(7)

where

$$\alpha + j\beta = \sum_{j=1}^{m} \left( r_j^1 h_{2,j}^* - (r_j^2)^* h_{1,j} \right) \text{ for } c_1,$$

or

$$\sum_{j=1}^{m} \left( r_j^1 h_{1,j}^* + (r_j^2)^* h_{2,j} \right) \text{ for } c_2,$$

(8)

$$y = (-1 + \sum_{j=1}^{m} \sum_{i=1}^{2} |h_{i,j}|^2).$$
From (7), further simplifications can be made as follows:

1. the term $\alpha^2 + \beta^2$ is common for all $s_k$, thus, it can be excluded from the comparisons;
2. for M-PSK with equal energy signal constellations, $(\gamma + 1)(s_I^2 + s_Q^2)$ can also be cancelled out. Then,

$$\wedge (b_0) \approx 2 \max_{s_I, s_Q} (as_I + bs_Q) - 2 \max_{s_I, s_Q} (-\alpha + \max_{s_I, s_Q} (\beta s_Q)) = 4\alpha.$$  \hfill (9)

From (9), it is observed that the bit LLRs for M-PSK are only dependent on values of $\alpha$, $\beta$ and modulation scheme which decides $s_I$ and $s_Q$. In the following, the computation of those bit LLRs for each considered modulation scheme will be described, respectively.

### 3.1. BPSK and QPSK

The signal constellations for BPSK and QPSK are illustrated in Figure 5. Gray mapping is assumed.

As seen in Figure 5, there is no complex signal for BPSK constellations, that is, $s_Q = 0$. According to (9), the bit LLR for BPSK case is

$$\wedge (b) \approx 2\alpha - 2\alpha(-1) = 4\alpha.$$ \hfill (10)

In a straightforward manner, the two bit LLRs for QPSK are simplified as follows:

$$\wedge (b_1) \approx 2 \max_{s_I, s_Q} (as_I + bs_Q) - 2 \max_{s_I, s_Q} (\gamma + 1)(s_I^2 + s_Q^2)$$

$$= 2(\alpha + \max_{s_I, s_Q} (\beta s_Q)) + 2(-\alpha + \max_{s_I, s_Q} (\beta s_Q)) = 4\alpha,$$

$$\wedge (b_0) \approx 2 \max_{s_I, s_Q} (as_I + bs_Q) - 2 \max_{s_I, s_Q} (as_I + \beta s_Q)$$

$$= 2(\beta + \max_{s_I, s_Q} (as_I)) - 2(-\beta + \max_{s_I, s_Q} (as_I)) = 4\beta.$$ \hfill (11)

### 3.2. 16-QAM

The signal constellations for 16-QAM are illustrated in Figure 6. Gray mapping is also assumed.

For the 16-QAM case, due to the unequal signal energies of constellations, the term $(\gamma + 1)(s_I^2 + s_Q^2)$ in (7) has to be considered for comparisons. For the first bit $b_0$, we have

$$\wedge (b_0) \approx \max_{s_I, s_Q} \{2(as_I + bs_Q) - (\gamma + 1)(s_I^2 + s_Q^2)\}$$

$$- \max_{s_I, s_Q} \{2(as_I + bs_Q) - (\gamma + 1)(s_I^2 + s_Q^2)\}. \hfill (12)$$

Because the compared signal constellations are located in four quadrants and symmetric, the most possible signal constellation point to maximize the decision metric can be...
The reason for the second step is that the points $s_2$, $s_3$, $s_6$, and $s_7$ have the same $s_0$ value. In the third step, the two maximum terms can always be cancelled out since the two finally chosen points will have the same $s_1$ values. By the same method, $\wedge(b_0)$ can be computed for three other cases, that is, (i) $\alpha > 0$ and $\beta < 0$, (ii) $\alpha < 0$ and $\beta > 0$, and (iii) $\alpha < 0$ and $\beta < 0$. As another example, for $\alpha < 0$ and $\beta < 0$ case,

$$\wedge(b_0) \approx \max_{s_1, s_3} \left\{ 2(\alpha s_1 + \beta s_3) - (y + 1)(s_1^2 + s_3^2) \right\} - \max_{s_1, s_3} \left\{ 2(\alpha s_1 + \beta s_3) - (y + 1)(s_1^2 + s_3^2) \right\}$$

$$= 2\beta(-3) - 9(y + 1) + \max_{s_1, s_3} \left\{ 2\alpha s_1 - (y + 1)s_1^2 \right\}$$

$$- \left\{ 2\beta - (y + 1) + \max_{s_1, s_3} \left\{ 2\alpha s_1 - (y + 1)s_1^2 \right\} \right\}$$

$$= -4\beta - 8(y + 1).$$

(14)

One general expression can be used to summarize all the results:

$$\wedge(b_0) \approx \text{sign}(\beta) \ast 4\beta - 8(y + 1).$$

(15)

Similarly, the LLR for the second bit $b_1$ is

$$\wedge(b_1) \approx \text{sign}(\alpha) \ast 4\alpha - 8(y + 1).$$

(16)

However, for the other two bits $b_2$ and $b_3$, it is slightly more complicated since the compared signal constellations are not located in four different quadrants. For the fourth bit $b_4$, the eight compared signals are symmetric along the $I$-axis. Thus, four of them can be eliminated by just observing the sign of $\beta$. The remaining four points in each compared group are always simultaneously in the lower or upper plane and symmetric along the $Q$-axis. Consequently, $s_Q$ can always be cancelled out, that is, $\wedge(b_1)$ depends only on the sign, not on the absolute value of $\beta$. If $\beta > 0$,

$$\wedge(b_3) = \max_{s_2, s_5} \left\{ 2\alpha s_1 - (y + 1)s_1^2 \right\} - \max_{s_2, s_5} \left\{ 2\alpha s_1 - (y + 1)s_1^2 \right\}.$$

(17)

Otherwise,

$$\wedge(b_3) \approx \max_{s_0, s_1, s_3} \left\{ 2\alpha s_1 - (y + 1)s_1^2 \right\} - \max_{s_0, s_1, s_3} \left\{ 2\alpha s_1 - (y + 1)s_1^2 \right\}.$$

(18)
it is already cancelled out in the decision metric. As a result, the procedure to compute \( \wedge(b_3) \) has the following two steps. First, calculate the bias points: \( \text{bias} = 2 \times (1 + y) \), \( \alpha_1' = \alpha - \text{bias} \), \( \alpha_2' = \alpha + \text{bias} \). Secondly, observe the signs of \( \alpha_1' \) and \( \alpha_2' \) to compute the right soft output. Consequently, there are four possible cases:

1. if \( (\alpha_1' > 0 \text{ and } \alpha_2' > 0) \),
   \[
   \wedge(b_3) \approx \{2as_r - (y + 1)s_Q^2\} | s_i - \{2as_r - (y + 1)s_Q^2\} | s_i
   \approx \{2\alpha * 3 - 9(y + 1)\} - \{2\alpha * (-1) - (y + 1)\}
   \approx 8\alpha - 8(y + 1);
   \]

2. else if \( (\alpha_1' > 0 \text{ and } \alpha_2' < 0) \),
   \[
   \wedge(b_3) \approx 2\alpha(3) - 9(y + 1) + \{2\alpha(3) + 9(y + 1)\} = 12\alpha;
   \]

3. else if \( (\alpha_1' < 0 \text{ and } \alpha_2' > 0) \),
   \[
   \wedge(b_3) \approx \{2\alpha - (y + 1)\} - \{2\alpha * (-3) - 9(y + 1)\} \wedge (b_3)
   \approx 8\alpha + 8(y + 1).
   \]

In a similar approach, the LLR for the third bit is calculated. Nevertheless, the cancelled-out terms here are \( s_i \) instead of \( s_Q \):

\[
\wedge(b_2) \approx \max_{s_Q} \{2\beta s_Q - (y + 1)s_Q^2\} - \max_{s_i} \{2\beta s_Q - (y + 1)s_Q^2\}.
\]

The bias points are \( \text{bias} = 2 \times (1 + y) \), \( \beta_1' = \beta - \text{bias} \), \( \beta_2' = \beta + \text{bias} \). Then, the soft output is

1. if \( (\beta_1' > 0 \text{ and } \beta_2' > 0) \), \( \wedge(b_2) \approx 8\beta - 8(y + 1); \)
2. else if \( (\beta_1' > 0 \text{ and } \beta_2' < 0) \), \( \wedge(b_2) \approx 12\beta; \)
3. else if \( (\beta_1' < 0 \text{ and } \beta_2' > 0) \), \( \wedge(b_2) \approx 4\beta; \)
4. else \( \wedge(b_2) \approx 8\beta + 8(y + 1). \)

In other words, all the three variables \( \alpha \), \( \beta \), and \( y \) are required to compute the LLRs for 16-QAM modulation. However, through the bias point calculation approach, many comparisons among half constellation size of signals have been avoided.

### 3.3. Complexity analysis

In this section, the hardware complexity between the original and proposed maximum likelihood decoding algorithm will be compared. The complexity considered here is in terms of the number of multiplications and additions for each decoded symbol. The following assumptions are used as in [4].

**3.3. Complexity analysis**

In this section, the hardware complexity between the original and proposed maximum likelihood decoding algorithm will be compared. The complexity considered here is in terms of the number of multiplications and additions for each decoded symbol. The following assumptions are used as in [4].

**Table 1: Complexity comparison between original and proposed decoding algorithm.**

| Total number of iterations | BPSK | QPSK | 16-QAM |
|----------------------------|------|------|--------|
| Original algorithm        | \(28N - 2\) | \(32N + 6\) | \(68N + 34\) |
| Proposed algorithm        | \(8N - 1\) | \(16N - 2\) | \(24N + 6\) |
| Computation reduction \((N = 8)\) | 72% | 52% | 66% |

1. The word length of the operands is \( N \) bits.
2. Addition and subtraction or comparison are counted as one operation and real multiplication or square operation is counted as \((N - 1)\) operations. Multiplied by 2, 4, or 8 is neglected since it can be implemented as simple shift operation in hardware.
3. A complex multiplication is counted as 4 multiplications and 2 additions, that is, \((4N - 2)\) operations, including real or imaginary parts, each equal \((2N - 1)\) operations.
4. The signal energies for BPSK and QPSK are assumed to be known in advance and their computations are excluded from complexity count. For the 16-QAM case, the signal energies and its multiplication with \( y \) are only counted for 4 instead of 16 times due to the inherent symmetry property.

The comparison results are displayed in Table 1. For example, for BPSK case, in the proposed algorithm, only \( \alpha \) needs to be computed to obtain the soft output \( \wedge(b) \). For the symbol \( c_1 \) in (8), the computation of the real part of \( r_1^*h_{2,j}^* \) and \( (r_2^*)^*h_{1,j} \) for two transmit antennas, \( j = 1, 2 \), needs \((2N - 1) \times 4 = (8N - 4)\) operations. Three more additions are necessary to obtain \( \alpha \), thus, the overall decoding complexity is \((8N - 4) + 3 = (8N - 1)\) operations. While in the original algorithm, for the symbol \( c_1 \), \( \alpha + \beta \) for two transmit antennas requires \((8N - 1) \times 2 = (16N - 2)\) operations. Additionally, \((2N - 1) \times 4 + 1 = (8N - 3)\) operations for \( y \) and \( 2 \times (N - 1) + 2 = 2N \) operations for each compared signal \( s_Q \); another three additions for final soft output are required (see (1) and (3)). The total number of operations is \((16N - 2) + (8N - 3) + 2N \times 2 + 3 = (28N - 2)\). By using similar method, the total number of operations for QPSK and 16-QAM with both the original and proposed algorithms can also be obtained.

As observed in Table 1, the new proposed soft decoding algorithm for STBC with two transmit antennas reduces the total number of operations by 52% to 72%. Similar results are expected for other transmission matrices with more transmit antennas. This significant computation reduction will consequently cause much lower power consumption in VLSI implementation.

According to our simulation results under various configurations, the proposed simplified soft decoding approach achieves exactly the same performance as the original maximum likelihood algorithm for space-time block decoder shown in Section 2, which is omitted here. On the other hand, for the details of BTC decoder, we refer the reader to [19].
4. **COMPLEXITY REDUCTION OF BLOCK TURBO DECODER**

Since our major goal in this paper is to reduce the decoding complexity of the space-time block turbo-coded system, in Section 3, the simplified decoding algorithm is already proposed and evaluated for the space-time block decoder. In this section, we investigate the complexity reduction issues for the block turbo decoder.

4.1. **Iterative decoding of BTCs based on Chase algorithm**

BTC is also called turbo product code, which is decoded by sequentially decoding the rows and columns in order to reduce the decoding complexity based on the Chase algorithm [9]. The main idea of the Chase algorithm is to limit the number of reviewed codewords to codeword subset \( \Omega \) formed by the following steps.

**step 1:** Determine \( p \) least reliable positions using channel information \( R \).

**step 2:** Form the \( 2^p \) binary \( n \)-tuple test patterns \( T \) at the \( p \) least reliable positions.

**step 3:** Decode test sequences \( Z^q = r \oplus t^q \) using an algebraic decoder to form subset \( \Omega \).

To maintain the near-optimum performance, the iterative SISO approach is employed. The soft input to the decoder \( R(m) \) is

\[
[R(m)] = [R] + a(m) \times [W(m)],
\]

where \( m \) is the decoding step, \( R \) is the received channel information, \( W(m) \) is the extrinsic information input to the next iteration, and \( a(m) \) is the scaling factor which takes a small value in the first decoding step and increases as the BER tends to zero. The extrinsic information is the difference between soft output (normalized LRR) and soft input of the decoder and is calculated as follows:

\[
w_j(m) = \frac{|R(m) - C|_2^2 - |R(m) - D|_2^2}{4} \times d_j - r_j(m)
\]

or

\[
w_j(m) = \beta \times d_j,
\]

when \( C \) does not exist in the considered subset, where \( D \) is the maximum likelihood decoded (MLD) codeword, \( C \) is the competing codeword of \( D \), that is, \( C \) has also minimum distance to \( R \) but \( c_j \neq d_j \), and \( \beta \) is the empirically determined reliability factor.

4.2. **Complexity reduction techniques**

For the block turbo decoder described above, we can see that there are two major sources of complexity. If we consider the decoding of a column of the matrix, the first source lies in step 3 of the procedures to find the codeword subset \( \Omega \). For this column, each of \( q = 2^p \) formed test sequences has to perform one syndrome decoding, that is, the decoding complexity of one column for this procedure is \( q \times m \) times the complexity of a syndrome decoder, where \( m \) stands for the number of decoding steps.

The second source of complexity is the extensive computation of the extrinsic information \( W(m) \) associated with the MLD codeword \( D \). For each \( W_j \), this procedure has to search among the \( q \) codewords in the codeword subset \( \Omega \) whether there is a competing codeword \( C \) at the smallest distance from \( R \) such that \( c_j \neq d_j \). Thus, \( D \) is unique to all symbols of \( R \), while \( C \) may be different for each symbol. If we find \( C \), then we use (25), else we use (26) to compute \( w_j \). The decoding complexity of one column for this second procedure is \( q \times n \times m \) times the complexity of an elementary compare and save operation, where \( n \) stands for the block length. Therefore, in order to reduce the complexity of the block turbo decoder, we can either decrease the number of test patterns \( q \) or simplify the extrinsic information computation.

4.2.1. **Simplifying the extrinsic information computation**

We first look at the second possibility. To avoid searching the competing codeword \( C \) for each symbol of the block code, it can be replaced by the MLD codeword of last decoding step \( D(m-1) \) when computing the extrinsic information, which is called gradient algorithm [12]. In terms of complexity reduction, this is a very clever way since the decoding complexity of one column for the second procedure is reduced down to \( n \times m \) times the complexity of an elementary compare and save operation, that is, the complexity is decreased by more than ten times. Nevertheless, its drawback is that the replaced competing codeword \( C = D(m-1) \) is not always a codeword. The decoder guarantees that we have codewords along the rows (columns) of the matrix in the current decoding step but not along the columns (rows) in the next decoding step. Thus, there is no guarantee that \( W(m+1) \) has the same interpretation in this gradient algorithm as in the near-optimum one.

A new gradient algorithm is proposed to compute the extrinsic information without searching the competing codeword \( C \) extensively [15]. The main idea is to divide the codeword matrix \( [D(m)] \) into codeword matrix for columns \( [D_{col}(m)] \) and for rows \( [D_{row}(m)] \). We consider the \( m \)th decoding step of the BTC and suppose that we start by decoding the columns of the BTC. For odd values of \( m \), the decoder processes the columns of the block turbo code as follows:

\[
w_j(m+1) = \frac{|R(m) - D_{col}(m-1)|_2^2 - |R(m) - D_{col}(m)|_2^2}{4} \times d_{col}(m) - r_j(m)
\]

or

\[
w_j(m+1) = \beta \times d_{col}(m)
\]
while for even values of $m$, the decoder processes the rows of BTC
\[
w_j(m + 1) = \left| \frac{|R(m) - D_{row}(m - 1)|^2 - |R(m) - D_{row}(m)|^2}{4} \right| \times d_{row}(m) - r_j(m)
\]
when $d_{row}(m) \neq d_{row}(m - 1)$, otherwise we use
\[
w_j(m + 1) = \beta \times d_{row}(m) \quad \text{with } \beta \geq 0.
\]

Here is another interpretation of this algorithm. Since the rows and columns of the BTC are always decoded alternatively, one after another, the new proposed algorithm can be equivalently considered as using $D(m - 2)$ instead of $D(m - 1)$ to compute extrinsic information $W(m + 1)$:
\[
w_j(m + 1) = \left| \frac{|R(m) - D(m - 2)|^2 - |R(m) - D(m)|^2}{4} \right| \times d_j(m) - r_j(m),
\]
for $m \geq 2$, when $d_j(m) \neq d_j(m - 2)$, otherwise we use
\[
w_j(m + 1) = \beta \times d_j(m) \quad \text{with } \beta \geq 0.
\]

When $m < 2$, the nongradient algorithm can be used. Compared to the gradient algorithm in [12], this new algorithm guarantees that the matrix $[D_{col}(m - 1)]$ or $[D_{row}(m - 1)]$ is always a codeword. As a result, the performance is better. In fact, an extra 0.3 dB to 0.4 dB coding gain is obtained. The hardware overhead is negligible since only one small buffer is needed to store the single bit codeword information.

### 4.2.2. Reducing the number of test patterns

For the first possibility, using the algebraic structure of extended Hamming codes that consist of BTCs and the syndrome of a received word in a component code, one can show that the required number $N(p, d)$ of test patterns is as follows [11]:

1. no error detection: $N(p, d) = 2^{(p - 1)} + 1 - p$,
2. single error detection: $N(p, d) = 2^{(p - 1)}$,
3. double error detection: $N(p, d) = 2^{(p - 1)} + 1$,

where $p$ is the number of least reliable bits scanned in the Chase algorithm and $d$ is the number of algebraically detected errors in a received word. In this way, the required number of test patterns decreases from $2^p$ to $N(p, d)$. Another important feature of this reduction scheme is that it eliminates only the unnecessary test patterns without changing the codeword subset $\Omega$ for a fixed $p$. Consequently, it results in no performance degradation.

### 4.3. Simulation results

Two BTCs are considered for performance evaluation, one is $[\text{exHamming}(32, 26, 4)]^2$ with rate 0.660 and the other is $[\text{exHamming}(64, 57, 4)]^2$ with rate 0.793. All the performance are evaluated on the AWGN channel with QPSK modulation. Before proceeding to the simulation results, we will now give the different parameters used in our simulation:

1. the number of test patterns $q$ is 8 and are generated by the $p = 4$ least reliable bits;
2. $\alpha = [0.0, 0.2, 0.3, 0.4, 0.8, 0.9, 1.0, 1.0]$;
3. $\beta = [0.2, 0.4, 0.6, 0.7, 0.8, 0.9, 1.0, 1.0]$;
4. the maximum iteration number is 4, which is equivalent to $m = 8$ decoding steps.

The performance comparison between our new gradient algorithm and that in [12] for the $[\text{exHamming}(32, 26, 4)]^2$ and $[\text{exHamming}(64, 57, 4)]^2$ BTC is shown in Figures 7 and 8, respectively. From these two figures, extra coding gain can be clearly observed with our new gradient algorithm using separate row and column MLD codeword matrices compared with that using only one codeword matrix. At the BER of $10^{-5}$, the extra coding gain is 0.4 dB for $[\text{exHamming}(32, 26, 4)]^2$ BTC and 0.3 dB for $[\text{exHamming}(64, 57, 4)]^2$ at the 4th iteration.
Coding of STBC is presented. It achieves the same optimum performance with up to 70% hardware complexity reduction. This space-time block decoder providing soft information makes its concatenation to any soft-input soft-output decoder more flexible with much lower power consumption. The simulation results using space-time block turbo-coded system shows that the simplified algorithm is correct. Compared to the most recent block turbo code for space-time systems, this serial concatenation scheme is still more favorable in terms of bit error performance and complexity under the same spectral efficiency. The decoding complexity reduction techniques are also explored for the considered block turbo code, which include test patterns reduction and efficient alternative extrinsic information computation. Consequently, the decoding complexity is reduced by approximately ten times with coding gain loss of 0.5 dB at the BER of 10^-3 over AWGN channel. Thus, the VLSI implementation of the space-time block turbo-coded system with low complexity and acceptable error correction capability is possible.

5. CONCLUSIONS

In this paper, a new efficient decoding scheme for the soft decoding of STBC is presented. It achieves the same optimum performance with up to 70% hardware complexity reduction. This space-time block decoder providing soft information makes its concatenation to any soft-input soft-output decoder more flexible with much lower power consumption. The simulation results using space-time block turbo-coded system shows that the simplified algorithm is correct. Compared to the most recent block turbo code for space-time systems, this serial concatenation scheme is still more favorable in terms of bit error performance and complexity under the same spectral efficiency. The decoding complexity reduction techniques are also explored for the considered block turbo code, which include test patterns reduction and efficient alternative extrinsic information computation. Consequently, the decoding complexity is reduced by approximately ten times with coding gain loss of 0.5 dB at the BER of 10^-3 over AWGN channel. Thus, the VLSI implementation of the space-time block turbo-coded system with low complexity and acceptable error correction capability is possible.

ACKNOWLEDGMENTS

This research was supported by the Army Research Office under Contract no. DA/DAAD19-01-1-0705. This paper was presented in part at the IEEE Global Telecommunications Conference, Globecom ’01, November 25–29, 2001, San Antonio, Tex, and in part at the International Conference on Acoustic Speech and Signal Processing, ICASSP ’02, May 13–17, 2002, Orlando, Fla.

REFERENCES

[1] G. J. Foschini Jr. and M. J. Gans, “On limits of wireless communications in a fading environment when using multiple antennas,” Wireless Personal Communications, vol. 6, no. 3, pp. 311–335, 1998.
[2] S. M. Alamouti, “A simple transmit diversity technique for wireless communications,” IEEE Journal on Selected Areas in Communications, vol. 16, no. 8, pp. 1451–1458, 1998.
[3] V. Tarokh, H. Jafarkhani, and A. R. Calderbank, “Space-time block coding for wireless communications: performance results,” IEEE Journal on Selected Areas in Communications, vol. 17, no. 3, pp. 451–460, 1999.
[4] E. Cavus and B. Daneshrad, “A computationally efficient algorithm for space-time block decoding,” in Proc. IEEE International Conference on Communications, vol. 4, pp. 1157–1162, Helsinki, Finland, June 2001.
[5] G. Bauch, “Concatenation of space-time block codes and turbo-TCM,” in Proc. IEEE International Conference on Communications, vol. 2, pp. 1202–1206, Vancouver, Canada, June 1999.
[6] T. H. Liew, J. Pliquett, B. L. Yeap, L.-L. Yang, and L. Hanzo, “Concatenated space-time block codes and turbo TCM, convolutional as well as turbo codes,” in Proc. IEEE Global Telecommunications Conference (GLOBECOM ’00), vol. 3, pp. 1829–1833, San Francisco, Calif, USA, November–December 2000.
[7] Y. Chen and K. K. Parhi, ”A very low complexity soft decoding of space-time block codes,” in Proc. IEEE Int. Conf. Acoustics, Speech, Signal Processing, vol. 3, pp. 2693–2696, Orlando, Fla, USA, May 2002.
[8] R. Pyndiah, A. Glavieux, A. Picart, and S. Jacq, “Near optimum decoding of product codes,” in Proc. IEEE Global Telecommunications Conference (GLOBECOM ’94), vol. 1/3, pp. 339–343, San Francisco, Calif, USA, November-December 1994.

[9] D. Chase, “Class of algorithms for decoding block codes with channel measurement information,” IEEE Transactions on Information Theory, vol. 18, no. 1, pp. 170–182, 1972.

[10] C. Berrou, A. Glavieux, and P. Thitimajshima, “Near Shannon limit error-correcting coding and decoding: Turbo-codes,” in Proc. IEEE International Conference on Communications, vol. 2/3, pp. 1064–1070, Geneva, Switzerland, May 1993.

[11] N. Y. Yu, Y. Kim, and P. J. Lee, “Iterative decoding of product codes composed of extended Hamming codes,” in Proc. 5th IEEE Symposium on Computers and Communications (ISCC ’90), pp. 732–737, Antibes-Juan les Pins, France, July 2000.

[12] R. Pyndiah, P. Combelles, and P. Adde, “A very low complexity block turbo decoder for product codes,” in Proc. IEEE Global Telecommunications Conference (GLOBECOM ’96), vol. 1, pp. 101–105, London, UK, November 1996.

[13] S. Hong and W. E. Stark, “VLSI circuit complexity and decoding performance analysis for low-power RSC turbo-code and iterative block decoders design,” in Proc. IEEE Military Communications Conference (MILCOM ’98), vol. 3, pp. 708–712, Boston, Mass, USA, October 1998.

[14] Z. Chi, L. Song, and K. K. Parhi, “A study on the performance, complexity tradeoffs of block turbo decoder design,” in Proc. IEEE Int. Symp. Circuits and Systems, vol. 4, pp. 65–68, Sydney, Australia, May 2001.

[15] Y. Chen and K. K. Parhi, “A very low complexity block turbo decoder composed of extended Hamming codes,” in Proc. IEEE Global Telecommunications Conference (GLOBECOM ’01), vol. 1, pp. 171–175, San Antonio, Texas, USA, November 2001.

[16] P. Adde and R. Pyndiah, “Recent simplifications and improvements in block turbo codes,” in Proc. 2nd International Symposium on Turbo Codes and Related Topics, pp. 133–136, Brest, France, September 2000.

[17] A. Stefanov and T. M. Duman, “Turbo coded modulation for systems with transmit and receive antenna diversity,” in Proc. IEEE Global Telecommunications Conference (GLOBECOM ’99), vol. 5, pp. 2336–2340, Rio de Janeiro, Brazil, December 1999.

[18] K. Cavalec-Amis and R. Pyndiah, “Block turbo codes for space-time systems,” in Proc. IEEE Global Telecommunications Conference (GLOBECOM ’00), vol. 2, pp. 1021–1025, San Francisco, Calif, USA, November-December 2000.

[19] R. Pyndiah, “Near-optimum decoding of product codes: block turbo codes,” IEEE Trans. Communications, vol. 46, no. 8, pp. 1003–1010, 1998.

[20] “Helical interleaving for burst error correction with turbo product codes,” Efficient Channel Coding, Inc., June 1998.

Yanni Chen received her B.S., M.S. degrees from Tongji University, Shanghai, China, and Ph.D. degree from University of Minnesota, Minneapolis, all in electrical engineering, in 1997, 1999, and 2003, respectively. Her current research interests are efficient VLSI architecture designs for various building blocks in communication systems, especially error correction decoders and space time codes.

Keshab K. Parhi is a Distinguished McKnight University Professor in the Department of Electrical and Computer Engineering at the University of Minnesota, Minneapolis. He was a Visiting Professor at Delft University and at Lund University, a Visiting Researcher at NEC Corporation, Japan (as a Fellow of the National Science Foundation of Japan), and a Technical Director of DSP Systems at Broadcom Corporation in its Office of CTO. Dr. Parhi’s research interests have spanned the areas of VLSI architectures for digital signal and image processing, adaptive digital filters and equalizers, error control coders, cryptography architectures, high-level architecture transformations and synthesis, low-power digital systems, and computer arithmetic. He has published over 350 papers in these areas, authored the widely used text book VLSI Digital Signal Processing Systems (Wiley, 1999), and coedited the reference book Digital Signal Processing for Multimedia Digital Signal Processing Systems (Wiley, 1999). He has received numerous best paper awards including the most recent 2001 IEEE WRG Baker Prize Paper Award. He is a Fellow of IEEE and the recipient of a Golden Jubilee Medal from the IEEE Circuits and Systems Society in 1999. He is the recipient of the 2003 IEEE Kiyo Tomiyasu Technical Field Award.