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The Larson–Miller parameter (LMP) offers an efficient and fast scheme to estimate the creep rupture life of alloy materials for high-temperature applications; however, poor generalizability and dependence on the constant C often result in sub-optimal performance. In this work, we show that the direct rupture life parameterization without intermediate LMP parameterization, using a gradient boosting algorithm, can be used to train ML models for very accurate prediction of rupture life in a variety of alloys (Pearson correlation coefficient >0.9 for 9–12% Cr and >0.8 for austenitic stainless steels). In addition, the Shapley value was used to quantify feature importance, making the model interpretable by identifying the effect of various features on the model performance. Finally, a variational autoencoder-based generative model was built by conditioning on the experimental dataset to sample hypothetical synthetic candidate alloys from the learnt joint distribution not existing in both 9–12% Cr ferritic–martensitic alloys and austenitic stainless steel datasets.

INTRODUCTION

9–12% Cr ferritic–martensitic alloys (FMA)1,2 and austenitic stainless steels3–5 are used pervasively in high-temperature, high-pressure components in fossil energy power plants. Opportunities to improve the efficiency of power plants depend highly on the materials available for use, which makes computational materials modeling to devise high-temperature-resistant materials an important area of research6,7. When designing heat-resistant alloys for high-temperature applications two challenges are apparent. The first challenge is to devise a microstructure that is stable in the power plant environment to increase the lifetime of the alloy. On the other hand, the second aspect is related to the first in that the designed microstructure must have features that present an array of strengthening obstacles that persist over a wide temperature range so the alloy can operate in the new temperature envelope of the power plant. Traditionally, the design approach has focused on alloy chemistry and thermo-mechanical processing to achieve the desired mechanical and physical response to the power plant conditions8. However, due to the increasing complexity of the underlying physical relationships between chemistry for high temperature strength and stability, alloy design is expensive, and time consuming9. To better understand the physics of creep deformation in heat-resistant alloys, several semi-empirical time–temperature relations have been developed and used, including the Larson–Miller parameter (LMP)10,11 and the Manson–Haferd parameter (MHP)11. However, the relatively poor predictive capability of these parameters, and the dependency on empirical constants such as C in the LMP, renders them unsatisfactory for accurate estimations of the life of a component of a heat-resistant alloy from short- to medium-term creep testing12.

To ameliorate these limitations, data analytics (DA), including statistical analysis and machine learning (ML) algorithms, have emerged as powerful tools for making reliable estimations with defined risk very quickly13. The DA tools can, therefore, be used to construct a reliable, predictive model for creep rupture life using a range of experimental data. To this end, a concerted effort has been made14–17 to build predictive models, but these models currently possess significant limitations. These limitations include:

1) having an extensive and well-curated database that satisfies the three V’s pertinent to creep life model building, i.e., volume, variety, and veracity;

2) applying a well-suited algorithm to map the underlying physics-based function; and

3) integrating the most comprehensive physical interpretation of the developed model with experimental results and component life performance crucial in the inverse design of heat-resistant alloys.

The first problem arises from the fact that practical considerations of collecting and compiling data—such as experimental tensile, creep, fatigue, stress, relaxation, etc.—are both very expensive and time consuming. This is evidenced by the approximately 90 years that have passed since the problem of creep life predictions first arose in designing high-temperature power plants. Even after 30–50 years of various government and non-government efforts to collect creep data, the amount of knowledge accumulated, and available in the public domain, is not enough to build reliable predictive models for materials spanning a variety of alloy classes18. To tackle this problem, a specialized database for 9–12% Cr and austenitic stainless steels has been established as part of the National Energy Technology’s (NETL) effort on Extreme Environment Materials (XMAT) research. XMAT was undertaken for three primary reasons:

1) Develop a modeling framework that can comprehensively define an arbitrary material’s behavior (life performance with associated risk) in a power plant environment.

2) Construct a database of information on energy materials (and the platform for housing it) appropriate for use in this activity as well as providing information for use in other DA and ML activities.

3) Apply these methodologies through the design of an advanced austenitic stainless steel for boiler tubing and piping.
with an aluminum oxide scale that extends the operating temperature 50 °C above the current industry standard alloys. The dataset constructed to date contains high quality and accurate data, including information from National Institute for Materials Science (NIMS), NETL, industry, and open-source literature16–31.

The second problem, i.e., applying the appropriate algorithm to the data, partly arises from the actual dataset size. Substantial data volume is required to fit all the model parameters for a complex and physically accurate model; e.g., it is not uncommon to have 50–60 million parameters for a state-of-the-art image recognition neural network architecture32. Recently published activities have used ML algorithms, such as linear regression, random forest, and support vector machines. Alternatively, the Gradient Boosting Algorithm (GBA) for the prediction of rupture life has been used in this case as it has been shown to be very accurate in case of limited data33,34.

The third problem, i.e., appropriately interpreting the ML model, is a general problem that is faced by both academia and industry35,36. This arises because the high accuracy obtained by complex models also makes them extremely difficult to interpret even by the experts in the field. Further, the disconnect between materials science experts and data science experts means that data science results must be compatible to materials science principles and intuition. To improve the model interpretability, the Shapley value was calculated. The Shapley value is a game theory-inspired approach where the contribution of each player is quantified based on the performance with and without the active participation of that player in a multi-player game37–39. In this article, a gradient boosting algorithm39 is proposed for accurate predictions of rupture life with Shapley value analysis to interpret the effect of different features on the model performance.

Even after developing an accurate predictive model for rupture life, using this model to efficiently search the vast design space is a major challenge. For example, the predictive model can be used to (inversely) design an alloy (or alloy class) by identifying the composition, microstructure, and processing parameters required that may result in superior alloy rupture life.40. However, in the inverse design scheme, the enumeration of the design space for performing an exhaustive screening of the whole space is difficult when there is no explicit rule to generate synthetic alloys. Recently, generative ML models are being used to create synthetic data from the latent space distribution, which is derived from the real available dataset41,42. In this approach, the dataset can be used to learn the implicit distribution of the alloy space. At this point random alloy samples are withdrawn from the resulting distribution. Due to the immense learning capacity of this type of model architecture, they can learn hidden rules in the dataset and can later exploit these rules to create novel data with targeted properties. In several materials science fields, generative models have been successfully applied to inverse design various properties43,44. Despite the success in efficiently generating samples, the usage of generative ML models is very limited, mainly due to the difference in the architecture of such models and the difficulty in training them.

To supplement this, a variational autoencoder (VAE)-based generative model has been used to create synthetic alloy samples to assist in the inverse design of the alloys. Another application of the developed generative model is for data augmentation to improve ML model performance. For example, in image processing, a generative model has been successfully applied to augment the dataset several fold by sampling images from the latent space, thereby facilitating unprecedented ML model performance45,46. Finally, the application of a generative model to increase the ML model accuracy is briefly discussed.

RESULTS AND DISCUSSION

ML model results

For the 9–12% Cr family data, a linear regression model was used to examine data on creep rupture life. For Scheme-1, Scheme-2, and Scheme-3, the resulting Pearson correlation coefficient (PCC) for the prediction of LMP ranges from 0.4 to 0.5, and for predicting rupture life the PCC varies from 0.2 to 0.4. These low correlation coefficients indicate that the relationship between the descriptors and LMP or rupture life is not a linear one. The motivation behind using a linear regression model is twofold: First, oftentimes a linear regression model can reveal a fundamental functional relation between the feature and target properties, and second, it can establish a baseline for model performance to compare other non-linear models. Also, it is of note that the linear model performance is computed using a greedy feature selection approach. In the greedy selection approach, both top-down (all the features are used and then iteratively the worst performing feature is discarded until the accuracy gain is negligible) and bottom-up approaches (the best feature is identified and then sequentially the next best feature is added until the performance reaches a plateau) are used.

Next, a Random Forest Regressor (RFR) on the training dataset was trained. However, the accuracy of the trained model was not significantly higher than the accuracy of the above linear models (PCC ranges from 0.3 to 0.5 for the test set) and, thus, is unsuitable for the purpose of building a meaningful predictive model. One important observation we note from training the linear regressor and the RFR is that even though the mean accuracy of the cross-validation scheme was low, the standard deviation was quite high, indicating that for some data the model can be very efficient. Based on these observations, the GBA was selected to train the model as it works as a decision tree, divides the data into several folds, and applies the best algorithm on that fold. Therefore, the resulting model may be able to handle a higher complexity in the datasets than either the linear regression or the random forest regression approaches.

To test the hypotheses about GBA, the ML model was trained with three different gradient boosting packages: CatBoost, LightGBM, and XGBoost. The performances of the three algorithms were found to be very close for the prediction of creep for the 9–12% Cr family data. However, CatBoost consistently performed slightly better than the other two algorithms. Additionally, the solution was robust, as the standard deviation of the prediction was found to be lower than that of the other two packages. Unless otherwise specified, in the rest of the article the CatBoost results are used to indicate the performance of the gradient boosting algorithm.

In Scheme-1 for the 9–12% Cr dataset, the performance of the gradient boosting algorithm for predicting the LMP, using the training and testing sets, was found to be 0.9997 ± 9.56 × 10−5 and 0.997 ± 9.23 × 10−3. Of note is that temperature was not used as a feature to build the LMP prediction model, rather it was used later to convert the LMP prediction to a rupture life prediction using the inverse LMP formula. When the LMP prediction was converted to rupture life prediction, the PCC for the training and testing sets were found to be 0.994 ± 0.003 and 0.882 ± 0.038. In Fig. 1, the parity plot, learning curve, and feature importance for the gradient boosting algorithm are shown. From the feature importance plot, the logarithm of stress was found to be the most important feature, as expected. Interestingly, the minimum creep rate (MCR) was also found to be very important (it usually takes a day or two to measure MCR, but it gives valuable insights into the rupture life prediction).

For Scheme-2, a Gaussian Process with a combination of a RBF kernel and a white kernel was optimized based on the 75/25% split of training and testing data to predict the C-parameter for an unknown alloy material that was not present in the library. Based
on the optimization, the model was capable of predicting the C-value within ±0.68 root mean squared error (RMSE) while the testing error ranged within ±0.80, while the C-value ranged from 25 to 35. Considering the data available for developing the model (52 distinct alloy materials), this model was deemed accurate for future prediction of C-value for a novel alloy material. In Scheme-2, similar performance was observed for 9 to 12% Cr dataset. The correlation coefficients for modeling the LMP and rupture life of the testing set were 0.9997 ± 0.001 and 0.91 ± 0.03, respectively. The additional parameterization of the LMP constant showed a positive influence on the model performance, which indicates that parameterization of the constant C with first principles calculation could be a potentially important step to improve the model fidelity. In Fig. 2, the parity plots, learning curve, and feature importance bar plot are shown for Scheme-2.

Finally, the gradient boosting algorithm was trained on the 9–12% Cr data for Scheme-3, which is the direct prediction of rupture life from all the features without the intermediate model training for the LMP prediction. For Scheme-3, the model performance in terms of PCC were 0.99 ± 0.014 and 0.93 ± 0.04, respectively, for the training and testing sets. In Fig. 3, the parity plot, learning curve, and feature importance are shown for Scheme-3. In light of these analyses, Scheme-3 was used for the austenitic stainless steel DA. In Scheme-3, from the feature importance analysis, MCR was identified as the most important feature with Cu content, stress, elongation, and temperature being the next important features. MCR is the minimum of the creep strain versus time (or creep strain) curve and typically occurs during what is defined as the secondary creep stage of an alloy. It takes a significantly shorter time to measure than the rupture life. The Monkman–Grant equation has long been used to predict long-term rupture life properties from a short- to medium-time creep test. The ML model also suggests that MCR is an essential property for creep rupture life estimation. However, unlike the Monkman–Grant equation, the model also incorporates other features, such as inclusions through materials composition of S and Cu in an indirect way. The role of S and Cu to capture the inclusion formation is also reported in a previous study, and this study also finds that the inclusion is a crucial feature for accurate estimation of creep rupture time; however, in the absence of direct data to incorporate inclusion, S and Cu can be used as effective surrogates to model the inclusion formation in the ML study.

For the austenitic stainless steel dataset, the PCCs obtained for the training and testing sets were 0.97 ± 0.02 and 0.83 ± 0.04, respectively. The performance obtained was not as impressive as the 9–12% Cr family results. Two possible reasons for this are: (1) This dataset is significantly smaller than the 9–12% Cr family dataset, e.g., 9–12% Cr family dataset contains 836 data points whereas the austenitic stainless steel dataset contains only 466
data points, and (2) this dataset is missing the MCR feature which is identified in the 9–12% Cr family model as an important feature. In the austenitic stainless steels dataset, a significant portion of the data points does not contain the MCR information, and as a result, this feature was completely eliminated during the preprocessing step. When MCR was eliminated from the 9–12% Cr family dataset, a decrease in ML performance was observed ($PCC_{test} = 0.86 \pm 0.02$), indicating that the inclusion of MCR is crucial in building a highly reliable ML model for rupture life prediction. From the feature importance analysis, it was found that C and B are very important features among all the chemical composition, which is expected as C is responsible for the formation of strengthening carbides and saturating the interstitial site in Fe matrix while B is effective for creep cavitation suppression by resisting grain boundary sliding. In Fig. 4, the plots for the austenitic stainless steel dataset are shown, which includes the parity plot, learning curve, and feature importance. Finally, Table 2 summarizes the ML model results for different schemes and datasets. Next, the training of generative model for data augmentation and synthetic alloy generation is discussed.

**Training a generative model**

To train the VAE, both the mean squared error and the binary cross-entropy were used to compute the reconstruction loss. However, the binary cross-entropy was found to have superior performance over the mean squared error. The model was trained for 1500 epochs, although after about 1200 epochs the model achieved convergence. In Fig. 5, the principal component analysis of the reconstructed samples and real samples for both datasets are shown. As expected, the continuous latent space was faithfully mapped, rather than the discrete space as one would expect in a vanilla autoencoder.

**Generative model for novel materials discovery**

In Fig. 6, the violin plot for the rupture life of the real samples and the gradient boosting model predicted rupture life of the generated samples is shown to illustrate the distribution of the data at different rupture life values. The VAE-generated samples were mainly drawn from the space where more experimental data are available, i.e., it was unable to generate alloys from the high rupture life space. Since VAE was mapped from the (learned) latent space distribution rather than the prior distribution, the generated samples may not be fully consistent with those prior. Furthermore, as opposed to a generative adversarial network, sampling using VAE is intractable due to the mismatch between the prior and posterior distribution mentioned previously. There are a few ways to improve sampling, such as Markov chain Monte Carlo (MCMC) sampling. A MCMC-based VAE is planned for future work as it is out of scope of this article.

The long-term goal in building a ML-assisted predictive model is to enable novel materials discovery at a faster rate than using traditional trial and error experimentation, or first principles computational approaches. In order to achieve that goal, a reinforcement learning setup is proposed that will enable the
inverse design of the material space. This includes estimation of the materials composition and processing parameters that will yield desired physical properties, such as rupture life or yield stress. In this approach, the alloys identified by the predictive model will be synthesized in the laboratory using high throughput methods. If the alloys have desired properties, the reinforcement learning agent will be rewarded, elsewise it will be penalized. Further, the alloy composition can be analyzed using physics-based methods to infer information regarding the microstructural phases or other attributes significant to alloy performance, thereby improving the physics-based domain knowledge-centered aspects of the design process.

Generative model for data augmentation
After successfully training the gradient boosting algorithm for rupture life prediction using both the 9–12% Cr family and austenitic stainless steel datasets, a slightly different workflow was developed as previously described in Schemes 1–3 to include synthetic data into the training set. Inclusion of generated data did not improve the performance of ML by a large margin. In most cases similar performance between models was noted, whether it included synthetic data or not, indicating the generative model was not as successful as generating samples with complete specifications (including both alloy attributes and the corresponding rupture life). As such, the gradient boosting model, already trained, should be used to predict the rupture life of the generated samples.

In summary, a ML-based predictive model has been demonstrated that faithfully estimated the rupture life of both 9–12% Cr ferritic-martensitic and austenitic stainless steels. The model showed >90% and >80% accuracy in terms of the Pearson correlation coefficient for 9–12% Cr and austenitic stainless steels, respectively. Subsequently, a VAE was built to generate synthetic alloys for both datasets. Though the impact of the augmented dataset on the ML performance was negligible, the generative model provides a means to identify hypothetical alloys that were not included in either dataset, thus allowing a wide array of candidates to be identified without first synthesizing them in the laboratory. The work shows that even with sparse data and lack of detailed microstructural information beyond austenitic grain size (AGS), ML can make interpretable predictions about creep life. As more data are added and microstructural details, such as Laves phases, carbides and inclusions, are incorporated, there is considerable promise of making reliable predictions of creep life and selecting robust alloys based on short-term tests. It is also possible to incorporate thermodynamics data and synthetic data from phase field models and crystal plasticity simulations to improve the predictive power of the model.

METHODS
Alloy data
Two well-curated datasets were used to build the ML model. The first dataset contains data on 9–12% Cr family steels and the second contains...
data on austenitic stainless steels. These data were collected from a variety of sources, including, but not limited to, (1) data generated from NETL’s internal Advanced Alloy Development research program; (2) information contained in the NIMS data sheets; (3) independent research articles from the open literature; and (4) proprietary research conducted by public and private research institutions. The 9–12% Cr family database contains data on the ferritic–martensitic class of steels, which are predominantly Fe (82–90%) with 8–13% Cr and small amounts of C, Mn, Si, Ni, Co, Mo, W, Nb, Al, P, Cu, Ti, Ta, Hf, Re, V, B, N, O, S, and Zr. In total, there are 36 unique alloy composition with 836 data points, collected at different temperatures and processing conditions. The dataset contains 32 unique features, including material composition, temperature, stress, AGS,
MCR, elongation, and other processing parameters. In the austenitic steel dataset, there are 466 unique data points with 28 unique features, including most of the features available in the 9–12% Cr family dataset. However, it is noteworthy that due to our preprocessing approach, some data were pruned as it did not satisfy initial requirements, e.g., features with ≥ 50% missing values or with low data variation. The data statistics reported above are the final data description after the preprocessing step.

Table 1 tabulates the features and nomenclature used in the ML model building, and the mean and standard deviation of the features.

| Feature name | Description | Unit | 9–12% Cr FMA Mean | 9–12% Cr FMA SD | Austenitic stainless steel Mean | Austenitic stainless steel SD |
|--------------|-------------|------|-------------------|----------------|-----------------------------|-------------------------------|
| Fe           | Iron content | wt%  | 86.70             | 2.40           | 47.88                       | 26.04                         |
| C            | Carbon content | wt%  | 0.12              | 0.04           | 0.06                        | 0.02                          |
| Cr           | Chromium content | wt%  | 10.02             | 1.48           | 17.72                       | 1.54                          |
| Mn           | Manganese content | wt%  | 0.51              | 0.11           | 1.26                        | 0.63                          |
| Si           | Silicon content | wt%  | 0.31              | 0.06           | 0.50                        | 0.20                          |
| Ni           | Nickel content | wt%  | 0.28              | 0.22           | 30.17                       | 26.30                         |
| Co           | Cobalt content | wt%  | 0.009             | 0.027          | 0.33                        | 0.34                          |
| Mo           | Molybdenum content | wt%  | 0.65              | 0.33           | 1.09                        | 2.80                          |
| W            | Tungsten content | wt%  | 0.82              | 0.84           | 0.08                        | 0.23                          |
| Nb           | Niobium content | wt%  | 0.05              | 0.03           | 0.59                        | 0.34                          |
| Al           | Aluminum content | wt%  | 0.01              | 8.69 × 10⁻³    | 0.08                        | 0.12                          |
| P            | Phosphorous content | wt%  | 0.01              | 6.65 × 10⁻³    | 0.02                        | 8.11 × 10⁻³                  |
| Cu           | Copper content | wt%  | 0.23              | 0.35           | 0.07                        | 0.05                          |
| Ti           | Titanium content | wt%  | 2.74 × 10⁻⁴       | 7.94 × 10⁻⁴    | 0.05                        | 0.09                          |
| V            | Vanadium content | wt%  | 0.18              | 0.07           | 0.02                        | 0.02                          |
| B            | Boron content | wt%  | 1.05 × 10⁻³       | 1.4 × 10⁻³     | 0.001                       | 0.001                         |
| N            | Nitrogen content | wt%  | 0.04              | 0.02           | 0.03                        | 0.05                          |
| S            | Sulfur content | wt%  | 3.36 × 10⁻³       | 3.47 × 10⁻³    | 8.88 × 10⁻³                 | 5.79 × 10⁻³                  |
| Zr           | Zirconium content | wt%  | 1.30 × 10⁻⁴       | 3.37 × 10⁻⁴    |                             |                               |
| Normal       | Normalization or austenization heat treatment temperature | °C   | 1044.46           | 29.48          | 1129.09                     | 98.73                         |
| Temper1      | Temper heat treatment 1 | °C   | 744.58           | 56.18          |                             |                               |
| AGS No.      | Austenitic grain size number | grains/mm² | 7.73          | 2.52           | 4.88                        | 1.74                          |
| CT_Temp      | Creep test temperature | °C   | 589             | 72             | 716                         | 109                           |
| CT_EL        | Elongation to failure | %    | 26.52           | 10.05          | 32.98                       | 31.06                         |
| CT_RA        | Reduction in area | %    | 69.50           | 24.66          | 34.02                       | 24.80                         |
| log_CT_CS    | Logarithm of creep test stress |       | 4.93            | 0.065          | 4.46                        | 0.83                          |
| log_CT_MCR   | Logarithm of minimum creep rate |                | −7.56           | 2.49            |                             |                               |

**Fig. 6** Violin plot of the rupture life of the real samples and machine learning model predicted rupture life of the generated samples. a 9–12% Cr dataset and b austenitic steel dataset.

**Table 1.** Summary of the features present in both datasets, including feature name, description, units, mean values, and standard deviations.

Time–temperature parameter

Following the rate process theory formulation by Eyring in 1936 (ref.55), several parametric models emerged over the years to represent the creep behavior of metals and alloys, including the LMP, the MHP, and the Dorn–Sherby parameter56. In this article, the LMP is used as it is widely implemented and demonstrated to be satisfactory for comparing a wide range of different classes of alloys:

\[
LMP = 1 \times 10^{-3} \times T [^\circ C] \times (C + \log(t_{rupture}[h]))
\] (1)
where LMP is the Larson–Miller parameter, \( T \) is the temperature in °C, \( C \) is a constant, and \( t_{\text{rupture}} \) is the rupture time in h. Application of LMP hinges on only one constant \( C \) which can be readily established (\( C = \frac{\text{LMP}}{T} - \log(r) \)) using data at an iso-stress value. Originally, Larson and Miller also proposed the value of \( C \) to be range from 20 to 30 for many metallic materials. Herein, the value of \( C = 25 \) was used to define the LMP parametric relationship. Owing to the constant offset usually seen for LMP values for different classes of materials, it was hypothesized that there is an LMP master curve capable of representing all alloys with a single parametric equation. To implement that idea, a workflow was developed:

1. Build a library of \( C \) parameters based on the LMP optimization (discussed later).
2. If the \( C \)-parameter is available for the alloy, use the library value to make the rupture time prediction.
3. If the \( C \)-parameter is not available, use a Gaussian Process to approximate the \( C \)-parameter.

For the LMP optimization, a base model was selected from all available alloys. The \( C \)-value was then adjusted when the base model was applied to other alloys until sufficient accuracy was reached. This enables a unified LMP based model to be built, as well as generating a library of \( C \)-values for future prediction activities. When the \( C \)-value does not exist in the library, a Gaussian process was designed to approximate the \( C \)-value. For a single alloy sample, the procedure to find the alloy-adjusted \( C \)-value is shown in Fig. 7. Here, \( R^2 \) represents the goodness of fit and scipy.optimize is an optimization function in Python. At a later point, the performance of both the constant \( C \) and the alloy-adjusted \( C \) are compared in the ML model.

**ML modeling strategy**

To make reliable and interpretable predictions of creep rupture time for Fe-based 9–12% Cr ferritic–martensitic steels and austenitic stainless steels, three schemes were designed to build the predictive model for rupture life:

1. **Scheme-1**: First, the LMP is computed using a fixed value of \( C \) (\( C = 25 \)) and temperature. Next, ML algorithms are trained with the remaining features to predict the LMP. Finally, the prediction is translated back to rupture life using the inverse LMP. This approach can be construed to be a hybrid one where a semi physics-based model is integrated in a brute force way into the ML model.
2. **Scheme-2**: Similar to Scheme-1, but instead of using a constant value of \( C \), the alloy-adjusted \( C \)-value was fit into a universal master curve for LMP.
3. **Direct prediction of creep rupture life using brute force ML algorithms.**

In order to build the ML model, three different ML algorithms were used: (1) linear regression using important features, as identified by the greedy search; (2) random forest regression (RFR); and (3) gradient boosting algorithm. To implement the linear regression and random forest regression, the scikit-learn Python package was used. For the gradient boosting algorithm, three different open-source libraries were employed each with slightly different implementations of the gradient boosting algorithm on decision trees (GBDT), i.e., XGBoost, CatBoost, and LightGBM. One aspect of the gradient boosting machine makes it so powerful is that it combines several weak learners into a strong learner by iteratively dividing the data into smaller sets and focusing more on the points that were not fitted properly in the previous iteration. For ML model training, a fivefold cross-validation was used with default hyperparameters for each model. For random forest regression, \( n_{\text{estimators}} = 100, \ max_{\text{depth}} = \text{None}, \) and \( \text{max}_{\text{features}} = \text{Auto} \) were used within the scikit-learn program package. For LightGBM, \( \text{boosting\_type} = \text{gbdt}, \ \text{num\_leaves} = 1000, \ \text{n\_estimators} = 100, \ \) and \( \text{num\_boost\_round} = 100 \) were used. For XGBoost program package, \( \text{booster} = \text{gbtree}, \ \text{eta} = 0.3, \ \text{max\_depth} = 20, \) and \( \text{num\_boost\_round} = 500 \) were used. Finally, for CatBoost predictive model generation, \( \text{learning\_rate} = 0.03, \ \text{l2\_leaf\_reg} = 3, \ \text{depth} = 6, \) and \( \text{num\_boost\_round} = 500 \) were used. To compare the performance of different ML models, the Pearson correlation coefficient (PCC) between the real and predicted quantities was used as a performance metric, because PCC is a scale-invariant metric. This allows model performance comparison irrespective of the scale for both LMP and rupture life, while common metrics such as root mean squared error (RMSE) and mean absolute error (MAE) are scale-dependent metrics. In Eq. (2), the mathematical equation of PCC is shown,

\[
PCC = \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum (x_i - \bar{x})^2} \sqrt{\sum (y_i - \bar{y})^2}}
\]

where \( \bar{x} \) and \( \bar{y} \) are the mean values of the predicted and actual quantities, respectively. PCC has some very important properties which makes it easier to interpret a linear regression fit. For a perfect linear fit, the difference between the individual observation and the mean values for both the actual and predicted values will be zero, leading to a PCC value of 1.0, while for perfect random correlation, the PCC value would be 0. The closer the value of PCC to 1.0, the better the linear fit of the actual and predicted values of rupture life. In order to evaluate the goodness of fit as a percentage of the actual value, mean absolute percentage error (MAPE) is also reported in the Table 2. The formula to

---

**Table 2.** Summary of the ML model results in terms of Pearson correlation coefficient (PCC) for both the training and holdout testing set for different schemes.

| Scheme | PCC [train set] | MAPE [train set] | PCC [test set] | MAPE [test set] |
|--------|-----------------|------------------|----------------|-----------------|
| 9–12% Cr | 1 | 0.99 ± 0.003 | 0.06 ± 0.012 | 0.88 ± 0.038 | 0.19 ± 0.02 |
| | 2 | 0.99 ± 0.002 | 0.07 ± 0.016 | 0.91 ± 0.032 | 0.21 ± 0.02 |
| | 3 | 0.99 ± 0.012 | 0.36 ± 0.07 | 0.92 ± 0.022 | 0.44 ± 0.09 |
| Austenitic stainless steel | 3 | 0.97 ± 0.018 | 0.84 ± 0.07 | 0.83 ± 0.051 | 1.05 ± 0.44 |
Fig. 8 Architecture of the variational autoencoder used for rupture life prediction in 9–12% Cr and austenitic steel materials. It is composed of an encoder and decoder. After the training was completed, a random sample from the distribution of $z$ was used to generate hypothetical alloy materials.

compute MAPE is,

$$\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$$  

where $x_i$ and $y_i$ are the actual and predicted value for the $i$th observation, respectively.

**Synthetic data generation using a VAE**

One of the major roadblocks in ML model generation is that the model performance is limited by the volume of data available for training, especially if the data generation process is very expensive and time consuming. For example, the data used in this article were collected over several decades and then painfully compiled into a consistent set of data spanning over a pre-specified composition range. However, the data that were collected are still very sparse from a ML model building perspective.

To generate synthetic data, several ML algorithms, e.g., VAE, generative adversarial networks, and recurrent neural network can be used, where each have their own merits and drawbacks.

In this work, a VAE was used to generate synthetic data by sampling hypothetical alloy attributes from the learnt latent space. An autoencoder is a neural network-based model where the feature space is compressed into a latent space. In an autoencoder, a compressor/encoder and a decompressor/decoder are stacked, and the model is trained to minimize the reconstruction loss (along with other losses, i.e., regularization loss). VAE is a special kind of autoencoder where a prior distribution is enforced on the latent space. In the implementation of VAE, the negative of the Kullback–Liebler divergence between the latent space distribution and the pre-defined prior distribution, preferably a normal distribution $N(0, 1)$, is added to the reconstruction loss. After the training process is completed, new data can be sampled from the prior distribution. However, the optimized posterior distribution may not exactly match the prior distribution, depending on the loss function value at the optimized state. This could potentially result in inefficient sampling of the latent space. In Fig. 8, a schematic depiction of VAE is outlined. First, dataset $X$ was passed to the probabilistic encoder to get the mean ($\mu$) and variance ($\sigma$) of the latent space distribution $z$. Next, an anti-symmetric encoder network was used to decode the latent space distribution $z$. The architecture we used to train the encoder contained two hidden layers in addition to the input layer and the output layer. The input layer was of the same size as the dataset size, and the two hidden layers had 12 and 6 neurons, respectively. Finally, two output neurons were used for both the mean and variance of the latent space. In the generation process, we sampled data points $z'$ from the pre-defined prior distribution and passed it through the decoder to get the generated alloy attribute $Y'$. To train the VAE model, the keras Python package with TensorFlow backend was used.

To train the ML model with the augmented dataset, the original dataset was divided into training and testing sets, and the generated data were then added to the training set to train the model. To achieve statistical significance, this process was repeated five times to mimic fivefold cross-validation. Finally, the model performance was evaluated against the withheld dataset. In Fig. 9, the ML training process using the VAE augmented data is illustrated.
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