Real-Time Stress Assessment Using Sliding Window Based Convolutional Neural Network
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Abstract: Mental stress has been identified as a significant cause of several bodily disorders, such as depression, hypertension, neural and cardiovascular abnormalities. Conventional stress assessment methods are highly subjective and tedious and tend to lack accuracy. Machine-learning (ML)-based computer-aided diagnosis systems can be used to assess the mental state with reasonable accuracy, but they require offline processing and feature extraction, rendering them unsuitable for real-time applications. This paper presents a real-time mental stress assessment approach based on convolutional neural networks (CNNs). The CNN-based approach afforded real-time mental stress assessment with an accuracy as high as 96%, the sensitivity of 95%, and specificity of 97%. The proposed approach is compared with state-of-the-art ML techniques in terms of accuracy, time utilisation, and quality of features.
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1. Introduction

Mental stress is a state of mind in which the brain and body respond to pressures from a situation or life event which could be due to internal, external, physical, psychological, or social factors [1]. The coping mechanism of the brain is triggered [2] during which the brain decelerates normal body functions and prioritise blood flow and rapid breathing in an effort to keep the mind and body alert. Recurring stressful conditions can render a person susceptible to other mental disorders, i.e., depression, anxiety, or emotion disorders [3]. Furthermore, stress can increase the risk of heart attack, cardiac arrest, high blood pressure, etc. [4]. It can affect cognitive functions and interfere with memory, resulting in memory weakness [5]. Habib et al. [6] presented an extensive study regarding the effects of stress conditions over different functions of the body.

Diagnosing mental stress at the early stage is crucial to avoid further effects such as body dysfunctions. Current clinical practices involve questionnaire-based evaluations, such as perceived stress scale [7], stress response inventory [8], and life events and coping inventory [9], which can assess
stress conditions. These evaluations are highly subjective and do not reflect the current state of mind in most cases. Furthermore, these questionnaires can be easily affected by the participants who are in denial [9]. Additionally, lack of awareness and denial regarding stress symptoms complicate stress diagnostics [10]. Therefore, to obtain a more reliable evaluation, several computer-aided diagnosis (CAD) systems have been employed based on different modalities such as electrocardiography (ECG), skin conductance, facial expression, blood pressure, functional near-infrared spectroscopy (fNIR), and electroencephalography (EEG).

EEG is a non-invasive and low-cost technique that can provide high temporal brain activity measurements, rendering it highly suitable for many clinical environments for brain assessments. However, interpreting an EEG signal requires a reasonable amount of time and expertise for diagnosis [10] and is prone to errors [11]. A misdiagnosis may cause a non-stressed person to be identified as a stressed one and vice versa. This may result in either treatment withdrawal or further worsening of the participant’s mental condition. J. Kaye et al. [12] discussed possible links between stress and depression and reported that stress could result in clinical depression. Similarly, conditions such as unattended post-traumatic stress disorder (PTSD) with depression may induce suicidal behaviours [13,14]. CAD evaluation of EEG signals has been performed using machine learning (ML) to identify EEG patterns for predictions involving PTSD or depression [15–18]. Furthermore, using CNNs, deep learning has been applied to classify depression-related EEG signals [16].

CAD techniques using ML approaches for stress assessment have been reported [16,19–21]. Most of these systems are either offline or time-consuming methods. Vanitha et al. [22] reported a real-time stress detection system. However, they have not considered the required response time for real-time systems. Jayuan He et al. [23] compared the use of conventional machine learning approach with CNN for real-time stress assessment with the help of ECG signals. The study uses 10 s of ECG signals. For a real-time CAD system to perform well, all processing must be completed within the allowable time window for decision making. CAD systems that rely on ML approaches require pre-processing and supervised feature extraction; these processes are inefficient, tedious, and sensitive to errors. Hence, the performance of CAD systems is deteriorated in terms of accuracy, which renders them unsuitable for real-time applications, such as neurofeedback techniques that allow the subject to train the corresponding brain functions [24]. For example, a stress assessment application for wearable devices has been reported by J. Minguillon et al. [25]; however, this method depends on an offline process computation.

Recently, CNNs have been used in detecting fraudulent bank transactions from real-time streaming data [26]. CNN-based approaches have been proven to be more efficient compared with conventional ML approaches [27,28] in terms of signal size, label, and quality of features extracted. Therefore, owing to CNN’s generalised and automated unsupervised feature extraction, we propose using CNNs for stress assessment and detection. This approach is expected to avoid tedious, time-consuming, and error-prone tasks of feature engineering involved in ML approaches. The intention of this study is to explore different techniques that can provide stress assessment in minimum time so that it can be compatible with real-time assessment, for this purpose many approaches can be used which have the capacity to avoid the time-consuming factor in a machine learning approach and still achieve higher accuracy. A comparison of the approaches is demonstrated in Figure 1, where the pre-processing and supervised feature extraction and selection steps required in conventional ML approaches have been avoided in the proposed CNN-based stress assessment approach. Hence, CNNs were used for real-time stress assessment using EEG signals in this study. The performance was compared in terms of accuracy, time utilisation, and quality of features. Section 2 details the proposed approach and description of the experiments, followed by results and analysis Section 3.
2. Proposed CNN Based Real-Time Stress Assessment

The proposed real-time stress assessment approach is based on employing a CNN that can handle a large amount of data and unsupervised feature extraction. The proposed approach, as shown in Figure 1, comprises of three main process blocks: data acquisition, frequency band selection, and classification. The proposed approach takes raw EEG data in real-time and does not require individual EEG band extraction other than a single 4–30 Hz band filtering. The features are extracted in an unsupervised manner from a sliding window.

The following subsections elaborate the proposed method and describe the data and experiments. The experiments were conducted to analyse and compare the proposed approach with conventional ML approaches. This includes the use of raw EEG data, suitability for real-time applications, data labels for stress assessment, and quality of unsupervised features.

![Figure 1. Comparison between proposed and general stress assessment techniques, the proposed approach eliminates the pre-processing cleaning, individual bands extraction and supervised feature extraction phases.](image)

2.1. General CNN Architecture

The ability of CNNs to extract spatial features to a granular level and generalised feature matrices provides a high discrimination power for classification. Typically, CNNs are used for image-related objectives; however, they can also be used on signals [29,30]. A CNN comprises primarily three layers: convolutional, pooling, and fully connected layers as shown in Figure 2. Each layer contains filter windows that slides over the input layer from the preceding layer. Filter size, strides (sliding of windows), and padding (window offset over input) settings are parameterised.
2.1.1. Convolutional Layer

The convolution layer contains kernels; these kernels slide over the input to perform initial unsupervised feature extraction. This phenomenon can be expressed as follows [31]:

\[
y_{i,j,l+1,d} = F \ast X
\]

\[
F \ast X = H_l \sum_{i=0}^{H_l-1} \sum_{j=0}^{W_l-1} f_{i,j,l,d} \times x_{i+1,j+1,l+1,d}
\]

where the above Equation (1) is repeated for all \(0 \leq d \leq D = D_l + 1\), and for any spatial location \((i_l + 1, j_l + 1)\) satisfying \(0 \leq i_l + 1 < H_l - H + 1 = H_l + 1, 0 \leq j_l + 1 < W_l - W + 1 = W_l + 1\). In this equation \(x_{i,j,l}^{i+1,j+1,d}\) refers to the element of \(x^l\) indexed by the triplets \(i^{l+1} + i, j^{l+1} + j, d^l\).

The convolution layer is followed by the activation function such that the model is more robust and sensitive toward noise in the signal. A leaky-relu is used as the activation function at layers four and ten, which, unlike the relu, allows a small nonzero gradient when the unit is inactive, as shown in Equation (3).

\[
f(x) = \begin{cases} 
  x, & \text{if } x > 0 \\
  0.01x, & \text{if } x \leq 0
\end{cases}
\]

2.1.2. Pooling Layer

This layer reduces the feature map obtained from the convolution layer. Different techniques can be used in this regard; the most popular is the max pooling technique, which extracts the most significant feature within the defined region of a feature map.

2.1.3. Fully Connected Layer

This layer can be an analogy of the fully-connected artificial neural network (ANN) because it comprises every neuron connected to every other neuron of the preceding layer. The features are flattened into one dimension before the fully connected layer. The following Equation (4) expresses the process.

\[
x_i = \sum_{j=0}^{N-1} w_j y_j + b_i
\]
where \( w, b, x, \) and \( y \) represent the weights, biases, final output, and the output from the previous layer, respectively. The softmax function predicts based on \( x \) from Fully-connected layer for the class of patterns, i.e., stress and non-stress.

### 2.2. Data Structuring/Transformation (CNN)

Stress EEG patterns are instantaneous and last for short time intervals in real-time. Therefore, developing a real-time stress assessment approach requires to process and extract features from the instantaneous signal windows. This makes the batch processing of the entire EEG data for real-time stress assessment inefficient as the features representing stress patterns may be lost. In this paper, a window of 40ms is considered, based on the analysis for maximum feature retention (discussed in Section 2.7.3). In order to employ CNN, signals are segmented into 40 ms windows and eventually into a four-dimensional (4D) matrix in Matlab, as required by CNNs. Figure 3 shows the transformation of a two-dimensional (2D) signal into a 4D conceptual format, which is a prerequisite for CNNs. The signal is divided into 40ms windows, in which each window contains 19 electrode channels, 20 samples, and a depth of 1. Each signal slice is 40 ms apart.

![Figure 3](image.png)

Figure 3. Transformation of 2D to 4D signal, the 4D transformed signal comprises of the signal values, channels, window length in time and number of slices.

### 2.3. Band Selection

EEG signals contain different frequencies; these frequencies refer to different functions of the brain at different locations. Based on brain activities, each band contains different ranges of these frequencies. The well-known frequency bands are alpha, beta, gamma, theta, and delta. In conventional machine learning approaches, each band is filtered individually from the signal and then feature extraction is applied over all bands, making it both time and computationally inefficient. In this study, the individual bands are not considered, rather the frequency band between 4–30 Hz is considered from the raw EEG signals. This is also justified as a number of researchers have reported that the stress patterns are in between 4–30 Hz frequency range [32–34]. Therefore, the time and computational complexity of the process is reduced as only one filter is required, whereas the conventional machine learning approaches require multiple filters for each frequency band.
2.4. CNN Architecture

To classify stress from EEG signals, spatial information is vital. In this study, we investigated the performance of the CNN architecture for stress assessment and classification. The architecture includes a four-layer-deep CNN model with two CNN layers connecting consecutively without an activation function between them. The activation function used in this CNN model was the leaky-relu to avoid the dead neurons during learning. The convolutional layers are followed by a single, fully connected layer, which will provide the outcome of the classification. Furthermore, 50% of the neurons were randomly turned off at each iteration to generalise the model, which was performed by adding a dropout layer, and the dataset was shuffled at each epoch to avoid overfitting. Subsequently, 32 batch sizes and 20 epochs were used for training.

The optimiser used for this training was the Adam optimiser, and the cross-entropy loss function was selected. The dimensions of the feature matrix were reduced using pooling but essential features were maintained using max-pooling after convolution. To avoid overfitting and underfitting in the model, the dataset was divided into training, validation, and testing data. The parameters were obtained after optimising the accuracy of the model, and the details of the model architecture are shown in Table 1.

Table 1. CNN architecture.

| No. | Layer Name      | Layer Parameter                                      |
|-----|-----------------|------------------------------------------------------|
| 1   | Block Input     | 19 × 20 × 1 Images with zero center normalisation   |
| 2   | Conv2D          | 16 3 × 3 convolutions with stride [1 1]              |
| 3   | Conv2D          | 16 3 × 3 convolutions with stride [1 1]              |
| 4   | MaxPooling2D    | 2 × 2 max pooling, stride = [1 1]                    |
| 5   | Leaky ReLu      | Leaky ReLu with scale 0.01                           |
| 6   | Dropout         | 50% dropout                                           |
| 7   | Conv2D          | 10 2 × 2 convolutions, stride = [1 1]                |
| 8   | Conv2D          | 10 2 × 2 convolutions with stride [1 1]              |
| 9   | MaxPooling2D    | 2 × 2 max pooling with stride [1 1]                  |
| 10  | Leaky ReLu      | Leaky ReLu with scale 0.01                           |
| 11  | Dropout         | 50% dropout                                           |
| 12  | FC Layer        | Two fully connected Layer                            |

2.5. Description of Dataset

In this research, we have utilized the dataset of Subhani et al. [35] who collected the data aiming to classify stress levels. The data acquisition setup comprised Net Amp 300 amplifier (Electrical Geodesic In. (EGI), USA) with 128 electrodes referenced to Cz. The impedance of all electrodes was kept below 50 KΩ. The signals were recorded at a sampling rate of 500 samples per second with a 50 Hz notch filter to protect signals from line noise. In the experimental setting, a computer-based mental arithmetic task induced stress conditions, which applied the Montreal imaging stress task (MIST) protocol [36], which has three sessions: relaxation, and four levels of each of stress and control. The experiment took place between 3 pm and 7 pm. The experiment designed is approved by the Ethics Commission at Hospital Universiti Sains Malaysia, Malaysia.

In this study the data for 26 subjects (average age: 22.46 ± 0.79, six females, and four left handed) is used. The selected participants had no previous critical medical history and were free from any neurological abnormalities. They exhibited normal or corrected-to-normal vision. The participants were fasting for at least 2 h before starting the experiment. The EEG recording comprised of two sessions: relaxing and stress periods for 5 min each, which resulted in 260 min of EEG recording for the study resulting in 15,000 windows of 40ms duration for each subject. In total, 19 electrodes were used after selection based on 10-20 montage with an average mastoid reference (labelled as Fp1, Fp2,
F3, F4, F7, F8, C3, C4, T3, T4, T5, T6, P3, P4, O1, O2, Fz, Cz, and Pz). Figure 4 shows the different locations of the electrodes.

It is reported in the literature that negative emotions and withdrawal behaviours [37–40] affect the prefrontal alpha asymmetry. Several researchers have used AAS value for stress assessment [40–43]. In general, a low value of alpha asymmetry indicates that the participant is in stress [5,19]. Lehrer et al. [44] provided in-depth knowledge regarding the principles and practices for stress management. They also highlighted evidence regarding the effects of relaxation and stress over the alpha band. The characteristics of alpha-band and their correlation with stress and depression have been reported in several papers [45–47]. Therefore, AAS is used in this study to assign labels for stress assessment. The windows are labelled using AAS values between Fp1 and Fp2 on prefrontal region as shown in Figure 4. Topomaps for stressed and non stressed subjects based on AAS are shown in Figure 5.

![Figure 4. Locations of 10–20 electrodes.](image)

![Figure 5. Average topomap images of brain for (a) stressed and (b) non-stressed subjects [41].](image)

2.6. Training, Validation, and Testing

The training phase of the model was performed using the hyperparameters as mentioned in Table 1 with the data structure and architecture discussed in the transformation details in Section 2.2 the transformation details. The data for 20 subjects were used for training with a total of 300,000 windows. The stress and non-stress patterns were labelled based on AAS values. Out of 300,000 (20 × 15,000) windows, a total of 45,000 windows were labelled as stressed based on AAS values.
Therefore, 45,000 non-stressed windows were selected, making the entire size of the training dataset to be 90,000 windows. The validation was performed on the entire data for three subjects and the testing was performed on the remaining three subjects that were completely blind during the training and validation phase. The dataset was shuffled at every epoch to reduce the case of overfitting and to generalise the CNN model. The performance metrics were computed from the confusion matrix as follows:

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \tag{5}
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \tag{6}
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{7}
\]

The sensitivity of a model represents its ability to identify correct positive cases and interpreted with the classification of true cases/positives, represented in Equation (5). Specificity corresponds to the ability of a model to identify non-cases correctly and is often denoted as true negatives, defined as shown in Equation (6). Conventionally, the confusion matrix represents the accuracy of the trained model (7), which is an average between the sensitivity and specificity.

2.7. Experiments and Bench-Marking Details

2.7.1. Stress Assessment Based on ML

The work presented in [21] performs stress assessment using features extracted from EEG. Each EEG recording session of the participant contains 5 min of brain activities. Each session labelled as a stressful or nonstress session. The ML approach can learn different patterns that may be associated with the stress patterns; as such, it can be used to automate the analysis of stress patterns. The features extracted were power, relative power, relative power ratios, coherence, and asymmetries. The data were denoised, thereby removing artefacts that could directly affect the learning process of the machine before feature extraction. The algorithms suggested in this study are support vector machine (SVMs) with the radial basis function. The scope of the study was to only assess the stress level of the participants and does not involve any procedure by which this process can apply to real-time stress assessments. The experimental protocol is suitable for offline assessments because of the length of the signal data, which is 5 min of the EEG signals.

2.7.2. Stress Assessment Based on ML with Raw EEG

To assess the technique presented in [21,35], which used clean data, the ML techniques were assessed with the same numbers of features and length of the signal but raw data that contained both noise and artefacts. The algorithms used in this case were the decision tree (DT), logistic regression (LR), and SVM, which are typically used for signal data classification. Hence, the effect of each process change is more visible over the classification ability by the standard algorithms.

2.7.3. Conventional Batch-Wise vs. Window-Based Feature Extraction

For a real-time application, batch processing of the entire EEG signal data is not suitable. For example, neurofeedback applications require signal evaluation within less than 1 second for content triggering. Hence, feature extracted from the entire data may not represent the stress patterns contained in 40ms window. The advantage of using sliding windows over the batch signal is its compatibility with real-time assessments and prevention of feature loss. To demonstrate the prevention of feature loss, feature extraction is performed on 40ms windows as well as on the entire batch signal. Figure 6 shows that the 40 ms windows retained the features representing the stress patterns. Whereas, the features extracted from the batch data were not suitable while applying on 40ms window for real-time applications. For example one metric for stress assessment is AAS value between channel
Fp1 and Fp2 at prefrontal region [5]. Figure 7 shows that the AAS values (used for labelling) may shift from negative to positive when the length of the signal window is incremented gradually. Moreover, the window size of 40ms results in an optimal value of AAS showing that the stress and non-stress patterns are not lost. This shows that the stress patterns can be shadowed by non-stress patterns if a longer window is considered.

**Figure 6.** Feature Retention. (a)—features extracted from the whole EEG session will be lost if applied to 40ms window for real-time applications. (b)—features are retained when extracted from small sliding windows.

**Figure 7.** Effect of different signal lengths over AAS value; 40 ms windows are better in terms of capturing and classifying stress patterns based on AAS value.

### 2.7.4. Stress Assessment Based on ML and CNN with AAS Labels

To assess the effect of the asymmetric analysis, each window was labelled with AAS. The stress condition was instantaneous because denoting an entire session with a single label was inefficient because many of the patterns would be overlapped with each other, implying that in a single session, both nonstress and stress conditions can appear, thereby affecting the ability of the model to classify signals. The experiment included the training of previous learning algorithms, i.e., SVM, LR, and DT with 40 ms windows of raw data; each window was labelled with a new AAS label. Feature extraction from these windows included the power, relative power, relative power ratios, coherence, and asymmetries (eliminating the AAS between prefrontal cortex FP1–FP2). The experiments relied
upon the ML approach, which was dependent on the features extracted for the learning algorithm in a supervised manner. Hence, the ability of the ML algorithm depended on the extracted features. The classification between the classes would be inefficient if the features were inefficient. Hence, deep learning can be pivotal for replacing the dependency of classification over the supervised features. To avoid the process of supervised feature extraction and selection, the concepts of deep learning are useful. The CNN, a technique from the pool of deep learning approaches, can extract spatial features from raw signal windows in an unsupervised manner for classification. After training, the model is validated and tested over unseen data to evaluate its ability to perform efficiently with other blind data, which represents the generalisation capability of the model. Cross-validation includes the classification of features extracted by the CNN from ML algorithms to assess the efficiency of features extracted by the CNN.

3. Results

The proposed network was trained, validated, and tested with the proposed hyper-parameters presented in Table 1. The performance of the model was tested and measured by the metrics shown in Equations (5)–(7). The results obtained demonstrated the capability of the model in classifying correct stress and nonstress patterns. The model yielded 96% accuracy, 95% sensitivity, and 97% specificity, with raw data and compared with different techniques, i.e., LR, Gaussian SVM, and coarse tree on EEG signal batch-wise, process as detailed in [20,21,48]. In [21], features were extracted from processed EEG signals and classified using the SVM with the radial basis function, which yielded classification results with 79.54%, 78%, and 81% accuracy, sensitivity, and specificity, respectively in [21] whereas 94.6% accuracy is reported in [35] for 2 levels stress assessment.

However, the procedure reported in [21,35] is not suitable for real-time applications owing to the pre-processing of EEG data, large batch sizes of signals, and it included supervised features extraction, which is sensitive; these constraints render it difficult to address stress assessment for real-time applications. The scope of this study is to identify stress in real-time, for that reason in order to make a clear comparison among the existing techniques that address stress level identification from an offline EEG signals and the proposed method, we need to convert existing framework present in literature to make them compatible with the required process flow. The purpose of applying such conversion is the limitation that very few studies are available that address stress assessment in real-time with EEG signals.

3.1. Stress Assessment Based on ML with Raw EEG

To investigate the factors that can be improved to achieve a real-time assessment, the procedure was modified with different aspects to obtain the most optimised process. The EEG signals in [21] were processed using automatic cleaning techniques as well as manually removing noise and artefacts; therefore, they would not be compatible with real-time applications. In experiment 1, the same features from the same signal window size and labels were classified. The SVM, DT, and LR were used to classify the signal patterns. The DT produced classification results with 59.20%, 42%, and 76% accuracy, sensitivity, and specificity respectively; meanwhile, LR produced 50%, 50%, and 50% correspondingly, whereas SVM produced the most promising results in experiment 1 with 64.50%, 42%, and 87% accuracy, sensitivity, and specificity, respectively. Table 2 and Figure 8 demonstrate these results with a visualization showing that with uncleaned signal in batch data, the models could not perform correct classifications because the results deteriorated compared with the benchmark results from [21] that are 79.54% accuracy, 81% sensitivity and 78% specificity.
Table 2. ML performance on raw EEG Signals in batch data.

| Performance/Techniques | D-Tree | LR  | SVM |
|------------------------|--------|-----|-----|
| Data                   | Raw    | Raw | Raw |
| Accuracy               | 59.20% | 50% | 64.50% |
| Sensitivity            | 42%    | 50% | 42% |
| Specificity            | 76%    | 50% | 87% |

Figure 8. ML performance on raw EEG Signals in batch data.

3.2. Stress Assessment Based on ML with Sliding Windows

The use of uncleaned signals is inevitable when designing a system that avoided all manual processes for real-time applications. Hence, the signal window length can be changed to a 40 ms size. The feature extraction from sliding windows of signals includes the same features as in experiment 1 and the benchmark study with the same label associated with the batch window. After the extraction, the models were trained and tested over unseen signal data. The overall performance of the models deteriorated; the DT classified 58.8% of the signals correctly, whereas the LR could only identify 44.3% of the signal windows correctly, and the SVM predicted 60.7% of the signal windows correctly. The model’s performance demonstrated overfitting toward a single class because of the high sensitivity and low specificity of the models, as shown in Table 3 and Figure 9. This indicates that the performance of the models has slightly deteriorated from the previous experiment; the cleaning of EEG signals and feature extraction from batch data data increased the computational time of the entire process. Therefore, the system must address uncleaned signal data with a sliding window.

Table 3. ML performance with sliding windows.

| Performance/Techniques | D-Tree | LR  | SVM |
|------------------------|--------|-----|-----|
| Data                   | Raw    | Raw | Raw |
| Accuracy               | 58.8%  | 44.3% | 60.7% |
| Sensitivity            | 80%    | 50% | 84% |
| Specificity            | 36%    | 38% | 36% |
The labels provided were inefficient because the batch data may contain patterns belonging to both stress and nonstress conditions. Hence, the learned models could not identify the two classes correctly.

3.3. Stress Assessment Based on ML with AAS Labels

A new marker can resolve problems regarding labels. Each window was labelled using a new label and used for training a model. The performance of each model improved by 20–35%, the results from the DT improved from 58.8% to 84% with 91% sensitivity and 71% specificity compared with the previous experiment with 80% sensitivity and 36% specificity. LR could identify 84% of the signal windows correctly with 91% and 71% sensitivity and specificity, respectively. The SVM yielded results with 84%, 78%, and 90% accuracy, sensitivity, and specificity, respectively, which are shown in Table 4. Experiment 3 provided the best results when using AAS as a label with uncleaned 40 ms signals. However, to make the process compatible with real-time applications, it is essential to calculate the total time response of the process. Hence the computation of time response was for 1 second of the signals; the DT, LR, and SVM consumed 4.41, 6.87, and took 6.87 seconds to perform the prediction, respectively. The time response from all three techniques is not compatible for real-time applications because the system has to weigh for approximately 4–7 s to accept the new signal data. Prior to that, the data will increase with the multiple-frequency sample and time response. Hence, the time response for every second will increase exponentially, rendering the ML technique useless for real-time applications. The time responses of all techniques are compared in Table 4. As shown in Figure 10, the ML techniques consumed the most time during feature extraction based on the nature and quantity of the features, and different models have different time consumption abilities.

| Performance/Techniques | CNN  | DT  | LR  | SVM |
|------------------------|------|-----|-----|-----|
| Accuracy               | 96%  | 84% | 84% | 84% |
| Sensitivity            | 95%  | 91% | 78% | 78% |
| Specificity            | 97%  | 71% | 90% | 90% |
| Time consumption (1 s signal) | 0.65 s | 4.41 s | 6.87 s | 6.87 s |
3.4. Stress Assessment Based on CNN with AAS Labels

The supervised feature extraction process must be replaced with other processes that are compatible with the real-time stress assessment system. The CNN in experiment 4 replaces the supervised feature extraction with an unsupervised extraction of features from the sliding windows with AAS labels. Throughout the experiments, the dataset was consistent; as such, the comparison should not be biased. After the training of the CNN model, it predicted the testing data, the same as in previous experiments. The classification performance of the CNN was 96% accuracy, 95% sensitivity, and 97% specificity with the time response for 1 s signal windows of 0.65 s. The model performed significantly better than all previous techniques discussed and performed all the processes in the minimum amount of time, thereby avoiding an exponential increase in the signal wait time, which occurred in the ML approach the performance is highlighted in Table 4 and the time response in Figure 10.

![Figure 10](image)

**Figure 10.** Performance comparison in terms of assessment time for real-time applications.

3.5. Cross-Validation of Features from CNN

The CNN must be validated to demonstrate that the features extracted are efficient. The features from the CNN were collected and used in the ML technique, i.e., DT, LR, and SVM. The classification results proved that the features from the CNN improved the performance capability of these ML techniques. The DT yielded 80.6%, 81%, and 80% accuracy, sensitivity, and specificity, respectively which shows decrement in case of accuracy as compared to the results produced by DT showed in Figure 11, but the model with supervised features is overfitting as the specificity is just 71% whereas with features from CNN made the model more robust. The performance of LR improved to 92.7% in terms of accuracy, with 93% sensitivity and 92.7% specificity. The SVM improved by 10% in terms of accuracy and yielded a total accuracy of 95% with sensitivity and specificity of 95% each, which was similar to the accuracy of the CNN, as demonstrated in Figure 12. The experimental results demonstrated that efficient features affected the performance of learning, and that the models performed well. When using ML techniques, domain experts performed feature extraction; however, after extraction, optimum features were selected during feature selection to ensure the good performance of the models.
The computation of the system as the time of model training depended on various factors that affected its operating time, i.e., the number of samples, number of epochs, and depth of the deep neural network. After model training, the minimum amount of time was required to process the data for classification. The signal filters consumed the most time in our process. The experiment results and comparisons were executed over MATLAB release version 2019 on DELL-OPTIPLEX 990 with hardware configuration of 8 GB RAM and Intel i7 3.4 GHz 2nd generation CPU.

4. Conclusions

This paper presents a real-time mental stress assessment method using sliding window based CNN. The study demonstrates the advantages of using CNNs over conventional ML techniques for real-time stress assessments on raw EEG data. The proposed approach yielded mental stress assessments in real-time and outperformed the conventional ML approaches in terms of accuracy, sensitivity, and specificity. The performance of the proposed approach was also analysed in terms of time utilisation, quality of features, and size of sliding window for real-time assessments applied to raw EEG data. The proposed approach can be utilised in real-time applications, such as neurofeedback training, and mobile and wearable stress assessment devices. Clinicians can also utilize the proposed approach to validate their psychiatric evaluations.

**Author Contributions:** Conceptualization: S.S.A.A., S.F.N., S.H.A., M.M. and U.M.A.S.; Methodology: S.S.A.A., S.F.N., N.Y. and Y.H.; Software: S.F.N., S.H.A., M.A.Y. and Y.H.; Validation: S.F.N., Yasin, S.H.A. and Y.H.; Formal analysis, S.S.A.A., S.F and A.R.S.; Investigation: S.S.A.A., S.F.N., Y.H. and M.M.; Resources: S.F.N., S.S.A.A., A.R.S. and Y.H.; Data curation: S.F.N., A.R.S. and S.S.A.A.; Writing—original draft preparation: S.S.A.A. and S.F.N.; Writing—review and editing: S.F.N., S.S.A.A., U.M.A.S. and A.R.S.; Visualization: S.F.N., S.S.A.A. and Y.H.;
Supervision: S.S.A.A. and U.MA.S.; Project administration: S.S.A.A., U.MA.S. and S.H.A. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research is supported by the Ministry of Education Malaysia (MoE) under the Higher Institution Centre of Excellence (HICoE) Scheme awarded to the Center of Intelligent Signal and Imaging Research (CISIR). King Abdulaziz University under grant CEIES-18-04-01, and Iqra University under grant ICRF 015ME0-075.

**Acknowledgments:** The authors would like to acknowledge valuable discussions with Fabrice Mériaudeau and GA scheme by Center of Graduate Studies (CGS) at Universiti Teknologi Petronas (UTP).

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. McEwen, B.S. Physiology and neurobiology of stress and adaptation: Central role of the brain. *Physiol. Rev.* 2007, 87, 873–904. [CrossRef]
2. Goldstein, D.S. Adrenal Responses to Stress. *Cell. Mol. Neurobiol.* 2010, 30, 1433–1440. [CrossRef] [PubMed]
3. Wagner, B.M.; Comps, B.E.; Howell, D.C. Daily and major life events: A test of an integrative model of psychosocial stress. *Am. J. Community Psychol.* 1988, 16, 189–205. [CrossRef] [PubMed]
4. Rozanski, A.; Blumenthal, J.A.; Kaplan, J. Impact of psychological factors on the pathogenesis of cardiovascular disease and implications for therapy. *Circulation* 1999, 99, 2192–2217. [CrossRef]
5. Roozendael, B.; McEwen, B.S.; Chattarji, S. Stress, memory and the amygdala. *Nat. Rev. Neurosci.* 2009, 10, 423–433. [CrossRef] [PubMed]
6. Yaribeygi, H.; Panahi, Y.; Sahraei, H.; Johnston, T.P.; Sahebkar, A. The impact of stress on body function: A review. *EXCLI J.* 2017, 16, 1057–1072. [CrossRef] [PubMed]
7. Dise-Lewis, J.E. The life events and coping inventory: An assessment of stress in children. *Psychosom. Med.* 1988, 50, 484–499. [CrossRef]
8. Koh, K.B.; Park, J.K.; Kim, C.H.; Cho, S. Development of the Stress Response Inventory and Its Application in Clinical Practice. *Psychosom. Med.* 2001, 63, 668–678. [CrossRef] [PubMed]
9. Cohen, S.; Tyrrell, D.A.; Smith, A.P. Negative Life Events, Perceived Stress, Negative Affect, and Susceptibility to the Common Cold. *J. Personal. Soc. Psychol.* 1993, 64, 131–140. [CrossRef]
10. Gomathi, K.; Leela, D.; Prasad, S. Smart System to Recognize EEG Signal for Finding Brain Diseases Using K Means Clustering. *Int. J. Adv. Comput. Res.* 2013, 3, 1–5.
11. Benbadis, S.R. Errors in EEGs and the misdiagnosis of epilepsy: Importance, causes, consequences, and proposed remedies. *Epilepsy Behav.* 2007, 11, 257–262. [CrossRef] [PubMed]
12. Leonard, B.E.; Myint, A. The psychoneuroimmunology of depression. *Hum. Psychopharmacol. Clin. Exp.* 2009. [CrossRef] [PubMed]
13. Stevens, D.; Wilcox, H.C.; MacKinnon, D.F.; Mondimore, F.M.; Schweizer, B.; Jancic, D.; Coryell, W.H.; Weissman, M.M.; Levinson, D.F.; Potash, J.B. Post-traumatic stress disorder increases risk for suicide attempt in adults with recurrent major depression. *Depress. Anxiety* 2013. [CrossRef] [PubMed]
14. Panagioti, M.; Gooding, P.; Tarrier, N. Post-traumatic stress disorder and suicidal behavior: A narrative review. *Clin. Psychol. Rev.* 2009, 29, 471–482. [CrossRef] [PubMed]
15. Galatzer-Levy, I.R.; Karstoft, K.I.; Statnikov, A.; Shalev, A.Y. Quantitative forecasting of PTSD from early trauma responses: A Machine Learning application. *J. Psychiatr. Res.* 2014, 59, 68–76, doi:10.1016/j.jpsychires.2014.08.017. [CrossRef] [PubMed]
16. Sharma, M.; Achuth, P.V.; Deb, D.; Puthankattil, S.D.; Acharya, U.R. An automated diagnosis of depression using three-channel bandwidth-duration localized wavelet filter bank with EEG signals. *Cogn. Syst. Res.* 2018, 52, 508–520. [CrossRef]
17. Rosellini, A.J.; Dussaillant, F.; Zubizarreta, J.R.; Kessler, R.C.; Rose, S. Predicting posttraumatic stress disorder following a natural disaster. *J. Psychiatr. Res.* 2018, 96, 15–22. [CrossRef] [PubMed]
18. Goncalves, F.; Carneiro, D.; Novais, P. Monitoring Mental Stress Through Mouse Behaviour and Decision-Making Patterns. In *Advances in Intelligent Systems and Computing*; Springer International Publishing: Cham, Germany, 2018; pp. 40–47. [CrossRef]
19. Hou, X.; Liu, Y.; Sourina, O.; Tan, Y.R.E.; Wang, L.; Mueller-Wittig, W. EEG Based Stress Monitoring. In Proceedings of the 2015 IEEE International Conference on Systems, Man, and Cybernetics, Kowloon, China, 9–12 October 2015; pp. 3110–3115. [CrossRef]
20. Subhani, A.R.; Malik, A.S.; Kamil, N.; Saad, M.N.M. Difference in brain dynamics during arithmetic task performed in stress and control conditions. In Proceedings of the 2016 IEEE EMBS Conference on Biomedical Engineering and Sciences (IEEE-EMBS), Kuala Lumpur, Malaysia, 4–8 December 2016; pp. 695–698. [CrossRef]

21. Xia, L.; Malik, A.S.; Subhani, A.R. A physiological signal-based method for early mental-stress detection. *Biomed. Signal Process. Control* **2018**, *46*, 18–32. [CrossRef]

22. Vanitha, V.; Krishnan, P. Real time stress detection system based on EEG signals. *Biomed. Res.*** 2016, *2016*, S271–S275.

23. He, J.; Li, K.; Liao, X.; Zhang, P.; Jiang, N. Real-Time Detection of Acute Cognitive Stress Using a Convolutional Neural Network from Electrocardiographic Signal. *IEEE Access* **2019**, *7*, 42710–42717. [CrossRef]

24. Wang, Q.; Sourina, O. Real-Time Mental Arithmetic Task Recognition From EEG Signals. *IEEE Trans. Neural Syst. Rehabil. Eng.* **2013**, *21*, 225–232. [CrossRef]

25. Minguillon, J.; Perez, E.; Lopez-Gordo, M.A.; Pelayo, F.; Sanchez-Carrion, M.J. Portable system for real-time detection of stress level. *Sensors* **2018**, *18*, 2504. [CrossRef] [PubMed]

26. Zhang, Z.; Zhou, X.; Zhang, X.; Wang, L.; Wang, P. A Model Based on Convolutional Neural Network for Online Transaction Fraud Detection. *Secur. Commun. Netw.* **2018**, *2018*. [CrossRef]

27. Xiao, T.; Liu, L.; Li, K.; Qin, W.; Yu, S.; Li, Z. Comparison of Transferred Deep Neural Networks in Ultrasonic Breast Masses Discrimination. *BioMed Res. Int.* **2018**, *2018*, 4605191. [CrossRef] [PubMed]

28. Rachmadi, M.; Valdés-Hernández, M.; Agan, M.; Komura, T. Deep Learning vs. Conventional Machine Learning: Pilot Study of WMH Segmentation in Brain MRI with Absence or Mild Vascular Pathology. *J. Imaging* **2017**, *3*, 66. [CrossRef]

29. Zhou, M.; Tian, C.; Cao, R.; Wang, B.; Niu, Y.; Hu, T.; Guo, H.; Xiang, J. Epileptic Seizure Detection Based on EEG Signals and CNN. *Front. Neuroinform.* **2018**, *12*, 95. [CrossRef] [PubMed]

30. Baloglu, U.B.; Talo, M.; Yildirim, O.; Tan, R.S.; Acharya, U.R. Classification of myocardial infarction with multi-lead ECG signals and deep CNN. *Pattern Recognit. Lett.* **2019**, *122*, 23–30. [CrossRef]

31. Wu, J. *Introduction to Convolutional Neural Networks*; National Key Lab for Novel Software Technology, Nanjing University: Nanjing, China, 2017; Volume 5, p. 23.

32. Blanco, J.; Vanleeer, A.; Calibo, T.; Firebaugh, S. Single-Trial Cognitive Stress Classification Using Portable Wireless Electroencephalography. *Sensors* **2019**, *19*, 499. [CrossRef] [PubMed]

33. Jun, G.; Smitha, K.G. EEG based stress level identification. In Proceedings of the 2016 IEEE International Conference on Systems, Man, and Cybernetics (SMC), Budapest, Hungary, 9–12 October 2016; pp. 3270–3274.

34. Begić, D.; Hotujac, L.; Jokić-Begić, N. Electroencephalographic comparison of veterans with combat-related post-traumatic stress disorder and healthy subjects. *Int. J. Psychophysiol.* **2001**, *40*, 167–172. [CrossRef]

35. Subhani, A.R.; Mumtaz, W.; Saad, M.N.B.M.; Kamel, N.; Malik, A.S. Machine Learning Framework for the Detection of Mental Stress at Multiple Levels. *IEEE Access* **2017**, *5*, 13545–13556. [CrossRef]

36. Dedovic, K.; Renwick, R.; Mahani, N.K.; Engert, V.; Lupien, S.J.; Pruessner, J.C. The Montreal Imaging Stress Task: Using functional imaging to investigate the effects of perceiving and processing psychosocial stress in the human brain. *J. Psychiatry Neurosci.* **2005**, *30*, 319. [PubMed]

37. Jang, K.I.; Lee, S.; Lee, S.H.; Chae, J.H. Frontal Alpha Asymmetry, Heart Rate Variability, and Positive Responses in Bereaved Family Members with Suicidal Ideation after the Sewol Ferry Disaster. *Psychiatry Investig.* **2018**, *15*, 1168–1173. [CrossRef] [PubMed]

38. Graae, F.; Tenke, C.; Bruder, G.; Rotheram, M.J.; Picentini, J.; Castro-Blanco, D.; Leite, P.; Towey, J. Abnormality of EEG alpha asymmetry in female adolescent suicide attempters. *Biol. Psychiatry* **1996**, *40*, 706–713. [CrossRef]

39. Davidson, R.J.; Ekman, P.; Saron, C.D.; Slenulis, J.A.; Frieson, W.V. Approach-withdrawal and cerebral asymmetry: Emotional expression and brain physiology: I. *J. Personal. Soc. Psychol.* **2002**, *58*, 330–341. [CrossRef]

40. Meyer, T.; Smeets, T.; Giesbrecht, T.; Quaedflieg, C.W.; Smulders, F.T.; Meijer, E.H.; Merckelbach, H.L. The role of frontal EEG asymmetry in post-traumatic stress disorder. *Biol. Psychol.* **2015**, *108*, 62–77. [CrossRef] [PubMed]

41. Hafeez, Y.; Ali, S.S.A.; Mumtaz, W.; Moinuddin, M.; Adil, S.H.; Al-Saggaf, U.M.; Yasin, M.A.B.M.; Malik, A.S. Investigating Neurofeedback Protocols for Stress Mitigation: A Comparative Analysis of Different Stimulus Contents. *IEEE Access* **2019**, *7*, 141021–141035. [CrossRef]
42. Reiter, K.; Andersen, S.B.; Carlsson, J. Neurofeedback Treatment and Posttraumatic Stress Disorder. *J. Nerv. Ment. Dis.* **2016**, *204*, 69–77. [CrossRef]

43. Mennella, R.; Patron, E.; Palomba, D. Frontal alpha asymmetry neurofeedback for the reduction of negative affect and anxiety. *Behav. Res. Ther.* **2017**, *92*, 32–40. [CrossRef]

44. Lehrer, P.M.; Woolfolk, R.L. *Principles and Practice of Stress Management*; The Guilford Press: New York, NY, USA, 2007; pp. 521–538.

45. Vuga, M.; Fox, N.A.; Cohn, J.F.; George, C.J.; Levenstein, R.M.; Kovacs, M. Long-term stability of frontal electroencephalographic asymmetry in adults with a history of depression and controls. *Int. J. Psychophysiol.* **2006**, *59*, 107–115. [CrossRef]

46. Knott, V.; Mahoney, C.; Kennedy, S.; Evans, K. EEG power, frequency, asymmetry and coherence in male depression. *Psychiatry Res. Neuroimaging* **2001**, *106*, 123–140. [CrossRef]

47. Debener, S.; Beauducel, A.; Nessler, D.; Brocke, B.; Heilemann, H.; Kayser, J. Is resting anterior EEG alpha asymmetry a trait marker for depression? Findings for healthy adults and clinically depressed patients. *Neuropsychobiology* **2000**, *41*, 31–37. [CrossRef] [PubMed]

48. Mumtaz, W.; Vuong, P.L.; Xia, L.; Malik, A.S.; Rashid, R.B.A. An EEG-based machine learning method to screen alcohol use disorder. *Cogn. Neurodynam.* **2016**, *11*, 161–171. [CrossRef] [PubMed]