A heterogeneity based iterative clustering approach for obtaining samples with reduced bias
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Medical and social sciences demand sampling techniques which are robust, reliable, replicable and give samples with the least bias. Majority of the applications of sampling use randomized sampling, albeit with stratification where applicable to lower the bias. The randomized technique is not consistent, and may provide different samples each time, and the different samples themselves may not be similar to each other. In this paper, we introduce a novel sampling technique called Wobbly Center Algorithm, which relies on iterative clustering based on maximizing heterogeneity to achieve samples which are consistent, and with low bias. The algorithm works on the principle of iteratively building clusters by finding the points with the maximal distance from the cluster center. The algorithm consistently gives a better result in lowering the bias by reducing the standard deviations in the means of each feature in a scaled data.

1. Introduction

Sampling has never been more relevant, in part due to the ever increasing sizes of data been generated at each possible unit of time. It is necessary that samples truly represent the population from which they are taken, and they preserve the full range of variance in it. Such sampling is required in the fields of medical and social sciences, where there is a need for no-replacement sampling technique, which provides samples which may contain different data points, but must represent the original group (population) as it is, with no bias and full variance. The samples, should have high variance among themselves, but must be similar to each other. The problem can be constructed as an inverse clustering problem, wherein the intra-cluster distances are maximized and the inter-cluster distances are minimized, instead of minimizing intra-cluster distance and maximizing inter-cluster distances. In general, clustering approaches tend to maximize homogeneity within clusters, while the Wobbly Center Algorithm tends to maximize heterogeneity inside each cluster, thus creating clusters which truly represent the entire data.

Till now, the focus of clustering techniques has been to split the population into different heterogeneous groups, by placing them into clusters which group them according to similarity. This is evident by the fact that most clustering algorithms including but not limited to K-means [1], K-medoid [2], CLARA [3], and CLARANS [4] use similarity based clustering approach.

The proposed Wobbly Center Algorithm uses a dissimilarity based clustering approach to fully capture the variances in the dataset, so that each cluster individually represents the full range of population. This is achieved by iteratively adding the most distant point from the mid-point of the cluster and then re-computing the mean of the cluster. This process is repeated until the required number of points are placed, or all the points in the dataset (population) are exhausted.

The Wobbly Center Algorithm, henceforth termed as WCA, performs consistently well in reducing bias. This is achieved by decreasing the inter-attribute variances in the mean of each attribute for each cluster. This algorithm is exceedingly effective on data which is scaled. WCA also gives the same result regardless of the number of times it is run, hence providing a better and more reliable solution compared to the randomized sampling techniques which are currently being employed extensively.

The K-means clustering algorithm gave rise to the similarity based clustering paradigm [5]. It involved assigning points closest to a cluster center to the same cluster, and then re-calculting the means of the clusters. The K-medoid clustering algorithm introduced an additional constraint mandating that the center of a cluster must be one of the data points [6]. Algorithms like Fuzzy c-means [7] introduced the concept of fuzziness coefficient and multiple membership to the clustering approach. It involved assigning a membership percentage to each data point for each cluster. Scalability in clustering was introduced by CLARA [8] and CLARANS [9] by employing different sampling techniques and combining different clustering approaches. Techniques like one pass sampling [10] for large datasets can also been deployed for reducing the numerosity of data points. Simultaneous Gaussian Model-Based clustering [11] for samples of multiple origin involves splitting the input data into multiple origin sources which they may have originated from. This is done by assigning cluster labels to the samples based on the source to which they belong. As such, a majority, if not all the clustering approaches, seek to maximize homogeneity in each cluster. WCA uses a contrarian dissimilarity based approach for clustering, to generate heterogeneous samples from a large dataset.

Most of the applications of sampling rely on inherently approximate and unreliable randomized sampling techniques. The Sampling Importance Resampling commonly abbreviated as SIR [12] technique is objectively a better method of sampling as compared to simple randomized sampling [13]. It takes an initial sample from a large dataset (full population), and then resamples it to get a
smaller sample. This gives better results with lesser difference between the sample and the population as compared to simple
random sampling.

As the random sampling error is inversely proportional to the square root of sample size [14], very small samples are inherently
not suitable for generalization. Secondly, since the obtained samples are different for each instance of randomized sampling, they
are not reliable. Critical fields do not employ sampling to their fullest due to lapses in the current sampling techniques in terms of
replicability. WCA produces results which are objectively better, and at the same time are replicable.

There are principally two types of sampling, Quantitative sampling and Qualitative Sampling [15]. Quantitative sampling method
tries to deduce data into smaller packets [16]. The packets must be representative of the entire dataset. There are various methods
in the Quantitative Sampling approach like Quota Sampling [17], Random samples [18], Probability sampling [19] etc. The WCA
lies in the domain of Quantitative Sampling. Qualitative sampling tries to reduce the sample size from thousands of data points to
a few tens of representative data points [14]. The reduced samples in qualitative sampling need not necessarily be generalizable,
and they are required only to validate the hypothesis.

There are many applications of reliable and consistent sampling technique such as Medical Testing [20], Human Resources [21]
etc. Testing medical drugs require that the people must be split into two groups with very similar characteristics. The groups must
encompass the whole variance in the data, and should be similar to one another. WCA could be the best fit algorithm to perform
such a sampling task. WCA could also be used by the Human Resource department to cluster neutral teams comprising of people
from different nationalities, different physical and mental characteristics, and possessing different skillsets. This would help
eliminate racial and skill bias. Likewise, WCA could be used for many other sampling tasks.

The key difference between the samples obtained from WCA and other sampling techniques is its ability to be invariant irrespective
of distribution of data. Additionally, the different samples sampled from the original population are similar to each other in addition
to being similar to the original population.

2. Wobbly Center Algorithm

Wobbly Center Algorithm works on the principle of iteratively building clusters based on maximizing the dissimilarity inside each
cluster as the selection criterion. The dataset is first scaled because the algorithm is scale variant. A vector comprising of the mean
of each feature for entire dataset is created. The vector created is termed as the center of the dataset. A suitable distance metric is
chosen, and the distances of each point from the center vector are calculated. The points nearest to the center are used as the seed
points for creating the clusters. This ensures quicker convergence rates and better overall results. Trivially, it could also be inferred
that the seed points are also the centers of each cluster for the first iteration. Next, the distances of each point from centers of cluster
are calculated for each cluster. The most distant points from the centers of each cluster are placed sequentially, without repetition,
into the cluster set. The mean of each feature for each cluster is computed again, and the process of adding the most distant
point to cluster set is repeated. The process is repeated until all points have been placed in any one of the cluster set.

3. Test Conditions

The data was first scaled using Z score normalization with the help of StandardScaler Function in Ski-kit Learn [22] Library. This
transformation ensured that the data had zero normal mean and unit variance, as the Wobbly Center Algorithm is scale variant (Due
to the nature of the distance metric used).

On the normalized dataset, the wobbly center algorithm was tested with respect to random sampling obtained from train_test_split
function in the Ski-Kit Learn library. All the datasets were procured from the repository hosted by the University of California,
Irvine [23].

4. Algorithm

4.1. Notations

4.1.1 Let \( \text{GlobalList} \) contain all the points in the dataset
4.1.2 Let \( D \) represent the number of Clusters
4.1.3 Let \( C_k \) represent Cluster \( k \)
4.1.4 Let \( Y_i \) represent the vector for the point situated at \( i \)th position in the dataset
4.1.5 Let \( V \) represent the vector comprising of mean values of all features of all the points
4.1.6 Let \( V_k \) represent the vector comprising of mean values of all features of all the points in Cluster
4.1.7 Let \( \text{Dist}(a, b) \) represent the Euclidean Distance between point \( a \) and point \( b \)
4.2 Pseudo code

4.2.1 Find $V$
4.2.2 Find $Dist(V, Y_i)$ where $i \in GlobalList$
4.2.3 Sort the distances in ascending order
4.2.4 Assign $num = 1$
4.2.5 Repeat while $num \leq D$
   4.2.5.1 Choose least distant point in the $GlobalList$
   4.2.5.2 Let the least distant point be $Y_l$
   4.2.5.3 Assign $Y_l \in Cnum$
   4.2.5.4 Discard $Y_l$ from $GlobalList$
   4.2.5.5 Assign $num = num + 1$
4.2.6 Repeat while $GlobalList$ is not Empty
   4.2.6.1 Assign $num = 1$
   4.2.6.2 Repeat while $num \leq D$
      4.2.6.2.1 Find $Dist(V_{num}, Y_i)$ where $i \in GlobalList$
      4.2.6.2.2 Find the most distant point in $GlobalList$
      4.2.6.2.3 Let the most distant point in $GlobalList$ be $Y_h$
      4.2.6.2.4 Assign $Y_h \in Cnum$
      4.2.6.2.5 Discard $Y_h$ from $GlobalList$
      4.2.6.2.6 Assign $num = num + 1$

5 Experimental Analysis and Results

Setting the null hypothesis as no statistical deviation for the two samples obtained via the Wobbly Center Algorithm as well as the Random Split Algorithm using Ski-Kit Learn, with confidence interval as 95% and subsequently the alpha as $\alpha = 0.05$

we can test whether the obtained splits fit the probability distribution of one other or not by comparing the obtained Anova value with the alpha. We use one-way Analysis of Variance [25], (ANOVA), to test the hypothesis.

On testing the hypothesis for splits obtained by the Wobbly Center Algorithm, we fail to reject the null hypothesis for each attribute in the dataset. Using ANOVA on the splits obtained by the Random Split Algorithm, we find that there exists at least one statistically deviant attribute for the dataset which is rejected by the null hypothesis ANOVA was performed using SCIPY [26] stats one_way_anova function.

Fig. 1.a
Figures 1.a and 1.b represent the convergence achieved by the distances between the mean of the clusters and the mean of the full data set. The convergence indicates that the clusters begin to resemble the full dataset as more iterations are performed, in concurrence with the Central Limit Theorem.

Table 2.a and 2.b show the calculations performed over the results obtained from the data points allocated to each cluster. Mean, Standard Deviation for all features of both the clusters are calculated, and 1-way ANOVA test is performed over the two clusters to find the similarity in the fit of probability distributions.
5. Discussion

By applying ANOVA, we find statistical differences between the clusters obtained by the random sampling algorithm, whereas we fail to find any statistical deviation between the clusters obtained by the Wobbly Center Algorithm. This means that Wobbly Center Algorithm gives a better split than a simple random sampling technique. Moreover, the Wobbly Center Algorithm consistently gives the same split over multiple runs. Hence, it is a more reliable method of finding heterogeneous splits.

The values obtained for other datasets, Wine Dataset [27] and Cloud Cover [28] Dataset, also indicate similar results as Abalone Dataset.

The centers of the clusters oscillate between the extremes and gradually dampen to converge to the original center of the full data from which the samples are derived. Hence, the distance of the center of the clusters from the mean also converges. This oscillation ensures that each cluster contains points which represent the full dataset (population). The graph tends to converge towards zero distance achieving stability at approximately 20th iteration. The initial variance between the values of the distances of the means of the two clusters signify that the clusters capture the outliers first, ensuring that a misbalance in the number of outlier points between the clusters does not occur. The tapering of the graph after some iterations indicate that the clusters try to fit the entire distribution of the population and the clusters themselves begin to represent the populations independently.

The clusters obtained can be used to test hypothesis in the domain of physical and medical sciences where there is a need for no-replacement selection of samples. The most basic need of research in the aforementioned fields is the presence of unbiased samples which represent each other as well as the original full sample distribution. Additionally, constraints like no-replacement criterion also apply. The Wobbly Center Algorithm excels in this aspect, and provides consistent samples which are statistically similar and can be reliably reproduced over multiple runs.

Moreover, since the data points are Z-score normalized to fit zero mean and unit variance, the individual means of each feature of the dataset should also be closer to zero. This is achieved by the Wobbly Center Algorithm, which provides clusters which have the mean of each feature to be closer to zero than simple random sampling technique. The standard deviations obtained for all the features also show a similar trend, and Wobbly Center Algorithm consistently gives standard deviations near to the value of one as compared to the standard deviations obtained for each feature of the splits derived from random sampling.

The Wobbly Center Algorithm also takes care of the outliers by placing them in different clusters, due to the emphasis on maximizing the distance metric. This means that there is lesser possibility of a group of outliers to have an impact on a cluster’s generalizability.

The random sampling algorithm uses the Central Limit theorem, which states that, given a sufficiently large sample from the original population, the mean of the sample and the mean of the population would approximately be the same, and the distribution will approximately represent a normal distribution. The Wobbly Center Algorithm tries to overcome a flaw that the Central Limit Theorem [29], henceforth abbreviated as CLT does not cover. Specifically, CLT does not state anything about the mean and the distribution of two samples obtained from the population being similar to each other. This is represented by the fact that the samples obtained by random sampling algorithm do not pass the ANOVA Test for similar distributions between the obtained sample. Furthermore, Wobbly Center Algorithm is invariant to the distribution of the original population. But, the Wobbly Center Algorithm is variant with respect to the distance metric, and the variance in each feature.

The Wobbly Center Algorithm can be parallelized by enabling the calculations of the distances and sorting of the distance array be done independently for each cluster, and only the allocation of the points to the clusters be done sequentially.
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