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Abstract: Inter-domain routing systems is an important complex network in the Internet. Research on the vulnerability of inter-domain routing network nodes is of great support to the stable operation of the Internet. For the problem of node vulnerability, we proposed a method for identifying key nodes in inter-domain routing systems based on cascading failures (IKN-CF). Firstly, we analyzed the topology of inter-domain routing network and proposed an optimal valid path discovery algorithm considering business relationships. Then, the reason and propagation mechanism of cascading failure in the inter-domain routing network were analyzed, and we proposed two cascading indicators, which can approximate the impact of node failure on the network. After that, we established a key node identification model based on improved entropy weight TOPSIS (EWT), and the key node sequence in the network can be obtained through EWT calculation. We compared the existing three methods in two real inter-domain routing networks. The results indicate that the ranking results of IKN-CF are high accuracy, strong stability, and wide applicability. The accuracy of the top 100 nodes of the ranking result can reach 83.6%, which is at least 12.8% higher than the average accuracy of the existing three methods.
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1. Introduction

With the continuous development of the Internet, the number of users on the network has grown extremely fast, and the scale of the inter-domain routing systems has continued to increase. An inter-domain routing system is a dynamic system composed of multiple autonomous systems (AS). It usually has four kinds of business relationships: customer-to-provider, provider-to-customer, peer-to-peer, and sibling-to-sibling [1]. AS generally refers to a collection of routers that belong to a management organization, and they can make their routing strategy. The routing information is exchanged between AS through the inter-domain routing protocol. Here it refers to the border gateway protocol (BGP). As the Internet’s only inter-domain routing protocol, BGP is the postal service of the Internet. AS plays the role of a branch of the post office. When users’ data requests were sent across the Internet, all of the data transmissions’ available paths were charged by BGP. It chooses the best route, making a hop between autonomous systems.

The BGP protocol greatly facilitates the transmission of information over the Internet. However, the inter-domain routing systems face many security threats because of the security defects of BGP [2–6]. The local failure caused by an intentional attack or self-failure of critical nodes in the network may continue to spread rapidly and wildly and eventually cause the whole network to be paralyzed on a large scale. This phenomenon is called a cascading failure. Some researchers have proposed a series of attacks that can cause the cascading failure of inter-domain routing systems, such as coordinated cross...
plane session termination (CXPST) [7] attacks, BGP stress attacks [8], and distributed network paralyzing (DNP) attacks [9]. This kind of attack mainly causes cascading failures of inter-domain routing systems by attacking key nodes and leading to colossal inter-domain routing system losses. Therefore, finding critical nodes in the inter-domain routing systems and implementing security policies in advance is of great significance to protect the inter-domain routing systems.

In previous studies, the importance of nodes was defined mainly by a single indicator, such as degree [10], betweenness [11], the clustering coefficient [12], and so on. In ordinary complex networks, this kind of method usually has better results. As for the inter-domain routing systems, due to its business relationships and dynamic characteristics, a single indicator cannot reflect the impact of node failure on the network. Then, some researchers added some indicators closely related to nodes based on a single indicator to assist in evaluating the importance of nodes, such as the substitutability of nodes [13], the connection ability of edges [14], the weak connection property of nodes [15], and so on. However, when multiple indicators are applied, the weight of each indicator is not considered, and the default value is the same. It is unreasonable. In addition, the importance value of nodes is obtained by simply adding multiple indicators or adding reciprocal sums, which cannot reflect the advantages of each indicator. In summary, the deficiencies of existing research are as follows:

(1) The indicator proposed by the researchers does not take into account cascading-failure processes in inter-domain routing systems.
(2) There is no reasonable method to calculate the weight of each indicator.
(3) Simple addition does not reflect the advantages of each indicator.

In order to better solve the existing problems in existing research, this study proposed a method for identifying key nodes in inter-domain routing systems based on cascading failures (IKN-CF). IKN-CF considers the cascading-failure characteristics of inter-domain routing systems and the business relationships, proposes two cascading indicators, and calculates the importance of nodes through improved the entropy weight TOPSIS (EWT) model. The results verify that the work in this study is meaningful. In general, the contributions of this study are as follows:

(1) We analyzed the topology of inter-domain routing networks and proposed an optimal valid path discovery algorithm considering business relationships.
(2) We analyzed the cause and propagation mechanism of cascading failures in the inter-domain routing network and proposed two cascading indicators, which can approximate the impact of node failure on the network.
(3) We established a key node identification model based on improved entropy weight TOPSIS, and the sequence of key nodes in the network can be obtained through model calculations.

The remainder of this article is arranged as follows: Section 2 introduces the preliminaries and related work. In Section 3, we analyze the topology of inter-domain routing systems and describe business relationships. Based on business relationships, an optimal routing path discovery algorithm is proposed. Section 4 introduces the implementation process of the IKN-CF method in detail. Experiments and analyses are described in Section 5. The last section summarizes the study and provides our conclusions.

2. Preliminaries and Related Work

This section explains the symbols used in the article and their corresponding meanings. Then, the related work is summarized.

2.1. Preliminaries

All parameters mentioned in this article are defined in Table 1.
2.2. Related Work

Some research has been done to look for key nodes in complex networks. Degree centrality [10] is the earliest proposed identification method for important nodes based on local features. Degree refers to the number of neighbors of a node. In this method, the greater the degree of the node, the more critical the node. Although the degree of complexity is low, the accuracy is not stable, and the phenomenon of the same order often occurs. Wang et al. [16] proposed a simple node importance evaluation method based on the degree of the node and the neighbor node. They believed that the degree of the node and the degree of neighbor nodes are greater and that the node is more important. Compared with degree centrality, this method can make full use of the local information of nodes to describe the differences between nodes. Later, researchers made improvements based on degree and proposed various methods to evaluate the importance of nodes [17–21]. Accuracy is increased to a certain extent, but complexity is also increased.

Freeman [11] proposed the concept of betweenness centrality based on global information when studying the influence of individuals in social networks. Betweenness refers to the number of shortest paths. The betweenness of a node usually refers to the number of shortest paths in the network that pass through the node. The number is greater and the importance of the node is higher in the network. Experiments show that the betweenness has high accuracy in identifying key nodes, but the complexity is also relatively high. Closeness centrality [22] is also a very typical method of identifying key nodes based on the global information of the network. The importance of a node is evaluated by calculating the shortest path length between the node and other nodes in the network. It is generally considered that the sum of the shortest path lengths is smaller and the closeness centrality is greater. It can be explained that the closer the node is to the center of the network, the more important the node is.

K-shell decomposition theory [23] is based on the key node method of node location attributes. The main idea of this method is to strip the nodes in the network from the outermost layer to the inner layer accordingly, removing one layer of nodes at a time. The last node to be removed is closer to the center of the network, which is considered to be more influential. The K-shell method is very suitable for large-scale networks due to its low complexity. However, there are limitations at the same time. The results of the classification of node importance are relatively rough in the network, and some nodes with large importance deviations are considered to have the same importance level. In addition, the K-shell method cannot distinguish the importance of nodes for special complex networks such as star networks and tree structure networks.

Recently, Ruan et al. [15] considered the characteristics of a weak connection of nodes and provided a method to evaluate the importance of nodes. Tang et al. [24] proposed the weighted K-order propagation number (WKPN) algorithm based on the network topology. Zhao et al. [13] proposed an edge-based and local partition method to identify the key nodes. Since the inter-domain routing systems have business relationships and are dynamic systems, the above method does not apply.

For inter-domain routing systems, there are few studies on identifying key nodes. Guo et al. [25] used degree as an index to evaluate the importance of nodes when studying
the cascading failures process of the inter-domain routing systems. It is believed that a node with a higher degree has more adjacent nodes, which leads to a larger traffic. Therefore, it is believed that a node with a higher degree of removal will have a greater impact. Schuchard et al. [7] used betweenness as an index to evaluate the importance of edges when studying CXPST attacks. It is believed that the betweenness is larger and the edge is more important. This evaluation method has a certain accuracy, but routing selection not only relies on the shortest path between two nodes but also needs to integrate various influencing factors in the inter-domain routing systems. Typical factors include the business relationships between autonomous domains, local priority, the source address type, and the address learning source. Therefore, the shortest path is not necessarily the optimal path ultimately selected.

Liu et al. [26] believed that the betweenness could not represent the characteristics of the inter-domain routing systems. Under the premise of considering the business relationships, they proposed a technique of evaluating AS importance based on the preferred route (AIPR). The preferred route represents the number of the best paths through nodes. The preferred route solves the problem that the betweenness does not, meaning the actual traffic. However, it does not consider the cascading-failures process and cannot fully reflect the role of nodes in failure propagation. Zhu et al. [27] thought that the inter-domain routing systems are a dynamic process and proposed a method for identifying key nodes of the inter-domain routing systems based on propagation dynamics. The attributes presented by this method consider the process of cascading failures, but there is no reasonable method to define the weights between the features. In addition, the important value of the node is calculated according to the influence of the failure, which is unrealistic in the existing inter-domain routing systems.

3. Topology Analysis of Inter-Domain Routing Systems

The topology of inter-domain routing systems conforms to the general rules of complex network, such as scale-free characteristics and small-world characteristics. However, the inter-domain routing systems has business relationships that are not available in general complex networks, resulting in the path of the inter-domain routing network being divided into two types, namely, valid paths and invalid paths.

3.1. Business Relationships

A business relationship is a paid relationship in which customers can exchange traffic with the service provider only if they pay the service provider. There are complex business relationships in the inter-domain routing systems. For the inter-domain routing network, even if two nodes have a connection relationships but no business relationships, then the information cannot be transmitted.

Service providers play an important role in the Internet, providing new users with access to the Internet services. Business relationships can be summarized into three types: provider-to-customer (P2C) or C2P, peer-to-peer (P2P), and sibling-to-sibling (S2S) [28]. S2S only occurs in a few cases, and in order to make the study more general, S2S was not considered in this study.

The business relationships is shown in the Figure 1, with the arrow of the line in the direction of payment. For example, \( B \rightarrow A \) means that customer B pays provider A, and B is a customer of A, that is, a C2P. A is the provider of B, that is, the P2C. At this time, customer B can exchange information with A to obtain resources. Similarly, customer D has to pay B to access resources. For \( B \leftrightarrow C \), it is a peer relationship, that is, a P2P. The relationship between the two ends of the connection is equal, and information can usually be exchanged for free. Therefore, to exchange information between nodes of an inter-domain routing systems, links and business relationships are required. Otherwise, the path may be invalid. The following examples illustrate valid and invalid paths.
Article [28] gives the definitions of a valid path and an invalid path in inter-domain routing systems. In the path from the source AS node to the target AS node, each relay AS node has a customer connected to it. Such a path is called a valid path. Contrary to the valid path, at least one relay AS node does not pay customers to it. Such a path is called an invalid path. Therefore, the key to determining whether it is a valid path is to find all relay AS nodes and determine whether there are customers connected to them.

Figure 2 shows several common path modes, with the bold line being the current path. The path in Figure 2a is (D, B, A, C, E). Among them, B, A, and C are relay AS nodes, and their customers are D, B, and C, and E, respectively. Therefore, (D, B, A, C, E) are valid paths. Similarly, (D, B, C, E) in Figure 2b are valid paths. In Figure 2c, the relay node in the path (F, B, A) is B, while node B in the path has no customers connected to it, so (F, B, A) is an invalid path. Similarly, (F, B, C, E) in Figure 2d are also invalid paths. The general pattern of valid paths can be summarized from the examples: first, there are zero or more C2P, followed by zero or one P2P, and finally zero or more P2C.

3.2. Optimal Valid Path Discovery Algorithm Considering Business Relationships

When calculating the routing path, the general shortest path algorithm is not suitable for inter-domain routing networks. Therefore, calculating the routing path considering the business relationships needs a new algorithm to solve it.

Based on the two-way Dijkstra algorithm, this study proposed an optimal valid path discovery algorithm (DBR) that considers business relationships. The main process of the DBR is shown in Algorithm 1. The idea is that on the basis of two-way Dijkstra algorithm, the judgment of whether the path is connected is added to it, so that the overall complexity of the algorithm will not increase. DBR can finally determine whether there is a valid path between two nodes, and if so, output the optimal valid path.
Algorithm 1 DBR

Input: Predecessor predlist, successors succlist, complex network G, source, target, forward business relationships fcrlist, reverse business relationships rcrlist

Output: The optimal path between the source node and the target node.

1: forward_fringe.add(source)
2: reverse_fringe.add(target)
3: while forward_fringe and reverse_fringe do
4: if len(forward_fringe) <= len(reverse_fringe) then
5:   this_level ← forward_fringe, forward_fringe = []
6:   for v ∈ Neighbour[v] do
7:     if w ∉ pred then
8:       k ← read_businessrelationship(G, v, w)
9:       if (fcrlist[v] = 1) or (fcrlist[v] = -1 and k = -1) or (fcrlist[v] = 0 and
10:          k = -1) then
11:         forward_fringe.add(w)
12:         pred[w] ← v
13:         d[w] ← k
14:     else
15:       w ← v
16:     end if
17:   end if
18:   if w ∈ succ then
19:     if (fcrlist[w] = 1) or (fcrlist[w] = -1 and p[w] = 1) or (fcrlist[w] = 0 and
20:        p[w] = 1) then
21:       optimalpath ← pred + succ
22:     end if
23:   end if
24:   end for
25: else
26:   this_level ← reverse_fringe, reverse_fringe = []
27:   for v ∈ this_level do
28:     for w ∈ Neighbour[v] do
29:       if w ∉ succ then
30:         j ← read_businessrelationship(G, v, w)
31:         if (rcrlist[v] = 1) or (rcrlist[v] = -1 and j = -1) or (rcrlist[v] = 0 and
32:            j = -1) then
33:           succ[w] ← v
34:           reverse_fringe.add(w)
35:           p[w] ← j
36:         else
37:           w ← v
38:       end if
39:     end if
40:     if w ∈ succ then
41:       if (rcrlist[w] = 1) or (rcrlist[w] = -1 and fcrlist[w] = 1) or (rcrlist[w] = 0
42:          and fcrlist[w] = 1) then
43:         optimalpath ← pred + succ
44:       end if
45:     end if
46:   end for
47: end while
In order to illustrate the effectiveness of the DBR algorithm, it was compared with the commonly used shortest path discovery algorithm [29] (Dijkstra) in a simple network. Figure 3 shows a simple network with business relationships. On the right is the business relationships between nodes, which is illustrated by (A,B,X). A and B are nodes, and X is the business relationships between A and B. If X = 1, then A and B are in a C2P relationship; if X = 0, then A and B are in a P2P relationship; and if X = −1, then A and B are in a P2C relationship. A total of 36 routing paths were found through the Dijkstra algorithm, and a total of 25 routing paths were found through the DBR algorithm. The extra 11 paths were confirmed to be invalid after a check. All the 11 extra paths were invalid. For example, there was no routing path for the node pair (1,7) and (1,9), and the path calculated by the Dijkstra algorithm was an invalid path. Therefore, it can be explained that the DBR algorithm can correctly identify the routing path in inter-domain routing systems.

![Figure 3. Simple network with business relationships.](image)

4. IKN-CF

As shown in Figure 4, IKN-CF mainly consists of four steps. The first step is to obtain basic network data, including business relationships and connection relationships. Then, the network topology is constructed to facilitate the calculation of the indicator. The second step is to select the cascading indicator that reflects the importance of the node, which is used to approximate the impact on the network after the node fails. The third step is to construct a key node identification model, including calculating the weight of the index and applying the TOPSIS method to obtain the importance value of the node. Finally, the ranking of importance of nodes is obtained. The important steps are described in detail below.
4.1. Selection of Cascading Indicators

4.1.1. Analysis of Cascading Indicators

In inter-domain routing systems, it is generally considered that the cascading impact of node failure on the network determines the importance of node in the network. The importance of nodes increases as this influence increases. Therefore, the primary problem of identifying key nodes is how to approximate the influence of the cascading-failures process on nodes and links in the network after node failure. It can be seen from the analysis of cascading failures in our previous work [30], due to the cascading failures, that the failure of nodes in the inter-domain routing systems will have two effects on the network. On the one hand, the load of other nodes increases due to the propagation of UPDATE messages. If the load exceeds the capacity, the node fails. On the other hand, the load traffic of the failed node selects a new path to transmit information, and the load traffic of the selected link will increase. If it is greater than the capacity of the link, the link will also fail. The UPDATE messages propagation process corresponds to the change of control plane traffic, and the load redistribution process corresponds to the change of data plane traffic.

Figure 5 is used to illustrate the effect of node and link failure. The heavier colors of nodes or links in the figure are caused by increased loads. In Figure 5a, after node G fails, neighbor nodes A and B will generate UPDATE messages, and reachable nodes C, D, E, and F of node G will receive UPDATE messages to increase the load. Afterwards, it is judged whether the number of UPDATE messages arriving at the same time is overloaded, and the overload becomes invalid. In Figure 5b, after node G fails, link AG and BG through node G are disconnected, and the traffic load that originally passed through node G will be
rerouted to link AC and BC. In this case, the load of link AC and BC increases. The overload state also becomes invalid. Therefore, how to select reference indicators to approximate the impact of these two aspects on the network is the primary problem to be solved in evaluating the importance of nodes.

![Diagram](image)

(a) Node failure.  
(b) Link failure.

**Figure 5.** The impact of node and link failure.

In addition to the changes in the node or link status during the cascading-failures process, the greatest change is the change in the traffic in the network. It is precisely because of changes in flow that failure will be caused. It can be seen from the above examples that the more reachable nodes of a failed node, the more UPDATE messages generated by neighbor nodes after the failure. When the number of reachable nodes of a node’s neighbor reaches a certain scale, it can cause traffic congestion on the control plane, which is more likely to cause cascading failures. Therefore, the number of reachable nodes of the neighboring node was selected to indicate the impact of the node failure on the control plane. For the load redistribution process, data plane traffic overload is the direct cause of load redistribution. The heavier the link load is, the more data traffic the node forwards. When the node fails, a large number of loads are rerouted to other links, which may lead to load redistribution and cascading failures. Therefore, the number of link loads was selected to indicate the impact on the data plane after the node fails.

The number of reachable nodes (NR) and the number of link loads (NL) are called cascading indicators, which can approximate the impact of node failure on the network. These two indicators are both positive indicators, which are positively related to the importance of nodes.

### 4.1.2. Calculation of Cascading Indicators

From the above analysis, NR is used to represent the impact of node failure on the network data plane. The NR can be defined as:

\[
NR_i = \sum_{j \in \Gamma_i} R_j,
\]

where \( \Gamma_i \) is the neighbor node set of \( v_i \), and \( R_j \) represents the reachable node of \( v_j \), which can be obtained by the DBR algorithm presented in Section 3.2. The larger the NR of a node is, the more important the node is.

NL was used to represent the influence of node failure on the network control plane. NL can be defined as:

\[
NL_i = \sum_{j \in \Gamma_i} L_{ij},
\]

where \( L_{ij} \) represents the link load of link \( ij \).
where \( L_{ij} \) is mainly related to the number of valid paths \( N_{OVPS_{mn}(ij)} \) calculated by the DBR algorithm and the unit traffic \( \alpha \) on the link. \( L_{ij} \) can be denoted as:

\[
L_{ij} = \sum_{m,n \in V} \alpha N_{OVPS_{mn}(ij)},
\]

(3)

4.2. The Identifying Key Nodes Model

The weights for NR and NL cannot be obtained empirically. To be more objective and accurate, this study used entropy to calculate the weight of the indicator. The indicator that can reflect the importance of nodes is regarded as the scheme’s attributes, and the importance of each scheme is quantified by calculating the proximity to the best scheme of each attribute by TOPSIS. Finally, we can obtain the ranking of node importance.

\[ V = \{ v_1, v_2, v_3, \ldots, v_n \} \] is the set of nodes, and \( C = \{ c_1, c_2, c_3, \ldots, c_m \} \) is the indicator set of nodes. The \( j \)-th indicator of the \( v_i \) is denoted as \( c_{ij}(i = 1, 2, 3, \ldots, n; j = 1, 2, 3, \ldots, m) \). Then, the indicator matrix of the node can be expressed as \( E = (c_{ij})_{n \times m} \).

4.2.1. Using Entropy to Calculate the Weight of Indicators

Generally, the information entropy of a certain indicator is smaller, and the variation in orders of magnitude and units, we first needed to standardize the indicator matrix \( E \), and then a normalized matrix \( U \) was constructed from the \( E \).

\[
u_{ij} = \frac{c_{ij} - \min_{1 \leq i \leq n} (c_{ij})}{\max_{1 \leq i \leq n} (c_{ij}) - \min_{1 \leq i \leq n} (c_{ij})},
\]

(4)

where \( i = 1, 2, 3, \ldots, n; j = 1, 2, 3, \ldots, m \). \( u_{ij} \) is the normalized value of the \( j \)-th indicator of \( v_i \). \( \max_{1 \leq i \leq n} (c_{ij}) \) is the maximum value of the \( j \)-th indicator. \( \min_{1 \leq i \leq n} (c_{ij}) \) is the minimum value of the \( j \)-th indicator.

Then, we calculated the information entropy \( H_j \) of the \( j \)-th indicator in the \( U \), and \( H_j \) can be denoted as:

\[
H_j = -\frac{\sum_{i=1}^{n} a_{ij} \ln a_{ij}}{\ln n},
\]

(5)

where \( j = 1, 2, 3, \ldots, m \). When \( a_{ij} = 0 \), \( a_{ij} \ln a_{ij} = 0 \). \( a_{ij} \) can be denoted as:

\[
a_{ij} = \frac{u_{ij}}{\sum_{i=1}^{n} u_{ij}}.
\]

(6)

The weight of the \( j \)-th indicator can be denoted as:

\[
W_j = \frac{1 - H_j}{m - \sum_{j=1}^{m} H_j},
\]

(7)

where \( j = 1, 2, 3, \ldots, m \).

Finally, the weight vector indicator was determined as \( W = (W_1, W_2, W_3, \ldots, W_m)^T \), and \( \sum_{j=1}^{m} W_j = 1 \).

4.2.2. Using TOPSIS to Calculate the Importance of Nodes

Firstly, the weighted normalized indicator matrix \( E = (p_{ij})_{n \times m} \) was constructed from \( W \) and \( U \). The calculation process can be denoted as:

\[
E = (p_{ij})_{n \times m} = (W_j \cdot u_{ij})_{n \times m} i \in n, j \in m,
\]

(8)
where \( p_{i,j} \) is the element of the weighted normalized evaluation matrix \( E \), and \( W_j \) is the weight corresponding to the attribute. \( u_{i,j} \) is the element of the normalized evaluation matrix \( U \).

Secondly, to find out the positive ideal solution \( p^+ = \{ p^+_1, p^+_2, p^+_3, \cdots, p^+_m \} \) and the negative ideal solution \( p^- = \{ p^-_1, p^-_2, p^-_3, \cdots, p^-_m \} \) for each indicator, the calculation process can be denoted as:

\[
\begin{align*}
    p^+_j &= \{ p^+_1, p^+_2, p^+_3, \cdots, p^+_m \} = \max_i \{ p_{i,j} | 1 \leq i \leq n \}, \\
    p^-_j &= \{ p^-_1, p^-_2, p^-_3, \cdots, p^-_m \} = \min_i \{ p_{i,j} | 1 \leq i \leq n \},
\end{align*}
\]

where \( j = 1, 2, 3, \cdots, m \), and \( p^+ \) is the maximum value of the \( j \)-th indicator. \( p^- \) is the minimum value of the \( j \)-th indicator.

Then, the weighted distance between each attribute and its positive ideal point \( D^+_i \) and negative ideal point \( D^-_i \) in the weighted normalized evaluation matrix is solved. The calculation process can be denoted as:

\[
\begin{align*}
    D^+_i &= \sqrt{\sum_{j=1}^{m} W_j \times (p^+_j - p^-_i)^2}, i = 1, 2, 3, \cdots, n. \\
    D^-_i &= \sqrt{\sum_{j=1}^{m} W_j \times (p^-_j - p^-_i)^2}, i = 1, 2, 3, \cdots, n.
\end{align*}
\]

Finally, the importance value of each node is calculated, that is, the degree of closeness to the ideal point \( Q = \{ q_1, q_2, q_3, \cdots, q_n \} \). The calculation process can be denoted as:

\[
    z_i = \frac{D^-_i}{D^+_i + D^-_i}, i = 1, 2, 3, \cdots, n, 0 \leq z_i \leq 1,
\]

where \( z_i \) is the proximity of \( v_i \) to the ideal point. The \( z_i \) is larger, the closer the evaluation attribute of \( v_i \) is to the positive ideal point, and its importance is higher. On the other hand, the \( z_i \) is smaller, the farther the evaluation attribute of \( v_i \) is from the positive ideal point, and its importance is lower.

5. Results and Analysis

5.1. Data and Parameters in the Experiment

The cascading-failures model for inter-domain routing systems (CFM-IRS) proposed by Zhang et al. [31] is the most reasonable and realistic model for modeling and analyzing cascading failures of inter-domain routing systems. In order to ensure the fairness and accuracy of the comparative experiment, the experiment in this study was carried out in CFM-IRS. The topological structures of India and UK were selected from the as-relationships data set of the CAIDA [32] project in August 2021. We analyzed the connection and business relationships between AS to establish a basic network environment as the basis for running the CFM-IRS. The information for India and the UK is shown in Table 2. It includes parameters related to the CFM-IRS running.

| Parameter | India | UK  | Descriptions               |
|-----------|-------|-----|----------------------------|
| Num_V     | 2406  | 1191| The number of nodes.       |
| Num_E     | 4052  | 2946| The number of links.       |
| \( \alpha \) | 1     | 1   | Basic unit flow.           |
| \( \beta \) | 0.3   | 0.3 | Tolerance parameter.       |
| \( R \)   | 250   | 100 | The capacity of \( v_i \). |
| \( \Delta T_i \) | 5     | 5   | Recovery delay of \( v_i \). |
| \( \Delta T_{ij} \) | 5     | 5   | Recovery delay of \( c_{ij} \). |
5.2. Metric of Evaluation

In this study, the failure rate was used to evaluate the damage degree of the network. The greater the failure rate, the greater the damage of the network. The Kendall tau correlation coefficient [17] was used to calculate the correlation between the two ranking lists. When the Kendall tau correlation coefficient approaches 1, it indicates that the two ranking lists are very similar.

5.2.1. Failure Rate

A node’s importance is generally considered equivalent to the amount of damage to the network caused by removing the node. The failure rate (FR) was used to indicate the degree of damage to the network caused by the removal of nodes, which can be denoted as:

\[ f = \frac{N_{Fv} + N_{Fe}}{W}, \]  

(12)

where \( N_{Fv} \) represents the number of failed nodes. \( N_{Fe} \) represents the number of failed links. \( N_{Fv} + N_{Fe} \) represents the number of all failures in the network. \( W \) represents the total number of initial nodes and links.

The greater the FR of \( v_i \), the higher the importance of \( v_i \). It is difficult to obtain the FR of all nodes directly in a large-scale network, due to the complexity of CFM-OVP running. However, a small number of nodes were given, and a local optimal ranking (LOR) was obtained according to the failure rate in descending order. LOR can be used as a standard for evaluating the method of key nodes.

5.2.2. Kendall Tau Correlation Coefficient

In order to evaluate the accuracy of IKN-CF, the Kendall tau correlation coefficient (KT) was used to measure the degree of correlation between the methods. It can be denoted as:

\[ \tau = \frac{N_c - N_d}{\frac{1}{2}N(N-1)}, \]  

(13)

where \( N_c \) is the number of concordant pairs, \( N_d \) is the number of discordant pairs, and \( N \) is the number of nodes in the network. Let \((x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\) be a joint node pair of two ranking X and Y. If \( x_i > x_j \) and \( y_i > y_j \) or \( x_i < x_j \) and \( y_i < y_j \), the \((x_i, y_i)\) and \((x_j, y_j)\) are considered to be the concordant pairs. If \( x_i > x_j \) and \( y_i < y_j \) or \( x_i < x_j \) and \( y_i > y_j \), the \((x_i, y_i)\) and \((x_j, y_j)\) are considered to be the discordant pairs. If \( x_i = x_j \) or \( y_i = y_j \), the \((x_i, y_i)\) and \((x_j, y_j)\) are considered to be neither the concordant pairs nor discordant pairs.

5.3. Experimental Analysis

5.3.1. Effectiveness of IKN-CF

In order to verify the accuracy of the method, only one node was removed from the inter-domain routing network at one time, and the FR of the network after the removal of this node was calculated. Until all nodes had been individually removed once, we calculated the FR of each node after being removed separately. In this study, AIPR [26], spreading-dynamics-based key nodes identification (SD-KNI) [27], and degree centrality [10] were compared with IKN-CF. Figure 6 shows the relationship between the importance ranking of nodes and FR obtained by the four ranking methods in the two inter-domain routing networks. The lower the number of the X-axis, the more influential the node was. Since there is little difference in the importance of the nodes at the bottom of the ranking, only the results of the top 100 in the ranking are shown in Figure 6.

As shown in Figure 6, in the Indian network, the importance ranking result of IKN-CF proposed in this study had the best effect compared with other methods, and the FR basically decreased with the increase in the importance ranking number. The AIPR resulted in a ranking with the first 20 nodes, which is obviously not reasonable. SD-KNI had the worst ranking result for the importance of nodes, and the importance of nodes after ranking...
number 76 was consistent, indicating that the was is not accurate and that the method is relatively rough. As shown in Figure 6d, the overall trend of degree ranking results was better than AIPR and SD-KNI, but the ranking results were somewhat scattered. In the UK network, the results of the AIPR and IKN-CF were reasonable. As shown in Figure 6g, the SD-KNI ranking result was the most chaotic. According to the ranking obtained by the degree, there were more nodes with high importance in the ranking numbers between 80 and 100, as shown in Figure 6h. We found failure rate faults with the decrease in the importance of nodes, indicating that the nodes with extensive damage to the network were more concentrated.

5.3.2. Accuracy of IKN-CF

To further compare the accuracy of the methods, the KT between the results of the top 100 in the ranking obtained by the four methods and LOR was calculated in the two networks, as shown in Figure 7. In the Indian network, the $\tau_{KT} = 0.8364$ between IKN-CF and LOR, which was the highest among the four methods. It shows that the ranking result of IKN-CF is the most similar to the LOR and is the most accurate among the four methods. The KT between SD-KNI and LOR was the lowest, being only 0.6319. In addition, the closer the position of the colored dots to the diagonal line, the better the ranking result. As can be seen from the distribution of the colored dots in Figure 7a–d, IKN-CF was superior to AIPR, SD-KNI, and degree. SD-KNI and degree often had a ranking result that did not match the importance of the nodes, which is obviously inappropriate.

In the UK network, the $\tau_{KT} = 0.8335$ between IKN-CF and LOR, which was still the best among the four methods. The $\tau_{KT} = 0.8274$ between AIPR and LOR, and it as similar to IKN-CF. This shows that the two methods were equally accurate in the UK. As shown in Figure 7h, by observing the position and color of the dots, the ranking result of degree was the most accurate at the nodes with a ranking number between 10 and 20.

Overall, IKN-CF had a similar KT in the two networks, and it was the highest among the four methods, indicating that IKN-CF is stable, widely applicable, and accurate. However, SD-KIN not only has a poor ranking effect but also fluctuates wildly in different networks. The ranking result of AIPR was second only to IKN-CF and superior to SD-KNI and degree. For the degree, the importance ranking ability of nodes with the ranking number after 30 needs to be improved.
Figure 6. The relationship between the top 100 key nodes and the FR after nodes are removed. The green dots are nodes in the network, and the X-axis of the dots indicates the ranking number of the node under the corresponding method. The Y-axis of the dot indicates the failure rate of after it had been removed.
Figure 7. The KT between LOR and results of the top 100 in the ranking obtained by the IKN-CF, AIPR, SD-KNI, and degree on two real networks (India and UK). The X-axis of the dots indicates the ranking number of the node under the corresponding method. The Y-axis of the dot indicates the ranking number of the node in LOR. The color of the dot indicates the failure rate after removing the node.
6. Conclusions

For the shortcomings of traditional identification methods for important nodes in inter-domain routing systems, this study proposed a method for identifying key nodes in inter-domain routing systems based on cascading failures. In addition, based on the existing business relationships of inter-domain routing systems, this study proposed an optimal valid path discovery algorithm, which provides convenience for the calculation of cascading indicators. In the two inter-domain routing systems (India and the UK), we compared the top 100 in the ranking obtained by the IKN-CF, AIPR, SD-KNI, and degree. The experimental results show that the IKN-CF performed best, and the failure rate basically decreased with the increase in the importance-ranking number. Then, the KT was introduced. In the Indian network, the $\tau_{KT} = 0.8364$ between IKN-CF and LOR. In the UK network, the $\tau_{KT} = 0.8335$ between IKN-CF and LOR. Compared with the other three methods, IKN-CF had the highest KT with LOR, with an average increase of at least 12.8%. In addition, the KT of IKN-CF in the two networks was almost the same, which indicates that the IKN-CF is stable and widely applicable.

In future work, under the premise of considering the cost, we plan to analyze the damage strategy that the attacker may apply to provide a basis for defending the inter-domain routing systems. The IKN-CF can provide significant support for this.

Author Contributions: Conceptualization, W.Z. and Y.W.; methodology, W.Z. and X.X.; validation, W.Z. and J.Z.; writing—original draft preparation, W.Z.; writing—review and editing, Y.W. and X.X.; All authors have read and agreed to the published version of the manuscript.

Funding: This research was partially supported by the National Natural Science Foundation of China under Grant No. 62002377, 62072424, 61772546, 61625205, 61632010, 61751211, 61772488, and 61520106007; by the Key Research Program of Frontier Sciences, CAS, No. QYZDY-SSW-JSC002; by the NSFC with No. NSF ECCS-1247944; by the NSFC CNS 1526638; and in part by the National Key Research and Development Plan No. 2017YFB0801702, 2018YFB1004704.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data used in this study are from https://publicdata.caida.org/datasets/as-relationships/ (accessed on 25 September 2021).

Acknowledgments: We are grateful for the experimental environment provided by the School of Electronic Engineering, National University of Defense Technology.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Gao, L.; Rexford, J. Stable Internet routing without global coordination. IEEE/ACM Trans. Netw. 2001, 9, 681–692.
2. Butler, K.; Farley, T.R.; McDaniel, P.; Rexford, J. A survey of BGP security issues and solutions. Proc. IEEE 2009, 98, 100–122. [CrossRef]
3. Li, S.; Zhuge, J.; Li, X. Study on BGP Security: Study on BGP Security. J. Softw. 2014, 24, 121–138. [CrossRef]
4. Goldberg, S. Why Is It Taking So Long to Secure Internet Routing? Queue 2014, 12, 20–33. [CrossRef]
5. Vervier, P.A.; Thonnard, O.; Dacier, M. Mind Your Blocks: On the Stealthiness of Malicious BGP Hijacks. In Proceedings of the Network and Distributed System Security Symposium (NDSS 2015), San Diego, CA, USA, 4–8 February 2015; Volume 10, pp. 110–115.
6. Murphy, S.L. BGP Security Vulnerabilities Analysis. RFC 2006, 4272, 1–22.
7. Schuchard, M.; Mohaisen, A.; Foo Kune, D.; Hopper, N.; Kim, Y.; Vasserman, E.Y. Losing control of the internet: Using the data plane to attack the control plane. In Proceedings of the 17th ACM Conference on Computer and Communications Security, Chicago, IL, USA, 4–8 October 2010; pp. 726–728.
8. Deng, W.; Zhu, P.; Lu, X.; Plattner, B. On Evaluating BGP Routing Stress Attack. J. Commun. 2010, 5, 13–22. [CrossRef]
9. Li, H.; Zhu, J.; Qiu, H.; Wang, Q.; Zhou, T.; Li, H. The new threat to internet: DNP attack with the attacking flows strategizing technology. Int. J. Commun. Syst. 2015, 28, 1126–1139. [CrossRef]
10. Bonacich, P. Factoring and weighting approaches to status scores and clique identification. J. Math. Sociol. 1972, 2, 113–120. [CrossRef]
11. Freeman, L. A set of measures of centrality based upon betweenness. Sociometry 1977, 4, 63–79.
12. Watts, D.; Strogatz, S. Collective dynamics of ‘small-world’ networks. *Nature* **1998**, *393*, 440–442. [CrossRef] [PubMed]

13. Zhao, W.; Wang, Y.; Xiong, X.; Yang, F. Finding Key Nodes in Complex Networks: An Edge and Local Partition Approach. In Proceedings of the 2020 IEEE 6th International Conference on Computer and Communications (ICCC), Chengdu, China, 11–14 December 2020; pp. 1053–1057.

14. Liu, J.; Xiong, Q.; Shi, W.; Shi, X.; Wang, K. Evaluating the importance of nodes in complex networks. *Phys. A Stat. Mech. Its Appl.* **2016**, *452*, 209–219. [CrossRef]

15. Ruan, Y.; Tang, J.; Hu, Y.; Wang, H.; Bai, L. Efficient Algorithm for the Identification of Node Significance in Complex Network. *IEEE Access* **2020**, *8*, 28947–28955. [CrossRef]

16. Wang, J.; Rong, L.; Guo, T. A new measure method of network node importance based on local characteristics. *J. Dalian Univ. Technol.* **2010**, *50*, 822–826.

17. Chen, D.; Gao, H.; Lü, L.; Zhou, T. Identifying Influential Nodes in Large-Scale Directed Networks: The Role of Clustering. *PLoS ONE* **2013**, *8*, e77455. [CrossRef] [PubMed]

18. Chen, D.; Lü, L.; Shang, M.S.; Zhang, Y.C.; Zhou, T. Identifying influential nodes in complex networks. *Phys. A Stat. Mech. Its Appl.* **2012**, *391*, 1777–1787. [CrossRef]

19. Gao, C.; Wei, D.; Hu, Y.; Mahadevan, S.; Deng, Y. A modified evidential methodology of identifying influential nodes in weighted networks. *Phys. A Stat. Mech. Its Appl.* **2013**, *392*, 5490–5500. [CrossRef]

20. Zhuo-ming, R.; Feng, S.; Jianguo, L.; Qiang, G.; Bing-hong, W. Node importance measurement based on the degree and clustering coefficient information. *Acta Phys. Sin.* **2013**, *62*, 128901.

21. Ibnoulouafi, A.; El Haziti, M.; Cherifi, H. M-centrality: Identifying key nodes based on global position and local degree variation. *J. Stat. Mech. Theory Exp.* **2018**, *2018*, 073407. [CrossRef]

22. Freeman, L.C. Centrality in social networks conceptual clarification. *Soc. Netw.* **1978**, *1*, 215–239. [CrossRef]

23. Kitsak, M.; Gallos, L.K.; Havlin, S.; Liljeros, F.; Muchnik, L.; Stanley, H.E.; Makse, H.A. Identification of influential spreaders in complex networks. *Nat. Phys.* **2010**, *6*, 888–893. [CrossRef]

24. Tang, P.; Song, C.; Ding, W.; Ma, J.; Dong, J.; Huang, L. Research on the node importance of a weighted network based on the k-order propagation number algorithm. *Entropy* **2020**, *22*, 364. [CrossRef] [PubMed]

25. Guo, Y.; Wang, Z.; Luo, S.; Wang, Y. A cascading failure model for interdomain routing system. *Int. J. Commun. Syst.* **2012**, *25*, 1068–1076. [CrossRef]

26. Hong, L. Technique of Evaluating AS Importance Based on Preferred Route. *J. Softw.* **2012**, *23*, 28947–28955.

27. Huihu, Z.; Han, Q.; Junhu, Z.; Ziyi, Z. Spreading dynamics based key nodes identification in inter-domain routing system. *Chin. J. Netw. Inf. Secur.* **2018**, *5*, 9.

28. Gao, L. On inferring autonomous system relationships in the Internet. *IEEE/ACM Trans. Netw.* **2001**, *9*, 733–745.

29. Dijkstra, E.W. A note on two problems in connexion with graphs. *Numer. Math.* **1959**, *1*, 269–271. [CrossRef]

30. Zhao, W.; Wang, Y.; Xiong, X.; Li, Y. CFM-RFM: A Cascading Failure Model for Inter-Domain Routing Systems with the Recovery Feedback Mechanism. *Information 2021*, *12*, 247. [CrossRef]

31. Zhang, J.; Zhang, J.; Xiong, X.; Wang, Y. Optimal valid path prediction method for inter-domain networks considering commercial relationships. *J. Phys. Conf. Ser.* **2020**, *1693*, 012023. [CrossRef]

32. CAIDA. The CAIDA AS Relationships Dataset. [EB/OL]. 2021. Available online: [http://www.caida.org/data/active/as-relationships](http://www.caida.org/data/active/as-relationships) (accessed on 25 September 2021).