Spatiotemporal modeling of first and second wave outbreak dynamics of COVID-19 in Germany
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Abstract
The COVID-19 pandemic has kept the world in suspense for the past year. In most federal countries such as Germany, locally varying conditions demand for state- or county-level decisions to adapt to the disease dynamics. However, this requires a deep understanding of the mesoscale outbreak dynamics between microscale agent models and macroscale global models. Here, we use a reparameterized SIQRD network model that accounts for local political decisions to predict the spatiotemporal evolution of the pandemic in Germany at county resolution. Our optimized model reproduces state-wise cumulative infections and deaths as reported by the Robert Koch Institute and predicts the development for individual counties at convincing accuracy during both waves in spring and fall of 2020. We demonstrate the dominating effect of local infection seeds and identify effective measures to attenuate the rapid spread. Our model has great potential to support decision makers on a state and community politics level to individually strategize their best way forward during the months to come.
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1 Introduction
The year 2020 was dominated by the historic, global outbreak of the coronavirus disease, COVID-19 (SARS-CoV-2). With the first official cases being reported in December 2019 in Wuhan, China (Lu et al. 2020); cases have quickly spread over the entire world, culminating in the World Health Organization (WHO, 2020) declaring it a global pandemic on March 11, 2020.
Since then, each individual country had to find their own way to get the rapid spreading under control, to ‘flatten the curve,’ and to avoid a breakdown of the healthcare system.
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Different strategies of shutdown as well as travel and contact restrictions have been implemented in different countries and states, with more or less evidence for their success (Chinazzi et al. 2020; Maier and Brockmann 2020; Fang et al. (2020). While most countries managed to get the first wave of rising infections in spring under control, loosened restrictions in many European countries over the summer were followed by another steep increase and the widely feared (Xu and Li 2020), yet well predicted (Cacciapaglia et al. 2020) second wave in fall and winter. Other countries, such as the USA or Brazil, seemed to have moved from the first to the second wave more directly. This could be explained by the mere size of these countries, where a first wave may still propagate through more distant areas, while the second wave would already emerge (Cacciapaglia et al. 2020; Reiner et al. 2021).

Especially during the earlier phase of the pandemic, Germany had been given special attention. Firstly, its reported death counts were significantly lower than in neighboring countries such as Italy, Spain, or France (Johns Hopkins University 2020). This gave rise to the question whether Germany could serve as an important example for successful strategies to mitigate the impact now and during future pandemics. Secondly, its federal
structure has led to different responses across its states to reduce human contact and prevent further spreading. While locally tailored reactions may benefit the people’s acceptance in the short run, widespread confusion over ever-changing rules and weary discussions to present a more united front against the virus may simultaneously undermine the effectiveness of the countermeasures, as seen specifically during the second wave. Thirdly, the Robert Koch Institute (RKI) provides locally resolved data on current cases in each county, enabling us to fit and test distributive models (Robert Koch Institute 2020a) that can predict the temporal and spatial outbreak dynamics.

Besides the medicinal effort to understand the disease, numerous mathematical studies have focused on modeling the outbreak dynamics of COVID-19, predict its future course, and provide scientific reasoning for political decisions. Typically, those epidemiology models follow the basic idea of compartmentalizing the entire population into different subgroups and modeling their coupled evolution with a set of ordinary differential equations (ODEs). Despite their inferiority in modeling the disease process based directly on data, which is possible with more complex memory-type models (Keimer and Pflug 2020; Kergaßner et al. 2020), their simplicity has paved their success. The most basic of such models is the SIR model, with groups of susceptible, infectious, and recovered or removed people, dating back to the 1920s (Kermack and McKendrick 1927). Overall, the course of a COVID-19 infection within such compartment models is quite well established by now. A susceptible is first exposed to the virus to become infected, before becoming infectious himself after some latency period. From here on, the infection may take various courses (An der Heiden and Buchholz 2020), ranging from no or mild symptoms for arguably the largest group of patients, to strong symptoms and patients who require hospitalization or even intensive care, before they recover or die from the disease. Severity mostly seems to depend on existing pre-conditions and general health, but also other reasons that have not yet been fully understood (Zhou et al. 2020; Yuan et al. 2020).

The well-known SIR model has been extensively analyzed (Hethcote 2000) and extended to finer compartments (see Pastor-Satorras et al. 2015 for an earlier overview) that mimic the described course. Examples include the SEIR model with an exposed group, the SEIRD model to separate truly recovered and dead, an ŝ(E)IQR model (Pedersen and Meneghini 2020; Hethcote et al. 2002; Jumpen et al. 2009) that puts known infections into a quarantined group that does not infect others, or the MSEIR model (Hethcote 2000) to include children with mother immunity, thus covering non-constant population sizes. Overall, these models have been abundantly applied to locally analyze COVID-19 outbreak dynamics in various countries, largely focusing on China (Kucharski et al. 2020; Maier and Brockmann 2020), Italy (Pedersen and Meneghini 2020), and the USA (Peirlinck et al. 2020).

However, models to predict the temporal and spatial spreading of the virus have so far been rather limited, while agent-based models (Eubank et al. 2004) successfully cover the high-resolution end at the level of individual people and their movement, especially the intermediate to high resolution on a state or county level is understudied territory—even though this is exactly where many of the political decisions are being made. Recent works analyze statistical relationships between neighboring provinces in China (Kang et al. 2020) or city districts in New York City (Cordes and Castro 2020). A variant of the SIRS model has previously been coupled to a reaction–diffusion model (Yamazaki and Wang 2017) to mathematically study cholera dynamics with partial differential equations (PDE). Colizza et al. have focused on the importance of the air travel network as a basis for global diffusion at a pandemic outbreak (Colizza et al. 2006). Following this strategy, Ellen Kuhl’s group at Stanford have coupled an air travel network to the SEIR model to understand spatial spreading in China, the USA (Peirlinck et al. 2020), and across Europe (Linka et al. 2020). Air travel is likely a major player at the very beginning of a global outbreak, in area-wise very large countries, such as the USA, and when lifting travel bans again (Linka et al. 2020). However, other factors may be more important in understanding the spatial distribution, for example across Europe, and within individual countries such as Germany. Zheng et al. similarly find higher correlations between case numbers and daily bus and train route frequencies, compared to air travel in China (Zheng et al. 2020). Especially with air travel being tightly controlled, operating at much lower volume, and dominating infection seeds present in all countries, we are in need of short- to mid-range network models on the county and province level (Prasse et al. 2020). At this level, models may be further informed by other, more societal factors such as income or occupation (Mollalo et al. 2020). While the global epidemic and mobility (GLEAM) model (Balcan et al. 2009) also includes air travel as the major source of wide-range disease spreading, it simultaneously models more localized commuting patterns that correspond well to traffic data in Germany, among other countries. The model is capable of explaining a large part of COVID-19 spreading in mainland China (Chinazzi et al. 2020).

As suggested by multiple previous studies (Ma et al. 2020; Bai et al. 2020), mildly or asymptomatic carriers account for the major share of new infections, and the large number of hidden infections facilitated global spreading (Li et al. 2020). Thus, here we model the spatiotemporal outbreak dynamics of COVID-19 in Germany with an SIQR model that specifically distinguishes between the group of hidden infectious I and a Q group that holds people with known, quarantined infections that, consequently, do not
infect others anymore (Kergaßner et al. 2020). Since Germany was several weeks behind China and Italy during the first phase of the pandemic with several global travel restrictions already in place, we couple the SIQRD model to the GLEAM mobility network to model short-range and intra-country interactions essential to locally resolve the evolution of the COVID-19 pandemic. We fit our model to both the first and second wave in Germany and compare differences and similarities in disease dynamics and political reactions, thereby demonstrating its robust predictive capabilities.

2 Methods

We model the spatiotemporal outbreak dynamics of COVID-19 in Germany with an SIQRD model, coupled to a network model that allows for spatially distributed cross-county infections. We start out with the description of our basic compartment model that mainly governs the spread of the disease over time, and then continue with its spatial interactions and resolution. All simulations were implemented and performed in Octave 5.2.0 using packages optim 1.6.0, statistics 1.4.1, io 2.4.13, parallel 4.0.0, and splines 1.3.3.

2.1 Basic SIQRD model

In contrast to many existing studies that use a standard SEIR(D) model including a latency period between being infected and becoming infectious (Peirlinck et al. 2020; Linka et al. 2020), we focus on the difference between asymptomatic or mildly symptomatic, unknown cases that account for the major share of new infections (Ma et al. 2020; Bai et al. 2020), and people with noticeable symptoms. We integrate this knowledge and use an SIQRD model (Hethcote 2000; Jumpen et al. 2009) that specifically distinguishes between the infectious group I, representing a measure for the estimated total number of infections, and a group Q representing known and therefore quarantined infections, who do not infect others anymore (Pedersen and Meneghini 2020). In our case, the transition rate \( \alpha \) from I to Q describes how long it takes for an infected person to be tested/detected and put in quarantine. The remaining three groups are considered as usual, where S represents the initial state of being susceptible, R represents truly recovered, and D dead. Some fraction of I can directly recover at rate \( \gamma_1 \) without ever being tested, overall representing the hidden infections that are never detected, while the remainder transitions to Q at rate \( \alpha \). The rate \( \gamma_2 \) describes the rate to recover from a tested infection, while \( \delta \) represents the rate to die from a confirmed infection (see schematic in Fig. 1). Thus, our model is based on the assumption that all those dying of COVID-19 are also identified through testing. Overall, normalized by population, we obtain the set of equations

\[
\begin{align*}
\dot{s} &= -\beta si \\
\dot{i} &= +\beta si - \alpha i - \gamma_1 i \\
\dot{q} &= +\alpha i - \gamma_2 q - \delta q \\
\dot{r} &= +\gamma_1 i + \gamma_2 q \\
\dot{d} &= +\delta q.
\end{align*}
\]

Since we are neglecting disease-unrelated births and deaths, the total number of people \( N \) is constant, in Germany \( N \approx 8e7 \), such that \( N \cdot [s + i + q + r + d] = S + I + Q + R + D = N \).

For easier interpretation of the model parameters, we introduce the dark ratio \( \omega \) and the true mortality \( \mu \) (Kergaßner et al. 2020) as

\[
\begin{align*}
\omega &= 1 + \frac{\gamma_1}{\alpha}, \\
\mu &= \frac{\delta}{\gamma_2 + \delta} \frac{\alpha}{\alpha + \gamma_1}.
\end{align*}
\]

Thus, we can replace the previous parameters \( \alpha \) and \( \delta \) by

\[
\begin{align*}
\alpha &= \frac{\gamma_1}{\omega - 1}, \\
\delta &= \gamma_2 \frac{\mu \omega}{1 - \mu \omega}.
\end{align*}
\]

If we consider the stationary point \( \{i\} \) when the pandemic has passed, we can directly relate the number of confirmed or tested infections to the estimated overall number of
infections by \( \hat{I} = \alpha \hat{Q} \), while \( \mu \) represents the fraction of all infected people that died. The true mortality \( \mu \) is also often referred to as infection fatality rate (IFR). Further, the mortality can also be represented by the ratio of deaths over cumulative total infections, \( \mu = \hat{D}/\hat{I} \). Since \( \omega = 1/\hat{Q} \), we identify the stationary relationship

\[
\frac{\hat{D}}{\hat{Q}} = \mu \omega. \tag{10}
\]

In other words, the measurable ratio \( D/Q \), usually referred to as the case fatality rate (CFR), will eventually approach the number \( \mu \omega \), demonstrating the inherent dependence of the two parameters, making it impossible to identify them separately from one another. During the course of the pandemic, however, CFR will not be constant (Dudel et al. 2020).

### 2.1.1 Modeling political measures and contact restrictions

Following our previous findings (Kergaßner et al. 2020), we introduce federal state-wise initial infection rates \( \beta_{j0} \) with \( j \in \{1, \ldots, 16\} \), and up to \( m \) reduction factors \( \beta_m^{\text{red}} \) representing imposed major restrictions. The reduction factors are assumed constant for all of Germany, but we respect their (potentially state-dependent) starting dates \( T_{ji} \), which yields a piece-wise constant function for each state \( \beta_{ji}(t) \), such that the effective contact rate results in

\[
\beta_j(t) = \beta_{j0} \prod_{i=1}^{m} \beta_{ji}(t), \quad \text{where} \quad \beta_{ji}(t) = \begin{cases} 1, & \text{if } t < T_{ji}, \\ \beta_{ji}^{\text{red}}, & \text{otherwise.} \end{cases} \tag{11}
\]

Note that we consider the spring and fall infection waves separately, starting over with a new timeline and initial infection rate \( \beta_{j0} \). In our fitting and prediction periods, we do not consider the time when restrictions are removed, but those can easily be included by resetting the corresponding reduction factor back to 1.0. For the first wave, we follow the implemented policies and consider two reduction factors \( \beta_1^{\text{red}} \) and \( \beta_2^{\text{red}} \) that represent the major restrictions of \( i = 1 \) cancelling large events and \( i = 2 \) general contact restrictions, together with school closings. Those two major restrictions were enacted simultaneously in all of Germany on March 8 and March 22, 2020, respectively. For the second wave in the fall, we consider only one reduction factor when the partial lockdown was enacted on November 2, 2020, in all of Germany.

### 2.1.2 Reproduction number

The model allows for straight-forward estimates on the initial and effective reproduction numbers \( R_0 \) and \( R_{\text{eff}} \), respectively, which are well known in public and the general media as the number of infections originating from one infected person. Since this number is represented by the ratio between the influx and outflux of the hidden infectious group \( I \) in our model, we obtain the time-dependent upper-bound expression

\[
R_{\text{eff}}(t) = \frac{\beta(t)s(t)(\omega - 1)}{\omega \gamma_1} \leq \frac{\beta(t)\gamma_1}{\gamma_1 - 1} = R_0(t), \tag{12}
\]

for \( \omega > 1 \). In relative numbers, \( s = 1 \) during early stages of the pandemic. Note that model parameters such as \( \alpha \) and \( \omega \) may also vary over time, and a continuous or even randomized representation of the evolution of \( R_0(t) \) (Linka et al. 2020) may potentially better explain the imperfect data. For better readability, we drop the time dependence of \( \beta \) and \( R_0 \) in the following.

### 2.2 Spatially resolved SIQRD model

In order to study the spatial dynamics of the spreading disease, we consider a network model on the resolution level of individual counties that allows for cross-county infections. We slightly adapt the GLEAM short- and mid-range mobility network (Balcan et al. 2009, 2010) and represent time-dependent cross-county infections via

\[
B_{kl} = \begin{cases} \beta_k c_k \sqrt{\beta_k \beta_l N_k^{\text{max}} N_l} \exp \left( -\frac{n}{r} \right) & \text{if } k=1, \\ c_k \beta_k \beta_l N_k^{\text{max}} N_l & \text{else,} \end{cases} \tag{13}
\]

where \( \beta_k \) are time-dependent infection rates and \( c_k \) are the cross-county infection weights. We consider \( N_k \) as the number of inhabitants in the largest city of county \( k \), \( N_{\text{max}} = 3e6 \) corresponds to the number of inhabitants in Germany’s largest city Berlin, and \( r_{kl} \) is the distance between counties \( k \) and \( l \). The exponential cross-county infection term is adopted from the Global Epidemic And Mobility (GLEAM) model, where the expression represents commuter flows between communities \( k, l \). It can be tuned by three parameters \( \kappa, \lambda, \) and \( r \) that were fit to large amounts of commuting data to globally emulate their patterns, as described in Balcan et al. (2009) (Suppl. Table S1).

We note that \( \beta_k \) and \( c_k \) are identical for all counties within one federal state, thus introducing 16 additional model parameters \( c_j \) with \( j \in \{1, \ldots, 16\} \) which need to be calibrated based on reported data. Major connectors in this network over Germany are displayed in Fig. 1b (Kergaßner et al. 2020).

We introduce \( \vec{\cdot} \) to denote the transformation of a vector \( \cdot \) into a quadratic diagonal matrix, where the entries along the diagonal equal those of the vector. Then, for all counties \( k = 1, \ldots, n_k \) joined in vector notation we obtain the set of normalized and reparameterized coupled SIQRD network differential equations.
\[ s = -\mathbf{s} B_i \]  
\[ i = +\mathbf{s} B_i - \frac{\gamma_1}{\omega - 1} i - \gamma_1 i \]  
\[ q = +\frac{\gamma_1}{\omega - 1} i - \gamma_2 q - \gamma_2 \frac{\mu_\omega}{1 - \mu_\omega} q \]  
\[ r = +\gamma_1 i + \gamma_2 q \]  
\[ d = +\gamma_2 \frac{\mu_\omega}{1 - \mu_\omega} q. \]

### 2.3 Initial conditions and parameter fitting

We use data from the Robert Koch Institute (RKI) that is available for each county in Germany over time (Robert Koch Institute 2020a). Since RKI infection data have limited information content, we had to fix several parameters from other data describing the course of infection. Following the works of An der Heiden and Buchholz (2020), we set the mortality to \( \mu = 0.006 \). As described by various other works (An der Heiden and Buchholz 2020; Zhou et al. 2020; Dorigatti et al. 2020), the time to recover from a confirmed infection varies between 18 and 25 days, while milder, often undetected infections last for about 5 to 10 days. Based on these data, we chose \( \gamma_2 = 0.04 \) and \( \gamma_1 = 0.067 \), directly following from the assumption that about 50% of cases are asymptomatic (National Institute of Infectious Diseases Japan 2020) and infectious, yet undetected, over a time span of 7.5 days. Following the assumed mortality and an average time-to-death for a confirmed infection of 15 days (An der Heiden and Buchholz 2020), state-wise dark ratios can be directly read out from the RKI-reported death toll (Robert Koch Institute 2020a), averaged over the last week of the respective fit. We emphasize that the calculated dark ratio is a direct consequence of the fixed mortality of \( \mu = 0.006 \) and is not a result related to our modeling framework or the fitting procedure. If the mortality was chosen differently due to new findings as the pandemic continues, the dark ratios would change accordingly. We decided against fitting the D group over time, due to the disparate mortality across the age structure of infected people (Dudel et al. 2020), which is not very well represented in SIR-type, rate-based models (Ker-igaßner et al. 2020). The age-dependent mortality was clearly visible in Germany, especially during the early stages when younger people were over-proportionally affected, with correspondingly low death rates.

For our parameter optimization, we solve the nonlinear set of ordinary differential equations (ODEs) from the start date onward in time using an ODE45 integration scheme with variable time-stepping and evaluate the daily new and cumulative infection numbers via spline interpolation.

To identify the free model parameters for our spatially resolved county model, we followed an identical cascade optimization strategy for both wave scenarios. Using state-wise identified dark ratios \( o_j \) and constant \( \mu, \gamma_1 \), and \( \gamma_2 \), we first used a 16-node network model connecting each federal state to obtain a Germany-wide average \( \beta \) and reduction factors \( \beta_1^{\text{red}} \) and \( \beta_2^{\text{red}} \) for the first wave by fitting the cumulative data for Germany. We then considered state-wise data to fit \( \beta_0, j \in \{1, \ldots, 16\} \), while keeping \( c = 1 \). As initial values, we set the number of confirmed infections on our start dates as the size of \( Q_0 \). To obtain an appropriate size of \( I_0 \), we estimated the change rate of \( Q \) on our start date via an exponential function and then exploit \( I_0 = Q_i(\omega - 1)/\gamma_1 \).

For the first and second waves, respectively, we fitted the cumulative number of confirmed infections from the RKI for the time periods from March 3 until April 22 and October 2 until November 21 with the cumulative entries in our \( Q \) group, normalized by the maximum number of RKI infections. We also considered the cumulative deceased on the last day of the fitting period, for which the death count was reliable. For the first wave, data delay was not an issue, and we were able to take deceased numbers on April 22, identical to the last day of the fitting period for cumulative infected. For the second wave, a significant number of deaths were still being reported over a period of two to three weeks after the release of the used data set, as analyzed in detail in Sect. 3.1. Therefore, we integrated the cumulative deceased numbers during the second wave two weeks earlier on November 7. In addition, we included the change rate of infections over the respective last week of the fit in April and November into the residual vector. Note that cumulative infections at time \( T \) reported by the RKI correspond to the integrated influx \( \dot{Q}(T) \) into the \( Q \) group of our SIQRD model, such that the fitted expression is obtained via

\[ \dot{Q}(T) = \int_{t=0}^{T} \frac{\gamma_1}{\omega - 1} I(t)dt, \]

where individual entries \( j \) of the vector \( I(t) \) can be determined at state level, i.e., \( I_j(t) = N_j j(t), j = 1, \ldots, 16 \), or also evaluated at county level. Finally, we increased the resolution to full county level, amounting to a network of 401 nodes. We used a gradient descent algorithm to iteratively fit state-wise cross-county weights \( c_j, j \in \{1, \ldots, 16\} \) to re-balance the changed influence of the larger network, while keeping the previously determined state-wise \( \beta_0^{\text{red}} \) fixed.

An important component of spatially resolved predictions is the choice of appropriate initial conditions. Besides the mere size of \( I_0 \), the initial infectious population, we also needed to specify its spatial distribution at the start date of the county-wise simulation. For the first wave, this distribution had to...
reflect the fast dynamics, lacking experience of the general public, and a presumably high dark ratio. Due to several days delay between the outbreak in different federal states and, naturally, their different population size, we therefore selected the RKI-reported distribution on March 17 and scaled its magnitude down to obtain the overall number as determined on March 3, state-wise amounting to \( \langle I_0, i \rangle = 3075 \) (see Methods, Suppl. Table S2). The ratio between \( Q \) and \( I \) was computed as before. For the second wave, the situation is much simpler, as basically all counties were affected by the viral spread, such that data alone provided consistent initial conditions.

The entire fitting procedure, except for obtaining the final cross-county weights \( c_j \), was done using a particle swarm optimization (PSO) scheme. PSO is a meta-heuristic inspired by the behavior of natural animal swarms. It uniformly initializes a swarm of particles in a multidimensional search space, such that the objective function is evaluated at the current position of each particle. Particles communicate their best position amongst each other. Thereby, individual particle direction and speed are updated depending on their own and the overall best position in search space found up to this point. This way, the swarm broadly covers the bounded search space (Helwig 2010) and likely converges to a global optimum, while exploring many local minima along the way (Schmitt and Wanka 2015). The scheme balances broad coverage with fast convergence and provides valuable information on explored samples.

2.4 Statistical analysis

To validate the model, we evaluated the temporal and spatial correlation between model predictions and RKI data by computing the Pearson correlation coefficient \( r_p \), the coefficient of determination \( R^2 = r_p^2 \) and the corresponding \( p \) value to assess statistical significance via the function \([r,p] = \text{corrcoef}(...)\) in Octave 5.2.0. We further compared the daily averaged root-mean-squared distance (RMSD) of detected infections (compartment \( Q \)) between RKI data \( Q_{RGI}^j \) and model values, following Eq. (19), during the fitting and prediction intervals for each federal state \( j \in \{1, \ldots, 16\} \) via

\[
\text{RMSD}_j = \sqrt{\frac{1}{N_j T} \sum_{t=1}^{T} \left[ Q_{RGI}^j(t) - \tilde{Q}_j(t) \right]^2},
\]

and analogously for the deceased (compartment \( D \)).

3 Results

3.1 Quality of data

To obtain dependable results during fitting, we first analyzed the quality of data available in Germany and its information content to identify our model parameters. To this end, Fig. 2 shows the time delay in reported infection cases and deaths, i.e., the days between an infection (a death) is known and it being reported during the period of the second wave in fall. A very similar situation is observed during the first phase of the pandemic (not shown). It can be inferred from the graph that only after about three to five days delay, a relatively complete picture of current infection numbers is available. Note that this time delay does not account for the incubation period between becoming infected and becoming infectious, but merely the time of information flow. For deaths, the situation is even worse. Here, we have to wait for one to three weeks before the numbers become sufficiently stable. The weekly pattern of daily new infections/deaths is clearly visible, represented by the grid-like appearance of Fig. 2. Overall, this delay is important to consider when fitting model parameters directly from data. We therefore used a data set from November 27 for our fitting period of March

![Fig. 2 Data delay. Data delay in the number of registered infections (\( Q, (a) \)) and deaths (\( D, (b) \)) according to color scale, comparing the actual date of infection/death (horizontal axis) and the date the infection/death is published (vertical axis). Lines are empty where data was not available.](image-url)
3 to April 22 and October 2 to November 21. To avoid any impact from reporting delay on the fitting results, cumulative deceased were only considered on November 7 when fitting the second wave.

As mentioned in Sect. 2.1, dark ratio \( \omega \) and mortality \( \mu \) are inherently coupled and cannot be identified exclusively from reported infection numbers and deceased. However, by assuming a Germany-wide identical mortality of \( \mu = 0.006 \) based on medical data (An der Heiden and Buchholz 2020), we obtain estimates on state-wise dark ratios \( \alpha_j \) (Fig. 3) by fitting to the individually reported death tolls, with \( \langle \alpha_j \rangle \approx 14.84 \) and \( \langle \alpha_j \rangle \approx 4.67 \) during the first and second wave, respectively (see Suppl. Tables S2 and S3). Note that the mortality is at the lower end of reported values in the literature, thereby providing an upper bound on the dark ratios. Interestingly, we observe a low, negative correlation (Pearson coefficient \( r_p = -0.3998, R^2 = 0.1599 \) \( p < 0.1249 \)) between state-wise \( \alpha_j \) and performed per-capita tests, which varied significantly from about 0.02% of the population in Saarland to about 1.43% in Berlin during the first wave (test numbers from April 24, Suppl. Table S2 (Robert Koch Institute 2020b)). The much higher test capacities, nearly tripling from 0.8 million per week in calendar week 16 to 2.1 million per week in week 49, 2020 (Robert Koch Institute 2020c), very well match and thus explain the significantly lower dark ratios during the wave in fall, despite their correlation being less prominent at higher testing rates. Here, we observe stronger correlations of the dark ratios with reported case fatality rates, which is to be expected according to Eq. 10.

### 3.2 Optimizing the spatially resolved SIQRD model

Figures 4 and 5 demonstrate that the optimized spatially resolved SIQRD model with 401 network nodes representing each county of Germany well reproduces the cumulative confirmed cases in each of its federal states from March 3 until April 22 as well as October 2 until November 21. Importantly, they demonstrate how the model further extends two-week predictions that well match the evolution of data for both waves. For cumulative infection data reported by the RKI (Robert Koch Institute 2020a), we find good agreement on the temporal evolution for both waves (see Suppl. Tables S4 and S5 for correlation measures). The model slightly overestimates the number of deaths during the end of the first wave of the pandemic. However, considering that besides a delay in death counts, one might expect also a certain number of undetected deaths related to COVID-19, relativizing the deviations. When comparing both waves, it becomes obvious that the severe contact restrictions during the first wave successfully slowed down the viral spread, while the (partial) lockdown during the second wave did not produce similar reductions in daily new infections.

Figure 6 displays the corresponding federal state-wise \( \beta_0 \) and \( c_j \). Importantly, our preliminary investigations had shown that it is not sufficient to provide a single \( \beta \) valid in entire Germany, even with state-wise dark ratios \( \alpha_j \). It is, therefore, key to calibrate infection rates \( \beta_0 \) differing between federal states. The reduction factors, however, are modeled identical for all of Germany, merely considering their state-wise starting date. They are optimized to \( \beta_{\text{red},1} = 0.84 \) and \( \beta_{\text{red},2} = 0.14 \) for the first wave, and \( \beta_{\text{red},1} = 0.53 \) for the second wave. We note that the optimized parameter values are to a certain extent affected by the choice of the disease-specific input parameters, i.e., the mortality \( \mu \) as well as the recovery parameters \( \gamma_1 \) and \( \gamma_2 \), which were fixed using data on the course of disease. However, the fact that the model provides good estimates of cumulative cases for the next two weeks and the qualitative parameter trends are not affected.

On average, the intra-county infection rates \( \beta_0 \) are about half as large as for the basic SIQRD models (Pedersen and Meneghini 2020), leading us to believe that about half of infections occur through cross-county interactions. We observe an opposite trend between \( \beta_0 \) and \( c_j \). This can in part be attributed to their inherent parameter dependence, as demonstrated by an extended sensitivity analysis of the model (Suppl. Table S6, for details on the analysis see Kleuter 2007). Nevertheless, due to our cascading optimization scheme, \( \beta_0 \) and \( c_j \) are never optimized simultaneously. Since we scale the calibrated network mobility model (Balcan et al. 2009) by \( c_j \), a trade-off between usual inter-state contact and the spread of the disease is suggested. For example, northern (touristy) regions obtain higher inter-state contact rates, suggesting that they observed relevant inflow from other states, compensating for their relatively sparse intra-state cross-county network. The distributions show very similar patterns for both the first and second wave.
3.3 County-wise predictions

We then analyzed how well the federal state-wise fitted model represented the infections on a county level. Figure 7a and b shows the difference of cumulative entries in Q between our model predictions and RKI-reported numbers on two dates in April and November, respectively, without further county-wise fitting or optimization. During both waves, we find a strong, significant correlation of the spatial distribution over time, as displayed in Fig. 7c, demonstrating an overall high level of accuracy of our mesoscale model. The initially larger discrepancies during the first wave originate from the difficulty of obtaining suitable initial conditions when only few counties were affected. However, the model representation on county level improves after two to three weeks. Larger differences that catch the eye occur in Hanover, a large, well-populated county that seems to be over-represented in the model, and a few southern, more rural counties that suffered from more infections than predicted by our model. The most prominent examples are the indicated counties Rosenheim (R) and Tirschenreuth (T). Per-capita infections in the hot spot city Mitterteich in Tirschenreuth temporally surpassed the numbers in New York City (Johns Hopkins University 2020), and one of the most stringent curfews was put in place to contain the virus spread (Landratsamt Tirschenreuth: 2020).

During the second wave, both infection numbers and absolute differences between model and data are on a higher level. Strikingly, most counties where the model seems to underestimate outbreak dynamics are on borders to neighboring countries (Fig. 7b). This is not surprising: While borders were closed during the first wave, they remained open during fall, allowing for more exchange between Germany and its neighbors, which is not included in the model. Nevertheless, our county-wise distribution matches very well, as indicated by the high correlations in Fig. 7c.

Following this validation, we used our model to obtain a complete spatiotemporal timeline of the COVID-19 spreading. Figure 8 and supplementary movies S1 and S2 show the predicted spatial distribution of all infections, i.e., combined entries of I and Q, evolving March to June and October to January, respectively, at the resolution of individual counties, assuming the particular contact reduction factors stay in place. The snapshots nicely capture the fading first wave, while infection levels stay high during the second wave.

3.4 The effect of seeds

The spreading of COVID-19 in Germany and the initiation of the first wave had allegedly evolved from two major hubs: (1) a carnival event in the county Heinsberg (H) in the Ruhr area in Western Germany, and (2) returnees from skiing holidays in Northern Italy and Austria, with a large share tracing back to Ischgl (I). With the aid of our spatially resolved model, we investigated how these sources may have affected the spreading throughout Germany.

In Heinsberg, we set 10% of the population in the I group, i.e., \( I_0 = 4195 \), corresponding to about 65% of the population found infected in Streeck et al. (2020). In Ischgl, we started out with an I group of 30 times the number of its inhabitants, amounting to \( I_0 = 1617 \cdot 30 = 48510 \), to represent the major tourist flow through the town and returnees from other ski resorts in Austria and Italy. We further chose parameters \( c \) and \( \beta_0 \) equal to the highest ones found in a German state to initiate the spreading, corresponding to the value in Brandenburg and Saarland, respectively.

Figure 9a shows the distributions of confirmed, quarantined infections Q resulting from initial outbreaks in Heinsberg (left) and Ischgl (center) only, as well as the distribution resulting from the combination of both (right), demonstrating the balance of local and far-reached infections with our model. Red hot spots appear in nearly all major urban areas across Germany, but rural spreading occurs much more in areas closer to the seeds. When evaluating differences of infections from their combined spreading to RKI data (Fig. 9b) near the German peak on April 03, we find that, despite increased differences very close to the Southern borders, the overall state-wise distribution in BY is nearly identical in quality (\( R^2 \) from 0.8642 to 0.8420). This demonstrates the dominating influence of returnees from skiing holidays in Italy and Austria represented by the Ischgl seed for the Germany-wide initiation of the spread. Tirschenreuth (T), however, seems to have suffered from their very own, less documented super-spreading event. On the other hand, the distribution in NW differs more to the data (\( R^2 \) from 0.9009 to 0.5964). We observe several underrepresented counties, suggesting that cases from Heinsberg alone spread less, similar to the localized situation in Tirschenreuth. The overall similarity between Figs. 9a and 8, as well as Figs. 9b and 7a, is in line with previous epidemiological findings (Streeck et al. 2020; Felbermayr et al. 2020) that the virus indeed spread from the Southern and Western states of Germany, with Ischgl and Heinsberg as two major representative seeds.
models have predicted single infection rates that various other studies with single-node, country-wide of COVID-19. At first, this is quite surprising considering federal state of Germany to accurately capture the spreading there seems to be a non-negligible influence of habits and ing dark ratio alone is not enough to account for the different ing activities. It is important to note, however, that the vary- model requirements.

As presented here thus comes at the cost of more complex spatiotemporal fluctuations. Higher-resolution information includes undetected, hidden infections as a separate compart- ment, revealing a direct coupling between mortality, testing efforts, and the dark ratio. Our systematic refinement from Germany-wide to spatially resolved county-level predictions has revealed that we require different values for dark ratios \( \omega_j \), infection rates \( \beta_{j0} \), and cross-county weights \( c_j \) in each federal state of Germany to accurately capture the spreading of COVID-19. At first, this is quite surprising considering that various other studies with single-node, country-wide models have predicted single infection rates \( \beta \) that are quite similar for different countries, such as Germany, France, or Spain (Yuan et al. 2020; Pedersen and Meneghini 2020). However, this can be attributed to their low spatial reso- lution and high infection numbers, which average out any spatiotemporal fluctuations. Higher-resolution information as presented here thus comes at the cost of more complex model requirements.

Differences in \( \omega_j \) can in part be attributed to variable testing activities. It is important to note, however, that the vary- ing dark ratio alone is not enough to account for the different outbreak dynamics in the federal states of Germany. Rather, there seems to be a non-negligible influence of habits and mentality that drive different infection rates \( \beta_{j0} \), together with random factors and local super-spreader events such as the carnival celebrations in Heinsberg (Streeck et al. 2020). We observe an opposite trend between \( \beta_{j0} \) and \( c_j \) (Fig. 6), suggesting that some states (mostly Northern and distant from initial seeds) received more infections from neighboring states, while states close to epidemic seeds suffered more from localized infections. Generally, the adapted mobility network tended to overestimate cross-county terms in densely populated areas, where the pandemic seemed to have a larger reduction effect on typically observed traffic patterns, manifested by smaller weights \( c_j \).

It has become clear from our analysis that the data we currently have at our disposal makes it impossible to provide ‘true’ parameter sets that uniquely describe the evolution of the pandemic. However, despite the deduced interdependence of mortality \( \mu \) and dark ratio \( \omega \), the relationship to testing activities holds regardless, underlining the importance of broad, fast testing. Interestingly, the test capacity increased from 0.8 to 2.1 million per week from the first to the second wave (Robert Koch Institute 2020c). This corresponds well to the identified decrease in the dark ratio from an average of 14.8 (Table S2) to an average of 4.7 (Table S3). Increased (antibody) testing can help strengthen our confidence bounds on \( \omega \) and \( \mu \) in the future. Importantly, our analysis showed that data sets must be taken with caution, as newly reported cases still affect past infection and death numbers for days and even weeks before becoming robust. This must be considered during the fitting procedure.

Our spatially resolved model can predict the temporal evolution of infections on a county level fairly well. It captures the fact that the probability for new incoming infections and higher spreading is generally larger in densely populated urban environments. However, we have also seen a few rather rural counties with high infection numbers that were much less hit in our predictions, e.g., the county Tirschenreuth in Eastern Bavaria (Fig. 7a). We postulate that such locally over-proportionate case counts can be attributed to rather random super-spreading events, which may pop up anytime and can easily be included in our model, but are hard to predict in advance.

Exploiting our county-level resolution, we were able to infer the effect of infections stemming from selected seeds, such as two major hubs for Germany, Heinsberg and returning travellers from Ischgl in Austria. Our model demonstrates how the outbreak dynamics in Germany were initially driven by these two major seeds and spread from there throughout the rest of the country (Fig. 9). Nevertheless, from our difference analysis we found that Heinsberg itself was significantly more contained than Ischgl. Taken together, these observations corroborate that refraining from traveling and large events are two key interventions that can effectively attenuate the spreading of infectious diseases such as COVID-19. In addition to reducing travel (Linka et al. 2020), or mobility in general (Linka et al. 2020), our model results support the notion that containing local seeds is a further important aspect to get the viral spread under control.

The county-wise comparison between both waves impressively showed how our model, being limited to Germany, underestimated infections in counties close to the border. While severely limited travel during the first wave successfully reduced new infections, political actions during the second wave were much less successful. While it is important to balance the economic and health consequences during this pandemic, it is clear that policies must focus on mobility and contact reduction to get the spread under control again.

The presented model has certain limitations that we aim to address in the future. One drawback of all SIR-type
modeling approaches is that they hardly account for the various courses of disease: In such rate-dependent models, some appear as infinitely long infectious. To prevent this issue from significantly affecting our optimized parameters, we only considered the latest dead count in our fitting procedure (see Methods). Still, we plan to adapt our model to integrate detailed information on specific courses of disease within a memory-based or delayed ODE, as introduced, for example, in Keimer and Pflug (2020 and Kergaßner et al. 2020).

While our county-level models well captured the spatiotemporal outbreak dynamics and could even be extended to city-level resolution (Kergaßner et al. 2020), general SIR-type models then seem to approach their validity limit, while stochastic effects start to become more important. Whereas SIR-type compartment models may capture the spread on a macro- and mesoscale level, at very low infection numbers or high spatial resolution, individual agent-based models (Eubank et al. 2004; German et al. 2020) are required to accurately predict the course of the epidemic. It is noteworthy, though, that current agent-based models may scale up to ≈50,000 agents, leaving quite a gap to mesoscale models like ours. We will investigate how coupling both types of methods in a multi-scale model can close this gap in the future. Similarly, explicitly integrating uncertainty via stochastic models (Palomo et al. 2020) may help to further improve model predictions at high spatial resolution and low to medium infection numbers, potentially providing insights into optimal strategies for political action.

Overall, our refined predictions could provide a trustworthy rationale to elaborate community-wise reopening and closing strategies, and inform on distribution strategies of vaccination and/or antibody tests once available for...
the general public. The optimized model can be directly adopted to estimate the effects of loosened restrictions, potential new seeds, new waves, or other influencing factors on the resolution of individual counties when continuously fitted to new incoming data. It can thus be a valuable tool to support (political) decision makers to appropriately react to future developments of the COVID-19 situation and expediently avoid a third wave.
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Acknowledgements We thank Dr. Lukas Pfugg and the entire COVID-19 modeling group at FAU for valuable discussions and feedback on this work.

Author Contributions AK, CB, DL, PS, DB, and SB designed the study and developed the model. DL, AK, CB, and DB implemented the code and generated the results. MK implemented the PSO. SN and JL acquired the data and performed data quality analysis. DB performed analytical analyses. DL, AK, CB, DB, and SB designed the figures. DB and SB wrote the original draft and supervised the model implementation. All authors have discussed the results, reviewed and approved the final manuscript.

Data availability Data on the spread of COVID-19 in Germany are publicly available from the respective resources as cited in the paper.

Funding Open Access funding enabled and organized by Projekt DEAL.

References

An der Heiden M, Buchholz U (2020) Modellierung von beispielszenarien der sars-cov-2-epidemie 2020 in deutschland. Unter Mitarbeit des Robert Koch-Instituts

Bai Y, Yao L, Wei T, Tian F, Jin DY, Chen L, Wang M (2020) Presumed asymptomatic carrier transmission of covid-19. JAMA

Balcan D, Colizza V, Goncalves B, Hu H, Ramasco JJ, Vespignani A (2009) Multiscale mobility networks and the spatial spreading of infectious diseases. Proc Natl Acad Sci USA 106:21484–21489. https://doi.org/10.1073/pnas.0906910106

Balcan D, Goncalves B, Hu H, Ramasco JJ, Colizza V, Vespignani A (2010) Modeling the spatial spread of infectious diseases: the global epidemic and mobility computational model. J Comput Sci 1:132–145. https://doi.org/10.1016/j.jocs.2010.07.002

Cacciapaglia G, Cot C, Sannino F (2020) Second wave covid-19 pandemics in Europe: a temporal playbook. Sci Rep 10(1):15514

Chinazzi M, Davis JT, Ajelli M, Gioannini C, Litvinova M, Merler S, y Piontti, A.P., Mu, K., Baguelin M, Bhatia S, Boonyasiri A, Cucunubá Z, Cuomo-Dannenburg G, FitzJohn R et al (2020) Report 4: severity of 2019-novel coronavirus (ncov). Imperial College London, London

Dudel C, Riffe T, Acosta E, van Raalte AA, Myrskyla M (2020) Monitoring trends and differences in covid-19 case fatality rates using decomposition methods: Contributions of age structure and age-specific fatality. medRxiv

Eubank S, Guclu H, Kumar VA, Marathe MV, Srinivasan A, Toroczkai Z, Wang N (2004) Modelling disease outbreaks in realistic urban social networks. Nature 429(6988):180–184

Fang Y, Nie Y, Penny M (2020) Transmission dynamics of the covid-19 outbreak and effectiveness of government interventions: a data-driven analysis. J Med Virol

Felbermayr G, Hinz J, Chowdhry S (2020) Apres-ski: The spread of coronavirus from Ischgl through Germany. Covid Econ Vivered and Real-Time Pap 22:177–204

German R, Djianatliev A, Maile L, Bazan P, Hackstein H (2020) Modeling exit strategies from covid-19 lockdown with a focus on antibody tests. medRxiv

Helwig S (2010) Particle swarms for constrained optimization

Hethcote HW (2000) The mathematics of infectious diseases. SIAM Rev 42(4):599–653

Hethcote H, Zhien M, Shengbing L (2002) Effects of quarantine in six endemic models for infectious diseases. Math Biosci 180(1–2):141–160

Johns Hopkins University (2020) Covid-19 dashboard by the center for systems science and engineering. Online. https://coronavirus.jhu.edu/map.html. Accessed 29 June 2020

Jumpen W, Wiwatanapataphee B, Wu Y, Tang I (2009) A SEIR model for pandemic influenza and its parameter identification. Int J Pure Appl Math 52(2):247–265

Kang D, Choi H, Kim JH, Choi J (2020) Spatial epidemic dynamics of the covid-19 outbreak in china. Int J Infect Dis 94:96–102. https://doi.org/10.1016/j.ijid.2020.03.076

Keimer A, Pfugg L (2020) Modeling infectious diseases using integro-differential equations: Optimal control strategies for policy decisions and applications in Covid-19. Res. Gate. 10.13140/RG.2.2.10845.44000

Kergaßner A, Burkhardt C, Lippold D, Kergaßner M, Pfugg L, Budday D, Steinmann P, Budday S (2020) Memory-based meso-scale modeling of Covid-19: County-resolved timelines in Germany. Comput Mech 1–11

Kergaßner A, Burkhardt C, Lippold D, Nistler S, Kergaßner M, Steinmann P, Budday D, Budday S (2020) Meso-scale modeling of COVID-19 spatio-temporal outbreak dynamics in Germany. medRxiv (2020). https://doi.org/10.1101/2020.06.10.20126771. https://www.medrxiv.org/content/early/2020/06/17/2020.06.10.20126771

Kermack WA, McKendrick AG (1927) Contributions to the mathematical theory of epidemics. Proceedings of the royal society London. Series A, containing papers of a mathematical and physical character 115(772):700–721

Kleuter B (2007) Generalized parameter identification for finite viscoelasticity. doctoral thesis. Technische Universität Kaiserslautern (http://nbn-resolving.de/urn:nbn:de:hbz:386-kluedo-21268

Kucharski AJ, Russell TW, Diamond C, Liu Y, Edmunds J, Funk S, Eggo RM, Sun F, Jit M, Munday JD et al (2020) Early dynamics
of transmission and control of covid-19: a mathematical modeling study. Lancet Infect, Dis
Landratsamt Tirschenreuth: Amtsblatt des landkreises tirschenreuth, nr. 12 a. online (2020). https://www.kreis-tir.de/fileadmin/user_upload/Kreisorgane/Amtsblatt/Amtsblatt_2020/Amtsblatt_12_a.pdf. Last accessed June 6, 2020
Li R, Pei S, Chen B, Song Y, Zhang T, Yang W, Shaman J (2020) Substantial undocumented infection facilitates the rapid dissemination of novel coronavirus (sars-cov-2). Science 368(6490):489–493
Linka K, Peirlinck M, Costabal FS, Kuhl E (2020) Outbreak dynamics of covid-19 in europe and the effect of travel restrictions. Comput Methods Biomech Biomed Engin 1–8. https://doi.org/10.1080/10255842.2020.1759560 (PMID: 32367739)
Linka K, Rahman P, Goriely A, Kuhl E (2020) Is it safe to lift covid-19 travel bans? the newfoundland story. Comput Mech 66(5):1081–1092. https://doi.org/10.1007/s00446-020-01899-x
Linka K, Goriely A, Kuhl E (2020) Global and local mobility as a barometer for covid-19 dynamics. medRxiv. https://doi.org/10.1101/2020.06.13.20130658 (https://www.medrxiv.org/content/early/2020/06/16/2020.06.13.20130658)
Linka K, Peirlinck M, Kuhl E (2020) The reproduction number of covid-19 and its correlation with public health interventions. medRxiv. https://doi.org/10.1101/2020.05.01.20088047
Lu H, Stratton CW, Tang YW (2020) Outbreak of pneumonia of unknown etiology in wuhan, china: The mystery and the miracle. J. Med. Virol. 92(4):401–402. https://doi.org/10.1002/jmv.25678https://onlinelibrary.wiley.com/doi/abs/10.1002/jmv.25678
Ma S, Zhang J, Zeng M, Yun Q, Guo W, Zheng Y, Zhao S, Wang MH, Yang Z (2020) Epidemiological parameters of coronavirus disease 2019: a pooled analysis of publicly reported individual data of 1155 cases from seven countries. medRxiv. https://doi.org/10.1101/2020.03.07.20027519
Maier BF, Brockmann D (2020) Effective containment explains subexponential growth in recent confirmed COVID-19 cases and effects of containment measures in italy. ResearchGate. arXiv preprint arXiv:2002.04482
Palomo S, Pender J, Massey W, Hampshire RC (2020) Flattening the curve: Insights from queueing theory. arXiv
Prasse B, Achterberg MA, Ma L, Van Mieghem P (2020) Network-based prediction of the 2019-ncov epidemic outbreak in the chinese province hubei. arXiv preprint arXiv:2002.04482
Reiner RC, Barber RM, Collins JK, Zheng P, Adolph C, Albright J, Antony CM, Arakvin AY, Bachmeier SD, Bang-Jensen B, Bannick MS, Bloom S, Carter A, Castro E, Causey K, Chakraborti S, Charlson FJ, Cogen, RM, Combs, E, Dai X, Dangel, WJ, Earl L, Ewald SB, Ezalarab M, Ferrari AJ, Flaxman A, Frostad JJ, Fullman N, Gakidou E, Gallagher J, Glenn SD, Goosmann EA, HE J, Henry NY, Hulland EN, Hurst B, Johanss C, Kendrick PJ, Khemani A, Larson SL, Lazzar-Atwood A, LeGrand KE, Leskinsky H, Lindstrom A, Linebarger E, Lozano R, Ma R, Månsson J, Magistro B, Herrera AM, Marczak LB, Miller-Petrie MK, Mokdad AH, Morgan JD, Naik P, Odell CM, O’Halloran JK, Osgood-Zimmerman AE, Ostroff SM, Pasovic M, Penberthy L, Phipps G, Pigott DM, Pollock I, Ramshaw RE, Redford SB, Reinke G, Rolfe S, Santomano DF, Shackleton KT, Shaw DH, Sheena BS, Sholokhov A, Sorensen RJD, Sparks G, Spurlock EE, Subart ML, Staalendrenda RW, Torre AE, Trogger CE, Vos T, Watson A, Watson S, Wiens KE, Woyczynski L, Xu L, Zhang J, Hay SI, Lim SS, Murray CJL, Team ICF (2021) Modeling covid-19 scenarios for the united states Nat Med 27(1):94–105 https://doi.org/10.1038/s41591-020-1132-9
Robert Koch Institute (2020a) Covid-19-dashboard. https://experience.arcgis.com/apps/arcgisexperience/index.html?appid=478220a4c454448e823b17327b2bf1d4/page_1. Last accessed January 20, 2021
Robert Koch Institute (2020b) Laborbasierte surveillance von sars-cov-2 - weekly report. https://ars.rki.de/Content/COVID19/Main.aspx. Accessed 20 Jan 2021
Robert Koch Institute (2020c) Theoretical test capacities. https://www.rki.de/DE/Content/InfAZ/N/Neuartiges_Coronavirus/Testzah.html
Schmitt M, Wanka R (2015) Particle swarm optimization almost surely finds local optima. Theor. Comput. Sci. 561, 57 – 72 (2015). https://doi.org/10.1016/j.tcs.2014.05.017. http://www.sciencedirect.com/science/article/pii/S0304397514004150. Genetic and Evolutionary Computation Conference.
Streeck H, Schulte B, Kuemmerer B, Richter E, Fuhrmann C, Bartok E, Dolscheid R, Berger M, Wessendorf L, Eschbach-Bludau M, Kellings A, Schweiger A, Coenen M, Hoffmann P, Noethen M, Eis-Huebinger AM, Enxner M, Schmithausen R, Schmid M, Hartmann G (2020) Infection fatality rate of sars-cov-2 infection in a german community with a super-spreading event. medRxiv (2020). https://doi.org/10.1101/2020.05.24.20109076. https://www.medrxiv.org/content/early/2020/06/02/2020.05.24.20090076
World Health Organization (2020) Virtual press conference on covid-19 - Access 11 March 2020
Xu S, Li Y (2020) Beware of the second wave of covid-19. The Lancet 395(10233):1321–1322
Yamazaki K, Wang X (2017) Global stability and uniform persistence of the reaction-convection-diffusion cholera epidemic model. Math Biosci Eng 14(2):559–579
Yuan J, Li M, Lv G, Lu ZK (2020) Monitoring transmissibility and mortality of covid-19 in europe. Int. J. Infect. Dis. 95:311–315. https://doi.org/10.1016/j.ijid.2020.03.050. http://www.sciencedirect.com/science/article/pii/S120197122030182X
Zheng R, Xu Y, Wang W, Ning G, Bi Y (2020) Spatial transmission of covid-19 via public and private transportation in china. Travel Med Infect Dis 34:101626–101626
Zhou F, Yu T, Du R, Fan G, Liu Y, Liu Z, Xiang J, Wang Y, Song B, Gu X, Guan L, Wei Y, Li H, Wu X, Xu J, Tu S, Zhang Y, Chen H, Cao B (2020) Clinical course and risk factors for mortality of adult inpatients with covid-19 in wuhan, china: a retrospective cohort study. Lancet 395(10229):1054–1062. https://doi.org/10.1016/S0140-6736(20)30566-6 http://www.sciencedirect.com/science/article/pii/S0140673620305663
Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.