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Abstract
We have developed a framework to reliably build agents capable of UI navigation. The state space is simplified from raw-pixels to a set of UI elements extracted from screen understanding, such as OCR and icon detection. The action space is restricted to the UI elements plus a few global actions. Actions can be customized for tasks and each action is a sequence of basic operations conditioned on status checks. With such a design, we are able to train DQfD and BC agents with a small number of demonstration episodes. We propose demo augmentation that significantly reduces the required number of human demonstrations. We made a customization of DQfD to allow demos collected on screenshots to facilitate the demo coverage of rare cases. Demos are only collected for the failed cases during the evaluation of the previous version of the agent. With 10s of iterations looping over evaluation, demo collection, and training, the agent reaches a 98.7% success rate on the search task in an environment of 80+ apps and websites where initial states and viewing parameters are randomized.
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1 Introduction
The goal is to build agents capable of human-like actions by navigating through graphical or textual user interfaces (UI), such as web pages and mobile phones. Applications of such intelligence include but are not limited to automated task completion, such as installing and updating software, tutorial or assistance to humans on how to operate devices, and with the help of natural language processing, following user commands or following user manuals. Typically, a task is associated with an utterance that specifies what sub-task to complete and optionally additional arguments that are needed for the sub-task. For example, in a follow-user-command task, an utterance could be “search for something here”, and the expected behavior for an agent is to locate the search bar on the screen and input ‘something’ before pressing the enter key. If a search bar is not visible on the current screen, the agent should perform proper action to reveal it.

The input of these agents are preferably raw pixels that are presented to humans as modern UI systems aimed at smooth user journeys by providing sufficient information of the current state and are intuitive to perform desired actions. Relying on pixels avoids the complexity of implementing automation interfaces in each software application as any human-facing app naturally comes with a UI.

There are existing automations that control applications or the whole device through programs that are also referred to as macros. Obviously, the creation of such macros requires coding by software engineers and their logics depend on the heuristics generalized by humans. Typically, such heuristics are structured as a sequence of if statements, each handling a group of scenarios.

• If in scenario s1, performs action a1 on element e1;
• else if in scenario s2, performs action a2 on element e2;
• else if in scenario s3, performs action a3 on element e3;
• ...
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An example scenario could be: a back arrow appears at the top-left corner of the screen; an example action could be a click; an element could be a button labeled with a back arrow.

When a failed scenario is encountered, it requires further software engineering to either adjust existing if-statements or add new branches. Both the creation and the maintenance of these automation macros are expensive as they involve software engineers.

In this paper, we describe a system that creates UI navigation agents with the power of neural networks that learn from human demonstrations. The key differentiation from previous work include:

- Instead of directly working on raw pixels, the input to the neural network is a collection of UI elements that are extracted from screen understanding modules, such as OCR, icon recognition, and image detection. This significantly reduces the state space.

- Each action issued from the agent is executed as a program/macro that is composed of a sequence of basic or micro actions with branches controlled by status checks. From the agent’s point of view, regardless of the complexity of a macro action, it is atomic. In other words, while a macro action is pending, the agent simply waits for it to finish either successfully or with a failure. This greatly simplifies the action space. Transitional screens during the execution of a macro are not fed to the agent, hence does not contribute to the state space. Reduced state space and action space result in simplified neural networks that require fewer training samples and less training time.

- We designed a neural network architecture that is analogous to the sequence of the if-statements in a heuristic agent. The neural nets can be trained by either deep Q-learning from demonstration (DQfD) [Hester et al., 2017] or behavior cloning (BC) [Pomerleau, 1989, Osa et al., 2018] algorithms. Agents evolve through iterations over agent evaluation, demo collection, and neural network training. Demonstrations are collected in an error-driven fashion where failed scenarios during evaluation are recorded and reproduced. Only new demos that introduce different behavior in the current iteration of the agent are added to the training samples for the next iteration of the agent.

- Demonstrations are collected using the same set of macro actions of the agent.

- Human demonstrations are augmented to synthesize more demonstrations utilizing the information specific to demos, such as which UI elements are operated and prior knowledge on which UI elements are more important for UI navigation.

- In addition to full-episode demonstrations, we also provide the option of using screenshot demos that facilitate the coverage of rare cases in training samples.

This paper focuses on UI navigation on Android, but our techniques apply to other UI systems as well, such as Web navigation using a DOM tree, and UI navigation through the accessibility API.

In the remainder of this paper, we will provide more technical details, followed by experimental results on a couple of reinforcement learning tasks on Android that we built. Finally, we conclude the paper.

2 Related Work

The works on MiniWoB [Shi et al., 2017], where reinforcement learning is applied to Web-based applications, has the most resemblance to our work. Liu et al. [2018] constrains agent’s exploration according to demonstration to accelerate the discovery of rewards. Gur et al. [2018, 2021] use curriculum learning to decompose a difficult task into multiple easier sub-tasks. In contrast, our approach is essentially supervised learning, as our agents can be trained purely on demos, although our DQfD agent can be further tuned by interacting with the environment. We design the state space and action space to be based on UI elements. The abstract architecture and the demo augmentation make our neural nets simple to train that only require a few hundreds of human demonstrations to reach near perfect success rates. The usage of screen representation based on UI elements and macro action makes our architecture compatible to navigating Web and accessibility tree so that we leverage successful algorithms developed on MiniWoB.

Branavan et al. [2009], Branavan, Zettlemoyer, and Barzilay [2010] applied Reinforcement Learning (RL) in two domains: Windows trouble shooting guides and game tutorials. Li et al. [2020] map natural language instruction to mobile UI action sequences. Their work focuses on natural language processing. Both of them map spans in multi-step instructions to UI elements. Typically, each UI element to be operated is explicitly mentioned in the instruction. In comparison, we focus on how an single utterance is executed reliably on various applications with high success rate so that the technique can be productionized. The operation needed is not necessarily included in the utterance. For example, for the utterance ‘search for something here’, an agent may need multiple clicks on various UI elements to dismiss popup ads, to switch pages, and to reveal the search bar.
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Figure 1: A screen is represented as a list of UI elements, of which each is encoded by concatenating various feature vectors of the associated attributes.

3 Technical Details

3.1 Screen representation

In our system, each screen is represented as a set of UI elements. As shown in Figure 1, the numbered green boxes represent UI elements. Each UI element is encoded by concatenating the feature vectors of various attributes associated with the element, including its type, description text, screen position, etc. Some UI elements, such as radio buttons and checkboxes also have states.

The screen representation is an abstract structure and does not specify how it is obtained. For Android, it can be assembled from the output of screen understanding components that take raw pixels as input, such as OCR, icon recognizer, and image detector. For web navigation, it can be simplified from DOM trees. Besides, accessibility tree, if available, may be used to fully or partially populate the data of the screen representations.

3.2 Action Space

As shown in Figure 2, we support two groups of actions:

- Element action: that is performed on an individual element. Examples are: click, focus_and_type (set focus to an UI element and type into it), scroll.
- Global action: that is not pertinent to any element. Examples are: wait, back, press enter.

The output of an agent defines what action will be performed:

- Element index: identifies which element the action will be applied to.
- Action type: specifies the type of action. The types include both element actions and global actions.
- Action args: some types of actions require additional arguments. For example, for a scroll action, its direction is needed. Unless there is only one option, a focus_and_type needs an index into an array of phrases that can be entered.

3.3 Neural network architecture

Figure 3 illustrates the neural network architecture for UI navigation. A screen representation of a set of element embeddings is encoded by a transformer encoder, whose output has the same number of entries as the number of UI elements. Intuitively, each entry is the encoding of the corresponding UI element plus its attention over all the UI elements on screen, including itself.

In order to select which UI element to perform the next action, a query vector is created from the concatenation of the utterance and the aggregate of the screen representation (such as the sum, average, or max of the element embeddings) for an attention mechanism over the encoded elements. The max of the attention weights is used to pick the element index and the attention is passed through two independent MLP modules to produce action type, and action argument.

There are multiple output heads from the neural net, while for training to apply gradient descent, the loss function should produce a single scalar variable. A natural choice is to set the overall loss as the sum of the losses of all the output heads. The multiple output heads are not independent of each other. For example, for a global action, the element
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Figure 2: Action space

Figure 3: Neural network architecture

index is ignored, and the loss contributed from the head of the element index should not affect the weights of the neural net. We use the following formula to compute the loss:

\[
loss = loss_{action\ type} + loss_{element\ index} \times mask_{element\ index} + loss_{action\ arg} \times mask_{action\ arg}
\]

\[
mask_{element\ index} = \begin{cases} 
1, & \text{if element action} \\
0, & \text{otherwise} 
\end{cases}
\]

\[
mask_{action\ arg} = \begin{cases} 
1, & \text{if action requires argument} \\
0, & \text{otherwise} 
\end{cases}
\]

(1)

We found that masking out unneeded losses improves the training accuracy (Please see Table 4).

The neural net in figure 3 can be considered as a scoring system. For any given screenshot, all the UI elements are scored, and the one with the highest score is selected for possible action. Note that due to attention in the transformer encoder, for any UI element, its relationship to all the UI elements on screen are encoded. This makes it possible for the neural net to include all the relevant combinations of UI elements that it encounters during training as states. The neural net maintains a ranking list of all these states, while each state maps to a UI element, an action type, and an action argument. The ranking list is equivalent to the ordered if-statements of the heuristic agent. We can imagine that the neural network traverses the ranking list at inference time in descending order. If a state has a match on the current screen, the corresponding UI element, action type, and action argument are selected.
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3.4 Macro actions

In our system, an agent action is a composite of a sequence of low level actions. We call the low level actions micro actions, and refer to composite actions as macro actions. Although viewed as an atomic step, a macro action is controlled by a program, also called a macro, and can involve arbitrary logic. Using macro actions has the following advantages:

- Fewer steps to complete a task than using micro actions as each macro action contains multiple micro actions. This reduces the complexity that an agent faces.
- During the execution of an atomic macro action, changes to the screen are not visible to the agent, and do not contribute to the state space. In particular, each macro action is designed to skip transitional screens and finishes when the screen becomes stable or a timeout is reached when dealing with dynamic screens such as playing a video.
- A macro can depend on other macro for lower level actions. In other words, the organization of macros can be hierarchical.
- Using abstract macro actions makes it possible to build cross-platform agents. The definition of focus_and_type action is actually borrowed from MiniWoBShi et al. [2017], Liu et al. [2018].

The image sequence in Figure 4 shows the four steps of the focus_and_type action on Android that enters text in the field labelled “Search in Drive”:

1. click the field to obtain focus (4(a)).
2. wait for the blinking cursor to appear (4(b)).
3. input text (4(c)).
4. press enter and wait for the screen to change (4(d)).

We have designed a blinking cursor detector. If the changed pixels in contiguous screenshots form a vertical bar, a candidate cursor is found. If a candidate repeatedly appears at the same location, a blinking cursor is found. For efficiency, the search region is restricted to the text input field, and vertical bars of unreasonable width or height are filtered out.

When an agent issues a click action, the following steps take place:

1. trigger a click on a device (a pair of touch down and up actions for touch devices).
2. wait for the expected screen change.

Generally, an expected screen change after clicking a button is that a large percentage of pixels change. Clicking a radio button or checkbox does not comply with this assumption and can rely on a dedicated state recognizer.
When using screen understanding to generate screen representations, each macro action finishes with one of the following states:

- SUCCESS
- FAILURE
- CANCELLATION

The meaning of the first two states are obvious. The state of CANCELLATION is designed to handle the delay of screen understanding. When an agent is about to perform an action on a UI element, it is possible that the UI element has changed (moved or disappeared) in the latest screen. If it is true, the action should be cancelled and the agent should pick a new action based on the latest screen. To detect whether a UI element has changed, the screenshot from which the element is recognized is cached and is compared with the latest screenshot within the bounding rectangle of the element. The latest screenshot is fed for comparison without the computation of screen understanding, hence much incurs much smaller delays.

When screen representation comes from a DOM tree or accessibility tree, an action always succeeds. Besides, after a reference to an element is obtained, action can be applied no matter where the element moves. The blinking cursor detection is also unnecessary, because the type of any text input field is known with no risk of mistake as it is part of the attributes of the corresponding tree nodes.

3.5 Evaluation, demo collection, and training

As shown in Figure 5, a UI navigation agent is built through iterations looping over evaluation, demo collection, and training. The evaluation of a trained agent is done automatically if an RL environment is available where episodes of the task are terminated with a reward if successful or no reward if reached max number of steps. The process is performed manually where a human rater makes the success or failure decisions while watching an agent completing tasks. During an evaluation session of an agent, the configurations of all the failed cases are recorded. Then those failed cases are reproduced in the GUI of the demo collection and new demonstrations from humans are added to the pool of training samples if those demonstrations have different behavior than the current version of the agent. In short, demo collection is error-driven. Next, a new version of the agent is trained with all the demonstrations, and the steps repeat.

The GUI of the demo collection is shown in Figure 6. In each image, the left portion is the screen of an Android emulator. The middle portion is the copy of the screen annotated with UI elements: icons highlighted by blue boxes and texts highlighted by green boxes. Red boxes indicate selected UI elements that are the targets for the next action. Red text (not shown in the 6 images but appear in the figures of the later part of the paper) are the action types. For an element action, the text of the action type is overlaid on the element; for a global action, the text is in the middle of the screen. The right is the control panel that has buttons to trigger agent actions.

Figure 6 shows the process that a human performs 3 macro actions:

1. Click “Recent”: select the text label “Recent” on the annotated screen and click the “click” button on the control panel.
2. Click the search icon: select the search icon on the annotated screen and click the “click” button on the control panel.
3. focus_and_type on “Search in Drive”: select the text label “Search in Drive” and click the focus_and_type button on the control panel.

Note that the human relies on the macro actions during demo collection. It is possible that the human may operate differently if the emulator is manipulated directly. The advantage is clearly that the actions in human demonstrations
are in the exact same action space as that of learning agents. There is no need to recognize and convert a sequence of low-level actions to a macro action, which itself is a challenging task. For UI navigation, it is possible that there are multiple solutions for a task. We want the agents to be able to complete tasks successfully with any one of the solutions. It is not necessary to require an agent to always pick the optimal solution or be consistent with any operation style.

3.6 Demo augmentation

Not all the UI elements have the same importance for UI navigation. Certain elements are frequently operated for given tasks, while others are irrelevant. In particular for UI navigation, elements that help navigating, such as the back button, the home button, the menu button, and the search icon for a search task, are important. Whereas the detailed information, such as the contents of an email, or the body of a news article can be ignored. A demonstration not only teaches an agent what actions to take for given states, but also provides information on which UI elements are more important for the task. Based on this observation, we propose demo augmentation:

1. Classify all UI elements into two groups: critical and irrelevant.
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• Critical UI elements: elements receiving actions in the current step, all the icons, and common UI navigation elements.
• Irrelevant UI elements: all others

2. Randomize texts associated with randomly selected irrelevant elements. It is simply done by replacing the word embedding vector by a random vector. For each state, a subset of the irrelevant elements are randomized with a predefined probability that we arbitrarily pick as 50%.

3. Add random offsets to the bounding rectangles for randomly selected irrelevant elements. The probability that the bounding rectangle of a UI element is randomized is arbitrarily picked as 80%.

3.7 Demos from screenshots

Some failures are difficult to reproduce as they happen randomly with a small probability. Besides, we are dealing with real applications on real systems, and the applications remember the previous states. Even for deterministic cases, unless all the operations of the previous states are recorded, there is no guarantee that an exact scenario can be reproduced. The contents of some apps change over time as they are fetched from servers. Fortunately, screenshots for those failures are easily available as they are saved during evaluation. Therefore, we collect demonstrations from individual screenshots to cover those rare cases.

There are a few disadvantages. Actions selected for a screenshot can’t be validated on an emulator, hence can be wrong, as the screenshot is not reproduced on the emulator. There is no transition between steps as in typical reinforcement learning trajectories. Besides no effort to reproduce, another advantage for screenshot demos is that it only needs human corrections for failed screenshots, not the whole episode. For behavioral cloning, there is no change to accommodate screenshot demos, because the neural net predicts actions from screenshots/states. In standard DQfD, there are two types of training samples:

• Episodes from interaction with an RL environment that produce Q learning loss.
• Episodes from demonstrations that incur both Q learning loss and classification loss.

We add a third type of training samples:

• Screenshot demonstrations that only contribute classification loss.

4 Experimental Results

4.1 Evaluation tasks

We have built two tasks on Android to collect demonstrations and evaluate trained agents. Each task is a wrapper of AndroidEnv [Toyama et al., 2021] to provide reinforcement learning interfaces compatible with DeepMind’s dm_env.

4.1.1 AndroidInstall

AndroidInstall is a task requiring an agent to install a list of Android applications using the Google Play store. At reset of each episode, Google Play Store is launched, and an utterance in the form of “install <application name>” is sent to the agent, where the application name is picked from the list, either randomly or in sequential order. The agent is expected to search the application in the play store, and to proceed from the page of the app. Once an application is installed, the agent should launch it. If the current package name matches the expected value, the episode is declared as successful. The image sequence in Figure 7 shows an episode of the installation.

AndroidInstall has two goals: 1) providing a consistent metric for evaluating architecture and algorithm changes. 2) setting up the environment by installing all the needed apps for other tasks, such as AndroidSearch. Therefore, we deliberately reduce the diversity of the task. Viewing parameters stay constant across episodes. The play store app is force closed and restarted for each episode to simplify initial states of each episode.

4.1.2 AndroidSearch

In this task, a randomly selected application or web site from a pool of about 80 is launched at the reset of each episode with randomized viewing parameters, including pixel density, font scale, and orientation. A sequence of clicks are then applied to randomly selected UI elements to further randomize the starting state of an episode. An utterance in the form of “search for x” is passed to the agent, where x is randomly picked and may depend on the current application. An
Figure 7: One episode of a trained agent completing the AndroidInstall task. (a) Search app name in Google Play Store. (b) Click Enter to start installation. (c) Wait for the installation to complete. (d) Click Open to launch the app.
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agent is expected to input the search phrase into the nearest search bar. If there is no search bar on the current screen, the agent should first reveal it. Once the required search phrase is entered successfully and either relevant results appear on the screen or a message indicating nothing is found, the episode is declared as successful by the task environment. Note that all the apps and websites are real with dynamic contents and their GUI may change due to updates. This is more challenging than environments whose variations are fixed.

4.2 Agent performance

Table 1 shows the effect of demo augmentation on AndroidInstall. In this setup, only 16 human demo episodes are collected. Demo augmentation increases the total number of demo episodes to 1600. Clearly both DQfD and BC reach significantly higher success rates with demo augmentation.

| Agent | Augmented | Without augmentation |
|-------|-----------|----------------------|
| Success rate | DQfD | BC | DQfD | BC |
| 99.0% | 96.6% | 80.9% | 89.5% |

Table 1: Success rates of agents trained from 16 human demos on AndroidInstall.

We actually started with just two demo episodes to train an AndroidInstall agent, one from a fresh installation of an app, and one from updating an existing installation. With augmentation, the success rate reached 90% by using just the two demo episodes. To push up the success rate, more demo episodes are added to deal with various corner cases, such as pop up ads and system messages. When the number of demo episodes reaches 16, the success rate is near perfect.

Table 2 lists the success rates of DQfD agents trained using different options on the search task. The options include:

- Demo augmentation: whether demo augmentation is used;
- Screenshot: whether screenshot demos are included in the training samples
- Action mask: whether the loss function considers action mask as shown in formula 1

. The training samples are composed of 425 full episodes and 261 screenshots. When all the three options are enabled, the success rate reaches 98.7%.

Tables 3 and 4 compare the success rates of the two configurations: fewer demos with augmentation and more demos without augmentation. For AndroidInstall, the agent trained with fewer but augmented demos performs notably better than the agent trained with 30x more demos but without augmentation (99% vs 95.6%). For AndroidInstall, the agent trained with 220 demos with augmentation matches the success rate of the agent trained with 1500 demos without augmentation.

4.3 Selected cases of a DQfD agent doing searches

Figure 8 and 9 show a few examples of a trained DQfD agent performing searches. Note that the red boxes and texts indicate the agent choices of UI elements to operate and the action types.

Figure 8 shows an episode in YouTube. The agent dismisses popups twice to reveal the search bar (a) and (b). It then clicks the X button to erase the previous search phrase “something” (c). Next, it sets focus and enters the required search phrase “computer” (d). Finally, the results of the search is loaded (e).
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| augmented from | 16 human demos | 512 human demos without augmentation |
|----------------|----------------|------------------------------------|
| 99%            | 95.6%          |

Table 3: Success rate comparison of DQfD on AndroidInstall: fewer demos with augmentation vs. more demos without augmentation.

| augmented from | 220 human demos | 1500 human demos without augmentation |
|----------------|------------------|--------------------------------------|
| 97%            | 97.5%            |

Table 4: Success rates comparison of DQfD on AndroidSearch: fewer demos with augmentation vs. more demos without augmentation.

Figure 9 shows a search episode in Google News. The agent clicks the back arrow twice to go to the main screen (a) and (b). Then it clicks the search icon to bring out the search bar (c). Next, it sets focus to the search bar (d) and enters the search phrase “something” (e).

5 Conclusion and future work

In this paper, we present an end-to-end workflow of building UI navigation agents from demonstrations, including definition of state and action space, neural network architecture, macro actions, error-driven demo collection, and demo augmentation. Our experimental results prove that the agents reach high success rates by training from a small number of demonstration episodes.

Our goal is to develop learning-based techniques to replace existing UI automation macros handcrafted by software engineers. Our next step will shift more towards engineering by experimenting our agent building technique on more automation tasks that have practical purposes. We plan to start with training individual agents independently for different tasks. But we will certainly research in the possibilities of multi-task agents that are conditioned on the utterances where mapping natural language instructions to sub-tasks become critical. One expected challenge is how to maintain the high success rate and ease of training while making the agents generalize better.

It is not uncommon that a correct action fails on a real system, such as Android emulator, due to occasional system unresponsiveness. In such a case, it is desirable that an agent retries a failed action, sometimes with multiple attempts. A memory-less agent naturally repeats the same action for the same state. Besides to simplify neural net, this is another reason that we deliberately avoid memory mechanism, such as LSTM. The drawback is that an agent may be trapped in repeating the same wrong action that has no effect. In the future, we will research techniques that savages agents without significantly increasing the neural net complexity. One thought is to feed the count of actions that are performed for the current episode, and encourage agent to explore alternatives during inference.
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