Long short-term memory based semi-supervised encoder–decoder for early prediction of failures in self-lubricating bearings
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Abstract: The existing knowledge regarding the interfacial forces, lubrication, and wear of bearings in real-world operation has significantly improved their designs over time, allowing for prolonged service life. As a result, self-lubricating bearings have become a viable alternative to traditional bearing designs in industrial machines. However, wear mechanisms are still inevitable and occur progressively in self-lubricating bearings, as characterized by the loss of the lubrication film and seizure. Therefore, monitoring the stages of the wear states in these components will help to impart the necessary countermeasures to reduce the machine maintenance downtime. This article proposes a methodology for using a long short-term memory (LSTM)-based encoder–decoder architecture on interfacial force signatures to detect abnormal regimes, aiming to provide early predictions of failure in self-lubricating sliding contacts even before they occur. Reciprocating sliding experiments were performed using a self-lubricating bronze bushing and steel shaft journal in a custom-built transversally oscillating tribometer setup. The force signatures corresponding to each cycle of the reciprocating sliding motion in the normal regime were used as inputs to train the encoder–decoder architecture, so as to reconstruct any new signal of the normal regime with the minimum error. With this semi-supervised training exercise, the force signatures corresponding to the abnormal regime could be differentiated from the normal regime, as their reconstruction errors would be very high. During the validation procedure for the proposed LSTM-based encoder–decoder model, the model predicted the force signals corresponding to the normal and abnormal regimes with an accuracy of 97%. In addition, a visualization of the reconstruction error across the entire force signature showed noticeable patterns in the reconstruction error when temporally decoded before the actual critical failure point, making it possible to be used for early predictions of failure.
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1 Introduction

In most real-world applications, wear occurs owing to partial solid–solid contact between sliding surfaces over a prolonged period. Such wear may be responsible for the catastrophic failures of machines made of moving parts. Hence, full visibility of the machine conditions enables machine manufacturers to adopt effective maintenance plans, such as preventive, predictive, or reactive plans, so as to reduce downtime and increase productivity [1, 2]. Predictive maintenance techniques improve equipment maintenance efficiency...
relative to other maintenance plans by performing cost-effective maintenance only when necessary [3, 4]. In other words, the current state of the equipment or its components is assessed to predict when the maintenance should be performed, leading to a longer equipment uptime [5]. The principle of predictive maintenance is to continuously monitor data correlated to the machinery’s state through analytics to recognize patterns revealing that failure is likely to occur [6–9]. The mitigation of these failures (those forecasted to occur) can then prevent the machine from unplanned downtime.

Self-lubricating bearings have an increased lifetime and improved wear properties relative to those of other bearing types. A constant, built-in lubrication film is generated in self-lubricating bearings; this film significantly reduces friction and direct solid contact [10]. Apart from the increased lifetime, these bearings also have the benefit of minimum maintenance as they do not require any greasing, making them an economical choice for reduced environmental impacts [11, 12]. Self-lubricating bearings based on polymer composites are fabricated with uniformly distributed holes or grooves on the base material surfaces. The grooves or holes are inserted with a solid polymer compound, generally a graphite base [13–15]. The surface area of the lubricant covers approximately 25% to 30% of the total bearing surface. The geomantic arrangements of the holes or grooves are arranged so as to cover the entire sliding surface in the movement direction [16, 17]. During the initial running-in operation of the two mating surfaces, the lubricant in the holes/grooves is released between the interfaces, thereby filling up the asperities of the two surfaces. Consequently, the solid lubricant establishes a continuous lubricating film between the contact sliding surfaces, and prevents metallic contact between the moving parts. The lubricating film is constantly replenished by lubricant particles emerging from the lubricant reservoir [14]. The solid lubricant also acts as a reservoir by absorbing foreign particles and dirt into the lubricant holes/grooves/reservoir. These embedded particles displace a similar amount of lubricant, which is then available for lubrication of the bearing surfaces. This absorption of unwanted particles and release of solid lubricant make the operation reliable and maintenance-free. Nevertheless, bearing failures can occur after prolonged use and remain one of the major causes of machinery breakdowns, making the detection and diagnosis of mechanical faults during their operation crucial [11, 18].

The best possible methodology for ensuring the quality of sliding surfaces is a direct visualization of the wear marks on them. However, such visualization techniques come with a high cost as, in most cases, the inspection cannot be done when the component is operational, owing to limited accessibility to the critical regions of the sliding surfaces [19, 20]. Under such circumstances, the process must be stopped before the component is removed and taken offline for inspection, resulting in machine downtime. Conducting such a laborious time-discrete offline inspection will hamper the overall productivity. A recent trend in the digital age for estimating the wear state is to interpret and identify patterns in the signatures of sensors with an indirect correlation with the surface state in the contact zone using machine learning (ML) algorithms [21–23]. Making decisions using ML algorithms has two advantages: First, the component’s wear is continuously monitored, unlike discrete offline inspection; second, the workforce and downtime knowledge are available for forecasting productivity and planning maintenance actions.

Orhan et al. [24] demonstrated that the progressive failures occurring on rolling element bearings can be determined early based on a spectral analysis of vibration sensor data. Prieto et al. [25] developed a diagnosis methodology by using a hierarchical neural network structure to classify six different bearing operating regimes according to vibration sensor data. Sadegh et al. [26] reported that the different lubrication conditions in journal bearings could be successfully determined using artificial neural networks and genetic algorithms. In terms of sensors, the acoustic emission signals captured from the contact zones of bearings have been combined with ML methods to detect anomalies [26–29]. Moder et al. [30] used neural networks and logistic regression to successfully classify lubrication regimes in a hydrodynamic bearing based on torque sensor signals. In contrast, Prost et al. [31] trained a random forest classifier on lateral force data corresponding to each cycle of an oscillating
Friction self-lubricating bearing set up to distinguish between four states of operation. In addition, the identification of degradation in bearings using ML models has been extensively researched [32–34]. Similar to traditional ML algorithms that work on sparse statistical features, convolutional neural networks have also been established for monitoring rolling bearings based on raw sensor data [35–37]. Narendiranath Babu et al. [38] reported using deep neural networks to classify the vibration data of the normal condition and five abnormal conditions in journal bearings. Sensing techniques such as thermal imaging [39, 40] have been combined with ML to classify the states of equipment. Based on the literature survey, we can conclude that if sensors can carry the representative signal information of the bearing state, any state-of-the-art ML algorithm can decode the patterns for monitoring the bearing conditions [19]. However, most ML algorithms treat the sensor data as a vector for monitoring purposes, and algorithms treating the sensor data as a sequence are very sparse [41]; this gap will be bridged in this work.

Unlike traditional feed-forward networks, recurrent neural networks (RNNs) do not take a fixed input, and do not process all vector data simultaneously [42]. In fact, an RNN reuses a computational unit that takes data sequentially and at each step of its calculations [43, 44]. When processing a sequence, the output at each step is combined with the next element from the sequence, and used as the next input. Therefore, another output is produced until the sequence is completed. As a result of this sequential processing, the RNN learns the temporal relationship between the elements in the sequence, which can be further exploited for other suitable downstream tasks [45]. Long short-term memory (LSTM) networks represent a type of RNN, and are capable of learning and holding more long-term temporal contextual information in a sequence compared to “vanilla” RNNs [46, 47]. Apart from holding the information for a long time, they are not prone to vanishing and exploding gradients, as in vanilla RNNs [48].

The key elements inside an LSTM block are the cell state and hidden state [49, 50], as shown in Fig. 1. The cell state is responsible for sharing and transferring information along the entire sequence chain [50].

However, while processing each element in the sequence, the cell states are altered by gates containing sigmoid and tanh activations inside the LSTM cell [51, 52]. The tanh function helps in regulating the network by squishing values between −1 and 1, and the sigmoid function helps to control the information to be kept (1) and forgotten (0) [51]. The hidden state is basically the output of the current element in the sequence after the gating operation, and is combined with the next element for computation [51, 52].

A major concern in a failure-related system is that a large amount of data represents a good process, and much less data are available presenting a flawed process or failure. Hence, the dataset between normal and abnormal processes is very unbalanced, resulting in increased biasing of the model during training. Furthermore, with the inaccessibility to the process zone, the correct labelling of the wear state across the full dataset is cumbersome. In this work, owing to the imbalanced dataset, we transform a classification problem with multiple classes into a binary classification problem using semi-supervised ML learning, where the model is trained with data whose nature is familiar to the machine operator knowledge-wise, i.e., a normal regime. The principle of a semi-supervised ML algorithm is to familiarize the model with sensor signatures corresponding to the desired class. In addition, the normal regime can be differentiated without retraining when data from a new class are included. Pandiyan et al. [53] developed a monitoring strategy for microphone data by using semi-supervised learning and a variational auto-encoder network. Compared to the latter, this current work differs in two ways, and improves the previously proposed methodology. First, it uses a force signature corresponding to each oscillation cycle to train the
encoder–decoder model based on the LSTM. Second, based on the temporal reconstruction loss of the model across each localized cycle in the whole dataset, the onset of a failure mechanism can be identified before the failure occurs, providing a novel result.

The remainder of this paper is organized into five sections. Section 1 summarizes the self-lubricating bearing design, monitoring technologies, and LSTM method. Section 2 presents the oscillating tribometer setup, data collection, and pre-processing data strategy. Section 3 provides information regarding the LSTM-based encoder–decoder architecture and training methodology used on the force signature acquired during the experiment. Section 4 presents the detection results from the failure regimes using the trained LSTM model. Finally, the findings of our contributions and future research directions are presented in Section 5.

2 Experimental setup

The experiments were conducted on a transversely oscillating tribometer setup described in more detail in previous publications [31, 53]. The tribological pairing consisted of a shaft made of hardened and polished Cr steel (100Cr6, \( \Omega \) 24 mm) sliding in tight contact inside a self-lubricating bronze bushing, as shown in Fig. 2.

The bushing was equipped with macro deposits of polymer lubricant, from which the lubricant was distributed over the sliding contact. The tribometer setup was equipped with a variety of sensors. The present study focused on interpreting and correlating force sensor data with failure regimes. An axial force sensor (HBM U9C, Germany) was mounted parallel to the moving axis of the shaft, and the normal force was recorded by a load cell with a higher load capacity (HBM U2B, Germany). The sensor data were acquired using in-house developed data acquisition and control software at a rate of 5 kHz. The detailed specifications of the force sensors are listed in Table 1. The oscillating movement of the shaft was recorded using a linear inductive position sensor (Turck Li300P0-Q17LM0-LiU5X2, Germany). The bearing temperature was measured using a type-K thermocouple with a diameter of 0.5 mm mounted inside a drilled hole on the bearing’s front face, as shown in Fig. 3. The force data were acquired from experiments performed by inducing the shaft movement at a nominal frequency of 1 Hz and stroke length of 50 mm. The experiment was designed to run with a specific bearing load of 8 N/mm², corresponding to a radial (normal) load of 6 kN. To establish a smooth run-in, the load was gradually increased during the first 1.5 h of the experiment.

Fig. 2 Experimental setup to simulate the wear in the self-lubricated bearing.
The experiments were run uninterrupted until one of the two stop criteria was reached, representing threshold values on the measured lateral force and sample temperature. The thresholds were set to $\pm 3.5 \text{kN}$ for the uncorrected lateral force signal and $150 \, ^\circ\text{C}$ for the bearing temperature. Datasets from four experiments were available for this study. The typical running times for all of the experiments in the study were between 10 and 16 h or approximately 36,000–57,000 cycles.

### 3 Proposed ML methodology

The primary objective is to detect an abnormal regime (running-in and anomaly are addressed together as an abnormal regime throughout this work) and the onset of failure, based on force signatures in the self-lubricating bushings when operational. The running-in and anomalies (abnormal regime) can be isolated from the normal operating regimes using an encoder–decoder architecture, where the network familiarizes reconstructing only the signatures of the normal regime, as they are only trained on them. The trained encoder–decoder model then will fail to achieve a good reconstruction when encountering signals corresponding to the abnormal regime. From the magnitude of the reconstruction loss, we can detect that the signals are not part of the normal regime.

A schematic of the proposed methodology is presented in Fig. 4.

The training strategy for the encoder–decoder architecture consists of three parts. The first part is dataset preparation. For reduced computations, the force signatures of each cycle are downsampled to 100 data points for the entire experimental data, such that the signature envelopes the shape of the cycle. The sequential vector lengths of 100 data points are the input for the LSTM-based encoder–decoder model for training and testing in real-time deployment. The accuracy of the trained encoder–decoder model primarily depends on the choice of the dataset distribution it is trained with. As the training dataset should be statistically different from the abnormal regime signature, the force signatures corresponding to each cycle representing the normal regime are separated from the entire dataset. The remaining

| Sensor          | Model   | Number of channels | Sampling rate | Sensor working range               | Acquisition mode |
|-----------------|---------|--------------------|---------------|------------------------------------|------------------|
| Axial force     | HBM U9C | 1                  | 5 kHz         | up to 10 kN 24 bit ADC             | Continuous       |
| Normal force    | HBM U2B | 1                  | 5 kHz         | up to 200 kN 24 bit ADC            | Continuous       |

Fig. 3  Transversally-oscillating tribometer setup integrated with the accelerometer, force, thermocouple, and acoustic emission sensor.
dataset represents the abnormal regime. The dataset representing the normal regime is split stochastically into three portions containing 60%, 20%, and 20% of the data, respectively. The second part of the training strategy includes training the actual LSTM model with supporting libraries, optimizers, training parameters, and finally, computing the threshold. The 60% portion of the dataset representing the normal regime during the previous step is used to train the model, which is verified based on the visualization of the loss curves. At the end of the training, the second portion (20%) of the normal regime's dataset is passed to the model, and the reconstruction loss distribution is computed. Next, a threshold value is computed from the reconstruction loss distribution (the sum of the mean and three standard deviations). The third and final part involves testing the model and confirming its performance. The third portions (20%) of the normal and whole abnormal datasets (including both running-in and anomaly) are passed into the trained model, and the reconstruction loss is computed. The insight behind such an analysis is that for the signals in normal regimes, the LSTM-based encoder–decoder model will produce a reconstruction loss lower than the threshold, as it will have learned the patterns. However, owing to their unfamiliarity, abnormal regime signals would produce a higher reconstruction loss than the threshold, from which they can be easily identified as outliers.

3.1 Dataset

This work focused on understanding the distribution of the force data from the oscillating trials of the normal regime to identify the abnormal regime. The axial force signals were acquired at a rate of 5 kHz, and time-series data corresponding to each cycle were stored for offline processing. The oscillating nature of the setup created periodic patterns across each cycle, as shown in Fig. 5. The zero position of each cycle was triggered using the zero-crossings of a positional encoder trigger embedded in the tribometer setup. The axial force signal representing each cycle was downsampled to 100 data points using linear interpolation such that these 100 data points represented each cycle’s envelope, as shown in Fig. 5.

Figure 6(a) shows the overall evolution of the downsampled force signal during one of the experiments, where the red curve represents the running-in, the green curve represents the normal regime, and the blue curve represents the anomaly. In Fig. 6(a), the differences between the running-in and the degradation of the bearing from the normal state of operation can be seen as distortions of the individual cycle shapes. Figure 6(b) compares the
downsampled force signals between the operational regimes for running-in, normal, and anomaly across ten randomly selected cycles.

In total, datasets from four experiments were available for training and testing the LSTM-based encoder–decoder architecture, as shown in Table 2. Based on the number of cycles \(m\), a matrix of size \(m \times 100\) was computed for each experimental trial,

| Experiment | Total number of cycles before failure | Variance in the dataset |
|------------|--------------------------------------|-------------------------|
| Experiment 1 | 44,265 | 0.83 |
| Experiment 2 | 38,605 | 0.89 |
| Experiment 3 | 57,516 | 0.86 |
| Experiment 4 | 35,388 | 0.80 |
and the trial was performed using the parameters discussed in Section 2.1. The matrix dataset for each experiment was heuristically segregated into running-in, normal, and anomaly data. Furthermore, the running-in and anomaly cycles were grouped as abnormal regimes. Thus, a dataset representing normal and abnormal regimes was prepared.

### 3.2 Visualization of wear

After reaching the end criteria (either by exceeding ±3.5 kN for the uncorrected lateral force signal or 150 °C for the bearing temperature), the bearings were examined by imaging the sliding surface with a microscope, as shown in Fig. 7. The microscope used was an Olympus SZX16 with a continuously variable focus, as equipped with a JENOPTIK ProgRes C5 microscope camera. With a closer examination of the functional surface of the bearing, we were able to observe the different wear mechanisms that occurred during the operational time, including scuffing marks, scratch marks, formation of wear debris at the interface edges between the lubricant reservoir and bushing body, and evidence of debris particles becoming embedded temporarily inside the solid lubricant reservoir. Most of the mechanisms were observed to occur simultaneously, with varying severities. The scratch marks could have resulted from short-time metal-to-metal contact when the lubrication film failed to replenish and/or third-body abrasion when the wear debris was dislodged between the moving surfaces.

### 3.3 LSTM architecture and training

LSTMs have been used to model temporal ordering relationships between data sequences such as text, audio, and time-series data [54–56]. In this work, the characteristics of the LSTM for remembering information in sequences were combined with the encoder–decoder architecture to compress this sequential representation and reconstruct it again, aiming to identify abnormal regimes. An illustration of the LSTM-based encoder–decoder architecture used in this study is shown in Fig. 8.

A four-layer stacked LSTM architecture was selected to build the encoder–decoder model, with two layers corresponding to the encoder (E) and the remaining two layers for the decoder (D). The encoder consisted of two LSTM blocks that read the input sequence of length 1 × 100 × 1 in a step-by-step manner. When processing the entire sequence, the representation learned by the recurrent units of the encoder returned a fixed-length vector of size 1 × 128. The fixed-length vector, otherwise called the latent space, was then passed as an input to the recurrent units based on the LSTM, which reconstructed the original input. This part of the architecture also had two LSTM blocks forming the decoder. Thus, the overall configuration of the encoder and decoder

![Fig. 7 Macro images of the worn bushings after the experiments.](image-url)
accomplished reading, encoding, representing, decoding, and finally reconstructing any input sequence. The model’s performance was computed based on its ability to reconstruct the temporal sequence distribution it was trained with; in our case, this was the normal regime force data. The encoder–decoder model was developed using built-in functions from the PyTorch library [57], and was trained on a hardware-accelerated graphical processing unit environment, namely the NVIDIA® Titan, using the training parameters in Table 3. During training, the signature of the normal operational regimes of each cycle was passed into the network and allowed to reconstruct. The difference between the original and reconstructed signals was computed as a loss, i.e., the mean square error. This loss was backpropagated to adjust the weights of the recurrent units for better reconstruction in subsequent iterations. The LSTM autoencoder model had 990,465 trainable parameters, was trained using the Adam optimizer [58] with a learning rate of 0.001, and was stopped after 100 epochs.

### Table 3 Parameters used for training the encoder–decoder network.

| Training condition/parameter | LSTM encoder–decoder |
|-----------------------------|----------------------|
| Optimizer used for training | “SGD”                |
| Learning rate               | 0.001                |
| Recurrent architecture      | Encoder–decoder architecture using 4 layers of LSTM |
| Epochs                      | 150                  |
| Size of the batch           | 1                    |
| Shuffle                     | Every-epoch          |
| Training data set (Normal regime) | Force signal of each cycle corresponding to normal operational regime downsampled to 100 continuous datapoints |
| Network input Loss          | 1 × 100 × batch size |
| Computational hardware      | GeForce Titan        |
| Dropout rate                | 0.1                  |
| Deep learning library       | PyTorch               |
| Trainable parameters        | 990,465              |

**Fig. 8** Illustration of the operation of the LSTM-based encoder–decoder network with \( X, H \) and \( F_C \) representing input state, hidden state, and fully connected layer.

**4 Failure prediction**

**4.1 Results and discussion**

Figure 9 shows the training and validation loss plots after training the LSTM-based encoder–decoder model for 150 epochs using the force signal envelopes representing cycles corresponding to the normal regime. In Fig. 9, based on the saturation of the loss curves, it is evident that the model learns the temporal distributions of the envelopes corresponding to the dataset (60% of the normal regime signals) on which it is trained, for better reconstruction. There is a significant decrease in the loss until 50 epochs, after which it becomes saturated with little improvement, indicating that the model has learned the distribution space. The validation loss plot also shows a similar trend to the training curve, indicating that the model prediction is robust.
From the trained model, a reconstruction threshold must be computed so that the model can flag the incoming signal as a normal or abnormal regime based on its ability to reconstruct, i.e., by comparing it with the threshold. The threshold is computed on 20% of the normal regime dataset that the model was unfamiliar with during the training. The reconstruction loss distributions for the normal regime envelopes from the four experiments are shown in Fig. 10. The distribution of the reconstruction loss lies between 0 and 2,000. A threshold value of 553.09 is calculated from the distribution on the upper value, based on Eq. (1).

Threshold = mean (μ) + 3 × standard deviation (σ) \hspace{1cm}(1)

In other words, if the model has poor reconstruction for an input signal, i.e., the reconstruction loss is greater than the threshold value of 553.09, it is assumed that the signal does not belong to the distribution of the normal regime dataset, and it is considered as an abnormal regime. Figures 11(b) and 11(c) show the reconstruction loss distribution for each cycle of the force signal in the abnormal regime datasets, namely the running-in and anomaly regimes, respectively. These distribution plots confirm that the distribution of the abnormal regime is higher than the threshold value of 1,346.4. However, as shown in Fig. 11(b), most reconstruction losses are well below the threshold. Consequently, we can postulate that the proposed LSTM-based autoencoder architecture can differentiate normal regimes from other undesirable regimes. We verified our approach on a test dataset consisting of 0.1 million cycles from the four experiments covering normal and abnormal regimes to obtain statistical confidence. The trained LSTM autoencoder model correctly classified 97% of the signals from the normal and abnormal regimes when compared with the ground-truth labels.

Figure 12 shows the trained model’s reconstruction of the force signals corresponding to the normal, anomaly, and running-in operational regimes. In the case of the normal regime, as depicted in Fig. 12(b), the reconstruction of the signal envelopes are excellent as the distribution is learned during training by the recurrent model. However, the reconstruction is poor in the running-in and anomaly regimes owing to the unfamiliarity, as shown in Figs. 12(a) and 12(c), respectively.

4.2 Early prediction of failure

The failure of a bearing owing to wear mechanisms does not generally occur instantaneously, but occurs over time. Thus, the wear progresses until the parts cannot sustain the applied load, leading to failure. Therefore, there should be a transition of the wear mechanism from the normal regime to the anomaly regime where the failure occurs. By carefully selecting the normal regime for training with minimal overlap with the anomaly regime, the normal regime can be segregated, as discussed in Section 4.1. The trained LSTM model can still reconstruct the signal in the transition zone owing to the overlap in the latent space representation between the normal regime and failure point. However, the reconstruction will be poor and generally higher than the threshold, i.e., the uncertainty of the model will increase. As the distribution in the transition zone moves more
toward failure, there is a significant decrease in the reconstruction ability of the model. Nevertheless, the temporal evolution of the reconstruction loss provides a view regarding the onset of the progressive wear mechanism. The same can be applied to the transition from the running-in regime to the normal regime. However, the reconstruction loss is minimized in this case, as the transition zone moves more toward a normal regime. The complete sequence of the downsampled force signals from Experiment 2 (Table 2) is presented in Fig. 13(c). Figure 13(b) shows the temporal evolution of the reconstruction loss across each cycle, from running-in to the failure regime. As cycles 8,000 to 18,000 were used to train the LSTM model, they were not detected as an anomaly, as inferred from the reconstruction loss patterns in Fig. 13(b). The temporal visualization of the reconstruction error in the transition zone is interesting, although it is well above the reconstruction threshold. We can see a positive drift in the magnitude of the reconstruction loss, as shown in Fig. 13(a). The slope of this drift, or the number of times there is a positive increment across the cycles, can be used to forecast the failure point. For Experiment 2 and all other experiments, evidence on the reconstruction loss suggests that wear mechanisms start at approximately 3,000–4,000 cycles prior to the actual failure point, giving a time window for maintenance action during the application.

5 Conclusions

This work addressed two tasks: First, segregating an abnormal state from a normal state; and second,
providing a methodology for early failure detection in self-lubricating bearings, even before it occurs. A four-layer stacked LSTM unit with a built-in encoder–decoder architecture was trained with a semi-supervised “model” to detect the different regimes to allow for predictive maintenance. The experiments were performed using a transverse oscillating tribometer setup. The training of the LSTM model with only the normal regime signal ensured that it only learned this discrete distribution. During the validation procedure of the proposed LSTM-based encoder–decoder model, the model predicted force signals corresponding to the normal regime and failure regime with an accuracy of 97%. The overall conclusions of this work can be summarized as follows.

1) With a relatively simple downsampled envelope representation (100 datapoints/cycle), the force signatures can successfully identify the operational regimes.

2) The abilities of the trained LSTM-based encoder–decoder model suggest that normal and abnormal operational regimes can be classified even when the dataset is very unbalanced. The semi-supervised training also opens up the possibility of using ML to classify regimes with minimum knowledge, and/or where data collection is expensive and cumbersome.

3) The postmortem visualization of the inner surface of the bearing reveals that multiple wear mechanisms can occur, and irrespective of the wear mechanism, the semi-supervised ML framework can separate normal operational regimes from failures, i.e., abnormal regimes.

4) The visualization of the reconstruction error across the cycles of each experimental trial offline shows

---

**Fig. 13** Early prediction of failures by analysis of the trend in the reconstruction loss on Experiment 2 (for better understanding, it is advised to consider the figure from bottom to top).
notable drift patterns temporally before the actual critical failure point. These can be used for early predictions or forecasting of the failures in future online analyses. The onset of failure regimes starts around 3,000–4,000 cycles before the actual failure for the experimental parameters used.

The performance of the LSTM framework suggests that the methodology can be utilized for predictive maintenance for any cyclic tribological experiment or machine component. This work can also be extended to other types of bearings or machine components. The present work uses a finite set of operational parameters under controlled laboratory conditions for inducing wear mechanisms and detecting them. However, in natural systems, the operational parameters vary dynamically. Thus, the robustness of the proposed framework should be tested, which is part of future work. Furthermore, with the ability to forecast the failure regimes with this methodology, the evolution of the reconstruction error can be used as a trigger to perform real-time imaging to gain additional insights into the wear mechanisms and understand their evolution; this is another planned research direction.
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