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Abstract

Video snapshot compressive imaging (SCI) captures a sequence of video frames in a single shot using a 2D detector. The underlying principle is that during one exposure time, different masks are imposed on the high-speed scene to form a compressed measurement. With the knowledge of masks, optimization algorithms or deep learning methods are employed to reconstruct the desired high-speed video frames from this snapshot measurement. Unfortunately, though these methods can achieve decent results, the long running time of optimization algorithms or huge training memory occupation of deep networks still preclude them in practical applications. In this paper, we develop a memory-efficient network for large-scale video SCI based on multi-group reversible 3D convolutional neural networks. In addition to the basic model for the grayscale SCI system, we take one step further to combine demosaicing and SCI reconstruction to directly recover color video from Bayer measurements. Extensive results on both simulation and real data captured by SCI cameras demonstrate that our proposed model outperforms previous state-of-the-art with less memory and thus can be used in large-scale problems. The code is at https://github.com/BoChenGroup/RevSCI-net.

1. Introduction

Computational imaging (CI) [1, 34] introduces modulation (coding) in the optical path to advance the capability of traditional cameras. Snapshot compressive imaging (SCI) [11, 25, 40, 43, 51] is a promising CI technique that indirectly captures 3-dimensional (3D) data using a 2D detector, i.e., the original 3-dimensional data (videos or hyperspectral images) are coded by different masks and then integrated into a single frame (measurement). As shown in Fig. 1, in video SCI, the temporal dimension is modulated and compressed, which avoids large memory storage and transmission bandwidth during imaging. To make the SCI system practical, an efficient reconstruction algorithm, i.e., recovering the desired images from the compressed measurement is critical. In this work, we focus on the practical video SCI reconstruction algorithm that can scale to large data.

The mainstream of reconstruction methods is the model-based optimization problems with various prior knowledge, e.g., total variation (TV) used in GAP-TV [50] and TwIST [2], and non-local low-rank [9] used in DeSCI [24]. These methods can provide usable results in an unsupervised manner but cannot balance the reconstruction quality and speed (hours for DeSCI to reconstruct a $256 \times 256 \times 8$ video from a single measurement), which makes them un-
realistic for real applications. Inspired by deep learning and rich datasets, some researchers develop deep neural networks (DNNs) [4, 13, 33, 39, 47] or combine DNN with optimization methods, such as deep unfolding technique [21, 27, 30] and plug-and-play algorithms [52, 56], to reconstruct desired 3D data from SCI measurements. Benefiting from the efficient feed forward networks, DNN based algorithms decrease the inference time significantly to less than one second. Most recently, BIRNAT [4], which develops a bidirectional recurrent neural network, has led to state-of-the-art reconstruction results. Most researches on video SCI reconstruction usually verify the performance on a low-resolution situation (less than \(512 \times 512\)). With the high-resolution images widely used in our daily life (HD with \(1280 \times 720\) and FHD with \(1920 \times 1080\)), however, the squarely increasing pixels will significantly increase the running time and training memory consumption for DNNs. Although some methods can provide superior reconstruction, e.g., DeSCI and BIRNAT, unpractical running time or GPU memory consumption still preclude them in the practical large-scale SCI system applications.

Bearing the above concerns in mind, in this paper, we propose an end-to-end reversible 3D convolutional neural network (3D CNN) for SCI reconstruction named RevSCI-net, in which 3D convolutional kernel jointly explores the spatial and temporal correlation within the desired data. Meanwhile, the reversible structure allows activations not to be stored in memory. The main contributions of our work are summarized as follows:

- We combine SCI reconstruction and demosaicing for color SCI systems into a single end-to-end network.
- In addition to the widely used grayscale test sets, we also conduct simulation on large-scale color datasets. Furthermore, we verify the proposed network on the real data (captured by SCI cameras). Only our model can recover large scale and high compression rate SCI measurements compared with other DNN based methods thanks to the memory-efficient structure.

The rest of this paper is organized as follows. Sec. 2 briefly reviews the related work. Sec. 3 presents the mathematical model of video SCI. Sec. 4 details our proposed model for grayscale and color video SCI reconstruction. Sec. 5 presents extensive results including simulation and real data. Sec. 6 concludes the entire paper.

2. Related Work

Video Snapshot Compressive Imaging   Many different SCI hardware systems have been developed, by modulating the light in different approaches, e.g., usually a digital micromirror device (DMD) [11, 28, 39, 40, 41, 37, 38] or a physical mask [25, 53]. Although hardware systems are mature in the laboratory, existing reconstruction algorithms are still far from real applications. Optimization-based methods, e.g., GAP-TV [50], GMM [48, 49], DeSCI [24], and PnP-FFDNet [52] consume high computational cost leading to long time reconstruction. Recently, some researchers have attempted to use deep learning in computational imaging [13, 20, 30, 33, 39, 47, 54]. Various networks have been proposed for SCI reconstruction, and significantly reduced the running time. However, these networks usually need a huge memory and long time for training. For instance, state-of-the-art method BIRNAT [4] requires more than 32GB GPU memory (batch size is 3 and costs weeks for training) to train the model of size \(256 \times 256 \times 8\). Such a memory unfriendly model is not satisfying the increasing resolution in daily life, where HD and UHD videos are becoming widely used. Different from previous methods, in this work, we develop a 3D CNN based network and introduce the reversible structure to reduce the training memory without loss of performance.

Reversible neural network   Flow-based generative models, e.g., NICE [5], real NVP [6], and Glow [17] can jointly perform generation and inference using a shared stacked reversible structure. This means that the generative process can be easily inverted, and the inference process can be

![Figure 2. Reconstruction results using the proposed RevSCI-net on large scale (512×512×50) real data captured by [39]. Note that this is the first deep learning model can perform a compression rate at \(B=50\). Videos are shown in the supplementary material (SM).](image)
computed by the inverse of the generation function. Specifically, for \( l \)-th blocks, given an input \( h^l \), divided it into two parts \( h^l_1, h^l_2 \), NICE [5] performs the simple additive affine transformations:

\[
\begin{align*}
    h^{l+1}_1 &= h^l_1, \\
    h^{l+1}_2 &= h^l_2 + m(h^l_1),
\end{align*}
\]

where \( m(\cdot) \) is an arbitrary function. The output is the concatenation of \( h^{l+1}_1 \) and \( h^{l+1}_2 \). The inverse transformation can be easily computed by

\[
\begin{align*}
    h^l_2 &= h^{l+1}_2 - m(h^{l+1}_1), \\
    h^l_1 &= h^{l+1}_1.
\end{align*}
\]

Inspired by this simple and effective setting, Rev-Net [8] introduces this idea into Res-Net [10], which has similar performance with Res-Net in the classification task and each block includes several reversible layers. The main strength of the reversible network is that training such networks does not need to save the middle activation produced by each layer, which occupies most of the memory. During back-propagation, the previous layer activation can be easily computed by the reversible transformation to calculate the gradient. Therefore, saving the last activation of the stacked reversible layers allows learning the parameters, which makes the memory cost reduce from \( O(L) \) to \( O(1) \) (\( L \) is the number of the layer). A memory-efficient learning procedure [15] inspired by the reversible networks was proposed for unfolding networks, which is easy to act on the unfolding network to reduce the training memory without loss of accuracy. Most recently, researchers [42] have proved that flow models based on affine coupling can be universal distributional approximations.

One of the bottlenecks for the SCI reconstruction network applied in the large-scale scene is the huge GPU memory consumption as mentioned before, because the squarely increasing pixel numbers (for a larger size) make it impossible for high-resolution scenes. Inspired by the Revnet [8], we propose a reversible 3D CNN for large-scale video SCI reconstruction. Specifically, we extend the original two branches additive affine transformations into multi-group transformations. The 3D CNN will also capture the spatio-temporal correlations in the desired video, and the reconstruction results will be more consistent in different frames.

**Demosaicing** For color imaging, common devices usually first capture pixels by a color filter (one pixel only sampling one color energy such as red, green or blue) and then impose an interpolation algorithm to achieve a color (usually RGB) image. This process is called demosaicing. Recently, some researches [3, 18, 23] developed an end-to-end network to directly obtain a color image from the raw captured image. Motivated by this, we extend the proposed RevSCI-net to joint demosaicing and reconstruction for the color SCI system. To our best knowledge, this is the first attempt to use a unified end-to-end deep model to directly restore an RGB video from a compressive measurement in SCI.

### 3. Video Snapshot Compressive Imaging

In video SCI, a dynamic scene consisting of \( B \) high-speed two-dimensional frames \( \{X_k\}_{k=1}^B \in \mathbb{R}^{n_x \times n_y} \) are modulated by the coding patterns (masks) \( \{C_k\}_{k=1}^B \in \mathbb{R}^{n_x \times n_y} \), respectively. These coded frames are then integrated over time on a camera, forming a *compressed* coded measurement (Fig. 1). The measurement \( Y \in \mathbb{R}^{n_x \times n_y} \) is given by

\[
Y = \sum_{k=1}^B X_k \circ C_k + G,
\]

where \( \circ \) denotes the Hadamard (element-wise) product and \( G \in \mathbb{R}^{n_x \times n_y} \) represents the noise. From a pixel perspective, any \( B \) pixel (in the \( B \) frames) at position \((i, j)\), \( i = 1,\ldots,n_x; \ j = 1,\ldots,n_y \) are collapsed to form one pixel in the snapshot measurement by

\[
y_{i, j} = \sum_{k=1}^B c_{i, j, k} x_{i, j, k} + g_{i, j}.
\]

Define \( x = [x_1^+, \ldots, x_B^+] \), where \( x_k = \text{vec}(X_k) \); let \( D_k = \text{diag}(\text{vec}(C_k)) \), for \( k = 1,\ldots,B \), where \( \text{vec}(\cdot) \) vectorizes the matrix inside \( \cdot \) by stacking the columns and \( \text{diag}(\cdot) \) diagonalizes the ensuing vector into a diagonal matrix. The video SCI sensing process can be written as

\[
y = \Phi x + g,
\]

where \( \Phi \in \mathbb{R}^{n \times B} \) is the sensing matrix with \( n = n_x n_y \), \( x \in \mathbb{R}^{n} \) is the desired signal, and \( g \in \mathbb{R}^{n} \) again denotes the vectorized noise. Different from single-pixel imaging [7], the sensing matrix \( \Phi \) in (5) has a very special structure and can be written as

\[
\Phi = [D_1,\ldots,D_B],
\]

where \( \{D_k\}_{k=1}^B \in \mathbb{R}^{n \times n} \) are diagonal matrices of masks. Therefore, the compressive sampling rate in SCI is equal to \( 1/B \). Recently, researchers [14] proved that high quality reconstruction is achievable when \( B > 1 \).

In terms of color video SCI system, we consider the Bayer pattern filter sensor, where each pixel only captures the red (R), green (G) or blue (B) channel in a spatial layout such as ‘RGGB’. Note that two green channels are used due to the sensitivity of the human eyes. In this case, \( X_k \) is a mosaic frame and since the neighbouring pixels are sampling different color components, the values are not necessarily continuous. To cope with this issue, previous studies [24, 52, 53] usually divide the original measurement \( Y \) into four-channel sub-measurements corresponding to the Bayer-filter \( \{Y^r, Y^{g1}, Y^{g2}, Y^b\} \in \mathbb{R}^{n_y \times 2^2} \) for the R, G1,
G2 and B components. Similarly, the mask and desired signal are also divided into four components. They reconstruct each sub-signal separately using the corresponding measurement and mask and then perform demosaicing (using off-the-shelf tools) in the recovered sub-videos to generate the final color (RGB) video.

4. The Proposed Model

Given the compressed measurement \( Y \) and coding pattern \( \{C_k\}_{k=1}^B \) captured by the SCI system, the goal of the proposed model RevSCI-net is to predict the desired high-speed frames \( \{X_k\}_{k=1}^B \), in other words, to learn a mapping from \( Y \) to \( \{X_k\}_{k=1}^B \). In this section, the details of the model will be described. Overall, our proposed model consists of three parts as shown in the middle of Fig. 3: 1) Feature extraction \( \mathcal{F}_E \) uses several 3D CNN layers to capture the high-dimensional features of the input. 2) Feature level nonlinear mapping employs several reversible blocks \( \mathcal{F}_R \) to transform the input features into the desired reconstruction domain. 3) Reconstruction \( \mathcal{F}_M \) integrates the features to reconstruct the final video.

4.1. Model for Grayscale SCI system

4.1.1 Feature Extraction

Considering the measurement \( Y \) being a 2D matrix, we first normalize the original measurement and then combine masks and the normalized measurement to produce coarse estimates of modulated frames as follows:

\[
\mathbf{Y} = \mathbf{Y} \odot \sum_{k=1}^B \mathbf{C}_k, \quad \mathbf{X}_{CE} = \mathbf{Y} \odot \mathbf{C},
\]

where \( \odot \) denotes the matrix dot (element-wise) division, and coarse estimates \( \mathbf{X}_{CE} \in \mathbb{R}^{B \times n_x \times n_y} \).

After obtaining \( \mathbf{X}_{CE} \), we employ four 3D convolutional layers expressed as \( \mathcal{F}_E \) (the kernel size is of \( 5 \times 5 \times 5 \), \( 3 \times 3 \times 1 \times 1 \times 1 \), and \( 3 \times 3 \times 3 \)) to extract the feature as:

\[
\mathbf{H}_f = \mathcal{F}_E(\mathbf{X}_{CE}),
\]

where \( \mathbf{H}_f \in \mathbb{R}^{c_1 \times B \times n_x \times n_y} \) is a 4D tensor and \( c_1 \) is the channel number. Here, we set the stride of the final layer to 2, which reduces the resolution of the feature map by half to reduce the computational complexity. We apply the LeakyReLU [29] on each convolutional layer, and do not use the batch normalization following previous research on image deblurring [35, 22] and video SCI [4]. After the feature extraction operation, we obtain the coarse features of the input modulated frames.

4.1.2 Reversible Non-linear Mapping

Having obtained the features of the input, we use stacked reversible blocks to transform them to the video domain features. The original reversible block in Rev-Net [8] splits the input features into two parts by channel, and the transformation is:

\[
\begin{align*}
\mathbf{h}_1^{l+1} &= \mathbf{h}_1^l + \mathcal{F}(\mathbf{h}_2^l), \\
\mathbf{h}_2^{l+1} &= \mathbf{h}_2^l + \mathcal{G}(\mathbf{h}_1^{l+1}),
\end{align*}
\]

where \( \mathbf{h}_1^l, \mathbf{h}_2^l, \mathbf{h}_1^{l+1}, \mathbf{h}_2^{l+1} \in \mathbb{R}^{c_l \times 2 \times n_x \times n_y} \), and \( \mathcal{F} \) and \( \mathcal{G} \) are arbitrary functions. Inspired by the group convolution [19, 46], we modify the formulation and extend it to a multi-group reversible transformation. As shown in Fig. 4(c), we split the feature into multiple parts, and the forward function is now:

\[
\begin{align*}
\mathbf{h}_1^{l+1} &= \mathbf{h}_m^l + \mathcal{F}_1(\mathbf{h}_1^l), \\
\mathbf{h}_2^{l+1} &= \mathbf{h}_{m-1}^l + \mathcal{F}_2(\mathbf{h}_1^{l+1}), \\
& \vdots \\
\mathbf{h}_m^{l+1} &= \mathbf{h}_1^l + \mathcal{F}_m(\mathbf{h}_{m-1}^{l+1}),
\end{align*}
\]

Figure 3. Proposed reconstruction pipeline. Left: the preprocessing stage to obtain the estimate of the modulated frames as the network input, which includes the information of coding masks and the normalized measurement. Middle: the RevSCI-net which concludes three parts, feature extraction, reversible non-linear mapping, and reconstruction. Right: the reconstruction video.
where $m$ is the number of groups, and $\mathcal{F}_r$ can be an arbitrary function. In our experiments, we set it to two 3D convolutional layers with the kernel size of $3 \times 3 \times 3$. With the additional dimension on the group, we extend the original reversible form, and experimental results show that these changes have improved the performance. The inverse of the multi-group reversible transformation is thus

$$
\begin{align*}
    h_l^1 &= h_{m-1}^{l+1} - \mathcal{F}_m(h_{m-1}^{l+1}), \\
    h_l^2 &= h_{m-2}^{l+1} - \mathcal{F}_{m-1}(h_{m-2}^{l+1}), \\
    &\vdots \\
    h_l^{m} &= h_1^{l+1} - \mathcal{F}_1(h_1^l). \\
\end{align*}
$$

By stacking $L$ reversible blocks, the input feature will be transformed into the reconstruction domain as:

$$
\hat{H}_r = \mathcal{F}_R(H_f).
$$

Figure 4. (a) and (b) are the forward and the reverse computations of the original reversible layer in Rev-Net [8], respectively. (c) and (d) are the forward and the reverse process of the proposed multi-group reversible block, respectively.

4.2. Model for Color SCI System

As mentioned before, color SCI systems capture the mosaic Bayer measurement as shown in Fig. 1. Inspired by the success of deep learning demosaicing and grayscale SCI reconstruction respectively, we conduct joint demosaicing and reconstruction using the proposed model.

To avoid mixture of different color channels, we first separate the coarse estimates of modulated frames obtained by (7) into four individual parts corresponding to the Bayer filter, one for red, one for blue, and two for green,

$$
\begin{align*}
    X_{CE}^{color} &= [Y_r \odot C_{r1}, \ldots, Y_r \odot C_{r5}; Y_g \odot C_{g1}, \ldots, Y_g \odot C_{g3}; Y_b \odot C_{b1}, \ldots, Y_b \odot C_{b3}],
\end{align*}
$$

where $X_{CE}^{color} \in \mathbb{R}^{4 \times B \times \frac{H}{8} \times \frac{W}{8}}$ includes four color channel modulation information and superscripts $r$, $g$ and $b$ denote the red, green and blue channels, respectively.

These color independent estimates $X_{CE}^{color}$, are fed into the network. Because of the differences on the channel and the spatial resolution of the input compared with the grayscale SCI, we change the number of kernels on the first convolutional layer, and set the stride to 1 on the feature extraction stage to keep the resolution unchanged. For reconstruction, because the color image is 3 channels, we modify the number of the kernel on the last convolutional layer. In this manner, we extend RevSCI-net to directly obtain an RGB color video from the Bayer measurement.

4.3. Training

4.3.1 Loss Function

We jointly train our proposed model with mean square error (MSE) loss, i.e.,

$$
\mathcal{L}_{MSE} = \frac{1}{Bn_kn_p} \sum_{k=1}^{B} ||\tilde{X}_k - X_k||^2_2,
$$

where $X_k \in \mathbb{R}^{H \times W \times C}$.
where $\hat{X}_k$ is the final reconstruction from RevSCI-net, and $X_k$ is the ground-truth; $c$ is the channel number of $\hat{X}_k$, one for grayscale image and three for RGB image.

### 4.3.2 Back-propagation

Note that we do not directly use the automatic differentiation routine, e.g., `Loss.backward()` in PyTorch, to calculate the gradient of parameters because this will save all activations during the forward propagation and thus costs a huge memory. Instead, for the forward pass, we directly obtain the desired reconstruction without storing the activations of reversible blocks except the last one. As mentioned before, for back-propagation, due to the reversible block, we calculate the previous layer activation to compute the gradient of the parameters using the chain rule; for the feature extraction and reconstruction stage, we calculate the gradient as usual. Thereby, during training, we only save the full activations of the feature extraction stage and the reconstruction stage (each has only four layers), and the last layer of reversible blocks whatever the number of blocks.

### 5. Experiments

In this section, we compare RevSCI-net with several state-of-the-art methods on both simulation datasets and real data captured by two different video SCI cameras.

#### 5.1. Data sets and Experimental Setting

**Training and testing datasets** Following [4], we choose the data set DAVIS2017 [36] as the training set for all experiments. DAVIS2017 has 90 different scenes in total 6208 frames with two resolutions: $480 \times 894$ and $1080 \times 1920$.

To demonstrate the quantitative performance, we first evaluate RevSCI-net on six widely used grayscale simulation data sets including Kobe, Runner, Drop, Traffic [24], Aerial and Vehicle [52]. The resolution of these test sets is $256 \times 256$. We follow the setting in [24], eight sequential ($B = 8$) frames are modulated by the shifting binary random masks $\{C_k\}_{k=1}^B$ and then collapsed into a single measurement $Y$. Under this setting, we randomly crop patch cubes ($256 \times 256 \times 8$) from the original scenes in DAVIS2017, and obtain $26000$ training data pairs with data augmentation.

In addition, we evaluate RevSCI-net on the RGB large-scale scene, e.g., Messi [52] with a resolution of $1080 \times 1920 \times 3$ (here 3 denotes the RGB channels) and 24 sequential frames are modulated and integrated into a single Bayer measurement by the shifting binary random masks. We generate $2000$ data pairs for training from DAVIS2017 with the resolution of $1080 \times 1920 \times 3$.

Lastly, we evaluate RevSCI-net on the measurements captured by two real SCI systems [25, 37].

#### Implementation details

We jointly train RevSCI-net on the RTX 2080Ti GPU for 100 epochs using PyTorch. Adam optimizer [16] is used to minimize the loss function with the starting learning rate of $2 \times 10^{-4}$. Then, we reduce the learning rate by $10\%$ every 10 epochs. It takes about a week to train the entire network. The detailed architecture for RevSCI-net is given in the supplement material (SM).

#### Counterparts and Performance Metrics

We compare RevSCI-net with five competitive counterparts: two iterative optimization methods – GAP-TV [50] and DeSCI [24], and three methods using deep learning – the plug-and-play method PnP-FFDNet [52] integrated the deep denoiser as a prior, E2E-CNN [39] which is a deep CNN model, and BIRNAT [4] which builds a bidirectional RNN and produces current state-of-the-art results. For the simulation datasets, both peak-signal-to-noise ratio (PSNR) and structural similarity (SSIM) [44] are used as metrics to evaluate the reconstruction quality. Besides, we give the running time at the testing stage which determines the usability of the method in real applications.

![Figure 5. Selected reconstruction frames of six grayscale benchmark datasets. Full reconstruction videos are in SM.](image-url)

#### 5.2. Results on Simulation Datasets

We first show the results of six grayscale datasets in Table 1 and Fig. 5. Table 1 summarizes the comparisons with previous methods on PSNR, SSIM, and running time. RevSCI-net in Table 1 includes 50 rev-blocks and each of them is split into 8 groups. It can be observed that the proposed RevSCI-net outperforms others, specifically 0.61dB in PSNR higher than previous state-of-the-art method BIRNAT, and using a similar testing time. Fig. 5 plots the selected reconstruction frames of different methods compared with the ground truth. RevSCI-net provides cleaner and
sharper reconstructions than other algorithms; the fine details are recovered accurately. Please refer to full videos in the SM.

Figure 6. The reconstruction frames of RGB large-scale dataset Messi and Hummingbird. 24 RGB frames of size 1080 × 1920 × 3 are reconstructed from a single Bayer measurement of size 1080 × 1920.

Table 2. The average results of PSNR in dB (left entry), SSIM (right entry) by different algorithms on two color benchmark datasets.

| Algorithm          | Messi       | Hummingbird |
|--------------------|-------------|-------------|
| GAP-TV             | 18.56, 0.7209 | 18.29, 0.6449 |
| PnP-FFDNet         | 21.54, 0.7959 | 24.13, 0.8340 |
| RevSCI−net<sub>30</sub> | 24.35, 0.8536 | 31.97, 0.8816 |

Next, we show the results of RGB large-scale simulation dataset Messi and Hummingbird (1080 × 1920 × 3 × 24, where B = 24) in Fig 6 and Table 2. It worth noting that the proposed RevSCI-net is the first end-to-end training network (joint reconstruction and demosaicing) to recover such a large SCI scene. DeSCI will consume days to reconstruct, and therefore we only compare with GAP-TV and PnP-FFDNet. More analysis of memory and time is shown in Table 3.

5.4. Results on Real Datasets

We now apply the proposed RevSCI-net on real data captured by two SCI cameras [25, 37]. The results of Wheel with a size of 256 × 256 × 14 are shown in Fig. 7. It can be observed that the results of RevSCI-net provide sharper edges and clearer letter ‘D’ than others. The results of Domino and Water Balloon with a size of 512 × 512 × 50 are shown in Fig. 8 with full videos in the SM. In such a large compression ratio (50), the results of
Figure 7. The reconstruction frames of real data Wheel with size $256 \times 256 \times 14$. Full videos in SM.

Figure 8. The reconstruction frames of real data Domino and Water Balloon with size $512 \times 512 \times 50$. Full videos in SM.
DeSCI are extremely over smooth, and GAP-TV introduces significant noise. Unpleasant artifacts exist in the results of PnP-FFDNet. The results of RevSCI-net have more accurate motions and contours. As mentioned before, our proposed RevSCI-net is the first end-to-end deep model that can handle such a large-scale problem, while existing deep model will fail due to high demands of GPU memory. Thanks to the reversible network, we can now apply RevSCI-net to large-scale SCI reconstruction problems in our daily life.

6. Conclusions

Efficient reconstruction algorithms for large scale problems have been a long-term challenge in inverse problems. Inspired by the recent advances of deep learning, fast inference is promising by training a deep network. However, for real life large-scale problems, deep networks are usually starving for memory and power. In this paper, based on the application of video snapshot compressive imaging, we propose a novel memory efficient network for large-scale reconstruction. Specifically, we introduce the reversible 3D CNN in SCI reconstruction, and build the memory-efficient RevSCI-net. For the first time, we have achieved end-to-end training network to recover FHD SCI measurements. In addition, we combine demosaicing and SCI reconstruction to directly obtain RGB videos from raw Bayer measurements and thus pave the way of real applications of SCI [26]. Extensive results demonstrated that RevSCI-net has significant improved reconstruction quality and running time. Besides video SCI, we believe RevSCI-net will work well in other computational imaging problems such as compressive spectral imaging [31, 32, 55].

Another way to apply CNN to large scale data is to train a small network but to adapt it to different modulation masks. One recent work has been done in [45] demonstrating the promise of this direction using meta learning. As mentioned in [51], the other line of work is using deep unfolding [30]. The work in [12] unfolds the Gaussian scale mixture model and is able to train a small-size but multi-stage network to be used in the large scale spectral SCI problem [31, 57].
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