Analysis of X-ray spectra emitted from laser-produced plasmas of uranium
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Abstract. In this paper, we used the multiconfiguration Dirac-Fock method to generate theoretical X-ray spectra for Co-, Ni-, Cu-, Zn-, Ga-, Ge-, As-, Se-, Br-, Kr-, and Rb-like uranium ions. Using the distribution of these ions in a laser-produced plasma, for different plasma temperatures, we generate theoretical spectra which are compared to experimental data.

PACS. 32.30.Rj – 31.15.A – 32.70.Cs

1 Introduction

Hard X-ray spectra from laser-produced plasmas have been the subject of extensive research in the last few years. This is mainly due to their importance in what concerns alternative energy sources and atomic, plasma and materials physics research, including astrophysics. In a recent review Hudson et al. [1] emphasize the importance of this subject for laser-driven inertial confinement fusion, extensively describing their challenges, the efforts that were under way in the world, and suggesting possible responses.

Usually, in this kind of plasmas a large number of atomic species are present, in different stages of ionization, and, within each of these stages, in different energy levels, the number of the latter being sometimes very large. Emitted X-radiation may be an important diagnostic of the plasma provided that one is able to connect the detected radiative lines with the emitting ion. Therefore, a calculation as precise as possible of the energy levels of the ions which may be present in a plasma is of crucial importance for the interpretation of recent high-resolution experimental spectra.

Seely et al. [2] reported on X-ray spectra from laser-produced plasmas obtained when planar foils of U and Pb were bombarded with a total energy of about 12 kJ at the OMEGA (University of Rochester’s Laboratory for Laser Energetics, LLE) laser facility. The spectra show a few intense and narrow features in the 12-22 keV energy range, interpreted as inner-shell transitions resulting from L-shell vacancies created by energetic electrons. The calculations of these authors suggest that the transitions are Ni-like or lower ionization stages.

Yuan and Moses [3] developed an atomic code, YAC, to calculate non-LTE plasma spectra using the detailed accounting method for line transitions. With this code they obtained the ionic distributions for different plasma temperatures from 450 eV to 850 eV. Comparing their results with experimental Seely et al. [2] uranium spectra, they estimate that plasma temperature was 650 eV. The plasma conditions were estimated with the help of the 1D hydrodynamic code BUCKY [4].

In this work we use the Multi-Configuration Dirac-Fock code of Desclaux and Indelicato [5,6], which includes QED corrections, to compute the energies of several X-ray lines from Co-like to Rb-like uranium ions which are important for the interpretation of Seely et al. uranium spectra.

Our results, together with the ionic distributions of Yuan and Moses allow for a more precise determination of the plasma temperatures in Seely et al. [2] experiment.

2 Relativistic calculations

We calculated bound-states wave functions using the 2007 version of the Dirac-Fock program of J. P. Desclaux and P. Indelicato [6]. Details on the Hamiltonian and the processes used to build the wave-functions can be found elsewhere [6,7,8,9].

The total wave function is calculated with the help of the variational principle. The total energy of the atomic
system is the eigenvalue of the equation
\[ H^\text{pair} \Psi_{II,J,M}(\ldots, r_i, \ldots) = E_{II,J,M} \Psi_{II,J,M}(\ldots, r_i, \ldots), \]
where \( II \) is the parity, \( J \) is the total angular momentum eigenvalue, and \( M \) is the eigenvalue of its projection on the \( z \) axis \( J_z \). In this equation, the hamiltonian is given by
\[ H^\text{pair} = \sum_{i=1}^{N} H_D(r_i) + \sum_{i<j} V_{ij}(r_{ij}), \]
where \( H_D \) is the one electron Dirac operator and \( V_{ij} \) is an operator representing the electron-electron of order one in \( \alpha \). The expression of \( V_{ij} \) in Coulomb gauge, and in atomic units, is
\[ V_{ij} = \frac{1}{r_{ij}} - \frac{\alpha_i \cdot \alpha_j}{r_{ij}} - \frac{\alpha_i \cdot \xi_j}{r_{ij}} \left[ \cos \left( \frac{\omega_{ij} r_{ij}}{c} \right) - 1 \right] + e^2 \left( \alpha_i \cdot \nabla_j \right) \left( \alpha_j \cdot \nabla_i \right) \frac{\cos \left( \frac{\omega_{ij} r_{ij}}{c} \right) - 1}{\omega_{ij}^2 r_{ij}}, \]
where \( r_{ij} = |r_i - r_j| \) is the inter-electronic distance, \( \omega_{ij} \) is the energy of the exchanged photon between the two electrons, \( \alpha_i \) are the Dirac matrices and \( c \) is the speed of light. We use the Coulomb gauge as it has been demonstrated that it provides energies free from spurious contributions at the ladder approximation level and must be used in many-body atomic structure calculations [10,11].

The term \( 2 \omega_{ij} r_{ij}/c \) represents the Coulomb interaction, the term \( \alpha_i \cdot \alpha_j \) is the Gaunt (magnetic) interaction, and the last two terms \( \alpha_i \cdot \xi_j \) and \( \alpha_i \cdot \xi_j \) stand for the retardation operator. In this expression the \( \nabla \) operators act only on \( r_{ij} \) and not on the following wave functions.

By a series expansion of the operators in expressions (3a) and (3b) in powers of \( \omega_{ij} r_{ij}/c \ll 1 \) one obtains the Breit interaction, which includes the leading retardation contribution of order \( 1/c^2 \). The Breit interaction is, then, the sum of the Gaunt interaction (3b) and the Breit retardation
\[ B_{ij}^R = \frac{\alpha_i \cdot \alpha_j}{2r_{ij}} - \frac{(\alpha_i \cdot r_{ij}) (\alpha_j \cdot r_{ij})}{2r_{ij}^3}. \]

In the many-body part of the calculation the electron-electron interaction is described by the sum of the Coulomb and the Breit interactions. Higher orders in \( 1/c \), deriving from the difference between Eqs. (3a) and (4) are treated here only as a first order perturbation. All calculations are done for finite nuclei using a Fermi distribution with a thickness parameter of 2.3 fm. The nuclear radii are taken from reference [12].

The MCDF method is defined by the particular choice of a trial function to solve equation (5) as a linear combination of configuration state functions (CSF):
\[ |\Psi_{II,J,M} \rangle = \sum_{\nu=1}^{n} c_\nu |\nu, II, J, M \rangle. \]
[\nu' \kappa' \mu' \mu''] \) are orthogonal, i.e., \( \langle \nu \kappa | \nu' \kappa' \mu' \mu' \rangle = \delta_{\nu \nu'} \delta_{\kappa \kappa'} \delta_{\mu \mu'} \), the matrix element \( \langle \psi | O | \phi \rangle \) where \( i \) represents the only electron that does not have the same spin-orbital in the initial and final determinants. Since \( O \) is a one-electron operator, only one spin-orbital can change, otherwise the matrix element is zero. In contrast, when the orthogonality between initial and final states is not enforced, one gets \( \langle \nu \Pi J M | \sum_{i=1}^{N} O (r_i) | \nu' \Pi' J' M' \rangle = \sum_{i,j'} \langle \psi_i | O | \phi_{j'} \rangle D_{ij'}, \)

where \( D_{ij'} \) is the minor determinant obtained by crossing out the \( i \)th row and \( j' \)th column from the determinant of dimension \( N \times N \), made of all possible overlaps \( \langle \psi_i | \phi_{j'} \rangle \).

Radiative corrections are also introduced, from a full QED treatment. The one-electron self-energy is evaluated using the one-electron values of Mohr and coworkers \( \langle 13 \rangle \) \( \langle 15 \rangle \langle 16 \rangle \) and corrected for finite nuclear size \( \langle 17 \rangle \). The self-energy screening and vacuum polarization are treated with an approximate method developed by Indelicato and coworkers \( \langle 15 \rangle \langle 19 \rangle \langle 20 \rangle \langle 21 \rangle \).

3 Results and discussion

In the analysis of their laser-produced uranium spectrum, using the HULLAC code \( \langle 22 \rangle \), Seely et al. \( \langle 2 \rangle \) concluded that the observed energies of the two most intense features in the spectrum are 260 and 230 eV higher than the neutral \( \mathrm{U} L_\alpha_1 \) and \( \mathrm{L}_\alpha_2 \) energies, respectively. Other features were observed at energies 90 and 260 eV higher than the \( \mathrm{L}_\beta_1 \) energy. These energy differences led the authors to the conclusion that the observed transitions were due to highly charged ions in the vicinity of the Ni-like \( \mathrm{U} \) or in lower ionization stages, around As- and Si-like \( \mathrm{U} \).

Yuan and Moses \( \langle 3 \rangle \) analysis of the same spectrum by means of an atomic model (YAC) which uses the detailed configurations as effective levels for the population equations but uses the detailed term accounting method for the lines transitions. Relativistic formulas are adopted in order to apply to high-Z elements. A comparison of the oscillator strengths and energies between YAC and GRASP \( \langle 25 \rangle \) results for Cu-like \( \mathrm{U} 2p-4d \) transition shows that although the oscillator strengths agree very well, differences of 40 to 80 eV in the transition energies were found. Furthermore, these authors present ionistic distributions for different plasma temperatures from 450 to 850 eV and estimate, from their analysis, that the plasma is of a temperature of 650 eV.

In this work we calculated the energies of all levels in the \( L_i \) (\( i = 1, 2, 3 \)) \( \mathrm{M}_i \) (\( i = 1, \ldots, 5 \)), \( N_i \) (\( i = 1, \ldots, 7 \)) and \( O_1 \) (for \( \mathrm{Rb} \) only) one hole configurations in Co-, Ni-, Cu-, Zn-, Ga-, Ge-, As-, Se-, Br-, Kr- and Rb-like uranium. All transition energies and probabilities between initial \( L_i \) and final \( M_i \), \( N_i \) and \( O_1 \) states were computed taking into account the interaction of the inner holes with electrons in outer unfilled shells. In this calculation no electronic correlation was taken into account, but fully relaxed initial and final wavefunctions were independently calculated, so full relaxation in both energy and transition rates is included.

The intensity of the line corresponding to a transition from level \( i \) to a level \( j \) is given by

\[
I_{ij}^q = h \nu_{ij} A_{ij}^q N_i^q.
\]

In this equation \( h \nu_{ij} \) and \( A_{ij}^q \) are the transition energy and probability, respectively, and \( N_i^q \) is the density of \( \mathrm{U}^{q+} \) ions in level \( i \). This density is obtained from the balance equations \( \langle 24 \rangle \) and equation \( \langle 10 \rangle \) can be written as

\[
I_{ij}^q \propto h \nu_{ij} A_{ij}^q \sum_j A_{ij}^q \omega_j \frac{N_i^q}{\sum_q N_i^q}, \]

(11)

Here \( A_{ij}^q \) is the transition for deexcitation by all possible processes (radiative and radiationless), \( \omega_j \) is the fluorescence yield for level \( i \) and the sum \( \sum_q N_i^q \) is performed for all charged states \( q \). In this work the fluorescence yields given by Krause \( \langle 25 \rangle \) for the neutral atoms were used.

In the case of Zn-like (\( 1s^22s^22p^63s^23p^63d^104s^2 \)) and Kr-like (\( 1s^22s^22p^63s^23p^63d^14s^24p^1 \)) ions we calculated the energies and transition probabilities for all lines. The results are given in table 4.

For the other charge states we have to account for the interaction of the inner hole with the electrons in the unfilled outer shells. For example, for the \( 1s^2 \) \( 2s^1 \) \( 2p^6 \) \( 3s^23p^6 \) \( 3d^6 \) \( 4s^2 \) configuration in Ni-like uranium with one hole in \( \mathrm{L}_1 \) subshell, \( J = 1/2, \ldots, 9/2, \) leading to 20 energy levels. In the case of an hole in \( \mathrm{L}_2 \) or \( \mathrm{L}_3 \) subshells, i.e., the \( 1s^2 \) \( 2s^2 \) \( 2p^5 \) \( 3s^2 \) \( 3p^6 \) \( 3d^6 \) \( 4s^2 \) configuration, \( J \) values range from 1/2 to 11/2 leading to 45 levels. So, for the initial states we have a large number of levels, 65 in this case. In the final \( \mathrm{M}_1 \) to \( \mathrm{N}_1 \) states a similar situation will occur. The obvious consequence is that for a full calculation we have to compute a large number of transitions. In this case we calculated all transition probabilities between initial and final levels for \( \Delta j = 0, \pm 1 \) which represents 3234 lines. A similar situation occurs for all the other charge states that were calculated, except Zn-like and Kr-like uranium. The transition probabilities and energies calculated in this work can be found in \( \langle 26 \rangle \).

In fig. 1 the theoretical spectrum obtained using for the lines a Gaussian distribution with a width of 95 eV, is presented for Ni-like uranium. In the inset one can see a detailed view of the \( \mathrm{L}_\alpha_{1,2} \) (\( \mathrm{L}_3 - \mathrm{M}_4,5_1 \)) structure.

In fig. 2 we compare the calculated spectra for Co-, Ni-, Cu-, Zn-, Ga-, Ge-, As-, Se-, Br-, Kr-, and Rb-like uranium. In this figure it is clear that as \( Z \) increases, a shift of the peak energies to the lower energy side of the spectrum is observed.

In order to compare with the experimental spectrum obtained by Seely et al. \( \langle 2 \rangle \) we present in fig. 3 the theoretical spectra calculated for plasma temperatures of 650, 750, and 850 eV, for a Gaussian width of 95 eV, plotted...
Fig. 1. Calculated Ni-like uranium X-ray spectrum. This figure was generated using a Gaussian width of 95 eV. In the inset is presented a detailed view of the L_$\alpha_{1,2}$ structure.

Fig. 2. Calculated spectra for Co-, Ni-, Cu-, Zn-, Ga-, Ge-, As-, Se-, Br-, Kr-, and Rb-like uranium.
against the experimental data. For this purpose, we used
the ionic distributions for the different plasma tempera-
tures, taken from Yuan and Moses [3].

We conclude that the calculation for 850 eV plasma
temperature is the one that best fits the experimental
data, or, comparing the plots for 850 eV and 750 eV we
may guess that the plasma temperature should be between
these two values. Trying to verify this conclusion, we per-
formed a $\chi^2$ test to see if the spectrum obtained with one
of the temperatures matches better than the others the ex-
perimental data. The best matches were obtained for 750
and 850 eV which are close to each other, nevertheless
the best match was obtained for a plasma temperature of
850 eV. This is in contrast with Yuan and Moses [3] con-
clusions that based in their own calculations pointed to a
plasma temperature of 650 eV.

As in the calculations by other authors the major dis-
agreement with the experiment can be seen in the intensity
ratio between the Lo1 and Lo2 lines. This behavior has
been explained by opacity and plasma density gradient ef-
fects which may have an important role on the shape of
the observed spectrum [2].
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