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Abstract - Selection of majors by prospective students when registering at a school, especially a Vocational High School, is very vulnerable because prospective students usually choose a major not because of their individual wishes. And because of the increasing emergence of new schools in cities and districts in each province in Indonesia, especially in the province of Banten. Problems experienced by prospective students when choosing the wrong department or not because of their desire, so that it has an unsatisfactory value or value in each semester fluctuates, especially in their productive skills or competencies. To provide a solution, a departmental suitability system is needed that can provide recommendations for specialization or major suitability based on students' abilities through attributes that can later assist students in the suitability of majors. The process of classifying the suitability of majors in data mining uses the k-Nearest Neighbor and Naive Bayes Classifier methods by entering 16 (sixteen) criteria or attributes which can later provide an assessment of students through this test when determining the majors for themselves, and there is no interference from people. Another when choosing a major later. Research that has been carried out successfully using the k-Nearest Neighbors method has a higher recall of 99%, 81% accuracy and 82% precision compared to the Naive Bayes Classifier whose recall only yields 98% while the accuracy and precision is the same as the k-Nearest Neighbors.

Keywords: Data Mining, Department Suitability, K-NN, NBC, Classification

I. INTRODUCTION
Selection of appropriate majors will increase interest and provide comfort for someone in learning. On the basis of the same abilities, it is expected that learning activities can run smoothly and do not experience difficulties and can increase students' interest and learning achievement. Conversely, a lack of interest in learning is due to mistakes in choosing a major. The algorithms that will be used in the classification of majors at the SMKS Informatics at Serang City are k-Naerest Neighbors (K-NN) and Naive Bayes Classifier (NBC). Because this study uses a classification which will compare the level of accuracy, precision and recall of the attributes that are owned, namely the attributes that will be used to classify the suitability of student majors, namely, Academic Values for Semester I and II which consist of the values of Religious Education and Character, Pancasila and Citizenship Education, Indonesian, English, Mathematics, Basic Expertise, Expertise Program Basics, Interview Results, Al-Quran Reading and Writing Results, Interests, Counseling Guidance Teacher Recommendations. Where Precision is the level of accuracy between the information requested by the user with the answer given by the system. Meanwhile, Recall is the success rate of the system in recovering information. Accuracy is defined as the level of closeness between the predicted value and the actual value. The following illustration illustrates the difference between accuracy and precision. As for determining the suitability, the results of Semester 1 and Semester 2 scores will be seen. If there is a drop in semester 2 scores, there is a possibility that the student feels that the department he chose is not in accordance with what he wants and is expected at the beginning of registration. The current condition, which is faced at the location of the researcher, every time he enters semester 3 (three) or 4 (four) there are students whose grades fluctuate and cause these students to tend to reflect and feel that the student chose the wrong major when registering first so that the score does not match desire and learning or how to learn does not focus on the material being taught. The school has tried various methods when learning and specifically for these students, it is often activated in class, but because the students feel they are not in accordance with their wishes or have a wrong direction which results in not being enthusiastic about studying subjects from their majors which results in their grades fluctuating every semester or every there are assignments from the subject teacher.

Research that has been conducted by [1] conducted research on the Implementation of the Fuzzy K-Nearest Neighbor (FK-NN) Classification Method for Fingerprint Access Points in Indoor Positioning, which uses Fuzzy K-
Nearest Neighbor (FK-NN) and K -Nearest Neighbor (K-NN) with the results of research carried out from the initial stage to testing, and the results of testing the accuracy of client positions that have been carried out from the K-NN and FK-NN methods, resulting in a percentage index (%) on the K-NN method for k = 1 the value reaches 96%, k = 2 to k = 7 the value reaches 76%, and k = 8 to k = 10 the value reaches 73%. Meanwhile, the FK-NN method for k = 1 and k = 2 the value reaches 96%, k = 3 to k = 8 the value reaches 76%, k = 9 the value reaches 73%, and k = 10 the value reaches 76%. Based on these results, it shows that the system is running well and the accuracy results from the implementation of the FK-NN classification method for Fingerprint Access points in Indoor Positioning have a fairly good level of accuracy than the KNN method.

Subsequent research has also been carried out by [2] who conducted research on the Comparison of the Performance of the Naïve Bayes and K-Nearest Neighbor Methods for Indonesian Language Article Classification, which uses Naïve Bayes and K-Nearest Neighbor with the results of the Naïve Bayes method having better performance good with an accuracy rate of 70%, while the K-Nearest Neighbor method has a fairly low level of accuracy, namely 40%.

Subsequent research has also been carried out by [3], who conducted Determination Analysis of High School Departments based on the Fuzzy Tsukamoto Method and the K-Nearest Neighbor (K-NN) Algorithm, using the Logical Fuzzy method, Tsukamoto Method, Data Mining, K-Nearest. National Algorithm with the results of the research that has been done The Tsukamotodan K-NN method can be used as decision support for majoring high school students based on the students' abilities, interests and talents. The Tsukamoto method performs majors calculating the percentage of department recommendations based on Fuzzy logic. The K-NN method determines the pointing by calculating the distance between the data stored as training data and new data as testing data

Subsequent research has also been carried out by [4], who applied the Naïve Bayes Classifier Method to Determine Final Project Topics on the STIKOM Binaniaga Library Website. Using the Naïve Bayesian Classification (NBC) with the research results that have been described, conclusions can be drawn: 1. The Naive Classifier method can be used to determine and display the topic of the IT department in the proposed title. 2. The accuracy and finding in determining the topic in the data of the new IT department thesis title is influenced by the learning data or training data in each category. This training data contains words that often appear in each category or words that can represent certain categories. Further research has also been carried out by Mafakhir [5] who conducted research on the Application of the Naïve Bayes Classifier Method for Student Designation at Madrasah Aliyah Al-Falah Jakarta, with the Naive Bayes Classifier method, with the results of testing and testing of the methods and prototypes that have been developed, it is concluded that the Naive Bayes method can be used to classify majors, students. However, the process of converting numeric values into categorical values results in low accuracy, precision, and recall results. Simplification causes detailed information to be lost.

Further research has also been carried out by [6],[7] who conducted research on the comparative analysis of the naïve Bayes Classifier and K-Nearest Neighbor methods against data classification, with the Naïve Bayes method, the k-nn algorithm, confusion matrix, with the results of the comparison of the two methods. It can be concluded that the k-NN method has better accuracy than the NBC method. This is evidenced by an accuracy rate of 80% for the k-NN method and 73% for the nbc calculated using the Confusion matrix method.

This study will compare 2 methods using the k-Nearest Neighbor[8] and Naïve Bayes Classifier methods[9],[10],[11],[12] to see the suitability of the Department to students at the Informatics SMKS Serang City which uses the attributes that are owned, namely Semester I and II Academic Values which consist of the value of Religious Education and Character, Pancasila and Citizenship Education, Indonesian, English, Mathematics, Basic Expertise, Expertise Program Basics, Interview Results, Al-Quran Reading and Writing Results, Interests, Counseling Guidance Teacher Recommendations.

II. RESEARCH METHODOLOGY
The object of research is sourced from Basic Education Data (DAPODIK) and Data from Semester 1 and 2 e-report cards for SMKS Informatics at Serang City from 2014-2019, so it can be seen what kind of students study the subject in their majors. Where in the development of this research using software with the PHP programming language (Hypertext Processor), so it takes some software that supports it, namely as follows:

a. Web Browser  
b. Web Server (XAMPP)  
c. Editor (Sublime / Notepad ++ / Visual
A. Technique of Analysis

The analysis technique that will be used is data mining which compares the k-Nearest Neighbor method with the Naïve Bayes Classifier using simple nonprobability sampling. Which is used to process the data that will be made for Testing data and Test data on the suitability of the Department can be seen in Figure .

B. Design

The system that will be created is a system that will compare the k-Nearest Neighbor method and Naïve Bayes Classifier method to determine the suitability of the department in the selection of the department later. The process to be designed in making a prototype or system is:

1) Import excel data

Import data is done to see the data that has been processed which will later process the data in the system with the data format in the form of .cvs or .xls

2) Preprocessing

Data that has been imported will be checked for eligibility in the data by the system, and later processed by the system.

3) Comparison results

After the data is in accordance with the needs, it will be processed directly by the system with a comparison stage in the research analysis process. The results of the comparison will be in the form of a description of Appropriate or Unsuitable, which will see the results of data processing in the selection of majors by students.

III. RESULT AND DISCUSSION

The data analysis activity in this study aims to provide a detailed picture of what is examined in this study. In analyzing the data in this study the researcher used the method of observation on the attributes used in the calculation based on 997 data taken from 2014-2019 shown in table There are 4 (four) majors that will be of interest, namely Accounting, Office Administration, Software Engineering and Computer and Network Engineering.

| Table 1 Total Data Amount |
|---------------------------|
| Id | Matak | Smtt Gampi | Smtt Gamp | Hol Interview | Hol ITIQ | Ek Keakt. | Hasil |
|----|--------|------------|-----------|---------------|----------|-----------|-------|
| 1  | AK     | 83         | 82        | 89            | 90       | AK        | SESUAI |
| 2  | AK     | 82        | 86        | 89            | 90       | AK        | SESUAI |
| 3  | AK     | 78        | 74        | 89            | 90       | AK        | SESUAI |
| 4  | AK     | 83        | 82        | 89            | 80       | AK        | SESUAI |
| 5  | AK     | 82        | 86        | 89            | 80       | AK        | SESUAI |
| 6  | AK     | 76        | 84        | 89            | 80       | AK        | SESUAI |
| 7  | AK     | 77        | 82        | 89            | 80       | APK       | TIDAK SESUAI |
| 8  | AK     | 81        | 80        | 79            | 90       | AK        | SESUAI |
| 9  | AK     | 83        | 89        | 50            | 70       | AK        | SESUAI |
| 990| APK    | 84        | 83        | 80            | 70       | APK       | SESUAI |
| 991| APK    | 80        | 78        | 79            | 80       | APK       | SESUAI |
| 992| APK    | 84        | 80        | 50            | 80       | APK       | TIDAK SESUAI |

| Table 2 Test Data |
|-------------------|
| Id | Matak | Smtt Gampi | Smtt Gamp | Hol Interview | Hol ITIQ | Ek Keakt. | Hasil |
|----|--------|------------|-----------|---------------|----------|-----------|-------|
| 1  | AK     | 83         | 82        | 89            | 90       | AK        | SESUAI |
| 2  | AK     | 82        | 86        | 89            | 90       | AK        | SESUAI |
| 3  | AK     | 78        | 74        | 89            | 90       | AK        | SESUAI |
| 4  | AK     | 83        | 82        | 89            | 80       | AK        | SESUAI |
| 5  | AK     | 82        | 86        | 89            | 70       | AK        | SESUAI |
| 6  | AK     | 76        | 84        | 89            | 80       | APK       | TIDAK SESUAI |
| 7  | AK     | 77        | 82        | 89            | 80       | APK       | SESUAI |
| 8  | AK     | 81        | 80        | 79            | 90       | AK        | SESUAI |
| 9  | AK     | 83        | 89        | 50            | 70       | AK        | SESUAI |
| 990| APK    | 84        | 83        | 80            | 70       | APK       | SESUAI |
| 991| APK    | 80        | 78        | 79            | 80       | APK       | SESUAI |
| 992| APK    | 84        | 80        | 50            | 80       | APK       | TIDAK SESUAI |

A. Research Results

In the results of this study, it is explained...
where to start taking the training data and test data that is owned and then processing the data by entering the data in the calculation of the k-NN and NBC methods which will later calculate in each method and confusion matrix will be carried out. The results of the k-NN and NBC calculations will produce the suitability of the majors that students choose. For the results of the research and steps in the system to determine the suitability of the Koran itself, it will be discussed in prototype testing to show that the results of the application made are as expected. The flowchart for comparison of the k-Nearest Neighbor and Naive Bayes Classifier methods is shown in Figure 3.

B. System Design
System design determines how the system will meet the objectives of this study in the form of hardware, software, interface displays, databases and files that will be needed in designing this system.

In this design, it consists of a Class Diagram which will display several descriptions of the system, namely the attributes and operations in a class. The class diagram itself can be seen in Figure 4B.

C. Display Design
The Min-Max value for odd semesters is taken from data obtained in research conducted by researchers which can be seen in Figure 6.
mainly concerns the control flow and data flow of a program. White Box itself has several techniques in testing, such as: Data Flow Testing, Control Flow Testing, Basic Path / Path Testing, and Loop Testing can be seen in Figure 9.

![Figure 9. White Box Testing](image)

D. White Box

The tester in white box testing is knowledgeable about coding and writing test cases with the appropriate parameters. This

---

E. Implementation Plan

1. Implementation of Development

   In the system development stage itself, the system will be refined to be more tailored to the needs, with an estimated time of around 2 months to adjust and be able to complete future developments.

2. System Socialization

   After the development of the system that has been socialized at the beginning of the meal, it will be socialized again for the system with the latest developments to the SMKS Informatics of Serang City.

3. Application of the system

   For the implementation of the system itself, it will be carried out with existing standards in the location, by preparing the necessary equipment, starting from hardware and software, which will be applied to the system, with a series ranging from 3 weeks - 1 month.

4. System Trial

   After it is finished, it will be tested on the whole system and look for whether there are still errors or deficiencies in the system.

5. Evaluation of System Trials

   If there are still errors or shortcomings that
result, the system will be refined and repaired again according to the needs of the Serang City Informatics SMKS.

6. Refinement of Systems and Procedures
If the evaluation of the trial has been carried out and no more errors appear in the system, improvements will be made and included in standard operating procedures at the Serang City Informatics SMKS.

IV. CONCLUSION
This conclusion is drawn from the results of research that has been carried out starting from, problems, hypotheses and discussions that have been tested, the following conclusions are obtained:

a. Based on the results of the accuracy, recall and precision test in both methods, it was found that k-Nearest Neighbor has a higher recall of 99%, 81% accuracy and 82% precision compared to the Naïve Bayes Classifier whose recall only produces 98% while for accuracy and precision the same as k.-Nearest Neighbors.

b. So by using the k-Nearest Neighbor method it can be used for calculations in the Adjustment of Majors to Students at Informatics SMKS Serang City

After the results are obtained from this study, it is advisable to carry out further research with the following additions:

a. The data obtained from the research site must be better and try to include all data, not just certain items,

b. Research is carried out annually, in order to see and take into account the suitability of the majors in students later.

c. The stages of implementation for students and the committee for admitting new students are very much needed in the first stage of selecting a department directed by the committee to prospective new students.
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