Upper critical dimension of the 3-state Potts model
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We consider the 3-state Potts model in \( d \geq 2 \) dimensions. For \( d \) less than the upper critical dimension \( d_{\text{crit}} \), the model has a critical and a tricritical fixed point. In \( d = 2 \), these fixed points are described by minimal models, and so are exactly solvable. For \( d > 2 \), however, strong coupling makes them difficult to study and there is no consensus on the value of \( d_{\text{crit}} \). We use the numerical conformal bootstrap to compute critical exponents of both the critical and tricritical fixed points for general \( d \). In \( d = 2 \) our results match the expected values, and as we increase \( d \) we find that the critical exponents of each fixed point get closer until they merge near \( d_{\text{crit}} \lesssim 2.5 \).

I. INTRODUCTION

Lattice models in \( d \) dimensions [64] are useful descriptions of many physical systems such as magnets and superfluids. For a range of \( d \), these models can be tuned to undergo an interacting second order phase transition, which is described by a unitary conformal field theory (CFT). For instance, the Ising model has a phase transition described by a CFT in \( 2 \leq d \leq 4 \), but in \( d \geq 4 \) the CFT becomes a free theory. The largest value of \( d \) such that a theory flows to an interacting unitary CFT is called the upper critical dimension. Surprisingly, the upper critical dimension is still unknown for the simplest lattice model after the Ising model: the 3-state Potts model. We will address this question using the modern conformal bootstrap.

The \( q \)-state Potts model is defined on a square lattice of random spins \( s_i \) by the partition function [1]

\[
Z = \sum_{\{s_i\}} e^{-H[\{s_i\}]}, \quad H[\{s_i\}] = \beta \sum_{\langle ij \rangle} \delta_{s_i,s_j}, \tag{1}
\]

where \( \beta \) is the inverse temperature. At large temperature this model has a disordered phase with one ground state with \( S_q \) symmetry, while at small temperature \( S_q \) is broken and one spin value is preferred. We can tune \( \beta = \beta_{\text{crit}} \) to get a phase transition called the critical Potts model. If we allow some lattice sites to be vacant [65], we can tune the chemical potential of these vacancies along with \( \beta \) to get another transition called the tricritical Potts model. In \( d = 2 \), both the tricritical and critical phase transitions are second order for \( q \leq q_{\text{crit}} = 4 \) [2] [66], and so are described by a conformal field theory. In fact, as \( q \to q_{\text{crit}} \) the critical exponents of each theory merge and then go off into the complex plane [3–6], which is an example of the merger and annihilation scenario of CFTs [7].

The \( q = 3 \) model is of special experimental and theoretical interest for general \( d \). The critical model has applications in \( d = 2 \) to \( ^4 \)He atoms on graphite [8–10].

| \((d_{\text{crit}}, q_{\text{crit}})\) | (2,4) | (2.32, 2.85) | (2.5, 2.68) | (3, 2.45) |
|---|---|---|---|---|
| Ref. | [2] | [16] | [17] | [15] |

TABLE I: Previous estimates for the upper critical dimension \( d_{\text{crit}} \) for various \( q \). For \( d = 2 \) the result is exact, while the \( d > 2 \) cases come from lattice studies.

In \( d = 2 \), the critical and tricritical CFTs are described by minimal models, and so are exactly solvable [11, 12]. In \( d \sim 6 \) one can write down weakly coupled Landau-Ginzburg Lagrangians for these theories using a complex field [13, 14], but this description is very strongly coupled in the \( 2 \leq d < 3 \) regime of interest [67], where we require non-perturbative methods. In \( d = 3 \), lattice Monte Carlo simulations suggest that the \( q = 3 \) critical model is first order, so there is no CFT description, and in fact \( q_{\text{crit}} \sim 2.45 \) [15] [68]. For \( 2 < d < 3 \), the upper critical dimension \( d_{\text{crit}} \) for \( q = 3 \) has not been determined, and it is not even known if the critical and tricritical models disappear via the merger and annihilation scenario [69].

Lattice simulations in fractional dimensions give predictions for \((d_{\text{crit}}, q_{\text{crit}})\) that are listed in Table I, but there is no consensus for \( q_{\text{crit}} \) when \( q = 3 \). It is also not clear if the fractional \( d \) lattices used in these studies are analytically connected to the integer \( d \) fixed points, as indeed some of the different fractional \( d \) studies in Table I give conflicting answers in \( d = 3 \).

In this paper we will use the numerical conformal bootstrap [18] [70] to estimate \( d_{\text{crit}} \) for \( q = 3 \). This method bounds the allowed values of critical exponents for any CFT with a given symmetry, by applying a finite truncation of the infinite constraints of crossing equations for a given set of four-point functions. Special features in the space of the allowed region often correspond to physical theories. For instance, a kink in the space of allowed critical exponents of \( O(N) \) invariant theories was found to match Monte Carlo predictions for the critical \( O(N) \) models [19, 20], and this correspondence was later con-
firmed by more sophisticated bootstrap studies that re-
stricted the allowed region to a tiny island around the kink [21–24].

To bootstrap the 3-state critical Potts model, we con-
sider correlations functions of the two $S_3$ charged opera-
tors and the one singlet operator that were relevant in the
known $d = 2$ theory [71]. We find that the allowed region
in the space of the critical exponents of these three oper-
ators is roughly approximated by a cone for each $d$. The
numeries are extremely intensive, as they require scan-
ning over not only the critical exponents, but also their
various three-point structures (i.e. OPE coefficients). To
efficiently find the tip of the cone, we use the recently
developed Navigator method [25] to minimize the lowest
lying charged relevant critical exponent, which is much
faster than exploring the full allowed region. In $d = 2$, the
cone tip precisely matches the known minimal model val-
uing charged relevant critical exponent, which is much
determined by demanding that

$$c_{p,q} = 1 - \frac{6(p-q)^2}{pq}.$$  (2)

The partition functions of these CFTs must also be mod-
ular invariant, and there are different ways of imposing
this constraint for a given $(p,q)$, which yield a different
spectrum of operators and thus a different theory. When
$q = p + 1$ and $p < 5$, there is a unique invariant that
requires the weights $h_{l,r}$ under $\Gamma_3$, to be identical. These
theories are the free theory for $p = 2$, and the $p$-critical
Ising model for $p > 2$, e.g. $p = 2$ is the critical Ising, $p = 3$
then $d_{\text{crit}} = 2$ is the critical Ising model for $p > 2$, e.g. $p = 2$ is the critical Ising, $p = 3$ is the tricritical Ising, etc. These minimal models have a $\mathbb{Z}_2$ invariant Landau-Ginzburg Lagrangian in terms of a
real scalar field $\phi$ with potential $\phi^{2p-1}$). The upper
critical dimension of these theories can thus be trivially
determined by demanding that $\phi^{2(p-1)}$ is marginal, i.e.
that the theory merge and annihilate with the free theory,
which fixes [72]

$$d_{\text{crit}} = 3 = \frac{p-1}{p-2}.$$  (3)

For instance, for the critical Ising model with $p = 3$, we
recover the expected $d_{\text{crit}}^3 = 4$.

For $p \geq 5$, there is now a non-diagonal modular invar-
iant where $h_{l,r}$ can be different. For $p = 5$ this yields
the critical Potts model, with Virasoro primaries [73]

$$I = [0, 0, 0^+], \quad \sigma = [2/15, 0, 1], \quad \sigma' = [4/3, 0, 1],$$
$$\varepsilon = [4/5, 0, 0^+], \quad \varepsilon' = [14/5, 0, 0^+], \quad \varepsilon_2 = [6, 0, 0^+],$$
$$\gamma = [9/5, 1, 0^+], \quad W = [3, 3, 0^-]$$

labelled as $[\Delta, \ell, r]$, and these Virasoro primaries generate
an infinite set of quasiparticles under the global confor-
mal group $SO(2, 2)$, such as the stress tensor. Note that
there is only one relevant singlet scalar, $\varepsilon$, as expected
for a critical fixed point, there are two relevant charged scalars $\sigma$ and $\sigma'$, and no relevant scalars in the $0^-$. The
OPE coefficients have also been computed and are given in
[26], but we will not make use of them. For $p = 6$, the
non-diagonal minimal model is the tricritical Potts model, with Virasoro primaries [74]

$$I = [0, 0, 0^+], \quad \sigma = [2/21, 0, 1], \quad \sigma' = [20/21, 0, 1],$$
$$\sigma_2 = [8/3, 0, 1], \quad \varepsilon = [2/7, 0, 0], \quad \varepsilon' = [10/7, 0, 0],$$
$$\varepsilon_2 = [24/7, 0, 0^+], \varepsilon_3 = [44/7, 0, 0^+], \varepsilon_4 = [10, 0, 0^+],$$
$$\gamma = [17/7, 1, 0^-], \quad \gamma' = [23/7, 3, 0^-], \quad W = [5, 5, 0^-].$$  (5)

There are now two relevant singlets, $\varepsilon$ and $\varepsilon'$, as we ex-

II. CRITICAL AND TRICRITICAL CFTS

We begin by reviewing the CFTs that describe the critical
and tricritical fixed points of the 3-state Potts model.
Operators in these theories transform in representations
of the global conformal symmetry group $SO(d, 2)$, as la-
beled by scaling dimension $\Delta$ and spin $\ell$, as well as rep-
resentations $r$ of the flavor group $S_3$. The $S_3$ symmetry
group has three irreducible representations: the dimen-
sion two fundamental $I$ (i.e. the charged), the dimension
1 singlet $0^+$, and the dimension 1 sign representation
$0^-$. By definition, the critical theory has one relevant
spin zero singlet $\varepsilon$, while the tricritical has an extra rel-
vent spin zero singlet $\varepsilon'$. As unitary local CFTs, they
must also contain a conserved stress tensor operator with
$\Delta = d$ and spin 2. A priori, this is all we know about

these CFTs in general $d \geq 2$.

For $d = 2$, the global conformal symmetry group
$SO(d, 2)$ is enhanced to a pair of infinite dimensional Vi-
rasoro groups $\mathcal{V}_1 \otimes \mathcal{V}_1$. This enhanced symmetry group
was used in [11, 12] to solve a set of theories known as Vi-
rasoro minimal models $\mathcal{M}_{p,q}$ labeled by coprime integers
$q > p > 2$ and central charge

$$c_{p,q} = 1 - \frac{6(p-q)^2}{pq}.$$  (2)
pect for a tricritical fixed point, as well as two relevant charged scalars $\sigma$ and $\sigma'$, and still no relevant scalars in the $0^-$. Some OPE coefficients have also been computed in [27].

### III. NUMERICAL CONFORMAL/bootstrap

We will now describe our numerical bootstrap study of the critical and tricritical CFTs in $d \geq 2$. In this section we will only consider the global conformal group $SO(d,2)$ even for $d = 2$, so that our setup applies the same way in any $d \geq 2$.

#### A. Crossing equations

Recall that the $S_3$ flavor group has three irreducible representations: $1$, $0^+$, and $0^-$. The tensor products of these representations are

$$1 \otimes 1 = 1 \oplus 0_+^+ \oplus 0_+^-, \quad 0_+^+ \otimes 0_+^- = 1,$$

$$0_+^\pm \otimes 0^- = 0^-,$$

$$0_+^\pm \otimes 0_+^\mp = 0^+,$$  \hspace{1cm} (6)

where $s/a$ denotes the symmetric/antisymmetric product. Four-point functions of scalar operators $\varphi_r(x)$ in irrep $r$ can be expanded in the $s$-channel in terms of $SO(d,2)$ conformal blocks $g_{\Delta,\ell}^{1/2;\Delta_{34}}(u,v)$ [28] as

$$\langle \varphi_{r_1}(x_1)\varphi_{r_2}(x_2)\varphi_{r_3}(x_3)\varphi_{r_4}(x_4) \rangle = \frac{x_{24}^{\Delta_{24}} x_{13}^{\Delta_{13}}}{x_{14}^{\Delta_{14}} x_{12}^{\Delta_{12}}} \sum_{\mathcal{O}} \lambda_{\varphi_{r_1}\varphi_{r_2}\varphi_{r_3}\varphi_{r_4}}^{\mathcal{O}} T_{r_1 r_2 r_3 r_4} \mathcal{G}_{\Delta,\ell}^{1/2;\Delta_{34}}(u,v),$$  \hspace{1cm} (7)

where $\Delta_{ij}^{\pm} \equiv \Delta_i \pm \Delta_j$, the conformal cross ratios $u, v$ are

$$u \equiv \frac{x_{12}^{2} x_{24}^{2}}{x_{13} x_{24}}, \quad v \equiv \frac{x_{14}^{2} x_{34}^{2}}{x_{13} x_{24}},$$  \hspace{1cm} (8)

and the operators $\mathcal{O}$ that appear in both OPEs $\varphi_1 \times \varphi_2$ and $\varphi_3 \times \varphi_4$ have scaling dimension $\Delta$, spin $\ell$, and transform in an irrep $r$ that appears in both the tensor products $r_1 \otimes r_2$ and $r_3 \otimes r_4$. If $\varphi_1 = \varphi_2$ (or $\varphi_3 = \varphi_4$), then Bose symmetry requires that $\mathcal{O}$ have only even/odd $\ell$ for $r$ in the symmetric/antisymmetric product of $r_1 \otimes r_2$ (or $r_3 \otimes r_4$). Equating this $s$-channel expansion with the $t$-channel expansion, given by swapping $\varphi_{r_1}(x_1)$ and $\varphi_{r_3}(x_3)$, gives the crossing equations

$$0 = \sum_\mathcal{O} \lambda_{\varphi_1 \varphi_2 \varphi_3 \varphi_4}^{\mathcal{O}} T_{r_1 r_2 r_3 r_4} \mathcal{G}_{\Delta,\ell}^{1/2;\Delta_{34}}(u,v)$$

$$- \sum_\mathcal{O} \lambda_{\varphi_3 \varphi_2 \varphi_1 \varphi_4}^{\mathcal{O}} T_{r_1 r_2 r_3 r_4} \mathcal{G}_{\Delta,\ell}^{1/2;\Delta_{34}}(v,u),$$  \hspace{1cm} (9)

which can be further decomposed into a finite set of equations as a function of $u, v$ using the explicit form of the tensor structure $T_{r_1 r_2 r_3 r_4}$. In table II we list the 4-point functions of $\sigma, \sigma'$, and $\epsilon$ that are allowed by $S_3$ symmetry and whose $s$ and $t$-channel configurations lead to independent crossing equations, along with the irreps and spins of the operators that appear in the OPE, and the number of crossing equations that they yield. The explicit crossing equations can be automatically generated using the `autoboot` [29], whose conventions we use for the tensor structures and the conformal blocks. The explicit crossing equations can be found in the attached Mathematica file.

#### B. Numerical implementation

We start by bootstrapping the critical theory by truncating the 39 crossing equations listed in II, rephrasing them as a semidefinite program as in [30], which crucially assumes unitarity, and then solving these constraints efficiently using SDPB [31]. We assume that $\sigma, \sigma'$ are the only relevant scalars in the $1$, $\epsilon$ is the only relevant scalar in the $0_+$, and there are no relevant scalars in the $0_-$. We also impose that these relevant operators are unique by scanning over the seven ratios of their OPE coefficients [75], as in [23]. In Figure 1, we show the allowed region for $d = 2$ in the space of $(\Delta_\sigma, \Delta_{\sigma'}, \Delta_\epsilon)$, where we used bootstrap accuracy $\Lambda = 11$ [76]. We find that the allowed region takes the shape of a cone, whose tip precisely matches the minimal model values (4).

| Correlator | $s$-channel | $t$-channel | Eqs |
|------------|-------------|-------------|-----|
| $\langle \sigma \sigma \sigma \sigma \rangle$ | $0_+^\pm, 0_+^\pm, 1_s$ | same | 3 |
| $\langle \sigma' \sigma' \sigma' \sigma' \rangle$ | $0_+^\pm, 0_+^\pm, 1_s$ | same | 3 |
| $\langle \sigma \sigma \sigma' \sigma' \rangle$ | $0_+^\pm, 0_+^\pm, 1_s$ | $0^+, 0^-, 1$ | 6 |
| $\langle \sigma \sigma' \sigma' \sigma' \rangle$ | $0_+^\pm, 0_+^\pm, 1_s$ | same | 3 |
| $\langle \sigma' \sigma' \sigma' \sigma' \rangle$ | $0_+^\pm, 0_+^\pm, 1_s$ | same | 3 |
| $\langle \sigma' \sigma' \sigma' \sigma' \rangle$ | $0_+^\pm, 0_+^\pm, 1_s$ | same | 3 |
| $\langle \epsilon \epsilon \epsilon \epsilon \rangle$ | $0_+^\pm$ | same | 1 |
| $\langle \epsilon \epsilon \epsilon \epsilon \rangle$ | $0_+^\pm$ | same | 1 |
| $\langle \epsilon \epsilon \epsilon \epsilon \rangle$ | $0_+^\pm$ | same | 1 |
| $\langle \epsilon \epsilon \epsilon \epsilon \rangle$ | $0_+^\pm$ | $1_s$ | 2 |
| $\langle \epsilon \epsilon \epsilon \epsilon \rangle$ | $0_+^\pm$ | same | 1 |
| $\langle \epsilon \epsilon \epsilon \epsilon \rangle$ | $0_+^\pm$ | $1_s$ | 2 |
| $\langle \epsilon \epsilon \epsilon \epsilon \rangle$ | $0_+^\pm$ | $1_s$ | 2 |
| $\langle \epsilon \epsilon \epsilon \epsilon \rangle$ | $0_+^\pm$ | $1_s$ | 2 |
| $\langle \epsilon \epsilon \epsilon \epsilon \rangle$ | $0_+^\pm$ | $1_s$ | 2 |
Instead of laboriously scanning over the full 10 parameters space of scaling dimensions and OPE ratios, we would like to find the tip of the cone as efficiently as possible. We can do this using the Navigator method \cite{25} \cite{77}, which defines a function on the CFT data whose gradient quickly navigates the bootstrap algorithm to the boundary of the allowed region. Since we observe that the tip of the cone is given by the minimal value of $\Delta_\sigma$ along this boundary, we simply minimize the navigator function in terms of $\Delta_\sigma$ to find the critical theory (See Appendix A for more details). We find the values of $(\Delta_\sigma, \Delta_{\sigma'}, \Delta_\epsilon)$ to be \cite{78}

$$d = 2: \quad \text{Navigator} : \ (0.0944, 0.947, 0.2848, 1.425)$$

$$\text{Exact} : \ (0.0952, 0.952, 0.285, 1.428),$$

(11)

which again compares well to the exact values in (5).

Our algorithm for finding the critical and tricritical fixed point easily generalizes to $d > 2$ \cite{79}, since the only dependence on $d$ is the conformal blocks in (7), and the definition of a relevant operator. In Figure 2, we show the results for both the critical and tricritical algorithms for $d > 2$ \cite{80}. We see that the scaling dimensions get closer to each other until they seem to merge at around $d \sim 2.3$ for $\Delta_\sigma$, and $d \sim 2.5$ for $\Delta_{\sigma'}$ and $\Delta_\epsilon$. For $\Delta_{\sigma'}$ we only have access to the tricritical value, which approaches marginality also near $d \sim 2.5$. We cannot yet observe the precise merger of the CFT data, because we found that the numerics became very unstable as we approach $d \sim 2.5$, so in practice we just show results until $d = 2.47$. We suspect this instability is caused by the near vicinity of the two cone tips in the space of CFT data, which makes it difficult for the navigator to find each.

**IV. DISCUSSION**

In this work we found evidence for the upper critical dimension of the 3-state critical and tricritical Potts models. We used the recent Navigator bootstrap method to find kinks in the space of allowed critical exponents of each theory that for $d = 2$ match the exactly known minimal models, and for $d > 2$ get closer until around $d \sim 2.5$ where they are about to merge. Our data suggests two possibilities for $d_{\text{crit}}$. The first is that we should identify $d_{\text{crit}} \sim 2.5$ with the value where all data seems about to merge for each theory, and where $\Delta_{\sigma'}$ goes to marginality as expected from the merger and annihilation scenario. From this perspective, the fact that $\Delta_{\sigma}$ seems to already merge at $d \sim 2.3$ is just a curiosity, which does not contradict anything since $\Delta_{\sigma'}$ for each theory remain close until $d \sim 2.5$. It would be curious if $d_{\text{crit}} \sim 2.5$, since its close to the exact value $d_{\text{crit}}^c = 2.5$ for the pentacritical Ising model, as discussed around (3). In $d = 2$ the pentacritical Ising model is the diagonal minimal model with the same central charge $c$ as the non-diagonal minimal model that describes the tricritical Potts model. It is possible that these two theories continue to share properties in $d > 2$ that would explain the coincidence of $d_{\text{crit}}$. The main difficulty with $d_{\text{crit}} \sim 2.5$ is that the merger and annihilation scenario predicts that the operator going to marginality (i.e. $\Delta_{\sigma'}$) should approach $d$ as \cite{6}

$$\Delta_{\sigma'} - d_{\text{crit}} \propto \sqrt{d}$$

(12)

while the behavior in Figure 2 seems linear near $d \sim 2.5$. On the other hand, we do observe approximate square root behavior for $d \lesssim 2.3$, which is also where $\Delta_{\sigma}$

\[ \text{FIG. 1: The cone-shaped allowed region in the space of } (\Delta_\sigma, \Delta_{\sigma'}, \Delta_\epsilon) \text{ in } d = 2, \text{ obtained by bootstrapping correlators of } \sigma, \sigma' \epsilon \text{ and assuming they are the only relevant scalars in their sector. The red dot corresponds to the exact solution of the critical Potts model, which matches the tip of the cone.} \]
merged and where the other scaling dimensions show kinks. The estimation $d_{\text{crit}} \sim 2.3$ is also close to the value $(d_{\text{crit}}, q_{\text{crit}}) = (2.32, 2.85)$ computed from lattice methods in [16], where $d_{\text{crit}}$ should decrease as $q_{\text{crit}}$ increases. If this interpretation is correct, then as we improve the bootstrap accuracy $\Lambda$ we would expect the kink in the $\Delta_{\sigma}$ plot near $d_{\text{crit}} \sim 2.3$ to move upward toward the marginality line.

To determine which $d_{\text{crit}}$ is correct, we will likely need to improve $\Lambda$ far beyond the modest value of $\Lambda = 11$ used in this work. This will require a drastic improvement of the current Navigator method, which we already pushed to its limits in this work. A higher $\Lambda$ bootstrap may even turn the kinks we observed into islands, so that our determination of the critical exponents will become completely rigorous. Nevertheless, since our estimate for the scaling dimensions moves up as we increase $\Lambda[81]$, and since we already observed $\Delta_{\sigma}$ going to marginality near $d \sim 2.5$, we can already confidently bound the upper critical dimension as $d_{\text{crit}} \lesssim 2.5$.

Looking ahead, it would also be nice to find the general critical curve $(d_{\text{crit}}, q_{\text{crit}})$ for the $q$-state Potts model using the conformal bootstrap. One challenge is that for fractional $q$ we expect the theory to be logarithmic [32, 33], which strongly breaks unitarity so that the numerical bootstrap cannot be applied. This is unlike the possible breaking of unitarity for integer $q$ and fractional $d$, which is expected to be negligible [34].

Finally, the method we introduced in this work, of minimizing the navigator functional in terms of a certain critical exponent so as to find a kink associated with a known theory, could be useful to bootstrap other strongly coupled merger and annihilation scenarios. For instance, QED$_3$ with $N_f$ fermions is believed to stop being conformal below some $N_f^{\text{crit}}$. It has been difficult to precisely bootstrap this theory [35–39]. It is possible that a sharp signature for this theory could be found by bootstrapping a large set of correlators, which could be made feasible using our method.
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### Appendix A: Numerical bootstrap details

We used the `simpleboot` package [40] for the bootstrap calculation in this paper. The semi-definite program is solved using SDPB [31, 41]. For all the computations, we used the following choice for the set of spins at each value of $\Lambda$:

$$S_{11} = \{0, \ldots, 16\}.$$  

The pole order parameter is $\kappa = 9$. For the navigator computations, we used Algorithm 2 in [25] with $g_{\text{cal}} = 10^{-15}$. The some of the `sdpb` parameters are given in table III. We used the “Feasibility” column for the computation of Figure 1, and the “Navigator” column for all the navigator computations.

To make the cone plot, using the cutting surface algorithm [23], we computed 383 points in the space of the scaling dimension. For each point, the average number of OPE coefficients sampled in the cutting surface algorithm was 90. The total computational time spent in SDPB was around 6800 CPU hours. For the navigator runs in the Potts setup, the typical calculation for a given dimension took around 100 steps in the BFGS algorithm and the total time spent in SDPB was around 1100 CPU hours. For the navigator runs in the tricritical Potts setup, the typical calculation for a given dimension took around 170 steps in the BFGS algorithm and the total time spent in SDPB was around 1400 CPU hours. Those numbers depend on the choices of the initial point and initial Hessian for the BFGS algorithm. Once a calculation for some dimensions are finished, we made an extrapolation or interpolation for the initial data of the new dimension in order to accelerate the computation.

### Table III: Parameters used for the navigator computations.

| Parameter                  | Feasibility | Navigator |
|----------------------------|-------------|-----------|
| precision                  | 400         | 765       |
| dualityGapThreshold        | $10^{-20}$  | $10^{-30}$|
| primalErrorThreshold       | $10^{-60}$  | $10^{-30}$|
| dualErrorThreshold         | $10^{-60}$  | $10^{-30}$|
| maxComplementarity         | $10^{100}$  | $10^{800}$|
| detectPrimalFeasibleJump  | true        | false     |
| detectDualFeasibleJump     | true        | false     |
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The model with vacancies is called the dilute Potts model. In principle allow for many operators with the same scaling dimension.

As defined originally in [55], this counts the number of derivatives that we use in the expansion of the conformal blocks around the crossing symmetric point. The bootstrap bounds shrink monotonically as a function of $\Lambda$.

In fractional $d$, there is the possibility that some high twist operators might violate unitarity, as was shown explicitly for the Ising model in [34], which would invalidate the numerical bootstrap algorithm. On the other hand, these unitarity violating operators are typically of such high twist that they do not affect the numerical optimization of the truncated crossing equations, which are barely affected by high twist operators as shown in [50]. Indeed, in [60–63] bootstrap studies were carried out in fractional $d$ for both the Ising model and other universality classes, and the results in all cases matched independent predictions for the CFT.

The plot for the critical theory shows a sharp discontinuity around $d \sim 2.03$, which may suggest that the curve to the right of that discontinuity is no longer related to the critical Potts theory. On the other hand, the tricritical curve is smooth all the way to $d \sim 2.5$, and $\Delta_{\lambda'}$ gets close to marginality just as the other scaling dimensions for each theory get close, which suggests that the critical Potts curve should also be trusted all the way to $d \sim 2.5$.

We checked this for various $d$ and $\Lambda$, and it can also be seen by comparing the exact values to our estimates in $d = 2$ in (10) and (11).