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Abstract

In this paper, we introduce two robust, nonparametric methods for multiple change-point detection in the variability of a multivariate sequence of observations. We demonstrate that changes in ranks generated from data depth functions can be used to detect changes in the variability of a sequence of multivariate observations. In order to detect more than one change, the first algorithm uses methods similar to that of wild-binary segmentation. The second algorithm estimates change-points by maximizing a penalized version of the classical Kruskal Wallis ANOVA test statistic. We show that this objective function can be maximized via the well-known PELT algorithm. Under mild, nonparametric assumptions both of these algorithms are shown to be consistent for the correct number of change-points and the correct location(s) of the change-point(s). We demonstrate the efficacy of these methods with a simulation study, where we compare our new methods to several competing methods. We show our methods outperform existing methods in this problem setting, and our methods can estimate changes accurately when the data are heavy tailed or skewed.
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1 Introduction

The manufacturing industry motivated the development of change-point methods, that is, methods for detecting and dating distributional changes in a sequence of observations (Page, 1954). Change-point methods have since been applied to a much wider variety of research areas including climate change (Reeves et al., 2007), speech recognition (Aminikhanghahi and Cook, 2017) and finance (Wied et al., 2012), among others. With respect to a sequence of observations, the terms ‘structural break’ and ‘change-point’ refer to time points in the sequence during which there is a sudden change in the distribution from which the data is
Change-point detection can be separated into two settings: ‘online’ and ‘offline’. In the online setting, the data are being received by the analyst one datum at a time, and the goal is to detect a change as soon as possible, without too many false alarms. In the offline setting, the analyst has access to the entirety (or at least enough) of the data set, and the goal is to identify if and when changes occurred over the course of observation. In this work, we focus on the offline setting, for a summary of nonparametric methods in the online setting see (Chakraborti and Graham, 2019).

There are different variants of the offline change-point problem. Instead of identifying general changes in distribution, one might only be interested in identifying changes in the mean of the sequence (Chenouri et al., 2019; Fryzlewicz, 2014), changes in the correlations of the sequence (Galeano and Wied, 2014) or changes in the covariance matrix of the sequence (Chenouri et al., 2020; Wang et al., 2021). One may also be interested in another type of distributional change entirely. In this paper, we aim to detect changes in the variability of a sequence of multivariate observations.

To elaborate, suppose that the analyst suspects that there may exist time point(s) at which there are increases or decreases in the variance of one or more variates, or that there may exist time point(s) at which there is a change in the strength of the relationship between at least two variates. One can think of an analyst looking for changes in the variability and/or correlation strength of several financial asset returns. We call this type of change-point a multivariate variability change-point. For example, changes in a commonly used norm of the covariance matrix would be considered a change in variability. Another way to interpret changes in variability is through how the data cloud is affected; changes in variability produce changes in the magnitude and/or shape of the data cloud, rather than say, rotations or translations of the data cloud. A change in variability is the result of expansions and/or contractions of one or more parameters of the covariance matrix. Note that this type of change-point differs from a change in the covariance matrix; it doesn’t include cases where the covariance matrix is multiplied by an orthonormal matrix. For example, it does not include the situation where the correlation between two variates switches signs.

In order to detect changes in the variability of the data, we first transform the sequence of observations to a univariate sequence via data depth ranks, as is done by Chenouri et al. (2020) for the at most one change-point problem. We then try to detect multiple changes in the mean of this univariate sequence. We introduce two methods to do this task, the first of which is a wild binary segmentation type algorithm based on rank CUSUM statistics (Fryzlewicz, 2014; Chenouri et al., 2020). The second method is based on finding the set of change-points which maximize a penalized version of the classical Kruskal-Wallis test statistic used in nonparametric ANOVA (Kruskal, 1952). The implementation of this second method is based on the “pruned exact linear time” algorithm (Killick et al., 2012). To see the benefits of our proposed methods, we must first review existing methods.
There is a vast literature relating to the change-point problem, going back almost a century (Shewhart, 1931; Page, 1954). The literature includes a variety of approaches for both univariate, multivariate, single and multiple change-point detection methods (see the following review papers Reeves et al., 2007; Aue and Horváth, 2013; Aminikhanghahi and Cook, 2017, and the references therein). Much of the literature, especially in the multivariate setting, has focused on the detection of shifts in the mean of the process, e.g., (Truong et al., 2020).

Considerably less attention has been given to shifts in the second order behaviour of a sequence of observations. When second order change-points in the multivariate setting have been studied, the bulk of the literature has been concerned with detecting changes in the correlation structure. Galeano and Peña (2007) proposed a parametric framework for detecting changes in the correlation and variance structure of a multivariate time series, using both a likelihood ratio and a CUSUM statistic approach. Wied et al. (2012) proposed a nonparametric approach based on cumulative sums of sample correlation coefficients to detect a single change-point in the correlation structure of bivariate observations. This was later extended to multiple change-points (Galeano and Wied, 2014) and further to the multivariate setting (Galeano and Wied, 2017). Posch et al. (2019) has further extended the methods of (Galeano and Wied, 2017) to the high-dimensional setting by first applying dimension reduction techniques. One draw-back to the methods of (Galeano and Wied, 2014) is that they assume constant variances and expectations over time. Rather recently, a few alternative methods have been proposed, which include methods related to eigenvalues (Bhattacharyya and Kasa, 2018), residuals (Duan and Wied, 2018), semi-parametric CUSUM statistics (Zhao, 2017) and kernel methods (Cabrieto et al., 2018).

Literature related to estimating a change-point in the covariance matrix is quite recent, and relatively sparse. Aue et al. (2009) take a CUSUM statistic approach similar to that of Galeano and Wied (2014). Kao et al. (2018) suggested a CUSUM statistic procedure based on eigenvalues. Chenouri et al. (2020) considered a CUSUM based on ranks generated by data depth functions for detecting a single change-point. The high-dimensional setting has been tackled by Dette et al. (2018) and Wang et al. (2021). Dette et al. (2018) considers a two-step procedure based on dimension reduction techniques and a CUSUM statistic. Wang et al. (2021) is the only paper, to the best of our knowledge, seeking to identify multiple change-points, rather than a single change-point. They compare binary segmentation procedures (Venkatraman, E., 1992) and wild binary segmentation procedures (Fryzlewicz, 2014) based on a CUSUM statistic, under the assumption of sub-Gaussian observations.

Fryzlewicz (2014) developed wild binary segmentation as an improvement on the well-known univariate multiple change-point algorithm binary segmentation (Venkatraman, E., 1992). Binary segmentation has been used to extend single change-point algorithms to multiple change-point algorithms in many settings.
(such as Aue and Horváth, 2013; Galeano and Wied, 2014, 2017; Duan and Wied, 2018; Wang et al., 2021; Chenouri et al., 2019). The extension and study of wild binary segmentation in the multivariate setting, with respect to changes in the covariance structure of a time series has only been done by Wang et al. (2021).

In addition to methods where the change-point type is specified, there exists several nonparametric algorithms designed to detect general changes in the distribution of the observations. Matteson and James (2014) studied the e-divisive algorithm, which can detect the location and number of change-points in the distribution of a sequence of multivariate observations. Their method is based on distances between characteristic functions and a hierarchical clustering inspired iteration. Their methods are extended in Zhang et al. (2017), where a pruning component is added to an existing, dynamic programming-based change-point algorithm. These authors apply this pruning method to the e-divisive algorithm and the kernel change-point methods of Arlot et al. (2012). This group of methods are implemented in the ecp R package (James and Matteson, 2015). At first the rank-based multiple change-point method of Lung-Yut-Fong et al. (2011) may seem similar to our methods, but their procedure requires the number of change-points to be fixed. Further, their methods are based on component-wise ranks, which have several known issues, such as a lack of transformation invariance (Bickel, 1965).

The change-point literature is therefore lacking methods for specifically detecting multiple changes in the variability of multivariate data. Many of the papers discussed focus on the at most one change problem, or are not designed to detect changes in variability, or even changes in the covariance matrix of the data. The only directly comparable paper is that of (Wang et al., 2021). Even this method is designed for the high dimensional setting; in our simulation study, when the dimension is low to moderate, our method outperforms this method. The other comparable methods would be those that detect multiple, general changes in the distribution of the data, such as those of (Zhang et al., 2017). We demonstrate that our method is able to outperform these general methods in simulation, when the change-points are all variability change-points. This is not surprising; our method sacrifices generality for accuracy.

In addition, the aforementioned change-point methods do not consider robustness to outlying observations. For example, many of the existing methods assume that the data are sub-Gaussian (Dette et al., 2018; Wang et al., 2021). Furthermore, existing papers often present no simulation results concerning a method’s performance under heavy tailed data. For example, we show in simulation that the methods of (Matteson and James, 2014; Wang et al., 2021) do not perform well when the data are heavy tailed. By contrast, our theoretical and simulation results show that our method works well in scenarios where the data are heavy tailed.

The rest of the paper is organized as follows, Section 2 introduces the data model, data depth and depth-based ranks. Section 3 outlines the proposed change-point detection procedures. Section 4 presents
consistency results (with rates) for both of our presented methods. Section 5 presents simulation results, including a discussion of the tuning parameters. We test the proposed change-point methods in a variety of scenarios and compare the methods to one another as well as to the methods of (Matteson and James, 2014; Zhang et al., 2017; Wang et al., 2021). In Section 6 we analyze four European daily stock returns. This is the same data set analyzed by Galeano and Wied (2017) and we compare our results to theirs.

2 Preliminary material

2.1 Data depth functions

Data depth functions, among other things, provide a method of defining quantiles and ranks for multivariate data, which in turn facilitates the extension of univariate methods based on these functions to the multivariate setting and beyond. A data depth function \( D(\cdot; F): \mathbb{R}^d \to \mathbb{R} \) assigns each value in \( x \in \mathbb{R}^d \) a real number which describes how central \( x \) is with respect to some distribution \( F \) (over \( \mathbb{R}^d \)). Often \( F = F_{*,N} \), the empirical distribution of the data and the depth values \( D(x; F_{*,N}) \) describe how central or ‘deep’ \( x \) is in the sample.

Sample ranks based on data depth functions can be calculated as follows. Suppose that \( X_1, \ldots, X_N \) is a random sample and \( F_{*,N} \) is the associated empirical cumulative distribution function, then the quantity

\[
\hat{R}_i := \# \{ X_j : D(X_j; F_{*,N}) \leq D(X_i; F_{*,N}) \}, \; j \in \{1, \ldots, N\}
\]

represents the depth-based rank of \( X_i \). The interpretation of \( \hat{R}_i \) is slightly different than that of univariate ranks, because here the observations have a high rank when they are deep inside the data cloud, rather than on the extreme end of the data. In fact, center outward ranks have been used for detecting differences in univariate variability before (Siegel and Tukey, 1960; Ansari and Bradley, 1960).

Many definitions of depth functions exist (Tukey, 1974; Dyckerhoff et al., 1996; Zuo, 2003; Serfling, 2006; Ramsay et al., 2019) and so we limit ourselves to three popular ones. The first of these is halfspace depth (Tukey, 1974), the seminal depth function.

**Definition 1 (Halfspace depth.)** Let \( S^{d-1} := \{ x \in \mathbb{R}^d : \|x\| = 1 \} \) be the set of unit vectors in \( \mathbb{R}^d \). Define the halfspace depth of a point \( x \in \mathbb{R}^d \) with respect to some distribution \( X \sim F \) as,

\[
D_H(x; F) := \inf_{u \in S^{d-1}} \Pr(X^\top u \leq x^\top u) = \inf_{u \in S^{d-1}} F_u(x),
\]

where \( F_u \) is the distribution of \( X^\top u \) with \( X \sim F \) and \( \| \cdot \| \) represents the Euclidean norm.
Halfspace depth is the minimum of the projected mass below the projection of \( x \), over all directions. Halfspace depth satisfies many desirable properties of a depth function such as affine invariance, consistency, maximality at center and decreasing along rays (see Zuo and Serfling, 2000, for more details). It should be mentioned that halfspace depth is frequently cited as being computationally expensive (Serfling, 2006), though recently an algorithm for computing half-space depth in high dimensions has been proposed (Zuo, 2019).

Another, less computationally prohibitive depth function is spatial depth (Serfling, 2002). Let \( u \in S^{d-1} \) as defined in Definition 1. Spatial depth is based on spatial quantiles:

\[
Q(u; F) := \min_y E_F \left( \|X - y\| + (X - y)^\top u - \|X - X^\top u\| \right),
\]

where \( E_F \) represents expectation with respect to a distribution \( F \). Spatial quantiles are extensions of univariate quantiles. Inverting this function at a point \( x \in \mathbb{R}^d \) gives a measure of outlyingness: \( \|Q^{-1}(x; F)\| \) (Serfling, 2002). Let

\[
S(x) := \begin{cases} \frac{x}{\|x\|} & x \neq 0 \\ 0 & x = 0 \end{cases}
\]

and then define

\[
\|Q^{-1}(x; F)\| := \|E_F (S(x - X))\|.
\]

We can now define spatial depth.

**Definition 2** (Spatial Depth). Define the spatial depth \( D_S \) of a point \( x \in \mathbb{R}^d \) with respect to some distribution \( F \) as

\[
D_S(x; F) := 1 - \|Q^{-1}(x; F)\|. \tag{3}
\]

One of the main weaknesses of spatial depth is that it is only invariant under similarity transformations; not under all affine transformations. One way to circumvent this issue is to replace \( \|x\| \) with the generalised norm \( \|x\|_{\Sigma} := \sqrt{x^\top \Sigma^{-1} x} \), where \( \Sigma \) is the covariance matrix related to \( F \). The depth function based on this norm is known as Mahalanobis depth.

**Definition 3** (Mahalanobis Depth). Define the Mahalanobis depth \( D_M \) of a point \( x \in \mathbb{R}^d \) with respect to a distribution \( F \) as

\[
D_M(x; F) := \frac{1}{1 + \|x - E_F (X)\|_{\Sigma}^2}. \tag{4}
\]

One criticism of Mahalanobis depth is that \( \Sigma \) and \( E_F (X) \) are usually replaced by estimators which are not robust, such as the sample covariance matrix and sample mean, respectively. In order for the Mahalanobis depth function to remain robust, it is necessary to use robust estimators of \( \Sigma \) and \( E_F (X) \). Examples of
such estimators are the re-weighted MCD estimators (Rousseeuw and van Zomeren, 1990). We denote the
depth values computed using these MCD estimators by $D_{M75}$, where the 75% comes from the fact that we
are using the 25% breakdown version of the MCD estimators. Lastly, note that sample versions of all four
of the depth functions discussed in this section can be obtained by replacing expectations and probabilities
with sample means and probabilities based on the empirical distribution, respectively.

2.2 The data model, variability changes and their relation to depth ranks

We now describe the change-point model that we will focus on. Suppose that $X_1, \ldots, X_N$ is a sequence of
random variables such that $X_{k_{i-1}+1}, \ldots, X_{k_i}$ are a random sample from distribution $F_i$, with, $k_0 = 0 < k_1 < \cdots < k_\ell < k_{\ell+1} = N$ for some fixed, unknown $\ell$. Suppose that $k_i/N \to \theta_i$ as $N \to \infty$ for all $i \in \{1, \ldots, \ell\}$.
Let $\vartheta_i = \theta_i - \sum_{j=0}^{i-1} \theta_j$ be the approximate fraction of the observations coming from $F_i$ and define

$$F_* := \vartheta_1 F_1 + \vartheta_2 F_2 + \vartheta_3 F_3 + \cdots + \vartheta_{\ell} F_\ell + \vartheta_{\ell+1} F_{\ell+1}.$$

In this paper, the aim is to estimate $\ell$ and each $k_i$; the correct number of change-points along with their
location, given only the sample. Let $\Sigma_j$ represent the covariance matrix corresponding to the distribution $F_j$,
$\Sigma_*$ represent the covariance matrix corresponding to the distribution $F_*$ and let $F_{*,N}$ denote the empirical
distribution invoked by the combined sample $X_1, \ldots, X_N$. We further suppose that for any $i = 1, \ldots, \ell$, $F_i$
differs from $F_{i+1}$ only in variability.

In order for our methods to work, we must ensure that a change in variability is reflected by a change in
the mean of the combined sample depth values. The relationship between variability and combined sample
depth values has already been explored by several other authors (Ramsay and Chenouri, 2021; Li and Liu,
2004), but we give an intuitive explanation below. The reader may also view a short simulation study of the
distribution of the depth ranks under different covariance changes in Appendix B.

The fact that changes in the variability of the data produce a change in the mean of the data depth
values is guaranteed from the construction of depth functions, specifically the maximality at center property
combined with the quasi-concavity property. Since we assume that the pre-change and post-change data
have the same location, we can also assume that the combined sample depth function will be maximized
roughly at that location. Additionally, recall that a change in variability is a change in the magnitude and/or
shape of the post-change data cloud. The change in the magnitude and/or shape of the data cloud will result
in the post-change data being, on average, a different distance from the centre. Due to the quasi-concavity
property, this change in distance will result in the post-change data having higher/lower combined sample
depth values, on average.

For example, panel (a) of Figure 1 shows two bivariate normal samples overlaid. The blue sample has
Figure 1: Two samples of 1000 points with different covariance matrices. The differences can be characterised as (a) an expansion difference (b) a sub-matrix expansion difference (c) a sign change. Notice the magnitude or shape of the data cloud changes in panes (a) and (b), but not in pane (c).

an expanded covariance matrix relative to the black sample. Notice that both data clouds have the same shape, but the magnitude differs between them. It is easily seen that the black points are more central, relative to the shared center of the samples. Therefore, when we compute the depth values with respect to the combined sample, the black points will have, on average, higher depth values. Panel (b) shows again two bivariate normal samples overlaid, but this time the expansion is only in one parameter of the covariance matrix. In this case, the shapes of the two data clouds differ, which results in the black points being more central. This results in the black points having generally higher depth values in the combined sample. Panel (c) of Figure 1 shows again two bivariate normal samples overlaid, except only the sign of the correlation between the two variates differs between the two samples. Notice that the data cloud does not change in size or shape, it is simply rotated. The combined sample depth values will not change in this case, since one sample is not more central relative to the other.

It is entirely possible that changes in the direction of outlyingness, e.g., a sign change in correlation, are outside of the scope of interesting, or plausible changes in a particular dataset. For example, the hypothesis that the spread of the data is increasing or decreasing in a particular direction is considerably different from the hypothesis that the relationship between two or more variates has reversed. If there is reason to believe that the only plausible changes in the data process are variability changes, rather than say, general changes, or even general covariance changes, it is beneficial to use the depth-based procedure. This is reflected in our simulation study where we compare our method to some change-point methods which make less assumptions about the type of change in the data (see Section 5). This is intuitive; including more information about the data into the assumptions of the procedure should improve the results of the procedure. The downside of course would be missing other types of changes if they are not suspected to be present.


3 Proposed change-point algorithms

In this section we describe two multiple change-point algorithms that can be used to detect changes in the variability of multivariate data. The first algorithm, takes a local approach, in the sense that the idea is to look at small sections of the data and treat the problem as a single change problem within each small section. The second algorithm takes a global approach, such that all of the change-points are simultaneously estimated. We will compare the methods in the subsequent sections.

We first restrict ourselves to the ‘at most one change’ setting and review the results of (Chenouri et al., 2020). Chenouri et al. (2020) propose using the following rank CUSUM statistic

\[ Z_{1,N}(m/N) := \frac{1}{\sqrt{N}} \sum_{i=1}^{m} \frac{\hat{R}_i - (N + 1)/2}{\sqrt{(N^2 - 1)/12}}, \]

where \( \hat{R}_i \) are the ranks described in Section 2.1.

Chenouri et al. (2020) show that, when there are no change-points present,

\[ \sup_{m \in \{1, \ldots, N\}} |Z_{1,N}(m/N)| \xrightarrow{d} \sup_{t \in [0,1]} |B(t)|, \]

where \( B(t) \) is a standard Brownian Bridge, \( [N] \) represents the set \( \{1, \ldots, N\} \) and \( \xrightarrow{d} \) refers to convergence in distribution. Chenouri et al. (2020) also show that under the assumption that there exists a change-point, Assumption 1, Assumption 2 and Assumption 4 given below in Section 4, the change-point estimator

\[ \hat{\theta} = \frac{1}{N} \arg\max_{m \in \{1, \ldots, N\}} |Z_{1,N}(m/N)| \]

is weakly consistent and that

\[ \sup_{m} |Z_{1,N}(m/N)| \xrightarrow{p} \infty, \]

where \( \xrightarrow{p} \) refers to convergence in probability. In the simulation study done in Chenouri et al. (2020) this estimator was very robust against skewed or heavy-tailed distributions, especially when compared to the method of Aue et al. (2009). We utilise and extend the aforementioned results of Chenouri et al. (2020) to the setting of multiple changes by combining the above CUSUM statistic with either wild binary segmentation or a Kruskal Wallis type statistic.

3.1 Wild binary segmentation with a depth rank CUSUM statistic

Wild binary segmentation, introduced by Fryzlewicz (2014) was originally developed for detecting multiple change-points in the mean of univariate data. Seeing as the problem here is essentially to detect changes in
the mean of the depth-based ranks, it seems natural to use a similar approach. In fact, Chenouri et al. (2019) combined wild binary segmentation with univariate rank statistics with quite favourable results, providing some further motivation for its use with depth-based ranks. Let \( e, s \in [N] \) and \( s < e \). We define the following rank CUSUM statistic for the set \{\( X_s, \ldots, X_e \)\} of size \( N_{s,e} = e - s + 1 \)

\[
Z_{s,e}(m/N_{s,e}) := \frac{1}{\sqrt{N_{s,e}}} \sum_{i=1}^{m} \frac{\hat{R}_i - (N_{s,e} + 1)/2}{\sqrt{(N_{s,e}^2 - 1)/12}},
\]

where \( \hat{R}_{i,s,e} \) are the linear ranks resulting from ranking the depth values of the observations in the subsample \{\( X_s, \ldots, X_e \)\}, with respect to only the observations in \{\( X_s, \ldots, X_e \)\}. More precisely, the depth values are taken with respect to the empirical distribution generated by \{\( X_s, \ldots, X_e \)\}. These ranks range from 1, \ldots, \( N_{s,e} \).

Following the lines of Fryzlewicz (2014) we can now outline our algorithm as follows. First choose \( J \) uniformly random intervals and let \( \text{INT} = \{(s_j, e_j) : j \in [J], s_j < e_j, s_j, e_j \in [N]\} \) be the set of those intervals. After choosing the intervals, the algorithm runs recursively. In one run, the algorithm starts with a supplied interval \((s, e)\). First, \( \text{INT}_{s,e} \subset \text{INT} \) is computed; \( \text{INT}_{s,e} \) is the set of intervals \((s_j, e_j)\) such that \( e_j \leq e \) and \( s_j \geq s \). Then for each interval \((s_j, e_j) \in \text{INT}_{s,e}\), the maximal CUSUM statistic is computed:

\[
\sup_{s_j \leq m \leq e_j} |Z_{s_j,e_j}(m/N_{s,e})|.
\]

This produces \( (e_j - s_j) \) change-point estimates paired with their respective CUSUM statistics. The change-point estimate which produces the maximal CUSUM statistic out of all the computed CUSUM statistics is then selected as the candidate change-point

\[
(j^*, m^*)_{s,e} = \arg\max_{(j,m) : (s_j, e_j) \in \text{INT}_{s,e}, \ m \in \{s_j, \ldots, e_j - 1\}} \left| Z_{s_j,e_j} \left( \frac{m - s_j + 1}{N_{s,e}} \right) \right|.
\]

If it holds that

\[
\left| Z_{s_j^*, e_j^*} \left( \frac{m^* - s_j^* + 1}{N_{s,e}} \right) \right| > T,
\]

for some \( T \), then the algorithm adds the index to the list of change points. Additionally, if (5) holds then the algorithm calls itself twice, once with the new supplied interval being \((s, m^*)\) and once with the new interval being \((m^* + 1, e)\). If (5) does not hold then the algorithm stops and returns the set of current change-points. Pseudo-code for this algorithm is summarized in Algorithm 1.
Algorithm 1 Rank-Based Wild Binary Segmentation

procedure WBS_RANK(e, s, T, INT)
    if e − s < 1 then
        STOP
    else
        INT_s,e := intervals (sj, ej) ∈ INT such that (sj, ej) ⊂ (s, e)
        (j*, m*) := argmax_B |Z_{sj, ej} \left( \frac{m-s+1}{N_{s,e}} \right)|,
        with B := \{(j, m) : (sj, ej) ∈ INT_{s,e}, m ∈ {sj, ..., ej − 1}\}
        if |Z_{sj*, ej*} \left( \frac{k*-s+1}{N_{s,e}} \right)| > T then
            Append m* to the list of change-points \( \hat{k} \)
            WBS_Rank(s, m*, T, INT)
            WBS_Rank(m* + 1, e, T, INT)
        else
            STOP
        end if
    end if
end procedure

3.2 KW-PELT: A Kruskal-Wallis change-point algorithm

As mentioned above, Algorithm 1 takes a local approach to the problem, utilising only sections of the data to estimate each change-point. Additionally, there is the issue of subjectivity with regard to choosing the number of intervals. As an alternative, we can instead maximize a single objective function based on the whole data set. Recall from Section 2.2 that a mean change in the depth values is implied by a change in variability. The Kruskal-Wallis test statistic is used to check for mean differences among multiple groups of univariate data; this value is large for univariate mean differences. It is very natural to then base the objective function on the Kruskal-Wallis test statistic. To this end, we propose using the following as an estimator of the change-points

\[
\hat{k} := \arg\max_{k_0 = 0 < k_1 < \cdots < k_\ell < N = k_{\ell+1}} \frac{12}{N(N+1)} \sum_{i=1}^{\ell+1} (k_i - k_{i-1}) \bar{R}_i^2 - 3(N+1) - \beta_N(\ell + 1), \quad (6)
\]
where $\beta_N$ is a parameter for which higher values correspond to higher penalization on the number of estimated change-points and $\overline{\hat{R}}_i$ is the mean of the sample depth ranks in group $i$, viz.

$$\overline{\hat{R}}_i = \frac{1}{k_i - k_{i-1}} \sum_{i=k_{i-1}+1}^{k_i} \hat{R}_i.$$

One can recall that $\hat{R}_i$ are defined in (1), or, also in relation to the wild binary segmentation algorithm $\hat{R}_i = \hat{R}_{i,1,N}$. Note that the penalization is necessary; without it the solution to this maximization problem is simply choosing every point as a change-point. It is apparent that (6) is a difficult maximization problem in the sense that the number of possible solutions is $2^N$. However, we can circumvent this issue by applying the pruned exact linear time algorithm (Killick et al., 2012). Indeed, rewrite the objective function, in (6), by which we denote $G(N)$, as

$$G(N) := \sum_{i=1}^{\ell+1} -c(k_{i-1} + 1 : k_i) - \beta_N \ell$$

where

$$c(s + 1 : e) = -\frac{12(e-s)}{N(N+1)} \left[ \frac{1}{e-s} \sum_{i=s+1}^{e} \hat{R}_i - \frac{N+1}{2} \right]^2. \quad (7)$$

Letting $k_0 = 0$ and $k_{\ell+1} = e$, we can write the maximization problem in (6) as

$$\max_{k_0 < k_1 < \cdots < k_\ell < k_{\ell+1}} G(e) = \min_{k_0 < k_1 < \cdots < k_\ell < k_{\ell+1}} \frac{12}{N(N+1)} \sum_{i=1}^{\ell+1} -(k_i - k_{i-1}) \left( \overline{\hat{R}}_i - \frac{N+1}{2} \right)^2 + \beta_N (\ell + 1)$$

$$= \min_{s} \left\{ \min_{k_0 < k_1 < \cdots < k_\ell < k_{\ell+1}} \left( \sum_{i=1}^{\ell} \left( c(k_{i-1} + 1 : k_i) + \beta_N \right) + c(s + 1 : e) + \beta_N \right) \right\}$$

$$= \min_{s} \left\{ -G(s) + e(s + 1 : e) + \beta_N \right\}.$$

It is straightforward to show that (6) satisfies the assumption in (Killick et al., 2012) required for PELT to be applicable and so we omit the proof. (One can simply expand the expression out, and make a geometric argument about the number of roots.) Algorithm 2 outlines this procedure, which we call KW-PELT, in pseudo-code. It is simply the PELT algorithm in (Killick et al., 2012) applied to the objective function $G$ in (6).

We end this section with a remark about computation time. Computationally, the limiting factor for both procedures will (in general) be the computation time for the sample depths. Consequentially, we expect Algorithm 2 to be faster, due to the fact that sample depth functions need only be calculated once rather than once for every sampled interval. If $f(N;d)$ is the time it takes to compute the sample depths, then Algorithm 1 would take $O(JN \log N + Jf(N;d))$ time as opposed to $O(N \log N + f(N;d))$ time for Algorithm 2. It is worth noting that Algorithm 2 was implemented partially in C++ whereas Algorithm 1 was...
Algorithm 2 KW-PELT

\begin{verbatim}
procedure KW_PELT(R, \(\beta\))
    \(N := \text{length}(R)\)
    \(\hat{k}(0) = NULL\)
    \(N_0 := \{0\}\)
    \(G(0) = -\beta\)
    for \(k \in 1, \ldots, N\) do
        \(G(k) = \min_{s \in N_k} \{G(s) + c((s + 1) : k) + \beta\}\)
        \(k^1 = \arg\min_{s \in N_k} \{G(k) + c((s + 1) : k) + \beta\}\)
        \(\hat{k}(k) = (\hat{k}(k^1), k^1)\)
        \(N_{k+1} := \{k\} \cup \{s \in N_k : G(s) + c((s + 1) : k) \leq G(k)\}\)
    end for
    return \(\hat{k}(N) \setminus \{0\}\)
end procedure
\end{verbatim}

implemented completely in R (except for possibly the depth computations, for which existing packages were used) so the empirical times in simulation are not directly comparable. This being said, both algorithms ran within minutes on a desktop computer when applied to the data set analyzed in Section 6.

4 Consistency of the algorithms

In this section we provide consistency results for both algorithms under some mild assumptions. For \(j \in [\ell+1]\), let \(Y_j \sim F_j\) and let

\[ H_j(x) = \Pr(D(Y_j; F_\star) \leq x). \]

The following assumptions are used in the consistency theorems that follow.

**Assumption 1.** \(H_j(x)\) are Lipschitz continuous with constant \(C\), that is

\[ |H_j(x) - H_j(y)| \leq C|x - y|, \]

for \(x, y \in \mathbb{R}^d\).

**Assumption 2.** It holds that

\[ \mathbb{E} \left( \sup_{x \in \mathbb{R}^d} |D(x; F_{x,N}) - D(x; F_\star)| \right) = O(N^{-1/2}). \]
Assumption 3. The number of change-points $\ell$ is fixed and the change-points are well spread for all $N$, meaning there is a constant $\Delta$ such that the change-points are separated by at least $\Delta N$.

Assumption 4. For all $j \in [\ell]$, it holds that

$$\int_{\mathbb{R}} (\vartheta_j H_j(x) + \vartheta_{j+1} H_{j+1}(x)) dH_j(x) \neq \frac{\vartheta_{j+1} + \vartheta_j}{2}.$$ 

Assumption 5. For the threshold $T$, it holds that $T = o(\sqrt{N})$.

Assumption 6. Let $p_{ij} = \Pr(D(Y_i; F_*) > D(Y_j; F_*))$. Then for any $j \in [\ell + 1]$ it holds that

$$\ell + 1 \sum_{i=1}^{\ell+1} \vartheta_i p_{j,i} \neq \frac{1}{2}.$$

Assumptions 1 and 2 are satisfied by most depth functions under absolutely continuous $F$, including those defined in Section 2.1 (see Liu et al., 1999, and the references therein). Assumption 3 says that the number of change-points is fixed, and their closeness is not arbitrarily small in $N$. Assumptions 4 and 6 are concerned with the type of changes that can be detected, and are related to the discussion in Section 2.2. Assumption 4 says that the random variables $D(Y_j; F_*)$ and $D(Y_{j+1}; F_*)$ are ordered in a probabilistic sense, i.e.,

$$\Pr(D(Y_j; F_*) < D(Y_{j+1}; F_*)) \neq 1/2.$$ 

In order for consistency, we must have that the distribution of depth values in one segment is distinguishable from a neighboring segment. By distinguishable, we mean that a change in variability implies a probabilistic ordering on the random depth values generated by the observations. Recall that Section 2.2 examined this idea. Additionally, Assumption 4 implies Assumption 6; under Assumption 6 for each change-point, we just need two of the segments of $i.i.d.$ observations, not necessarily neighboring, to be distinguishable. Assumption 4 says that the distributions of depth values of all neighboring pairs (of segments) must be distinguishable.

Suppose there is a single change-point and that $Y_1 \sim \mathcal{N}_d(0, I)$ and that $Y_2 \overset{d}{=} \sqrt{a}Y_1$ with $a > 1$. Clearly, we have that $E_{F_*}(X) = 0$ and $\Sigma_* = (\vartheta_1 + a(1 - \vartheta_1))I = \sigma_*^2 I$. It follows that

$$\|Y_1 - E_{F_*}(X)\|_{\Sigma_*^{-1}} \sim \frac{1}{\sigma_*^2} \chi_d^2 \quad \text{and} \quad \|Y_2 - E_{F_*}(X)\|_{\Sigma_*^{-1}} \sim \frac{a}{\sigma_*^2} \chi_d^2.$$
Now, for any $x \in \mathbb{R}$ we have that

$$F_{\chi^2_d} \left( \frac{1}{a^2} x \right) < F_{\chi^2_d} \left( \frac{a}{\sigma^2} x \right),$$

where $F_{\chi^2_d}$ represents the cumulative distribution function of a $\chi^2_d$ random variable. It follows immediately that $p_{1,2} = 1 - p_{2,1} \neq \frac{1}{2}$. Additionally,

$$E_{\sigma^2 \chi^2_d} \left( F_{\chi^2_d} \left( \frac{a}{\sigma^2} X \right) \right) > E_{\sigma^2 \chi^2_d} \left( F_{\chi^2_d} \left( \frac{1}{\sigma^2} X \right) \right) = \frac{1}{2};$$

both assumptions are satisfied. Clearly, neither Assumption 4 or Assumption 6 hold if $a = 1$.

**Theorem 1.** Let $C > 0$, $1/2 < \phi < 1$ be constants independent of $N$. Let the estimated change-points $\hat{k}_1 < \hat{k}_2 < \cdots < \hat{k}_\ell$ be as in Algorithm 1. Provided Assumptions 1-5 hold, and the number of intervals $J_N \to \infty$ as $N \to \infty$ we have that

$$\Pr \left( \left\{ \ell = \ell \right\} \cap \left\{ \max_{i \in [\ell]} |\hat{k}_i - k_i| \leq CN^\phi \right\} \right) \to 1 \text{ as } N \to \infty.$$ 

Theorem 1 states that for large $N$, it is highly probable that the change-point estimates produced by Algorithm 1 will be close to the location of the true change-points and that the number of these estimates is equal to the true number of change-points. The next theorem gives a similar result for Algorithm 2 under a wide range of penalty terms ($O(1) < \beta_N < O(N)$).

**Theorem 2.** For $\beta_N$ as in (6), assume that $O(1) < \beta_N < O(N)$ and let $\delta > 0$, $1/2 < \phi < 1$. Provided Assumptions 1-3 hold and Assumption 6 holds, for $\hat{k}$ and $\ell$ as in Algorithm 2, we have that

$$\Pr \left( \left\{ \ell = \ell \right\} \cap \left\{ \max_{i \in [\ell]} |\hat{k}_i - k_i| \leq \delta N^\phi \right\} \right) \to 1 \text{ as } N \to \infty.$$ 

5 Simulation study

In this section we use a simulation study to compare our methodology to existing procedures as well as to investigate different choices of the algorithm parameters $\beta_N$ and $T$. Specifically, we compare our method to the BSOP and WBSIP algorithms developed by Wang et al. (2021), as well as to the methods in the ecp R package (James and Matteson, 2015). It should be noted that the aim of (Wang et al., 2021) was to detect change-points in the high dimensional setting, and not necessarily in low or moderate dimensions. The
WBSIP algorithm performed much better than the BSOP algorithm, and so we only present the results of the WBSIP algorithm. Results from the BSOP algorithm can be found in Appendix C. As mentioned above, we also compare to the nonparametric change-point methods in the ecp R package (James and Matteson, 2015). These methods are designed to detect general types of change-points; time points where there was a change in distribution. We compared our methods with the e.dvisive, e.cp3o.delta and e.kcp3o methods. The other methods in the package were either too slow to run with our simulation set-up or performed much worse than the chosen methods. The best of these three methods in our simulation set-up was by far the e.dvisive method, and so we defer the results of the other two methods to Appendix C.

The threshold parameter for the WBSIP algorithm was chosen to be 561, which was based on visually assessing the error $\hat{\ell} - \ell$ so that the median was zero in most of the scenarios. We also tried choosing the threshold in order to minimize the mean squared error $\hat{\ell} - \ell$ (which would not be known in practice) and the results were similar. For Algorithm 1 and the WBSIP algorithm we used $100 \lfloor \log N \rfloor$ intervals.

The simulation study is limited to evenly spaced change points, from distributions with independent marginals. Note that the transformation invariance properties possessed by the depth functions imply the results from similarity transformations of the data would be the same. This transformation invariance implies that the study also covers some cases where the marginal distributions of the data are not independent. We set the mean of all distributions to be 0.

The simulation study consisted of several scenarios. The first scenario is a set of expansions and contractions controlled by the parameter $\sigma^2$. We let $\Sigma_j = \sigma_j^2 I_d$ for each $F_j$, $j \in [\ell + 1]$. We set

\[ \sigma_1^2 = 1, \sigma_2^2 = 2.5, \sigma_3^2 = 4, \sigma_4^2 = 2.25, \sigma_5^2 = 5, \sigma_6^2 = 1, \]

e.g., for 2 change-points, $\sigma^2$ would vary as follows $1 \rightarrow 2.5 \rightarrow 4$. The second scenario is another set of expansions and contractions, of which the results were so similar that we defer discussion and results from the second scenario to Appendix C.

We simulated data from three different distribution types, normal, Cauchy and skewed normal with skewness parameter $\gamma = 0.1/d$. We ran the simulation for values of $d = 2, 3, 5$ and 10 under 2, 3 and 5 change-points. To see results on zero change-points and one change-point (see Chenouri et al., 2020). We used sample sizes of $N = 1000, N = 2500$, and $N = 5000$, running each scenario 100 times. We tested the four depth functions introduced in Section 2.1.

Lastly, we ran several simulations designed to assess the performance of our methods under sparsity and/or high dimensions. In these scenarios, $d$ was at most 500 and/or the expansions/contractions were only applied to a submatrix of the covariance matrix.

R codes to replicate this simulation study, as well as implementations of Algorithm 1, Algorithm 2, the
Figure 2: Empirical root mean squared error of $\hat{\ell}$ for different values of $C_1$ under spatial depth for all the simulation parameter combinations, under Algorithm 2.

WBSIP algorithm and the BSOP algorithm are available (Ramsay, 2019).

5.1 Choosing the algorithm parameters

In order to have consistency of the estimates produced by Algorithm 1, the threshold must satisfy $T = o(\sqrt{N})$. One option is to choose a fixed threshold $T^*$, which will produce a set of change-point estimates and their corresponding CUSUM statistics. The final set of change-points could then be chosen by testing each change-point for significance using a Bonferroni correction or Benjamini-Hochberg correction (Benjamini and Hochberg, 1995) along with the quantiles of $\sup |B(t)|$. This would imply a threshold $T \geq T^*$. However, it might be that smaller sampled intervals are not large enough for the asymptotic approximation to work well. Additionally, one has to choose the significance level, and the threshold $T^*$. As a result of these considerations, we suggest a data driven thresholding approach, based on the generalized Schwartz Information Criteria, as done by Fryzlewicz (2014).

Algorithm 1 produces a nested set of models, indexed by the threshold parameter. Lowering the threshold can only add new change-points to the model; all previously estimated change-points remain. In other words, as the threshold decreases, new change-points are added to the model one at a time. It is then easier to re-index the models by the number of estimated change-points $\hat{\ell}$. The threshold problem can then be reformulated as a model selection problem.

Suppose we have a univariate sample $Z_1, \ldots, Z_N$ and the goal is to estimate a change-point in the mean. For this problem, Fryzlewicz (2014) chooses the ‘best’ model by minimizing the following criteria:

$$\mathcal{G}(\hat{\ell}) = \frac{N}{2} \log(\hat{\zeta}_\ell^2) + \hat{\ell} \log N,$$

with $\hat{\zeta}_\ell^2$ equal to the average within group squared deviation (a group is an estimated period of constant mean) and $\hat{\ell}$ is still the estimated number of change-points. Let $\mu_i$, for $i \in [N]$, be the within group mean
Figure 3: Each curve shows the empirical root mean squared error of $\ell$ for different values of $\alpha$ under Algorithm 1 paired with Mahalanobis depth, for a given simulation parameter combination, following the legend of Figure 2. Mahalanobis depth is used rather than spatial depth because of computational efficiency.

for the group that contains univariate observation $Z_i$. Then we can write

$$\hat{\varsigma}^2 = \frac{1}{N} \sum_{i=1}^{N} (Z_i - \mu_i)^2.$$ 

Here, $\alpha$ is a parameter such that the larger $\alpha$, the larger the penalty against choosing a model with many change-points.

The only difference for the multivariate, variability problem is that $\hat{\varsigma}$ must be modified. We recall from Section 2.2 that a variability change is equivalent to a change in the mean ranks. We can treat the sample ranks produced by the depth functions as a univariate sample, and minimize the within group deviation, amongst the ranks:

$$\hat{\varsigma}^2 = \frac{1}{N} \sum_{i=1}^{N} (\hat{R}_i - \bar{R}_i)^2.$$ 

We remark that the use of ranks ensures $\mathcal{G}(\ell)$ is still robust. For a sketch of the proof of consistency, in the sense of Theorem 1, of Algorithm 1 paired with this method of thresholding with $\alpha = 1$ see Appendix A.

In order to make a practical recommendation for the parameter $\alpha$, we rely on the simulation study. Figure 3 shows the empirical root mean squared error of $\ell$ under Algorithm 1 for a range of $\alpha$ values. Each curve is for a different combination of parameters in the first simulation scenario. The depth function used was Mahalanobis depth (for computational ease). Figure 3 shows that choosing $\alpha$ in the range $(0.75, 1.25)$ works well. Similar plots under the second simulation scenario can be found in Appendix C.

For consistency of Algorithm 2 to hold, the penalty term should satisfy $O(1) < \beta_N < O(N)$; this gives a wide range of choices for the penalty term. In practice what penalty term should be used? The results of the simulation study suggested using a penalty term of the form $\beta_N = C_1 \sqrt{N} + C_2$. Figure 2 plots the empirical root mean squared errors of $\ell$ under spatial depth for different values of $C_1$ and $N$, with $C_2$ fixed.
at 3.74. Each curve represents one combination of the parameters in the first simulation scenario described above. The same graphs for other depth functions or other simulation scenarios can be seen in Appendix C. Notice that the curves are not shifting laterally as $N$ increases, meaning that an increase in $N$ is sufficiently captured by the $\sqrt{N}$ term in the penalty. Additionally, Figure 2 also shows a flattening of the RMSE curves with increased $N$, which is expected from the consistency theorem. Based on low root mean squared error in simulation, we recommend to fix $C_2 = 3.74$ and run Algorithm 2 for a grid of penalties defined by $C_1 \in (0.15, 0.25)$. One can then choose the set of change-points according to a model selection criteria or by visual inspection. In the simulation study, we fix $C_1$ at 0.18.

It should also be noted that a non-linear penalty could be applied, as discussed in Killick et al. (2012). Some non-linear penalties were tested in the simulation study, such as $\log \ell$, but the results were not as good as when using a linear penalty. Our investigation into non-linear penalties was fairly limited, as such, more investigation into non-linear penalties could be done in the future.

5.2 Analysing and comparing the algorithm performance

We only present the results of the simulation when the algorithms were paired with spatial depth, but one can view the results of the algorithm performance under the other depth functions in Appendix C. Spatial depth was the best performing depth function when taking into account computational speed and estimation accuracy. Half-space depth performed similarly to spatial depth, but computationally it was much slower. Half-space depth is affine-invariant whereas spatial depth is only similarity-invariant, therefore if affine invariance is desired in the analysis the analyst should use the half-space depth function. Modified Mahalanobis depth and Mahalanobis depth both performed slightly worse than the other two depth functions if the data was Gaussian, but performed considerable worse when the distribution of the data was Cauchy, which could be attributed to the robustness considerations of Mahalanobis depth discussed in Section 2.1.

Figure 4 shows boxplots of $\hat{\ell} - \ell$ under Algorithm 1, Algorithm 2, the WBSIP algorithm and the e.divisive algorithm, for the first simulation scenario with $N = 1000$. Recall that $\hat{\ell} - \ell$ is the estimated number of change-points minus the actual number in the simulation run. Each boxplot represents a different combination of simulation parameters, e.g., the first boxplot represents the (empirical) distribution of $\hat{\ell} - \ell$ with simulated two-dimensional Gaussian data that had 2 change-points. The empirical distributions are computed over the 100 replications of each combination of simulation parameters.

Figure 4 shows that both Algorithm 1 and Algorithm 2 estimate the number of change-points more accurately than the WBSIP algorithm and the e-divisive algorithm. One reason for this is that our method is less general in terms of the types of changes it can detect when compared to the other two algorithms; our method trades generality for accuracy. A second reason for these results is robustness. When the data
is Cauchy, neither of the competing algorithms perform very well. Neither of these methods are designed to handle outliers or heavy-tailed data. For example, when the data have Cauchy marginals, the assumptions for consistency of the WBSIP procedure are violated. One should also recall that WBSIP was designed for high dimensional data which is not the main focus of this simulation study. In Figure 4 it is easily seen that as the dimension increases WBSIP performs better. Speaking of dimension, both Algorithms 1 and 2 were very insensitive to the dimension and the number of change-points.

In terms of accuracy when the change-point was detected, both algorithms performed very well. Figures 5 shows boxplots of $\hat{k}/N - \theta$ for Algorithm 1, Algorithm 2, WBSIP and the e-divisive algorithm when $d$ was 10 and the distribution was normally distributed. Boxplots under other simulation parameters were similar and can be seen in the Appendix C. Generally, the estimates were at most about 5% off of the true break fraction, with the majority of biases being in the 1% range.

\[ \text{Figure 4: Boxplots of } \hat{\ell} - \ell \text{ for the different algorithms with } \alpha = 0.9, C_1 = 0.18 \text{ and } C_2 = 3.74. \]

Each boxplot represents the values of $\hat{\ell} - \ell$ for a particular simulation parameter combination. Here, the color of the boxplot represents the distribution. The top underlying number represents the number of true change-points and the bottom number represents the dimension. The colors follow the legend of Figure 2.

---

\[ \text{They were of course worse when the data came from a Cauchy distribution.} \]
Figure 5: Boxplots of $\tilde{k}/N - \theta$ for the different algorithms with $\alpha = 0.9$, $C_1 = 0.18$ and $C_2 = 3.74$. The distribution of the data was made up of independent normal marginals with $d = 10$. Each boxplot represents the ability to estimate a particular change-point for a fixed number of true change-points. For example, the first two boxplots are the empirical distributions of $\tilde{k}_1/N - \theta_1$ and $\tilde{k}_2/N - \theta_2$ when there were two true change-points. The underlying numbers represent the number of true change-points in that simulation parameter combination. Each boxplot represents the ability to estimate a single change-point in a run.

This corresponds to 10 time units away when $N = 1000$; $\tilde{k}$ was typically within 10 time units of the true change-point $k$. Again our methods were insensitive to the dimension and the number of change-points. When compared with the WBSIP algorithm and e-divisive algorithm, we see that both Algorithm 1 and Algorithm 2 appear to estimate the location of the change-points more accurately. We can then conclude that our algorithms outperforms the WBSIP algorithm and e-divisive algorithm when the data only contains changes in variability.

In a different simulation scenario, we fixed $d = 5$ and applied the expansions and contractions of the first scenario to a $b \times b$ submatrix of the covariance matrix. Figure 6 shows boxplots of $\ell - \ell'$ for both algorithms, under this simulation scenario. Figure 6 shows the results for spatial depth, with $N = 1000$. The plots for the other depth functions can be seen in Appendix C. The colour of the boxplot in Figure 6 represents $b$, the size of the submatrix to which the expansion/contraction was applied, i.e., the submatrix in which an expansion or contraction was applied had dimension $b \times b$. The underlying numbers represent the number
of change-points in that particular simulation scenario. We see that as \( b \) decreases, the ability to detect the changes decreases. This is expected, since a smaller change should be more difficult to detect. We can also see that here, the KW-PELT algorithm performs better than the WBS algorithm. One remedy for detecting changes in relatively low dimensions might be to subsample dimensions of the data and run the procedure on each of the subsampled dimensions. We leave that for future work.

Lastly, we ran simulations designed to assess the performance of our methods in high dimensions. We use the KW-PELT algorithm with spatial depth, due to both its performance and the fact that spatial depth can be computed quickly in high dimensions. We simulated normal data, with one change-point and with two change-points, at \( N = 1000 \) for \( d = 50 \) and \( d = 500 \). The KW-PELT algorithm estimated both the number of change-points and the location of the change-points were detected with 100% accuracy. This is not surprising since we might view an expansion of a very large matrix as a very large change in variability. For example, the trace of the expanded matrix is increasing as the dimension is increased, and so the signal is increasing with the dimension under an expansion-type change. The story changes if the data is high dimensional and the data is sparse, i.e., the change only occurs in a submatrix of the covariance matrix which has a fixed dimension. We ran another simulation where there was a change point, and the change only occurred in a \( 5 \times 5 \) submatrix. Figure 7 shows that as we increase the dimension, the algorithm has a more difficult time estimating the change-point accurately. This suggests that when the data is suspected to be very sparse, we may wish to develop a depth function that accounts for sparsity.

In summary, which both algorithms performed very well relative to competitors in this simulation set-
Figure 7: (a) Empirical root mean square error of $\hat{\ell}$ as the dimension increases, but the size of the change remains fixed. (b) Empirical root mean square error of $\hat{k}$ as the dimension increases, but the size of the change remains fixed. The change-points were estimated using the KW-PELT algorithm paired with spatial depth.

The results also show that the WBS algorithm and the KW-PELT algorithm are very comparable. The KW-PELT algorithm is computationally faster, and can be more accurate under sparsity. However, its tuning parameter requires some subjectivity. Furthermore, both algorithms have the same theoretical rate of convergence. We are tempted to recommend the KW-PELT algorithm with the understanding that the performance of the algorithms is very similar. In terms of the depth functions, half-space depth and spatial depth performed better than the two Mahalanobis depth variants. Since half-space depth takes longer to compute, we would ultimately recommend using spatial depth with either algorithm in practice.

6 An application to financial returns

In this section we apply the methodology to four daily stock returns. R codes for this analysis can be found on Github at (Ramsay, 2019). We analyze the same data set analyzed by Galeano and Wied (2017) and compare our results to those produced by their method. It is expected that algorithms will produce different results, due to the fact that the aim of Galeano and Wied (2017) was to detect changes in the correlation structure of the returns; not necessarily the covariance matrix. For example, they assume constant variances over time. The results should be seen as complementary to those of Galeano and Wied (2017).

It is clear that this data has some serial dependence; it does not fit the independence assumption. That being said, we feel that the results still provide some insight into the data. For example, the data appears to admit a weak dependence structure. As a result of the concentration inequality for rank statistics for $m$-dependent data (Wang et al., 2019), we only need Assumption 2 to hold under $m$-dependence in order for the consistency properties to hold. In fact, the consistency of many depth functions is, in part, a result of Glivenko-Cantelli type theorems. Seeing as extensions of such theorems exist for $m$-dependent data (Bobkov
| Change-point WBS | Change-point KW-PELT | CUSUM value |
|------------------|----------------------|-------------|
| Jul 18 ’07       | Jul 26 ’07           | 2.43        |
| Sep 05 ’08       | Sep 25 ’08           | 5.49        |
| Dec 08 ’08       | Dec 08 ’08           | 2.75        |
| May 01 ’09       | May 19 ’09           | 2.13        |
| Aug 25 ’09       | ND                   | 6.36        |
| ND               | Jul 22 ’10           |             |
| Jul 25 ‘11       | Jul 25 ‘11           | 2.36        |

Figure 8: *Left*: Change-points estimated by Algorithms 1 and 2. ND stands for not detected by the Algorithm. Associated CUSUM statistics are also provided. *Right*: Covariance matrix parameters at each interval for both Algorithm 1 (pink dashed) and Algorithm 2 (blue solid) connected by lines to emphasize the change in the parameter values.

We applied the both proposed Algorithms to the raw daily returns. We ran the WBS algorithm with 700 intervals \(100\lfloor \log N \rfloor\) using all depth functions with \(\alpha = 0.9\). When running Algorithm 2, we used penalty constants \(C_1 = 0.24\) and \(C_2 = 3.74\), these were chosen according to the discussion in Section 5.1. The results did not vary at all among the different depth functions for the Algorithm 1, and were virtually the same under Algorithm 2, the only difference was that the modified Mahalanobis depth predicted the December 2008 change-point on December 9th rather than on the 8th.

Table 8 contains the estimated change-points produced by the Algorithms and the associated CUSUM statistic values from Algorithm 1. Figure 9 plots the estimated change-points on the data from both Algorithms. Observe that algorithms are also both unaffected by the outliers in the Siemens returns, which can be seen to the left and right of January 2008. Some of the change-points have a clear interpretation. For example, the first change-point (July 18, 2007) signifies the beginning of the global financial crisis and the second (September 05, 2008) is associated with the collapse of Lehman brothers. In the following months, measures to stem the effects of the crisis may contribute to the next two change-points. For example, in early December 2008 the EU agreed to a 200 billion dollar stimulus package. The later change-points are associated with the Greek government debt crisis; in July 2011, the Troika approved a second bailout (of the Greek government).

The algorithms reproduced both change-points found by (Galeano and Wied, 2017) (July 18, 2007 and September 05, 2008). Changes in correlation could be accompanied by expansions or contractions in the covariance matrix of these returns. It is possible that these changes (correlation and covariance) are byproducts of a general increase/decrease in systematic volatility. Many financial returns are generally thought to have some systematic/market-wide dependence (Bodie et al., 2017). Figure 8 shows the estimated...
Figure 9: Returns with estimated change-points from Algorithm 2 marked by solid, blue lines and Algorithm 1 marked by dashed pink lines.

pairwise covariances as well as the estimated variances of each stock within each period of ‘no change’. The uniform movement of the parameters indicate contractions and expansions, rather than some other type of change. Additionally, we note that all changes under Algorithm 1 were significant when the Bonferoni correction was applied to the set of test statistics at the 5% level of significance.
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A  Proofs

Proof of Theorem 1. We first define the following ranks based on the population depth functions

\[ R_{i,s,e} := \# \{ X_j : D(X_j; F_{s,s,e}) \leq D(X_i; F_{s,s,e}), j \in \{s, \ldots, e\} \}, \quad i \in \{s, \ldots, e\}. \]

The distribution \( F_{s,s,e} \) is a mixture distribution with weights proportional to the number of observations coming from \( F_j \) in the subsample \( \{X_s, \ldots, X_e\} \). It should be noted that these weights depend on \( N \), since they depend on the subsample. More specifically, for some interval with length that satisfies \( N_{s,e} = O(N) \) we have that \( F_{s,s,e} \to \sum_{j=1}^{\ell+1} \bar{\vartheta}_j F_j \), for some \( \bar{\vartheta}_j \geq 0 \), as \( N \to \infty \). We also define the quantities

\[
\bar{Z}_{s,e}(k/N_{s,e}) := \frac{1}{\sqrt{N_{s,e}}} \sum_{i=1}^{k} R_{i,s,e} - (N_{s,e} + 1)/2 \sqrt{(N_{s,e}^2 - 1)/12},
\]

\[
G_{s,e}(k/N_{s,e}) := \bar{Z}_{s,e}(k/N_{s,e}) - Z_{s,e}(k/N_{s,e}) = \frac{1}{\sqrt{N_{s,e}}} \sum_{i=1}^{k} \frac{R_{i,s,e} - \hat{R}_{i,s,e}}{\sqrt{(N_{s,e}^2 - 1)/12}}.
\]

Now, some small fixed \( \nu < \Delta \) and for \( i \in [\ell] \), define

\[
D_{N,i} = \{ \exists i \in \{s, \ldots, e\} : \nu N < e_i < k_i < \Delta N, \nu N < k_i - s_i < \Delta N \}.
\]
and set
\[ D_N = \bigcap_{i=1}^\ell D_{N,i}. \]
First, we show that \( \Pr(D_N) \to 1 \). Notice that \( D_{N,i} \) is the event that there exists some interval which contains \( k_i \) and has size that satisfies \( 2\nu N < N_{s,e} < 2\Delta N \). Assumption 3 further implies that such an interval does not contain any other true change-points. Note that for fixed \( i \), the probability that some \( I_i \) as in (9) is not drawn satisfies
\[
\Pr(D_{c,N,i}) \leq \left( 1 - \frac{(\Delta - \nu)^2N^2}{(N^2)} \right)^J_N,
\]
since there are \( 2(\Delta - \nu)^2N^2 \) intervals of the desired size. We can use this result and sub-additivity of measures to show that,
\[
\lim_{N \to \infty} \Pr(D_{c,N}) = \lim_{N \to \infty} \Pr\left( \bigcup_{i=1}^\ell D_{c,N,i} \right) \leq \lim_{N \to \infty} \ell \sum_{i=1}^\ell \Pr(D_{c,N,i}) \leq \lim_{N \to \infty} \ell \left( 1 - \frac{(\Delta - \nu)^2N^2}{(N^2)} \right)^J_N = 0.
\]
Now, define the following event on the appropriate joint probability space of the sample and the execution of Algorithm 1:
\[
A_N = \left\{ \max_{s,e,N_{s,e}} |G_{s,e}(k/N_{s,e})| \leq \lambda_N \right\}
\]
where \( \lambda_N \) is an increasing sequence such that \( \lambda_N < O(N^{1/2}) \). First, consider the case where \( N_{s,e} = O(N) \). By the same reasoning as (A13) on page 439 of Chenouri et al. (2020) we have that
\[
\max_{k,s,e,N_{s,e}=O(N)} |G_{s,e}(k/N_{s,e})| = O_p(1).
\]
Consider the set of intervals with length bounded above by some fixed constant, i.e., \( N_{s,e} < C' \). It is easily seen from the Markov inequality that
\[
\Pr\left( \max_{k,s,e,N_{s,e}<C'} |G_{s,e}(k/N_{s,e})| > \lambda_N \right) \leq \mathbb{E} \left( \max_{s,e,N_{s,e}<C'} \frac{1}{\lambda_N \sqrt{N_{s,e}}} \sum_{i=s}^{e-1} \frac{|R_i,s,e - \hat{R}_i,s,e|}{\sqrt{(N_{s,e}^2 - 1)/12}} \right) \leq \max_{k,s,e,N_{s,e}<C'} \frac{1}{\lambda_N \sqrt{N_{s,e}}} \sum_{i=s}^{e-1} \frac{C'}{\sqrt{(N_{s,e}^2 - 1)/12}} \leq \max_{k,s,e,N_{s,e}<C'} \frac{1}{\lambda_N} \sum_{i=s}^{e-1} \mathbb{E} \left( |R_i,s,e - \hat{R}_i,s,e| \right) \leq \frac{1}{\lambda_N} (C')^2.
\]
It then follows that \( \lim_{N \to \infty} \Pr(A_N) = 1 \). These results concerning \( A_N \) and \( D_N \) allow us to condition on them:

\[
\Pr \left( \left\{ \hat{\ell} = \ell \right\} \cap \left\{ \max_{i \in [\ell]} |\hat{k}_i - k_i| \leq C\xi_N \right\} \right) = \Pr \left( \left\{ \hat{\ell} = \ell \right\} \cap \left\{ \max_{i \in [\ell]} |\hat{k}_i - k_i| \leq C\xi_N \right\} | A_N \cap D_N \right) \Pr(A_N \cap D_N) \\
\geq \Pr \left( \left\{ \hat{\ell} = \ell \right\} \cap \left\{ \max_{i \in [\ell]} |\hat{k}_i - k_i| \leq C\xi_N \right\} | A_N \cap D_N \right) (\Pr(A_N) + \Pr(D_N) - 1),
\]

which means that it suffices to show that for all \( 0 < \epsilon < 1 \), there exists \( n \) such that for all \( N > n \)

\[
\Pr \left( \left\{ \hat{\ell} = \ell \right\} \cap \left\{ \max_{i \in [\ell]} |\hat{k}_i - k_i| \leq C\xi_N \right\} | A_N \cap D_N \right) > 1 - \epsilon.
\]

We start by analyzing the event \( \{ \hat{\ell} < \ell \} \). The event \( \{ \hat{\ell} < \ell \} \) implies that there is at least one unidentified change point. Suppose that \( k_i^* \), for some fixed \( i^* \in [\ell] \), is an unidentified change-point. The interval \( I_{i^*} \) as defined in (9) satisfies

\[
Ns_{i^*},e_{i^*} = O(N). \quad (10)
\]

Let

\[
\hat{k} = \min \left\{ k : Z_{s_{i^*},e_{i^*}} \left( \left\lfloor k/Ns_{i^*},e_{i^*} \right\rfloor \right) = \sup_t Z_{s_{i^*},e_{i^*}}(t), \ t \in (0,1), \ k \in [Ns_{i^*},e_{i^*}] \right\},
\]

and \( \theta \) be the true break-fraction in this interval.

Further, recall that Assumption 5 says that the threshold satisfies \( T = o(\sqrt{N}) \). This assumption, combined with page 437 of Chenouri et al. (2020) implies that

\[
|Z_{s_{i^*},e_{i^*}}(\hat{k}/Ns_{i^*},e_{i^*})/T| \overset{P}{\to} \infty.
\]

It follows that for any \( \delta' < 1 \) there exists \( n' \) such that for \( N > n' \)

\[
\Pr(|Z_{s_{i^*},e_{i^*}}(\hat{k}/Ns_{i^*},e_{i^*})| \geq T) > 1 - \delta'.
\]

Thus, when \( N > \max(n, n') \) (where \( n \) and \( n' \) relate to the above argument)

\[
\Pr(\{\text{change-point } k_i^* \text{ is undetected}\}|D_N \cap A_N) \leq \epsilon. \quad (11)
\]

For each true change point that is undetected the above analysis applies, since we have conditioned on \( D_{N,i} \).
occurring for all \( i \in [\ell] \). Thus,

\[
\lim_{N \to \infty} \Pr \left( \hat{\ell} < \ell | D_N \cap A_N \right) = \lim_{N \to \infty} \Pr \left( \bigcup_{i=1}^{\ell} \{ \text{change-point } k_i \text{ undetected} \} | D_N \cap A_N \right)
\leq \lim_{N \to \infty} \sum_{i=1}^{\ell} \Pr(\{ \text{change-point } k_i \text{ is undetected} \} | D_N \cap A_N) = 0,
\]

where the inequality follows from subadditivity of measures and the last equality follows from (11) and the fact that \( \ell \) does not depend on \( N \). Now, it follows directly from the arguments in the proof of Theorem 2.1 of Chenouri et al. (2019) that there exists \( n \) such that for \( N > n \) we have that

\[
\Pr(\hat{\ell} > \ell | D_N \cap A_N) < \epsilon',
\]

for any \( \epsilon' > 0 \). To conclude we have that

\[
\Pr(\hat{\ell} \neq \ell | D_N \cap A_N) \to 0 \text{ as } N \to \infty.
\]

Now, consider the event that \( \{ \max_{i \in [\ell]} |\hat{k}_i - k_i| \leq C N^{\phi} \} \). Following the argument in Chenouri et al. (2019), subadditivity of measures gives that

\[
\lim_{N \to \infty} \Pr \left( \max_{i \in [\ell]} |\hat{k}_i - k_i| \leq C N^{\phi} \right) = \lim_{N \to \infty} \left( 1 - \Pr \left( \bigcup_{i=1}^{\ell} \{ |\hat{k}_i - k_i| \geq C N^{\phi} \} \right) \right)
\geq \lim_{N \to \infty} \left( 1 - \sum_{i=1}^{\ell} \Pr \left( |\hat{k}_i - k_i| \geq C N^{\phi} \right) \right)
= 1,
\]

where the last equality follows from the proof of Theorem 2 and the fact that \( \ell \) is fixed and the fact that \( \frac{1}{2} < \phi < 1 \). In more detail, in the case of one change-point, the objective functions \( |Z_{1,N}(t)| \) and \( C(k) \) produce equivalent maximizers. This fact, combined with conditioning on the events \( A_N \) and \( D_N \) and the last two paragraphs of the proof of Theorem 2 give that \( \Pr \left( |\hat{k}_i - k_i| \leq C N^{\phi} \right) \to 1 \). We now have that, for any \( \epsilon'' > 0 \) there exists \( n'' \) such that for all \( N > n'' \), we have that

\[
\Pr \left( \max_{i \in [\ell]} |\hat{k}_i - k_i| \leq C N^{\phi} \right) \geq 1 - \epsilon''.
\]

Now, both events can be combined with Bonferroni’s inequality and we can make the statement that for all
0 < \epsilon^* = \ell \epsilon + \epsilon'' < 1 \text{ there must exist some } n^* = \max(n'', n', n) \text{, such that for } N > n^* \text{ we have that }

\Pr \left( \left\{ \hat{l} = \ell \right\} \cap \left\{ \max_{i \in [\ell]} |\hat{k}_i - k_i| \leq C N^{\phi} \right\} \right) \geq A_N \cap D_N \geq 1 - \ell \epsilon + 1 - \epsilon' - 1 = 1 - \epsilon^*.

Thus, we have that for all \(0 < \epsilon < 1\), there exists \(n\) such that for all \(N > n\)

\Pr \left( \left\{ \hat{l} = \ell \right\} \cap \left\{ \max_{i \in [\ell]} |\hat{k}_i - k_i| \leq C N^{\phi} \right\} \right) \geq 1 - \epsilon.

\(\square\)

**Proof of Theorem 2.** Let \(C_i\) be fixed positive constants independent of \(N\), \(|A|\) represent the cardinality of the set \(A\), and

\[
\overline{\sigma}_N^2 := \frac{N(N + 1)}{12}.
\]

Define the set \(X_N := 2^{[N-1]} \times \{0\} \times \{N\}\); elements of \(X_N\) are sets of indices ranging from 0 to \(N\), which represent locations of change-points. A member of \(X_N\) is a set \(x\) that contains 0 and \(N\) joined with an element of the power set of \([N - 1]\). We will represent such an element with \(x = \{x_0, \ldots, x_p+1\}\) where \(x_0 := 0 < x_1 < \ldots < x_p < x_{p+1} := N\). \(X_N\) forms the space of possible sets of change-points for a fixed \(N\).

We can then write the objective function based on the population depth ranks \(T\) and the objective function based on the sample depth ranks \(\hat{T}\) as follows

\[
\hat{T}(x) := \frac{1}{\overline{\sigma}_N^2} \sum_{i=1}^{\card{x}} (x_i - x_{i-1}) \overline{R}_i^2 - 3(N + 1) - \beta_N(|x| - 1) := \hat{C}(x) - \beta_N(|x| - 1)
\]

\[
T(x) := \frac{1}{\overline{\sigma}_N^2} \sum_{i=1}^{\card{x}} (x_i - x_{i-1}) \overline{r}_i^2 - 3(N + 1) - \beta_N(|x| - 1) := C(x) - \beta_N(|x| - 1), \quad (12)
\]

where \(x_N \in X_N\). Now, suppose that \(x_N \in X_N\) is such for each \(x_j \in x_N \setminus \{0\}\, it holds that \(x_j - x_j-1 = O(N)\) and there exists some \(k_i > 0, k_i \in k\) such that \(k_i-1 \leq x_{j-1} < x_j \leq k_i\). Colloquially, there are no change-points between neighboring elements of \(x_N\). Additionally impose that \(|x_N|\) is fixed in \(N\). It is helpful to note that the elements of \(x_N\) depend on \(N\), which we omit in the notation for brevity. First, we show that

\(|\hat{T}(x_N) - T(x_N)| = O_p(1)|. To this end, note that for any \(j \in ||x_N||\) the sequences \(R_{x_{j-1}+1}, \ldots, R_{x_j}\) and \(\hat{R}_{x_{j-1}+1}, \ldots, \hat{R}_{x_j}\) are both triangular arrays of exchangeable random variables. This form allows us to apply the central limit theorem of Weber (1980). Specifically, it holds that

\[
\frac{\sqrt{(x_i - x_{i-1})}}{\sqrt{\text{Var}(R_{x_i})}}(\overline{R}_i - \text{E}(\overline{R}_{x_i})) = O_p(1) \quad \text{and} \quad \frac{\sqrt{(x_i - x_{i-1})}}{\sqrt{\text{Var}(R_{x_i})}}(\overline{r}_i - \text{E}(\overline{r}_{x_i})) = O_p(1).
\]
We now relate these to quantities. Consider the representation of $\hat{R}_i$

$$\hat{R}_i = R_i + \sum_{m=1}^N 1 \{ B_{i,m} \} - \sum_{m=1}^N 1 \{ A_{i,m} \} := R_i + E_i, \quad (13)$$

where

$$A_{i,j} = \{ D(X_j, F_s) \leq D(X_i, F_s) \} \cap \{ D(X_j, F_{s,N}) > D(X_i, F_{s,N}) \}$$

$$B_{i,j} = \{ D(X_j, F_s) > D(X_i, F_s) \} \cap \{ D(X_j, F_{s,N}) \leq D(X_i, F_{s,N}) \}.$$

We can use this representation, Assumption 1 and Assumption 2 to show that

$$E(E_{x_i}) = E(\hat{R}_{x_i}) - E(R_{x_i}) = O(N^{1/2}).$$

For more details, see pages 436-437 of Chenouri et al. (2020). We next show that

$$\frac{Var(\hat{R}_{x_i})}{Var(R_{x_i})} = O(1) \quad \text{and} \quad \frac{Var(R_{x_i})}{\tilde{\sigma}_x^2} = O(1). \quad (14)$$

The right-side identity follows easily from Assumption 3; $Var(R_i) = O(N^2)$, for any $i \in [N]$. Using (13), we can write

$$Var(\hat{R}_{x_i}) = Var(R_{x_i} + E_{x_i})$$

$$= Var(R_{x_i}) + Var(E_{x_i}) + 2Cov(E_{x_i}, R_{x_i})$$

$$\leq Var(R_{x_i}) + Var(E_{x_i}) + 2E( |E_{x_i} - E(E_{x_i})| ) N$$

$$= Var(R_{x_i}) + Var(E_{x_i}) + O(N^{3/2})$$

$$= Var(R_{x_i}) + E \left( \left( \sum_{m=1}^N 1 \{ B_{x_i,m} \} - \sum_{m=1}^N 1 \{ A_{x_i,m} \} \right)^2 \right) + O(N) + O(N^{3/2})$$

$$= Var(R_{x_i}) + E \left( \sum_{m_1=1}^N \sum_{m_2=1}^N \left[ 1 \{ B_{x_i,m_1} \} - 1 \{ A_{x_i,m_1} \} \right] \left[ 1 \{ B_{x_i,m_2} \} - 1 \{ A_{x_i,m_2} \} \right] \right) + O(N^{3/2})$$

$$\leq Var(R_{x_i}) + E \left( \sum_{m_1=1}^N \sum_{m_2=1}^N \left[ 1 \{ B_{x_i,m_1} \} + 1 \{ A_{x_i,m_1} \} \right] \right) + O(N^{3/2})$$

$$\leq Var(R_{x_i}) + O(N^{3/2}),$$

where the fourth line comes from applying equation (A5) of Chenouri et al. (2020) and the last line is from
the the fact that \( \text{E} (\{ B_{i,m} \}) = O(N^{-1/2}) \) and \( \text{E} (\{ A_{i,m} \}) = O(N^{-1/2}) \) (Chenouri et al., 2020). Now,

\[
\lim_{N \to \infty} \frac{\text{Var}(\hat{R}_{x_i})}{\text{Var}(R_{x_i})} = \lim_{N \to \infty} \frac{\text{Var}(\hat{R}_{x_i})/N^2}{\text{Var}(R_{x_i})/N^2} = \lim_{N \to \infty} \frac{\text{Var}(\hat{R}_{x_i})/N^2 + o(1)}{\text{Var}(R_{x_i})/N^2} = 1.
\]

It then follows from Slutsky’s theorem, continuous mapping theorem and the central limit theorem of Weber (1980) that

\[
\hat{T}(x_N) - T(x_N) = \hat{C}(x_N) - C(x_N) = O_p(1).
\]

This analysis gives the result that

\[
\hat{T}(x_N) - T(x_N) = \hat{C}(x_N) - C(x_N) = O_p(1).
\] (15)

Note that if there are some \( x_j \in x_N \) such that \( x_j - x_{j-1} < C_1 \) for some constant \( C_1 > 0 \), the above result still holds.

Next, we want to compare \( \hat{T}(\hat{k}) \) and \( T(k) \). To this end, we make an argument by contradiction, similar to that of Wang et al. (2021). However, we use the previously discussed exchangeability results, i.e., (Weber, 1980) which were not used in their paper. Recall, \( \hat{k} \) is the estimated set of change-points and \( k \) is the true set of change-points. We examine the events \( \{ \ell < \ell \} \), \( \{ \ell > \ell \} \) and \( \{ \max_{k \in k} \min_{k \in \hat{k}} |k - \hat{k}| \geq \Delta N^\delta \} \) separately.

Assume \( \ell < \ell \); by Assumption 3, there is at least one change-point \( 0 < k_{i,*} < N \) such that for any \( j \in \ell \)

it is true that \( |k_{i,*} - \hat{k}_j| \geq \Delta N/2 \) with \( \Delta \) independent of \( N \). Now, define

\[
w_1 = \{ k_{i,*} - \Delta N/2, k_{i,*} + \Delta N/2 \} \cup k \setminus k_{i,*} \quad \text{and} \quad w_2 = w_1 \cup \hat{k}.
\]

Clearly, \( \hat{C}(w_2) \geq \hat{C}(\hat{k}) \) (which is the necessary condition for PELT, recall that \( \hat{C} \) is the portion of the objective function without the penalty) and so we work with \( \hat{C}(w_2) \). The goal is to show that following contradiction
to the assumption that some $\hat{k}$ such that $\hat{\ell} < \ell$ is the maximizer of $\hat{T}$. To see this, we have

$$T(k) - \hat{T}(k) = C(k) - \hat{C}(k) - O(\beta_N)$$

$$\geq C(k) - \hat{C}(w_2) - O(\beta_N)$$

$$= C(k) - C(w_2) + O_p(1) - O(\beta_N)$$

$$= C(k) - C(w_1) + O_p(1) - O(\beta_N)$$

$$= O_p(N) - O(\beta_N) \xrightarrow{p} \infty,$$

as $N \to \infty$, since $\beta_N < O(N)$ and we have shown that $C(w_2) - \hat{C}(w_2) = O_p(1)$ in (15). It remains to show that

$$C(w_2) = C(w_1) + O_p(1)$$

and

$$C(k) - C(w_1) = O_p(N).$$

First, we show that

$$C(w_2) = C(w_1) + O_p(1).$$

To this end, letting $w_0 = 0$, $w_{\ell+\ell+2} = N$ and $w_2 = \{w_0, w_1, w_2, \ldots, w_{\ell+\ell+1}, w_{\ell+\ell+2}\}$ where $w_m < w_j$ for $m < j$, we can write

$$C(w_1) - C(w_2) = \frac{1}{\sigma_N} \sum_{j=1}^{\left|w_2\right|} (w_j - w_{j-1}) \left[\bar{R}_j(w_1)^2 - \bar{R}_j(w_2)^2\right]$$

where

$$\bar{R}_j(x) = \frac{1}{n_{j,2}(x) - n_{j,1}(x)} \sum_{i=n_{j,1}(x)+1}^{n_{j,2}(x)} R_i,$$

with

$$n_{j,1}(x) = \arg\min_{x \in \mathbb{R}} \left|w_{j-1} - x\right|, \quad n_{j,2}(x) = \arg\min_{x \in \mathbb{R}} \left|x - w_j\right|.$$

In this context,

$$\bar{R}_j(w_2) = \frac{1}{(w_j - w_{j-1})} \sum_{m=w_{j-1}+1}^{w_j} R_m$$

and

$$\bar{R}_j(w_1) = \frac{1}{n_{j,2}(w_1) - n_{j,1}(w_1)} \sum_{m=n_{j,1}(w_1)+1}^{n_{j,2}(w_1)} R_m.$$

To elaborate, ordering the points in $w_1$ defines $\ell + 2$ disjoint groups of ranks and therefore $\ell + 2$ group means. The value $\bar{R}_j(w_1)$ is the mean of such a group of ranks which also contains the ranks $\{R_{w_{j-1}}, \ldots, R_{w_j}\}$. 
Let \( j^* \) represent \( w_{j^*} = k_{i^*} + \Delta N/2 \). Then we have that

\[
\mathcal{C}(w_1) - \mathcal{C}(w_2) = \frac{1}{\sigma_N^2} \sum_{j=1}^{|w_2|} (w_j - w_{j-1}) (\hat{R}_j(w_1)^2 - \hat{R}_j(w_2)^2)
\]

\[
= \frac{1}{\sigma_N^2} \sum_{j \in [\ell+\ell+1]\backslash j^*} (w_j - w_{j-1}) (\hat{R}_j(w_1)^2 - \hat{R}_j(w_2)^2)
\]

\[
= O_p(1),
\]

(17)

where the second equality is due to the fact that \( \hat{R}_{j^*}(w_1)^2 = \hat{R}_{j^*}(w_2)^2 \) and the last equality follows from the central limit theorem of Weber (1980) followed by Slutsky’s Lemma and continuous mapping theorem. If \( w_j - w_{j-1} = O(N) \) it holds that

\[
\frac{(w_j - w_{j-1})}{\sigma_N^2} (\hat{R}_j(w_1)^2 - \hat{R}_j(w_2)^2) = O(1) \frac{(w_j - w_{j-1})}{\text{Var}(R_{w_j})} (\hat{R}_j(w_1)^2 - \hat{R}_j(w_2)^2) = O_p(1),
\]

where the first equality follows from (14) and the second equality comes from a direct application of the central limit theorem of Weber (1980) followed by Slutsky’s Lemma and continuous mapping theorem. If \( w_j - w_{j-1} < C_2 \) for some \( C_2 > 0 \) then

\[
\frac{(w_j - w_{j-1})}{\sigma_N^2} (\hat{R}_j(w_1)^2 - \hat{R}_j(w_2)^2) = o(1).
\]

Now, we want to show that

\[
\lim_{N \to \infty} \mathcal{C}(k) - \mathcal{C}(w_1) = O_p(N).
\]

Let \( k_{i^*} - 1 \) and \( k_{i^*} + 1 \) be the true change-points immediately preceding and following \( k_{i^*} \) respectively. Recall \( k_{i^*} \) is the change-point that is at least \( \Delta N/2 \) points away from any estimated change-point. Note that \( k - w_1 = \{k_{i^*}\} \) and \( w_1 - k = \{k_{i^*} \pm \Delta N/2\} \). We have

\[
\frac{N+1}{N} (\mathcal{C}(k) - \mathcal{C}(w_1)) = \frac{12 \delta_{i^*} N}{N^2} \left[ \frac{1}{N \delta_{i^*}} \sum_{j=k_{i^*}+1}^{k_{i^*}+N/2} R_j \right]^2 + \frac{12 \delta_{i^*+1} N}{N^2} \left[ \frac{1}{N \delta_{i^*+1}} \sum_{j=k_{i^*+1}+1}^{k_{i^*+1}+N/2} R_j \right]^2
\]

\[
- \frac{12 \Delta N}{N^2} \left[ \frac{1}{N \Delta} \sum_{j=k_{i^*}+N/2}^{k_{i^*}+\Delta N/2} R_j \right]^2 - \frac{12 N (\delta_{i^*} - \Delta/2)}{N^2} \left[ \frac{1}{N (\delta_{i^*} - \Delta/2)} \sum_{j=k_{i^*}+\Delta N/2}^{k_{i^*+1}} R_j \right]^2
\]

\[
- \frac{12 N (\delta_{i^*+1} - \Delta/2)}{N^2} \left[ \frac{1}{N (\delta_{i^*+1} - \Delta/2)} \sum_{j=k_{i^*+1}}^{k_{i^*+1}+\Delta N/2} R_j \right]^2.
\]
For arbitrary \( k_m \in \mathbf{k} \) choose \( j \in \{k_{m-1} + 1, \ldots, k_m\} \), then

\[
E(R_j) = \sum_{j \in [\ell + 1]} N \dot{\theta}_j p_{m,j} - \frac{N \dot{\theta}_1 - 1}{2} = N \left[ \sum_{j=1}^{\ell+1} \dot{\theta}_j p_{m,j} - \frac{1}{2} \right]
\]

\[
Var(R_j) \leq N - 1 + N(N - 1)/2.
\]

It follows from continuous mapping theorem and (Weber, 1980) that

\[
\frac{1}{N^2} \left[ \frac{1}{N \dot{\theta}_j} \sum_{j=k_{\ast,k-1}+1}^{k_{\ast}} R_j \right]^2 \xrightarrow{p} \left[ \sum_{j=1}^{\ell+1} \dot{\theta}_j p_{t,j} - \frac{1}{2} \right]^2,
\]

\[
\frac{1}{N^2} \left[ \frac{1}{N \dot{\theta}_j - \Delta \sqrt{2}} \sum_{j=k_{\ast,k-1}+1}^{k_{\ast}} R_j \right]^2 \xrightarrow{p} \left[ \sum_{j=1}^{\ell+1} \dot{\theta}_j p_{t,j} - \frac{1}{2} \right]^2,
\]

\[
\frac{1}{N^2} \left[ \frac{1}{N \dot{\theta}_j + \Delta \sqrt{2}} \sum_{j=k_{\ast,k-1}+1}^{k_{\ast}} R_j \right]^2 \xrightarrow{p} \left[ \sum_{j=1}^{\ell+1} \dot{\theta}_j p_{t,j} - \frac{1}{2} \right]^2,
\]

\[
\frac{1}{N^2} \left[ \frac{1}{N \dot{\theta}_j - \Delta \sqrt{2}} \sum_{j=k_{\ast,k-1}+1}^{k_{\ast}} R_j \right]^2 \xrightarrow{p} \frac{1}{4} \left[ \sum_{j=1}^{\ell+1} \dot{\theta}_j p_{t,j} - \frac{1}{2} + \sum_{j=1}^{\ell+1} \dot{\theta}_j p_{t,j} + \frac{1}{2} \right]^2.
\]

Slutsky’s lemma and continuous mapping theorem directly imply that

\[
N + 1 \left( C(\mathbf{k}) - C(\mathbf{w}_1) \right) \xrightarrow{p} \frac{12 \Delta}{4} \left[ \left( \sum_{j=1}^{\ell+1} \dot{\theta}_j p_{t,j} - \frac{1}{2} \right)^2 + \left( \sum_{j=1}^{\ell+1} \dot{\theta}_j p_{t+1,j} - \frac{1}{2} \right)^2 - 2 \left( \sum_{j=1}^{\ell+1} \dot{\theta}_j p_{t+1,j} - \frac{1}{2} \right) \left( \sum_{j=1}^{\ell+1} \dot{\theta}_j p_{t,j} - \frac{1}{2} \right) \right]
\]

\[
= 3 \Delta \left( \sum_{j=1}^{\ell+1} \dot{\theta}_j p_{t+1,j} - \frac{1}{2} - \sum_{j=1}^{\ell+1} \dot{\theta}_j p_{t,j} + \frac{1}{2} \right)^2 > 0.
\]

We can then conclude that \( C(\mathbf{k}) - C(\mathbf{w}_1) \rightarrow +\infty \) in probability at a rate of \( O_p(N) \). Then, we have that

\[
\mathcal{T}(\mathbf{k}) - \tilde{\mathcal{T}}(\tilde{\mathbf{k}}) = O_p(N) - \beta_N \rightarrow \infty,
\]

providing a contradiction to the assumption that \( \hat{\ell} < \ell \).

Now assume that \( \hat{\ell} > \ell \). It is easy to see that \( \tilde{C}(\tilde{\mathbf{k}}) \leq \tilde{C}(\tilde{\mathbf{k}} \cup \mathbf{k}) \). Using this fact and a similar analysis as to that of the event \( \{ \hat{\ell} < \ell \} \), we can write that

\[
C(\mathbf{k}) - \tilde{C}(\tilde{\mathbf{k}})^2 \geq C(\mathbf{k}) - \tilde{C}(\tilde{\mathbf{k}} \cup \mathbf{k}) = O_p(1).
\]
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We then have that
\[
\mathcal{T}(k) - \hat{T}(k) = \mathcal{C}(k) - \hat{\mathcal{C}}(k) + \beta_N(\hat{\ell} - \ell) \geq \mathcal{C}(k) - \hat{\mathcal{C}}(k \cup k) + \beta_N(\hat{\ell} - \ell) = O(\beta_N) + O_p(1) \to \infty,
\]
as \(N \to \infty\).

Lastly, we want to show that \(\max_{k \in \mathfrak{k}} \min_{\hat{k} \in k} \frac{1}{N} |\hat{k} - k| \to 0\). We take the contradiction approach again; consider there exists \(k_{i*} \in \mathfrak{k}\) such that \(\min_{\hat{k} \in k} |\hat{k} - k_{i*}| > \delta N^\phi\). Define \(w_1'\) in the same way as \(w_1\) but replace \(\Delta\) with \(\delta\):
\[
w_1' = \{k_{i*} - \delta N^\phi/2, k_{i*} + \delta N^\phi/2\} \cup k \setminus k_{i*} \quad \text{and} \quad w_2' = w_1' \cup \hat{k}.
\]

Similar to the analysis of \(\{\hat{\ell} < \ell\}\), we can write
\[
\frac{N + 1}{N} (\mathcal{C}(k) - \mathcal{C}(w_1')) = \frac{12\vartheta_{i*}N}{N^2} \left[ \frac{1}{N\vartheta_{i*}} \sum_{j=k_{i*}+1}^{k_{i*}} R_j \right]^2 + \frac{12\vartheta_{i*+1}N}{N^2} \left[ \frac{1}{N\vartheta_{i*+1}} \sum_{j=k_{i*}+1}^{k_{i*+1}} R_j \right]^2
\]
\[
- \frac{12\delta N^\phi}{N^2} \left[ \frac{1}{\delta N^\phi} \sum_{j=k_{i*}+\delta N^\phi/2}^{k_{i*}} R_j \right]^2 - \frac{12N(\vartheta_{i*} - \delta N^{\phi-1}/2)}{N^2} \left[ \frac{1}{N(\vartheta_{i*} - \delta N^{\phi-1}/2)} \sum_{j=k_{i*}+1}^{k_{i*} - \delta N^\phi/2} R_j \right]^2
\]
\[
- \frac{12N(\vartheta_{i*+1} - \delta N^{\phi-1}/2)}{N^2} \left[ \frac{1}{N(\vartheta_{i*+1} - \delta N^{\phi-1}/2)} \sum_{j=k_{i*}+\delta N^\phi/2}^{k_{i*+1}} R_j \right]^2.
\]

We can let \(\mu_{k_{i*}-1} = \text{E} (R_{k_{i*}})\) and \(\mu_{k_{i*}} = \text{E} (R_{k_{i*}+1})\) be the means of the ranks before and after the change-point \(k_{i*}\). Similarly, we can let \(\varsigma_{k_{i*}-1}^2 = \text{Var} (R_{k_{i*}})\) and \(\varsigma_{k_{i*}}^2 = \text{Var} (R_{k_{i*}+1})\) be the variances of the ranks before and after the change-point \(k_{i*}\). We also define \(b_{N,k_{i*}} = \frac{12\varsigma_{k_{i*}-1}^2}{N^2} = O(1)\) and \(b_{N,k_{i*}} = \frac{12\varsigma_{k_{i*}}^2}{N^2} = O(1)\).

Now, let
\[
\tilde{R}_j = \frac{R_j - \text{E} (R_j)}{\text{Var} (R_j)}.
\]

It follows that
\[
\frac{12\vartheta_{i*}N}{N^2} \left[ \frac{1}{N\vartheta_{i*}} \sum_{j=k_{i*}+1}^{k_{i*}} R_j \right]^2 = b_{N,k_{i*}} \left[ \sqrt{N\vartheta_{i*}} \sum_{j=k_{i*}+1}^{k_{i*}} \tilde{R}_j + \sqrt{N\vartheta_{i*}} \frac{\mu_{k_{i*}}}{\varsigma_{k_{i*}}} \right]^2
\]
\[
= b_{N,k_{i*}} N\vartheta_{i*} \left( \frac{\mu_{k_{i*}}}{\varsigma_{k_{i*}}} \right)^2 + O_p(N^{1/2}).
\]

The last line follows from the central limit theorem of (Weber, 1980) and the previous paragraph. we can
produce similar analyses to give

\[
\frac{N + 1}{N} (\mathcal{C}(k) - \mathcal{C}(w'_1)) = b_{N,k^*_1-1} N \theta_i \left( \frac{\mu_{k^*_1-1}}{s_{k^*_1}} \right)^2 + b_{N,k^*_1} N \theta_{i+1} \left( \frac{\mu_{k^*_1}}{s_{k^*_1}} \right)^2 - \frac{\delta N^\phi}{4} b_{N,k^*_1-1} \left( \frac{\mu_{k^*_1-1}}{s_{k^*_1-1}} \right)^2 - b_{N,k^*_1} (\theta_{i+1} - \delta N^\phi/2) \left( \frac{\mu_{k^*_1}}{s_{k^*_1}} \right)^2 + O_p(N^{1/2}) \overset{p}{\to} 1,
\]

where the conclusion follows from the fact that \( \phi > 1/2 \) and the right expression is positive. From which it follows that

\[
\mathcal{T}(k) - \hat{\mathcal{T}}(\hat{k}) = \mathcal{C}(k) - \hat{\mathcal{C}}(\hat{k}) \geq \mathcal{C}(k) - \hat{\mathcal{C}}(w'_2) = \mathcal{C}(k) - \mathcal{C}(w'_1) + O_p(1) \overset{p}{\to} 1. \tag*{\square}
\]

**Sketch of consistency of WBS with the Schwartz Criteria.** Let \( \overline{R}_i \) be the mean of the observations in the sample with the same distribution as that of \( \hat{R}_i \). Recall that from the proof of Theorem 1 that \( \text{Pr}(|k_i - \hat{k}_i| < N^\phi C) \to 1 \), where this result is independent of the thresholding technique. We can then condition on the event that \( |k_i - \hat{k}_i| < N^{1/2+r} C \) for all \( i \in [\ell] \) and some very small \( r > 0 \). Consider some estimated change-point \( \hat{k}_j \), it follows that

\[
O(N^2) \frac{1}{N} \sum_{i=k_{j-1}}^{k_j} \left( \frac{\overline{R}_i - \overline{R}_j}{\text{Var}(\overline{R}_i)^{1/2}} \right)^2 = O(N^2) \frac{1}{N} \sum_{i=k_{j-1}}^{k_j} \left( \frac{\overline{R}_i - \overline{R}_j}{\text{Var}(\overline{R}_i)^{1/2}} \right)^2 + O(N^{3/2+r}),
\]

which follows from the fact that

\[
O(N^2) \frac{1}{N} \sum_{i=k_j}^{k_j + \lfloor N^{1/2+r} C \rfloor} \left( \frac{\overline{R}_i - \overline{R}_j}{\text{Var}(\overline{R}_i)^{1/2}} \right)^2 = O(N) N^{1/2+r} O(1) = O(N^{3/2+r}).
\]
We can know work with the sum over the true change-point interval:

\[
\sum_{i=k_{j-1}}^{k_{j}-1} \left( \frac{\hat{R}_i - \bar{R}_j}{\text{Var} \left( \hat{R}_i \right)^{1/2}} \right)^2 = \sum_{i=k_{j-1}}^{k_{j}-1} \left( \frac{\hat{R}_i - \bar{R}_j + \bar{R}_j - \hat{R}_j}{\text{Var} \left( \hat{R}_i \right)^{1/2}} \right)^2
\]

\[
= \sum_{i=k_{j-1}}^{k_{j}-1} \left( \frac{\hat{R}_i - \bar{R}_j}{\text{Var} \left( \hat{R}_i \right)^{1/2}} \right)^2 - (k_j - k_{j-1}) \left( \frac{\bar{R}_j - \bar{R}_j}{\text{Var} \left( \hat{R}_i \right)^{1/2}} \right)^2
\]

\[
= \sum_{i=k_{j-1}}^{k_{j}-1} \left( \frac{\hat{R}_i - \bar{R}_j}{\text{Var} \left( \hat{R}_i \right)^{1/2}} \right)^2 + O(N)O_p(N^{-1+2r}).
\]

It follows that

\[
O(N^2) \frac{1}{N} \sum_{i=k_{j-1}}^{k_{j}-1} \left( \frac{\hat{R}_i - \bar{R}_j}{\text{Var} \left( \hat{R}_i \right)^{1/2}} \right)^2 = O(N^2) \frac{1}{N} \sum_{i=k_{j-1}}^{k_{j}-1} \left( \frac{\hat{R}_i - \bar{R}_j}{\text{Var} \left( \hat{R}_i \right)^{1/2}} \right)^2 + O(N^{3/2+r}) + O_p(N^{1+2r}).
\]  

(18)

When $\alpha = 1$, we have that

\[
\mathcal{G}(\hat{\ell}) = \frac{N}{2} \log(\hat{\varsigma}_i^2) + \hat{\ell} \log N,
\]

where one recalls that

\[
\hat{\varsigma}_i^2 = \frac{1}{N} \sum_{i=1}^{N} (\hat{R}_i - \bar{R}_i)^2.
\]

Minimizing $\mathcal{G}(\hat{\ell})$ is equivalent to minimizing

\[
\hat{\varsigma}_i^N N^i.
\]

Assume first that $\hat{\ell} = \ell$.

\[
\hat{\varsigma}_i^2 = \frac{1}{N} \sum_{i=1}^{N} (\hat{R}_i - \bar{R}_i)^2
\]

\[
= O(N^2) \frac{1}{N} \sum_{i=1}^{k_{j-1}} \left( \frac{\hat{R}_i - \bar{R}_1}{\text{Var} \left( \hat{R}_i \right)^{1/2}} \right)^2 + \ldots + O(N^2) \frac{1}{N} \sum_{i=k_{j}}^{N} \left( \frac{\hat{R}_i - \bar{R}_\ell}{\text{Var} \left( \hat{R}_i \right)^{1/2}} \right)^2 + O_p(N^{3/2+r})
\]

\[
= O(N^2)O_p(N^{-1/2}) + O_p(N^{3/2+r}) = O_p(N^{3/2+r})
\]

since $\ell$ is fixed and

\[
\frac{1}{N} \sum_{i=k_{\ell}}^{N} \left( \frac{\hat{R}_i - \bar{R}_\ell}{\text{Var} \left( \hat{R}_i \right)^{1/2}} \right)^2
\]
is asymptotically normal. Using (18), we have that It then follows that

$$\hat{\varsigma} N^{\hat{\ell}} = O_p(N^{3N/4+rN/2+\ell}).$$

Suppose that $\hat{\ell} < \ell$, and WLOG assume that $k_1$ is undetected. We have that

$$\frac{1}{N} \sum_{i=1}^{k_1+k_2-1} (\hat{R}_i - \overline{R}_i)^2 = \frac{1}{N} \sum_{i=1}^{k_1-1} (\hat{R}_i - \overline{R}_i - \overline{R}_1')^2 + \frac{1}{N} \sum_{i=k_1}^{k_2-1} (\hat{R}_i - \overline{R}_{k_1} - \overline{R}_1 + \overline{R}_{k_1}')^2.$$

Looking at the left-hand term,

$$\frac{1}{N} \sum_{i=1}^{k_1-1} (\hat{R}_i - \overline{R}_i - \overline{R}_1 + \overline{R}_1')^2 = \frac{1}{N} \sum_{i=1}^{k_1-1} (\hat{R}_i - \overline{R}_i)^2 + \frac{k_1-1}{N} (\hat{R}_i - \overline{R}_1')^2 + \frac{2}{N} (\overline{R}_i - \overline{R}_1') \sum_{i=1}^{k_1-1} (\hat{R}_i - \overline{R}_i)$$

$$= O_p(N^{3/2}) + O(N^2).$$

We then have that

$$\hat{\varsigma} N^{\hat{\ell}} > O_p(N^N) > O_p(N^{3N/4+\ell}),$$

which gives a contradiction.

Assume that $\hat{\ell} > \ell$. Then, it will still hold that $\hat{\varsigma}^2 \approx O_p(N^{3/2+r})$ for $\hat{\ell} < O(N)$ and of course $N^{\hat{\ell}} < N^\ell$.

If $\hat{\ell} = O(N)$ then $\hat{\varsigma}^2$ is roughly a sum of $O(N)$ random variables with non-zero mean and we have that

$$\hat{\varsigma} N^{\hat{\ell}} \approx N^{2N} > O_p(N^{3N/4+rN/2+\ell}).$$

\[\Box\]

**B Simulation on the rank distributions**

We show here that more types of changes in the covariance matrix are exhibited by changes in the depth rankings. Consider two samples each from a 6-dimensional multivariate normal distribution. We fix

$$\Sigma_1 = \begin{bmatrix}
1 & 0.4 & 0.4 & 0 & 0 & 0 \\
0.4 & 1 & 0.4 & 0 & 0 & 0 \\
0.4 & 0.4 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0.4 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0.4 & 0 & 1
\end{bmatrix}$$

as the covariance matrix of the first sample. Additionally, let $\sigma_{d_1, d_2, m}$ be the $(d_1, d_2)^{th}$ entry of the covariance matrix for sample $m$ (where $d_1, d_2 \in \{1, \ldots, 6\}$ and $m \in \{1, 2\}$). We test four specifications of $\Sigma_2$, the
We drew samples of size $N = 5000$ from each population and computed the combined sample depth ranks. We then repeated this 100 times for each scenario. Figure 10 shows histograms of each samples’ depth ranks, one graph for each scenario. We see that expansions and contractions of submatrices correspond to changes in the rank distribution. Scenario three represents a mixture of these expansions and contractions.
(of different submatrices) and a change in the rank distributions is still exhibited. Scenario four shows that if we have two simultaneous contractions and expansions that ‘perfectly’ offset each other, there won’t be a change in the rank distributions. We note that if the offset is not perfect, (such as $\sigma_{4,4,2} = 0.49\sigma_{4,4,1}$ instead) a change in the rank distribution will appear. This is fairly intuitive; since depth functions focus on the magnitude of outlyingness and not necessarily the direction of outlyingness. We can summarize the results as follows:

- Expansions/contractions in the submatrices produce a change in the rank distributions.
- The smaller the submatrix, the smaller the change in rank distribution.
- Certain combinations of expansions/contractions also admit changes in the rank distribution, provided the expansion(s) does not offset the contraction(s).
- Sign changes cannot be detected.

In conclusion, we aim to detect changes that can be expressed as contractions or expansions of submatrices. Additionally, we remark that many combinations of contractions and expansions can be detected, with the caveat that offsetting combinations of such changes make the change more difficult to detect, or in a special case, impossible.

C Additional Simulation Results

The second scenario is a set of expansions and contractions again, instead with

$$\sigma_1^2 = 1, \sigma_2^2 = 3, \sigma_3^2 = 5, \sigma_4^2 = 3, \sigma_5^2 = 5, \sigma_6^2 = 1.$$ 

For the second scenario, we tested all depths paired with Algorithm 2 but only tested the Algorithm 1 paired with Mahalanobis depth. The results from the second scenario were very similar to the first and can be found in Appendix C. Additionally, due to computational limitations, for $N = 2500$ and $N = 5000$ Algorithm 1 was only ran with Mahalanobis depth and we did not run the WBSIP algorithm nor the BSOP algorithm. We did not run ecp methods with the second scenario, based on the other results being so similar.
Figure 11: Boxplots of $\hat{\ell} - \ell$ under the WBS algorithm in simulation scenario number 1. The parameters were $\alpha = 0.9$, $N = 1000$ and the depth functions used were half-space depth, Mahalanobis depth, and modified Mahalanobis depth, respectively.

Figure 12: Boxplots under Mahalanobis Depth of $\hat{\ell} - \ell$ under the WBS algorithm with $\alpha = 0.9$. 
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Figure 13: Boxplots of $\hat{\ell} - \ell$ under the KW-PELT algorithm in simulation scenario number 1. The parameters were $C_1 = 0.18$ and $C_2 = 3.74$ for $N = 1000$, with the depths being half-space depth, Mahalanobis depth, and modified Mahalanobis depth, respectively.

Figure 14: Boxplots of $\hat{\ell} - \ell$ under the KW-PELT algorithm with $C_1 = 0.18$ and $C_2 = 3.74$. 
Figure 15: Boxplots of $\hat{\ell} - \ell$ under the KW-PELT algorithm with $C_1 = 0.18$ and $C_2 = 3.74$ for (top row) halfspace depth, (second row) spatial depth, (third row) Mahalanobis depth, (last row) Modified Mahalanobis depth.
Figure 16: Boxplots of $\hat{\ell} - \ell$ under the KW-PELT algorithm with $C_1 = 0.18$ and $C_2 = 3.74$ for (top row) halfspace depth, (second row) spatial depth, (third row) Mahalanobis depth, (last row) Modified Mahalanobis depth.
Figure 17: Distribution of $\hat{k}/N - \theta$ under the WBS algorithm for halfspace, spatial, Mahalanobis and modified Mahalanobis depth respectively. Followed by Mahalanobis depth for larger values of $N$. 
Figure 18: Distribution of $\tilde{k}/N - \theta$ under the WBS algorithm for Mahalanobis depth.
Figure 19: Distribution of $\hat{k}/N - \theta$ under the KW-PELT algorithm for halfspace depth.
Figure 20: Distribution of $\hat{k}/N - \theta$ under the KW-PELT algorithm for spatial depth.
Figure 21: Distribution of $\hat{k}/N - \theta$ under the KW-PELT algorithm for Mahalanobis depth.
Figure 22: Distribution of $\hat{k}/N - \theta$ under the KW-PELT algorithm for modified Mahalanobis depth.

Figure 23: (Left Pane) Distribution of $\hat{k}/N - \theta$ under the WBSIP algorithm. (Right Pane) Distribution of $\hat{\ell} - \ell$ under the BSOP algorithm.
Figure 24: Distribution of $\hat{\ell} - \ell$ (first row) and $\hat{k}/N - \theta$ (remaining rows) under simulation scenario 1 for the e.divisive method.
Figure 25: Distribution of $\hat{\ell} - \ell$ under simulation scenario 1 for the methods `e.cp3o_delta` and `e.kcp3o`. Simulation was only ran for $N = 1000$ and $N = 2500$ for `e.kcp3o`, since the running time was very slow.
Figure 26: Distribution of $\hat{\ell} - \ell$ for simulation set-up 3, under the WBS algorithm (left column) and KW-PELT algorithm (right column) for half-space, Mahalanobis, and modified Mahalanobis depth, respectively.
Figure 27: RMSE for different values of $\alpha$ under Mahalanobis depth for the second simulation scenario.

Figure 28: RMSE Plots for the penalty constant $C_1$ under the first scenario for (top row) halfspace depth, (second row) spatial depth, (third row) Mahalanobis depth, (last row) Modified Mahalanobis depth.
Figure 29: RMSE Plots for the penalty constant $C_1$ under the second scenario for (top row) halfspace depth, (second row) spatial depth, (third row) Mahalanobis depth, (last row) Modified Mahalanobis depth.