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Abstract. We consider how a closed Riemannian manifold and its metric tensor can be approximately reconstructed from local distance measurements. In the part 1 of the paper, we considered the construction of a smooth manifold in the case when one is given the noisy distances \( \tilde{d}(x,y) = d(x,y) + \varepsilon_{x,y} \) for all points \( x, y \in X \), where \( X \) is a \( \delta \)-dense subset of \( M \) and \( |\varepsilon_{x,y}| < \delta \). In this paper we consider a similar problem with partial data, that is, the approximate construction of the manifold \( (M, g) \) when we are given \( \tilde{d}(x,y) \) for \( x \in X \) and \( y \in U \cap X \), where \( U \) is an open subset of \( M \). As an application, we consider the inverse problem of determining the manifold \( (M, g) \) with non-negative Ricci curvature from noisy observations of the heat kernel \( G(y,z,t) \) with separated observation points \( y \in U \) and source points \( z \in M \setminus \overline{U} \) on the time interval \( 0 < t < 1 \).

1. Introduction

Let \( (M, g) \) be a closed Riemannian manifold of dimension \( n \geq 2 \). We consider \( (M, g) \) in the following class of Riemannian manifolds with bounded geometry given by

\[
\text{diam}(M) \leq \Lambda, \quad \text{inj}(M) \geq \Lambda^{-1}, \quad |\text{Sec}_M| \leq \Lambda^2,
\]

where \( \Lambda \geq 1 \), \( \text{diam}(M) \) denotes the diameter of \( M \), \( \text{inj}(M) \) denotes the injectivity radius of \( M \), and \( \text{Sec}_M \) denotes the sectional curvature of \( M \).

Let \( U \subset M \) be an open subset, and assume that \( U \) contains an open ball \( B(x_0, R) \) of radius \( R > \Lambda^{-1} \) centered at some \( x_0 \in U \). We call the subset \( U \) the measurement domain. We say that \( Y \subset U \) is an \( \varepsilon \)-net in \( U \) if the \( \varepsilon \) neighborhood of \( Y \) in \( M \) contains the set \( U \). We also say that a set \( Y \) is \( \varepsilon \)-dense in \( U \) when it is an \( \varepsilon \)-net in \( U \).

The goal of this paper is to show that when \( Y \) is an \( \varepsilon \)-net in \( U \) and \( X \) is an \( \varepsilon \)-net in \( M \), then the approximate distances \( \tilde{d}(x,y) \) between the points \( x \in X \) and \( y \in Y \) determine an approximation of the whole manifold \( M \). The part 1 of the paper, [29], considers the case when the observation domain \( U \) is the whole manifold \( M \).

1.0.1. Formulation of data for the inverse problem: distance vector data. Let \( \varepsilon_0 > 0 \) be a small parameter and let \( Y \) be a finite \( \varepsilon_0 \)-net in \( U \),

\[
Y = \{y_j \in U : j = 0, 1, \ldots, J\}.
\]

Assume \( y_0 \in Y \) is such that \( d(x_0, y_0) < \varepsilon_0 \), where \( d(x,y) = \text{dist}_M(x,y) \) is the distance between points \( x, y \in M \).

The distance vector data consist of a finite set of vectors \( \tilde{R}_i \in \mathbb{R}^{J+1} \), \( i = 1, 2, \ldots, I \), given by

\[
\tilde{R}_i = [\tilde{R}_{i,j}]_{j \in \{0, \ldots, J\}} \in \mathbb{R}^{J+1}.
\]
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Figure 1. On a closed manifold $(M, g)$, we consider the distances $d(x_i, y_j)$ from the blue points $y_j \in Y$ in the open subset $U \subset M$ to the red points $x_i$ filling the manifold $M$. These distances with measurement errors $\varepsilon_{i,j}$ define the noisy distance vectors $\hat{R}_i = [\hat{R}_{i,j}]$, where $\hat{R}_{i,j} = d(x_i, y_j) + \varepsilon_{i,j}$ and $|\varepsilon_{i,j}| < \varepsilon_1$. The inverse problem is to construct an approximation of the manifold $(M, g)$ from these data.

We assume that the vectors $\hat{R}_i$ satisfy the following conditions for some small parameter $\varepsilon_1 > 0$:

(a1) For any $i = 1, 2, \ldots, I$, there exists a point $x \in M$ such that
$$|\hat{R}_{i,j} - d(x, y_j)| < \varepsilon_1,$$
for all $j = 0, 1, \ldots, J$.

(a2) For any $x \in M$, there is $i \in \{1, 2, \ldots, I\}$ such that
$$|\hat{R}_{i,j} - d(x, y_j)| < \varepsilon_1,$$
for all $j = 0, 1, \ldots, J$.

1.0.2. An alternative formulation of data: approximate interior distance function data. For $x \in M$, we consider the distance function $r^U_x : U \to \mathbb{R}$ defined by
$$r^U_x(y) = d(x, y), \quad y \in U.$$
Let $\varepsilon_0 > 0$ and the set $Y$ given in (1.2) be a finite $\varepsilon_0$-net in $U$. Let
$$R_Y(M) := \{r^U_x|_Y : x \in M\} \subset \ell^\infty(Y) = \mathbb{R}^{J+1}$$
be the set of the restrictions of distance functions $r^U_x$ onto the finite subset $Y$. The motivation of these functions is that they are discretizations of the distance functions $r^U_x$ defined on the open set $U$.

The approximate interior distance function data consist of the finite set $Y$, and a finite set of functions on $Y$ given by
$$\hat{R}_Y := \{\hat{r}_i : Y \to \mathbb{R} | i = 1, 2, \ldots, I\} \subset \mathbb{R}^{J+1}.$$
We assume that the family $\hat{R}_Y$ satisfies
$$d_H(\hat{R}_Y, R_Y(M)) < \varepsilon_1$$
for some small parameter $\varepsilon_1 > 0$, that is, $\hat{R}_Y$ is an approximation of the set $R_Y(M)$. Here $d_H$ stands for the Hausdorff distance on $\mathbb{R}^{J+1}$, see [12]. The following lemma motivates the conditions (a1)-(a2).

Lemma 1.1. Let $U \subset M$ be an open subset and $Y$ be a finite $\varepsilon_0$-net in $U$. Then the approximate interior distance function data $\{Y, \hat{R}_Y \}$ satisfy the condition (1.8) if and only if the distance vector data $\hat{R}_i = [\hat{R}_{i,j}]$, $i = 1, 2, \ldots, I$, defined by $\hat{R}_{i,j} = \hat{r}_i(y_j)$, satisfy the conditions (a1) and (a2).

The proof of Lemma 1.1 is given in Section 3.
1.1. Main result. Our main result is a global result on the determination of a smooth manifold from the distance vector data.

**Theorem 1.2.** Let $n \in \mathbb{Z}^+, n \geq 2$, $\Lambda \geq 1$, $R > \Lambda^{-1}$. Then there exist $\hat{\epsilon}_1 > 0$, $C_0, C_1, C_2 > 1$ explicitly depending only on $n, \Lambda$, such that the following holds for $0 < \epsilon_1 < \hat{\epsilon}_1$ and $0 < \epsilon_0 \leq \epsilon_1$.

Let $(M, g)$ be a closed Riemannian manifold satisfying the bounds \[1\], and $U \subset M$ be an open subset containing a ball $B(x_0, R)$. Let

$$Y = \{y_j : j = 0, 1, \ldots, J\} \subset U$$

be a finite $\epsilon_0$-net in $U$, $d(x_0, y_0) < \epsilon_0$, and $\epsilon_2 = C_0 \epsilon_1^{1/2}$.

Assume that we are given vectors $\hat{R}_i \in \mathbb{R}^{J+1}$, $i = 1, 2, \ldots, I$, such that conditions (a1) and (a2) are valid with parameter $\epsilon_1$. Then the following statements hold.

1. We can compute the numbers $\hat{\delta}_{i, i'}$, $i, i' \in \{1, 2, \ldots, I\}$ directly from the given data $\hat{R}_i \in \mathbb{R}^{J+1}$, $i = 1, 2, \ldots, I$, such that there exists an $\epsilon_2$-net $X = \{x_1, \ldots, x_I\}$ in $M$ for which

$$|\hat{\delta}_{i, i'} - d(x_i, x_{i'})| \leq C_1 \epsilon_1^\delta, \quad \text{for all } i, i' \in \{1, 2, \ldots, I\}.$$

2. The given data $\hat{R}_i \in \mathbb{R}^{J+1}$, $i = 1, 2, \ldots, I$, determine a smooth Riemannian manifold $(\hat{M}, \hat{g})$ that is diffeomorphic to $M$. Moreover, there is a diffeomorphism $F : \hat{M} \rightarrow M$ such that

$$\frac{1}{L} \leq \frac{d_M(F(x), F(x'))}{d_{\hat{M}}(x, x')} \leq L, \quad \text{for } x, x' \in \hat{M},$$

where $L = 1 + C_2 \epsilon_1^{1/12}$.

We will focus on proving the claim (1) in this paper, as the claim (2) essentially follows from the claim (1) and the part 1 of the paper, \[29\].

2. Reconstructions in local coordinates and applications

2.1. Application to an inverse problem for the heat kernel. Let $G(x, z, t)$ be the heat kernel of a Riemannian manifold $(M, g)$, i.e., it satisfies

$$(\partial_t - \Delta_g)G(x, z, t) = 0, \quad \text{for } (x, t) \in M \times \mathbb{R}_+,$$

$$G(x, z, t)|_{t=0} = \delta_z(x),$$

where $\Delta_g$ is the Laplace-Beltrami operator on $(M, g)$ that operates in the $x$-variable and $\delta_z$ is a point source at the point $z \in M$. Let

$$\tilde{G}(x, z, t) = \eta(x, z, t) G(x, z, t)$$

be the values of the heat kernel with multiplicative noise $\eta(x, z, t)$ satisfying

$$|\log \eta(x, z, t)| \leq \frac{\sigma}{t}, \quad \text{for } 0 < t < 1,$$

where $\sigma \in (0, 1)$ is small. We consider the stability of the following inverse problem on Riemannian manifolds with non-negative Ricci curvature.

**Inverse problem for heat kernel with separated sources and observations.** Let $(M, g)$ be a compact Riemannian manifold and $U \subset M$ be a non-empty open subset. Assume that we are given the set $(U, g|_U)$ as a Riemannian manifold and the heat kernel $G(y, z, t)$ at observation points $y \in U$ at all times $t \in (0, 1)$ with the source points $z \in M \setminus \overline{U}$. Do these data uniquely determine the topology, differential structure and Riemannian metric of the manifold $(M, g)$?
In the case when the heat kernel \( G(y, z, t) \) is sampled on the set \( M \times M \times \mathbb{R}_+ \), that is, sources and observations are on the whole manifold \( M \), this problem in studied in the embedding of a manifold into a Euclidean space using the heat kernel \([5, 71, 84]\), in diffusion distances in manifold learning \([20, 21]\), and in manifold registration in shape theory \([60, 67]\). Also, an inverse problem where \( G(y, z, t) \) is assumed to be known in the set \( U \times U \times \mathbb{R}_+ \) for an open subset \( U \subseteq M \) was studied in \([51, 53, 60]\), see also related studies \([5, 7, 8, 24, 45, 77]\) for manifolds with boundary. In the methods used to study these problems, it is essential that the set which contains the sources intersects the set where the solutions are observed. For partial data problems with separated sources and observations, the inverse problem for the wave equation on a non-trapping manifold was considered in \([60]\). Inverse problems for elliptic equations, where the sources and the observations are on sets that are small but intersect, have been studied under geometric convexity assumptions, see e.g. \([25, 47, 51]\) and in the 2-dimensional case, see e.g. \([36, 62, 63]\).

The following result proves that for manifolds with non-negative Ricci curvature, the Riemannian manifold structure depends in a stable way on the heat kernel with separated sources and observations when the data have multiplicative errors.

**Theorem 2.1.** Let \((M_1, g_1)\) and \((M_2, g_2)\) be two closed Riemannian manifolds of dimension \( n \) satisfying the bounds \([17]\) with parameter \( \Lambda \), and let \( U_l = B_{g_l}(y_l^0, R) \subseteq M_l \) be open balls of radius \( R \geq \Lambda^{-1} \). Suppose the Ricci curvatures of the manifolds \( M_1 \) and \( M_2 \) are non-negative. Then there exist constants \( \tilde{\sigma}, C_3 > 0 \) explicitly depending only on \( n, \Lambda \), such that the following holds for \( 0 < \sigma < \tilde{\sigma} \) and \( 0 < h < \sigma^{1/2} \).

For \( l = 1, 2 \), let \( \{z^i_l : i = 1, 2, \ldots, I\} \) be an \( h \)-net in \( M_l \setminus \bigcup_{l'} \), and \( \{y^j_l : j = 0, 1, \ldots, J\} \) be an \( h \)-net in the ball \( U_l \). Suppose \( |d_{M_1}(y^j_l, y^j_l') - d_{M_2}(y^j_l, y^j_l')| < h \) for all \( j, j' = 0, 1, \ldots, J \), and the heat kernels of \( M_1 \) and \( M_2 \) satisfy

\[
e^{-\tilde{\sigma} t} \leq \frac{G_2(y^j_l, z^i_l, t)}{G_1(y^j_l, z^i_l, t)} \leq e^{\tilde{\sigma} t},
\]

for all \( i = 1, \ldots, I, \ j = 0, 1, \ldots, J \) and \( 0 < t < 1 \). Then \( M_1 \) and \( M_2 \) are diffeomorphic, and there is a diffeomorphism \( F : M_1 \rightarrow M_2 \) such that

\[
\frac{1}{L} \leq \frac{d_{M_2}(F(x), F(x'))}{d_{M_1}(x, x')} \leq L, \quad \text{for} \ x, x' \in M_1,
\]

where \( L = 1 + C_3\sigma^{1/24} \).

As a corollary we obtain the unique solvability of the inverse problem.

**Corollary 2.2.** Let \((M_1, g_1)\) and \((M_2, g_2)\) be two closed Riemannian manifolds of dimension \( n \) with non-negative Ricci curvature. For \( l = 1, 2 \), let \( U_l = B_{g_l}(y_l^0, R) \subseteq M_l \) be open balls of radius \( R > 0 \). If \( \Phi : U_1 \rightarrow U_2 \) is an isometry and \( \Psi : M_1 \setminus U_1 \rightarrow M_2 \setminus U_2 \) is a bijection such that

\[
G_1(y, z, t) = G_2(\Phi(y), \Psi(z), t), \quad \text{for all} \ y \in U_1, \ z \in M_1 \setminus U_1, \ 0 < t < 1,
\]

then the Riemannian manifolds \((M_1, g_1)\) and \((M_2, g_2)\) are isometric.

We emphasize that in Corollary 2.2, the map \( \Psi : M_1 \setminus U_1 \rightarrow M_2 \setminus U_2 \) is only assumed to be a bijection and thus we do not a priori assume that \( M_1 \) and \( M_2 \) are homeomorphic.

Theorem 2.2 is proved by using the Cheeger-Yau asymptotics for heat kernel \([17]\) that generalizes Varadhan’s classical formula \([81]\).
**Definition 2.3.** Consider the set $\hat{R}_Y$ satisfying (1.8). We say that $x_i \in M$ is a point corresponding to $\hat{r}_i \in \hat{R}_Y$ if (3.3) holds. For each element $\hat{r}_i$ in $\hat{R}_Y$, we choose one corresponding point $x_i \in M$ and denote the obtained set by $X$,

$$X := \{x_i \in M : i = 1, 2, \ldots, I\}.\tag{2.4}$$

Note that the set $X$ of points are just known to exist, and they are not directly determined by the data $\hat{R}_Y$.

Let $U \subset M$ be an open subset and $Y = \{y_j : j = 0, 1, \ldots, J\}$ be a finite $\varepsilon_0$-net in $U$. In the space of real-valued functions on $Y$, we denote the $\ell^\infty$-neighborhood of a function $\hat{r} : Y \to \mathbb{R}$ by

$$B_\infty(\hat{r}, \rho) = \{f : Y \to \mathbb{R} : \|f - \hat{r}\|_{\ell^\infty(Y)} < \rho\} \subset \mathbb{R}^{J+1},\tag{2.5}$$

where $\rho > 0$ is the radius of the neighborhood. Suppose that we are given numbers $\hat{d}_{j,j'}^r$, $j, j' = 0, 1, \ldots, J$ such that

$$|\hat{d}_{j,j'}^r - d(y_j, y_{j'})| \leq 2\varepsilon_1, \quad \text{for all } j, j' = 0, 1, \ldots, J.\tag{2.6}$$

For $x_{i_0} \in M$, the map $\exp_{x_{i_0}} : T_{x_{i_0}}M \to M$ is the Riemannian exponential map at $x_{i_0}$. Let $\{v_k\}_{k=1}^n$ be unit vectors that form a basis in $T_{x_{i_0}}M$, and $x_\ell \in B(x_{i_0}, r)$, $r < \text{inj}(M)$. Then we say that

$$X(x_\ell) = (X_k(x_\ell))_{k=1}^n \in \mathbb{R}^n, \quad X_k(x_\ell) = (\exp_{x_{i_0}}^{-1}(x_\ell), v_k)g,\tag{2.7}$$

is the coordinate of the point $x_\ell$ in the Riemannian normal coordinates centered at the point $x_{i_0}$, associated to the (possibly non-orthogonal) basis $\{v_k\}_{k=1}^n$. Moreover,

$$g_{jk}(x_{i_0}) = \langle v_j, v_k\rangle_g, \quad j, k = 1, \ldots, n,\tag{2.8}$$

are the components of the metric tensor in these Riemannian normal coordinates at the point $x_{i_0}$.

**Figure 2.** The Riemannian normal coordinates on the manifold $M$ when $\dim(M) = 2$. These coordinates are centered at the point $x_{i_0}$ and are associated to the basis $\{v_1, v_2\}$. We compute approximately the coordinates of the points $x_\ell = \exp_{x_{i_0}}(\xi_\ell)$, that is, $X(x_\ell) = (X_1(x_\ell), X_2(x_\ell)) \in \mathbb{R}^2$ and the metric tensor $g_{jk}$ at the point $x_{i_0}$.

**Theorem 2.4.** Let $n \in \mathbb{Z}_+, n \geq 2, \Lambda \geq 1, R > \Lambda^{-1}$. Then there exist $\tilde{\varepsilon}_1 > 0, \rho_0 > 0, c_1 > 0$ and $C_4 > 1$, explicitly depending only on $n$ and $\Lambda$, such that the following holds for $0 < \varepsilon_1 < \tilde{\varepsilon}_1, 0 < \varepsilon_0 \leq \varepsilon_1$.

Let $(M, g)$ be a closed Riemannian manifold satisfying the bounds (1.1) with parameter $\Lambda$, and $U \subset M$ be an open subset containing a ball $B(x_{i_0}, R)$. Assume that $Y$ is a finite $\varepsilon_0$-net in $U$, $\hat{d}_{j,j'}^r$ are numbers satisfying (2.6), and $\hat{R}_Y$ is an $\varepsilon_1$-approximation of $R_Y(M)$ in the
sense of (1.8). Let \( x_i \in \mathcal{M} \) be the points corresponding to \( \hat{r}_i \in \hat{\mathcal{R}}_Y \) in the sense of Definition 2.3.

Fix any \( \hat{r}_{i_0} \in \hat{\mathcal{R}}_Y \). Then in the tangent space \( T_{x_{i_0}} \mathcal{M} \), there exist unit vectors \( \{ v_k \}_{k=1}^n \) satisfying \( \det((v_j, v_k)_{j,k=1}^n) \geq c_1 \), such that the following holds in the Riemannian normal coordinates centered at \( x_{i_0} \) and associated to the basis \( \{ v_k \}_{k=1}^n \).

Assume that we are given \( Y : \{ \hat{d}_{j,j'} \}, \hat{\mathcal{R}}_Y \cap B_\infty(\hat{r}_{i_0}, \varepsilon_1^{1/4}) \), and any element \( \hat{r}_\ell \in \hat{\mathcal{R}}_Y \) that satisfies

\[
\hat{r}_\ell \in \hat{\mathcal{R}}_Y \cap B_\infty(\hat{r}_{i_0}, \rho_0),
\]

see (2.9). Then we can compute, directly from these data, numbers \( \tilde{X}(x_\ell) \in \mathbb{R}^n \) and \( \hat{g}_{jk} \in \mathbb{R} \) such that

\[
|\tilde{X}(x_\ell) - X(x_\ell)| \leq C_4 (d(x_\ell, x_{i_0})^{\frac{4}{5}} + \varepsilon_1),
\]

where \( X(x_\ell) \) is the coordinate of the point \( x_\ell \) in the Riemannian normal coordinates given in (2.4), and \( \hat{g}_{jk} \) satisfies

\[
|\hat{g}_{jk} - g_{jk}(x_{i_0})| \leq C_4 \varepsilon_1^{\frac{4}{5}}, \quad j, k = 1, \ldots, n,
\]

where \( g_{jk}(x_{i_0}) \) are the components of the metric tensor in the Riemannian normal coordinates at \( x_{i_0} \) given in (2.3).

The basis vectors \( v_k \in T_{x_{i_0}} \mathcal{M} \) in Theorem 2.4 are the directions to nearby points \( x_{i(k)} \) such that the geodesics \( \gamma_{x_{i_0},v_k} \) can be continued as distance-minimizing geodesics to points \( y_{j(k)} \in U \), see Figure 2.

Theorem 2.4 has the following corollary.

**Corollary 2.5.** Let \( n, \Lambda, R, \varepsilon_1, \rho_0, c_1 \) be as in Theorem 2.4. Then there exists \( C_5 > 1 \) explicitly depending only on \( n, \Lambda, \) such that the following holds for \( 0 < \varepsilon_1 < \varepsilon_\xi, 0 < \varepsilon_0 \leq \varepsilon_1 \).

Let \( (M, g), U, Y, \hat{\mathcal{R}}_Y, \hat{r}_{i_0} \in \hat{\mathcal{R}}_Y \) and \( \hat{r}_\ell \in \hat{\mathcal{R}}_Y \cap B_\infty(\hat{r}_{i_0}, \rho_0) \) be as in Theorem 2.4. Then we can compute a number \( \hat{d}_{\ell,i_0} \) directly from the given data \( Y : \{ \hat{d}_{j,j'} \}, \hat{r}_\ell, \) and \( \hat{\mathcal{R}}_Y \cap B_\infty(\hat{r}_{i_0}, \varepsilon_1^{1/4}) \) such that

\[
|\hat{d}_{\ell,i_0} - d(x_\ell, x_{i_0})| \leq C_5 (d(x_\ell, x_{i_0})^{\frac{4}{5}} + \varepsilon_1^{\frac{4}{5}}),
\]

where \( x_{i_0}, x_\ell \in \mathcal{M} \) are the points in \( X \) corresponding to \( \hat{r}_{i_0}, \hat{r}_\ell \) in the sense of Definition 2.3.

More explicitly, the number \( \hat{d}_{\ell,i_0} \) can be computed as

\[
\hat{d}_{\ell,i_0} := \left( \sum_{j,k=1}^n \hat{g}_{jk} \tilde{X}_j(x_\ell) \tilde{X}_k(x_\ell) \right)^{\frac{5}{4}},
\]

where \( \tilde{X}(x_\ell) = (\tilde{X}_k(x_\ell))_{k=1}^n \) and the inverse \( (\hat{g}_{jk}) \) of the matrix \( (\hat{g}_{jk}) \) are determined in Theorem 2.4.

Theorems 2.4 and Corollary 2.5 show that in a neighborhood of \( x_i \in \mathcal{X} \), we can approximately find the local coordinates of nearby points \( x_\ell \in \mathcal{X} \) and the distances \( d(x_\ell, x_i) \). We use this result to reconstruct distances on a finite net of \( M \) to prove Theorem 1.2(1). Similar results for manifolds with boundary have been studied in [10], assuming bounded derivative of the curvature tensor, but do not give explicit dependency on geometric parameters. We emphasize that in Theorem 2.4 and Corollary 2.5 all the estimates can be made completely explicit in terms of \( \Lambda \) and \( n \).

A situation considered in Theorem 2.4 is encountered in imaging applications, where the wave speed \( (\text{the metric tensor } g) \) needs to be reconstructed near a point \( x_i \) using the travel times of waves from nearby points \( x_\ell \) to the points \( y_j \in Y \). For example, consider the case when a measurement device located at the point \( y_j \) sends a wave at time \( t = 0 \) which reflects from a small scatterer (e.g., a detail in the material) at the point \( x_\ell \). If the reflected wave is observed at the point \( y_j \) at the time \( t_{\ell,j} \), then the distance \( d(x_\ell, y_j) \) is equal to \( t_{\ell,j}/2 \).
2.3. Other applications and the stability of inverse problems under geometric a priori bounds. The inverse problem of determining a Riemannian manifold \((M, g)\) from the distance functions \(r_x : U \rightarrow \mathbb{R}, r_x(y) = d(x, y)\), defined on an open subset \(U \subset M\), is encountered in imaging problems that arise in geosciences, medical imaging and non-destructive testing. In these applications, the speed of waves defines a Riemannian metric on \(M\) so that the travel time of the waves from a point \(x\) to \(y\) is equal to the Riemannian distance \(d(x, y)\). For instance, in the seismic imaging of the Earth, the inverse problem of finding the Riemannian metric in normal coordinates corresponds to finding the physical material parameters of the Earth in the travel time coordinates.

Geometric inverse problems have been studied on closed manifolds with data measured on an open subset of the manifold, see \([37, 38, 50]\), as it is geometrically simpler to formulate the problems on a closed manifold than on a manifold with boundary. For the methods used to solve inverse problems for a Riemannian manifold with boundary or its metric, see e.g. \([5, 7, 44, 48, 49, 52, 56, 62, 63, 68, 77]\). In many cases, it is also possible to reduce an inverse problem for a manifold with boundary to an inverse problem for a closed manifold, by means of extending the manifold with boundary to a closed manifold and extending measured boundary data to data on an open set.

2.3.1. Inverse problems for linear equations. Let us review a classical inverse problem that is related to the inverse problem studied in this paper.

1. Inverse interior spectral problem: Let \((M, g)\) be a (unknown) Riemannian manifold and \(U \subset M\) be an open set. Assume that we are given the following data,

\[
\{U, (\lambda_j)_{j=1}^\infty, (\phi_j|_U)_{j=1}^\infty\},
\]

Here \(\lambda_j\) are the eigenvalues of the Laplace-Beltrami operator \(\Delta_g\) on \(M\) and \(\phi_j\) are the corresponding orthonormal eigenfunctions. Do data \((2.14)\) determine uniquely (up to an isometry) the Riemannian manifold \((M, g)\)?

The methods used to solve the inverse problem 1 consist of two steps. First, the given data is used to construct the local distance function representation \(\mathcal{R}_U(M)\) (for a detailed exposition, see e.g. \([37, 45]\)). Second, the manifold \((M, g)\) is reconstructed from \(\mathcal{R}_U(M)\).

Analogous inverse problems for the wave equation and also for the Maxwell and Dirac systems are studied in \([5, 6, 45, 53, 55]\).

2.3.2. Inverse problems for non-linear equations. The reconstruction of a manifold from partial distance measurements arises also in the study of the inverse problems for non-linear partial differential equations.

2. Inverse problem for a non-linear wave equation: Let \((M, g)\) be a (unknown) Riemannian manifold and \(U \subset M\) be an open set. Assume that we are given the source-to-solution map \(L_U : C_0^\infty(U \times \mathbb{R}_+) \rightarrow C^\infty(U \times \mathbb{R}_+), L_U(f) = v|_{U \times \mathbb{R}_+}\), where \(f \in C_0^\infty(U \times \mathbb{R}_+)\) is a source and \(v\) is the solution of the following non-linear equation

\[
(\partial_t^2 - \Delta_g) v(x, t) + a(x, t) v(x, t)^2 = f(x, t), \quad \text{in } M \times \mathbb{R}_+,
\]

\[
v|_{t=0} = 0, \quad \partial_t v|_{t=0} = 0,
\]

where \(a(x, t) > 0\). Do the set \(U\) and the map \(L_U\) determine uniquely (up to an isometry) the Riemannian manifold \((M, g)\) and the coefficient \(a(x, t)\)?

In the study of this problem, the non-linear interaction of linearized waves produced by suitable sources in \(U \times \mathbb{R}_+\) can be used to produce “artificial” microlocal point sources at the points \(y \in M\), including the unknown region \(M \setminus U\) where the original source \(f\) vanishes, see \([10, 51, 57, 59, 64, 80, 83]\). The wave fronts that are produced by these point sources and are observed in \(U\) determine the distances \(d(x, y)\) for the points \(x \in M\) and \(y \in U\). Thus
the inverse problem 2 for the non-linear wave equation is reduced to the reconstruction of a manifold from partial distance measurements.

2.3.3. Manifold learning. In machine learning, a (invariant) manifold learning problem can be formulated as follows.

3. A manifold learning problem: Let \((M, g)\) be a Riemannian manifold and \(x_i \in M, i = 1, 2, \ldots, I\), be an \(\varepsilon\)-dense set of sample points. We consider a small subset of these points, \(x_1, \ldots, x_J, J < I\), as the marker points. Assume that we are given the distances \(d(x_i, x_j), i = 1, 2, \ldots, I, j = 1, 2, \ldots, J\), between the sample points and the marker points. Can we obtain an approximation of the manifold \((M, g)\) from these data?

In the case when the marker points \(x_1, \ldots, x_J\) belong in an open set \(U \subset M\) and form a \(\delta\)-dense set in \(U\), this problem reduces to the problem studied in this paper. Machine learning problems analogous to the problem 3 were studied e.g. in [19, 20, 21, 30, 33, 72, 78, 86].

2.3.4. A priori bounds and conditional stability of inverse problems. In the inverse problems above, the problem of determining the metric from partial data measured on a subset is generally ill-posed in the sense of Hadamard: the map from the partial data to the metric is not continuous so that small change in the data can lead to huge errors in the reconstructed metric. One way out of this fundamental difficulty is to assume a priori bounds on the norms of the higher derivatives of coefficients. Results under this type of conditions are called conditional stability results and were known mostly for conformally Euclidean metric tensors (see e.g. [1, 2, 75, 76]). However, for inverse problems for general metric, this approach bears significant difficulties. The reason is that the usual \(C^m\)-norm bounds on coefficients are not invariant, and thus this type of conditions does not suit the invariance of the problems under diffeomorphisms. Moreover, if the structure of the manifold is not known a priori, this traditional approach cannot be used.

A natural way to overcome these difficulties is to impose a priori constraints in an invariant form and consider a class of manifolds that satisfy invariant a priori bounds, for instance on curvature, second fundamental form, injectivity radius, etc. Under such type of conditions, invariant stability results for various inverse problems have been proven in [5, 29, 75, 76]. In particular, for the inverse interior spectral problem on manifolds with non-trivial topology, stability results have been obtained in [5, 9], see also [14] for analogous results for manifolds with boundary. In the latter, it was shown that the convergence of the boundary spectral data implies the convergence of the manifolds with respect to the Gromov-Hausdorff distance. However, the stability for this problem is of \(\log \log\) type.

In addition to being contaminated with errors, actual measurements typically provide only a finite set of data. An example of this is the classical Whitney problem on the extension of a function \(f : X \to \mathbb{R}\), defined on \(X \subset \mathbb{R}^n\), in an optimal way to a function \(F \in C^m(\mathbb{R}^n)\), see [55]. This problem has been answered in the works of E. Bierstone, Y. Brudnyi, C. Fefferman, P. Milman, W. Pawłuski, P. Shvartsman and others (see [10, 11, 26, 27, 28, 31]).

This paper is organized as follows. We review a few corollaries of Toponogov’s theorem in Section 4. In Section 4 we derive the first variation type of estimates for almost minimizing paths as our main tool. Sections 5 and 6 are technical preparations for the reconstruction of local coordinates. Section 7 is devoted to proving the local result on the reconstruction of local coordinates and components of the metric tensor, that is, Theorem 2.4. We prove the global results, Theorem 2.1 and Theorem 2.8, in Sections 8 and 9.
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3. Preliminary constructions

3.1. Notations. Let \((M, g)\) be a closed (that is, compact without boundary) connected Riemannian manifold of dimension \(n \geq 2\) satisfying the bounds \((1.1)\) with parameter \(\Lambda\). Let \(U \subset M\) be an open subset containing a ball \(B(x_0, R)\) of radius \(R > \Lambda^{-1}\) centered at \(x_0 \in U\). By e.g. [13] Thm IX.6.1, if \(r < \min\{\min(M)/2, \pi/(2K^{1/2})\}\) where \(K\) is the upper bound for the absolute value of sectional curvatures, the (open) metric balls \(B(x, r)\) of \((M, g)\) having radius \(r\) and center \(x\) are convex. Thus by making the ball \(B(x_0, R) \subset U\) smaller, we can assume that the ball \(B(x_0, R)\) is geodesically convex. We denote

\[\Sigma_r := \partial B(x_0, r).\]

Pairs \((x, v), (y, u)\), etc. stand for points in the tangent bundle \(TM\) with \(v, u\), etc. being tangent vectors. We identify the vector space \(T_v(T_x M)\) with \(T_x M\) and \(T_{(x, v)}(TM)\) with \(T_x M \times T_x M\), denoting by \((v, u) \in T_x M \times T_x M\) a tangent vector in \(T_{(x, v)}(TM)\). We denote by \(\gamma_{x,v}(t) = \exp_x(tv)\) the geodesic emanating from \(x\) in the direction \(v \in T_x M\) with \(|v|_g = 1\). Geodesics as well as other rectifiable curves are parametrized by the arclength.

Let \(Y = \{y_j\}_{j=0}^J\) be a finite \(\varepsilon_0\)-net of \(U\). Suppose we are given finite number of data

\[(3.1)\]

\[
\tilde{R}_Y := \{\tilde{r}_i : Y \to \mathbb{R} | i = 1, \ldots, I\},
\]

such that \(\tilde{R}_Y\) is an \(\varepsilon_Y\)-approximation of \(R_Y(M)\) in the sense of \((1.8)\). The given data essentially consists of \(I(J + 1)\) numbers. To shorten notations, we sometimes denote

\[(3.2)\]

\[
\tilde{r}_{ij} := \tilde{r}_i(y_j), \quad y_j \in Y.
\]

Next, using the above notations, we prove Lemma \((1.1)\).

Proof. (of Lemma \((1.1)\)) By the definition of the Hausdorff distance on \(\mathbb{R}^{J+1}\), the condition \((1.8)\) holds if and only if the following two conditions are satisfied.

(i) For any \(\tilde{r}_i \in \tilde{R}_Y\), there exists a point \(x_i \in M\) such that

\[(3.3)\]

\[|\tilde{r}_i(y_j) - r_{x_i}^U(y_j)| < \varepsilon_1, \quad \text{for all } j = 0, 1, \ldots, J.\]

(ii) For any \(x \in M\), there is \(i \in \{1, 2, \ldots, I\}\) such that

\[|\tilde{r}_i(y_j) - r_{x_i}^U(y_j)| < \varepsilon_1, \quad \text{for all } j = 0, 1, \ldots, J.\]

Since we define \(\tilde{R}_{i,j} = \tilde{r}_i(y_j)\), the conditions (i),(ii) are the same as the conditions (a1),(a2). \(\Box\)

In the proof of Theorem \((1.2)\), we need to approximately determine the distances of the points in \(Y\). To do that, we define approximate distances for points in \(Y\) as follows:

\[(3.4)\]

\[D_Y^\varepsilon(y_j, y_k) = \inf_{i \in I} (\tilde{r}_{ij} + \tilde{r}_{ik}), \quad y_j, y_k \in Y.\]

Then by the triangular inequality and \((3.3)\), we see that

\[(3.5)\]

\[D_Y^\varepsilon(y_j, y_k) \geq d(y_j, y_k) - 2\varepsilon_1.\]

Let \(x\) be a point on the shortest geodesic from \(y_j\) to \(y_k\). By \((1.8)\), there is \(i\) such that

\[\|\tilde{r}_i - r_{x_i}^U\|_{L^\infty(Y)} < \varepsilon_1.\]

Then

\[D_Y^\varepsilon(y_j, y_k) \leq \tilde{r}_{ij} + \tilde{r}_{ik} \leq d(y_j, x) + d(x, y_k) + 2\varepsilon_1.\]

Thus we see that

\[(3.6)\]

\[D_Y^\varepsilon(y_j, y_k) \leq d(y_j, y_k) + 2\varepsilon_1.\]

The above yields that

\[(3.7)\]

\[|D_Y^\varepsilon(y_j, y_k) - d(y_j, y_k)| \leq 2\varepsilon_1.\]
Proof. (3.8) we have,

\[ \tilde{d}_{j,k}^y = D^y_{ij}(y_j, y_k). \]

In this paper, \( C_1, C_2, \cdots \in [1, \infty) \) and \( c_1, c_2, \cdots \in (0, 1) \) denote uniform constants that explicitly depend only on \( n, \Lambda \), unless specified. We also use a generic uniform constant \( C > 0 \) that denotes a number that explicitly depends only on \( n, \Lambda \), unless specified, but its exact value can be different in each appearance even inside one single formula.

3.2. Implications of Toponogov’s theorem. To begin with, we introduce some notations that we will frequently use. We denote by \([ab]\) a minimizing geodesic (i.e. distance-minimizing curve) connecting the points \( a \) and \( b \), and let \(|ab| = d(a, b)\) denote the distance between the points \( a, b \). Let \( \beta \) be the angle between the geodesics \([ab]\) and \([bc]\) at point \( b \) and \( \theta = \pi - \beta \).

Let \( H \) be the rescaled hyperbolic plane with the constant sectional curvature \(-\Lambda^2\), and \( \overline{d}(\overline{a}, \overline{b}) \) denotes the distance between the points \( \overline{a} \) and \( \overline{b} \) in \( H \). Denote by \([\overline{a}\overline{b}]\) a minimizing geodesic connecting the points \( \overline{a} \) and \( \overline{b} \). For our considerations, we usually take \( \overline{a}, \overline{b} \) in the following way. Let \( \overline{a}, \overline{b}, \) and \( \overline{c} \) be points of \( H \) such that \( \overline{d}(\overline{a}, \overline{b}) = d(a, b) \), \( \overline{d}(\overline{b}, \overline{c}) = d(b, c) \) and the angle between the geodesics \([\overline{a}\overline{b}]\) and \([\overline{b}\overline{c}]\) at \( \overline{b} \) is \( \beta \). Then by Toponogov’s theorem, the above triangle \( abc \) on \( M \) and the corresponding triangle \( \overline{abc} \) on \( H \) satisfy \( d(a, c) \leq \overline{d}(\overline{a}, \overline{c}) \).

Now we present a corollary of Toponogov’s theorem. The analogous results to the first variation inequality (3.9) considered below are well-known in Alexandrov geometry. Similar types of formulae are used in Section 4.5 of [12] or Section 4 of [74] or Section 3.6 of [70]. However, we present the results in the form needed later and give the proof for the convenience of the reader.

Lemma 3.1. There exist uniform constants \( C_6, C_7 > 1 \) such that the following holds.

Let \( M \) be a closed Riemannian manifold with sectional curvature bounded below by \( \text{Sec}_M \geq -\Lambda^2 \). Let \( a, b, c \in M \) and \( \beta \) be the angle of the distance-minimizing geodesics \([ab]\) and \([bc]\) at \( b \).

(i) Then

\[ |ac| \leq |ab| - |bc| \cos \beta + C_6 |bc|^2 / \min\{\Lambda^{-1}, |ab|\}. \tag{3.9} \]

(ii) In addition to the assumptions above, assume that \(|ab| = |bc|\), \( |ab| \leq \Lambda \). Then

\[ |ac| \leq 2|ab|(1 - C_7 \theta^2), \text{ where } \theta = \pi - \beta. \tag{3.10} \]

Proof. (i) See Lemma A.2

(ii) Denote \(|ab| = |bc| = A \leq \Lambda \) so that also \( \overline{d}(\overline{a}, \overline{b}) = d(\overline{a}, \overline{b}) = A \). Let \( B = d(a, c) \) and \( \overline{B} = d(\overline{a}, \overline{c}) \leq 2A \). Then by Toponogov’s theorem \( B \leq \overline{B} \). Moreover, using the law of cosines (A.5), we can estimate \( B \) as follows: We have

\[
\cosh(\Lambda B) \leq \cosh(\overline{AB}) = \cosh^2(\Lambda A) - \sinh^2(\Lambda A) \cos(\beta) \\
\leq 1 + \sinh^2(\Lambda A) (1 - \cos(\beta))
\]

and as \( \cosh(2t) = 1 + 2\sinh^2 t \), or

\[
\cosh(\Lambda B) = 1 + 2\sinh^2(\frac{1}{2}\Lambda B),
\]

we have,

\[
2\sinh^2(\frac{1}{2}\Lambda B) \leq \sinh^2(\Lambda A)(1 - \cos(\beta)). \tag{3.11}
\]

Note that (3.7) is independent of \( Y \) being a net of \( U \). This shows we can find, up to an error of \( 2\varepsilon_1 \), the distances between points in \( Y \) using only the given data \( \mathcal{R}_Y \).

By (3.7), the numbers \( D^y_{ij}(y_j, y_k) \) satisfy the inequality (2.6) that we required for the approximate distances \( \tilde{d}_{j,k}^y \) \( \in \) \( Y \). Thus, instead of using the notation \( \tilde{d}_{j,k}^y \) in the proof of Theorem 2.1 we identify these two notations and denote below.
Using the fact that there exists a uniform constant $C > 1$ so that

$$\frac{u}{w} - \frac{\sinh(u)}{\sinh(w)} \leq C \left(1 - \frac{u}{w}\right), \quad \text{for all } u, w \in (0, \Lambda^2], \ u \leq w,$$

we see using (3.11) that

$$\frac{B}{2A} \leq \frac{1}{C + 1} \left(C + \sqrt{\left(1 - \cos(\beta)\right)/2}\right).$$

Let $\theta = \pi - \beta$. Using (3.12), we see that there exists a uniform constant $C_7 > 1$ such that

$$\frac{B}{2A} \leq 1 - \frac{1 - \sin(\beta/2)}{C + 1} = 1 - \frac{1 - \cos(\theta/2)}{C + 1} \leq 1 - C_7\theta^2.$$

This proves (ii). \qed

The following lemma is a variation of Lemma 3.1 when $|ab|$ is small.

**Lemma 3.2.** There exists a uniform constant $C_8 > 0$ such that the following holds.

Let $M$ be a closed Riemannian manifold with sectional curvature bounded below by $\text{Sec}_M \geq -\Lambda^2$. Let $a, b, c \in M$ be such that $|ab| \geq |bc|$. Let $\beta$ be the angle at $b$ between (any pair of) shortest paths $[ab]$ and $[bc]$. If $|ab| \leq 1$ and $|bc| \leq \frac{1}{2}|ab|$, then

$$|ac| \leq |ab| - |bc| \cos \beta + C_8\beta^2 |bc|^2 |ab|.$$

**Proof.** Let us first prove the claim in the case when $|ab| = 1$, $|bc| \leq 1/2$.

As above, let $H$ be a rescaled hyperbolic plane of curvature $-\Lambda^2$ and $\overline{a}, \overline{b}, \overline{c} \in H$ be such that $|\overline{a}\overline{b}| = |ab|$, $|\overline{b}\overline{c}| = |bc|$ and $\angle \overline{a}\overline{b}\overline{c} = \beta$. Here by $|xy|$, we denote the distance between points $x$ and $y$ in whatever space they belong. Then by Toponogov’s theorem, $|ac| \leq |\overline{a}\overline{c}|$.

It remains to prove (3.14) for $\overline{a}, \overline{b}, \overline{c} \in H$ in place of $a, b, c \in M$ and under the assumption that $|\overline{a}\overline{b}| = 1$. Let $e_1, e_2$ be an orthonormal basic of $\mathbb{T}_{\overline{b}}H$ such that $e_1$ is tangent to the geodesic segment $[\overline{a}\overline{c}]$, i.e., $\overline{a} = \exp_{\overline{b}}(e_1)$. Let $r_0 = \frac{1}{2}$. For every $r \in [-r_0, r_0]$ and $\eta \in [-\pi, \pi]$ define a point $\xi(r, \eta) \in H$ by

$$\xi(r, \eta) = \exp_{\overline{b}}(r \cos(\eta)e_1 + r \sin(\eta)e_2).$$

Note that $\overline{c} = \xi(|bc|, \beta)$. Define

$$f(r, \eta) = d_{\overline{a}}(\overline{a}, \xi(r, \eta)) - 1 + r \cos(\eta).$$

Clearly $\xi : [-r_0, r_0] \times [-\pi, \pi] \to H$ is a smooth map and its image does not cover $\overline{a}$. Therefore $f$ is a smooth function. (It can be written explicitly using the cosine law of the hyperbolic plane.) Observe that $f(r, 0) = 0$ for all $r$, hence

$$\left|\frac{\partial^2}{\partial r^2}f(r, \eta)\right| \leq 2C_8 |\eta|, \quad r \in [-r_0, r_0],$$

where

$$C_8 = \frac{1}{2} \max r, \eta \left|\frac{\partial^3}{\partial \eta \partial r^2}f(r, \eta)\right|.$$

By the first variation formula we have

$$\left.\frac{\partial}{\partial r}d_{\overline{a}}(\overline{a}, \xi(r, \eta))\right|_{r=0} = - \cos \eta,$$

and therefore

$$\left.\frac{\partial}{\partial r}f(r, \eta)\right|_{r=0} = 0.$$

This and the above estimate on $\partial^2 f/\partial r^2$ imply that

$$|f(r, \eta)| \leq C_8 |\eta|r^2.$$
for all $\eta \in [-\pi, \pi]$ and $r \in [-r_0, r_0]$. Substituting $\eta = \beta$ and $r = |ab|$ yields that
$$|ab| - 1 + |ab| \cos \beta \leq C_8 |\beta| |ab|^2$$
or, equivalently,
$$|ab| \leq |ab| - |ab| \cos \beta + C_8 |\beta| |ab|^2.$$
As explained above, the claim follows from this inequality, Toponogov’s theorem and the triangle inequality in $M$.

Thus we have proven the claim in the case when $|ab| = 1$. For the case when $|ab| < 1$ we can scale the metric $g$ with the constant factor $|ab|^{-2}$. Observe that after this scaling the curvature is still bounded from below by $-\Lambda^2$. As the inequality (3.14) is invariant under metric scaling by a constant factor, we obtain the inequality (3.14) also on the case when $|ab| < 1$.

4. First variation for almost minimizing paths

In this section, let $M$ be a closed Riemannian manifold satisfying the bounds (1.1). We consider the first variation type of estimates for geodesics, with the help of corollaries of Toponogov’s theorem in Section 3.2. To explain the idea of constructions we use, we first warm up by proving an improved version of the first variation formula for geodesics that can be continued as a minimizing geodesic.

![Figure 3. Left: Setting of Lemma 4.1. The green line corresponds to the boundary of the set $U$ when the lemma is applied. Right: Setting of Lemma 4.2](image)

**Lemma 4.1.** Let $M$ be a closed Riemannian manifold satisfying the bounds (1.1). Let $\gamma_{q,v}([0, \ell]), \ell = d(q, x) > \Lambda^{-1}$ be a distance-minimizing geodesic, parametrized by arc length, connecting $q, x \in M$. Assume that $p = \gamma_{q,v}(-\tau)$ and $\gamma_{q,v}([-\tau, \ell])$ is a distance-minimizing geodesic connecting $p$ and $x$, where $\tau > \Lambda^{-1}/2$. Let $z = \gamma_{q,v}(\ell + r)$ be the point on the continuation of the geodesic $\gamma_{q,v}$ and $\alpha$ be the angle of $\gamma_{q,v}$ and $[qz]$ at $q$. Then there are uniform constants $c_2, C_9$ such that for all $0 < r < c_2$, we have
$$\alpha \leq C_9 r.$$

**Remark.** Lemma 4.1 can also be formulated in a scaling-invariant form. For example, assume that $\tau < \ell/2$ and $r < \ell/4$. Then we have
$$\alpha \leq C_9 \frac{r}{\tau}.$$
This is also the case for the other two lemmas in this section. We note that an estimate of $\alpha \leq C_9^{1/2}$ can be obtained if one only assumes the lower sectional curvature bound.

**Proof.** Without loss of generality, let us assume $\tau > 1/2, \ell > 1$, since this only changes the constants by a factor of $\Lambda$ due to scaling. Let $\beta$ be the angle of $\gamma_{q,v}$ and $[qz]$ at $z$ and denote by $\alpha$ the angle of $[qz]$ and $[qz]$ at $q$, that is, $\alpha = \angle xqz$. Let $q'$ be a point on $[qz]$ such that $|q'z| = 2r$. Lemma 3.2 applied for the triangle $xzq'$, implies that for $r < \min\{1/4, \text{inj}(M)/4\}$,
$$|xz| \leq |qz| - r \cos \beta + C_9 |\beta| |qz|^2.$$
Let \( z_1 \in [q,p] \) and \( z_2 \in [q,z] \) be points such that \( |z_1 q| = 1/4 \) and \( |z_2 q| = 1/4 \). Then using a shortcut argument near the point \( q \), see Fig. 3(Left) where the shortcut is the red segment, we can compare the distances of \( |z_1 q| + |q_2 z| \) and \( |z_1 z_2| \), and using (4.11), we see that

\[
|px| \leq |pz_1| + |z_1 z_2| + |z_2 q'| + |q' x| 
\leq |pz_1| + |z_1 q| + |q_2 z| - \frac{1}{2}C \alpha^2 - \frac{1}{2}C \alpha^2 - r \cos \beta + C r \beta.
\]

Here, \(|pz_1| + |z_1 q| = |pq| \) and \(|q_2 z| + |z_2 q'| + |q' z| = |qz| \) due to \( \tau > 1/2, \ell > 1, r < 1/4 \). Thus

\[
|px| \leq |pq| + |qz| - \frac{1}{2}C \alpha^2 - r \cos \beta + C r \beta.
\]

As \(|px| = |pq| + |qx|\), this yields

\[
|qx| \leq |qz| - \frac{1}{2}C \alpha^2 - r \cos \beta + C r \beta.
\]

Using (4.11) and the fact that \(|qz| \leq |qx| + r\), we see that

\[
|qz| \leq |qz| - \frac{1}{2}C \alpha^2 - r \cos \beta + C r \beta.
\]

\[
|qz| \leq |qz| + (1 - \cos \beta) r - \frac{1}{2}C \alpha^2 + C r \beta
\]

(4.5)

\[
|qz| \leq |qz| + \frac{1}{2} \beta^2 r - \frac{1}{2}C \alpha^2 + C r \beta.
\]

Note that (4.5) yields only \( \alpha^2 \leq Cr \). We need the following improvement to obtain the desired estimate.

Pick the points \( x_1 \in [qx], x_2 \in [qz] \) such that \( |zx_1| = |zx_2| = \Lambda^{-1}/2 \leq \text{inj}(M)/2 \). Lemma A.1 yields that

\[
d(x_1, x_2) \leq C_A(\alpha + r).
\]

On the other hand, by the Rauch comparison theorem for \( \text{Sec}_M \leq \Lambda^2 \),

\[
C_A(\alpha + r) \geq d(x_1, x_2) \geq C(n, \Lambda) \sin \frac{\beta}{2} \geq \frac{1}{4} C(n, \Lambda) \beta.
\]

This shows that for suitable \( C_{10} > 1 \), we have

\[
(4.6) \quad \beta \leq C_{10}(\alpha + r).
\]

If \( \alpha \leq r \), the claim is proven. Thus we may assume that \( r \leq \alpha \). Then (4.6) becomes

\[
(4.7) \quad \beta \leq 2C_{10} \alpha.
\]

Hence by (4.5), we see that

\[
0 \leq \frac{1}{2}4C_{10}^2 \alpha^2 r - \frac{1}{2}C \alpha^2 + C r \beta
\leq \frac{1}{2}(4C_{10}^2 r - C) \alpha^2 + 2C r C_{10} \alpha.
\]

Assuming that \( r < c_2 \) where \( c_2 \leq C r C_{10}^{-2}/8 \) we have \( C - 4C_{10}^2 r > \frac{1}{2}C \), and hence

\[
0 \leq -\frac{1}{4}C \alpha^2 + 2C r C_{10} \alpha
\]

or

\[
(4.8) \quad \alpha \leq 8C^{-1} C_{10} r =: C_9 r.
\]

Next we modify the assumptions of Lemma A.1 by replacing the minimizing geodesic by an almost minimizing path.

\[\square\]
Lemma 4.2. Let $M$ be a closed Riemannian manifold satisfying the bounds (111). Let $\gamma_{q,v}(0,\ell) > \Lambda^{-1}$ be a distance-minimizing geodesic, parametrized by arc length, connecting $q, x \in M$. Assume that there is a curve from $p$ to $x$ that going through $q$ that is almost distance-minimizing in the sense that

$$|pq| + |qz| \leq |px| + \delta.$$  

Assume $|pq| > \Lambda^{-1}/2$. Let $z = \gamma_{q,v}(\ell + r)$ be the point on the continuation of the geodesic $\gamma_{q,v}$, and $\alpha$ be the angle of $\gamma_{q,v}$ and $|qz|$ at $q$. Then there are uniform constants $c_2, C_{11}, C_{12} > 1$ such that for all $0 < r, \delta < c_2$, we have

$$\alpha \leq C_{11}(r^2 + \delta)^{1/2}.$$  

Moreover,

$$|qx| + |xz| \leq |qz| + C_{12}r(r^2 + \delta)^{1/2}.$$  

Proof. Without loss of generality, let us assume $|pq| > 1/2, |qx| > 1$, since this only changes the constants by a factor of $\Lambda$ due to scaling. Let $\beta$ be the angle of $\gamma_{q,v}$ and $|qz|$ at $z$ and let $\eta$ be the angle of the (distance-minimizing) geodesic segments $[pq]$ and $[qz]$ at $q$. Denote $\alpha = \angle xqz$. Let $q'$ be a point on $|qz|$ such that $|qz'| = 2r$. Then Lemma 3.2 applied for the triangle $xzq'$ implies that for $r < \min\{1/4, \text{inj}(M)/4\}$,

$$|xq'| \leq |qz'|-r \cos \beta + C_8 r.$$  

Let $z_1 \in [qp], z_2 \in [qz], z'_2 \in [qz]$ be the points such that $|z_1q| = 1/4, |z_2q| = 1/4, |qz_2| = 1/4$, see Figure 3(Right). Then (3.10) applied to the triangle $z_1 z_2 z'_2$ gives

$$|z_1 z'_2| \leq |z_1q| + |q z'_2| - 2|z_1q|(\pi - \eta)^2.$$  

Then we use a shortcut argument as follows.

$$|pz| \leq |pz_1| + |z_1 z'_2| + |z'2x|$$

$$\leq |pz_1| + (|z_1q| + |qz'_2| - 2|z_1q|(\pi - \eta)^2) + |z'2x|$$

$$= |pq| + |qx| - \frac{1}{2} C_7 (\pi - \eta)^2.$$  

As $|pz| \geq |pq| + |qx| - \delta$, this yields

$$|pz| \leq |pq| + |z_1q| + |z_2q'| + |q'x|$$

$$\leq |pq| + (|z_1q| + |qz_2| - \frac{1}{2} C_7 (\pi - \omega)^2) + |z_2q'| +$$

$$+(q'z) - r \cos \beta + C_8 r \beta).$$  

Here, $|pz_1| + |z_1q| = |pq|$ and $|z_2q| + |qz_2'| + |q'z| = |qz|$. Thus

$$|pz| \leq |pq| + |z_2q'| - \frac{1}{2} C_7 (\pi - \omega)^2 - r \cos \beta + C_8 r \beta.$$  

As $|pz| \geq |pq| + |z_2q'| - \delta$, this yields

$$|pq| + |z_2q'| \leq |pq| + |z_2q'| - \frac{1}{2} C_7 (\pi - \omega)^2 - r \cos \beta + C_8 r \beta.$$
Using (4.17) and the fact that $|qz| \leq |qx| + r$, we see that

(4.18) \[ |qx| - \delta \leq |qx| + (1 - \cos \beta) r - \frac{1}{2} C_7 (\pi - \omega)^2 + C_8 r \beta. \]

Note that (4.18) already implies $(\pi - \omega)^2 \leq C(r + \delta)$, which combining with (4.10) yields \( \alpha \leq |\pi - \eta| + |\pi - \omega| \leq C(r + \delta)^{1/2}. \) We still need the following improvement to obtain the desired estimate.

Similar as in Lemma 4.1, by using the Rauch comparison theorem in a ball of radius $\Lambda^{-1/2}$ centered at $z$, for sufficiently small $r, \delta$, we have

(4.19) \[ \beta \leq C_1 \alpha + r. \]

If $\alpha \leq r$, the claim is proven. Thus we may assume that $r \leq \alpha$. Then (4.19) becomes

(4.20) \[ \beta \leq 2C_1 \alpha. \]

Hence using (4.18) and $\alpha \leq |\pi - \omega| + (2C_1^{-1} \delta)^{1/2}$ by (4.14), we see that

\[-\delta \leq \frac{1}{2} 4C_1^2 \alpha^2 r - \frac{1}{2} C_7 (\pi - \omega)^2 + 2C_8 r C_1 \alpha \]

\[ \leq \frac{1}{2} (8C_8^2 r - C_7) (\pi - \omega)^2 + 2C_8 C_1 \alpha |\pi - \omega| + C_1' \delta + C_1'' \delta^{1/2}, \]

for some constant $C_1'' > 0$ depending on $C_7, C_8, C_1$. Assuming that $r < c_2$ where $c_2 \leq C_7 C_1^{-2}/16$, we have $C_7 - 8C_8^2 r > \frac{1}{2} C_7$. Hence,

\[ \frac{1}{4} C_7 (\pi - \omega)^2 - 2C_8 C_1 \alpha |\pi - \omega| - (1 + C_1' \delta) - C_1'' \delta^{1/2} \leq 0. \]

Therefore,

\[ \alpha \leq |\pi - \omega| + 2C_7^{-\frac{1}{2}} \delta^{1/2} \]

\[ \leq \frac{2C_8 C_1 \alpha + \sqrt{(2C_8 C_1 \alpha)^2 + C_7 (1 + C_1' \delta) + C_1' C_1'' \delta^{1/2}}}{C_7/2} + 2C_7^{-\frac{1}{2}} \delta^{1/2} \]

\[ \leq C_1 (r^2 + \delta)^{1/2}, \]

with some uniform constant $C_1 > 1$. This proves the first claim (4.10) of the lemma.

For the second claim, let $q' \in M$ be a point on $[qz]$ such that $|zq'| = 2r$. Lemma 3.2 applied for the triangle $xzz'$ and its angle at $z$ implies that

(4.21) \[ |q'z| \leq |q'z| - |xz| \cos \beta + C_8 r \beta. \]

Adding $|qq'|$ on both sides of (4.21) and using the facts that $|qx| \leq |qq'| + |q'x|$ and $|qz| = |qq'| + |q'z|$, we obtain

(4.22) \[ |qx| \leq |qq'| + |q'x| \]

\[ \leq (|qq'| + |q'z|) - |xz| \cos \beta + C_8 r \beta \]

\[ = |qz| - |xz| \cos \beta + C_8 r \beta. \]

Using the triangle inequality, (4.10), (4.10), and the facts that $|1 - \cos \beta| \leq \frac{1}{2} \beta^2$ and $|xz| = r$, we see that

(4.23) \[ 0 \leq |qx| + |xz| - |qz| \leq C_8 \beta r + \frac{1}{2} r \beta^2 \]

\[ \leq C_{12} r(r^2 + \delta)^{1/2} \]

with some suitable uniform constant $C_{12} > 1$. \( \Box \)
Proposition 4.3. Let $M$ be a closed Riemannian manifold satisfying the bounds \((1.1)\). Then there is a uniform constant $\delta \in (0, c_2^2)$ such that the following holds for all $0 < \delta < \delta$.

Let $p, q, x \in M$ such that $|pq| > \Lambda^{-1}/2$, $|qx| > \Lambda^{-1}$ and
\begin{equation}
|pq| + |qx| \leq |px| + \delta.
\end{equation}

Denote by $\theta$ the angle of $\gamma_{q,v}$ and $[xy]$ at $x$. Let $y \in M$ be such that $d(y, x) < c_2^2$. Then there is a uniform constant $C_{13} > 1$ such that
\begin{equation}
|xy| \cos \theta - (|qx| - |yq|) \leq C_{13}(|xy|\delta^{1/4} + |xy|^{4/3}).
\end{equation}

Note that here $|xy| \cos \theta$ is the inner product of the vector $\xi \in T_x M$ for which $\exp_x \xi = y$ and the unit vector $v \in S_x M$ for which $\gamma_{x,v}$ coincides with the geodesic $[xq]$.

![Figure 4. An auxiliary figure for Proposition 4.3.](image)

Proof. Let $v \in T_x M$ be the unit vector such that $[qx]$ is the path $\gamma_{q,v}([0, \ell], \ell = |qx|$. Pick a number $r$ such that $|xy| \leq r < c_2$. Let $z = \gamma_{q,v}(\ell + r)$ and $q' = \gamma_{q,v}(\ell - r)$, so that $|xz| = r$ and $|xq'| = r$. Next we use Toponogov’s theorem for the triangles $q'xy$ and $zxy$.

Below in this proof, we use the notation $C$ denoting a generic constant whose exact value can change even inside one formula. The value value of each $C$ can be computed as an explicit function of $\Lambda$ and $n$. Consider the triangle $q'xy$, and we see from (3.3) that for $r < \Lambda^{-1}$,
\begin{equation}
|q'y| \leq |xq'| - |xy| \cos \theta + C\frac{|xy|^2}{r},
\end{equation}
where $C$ is a uniform constant. Then, as $|qq'| + |xq'| = |qx|$, \begin{equation}
|qy| \leq |qq'| + |q'y| \leq |qx| - |xy| \cos \theta + C\frac{|xy|^2}{r}.
\end{equation}

Now considering triangle $xyz$, we see from (3.3) that
\begin{equation}
|yz| \leq |xz| - |xy| \cos(\pi - \theta) + C\frac{|xy|^2}{r} = |xz| + |xy| \cos \theta + C\frac{|xy|^2}{r}.
\end{equation}

By (4.11),
\begin{equation}
|qx| + |xz| \leq |qz| + Cr(r^2 + \delta)^{1/2}
\leq |qy| + |yz| + Cr(r^2 + \delta)^{1/2}.
\end{equation}

Now (4.26) and (4.27) yield
\begin{equation}
|qx| + |xz| \leq |qy| + |yz| + Cr(r^2 + \delta)^{1/2}
\leq |qy| + (|xz| + |xy| \cos \theta + C\frac{|xy|^2}{r}) + Cr(r^2 + \delta)^{1/2},
\end{equation}
yielding that, after cancelation of $|xz|$,
\begin{equation}
|qx| \leq |qy| + |xy| \cos \theta + C\frac{|xy|^2}{r} + Cr(r^2 + \delta)^{1/2},
\end{equation}

where $C$ is a uniform constant.
or

(4.28) \[ |qx| - |qy| \leq |xy| \cos \theta + C \frac{|xy|^2}{r} + Cr(r^2 + \delta)^{1/2}. \]

Comparing this with (4.25), we obtain

\[ |xy| \cos \theta - C \frac{|xy|^2}{r} \leq |qx| - |qy| \leq |xy| \cos \theta + C \frac{|xy|^2}{r} + Cr(r^2 + \delta)^{1/2} \]

and hence

(4.29) \[ \left( |qx| - |qy| \right) - |xy| \cos \theta \leq C \frac{|xy|^2}{r} + Cr(r^2 + \delta)^{1/2} =: E. \]

Now we optimize the value of \( r \) so that \( |xy|^2/r \approx r(r^2 + \delta)^{1/2} \) under the requirements that \( |xy| \leq r \) and \( r < c_2 \). First, we consider the case when \( |xy| > \delta^{3/4} \). Then a good choice is \( |xy|^2 = r^3 \), or \( r = |xy|^{2/3} \) so that \( |xy| < r \). Then with some uniform constant \( C \), we have

\[ E \leq C |xy|^2 + C|xy|^{2/3} (2|xy|^{4/3})^{1/2} \leq 4C|xy|^{4/3}. \]

As for the case when \( |xy| \leq \delta^{3/4} \), a good choice is \( |xy|^2/r = r \delta^{1/4} \), or \( r = |xy| \delta^{-1/4} \) so that \( |xy| = r \delta^{1/4} < r \) and \( r \leq \delta^{1/4} \). Then we see that with some uniform constant \( C \),

\[ E \leq C |xy|^2 |xy|^{2/3} + C(|xy| \delta^{-1/4}) \delta^{1/2} = 2C|xy| \delta^{1/4}. \]

Note that the requirement \( |xy| \leq r \) is valid in both cases above. The requirement that \( r < c_2 \) is validated either by the condition \( |xy| < c_2^3 \) in the former case, or by the choice \( \delta < c_2^2 \) in the latter case. Thus using the above choices of \( r \), we obtain the estimate

\[ E \leq C_{13}(|xy| \delta^{1/4} + |xy|^{4/3}) = C_{13}|xy|((\delta^{1/4} + |xy|^{1/3}) \]

with some uniform constant \( C_{13} > 1 \).

5. Finding directions of minimizing paths

Let \( U \subset M \) be an open subset of a closed Riemannian manifold \( M \) containing a ball \( B(x_0, R) \), and \( Y = \{y_j\}_{j=0}^J \) be an \( \varepsilon_0 \)-net of \( U \). Suppose we are given an \( \varepsilon_1 \)-approximation \( \tilde{R}_Y \) of \( R_Y(M) \) in the sense of (1.8). By the definition of Hausdorff distance, for any \( \tilde{y}_i \in \tilde{R}_Y \) there exists \( x_i \in M \) such that

(5.1) \[ |\tilde{y}_i - d(x_i, y_j)| < \varepsilon_1, \quad \text{for all } y_j \in Y. \]

We choose for all \( \tilde{y}_i \in \tilde{R}_Y \) some point \( x_i \) satisfying (5.1), and call \( x_i \) a corresponding point to the approximate distance function \( \tilde{y}_i \) (c.f. Definition 2.3). We denote by \( X = \{x_i\}_{i=1}^I \subset M \) a set of points chosen so that each point \( x_i \) is a corresponding point to an approximate distance function \( \tilde{y}_i \in \tilde{r}_i \). We also denote \( \tilde{R}_Y = \{\tilde{y}_i\}_{i=1}^I \).

First, we prove a result that improves [16] Lemma 5.1. Roughly speaking, the lemma states that we can identify the directions of the distance-minimizing path from \( y_1 \in M \) to \( x_1 \in M \) up to a small error, by considering the approximate distance function \( \tilde{y}_i \) corresponding to the point \( x_i \).

Lemma 5.1. Let \( M \) be a closed Riemannian manifold with sectional curvature bounded below by \( \text{Sec}_M \geq -\Lambda^2 \). Let \( Y \subset U \subset M \) and \( y_1, y_2 \in Y \). Suppose we are given an \( \varepsilon_1 \)-approximation \( \tilde{R}_Y \) of \( R_Y(M) \) in the sense of (1.8). Let \( \tilde{y}_i \in \tilde{R}_Y \), \( i = 1, 2 \) and let \( x_i \in M \) be the points corresponding to \( \tilde{y}_i \) (c.f. Definition 2.3). Denote by \( \gamma_i(t) \) some distance-minimizing path from \( y_1 \) to \( x_i \), parametrized by arclength. Assume that

(5.2) \[ d(y_1, x_2) \geq \Lambda^{-1}, \quad d(y_1, x_i) \geq \Lambda^{-1}, \quad i = 1, 2. \]
Suppose the following is true for some \( \delta \in (0,1] \) satisfying \( \delta^2 \geq \varepsilon_1 \):
\[
|\tilde{r}_i(y_2) - \tilde{r}_i(y_1) - D^\mu_i(y_1, y_2)| \leq \delta^2, \quad \text{for } i = 1, 2.
\]
Then there are uniform constants \( C_{14}, C_{15} > 1 \) such that
\[
|\gamma_1(0) - \gamma_2(0)| \leq C_{14}\delta,
\]
and
\[
|d(x_1, x_2) - |\tilde{r}_1(y_1) - \tilde{r}_2(y_1)|| \leq C_{15}\delta.
\]

**Proof.** Due to (5.4) and (3.7) and \( \varepsilon_1 \leq \delta^2 \), the condition (5.3) implies that
\[
|d(x_1, y_2) - d(x_i, y_1) - d(y_1, y_2)| \leq 5\delta^2, \quad i = 1, 2.
\]
Let \( \mu(t) \) be a distance-minimizing geodesic of \( M \) from \( y_1 \) to \( y_2 \), i.e. \( \mu(0) = y_1, \mu(d(y_1, y_2)) = y_2 \). Denote by \( \alpha_i > 0 \) the angle between \( \dot{\gamma}_i(0) \) and \( \dot{\mu}(0) \), \( i = 1, 2 \). Now we show that \( \alpha_i \) is close to \( \pi \).

We restrict our attention to \( i = 1 \); the case of \( i = 2 \) follows in the same way. Let us use a shortcut argument. Pick \( z_1 \in [y_1, x_1] \), \( z_2 \in [y_1, y_2] \) such that \( d(y_1, z_1) = d(y_1, z_2) = \Lambda^{-1}/2 \).

Applying Toponogov’s theorem (3.10), we have
\[
d(z_1, z_2) \leq d(z_1, y_1) + d(y_1, z_2) - \Lambda^{-1}C_7(\pi - \alpha_1)^2.
\]
Then by the triangle inequality,
\[
d(x_1, y_2) \leq d(x_1, x_2) + d(x_2, y_2) \leq d(x_1, z_1) + d(z_1, z_2) + d(z_2, y_2) \leq d(x_1, y_1) + d(y_1, z_2) \leq d(x_1, y_1) + d(y_1, z_2) - \Lambda^{-1}C_7(\pi - \alpha_1)^2.
\]
On the other hand, (5.6) gives
\[
d(x_1, y_1) + d(y_1, y_2) \leq d(x_1, y_2) + 5\delta^2.
\]
Hence,
\[
|\pi - \alpha_i| \leq (5\Lambda C_7^{-1})^{\frac{1}{2}}\delta, \quad i = 1, 2.
\]
Denote by \( \alpha \) the angle between \( \dot{\gamma}_1(0) \) and \( \dot{\gamma}_2(0) \). Then for suitable \( C_{14} > 1 \),
\[
|\gamma_1(0) - \gamma_2(0)| \leq \alpha \leq |\pi - \alpha_1| + |\pi - \alpha_2| \leq C_{14}\delta.
\]
For the second claim, since \( \gamma_i(d(x_i, y_1)) = x_i \), Lemma 4.11 and (5.11) yield that
\[
d(x_1, x_2) \leq |d(x_1, y_1) - d(x_2, y_1)| + CA\alpha
\]
(5.10)
\[
\leq |d(x_1, y_1) - d(x_2, y_1)| + CA C_4 \delta.
\]

Then the second claim follows from (5.11) and the choice \( \varepsilon_1 \leq \delta^2 \).

Observe that if there are several distance-minimizing paths from \( y_1 \) to \( x_i \), the estimate \( \delta \) remains valid for each pair.

Let \( \tilde{r}_{i_0} \) be given and let \( x_{i_0} \) be such that \( \|r_{x_{i_0}} - \tilde{r}_{i_0}\|_{\ell^\infty(Y)} < \varepsilon_1 \). We consider the elements \( \tilde{r}_\ell \in \tilde{R}_Y, \ell = 1, 2, \ldots, L \) for which
\[
\|\tilde{r}_\ell - \tilde{r}_{i_0}\|_{\ell^\infty(Y)} \leq \rho_0,
\]
(5.11)
where \( \rho_0 \) is a sufficiently small uniform constant to be determined later.

We will frequently use the following notation
\[
N_\varepsilon(r) := B(x_0, r + \varepsilon) \setminus B(x_0, r - \varepsilon).
\]

**Proposition 5.2.** Let \( M \) be a closed Riemannian manifold with sectional curvature bounded below by \( \text{Sec}_M \geq -\Lambda^2 \), and \( U \subset M \) be an open subset containing \( B(x_0, R) \) with \( R > \Lambda^{-1} \).

Let \( Y \) be an \( \varepsilon_0\)-net of \( U \), and \( \hat{R}_Y \) be an \( \varepsilon_1\)-approximation of \( R_Y(M) \) in the sense of Lemma A.1 and (5.9) yield that then the following statements hold for \( 0 < \varepsilon_0 < \varepsilon_1 < \min\{1/16, \Lambda^{-1}/32\} \).

(1) Let \( x_{i_0}, x_\ell \) be the points corresponding to \( \tilde{r}_{i_0}, \tilde{r}_\ell \) (c.f. Definition 2.3). Suppose \( \tilde{r}_{i_0}, \tilde{r}_\ell \) satisfies the following conditions:
\[
\|\tilde{r}_\ell - \tilde{r}_{i_0}\|_{\ell^\infty(Y)} < \rho_0 < \min\left\{ \frac{1}{2}, \frac{\Lambda^{-1}}{16} \right\}.
\]

Assume we are given \( y_0 \in Y \) such that \( d(x_0, y_0) < \varepsilon_0 \). Then there is a uniform constant \( C_{15} > 1 \) such that
\[
d(x_\ell, x_{i_0}) \leq 3C_{15}(\|\tilde{r}_\ell - \tilde{r}_{i_0}\|_{\ell^\infty(Y)} + 3\varepsilon_1)^{1/2}.
\]

(2) The set \( X \) is an \( \varepsilon_2\)-net of \( M \), where \( \varepsilon_2 = C_0\varepsilon_1^{1/2} \) for some uniform constant \( C_0 > 1 \).

**Proof.** (1) Let us keep the parameter \( R \) in the proof for clarity, and note that any dependency of \( R \) in the constants can be replaced by \( \Lambda \) using the condition \( \Lambda^{-1} < R \leq \Lambda \). We divide into two cases depending on where \( x_{i_0} \) lies.

- **Case 1:** \( \tilde{r}_{i_0}(y_0) > R/2 \).

Since \( d(x_0, y_0) < \varepsilon_0 \leq \varepsilon_1 \), then \( d(x_{i_0}, x_0) > R/2 - 2\varepsilon_1 \). We take an arbitrary point \( p \in N_{\varepsilon_1}(R/8) \cap Y \). The minimizing geodesic from \( x_{i_0} \) to \( p \) intersects with \( \Sigma_{R/4} \) at some point \( q' \), and we take a point \( q \in Y \) such that \( d(q, q') < \varepsilon_0 \leq \varepsilon_1 \). As a consequence, \( q \in N_{\varepsilon_1}(R/4) \cap Y \). Thus (5.13) and \( R > \Lambda^{-1} \) yield
\[
d(p, q) > \frac{R}{16}, \quad d(q, x_{i_0}) > \frac{R}{8}, \quad d(q, x_\ell) > \frac{R}{16}.
\]
(5.14)

Moreover, by the triangle inequality,
\[
d(p, x_{i_0}) = d(p, q') + d(q', x_{i_0}) \geq d(p, q) + d(q, x_{i_0}) - 2\varepsilon_1.
\]

From (5.15), (5.11) and (3.7), we see that
\[
|\tilde{r}_{i_0}(p) - \tilde{r}_{i_0}(q) - D^0_Y(p, q)| < 6\varepsilon_1.
\]
(5.16)

Then pass to \( \tilde{r}_\ell \),
\[
|\tilde{r}_\ell(p) - \tilde{r}_\ell(q) - D^0_Y(p, q)| < 2\|\tilde{r}_\ell - \tilde{r}_{i_0}\|_{\ell^\infty(Y)} + 6\varepsilon_1.
\]
(5.17)
Hence the assumptions of Lemma 5.1 are satisfied with
\[ \delta^2 = 2\|\hat{r}_\ell - \hat{r}_{i0}\|_{L^\infty(Y)} + 6\varepsilon_1, \]
which satisfies \( \delta^2 > \varepsilon_1 \) and \( \delta < 1 \) when \( \rho_0 < 1/4 \). Thus,
\[
d(x_{i0}, x_\ell) \leq |\hat{r}_{i0}(q) - \hat{r}_\ell(q)| + C_{15}(2\|\hat{r}_\ell - \hat{r}_{i0}\|_{L^\infty(Y)} + 6\varepsilon_1)^{1/2}
\leq 3C_{15}(\|\hat{r}_\ell - \hat{r}_{i0}\|_{L^\infty(Y)} + 3\varepsilon_1)^{1/2}.
\]

- **Case 2:** \( \hat{r}_{i0}(y_0) \leq R/2 \).

In this case, \( d(x_{i0}, x_0) \leq R/2 + 2\varepsilon_1 \). To keep distances bounded away from zero, one can choose points \( p, q \) from the outer layer \( B(x_0, R) \setminus B(x_0, 3R/4) \). More precisely, we take an arbitrary point \( p \in N_{\varepsilon_1}(R) \cap Y \). The minimizing geodesic from \( x_{i0} \) to \( p \) intersects with \( \Sigma_{3R/4} \) at some point \( q' \), and we take a point \( q \in Y \) such that \( d(q, q') < \varepsilon_0 \leq \varepsilon_1 \). As a consequence, \( q \in N_{\varepsilon_1}(3R/4) \cap Y \). Thus the bounds in (5.14) still hold. Then the exact proof of Case 1 works in this case. This concludes the proof of the first claim.

(2) For any \( x \in M \), there exists \( \hat{r} \in \hat{R}_Y \) such that \( \|r_x - \hat{r}\|_{L^\infty(Y)} \leq \varepsilon_1 \) by (1.8). Let \( x' \in M \) be a point corresponding to \( \hat{r} \), i.e. satisfying \( \|r_{x'} - \hat{r}\|_{L^\infty(Y)} \leq \varepsilon_1 \). Then it follows that
\[
(5.18) \quad \|r_{x} - r_{x'}\|_{L^\infty(Y)} \leq 2\varepsilon_1.
\]
Thus \( d(x, y) < \varepsilon_0 \leq \varepsilon_1 \), and hence \( d(x', y) < 3\varepsilon_1 \) by (5.18). Then \( d(x, x') < 4\varepsilon_1 \).

If \( x \in M \setminus U \), we take an arbitrary point \( p \in N_{\varepsilon_1}(R/4) \cap Y \). The minimizing geodesic from \( x \) to \( p \) intersects with \( \Sigma_{R/2} \) at some point \( q' \), and we take a point \( q \in Y \) such that \( d(q, q') < \varepsilon_0 \leq \varepsilon_1 \). As a consequence, \( q \in N_{\varepsilon_1}(R/2) \cap Y \). Similarly as (1), by the triangle inequality,
\[
(5.19) \quad d(p, x) \geq d(p, q) + d(q, x) - 2\varepsilon_1,
\]
and by (5.18),
\[
(5.20) \quad d(p, x') \geq d(p, x) - 2\varepsilon_1 \geq d(p, q) + d(q, x) - 4\varepsilon_1 \geq d(p, q) + d(q, x') - 6\varepsilon_1.
\]
Thus the condition (5.6) is satisfied. Since \( d(p, q), d(q, x), d(q, x') \) are all bounded below by \( R/8 \) by construction, one can repeat the proof of Lemma (5.1) from (5.19) and (5.20). In the end, we get the same conclusion as (5.10), namely
\[
(5.21) \quad d(x, x') \leq |d(x, q) - d(x', q)| + C_{15}\varepsilon_1^{1/2},
\]
which shows \( d(x, x') \leq 2\varepsilon_1 + C_{15}\varepsilon_1^{1/2} \) by (5.18).

**Remark.** One also has the other direction of Proposition 5.2(1):
\[
(5.22) \quad \|\hat{r}_\ell - \hat{r}_{i0}\|_{L^\infty(Y)} \leq d(x_{i0}, x_\ell) + 2\varepsilon_1,
\]
which holds without any assumption on the parameters. The proof is straightforward by the triangle inequality.

6. **Existence of a Frame Associated with Measurement Points**

We start with the following observation on geodesics connecting a point \( x \in M \) to points near spheres \( \Sigma_r := \partial B(x_0, r) \). We denote
\[
(6.1) \quad N_{\varepsilon}(r) := B(x_0, r + \epsilon) \setminus B(x_0, r - \epsilon).
\]
For \( x, y \in M \), we denote \( |xy| = d(x, y) \), and denote by \( [xy] \) a distance-minimizing geodesic from \( x \) to \( y \). The angle between \( [xy] \) and \( [xz] \) at \( x \) is denoted by \( \angle yxz \).
Lemma 6.1. Let $M$ be a closed Riemannian manifold with sectional curvature bounded by $\text{Sec}_M \geq -\Lambda^2$. Let $B(x_0, R)$ be an open ball with $R < \text{inj}(M)/2$. Then there exist uniform constants $\varepsilon, c_3, C_{16} > 0$ explicitly depending on $\Lambda, R$, such that the following holds for $0 < \varepsilon < \tilde{\varepsilon}$.

Given a point $x$ with $d(x, x_0) \geq 2R$, take $p_0$ to be a nearest point in $B(x_0, R)$ from $x$. Let $p_1, p_2 \in N_{\varepsilon}(R)$ such that
\begin{equation}
|p_1p_2| \geq C_{17}\varepsilon, \quad |p_0p_1| < c_3, \quad |p_0p_2| < c_3,
\end{equation}
for some $C_{17} \geq 5$. Then
\begin{enumerate}
  \item $\angle p_1xp_2 > C_{16}C_{17}\varepsilon$.
  \item Let $q_1 \in [xp_1]$, $q_2 \in [xp_2]$ such that $|xq_1| > R/2$ and $|xq_2| > R/2$. Then $|q_1q_2| > RC_{16}C_{17}\varepsilon/4$.
\end{enumerate}

Proof. (1) Suppose $|xp_1| \leq |xp_2|$. By the triangle inequality,
\[|xp_0| = |xp_0| + R \geq |xp_1| - c_3 + |xp_0| - \varepsilon.\]
Then by a shortcut argument using Lemma 3.1(2), similar to (4.14), we have
\begin{equation}
(\pi - \eta_1)^2 \leq C_{17}^{-1}(c_3 + \varepsilon),
\end{equation}
where $\eta_1 \in [0, \pi]$ is the angle between $[xp_1]$ and $[xp_0]$ at $p_1$. We choose $c_3, \varepsilon$ such that $\pi - \eta_1 \in [0, \pi/6]$.

Moreover, we can choose sufficiently small $c_3$ depending on $\Lambda, R$, such that the angle $\angle x_0p_1p_2$ is bounded below by $\pi/3$. This can be proved as follows. Applying Lemma 3.1(1) to the triangle $x_0p_1p_2$, one has
\[2\varepsilon \geq |x_0p_1| - |x_0p_2| \geq |p_1p_2| \cos(\angle x_0p_1p_2) - C_6 \max\{\Lambda, R^{-1}\}|p_1p_2|^2.\]
Then using the condition (6.2),
\begin{equation}
\cos(\angle x_0p_1p_2) \leq 2\varepsilon|p_1p_2|^{-1} + C_6 \max\{\Lambda, R^{-1}\}|p_1p_2| < \frac{2}{5} + C(\Lambda, R)c_3.
\end{equation}
The above shows that we can choose sufficiently small $c_3, \varepsilon$, such that the angle $\angle x_1p_2$ satisfies
\begin{equation}
\angle x_1p_2 \leq (\frac{\pi}{2} + \pi - \eta_1) + (\frac{\pi}{2} - \frac{\pi}{3}) \leq \frac{5}{6}\pi.
\end{equation}

Next, we apply Lemma 3.1(1) to the triangle $xp_1p_2$ and use (6.3) as follows:
\begin{align*}
|xp_2| &\leq |xp_1| - |p_1p_2| \cos(\angle x_1p_2) + C_6 \max\{\Lambda, R^{-1}\}|p_1p_2|^2 \\
&\leq |xp_1| + \frac{\sqrt{3}}{2}|p_1p_2| + C_6 \max\{\Lambda, R^{-1}\}|p_1p_2|^2.
\end{align*}
Using $|p_1p_2| < 2c_3$, we obtain for sufficiently small $c_3$,
\begin{equation}
|xp_2| - |xp_1| \leq \frac{\sqrt{3}}{2}|p_1p_2| + C_6 \max\{\Lambda, R^{-1}\}|p_1p_2|^2 < \frac{9}{10}|p_1p_2|.
\end{equation}

Thus by Lemma 3.1 and (6.3), we obtain
\begin{align*}
|p_1p_2| &\leq |xp_2| - |xp_1| + C_A \angle x_1p_2 \\
&< \frac{9}{10}|p_1p_2| + C_A \angle x_1p_2,
\end{align*}
which proves part (1) due to $|p_1p_2| \geq C_{17}\varepsilon$, with $C_{16} = (10C_A)^{-1}$.

(2) Consider the triangle $xp_1p_2$ and denote its comparison triangle in the hyperbolic plane of constant sectional curvature $-\Lambda^2$ by $xp_1p_2$, i.e. $|xp_1| = |xp_1|$, $|xp_2| = |xp_2|$, $|p_1p_2| = |p_1p_2|$. The angle at $x$ of this comparison triangle is denoted by $\angle p_1xp_2$. Since the inequalities (6.6) and (6.7) are also valid for the comparison triangle $xp_1p_2$, it also holds that $\angle p_1xp_2 > C_{16}C_{17}\varepsilon$. Then $\angle x_1p_2$ and $\angle x_1p_2$ are both bounded below by $\pi/3$.
in the comparison triangle. By the angle-side-length monotonicity version of Toponogov’s theorem (e.g. [41 Theorem 7.3.2]), the function \( (|xq_1|, |xq_2|) \mapsto Z_{q_1}xq_2 \) is decreasing in both arguments. Hence
\[
(6.8) \quad \overrightarrow{Z_{q_1}xq_2} \geq \overrightarrow{Z_{p_1}xp_2} > C_{16}C_{17} \varepsilon.
\]
Then in the comparison triangle \( \overrightarrow{Z_{q_1}xq_2} \), by (A.5) and (6.8),
\[
\cosh(\Lambda_{\overrightarrow{q_1q_2}}) = \cosh(\Lambda_{\overrightarrow{q_1q_2}}) - \sinh(\Lambda_{\overrightarrow{q_1q_2}}) \sinh(\Lambda_{\overrightarrow{q_1q_2}}) \cos(\overrightarrow{Z_{q_1}xq_2}) \\
= \cosh(\Lambda|xq_1| - \Lambda|xq_2| + \sinh(\Lambda|xq_1|) \sinh(\Lambda|xq_2|) (1 - \cos(\overrightarrow{Z_{q_1}xq_2})) \\
> 1 + \frac{\Lambda^2 R^2}{4} (1 - \cos(C_{16} C_{17} \varepsilon)) \\
\geq 1 + \frac{\Lambda^2 R^2}{4} (C_{16} C_{17} \varepsilon)^2.
\]
Since \( \cosh(\Lambda_{\overrightarrow{q_1q_2}}) = \cosh(\Lambda q_1 q_2) \leq 1 + \Lambda^2 |q_1 q_2|^2 \) for small \( |q_1 q_2| \), the second claim follows.
\(\square\)

Given a point \( x \in M \) bounded away from the ball \( B(x_0, R) \) and an \( \varepsilon \)-net of \( N_x(R) \), we consider all the unit initial vectors of minimizing geodesics from \( x \) to points in the \( \varepsilon \)-net. The following lemma shows that there exist \( n \) such unit vectors so that the corresponding determinant is bounded away from zero.

**Lemma 6.2.** Let \( M \) be a closed Riemannian manifold with sectional curvature bounded by \( |\text{Sec}_M| \leq \Lambda^2 \). Let \( B(x_0, R) \) be an open ball for \( R < \text{inj}(M)/2 \), and \( Y \) be an \( \varepsilon \)-net of \( B(x_0, R) \). Given a point \( x \) with \( d(x, x_0) \geq R \), take \( p_0 \) to be a nearest point in \( B(x_0, R/2) \) from \( x \). Then for every \( C_{17} \geq 5 \), there are uniform constants \( \xi, c_1, c_3 > 0 \) explicitly depending on \( n, \Lambda, R, C_{17} \), such that the following holds for \( 0 < \varepsilon < \xi \).

We can find a separated set \( \{ p_{j(l)} : l = 1, 2, \ldots, L \} \subset Y \cap N_x(R/2) \) satisfying
\[
(6.9) \quad |p_{j(l)}p_{j(m)}| \geq C_{17} \varepsilon, \quad \text{for } l \neq m, \text{ and } |p_0p_{j(l)}| < c_3,
\]
such that the following statement is true: there exist \( n \) unit vectors \( w_1, \ldots, w_n \) such that the volume of the simplex in \( T_x M \) with the vertices \( 0, w_1, \ldots, w_n \) is larger than \( c_1 \), where \( w_1 \in S_x M, l = 1, 2, \ldots, L \) is the unit initial vector of a minimizing geodesic in \( M \) from \( x \) to \( p_{j(l)} \).

**Proof.** Let us take \( C_{17} = 10 \) for the sake of argument. First, we choose a suitable separated set. We can choose a separated set of \( Y \cap N_x(R/2) \) satisfying the condition \( (6.3) \) such that it is also a \( 11\varepsilon \)-net. Namely, first pick any point, say \( p_1 \), from \( Y \cap N_x(R/2) \), and then take all points \( p_2, \ldots, p_l \) in \( Y \cap N_x(R/2) \) with distance at least \( 10\varepsilon \) from \( p_1 \). For the second step, pick all points with distance at least \( 10\varepsilon \) from all of \( p_1, p_2, \ldots, p_l \). Repeat this procedure and the procedure stops in finite steps. The chosen points form a \( 11\varepsilon \)-net of \( N_x(R/2) \). Indeed, for any \( z \in N_x(R/2) \), there exists a point \( y \in Y \cap N_x(R/2) \) such that \( d(y, z) < \varepsilon \) by the \( \varepsilon \)-net condition for \( Y \). If \( y \) is also chosen by our procedure above, then we are done. If \( y \) is not chosen, it means that there must be at least one chosen point \( p_m \) such that \( d(y, p_m) < 10\varepsilon \) otherwise \( y \) would have been chosen. In such case, we have \( d(z, p_m) \leq d(z, y) + d(y, p_m) < 11\varepsilon \).

The separated set of our choice above satisfying the condition \( (6.9) \) has cardinality at least
\[
(6.10) \quad L \geq C(n, \Lambda) c_3 \varepsilon^{-(n-1)}.
\]
Indeed, the separated set that we chose above is a \( 11\varepsilon \)-net of the set \( N_x(R/2) \cap B(p_0, c_3) \), and the latter set has volume bounded below. More precisely,
\[
C(n)(11\varepsilon)^n L \geq \text{vol}_n(N_x(R/2) \cap B(p_0, c_3)) \geq C(n, \Lambda) c_3 \varepsilon,
\]
which yields the lower bound \( (6.10) \).
On the other hand, by Lemma 6.1(1), the set \{w_l\}_{l=1}^L \subset S_x M \setminus \{0\}

\[
\{w_l\}_{l=1}^L \not\subset \{v \in S_x M : \langle v, \xi \rangle \in (-h, h)\}.
\]

The claim (6.11) can be proved as follows. Suppose (6.11) is not true: there exists \(\xi\) such that \{w_l\}_{l=1}^L \subset A(\xi, h)

Under the setting of Lemma 6.2, there are uniform constants \(C(n)\) bounded below by (6.10). Then the (n-1)-dimensional volume of \(A(\xi, h)\) is bounded above by \(C(n)h\). Hence (6.10) yields

\[
C(n, \Lambda)\leq C(n)(C_1\varepsilon)^{n-1}L \leq \text{vol}_{n-1}(A(\xi, h)) \leq C(n)h,
\]

which cannot be true if \(h < C(n, \Lambda)c_3\). The claim (6.11) is proved.

Thus we can construct the desired \(w_1, \ldots, w_n\) as follows. Let \(w_1\) be chosen arbitrarily. Then when \(w_1, \ldots, w_k\) are chosen, let \(\xi\) be a unit vector orthogonal to \(w_1, \ldots, w_k\). From the claim (6.11), there exists \(w_{k+1}\) such that \(w_{k+1} \not\in A(\xi, h)\) with \(h\) properly chosen as above. In other words, the angle between \(w_{k+1}\) and the linear subspace spanned by \(w_1, \ldots, w_k\) is bounded below by \(h\). Hence the simplex with vertices \(0, w_1, \ldots, w_k, w_{k+1}\) has volume bounded below by \(C(n, h)\).

In other words, there exist \(n\) unit vectors in \(\{w_l\}_{l=1}^L\) such that the corresponding determinant \(\det([\langle w_k, w_m \rangle]_{k, m=1}^n)\) is equal to the total number of \(n\)-nets, this implies

\[
\det([\langle w_k, w_m \rangle]_{k, m=1}^n) > c_1.
\]

The next lemma is a technical modification of the previous lemma.

**Lemma 6.3.** Under the setting of Lemma 6.2, there are uniform constants \(\bar{\varepsilon}, c_1, c_3, c_4 > 0\) explicitly depending on \(n, \Lambda, R\), such that the following holds for \(0 < \varepsilon < \bar{\varepsilon}\).

Let \(\{p_l\} : l = 1, 2, \ldots, L \subset Y \cap N_4(R/2)\) be a choice of points satisfying the condition (6.9) for sufficiently large \(C_{17}\). For each \(l\), suppose a minimizing geodesic \([xp_l]\) intersects with \(\partial B(R/2 + c_4)\) at \(q^{(l)}_l\), and we take \(q^{(l)}_l \in Y \cap N_4(R/2 + c_4)\) to be a point in \(Y\) such that

\[
|q^{(l)}_l p_l| < \varepsilon.
\]

Then we have

\[
|q^{(l)}_l q^{(m)}_l| \geq 10\varepsilon, \quad \text{for } l \neq m, \text{ and } |p_0 q_l| < 2c_3.
\]

As a consequence, there exist \(n\) unit vectors \(v_1, \ldots, v_n\) such that the volume of the simplex in \(T_2 M\) with the vertices \(0, v_1, \ldots, v_n\) is larger than \(c_1\), where \(v_1 \in S_x M, l = 1, 2, \ldots, L\) is the unit initial vector of a minimizing geodesic in \(M\) from \(x\) to \(q^{(l)}_l\).

**Proof.** Fix the parameters \(\bar{\varepsilon}, c_3\) as chosen in Lemma 6.2. Let us consider two points \(p_1, p_2\) in the maximal set constructed in Lemma 6.2 with \(C_{17}\) to be determined later. The intersection of \([xp_1]\), \([xp_2]\) with \(\partial B(R/2 + c_4)\) is \(q^{(1)}_l, q^{(2)}_l\). By Lemma 6.1(2), \(|q^{(1)}_l q^{(2)}_l| > RC_{16}C_{17}/4\). When we take the points \(q_1, q_2\) in the \(\varepsilon\)-net, we have

\[
|q_1 q_2| > \left(\frac{RC_{16}C_{17}}{4} - 2\right)\varepsilon.
\]

Then we can choose \(C_{17} = 48R^{-1}C_{16}^{-1}\) so that \(|q_1 q_2| > 10\varepsilon\). Furthermore, since the incident angle is bounded by (6.3), we can choose sufficiently small \(c_4 > 0\) such that \(|q_1 q_2|\) is bounded by \(c_3/2\). Hence \(|p_0 q_l| < 2c_3\). This proves the claim (6.12).

Let \(q_0\) be the intersection of \([xp_0]\) with \(\partial B(R/2 + c_4)\), and hence \(q_0\) is a nearest point in \(B(R/2 + c_4)\) from \(x\). Moreover, \(|q_0 q_1| < 3c_3\) if we choose \(c_4 < c_3\). Thus the condition (6.2) in Lemma 6.1 is satisfied by the triangle \(xq_1q_2\), which gives \(\angle q_1 x q_2 > C_1\varepsilon\). Observe that the total number of points \(\{q^{(l)}_l\}\) is equal to the total number \(L\) of points \(\{p_l\}\), because of \(\{q^{(l)}_l\}\) being 10\(\varepsilon\)-separated. The total number \(L\) is bounded below by (6.10). Then the
same argument yields (6.11) for \( \{v_i\}_{i=1}^L \), and the second claim follows from the last part of the proof of Lemma 6.2.

\[ \blacksquare \]

**Remark 5.4.** Lemma (6.11) is also true if \( x \) is inside the ball, say \( x \in B(x_0, R/2) \), assuming two-side bounds on the sectional curvature \( |\text{Sec}_M| \leq \Lambda^2 \). The proof is similar and can be found in Lemma A.3. As a consequence, Lemma 6.2 is still valid by the same argument if \( x \in B(x_0, R/2) \), in which case we can find the desired separated set in \( Y \cap N_\varepsilon(R) \). We will use this observation in the next section.

7. **Local Reconstructions from Partial Distance Data**

This section is the proof of Theorem 2.4 and consequently Corollary 2.5. Let \( x_i \in M \) be the points corresponding to \( \hat{r}_i \in \hat{R}_Y \), \( i = 1, 2, \ldots, I \), i.e. satisfying (5.1). Let us fix one element \( \hat{r}_{i_0} \in \hat{R}_Y \) and the corresponding point \( x_{i_0} \in M \). The basic idea of the proof is to find appropriate points in \( B(x_0, R) \subset U \), and apply geometric lemmas in previous sections to approximate the inner product. One important point is to keep distances of points bounded away from zero, as required by previous lemmas. This is possible because we assumed the knowledge of a point \( y_0 \in Y \) such that \( d(x_0, y_0) < \varepsilon_0 \). This assumption enables us to determine where \( x_{i_0} \) lies in reference to \( B(x_0, R) \) up to a small error. Furthermore, it is possible to use only part of all measurement points in the ball. This allows us to simply take, for example \( R = (4\Lambda)^{-1} \), and only consider the measurement points in \( Y \) within this smaller ball. In the proof, we keep the parameter \( R \) for clarity, and note that any dependency of \( R \) in the constants can be replaced by \( \Lambda \).

We divide the proof of Theorem 2.4 into two cases depending on where \( x_{i_0} \) lies, in a similar way as we considered in Proposition 5.1. We will focus on the first case, as the second case is a simple modification from the first case.

**Case 1:** \( \hat{r}_{i_0}(y_0) > R/2 \).

Let us set

\[ 0 < \varepsilon_0 \leq \varepsilon_1 < \min \left\{ \frac{1}{16}, \frac{R}{32} \right\}. \]

We consider the elements \( \hat{r}_\ell \in \hat{R}_Y \) in the neighborhood of \( \hat{r}_{i_0} \),

\[ \|\hat{r}_\ell - \hat{r}_{i_0}\|_{\infty(Y)} < \rho_0, \quad \rho_0 < \min \left\{ \frac{1}{4}, \frac{R}{16} \right\}, \]

with the parameter \( \rho_0 \) to be determined later. Let \( x_\ell \in M \) be a point corresponding to \( \hat{r}_\ell \).

- **Step 1: Applying first variation formula.**

  The condition \( \hat{r}_{i_0}(y_0) > R/2 \) implies that \( d(x_{i_0}, x_0) > R/2 - 2\varepsilon_1 \). For an arbitrary point \( p \in N_{\varepsilon_1}(R/8) \cap Y \), we pick a point \( q \in N_{\varepsilon_1}(R/4) \cap Y \) such that

\[ |\hat{r}_{i_0}(p) - \hat{r}_{i_0}(q) - D_Y(p, q)| < 6\varepsilon_1. \]

Recall \( D_Y \) defined in (3.4). It is clear that condition (7.3) can be tested using the given data \( \hat{R}_Y \). Observe that the set of points \( q \) (for each \( p \)) satisfying (7.3) is nonempty. This is because the point in \( Y \) within \( \varepsilon_0 \)-distance from the intersection of a minimizing geodesic \( [x_{i_0}p] \) with \( \Sigma_{R/4} \) satisfies the condition (7.3) due to (5.15) and (5.16). In particular, the following bounds are valid:

\[ d(p, q) > \frac{R}{16}, \quad d(q, x_{i_0}) > \frac{R}{8}, \quad d(q, x_\ell) > \frac{R}{16}. \]

Moreover, by (3.14), (6.14), (6.17), and (6.38) we see that

\[ d(x_{i_0}, p) - d(x_{i_0}, q) - d(p, q) \leq 10\varepsilon_1. \]
Hence the assumptions of Proposition 6.3 are satisfied when $\varepsilon_1 < \delta/10$.

By Proposition 5.2 (1), we know
\begin{equation}
(7.6) \quad d(x_\ell, x_{i_0}) \leq 3C_{15}(\|\tilde{r}_\ell - \tilde{r}_{i_0}\|_{L^\infty(Y)} + 3\varepsilon_1)^{\frac{3}{2}}.
\end{equation}
Hence if we choose $\rho_0$ in (7.2) such that
\begin{equation}
(7.7) \quad 3C_{15}(\rho_0 + 3\varepsilon_1)^{1/2} < c_2^2,
\end{equation}
we can apply Proposition 4.3 (with $x = x_{i_0}$, $y = x_\ell$) and obtain
\begin{equation}
(7.8) \quad |\langle \xi_\ell, v \rangle_g - (|x_{i_0}q| - |x_\ell q|)| \leq C_{13}|x_{i_0}x_\ell| (\varepsilon_1^{1/4} + |x_{i_0}x_\ell|^{1/3}),
\end{equation}
where $\xi_\ell = \exp_{x_{i_0}}^{-1}(x_\ell)$ (of length $|x_{i_0}x_\ell|$), and $v$ is the unit initial vector of $[x_{i_0}q]$. Then using (5.1), we have
\begin{equation}
(7.9) \quad |\langle \xi_\ell, v \rangle_g - (\tilde{r}_{i_0}(q) - \tilde{r}_\ell(q))| \leq C_{13}|x_{i_0}x_\ell| (\varepsilon_1^{1/4} + |x_{i_0}x_\ell|^{1/3}) + 2\varepsilon_1.
\end{equation}

- **Step 2: Finding the length** $|x_{i_0}x_\ell|$.

We aim to construct an approximate inner product to the actual one, i.e. the first term in (7.9). However, the first term $|\langle \xi_\ell, v \rangle_g|$ involves the length $|x_{i_0}x_\ell|$, which cannot be exactly computed from the data $\mathcal{R}_Y$. What we can do is to use Lemma 6.1 to approximate it.

Let us take a small parameter $s$ whose value is determined later:
\begin{equation}
(7.10) \quad s \in (\varepsilon_1^{1/2}, \rho_0/2).
\end{equation}
Let $p \in N_{\varepsilon_1}(R/8) \cap Y$ be arbitrary, and let $q \in N_{\varepsilon_1}(R/4) \cap Y$ be chosen according to the condition (7.3). Now we choose an element $\tilde{r}_\ell \in \mathcal{R}_Y$ satisfying (7.2) such that the following conditions (7.11) and (7.12) hold:
\begin{align}
(7.11) & \quad |\tilde{r}_\ell(p) - \tilde{r}_\ell(q) - D_p^w(p, q)| \leq 9\varepsilon_1, \\
(7.12) & \quad |\tilde{r}_{i_0}(q) - (\tilde{r}_\ell(q) + s)| \leq 9\varepsilon_1.
\end{align}
In fact, as we will later specify our choice $s = \varepsilon_1^{3/8}$, we can actually choose this $\tilde{r}_\ell$ from $\mathcal{R}_Y \cap B_{s}(\tilde{r}_{i_0}, \varepsilon_1^{1/4})$. Indeed, considering (7.22), it is straightforward to check that the element in $\mathcal{R}_Y \cap B_{s}(\tilde{r}_{i_0}, \varepsilon_1^{1/4})$ corresponding to $\gamma_{x_{i_0}, w}(s)$ satisfies these two conditions above, where $w$ is the unit initial vector of $[x_{i_0}p]$. Essentially, these conditions can be understood as a test to search for $\gamma_{x_{i_0}, w}(s)$ up to a small error, see Figure 6.

Next, let us discuss the properties of such $\tilde{r}_\ell$ satisfying the criteria (7.11) and (7.12). Due to Lemma 5.3 (7.5) and (7.11) imply that
\begin{equation}
(7.13) \quad \left| |x_{i_0}x_\ell| - |\tilde{r}_{i_0}(q) - \tilde{r}_\ell(q)| \right| \leq 3C_{15}\varepsilon_1^{1/2}.
\end{equation}
Hence (7.13), (7.12) and (6.1) yield for some suitable $C_{18} > 1$,
\begin{align}
(7.14) & \quad \left| |x_{i_0}x_\ell| - s \right| \leq C_{18}\varepsilon_1^{1/2}, \\
(7.15) & \quad \left| |x_{i_0}x_\ell| - (|x_{i_0}q| - |x_\ell q|) \right| \leq C_{18}\varepsilon_1^{1/2}.
\end{align}

Furthermore, let $\gamma_{x_{i_0}, v}(\cdot)$ be a minimizing geodesic from $x_{i_0}$ to $q$, and $\xi_\ell = \exp_{x_{i_0}}^{-1}(x_\ell)$. We claim that for some uniform constant $C_{19}' > 1$,
\begin{equation}
(7.16) \quad d(\gamma_{x_{i_0}, v}(s), x_\ell) \leq C_{19}'\varepsilon_1^{1/2}.
\end{equation}
This claim can be proved as follows. Denote $z' = \gamma_{x_{i_0}, v}(s)$ and observe that $z'$ is on a minimizing geodesic from $x_{i_0}$ to $q$. Due to the fact that
\[ d(x_{i_0}, p) - d(x_{i_0}, q) \leq d(x_{i_0}, z') + d(z', p) - d(x_{i_0}, z') - d(z', q) = d(z', p) - d(z', q), \]
the inequality (7.20) is still valid after replacing \( x_{i_0} \) with \( z' = \gamma_{x_{i_0}, e}(s) \), that is,

\[
|d(z', p) - d(z', q) - d(p, q)| \leq 10\varepsilon_1.
\]

Thus Lemma 5.1 (with \( x_1 = z' \), \( x_2 = x_\ell \)) and (7.11) yield that

\[
|d(z', x_\ell) - |d(z', q) - d(x_\ell, q)|| \leq C_{15}\varepsilon_1^{1/2}.
\]

Since

\[
d(z', q) - d(x_\ell, q) = |z'q| + |x_{i_0}z' - (x_\ell q) - |x_{i_0}x_\ell| - |x_{i_0}z'|
\]

\[
= |x_{i_0}q| - (|x_\ell\ell q) + (|x_{i_0}x_\ell| - s),
\]

then the claim (7.16) follows from (7.14) and (7.15).

As a consequence, by applying the Rauch comparison theorem (see e.g. [69]) for Sec \( M \leq \Lambda^2 \) (in a neighborhood of \( x_{i_0} \)), (7.16) yields that for some \( C_{19} > 1 \),

\[
|\xi - sv| \leq C_{19}\varepsilon_1^{1/2}.
\]

**Step 3: Approximating the inner product.**

Denote by \( s_0, s_1 \) the lower and upper bounds for \( |x_{i_0}x_\ell| \). From (7.14), we set

\[
s_0 := s - C_{18}\varepsilon_1^{1/2}, \quad s_1 := s + C_{18}\varepsilon_1^{1/2}.
\]

We require that \( s > 2C_{18}\varepsilon_1^{1/2} \) so that \( s_0 > 0 \) and \( s_1 < 2s \). Observe that (7.14) yields

\[
|\langle \xi_\ell, v \rangle_g - \langle \xi_\ell, v \rangle_g| = \left| |x_{i_0}x_\ell| - \langle \xi_\ell, v \rangle_g - s_1 \langle \xi_\ell, v \rangle_g \right| \leq C_{18}\varepsilon_1^{1/2}.
\]

Then (7.14) gives

\[
|s\langle \xi_\ell, v \rangle_g - (\tilde{r}_{i_0}(q) - \tilde{r}_\ell(q))| \leq C_{13}s_1(\varepsilon_1^{1/4} + s_1^{1/3}) + (C_{18} + 2\varepsilon_1^{1/2}).
\]

Hence dividing by \( s \) gives

\[
\left| \frac{\langle \xi_\ell, v \rangle_g}{|\xi_\ell|_g} - \frac{1}{s}(\tilde{r}_{i_0}(q) - \tilde{r}_\ell(q)) \right| \leq C_{13}s_1(\varepsilon_1^{1/4} + s_1^{1/3})s^{-1} + (C_{18} + 2\varepsilon_1^{1/2})s^{-1}
\]

\[
\leq 4(C_{13} + C_{18} + 2)s^{-1}(\varepsilon_1^{1/2} + \varepsilon_1^{1/4}s + s^{3/4}).
\]

We obtain a good estimate when we choose

\[
s = \varepsilon_1^{3/8}.
\]

Note that when \( \varepsilon_1 \) is sufficiently small, the requirement that \( s > 2C_{18}\varepsilon_1^{1/2} \) is satisfied. In such case, we have the estimate

\[
\left| \frac{\langle \xi_\ell, v \rangle_g}{|\xi_\ell|_g} - \frac{1}{s}(\tilde{r}_{i_0}(q) - \tilde{r}_\ell(q)) \right| \leq C_{20}\varepsilon_1^{1/8}.
\]

**Step 4: Approximating the metric.**

Let us find a proper frame in \( T_{x_{i_0}} M \) and apply the estimate (7.23) to each vector in the frame to approximate the metric. First, we search for a point \( p_0 \in N_{\varepsilon_1}(R/8) \cap Y \) such that

\[
\tilde{r}_{i_0}(p_0) = \min_{y \in N_{\varepsilon_1}(R/8) \cap Y} \tilde{r}_{i_0}(y).
\]

Let \( p_{j(k)} \in N_{\varepsilon_1}(R/8) \cap Y, j(k) \in \{0, \ldots, J \}, k = 1, \ldots, n \), be arbitrary \( n \) points in \( Y \) satisfying the condition (6.9) (with \( \varepsilon = \varepsilon_1 \)), which we will vary later. For each \( p_{j(k)} \), we search for \( q_{j(k)} \in N_{\varepsilon_1}(R/4) \cap Y \) such that (6.8) hold, i.e.

\[
|\tilde{r}_{i_0}(p_{j(k)}) - \tilde{r}_{i_0}(q_{j(k)}) - D_{\gamma}^e(p_{j(k)}, q_{j(k)})| < 6\varepsilon_1.
\]
Then we choose an element $\xi = \gamma_{x_{i_0}}(s)$, where $w \in S_{x_{i_0}} M$ is the direction vector of the geodesic $[x_{i_0}p_{j(k)}]$ and $s = d(x_{i_0}, y')$. When the criteria (7.11) and (7.12) are satisfied for $p_{j(k)}, q_{j(k)}$, the point $x_{i(m)}$ corresponding to $\tilde{r}_{i(m)}$ is close to $y'$. The red curve is the geodesic $[x_{i_0}x]$ and $\xi_{i(m)} = \exp_{x_{i_0}}^{-1}(x_{i(m)})$. Similarly, the red curve is the geodesic $[x_{i_0}x]$ and $\xi_{i(m)} = \exp_{x_{i_0}}^{-1}(x_{i(m)})$. In the proof we show that we can find indexes $i(m), m = 1, 2, \ldots, n$, such that the unit vectors $\xi_{i(m)} := |\xi_{i(m)}|^{-1}\xi_{i(m)}$ form a good basis of $T_{x_{i_0}} M$. Moreover, we show that we can approximately compute the inner product of the vectors $\xi_{i(m)}$ and $\xi_i$, that is, approximately find the coordinates of the points $x_i$ in the normal coordinates at $x_{i_0}$.

Then we choose an element $\tilde{r}_{i(k)} \in \tilde{\mathcal{R}}_Y \cap B_\infty(\tilde{r}_{i_0}, \varepsilon_1^{1/4}), i(k) \in \{1, \ldots, I\}$ such that (7.2), (7.11) and (7.12) hold for $p_{j(k)}, q_{j(k)}$, namely

(7.26) $|\tilde{r}_{i(k)}(p_{j(k)}) - \tilde{r}_{i(k)}(q_{j(k)}) - D_{Y}(p_{j(k)}, q_{j(k)})| \leq 9\varepsilon_1$,

(7.27) $|\tilde{r}_{i_0}(q_{j(k)}) - (\tilde{r}_{i_0}(q_{j(k)}) + s)| \leq 9\varepsilon_1$.

By the discussion following (7.12), the set of $\tilde{r}_{i(k)}$ satisfying the conditions above is non-empty, as we set $s = \varepsilon_1^{3/8}$.

Now we apply the estimate (7.22) for each index $j(k)$. Denote by $v_{j(k)}$ the unit initial vectors of minimizing geodesics $[x_{i_0}q_{j(k)}]$. For every $k, m \in \{1, \ldots, n\}$, we have

(7.28) $\left|\frac{\xi_{i(m)}}{|\xi_{i(m)}|}v_{j(k)} - \frac{1}{s}(\tilde{r}_{i_0}(q_{j(k)}) - \tilde{r}_{i(m)}(q_{j(k)}))\right| \leq C_20\varepsilon_1^{1/8}$,

where $\xi_{i(m)} = \exp_{x_{i_0}}^{-1}(x_{i(m)})$. By (7.18),

(7.29) $\left|\frac{\xi_{i(m)}}{|\xi_{i(m)}|}v_{j(k)} - s(v_{j(m)}, v_{j(k)})\right| \leq C_{19}\varepsilon_1^{1/2}, \quad \forall k, m = 1, \ldots, n$.

Hence (7.20), (7.22) and (7.28) yield

(7.30) $\left|\frac{v_{j(m)}}{g} - \frac{1}{s}(\tilde{r}_{i_0}(q_{j(k)}) - \tilde{r}_{i(m)}(q_{j(k)}))\right| \leq C_{21}\varepsilon_1^{1/8}, \quad \forall k, m = 1, \ldots, n$.

The formula (7.30) shows that we can compute the numbers

(7.31) $G_{k,m} := \frac{1}{s}(\tilde{r}_{i_0}(q_{j(k)}) - \tilde{r}_{i(m)}(q_{j(k)}))$, where $s = \varepsilon_1^{3/8}$.
such that
\begin{equation}
\left| \langle v_j(k), v_j(m) \rangle_g - G_{k,m} \right| \leq C_{21} \varepsilon_1^{1/8}, \quad \forall k, m = 1, \ldots, n.
\end{equation}

As above, we have considered any \( n \) indices \( j(k) \), the points \( p_j(k), q_j(k) \) and the unit initial vectors \( v_j(k) \in S_{x_i} M \) for geodesics \([x_i, q_j(k)], k = 1, 2, \ldots, n\). In view of Lemma 6.3, the formula \( (7.32) \) shows that when \( \varepsilon_1 \) is smaller than some uniform constant, there exist some indices \( j(k) \) and points \( p_j(k), q_j(k) \) such that
\begin{equation}
\det([G_{k,m}^{p}]_{k,m=1}^n) > \frac{3}{4} c_1.
\end{equation}

Hence we can search for such indices so that \( (7.33) \) is satisfied by computing the determinant \( \det([G_{k,m}^{p}]_{k,m=1}^n) \) for each choice of indices.

**Reconstruction of metric.** Now let us summarize our procedure for the reconstruction of metric using the given data \( \widehat{R}_Y \) only. Let \( \widehat{r}_i \) be given satisfying \( \widehat{r}_i(y_0) > R/2 \). Fix sufficiently small \( \varepsilon_0 \leq \varepsilon_1 \) explicitly depending only on \( n, \Lambda \). First, we search for a point \( p_0 \in N_{\varepsilon_1}(R/8) \cap Y \) by \( (7.24) \). Due to \( (3.7) \), see also \( (3.8) \), and the assumption that \( d(x_0, y_0) < \varepsilon_0 \), the point \( p_0 \) can be chosen using the given data (up to an error of \( 3\varepsilon_1 \)).

For \( k = 1, \ldots, n \), we arbitrarily choose \( n \) points \( p_j(k) \in N_{\varepsilon_1}(R/8) \cap Y \) satisfying the condition \( (6.9) \). The points \( q_j(k) \in N_{\varepsilon_1}(R/4) \cap Y \) are chosen according to \( (7.26) \). For each \( k \), choose one element \( \widehat{r}_i(k) \in \widehat{R}_Y \cap B_{\infty}(\widehat{r}_i, \varepsilon_1^{1/4}) \) such that \( (7.26) \) and \( (7.27) \) are satisfied. Therefore, we can compute the numbers \( G_{k,m} \) defined by \( (7.31) \). We test all possible choices of \( n \) points \( p_j(k) \) satisfying \( (6.9) \), and find one choice such that \( (7.33) \) is satisfied. Note that by \( (7.32) \), we know that the metric corresponding to the basis that \( G_{k,m} \) approximates must satisfy \( \det([\langle v_j(k), v_j(m) \rangle_g]_{k,m=1}^n) > \frac{c_1}{2} \).

The discussion above shows that in the Riemannian normal coordinates, denoted below by \( X : B(x_i, r) \to \mathbb{R}^n \), at \( x_i \) associated with the specific basis \( \{v_j(k)\}_{k=1}^n \) that \( G_{k,m} \) approximates, we can find the metric tensor \( g_{km}(x_i) = \langle v_j(k), v_j(m) \rangle_g \) up to a uniformly bounded error, that is, we can find numbers \( \tilde{g}_{km} \) such that
\begin{equation}
|g_{km}(x_i) - \tilde{g}_{km}| \leq C_{21} \varepsilon_1^{1/8}, \quad \forall k, m = 1, 2, \ldots, n.
\end{equation}

In particular, since the basis \( \{v_j(k)\}_{k=1}^n \) are unit, we have \( |g_{km}| \leq 1, |\tilde{g}_{km}| \leq 2 \) for all \( k, m \).

**Reconstruction of normal coordinates.** Suppose we have already picked indices \( j(k) \) and points \( p_j(k), q_j(k) \) such that the metric is approximated as above. We can also find the coordinates of the points corresponding to elements \( \widehat{r}_\ell \) in a neighborhood of \( \widehat{r}_i \) in the normal coordinate \( X : B(x_i, r) \to \mathbb{R}^n \), up to a uniformly bounded error. Indeed, for any \( \ell = 1, \ldots, n \), we have
\begin{equation}
X_k(x_\ell) = \langle \xi_\ell, v_j(k) \rangle_g = \exp_{x_i}^{-1}(x_\ell), v_j(k) \rangle_g
\end{equation}

\(^1\)Note that Lemma 6.3 is applicable here if \( R/8 \leq c_4 \). However if \( R/8 > c_4 \), one can replace the radius \( R/4 \) with \( R/8 + c_4 \), and instead find \( q_j(k) \in N_{\varepsilon_1}(R/8 + c_4) \cap Y \). All relevant distances would be bounded below depending on \( c_4 \), which again depends on \( n, \Lambda, R \).
are the true values of the coordinates of the point \( x_\ell \) in the \( X \)-coordinates. Here we have used Young’s inequality \( ab \leq a^{4/3} + b^4 \) in the last inequality. This concludes the proof for Case 1.

\[
B(x_0, R)
\]

**Figure 7.** When \( x_{i_0} \in B(x_0, R/2) \), we choose measurement points \( p, q \) from the blue region such that the distances between \( x_{i_0}, p, q \) are bounded away from zero. When \( x_{i_0} \notin B(x_0, R/2) \), we choose measurement points in the red region.

**Case 2:** \( \hat{r}_{i_0}(y_0) \leq R/2 \).

In this case, \( d(x_{i_0}, x_0) \leq R/2 + 2\varepsilon_1 \). To keep distances bounded away from zero, one can choose points \( q_{j(k)}, p_{j(k)} \) from the outer layer \( B(x_0, R) \setminus B(x_0, 3R/4) \), see Figure 7. More precisely, we first choose arbitrary \( n \) points \( \{q_{j(k)}\} \) in \( \mathcal{N}_{\varepsilon}(3R/4) \cap Y \) satisfying (6.13). Note that Lemma 6.2 still holds in this case due to Lemma A.3, see Remark 5.4. For each \( q_{j(k)} \), we can choose one point \( p_{j(k)} \in N_{\varepsilon}(R) \cap Y \) such that (7.25) is valid. Observe that the set of points satisfying (7.25) (for each \( q_{j(k)} \)) is nonempty. This is because one can extend the minimizing geodesic \([x_{i_0}, q_{j(k)}]\) further until it intersects with \( \Sigma_R \), since we are within the injectivity radius. Thus the point in \( \mathcal{N}_{\varepsilon}(R) \cap Y \) within \( \varepsilon_0 \)-distance from the intersection point satisfies (7.25). In particular, the bounds in (7.4) still hold. From this point, the exact proof of Case 1 works in this case.

Now we prove Corollary 2.5.

**Proof of Corollary 2.5** Let us fix the basis \( \{v_k\}_{k=1}^n \) for which the metric has been approximated in Theorem 2.4. Observe that

\[
d(x_\ell, x_{i_0}) = \mid \exp_{x_{i_0}}^{-1}(x_\ell) \mid_g = \left( \sum_{j,k=1}^n g^{jk} X_j X_k \right)^{1/2},
\]

where \( X_k \) is defined in (2.4) and \( (g^{jk}) \) is the matrix inverse of \( (g_{jk}) \). Hence we define an approximate distance by

\[
\tilde{d}_{\ell,i_0} = \left( \sum_{j,k=1}^n \tilde{g}^{jk} \tilde{X}_j \tilde{X}_k \right)^{1/2}.
\]

We use the following notation for convenience:

\[
|\xi|_g^2 = \sum_{j,k=1}^n g^{jk} X_j X_k, \quad |\xi|_{\tilde{g}}^2 = \sum_{j,k=1}^n \tilde{g}^{jk} \tilde{X}_j \tilde{X}_k, \quad \xi = (X_1, \ldots, X_n).
\]
Denote $\hat{\xi} = (\hat{X}_1, \ldots, \hat{X}_n)$. Then

$$|\hat{d}_{t,i_0} - d(x_t, x_{i_0})| \leq |\hat{\xi}|_g - |\xi|_g + |\xi|_g - |\hat{\xi}|_g$$

$$\leq |\hat{\xi} - \xi|_g + |\xi|^{-1}_g|\xi|^2_g - |\xi|_g^2|.$$

Due to (2.11) and $\text{det}((v_i, v_k)_{i,k=1}^n) \geq c_1$, all components $g^{jk}, \hat{g}^{jk}$ are bounded above by $C(n, c_1)$. Hence by (2.10),

$$|\hat{\xi} - \xi|_g \leq C(n, c_1)C_4 (d(x_{i_0}, x_t)^{4/3} + \varepsilon_1). \quad (7.39)$$

Moreover, the largest eigenvalue of the matrix $(g^{jk})$ is bounded above by $C(n)$, and thus the eigenvalues of $(g^{jk})$ are bounded above by $C(n)^{-1}$. Hence by (2.11),

$$|\xi|^{-1}_g|\xi|^2_g - |\xi|^2_g \leq C(n)|X|_{\mathbb{R}^n}^{-1} \sum_{j,k=1}^n (\hat{g}_{jk} - g_{jk}) X_{jk} \leq nC(n)C_4\varepsilon_1^2 |\xi|_g. \quad (7.40)$$

Thus by (7.39) and (7.40), we obtain

$$|\hat{d}_{t,i_0} - d(x_t, x_{i_0})| \leq C(n, c_1)C_4 (d(x_{i_0}, x_t)^{4/3} + \varepsilon_1) + nC(n)C_4\varepsilon_1^2 d(x_{i_0}, x_t)$$

$$\leq C_5 (d(x_{i_0}, x_t)^{4/3} + \varepsilon_1^{1/2}). \quad \square$$

8. Global constructions

In this section we prove Theorem 1.2

**Proof of Theorem 1.2** (1) The first claim has been proved in Proposition 5.2(2), and we prove the second claim here. Let $\rho > 0$ be a parameter which is determined later. Given two indices $i,j \in \{1, \ldots, I\}$, we consider the following minimization problem

$$(8.1) \quad \hat{d}_{i,j} := \min \left(\hat{d}_{i,\sigma(1)} + \sum_{k=1}^{N-1} \hat{d}_{\sigma(k),\sigma(k+1)} + \hat{d}_{\sigma(N),j} \right)$$

over all chain of $N$ indices $\sigma(k) \in \{1, \ldots, I\}$ with $N \leq 1 + \Lambda/\rho$, and with

$$(8.2) \quad \|\hat{\tau}_{\sigma(k)} - \hat{\tau}_{\sigma(k+1)}\|_{\mathbb{K}^\infty(Y)} \leq \rho + C_0\varepsilon_1^{1/2} + 2\varepsilon_1 < \rho_0, \quad \text{for } k = 0, \ldots, N,$$

where we denote $\sigma(0) := i$ and $\sigma(N+1) := j$. In this minimization problem, the numbers $\hat{d}_{\sigma(k),\sigma(k+1)}$ are determined by the data $\hat{\mathcal{R}}_Y \cap B_{\hat{\mathcal{R}}_Y}(\hat{\tau}_{\sigma(k)}, \varepsilon_1^{1/4})$ in Corollary 2.5 since the condition (8.2) is valid for all $k$. Thus the solution of the minimization problem can be found using the given data $\hat{\mathcal{R}}_Y$ only. Note that the numbers $\hat{d}_{j,j}^\gamma$, assumed in Corollary 2.5 can be determined by $\hat{\mathcal{R}}_Y$ due to (3.7).

Now let us analyze the property of the solution of the minimization problem (8.1). Given any pair of points in $X$, consider a shortest path $\gamma$ connecting these two points. On this shortest path $\gamma$, one can choose a chain of points with at most $N \leq 1 + \Lambda/\rho$ points such that each pair of adjacent points has distance at most $\rho$. Since the set $X$ is an $\varepsilon_2$-net of $M$, we can replace this chain of points on $\gamma$ by points in $X$, and thus each pair of adjacent points has distance at most $\rho + \varepsilon_2 = \rho + C_0\varepsilon_1^{1/2}$. We require $\rho + C_0\varepsilon_1^{1/2} < \rho_0/2$ such that the condition (2.9) is satisfied by the elements in $\hat{\mathcal{R}}_Y$ corresponding to this chain of points in $X$, by virtue of (5.22). Let us relabel this chain of points by $x_1, \ldots, x_N$ with endpoints $x_1, x_N$ for convenience. Then the estimate (2.12) shows that for this particular chain of points, we
have
\[ E := \left| d(x_1, x_N) - \sum_{i=k}^{N-1} \hat{d}_{k,i+1} \right| \leq NC_5 \left( \varepsilon_1^{1/2} + (\rho + \varepsilon_1^{1/2})^{4/3} \right) \]
\[ < 8\Lambda C_5 (\varepsilon_1^{1/2} \rho^{-1} + \rho^{1/3}). \]

We obtain a good estimate when we choose \( \rho = \varepsilon_1^{3/8} \), namely
\[
(8.3) \quad E < 16\Lambda C_5 \varepsilon_1^{3/8}.
\]

This particular chain of points above satisfies the conditions of the minimization problem \( (8.1) \), and thus the solution of the minimization problem also satisfies \( (8.3) \) when we choose \( \rho = \varepsilon_1^{3/8} \). Therefore, the solution of the minimization problem \( (8.1) \) gives us an approximate distance \( \hat{d}(x_i, x_j) := \hat{d}_{i,j} \) that satisfies
\[
(8.4) \quad |\hat{d}(x_i, x_j) - d(x_i, x_j)| < 16\Lambda C_5 \varepsilon_1^{3/8}, \quad \forall i,j \in \{1, \ldots, I\}.
\]

This proves part (1) of Theorem 1.2.

Part (2) is a direct consequence of the estimate \( (8.3) \) and \( [29, \text{Corollary 1.10}] \). \( \Box \)

9. Manifold reconstruction from noisy heat kernel

In this section, we consider the reconstruction of a manifold from noisy heat kernel measurements \( (2.1) \) satisfying \( (2.2) \).

**Theorem 9.1.** Let \( M \) be a closed Riemannian manifold of dimension \( n \) satisfying the bounds \( (4.1) \) with parameter \( \Lambda \), and let \( U = B(y_0, R) \) be a ball of radius \( R > \Lambda^{-1} \). Suppose the Ricci curvature of \( M \) is non-negative. Then there exist constants \( \sigma, C_{22} > 0 \) explicitly depending only on \( n, \Lambda \), such that the following holds for \( 0 < \sigma < \tilde{\sigma} \) and \( 0 < h \leq \sigma^{1/2} \).

Let \( Y = \{ y_j : j = 0, 1, \ldots, J \} \) be an \( h \)-net in the ball \( U \). Assume that either

(i) \( \{ z_i : i = 1, \ldots, I \} \) is an \( h \)-net in \( M \setminus \overline{U} \), and we are given \( \hat{d}_{j,j'} \), \( j, j' = 0, 1, \ldots, J \) such that \( |\hat{d}_{j,j'} - d(y_j, y_{j'})| < h \),

or

(ii) \( \{ z_i : i = 1, \ldots, I \} \) is an \( h \)-net in \( M \).

Moreover, assume that we are given the data
\[
(9.1) \quad \{ \hat{G}(y_j, z_i, t) : i = 1, \ldots, I, \ j = 0, 1, \ldots, J, \ 0 < t < 1 \}
\]
which satisfy
\[
(9.2) \quad e^{-\frac{\sigma}{4}} \leq \frac{\hat{G}(y_j, z_i, t)}{\hat{G}(y_j, z_i, 0)} \leq e^{\frac{\sigma}{4}}, \quad \text{for all} \ i = 1, \ldots, I, \ j = 0, \ldots, J, \ 0 < t < 1.
\]

Then the given data \( (9.1) \) determine a smooth Riemannian manifold \( (\widehat{M}, \widehat{g}) \) that is diffeomorphic to \( M \). Moreover, there is a diffeomorphism \( F : \widehat{M} \to M \) such that
\[
(9.3) \quad \frac{1}{L} \leq \frac{d_M(F(x), F(x'))}{\hat{d}_{\widehat{M}}(x, x')} \leq L, \quad \text{for} \ x, x' \in \widehat{M},
\]
where \( L = 1 + C_{22} \sigma^{1/24} \).

**Proof.** By Corollary 3.1 and Theorem 4.1 in \( [65] \) (see also \( [73] \)), for every \( \varepsilon \in (0,1) \), \( t > 0 \),
\[
(9.4) \quad G(y, z, t) \leq C_\varepsilon v_{z,t} \exp \left( -\frac{d^2(y, z)}{(4 + \varepsilon)t} \right),
\]
and
\begin{equation}
G(y, z, t) \geq C_\epsilon^{-1}v_{z, t}\exp\left(-\frac{d^2(y, z)}{(4 - \epsilon)t}\right),
\end{equation}
where \(v_{z, t} = \text{vol}^{-1}(B(z, \sqrt{t}))\), and \(C_\epsilon \to \infty\) as \(\epsilon \to 0\).

Taking log on both sides of (9.4), we have
\[
\frac{d^2}{4} + t \log G \leq t \log(C_\epsilon v_{z, t}) + \frac{d^2}{4} - \frac{d^2}{4 + \epsilon} \leq t \log(C_\epsilon v_{z, t}) + C(\Lambda)\epsilon.
\]
Similarly, from (9.6),
\[
\frac{d^2}{4} + t \log G \geq t \log(C_\epsilon^{-1}v_{z, t}) + \frac{d^2}{4} - \frac{d^2}{4 - \epsilon} \geq t \log(C_\epsilon^{-1}v_{z, t}) - C(\Lambda)\epsilon.
\]
Combining the two inequalities above, we obtain
\begin{equation}
|d^2(y, z) + 4t \log G(y, z, t)| \leq 4t|\log C_\epsilon| + 4t|\log v_{z, t}| + C(\Lambda)\epsilon.
\end{equation}
From the noisy measurements \(\tilde{G}(y, z, t) = \eta(y, z, t)G(y, z, t)\), (9.3) and (2.2) yield that
\begin{equation}
|d^2(y, z) + 4t \log \tilde{G}(y, z, t)| \leq |d^2(y, z) + 4t \log G(y, z, t)| + 4t|\log \eta| \\
\leq 4\sigma + 4t|\log C_\epsilon| + 4t|\log v_{z, t}| + C(\Lambda)\epsilon.
\end{equation}
Now we pick sufficiently small \(\epsilon > 0\) such that \(C(\Lambda)\epsilon < \sigma\). For small \(t > 0\), we know
\[t|\log v_{z, t}| = t|\log \text{vol}(B(z, \sqrt{t}))| \leq C(n)|t|\log t|.
\]
Thus one can pick sufficiently small \(t > 0\) such that \(4t|\log C_\epsilon| + 4t|\log v_{z, t}| < \sigma\). Hence,
\[|d^2(y, z) + 4t \log \tilde{G}(y, z, t)| < 6\sigma,
\]
which yields that
\begin{equation}
|d(y, z) - \sqrt{4t|\log \tilde{G}(y, z, t)|}| < 6\sigma^{1/2}.
\end{equation}

First, consider the case when the condition (i) is valid. Since \(\{z_i\}\) is an \(n\)-net in \(M \setminus U\) for \(h \leq \sigma^{1/2}\), (9.1) shows that the data \(\tilde{G}(y_j, z_i, t)\) for some suitable choice of \(t\) (depending on \(\sigma\)) give a \(7\sigma^{1/2}\)-approximation of the distances of the pairs \((y_j, z_i)\). Moreover, we are already given an \(\epsilon\)-approximation \(d_{z_i, j'}\) of the distances of the pairs \((y_j, y_{j'})\) in \(Y\). Since the set \(X = \{z_i : i = 1, \ldots, I\} \cup Y\) is a \((2h)\)-net in \(M\), thus the sets \(X, Y\) and the given data satisfy the conditions (a1) and (a2) with parameter \(\varepsilon_1 = 7\sigma^{1/2}\).

Second, consider the case when the condition (ii) is valid. Since \(\{z_i\}\) is an \(n\)-net in \(M\) for \(h \leq \sigma^{1/2}\), (9.3) shows that the data \(\tilde{G}(y_j, z_i, t)\) for some suitable choice of \(t\) (depending on \(\sigma\)) give a \(7\sigma^{1/2}\)-approximation of the interior distance functions on \(Y\). Thus the sets \(\{z_i\}\), \(Y\) and the given data satisfy the conditions (a1) and (a2) with parameter \(\varepsilon_1 = 7\sigma^{1/2}\).

These considerations imply that in both cases (i) and (ii) the claim follows by applying Theorem 1.2. \(\Box\)

Finally, we obtain the uniqueness and the stability for the inverse problem for heat kernel.

**Proof of Theorem 2.1.** Let \(X_1 = \{z_1^1, \ldots, z_I^1\} \cup \{y_0^1, \ldots, y_I^1\} \subset M_1\), \(Y_1 = \{y_0^1, \ldots, y_I^1\} \subset M_1\) and \(X_2 = \{z_1^2, \ldots, z_I^2\} \cup \{y_0^2, \ldots, y_I^2\} \subset M_2\), \(Y_2 = \{y_0^2, \ldots, y_I^2\} \subset M_2\).

Due to the condition (2.2), the heat kernel data \(G_2(y_j^2, z_i^2, t)\) of \(M_2\) can be used as the noisy observations of the heat kernel of \(M_1\) at \((y_j^1, z_i^1, t)\). Then by the proof of Theorem 3.1 the heat kernel data \(G_2(y_j^2, z_i^2, t)\) of \(M_2\) and \(d_{M_2}(y_j^2, y_j^2)\) determine the distances \(d_{M_1}(x, y)\) of \(M_1\) for \((x, y) \in X_1 \times Y_1\) up to an error \(7\sigma^{1/2}\). Similarly, the heat kernel data \(G_2(y_j^2, z_i^2, t)\) of \(M_2\) and \(d_{M_2}(y_j^2, y_j^2)\) also determine the distances \(d_{M_2}(x, y)\) of \(M_2\) for \((x, y) \in X_2 \times Y_2\) up
to an error $7\sigma^{1/2}$. Thus, by enumerating the points in $X_i$ as $\{x_i^j : i = 0, 1, \ldots, I\}$ and the points in $Y_j$ as $\{y_j^i : j = 0, 1, \ldots, J\}$, we see that

$$|d_{M_1}(x_i^j, y_j^i) - d_{M_2}(x_i^j, y_j^i)| < 14\sigma^{1/2}, \quad i = 0, 1, \ldots, I, \quad j = 0, 1, \ldots, J.$$ 

Thus, the numbers $d_{i,j} = d_{M_1}(x_i^j, y_j^i)$ can be used as the noisy distance data both for the manifold $M_1$ and for the manifold $M_2$ with an error $14\sigma^{1/2}$. Hence, by Theorem 12 we have

$$|d_{M_1}(x_i^j, x_i^{j'}) - d_{M_2}(x_i^j, x_i^{j'})| \leq C_1(14\sigma^{1/2})^k < 2C_1\sigma^k, \quad i, i' = 0, 1, \ldots, I,$$

and there is a manifold $\tilde{M}$ such that there are $L_1$-bi-Lipschitz diffeomorphisms $F_1 : M_1 \to \tilde{M}$ and $F_2 : M_2 \to \tilde{M}$ with $L_1$ given in Theorem 12. Hence there is an $(L_1^2)$-bi-Lipschitz diffeomorphism $F = F_2^{-1} \circ F_1 : M_1 \to M_2$, which proves the claim.

**Proof of Corollary 2.2** Let $\Lambda > R^{-1}$ be such that both $M_1$ and $M_2$ satisfy the geometric bounds (11). Consider an arbitrary $\sigma > 0$, $h = \sigma^{1/2}$. Let $\{y_j^i : j = 0, 1, \ldots, J\}$ be an $h$-net in $U_1$ and $\{y_j^i : j = 0, 1, \ldots, J\}$ be an $h$-net in $U_2$.

We recall that the map $x : M_1 \setminus U_1 \to M_2 \setminus U_2$ is assumed only to be a bijection, and thus we need to do some additional considerations to obtain suitable $h$-nets on sets $M_1 \setminus U_1$ and $M_2 \setminus U_2$. To that end, let $\{z_i^1, i = 1, 2, \ldots, I\}$ be an $h$-net in $M_1 \setminus U_1$ and $\{z_i^2, i = 1, 2, \ldots, I\}$ be an $h$-net on $M_2 \setminus U_2$. Then we define

$$z_i^1 = \begin{cases} z_i^1, & \text{for } i = 1, 2, \ldots, I, \\ \Psi^{-1}(z_{i-1}^2), & \text{for } i = I + 1, I + I + 2, \ldots, I + I + I, \end{cases}$$

and

$$z_i^2 = \begin{cases} \Psi(z_i^1), & \text{for } i = 1, 2, \ldots, I, \\ z_{i-1}^2, & \text{for } i = I + 1, I + I + 2, \ldots, I + I + I. \end{cases}$$

Then $\{z_i^1 : i = 1, \ldots, I + I + I\}$ is an $h$-net in $M_1 \setminus U_1$ and $\{z_i^2 : i = 1, \ldots, I + I + I\}$ is an $h$-net in $M_2 \setminus U_2$, and we have

$$G_1(y_j^i, z_i^1, t) = G_2(y_j^i, z_i^2, t), \quad i = 1, \ldots, I + I + I, \quad j = 0, \ldots, J, \quad 0 < t < 1.$$ 

By applying Theorem 2.1 it follows that the Gromov-Hausdorff distance of the metric spaces $(M_1, d_1, g_1)$ and $(M_2, d_2, g_2)$ is smaller than $C_{23}\sigma^{1/2}$, where $C_{23} > 0$ depends only on $\Lambda$, see e.g. Corollary 7.3.28 in [12]. Letting $\sigma \to 0$, we see that Gromov-Hausdorff distance of $(M_1, d_1)$ and $(M_2, d_2)$ is zero, which implies that $(M_1, d_1)$ and $(M_2, d_2)$ are isometric as (compact) metric spaces, see e.g. [12 [69]. By the Myers-Steenrod theorem, there is a diffeomorphism $F : M_1 \to M_2$ between Riemannian manifolds such that $g_2 = F^*g_1$. This proves the claim.

**Lemma A.1.** Let $M$ be a closed Riemannian manifold with sectional curvature bounded below by $\sec \geq -\Lambda^2$. Suppose $\gamma_{x,v_1}(t)$, $\gamma_{x,v_2}(t)$ are two distance-minimizing geodesics emanating from $x \in M$ with unit initial vectors $v_1, v_2 \in S_xM$. Denote by $\alpha$ the angle between $v_1$ and $v_2$.

Then there is a uniform constant $C_1 \geq 1$, explicitly depending only on $\Lambda$, such that

$$d(\gamma_{x,v_1}(t_1), \gamma_{x,v_2}(t_2)) \leq |t_1 - t_2| + C_1\alpha, \quad \forall t_1, t_2 \in [0, \Lambda].$$

**Proof.** Assume that $t_1 \leq t_2$. Let us denote $a = \gamma_{x,v_1}(t_1)$ and $b = \gamma_{x,v_2}(t_1)$. We can compare the triangle $a \# b$ with a triangle $a \# b$ in the rescaled hyperbolic plane $\mathbb{H}$ with constant sectional curvature $-\Lambda^2$, satisfying that $d(a, a) = d(\mathbb{H}, a) = t_1$, $d(a, b) = d(\mathbb{H}, b) = t_1, \alpha = \angle(\mathbb{H}, b)$. Then Toponogov’s theorem yields $d(a, b) \leq d(\mathbb{H}, b)$.

**Appendix A. Auxiliary Lemmas**
On the hyperbolic plane $H$, the exponential map is smooth everywhere, and its differential is uniformly bounded. Hence,

$$d(\pi, \tilde{b}) \leq C(\Lambda)|t_1 v_1 - t_1 v_2| \leq C(\Lambda)t_1 \alpha.$$  

Then,

$$d(\gamma_{x,v_1}(t_1), \gamma_{x,v_2}(t_2)) \leq d(a, b) + d(\gamma_{x,v_2}(t_1), \gamma_{x,v_2}(t_2)) \leq \frac{d(\pi, \tilde{b})}{|t_2 - t_1|} |t_2 - t_1| \leq |t_2 - t_1| + C(\Lambda)\Lambda \alpha.$$  

\[ \square \]

**Lemma A.2.** There exists a uniform constant $C_0 > 1$ such that the following holds. Let $N$ be a compact Riemannian manifold with boundary $\partial N$ with sectional curvature bounded below by $\text{Sec}_N \geq -\Lambda^2$. Let $a, b, c \in N$ and $\beta$ be the angle of the length minimizing curves $[ab]$ and $[bc]$ at $b$. Then we have

$$|ac| \leq |ab| - |bc| \cos \beta + C_0|bc|^2/\min\{\Lambda^{-1}, |ab|, d(b, \partial N)\}.$$  

**Proof.** To prove the statement, we apply Toponogov's Theorem to the triangle $abc$. Below, let $H$ be the rescaled hyperbolic plane of constant sectional curvature $-\Lambda^2$, and $\pi, \tilde{b}, \tilde{c} \in H$ be such that $|\pi b| = |ab|, |\tilde{b}c| = |bc|$ and $\angle \pi bc = \angle abc = \beta$. Here by $|xy|$, we denote the distance between points $x$ and $y$ in whatever space they belong.

(i) Let us first consider the case when

$$|ab| = \frac{1}{4}, \quad |bc| < \frac{1}{4} \quad \text{and} \quad d(b, \partial N) \geq 1.$$  

Then $|ac| \leq |ab| + |bc| \leq \frac{1}{2}$. Applying Toponogov's theorem to triangle $abc$ implies that

$$|ac| \leq \frac{|bc|}{|ab|}.$$  

By [69] Prop. 48, the law of cosines on $H$ gives

$$\cosh(\Lambda |\pi c|) = \cosh(\Lambda |\pi b|) \cosh(\Lambda |\pi c|) - \sinh(\Lambda |\pi b|) \sinh(\Lambda |\pi c|) \cos \beta$$  

and thus

$$\cosh(\Lambda |ac|) \leq \cosh(\Lambda |ab|) \cosh(\Lambda |bc|) - \sinh(\Lambda |ab|) \sinh(\Lambda |bc|) \cos \beta.$$  

Using Taylor series, the above yields

$$\cosh(\Lambda |ac|) - \cosh(\Lambda |ab|) \leq \cosh(\Lambda |ab|) (\cosh(\Lambda |bc|) - 1) - \sinh(\Lambda |ab|) \sinh(\Lambda |bc|) \cos \beta = -V|bc| \cos \beta + E_1,$$  

where $V = \Lambda \sinh(\Lambda |ab|) > 0$ and $E_1$ satisfies $|E_1| \leq C|bc|^2$, where $C$ is a uniform constant.

By triangle inequality, $-|bc| \leq |ac| - |ab| \leq |bc|$. Then one can show that

$$\cosh(\Lambda |ac|) - \cosh(\Lambda |ab|) \geq V(|ac| - |ab|) + E_2,$$  

where $E_2$ satisfies $|E_2| \leq C(|ac| - |ab|)^2 \leq C|bc|^2$, where $C$ is a uniform constant. Combining these we see that

$$V(|ac| - |ab|) + E_2 \leq -V|bc| \cos \beta + E_1,$$  

or

$$|ac| - |ab| \leq -|bc| \cos \beta + V^{-1}(E_1 - E_2),$$  

which yields the inequality

$$|ac| \leq |ab| - |bc| \cos \beta + C_0|bc|^2,$$  

where $C_0$ is a uniform constant. We can assume that $C_0 > 8$.  

Consider next the case when
\[(A.7)\quad |ab| = \frac{1}{4}, \quad \text{and} \quad d(b, \partial N) \geq 1.\]

If it holds that \(|bc| \geq \frac{1}{4}\), then \(C_0 > 8\) yields that \(C_0|bc|^2 > 2|bc|\). Considering \(|ac| \leq |ab| + |bc|\), we see that \((A.6)\) automatically holds. Since we have already proven \((A.6)\) when \(|bc| < \frac{1}{4}\), we can conclude that \((A.6)\) holds under assumptions \((A.7)\).

Next, consider the case when
\[(A.8)\quad |ab| \geq \frac{1}{4}, \quad d(b, \partial N) \geq 1.\]

Let \(a'\) be the point on \([ab]\) with \(|a'b| = \frac{1}{4}\). By the triangle inequality we have \(|ac| \leq |aa'| + |a'c|\). Moreover, we have \(|aa'| = |ab| - |a'b|\) and thus \((A.6)\) for the triangle \(a'bc\) implies
\[|ac| - |ab| \leq |aa'| + |a'c| - |a'b| \leq -|bc| \cos \beta + C_0|bc|^2.\]

Hence, \((A.6)\) holds under assumption \((A.8)\).

The inequality \((A.6)\) yields that the inequality \((A.2)\) holds. \(\square\)

**Lemma A.3.** Let \(M\) be a closed Riemannian manifold with sectional curvature bounded by \(|\text{Sec}_M| \leq \Lambda^2\). Let \(B(x_0, R)\) be an open ball for \(R \leq \min\{\text{inj}(M)/2, \pi/(4\Lambda)\}\). Then there exist uniform constants \(\tilde{\varepsilon}, c_3, C_{16} > 0\) explicitly depending on \(\Lambda, R\), such that the following holds for \(0 < \varepsilon < \tilde{\varepsilon}\).

Given a point \(x \in B(x_0, R/2)\), take \(z_0\) to be the nearest point in \(B(x_0, R)\) from \(x\). Let \(z_1, z_2 \in N_{\varepsilon}(R)\) such that
\[(A.9)\quad |z_1z_2| \geq C_{17}\varepsilon, \quad |z_0z_1| < c_3, \quad |z_0z_2| < c_3,\]

for some \(C_{17} > 32(\Lambda R)^{-1}\). Then \(\angle z_1z_2 > C_{16}C_{17}\varepsilon\).

**Proof.** The proof is similar to Lemma \((6)1\): we use the upper bound for the angle \(\angle xz_1z_2\) to derive an lower bound for \(\angle z_1z_2\). First, we show that the incident angle of \([xz_1]\), i.e. the angle of \([xz_1]\) with the tangent space \(T_zz\Sigma|xz_1|\), is bounded from below. Suppose \(|x_0z_1| \leq |x_0z_2|\).

We take the point \(z'_1 \in \Sigma_{3R/2}\) such that \(|x'_0z'_1| - |x_0z_1| = |z'_1z_1|\). Let \(z'_0\) be the nearest point in \(\Sigma_{3R/2}\) from \(x\). Then for sufficiently small \(c_3, \varepsilon\), we have
\[|x'_0z'_1| \geq |x'_0z'_0| - |z'_0z'_1| \geq |x_0z_0| + \frac{R}{2} - 2c_3 \geq |x_1z_1| + |z_1z'_1| - 3c_3.\]

Hence the same argument as \((6)3\) gives \((\pi - \angle xz_1z'_1)^2 \leq C_7^{-1}3c_3\), which is
\[(A.10)\quad \angle xz_1x_0 \leq C(\Lambda)c_3^{1/2}.\]

For the upper bound for the angle \(\angle x_0z_1z_2\), one can apply Rauch comparison theorem to compare with the sphere of constant sectional curvature \(\Lambda^2\). Namely, we take the triangle \(x_0z_1z_2\) on the sphere such that \(|x_0z_1| = |x_0z_0|, \quad |z_1z_2| = 3c_3, \quad \angle x_0z_1z_2 = \angle x_0z_1z_2\). Due to Rauch comparison theorem, \(|x_0z_2| \geq |x_0z_0|\). Hence,
\[\cos(\Lambda|x_0z_2|) \leq \cos(\Lambda|x_0z_1|) \cos(\Lambda|z_1z_2|) + \sin(\Lambda|x_0z_1|) \sin(\Lambda|z_1z_2|) \cos(\angle x_0z_1z_2).\]

Assume \(\angle x_0z_1z_2 > \pi/2\). Since \(|x_0z_1| \leq R + \varepsilon < \pi/(2\Lambda)\), then
\[\cos(\Lambda|x_0z_2|) - \cos(\Lambda|x_0z_1|) \leq \cos(\Lambda|x_0z_1|) \left(\cos(\Lambda|z_1z_2|) - 1\right) + \sin(\Lambda|x_0z_1|) \sin(\Lambda|z_1z_2|) \cos(\angle x_0z_1z_2) \leq \frac{\Lambda^2R}{8} |z_1z_2| \angle x_0z_1z_2.\]

On the other hand,
\[\cos(\Lambda|x_0z_2|) - \cos(\Lambda|x_0z_1|) \geq \Lambda(|x_0z_1| - |x_0z_2|).\]
Hence,
\[ 2\varepsilon \geq |x_0 z_2| - |x_0 z_1| \geq -\frac{A R}{8}|z_1 z_2| \angle x_0 z_1 z_2, \]
which yields \( \angle x_0 z_1 z_2 \leq 2\pi/3 \) due to the condition (A.9). Thus combining with (A.10), we can choose sufficiently small \( c_3 \) such that

(A.11) \[ \angle x z_1 z_2 \leq \angle x z_1 x_0 + \angle x_0 z_1 z_2 \leq \frac{5}{6}\pi. \]

Then the lemma follows from the exact same argument in the last part of Lemma (6.1)(1). □
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