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Abstract The dynamic scaling of distributed computations plays an important role in the utilization of elastic computational resources, such as the cloud. It enables the provisioning and de-provisioning of resources to match dynamic resource availability and demands. In the case of distributed graph processing, changing the number of the graph partitions while maintaining high partitioning quality imposes serious computational overheads as typically a time-consuming graph partitioning algorithm needs to execute each time repartitioning is required.

In this paper, we propose a dynamic scaling method that can efficiently change the number of graph partitions while keeping its quality high. Our idea is based on two techniques: preprocessing and very fast edge partitioning, called graph edge ordering and chunk-based edge partitioning, respectively. The former converts the graph data into an ordered edge list in such a way that edges with high locality are closer to each other. The latter immediately divides the ordered edge list into an arbitrary number of high-quality partitions. The evaluation with the real-world billion-scale graphs demonstrates that our proposed approach significantly reduces the repartitioning time, while the partitioning quality it achieves is on par with that of the best existing static method.

1 Introduction

Graph analysis is a powerful method to gain valuable insights into the characteristics of real networks, such as web graphs and social networks. To analyze large-scale graphs efficiently, one of the major approaches is to distribute the entire graph across multiple machines and process each partition in parallel. Over the last decade, several distributed graph-processing systems have been developed. For efficient parallel computation on a distributed graph-processing system, the common problem is to divide the input graph into $k$ parts in such a way that the number of edge/vertex cuts (i.e., communication cost among the distributed processes) becomes minimal while keeping each part balanced; this is known as the balanced $k$-way graph partitioning. Since the computation of the optimal-quality partitions, namely, partitions with the minimum cuts, is an NP-hard problem, the high-quality graph partitioning algorithms, such as METIS and NE, are generally time-consuming compared to the low-quality ones, such as FENNEL, DBH, HDRF. There is a clear trade-off between partitioning efficiency and quality.

In a related development, with the utilization of elastic infrastructures such as cloud platforms, dynamic scaling of computational resources has become increasingly important for parallel and distributed computation. Especially, one of our motivated scenarios for the cloud is the effective utilization of unreliable VM instances that do not have any lifetime guarantee, such as Spot Instances in AWS and Preemptible VMs in...
The dynamic scaling method which we propose in this paper is based on two techniques: graph edge ordering and chunk-based edge partitioning. Figure 2 shows an overview. The graph edge ordering is a preprocessing method, which orders the edges of the input graph in such a way that edges with closer ids have a higher access locality (e.g., input edges are ordered to Edge 0,1,2,3... in Figure 2). Then, the chunk-based edge partitioning, which is a simple yet very fast partitioning method, splits the ordered edge lists. Once the ordering is computed, the result can be reused, and time-consuming processing is unnecessary to repeat when the number of partitions is changed.

The contributions of this paper are as follows:

**A Novel Approach to Efficient and Effective Dynamic Scaling of Graph Edge Partitions.** We formalize the dynamic scaling problem for graph edge partitions as the maximization of both efficiency and quality. Then, we propose an efficient and effective dynamic scaling approach based on chunk-based edge partitioning and graph edge ordering (Sec. 3). The efficiency is theoretically maximized as we show that the chunk-based edge partitioning is $O(1)$ while the quality is theoretically guaranteed by the upper bound obtained by the graph edge ordering.

**A Fast Graph Edge Ordering Algorithm.** We formalize the graph edge ordering problem as an optimization problem and show its NP-hardness. To address the NP-hard problem, we propose an efficient $O(n \log n)$ greedy algorithm based on a greedy expansion. To enhance the greedy expansion, we propose a novel priority-queue which is significantly effective for the graph edge ordering problem. We show that partitions generated by the graph edge ordering and the chunk-based edge partitioning have a theoretical upper bounds of the partitioning quality. The theoretical result is similar to the best existing static method (Sec. 4).

**A Comprehensive Quantitative Evaluation.** By using large-scale real-world graphs, we evaluate the efficiency and quality of our method and compare it with state-of-the-art dynamic scaling, graph partitioning, and graph ordering methods. The evaluation shows that the chunk-based edge partitioning is practically between three to eight orders of magnitude faster than the existing methods while achieving comparable quality to...
that of the best existing static method. As a result, the high-quality partitions obtained by our method significantly improve the performance of typical benchmarking applications (Sec. 6).

2 Preliminaries and Related Work

2.1 Notation

Let \( G = (V, E) \) be an undirected and unweighted graph that consists of a set of vertices \( V \) and a set of edges \( E \), respectively. For \( E \), the set of its \( k \) disjoint subsets are represented as \( \mathcal{E}_k := \{ \mathcal{E}_k[p] : 0 \leq p < k, \mathcal{E}_k[p] \subset E \}, \mathcal{E}_k[i] \cap \mathcal{E}_k[j] = \emptyset \) for \( i \neq j \}. \) An edge \( e \in E \) connecting vertex \( v \) and \( u \) is represented by \( e_{v,u} \). \( N(v) \) represents the set of \( v \)'s neighboring vertices. The vertex set involved in \( E \) is defined as \( V(E) \), that is, \( V(E) := \{ v \mid v \in V, \exists e_{v,u} \in E \}. \) The number of elements in a set is represented by |·|, e.g., |\( V \)| and |\( E \)|.

In this paper, we are interested in the order of elements in \( E \). Let \( \phi : E \rightarrow \{0, 1, 2, ..., |E| - 1\} \) be a bijective function taking an edge \( e \in E \) and returning an index \( i \) (\( 0 \leq i < |E| \)). We refer to \( \phi \) as an ordering function. A list \( (i.e. \), an ordered set) \( E \) ordered by \( \phi \) is represented as \( E^\phi \). The \( i \)-th element in \( E^\phi \) is represented as \( E^\phi[i] \). We also define an append operation for the ordered edges, represented by +.

For example, suppose \( A := \{A[0], A[1], A[2]\} \) and \( B := \{B[0], B[1]\} \), then \( (A+B)[0] := A[0]; (A+B)[1] := A[1]; (A+B)[2] := A[2]; (A+B)[3] := B[0]; \) and \( (A+B)[4] := B[1] \).

Notation which we frequently use through the paper is summarized in Table 1.

Table 1 Summary of Notation

| Symbol | Description |
|--------|-------------|
| \( V \), \( E \), \( \phi \) | Vertices, edges, and a graph with \( V \) and \( E \) |
| \( N(v) \) | \( v \)'s neighbor vertices |
| \( V(E) \) | Vertices involved in \( E \) |
| \( k \) | \# of edge partitions |
| \( p \) | Partition id (\( 0 \leq p < k \)) |
| \( \mathcal{E}_k \), \( \mathcal{E}_k[p] \) | Set of edge partitions and its \( p \)-th edge partition |
| \( \phi \) | Ordering function |
| \( E^\phi \), \( E^\phi[i] \) | Edge list ordered by \( \phi \) and its \( i \)-th element |
| \( E^\phi_k \) (\( i, w \)) | Chunk with \( w \) edges from \( i \)-th edge (§5.3) |
| 102P \(_k\) (\( i \)) | Conversion from Order \( i \) to Partition \( p \) (§5.3) |

2.2 Graph Edge Partitioning

The edge partitioning algorithm divides a set of edges \( E \) into \( k \) disjoint subsets \( \mathcal{E}_k \). The edge partitioning is to find partitions where the communication cost among the partitions becomes as small as possible while keeping the size of each subset balanced. In the edge partitioning, the communication occurs at boundary vertices, which are replicated into multiple partitions. Specifically, the number of boundary vertices causing the communication is represented as \( \sum_{p=0}^{k-1} |V(\mathcal{E}_k[p])| - |V| \). For evaluating the communication cost, a normalized factor, called replication factor \( (RF) \) [3], is typically used:

**Definition 1 (Replication Factor)**

\[
RF(\mathcal{E}_k) := \frac{1}{|V|} \sum_{p=0}^{k-1} |V(\mathcal{E}_k[p])| \]

Based on \( RF \), the edge partitioning problem [3] is defined as follows:

**Definition 2 (Balanced \( k \)-way Edge Partitioning)**

The objective of the balanced \( k \)-way edge partitioning of \( G \) is formalized as follows:

\[
\min_{p \in \mathcal{P}} RF(\text{part}(E, k)) \ \text{s.t.} \ \max_{0 \leq p < k} |\mathcal{E}_k[p]| < (1 + \epsilon) \frac{|E|}{k},
\]

where \( \text{part} : (E, k) \rightarrow \{\mathcal{E}_k[p] : p = 0, 1, ..., k-1\} \) is a partitioning method, and \( \mathcal{P} \) is the set of all partitioning methods. The balance factor \( \epsilon \geq 0 \) is a constant parameter.
2.3 Related Work

Dynamic Scaling of Graph Partitions. The dynamic scaling has been extensively investigated for various distributed applications, such as web applications [27, 28], database systems [29, 35], streaming systems [28, 36–42], data analysis [28], scientific applications [35], and machine learning [44]. The major difference from these efforts is that distributed graph applications are typically communication-intensive workloads. Thus, our work focuses on the quality of the partitioning as well as the efficiency of the dynamic scaling.

The dynamic scaling for the traditional vertex graph partitioning has been studied in some work [16–19]. The main advantage of these efforts is that our proposal is based on edge partitioning. Our chunk-based edge partitioning makes full use of the edge partitioning so that its time complexity becomes $O(1)$. Achieving $O(1)$ for vertex partitioning is a very challenging endeavor (if at all possible).

The work, which appears to be closer to ours, is [20]. To the best of our knowledge, this is the only one to discuss the dynamic scaling of edge partitions. In this paper, the authors confirm that the minimization of the migration cost in dynamic scaling is NP-complete. They propose an approximate algorithm and a generic scheme based on consistent hashing. The hashing does not take into account the data locality. As a result, the quality of partitioning is not considered. In contrast, our approach aims to achieve also high partitioning quality due to the preprocessing (i.e., graph edge ordering) as compared theoretically in Sec. 5 and empirically in Sec. 6.

Graph Ordering. Due to the structural complexity of the real-world networks, it is difficult to grasp data locality among each graph element. The graph ordering is one of the major approaches to increase the data locality [55]. The most traditional method is Reverse Cuthill McKee (RCM) for matrix bandwidth reduction [56]. Different algorithms have a different focus, such as graph compression [47–49], CPU-cache utilization [45, 51], and graph databases [52]. Our work is the first attempt to utilize the graph ordering technique for the graph partitioning problem and provides the best partitioning quality as compared in Sec. 6.

3 Proposed Dynamic Scaling Method

In this section, we first provide a formal definition of the problem. Second, we outline our approach which is based on preprocessing the graph. Third, we present the chunk-based edge partitioning algorithm. Finally, we introduce the graph edge ordering algorithm.

3.1 Problem Definition

We formalize the dynamic scaling problem as a multi-objective problem: (i) to maximize the efficiency of the scaling and (ii) to minimize the replication factor of edge partitions generated by the scaling.

Let the number of initial partitions be $k$; the partitioned edge sets be $E_k$; the number of added/removed computing unit be $x$.

Definition 3 (Dynamic Scaling) Scaling in/out, $sc(E_k, \pm x)$, is to recompute new $k \pm x$ edge partitions, $E_{k \pm x}$ ($E_{k \pm x} := sc(E_k, \pm x)$).

The objective of the dynamic scaling problem for $E_k$ is to maximize the efficiency of the scaling ($sc$) and to minimize the replication factor ($RF$) as follows:

$$\max_{sc \in SC} EF(sc(E_k, \pm x)) \quad \min_{sc \in SC} RF(sc(E_k, \pm x))$$

s.t. $\max_{0 \leq p < k \pm x} |E_{k \pm x}[p]| < (1 + \epsilon) \frac{|E|}{k \pm x}$,

where $RF(sc)$ is the replication factor of the new partitions after $sc$, and the efficiency ($EF$) is evaluated by the time complexity to calculate partition IDs of edges.

Note that, in a similar way to the state-of-the-art work [20], we focus on the dynamic scaling of static graphs, where the structure of the graph does not change over time. In this case, the graph is static, while the number of partitions changes dynamically to reflect changes in the underlying computational infrastructure.

3.2 Overview of Proposed Approach

We address the two objectives above one by one. Specifically, at first, the efficiency is maximized as we design the very fast $O(1)$ graph partitioning method. Then, the quality is maximized by preprocessing of an input graph.

The overall computation consists of five steps as shown in Figure 2 (i) and (ii) are executed once, whereas (iii) – (v) are repeated:

(i) Graph Edge Ordering: The graph-edge-ordering algorithm converts the original graph data into the ordered edge list.

(ii) Initial Partitioning to $k$ Parts: The chunk-based edge partitioning initially computes $k$ edge partitions of the ordered edge list. The graph elements (i.e., vertices and edges) are distributed to $k$ machines accordingly.

(iii) Resource Provisioning / De-provisioning: $x$ computational units are added/removed (e.g., add/remove machine(s), CPU core(s), or CPU Socket(s)).
Graph Application: Distributed graph applications are executed on the $k \pm x$ machines.

### 3.3 Chunk-based Edge Partitioning

The chunk-based edge partitioning evenly splits the ordered edge list into continuous chunks of edges. Specifically, the chunk-based edge partitioning algorithm for $p$-th part (0 ≤ $p$ < $k$) takes 3 arguments: (i) the ordered edge list, $E^\phi$, (ii) the partition ID, $p$, and (iii) the total number of partitions, $k$; and returns a disjoint edge set, $E_k[p]$, in such a way that:

$$E_k[p] = E^\phi_{ch}(\sum_{x=0}^{p-1} \frac{|E| + x}{k}, \frac{|E| + p}{k}),$$

where $E^\phi_{ch}(\cdot, \cdot)$ is the edge chunk. We define it using its beginning point $i$ and chunk size $w$ as follows:

$$E^\phi_{ch}(i, w) := \{E^\phi[i], E^\phi[i + 1], ..., E^\phi[i + w - 1]\}.$$

There are two noted things. First, the chunk-based edge partitioning always provides the perfect edge balance, i.e., $\epsilon \approx 0$ in Def. 2. Second, if $|E|$ mod $k = 0$, then $E_k[p]$ is simplified as

$$E_k[p] = E^\phi_{ch}(\frac{|E|}{k}, \frac{|E|}{k}).$$

Figure 3 shows the example of the chunk-based edge partitioning for $E = \{E^\phi[0], E^\phi[1], ..., E^\phi[13]\}$ and $k = 4$. The 14 edges are divided into 3 + 3 + 4 + 4 edges because $\lfloor \frac{14 + x}{4} \rfloor$ for each $p \ (0 \leq p < k)$ is equal to $\lfloor \frac{14 + 0}{4} \rfloor = 3$, $\lfloor \frac{14 + 1}{4} \rfloor = 3$, $\lfloor \frac{14 + 2}{4} \rfloor = 4$, and $\lfloor \frac{14 + 3}{4} \rfloor = 4$, respectively. Therefore, $E_k[p]$ becomes $E_k[0] = E^\phi_{ch}(0, 3)$, $E_k[1] = E^\phi_{ch}(3, 3)$, $E_k[2] = E^\phi_{ch}(6, 4)$, and $E_k[3] = E^\phi_{ch}(10, 4)$, respectively.

Since the chunk-based partitioning just splits the edge list, the computational time complexity excluding the graph data movement is basically $O(1)$.

Theorem 1 (Efficiency of Partitioning) Suppose the edges of $E^\phi$ are stored continuously (e.g., to an array or a file system), and an operation to find the pointer of $E^\phi[i]$ by using $i$ is $O(1)$ (e.g., RAM or standard file systems). Then, there exists an $O(1)$ algorithm to compute the chunk-based edge partitioning excluding the graph data movement, and it does not depend on the graph size, such as $|V|$ and $|E|$.

Proof In order to compute the chunk-based edge partitioning in $O(1)$, the algorithm needs to calculate $\sum_{x=0}^{p-1} \left\lfloor \frac{|E| + x}{k} \right\rfloor$ in $O(1)$. $\sum_{x=0}^{p-1} \left\lfloor \frac{|E| + x}{k} \right\rfloor$ requires $O(p)$ computational time in a naive way.

The summation can be modified as follows:

$$\sum_{x=0}^{p-1} \left\lfloor \frac{|E| + x}{k} \right\rfloor = \sum_{x=0}^{p-1} \left\{ \left[ \frac{|E|}{k} \right] + \left( \frac{|E|}{k} \mod x \right) \right\}.$$

Here, $\frac{|E|}{k} \mod x$ is 0 or 1 in $x = 0, 1, ..., p - 1$, as follows:

$$\frac{|E|}{k} \mod x = \begin{cases} 0 & \text{if } (|E| \mod k) + x < k \\ 1 & \text{otherwise} \end{cases}.$$

Therefore,

$$\sum_{x=0}^{p-1} \left\lfloor \frac{|E| + x}{k} \right\rfloor = \begin{cases} 0 & \text{if } k + (|E| \mod k) \geq p \\ p - k + (|E| \mod k) & \text{otherwise} \end{cases} = \max(0, p - k + (|E| \mod k))$$

We define $\theta_k(p) := \max (0, p - k + (|E| \mod k))$. Then, the following formula is established:

$$\sum_{x=0}^{p-1} \left\lfloor \frac{|E| + x}{k} \right\rfloor = p \left[ \frac{|E|}{k} \right] + \theta_k(p).$$

This can be computed in $O(1)$. □

According to [20], the migration cost is defined as the number of migrated edges. The migration cost for the chunk-based edge partitioning is provided as follows:

Theorem 2 (Migration Cost) Suppose a set of ordered edges is initially split into $k$ partitions via the chunk-based edge partitioning, and the edges are partitioned into $k + x$ parts by adding $x$ new processes (i.e., scale out). We assume that $|E|$ is much larger than $k$ and $x$ such that $(|E| \mod k + x)/|E| < (k + x)/|E| \approx 0$ and that the ids of new partitions are $k, k+1, ..., k+x-1$.

Then, the approximate number of migrated edges when applying repartitioning is

$$\frac{x |E|}{2k(k+x)} \left( k \left\lfloor \frac{k}{x} \right\rfloor + 1 \right) + \frac{|E|}{k} \left( k - \frac{k}{x} \right).$$

The cost for scaling in is the same (i.e., from $k + x$ to $k$ partitions) since it is a reverse operation of scaling out.

Proof We consider a simple case where $|E|$ mod $k = 0, |E|$ mod $(k + 1) = 0, |E|$ mod $(k + 2) = 0, ..., |E|$ mod $(k + x) = 0$. Then, there are two cases in the edge migration for partition $i$ ($i \in [0, k)$): (i) some of the edges in partition $i$ are migrated to other partitions, or (ii) all of the edges in partition $i$ are migrated to other partitions.
In this case, for partition $i$, the number of migrated edges from $\frac{i}{k}$-th edge to $(i+1)\frac{E}{k}$-th are kept in partition $i$, while from $(i+1)\frac{E}{k}$-th to $(i+1)\frac{E}{k}$-th are migrated to other partitions.

Thus the number of migrated edges for partition $i$ is represented as follows:

$$
(i + 1)\frac{|E|}{k} - (i + 1)\frac{|E|}{k + x} = (i + 1)\frac{|E|n}{(k + x)k}
$$

Case (i) happens when $(i + 1)\frac{|E|}{k + x} > \frac{|E|}{k}$.

$$
(i + 1)\frac{|E|n}{k(k + x)} > \frac{|E|}{k} \iff (i + 1) > \frac{k + x}{x} \iff i > \frac{k}{x}
$$

Therefore, Case (i) happens when $i > \frac{k}{x}$.

Case (ii): In the other case (i.e., $i < \frac{k}{x}$), all of the edges in partition $i$ are migrated to other partitions. Thus, the number of migrated edges for partition $i$ is $\frac{|E|}{k}$.

Therefore, to summarize Cases (i) and (ii), the total number of migrated edges from $i = 0$ to $i = k - 1$ is formalized as follows:

$$
\sum_{0 \leq i < \frac{k}{x}} (i + 1)\frac{|E|}{k(k + x)} + \sum_{\frac{k}{x} \leq i < k} \frac{|E|}{k} = \frac{|E|}{k} \sum_{0 \leq i < \frac{k}{x}} (i + 1) + \sum_{\frac{k}{x} \leq i < k} 1
$$

$$
= \frac{x|E|}{2k(k + x)} \left[ \left( \frac{k}{x} \right) + 1 \right] + \frac{|E|}{k} \left( k - \frac{k}{x} \right)
$$

The aforementioned simplified proof can be straightforwardly generalized for the case of $|E| \mod k \neq 0, |E| \mod k + 1 \neq 0, \ldots, |E| \mod k + x \neq 0$, based on the assumption $(|E| \mod k + x)/|E| \approx 0$. □

In practice, a process is typically added or removed incrementally, i.e., $x = 1$. We can simply obtain the following corollary from the theorem.

**Corollary 1 (Migration Cost in x = 1)** The number of migrated edges for $x = 1$ is approximately $\frac{|E|}{2}$.

The result (i.e., $\frac{|E|}{2}$) is significantly smaller than the random way, which may migrate $\frac{k}{k+1}|E|$ edges from $k$ to $k+1$ partitions in average, i.e., approximately $\frac{k}{k+1}|E|$ edges are migrated while $\frac{k}{k+1}|E|$ are kept in the same partition.

### 3.4 Graph Edge Ordering

To improve the partitioning quality of the chunk-based edge partitioning, the graph edge ordering orders the input edges in advance in such a way that closer edges in the graph have closer edge ids.

**Formulation of Graph Edge Ordering.** We formulate the graph edge ordering problem as an optimization problem. It is theoretically derived from the balanced $k$-way edge partitioning problem and the chunk-based edge partitioning.

According to Sec. 3.3, the replication factor of $k$ edge partitions generated by the chunk-based edge partitioning is represented as follows:

$$
\frac{1}{|V|} \sum_{p=0}^{k-1} V \left( E_{ch}^p \left( \sum_{x=0}^{p-1} \frac{|E|+x}{k} , \frac{|E|+p}{k} \right) \right)
$$

The goal of our problem is to minimize the replication factor for arbitrary $k$. Let $k_{min}$ be the upper bound and $k_{max}$ be the lower bound, i.e., $k_{min} \leq k \leq k_{max}$ (as discussed in the empirical analysis of the distributed graph systems and partitioning [53] [58], $k_{min}$ is typically less than ten while $k_{max}$ is closed to one hundred in practice). Thus, the objective is to find edge ordering which minimizes the summation of the above formula from $k = k_{min}$ to $k_{max}$.

**Definition 4 (Graph Edge Ordering I)** The objective of the graph edge ordering problem is formalized as follows:

$$
\min_{\phi \in \Phi} \frac{1}{|V|} \sum_{k=k_{min}}^{k_{max}} \sum_{p=0}^{k-1} V \left( E_{ch}^p \left( \sum_{x=0}^{p-1} \frac{|E|+x}{k} , \frac{|E|+p}{k} \right) \right),
$$

(1)
where \( k_{\text{min}} \geq 2; k_{\text{max}} \leq |E| \); and \( \Phi \) is the set of all orders for the edges.

**NP-hardness of Graph Edge Ordering Problem.** The graph ordering problem is NP-hard because the graph partitioning is already NP-hard when the number of partitions is fixed.

**Theorem 3 (NP-hardness)** The graph edge ordering problem is NP-hard if \(|E|\) is much larger than \( k_{\text{max}} \) so that less than \( k_{\text{min}} \) edges do not affect the optimized result.

**Proof** We first show that the graph edge ordering problem is NP-hard for single \( k \), i.e., \( k_{\text{min}} = k_{\text{max}} \). We then prove the general case of multiple \( k \), i.e., \( k_{\text{min}} < k_{\text{max}} \).

**Case of Single \( k \):** Suppose \( k_{\text{min}} = k_{\text{max}} = k \). The objective of the graph edge ordering problem is represented as follows:

\[
\min_{\phi} \frac{1}{|V|} \sum_{p=0}^{k-1} |V(E_{\phi} \left( \sum_{x=0}^{p-1} \left\lfloor \frac{|E|+x}{k} \right\rfloor + \left\lfloor \frac{|E|+p}{k} \right\rfloor \right))|.
\] (2)

Now, we define a function to convert the edge order into the partition, \( \text{I2Dp}: i \mapsto p \), as Algorithm 2. By using \( \text{I2Dp} \), we can generate new edge partitions from the edge orders in linear time.

**Algorithm 2:** Conversion from Edge ID to Partition

| **Input:** \( i \) – Ordered Edge ID | **Output:** \( p \) – Partition ID |
|-------------------------------------|----------------------------------|
| 1 \( \text{I2Dp}(i) \)             |                                  |
| 2 \( p \leftarrow 0; \text{cur} \leftarrow \left\lfloor \frac{|E|+p}{k} \right\rfloor \) |                                  |
| 3 \( \text{while } i < \text{cur} \) |                                  |
| 4 \( p \leftarrow p+1; \text{cur} \leftarrow \text{cur} + \left\lfloor \frac{|E|+p}{k} \right\rfloor \) |                                  |
| 5 \( \text{return } p \)           |                                  |

Suppose the order \( \phi_{\text{opt}} \) is the optimal solution for the graph edge ordering problem. Then, the edge partitions converted from \( \phi_{\text{opt}} \) via \( \text{I2Dp} \) is also the optimal solution for the edge partitioning problem in a case when \( z \approx 0 \) in Def. 2.

The reason is as follows. If the edge partitions converted from \( \phi_{\text{opt}} \) via \( \text{I2Dp} \) is not the optimal solution (more specifically, more than \( k_{\text{max}} \) edges are in the different partitions from the optimal partitions), then there exist another optimal edge partitions, \( \mathcal{E}_{k}^{\text{opt}} := \{ \mathcal{E}_{k}^{\text{opt}} \} \), which provides a better solution for the edge partitioning problem than \( \phi_{\text{opt}} \). Based on \( \mathcal{E}_{k}^{\text{opt}} \), we can generate new edge ordering \( \phi' \) in such a way that for \( p \)

\[
\mathcal{E}_{k}^{\text{opt}}[p] = \left\{ E_{\phi'}[b], E_{\phi'}[b+1], \ldots, E_{\phi'}[b + \left\lfloor \frac{|E|+p}{k} \right\rfloor - 1] \right\},
\]

where \( b := \sum_{x=0}^{p-1} \left\lfloor \frac{|E|+x}{k} \right\rfloor \). Since \( \mathcal{E}_{k}^{\text{opt}} \) provides the optimal solution,

\[
\text{RF}(\mathcal{E}_{k}^{\text{opt}}) := \frac{1}{|V|} \sum_{p=0}^{k-1} |V(\mathcal{E}_{k}^{\text{opt}}[p])|
\]

\[
= \frac{1}{|V|} \sum_{p=0}^{k-1} \left| V \left( E_{\phi} \left( \sum_{x=0}^{p-1} \left\lfloor \frac{|E|+x}{k} \right\rfloor + \left\lfloor \frac{|E|+p}{k} \right\rfloor \right) \right) \right|,
\]

is the isoptimal value. On the other hand, \( \phi_{\text{opt}} \) provides the optimal value of Eq. (2) as follows:

\[
\frac{1}{|V|} \sum_{p=0}^{k-1} \left| V \left( E_{\phi} \left( \sum_{x=0}^{p-1} \left\lfloor \frac{|E|+x}{k} \right\rfloor + \left\lfloor \frac{|E|+p}{k} \right\rfloor \right) \right) \right|.
\]

This is a contradiction to the assumption that \( \mathcal{E}_{k}^{\text{opt}} \) provides the better solution than \( \phi_{\text{opt}} \). Thus, \( \phi_{\text{opt}} \) can provide the optimal solution for the edge partitioning problem as well.

Therefore, the problem (2) is reducible to the balanced \( k \)-way edge partitioning problem, which is an NP-hard problem as proved in [9].

**Case of \( k_{\text{min}} < k_{\text{max}} \):** We explain the case when \( k_{\text{min}} = 2 \) and \( k_{\text{max}} = 3 \). The following discussion can be straightforwardly generalized to any \( k_{\text{min}} \) and \( k_{\text{max}} \).

According to Def. 3, we define a function, \( \text{Num}(k, p) \), for the normalized number of vertices involved in the chunks of edges as follows:

\[
\text{Num}(k, p) := \frac{1}{|V|} \left| V \left( E_{\phi} \left( \sum_{x=0}^{p-1} \left\lfloor \frac{|E|+x}{k} \right\rfloor + \left\lfloor \frac{|E|+p}{k} \right\rfloor \right) \right) \right|.
\]

Suppose \( k_{\text{min}} = 2 \) and \( k_{\text{max}} = 3 \), we will show the NP-hardness of the optimization problem as follows:

\[
\min_{\phi \in \Phi} \sum_{k=2}^{3} \sum_{p=0}^{k-1} \text{Num}(k, p) = \min_{\phi \in \Phi} \{ \text{Num}(2, 0) + \text{Num}(2, 1) + \text{Num}(3, 0) + \text{Num}(3, 1) + \text{Num}(3, 2) \}.
\] (3)

Here, based on the above discussion of the single \( k \), the following optimization problems are already proved to be NP-hard:

\[
\min_{\phi \in \Phi} \{ \text{Num}(2, 0) + \text{Num}(2, 1) \} \] (4)

\[
\min_{\phi \in \Phi} \{ \text{Num}(3, 0) + \text{Num}(3, 1) + \text{Num}(3, 2) \} . \] (5)

Suppose \( \phi_{\text{opt}} \) is the optimal order for (3), then the order can be also the optimal for (4) and (5). Thus, if (3) is not NP-hard, it is a contradiction to the NP-hardness of (4) and (5). Therefore, (3) is also NP-hard. To summarize, the graph edge ordering problem is NP-hard. □
4 Greedy Algorithm for Graph Edge Ordering

Due to the NP-hardness of the graph edge ordering problem, we require an approximation algorithm to solve the problem within an acceptable time. In this section, we propose a greedy algorithm for the graph ordering problem.

Our key idea is greedy expansion, as illustrated in Figure 4. The algorithm initially selects a single vertex at random and assigns orders to its neighbors from 0. After that, it greedily selects a vertex from the frontier vertices of the already ordered part so that the score of the objective function becomes the local minimum. Then, new orders are assigned to the neighbors of the selected vertex. The expansion is executed iteratively until all edges are ordered.

![Fig. 4 Greedy Expansion.](image)

To find the local optimum in each iteration, the greedy expansion needs to calculate the objective function (Eq. 1) for each vertex. However, Eq. (1) is defined only for the entire graph $G$, and cannot be computed for the partial ordered edges, $X^p(\subseteq E^p)$. Therefore, to define the objective function for the partial ordered edges, we extend the definition of the edge chunk such that $E^p(\subseteq E^p)$ is redefined as follows:

$$E^p(i, i') := \begin{cases} 1 & \text{if } \text{ID2P}_k(i') \neq \text{ID2P}_k(i+1) \text{ or } i = |E| - 1 \\ 0 & \text{otherwise} \end{cases}$$

where we extend the definition of the edge chunk such that $E^p(i', w) := E^p(0, w)$ for $i' < 0$.

Then, the objective of the graph edge ordering problem is redefined as follows:

$$\min_{i \in \mathcal{V}} \frac{1}{|\mathcal{V}|} \sum_{k=k_{\text{min}}}^{k_{\text{max}}} \sum_{i=0}^{|E|-1} f_k \left( i, \left\lfloor \frac{|E|+\text{ID2P}_k(i)}{k} \right\rfloor \right).$$

The following gives the correctness of the modification.

**Lemma 1** Definitions 4 and 5 are equivalent.

**Proof** In Eq. (6), according to the definition of $S_k(i)$, $f_k \left( i, \left\lfloor \frac{|E|+\text{ID2P}_k(i)}{k} \right\rfloor \right)$ is non-zero only if

$$i = \left\lfloor \frac{|E|}{k} \right\rfloor - 1, \left\lfloor \frac{|E|}{k} \right\rfloor + 1, \ldots, \left\lfloor \frac{|E|+1}{k} \right\rfloor - 1, \ldots, \left\lfloor \frac{|E|+x}{k} \right\rfloor - 1$$

Therefore,

$$\sum_{k=k_{\text{min}}}^{k_{\text{max}}} \sum_{i=0}^{|E|-1} f_k \left( i, \left\lfloor \frac{|E|+\text{ID2P}_k(i)}{k} \right\rfloor \right)$$

$$= \sum_{k=k_{\text{min}}}^{k_{\text{max}}} \sum_{i=0}^{k-1} \left( \sum_{p=0}^{p=|E|+x} f_k \left( \left\lfloor \frac{|E|+x}{k} \right\rfloor - 1, \left\lfloor \frac{|E|+p}{k} \right\rfloor \right) \right)$$

which is equal to Eq. (1). Therefore, Def. 4 and Def. 5 are equivalent. \( \square \)

Then, we extend the objective function in Def. 5 for the partial ordered edges, $X^p(\subseteq E^p)$, as follows:

$$\frac{1}{|\mathcal{V}|} \sum_{k=k_{\text{min}}}^{k_{\text{max}}} \sum_{i=0}^{|E|-1} f_k \left( X^p, i, \left\lfloor \frac{|E|+\text{ID2P}_k(i)}{k} \right\rfloor \right),$$

where

$$f_k \left( X^p, i, w \right) := S_k(i) \cdot \left\lfloor V \left( X^p_{ch}(i-w+1, w) \right) \right\rfloor,$$

$$X^p_{ch}(i-w+1, w) := \left\{ X^p[i-w+1], \ldots, X^p[i] \right\}.$$

Note that for $x \geq |X^p|$, $X^p[x]$ does not exist. These cases are defined as follows:

$$X^p_{\infty}(i-w+1, w) := \begin{cases} \{X^p[i-w+1], \ldots, X^p[|X^p|-1]\} & (i-w+1 \leq |X^p|) \\ \emptyset & (|X^p| < i-w+1) \end{cases}$$

In the remaining of this section, we first propose a baseline algorithm straightforwardly derived from Def. 5. Then, we propose an efficient algorithm for larger graphs, that provides the equivalent ordering result to the baseline’s one but is significantly faster.

4.1 Baseline Greedy Algorithm

Algorithm 3 shows the baseline greedy algorithm. The algorithm involves two main parts: greedy search and ordering. Each vertex is greedily selected in Lines 4–11. Then, its one-hop and two-hop neighbors are processed and appended to $X^p$ in Lines 12–17.
In the greedy search (Lines 4–11), the objective function (Eq. (1)) is calculated for every frontier vertex in the already ordered part (i.e., \(V_{\text{rest}} \cap V(X^0)\)), and then, a vertex which minimizes Eq. (1), \(v_{\min}\), is selected.

In the ordering part (Lines 13–17), the algorithm orders all of the \(v_{\min}\)’s one-hop-neighbor edges. Moreover, let \(\delta\) be the range of two-hop-neighbor edges to be considered. A two-hop-neighbor edge of \(v_{\min}\) is considered for ordering if its destination, \(w\), is involved in \(V(X^0)\) and \(|\{v,w\}\| = \min_{v,w} \{v,w\} \in V(X^0)\} \cdot |\delta - \delta|). Each neighbor edge is accessed in ascending order of the destination vertex id (we use the default vertex id of each dataset). The reason why such a two-hop neighbor may improve partitioning quality is due to the well-known property that: if vertex \(v\) and \(u\) are included in partition \(P\), then the vertex replications do not increase by adding \(e_{uv}\) to \(P\). It is commonly used in the existing methods [9][5][3][1][0][2][6].

For \(\delta\), we choose the size of the smallest chunk (i.e., \(\delta = 10^6 \times |E|/|V|\)) to maximize both the quality and performance as preliminary evaluated in Figure 5 (Replication Factor is the average value for \(k = 4, 8, 16, 32, 64, 128\). \(k_{\max} = 128\)).

**Algorithm 3: Baseline Greedy Algorithm**

**Input:** \(G(V, E)\) – Graph  
**Output:** \(X^\diamond\) – Ordered Edge List

1. \(X^\diamond \leftarrow \emptyset; i \leftarrow 0; V_{\text{rest}} \leftarrow V\)
2. while \(|V_{\text{rest}}| \neq 0\) do
   3. /* Greedy Search From Frontier Vertices */
      4. \(v_{\min} \leftarrow \emptyset; F_{\min} \leftarrow \infty\)
      5. if \(V_{\text{rest}} \cap V(X^\diamond) = \emptyset\) then
         6. \(v_{\min} \leftarrow V_{\text{rest}}.\text{RandomVertex}()\)
      7. else
         8. \(\text{for } v \in V_{\text{rest}} \cap V(X^\diamond) \text{ do}\)
            9. \(X^\diamond \leftarrow X^\diamond + \{N(v) \setminus X^\diamond\}\)
            10. \(F_v \leftarrow \sum_{k = \min_{\text{rest}}}^{E} \sum_{i = 0}^{k} f_k(X^\diamond, i, \lceil \frac{|E| + \delta i}{k} \rceil)\)
            11. if \(F_v < F_{\min}\) then \(F_{\min} \leftarrow F_v; v_{\min} \leftarrow v\)
      12. /* Assign New Edge Order */
      13. for \(e_{uv} \in E(N(v_{\min}) \cap X^\diamond)\) do
         14. \(X^\diamond[i] \leftarrow e_{uv}.i; i \leftarrow i + 1\)
      15. for \(e_{uw} \in E(N(u) \cap X^\diamond)\) do
         16. if \(w \in V(X^\diamond) \setminus \delta, \delta)\) then
            17. \(X^\diamond[i] \leftarrow e_{uw}.i; i \leftarrow i + 1\)
      18. \(V_{\text{rest}} \leftarrow V_{\text{rest}} \setminus \{v_{\min}\}\)
19. return \(X^\diamond\)

**Algorithm 4: PQ-based Fast Algorithm**

**Input:** \(G(V, E)\) – Graph  
**Output:** \(X^\diamond\) – Ordered Edge List

1. \(X^\diamond \leftarrow \emptyset; i \leftarrow 0; V_{\text{rest}} \leftarrow V; PQ \leftarrow \emptyset\)
2. \(D[v] \leftarrow |N(v)|, M[v] \leftarrow 0\) for each \(v \in V\)
3. while \(|V_{\text{rest}}| \neq 0\) do
   4. if \(PQ = \emptyset\) then \(v_{\min} \leftarrow V_{\text{rest}}.\text{RandomVertex}()\)
      5. else \(v_{\min} \leftarrow PQ.\text{dequeue}()\)
      6. if \(e_{uv} \in E(N(v_{\min}) \cap X^\diamond)\) do
         7. \(X^\diamond[i] \leftarrow e_{uv}.i; i \leftarrow i + 1\)
         8. \(D[u] \leftarrow D[u] - 1; M[u] \leftarrow i\)
         9. \(PQ.\text{update}(D[u], M[u], w)\)
      10. if \(w \in V(X^\diamond) \setminus \delta, \delta)\) then
         11. \(X^\diamond[i] \leftarrow e_{uw}.i; i \leftarrow i + 1\)
         12. \(D[w] \leftarrow D[w] - 1; D[u] \leftarrow D[w] - 1\)
         13. \(M[w] \leftarrow i; M[u] \leftarrow i\)
         14. \(PQ.\text{update}(D[w], M[w], u)\)
      15. if \(u \notin PQ\) then \(PQ.\text{enqueue}(D[u], M[u], u)\)
      16. else \(PQ.\text{update}(D[u], M[u], u)\)
      17. \(V_{\text{rest}} \leftarrow V_{\text{rest}} \setminus \{v_{\min}\}\)
18. return \(X^\diamond\)

**Theorem 4 (Efficiency of Baseline Algorithm)**

Efficiency of Algorithm 3 is \(O\left(k^2 |E| |V| k_{\max}\right)\), where \(k_{\max}\) is much larger than \(k_{\min}\) s.t. \(k_{\max} - k_{\min} \approx k_{\max}\).

**Proof** The outermost loop (Lines 2–18) computes \(O(|V|)\) iterations. In each iteration, the inner loop from Line 9 to 11 also computes \(O(|V|)\) iterations. Moreover, at Line 10 the summation requires \(O(|E| \cdot (k_{\max} - k_{\min}))\) while \(f_k(X^\diamond, i, \lceil \frac{|E|}{k} \rceil)\) requires \(O\left(k_{\max} |E| \cdot \frac{k_{\max} - k_{\min}}{k_{\max}}\right)\). Therefore, in total, it requires \(O\left(|V|^2 + |E| (k_{\max} - k_{\min}) \cdot \frac{k_{\max} - k_{\min}}{k_{\max}}\right)\) under the assumption that \(k_{\max} - k_{\min} \approx k_{\max}\). \(\square\)

4.2 Fast Algorithm Based on Priority Queue

We propose an efficient greedy algorithm based on the priority queue, which provides the equivalent result to the baseline algorithm (Algorithm 3). Although Algorithm 3 provides an approximate solution of the NP-hard problem, its computational cost (Theorem 4) is still high as the real-world graph is typically large, including billions of elements.
Algorithm 4 shows the efficient algorithm. Overall, its computation is the same as Algorithm 3 which begins with a random vertex. Then, the algorithm iteratively and greedily expands the ordered parts until all the edges are ordered.

The key difference from Algorithm 3 is that Algorithm 4 utilizes a priority queue, $PQ$, to evaluate the objective function (Eq. (7)) instead of calculating the equation for every frontier vertex in $V_{rest} \cap V(X^\phi)$. Specifically, $PQ$ uses a priority represented as follows:

$$p(v) := \alpha \cdot D[v] - \beta \cdot M[v],$$

where $\alpha := \sum_{k=k_{\min}}^{k_{\max}} \left\lfloor \frac{|E|}{k} \right\rfloor$ and $\beta := k_{\max} - k_{\min}$ are computed in advance of the greedy expansion. The frontier vertices are sorted in the ascending order by $p$. $D[v]$ ($v \in V$) is the $v$’s degrees for the rest of the edges (i.e., $D[v] := |N(v) \setminus X^\phi|$). $M[v]$ stores the latest order of an edge which involves $v$. $M[v]$ is updated each time a new edge order is assigned (Line 9 and Line 11 in Algorithm 4).

Figure 6 shows an example of the greedy expansion. After assigning the order to Edge C and Edge D, two frontier vertices, $v$ and $w$, exist in the graph. The algorithm selects $v$ and assigns $x + 3$ to Edge E because $p(w) < p(v)$. Then, $v$ and $w$ become the frontier. Then, $w$ is selected because $p(w) < p(v)$. The algorithm assigns $x + 4, x + 5, x + 6$ to Edge F, H, G, respectively. Finally, $v$ is selected. Then, Edge A and B are ordered to $x + 7$ and $x + 8$, respectively.

The equivalence of Algorithm 3 and Algorithm 4 is established by the following lemma. It shows that the calculation of Eq. (7) can be replaced into $PQ$.

**Lemma 2** Suppose $|E|$ is much larger than $k_{\max}$ such that $w := \left\lfloor \frac{|E|}{k} \right\rfloor = \left\lfloor \frac{|E| + (D[v] - 1)}{k} \right\rfloor$ and $D[v] < \frac{|E|}{k_{\max}}$ for $\forall v \in V$.

Then, $\forall v, u \in V_{rest} \cap V(X^\phi) \quad p(v) > p(u) \Rightarrow F_v > F_u$, where $F_v$ and $F_u$ are the value of Eq. (7) for $X^\phi + N(v)$ and $X^\phi + N(u)$ respectively, as shown in Line 13 of Algorithm 3.

**Proof** Suppose $X^\phi := X^\phi + N(v)$, $X^\phi := X^\phi + N(u)$.

$$F_v > F_u \iff F_v - F_u > 0$$

$$\iff \sum_{k=k_{\min}}^{k_{\max}} \left\lfloor \frac{|E| - 1}{k} \right\rfloor \left\{ f \left( X^\phi, i, w \right) - f \left( X^\phi, i, w \right) \right\} > 0$$

$$\iff \sum_{k=k_{\min}}^{k_{\max}} \left\lfloor \frac{|E| - 1}{k} \right\rfloor \left\{ |V(X_{v, i}^\phi (i-w+1, w))| - |V(X_{v, i}^\phi (i-w+1, w))| \right\} > 0$$

$$\iff \sum_{k=k_{\min}}^{k_{\max}} \left\lfloor \frac{|E| - 1}{k} \right\rfloor \{ \Delta V(v, i) - \Delta V(u, i) \} > 0, \quad (9)$$

where $\Delta V(v, i) := |V(X_{v, i}^\phi (i-w+1, w))| - |V(X_{v, i}^\phi (i-w+1, w))|$. 

Next, we will calculate $\Delta V(v, i)$ for $i \leq |X^\phi|$. Intuitively, $\Delta V(v, i)$ means the number of additional replicated vertices in a chunk when we select $v$ to expand the ordered edges. For each chunk determined by $i$, each additional replicated vertex comes from $v$ or $N(v)$. Thus, $\Delta V(v, i)$ can be represented by the sum of two functions:

$$\Delta V(v, i) = \chi(i) + n(i),$$

where $\chi(i)$ is the number of replicated vertices caused by $v$ and $n(i)$ is caused by $N(v)$.

First, $\chi(i)$ is the indicator function. If $X_{v, i}^\phi (i-w+1, w)$ already involves $v$, then the number of replicated vertices does not increase due to the additional $v$. Therefore, $\chi(i) = 0$. Specifically, this case appears if $i > M[v] + w$, because $X_{v, i}^\phi (i-w+1, w)$ involves an edge $e$ whose order is $M[v]$ (i.e., $\phi(e) = M[v]$). Otherwise, $\chi(i)$’s replication is newly added to the chunk $X_{v, i}^\phi (i-w+1, w)$, and thus $\chi(i) = 1$. Therefore, $\chi(i)$ is represented as follows:

$$\chi(i) = \begin{cases} 1 & \text{if } i \in [M[v] + w, |X^\phi| + D[v] + w] \\ 0 & \text{if } i \notin [M[v] + w, |X^\phi| + D[v] + w] \end{cases}$$

where we also consider a case that $i$ is larger so that $X_{v, i}^\phi (i-w+1, w)$ is empty. In this case, $\chi(i)$ is obviously 0.

Second, $n(i)$ is the number of the additional vertices derived from $N(v)$ in $X^\phi$. Its value can be represented as follows:

$$n(i) = \begin{cases} i - |X^\phi| & (|X^\phi| \leq i < |X^\phi| + D[v]) \\ D[v] & (|X^\phi| + D[v] \leq i < |X^\phi| + w) \\ D[v] + i - |X^\phi| + w & (|X^\phi| + w \leq i < |X^\phi| + D[v] + w) \\ |X^\phi| + D[v] + w - i & \text{otherwise} \end{cases}$$

Figure 7 shows an example of these cases. Suppose $v$ is selected in the greedy algorithm and new edge orders are assigned to $v$’s neighbor edges, $e_{v, i_1}$, $e_{v, i_2}$, $e_{v, i_3}$.
\begin{align*}
\sum_{i=|X^\phi|}^{|E|-1} \Delta V(v,i) &= \sum_{i=|X^\phi|}^{|X^\phi|+w+D[v]-1} \chi(i) + \sum_{i=|X^\phi|}^{|X^\phi|+w+D[v]-1} \bigl( |D[v]| - i + |X^\phi| + w \bigr) + \sum_{i=|X^\phi|+w+D[v]-1}^{|X^\phi|+w+D[v]-1} \bigl( |D[v]| - i + |X^\phi| + w \bigr) \\
&= wD[v] + |X^\phi| + D[v] - M[v].
\end{align*}

Let $\Delta D := D[v] - D[u]$ and $\Delta M := M[v] - M[u]$. Then,
\begin{align*}
\sum_{i=|X^\phi|}^{|E|-1} \{ \Delta V(v,i) - \Delta V(u,i) \} &= w\Delta D + \Delta D - \Delta M \\
&\sim w\Delta D - \Delta M \quad (\because w > \frac{|E|}{k_{\max}} \gg 1)
\end{align*}

Therefore,
\begin{align*}
p(v) &> p(u) \\
\Leftrightarrow \alpha \cdot D[v] - \beta \cdot M[v] &> \alpha \cdot D[u] - \beta \cdot M[u] \\
\sum_{k=k_{\max}}^{k_{\min}} (w \cdot D[v] - M[v]) &> \sum_{k=k_{\min}}^{k_{\max}} (w \cdot D[u] - M[u]) \\
\sum_{k=k_{\min}}^{k_{\max}} (w\Delta D - \Delta M) &> 0 \\
\sum_{k=k_{\min}}^{k_{\max}} \sum_{i=|X^\phi|}^{|E|-1} \{ \Delta V(v,i) - \Delta V(u,i) \} &> 0 \\
F_v &> F_u. \quad (\because (3))
\end{align*}

Thus, the lemma is proved. \(\square\)

Algorithm 4 significantly reduces the time complexity.

**Theorem 5 (Efficiency of Fast Algorithm)** Suppose $PQ$ be a standard priority-queue implementation, where dequeue, update or enqueue can be operated in $O(\log n)$. Then, time complexity of Algorithm 4 is $O(d_{\max}^2 |V| \log |V|)$, where $d_{\max}$ is the maximum degree.

\begin{proof}

The outermost loop (Lines 3–18) requires $O(|V|)$ for each vertex. Then, the innermost loop (Lines 4–7) needs $O(d_{\max})$ for each neighbors of $v_{\min}$. Finally, the innermost loop (Lines 10–15) requires $O(d_{\max})$ for each neighbors and $O(\log |V|)$ for updating $PQ$ at Line 15.

To sum up, the total time complexity of Algorithm 4 is $O(d_{\max}^2 |V| \log |V|)$. \(\square\)

\end{proof}

**5 Theoretical Analysis**

In this section, we provide a theoretical analysis for the upper bound of the partitioning quality achieved by our method. Our analysis focuses on the observation that in typical practical situations, the minimum partition size is much larger than the maximum degree of the graph. In this case, the number of new ordered edges in each iteration of Algorithm 4 becomes smaller than the smallest partition size. Based on this fact, we formulate the following theorem.

**Theorem 6 (Upper Bound of Partitioning Quality)** Consider that in each iteration of Algorithm 4 (Lines 3–18) the number of new ordered edges is smaller than the smallest partition size and that $\delta = \frac{|E|}{k_{\max} \log |V|} - 1$.

Let $E$ be ordered by Algorithm 4 and then partitioned into $k$ parts, $\mathcal{E}_k$, via chunk-based partitioning. Then, the replication factor, $RF_k$, for the $k$ edge partitions has an upper bound as follows:

$$RF_k := \frac{\sum_{p=0}^{k-1} |V(\mathcal{E}_k[p])|}{|V|} \leq |V| + |E| + k \cdot \frac{k_{\max}}{|V|}$$

\begin{proof}
Assume that $k$ is given in advance. We consider a new partitioning algorithm based on the ordering algorithm (Algorithm 4) and conversion function $\text{ID2P}_k(i)$ (Algorithm 2) as follows:

- Initially, the $k$ edge partitions, $\mathcal{E}_k$, are empty.
- Run Algorithm 4 and insert $i$-th ordered edge to $\mathcal{E}_k[\text{ID2P}_k(i)]$.

In the new partitioning algorithm, the edge partitions are incrementally determined from $\mathcal{E}_k[0]$, $\mathcal{E}_k[1]$, ..., to $\mathcal{E}_k[k-1]$. Obviously, the partitioning results obtained by the new partitioning algorithm is the same as the ones by our proposed method (i.e., completing Algorithm 4 before the chunk-based edge partitioning for $k$).

Let $t$ be an iteration counter for Lines 3–18 of Algorithm 4 and $\Phi(t)$ be a potential function over $t$ defined
as follows:

$$\Phi(t) := |V_{rest}(t)| + |E_{rest}(t)| + p_{rest}(t) + \sum_{p=0}^{k-1} |V(\mathcal{E}_k(t)[p])|,$$

where $V_{rest}(t)$ is a set of vertices adjacent to at least one non-ordered edge; $E_{rest}(t)$ is a set of non-ordered edges at $t$; $p_{rest}(t)$ is the number of partitions which still have spaces to insert edges; $\mathcal{E}_k(t)$ is a set of edge partitions at $t$.

Suppose the ordering algorithm terminates at $T$. We will show that (a) $\Phi(0) = |V| + |E| + k$, (b) $\Phi(T) = \sum_{p=0}^{k-1} V(\mathcal{E}_k[p])$, and (c) $\Phi(0) \geq \Phi(T)$.

For (c), we will show $\Phi(t) - \Phi(t-1) \geq 0$ for $0 < t \leq T$. Let $\Delta \Phi := \Phi(t) - \Phi(t-1)$, $\Delta V_{rest} := |V_{rest}(t)| - |V_{rest}(t-1)|$, $\Delta E_{rest} := |E_{rest}(t)| - |E_{rest}(t-1)|$, $\Delta p_{rest} := p_{rest}(t) - p_{rest}(t-1)$, and $\Delta V(\mathcal{E}) := \sum_{p=0}^{k-1} |V(\mathcal{E}_k(t)[p])| - \sum_{p=0}^{k-1} |V(\mathcal{E}_k(t-1)[p])|$

For $t$-th iteration where $v_{min}$ is selected for expansion, we define the number of $v_{min}$’s one-hop neighbor edges which are ordered at $t$ as $n_{one}$ and the number of $v_{min}$’s two-hop neighbor edges which are ordered at $t$ as $n_{two}$. For example in Figure 8, $v_{min}$ is selected and the edges are ordered from $x$ to $x + 9$. Here, $n_{one} = 3$ (Edges $x, x + 5, x + 9$) and $n_{two} = 7$ (Edges $x + 1, x + 2, x + 3, x + 4, x + 6, x + 7, x + 8$).

Then, $\Delta V_{rest} \leq -1$ because all of $v_{min}$’s neighbor edges are assigned at the iteration. $\Delta E_{rest} = -(n_{one} + n_{two})$ from the definition.

$\Delta p_{rest} = 0$ if all the ordered edges during the iteration are inserted to the same partition as the previous iteration and the partition has still have free space (Case A). Otherwise (Case B), i.e., if the partitioning set becomes full during the current iteration, then $\Delta p_{rest} = -1$. Note that during an iteration of the algorithm, there cannot be more than one partitioning set that becomes full due to the assumption that the number of new assigned edges in each iteration is smaller than the smallest partition size.

For $\Delta V(\mathcal{E})$, we consider Case A and B as well. In Case A, $\Delta V(\mathcal{E}) \leq 1 + n_{one} + n_{two}$ because $v_{min}$ may be newly inserted; $n_{one}$ vertices and up to $n_{two}$ vertices may be to the current partition. For example in Figure 8, $v_{1}(i = 0, 1, 2)$ are newly inserted as $n_{one}$ and $w_{i}(i = 0, ... 5)$ are as $n_{two} - 1 \leq n_{two}$.

In Case B, $\Delta V(\mathcal{E})$ satisfies the following equation:

$$\Delta V(\mathcal{E}) \leq 2 + (n_{one} + 2) + (n_{two} - 2). \quad (10)$$

As explained above in Case B, there cannot be more than one partitioning set that becomes full. This is translated into having up to two partitions at an iteration. Thus, let the two partitions be $\mathcal{E}_k[p_0]$ and $\mathcal{E}_k[p_1]$, where each edge is inserted to $\mathcal{E}_k[p_0]$ at first and then $\mathcal{E}_k[p_1]$ after splitting.

The first “2” in Eq. (11) means that $v_{min}$ may be inserted to up to two partitions ($\mathcal{E}_k[p_0]$ and $\mathcal{E}_k[p_1]$). The second “$n_{one} + 2$” in Eq. (10) means that $n_{one}$ vertices are inserted to either $\mathcal{E}_k[p_0]$ or $\mathcal{E}_k[p_1]$. In addition, up to two of $n_{one}$ vertices may be inserted to both $\mathcal{E}_k[p_0]$ and $\mathcal{E}_k[p_1]$. This is because there may be up to two partitions at an iteration.

The splitting point be between $i$ and $i + 1$. The last “$n_{two} - 2$” in Eq. (10) means that up to $n_{two}$ vertices are inserted to either $\mathcal{E}_k[p_0]$ or $\mathcal{E}_k[p_1]$. But at least the last two edges for $\mathcal{E}_k[p_0]$ (i.e., $i - 1$-th and $i$-th edges) never increase the number of duplicated vertices. This is because the two-hop vertices adjacent to $i - 1$-th and $i$-th edges must belong to $\mathcal{E}_k[p_0]$. The above is proved as follows.

Let the two-hop vertices adjacent to $i - 1$-th and $i$-th edges be $w$ and $w'$, $X^w$ be the ordered edges up to $i$-th edge. Note that $w$ and $w'$ must be in $V(X^w_{ch}(i + \delta, \delta))$ and $V(X^w_{ch}(i + 1 - \delta, \delta))$ respectively, due to the condition in Line 11 of Algorithm. Then, according
to the assumption that \( \delta = \left\lfloor \frac{|E|}{k_{\max}} \right\rfloor - 1, w \) is in
\[
V \left( X_\alpha \left( i - \left( \frac{|E|}{k_{\max}} \right) \right) \right)
= V \left( X_\alpha \left( i + 1 - \left( \frac{|E|}{k_{\max}} \right) \right) \right)
\leq V \left( X_\alpha \left( i + 1 - \left( \frac{|E| + p_0}{k_{\max}} \right) \right) \right)
\leq V \left( X_\alpha \left( i + 1 - \left( \frac{|E| + p_0}{k} \right) \right) \right)
= V(\mathcal{E}_k[p_0])
\]
Similarly, \( w' \) is also in \( V(\mathcal{E}_k[p_0]) \).

For example in Figure 8, the ordered edges are split between \( x \) and \( x + 4 \) (\( \mathcal{E}_k[p_0] \) is red, \( \mathcal{E}_k[p_1] \) is green). In this case, \( v_{min} \) is inserted to both \( \mathcal{E}_k[p_0] \) and \( \mathcal{E}_k[p_1] \). \( u_0 \) and \( u_1 \) are also inserted to both, but \( u_2 \) is inserted only to \( \mathcal{E}_k[p_1] \). \( u_0 \sim u_5 \) are inserted to either \( \mathcal{E}_k[p_0] \) or \( \mathcal{E}_k[p_1] \), but \( w_0 \) and \( w_1 \) are not duplicated because they include edges which have already been assigned to \( \mathcal{E}_k[p_0] \). Thus, in total, \( \Delta V(\mathcal{E}) = 2 + 2 + 2 + 1 + 4 = 11 \), which is smaller than \( 2 + (n_{one} + 2) + (n_{two} - 2) = 12 \).

Then, to summarize the above discussion, \( \Delta \Phi \) can be calculated as follows:
\[
\Delta \Phi = \Delta V_{rest} + \Delta E_{rest} + \Delta p_{rest} + \Delta V(\mathcal{E})
\leq -1 - (n_{one} + n_{two}) - 1 + 2 + (n_{one} + 2) + (n_{two} - 2) \quad \text{(Case A)}
\leq -1 - (n_{one} + n_{two}) - 1 + 2 + (n_{one} + 2) + (n_{two} - 2) \quad \text{(Case B)}
\]
\[
\Delta \Phi = 0
\]
Therefore, \( \Delta \Phi \leq 0 \) and thus (c) hold.

Based on (a), (b), (c), we establish the following equation:
\[
R_{F_k} := \sum_{p=0}^{k-1} \frac{|V(\mathcal{E}_k[p])|}{|V|} = \frac{\Phi(T)}{|V|} \leq \frac{\Phi(0)}{|V|} = \frac{|V| + |E| + k}{|V|}
\]
Finally, the theorem is proved. \( \square \)

**Comparison to Existing Upper Bounds.** We compare our upper bound to the existing edge partitioning methods. Our method provides an upper bound for general graphs, but most of the existing methods provide an upper bound only for power-law graphs. Thus, we apply our upper bound to the power-law graph.

By using Clauset’s power-law model [34], we model a graph, \( G_\alpha(V, E) \), satisfying the following condition:
\[
Pr[d] = d^{-\alpha} \cdot \zeta(d, d_{min})^{-1}, \quad (11)
\]
where \( Pr[d] \) is the probability that vertex’s degree becomes \( d \); \( \alpha \) is the scaling parameter (typically, \( 2 < \alpha < 3 \) for real-world graphs); \( \zeta(d, d_{min}) \) is the generalized/Hurwitz zeta function; and \( d_{min} \) is the minimum degree. We assume that \( d_{min} = 1 \) (then, \( \zeta(d, d_{min}) \) becomes Riemann zeta function) and that for any \( k, |V| \gg k \) s.t. \( k/|V| \approx 0 \).

The expected value of the upper bound for \( G_\zeta \) is formalized as follows:
\[
E \left[ \frac{|V| + |E| + k}{|V|} \right] \approx 1 + E \left[ \frac{|E|}{|V|} \right] = 1 + (G_\zeta’s \text{ mean degree})^2
\approx 1 + \frac{1}{2} \cdot \zeta(\alpha - 1, 1)^2
\]
where the last equation is given by the mean value of the zeta distribution.

Table 2 shows the calculation results under various \( \alpha \) when \( k = 256 \). We calculate the existing upper bounds on \( |E| \). \( NE \) provides the best quality. Our method is the second best and its score is very similar to \( NE \). The quality gap between the top two methods and the other ones is significant especially when \( \alpha \) is small (i.e., a graph is more skewed). Also, the small quality difference between our method and \( NE \) is due to the fact that our method can be applied with arbitrary \( k \) values while \( NE \) is restricted with the fixed \( k \). Such trends also appear in the empirical result in Sec. 6.

Table 2: Theoretical Upper Bound of Replication Factor in Power-law Graph (256 Partition, \(|V| = 10^9\)).

| Partitioner | \( \alpha = 2.2 \) | 2.4 | 2.6 | 2.8 |
|-------------|----------------|------|------|------|
| Random (1D-hash) | 5.88 | 3.46 | 2.64 | 2.23 |
| Grid (2D-hash) | 4.82 | 3.13 | 2.47 | 2.13 |
| DBH (12) | 5.59 | 3.21 | 2.43 | 2.05 |
| HDRF (13) | 5.36 | 4.23 | 3.61 | 3.24 |
| NE (9) | 2.81 | 1.68 | 1.31 | 1.13 |
| BVC (20) | 11.10 | 6.39 | 4.85 | 4.10 |
| Proposed Method | 2.88 | 1.92 | 1.88 | 1.75 |

6 Evaluation

In this section, we provide a comprehensive evaluation of our two proposed methods: the graph edge ordering and the chunk-based edge partitioning.

Our main results are summarized as follows:

**Highest Scaling Efficiency.** The chunk-based edge partitioning is significantly faster than the existing methods. Even compared to the very efficient simple hashing method, the chunk-based edge partitioning is over three orders of magnitude faster.
Similar Partitioning Quality to the Best Graph Partitioning Method. The quality of edge partitions that the graph edge ordering and the chunk-based edge partitioning generate is comparable to the high-quality but time-consuming $k$-way graph partitioning methods. The quality-loss due to variable $k$ in our method is small.

Highest Partitioning Quality Compared to Graph Ordering Methods. Among the existing ordering methods, the graph edge ordering delivers the best improvement to the partitioning quality of the chunk-based edge partitioning.

Acceptable Preprocessing Time. Due to the efficient greedy algorithm, the elapsed time for the graph edge ordering is similar to the other ordering methods. It can order billion-edge graphs within an acceptable time.

Performance Improvement in Distributed Graph Applications. Edge partitions generated by the chunk-based edge partitioning and the graph edge ordering highly improve the performance of the distributed graph applications (SSSP, WCC, and PageRank) due to the large reduction of communication volumes.

Moreover, the evaluation result for the migration cost and the scalability of our proposed algorithm are shown as additional experiments.

6.1 Experimental Frame

Graph Data Sets. We use various types of real-world large graphs (over 1 million vertices) provided by SNAP and KONECT as summarized in Table 3. Road-CA is the road network of California. Skitter is the internet topology graph of autonomous systems. Patents is the citation network. Pokec, Flickr, LiveJ., Orkut, Twitter, and Friends are online social networks in each service. Road-CA is a non-skewed graph, whereas the others are skewed graphs, namely, they have skewed degree distribution.

Comparing Methods. We compare our two methods with 15 existing methods, as shown in Table 4 and Table 5. We refer to the chunk-based edge partitioning as CEP, and to the efficient greedy algorithm (i.e., Algorithm 4) for the graph edge ordering as GEO. We classify all the methods into five categories: dynamic scaling, edge/vertex partitioning, and edge/vertex ordering.

Table 3 Datasets (M = Million, B = Billion)

| Dataset | $|V|$ | $|E|$ | Type    |
|---------|-----|-----|---------|
| Road-CA | 1.96 M | 2.76 M | Traffic |
| Skitter | 1.70 M | 11.09 M | Internet |
| Patents | 3.77 M | 16.51 M | Citation |
| Pokec  | 1.63 M | 30.62 M | Social Net. |
| Flickr  | 2.30 M | 33.14 M | Social Net. |
| LiveJ.  | 4.8 M | 68 M | Social Net. |
| Orkut   | 3.1 M | 117 M | Social Net. |
| Twitter | 41.6 M | 1.46 B | Social Net. |
| Friends | 65.6 M | 1.80 B | Social Net. |

Table 4 Graph Partitioning Methods.

| Method | Part by | Description                        |
|--------|---------|------------------------------------|
| BVC    | Edge    | State-of-the-art dynamic scaling   |
| NE     | Edge    | Highest-quality offline method     |
| DBH    | Edge    | Degree-based hashing method        |
| HDRF   | Edge    | High-Degree Replicated First       |
| 1D/2D  | Edge    | 1D / 2D random hash                |
| MTS    | Vertex  | METIS                              |
| CVP    | Vertex  | Chunk-based vertex partitioning    |
| CEP    | Edge    | Chunk-based edge partitioning      |

Table 5 Graph Ordering Methods

| Method | Order by | Description                  |
|--------|----------|------------------------------|
| GO     | Vertex   | Optimized to L1-cache        |
| RO     | Vertex   | RabbitOrder                  |
| RGB    | Vertex   | Recursive Graph Bisection    |
| LLP    | Vertex   | Layered Label Propagation    |
| RCM    | Vertex   | Reverse Cuthill–McKee        |
| DEG    | Vertex   | Simple degree sorting        |
| DEF    | Vertex   | Default ordering             |
| GEO    | Edge     | Proposed Greedy Algorithm    |

Computational Infrastructure. We use Ubuntu server (ver. 18.04) with dual sockets of Intel Xeon CPU E5-2697 v4 (18 cores per socket, 2.30GHz) and 500GB RAM. All the programs except for LLP and HDRF are
written in C/C++, which we compile via GCC 7.4.0 with -O3 optimization flag. For LLP and HDFR, we use OpenJDK version 11.0.4 on 400GB JVM memory. Although some of the algorithms, such as RO or BVC, support the parallel execution, all the programs are run on a single core for a fair comparison. The parallelization of our methods, especially GEO, is an interesting problem but out of scope in this paper. We list it as our future work in Sec. 7.

**Parameters.** According to the existing experimental studies on distributed graph processing systems and graph partitioning [53, 58], the number of distributed processes (i.e., partitions) for graph applications usually ranges from less than 10 to around one hundred. Thus, in the evaluation, we change the number of partitions, k, from 4 to 128. For GEO, k_{min} and k_{max}, as defined in Def. 4 of Sec. 5.1 are 4 and 128, respectively.

### 6.2 Comparison with Graph Partitioning

We compare our methods to the existing graph partitioning methods and dynamic scaling methods, as shown in Table 4. Note that for 128 partitions, NE and MST cannot correctly execute FriendSter, nor can NE do Twitter. For BVC, we run the algorithm as k is 4 \(\rightarrow\) 8 \(\rightarrow\) 16 \(\rightarrow\) 32 \(\rightarrow\) 64 \(\rightarrow\) 128, and we set the balance factor \(\epsilon = 0.001\) as defined in Def. 2.

**Scaling Efficiency.** Efficiency is measured by the elapsed time. Figure 9 shows the elapsed time for each method. In BVC, we measure the repartitioning time from the previous partitions (e.g., for \(k = 8\), time from \(k = 4\) to \(k = 8\) is used.). We ignore the initialization phase, such as, data loading and graph construction, and the graph data migration phase.

As expected, CEP is significantly faster than the others due to its \(O(1)\) time complexity. It is over 1,000 times faster than the other methods for all the data sets. Also, the performance of CEP is not changed with the increase of the graph size, which is a consistent result to Theorem 1. In the other existing methods, even for the very simple partitioning, such as 1D/2D or CVP, each edge needs to be processed one-by-one, resulting in that the elapsed time increases proportionally to the graph size.

**Partitioning Quality Compared to Graph Partitioning Methods.** The partitioning quality is measured by the replication factor, as discussed in Def. 2 of Sec. 2.2. The replication factor is the normalized number of the replicated vertices among partitions. The best score is 1.0. For the comparison of the partitioning quality with the vertex partitioning method (i.e., MTS), we convert the vertex-partitioned graph into the edge-partitioned one as demonstrated in [8], that is, each vertex is randomly assigned to one of its adjacent vertices’ partitions. Our proposal is GEO + CEP, where edges are ordered by GEO in advance and partitioned by CEP.

Figure 10 shows the result. Overall, GEO + CEP delivers the second-best quality next to NE, and these scores are similar. The quality of GEO + CEP is much better than hash-based methods, such as, BVC, DBH, 1D, and 2D. Even compared to the high-quality vertex partitioning (i.e., MTS), GEO + CEP is always better except for Road-CA, whose graph structure is not so complicated that each result can be different. Its quality is almost 1.0 in MTS, NE, and GEO + CEP.

### 6.3 Comparison with Graph Ordering

**Partitioning Quality Compared to Graph Ordering Methods.** Figure 11 shows the quality evaluation of the graph ordering methods. All the existing methods are vertex ordering. Thus, we partition the ordered vertices via CVP and generate vertex partitions. For quality comparison, we convert vertex partitions into edge partitions in the same way as the previous subsection.

Overall, GEO + CEP is always better than the other ordering methods. Especially, the improvement is significant in Orkut, where the replication factor is totally high, meaning that, it is difficult to get good partitions. RO and LLP become the similar quality to GEO + CEP in Road-CA and Flickr. This is because these two methods capture ‘general’ data locality (i.e., network modularity in RO and community structure in LLP) rather than to solve some problems highly specific to its purpose (i.e., GO is for the L1-cache utilization; and RGB is for graph compression). In Road-CA and Flickr, these general localities become similar to one derived from the graph edge ordering.

The high quality of GEO + CEP essentially comes from the design of the priority (Eq. (8)) derived from the objective of the graph edge ordering problem (Eq. 1 and Eq. 8). This is due to the fact that some of the existing ordering methods, such as RCM and GO, are based on BFS and an algorithm very close to ours. Our priority differentiates the partitioning quality of GEO + CEP from that of the existing methods.

**Preprocessing Time.** We compare the elapsed time of each ordering method. Figure 12 shows the result. Although GEO is not the best performance compared to the simple methods, such as RCM and DEG, its performance is similar to the other ordering methods such as GO, RGB, and LLP. The graph edge ordering can preprocess the billion-scale graphs (Twitter and FriendSter) within an acceptable time.
6.4 Effect on Distributed Graph Analysis

We briefly evaluate the effect of our dynamic scaling method on three common benchmarking graph applications with different workload characteristics: SSSP, WCC, and PageRank. SSSP is the lightest workload, starting from Vertex 0 in this evaluation; WCC is the middle one; PageRank is the heaviest one, where all vertices communicate with their neighbors at each iteration (the number of iterations is set to 100). We integrate our method to PowerLyra [5] (forked from PowerGraph [3]) and compare it with four methods in the system: 1D (Random), 2D (Grid), Oblivious, and Hybrid Ginger. For a more comprehensive and detailed analysis of the effect of the partitioning quality on distributed graph applications, please refer to the previous experimental researches [53, 58]. The result of this evaluation is consistent with these researches.

We use two metrics: the elapsed time (TIME) and the communication volume (COM), as well as three metrics for the quality: the replication factor (RF), the edge balance (EB), and the vertex balance (VB). Specifically, let a balance factor among partitions \( p \in P \) be \( B(\{|E_p|\}) := \frac{\max \bar{x} - \min \bar{x}}{\bar{x}}, \) where \( \bar{x} := \frac{\sum x_p}{|P|}. \) Then, EB and VB are defined as \( B(|E_p|) \) and \( B(|V(E_p)|) \), respectively. Note that EB is the actual value of \( 1 + \epsilon \) as defined in Def. 2.

We evaluate our proposed approach in two different ways: (i) measuring the performance of applications and (ii) measuring the performance of the entire system including dynamic scaling.

6.4.1 Application Performance

Table 3 shows the result on 36 partitions (one physical core per partition) without dynamic scaling by using the three large graphs (Orkut, Twitter, and FriendSter). For the elapsed time (TIME), we measure the time only.
We evaluate the entire performance of PageRank (100 iterations) including the setup such as system initialization, graph (re)partitioning, data migration, and graph (re)construction.

**Dynamic Scaling Scenario.** We use two scenarios: ScaleOut and ScaleIn. In ScaleOut, a process is added each 10 iterations from 26 processes. Thus, the number of partitions is changed as follows: 26 → 27 → ... → 36. In ScaleIn, a process is removed each 10 iterations from 36 processes. Thus, the number of partitions is changed as follows: 36 → 35 → ... → 26.

**Result.** We show the total elapsed time (ALL) and the breakdown of its three constituent components (INIT, APP, and SCALE). INIT is the initialization time including system setup, data loading, initial partitioning and graph construction. APP is the application time for PageRank computation. SCALE includes the repartitioning, data migration (structural data and intermediate values), and graph reconstruction.

As shown in Table 7 our method significantly outperforms the others in ALL due to the large performance improvement not only in APP but also in INIT and SCALE. INIT, the improvement mainly comes from the efficient partitioning and data loading from the file system. In our method, the partitioning can be computed by directly loading from the file system without any data shuffling among the distributed processes. Whereas, in the other methods, the partition of each edge of a graph needs to be processed one-by-one after data loading. In SCALE, the improvement is mainly due to the efficient repartitioning as discussed in Theorem 1.

### 6.4.3 Additional Experiment

**Migration Cost.** We evaluate the migration cost in dynamic scaling (ScaleOut and ScaleIn in the previous section). We use three methods for the comparison: BVC, 1D, and CEP. BVC is designed for the efficient migration as its objective is defined as the minimization of the migration cost. 1D is a representative of the other partitioning methods that do not take the migration cost into account. Each partitioned edge may basically move to any of the other partitions.
Table 6 Evaluation of Graph Applications on 36 Partitions. TIME unit is sec. COM unit is GB.

| Quality | SSSP | WCC | PageRank |
|---------|------|-----|----------|
| BF 23.91, EB 1.00, VB 1.00 | TIME 5.29, COM 8.51 | TIME 22.0, COM 22.5 | TIME 67.6, COM 16.7 |
| 1D | | | |
| 2D (Grid) 9.16, 1.01, 1.01 | 3.93, 4.30 | 13.67, 9.5 | 130, 69.7 |
| Oblivious 16.35, 1.23, 1.01 | 4.43, 6.27 | 17.0, 15.62 | 168, 112 |
| Hybrid Ginger 11.56, 1.37, 1.05 | 3.95, 8.25 | 13.5, 12.5 | 106, 56.2 |
| GEO+CEP 2.98, 1.00, 1.32 | 2.89, 0.52 | 8.20, 1.99 | 66.6, 15.6 |
| 1D | | | |
| 2D (Grid) 14.11, 1.00, 1.00 | 47.5, 74.1 | 136, 126 | 2045, 1262 |
| Oblivious 11.04, 1.05, 1.01 | 38.4, 61.4 | 108, 100 | 1630, 985 |
| Hybrid Ginger 4.20, 1.21, 1.06 | 22.0, 75.8 | 64.9, 73.8 | 717, 319 |
| GEO+CEP 2.20, 1.00, 2.92 | 17.6, 6.11 | 47.6, 16.2 | 518, 130 |
| Twitter | | | |
| 1D | 14.46, 1.00, 1.00 | 81.7, 112 | 389, 297 | 3661, 2160 |
| 2D (Grid) 6.74, 1.00, 1.00 | 52.5, 63.2 | 261, 140 | 1985, 983 |
| Oblivious 10.91, 1.00, 1.00 | 66.9, 90.1 | 306, 224 | 2609, 1567 |
| Hybrid Ginger 7.28, 1.14, 1.10 | 51.2, 117 | 241, 181 | 1652, 812 |
| GEO+CEP 2.44, 1.00, 3.04 | 39.7, 11.4 | 169, 31.1 | 963, 214 |

Table 7 Overall Time (ALL) and its Breakdown (INIT, APP, SCALE) for PageRank with Dynamic Scaling (sec.).

| Quality | ScaleOut | ScaleIn |
|---------|----------|---------|
| | ALL | INIT | APP | SCALE | ALL | INIT | APP | SCALE |
| BF 301, EB 6.8, VB 220.2 | 72.9 | 298 | 8.0 | 216.8 | 72.8 |
| 1D | | | | | | | |
| Oblivious 282 | 7.8 | 184.0 | 89.4 | 279 | 7.7 | 181.9 | 88.7 |
| Hybrid Ginger 205 | 9.0 | 105.2 | 90.4 | 219 | 9.6 | 160.3 | 93.5 |
| GEO+CEP 98 | 2.4 | 71.5 | 21.7 | 98 | 4.8 | 70.7 | 22.1 |
| Twitter | | | | | | | |
| 1D | 2903 | 75 | 2042 | 769 | 2843 | 86 | 1979 | 771 |
| Oblivious 2903 | 95 | 1673 | 1030 | 2767 | 91 | 1643 | 1029 |
| Hybrid Ginger 1673 | 114 | 602 | 955 | 1853 | 290 | 603 | 958 |
| GEO+CEP 837 | 37 | 541 | 257 | 854 | 54 | 532 | 264 |
| Orkut | | | | | | | |
| 1D | 4937 | 117 | 3851 | 1228 | 4974 | 123 | 3569 | 1274 |
| Oblivious 4607 | 126 | 2990 | 1482 | 4576 | 146 | 2934 | 1488 |
| Hybrid Ginger 3700 | 198 | 1583 | 1915 | 3684 | 199 | 1562 | 1917 |
| GEO+CEP 1512 | 56 | 1035 | 418 | 1487 | 49 | 1007 | 429 |

Fig. 13 Total # of Migrated Edges in ScaleOut and ScaleIn.

Figure 13 shows the number of migrated edges in the two scenarios. BVC and CEP are almost the same number, outperforming 1D. This is due to the fact that the migration methods in BVC and CEP are very similar, where their difference is to align the edges to the ordering id space (CEP) or to the hash ring in consistent hashing (BVC). In both methods, edges are split into the continuous chunks, and thus, the number of migrated edges is almost the same.

Figure 14 shows the actual elapsed time to migrate the edges and their values under the different network performances and sizes of each edge value. We evaluate the different network bandwidth from 1Gbps to 32Gbps according to the instance specifications in Amazon EC2 [72]. The size of value per edge is changed from 0 to 32 bytes.

In contrast to the number of migrated edges, CEP and 1D outperform BVC. This is because, in BVC, the edges are communicated in two phases: the initial migration and refinement for balancing edges. The refinement includes a lot of barrier synchronizations to share the edge balanceness among the distributed processes, especially in small ε and k. BVC is considered to be more appropriate for larger ε and k as evaluated in [20].
(where $\epsilon$ is around 100 times bigger than our case, $k$ is over 100). On the other hand, in CEP and 1D, the graph data are communicated in the single data shuffling and do not include the multiple global synchronizations.

An interesting insight from the evaluation is that the performance difference/improvement in data-migration time is relatively small even though the number of migrated edges is largely different and the data migration itself is time-consuming (in some cases, it is slower than the partitioning time). In contrast, the partitioning time as shown in Figure 9 exhibits a lot of variation in each of the methods examined, and thus its performance improvement may substantially influence the overall workload.

**Scalability.** Figure 15 shows the scalability of GEO. We use RMAT, a common synthetic model for social networks [72]. According to the real-world social networks in Table 3, we change Edge Factor of RMAT (i.e., average degree) from 16 to 40 and the graph size up to 10 billion-edge scale. Overall, the performance changes linearly as the increase of the graph size. However, GEO as well as its other counterparts (i.e., high-quality graph partitioning and graph ordering methods) have a scalability limitation. That is, if the preprocessing time is very large (e.g., due to the large graph size), whereas the actual analysis time is relatively small (e.g., due to the high parallelization), then the benefit by the preprocessing cannot be amortized. Such a limitation gives us the motivation to devise parallel and distributed algorithms to speed up GEO. This is listed as our future work in Sec. 7.

7 Conclusion and Future Work

In this paper, we presented a novel approach to the dynamic scaling of graph partitions. Our idea is based on the graph edge ordering and the chunk-based edge partitioning. The former is the preprocessing method to provide high-quality partitions. The latter is the very fast $O(1)$ partitioning algorithm. We show that the maximization of the partitioning quality via graph edge ordering is NP-hard. We proposed an efficient greedy algorithm to solve the problem within an acceptable time for large real-world graphs. As a result, once the preprocessing is done, our dynamic scaling method is between three to eight orders of magnitude faster than the other existing methods while achieving high partitioning quality, which is similar to the best existing method.

There are mainly four future directions for our work. First, the graph edge ordering needs to support the dynamic change of graph structures. The requirement to reconfigure the number of partitions and recompute the graph analysis is higher for such dynamic graphs. Second, a parallel and distributed algorithm of the graph edge ordering will be investigated. The current sequential algorithm cannot handle extremely large graphs, such as trillion-edge graphs. Third, the application to more complicated and time-consuming distributed graph processing, such as graph-based machine learning, is a very interesting and attractive problem. Finally, the extension to more complicated graphs, such as, weighted-vertex/edge graphs, hyper graphs, property graphs, temporal graphs, will be investigated.
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