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Abstract
In this paper, we extend techniques developed in the context of the Travelling Salesperson Problem for cycle problems. Particularly, we study the shrinking of support graphs and the exact algorithms for subcycle elimination separation problems. The efficient application of the considered techniques has proved to be essential in the Travelling Salesperson Problem when solving large size problems by Branch-and-Cut, and this has been the motivation behind this work. Regarding the shrinking of support graphs, we prove the validity of the Padberg–Rinaldi general shrinking rules and the Crowder–Padberg subcycle-safe shrinking rules. Concerning the subcycle separation problems, we extend two exact separation algorithms, the Dynamic Hong and the Extended Padberg–Grötschel algorithms, which are shown to be superior to the ones used so far in the literature of cycle problems. The proposed techniques are empirically tested in 24 subcycle elimination problem instances generated by solving the Orienteering Problem (involving up to 15,112 vertices) with Branch-and-Cut. The experiments suggest the relevance of the proposed techniques for cycle problems. The obtained average speedup for...
the subcycle separation problems in the Orienteering Problem when the proposed techniques are used together is around 50 times in medium-sized instances and around 250 times in large-sized instances.

**Keywords** Cycle problem · Branch-and-Cut · Shrinking · Exact separation · Subcycle elimination · Gomory–Hu tree

**Mathematics Subject Classification** 05C38 · 90C10 · 90C57

1 Introduction

The Travelling Salesperson Problem (TSP) has been the source and the testbed of the most important techniques developed for the exact solution of combinatorial optimization problems. These techniques have been principally developed in the context of the Branch-and-Cut (B&C) algorithm, which combines the Branch-and-Bound (B&B) and the cutting-planes methods, see Applegate et al. (2007) for an historical overview. Eventually, many of these techniques have been successfully adapted to other related problems. However, there are procedures, such as the support graph shrinking and some separation algorithms, that are strongly dependent on the problem peculiarities. As a consequence, these techniques might not have been adapted yet, or there might still be room for further improvements.

As TSP is the most well-known cycle problem, we motivate the goals of this paper focusing on this problem. When a B&B algorithm is used to exactly solve the TSP, which is an Integer Program (IP), the cutting-planes method arises as a natural strategy to handle at least two situations: the exponential number of constraints of the model and the consequences of the linear relaxation of the integer problem. Recall that in a B&B algorithm the branching decisions are made guided by a sequence of Linear Program (LP). These LPs are principally obtained by relaxing the integrality and fixing the variables according to the preceding branching decisions.

Within this approach, the cutting-planes method is required due to the fact that, in order to define a TSP model, an exponential number of constraints in terms of the number of vertices in the TSP is needed, see Padberg and Sung (1991). In order to deal with this situation, the exact algorithm is initialized with a subproblem of the LP, let us call this $L P_0$, that considers a controlled number of constraints. During the algorithm, the excluded constraints are added to $L P_0$ only if they are required, i.e., if they are violated by the solution of the $L P_0$. The second reason to consider the cutting-planes method is that since the variables in the linear relaxation of the TSP are considered continuous instead of integers, new families of valid inequalities arise (inequalities that are satisfied by all the cycles), also called cuts, that are not linear combinations of the constraints defining the TSP. Since the number of branch nodes needed to visit by the algorithm is reduced, the cutting-planes are very valuable to decrease the solving time of a B&B algorithm.

Computationally, the most expensive part of the cutting-planes method is to solve the separation problems. Given a solution of the $L P_0$ and an inequality family, the separation problem for the given family consists of finding either the violated inequalities of the family or a certificate that no violated inequality of the family exists.

The difficulty of efficiently solving the separation problems becomes evident when the number of vertices of the problem increases. It is well known that, in practice, even a polynomial time separation algorithm might turn out to be inefficient for certain families. To mitigate
In the top, a flowchart of a generic Branch-and-Cut algorithm. BRANCH is an oracle which returns an unevaluated node in the branching tree. At each action box of the flowchart the subproblem $L P_0$ is updated and solved. In the bottom, the detailed separation algorithm (SEP) without and with shrinking.

This practical issue, a technique known as shrinking has been exploited in the TSP, see Crowder and Padberg (1980), Padberg and Rinaldi (1990b) and Grötschel and Holland (1991). Shrinking consists of safely simplifying, i.e., without losing all the violated inequalities of the family, the support graph generated by the solution of the $L P_0$. This way, considering that, generally, the separation is harder than the shrinking, the cost of finding the violated inequalities is reduced because the separation is performed in a graph involving a lower number of vertices and edges. In Fig. 1, a flowchart of a generic B&C algorithm and the separation algorithm with and without the shrinking.

In the last few decades, many optimization problems have proliferated whose solution is required to be a cycle, but not necessarily Hamiltonian as in the TSP. This is the case for some extensions of the TSP itself, as can be seen in the extensive collection about TSP variants of Gutin and Punnen (2007). For instance, the weighted girth problem, consists of finding the minimum cost cycle in a weighted graph, see Coullard and Pulleyblank (1989) and Bauer (1997). Cycles are also the solutions of the Generalized TSP (GTSP) where the vertices are labeled in clusters and at least one vertex of each cluster is required to be visited, but not all the vertices, see Fischetti et al. (1995). Other routing problems, which are recently gaining popularity because of their wide range of applications, are the TSP with profits, see Feillet et al. (2005) and Archetti et al. (2014). These problems are the Profitable Tour Problem (PTP), the Orienteering Problem (OP), the Prize Collecting TSP (PCTSP), and their variations.
the TSP with profits, the OP, which consists of finding the cycle that maximizes the collected vertex profits subject to a cycle length constraint, is the one which has been most extensively studied. For a recent book on applications and variants of the OP see Vansteenwegen and Gunawan (2019).

This work has three main aims: first, to generalize the shrinking rules (global and subcycle specific) proposed in the literature of the TSP to the case of cycle problems; second, to extend in an effective manner the subcycle exact separation algorithms for cycle problems; and third, to show experimentally the relevance of the proposed shrinking rules and separation algorithms. On the one hand, 6 different shrinking rules for cycle problems are presented in this work, of which three are safe for all the valid inequalities and three are specifically safe for subcycle elimination constraints. On the other hand, we extend two exact separation algorithms proposed in Padberg and Grötschel (1985) and Padberg and Rinaldi (1990b). We empirically show the contribution of the shrinking and separation strategies in the time reduction and in the generation of violated subcycle elimination constraints. For the experiments, we have used 24 instances of the subcycle separation problem generated in the solution of OP by B&C with up to 15112 number of vertices. The results show that the speedup of using the combination of the proposed shrinking and separation techniques is around 50 times in medium-sized instances and 200 times in large-sized instances.

This paper is structured as follows. In Sect. 2, we introduce the cycle polytope and other related polytopes used in this work. In Sect. 3, we study the safe shrinking rules for the cycle polytope. Section 4 includes rules that are particularly safe for Subcycle Elimination Constraints (SEC). In Sect. 5, two exact separation algorithms of SECs for cycle problems are presented. Finally, in Sect. 6, we discuss the computational experiments for the different separation algorithms for SECs. A supplementary material of this work is available, which contain pseudocodes of the shrinking and separation algorithms as well as detailed computational results and figures to illustrate the shrinking techniques. Additionally, we have released the source code of the implementations used for the computational experiments.

2 The cycle polytope

Let $G = (V, E)$ be an undirected graph with no loops. Let us define the following sets:

\[
\begin{align*}
(Q : W) &:= \{[u, v] \in E : u \in Q, v \in W\} & Q, W \subset V \\
\delta(Q) &:= (Q : V - Q) & Q \subset V \\
E(Q) &:= (Q : Q) & Q \subset V \\
V(T) &:= \{v \in V : T \cap (v : V) \neq \emptyset\} & T \subset E \\
N(Q) &:= V(\delta(Q)) - Q & Q \subset V
\end{align*}
\]

where $(Q : W)$ are the edges connecting $Q$ and $W$, $\delta(Q)$ is the set of edges in the coboundary of $Q$ also known as the star-set of $Q$, $E(Q)$ is the set of edges between the vertices of $Q$, $V(T)$ is the set of vertices incident with an edge set $T$, and $N(Q)$ are the neighbour vertices set of $Q$. For simplicity, we sometimes denote $\{e\}$ and $\{v\}$ by $e$ and $v$, respectively, e.g., $\delta(v)$ and $V(e)$.

We denote by $\mathbb{R}^V$ and $\mathbb{R}^E$ the space of real vectors whose components are indexed by elements of $V$ and $E$, respectively. With every subset $T \subset E$ we associate a vector $(y, x)^T = \ldots$
(\(y^T, x^T\)) called the characteristic vector of \(T\), defined as follows:

\[
y^T_v := \begin{cases} 1 & \text{if } v \in V(T) \\ 0 & \text{otherwise} \end{cases} \quad x^T_e := \begin{cases} 1 & \text{if } e \in T \\ 0 & \text{otherwise} \end{cases}
\]

When \(y^T_v = 1\), i.e., \(v \in V(T)\), we say that the vertex \(v\) is visited by the edge set \(T\).

We denote by \(\mathcal{C}_G\) the set of (simple) cycles of the graph \(G\). We assume that every cycle \(\tau \in \mathcal{C}_G\) is represented as a subset of edges. Then, the cycle polytope \(P^C_G\) of the graph \(G\) is the convex hull of the characteristic vectors of all the cycles of the graph:

\[
P^C_G := \text{conv}\{(y, x)^T \in \mathbb{R}^{V \times E} : \tau \in \mathcal{C}_G\}
\]

By definition, a vector \((y, x)\) belongs to \(P^C_G\) if it is a convex combination of cycles of \(\mathcal{C}_G\), i.e., \((y, x) \in P^C_G\) if and only if there exists a set of real numbers \(\{\lambda_\tau\}_{\tau \in \mathcal{C}_G}\) such that

\[
(y, x) = \sum_{\tau \in \mathcal{C}_G} \lambda_\tau (y, x)^T
\]

\(\lambda_\tau \geq 0\) for every \(\tau \in \mathcal{C}_G\) and \(\sum_{\tau \in \mathcal{C}_G} \lambda_\tau = 1\).

Similarly, we denote by \(\mathcal{T}_G\) the set of tours, i.e., Hamiltonian cycles, of the graph \(G\), and by \(P^G_{\text{TSP}}\) the TSP polytope of the graph \(G\). The \(P^G_{\text{TSP}}\) is the convex hull of the characteristic vectors of all the tours of the graph:

\[
P^G_{\text{TSP}} := \text{conv}\{(y, x)^T \in \mathbb{R}^{V \times E} : \tau \in \mathcal{T}_G\}
\]

Note that, \(y = 1\) is satisfied by every \((y, x) \in P^G_{\text{TSP}}\). Since, the tours form a subset of cycles of \(G\), we have that:

\[
P^G_{\text{TSP}} \subset P^C_G
\]

In order to use Linear Programming based techniques such as the B&C algorithm, the polytope \(P^C_G\) must be characterized by means of a system of linear constraints. A complete characterization of the integer points of \(P^C_G\) using only edge variables was given in Bauer (1997). In this work, since we find it more convenient to formulate the shrinking rules of Sects. 3 and 4, we consider an equivalent one which uses the vertex and edge variables for the characterization. For \((y, x) \in \mathbb{R}^{V \times E}\), \(S \subset V\) and \(T \subset E\), we define \(y(S) = \sum_{v \in S} y_v\) and \(x(T) = \sum_{e \in T} x_e\). Let us consider the following constraints:

\[
x(\delta(v)) - 2y_v = 0, \quad v \in V \quad (7a)
\]

\[
y_v - x_e \geq 0, \quad v \in V, \ e \in \delta(v) \quad (7b)
\]

\[
x(\delta(Q)) - 2y_v - 2y_w \geq -2, \quad v \in Q \subset V, \ 3 \leq |Q| \leq |V| - 3, \ w \in V - Q \quad (7c)
\]

\[
x(E) \geq 3, \quad (7d)
\]

\[
1 \geq y_v \geq 0, \quad v \in V \quad (7e)
\]

\[
x_e \geq 0, \quad e \in E \quad (7f)
\]

\[
x_e \in \mathbb{Z}, \quad e \in E \quad (7g)
\]

The degree equations (7a) together with the logical constraints (7b) and the integrality constraints (7g) ensure that the visited vertices have exactly two incident edges and the unvisited vertices none. The Subcycle Elimination Constraints (SEC) (7c) ensure that only one connected cycle exists. Throughout the paper, we use the notation \(\langle Q, v, w \rangle\) to refer to the SEC defined by the set \(Q\) and the vertices \(v \in Q\) and \(w \notin Q\). In the literature,
the SECs have also been called Generalized Subtour Elimination Constraints (GSEC). The inequality (7d) imposes the property that the undirected cycles contain at least 3 edges. The conditions (7e), (7f) and (7g) impose that all the variables are 0–1. Note that the integrality of the \(y_v\) variables is ensured by (7a), (7b) and (7g), and the condition \(x_e \leq 1\) is ensured by (7b) and (7e). Considering the constraints in (7), the cycle polytope of a graph \(G = (V, E)\) can be expressed as follows:

\[
P_C^G = \text{conv}\{(y, x) \in \mathbb{R}^{V \times E} : (y, x) \text{ satisfies (7a), (7b), (7c), (7d), (7e), (7f), (7g)}\}
\]  

(8)

In some problems, for instance OP and PCTSP, a feasible solution must visit a depot vertex, i.e., \(y_d = 1\) for a vertex \(d \in V\). In such cases, the family of SECs (7c) that define the cycle polytope can be substituted with the following subfamily:

\[
x(\delta(Q)) - 2y_v \geq 0, \quad v \in Q \subset V, 3 \leq |Q| \leq |V| - 3, \quad d /\notin Q
\]

(9)

where each constraint can be represented as \(\langle Q, v \rangle\). In a B&C algorithm, where all the constraints of the model are not considered in the LP\(0\), the only advantage by using this constraint family is that we simplify a vertex in the SEC representation. However, it has one important disadvantage, in the family (9) we might need to consider an SEC with \(|Q| > |V|/2\), while in the family (7c) it can be considered always a SEC such that \(|Q| \leq |V|/2\). Therefore, we always consider the family (7c) regardless of whether it is given a depot or not in the cycle problem.

When a B&C is used to solve a cycle problem, the integrality constraints (7g) of the \(P_C^G\) are relaxed in order to first seek a solution that satisfies the rest of the constraints. Contrary to this strategy, Pferschy and Stan˘ek (2017) have recently considered again relaxing the SEC constraints in the TSP, to first solve the resulting problem to integer optimality with MILP-solvers and then introduce the SECs if required. Despite the improvement of the new MILP-solvers, this approach is still inferior compared to the opposite strategy. As a consequence of the continuous relaxation, a solution \((y, x)\) that satisfies the rest of the constraints of (7) might still not belong to \(P_C^G\). In these cases, instead of directly resorting to the branching phase to tighten the integrality gap, we could check if additional (not dominated by those in (7)) and facet-defining valid inequalities for the \(P_C^G\) are violated. The strength of considering additional valid inequalities was shown in the 1970s in the study of the TSP (Grötschel and Padberg 1979). In Bauer (1997) an extension of the clique trees inequality family (originally defined for the TSP) was given, which includes the so-called comb inequalities, for cycle problems. The shrinking rules proposed in Sect. 3 are safe for all the valid inequalities for \(P_C^G\).

A polytope that is closely related to \(P_C^G\) is the so-called lower cycle polytope, see Bauer (1997):

\[
L_C^G = \text{conv}\{P_C^G, (0, 0)\}
\]

(10)

where \((0, 0) \in \mathbb{R}^{V \times E}\) is the vector that represents that no vertex and edges of the graph are visited. It is easy to see, that for every graph \(G\), so that it contains at least one cycle, there exist an infinity number of vectors \((y, x) \in L_C\) such that \(x(E) < 3\). Hence, the polytope \(P_C^G\) is a proper subspace of \(L_C^G\) for every graph \(G\) that contains at least one cycle. It is crucial to consider the polytope \(L_C^G\) to obtain the shrinking results in Sect. 3.

In a B&C algorithm, it is reasonable to solve the separation problems of the valid inequality families following an order determined by their complexity. This order defines a hierarchy of the inequality families and their closure polytopes. We refer to the closure polytope of an
inequality family as the polytope that satisfies all the inequalities of the given family and its preceding families in this hierarchy.

Without considering the variable bounds (7e)–(7f) and the inequality (7d), the simplest inequalities are the degree equations (7a) and the logical constraints (7b). These have, respectively, linear and quadratic exact algorithms in terms of the number of the vertices of $G$ and generally are always included in the LP. The closure polytope of the inequalities (7a) and (7b) (the inequality (7d) is excluded to favour the convexity) turns out to be the undirected Assignment Polytope (with loops), $P^*_A$, which is defined as:

$$P^*_A := \{ (y, x) \in \mathbb{R}^{V \times E} : (y, x) \text{ satisfies (7a), (7b), (7e), (7f)} \}$$ (11)

Next in the hierarchy comes the SEC family. A straightforward exact separation algorithm for the SECs has $O(|V|^4)$ time complexity (see Sect. 6.3 for further discussion) and its closure polytope is defined as:

$$P_{SEC}^G := \{ (y, x) \in P^*_A : (y, x) \text{ satisfies (7c)} \}$$ (12)

Considering the relationship $P_C^G \subset P_{SEC}^G \subset P^*_A$, the underlying purpose of this paper is to effectively determine if a given solution $(y, x) \in P^*_A$ of a LP belongs to $P_{SEC}^G$, or in case that it does not belong, to provide the violated inequalities.

Throughout the paper, we make use of the following well-known identity repeatedly. Given a graph $G$, as subset $S \subseteq V$ and a vector $x \in \mathbb{R}^E$, the identity

$$x(\delta(S)) = \sum_{v \in S} x(\delta(v)) - 2x(E(S))$$ (13)

is always satisfied. In addition, if the vector $(y, x) \in \mathbb{R}^{V \times E}$ satisfies the degree constraints (7a), then the equations

$$x(\delta(S)) = 2y(S) - 2x(E(S)) \quad S \subseteq V$$ (14)

are satisfied by the vector $(y, x)$. Particularly, the identity (14) is satisfied by every vector in $P_{TSP}^G, P_C^G, P_{SEC}^G$ and $P_A^G$.

3 Shrinking for the cycle polytope

In this section, we present three shrinking rules that are safe for the $P_C^G$, i.e., rules that preserve the existence of violated cycle inequalities in the shrunk graph. In essence, we have generalized for every (simple) cycle problem the results obtained by Padberg and Rinaldi (1990b) for Hamiltonian cycle problems. In the following lines, we formalize the concept of safe shrink for $P_C^G$ and we prove the lemmas and the theorem in which shrinking rules for cycle problems are based on. In addition, we show that the three shrinking rules can be consecutively applied for the $P_C^G$.

Let us introduce the following notation. Given a graph $G = (V, E)$, the vector $(y, x) \in \mathbb{R}^{V \times E}$ and a subset $S \subseteq V$, we denote by $G[S] = (V[S], E[S])$ the graph obtained by shrinking the set $S$ into a single vertex $s \notin V$, where the resulting set of vertices and edges are as follows:

$$V[S] = (V - S) \cup \{s\}$$ (15a)

$$E[S] = E(V - S) \cup \{[s, v] : v \in V - S, x(S : v) > 0\}$$ (15b)
and by \((y[S], x[S]) \in \mathbb{R}^{V[S] \times E[S]}\) we denote the vector with components

\[
\begin{align*}
    x[S](u, v) &= x_{u,v} & \forall (u, v) \in E \cap E[S] \\
    x[S](s, v) &= x(S : v) & \forall v \in V - S \\
    y[S](v) &= y_v & \forall v \in V \cap V[S] \\
    y[S](s) &= (x(\delta(S)))/2
\end{align*}
\]

(16a) - (16d)

Let \(Q \subset V\) be a subset of vertices, we denote with \(Q[S]\) the subset derived by shrinking \(S\)

\[
Q[S] = \begin{cases} 
(Q - S) \cup \{s\} & \text{if } S \cap Q \neq \emptyset \\
Q & \text{otherwise}
\end{cases}
\]

which has the following associated values:

\[
\begin{align*}
    y[S](Q[S]) &= \begin{cases} 
    y(Q) - y(Q \cap S) + \frac{x(\delta(S))}{2} & \text{if } S \cap Q \neq \emptyset \\
    y(Q) & \text{otherwise}
\end{cases} \\
    x[S](\delta(Q[S])) &= \begin{cases} 
    x(\delta(S \cup Q)) & \text{if } S \cap Q \neq \emptyset \\
    x(\delta(Q)) & \text{otherwise}
\end{cases} \\
    x[S](E(Q[S])) &= x(E(Q)) - x(E(Q \cap S))
\end{align*}
\]

(18a) - (18c)

Based on the definition given in Padberg and Rinaldi (1990b) for safe shrinking for the \(P_{TSP}^G\), an analogue definition can be formulated for safe shrinking for the \(P_C^G\).

**Definition 1** Given a vector \((y, x) \notin P_C^G\), a set \(S \subset V\) is safe to shrink if \((y[S], x[S]) \notin P_C^{G[S]}\).

Note that the definition does not assume a one-to-one correspondence between the violated inequalities of \((y, x)\) and \((y[S], x[S])\) (e.g., different violated cuts for \((y, x)\) might overlap to the same violated cut for \((y[S], x[S])\)). When a set \(S\) is safe to shrink for a given \((y, x)\), it is also said that \(S\) is shrinkable for \((y, x)\).

The definition of shrinkable set does not provide a practical tool for finding them. Hence, the first goal is to give a set of rules of shrinking for \(P_C^G\), which are obtained in Theorem 1. The strategy used in Padberg and Rinaldi (1990b) to obtain the shrinking rules for tours cannot be applied directly for simple cycles, because it relies on the fact that the tours visit every vertex in the graph. So, first we need to obtain the following lemma.

**Lemma 1** Let \((y, x) \in L_C^G\) be a vector. Suppose that \(\{Q, [u], [v]\}\) is a partition of \(V\) such that \(x_{u,v} = x(u : Q) = x(v : Q) > 0\). Then any cycle \(\tau\) of \(\mathcal{C}_C^G\) that has a positive coefficient in the convex combination of \((y, x)\), \(\lambda_\tau > 0\), fulfills one of the following cases:

\[
\begin{align*}
    (i) & \quad V(\tau) \subset Q \\
    (ii) & \quad |\tau \cap (u : Q)| = |\tau \cap (v : Q)| = |\tau \cap [u, v]| = 1
\end{align*}
\]

**Proof** Let \(\mathcal{C}_{uv}\) denote the subset of cycles in \(\mathcal{C}\) that visits the edge \([u, v]\) and has a positive value, \(\lambda_\tau > 0\). Note that since \((y, x) \in L_C^G\), then \(x_{u,v} \leq y_v\) and \(x_{u,v} \leq y_u\). So, in order to satisfy the degree equations, every cycle \(\tau\) in \(\mathcal{C}_{uv}\) must contain at least an edge in \((u : Q)\) and \((v : Q)\). Moreover, since \(\tau\) is a simple cycle, every \(\tau \in \mathcal{C}_{uv}\) crosses exactly once \((u : Q)\) and \((v : Q)\). Now, let us see that if \(\tau\) does not belong to \(\mathcal{C}_{uv}\) and \(\lambda_\tau > 0\), then \(\tau\) is contained...
Fig. 2 Illustration of the scenario in Lemma 2

In $Q$. Consider the following inequality:

$$x_{[u,v]} = \sum_{\zeta \in E_{uv}} \lambda_{\zeta} x_{[u,v]}^{\zeta} = \sum_{\zeta \in E_{uv}} \lambda_{\zeta} = \sum_{\zeta \in E_{uv}} \sum_{e \in (u:Q)} \lambda_{\zeta} x_{e}^{\zeta} \leq \sum_{\zeta \in E_{uv}} \sum_{e \in (u:Q)} \lambda_{\zeta} x_{e}^{\zeta} + \sum_{\zeta \notin E_{uv}} \sum_{e \in (u:Q)} \lambda_{\zeta} x_{e}^{\zeta} = x(u : Q) \quad (19a)$$

Since $x_{[u,v]} = x(u : Q)$, we have that $x_{e}^{\tau} = 0$ for every $e \in (u : Q)$. Similarly, we obtain that $x_{e}^{\tau} = 0$ for every $e \in (v : Q)$. Therefore, $\tau$ is contained in $Q$. \hfill \Box

The next result generalizes the main theorem of shrinking in Padberg and Rinaldi (1990b). The principal idea is to use a constant, $c$, to extend the rules of the original paper (where $\forall v \in V$ satisfies $y_v = 1$) for vertices that have fractional value. We also need an additional hypothesis about the vector $(y[W], x[W])$ obtained by shrinking the subset $W$, the “complement” of $S$, which is not required for the TSP because it is trivially satisfied by Hamiltonian cycles.

**Lemma 2** Given a vector $(y, x) \notin P_{C}^{G}$, let $\{S, W, \{t\}\}$ be a partition of $V$ with $2 \leq |S|$ and $c$ be a constant where $0 < c \leq 1$ such that:

(i) $y_v = c \forall v \in S \cup \{t\}$
(ii) $x(E(S)) = c \cdot (|S| - 1)$
(iii) $x(t : S) = c$
(iv) $(y[W], x[W]) \in L_{C}^{G[W]}$
(v) No cycle in the convex combination of $(y[W], x[W])$ is contained in $S$

Then it is safe to shrink $S$ for $(y, x)$.

**Proof** Based on the hypotheses (i), (ii) and (iii) of the lemma and the identity (14) we obtain that $x(S : W) = c$ and $x(t : W) = c$, as illustrated in Fig. 2.

Suppose for contradiction that $S$ is not shrinkable, so $(y[S], x[S]) \in P_{C}^{G[S]}$. Since $x[s, t] = x(s : W) = x(t : W)$, based on Lemma 1, the vector $(y[S], x[S])$ can be written as:

$$(y[S], x[S]) = \sum_{\zeta \in \mathcal{Y}_x} \alpha_{\zeta} (y, x)^{\zeta} + \sum_{\zeta \in \mathcal{Y}_0} \alpha_{\zeta}^{0} (y, x)^{\zeta} \quad (20)$$
where \( \mathcal{W}_s \) is the set of cycles visiting the shrunk vertex \( s \) having \( \alpha_\zeta > 0 \) and \( \mathcal{W}_0 \) is the set of cycles contained in \( W \) having \( \alpha^0_\zeta > 0 \). Note that \( \mathcal{W}_0 \) might be an empty set. The coefficients satisfy \( \sum_{\zeta \in \mathcal{W}_s} \alpha_\zeta + \sum_{\zeta \in \mathcal{W}_0} \alpha^0_\zeta = 1 \).

By hypothesis the vector \((y[W], x[W])\) belongs to \( L^G_{ \mathcal{C}[W]} \), so \((y[W], x[W])\) can be written as a convex combination of cycles of \( E_G[W] \) and the vector \((0, 0)\). Because of the Lemma 1 and by the hypothesis v) the vector \((y[W], x[W])\) can be written as:

\[
(y[W], x[W]) = \sum_{\eta \in \mathcal{J}_w} \beta_\eta(y, x)^\eta + \beta_{(0,0)}(0, 0)
\]

where \( \mathcal{J}_w \) is the set of cycles visiting \( w \) (the vertex to which \( W \) is contracted to) having \( \beta_\eta > 0 \), \( \beta_{(0,0)} \geq 0 \) and \( \sum_{\eta \in \mathcal{J}_w} \beta_\eta + \beta_{(0,0)} = 1 \).

Now, considering \( x(t : s) = x(t : w) = c \) we have that:

\[
c = \sum_{\zeta \in \mathcal{W}_s} \alpha_\zeta = \sum_{\eta \in \mathcal{J}_w} \beta_\eta
\]

and from the fact that the coefficients sum up to one, we have that:

\[
1 - c = \sum_{\eta \in \mathcal{W}_0} \alpha^0_\eta = \beta_{(0,0)}
\]

To prove the lemma we follow the “patch-and-weight” strategy used in Padberg and Rinaldi (1990b) for the \( P_{TSP}^G \) whose goal is to reconstruct the cycles and coefficients of the convex combination of the vector \((y, x)\). According to the vertices in \( W \), we can partition \( \mathcal{W}_s \) into \(|W|\) pairwise disjoint subsets (some of them which be empty). For \( j \in \{1, \ldots, |W|\} \) let us call \( \mathcal{W}_s^j \) the subset of cycles in \( \mathcal{W}_s \) containing the edge \([s, w_j]\), and denote by \( \zeta_1^j, \ldots, \zeta_{k_j}^j \) the cycles of \( \mathcal{W}_s^j \) and by \( \beta_1^j, \ldots, \beta_{k_j}^j \) their coefficients in the convex combination. In the same way, we can partition \( \mathcal{J}_w \) into \(|S|\) subsets calling \( \mathcal{J}_w^j \) the subset of cycles in \( \mathcal{J}_w \) containing the edge \([s_j, w]\). We denote by \( \eta_1^j, \ldots, \eta_{h_j}^j \) the cycles of \( \mathcal{J}_w^j \) and by \( \alpha_1^j, \ldots, \alpha_{h_j}^j \) their coefficients in the convex combination.

The cycles of the convex combination of \((y, x)\) are constructed in two steps. In the first step, \(|\mathcal{J}_w|\) copies of each cycle in \( \mathcal{W}_s \) are created. With this goal, for each \( j \in \{1, \ldots, |W|\} \) and for each \( l \in \{1, \ldots, k_j\} \), create \(|S|\) copies of the cycle \( \zeta_l^j \), and denote them by \( \{\tau_{ij}^l\} \) for \( i \in \{1, \ldots, |S|\} \). Then, for each \( j \in \{1, \ldots, |W|\} \), for each \( l \in \{1, \ldots, k_j\} \) and for each \( i \in \{1, \ldots, |S|\} \) create \( h_i \) copies of \( \tau_{ij}^l \), and denote them by \( \{\tau_{ml}^{ij}\} \) for \( m \in \{1, \ldots, h_i\} \). At this point we have \( |\mathcal{W}_s| \cdot |\mathcal{J}_w| \) cycles that belong to \( G[S] \). In the second step, these cycles of \( G[S] \) are extended to cycles of \( G \). To that end, consider each cycle \( \tau_{ml}^{ij} \) and remove the edges \([t, s]\) and \([s, w_j]\) and join the resulting path with the path in \( G[W] \) obtained from the cycle \( \eta_{m}^j \) by removing the edges \([w, t]\) and \([s_i, w]\), and add the edge \([s_i, w_j]\) to obtain the extension of \( \tau_{ml}^{ij} \) to \( G \).

The coefficients of the constructed \( \tau_{ml}^{ij} \) cycles are defined in the following way:

\[
\gamma_{ml}^{ij} = \frac{x_{[s_i, w]} \cdot \alpha_{l}^{j} \cdot \beta_{m}^{i}}{\sum_{r=1}^{k_j} \alpha_{r}^{l} \cdot \sum_{r=1}^{h_i} \beta_{r}^{i}}
\]
Proof It is straightforward that if \( \lambda(v) \) that belongs to \( P_A^G \) but not to \( L_C^G \) when \( |V| = 4 \) (it can be easily extended for \( |V| \geq 4 \) by means of subdivisions). All the edges in the figure have value \( \frac{1}{2} \). The values of the vertices satisfy the degree equations

\[
\sum_{i,j,m,l} \lambda_{ij}^{ml} = \sum_{i,j} x_{[s_j,w_i]} \sum_{m,l} \frac{\alpha_i^j \cdot \beta_m^i}{\sum_{r=1}^{k_j} \alpha_r^j \cdot \sum_{r=1}^{h_k} \beta_r^j} = \sum_{i,j} x_{[s_j,w_i]} = x(S:W) = c
\]

Then the vector \((y, x)\) can be obtained as a convex combination of the cycles in \( \mathcal{W}_0 \) and \( \{\tau_{ij}^{ml}\} \) with coefficients \( \{\alpha^0_i\} \) and \( \{\lambda_{ij}^{ml}\} \), respectively. We conclude \((y, x) \in P_C^G\) which is a contradiction. \(\Box\)

The lemma gives a sufficient condition for a set to be shrinkable, but still it is not practical. The next theorem gives three practical scenarios to make use of Lemma 2. Beforehand, let us obtain a useful result for \( L_C^G \). Consider the undirected version of the Assignment Polytope (without loops) \( P_A^1 \) defined as:

\[
P_A^1 := \{(y, x) \in \mathbb{R}^{V \times E} \mid (y, x) \text{ satisfies } \ref{7a}, \ref{7b}, \ref{7f}, y = 1\}
\]

It is a well-known result of the literature that \( P_{TSP}^G = P_A^1 \) for \( 3 \leq |V| \leq 5 \) (see Grötschel and Padberg 1979). This relationship is the key to obtaining the shrinking rules for the \( P_{TSP}^G \) in Padberg and Rinaldi (1990b). So, we would like to obtain a similar result for \( L_C^G \) and \( P_A^1 \). However, \( L_C^G \neq P_A^1 \) when \( 4 \leq |V| \), as shown in the counterexample of Fig. 3. The vector defined in the figure belongs to \( P_A^1 \), but it does not belong to \( L_C^G \), because it cannot be expressed as a convex combination of cycles.

Nevertheless, we have the following lemma which is enough to prove Theorem 1.

Lemma 3 Let \( G = (V, E) \) be a graph and \( c \) be a constant such that \( 3 \leq |V| \leq 5 \) and \( 0 < c \leq 1 \). If \((y, x) \in P_A^1 \) such that \( y_v = c \) for all \( v \in V \), then \((y, x) \in L_C^G\).

Proof It is straightforward that if \((y, x) \in P_A^1 \) such that \( y_v = c \) for all \( v \in V \), then \( \frac{1}{c} (y, x) \in P_A^1 \). By the classical result in Grötschel and Padberg (1979), since \( 3 \leq |V| \leq 5 \), the equality \( P_A^1 = P_{TSP}^G \) is satisfied. Since \( P_{TSP}^G \) is contained in \( L_C^G \), the vector \( \frac{1}{c} (y, x) \) belongs to \( L_C^G \). Then, since both \((0, 0)\) and \( \frac{1}{c} (y, x) \) belong to \( L_C^G \), which is convex, and \( 0 \leq c \leq 1 \) we have that \((y, x) \in L_C^G\). \(\Box\)

Lemma 4 Given a graph \( G \) such that \(|V| = 5\), a vector \((y, x) \in L_C^G \) and \( 0 \leq c \leq 1 \), suppose that \( \lambda(0,0) = 1 - c \). Let \( \{S, \{t\}, \{w\}\} \) be a partition of \( V \) such that \( x_{[t,w]} = x(t : S) = x(w : S) = c \), then every cycle \( \tau \) in \( \mathcal{C}_G \) such that \( \lambda_\tau > 0 \) is not contained in \( S \).

Proof Since \( \{S, \{t\}, \{w\}\} \) is a partition of \( V \), we have that \(|S| = 3 \) and \(|V - S| = 2 \). Hence, every cycle in \( \mathcal{C}_G \) has vertices in \( S \). According to the number of visited vertices of \( S \), we can partition \( \mathcal{C}_G \) into 3 subsets \( \{\mathcal{C}_1, \mathcal{C}_2, \mathcal{C}_3\} \). Furthermore, the set \( \mathcal{C}_3 \) can be partitioned into two subsets, \( \mathcal{C}_3^{in} \) and \( \mathcal{C}_3^{out} \), determined by whether the cycles are fully contained in \( S \) or not.
Since $(y, x)$ belongs to $L^G_C$, there is a convex combination of cycles of $\mathcal{C}^G$ whose coefficients satisfy
\[
\sum_{\tau \in \mathcal{C}_1} \lambda_{\tau}^1 + \sum_{\tau \in \mathcal{C}_2} \lambda_{\tau}^2 + \sum_{\tau \in \mathcal{C}_{out}} \lambda_{\tau}^3 + \sum_{\tau \in \mathcal{C}_{in}} \lambda_{\tau}^3 + \lambda_{(0,0)} = 1 \tag{27}
\]
Since the cycles in $\mathcal{C}_1, \mathcal{C}_2$ and $\mathcal{C}_{out}$ have edges in $(t : S)$ and $(w : S)$, by the Lemma 1, each cycle has exactly one edge in the mentioned edge sets. Now, consider the hypothesis that $x(t : S) = c$ (or $x(w : S) = c$), so the coefficients also satisfy the following identity:
\[
\sum_{\tau \in \mathcal{C}_1} \lambda_{\tau}^1 + \sum_{\tau \in \mathcal{C}_2} \lambda_{\tau}^2 + \sum_{\tau \in \mathcal{C}_{out}} \lambda_{\tau}^3 = c \tag{28}
\]
By hypothesis, we have that $\lambda_{(0,0)} = 1 - c$ and by (27) and (28), we obtain that $\lambda_{\tau}^3 = 0$ for all $\tau \in \mathcal{C}_{in}$, which means that every cycle in $\mathcal{C}^G$ contained in $S$ has null coefficient. \hfill \Box

**Theorem 1** (Rules C1, C2 and C3) Given a vector $(y, x) \not\in P^G_C$, let $S \subset V$ with $2 \leq |S| \leq 3$, $t \in V - S$ and $0 < c \leq 1$ be such that:

(i) $y_v = c \forall v \in S \cup \{t\}$
(ii) $x(E(S)) = c \cdot (|S| - 1)$
(iii) $x(t : S) = c$

Then it is safe to shrink $S$ for $(y, x)$.

**Proof** Let $W = V - (S \cup \{t\})$ be a subset of $V$. If the hypotheses are satisfied, note that $W$ is non-empty. Since $2 \leq |S| \leq 3$, we have that $4 \leq |V[W]| \leq 5$. Notice that, $y_v = c$ for all the vertices of $V[W]$ and $(y[W], x[W]) \in P^{G[W]}_A$. Under these hypotheses, by Lemma 3, the vector $(y[W], x[W])$ belongs to $L^G_C$. When $|S| = 2$, it does not exist any cycle contained in $S$. When $|S| = 3$, as a consequence of Lemma 4, we have that it does not exist a cycle in the convex combination of $(y[W], x[W])$ contained in $S$. Therefore, the hypotheses of Lemma 2 are satisfied and $S$ is shrinkable. \hfill \Box

From Theorem 1, three shrinking rules can be derived, which are summarized in Fig. 4: the rules C1 and C2 correspond to the case $|S| = 2$ and the rule C3 to $|S| = 3$.

It is easy to see that rule C2 dominates the rule C1, in fact it is just a particular case of it. The reason to split them, is that the cost of checking C1 is lower than the cost of C2. By contrast, rule C3 is not dominated by the rules C1 and C2. In Fig. 5, an example is given of a vector $(y, x) \in P_A$ in which rule C3 can be applied but not C1 and C2. For instance, if we
consider $S = \{1, 2, 3\}$, $W = \{4, 5, 6\}$ and $t = 7$, then $S$ is shrinkable by rule C3. Since the vertices and edges have different values, there is no shrinkable set that can be identified by rule C1 or C2.

A useful property of the rules derived from Theorem 1 is that the value of the vertices is inherited in the shrunk graphs.

**Lemma 5** Under the hypotheses of Theorem 1, $y[S](v[S]) = y_v$ for all $v \in V$.

**Proof** For every $v \in V - S$, we have $y[S](v[S]) = y_v$ by definition. Since $2y_v = x(\delta(S)) = 2y_v$ for $v \in S$ we obtain the result of the lemma.

In the pre-process of separation algorithms, it is desirable to perform multiple consecutive safe shrinkings. For that aim, we need to analyse what happens with the hypotheses of Theorem 1 after the contraction of a shrinkable set. More precisely, we need to see when the shrunk vector belongs to $P^G_A$.

**Lemma 6** Let $S$ be a shrinkable set for $(y, x) \in P^G_A$ obtained from Theorem 1 using the $\{S, W, \{t\}\}$ partition. Then, $(y[S], x[S])$ satisfies the degree equations and the logical constraints associated with every edge in $E(W) \cup (t : V)$. In addition, we have either

(i) $(y[S], x[S]) \in P^{G[S]}_A$, or

(ii) $\exists w \in W$ such that $y_w < y_s$ and $x_{w, s} \leq y_s$

**Proof** From the definition of the shrunk vector, it is clear that $(y[S], x[S])$ satisfies the degree equations. Since $v \in S$ satisfies $y_v \leq 1$, $y_s = y_v$ also satisfies $y_s \leq 1$. Moreover, $x_{[t, s]} = y_s = y_t$. If $x(w : S) \leq y_w$ for all $w \in W$ then $(y[S], x[S])$ satisfies the logical constraints and $(y[S], x[S]) \in P^{G[S]}_A$. If the previous is not true, there exists a vertex $w \in W$ such that $x(w : S) > y_w$ and $y_w < y_s$ (because by hypothesis $(y, x) \in P^G_A$). Therefore, the logical constraint $x_{w, s} \leq y_w$ is violated for $(y[S], x[S])$ by a vertex $w \in W$ such that $y_w < y_s$.

There are two scenarios where the shrunk vector always belongs to $P^G_A$. First, when all the vertices of $V$ have the same $y$ value, as is the case when $(y, x) \in P^G_{TSP}$, and secondly, when only rule C1 is applied. The next theorem shows that if $(y, x) \in P^G_A$, it is possible to shrink a subset $S$ obtained by the rules of Theorem 1 and continue with further safe shrinkings regardless of whether or not $(y[S], x[S])$ belongs to $P^G_A$.

**Theorem 2** Given a vector $(y, x) \in P^G_A$, it is safe to consecutively apply the shrinking rules derived from Theorem 1.
Proof Let $S$ be a subset obtained from Theorem 1 such that $(y[S],x[S]) \notin P_A^{G[S]}$. By Lemma 6 we know that the only violated logical constraints of $(y[S],x[S])$ consist of edges whose vertices, $s$ and $v \in W$, have different values $y_v < y_s$. Notice that in the proof of Theorem 1 the hypothesis that the logical constraints are satisfied is used twice. First in Lemma 1, which is applied for vertices having the same value. Secondly in Theorem 1, where it is assumed $(y[N],x[N]) \in P_A^{G[N]}$ for a given subset $N$ of $V[S]$. In order to see that this last hypothesis is always satisfied by every shrinkable set candidate, let us suppose that $\{M,N,\{r\}\}$ is a partition of $V[S]$ that satisfies hypotheses i), ii) and iii) of Theorem 1. Then there are two possible cases: $v \in M \cup \{r\}$ and $s \in N$, or vice versa. The hypothesis $(y[N],x[N]) \in P_A^{G[N]}$ is satisfied in both cases, because $x_{[u,v]} \leq y_u = y_v$ for $u \in M \cup \{r\}$.

Another interesting scenario occurs when there is at least a vertex $v \in V$ satisfying $y_v = 1$, as happens in the context of cycle problems with depot. In all these problems, the case ii) of Lemma 6 has a special meaning as shown in Theorem 3.

Lemma 7 If $(y,x) \in \mathbb{R}^V \times E$ satisfies the degree equations (7a) and $u, v \in V$ are two vertices such that $x_{[u,v]} > y_u$ then $x(\delta([u,v])) < 2y_v$.

Proof As $(y,x)$ satisfies the degree equations:

$$2y_u < 2x_{[u,v]} = 2y_u + 2y_v - x(\delta([u,v]))$$

Theorem 3 Given a vector $(y,x) \in P_A^{G}$, let $O = \{v \in V: y_v = 1\}$ be the subset of vertices with value equal to one and $S$ be a shrinkable set for $(y,x)$ obtained from Theorem 1 such that $O - S \neq \emptyset$. Then, we have either

(i) $(y[S],x[S]) \in P_A^{G[S]}$, or

(ii) $\exists w \in V - S$ such that, for every $u \in S$ and $v \in O - S$, the SEC $(S \cup \{w\},u,v)$ is violated by $(y,x)$.

Proof Note that, in the case (ii) of Lemma 6, the vertex $w \in V - S$ cannot be contained in $O$ because $y_w < 1$. Now, as a consequence of Lemma 7 we can rewrite the second case. 

4 Safe shrinking rules for the subcycle closure polytope

Depending on the inequality, more aggressive contractions can be employed as a preprocessor of separation algorithms. In the TSP, for the subtour separation problem, Crowder and Padberg (1980) introduced subtour specific shrinking rules to simplify the support graphs before proceeding with the separation algorithms. With the aim of motivating the concepts in the subcycle-safe shrinking procedure, let us prove the following result.

Lemma 8 Given a vector $(y,x) \in P_A^{G}$ and an edge $e \in E$, let $S = V(e)$ be the subset associated with the edge $e$. If $(y[S],x[S]) \in P_{SEC}^{G[S]}$, then either

(i) $(y,x) \in P_{SEC}^{G}$, or

(ii) every violated SEC $(Q,r,t)$ for $(y,x)$ satisfies $S \cap Q \neq \emptyset$ and $S - Q \neq \emptyset$
Proof Let $e = [u, v]$ be the given edge and $(Q, r, t)$ be a SEC for $(y, x)$ such that $S \subset Q$ (or $S \subset V - Q$). On the one hand, since $(y, x) \in P^G_A$, we have $y[S](u[S]) \geq y_u$ and $y[S](v[S]) \geq y_v$. On the other hand, $x[S](\delta(Q[S])) = x(\delta(Q))$ by definition. Then the SEC $(Q[S], r[S], t[S])$ for $(y[S], x[S])$, is at least as violated as $(Q, r, t)$ for $(y, x)$. So if $(y[S], x[S]) \in P^G_{SEC}$, and $(y, x) \notin P^G_{SEC}$, the only violated SECs for $(y, x)$ are associated with subsets that separate $u$ and $v$. □

Recall that we want to search the violated SECs for a vector $(y, x) \in P^G_A$, which has been obtained from the $LP_0$ subproblem. Let us assume that we have defined a first shrinking rule that contracts edges by avoiding the scenario ii) of Lemma 8. So if $(y, x) \notin P^G_{SEC}$, as a consequence of the lemma, $(y, x) \notin P^G_{SEC}$. In this case, the vector $(y[S], x[S])$ does not belong to the closure of SECs because either there exists violated logical constraints, SECs or both. Let us suppose that we have a second shrinking rule that identifies (and saves) the violated logicals and “fixes” them. Repeatedly applying the second rule, we will eventually reach a vector that satisfies the logical constraints. Now, we are in a similar situation to the starting point, so we can try with the first rule again and so on. This is the main idea exploited in the subcycle-safe shrinking process.

Definition 2 Given a vector $(y, x) \in \mathbb{R}^{V \times E}$ that satisfies the degree equations, a set $S = [u, v] \subset V$ is subcycle-safe to shrink if at least one of the following conditions is satisfied:

(i) $(y[S], x[S]) \notin P^G_{SEC}$, or
(ii) if there exist violated logical constraints for $(y, x)$, these are associated with the edge $[u, v]$

Note that the second condition does not require the existence of violated logical constraints for $(y, x)$, which enables the subcycle-safe shrinkable set definition for vectors $(y, x)$ in $P^G_{SEC}$ to be used. Furthermore, this condition means: if we have already found a violated constraint, we should not worry if later the shrinking the vector is projected to the subcycle closure polytope, since we have already achieved the goal of the separation problem.

In some sense, from Theorem 4 we derive the first shrinking rule of the motivation above and from Theorem 5 the second shrinking rule. The condition that avoids the case ii) of the Lemma 9 is the hypothesis $x[u, v] \geq \max\{y_u, y_v\}$ in the theorems. Actually, the hypothesis that $(y, x) \in P^G_A$ of the first rule can be replaced with the hypothesis that all the logical constraints associated with vertices $u$ and $v$ (excluding the one with $[u, v]$) are satisfied, which is a consequence of the hypothesis $x[u, v] \geq \max\{y_u, y_v\}$. Let us address the next lemma as an intermediate step.

Lemma 9 Given a vector $(y, x) \in \mathbb{R}^{V \times E}$ that satisfies the degree equations, let $S = [u, v] \subset V$ be a subset such that $x[u, v] \geq \max\{y_u, y_v\}$. Then, if $(y, x) \notin P^G_A$, at least one of the following conditions is satisfied:

(i) $(y[S], x[S]) \notin P^G_{SEC}$, or
(ii) if there exist violated logical constraints for $(y, x)$, these are associated with the edge $[u, v]$

Proof On the one hand, since $x([u, v] : w) \geq x[u, w]$ and $x([u, v] : w) \geq x[w, v]$ for all $w \in V - [u, v]$, every violated logical constraint for $(y, x)$ associated with the vertices in $V - [u, v]$ can be adapted to violated constraints for $(y[S], x[S])$. On the other hand, since $x[u, v] \geq \max\{y_u, y_v\}$ and the degree equations are satisfied, we have that $x[u, w] \leq y_u$ and $x[w, v] \leq y_v$ for all $w \subset V - [u, v]$. Therefore, if $(y[S], x[S]) \in P^G_{SEC}$, the only
possible violated logical constraints associated with the vertices of $S$ correspond with the edge $[u,v]$. 

The SEC inequalities (7c) are defined for sets, $Q$, such that $3 \leq |Q| \leq |V| - 3$. However, if $\langle Q, u, v \rangle$ violates for $(y,x)$ the inequality of (7c) but $|Q| = 2$ or $|Q| = |V| - 2$, then a violated logical constraint can be identified and therefore we also know that $(y,x) \notin P^G_{SEC}$.

For instance, if $\langle \{u,w\}, u, v \rangle$ does not satisfy the inequality (7c), then $y_w < x_{uw}$ is a violated constraint. In the following proofs, the term violated SEC, embracing the cases $|Q[S]| = 2$ and $|Q[S]| = |V[S]| - 2$, refers to its associated violated logical constraint when required.

**Theorem 4** (Rule S1) Given a vector $(y,x) \in \mathbb{R}^V \times E$ that satisfies the degree equations, let $u,v \in V$ be two vertices such that $x_{[u,v]} = y_u = y_v = c$. If there exists a vertex $w \in V - \{u,v\}$ such that $y_w \geq c$, then it is subcycle-safe to shrink $S = \{u,v\}$.

**Proof** Assume the vector $(y,x)$ belongs to $P^G_A$, i.e., only violated SECs exists for $(y,x)$, otherwise the theorem is satisfied by Lemma 9. Let $\langle Q, r, t \rangle$ be a violated SEC for $(y,x)$, and without loss of generality, suppose that $S \cap Q \neq \emptyset$. The goal is to see that for a violated SEC for $(y,x)$, there is a violated SEC for $(y[S], x[S])$.

First, let us suppose that $S \subset Q$, where $x[S] = x(\delta(S)) = x(\delta(Q))$ is satisfied by definition. The only case that is needed to check is when $r \in S$. Without loss of generality, suppose that $r = v$. By hypothesis $y_u = x_{[u,v]}$, so $2y_v = x(\delta(S)) = 2y[S](v)$ and $\langle Q[S], y[S](s), y[S](r) \rangle$ define the desired SEC for $(y[S], x[S])$.

\[
x[S](\delta(Q[S])) = x(\delta(Q)) < 2y_v + 2y_r - 2 = 2y[S](s) + 2y[S](t) - 2 \quad (30)
\]

Next, let us analyze the case $S \cap Q \neq \emptyset$ and $Q - S \neq \emptyset$. Without loss of generality, suppose that $u \in Q$ and $v, w \in V - Q$. The subcase that requires a special attention is when $r = u$ and $t = v$. Note that, since $(y,x)$ satisfies the degree equations and, also by hypothesis, $y_v = x_{[u,v]}$, we have that $x(v) : V - Q \leq x(v) : Q$, and therefore:

\[
x[S](\delta(Q[S])) = x(\delta(Q \cup S)) = x(\delta(Q)) + x(\delta(v)) - 2x(v : Q) \quad (31a)
\]

\[
= x(\delta(Q)) + x(v : V - Q) - x(v : Q) \leq x(\delta(Q)) \quad (31b)
\]

\[
< 2y_v + 2y_v - 2 = 2y_{uv} + 2y_r - 2 = 2y[S](r) + 2y[S](w) - 2 \quad (31c)
\]

Hence, there also exists a violated SEC (or logical constraint) for $(y[S], x[S])$ and the set $S$ is subcycle-safe to shrink.

Clearly, the shrinking rule S1 dominates the rules C1 and C2 of Theorem 1. For every scenario where rules C1 or C2 can be applied, rule S1 is also applicable, since the existence of $w \in V - \{u,v\}$ is determined by the vertex $t \in V - \{u,v\}$ in Theorem 1. Moreover, rule C3 should not be combined with rule S1, since might exist vertices with the same $y$ value whose connecting edge has a greater value in the shrunk graph obtained by S1.

**Theorem 5** (Rule S2) Given a vector $(y,x) \in \mathbb{R}^V \times E$ that satisfies the degree equations, let $u,v \in V$ be two vertices such that $x_{[u,v]} \geq \max\{y_u, y_v\}$ then it is subcycle-safe to shrink $S = \{u,v\}$.

**Proof** The theorem is a direct consequence of Lemma 9.
Note that, if \((y, x) \in P_A^G\) and \(S\) is a shrinkable set obtained from Theorem 1, then by Lemma 6 we have that \(x_e \leq \max\{y_u, y_v\}\) for every \(e = [u, v] \in E[S]\). Hence, it only makes sense to use the rule S2 in combination with the rule S1.

If a subcycle-safe rule is applied, we know that all the SECs have not vanished. However, new violated SECs for \((y[S], x[S])\) might have appeared, which cannot be adapted to a violated one for \((y, x)\). This situation would lead to identifying unnecessary cuts for \((y, x)\) and therefore to slowing down the separation algorithm (the cut generation part). It is reasonable to ask when the violated SECs for \((y[S], x[S])\) can be transformed to violated SECs for \((y, x)\) and when not. Let us define the mapping by \(\pi_S : P(V[S]) \rightarrow P(V)\)

\[
\pi_S(g) = \begin{cases} 
Q - \{s\} \cup S & \text{if } s \in Q \\
Q & \text{otherwise}
\end{cases}
\]

For a given \(S\), the inverse, \(\pi_S^{-1}\), of the mapping \(\pi_S\) is the set shrunk defined in (17), i.e., \(\pi_S^{-1}(Q) = Q[S]\). We have that \(Q = \pi_S^{-1}(\pi_S(Q))\) for all \(Q \subset V[S]\) and \(Q \subset \pi_S(\pi_S^{-1}(Q))\) for all \(Q \subset V\).

An important property of the mapping \(\pi_S\), by the definition (18c), is that \(x(\delta(\pi_S(Q))) = x[S](\delta(Q))\) for all \(Q \subset V[S]\). In some cases, we will need to refer to the set obtained by unshrinking completely the contracted sets, where multiple shrinking might have been performed, e.g., \(G[S_1][S_2]\). In such cases, we simplify the notation and denote \(\pi(Q)\), e.g., \(\pi(Q) = \pi_{S_1}(\pi_{S_2}(Q))\).

When an inequality family is targeted in a separation problem, knowing the representation of such inequalities, as is the case for the SECs, is very valuable to study how an inequality is transformed when shrinking and unshrinking a set. Moreover, since \(x(\delta(\pi_S(Q))) = x[S](\delta(Q))\) for all \(Q \subset V[S]\), understanding the relationship between \(y\) and \(y[S]\) values is the key point to see how the violated SE inequality behaves under the different shrinking rules.

**Lemma 10** Given a vector \((y, x) \in \mathbb{R}^{V \times E}\) that satisfies the degree equations and a subset \(S = [u, v]\) of \(V\). The following holds:

1. \(y[S](v[S]) > y_v\) if \(x_{[u,v]} < y_u\)
2. \(y[S](v[S]) = y_v\) if \(x_{[u,v]} = y_u\)

**Proof** It is a consequence of the definition of \(y[S]\) and the identity (14). \(\square\)

**Lemma 11** Under the hypotheses of Theorem 4, \(y[S](v[S]) = y_v\) for all \(v \in V\).

**Proof** For every \(v \in V - S\), we have \(y[S](v[S]) = y_v\) by definition. For \(u, v \in S\), since \(y_u = y_v = x_{[u,v]}\), we obtain the equality by Lemma 10. \(\square\)

**Lemma 12** Let \(G\) be an undirected graph, \((y, x) \in \mathbb{R}^{V \times E}\) be a vector and a vertex subset \(S \subset V\). Suppose that \(y[S](u) \leq y(v)\) for all \(u \in V[S]\) and \(v \in \pi_S(u)\). Then, for each SEC for \((y[S], x[S])\) there exists at least one SEC as violated as it for \((y, x)\).

**Proof** Note that, if \(r \in Q\) and \(t \notin Q\) then \(u \in \pi_S(Q)\) and \(v \notin \pi_S(Q)\) for all \(u \in \pi_S(r)\) and \(v \in \pi_S(t)\). Let \((Q, r, t)\) be a SEC inequality violated by \((y[S], x[S])\). Therefore, the SEC inequality \((\pi_S(Q), u, v)\) is violated by \((y, x)\) where \(u \in \pi_S(r)\) and \(v \in \pi_S(t)\).

\[
x(\delta(\pi_S(Q))) - 2y_u - 2y_v \leq x[S](\delta(Q)) - 2y[S](r) - 2y[S](t) \quad u \in \pi_S(r) \text{ and } v \in \pi_S(t)
\]
Corollary 1 Let \( G \) be an undirected graph and \((y, x) \in \mathbb{R}^{V \times E}\) be a vector. If \( S \) is a shrinkable subset obtained by rules \( C_1, C_2, C_3 \) or \( S_1 \), then \((y, x) \notin P^G_{SEC}\) if and only if \((y[S], x[S]) \notin P^G_{SEC}\).

Proof It is a consequence of Lemmas 5 and 11.

When rule \( S_2 \) is applied, as a consequence of Lemma 10, some vertices of the shrunk graph will have lower values than the original ones. Although, by the definition of subcycle-safe shrinking, all the violated SECs for \((y, x)\) are not vanished, we might lose some of them in the shrinking process. However, it could be interesting to identify and save those excluded violated SECs if possible. For that aim we consider a vector \( m[S] \in \mathbb{R}^{V[S]} \) defined as \( m[S](v) = \max\{y_u : u \in \pi_S(v)\} \). It is clear that if only the rules of Theorem 1 and the rule \( S_1 \) are applied, \( m[S](v) = y[S](v) \) for all \( v \in V[S] \). Considering the vector \( m[S] \), we evaluate a SEC \( \langle Q, u, v \rangle \) for a given vector \((y[S], x[S])\) by the expression

\[
x[S](\delta(Q)) - 2m[S](u) - 2m[S](v) \geq -2
\]

and only if this is violated, we save the SEC \( \langle Q, u, v \rangle \) for \((y, x)\).

5 Exact separation algorithms for SECs

In this section, we present two exact separation algorithms for SECs in cycle problems. Given a vector \((y, x) \in P^G_A\), an algorithm which finds violated SECs for \((x, y)\) is called a separation algorithm. A separation algorithm is called exact if it always finds violated inequalities when they exist, otherwise it is called heuristic. Let \( \tilde{G} = (\tilde{V}, \tilde{E}) \) be the support graph of the given graph \( G \) where

\[
\tilde{V} := \{v \in V : y_v > 0\}
\]
\[
\tilde{E} := \{e \in E : x_e > 0\}
\]

Before delving into the separation algorithms in depth, we need to make an observation which has important consequences for SEC separation problems in cycle problems. In the TSP, the \( y \) values are fixed to 1, so the constraints in the family \((7c)\) only depend on the star-set value of subsets of vertices. For this reason, the SEC separation problem for the TSP is closely related to the minimum cut problem, particularly, the most violated SEC for \((y, x)\) is in correspondence with the global minimum cut of \( \tilde{G} \). However, in cycle problems in general, the SECs \((C, v, d)\) obtained from the global minimum cut of \( \tilde{G}, x(C : V - C) \), might not be violated, although other violated SECs for \((y, x)\) can exist. This scenario is shown in the example in Fig. 6. The global minimum cut in the figure is obtained by \( C = \{4\} \) and because \(|C| < 3\), by definition \((7c)\), there is no violated SEC inequality of type \((C, v, u)\) (or equivalently of type \((V - C, v, u)\)). However, the SECs \(\{(1, 4, 5, 6, 7, 9), 6, 2\}\) (or \(\{(1, 4, 5, 6, 7, 9), 6, 2\}\)) and \(\{(2, 3, 4, 5, 8), 2, 6\}\) (or \(\{(2, 3, 4, 5, 8), 2, 6\}\)) are violated for the vector \((y, x)\) represented in Fig. 6.

The straightforward exact algorithm to find violated SECs for \((y, x)\), consists of solving \((|V|)\) number of \((s, t)\)-minimum cuts problems on \( \tilde{G} \), one for each pair of different vertices, and then evaluating the associated inequality \((7c)\) using the \( y \) values of the pair of vertices. When using the push-relabel algorithm in Goldberg and Tarjan (1988) with highest-level selection and global relabeling heuristics to solve the \((s, t)\)-minimum cut problems (or better said, to solve its dual: the \((s, t)\)-maximum flow problems), the straightforward exact strategy
Fig. 6: An example of a vector \((y, x)\) where the associated SEC with the global minimum cut of the support
graph is not violated, while violated SECs for the vector exist. The edge values of the vector \((y, x)\) are detailed
in the legend, while the vertex values are derived by the degree equations

has a \(O(|\bar{V}|^4\sqrt{|E|})\) time complexity. Note that for cycle problems in general, the algorithm in
Hao and Orlin (1992) cannot be used to find the most violated SEC. Although this algorithm
solves the global minimum cut in \(O(|\bar{V}|^2\sqrt{|\bar{E}|})\) steps, which might be very useful, particularly
for the TSP, in a general cycle problem the global minimum cut might not correspond with
a violated SEC as shown above.

The proposed separation algorithms in this paper, the Dynamic Hong’s algorithm and the
Extended Padberg–Grötschel algorithm, are two exact algorithms for cycle problems that run
in \(O(|\bar{V}|^3\sqrt{|\bar{E}|})\). They are motivated by two observations made in Fischetti et al. (1997). First,
for a given pair of different vertices \(u, v \in V\), the most violated SEC, \((Q, u, v)\), corresponds
to the subset \(Q\) such that \((Q : V - Q)\) is a \((u, v)\)-minimum cut. Secondly, for a given subset
\(Q\), the most violated SEC, \((Q, u, v)\), corresponds to the vertices \(u = \arg\max\{y_w : w \in Q\}\)
and \(v = \arg\max\{y_w : w \in V - Q\}\). The next two algorithms exploit these two observations,
in order to guarantee that the most violated SEC for \((y, x)\) is identified.

5.1 Dynamic Hong’s exact separation algorithm

The Hong’s exact approach, which emerged in the context of the TSP, consists of solving
only \(|\bar{V}| - 1\) number of \((s, t)\)-minimum cut problems, by fixing a random vertex, \(s\), as the
source of all the minimum cut problems, at the expense of possibly losing a subset of violated
cuts, see Hong (1972).

This exact approach can be extended for cycle problems, by selecting \(s\) as a vertex of
\(\bar{V}\) with maximum \(y\) value. Based on the second observation in Fischetti et al. (1997), an \(s\)
selected this way will belong to the most violated SEC corresponding to every subset \(Q\).
However, since to define a SEC we need to select another vertex in \(\bar{V} - \{s\}\), based on the
first observation, we consider for each \(t \in \bar{V} - \{s\}\) the subset \(Q\) such that \((Q : V - Q)\) is a
\((s, t)\)-minimum cut. This shows that the extension of the Hong’s approach for cycle problems
is also an exact separation algorithm.

Let us suppose that the vertices \(\bar{V} = \{\bar{v}_1, \ldots, \bar{v}_{|\bar{V}|}\}\) are ordered decreasingly by \(y\)
and define the source \(s_i = \bar{v}_i\) and the sink \(t_i = \bar{v}_{i+1}\) for all \(i \in \{1, \ldots, |\bar{V}| - 1\}\). In Fischetti et al.
(1998) and Bérubé et al. (2009), after each \((s_i, t_i)\)-minimum cut, \((Q : V - Q)\), they increase
the weight of the edge \([s_i, t_i]\) by \(2 - x(\delta(Q))\), in order to prevent collecting the same SEC
in subsequent iterations. A disadvantage of this strategy is that the degree equations are not
satisfied anymore. In Theorem 6 we achieve the same objective by shrinking the set \([s_i, t_i]\),
with the extra feature of reducing the size of the graph for the following iterations.

The underlying idea of Theorem 6 comes from the shrinking rule for minimum cut
problems, Theorem 3.3, in Padberg and Rinaldi (1990a). This theorem says that the edges having
a value greater than or equal to the upper bound of the minimum cut can be contracted.
However, this rule is not safe for SECs in cycle problems. For instance, based on Theorem 3.3, in Fig. 6 we would shrink the set \(\{2, 6\}\) because the value of the edge \([2, 6]\) is equal to the global minimum cut value \(x(C : V - C)\). However, because all the violated SECs in the figure consider the vertices 2 and 6 as disjoint ones, it is not safe to shrink the set \([2, 6]\).

**Lemma 13** Given a vector \((y, x) \in \mathbb{R}^{V \times E}\) that satisfies the degree constraints and four vertices \(u, v, u', v' \in \bar{V}\) such that \(y_u + y_v \geq y_{u'} + y_{v'}\), let \((Q : \bar{V} - Q)\) be a \((u, v)\)-minimum cut and \((Q' : \bar{V} - Q')\) be a \((u', v')\)-minimum cut in \(G\). If \((Q', u', v')\) is a strictly more violated SEC than \((Q, u, v, t)\), then both \(u, v\) vertices belong either to \(Q'\) or \(\bar{V} - Q'\).

**Proof** Suppose that \((Q', u', v')\) is a strictly more violated SEC than \((Q, u, v)\), then:

\[
\begin{align*}
  x(\delta(Q)) - 2y_u - 2y_v + 2 &= x(\delta(S)) - 2y_{u'} - 2y_{v'} + 2 & (36a) \\
  x(\delta(Q)) - 2y_u - 2y_v + 2 &= x(\delta(S)) - 2y_{u'} - 2y_{v'} + 2 & (36b) \\
  x(\delta(Q)) - 2y_u - 2y_v + 2 &= x(\delta(S)) - 2y_{u'} - 2y_{v'} + 2 & (36c)
\end{align*}
\]

Since \(x(\delta(Q)) = x(Q : \bar{V} - Q)\) is the value of the \((u, v)\)-minimum cut and \(x(\delta(Q'))\) is strictly smaller than it, then both \(u\) and \(v\) belong either to \(Q'\) or \(\bar{V} - Q'\). \(\square\)

**Theorem 6** (Rule S3) Given a vector \((y, x) \in \mathbb{R}^{V \times E}\) satisfying the degree equations, consider \(u, v \in \bar{V}\) such that \(\min\{y_u, y_v\} \geq y_w\) for all \(w \in \bar{V} - \{u, v\}\). Then, after solving the \((u, v)\)-minimum cut problem and collecting, if any, the associated violated SECs, it is subcycle-safe to shrink \(S = \{u, v, t\}\).

**Proof** The theorem is a direct consequence of Lemma 13. \(\square\)

The dynamic Hong’s algorithm is based on Theorem 6, and it takes its name because the source, \(s\), for the \((s, t)\)-minimum cut problems might not be the same as in the classical approach. The algorithm works as follows: suppose that the vertices of \(\bar{V}\) are ordered decreasingly by \(y\), and set for the first minimum cut problem \(s_1 = \bar{v}_1\) and \(t_1 = \bar{v}_2\). Next, we solve the \((s_1, t_1)\)-minimum cut problem, evaluate the obtained SEC candidates and, thereafter, shrink \(\{s_1, t_1\}\). To proceed with the subsequent iteration, we need to know if the ordering of the vertices has changed after the \([s_1, t_1]\) shrinking, so we consider the Lemma 10. When the logical constraint \(x_{[s_1, t_1]} \leq y_{s_1}\) is satisfied, we have that \(y([s_1, t_1])([s_1, t_1]) \geq y_{t_1} \geq y_v\) for all \(v \in \bar{V} - \{s_1, t_1\}\), and, hence, the vertex \(s_1([s_1, t_1])\) will be “again” the source of the subsequent minimum cut problem. However, when \(x_{[s_1, t_1]} > y_{s_1}\), it might happen that \(y([s_1, t_1])([s_1, t_1]) < y_v\) for some \(v \in \bar{V} - \{s_1, t_1\}\). In this situation, after shrinking the set \([s_1, t_1]\), we will need to reorder the vertices of \(\bar{V}[\{s_1, t_1\}]\) decreasingly by \(y\) (rearrange \(s_1([s_1, t_1])\) in the set \(\bar{V}\)). So now, to proceed, we set as \(s_2\) and \(t_2\), the first two vertices of \(\bar{V}[\{s_1, t_1]\])\), continue by solving the \((s_2, t_2)\)-minimum cut problem, evaluating the possible violated SECs and shrinking \([s_2, t_2]\), and so on.

### 5.2 Extended Padberg–Grötschel exact separation algorithm

Padberg and Grötschel (1985), showed a different exact separation algorithm for SECs in the TSP, whose key component is the multitermal flow algorithm proposed in Gomory and Hu (1961). A multitermal flow algorithm is solved, in turn, using the so-called Gomory–Hu tree, which can be constructed solving a \(|\bar{V}| - 1\) number of \((s, t)\)-minimum cut problems.

In Fischetti et al. (1997) it was mentioned that an analogue approach to the one given for the TSP might be used for the SECs in the cycle problems, but no details were given.
to illustrate how this approach should be extended. However, note that the adaptation of the Padberg–Grötschel approach for cycle problems is not trivial. The algorithm in Padberg and Grötschel (1985) for the TSP relies on the correspondence between the most violated subtour elimination constraint for \((y, x)\) and the global minimum cut of \(\tilde{G}\), which is not always the case in general cycle problems (this might not even be violated while other exist).

In cycle problems, Gomory–Hu trees were used to find violated SECs in Bauer et al. (2002) for the Cardinality Constrained Cycle Problem (CCCP) and in Jepsen et al. (2014) for the Capacitated Profitable Tour Problem (CPTP). Nevertheless, in absence of details of the approach used to identify the violated SECs, we understand that in both papers the selected inequality corresponds with the global minimum cut. Therefore, these separation algorithms for SECs should be considered as heuristics. As far as we know, an exact extension for the Padberg–Grötschel separation algorithm for SECs in cycle problems has not been detailed in the literature.

In order to extend the separation algorithm for cycle problems, we need to construct a Gomory–Hu tree, \(T = (\tilde{V}, A_T)\), of the support graph \(\tilde{G}\) with weights \((y, x)\). However, unlike in the original approach, the tree \(T\) has to be constructed as a directed rooted tree, where the root is set as a vertex of \(\tilde{V}\) with maximum \(y\) value. Let us denote by \(\Delta(v)\) the set of descendant vertices of \(v \in \tilde{V}\) and by \(r\) the root of the tree \(T\). We consider that every vertex is descendant of itself, i.e., \(v \in \Delta(v)\). Suppose that the arcs of \(A_T\) are in the descendant orientation, and call \(h_a\) the head vertex of an arc \(a\). Given \(a \in A_T\), we define

\[
\begin{align}
  u_a &= \arg \max \{ y_v : v \in \Delta(h_a) \} \\
  v_a &= \arg \max \{ y_v : v \in \tilde{V} - \Delta(h_a) \}
\end{align}
\]

which identifies the vertices, \(u_a\) and \(v_a\), with the maximum \(y\) value for each of the two connected components of the graph \(((\tilde{V}, A_T - \{a\})\). Note that, from the way that we have chosen the root, we can assume that \(v_a = r\). Then, once the directed rooted Gomory–Hu tree is constructed, the violated SECs are collected in \(O(\tilde{V})\) computational time. With that aim, we check for each arc \(a \in A_T\) \((|A_T| < |\tilde{V}|)\) if the inequality \(u_a - 2y_a - 2y_r \geq -2\) is violated, being \(u_a\) the weight of the arc \(a\) in the Gomory–Hu tree \(T\) representing the \((s, t)\)-minimum cut for the two extreme vertices of the arc \(a\). If this happens, the violated SEC is defined by \(\langle \Delta(h_a), u_a, r \rangle\).

Note that this can be done efficiently because the \(u_a\) vertices of the arcs can be updated without an extra computational overhead. At every step of the Gomory–Hu algorithm, when a new arc is added to the tree, the descendant vertices are identified, which can be grasped to update the \(u_a\) vertices. Also, with a proper implementation of the Gomory–Hu algorithm, it is possible to maintain the subset that contains the selected \(r\) as the root of the subsequent trees. For more details, see the pseudocode in the Supplementary Material Appendix A.

In a similar way to the extension of Hong’s approach, it can be shown that the extension of Padberg–Grötschel is exact for cycle problems. In this case, the root vertex \(r\) plays the role of \(s\), whereas each arc \(a \in A_T\) identifies simultaneously a vertex in \(V - \{r\}, t = h_a\), and its associated \((s, t)\)-minimum cut. Furthermore, it goes one step beyond, based on the second observation, it considers \(u_a\) instead of \(h_a\). Hence, the number of violated cuts found by the extension of the classical Hong’s approach is dominated by the extension of the Padberg–Grötschel approach.

According to our experiments in Sect. 6, the Extended Padberg–Grötschel approach consumes a much lower computational time than the Extended Hong approach, although both approaches have the same worst case running time complexity. This happens because the subsequent \((s, t)\)-minimum cut problems are solved in subgraphs of \(\tilde{G}\) in the Gomory–Hu
tree based approach. When the problem size increases, the time needed for the shrinking and unshrinking operations during the Gomory–Hu tree construction is insignificant compared to the time needed to solve the \((s, t)\)-minimum cut problems. Therefore, in addition to potentially finding more violated SECs, the Extended Padberg–Grötschel is a faster exact separation algorithm than the Extended Hong’s Algorithm.

In Fig. 7, we illustrate the Extended Padberg–Grötschel approach to find the violated SECs for the vector \((y, x)\) defined in Fig. 6. The weight \(w_a\) of each \(a \in AT\) in the tree is detailed above the arcs, and the \(y\) values of the vertices \(u_a\) and \(v_a\) are detailed inside a box, at the top and at the bottom respectively, near the head vertex of the arc. Two violated SECs are identified \(\langle\{2, 3, 4, 8\}, 2, 6\rangle\) and \(\langle\{2, 3, 8\}, 2, 6\rangle\). Note that, if in this particular tree, the vertex 2 is chosen to be the root, only the violated SEC \(\langle\{1, 6, 7, 9\}, 6, 2\rangle\) (equivalent to \(\langle\{2, 3, 8\}, 2, 6\rangle\)) is collected, which shows that the exact algorithm is sensible to the directed rooted Gomory–Hu tree construction.

Although, the detailed approach until now always finds violated inequalities when they exist, extra violated SECs can be collected using a more exhaustive search whose cost is \(O(|\bar{V}|^2)\). Observe that \(x(\delta(h_a) \cup \delta(h_f)) \leq w_a + w_f\) for every \(a, f \in AT\). Then, we can define \(y_{u(e, f)} = \max\{y_{u_a}, y_{u_f}\}\) and check if \(w_a + w_f - 2y_{u(a, f)} - 2y_r < -2\) for each pair arcs of \(AT\). This way, the violated SEC \(\langle\{2, 3, 4, 8\}, 2, 6\rangle\) in Fig. 7 can be identified. We have not made use of this kind of extra SECs in our experiments.

6 Computational results for shrinking and separation algorithms for SECs

In this section we describe the results of the computational experiments for the shrinking and the exact separation algorithms for SECs. These experiments have been designed with two goals in mind. First, to show the importance of the shrinking technique for cycle problems, and second, to evaluate the performance of different combination of shrinking and separation algorithms for SECs.

The computational study of this section is inspired by two studies for the minimum cut algorithms: Jünger et al. (2000) and Goldberg and Tsioutsiouliklis (2001). In both papers, the minimum cut algorithms are tested in instances originated, among others, from the solution...
of the TSP by a B&C algorithm. Note that, as explained in Sect. 5, the global minimum cut algorithms tested in these papers are not suitable for our purpose.

Jünger et al. (2000) studied the performance of different algorithms in combination with the shrinking rules defined for the minimum cut problems in Padberg and Rinaldi (1990a). Similarly, in this paper, we show the performance of the combination of shrinking rules and separation algorithms for SECs in cycle problems. Goldberg and Tsioutsiouliklis (2001) compared different Gomory–Hu tree building strategies: Gusfield (1990) implementation and three variants of the classical implementation. It was shown, for the SEC separation problem in the TSP, that the classical Gomory–Hu building based strategies outperform Gusfield’s implementation, whereas they have not obtained significant differences among the variants of the classical implementation. The directed rooted Gomory–Hu tree algorithm presented in Sect. 5 can be considered within the class of classical implementations.

6.1 Benchmark instances

The cycle problems could have a very large variety of origins, where the cycle constraints might be combined with additional constraints (e.g., a limit in the length of the cycle) and different objective functions (e.g., maximizing the profits and/or minimizing the length). These different natures of the cycle problems might vary the results obtained by each proposed strategy. However, we assume that in general terms the behaviour of the strategies for SECs is similar for all the cycle problems. So, instead of presenting an extensive comparison for different cycle problems, we focus our experiments on a well-known cycle problem, the Orienteering Problem (OP).

With the purpose of evaluating our shrinking and separation algorithms for SECs, we have built the SEC separation instances by obtaining vectors \((y, x) \notin P_c^G\) during a B&C algorithm for the OP. The OP instances are constructed based on the TSPLIB instances in Reinelt (1991) following the approach in Fischetti et al. (1998). Particularly, we have chosen the TSPLIB instances selected in Goldberg and Tsioutsiouliklis (2001): pr76, att532, vm1084, rl1323, vm1748, rl5934, usa13509, d15112. Based on these 8 TSP instances, we have constructed 24 OP instances following the approach in the OP literature. The depot vertex is considered to be the first vertex of the TSPLIB instance, the maximum cycle length in the OP is set as half of the TSP value of the instance (values reported in Applegate et al. (2007)) and the profits of the vertices are generated in three different ways: Gen1, all the vertices have equal profit; Gen2, the scores are generated pseudorandomly; and Gen3, the vertices which are further from the depot vertex have a greater profit. Once the OP instances have been constructed, the SEC separation instances are generated by considering the first support graph during a B&C algorithm for the OP which satisfies the degree constraints, the logical constraints and the connectivity. We have classified the instances into two equal-sized groups: Medium, instances whose original OP problem has less than 1500 vertices, and Large, the rest of the instances. All the used OP instances and SEC separation problem instances are available at Kobeaga (2020).

6.2 Shrinking strategies for SECs

Relying on the results of Sects. 3 and 4, we have considered 5 different shrinking strategies for SECs. We have named the obtained strategies, by concatenating the names of the involved rules: C1, C1C2, C1C2C3, S1, S1S2. The pseudocodes of these strategies are detailed in Supplementary Material Appendix A.
In each strategy, each involved rule is applied exhaustively. For instance, for the rule C1, the hypotheses of Theorem 1 are checked for every possible set \( S \subset \bar{V} \) and vertex \( t \in \bar{V} - S \). Moreover, when a shrinkable set \( S \) is found and shrunk, new shrinkable sets might appear in the graph obtained after applying the shrinking. In order to handle these scenarios, we make use of a heap set, \( H \subset \bar{V} \), which stores all the vertices that need to be checked to see whether they belong to a candidate \( S \). For that, first, the set \( H \) is initialized considering all the vertices of \( \bar{V} \). During the search procedure, whenever the heap set \( H \) is not empty, we draw one of its vertex, \( v \), and consider it as contained in \( S \). Then, we find neighbour vertices of \( v \) that, if they incorporate to \( S \), might make \( S \) shrinkable. If a shrinkable set \( S \) is found, first we remove the vertices in the set \( S \) from \( H \), and then we shrink the graph \( \tilde{G} \) and the vectors \((y, x)\) and \( m \) (remember that \( m_v = \max\{y_u : u \in \pi(v)\} \) for \( v \in \bar{V} \)). Immediately thereafter, we add the newly created vertex \( s \) and its neighbours to the heap \( H \). Additionally, when the support graph has vertices with value one, we check if violated SECs exist as suggested by Lemma 7 and Theorem 3.

### 6.3 Exact separation algorithms for SECs

We study the performance of four exact separation algorithms for SECs:

(i) Algorithm EH: Extended Hong’s algorithm.
(ii) Algorithm DH: Dynamic Hong’s algorithm.
(iii) Algorithm DHI: Dynamic Hong’s algorithm with internal shrinking.
(iv) Algorithm EPG: Extended Padberg–Grötschel algorithm.

The Algorithm EH is the Hong separation algorithm extended for cycle problems in Fischetti et al. (1997). The Algorithm DH refers to the Dynamic Hong separation algorithm explained in Sect. 5, i.e., after each minimum cut, we shrink the source and sink vertices based on rule S3. In Algorithm DHI, in analogy to the approach used in Applegate et al. (2007) for the TSP, inside the DH separation algorithm, after shrinking the source and the sink vertices, we apply the given shrinking strategy to the newly obtained graph. The Algorithm EPG refers to the extended Padberg–Grötschel algorithm explained in Sect. 5.

When a violated SEC, \( \langle Q, u, v \rangle \), is found, we save in a repository only the \( Q \) set of the violated SEC. During the whole separation procedure each \( Q \) set is saved only once to avoid generating unnecessary cuts. Moreover, if \(|Q| > |\bar{V}|/2\), we save \( \bar{V} - Q \) instead of \( Q \) in order to decrease memory resource requirements. Once the separation algorithm is completed, we generate the SEC cuts from the saved \( Q \) sets in the following way: we consider for candidate vertices, \( u \) and \( v \), the vertices with maximum \( y \) value inside \( Q \), \( M(Q) = \{u \in Q : y_u \geq y_v, \forall v \in Q\} \), and outside \( Q \), \( M(\bar{V} - Q) = \{u \in \bar{V} - Q : y_u \geq y_v, \forall v \in \bar{V} - Q\} \). Since the amount of generated SECs might be huge (producing memory problems), we consider only \( k_{in} \) and \( k_{out} \) randomly selected vertices from \( M(Q) \) and \( M(\bar{V} - Q) \), respectively. Note that in a cycle problem with depot, we have either \( d \in M(Q) \) or \( d \in M(\bar{V} - Q) \) for every \( Q \), so it would be sufficient to select the depot instead of the randomly selected vertices. In other words, in these problems, it is enough to consider \( u = d \) and \( k_{in} = 1 \) if \( d \in M(Q) \) and \( v = d \) and \( k_{out} = 1 \) otherwise. However, with the aim of obtaining insights about the SEC generation process in general cases, in the experiments, we have ignored that the OP is a cycle problem with depot.

The pseudocodes of the considered shrinking and separation strategies can be found in Supplementary Material Appendix A and the source code of the implementation used for the experiments is publicly available at Kobeaga (2020).
Table 1 Average speedup of the proposed algorithms using the Algorithm EH with no shrinking preprocess as a baseline

| Size  | Shrinking | Preprocess Graph size | Separation Speedup |
|-------|-----------|-----------------------|--------------------|
|       |           | % $|V|$ | % $|E|$ | EH | DH | DHI | EPG |
| Medium| NO        | 100.00   | 100.00          | 1  | 9  | 9   | 9   |
|       | C1        | 42.55    | 50.61           | 6  | 29 | 23  | 19  |
|       | C1C2      | 39.73    | 46.40           | 7  | 32 | 27  | 20  |
|       | C1C2C3    | 39.73    | 46.40           | 7  | 33 | 25  | 20  |
|       | S1        | 22.88    | 26.43           | 16 | 57 | 51  | 28  |
|       | S1S2      | 21.26    | 24.53           | 17 | 60 | 53  | 27  |
| Large | NO        | 100.00   | 100.00          | 1  | 15 | 15  | 16  |
|       | C1        | 30.45    | 37.88           | 17 | 107| 74  | 139 |
|       | C1C2      | 27.95    | 34.10           | 20 | 122| 86  | 151 |
|       | C1C2C3    | 27.95    | 34.10           | 20 | 121| 80  | 150 |
|       | S1        | 16.15    | 19.91           | 44 | 221| 203 | 215 |
|       | S1S2      | 14.34    | 17.43           | 53 | 252| 227 | 225 |

6.4 Results

For the experiments, we have run 10 times each combination of shrinking and separation strategies with two objectives in mind: evaluate the influence of the random choices during the algorithm (ties are broken randomly when ordering $\bar{V}$; source and sink vertices are selected randomly in the Gomory–Hu tree construction) and obtain a better approximation of the running times. We have divided the process of finding the violated cuts into three parts: (1) the preprocess, which considers the shrinking carried out before the separation, (2) the separation, which consists of finding the $Q$ sets that define violated cuts, and (3) the generation of the violated SEC from the $Q$ sets. Since the SEC generation is closely related to the obtained $Q$ sets in the previous parts, and it is independent of the considered shrinking and separation strategies, we have limited the discussion of results to the preprocess and the separation parts.

The computational results are summarized in two tables. In Table 1, we present the information about the graph simplification and the relative time needed by each combination of strategies compared to the reference strategy (Algorithm EH with NO shrinking). In Table 2, we show the absolute values (on average) about the collected $Q$ sets and the time needed (in milliseconds) by each combination of strategies. Although these tables give a general picture of the behaviour of the strategies, we consider that the results reflect what happens instance by instance. The detailed results of the experiments can be found in Supplementary Material Appendix B.

In Table 1 it can be seen that the graph is contracted considerably by means of the shrinking, especially in large problems. The largest contractions are achieved with strategy S1S2. An interesting point of the results is that with the rules derived from Theorem 1 (C1, C2, C3) the support graph is simplified significantly, which encourages us to apply the shrinking preprocess for other valid inequalities, such as combs. Note that, rule C3 does not contract the graph more than what is already achieved by the combination of rules C2 and C3, see Sect. 6.5 for the discussion concerning this result.
Regarding the speedup up obtained by the shrinking strategies, the results are clear and show the importance of performing the shrinking preprocess before the separation algorithms. If we observe the column related to Algorithm EH in Table 1, the speedup obtained by each shrinking strategy is meaningful. In Medium instances, on average, the speedup is about 6 times for the least aggressive strategy (C1), and 17 times in Large instances. By means of the most aggressive strategy (S1S2) the speedup on average is 17 for Medium-sized instances and 53 in Large-sized instances.

With respect to the time needed, the separation algorithms, Algorithm DH and Algorithm EPG, are both faster than the commonly used Algorithm EH, which shows the relevance of the detailed exact separation algorithms in Sect. 5. If we compare Algorithm DH and Algorithm EPG, without considering any shrinking strategy, the speedups on average are similar (9 and 9 times, respectively) and Algorithm EPG in larger instances (15 and 16 times, respectively). The table also suggests, based on the results of Algorithm DH and Algorithm DHI, that it might not be convenient in the Dynamic Hong’s separation algorithm to internally carry out extra shrinking procedures.

Taking into account jointly the shrinking and separation strategies, the largest speedups are obtained when rules S1 and S2 are combined in the preprocess and, after that, alternatives to the standard Hong separation algorithms are used. In terms of running time, the Algorithm DH with the S1S2 shrinking preprocess obtains the best results in the experiments, with an average speedup of 60 in Medium-sized instances and 252 in Large-sized instances. The results obtained by Algorithm EPG with the S1S2 preprocess strategy are also very good, especially in Large-sized instances with an average speedup of 225.

Apart from the running time, an aspect to consider when making a choice about the separation algorithm is the number of violated cuts found. As we have already mentioned, in the cycle problems, the number of collected violated SECs is closely related with the Q sets obtained by the separation algorithms. Therefore, we have measured the obtained amount of Q sets instead of the number of violated SECs. In Table 2, the average number of Q sets and time of each combination of strategies is shown.

The first aspect to note is that, by means of the shrinking preprocess, which is considerably faster than the exact separation procedure, we are able to find violated SECs in many instances (via Theorem 3 and Lemma 7). These violated SECs might be enough for the separation goal and, in practice, we could skip the exact separation algorithm if violated inequalities are found in the preprocess. In the separation process, in general, the largest amount of Q sets are obtained by Algorithm EPG, as was anticipated theoretically in Sect. 5. Note that, the quantity of obtained Q sets is sensitive to the randomness of the shrinking and separation strategies (it can be concluded because \#Q is not always an integer).

In the view of these results, the S1S2 shrinking strategy is the best choice to use as the preprocess of SEC separation algorithms. Bearing in mind both the time and the obtained amount of Q sets, either Algorithm DH or Algorithm EPG might be a good choice as the separation algorithm. However, it is not clear from these results which of the two exact approaches should be used in practice. It probably depends on the nature and the size of the cycle problem under consideration.

6.5 Discussion

Finally, we would like to open a discussion about the following concerns as a consequence of the computational results. It might be helpful, to look at the detailed computational results
| Size      | Shrinking | Preprocess | Separation          | Separation          | Separation          | Separation          | Separation          |
|-----------|-----------|------------|---------------------|---------------------|---------------------|---------------------|---------------------|
|           |           |            | EH                  | DH                  | DHI                 | EPG                 |
|           |           | All #Q     | Time                | All #Q              | Time                | All #Q              | Time                |
| Medium    | NO        | 0.0        | 0.5                 | 83.8                | 211.6               | 79.9                | 17.1                | 79.9                | 17.1               | 438.2              | 16.3               |
|           | C1        | 0.0        | 0.8                 | 27.8                | 30.2                | 58.4                | 5.2                 | 58.4                | 6.5                | 149.0              | 7.8                |
|           | C1C2      | 5.5        | 0.8                 | 31.6                | 25.2                | 59.4                | 4.6                 | 59.4                | 5.5                | 139.7              | 7.3                |
|           | C1C2C3    | 5.5        | 0.9                 | 31.6                | 25.5                | 59.4                | 4.5                 | 59.4                | 5.9                | 139.8              | 7.4                |
|           | S1        | 29.3       | 0.9                 | 43.4                | 10.2                | 63.1                | 2.6                 | 63.1                | 2.9                | 101.3              | 5.3                |
|           | S1S2      | 35.1       | 0.9                 | 48.8                | 9.5                 | 69.0                | 2.5                 | 69.9                | 2.8                | 98.3               | 5.3                |
| Large     | NO        | 0.0        | 9.9                 | 679.4               | 26,578.2            | 372.6               | 2140.0              | 372.6               | 2140.0             | 3395.1             | 1828.8             |
|           | C1        | 0.0        | 22.5                | 154.2               | 1513.4              | 266.8               | 203.7               | 266.8               | 295.8              | 756.6              | 146.7              |
|           | C1C2      | 17.0       | 22.8                | 166.8               | 1320.0              | 271.7               | 179.3               | 271.7               | 257.2              | 717.9              | 135.2              |
|           | C1C2C3    | 16.8       | 23.2                | 166.6               | 1321.0              | 271.5               | 181.0               | 271.5               | 277.1              | 717.8              | 136.2              |
|           | S1        | 169.2      | 25.1                | 225.4               | 515.4               | 287.0               | 95.4                | 287.0               | 103.8              | 507.1              | 94.7               |
|           | S1S2      | 248.8      | 25.3                | 293.1               | 427.2               | 372.2               | 83.5                | 374.3               | 91.5               | 528.0              | 91.1               |
In Supplementary Material Appendix B. to understand the motivation behind the discussion below.

In Fig. 5, an example of a vector \((y, x) \in P_A^G\) was shown where rule C3 can be applied but rules C1 nor C2 cannot. However, in the experiments, although rule C3 has been applied in some instances, we have not obtained any situation in which rule C3 was able to simplify the support graph more than with the rest of the rules.

An open question is then to explain why rule C3 does not improve the results obtained by means of the rules C1 and C2. We believe that this is related with the planarity property of the support graphs, which is satisfied in the considered instances. Note that the graph in the example of Fig. 5 is not planar because the complete graph of 5 vertices, \(K_5\), is a subgraph of it.

**Conjecture 1** Given a graph \(G\), let \((y, x) \in P_A^G\) be a vector. If the support graph \(\bar{G}\) of \((y, x)\) is planar, then the combination of the rules C1 and C2 dominate the rule C3.

Note that the rules C1, C2, and C3 induce a contraction of an edge (a sequence of contractions for C3), which is a closed operation in planar graphs. Therefore, if \(\bar{G}\) is planar then \(\bar{G}[S]\) is also planar for every subset \(S\) obtained from these rules. While working with the OP, we have empirically seen that in geometrical instances the support graph obtained within a B&C is planar most of the time.

Another interesting fact that can be extracted from the experiments is that the number of vertices and edges in the shrunk graph (the final result) is independent of the ordering of the considered rules and the shrinkable sets. This suggests the idea that the obtained shrunk graphs are isomorphic.

**Conjecture 2** Given a graph \(G\), let \((y, x) \in P_A^G\) be a vector and \(SRK \in \{C1, C1C2, C1C2C3, S1, S1S2\}\) be a fixed shrinking strategy, then the graphs obtained by applying \(SRK\) to \((y, x)\) are isomorphic.

If the conjecture is true, the complexity of the separation algorithm carried out in the shrunk graph does not depend on the different implementations of a shrinking strategy. As a consequence, in the future, we might focus on identifying the implementations of the shrinking strategies that might obtain the largest amount of \(Q\) sets, especially for the preprocess, e.g., by reordering the vertices in the heap.

### 7 Conclusions and future work

In this paper, for cycle problems, we have successfully generalized the global (C1, C2 and C3) and SEC specific (S1, S2 and S3) shrinking rules proposed in the literature of the TSP. The obtained computational results for the shrinking in the OP are remarkable and, hence, very promising for other cycle problems. The results clearly show that the shrinking technique considerably improves the running time of the separation algorithm for SECs. This opens the possibility to investigate in two directions in cycle problems: (1) studying the shrinking for other valid cycle inequalities of the OP (e.g., combs) and (2) evaluating for other cycle problems the shrinking technique in SEC separation problems.

Part of the paper focuses on exact SEC separation algorithms for cycle problems. We have extended from the TSP two exact algorithms (Algorithm DH and Algorithm EPG). The proposed separation algorithms were shown to be more efficient in the OP than the exact algorithm used so far in the literature (the adaptation of the classical Hong’s approach).
importance of the detailed extension of the Padberg–Grötschel approach, Algorithm EPG, lies in the fact that in cycle problems, in general, the global minimum cut of a support graph might not generate a violated SEC, while violated SECs in the same graph exist. An example is given where this claim is shown, which implies that the adaptations of the Padberg–Grötschel approach used so far in the literature of cycle problems should be viewed as heuristic separation algorithms. Therefore, this might be the first exact extension of the Padberg–Grötschel approach in the literature for cycle problems.

Supplementary Information The online version contains supplementary material available at https://doi.org/10.1007/s10479-021-04210-0.

Acknowledgements This article has been partially written while the first author was at Operational Research Group at University of Brescia as a visiting PhD student under the supervision of Prof. Speranza. He wishes to sincerely thank the OR group and the university for their warm hospitality and an excellent atmosphere. We gratefully acknowledge the authors of the TSP solver Concorde for making their code available to the public, since it has been the working basis of our implementations.

References

Applegate, D. L., Bixby, R. E., Chvatal, V., & Cook, W. J. (2007). *The traveling salesman problem: A computational study (Princeton series in applied mathematics).* Princeton University Press.

Archetti, C., Speranza, M. G., & Vigo, D. (2014). Vehicle routing problems with profits. In *Vehicle routing: Problems, methods, and applications*, chapter 10 (pp. 273–297). MOS-SIAM Series on Optimization.

Bauer, P. (1997). The circuit polytope: Facets. *Mathematics of Operations Research, 22*(1), 110–145.

Bauer, P., Linderoth, J., & Savelsbergh, M. (2002). A branch and cut approach to the cardinality constrained circuit problem. *Mathematical Programming, 91*, 307–348.

Bérubé, J.-F., Gendreau, M., & Potvin, J.-Y. (2009). A branch-and-cut algorithm for the undirected prize collecting traveling salesman problem. *Networks, 54*, 56–67.

Coullard, C. R., & Pulleyblank, W. R. (1989). On cycle cones and polyhedra. *Linear Algebra and its Applications, 114–115*, 613–640 (Special Issue Dedicated to Alan J. Hoffman).

Crowder, H., & Padberg, M. W. (1980). Solving large-scale symmetric travelling salesman problems to optimality. *Management Science, 26*(5), 495–509.

Feillet, D., Dejax, P., & Gendreau, M. (2005). Traveling salesman problems with profits. *Transportation Science, 39*(2), 188–205.

Fischetti, M., Salazar-González, J. J., & Toth, P. (1995). The symmetric generalized traveling salesman polytope. *Networks, 26*(2), 113–123.

Fischetti, M., Salazar-González, J. J., & Toth, P. (1997). A branch-and-cut algorithm for the symmetric generalized traveling salesman problem. *Operations Research, 45*, 378–394.

Fischetti, M., Salazar-González, J. J., & Toth, P. (1998). Solving the orienteering problem through branch-and-cut. *INFORMS Journal on Computing, 10*, 133–148.

Goldberg, A. V., & Tarjan, R. E. (1988). A new approach to the maximum-flow problem. *Journal of the ACM, 35*(4), 921–940.

Goldberg, A. V., & Tsiourtsiuliklis, K. (2001). Cut tree algorithms: An experimental study. *Journal of Algorithms, 38*(1), 51–83.

Gomory, R., & Hu, T. (1961). Multiterminal network flows. *Journal of The Society for Industrial and Applied Mathematics, 9*, 551–570.

Grötschel, M., & Holland, O. (1991). Solution of large-scale symmetric travelling salesman problems. *Mathematical Programming, 51*(1), 141–202.

Grötschel, M., & Padberg, M. (1979). On the symmetric travelling salesman problem I: Inequalities. *Mathematical Programming, 16*(1), 265–280.

Gusfield, D. (1990). Very simple methods for all pairs network flow analysis. *SIAM Journal on Computing, 19*(1), 143–155.

Gutin, G., & Punnen, A. P. (2007). *The traveling salesman problem and its variations (combinatorial optimization).* Springer.
Hao, J., & Orlin, J. B. (1992). A faster algorithm for finding the minimum cut in a graph. In *Proceedings of the third annual ACM-SIAM symposium on discrete algorithms, SODA ’92* (pp. 165–174). Society for Industrial and Applied Mathematics.

Hong, S. (1972). *A linear programming approach for the traveling salesman problem*. Ph.D. thesis, Johns Hopkins University.

Jepsen, M. K., Petersen, B., Spoorendonk, S., & Pisinger, D. (2014). A branch-and-cut algorithm for the capacitated profitable tour problem. *Discrete Optimization, 14*, 78–96.

Jünger, M., Rinaldi, G., & Thienel, S. (2000). Practical performance of efficient minimum cut algorithms. *Algorithmica, 26*, 172–195.

Kobeaga, G. (2020). gkobeaga/cpseksec: Preprint version.

Padberg, M., & Grötschel, M. (1985). Polyhedral computations. In E. L. Lawler, J. K. Lenstra, A. H. G. Rinnooy Kan, & D. B. Shimoys (Eds.), *The traveling salesman problem* (pp. 307–360). Wiley.

Padberg, M., & Rinaldi, G. (1990a). An efficient algorithm for the minimum capacity cut problem. *Mathematical Programming, 47*(1), 19–36.

Padberg, M., & Rinaldi, G. (1990b). Facet identification for the symmetric traveling salesman polytope. *Mathematical Programming, 47*(1), 19–36.

Padberg, M., & Sung, T.-Y. (1991). An analytical comparison of different formulations of the travelling salesman problem. *Mathematical Programming, 52*(1), 315–357.

Pferschy, U., & Staněk, R. (2017). Generating subtour elimination constraints for the tsp from pure integer solutions. *Central European Journal of Operations Research, 25*, 231–260.

Reinelt, G. (1991). Tsplib—A traveling salesman problem library. *ORSA Journal on Computing, 3*(4), 376–384.

Vansteenwegen, P., & Gunawan, A. (2019). *State-of-the-art solution techniques for OP and TOP* (pp. 41–66). Cham: Springer.

**Publisher’s Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.