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A semi-analytic model for plasma-jet-driven magneto-inertial fusion is presented. Compressions of a magnetized plasma target by a spherically imploding plasma liner are calculated in one dimension (1D), accounting for compressible hydrodynamics and ionization of the liner material, energy losses due to conduction and radiation, fusion burn and alpha deposition, separate ion and electron temperatures in the target, magnetic pressure, and fuel burn-up. Results show 1D gains of 3–30 at spherical convergence ratio < 15 and 20–40 MJ of liner energy, for cases in which the liner thickness is 1 cm and the initial radius of a preheated magnetized target is 4 cm. Some exploration of parameter space and physics settings is presented. The yields observed suggest there is a possibility of igniting additional dense fuel layers to reach high gain.

I. INTRODUCTION

Magnetized-inertial fusion (MIF), aka magnetized target fusion (MTF), is an approach to laboratory fusion that operates on time scales and power levels in between the extremes of inertial confinement fusion (ICF) and magnetic confinement fusion (MCF). The addition of a magnetic field in the plasma “target” to be compressed potentially aids in igniting the target via inhibition of thermal conduction across the field as well as through enhanced retention of the energy of charged particles released in fusion reactions. The ignition criterion for an MIF system has been shown to be based on the achieved product \(BR\) of compressed magnetic field strength and target radius, thereby differing fundamentally from the areal-density-based criterion for ICF ignition and opening up the possibility of achieving ignition at lower driver power densities and velocities (in the 10–100 km/s range). Recently, the magnetically driven, cylindrical Magnetized-Liner-Inertial-Fusion (MagLIF) concept has yielded very promising experimental results, demonstrating fusion-relevant temperatures and \(BR\) values.

Plasma-jet-driven MIF, or PJMIF, is an MIF architecture possessing the desirable attribute of “standoff,” i.e., a way to keep the compressed plasma physically distant from the facility first wall and avoid repetitive driver-hardware destruction. The concept is to form a spherically imploding plasma liner from the convergence of a large number of discrete supersonic plasma jets, and use the assembled liner to compress a magnetized DT plasma target. The target may include an outer layer of cooler, denser DT (“afterburner”) that may heat and burn from energy deposition by alpha particles born in the inner portion of the target. Attaining standoff from the fusion plasma allows heat loads to be spread over larger areas, and thus damage/activation of the facility walls to be lessened and/or mitigated. Plasma jets may be supplied by contoured-gap coaxial plasma guns, which could potentially achieve efficiencies of > 50% and enable a fusion reactor at relatively modest gains ≤ 20 (i.e., fusion energy divided by the liner- and target-formation energies).

There have been several works in recent years relating to PJMIF, either directly or indirectly. One-dimensional (1D) simulations of desired PJMIF configurations indicated the possibility for suitable levels of fusion gain (≈ 30) with cm-thick plasma liners in the 40–100 MJ kinetic-energy range. Results based on an 1D analytical model of MJIF implosions also found promising energy-gain results, especially in spherical geometry. Analytical works have studied the hydrodynamic scaling properties of imploding plasma liners, and 1D hydrodynamic simulations of plasma-liner implosions and target compression have also been performed, as have 3D simulations of plasma-jet merging and plasma-liner formation. Experimentally, PJMIF-relevant studies have been conducted on plasma-jet propagation as well as oblique two-jet and three-jet merging. Experiments over the next few years are planned to demonstrate and study plasma-liner formation with up to 60 plasma jets.

Semi-analytic models have been productively used in MIF to explore interactions of the diverse physics. The seminal models of Lindemuth and Kirkpatrick are representative of generalized MIF implosions, but treat the liner hydrodynamics as the motion of an infinitely thin interface. The liner hydrodynamics may be important for PJMIF due to the extended length of available plasma jets. In recent years, McBride and Slutz’s semi-analytic model of MagLIF treated the liner hydrodynamics by dividing the liner up into separate shells. The model was able to achieve reasonable agreement with 1D LASNEX simulations and provided insight into the physics. Inspired by both these models, we formulate a 1D, spherical-geometry, semi-analytic model for exploring PJMIF and provide an accompanying numerical code that typically executes in one minute or so on a personal computer. One can readily use the model to scan a large PJMIF parameter space, allowing interested researchers to identify attractive PJMIF configurations, key issues and obstacles, and PJMIF-development tech-
nology needs. Because a target fusion gain greater than unity is likely required to attain significant burn in an afterburner, in this paper we first focus on cases without an afterburner and defer detailed studies of cases with an afterburner for future work.

The paper is organized as follows. Section II presents the details of the model. Section III presents results and some investigations of parameter space and physics settings. Conclusions are presented in Sec. IV.

II. MODEL FORMULATION

We consider the PJMIF implosion in two phases: liner formation and convergence, and target compression. In the liner formation and convergence phase, discrete jets propagate from their injection radius $R_{j,i}$ towards the chamber center, until they encounter each other prior to reaching the center. We refer to this region of the encounter as the “merging radius” $R_m$. Once the jets have merged, the liner is assumed to converge as a spherical shell towards the center of the target. The target is assumed to have been formed or be in the process of being formed at a particular initial radius $R_{T0}$; the target formation could occur by merging of injected compact toroids, or by stagnating unmagnetized jets and driving a magnetizing current as has been proposed in the laser beat-wave-magnetization approach. When the converging liner reaches $R_{T0}$, we consider this to be the beginning of target compression. The liner compresses the target, and is decelerated and ultimately stagnated and repulsed by the increasing pressure of the target. If the spherical compression is adiabatic, target pressure rises as convergence ratio $CR^3$, where $CR = R_{T0}/R_T$.

The target compression phase determines fusion yield and gain, so we first consider the target compression phase to determine requirements for the merged liner, and then work backwards through the convergence and formation steps in PJMIF to investigate how such a liner might be formed.

A. Target compression

The MIF target compression process spans a diverse set of physics, including compressible hydrodynamics of the liner and target, ionization, radiation, magnetic pressure and advection, heat conduction, fusion burn, and charged particle energy deposition, all of which we describe in this section. Many treatments have been applied by previous authors; where we deviate, we describe the motivation and implementation. These physics areas are certainly not exhaustive even in 1D: for example we do not study liner-target mix effects, though we do estimate the collisional interpenetration depths to be small in comparison to the target. We consider only 1D and do not attempt to account for instabilities, such as Rayleigh-Taylor instabilities that may occur at the decelerating liner-target interface.

1. Hydrodynamics

Previous analytical treatments have modeled the liner and target hydrodynamics assuming polytropic equations of state (EOS). Work in the MagLIF model showed that treating the liner as a single fluid element with a polytropic index $\gamma = 5/3$ yielded overly optimistic compression results. The issue was resolved by considering the liner as a series of cylindrical shells, effectively implementing Lagrangian hydrodynamics. A similar effect was achieved previously in the Lindemuth and Kirkpatrick model by using a greater liner $\gamma$ of 2.5. Because $Pu^\gamma$ is considered constant in polytropic EOS, increasing $\gamma$ increases the liner pressure and self-work during convergence and halts the implosion earlier.

The details of the hydrodynamics may be important for PJMIF liners, as they may be thick and have longer stagnation times than other concepts, and thus it is necessary to treat the shock propagating back through the thick liner at stagnation. Therefore we opt for the Lagrangian hydrodynamics approach in the liner and discretize it into a series of spherical shells of equal mass. A quadratic artificial viscosity $q$ is included to cope with shocks. The acceleration of the liner zone interfaces is calculated for the interior zone interfaces as

$$a_{zi,i:N-1} = (p_{1:N} - p_{0:N-1} + q_{1:N} - q_{0:N-1}) * A_{1:N-1}/m_{1:N-1},$$

in which $N$ is the number of zones, $p$ is the pressure, $q$ is the artificial viscosity, $A$ is the area of the spherical shell interface, and $m$ is the mass assigned to the spherical shell interface. For these interior zones, $m$ is assigned as $m_L/N$. The acceleration of the liner-target interface uses the target pressure $p_T$,

$$a_{zi,0} = (p_T - p_0 - q_0) * A_0/m_0,$$

$$p_T = p_{T,i} + p_{T,e} + p_{T,r} + p_{T,B},$$

in which subscripts $i$, $e$, $r$ and $B$ represent ion, electron, radiation, and magnetic quantities and the assigned $m_0 = m_L/2N$. For the exterior liner zone, a user-input vacuum pressure $p_{vac}$ is included, and the acceleration is calculated as

$$a_{zi,N} = (p_N - p_{vac} + q_N) * A_N/m_N,$$

$$m_N = m_L/2N.$$

We assume that the target has been preheated to around 100 eV such that fusion temperatures can be obtained at modest spherical convergence $\leq 15$. The target has a high sound speed, so we assume that it is isobaric and consider it as a single fluid element. We assume
\( T_i = T_e = T_r \) throughout the liner, and allow for the possibility of \( T_i \neq T_e \neq T_r \) in the target, where it has been indicated that high temperatures lessen the collisional coupling between the ions and electrons on the implosion time scale.\(^{21}\)

With zone accelerations computed, zone interface velocities and positions can be updated, and zone volumes, densities, and energy transfer rates are then computed. The energy transfer rate terms are the core of the model and represent the physics of interest, including compression work, heat conduction, radiation, alpha deposition, etc. They are used to update the internal energy per unit mass of the target and liner as

\[
e_{i,T,t} = e_{i,T,t-1} + \frac{\Delta t}{m_T} \left( P_{\text{hydro},i} + \frac{P_o}{2} - P_{\text{hc},i} + P_{\text{er}} \right),
\]

\( e_{e,T,t} = e_{e,T,t-1} + \frac{\Delta t}{m_T} \left( P_{\text{hydro},e} + \frac{P_o}{2} - P_{\text{hc},e} - P_{\text{te}} + P_{\text{er}} \right), \)

\[
e_{r,T,t} = e_{r,T,t-1} + \frac{\Delta t}{m_T} \left( P_{\text{hydro},r} - P_{\text{er}} - P_{\text{rad}} \right),
\]

\[
e_{\text{int},L,j,t} = e_{\text{int},L,j,t-1} + \frac{\Delta t}{m_{L,j}} \left( P_{\text{hydro},j} + P_{\text{hc},j} + P_{\text{rad},j} \right),
\]

in which subscript \( j \) indicates a particular zone of the liner. The assorted power terms \( P \) include hydrodynamic work \( P_{\text{hydro}} \), alpha particle energy deposition \( P_\alpha \), heat conduction \( P_{\text{hc}} \), heat transfer due to radiation \( P_{\text{rad}} \), ion-electron-equilibration \( P_{\text{ie}} \) and radiation-matter coupling \( P_{\text{rad}} \), and subscripts \( i, e, \) and \( r \) refer to ion, electron, and radiation fluids. The amount of hydrodynamic compression / expansion work in the liner is found directly from the updated zone interface positions and mass densities as

\[
\frac{\Delta t}{m_{L,j}} P_{\text{hydro},j} = p_j \left( \frac{1}{\rho_{j,t}} - \frac{1}{\rho_{j,t-1}} \right),
\]

and the target hydrodynamic terms are dependent on the respective target pressures, as

\[
P_{\text{hydro},(i,e,r)} = p_{T,(i,e,r)} u_{z1,0},
\]

in which \( u_{z1,0} \) is the velocity of the liner-target interface.

2. Ionization

We assume a Thomas-Fermi-like scaling of the liner mean charge \( \bar{Z} \),

\[
\bar{Z}_{if} = \frac{\bar{Z}}{Z},
\]

\[
T_{if} = \frac{T}{Z^{4/3}},
\]

where \( Z \) is the atomic number of the liner species. We assume that for all liner species the mean charge is a function of reduced temperature only,

\[
\bar{Z}_{if} = \frac{1}{1 + 2/(T_{if}^{0.85})}.
\]

As shown in Fig.\(^\text{11}^{38}\) this formula loosely approximates the results of local-thermodynamic-equilibrium (LTE) ionization calculations across a range of ion species, density, and temperatures from \( 10^{19} - 10^{23} \) cm\(^{-3} \) and 1–10000 eV. The electron and ion internal energy are specified as those of ion and electron fluids at the specified ionization per unit ion mass,

\[
e_e = Z \frac{3 N_A k T_e}{2 \mu},
\]

\[
e_i = \frac{3 N_A k T_i}{2 \mu},
\]

in which \( \mu \) is the ratio of ion mass to proton mass.

![Fig. 1. Comparison between ionization fit and calculations from the Prism PROPACEOS code.](image)

3. Magnetic field

An azimuthal magnetic flux \( \Phi \) is assumed in the spherical target, generating an average magnetic flux density and pressure given by:

\[
\bar{B} = \frac{\Phi}{\frac{2}{3} \pi R_T^2},
\]

\[
p_{T,B} = \frac{\bar{B}^2}{2 \mu_0}.
\]
This value of magnetic energy density is used in the model for evolving energy balance, but for calculating transport, one might expect the magnetic field strength in the gradient layer at the target exterior to be somewhat lower than the flux-averaged field strength (though advection could change this). For the purposes of the present model, we assume a magnetic field profile due to an axial current in the sphere, and compute an effective reduced field strength in the gradient layer. The reduction is a function of the assumed gradient length scale, which we define with the symbol $\delta_1$. The reduced field strength is fit by

$$
\frac{B_{\text{eff}}}{B} = 0.18\delta_1^2 + 0.41\delta_1^2 + 0.41.
$$

Lindemuth's model\(^5\) considers magnetic flux loss from the target by resistive dissipation and the Nernst effect (flux transport arising due to temperature gradients). Since the target must be hot and timescales considered in PJMIF are short, we neglect resistive diffusion but consider the Nernst effect. Lindemuth includes Nernst flux diffusion using the Braginskii coefficient $\beta_{\eta,T}$, which in the magnetized limit decreases as $x_e^{-1}$ where $x_e$ is the target electron Hall parameter. We follow a similar approach, using the Epperlein-Haines\(^39\) formula for $\beta_{\eta,T}$ and a gradient-based expression for the resulting flux transport,

$$
\beta_{\eta,T} = \frac{1.5x_e^2 + 2.54x_e}{x_e^3 + 7.09x_e^2 + 3.27x_e + 2.87},
$$

$$
\phi = -(2 + \pi)R_T \frac{\beta_{\eta,T} T_{T,e} - T_{L,0}}{e \delta_1 R_T}.
$$

The above analysis computes a flux loss, but may not be sufficient to fully represent the Nernst effect. A detailed analysis in cylindrical geometry by Velikovich\(^40\) finds that Nernst flux transport is coupled with heat conduction and fluid advection in the target. Two main mechanisms are discussed: firstly, the cooling of the target exterior by heat conduction drives advection in the target, bringing material from the hot interior towards the cooler exterior to establish an isobaric condition. This advection carries magnetic flux and thermal energy towards the exterior of the target where it may be lost to the liner. Secondly, as magnetization and $x_e$ is increased, the thermal-gradient length scale becomes smaller, thus partially offsetting the inhibition of thermal transport provided by the increased magnetization. The results indicate that while magnetic flux losses decrease as $x_e^{-1}$, magnetized heat conduction losses may also only decrease as a Bohm-like $x_e^{-1}$ rather than the classical $x_e^{-2}$ scaling. We include an option to simulate this effect in the heat conduction by use of a modified thermal conductivity.

### 4. Heat conduction

We use a Braginskii-type\(^\text{11}\) transport model for the thermal conductivity of the target, which incorporates reduction in heat conduction by the magnetic field. We use expressions for the Braginskii transport coefficients as given by Epperlein-Haines\(^39\) which correct some known inaccuracies of the Braginskii treatment (as compared to numerical solutions of the Fokker-Planck equation), although the impact on the presently used coefficients is for the most part minimal. The thermal conductivities are calculated as

$$
\kappa_{e,i} = \frac{20 (\frac{Z}{\pi})^{3/2} (kT)^{5/2} kT_{e,i} \Xi_{B,e,i}}{(m^0 e^4 Z \ln \Lambda_{e,i})},
$$

$$
\tau_e = \frac{0.43 Z}{3.44 + Z + 0.26 \log Z},
$$

$$
\tau_i = 0.162,
$$

$$
\Xi_{B,e} = \frac{1}{3.2021} \left[ \frac{6.18 + 4.66x_e}{(1.93 + 2.31x_e + 5.35x_e^2 + x_e^3)} \right],
$$

$$
\Xi_{B,i} = \frac{1}{3.8823} \left[ \frac{2x_e^2 + 2.64}{x_e^4 + 2.7x_e^2 + 0.68} \right],
$$

in which $x_i$ is the target ion Hall parameter. The energy transfer terms are calculated as

$$
P_{hc,i} = \kappa_i A_0 \frac{T_{T,i} - T_{L,0}}{\delta_1 R_T},
$$

$$
P_{hc,e} = \kappa_e A_0 \frac{T_{T,e} - T_{L,0}}{\delta_1 R_T},
$$

in which $\delta_1$ is a scaling factor to set the scale length for calculating the gradient. In the current studies it is set always to 0.25, which is similar to the 0.2 used by Lindemuth and gives fair agreement with 1D HELIOS\(^\text{35}\) simulation results for a cooling-slab problem.

For depositing the heat conducted from the target into the liner, we assume it is deposited uniformly throughout the liner, such that

$$
P_{hc,j} = \frac{P_{hc,e} + P_{hc,i}}{N}.
$$

As mentioned in Section II A 3, the coupling of Nernst effect and field advection in the target may lead to a more Bohm-like thermal conductivity, such that it decreases only as $x_e^{-1}$ rather than $x_e^{-2}$ in the high-field limit. As such, we also include the option of using a modified thermal conductivity that decreases as $x_e^{-1}$, wherein we use Eq. (25) for both electrons and ions with the $x^3$ term in the denominator removed.
5. End Losses

In a spherical target with an azimuthal field and axial current, the field strength would go to zero on axis. This would result in increased thermal conduction losses (as well as increased alpha particle escape) at the poles of the target. We allow for the possibility of enhanced end losses by introducing a user-variable loss area \( A_{\text{end}} \) in which the heat loss is unimpeded by magnetization,

\[
P_{\text{end},i} = \kappa_{i0} A_{\text{end}} \frac{T_{e,i} - T_{L,i}}{\delta_i R_T},
\]

\[
P_{\text{end},e} = \kappa_{e0} A_{\text{end}} \frac{T_{e,e} - T_{L,e}}{\delta_i R_T},
\]

in which \( \kappa_{i0} \) and \( \kappa_{e0} \) are the unmagnetized thermalized conductivities.

Introducing full unmagnetized losses raises the issue of nonlocal electron heat conduction, in which it is seen that calculations using the local gradient and thermal conductivity overestimate the heat flux in ICF targets by an order of magnitude or so. The heat reduction increases with the product of electron free path and perturbation wavenumber. In the proposed PJMIF regime, the electron delocalization length scale \( \lambda_e = T^2/4\pi\nu_i e^4 \) is increased in comparison to ICF targets due to the decreased density, but the wavenumber is decreased due to the increased gradient length scale. We model these effects by including a flux limiter for the heat conduction, such that heat transport is not allowed to exceed a fraction \( f \) of the thermal free-streaming value,

\[
P_{\text{end},e} \leq f^{3/2} \frac{\nu_i T_{e,e}^{3/2}}{\sqrt{m_e}}.
\]

6. Radiation

The reduced target densities of MIF as compared to ICF mean that the effects of radiation pressure are typically negligible throughout the implosion. As the opacities of the MIF targets may remain relatively low, radiation is important mainly in its capacity to transport energy out of the target and into the liner. We thus take the radiation rate as a flux-limited conductive term in the diffusion limit, and similarly to the heat conduction term we deposit it uniformly across liner zones.

\[
P_{\text{rad},i} = D_r A_0 \frac{E_{r,T} - E_{r,L}}{\delta_i R_T},
\]

\[
D_r = \frac{c}{3\chi},
\]

\[
\chi \approx 10^2 \rho,
\]

\[
P_{\text{rad},i} = \frac{P_{\text{rad}}}{N},
\]

in which \( E_r = e_r \rho \) is the radiation energy density.

7. Equilibration

We consider energy transfer within the target between ions and electrons and between electrons and the radiation field. The coupling terms used are\textsuperscript{38,44}

\[
P_{ie} = \nu_{ie} m_T (e_{e,T} - e_{i,T}),
\]

\[
\nu_{ie} = 1.8 \times 10^{-19} \sqrt{m_i m_e n\lambda_{ie}} \left( m_i T_e + m_e T_i \right)^{1.5},
\]

\[
P_{er} = \frac{8\pi^5}{15} \frac{(k_BT_{e,T})^4}{\sigma_T m_T} - c\sigma_T E_{r,T},
\]

in which \( \lambda_{ie} \) is the Coulomb logarithm and \( \sigma_T \) is the target opacity, for which we use a Kramer’s Law opacity\textsuperscript{45}

\[
\sigma_T = 10^{-14} n_T T_e^{-3.5}. 
\]

8. Fusion reactions

D-T fusion reaction yields are modeled using the functional form of Bosch and Hall\textsuperscript{46} as given by McBride and Slutz\textsuperscript{47}

9. Charged-particle deposition

We assume instantaneous energy deposition of a fraction of the fusion-born 3.5-MeV alpha particles based on the magnetic field strength and stopping length in the target. The alpha-energy-deposition fraction is pre-computed using a non-relativistic Monte-Carlo particle-tracking approach using the Lorentz force and dynamical friction slowing only, i.e., neglecting velocity-space diffusion. Monte-Carlo data and discussion are included in Appendix A.

Fitting formulae for the alpha-deposition fraction are devised in the normalized variable notation of Basko\textsuperscript{47} \( \tilde{R} = R_T/l_a \), where \( l_a \) is the alpha collisional stopping length, and \( b = R_T/r_{e,\alpha} \), in which \( r_{e,\alpha} \) is the 3.5-MeV alpha cyclotron radius, for the case of the field generated by a uniform current along a central axis of the spherical target. For the field generated due to a uniform current along the central axis, the fit formula we find is

\[
x = \frac{3}{2} \tilde{R} \left[ \left. 1 + \left( \frac{b}{3} \right)^{\frac{4}{3}} \right] \right.,
\]

\[
f_{\alpha,j} = \frac{x + x^2}{1 + \frac{4}{3} x + x^2}.
\]

To approximate the collisional alpha stopping length in the target plasma, we consider the slowing rate on the target electrons and ions\textsuperscript{48}

\[
\nu_{\text{fast}} = 1.7 \times 10^{-4} \mu_0^{0.5} \epsilon_a^{-1.5} n_T Z^2 \lambda_{ie},
\]
\[ \nu_{\text{slow}} = 1.6 \times 10^{-9} \frac{1}{\mu} T^{-1.5} n T_{\alpha} Z_{\alpha}^2 \lambda_{\alpha}. \] (44)

\[ l_{\alpha} = v_{\alpha 0} \left( \frac{1}{\nu_{\text{last}}} + \frac{1}{\nu_{\text{slow}}} \right). \] (45)

in which \( v_{\alpha 0} \approx 1.3 \times 10^9 \text{ cm/s} \) is the initial speed of the 3.5 MeV alpha particle. Deposited energy is split between target electrons and ions as:

\[ \frac{f_{\alpha,i}}{f_{\alpha}} = \frac{T_{\alpha,e}[\text{keV}]}{32 + T_{\alpha,e}[\text{keV}]}. \] (46)

\[ \frac{f_{\alpha,e}}{f_{\alpha}} = \frac{32}{32 + T_{\alpha,e}[\text{keV}]}. \] (47)

For alpha energy that escapes the target, we deposit it in the liner if the collisional slowing length in the liner is less than the liner thickness. We implement this as the following fractional deposition:

\[ f_{\alpha,L} = \frac{1}{1 + \left( \frac{L_{\alpha}}{R_{\alpha}} \right)^2}. \] (48)

B. Liner formation and convergence

The first phase of liner formation and convergence is assumed to begin from discrete plasma jets arrayed around a spherical vacuum vessel. The machine size is dictated by the requirement to keep a manageable heat load on the first wall when operating at frequency \( f_{\text{rep}} \) at a gain \( G \). We restrict the average heat load \( H \) to set the first wall radius

\[ R_w = \sqrt{\frac{(1 + G) E_{\text{tot}} f_{\text{rep}}}{4 \pi H}}. \] (49)

For the studies in this paper, values assumed are \( f_{\text{rep}} = 1 \text{ Hz} \), \( H = 2.5 \text{ MW/m}^2 \). It is assumed that the jets are injected at the first wall radius, \( r_{ji} = R_w \). The merging radius for a given number of guns was calculated by Cassibry et al.\textsuperscript{[22]} who assumed that the jets expand at a speed of \( 2C_s/(\gamma - 1) \). Taking the expansion speed of the jet as \( C_s \) as suggested in experiments,\textsuperscript{[27]} we use a similar form derived with this assumption

\[ R_m = \frac{r_{j0}(M_j + 1) + R_{ji}}{1 + \sqrt{N_j}(M_j + 1)}, \] (50)

in which \( N_j \) is the number of jets, \( r_{j0} \) is the initial radius of the jet plasma column, and \( M_j \) is the jet mach number.

At the merging radius, oblique shocks may occur as the jets interact, which may lead to heating and/or non-uniformities in the liner.\textsuperscript{[28,29]} In 1D, we neglect the issue of non-uniformities but consider heating. Shocks may heat the ions, degrade the liner Mach number, and cause increased spreading of the liner material for the remainder of the travel to the target. In the case of a high-Z liner, however, ionization, ion equilibration with electrons, and radiative cooling may combine to keep the liner temperature below a few eV.

Combining pre- and post-merge travel of the liner, we can approximate the radial expansion of the liner into vacuum as:

\[ \Delta L = 2C_{s, bm} \frac{R_{ji} - R_m}{u_0} + 2C_{s, am} \frac{R_m - R_T}{u_0}, \] (51)

where \( C_{s, bm} \) and \( C_{s, am} \) represent the average sound speeds before and after merge and the factors of 2 reflect the fact that the jet may expand inward towards the target as well as outwards towards the chamber wall. A more-accurate estimate of the radial liner expansion would need to account for time dependence of the liner sound speed and the 3D dynamics of the merging jets.

III. RESULTS AND DISCUSSION

A. Verification

Verification cases are run to confirm that the model is working correctly. Results are primarily compared to the well-benchmarked 1D hydrocode HELIOS from Prism Computational Sciences.\textsuperscript{[30]} Figure\textsuperscript{[2]} shows a comparison between model and HELIOS results for stagnation pressure and target convergence for a nominal PJMIF target compression. Additional verifications are shown in Appendix\textsuperscript{[31]}

The numerical integration is carried out using a Heun predictor-corrector iteration with one forward Euler prediction step and one trapezoidal rule correction step. Energy conservation in the model is typically maintained within 1%. Typically, 40 zones are used in the liner.
FIG. 2. Comparison between present model (dashed lines) and HELIOS (solid lines) for a nominal PJMIF target compression, case1 of Table I.

B. Target-compression phase

The target-compression model as formulated uses twelve input parameters to define the liner and target: \( \rho_L, T_L, L_L, u_L, \mu_L, Z, \rho_T, T_{Te}, T_{Ti}, T_{Tr}, R_T, \) and \( B_T \) or \( \beta_T \). Rather than extensively scanning the large parameter space here, we focus on a few nominal cases of interest for PJMIF and consider variations of the model physics settings and initial conditions.

Table II shows the impact of different physics assumptions on the results of a PJMIF target compression. The case (case2 from Table I) is selected to rely on magnetized alpha deposition to achieve gain greater than 20 with a minimum of liner dynamic pressure. For these cases the flux limiter for end losses is set to \( f = 0.06 \) and \( \delta_1 \) is set to 0.25. As seen in Table II case 2a shows that a gain greater than 20 is achievable with magnetized alpha deposition. Much of the stagnation pressure derives from alpha deposition and burn, as the liner dynamic pressure only needs to reach 450 Mbar before the alpha deposition initiates a rapid pressure rise. Case 2b) underscores this dependence on alpha heating. Results of assuming Bohm-like transport rather than classical are shown in case 2c), which drops the gain to near unity. Results of increased end losses in case 2d) show a similar effect, dropping gain to 2.4. Case 2a) is thus positioned near somewhat of an 'ignition cliff' in parameter space, where any increase in losses leads to a significant reduction in gain.

Considering further perturbations to the case of Table II Table III shows results of changes in the liner and target initial conditions while keeping the overall energy constant. It is seen in case 2e) that increased thickness of the liner results in a substantial drop in achieved stagnation pressure and gain, dropping gain below unity even if one compensates somewhat by adjusting the target mass (case 2f). Changes to the liner temperature and molecular weight are shown in cases 2g) and 2h), which also significantly reduce gain to 0.87 and 3.3 respectively.

Figure 3 shows a scan of implosion speeds and target densities for a given constant input energy of 20 MJ and fixed liner and target thicknesses. Figure 4 repeats the scan, but with the assumption of Bohm-like thermal conduction losses as described in Sec. II A 4. In agreement with intuition, the increased losses in the latter case cause a decrease in gain and increase the optimal implosion speed. In the Bohm-like transport case, maximal gain is attained at around 9 or 10 cm/\( \mu s \) implosion speed, compared to about 5.5 cm/\( \mu s \) in the classical-transport cases.

C. Liner formation and convergence phase

From the investigation of the target-compression phase, it is found that it is desirable to achieve a concentration of the liner mass and kinetic energy into a liner thickness of order 1 cm. The requirements for this can be evaluated from Eq. (51) and the system constraints outlined in Sec. II B.

For the parameters of case2 of Table II at the energy of 31.3 MJ, the gain of 23.5, and the assumed 1-Hz repetition rate and a 2.5-MW/m\(^2\) heat load (rather conservative for a liquid first wall), the required first-wall radius is 5 m. Assuming a xenon liner with average temperature 1 eV during both pre- and post-merge transit, and a liner velocity of 70 km/s corresponding to an average
| TABLE II. Model results for varied physics settings case 2 of Table I: |
|---------------------------------------------------------------|
| heat conduction | 2a) Braginskii | 2b) Braginskii | 2c) Bohm-like | 2d) Braginskii |
| alpha deposition | yes | yes | yes | yes |
| end loss $A_{end}/A_0$ | 0.005 | 0.005 | 0.005 | 0.010 |
| $E_0$ (MJ) | 27.7 | 27.7 | 27.7 | 27.7 |
| $CR_{max}$ | 12.5 | 28.0 | 23.7 | 14.5 |
| $T_{i,T,max}$ (keV) | 20.8 | 3.99 | 3.94 | 4.98 |
| $P_{T,max}$ (Mbar) | 1330 | 676 | 622 | 725 |
| yield ($10^{19}$ n) | 21.7 | 0.567 | 14.4 | 2.36 |
| gain | 22.0 | 0.577 | 0.84 | 2.41 |

| TABLE III. Variations of initial conditions of case 2 of Table I: |
|----------------------------------------------------------------|
| heat conduction | 2e) Braginskii | 2f) Braginskii | 2g) Braginskii | 2h) Braginskii |
| alpha deposition | yes | yes | yes | yes |
| end loss $A_{end}/A_0$ | 0.005 | 0.005 | 0.005 | 0.005 |
| $E_0$ (MJ) | 27.7 | 27.6 | 27.9 | 27.8 |
| $CR_{max}$ | 17.9 | 20.7 | 12.0 | 12.3 |
| $T_{i,T,max}$ (eV) | 2.88 | 4.55 | 4.31 | 6.32 |
| $P_{T,max}$ (Mbar) | 107 | 158 | 330 | 542 |
| yield ($10^{19}$ n) | 0.098 | 0.277 | 0.859 | 3.29 |
| gain | 0.100 | 0.276 | 0.867 | 3.33 |

FIG. 4. Contours of fusion gain for target compressions assuming Bohm-like transport, alpha deposition on, $E_0 = 20$ MJ, $R_L = 1.0$ cm, $R_T = 4.0$ cm, $\beta_T = 10$, $x_{T,e} = 10$, $\mu_L = 131.2$, $T_L = 1.5$ eV. Clearly, such a liner would achieve much lower stagnation pressures than the liners of 1-2 cm thickness that have shown promising performance in the target compression analysis. It is evident that if it is desired to reach gain $> 10$ without an afterburner at these energies, PJMIF needs to employ techniques to lessen the radial expansion of the liner during the transit of the standoff distance. Figures 5 and 6 further elucidate this effect, with Fig. 6 showing clearly the reduction in achievable stagnation pressures associated with the liner spreading.

FIG. 5. Gain vs input energy for differing liner thicknesses, with classical transport, alpha deposition on, $m_L = 0.75$ g/MJ (roughly $u_L = 5$ cm/$\mu$s,) $m_T = 0.3$, 0.25, 0.20, 0.15 mg/MJ respectively for $R_L = 0.5, 1.0, 2.0, 4.0$ cm, $R_T = 3.5$ cm, $\beta_T = 10$, $x_{T,e} = 10$, $\mu_L = 131.2$, $T_L = 1.5$ eV.

FIG. 6. Gain vs input energy for differing liner thicknesses, with Bohm-like transport, alpha deposition on, $m_L = 0.75$ g/MJ (roughly $u_L = 5$ cm/$\mu$s,) $m_T = 0.3$, 0.25, 0.20, 0.15 mg/MJ respectively for $R_L = 0.5, 1.0, 2.0, 4.0$ cm, $R_T = 3.5$ cm, $\beta_T = 10$, $x_{T,e} = 10$, $\mu_L = 131.2$, $T_L = 1.5$ eV.
FIG. 6. Max no-burn target pressure vs input energy for differing liner thicknesses, with classical transport, alpha deposition, $m_L = 0.75 \text{ g/MJ}$ (roughly $u_L = 5 \text{ cm/µs}$) $m_T = 0.3, 0.25, 0.20, 0.15 \text{ mg/MJ}$ respectively for $R_L = 0.5, 1.0, 2.0, 4.0 \text{ cm}, R_T = 3.5 \text{ cm}, \beta_T = 10, x_{T,e} = 10, \mu_L = 131.2, T_L = 1.5 \text{ eV}$.

IV. CONCLUSIONS

In this paper, we have formulated a semi-analytic, reduced 1D physics model for PJMIF and applied it to study plasma-liner implosions and target fusion gains without a cold fuel layer or “afterburner.” The results indicate that target gains as high as 30 might be possible if plasma liners as thin as 0.5 cm can be formed, and yielded additional physical insights into the concept. Gain is attainable for both classical and Bohm-like heat transport, with or without alpha energy deposition, which highlights the potential advantage of the high implosion speeds of a plasma liner in mitigating transport-based losses.

Our consideration of the PJMIF liner-formation and convergence phases support (i) the original viewpoint of Thio et al. that the use of an afterburner to amplify the target fusion gain (with the target acting as a hot spot) is an essential part of the PJMIF concept, unless plasma liners with thickness of 1 cm or less can be formed, and (ii) the desirability of forming a plasma liner as thin as a few centimeters in order to produce sufficient target fusion yield for achieving significant burn in the afterburner.

A useful extension of the model would be to develop an approach for non-local and non-instantaneous alpha deposition, in order to study propagating burn waves in the target and afterburner. More broadly, fruitful future 1D PJMIF work may seek solutions to the problem of jet/liner expansion during the transit of the standoff distance, employ this model or a variant to scan large regions of parameter space for optimal configurations, investigate additional fuel layers for higher gain, or study suitable magnetized-target formation.

FIG. 7. Comparison between alpha deposition fitting Eqs. (41 and 42) for axial-current spherical geometry, our dynamical-friction-slowing Monte Carlo results, and the fitting formula of Basko et al. for axially magnetized cylindrical geometry.

It is perhaps surprising that in these results the dependence on collisional stopping length in $\bar{R}$ persists in the limit of strong magnetization. From inspection of particle histories, we see that the dependence arises due to a loss cone in the central axis of the spherical target with axial magnetizing current, where the field crosses zero. Under the assumptions of dynamical-friction slowing only, alphas that cross close enough to the axis can enter into a switchback-type of trajectory, and ultimately escape the target at one of the poles. In this way, even a very strong magnetic field can be escaped by an increasing fraction of particles if the stopping distance is long enough. This is ultimately the reason that the dependence on $\bar{R}$ remains in the fitting formula for strongly magnetized cases.

By contrast, in the situation considered by Basko et al. the cylindrical target is infinite in length and there are no poles through which to escape, and the field is all in the same direction so the switchbacks cannot occur.

Appendix A: Alpha-Deposition

Equations (41) and (42) are generated from Monte Carlo calculations employing dynamical-friction slowing of alpha particles and the Lorentz force. We include the plot results and fit Eqs. (41 and 42) in Fig. 7. It is interesting to compare the present results to the Basko et al. formula so it is included Figure 7.

Appendix B: Benchmarking against HELIOS

We compared results from the present model against HELIOS for several test problems. While HELIOS does not contain all of the features explored in the present model, it is reliable hydrocode in 1D spherical geometry with options to treat radiation, thermal conduction,
ionization / EOS, and charged particle energy deposition, and thus can be used to verify that the numerical aspects of the model are functioning correctly. Figures 1 and 2 have shown the performance of the hydrodynamic and ionization routines, so this section will address other physics areas individually before examining full runs with all physics turned on.

1. Ion-electron equilibration

To check the implementation of separate ion and electron temperatures in the target, a DT sphere of 1-cm radius is initialized at different ion and electron temperatures with hydrodynamics disabled and allowed to thermally equilibrate. As shown in Fig. 8, HELIOS and the present model agree closely.

![Fig. 8. HELIOS / model comparison of ion-electron equilibration rates of a 1-cm radius DT sphere, $\rho = 0.01 \text{ g/cm}^3$.](image)

2. Heat conduction

HELIOS includes a Spitzer heat conduction feature in 1D spherical geometry, which can be used to check the thermal conduction losses and help determine appropriate settings for the gradient-scale-length-factor $\delta_1$ in the model. With hydrodynamics off, a DT sphere of 1-cm radius is initialized next to a cold liner and allowed to lose energy via conduction. Electron-ion equilibration is also turned off to isolate each species. As shown in Fig. 9, HELIOS and the present model behave quite similarly, confirming that the two-temperature treatment and the heat-conduction treatment are implemented correctly. It is shown that different values of $\delta_1$ give the best result for different timescales of interest. We note that HELIOS uses $\tau_i = 1$ for the equivalent of Eq. (24) rather than $\tau_i = 0.162$, which we find to be the classical / Braginskii value. For these comparisons to HELIOS, we use $\tau_i = 1$ in the model. For results reported elsewhere in this paper, we use Eq. (24), $\tau_i = 0.162$.

![Fig. 9. HELIOS / model comparison of ion and electron thermal conduction loss rates of a 1 cm radius DT sphere, $\rho = 0.01 \text{ g/cm}^3, \tau_i = 1$.](image)

3. Alpha deposition

To check the transition from the non-dimensionalized Monte Carlo model to real conditions, we compare model results of a 1-cm radius DT sphere to HELIOS's charged particle stopping power model as well as the analytical formula for collisional alpha deposition fraction included in Lindemuth 2015. As shown in Fig. 10, the models are in coarse agreement. When it is desired to benchmark against HELIOS in cases with alpha deposition, we find that adjusting the model stopping length by a factor of 0.55 gives good agreement.

![Fig. 10. HELIOS / model comparison of alpha deposition rates of a 1-cm radius DT sphere, $\rho = 0.01 \text{ g/cm}^3, \tau_i = 1$.](image)

4. Target compressions

To check that the diverse physics in the model are not causing problems when combined together, we compare some randomly specified HELIOS runs with all relevant physics enabled to model runs with matching settings. Liner thickness is held fixed at 1 cm and initial target radius = 4 cm. HELIOS Physics options are set to use radiation diffusion, tabular EOS, 0.1% Spitzer heat conduction, and 20% of alpha energy deposited directly into the ion fluid with the rest escaping. Model features are set the same as well as using $\tau_i = 1, \delta_1 = 0.25, \text{ and } 0.55l_\alpha$. 

---

**Note:** The provided text contains references to figures and equations that are not included in the image. The text is formatted to maintain the structure and content of the original document as accurately as possible, adhering to the guidelines provided.
The results are listed in Table IV and the differences are plotted in Fig. 11. It is seen that the model and HELIOS reach similar answers across the board, verifying that the model implementation is behaving as anticipated.

![Fig. 10. HELIOS / model comparison of alpha deposition fractions.](image)

**FIG. 10.** HELIOS / model comparison of alpha deposition fractions.

![Fig. 11. HELIOS / model comparison of results for gain, convergence ratio, and target ion / electron temperatures for cases of Table IV. Differences in results are calculated as Δχ = (χ_{model} − χ_{HEL})/χ_{HEL}. Mass-weighted average target temperatures are used for the HELIOS runs.](image)

**FIG. 11.** HELIOS / model comparison of results for gain, convergence ratio, and target ion / electron temperatures for cases of Table IV. Differences in results are calculated as Δχ = (χ_{model} − χ_{HEL})/χ_{HEL}. Mass-weighted average target temperatures are used for the HELIOS runs.
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