Resolution and simplification of Dombi-fuzzy relational equations and latticized optimization programming on Dombi FREs
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Abstract
In this paper, we introduce a type of latticized optimization problem whose objective function is the maximum component function and the feasible region is defined as a system of fuzzy relational equalities (FRE) defined by the Dombi t-norm. Dombi family of t-norms includes a parametric family of continuous strict t-norms, whose members are increasing functions of the parameter. This family of t-norms covers the whole spectrum of t-norms when the parameter is changed from zero to infinity. Since the feasible solutions set of FREs is non-convex and the finding of all minimal solutions is an NP-hard problem, designing an efficient solution procedure for solving such problems is not a trivial job.

Some necessary and sufficient conditions are derived to determine the feasibility of the problem. The feasible solution set is characterized in terms of a finite number of closed convex cells. An algorithm is presented for solving this nonlinear problem. It is proved that the algorithm can find the exact optimal solution and an example is presented to illustrate the proposed algorithm.
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1. INTRODUCTION

In this paper, we study the following linear problem in which the constraints are formed as fuzzy relational equations defined by Dombi t-norm:

\[
\begin{align*}
\min & \quad z(x) = \max\{x_1, x_2, \ldots, x_n\} \\
\text{subject to} & \quad Ax = b \\
& \quad x \in [0, 1]^n
\end{align*}
\]

(1)

Where \( I = \{1, \ldots, m\} \), \( J = \{1, \ldots, n\} \), \( A = (a_{ij})_{m \times n} \) is a fuzzy matrix such that \( 0 \leq a_{ij} \leq 1 \) (\( \forall i \in I \) and \( \forall j \in J \)), \( b = (b_i)_{m \times 1} \) is a fuzzy vector such that \( 0 \leq b_i \leq 1 \) (\( \forall i \in I \)), and “\( \varphi \)” is the Dombi t-norm defined as follows:

\[
\varphi(x, y) = \begin{cases} 
0 & \text{if } x = 0 \text{ or } y = 0 \\
\left(1 + \left[\left(\frac{1-x}{\lambda} \right)^{\alpha} + \left(\frac{1-y}{1-\lambda} \right)^{\alpha}\right]^{-\frac{1}{\alpha}}\right) & \text{otherwise}
\end{cases}
\]

(2)

where \( \lambda > 0 \). If \( a_i \) is the \( i \)th row of matrix \( A \), then problem (1) can be expressed as follows:
\[
\begin{align*}
\min \quad & z(x) = \max\{x_1, x_2, \ldots, x_n\} \\
\phi(a_i, x) = & \quad b_i, \quad i \in I \\
x \in & \quad [0,1]^n
\end{align*}
\]

where the constraints mean
\[
\phi(a_i, x) = \max_{j \in J} \{\phi(a_{ij}, x_j)\} = b_i \quad (\forall i \in I)
\]

and
\[
\phi(a_{ij}, x_j) = \begin{cases} 
0 & a_{ij} = 0 \text{ or } x_j = 0 \\
\left(1 + \left(\frac{1-a_{ij}}{a_{ij}} + \frac{1-x_j}{x_j}\right)^\lambda\right)^{-1} & \text{otherwise}
\end{cases}
\]

As mentioned, the family \( \phi \) is increasing in \( \lambda \). On the other hand, Dombi t-norm \( \phi \) converges to the basic fuzzy intersection \( \min\{x, y\} \) as \( \lambda \) goes to infinity and converges to Drastic product t-norm as \( \lambda \) approaches zero. Therefore, Dombi t-norm covers the whole spectrum of t-norms \([3]\). In \([4]\), the Dombi operations of single-valued neutrosophic numbers (SVNNs) were presented based on the operations of the Dombi t-norm and t-conorm. The authors proposed the single-valued neutrosophic Dombi weighted arithmetic average operator and the single-valued neutrosophic Dombi weighted geometric average operator to deal with the aggregation of SVNNs. In \([5]\), a fuzzy morphological approach was presented to detect the edges of real time images in order to preserve their features, where Dombi t-norm and t-conorm was used for computing morphological dilation and erosion. In \([6]\), the authors studied the connection with Dombi aggregative operators, uninorms, strict t-norms and t-conorms. They presented a new representation theorem of strong negations that explicitly contains the neutral value.

The theory of fuzzy relational equations (FRE) was firstly proposed by Sanchez and applied in problems of the medical diagnosis \([17]\). Nowadays, it is well known that many issues associated with a body knowledge can be treated as FRE problems \([17]\). The solution set of FRE is often a non-convex set that is completely determined by one maximum solution and a finite number of minimal solutions \([8]\). The other bottleneck is concerned with detecting the minimal solutions that is an NP-hard problem \([5,11,12,14]\). The problem of optimization subject to FRE and FRI is one of the most interesting and on-going research topic among the problems related to FRE and FRI theory \([8,11,13,18,19,20]\). Recently, many interesting generalizations of the linear programming subject to a system of fuzzy relations have been introduced and developed based on composite operations used in FRE, fuzzy relations used in the definition of the constraints, some developments on the objective function of the problems and other ideas \([7,11–13,15]\).

Yang et al. \([19]\) studied the single-variable term semi-latticized geometric programming subject to max-product fuzzy relation equations. The proposed problem was devised from the peer-to-peer network system and the target was to minimize the biggest dissatisfaction degrees of the terminals in such system. Yang et al. \([20]\) introduced another version of the latticized programming problem subject to max-prod fuzzy relation inequalities with application in the optimization management model of wireless communication emission base stations.

The latticized problem was defined by minimizing objective function \( z(x) = \max\{x_1, x_2, \ldots, x_n\} \) subject to feasible region \( \mathcal{X}(A, b) = \{x \in [0,1]^n : A \circ x \geq b\} \) where \( \circ \) denotes fuzzy max-product composition. The rest of the paper is organized as follows. In Section 4, a necessary and sufficient condition is derived to determine the feasibility of max-Dombi FRE. In Section 7, the feasible solution set of problem (1) is characterized. It is shown that the feasible region can be expressed as the union of a finite closed convex cells. Section 4 describes the optimal solution of Problem (1). An algorithm is proposed to find the optimal solution and finally, Section 5 provides a numerical example to illustrate the algorithm.
Let \( S \) denote the feasible solutions set of problem (1), that is, 
\[ S = \{ x \in [0,1]^n : \max_{j=1}^m \phi (a_{ij}, x_j) = b_i, \ \forall i \in I \} \]. Also, for each \( i \in I \), define \( I_i = \{ j \in J : \ a_{ij} \geq b_i \} \). Also, for each \( i \in I \) and \( j \in J \), we define
\[
V(b_i, a_{ij}) = \left( 1 + \left[ \left( \frac{1-b_i}{b_i} \right)^{\frac{1}{\lambda}} - \left( \frac{1-a_{ij}}{a_{ij}} \right)^{\frac{1}{\lambda}} \right]^{\frac{1}{\lambda}} \right)^{-1}
\]
(2)

According to [4], when \( S \neq \emptyset \), it can be completely determined by one maximum solution and a finite number of minimum solutions. The maximum solution can be obtained by \( \bar{x} = \min_{i \in I} \bar{y}_i \) where \( \bar{y}_i = [\bar{y}_i(1), \ldots, \bar{y}_i(n)] \) (\( \forall i \in I \)) is defined as follows
\[
\bar{y}_i(j) = \begin{cases} 
V(b_i, a_{ij}) & j \in I_i, \ b_i \neq 0 \\
0 & j \in I_i, \ a_{ij} > b_i = 0, \ \forall j \in J \\
1 & \text{otherwise}
\end{cases}
\]
(3)

Moreover, if we denote the set of all minimum solutions by \( \hat{S} \), then
\[
S = \bigcup_{\bar{x} \in \hat{S}} \{ x \in [0,1]^n : \bar{y} \leq x \leq \bar{y} \}
\]
(4)

Corollary 1. \( S \neq \emptyset \) if and only if \( \bar{x} \in S \).

Definition 1. Let \( i \in I \). For each \( j \in I_i \), we define \( \bar{x}_i(j) = [\bar{x}_i(j)_1, \ldots, \bar{x}_i(j)_m] \) such that
\[
\bar{x}_i(j)_k = \begin{cases} 
V(b_i, a_{ik}) & b_i \neq 0 \ \text{and} \ k = j \\
0 & \text{otherwise}
\end{cases}, \ \forall k \in J
\]
(5)

Definition 2. Let \( e : I \rightarrow \bigcup_{i \in I} I_i \) so that \( e(i) = j \in J_i, \ \forall i \in I \), and let \( E \) be the set of all vectors \( e \). For the sake of convenience, we represent each \( e \in E \) as an \( m \)-dimensional vector \( e = [I_1, \ldots, I_m] \) in which \( I_k = e(k) \).

Definition 3. Let \( e \in E \). We define \( \bar{X}(e) = [\bar{X}(e)_1, \ldots, \bar{X}(e)_m] \) where \( \bar{X}(e)_j = \max_{i \in I} \bar{x}_i(e(i))_j, \ \forall j \in J \).

Based on the definitions 1 and 2, and according to [4], we have
\[
S \subseteq \{ \bar{X}(e) : e \in E \}
\]
(6)

Moreover, we have the following fundamental theorem [4]:

Theorem 1. Suppose that matrix \( \bar{A} = (\bar{a}_{ij})_{m \times n} \) is resulted from \( A = (a_{ij})_{m \times n} \) by the following steps:

1. If \( j_0 \notin J_i \) for some \( i \in I \) and \( j_0 \in J \), then we set \( \bar{a}_{ij_0} = 0 \).
(II) If \( j_0 \in J_i \), \( b_{i} \neq 0 \) and there exists some \( i' \in I \) (\( i' \neq i \)) such that \( j_0 \in J_{i'} \), \( b_{i'} \neq 0 \) and \( V(b_{i'}, a_{i'j_0}) < V(b_{i}, a_{ij_0}) \), then we set \( \bar{a}_{ij_0} = 0 \).

(III) If \( j_0 \in J_i \), \( b_{i} \neq 0 \) and there exists some \( i' \in I \) (\( i' \neq i \)) such that \( b_{i'} = 0 \) and \( a_{i'j_0} > 0 \), then we set \( \bar{a}_{ij_0} = 0 \). Then, two systems \( S = \{ x \in [0,1]^n : A \varphi x = b \} \) and \( S' = \{ x \in [0,1]^n : A \varphi x = b \} \) have the same solutions.

**Definition 4.** For each \( i \in I \), define \( \bar{J}_i = \{ j \in J : \bar{a}_{ij} \geq b_i \} \). Also, let \( \bar{E} \) be the set of all vectors \( \sigma : I \rightarrow \bigcup_{i \in J_i} \bar{J}_i \) so that \( \sigma(i) = j \in J_i \), \( \forall i \in I \).

**Corollary \( \tau \).** \( S \subseteq \{ X(e) : e \in \bar{E} \} \subseteq \{ X(e) : e \in E \} \).

**Proof.** Suppose that \( \bar{a}_{ij_0} = 0 \) by step (I). So, we have \( j_0 \notin J_i \), i.e., \( a_{ij_0} < b_i \). Thus, \( \bar{a}_{ij_0} = 0 < b_i \) that means \( j_0 \in \bar{J}_i \). On the other hand, suppose that \( \bar{a}_{ij_0} = 0 \) by steps (II) or (III). So, \( j_0 \notin J_i \) (\( a_{ij_0} \geq b_i \) and \( b_i \neq 0 \). In these cases, we have \( \bar{a}_{ij_0} = 0 < b_i \), that is, \( j_0 \notin \bar{J}_i \). Therefore, \( \bar{J}_i \subseteq J_i \) that implies \( \bar{E} \subseteq E \). Hence, \( \{ X(e) : e \in \bar{E} \} \subseteq \{ X(e) : e \in E \} \). Now, the proof is resulted from relation (\( \gamma \)) and Theorem \( \gamma \). \( \Box \)

**Corollary \( \tau \).** \( S = \bigcup_{e \in \bar{E}} \{ X(e) \} \).

**Proof.** The proof is resulted from relation (\( \gamma \)) and Corollary \( \tau \). \( \Box \)

The following example illustrates the above-mentioned definitions.

**Example \( \lambda \).** Consider the problem below with Dombi t-norm

\[
\begin{bmatrix}
0.9452 & 0.4012 & 0.8976 & 0.6221 & 0.4368 & 0.8126 \\
0.5271 & 0.1113 & 0.2456 & 0.3419 & 0.5271 & 0.2192 \\
0.2073 & 0.8172 & 0.4386 & 0.4599 & 0.6152 & 0.2188 \\
0.9117 & 0.7243 & 0.3274 & 0.8327 & 0.8327 & 0.5845 \\
0.6152 & 0.5271 & 0.5271 & 0.5271 & 0.5271 & 0.5271
\end{bmatrix}
\]

where

\[
\varphi(x, y) = \begin{cases}
0 & x = 0 \text{ or } y = 0 \\
\left(1 + \sqrt{\frac{(1-x)^2}{x} + \frac{(1-y)^2}{y}}\right)^{-1} & \text{otherwise}
\end{cases}
\]

(i.e., \( \lambda = 2 \)). In this example, we have \( J_1 = \{1,3,6\} \), \( J_2 = \{1,5\} \), \( J_3 = \{2,5\} \) and \( J_4 = \{4,5\} \). According to relation (\( \gamma \)), we attain \( \bar{x}_1 = [0.7266, 1, 0.7675] \), \( \bar{x}_2 = [1, 1, 1, 1, 1] \), \( \bar{x}_3 = [1, 0.6312, 1, 1, 1] \), and \( \bar{x}_4 = [0.8506, 1, 1, 1, 1] \).

Therefore, \( \bar{x} = \min_{i \in I} \bar{x}_i = [0.7266, 0.6312, 0.7336, 1, 0.7675] \).

Also, based on Definition \( \tau \), we have

\[
\begin{align*}
\bar{x}_1(1) & = [0.7266, 0, 0, 0, 0], \bar{x}_1(3) = [0, 0, 0, 0, 0], \bar{x}_1(6) = [0, 0, 0, 0, 0, 0] \\
\bar{x}_2(1) & = [1, 0, 0, 0, 0, 0], \bar{x}_2(5) = [0, 0, 0, 0, 0, 0] \\
\bar{x}_3(2) & = [0, 0, 0, 0, 0, 0], \bar{x}_3(5) = [0, 0, 0, 0, 0, 0] \\
\bar{x}_4(1) & = [0.8506, 0, 0, 0, 0, 0], \bar{x}_4(4) = [0, 0, 0, 1, 0, 0], \bar{x}_4(5) = [0, 0, 0, 0, 0, 0]
\end{align*}
\]

The cardinality of set \( E \) is equal to \( |E| = \prod_{i \in I} |J_i| = 3 \times 2 \times 2 \times 3 = 36 \). So, we have \( \tau \) solutions \( X(e) \) associated to \( \tau \) vectors \( e \). For example, for \( e = [1, 5, 5, 5] \), we obtain \( X(e) = \max \{ \bar{x}_1(1), \bar{x}_3(3), \bar{x}_3(5), \bar{x}_4(5) \} \) from Definition \( \tau \), \( \gamma \) and \( \tau \) that means \( X(e) = [0.7266, 0, 0, 0, 1, 0] \). Now, from step (I) of Theorem \( \lambda \), we have

\[
\bar{a}_{12} = \bar{a}_{13} = \bar{a}_{14} = \bar{a}_{15} = \bar{a}_{16} = \bar{a}_{22} = \bar{a}_{23} = \bar{a}_{24} =
\]
In all of these cases, \( a_{ij} < b_i \), that is, \( j \notin I_k \). Also, from part (II), we can set \( \bar{a}_{2l} = \bar{a}_{4l} = 0 \). For example, \( a_{21} = b_2 \) (i.e., \( 1 \in I_2 \)), \( a_{21} = b_2 \) (i.e., \( 1 \in I_4 \)), \( b_1 = 0 \) and \( 0.7266 = V(b_1, a_{11}) < V(b_2, a_{22}) = 1 \).

Hence, we have

\[
\bar{A} = \begin{bmatrix}
0.9452 & 0.0000 & 0.8976 & 0.0000 & 0.0000 & 0.8126 \\
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\
0.0000 & 0.0172 & 0.0000 & 0.0000 & 0.0000 & 0.6152 & 0.0000 \\
0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.8327 & 0.8327 
\end{bmatrix}
\]

and therefore, \( \bar{I}_1 = \{3, 6, \} \), \( \bar{I}_2 = \{5, \} \), \( \bar{I}_3 = \{2, 5\} \) and \( \bar{I}_4 = \{4, 5\} \) that imply \(|E| = \prod_{i \in \bar{E}} |E_i| = 3 \times 1 \times 2 \times 2 = 12 \).

\[ \star \quad \text{LATTICIZED PROGRAMMING PROBLEM AND OPTIMAL SOLUTION} \]

**Theorem \( \star \)**. If \( S \neq \emptyset \), there exists a minimal solution of \( S \), i.e. \( \bar{x}^* \in S \), such that \( \bar{x}^* \) is an optimal solution of problem (\( \star \)).

**Proof.** Let \( z(x) = \max \{ x_1, x_2, \ldots, x_n \} \). Furthermore, suppose that \( z(x^*) = \min \{ z(x) : x \in S \} \) where \( x^* \) is a minimal solution. Based on Corollary \( \star \), for each \( x' \in S \) there exist some \( \bar{x} \in S \) such that \( \bar{x} \leq x' \), i.e., \( x_j \leq x'_j \), \( \forall j \in I \). So, we have \( \max \{ x_1, x_2, \ldots, x_n \} \leq \max \{ x'_1, x'_2, \ldots, x'_n \} \) which implies \( z(x) \leq z(x') \). But, \( z(x^*) \leq z(x) \) which implies \( z(x^*) \leq z(x'), \forall x' \in S \).

By combination of Theorem \( \star \) and Corollary \( \star \), it turns out that the optimal solution of problem (\( \star \)) must be a vector \( \bar{x}(e) \) for some \( e \in \bar{E} \). Based on this fact, we can find the optimal solution of problem (\( \star \)) by pairwise comparison between the elements of set \( \{ \bar{x}(e) : e \in \bar{E} \} \). We now summarize the preceding discussion as an algorithm.

**Algorithm \( \star \)**

Given problem (\( \star \)):

\( \star \). If \( \bar{E} \in S \), then \( \bar{S} \) is empty (Corollary \( \star \)).

\( \star \). Find solutions \( \bar{x}(e) \forall e \in \bar{E} \) (Definition \( \star \)).

\( \star \). Find the minimal solutions, \( \bar{S} \) by the pairwise comparison between the solutions \( \bar{x}(e) \) (Corollary \( \star \)).

\( \star \). Find the optimal solution \( \bar{x}(e) \) for problem (\( \star \)) by the pairwise comparison between the objective values of the elements of \( \bar{S} \) (Theorem \( \star \)).

\[ \star \quad \text{NUMERICAL EXAMPLE} \]

Based on the theories we built in previous sections, here we propose an algorithm for finding an optimal solution of problem (\( \star \)). Consider the problem expressed in example \( \star \) with the objective function \( z(x) = \max \{ x_1, x_2, \ldots, x_6 \} \). According to Example \( \star \), we calculated the maximum solution as

\[
\bar{x} = [0.7266 \quad 0.6312 \quad 0.7336 \quad 1 \quad 1 \quad 0.7675]
\]

Since \( \bar{E} \in S \), then Corollary \( \star \) implies that \( S \) is nonempty.

The \( \star \) vectors \( \bar{x}(e) \) for each \( e \in \bar{E} \) (recall that \( |\bar{E}| = 12 \)) are calculated as follows:
However, by the pairwise comparison, it is found that the three following vectors are the only minimal solutions of the feasible region:

\[ X(e_{10}) = [0.7266 \ 0 \ 0 \ 0 \ 1 \ 0] \]
\[ X(e_{11}) = [0 \ 0 \ 0.7336 \ 0 \ 1 \ 0] \]
\[ X(e_{12}) = [0 \ 0 \ 0 \ 0.7675 \ 1 \ 0] \]

Since \( z(X(e_{10})) = z(X(e_{11})) = z(X(e_{12})) \), we conclude that the problem has three optimal points \( X(e_{10}), X(e_{11}), \) and \( X(e_{12}) \) with the optimal value equal to one.

4. Conclusions

Considering the practical applications of the max-Dombi fuzzy relational equations in FRE theory and that of the latticized programming, a nonlinear optimization problem was studied with the maximum components function as the objective function subjected to the Dombi FRE. Since a system of the Dombi FRE is a non-convex set, an algorithm was presented to find an optimal solution by using the structural properties of the problem. For this purpose, a necessary and sufficient feasibility condition was firstly derived and then, the feasible region was completely determined in terms of one maximum and a finite number of minimal solutions.
solutions. It is proved that we can find the exact optimal solution of the proposed problem from the minimal solutions of the constraints, i.e., a system of max-Dombi FRE. Additionally, a numerical example was given to illustrate the presented algorithm.
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