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Abstract. The notion of clean rings and 2-good rings have many variations, and have been widely studied. We provide a few results about two new variations of these concepts and discuss the theory that ties these variations to objects and properties of interest to noncommutative algebraists. A ring is called “nil-good” if each element in the ring is the sum of a nilpotent element and either a unit or zero. We establish that the ring of endomorphisms of a module over a division is nil-good, as well as some basic consequences. We then define a new property we call “nil-good clean,” the condition that an element of a ring is the sum of a nilpotent, an idempotent, and a unit. We explore the interplay between these properties and the notion of clean rings.

1. Introduction

In 1977, W. K. Nicholson defined a ring $R$ to be clean if for every $a \in R$ there is $u$ a unit in $R$ and $e$ an idempotent in $R$ such that $a = u + e$ [5]. The interest in the clean property of rings stems from its close connection to exchange rings, since clean is a concise property that implies exchange. Properties of rings related to the clean and exchange properties have been largely expanded and researched, and some generalizations closely relate to other properties of interest to algebraists.

The study of rings generated by their units dates back to the 1950’s, when it was proved that any endomorphism of a module over a division ring is equal to the sum of two units, unless the dimension of the module is 1 or the division ring is $\mathbb{F}_2$, as established in [7] and [8]. This motivated algebraists to make extensive study of rings generated by their units. Later, Peter Vámos defined an element $a$ in $R$ to be 2-good if it can be expressed as the sum of two units in $R$, and defined a ring $R$ to be 2-good if every element in $R$ is 2-good [6]. In general, a ring is $n$-good if each element can be written as the sum of $n$ units, and these properties have distinct applications from those of clean, but have also led to a diverse line of inquiry in ring theory. P. Danchev defined a property in [2] related to 2-good in the following way: an element $a$ in $R$ is nil-good if $a = n + u$ where $n$ is a nilpotent element of $R$ and $u$ is either 0 or a unit in $R$. The ring $R$ is called nil-good if every element of $R$ is nil-good.

In this paper, we prove that if $R$ is a division ring, then $M_n(R)$ is nil-good for all $n \in \mathbb{N}$. We then establish some basic properties of nil-good rings in general. We extend these results to specifically characterize local rings and artinian rings that are nil-good.

We then relate this property to clean rings in a new way by defining the property nil-good clean. We say a ring $R$ is nil-good clean if for all $r \in R$ there is a unit $u$, a nilpotent $n$ and an idempotent $e$ in $R$ such that $r = u + n + e$. This property holds for all clean and all nil-good rings, yet we show it includes a larger class of rings than only those that satisfy one property or the other. Understanding how the nil-good clean property generalizes to include rings that are neither nil-good nor clean may reveal more about the interaction of those two properties within unital rings. We provide an example of a nil-good clean ring that is not exchange, and therefore...
not clean. The example has properties similar to the ring provided by G. M. Bergman in [3] of a nonclean exchange ring.

Throughout this paper rings are associative with unity. We denote the Jacobson radical \( J(R) \) for a ring \( R \) and write \( M_n(R) \) for the ring of \( n \times n \) matrices over \( R \).

2. Matrices over a Field

We first prove that \( M_n(R) \) is a nil-good ring when \( R \) is a field for illustrative purposes. The linear algebra over \( M_n(R) \) required in the case where \( R \) is a field is more accessible, and the subsequent proof in the case where \( R \) is a division ring is more concise and intuitive as a result. We can write a nil-good decomposition for any element of \( M_n(k) \) where \( k \) is a field by putting all matrices in rational canonical form.

**Theorem 2.1.** For all \( n \geq 1 \) the ring \( M_n(k) \) is nil-good if \( k \) is a field.

**Proof.** Note that suitable rearrangement of the basis elements allows us to rearrange the companion matrix blocks in a matrix’s rational canonical form without altering the nilpotence or invertibility of that matrix.

If the coefficients of any matrix are all zero then its rational canonical form is exclusively zero except possibly on the subdiagonal, making it nilpotent, in which case we let \( U \) be the zero matrix, and let \( N \) be the matrix in question. Similarly, if the matrix \( A \) we wish to decompose is the \( n \times n \) zero matrix we let both \( U \) and \( N \) be the zero matrix. If the matrix \( A \) in question is a unit, we let \( N \) be the zero matrix, and let \( U \) be the rational canonical form of \( A \).

Now suppose \( A \) is a non-nilpotent, non-unit matrix. Then, it will have zero as its \(-c_0\) coefficient for some companion matrix block, as well as some non-zero \(-c_0\) coefficients. We may choose an arrangement of the companion matrix basis that allows us to place the companion matrix blocks corresponding to the nonzero first coefficient in the upper left corner, and to place the blocks for which the \(-c_0\) coefficient is zero in the lower right hand corner, ordered amongst themselves by size of block.

Thus, we consider a matrix of the form

\[
\begin{bmatrix}
C_{g_1} & 0 & \cdots & 0 \\
0 & C_{g_2} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & C_{g_k}
\end{bmatrix}
\]

where each \( C_{g_i} \) is a companion matrix that has some nonzero element for all \( i < j \) for some \( j > 1 \). We call an \( r \times r \) block consisting of zeros everywhere except the subdiagonal, which consists entirely of ones, an \( N_r \) block. Therefore, each \( C_{g_i} \) for \( i < k \) has some nonzero coefficient \(-c_i\) or is an \( N_r \) block of size \( 2 \times 2 \) or greater.

If the size \( m \times m \) companion matrix block \( C_{g_i} \) of \( A \) is invertible, then we let the corresponding diagonal block of \( U \) be \( C_{g_i} \), and the corresponding diagonal block of \( N \) be the \( m \times m \) zero block.

If \( A \) contains any companion matrix block with zero as the \(-c_0\) coefficient, then in the unit \( U \) of its decomposition we add a \(-1\) in the entry corresponding to the \(-c_0\)-coefficient of the companion matrix block, so that the block becomes invertible. Correspondingly, we place a \( 1 \) in the entry of the nilpotent matrix corresponding to the entry of the \(-c_0\) coefficient of that companion matrix block. Otherwise we leave the corresponding block in the nilpotent summand entirely zero, so that the
direct sum of these blocks will be the direct sum of nilpotents, making the overall matrix nilpotent as well.

Note that the method described works for $N_r$ blocks as well as those with nonzero coefficients. In general, the decomposition of the companion matrix block that has zero as its $-c_0$ coefficient looks like:

\[
\begin{bmatrix}
0 & \cdots & \cdots & 0 \\
1 & \ddots & \ddots & -c_1 \\
0 & \ddots & 0 & \vdots \\
\vdots & \ddots & 1 & -c_{m-1}
\end{bmatrix}
= \begin{bmatrix}
0 & \cdots & \cdots & -1 \\
1 & \ddots & \ddots & -c_1 \\
0 & \ddots & 0 & \vdots \\
\vdots & \ddots & 1 & -c_{m-1}
\end{bmatrix} + \begin{bmatrix}
0 & \cdots & 0 & 1 \\
\vdots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & 0
\end{bmatrix}
\]

Since these matrices will be useful later, the first matrix on the right side of the equation we will denote $C^*_g$, and the second matrix on the right we will denote $N^*$. Observe that $C^*_g$ is invertible and $N^*$ is nilpotent.

Whether the coefficients $-c_1$ through $-c_{m-1}$ are zero or nonzero does not affect the validity of the decomposition, since the addition of a one in the first entry of the last column makes the columns of the $A - N$ block necessarily linearly independent, ensuring that this decomposition is in fact the sum of an invertible matrix and a nilpotent one. The direct sum of such $m \times m$ blocks will respectively be invertible and nilpotent as well.

Suppose the rational canonical form of the matrix is a series of companion matrix blocks followed by a zero block:

\[
\begin{bmatrix}
C_{g_1} & 0 & \cdots & 0 \\
0 & \ddots & \vdots & \vdots \\
\vdots & \ddots & C_{g_m} & \vdots \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

We will decompose the zero block of size $n \times n$ augmented with the last two rows and columns of the $C_{g_m}$ block of size $r \times r$ to ensure that there is at least one nonzero entry, which is the one on the last row of $C_{g_m}$ and the $(m - 1)^{th}$ column. Thus the augmented matrix that we then decompose is of the form

\[
A = \begin{bmatrix}
0 & -c_{s-2} & 0 & \cdots & 0 \\
1 & -c_{s-1} & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \cdots & 0
\end{bmatrix}
\]

where $A$ is an $(n + 2) \times (n + 2)$ matrix.

To find a suitable $(n + 2) \times (n + 2)$ nilpotent matrix of rank $n - 1$ for the decomposition, we will conjugate $N_{n+2}$ by a suitable invertible matrix since conjugation will result in another nilpotent matrix. Choose
\[
P = \begin{bmatrix}
0 & \cdots & \cdots & \cdots & 0 & 1 \\
0 & 1 & -1 & 0 & \cdots & 0 \\
\vdots & 0 & 1 & -1 & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & \ddots & 0 \\
0 & 0 & 1 & 0 & -1 \\
1 & -1 & 0 & \cdots & \cdots & 0
\end{bmatrix}
\]

and

\[
P^{-1} = \begin{bmatrix}
1 & 1 & 1 & \cdots & 1 & 1 \\
1 & 1 & \cdots & 0 \\
1 & 0 & 1 & \cdots & 1 & \vdots \\
\vdots & \vdots & \ddots & \ddots & \ddots & 1 \\
1 & \cdots & 0 & 1 & \vdots \\
1 & 0 & \cdots & \cdots & 0 \\
\end{bmatrix}
\]

Then,

\[
P N_{n+2} P^{-1} = \begin{bmatrix}
1 & 0 & \cdots & \cdots & 0 & 1 & 0 \\
0 & 0 & \cdots & \cdots & 0 & 0 & 1 \\
0 & 1 & 0 & \cdots & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots & \vdots \\
0 & 1 & 0 & 0 & -1 \\
\end{bmatrix}
\]

will be the nilpotent matrix involved in the decomposition.

Now let

\[
U = \begin{bmatrix}
1 & -c_{s-2} & 0 & \cdots & 0 & 1 & 0 \\
1 & -c_{s-1} & 0 & \cdots & 0 & 0 & 1 \\
0 & 1 & 0 & \cdots & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \cdots & 1 & 0 & 0 \\
-1 & \cdots & \cdots & \cdots & -1 & -1 & -1
\end{bmatrix}
\]

and

\[
N = \begin{bmatrix}
-1 & 0 & \cdots & 0 & -1 & 0 \\
0 & 0 & \cdots & 0 & 0 & -1 \\
0 & -1 & 0 & \cdots & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & \cdots & 0 & 0 & 0 \\
1 & \cdots & 1 & 1 & 1 & 1
\end{bmatrix}
\]

To see why \( U \) is invertible, note that regardless of the values of \( c_{s-2} \) and \( c_{s-1} \) the second through the last column form a linearly independent set of vectors because of the negative ones on different rows. Then we only need to determine if the first column can be written as a linear combination of vectors from this set. If indeed there were scalars such that the first column could be written as a linear combination of the others in \( U \), then having zeros everywhere except the first, second and last row will restrict the coefficients of the columns to be zero except possibly the \((n+1)^{th}\) and \((n+2)^{th}\) column. However, a routine calculation shows such a linear combination is not possible either. Thus the matrix is invertible.
Now we consider $A$ as the direct sum of $C_{g_1}$ through $C_{g_{(m-1)}}$ and $C_{g_m}$ with the zero block, as illustrated:

\[
\begin{bmatrix}
0 & \cdots & 0 & -c_0 & 0 \\
1 & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & 0 & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
1 & -c_{s-2} & \ddots & \ddots & 0 \\
\end{bmatrix} \oplus [0]
\]

where $C_{g_m} \oplus [0]$ is an $(n + r) \times (n + r)$ matrix.

Then choose

\[
U = C_{g_1}^* \oplus \cdots \oplus C_{g_{(m-1)}}^* \oplus 
\begin{bmatrix}
0 & \cdots & 1 & 0 & -c_0 \\
1 & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & 0 & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
1 & 1 & -c_{s-2} & \ddots & \ddots \\
1 & -c_{s-1} & 0 & \ddots & \ddots \\
0 & 1 & 0 & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & \cdots & 1 & 0 \\
-1 & \cdots & \cdots & \cdots & -1 & -1 \\
\end{bmatrix}
\]

Then we have

\[
N = N^* \oplus \cdots \oplus 
\begin{bmatrix}
0 & \cdots & -1 \\
\ddots & \ddots & \ddots \\
0 & 0 & \cdots & 0 & -1 & 0 \\
0 & 0 & \cdots & 0 & 0 & -1 \\
0 & -1 & 0 & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & \cdots & -1 \\
1 & \cdots & 1 & 1 & 1 \\
\end{bmatrix}
\]

which is nilpotent. Thus $A = U + N$ where $U$ is a unit and $N$ is a nilpotent.

One can check that in the last direct summand the first $(r - 2)$ columns and the last $(n + 1)$ columns are linearly independent because of the ones in different rows. Due to the 1’s the $r^{th}$ row and $(r + 1)^{th}$ column, the $(r + 1)^{th}$ column cannot be written as a linear combination of the others, thus the only concern is the $(r - 1)^{th}$ column. Writing it as a linear combination of other columns requires constructing the linear combination using only the $(n + r - 1)^{th}$ and $(r + n)^{th}$ columns, because to use the $(r - 2)^{th}$ column requires also using the $r^{th}$ column due to the 1 in the first row and $(r - 2)^{th}$ column. However, the 1 in the $(r + 1)^{th}$ row and $r^{th}$ column prevents this. Yet we’ve
observed the \((r-1)th\), \((n+r-1)th\), and \((r+n)th\) columns are linearly independent. Thus \(U\) is invertible.

Having addressed all possible cases for an \(n \times n\) matrix’s rational canonical form, we again recall that conjugation by an invertible matrix and its inverse preserves both unity and nilpotence, so we may conclude that \(M_n(k)\) is nil-good for any field \(k\) and dimension \(n\).

\[\square\]

3. Matrices over Division Rings

We now consider linear operators on division ring modules of dimension \(n\). Since the modules we consider are finite-dimensional, there exists a basis with respect to which we may express linear operators as \(n \times n\) matrices.

**Theorem 3.1.** For all \(n \geq 1\) the ring \(M_n(D)\) is nil-good if \(D\) is a division ring.

**Proof.** Given an \(n \times n\) matrix \(A \in M_n(D)\) there exists an invertible matrix \(Q \in M_n(D)\) such that \(A = QA_dQ^{-1}\) where \(A_d\) is a matrix of the form \(U_A \oplus N_A\). Here \(U_A\) is an \(m \times m\) invertible block on the diagonal and \(N_A\) is an \((n-m) \times (n-m)\) nilpotent block.

Although a matrix over a division ring does not necessarily have a rational canonical form, there exists a primary rational canonical form [1] similar to the standard rational canonical form for certain matrices. Suppose a matrix \(A \in M_n(R)\) is algebraic over the center of the division ring \(R\) and that it has a single elementary divisor \(\alpha\). P. Cohn proved that if \(\alpha = c_1c_2\ldots c_s\) then \(A\) may be put into the form

\[
\begin{bmatrix}
C_1 & 0 & \cdots & 0 \\
N^* & C_2 & \ddots & \vdots \\
0 & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & C_s
\end{bmatrix}
\]

where \(N^*\) is a matrix with a 1 in the entry in the upper right corner and zeros everywhere else, and \(C\) is the companion matrix of \(c_i\) for each \(i\).

We note that the matrix \(N_A\) may be put in primary rational canonical form since it is algebraic over the center of any ring and its minimal polynomial \(x^k = 0\) has a single elementary divisor. Since the companion matrix of any power of nilpotent \(N_A\) is a direct sum of \(N_r\) blocks, the primary rational canonical form of \(N_A\) is zero everywhere except the subdiagonal, which, as in the case of matrices over a field, makes the primary rational canonical form a direct sum of \(N_r\) blocks as well.

If the \(N_r\) blocks have dimension 2 or higher, then we can write \(N_A\) in the form

\[
\begin{bmatrix}
N_{r_1} & 0 & \cdots & 0 \\
0 & N_{r_2} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & N_{r_s}
\end{bmatrix}
\]
which, by subtracting a nilpotent of the form

\[
\begin{bmatrix}
N^*_{r_1} & 0 & \cdots & 0 \\
0 & N^*_{r_2} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & N^*_{r_k}
\end{bmatrix}
\]

(in which the matrix \(N^*_{r_i}\) is an \(N^*\) matrix with the dimension of the corresponding \(N_{r_i}\) matrix) results in an invertible matrix. The details of this process are outlined more explicitly in the case of a vector space over a field.

If any companion matrix in the primary rational canonical form of \(N_A\) has a \(k \times k\) zero block in its companion matrix, then we consider the augmented diagonal block given by the zero block and the \(k + 1\) entries of the column immediately to the left and the \(k + 1\) entries furthest to the right in row immediately above. If the zero block in the companion matrix is not the first diagonal block in the first companion matrix on the diagonal of the primary rational canonical form of \(N_A\), then the augmented block in question will be of the form

\[
\begin{bmatrix}
0 & 0 & \cdots & 0 \\
1 & 0 & \cdots & 0 \\
0 & \vdots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0
\end{bmatrix}
\]

for which, if we substract the nilpotent matrix

\[
\begin{bmatrix}
-1 & 0 & \cdots & 0 & -1 & 0 \\
0 & 0 & \cdots & 0 & 0 & -1 \\
0 & -1 & 0 & 0 & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots & \vdots \\
\vdots & \ddots & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & \cdots & \cdots & 1 & 1 & 1
\end{bmatrix}
\]

the result is an invertible block.

Just as is the case for matrices over a field, this redistribution of columns and rows into slightly smaller or larger blocks does not change the block matrices used to decompose \(A_d\) into the sum of an invertible matrix and a nilpotent one. In the case that the first \(k \times k\) block of the first companion matrix on the diagonal of the primary rational canonical form of \(N_A\) is a zero block, we treat the first \((m + k) \times (m + k)\) block, which is comprised of \(U_A\) and the zero block in question, as described in the case detailed below, then treat the bottom \((n - m - k) \times (n - m - k)\) block as described above.

In the special case that the \(N_A\) block is an \((n - m) \times (n - m)\) zero block, a little more work is required than for the field case to find a decomposition of the matrix since the invertible block is not in a nice normal form. We first consider the case when \(a_{mm}\) is nonzero. Then we augment the zero block by the last \(n - m\) entries of the last column and row of \(U_A\).
The augmented matrix

\[ A = \begin{bmatrix}
  a_{mm} & 0 & \cdots & 0 \\
  \vdots & \ddots & \ddots & \vdots \\
  \vdots & \ddots & \ddots & \vdots \\
  0 & \cdots & \cdots & 0
\end{bmatrix} \]

can be written as the sum of the following:

\[ U = \begin{bmatrix}
  a_{mm} + 1 & 0 & \cdots & 0 & 1 & 0 \\
  0 & 0 & \cdots & 0 & 0 & 1 \\
  \vdots & 1 & \ddots & \ddots & \vdots & \vdots \\
  \vdots & \ddots & \ddots & \ddots & \vdots & \vdots \\
  \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
  0 & \cdots & 1 & 0 & 0 & 0 \\
  -1 & \cdots & \cdots & -1 & -1 & -1
\end{bmatrix} \quad \text{and} \quad \begin{bmatrix}
  -1 & 0 & \cdots & 0 & -1 & 0 \\
  0 & 0 & \cdots & 0 & 0 & -1 \\
  0 & -1 & 0 & 0 & 0 & 0 \\
  0 & \cdots & \ddots & \ddots & \ddots & \vdots \\
  \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
  0 & -1 & 0 & 0 & 0 & 0 \\
  1 & \cdots & 1 & 1 & 1 & 1
\end{bmatrix} \]

In both matrices, the last \((n - m)\) columns of \(U\) are linearly independent because of the ones on exclusively different rows. If writing the first column as a linear combination of the others is possible, only the \((n - m)\)th column can be included. Since \(a_{mm} \neq 0\), the first column is not a scalar multiple of the \((n - m)\)th column, and thus \(U\) is invertible.

Therefore, \(A_d = U + N\), where

\[ U = \begin{bmatrix}
  a_{11} & \cdots & a_{1m} \\
  \vdots & \ddots & \vdots \\
  a_{mm} + 1 & 0 & \cdots & 0 & 1 & 0 \\
  0 & 0 & \cdots & 0 & 0 & 1 \\
  0 & 1 & 0 & \cdots & 0 & 0 \\
  \vdots & \ddots & \ddots & \ddots & \vdots & \vdots \\
  \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
  \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
  0 & \cdots & 1 & 0 & 0 & 0 \\
  -1 & \cdots & \cdots & -1 & -1 & -1
\end{bmatrix} \]
and

\[
N = \begin{bmatrix}
0 & \cdots & 0 \\
& \ddots & \\
& & 0 \\
-1 & 0 & \cdots & 0 & -1 & 0 \\
0 & 0 & \cdots & 0 & 0 & -1 \\
0 & -1 & 0 & 0 & \ddots & \ddots \\
& \ddots & \ddots & \ddots & \ddots & \ddots \\
& & -1 & \ddots & \ddots & \ddots \\
0 & 0 & 0 & \ddots & \ddots & \ddots \\
1 & \cdots & 1 & 1 & 1 & \ddots \\
\end{bmatrix}
\]

One can see that the first \((m - 1)\) and the last \(n\) columns are linearly independent. So if \(U\) is not invertible, then the \(m^{th}\) column can be written as a linear combination of the other columns. Note that because of the zeros, the coefficients of the last \(m\) columns, except possibly the \((m + 1)^{th}\) column, have to be zero. Since there is a negative one on the last row of the coefficient of the \((m + 1)^{th}\) column, have to zero. Since there is a negative one on the last row of the \(m^{th}\) column, the coefficient of the \((n - 1)^{th}\) column has to be one. Then the difference of the \(m^{th}\) column and the \((n - 1)^{th}\) column would be a linear combination of the first \((m - 1)\) columns. The existence of such a linear combination would imply that \(U_A\) is not invertible, a contradiction. Therefore \(U\) is invertible.

Now consider the case in which \(a_{mm} = 0\). If there is a nonzero entry on the diagonal, say \(a_{ii}\), then we can conjugate \(A_d\) by a permutation matrix \(P\) that swaps the \(i^{th}\) row with the \(m^{th}\) row. Then the \((m, m)^{th}\) entry in \(PA_dP^{-1}\) will be nonzero, and we can apply the above method to decompose the matrix.

If all of the entries on the diagonal are zero, but \(a_{(m-1)m} \neq 0\), then we can conjugate \(A_d\) by an invertible matrix \(S\) that subtracts the \((m - 1)^{th}\) row from the \(m^{th}\) row. Note that conjugation does not change the invertibility of the unit block and the nilpotence of the nilpotent block.

We define \(S\) and its inverse \(S^{-1}\) as the following \((m + n) \times (m + n)\) matrices:

\[
S = \begin{bmatrix}
1 & \cdots & 0 \\
& \ddots & \\
& & 1 \\
& & -1 \\
& & 0 \\
1 & 1 & \ldots & 1 \\
I_n & \end{bmatrix}
\]

and

\[
S^{-1} = \begin{bmatrix}
1 & \cdots & 0 \\
& \ddots & \\
& & 1 \\
& & -1 \\
& & 0 \\
1 & 1 & \ldots & 1 \\
I_n & \end{bmatrix}
\]

So

\[
A'_d = SA_dS^{-1} = \begin{bmatrix}
0 & \cdots & a_1(m-1) + a_{1m} & a_{1m} \\
& \ddots & \ddots & \ddots \\
& & a_{(m-1)m} & a_{(m-1)m} \\
& & a_{m(m-1)} & a_{m(m-1)} - a_{(m-1)m} - a_{(m-1)m} & \end{bmatrix} \oplus [0]
\]

Now the \((m, m)^{th}\) entry of \(U_{A'_d}\) is nonzero, so we can use the first case for decomposition.

If all of the entries on the diagonal are zero but \(a_{(m-1)m} = 0\), there is a nonzero entry on the \(m^{th}\) column because \(U_A\) is invertible. Let \(a_{km}\) be nonzero. Then we can conjugate \(A_d\) by a permutation matrix \(P\) that swaps the \(k^{th}\) row with the \((m - 1)^{th}\) row.
Then let \( A''_d = PA_dP^{-1} = \begin{bmatrix} 0 & \cdots & a_{1(m-1)} & \cdots & a_{1k} & a_{1m} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ a_{(m-1)1} & \cdots & 0 & \cdots & a_{(m-1)k} & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ a_{k1} & \cdots & a_{k(m-1)} & \cdots & 0 & a_{km} \\ a_{m1} & \cdots & a_{m(m-1)} & \cdots & a_{mk} & 0 \end{bmatrix} \oplus [0] \)

Now in the \( m^{th} \) column, the entry on the \((m-1)^{th}\) row is nonzero, we can conjugate \( A'_d \) by \( S \) as introduced above and follow the above method for decomposition.

Therefore, solely by applying a certain series of invertible linear transformations, one may find a nil-good decomposition of any square matrix over a division ring.

\[ \square \]

4. General Properties of Nil-good Rings

Having established the essential fact that the ring of \( n \times n \) matrices over a division ring is nil-good, we may observe some sufficient or necessary conditions for some types of widely used rings to be nil-good. In particular we give a necessary and sufficient condition for artinian rings and matrices over a local ring. For completeness, proofs of other elementary facts are provided.

The following four remarks also appear in [2], but we briefly provide our own proofs of these elementary results for completeness.

**Remark 4.1.** A ring \( R \) is nil-good if and only if there exists a nil ideal \( \mathfrak{A} \) such that \( R/\mathfrak{A} \) is nil-good.

**Proof.** The forward direction is trivial, simply consider the ideal \((0)\). Suppose now that \( \mathfrak{A} \) is a nil ideal of \( R \) and every element of \( R/\mathfrak{A} \) has a nil-good decomposition. If \( \bar{a} \) is nilpotent in \( R/\mathfrak{A} \) then \( a^k = 0 \) in \( R/\mathfrak{A} \) for some \( k \in \mathbb{N} \) so \( a^k \in R/\mathfrak{A} \). If \( R/\mathfrak{A} \) is a nil ideal, this implies \( a^k = n \) for some nilpotent element \( n \) in \( R/\mathfrak{A} \). Then if \( a^k \) is nilpotent, it is immediate that \( a \) is nilpotent. Since any nil ideal is contained in the radical and units lift modulo \( J(R) \), we conclude any unit \( \bar{u} \) in \( R/\mathfrak{A} \) lifts to a unit \( u \) in \( R \). So the nil-good decomposition of any element in \( R/\mathfrak{A} \) lifts to the sum of a unit and a nilpotent in \( R \).

\[ \square \]

As a corollary to this, we know a ring \( R \) is nil-good if and only if for any nil ideal \( \mathfrak{A} \) the quotient ring \( R/\mathfrak{A} \) is nil-good. The essence of the proof is similar to that of the above proposition, with the added observation that if \( R \) is a nil-good ring and \( \mathfrak{A} \) is a nil ideal, then given \( a = n + u \) for a nilpotent \( n \) in \( R \) and a unit \( u \) in \( R \) the image \( \bar{a} \) in \( R/\mathfrak{A} \) has the decomposition \( \bar{a} = \bar{u} + \bar{n} \). Since \( \mathfrak{A} \) is a nil ideal it is contained in \( J(R) \) so \( \bar{u} \) is a unit in the quotient ring. Moreover, the fact that \( n^k = 0 \) for some \( k \) means that \( n^k \in \mathfrak{A} \) so \( \bar{n}^k = 0 \).

**Remark 4.2.** If \( R \) is nil-good then \( J(R) \) is a nil ideal.

**Proof.** If \( R \) is nil-good then for all \( y \in J(R) \) we know \( y = n + u \) where \( n \) is nilpotent and \( u \) is a unit or zero. Suppose for contradiction that \( u \) is a unit. Then if \( U(R) \) denotes the set of units in \( R \), we know \( 1 - yu^{-1} \in U(R) \) by definition of the Jacobson radical. However \( 1 - yu^{-1} = 1 - nu^{-1} - 1 \) which implies \( -nu^{-1} \in U(R) \), a contradiction. So we must have that \( u = 0 \) which implies \( y = n + 0 \) is nilpotent.

\[ \square \]
If $J(R)$ is a nil ideal, then by the above two remarks we know $R$ is nil-good if and only if $R/J(R)$ is nil-good. Therefore, if $J(R)$ is a nil ideal, we wish to know when $R/J(R)$ is nil-good. The following result will prove useful to that end.

If $J(R)$ is the unique ideal that is maximal both as a left ideal and as a right ideal, then we say $R$ is a local ring.

**Remark 4.3.** A local ring $R$ is nil-good if and only if $J(R)$ is nil.

**Proof.** If $R$ is nil-good then $J(R)$ is nil by Remark 4.2. If $J(R)$ is a nil ideal then since $J(R)$ is equal to the unique maximal ideal of $R$, any element not in $J(R)$ is a unit. Therefore for any element $a$ in $R$ either has the decomposition $a = n + 0$ or $a = u + 0$ which implies $R$ is nil-good. □

**Remark 4.4.** If $R$ is nil-good then $R$ has no nontrivial central idempotents.

**Proof.** Suppose $R$ is nil-good and $e$ is a central idempotent. Then $e = u + n$ which implies $u = e - n$. If $u$ is a unit then $e - n$ is a unit that commutes with nilpotent $n$, which implies $u + n$ is a unit. This implies $e = 1$. If $u = 0$ then $e$ is nilpotent, but $e = e^2$ so $e = 0$. Therefore $e$ is trivial if it is central. □

The above remark allows us to conclude that a semisimple ring, which is always isomorphic to the direct product of matrix rings over division rings of various shapes and sizes, is nil-good if and only if it is simple. Observing that if $R$ is a left artinian ring then $R/J(R)$ is semisimple [4], we arrive at the following result.

**Proposition 4.5.** If $R$ is a left artinian ring, then $R$ is nil-good if and only if $J(R)$ is maximal.

**Proof.** Suppose $R$ is left artinian. Then $R/J(R)$ is semisimple, and therefore $R$ is a direct product of division rings $D_1, \ldots, D_r$ and positive integers $n_1, \ldots, n_r$. However, any nontrivial direct product contains central idempotents. So if $R$ is nil-good it must be that $R/J(R)$ is isomorphic to a matrix ring over a division ring, which is a simple semisimple ring. The quotient $R/J(R)$ is simple if and only if the ideal $J(R)$ is maximal. Conversely, $J(R)$ is nil if $R$ is artinian, and if $J(R)$ is maximal then we know $R/J(R)$ is a simple semisimple ring. As shown for the first direction, we can conclude $R/J(R) \simeq M_n(D)$ for some division ring $D$ and natural number $n$. Then by Remark 4.1, the nil-good decompositions of $R/J(R)$ lift modulo $J(R)$. Thus $R$ is a nil-good ring. □

We may also establish a few facts about matrices over nil-good rings. If $R$ is a simple artinian ring, then $M_n(R) \simeq M_n(M_k(D))$ and since $M_n(M_k(D)) \simeq M_{nk}(D)$ we conclude that any matrix ring over a simple artinian ring is nil-good.

**Corollary 4.6.** If $R$ is a local ring such that $J(R)$ is nil, then $M_n(R)$ is nil-good if and only if $M_n(J(R))$ is a nil ideal.

**Proof.** Since $R$ is local $R/J(R)$ is a division ring, thus $M_n(R/J(R))$ is nil-good. Since $M_n(J(R))$ the maximal ideal of $M_n(R)$ is nil, by above remarks $M_n(R)$ is nil-good. Conversely, if $M_n(R)$ is nil-good then by above proposition, its maximal ideal $M_n(J(R))$ is nil. □

The above remark is included because although we would like to say that $R$ local and $J(R)$ nil implies that $M_n(R)$ is nil-good, this only holds if the K"{o}the conjecture does as well.
5. The Nil-Good Clean Property

We now define a new property “nil-good clean,” which is slightly weaker than clean or nil-good in general. An element is nil-good clean if it can be written as the sum of a nilpotent, idempotent and a unit. A ring is nil-good clean if all its elements are nil-good clean.

Observe that in the commutative case, nil-good clean is equivalent to the property clean. Let $R$ be a commutative ring that is nil-good clean. Then any element $a \in R$ can be written as the sum of a nilpotent $n$, an idempotent $e$ and a unit $u$. Since $u' = u + n$ is always a unit in a commutative ring, $a = u' + e$. Therefore, $a$ is clean. For the opposite direction, if $R$ is a clean commutative ring, then any element $a$ can be written as the sum of a unit $u$ and an idempotent $e$. It follows that by letting the nilpotent $n$ be zero, we have the nil-good clean decomposition $a = e + u + 0$.

We have found one example of a nil-good clean ring that is not clean. It is a subring of lower-triangular column-finite matrices. We say a matrix is “diagonal-finite” if there is some fixed integer $n$. The set of lower-triangular matrices with this property form a ring. We denote the ring of column-finite matrices as $\text{CFM}_n(R)$ and denote the element of this ring by $A = (a_{ij})_{i,j=1}^\infty$ for which $(a_{ij})_j$ are the rows, and $(a_{ij})_i$ are the columns.

**Definition 5.1.** We denote the ring of lower-triangular diagonal-finite matrices over a ring $R$ by $\text{LTDFM}_n(R) = \{ A = (a_{ij}) \in \text{CFM}_n(R) \mid \text{there exists } n \in \mathbb{N} \text{ such that } a_{ij} = 0 \text{ for all } i \geq j+n, j \geq 1 \}$.

To see that this is indeed a subring, note that if $A$ is a lower triangular matrix with $n$ nonzero subdiagonals and $B$ is a lower triangular matrix with $m$ nonzero subdiagonals then in the product $AB$, each column $(ab_{ij})_i$ will have $ab_{ij} = 0$ above the diagonal, and $ab_{ij} = 0$ if $i \geq j + n + m$ for all $j \geq 1$. Therefore $AB$ can only have at most $n + m$ nonzero diagonals below the main diagonal, so the set is closed under multiplication. Clearly it is also a group with addition, and satisfies the usual ring axioms.

**Lemma 5.2.** For every idempotent $E$ in $\text{LTDFM}_n(R)$ and $i \in \mathbb{N}$, $e_{ii}$ is idempotent. Moreover, $e_{ii} = 1$ for all $i$ implies $E = I$.

Proof. As $E$ is idempotent, $E^2 = E$ and $e_{ii}e_{ii} = e_{ii}$. Thus $e_{ii}$ is idempotent.

We will show by induction on subdiagonals that $e_{ii} = 1$ for all $i$ implies that the elements on the $n$th subdiagonal are zero. Consider the first subdiagonal as the base case. By the idempotence of $E$, when we consider the $(i-1)^{th}$ element on the $i^{th}$ row, we have the equation $e_{i,i-1}(1) + (1)e_{i,i-1} = e_{i,i-1}$. Then $2e_{i,i-1} = e_{i,i-1}$ and $e_{i,i-1} = 0$. This shows that all the elements on the first subdiagonal are zero. Suppose that all elements on or above the $k^{th}$ diagonal, except the main diagonal, are zero. We will now show that all elements on the $(k + 1)^{th}$ diagonal are also zero, i.e. $e_{i,i-l} = 0$ for any natural number $l \leq k$ and any $i$. Consider the $(i - k - 1)^{th}$ element on the $i^{th}$ row. By the idempotence of $E$, $e_{i,i-k-1} = e_{i,i-k-1}e_{i,i-k-1} + e_{i,i-k}e_{i,i-k-1} + \cdots + e_{i,i-k-1}e_{i,i-k-1} + e_{i,i-k-1} = e_{i,i-k-1}(1) + (0)e_{i,i-k-1} + \cdots + (0)e_{i,i-k-1} + (1)e_{i,i-k-1} = 2e_{i,i-k-1}$ and thus $e_{i,i-k-1} = 0$. Therefore every element on the $(k + 1)^{th}$ subdiagonal is zero. By induction, all the elements below the main diagonal are zero and $E = I$.

**Lemma 5.3.** For every unit $U$ in $\text{LTDFM}_n(R)$ and $i \in \mathbb{N}$, $u_{ii}$ is a unit.

Proof. Since $U$ is invertible, there exists $A \in \text{LTDFM}_n(R)$ such that $UA = I$. Then $u_{ii}a_{ii} = 1$ for any $i \in \mathbb{N}$ and thus each $u_{ii}$ is a unit.
Theorem 5.4. The ring $\text{LTDFM}_n(R)$ is not exchange.

Proof. For contradiction suppose that $\text{LTDFM}_n(R)$ is exchange. Consider the matrix

$$A = \begin{bmatrix}
1 & 0 & \cdots \\
1 & 1 & 0 & \cdots \\
0 & 1 & 1 & 0 & \cdots \\
\vdots & 0 & 1 & 1 & 0 & \cdots \\
\vdots & \vdots & 0 & 1 & 1 & \ddots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots
\end{bmatrix}$$

We assume there exists an idempotent matrix $E$ such that $E \in (\text{LTDFM}_n(R))A$ and $I - E \in (\text{LTDFM}_n(R))(I - A)$. Note that $I - E = B(I - A)$ for some $B \in \text{LTDFM}_n(R)$.

Since

$$I - A = \begin{bmatrix}
0 & 0 & \cdots \\
1 & 0 & 0 & \cdots \\
0 & 1 & 0 & 0 & \cdots \\
\vdots & 0 & 1 & 0 & 0 & \ddots \\
\vdots & \vdots & 0 & 1 & 0 & \ddots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots
\end{bmatrix}$$

and $(I - A)_{ii} = 0$ for all $i$, $(I - E)_{ii} = B_{ii}((I - A)_{ii}) = B_{ii}(0) = 0$. Therefore $E_{ii} = 1$ for all $i$. As proved in the lemma earlier that $E$ with main diagonal of ones implies that $E = I$ and therefore $I \in (\text{LTDFM}_n(R))A$. This means that there exists $C \in \text{LTDFM}_n(R)$ such that $CA = I$ and so $A$ is invertible. The inverse of $A$ has to have ones and negative ones alternating infinitely in each column, and thus is not in $\text{LTDFM}_n(R)$. This is a contradiction so $\text{LTDFM}_n(R)$ is not exchange. \qed

Corollary 5.5. $\text{LTDFM}_n(R)$ is not clean for any unital ring $R$

Proposition 5.6. The ring $\text{LTDFM}_n(R)$ is nil-good clean if $R$ is a clean ring.

Proof. Let $A = (a_{ij}) \in \text{LTDFM}_n(R)$ be an infinite matrix that has $n$ nonzero diagonals on or below the main diagonal. We can write $A$ as the sum of two block-diagonal elements of $\text{LTDFM}_n(R)$. We define the first summand $D = \bigoplus D_k$. It is the direct sum of $2n \times 2n$ blocks, thus for all $k \in \mathbb{N}$ define $D_k = (d_{ij})_{i,j=1+2kn}^{2n(k+1)}$ where $d_{ij} = a_{ij}$ if $2kn < i, j \leq 2(k + 1)n$. We define the second summand $N$ as the direct sum of the $n \times n$ zero matrix and $\bigoplus N_k$ where for all $k \in \mathbb{N}$ we define $N_k = (n_{ij})_{i,j=1+(2k+1)n}^{(2k+3)n}$ where $n_{ij} = a_{ij}$ if $2(k + 1)n < i \leq (2k + 3)n$ and $(2k + 1)n < j \leq 2(k + 1)n$. 
A = \begin{pmatrix}
2n \\
\vdots \end{pmatrix}
\begin{pmatrix}
* \\
* & * \\
* & * & * \\
* & * & * & * \\
* & * & * & * & * \\
* & * & * & * & * & * \\
* & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
\end{pmatrix}

D = \begin{pmatrix}
2n \\
\vdots \end{pmatrix}
\begin{pmatrix}
* \\
* & * \\
* & * & * \\
* & * & * & * \\
* & * & * & * & * \\
* & * & * & * & * & * \\
* & * & * & * & * & * & * \\
\end{pmatrix}
Note that $N$ is a direct sum of finite nilpotent matrices, and therefore is nilpotent itself, and $D$ is the direct sum of finite matrices over a clean ring, so each $D_k$ has a clean decomposition, and therefore the direct sum of the units that decompose each $D_k$ is a unit, the direct sum of the idempotents that decompose each $D_k$ is an idempotent, and the sum of those two direct sums form a clean decomposition of $D$. Therefore $\text{LTDFM}_N(R)$ is nil-good clean.

\[ \begin{bmatrix} 
\begin{bmatrix} 
0 \\
& 
\end{bmatrix} \\
& 
\end{bmatrix} \\
& 
\end{bmatrix} \\
& 
\end{bmatrix} \\
& 
\end{bmatrix} 
\]

**Question 1:** Is there a nil-good clean ring that is exchange but not clean? We suspect that there is little overlap between nil-good clean rings that are not clean and exchange rings.
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