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Abstract

Convolutional Neural Networks (CNNs) have been regarded as the go-to models for visual recognition. More recently, convolution-free networks, based on multi-head self-attention (MSA) or multi-layer perceptrons (MLPs), become more and more popular. Nevertheless, it is not trivial when utilizing these newly-minted networks for video recognition due to the large variations and complexities in video data. In this paper, we present MLP-3D networks, a novel MLP-like 3D architecture for video recognition. Specifically, the architecture consists of MLP-3D blocks, where each block contains one MLP applied across tokens (i.e., token-mixing MLP) and one MLP applied independently to each token (i.e., channel MLP). By deriving the novel grouped time mixing (GTM) operations, we equip the basic token-mixing MLP with the ability of temporal modeling. GTM divides the input tokens into several temporal groups and linearly maps the tokens in each group with the shared projection matrix. Furthermore, we devise several variants of GTM with different grouping strategies, and compose each variant in different blocks of MLP-3D network by greedy architecture search. Without the dependence on convolutions or attention mechanisms, our MLP-3D networks achieve 68.5%/81.4% top-1 accuracy on Something-Something V2 and Kinetics-400 datasets, respectively. Despite with fewer computations, the results are comparable to state-of-the-art widely-used 3D CNNs and video transformers. Source code is available at https://github.com/ZhaofanQiu/MLP-3D.

1. Introduction

During the past decade, the advances in Convolutional Neural Networks (CNNs) have successfully pushed the limits and improved the state-of-the-art technologies for image and video understanding [5, 11, 12, 14, 19, 25, 28, 30, 45, 46, 48–51, 57, 64, 69]. Besides achieving the top performances across tasks, the highly optimized implementation of convolution on various hardware makes CNNs continue to dominate computer vision research. Nevertheless, motivated by the success of attention model in Natural Language Processing (NLP) [60], vision transformers [9, 21, 33, 38, 55, 63] become an alternative choice for image recognition by using multi-head self-attention (MSA) and multi-layer perceptrons (MLPs). More recently, the models solely with MLPs (i.e., MLP-like networks) without convolutions or self-attention layers are also shown able to perform well on ImageNet classification, and are more efficient for both training and inference [6, 17, 54, 70].

Despite having these impressive progresses on image recognition, devising MLP-like architecture on video data is seldom studied and remains challenging. The video data is more complex due to large variations in motion and rich content in visual details. Capturing useful information from such information-intensive media requires exhaustive computing resources. This property inherently poses difficulties for developing MLP-like 3D architecture from two aspects: 1) how to capture the complex temporal dynamics in videos via MLP-like operations? 2) how to reduce the expensive computations for space-time modeling?

To address the issues, in this work, we start from the design of basic MLP-style operations to model temporal sequence, and next study how to construct an efficient...
MLP-like architecture in the utilization of these operations. To this end, we propose MLP-3D networks - a novel MLP-like 3D architecture to model spatio-temporal dependency in videos. In MLP-3D networks, an input video clip is divided into overlapped tubelets (i.e., sequences of associated frame patches across time), and each tubelet is mapped into a visual token through a tubelet embedding layer. These tokens are then fed into several stacked MLP-3D blocks, where each block abstracts inter-token information by token-mixing MLP and intra-token information by channel MLP, as shown in Figure 1. The channel MLP, which shares the similar structure as the feed-forward layer in transformer [60], is applied to each token independently. The token-mixing MLP is the weighted summation of three sub-operations applied across different tokens along the height, width and time dimension, respectively. The sub-operations on the spatial dimensions (height and width) follow the recipe of Cycle Fully-Connected Layer (Cycle FC) in [6]. For the time dimension, we devise a novel Grouped Time Mixing (GTM) operation, i.e., a group-based token mixing operation across tokens at different time points. By only mixing the information within each group independently, the computational complexity and the number of parameters are effectively reduced. Furthermore, based on different grouping strategies, we derive four variants of GTM operations and compose each in different MLP-3D blocks by greedy architecture search.

The main contributions of this work are summarized as follows. First, GTM is a novel family of MLP-style operations to model temporal dynamics in an economic and effective way. Second, MLP-3D networks is a new MLP-like 3D architecture by utilizing GTM operations in the decomposed token-mixing MLP. Extensive experiments conducted on Something-Something and Kinetics datasets demonstrate that MLP-3D networks achieve superior or comparable performances to widely-used 3D CNNs (e.g., SlowFast networks [12]) and computationally expensive video transformers (e.g., TimeSFormer [3]). Moreover, MLP-3D networks show a great potential in developing the MLP-like architecture for video understanding.

2. Related Work

We group the related works into two categories: deep neural networks for image recognition and video recognition. The first category reviews the research in network design for image classification, and the second surveys a variety of video recognition models.

**Image Recognition** has received intensive research attention particularly thanks to the success of CNNs in achieving remarkable performance on several benchmarks. Significant amount of efforts are devoted to optimize CNN architectures by hand-tuning [14,18,19,22,25,51,53,67,72]. Later, to automate the design of CNN architectures with less manual intervention, researchers have presented various Network Architecture Search (NAS) approaches, including the proposals of reinforcement learning [35,44,75], architecture evolution [36,40], and differentiable architecture search [7,29,37].

Inspired by the recent advances of attention mechanism [60] in NLP domain, transformer has led to a series of breakthroughs in computer vision area. The pure transformer architectures [9,21,38,63] and the combinations of convolutions and transformers [27,33,52,56,66] become formidable competitors to CNNs. More recently, MLP-based models [6,17,54,70] are built without convolutions or attention mechanisms. Instead, MLP layers are leveraged to aggregate the spatial context over patches.

The current defacto standard for **Video Recognition** is 3D CNNs with 3D convolutions across space and time dimensions. In one of the early works [23], a 3D CNN extending directly from image-based 2D CNN is devised to recognize actions in video clip via 3D convolution. Later, there have been several attempts to improve 3D CNNs. For example, C3D [57], by stacking several 3D convolutions and 3D poolings, demonstrates a state-of-the-art pre-training model for video understanding at the time. I3D [5], which pre-trains an Inception-style network [53] on large-scale dataset, enables the extremely high fine-tuning performances on small datasets. SlowFast networks [12] builds a two-path architecture consisting of a slow path with high sampling rate and a fast path with low sampling rate. In parallel with these architecture design works, the model complexity of 3D CNNs has been reduced by 3D kernel decomposition [46,59,68] and depth-wise 3D convolutions [11,58]. More recently, the transformer-based architectures become a new trend of convolution-free networks on video data [1,3,10,39,41,43,71,73].

Our work also falls into the category of convolution-free architecture for video recognition. Unlike the transformers with attention mechanisms, the token interactions in MLP-3D networks are more efficiently accomplished by fully-connected layers. Moreover, MLP-3D networks expands the research horizons of MLP-like networks to video recognition, and uniquely studies the efficient way of temporal modeling in MLP-like architecture.

3. Our Method

3.1. Overall Architecture

Figure 2 depicts an overview of the proposed MLP-3D Networks. The basic architecture follows the philosophy of CNNs [14,51], where the channel dimension increases while the spatial resolution shrinks with the layer going deeper. The similar design is also exploited in hierarchical transformers [38,63] and MLP-based models [6,70].

**Tubelet embedding.** Given a video clip with the size of
The last stage is spatial resolution. In this way, the number of tokens from which increases the number of channels and reduces the A stage transition is inserted between two adjacent stages, and the feature resolution is maintained within each stage. The whole MLP-3D network includes four stages, 3D blocks illustrated in Figure 2 are applied to the tubelet

![Figure 2. An overview of our proposed MLP-3D networks.](image)

The proposed MLP-3D block originates from the MLP-based block in MLP-Mixer [54], which replaces the multi-head self-attention module in transformer by a token-mixing MLP. In detail, MLP-based block consists of two components: channel-MLP and token-mixing MLP. Channel-MLP utilizes the similar structure of the feed-forward layer in transformer [60], which contains two linear layers plus a GELU [15] non-linearity in between.

Token-mixing MLP mixes the information from tokens on different spatial/temporal positions, and characterizes the primary difference among various MLP-based models [6, 17, 54, 70]. Specifically, given the input tokens \( X \), the function of MLP-based block can be formulated as

\[
Y = \text{Token-mixing-MLP}(\text{LN}(X)) + X, \\
Z = \text{Channel-MLP}(\text{LN}(Y)) + Y, 
\]

where LN denotes Layer Norm [2]. The output \( Z \) serves as the input to the next block until the last one.

Decomposing token mixing. The goal of token-mixing MLP is to capture spatial/temporal patterns by mixing the information of different tokens. Inspired by Vision Permutator [17], MLP-3D block decomposes the token-mixing MLP and encodes the information along one axis at one time. By doing so, the token-mixing MLP can capture long-range dependencies along one dimension and meanwhile preserve precise positional information along the other dimensions. Different from [17] which decomposes the operation by height, width and channel dimensions for image recognition, MLP-3D block chooses the mixing along time axis instead of channel axis for video data. Such design shares the similar spirit as in 3D convolution decomposition [46, 59, 68] and space-time divided attention [1, 3].

Concretely, the output of decomposed token mixing \( \hat{Y} \) is calculated by linearly projecting the summation of token mixing along three dimensions:

\[
\hat{Y} = FC(X_H + X_W + X_T), \tag{2}
\]

where \( X_H, X_W \) and \( X_T \) are the outputs of height, width and time mixing, respectively. FC denotes a fully-connected layer. Here, we utilize the weighted summation proposed in [17] to aggregate the outputs of different mixing operations. For height/width mixing operation, we choose Cycle FC in [6], which has been proven to be effective on capturing spatial context.

### 3.3. Grouped Time Mixing (GTM)

To further improve the efficiency of token-mixing MLP, we propose a novel Grouped Time Mixing (GTM) operation to produce \( X_T \) in Eq. (2) by fusing the inter-token information in a grouped manner along time dimension. Formally, we start by analyzing the simplest time mixing, which linearly maps the features of all tokens in different time points, called full time mixing. More specifically, given the reshaped input tokens as \( \hat{X} \in \mathbb{R}^{HTWT} \), the output of full time mixing is computed as

\[
X_T = \hat{X} \cdot W, \tag{3}
\]

where \( W \in \mathbb{R}^{TC \times TC} \) is the projection matrix. Although the operation can capture large-range dependency along the time axis, it demands geometrical progression of computational complexity \( O(HWT^2C^2) \) and the number of parameters \( O(T^2C^2) \) with the increase of clip length \( T \).

To alleviate this limitation, we devise the Grouped Time Mixing operation, which divides the input tokens into several temporal groups and maps the tokens in each group with the shared projection parameters. As such, the computational complexity and the number of parameters are reduced because the group size is usually much smaller than the clip length. To materialize this idea, we derive four different GTM operations as depicted in Figure 3, which correspond to different constructions of token groups. We detail the comparisons on the operations as follows:
Figure 3. The illustration of four Grouped Time Mixing (GTM) operations. Each rectangle represents the input \((x_i)\) or output \((y_i)\) tokens at time point \(i\). The group size is set to 2 as an example.

1) **Short-range GTM.** The first design evenly separates the tokens into \(\frac{L}{S}\) groups, where \(S\) is the group size (i.e., the number of tokens in each group). For each group, the consecutive \(S\) tokens are linearly mapped by a shared matrix \(W_S \in \mathbb{R}^{SC \times SC}\). In other words, the short-range GTM is equivalent to making the matrix \(W\) in Eq. (3) be sparse:

\[
W = \begin{bmatrix}
W_0 & 0 & \cdots & 0 \\
0 & W_0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & W_0
\end{bmatrix},
\]

in which only the values in the diagonal blocks are non-zero. As a result, the computational cost and the number of parameters is reduced to \(O(LWTSC^2)\) and \(O(S^2C^2)\), respectively. This operation is ideally similar to the window-based self-attention [21, 38] but remodels for time mixing.

2) **Long-range GTM.** The second design extends the first one by having an interval of \(\frac{L}{S}\) time step between two consecutive tokens in each group. Such a group captures long-term dependency in a video while disregarding the local patterns across adjacent frames, which is complementary to short-range GTM. The long-range GTM can be simply implemented by reordering the tokens before and after short-range GTM as shown in Figure 3(b).

3) **Shift-window GTM.** The third design is a complementary operation to short-range GTM, namely shift-window GTM. The downside of solely utilizing short-range GTM is the lack of connection across groups. Inspired by the recent successes of shifted window self-attention [38], we shift the partition of groups in short-range GTM by an offset of \(\frac{S}{2}\). Thus, alternately applying short-range GTM and shift-window GTM across different blocks in a network provides an efficient way of interaction across groups.

4) **Shift-token GTM.** Different from the others, the last design of shift-token GTM forms groups through shifting tokens. Specifically, with the group size \(S\), each token is grouped with another \(S - 1\) ones, each of which reaches the reference position via shifting \(1, 2, \ldots, S - 1\) time steps in a circular manner. Figure 3(d) showcases an example where a token is concatenated with another token circularly shifted by one time step for linear mapping. Please note that the number of parameters of shift-token GTM is \(O(SC^2)\), which is less than other GTM operations.

### Reducing parameters by weight sharing
As per our discussion above, the number of parameters of the first three GTM operations is \(O(S^2C^2)\) which grows fast with the increase of group size. Here, we propose to further reduce the number of parameters by sharing the projection weights between the tokens with the same time interval. Formally, the matrix \(W_S\) in Eq. (4) with weight sharing can be rewritten as

\[
W_S = \begin{bmatrix}
w_{0} & w_{1} & \cdots & w_{S-1} \\
w_{-1} & w_{0} & \cdots & w_{S-2} \\
\vdots & \vdots & \ddots & \vdots \\
w_{-S+1} & w_{-S+2} & \cdots & w_0
\end{bmatrix},
\]

where \(w_{\Delta t} \in \mathbb{R}^{C \times C}\) is the projection matrix between two tokens with \(\Delta t\) time interval. The number of parameters is thus reduced to \(O((S \times 2 - 1)C^2)\).

### Implementation
The proposed GTM operations can be readily implemented with a few lines of codes in Python. We provide an example of the codes in Algorithm 1 based on PyTorch [42] platform. We construct the groups of tokens by calling the default `reshape`, `transpose`, `cat` and `shape` functions.
pre-defined *shift* functions. We execute the linear mapping by the default *Linear* layer.

### 3.4. The MLP-3D Networks

In order to verify the merit of the four GTM operations, we first develop several MLP-3D network variants based on the 10-layer CycleMLP (CycleMLP-B1) [6] by replacing all the basic blocks with MLP-3D blocks which involve one certain type or two complementary types of GTM operations. Specifically, the MLP-3D network variants with a single type of GTM operations, i.e., MLP-3D-SR, MLP-3D-LR and MLP-3D-ST, solely utilize short-range, long-range and shift-token GTM operation, respectively. Please note that shift-window GTM is theoretically equivalent to short-range GTM when using a single type of GTM. For the variants with two mixed types of GTM operations, we exploit short-range GTM and long-range/shift-window GTM in turn for different blocks, called MLP-3D-SR-LR/MLP-3D-SR-SW, respectively. The comparisons of performance and computational cost between the basic CycleMLP-B1 and the five MLP-3D variants are discussed. Then, based on the observations from these comparisons, an oracle version of MLP-3D network is proposed for the optimal arrangement of GTM operations by a greedy search.

**Comparisons between MLP-3D network variants.** The comparisons are conducted on Something-Something V2 (SS-V2) [13] dataset that is related to human-object interaction scenario and requires a precise modeling of temporal evolution. The dimension of the input video clip is set as $64 \times 128 \times 128$ which contains randomly cropped $128 \times 128$ patches from the uniformly sampled 64 frames. For the videos with less than 64 frames, all the frames are repeated until obtaining enough frames. For each architecture, the weights are initialized with ImageNet-1K pre-trained CycleMLP-B1 model, and an extra dropout layer with 0.5 dropout rate is added before the final fully-connected layer. In the training stage, following [10, 39], we exploit label smoothing, random augment [8], random erasing [74] and drop path [20] to reduce the over-fitting effect. We set each mini-batch as 512 clips, which are implemented with multiple GPUs in parallel. The network parameters are optimized by AdamW optimizer with basic learning rate of 0.0005 and weight decay of 0.05. The learning rate has one-epoch warmup and then is annealed down to zero after 32 epochs following a cosine decay.

Figure 4 compares the performances and computations of MLP-3D network variants on SS-V2. Overall, all the MLP-3D network variants exhibit higher performance by a large margin than utilizing 2D CycleMLP-B1 on each frame independently. Specifically, among the variants with a single type of GTM operation, MLP-3D-ST with shift-token GTM achieves the best top-1 accuracy across different group size $S$. For variants with two mixed types of GTM operations, both MLP-3D-SR-LR and MLP-3D-SR-SW attain higher accuracy against solely using short-range GTM (MLP-3D-SR) or long-range GTM (MLP-3D-LR). The result basically indicates the advantage of combining different types of GTM. Moreover, for each MLP-3D network variant, the accuracy curve is like the “A” shape when $S$ varies from 1 to 16. This implies that larger group size will not always lead to higher performance, and proper sparsity constraint in GTM might benefit the network learning.

**MLP-3D network architecture.** Based on the empirical findings, the MLP-3D architecture can be promoted with 1) different GTM operations in different blocks; 2) carefully chosen group sizes for GTM operations; 3) proper trade-off between accuracy and computational complexity. In order to optimize these designs, we propose an efficient greedy search algorithm to determine the MLP-3D network architecture, i.e., the type of GTM operation in each block and the corresponding group size. Particularly, inspired by the high efficiency of weight sharing NAS [4, 40, 44], we split the architecture search into two steps: 1) pre-training the shared weights with randomly assigned types and group sizes; 2) gradually searching the architecture with the best evaluation accuracy with regard to the pre-trained weights. For the first step, we randomly assign the types and group sizes of GTM at each iteration, and a set of time-interval-based matrices $\{w_{t} - S_{\text{max}} + 1 \leq t \leq S_{\text{max}}\}$ used in Eq. (5) is shared, where $S_{\text{max}}$ is the maximum possible group size. For the second step, the pre-trained weights are used to evaluate each architecture without additional training. In other words, given an architecture, the performance can be approximately estimated by only inferring on validation set with the shared weights. Nevertheless, it is still time-consuming to evaluate all the candidate architectures. To further reduce the time cost of architecture search, we propose to gradually determine the GTM operation of each block one-by-one. An example of the greedy search process is given in Figure 5. At the beginning of architecture search, all the operations are randomly assigned at each forward. Then, the operation of each block is decided in turn by choosing the best-performing operation. We repeat
Figure 5. An example of the greedy search process to determine the MLP-3D network architecture.

the search process three times for more consistent results. In addition, when comparing the performances of different architectures, we further consider the computational complexity to approach a good balance. Specifically, given an architecture \( \theta \), the revised performance with the consideration of computations is given by

\[
\mathcal{V}(\theta) = \alpha \mathcal{C}(\theta),
\]

where \( \mathcal{V}(\cdot) \) and \( \mathcal{C}(\cdot) \) denotes the validation accuracy and computational complexity, respectively. We set the trade-off hyper-parameters \( \alpha \) as \( 5 \times 10^{-3} \) by default. Note that the very specific MLP-3D network in Figure 4 is greedily sought by this algorithm.

4. Experiments

We empirically evaluate our MLP-3D networks on three challenging action recognition benchmarks: Something-Something V1&V2 [13] and Kinetics-400 [5].

4.1.Datasets

**Something-Something** is a large-scale video dataset that focuses on human-object interaction scenarios. The average video length is 4.0 seconds and all videos are captured from object-centric view with fairly clean backgrounds. The dataset contains 174 fine-grained categories of human-object interactions. The differentiation between the similar interactions is very challenging, which requires the understanding of cause-and-effect relationship in videos, e.g., “Pushing something so that it falls off the table” and “Pushing something so that it almost falls off but doesn’t.” The first version (SS-V1) of the dataset contains 108K videos, which are divided into 86K, 11K, 11K for training, validation and test sets, respectively. The extended version (SS-V2) further increases the video number to 220K, which are partitioned into 170K, 25K and 25K for training, validation and test sets, respectively.

**Kinetics-400** (K-400) is a standard large-scale benchmark for video recognition, covering 400 action classes. It consists of 246K training videos, 20K validation videos and 40K test videos. Each video in the dataset is 10-second short clip trimmed from the raw YouTube video. K-400 lays particular emphasis on the visual details of objects and background instead of temporal evolution, and is usually treated as a complement to Something-Something dataset.

Note that the labels for test sets are not publicly available, and thus the performances of SS-V1, SS-V2 and Kinetics-400 are all reported on the validation set.

4.2. Implementation Details

**MLP-3D Networks.** We build a family of MLP-3D networks with various model complexities, as detailed in Table 1. \( C_i \) and \( L_i \) denote the number of output channels and the repeated number of MLP-3D block in the \( i \)-th stage, respectively. These settings are considered as free parameters to make the network structure tailored to the scale of video recognition problem. Here, we exploit the free parameters of CycleMLP-B1, CycleMLP-B2, CycleMLP-B3 and CycleMLP-B5 in [6], and build a series of MLP-3D networks, namely MLP-3D-XS, MLP-3D-S, MLP-3D-M and MLP-3D-L, respectively.

**Training stage.** The training strategies of searching and evaluating MLP-3D network variants have been described in Section 3.4. After determining the architecture, we retrain the MLP-3D network with a similar strategy except for larger input resolution and batch augmentation [16], which leads to longer training time and higher performances. In addition, considering that different GTM operations can share the same weights, we propose a novel regularization that randomly changes the type and group size of GTM to improve the generalization ability of MLP-3D networks.

**Weights initialization.** As introduced in Section 3.4, the weights of MLP-3D networks are initialized with the ImageNet-1K pre-trained CycleMLP models. In order to maintain the semantic information of pre-trained models, center initialization in [1] is exploited. The idea is to copy the weights of pre-trained 2D patch embedding to the center of 3D tubelet embedding matrix. Similarly, the projection matrix \( w_0 \) between the input and output tokens at the same time point is initialized by channel mixing operation in CycleMLP, and the other matrices \( w_{\Delta t} \) are set as zero. Such initializations make MLP-3D network perform like a 2D network when the training proceeds.

**Inference stage.** During inference, we evenly sample one/four clip(s) from each test video of Something-Something/Kinetics-400, respectively. We extract the prediction of each clip by using the three-crop strategy as in [12], which crops three square patches. The video-level prediction is obtained by averaging scores from all the clips.

### Table 1. MLP-3D networks with various complexity.

| Network   | \( C_1 \), \( C_2 \), \( C_3 \), \( C_4 \) | \( L_1 \), \( L_2 \), \( L_3 \), \( L_4 \) |
|-----------|------------------|------------------|
| MLP-3D-XS | 64, 128, 320, 512 | 2, 2, 4, 2       |
| MLP-3D-S  | 64, 128, 320, 512 | 2, 3, 10, 3      |
| MLP-3D-M  | 3, 4, 18, 3      | 3, 4, 24, 3      |
| MLP-3D-L  | 96, 192, 384, 768 | 3, 4, 24, 3      |
Figure 6. The visualization of real accuracy and estimated accuracy of MLP-3D-XS network variants. The fitting line of two accuracies and its confidence interval are also depicted.

(a) MLP-3D-XS network on SS-V2 dataset (14.89 GFLOPs).

(b) MLP-3D-XS network on Kinetics-400 dataset (14.11 GFLOPS).

Figure 7. The MLP-3D-XS network greedily sought on (a) SS-V2 dataset, and (b) Kinetics-400 dataset, respectively. The blocks with different group sizes are in the different colors.

4.3. Experimental Analysis of MLP-3D Networks

We firstly analyze the greedy search of MLP-3D networks. Figure 6 reveals the correlation between real accuracy and estimated accuracy using shared weights of MLP-3D-XS network variants in Section 3.4. The real accuracy is achieved by training each architecture individually. The estimated accuracy is obtained without training by directly utilizing the pre-trained shared weights. A positive correlation is identified between these two accuracies, as shown in the figure. The result basically validates the use of estimated accuracy as an efficient approximation of real accuracy in the architecture search.

Figure 7 depicts the MLP-3D-XS networks greedily sought on SS-V2 and Kinetics-400 datasets, respectively. The optimal type of GTM and group size are given for each block. An interesting observation is that, with the same constraint of computations in Eq. (6), the network complexity searched on Kinetics-400 dataset is less than that on SS-V2 dataset. This reasonably meets our expectation since the videos in SS-V2 are known to be more complex in terms of temporal dynamics than those in Kinetics-400 dataset.

Next, we study how each design in MLP-3D networks influences the overall performance. Here, we re-train the greedily sought MLP-3D networks, i.e., from MLP-3D-XS to MLP-3D-L, with different input size (128^2 or 224^2). In order to explore the effectiveness of two-path networks following [10, 12], we further extend the MLP-3D networks to a two-path networks by adding an additional path. To maximize the complementarity between paths, we erase the background of the input frames in the additional path by subtracting the averaged frame over time.

Table 2 details the accuracy improvements on SS-V2 and Kinetics-400 datasets by different designs in MLP-3D networks. When exploiting MLP-3D-XS as the backbone, the larger input size (224^2) successfully boosts up the top-1 accuracy from 64.6% to 65.4% on SS-V2 and from 75.0% to 76.5% on Kinetics-400. This demonstrates the effectiveness of training on larger resolution for video recognition. The extension to two-path networks which explores the complementarity across paths further leads to the performance improvement of 0.6% and 0.7% on SS-V2 and Kinetics-400, respectively. Moreover, across different MLP-3D networks, the deeper networks exhibit significantly better performance than the shallower ones. Specifically, the overall performance is improved from 66.0% to 68.5% on SS-V2 and from 77.2% to 81.3% on Kinetics-400 by replacing MLP-3D-XS with MLP-3D-L. The results verify that a deeper network has the larger learning capacity.

4.4. Comparisons with State-of-the-Art Models

We compare with several state-of-the-art techniques on SS-V2 dataset. Table 3 summarizes the performance comparisons. The baselines are pre-trained on ImageNet-1K (IN-1K), ImageNet-21K (IN-21K), Kinetics-400 (K-400) or Kinetics-600 (K-600) datasets. The “views” represents the number of clips sampled from the full video during inference. Overall, the small-sized MLP-3D-S network achieves the highest top-1 accuracy of 67.2% among the methods pre-trained on ImageNet-1K. More importantly, MLP-3D-S only spends 108G FLOPs, which is 18% less
than that of TDN. The top-1 accuracy is further improved to 68.5% by the deeper MLP-3D-L network, which leads to the performance boost of 1.6% over the best competitor TDN. Please note that most transformer-based models employ the pre-training on larger datasets. Nevertheless, MLP-3D-L network still outperforms TimeSformer-HR and ViViT-L by 6.0% and 3.1%, respectively. MViT-B and Video Swin-B, which are pre-trained with more video data, expectantly obtain higher accuracy. Table 4 shows the comparisons on SS-V1 dataset. In this comparison, we merely transfer the architectures searched on SS-V2 but train the weights on SS-V1 to validate the transferability. The similar performance trends are observed on SS-V1. Specifically, MLP-3D-L attains 56.5% top-1 accuracy, which leads the performance by 1.2% against TDN method. The results validate the use of the searched MLP-3D networks to the dataset with similar target categories.

Then, we turn to evaluate MLP-3D networks on the large-scale Kinetics-400 dataset. The performance comparisons are reported in Table 5. Specifically, with ImageNet-1K pre-training, MLP-3D-L network achieves 81.4% top-1 accuracy, making the improvements over the recent approaches Video Swin-B, DG-P3D, TDN and LGD-3D by 0.8%, 0.9%, 2.0% and 2.0%, respectively. Furthermore, MLP-3D-L with less FLOPs is impressively superior to several video transformers pre-trained on ImageNet-21K, e.g., ViT-VTN, TokShift, TimeSformer-L and ViViT-L, which spend about ten times more FLOPs.

5. Conclusion and Discussion

We have proposed a new family of MLP-like 3D architectures named MLP-3D networks for video recognition. Particularly, we investigate the token interaction across time in MLP-like architecture, by designing MLP-3D blocks with token-mixing MLP decomposed by height, width and time dimensions. For time dimension, we have devised variants of novel grouped time mixing (GTM) operations for group-based interaction between tokens. The type of GTM and its group size of each block are determined by an efficient greedy architecture search. Experiments conducted on three datasets, i.e., Something-Something V1 & V2, and Kinetics-400, validate that MLP-3D networks achieve superior performances than other video recognition techniques under the same pre-training scheme. The competitive performances also show the high potential of MLP-like architectures for video analysis. More remarkably, the network is easier to train and consumes less FLOPs.

### Broader Impact

Our MLP-3D shows a great potential of MLP-like architectures for video analysis, which are easily developed with less computations. This could increase the risk of video understanding model or its outputs being used incorrectly, such as for unauthorized surveillance.
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