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ABSTRACT Unmanned Aerial Vehicles (UAVs) can significantly improve the autonomy of the mining industry, and self-localization is the key to autonomous flights of underground UAVs. A localization method of visual-inertial sensor data fusion is proposed in this paper. The method aims to improve the localization accuracy and robustness of underground UAVs in dynamic environments. First, an algorithm for dynamic point detection and rejection is presented, which combines a semantic segmentation neural network, an optical flow method, and an epipolar constraint method. Second, a visual-inertial sensor fusion algorithm is used to enhance performance in areas lacking static visual features. It can also provide absolute scales to the localization results, as opposed to monocular systems. Finally, a hand-held multi-sensor data collection system is developed with accurate calibration, for imitating flights of underground UAVs and easing data collection in real underground tunnels. We evaluate our proposed localization method and compare it with state-of-art method VINS-Mono on both the public EuRoC dataset and our own collected data in underground tunnels. Experimental results show that the proposed visual-inertial localization method can improve the accuracy by more than 67\% over VINS-Mono in high dynamic environments, and it can be applied to underground dynamic scenes with high robustness and accuracy.

INDEX TERMS Dynamic environment, sensor fusion, semantic segmentation, UAV pose estimation, underground tunnel.

I. INTRODUCTION

In recent years, Unmanned Aerial Vehicles (UAVs) technology has been introduced to the mining industry for topographical survey and safety investigation [1]. Underground monitoring and control system is usually fixed and limited ranges, so it is difficult to fully meet dynamic monitoring requirements of underground safety production. However, UAVs with vision and communication equipment can quickly fly to instructed locations and perform visual inspection missions, which have been an important component to complete the underground monitoring system [2]. Accurate pose estimation is a crucial part for flight control and path planning of underground UAVs.

Although the Global Positioning System (GPS) is frequently used in general localization system [3], it is unsuitable for mining scenarios because of the signal blockage. Another commonly used localization technique is Inertial Navigation System (INS). It uses Inertial Measurement Units (IMUs) composed of accelerometer and gyroscope for tracking pose by inertial navigation principle. But it is not accurate enough for UAV pose estimation due to accumulated sensor
errors. In real world deployment of UAVs, the integrated navigation system of GPS/INS is usually adopted [4], [5], but they cannot work underground. In order to develop robust and accurate localization systems for UAV applications, recent research has been focusing on localization systems with perception sensors such as RADAR, LiDAR, ultrasonic, camera, etc.

Visual Simultaneous Localization and Mapping (Visual-SLAM) uses monocular or stereo cameras to track the features of consecutive images and estimate the robotic relative orientation and translation, which has been broadly researched [6]–[9]. However, when the UAV armed with camera moves too fast, the robustness of pure Visual-SLAM system is low due to motion blur and image degradation. On the other hand, the dynamic objects like working people in underground scenes are also challenges for Visual-SLAM algorithms. In order to meet the reliability demand of system, the method based on camera and IMU sensor data fusion is adopted to estimate the pose of underground UAVs.

In this paper, a novel visual-inertial localization method for UAVs in underground tunnel dynamic environments is proposed. Fig. 1 provides an overview of our proposed method. Firstly, it eliminates the influence of dynamic environment to the pose estimation by combing geometric and deep learning method. And then a visual-inertial sensor fusion algorithm is used to improve the robustness of the proposed localization system. Experiments show that our proposed localization method is accurate and robust in underground dynamic environments.

The contributions of this paper include:

1) It proposes a dynamic point detection and rejection algorithm, which combines a semantic segmentation neural network ENet [10], a Lucas–Kanade (LK) optical flow method [11] and an epipolar constraint method [12], to eliminate the interference of dynamic objects during pose estimation.

2) A visual-inertial sensor fusion algorithm is used to enhance the system robustness in areas lacking static visual features and eliminate the impacts of the underground UAVs fast movement. It can also provide absolute scales to the localization results, as opposed to monocular systems. And the proposed localization system is integrated with Robot Operating System (ROS) [13], which is beneficial for the implementation in the real scene.

3) It develops a hand-held multi-sensor data collection system, which can imitate the flights of underground UAVs and collect data in real underground tunnels. The underground UAV coordinate systems are first built and then the data collection system is accurately calibrated according to the related transformation relationship of coordinate systems. The collected data is used to verify the effectiveness of the proposed method.

In the rest of this paper, the structure is as follows. Related works are given in Section II. Section III presents the underground UAV system model, namely transformation relations of underground UAV coordinate systems and the calibration of hand-held sensor data collection device, which is used for collecting data and verifying the proposed algorithm. Section IV describes the proposed dynamic point detection and rejection algorithm in detail. Then section V introduces underground UAV pose estimation method based on visual-inertial sensor fusion. Subsequently, Section VI presents experimental results. Finally, a brief conclusion and a discussion are given in section VII.

II. RELATED WORKS

UAVs have achieved great attentions, because they play a vital role in various sectors ranging from industrial and agricultural sectors to surveillance and public safety [14]. Chen et al. [15] gave an overall understanding about using Artificial Neural Networks (ANNs) for addressing key challenges in UAV-based applications. Nodland et al. [16] studied the use of a neural network (NN) for trajectory tracking of UAVs. In [17], the authors proposed an image matching system by a NN using aerial images and aerial geo-referenced images to estimate the positions of UAVs in a situation of GPS failure. The robustness and accuracy of mentioned NN-based localization methods are acceptable in large scale scenes. However, they can not meet the demand of high accuracy of localization in a limited space like underground scene.

For a potential localization in underground tunnel environment, SLAM technique can be a viable option, which can be used for mapping and tracking robotic position instantaneously [18]. The perception input of SLAM can be LI DAR and camera sensors. For example, Chow et al. [18] made a comparative analysis of the three selected laser-based SLAM approaches toward underground localization with a UAV. However, the rough surface within a deep tunnel might not be optimum for a laser sensor. In order to improve the robustness of localization system, the fusion of multiple sensors has been a researched topic [19]. In [20], a UAV system for environment exploration and mapping by fusing ultrasonic and camera sensors was developed. It uses a camera sensor to detect marker and measures $y$ positions of UAV. And $z$ position is obtained from a bottom ultrasonic sensor. But inferring the position from a marker in mining scenes does not work. Bavle et al. [21] proposed a modular EKF-based multisensor fusion approach for vertical localization of UAVs in unstructured indoor environments. However, for the sake of safety, 6DoF pose estimation of UAVs is necessary in underground environment.

Another challenge of the application of SLAM algorithms in underground scenes is that underground environment is dynamic. However, most of the current SLAM algorithms assume that the environment is static [22]. Therefore, most state-of-the-art approaches, which are initially designed for static environments, are not capable of handling underground dynamic scenarios containing working people. Identifying the dynamic objects from the static parts, and then discarding them before pose estimation are necessary [23]. In our previous work [23], a semantic segmentation thread by SegNet [24] is added to ORB-SLAM2 framework, which can remove the dynamic features extracted from images captured...
by Kinect2 and improve the accuracy of pose estimation in dynamic environments. However, this method can not be directly transplanted to a UAV system because of limited computational resources and weight limitations.

III. UNDERGROUND UAV SYSTEM MODEL

A. TRANSFORMATION OF UNDERGROUND UAV COORDINATE SYSTEMS

The underground UAV with sensors including monocular camera, IMU and markers can collect the tunnel environment data. Among sensors, markers with reflective material are used for obtaining the ground truth of UAV pose. The transformation relationships of mentioned sensors are important to estimate the UAV pose and verify the effectiveness of the proposed localization method. On the other hand, the sensors are all fixed on the body of underground UAV. The relative pose of sensors and the UAV body remains unchanged. Theoretically, we can establish the UAV body coordinate system with any sensors. In this paper, it is assumed that the UAV body coordinate system is consistent with the camera’s and the pose estimation of the underground UAV is the same as the camera pose estimation. In the following part, the coordinate systems are established for each sensor, and the transformation relations among the established coordinate systems are analyzed.

1) ESTABLISHMENT OF UNDERGROUND UAV COORDINATE SYSTEMS

Fig. 2 is the diagram of the UAV flight in coal mine tunnel. It shows the coordinate transformation model of visual-inertial navigation system equipped in the underground UAV. $o_c$ is the optical centre of the monocular camera, which is taken as the origin of the camera coordinate system $o_c = x_cy_cz_c$, where $z_c$ axis points towards the front of the camera, $x_c$ axis points towards the right direction, and $y_c$ points towards the ground. $o' - x'y' , o - uv$ are physical imaging plane and pixel coordinate system of the camera. $o_i$ is the origin of the IMU coordinate system $o_i = x_idx_iz_i$, in which $x_i$, $y_i$ and $z_i$ axes are parallel to $x_c$, $y_c$ and $z_c$ axes. $o_w$ is the origin of the world coordinate system $o_w = x_wy_wz_w$ set at the entrance of tunnel, where $x_w$ axis is vertical to the tunnel wall and $z_w$ axis is vertical to the ground. $o_m$ is the origin of the Marker coordinate system $o_m = x_my_mz_m$, in which $z_m$ axis points upward and is vertical to the surface of the UAV body, $y_m$ axis points toward the front of UAV, and $x_m$ axis is vertical to the surface consisting of $y_m$ and $z_m$ axes.

2) TRANSFORMATION RELATIONS OF COORDINATE SYSTEMS

In Fig. 2, $P$ observed by the camera of underground UAV is a point on underground tunnel wall $l$. $P'$ point is the projection of $P$ through the optical centre of the camera onto the physical imaging plane. Let the coordinates of point $P$ be $P_w[x_{wp}, y_{wp}, z_{wp}]$ in the world coordinate system, be $P_c[x_{cp}, y_{cp}, z_{cp}]$ in the camera coordinate system, be $P'[x'_p, y'_p]$ in the physical coordinate system, be $P_m[x_{mp}, y_{mp}, z_{mp}]$ in the pixel coordinate system, be $P_i[x_{ip}, y_{ip}, z_{ip}]$ in the IMU coordinate system, and be $P_m[x_{mp}, y_{mp}, z_{mp}]$ in the Marker coordinate system. The transformation relations of the coordinates of point $P$ in different coordinate systems are as follows.

(1) Camera Coordinate System – Physical Imaging Plane Coordinate System

The camera transforms 3D spatial points observed in the camera coordinate system into 2D points in the physical imaging plane coordinate system. According to the pin-hole camera model [25] and the similar triangle principle, the transformation relation can be expressed as,

$$
\begin{align*}
    & x' = \frac{x_{cp}}{z_{cp}}, \quad y' = \frac{y_{cp}}{z_{cp}} \\
    \Rightarrow & \begin{cases} 
    x_p = f \cdot \frac{x_{cp}}{z_{cp}} \\
    y_p = f \cdot \frac{y_{cp}}{z_{cp}}
    \end{cases}
\end{align*}
$$
where \( f \) is the focal length of the camera.

(2) Physical Imaging Plane Coordinate System – Pixel Coordinate System

The pixel coordinate system and the physical imaging plane coordinate system are in the same plane. \( u \) and \( v \) axes of pixel coordinate system are parallel to the \( x' \) and \( y' \) axes of physical imaging plane coordinate system. It is assumed that pixel coordinates on \( u \) and \( v \) axes are scaled by \( \alpha \) and \( \beta \) times, respectively, the origin point is translated to \([cx', cy']^T\). The relation of the physical imaging plane coordinates and pixel coordinates of \( P' \) can be expressed as,

\[
\begin{align*}
    up &= \alpha x' + cx \\
    vp &= \beta y' + cy
\end{align*}
\]

(3) Camera Coordinate System – Pixel Coordinate System

Combine (1) with (2) and the transformation relation can be expressed as,

\[
\begin{align*}
    up &= af \frac{x_p}{z_p} + cx \\
    vp &= \frac{y_p}{z_p} + cy
\end{align*}
\]

\[
P_{wp} = \begin{bmatrix} up \\ vp \\ 1 \end{bmatrix} = \frac{1}{z_p} \begin{bmatrix} af & 0 & c_y \\ 0 & \beta f & c_y \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} x_p \\ y_p \\ z_p \end{bmatrix} \triangleq KP_c
\]  

(4) Transformation Relations among World Coordinate System, Camera Coordinate System, IMU Coordinate System and Marker Coordinate System

The world coordinate system, the camera coordinate system, the IMU coordinate system and the Marker coordinate system can be regarded as rigid bodies. And coordinates of a point in any of these coordinate systems can be transformed to another coordinate system through rotation and translation operations. Take the transformation from world coordinate system to camera coordinate system as an example, let the rotation and translation matrices be \( R \) and \( t \), then the coordinates of point \( P \) can be expressed as,

\[
P_c = \begin{bmatrix} x_p \\ y_p \\ z_p \end{bmatrix} = R \begin{bmatrix} x_w \\ y_w \\ z_w \end{bmatrix} + t \triangleq T_{CW} \begin{bmatrix} P_w \\ 1 \end{bmatrix} \triangleq T_{CW}P_w
\]  

where \( T_{CW} \) is the transformation matrix from the world coordinate system to the camera coordinate system. \( T_{CW} \) is the inverse matrix of \( T_{WC} \) shown in Fig. 2. The coordinates transformation of point \( P \) from the camera coordinate system to the world coordinate system can be expressed as,

\[
P_w = T_{WC}P_c
\]  

UAV pose estimation, which means estimating the pose of the camera optical centre in the world coordinate system, is equivalent to solving the transformation matrix \( T_{WC} \). Similarly, the transformation relations of the point \( P \) from the IMU coordinate system to the camera coordinate system, to the Marker coordinate system and to the world coordinate system can be expressed as,

\[
\begin{align*}
    P_c &= T_{CI}P_i \\
    P_m &= T_{MC}P_c \\
    P_w &= T_{WM}P_m
\end{align*}
\]

where \( T_{CI} \) is the transformation matrix from the IMU coordinate system to the camera coordinate system, \( T_{MC} \) is the transformation matrix from the camera coordinate system to the Marker coordinate system and they should be accurately calibrated based on the experimental device. \( T_{WM} \) is the transformation matrix from the Marker coordinate system to the world coordinate system and \( T_{WC} \) can be obtained through the MCS located in underground tunnel. Let \( T'_{WC} \) be the ground truth of the underground UAV pose in the camera coordinate system and it can be expressed as,

\[
T'_{WC} = T_{WM}T_{MC}
\]
The average localization accuracy of MCS used in this paper can reach to 0.167mm and data transfer delay is lower than 5ms. In the above equation, $T_{WM}$ is captured by the MCS, $T_{MC}$ is needed to be calibrated based on the experimental device. $T_{WC}$ can be used for evaluating the effectiveness of the proposed underground UAV localization system. Next, the transformation matrices $T_{CI}$ and $T_{MC}$ will be calibrated.

### B. CALIBRATION OF HAND-HELD SENSOR DATA COLLECTION DEVICE

In this paper, a hand-held sensor data collection device shown in Fig. 3 is developed to simulate flights of the underground UAV. It provides a verification platform for the proposed visual-inertial localization method. The device is equipped with battery, monitor, an Intel RealSense D435i camera, markers and an Intel NUC. The D435i has a built-in IMU sensor, which can combine the linear accelerometer with the gyroscope to detect the rotation and translation of the x, y and z axes. During the data collection, the time stamp of the D435i and the built-in IMU sensor are aligned by hardware.

The transfer matrix $T_{CI}$ has been calibrated by Intel manufacturer. Therefore, the transfer matrix $T_{MC}$ is the only one needed to be calibrated.

Fig. 4 shows the calibration of the transfer matrix $T_{MC}$. Before the calibration, the MCS system is initialized including the configuration of the world coordinate system (World), and then a calibration plate is placed before the D435i and kept still. While the hand-held sensor device is moving in the area covered by the MCS, the equation can be obtained below,

$$T_{WM(i)}T_{MC}T_{CP(i)} = T_{WM(i+1)}T_{MC}T_{CP(i+1)}$$

where $T_{WM(i)}$ and $T_{WM(i+1)}$ are the translation matrices from the Marker coordinate system to world coordinate system captured by the MCS at time $i$ and time $i + 1$. $T_{CP(i)}$ and $T_{CP(i+1)}$ are the translation matrices from the origin $o_1$ of the calibration plate to the camera coordinate system (Cam), which are captured by the OpenCV ArUco module at time $i$ and time $i + 1$. According to matrix transformation,

$$T_{MC}T_{CP(i)}^{-1}T_{CP(i+1)} = T_{WM(i)}^{-1}T_{WM(i+1)}T_{MC}$$

(10)

where $T_{CP(i)}^{-1}T_{CP(i+1)}$ and $T_{WM(i)}^{-1}T_{WM(i+1)}$ are respectively corresponding to the translation matrices of $Bi$ and $Ai$ as shown in Fig. 4. Equation (10) can be expressed as,

$$T_{MC}Bi = AiT_{MC}$$

(11)

However, when the data collection device moves in the area covered by the MCS, there are multiple groups of translation matrices $Ai$ and $Bi$ that satisfy (11). Therefore, the least squares method is adopted to calculate the optimized translation matrix $T_{MC}$. Table 1 shows the calibration result of $T_{MC}$.

| Pinhole camera parameters | Camera distortion parameters |
|---------------------------|-----------------------------|
| $a_f$ | $596.950638$ | $k_1$ | $0.15852$ |
| $b_f$ | $597.579445$ | $k_2$ | $-0.33979$ |
| $c_*$ | $322.253667$ | $p_1$ | $0.003706$ |

### IV. PROCESSING METHOD OF UNDERGROUND DYNAMIC ENVIRONMENT

#### A. PROBLEM DESCRIPTION OF POSE ESTIMATION TOWARDS UNDERGROUND DYNAMIC ENVIRONMENT

The pose estimation of underground UAV utilizes feature points extracted from images collected by the D435i and measured data of the built-in IMU sensor. Currently, the methods...
of extracting image feature points mainly include SIFT [26], SURF [27] and ORB [28]. Among them, ORB integrates the improved Fast [29] corner point and the BRIER [30] descriptors and has much better performance than SIFT and SURF in terms of real time. Therefore, in this paper, ORB is adopted to extract feature points from the D435i images. ORB has considered the attributes of scale invariance and rotation consistency of feature points, but not the dynamic and static properties. Therefore, the dynamic objects in underground environments will cause the low accuracy of pose estimation.

In order to solve this problem, a dynamic point detection and rejection algorithm is proposed to eliminate the dynamic abnormal points for underground vision tracking. This method combines the semantic segmentation neural network ENet, the LK optical flow method and epipolar constraint method, which can improve the localization accuracy and the stability of underground UAV localization system in the underground dynamic environment.

### B. DYNAMIC POINT DETECTION AND REJECTION ALGORITHM

The idea of underground dynamic environment processing method is similar to the corresponding part in our previous work DS-SLAM [23]. But according to the characteristics of underground environment, some improvements are performed compared to original method. The improvements are mainly reflected in two aspects. First, considering data collection in the underground environment, Intel RealSense D435i camera is adopted to against the limitations of underground UAV to the size and quality of sensors. What’s more, compared with Kinect V2 camera used in previous work, D435i consumes less power, which is a more reasonable configuration for UAV. Second, because the underground localization system must have a high real-time performance, a lightweight semantic segmentation network ENet is adopted.

Dynamic point detection and rejection algorithm includes four parts: ENet semantic segmentation, dynamic point detection, ORB feature points extraction and ORB feature points refinement. When the hand-held device shown in Fig. 3 collects the tunnel data, ORB features are extracted from images collected by D435i, which are stored in ORB feature points set A. Meanwhile, ENet semantic segmentation and dynamic point detection are performed to acquire semantic segmentation image and dynamic point set S respectively. Both semantic segmentation image and dynamic point set S are used to refine ORB feature points set A, then the static ORB feature points can be obtained. In the following, the important parts of the process, including ENet semantic segmentation, dynamic point detection and ORB feature points refinement, are introduced.

1) **ENet SEMANTIC SEGMENTATION**

The first step of eliminating the dynamic interference of the underground workers is to detect whether there are operating workers in underground tunnel. Semantic segmentation network is adopted to process the collected underground images and then the corresponding semantic segmentation images with semantic labels can be obtained. If the segmentation images contain human semantic labels, it can be determined that there are operators in the underground environment. However, applying semantic segmentation network to the underground environment must consider both the real-time need of the system and the scene features. It is quite different from our previous work which applied semantic segmentation network to the robot localization in indoor dynamic scenes and the mapping of semantic environments.

Firstly, considering the real-time application, a lightweight semantic segmentation network ENet is adopted to segment the underground images. ENet is a new neural network architecture optimized for fast inference and high accuracy. ENet is trained on Pascal VOC dataset [31] in this paper. The Pascal VOC dataset is used for image recognition challenge. It contains 21 categories and each category is marked with different label, for example, the airplane label is 1 and the human label is 15. Take the human label as an example, if there are operating workers in the underground tunnel scene, the pixel values of semantic segmentation image corresponding to the operators pixels in the image are all 15.

Secondly, considering that there will be no animal categories such as cow, horse and indoor scene object categories such as bottle, chair and sofa appearing in the actual underground tunnel environment scenario, therefore, in this paper, only human labels in Pascal VOC dataset are loaded for training ENet. The trained underground segmentation network ENet only processes the operating workers in underground scenes. ENet and SegNet semantic segmentation networks are all trained on Pascal VOC dataset. The comparison diagram performing on the underground collected images is showed in Fig. 5.

In the underground scene, more operating workers mean the greater dynamic environment influence on UAV pose estimation. Compared with SegNet, it can be seen that the underground semantic segmentation network ENet trained by our method has a more accurate and complete segmentation effect on underground operators for both low and high dynamic scenes. In addition, the average running time of ENet and SegNet on 1000 collected images with the same hardware equipment is tested. The average time of processing one image size 480 × 640 by ENet is 26.96 ms, the frame rate is up to 33.4 fps. However, the average time by SegNet is 150.78ms, the frame rate is about 6.6 fps. Therefore,

---

**TABLE 3.** Translation matrix $T_{CI}$ from IMU coordinate system to camera coordinate system.

| Rotation Matrix | Translation Matrix |
|-----------------|--------------------|
| 0.9999600       | 0.0041929          |
| -0.0041856      | 0.9999000          |
| -0.0082871      | 0.0008636          |
|                 | 0.9999700          |
|                 | 0.01209129         |
TABLE 4. Dynamic point detection Algorithm [23].

| Input: | Previous frame, $F_1$; Previous frame’s feature points, $P_1$; Current frame, $F_3$; |
| --- | --- |
| Output: | The set of dynamic points, $S$; |
| 1: | Current frame’s feature points $P_2 = \text{CalcOpticalFlowPyrLK}(F_1, F_2, P_1)$ |
| 2: | Remove outliers in $P_2$ |
| 3: | $FM = \text{FindFundamentalMatrix}(P_1, P_2)$ |
| 4: | for each matched pairs $p_1, p_2$ in $P_1, P_2$ do |
| 5: | $I_1 = \text{FindEpipolarLine}(p_1, FM)$ |
| 6: | $D = \text{CalcDistanceFromEpipolarLine}(p_2, I_1)$ |
| 7: | if $D > r$ then |
| 8: | Append $p_2$ to $S$ |
| 9: | end if |
| 10: | end for |

ENet is adopted to detect whether the underground environment contains operating workers. It is more beneficial to the real-time realization of underground UAV localization system.

2) DYNAMIC POINT DETECTION AND ORB FEATURE POINTS REFINEMENT

After determining the presence of operators in the underground tunnel, it is necessary to determine whether the operators are in motion because only dynamic workers impact UAV pose estimation. Therefore, the dynamic point detection algorithm is adopted in Table 4, which has been well explained in DS-SLAM. It first obtains and traverses the dynamic point set $S$. If there exists a point in set $S$ corresponding to the label 15 in the ENet segmentation image, the points with the pixel label of 15 in set $A$ are all removed. And then the remaining feature point set $A$ is the refined static ORB points. In this way, the dynamic interference of operating workers is eliminated.

V. UNDERGROUND UAV POSE ESTIMATION METHOD BASED ON VISUAL-INERTIAL SENSOR FUSION

In most cases, the process of the refinement of feature points can lead to tracking lost of UAV pose and low system reliability because of the decrease in the amount of feature points [32]. To address this problem, an underground UAV pose estimation method based on visual-inertial sensor fusion is proposed. When the hand-held sensor device shown in Fig. 3 moves in the underground tunnel with sensors, assuming that at time $t$, camera pose is $x_t$, measurement of built-in IMU sensor is $u_t$, system noise is $w_t$ and then $x_t$ can be expressed as,

$$x_t = f(x_{t-1}, u_t) + w_t$$  \hspace{1cm} (12)

where the function $f$ represents the transformation from IMU measurement and previous camera pose to current camera pose. Noise $w_t$ obeys the Gaussian distribution $w_t \sim N(0, R_t)$. It calculates the underground UAV pose according to IMU measurement and is called motion equation. Assuming at time $t$, underground tunnel landmark observed by D435i is $y_t$, observation value is $z_t,j$ and then $z_t,j$ can be expressed as,

$$z_{t,j} = h(y_t, x_t) + v_{t,j}$$ \hspace{1cm} (13)

where the function $h$ describes the coordinates transformation from landmark and camera pose to camera observation. The observation noise $v_{t,j}$ obeys the Gaussian distribution $v_{t,j} \sim N(0, Q_{t,j})$. It transforms 3D landmark coordinates in underground tunnel scene into 2D pixel values and is called observation equation.

Camera pose with scale uncertainty can be estimated by observation equation. However, the pose without absolute scales is meaningless to autonomous flights of underground UAV. In order to solve this problem, method of monocular visual observation and IMU measurement fusion is adopted. Observation equation is first used for estimating the underground UAV initial pose and then IMU measured data between two key frames is fused to recover absolute scale of the estimated UAV pose.

The specific form of observation equation is needed to be determined during the UAV initial pose estimation. The transformation relationship of 3D landmarks and 2D pixel values can be acquired by combining (5) with (4), and it can be expressed as,

$$P_{uw} = KT_{CW}P_w$$ \hspace{1cm} (14)

Assuming that $P^1_w$ is one of the 3D landmarks, $P_{1uw}$ is the corresponding pixel coordinates in the first images. When the first image is collected, the camera is assumed as static and $T_{CW}$ is a unit matrix. According to (14), the transformation relationship is

$$P_{1uw} = KP^1_w$$ \hspace{1cm} (15)

Assuming that $P_{2uw}$ is the corresponding pixel coordinates of $P^1_w$ in the second image, transformation matrix is $t$ and rotation matrix is $R$ of $T_{CW}$. According to (14), the transformation
relationship is,
\[ P_{2uv} = K (R P_{uv} + t) \]  
(16)

Combine (15) and (16),
\[ K^{-1} P_{2uv} = R K^{-1} P_{1uv} + t \]  
(17)

Outer Product of \( t \), denoted as \( t \wedge \), is added to each side of the equation and (17) should be written,
\[ t \wedge K^{-1} P_{2uv} = t \wedge R K^{-1} P_{1uv} \]  
(18)

Left multiply each side of the equation by \( (K^{-1} P_{uv})^T \), and (18) should be written as,
\[ P_{2uv}^T K^{-T} t \wedge K^{-1} P_{2uv} = P_{2uv}^T K^{-T} t \wedge R K^{-1} P_{1uv} \]  
(19)

The left side of the equation equals to zero, and then,
\[ P_{2uv}^T K^{-T} t \wedge R K^{-1} P_{1uv} = 0 \]  
(20)

Therefore, we can use matched feature points to calculate the initial camera pose, namely \( R \) and \( t \). Additionally, the essential matrix is defined as,
\[ E = t \wedge R \]  
(21)

The essential matrix \( E \) has 5 degrees of freedom and can be solved using at least 5 pairs of detected points. However, the form of calculating essential matrix \( E \) by 5 pairs of points is complicated, because of the nonlinear property of the \( E \). Therefore, the classic Eight-point method is adopted [33].

The ORB mentioned in Section IV is first adopted to extract 1000 features for each underground pixel-wise image. The dynamic points detection and rejection algorithm proposed in Section 3.2 is adopted to refine ORB feature points, which eliminates interference of underground dynamic scenes. Then, the Fast Library for Approximate Nearest Neighbour (FLANN) is used for matching features. For a pair of matched ORB feature points \( P_1 \) and \( P_2 \), their normalized coordinates are assumed as \( x_1 = [u_1, v_1, 1]^T \), \( x_2 = [u_2, v_2, 1]^T \), the relation of the \( E \) and matched points can be expressed as,
\[ \begin{pmatrix} (u_2, v_2, 1) \end{pmatrix} \begin{pmatrix} e_1 & e_2 & e_3 \\ e_4 & e_5 & e_6 \\ e_7 & e_8 & e_9 \end{pmatrix} \begin{pmatrix} u_1 \\ v_1 \\ 1 \end{pmatrix} = 0 \]  
(22)

For 8 pairs of matched features, the vector form of the essential matrix \( E \) is,
\[ \begin{pmatrix} u_1^1 u_2^1 & u_1^1 v_2^1 & v_1^1 v_2^1 & u_1^1 v_1^1 & v_1^1 v_1^1 & v_1^1 v_1^1 & v_1^1 v_1^1 & v_1^1 v_1^1 & v_1^1 v_1^1 \\ u_2^1 u_2^1 & u_2^1 v_2^1 & v_2^1 v_2^1 & u_2^1 v_1^1 & v_2^1 v_1^1 & v_2^1 v_1^1 & v_2^1 v_1^1 & v_2^1 v_1^1 & v_2^1 v_1^1 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ u_1^8 u_2^8 & u_1^8 v_2^8 & v_2^8 v_2^8 & u_2^8 v_1^8 & v_2^8 v_1^8 & v_2^8 v_1^8 & v_2^8 v_1^8 & v_2^8 v_1^8 & v_2^8 v_1^8 \end{pmatrix} \begin{pmatrix} e_1 \\ e_2 \\ e_3 \\ e_4 \\ e_5 \\ e_6 \\ e_7 \\ e_8 \\ e_9 \end{pmatrix} = 0 \]  
(23)

The above equation is linear and each element of \( E \) can be calculated. Then, \( R \) and \( t \) of \( E \) are calculated with Singular Value Decomposition (SVD) method and optimized by performing re-projection error optimization with the remaining matched feature points. The relation of Lie Group and Lie Algebra is adopted to express \( R \) and \( t \) with \( \exp(t \wedge) \). Therefore, the re-projection error between measured data and estimated value for a single landmark point \( y_j \) can be defined as,
\[ e_{y,j,t} = z_{t,j} - \frac{1}{s} \cdot K \exp(t \wedge) y_j \]  
(24)

The sum-squared error can be expressed as,
\[ J_{cam}(x) = \sum_i \sum_j e^T_{y,j,t} \Omega^{-1}_{t,j} e_{y,j,t} \]  
(25)

The Levenberg-Marquardt method [34] is adopted to optimize above equation and then UAV initial pose can be obtained. After UAV initial pose optimization, the current frame is defined as the key frame. Next, the absolute scale information will be recovered. Considering noise and system error, the built-in IMU sensor model can be expressed as,
\[ \begin{pmatrix} \dot{a} \\ \dot{\omega} \end{pmatrix} = \begin{pmatrix} a \\ \omega \end{pmatrix} + \begin{pmatrix} b_a \\ b_\omega \end{pmatrix} + \begin{pmatrix} \eta_a \\ \eta_\omega \end{pmatrix} \]  
(26)

where subscript \( W \) represents the variable’s transformation from IMU to world coordinate system, \( W^a \) and \( W^\omega \) represent the accelerated velocity and the acceleration of gravity of the UAV in world coordinate system, respectively. \( \omega \) with head \( \sim \) represents the angle velocity of IMU measurement and \( \omega \) represents the actual value without noise. Similarly, \( a \) with head \( \sim \) represents the measure value of the accelerated velocity, \( b \) and \( \eta \) represent the noise and the zero-drift in the IMU measurement, where zero-drift \( b \) follows the random walk model and noise \( \eta \) is the white Gaussian noise. By measuring the angular and accelerated velocities in IMU coordinate system, equation (12) can be expressed by dynamic differential model with rotation matrix \( R \), velocity \( v \) and position \( P \) as follows,
\[ \begin{pmatrix} \dot{R}_{WI} \\ \dot{w} \\ \dot{P} \end{pmatrix} = \begin{pmatrix} R_{WI} \omega \wedge \\ w \dot{v} = a \\ w \dot{P} = w v \end{pmatrix} \]  
(27)

The pre-integration [35] is used to calculate the IMU measurement. Then, \( R, v \) and \( P \) can be expressed as,
\[ \begin{align*}
R_{WI}^{k+1} &= R_{WI}^k \exp \left( (\dot{\omega}_{W}^k - b_\omega - \eta_\omega) \Delta t \right) \\
w v_{W}^{k+1} &= w v_{W}^k + w g \Delta t + R_{WI}^k (\dot{\omega}_{W}^k - b_\omega - \eta_\omega) \Delta t \\
w P_{W}^{k+1} &= w P_{W}^k + w v_{W}^k \Delta t + \frac{1}{2} w g \Delta t^2 + \frac{1}{2} R_{WI}^k (\dot{\omega}_{W}^k - b_\omega - \eta_\omega) \Delta t \tag{28}
\end{align*} \]

where \( R_{WI}^k \) represents the rotation matrix of the \( k \)th key frame from IMU to world coordinate system, \( \exp(t \wedge) \) represents exponent mapping relation from Lie Algebra to Lie Group, \( \Delta t \) is
the interval between two adjacent key frames, $v_I$ and $wP_I^k$, represent the velocity and position of IMU sensor in world coordinate system.

The sampling frequency of the built-in IMU is 263Hz, D435I camera frequency is 30Hz. The frequency of camera is greater than IMU’s. The IMU measurement between the consecutive key frames $k$ and $k+1$ can be calculated as,

$$
\begin{align*}
R_{W_k}^{k+1} &= R_{W_k}^k R_{k,k+1} \exp \left( J_g^k b^k \right) \\
 v_{I_k}^{k+1} &= v_{I_k}^k + w \gamma \Delta t + R_{W_k}^{k+1} \left( v_{k,k+1} + J_g^k b^k + J_a^k b^k \right) \\
 wP_I^{k+1} &= wP_I^k + wv_I^k \Delta t + \frac{1}{2} w \gamma \Delta t^2 \\
 &+ R_{W_k}^{k+1} \left( P_{k,k+1} + J_g^k b^k + J_a^k b^k \right)
\end{align*}
$$

(29)

where $J_g$ and $J_a$ represent the first order approximations of gyroscope and acceleration deviation. Let the scale factor of the IMU measured data, the target loss function of tightly-visual observation data [36]. Based on (24), after fusing successfully recovered, the triangulation method is adopted for defining the transformation from camera to IMU coordinate system be $s$, the space relation equation between the camera and IMU coordinate system can be expressed,

$$
wP_I = swP_C + R_{WCC} P_I
$$

(30)

Substitute (30) into (29),

$$
swP_C^{k+1} = swP_C^k + wv_I^k \Delta t + \frac{1}{2} w \gamma \Delta t^2 \\
&+ R_{W_k}^{k+1} \Delta P_{k,k+1} + \left( R_{W_k}^{k+1} - R_{W_k}^{k+1} \right) C P_I
$$

(31)

The scale factor $s$ can be solved by solving this linear equation. Meanwhile, the pre-integration is also used for defining the measured error of IMU. The IMU error vector is defined as,

$$
e_I^k = \left[ e_{R}^k, e_v^k, e_p^k \right]^T
$$

(32)

Each element of the error vector is defined as,

$$
\begin{align*}
e_R &= \log \left( R_{k-1,k} \exp \left( J_g^k b^k \right) \right) \\
e_v &= R_{IW}^k wv_I^k - wv_I^{k-1} - w \gamma \Delta t \\
&- \left( \Delta v_{k-1,k} + J_v^k b^k + J_a^k b^k \right) \\
e_p &= R_{IW}^k wP_I^k - wP_I^{k-1} - wv_I^{k-1} \Delta t - \frac{1}{2} w \gamma \Delta t^2 \\
&- \left( \Delta P_{k-1,k} + J_p^k b^k + J_p^k b^k \right)
\end{align*}
$$

(33)

After the scale information of initial pose estimation is successfully recovered, the triangulation method is adopted to estimate space positions of feature points. And then the tightly-coupled optimization method is adopted to perform the UAV pose estimation utilizing IMU measured data and visual observation data [36]. Based on (24), after fusing the IMU measured data, the target loss function of tightly-coupled optimization can be expressed as a combination of two measurement error terms,

$$
J(x) = \sum_k \sum_j e_{y,j,k}^T Q_{i,j}^{-1} e_{y,j,k}
$$

(34)

where $Q_{i,j}$ is covariance matrix of D435I visual measurement, $\sum_l$ is information matrix of the IMU pre-integration and $\sum_R$ is the random walk of zero-shift error. By minimizing the target loss function $J(x)$, the optimal solution of pose estimation is obtained as follows,

$$
x = \arg\min(J(x))
$$

(35)

The problem defined in the above equation is a nonlinear least square problem. The optimization methods including the steepest descent method [37], the Gauss-Newton method [38] and the Levenberg-Marquardt method can be used. The steepest descent method is so greedy that falling into saw-tooth route, lead to the increase of the iteration numbers. Thus, the Levenberg-Marquardt method is eventually adopted in this paper to estimate the UAV pose after the fusion of IMU measured data and visual observation data.

VI. EXPERIMENTAL RESULTS

In this section, experimental results are presented to demonstrate the effectiveness of our method. The performance of our method is tested on the public EuRoC dataset collected by a UAV. The sequences in EuRoC dataset containing motion blur and poor illumination are challenging, which could be used for evaluating the adaptiveness of our method in real UAV data. We also integrated the proposed localization system with ROS and qualitatively demonstrated it using dynamic tunnel data collected by hand-held sensor device. All the experiments are performed on a computer with Intel i7 CPU, 32GB Memory and GeForce GTX 1080. The average frame rate of processing images of our method is measured to be 25fps, which can satisfy the real-time requirement. Besides, the comparison of our method with the state-of-art system VINS-Mono [19] for visual-inertial localization is performed.

A. EVALUATION USING EUROC DATASET

The EuRoC dataset [39] has a total of eleven sequences collected on-board a micro aerial vehicle. Sequences are measured in a machine hall and two different rooms, and are classified into easy, medium, and difficult levels according to the illumination, texture, and motion speed. The EuRoC dataset provides synchronized stereo images, IMU measurement, and ground truth. The imaging system uses a global shutter camera, supports the size of $752 \times 480$, and the image data frequency of 20 fps, and IMU data supports the data frequency of 200 Hz. The ground-truth data is used for comparison when analyzing the accuracy of the estimated trajectory.

In this paper, the Absolute Trajectory Error (ATE) and the Relative Pose Error (RPE) [40] are selected to evaluate the stability and the robustness of each system. Metric ATE
TABLE 5. Results of absolute trajectory error (ATE).

| Data       | VINS-Mono | Our work | Improvement |
|------------|-----------|----------|-------------|
| MH_01_easy | 0.08993   | 0.11859  | -31.87%     |
| MH_02_easy | 0.10235   | 0.05112  | 50.05%      |
| MH_03_medium | 0.06759  | 0.05354  | 20.79%      |
| MH_04_difficult | 0.20507 | 0.14307  | 30.23%      |
| V2_02_medium | 0.12999  | 0.06437  | 50.48%      |
| V1_03_difficult | 0.20089 | 0.09844  | 50.10%      |

TABLE 6. Results of metric translational drift (RPE).

| Data       | VINS-Mono | Our work | Improvement |
|------------|-----------|----------|-------------|
| MH_01_easy | 0.13221   | 0.03066  | 76.81%      |
| MH_02_easy | 0.13392   | 0.02822  | 78.95%      |
| MH_03_medium | 0.24869  | 0.07192  | 71.08%      |
| MH_04_difficult | 0.25189 | 0.08050  | 68.04%      |
| V2_02_medium | 0.12532  | 0.04319  | 65.54%      |
| V1_03_difficult | 0.13444 | 0.07955  | 40.83%      |

TABLE 7. Results of metric rotational drift (RPE).

| Data       | VINS-Mono | Our work | Improvement |
|------------|-----------|----------|-------------|
| MI_01_easy | 0.08789   | 0.02021  | 77.01%      |
| MH_02_easy | 0.08447   | 0.02028  | 75.99%      |
| MH_03_medium | 0.10432  | 0.02967  | 71.56%      |
| MH_04_difficult | 0.08692 | 0.02302  | 73.52%      |
| V2_02_medium | 0.16973  | 0.06107  | 64.02%      |
| V1_03_difficult | 0.18752 | 0.09093  | 51.51%      |

stands for global consistency of trajectory, whereas RPE is applicable for estimating the drift of translation and rotation. The value of root-mean-square (RMSE) is presented. The value of improvement of our method compared to the VINS-Mono is also shown in the tables. The improvement value is calculated as follows,

\[
\eta_V = \frac{o_V - u}{o_V} \times 100\% \tag{36}
\]

where \(o_V\) and \(u\) are the errors of VINS-Mono and our work, respectively. \(\eta_V\) represent the improvement percentages of the localization accuracy of our work compared to VINS-Mono.

We evaluate the mentioned localization systems in two scenes of the EuRoC dataset including sequences MH_01_easy, MH_02_easy, MH_03_medium, MH_04_difficult, V2_02_medium and V1_03_difficult. Tables from 5 to 7 indicate the testing results on six sequences. In terms of ATE and RPE, improvement can reach up to 50.48% and 78.93%. On sequences MH_04_difficult and V1_03_difficult representing dynamic flights with motion blur and poor illumination, our method outperforms VINS-Mono. The results indicate that our method can improve the robustness and stability in real UAV scenarios. On sequence MH_01_easy, the result of ATE of VINS-Mono is better than ours, but fortunately, our approach also achieve a high accuracy with a small system drift of RPE about 3cm.

B. EVALUATION USING COLLECTED DYNAMIC UNDERGROUND DATA

In order to verify the performance of the proposed UAV localization method with the real dynamic underground tunnel scene data, the underground tunnel of Orbital Vibration Reduction and Control Laboratory of Beijing Jiaotong University is chosen. The tunnel is a horseshoe-shaped structure. Eight cameras connected to a PC through a switch are used for obtaining the pose of markers on the sensor device. Fig. 6 shows the topology of tunnel cameras. In order to maximize the MCS covering space, four cameras \(C_1, C_3, C_5\) and \(C_7\) with interval of 4m are set at the tunnel entrance and close to the left side of tunnel wall. \(C_2\) is set at the central point between \(C_1\) and \(C_3\) on the right side of tunnel wall. \(C_4, C_6\) and \(C_8\) follow \(C_2\) with the same interval of 4m. When the hand-held sensor device moves into the circular area in Fig. 7, markers’ pose is captured by \(C_1, C_2\) and \(C_3\). Once the device leaves the detection range of \(C_1\), the pose can be captured by \(C_2, C_3\) and \(C_4\). This topology can ensure maximum coverage of MCS and obtain markers’ pose in real-time.

In the test process, testers wear the safety helmets and walk in the tunnel to simulate the operating workers. The more testers are, the more challenging data is. So our method is tested with different number of testers in front of the devices. Table 8 shows types of data collection. Fig. 7 shows the real scene recorded by hand-held device. During the data collection process, the MCS captures the ground truth of markers’ pose which is sent to Intel NUC carried by hand-held sensor device. Meanwhile, Intel UNC runs ubuntu16.04 and ROS Kinetic, records the built-in IMU data with the rate of 263Hz and the D435i camera data with the image size 480 × 640 and the frame rate of 30 fps.
Tables from 9 to 11 indicate the testing results on collected dynamic underground data. For VINS-Mono, the RMSE value of ATE on the collected data can reach up to 38cm, and is almost twice as large as that tested on EuRoC dataset, which demonstrated that the collected underground dynamic data impose challenge to localization algorithms. In terms of average ATE, for high-dynamic data P3_D0 and P3_D1, the RMSE improvement values can reach up to 46.33% and 67.84% respectively. Meanwhile, compared to VINS-Mono, our method has a smaller translational and rotational drift of RPE. The results demonstrate that the proposed method has a greater ability to process the dynamic environment and has a greater system stability in real tunnel scene. Next, VINS-Mono and our work are evaluated utilizing the representative dynamic data P2_D0 from these aspects: tracking global 2D trajectory and tracking trajectory along x, y and z axes.

Fig. 8 shows the results of tracking global 2D trajectory heat map of each system. The grey line represents ground truth of trajectory and the colored line represents the trajectory of corresponding algorithm. Compared to VINS-Mono, our method has a smaller drift about 6mm almost during the whole trajectory, and has a relatively large drift about 59cm only in a small period of trajectory, which is caused by a rapid movement of sensor device. It can be concluded that our method is more robust than VINS-Mono during the whole trajectory.

Fig. 9 shows the results of tracking trajectory along x, y and z axes. The grey line represents the ground truth of the trajectory, and the blue and green lines represent system trajectories of VINS-Mono and our work respectively. For one thing, the maximum of drift distance of VINS-Mono reaches

**TABLE 9. Results of absolute trajectory error (ATE).**

| Data  | VINS-Mono | Our work | Improvement |
|-------|-----------|----------|-------------|
| P0_D0 | 0.16911   | 0.14933  | 11.69%      |
| P0_D1 | 0.15394   | 0.14549  | 5.49%       |
| P1_D0 | 0.21915   | 0.13729  | 37.35%      |
| P1_D1 | 0.24420   | 0.13538  | 44.56%      |
| P2_D0 | 0.32631   | 0.12154  | 62.75%      |
| P2_D1 | 0.30251   | 0.15517  | 48.71%      |
| P3_D0 | 0.38359   | 0.20588  | 46.33%      |
| P3_D1 | 0.37679   | 0.12116  | 67.84%      |
up to 0.7m in the direction of z axes. For another, VINS-Mono has a poor performance during the whole trajectory in the direction of y axes. It can be seen that the accuracy of the proposed localization method outperforms VINS-Mono in either direction of x, y and z axes.

VII. CONCLUSION

In this paper, a visual-inertial localization method for underground UAVs in dynamic environments is proposed. In order to improve the performance and increase the robustness of the localization system in underground high-dynamic scenes, a dynamic points detection and rejection algorithm is presented, which combines a semantic segmentation neural network ENet, an LK optical flow method and an epipolar constraint method to refine ORB feature points set. After eliminating the interference of dynamic features on e.g. walking workers, the underground UAV pose estimation method based on visual-inertial sensor fusion is adopted to overcome the drawbacks of monocular visual system lacking scale information and low system reliability caused by the decrease of the feature points. Furthermore, a hand-held mobile sensor data collection device is developed and calibrated, which can imitate flights of underground UAVs in underground tunnels. The proposed localization system is integrated with ROS and extensive experiments are performed to verify the robustness and stability of the localization system. The results indicate that the proposed localization method can be applied to underground dynamic scenes with high robustness and accuracy requirements of localization system. It will be integrated into real UAV platforms in our future works.
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