ON AN IDENTIFICATION OF THE LIPSCHITZ-FREE SPACES OVER SUBSETS OF $\mathbb{R}^n$

GONZALO FLORES

Abstract. In this short note, we develop a method for identifying the spaces $\text{Lip}_0(U)$ for every nonempty open convex $U$ of $\mathbb{R}^n$ and $n \in \mathbb{N}$. Moreover, we show that $\mathcal{F}(U)$ is identified with a quotient of $L^1(U; \mathbb{R}^n)$.

1. Introduction

Lipschitz-free spaces have been extensively studied in recent literature, but their structure still is not yet completely understood. Nevertheless, there are some results for some specific cases. Here we will give some of those results and the required definitions. These definitions will be given in full generality, but we will focus on the case where the underlying metric space is a subset of a finite-dimensional Banach space.

Let $(M, d)$ be a pointed metric space, that is, a metric space with a given distinguished point that will be denoted by $0_M$. When there is no confusion, we will just write 0. We denote the space of real-valued Lipschitz functions over $M$ vanishing at 0 by $\text{Lip}_0(M)$, that is

$$\text{Lip}_0(M) := \{ f \in \mathbb{R}^M : \| f \|_L < \infty \land f(0) = 0 \},$$

where $\| f \|_L$ denotes the Lipschitz constant of $f$, that is

$$\| f \|_L := \sup_{x,y \in M, x \neq y} \frac{|f(x) - f(y)|}{d(x,y)}.$$

The function $\| \cdot \|_L$ defines a norm over the space $\text{Lip}_0(M)$ and with this norm is a dual Banach space.

We define the evaluation function $\delta_M : M \to \text{Lip}_0(M)^*$ as the function such that for every $x \in M$

$$\langle \delta_M(x), f \rangle = f(x).$$

Again, when there is no confusion, we will denote this function simply as $\delta$.

The Lipschitz-free space over $M$, denoted by $\mathcal{F}(M)$, is defined as the subspace of $\text{Lip}_0(M)^*$ given by

$$\mathcal{F}(M) := \text{span}\{ \delta(x) : x \in M \setminus \{0\} \}.$$

It is easy to see that the set $\{ \delta(x) : x \in M \setminus \{0\} \}$ is linearly independent. Also, it can be shown that this space verifies that $\mathcal{F}(M)^* \equiv \text{Lip}_0(M)$, that is, there exists a linear isometry between these spaces.

1.1. Previous results. We now present some results concerning Lipschitz-free spaces, as well as some basics on vector-valued $L^p$ spaces and Distribution Theory.

Lemma 1 Let $M, N$ be two metric spaces, each one with a base point ($0_M$ and $0_N$, respectively) and $F : M \to N$ a Lipschitz function such that $F(0_M) = 0_N$. Then, there exists a unique linear
operator $\hat{F} : F(M) \to F(N)$ such that $\text{Lip}(F) = \|\hat{F}\|$ and $\delta_N \circ F = \hat{F} \circ \delta_M$, that is, the following diagram commutes

$$
\begin{array}{ccc}
M & \overset{F}{\longrightarrow} & N \\
\downarrow{\delta_M} & & \downarrow{\delta_N} \\
F(M) & \overset{\hat{F}}{\longrightarrow} & F(N)
\end{array}
$$

Lemma 4 shows that the whole Lipschitz structure present in a given metric space is fully absorbed by its Lipschitz-free space, as it assigns a different direction to every point of the metric space. It is worth noticing that if $M$ is a metric subspace of $N$, Lemma 4 also says that $F(M)$ can be seen as a subspace of $F(N)$. Considering these facts, this gives a way of linearizing problems, in the sense that they can be seen as linear problems on the Lipschitz-free spaces. The main problem is that the structure of Lipschitz-free space is not yet fully understood. As an example, it is known that $F(\mathbb{R})$ is isometric to $L^1(\mathbb{R})$, but in A. Naor and G. Schechtman proved on [12] that $F(\mathbb{R}^2)$ is not isomorphic to any subspace of $L^1$. Also, in the separable case is still open the question of the relation between Lipschitz-equivalence and isomorphisms, that is, is it true that if two Banach spaces $X,Y$ are Lipschitz-equivalent (there exists a Lipschitz homeomorphism $F : X \to Y$), then they are isomorphic.

In the case when the metric space associated to the Lipschitz-free space is finite-dimensional, we have the following results

**Theorem 2** (Laucien-Pernecká, [10]) *The Lipschitz-free spaces $F(\ell_1)$ and $F(\ell_1^N)$ admit monotone finite-dimensional Schauder decompositions.*

**Theorem 3** (Hájek-Pernecká, [7]) *Let $X$ be a product of countably many closed (possibly unbounded or degenerate) intervals in $\mathbb{R}$ with endpoints in $\mathbb{Z} \cup \{-\infty, \infty\}$, considered as a metric subspace of $\ell_1$ equipped with the inherited metric. Then the Lipschitz-free space $F(X)$ has a Schauder basis.

In particular, the Lipschitz-free spaces $F(\ell_1)$ and $F(\ell_1^d)$, where $d \in \mathbb{N}$, have a Schauder basis.*

**Theorem 4** (Pernecká-Smith, [14]) *Let $N \geq 1$ and consider $\mathbb{R}^N$ equipped with some norm $\| \cdot \|$. Let a compact set $M \subseteq \mathbb{R}^n$ have the property that given $\xi > 0$, there exists a set $\hat{M} \subseteq \mathbb{R}^N$ and a Lipschitz map $\Psi : \hat{M} \to M$, such that $M \subseteq \text{int}(M)$, $\text{Lip}(\Psi) \leq 1 + \xi$ and $\|x - \Psi(x)\| \leq \xi$ for all $x \in \hat{M}$. Then the Lipschitz-free space $F(M)$ has the metric approximation property. In particular, this is true if $M \subseteq \mathbb{R}^N$ is compact and convex.*

As we see, there are already results concerning finite-dimensional spaces in some specific cases for general approximation properties. Our goal is to develop a technique for identifying the Lipschitz-free spaces for open convex subsets of finite-dimensional normed spaces. To this end, and in analogy to the case where $n = 1$ (as we will see) we need some concepts of measure theory, more precisely the Lebesgue-Bochner spaces. As we can see, for example, in [4], the definitions of simple functions, measurable functions and Bochner-integrability are exactly the same, just changing the range of the functions by a Banach space $X$. We will now state the main results that will be needed for the proofs presented here. First, recall Lebesgue Differentiation Theorem

**Theorem 5** *Let $f : \Omega \subseteq \mathbb{R}^n \to \mathbb{R}$ be a Lebesgue-integrable function. Then, for almost every $x \in \Omega$ we have that

$$
f(x) = \lim_{\varepsilon \searrow 0} \frac{1}{\lambda^{(n)}(B(0,\varepsilon) \cap \Omega)} \int_{B(0,\varepsilon) \cap \Omega} f \, d\lambda^{(n)}.
$$

From here on, $X$ is a Banach space and $(\Omega, \Sigma, \mu)$ a measure space.*
Theorem 6 A $\mu$-measurable function $f : \Omega \to X$ is Bochner-integrable if and only if the function $||f|| : \Omega \to \mathbb{R}$ is integrable.

Definition 7 Let $p \in [1, \infty)$. The Lebesgue-Bochner space $L^p(\Omega, \Sigma, \mu; X)$ is the space given by the (equivalence classes of) $\mu$-Bochner-integrable functions $f : \Omega \to X$ such that

$$||f||_p := \left( \int_{\Omega} ||f||^p d\mu \right)^{1/p} < \infty,$$

which becomes a Banach space with the norm $|| \cdot ||_p$. Also, we define the Lebesgue-Bochner space $L^\infty(\Omega, \Sigma, \mu; X)$ as the space given by the (equivalence classes of) $\mu$-measurable essentially bounded functions, that is such that

$$||f||_\infty := \text{ess sup}_{\Omega} ||f|| < \infty.$$

Again, this space becomes a Banach space with the norm $|| \cdot ||_\infty$.

Finally, we recall the definition of the Radon-Nikodym property (from here on, RNP) and some essential results.

Definition 8 We say that a Banach space $X$ has the RNP if for every $\sigma$-finite measure space $(\Omega, \Sigma, \mu)$ we have that for every $X$-valued absolutely continuous measure $\nu : \Sigma \to X$ of bounded variation, there exists a function $f \in L^1(\Omega, \Sigma, \mu; X)$ such that

$$\nu(A) = \int_A f d\mu, \forall A \in \Sigma.$$

Theorem 9 (Dunford-Pettis) Let $X$ be a separable dual space. Then, $X$ has the RNP. In particular, every reflexive Banach space has the RNP.

Theorem 10 Let $X$ be a Banach space such that its dual $X^*$ has the Radon-Nikodym. Then

$$L^p(\Omega, \Sigma, \mu; X)^* \equiv L^q(\Omega, \Sigma, \mu; X^*),$$

where $p \in [1, \infty)$ and $\frac{1}{p} + \frac{1}{q} = 1$.

It is now clear the importance of these results, since every finite-dimensional Banach space is reflexive for any norm.

2. Lipschitz-free spaces over finite-dimensional Banach spaces

Now we give some details on the study of Lipschitz-free spaces over finite-dimensional Banach spaces. As can be seen on [15], the Lipschitz-free space over $\mathbb{R}$ is already completely identified. Even if it is a known result, we recall the construction, as it will be necessary for the generalization that we will present for the case of upper dimensions.

In any case, we will need some results concerning differentiability properties of Lipschitz functions and measure theory. In the following, let $n \geq 1$ be any natural number.

Theorem 11 (Rademacher) Let $U \subseteq \mathbb{R}^n$ be an nonempty open set and $f : U \to \mathbb{R}$ be a Lipschitz-function. Then, the set $D_f \subseteq U$ where $f$ is Fréchet-differentiable has full measure (with respect to the Lebesgue measure over $U$).

2.1. The case $n = 1$. In this section, we will construct a bijective linear isometry between the spaces $L^\infty(I)$ and $\text{Lip}_0(I)$ for every nonempty open interval $I \subseteq \mathbb{R}$, in order to conclude that $\mathcal{F}(I) \equiv L^1(I)$. We can always assume that $0 \in I$.

Consider the operator $T : L^\infty(I) \to \text{Lip}_0(I)$ given by

$$Tg(x) := \int_0^x g(t) dt, \text{ for every } x \in I.$$
Proposition 12

Let \( g \) be a Lipschitz function differentiable at \( x \) almost everywhere (with respect to the Lebesgue measure).

We will first consider the following result from measure theory. Suppose that \( g \in L^\infty(I) \) be such that \( Tg = 0 \). Then, for every \( x, y \in I \) with \( x > y \) we will have that

\[
\left| Tg(x) - Tg(y) \right| = \left| \int_y^x g(t)dt \right| \leq \|g\|_\infty |x - y|.
\]

Then, \( Tg \) is a Lipschitz function with \( \|Tg\|_L \leq \|g\|_\infty \). We see now that \( T \) is bijective. Let \( g \in L^\infty(I) \) be such that \( Tg = 0 \). Then, \( \int_y^x g(t)dt = Tg(x) - Tg(y) = 0 \), so we conclude that \( g = 0 \), and \( T \) is injective.

Now, let \( f \in Lip_0(I) \) any Lipschitz function. Thanks to the Theorem 11, we know that \( f' \) is defined a.e. on \( I \). Moreover, it is easy to show that \( f' \in L^\infty(I) \) and \( \|f'\|_\infty \leq \|f\|_L \). Finally, we see that for every \( x \in I \)

\[
Tf'(x) = \int_0^x f'(t)dt = f(x) - f(0) = f(x).
\]

Then, \( Tf' = f \) and \( T \) is surjective.

Finally, we easily note that \( T^{-1}f = f' \) and that \( T^{-1} \) is continuous, with \( \|T^{-1}f\|_\infty \leq \|f\|_L \). We conclude that \( T \) is an isometry between \( L^\infty(I) \) and \( Lip_0(I) \).

It is known that \( L^1(I)^* \equiv L^\infty(I) \). Using this fact, we now show that \( T \) is actually \( w^*-w^* \) continuous.

Let \( (g_n)_{n \in \mathbb{N}} \) be a \( w^* \)-convergent sequence on \( L^\infty(I) \) and let \( g \in L^\infty(I) \) be its \( w^* \)-limit. Then, for each \( x \in I \) we have that

\[
\langle Tg_n, \delta(x) \rangle = \int_0^x g_n(t)dt = \langle g_n, 1_{[0,x]} \rangle.
\]

As \( 1_{[0,x]} \in L^1(I) \) and \( (g_n)_{n \in \mathbb{N}} \) is \( w^* \)-convergent, we deduce that

\[
\langle Tg_n, \delta(x) \rangle \to \langle g, 1_{[0,x]} \rangle = \int_0^x g(t)dt = \langle Tg, \delta(x) \rangle
\]

Then, passing through linear combinations and limits, we conclude that \( Tg_n \xrightarrow{\ast} Tg \) whenever \( g_n \xrightarrow{\ast} g \). We conclude in view of the following well known result.

**Proposition 12** Let \( X, Y \) be two Banach spaces. Let \( T : Y^* \to X^* \) be a linear bounded operator. Suppose that \( T \) is weak*-weak* continuous. Then, there exists a linear bounded operator \( S : X \to Y \) such that \( S^* = T \). Moreover, if \( T \) is a bijective isometry, so is \( S \).

2.2. The case \( n > 1 \). Considering the construction for the unidimensional case, our goal is to generalize it for the \( n \)-dimensional case. The main idea is to use again Rademacher’s theorem in order to identify \( Lip_0(U) \) with some subspace of \( L^\infty(U; (\mathbb{R}^n)^*) \) when \( U \subseteq \mathbb{R}^n \) is a nonempty open convex set (from here on, \( L^p(U; X) \) will denote the space \( L^p(U, \mathcal{L}(U), \lambda(n); X) \), where \( \mathcal{L}(U) \) stands for the Lebesgue-measurable sets on \( U \), \( \lambda(n) \) stands for the \( n \)-dimensional Lebesgue-measure and \( X \) is a Banach space). We may assume that \( 0 \in U \).

2.2.1. Identification of \( Lip_0(U) \). In this section, we show that \( Lip_0(U) \) is linearly isometric to a subspace of \( L^\infty(U; (\mathbb{R}^n)^*) \). This construction can also be found in the author’s master thesis ([5], in Spanish).

Thanks to Theorem 11 we know that every Lipschitz function \( f : U \to \mathbb{R} \) is Fréchet-differentiable almost everywhere (with respect to the Lebesgue measure).

Moreover, it’s clear that if \( f \) is Lipschitz and \( x \in U \) is such that \( f \) is differentiable at \( x \), then \( \|\nabla f(x)\|_* \leq \|f\|_L \) and with this \( \nabla f : U \to (\mathbb{R}^n)^* \) (where we assume that \( \nabla f(x) = 0 \) if \( f \) is not differentiable at \( x \)) is an element of \( L^\infty(U; (\mathbb{R}^n)^*) \).

We will first consider the following result from measure theory.
**Proposition 13** Let $A \subseteq U$ be a set of full measure. Then, for every $x \in U$

$$A_x := \{y \in U : x + t(y - x) \in A \text{ a.e. on } [0, 1]\}$$

is a set of full measure.

**Proof.** Without loss of generality, we can assume that $x = 0$. It suffices to prove that for every $R > 0$, $\lambda^n(B_R \cap A_0) = \lambda^n(B_R)$, where $B_R = B_2(0, R) \cap U$ and $B_2(0, R)$ is the ball of $\mathbb{R}^n$ with the Euclidean norm. As $A$ is of full measure, we know that $\lambda^n(B_R \cap A_0) = \lambda^n(B_R)$. Then, using spherical coordinates (where $dv$ denotes the surface measure on $S^{n-1}$) we have that

$$\int_{S^{n-1}} \int_0^{R(v)} r^{n-1} dr dv = \int_{S^{n-1}} \int_0^{R(v)} 1_A(rv)r^{n-1} dr dv,$$

where $R(v) = \sup\{r \in [0,R] : rv \in U\}$. This yields that necessarily for almost every $v \in S^{n-1}$

$$\int_0^{R(v)} 1_A(rv)r^{n-1} dr = \int_0^{R(v)} r^{n-1} dr.$$

Let $\Sigma \subseteq S^{n-1}$ be the set of points where the last equality is true. Considering that, we will have that for every $v \in \Sigma$, $rv \in A$ for almost every $r \in [0, R(v)]$, or equivalently $R(v)v \in A_0$. We easily see that $A_0$ is star-shaped, so actually we have that $rv \in A_0$ for every $r \in [0, R(v)]$, whenever $v \in \Sigma$. Considering this, we deduce that

$$\lambda^n(B_R \cap A_0) = \int_{S^{n-1}} \int_0^{R(v)} 1_{A_0}(rv)r^{n-1} dr dv
= \int_\Sigma \int_0^{R(v)} r^{n-1} dr dv = \int_{S^{n-1}} \int_0^{R(v)} r^{n-1} dr dv = \lambda^n(B_R),$$

for every $R > 0$. Then, $A_0$ is of full measure. \qed

To proceed in analogy to the unidimensional case, consider the following definition

**Definition 14** For every $x \in U$, we define the operator $T_x$ over $L^\infty(U; (\mathbb{R}^n)^*)$ with values on the quotient of $\mathbb{R}^U$ with respect to equality almost everywhere as

$$(T_x g)(y) := \int_0^1 \langle g(x + t(y - x)), y - x \rangle dt$$

for every $y \in U$ such that the integral is well-defined. Otherwise, we set $(T_x g)(y) = 0$.

**Remark** In virtue of Proposition 13 for every $x \in U$ the integrals on the previous definition are well-defined for almost every $y \in U$, because the sets

$$A = \{y \in U : \|g(x + t(y - x))\|_s \leq \|g\|_\infty \text{ a.e. on } [0, 1]\}$$

are of full measure.

**Proposition 15** For every $x \in U$, $T_x$ is well-defined (that is, it does not depend on the chosen class representant) and is linear.

**Proof.** Let $g, h \in L^\infty(U; (\mathbb{R}^n)^*)$ be such that $g = h$ almost everywhere. We want to prove that $T_x g = T_x h$ almost everywhere. Thanks to Proposition 13, we know that the following sets are of full measure

- $\{y \in U : \|g(x + t(y - x))\|_s \leq \|g\|_\infty \text{ a.e. on } [0, 1]\}$,
- $\{y \in U : \|g(x + t(y - x))\|_s \leq \|g\|_\infty \text{ a.e. on } [0, 1]\}$,
- $\{y \in U : g(x + t(y - x)) = h(x + t(y - x)) \text{ a.e. on } [0, 1]\}$.
Then, for every $y \in U$ belonging to the intersection of these three sets (which is again of full measure) we have that
\[
(T_x g)(y) = \int_0^1 \langle g(x + t(y - x)), y - x \rangle dt = \int_0^1 \langle h(x + t(y - x)), y - x \rangle dt = (T_x h)(y).
\]
We deduce that $T_x g = T_x h$ almost everywhere. The fact that $T_x$ is lineal is direct, considering the set of points $y \in U$ such that every evaluation on $y$ is defined by the integral. \hfill \square

We now recall that the restriction of every Lipschitz function is again a Lipschitz function. In this sense, if $f : U \to \mathbb{R}$ is a Lipschitz function, then we will have that for every $x, y \in U$
\[
\int_0^1 f'(ty; y) dt - \int_0^1 f'(tx; x) dt = f(y) - f(x) = \int_0^1 f'(x + t(y - x); y - x) dt.
\]
This last equality imposes a restriction over the elements of $L^\infty(U; (\mathbb{R}^n)^*)$ to represent the gradient of a Lipschitz function. With this in mind, consider the next definition.

**Definition 16** We say that $g \in L^\infty(U; (\mathbb{R}^n)^*)$ is Lipschitz-compatible if for almost every $x, y \in U$ (that is, with respect to the product measure over $U \times U$)
\[
(T_0 g)(y) - (T_0 g)(x) = (T_x g)(y).
\]

**Remark** It is not difficult to see that there are non-trivial functions that are Lipschitz-compatible. As an example, for every $\varphi \in C^\infty_0(U)$, $\nabla \varphi$ is Lipschitz-compatible. The property of Lipschitz-compatibility can be understood as the fact that the functions defined by $L_x$ and $L_0$ are the same (up to some constant) for almost every $x \in U$. Moreover, it is easy to verify that this is actually a property of the class, since $T_x$ is linear.

We would like to determine the image of Lipschitz-compatible functions via the operator $T_0$. To study the mentioned image, we need to introduce the next definition

**Definition 17** We define the space of essentially Lipschitz functions as
\[
\text{Lip}(U) := \{f \in \mathbb{R}^U : \mathcal{L}(f) < +\infty\},
\]
where the essential Lipschitz constant is defined as
\[
\mathcal{L}(f) = \text{ess sup}_{x, y \in U \atop x \neq y} \frac{|f(y) - f(x)|}{\|y - x\|},
\]
where the essential supremum is taken with respect to the product measure over $U \times U$. We will also say that $f \in \text{Lip}_0(U)$ if $f \in \text{Lip}(U)$ and there exists $K \geq \mathcal{L}(f)$ such that $|f(x)| \leq K\|x\|$ a.e. on $U$.

**Lemma 18** For every $f \in \text{Lip}_0(U)$ we have that

1. If $h = f$ almost everywhere, then $\mathcal{L}(h) = \mathcal{L}(f)$.
2. There exists a unique $h \in \text{Lip}_0(U)$ such that $h = f$ almost everywhere.

In particular, $\text{Lip}_0(U)$ is linearly isometric to the quotient of $\text{Lip}_0(U)$ with respect to equality almost everywhere.

**Proof.** First we notice that $\mathcal{L}(-)$ defines a seminorm on $\text{Lip}_0(U)$. This is analogous to the fact that
\[
\text{ess sup}_{\omega \in \Omega} |g(\omega)|
\]
defines a seminorm on $L^\infty(\Omega)$. This directly proves the first part, since $\mathcal{L}$ is zero on almost everywhere null functions. For the second part, we have that there exists a set $F \subseteq U$ of full
measure such that
\[ \frac{|f(x) - f(y)|}{\|x - y\|} \leq \mathcal{L}(f) \]
for every \( x, y \in F \). Since \( F \) is dense in \( U \), define \( h \) as the unique Lipschitz extension of \( f_F \). It is clear that \( h(0) = 0 \), because \( f \in \text{Lip}_0(U) \).

For the last part, we notice that from the proof of the second part we can also deduce that \( \mathcal{L}(\cdot) \) defines a norm on the mentioned quotient and the operator that maps every \( f \in \text{Lip}_0(U) \) to its unique Lipschitz representant is linear, since it is defined by density. We deduce that the mentioned operator is in fact a linear isometry thanks to the first part of the lemma. \( \square \)

Using this space, we can make a relation between Lipschitz-compatibility and Lipschitz functions in terms of the operator \( T_0 \).

**Definition 19** We define \( X \) as the subspace of \( L^\infty(U;(\mathbb{R}^n)^*) \) of Lipschitz-compatible elements.

**Proposition 20** For every \( g \in X \), \( T_0g \in \text{Lip}_0(U) \) (in terms of the last isometry).

**Proof.** In virtue of Proposition 13 and the definition of Lipschitz-compatibility, we have that for almost every \( x, y \in U \)
\[ |(T_0g)(y) - (T_0g)(x)| = |(T_x g)(y)| \leq \|g\|_\infty \|y - x\|. \]
Again thanks to Proposition 13, we also have that for almost every \( x \in U \)
\[ |(T_0g)(x)| \leq \|g\|_\infty \|x\|. \]
Then, in virtue of Lemma 18, \( T_0g \in \text{Lip}_0(U) \). \( \square \)

We now prove the main result of this section, which states an identification for the space \( \text{Lip}_0(U) \).

**Theorem 21** The spaces \( X \) and \( \text{Lip}_0(U) \) are linearly isometric.

**Proof.** Let \( T : X \rightarrow \text{Lip}_0(U) \) be the operator given by \( T = T_0 \). We have already proven that this is a bounded linear operator, with \( \|T\| \leq 1 \).

Consider now the operator \( R : \text{Lip}_0(U) \rightarrow X \) given by \( Rf = \nabla f \). Using Theorem 11 together with Proposition 13, we see that this operator is well-defined (that is, \( \nabla f \) is Lipschitz-compatible) and it’s clearly linear, with \( \|R\| \leq 1 \) since \( \|\nabla f\|_\infty \leq \|f\|_L \). Moreover, we have that \( TR = \text{Id}_{\text{Lip}_0(U)} \) because for every \( f \in \text{Lip}_0(U) \)
\[ TRf = T\nabla f = T_0(\nabla f) = T_0g = f, \]
where the function \( g : U \rightarrow \mathbb{R}^n \) is defined as follows. Let \( D_f \) be the set of points where \( f \) is differentiable
\[ g(x) := \begin{cases} \nabla f(x), & x \in D_f, \\ 0, & x \notin D_f \land x \neq 0 \land f'(x; x) \text{ exists} \end{cases}, \]
where \( u_x \in \mathbb{R}^n \) is such that \( \|u_x\| = 1 \) and \( \langle u_x, x \rangle = \|x\| \). We see that \( g = \nabla f \) almost everywhere and for any \( x \in U \setminus \{0\}, \langle g(tx), x \rangle = f'(tx; x) \) a.e. on \([0, 1]\), and then \( T_0g = f \).

In particular, we have that \( T \) is surjective. Suppose now that there exists \( x \in U \) such that \( Tg(x) > 0 \). As \( f := Tg \in \text{Lip}_0(U) \), we will have that there exists \( \delta > 0 \) such that for almost every \( y \in B(x, \delta) \)
\[ 0 < f(y) = \int_0^1 \langle g(ty), y \rangle dt, \]
that is, for almost every \( y \in B(x, \delta) \) there exists a positive measure subset of \([0, 1]\) such that \( g(ty) \neq 0 \) on that subset. This implies that there exists a positive measure subset of \( U \) such that \( g \neq 0 \) on that subset. Then, \( T \) is injective. We deduce that \( T \) is bijective with \( T^{-1} = R \). Then \( T \) is a linear isometry between \( X \) and \( \text{Lip}_0(U) \). \( \square \)
2.2.2. Identification of \( \mathcal{F}(U) \). As in the unidimensional case, we would like to use the operator \( T \) from the previous section to obtain a linear isometry between \( \mathcal{F}(U) \) and a primal space for \( X \). For the unidimensional case we used the known fact that \( L^1(I) \) is the unique (up to isometry) primal of \( L^\infty(I) \) for any open interval \( I \subseteq \mathbb{R} \). In our case we only know that \( X \) is a dual space. To find a primal space for \( X \), we first recall a classical result on Banach spaces theory

**Proposition 22** Let \( Z \) be a Banach space and \( V \) a closed subspace of \( Z \). Then the dual space \( (Z/V)^* \) is linearly isometric to the annihilator of \( V \)

\[
V^\perp = \{ z^* \in Z^* : (z^*, v), \forall v \in V \}.
\]

Considering this, we will compute the space \( V := X^\perp \cap L^1(U; \mathbb{R}^n) \). In order to do this, we show a relation between \( C_0^\infty(U) \) and \( X \). To this end, we will need the next lemma

**Lemma 23** Let \( g \in X \) be any function and \( (\varphi_k)_{k \in \mathbb{N}} \) a sequence on \( C_0^\infty(U) \) with \( \varphi_k(0) = 0 \) for every \( k \in \mathbb{N} \). Then, the following propositions are equivalent

1. \( (\exists f \in Lip_0(U), K > 0) \varphi_k \xrightarrow{p.w.} f \wedge \| \varphi_k \|_L \leq K \wedge g = \nabla f \).
2. \( \nabla \varphi_k \xrightarrow{\ast} g \) on \( L^\infty(U; (\mathbb{R}^n)^*) \).

**Proof.** [1 \( \Rightarrow \) 2] Suppose that \( \| \varphi_k \|_L \leq K \) and that \( \varphi_k \) converges pointwise to \( f \), with \( f \) such that \( \nabla f = g \). It suffices to show that for every open bounded \( n \)-dimensional cube \( H \) we have that

\[
\int_H \frac{\partial \varphi_k}{\partial x_1} d\lambda^{(n)} \longrightarrow \int_H \frac{\partial f}{\partial x_1} d\lambda^{(n)}.
\]

Let \( I = (a, b) \) be an interval such that \( H = I \times H' \), where \( H' \) is an open bounded \( (n-1) \)-dimensional cube. Then

\[
\int_H \frac{\partial \varphi_k}{\partial x_1} d\lambda^{(n)} = \int_{H'} \int_a^b \frac{\partial \varphi_k}{\partial x_1}(t, y) dtdy = \int_{H'} (\varphi_k(b, y) - \varphi_k(a, y)) dy.
\]

We note that for every \( y \in H' \), \( \varphi_k(b, y) - \varphi_k(a, y) \longrightarrow f(b, y) - f(a, y) \). Moreover, we have that

\[
|\varphi_k(b, y) - \varphi_k(a, y)| \leq \| \varphi_k \|_L (b-a) \leq K(b-a)\|e_1\| \leq K(b-a)\|e_1\|.
\]

As \( H' \) has finite measure, we have in virtue of the Dominated Convergence Theorem that

\[
\int_H \frac{\partial \varphi_k}{\partial x_1} d\lambda^{(n)} \longrightarrow \int_{H'} (f(b, y) - f(a, y)) dy,
\]

but we also have that

\[
\int_{H'} (f(b, y) - f(a, y)) dy = \int_{H'} \int_a^b \frac{\partial f}{\partial x_1}(t, y) dtdy = \int_H \frac{\partial f}{\partial x_1} d\lambda^{(n)},
\]

which proves the direct implication.

[2 \( \Rightarrow \) 1] Suppose that \( \nabla \varphi_k \xrightarrow{\ast} g \) on \( L^\infty(U; (\mathbb{R}^n)^*) \). We want to prove that \( \varphi_k \) converges pointwise to some Lipschitz function. Let \( x \in U \setminus \{0\} \) be any point and consider \( V = \text{span}\{x\}^\perp \). For any \( \varepsilon > 0 \), denote by \( B_V(\varepsilon) \) the restriction to \( V \) of the ball of radius \( \varepsilon \) centered at 0. Let \( \lambda' \) be the \( (n-1) \)-dimensional Lebesgue measure over \( V \). Then, in virtue of Theorem 1, we have that

\[
\varphi_k(x) = \lim_{\varepsilon \to 0} \frac{1}{\lambda(B_V(\varepsilon))} \int_{B_V(\varepsilon)} (\varphi_k(x + y) - \varphi_k(y)) dy
\]

\[
= \lim_{\varepsilon \to 0} \frac{1}{\lambda(B_V(\varepsilon))} \int_{B_V(\varepsilon)} \int_0^1 \langle \nabla \varphi_k(y + tx), x \rangle dtdy
\]

\[
= \lim_{\varepsilon \to 0} \int_{H_\varepsilon} \langle \nabla \varphi_k, \frac{x}{\|x\|_2\lambda(B_V(\varepsilon))} \rangle d\lambda = \lim_{\varepsilon \to 0} \langle \nabla \varphi_k, f_\varepsilon \rangle,
\]

where

\[
H_\varepsilon = \{ z \in U : (\exists y \in B_V(\varepsilon), t \in [0,1]) z = y + tx \}.
\]
and

\[ f_\varepsilon = \frac{x}{\|x\|_{2,L^\infty(BV(\varepsilon))}} H_\varepsilon. \]

We easily note that \( f_\varepsilon \in L^1(U;\mathbb{R}^n) \). In fact, it suffices to notice that given the definition of \( H_\varepsilon \), \( \lambda(H_\varepsilon) = \|x\|_{2,L^\infty(BV(\varepsilon))} \). Then, for any \( \eta > 0 \) and \( k,j \in \mathbb{N} \) we have that

\[ |\varphi_k(x) - \varphi_j(x)| = \lim_{\varepsilon \to 0} |\langle \nabla \varphi_k - \nabla \varphi_j, f_\varepsilon \rangle|. \]

Let \( \varepsilon > 0 \) be such that

\[ \lim_{\varepsilon \to 0} |\langle \nabla \varphi_k - \nabla \varphi_j, f_\varepsilon \rangle| \leq |\langle \nabla \varphi_k - \nabla \varphi_j, f_\varepsilon \rangle| + \eta. \]

Then, there exists \( N \in \mathbb{N} \) such that for every \( j,k \geq N \)

\[ |\varphi_k(x) - \varphi_j(x)| \leq |\langle \nabla \varphi_k - \nabla \varphi_j, f_\varepsilon \rangle| + \eta \leq 2\eta, \]

and we deduce that for every \( x \in U \), \( (\varphi_k(x))_{k \in \mathbb{N}} \) is a Cauchy (hence convergent) sequence. In the following, we denote by \( f \) the pointwise limit of this sequence. It is clear that \( f(0) = 0 \). As \( \nabla \varphi_k \) is \( w^* \)-convergent, \( \|\nabla \varphi_k\|_\infty = \|\varphi_k\|_L \) are bounded, say by \( K > 0 \) and then

\[ |f(x) - f(y)| = \lim_{k \to \infty} |\varphi_k(x) - \varphi_k(y)| \leq \limsup_{k \to \infty} \|\varphi_k\|_L \|x - y\| \leq K \|x - y\|. \]

so \( f \in Lip_0(U) \). We now see that \( \nabla \varphi_k \rightharpoonup \nabla f \) because of the direct implication and we conclude that \( g = \nabla f \).

\[ \square \]

**Corollary 24** The subspace \( X' := \{\nabla \varphi : \varphi \in C_0^\infty(U)\} \) of \( L^\infty(U; (\mathbb{R}^n)^*) \) is \( w^* \)-dense on \( X \).

**Proof.** If \( g \in X \), take \( f = Tg \), a mollifier \( (\rho_k)_{k \in \mathbb{N}} \in C_0^\infty(U) \) and define \( \varphi_k = \rho_k * f - \rho_k * f(0) \). Then apply Lemma 23. On the other hand, if \( \nabla \varphi_k \rightharpoonup g \) on \( L^\infty(U; (\mathbb{R}^n)^*) \) we again apply Lemma 23, as we can always assume that \( \varphi_k(0) = 0 \).

\[ \square \]

**Proposition 25** Let \( f \in L^1(U;\mathbb{R}^n) \) be any function. Then \( f \in X^\perp \) if and only if \( \nabla \cdot f = 0 \) in the sense of distributions.

**Proof.** For every \( \varphi \in C_0^\infty(U) \) we have that

\[ \langle \nabla \varphi, f \rangle = \int_C \langle \nabla \varphi, f \rangle d\lambda = \sum_{k=1}^n \int_C \frac{\partial \varphi}{\partial x_k} f_k d\lambda \]

\[ = -\sum_{k=1}^n \int_C \varphi \frac{\partial f_k}{\partial x_k} d\lambda = \int_C \varphi (\nabla \cdot f) d\lambda. \]

As the derivatives of \( C_0^\infty(U) \) functions are \( w^* \)-dense on \( X \), we conclude the desired equivalence.

\[ \square \]

Using Proposition 22, now we know that \( (L^1(U;\mathbb{R}^n)/V)^* \) is linearly isometric to \( V^\perp = \bigwedge_{w^*} = X \). In other words, \( L^1(U;\mathbb{R}^n)/V \) is a primal for \( X \), where

\[ V = \{ f \in L^1(U;\mathbb{R}^n) : \nabla \cdot f = 0 \text{ in the sense of distributions} \}. \]

To conclude, we show that the operator \( T \) defined in the previous section is continuous when we equip \( Lip_0(U) \) and \( X \) with their \( w^* \)-topologies, both spaces seen as the dual spaces of \( F(U) \) and \( L^1(U;\mathbb{R}^n) \), respectively.

**Proposition 26** The linear isometry \( T : X \to Lip_0(U) \) is \( w^*-w^* \) continuous.
Proof. This is equivalent to prove that $R = T^{-1}$ is $w^*-w^*$ continuous. Let $(f_k)_{k \in \mathbb{N}}$ be a sequence in $\text{Lip}_0(U)$ such that $f_k \overset{w^*}{\rightharpoonup} f$. We want to prove that $\nabla f_k \overset{w^*}{\rightharpoonup} \nabla f$, considering $X$ as the dual of $L^1(U; \mathbb{R}^n)/V$. That is, for every $[h] \in L^1(U; \mathbb{R}^n)/V$
\begin{equation}
\langle \nabla f_k, [h] \rangle \rightarrow \langle \nabla f, [h] \rangle.
\end{equation}
Noting that this is equivalent to $\langle \nabla f_k, h \rangle \rightarrow \langle \nabla f, h \rangle$ for every $h \in L^1(U; \mathbb{R}^n)$, we can use Lemma 23. Then, it suffices to prove pointwise convergence and boundedness of $f_k$. These two are trivial from the fact that $f_k \overset{w^*}{\rightharpoonup} f$, since $\text{Lip}_0(U) \equiv \mathcal{F}(U)^*$.

With the last proposition, we conclude that $L^1(U; \mathbb{R}^n)/V \equiv \mathcal{F}(U)$. We summarize the result in the following last theorem.

**Theorem 27** Let $U$ be an open convex subset of $\mathbb{R}^n$. Then, $\mathcal{F}(U)$ is linearly isometric to $L^1(U; \mathbb{R}^n)/V$, where $V$ is the subspace of $L^1(U; \mathbb{R}^n)$ given by the functions with null divergence in the sense of distributions. Moreover, if $S$ is the preadjoint of $T$ and $\Psi : U \rightarrow C_0^\infty(U)^*$ is such that
\begin{equation}
\langle \Psi(x), \varphi \rangle = \varphi(x), \forall x \in U, \varphi \in C_0^\infty(U),
\end{equation}
then $S\delta(x) = [f]$ if and only if $\nabla \cdot f = \Psi(0) - \Psi(x)$.

Proof. The first part is direct from Proposition 26. For the final part, let $f \in L^1(U; \mathbb{R}^n)$ and $x \in U$. Then
\begin{equation}
I\delta(x) = [f] \Leftrightarrow (\forall \varphi \in C_0^\infty(U)) \langle \nabla \varphi, I\delta(x) \rangle = \langle \nabla \varphi, f \rangle.
\end{equation}
Then, let $\varphi \in C_0^\infty(U)$ be any function. We see that
\begin{equation}
\langle \nabla \varphi, I\delta(x) \rangle = \langle TT^{-1}(\varphi - \varphi(0)), \delta(x) \rangle = \varphi(x) - \varphi(0) = \langle \Psi(x) - \Psi(0), \varphi \rangle.
\end{equation}
On the other hand
\begin{equation}
\langle \nabla \varphi, f \rangle = \sum_{k=1}^n \int_U \frac{\partial \varphi}{\partial x_k} f_k d\lambda^{(n)} = - \int_U \varphi \sum_{k=1}^n \frac{\partial f_k}{\partial x_k} d\lambda^{(n)} = -\langle \nabla \cdot f, \varphi \rangle.
\end{equation}
Then, we have that
\begin{equation}
I\delta(x) = [f] \Leftrightarrow \nabla \cdot f = \Psi(0) - \Psi(x).
\end{equation}
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