Here we present an alternative approach for the description of quantum critical fluctuations. These are described by Langevin random fields, which are then related to the susceptibility using the fluctuation-dissipation theorem. We use this approach to characterise the physical properties arising in the vicinity of two coupled quantum phase transitions. We consider a phenomenological model based on two scalar order parameter fields locally coupled biquadratically and having a common quantum critical point as a function of a quantum tuning parameter such as pressure or magnetic field. A self-consistent treatment shows that the uniform static susceptibilities of the two order parameter fields have the same qualitative form at low temperature even where the forms are different in the absence of the biquadratic coupling.

Phase transitions in the low temperature limit can exhibit anomalous quantum critical behaviour and, at sufficiently low temperatures, novel intervening phases that in many cases have been surprising and challenging to describe theoretically (see e.g., [1–4]). One of the simplest examples involves a continuous phase transition between a displacive ferroelectric to a quantum paraelectric state as a function of pressure or via isotopic substitution at low temperatures [5–11]. Here we wish to consider an alternative to current theories describing such transitions [10, 12] and its use in cases in which two order parameter fields are coupled (see, e.g., [13–18]). Our treatment will be specific to cases where each of the two order parameters is symmetry-breaking so that the lowest order terms coupling them is biquadratic; an important example is a multiferroic where the magnetisation and the polarisation break time-reversal and inversion symmetries respectively.

Our aim is to treat the problem of coupled symmetry-breaking fields in a simple and physically transparent way using a generalization of the Langevin random field concept. We first discuss the possible range of validity of this approach for a single scalar order parameter field and then apply the approach to the case of two scalar fields to infer, in particular, how the quantum critical behaviour of the uniform static susceptibilities of the two fields might be expected to change in the presence of a local biquadratic coupling. For simplicity we assume that the phase transitions are second order and that they have a common quantum critical point, i.e., a quantum bicritical point, as a function of a tuning parameter such as pressure, dopant concentration, magnetic field, or electric field (Figure 1). Importantly, we consider self-consistency only at the level of the static and uniform parameters of the field description. The possible limitations of this and other assumptions will be discussed.

FIG. 1: Schematic phase diagram of the phase transition temperatures (blue and cyan) corresponding to two order parameters as a function of quantum tuning variables $\delta$ and $\eta$. The quantum critical behaviour discussed in the text may be expected to be relevant within a narrow conical surface (illustrated in red) emanating from the bicritical point. We assume that the transitions are second order but analyses similar to that given in the text have also been given for transitions that are weakly first order (see, e.g., [15, 19]).

1. BIQUADRATICALLY COUPLED ORDER PARAMETER FIELDS

We wish to consider two coupled order parameter scalar fields, $A$ and $B$, that in general fluctuate in space and time. The thermodynamic behaviour including the role of quantum dynamics is formally described in terms of an effective Lagrangian density in space and imaginary time. Here we adopt a simpler description in terms of a free energy density $F$, analogous to that in the Ginzburg-Landau theory, and incorporate quantum dynamics by employing the fluctuation-dissipation theorem. Moreover, the effects of the self interaction and mutual
interaction of the fields will be treated by means of a random field approach, analogous to that used to describe Brownian motion, which is mathematically efficient and physically transparent, yet in keeping with more formal approaches in the cases we shall consider here.

We assume that the coarse-graining of the fields is such that $\mathcal{F}$ can be expanded in a low-order power series in the amplitudes and spatial gradients of the fields with essentially temperature independent expansion parameters. In this case the temperature dependence of the uniform and static susceptibilities can be inferred from the self-consistent effects of the spontaneous fluctuations in the fields themselves. For simplicity, we begin with an expansion of $\mathcal{F}$ neglecting the gradient terms and assuming for definiteness a biquadratic coupling of the fields:

$$\mathcal{F}[A, B] = \frac{a_1}{2} A^2 + \frac{a_2}{4} A^4 + \frac{b_1}{2} B^2 + \frac{b_2}{4} B^4 + \frac{g}{2} A^2 B^2 - A H_A - B H_B$$

where $a_{1,2}$ and $b_{1,2}$ are expansion coefficients ($a_2 > 0, b_2 > 0$ as required for second order transitions), $g$ is the biquadratic coupling parameter, and $H_A$ and $H_B$ are the fields conjugate to the order parameters $A$ and $B$, respectively. We note that including terms second order in the gradients of the fields $\mathcal{F}$ would correspond to a Ginzburg-Landau free energy for the description of critical behaviour in the regime where $a_1$ and $b_1$ tend to vanish. The effects of the omitted gradient terms in $\mathcal{F}$ will be included below where needed.

Our first goal is to find the average values of the order parameter fields $\langle A \rangle$ and $\langle B \rangle$ that are stabilized by the conjugate fields $H_A$ and $H_B$, given the probability distribution for $A$ and $B$ defined through $\mathcal{F}$. To do this we consider a simplified approach starting with the most probable values of order parameter fields obtained by minimizing $\mathcal{F}$ with respect to $A$ and $B$, which yields:

$$H_A = (a_1 + g B^2) A + a_2 A^3$$

$$H_B = (b_1 + g A^2) B + b_2 B^3$$

We introduce the effects of quantum and thermal fluctuations by expressing $A$ and $B$ as sums of averages in the presence of the applied fields plus fluctuations about the average imagined to arise from Langevin random fields of zero mean. These random fields are the analogues of the random field introduced in Langevin’s description of Brownian motion [20]. A microscopic justification for our approach may be given in terms of an action principle as described in [21].

2. SUSCEPTIBILITY OF A SINGLE ORDER PARAMETER FIELD

We first consider the case of a single order parameter field, e.g., $A$, and return to coupled fields in section 4.

Setting $g = 0$, and substituting in the above equation of state $H_A \rightarrow H_A + h$ and $A \rightarrow \langle A \rangle$, where the fluctuation fields $h$ and $a$ have zero mean, then by averaging the resulting equation over $h$ and $a$ we obtain in lowest order in the fluctuations in $a$:

$$H_A = (a_1 + 3a_2 \langle a^2 \rangle) \langle A \rangle + a_2 \langle A \rangle^3$$

This is the average equation of state that we seek. It yields an initial inverse susceptibility of the form:

$$\chi_A^{-1} = a_1 + 3a_2 \langle a^2 \rangle$$

where $\langle a^2 \rangle$ is the variance of the fluctuations in $a$ in the limit of vanishing value of $\langle A \rangle$. The variance of the fluctuations affects the susceptibility through the anharmonic (quartic) term in the free energy density.

The possible range of validity of this Langevin random field approach will be discussed further through examples in the following section.

3. TEMPERATURE DEPENDENCE OF THE VARIANCE OF THE FLUCTUATIONS

The variance $\langle a^2 \rangle$ can be obtained in principle from the full free energy density including the gradient terms omitted above. However, $\langle a^2 \rangle$ may be obtained more simply by making use of the generalized Nyquist theorem, or fluctuation-dissipation theorem, that relates the variance to the dynamical wave vector dependent susceptibility, $\chi_A(q, \omega)$, and hence to the dynamical properties of the order parameter field. In particular we consider dynamics as defined by wave vector and frequency dependent susceptibilities at small $q$ and $\omega$ of the forms:

$$\chi_p(q, \omega) = \frac{1}{\chi_p^{-1} + c q^2 - \frac{\omega^2}{\gamma q^n}}$$

$$\chi_d(q, \omega) = \frac{1}{\chi_d^{-1} + c q^2 - \frac{\omega^2}{\gamma q^n}}$$

where $\chi_p^{-1} = \chi_p^{-1}(0, 0)$, $\chi_d^{-1} = \chi_d^{-1}(0, 0)$, and $c$, $\gamma$ and $n$ are constants. Equations (1) and (2) describe the dynamics characteristic, respectively, of undamped (propagating or non-dissipative) and overdamped (dissipative) harmonic oscillator modes labeled by the wave vector $q$.

For example, the dynamics of critical transverse polar optical modes at a ferroelectric quantum critical point are traditionally represented by equation (1) with $n = 0$, while the dynamics of critical spin fluctuation modes at a ferromagnetic quantum critical point in a metal have traditionally been represented by equation (2) with $n = 1$ (neglecting a possible logarithmic correction to the term quadratic in $q$ in three dimensions).

3.1. Fluctuation-dissipation theorem

Given that we assumed that the coupling between the two order parameters does not lead to qualitative changes
in the dynamics, the variance \( \langle a^2 \rangle \), for example, defined in section 1 can be determined from the generalised susceptibility \( \chi_A(q, \omega) \) via the generalized Nyquist theorem, i.e. the fluctuation dissipation theorem, in the form:

\[
\langle a^2 \rangle = \frac{2}{\pi} \sum_{q < q_c} \int_{0}^{\omega_c} \left( \frac{1}{2} + n(\omega) \right) \text{Im} (\chi_A(q, \omega)) \, d\omega
\]  (3)

where \( q_c \) and \( \omega_c \) are cut-offs defining the coarse graining of our field description (the field \( A \) is assumed to be averaged over distances and times on the order of \( \frac{1}{q_c} \) and \( \frac{1}{\omega_c} \) respectively) and \( n(\omega) = \frac{\omega}{\omega + i\epsilon} \) is the Bose function. For simplicity we have taken units in which \( \hbar = k_B = 1 \). Note that for the case of propagating modes, \( \text{Im} (\chi_A(q, \omega)) \) is obtained from equation (1) via the replacement of \( \omega^2 + i\epsilon \omega \), where \( \epsilon \to 0^+ \).

The zero-point contribution to the variance defined by the term \( \frac{1}{2} \text{Im} (\chi_A(q, \omega)) \) in the integrand of equation (3) is more weakly temperature dependent than the second term and is assumed to renormalise the parameters of the field model. We focus on the thermal contribution defined by the term \( n(\omega) \text{Im} (\chi_A(q, \omega)) \) in the integrand, which we assume determines the temperature dependence of \( \langle a^2 \rangle \) and hence of \( \chi_A(q, \omega) \). We define this thermal component of \( \langle a^2 \rangle \) as:

\[
\langle a^2 \rangle_T = \frac{2}{\pi} \sum_{q < q_c} \int_{0}^{\omega_c} n(\omega) \text{Im} (\chi_A(q, \omega)) \, d\omega
\]  (4)

It is dominated by contributions from wave vectors such that \( \omega(q) < T \), where \( \omega(q) \) is the characteristic frequency (the dispersion relation) of fluctuations of a Fourier component, or mode, of the field \( A \) of wave vector \( q \). For propagating and dissipative modes, \( \omega(q) \) represents respectively the oscillation frequency spectrum and the relaxation frequency spectrum. We define the thermal cut-off wave vector \( q_T \) by \( \omega(q_T) \sim T \). If \( q_T < q_c \) and \( \omega(q) < \omega_c \) when \( q < q_T \), equation (4) can be approximated as:

\[
\langle a^2 \rangle_T \approx \frac{2}{\pi} \sum_{q < q_T} \int_{0}^{\omega_c} \frac{T}{\omega} \text{Im} (\chi_A(q, \omega)) \, d\omega
\]

Using the Kramers-Kronig relation between the imaginary and real parts of the wave vector and frequency dependent susceptibility, we finally obtain:

\[
\langle a^2 \rangle_T \approx T \sum_{q < q_T} \chi_A(q)
\]  (5)

where \( \chi_A(q) = \lim_{\omega \to 0} \text{Re} (\chi_A(q, \omega)) \). Note that the thermal cut-off wave vector \( q_T \) that plays a central role in this analysis is essentially a generalised inverse de Broglie thermal wavelength.

### 3.2. Temperature dependence

If \( \omega(q) \propto q^2 \) at low \( q \), where \( z \) is the dynamical exponent, then \( q_T \propto T^{1/z} \). For the model represented by equation (1) we see that, in the most familiar case where \( n = 0 \), at the quantum critical point we have \( z = 1 \). On the other hand, for the model represented by equation (2) we see that at the quantum critical point \( z = 2 + n \).

Moreover, in both the propagating (Equation (1)) and dissipative (Equation (2)) cases, the momentum-dependent susceptibility is:

\[
\chi_A(q) = \frac{1}{c_A (\kappa^2 + q^2)}
\]  (6)

where \( \kappa = 1/\sqrt{c_A\chi_A} \) is the correlation wave vector, or inverse correlation length for the field \( A \).

Using equation (5) together with equation (6) we find:

\[
\langle a^2 \rangle_T \propto T \sum_{q < q_T} \frac{1}{\kappa^2 + q^2} \propto T \int_{0}^{q_T} \frac{q_T^{d-1}}{\kappa^2 + q^2} \, dq
\]

\[
\approx T \int_{\kappa}^{q_T} \frac{q_T^{d-1}}{q^2} \, dq = \frac{T}{d-2} \left( \frac{d-2}{\kappa} - q_T^{d-2} \right)
\]

\[
\propto T^{\frac{d+z-2}{d-2}} \left( 1 - \left( \frac{\kappa}{q_T} \right)^{d-2} \right)
\]

At the quantum critical point, \( \langle a^2 \rangle_T \propto \chi_A^{-1} \propto \kappa^2 \), hence the previous equation leads to:

\[
\left( \frac{\kappa}{q_T} \right)^2 \propto T^{\frac{d+z-4}{d-2}} \left( 1 - \left( \frac{\kappa}{q_T} \right)^{d-2} \right)
\]

We see that if \( d + z > 4 \) and \( d > 2 \), \( \lim_{T \to 0} \frac{\kappa}{q_T} = 0 \), in which case in the low temperature limit:

\[
\langle a^2 \rangle_T \propto \chi_A^{-1} \propto T^{\frac{d+z-2}{d-2}}
\]

Thus we conclude that when the effective dimension \( d + z \) exceeds the upper critical dimensions of 4 for our model, then the asymptotic quantum critical exponent is \( c_A = \frac{d+z-2}{2} \). The dynamical properties of the field enter through the dynamical exponent \( z \). These results can be confirmed by carrying out the full integrals in equation (3) with the wave vector and frequency dependent susceptibilities defined by equations (1) and (2).

For the case of dissipative modes, our approximation for the thermal variance holds only for \( z > 1 \). For \( z = 1 \) (e.g., for the non-critical case with \( n = 1 \)) the full solution of equation (3) yields a quadratic temperature dependence of the thermal variance.

### 3.3. Finite critical temperature

It is interesting to compare the above with the standard analysis for the behaviour near to a finite critical temperature \( T_c \). In that case we have from equations (5)
and (6) and expanding in leading order in $\kappa^2$:

$$\kappa^2 = \frac{1}{c_{AA}c_A} + \frac{3a_2 T}{c_A^2} \sum_{q<q_T} \frac{1}{\kappa^2 + q^2}$$

$$= \left( \frac{a_1}{c_A} + \frac{3a_2 T}{c_A^2} \sum_{q<q_T} \frac{1}{q^2} \right) \frac{3a_2 T}{c_A^2} \sum_{q<q_T} \frac{1}{q^4} \kappa^2$$

$$= \kappa_0^2 \left( 1 + \frac{3a_2 T}{c_A^2} \sum_{q<q_T} \frac{1}{q^4} \right)$$

(7)

(8)

(9)

where $\kappa_0^2$ is the first term on the right hand side of equation (8), which vanishes at $T_c$. Expanding $\kappa_0^2$, which is a smooth or analytic function of $T$ around a finite $T_c$, to leading order in $\Delta T = T - T_c$, we obtain the classical critical exponent of unity if $d > 4$ so that the sum over $q$ in the denominator is finite. If $d < 4$ we avoid the expansion in $\kappa^2$ and replace $-\kappa^2_q^2$ by the exact difference $\frac{1}{\kappa^2 + q^2} - \frac{1}{q^2}$, and note that the classical exponent is expected to become invalid for $\Delta T$ below the Ginzburg scale $\Delta T_G$ roughly defined by the condition that the second term in equation (8), as corrected by using the exact difference, exceeds the first term.

3.4. Examples for propagating and dissipative dynamics

As an example involving propagating dynamics, consider a displaceable ferroelectric quantum critical point. In the conventional description, the critical modes are transverse polar optical phonons whose energy gap vanishes at the quantum critical point. In this case from equation (1) we have $n = 0, z = 1$ and hence $e_A \to 2$ for $d = 3$. However, note that since $d + z$ is just equal to the upper critical dimension, the condition $d + z > 4$ given in the last section is not strictly fulfilled. This leads only to a weak logarithmic correction to the $T^2$ dependence of the inverse susceptibility, which may be difficult to observe in practice. Of greater importance are the effects of the long-range dipole-dipole interactions and the coupling of the critical polar modes to acoustic phonons that can lead to a breakdown of the $T^2$ temperature dependence at sufficiently low temperatures [10, 11].

As an example involving dissipative dynamics, consider a magnetic quantum critical point for an itinerant electron ferromagnet. In the conventional description, the critical modes are dissipative spin fluctuations or magnons characterized by a relaxation spectrum the linear in $q$ component of which vanishes at the quantum critical point. In this case from equation (2) we have $n = 1, z \to 3$ and hence $e_A \to \frac{4}{3}$ for $d = 3$. Here the condition $d + z > 4$ is well fulfilled. However, gapless transverse spin fluctuations can lead to non-analytic corrections to the quadratic term in $q$ in the generalized susceptibility as well as to the quartic term in the order parameter in the free energy. These effects can change the nature of the quantum phase transition in an isotropic itinerant-electron ferromagnet at sufficiently low temperatures and low magnetic fields.

We note that non-dissipative dynamics may be relevant not only to ferroelectrics but also to certain types of magnetic quantum phase transitions insulators (see, e.g., [3, 16]), while dissipative dynamics can arise not only in metals but also in insulators such as ferroelectric relaxors (see, e.g., [22]).

The examples given here along with numerous others show that the behaviour near to a quantum critical point can be subtle and complex even when the condition $d + z > 4$ is met and only one critical field appears to be relevant at first sight. Despite these complexities, the predictions of the above simple models have been observed experimentally at least over limited ranges in temperatures and applied fields in examples of both displacement ferroelectrics and itinerant electron ferromagnets (see, e.g., [10] and references therein).

4. TEMPERATURE DEPENDENCE OF THE SUSCEPTIBILITIES OF TWO BIQUADRATICALLY COUPLED ORDER PARAMETER FIELDS

For the single order parameter field, the Langevin random field approach yields results in agreement with that obtained both by more formal techniques and by experiment for the case and conditions discussed in the last section.

Here we consider the predictions of the same approach for the case of two coupled fields as defined in section 1. We stress that as formulated here the approach considers self-consistency solely at the level of the static and uniform parameters of the field description. Thus the results apply only if the dynamical properties of the fields are not modified qualitatively by the local biquadratic coupling introduced. Our experience with the simpler problems discussed in the previous section suggests that the simple analysis presented below may be relevant to some special cases and conditions (e.g., temperature ranges) of practical interest.

As in section 1 we introduce the effects of spontaneous fluctuations by expressing $A$ and $B$ as sums of averages in the presence of the applied fields plus fluctuations about the average imagined to arise from Langevin random fields of zero mean. Thus we take $A \to \langle A \rangle + a$ and $B \to \langle B \rangle + b$, respectively. Averaging, as before, the equation of state in section 1 in the limit where $\langle A \rangle$ and $\langle B \rangle$ are vanishingly small, keeping in mind that $\langle a \rangle = \langle b \rangle = 0$ and neglecting fluctuation terms higher than second order, we find for the inverse susceptibility for the order parameter $A$, for example:

$$\chi_A^{-1} = a_1 + g \langle b^2 \rangle + 3a_2 \langle a^2 \rangle$$

(10)

The temperature dependence of the susceptibility $\chi_A$ is therefore given by the sum of the temperature dependence of the two last terms, weighted by the appropriate
coefficients. The variances of $a$ and $b$ have zero-point and thermal contributions. We assume, as in section 3, that the former lead to renormalisations of the (weakly temperature dependent) parameters of the model and consider only the thermal contributions governed by the Bose function. At low $T$ the two last terms in equation (10) lead to temperature dependences that can be expressed as:

$$\chi_A^{-1} = c_0 + c_{AB} T^{e_B} + c_{AA} T^{e_A}$$

where the asymptotic quantum critical exponents $e_A$ and $e_B$ are governed by the dynamical properties of the fluctuations of the $A$ and $B$ fields, respectively, and $c_0$, $c_{AA}$ and $c_{AB}$ are constants; note that $c_0$ vanishes at the quantum critical point. The two temperature-dependent terms are equal at a crossover temperature:

$$T_{cross_A} = \left( \frac{c_{AA}}{c_{AB}} \right)^{\frac{1}{e_A-e_B}}$$

For $T$ below $T_{cross_A}$ the temperature dependence of the inverse susceptibility for the $A$ order parameter at the quantum critical point is given by:

$$\chi_A^{-1} \sim T^{\min(e_A, e_B)}$$

By symmetry, this implies that at the quantum bicritical point the asymptotic exponent is the same for $\chi_A$ and $\chi_B$ and is governed by the dynamics of the field that leads to the lower exponent. In this sense the dynamics of the other field with the higher exponent is hidden. The difference in the temperature dependences of the two susceptibilities is the temperature at which the influence of the term with a higher exponent will become important. We note that where comparisons can be made our conclusions are consistent with those obtained previously (see, e.g., [16]) using a somewhat different approach.

5. CONCLUSION

The problem of two coupled fields considered in the section above is likely to be much more complex than that of the single order parameters considered in section 3, which as we have discussed involve a number of subtleties themselves. However it is possible that, as for the single order parameter, the predictions for the coupled order parameters, namely that the susceptibilities for both order parameters may have the same critical exponent over a finite temperature range, may be relevant in certain materials under appropriate conditions. We note that quantum bicriticality induced by disorder [23, 24] and/or frustration [17] has been explored previously, but here we are exploring a different sort of quantum bicriticality due to the coupling of symmetry-breaking order parameters in a much simpler translationally-invariant system.

In the simple models we have considered here the relevant parameters are the dimensionality of space, $d$, and the dynamical exponent, $z$. Both of these parameters can differ for the two coupled order parameter fields leading to a number of distinct possibilities for quantum critical behaviour. The effective value of $d$ can differ for the two fields due to different strengths of interplanar interactions or due to dimensional cross-over as a function of temperature [25, 26]. The values of $z$ for the two coupled fields can also vary due to the extent of dissipation or, for example, in the case of magnetism, to the role of quantum precession [3]. We also note that displacive ferroelectricity is not restricted to insulators, indeed it can arise in local form in metals as long as the Thomas-Fermi screening length is smaller than the ferroelectric correlation length. This can happen in carrier doped materials up to quite high carrier densities [27, 28], and hence could potentially coexist with metallic magnetism. In such cases both weakly-dissipative dynamics in one order parameter field and strongly-dissipative dynamics in the other order parameter field, with generally quite different values of $z$, would seem to be relevant. The analysis presented here may provide some initial direction on how this diversity of behaviours of coupled order parameters might be at least partly probed by means of measurements of either one or the other of the two order parameter susceptibilities, whichever one happens to be the most convenient to observe.

The approach presented here, grounded on the generalization of familiar principles (Langevin random fields, Nyquist theorem and de Broglie thermal wavelength), may be helpful in developing intuitive phenomenological descriptions of these interesting and complex multicritical systems, as has already been demonstrated in elementary examples involving an order parameter field coupled to an auxiliary field [10, 12].

The study of quantum multicritical points is still in its infancy but is expanding rapidly in materials that are not only of theoretical but also potentially of technological interest. These include materials involving both dielectric and magnetic instabilities, of the general kinds that arise, for example, in the hexagonal ferrites and perovskite oxides structure types, such as EuTiO$_3$ [11, 29, 30]. One of the most dramatic examples of the coexistence of multiple order parameter fields [31] of potentially comparable importance is found among the high temperature superconductors that continue to challenge conventional thinking.
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