Dynamical demixing of a binary mixture under sedimentation
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We investigate the sedimentation dynamics of a binary mixture, the species of which differ by their Stokes coefficients but are identical otherwise. We analyze the sedimentation dynamics and the morphology of the final deposits using Brownian dynamics simulations for mixtures with a range of sedimentation velocities of both species. In addition, we use the lattice Boltzmann method to study hydrodynamic effects. We found a threshold in the difference of the sedimentation velocities above which the species in the final deposit are segregated. The degree of segregation increases with the difference in the Stokes coefficients or the sedimentation velocities above the threshold. We propose a simple analytical model that captures the main features of the simulated deposits.

I. INTRODUCTION

The process of sedimentation, where particles in suspension settle in the presence of a gravitational field, is ubiquitous over a wide range of length scales [1][5]. For example, sedimentation plays a relevant role in natural water transport, affecting the chemical composition of the seabed [6] and the water quality in reservoirs [7][8]. At the other end of the scale, sedimentation by ultracentrifugation is used as an analytical tool in medical, biological and pharmaceutical applications, where the constituents of a suspension are separated by molecular weight [9][10]. At the fundamental level, sedimentation experiments were developed and used extensively in statistical physics and colloidal science to evaluate the equation of state of hard spheres [11] and to study the phase diagram of colloidal particles [12].

Studies of the sedimentation of mixtures of particles that differ in their buoyant mass revealed a rich phase stacking diagram under thermodynamic equilibrium conditions [13][14]. The structure of the final deposit depends not only on the difference in buoyant masses but also on the particle-particle interactions [15][19]. The roughness of the particle surface is known to affect the hydrodynamics of the surrounding fluid, e.g., alters the lubrication film thickness [20][21]. These conditions could be realized in an experiment with particles composed by a rigid core covered by an elastic surface layer, which would affect the hydrodynamics while the pairwise interactions remain dominated by the rigid cores. In order to shed light on the role of the hydrodynamic radius on the sedimentation dynamics, we consider a binary mixture of particles that differ only through their Stokes coefficient when using molecular dynamics. Following a method developed previously [22], we consider that the particles differ by their Stokes coefficients only, and are identical otherwise. Thus, the thermodynamic phase is perfectly mixed and demixing, if it occurs, is dynamically driven.

Hydrodynamic interactions are know to be relevant in different limits, triggering, for example, a number of different instabilities [23][24]. To account for hydrodynamic effects, we consider a complementary set of simulations by modelling the fluid-particle interaction with the lattice Boltzmann method (LBM).

When thermal fluctuations are negligible, colloidal particles in solution are expected to sediment with a sedimentation velocity that depends only on the strength of the gravitational field and their Stokes coefficient. Thus, distinct Stokes coefficients imply different sedimentation velocities. In what follows, we show that the morphology of the final deposit depends crucially on the ratio of the sedimentation velocities. Above a certain threshold, which will be quantified below, the particles are segregated in the final deposit, as they arrive at the substrate at different rates and do not have time to relax to the thermodynamic equilibrium mixed state. We investigate this segregation and discuss its dependence on the model parameters.

The paper is organized in the following way. In Section II we describe the model and the details of the simulations. Results from the particle-based simulations (Brownian dynamics), LBM and an analytical model are discussed in Section III. Finally, we draw some conclusions in Section IV.

II. MODEL AND SIMULATIONS

A. Molecular dynamics

We consider a binary mixture of identical spherical particles where the two species are characterized by distinct Stokes coefficients. The particles are in a uniform gravitational field along the vertical direction (y-direction) and inside a rectangular two-dimensional box of width...
of the suspended medium and couple it to a discrete element simulation of the particles. For the fluid, the position \( \vec{x} \) is discretized on a regular lattice with lattice spacing \( \Delta x \) and the velocity of the particles in the suspending fluid is discretized according to the D3Q19 lattice (with 19 vectors in three dimensions): the weights for the different velocity vectors are \( w_\alpha = 1/3 \) for \( |\vec{c}|^2 = 0 \), \( w_\alpha = 1/18 \) for \( |\vec{c}|^2 = 1 \Delta x \) and \( w_\alpha = 1/36 \) for \( |\vec{c}|^2 = 2 \Delta x \), where \( \alpha = 1, \ldots, 19 \) labels the velocity vector. The speed of sound in this lattice is \( c_s = 1/\sqrt{3} \). The LBM is based on solving the dynamics of the distribution function \( f_\alpha \), which is governed by the Boltzmann equation. Its discretized version with the single relaxation time collision operator is:

\[
f_{\alpha}(\vec{x} + \vec{c}_\alpha, t + \Delta t) - f_{\alpha}(\vec{x}, t) = -\frac{f_{\alpha} - f^eq_{\alpha}}{\tau_f} \Delta t, \tag{3}\end{equation}

where \( \Delta t \) is the time step and \( \tau_f \) is the relaxation time which sets the speed of sound of the fluid \( c^2 = \frac{\tau_f}{c^2} \). The equilibrium distribution function is given by:

\[
f^eq_{\alpha} = \rho w_\alpha \left[ 1 + \frac{\vec{c}_\alpha \cdot \vec{u}}{c_s^2} - \frac{\vec{u}^2}{2c_s^4} + \frac{(\vec{c}_\alpha \cdot \vec{u})^2}{2c_s^4} \right], \tag{4}\end{equation}

where \( \rho \) is the density and \( \vec{u} \) is the macroscopic velocity of the fluid, calculated as follows:

\[
\rho = \sum_\alpha f_{\alpha}, \quad \vec{u} = \frac{1}{\rho} \sum_\alpha \vec{c}_\alpha f_{\alpha}. \tag{5}\end{equation}

The simulation results using LBM are expressed in lattice units, in which \( \rho = 1, \Delta t = 1 \) and \( \Delta x = 1 \).

At the solid surfaces moving with velocity \( \vec{u}_s \), the no-slip condition is applied though the bounce-back boundary condition:

\[
f_{\alpha}(\vec{x}_s, t + \Delta t) = f^*_{\alpha}(\vec{x}_s, t) - 2w_\alpha \vec{c}_\alpha \cdot \vec{u}_s - \frac{\vec{c}_\alpha \cdot \vec{u}_s}{c_s^2}, \tag{6}\end{equation}

where \( \vec{a} = -\vec{c} \) represents the opposite velocity vector, \( f^*_{\alpha} \) is the distribution propagated towards the solid surface and \( \rho_s \) is the average density of the fluid node neighbors. The drag force on the solid is calculated using the momentum exchange method \[28\] \[29\]:

\[
F_d = \frac{\Delta x^3}{\Delta t} \sum_{\vec{x}_s, \alpha} \left[ 2f^*_{\alpha}(\vec{x}_s, t) - 2w_\alpha \rho_s \vec{c}_\alpha \cdot \vec{u}_s \right] \vec{c}_\alpha, \tag{7}\end{equation}

which uses the reflected distributions in the bounce-back \( f^*_{\alpha} \). When two particles approach each other and there are few or no fluid nodes between their surfaces, Eq. 7 becomes inaccurate since the space between the particles is interpreted as vacuum. To correct for this, we consider a hydrodynamic lubrication force, which is repulsive and points in the direction connecting the center of the particles of strength \[30\]:

\[
F_l = \frac{3\pi \rho d R^2 v_s}{2h}, \tag{8}\end{equation}
where \( v_r \) is the relative velocity between the particles, \( h \) is the minimum distance between their surfaces and \( R \) is the radius of the particles. This force diverges as \( h \to 0 \); thus we introduce a cutoff at \( h = 0.01R \). All the forces acting on the particles are combined to describe its trajectory using the Verlet method. As the particle moves in the fluid, liquid nodes are destroyed and created. For the destroyed fluid nodes, the fluid information is erased and the fluid momentum is transferred to the solid. For the new fluid nodes as in Ref. \[31\], the density is set to the average density of the neighbouring fluid nodes in the first belt \( \bar{\rho} \) (considering all nodes reached by the lattice vectors of D3Q19) and the velocity field to the solid velocity \( \bar{u}_s \). The distribution function of these new nodes is the corresponding equilibrium distribution, \( f_\alpha = f^{eq}_\alpha(\bar{\rho}, \bar{u}_s) \).

The collisions between particles \( i \) and \( j \) are mediated by an elastic force \[32\]:

\[
\vec{F}_{el}^{ij} = \begin{cases} 
0, & \varepsilon_{ij} = 0 \\
 k_l \varepsilon_{ij}, & \frac{d\varepsilon_{ij}}{dt} \geq 0 \\
 k_u \varepsilon_{ij}, & \frac{d\varepsilon_{ij}}{dt} < 0
\end{cases} \tag{9}
\]

where \( \varepsilon_{ij} \) is the overlapping vector, defined as:

\[
\varepsilon_{ij} = \begin{cases} 
0, & \text{if } 2R - |\vec{r}_{ij}| \leq 0 \\
 2R - |\vec{r}_{ij}|, & \text{otherwise.}
\end{cases} \tag{10}
\]

Here, \( \vec{r}_{ij} \) is the vector connecting the centers of the two particles from \( j \) to \( i \) and \( k_l \) and \( k_u \) are the elastic coefficients when the colliding particles are approaching or moving away from each other, respectively. The interaction with the walls also follows Eq. \[9\] but considering the distance of the particle to the wall.

In the LBM simulations, we use the following parameters, all in lattice units. The dimensions of the simulation box are \( L_x \times L_y = 113 \times 413 \) and the relaxation time is \( \tau_f = 0.7 \). We simulate 100 circular particles with radius \( R = 5 \), the same density as the fluid, \( k_u = 0.1 \) and \( k_s = 0.2 \), up to \( t = 4 \times 10^6 \), which is sufficient for all the particles to sediment and stop moving. In order to consider particles with different terminal velocities, we apply different external forces to each species (fast and slow). To the slow particles we apply an acceleration (or force density) \( a_s = 3 \times 10^{-6} \) and, to the fast ones, \( a_f = a_s/\beta \), where \( \beta \leq 1 \) is the ratio of the forces. As will be discussed in Sec. \[III\] we find that \( \beta \) corresponds to the ratio between the velocities of the slow \( v_s \) and fast \( v_f \) particles for single particles: \( \beta = v_s/v_f \). The particles of each species are chosen uniformly at random and we consider 10 samples for each value of \( \beta \).

### III. RESULTS

In the overdamped regime and neglecting thermal fluctuations, one expects that single particles move with a constant sedimentation velocity given by \( v_i = \frac{mg}{\gamma_i} \). The rate of particle accumulation at the bottom depends on the flux density of each species at the growing front of the deposit, \( J_i = \rho_i v_i \), where \( \rho_i \) is the particle number density of species \( i \). Differences in the flux density of each species result in demixing along the vertical direction as particles accumulate at different rates on the bottom and thermal fluctuations are not strong enough to promote mixing. In what follows, we set the particle densities to be the same (equimolar mixture) and vary their velocities only. The demixing that occurs during sedimentation is, therefore, purely dynamical in nature.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{density_profiles.png}
\caption{Density profiles as function of the height in the final deposit for fast (red lines) and slow (blue lines) particles averaged over 10\(^2\) samples for (a) \( v = \frac{v_s}{v_f} = 1 \), (b) \( v = 0.5 \) and (c) \( v = 0.1 \), and \( g = 12 \).}
\end{figure}
FIG. 2. Time evolution of the parameter $\Phi_n$ averaged over $10^2$ samples for $v = \frac{v_s}{v_f} = 0.5$, $g = 12$ and $\rho_0 = 0.4$. The snapshots are for four different values of $t$, namely, (a) 0, (b) 70, (c) 150, (d) 275.

The relevant control parameter is the ratio between the sedimentation velocities of the two species, $v = \frac{v_s}{v_f} = \frac{\gamma_f}{\gamma_s}$. In order to investigate the dependence on this parameter, in the results that follow, we fix $\gamma_f$ and vary $v$ by changing $\gamma_s$, i.e., by changing $v_s$, with $v_f$ constant. The degree of demixing depends on $v$ as seen from the final deposit density profiles $\rho_f(y)$ and $\rho_s(y)$ in Fig. 1. When $v = 1$ the density profiles are identical as the particles are indistinguishable. When $v \neq 1$, the final deposit can be divided into two regions: one, at the bottom, where the density of the fast particles is higher than the density of the slow ones and another, at the top of the deposit, composed essentially by slow particles. The difference in the particle densities in the first region and the thickness of the second region increase as $v$ decreases (see Figs. 1 (b) and (c)).

In order to characterize the segregation along the vertical direction, we define a parameter

$$\Phi = \frac{1}{L_y} \int_0^{L_y} \left| \frac{\rho_f - \rho_s}{\rho_f + \rho_s} \right| dy,$$  \hspace{1cm} (11)

where $L_y'$ corresponds to the height at which the last moving (slow) particle is located, given by $L_y' = L_y - v_s t$.

FIG. 3. Time dependence of $\Phi_n(t)$ on the ratio of the particle velocities, $v$. The solid lines with open symbols are the results of BD simulations and the dashed lines are obtained from the analytical model (Eq. 12).

A. Numerical results

To evaluate numerically the integral in Eq. (3), we divided the simulation domain into horizontal slices of height $\Delta y = 1.5$ and width $L_x$. The integral is then converted into a sum,

$$\Phi_n(t) = \frac{1}{N_b} \sum_i \frac{|N_f - N_s|}{N_f + N_s},$$  \hspace{1cm} (12)

where $N_b$ is the number of slices and, $N_f$ and $N_s$ are the number of fast and slow particles in each slice, respectively. This parameter is one if the species are completely segregated and zero if they are perfectly mixed.

The time evolution of $\Phi_n$ is shown in Fig. 3 (bottom plot). Initially, $\Phi_n$ grows until it reaches a maximum, $\Phi_{max}$, at a time defined as $t^*$. For $t > t^*$, this parameter decreases until it saturates asymptotically. Note that $\Phi_n$ is not zero at $t = 0$. Since the particles are initially distributed uniformly at random, the average absolute difference $|N_f - N_s|$ for a given slice can be estimated from a binomial distribution. This difference follows a half-normal distribution with mean $\mu = \sqrt{\frac{2N_s}{\pi}}$, where $N_b$ is the number of slices and $N_f$ and $N_s$ are the number of fast and slow particles in each slice. Therefore, the value of $\Phi_n$ at the starting configuration is $\Phi_n(0) = \Phi_0 = \sqrt{\frac{2}{\rho_0 \Delta y}}$, where $\rho_0$ is the initial total density of particles and it vanishes only in the thermodynamic limit. The initial increase in $\Phi_n$ corresponds to the dynamical demixing regime where there is a rapid accumulation of the fast particles in the deposit with a fraction of the slow particles dragged along.
while the remaining slow particles lag behind. The peak is reached when all the fast particles deposit at $t = t^*$ (see Fig. 2(c)). For $t > t^*$, $\Phi_n$ decreases until the remaining slow particles deposit, on a top layer consisting (almost) exclusively of slow particles, if the difference in the velocities is sufficiently large (see Fig. 2(d)). We define this instant as the saturation time, $t_{\text{final}}$. Note that, the level of segregation of the particles remains almost the same from $t^*$ to $t_{\text{final}}$, as seen from the snapshots (c) and (d). This parameter depends on the level of segregation and on $L^*(t)$ that decreases with time. The region where only slow particles are present occupies a larger area at $t^*$ than at $t_{\text{final}}$ and the same number of particles contribute to the integral.

To characterize the structure of the deposit we measured the six-fold bond order parameter, $\langle \phi_6 \rangle$, defined as

$$\langle \phi_6 \rangle = \frac{1}{N} \sum_i \frac{1}{6} \sum_{j} \sum_{k} \epsilon^6 \theta_{ij},$$

where $N$ is the total number of particles, $N_b$ is the number of neighbors (within a cutoff of 2.5) and $\theta_{ij}$ is the angle between the line that connects the particles $j$ and $l$ with the $x$-axis. This is a continuous order parameter that is one when the particles are arranged in a perfect hexagonal structure and it decreases when the order decreases. At the low temperatures considered, the particles in the deposit form a nearly perfect hexagonal structure with $\langle \phi_6 \rangle = 0.9$ and the level of segregation remains the same until the end of the simulation ($\Phi_n$ is constant). This does not correspond to the configuration expected at thermodynamic equilibrium where the particles form a completely mixed phase, as they are indistinguishable [22]. Obviously, the deposits observed at the end of the simulations are transient but their relaxation towards equilibrium occurs on much longer timescales than the observation time.

The solid lines with open symbols in Fig. 3 show the time dependence of $\Phi$ obtained numerically for different values of the velocity ratio $v$. As expected, $\Phi_{\text{max}}$ increases as the ratio $v$ decreases from one, revealing that, as the difference of the sedimentation velocities increases, higher levels of segregation are attained in the deposit.

Reducing $v$, decreases the sedimentation velocity of the slow particles (keeping the velocity of the fast particles constant). However, the effective velocity of the fast particles also decreases due to the interactions with the slow ones (which act as obstacles) and, as a consequence, the time when the peak in $\Phi$ is reached, $t^*$, also increases. The saturation time, $t_{\text{final}}$, is also affected by $v$ since the difference between $t^*$ and $t_{\text{final}}$ is the time taken by the remaining slow particles to deposit and this depends only on their sedimentation velocity.

The parameter $\Phi_n$ measures the segregation in the entire system but we can also measure the segregation in

$$\Phi_d = \frac{1}{N_d} \sum_i \frac{(N_f - N_s)^2}{(N_f + N_s)^2},$$

$$\rho_0(y < t^*, t) = \frac{\rho_0}{2} + (\rho_{\text{max}} - \rho_0) \frac{v_i}{v_f + v_s},$$

where $\rho_{\text{max}} - \rho_0$ is an estimate of the increase in the local density.

The integral in Eq. 11 for $t < t^*$ can be replaced by the sum of three terms, corresponding to the contribution of three different regions, as shown in Fig. 3. Region

FIG. 4. Time evolution of the segregation in the deposit.

B. Analytical model

We consider now a simple analytical model. We assume that the particles move with a constant sedimentation velocity $v_i = \frac{m_i}{\rho_i}$ that depends only on the particle species, and we neglect particle-particle interactions and thermal fluctuations. We define the thickness of the packed deposit as $l^*(t)$. The number of particles of a species in the region $y < l^*(t)$ at a given time is the number of particles initially at $y < l^*(t)$ plus those of that species that entered into that region. The latter can be estimated considering that the fraction of particles of species $i$ that entered into the region is $\frac{v_i}{v_f + v_s}$. Despite the fact that particle interactions are soft, we assume an upper bound for the density, given by the packing fraction of disks with diameter $\sigma = 1$, i.e., $\rho_{\text{max}} = \frac{2\sqrt{3}}{3}$. We can then estimate the density of particles by

where $\rho_{\text{max}} - \rho_0$ is an estimate of the increase in the local density.

The integral in Eq. 11 for $t < t^*$ can be replaced by the sum of three terms, corresponding to the contribution of three different regions, as shown in Fig. 3. Region
FIG. 5. To evaluate the integral in Eq. [11] the space is divided into three regions: region I in the interval \([0, t^*(t)]\), region II in \([t^*(t), L_y - v_f t]\) and III in \([L_y - v_f t, L_y - v_s t]\). In region I the integrand is given by Eq. [13] in region II the integrand is \(\Phi_0\) and we consider that the number of fast and slow particles entering this region is approximately the same as the number of particles leaving the region, and in region III the integrand is one, as there are only slow particles.

Region I corresponds to the deposit, where the density of each species is given by Eq. [15]. We also account for the non-zero segregation factor, \(\Phi_0\), which arises from the initial uniform distribution of the particles and the discrete nature of the numerical integration. Region II, where the two types of particles are perfectly mixed, is delimited by the surface of the deposit, \(y \approx t^*(t)\) and \(y \approx L_y - v_f t\), the height of the last fast particle. Here, we assume that the number of particles of either species that leave region II is approximately the same as the number that enters it and, therefore, the integrand is the constant \(\Phi_0\). Region III contains particles of only one type and is delimited by \(y \approx L_y - v_s t \equiv L'_y\), the position of the last slow particle. In this region, the integrand is one only as slow particles are present. The number of fast, \(N_f\), and slow particles, \(N_s\), in regions I and II can then be regarded as the number of successes and failures in a binomial distribution of \(N_t\) trials. The probability that a particle in each of these regions is a fast particle is

\[
p_{f,\alpha} = \frac{\rho_0}{2} + (\rho_0 - \rho_0) \frac{1}{1 + v},
\]

and the probability that it is a slow particle is

\[
p_{s,\alpha} = \frac{\rho_0}{2} + (\rho_0 - \rho_0) \frac{v}{1 + v},
\]

where \(\rho_0\) is the total density of each region (\(\rho_{\text{max}}\) in region I and \(\rho_0\) in region II). The term \(|N_f - N_s|\) corresponds to the absolute difference between successes and failures of \(N_t\) trials that follow a folded normal distribution whose expected value is given by:

\[
\mu'_\alpha = \sigma_\alpha \sqrt{\frac{2}{\pi}} \exp \left(-\frac{\mu_\alpha^2}{2\sigma_\alpha^2}\right) + \mu_\alpha \text{erf} \left(\frac{\mu_\alpha}{\sqrt{2}\sigma_\alpha}\right).
\]

Here, \(\mu_\alpha = N_t(p_{f,\alpha} - p_{s,\alpha})\) and \(\sigma_\alpha^2 = 4N_t(p_{f,\alpha}p_{s,\alpha} + \mu_\alpha)\) correspond to the expected value and to the variance of the Gaussian distribution (not “folded”) of the difference between successes and failures for the probabilities \(p_{f,\alpha}\) and \(p_{s,\alpha}\). The integral for \(t \leq t^*\) is then approximated by

\[
\Phi(t \leq t^*) = \frac{1}{L_y} \left[ \int_0^{t^*(t)} \frac{\mu'_I}{\rho_{\text{max}} \Delta y L_x} dy + \int_{t^*}^{L_y - v_f t} \frac{\mu'_I}{\rho_0 \Delta y L_x} dy + \int_{L_y - v_s t}^{L_y} \frac{\mu'_I}{\rho_0 \Delta y L_x} dy \right].
\]

(19)

For \(t^* < t < t_{\text{final}}\) the thickness of region II is zero and then

\[
\Phi(t > t^*) = \frac{1}{L_y} \left[ \int_0^{L^*_s} \frac{\mu'_I}{\rho_{\text{max}} \Delta y L_x} dy + \int_{L^*_s}^{L_y} \frac{\mu'_I}{\rho_0 \Delta y L_x} dy \right],
\]

(20)

where \(L^*_s = l^*(t^*)\) is the length of the structure at \(t = t^*\).

We estimate \(l^*(t)\) in the following way. The number of deposited particles is given by the flux of particles through the line defined by \(y = l^*(t)\) plus the number of particles that is initially present in the region below this height. We consider that particles travel with constant velocity, \(v_i\), for \(y > l^*(t)\) and that the flux through that line for each species can be written as \(j_i(t) = \frac{\rho_0}{2} v_i L_x t\).

The number of particles in the deposit, \(N_s\), is

\[
N_s = \rho_{\text{max}} L_x l^*_s(t) = L_x l^*(t) \rho_0 + \left(\frac{\rho_0}{2} v_f + \frac{\rho_0}{2} v_s\right) t L_x.
\]

(21)

We can now rearrange the terms and the expression for \(l^*\) is

\[
l^*(t) = \frac{\rho_0}{L_y} \frac{(1 + v)}{\rho_{\text{max}} - \rho_0} v_f t.
\]

(22)

For \(t > t^*\), all the fast particles are deposited and

\[
L^* = \frac{\rho_0 L_y (1 + v)}{2 \left(\rho_{\text{max}} - \rho_0 + \frac{\rho_0}{2} (1 + v)\right)}.
\]

(23)
Since $L_* = l^*(t^*)$,

$$t^* = \frac{(\rho_{\text{max}} - \rho_0) L_y}{v_f \left[ \frac{1}{2} \rho_0 (1 + v) + (\rho_{\text{max}} - \rho_0) \right]}.$$

(24)

The height of the final deposit is $l^*(t_{\text{final}}) = \frac{N}{\rho_{\text{max}} L_y}$, where $t_{\text{final}}$ is the time when the last slow particle deposits, which is estimated as $t_{\text{final}} = (L_y - \frac{N}{\rho_{\text{max}} L_y})/v_s$.

At later times the parameter $\Phi$ remains constant as no more particles are added to the deposit.

Thus, the parameter $\Phi$ is

$$
\Phi(t) = \begin{cases} 
\frac{1}{L_y-v_f t} \left[ \frac{\rho_0 (1+v)}{2 (\rho_{\text{max}} - \rho_0)} \left( \frac{\mu'_{\text{II}} - \mu'_{\text{I}}}{\rho_{\text{max}} \rho_0 \Delta y L_y} \right) - t \right] + 1 - v v_f t + \frac{L_y \mu'_{\text{I}}}{\rho_0 \Delta y L_y}, & t \leq t^* \\
1 + \frac{L_y}{L_y-v_f t_{\text{final}}} \left[ \frac{\rho_{\text{max}} \Delta y L_y}{\rho_0 \Delta y L_y} - 1 \right], & t^* \leq t \leq t_{\text{final}} \\
1 + \frac{L_y}{L_y-v_f t_{\text{final}}} \left[ \frac{\rho_{\text{max}} \Delta y L_y}{\rho_0 \Delta y L_y} - 1 \right], & t \geq t_{\text{final}}.
\end{cases}
$$

(25)

The dashed lines in Fig. 3 show the time dependence of $\Phi$ obtained from Eq. 24 for different values of the ratio $v$. The comparison with the numerical results reveals that the analytical calculation reproduces the main features of the simulations. The highest levels of segregation are achieved for the lowest $v$, when the difference between the velocities is largest. In this limit, the slow particles travel much slower than the fast ones and are, on average, the last to deposit forming a thick layer on top of the first deposit consisting of slow particles only. For $v = 1$, the particles are indistinguishable and the maximum value of $\Phi$ is the (finite-size) initial value.

So far, we discussed segregation along the $y$-direction. However, the snapshot in Fig. 4(d) suggests that at the bottom of the deposit there are linear-like clusters along the $y$-direction, which may promote segregation along the $x$-direction. To further investigate this question, we identified all the clusters of particles in the final deposit below the top layer of slow particles and calculated their inertia tensor. We defined the parameter $r_I = \frac{1}{N_c} \sum r_c$, where $r_c$ is the ratio of the smallest and largest (non-zero) eigenvalues of the inertia tensor of cluster $c$ and the sum is over all clusters of the same species with $N_c$ the number of such clusters. This parameter is one when all the clusters are symmetric and falls below one as the clusters become asymmetric. We measure $r_I$ for clusters larger than two particles excluding the largest cluster, where finite size effects may be significant. A deposit with randomly distributed particles is obtained for $v = 1$, when the particle are indistinguishable. In this limit, $r_I$ is low, which suggests the prevalence of symmetric clusters. In the limit of low $v$, the number of fast particles is much larger than the number of slow ones in the region under consideration and they form a single large cluster. Accordingly, as shown in Fig. 6 (top panel), $r_I$ increases for fast particles as $v$ decreases. The opposite occurs for the slow particles where $r_I$ decreases, showing that, as the ratio of velocities decreases, the clusters of slow particles become asymmetric. In the bottom panel of Fig. 6, we plot the average angle, $\langle \theta \rangle$, with the $y$-direction of the eigenvector corresponding to the largest eigenvalue of the inertia tensor for each cluster of slow particles. As $v$ decreases, $\langle \theta \rangle$ also decreases revealing that the clusters in the deposit tend to extend along the $y$-direction as the difference of the particles velocities increases. Accordingly, the distribution of the angles of the clusters with the $y$-direction (inset of Fig. 6) the number of clusters with small angles increases for low $v$. This is likely a consequence of the laning phenomenon observed in binary mixtures of species moving at different velocities in region II [33].

Although we have neglected the effect of particle-particle collisions during sedimentation in the analytical model, the simulation and analytic results are in good agreement for intermediate and low densities. In the limit of high densities, however, the simulation and analytic results disagree, as particle-particle interactions becomes relevant. In Fig. 7 we plot the time-dependence of the...
order parameter for \( v = 0.5 \) for the system depicted in Fig. 3 (in blue) with density \( \rho_0 = 0.4 \) and for a system with a density 60% higher, for two system sizes (red and green). In spite of the fact that at higher densities the time dependence of the order parameter obtained from Eq. 25 is not in quantitative agreement with the numerical simulations, the maximum of the order parameter and its final value are similar.

C. Hydrodynamic effects

We consider now the role of hydrodynamics in the sedimentation of particles with different velocities. As described in Sec. II B, we simulate the fluid flow and fluid-particle interaction using the LBM and the particle sedimentation is driven by an external force \( \vec{a} \), with different values for the two species (fast and slow).

Figure 8 shows the initial configuration of one of the samples and its final state for three different force ratios \( \beta = \frac{a_s}{a_f} \). From visual inspection, we notice that for \( \beta = 0.1 \), where the fast particles have the highest velocity, particles in the final deposit are more segregated than for the other two values of \( \beta \). This behaviour is in line with what we found without hydrodynamics. When the time evolution of the particles is analyzed, as shown in Fig. 9, some major differences are revealed, which result from hydrodynamic effects. For example, we observed Rayleigh-Taylor instabilities [34–36] as shown in Fig. 9. Initially, in order for the particles to go down, the fluid below them has to go up generating upcurrents. Despite the sedimentation force acting on the particles, these upcurrents can move the particles up, by contrast to the results of the MD simulations and the analytical model.

![FIG. 7. Order parameter from the simulations (solid line) and the analytical model (dashed line). The blue lines correspond to \( v = 0.5 \) shown in Fig. 3. The red and green lines illustrate the evolution of system with 60\% higher density. The red and blue lines are for systems with the same size while the green lines are for a system twice as large.](image)

![FIG. 8. Results from the LBM. (a) Initial configuration for one of the samples. Final configuration for (b) \( \beta = 1 \), (c) \( \beta = 0.5 \) and (d) \( \beta = 0.1 \). The fast particles are red and the slow ones blue.](image)

![FIG. 9. Velocity field (using the LBM) for the sample shown in Fig. 8(a) with \( \beta = 0.1 \) at different times: (a) \( t = 10000 \), (b) \( t = 40000 \), (c) \( t = 70000 \), (d) \( t = 120000 \) and (e) \( t = 160000 \). The fast particles are red and the slow ones blue.](image)
FIG. 10. Number of particles in a given bin as function of the height in the final deposit for fast (red squares) and slow (blue circles) averaged over 10 samples for (a) $\beta = \frac{a_f}{a_s} = 1$, (b) $\beta = 0.5$ and (c) $\beta = 0.1$. Results from the LBM.

Thus, quantitative differences due to hydrodynamics are to be expected.

In Fig. 10, we show the profile of the number of particles as a function of the height for fast and slow particles for different values of $\beta$. This corresponds to the final states, shown in Fig. 8, but now averaged over 10 independent samples. The behaviour of the profiles is qualitatively the same as those shown in Fig. 1. Segregation is observed for the system with $\beta = 0.1$, and no segregation occurs for $\beta = 1$ (equal sedimentation velocities for both species). In Fig. 11 we compare the time evolution of the order parameter $\Phi$ (Eq. (25)) from the LBM simulations with the analytical model. To obtain the sedimentation velocity using the analytical model, we simulated the sedimentation of a single particle for different forces and measured the terminal velocity. In this case, the velocity increases linearly with the applied force, as expected for the values of the Reynolds numbers considered. Thus, the ratio of the forces is equal to the ratio of the velocities: $\beta = \frac{v_f}{v_s}$. The analytical curves using this velocity are represented by the solid lines in Fig. 11. We find that the sedimentation process for this velocity is much faster without hydrodynamics. This difference is due the upwards fluid displacement when the particles are sedimenting, which reduces their velocity (and even inverts the direction of motion). Thus, the average velocity of all particles is much lower due to the retarding effects of hydrodynamics. Numerically, we observe that the average velocity of particles of one specie (fast or slow) is nearly one fifth the velocity of a single particle of the same specie sedimenting in the fluid.

We also show in Fig. 11 the analytical results using this average velocity (dashed lines). Changing the velocity changes the time scale of the sedimentation, which becomes closer to the time scale of the LBM simulations. The final value of the order parameter is different from that predicted analytically as the velocity is highly non-uniform, which is not considered in the analytical model. However, the existence of a maximum of the order parameter is captured by the analytical model.
IV. CONCLUSIONS

We investigated the dynamics of sedimentation of a simple binary mixture, and observed purely dynamical demixing.

We started by considering that the two species differ in their Stokes coefficients only, i.e., they have different sedimentation velocities. Since the species travel at different velocities, they demix dynamically as they move towards the bottom of the container in a gravitational field. We measured the degree of demixing without hydrodynamics using Brownian dynamics simulations for different ratios of the velocities and proposed a simple analytical description in the low density limit. We found that the analytical model captures the dynamics and the degree of segregation in the system even though particle-particle interactions are not taken into account. We also considered the sedimenting of particles in a hydrodynamic setting using the lattice Boltzmann method and found similar qualitative behavior, in particular, the existence of purely dynamical demixing. Quantitative differences, however, were observed resulting from the currents set up during the sedimentation which strongly affect the particles velocities, making them non-uniform.

We focused on equimolar binary mixtures but the same demixing mechanism will occur for mixtures with any other composition. In fact, the composition of the deposit is determined by the ratio of the fluxes of sedimenting of the two species and, as a result, the initial composition of the mixture will affect the composition of the final deposit. The mechanism described here could also be used to obtain fully mixed deposits, since by tuning $v$ an equimolar deposit may be formed from mixtures poor in one of the two components.

As a final note, we focused on colloidal suspensions but our conclusions can be extended to systems with larger particles, as we considered the limit of high Péclet number, where the dominant mechanism of mass transport is advection and thermal fluctuations are negligible. Finally, since in this limit the relevant mechanisms depend only on the ratio of sedimentation velocities, we expect the same behavior for particles with the same shape but different buoyant masses. The nature of the field is also irrelevant, and thus similar results are to be expected for other (constant) external fields (e.g., electromagnetic field).
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