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Abstract
In his classical argument, Rao derives the Riemannian distance corresponding to the Fisher metric using a mapping between the space of positive measures and Euclidean space. He obtains the Hellinger distance on the full space of measures and the Fisher distance on the subset of probability measures. In order to highlight the interplay between Fisher theory and quantum information theory, we extend this construction to the space of positive-definite Hermitian matrices using Riemannian submersions and quotient manifolds. The analog of the Hellinger distance turns out to be the Bures–Wasserstein (BW) distance, a distance measure appearing in optimal transport, quantum information, and optimisation theory. First we present an existing derivation of the Riemannian metric and geodesics associated with this distance. Subsequently, we present a novel derivation of the Riemannian distance and geodesics for this metric on the subset of trace-one matrices, analogous to the Fisher distance for probability measures.
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1 Introduction

In this paper we investigate the geometrical properties of the Bures–Wasserstein (BW) distance on the space of positive-definite Hermitian matrices, \( \mathbb{P}(n) \). For \( \Sigma, T \in \mathbb{P}(n) \),
this distance function is given by:

$$d_{BW}^{P(n)}(\Sigma, T) = \left[ \text{tr}(\Sigma) + \text{tr}(T) - 2 \text{tr}\left( \left( \Sigma^{1/2} T \Sigma^{1/2} \right)^{1/2} \right) \right]^{1/2}.$$  \hspace{1cm} (1)

This function appears in optimal transport as a distance measure on the space of mean-zero Gaussian densities, where it is called the Wasserstein distance. In quantum information theory, this is a distance measure between quantum states or density matrices, called the Bures distance.

The development of this subject started when Rao realised that the Fisher information defines a Riemannian metric on the space of probability measures [23]. He obtained this metric by finding an isometry between the positive orthant of the unit sphere, equipped with the Euclidean metric, and the probability simplex. Later, the study of the geometrical properties of the probability simplex was extended to the quantum realm with notable contributions of Nagaoka, Petz and Hasegawa. An overview of this field can be found in [3, 11]. The distance measure defined in (1) was introduced by Helstrom [12] and Bures [6] as a measure of similarity between quantum states. In [28], Uhlmann derives the geometrical properties of this distance measure.

In the context of optimal transport, this distance measure was derived to be the $L^2$-Wasserstein distance on the space of covariance matrices for mean zero Gaussian distributions [21]. Its geometrical properties were first studied in this context by Takatsu [25]. It is interesting to note that the obtained results are equivalent to but independent of the work of Uhlmann fifteen years prior. See Sect. 6 for more on this. The Levi–Civita connection and exponential map are computed in [16]. A further question at the end of [16] on the restriction to trace-one matrices formed the start of the research for this paper. In [5], Bhatia discusses both the quantum and the optimal transport interpretation of the distance and introduces the name Bures–Wasserstein distance. Furthermore, the approach of Takatsu is refined using facts on Riemannian submersions and quotient manifolds. The curvature and parallel transport for the BW metric are examined in [18, 27]. More recently, the geometrical structure discussed in this paper is of interest in the field of optimisation. It turns out that for this choice of geometry the exponential and logarithmic map are cheap to evaluate, which makes it particularly suitable for numerical computations [17]. In the present paper, we adapt the quotient manifold construction from Bhatia to the subspace of trace-one positive-definite Hermitian matrices, which is of particular importance in quantum information. We recover the Riemannian distance for the BW metric on this space, which is called the Bures–Wasserstein angle, and its the geodesics. This distance measure and geodesics were first derived by Uhlmann in the context of quantum information [28].

The main goal of this paper is to highlight the interplay between Fisher theory and quantum information theory. This is done by showing the parallel between the classical derivation of the Hellinger and Fisher distance due to Rao, and the derivation of the BW distance and angle. For this, we present a novel rigorous derivation of the BW angle that emphasises the geometrical aspects of the BW metric and does not utilise concepts from quantum information. This derivation is an extension of recent derivations for general positive-definite matrices, as presented in [5, 17]. We then show how our derivation can be translated into the language of quantum information.
A particular source of confusion is the use of different representations of the tangent space, as is also noted in [27]. We present clear and general definitions of the (m)- and (e)-representation used in quantum information in the language of differential geometry and show how different quantum information metrics can be denoted in each representation.

The next section of the paper discusses preliminary facts on differential geometry and matrix identities and gives general definitions for the (m)- and (e)-representation, which coincide with existing definitions from both classical and quantum information geometry. Section 3 illustrates the use of these representations in the context of classical information geometry and describes the derivation of the Hellinger and Fisher distance due to Rao. In Sect. 4 the representations of the tangent space are worked out explicitly for the SLD Fisher metric and the Bogoliubov metric used in quantum information. The main derivations of the paper can be found in Sect. 5, where the geometrical structure of the BW distance is investigated first on \( \mathbb{P}(n) \) and subsequently on the the trace-one subset, \( \mathcal{D}(n) \). The last section of the paper compares the geometrical structure obtained in the foregoing to similar results in the field. A list of symbols can be found at the end of the paper.

2 Preliminaries

2.1 Differential geometry

Let \( \mathcal{M}, \mathcal{N} \) be smooth manifolds and \( F : \mathcal{M} \to \mathcal{N} \) a smooth map. We will denote the differential of \( F \) at \( p \in \mathcal{M} \) by: \( dF_p : T_p \mathcal{M} \to T_{F(p)} \mathcal{N} \). For \( g \) a Riemannian metric on \( \mathcal{M} \), the length of a tangent vector \( v \in T_p \mathcal{M} \) is given by: \( ||v||_g = (g(v, v))^{1/2} \), and the length of a curve \( \gamma : [a, b] \to \mathcal{M} \) is given by:

\[
L(\gamma) = \int_a^b ||\gamma'(t)||_g dt
\]  

(2)

where \( \gamma'(t_0) = d\gamma_0 \left( \frac{d}{dt} \big|_{t_0} \right) \). The Riemannian distance between \( p, q \in \mathcal{M} \) is defined to be:

\[
d_{\mathcal{M}}(p, q) = \inf\{ L(\gamma) \mid \gamma : [0, 1] \to \mathcal{M}, \gamma(0) = p, \gamma(1) = q \}.
\]  

(3)

See chapter 2 of [15] for details.

**Definition 1** Let \( V \) be a real or complex vector space. An affine subspace of \( V \) is a subset \( A \subset V \) together with a vector subspace \( \widetilde{V} \subset V \) such that:

- \( \forall a, b \in A, \exists v \in \widetilde{V} \text{ such that } a + v = b \)
- \( \forall v \in \widetilde{V} \text{ and } a \in A \text{ we have: } a + v \in A \)

Now let \( \mathcal{M} \) be an open convex subset of an affine subspace \( A \) of \( V \) with associated vector space \( \widetilde{V} \) and \( p \in \mathcal{M} \) fixed. We have that the following map is a vector space
isomorphism [14]:

\[
\begin{align*}
\text{id}_1 & : \bar{V} \rightarrow T_p\mathcal{M} \\
\bar{v} & \mapsto v \\
\text{id}_1(\bar{v})(f) := \left. \frac{d}{dt} \right|_{t=0} f(p + t\bar{v})
\end{align*}
\]

where \( f \) is any smooth function on \( \mathcal{M} \). We can therefore identify every tangent vector in \( T_p\mathcal{M} \) with an element of \( \bar{V} \) through \( \text{id}_1 \). Given a basis \((e_1, \ldots, e_m)\) for \( V \), we define the Euclidean inner product on \( V \) to be such that \( \langle e_i, e_j \rangle_{\text{Eucl}} = \delta_{ij} \). The Euclidean metric \( \bar{g} \) on \( \mathcal{M} \) is defined such that for \( \bar{v}, \bar{w} \in \bar{V} \), we have \( \bar{g}_p(\text{id}_1(\bar{v}), \text{id}_1(\bar{w})) = \text{Re} \left( \langle \bar{v}, \bar{w} \rangle_{\text{Eucl}} \right) \). The Riemannian distance associated with \( \bar{g} \) is denoted \( \bar{d} \).

### 2.2 Representations of the tangent space

Let \( \mathbb{K} \) be either \( \mathbb{R} \) or \( \mathbb{C} \) and \(( e_1, \ldots, e_m)\) a fixed basis for \( V \). This basis induces a coordinate map \( k : V \rightarrow \mathbb{K}^m \) such that for \( k(v) = x \) we have \( v = \sum_i x_i e_i \). We define the \((m)\)-representation of an element in \( T_p\mathcal{M} \) to be the coordinate representation of its \( \text{id}_1 \)-associated element in \( \bar{V} \). Or in symbols,

\[
(m) : T_p\mathcal{M} \xrightarrow{\text{id}_1} \bar{V} \xrightarrow{k} \mathbb{K}^m.
\]

Using the Riesz representation theorem we let \( \text{id}_2 \) be the identification between \( T_p\mathcal{M} \) with its dual \( T^*_p\mathcal{M} \) through the Euclidean metric such that: \( v \leftrightarrow v'(\cdot) = \bar{g}_p(v, \cdot) \). We define the \((m^*)\)-representation of an element of \( T^*_p\mathcal{M} \) to be the \((m)\)-representation of its \( \text{id}_2 \)-associated element in \( T_p\mathcal{M} \). In symbols,

\[
(m^*) : T^*_p\mathcal{M} \xrightarrow{\text{id}_2} T_p\mathcal{M} \xrightarrow{(m)} \mathbb{K}^m.
\]

A general Riemannian metric \( g \) on \( \mathcal{M} \) gives a final identification, \( \text{id}_3(g) \), between \( T_p\mathcal{M} \) and \( T^*_p\mathcal{M} \): \( v \leftrightarrow v'(\cdot) = g_p(v, \cdot) \). Given a metric \( g \), we define the \((e)\)-representation of an element of \( T_p\mathcal{M} \) as the \((m^*)\)-representation of its \( \text{id}_3(g) \)-associated element in \( T^*_p\mathcal{M} \). In symbols,

\[
(e) : T_p\mathcal{M} \xrightarrow{\text{id}_3(g)} T^*_p\mathcal{M} \xrightarrow{(m^*)} \mathbb{K}^m.
\]

Note that the definition of the \((m)\)- and \((e)\)-representation implies:

\[
g_p(v, w) = \text{Re} \left( \langle v(e), w(m) \rangle \right),
\]

with on the right the standard inner product on \( \mathbb{K}^m \).

\[\hat{\odot}\] Springer
Remark 1 The definitions above are inspired by Chapter 2 of [2]. We will see in Sects. 3 and 4 that they correspond to the standard definitions in classical and quantum information theory given in e.g. [1, 11].

2.3 Matrix identities

Let $\text{GL}(n)$ be the space of invertible complex matrices and $\text{U}(n)$ the unitary matrices. Every $M \in \text{GL}(n)$ can be written as $M = U \Sigma$ where $\Sigma = (M^* M)^{1/2} \in \mathbb{P}(n)$ and $U = M \Sigma^{-1} \in \text{U}(n)$. This is called the polar decomposition of $M$ and $U$ is called the unitary polar factor. In the following result, related to Uhlmann’s theorem and the Procrustes problem, the unitary polar factor shows up in a maximisation problem.

Theorem 1 Let $\Sigma, T \in \mathbb{P}(n)$ and consider the following maximisation problem:

$$
\sup_{V \in \text{U}(n)} \text{Re} \; \text{tr} \left( \Sigma VT \right).
$$

Then the supremum is attained for $V = U^*$, with $U$ the unitary polar factor of $T \Sigma$.

Proof See the proof of Theorem 1 in [5], or Theorem 9.2 in [3]. \qed

Definition 2 The solution for $X$ to the Lyapunov equation: $\Sigma X + X \Sigma = H$ with $\Sigma \in \mathbb{P}(n)$, $H \in \mathbb{H}(n)$ will be denoted $\mathcal{L}_\Sigma(H)$. It turns out that this solution exists and is unique [4].

3 Classical information geometry

In this section we will study $\mathcal{M}_+(\Omega)$ and $\mathcal{P}_+(\Omega)$, the space of strictly positive (resp. probability) measures on $\Omega = \{\omega_1, \ldots, \omega_n\}$. These spaces are open convex subsets of affine subspaces of the vector space of signed measures $\mathcal{S}(\Omega)$ and therefore we can use the definitions from the previous section. The canonical basis of $\mathcal{S}(\Omega)$ is given by the set of Dirac delta measures $(\delta_1, \ldots, \delta_n)$ such that $\delta_i(\omega_j) = \delta_{ij}$. This basis gives us the $(m)$-representation as described in the preliminaries. Now we let the metric on $\mathcal{M}_+(\Omega)$ and $\mathcal{P}_+(\Omega)$ be the Fisher information metric, given by:

$$
g^F_\mu(a, b) = \sum_{i=1}^{n} \frac{a_i^{(m)} b_i^{(m)}}{\mu(\omega_i)}, \tag{12}
$$

with $a, b$ in the tangent space of $\mathcal{M}_+(\Omega)$ respectively $\mathcal{P}_+(\Omega)$ at $\mu$. The $(e)$-representation is given by:

$$
a_i^{(e)} = \frac{a_i^{(m)}}{\mu(\omega_i)}. \tag{13}
$$

Another way of obtaining the $(e)$-representation for this case is by applying the $(m)$-representation to the pushforward of $a$ under the logarithm map. If $\log : \mathcal{M}_+(\Omega) \ni \mu \mapsto \log \mu \in \mathcal{S}(\Omega)$, then the $(e)$-representation is given by:

$$
a_i^{(e)} = \frac{\frac{d}{d\mu} \log \mu}{\mu(\omega_i)}. \tag{14}
$$
\[ \mu \mapsto \log(\mu) \in S(\Omega) \text{ such that } \log(\mu)(\omega) = \log(\mu(\omega)) \quad \forall \omega \in \Omega, \text{ then:} \]

\[ a^{(e)} = (d \log_\mu(a))^{(m)}. \quad (14) \]

We will see however that this expression of the \((e)\)-representation is not general enough for the quantum case.

### 3.1 Hellinger distance, Fisher metric and Fisher distance

In this section we derive the Riemannian metric corresponding to the Hellinger distance on \(\mathcal{M}_+^{\infty}(\Omega)\). Then we find the Riemannian distance corresponding to the restriction of this metric to \(\mathcal{P}_+^{\infty}(\Omega)\). These will turn out to be the Fisher metric and Fisher distance respectively. This derivation was first due to Rao [23] and can be seen as a special case of the derivation in Sect. 5.

The Hellinger distance is given by:

\[ d^H(\mu, \nu) = \sqrt{\sum_{i=1}^{n} \left( \frac{\mu(\{\omega_i\})^{1/2} - \nu(\{\omega_i\})^{1/2}}{2} \right)^2}. \quad (15) \]

It can be obtained as the pushforward of the Euclidean distance, \(\bar{d}\), under the square map:

\[ (\mathcal{M}_+^{\infty}(\Omega), \bar{d}) \ni \mu \mapsto \mu^2 \in (\mathcal{M}_+^{\infty}(\Omega), d^H), \quad (16) \]

where \(\mu^2(\omega) := \mu(\omega)^2 \quad \forall \omega \in \Omega\). Extending the geometrical structure on the left from a distance function to the corresponding Riemannian Euclidean metric \(\bar{g}\), we have the following isometry\(^1\):

\[ (\mathcal{M}_+^{\infty}(\Omega), \bar{g}) \ni \mu \mapsto \mu^2 \in \big(\mathcal{M}_+^{\infty}(\Omega), g^F\big). \quad (17) \]

From (16) and (17) it follows that the Hellinger distance is the geodesic distance for the Fisher metric in \(\mathcal{M}_+^{\infty}(\Omega)\).

We now aim to find the Riemannian distance for the Fisher metric restricted to \(\mathcal{P}_+^{\infty}(\Omega)\). It turns out that for this subset, the geodesic distance is no longer the Hellinger distance. In order to find the right geodesic distance, we can use the fact that the following restriction of (17) remains an isometry:

\[ \big(\mathbb{S}_{\mathcal{M}_+^{\infty}(\Omega)}, \bar{g}\big) \ni \mu \mapsto \mu^2 \in \big(\mathcal{P}_+^{\infty}(\Omega), g^F\big). \quad (18) \]

where \(\mathbb{S}_{\mathcal{M}_+^{\infty}(\Omega)} := \{\mu \in \mathcal{M}_+^{\infty}(\Omega) : \sum_i \mu(\{\omega_i\})^2 = 1\}\), the unit sphere in \((\mathcal{M}_+^{\infty}(\Omega), \bar{g})\) (see Fig. 1). We know that on this space, the geodesics are given by great circles and therefore we can also compute the Riemannian distance. Using the fact that this

\(^1\) The isometries in this section are defined up to a constant factor.
Fig. 1 A mapping ($\pi$) from the sphere ($\mathcal{S}_{\mathcal{M}_+}(\Omega)$) to the simplex ($\mathcal{P}_+(\Omega)$) and an illustration of the relation between the Hellinger ($d^H$) and Fisher ($d^F$) distance.

distance is carried over by the isometry, we obtain the Riemannian distance for the space of probability measures with the Fisher metric, called the Fisher distance. This is given by:

$$d^F(p, q) = \arccos \left( \sum_{i=1}^{n} \frac{p(\omega_i)q(\omega_i)}{p(\omega_i)^{1/2}q(\omega_i)^{1/2}} \right).$$  (19)

4 Quantum information geometry

Let $\mathbb{H}(n)$ be the set of Hermitian matrices and $\mathcal{D}(n)$ be the subset of positive-definite Hermitian matrices with trace one. Within the context of Sect. 2, we have $\mathcal{M} = \mathcal{D}(n)$, $V = \mathbb{C}^{n \times n}$ and $\bar{V} = \{ H \in \mathbb{H}(n) : \text{tr}(H) = 0 \}$. The basis vectors for $\mathbb{C}^{n \times n}$ are simply given by $(A_{11}, A_{12}, \ldots, A_{nn})$, where the $ij$-th entry of $A_{ij}$ is one and the rest zero. From this, we get the $(m)$-representation for $T_p \mathcal{D}(n)$. For the submanifold of diagonal matrices (probability measures) Chentsov showed that the Fisher metric is the unique metric satisfying certain (statistically) natural conditions on the metric [20]. Petz proved that for $\mathcal{D}(n)$, this uniqueness no longer exists [22]. One of the suggested generalisations is the symmetrised logarithmic derivative (SLD) Fisher metric, see e.g. [1, 11]. For $H, K \in T_p \mathcal{D}(n)$ this Hermitian metric is given explicitly by:

$$g^{SLD}_\rho(H, K) = 2 \text{tr} \left( \mathcal{L}_\rho \left( H^{(m)} \right) K^{(m)} \right).$$  (20)

We will derive in Sect. 5 that the Riemannian metric corresponding to the BW distance on $\mathcal{P}(n)$ is given by:

$$g^{BW}_\Sigma(H, K) = \frac{1}{2} \text{Re tr} \left( \mathcal{L}_\Sigma \left( H^{(m)} \right) K^{(m)} \right).$$  (21)
Furthermore we will prove that the Riemannian distance on \( \mathcal{D}(n) \) for this metric is given by:

\[
d^{BW}_{\mathcal{D}(n)}(\rho_1, \rho_2) = \arccos \left( \Re \text{tr} \left( \left( \rho_2^{1/2} \rho_1^{1/2} \right)^{1/2} \right) \right).
\] (22)

Because the real parts of \( g^{SLD} \) and \( g^{BW} \) are equal on \( \mathcal{D}(n) \), we can conclude that \( d^{BW}_{\mathcal{D}(n)} \) is the distance function for \( g^{SLD} \) (up to a constant factor).

**(e)-representations in quantum information geometry**

The SLD Fisher metric for \( H, K \in T_{\rho} \mathcal{D}(n) \) is given up to a constant by:

\[
g^{SLD}_{\rho}(H, K) = \text{tr} \left( \mathcal{L}_{\rho} \left( H^{(m)} \right) K^{(m)} \right).
\] (23)

From the preliminaries it follows that for this choice of metric we have the following relation between the \((m)\)- and \((e)\)-representation:

\[
H^{(e)} = \mathcal{L}_{\rho} \left( H^{(m)} \right),
\] (24)

\[
H^{(m)} = H^{(e)} \rho + \rho H^{(e)}.
\] (25)

Expressing the SLD Fisher metric in terms of the \((e)\)-representation therefore gives the potentially more familiar expression:

\[
g^{SLD}_{\rho}(H, K) = \text{tr} \left( H^{(e)} \left( K^{(e)} \rho + \rho K^{(e)} \right) \right).
\] (26)

Another common metric is the Bogoliubov metric. In the \((m)\)-representation this is given by:

\[
g^{Bo}_{\rho}(H, K) = \text{tr} \left( (d \log_{\rho}(H))^{(m)} K^{(m)} \right),
\] (27)

where log is the inverse of the matrix exponential \( \exp(\Sigma) = \sum_{k=0}^{\infty} \frac{1}{k} \Sigma^k \). The relation between the \((m)\)- and \((e)\)-representation is given by:

\[
H^{(e)} = (d \log_{\rho}(H))^{(m)},
\] (28)

\[
H^{(m)} = \int_0^1 \rho^\lambda H^{(e)} \rho^{1-\lambda} d\lambda.
\] (29)

The Bogoliubov metric in \((e)\)-representation is therefore given by:

\[
g^{Bo}_{\rho}(H, K) = \text{tr} \left( H^{(e)} \int_0^1 \rho^\lambda K^{(e)} \rho^{1-\lambda} d\lambda \right).
\] (30)
Remark 2 In the rest of the paper we will exclusively and implicitly use the \((m)\)-representation for the elements of the tangent bundle of \(\mathbb{P}(n)\) and \(\mathcal{D}(n)\).

5 Bures–Wasserstein Geometry

In this section, we explore the geometry induced by the Bures–Wasserstein distance. We start by recovering the metric and geodesics corresponding to the BW distance on \(\mathbb{P}(n)\). For this, we follow the exposition in [5] and provide extra justification for some of the results.\(^2\) Subsequently, we restrict the obtained metric to \(\mathcal{D}(n)\) and derive the corresponding distance function and geodesics. The flow of the argument is analogous to Sect. 3.1, where we start from the Hellinger distance on \(\mathcal{M}_+(\Omega)\), derive the Fisher metric, and subsequently find the Riemannian distance and geodesics for this metric restricted to the submanifold \(\mathcal{P}_+(\Omega)\). We start by discussing some general results from Riemannian geometry.

Let \((\mathcal{M}, g)\) and \((\mathcal{N}, h)\) be Riemannian manifolds and \(\pi : (\mathcal{M}, g) \to (\mathcal{N}, h)\) a smooth submersion. We can make the following orthogonal decomposition of the tangent space at \(p \in \mathcal{M}\):

\[
T_p \mathcal{M} = \mathcal{V}(\pi, p) \oplus \mathcal{H}(\pi, p, g),
\]

where \(\mathcal{V}(\pi, p)\) is the kernel of \(d\pi_p\) and \(\mathcal{H}(\pi, p, g)\) is its orthogonal complement with respect to the metric at \(p\). We will refer to these subspaces and their elements as \textit{vertical} and \textit{horizontal} respectively. A curve \(\gamma\) in \(\mathcal{M}\) is said to be horizontal if \(\gamma'\) is horizontal for all \(t\). We say that a submersion \(\pi\) is \textit{Riemannian} if for all \(p \in \mathcal{M}\) and \(v, w \in \mathcal{H}(\pi, p, g)\) the following holds:

\[
g_p(v, w) = h_{\pi(p)}(d\pi_p v, d\pi_p w).
\]

That is, the map \(d\pi_p|_{\mathcal{H}(\pi, p, g)}\) is an isometric isomorphism.

Theorem 2 Let \(\pi : (\mathcal{M}, g) \to (\mathcal{N}, h)\) be a Riemannian submersion. For every horizontal curve \(\gamma\) in \(\mathcal{M}\) we have:

\[- L(\gamma) = L(\pi \circ \gamma).\]

For every geodesic \(\gamma\) in \(\mathcal{M}\) such that \(\gamma'(0)\) is horizontal we have:

\[- \gamma'(t)\) horizontal for all \(t\),

\[- \pi \circ \gamma\) is a geodesic in \(\mathcal{N}\).

Proof Lemma 26.11 in [19] and Proposition 2.109 in [8]. \(\square\)

Theorem 3 Suppose \((\mathcal{M}, g)\) is a Riemannian manifold and \(G\) a compact Lie group of isometries of \((\mathcal{M}, g)\) acting freely and smoothly on \(\mathcal{M}\). Then the orbit space

\(^2\) This derivation is presented here because it lays the foundation for the results derived in the second part of the section and it allows for a better comparison with the classical argument of Rao.
\( \mathcal{N} = \mathcal{M}/G \) has a unique smooth manifold structure and there exists a unique Riemannian metric \( h \) such that the quotient map \( \pi : (\mathcal{M}, g) \to (\mathcal{N}, h) \) is a Riemannian submersion. Furthermore the Riemannian distance \( d_\mathcal{N} \) is given by quotient distance\(^3\):

\[
d'_\mathcal{N}(p, q) := \inf_{\tilde{p} \in \pi^{-1}(p)} d_\mathcal{M}(\tilde{p}, \tilde{q}). \tag{33}
\]

**Proof** The first part of the theorem is a standard result and can be found in e.g. Corollary 2.29 of [15]. We show the second part explicitly. Recall from equation (3) in the preliminaries that the Riemannian distance function on \( \mathcal{N} \) is given by:

\[
d_\mathcal{N}(p, q) = \inf \{ L(\gamma) \mid \gamma : [0, 1] \to \mathcal{N}, \gamma(0) = p, \gamma(1) = q \}. \tag{34}
\]

From [19] we know that for the type of Riemannian submersion described in the theorem, we can find for every curve \( \gamma \) on the RHS, a horizontal curve \( \tilde{\gamma} \) in \( \mathcal{M} \) such that \( \pi \circ \tilde{\gamma} = \gamma \). So in particular we have \( \tilde{\gamma}(0) \in \pi^{-1}(p) \) and \( \tilde{\gamma}(1) \in \pi^{-1}(p) \). From Theorem 2 it follows that \( L(\tilde{\gamma}) = L(\gamma) \). Therefore we have \( d_\mathcal{N}(p, q) \geq d'_\mathcal{N}(p, q) \).

For the reverse inequality, we note that for every curve \( \tilde{\gamma} \) in \( \mathcal{M} \) we have:

\[
L(\tilde{\gamma}) = \int_0^1 ||\tilde{\gamma}'(t)||_g \, dt \geq \int_0^1 ||d\pi_{\tilde{\gamma}}(\tilde{\gamma}'(t))||_h \, dt \tag{35}
\]

\[
= \int_0^1 ||(\pi \circ \tilde{\gamma})'(t)||_h \, dt \tag{36}
\]

\[
= L(\pi \circ \tilde{\gamma}), \tag{37}
\]

where in the second line we use that \( \pi \) is a Riemannian submersion. From this it follows immediately that \( d_\mathcal{N}(p, q) \leq d'_\mathcal{N}(p, q) \). \( \square \)

### 5.1 Geometry on the space \( \mathbb{P}(n) \)

**Riemannian metric and distance function**

In this section we will prove the following theorem.

**Theorem 4** The Bures–Wasserstein distance on \( \mathbb{P}(n) \) given in (1) is a Riemannian distance. The corresponding metric is given by:

\[
g^\text{BW}/\Sigma_1(H, K) = \text{Re \, tr}(\mathcal{L}_\Sigma(H) \Sigma \mathcal{L}_\Sigma(K)) = \frac{1}{2} \text{Re \, tr}(\mathcal{L}_\Sigma(H) K), \tag{39}
\]

with \( H, K \in T_\Sigma \mathbb{P}(n) \cong \mathbb{H}(n) \).

\(^3\) The distance of a quotient metric space is formally defined as: \( \inf \{d(p_1, q_1) + \cdots + d(p_n, q_n)\} \) with the infimum over all finite sequences \((p_1, \ldots, p_n), (q_1, \ldots, q_n)\) such that \( p_1 \in \pi^{-1}(p), q_n \in \pi^{-1}(q) \). Proposition 4.1 in [13] shows that in our setting this distance reduces to (33).
In order to prove Theorem 4 we need some preliminary results. The final proof can be found after the proof of Proposition 3.

From Theorem 3 we know that there exists a metric \( \tilde{h} \) such that the quotient map \((\text{GL}(n), \tilde{g}) \to (\text{GL}(n)/U(n), \tilde{h})\) is a Riemannian submersion. We make the following identification: \( \text{GL}(n)/U(n) \ni M \cdot U(n) \leftrightarrow MM^* \in \mathbb{P}(n) \). This gives us the following map:

\[
\pi : (\text{GL}(n), \tilde{g}) \to (\mathbb{P}(n), h)
\]

\[
M \mapsto MM^*.
\]

We will derive the preliminary results in the following order. First, we find the horizontal and vertical subspaces for \( \pi \) (Proposition 1), which we use to show that \( h \) is given by (39) (Proposition 2). Next, we show that the BW distance on \( \mathbb{P}(n) \) is equal to the quotient distance given in (33) for \( \pi \) (Proposition 3). Then we can use Theorem 3 to conclude that the BW distance is actually the Riemannian distance for \( g_{BW} \).

**Proposition 1** Let \( \mathbb{H}(n) \) and \( \mathbb{H}^\perp(n) \) be the set of Hermitian and skew-Hermitian matrices, respectively. The vertical and horizontal space of \( \pi \) at \( M \in (\text{GL}(n), \tilde{g}) \) are given by:

\[
\mathcal{V}(\pi, M) = \{ K \left( M^{-1} \right)^* : K \in \mathbb{H}^\perp(n) \}
\]

\[
\mathcal{H}(\pi, M, \tilde{g}) = \{ HM : H \in \mathbb{H}(n) \}.
\]

**Proof** We have:

\[
d\pi_M(A) = AM^* + MA^*.
\]

Therefore \( d\pi_M(A) = 0 \iff A \in \mathcal{V}(\pi, M) \). Furthermore, we have that \( \tilde{g}_M \left( K \left( M^{-1} \right)^*, A \right) = \text{Re tr} \left( K \left( M^{-1} \right)^* A^* \right) = 0 \forall K \in \mathbb{H}^\perp(n) \iff A \in \mathcal{H}(\pi, M, \tilde{g}). \)

**Proposition 2** The metric \( h \) on \( \mathbb{P}(n) \) is given by (39).

**Proof** Because \( \pi \) is a Riemannian submersion, we know from (32) that for \( A, B \in \mathcal{H}(\pi, M, \tilde{g}) \), \( h \) needs to satisfy:

\[
\tilde{g}_M(A, B) = h_{MM^*}(d\pi_M A, d\pi_M B).
\]

Working this out gives:

\[
\text{Re tr}(AB^*) = h_{MM^*}(MA^* + AM^*, MB^* + BM^*).
\]

Now we plug in \( A = \tilde{H} M, B = \tilde{K} M \) for \( \tilde{H}, \tilde{K} \in \mathbb{H}(n) \). Then (46) becomes:

\[
\text{Re tr}(\tilde{H} MM^* \tilde{K}) = h_{MM^*}(MM^* \tilde{H} + \tilde{H} MM^*, MM^* \tilde{K} + \tilde{K} MM^*).
\]
If we set $M = \Sigma^{1/2}$ and $\tilde{H} = \mathcal{L}_\Sigma(H), \tilde{K} = \mathcal{L}_\Sigma(K)$, we get for general $\Sigma \in \mathbb{P}(n)$ and $H, K \in \mathbb{H}(n)$:

$$h_\Sigma(H, K) = \text{Re tr}(\mathcal{L}_\Sigma(H)\Sigma \mathcal{L}_\Sigma(K)). \quad (48)$$

Using the properties of the trace we have:

$$\text{Re tr}(\mathcal{L}_\Sigma(H)\Sigma \mathcal{L}_\Sigma(K)) = \text{Re tr}(\mathcal{L}_\Sigma(K)\Sigma \mathcal{L}_\Sigma(H)) = \text{Re tr}(\mathcal{L}_\Sigma(H)\mathcal{L}_\Sigma(K)\Sigma) \quad (49)$$

Adding the first and last expression gives:

$$2h_\Sigma(H, K) = \text{tr}\left[\mathcal{L}_\Sigma(H)\left(\Sigma \mathcal{L}_\Sigma(K) + \mathcal{L}_\Sigma(K)\Sigma\right)\right] = \text{Re tr}(\mathcal{L}_\Sigma(H)K). \quad (50)$$

Dividing both sides by two gives the final result. \hfill \Box

In order to show that the BW distance on $\mathbb{P}(n)$ is equal to the quotient distance of $\pi$, we first have to investigate the distance on $(\text{GL}(n, \mathbb{C})$, $\tilde{g})$. We know that on $(\mathbb{C}^{n \times n}, \tilde{g})$ the distance is given by: $d_{\mathbb{C}^{n \times n}}(A, B) = ||A - B||_2 = \left[\text{tr}((A - B)(A - B)^*)\right]^{1/2}$. Because $\text{GL}(n) \subset \mathbb{C}^{n \times n}$ we have $d_{\text{GL}(n)} \geq d_{\mathbb{C}^{n \times n}}$. However we can show, using the following lemmata, that for some choices of $A$ and $B$ the curve $\gamma(t) = (1 - t)A + tB$ stays in $\text{GL}(n)$ and thus the two distances are equal.

**Lemma 1** For $\Sigma, T \in \mathbb{P}(n)$ and $U = T\Sigma(T^2\Sigma)^{-1/2}$, the unitary polar factor of $T\Sigma$, we have that $TU\Sigma^{-1} \in \mathbb{P}(n)$.

**Proof** Substituting $U$ gives:

$$TU\Sigma^{-1} = T^2\Sigma(T^2\Sigma)^{-1/2}\Sigma^{-1} = \Sigma^{-1}T^2\Sigma(T^2\Sigma)^{-1/2}\Sigma^{-1} = \Sigma^{-1}(T^2\Sigma)^{1/2}\Sigma^{-1}. \quad (52)$$

It is easy to see that this is Hermitian. Positive definiteness follows from the fact that $(T\Sigma^2T)^{-1/2}$ is positive-definite. \hfill \Box

**Lemma 2** Let $\Sigma, T \in \mathbb{P}(n)$ and $U, V$ such that $UV^* = T\Sigma(T^2\Sigma)^{-1/2}$, the unitary polar factor of $T\Sigma$. Then, $\gamma(t) = (1 - t)\Sigma V + tTU$ is in $\text{GL}(n)$ for $t \in [0, 1]$.

**Proof** We can write:

$$\gamma(t) = \left((1 - t)I + tTV^*\Sigma^{-1}\right)\Sigma V. \quad (54)$$

By the previous lemma know that $TUV^*\Sigma^{-1}$ is positive-definite. Therefore we have that $((1 - t)I + tTV^*\Sigma^{-1})$ is positive-definite for $t \in [0, 1]$ and thus in $\text{GL}(n)$. Since $\text{GL}(n)$ is closed under multiplication we have that $\gamma(t) \in \text{GL}(n)$. \hfill \Box
Now we are in position to study the quotient distance (33) for \( \pi \). We have that \( (\mathcal{M}, g) = (\text{GL}(n), \tilde{g}) \) and \( \mathcal{N} = \mathbb{P}(n) \). Plugging this in gives the following distance function:

\[
d'_P(n)(\Sigma_1, \Sigma_2) = \inf \{ d_{\text{GL}(n)}(M_1, M_2) : M_i \in \pi^{-1}(\Sigma_i) \} = \inf_{U, V \in U(n)} d_{\text{GL}(n)}(\Sigma_1^{1/2} V, \Sigma_2^{1/2} U). \tag{55}
\]

**Proposition 3** The BW distance on \( \mathbb{P}(n) \) is equal to the quotient distance \( d'_P(n) \). That is,

\[
\left[ \text{tr}(\Sigma_1) + \text{tr}(\Sigma_2) - 2 \text{tr} \left( \left( \Sigma_1^{1/2} \Sigma_2^{1/2} \right)^{1/2} \right) \right]^{1/2} = \inf_{U, V \in U(n)} d_{\text{GL}(n)}(\Sigma_1^{1/2} V, \Sigma_2^{1/2} U). \tag{56}
\]

Moreover, the infimum on the right is attained when \( UV^* \) is the unitary polar factor of \( \Sigma_2^{1/2} \Sigma_1^{1/2} \), given by \( \Sigma_2^{1/2} \Sigma_1^{1/2} \left( \Sigma_1^{1/2} \Sigma_2^{1/2} \right)^{-1/2} \).

**Proof** From the discussion above we know:

\[
d'^2_P(n)(\Sigma_1, \Sigma_2) = \inf_{U, V \in U(n)} \tilde{d}_{\text{GL}(n)}^2(\Sigma_1^{1/2} V, \Sigma_2^{1/2} U) \tag{58}
\]

\[
\geq \inf_{U, V \in U(n)} d_{\mathbb{C}^{n \times n}}^2(\Sigma_1^{1/2} V, \Sigma_2^{1/2} U) \tag{59}
\]

\[
= \inf_{U, V \in U(n)} \| \Sigma_1^{1/2} V - \Sigma_2^{1/2} U \|_2^2. \tag{60}
\]

\[
= \inf_{U, V \in U(n)} \text{tr} \left( \left( \Sigma_1^{1/2} V - \Sigma_2^{1/2} U \right) \left( \Sigma_1^{1/2} V - \Sigma_2^{1/2} U \right)^* \right) \tag{61}
\]

\[
= \text{tr}(\Sigma_1) + \text{tr}(\Sigma_2) - 2 \sup_{U, V \in U(n)} \text{Re} \text{ tr} \left( \Sigma_1^{1/2} V U^* \Sigma_2^{1/2} \right). \tag{62}
\]

We saw in Theorem 1 of the preliminaries that the supremum on the right is obtained for \( UV^* \) as in the proposition. Moreover, by Lemma 2 we have that for this choice \( (1 - t) \Sigma_1^{1/2} V + t \Sigma_2^{1/2} U \) stays in \( \text{GL}(n) \) and thus we have \( \tilde{d}_{\text{GL}(n)}(\Sigma_1^{1/2} V, \Sigma_2^{1/2} U) = d_{\mathbb{C}^{n \times n}}(\Sigma_1^{1/2} V, \Sigma_2^{1/2} U) \). Therefore we get equality in (59) and conclude:

\[
d'_P(n)(\Sigma_1, \Sigma_2) = \left[ \text{tr}(\Sigma_1) + \text{tr}(\Sigma_2) - 2 \text{tr} \left( \left( \Sigma_1^{1/2} \Sigma_2^{1/2} \right)^{1/2} \right) \right]^{1/2} \tag{63}
\]

\[
= d_{\mathbb{P}(n)}^{BW}(\Sigma_1, \Sigma_2). \tag{64}
\]

**Proof** (of Theorem 4) By Theorem 3 we know that there exists a unique metric \( h \) such that \( \pi \) as defined in equation (40) is a Riemannian submersion. In Proposition 2 we
saw that this metric is given by $g^{BW}$, as defined in (39) in the statement of the theorem. From Theorem 3 we know that the Riemannian distance for this metric is given by the quotient distance for $\pi$, (55). In Proposition 3 we saw that this distance is equal to the BW-distance on $\mathbb{P}(n)$. This is what we set out to proof. □

Geodesics

In order to find a geodesic between $\Sigma_1$ and $\Sigma_2$ in $\mathbb{P}(n)$, according to Theorem 2, we need to find a geodesic $\gamma$ in $GL(n)$ between points in $\pi^{-1}(\Sigma_1)$ and $\pi^{-1}(\Sigma_2)$ such that $\gamma'(0)$ is horizontal.

**Theorem 5** A geodesic between $\Sigma_1$ and $\Sigma_2$ in $\left(\mathbb{P}(n), g^{BW}\right)$ is given by $\pi \circ \gamma$, where

$$\gamma(t) = (1 - t)\Sigma_1^{1/2}V + t\Sigma_2^{1/2}U$$

and $UV^*$ is again the unitary polar factor of $\Sigma_2^{1/2}\Sigma_1^{1/2}$.

**Proof** It is clear that $\gamma$ is a geodesic in $\left(\mathbb{C}^{n\times n}, \bar{g}\right)$. We saw in Lemma 2 that $\gamma$ stays in $GL(n)$. It remains to show $\gamma'(0) \in \mathcal{H}(\pi, \Sigma_1^{1/2}, \bar{g})$. We have:

$$\gamma'(0) = \Sigma_2^{1/2}U - \Sigma_1^{1/2}V$$

$$= \left(\Sigma_2^{1/2}UV^*\Sigma_1^{-1/2} - I\right)\Sigma_1^{1/2}V.$$  

By Lemma 1 we have that $\Sigma_2^{1/2}UV^*\Sigma_1^{-1/2}$ is Hermitian and thus the same holds for $\Sigma_2^{1/2}UV^*\Sigma_1^{-1/2} - I$. Using Proposition 1 we conclude $\gamma'(0)$ is horizontal. The statement of the theorem now follows from Theorem 2. □

5.2 Geometry on the space $\mathcal{D}(n)$

**Inner product and distance function**

Let us denote the unit sphere in $\left(\mathbb{C}^{n\times n}, \bar{g}\right)$ by:

$$S_{\mathbb{C}^{n\times n}} := \{A \in \mathbb{C}^{n\times n} : \text{tr}(AA^*) = 1\}$$  

and $S_{GL(n)} := S_{\mathbb{C}^{n\times n}} \cap GL(n)$, its restriction to $GL(n)$. Note that:

$$\pi^{-1}(\mathcal{D}(n)) = S_{GL(n)}.$$  

We now apply Theorem 3 to this submanifold of $GL(n)$. We choose the metric $g$ to be the restriction of $\bar{g}$ to $S_{GL(n)}$ and the Lie group $G$ again $U(n)$. Since both the metric and the quotient map are just restrictions of the ones in Theorem 4, the resulting metric on $S_{GL(n)}/U(n) \cong \mathcal{D}(n)$ will also be the restriction of $g^{BW}$. From Theorem 3 we therefore know that the Riemannian distance function on $\mathcal{D}(n)$ corresponding
to this restricted metric is given by the quotient distance defined in (33). Just as in the classical case (Sect. 3) where the Fisher distance on $\mathcal{P}_+ (\Omega)$ is different from the Hellinger distance, it will turn out that the Riemannian distance on $\mathcal{D}(n)$ is different from the BW distance on $\mathbb{P}(n)$. In order to compute the distance on $\mathcal{D}(n)$, we first investigate the geometry on $\mathbb{S}_{\text{GL}(n)}$.

Geodesics on a Euclidean sphere are obtained by intersecting the sphere with (hyper)planes through the origin. If $M$ and $N$ are two non-antipodal points on $\mathbb{S}_{\mathbb{C}^n \times \mathbb{C}^n}$ we can obtain the unnormalised geodesic by projecting the geodesic in $\mathbb{C}^n \times \mathbb{C}^n$ onto $\mathbb{S}_{\mathbb{C}^n \times \mathbb{C}^n}$. More specifically, if $\gamma(t) = (1 - t)M + tN$ is the geodesic in $\mathbb{C}^n \times \mathbb{C}^n$, then

$$\tilde{\gamma}(t) = \frac{\gamma(t)}{||\gamma(t)||_2}$$

(70)

is the unnormalised geodesic in $\mathbb{S}_{\mathbb{C}^n \times \mathbb{C}^n}$. Moreover, we have that $\gamma(t) \in \text{GL}(n) \implies \tilde{\gamma}(t) \in \text{GL}(n)$ since they are scalar multiples of each other. The Euclidean distance on $\mathbb{S}_{\mathbb{C}^n \times \mathbb{C}^n}$ is given by:

$$\tilde{d}_{\mathbb{S}_{\mathbb{C}^n \times \mathbb{C}^n}}(M, N) = \arccos(\text{Re tr}(M N^*))$$

(71)

Just as before, we have that in general $\tilde{d}_{\mathbb{S}_{\mathbb{C}^n \times \mathbb{C}^n}} \leq \tilde{d}_{\mathbb{S}_{\text{GL}(n)}}$, but when $\tilde{\gamma}$ stays in $\text{GL}(n)$, we have that the two distances are equal. We are now in position to deduce the Riemannian distance function on $\mathcal{D}(n)$.

**Theorem 6** On $\mathcal{D}(n)$, the Riemannian distance for the Bures–Wasserstein metric is given by:

$$d_{\mathcal{D}(n)}^{BW}(\rho_1, \rho_2) = \arccos \left( \text{tr} \left( \rho_1^{1/2} \rho_2^{1/2} \right) \right)$$

(72)

We will refer to this as the Bures–Wasserstein angle.

**Proof** From the definition of the quotient distance we have:

$$d_{\mathcal{D}(n)}^{BW}(\rho_1, \rho_2) = \inf_{U, V \in U(n)} \tilde{d}_{\mathbb{S}_{\text{GL}(n)}} \left( \rho_1^{1/2} V, \rho_2^{1/2} U \right)$$

(73)

$$\geq \inf_{U, V \in U(n)} \tilde{d}_{\mathbb{S}_{\mathbb{C}^n \times \mathbb{C}^n}} \left( \rho_1^{1/2} V, \rho_2^{1/2} U \right)$$

(74)

$$= \inf_{U, V \in U(n)} \arccos \left( \text{Re tr} \left( \rho_1^{1/2} V U^* \rho_2^{1/2} \right) \right)$$

(75)

As before, the infimum is attained when $U V^*$ is the unitary polar factor of $\rho_2^{1/2} \rho_1^{1/2}$. From Lemma 2 and the above discussion we know that for this choice of $U$ and $V$ we have $(1 - t)\rho_1^{1/2} V + t \rho_2^{1/2} U \in \text{GL}(n)$. Therefore we have equality in (74) and conclude the proof. □
**Geodesics**

Analogous to Theorem 5, we get the following result for the geodesics in $\mathcal{D}(n)$:

**Theorem 7** An unnormalised geodesic between $\rho_1$ and $\rho_2$ in $(\mathcal{D}(n), g^{BW})$ is given by $\pi \circ \tilde{y}$, where

$$\tilde{y}(t) = \frac{\gamma(t)}{||\gamma(t)||_2},$$

(76)

with

$$\gamma(t) = (1 - t)\rho_1^{1/2}V + t\rho_2^{1/2}U$$

(77)

and $UV^*$ is the unitary polar factor of $\rho_2^{1/2} \rho_1^{1/2}$.

**Proof** Start by noting that the vertical and horizontal spaces are simply the restrictions of (42) and (43) to $T_{\rho_1^{1/2}V}\text{GL}(n)$. We saw above that $\tilde{y}(t) \in \text{GL}(n)$ and therefore by Theorem 2 it is enough to show $\tilde{y}'(0)$ is horizontal. The direction of $\tilde{y}'(0)$ can be obtained by projecting $\gamma'(0) \in T_{\rho_1^{1/2}V}\text{GL}(n)$ onto the subspace $T_{\rho_1^{1/2}V}\text{SL}_{\rho_1^{1/2}V}\text{GL}(n)$. Since $\text{span}\{\rho_1^{1/2}V\}$ is the orthogonal complement of $T_{\rho_1^{1/2}V}\text{GL}(n)$ within $T_{\rho_1^{1/2}V}\text{GL}(n)$, this projection is given by:

$$\tilde{y}'(0) \propto \gamma'(0) - \text{Re tr} \left( \rho_1^{1/2}V \gamma'(0)^* \right) \rho_1^{1/2}V.$$  

(78)

From the proof of Theorem 5 it follows that $\gamma'(0)$ is horizontal in $T_{\rho_1^{1/2}V}\text{GL}(n)$. Since $\rho_1^{1/2}V$, viewed as a tangent vector, is also horizontal in $T_{\rho_1^{1/2}V}\text{GL}(n)$, it follows that $\tilde{y}'(0)$ is horizontal in $T_{\rho_1^{1/2}V}\text{SL}(n)$.

\[ \square \]

### 6 BW geometry and quantum information

In quantum information theory, a quantum state is represented by a trace-one positive semi-definite matrix $\rho$ called a density operator. We will denote the set of these matrices by $\mathcal{D}_0(n)$. From the spectral theorem it follows that any $\rho \in \mathcal{D}_0(n)$ can be written as $\rho = UDU^*$ with $U \in \text{U}(n)$ and $D$ a real non-negative diagonal matrix with trace one. Since this latter matrix can interpreted as a probability distribution on $\{1, 2, \ldots, n\}$, $\mathcal{D}_0(n)$ can be viewed as a generalisation of the space of probability distributions. See [29] for a more detailed account of this statement. The $\rho$’s for which the diagonal of $D$ is a Dirac delta function are called pure states and their set is denoted $\mathcal{D}_p(n)$.

**Fubini-Study metric**

Note that a pure state $\rho \in \mathcal{D}_p(n)$ can also be written as follows: $\rho = \phi\phi^T$ where $\phi \in S_{\mathbb{C}^n} := \{\psi \in \mathbb{C}^n : ||\psi||_2 = 1\}$. The set of pure states can be identified with $\mathbb{C}^n$. Springer
the complex projective space. This space is obtained by identifying two elements in $\mathbb{S}_C^n$ that differ a complex factor, i.e. the quotient space $\mathbb{S}_C^n/U(1)$. The identification between the pure states and $\mathbb{S}_C^n/U(1)$ is given explicitly as follows: $D_p(n) \ni \rho = \phi\phi^T \leftrightarrow [\phi] \in \mathbb{S}_C^n/U(1)$. Combining the above, we get the following quotient map:

$$\mathbb{S}_C^n \ni \phi \mapsto \phi\phi^T \in D_p(n).$$

(79)

If we equip the unit sphere with the Euclidean metric, the resulting quotient metric on the set of pure states will be the Fubini-Study metric with corresponding distance measure $d_{FS}([\phi], [\psi]) = |\langle \phi, \psi \rangle|$. See [3] for a more comprehensive description.

From Sect. 5 we know that the BW metric is obtained in a similar way. If we let $S_{GL} = \{ A \in GL(n) : \text{tr}(AA^*) = 1 \}$, the unit sphere in $GL(n)$, then $D(n)$ can be identified with $S_{GL}/U(n)$ such that $\rho \leftrightarrow [\rho^{1/2}]$. We have shown that when we equip $S_{GL}$ with the Euclidean metric, the resulting quotient metric on $D(n)$ is the BW metric. This shows that the BW metric and angle can be viewed as generalizations of the Fubini-Study metric and distance for mixed states.

**Uhlmann and Takatsu**

In 1992 the German theoretical physicist Armin Uhlmann gave a lecture at the Symposium of mathematical physics in Toruń, Poland titled "Density operators as an arena for geometry" [28]. In this talk he considers density operators as reductions of elements of a larger Hilbert space $\mathcal{H}^{ext}$ called the purification space. If the reduction of a vector $M \in \mathcal{H}^{ext}$ is equal to a density operator $\rho$ we call this vector a purification of $\rho$. This modus operandi is often referred to as: "Going to the church of the larger Hilbert space" [7]. $\mathcal{H}^{ext}$ is given by the space of $n$-dimensional operators with the Hilbert-Schmidt (Euclidean) inner product and the reduction map is given by: $M \mapsto MM^* = \rho$. Note that the fiber of $\rho$ is given by: $\{\rho^{1/2} U : U \in U(n)\}$. The fact that multiple vectors in $\mathcal{H}^{ext}$ correspond to the same density operators is referred to as gauge freedom. Minimizing the distance between purifications of $\rho_1$ and $\rho_2$ using this freedom gives the BW distance and computing the pushforward of the Hilbert-Schmidt inner product by the reduction map gives the BW metric.

As one can see, the approach taken by Uhlmann is similar as the argument in Sect. 5. The purification space takes the role of $GL(n)$, the reduction map is the quotient map $\pi$ and the gauge freedom is justified by Theorem 3. In 2008 an argument in a similar language to ours was given independently by Takatsu, this time for the Wasserstein distance between two mean-zero Gaussian distributions [24]. Since this distance is identical to the Bures distance, results from both fields can be carried over.

**Wigner–Yanase information**

In Sect. 3 it was described that the Fisher metric is the pushforward metric of the Euclidean metric under the square map. That is, the following map is an isometry:

$$(\mathcal{M}_+(\Omega), \bar{g}) \ni \mu \mapsto \mu^2 \in \left(\mathcal{M}_+(\Omega), g^F\right).$$

(80)
If one would replace $\mathcal{M}_+ (\Omega)$ by $\mathbb{P}(n)$, the pushforward of $\bar{g}$ will be the Wigner-Yanase metric as described in [10].

We will now describe what the metric on the left should be so that its pushforward becomes the BW metric. We write $(\cdot)_{\mathcal{H}(M)} : T_M \mathbb{G}L(n) \to \mathcal{H}(\pi, M, \bar{g})$ for the orthogonal projection on the horizontal subspace of $T_M \mathbb{G}L(n)$ where $\pi$ is still as defined in (40)

**Lemma 3** For $M \in \mathbb{G}L(n)$ and $A \in \mathcal{H}(\pi, M, \bar{g})$, we have:

$$L_{MM^*}(d\pi_M A) = AM^{-1}. \quad (81)$$

**Proof** Since $A \in \mathcal{H}(\pi, M, \bar{g})$ we have that $AM^{-1} \in \mathbb{H}(n)$. We check:

$$MM^* \left(AM^{-1}\right) + \left(AM^{-1}\right)MM^* = MM^* \left(AM^{-1}\right)^* + \left(AM^{-1}\right)MM^* \quad (82)$$

$$= MA^* + AM^* \quad (83)$$

$$= d\pi_M A. \quad (84)$$

We define the following metric on $\mathbb{P}(n)$ for $H, K \in T_{\Sigma} \mathbb{P}(n)$:

$$\bar{g}_{\Sigma}^{\mathcal{H}}(H, K) := \text{Re tr} \left( H_{\mathcal{H}(\Sigma)} \left( K_{\mathcal{H}(\Sigma)} \right)^* \right). \quad (85)$$

Note that the projection $(\cdot)_{\mathcal{H}(\Sigma)}$ happens in the ambient space $T_{\Sigma} \mathbb{G}L(n)$ and therefore in general $H_{\mathcal{H}(\Sigma)}, K_{\mathcal{H}(\Sigma)} \notin T_{\Sigma} \mathbb{P}(n)$.

**Theorem 8** The pushforward metric of $\bar{g}_{\Sigma}^{\mathcal{H}}$ under the square map is equal to the BW metric $\bar{g}_{\Sigma}^{BW}$. That is, the following map is an isometry:

$$\pi : \left( \mathbb{P}(n), \bar{g}_{\Sigma}^{\mathcal{H}} \right) \to \left( \mathbb{P}(n), \bar{g}_{\Sigma}^{BW} \right) \quad (86)$$

$$\Sigma \mapsto \Sigma^2. \quad (87)$$

**Proof** We have:

$$\bar{g}_{\Sigma}^{BW} (d\pi_\Sigma H, d\pi_\Sigma K) = \bar{g}_{\Sigma^2}^{BW} (d\pi_\Sigma H_{\mathcal{H}(\Sigma)}, d\pi_\Sigma K_{\mathcal{H}(\Sigma)}) \quad (88)$$

$$= \frac{1}{2} \text{Re tr} \left( L_{\Sigma^2} (d\pi_\Sigma H_{\mathcal{H}(\Sigma)}) d\pi_\Sigma K_{\mathcal{H}(\Sigma)} \right) \quad (89)$$

$$= \frac{1}{2} \text{Re tr} \left( H_{\mathcal{H}(\Sigma)} \Sigma^{-1} \left( \Sigma (K_{\mathcal{H}(\Sigma)})^* + K_{\mathcal{H}(\Sigma)} \Sigma \right) \right) \quad (90)$$

$$= \text{Re tr} \left( H_{\mathcal{H}(\Sigma)} (K_{\mathcal{H}(\Sigma)})^* \right) \quad (91)$$

$$= \bar{g}_{\Sigma}^{\mathcal{H}} (H, K). \quad (92)$$
Conclusion

In this paper we have highlighted the interplay between Fisher theory and quantum information theory. This has been done by presenting an existing derivation of the Riemannian metric corresponding to the BW distance on $\mathbb{P}(n)$ and subsequently adapting this argument so that the Riemannian distance and geodesics could be recovered for this metric on the subset $\mathcal{D}(n)$. In the last part we have compared the geometrical structure to similar structures within quantum information.

Further questions

The geometrical structure derived in this paper lives on the space of positive-definite matrices. In quantum information, the larger set of positive semi-definite matrices is studied. It would be interesting to investigate whether the argument to obtain this geometrical structure can be generalised to this set.

The Talagrand inequality in its original form [26] gives a bound on the 2-Wasserstein distance between two Gaussian distributions in terms of their relative entropy:

$$W^2(\mu, \nu) \leq D(\mu||\nu).$$ (93)

The Wasserstein distance can be written in terms of the covariance matrices of its arguments. The current exposition shows that written in this form, this distance measure appears in quantum information. A related distance measure on the space of covariance matrices is the quantum relative entropy. A further study of the relation between these two distances could result in a distance measure between two (classical) distributions in terms of the quantum relative entropy of their covariance matrices, similar to [9], and could potentially lead to a Talagrand-type inequality.

List of symbols

$\Omega$ Sample space $\{\omega_1, \ldots, \omega_n\}$

$\mathcal{S}(\Omega)$ Space of signed measures $\{\mu : \Omega \rightarrow \mathbb{R}\}$

$\mathcal{M}_+(\Omega)$ Space of strictly positive measures $\{\mu \in \mathcal{S}(\Omega) : \mu(\{\omega_i\}) > 0, \forall i \in \{1, \ldots, n\}\}$

$\mathcal{P}_+(\Omega)$ Space of strictly positive probability measures $\{p \in \mathcal{M}_+(\Omega) : \sum_i p(\omega_i) = 1\}$

$\text{GL}(n)$ General Linear group $\{M \in \mathbb{C}^{n \times n} : \det(M) \neq 0\}$

$\text{U}(n)$ Unitary matrices $\{U \in \text{GL}(n) : U^*U = I\}$

$\text{H}(n)$ Hermitian matrices $\{H \in \mathbb{C}^{n \times n} : H = H^*\}$

$\text{H}(n)$ Skew-Hermitian matrices $\{K \in \mathbb{C}^{n \times n} : K = -K^*\}$
Positive-definite Hermitian matrices
\[ \{ \Sigma \in \mathbb{H}(n) : \phi^* \Sigma \phi > 0, \forall \phi \in \mathbb{C}^n \} \]

Trace-one positive-definite Hermitian matrices
\[ \{ \rho \in \mathcal{P}(n) : \text{tr}(\rho) = 1 \} \]

Unit sphere in matrix space
\[ \{ A \in \mathbb{C}^{n \times n} : \text{tr}(AA^*) = 1 \} \]

Unit sphere in invertible matrix space
\[ \{ \mathcal{S}_{\mathbb{C}^{n \times n} \cap \text{GL}(n)} \} \]

Lyapunov operator
\[ X \text{ such that } X \Sigma + \Sigma X = H \]

Bures–Wasserstein distance
\[ d_{\mathcal{P}(n)}(\Sigma, T) = \left[ \text{tr}(\Sigma) + \text{tr}(T) - 2 \text{tr} \left( (\Sigma^{1/2} T \Sigma^{1/2})^{1/2} \right) \right]^{1/2} \]

Bures–Wasserstein angle
\[ d_{\mathcal{D}(n)}(\rho_1, \rho_2) = \arccos \left( \text{tr} \left( \left( \rho_2^{1/2} \rho_1 \rho_2^{1/2} \right)^{1/2} \right) \right) \]

Bures–Wasserstein metric
\[ g_{\Sigma}^{BW}(H, K) = \frac{1}{2} \text{ Re } \text{tr} \left( \mathcal{L}_\Sigma \left( H^{(m)} \right) K^{(m)} \right) \]

Length of a curve
\[ L(\gamma) = \int_{a}^{b} \| \gamma'(t) \|_g dt \]

Riemannian distance on a manifold
\[ d_{\mathcal{M}}(p, q) = \inf \{ L(\gamma) \mid \gamma : [0, 1] \rightarrow \mathcal{M}, \gamma(0) = p, \gamma(1) = q \} \]

Euclidean metric
\[ d_\mathbb{E} \]

Euclidean distance
\[ d([p],[q]) = \inf_{p \in [p], q \in [q]} d(p, q) \]

Funding
Open Access funding enabled and organized by Projekt DEAL.

Data Availability Statement
Data sharing not applicable to this article as no datasets were generated or analysed during the current study.

Open Access
This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References
1. Shun-ichi, A., Hiroshi, N.: Methods of information geometry, volume 191. American Mathematical Soc. (2007)
2. Ay, Nihat, Jürgen, J., Hông, V., Lorenz, S.: Information geometry, vol. 64. Springer, Berlin (2017)
3. Ingemar, B., Karol, Z.: Geometry of quantum states: an introduction to quantum entanglement. Cambridge University Press, Cambridge (2017)
4. Rajendra, B.: Positive definite matrices, volume 24 of Princeton Series in Applied Mathematics. Princeton University Press, Princeton (2009)
5. Bhatia, R., Jain, T., Lim, Y.: On the Bures-Wasserstein distance between positive definite matrices. Expo. Math. 37(2), 165–191 (2019)
6. Bures, D.: An extension of Kakutani’s theorem on infinite product measures to the tensor product of semifinite w*-algebras. Trans. Am. Math. Soc. 135, 199–212 (1969)
7. Nilanjana, D.: Lecture notes on quantum information theory, Lent (2018)
8. Sylvestre, G., Dominique, H., Jacques, L.: Riemannian geometry, vol. 2. Springer, Berlin (1990)
9. Tryphon, G.T.: Toeplitz covariance matrices and the Von Neumann relative entropy. In: Yutaka, Y.K.H., Yasuaki, O. (eds.) Control and Modeling of Complex Systems, pp. 23–29. Springer, Berlin (2003)
10. Gibilisco, P., Isola, T.: Wigner-Yanase information on quantum state space: the geometric approach. J. Math. Phys. 44(9), 3752–3762 (2003)
11. Masahito, H.: Quantum Information Theory. Springer, Berlin (2017)
12. Helstrom, C.W.: Minimum mean-squared error of estimates in quantum statistics. Phys. Lett. A 25(2), 101–102 (1967)
13. Urs L.: Length spaces. www.math.ethz.ch/lang/mg.pdf, (2006). Date of Access: 10-10-2021
14. John, M.L.: Introduction to smooth manifolds, vol. 218. Springer, Berlin (2012)
15. John, M.L.: Introduction to Riemannian Manifolds, vol. 176. Springer, Berlin (2018)
16. Malagò, L., Montrucchio, L., Pistone, G.: Wasserstein Riemannian geometry of Gaussian densities. Inf. Geom. 1(2), 137–179 (2018)
17. Massart, E., Absil, P.-A.: Quotient geometry with simple geodesics for the manifold of fixed-rank positive-semidefinite matrices. SIAM J. Matrix Anal. Appl. 41(1), 171–198 (2020)
18. Estelle Massart, H., Julien M.P.A.A.: Curvature of the manifold of fixed-rank positive-semidefinite matrices endowed with the Bures–Wasserstein metric. In: International Conference on Geometric Science of Information, pages 739–748. Springer, (2019)
19. Michor, Peter W.: Topics in differential geometry, vol. 93. American Mathematical Soc, London (2008)
20. Elena Aleksandrovna, M., Nikolai Nikolaevich, C.: Markov invariant geometry on state manifolds. Itogi Nauki i Tekhniki. Seriya” Sovremennye Problemy Matematiki. Noveishie Dostizheniya”, 36:69–102, (1989)
21. Olkin, I., Pukelsheim, F.: The distance between two random vectors with given dispersion matrices. Linear Algebra Appl. 48, 257–263 (1982)
22. Petz, D.: Monotone metrics on matrix spaces. Linear Algebra Appl. 244, 81–96 (1996)
23. Radhakrishna Rao, C.L.: Information and the accuracy attainable in the estimation of statistical parameters. In: Johnson Kotz, N.L. (ed.) Breakthroughs in statistics, pp. 235–247. Springer, Berlin (1992)
24. Asuka, T.: On Wasserstein geometry of the space of Gaussian measures. arXiv preprint arXiv:0801.2250, (2008)
25. Takatsu, A.: Wasserstein geometry of Gaussian measures. Osaka J. Math. 48(4), 1005–1026 (2011)
26. Talagrand, M.: Transportation cost for Gaussian and other product measures. Geom. Funct. Anal. GAFA 6(3), 587–600 (1996)
27. Yann, T., Xavier, P.: $o(n)$-invariant riemannian metrics on spd matrices. arXiv preprint arXiv:2109.05768, (2021)
28. Uhlaın, A.: Density operators as an arena for differential geometry. Rep. Math. Phys. 33, 253–263 (1993)
29. Wilde, Mark M.: Quantum Information Theory. Cambridge University Press, Cambridge (2013)

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.