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Abstract

Reflecting the rapid growth of science, technology, and culture, it has become common practice to consult tools on the World Wide Web for various terms. Existing search engines provide an enormous volume of information, but retrieved information is not organized. Hand-compiled encyclopedias provide organized information, but the quantity of information is limited. To integrate the advantages of both tools, we have been proposing methods for encyclopedic search targeting information on the Web and patent information. In this paper, we propose a method to categorize multiple expository texts for a single term based on viewpoints. Because viewpoints required for explanation are different depending on the type of a term, such as animals and diseases, it is difficult to manually produce a large scale system. We use Wikipedia to extract a prototype of a viewpoint structure for each term type. We also use articles in Wikipedia for a machine learning method, which categorizes a given text into an appropriate viewpoint. We evaluate the effectiveness of our method experimentally.

1. Introduction

Reflecting the rapid growth of science, technology, and culture, it has become common practice to consult tools on the World Wide Web for various terms. Existing search engines provide an enormous volume of information, but retrieved information is not organized. Hand-compiled encyclopedias provide organized information, but the quantity of information is limited.

To solve the quantity and quality problems above, we have been developing a method to produce encyclopedic dictionaries automatically from text information on the Web (Fujii and Ishikawa, 2000; Fujii and Ishikawa, 2001; Fujii and Ishikawa, 2004; Fujii et al., 2002; Fujii et al., 2005). In addition, to collect information related to high-tech terms not found on the Web, we have recently used patent documents (Fujii, 2008). Our method extracts paragraph-style term descriptions from a source text collection and classifies those descriptions into domains. Our method also extracts related terms for each headword and summarizes multiple descriptions into a single text. We have produced an encyclopedic dictionary including approximately 1,900,000 Japanese terms as headwords, which is available at a Web search site called “CYCLONE”\(^1\). CYCLONE has been used for various research purposes, including looking up a definition for a term and searching for patent documents.

In CYCLONE, a user can submit words and natural language questions to search for paragraph-style term descriptions for a specific term. In addition, a user can also refine a search result by related terms and domains. Figure 1 shows a retrieval result for the term “XML”. In the bottom half of Figure 1, three descriptions extracted from Web pages are presented. The following is an English translation for the first description. Because the source sentences in Japanese contain words in English inherently, these English words are in italics.

\[\text{XML is an extensible markup language (eXtensible Markup Language). Unlike HTML, which accepts only predefined tags, any original tags are allowed. Thus, annotated with tags related to logical structures, the content of a document can be understandable. XML is associated with the following advantages.}\]

Below the input box are domains, such as “computer”, and related terms, such as “HTML”, which can be used as feedback terms to refine the user’s focus.

While we have developed CYCLONE for almost ten years, Wikipedia\(^2\), which is a hand-complied encyclopedia, has recently been growing. In this paper, aiming to enhance our encyclopedic search system, we use Wikipedia to model term descriptions, i.e., how each term is described and structured in Wikipedia. In encyclopedias including Wikipedia, a single term is usually described from one or more viewpoints. In addition, a set of viewpoints required to describe a term is different depending on the type of the term in question. For example, while viewpoints for an animal include “ecology”, “species”, and “appearance”, viewpoints for a disease include “symptom”, “diagnosis”, and “treatment”.

Thus, it is time-consuming to manually model term descriptions for various term types. To address this problem, we automatically extract a template of a viewpoint structure for each term type from Wikipedia. We also use articles in Wikipedia for machine learning purposes, and classify descriptions retrieved by CYCLONE in response to a submitted term, such as “influenza”. Although we currently target Japanese, our method to model term descriptions based on Wikipedia articles is language-independent.

2. Related work

In a previous study (Fujii and Ishikawa, 2004), we summarized descriptions retrieved by CYCLONE based on view-
points. Figure 2 shows an example summary for “XML”, produced from Figure 1. In Figure 2, for each viewpoint, such as “definition”, “purpose”, and “advantage”, a representative sentence is extracted from descriptions related to “XML.”

The following is an English translation of the sentences in Figure 2. As in the English translation for Figure 1, the English words in the source sentences are in italics.

- **definition**: XML is an extensible markup language (eXtensible Markup Language).
- **abbreviation**: an abbreviation for Extensible Markup Language (an extensible markup language).
- **purpose**: Because XML is a standard specification for data representation, the data defined by XML can be reusable, irrespective of the upper application.
- **advantage**: XML is advantageous to developers of the file maker Pro, which needs to receive data from the client.
- **history**: was advised as a standard by W3C (World Wide Web Consortium: a group standardizing WWW technologies) in 1998.
- **reference**: This book is an introduction for XML, which has recently been paid much attention as the next generation Internet standard format, and related technologies.
- **miscellaneous**: In XML, the tags are enclosed in “<” and “>”

However, because we targeted only the computer domain, a set of viewpoints was always the same. In addition, we used hand-crafted rules to extract sentences for each viewpoint, which is not scalable. In this paper, by modeling Wikipedia articles, we target different viewpoints for various domains.

Biady et al. (Biady et al., 2008) used Wikipedia to produce a biographic summary for a person. They used articles in Wikipedia to determine whether a sentence is a description for a person or not. However, they targeted only the person domain and did not use viewpoints.

Blair-Goldensohn et al. (Blair-Goldensohn et al., 2008) used aspects, which correspond to viewpoints in this paper, for summarizing customer reviews. For example, reviews for a restaurant are summarized based on aspects, such as “location” and “price”. Although aspects are extracted from the texts to be summarized, we use Wikipedia as external knowledge to model viewpoints. In other words, while Blair-Goldensohn et al. performed clustering, we perform categorization, which classifies items into predefined categories. For the same reason, our method is different from Clusy3, which performs clustering on Web pages retrieved for a query.

The purpose of our research is similar to that of Sauper and Barzilay (Sauper and Barzilay, 2009). In brief, Sauper and Barzilay use Wikipedia articles for a term type, such as “disease”, to model descriptions for that term type. Given a specific term, such as “influenza”, they use a search engine on the Web to collect texts associated with “influenza” and select representative texts to generate a description for “influenza”. However, in their method a type of an input term must be identified manually. In addition, they did not address problems associated with lexical ambiguities (i.e., homonymy and polysemy) for a target term. For example, if a target term is “kiwi (bird/fruit)”, their method cannot distinguish different meanings for “kiwi”. To resolve this problem, we model term types and viewpoints in a sin-
gle framework, which makes our method scalable. While Sauper and Barzilay intended to generate a description for a term, the purpose of CYCLONE is to facilitate searching a large text collection for term descriptions.

3. Methodology
Figure 3 depicts an overview of our method, in which the left and right regions correspond to processes for modeling term descriptions and classifying texts, respectively. The modeling and classification processes are performed offline and online, respectively. In Figure 3, the numbers of term types and viewpoints for each term type are two and three, respectively, without loss of generality. The numbers of term types and viewpoints for each term type can be arbitrary. We explain the modeling process in terms of Figure 3. To determine target term types, we use categories in Wikipedia, such as “animals” and “diseases”. For each term type, we collect articles describing terms associated with that term type. However, categories in Wikipedia are not well organized as we expected. For example, although we wish to collect articles for individual animals, an article for a movie associated with animals is also classified into the “animal” category. Because we have not developed an automatic method to discard irrelevant articles, we have to manually select relevant articles from Wikipedia categories. We leave this issue as future work.

Articles in Wikipedia are usually structured based on “sections”. For example, sections for “influenza” include “Etiology”, “History”, “Microbiology”, and “Symptoms and diagnosis”. We use each section as a single viewpoint. However, items in sections for the same term type can vary depending on the author. Thus, we divide the collected articles into sections, and extract high-frequent sections as viewpoints for the term type in question.

We use Support Vector Machines (SVM) to learn two types of classifiers. We use the One-Vs-Rest method to target more than two categories. Given a set of article fragments for each viewpoint, we learn a classifier for viewpoints (“viewpoint classifier”). We use words in article fragments as features. We also learn a classifier for term types (“term classifier”), for which we combine all the article fragments in a term type as a single large text. In Figure 3, we use two large texts for “Animal” and “Disease” to produce a term classifier. We use words in article fragments as features. However, unlike the viewpoint classifier, we also use words in the name of each term as features. For example, both “stomach cancer” and “lung cancer” include the word “cancer” that can be a strong clue associated with diseases.

In summary, our term description model consists of the term classifier and the viewpoint classifier for each term type modeled in the term classifier. This feature contrasts with Sauper and Barzilay (Sauper and Barzilay, 2009), which did not model term types.

The classification process is driven by a set of texts retrieved in response to a keyword, such as “influenza”. For each of the texts, we first use the term classifier to determine the term type of “influenza”. In Figure 3, because “Disease” is selected as the term type for “influenza”, we use the viewpoint classifier for Disease to determine the viewpoint from which “influenza” is described in the input text. Finally, for each viewpoint, we select the top N texts with greater SVM scores, so that a user can obtain information about “influenza” from different viewpoints with a minimal cost. In addition, texts not describing “influenza”, which are usually assigned a small SVM score, can be discarded. Although our primary purpose is to classify descriptions retrieved by CYCLONE, our method can also be used to classify any texts, such as Web pages or snippets retrieved by a general-purpose search engine.

As a result, users can obtain encyclopedic information for terms not included in Wikipedia. Even if the target term is included in Wikipedia, the description is often restricted by author’s viewpoints. However, our method collects various information with respect to that term from the Web and patent archives. In addition, although individual articles in
Wikipedia often miss some viewpoints, by collecting high-frequency viewpoints across articles, viewpoints for a term in Wikipedia can be augmented.

We have been testing two different methods to introduce the term description model into CYCLONE. First, we can reduce human supervision in our previous method (Fujii and Ishikawa, 2004). While this previous method used hand-crafted rules to classify sentences extracted from descriptions related only to the computer domain, the method in Figure 3 can automatically produce viewpoint classifiers for different domains. Second, we can simply classify retrieved descriptions in Figure 1 as they are. The second method allows a user to restrict retrieved descriptions based on viewpoints and filter out irrelevant descriptions.

4. Experiments

To investigate the validity of the method proposed in Section 3, we performed preliminary experiments. We used 10 general and 10 technical domains as the target term types. In real world usage, target texts for the classification are any texts. However, for an initial stage of research, we used Wikipedia articles divided based on sections as input texts. For each fragment, we used each section name annotated by an author as the correct viewpoint so that we avoided the cost for human judgments. We performed 5-fold cross-validation. Table 1 shows the accuracy of term classification (TC) and viewpoint classification (VC). To evaluate the effectiveness of VC itself, when calculate the VC values, we assumed that TC was performed correctly. Although both TC and VC, on average, were fairly high, the VC values for the last three term types were 0. This is mainly due to that the number of articles is small and that the classification is difficult inherently. For example, the articles for “veterinary” were mistakenly classified into either “animal” or “disease”. In addition, although Wikipedia articles are usually well-written, future work includes evaluating the classification for various texts.

To show the applicability of our method to a general search engine, we classified snippets retrieved by Yahoo! Japan for the term “kiwi”. We used the term description model consisting of the twenty term types in Table 1. As a result, snippets associated with “kiwi (bird)” were classified into “animal” and further classified into viewpoints, such as “ecology”, “distribution”, “relation to human beings”, and “appearance”, correctly. At the same time, snippets associated with “kiwi (fruit)” were classified into “plant” and further classified into viewpoints, such as “usage” and “taxonomy”, correctly. In summary, our method classified texts retrieved by a general search engine into viewpoints depending on the meaning of a target term.

Figure 3: Overview of our method for modeling Wikipedia articles and classifying online texts.
Table 1: Accuracy for classification.

| Term type | #Articles | #Viewpoints | TC (%) | VC (%) |
|-----------|-----------|-------------|--------|--------|
| animal    | 1317      | 7           | 91.19  | 91.04  |
| movie     | 1169      | 5           | 98.72  | 80.24  |
| disease   | 878       | 8           | 97.15  | 76.77  |
| company   | 618       | 3           | 89.97  | 97.41  |
| person    | 500       | 4           | 90.80  | 60.40  |
| plant     | 276       | 3           | 76.81  | 86.96  |
| mathematics | 228      | 3           | 86.84  | 61.40  |
| insect    | 203       | 3           | 68.97  | 84.08  |
| chemistry | 201       | 3           | 77.61  | 84.08  |
| cooking   | 190       | 3           | 72.11  | 76.84  |
| informatics | 103      | 3           | 59.22  | 59.22  |
| fish      | 96        | 3           | 45.83  | 64.58  |
| sports    | 86        | 3           | 76.74  | 75.58  |
| law       | 56        | 3           | 71.43  | 53.57  |
| construction | 55        | 3           | 30.91  | 54.55  |
| electricity | 49        | 3           | 14.29  | 36.73  |
| astronomy | 38        | 3           | 55.26  | 52.63  |
| veterinary | 34        | 3           | 0      | 29.17  |
| geology   | 24        | 3           | 0      | 21.74  |
| physics   | 23        | 3           | 0      | 21.74  |
| Average   | 307.2     | 3.6         | 86.54  | 79.66  |

5. Conclusion
Reflecting the rapid growth of science, technology, and culture, it has become common practice to consult tools on the World Wide Web for various terms. In this paper, intended to enhance encyclopedic search, we proposed a method to categorize multiple expository texts for a single term based on viewpoints. Because viewpoints required for explanation are different depending on the type of a term, such as animals and diseases, it is difficult to manually produce a large scale system. We used Wikipedia to extract a prototype of a viewpoint structure for each term type. We also used articles in Wikipedia for a machine learning method, which categorizes a given text into an appropriate viewpoint. We evaluated the effectiveness of our method experimentally. Future work includes developing an automatic method to collect articles related to a specific category and evaluating our methods with a large number of term types.
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