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We present results from a joint inversion of new seismic and recently compiled gravity data to constrain the structure of a prominent geophysical anomaly in the European Alps: the Ivrea Geophysical Body (IGB). We investigate the IGB structure along the West-East oriented Val Sesia profile at higher resolution than previous studies. We deployed 10 broadband seismic stations at 5 km spacing for 27 months, producing a new database of ~1000 high-quality seismic receiver functions (RFs). The compiled gravity data yields 1 gravity point every 1–2 km along the profile. We set up an inversion scheme, in which RFs and gravity anomalies jointly constrain the shape and the physical properties of the IGB. We model the IGB’s top surface as a single density and shear-wave velocity discontinuity, whose geometry is defined by four, spatially variable nodes between far-field constraints. An iterative algorithm was implemented to efficiently explore the model space, directing the search toward better fitting areas. For each new candidate model, we use the velocity-model structures for both ray-tracing and observed-RFs migration, and for computation and migration of synthetic RFs: the two migrated images are then compared via cross-correlation. Similarly, forward gravity modeling for a 2D density distribution is implemented. The joint inversion performance is the product of the seismic and gravity misfits. The inversion results show the IGB protruding at shallow depths with a horizontal width of ~30 km in the western part of the profile. Its shallowest segment reaches either 3–7 or 1–3 km depth below sea-level. The latter location fits better the outcropping lower crustal rocks at the western edge of the Ivrea-Verbano Zone. A prominent, steep eastward-deepening feature near the middle of the profile, coincident with the Pogallo Fault Zone, is interpreted as inherited crustal thickness variation. The found density and velocity contrasts of the IGB agree with physical properties of the main rock units observed in the field. Finally, by frequency-dependent analysis of RFs, we constrain the sharpness of the shallowest portion of the IGB velocity discontinuity as a vertical gradient of thickness between 0.8 km and 0.4 km.
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INTRODUCTION

The geologically defined Ivrea-Verbano Zone (IVZ) and the related but much longer Ivrea Geophysical Body (IGB) belong to the most outstanding features of the whole Alpine domain. They have been the subject of numerous international investigations in the fields of geology, petrology and geophysics (e.g., Schmid et al., 1989; Bürki, 1990; Rey et al., 1990). Concerning seismicity, the IGB is bound by the Western Alps and outcrops in its north-eastern portion as the IVZ. The IGB is nowadays regarded as a sliver of the Adriatic lower lithosphere, which was involved in the Alpine collision and tectonically emplaced at unusual shallow depths (e.g., Handy et al., 2017). We intend to use the new seismic data to further constrain the most recent IGB 3D density model along the IvreaArray profile (Figure 2B). In fact, we investigate the West-East oriented 2D profile along Val Sesia (∼ 45.83°N, crossing the entire IVZ at that latitude (∼ 8.11°E to 8.77°E). We model the IGB along this 2D cross-section as a body below a single discontinuity, and set up a joint inversion scheme to fit the observed gravity anomaly and seismic receiver functions (RFs) from IvreaArray, to constrain both the shape and the physical properties of the IGB. The RF technique enhances smaller-amplitude P-to-S (Ps) converted phases in the P-wave coda, and extracts information on the Earth discontinuities beneath a seismic receiver (Langston, 1979). While RF inversion is routinely performed to investigate the seismic properties of the crust and the upper mantle (Bodin et al., 2012), inverting the RFs-only is in general a strongly non-linear and non-unique problem (Ammon et al., 1990). Joint inversions of RFs along with complementary geophysical observations reduce this non-uniqueness. Such complementary data sets can be, e.g., RFs and surface wave dispersion curves (Julia et al., 2000), also with the addition of magnetotelluric data (Moorkamp et al., 2010) or RFs combined with gravity data and seismic tomography (Basuyau and Tiberi, 2011).

Here, we implement a novel iterative joint inversion algorithm, acting on the gravity and seismic data. This algorithm is meant to explore and characterize the performance of all considered IGB models in non-probabilistic terms, by implementing a performance-driven pseudo-random walk in the model space. The gravity anomaly along the profile and the computed seismic RFs represent our observations. In particular, we combine the sensitivity of gravimetry to the geometry and magnitude of density contrasts in the subsurface structure, with the sensitivity of RFs to the crustal discontinuities beneath the seismic receiver.

DATA AND DATA PRODUCTS

New seismic data has been acquired and recent gravity data has been compiled to produce a higher resolution image of the IGB along the Val Sesia profile. The following paragraphs present
how the data was obtained and processed prior to the joint inversion. The complete seismic dataset is directly available in the Supplementary Material, in the form of radial (RRF) and transverse (TRF) seismic receiver functions.

The IvreaArray Seismic Network

We collected the new seismic data in the framework of IvreaArray (Hetényi et al., 2017): a temporary seismic network, installed and operated for 27 months (June 2017 to September 2019) as one of the AlpArray complementary experiments.

The main purpose of IvreaArray was to record high-quality seismic signals at a higher spatial resolution in Val Sesia, compared to earlier studies addressing the crustal structure in the Western Alps and in the IVZ.

For this purpose, we deployed 10 broadband three-component seismic stations at 5 km spacing along a West-East linear profile (∼ 45.83°N). The INGV permanent seismic station IV.VARE is included as it located as a natural eastern continuation of IvreaArray (Figure 2B). All 10 deployed sensors were the Güralp CMG-3ESP seismometers of the Czech MOBNET pool, with 60 s lower corner frequency. The linear seismic profile crosses the entire IVZ. It starts few km to the west of the IL at ∼ 8.11°E (in the village of Boccioleto), then crosses the lower and middle crustal rocks outcropping in the IVZ and extends to the eastern shore of Lago Maggiore (∼ 8.77°E).

The seismic network operated for 27 months and continuously recorded data at 100 Hz sampling rate on all three components. Data recovery was ∼ 90%. During this time and according to the
FIGURE 2 | (A) Geological map of the IvZ and the surrounding areas, simplified from Petri et al. (2019) and Schmid et al. (2004) (see legend on the right hand of the figure), together with the location of the 10 IvreaArray broadband seismic stations and the INGV permanent seismic station IV.VARE [red triangles, see station names in (B)]. The main faults (red lines), relevant for this study, are indicated as “IL” for Insubric Line, “PFZ” for Pogallo Fault Zone and “CMB” for Cossato-Mergozzo-Brissago Line. Overlaid, the 10 mGal contour lines for the Bouguer gravity anomaly from our data across the study area. (B) The compiled gravity data set for this study is shown (green circles), which comprises earlier existing gravity data and recently collected gravity data in the scope of the work of Scarponi et al. (2020). The location of the IvreaArray seismic stations is shown (red triangles) together with the INGV permanent seismic station IV.VARE and their names. The cyan box indicates the gravity data we selected for this study along the 2D IvreaArray profile. The dashed-pointed gray line indicates the Swiss-Italian border as shown in the legend.

USGS earthquake catalog, we selected and retrieved 347 events of interest for our study (magnitude ≥ 5.4, epicentral distance 28° ≤ Δ ≤ 95°, Supplementary Material 1).

Seismic Receiver Functions
We process the recorded teleseismic signals by computing seismic receiver functions: a deconvolution-based technique which enhances the arrival of P-to-S (Ps) converted phases (Langston, 1979). Ps converted phases follow the direct P-wave arrivals. They are produced when an impinging P-wave encounters a discontinuity – an impedance contrast – in the propagating medium beneath a seismic receiver, thus containing information on the associated Earth structure. A receiver function is mathematically defined as the deconvolution of the seismogram’s vertical component from the radial component, yielding a series of delay times with respect to the first P-wave arrival (Langston, 1979). This operation removes the event source time function and the distant-path effects from the trace, favoring a constructive
stacking to investigate the receiver side Earth structure. The analysis of the Ps delay times and amplitudes carries information on the depth of a seismic discontinuity and the shear-wave velocity Vs profile, together with the magnitude of the impedance contrast itself, with a primary sensitivity for the Vs contrast.

We compute RFs based on the time-domain iterative deconvolution technique (Ligorría and Ammon, 1999) by iteratively cross-correlating the vertical and the horizontal (radial) seismic traces and saving the associated delay times, generated by the strongest amplitudes first and by the minor ones later on. The final RF is obtained via convolution of the spike train with a Gaussian pulse, whose width corresponds to the maximum allowed frequency into the seismic signal during pre-filtering (see RRF and TRF in Supplementary Material).

In our case, we filtered the seismic data in the 0.1 Hz to 1 Hz frequency band and performed 150 iterations during deconvolution for each RF. Quality control (QC) is applied both on the seismic traces and on the final RFs. First, we look for amplitude similarity for each seismogram component across all the stations for each seismic event, and for teleseismic signal prominence with respect to the background noise. Then, for each computed RF, we verify an acceptable location of the reference direct-P wave signal and for its satisfactory recovery in terms of amplitude. We refer the reader to the work (e.g., Hetényi et al., 2015, 2018; Subedi et al., 2018) for further description of this QC practice. This ensured retrieval of high-quality earthquake signal (in the original seismogram components) and of the direct-P arrival (in the computed RF) prior to the converted phases, providing a final dataset of ~1000 high-quality RF traces. The original seismic traces were rotated into the LQT, ray-based coordinate system. This practice allows us to maximize the Ps amplitude and to prevent the direct-P signal from strongly interfering with the peaks’ interpretation in case of very shallow interfaces, which are expected in the IVZ. The distribution of all available RFs shows a strong variability in the peak polarities and delay times as a function of the back-azimuth (Supplementary Material 2), in particular between the traces coming from the East and the West, which hints at the presence of dipping interfaces. In fact, dipping interfaces and/or anisotropic layers can affect the signal polarity and introduce back-azimuthal periodicities, especially on the transverse RF component (e.g., Levin and Park, 1997). By inspecting all the transverse RF signals from the IvreaArray recordings (see TRF in Supplementary Material), we could find some but limited evidence for local dipping structures, but no clear signs of resolvable anisotropy at any of the stations, and therefore decided not to address this particular feature in the subsequent analysis.

Relative to the RF complexity, reverberations cause so-called multiples and small-scale heterogeneities can increase noise. Furthermore, as RFs record delay times, there is a trade-off between layer thickness and average vp/vs, which prevents from uniquely inverting for the Earth structure by using RFs Ps phases only (e.g., Ammon et al., 1990).

To address these limitations, and to avoid stacking numerous waveforms sampling a heterogeneous crust in the IVZ, we migrate the observed RFs from time to depth and produce migrated profiles. During migration, we perform ray-tracing for each station–event pair with a vertical resolution of 0.25 km using a 2D velocity model and respecting Snell’s law including local interface dip. Then we distribute the RF time sample amplitudes along these ray paths to finally obtain a migrated image, with a final spatial resolution of 0.5 km. The migration spatially redistributes wave conversions to where they were produced, and gives a structural image of the sub-surface. The areas where the RF amplitudes are stacked constructively represent either an increase or a decrease of seismic velocity with depth. Figure 3B shows an example for the 1D iasp91 velocity model (Kennett and Engdahl, 1991).

While the observed RFs constitute the seismic part of the input to the joint inversion scheme, the computation of RF migration images is incorporated into the iterative inversion procedure, and constitutes the actual mean for the model seismic performance evaluation. The detailed description of the inversion workflow is provided in section “Inversion Approach.”

Gravity Anomalies Along Val Sesia

We compiled a gravity dataset by merging earlier and the most recent gravity data acquired across the IVZ. The earlier existing gravity data points were compiled from the Swiss Federal Office of Topography (Swisstopo)1 and from the Istituto Nazionale di Oceanografia e di Geofisica Sperimentale (OGS)2, and were merged with the most recent data set in our earlier work (Scarponi et al., 2020). The full dataset was analyzed in the same work (Scarponi et al., 2020), where the original raw relative gravity measurements were processed and transformed into absolute gravity values with the software GravProcess (Cattin et al., 2013), with a final mean uncertainty of 0.22 mGal (1 Gal = 1 cm/s²). The reader is referred to the work of Scarponi et al. (2020) for full details of the gravity data acquisition practices and processing. In our joint inversion, we use a subset of this data (Figure 2B). The compiled dataset reaches a coverage of 1 gravity point every 1 to 2 km along the Val Sesia profile. For the joint inversion presented here, we include all the gravity points up to 5 km to the North and to the South along the IvreaArray seismic profile (Figure 2B). As the gravity data points were not uniformly distributed along the IvreaArray profile, we binned the data at 2 km intervals along the profile, obtaining a more balanced spatial distribution and allowing for faster gravity data modeling (0.08s instead of 1s for each test model). For each interval, the considered gravity data points were averaged in location (x and z coordinates) and in the measured gravity anomaly, with mean standard deviation of 3 mGal across the whole profile (Supplementary Material 5).

The final gravity data product we use in the inversion of this study is the Niggli gravity anomaly, which is an improved Bouguer anomaly considering surface rock densities for the terrain and plate corrections (Scarponi et al., 2020). This anomaly is obtained by the classical correction of the absolute gravity values for the effect of homogeneous and constant-density 3D topographical masses (i.e., Bouguer plate correction and terrain correction with ρ = 2670 kg/m³), accounting for the density

1https://www.swisstopo.admin.ch/
2https://www.inogs.it/
variations of rocks seen at the surface and extrapolated down to sea-level (i.e., the Niggli correction), which is well justified by the general IVZ vertical structure (e.g., Fountain, 1976; Khazanehdari et al., 2000).

Considering the Niggli gravity anomaly (henceforth simply gravity anomaly) as final gravity observation allows us to focus our modeling effort on the IGB crustal structure below sea level and to analyze it consistently together with seismic RF migration images (Figure 3).

**INVERSION APPROACH**

To reduce the non-uniqueness of RF-only inversion (Ammon et al., 1990), which are sensitive to sharp discontinuities, we jointly invert them with the gravity data, which are sensitive to volumetric anomalies. The RF inversion task has been addressed by many authors in the literature with the application, among others, of different algorithms such as: genetic algorithm (e.g., Shibutani et al., 1996; Levin and Park, 1997), simulated annealing (e.g., Vinnik et al., 2004) and neighborhood algorithm (e.g., Sambridge, 1999). The reader is referred to (Bodin et al., 2012) for further discussion on RF inversion approaches.

For this joint gravity and seismic data inversion, we implemented an iterative algorithm to explore the ensemble of all possible IGB models (i.e., the model space) and to evaluate their performance in terms of their fit to the observations. Even at a simplified parameterization of the model, the high dimension of variables (9 in our case) can require long and computationally expensive efforts (Sambridge and Mosegaard, 2002). To extract more information on models’ behaviour in an efficient manner, our iterative algorithm explores in a guided pseudo-random fashion the model space. The algorithm is based on the principles of a Monte Carlo exploration, as at each iteration a new candidate model is proposed upon a random perturbation of the current model, and the exploration evolves as a series of small random steps. Strictly speaking, we implemented a Markov chain property as well, as the candidate model depends only on the current model, and its acceptance is based on the performance of its forward model with respect to the current's one only. If the new candidate model presents a better fit to the data (i.e., the performance), it is always accepted. Otherwise, its acceptance depends on a probability: the poorer the performance, the lower the chance to be accepted.

At each iteration, the evaluation of the overall performance for a given candidate model consists of two parts – the seismic and gravity data modeling, respectively – which are eventually combined together upon comparison with the seismic and gravity observations (Figure 4). It develops as follows. Given a candidate model, the associated velocity structure (defined by the candidate
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FIGURE 4 | The joint seismic-gravity inversion workflow implements a performance-driven pseudo-random walk in the model space and a performance-based selection rule for the new candidate models. Red boxes refer to the new candidate model generation and evaluation, followed by the forward modeling steps (blue boxes) and by the model performance evaluation (green boxes). At each iteration, a new candidate model is proposed. Successively, the associated seismic and gravity model performances are evaluated and combined into a joint model performance, which determines whether the newly proposed model is accepted or not (following the idea behind the Metropolis-Hastings selection rule). For coherency, the same model is used both for migrating the observed RFs and for generating and migrating the synthetic RFs at each step. The iterative procedure continues by suggesting new model space samples until the maximum number of iterations is reached.

FIGURE 5 | Model parameterization of the IGB shape used for the joint inversion of seismic and gravity data. We invert for the 2D IGB interface geometry (black line), whose configuration depends on the coordinates of four nodes (red, magenta, green, and blue). Spatial positions of each node are investigated within a given perimeter (dashed boxes of respective color) during the inversion, together with the velocity and density contrast of the IGB relative to the surroundings. The far-field model geometry connects to the Moho map (Spada et al., 2013). In the East, the connection is by a horizontal line. In the West, the curved shape is taken from the earlier 3D gravity model of (Scarponi et al. (2020)), as the vertical wall cannot be resolved by converted seismic waves.

IGB model geometry, velocity and density contrasts) is used for both the seismic ray-tracing, and the computation and migration of the synthetic RFs. The same velocity structure and the associated ray-tracing are subsequently used for the migration of the observed RFs. We thus obtain a “synthetic” and an “observed” RF migration image, respectively, which are then
compared to define the candidate model’s seismic performance. Similarly, the gravity model performance is evaluated by comparing the observed gravity anomaly to the synthetic gravity anomaly, computed for the same candidate model structure (Figure 4). The following paragraphs discuss more in detail the model parameterization, the associated forward problem solution and joint model performance definition, and the technical implementation of the model space exploration.

**Model Parameterization**

We model the IGB’s upper boundary as a single 2D discontinuity with a few segments, associated with sharp density \( \delta \rho \) and shear-wave seismic velocity \( \delta v_S \) contrasts (Figure 5) representing the IGB bulk physical properties with respect to the surrounding crust. While the former parameters are allowed to vary independently during the inversion, a homogeneous crustal background is assigned to the model and characterized by absolute values of \( v_S = 3.5 \) km/s and density \( \rho = 2700 \) kg/m\(^3\), which is also a consistent choice of velocity and density values, according to the \( v_S \)-density relationship from Brocher (2005) (as further discussed in section “Results”). The choice of the background velocity fits well the upper crustal layer properties of \( 3.6 \pm 0.2 \) km/s deduced from a short period regional network (De Franco et al., 1997). The \( v_P/v_S \) ratio is fixed at 1.73 and 1.8 for the medium above and below the model interface, as indicated by the \( iasp91 \) model for the upper and lower crustal rocks. The number of parameters has been chosen based on the a priori knowledge of the IGB and of the associated seismic and gravity anomalies. (Berckhemer, 1968) and (Kissling et al., 1984) provided seismic and gravity evidence for an anomalously dense, eastward-dipping body. Further contributions showed sub-vertical and eastward-dipping units to the East of the Insubric Line (e.g., Zingg et al., 1990; Petri et al., 2019). In addition, the preliminary RF migration with a 1D velocity model (Figure 3) clearly points to a shallow interface in the western portion of the profile, and a deeper interface further to the East. In our investigation of the shape of the IGB-top structure, the model boundaries connect to the eastern and the western branches of the regional Moho interface (Spada et al., 2013), acting as far-field constraints on either side of our study’s imaging area. We selected this Moho map as the reference crustal thickness only outside our data coverage and modeling domain, and kept it invariant during the inversion procedure. The IGB model geometry is parameterized by 4 nodes, whose location can vary in space within given boundaries. This allows for a complete exploration in terms of width and depth of IGB head and neck, in analogy with the historical bird model anomaly as a vertical protuberance reaching shallow depths. The locations of the nodes, connected by straight segments, define the IGB model structure within the investigation domain (Figure 5). The western connection between node 1 and the Moho mimics the curved shape obtained in the 3D gravity model (Scarponi et al., 2020), as such a steep boundary is not resolvable with converted seismic waves.

We hence expect a shallow, not necessarily flat, discontinuity in the western portion of the profile and an eastward dipping structure – at an undetermined angle – toward the eastern portion of the profile. Therefore, we define four nodes to determine the IGB model geometry, and we prescribe that the depth of node 3 is the same as the depth of node 1. This still allows accounting for the East-West extent of the IGB, its variable eastern slope (due to the relative position of nodes 2 and 4), as well as a shallow interface with two segments, but saves one parameter to invert for.

Then, each IGB model is completely defined by 9 parameters:

\[
\vec{m} = [\delta v_S, \delta \rho, x_1, x_2, x_3, x_4, z_1, z_2, z_4]
\] (1)

All these parameters can attain values within a fixed range, with the exception of \( z_2 \) and \( x_2 \), as node 2 is always prescribed to be located between (along x) and above (along z) node 1 and node 3, in order to investigate the shallowest features of the IGB head. Similarly, node 4 is prescribed to be farther east than node 3. Therefore, the allowed value ranges for \( x_2 \), \( z_2 \) and \( x_4 \) are dynamically adapted at each iteration, depending on the other parameter values. Figure 5 summarizes the possible range for each of the 9 inverted parameters, with minimum and maximum values based on a priori geometry and rock properties. The allowed range of \( \delta \rho \) (Table 1) is broader than that of the best fit 3D gravity model (400 ± 100 kg/m3), obtained by sensitivity analysis in Scarponi et al., 2020), while the range of \( \delta v_S \) allows changes in a very broad range with respect to lower crust to mantle \( v_S \) change in \( iasp91 \) (0.72 km/s). It also includes the full range of velocity variations from upper crust to upper mantle (up to 4.8 km/s) as suggested by the short-period regional network (De Franco et al., 1997).

**Forward Calculation and Model Performance**

The forward modeling task produces the synthetics to be compared with the respective observations, for a given candidate model. It consists of two separate contributions – the seismic and the gravity part – whose misfits are then combined (see Figure 6 for an example).

The solution of each seismic forward problem produces two new RF migration images, which we may refer to as the “synthetic” and the “observed” migration images, respectively.

**TABLE 1 | Allowed-values range for each of the model space parameters.**

| Parameter | Min value | Max value |
|-----------|-----------|-----------|
| \( \delta v_S \) | 0.1 km/s | 1.3 km/s |
| \( \delta \rho \) | 200 kg/m\(^3\) | 660 kg/m\(^3\) |
| \( x_1 \) | 35 km | 55 km |
| \( x_2 \) | \( x_1 \) | \( x_3 \) |
| \( x_3 \) | 40 km | 85 km |
| \( x_4 \) | max(\( x_2 \), 75 km) | 105 km |
| \( z_1 \) | 2 km | 15 km |
| \( z_2 \) | 0.25 km | \( z_1 \) |
| \( z_4 \) | 20 km | 40 km |

During the inversion, each parameter is free to vary within the given limits, with an exception for \( x_2 \) and \( x_4 \) which are constrained by the location of the neighboring nodes.
The synthetic RF migration image is produced via three main steps: seismic ray-tracing, synthetic RFs computation and synthetic RFs migration (Figure 4, Seismic workflow).

Each of these steps always considers the candidate IGB model (or the current in the case of the first iteration): as a first step, we perform the ray-tracing across the candidate 2D velocity model structure for the same seismic catalog – station pairs, identical to the observed dataset. Snell’s law is respected at each model interface segment including local dip, meaning that it considers the relative angle between the propagating seismic trace and the interface segment they cross along their path. The wave mode conversion respects Snell’s law considering the density distribution. The distribution is defined as an n-sided polygon in a two-dimensional plane (Hubbert, 1948; Won and Bevis, 1987), under the assumption that the geometry extends unchanged toward infinity along the direction perpendicular to the profile (i.e., the out-of-plane coordinate). Therefore, we numerically treat the IGB model shape as a 2D polygon associated with a Δρ density contrast with respect to the surrounding background. The synthetic gravity anomaly is then computed for each of the binned gravity points (Figure 4, Gravity workflow).

Similarly, to the seismological part, we define the gravity misfit or model performance $L_\text{G}(\vec{m})$ as the zero-shift cross-correlation between the observed and synthetic gravity profiles $G_{\text{obs}}$ and $G_{\text{syn}}$:

$$L_\text{G}(\vec{m}) = \frac{\sum_{i=1}^{N} (G_{\text{obs},i} \ast G_{\text{syn},i})}{\sqrt{\sum_{i=1}^{N} (G_{\text{obs},i} \ast G_{\text{obs},i}) \sum_{i=1}^{N} (G_{\text{syn},i} \ast G_{\text{syn},i})}}$$  (3)

where $i$ is the pixel index and $L_\text{G}(\vec{m})$ is normalized, by definition, between -1 and 1.

For the gravity forward problem, we implemented direct formulas for the computation of gravity anomaly for a given density distribution. The distribution is defined as an n-sided polygon in a two-dimensional plane (Hubbert, 1948; Won and Bevis, 1987), under the assumption that the geometry extends unchanged toward infinity along the direction perpendicular to the profile (i.e., the out-of-plane coordinate). Therefore, we numerically treat the IGB model shape as a 2D polygon associated with a Δρ density contrast with respect to the surrounding background. The synthetic gravity anomaly is then computed for each of the binned gravity points (Figure 4, Gravity workflow).

Finally, the synthetic RFs are migrated along the candidate velocity structure with the computed ray-tracing, therefore producing the “synthetic” migration image. In addition, the observed RFs are migrated as well along the same candidate model and ray-tracing (Figures 6D, E), producing the so-called “observed” migration image. This allows to compare in a consistent manner the observed and the synthetic RFs for each given candidate model. The migrations pictures are spatially smoothed by 2D Gaussian ellipsoidal filter with 1.5 km and 0.75 km horizontal and vertical half-width. Noise, taken as low-amplitude signals at $< 15 \%$ of the image maximum amplitude, is removed from the observed migration picture. The final migration pictures have 0.5 km x 0.5 km pixel size.

We define the seismic model performance $L_S(\vec{m})$ as the zero-shift cross-correlation between the observed and synthetic RF migration images ($\text{Im}_{\text{obs}}$ and $\text{Im}_{\text{syn}}$):

$$L_S(\vec{m}) = \frac{\sum_{i=1}^{N} (\text{Im}_{\text{obs},i} \ast \text{Im}_{\text{syn},i})}{\sqrt{\sum_{i=1}^{N} (\text{Im}_{\text{obs},i} \ast \text{Im}_{\text{obs},i}) \sum_{i=1}^{N} (\text{Im}_{\text{syn},i} \ast \text{Im}_{\text{syn},i})}}$$  (2)

where $i$ is the pixel index and $L_S(\vec{m})$ is normalized, by definition, between -1 and 1.

For the gravity forward problem, we implemented direct formulas for the computation of gravity anomaly for a given density distribution. The distribution is defined as an n-sided polygon in a two-dimensional plane (Hubbert, 1948; Won and Bevis, 1987), under the assumption that the geometry extends unchanged toward infinity along the direction perpendicular to the profile (i.e., the out-of-plane coordinate). Therefore, we numerically treat the IGB model shape as a 2D polygon associated with a Δρ density contrast with respect to the surrounding background. The synthetic gravity anomaly is then computed for each of the binned gravity points (Figure 4, Gravity workflow).

Similarly, to the seismological part, we define the gravity misfit or model performance $L_G(\vec{m})$ as the zero-shift cross-correlation between the observed and synthetic gravity profiles $G_{\text{obs}}$ and $G_{\text{syn}}$:

$$L_G(\vec{m}) = \frac{\sum_{i=1}^{N} (G_{\text{obs},i} \ast G_{\text{syn},i})}{\sqrt{\sum_{i=1}^{N} (G_{\text{obs},i} \ast G_{\text{obs},i}) \sum_{i=1}^{N} (G_{\text{syn},i} \ast G_{\text{syn},i})}}$$  (3)
where \( i \) is the single gravity point index and where \( L_G(\vec{m}) \) is normalized, by definition, between \(-1\) and \(1\).

The problem of defining of a joint model performance (or joint misfit), combining the information from different geophysical data sets into the inversion process, has been addressed in the literature via different approaches. Various authors have introduced explicit scalar weighting parameters to accommodate for differences in the dataset's noise and information content (e.g., Julia et al., 2000; Syracuse et al., 2016). Other authors have implicitly incorporated the weighting between different datasets in a more recent Bayesian formulation of their inverse problem (e.g., Bodin et al., 2012).

In our case, the objective functions are not set up on physical properties with values on different orders of magnitudes, but instead they are cross-correlation based. Therefore, in our case, we define our final model performance function as the direct multiplication between the seismic model performance and the gravity model performance, following a maximum likelihood principle (Drahos, 2008):

\[
L(\vec{m}) = L_S(\vec{m}) \cdot L_G(\vec{m})
\]

Thus, we obtain a performance measure for which we do not apply any user-defined weighting or scaling factor, and which, by definition, is normalized between \(-1\) and \(1\).

**Model Space Exploration**

The model space exploration is carried out in a series of small random steps, with a new model being proposed at each of the iterations. Each of the model space coordinates \(m_j\) (with \(j = 1, \ldots, 9\)) has been assigned with a pair of minimum and maximum values, \(m_j^{\text{min}}\) and \(m_j^{\text{max}}\), within which the model coordinates can range during the inversion procedure (Table 1).

At each iteration, the exploration starts from the current model space location \(m^{\text{cur}}\) (i.e., the initial or the latest accepted model sample) and randomly suggests a new candidate model \(m^{\text{cand}}\), related to \(m^{\text{cur}}\) by:

\[
m^{\text{cand}}_j = m^{\text{cur}}_j + r_j \cdot s_j \cdot (m^{\text{max}}_j - m^{\text{min}}_j)
\]

where \(r_j\) is a uniform random deviate and \(s_j\) a scaling parameter.

We defined an acceptance rule to guide the acceptance or not of the newly proposed model \(m^{\text{cand}}\). Given \(L(m^{\text{cand}})\) the candidate model's performance and \(L(m^{\text{cur}})\) the current model's performance, \(m^{\text{cand}}\) is accepted as model space sample if:

\[
r < \frac{L(m^{\text{cand}})}{L(m^{\text{cur}})}
\]

where \(r\) is a random number between 0 and 1.

If \(m^{\text{cand}}\) is accepted, it is updated as new current model and it becomes the starting point for the subsequent iteration; otherwise, the exploration stays at \(m^{\text{cur}}\) and a new candidate model is proposed.

The acceptance rule we adopted follows the idea behind the Metropolis-Hastings algorithm, which is developed for sampling a probability density function defined over a model space (Sambridge and Mosegaard, 2002). We apply that idea and its acceptance rule here, in non-probabilistic terms, to guide our random walk toward better fitting areas of the model space. In fact, when providing a better fit to the data, the newly proposed model \(m^{\text{cand}}\) is always accepted [i.e., when \(L(m^{\text{cand}}) > L(m^{\text{cur}})\)]. The proposed model \(m^{\text{cand}}\) can still be accepted, even when it provides a worse fit to the data compared to the current model \(m^{\text{cur}}\) [i.e., when \(L(m^{\text{cand}}) < L(m^{\text{cur}})\)], as there still is a non-zero probability for the random number \(r\) - constrained between 0 and 1 - to be minor than \(L(m^{\text{cand}})/L(m^{\text{cur}})\): the lower the ratio, the lower the probability. The overall acceptance mainly depends on the shape of \(L(m)\) and on the distance between the current and the proposed model: \(\Delta m = |m^{\text{cand}} - m^{\text{cur}}|\). In fact, the algorithm requires a fine-tuning of the jump length, which is the only necessary user-defined parameter. Too little steps could cause the model space exploration to be trapped in a local minimum, without escaping and thus leaving wide regions of the model space unexplored. On the other hand, too long steps could provide model proposals too far away from the best fitting areas, causing too many rejections and waste of computational resources. For this reason and based on three preliminary tests we performed on subsets of the data, we rescale the uniform random deviates to be within the \([0.05,0.25]\) interval, which provided a balanced compromise between model space exploration and exploitation.

The inversion on the full dataset was eventually run for 50'000 iterations. As we do not formulate the inverse problem in probabilistic terms, this prevents us from interpreting the sampled models as the realizations of a probability density function. Nevertheless, we used the a priori knowledge on the IGB to assign reasonable boundaries to all inversion parameters (as discussed in section "Model parameterization") and we use a performance-driven pseudo-random walk to guide our exploration toward the best-fitting areas of the model space, to retrieve an ensemble of acceptable IGB models, which reproduce and explain the observed datasets.

**RESULTS**

The inversion algorithm kept 41'363 models out of 50'000 iterations in one week of computation time on a standard computer (2.2GHz Quad-Core Intel Core i7), requiring \(\sim 10\)s to 12s per iteration. Throughout the model space exploration, 20'692 steps were directed toward a better performing model and were therefore retained. The remaining sampled models were accepted based on Equation (6) even if they were not improving the performance with respect to the previous iteration, with an acceptance ratio of \(\sim 70\%\). Exploration has been favored in spite of exploitation. By inspecting the distribution of all sampled models for all the model parameter pairs (Supplementary Material 3), a satisfactory model space coverage has been achieved for all the pairs. Less samples cover the worse fitting areas, while a higher sampling density concentrates around the best performing models.
The seismic model performances range from 0 to 0.64 with a nearly symmetric bell-shaped distribution and a median value of 0.26 (negative performances have been discarded by choice). The gravity model performances vary across a narrower range of values, between 0.59 and 0.99, with a negative skew (more frequent higher values) and a median of 0.90 (Supplementary Material 4). The better performance of the model with respect to gravity data is not surprising, as our a priori choices for the model geometry were driven by the recently constrained 3D gravity model. Therefore, in the final model performance, defined as the multiplication of seismic and gravity fits, the seismic performance acted as a more important guiding factor for the model space exploration. The gravity performance provided finer tuning across the best fitting areas, and also resolved some of the inherent trade-off in RF analysis. Furthermore, jointly inverting with seismic data allowed to constrain geometry features which were not resolvable with a gravity-only inversion, as demonstrated by preliminary tests (Supplementary Material 6). The final model performances range between 0 and 0.60, with a median value of 0.22.

The results reproduce well the main features of the observed seismic and gravity anomalies.

First, we describe the best performing model and then we consider the group of 150 best fitting models.

The best performing model fits the gravity anomalies both in terms of location and amplitude, with a slightly broader peak compared to the observations (Figure 6C). The vertical part of the IGB model is wider than what was suggested by the earlier, 3D gravity model (Scarponi et al., 2020). Node 2 locates the shallowest IGB portion in the vicinity of the western kink of the previous model (Figure 6A), as shallow as 4 km depth, and West of seismological station IA01A and of the IL at the surface. This location is a few kilometers too far to the West considering the local a priori geological knowledge. Concerning the migration images, the shallowest interface segment (node 2 to node 3) successfully reproduces the shallowest converted phases in the western portion of the profile, locating a sharp increase of shear-wave velocity right below the surface, between 3 and 7 km depth, and extending for ~ 20 km to the East from station IA01A to station IA05A (Figures 6D,E). Minor local features are recovered as well, such as the positive patch at ~ 75 km distance and at 12 km depth, and further reverberations at ~ 45 km distance and 15 km depth, below the shallowest conversion. The eastern portion of the image with prominent signals at ~ 35 km depth is recovered and consistent with the Moho depth further to the East (Figures 6A,D,E).

Using a single interface model prevents us from reproducing the eastern negative amplitudes at ~ 48 km depth ranging from 80 to 105 km distance, which cannot be regarded a converted-phase multiple reflection (PpSs) from an interface at 34 km depth. Such phase would be expected at a higher delay time (~ 19 s with the given model structure and therefore migrated at more than 100 km depth). This feature can represent a real decrease of shear-wave seismic velocity with depth, or PpSs multiples of local conversions seen in the upper crust (Figure 6D) which are not modeled in this distance range.

A more representative image of the joint inversion results is provided by looking at the ensemble of the 150 best performing models (Figure 7). From this, the general characteristics of the retrieved well-fitting IGB model geometries can be outlined. It still is a shallow-reaching, crustal-scale important geophysical anomaly, similar to our earlier 3D gravity model (Scarponi et al., 2020), but without a prominent westward extending horizontal “beak” as in the historical model of Berckhemer (1968). A shallow interface is always present in the western part of the profile between 1 and 10 km depth, between IA01A and
IA05A stations (~40 to 70 km distance). The position of the vertical structures is less constrained than the horizontal ones, as the steeply dipping structures cannot be imaged by the RFs at all. The shape of the western IGB vertical wall was inherited by the previous 3D gravity model (Scarponi et al., 2020) and its horizontal position was here varied together with node 1. The range of variation of either side of the IGB neck spans ~15 km horizontally, while the horizontal segments span a narrower depth range (less than 10 km). In the western part, the neck is on average 30 ± 5 km wide, only a few models deviate up to ±10 km width. The main IGB discontinuity is tightly constrained in the eastern, flat part of the profile at 35 km depth (Figure 7), which is consistent with the Moho structure there (Spada et al., 2013).

How well the IGB-top interface geometry is constrained by the joint inversion can be assessed through the distribution of the sampled model nodes position, which also shows the characteristics of the model space exploration (Figure 8). All four nodes have spanned the entire allowed perimeter, with a
decreasing sampling density toward the worse-fitting external boundaries, and with node 2 being more restricted by definition of its position lying between and above nodes 1 and 3 (Figure 8). This proves the efficiency of the implemented algorithm in providing a satisfactory model space exploration, which is computationally much more affordable than a 9-dimensional full grid search at a comparable resolution. In general, node depths are better constrained better than their horizontal locations. The depth-variation range of $\sim 10$ km for node 1 to $\sim 4$-5 km for node 4.

Node 1 solutions are preferentially at 10 km depth to West of the IL, which is in agreement with the IL being a vertical to sub-vertical dipping feature. Node 2 constrains the shallowest model position and features a bi-modal depth result, with a group of solutions between $\sim 1$-3 km at $x = 50$-55 km. This finding is in agreement with the outcropping dense rocks at the surface. Another group of solutions concentrate at $\sim 3$-7 km depth to the West of the surface trace of the IL. Node 3 isn’t tightly constrained; nevertheless, it extends the shallow IGB portion to the center of the seismic profile, until the surface trace of the Pogallo Fault Zone (PFZ), prior to high-angle deepening toward node 4 at 31 ± 2 km depth (Figure 8).

Concerning the physical property contrasts of the IGB compared to the shallower layer (Figure 9), the well-performing models point to a relatively broad range of shear-wave seismic velocity increases. This is mainly constrained by the amplitude of the Ps signals, which is not their most reliable feature due to attenuation. A certain number of better-performing models is associated with a velocity contrast of the order of 0.5 to 1.2 km/s. The best performing density contrasts are in the 200 to 400 kg/m$^3$ range, with some models at 500 kg/m$^3$ associated to the higher $v_S$ contrasts. This is in good agreement with the earlier 3D gravity model which suggested that 500 kg/m$^3$ represents a reasonable higher limit for the IGB density contrast (e.g., Scarponi et al., 2020). We note that models with very high density- and low velocity-contrasts perform poorly (Figure 9).

We note that the gravimetric method is able to resolve density contrasts, and not absolute densities. Therefore, the set of inversion results on Figure 9 can be shifted to the right, to higher density values, by simply assuming that the surrounding crustal density was not 2700 kg/m$^3$ but higher. A geologically reasonable shift would be around 100 kg/m$^3$: a density of 2800 kg/m$^3$ is reasonable for mid-crustal rocks; hence, the well-fitting models from the joint inversion would fall closer to the $v_S - \rho$ relationship trend taken from Brocher (2005). We note that the trend line of Brocher (2005) represents empirical fits, and that actual rock property data dispersions of 0.2 km/s in $v_S$ or of 200 kg/m$^3$ are reasonable.

**DISCUSSION**

The inversion results can be interpreted in light of the existing multidisciplinary investigations on the IVZ formation history and the surrounding crustal structures. By inspecting the best performing IGB models (Figure 7), two main groups of models can be identified according to the shallow geometry
FIGURE 10 | Investigating the sharpness of the seismic interface by frequency-dependent analysis of the highest quality RFs near station IA02A. (A) Observed RFs stacked at different frequency ranges, from 0.1 Hz to five different maximum frequencies as specified in the legend. The decreasing signal width, with increasing frequency, points toward a discontinuity sharper than the resolution of the highest frequency waves. The gray band in the background indicates the expected time delay for a P-to-S converted phase from a discontinuity located between 3 and 10 km depth, and with vs = 3.5 km/s above it. The estimated depth of the conversion for the two observed peaks is indicated. For this analysis, a stricter quality control has been applied and only the RFs qualifying at all frequency ranges have been considered. (B) Piercing point map (orange squares) for the traces that have been considered in (A), for the frequency range 0.1 Hz to 2 Hz. Next to each piercing point, the time interval 0 to 1s of the associated RFs is plotted, to highlight the spatial variability of the stacked RFs signals. (C–E) Synthetic RFs for the same frequencies as in (A) demonstrating the effect of velocity gradient sharpness on peak widths and amplitudes.

characteristics of the retrieved IGB models (Figures 7, 8, node 2). The first group of models suggests a gently eastward-dipping interface in the shallow portion, locating the IGB-top head from ~ 3–7 km depth (node 2) to ~ 8–12 km depth (node 3) with a minimum horizontal extent of ~ 20 km. The second group of models features node 2 at shallower depths than nodes 1 and 3, reaching as shallow as 1-3 km depth between seismological stations IA01A and IA03A. While both groups are in agreement with a western boundary associated with a steeply westward dipping IL, the very shallow anomaly of the latter group agrees with the well-known variety of lower to middle crustal rock outcrops observed across the IVZ. Moreover, when compared with the rock properties of in situ IVZ samples (Zappone et al., 2015) in vS–ρ space, the inversion results show good agreement with several gabbro samples, and also with ultramafic rock and amphibolite samples if the aforementioned density-shift is considered (Figure 9). These align with indications drawn from studies by Pistone et al. (2020) and Scarponi et al. (2020) on possible rock types. However, we make no further selection of rock types, to avoid potential over-interpretation here, as reality is surely more complex than a single-discontinuity 2D model. Nevertheless, considering the model assumptions, the match with rock properties is satisfactory.

An interesting feature of sampled IGB model structures is the steep eastward-dipping segment at the center of our profile between nodes 3 and 4 (~ 70-75 km distance, Figure 7), representing the eastern flank of the IGB. The steepness of this segment precludes any direct imaging by the RFs. The segment, however, joins the two surrounding and imaged segments (between nodes 2 and 3 and east of node 4) and it compares well with the location at the surface of the Pogallo Fault Zone (PFZ, Figure 8). The PFZ is a prominent Jurassic fault zone associated with pre-orogenic crustal thinning episodes, related to the opening of the Alpine Tethys without being subsequently reactivated during the orogenic compression, but only tilted to its present-day vertical position (Handy et al., 1999; Petri et al., 2019).

The PFZ crosses our seismic profile at the surface at the Lago d’Orta, between stations IA05A and IA06A. Several evidences suggest that the PFZ may have offset the Moho during the Jurassic (Handy, 1987) and that the shape of the IGB was determined by a combination of Jurassic crustal thinning and subsequent Alpine orogeny (Schmid et al., 1987). The importance of pre-orogenic inheritance with respect to syn-orogenic processes is however, clearer in the light of our results. Along our profile, the eastern flank of the IGB coincides much more closely with the surface exposure of the PFZ than what was pointed at by previous models (Berckhemer, 1968): the PFZ is likely responsible for shaping the Moho since the Jurassic, implying that the IGB was strongly preset by the pre-orogenic rift-related deformations, before being integrated in the Alpine orogeny.
In light of the planned scientific drilling in Val Sesia (Pistone et al., 2017), we further investigated one particular property of the shallowest portion of the IGB interface, namely the sharpness of the velocity discontinuity, by applying frequency-dependent RF analysis. In fact, the frequency content of the observed RFs can put constraints on the resolved thickness of the seismic velocity gradient associated with the converted-wave generating interface itself (James et al., 2003). The narrower the peaks with increasing RF analysis frequency, the sharper the interface at which the conversion was produced. Conversely, if there is a vertical gradient, the highest frequency RFs will remain broad and lose amplitude. We demonstrate this effect by synthetics, which we then compared with the observed RFs. We focused our analysis on station IA02A and stacked a high-quality selection of RFs, for a certain number of high-pass filtering frequencies: 1, 2, 3, 4, and 6 Hz, respectively (Figure 10A). We used RFs in the ZRT coordinate system and only for eastward [45-135°] back-azimuths to maximize the Ps conversion amplitude on the inferred eastward dipping interface. The RF stacks show two shallow conversion peaks at ∼3 and 6 km depth (Figure 10A). Considering the respective piercing points, the two peaks correspond to early arrivals from ENE to late arrivals from ESE. This points to local structural variations at shallow depth beneath the gabbrro and norite rocks exposed on the surface (Figure 10B). Comparing our results to the synthetics shown in Figures 10C–E indicates that the velocity gradient thickness is more than 0.4 km, and closer to but less than 0.8 km. This is slightly more than the Moho transition zone of 0.5 km proposed for the Kaapvaal craton by James et al. (2003), based on a similar seismic analysis. Our finding is well-resolved as the wavelength of 6 Hz waves at νS of 3.5 km/s is below 600 m, so this approach would have been able to resolve sharper gradients.

Future contributions could address the IGB structure by inverting for more complicated geometries, including more than one seismic interface. P-to-SH converted phases could be addressed as well, as they do present seismic energy due to the presence of dipping angles and possibly anisotropy, which was not addressed in this contribution as there were strong a priori indications for dip. Much finer, high-resolution images of the western part of our area will be revealed with the recently acquired active seismic data with Vibroseis sources and several targets at depth along two long profiles crossing between stations 1 and 2, and carried out as a cooperative project between GFZ Potsdam, Montanuniversität Leoben and the University of Lausanne. We plan to complement these with higher resolution gravimetric and magnetic measurements around the Balmuccia peridotite, to approach the scale of scientific drilling. Subsequent, joint petrological and geophysical investigations will further constrain the lithologies composing the IGB.

CONCLUSION

We implemented and ran a joint inversion algorithm using seismic receiver functions and gravity data to constrain the shape and the physical properties of the Ivrea Geophysical Body (IGB), along a 2D West-East cross-section along the Val Sesia profile and across the Ivrea-Verbano Zone (IVZ). The algorithm executes a performance-driven random walk in the model space, to preferentially explore the better fitting areas of the model space.

Processing the new seismological and recently collected gravity data led to new constraints on the IGB structure. A shallow and relatively sharp interface is resolved over at least 20 km horizontal distance in the western part of the seismic profile (between ~ 8.11°E and 8.43°E). In particular, we identify two main groups of model geometries for the shallowest portion of the IGB: a flat and gently eastward-dipping interface between 3 and 7 km depth, and a structure with a local peak reaching as shallow as 1-3 km depth, beneath the three westernmost stations (~ 8.11°E to 8.25°E). While both groups of models agree with a western boundary associated with the steeply westward-dipping Insubric Line, the latter is more consistent with the well-known lower crustal rock complex outcropping at the western edge of the IVZ. Further agreement with the observed geological structures at the surface is found by comparing the IGB model structure with the location of the Pogallo Fault Zone (PFZ). The eastern flank of the protruding IGB coincides with the surface exposure of the Jurassic PFZ, highlighting the role of pre-orogenic processes in shaping the IGB.

The retrieved IGB velocity and density contrasts relative to the surroundings are in general good agreement with the physical properties of the rock samples collected in the area and analyzed in earlier studies. The results span a rather broad range of acceptable shear-wave velocity contrasts (0.5 to 1.2 km/s), providing slightly higher velocities than those from field samples and/or trends in the literature (Brocher, 2005). In terms of density, a reasonably narrow range of better-fitting density contrasts of 200–400 kg/m³ is found, in agreement or slightly below the recent 3D IGB density model.

We further analyzed the amplitude and frequency content of a stack of selected high-quality receiver functions, to constrain the sharpness of the vertical velocity-gradient associated with the shallow IGB discontinuity. We then compared the observed stack with synthetics, for a range of different pre-deconvolution maximum filtering frequencies, and using various vertical velocity-gradient thicknesses. We found thicknesses of 0.8 km and 0.4 km as reasonable higher and lower limits for the shallow velocity-gradient mimicking the top of the IGB discontinuity. Already acquired but still in-the-processing active seismic campaign data will shed more light on the very shallow structure at high resolution along the same profile, and prepare the ground for deep scientific drilling to deepen our knowledge of the IGB.
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