Using Genetic Algorithm in Inner Product to Resist Modular Exponentiation From Higher Order DPA Attacks
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ABSTRACT Evolutionary computation techniques have always provided fascinating results in all the fields of science and engineering. However in the area of computer security, their contribution has been comparatively very less. More specifically if we consider the side-channel attacks, use of these nature based techniques have been very nominal. Therefore, we proposed a secure protocol in this paper to combat against the Higher Order Differential Power Analysis attacks on modular exponentiation based cryptosystems using one of the popular evolutionary computation techniques. The proposed work first uses Genetic Algorithm for splitting the huge exponent within the modular exponentiation into multiple non-uniform shares. Then, this shares are randomly chosen for computing individual modular exponentiation with the help of nearest neighbor algorithm. Using Genetic Algorithm, our proposed protocol can generate reasonable number of shares which exposes secret exponent at the least. As a result, it provides significant resistance to Higher Order Differential Power Analysis attacks. Moreover, randomization in computing individual modular exponentiation secures the cryptosystem from generic power analysis attacks like SPA and DPA.

INDEX TERMS Power analysis attacks, modular exponentiation, genetic algorithm, nearest neighbor algorithm, mutual information analysis.

I. INTRODUCTION Among all the side channel attacks, power analysis attacks [1] have been a major threat to modular exponentiation within RSA cryptosystems [2]. Messerges et al. [3] were the first to show the possibilities of mounting Simple Power Analysis (SPA) and Differential Power Analysis (DPA) attacks on “squaring-multiplication” based implementation of modular exponentiation. Where SPA could easily identify the location of each operation by visualizing the spikes in power traces, DPA used statistical models to extract the secret key or exponent.

One approach to combat against the power analysis attacks is to remove the power consumption dependency on data and operations of the cryptosystems. This can be achieved by randomizing the secret data or fundamental operations of the cryptographic algorithms. This technique is popularly known as hiding. It aims to mitigate SPA and DPA by minimizing the correlation between power consumption and secret data. Binary Random Initial Point (BRIP) introduced by Mamiya et al. [4] was designed using randomization within RSA to combat against power analysis attacks. BRIP was later extended and improved by Kim et al. [5], [6] and Wang et al. [7]. Recently, Mahanta et al. have presented two works to resist power analysis attacks based on data randomization [8] and operation randomization [9].

Another resisting approach is by injecting dummy instructions between the fundamental operations of the cryptosystems for uniform power consumption. But it costs computational penalty due to which it is used along with masking where, the secret intermediate values are associated or masked with some unknown random values. Fournaris et al. [10] and Ambrose et al. [22] used this approach in their works to combat against power analysis.
attacks from RSA. Masking in asymmetric cryptosystems is called blinding. Binding in RSA based modular exponentiation cryptosystems, can be implemented along with the message and exponent but it needed additional multiplicative inverse operation to remove the effect of message blinding. However, the message blinding technique presented by Kim et al. [11] was one of those kinds which did not require any multiplicative inverse.

There appears significant works in literature which have used the above approaches to combat against the power analysis attacks. However, all these works aimed to protect cryptosystems from generic SPA and DPA attacks only. Higher order DPA (HODPA) and Correlation power analysis (CPA) attacks which have been major threats in present scenario are yet to be addressed. In order to protect a cryptosystem from HODPA and CPA, it is necessary that the secret sensitive data and their related intermediate data are split into n shares which would result into protection from nth order DPA attacks [35]. Recently, Balash et al. [12], [13], and [36] presented a state-of-art of using inner products for masking in symmetric cryptosystems to defend HODPA. Based on Dziembowski et al. [14] model, they proposed a leakage resilient design, in which the shares leaked minimum information of the secret data in presence of noise. However, in their approach these shares were only random numbers which were generated in multiple iterations without any defined way.

A. OUR CONTRIBUTION

In this paper, for splitting the secret exponent in modular exponentiation into multiple shares, we have adopt the concept of inner product. Genetic Algorithm has been used in inner product (IP-GA) to form limited the number of shares of the exponent as well as make these shares diverse in each execution. To facilitate randomization, an entropy based algorithm known as nearest neighbor (E-NN) has also been proposed which randomly chooses a share among all the shares to compute individual modular exponentiation. The secure modular exponentiation along with IP-GA and E-NN is then implemented in decryption RSA and CRT-RSA of different key sizes. To measure the possible leakage from each share, mutual information analysis with the original exponent has been computed. Also, a security analysis of the proposed protocol to combat popular DPA and HODPA attacks has been presented. Conventional countermeasures like message and exponent blinding alone have severely failed to resist advanced DPA attacks like horizontal correlation analysis [45], [46] and template attacks [47], [48]. While we probe our proposed secured model to horizontal attacks and template attacks, we could find that these attacks can be resisted to significant extent. Hence, the role of our proposed protocol to combat these modern and future attacks is very crucial.

The remaining section of the paper is discussed as follows: a brief survey on related works has been provided in Section 2. Section 3 presents some preliminary concepts related to the proposed work. In Section 4, detail discussion of the proposed protocol with implementation in RSA and CRT-RSA is presented. The security analysis of the proposed protocol with respect to DPA, HODPA and some advanced attacks have been discussed in section 5. The analysis through the results have been presented in section 6 and finally a conclusion has been formulated.

II. RELATED WORKS

Hiding aimed to randomize the order of execution of fundamental operations of the cryptosystems. As a result, through SPA it would not be possible to identify the actual sample points of the operations. Hence, if the modular exponentiation was implemented in binary methods with hiding, extraction of the correct key by locating the squaring and multiplication operations would be extremely difficult. The BRIP method [4], which was mainly designed for Elliptic Curve Cryptography (ECC), introduced a random initial point for every execution. As a result, the initial values for execution would be different at every point of execution providing resistance to DPA attacks. Kim et al. [5] proposed secured binary exponentiation for RSA and CRT-RSA by randomizing the message and key with help of a random number r. The effect of r was removed by two different ways of computing r−1 depending on whether the bit is 0 or 1. They also improved their work using random blinding [6] which was more secured and had lesser computational cost than Mamiya’s. The improved method was a generalized concept that could be used for RSA as well as ECC. However, Wang et al. [7] challenged the works of Kim showing that their improved countermeasure could still reveal sensitive information. They modified Kim’s approach and proposed to compute r−1 at four different points based on the all the possible combinations of 0 and 1 i.e 00, 01, 10 and 11. Recently, Mahanta et al. have proposed two different countermeasures for modular exponentiation based cryptosystems. The first countermeasure [8] computed comparative modular exponentiation with completely randomized exponent or key for RSA and CRT-RSA decryption to resist DPA to a large extent. In their second work [9] they executed operation randomization using Fisher Yates Shuffling technique to attain significant security against DPA attacks.

Unlike hiding, blinding associated the secret data (say x) with a blinding factor (λ) in such a way that it turns impossible to retrieve x if λ is not known. For RSA cryptosystems in which the primary operation is modular exponentiation (mλ mod N), both the message (m) and exponent (e) can be blinded. For message blinding, the blinding factor is associated in such a way that,

\[ m' = m \times \lambda \mod (N) \]  

Similarly, the exponent can be blinded with the blinding factor and \( \phi(N) \) by,

\[ e' = e + \lambda \times \phi(N) \]
But merely using any of these techniques or both were still not sufficient enough to protect RSA and CRT-RSA from DPA attacks as seen in [15]–[19]. Besides it would also have additional computational cost of multiplicative inverse to remove effects of blinding factor. However, a secured and efficient way to compute message blinding without multiplicative inverse was presented by Kim et al. [11]. To make blinding more efficient, random instructions were also injected in between the fundamental operations [20]–[22]. In some other approaches, blinding with improved modular exponentiation were also proposed [23], [24]. However, none of these works addressed HODPA and CPA leaving a threat of being vulnerable to such attacks.

III. PRELIMINARIES OF PROPOSED WORK

Here, we discuss few preliminary concepts which are later employed in our proposed protocol. This section helps in better anticipating our proposed protocol which is presented in detail in section 4.

A. INNER PRODUCT

As mentioned in previous section, in order to protect a cryptosystem from HODPA the sensitive data (key and intermediate values) needs to be split into multiple shares. Thus, a cryptosystems will be protected from \( n^{th} \) order DPA if sensitive data is split into \( n \) shares. The significance of using inner product (IP) is its ability to represent a number (say X) as a summation of the products of random pairs. Each element of these pairs will belong to two vectors, say \( L \) and \( R \) such that, \( L = l_1, l_2, ..., l_n \) and \( R = r_1, r_2, ..., r_n \) containing \( n \) random values. The inner product represented by \( \langle L, R \rangle \) can be computed by \( \sum_{i=1}^{n} l_i \times r_i \). This approach was demonstrated in [14] which was later used in [12], [13], [36] in identifying a masking scheme for the Advanced Encryption Standard (AES) cryptosystem.

In asymmetric cryptosystems like RSA, the decryption key \( d \) is extremely sensitive and mostly very large. In order to protect the cryptosystems from HODPA attacks, splitting of \( d \) would be one of the most effective measures. We have used IP as an approach to split of \( d \) into multiple shares. However, instead of using it conventionally we have associated Genetic Algorithm (GA) for choosing random values to form the IP pairs \((l, r)\). Using GA, the proposed approach could generate reasonable number shares which would leaked minimum mutual information of \( d \). Hence, even if we consider that these shares have leakage of power consumption, but the information provided by them will be very less for successful power analysis attacks. Therefore, in our proposed protocol, we considered the following assumptions for computing inner product:\( a \) vector \( R \) would store \( n-2 \) independent 64 bit random variables \( b \) the last, \( (n-1)^{th} \) value in \( R \) would always be 1 and \( (c) \) vector \( L \) would store the product, \( L_{n-1} \times R_i \) with \( L_0 \in r \), where \( i \) is a 64 bit random variable generated using randomgen()(). Hence, the number of shares generated from the secret exponent is limited by these notions.

B. GENETIC ALGORITHM

One of the most widely used evolutionary computation techniques for optimization is GA. In almost all the fields where optimization can be done, GA has always produced outstanding results [25]. GA maintains a population of possible individuals based on some selection function and other operators like mutation and recombination. Each of these individuals are provided a fitness value and using a proper fitness function GA pulls out those individuals having highest fitness. The initially selected individuals acts as parents and undergoes mutation and crossover to generate/offspring which depicts the next population. To summarize, GA is mainly composed of three main operations,

- Selection: From a population of possible individuals select the ones having highest fitness values.
- Crossover: It exchanges some bits between the parents so that the new individuals inherits the parents. There can be single point crossover where each parent occurs once in the offspring or double crossover where one parent can occur at multiple times in the offspring.
- Mutation: Some bits within the selected individuals are replaced with one another based on a mutation rate which determines to what extent mutation needs to be performed.

GA has been previously used in building optimal addition chains for modular exponentiation [37], [39], and [43]. Even successful timing attacks over RSA has appeared in literature [38]. Besides, it has been also used to protect AES S-box against DPA attacks [40], [41]. In 2012, Batina et al. [44] presented the concept of generating evolutionary ciphers (EVOC) with evolutionary computing to resist DPA attacks. Their model could generate dynamic ciphers using TRNG which forbids not only attackers but also the designers from knowing the ciphers. These ciphers were randomly selected using an intelligent search algorithm. They have challenged the Kocher’s model [1] of DPA attacks by making the selection function unknown to the attackers with dynamic ciphers. As the attackers are prevented from creating a selection function, they cannot mount DPA attacks.

However, unlike EVOC, our objective is to obtain optimal shares of the large secret exponent in modular exponentiation to resist HODPA attacks. For this purpose GA has been used in inner product to generate the optimum IP pairs \((L, P)\) which resembles as shares of the secret exponent \( d \) and leaks least mutual information about it.

C. NEAREST NEIGHBOR ALGORITHM

Greedy approach is considered by this algorithm to search the minimum distance between two end points. Initially it was used in solving the problems like traveling salesman with efficiency but doesn’t guarantees optimal solution. Presently, the algorithm is employed in various fields of machine learning, pattern recognition and image processing. The Euclidean distance shown in Equation 3 computes the nearest
neighbors for a population

\[ \text{dist}(x, y) = \sqrt{\sum x_i - y_i} \]  

(3)

where, \(x_i\) and \(y_i\) are the value of \(i^{th}\) attribute.

We extend the nearest neighbor algorithm in our proposed work to search the minimum distance between the entropy (H) based IP shares. Let, \(S_1, S_2, \ldots, S_n\) be the IP shares of the secret key \((d)\) up to \(n\) shares, then the distance from \(S_1\) is computed by,

\[ \text{dist}(S_1, S_i) = H(S_1) - H(S_i) \]  

(4)

where, \(S_i\) equals to \(n^{th}\) shares. As our proposed approach to find the nearest neighbor is entropy, we have named the algorithm as “Entropy based Nearest Neighbor (E-NN)” throughout the paper. Use of E-NN enables us to randomly choose \(n\) shares of an IP share to execute an individual modular exponentiation. Thus E-NN offers operation hiding by randomizing the order of individual modular exponentiation and resist from DPA and HODPA attack as a whole.

### IV. PROPOSED WORK

As mentioned in previous sections, none of the existing resting techniques proposed how to address HODPA attacks. Here, we present first Genetic Algorithm with Inner product for splitting the exponent of modular exponentiation into multiple shares. We then propose an algorithm known as nearest neighbor based on entropy (E-NN) to randomize these shares prior to execution to exhibit operation hiding for resisting SPA & DPA attacks.

#### A. SPLITTING EXPONENT THROUGH INNER PRODUCT WITH GENETIC ALGORITHM (IP-GA)

We have mentioned earlier that in order to resist a cryptosystem from HODPA the sensitive data with intermediate values needs to be split into multiple shares. Asymmetric cryptosystems have been built in the pillars of modular exponentiation. Specifically in RSA, a private key \((d)\) is being used for decryption and the challenge remains in preserving the secrecy of this key making it a highly sensitive data. HODPA attacks can be resisted, if this private key can be split into multiple shares which in return will also split sensitive intermediate results. Modular exponentiation with multiple shares of \(d\) can be computed by the following property,

\textit{Property 1:} To compute \(m = c^d \mod N\), where \(d, c, m\) are the private key, the cipher text and plain text respectively. If we have \(d_1, d_2, \ldots, d_n\), from \(d\) such that,

\[ d = \sum_{i=1}^{n} d_i \]

\[ m = c^d \mod N \]

\[ = ((c^{d_1} \mod N)(c^{d_2} \mod N)\ldots(c^{d_n} \mod N)) \mod N \]

\[ = \prod_{i=1}^{n} (c^{d_i} \mod N) \mod N \]

We start with genetic GA by considering a population of size 50 \((\text{popsize} = 50)\) random individuals using algorithm 1. The individuals in the population are random numbers of 64 bit that are generated using a random function. Each possible pair of individuals \((l, r)\) from this population is assigned a fitness value \(f\) as shown below,

\[ f = l \times r \]  

(5)

#### Algorithm 1 Population Generation

**Input:** \(x, y, \text{popsize}\)

**Output:** population as \(\text{pop[ ]}\)

1. \(x, y = 64\) bit random numbers;
2. \(\text{pop[ ]} = \) array to store the populations;
3. for \(i\) from 1 to \(\text{popsize}\) do
4.    \(r = \) random\((x, y)\);
5.    \(\text{pop[i]} = r;\)
6. end
7. Return \(\text{pop[ ]}\);  

Using the selection function shown in algorithm 2, the pairs having highest fitness value are selected. This pair further undergoes a single point crossover and swap mutation to change their characteristics. A crossover point \(C_p\) is chosen for both \(l\) and \(r\). The bits of these shares from \(C_p\) to the last bit are exchanged in each of these shares respectively to form \(l_c\) & \(r_c\) which further undergoes mutation. Two mutation points \(M_{p1}\) & \(M_{p2}\) have been chosen for each share \(l_c\) & \(r_c\) respectively such that \(M_{p1}, M_{p2} \in (2, \text{len})\), where \(\text{len}\) is the length of \(l\) and \(r\). Since both the mutation points lie between 2 and \(\text{len}\), the probability of choosing a point is \(\frac{1}{\text{len}-2}\) which will be the mutation rate. As the size of each individual in the population is 64 bit, hence the mutation rate in our proposed approach will be \(\frac{1}{62} \approx 0.016\). The bits at \(M_{p1}\) and \(M_{p2}\) are then exchanged within each \(l_c\) and \(r_c\) separately for mutation.

Crossover and mutation are general operators of GA which was mentioned in earlier section. But in our proposed work, these operators make significance recoding within the shares. This is analogous with blinding, which also recodes the exponent by associating it with a blinding factor. As these shares are also used for generating the next population, there will be a diverse population in every iteration.

Finally, using algorithm 1 and algorithm 2 along with crossover and mutation, we present the our proposed IP with GA (IP-GA) in algorithm 3 to split the large exponent \(d\) into multiple shares in an efficient way. More precisely, algorithm 3 generates two vectors \(L[\ ]\) and \(R[\ ]\) which contains values to form the inner product pairs. These vectors are later used for exhibiting hiding through randomization with proposed E-NN algorithm as discussed next. All the inner product pairs are generated using the prior assumptions, using algorithm 2, and recombined to generate the original exponent \(d\).


Algorithm 2 Assigning Fitness Value and Selection

Input: Population pop[ ]
Output: Inner product pairs (L, R)
1. prod = 1;
2. L[ ] & R[ ] to store the inner product pairs;
3. f[ ] to store fitness value if each share;
4. for i from 1 to popsize do
5.     for j from i+1 to popsize do
6.         x = pop[i];
7.         y = pop[j];
8.         prod = x * y;
9.         f[i,j] = prod;
10.   end
11. end
12. for i from 1 to popsize do
13.     if f[i,j] > f[i+1,j+1] then
14.         x = i;
15.         y = j;
16.     else
17.         x = i + 1;
18.         y = j + 1;
19.     end
20. end
21. L[i] = pop[x];
22. R[i] = pop[y];
23. end
24. Return L[ ] & R[ ];

Property 2: \( \forall i \in n, d_i = L_i \times R_i \) such that \( n \) is the size of L[ ] & R[ ] and \( \sum_{i=1}^{n} d_i = d \).

B. RANDOMIZATION WITH ENTROPY BASED NEAREST NEIGHBOR (E-NN) ALGORITHM

By splitting \( d \) into multiple shares \( (d_1, d_2, ..., d_n) \), HODPA attacks can be resisted under necessary condition. To boost up the security prospects, our proposed protocol randomize every individual modular exponentiation using E-NN algorithm. For each \( d \) (say \( S \)) shares, we compute the entropy \( H(S) \) as shown below,

\[
H(S) = - \sum_{i=1}^{n} p(S_i) \log(p(S_i)) \tag{6}
\]

where, \( S_i \) with \( i = 1..m \) denotes a share of \( d \). To compute the probability value \( (p(S_i)) \) of every share, it is necessary to find all the possible combination \( (c_i) \) of \( S_i \) via considering its hamming weight (HW) such that if \( x_i = \text{length}(S_i) \) and \( h_i = \text{HW}(S_i) \) then,

\[
c_i = \frac{x_i!}{h_i!(x_i - h_i)!} \tag{7}
\]

\[
p(S_i) = \frac{c_i}{x_i} \tag{8}
\]

Algorithm 3 Proposed Inner Product With Genetic Algorithm (IP-GA)

Input: d
Output: L[ ], R[ ] such that \( \sum_{i=1}^{n} L_i \times R_i = d \) and \( L_i \in L[ ], R_i \in R[ ] \)
1. iprod = 1;
2. newprod = 1;
3. dnew = d;
4. n = Maximum number of shares desired ;
5. for i from 0 to n do
6.     if (iprod < d) then
7.         population ← From Algorithm 1 ;
8.         Initial shares \( L_{ini}, R_{ini} \) ← From Algorithm 2 ;
9.         \( L_m, R_m \) ← Shares after crossover and mutation ;
10.    if (\( L_m > R_m \)) then
11.        \( L_m, R_m \) ;
12.    newprod = \( L_m \times R_m \);
13.      \( L_i = R_m ; \)
14.      \( R_i = newprod ; \)
15.    else
16.        \( iprod = R_m \times newprod ; \)
17.        \( L_i = R_m ; \)
18.        \( R_i = iprod ; \)
19.    end
20.    iprod = \( L_i \times R_i ; \)
21.    x = \( L_i, y = R_i \) (To generate next population using Algorithm 1);
22.    if (iprod >= dnew) then
23.        \( L_i = dnew ; \)
24.        \( R_i = 1 ; \)
25.        break; 
26.    else
27.        dnew = dnew - iprod ;
28.    end
29. end
30. end
31. end
32. end

All of the entropy values are further stored in an array \( H \) according to the shares.

Our proposed protocol E-NN is based on greedy optimization method. Therefore, we required to select an initial local best solution. For selection, we consider first value in \( H \) as best local \( (S_{lb}) \) and compare with other entropy values in \( H \) based on its distance. The share with minimum distance based on entropy (Equation 4) from \( S_{lb} \) compared to other shares is allot as the next \( S_{lb} \) and its index in vector \( H \) is further stored into a new vector \( I \). The operation continues till every values of the entropy are in an incremented order and their corresponding indices are stored in \( I \). Further, the array \( I \) with random indices of the shares will ease to randomization to resist DPA attacks. The complete operation is described in the algorithm 4.
Algorithm 4 Proposed Hiding With E-NN Algorithm

Input: $d_1, d_2, \ldots, d_n$ such that $\sum_{i=1}^{n} d_i = d$, $H[\ ]$ having entropy of each share of $d$
Output: $I[\ ]$ containing random indices of the shares $d$

minindex = 0;
$S_{lb} = 0$;
$lb_{new} = 0$;
differ = 0;
distance[ ];
$n = \text{number of shares}$;
for $i$ from 0 to $n$ do
    if $(i > 0)$ then
        $S_{lb} = H[\text{minindex}]$;
        for $k$ from 0 to $n$ do
            $lb_{new} = H[k]$;
            if $(S_{lb} = lb_{new})$ then
                differ = 0;
            else
                differ = $S_{lb} - lb_{new}$;
            end
            distance[k] = differ;
        end
        $S_{lb} = \text{distance}[0]$;
        for $l$ from 1 to $n$ do
            $lb_{new} = \text{distance}[l]$;
            if $(lb_{new} < S_{lb})$ then
                $S_{lb} = lb_{new}$;
            end
            minindex = $l$;
        end
        $I[i] = \text{minindex}$;
    else
        $S_{lb} = H[i]$;
        for $j$ from $i + 1$ to $n$ do
            $lb_{new} = H[j]$;
            if $(lb_{new} < S_{lb})$ then
                $S_{lb} = lb_{new}$;
            end
            $I[i] = j$;
        end
        minindex = $I[i]$;
    end
end

Algorithm 5 Secured Modular Exponentiation With IP-GA and E-NN

Input: $M$, $N$, $L[\ ]$ & $R[\ ]$ from algorithm 3, $I[\ ]$ from algorithm 4
Output: $M^d$ mod $N$

d_inter = 0;
result = 1;
$n = \text{size of I[ ]}$;
for $i$ from 0 to $n$ do
    index = $I[i]$;
    $d_inter = L[index] \times R[index]$;
    result_inter = $M^{d_inter}$ mod $N$;
    result = result $\times$ result_inter;
end
result = (result) mod $N$;
Return result;

C. SECURED IMPLEMENTATION OF RSA AND CRT-RSA WITH PROPOSED IP-GA & E-NN

Our proposed approach for computing secured modular exponentiation in RSA and CRT-RSA widely considered publickey cryptosystems. Algorithm 5 can be directly used for RSA decryption with $d$ as secret decryption key and $M$ be the cipher text. Algorithm 6 demonstrates how our proposed approach has been implemented in CRT-RSA. Its worth mentioning that the steps have been shown during decryption only consists of cipher text $c$, private key $d$ and modulo $N$. For CRT-RSA, the recombination has been done using Gauss combination given by,

$$s \leftarrow ((s_p \times q \times q_{inv}) + (s_q \times p \times p_{inv})) \mod N \quad (9)$$

where $s$ is the final result and $s_p, s_q$ are intermediate results for $d_p$ and $d_q$ respectively.

Algorithm 6 Proposed Secured Modular Exponentiation With IP-GA and E-NN in CRT-RSA Decryption

Input: $c$, $N$, $p$, $q$, $d_p = (d \mod (p - 1))$ & $d_q = (d \mod (q - 1))$
Output: $c^d$ mod $N$

Precomputation : ;
$L_{d_p}[\ ]$ & $R_{d_p}[\ ]$ \leftarrow Using Algorithm 3 for $d_p$
$L_{d_q}[\ ]$ & $R_{d_q}[\ ]$ \leftarrow Using Algorithm 3 for $d_q$
$I_{d_p}[\ ]$ \leftarrow Using Algorithm 4 for $d_p$
$I_{d_q}[\ ]$ \leftarrow Using Algorithm 4 for $d_q$
$n = \text{size of L[ ] & R[ ] for } d_p \& d_q$
Result_{d_p} \leftarrow Using Algorithm 5 with $d_p$ as input;
Result_{d_q} \leftarrow Using Algorithm 5 with $d_q$ as input;
Result \leftarrow Combining intermediate results for $d_p$ & $d_q$
using Equation 9;
Return result;
V. SECURITY ANALYSIS

The security of the proposed protocol is analysis in the following steps:

- **Modular exponentiation with shares**
  
  At any instance say $i = 1$, algorithm 5 first computes $d_{\text{inter}} = L[\text{index}] \times R[\text{index}]$. Then, $n^d_{\text{inter}} \mod N$ is computed. Here, $d_{\text{inter}}$ is the inner product of the pairs from L and R computed by algorithm 3 which is one of the $n$ shares of $d$, fulfilling the necessary condition to resist HODPA.

- **Recoding of shares**
  
  The initial IP pair $L_{\text{ini}}$, $R_{\text{ini}}$ selected from the initial population using algorithm 2 are recoded to $L_{c}$, $R_{c}$ during crossover and subsequently to $L_{m}$, $R_{m}$ in mutation. The final IP pair consists of $R_{m}$ and product of $L_{m}$, $R_{m}$.

  Due to recoding, it will be very difficult to guess a share from a given population providing additional security in the entire computation.

- **Hiding through randomization**
  
  At the same instance $i = 1$, as in the first observation, algorithm 5 computes index = $I[i]$ in step 5 where, $I[ ]$ stores the random indices of vectors $L[ ]$ & $R[ ]$ using algorithm 4. The same can be observed in steps 4 & 5 of algorithm 6. Hence, a random share of $d$ is being chosen every time which proves operation hiding to resist generic SPA and DPA attack.

  These observations show that the proposed work computes secured modular exponentiation to resist both HODPA as well as SPA/DPA attacks. In the next section, we probe various DPA and HODPA attacks and verify the resisting strength of proposed IP-GA with E-NN.

A. RESISTANCE TO DPA ATTACKS

The primary strength of our proposed work is that the entire modular exponentiation is done asynchronously with $n$ shares of the exponent. Algorithm 1 to algorithm 4 are computed before the actual modular exponentiation takes place. Hence, the overhead is only during precomputation. Besides due to GA, with every iteration a new population is being generated and hence all the shares are different from the previous ones which strengthens the security to a very large extent. We next discuss in brief some of the popular DPA attacks to show how our proposed approach is capable to resist them.

The generic DPA attacks by Messerges et al. [3] examined the correlations between known bits and secret exponent to distinguish multiplication operations from squaring. Even if the modular exponentiation in algorithm 5 is performed using binary methods, each of these execution would involve only one of the shares of the exponent randomly chosen at a time. Hence, if their attack is mounted on the proposed model, correlations will be generated for any arbitrary share of the secret exponent making those attacks unsuccessful.

Other attacks mostly targeted exponent and message blinding type countermeasures. These attacks would first guess the blinding factor and then target to recover the key. However, most of them were implemented for small exponents only.

Our proposed approach has been designed for large exponents of 1024-2048 bits and hence feasibility of these attacks are very less. But, it would be worth mentioning that we have not taken any measures on message blinding and hence may be vulnerable to attacks based on it like Witteman et al. [33] and Wunan et al. [32].

The Double Count Attacks (DCA) proposed by Kaminerag et al. [28] proposed a position checker tool for $2^l - ary$ implementation of RSA. Their tool could reconstruct the entire exponent when 1536 bit RSA was implemented using $2^6 - ary$ method. But, algorithm 4 in our proposed work randomizes the exponentiation using E-NN algorithm due to which reconstructing the exponent using DCA would be extremely difficult. Similar to DCA, due to randomization, Big Mac attacks proposed by Walter [29] and Horizontal correlation attacks [30] which was an extension to Big Mac attacks could also be resisted by our work. For both these attacks, correct time synchronization of the modular exponentiation was a critical factor which is broken by choosing random shares of $d$ as can be seen in algorithm 5.

B. RESISTANCE TO HODPA ATTACKS

The proposed attack model by Kim et al. [31] was based on second-order correlation power analysis attacks on RSA. Their attack model was enhanced work of Okeya-Sokurari model [42] who targeted the BRIP countermeasure of Mamiya et al. [4] on ECC. For mounting their attack, first power traces were collected without any consideration of plain texts or cipher texts. As the target operation was multiplication only, these traces were reconstructed by extracting and concatenating the signals of multiplication from power traces produced during the main exponentiation. The newly constructed traces were defined as $C_i(1 \leq i \leq n)$ for $n$ traces.

The points corresponding to multiplication signals $C_i = M_{i,0} ||M_{i,1}|| . . . ||M_{i,n-1}$ were separately defined as $C_i = (C_{i,0}, . . . , C_{i,1+sL-1}), C_{i,1+sL-1}, C_{i,2+sL-1}, . . . , C_{i,(n-1)sL}, . . . , C_{i,nsdL-1})$, where $M_{i,k}(0 \leq k \leq n-1)$ was the multiplication signal corresponding to $(k + 1)^{th}$ action in the $i^{th}$ power trace with $L$ be the length of the multiplication power trace and $n$ be the size of the secret exponent.

Then second-order correlation was computed on the reconstructed power traces $C_i(1 \leq i \leq n)$. These correlated traces $CT_i(2 \leq i \leq n)$ implied the relation between multiplication at corresponding MSB of the secret exponent and other multiplications. The correlation traces showing high correlation values revealed the secret key bits. These points will be the point of interest which could not be visually distinguished. This new attack could easily find points of interest and does not require any profiling stage making it practical. Besides, this attack required fewer power traces than Okeya-Sakurari model [42].

However, it could be clearly seen that the triumph of Kim’s model [31] totally depends on synchronized exponent bits else recovery won’t be possible. Countermeasures with message blinding would fail to their attacks but if we probe our proposed secured model into their attack it can be
seen that during one modular exponentiation only a single share of the secret exponent is computed. It can be seen in step 6 & 7 of algorithm 5, \( d_{\text{inter}} = L[\text{index}] \times R[\text{index}] \) and \( \text{result}_{\text{inter}} = M^{d_{\text{inter}}} \mod N \). The power traces that would be reconstructed with our model say \( P_j (1 \leq j \leq m) \) and corresponding correlated traces \( PT_l (2 \leq l \leq m) \) will be for \( m \) bits of \( j^h \) share of secret key. Hence, the number of power traces that would be required to recover bits from all the shares will increase significantly to a very large extent. Further, even if bits of each exponent share was correctly revealed, for accurate recovery of the secret key each of the shares has to be recombined in proper order. However, we have proposed E-NN in algorithm 3 for hiding the operations which would make it computationally infeasible to recover the actual secret exponent. The requirement of large number of power traces and additional computation in rearranging the shares in correct order would make their attack or any similar HODA attacks impractical.

Our proposed work would however be vulnerable to those DPA attacks which targets the key generation for RSA like Vuillaume et al. [34]. We summarize all these findings in Tab. 1 showing the various attacks which our proposed approach can resist and which are beyond. There are many resisting techniques to protect SPA/DPA in RSA and CRT-RSA in literature. However, it was seen that none of these works have addressed HODPA so far except ours. Comparison of our proposed work with some relevant SPA/DPA resisting protocols for modular exponentiation based cryptosystems such as RSA is shown in Tab. 2.

**C. RESISTANCE TO HORIZONTAL CORRELATION & TEMPLATES ATTACKS**

One of the special cases of power analysis attacks is Horizontal correlation analysis. Such an attack on exponentiation was presented by Clavier et al. in [45] where they exploited the vulnerability of RSA encryption with a single power curve. In their attack model each single bit of the secret exponent \( (d) \) was determined by identifying the multiplication operations with the message \( (m) \) performed during the encryption. Considering that \( 2 \) bits of \( d \) say \( d_{l-1}, d_{l-2}, \ldots \) are known, the \( (s + 1)^{h} \) bit was identified to be \( 1 \) if and only if the next operation is a multiplication with \( m \). Their analysis showed that with \( l \) bit multiplier, on a RSA encryption of key size \( n \), \( (\frac{2}{l})^2 \) segments will be generated in a single power trace. Thus longer keys will be at a higher risks with their attack. They further showed that general countermeasures like exponent blinding or secured methods like “multiply-always” or “montgomery ladder” will susceptible to their attack. However, randomizing the execution order during exponentiation can be an effective solution to protect such attacks. The horizontal attacks in ECC by Dugardin et al. [46], where the scalar multiplications in ECC were targeted for revealing the secret key also showed that general blinding or randomization of scalar multiplications will not efficient against their attack. In context to our proposed approach, we are able to split large exponent to smaller shares and then have changed the execution order of every shares using the E-NN algorithm. Hence, if Clavier’s attack model is probed, then by identifying the multiplication operations only the bits of the exponent may be revealed. But to obtain the secret key in proper order, each of the shares need to be identified and then rearranged which will be difficult because each shares will be of different size and with \( r \) shares, the number of combinations possible will be \( 2^r \). Similar resistance can be provided to the attack model of Dugardin et al. [46].

Template attacks have been challenging the security of public key cryptosystems like RSA and ECC to great extent. These attacks combine statistical modeling and power analysis with two different phases, first for template acquisition and second for template matching. The online template attacks by Batina et al. [47], [48] shows the potential threat and severity of such attacks in ECC. Their attack model only uses one template trace per bit scalar which can be applied to all kind of scalar multiplications. The pattern matching was done using Pearson’s correlation coefficient. Their attack on “Double-and-Add-Always” algorithm was based on the two possible outcomes \( 2P \) and \( 3P \) were dependent on the MSB to be 0 or 1. Considering these two possible states the key bits can be recovered iteratively. Their attack also targets the Montgomery Ladder, Side-channel atomicity approaches. The strength of their attack can be revealed by the fact that countermeasures which uses blinding or bit randomization does not effect their attack. In context with our proposed approach in algorithm 5, the exponentiation in line number 7 is computed randomly for one of the shares generated using algorithm 3. As Genetic algorithm has been used to create the shares, for every implementation of the algorithm will generate new shares and eventually new patterns for the same secret exponent. With the attack proposed by Batina et al. [47], [48], while correlating patterns the representation points will be always different. Even if this factor is overcome and key bits of every share is depicted but still due to random execution of the shares, the bits have to be rearranged in correct order for complete reveal of the correct key. This will be difficult because of the same fact as horizontal correlation analysis that with \( t \) shares the the number of combination possible will be \( 2^t \). But, still our proposed approach will not guarantee complete security from Batina’s online template attack models.

**VI. RESULTS AND DISCUSSION**

We analyze the results for our proposed protocol in this section. Two parameters have been analyzed, complexity and mutual information analysis. We first present a brief detail on the standard benchmark used in our implementation.

**A. BENCHMARK**

To evaluate the proposed work, we consider the benchmarks offered by Public key Cryptography Standards (PKCS) v2.1.10. PKCS which is devised and published by RSA Security has offered benchmarks for numerous
TABLE 1. Resistance of proposed work.

| Attacks | Can be Resisted |
|---------|----------------|
| General DPA [Messerges(1999)] | Yes |
| Big Mac Attacks [Walter(2001)] | Yes |
| Horizontal Correlation Analysis [Clavier(2010)] | Yes |
| Fouque’s [Fouque(2006)] | Yes |
| DCA [Kaninagat(2015)] | Yes |
| Horizontal Correlation Analysis [Clavier(2010)] | Yes |
| Kim’s [Kimm(2010)] | Yes |
| Schindler & Itoh [Schindler(2011)] | Yes |
| Wittman’s [Wittman(2011)] | No |
| Vujoseme’s [Vujoseme(2012)] | No |
| Wunsh’s [Wang(2015)] | No |
| Batina’s Attacks [Batina(2014)], [Batina(2017)] | May be |

TABLE 2. Comparison with previous resisting methods (AB = Not mentioned in the work).

| Previous Works | RSA | CRT-RSA | SPA & DPA | HODPA |
|----------------|-----|---------|-----------|--------|
| Mamiya et al. [Mamiya(2004)] | Secured | AB | Yes | No |
| Kim et al. [Kim(2004)] | Secured | AB | Yes | No |
| Kim et al. [Kim(2005)] | Secured | AB | Yes | No |
| Pournariz et al. [Pournariz(2012)] | Secured | Secured | Yes | No |
| Kim et al. [Kim(2014)] | Secured | Secured | Yes | No |
| Choi et al. [Choi(2016)] | Secured | Secured | Yes | No |
| Kim et al. [Kim(2016)] | Secured | Secured | Yes | No |
| Mahanta et al. [Mahanta(2017)] | Secured | Secured | Yes | No |
| Mahanta et al. [Mahanta(2017)] | Secured | Secured | Yes | No |
| Our proposed work | Secured | Secured | Yes | Yes |

asymmetric techniques from early 90s. The mentioned version offered 10 distinct sets of $N, p, q, d$ for RSA along with $d_p, d_q$ for CRT-RSA. Size of “d” and “N” are 1024 bit, 1025 bit, . . . , 1031 bit, 1536 bit and 2048 bit. There are six different plain texts with corresponding cipher texts for each such set. The results shown here are for 1024, 1536 and 2048 bit of “d” and “N” only.

Simulation of the proposed protocol is done in Mupad, a part of Matlab 2014b. Due to very large (1024-2048) bit value, Mupad is very compatible. We also consider, 8 Gb RAM 2.27 GhZ configured workstation for implementing our proposed protocol to achieve the results.

B. COMPLEXITY

In order to address HODPA attacks, the proposed work first splits the secret exponent into multiple shares. Then, each individual modular exponentiation is randomly implemented with these shares one at a time. However, these steps are being precomputed prior to actual modular exponentiation. Hence, there is an overhead in the time complexity due to the precomputation.

As the sensitive data has been split using inner product with GA, the over complexity will be similar to complexity of GA. Hence,

$$O(\text{Split}) = O(O(\text{Fitness}) + O(Crossover) + O(Mutation))$$

$$= O(g(nm + mn + n))$$

$$= O(gnm)$$

where, $g =$ number of generations, $n =$ number of population and $m =$ number of individuals in each population. Since in our case $m$ is fixed hence the overall complexity for splitting of sensitive variable is $O(gn)$.

For hiding, the shares have been randomized using E-NN in algorithm 4. Since for finding every share of $d$, a new population is generated hence the number of shares will be equal to number of populations i.e. $n$. Further, in algorithm 4, each of the $n$ shares computes distance from $n-1$ shares without repetition. Hence, the complexity for hiding will be,

$$O(\text{Hiding}) = O(n(n - 1))$$

However, algorithm 3 & 4 are precomputed as can be seen in algorithms 5 & 6. Hence, the proposed work have a large potential to combat against the attacks such as DPA and HODPA but at a computational overhead of $O(gn) + O(n(n - 1))$.

The precomputation for the shares performed in algorithm 3 and randomizing the order of execution through algorithm 4 will also consume some additional space.
For a fixed population size, the selection done in algorithm 2 composes the vectors $L[\cdot]$ and $R[\cdot]$ to store the $m$ shares. These vectors are finally reconstructed with proposed IP-GA in algorithm 3 with an additional space of $O(m)$. For entropy based nearest neighbor approach in algorithm 4, two vectors $H[\cdot]$ and $distance[\cdot]$ will be required with an additional space of $O(m + m) \equiv O(m)$. Thus, the overall additional cost of space due to precomputation in the proposed work will be $O(m)$ where $m$ = number of shares generated from $d$.

In all our computations, we could find that the maximum number of shares generated was 15 ($m = 15$) in case of 2048 bit RSA.

### C. MUTUAL INFORMATION ANALYSIS

It is an entropy based measurement which depicts the amount of mutual information two independent values shares. It is mainly a distinguisher introduced in 2008 [26] to mount HODPA attacks. It leads to successful recovery of key with minimum information of the leakage device [27]. MIA has proven to be an effective measurement for successfully mounting HODPA attacks.

However, in our analysis we have used Mutual Information Analysis (MIA) to measure the amount of information each individual share of the sensitive variable would leak if any HODPA attack is mounted. The lesser is the MIA value, higher will be the security. For each share we computed the entropy $H(S)$ using Equation 6 as in proposed E-NN algorithm. Similar to Equation 6, we can compute the entropy of the sensitive variable ($d$) for all the possible values by,

$$H(d) = -\sum_{i=1}^{l} p(d_i) \log(p(d_i))$$  

Using both Equation 6 & 10 we can compute the joint entropy of $S$ and $d$ by,

$$H(d, S) = -\sum_{i=1, j=1}^{n, l} p(d_i, S_j) \log(p(d_i, S_j))$$  

However, since $S$ and $d$ are partial independent variables and few outcome of $S$ is known. Therefore, the uncertainty of knowing $d$ can be represented by conditional entropies of the two variables as shown below,

$$H(d|S) = \sum_{j=1}^{l} p(S_j) H(d|S_j)$$  

where,

$$H(d|S_j) = -\sum_{i=1}^{n} p(d_i|S_j) \log(p(d_i|S_j))$$

Taking these entropy varieties, the mutual dependency between two variables $X$ and $Y$ is referred as mutual information can be depicted by,

$$I(d; S) = H(d) - H(d|S) = H(S) - H(S|d) = H(d) + H(S) - H(d, S)$$
Since the information leaked from a device built within CMOS for HODPA is actually the transition taking from $1 \rightarrow 0$ and $0 \rightarrow 1$, the hamming weight is employed to model the leakage. In context to inner product the gross leakage is presented as,

$$\text{Leak}(L, R) = \text{HW}(L_1) + \text{HW}(R_1) + \ldots + \text{HW}(L_n) + \text{HW}(R_n)$$  

(14)
TABLE 8. Mutual information (I) for shares of 2048-bit CRT-RSA \(d_p\) & \(d_q\).

| Key type | Shares | Test Case 1 | Test Case 2 | Test Case 3 | Test Case 4 | Test Case 5 | Test Case 6 |
|----------|--------|-------------|-------------|-------------|-------------|-------------|-------------|
| \(d_p\)  | 1      | 0.054881403 | 0.205148886 | 0.176026283 | 0.183925637 | 0.183925637 | 0.23452283  |
| \(d_p\)  | 2      | 0.197938752 | 0.191076684 | 0.156156678 | 0.14003037 | 0.178408318 | 0.193090357 |
| \(d_p\)  | 3      | 0.170032277 | 0.129524346 | 0.099430094 | 0.129469897 | 0.175257279 | 0.170032277 |
| \(d_p\)  | 4      | 0.049531666 | 0.123618902 | 0.027768986 | 0.113568531 | 0.141070514 | 0.064835992 |
| \(d_p\)  | 5      | 0.089149227 | 0.031336767 | 0.123033988 | 0.150324022 | 0.148554061 | 0.117978884 |
| \(d_p\)  | 6      | 0.140731343 | 0.055176777 | 0.0211719592 | 0.121454872 | 0.139541419 | 0.057670692 |
| \(d_p\)  | 7      | 0.125109086 | 0.126482635 | 0.114039123 | 0.084613623 | 0.104586685 | 0.093850599 |
| \(d_p\)  | 8      | 0.040646595 | 0.123786669 | 0.121144979 | 0.128171666 | 0.107873564 | 0.017811189 |
| \(d_q\)  | 1      | 0.054881403 | 0.205148886 | 0.183925637 | 0.23452283  | 0.098790794 | 0.054881403 |
| \(d_q\)  | 2      | 0.197938752 | 0.191076684 | 0.14003037 | 0.193090357 | 0.083414744 | 0.123256167 |
| \(d_q\)  | 3      | 0.170032277 | 0.129524346 | 0.099430094 | 0.170032277 | 0.065852717 | 0.050945707 |
| \(d_q\)  | 4      | 0.049531666 | 0.123618902 | 0.027768986 | 0.113568531 | 0.141070514 | 0.064835992 |
| \(d_q\)  | 5      | 0.089149227 | 0.031336767 | 0.123033988 | 0.150324022 | 0.148554061 | 0.117978884 |
| \(d_q\)  | 6      | 0.140731343 | 0.055176777 | 0.0211719592 | 0.121454872 | 0.139541419 | 0.057670692 |
| \(d_q\)  | 7      | 0.125109086 | 0.126482635 | 0.114039123 | 0.084613623 | 0.104586685 | 0.093850599 |
| \(d_q\)  | 8      | 0.132862605 | 0.132106971 | 0.09577338  | 0.11505911 | 0.126194328 | 0.091462583 |

FIGURE 4. Mutual information of shares for 2048 Bit CRT-RSA.

Due to the leakage, the mutual information will hence be, \(I(d; \text{Leak}(L, R))\), where \(d\) is the actual secret data.

Tables 3, 4 and 5 elaborates MIA of the proposed work in RSA of size 1024, 1536 and 2048 bits for 6 test cases. Figure 1 represents these results graphically. Similarly, for all variances of CRT-RSA, MIA has been furnished in tables 6 to 8 along with figures 2, 3 and 4 for the same test cases.

### D. MUTUAL INFORMATION ANALYSIS WITH GAUSSIAN NOISE

In general, every leaked share is associated with an independent Gaussian noise which affects the entire leakage. Hence,

\[
\text{Leak}(L, R) = HW(L_1 + \epsilon) + HW(R_1 + \epsilon) + \ldots + HW(R_n + \epsilon)
\]

(15)
where, \( \epsilon \) denotes Gaussian noise computed by,

\[
\epsilon = \frac{1}{2\sqrt{\pi}} e^{-\frac{(\mu-O)^2}{2\sigma^2}}
\]

(16)

where, \( \mu = \text{mean} \) and \( \sigma = \text{standard deviation} \). In our analysis, we have also computed the mutual information for the shares associated with Gaussian noise. We have considered \( \mu = 0 \) and the range of \( \sigma \) from 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6 and 1.8 to see the effects. We found that for each increase in \( \sigma \), the mutual information was immensely effected. Larger the noise, lesser was the amount of mutual information leaked from the shares. Fig. 5 shows the decrease in mutual information from the shares after addition of noise for both RSA and CRT-RSA.

VII. CONCLUSION

A secured approach of computing modular exponentiation to combat DPA and HODPA attacks is presented in this paper. The proposed approach first splits the sensitive data (secret exponent) into multiple shares via inner product using Genetic Algorithm. Thereafter, with E-NN technique, these shares are randomly chosen to computes individual modular exponentiation. Hence, through splitting the proposed work addresses HODPA and with hiding through randomization it addresses SPA & DPA attacks. With an pre-computation overhead of \( O(\text{gn}) + O(n(n - 1)) \)in time and \( O(n) \) in space, our proposed work can challenge HODPA as well as some of the popular DPA attacks on RSA and CRT-RSA to an appreciable extent.
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