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1 Introduction

In the present work, we study the relaxation to equilibrium of the density function \( f(x, t), t > 0, x \in \mathbb{R} \), solution of the one-dimensional Fokker-Planck
characterized by a subcritical confinement potential $P_\epsilon(x)$, and a non-negative diffusion coefficient $\kappa_\epsilon(x)$, complemented with an initial condition $f(x,0) = f_0(x)$, $x \in \mathbb{R}$, which is a probability density with some moments bounded.

More precisely, we will assume that the confinement potential $P_\epsilon(x)$ generates a force field (the drift)

$$\Theta_\epsilon(x) = \frac{d}{dx} P_\epsilon(x)$$

that is an approximation of the Heaviside step function $x/|x|$, where the rate of approximation is characterized by the small positive parameter $\epsilon \ll 1$. A typical example is the one associated to the logistic function $\Theta_\epsilon$, expressed by

$$\Theta_\epsilon(x) = \tanh \left( \frac{x}{\epsilon} \right) = \frac{e^{x/\epsilon} - e^{-x/\epsilon}}{e^{x/\epsilon} + e^{-x/\epsilon}}.$$ (1.3)

Fokker–Planck type equations describe a huge variety of relaxation phenomena, ranging from biology to social and economic sciences, see e.g. [19,31,32,34,38].

In view of its structure, the solution to equation (1.1) is mass and positivity preserving, so that, for all $t \geq 0$

$$\int_\mathbb{R} f(x,t)\,dx = \int_\mathbb{R} f_0(x)\,dx.$$ (1.4)

Consequently, without loss of generality, one can assume that $f_0$ is a probability density on $\mathbb{R}$, so that the solution $f(x,t)$ remains a probability density for any subsequent time. For various choices of the drift and diffusion coefficients, which are heavily dependent on the physical problem under study, the solution of (1.1) relaxes in time towards a unique macroscopic equilibrium function, in the form of a probability density. The equilibrium state of (1.1) coincides with the solution of the first order differential equation

$$\frac{d}{dx} (\kappa_\epsilon(x)f(x)) + \Theta_\epsilon(x)f(x) = 0,$$ (1.5)

and it has the form

$$e(x) = \frac{C}{\kappa_\epsilon(x)} \exp \left\{ - \int_0^x \frac{\Theta_\epsilon(y)}{\kappa_\epsilon(y)}\,dy \right\}.$$ (1.6)

In (1.6) the constant $C$ is chosen to render $e(x)$ a probability density on $\mathbb{R}$.

Among other theoretical questions, the knowledge of the time rate at which this equilibrium is reached, is one of the main mathematical problems to be investigated. In this direction, the interesting feature of the class of Fokker–Planck equations (1.1) is that, if one fixes the shape of the probability density
For the classical Fokker–Planck equation \(1\), where \(\kappa(x) = 1\), while \(P_e(x) = x^2/2\), the steady state of unit mass is the Gaussian density
\[
g(x) = \frac{1}{\sqrt{2\pi}} \exp \left\{ -\frac{x^2}{2} \right\},
\]
and many results are available (cf. \([31, 43, 44]\) and the references therein). In particular, it is known that, if the relative Shannon entropy between the solution density \(f(\cdot, t)\) and the equilibrium \(g\), expressed by
\[
H(f(t)|g) = \int_{\mathbb{R}} f(x, t) \log \frac{f(x, t)}{g(x)} \, dx,
\]
is bounded at time \(t = 0\), the relative entropy decays exponentially in time towards zero with an explicit rate, thus ensuring convergence towards equilibrium in \(L^1(\mathbb{R})\) at explicit exponential rate. A non secondary mathematical result related to this relaxation problem is that the study of the time decay of the relative entropy towards equilibrium allowed to obtain a new physical proof of the sharp logarithmic Sobolev inequality \([1, 43, 44]\).

In the case of a constant diffusion coefficient, \(\kappa(x) = 1\), where the equilibrium density is closely related to the confinement potential \(\tilde{e}(x) = C e^{-P_e(x)}\),
\[
\tilde{e}(x) = C e^{-P_e(x)},
\]
the convergence rate of the solution towards equilibrium has been studied in many situations. From one side, exponential convergence to equilibrium in relative entropy has been proven for strongly convex potentials, namely when
\[
\frac{d^2}{dx^2} P_e(x) \geq \rho > 0.
\]
Similarly to the classical Fokker–Planck equation, exponential convergence in relative entropy was the main tool to show that the densities of type (1.9), under condition \((1.10)\), satisfy a logarithmic Sobolev inequality \([33]\), previously proven in \([3]\) by different methods.

Still in presence of a constant diffusion coefficient, various attempts have been devoted to recover the rate of convergence to equilibrium when the strong convexity of potential is missing. Starting with the analysis in \([47]\), relative to a regular subcritical confinement potential \(P_e(x) \in W^{2, \infty}_{loc}\), behaving at infinity like \(|x|\alpha + C\), where \(0 < \alpha < 2\), a number of other results are presently available \([2, 17, 23, 50]\). These results show that in general exponential convergence towards equilibrium of the solution of the Fokker–Planck equation does not hold, and it is substituted by a polynomial convergence as \(t^{-\delta}\), with \(\delta > 0\) linked to the properties of confinement potential. An almost complete list of references and results on this topic can be found in the recent paper \([27]\).

A new impulse to study relaxation to equilibrium for Fokker–Planck type equations with variable coefficient of diffusion came with the mathematical
modeling of economic and social phenomena. The study of the evolution in time of wealth distribution in a multi-agent society through kinetic equations led to consider a Fokker-Planck equation in $\mathbb{R}^+$ with a quadratic potential and diffusion coefficient $\kappa_\epsilon(x) = x^2$ \cite{14,15,24,26,37}, with an equilibrium distribution characterized by fat tails, or, more generally by generalized Gamma distributions \cite{15,40}. Likewise, the statistical study of opinion formation introduced into the field a Fokker-Planck equation for the opinion variable ranging in the interval $[-1,1]$, with a quadratic potential and diffusion coefficient $1-x^2$ \cite{45}.

A recent thorough review of this type of applications of Fokker–Planck type equations is presented in \cite{19}.

The study of convergence rates for this new class of Fokker–Planck equations has been developed in recent years, by adapting the study of the decay in relative entropy to the new situation of variable coefficient of diffusion \cite{20,41,42}. These studies were complemented with the consideration of new differential inequalities, like Chernoff inequality \cite{13,19,28}, that appeared essential to prove convergence towards equilibria with fat tails. In this situation, some recent results indicate that exponential convergence in presence of equilibria with fat tails can be achieved in presence of a confinement potential $P(x)$ behaving at infinity like $|x|^{\alpha} + C$, where $\alpha > 2$ \cite{21,46}. In particular, the analysis of Fokker–Planck type equations with this type of confinement allowed to improve in \cite{22} previous results concerned with logarithmic Sobolev and Poincaré inequalities with weight \cite{4,7,10}.

At present, almost nothing is known about convergence rates to equilibrium for Fokker–Planck equations with a subcritical potential and a variable coefficient of diffusion. This lack of knowledge motivates the present research.

In details, we show that the solution to the Fokker–Planck equation \eqref{eq:1.1} converges to equilibrium with a computable rate in various situations, which include both the cases in which the coefficient of diffusion $\kappa_\epsilon$ is uniformly bounded, and the case in which the coefficient of diffusion is unbounded, but the equilibrium density has a certain number of moments bounded. Precise results are given for the Gaussian equilibrium \eqref{eq:1.7} ($\kappa_\epsilon$ bounded) and for the generalized Gaussian equilibrium density

$$e(x) = C_\beta \frac{1}{(1+x^2)^\frac{\beta}{2}}, \quad C_\beta = \frac{1}{\sqrt{\pi}} \frac{\Gamma(\beta)}{\Gamma(\beta-1/2)}, \quad \beta > 1,$$

which corresponds to a unbounded diffusion coefficient $\kappa_\epsilon(x) \geq c\sqrt{1+x^2}$.

The numerical evidence of the decay of the relative entropy \eqref{eq:1.8} for the solution to the Fokker–Planck type equation \eqref{eq:1.1} in this last situation is a challenging problem, which can enlighten the missing theoretical analysis for generalized Gaussian densities with exponent $\beta$ in the lower range of the parameter $1/2 < \beta \leq 1$, which is not covered by the theoretical results collected in Section \ref{sec:3.2}. The numerical approximation of the Fokker–Planck equation confirms that the rate of decay is inversely proportional to $\beta$, but that the relative entropy still decays towards zero for $\beta = 1$. 
2 Main properties of the Fokker–Planck equation

In the one-dimensional situation, existence and uniqueness of solutions to the Fokker-Planck equations (1.1) have been studied in a pioneering paper by Feller [18]. The results in [18] require that the diffusion coefficient $\kappa$, its derivative $\kappa'$, and the drift $\Theta$ are continuous, but not necessarily bounded, in the interior of the domain, where $\kappa > 0$. These regularity hypotheses were subsequently relaxed, cf. [30] and the references therein. According to the analysis in [30], in the rest of the paper we will assume that in equation (1.1) the diffusion coefficient $\kappa \in W^{1,2}_{loc}(\mathbb{R})$, while the drift $\Theta \in W^{1,1}_{loc}(\mathbb{R})$, with

$$\frac{d}{dx} \Theta(x) \in L^{\infty}(\mathbb{R}), \quad \text{(2.1)}$$

and

$$\frac{\kappa(x)}{1 + |x|} \in L^{\infty}(\mathbb{R}), \quad \frac{\Theta(x)}{1 + |x|} \in L^{\infty}(\mathbb{R}). \quad \text{(2.2)}$$

Under conditions (2.1) and (2.2) we can apply the results in [30] to conclude that, for each initial condition $f_0(x) \in L^1 \cap L^{\infty}(\mathbb{R})$ and time interval $[0, T]$, the Fokker–Planck equation (1.1) has a unique solution $f(x, t) \in L^\infty([0, T], L^1 \cap L^{\infty}(\mathbb{R}))$.

Hence, since $\theta(x)$, as given by (1.3), satisfies the aforementioned conditions, for each diffusion coefficient $\kappa(x) \in W^{1,2}_{loc}(\mathbb{R})$ satisfying condition (2.2) we have a good existence and uniqueness theory.

We further assume that the equilibrium density $e(x)$ is an even function on $\mathbb{R}$, so that its median value is equal to zero. This condition can be removed, at the price of an increasing amount of computations (cf. [22]), by considering in (1.3)

$$\Theta(x) = \tanh \left( \frac{x - \bar{x}}{\epsilon} \right),$$

where $\bar{x} \neq 0$ is the median of the general probability density $e_\epsilon(x)$.

One of the interesting consequences of the choice of a drift term like (1.3) in the Fokker–Planck equation (1.1), is that we can associate to any given equilibrium density $e(x)$, a unique coefficient of diffusion $\kappa(x)$ such that the steady state of (1.1), solution to (1.5), is exactly equal to $e(x)$. This property has been highlighted in [22] in case the drift function is the Heaviside step function with the jump in the point $\bar{x}$, median of the probability density $e(x)$, and used there to prove Wirtinger-type inequalities. Let us briefly recall this construction in the case $\bar{x} = 0$.

Let $X$ be a random variable with an absolutely continuous even density $e(x), x \in \mathbb{R}$ such that $e(x) > 0$, and let $F(x), x \in \mathbb{R}$, denote its distribution function, defined as usual by the formula

$$F(x) = \int_{-\infty}^{x} e(y) dy \leq 1. \quad \text{(2.3)}$$

Since the median of the random variable $X$ is equal to zero, the increasing function $F(x)$ satisfies $F(0) = 1/2$. Last, let $\kappa(x)$ be defined as the nonnegative
function
\[ \kappa(x) = \frac{F(x)}{e(x)} \quad \text{if } x < 0; \quad \kappa(x) = \frac{1 - F(x)}{e(x)} \quad \text{if } x > 0. \] (2.4)

Then, \( \kappa(x) \) is a continuous even function on \( \mathbb{R} \), and for \( x \neq 0 \) we have the identity
\[ e(x) = -\frac{x}{|x|} \frac{d}{dx} [\kappa(x)e(x)]. \] (2.5)

As remarked in [22], formula (2.9) is a useful way to characterize the density \( e(x) \) as the steady state of a Fokker–Planck equation of type (1.1) where the diffusion coefficient is the continuous nonnegative even function \( \kappa(x) = \kappa(x) \) and the drift term is given by the Heaviside step function \( \Theta(x) = x/|x| \).

Since the Heaviside function is not regular enough for our purposes, we extend this construction to cover the case of the drift function (1.3).

Given the random variable \( X \) with the absolutely continuous even density \( e(x) \), we introduce the function
\[ F_\epsilon(x) = \frac{1}{m_\epsilon} \int_{-\infty}^{x} |\Theta_\epsilon(y)| e(y) \, dy \] (2.6)
where
\[ m_\epsilon = \int_{-\infty}^{+\infty} |\Theta_\epsilon(y)| e(y) \, dy < 1. \] (2.7)

Then, for any given \( \epsilon > 0 \), \( F_\epsilon(x) \) is a distribution function, and, since the median of the random variable \( X \) is equal to zero, and \( |\Theta_\epsilon| \) is an even function, the increasing function \( F_\epsilon(x) \) satisfies \( F_\epsilon(0) = 1/2 \). Now, let \( \kappa_\epsilon(x) \) be defined as the nonnegative function
\[ \kappa_\epsilon(x) = m_\epsilon \frac{F_\epsilon(x)}{e(x)} \quad \text{if } x < 0; \quad \kappa_\epsilon(x) = m_\epsilon \frac{1 - F_\epsilon(x)}{e(x)} \quad \text{if } x > 0. \] (2.8)

Then, \( \kappa_\epsilon(x) \) is still a continuous even function on \( \mathbb{R} \), and for \( x \in \mathbb{R} \) we have the identity
\[ \frac{d}{dx} [\kappa_\epsilon(x)e(x)] + \Theta_\epsilon(x)e(x) = 0. \] (2.9)

**Remark 1** It is important to remark that, even in presence of the smooth drift \( \Theta_\epsilon \), the regularity of the diffusion coefficient depends on the regularity of the equilibrium function. Indeed
\[ \frac{d}{dx} \kappa_\epsilon(x) = -\Theta_\epsilon(x) - \kappa_\epsilon(x) \frac{d}{dx} \log e(x). \] (2.10)

For example, for the density function \( e(x) = \exp\{-|x|\}/2 \), \( \kappa'_\epsilon(x) \) has a discontinuity in \( x = 0 \).

It is immediate to show that, for any given even probability density \( e(x) \), the functions \( \kappa(x) \) and \( \kappa_\epsilon(x) \) are closely related. Indeed we have
Proposition 2 Let $e(x), x \in \mathbb{R}$, be an even probability density such that $e(x) > 0$, and let $\kappa(x)$ and $\kappa_\epsilon(x)$ be defined by (2.4), and, respectively, by (2.8). Then, provided $\epsilon \ll 1$ is suitably small, there exist positive constants $1/2 < c(\epsilon) < 1$ and $1 < C(\epsilon) < 3/2$, which depends on the density $e$, such that

$$c(\epsilon) \kappa(x) \leq \kappa_\epsilon(x) \leq C(\epsilon) \kappa(x). \quad (2.11)$$

Proof The upper bound directly follows from the definition of $\kappa_\epsilon$. Indeed, since $m_\epsilon \to 1$ as $\epsilon \to 0$, we can choose $\epsilon_0 \ll 1$ such that, for all $\epsilon \leq \epsilon_0$, $m_\epsilon > 2/3$. Then, if $x < 0$

$$F_\epsilon(x) \leq \frac{1}{m_\epsilon} F(x) < \frac{3}{2} F(x),$$

which implies $C(\epsilon) < 3/2$ for any value $x < 0$. By symmetry, the same bound holds for $x > 0$. For the lower bound, consider that, for $x \geq \epsilon$ the increasing function $\Theta_\epsilon(x)$ satisfies

$$\Theta_\epsilon(x) \geq \Theta_\epsilon(\epsilon) = \frac{1 - e^{-2}}{1 + e^{-2}} > \frac{1}{2},$$

so that, since $m_\epsilon < 1$,

$$1 - F_\epsilon(x) = \frac{1}{m_\epsilon} \int_x^\infty |\Theta_\epsilon(y)| e(y) dy \geq \int_x^\infty |\Theta_\epsilon(y)| e(y) dy \geq \frac{1 - e^{-2}}{1 + e^{-2}} (1 - F(x)) \geq \frac{1}{2} (1 - F(x)).$$

Finally, if $0 < x < \epsilon$

$$1 - F_\epsilon(x) = \frac{1}{m_\epsilon} \int_x^\infty |\Theta_\epsilon(y)| e(y) dy \geq \int_x^\infty |\Theta_\epsilon(y)| e(y) dy \geq \frac{1 - e^{-2}}{1 + e^{-2}} \int_x^\infty e(y) dy \geq \frac{1 - e^{-2}}{1 + e^{-2}} \int_x^\infty e(y) dy \left[ 2 \int_x^\infty e(y) dy \right].$$

On the other hand, since

$$\lim_{\epsilon \to 0} 2 \int_x^\infty e(y) dy = 1,$$

we can fix $\epsilon_0 \ll 1$ such that, for $\epsilon \leq \epsilon_0$

$$2 \frac{1 - e^{-2}}{1 + e^{-2}} \int_x^\infty e(y) dy \geq \frac{1}{2}.$$

This concludes the proof.
We remark that the chain of inequalities (2.11) allows to conclude that, for $\epsilon \ll 1$ the main properties of the diffusion coefficient $\kappa_\epsilon(x)$ can be easily derived by looking directly to the coefficient $\kappa(x)$.

Thanks to the previous result, for any given probability density, we can work directly on equation (2.9) to evaluate the associated function $\kappa(x)$, to understand how the characteristics of the probability density are reflected into the diffusion coefficient, and ultimately into the relaxation rate towards equilibrium. We consider in the following two main examples, which refer to the cases of a density rapidly decaying at infinity, and of a density with fat tails.

2.1 The diffusion coefficient of a Gaussian density

Let the probability density $g(x)$, $x \in \mathbb{R}$ be the Gaussian density defined in (1.7). Then, if $x > 0$ formula (2.4) gives

$$\kappa(x) = \int_{x}^{+\infty} \frac{g(y)}{g(x)} dy = \int_{x}^{+\infty} e^{-\frac{1}{2}(y^2-x^2)} dy.$$ 

The integral on the right-hand side can be evaluated by substitution, setting $z^2 = y^2 - x^2$, to give

$$\kappa(x) = \int_{0}^{+\infty} \frac{z}{\sqrt{z^2 + x^2}} e^{-\frac{1}{2}z^2} dz.$$ (2.12)

Since $g(x)$ is an even function, the same result holds when $x < 0$. Therefore, since $z/\sqrt{z^2 + x^2} \leq 1$, we obtain

$$\kappa(x) \leq \int_{0}^{+\infty} e^{-\frac{1}{2}z^2} dz = \sqrt{\frac{\pi}{2}}.$$

Likewise, since for $|x|, z > 0$ it holds the inequality $z/\sqrt{z^2 + x^2} \leq z/|x|$, we have

$$\kappa(x) \leq \frac{1}{|x|} \int_{0}^{+\infty} z e^{-\frac{1}{2}z^2} dz = \frac{1}{|x|}.$$

Finally, we conclude with the upper bound

$$\kappa(x) \leq \min \left\{ \sqrt{\frac{\pi}{2}}; \frac{1}{|x|} \right\},$$ (2.13)

which shows that to obtain a Gaussian equilibrium in presence of a weak drift like (1.3), the diffusion coefficient has to be uniformly bounded, and vanishing at infinity at the rate $1/|x|$. By definition, for $\epsilon > 0$ we have instead

$$\kappa_\epsilon(x) = \frac{1}{m_\epsilon} \int_{0}^{+\infty} \Theta_\epsilon \left( \frac{z}{\sqrt{z^2 + x^2}} \right) \cdot \frac{z}{\sqrt{z^2 + x^2}} e^{-\frac{1}{2}z^2} dz$$ (2.14)

and $\kappa_\epsilon \in W_{1,2}^{1,2}(\mathbb{R})$. 
2.2 The diffusion coefficient of a generalized Gaussian density

For any given positive constant \( \beta > 1/2 \), let the probability density \( g_\beta(x) \), \( x \in \mathbb{R} \), be the generalized Gaussian density

\[
g_\beta(x) = \frac{C_\beta}{(1 + x^2)^\beta},
\]

with

\[
C_\beta = \frac{1}{\sqrt{\pi}} \frac{\Gamma(\beta)}{\Gamma\left(\beta - \frac{1}{2}\right)}.
\]

Then, if \( x > 0 \) formula (2.4) gives

\[
\kappa(x) = \int_0^{\infty} \frac{g_\beta(y)}{g_\beta(x)} = \int_x^{\infty} \left(\frac{1 + x^2}{1 + y^2}\right)^{\beta} dy.
\]

The integral on the right-hand side can be evaluated by substitution, setting

\[
1 + y^2 = (1 + x^2)(1 + z^2),
\]

to obtain

\[
\kappa(x) = \int_0^{\infty} \frac{z(1 + x^2)}{\sqrt{z^2(1 + x^2) + x^2}} \frac{1}{(1 + z^2)^{\beta}} dz.
\] (2.17)

Since \( g_\beta(x) \) is an even function, the same result holds when \( x < 0 \). In this case we have the upper bound

\[
\frac{z(1 + x^2)}{\sqrt{z^2(1 + x^2) + x^2}} \leq \sqrt{1 + x^2},
\]

which implies

\[
\kappa(x) \leq \sqrt{1 + x^2} \int_0^{\infty} \frac{1}{(1 + z^2)^{\beta}} dz = \gamma_\beta \sqrt{1 + x^2},
\] (2.18)

where

\[
\gamma_\beta = \sqrt{\frac{\pi}{4}} \frac{\Gamma(\beta)}{\Gamma\left(\beta - \frac{1}{2}\right)}.
\] (2.19)

Also, since

\[
\frac{z(1 + x^2)}{\sqrt{z^2(1 + x^2) + x^2}} \geq \frac{z(1 + x^2)}{\sqrt{z^2(1 + x^2) + 1 + x^2}} = \sqrt{1 + x^2} \frac{z}{\sqrt{1 + z^2}},
\]

substituting in (2.17) we obtain the lower bound

\[
\kappa(x) \geq \sqrt{1 + x^2} \int_0^{\infty} \frac{z}{\sqrt{1 + z^2}} \frac{1}{(1 + z^2)^{\beta}} dz = \frac{1}{2\beta - 1} \sqrt{1 + x^2}.
\] (2.20)

Unlike the Gaussian case, the diffusion coefficient is not uniformly bounded, and diverges at infinity at the rate \(|x|\). For this reason, it results difficult to recover rates of convergence towards equilibrium in this case. For any \( \epsilon > 0 \) we obtain

\[
\kappa_\epsilon(x) = \frac{1}{m_\epsilon} \int_0^{\infty} \Theta_\epsilon \left(\frac{z}{\sqrt{z^2 + x^2}}\right) \frac{z(1 + x^2)}{\sqrt{z^2(1 + x^2) + x^2}} \frac{1}{(1 + z^2)^{\beta}} dz,
\] (2.21)

and similarly to the Gaussian case \( \kappa_\epsilon \in W^{1,2}_{loc}(\mathbb{R}) \).
3 Entropy decay

Classically, Fokker-Planck-type equations like (1.1) may be suitably rewritten in the so-called Landau form. This reformulation is particularly useful to study the decay of the relative entropy defined in (1.8). To this extent consider that, since $\kappa(x) > 0$, we can express the quantity on the left-hand side of equation (1.5) as

$$\frac{\partial}{\partial x} (\kappa(x)f) + \Theta(x)f = \kappa(x)f \left( \frac{\partial}{\partial x} \log(\kappa(x)f) + \frac{\Theta(x)}{\kappa(x)} \right) =$$

$$\kappa(x)f \left( \frac{\partial}{\partial x} \log(\kappa(x)f) - \frac{\partial}{\partial x} \log(\kappa(x)e) \right) = \kappa(x)f \frac{\partial}{\partial x} \log \frac{f}{e}.$$

Thus we can write the Fokker–Planck equation (1.1) in the equivalent form

$$\frac{\partial f}{\partial t} = \frac{\partial}{\partial x} \left[ \kappa(x)f \frac{\partial}{\partial x} \log \frac{f}{e} \right], \quad (3.1)$$

in which the drift function $\Theta(x)$ is hidden in the equilibrium density $e(x)$, as defined in (1.6). Using equation (3.1), and owing to mass conservation (1.4), it is a simple exercise to show that

$$d dt H(f(t)|e) = -I(f(t)|e) = - \int_{\mathbb{R}} \kappa(x)f(x,t) \left| \frac{\partial}{\partial x} \log \frac{f(x,t)}{e(x)} \right|^2 dx, \quad (3.2)$$

where the relative Shannon entropy $H(f(t)|e)$ has been defined in (1.8). The non negative quantity $I(f(t)|e)$ is usually referred to as entropy production. It is worth to remark that the entropy production can be equivalently rewritten as follows

$$I(f(t)|e) = 4 \int_{\mathbb{R}} \kappa(x)e(x) \left| \frac{\partial}{\partial x} \sqrt{\frac{f(x,t)}{e(x)}} \right|^2 dx. \quad (3.3)$$

As shown in [19], other functionals are non increasing in time along the solution to the Fokker-Planck equation (1.1). This is the case of the functional given by the square of the Hellinger distance of $f(t)$ and $e$ defined as

$$d_H^2(f(t), e) = \int_{\mathbb{R}} \left( \sqrt{f(x,t)} - \sqrt{e(x)} \right)^2 dx. \quad (3.4)$$

The Hellinger distance satisfies

$$\frac{d}{dt} d_H^2(f(t), e) = -I_H(f(t), e) = -8 \int_{\mathbb{R}} \kappa(x)e(x) \left| \frac{\partial}{\partial x} \sqrt{\frac{f(x)}{e(x)}} \right|^2 dx, \quad (3.5)$$

see [19] for further details.
3.1 Bounded coefficients of diffusion

It is interesting to remark that, provided that \(\kappa(x) \leq M < \infty\), the entropy production \((3.3)\) and the Hellinger distance \((3.4)\) can be related through a Wirtinger-type inequality with weight, recently proven in \([22]\). For any given function \(\phi\), let \(E(\phi(X))\) denote the mathematical expectation of the random variable \(X\) distributed with density \(e(x)\), \(x \in \mathbb{R}\),

\[
E(\phi(X)) = \int_{\mathbb{R}} \phi(x)e(x)\,dx.
\]

Let \(\kappa(x)\) be defined by equation \((2.9)\). Then, for any smooth function \(\phi\) on \(\mathbb{R}\) such that \(E[|\phi(X)|^p]\) is bounded, \(1 \leq p < +\infty\), it holds

\[
E[|\phi(X) - E(\phi(X))|^p] \leq (2p)^p E[\kappa(X)^p |\phi'(X)|^p]. \tag{3.6}
\]

Applying inequality \((3.6)\) with \(p = 2\) and \(\phi(x) = \sqrt{f(x,t)/e(x)}\) we obtain

\[
\int_{\mathbb{R}} \left( \sqrt{\frac{f(x,t)}{e(x)}} - \int_{\mathbb{R}} \sqrt{\frac{f(x,t)}{e(x)}}\,e(x)\,dx \right)^2 e(x)\,dx \leq 4 \int_{\mathbb{R}} \kappa^2(x)e(x) \left| \frac{\partial}{\partial x} \sqrt{\frac{f(x,t)}{e(x)}} \right|^2 \,dx. \tag{3.7}
\]

Now, the left-hand side of inequality \((3.7)\) can be bounded in the following way

\[
\int_{\mathbb{R}} \left( \sqrt{\frac{f(x,t)}{e(x)}} - \int_{\mathbb{R}} \sqrt{\frac{f(x,t)}{e(x)}}\,e(x)\,dx \right)^2 e(x)\,dx = \left( \int_{\mathbb{R}} \frac{f(x,t)}{e(x)}\,dx \right)^2 - \left( \int_{\mathbb{R}} \sqrt{\frac{f(x,t)}{e(x)}}\,e(x)\,dx \right)^2 = \left( 1 - \left( \int_{\mathbb{R}} \sqrt{f(x,t)/e(x)}\,dx \right)^2 \right). \tag{3.8}
\]

On the other hand, whenever \(f(\cdot,t)\) and \(e\) are probability density functions

\[
\int_{\mathbb{R}} \left( \sqrt{f(x,t)} - \sqrt{e(x)} \right)^2 \,dx = \int_{\mathbb{R}} \left( f(x,t) + e(x) - 2\sqrt{f(x,t)e(x)} \right)\,dx = 2 \left( 1 - \int_{\mathbb{R}} \sqrt{f(x,t)/e(x)}\,dx \right) \leq 2 \left( 1 - \left( \int_{\mathbb{R}} \sqrt{f(x,t)/e(x)}\,dx \right)^2 \right). \tag{3.9}
\]
The last inequality in (3.9) follows by Cauchy–Schwartz inequality. Therefore, taking into account equality (3.8) and inequality (3.9) we obtain the inequality

\[
d_2^2 H(f(t), e) \leq 2 \int_{\mathbb{R}} \left( \sqrt{\frac{f(x, t)}{e(x)}} - \int_{\mathbb{R}} \frac{f(x, t)}{e(x)} e(x) \, dx \right)^2 e(x) \, dx.
\]  

(3.10)

Finally, thanks to inequality (3.7) and to the result of Proposition 2 we have

\[
d_2^2 H(f(t), e) \leq 8 \int_{\mathbb{R}} \frac{9}{4} \kappa(x) e(x) \left| \frac{\partial}{\partial x} \sqrt{\frac{f(x, t)}{e(x)}} \right|^2 \, dx \leq 18M \int_{\mathbb{R}} \kappa(x) e(x) \left| \frac{\partial}{\partial x} \sqrt{\frac{f(x, t)}{e(x)}} \right|^2 \, dx = 18MI(f(t)|e).
\]  

(3.11)

Suppose now that the initial relative entropy \( H(f_0|e) \) is bounded. Then, integrating inequality (3.2) from 0 to \(+\infty\) we get

\[
\int_0^\infty I(f(t)|e) \, dt \leq H(f_0|e).
\]

Hence, the entropy production \( I(f(t)|e) \) is integrable over \( \mathbb{R}^+ \). If the diffusion coefficient \( \kappa_\epsilon(x) \) is bounded, we can apply inequality (3.11) to conclude that the square of the Hellinger distance between \( f(t) \) and the equilibrium density \( e \) is integrable, with

\[
\int_0^\infty d_2^2 H(f(t)|e) \, dt \leq 18MH(f_0|e).
\]  

(3.12)

Coupling (3.12) with the monotonicity in time of \( d_2^2 H(f(t)|e) \), we conclude that this distance converges to 0 at a rate of order at least \( 1/t \). This implies convergence in \( L^1 \) towards equilibrium of the solution of the Fokker–Planck equation (1.1) at the same rate [19].

Since the Gaussian density (1.7) is the steady state of equation (1.1) with a uniformly bounded diffusion coefficient \( \kappa_\epsilon(x) \), the previous convergence result holds in this case.

The uniform boundedness of the diffusion coefficient can be easily concluded even if the equilibrium density is of type (1.9), that is when the confinement potential \( P_\epsilon(x) \) is even and strongly convex. In this case, if \( x > 0 \), and \( y > x \), expanding in Taylor series up to the order two we get

\[
P_\epsilon(y) - P_\epsilon(x) = \frac{d}{dx} P_\epsilon(x)(y - x) + \frac{1}{2} \frac{d^2}{dx^2} P_\epsilon(x)(y - x)^2 \geq \frac{1}{2} \rho(y - x)^2.
\]

Then, if \( x > 0 \) formula (2.4) gives

\[
\kappa(x) = \frac{\int_x^{+\infty} e(y) \, dy}{e(x)} = \int_x^{+\infty} e^{-(P_\epsilon(y) - P_\epsilon(x))} \, dy \leq \int_x^{+\infty} e^{-\frac{1}{2} \rho(y-x)^2} \, dy.
\]
The integral on the right-hand side can be evaluated by substitution, setting
\[ z = y - x, \] to give
\[ \kappa(x) \leq \int_0^{+\infty} e^{-\frac{1}{2}\rho z^2} \, dz = \sqrt{\frac{\pi}{2\rho}}. \] (3.13)

The same bound when \( x < 0 \). Note however that this bound is lost as soon as \( \rho \to 0 \), namely when the potential \( P_\epsilon(x) \) is not uniformly convex.

Hence, for any equilibrium density of type (1.9) we conclude with convergence in \( L^1 \) towards equilibrium of the solution of the Fokker–Planck equation (1.1) at at a rate of order at least \( 1/t \). We can collect the previous results into the following

**Theorem 3** Let \( f(x, t) \) be the unique solution to the initial value problem for the Fokker–Planck equation (1.1), with a diffusion coefficient \( \kappa \leq M < +\infty \), and let \( \tilde{g}(x) \) denote the corresponding equilibrium density. Then, if the initial density \( f_0 \) is such that the relative entropy is bounded, the solution \( f(x, t) \) converges to equilibrium in Hellinger distance, and
\[ \lim_{t \to \infty} \frac{d_H(f(t), \tilde{g})}{t^{1/2}} = 0. \] (3.14)

### 3.2 Unbounded coefficients of diffusion

In the case of a generalized Gaussian density, the coefficient of diffusion is not uniformly bounded, and we can not apply directly the method developed in Section 3.1. However, since for any given positive constant \( R \) the coefficient of diffusion is bounded in the interval \((-R, R)\), we can apply the reasoning of Section 3.1 to obtain the rate of decay towards equilibrium of the solution \( f_{R}(x, t) \) to the initial-boundary value problem for the Fokker–Planck type equation (1.1) with initial value
\[ f_{0,R}(x) = \begin{cases} \frac{f_0(x)}{\int_{|x| \leq R} f_0(y) \, dy}, & \text{if } |x| < R, \\ f_0,R(x) = 0, & \text{if } |x| \geq R \end{cases} \] (3.15)

and no-flux boundary conditions
\[ \left. \frac{\partial}{\partial x} (\kappa(x)f_{R}(x, t)) + \Theta(x)f_{R}(x, t) \right|_{x=\pm R} = 0. \] (3.16)

Note that, since the boundary conditions (3.16) imply mass conservation, and the initial value is a probability density on the interval \((-R, R)\), the steady state in this case is the generalized Gaussian-type density
\[ g_{\beta,R}(x) = \begin{cases} \frac{g_\beta(x)}{\int_{|x| \leq R} g_\beta(y) \, dy}, & \text{if } |x| < R, \\ g_{\beta,R}(x) = 0, & \text{if } |x| \geq R \end{cases} \] (3.17)

where \( g_\beta \) is defined by (2.15).
Let us first suppose that the relative entropy \( H(f_R(t)|g_{\beta,R}) \) is bounded at time \( t = 0 \). Then, proceeding as in the derivation of inequality (3.11) we now obtain

\[
d_H^2(f_R(t), g_{\beta,R}) \leq 18 \int_{\mathbb{R}} \kappa^2(x) g_{\beta,R}(x) \left| \frac{\partial}{\partial x} \sqrt{\frac{f_R(x,t)}{g_{\beta,R}}} \right|^2 \, dx \\
18\gamma_\beta \sqrt{1 + R^2} \int_{\mathbb{R}} \kappa(x) g_{\beta,R}(x) \left| \frac{\partial}{\partial x} \sqrt{\frac{f_R(x,t)}{g_{\beta,R}}} \right|^2 \, dx \\
18\gamma_\beta (1 + R) I(f_R(t)|g_{\beta,R}).
\]

Hence, the solution to the initial value problem in \((-R,R)\), at any given time \( t > 0 \) satisfies the bound

\[
d_H^2(f_R(t), g_{\beta,R}) \leq \frac{18\gamma_\beta (1 + R) I(f_R(t)|g_{\beta,R})}{\sqrt{2}} \leq 3\sqrt{2} \gamma_\beta (1 + \sqrt{R}) I(f_R(t)|g_{\beta,R}).
\]

At this point, to obtain the time decay of the Hellinger distance \( d_H^2(f(t), g_\beta) \) of the original problem on \( \mathbb{R} \), we can resort to the triangle inequality

\[
d_H^2(f(t), g_\beta) \leq d_H^2(f(t), f_R(t)) + d_H^2(f_R(t), g_{\beta,R}) + d_H^2(g_{\beta,R}, g_\beta)
\]

It is immediate to show that, owing to the definition of \( f_R(t) \), we have the equality

\[
\int_{\mathbb{R}} |f_0(y) - f_0, R(y)| \, dy = 2 \int_{|x| \geq R} f_0(y) \, dy.
\]

Likewise

\[
\int_{\mathbb{R}} |g_\beta(y) - g_{\beta,R}(y)| \, dy = 2 \int_{|x| \geq R} g_\beta(y) \, dy.
\]

Also, for any positive constant \( \alpha < \beta - 1/2 \) we have

\[
\int_{|x| \geq R} g_\beta(y) \, dy \leq \frac{1}{R^{2\alpha}} \int_{|x| \geq R} x^{2\alpha} g_\beta(y) \, dy \leq \frac{1}{R^{2\alpha}} M_{\alpha,\beta}^2 < +\infty,
\]

and, consequently

\[
d_H^2(g_{\beta,R}, g_\beta) \leq \left( \int_{\mathbb{R}} |g_\beta(y) - g_{\beta,R}(y)| \, dy \right)^{1/2} \leq \sqrt{2} \frac{1}{R^\alpha} M_{\alpha,\beta}.
\]

Last, we look for an upper bound for the first term in inequality (3.20). To this extent, we recall that, for \( 1/2 \leq p \leq 1 \), the functional

\[
d_p(f(t), g_\beta) = \int_{\mathbb{R}} \left[ \left( \frac{f(y,t)}{g_\beta(y)} \right)^p - 1 \right]^2 g_\beta(y) \, dy
\]
is non-increasing in view of the convexity of the function $p(x) = (x^p - 1)^2$, $x \in \mathbb{R}_+$. Note that the case $p = 1/2$ coincides with the square of the Hellinger distance considered in Section 3.1. Therefore

$$d_p(f(t), g_\beta) \leq d_p(f_0, g_\beta).$$

Let $C_\beta$ be defined by (2.16), and let

$$M_{p,\beta}(f(t)) = \frac{1}{C_\beta} \int_\mathbb{R} (1 + y^2)^{\beta(2p-1)} f^{2p}(y, t) \, dy.$$  

Expanding the square in (3.24), we obtain

$$d_p(f(t), g_\beta) = M_{p,\beta}(f(t)) + 1 - 2 \int_\mathbb{R} f(y, t)^p g_\beta(y)^{1-p} \, dy.$$  

Recalling that $f(x, t)$ and $g_\beta(x)$ are probability densities, Hölder inequality implies

$$\int_\mathbb{R} f(y, t)^p g_\beta(y)^{1-p} \, dy \leq 1.$$  

Hence, we conclude with the following chain of inequalities

$$M_{p,\beta}(f(t)) - 1 \leq d_p(f(t), g_\beta) \leq M_{p,\beta}(f(t)) + 1.$$  

Therefore, if the initial value $f_0$ is such that, for some $1/2 < p \leq 1$, $M_{p,\beta}(f_0)$ is bounded, $M_{p,\beta}(f(t))$ is bounded for any subsequent time $t > 0$, and, thanks to (3.27)

$$M_{p,\beta}(f(t)) \leq M_{p,\beta}(f_0) + 2.$$  

The next step is to show that, when $\beta > 1$, inequality (3.28) allows to prove that some moments of the solution $f(x, t)$ remain uniformly bounded in time. Indeed, if for $1/2 < p \leq 1$ we consider

$$\alpha \leq \frac{\beta}{2} \frac{2p - 1}{2p}$$

the Hölder inequality implies

$$\int_\mathbb{R} (1 + y^2)^\alpha f(y, t) \, dy \leq \int_\mathbb{R} (1 + y^2)^{\frac{\alpha}{2}(1-1/(2p))} f(y, t) \, dy \leq$$

$$\frac{1}{\int_\mathbb{R} (1 + y^2)^{\frac{\beta}{2}(1-1/(2p))} f(y, t) \, dy} \int_\mathbb{R} (1 + y^2)^{\beta(1-1/(2p))} f(y, t) \, dy \leq$$

$$\left[\int_\mathbb{R} (1 + y^2)^{\beta(2p-1)} f^{2p}(y, t) \, dy\right]^{1/(2p)} \left[\int_\mathbb{R} \frac{1}{(1 + y^2)^{\beta/2}} \, dy\right]^{(2p-1)/(2p)} =$$

$$M_{p,\beta}(f(t)) C_{\beta/2}^{-\beta(2p-1)/(2p)} \leq (M_{p,\beta}(f_0) + 2) C_{\beta/2}^{-\beta(2p-1)/(2p)}.$$  

Therefore, if (3.29) holds, the moment of order $2\alpha$ of the solution $f(t)$ of the Fokker–Planck equation (1.1) with a steady state in the form of the generalized
Gaussian density $g_\beta$, $\beta > 1$, defined in (2.15) remains uniformly bounded in time, and, proceeding as in (3.23) we obtain

$$d_H(f_R(t), f(t)) \leq \sqrt{2} \frac{1}{R^a} \sqrt{(M_{p,\beta}(f_0) + 2) C_\beta^{(2p-1)/(2p)}} = \sqrt{2} \frac{1}{R^a} D_{\beta,p}(f_0).$$

(3.31)

Finally, consider that, given $\beta > 1$, and $1/2 < p \leq 1$, it holds

$$\frac{\beta 2p - 1}{2} \leq \beta - \frac{1}{2}. \quad (3.32)$$

Thanks to the estimates (3.19), (3.23), and (3.31), we conclude from (3.20) that, provided $M_{p,\beta}(f_0)$ is bounded for $\beta > 1$ and $1/2 < p \leq 1$, for any $\alpha$ satisfying inequality (3.29) one has

$$d_H(f(t), g_\beta) \leq \frac{1}{R^a} \tilde{D}_{\beta,p}(f_0) + 3 \sqrt{2} \gamma_\beta (1 + \sqrt{R}) \sqrt{I(f(t)|g_\beta,R)}, \quad (3.33)$$

with obvious meaning of the constant $\tilde{D}_{\alpha,\beta,p}(f_0)$. If we optimize over $R \geq 0$ we can easily show that the function

$$z(R) = \frac{A}{R^a} + B(1 + \sqrt{R})$$

satisfies the inequality

$$z(R) \geq B + C_\alpha A^{1/(2\alpha+1)} B^{2\alpha/(2\alpha+1)},$$

where the constant is explicitly given by

$$C_\alpha = (2\alpha)^{1/(2\alpha+1)} + \left(\frac{1}{\alpha}\right)^{2\alpha/(2\alpha+1)}.$$

Finally, since the entropy production term $I(f_R(t)|g_\beta,R)$ is infinitesimal at least of order $1/t$, the solution to the Fokker–Planck equation converges towards the generalized Gaussian density at least at the order $1/t^{\alpha/(2\alpha+1)}$.

Note that this result shows that the rate of decay towards equilibrium in Hellinger distance, and consequently in $L^1(\mathbb{R})$ is heavily dependent on $\beta$, namely from the number of bounded moments of the generalized Gaussian density. Higher the number of moments is, higher the rate of convergence. Note that this result is consistent with the decay found in the Gaussian case, since for $\beta \to +\infty$ we can choose $\alpha \to +\infty$, thus obtaining the decay of the square of the Hellinger distance at the same rate found in Section 3.1. We can collect the previous results into the following

**Theorem 4** Let $f(x,t)$ be the unique solution to the initial value problem for the Fokker–Planck equation (1.1), with a diffusion coefficient $\kappa_\epsilon$ that gives the generalized Gaussian density $g_\beta(x)$ defined in (2.15) as equilibrium density. Let $\beta > 1$, and let $\alpha$ satisfy (3.29). Then, if the initial density $f_0$ is such that the
relative entropy is bounded, and, for some positive constant \(1/2 < p \leq 1\) the integral
\[
M_{p,\beta}(f_0) = \frac{1}{C_\beta} \int_{\mathbb{R}} (1 + y^2)^{\beta(2p-1)} f_0^2(y) \, dy \leq M < +\infty,
\]
the solution \(f(x, t)\) converges to equilibrium in Hellinger distance, and
\[
\lim_{t \to \infty} \frac{dH(f(t), g_\beta)}{t^{\alpha/(2\alpha+1)}} = 0.
\]

**Remark 5** Theorem 4 shows that convergence in Hellinger distance can be proven for generalized Gaussian densities \(g_\beta\), with \(\beta > 1\). For generalized Gamma densities with \(1/2 < \beta \leq 1\) no rates of convergence can be obtained by the previous method. Hence, the finding of a rate of convergence in this range of the parameter \(\beta\) remains an open problem. As we shall see, the numerical simulation of entropy decay suggests that a certain rate of decay still continues to hold.

### 4 Numerical results

In this Section we investigate numerically the trends to equilibrium of the Fokker-Planck equation (1.1). We focus on a class of numerical schemes for Fokker-Planck equations that preserves structural properties, like non negativity of the solution, entropy dissipation and correct large-time behavior. These methods have been recently developed in [35] and are based on the works on the classical Fokker-Planck equation [9, 12, 29] (see also [36] for applications of the scheme to relevant models for collective phenomena). We will refer to these numerical schemes as structure preserving schemes (SP).

To be self-consistent, we summarize the main features of SP methods. We rewrite (1.1) in flux form as follows
\[
\frac{\partial}{\partial t} f(x, t) = \frac{\partial}{\partial x} \mathcal{F}[f](x, t),
\]
where
\[
\mathcal{F}[f](x, t) = \Theta_e(x) f(x, t) + \kappa_e(x) \frac{\partial}{\partial x} f(x, t).
\]
Then, we introduce a uniform grid \(\{x_i\}_{i=1}^N\) with \(\Delta x = x_{i+1} - x_i > 0\) constant, we denote \(x_{i+1/2} = x_i + \Delta x/2\), and we consider the conservative discretization
\[
\frac{d}{dt} f_i(t) = \frac{\mathcal{F}_{i+1/2} - \mathcal{F}_{i-1/2}}{\Delta x}, \quad i = 1, \ldots, N,
\]
being \(f_i(t) = \Delta x \int_{x_{i-1/2}}^{x_{i+1/2}} f(x, t) \, dx\) the numerical approximation of the cell average. As described in [35] we may chose a numerical flux of the form
\[
\mathcal{F}_{i+1/2}[f] = C_{i+1/2} f_{i+1/2} + (\kappa_e)_i \frac{f_{i+1} - f_i}{\Delta x},
\]
where \( \tilde{f}_{i+1/2} \) is a convex combination of the values of \( f \) in two adjacent cells of the form

\[
\tilde{f}_{i+1/2} = (1 - \delta_{i+1/2}) f_i + \delta_{i+1/2} f_i^{+1/2}.
\]

Hence, the definition of \( C_{i+1/2} \) and \( \delta_{i+1/2} \) can be obtained equating the numerical and analytical equilibrium conditions, i.e. respectively

\[
\frac{f_{i+1}}{f_i} = \frac{-\delta_{i+1/2} C_{i+1/2} + (\kappa_e)_{i+1/2}/\Delta x}{(1 - \delta_{i+1/2}) C_{i+1/2} + (\kappa_e)_{i+1/2}/\Delta x},
\]

and

\[
f(x_{i+1}, t) = \exp \left\{ \int_{x_i}^{x_{i+1}} \frac{\Theta_e(y) + \kappa'_e(y)}{\kappa_e(y)} dy \right\},
\]

where \( \kappa'_e(x) \) is the first derivative with respect to \( x \) of the function \( \kappa_e \). Setting

\[
C_{i+1/2}(x) = \frac{(\kappa_e)_{i+1/2}/\Delta x}{\int_{x_i}^{x_{i+1}} \Theta_e(y) + \kappa'_e(y)/\kappa_e(y) dy}, \quad (4.3)
\]

we obtain

\[
\delta_{i+1/2} = \frac{1}{\lambda_{i+1/2}} + \frac{1}{1 - \exp(\lambda_{i+1/2})}, \quad (4.4)
\]

where

\[
\lambda_{i+1/2} = \int_{x_i}^{x_{i+1}} \frac{\Theta_e(y) + \kappa'_e(y)}{\kappa_e(y)} dy = \frac{\Delta x C_{i+1/2}}{(\kappa_e)_{i+1/2}}. \quad (4.5)
\]

This SP scheme applied to the evolution of the solution to the Fokker-Planck equation (1.1) offers several advantages.

- First, non-negativity of the numerical solution, without restrictions on \( \Delta x \), may be proven under suitable CFL restrictions both for strong stability preserving (SSP) integration methods and for high order implicit schemes. In particular, for SSP methods we may prove that under the parabolic time step restriction

\[
\Delta t \leq \frac{\Delta x^2}{2(M \Delta x + D)}, \quad M = \max_i |C_{i+1/2}|, \quad D = \max_i (\kappa_e)_{i+1/2},
\]

the explicit scheme for (4.1) preserves non negativity. Furthermore we may prove that under a more mild time step restriction

\[
\Delta t < \frac{\Delta x}{2M}, \quad M = \max_i |C_{i+1/2}|,
\]

the implicit scheme for (4.1) preserves non negativity of the numerical solution.

- Second, the large time numerical solutions approximate the exact steady state \( \epsilon(x) \) with arbitrary accuracy in connection with high-order quadrature rules considered to compute (4.3). For linear problems, the scheme preserves the steady state exactly by choosing

\[
\delta_{i+1/2} = \frac{1}{\log(\epsilon_i) - \log(\epsilon_{i+1})} + \frac{\epsilon_{i+1}}{\epsilon_{i+1} - \epsilon_i}. \quad (4.6)
\]
Last, for linear drift functions as in (1.1) the numerical flux (4.2) with \( C_{i+1/2} \) and \( \delta_{i+1/2} \) defined in (4.3)-(4.4) satisfies the discrete entropy dissipation

\[
\frac{d}{dt} \mathcal{H}_{\Delta}(f(t)|e) = -\mathcal{I}_{\Delta}(f(t)|e),
\]

where

\[
\mathcal{H}_{\Delta}(f(t)|e) = \Delta x \sum_{i=0}^{N} f_{i} \log \left( \frac{f_{i}}{e_{i}} \right),
\]

(4.7)

and \( \mathcal{I}_{\Delta} \) is the positive discrete dissipation function

\[
\mathcal{I}_{\Delta}(f(t)|e) = \sum_{i=0}^{N} \left[ \log \left( \frac{f_{i+1}}{e_{i+1}} \right) - \log \left( \frac{f_{i}}{e_{i}} \right) \right] \hat{e}_{i}(\kappa_{\epsilon})_{i+1/2} \geq 0,
\]

with

\[
\hat{e}_{i} = \frac{e_{i+1}e_{i}}{e_{i+1} - e_{i}} \log \left( \frac{e_{i+1}}{e_{i}} \right).
\]

It is worth to remark that a suitable extension of the introduced class of schemes, called structure preserving entropy average (SP-EA) methods, has been developed to tackle gradient-flow-type equations. We point the interested reader to [35] where all the details of this second formulation, which is equivalent for large times to the introduced one. In this case, SP-EA methods are capable to dissipate the free energy for these problems.

In the numerical simulations that follow, we consider exact integration in the Gaussian case of Section 2.1 and, in the generalized Gaussian case of Section 2.2, either open Newton-Cotes formulas up to order 6 or Gauss-Legendre quadrature with 10 points in each computational cell. We will adopt the notation \( SP_{k}, k = 2, 4, 6, G \) to denote the introduced structure preserving schemes where (4.5) is approximated with second, fourth, sixth order Newton-Cotes quadrature of Gauss-Legendre quadrature, respectively.

### 4.1 Test 1. The Gaussian equilibrium

Let us consider the time evolution of the density function \( f(x, t) \) described by (1.1) with drift \( \Theta_{\epsilon}(x) \) defined in (1.3) and non constant diffusion (2.14). As shown in Section 3.1, the corresponding stationary distribution is the Gaussian density (1.7).

We consider as initial distribution

\[
f(x, 0) = \nu \left[ e^{-c(x-1)^2} + e^{-c(x+1)^2} \right],
\]

(4.8)

with \( c = \frac{5}{2} \) and \( \nu > 0 \) a normalization constant. We employ in this case the weights defined in (4.6) which exploit the knowledge of asymptotic distribution (1.7). In Figure 4.1 we report the comparison between the analytic and numerical solution obtained in the computational domain \([-L, L], L = 5\), and discretized
with $N = 101$ gridpoints. We considered as initial distribution (4.8) and we computed the solution up to time $T = 40$ with $\Delta t = \Delta x^2 / L$ through RK4 numerical integration. Furthermore, in the left plot, we report the evolution of the relative $L^1$ error which is defined as

$$\text{err}(t^n) = \sum_{i=0}^{N} \frac{|f_n(x_i) - e(x_i)|}{e(x_i)},$$

being $e(x_i)$ the analytical solution (1.7) computed in the gridpoint $x_i$. We can easily observe how we reach machine precision in finite time.

The evolution of the relative entropy is considered in Figure 4.2. In the left plot we show how the SP scheme dissipates the numerical entropy (4.7) in the case of three grids obtained in the interval $[-5, 5]$ with $N = 21, 41, 81$ gridpoints. Furthermore, in the right plot we compare the trends of the numerical entropy with the evolution of relevant time functions. The parameters $c_1, c_2 > 0$ are such that these functions assume the same value of $\mathcal{H}_\Delta$ at time $t = 0$.

### 4.2 Test 2. Generalized Gaussian case

In this test we consider the time evolution of a density function described by (1.1) with $\Theta_\epsilon(x)$ defined in (1.3) and diffusion given by (2.21). As initial distribution we consider again the one introduced in (4.8). Now, the corresponding stationary distribution reads

$$e(x) = C_\beta \frac{1}{(1 + x^2)^{\beta}}, \quad C_\beta = \frac{1}{\sqrt{\pi}} \frac{\Gamma(\beta)}{\Gamma(\beta - 1/2)}, \quad \beta > \frac{1}{2}.$$ 

In Figure 4.3 we compute the numerical approximations of the introduced problem for $\beta = 1, 2, 3$. Note that the case $\beta = 1$ is critical, since we have no theoretical results which guarantee rates of convergence.
**Fig. 4.2 Test 1.** Left: evolution of the relative entropy computed with increasing number of gridpoints $N = 21, 41, 81$. Right: comparison between the evolution of $H_{\Delta}$ with decaying time functions, we considered $c_1, c_2 > 0$ such that at time $t = 0$ these assume the same value of $H_{\Delta}$. Relevant numerical parameters are coherent with Figure (4.1).

In the right plot we report the evolution of the relative $L^1$ error computed in the case $\beta = 3$ with respect to the exact solution using $N = 101$ points with various quadrature rules. It is possible to observe how the different integration methods capture the equilibrium distribution with different accuracy depending on the approximation of the weights (4.4)-(4.5). In particular, low order quadrature rules achieve the numerical steady distribution faster than high order quadratures and with Gauss-Legendre quadrature we essentially reach machine precision. The same evolution of the relative $L^1$ error can be obtained with different values of the parameter $\beta$. It is worth to remark that the quantity $\kappa_1'$ has been computed, thanks to Remark [1], as follows

$$\kappa_1'(x) = -\Theta_1(x) + \frac{2\beta x}{1 + x^2} \kappa_1(x).$$

In Figure (4.3), left plot, we report the comparison between the exact distributions for various values of the parameter $\beta$, and the corresponding numerical approximations at time $T = 40$ in the domain $[-L, L]$, $L = 5$ discretized with $N = 101$ gridpoints. We considered the RK4 time integration method with $\Delta t = \Delta x^2 / L$.

Finally, in Figure (4.4) we compare the trends to equilibrium of three generalized Gaussian distributions characterized by an increasing exponent $\beta$. We may clearly observe how, in agreement with the rigorous theoretical results of Section 3.2, for small values of $\beta$ the trends to equilibrium result slower.

## 5 Conclusions

The study of the rates of convergence to equilibrium for the solution to Fokker–Planck equations is a challenging problem which has been studied intensively both from the theoretical and numerical point of view. One of the key arguments to achieve this result relies in the time monotonicity of the relative entropies, which express the physical idea of irreversibility. The case treated
Fig. 4.3 Test 2. Left: evolution of the density $f(x,t)$ with initial condition $f(x,0)$ (4.8) in black dashed line. We report different markers the exact distributions for $\beta = 1, 2, 3$ whereas with the continuous line we indicate the numerical approximation at time $T = 40$. Right: evolution of the $L^1$ error in the case $\beta = 3$ for different quadrature methods of the quantities (4.4)-(4.5). We considered $N = 101$ gridpoints in the domain $[-L, L]$ and $\Delta t = \Delta x^2/L$.

Fig. 4.4 Test 2. Evolution of the relative entropy for several values of $\beta = 1, 2, 3$. We considered a grid for $[-L, L], L = 20$, with $N = 201$ gridpoints.

in this paper refers to a somewhat critical situation, characterized by a weak confinement and a strong diffusion coefficient, which play together to slow down the convergence rate. Nevertheless, it is shown that convergence to equilibrium still holds except in very particular situations which deserve to be further investigated. Numerical computations, based on a recently developed class of schemes that preserve structural properties of Fokker-Planck equations, support the theoretical analysis.
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