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Abstract: Meteorological satellite images provide crucial information on solar irradiation and weather conditions at spatial and temporal resolutions which are ideal for short-term photovoltaic (PV) power forecasts. Following the introduction of next-generation meteorological satellites, investigating their application on PV forecasts has become imminent. In this study, Communications, Oceans, and Meteorological Satellite (COMS) and Himawari-8 (H8) satellite images were inputted in a deep neural network (DNN) model for 2 hour (h)- and 1 h-ahead PV forecasts. A one-year PV power dataset acquired from two solar power test sites in Korea was used to directly forecast PV power. H8 was used as a proxy for GEO-KOMPSAT-2A (GK2A), the next-generation satellite after COMS, considering their similar resolutions, overlapping geographic coverage, and data availability. In addition, two different data sampling setups were designed to implement the input dataset. The first setup sampled chronologically ordered data using a relatively more inclusive time frame (6 a.m. to 8 p.m. in local time) to create a two-month test dataset, whereas the second setup randomly sampled 25% of data from each month from the one-year input dataset. Regardless of the setup, the DNN model generated superior forecast performance, as indicated by the lowest normalized mean absolute error (NMAE) and normalized root mean squared error (NRMSE) results in comparison to that of the support vector machine (SVM) and artificial neural network (ANN) models. The first setup results revealed that the visible (VIS) band yielded lower NMAE and NRMSE values, while COMS was found to be more influential for 1 h-ahead forecasts. For the second setup, however, the difference in NMAE results between COMS and H8 was not significant enough to distinguish a clear edge in performance. Nevertheless, this marginal difference and similarity of the results suggest that both satellite datasets can be used effectively for direct short-term PV forecasts. Ultimately, the comparative study between satellite datasets as well as spectral bands, time frames, forecast horizons, and forecast models confirms the superiority of the DNN and offers insights on the potential of transitioning to applying GK2A for future PV forecasts.
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1. Introduction to Meteorological Satellites for Photovoltaic Power Forecasts

Solar power or photovoltaic (PV) power generation is highly dependent on the presence of solar irradiance, which is inevitably restricted by the high variability associated with meteorological conditions and obstructing cloud coverage. Ground-based measurements provide a possible approach to address these limitations but are limited in terms of geographic coverage and since sparse in-situ measurements may require statistical interpolation which can invoke large errors for increasing
geographical distances [1]. Alternatively, remotely sensed images capture a top-down perspective of the atmosphere and local environment to monitor climate change and solar radiation. Previous satellite-based methods demonstrated the capability to generate more accurate estimates of solar radiation in comparison to traditional interpolation methods [2–4]. Among the variety of remotely sensed imagery, meteorological satellites offer a potential solution to resolve these limitations by providing images at timely intervals and broad geographic coverages using multiple spectral bands. More recently, the introduction of next-generation meteorological satellites has advanced these technical specifications, including a spatial resolution of up to 500 m, data acquisition at intra-hour intervals, and a greater number of spectral bands. In South Korea, Communications, Oceans, and Meteorological Satellite (COMS) was launched in 2010 as the country’s first meteorological satellite to monitor the meteorological conditions on the Korean peninsula, until the termination of its services on 31 March 2020. Following the decommissioning of COMS, GEO-KOMPSAT-2A (GK2A) has since become the main meteorological satellite in Korea.

Meteorological satellite images possess suitable technical specifications and characteristics for PV forecasts and solar irradiance estimation, especially for shorter forecast time horizons, ranging from 30 min to 6 h [5–7]. Short-term PV forecasts are significant for PV system operators, market participants, and the authorities regulating the electricity market. In general, electric power markets hold day-ahead and intra-day market transactions that follow a price bidding system [8,9]. For PV system operators, PV forecasts are important to reduce uncertainties with power generation, ensure grid stability, reduce the number of units in “hot standby” and lower operation costs [8], implement effective and timely ramping procedures [10,11], facilitate efficient power system planning [12], and economic dispatch [11,13]. For market participants, PV forecasts are required to avoid potential penalties and generate precise bids. In Korea, the PV market has experienced remarkable growth over the past decade due to considerable improvements in domestic PV technology, steady funding for PV research, implementation of government policies promoting the use of renewable energy, and the establishment of basic plans and detailed action programs [14–16]. As shown in Figure 1, the PV power market is continuously expanding in PV power transactions and PV power consumption. The government seeks to increase the energy contribution of solar stations to 14.1% of the nation’s total renewable energy production by 2035 and to invest in increasing the commercialization of PV technology and their global market share [15]. With regards to the Korea power exchange market, bids are received based on the power supplier’s generating capacity and conducting thorough demand forecasts for optimal pricing and scheduling. However, penalties may be imposed for deviations between predicted and produced power, implying that larger forecast errors will lead to a higher cost of energy, reinforcing the necessity of accurate and reliable PV forecasts [8,9].

Figure 1. Growth in total photovoltaic (PV) power transactions and total PV energy consumption for 17 major cities and provinces. (a) Steady increase in average yearly PV power transactions over a decade using data retrieved from the Electric Power Statistics Information System, (b) rising trend in average yearly PV power consumption over a decade using data retrieved from the Korean Statistical Information Service.
2. Background on PV Forecast Studies

PV power forecasts need to be designed to cater to the diverse users of PV power. In general, PV forecasts can be characterized in terms of the forecast’s time horizon and prediction model. A variety of forecast horizons are required to address the numerous aspects associated with grid operation, such as maintaining grid stability, ramping events, and load management. Short-term forecasts typically use a temporal resolution of intra-day, hourly intervals ranging from one to six hours [8,17]. To this end, the 2-hour (h) and 1 h-ahead forecast horizons used in this study can be categorized into short-term horizons which are typically important for load monitoring and forecasting [17]. For further explanation on the definitions of forecasting skill, forecast time horizons, and forecast techniques, readers are referred to the recommended references [8,9,17].

2.1. PV Forecast Using Satellite Image Data

Multiple studies have integrated satellite images as input data in data-driven methods to interpret cloud coverage and for solar irradiation prediction used in PV power forecasts, such as Geostationary Operational Environmental Satellite-15 (GOES-15) and Himawari-8 (H8) [18], GOES-16 [4], Meteosat Second Generation [19,20], and COMS [21,22]. More recent studies have focused on integrating meteorological satellite images in more complex machine learning models and deep learning networks, as past studies have demonstrated that such methods have the potential to yield superior forecast accuracy, particularly for shorter forecast time horizons [8]. COMS images were used to estimate solar radiation using a deep neural network (DNN) [23,24] and Multi-functional Transport Satellite (MTSAT) images were used to estimate hourly global solar radiation [25]. The MTSAT satellite was replaced by H8 in 2015.

The majority of satellite-based PV forecast studies estimated solar power indirectly by predicting solar resources, which is an effective approach to analyze the effects of energy meteorology such as the impact of meteorological conditions, local PV potential, and seasonal variations. In addition to solar resources, cloud information can be crucial as well to estimate solar irradiation [20,26]. In comparison to indirect approaches, studies on direct short-term PV power forecasts [11,27–30], direct short-term PV forecasts with satellite images [18,31–34], and direct short-term forecast horizons with satellite images using data-driven methods [34–36] are relatively scarce, presumably due to the difficulty of obtaining actual PV power output data, which is often proprietary to PV system owners [6,7,9]. If provided access to PV data, however, directly forecasting PV power can be efficient because secondary resource-to-power models are not required to derive solar power, thus minimizing data cross-dependencies and simplifying the implementation of forecast models [18]. This study can be differentiated from previous studies by the study’s assessment on the feasibility of applying next-generation satellite images for direct short-term PV forecasts, particularly in Korea.

The input variables integrated in this study were similar to the multi-temporal input data framework outlined in a previous study by Song et al. (2019) which integrated COMS images with actual PV data for 2 h-, 3 h-, and 4 h-ahead forecast horizons using time-lagged, multi-temporal COMS images in a two-layer DNN model. Furthermore, this study used endogenous variables similar to the input data variables used in the previous study by Kim et al. (2019), which used actual PV data, solar geometry, and time in addition to various weather measurements and solar insolation in different convolutional neural network (CNN) architectures for 2 h-ahead PV forecasts [36]. However, both of these studies [35,36] only utilized COMS, which has recently become outdated following the recent termination of its services. With the advent of GK2A as the next-generation meteorological satellite in Korea, there is a pressing need to investigate its usage for future direct short-term PV forecasts.

2.2. Contributions of the Present Study

The overarching objective of this study is to compare the significance of implementing COMS and H8 satellite images as multi-temporal input variables in a DNN model for direct short-term PV
power forecasts at 2 h- and 1 h-ahead forecast horizons. Based on this objective, the contributions of the present study are three-fold. First, the paper compares different spectral bands to examine the significance of each band on forecast accuracy, thus comparing the significance of different spatial and spectral resolutions. This study also included nighttime hours to investigate the impact of low to zero solar irradiation on each spectral band. Further explanation on the inclusion of nighttime hours is presented in Section 4.2. Second, H8 bands were used in lieu of GK2A to explore the significance of using next-generation satellite imagery for short-term PV power forecasts. Since GK2A is the next-generation satellite succeeding COMS and H8 possesses similar specifications to GK2A, the results from comparing H8 with COMS data can be used to assess the feasibility of using GK2A for direct short-term PV forecasts. Ultimately, COMS was compared with H8 because GK2A satellite images were not available prior to July 2019. A similar study to this present work was conducted by Larson and Coimbra (2018), who used H8 images as a proxy for GOES-N images for direct short-term (1 h- to 6 h-ahead) PV power forecasts of two PV solar plants in California by applying least-square means and support vector machine (SVM) as forecast models. The main difference is that this particular study did not investigate the significance of using different spectral bands, and only SVM and regression-based forecast methods were used to cater to the study to both researchers and non-researchers of the field. Lastly, in light of the contributions from the aforementioned relevant studies [18,35,36], the present study investigated short-term PV forecast performance using multiple, frequently-used models from previous studies, namely SVM, artificial neural network (ANN), and DNN models, to compare model performance and to evaluate the significance of COMS and H8 bands on PV forecast accuracy.

This paper is structured in the following order. Section 3 introduces the two study sites and their characteristics. This section also provides detailed specifications of the various input variables, namely PV power output data, meteorological satellite images, and solar geometry. Section 4 outlines the specific preprocessing steps for the satellite images and PV data, main forecasting techniques and their implementation, two input dataset setups based on different sampling techniques, and the evaluation metrics used to assess the forecast model accuracy. Section 5 presents the results from the PV forecasts and provides an analysis of the forecasted results from the comparative study. Section 6 includes discussion points related to the study’s overarching objective, including a comparison of forecast models, comparison between COMS and H8 images as input variables, and an analysis of potential error sources related to seasonal variation. Lastly, the conclusion delivers a summary and limitations of this study and presents potential future works.

3. Study Area and Input Variables

3.1. Study Area

South Korea has a temperate climate with four distinct seasons. Summer months from June to August are warm and humid with monsoon wind and typhoon occurrences, whereas winter months from December to February experience occasional snowfall. The country’s average daily solar radiation is estimated to be approximately 4.01 kWh/m², which is considered to be relatively high compared to other countries at similar latitudes like Japan. For instance, Jeonju (latitude 36° N, longitude 127° E) situated in South Jeolla Province of Korea has an annual average global horizontal irradiation (GHI) of 4.01 kWh/m², whereas Tokyo (latitude 36° N, longitude 139° E) has an annual average GHI of 3.64 kWh/m², indicating Korea’s relatively higher untapped solar potential [14]. Two test sites were selected for this study and are displayed in Figure 2.
Figure 2. Basemap of the Korean peninsula showing the geographic location of the two test sites.

3.2. PV Power Data

PV power output data from each site were supplied by SK Telecom, Korea’s largest mobile operator. The two test sites were selected for this study considering their geographical location and the availability of PV power data. PV power data were obtained for a one-year time span (1 April 2018 to 31 March 2019) at hourly intervals. Hence, each PV power data sample was acquired at hourly timestamps. The detailed specifications of the test sites are displayed in Table 1.

| Test Site | Site Location          | Data Acquisition Period | Time Span |
|-----------|------------------------|-------------------------|-----------|
| 1         | 35°19′00″ N, 128°20′59″ E | April 2018-March 2019   | 1 year    |
| 2         | 36°47′47″ N 127°35′40″ E |                         |           |

3.3. Meteorological Satellite Image Data

For this study, two sets of meteorological satellite images were used. First, the Meteorological Imager (MI) sensor aboard COMS captures 5-band images over the Korean peninsula at up to 15-min intervals. The visible (VIS) band provides 1 km spatial resolution, and the short-wave infrared (SWIR) and infrared (IR) bands offer 4 km spatial resolution. With the recent termination of COMS, however, GK2A has become Korea’s official meteorological satellite. Unfortunately, a direct comparison of COMS and GK2A is not possible at this time because GK2A satellite images are only available from 25 July 2019, 00:00, Coordinated Universal Time (UTC) via the National Meteorological Satellite Center (NMSC) operated by Korea Meteorological Agency (KMA).

Instead, this study utilized H8 as a proxy for GK2A since the two have identical spatial resolutions, similar spectral bands, and overlapping geographic coverage. H8 has also been used in preliminary studies for the development and testing of GK2A data [37,38]. The Advanced Himawari Imager (AHI) aboard H8 acquires images using 16 narrow spectral bands at 10-min intervals. H8 VIS bands use 1 km spatial resolution and up to 500 m spatial resolution for the VIS red band, while IR bands provide...
2 km spatial resolution. Figure 3 displays the spectral response curves for COMS and H8 together to show the corresponding spectral bands, and Table 2 depicts the detailed ranges for each spectral band. The spectral resolution of GK2A is added in Table 2 to show its similar spectral characteristics with H8. With regard to geographical coverage, Figure 4 illustrates the overlapping areas of COMS and GK2A for the local area acquisitions centered on Korea and H8 for the Japan target area. For this study, COMS bands 1, 2, 4, and 5 and corresponding H8 bands 3, 7, 14, and 15 were used. COMS band 3 (WV) was omitted from this study due to its low significance in comparison to the other bands based on the results of using the random forest algorithm to analyze the relative significance of input variables for solar irradiance estimation [23]. COMS images were downloaded from NMSC as level-1B binary images for the Korea observation area [39], while H8 satellite images were downloaded from Japan Aerospace Exploration Agency (JAXA) using the P-Tree System as level-1 NetCDF data for the Japan observation area [40]. Both satellite image datasets were acquired for the data acquisition period specified in Table 1 at hourly intervals to match the temporal resolution of the PV power output data.

**Figure 3.** Comparison of spectral response functions (SRF) for Communications, Oceans, and Meteorological Satellite Meteorological Imager (COMS MI) and Himawari-8 Advanced Himawari Imager (H8 AHI) using spectral responsivity data supplied by the National Meteorological Satellite Center (NMSC) and Japan Aerospace Exploration Agency (JAXA). The black-colored curves represent H8 SRF and the colored curves represent COMS SRF.

**Table 2.** Detailed comparison of the spectral bands for the meteorological satellite images mentioned in this study. Spectral characteristics of GEO-KOMPSAT-2A (GK2A) are also included to show the similarity of the H8 AHI and GK2A Advanced Meteorological Imager (AMI) sensors. The spectral bands used in this study are emphasized in bold text with an asterisk placed next to the band number.

| Band | Wavelength (µm) | Band | Wavelength (µm) |
|------|-----------------|------|-----------------|
|      | COMS MI         |      | H8 AHI          |      | GK2A AMI |
| 1 *  | VIS             | 0.675| 0.460           | 0.470|
| 2    | Green           | 0.510| 0.510           |      |
| 3 *  | Red             | 0.640| 0.640           |      |
| 4    | VIS             | 0.860| 0.860           |      |
| 5    | NIR             | 1.60 | 1.38            |      |
| 6    | NIR             | 2.30 | 1.61            |      |
| 7 *  | SWIR            | 3.90 | 3.83            |      |
| 8    | WV              | 6.20 | 6.24            |      |
| 9    | WV              | 6.90 | 6.95            |      |
| 10   |                 | 7.30 | 7.34            |      |
| 11   |                 | 8.60 | 8.59            |      |
| 12   |                 | 9.60 | 9.63            |      |
| 13   | IR              | 10.4 | 10.4            |      |
| 14 * |                 | 11.2 | 11.2            |      |
| 15 * |                 | 12.4 | 12.4            |      |
| 16   |                 | 13.3 | 13.3            |      |
3.4. Multi-Temporally Lagged Input Data

Past studies utilized time-lagged values of endogenous data associated with PV systems or meteorological measurements as well as time-lagged meteorological satellite images, particularly for shorter forecast time horizons [35,36,41,42]. Time-lagged input data have also been used to derive cloud motion vectors by exploiting the time delay between cloud measurements taken by different sensors [43]. In the present study, meteorological satellite images are prepared in multi-temporal intervals, similar to the structure proposed in Song et al. (2019). Satellite images are selected at time-lagged, hourly intervals or timestamps, spanning from present time (0 h) and for every hour to the designated PV forecast time horizon. For an \( n \) h-ahead forecast, satellite images from \(-n\) h timestamps (\( n \) hours in the past with respect to 0 h) and every hour to 0 h are added to the input dataset. For a 2 h-ahead forecast, for example, satellite images from \(-2\) h, \(-1\) h, and 0 h timestamps are integrated into the input dataset. The significance of using multi-temporal data lies in the potential to introduce temporal variations in the input data into the forecast model, in order for the model to learn complex, multi-temporal patterns such as cloud motion and meteorological phenomena.

3.5. Solar Geometry

Solar elevation (SE) angle and solar azimuth (SA) angle variables are included in this study since incorporating solar geometry has shown the ability to improve the accuracy of short-term PV power forecasts [36]. Given that solar irradiance is highly dependent on the sun’s location, SE and SA were added since these variables are used to determine solar position and because they are easily accessible given prior knowledge of the target’s location [33,44]. Considering that SE and SA follow a cyclic pattern with respect to the sun’s location relative to the earth, hourly SE and SA data can be further divided into additionally shorter time intervals to represent solar geometry in finer detail or at a higher temporal resolution [36]. For this study, each hourly timestamp was divided into four SE and four SA data values. To clarify this concept, Figure 5 displays a schematic showing the division of the solar geometry variables. For an \( n \) h-ahead PV forecast being conducted at 0 h, SE and SA values are allocated to the four timestamps in the latter half of the forecast horizon highlighted in yellow in Figure 5. In this study, 2 h-ahead forecasts use solar geometry variables at 20-min interval timestamps and 1 h-ahead forecasts at 10-min interval timestamps. SE and SA variables were calculated using the pvlib library in Python [45].
Data preprocessing is divided into three principal steps: satellite image preprocessing, PV power data preprocessing, and timestamp matching of input variables. The three preprocessing steps are organized into a flowchart, provided in Figure 6.

For satellite image preprocessing, the COMS and H8 images are first georeferenced to the same projection. The images are then cropped to cover a local subset of each test site. Cropping helps to reduce the storage requirements for the large number of satellite images. In this study, COMS images were cropped to 61 by 61-pixel subsets, while H8 images were cropped to 121 by 121-pixel subsets. Since this study only used individual pixels from each satellite image, cropping the images is not a mandatory preprocessing step; however, cropped subsets can be used in patches for additional experiments to consider local conditions by exploiting neighboring pixels of the satellite image [24]. Next, COMS images are converted to albedo and brightness temperature values using look-up tables provided by the NMSC. To note, H8 images in NetCDF4 format can be acquired as albedo and brightness temperature values. Finally, the central pixel in the subset image from each hourly timestamp is extracted for COMS and H8, respectively. Since COMS and H8 use different acquisition time standards, the extracted pixel values are converted to Korea Standard Time (UTC +9).

For PV power data preprocessing, PV power output values that exceed the PV system’s capacity but occur at SE conditions with neighboring high PV power values are modified to peak capacity value. Negative PV output values are considered as anomalies and are omitted entirely from the dataset, and missing PV output values which occur at timestamps corresponding to negative SE values (nighttime hours) are modified to an output value of zero to fill gaps in the dataset. Lastly, the recorded PV power output values are also reorganized in terms of Korean Standard Time to match the timestamps of the satellite images. For the last preprocessing step, the timestamps of the satellite
images, PV power data, time in hours, and solar geometry data are all matched with respect to one another to produce the input dataset. For instance, if COMS and H8 images are available but the corresponding PV power output is missing, all data acquisitions for the specific timestamp are omitted entirely from the input dataset. The number of features in the preprocessed input dataset will be specified in Section 5.

---

**Figure 6.** Detailed flowchart of the preprocessing steps for each input variable required to prepare a preprocessed input dataset in a suitable structure to implement into PV forecast models. For Step 1, individual satellite image bands are abbreviated as B1, B2, B4, B5 and B3, B7, B14, B15 for COMS and H8, respectively. The preprocessing steps demonstrate the required workflow for a single, hourly timestamp (t) and should be applied on all timestamps in the one-year time period to prepare the final preprocessed input dataset.

**4.2. Setup Designs for Training and Test Datasets**

Two different setup designs are used to split the preprocessed input dataset into training and test datasets. The first setup consists of chronologically selected data while the second setup is composed of data randomly sampled from each month. The motives for using two different setup configurations are to facilitate an effective comparison between COMS and H8 datasets, which is limited to a one-year span for short-term PV forecasts using data-driven methods, and to investigate for potential sources of bias in the input dataset which could affect the forecast results.

For the first setup, training and test datasets are divided into 10-month and 2-month datasets, respectively. The 10-month training data ranges from 1 April 2018 to 31 January 2019, whereas the 2-month test dataset spans from 1 February 2019 to 31 March 2019. Twenty percent of the training dataset is used for the validation set. The data timestamps are selected in chronological order, rather than being randomly sampled, to preserve the time-sequential structure of the data. For newly built solar farms, a full one-year dataset may be unavailable to conduct direct PV forecasts. However, given the demand for PV forecasts, utilizing data that have been accumulated in less than a year may be necessary. In this context, preserving the input dataset in chronological order through the first setup allows for users to manage their PV systems. Two time frames are used, namely, “Sunlight H” and “All H”, where “Sunlight H” corresponds to a time span between 6 a.m. and 8 p.m. in local time. Ideally, the “Sunlight H” time frame would be structured to only include timestamps with effective solar irradiation (sunshine duration), but filtering the input dataset for seasonality limits the number of
of training samples required to effectively train the forecast model. As a result, the “Sunlight H” time frame is selected based on local sunrise and sunset times and by considering the limited number of training and test dataset samples available. The “All Hours” time frame is used since the PV data and input variables acquired during nighttime hours have been used for PV forecasts [46] and some electricity markets utilize forecast accuracy results generated from all-hours predictions.

The drawback to the first setup is that the resulting training and test datasets may include monthly bias. One direct result of seasonal variation is solar position. The duration of solar irradiation varies throughout the year, thereby affecting the proportion of data samples with low to zero solar irradiation in the input dataset. In other words, different months would include a different proportion of timestamps with low to zero solar irradiation. To address this limitation, the second setup divides the training and test datasets by monthly sampling. The input variables are initially separated by months from which 25 percent of the data from each month is randomly selected and combined to create the test dataset. The remaining 75 percent of the data is used for the training dataset. The initial stratification of the input dataset into separate months was intended to diversify the selection of training and test data samples, while random selection of the data samples is to maintain the generalization ability of the model. Twenty-five percent of the data is selected to maintain a similar split in proportions between training and test datasets with respect to the first setup. In this study, timestamps with a SE value of less than zero are omitted from the input dataset to reduce the number of timestamps with low to zero solar irradiation, thereby filtering for potential seasonal variations of sunshine duration in the input dataset. In general, studies on solar irradiance estimation precluded timestamps with low solar irradiation [23,36]. All of the tests for both setup designs are iterated 20 times since neural network parameters are initialized randomly during the training process.

In addition to low to zero solar irradiation, seasonal variation of factors which can influence local climate and weather conditions is another source of error. In this study, such seasonal factors were assumed to have affected both COMS and H8 images to an equal extent since the image acquisition times of both satellites are relatively similar. The actual effects of seasonal factors are thus not addressed in the comparison between COMS and H8, but since seasonal variation such as meteorological phenomena can hinder effective PV power generation, factors related to seasonality are discussed further in Section 6.3.

### 4.3. Data-Driven PV Forecast Methods

Data-driven methods used for PV power forecasts derive relations from densely accumulated datasets for future predictions. In the literature, statistical models can be categorized into time-series-based regressive models and data-driven machine learning models [8]. These methods are able to capture the hidden, complex (a priori unknown) relationships between the input data variables and the actual PV power output data without making assumptions for the underlying process for the input and output variables [28,33,47]. For PV power forecasts, these complexities may include intermittent cloud motion and atmospheric variations in conjunction with the stochastic nature of PV power output. According to Antonanzas et al.’s (2016) review of recent publications on PV power forecast, 72% of studies used statistical methods, of which ANN and SVM were the most frequently utilized methods at 24% and 18% of studies, respectively. Based on this review [8] and from the contributions of previous studies, this study incorporated SVM, ANN, and DNN as forecast models.

#### 4.3.1. SVM-Based Regression

SVM was originally introduced for classification and later adopted for SVM-based regression (SVR) modeling in time series using regression-based techniques [48], which have been applied for solar irradiance and PV power forecasts. SVM methods minimize the error of the training data by maximizing the separation among classes [49]. For SVR methods, the aim is to find a mapping function, $f$, which approximates the nonlinear relationship between the input data variables and the actual PV output data, $\gamma_i$ [49]. Given a training dataset of $m$ acquisitions $\{(\alpha_1, \gamma_1), (\alpha_2, \gamma_2), \ldots, (\alpha_m, \gamma_m)\}$,
where \( \alpha_i \in \mathbb{R} \) represents the input data variables from Section 3 and \( \gamma_i \in \mathbb{R} \) denotes the actual PV power output data, this mapping function is expressed as:

\[
f(\alpha_i; \theta, \beta) = \theta^T \alpha_i + \beta
\]  

where \( \alpha_i \) is the feature vector of the input data variables, \( \theta \in \mathbb{R}^n \) is a weight vector, and \( \beta \in \mathbb{R} \) is the bias term. In order to minimize intra-class separations and maximize inter-class margins, the optimal value for \( \theta \) is found based on the optimization problem outlined in previous studies [18,19,22] and defined in Equation (2):

\[
\begin{align*}
\text{minimize} & \quad C \left( \frac{1}{m} \sum_{i=1}^{m} (\xi_i, \xi_i^*) \right) + \frac{1}{2} \| \theta \|^2 \\
\text{subject to} & \quad f(\alpha_i; \theta, \beta) - \gamma_i \leq \epsilon + \xi_i, \forall i, \\
& \quad \gamma_i - f(\alpha_i; \theta, \beta) \leq \epsilon + \xi_i^*, \forall i, \\
& \quad \xi_i, \xi_i^* \geq 0, \forall i, \\
& \quad \epsilon \geq 0
\end{align*}
\]  

where \( \epsilon \) is a precision parameter, \( C \) is a user-defined constant to manipulate the precision of the boundaries, and \( (\xi_i, \xi_i^*) \) are the two positive slack variables. The second term in the optimization problem, \( \frac{1}{2} \| \theta \|^2 \), is used to define the flatness of the function. In order to develop a non-linear SVM regression model, the SVR was implemented using the Python package libSVM from scikit-learn [50] with the radial basis function kernel, considering the kernel’s frequent usage and superior results for solar irradiance estimation [19,22].

4.3.2. ANN

ANN models map the input variables to the output by processing the signals through neurons, or nodes, which are arranged in input, hidden, and output layers. The input layer receives input data comprised of input variables acquired at time \( t \) in hourly timestamps. The hidden layer consists of neurons that receive the signals from this input dataset and convey the information to the subsequent layer. Ultimately, the result at the output layer is computed as linear combinations of the \( m \) hidden neuron outputs. In the context of PV forecasts, the output layer generates an estimate of the solar PV power output and is described by Equation (3).

\[
y_j = \sum_{j=1}^{m} g(w_j, x_k(t) + b_j)
\]  

where the weight \( w_j \) and bias \( b_j \) of the hidden neuron are processed using an activation function, \( g \), to produce an output of each \( j \)-th hidden neuron, \( y_j \). Once the model parameters and layers are established, the model undergoes a training process to minimize the error between that of the ANN forecast model and the actual PV power data. The weight and bias terms are initially randomized and updated iteratively using a performance (activation) function which minimizes the error of the estimation [33]. For this study, the ANN model is structured with two hidden layers, each built with 64 nodes and rectified linear unit (ReLU) activation functions following each layer. The model architecture and parameters were selected based on the forecast model from a relevant study [35]. Although the forecast model adopted in this previous study [35] can be classified as a variation of a DNN, the present study refers to this particular network as “ANN” to differentiate it from the deeper neural network proposed in the subsequent section. Moreover, the model in this study used the mean absolute error (MAE) loss function and the Adam optimizer for weight optimization [51]. The ANN model was built using the feed-forward multilayer perceptron regressor model from the Python package scikit-learn [50].
4.3.3. DNN

DNN models are deeper variations of ANN models used in [35] which can be more effective in training complex nonlinearities in the input data. For this study, as opposed to using only two hidden layers for the ANN model, the DNN model is composed of an input layer followed by four hidden layers and an output layer. The hidden layers are structured with fully connected layers each followed by ReLU activation functions. The hidden layers are fully connected to the final output layer, which is built with one node and a linear activation function to generate a single estimate of the PV power. The output layer of the DNN model produces an estimate of PV power using the same expression as that of the ANN model as shown in Equation (3). The DNN model was developed with the Keras library on TensorFlow [52] using the Adam optimizer [51], MAE loss function, learning rate of 0.001, minibatch size of 16, and an early stop patience value of 15 to minimize overfitting issues. The DNN model is trained via back-propagation to minimize the MAE loss between the actual PV power value and the predicted output value. The number of layers and nodes were determined through numerous empirical tests and fine-tuning of the model hyperparameters. To help visualize the implementation of the DNN, the model’s architecture is illustrated in Figure 7, displaying the various features in the input dataset, the four different hidden layers and the number of nodes, and the resulting PV power output.

![Figure 7. Structure of the deep neural network (DNN) model used in this study showing four hidden layers with 64, 128, 64, and 16 nodes in order of each layer, fully connected to forecast a single PV power output prediction for each hourly timestamp. The various input variables are also included in the diagram to depict the implementation of the input dataset into the input layer of the DNN.](image)

### 4.4. Evaluation Metrics

Quantitative assessment of the forecasted results is required to evaluate model performance and to explore potential sources of error. The three metrics shown in Table 3 were selected by considering the different capacities of the test sites, the metric’s usage in the electricity market [53], and the metric’s frequent usage in previous studies [35,36,46]. From the formulae shown in Table 3, \( y_i \) and \( \hat{y}_i \) are the observed and predicted values of the PV power forecast, while \( \mu_y \) and \( \mu_{\hat{y}} \) are the mean values of \( y_i \) and \( \hat{y}_i \). The difference between the two values, \( y_i - \hat{y}_i \), is the hourly error, which is used as the basis for the normalized mean absolute error (NMAE) and normalized root mean squared error (NRMSE). \( N \) represents the number of input data samples in hourly intervals. For NMAE and NRMSE, \( C \) corresponds to the peak capacity of the PV system. In general, NMAE is used to evaluate PV forecast accuracy and trend estimations, whereas NRMSE is useful to emphasize unfavorable results because larger errors are given higher weights [53]. Correlation coefficient (CC) is used to assess the fit of the
predicted data with respect to the actual PV power data. Following the 20 iterations for each test, the PV forecast results were filtered using three standard deviations to remove anomaly values.

Table 3. Evaluation metrics selected to assess the accuracy of PV power forecast results. Data ranges and ideal values are given for each metric.

| Metric   | Range       | Ideal Value | Formula |
|----------|-------------|-------------|---------|
| NMAE     | 0 to 1      | 0           | \( NMAE = \frac{1}{N} \sum_{i=1}^{N} \frac{|\hat{y}_i - y_i|}{\bar{y}} \) |
| NRMSE    | 0 to 1      | 0           | \( NRMSE = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} (\hat{y}_i - y_i)^2 \) |
| CC       | -1 to 1     | 1           | \( CC = \frac{\sum_{i=1}^{N} (\hat{y}_i - \mu_{\hat{y}})(y_i - \mu_y)}{\sqrt{\sum_{i=1}^{N} (\hat{y}_i - \mu_{\hat{y}})^2 \sum_{i=1}^{N} (y_i - \mu_y)^2}} \) |

To summarize the preceding sections and to clarify the execution of the forecast experiments, an overview of the main processing steps is provided in Figure 8, starting from the preprocessed input dataset from Section 4.1. The first main processing step requires splitting of the preprocessed input dataset into training and test datasets in accordance with the given setup design. To elaborate, setup 1 requires the input dataset to be split with respect to the aforementioned two time frames, leading to two different sets of training and test datasets. The second main processing step is conducting the 2 h- and 1 h-ahead PV forecasts by training and testing the three data-driven methods. In this step, instead of inputting the satellite image bands altogether, each band (VIS, SWIR, IR1, and IR2) of COMS and H8 is inputted individually into the three forecast models (SVM, ANN, DNN). Once the forecast model generates a prediction of the PV power output for a given timestamp, the resulting value is assessed with respect to the actual PV power data at the given time of prediction using the evaluation metrics (NMAE, NRMSE, CC). In this manner, the forecast continues until all of the timestamps in the inputted dataset are predicted and evaluated. Ultimately, the forecast is repeated for both forecast horizons (2 h- and 1 h-ahead), all four bands in both COMS and H8 images, and both setup designs.

Figure 8. Overview of the main processing steps illustrating the implementation of Sections 4.2–4.4 on the preprocessed input dataset.
5. Results

5.1. Setup 1: PV Power Forecast Results from Chronologically Selected Input Datasets

The 2 h-ahead forecasts used 15 features from the input dataset, including meteorological satellite images and PV power data time-lagged at \(-2\) h, \(-1\) h, and 0 h timestamps, 4 SA and 4 SE variables in 20-min intervals, and time in hours. In contrast, the 1 h-ahead forecasts used 13 features from the input dataset, including meteorological satellite images and PV power data time-lagged at \(-1\) h and 0 h timestamps, 4 SA and 4 SE variables in 10-min intervals, and time in hours. The 2 h- and 1 h-ahead NMAE results for the “Sunlight H” and “All H” time frames are displayed in Figure 9. Each COMS and H8 band were varied in separate tests to assess each of their impacts on forecast accuracy. To assist with the interpretation of the results, individual NMAE results are provided in Tables 4 and 5.

![Figure 9](image_url)

**Figure 9.** 2 hour (h)- and 1 h-ahead PV forecast results in normalized mean absolute error (NMAE) (%) for each spectral band from COMS and H8 datasets using support vector machine (SVM), artificial neural network (ANN), and DNN models. Solid color bars represent the “Sunlight H” time frame, whereas the overlapping stripe color bars represent the “All H” time frame using identical NMAE scales.

The first notable trend can be found by comparing between the two time frames. In general, the NMAE results for “All H” were lower than that of “Sunlight H”. Two hour-ahead forecast results in the “Sunlight H” time frame recorded minimum NMAE values of 5.30% and 5.12% for COMS and H8 datasets, respectively, while the results in the “All H” time frame returned values as low as 3.53% and 3.58% for COMS and H8 datasets. This trend was also prevalent in the 1 h-ahead forecasts. The lower NMAE results were due to the higher proportion of timestamps with low to zero solar irradiation. Similar to this trend, shorter forecast horizons also showed a decrease in NMAE results. The 1 h-ahead forecast NMAE results were lower than that of the 2 h-ahead forecast, which can be explained by the use of a shorter forecast horizon and thus a reduced likelihood of large variations occurring in the local environment.
Table 4. NMAE results from 2 h-ahead PV power forecast for COMS and H8 datasets using three forecast models in “Sunlight H” and “All H” time frames (bold text indicates the lowest NMAE for each forecast model).

| Data       | Model | Sunlight H NMAE (%) | All H NMAE (%) |
|------------|-------|---------------------|----------------|
|            |       | VIS    | SWIR   | IR1    | IR2    | VIS    | SWIR   | IR1    | IR2    |
| Site 1 COMS| SVM   | 6.13   | 6.07   | 5.91   | 5.88   | 4.63   | 4.47   | 4.43   | 4.44   |
|            | ANN   | 5.59   | 5.93   | 5.76   | 5.89   | 4.15   | 4.26   | 4.14   | 4.34   |
|            | DNN   | 5.34   | 5.45   | 5.34   | 5.30   | 3.53   | 3.81   | 3.60   | 3.62   |
| Site 1 H8  | SVM   | 5.92   | 6.28   | 6.20   | 6.18   | 4.42   | 4.67   | 4.58   | 4.57   |
|            | ANN   | 5.57   | 5.83   | 5.79   | 5.84   | 4.16   | 4.26   | 4.34   | 4.32   |
|            | DNN   | 5.12   | 5.52   | 5.34   | 5.39   | 3.58   | 3.76   | 3.89   | 3.70   |
| Site 2 COMS| SVM   | 6.20   | 6.39   | 6.39   | 6.38   | 4.83   | 5.08   | 4.65   | 4.66   |
|            | ANN   | 5.75   | 6.17   | 6.00   | 6.06   | 4.20   | 4.65   | 4.55   | 4.82   |
|            | DNN   | 5.55   | 5.93   | 6.09   | 6.03   | 3.94   | 4.04   | 4.29   | 4.13   |
| Site 2 H8  | SVM   | 5.96   | 6.15   | 6.27   | 6.33   | 4.52   | 4.78   | 4.73   | 4.75   |
|            | ANN   | 6.33   | 6.56   | 6.55   | 6.57   | 4.33   | 4.47   | 4.75   | 4.64   |
|            | DNN   | 5.73   | 6.26   | 6.27   | 6.28   | 3.91   | 4.20   | 4.54   | 4.49   |

Table 5. NMAE results from 1 h-ahead PV power forecast for COMS and H8 datasets using three forecast models in “Sunlight H” and “All H” time frames (bold text indicates the lowest NMAE values for each forecast model).

| Data       | Model | Sunlight H NMAE (%) | All H NMAE (%) |
|------------|-------|---------------------|----------------|
|            |       | VIS    | SWIR   | IR1    | IR2    | VIS    | SWIR   | IR1    | IR2    |
| Site 1 COMS| SVM   | 4.05   | 4.07   | 4.05   | 4.05   | 3.32   | 3.14   | 3.03   | 3.04   |
|            | ANN   | 3.70   | 3.68   | 3.64   | 3.68   | 2.65   | 2.50   | 2.62   | 2.58   |
|            | DNN   | 3.59   | 3.56   | 3.70   | 3.51   | 2.25   | 2.35   | 2.36   | 2.32   |
| Site 1 H8  | SVM   | 4.49   | 4.51   | 4.47   | 4.47   | 3.27   | 3.41   | 3.32   | 3.33   |
|            | ANN   | 3.82   | 3.90   | 3.98   | 3.97   | 2.80   | 2.89   | 2.89   | 2.90   |
|            | DNN   | 3.58   | 3.65   | 3.83   | 3.78   | 2.43   | 2.53   | 2.59   | 2.53   |
| Site 2 COMS| SVM   | 4.23   | 4.53   | 4.50   | 4.46   | 3.45   | 3.46   | 3.32   | 3.31   |
|            | ANN   | 3.81   | 3.76   | 3.84   | 3.89   | 2.71   | 2.58   | 2.68   | 2.61   |
|            | DNN   | 3.57   | 3.69   | 3.68   | 3.73   | 2.28   | 2.22   | 2.27   | 2.31   |
| Site 2 H8  | SVM   | 4.62   | 4.60   | 4.63   | 4.66   | 3.15   | 3.42   | 3.40   | 3.39   |
|            | ANN   | 3.95   | 4.09   | 4.19   | 4.21   | 2.72   | 2.91   | 3.03   | 3.06   |
|            | DNN   | 3.66   | 3.65   | 3.84   | 3.92   | 2.35   | 2.46   | 2.56   | 2.52   |

Additional trends can be found by evaluating results from each forecast model and each spectral band. First, when comparing the NMAE results by forecast model, the DNN model produced superior PV forecast accuracy as evidenced by the lowest NMAE results for both time frames and forecast horizons. The DNN model NMAE reached as low as 5.30% and 5.12% for 2 h-ahead forecasts using COMS and H8 in the “Sunlight H” time frame. The DNN model also exhibited better forecast accuracy than the ANN model, therefore indicating that deeper neural networks can be more effective in interpreting the complex nonlinearities in the input variables. On the other hand, the relatively poor forecast accuracy of the SVM model suggested the model’s difficulty with interpreting the higher complexity of the numerous input variables. Second, when comparing the NMAE results for each spectral band, the VIS band tended to yield relatively lower NMAE results for the vast majority of the test cases, especially when using the DNN model, which consistently returned the lowest NMAE results. These trends suggest that the relatively higher significance of the VIS band is consistent with the previous study [23], which revealed that the COMS VIS band was more significant for solar irradiation estimation in comparison to other COMS bands.
To further investigate the forecast ability of each band, NRMSE and CC values for the DNN model were analyzed and are shown in Tables 6 and 7. Only the error metric results for the DNN model were selected due to the model’s superior forecast accuracy over ANN and SVM. The VIS band returned the lowest NRMSE and highest CC values for the majority of the cases. The slightly higher 1 h-ahead NRMSE and CC values for Site 1 in the “Sunlight H” time frame using the COMS VIS band of 6.07% and 0.977 suggest a lower degree of fit in PV power predictions. Nevertheless, NRMSE and CC results for the VIS band show a dominant improvement over the other bands. Furthermore, COMS bands tend to return lower NRMSE and higher CC values, as shown by the greater number of highlighted COMS results in Tables 6 and 7. The exceptions, such as the higher NRMSE value and lower CC value for 2 h-ahead forecasts in Site 1 using the VIS band, suggest a lower correlation between the model’s predictions and actual values. These observations can also be used to explain the comparatively higher deviation in NMAE of 5.34% for the 2 h-ahead result using the COMS VIS band for Site 1 in Table 4.

Table 6. NRMSE results from the PV forecast for COMS and H8 datasets using the DNN model in “Sunlight H” and “All H” time frames.

| Forecast Horizon | Test Site | Data | Sunlight H NRMSE (%) | All H NRMSE (%) |
|------------------|-----------|------|---------------------|----------------|
|                  |           | VIS  | SWIR | IR1 | IR2 | VIS  | SWIR | IR1 | IR2 |
| 2 h-Ahead        | Site 1    | COMS | 8.65 * | 9.16 | 8.99 | 8.89 | 7.07 * | 7.66 | 7.31 | 7.36 |
|                  | H8        | 8.42 * | 9.23 | 9.99 | 9.86 | 7.17 | 7.71 | 7.78 | 7.78 | 7.36 |
|                  | Site 2    | COMS | 9.56 * | 10.12 | 10.13 | 9.96 | 8.00 * | 8.28 | 8.47 | 8.36 |
|                  | H8        | 9.81 | 10.60 | 10.41 | 10.42 | 7.92 | 8.74 | 8.91 | 8.93 | 7.36 |
| 1 h-Ahead        | Site 1    | COMS | 6.07 | 6.03 | 6.24 | 6.03 | 4.78 * | 4.90 | 5.08 | 4.92 |
|                  | H8        | 5.96 * | 6.14 | 6.27 | 6.26 | 4.94 | 5.07 | 5.19 | 5.12 | 4.92 |
|                  | Site 2    | COMS | 6.40 * | 6.56 | 6.52 | 6.56 | 5.06 * | 5.13 | 5.19 | 5.16 |
|                  | H8        | 6.40 * | 6.50 | 6.60 | 6.67 | 5.44 * | 5.65 | 5.68 | 5.68 | 4.92 |

Bold text indicates the lower NRMSE value between COMS and H8 while the asterisk emphasizes the lowest NRMSE values for each dataset per site.

Table 7. Correlation coefficient (CC) results from PV forecast for COMS and H8 datasets using the DNN model in “Sunlight H” and “All H” time frames.

| Forecast Horizon | Test Site | Data | Sunlight H CC | All H CC |
|------------------|-----------|------|---------------|----------|
|                  |           | VIS  | SWIR | IR1 | IR2 | VIS  | SWIR | IR1 | IR2 |
| 2 h-Ahead        | Site 1    | COMS | 0.953 * | 0.947 | 0.950 | 0.951 | 0.964 * | 0.958 | 0.962 | 0.962 |
|                  | H8        | 0.953 * | 0.947 | 0.949 | 0.948 | 0.963 * | 0.958 | 0.959 | 0.961 | 0.962 |
|                  | Site 2    | COMS | 0.931 * | 0.924 | 0.922 | 0.924 | 0.948 * | 0.941 | 0.939 | 0.940 |
|                  | H8        | 0.928 * | 0.917 | 0.918 | 0.918 | 0.947 * | 0.936 | 0.934 | 0.932 | 0.940 |
| 1 h-Ahead        | Site 1    | COMS | 0.977 | 0.977 | 0.976 | 0.977 | 0.984 * | 0.983 | 0.982 | 0.983 |
|                  | H8        | 0.978 * | 0.976 | 0.976 | 0.976 | 0.983 * | 0.982 | 0.982 | 0.982 | 0.983 |
|                  | Site 2    | COMS | 0.970 * | 0.969 | 0.970 | 0.969 | 0.978 * | 0.977 | 0.977 | 0.977 |
|                  | H8        | 0.969 * | 0.969 | 0.968 | 0.967 | 0.977 * | 0.976 | 0.976 | 0.976 | 0.976 |

Bold text indicates the higher CC value between COMS and H8 while the asterisk emphasizes the highest CC values for each dataset per site.

5.2. Setup 2: PV Power Forecast Results from Monthly Sampled Input Datasets

Since the training and test datasets in the first setup design did not include every month, the second setup design was devised to minimize potential bias on PV forecast accuracy due to the presence of data with low to zero solar irradiation. From the first setup, the 2 h- and 1 h-ahead forecasts used the same number of features outlined in Section 5.1. The forecast results from the second setup design are displayed in Figure 10, and the NMAE values are provided in Table 8.
First, the NMAE values from the second setup were generally higher than that of the first setup. Second, compared to the first setup, the VIS band results from the second setup demonstrated less impact on forecast accuracy for both 2 h- and 1 h-ahead forecasts. These results contradict those of the first setup, where the VIS band revealed the lowest average NMAE results. The significance of the forecast results is discussed further in Section 6.2. Despite the overall decrease in forecast accuracy in the second setup’s results however, the DNN model still returned the lowest NMAE results in comparison to the ANN and SVM models for every test case. Similar to the findings from the first setup in Section 5.1, the dominant performance shown by the DNN model for the second setup
highlights the model’s potential to improve forecast accuracy by using deeper, more complex forecast models in short-term forecasts. For an extended comparison of COMS and H8 using the second setup, the NRMSE and CC values for the DNN model are provided in Tables 9 and 10. Aside from the SWIR band result for Site 1, the COMS bands yielded lower NRMSE and higher CC values for 2 h-ahead forecasts. The results from the 1 h-ahead forecast appeared to be more variable because of the random sampling of the input datasets and the reduced variation in local conditions due to the shorter time span. Furthermore, the VIS band did not show any particular significance in NRMSE and CC; rather, the forecast results from using the SWIR band demonstrated a slightly higher level of fit, as suggested by the relatively higher CC values from the 2 h-ahead forecast results for both sites, as shown in Table 10. The omission of timestamps with low to zero solar irradiation may have increased the fitting error when using the VIS band, as suggested by the lower CC values.

### Table 9. NRMSE results from PV forecast for COMS and H8 datasets using the DNN model (bold text indicates the lower NRMSE value between COMS and H8 while the asterisk emphasizes the lowest NRMSE values for each dataset per site).

| Site | Data | 2 h-Ahead NRMSE (%) | 1 h-Ahead NRMSE (%) |
|------|------|---------------------|---------------------|
|      |      | VIS     | SWIR    | IR1   | IR2   | VIS     | SWIR    | IR1   | IR2   |
| Site 1 | COMS | 9.81    | 9.90    | 9.77 * | 9.78  | 7.17    | 7.07    | 6.98 * | 7.06  |
|      | H8   | 9.97    | 9.77 *  | 9.85   | 9.91  | 7.02    | 6.94 *  | 6.99   | 7.04  |
| Site 2 | COMS | 9.84 *  | 9.99    | 10.03  | 9.96  | 7.20    | 7.17    | 7.24   | 7.14 * |
|      | H8   | 10.37   | 10.03   | 10.15  | 9.96 * | 6.99 *  | 7.18    | 7.27   | 7.29  |

### Table 10. CC results from PV forecast using the DNN model (bold text indicates the higher CC value between COMS and H8 while the asterisk emphasizes the highest CC values for each dataset per site).

| Site | Data | 2 h-Ahead CC | 1 h-Ahead CC |
|------|------|--------------|--------------|
|      |      | VIS         | SWIR         | IR1 | IR2 | VIS         | SWIR         | IR1 | IR2 |
| Site 1 | COMS | 0.923       | 0.923        | 0.925 * | 0.924 | 0.959       | 0.960        | 0.961 | 0.962 * |
|      | H8   | 0.916       | 0.920 *      | 0.918  | 0.918 | 0.961       | 0.962 *      | 0.961 | 0.961 |
| Site 2 | COMS | 0.916       | 0.916        | 0.915  | 0.915 | 0.956       | 0.957 *      | 0.956 | 0.957 * |
|      | H8   | 0.906       | 0.913 *      | 0.911  | 0.912 | 0.958 *     | 0.957        | 0.957 | 0.955 |

### 6. Discussion

#### 6.1. PV Forecast Results in Terms of Model Performance and Individual Spectral Bands

Data-driven methods have been found to be highly effective for PV forecasts [8]. In this study, SVM, ANN, and DNN were used as forecast models, among which the DNN model demonstrated dominant performance in terms of evaluation metrics for 2 h- and 1 h-ahead direct PV forecasts, as shown in the previous section. To accentuate the superior performance of the DNN model, average NMAE results for each forecast model in setups 1 and 2 are provided in Table 11. Similar to the individual NMAE results displayed in Tables 4 and 5 for setup 1 and Table 8 for setup 2, the average NMAE results in Table 11 also show how the DNN consistently returned the lowest NMAE results in comparison to the other forecast models.
Table 11. Average NMAE results for 2 h- and 1 h-ahead forecasts from both setups organized with respect to the three forecast models (bold text indicates the lowest NMAE values for each model).

| Forecast | Site | Data | Average NMAE (%) | SVM | ANN | DNN | SVM | ANN | DNN | SVM | ANN | DNN |
|----------|------|------|------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
|          |      |      | Sunlight H       | All H | Setup 2 |
|          |      |      | 2 h-Ahead |　　　　　　　　　　　|　　　　　　　　　　　|　　　　　　　　　　　|　　　　　　　　　　　|　　　　　　　　　　　|　　　　　　　　　　　|　　　　　　　　　　　|　　　　　　　　　　　|　　　　　　　　　　　|　　　　　　　　　　　|　　　　　　　　　　　|
|          |      |      | Site 1 | COMS | 5.99 | 5.79 | 5.36 | 4.49 | 4.22 | 3.64 | 6.81 | 6.55 | 6.29 |
|          |      |      |       | H8   | 6.14 | 5.76 | 5.34 | 4.56 | 4.27 | 3.73 | 6.92 | 6.67 | 6.28 |
|          |      |      | Site 2 | COMS | 6.34 | 6.00 | 5.90 | 4.80 | 4.55 | 4.10 | 6.92 | 6.80 | 6.51 |
|          |      |      |       | H8   | 6.18 | 6.50 | 6.13 | 4.69 | 4.55 | 4.29 | 7.03 | 6.95 | 6.59 |
|          |      |      | 1 h-Ahead |　　　　　　　　　　　|　　　　　　　　　　　|　　　　　　　　　　　|　　　　　　　　　　　|　　　　　　　　　　　|　　　　　　　　　　　|　　　　　　　　　　　|　　　　　　　　　　　|　　　　　　　　　　　|
|          |      |      | Site 1 | COMS | 4.49 | 4.22 | 3.64 | 3.13 | 2.99 | 2.32 | 5.23 | 4.85 | 4.42 |
|          |      |      |       | H8   | 4.56 | 4.27 | 3.73 | 3.33 | 2.87 | 2.52 | 5.29 | 4.70 | 4.40 |
|          |      |      | Site 2 | COMS | 4.80 | 4.55 | 4.10 | 3.39 | 2.64 | 2.27 | 5.28 | 4.84 | 4.63 |
|          |      |      |       | H8   | 4.69 | 4.55 | 4.29 | 3.34 | 2.93 | 2.47 | 5.22 | 4.79 | 4.60 |

The average of the forecasted NMAE results was also compared in terms of each spectral band, as shown in Table 12. To note, the results and corresponding analysis using the averaged NMAE values were largely synonymous with that of Section 5. In setup 1, the VIS band demonstrated the lowest average NMAE values for the majority of the test cases in both time frames in setup 1. The sole exception is the 1 h-ahead average NMAE result for Site 1 in the “All H” time frame. The percent point (p%) difference between the two lowest values was marginal as the average NMAE values for the IR2 and VIS bands were found to be 2.78% and 2.79%, respectively. Comparing between time frames, the p% difference between the 2 h-ahead average NMAE results for the VIS band was 1.53% and 1.63% for Site 1 and Site 2, respectively. For the 1 h-ahead forecast horizon, this difference in p% of NMAE was determined to be 1.08% and 1.33% for Site 1 and 2, respectively. These results suggest that the inclusion of nighttime hours from the input dataset can have a larger influence on forecast accuracy, leading to NMAE reductions in p% of at least 1% and higher for longer forecast horizons. Ultimately, the results from the first setup show that the VIS band can be helpful for all-hour PV forecasts to reduce forecast error. However, the margin of improvement when using the VIS band over other spectral bands requires further investigation since the inclusion of timestamps with low to zero solar irradiation may have had a non-negligible impact on the forecast accuracy.

Table 12. Average NMAE results of individual spectral bands for 2 h- and 1 h-ahead forecasts via the DNN model in both setups (bold text indicates the lowest average NMAE values among the four spectral bands).

| Site | 2 h-Ahead Forecast Results in Average NMAE (%) | 1 h-Ahead Forecast Results in Average NMAE (%) |
|------|-----------------------------------------------|-----------------------------------------------|
|      | Sunlight H | All H | Setup 2 | Sunlight H | All H | Setup 2 |
| VIS  | SWIR | IR1 | IR2 | VIS  | SWIR | IR1 | IR2 | VIS  | SWIR | IR1 | IR2 | VIS  | SWIR | IR1 | IR2 |
| Site 1 | 5.61 | 5.84 | 5.72 | 4.08 | 4.21 | 4.17 | 4.16 | 6.59 | 6.65 | 6.56 | 6.55 |
| Site 2 | 5.92 | 6.24 | 6.26 | 4.29 | 4.54 | 4.59 | 4.58 | 6.80 | 6.79 | 6.82 | 6.79 |
|      | Sunlight H | All H | Setup 2 | Sunlight H | All H | Setup 2 |
| VIS  | SWIR | IR1 | IR2 | VIS  | SWIR | IR1 | IR2 | VIS  | SWIR | IR1 | IR2 | VIS  | SWIR | IR1 | IR2 |
| Site 1 | 3.87 | 3.90 | 3.95 | 3.91 | 2.79 | 2.80 | 2.80 | 2.78 | 4.83 | 4.79 | 4.81 | 4.83 |
| Site 2 | 3.97 | 4.05 | 4.11 | 4.14 | 2.64 | 2.72 | 2.79 | 2.78 | 4.84 | 4.87 | 4.95 | 4.91 |

In contrast, the results from setup 2 reinforce how the VIS band tends to be more dependent on the presence of timestamps with low to zero solar irradiation. The first setup can serve as a useful framework which can be applied for limited datasets such as the aforementioned scenario in Section 4.2 regarding newly built PV systems. Instead, the IR2 and SWIR bands yielded the lowest average NMAE
results for 2 h- and 1 h-ahead forecasts of 6.55% and 4.79%, respectively, demonstrating the potential of utilizing thermal infrared bands. H8, as well as GK2A, uses a wider range of thermal channels in comparison to COMS, as shown in Table 2. While this study is limited to comparing common bands between COMS and H8, future studies can integrate and combine the other bands using data-driven models, such as the DNN model proposed in this study.

### 6.2. Comparison Between COMS and H8

This section revisits the overarching objective outlined in Section 2.2 on comparing the significance of using COMS and H8 images as input variables for PV forecasts. From the evaluation metric assessment in Section 5, COMS bands tended to yield lower NMAE values in comparison to H8. Despite the technological advancements of H8 such as higher spatial resolution, the superior performance of COMS bands can be explained in part by the different orbits of the two satellites. COMS is situated at 128.2° E and adjusted to the Korean peninsula, whereas H8 is at 140.7° E, which is biased to the east of Korea [24]. However, some of the differences in p% of NMAE between COMS and H8 were marginal and possibly insufficient to differentiate particularly superior performance of a single satellite dataset. The ensuing task was to find out if the results from the comparison between COMS and H8 were significant enough to reach conclusions on the influence of the two satellite images on forecast performance. To address this issue, t-tests were conducted on the NMAE results generated by the DNN model (based on Tables 4, 5, and 8) to evaluate the statistical significance of whether COMS and H8 images have similar effects on PV forecast accuracy. The t-test investigated if COMS and H8 images had similar effects on NMAE by using all four bands as inputs for the test. Since the PV forecasts were iterated 20 times, the t-test compared 80 data samples (all of the VIS, SWIR, IR1, IR2 NMAE results). The hypotheses for the t-tests can be expressed by Equation (4) and (5).

\[
h_{0}^{test}: \mu_{COMS} = \mu_{H8} \quad (4)
\]

\[
h_{a}^{test}: \mu_{COMS} \neq \mu_{H8} \quad (5)
\]

where \(h_{0}^{test}\) and \(h_{a}^{test}\) denote the null and alternate hypothesis for a given t-test, \(\mu_{COMS}\) and \(\mu_{H8}\) represent the population means of the NMAE results forecasted using COMS and H8 bands. The t-tests were conducted using a significance level of 1%, and the results are provided in Table 13. The significance level of 1% was selected to evaluate the NMAE results more strictly, considering the small differences between COMS and H8 forecasted NMAE results.

| Forecast | Site | Time Frame (Setup) | Two-Tailed p-Value |
|----------|------|--------------------|--------------------|
| 2 h-Ahead | Site 1 | Sunlight H (Setup 1) | 0.808 |
|          | Site 1 | All H (Setup 1)    | 0.044 |
|          | Site 1 | Setup 2            | 0.751 |
|          | Site 2 | Sunlight H (Setup 1) | <0.001 * |
|          | Site 2 | All H (Setup 1)    | <0.001 * |
|          | Site 2 | Setup 2            | 0.055 |
| 1 h-Ahead | Site 1 | Sunlight H (Setup 1) | 0.008 |
|          | Site 1 | All H (Setup 1)    | <0.001 * |
|          | Site 1 | Setup 2            | 0.491 |
|          | Site 2 | Sunlight H (Setup 1) | 0.013 |
|          | Site 2 | All H (Setup 1)    | <0.001 * |
|          | Site 2 | Setup 2            | 0.570 |

Table 13. Statistical significance of the t-test evaluation in terms of p-value at a significance level of 1%. Two-tailed p-values are used to evaluate the statistical significance of the results (bold text indicates p-values that are below 1% significance level, while the asterisk highlights very low p-values that are near-zero).
The results of the first t-test in Table 13 indicate that for the majority of the two time frames in setup 1, COMS and H8 images have dissimilar effects on forecast accuracy, as evidenced by the low p-values which reject the test’s null hypothesis (with exception to the case of 2 h-ahead forecast on Site 1). In contrast, the high p-values for setup 2 reveal that the corresponding results are not statistically significant at the 1% significance level. In addition, this result displays that the lower NMAE values using COMS bands in setup 2 shown in Table 8 may not be particularly significant to the extent of concluding COMS to be superior over H8. This implies that the use of COMS and H8 images tends to have similar effects on forecast accuracy, especially in the absence of data samples with low to zero solar irradiation. To support this claim, a similar study also noted that the impact of H8 images on forecast accuracy in comparison to GOES-N was determined to be negligible [18].

6.3. Seasonal Variation Effects on PV Forecasted Power

Since PV power data were only available for a one-year span, the inputted data may include seasonal bias for specific months [24]. One example of monthly bias as a result of seasonality can occur in the form of timestamps with low to zero irradiation in the input dataset from the first setup. In this section, seasonal variations related to meteorological effects such as precipitation are considered. These effects were not assessed directly in the previous main processing steps (Section 4), for reasons specified at the end of Section 4.2. While seasonal variations may be assumed to have affected COMS and H8 equally, these bias effects may still have impacted the forecast results, insofar as influencing even small differences in forecast accuracy between COMS and H8.

Precipitation data were used to assess the influence of seasonal variation since rain can be indicative of cloud coverage and unfavorable weather conditions which can affect effective PV power generation. The monthly accumulated precipitation of both test sites is plotted and is shown in Figure 11. The precipitation measurements were acquired using automated surface observing system (ASOS) units and are available for download at KMA’s open portal for meteorological data (https://data.kma.go.kr/cmmn/main.do). For this study, precipitation data were acquired from the ASOS units that were in the closest proximity to each test site. Table 14 provides the details of each ASOS unit and its specific location. Since there were no ASOS units in the local vicinity of Site 2, data were acquired from two different ASOS units and averaged to compensate for their remote locations with respect to the test site.

![Figure 11](image-url)  
**Figure 11.** Monthly accumulated precipitation at each study site where the background area indicates the average monthly precipitation values of the two test sites. Precipitation data are an accumulated sum of the measurements.
Table 14. Detailed location of automated surface observing system (ASOS) units and their distance to test site locations. The name of each ASOS unit signifies its geographic location. The distance refers to the straight distance between the ASOS unit and the given test site.

| Test Site | Name of ASOS Unit | Location of ASOS Unit               | Distance |
|-----------|-------------------|------------------------------------|----------|
| 1         | Uiryeong          | 35°19’21” N, 128°17’17” E         | 5.60 km  |
| 2         | Cheongju          | 36°38’21” N, 127°16’26” E         | 22.0 km  |
|           | Cheonan           | 36°45’44” N, 127°17’34” E         | 27.2 km  |

A peak in precipitation in August can be seen in Figure 11, which was expected due to annual typhoon occurrences and heavy rainfall during this month. The peak for Site 2 is relatively less salient in comparison to that of Site 1, but this difference can be attributed to the effect of averaging the ASOS unit measurements, due to the remoteness of the two units with respect to Site 2, as shown in Table 14. Months between a transition of seasons in the spring and in the fall may also experience more precipitation, such as in April and October. On the contrary, precipitation was much lower in the winter, as shown by the low precipitation measurements recorded in January.

In order to visualize the effects of seasonal variation in the input dataset used in this study, the entire one-year input dataset for both COMS and H8 datasets were trained and tested using the DNN model for the 2 h-ahead PV forecast. The NMAE, NRMSE, and CC results for each month are plotted in Figure 12. Only the 2 h-ahead forecast results were examined since using the same input data samples for the 1 h-ahead forecast would result in redundant seasonal variation effects.

![Figure 12](image_url)

**Figure 12.** Seasonal variation for the 2 h-ahead PV forecast presented by monthly averaged error metrics.

Firstly, August CC values showed a minimum value of approximately 0.924 which corresponds to the peak in precipitation in conjunction with increased NRMSE and NMAE values, as shown in Figure 12. Secondly, in contrast to August, CC values rose in the winter months between December and February, which are reflected by relatively lower NRMSE and NMAE values. The shorter duration of solar irradiation during the winter may also have compounded to produce the lower error values. Thirdly, one distinct trend occurs between March and April, where forecast accuracy decreased in
March and escalated dramatically in April. This trend is also reflected by the NRMSE and NMAE values, which both reached maximum values in March and minimum values in April. One possible explanation is that the input dataset may have included monthly bias, such that the data is inclined to be especially favorable for April. Increasing the number of training data samples in the input dataset may thus help to diminish the influence of seasonal variations. Another possible explanation is the intermittent weather conditions which occur during a transition of seasons. April may have experienced more favorable weather conditions in comparison to other months. The use of additional meteorological factors can help to improve this analysis of seasonal variation. Lastly, the COMS average NMAE was generally slightly lower than that of H8, with exception of the results in June, September, and October. Even for the average NMAE results in these three months, the difference between COMS and H8 was not very large, with the highest difference in % of average NMAE of around 0.9% occurring in June.

To note, precipitation is only one of many factors which may influence effective PV power generation. Other meteorological factors such as the clear sky index, the concentration of atmospheric components, as well as endogenous factors related to the local environment, such as module orientation, module temperature, and PV conversion efficiency, can also influence efficient PV power generation. However, these additional factors are outside the scope of this study and are not analyzed further in order to concentrate on utilizing COMS and H8 datasets effectively. In order to further explore the sources of potential seasonal and monthly bias on PV generation, future research should integrate these local and meteorological factors and find methods to compensate for these effects.

7. Conclusions

This study evaluated the significance of each of the four COMS and H8 meteorological satellite image bands when integrated with time-lagged PV power data, solar geometry, and time variables in SVM, ANN, and DNN models to investigate 2 h- and 1 h-ahead PV forecast accuracy. Forecasts implemented two distinct data sampling setups on a one-year input dataset. The first setup investigated the influence of integrating sequentially ordered PV data, and the second setup used PV data samples that were randomly selected from each month to minimize seasonal and monthly bias. In addition, the first setup used a relatively more inclusive time frame of “Sunlight H” and “All H” to explore the effects of the presence of solar irradiation on spectral bands for forecast accuracy, whereas the second setup only focused on time samples with solar irradiation to minimize the potential effects of seasonal bias. Given the scarcity of research on direct short-term PV forecasts using next-generation satellite images and sophisticated, data-driven models, the comparative evaluation conducted in this study was imminent, especially in Korea, considering the recent transition from COMS to GK2A as Korea’s main meteorological satellite.

The DNN model returned dominant PV forecast accuracy over SVM and ANN models for all of the tests in both setups. For the 2 h-ahead forecast, the DNN model yielded minimum average NMAE results of 5.34%, 3.64%, and 6.28% for “Sunlight H”, “All H”, and setup 2. For the 1 h-ahead forecast, the DNN model yielded minimum average NMAE results of 3.64%, 2.27%, and 4.40% for “Sunlight H”, “All H”, and setup 2. In all of these cases, the DNN model scored the best performance, demonstrating the DNN model’s superior ability to learn the complex, non-linear relationships within the input dataset. In addition, comparisons of individual spectral bands and the two satellite datasets were conducted based on the two sampling setups with respect to forecast error. For the first setup, COMS showed superior forecast accuracy over H8 for most test cases, while the VIS band yielded the lowest NMAE values for the majority of the cases. For the second setup, the DNN model recorded the lowest NMAE values for most test cases as well. In contrast to the first setup, however, the second setup showed no clear edge in forecast ability between individual COMS and H8 bands. The decrease in forecast accuracy in terms of NMAE and NRMSE as well as the decrease in correlation with respect to CC between the two setups can be explained by the smaller proportion of timestamps with low to zero solar irradiation. This decrease also relates to the lack of significance on forecast accuracy when using
the VIS band, thus indicating that a higher spatial resolution such as that of the VIS band may not be necessary to improve PV forecast accuracy when using randomly sampled datasets for model training, such as in setup 2. Furthermore, when comparing the p-value results for the comparison between COMS and H8 datasets, there was no significant edge in forecast accuracy between the two satellite image datasets, particularly for the setup 2 results. In other words, since both datasets produced similar results and considering that GK2A possesses similar specifications to COMS and H8, the results from this study suggest that GK2A can be serviceable for short-term PV forecasts.

Future studies should consider the composition of the used input datasets carefully. Moreover, future works stemming from this study can consider a more comprehensive comparison of spectral bands in next-generation satellite datasets, which were not evaluated in this study, to find optimal spectral bands for PV forecasts. In addition, data can be acquired at even finer temporal resolutions to provide more frequent information and more training data samples for the PV forecast model. Other future research aiming to improve the forecast model’s ability to learn nonlinear complexities with regards to cloud coverage and seasonal variations may consider the use of patch-based samples from the satellite images to analyze a broader geographic area for more context on nearby atmospheric and meteorological conditions. The drawback however is that patch-based approaches can be time-consuming and more complex, which may require more sophisticated forecast models such as CNN models [1,35], long short-term memory networks [9], and gated recurrent unit-based models [16]. While this study focuses on integrating COMS and H8 satellite image data, future works can include different ancillary data such as solar resources and various meteorological factors related to the atmosphere and local climate to produce a more comprehensive input dataset which would be more representative of local conditions. Lastly, based on the similar PV forecast results between COMS and H8 image data, both next-generation and terminated satellite image datasets such as COMS and GK2A can be used interchangeably and successively for future works on direct PV forecasting.
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Abbreviations

Acronyms used in this paper are provided in the following table for the reader’s convenience.

| Acronym | Terminology                                      |
|---------|--------------------------------------------------|
| COMS    | Communications, Oceans, and Meteorological Satellite |
| MI      | Meteorological Imager                            |
| NMSC    | National Meteorological Satellite Center          |
| KMA     | Korea Meteorological Agency                       |
| H8      | Himawari-8                                       |
| AHI     | Advanced Himawari Imager                         |
| JAXA    | Japan Aerospace Exploration Agency               |
| GOES    | Geostationary Operational Environmental Satellite |
| VIS     | Visible                                          |
SWIR  Short-wave infrared  
IR    Infrared
PV    Photovoltaic
SE    Solar elevation
SA    Solar azimuth

Acronyms related to the study’s methodology, including several terms used in the background theory:

**Acronym**  **Terminology**
ANN     Artificial neural network
DNN     Deep neural network
SVM     Support vector machine
SVR     Support vector regression
NMAE    Normalized mean absolute error
NRMSE   Normalized root mean squared error
CC      Correlation coefficient
MAE     Mean absolute error
ReLU    Rectified linear unit

Acronyms of miscellaneous terminology used in the study:

**Acronym**  **Terminology**
GK2A    GEO-KOMPSAT-2A
MTSAT   Multi-Functional Transport Satellite
ASOS    Automated surface observing system
SRF     Spectral response function
GHI     Global horizontal irradiation
CNN     Convolutional neural network
m       Meter
mm      Millimeter
km      Kilometer
\(\mu\)m Micrometer
p%      Percent point
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