THE EQUALITY CASES OF THE EHRHARD-BORELL INEQUALITY
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Abstract. The Ehrhard-Borell inequality is a far-reaching refinement of the classical Brunn-Minkowski inequality that captures the sharp convexity and isoperimetric properties of Gaussian measures. Unlike in the classical Brunn-Minkowski theory, the equality cases in this inequality are far from evident from the known proofs. The equality cases are settled systematically in this paper. An essential ingredient of the proofs are the geometric and probabilistic properties of certain degenerate parabolic equations. The method developed here serves as a model for the investigation of equality cases in a broader class of geometric inequalities that are obtained by means of a maximum principle.

1. Introduction

The Brunn-Minkowski inequality plays a central role in numerous problems in different areas of mathematics [21, 5, 45]. In its simplest form, it states that
\[ \text{Vol}(\lambda A + \mu B)^{1/n} \geq \lambda^{1/n} \text{Vol}(A)^{1/n} + \mu^{1/n} \text{Vol}(B)^{1/n} \]
for nonempty closed sets \( A, B \subseteq \mathbb{R}^n \) and \( \lambda, \mu > 0 \). In the nontrivial case \( 0 < \text{Vol}(A), \text{Vol}(B) < \infty \), equality holds precisely when \( A, B \) are homothetic and convex.

From the very beginning, the study of the cases of equality in the Brunn-Minkowski inequality has formed an integral part of the theory. Minkowski, who proved the inequality for convex sets, established the equality cases in this setting by a careful analysis of the proof [38, p. 247, (6)]. Both the inequality and equality cases were later extended to measurable sets [37, 23]; the equality cases are first shown to reduce to the convex case, for which Minkowski’s result can be invoked. The understanding of equality cases plays an important role in its own right. It provides valuable insight into the Brunn-Minkowski theory and into closely related inequalities, such as the Riesz-Sobolev inequality [12]. It also guarantees uniqueness of solutions to variational problems that arise in geometry and mathematical physics (including the classical isoperimetric problem), e.g., [21, §6] or [14, §4.1].

This paper is concerned with analogues of the Brunn-Minkowski inequality for the standard Gaussian measure \( \gamma_n \) on \( \mathbb{R}^n \), which play an important role in probability theory. The Brunn-Minkowski inequality is rather special to the Lebesgue measure: while a weak form of the inequality holds for any log-concave measure [7], this property is not sufficiently strong to explain, for example, the isoperimetric properties of such measures. It is therefore remarkable that a sharp analogue of the Brunn-Minkowski inequality proves to exist for Gaussian measures. A simple form of this inequality is as follows; in the sequel, we denote \( \Phi(x) := \gamma_1((-\infty, x]) \).
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Theorem 1.1 (Ehrhard, Borell). For closed sets $A, B \subseteq \mathbb{R}^n$ and any $\lambda, \mu > 0$ such that $\lambda + \mu \geq 1$ and $|\lambda - \mu| \leq 1$, we have

$$\Phi^{-1}(\gamma_n(\lambda A + \mu B)) \geq \lambda \Phi^{-1}(\gamma_n(A)) + \mu \Phi^{-1}(\gamma_n(B)).$$

If $A, B$ are also convex, the conclusion remains valid assuming only $\lambda + \mu \geq 1$.

The Ehrhard-Borell inequality lies at the top of a large hierarchy of Gaussian inequalities. It implies the Gaussian isoperimetric inequality, which states that half-spaces minimize Gaussian surface area among all sets of the same measure; the Gaussian isoperimetric inequality in turn implies numerous geometric and analytic inequalities for Gaussian measures [35, 33]. It has recently been understood that Theorem 1.1 gives rise to new concentration phenomena for convex functions that go beyond the isoperimetric theory; see [41, 47] and unpublished results of the second author recorded in [22]. Further applications can be found in [16, 8, 4, 3, 34, 25, 30].

Ehrhard originally discovered the special case of Theorem 1.1 where $\lambda = 1 - \mu$ and where $A$ and $B$ are convex [16]. Ehrhard’s proof, using a Gaussian analogue of Steiner symmetrization, relies heavily on convexity (but see [32]), and the question whether the inequality holds for arbitrary sets—as might be expected by analogy with the classical Brunn-Minkowski theory—remained open for a long time. This question was finally settled by Borell [9, 10], who invented an entirely new method of proof to establish Theorem 1.1 for general sets $A, B$ and to identify all values of $\lambda, \mu > 0$ for which the inequality is valid. It is surprising that the latter is nontrivial and depends on whether or not the sets $A, B$ are convex, a feature not present in the classical Brunn-Minkowski inequality for which the admissible range of $\lambda, \mu$ is trivial by homogeneity of the Lebesgue measure. The fact that Gaussian measure lacks the homogeneity and translation-invariance properties of Lebesgue measure apparently makes the Gaussian theory much more subtle than its classical counterpart. Consequently, even a question as basic as the equality cases of Theorem 1.1 is far from evident from the known proofs and has remained open. This question will be systematically settled in this paper. For example, we will prove the following.

Theorem 1.2. Let $A, B \subseteq \mathbb{R}^n$ be closed sets with $0 < \gamma_n(A), \gamma_n(B) < 1$ and let $\lambda \geq \mu > 0$ satisfy $\lambda + \mu \geq 1$ and $\lambda - \mu \leq 1$. Then equality in Theorem 1.1

$$\Phi^{-1}(\gamma_n(\lambda A + \mu B)) = \lambda \Phi^{-1}(\gamma_n(A)) + \mu \Phi^{-1}(\gamma_n(B))$$

holds if and only if the following hold.

- If $\lambda \neq 1 - \mu$ and $\lambda \neq 1 + \mu$, then $A$ and $B$ must be parallel half-spaces:
  $$A = \{x \in \mathbb{R}^n : \langle a, x \rangle + b \geq 0\}, \quad B = \{x \in \mathbb{R}^n : \langle a, x \rangle + c \geq 0\}$$
  for some $a \in \mathbb{R}^n$ and $b, c \in \mathbb{R}$.
- If $\lambda = 1 - \mu$, then either (H) holds, or $A, B$ are convex and $A = B$.
- If $\lambda = 1 + \mu$, then either (H) holds, or $B$ is convex and $-A = \text{cl } B^c$.

If $A, B$ are convex, the conclusion remains valid if the assumption $\lambda - \mu \leq 1$ is omitted; in particular, for any $\lambda + \mu > 1$, equality holds if and only if (H) holds.

It is not hard to verify that each case described in Theorem 1.2 yields equality in Theorem 1.1. What is far from obvious is that these turn out to be the only equality cases. Theorem 1.2 is in fact only a special case of our main result, which characterizes all equality cases of the functional (Prékopa-Leindler) form of the Ehrhard-Borell inequality for arbitrarily many sets or functions, and which
deals with the more general measurable situation. The complete characterization is somewhat more involved and we postpone a full statement to section 2.

In the last paper written before his death [17], Ehrhard established the special case of Theorem 1.2 where \( A, B \) are convex and \( \lambda = 1 - \mu \). However, as was the case for the proof of the inequality, the general setting of interest in this paper appears to be out of reach of Ehrhard’s methods. Our starting point will instead arise from the ideas introduced by Borell [9], which we presently outline very briefly and which will be recalled in more detail in section 3. (Several new proofs of the Ehrhard-Borell inequality were recently discovered [48, 39, 27], but none of these appear to be appropriate for the investigation of equality cases.)

Let us first recall the functional form of Theorem 1.1: if functions \( f, g, h \) satisfy

\[
\Phi^{-1}(h(\lambda x + \mu y)) \geq \lambda \Phi^{-1}(f(x)) + \mu \Phi^{-1}(g(y)),
\]

then

\[
\Phi^{-1}\left( \int h \, d\gamma_n \right) \geq \lambda \Phi^{-1}\left( \int f \, d\gamma_n \right) + \mu \Phi^{-1}\left( \int g \, d\gamma_n \right).
\]

The statement of Theorem 1.1 is recovered by setting \( f = 1_A, g = 1_B, h = 1_{\lambda A + \mu B} \). To prove this functional inequality, Borell introduces the function

\[
C(t, x, y) := \Phi^{-1}(Q_t h(\lambda x + \mu y)) - \lambda \Phi^{-1}(Q_t f(x)) - \mu \Phi^{-1}(Q_t g(y)),
\]

where \( Q_t \) denotes the heat semigroup

\[
Q_t f(x) := \int f(x + \sqrt{t} z) \gamma_n(dz).
\]

The assumption on \( f, g, h \) can now be written as \( C(0, x, y) \geq 0 \), while the Ehrhard-Borell inequality to be proved can be written as \( C(1, 0, 0) \geq 0 \). The remarkable observation of Borell is that the function \( C(t, x, y) \) is the solution of a certain parabolic equation in the domain \( [0, \infty) \times \mathbb{R}^n \times \mathbb{R}^n \). One can therefore invoke the weak parabolic maximum principle [18], which states that the minimum of the function \( C \) must be attained at the boundary of its domain. Therefore, \( \min C = \min C(0, \cdot, \cdot) \geq 0 \) by assumption, and the desired inequality follows.

Borell’s approach to the inequality immediately suggests a promising approach to the equality cases: one could attempt to invoke the strong parabolic maximum principle, which states that the minimum of the function \( C \) can be attained only at the boundary unless the function \( C \) is constant [18]. We could then reason that if we have equality \( C(1, 0, 0) = 0 \) in the Ehrhard-Borell inequality, then \( C \) attains its minimum at a non-boundary point and therefore \( C(0, \cdot, \cdot) \equiv 0 \), that is,

\[
\Phi^{-1}(h(\lambda x + \mu y)) = \lambda \Phi^{-1}(f(x)) + \mu \Phi^{-1}(g(y)).
\]

For smooth \( f, g, h \), this will imply that \( \Phi^{-1}(f), \Phi^{-1}(g), \Phi^{-1}(h) \) are linear functions

\[
f(x) = \Phi(\langle a, x \rangle + b), \quad g(x) = \Phi(\langle a, x \rangle + c), \quad h(x) = \Phi(\langle a, x \rangle + \lambda b + \mu c).
\]

This equality case corresponds exactly to case (H) in Theorem 1.2, which is obtained as the limiting case of these \( f, g, h \) by letting \( a, b, c \to \infty \) proportionally.

Unfortunately, the reasoning just given must clearly be flawed: it suggests that (H) is the only equality case of the Ehrhard-Borell inequality, while we know from Theorem 1.2 that this is not the case. The error in the above reasoning lies in the validity of the strong maximum principle. While the weak maximum principle holds for any parabolic equation under minimal regularity assumptions, the strong maximum principle holds only when the parabolic equation is nondegenerate. An
inspection of the equation satisfied by Borell’s function $C$ will show that the equation is nondegenerate only when $\lambda \neq 1 - \mu$ and $\lambda \neq 1 + \mu$. In the degenerate cases $\lambda = 1 - \mu$ and $\lambda = 1 + \mu$, the strong maximum principle is no longer valid, and indeed in each of these cases we see additional equality cases appearing.

The core of this paper is devoted to showing how each of the equality cases of the Ehrhard-Borell inequality can be obtained from the analysis of the underlying degenerate parabolic equations, in which we make extensive use of probabilistic methods. Our method is based on the following fact, which follows by combining the Stroock-Varadhan support theorem [46] with certain geometric arguments [40]: a probabilistic form of the strong maximum principle holds locally near a point in the domain if a certain Lie algebra generated by the underlying vector fields spans the tangent space (this is closely related to Hörmander’s hypoellipticity condition).

If we can apply the strong maximum principle in any local neighborhood in the domain, then analyticity of the heat semigroup will allow us to conclude that the solution is constant everywhere and thus the equality case (H) will follow as already indicated above. Using this idea, we arrive at the following dichotomy: either the Lie algebra rank condition is satisfied at some point in the domain, in which case the equality case (H) follows; or the Lie algebra rank condition fails everywhere, which imposes strong constraints on the underlying vector fields. A careful analysis of the latter will give rise to the remaining equality cases.

There are a number of technical issues that arise when implementing the above program that will be addressed in the proof. The analysis of the underlying Lie algebra is significantly simplified by considering the Ehrhard-Borell inequality on $\mathbb{R}$. We will therefore implement most of the ideas outlined above in the one-dimensional case, and then extend the conclusion to arbitrary dimension by an induction argument. Another issue that will arise is that the function $C(t, x, y)$ may be singular at $t = 0$ (for example, when $f, g, h$ are indicators), so that we cannot reason directly about its behavior on the boundary. We will therefore perform our analysis only at times $t > 0$ where the heat semigroup smooths the functions $f, g, h$, and then use an inversion argument to deduce the general equality cases. It is interesting to note that this approach is completely different than the analysis of equality cases in the classical Prékopa-Leindler inequality [15], where the functional equality cases are reduced to the set equality cases in the Brunn-Minkowski inequality.

As in the classical Brunn-Minkowski theory, the study of equality cases in the Ehrhard-Borell inequality provides us with fundamental insight into the structure of Gaussian inequalities. At the same time, the maximum principle method of Borell has turned out to be a powerful device that makes it possible to prove many other geometric inequalities [6, 28]. The issues encountered in proving the equality cases of the Ehrhard-Borell inequality are characteristic of this method, and the techniques developed in this paper serve as a model for the investigation of equality cases in situations that may be inaccessible by other methods. For example, a natural avenue for further investigation (which we will not pursue here) would be to exploit the methods of this paper to investigate the equality cases of various nontrivial extensions of Ehrhard’s inequality developed in [6, 28, 27, 48].

Once the equality cases have been settled, another natural open problem is to obtain quantitative stability estimates (see, e.g., [19]). In particular, as is often the case in Gauss space, the Ehrhard-Borell inequality is infinite-dimensional in nature [9] and thus dimension-free estimates are of particular interest. The methods
developed in this paper are local in nature, and are therefore unlikely to give access to quantitative information. The challenging stability problem for the Ehrhard-Borell inequality appears to remain out of reach of any method developed to date.

The remainder of this paper is organized as follows. Section 2 is devoted to the full statement of our main results, as well as some preliminary analysis and notation. In section 3, we recall Borell’s proof of the Ehrhard-Borell inequality and outline the basic idea behind the proof of the equality cases. Section 4 proves our main result in the nondegenerate cases \( \lambda \neq 1 - \mu \) and \( \lambda \neq 1 + \mu \). Section 5 is devoted to the proof of equality cases in the most basic degenerate situation: \( \lambda = 1 - \mu \) in one dimension. This section forms the core of the paper. Section 6 extends the basic degenerate case to arbitrary dimension by an induction argument. Finally, section 7 extends the basic cases considered in the previous sections to the most general situation covered by our main result, completing the proof.

2. Statement of main results

Throughout this paper, we will use the following notation. We will write \( \mathbb{R} := \mathbb{R} \cup \{ -\infty, \infty \} \), where we always use the convention \( -\infty = -\infty + \infty = -\infty \). We denote by \( \langle \cdot, \cdot \rangle \) and \( || \cdot || \), respectively, the standard Euclidean inner product and norm on \( \mathbb{R}^n \). The standard Gaussian measure on \( \mathbb{R}^n \) will be denoted \( \gamma_n \), that is,

\[
\gamma_n(dx) := \frac{e^{-\|x\|^2/2}}{(2\pi)^{n/2}} \, dx.
\]

We define the standard Gaussian distribution function \( \Phi : \mathbb{R} \to [0, 1] \) as

\[
\Phi(x) := \gamma_1((-\infty, x]) = \int_{-\infty}^x \frac{e^{-y^2/2}}{\sqrt{2\pi}} \, dy.
\]

For functions \( f, g : \mathbb{R}^n \to \mathbb{R} \), we write \( f(x) \overset{a.e.}{=} g(x) \), \( f(x) \overset{a.e.}{\leq} g(x) \), or \( f(x) \overset{a.e.}{\geq} g(x) \) if \( f(x) = g(x) \), \( f(x) \leq g(x) \), \( f(x) \geq g(x) \), respectively, for almost every \( x \) with respect to the Lebesgue measure on \( \mathbb{R}^n \). A function \( f : \mathbb{R}^n \to [0, 1] \) is said to be trivial if \( f(x) \overset{a.e.}{=} 0 \) or \( f(x) \overset{a.e.}{=} 1 \), and is called nontrivial otherwise. A function \( f : \mathbb{R}^n \to \mathbb{R} \) is said to be a.e. concave if \( f(x) \overset{a.e.}{=} \tilde{f}(x) \) for some concave function \( \tilde{f} : \mathbb{R}^n \to \mathbb{R} \).

The aim of this section is to give a complete statement of our characterization of the equality cases in the Ehrhard-Borell inequality. Before we do so, we first state the Ehrhard-Borell inequality in its most general form.

Theorem 2.1 (Ehrhard, Borell). Let \( \lambda_1, \ldots, \lambda_m > 0 \) satisfy

\[
\sum_{i \leq m} \lambda_i \geq 1, \quad 2 \max_{i \leq m} \lambda_i \leq 1 + \sum_{i \leq m} \lambda_i. \tag{A}
\]

Then for any measurable functions \( h, f_1, \ldots, f_m : \mathbb{R}^n \to [0, 1] \) such that

\[
\Phi^{-1}\left(h\left(\sum_{i \leq m} \lambda_i x_i\right)\right) \overset{a.e.}{\geq} \sum_{i \leq m} \lambda_i \Phi^{-1}(f_i(x_i)), \tag{B}
\]

we have

\[
\Phi^{-1}\left(\int h \, d\gamma_n\right) \overset{a.e.}{\geq} \sum_{i \leq m} \lambda_i \Phi^{-1}\left(\int f_i \, d\gamma_n\right).
\]

If the functions \( \Phi^{-1}(h), \Phi^{-1}(f_1), \ldots, \Phi^{-1}(f_m) \) are also a.e. concave, the conclusion remains valid when the second inequality in (A) is omitted.
Theorem 2.1 is given in [10], where it is also shown that the assumption (A) is necessary. The result stated here is actually slightly more general, as we have only assumed that the inequality in (B) holds a.e., while it is assumed in [10] that the inequality holds everywhere. The elimination of the null set is routine and follows immediately by invoking the results of [15] or [11, Appendix]. The significance of this apparently minor generalization will be discussed in Remark 2.4 below.

We are now ready to state the main result of this paper.

**Theorem 2.2** (Main equality cases). Let \( \lambda_1 \geq \lambda_2 \ldots, \lambda_m > 0 \) satisfy (A), that is,

\[
\sum_{1 \leq i \leq m} \lambda_i \geq 1, \quad \lambda_1 - \sum_{2 \leq i \leq m} \lambda_i \leq 1.
\]

Let \( h, f_1, \ldots, f_m : \mathbb{R}^n \to [0,1] \) be nontrivial measurable functions satisfying (B). Then equality in the Ehrhard-Borell inequality

\[
\Phi^{-1}\left( \int h \, d\gamma_n \right) = \sum_{i \leq m} \lambda_i \Phi^{-1}\left( \int f_i \, d\gamma_n \right)
\]

holds if and only if the following hold.

- If \( \sum_i \lambda_i \neq 1 \) and \( \lambda_1 - \sum_{i \geq 2} \lambda_i \neq 1 \), then either

  \[
h(x) \overset{a.e.}{=} \Phi((a,x) + b), \quad f_i(x) \overset{a.e.}{=} \Phi((a,x) + b_i)
\]

  (H1)

  for all \( i \leq m \), or

  \[
h(x) \overset{a.e.}{=} 1_{(a,x) + b \geq 0}, \quad f_i(x) \overset{a.e.}{=} 1_{(a,x) + b_i \geq 0}
\]

  (H2)

  for all \( i \leq m \), for some \( a \in \mathbb{R}^n \), \( b_1, \ldots, b_m \in \mathbb{R} \), and \( b = \sum_i \lambda_i b_i \).

- If \( \sum_i \lambda_i = 1 \), then either (H1) or (H2) hold, or

  \[
h(x) \overset{a.e.}{=} f_1(x) \overset{a.e.}{=} \ldots \overset{a.e.}{=} f_m(x)
\]

  and \( \Phi^{-1}(h), \Phi^{-1}(f_1), \ldots, \Phi^{-1}(f_m) \) are a.e. concave.

- If \( \lambda_1 - \sum_{i \geq 2} \lambda_i = 1 \), then either (H1) or (H2) hold, or

  \[
1 - h(-x) \overset{a.e.}{=} 1 - f_1(-x) \overset{a.e.}{=} f_2(x) \overset{a.e.}{=} \ldots \overset{a.e.}{=} f_m(x)
\]

  and \( \Phi^{-1}(f_2), \ldots, \Phi^{-1}(f_m) \) are a.e. concave.

If the functions \( \Phi^{-1}(h), \Phi^{-1}(f_1), \ldots, \Phi^{-1}(f_m) \) are a.e. concave, the conclusion remains valid if the second inequality in (A) is omitted. In particular, in this case, for any \( \sum_i \lambda_i > 1 \), equality holds if and only if either (H1) or (H2) holds.

In Theorem 2.2 we assumed that the functions \( h, f_1, \ldots, f_m \) are all nontrivial. If any of the functions is trivial, then the equality cases are trivially verified and no analysis is needed. We list these cases separately in the following lemma, which completes our characterization of the equality cases of Theorem 2.1.

**Lemma 2.3** (Trivial equality cases). Let \( \lambda_1, \ldots, \lambda_m > 0 \) and \( h, f_1, \ldots, f_m : \mathbb{R}^n \to [0,1] \) be measurable functions satisfying (B), at least one of which is trivial. Then

\[
\Phi^{-1}\left( \int h \, d\gamma_n \right) = \sum_{i \leq m} \lambda_i \Phi^{-1}\left( \int f_i \, d\gamma_n \right)
\]

if and only if either \( h \overset{a.e.}{=} 1 \), at least one of the functions \( f_i \) satisfies \( f_i \overset{a.e.}{=} 1 \), and none of the \( f_i \) satisfy \( f_i \overset{a.e.}{=} 0 \); or \( h \overset{a.e.}{=} 0 \) and at least one of the \( f_i \) satisfies \( f_i \overset{a.e.}{=} 0 \).
Proof: If any of the functions \( f_i \) is trivial, then \( \Phi^{-1}(\int f_i d\gamma_n) = \pm \infty \). Thus the equality assumption implies that \( \Phi^{-1}(\int h d\gamma_n) = \pm \infty \), so \( h \) must be trivial as well. Thus we need only consider the cases \( h \overset{a.e.}{=} 1 \) and \( h \overset{a.e.}{=} 0 \). The conclusion is now readily verified using the convention \( -\infty = -\infty = -\infty \).

Let us verify that Theorem 1.2 follows from our general characterization.

Proof of Theorem 1.2. The ‘if’ part is readily verified using \( \gamma_n \{ x : \langle a, x \rangle + b \geq 0 \} = \Phi(b/\|a\|) \), that \( \lambda A + (1-\lambda)A = A \) if \( A \) is convex, and that \( (1+\mu)cl B^c - \mu B = cl B^c \) if \( B \) is closed and convex. It therefore remains to prove the ‘only if’ part.

Let \( \lambda_1 = \lambda, \lambda_2 = \mu, f_1 = 1_A, f_2 = 1_B \), and \( h = 1_{\lambda A + \mu B} \). It is readily verified that (A) and (B) are satisfied. Moreover, the assumption \( 0 < \gamma_n(A), \gamma_n(B) < 1 \) and Lemma 2.3 rule out the trivial equality cases. The equality cases will therefore follow from Theorem 2.2. Note that (H1) is ruled out as \( f_1, f_2, h \) are indicator functions. Moreover, \( \Phi^{-1}(1C) \) is a.e. concave if and only if \( C \) differs by a set of measure zero from a convex set. It therefore follows that \( A, B \) must satisfy the conclusions of Theorem 1.2 modulo sets of measure zero.

The only special feature of Theorem 1.2 that does not follow directly from our main result is the elimination of the measure zero sets. This can be done in this case because we assumed that \( A, B \) are closed. For sake of illustration, let us sketch the argument in the case \( \lambda \neq 1 - \mu \) and \( \lambda \neq 1 + \mu \). Define

\[
\tilde{A} = \{ x \in \mathbb{R}^n : \langle a, x \rangle + b \geq 0 \}, \quad \tilde{B} = \{ x \in \mathbb{R}^n : \langle a, x \rangle + c \geq 0 \}
\]

for \( a, b, c \) as in Theorem 1.2. What we have shown so far is that \( A, B \) must differ from \( \tilde{A}, \tilde{B} \) by sets of measure zero, that is, \( A = (\tilde{A} \setminus \tilde{N}_A) \cup \tilde{N}_{\tilde{A}} \) and \( B = (\tilde{B} \setminus \tilde{N}_B) \cup \tilde{N}_{\tilde{B}} \), where we used the notation \( \tilde{N}_C \) to denote a null set contained in \( C \). First note that we must have \( \tilde{N}_A = \tilde{N}_B = \emptyset \) as \( A, B \) are closed. Now suppose that \( \tilde{N}_{\tilde{A}}, \tilde{N}_{\tilde{B}} \neq \emptyset \). Then there exists \( z \in \tilde{N}_{\tilde{A}} \) such that \( \langle a, z \rangle + b' = 0 \) for some \( b' > b \). But then \( \lambda A + \mu B \supseteq \{ x \in \mathbb{R}^n : \langle a, x \rangle + \lambda b' + \mu c \geq 0 \} \), which has strictly larger measure than \( \lambda \tilde{A} + \mu \tilde{B} \). As this would violate the equality assumption, we have shown that \( \tilde{N}_{\tilde{A}}, \tilde{N}_{\tilde{B}} = \emptyset \), completing the proof of the first case of Theorem 1.2. The null set of the remaining cases can be eliminated in the same manner.

Remark 2.4. The proof of Theorem 1.2 illustrates why Theorem 2.1 should be formulated in terms of a.e. inequality in (B). If we were to require that the inequality in (B) holds everywhere, as was done in [10], the applicability of Theorem 2.1 would become sensitive to null sets: if the functions \( h, f_i \) are modified on a set of measure zero, they may no longer satisfy (B) everywhere. This sensitivity to null sets is inherent to the classical formulation of the Brunn-Minkowski inequality: if we modify sets \( A, B \) on a null set, their sum \( A + B \) could nonetheless change on a set of positive measure (or even become nonmeasurable). This is problematic for the characterization of the equality cases, as the proof of Theorem 2.2 can only yield candidate equality cases up to a.e. equivalence, and thus cannot fully characterize the equality cases in the strict formulation of the inequality. The latter are amenable to a separate analysis of the null sets, as is illustrated in the proof of Theorem 1.2. However, as Theorem 2.1 remains valid in its a.e. formulation, such null set issues should be viewed as an artefact of choosing an unnatural formulation of the underlying inequality, rather than being fundamental to this theory. We have therefore adopted the viewpoint of [11, 15] that Brunn-Minkowski type inequalities are most naturally formulated in a form that is insensitive to null sets. One can
analogously replace the sum $A + B$ in the Brunn-Minkowski inequality by the essential sum $A \oplus B$ which is insensitive to null sets, see [11] for precise statements.

The remainder of this paper is devoted entirely to the proof of Theorem 2.2. The ‘if’ part of the theorem is easy and we dispose of it presently. The ‘only if’ part is the core of the theorem, and the following sections are devoted to its analysis.

**Proof of sufficiency in Theorem 2.2.** We must verify that each of the cases listed in the theorem statement is an equality case of Theorem 2.1. That is, we must verify that (B) holds, and that the conclusion holds with equality.

- **Case (H1).** It is easily seen that (B) holds. To verify equality, note that
  \[
  \int \Phi((a, x) + b) \gamma_n(dx) = \int 1_{y \leq (a, x) + b} \gamma_1(dy) \gamma_n(dx) = \Phi(b/\sqrt{1 + \|a\|^2}).
  \]

- **Case (H2).** Let $\tilde{h}(x) = 1_{(a, x) + b}$, $\tilde{f}_i = 1_{(a, x) + b_i}$. Then (B) holds for $\tilde{h}$, $\tilde{f}_i$: if any $\tilde{f}_i(x_i) = 0$, then (B) holds as its right-hand side equals $-\infty$; while if all $\tilde{f}_i(x_i) = 1$, then (B) holds as $\tilde{h}(\sum_i \lambda_i x_i) = 1$. As $h \equiv \tilde{h}$ and $f_i \equiv \tilde{f}_i$, we have verified that (B) holds for $h$, $f_i$ as well. To verify equality, note that
  \[
  \int 1_{(a, x) + b \geq 0} \gamma_n(dx) = \Phi(b/\|a\|).
  \]

- **Case $\sum_i \lambda_i = 1$.** We already verified that (H1) and (H2) are equality cases. For the remaining case, let $V$ be a concave function so that $h \equiv f_i \equiv \Phi(V)$. As $\sum_i \lambda_i = 1$, (B) follows immediately from the concavity of $V$. On the other hand, equality follows as $\sum_i \lambda_i = 1$ and as $h$, $f_i$ all coincide a.e.

- **Case $\lambda_1 - \sum_{i \geq 2} \lambda_i = 1$.** We already verified that (H1) and (H2) are equality cases. For the remaining case, let $V$ be a concave function so that $f_2 \equiv \Phi(V)$. Substituting the stated relations between $h$, $f_i$ into (B) and using the identity $\Phi^{-1}(1 - x) = -\Phi^{-1}(x)$, we find that (B) is equivalent in this case to
  \[
  -V\left(-\sum_{1 \leq i \leq m} \lambda_i x_i \right) \geq -\lambda_1 V(-x_1) + \sum_{2 \leq i \leq m} \lambda_i V(x_i).
  \]

Rearranging this inequality gives
  \[
  V(-x_1) \geq \mu_1 V\left(-\sum_{1 \leq i \leq m} \lambda_i x_i \right) + \sum_{2 \leq i \leq m} \mu_i V(x_i),
  \]

where $\mu_1 = 1/\lambda_1$ and $\mu_i = \lambda_i/\lambda_1$ for $i \geq 2$ (one may verify using the convention $\infty - \infty = -\infty + \infty = -\infty$ that this claim is valid even when some of the terms may take the values $\pm \infty$). As $\lambda_1 - \sum_{i \geq 2} \lambda_i = 1$ implies $\sum_i \mu_i = 1$, (B) follows from the concavity of $V$. Equality is easily verified using
  \[
  \Phi^{-1}\left(\int (1 - h(-x)) \, d\gamma_n\right) = -\Phi^{-1}\left(\int h \, d\gamma_n\right),
  \]

where we used again $\Phi^{-1}(1 - x) = -\Phi^{-1}(x)$ and that $\gamma_n$ is symmetric.

This completes our verification of the ‘if’ part of Theorem 2.2. □
3. Borell’s construction

The aim of this section is to recall the construction that appears in Borell’s proof of Theorem 2.1, which forms the starting point for our analysis. We will consider only the simplest case of \( m = 2 \) functions, which is what will be needed in the sequel. Almost all of our analysis will be done in the case of \( m = 2 \) functions, and we return to the case \( m > 2 \) in section 7 at the end of the paper.

Let \( \lambda, \mu > 0 \) and \( f, g, h : \mathbb{R}^n \to [0, 1] \) be nontrivial measurable functions. We define the function \( u_f \) in terms of the heat semigroup \( Q_t \) by

\[
u_f(t, x) := \Phi^{-1}(Q_t f(x)), \quad Q_t f(x) := \int f(x + \sqrt{t}z) \gamma_n(dz).
\]

The functions \( u_g, u_h \) are defined analogously. A central role throughout this paper will be played by the following function:

\[
C(t, x, y) := u_h(t, \lambda x + \mu y) - \lambda u_f(t, x) - \mu u_g(t, y).
\]

The key observation of Borell is that \( C \) solves a parabolic equation.

**Lemma 3.1.** For every \( t > 0 \), we have

\[
\frac{\partial C(t, x, y)}{\partial t} = \frac{1}{2} \Delta_\rho C(t, x, y) + (b(t, x, y), \nabla C(t, x, y)) - \frac{1}{2} \|\nabla u_h(t, \lambda x + \mu y)\|^2 C(t, x, y),
\]

where \( \rho := (1 - \lambda^2 - \mu^2)/2\lambda\mu \),

\[
\Delta_\rho := \sum_{i=1}^n \left\{ \frac{\partial^2}{\partial x_i^2} + 2\rho \frac{\partial^2}{\partial x_i \partial y_i} + \frac{\partial^2}{\partial y_i^2} \right\},
\]

and

\[
b(t, x, y) := -\frac{1}{2} \left[ \frac{u_f(t, x)}{u_g(t, y)} \right] \frac{\nabla u_h(t, \lambda x + \mu y)}{\nabla u_g(t, y)} \left( \nabla u_h(t, \lambda x + \mu y) + \nabla u_f(t, x) \right).
\]

**Proof.** For any nontrivial function \( f : \mathbb{R}^n \to [0, 1] \), the function \( (t, x) \mapsto Q_t f(x) \) takes values in \((0, 1)\), is smooth and satisfies the heat equation \( \frac{\partial}{\partial t} Q_t f = \frac{1}{2} \Delta Q_t f \) on \((0, \infty) \times \mathbb{R}^n \). The conclusion follows by a straightforward, if somewhat tedious, application of the chain rule of calculus, see [9] for the detailed computation. \( \square \)

Observe that the equation for \( C \) given in Lemma 3.1 is parabolic if and only if \(-1 \leq \rho \leq 1\), which is equivalent to the conditions \( \lambda + \mu \geq 1 \) and \( |\lambda - \mu| \leq 1 \) of Theorem 1.1. This is the only property of this equation that is needed to prove the Ehrhard-Borell inequality; the precise form of the different terms in the equation is irrelevant for this purpose. However, the specific form of the vector field \( b \) will be essential later on for our characterization of the equality cases. From now on until section 7, we will always assume that \( \lambda + \mu \geq 1 \) and \( |\lambda - \mu| \leq 1 \).

**Remark 3.2.** While the proof of Lemma 3.1 is a matter of explicit computation, it may appear somewhat miraculous that the function \( C \) happens to satisfy a parabolic equation under the assumptions of the Ehrhard-Borell inequality. Such phenomena however arise rather broadly in the study of geometric partial differential equations, see [1] for a survey. In the present case, a probabilistic explanation of the hidden convexity underlying this computation and of the significance of the conditions \( \lambda + \mu \geq 1 \) and \( |\lambda - \mu| \leq 1 \) is developed in [48]. While these different viewpoints may be illuminating for understanding the origin of this phenomenon, the concrete statement of Lemma 3.1 is all that will be needed for the purposes of this paper.
A technical difficulty that is faced both in the proof of the Ehrhard-Borell inequality and in our proof of the equality cases is that the function $C$ may be singular at $t = 0$. For example, when $f = 1_A$, $g = 1_B$, and $h = 1_{\lambda A + \mu B}$ as in the proof of Theorem 1.1, the function $C$ blows up as $t \downarrow 0$. Fortunately, $C$ is highly regular for $t > 0$. Let us begin by collecting some useful regularity properties.

**Lemma 3.3.** For any $t > 0$, the function $x \mapsto u_f(t, x)$ (and $u_g, u_h$) is real analytic and Lipschitz with constant $t^{-1/2}$. In particular, $(x, y) \mapsto C(t, x, y)$ is real analytic.

**Proof.** The Lipschitz property of $u_f(t, \cdot)$ is given in [2, p. 423]. Next, note that $Q_t f$ is real analytic as we have the polynomial expansion

$$Q_t f(x) = \int f(\sqrt{t}y)e^{\langle x, y \rangle/\sqrt{t}-\|x\|^2/2t}d\gamma_n(y)$$

which is absolutely convergent as

$$\int |f(\sqrt{t}y)(x, y)|^n d\gamma_n(y) \leq \int |\langle x, y \rangle|^n d\gamma_n(y) \leq \|x\|^n(C\sqrt{n})^n$$

for a universal constant $C$ (while $n! \gtrsim (C'n)^n$ by Stirling). Analogously, as $\Phi(x) = Q_1 1_{[0, \infty)}(x)$, the function $\Phi$ is real analytic as well. As $\Phi$ is strictly increasing, it follows that $\Phi^{-1}$ is real analytic on $(0, 1)$ by the inverse function theorem. Thus $u_f(t, \cdot) := \Phi^{-1}(Q_t f)$ is real analytic. Analyticity of $C$ follows trivially. \qed

The regularity provided by Lemma 3.3 is not sufficient to prove the Ehrhard-Borell inequality; to apply the weak parabolic maximum principle, one must impose additional regularity by assuming initially that the functions $f, g, h$ are sufficiently smooth, and the general case is subsequently obtained by an approximation argument. It will however be difficult to obtain equality cases in this manner, as we cannot ensure that the equality cases are preserved by approximation. To establish the equality cases, we will therefore avoid approximating $f, g, h$ but rather work directly with the original functions. For this reason the minimal regularity provided by Lemma 3.3 will play an important role in the sequel.

As was already noted in [9], the maximum principle admits a probabilistic interpretation through the Feynman-Kac formula. As the probabilistic approach will play an important role in our analysis of the degenerate equality cases, we adopt this viewpoint throughout. To this end, recall the following representation of the function $C$. (The requisite probabilistic background can be found in [29].)

**Lemma 3.4.** Consider the stochastic differential equation

$$d \begin{bmatrix} X_t \\ Y_t \end{bmatrix} = b(1 - t, X_t, Y_t) dt + d \begin{bmatrix} W_t \\ B_t \end{bmatrix}, \quad X_0 = Y_0 = 0$$

for $\mathbb{R}^n$-valued processes $X_t, Y_t$, where $W_t, B_t$ are $n$-dimensional standard Brownian motions with correlation $\langle W^i, B^j \rangle_t = \delta_{ij}\rho t$ and $b, \rho$ are as defined in Lemma 3.1.
This equation has a unique solution for \( t \in [0, 1) \), and we have for any \( t \in [0, 1) \)
\[
\Phi^{-1}\left(\int h \, d\gamma_n\right) - \lambda \Phi^{-1}\left(\int f \, d\gamma_n\right) - \mu \Phi^{-1}\left(\int g \, d\gamma_n\right)
= C(1, 0, 0) = E\left[C(1 - t, X_t, Y_t) e^{-\frac{1}{2} \int_0^t \|\nabla u_h(1 - s, \lambda X_s + \mu Y_s)\|^2 \, ds}\right].
\]

If in addition \( f, g, h \) take values in \([\delta, 1 - \delta]\) for some \( 0 < \delta < 1 \) and are smooth with bounded first and second derivatives, then the equation admits a unique solution and the above representation holds for all \( t \in [0, 1] \).

**Proof.** Let \( t \in [0, 1) \). By the elementary properties of the heat semigroup, the function \((s, x, y) \mapsto b(1 - s, x, y)\) is smooth on \([0, t] \times \mathbb{R}^n \times \mathbb{R}^n\), and is therefore locally Lipschitz. Moreover, note that \( b \) satisfies the linear growth property
\[
\sup_{s \leq t} \left\|b(1 - s, x, y)\right\| \leq (1 - t)^{-1/2} \sup_{s \leq t} \left\{|u_f(1 - s, x)| + |u_g(1 - s, y)|\right\}
\leq (1 - t)^{-1} \left\{\sup_{s \leq t} \left\{|u_f(1 - s, 0)| + |u_g(1 - s, 0)|\right\} + \|x\| + \|y\|\right\},
\]
where we have used twice the Lipschitz property of Lemma 3.3. Thus existence and uniqueness of the solution \((X_t, Y_t)\) for \( t \in [0, 1) \) follows from a standard result [43, Theorem V.12.1]. The stochastic representation of \( C(1, 0, 0) \) now follows from the Feynman-Kac theorem [29, Theorem 5.7.6]. Under the additional regularity assumptions stated at the end of the lemma, it is readily verified that \( b \) is globally Lipschitz uniformly on \( t \in [0, 1] \), and thus both existence and uniqueness and the Feynman-Kac representation extend to the entire interval \( t \in [0, 1] \). \( \square \)

The parabolic equation for the function \( C \) and its probabilistic representation form the starting point for the methods developed in this paper. To conclude this section, let us briefly sketch how this construction gives rise to the Ehrhard-Borell inequality, and outline the basic ideas behind the proof of the equality cases.

With the above representation in hand, the Ehrhard-Borell inequality becomes nearly trivial modulo a technical approximation argument. Suppose that the functions \( f, g, h \) satisfy the stronger regularity assumptions stated in Lemma 3.4, and that the assumption of the Ehrhard-Borell inequality
\[
C(0, x, y) = \Phi^{-1}(h(\lambda x + \mu y)) - \lambda \Phi^{-1}(f(x)) - \mu \Phi^{-1}(g(y)) \geq 0
\]
holds. Then the conclusion
\[
\Phi^{-1}\left(\int h \, d\gamma_n\right) - \lambda \Phi^{-1}\left(\int f \, d\gamma_n\right) - \mu \Phi^{-1}\left(\int g \, d\gamma_n\right)
= E\left[C(0, X_1, Y_1) e^{-\frac{1}{2} \int_0^1 \|\nabla u_h(1 - s, \lambda X_s + \mu Y_s)\|^2 \, ds}\right] \geq 0
\]
follows trivially from the probabilistic representation of Lemma 3.4 for \( t = 1 \). The extension of the conclusion to general \( f, g, h \) is then accomplished by an approximation argument that is unrelated to the methods of this paper, and which we therefore omit; see [48, Remark 3.4] and the references therein.

This simple argument not only proves the Ehrhard-Borell inequality, but also suggests a potential approach to its equality cases. In order to highlight the main ideas, let us ignore regularity issues for now (they will be addressed in the proof). Assume that \( f, g, h \) are sufficiently regular that the representation of Lemma 3.4
holds for all $t \in [0,1]$, and that the assumption $C(0,x,y) \geq 0$ of the Ehrhard-Borell inequality holds. Suppose now that equality holds in the Ehrhard-Borell inequality

$$\Phi^{-1}\left(\int h \, d\gamma_n\right) - \lambda \Phi^{-1}\left(\int f \, d\gamma_n\right) - \mu \Phi^{-1}\left(\int g \, d\gamma_n\right) = 0.$$  

Then the probabilistic representation of Lemma 3.4 immediately implies that

$$C(0,X_1,Y_1) = 0 \quad \text{a.s.}$$

It would appear at first sight that we are almost done, as it is not difficult to show (as is done in section 5 below) that $C(0,x,y) = 0$ implies that (H1) in Theorem 2.2 holds. However, this conclusion is not correct, as (H1) is not the only equality case of the Ehrhard-Borell inequality even when restricted to regular $f,g,h$.

The problem with the above reasoning is that it is not true that $C(0,X_1,Y_1) = 0$ a.s. implies $C(0,x,y) = 0$ for all $x,y$, as the law of the random vector $(X_1,Y_1)$ need not be supported on all of $\mathbb{R}^n \times \mathbb{R}^n$. Indeed, we will see that the other equality cases in the Ehrhard-Borell inequality can arise precisely when the support of $(X_1,Y_1)$ becomes degenerate. To illustrate this phenomenon, it is instructive to consider, for example, the equality case where $\lambda = 1 - \mu$ and $f = g = h$. In this case, $\rho = 1$ so that the Brownian motions in Lemma 3.4 are perfectly correlated $W_t = B_t$. Using this fact and the explicit expression for the vector field $b$ given in Lemma 3.1, it is readily verified that if $X_t = Y_t$ and $X_t$ is the solution of the equation

$$dX_t = -u_f(1-t,X_t)\nabla u_f(1-t,X_t) \, dt + dW_t, \quad X_0 = 0,$$

then $(X_t,Y_t)$ solves the equation in Lemma 3.4. In particular, in this case, $(X_1,Y_1)$ is supported on the diagonal $\{(x,x) : x \in \mathbb{R}^n\} \subset \mathbb{R}^n \times \mathbb{R}^n$, so we could conclude at best that $C(0,x,x) = 0$ and not that $C(0,x,y) = 0$. In this way, the degeneracy of the support makes it possible for equality cases other than (H1) to appear.

Motivated by these observations, our analysis of the equality cases in the Ehrhard-Borell inequality will involve an analysis of the support of the solution $(X_t,Y_t)$ of the equation in Lemma 3.4. The support of the solution of a stochastic differential equation is characterized in principle by the classical support theorem of Stroock and Varadhan [46] in terms of the solutions of certain ordinary differential equations. However, the differential equation that appears in Lemma 3.4 is not easy to analyze directly, as its drift vector field $b$ is itself defined in terms of the functions $u_f, u_g, u_h$ that we are attempting to analyze in the first place. Moreover, even if we could characterize the support of the equation, it is not immediately clear how that would give rise to specific equality cases other than (H1).

Instead, our proof will indirectly utilize the dichotomy between nondegenerate and degenerate support to characterize the different equality cases. Roughly speaking, our argument will work as follows. If $(X_t,Y_t)$ has nondegenerate support, we will be able to argue as above to conclude the equality case (H1). Conversely, if $(X_t,Y_t)$ has degenerate support, this imposes strong constraints on the underlying differential equation: its vector field must always lie in the tangent space of a lower-dimensional submanifold. Using methods borrowed from nonlinear control theory [40], we can translate this geometric constraint into an algebraic identity for the vector field $b$ which provides the key to the analysis of the remaining equality cases. This basic outline of the proof, together with the modifications needed to circumvent the regularity issues, will be developed in detail in the following sections.
Remark 3.5. In the introduction (section 1), we explained the Ehrhard-Borell inequality as arising from the weak parabolic maximum principle, while we have exploited in this section an alternative probabilistic argument. These two approaches are not really distinct, however: in essence, the argument given above is little more than a probabilistic proof of the weak parabolic maximum principle by means of the Feynman-Kac formula (it is a simple exercise to verify that the same argument recovers the general form of the maximum principle given, for example, in [18]). Similarly, we can view the statement that \( C(1,0,0) = 0 \) implies \( C(t,x,y) = 0 \) for all \((x,y)\) in the support of the law of \((X_1-t, Y_1-t)\) as a probabilistic form of the strong parabolic maximum principle. The probabilistic viewpoint proves to be particularly convenient for our analysis and will be adopted in the rest of the paper.

4. The nondegenerate case

As was explained in the previous section, the dichotomy between nondegenerate and degenerate support of the process \((X_t, Y_t)\) forms the basis of the different equality cases of the Ehrhard-Borell inequality. Cases of degenerate support can only arise, however, when the parabolic equation of Lemma 3.1 is degenerate, that is, \( \rho = 1 \) or \( \rho = -1 \). In nondegenerate cases \(-1 < \rho < 1\), the Laplacian \( \Delta \rho \) is uniformly elliptic and it is well understood that this implies that the law of \((X_t, Y_t)\) has a positive density with respect to Lebesgue measure (we include a short proof below for completeness). Thus, following the logic of the previous section, we expect in this case to obtain only the simple equality case \((H_1)\) and its limiting case \((H_2)\) when we admit non-smooth \( f, g, h \). This is indeed precisely what happens.

Thus our first goal will be to settle the nondegenerate equality cases, which is the aim of this section. While this case is conceptually much simpler than the degenerate equality cases that will be studied in the next section, we must still address the regularity issues that we have ignored in our discussion so far. For concreteness, let us formulate the main result to be proved in this section.

Proposition 4.1. Let \( \lambda \geq \mu > 0 \) satisfy \( \lambda + \mu > 1 \) and \( \lambda - \mu < 1 \). Let \( f, g, h : \mathbb{R}^n \to [0,1] \) be nontrivial measurable functions satisfying

\[
\Phi^{-1} \left( \int h \, d\gamma_n \right) \geq \lambda \Phi^{-1} \left( \int f \, d\gamma_n \right) + \mu \Phi^{-1} \left( \int g \, d\gamma_n \right),
\]

If equality holds in the Ehrhard-Borell inequality

\[
\Phi^{-1} \left( \int h \, d\gamma_n \right) = \lambda \Phi^{-1} \left( \int f \, d\gamma_n \right) + \mu \Phi^{-1} \left( \int g \, d\gamma_n \right),
\]

then either

\[
h(x)^{a \leftarrow} \Phi(\langle a, x \rangle + \lambda b + \mu c), \quad f(x)^{a \leftarrow} \Phi(\langle a, x \rangle + b), \quad g(x)^{a \leftarrow} \Phi(\langle a, x \rangle + c),
\]

or

\[
h(x)^{a \leftarrow} 1_{\langle a, x \rangle + \lambda b + \mu c \geq 0}, \quad f(x)^{a \leftarrow} 1_{\langle a, x \rangle + b \geq 0}, \quad g(x)^{a \leftarrow} 1_{\langle a, x \rangle + c \geq 0},
\]

for some \( a \in \mathbb{R}^n \) and \( b, c \in \mathbb{R} \).

The remainder of this section is devoted to the proof of this result. The assumptions of Proposition 4.1 will be assumed to be in force throughout this section.

In the discussion of the previous section, we assumed for simplicity that \( f, g, h \) are regular. To obtain the general equality cases, however, we cannot make this assumption. When we assumed no regularity on \( f, g, h \), we cannot directly apply
the representation of Lemma 3.4 for \( t = 1 \), and we must work with \( t \in [0,1) \) only. Let us begin by recalling a classic fact about nondegenerate diffusions.

**Lemma 4.2.** In the present setting, the law of \((X_t, Y_t)\) has a positive density with respect to the Lebesgue measure on \(\mathbb{R}^n \times \mathbb{R}^n\) for every \( t \in (0, 1) \).

**Proof.** Let \( Z_t \) be standard Brownian motion on \(\mathbb{R}^{2n}\) and define

\[
\Sigma := \begin{bmatrix} I_n & \rho I_n \\ \rho I_n & I_n \end{bmatrix}, \quad \begin{bmatrix} W_t \\ B_t \end{bmatrix} = \Sigma^{1/2}Z_t,
\]

where \( I_n \) denotes the \( n \times n \) identity matrix. Then \( W_t, B_t \) are \( \rho \)-correlated \( n \)-dimensional standard Brownian motions as defined in Lemma 3.4.

The assumptions \( \lambda + \mu > 1 \) and \( \lambda - \mu < 1 \) or, equivalently, \(-1 < \rho < 1\), imply that \( \Sigma \) is nonsingular. Let \( P_t \) be the law of \((X_s, Y_s)_{s \in [0,t]}\), and define \( Q_t \) by

\[
\frac{dQ_t}{dP_t} := \exp \left( -\int_0^t \langle \Sigma^{-1/2}b(1-s, X_s), Z_s \rangle ds - \frac{1}{2} \int_0^t \| \Sigma^{-1/2}b(1-s, X_s) \|^2 ds \right).
\]

Then Girsanov’s theorem [29, Theorem 3.5.1] states that the process \((X_s, Y_s)_{s \in [0,t]}\) has the same distribution under \( Q_t \) as does \((W_s, B_s)_{s \in [0,t]}\) under \( P_t \) (we showed in the proof of Lemma 3.4 that the function \( b \) has linear growth, so the assumption of Girsanov’s theorem is satisfied by [29, Corollary 3.5.16]). It follows that \((X_t, Y_t)\) has a positive density with respect to a nondegenerate Gaussian measure on \(\mathbb{R}^n \times \mathbb{R}^n\), and therefore with respect to Lebesgue measure, for every \( t \in (0, 1) \). \(\square\)

Combining this observation with Lemma 3.4, we obtain the following.

**Corollary 4.3.** In the present setting, if equality holds in the Ehrhard-Borell inequality, then \( C(t, x, y) = 0 \) for all \( t \in (0, 1) \) and \( x, y \in \mathbb{R}^n \), that is,

\[
\Phi^{-1}(Q_t b(\lambda x + \mu y)) = \lambda \Phi^{-1}(Q_t f(x)) + \mu \Phi^{-1}(Q_t g(y)).
\]

**Proof.** As \( f, g, h \) satisfy the assumption of the Ehrhard-Borell inequality, so do the functions \( f(z) := f(x + \sqrt{t}z), g(z) := g(y + \sqrt{t}z), h(z) := h(\lambda x + \mu y + \sqrt{t}z) \). Applying the Ehrhard-Borell inequality (Theorem 2.1) to the latter functions shows that \( C(1-t, x, y) \geq 0 \) for every \( t \in (0, 1) \). As we also assumed that equality holds in the Ehrhard-Borell inequality for the functions \( f, g, h \), it follows from Lemma 3.4 that \( C(1-t, X_t, Y_t) = 0 \) a.s. for every \( t \in (0, 1) \). In particular, Lemma 4.2 implies that \( C(1-t, \cdot, \cdot) \) is continuous, so we can eliminate the null set to obtain the conclusion. \(\square\)

We now show that any three regular functions that satisfy the identity in Corollary 4.3 must be linear. This explains the appearance of the equality case (H1).

**Lemma 4.4.** Let \( u, v, w : \mathbb{R}^n \to \mathbb{R} \) be smooth functions such that

\[
w(\lambda x + \mu y) = \lambda u(x) + \mu v(y)
\]

for all \( x, y \in \mathbb{R}^n \). Then

\[
w(x) = \langle a, x \rangle + \lambda b + \mu c, \quad u(x) = \langle a, x \rangle + b, \quad v(x) = \langle a, x \rangle + c
\]

for some \( a \in \mathbb{R}^n \) and \( b, c \in \mathbb{R} \).
Proof. Differentiating the assumption with respect to \( x_i \) or \( y_i \) yields
\[
\nabla w(\lambda x + \mu y) = \nabla u(x) = \nabla v(y)
\]
for all \( x, y \). It follows that \( \nabla w(x) = a \) must be a constant function, and thus \( \nabla u(x) = \nabla v(x) = a \) must equal the same constant. This readily implies that
\[
u(x) = \langle a, x \rangle + b, \quad v(x) = \langle a, x \rangle + c, \quad w(x) = \langle a, x \rangle + d,
\]
and plugging these forms into the assumption shows that \( d = \lambda b + \mu c \). \( \square \)

Now recall that the functions \( u_f, u_g, u_h \) are smooth for \( t > 0 \) by Lemma 3.3. Combining Corollary 4.3 and Lemma 4.4, we have therefore shown that in the present setting, equality in the Ehrhard-Borell inequality implies that for every \( t \in (0, 1) \), there exist \( a \in \mathbb{R}^n \) and \( b, c \in \mathbb{R} \) such that
\[
Q_tf(x) = \Phi(\langle a, x \rangle + \lambda b + \mu c), \quad Q_tg(x) = \Phi(\langle a, x \rangle + b), \quad Q_th(x) = \Phi(\langle a, x \rangle + c).
\]
To complete the proof of Proposition 4.1, it remains to invert the heat semigroup \( Q_t \) to deduce the characterization of \( f, g, h \). Fortunately, it is possible to do so as the heat semigroup \( f \mapsto Q_tf \) is injective. This idea is made precise by the following lemma; an analogous argument can be found in the proof of [13, Theorem 1].

Lemma 4.5. Let \( f : \mathbb{R}^n \to [0, 1] \) be a measurable function such that \( Q_tf(x) = \Phi(\langle a, x \rangle + b) \) for some \( t > 0, a \in \mathbb{R}^n \), and \( b \in \mathbb{R} \). Then \( \|a\| \leq t^{-1/2} \), and
\[
f(x) \overset{\text{def}}{=} \begin{cases} 1_{\langle a, x \rangle + b \geq 0} & \text{if } \|a\| = t^{-1/2}, \\ \Phi \left( \frac{\langle a, x \rangle + b}{\sqrt{1-\|a\|^2}} \right) & \text{if } \|a\| < t^{-1/2}. \end{cases}
\]

Proof. That \( \|a\| \leq t^{-1/2} \) follows as \( \Phi^{-1}(Q_tf) \) is \( t^{-1/2} \)-Lipschitz by Lemma 3.3. Now note that if \( f(x) \) has the form stated in the lemma, then indeed \( Q_tf(x) = \Phi(\langle a, x \rangle + b) \) (this follows from the identities that appear in section 2 in the proof of sufficiency in Theorem 2.2). It therefore suffices to show that the heat semigroup \( Q_t \) is injective modulo null sets, that is, that \( Q_tf = Q_tg \) if and only if \( f \overset{\text{def}}{=} g \).

To this end, note that \( Q_tf = f \ast \varphi_t \) with \( \varphi_t(x) := e^{-\|x\|^2/2t}/(2\pi t)^{n/2} \). As \( \varphi_t \) is a rapidly decreasing function whose Fourier transform is strictly positive, we have \( Q_tf = Q_tg \) if and only if \( f \overset{\text{def}}{=} g \) as tempered distributions [44, Theorem 7.19], which implies that \( f = g \) a.e. by the Fourier inversion theorem [44, Theorem 7.15]. \( \square \)

Corollary 4.3 and Lemmas 4.4 and 4.5 complete the proof of Proposition 4.1.

Remark 4.6. In the setting of this section, Lemma 4.5 is not really essential. Indeed, Corollary 4.3 and Lemma 4.4 show that for every \( t \in (0, 1) \),
\[
Q_th(x) = \Phi(\langle a_t, x \rangle + \lambda b_t + \mu c_t), \quad Q_tf(x) = \Phi(\langle a_t, x \rangle + b_t), \quad Q_tg(x) = \Phi(\langle a_t, x \rangle + c_t)
\]
for some \( a_t, b_t, c_t \). Thus the functions \( f, g, h \) could be recovered by a simple limiting argument letting \( t \downarrow 0 \). However, in the analysis of the degenerate case in the next section, we will encounter a situation where the characterization of \( Q_tf, Q_tg, Q_th \) may be guaranteed to hold only for some \( t > 0 \) rather than for every \( t > 0 \). In that setting, the limiting argument is no longer available. The advantage of Lemma 4.5 is that it allows us to capture both situations simultaneously.
5. The basic degenerate case

Now that we have addressed the (easy) nondegenerate equality cases, we are ready to tackle the degenerate situation. The aim of this section is to execute the program outlined at the end of section 3 for the degenerate case $\lambda + \mu = 1$ in the simplest one-dimensional setting. The latter will simplify the analysis, and we extend the result to any dimension in the next section by an induction argument. The key difficulty of the problem arises already in one dimension, and the present section forms the core of our analysis. Our aim is to prove the following result.

**Proposition 5.1.** Let $\lambda, \mu > 0$ satisfy $\lambda + \mu = 1$. Let $f, g, h : \mathbb{R} \to [0,1]$ be nontrivial measurable functions satisfying

$$\Phi^{-1}(h(\lambda x + \mu y)) \geq \lambda \Phi^{-1}(f(x)) + \mu \Phi^{-1}(g(y)).$$

If equality holds in the Ehrhard-Borell inequality

$$\Phi^{-1}\left(\int h \, d\gamma_1\right) = \lambda \Phi^{-1}\left(\int f \, d\gamma_1\right) + \mu \Phi^{-1}\left(\int g \, d\gamma_1\right),$$

then either

$$h(x)^{a,c} \leq \Phi(ax + \lambda b + \mu c), \quad f(x)^{a,c} = \Phi(ax + b), \quad g(x)^{a,c} = \Phi(ax + c)$$

for some $a, b, c \in \mathbb{R}$, or

$$h(x)^{a,c} = 1_{ax + \lambda b + \mu c \geq 0}, \quad f(x)^{a,c} = 1_{ax + b \geq 0}, \quad g(x)^{a,c} = 1_{ax + c \geq 0}$$

for some $a, b, c \in \mathbb{R}$, or

$$h(x)^{a,c} = f(x)^{a,c} = g(x)^{a,c} = \Phi(V(x))$$

for some concave function $V : \mathbb{R} \to \mathbb{R}$.

The remainder of this section is devoted to the proof of this result. The assumptions of Proposition 5.1 will be assumed to be in force throughout this section.

5.1. A geometric criterion for nondegenerate support. The assumption of this section that $\lambda + \mu = 1$ implies $\rho = 1$. Therefore, in the present setting, $W_t$ is a one-dimensional standard Brownian motion and $B_t = W_t$ in Lemma 3.4. In particular, the two-dimensional stochastic differential equation for $(X_t, Y_t)$ is driven only by the one-dimensional Brownian motion $W_t$, that is,

$$dX_t = b_1(1 - t, X_t, Y_t) \, dt + dW_t,$$
$$dY_t = b_2(1 - t, X_t, Y_t) \, dt + dW_t,$$

where we denote the first and second component of the function $b$ in Lemma 3.1 by $b_1, b_2$, respectively. To avoid time-inhomogeneity, however, it will be convenient to view $(t, X_t, Y_t)$ as the solution of a three-dimensional equation where $t$ has trivial dynamics. The latter equation is time-homogeneous and should be viewed as being driven by the drift vector field $A$ and diffusion vector field $B$ on $\mathbb{R}^3$ defined by

$$A(t, x, y) := \frac{\partial}{\partial t} + b_1(1 - t, x, y) \frac{\partial}{\partial x} + b_2(1 - t, x, y) \frac{\partial}{\partial y}, \quad B(t, x, y) := \frac{\partial}{\partial x} + \frac{\partial}{\partial y}.$$

By construction, these vector fields are smooth on $[0,1) \times \mathbb{R}^2$.

As was explained in section 3, at the heart of our proof lies the dichotomy between nondegenerate and degenerate support of $(X_t, Y_t)$. In order to exploit this dichotomy, we will need a mechanism that translates the geometry of the support
into an algebraic property of the function $b$, which will allow us to extract the equality cases. The aim of this subsection is to introduce the necessary machinery; the analysis of the equality cases will be done in the next subsection.

Before we give a precise formulation of the technique that we will use, let us provide a brief informal discussion. At every point $(t, x, y)$, our differential equation

$$d(t, X_t, Y_t) = A(t, X_t, Y_t) + B(t, X_t, Y_t)\, dW_t$$

can push in any direction in the linear span of $A(t, x, y)$ and $B(t, x, y)$ as the magnitude of $dW_t$ is random. Now suppose $(X_t, Y_t)$ is supported at every time in a (possibly different) lower-dimensional submanifold of $\mathbb{R}^2$. Then the triple $(t, X_t, Y_t)$ must always lie in a lower-dimensional submanifold $M \subset \mathbb{R}^3$. Consequently, the linear span of $A(t, x, y)$ and $B(t, x, y)$ must be contained in the tangent space $T_{(t,x,y)}M$ for all $(t, x, y) \in M$, and thus every vector field in the Lie algebra generated by $A, B$ must do so as well (the latter is evident from the fact that the restrictions of $A, B$ to $M$ may be viewed intrinsically as vector fields on $M$, so their Lie brackets must live on $M$ as well). In particular, this Lie algebra cannot be full-dimensional at any such point. If we invert this logic, we expect that if the Lie algebra generated by $A, B$ is full-dimensional at some point in the support of $(X_t, Y_t)$, then the support cannot be degenerate. This is precisely the mechanism that we will exploit.

**Remark 5.2.** It should be evident from this informal discussion that an argument of this kind cannot establish global nondegeneracy of the support as we did in Lemma 4.2; it can at best yield local nondegeneracy in a neighborhood of the point where the Lie algebra is full-dimensional. This will suffice for our purposes, however, as analyticity of the function $C$ (Lemma 3.3) implies that if equality $C = 0$ holds in any open set, this must imply equality everywhere. This is one of a number of technical details of our program that will be developed in the proof below.

We now proceed to make these informal ideas precise. For a probability measure $\mu$ on a separable metric space $\Omega$, the support $\text{supp} \, \mu$ is defined as

$$\text{supp} \, \mu := \bigcap \{ K \subseteq \Omega : K \text{ is closed, } \mu(K) = 1 \} = \{ x \in \Omega : \mu(V) > 0 \text{ for all open neighborhoods } V \ni x \}.$$ 

That is, $\text{supp} \, \mu$ is the smallest closed set of unit probability (that $\text{supp} \, \mu$ itself has unit probability follows as every open cover on $\Omega$ has a countable subcover [42, \S II.2]). In the sequel, we will denote by $\mu_t$ the distribution of $(X_t, Y_t)$ on $\mathbb{R}^2$.

**Proposition 5.3.** Let $\mathcal{L}$ be the Lie algebra generated by $A, B$, that is, the linear span of the vector fields $A, B, [A, B], [A, [A, B]], [B, [A, B]], \ldots$. Suppose that there exists a time $t \in (0, 1)$ and a point $(x, y) \in \text{supp} \, \mu_t$, for which

$$\dim \{ F(t, x, y) : F \in \mathcal{L} \} = 3.$$ 

Then $\text{supp} \, \mu_t$ contains a (non-empty) open subset of $\mathbb{R}^2$.

This result provides the key tool that will be used in the following subsection to characterize the equality cases. The rest of this subsection is devoted to its proof.

---

1One should view this as an ordinary differential equation that is forced by the vector field $A + B\, dW_t$: this idea will be made rigorous in Lemma 5.5 below. More generally, stochastic differential equations of this kind may be defined in Stratonovich form [26, Chapter V], but all subtleties of the general theory are avoided here as our vector field $B$ happens to be constant.
The proof of Proposition 5.3 is not really new, but rather combines two classical results: the Stroock-Varadhan support theorem [46] and the characterization of local accessibility in nonlinear control theory [40, §3.1]. Unfortunately, the result of [46] cannot be applied directly in the present setting as it requires the coefficients of the underlying stochastic differential equation to be bounded. While this could be addressed by an additional localization argument, the present setting proves to be particularly simple due to the fact that the diffusion vector field \( B \) is constant, so we find it easier and more illuminating to give a direct proof.

Before we proceed, let us first record a simple and well-known observation.

**Lemma 5.4.** Let \( \Omega, \Omega' \) be separable metric spaces, \( \mu \) a probability measure on \( \Omega \), and \( \iota : \Omega \to \Omega' \) a continuous function. Then \( \text{supp}(\mu \circ \iota^{-1}) = \text{cl}(\iota(\text{supp} \mu)) \).

**Proof.** Let \( \nu = \mu \circ \iota^{-1} \). If \( \omega \in \text{supp} \mu \), then for any open neighborhood \( V \) of \( \iota(\omega) \), we have \( \nu(V) = \mu(\iota^{-1}(V)) > 0 \) as \( \iota^{-1}(V) \) is an open neighborhood of \( \omega \). Thus \( \iota(\text{supp} \mu) \subseteq \text{supp} \nu \), and as \( \text{supp} \nu \) is closed we obtain \( \text{cl}(\iota(\text{supp} \mu)) \subseteq \text{supp} \nu \). But note that \( \nu(\text{cl}(\iota(\text{supp} \mu))) \geq \mu(\text{supp} \mu) = 1 \). As \( \text{supp} \nu \) is the smallest closed set with unit measure, we have also shown the converse inclusion \( \text{supp} \nu \subseteq \text{cl}(\iota(\text{supp} \mu)) \). □

We are now ready to state the first ingredient of the proof of Proposition 5.3. In the discussion at the beginning of this subsection, we stated that our stochastic differential equation "can push in any direction in the linear span of \( A \) and \( B \)." This intuitively obvious statement is made precise by the following result, which is a form of the Stroock-Varadhan support theorem. It states that the support of the law of \((X_{s}, Y_{s})_{s \in [0, t]}\), viewed as a random continuous path, is precisely the set of all solutions of ordinary differential equations that are driven at every time \( t \) by any vector field of the form \( A + \dot{h}(t)B \) (provided \( \dot{h} \) is measurable).

**Lemma 5.5.** Let \( t \in (0, 1) \), and denote by \( C_{0}([0, t]; \mathbb{R}^{n}) \) the set of continuous paths \( h : [0, t] \to \mathbb{R}^{n} \) with \( h(0) = 0 \), endowed with the topology of uniform convergence. For any \( h \in C_{0}([0, t]; \mathbb{R}) \), let \((x^{h}(s), y^{h}(s))\) be the solution of the differential equation
\[
\begin{align*}
x^{h}(s) &= \int_{0}^{s} b_{1}(1 - u, x^{h}(u), y^{h}(u))\, du + h(s), \\
y^{h}(s) &= \int_{0}^{s} b_{2}(1 - u, x^{h}(u), y^{h}(u))\, du + h(s).
\end{align*}
\]
Define the measure \( P_{t} \) on \( C_{0}([0, t]; \mathbb{R}^{2}) \) to be the law of \((X_{s}, Y_{s})_{s \in [0, t]}\). Then\[
\text{supp} P_{t} = \text{cl}((x^{h}(s), y^{h}(s))_{s \in [0, t]} : h \in C_{0}([0, t]; \mathbb{R})) .
\]

**Proof.** Define the measure \( W_{t} \) on \( C_{0}([0, t]; \mathbb{R}) \) to be the law of the Brownian motion \( W_{[0, t]} := (W_{s})_{s \in [0, t]} \). It is a classical fact that \( \text{supp} W_{t} = C_{0}([0, t]; \mathbb{R}) \). Indeed, choose any \( \omega \in \text{supp} W_{t} \), so that \( P[||W_{[0, t]} - \omega||_{\infty} < \varepsilon] > 0 \) for all \( \varepsilon > 0 \). Then by Girsanov’s theorem [29, Theorem 3.5.1], we also have \( P[||W_{[0, t]} - \omega - h||_{\infty} < \varepsilon] > 0 \) for all \( \varepsilon > 0 \) whenever \( h \in C_{0}([0, t]; \mathbb{R}) \) satisfies \( \int_{0}^{t} |\frac{dh}{ds}|^{2}\, ds < \infty \). Thus \( \omega + h \in \text{supp} W_{t} \) for any such \( h \). As such \( h \) are dense in \( C_{0}([0, t]; \mathbb{R}) \), the claim follows.

Now recall that the function \( b \) is locally Lipschitz and satisfies a linear growth condition, as was shown in the proof of Lemma 3.4. Therefore, by a standard existence and uniqueness argument, the ordinary differential equation for \((x^{h}(s), y^{h}(s))\) has a unique solution. Thus the map \( \iota : h \mapsto (x^{h}(s), y^{h}(s))_{s \in [0, t]} \) is well defined and \( P_{t} = W_{t} \circ \iota^{-1} \). By Lemma 5.4, it remains to show that the map \( \iota \) is continuous.
The latter is readily established as follows. Suppose first that \(b\) is globally Lipschitz with constant \(L\). Then for any \(g, h \in C_0([0, t]; \mathbb{R})\) and \(s \in [0, t]\), we have
\[
\delta_{g,h}(s) \leq 2L \int_0^s \delta_{g,h}(u) \, du + 2\|g - h\|_{\infty}
\]
where \(\delta_{g,h}(s) := |x^g(s) - x^h(s)| + |y^g(s) - y^h(s)|\). Thus \(\iota\) is Lipschitz, as by Grönwall’s lemma \(\|\iota(g) - \iota(h)\|_{\infty} \leq 2e^{2Lt}\|g - h\|_{\infty}\). Now suppose \(b\) is only locally Lipschitz and that \(\|h\|_{\infty} \leq K\). Then using the linear growth condition, we can estimate
\[
1 + |x^h(s)| + |y^h(s)| \lesssim \int_0^s \{1 + |x^h(u)| + |y^h(s)|\} \, du + 1 + K,
\]
so that \(\|x^h\|_{\infty} + \|y^h\|_{\infty} \lesssim 1 + K\) by Grönwall. In particular, \((x^h, y^h)\) never leaves a ball of radius \(C(1 + K)\) for a universal constant \(C\). We can therefore modify \(b\) outside this ball to make it globally Lipschitz without changing the solution, where the Lipschitz constant depends on \(K\) only. Combining this observation with the Lipschitz bound above shows that \(\iota\) is locally Lipschitz, and hence continuous. \(\Box\)

The ordinary differential equation of Lemma 5.5 may be viewed as a control system: a controller may choose the input \(h\) of the equation to guide the dynamics to a desired location. The set of all locations that can be reached by time \(t\)
\[
\mathcal{R}(t) := \{(x^h(t), y^h(t)) : h \in C_0([0, t], \mathbb{R})\} \subseteq \mathbb{R}^2
\]
is called the reachable set of the control system. Lemmas 5.4 and 5.5 imply that
\[
\text{supp} \mu_t = \text{cl} \mathcal{R}(t).
\]

Therefore, in order to prove Proposition 5.3, it suffices to show that \(\mathcal{R}(t)\) contains an open set. This will be accomplished using the following classical result from nonlinear control theory [40, Theorem 3.21 and Theorem 3.9].

**Lemma 5.6.** Let \(\mathcal{L}\) be the Lie algebra generated by \(A, B\), that is, the linear span of the vector fields \(A, B, [A, B], [A, [A, B]], [B, [A, B]], \ldots\). Suppose that there exists a time \(t \in [0, 1]\) and a point \((x, y)\) \(\in \mathcal{R}(t)\) for which
\[
\dim(\{F(t, x, y) : F \in \mathcal{L}\}) = 3.
\]
Then \(\mathcal{R}(t + \varepsilon)\) contains a (non-empty) open set for every \(\varepsilon > 0\).

**Proof.** The proof is identical to that of [40, Theorem 3.21] (the result is formulated there for time-homogeneous vector fields, but the proof applies verbatim in the present setting). We omit the details, which essentially amount to a careful implementation of the ideas described at the beginning of this subsection. \(\Box\)

Combining the above results, we readily complete the proof of Proposition 5.3.

**Proof of Proposition 5.3.** Fix \(t \in (0, 1)\) and \((x, y) \in \text{supp} \mu_t\) such that \(\mathcal{L}\) has full dimension at \((t, x, y)\). As the vector fields \(A, B\) are smooth, it follows that \(\mathcal{L}\) has full dimension in an open neighborhood of \((t, x, y)\). In particular, as \(\text{supp} \mu_t = \text{cl} \mathcal{R}(t)\) by Lemma 5.5, we can find \(t' < t\) and \((x', y') \in \mathcal{R}(t')\) such that \(\mathcal{L}\) has full dimension at \((t', x', y')\). Thus \(\mathcal{R}(t) \subseteq \text{supp} \mu_t\) contains a non-empty open set by Lemma 5.6. \(\Box\)

**Remark 5.7.** The connection between the support of diffusion processes and methods of nonlinear control theory has long been known, cf. [31]. What is not so obvious is that this mechanism enables characterization of the equality cases in geometric inequalities, which will be shown presently. Let us also note that the Lie-algebraic
condition of Proposition 5.3 is strongly reminiscent of the Hörmander condition for hypoellipticity, and indeed the same conclusion could be deduced by applying a variant of this machinery (see, for example, [24] and the references therein). However, hypoellipticity is a much stronger condition than is needed for our purposes, and the present direct approach could prove to be more flexible in other situations.

5.2. Analysis of the equality cases. With Proposition 5.3 in hand, we are finally ready to proceed to the main argument. We begin by computing an explicit form of the assumption of Proposition 5.3 for our particular choice of vector fields $A, B$.

Lemma 5.8. Suppose there exists $t \in (0, 1)$ and $(x, y) \in \text{supp } \mu_t$ such that 

$$\frac{\partial b_1(1-t, x, y)}{\partial x} + \frac{\partial b_1(1-t, x, y)}{\partial y} \neq \frac{\partial b_2(1-t, x, y)}{\partial x} + \frac{\partial b_2(1-t, x, y)}{\partial y}.$$ 

Then the condition of Proposition 5.3 holds.

Proof. An easy computation shows that 

$$[B, A](t, x, y) = \left(\frac{\partial b_1(1-t, x, y)}{\partial x} + \frac{\partial b_1(1-t, x, y)}{\partial y}\right) \frac{\partial}{\partial x} + \left(\frac{\partial b_2(1-t, x, y)}{\partial x} + \frac{\partial b_2(1-t, x, y)}{\partial y}\right) \frac{\partial}{\partial y}.$$ 

We trivially have $A(t, x, y) \notin \text{span}\{B(t, x, y), [B, A](t, x, y)\}$ as $A$ is the only vector field with a component in the time direction. The assumption of the lemma further implies that $B(t, x, y)$ and $[B, A](t, x, y)$ are linearly independent. Hence the linear span of $A(t, x, y), B(t, x, y), [B, A](t, x, y)$ is full-dimensional. \hfill \square

Roughly speaking, the proof of Proposition 5.1 will proceed along the following lines. Suppose first that the assumption of Lemma 5.8 is satisfied. Then Proposition 5.3 yields nondegeneracy of the support, and we may argue essentially as we did in Corollary 4.3 to obtain the equality cases (see Lemma 5.10 below).

On the other hand, suppose the assumption of Lemma 5.8 is violated. Then, by assumption, we obtain for every $t \in (0, 1)$ and $(x, y) \in \text{supp } \mu_t$ an identity between the derivatives of $b_1$ and $b_2$. One may hope that if one substitutes into this identity the explicit expressions for $b_1, b_2$ given in Lemma 3.1, then the desired equality cases will follow from the resulting equation. Unfortunately, this single equation does not suffice to obtain the equality cases. However, we have not exploited so far a very useful fact: as $C(t, x, y) \geq 0$ everywhere and $C(t, x, y) = 0$ for $(x, y) \in \text{supp } \mu_t$, the latter points are all minimizers of the function $C$. Therefore, the first- and second-order conditions of optimality provide us with additional differential identities that must be satisfied on $\text{supp } \mu_t$, which are recorded in the following lemma.

Lemma 5.9. Suppose that equality holds in the Ehrhard-Borell inequality. Then 

$$\frac{\partial C(1-t, x, y)}{\partial x} = \frac{\partial C(1-t, x, y)}{\partial y} = 0,$$

$$\frac{\partial^2 C(1-t, x, y)}{\partial x^2} = \frac{\partial^2 C(1-t, x, y)}{\partial y^2} = -\frac{\partial^2 C(1-t, x, y)}{\partial x \partial y}$$

for every $t \in (0, 1)$ and $(x, y) \in \text{supp } \mu_t$.

Proof. Arguing exactly as in the proof of Corollary 4.3, we find that $C(1-t, x, y) \geq 0$ for all $(t, x, y) \in [0, 1) \times \mathbb{R}^2$, while $C(1-t, x, y) = 0$ whenever $t \in (0, 1)$ and
\( (x, y) \in \text{supp } \mu_t \). In particular, every point of the latter type is a minimizer of the smooth function \( C \). Consequently, the first-order conditions for optimality yield

\[
\frac{\partial C(1-t,x,y)}{\partial t} = \frac{\partial C(1-t,x,y)}{\partial x} = \frac{\partial C(1-t,x,y)}{\partial y} = 0,
\]

which implies by Lemma 3.1 that

\[
\Delta_\rho C(1-t,x,y) = \frac{\partial^2 C(1-t,x,y)}{\partial x^2} + 2\frac{\partial^2 C(1-t,x,y)}{\partial x \partial y} + \frac{\partial^2 C(1-t,x,y)}{\partial y^2} = 0.
\]

On the other hand, by the second-order condition for optimality, the Hessian of \( C(1-t,\cdot,\cdot) \) is positive semidefinite, and thus its determinant is nonnegative

\[
\frac{\partial^2 C(1-t,x,y)}{\partial x^2} \frac{\partial^2 C(1-t,x,y)}{\partial y^2} - \left( \frac{\partial^2 C(1-t,x,y)}{\partial x \partial y} \right)^2 \geq 0.
\]

Combining the last two identities yields

\[
-\frac{1}{4} \left( \frac{\partial^2 C(1-t,x,y)}{\partial x^2} - \frac{\partial^2 C(1-t,x,y)}{\partial y^2} \right)^2 \geq 0,
\]

which implies

\[
\frac{\partial^2 C(1-t,x,y)}{\partial x^2} = \frac{\partial^2 C(1-t,x,y)}{\partial y^2}.
\]

The remaining conclusion follows by using again \( \Delta_\rho C = 0 \).

When taken together, the differential identities thus obtained will turn out to suffice to deduce (by means of careful explicit computations) all the equality cases. Let us summarize this program by stating the key dichotomy:

- **Nondegenerate case:** there exists \( t \in (0,1) \) and \( (x, y) \in \text{supp } \mu_t \) such that

\[
\frac{\partial b_1(1-t,x,y)}{\partial x} + \frac{\partial b_1(1-t,x,y)}{\partial y} \neq \frac{\partial b_2(1-t,x,y)}{\partial x} + \frac{\partial b_2(1-t,x,y)}{\partial y}.
\]

In this case, Proposition 5.3 will allow us to argue precisely as in section 4 that equality in the Ehrhard-Borell inequality implies (H1) or (H2).

- **Degenerate case:** for all \( t \in (0,1) \) and \( (x, y) \in \text{supp } \mu_t \)

\[
\frac{\partial b_1(1-t,x,y)}{\partial x} + \frac{\partial b_1(1-t,x,y)}{\partial y} = \frac{\partial b_2(1-t,x,y)}{\partial x} + \frac{\partial b_2(1-t,x,y)}{\partial y},
\]

\[
\frac{\partial C(1-t,x,y)}{\partial x} = \frac{\partial C(1-t,x,y)}{\partial y} = 0,
\]

\[
\frac{\partial^2 C(1-t,x,y)}{\partial x^2} = \frac{\partial^2 C(1-t,x,y)}{\partial y^2} = \frac{\partial^2 C(1-t,x,y)}{\partial x \partial y} = 0.
\]

These identities place strong constraints on the possible behavior of the functions \( u_f, u_g, u_h \). The bulk of the analysis lies in this case: we will show that these identities imply that one of the equality cases in Proposition 5.1 must hold.
5.2.1. The nondegenerate case. This case is captured by the following lemma.

**Lemma 5.10.** Suppose that the nondegenerate case (N) is in force. If equality holds in the Ehrhard-Borell inequality, then either

\[ h(x) \equiv \Phi(ax + \lambda b + \mu c), \quad f(x) \equiv \Phi(ax + b), \quad g(x) \equiv \Phi(ax + c), \]

or

\[ h(x) \equiv 1_{ax+\lambda b+\mu c \geq 0}, \quad f(x) \equiv 1_{ax+b \geq 0}, \quad g(x) \equiv 1_{ax+c \geq 0}, \]

for some \( a, b, c \in \mathbb{R} \).

*Proof.* Arguing exactly as in the proof of Corollary 4.3, we have \( C(1-t,x,y) = 0 \) for all \( t \in (0,1) \) and \((x,y) \in \text{supp} \mu_t \). By Proposition 5.3 and Lemma 5.8, the nondegeneracy assumption (N) implies that \( \text{supp} \mu_t \) contains a non-empty open set for some \( t \in (0,1) \). For this \( t \), the function \( C(1-t,\cdot,\cdot) \) vanishes on a non-empty open set in \( \mathbb{R}^2 \), and as this function is analytic by Lemma 3.3 it must vanish everywhere on \( \mathbb{R}^2 \). The proof is concluded by applying Lemmas 4.4 and 4.5. \( \square \)

5.2.2. The degenerate case. This case is more involved. Let us begin by computing an explicit form of the identities (D) using the definitions of the functions \( b_1, b_2, C \). Remarkably, this computation results in a further dichotomy.

**Lemma 5.11.** Suppose that the degenerate case (D) is in force. If equality holds in the Ehrhard-Borell inequality, then for every \( t \in (0,1) \) and \((x,y) \in \text{supp} \mu_t \), either

\( u_f(1-t,x) = u_g(1-t,y) \) \hspace{1cm} (D1)

or

\( u''_h(1-t,\lambda x + \mu y) = u''_f(1-t,x) = u''_g(1-t,y) = 0 \), \hspace{1cm} (D2)

where \( u''_h(t,x) := \frac{\partial^2}{\partial x^2} u_h(t,x) \) and analogously for \( u_f, u_g \).

*Proof.* Substituting the definitions of \( b(t,x,y) \) and \( C(t,x,y) \) (cf. section 3) into the identities contained in (D) yields, respectively, that (here \( u''_h(t,x) := \frac{\partial^2}{\partial x^2} u_h(t,x) \))

\[ u''_f(1-t,x)(u'_h(1-t,\lambda x + \mu y) + u'_f(1-t,x)) \]

\[ + u_f(1-t,x)(u''_h(1-t,\lambda x + \mu y) + u''_f(1-t,x)) = \]

\[ u''_g(1-t,y)(u'_h(1-t,\lambda x + \mu y) + u'_g(1-t,y)) \]

\[ + u_g(1-t,y)(u''_h(1-t,\lambda x + \mu y) + u''_g(1-t,y)) \]

and

\[ u'_h(1-t,\lambda x + \mu y) = u'_f(1-t,x) = u'_g(1-t,y), \]

\[ u''_h(1-t,\lambda x + \mu y) = u''_f(1-t,x) = u''_g(1-t,y) \]

for every \( t \in (0,1) \) and \((x,y) \in \text{supp} \mu_t \). Combining these equations gives

\[ (u_f(1-t,x) - u_g(1-t,y))u''_h(1-t,\lambda x + \mu y) = 0 \]

for every \( t \in (0,1) \) and \((x,y) \in \text{supp} \mu_t \). The conclusion follows. \( \square \)

We will consider two separate situations:

- **Case 1:** (D1) holds for all \( t \in (0,1) \) and \((x,y) \in \text{supp} \mu_t \). In this case, we will show that the third equality case of Proposition 5.1 must hold.

- **Case 2:** There exists \( t \in (0,1) \) and \((x,y) \in \text{supp} \mu_t \) such that (D1) does not hold. In this case, we will obtain the same equality cases as in Lemma 5.10.
Let us begin by analyzing the first case.

**Lemma 5.12.** Suppose that (D1) holds for all $t \in (0, 1)$ and $(x, y) \in \text{supp} \mu_t$. If equality holds in the Ehrhard-Borell inequality, then we have

$$h(x) \overset{a.e.}{=} f(x) \overset{a.e.}{=} g(x) \overset{a.e.}{=} \Phi(V(x))$$

for some concave function $V : \mathbb{R} \to \mathbb{R}$.

**Proof.** The assumption states that

$$u_f(1-t, x) = u_g(1-t, y), \quad u_h'(1-t, \lambda x + \mu y) = u_f'(1-t, x) = u_g'(1-t, y)$$

for every $t \in (0, 1)$ and $(x, y) \in \text{supp} \mu_t$, where the second identity was shown in the proof of Lemma 5.11. In particular, this implies that

$$u_f(1-t, X_t) = u_g(1-t, Y_t), \quad u_h'(1-t, \lambda X_t + \mu Y_t) = u_f'(1-t, X_t) = u_g'(1-t, Y_t) \text{ a.s.}$$

for every $t \in (0, 1)$. Therefore, the definition of $b$ in Lemma 3.1 yields

$$b_1(1-t, X_t, Y_t) = b_2(1-t, X_t, Y_t) \text{ a.s.}$$

Thus the equation for $X_t, Y_t$ at the beginning of section 5.1 and $X_0 = Y_0 = 0$ yield

$$X_t = Y_t \text{ a.s. for every } t \in [0, 1),$$

so that $\text{supp} \mu_t \subseteq \{(x, x) : x \in \mathbb{R}\}$. Using Lemma 5.4, we can now conclude that $\text{supp} \mu_t = \{(x, x) : x \in \text{supp} \mu_t^X\}$ where $\mu_t^X$ denotes the law of $X_t$.

In fact, we claim that $\text{supp} \mu_t^X = \mathbb{R}$, so that $\mu_t^X = \{(x, x) : x \in \mathbb{R}\}$.

To see why, note that by the same reasoning as above, we have $b_1(1-t, X_t, Y_t) = -u_f(1-t, X_t)u_f'(1-t, X_t) \text{ a.s.}$, so that $X_t$ satisfies the equation

$$dX_t = -u_f(1-t, X_t)u_f'(1-t, X_t) \, dt + dW_t.$$ 

The claim follows by the identical argument as in the proof of Lemma 4.2.

With the characterization of $\text{supp} \mu_t$ in hand, it follows immediately using the definitions of $u_f, u_g$ that (D1) implies $Q_{1-t}f = Q_{1-t}g$ for all $t \in (0, 1)$. Now recall from the proof of Corollary 4.3 that $C \geq 0$ everywhere, which implies in the present case that $C(1-t, x, x) = \Phi^{-1}(Q_{1-t}h(x)) - \Phi^{-1}(Q_{1-t}f(x)) \geq 0$. On the other hand, using equality in the Ehrhard-Borell inequality we obtain

$$\Phi^{-1} \left( \int Q_{1-t}h(\sqrt{t}x) \gamma_1(dx) \right) = \Phi^{-1} \left( \int h \, d\gamma_1 \right)$$

$$= \lambda \Phi^{-1} \left( \int f \, d\gamma_1 \right) + \mu \Phi^{-1} \left( \int g \, d\gamma_1 \right)$$

$$= \Phi^{-1} \left( \int Q_{1-t}f(\sqrt{t}x) \gamma_1(dx) \right),$$

where we used $Q_{1-t}f = Q_{1-t}g$ in the last line. Thus we have shown

$$Q_{1-t}h \geq Q_{1-t}f, \quad \int Q_{1-t}h(\sqrt{t}x) \gamma_1(dx) = \int Q_{1-t}f(\sqrt{t}x) \gamma_1(dx).$$

It follows that $Q_{1-t}h \overset{a.e.}{=} Q_{1-t}f$, and as these functions are smooth we have shown

$$Q_{1-t}h = Q_{1-t}f = Q_{1-t}g \text{ for all } t \in (0, 1).$$

Thus

$$h(x) \overset{a.e.}{=} f(x) \overset{a.e.}{=} g(x)$$
follows by injectivity of the heat semigroup as in the proof of Lemma 4.5.

It remains to argue that \( f(x) \overset{a.e.}{=} \Phi(V(x)) \) for some concave function \( V : \mathbb{R} \to \mathbb{R} \).

To this end, we use again \( C \geq 0 \) and \( Q_{1-t}h = Q_{1-t}f = Q_{1-t}g \) to conclude that
\[
\Phi^{-1}(Q_{1-t}f(\lambda x + \mu y)) \geq \lambda \Phi^{-1}(Q_{1-t}f(x)) + \mu \Phi^{-1}(Q_{1-t}f(y))
\]
for all \( t \in (0, 1) \) and \( x, y \in \mathbb{R} \). As \( Q_{1-t}f \) is smooth and \( \lambda + \mu = 1 \), this implies that the function \( \Phi^{-1}(Q_{1-t}f) \) is concave for every \( t \in (0, 1) \). We claim that
\[
V(x) := \liminf_{t \to 1} \Phi^{-1}(Q_{1-t}f(x))
\]
satisfies the requisite properties. Indeed, using that \( Q_{1-t}f(x) \to f(x) \) a.e. as \( t \to 1 \) [20, Theorem 8.15], we clearly have \( f(x) \overset{a.e.}{=} \Phi(V(x)) \). On the other hand,
\[
V(\alpha x + (1 - \alpha)y) = \liminf_{t \to 1} \Phi^{-1}(Q_{1-t}f(\alpha x + (1 - \alpha)y))
\]
\[
\geq \liminf_{t \to 1} \{\alpha \Phi^{-1}(Q_{1-t}f(x)) + (1 - \alpha) \Phi^{-1}(Q_{1-t}f(y))\}
\]
\[
\geq \alpha V(x) + (1 - \alpha)V(y)
\]
for every \( \alpha \in [0, 1] \) and \( x, y \in \mathbb{R} \), where we used that \( \Phi^{-1}(Q_{1-t}f) \) is concave for \( t \in (0, 1) \). Thus \( V \) is concave, and we have completed the proof.

We finally tackle the last remaining case. Before we turn to the proof, we record an elementary property of real analytic functions on \( \mathbb{R} \) that will be used below.

**Lemma 5.13.** Let \( u : \mathbb{R} \to \mathbb{R} \) be real analytic, and let \( (x_k)_{k \geq 0} \subset \mathbb{R} \) satisfy \( x_k \to x \) and \( x_k \neq x \) for all \( k \). If \( u(x_k) = 0 \) for all \( k \), then \( u(z) = 0 \) for all \( z \in \mathbb{R} \).

**Proof.** Write \( u(z) = \sum_{n \geq 0} a_n(z - x)^n \) as an absolutely convergent power series. Clearly \( a_0 = 0 \). Now suppose we have shown \( a_0, \ldots, a_{n-1} = 0 \). Then
\[
0 = \frac{u(x_k)}{(x_k - x)^n} = \sum_{m \geq n} a_m(x_k - x)^{m-n} \to a_n \quad \text{as} \; k \to \infty.
\]
Thus the conclusion follows by induction. \( \square \)

We are now ready to complete the proof of Proposition 5.1.

**Lemma 5.14.** Suppose there exist \( t \in (0, 1) \) and \( (x, y) \in \text{supp} \mu_t \) such that (D1) does not hold. If equality holds in the Ehrhard-Borell inequality, then either
\[
h(x) \overset{a.e.}{=} \Phi(ax + \lambda b + \mu c), \quad f(x) \overset{a.e.}{=} \Phi(ax + b), \quad g(x) \overset{a.e.}{=} \Phi(ax + c),
\]
for all \( x \in \mathbb{R} \), or
\[
h(x) \overset{a.e.}{=} 1_{ax + \lambda b + \mu c \geq 0}, \quad f(x) \overset{a.e.}{=} 1_{ax + b \geq 0}, \quad g(x) \overset{a.e.}{=} 1_{ax + c \geq 0},
\]
for all \( x \in \mathbb{R} \), for some \( a, b, c \in \mathbb{R} \).

**Proof.** Fix throughout the proof \( t \in (0, 1) \) and \( (x, y) \in \text{supp} \mu_t \) at which (D1) fails.

We begin by showing that there exists a sequence of points \( (x_k, y_k) \in \text{supp} \mu_t \) such that \( x_k \to x, y_k \to y \), and \( x_k \neq x, y_k \neq y, \lambda x_k + \mu y_k \neq \lambda x + \mu y \) for all \( k \). Indeed, suppose this is false. Then there exists a neighborhood \( V \) of \( (x, y) \) such that every point \( (x', y') \in V \) satisfies either \( x' = x \), or \( y' = y \), or \( \lambda x' + \mu y' = \lambda x + \mu y \). In particular, as \( \mu_t(V) > 0 \) by definition, this would imply
\[
P[X_t = x \text{ or } Y_t = y \text{ or } \lambda X_t + \mu Y_t = \lambda x + \mu y | (X_t, Y_t) \in V] \overset{2}{=} 1.
\]
However, the marginal laws of the random variables $X_t$, $Y_t$, and $\lambda X_t + \mu Y_t$ are all absolutely continuous with respect to Lebesgue measure, as each can be written by their definition in Lemma 3.4 as a standard one-dimensional Brownian motion plus drift [36, Theorem 7.2]. It follows that $P[X_t = x$ or $Y_t = \lambda X_t + \mu Y_t = \lambda x + \mu y] = 0$, and we have therefore obtained the desired contradiction.

Now fix a sequence $(x_k, y_k) \in \supp \mu_t$ with the above property. If (D1) were to hold infinitely often on this sequence, then by continuity (D1) must hold at $(x, y)$ which contradicts the assumption. Thus Lemma 5.11 ensures that (D2) holds eventually on this sequence. But this implies in particular, using Lemma 5.13, that
\[ u''_i(1 - t, z) = u''_j(1 - t, z) = u''_g(1 - t, z) = 0 \]
for all $z \in \mathbb{R}$, where we used that $u_i, u_j, u_g$ are analytic (Lemma 3.3). Therefore
\[ Q_t h(z) = \Phi(a_1 z + b_1), \quad Q_t f(z) = \Phi(a_2 z + b_2), \quad Q_t g(z) = \Phi(a_3 z + b_3) \]
for some $a_1, a_2, a_3, b_1, b_2, b_3 \in \mathbb{R}$. But we have shown in the proof of Lemma 5.11 that $u''_i(1 - t, \lambda x + \mu y) = u''_j(1 - t, x) = u''_g(1 - t, y)$ for $(x, y) \in \supp \mu_t$, so that we must have $a_1 = a_2 = a_3$. Applying Lemma 4.5, we find that either
\[ h(x) \overset{a.e.}{=} \Phi(ax + d), \quad f(x) \overset{a.e.}{=} \Phi(ax + b), \quad g(x) \overset{a.e.}{=} \Phi(ax + c), \]
for all $x \in \mathbb{R}$, or
\[ h(x) \overset{a.e.}{=} 1_{ax + d \geq 0}, \quad f(x) \overset{a.e.}{=} 1_{ax + b \geq 0}, \quad g(x) \overset{a.e.}{=} 1_{ax + c \geq 0}, \]
for all $x \in \mathbb{R}$, for some $a, b, c, d \in \mathbb{R}$. It is now readily verified by explicit computation as in the proof of sufficiency in Theorem 2.2 (see section 2) that equality in the Ehrhard-Borell inequality can only hold if $d = \lambda b + \mu c$, completing the proof. \qed

Remark 5.15. The key idea behind the proof of Proposition 5.1 was the dichotomy between (N) and (D): we showed that the only possible equality cases in the nondegenerate case (N) are (H1) and (H2), while all three equality cases can appear in the degenerate case (D). It is interesting to note, however, that if (H1) or (H2) hold, the support of $(X_t, Y_t)$ must necessarily be degenerate under the assumption $\lambda + \mu = 1$ of this section: by computing the explicit form of $b(t, x, y)$ and substituting into the differential equation of Lemma 3.4, it is readily verified that $X_t - Y_t$ is nonrandom and thus the support of $(X_t, Y_t)$ is contained in a (time-dependent) hyperplane. Thus it turns out a posteriori that the nondegenerate situation (N) can never occur when $\lambda + \mu = 1$ and there is equality in the Ehrhard-Borell inequality.

6. INDUCTION ON THE DIMENSION

In the previous section, we settled the equality cases of the Ehrhard-Borell inequality on the real line $\mathbb{R}$ in the degenerate case $\lambda + \mu = 1$. The restriction to the one-dimensional case considerably simplified the computations needed in the proof. The aim of the present section is to extend the main result of the previous section to any dimension $n$. That is, we will prove the following:

Proposition 6.1. Let $\lambda, \mu > 0$ satisfy $\lambda + \mu = 1$. Let $f, g, h : \mathbb{R}^n \to [0, 1]$ be nontrivial measurable functions satisfying
\[ \Phi^{-1}(h(\lambda x + \mu y)) \overset{a.e.}{\geq} \lambda \Phi^{-1}(f(x)) + \mu \Phi^{-1}(g(y)). \]
If equality holds in the Ehrhard-Borell inequality
\[ \Phi^{-1}\left( \int h\,d\gamma_n \right) = \lambda \Phi^{-1}\left( \int f\,d\gamma_n \right) + \mu \Phi^{-1}\left( \int g\,d\gamma_n \right), \]
then either
\[ h(x) \overset{a.c.}{=} \Phi\left( \langle a, x \rangle + \lambda b + \mu c \right), \quad f(x) \overset{a.c.}{=} \Phi\left( \langle a, x \rangle + b \right), \quad g(x) \overset{a.c.}{=} \Phi\left( \langle a, x \rangle + c \right) \]
for some \( a \in \mathbb{R}^n \) and \( b, c \in \mathbb{R} \), or
\[ h(x) \overset{a.c.}{=} 1_{\langle a, x \rangle + \lambda b + \mu c \geq 0}, \quad f(x) \overset{a.c.}{=} 1_{\langle a, x \rangle + b \geq 0}, \quad g(x) \overset{a.c.}{=} 1_{\langle a, x \rangle + c \geq 0} \]
for some \( a \in \mathbb{R}^n \) and \( b, c \in \mathbb{R} \), or
\[ h(x) \overset{a.c.}{=} f(x) \overset{a.c.}{=} g(x) \overset{a.c.}{=} \Phi(V(x)) \]
for some concave function \( V : \mathbb{R}^n \to \mathbb{R} \).

We will not give an independent proof of the \( n \)-dimensional case, but rather show that we can reduce this case to the one-dimensional case by induction on the dimension. In the induction step, it will be convenient to assume that the functions \( f, g, h \) are smooth and take values in \((0,1)\). We therefore first prove the result under this regularity assumption in the following subsection, and then conclude the proof of Proposition 6.2 at the end of this section by a regularization argument.

6.1. The regular case. Our aim is to prove the following result.

**Proposition 6.2.** Let \( \lambda, \mu > 0 \) satisfy \( \lambda + \mu = 1 \). Let \( f, g, h : \mathbb{R}^n \to (0,1) \) be smooth functions, and assume that for every \( x, y \)
\[ \Phi^{-1}(h(\lambda x + \mu y)) \geq \lambda \Phi^{-1}(f(x)) + \mu \Phi^{-1}(g(y)). \]
If equality holds in the Ehrhard-Borell inequality
\[ \Phi^{-1}\left( \int h\,d\gamma_n \right) = \lambda \Phi^{-1}\left( \int f\,d\gamma_n \right) + \mu \Phi^{-1}\left( \int g\,d\gamma_n \right), \]
then either
\[ h(x) = \Phi\left( \langle a, x \rangle + \lambda b + \mu c \right), \quad f(x) = \Phi\left( \langle a, x \rangle + b \right), \quad g(x) = \Phi\left( \langle a, x \rangle + c \right) \]
for all \( x \in \mathbb{R}^n \) holds for some \( a \in \mathbb{R}^n \) and \( b, c \in \mathbb{R} \), or
\[ h(x) = f(x) = g(x) = \Phi(V(x)) \]
for all \( x \in \mathbb{R}^n \) holds for some concave function \( V : \mathbb{R}^n \to \mathbb{R} \).

The one-dimensional case \( n = 1 \) of Proposition 6.2 follows immediately from Proposition 5.1, using smoothness of \( f, g, h \) to eliminate the null sets and the non-smooth equality case. We will presently prove the induction step: we assume in the rest of this subsection that the statement of Proposition 6.2 has been proved in dimension \( n - 1 \), and will show that it must also hold in dimension \( n \).

To this end, fix smooth functions \( f, g, h : \mathbb{R}^n \to (0,1) \) satisfying the condition of Proposition 6.2. Define for every \( z \in \mathbb{R} \) the functions \( f_z, g_z, h_z : \mathbb{R}^{n-1} \to (0,1) \) as
\[ h_z(x) := h(z, x), \quad f_z(x) := f(z, x), \quad g_z(x) := g(z, x), \]
and define the functions \( \hat{f}, \hat{g}, \hat{h} : \mathbb{R} \to (0,1) \) as
\[ \hat{h}(z) := \int h_z\,d\gamma_{n-1}, \quad \hat{f}(z) := \int f_z\,d\gamma_{n-1}, \quad \hat{g}(z) := \int g_z\,d\gamma_{n-1}. \]
Note that all the functions just defined are also smooth with values in \((0,1)\).
Lemma 6.3. If equality holds in the Ehrhard-Borell inequality for \( f, g, h \), either
\[
\hat{h}(z) = \Phi(az + \lambda b + \mu c), \quad \hat{f}(z) = \Phi(az + b), \quad \hat{g}(z) = \Phi(az + c)
\]  
for some \( a, b, c \in \mathbb{R} \), or
\[
\hat{h}(z) = \hat{f}(z) = \hat{g}(z) = \Phi(\hat{V}(z))
\]  
for some concave function \( \hat{V} : \mathbb{R} \to \mathbb{R} \).

Proof. The assumption on \( f, g, h \) implies that
\[
\Phi^{-1}(h(\lambda z_1 + \mu z_2 (\lambda x + \mu y))) \geq \lambda \Phi^{-1}(f(z_1)) + \mu \Phi^{-1}(g(z_2)),
\]
Thus applying the Ehrhard-Borell inequality (Theorem 2.1) yields
\[
\Phi^{-1}(\hat{h}(\lambda z_1 + \mu z_2)) \geq \lambda \Phi^{-1}(\hat{f}(z_1)) + \mu \Phi^{-1}(\hat{g}(z_2)),
\]
that is, \( \hat{f}, \hat{g}, \hat{h} \) satisfy the assumption of the one-dimensional Ehrhard-Borell inequality. On the other hand, as \( \int f d\gamma_1 = \int \hat{f} d\gamma_1 \) and analogously for \( g, h \), the assumption of equality in the Ehrhard-Borell inequality implies that
\[
\Phi^{-1}(\int \hat{h} d\gamma_1) = \lambda \Phi^{-1}(\int \hat{f} d\gamma_1) + \mu \Phi^{-1}(\int \hat{g} d\gamma_1).
\]
The conclusion follows by applying Proposition 5.1. \( \square \)

To proceed, we first address the first case of Lemma 6.3.

Lemma 6.4. If equality holds in the Ehrhard-Borell inequality and (II) holds, then
\[
h(x) = \Phi((a, x) + \lambda b + \mu c), \quad f(x) = \Phi((a, x) + b), \quad g(x) = \Phi((a, x) + c)
\]
for some \( a \in \mathbb{R}^n \) and \( b, c \in \mathbb{R} \).

Proof. By the definition of \( \hat{f}(z) \), the assumption (II) implies that
\[
\Phi^{-1}(\int f_z d\gamma_{n-1}) = \Phi^{-1}(\hat{f}(z)) = az + b,
\]
and analogously for \( \hat{g}, \hat{h} \). Thus (II) implies
\[
\Phi^{-1}(\int h_{\lambda z_1 + \mu z_2} d\gamma_{n-1}) = \lambda \Phi^{-1}(\int f_{z_1} d\gamma_{n-1}) + \mu \Phi^{-1}(\int g_{z_2} d\gamma_{n-1}).
\]

Recall that we showed in the proof of Lemma 6.3 that the functions \( f_{z_1}, g_{z_2}, h_{\lambda z_1 + \mu z_2} \) satisfy the assumption of the Ehrhard-Borell inequality on \( \mathbb{R}^{n-1} \). As we assumed at the outset of the proof of Proposition 6.2 that its conclusion holds in \( n - 1 \) dimensions (the induction hypothesis), we conclude that for every \( z_1, z_2 \in \mathbb{R} \), either
\[
h_{\lambda z_1 + \mu z_2}(x) = \Phi((a_{z_1, z_2}, x) + \lambda b_{z_1, z_2} + \mu c_{z_1, z_2}),
\]
\[
f_{z_1}(x) = \Phi((a_{z_1, z_2}, x) + b_{z_1, z_2}),
\]
\[
g_{z_2}(x) = \Phi((a_{z_1, z_2}, x) + c_{z_1, z_2}).
\]
for some \( a_{z_1, z_2} \in \mathbb{R}^{n-1} \) and \( b_{z_1, z_2}, c_{z_1, z_2} \in \mathbb{R} \), or
\[
h_{\lambda z_1 + \mu z_2}(x) = f_{z_1}(x) = g_{z_2}(x) = \Phi(V_{z_1, z_2}(x))
\]
for some concave function \( V_{z_1, z_2} : \mathbb{R}^{n-1} \to \mathbb{R} \).

Let us first argue that the second case can be ignored, so we may assume that the first case holds for every \( z_1, z_2 \in \mathbb{R} \). To this end, suppose the second case
holds for some \(z_1, z_2\). Integrating with respect to \(x\) shows that we must then have \(\hat{f}(z_1) = \hat{g}(z_2)\). Thus the second case can only occur on the lower-dimensional set
\[
D := \{(z_1, z_2) : a z_1 + b = a z_2 + c\} \subset \mathbb{R}^2.
\]
Consequently, any such \((z_1, z_2)\) can be approximated by \((z'_1, z'_2) \notin D\) for which the first case must hold. Now let \(z'_1 \to z_1, z'_2 \to z_2\). By continuity of \(f, g, h\), it follows that \((\Phi^{-1}(h_{\lambda z_1 + \mu z_2}), \Phi^{-1}(f_{z_1}), \Phi^{-1}(g_{z_2}))\) is a limit of triples of linear functions with the same slope. But neither the slope nor the offsets of these linear functions may diverge, as that would contradict the assumption that \(f, g, h\) take values in \((0, 1)\).

Thus \(\Phi^{-1}(h_{\lambda z_1 + \mu z_2}), \Phi^{-1}(f_{z_1}), \Phi^{-1}(g_{z_2})\) are themselves linear functions with the same slope, that is, the first case is applies automatically even when \((z_1, z_2) \in D\).
We can therefore ignore the second case from now onward.

To complete the proof, it remains to understand the dependence of the parameters \(a_{z_1, z_2}, b_{z_1, z_2}, c_{z_1, z_2}\) on \(z_1, z_2\). Let us begin with \(a_{z_1, z_2}\). Note that
\[
\Phi^{-1}(f_{z_1}(x)) - \Phi^{-1}(f_{z_1}(-x)) = 2(a_{z_1, z_2}, x)
\]
for all \(x, z_1, z_2\). This shows that \(a_{z_1, z_2} = a_{z_1}\) cannot depend on \(z_2\). Similarly,
\[
\Phi^{-1}(g_{z_2}(x)) - \Phi^{-1}(g_{z_2}(-x)) = 2(a_{z_1}, x)
\]
for all \(x, z_1, z_2\), so that \(a_{z_1} = a_0\) is simply a constant independent of \(z_1, z_2\).

By an entirely analogous argument, note that
\[
\Phi^{-1}(h_{\lambda z_1 + \mu z_2}(0)) = \lambda b_{z_1, z_2} + \mu c_{z_1, z_2}, \quad \Phi^{-1}(f_{z_1}(0)) = b_{z_1, z_2}, \quad \Phi^{-1}(g_{z_2}(0)) = c_{z_1, z_2}
\]
for all \(x, z_1, z_2\). We conclude that \(b_{z_1, z_2} = b_{z_1}, c_{z_1, z_2} = c_{z_2}\), and
\[
\lambda b_{z_1} + \mu c_{z_2} = w(\lambda z_1 + \mu z_2)
\]
for some function \(w : \mathbb{R} \to \mathbb{R}\). But as \(f, g, h\) were assumed to be smooth, the functions \(z \mapsto b_z, z \mapsto c_z\), and \(z \mapsto w(z)\) must evidently be smooth as well. We can therefore conclude using Lemma 4.4 that we have
\[
b_z = a'z + b, \quad c_z = a'z + c
\]
for some \(a', b, c \in \mathbb{R}\). Putting together the above observations, we conclude that
\[
h_z(x) = \Phi((a_0, x) + a'z + \lambda b + \mu c), \quad f_z(x) = \Phi((a_0, x) + a'z + b), \quad g_z(x) = \Phi((a_0, x) + a'z + c).
\]
By the definition of \(f_z, g_z, h_z\), this concludes the proof. \(\square\)

It remains to consider the second case of Lemma 6.3.

**Lemma 6.5.** If equality holds in the Ehrhard-Borell inequality and (12) holds, then
\[
h(x) = f(x) = g(x) = \Phi(V(x))
\]
for some concave function \(V : \mathbb{R}^n \to \mathbb{R}\).

**Proof.** The assumption (12) implies that
\[
\Phi^{-1}(\hat{h}(z)) = \lambda \Phi^{-1}(\hat{f}(z)) + \mu \Phi^{-1}(\hat{g}(z)),
\]
which implies as in the proof of Lemma 6.4 that
\[
\Phi^{-1}\left(\int h_z \, d\gamma_{n-1}\right) = \lambda \Phi^{-1}\left(\int f_z \, d\gamma_{n-1}\right) + \mu \Phi^{-1}\left(\int g_z \, d\gamma_{n-1}\right).
\]
Moreover, the functions $f_z, g_z, h_z$ clearly satisfy the assumption of the Ehrhard-Borell inequality on $\mathbb{R}^{n-1}$. As our induction hypothesis states that the conclusion of Proposition 6.2 holds in dimension $n-1$, we conclude that for every $z \in \mathbb{R}$ either

$$h_z(x) = \Phi((a_z, x) + \lambda b_z + \mu c_z),$$
$$f_z(x) = \Phi((a_z, x) + b_z),$$
$$g_z(x) = \Phi((a_z, x) + c_z).$$

for some $a_z \in \mathbb{R}^{n-1}$ and $b_z, c_z \in \mathbb{R}$, or

$$h_z(x) = f_z(x) = g_z(x) = \Phi(V_z(x))$$

for some concave function $V_z : \mathbb{R}^{n-1} \to \mathbb{R}$.

Consider first $z \in \mathbb{R}$ for which the first case holds. Integrating with respect to $x$ and using that $f(z) = \hat{g}(z)$ by (12), we conclude that necessarily $b_z = c_z$. Thus the first case reduces to a special case of the second case, so there is no need to consider it separately. We will therefore ignore the first case from now onward.

As the second case holds for all $x \in \mathbb{R}^{n-1}$ and $z \in \mathbb{R}$, we have shown that

$$h(x) = f(x) = g(x)$$

everywhere. It remains to show that $\Phi^{-1}(f(x))$ is a concave function. But note that the assumption of Proposition 6.2 implies that

$$\Phi^{-1}(f(\lambda x + \mu y)) \geq \lambda \Phi^{-1}(f(x)) + \mu \Phi^{-1}(f(y))$$

for all $x, y$, so the claim follows as $\Phi^{-1}(f)$ is smooth. $\square$

### 6.2. Regularization

To complete the proof of Proposition 6.1, it remains to show that the conclusion of Proposition 6.2 continues to hold in the absence of the additional regularity assumption. This is easily accomplished by exploiting the techniques that we already used to address regularity in the previous sections.

**Proof of Proposition 6.1.** Let $f, g, h$ satisfy the assumptions of Proposition 6.1, and assume equality holds in the Ehrhard-Borell inequality. First, we recall from the proof of Corollary 4.3 that $C(t, x, y) \geq 0$ for every $t \in (0, 1)$ and $x, y \in \mathbb{R}^n$. Thus

$$\Phi^{-1}(Q_t h(\lambda x + \mu y)) \geq \lambda \Phi^{-1}(Q_t f(x)) + \mu \Phi^{-1}(Q_t g(y)).$$

Moreover, $Q_t f, Q_t g, Q_t h$ are smooth and take values in $(0, 1)$. Thus we have shown that $Q_t f, Q_t g, Q_t h$ satisfy the assumptions of Proposition 6.2 for every $t \in (0, 1)$.

Let us now note that

$$\int Q_t f(x \sqrt{1-t}) \gamma_n(dx) = \int f d\gamma_n,$$

and analogously for $g, h$. Thus if equality holds in the Ehrhard-Borell inequality for $f, g, h$, then the same is true for $Q_t f, Q_t g, Q_t h$ (up to scaling the spatial coordinate). We can therefore conclude from Proposition 6.2 that for every $t \in (0, 1)$, either

$$Q_t h(x) = \Phi((a_t, x) + \lambda b_t + \mu c_t), \quad Q_t f(x) = \Phi((a_t, x) + b_t), \quad Q_t g(x) = \Phi((a_t, x) + c_t)$$

for some $a_t \in \mathbb{R}^n$ and $b_t, c_t \in \mathbb{R}$, or

$$Q_t h(x) = Q_t f(x) = Q_t g(x) = \Phi(V_t(x))$$

for some concave function $V_t : \mathbb{R}^n \to \mathbb{R}$. If the first case holds for some $t \in (0, 1)$, the conclusion of Proposition 6.1 follows immediately from Lemma 4.5. Conversely,
if the second case holds for all \( t \in (0, 1) \), the proof is concluded by repeating the argument at the end of the proof of Lemma 5.12.

\[ \square \]

7. The General Case

So far, we have devoted all our efforts to proving some apparently rather special cases of the main result of this paper: Propositions 4.1 and 6.1 prove Theorem 2.2 in the special case \( m = 2 \), with \( |\lambda_1 - \lambda_2| \neq 1 \), and without additional convexity assumptions. The aim of this final section of the paper is to complete the picture of the equality cases in the Ehrhard-Borell inequality. We will prove the equality cases in the remaining degenerate case \( |\lambda_1 - \lambda_2| = 1 \), extend the result to arbitrary \( m \), and consider the additional cases that arise under convexity assumptions.

It turns out that none of these extensions lie at the core of the analysis of the equality cases. Rather, the equality cases we have proved in the previous sections will suffice to deduce the remaining cases of Theorem 2.2. As we will see below, the degenerate case \( |\lambda_1 - \lambda_2| = 1 \) can be transformed to the degenerate case \( \lambda_1 + \lambda_2 \) by a change of variables, so that these two situations are essentially in duality with one another. On the other hand, the extension to general \( m \) and the treatment of the additional convexity assumptions can be deduced from the limited cases proved so far by an induction argument, which is similar in spirit to the treatment of the general Ehrhard-Borell inequality given in [10]. These arguments will be worked out in detail in the following subsections, completing the proof of Theorem 2.2.

7.1. The degenerate case \( |\lambda - \mu| = 1 \). Even in the case of \( m = 2 \) functions, we have so far neglected the remaining degenerate case \( |\lambda - \mu| = 1 \) of Theorem 2.2. This case will now be settled by the following lemma.

Lemma 7.1. Let \( \lambda \geq \mu > 0 \) satisfy \( \lambda = 1 + \mu \), and let \( f, g, h : \mathbb{R}^n \to [0, 1] \) be nontrivial measurable functions satisfying

\[
\Phi^{-1}(h(\lambda x + \mu y)) \geq \lambda \Phi^{-1}(f(x)) + \mu \Phi^{-1}(g(y)).
\]

If equality holds in the Ehrhard-Borell inequality

\[
\Phi^{-1}\left( \int h \, d\gamma_n \right) = \lambda \Phi^{-1}\left( \int f \, d\gamma_n \right) + \mu \Phi^{-1}\left( \int g \, d\gamma_n \right),
\]

then either

\[ h(x) \overset{\text{a.e.}}{=} \Phi((a, x) + \lambda b + \mu c), \quad f(x) \overset{\text{a.e.}}{=} \Phi((a, x) + b), \quad g(x) \overset{\text{a.e.}}{=} \Phi((a, x) + c) \]

for some \( a \in \mathbb{R}^n \) and \( b, c \in \mathbb{R} \), or

\[ h(x) \overset{\text{a.e.}}{=} 1_{(a, x) + \lambda b + \mu c \geq 0}, \quad f(x) \overset{\text{a.e.}}{=} 1_{(a, x) + b \geq 0}, \quad g(x) \overset{\text{a.e.}}{=} 1_{(a, x) + c \geq 0} \]

for some \( a \in \mathbb{R}^n \) and \( b, c \in \mathbb{R} \), or

\[ 1 - h(-x) \overset{\text{a.e.}}{=} 1 - f(-x) \overset{\text{a.e.}}{=} g(x) \overset{\text{a.e.}}{=} \Phi(V(x)) \]

for some concave function \( V : \mathbb{R}^n \to \mathbb{R} \).

Proof. Let us rearrange the assumption as

\[
-\Phi^{-1}(f(x)) \overset{\text{a.e.}}{\geq} \frac{\mu}{\lambda} \Phi^{-1}(g(y)) - \frac{1}{\lambda} \Phi^{-1}(h(\lambda x + \mu y))
\]
implies that either
and of Lemma
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Then \( \tilde{\lambda} + \tilde{\mu} = 1 \) and

where we used \(-\Phi^{-1}(x) = \Phi^{-1}(1-x)\). Moreover, equality in the Ehrhard-Borell inequality implies, after rearranging, that

where we used that the Gaussian measure \( \gamma_n \) is symmetric. Thus we have reduced to the dual degenerate case \( \lambda + \mu = 1 \), for which Proposition 6.1 implies that either

for some \( a \in \mathbb{R}^n \) and \( b, c \in \mathbb{R} \), or

for some \( a \in \mathbb{R}^n \) and \( b, c \in \mathbb{R} \), or

for some concave function \( V : \mathbb{R}^n \to \mathbb{R} \). Substituting the definitions of \( \tilde{f}, \tilde{g}, \tilde{h}, \tilde{\lambda}, \tilde{\mu} \), and using \( 1 - \Phi(x) = \Phi(-x) \) and \( 1_{(a,x)+b \geq 0} \) \( \cong \) \( 1_{(a,x)+c \geq 0} \) \( \cong \) \( \Phi(V(x)) \) concludes the proof. \( \square \)

7.2. Extension to general \( m \geq 3 \). In this subsection we will prove Theorem 2.2 in full, with the exception of the additional cases where \( \Phi^{-1}(h), \Phi^{-1}(f_i) \) are assumed to be a.e. concave which will be treated in the next subsection.

By virtue of Propositions 4.1 and 5.1 and of Lemma 7.1, the result of this section has been proved for \( m = 2 \). We therefore proceed by induction. In the remainder of this subsection, we will assume that the conclusion has already been proved for \( m - 1 \) functions, and show that the conclusion must then extend to \( m \) functions.

In the following, we fix \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_m > 0 \) satisfying (A), as well as nontrivial measurable functions \( h, f_1, \ldots, f_m : \mathbb{R}^n \to [0,1] \) satisfying (B). We will also assume throughout that equality holds in the Ehrhard-Borell inequality

and proceed to deduce the resulting equality cases listed in Theorem 2.2.

Our ability to apply the induction hypothesis relies on the following observation.

**Lemma 7.2.** One can choose \( \lambda = \lambda_1 \) and \( \mu > 0 \) such that

\[
\lambda + \mu \geq 1, \quad |\lambda - \mu| \leq 1,
\]

and

\[
\sum_{2 \leq i \leq m} \frac{\lambda_i}{\mu} \geq 1, \quad \frac{\lambda_2}{\mu} - \sum_{3 \leq i \leq m} \frac{\lambda_i}{\mu} < 1.
\]

That is, the families of coefficients \((\lambda, \mu)\) and \((\lambda_2/\mu, \ldots, \lambda_m/\mu)\) both satisfy (A).
Proof. We claim that we can choose
\[ \mu = \min \left( 1 + \lambda_1, \sum_{2 \leq i \leq m} \lambda_i \right). \]
Indeed, suppose first that \( \mu = \sum_{i \geq 2} \lambda_i \leq 1 + \lambda_1 \). Then
\[ \sum_{2 \leq i \leq m} \frac{\lambda_i}{\mu} = 1, \quad \frac{\lambda_2}{\mu} - \sum_{3 \leq i \leq m} \frac{\lambda_i}{\mu} < \frac{\lambda_2}{\mu} < 1. \]
But \( \lambda + \mu \geq 1 \) and \( \lambda - \mu \leq 1 \) follow from the assumption that \( (\lambda_1, \ldots, \lambda_m) \) satisfy (A), while \( \mu - \lambda \leq 1 \) follows the assumption that \( \mu \leq 1 + \lambda_1 \).

Now suppose \( \mu = 1 + \lambda_1 \leq \sum_{i \geq 2} \lambda_i \). Then \( \lambda + \mu \geq 1 \) and \( |\lambda - \mu| = 1 \) follow trivially. On the other hand, we have \( \sum_{i \geq 2} \lambda_i/\mu \geq 1 \) by assumption. Finally,
\[ \frac{\lambda_2}{\mu} - \sum_{3 \leq i \leq m} \frac{\lambda_i}{\mu} = \frac{\lambda_1}{\mu} - \sum_{3 \leq i \leq m} \frac{\lambda_i}{\mu} < \frac{\lambda_1}{\mu} < 1, \]
as \( (\lambda_1, \ldots, \lambda_m) \) satisfy (A), provided that \( \lambda_1 > \lambda_2 \). But if \( \lambda_1 = \lambda_2 \),
\[ \frac{\lambda_2}{\mu} - \sum_{3 \leq i \leq m} \frac{\lambda_i}{\mu} = \frac{\lambda_2}{\mu} - \sum_{3 \leq i \leq m} \frac{\lambda_i}{\mu} < \frac{\lambda_2}{\mu} < 1, \]
and the proof is complete. \( \square \)

We are now ready to proceed to the main argument.

Proof of Theorem 2.2 (without convexity assumptions). We adopt the notation and assumptions stated at the beginning of this subsection. Choose \( \lambda, \mu \) as in Lemma 7.2 and define \( \tilde{\lambda}_i := \lambda_i/\mu \) for \( i \geq 2 \). Define the function
\[ \Phi^{-1}(\tilde{h}(x)) := \operatorname{ess} \sup_{z_3, \ldots, z_m} \left\{ \tilde{\lambda}_2 \Phi^{-1} \left( f_2 \left( \frac{x - \sum_{i \geq 3} \tilde{\lambda}_i z_i}{\tilde{\lambda}_2} \right) \right) + \sum_{i = 3}^{m} \tilde{\lambda}_i \Phi^{-1}(f_i(z_i)) \right\}. \]
This definition is made so that, on the one hand,
\[ \Phi^{-1}(h(\lambda x + \mu y)) \geq \lambda \Phi^{-1}(f_1(x)) + \mu \Phi^{-1}(\tilde{h}(y)) \]
by assumption (B), while on the other hand, by definition
\[ \Phi^{-1} \left( \tilde{h} \left( \sum_{2 \leq i \leq m} \tilde{\lambda}_i z_i \right) \right) \geq \sum_{2 \leq i \leq m} \tilde{\lambda}_i \Phi^{-1}(f_i(z_i)). \]
Using the Ehrhard-Borell inequality twice, we obtain
\[ \Phi^{-1} \left( \int h \, d\gamma_n \right) \geq \lambda \Phi^{-1} \left( \int f_1 \, d\gamma_n \right) + \mu \Phi^{-1} \left( \int \tilde{h} \, d\gamma_n \right) \]
\[ \geq \sum_{1 \leq i \leq m} \lambda_i \Phi^{-1} \left( \int f_i \, d\gamma_n \right). \]
Here the first inequality is the Ehrhard-Borell inequality for 2 functions, while the second is the Ehrhard-Borell inequality for \( m - 1 \) functions. But as we assumed equality in the Ehrhard-Borell inequality for \( h, f_1, \ldots, f_m \), it follows that both these inequalities must be equality. Thus we can use the case of Theorem 2.2 that we already proved, together with the induction hypothesis, to conclude the following:
by the same reasoning as above.

Either

\[ h(x) \overset{a.e.}{=} \Phi((a, x) + \lambda b + \mu c), \quad f_1(x) \overset{a.e.}{=} \Phi((a, x) + b), \quad \tilde{h}(x) \overset{a.e.}{=} \Phi((a, x) + c), \quad (M1) \]

or

\[ h(x) \overset{a.e.}{=} 1_{(a,x) + \lambda b + \mu c \geq 0}, \quad f_1(x) \overset{a.e.}{=} 1_{(a,x) + b \geq 0}, \quad \tilde{h}(x) \overset{a.e.}{=} 1_{(a,x) + c \geq 0}; \quad (M2) \]

or, if \( \lambda + \mu = 1 \),

\[ h(x) \overset{a.e.}{=} f_1(x) \overset{a.e.}{=} \tilde{h}(x) \overset{a.e.}{=} \Phi(V(x)) \quad (M3) \]

for some concave function \( V : \mathbb{R}^n \to \mathbb{R} \); or, if \( \lambda = 1 + \mu \),

\[ 1 - h(-x) \overset{a.e.}{=} 1 - f_1(-x) \overset{a.e.}{=} \tilde{h}(x) \overset{a.e.}{=} \Phi(V(x)) \quad (M4) \]

for some concave function \( V : \mathbb{R}^n \to \mathbb{R} \); or, if \( \mu = 1 + \lambda \),

\[ 1 - h(-x) \overset{a.e.}{=} 1 - \tilde{h}(-x) \overset{a.e.}{=} f_1(x) \overset{a.e.}{=} \Phi(V(x)) \quad (M5) \]

for some concave function \( V : \mathbb{R}^n \to \mathbb{R} \).

Either

\[ \tilde{h}(x) \overset{a.e.}{=} \Phi((a, x) + b), \quad f_i(x) \overset{a.e.}{=} \Phi((a, x) + b) \quad (M1') \]

for all \( i \geq 2 \) or

\[ \tilde{h}(x) \overset{a.e.}{=} 1_{(a,x) + b \geq 0}, \quad f_i(x) \overset{a.e.}{=} 1_{(a,x) + b \geq 0} \quad (M2') \]

for all \( i \geq 2 \), where \( b = \sum_{i \geq 2} \tilde{\lambda}_i b_i \); or, if \( \sum_{i \geq 2} \tilde{\lambda}_i = 1 \),

\[ \tilde{h}(x) \overset{a.e.}{=} f_2(x) \overset{a.e.}{=} \ldots \overset{a.e.}{=} f_m(x) \quad (M3') \]

and \( \Phi^{-1}(\tilde{h}), \Phi^{-1}(f_2), \ldots, \Phi^{-1}(f_m) \) are a.e. concave.

Completing the proof is now a matter of considering every possible combination of these different cases. Let us consider each one in turn.

**Case (M1'):** in this case (M2) cannot occur, as it contradicts the given form of \( \tilde{h} \). However, each of the remaining cases (M1), (M3), (M4), (M5) will give rise to the equality case (H1) of Theorem 2.2, as is readily verified by substituting the given form of \( \tilde{h} \) and using the identity \( 1 - \Phi(x) = \Phi(-x) \).

**Case (M2'):** in this case (M1) cannot occur, as it contradicts the given form of \( \tilde{h} \). However, each of the remaining cases (M2), (M3), (M4), (M5) will give rise to the equality case (H2) of Theorem 2.2 by the same reasoning as above.

**Case (M3'):** If (M1) or (M2) holds, we readily obtain the equality cases (H1) or (H2) in Theorem 2.2, respectively. If (M3) holds, we obtain the equality case

\[ h(x) \overset{a.e.}{=} f_1(x) \overset{a.e.}{=} \ldots \overset{a.e.}{=} f_m(x) \]

and \( \Phi^{-1}(h), \Phi^{-1}(f_1), \ldots, \Phi^{-1}(f_m) \) are a.e. concave. However, note that this can only occur when \( \lambda + \mu = 1 \) and \( \sum_{i \geq 2} \tilde{\lambda}_i = 1 \), which implies that \( \sum_{i \geq 1} \lambda_i = 1 \). If (M4) holds, we readily obtain the equality case

\[ 1 - h(-x) \overset{a.e.}{=} 1 - f_1(-x) \overset{a.e.}{=} f_2(x) \overset{a.e.}{=} \ldots \overset{a.e.}{=} f_m(x) \]

and \( \Phi^{-1}(f_2), \ldots, \Phi^{-1}(f_m) \) are a.e. concave. However, note that this can only occur when \( \lambda = 1 + \mu \) and \( \sum_{i \geq 2} \tilde{\lambda}_i = 1 \), which implies that \( \lambda_1 - \sum_{i \geq 2} \lambda_i = 1 \). Finally, if (M5) holds, then \( \Phi^{-1}(\tilde{h}(x)) \) and \( -\Phi^{-1}(\tilde{h}(-x)) \) must both be a.e. concave, which implies that either (H1) or (H2) must hold by Lemma 7.3 below.

As we have considered all possible cases, the proof is complete. \( \square \)
It remains to establish the following fact that was used above.

**Lemma 7.3.** If $V : \mathbb{R}^n \to \mathbb{R}$ is a measurable function so that $V(x)$ and $-V(x)$ are a.e. concave, then $V(x) \equiv (a(x) + b)$ or $V(x) \equiv \Phi^{-1}(1_{(a(x) + b) \geq 0})$ for some $a, b$.

**Proof.** Suppose first that $|V(x)| < \infty$ occurs on a set with positive measure. Then by [15, Theorem 3] we may assume that $V$ is a proper concave function. In particular, $V$ is continuous on its domain. Now note that by continuity, a.e. concavity of $-V$ implies that $-V$ is also concave. Thus $V(x) = (a(x) + b)$ must be affine.

Now suppose $|V(x)| \overset{a.e.}{=} \infty$. Then $V(x) \overset{a.e.}{=} \Phi^{-1}(1_{K}(x))$ for a convex set $K$. The assumption that $-V(x) \overset{a.e.}{=} \Phi^{-1}(1_{K^c}(x))$ is a.e. concave now implies that $K^c$ must differ from some convex set $\tilde{K}$ by a null set. In particular, $K \cap \tilde{K}$ is a null set, so $K, \tilde{K}$ can only intersect on their boundaries. By the Hahn-Banach theorem, there exist $a, b$ such that $K \subseteq \{x : (a(x) + b) \geq 0\}$ and $\tilde{K} \subseteq \{x : (a(x) + b) \leq 0\}$. But as $(K \cup \tilde{K})^c$ is a null set, we have $1_K(x) \overset{a.e.}{=} 1_{(a(x) + b) \geq 0}$ and the proof is complete. □

**7.3. The convex case.** We finally address the last part of Theorem 2.2, which is concerned with the equality cases in the Ehrhard-Borell inequality under additional convexity assumptions. In this case, the Ehrhard-Borell inequality is valid for any $\sum_i \lambda_i \geq 1$ (that is, the second assumption in (A) is not needed). Note, however, that in the case $\sum_i \lambda_i = 1$ the convex equality cases are already fully settled by the general part of Theorem 2.2, so that it remains to consider the case $\sum_i \lambda_i > 1$.

**Proof of Theorem 2.2 under convexity assumptions.** As indicated above, it suffices to assume that $\lambda := \sum_i \lambda_i > 1$. Let $h, f_1, \ldots, f_m : \mathbb{R}^n \to [0, 1]$ be nontrivial measurable functions satisfying (B), and in addition that $\Phi^{-1}(h), \Phi^{-1}(f_1), \ldots, \Phi^{-1}(f_m)$ are a.e. concave. We also assume equality holds in the Ehrhard-Borell inequality.

Define the function $\tilde{h}$ according to

$$\Phi^{-1}(\tilde{h}(x)) := \frac{\Phi^{-1}(h(\lambda x))}{\lambda}.$$

Using that $\Phi^{-1}(h)$ is a.e. concave, we can write

$$\Phi^{-1}\left(\tilde{h}\left(\frac{\lambda}{2} x + \frac{\lambda}{2} y\right)\right) \overset{a.e.}{=} \frac{\lambda}{2} \Phi^{-1}(\tilde{h}(x)) + \frac{\lambda}{2} \Phi^{-1}(\tilde{h}(y)).$$

As $\lambda > 1$, the Ehrhard-Borell inequality yields

$$\Phi^{-1}\left(\int h\,d\gamma_n\right) \geq \lambda \Phi^{-1}\left(\int \tilde{h}\,d\gamma_n\right).$$

On the other hand, the assumption (B) implies that

$$\Phi^{-1}\left(\tilde{h}\left(\sum_{i \leq m} \frac{\lambda_i}{\lambda} x_i\right)\right) \overset{a.e.}{=} \sum_{i \leq m} \frac{\lambda_i}{\lambda} \Phi^{-1}(f_i(x_i)).$$

As $\sum_i \lambda_i/\lambda = 1$, we can use again the Ehrhard-Borell inequality to obtain

$$\Phi^{-1}\left(\int h\,d\gamma_n\right) \geq \lambda \Phi^{-1}\left(\int \tilde{h}\,d\gamma_n\right) \geq \sum_{i \leq m} \lambda_i \Phi^{-1}\left(\int f_i\,d\gamma_n\right).$$

This proves the Ehrhard-Borell inequality in the convex case. However, as we assumed equality holds in the Ehrhard-Borell inequality for $h, f_1, \ldots, f_m$, both intermediate applications of the Ehrhard-Borell inequality must yield equality as well. Let us consider each of these equality cases. The first inequality applies only
the nondegenerate case of the Ehrhard-Borell inequality as $\lambda/2 + \lambda/2 > 1$ and $|\lambda/2 - \lambda/2| < 1$. Therefore, Proposition 4.1 shows that either

$$h(x) \overset{\text{a.e.}}{=} \Phi(\langle a, x \rangle + \lambda b), \quad \tilde{h}(x) \overset{\text{a.e.}}{=} \Phi(\langle a, x \rangle + b),$$

or

$$h(x) \overset{\text{a.e.}}{=} 1_{\langle a, x \rangle + \lambda b \geq 0}, \quad \tilde{h}(x) \overset{\text{a.e.}}{=} 1_{\langle a, x \rangle + b \geq 0},$$

for some $a \in \mathbb{R}^n$, $b \in \mathbb{R}$. On the other hand, the equality cases resulting from the second inequality as given by the general case of Theorem 2.2 as follows: either

$$\tilde{h}(x) \overset{\text{a.e.}}{=} \Phi(\langle a, x \rangle + b), \quad f_i(x) \overset{\text{a.e.}}{=} \Phi(\langle a, x \rangle + b_i)$$

for all $i$, or

$$\tilde{h}(x) \overset{\text{a.e.}}{=} 1_{\langle a, x \rangle + b \geq 0}, \quad f_i(x) \overset{\text{a.e.}}{=} 1_{\langle a, x \rangle + b_i \geq 0}$$

for all $i$, for some $a \in \mathbb{R}^n$, $b_1, \ldots, b_m \in \mathbb{R}$, and $b = \sum \lambda_i b_i/\lambda$; or

$$\tilde{h}(x) \overset{\text{a.e.}}{=} f_1(x) \overset{\text{a.e.}}{=} \ldots \overset{\text{a.e.}}{=} f_m(x).$$

All these cases are readily verified to result in the equality cases (H1) or (H2). We have therefore completed the proof of Theorem 2.2. □
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