Chemical trends in the optical properties of rocksalt nanoparticles†

Milena C. C. Wobbe and Martijn A. Zwijnenburg*

The nature and magnitude of the optical gaps of rocksalt alkaline earth (MgO, CaO, SrO, MgS, MgSe) and transition metal chalcogenide (CdO, PbS) nanoparticles are studied using time-dependent density functional theory (TD-DFT) calculations on (MX)32 nanoparticles. We demonstrate, just as we previously showed for MgO, that TD-DFT calculations on rocksalt nanoparticles require the use of hybrid exchange–correlation (XC-)functionals with a high percentage of Hartree–Fock like exchange (e.g. BHLYP) or range-separated XC-functionals to circumvent problems related to the description of charge-transfer excitations. Concentrating on the results obtained with TD-BHLYP we show that the optical gap in rocksalt nanoparticles displays a wide range of behavior, ranging from large optical gaps stemming from a localized excitation involving corner atoms in alkaline earth oxides to a delocalized excitation and small optical gaps in the transition metal chalcogenides. Finally, we rationalize this wide range of behaviour in terms of differences in the degree to which the Coulombic interaction between the excited electron and hole is screened in the different nanoparticles, and relate it to the optical dielectric constants of the bulk materials the nanoparticles are made from.

Introduction

The absorption spectra of nanoparticles of semiconducting materials are generally blue-shifted with respect to that of the infinite bulk due to the quantum confinement.1–5 The excited state, the exciton, is delocalised over the whole particle and the finite size of the particle means that the exciton is spatially constrained, resulting in an upward shift of the excitation energy, the magnitude of which is inversely proportional to the particle size.

Nanoparticles, however, do not always have blue-shifted absorption spectra. Surface states, or more specifically the pinning of the excited state on corners or edges of a particle, might result in a particle with a red-shifted rather than a blue-shifted optical gap (onset of light absorption). A very clear illustration of the latter is the case of nanoparticles of magnesium oxide (MgO) studied experimentally by the group of Diwald,6,7 and discussed from a theoretical perspective in our previous paper,8 as well as in computational work of Shluger and co-workers.9–13 Small MgO nanoparticles of 3 nm experimentally absorb light at 220 and 270 nm (5.6 and 4.6 eV) compared to 160 nm (7.8 eV) for the bulk.14 Calculations using Time-Dependent Density Functional Theory (TD-DFT) reproduce this red-shift, both between MgO nanoparticles and the bulk and between MgO nanoparticles of different sizes, and show that these excitations involve a combination of 3-coordinated (3C) corner and 4-coordinated (4C) edge atoms.8,11

On a more technical note, we also observed in our work on MgO nanoparticles that the use of the commonly employed B3LYP15–17 exchange–correlation (XC-)functional, as well as other XC-functionals with no (i.e. GGA) or a low fraction of Hartree–Fock like exchange (HFLE), in TD-DFT calculations on these systems is problematic. Charge transfer (CT) excitations, where there is no or limited overlap between the place from where an electron gets excited from and where it gets excited to, are spuriously stabilised by such XC-functionals resulting in them erroneously being predicted as the low(est) energy excitations by TD-DFT.18,19 The solution to this problem, in line with experience for inorganic20,21 and organic18,19,22 systems, was the use of XC-functionals with an increased percentage of HFLE (e.g. BHLYP23) or range-separated XC-functionals (e.g. CAM-B3LYP24).

Having successfully studied the effect of the particle size, here we extend our work by focussing on nanoparticles of other materials than MgO that crystallize experimentally in the rocksalt structure; calcium oxide (CaO), strontium oxide (SrO); magnesium sulfide (MgS); magnesium selenide (MgSe), cadmium oxide (CdO) and lead sulphide (PbS). We study nanoparticles of these materials by a series of calculations on cubic (MX)32 structures of approximately 0.7 × 0.7 × 0.7 nm in size. For these nanoparticle structures we do not only consider the localisation of the excitons and to what extent their optical
properties are related to surface pinning but in the case of CaO and SrO also discuss the ability of theory to reproduce the experimentally measured absorption spectrum for well-defined nanoparticles of those compositions.25

### Methodology

First, we optimise the \((\text{MX})_{32}\) nanoparticles (\(\text{MX} = \text{CaO}, \text{CdO}, \text{SrO}, \text{MgO}, \text{MgS}, \text{MgSe} \text{ and } \text{PbS}\)) using ground state Density Functional Theory (DFT). The lowest singlet vertical excitation energies of each nanoparticle and the UV-vis absorption spectra are then subsequently calculated using TD-DFT on the ground state geometries. Throughout we approximate the \((\text{XC})\)-functional by the hybrid-GGA B3LYP and BHLYP XC-functionals. The main difference between these XC-functionals is the percentage of Hartree–Fock like exchange (HFLE) included: 20\% in B3LYP and 50\% in BHLYP. Finally, The basis set used in all calculations is the triple-\(\zeta\) quality def2-TZVP basis set,26 which in the cases of Strontium27 and Lead28 includes an Effective Core Potential (ECP).

The computed absorption spectra reported in the paper have been created using a custom script which represents each excitation as a Gaussian function centred on the TD-DFT calculated excitation energy and with a standard deviation (broadening) of 0.1 eV. The latter value has been chosen so as to approximate the peak shape observed experimentally. The character of the excitations is analysed by considering the contributing Kohn–Sham orbitals and the differences between the natural bond order (NBO)29 charges of the atoms in the particle in the ground and excited states. We further employed the \(A\) diagnostic of Peach et al.,19 to identify potentially problematic charge-transfer excitations.

The calculations using the BHLYP and B3LYP XC-functionals were performed using the TURBOMOLE 6.430 code, whereas the TD-B3LYP \(A\) diagnostic calculations used the GAMESS-US\textsuperscript{31} (1 OCT 2010 – R1) code. Visualisation of the highest occupied and the lowest unoccupied Kohn–Sham orbitals (\textit{i.e.} the HOMO and the LUMO of each particle), finally, is performed using VMD.\textsuperscript{32}

### Results and discussion

Having outlined the methodology used, we will now discuss the calculated optical properties of \((\text{MO})_{32}\) \((\text{MgO}, \text{CaO and SrO})\) and \((\text{MgX})_{32}\) \((\text{MgO, MgS and MgSe})\) particles. We will also analyse the optical properties of the \((\text{CdO})_{32}\) and \((\text{PbS})_{32}\) particles. First, however, we will start with a brief examination of the general features of the \((\text{MX})_{32}\) particle structures.

#### Nanoparticle structures

As seen from Fig. 1, the \((\text{MX})_{32}\) nanoparticles are cubic, highly symmetric and have \(T_d\) symmetry. The edges and faces of the \((\text{MX})_{32}\) particles consist of four and sixteen ions, respectively. As can be seen in Tables S1 and S2 in the ESI,\textsuperscript{1} the particle size, in terms of the \(M–X\) edge length and \(M–M\) and \(X–X\) body diagonals, increases when replacing magnesium and/or oxygen with heavier analogues. All in line with what would be expected based on the trend in ionic radii.

#### Optical gap

Table 1 shows the lowest vertical \(t_2\) excitation energies for the different particles predicted by TD-BHLYP and TD-B3LYP, as well as the \(A\) diagnostic values for the case of TD-B3LYP. This excitation corresponds to the optical gap \((\Delta_o)\) of the respective particles because excitations belonging to all other irreducible representations are optically disallowed (dark) in the electric dipole approximation. It can be seen that \(\Delta_o\) is always smaller when the B3LYP rather than the BHLYP XC-functional is used. The \(\Delta_o\) and \(\Delta\) values obtained also vary considerably for nanoparticles of the different materials under consideration.

In the case of the \((\text{MO})_{32}\) particles, \(\Delta_o\) also corresponds to the overall lowest vertical excitation for each of the particles. All dark excitations have higher excitation energies. From Table 1 it is clear that both XC-functionals predict that as magnesium is replaced by heavier alkaline earth metals, \(\Delta_o\) decreases, similar to what is experimentally observed for the bulk.\textsuperscript{33,34} nanoparticles.\textsuperscript{23} However, the overall change in \(\Delta_o\) when going from MgO to SrO is more pronounced when using the XC-functionals that includes the greater percentage of HFLE (BHLYP). The largest variation in the TD-BHLYP data set is between MgO and CaO (0.73 eV) whereas TD-B3LYP predicts the largest difference to be between CaO and SrO (0.41 eV). Finally, there is not only a consistent trend within each XC-functionals series, but from the data in Table 1 it is also clear that the TD-BHLYP excitation energies are always significantly larger than their TD-B3LYP

### Table 1

| \(\Delta_o\) (eV) | MgO | CaO | SrO | MgS | MgSe | CdO | PbS |
|----------------|-----|-----|-----|-----|------|-----|-----|
| TD-BHLYP       | 3.55| 3.30| 2.89| 3.62| 3.21 | 1.48| 2.71|
| TD-B3LYP       | 5.08| 4.35| 3.91| 4.82| 4.37 | 3.01| 3.39|
| \(\Delta\)      | 0.130| 0.168| 0.174| 0.240| 0.373| 0.429| 0.476|

Fig. 1 DFT optimised structure of the \((\text{MgO})_{32}\) nanoparticle as an example; all other \((\text{MX})_{32}\) particles studied have the same structure and morphology.
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counterparts, in line with what was previously observed by us for MgO.\textsuperscript{8} The difference between the predictions of the two XC-functionals, finally, decreases as the cation becomes heavier. MgO TD-BHLYP \(A_o\) is 1.53 eV larger than its TD-B3LYP counterpart, for CaO by 1.05 eV and for SrO by 1.02 eV.

In the case of the (MgX)\textsubscript{32} series Table 1 shows that TD-BHLYP predicts that \(A_o\) smoothly decreases as the anion becomes heavier, similar to what was found when varying the cation above, with the largest change in \(A_o\) between MgS and MgSe. The values predicted with TD-B3LYP display a slightly different trend however; \(A_o\) is predicted by TD-B3LYP to first increase when going from MgS to MgO and then decreases again to MgSe.\textsuperscript{8} Although, in line with the TD-BHLYP results, the largest change in \(A_o\) is predicted by TD-B3LYP again to be between MgS and MgSe. Different from (MO)\textsubscript{32}, the lowest \(t_2\) excitation is not always the lowest vertical excitation of the (MgX)\textsubscript{32} particles. In both TD-B3LYP and TD-BHLYP calculations the lowest dark \(a_2\) excitation comes down in energy relative to where it sits for MgO and becomes the lowest vertical excitation for MgSe in the case of TD-B3LYP (at 3.16 eV) and for MgS and MgSe in the case of TD-BHLYP (at 4.57 and 4.05 eV respectively). We are not aware of any internally consistent study of MgX nanoparticles or optical absorption spectra of bulk MgX materials, but the TD-BHLYP trend for the (MgX)\textsubscript{32} nanoparticles appears in line with the experimentally measured band gap (\(E_g + \text{exciton binding energy}\)) values of bulk MgX.\textsuperscript{35-37}

The CdO \(A_o\) is predicted by both TD-BHLYP and TD-B3LYP to be the smallest and thus most red-shifted of the (MO)\textsubscript{32} oxide series, as well as of all the (MX)\textsubscript{32} particles considered, while the 1.53 eV difference in the predicted \(A_o\) between TD-BHLYP and TD-B3LYP is similar to that in the case of (MgS)\textsubscript{32}. We are again not aware of any internally consistent study of MgO and CdO nanoparticles, but the red-shift in the \(A_o\) for CdO is similar to the red-shift in the experimental onset of absorption between bulk MgO and CdO.\textsuperscript{38}

The PbS \(A_o\), finally, is predicted by both XC-functionals to be the second lowest of all the (MX)\textsubscript{32} particles studied, with a 0.68 eV difference between the TD-BHLYP and TD-B3LYP results. Our calculations did not include, however, the effect of spin–orbit coupling, which might be significant in the case of PbS. So while consistent within the set of particles studied, the experimental \(A_o\) for (PbS)\textsubscript{32} is likely to be significantly lower than that predicted here, because of a mixing of triplet and singlet excitations mediated by spin–orbit coupling.

The \(A\) diagnostic developed by Peach \textit{et al.} is a gauge of the spatial overlap between the occupied and unoccupied Kohn–Sham orbitals contributing to a TD-DFT excitation. A \(A\) value of 0 corresponds to no overlap and 1 to complete overlap between the orbitals involved. Peach \textit{et al.} proposed the \(A\) diagnostic as a quantitative indicator of excitations that have charge transfer (CT) character and hence might be problematic to describe using XC-functionals with no or a low percentage of HFLE, such as TD-B3LYP. Specifically, a low \(A\) value signals a problematic CT excitation, and Peach \textit{et al.} propose a cut-off of 0.3 in the case of TD-B3LYP, below which the description of this CT excitation is likely to be challenging. However, this numerical cut-off was determined for organic systems and might be system dependent. Indeed, from our work on TiO\textsubscript{2} and MgO nanoparticles\textsuperscript{8,20,21} we believe that this cut-off might be lower in the case of inorganic materials, because even local (i.e. non CT) excitations by definition involve the transfer of an electron from one sub-lattice or sub-systems to another.

From the \(A\) values shown in Table 1 it can be seen that for all (MO)\textsubscript{32} particles the \(A\) values of the lowest \(t_2\) excitation corresponding to the optical gap fall below the cut-off value proposed by Peach \textit{et al.} The exact \(A\) values increase slightly down the series MgO < CaO < SrO but this variation in \(A\) values between particles with different chemical compositions is much smaller than the change with particle size previously observed by us for MgO.\textsuperscript{8} In the case of the (MgX)\textsubscript{32} particles Table 1 shows that there is a stronger trend between the \(A\) value and chemical composition, they increases steadily down the series MgO < MgS < MgSe and becomes larger than the 0.3 cut-off for MgSe. The (CdO)\textsubscript{32} and (PbS)\textsubscript{32} \(A\) values, finally, clearly lie above the cut-off. As an aside, the latter \(A\) value for (PbS)\textsubscript{32} was calculated using the smaller def2-SVP basis-set\textsuperscript{26} because of convergence issues in GAMESS-US for this particle when using the def2-TZVP basis-set, but we believe this not to be a severe approximation as the def2-SVP and def2-TZVP TD-B3LYP predicted \(A_o\) values are very similar (2.64 vs. 2.71 eV).

Overall, the above discussed \(A\) values thus suggest that for the (CaO)\textsubscript{32}, (SrO)\textsubscript{32}, and (MgS)\textsubscript{32} particles, as well as their larger analogues, the lowest energy \(t_2\) excitation predicted by TD-B3LYP is likely to be a spuriously stabilised CT excitation rather than a local excitation, which would have been the lowest energy excitation in the absence of this stabilisation, similar to what we previously observed for MgO nanoparticles.\textsuperscript{8} The \(A_o\) values predicted by TD-B3LYP for these systems are thus also likely to be (severely) underestimated. In contrast for (MgSe)\textsubscript{32}, (CdO)\textsubscript{32} and (PbS)\textsubscript{32}, the \(A\) values suggest that the CT character of the lowest energy excitations and their description by TD-B3LYP should not be a problem.

Spectra

Before discussing the localisation associated with the optical gap data discussed above, we first present the vertical excitation spectra for the (CaO)\textsubscript{32} and (SrO)\textsubscript{32} particles and compare these with absorption spectra for well-defined CaO and SrO nanoparticles obtained experimentally.\textsuperscript{25} This comparison builds upon our previous work on the absorption spectra of MgO nanoparticles, where we found that use of the BHLYP XC-functional and a rigid downwards (red-)shift of 0.5 eV on top of the computed spectra yielded a good agreement with the experimental obtained spectra.\textsuperscript{25} The origin for the need of this empirical red-shift can be understood from the fact that increasing the percentage of HFLE in an XC-functional not only corrects problems with the description of CT-states but also shifts non-problematic local excitations up in energy. Amongst other things, we will test here whether this rigid shift applied to MgO TD-BHLYP spectra is also suitable for CaO and SrO nanoparticles.
The rigidly red-shifted TD-BHLYP spectra of the \(\text{(MgO)}_{32}\), \(\text{(CaO)}_{32}\) and \(\text{(SrO)}_{32}\) are shown in Fig. 2 (for the unshifted spectra see Fig. S1 in the ESI†). When comparing these rigid-shifted BHLYP spectra in the range of 200–400 nm, there is an obvious trend: the longest wavelength peaks are predicted to lie at 270 nm (4.59 eV), 320 nm (3.87 eV), and 360 (3.44 eV) for \(\text{(MgO)}_{32}\), \(\text{(CaO)}_{32}\) and \(\text{(SrO)}_{32}\) respectively. This trend is similar to that of the optical gap values discussed above, although here we focus by definition on excitations with significant oscillator strength and not necessarily the lowest possible bright excitation. The same relative trend can also be observed in the experimental spectra where the SrO nanoparticles have the lowest absorption onset, followed by CaO, and then MgO nanoparticles.

The rigidly red-shifted TD-BHLYP spectrum of \(\text{(MgO)}_{32}\), as expected, matches the experimental spectrum of MgO nanoparticles in terms of absolute values very well. For the other materials the fit in terms of absolute values to the experimental spectra, however, is also good. The predicted peak maximum for the longest wavelength peak of \(\text{(CaO)}_{32}\) at 320 nm is in good agreement with the first edge in the experimental absorption spectrum of CaO nanoparticles at \(\sim 325\) nm (3.81 eV). Similarly, for \(\text{(SrO)}_{32}\), the predicted peak maximum of the longest wavelength peak at \(\sim 360\) nm (3.44 eV) agrees well with the experimental value of \(\sim 350\) nm (3.54 eV) for the first absorption edge. The same holds for CaO and SrO nanoparticles in terms of shorter wavelength features; the experimental shoulders at \(\sim 270\) and \(\sim 220\) nm (CaO) and \(\sim 320\) and \(\sim 270\) nm (SrO) appear to be mirrored in the calculated spectra for \(\text{(CaO)}_{32}\) and \(\text{(MgO)}_{32}\) in Fig. 2. Overall the combination of TD-BHLYP and an empirical red shift of 0.5 eV thus appears to also yield decent results when predicting the spectra of CaO and SrO nanoparticles. Although one should be slightly careful with overinterpreting the good fit between the prediction and the experiment, as experimentally the spectra were measured for nanoparticles that were (considerably) larger than \(\text{(MX)}_{32}\) and differed from system to system (average particle size for MgO \(\sim 3\) nm, for CaO \(\sim 27\) nm and SrO \(\sim 200\) nm).

The vertical spectra predicted using the B3LYP XC-functional can be found in Fig. S2 of the ESI†. In line with the TD-B3LYP optical gap values discussed above, the use of B3LYP results in a significant overestimation of the wavelength (and underestimation of the excitation energy) of the first peak in the absorption spectra relative to the experiment; for MgO 350 nm (3.55 eV) instead of \(\sim 265\) nm (\(\sim 4.68\) eV), for CaO 381 nm (3.25 eV) instead of \(\sim 325\) nm (3.81 eV), and for SrO 425 nm (2.91 eV) instead of \(\sim 350\) nm (3.54 eV). Moreover, no single rigid-shift value can be used to bring the TD-B3LYP values consistently close to their experimental counterparts.

**Excited state localisation**

We now, finally, consider the spatial character of the lowest energy \(t_2\) excitation responsible for the optical gap. Following our work on MgO we analyse the character of an excitation in terms of the difference in NBO charges between the ground and relevant excited state for every atom in the particle. All atoms in the different particles can be labelled as ‘corner’ (3-coordinated), ‘edge’ (4-coordinated), ‘face’ (5-coordinated) or ‘bulk’ (6-coordinated) and when contributions are discussed in the section below, what is meant is the percentage of the excited electron localised on a metal atom or a hole localised on the chalcogen atom, and where the contributions are summed up per atom types (e.g. metal corner or chalcogen edge).

Tables 2–4 show the contributions of each of the different atom types to the localisation of the lowest \(t_2\) excitation in the alkaline earth oxide \((\text{MO})_{32}\) nanoparticles, the magnesium chalcogenide \((\text{MgX})_{32}\) nanoparticles, and the post-transition metal chalcogenide \((\text{CdO})_{32}\) and \((\text{PbS})_{32}\) nanoparticles respectively. Fig. 3 and Fig. S3 in the ESI† show the same information

| Table 2 Percentage contribution of different types of sites in the particle to the localisation of the lowest \(t_2\) TD-BHLYP/TD-B3LYP excitation, corresponding to the optical gap, for the different \((\text{MO})_{32}\) particles. |  |
|---|---|---|
|  | \(\text{M} = \text{Mg}\) | \(\text{M} = \text{Ca}\) | \(\text{M} = \text{Sr}\) |
| \(\text{O corner}\) (%) | 89.52/83.51 | 77.63/65.85 | 71.47/59.03 |
| \(\text{O edge}\) (%) | 0.96/4.28 | 4.24/13.37 | 3.49/1.46 |
| \(\text{O face}\) (%) | 3.10/3.62 | 9.84/16.49 | 14.34/19.05 |
| \(\text{O bulk}\) (%) | 6.42/8.59 | 8.28/16.29 | 10.70/20.47 |
| \(\text{M corner}\) (%) | 17.68/75.65 | 7.75/76.85 | 4.19/70.12 |
| \(\text{M edge}\) (%) | 72.24/7.37 | 81.25/0.29 | 80.57/4.00 |
| \(\text{M face}\) (%) | 5.36/9.07 | 0.52/0.37 | 6.66/12.86 |
| \(\text{M bulk}\) (%) | 4.72/7.90 | 10.48/22.49 | 8.58/13.02 |

| Table 3 Percentage contribution of the different types of sites in the particle to the localisation of the lowest energy \(t_2\) TD-BHLYP/TD-B3LYP excitation, corresponding to the optical gap, for the different \((\text{MgX})_{32}\) particles. See Section ESI-4 of the ESI for the underlying data |  |
|---|---|---|
|  | \(\text{X} = \text{O}\) | \(\text{X} = \text{S}\) | \(\text{X} = \text{Se}\) |
| \(\text{X corner}\) (%) | 89.52/83.51 | 72.09/64.26 | 56.51/52.27 |
| \(\text{X edge}\) (%) | 0.96/4.28 | 1.99/1.12 | 6.01/2.07 |
| \(\text{X face}\) (%) | 3.10/3.62 | 25.73/33.96 | 35.67/42.08 |
| \(\text{X bulk}\) (%) | 6.42/8.59 | 0.19/0.66 | 1.81/3.58 |
| \(\text{Mg corner}\) (%) | 17.68/75.65 | 26.22/64.96 | 36.36/58.18 |
| \(\text{Mg edge}\) (%) | 72.24/7.37 | 63.97/24.77 | 56.17/32.34 |
| \(\text{Mg face}\) (%) | 5.36/9.07 | 3.57/9.52 | 4.70/9.22 |
| \(\text{Mg bulk}\) (%) | 4.72/7.90 | 4.24/0.75 | 2.78/0.26 |
for TD-BHLYP and TD-B3LYP respectively but then in the form of plots of the excited-state ground-state density differences.

Focussing initially on Table 2 we see that, just as we previously observed for MgO, the use of BHLYP or B3LYP for the alkaline earth oxide nanoparticles leads to two rather different predictions. With TD-B3LYP the lowest energy $t_2$ excitation for every alkaline earth (MO)$_{32}$ particle has clear CT character, where the hole is predominantly localised on the oxygen corner atoms of the particle and the excited electron on the metal corner atoms. The use of TD-BHLYP, in contrast, yields a different picture, where the hole still is localised on the oxygen corner atoms but the excited electron now resides on the metal edge atoms adjacent to the oxygen corner atoms. For both TD-BHLYP and TD-B3LYP, the main change in the excited state localisation when replacing magnesium with its heavier analogues is an increased delocalisation of the hole over the particle, with significant contributions in the case of (SrO)$_{32}$ of edge and face oxygen atoms.

Switching our focus to the magnesium chalcogenide nanoparticles, we find, just as for the alkaline earth oxide nanoparticles, that TD-B3LYP predicts that the lowest $t_2$ excitation for the (MgX)$_{32}$ nanoparticles is a CT excitation that predominantly involves the metal and chalcogen corner atoms, while TD-BHLYP predicts an excitation dominated by the corner chalcogen atoms and the adjacent magnesium edge atoms. Different to the alkaline earth oxide nanoparticles, the effect of replacing oxygen with the heavier chalcogens is an increased delocalisation of not only the hole but also the excited electron. Both for TD-B3LYP and TD-BHLYP, the hole in the case of the heavier chalcogenides is delocalised over the corner and face chalcogen atoms, while the excited electron delocalises over the edge and corner magnesium atoms. As a result the excited state localisation predicted by TD-BHLYP and TD-B3LYP becomes more similar when going from MgO to MgSe, something that does not occur in the MgO to SrO series.

The post-transition metal chalcogenide nanoparticles in Table 4, finally, show a dramatically different behaviour than any of the other nanoparticles studied here. Firstly, TD-B3LYP and TD-BHLYP predict essentially the same localisation of the lowest energy $t_2$ excited state for (PbS)$_{32}$ and (CdO)$_{32}$. Secondly, in contrast of the very localised excited states found for the alkaline earth chalcogenide nanoparticles, the excited state in the post-transition metal oxides is predicted to be essentially delocalised. Specifically, in the case of (CdO)$_{32}$ the excited state is predicted to be delocalised over the surface of the nanoparticles, with large contributions of face and edge atoms, while in (PbS)$_{32}$ it is predicted to be delocalised over the whole particle, including a significant contribution of the bulk atoms in the centre of the particle.

The electron density differences between the ground and lowest $t_2$ excited state visualised in Fig. 3 and Fig. S3 (ESI†), finally, paint a similar picture to the charge differences in Tables 2–4. There appears to be a minor discrepancy, the fact that TD-B3LYP predicts that the lowest $t_2$ excitation for the (MgX)$_{32}$ nanoparticles is a CT excitation that predominantly involves the metal and chalcogen corner atoms, while TD-BHLYP predicts an excitation dominated by the corner chalcogen atoms and the adjacent magnesium edge atoms. Different to the alkaline earth oxide nanoparticles, the effect of replacing oxygen with the heavier chalcogens is an increased delocalisation of not only the hole but also the excited electron. Both for TD-B3LYP and TD-BHLYP, the hole in the case of the heavier chalcogenides is delocalised over the corner and face chalcogen atoms, while the excited electron delocalises over the edge and corner magnesium atoms. As a result the excited state localisation predicted by TD-BHLYP and TD-B3LYP becomes more similar when going from MgO to MgSe, something that does not occur in the MgO to SrO series.

The post-transition metal chalcogenide nanoparticles in Table 4, finally, show a dramatically different behaviour than any of the other nanoparticles studied here. Firstly, TD-B3LYP and TD-BHLYP predict essentially the same localisation of the lowest energy $t_2$ excited state for (PbS)$_{32}$ and (CdO)$_{32}$. Secondly, in contrast of the very localised excited states found for the alkaline earth chalcogenide nanoparticles, the excited state in the post-transition metal oxides is predicted to be essentially delocalised. Specifically, in the case of (CdO)$_{32}$ the excited state is predicted to be delocalised over the surface of the nanoparticles, with large contributions of face and edge atoms, while in (PbS)$_{32}$ it is predicted to be delocalised over the whole particle, including a significant contribution of the bulk atoms in the centre of the particle.

The electron density differences between the ground and lowest $t_2$ excited state visualised in Fig. 3 and Fig. S3 (ESI†), finally, paint a similar picture to the charge differences in Tables 2–4. There appears to be a minor discrepancy, the fact
that the excited electron localised on the corner metal atoms shows up less clearly than the hole in the TD-BHLYP calculation on the alkaline earth nanoparticles, but this simply arises from the fact there are four oxygen corner atoms and twelve adjacent metal edge atoms, and the density difference per unit volume, which is essentially visualised in a contour plot, at the metal edge atoms is ~4/12th of that at the corner oxygen atoms.

**Discussion**

As discussed above, our calculations show that rocksalt nanoparticles with different chemical composition can have distinctly different optical properties. The dramatic change in predicted excited state (de)localisation between MgO on the one side and CdO and PbS on the other side is probably the clearest illustration of this effect of chemical composition. This change in localisation is paralleled by a nearly 2 eV change of the optical gap in the series of particles studied, although that change is similar to that observed for the bulk, so not necessarily directly connected with nanostructuring. Before discussing the possible physical origin of these large changes, we reflect first on the more technical question of which set of TD-DFT results to trust the most. For MgO in our previous work the case was very clear. The optical gap and the overall absorption spectrum predicted by TD-B3LYP for MgO are severely red-shifted relative to that measured experimentally for particles that were roughly similar in size. Also, while one can argue about the exact \( A \) value below which an excitation is likely to be problematic to describe using TD-B3LYP because of CT related issues, the \( A \) values we found for MgO particles with the rocksalt structure are really rather low and, moreover, decreased with increasing particle size; 0.15 for \((\text{MgO})_{24}\) and 0.13 for \((\text{MgO})_{32}\). This all, together with the fact that the excited state localisation predicted by TD-B3LYP had all the hallmarks of a CT-state and that predicted by the TD-BHLYP not, made us feel confident that the TD-B3LYP optical gap was a spuriously stabilised CT-state and that hence TD-B3LYP cannot be properly used to study MgO nanoparticles in the size range relevant to experiment. Considering the evidence, discussed above for the materials studied here, we feel that the same reasoning suggests that also in the case of the other alkaline earth oxide nanoparticles, \((\text{CaO})_{32}\) and \((\text{SrO})_{32}\), the use of TD-B3LYP is clearly problematic and use of TD-BHLYP or other XC-functionals with a large percentage of HFLE or range-separated XC-functionals (e.g. CAM-B3LYP) is advisable. A conclusion that is further supported by the success of the ad hoc recipe developed by us to reproduce the experimental absorption spectra of MgO nanoparticles, in reproducing the experimental spectra of CaO and SrO nanoparticles. A similar argument can be probably made for the case of MgS. The TD-B3LYP \( A \) value calculated for the lowest \( t_2 \) excitation of \((\text{MgS})_{32}\) is slightly larger than that of the same excitation for the alkaline earth oxide nanoparticles, but the excited state localisation picture for the \( t_2 \) excitation is still very similar to that class of particles. MgSe, in contrast, appears as a material on the edge between two domains; a TD-B3LYP \( A \) value larger than 0.3 and similar but not the same excited localisation patterns predicted by TD-B3LYP and TD-BHLYP. The odd trend for the optical gap in the \((\text{MgO})_{32}-((\text{MgS})_{32}-((\text{MgSe})_{32})\) series of particles, where the optical gap increases when going from \((\text{MgO})_{32}\) to \((\text{MgS})_{32}\) and then decreases again from \((\text{MgS})_{32}\) to \((\text{MgSe})_{32}\), in this context could arise from two competing trends down this series of structures. Those two trends would be the “true” physical trend of decreasing optical gap values when going from MgO to MgSe, as seen in the TD-BHLYP results, and at the same time a decrease in the spurious energetic stabilisation of CT-states down the series (indicated by the increasing \( A \) values) and a better approximation of the physical optical gap values by those calculated with TD-B3LYP. For \((\text{CdO})_{32}\) and \((\text{PbS})_{32}\) TD-B3LYP and TD-BHLYP, finally, predict a very similar localisation of the lowest \( t_2 \) excited state, as well as large TD-B3LYP \( A \) values \((A > 0.4)\) for this excitation. While this suggests that, at least in terms of potential issues with CT-states, both XC-functionals should in principle work equally well in describing CdO and PbS nanoparticles, in the remainder of this discussion we focus on the TD-BHLYP results, as to treat the different nanoparticles in an as consistent as possible fashion.

We believe that the trend in exited state (de)localisation amongst the nanoparticles studied stems from differences in the extent the excited electron and hole are screened from one another, and that this to first approximation can be understood in terms of the optical dielectric constants of the bulk materials the nanoparticles are made from. The alkaline earth oxide nanoparticles, in which the excited state is very localised and the excited electron and hole are clearly separated in space, are all made of materials with low optical dielectric constant values \((\text{MgO} 3.0; \text{CaO} 3.3; \text{SrO} 3.2–3.5)\). The post-transition metal chalcogenide nanoparticles, in which in contrast to the alkaline earth oxide nanoparticles the excited state is delocalised, are made of materials with much higher optical dielectric constant values \((\text{CdO} 5.4–6.2; \text{PbS} 17.2)\) while the \((\text{MgS})_{32}\) and \((\text{MgSe})_{32}\) nanoparticles, which display intermediate (de)localisation, are made from materials that also have optical dielectric constant values that lie in between those of the alkaline earth oxides and post-transition metal chalcogenide materials \((\text{MgS} 5.1; \text{MgSe} 5.9)\). The observed (de)localisation here can, in analogy with the situation for polaron, be interpreted as the result of competition between a potential energy term arising from the electrostatic interaction between the excited electron and hole, favouring a localised excited state with the excited electron and hole in close proximity, and a kinetic energy term, favouring a delocalised excited state. In such a model the degree of screening and thus the optical dielectric constant then is a key parameter as it controls the relative magnitude of the potential energy term, the larger the optical dielectric constant the more the charges are screened and the smaller the potential energy, and thus the balance between delocalisation and localisation.

The optical dielectric constant values of the underlying bulk materials are, as demonstrated by the work of Phillips and van Vechten, inherently connected to their electronic band structure and the degree to what the bonding is...
nanoparticles as such predicted observations (see Table 5). Firstly, for the alkaline earth oxide materials studied then we can make some further interesting nanoparticles, as a good approximation to the optical gap for all work well in reproducing the experimental spectra of CaO and SrO empirical constant predict for the optical properties of these systems.

Available,35–37 especially for MgSe, but similarly the predicted make a comparison due to the quality of the experimental data for these particles are thus also clearly that of a material that shows result of quantum confinement.

In line with their localised excited state, the (MX)₃₂ particles, the magnitude and nature of the optical gap of rigidly-red-shifted optical gap (Δₒₛₛ) values for the (MX)₃₂ particles of the different compositions calculated using TD-BHLYP and a rigid redshift of 0.5 eV (see the text, all values in eV).

|       | MgO | CaO | SrO | MgS | MgSe | CdO | PbS |
|-------|-----|-----|-----|-----|------|-----|-----|
| Δₒₛₛ | 4.58 | 3.85 | 3.41 | 4.32 | 3.87 | 2.51 | 2.89 |

Ionic or covalent.47,48 Hence it is not surprising that the trend between the bulk optical dielectric constant and excited state (de)localisation in the nanoparticle also maps on trends between the bulk band gap and excited state (de)localisation in the nanoparticle (nanoparticles of materials with a smaller band gap have a more delocalised excited state) and the degree of ionic bonding in the bulk material and excited state (de)localisation in the nanoparticle (nanoparticles of more ionic materials have a more localised excited state). Quantum dots, in which quantum confinement is exploited to tune the optical properties by changing the particle size and which thus need a delocalised excited state, are not surprising typically made from small band gap materials such as CdSe and PbS. On a more methodology, as problems with describing CT-excitations by TD-B3LYP are only likely to occur for particles with localised excited states, this issue is likely to only be relevant for nanoparticles of ionic materials with a large band gap. Finally, taking into account the apparent role played by the optical dielectric constant, it may be interesting to explore in the future what hybrid XC-functionals where the fraction of HFLE is treated as an explicit function of the optical dielectric constant⁴⁹–⁵¹ rather than an empirical constant predict for the optical properties of these systems.

Finally, if we trust the rigidly-red-shifted TD-BHLYP recipe that we developed for MgO nanoparticles, and which seems to also work well in reproducing the experimental spectra of CaO and SrO nanoparticles, as a good approximation to the optical gap for all materials studied then we can make some further interesting observations (see Table 5). Firstly, for the alkaline earth oxide nanoparticles the as such predicted Δₒₛₛ values, that include the 0.5 eV redshift, consistently lie far below the band gap values⁴⁰ and lowest excitation energies³¹,³² of the corresponding bulk materials. In line with their localised excited state, the Δₒₛₛ values predicted for these particles are thus also clearly that of a material that shows a red shift rather than a blue shift upon reducing the particle size. For the magnesium chalcogenide nanoparticles it is more difficult to make a comparison due to the quality of the experimental data available,³⁵–³⁷ especially for MgSe, but similarily the predicted Δₒₛₛ values appear to lie below where the bulk starts absorbing light. For CdO and PbS, however, the predicted Δₒₛₛ values lie clearly above the experimental onset of absorption,³⁸,³⁹ and while this in the case of PbS can be partly due to the lack of spin–orbit coupling in our calculations, we feel that this, especially in the case of CdO, is evidence of the sort of blue-shift one would expect to see as a result of quantum confinement.

Conclusion

In this paper we have studied, using TD-DFT calculations on (MX)₃₂ particles, the magnitude and nature of the optical gap of rocksalt nanoparticles of CaO, SrO, MgS, MgSe, CdO and PbS. Firstly, on a technical note we observed that the lowest (t₂) excitations calculated with TD-B3LYP for all rocksalt nanoparticles considered, bar those of CdO and PbS, are, just as we previously found for MgO nanoparticles, charge-transfer excitations that are spurious energetically stabilized relative to local excitations. As hybrid XC-functionals with a high percentage of Hartree–Fock like exchange, e.g. BHLYP, or range-separated XC-functionals, e.g. CAM-B3LYP, are known to correct for these charge-transfer artefacts, we therefore suggest that their use is essential when studying rocksalt nanoparticles. Concentrating on the TD-BHLYP results, we found that the magnitude and nature of the optical gap varies widely in between the different rocksalt nanoparticles. The alkaline earth oxide nanoparticles are all predicted to have large optical gaps, where the corresponding excited state has a very localised character and involves the oxygen corner atoms and the metal edge atoms nearby. The transition metal chalcogenide nanoparticles, in contrast, are predicted to have delocalised lowest excited states and much smaller optical gaps, while the magnesium chalcogenides, finally, display an intermediate behaviour. We propose that these differences can be understood in terms of the dielectric screening of the Coulomb interaction between the excited electron and hole, where the larger optical dielectric constant of materials such as CdO and PbS means that the potential energy term favouring localisation is much reduced.
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