UltraPose: Synthesizing Dense Pose with 1 Billion Points by Human-body Decoupling 3D Model
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Abstract

Recovering dense human poses from images plays a critical role in establishing an image-to-surface correspondence between RGB images and the 3D surface of the human body, serving the foundation of rich real-world applications, such as virtual humans, monocular-to-3d reconstruction. However, the popular DensePose-COCO dataset relies on a sophisticated manual annotation system, leading to severe limitations in acquiring the denser and more accurate annotated pose resources. In this work, we introduce a new 3D human-body model with a series of decoupled parameters that could freely control the generation of the body. Furthermore, we build a data generation system based on this decoupling 3D model, and construct an ultra dense synthetic benchmark UltraPose, containing around 1.3 billion corresponding points. Compared to the existing manually annotated DensePose-COCO dataset, the synthetic UltraPose has ultra dense image-to-surface correspondences without annotation cost and error. Our proposed UltraPose provides the largest benchmark and data resources for lifting the model capability in predicting more accurate dense poses. To promote future researches in this field, we also propose a transformer-based method to model the dense correspondence between 2D and 3D worlds. The proposed model trained on synthetic UltraPose can be applied to real-world scenarios, indicating the effectiveness of our benchmark and model.¹

1. Introduction

In computer vision, establishing correspondences from 2D images to 3D human body models is a fundamental task for analyzing human action, which facilitates several application scenarios, such as texture transfer [7, 20, 25], virtual try-on [15, 19, 33, 34], and 3D human reconstruction [8, 32]. Based on the Skinned Multi-Person Linear (SMPL) model [18], DensePose [9] takes a single RGB image as input and maps pixels to corresponding surface points on the SMPL model, obtaining more accurate instance-level human analysis with these predicted denser relationships. Recently, several methods [22, 23, 35] have been proposed for dense pose estimation, while the results show that it is still a very challenging problem.

One of the limitations of the current DensePose system is that the SMPL is a model for academic research and is not widely recognized in the industry, which limits its application value in real-world scenarios. As a skinned model that can represent a wide variety of body shapes, SMPL has only 10 blend shapes that do not have a clear physical meaning and may affect each other. Therefore, some problems arise when applying SMPL model, such as poor controllability which makes it difficult to adjust the human body into the targeted shape.

There are also some limitations in the popular DensePose-COCO dataset [9]. On the one hand, it only collects 50K persons, not covering various poses and shapes, which makes the model perform poorly in situations such as sideways and occlusion. On the other hand, the quality of manual annotations is intrinsically limited as described in [22]. Under some ambiguity and self-occlusion conditions, the annotators need to mark the exact point correspondences, resulting in huge annotation errors.

In this work, to address the limitations of SMPL, we adopt an industry-recognized Daz² model as the base human body model. Then, we propose a new 3D model, DeepDaz, containing a group of well-designed decoupling parameters that can control the generation of a variety of human bodies. These parameters have a specific physical meaning and are decoupled with each other, enabling humans to adjust the human body freely rather than relying

²Daz: https://www.daz3d.com/
Figure 1. Visualization comparison of annotations on DensePose-COCO and our proposed UltraPose benchmark. The DensePose-COCO data (above) has relatively sparse point annotations, while our UltraPose (below) has ultra dense annotations, providing a depth map of the human body simultaneously. Besides, we also show their UV space comparison of annotation on the right, in which DensePose-COCO data has obvious annotation errors. For instance, there are many inner-part (blue lines) errors and inter-part (purple lines) errors. However, our UltraPose is generated with an error-free label that all the annotated and ground-truth points coincide perfectly.

on professional CG design. Our DeepDaz model is also compatible with the CG industry that can be freely edited in mainstream design software, thus leading to an excellent performance and application value.

Based on the DeepDaz model, we build a data generation system and further propose an ultra dense synthetic dataset, UltraPose, which contains 500K persons and 1.3B corresponding point annotations on the surface of DeepDaz model. Figure 1 show the comparison between DensePose-COCO dataset and our UltraPose, which has several appealing properties. **First**, UltraPose has an ultra dense annotation with around 2.6K points in one person (about 25 times of DensePose-COCO) for pose estimation, which can promote researches on instance-level human analysis. **Second**, based on the established data generation system, we can acquire quantities of data with rich diversity and no manual annotation costs. **Third**, the generated data annotations are absolute truth values without any error, and perfectly represent the corresponding relationship between the 2D image and the surface of human body. **Fourth**, the UltraPose also provides the 3D parameters and depth information of the human body for further research.

Tackling such a large-scale and diverse benchmark is still challenging, requiring the model to have strong semantic feature representation capabilities. Inspired by [3], we design a new transformer-based model for dense pose estimation task. It combines the merits of Transformers [31] and U-Net [27] simultaneously, and also uses the prior key-points knowledge to assist in prediction. Our proposed model obtains state-of-the-art accuracy on the UltraPose benchmark, and more importantly, can be directly applied to real-world scenarios, achieving impressive performance.

In summary, the major contributions of this work are three-fold:

- We replace the SMPL model with DeepDaz, a new human body 3D decoupling model, which can be used to generate various poses easily and is compatible with CG industry design standards.

- We propose a realistic human body generation system and a new large-scale synthesized benchmark, UltraPose, which contains 1.3 billion points annotation without any annotation cost or error.

- A transformer-based method that can extract informative visual representations for ultra dense pose estimation. After being trained on the UltraPose dataset, our proposed methods also can be applied to real-world dense pose estimation.

2. Related Work

**Dense Pose Estimation** Skinned Multi-Person Linear Model (SMPL) [18] is a learned model of human body, containing multiple controllable shape and pose parameters. Motivated by SMPL and DenseReg [1], Guler et al. [9] model the 3D body structure in a 2D image and introduce a
new benchmark DensePose-COCO that presents the dense correspondences between images and the SMPL model. Based on Mask-RCNN [12], Guler et al. [9] also propose a dense regression framework, DensePose-RCNN, to predict the body part segmentation and UV coordinates. Several other methods [21–23, 28, 35] are proposed to address the challenging dense pose estimation. Yang et al. present Parsing R-CNN [35], a flexible and efficient pipeline that adopts FPN [16] backbone and RoIAlign [12] operation. Parsing R-CNN is the champion in the COCO 2018 Challenge DensePose Estimation task and can be applied to multiple instance-level human analysis tasks, such as human part segmentation. Neverova et al. [22] notice the quality limitation of manual annotations. Therefore, they propose an augmenting neural network that could predict the distribution over labeling data, thus understanding the annotation uncertainty better and archiving state-of-the-art accuracy. However, limited by the current dataset annotation quality and model design defects, the performance of these models is not satisfactory. Dense pose estimation is yet a challenging task.

**Synthetic Datasets** Recently, large-scale datasets have promoted the development of computer vision, such as ImageNet [5], MSCOCO [17], etc. However, labeling these datasets manually requires a huge annotation cost with inevitable errors. The collection of real human datasets is even harder, considering the privacy issues and the more complex labeling process [24]. Fortunately, we have an alternative: synthetic dataset, which refers to building some specialized data generation systems to synthesize data that is as realistic as possible. Numerous works [2,6,26,29,30] have been proposed for synthesizing human body. Varol et al. present SURREAL [30], a synthetic large-scale benchmark for 3D pose keypoints, depth map, and segmentation. SURREAL is rendered from 3D sequences of human motion that contains more than 6 million frames. To address the scarcity of human tracking, body part, and occlusion annotations, Fabbri et al. propose JTA dataset [6], which is created by exploiting the highly photorealistic video game Grand Theft Auto V. Dense pose estimation suffers a similar problem. Therefore, motivated by these works, we propose a new human body model DeepDaz, further construct a large-scale synthetic benchmark UltraPose.

### 3. The UltraPose Dataset

A large-scale high-quality dataset is crucial in modeling the correspondence between 2D images and 3D surface models. To address the limitations of the previous DensePose-COCO [9], we introduce a new human body model (DeepDaz) and build UltraPose with 1.3 billion points, which is the first synthetic and the largest benchmark in dense pose estimation. We explain the DeepDaz model, how to generate the dataset, and analyze the data in detail below.

#### 3.1. DeepDaz Model

In this section, we explain the details of our proposed human body decoupling 3D model, DeepDaz. The base model of DeepDaz is Daz, an art-designed human body that is widely recognized in the industry, composed of 16,556 vertexes, 32,736 surfaces, and 170 skeletons, including expressions, fingers, and toes joints. For DeepDaz, we further design a series of freely adjustable decoupling parameters that can be controlled arbitrarily and produce a variety of human shapes. The skeletons drive the model through the skinning algorithm to obtain various human bodies. DeepDaz is consistent with the human body driving standard of
the CG industry and can be edited in design software, such as Maya, Blender, 3DMax, etc.

Although the driving algorithm is similar to the SMPL model, our DeepDaz has several notable advantages. First, DeepDaz provides decoupled shape components that can be controlled freely. As shown in Fig. 2 (a), the SMPL model contains 10 shape components that come from PCA of approximately 4000 scans, while DeepDaz currently contains 16 decoupled well-designed shape components. It’s hard to generate a specific body shape using the statistical shape components in SMPL since people need to adjust several (usually 3-7) shape parameters simultaneously to get the expected body shape. In DeepDaz, people can simply adjust corresponding decoupled shape parameters to generate an expected body shape while keeping the other part shape unchanged (as shown in Fig. 2 (b)). Second, DeepDaz is extendible. People could design new shape components in CG software and integrate them into DeepDaz. Third, DeepDaz has better compatibility than the SMPL model. After generating the synthetic images, we can use NICP point cloud registration to translate DeepDaz parameters to the corresponding SMPL shape and pose parameters. The errors between SMPL, DeepDaz, and synthetic image are shown in Fig. 2 (c)(d).

3.2. Generation System

We establish a data generation system that can quickly produce a large quantity of data. As shown in Fig. 3, the system contains many fundamental material databases, such as shape database, pose database, clothes database, etc. Furthermore, a data generation pipeline processes and merges the materials in the databases step by step and finally gets synthetic data.

### 3.2.1 Databases Preparation

In detail, the fundamental material databases contain the shape database, pose database, face database, skin color database, clothes database, and background database. For the body shape, we sample 70K shapes from the real bodies to construct a shape database. To create a human pose database, we first collect 2,421 action sequences from open source databases such as Xbot, H36M [13], and SFU [36], decomposing 70K poses from them. In addition, the human body will appear randomly in the 3D space within a certain range. The face database contains 36K high-resolution front face images. The clothing database includes 374 pieces of clothes, shoes, and hats, which are covered on a skinned human model. The background database has 65K background images that will be selected randomly. These basic material databases ensure the diversity of the generated images.

### 3.2.2 Generation Pipeline

**Shape & Pose Driving** Similar to the SMPL model [18], our DeepDaz also can generate target human body from parameters $\beta$ and $\theta$. These parameters are randomly selected...
from the shape and pose databases, controlling the generation of human body through the skinning algorithm.

**Rendering**  The rendering module performs data enhancement on the generated human body, including HDR, light angle, and light intensity. Motivated by 3DDFA parameters [10, 11] of the face and the GAN model, we also generate a realistic face that matches the head. We finally obtain a rendered human with skin and face.

**Skin Conversion**  These rendered human data are still relatively close to the virtual characters in the game. Referring to pix2pix network [14], we design the skin color conversion module to specifically process the human skin color, generating a more realistic human body.

**Clothes Driving**  When driving clothing, two methods are used: one is skin driving, and the other is cloth simulation driving that simulates physical collisions to get a more natural vertex position. We have optimized the effect of cloth simulation to make the clothing more realistic, and integrate these two parts into the clothes driving module.

**Add Background**  We have achieved complete synthetic human body data. In this step, we randomly select an image from the background database as the background for the final synthetic image. Our pipeline can generate massive amounts of data quickly.

### 3.3. Data Analysis

We build two versions of datasets: UltraPose-5K and UltraPose, including 5K and 500K images respectively. Both datasets are divided into the train, validation, and test splits with a ratio of 80%:10%:10%. As shown in Table 1, compared with DensePose-COCO, the UltraPose has more annotated persons. Based on the DeepDaz model and data generation system, our UltraPose has ultra dense corresponding point annotations, containing a total of 1.3B points annotations and the average point annotation density in one person is 2.6K, which is 250 times and 25 times that of DensePose respectively. What’s more, the segmentation mask resolution in UltraPose is 512×512 (256×256 in DensePose), which leads to a fine dense pose estimation result. More importantly, unlike the human annotation with inevitable errors, the synthetic data has an error-free annotation. In addition, we also obtain the depth map and 3D parameters of the human body from the data generation system for future research.

Sufficient fidelity is also a fundamental requirement for synthetic datasets. Figure 4 show some cases from our
UltraPose benchmark. Compared with a synthetic human dataset SURREAL [30] for pose keypoints estimation, our UltraPose benefits from the well-designed data generation system, acquiring more realistic human body data. All these advantages have a significant impact on improving the performance of dense pose estimation.

4. Method

In this work, we propose a transformer-based framework for dense pose estimation. The overall architecture of the proposed TransUltra is shown in Figure 5. We utilize the prior detected keypoints that are concatenated with the original image to guide the model to predict a more complete human body, which also helps solve the occlusion problem. Motivated by [3], we adopt some transformer [31] layers to acquire informative feature for further representation. The U-Net architecture [27] is applied in our framework since dense pose estimation is also a pixel-level prediction.

More specifically, we use OpenPose\(^3\) to obtain 17 key points which are formed into a keypoint image using visual post-processing. After concatenating with raw image, our network input is a 6-channel RGB-keypoints image of size 512x512. We use the first three stages of ResNet50 to extract a feature, which is then encoded into a feature sequence and fed to 12 transformer layers for further representation. Several deconvolution layers are also used to upsample the feature map back to the size of 512x512 and its channel size also decreases from 512 to 16 gradually. Finally, we apply a dense pose head to predict the body part segmentation and UV coordinates.

The model is trained within 80 epochs and optimized by Adam, during which the learning rate is set to 1e-4 and the batch size is 48. Based on the synthetic UltraPose with perfect ground truth, we add some occlusions during training to simulate real-world scenes with strong occlusions. Benefiting from this, our model can address occluded human parts as shown in the first row of Figure 6. However, occlusion prediction is not supported by the DensePose-COCO that doesn’t provide ground truth for occluded human parts.

5. Experiments

In this section, we first describe some related dense pose estimation baselines and the evaluation metric. We compare their performance with our proposed TransUltra model and discuss the gap between different methods. Finally, a qualitative result is shown to evaluate the generalization of TransUltra in real-world scenarios.

5.1. Experimental Setup

**Baselines** We implemented several existing methods as baselines. Their details are explained as follows. DensePose [9]: the original DensePose-RCNN framework with fully convolutional head. DeepLabV3 Head [4]: a powerful semantic image segmentation head with atrous convolution, which is applied to predict ultra dense correspondences between 2D image and the surface 3D human body model, since dense pose estimation is a pixel-level prediction task. Confidence Estimation [22]: a network that models the correlated error fields for dense pose estimation. The quality limitation of manual annotations is discovered in this work, in which the model performs additional estimation of confidence in regressed UV coordinates, archiving state-of-the-art accuracy.

**Evaluation Metric** Following [9], we adopt geodesic point similarity (GPS) to measure the similarity of points prediction and ground truth annotation. The GPS metric is defined as below:

\[
GP_{ij} = \frac{1}{|P_j|} \sum_{p \in P_j} \exp \left( -\frac{g(i_p, \hat{i}_p)^2}{2k^2} \right)
\]

where \(P_j\) is the ground-truth annotations of j-th person, \(i_p\) and \(\hat{i}_p\) are the predicted and ground-truth vertex respectively. \(k\) is a normalizing parameter that is set to 0.255. After obtaining GPS similarity, we consider it as a threshold, and use the COCO challenge protocol to compute the Average Precision (AP) and Average Recall (AR). These metrics characterize the performance of a dense pose estimation algorithm.

---

3https://github.com/CMU-Perceptual-Computing-Lab/openpose
Table 2. Performance of different methods on the proposed UltraPose benchmark. Note that we use two versions (5K and all the data) of UltraPose to conduct experiments, which shows the effectiveness of a large-scale dataset.

| Method               | Data  | AP   | AP@GPS50 | AP@GPS75 | AR   | AR@GPS50 | AR@GPS75 |
|----------------------|-------|------|----------|----------|------|----------|----------|
| Confidence Estimation [22] | 5K    | 38.0 | 66.2     | 63.6     | 41.7 | 69.9     | 47.4     |
| DensePose [9]        | 5K    | 39.6 | 74.3     | 70.6     | 44.4 | 76.1     | 49.9     |
| DeepLabV3 Head [4]  | 5K    | 43.1 | 75.9     | 74.9     | 47.5 | 78.8     | 55.3     |
| TransUltra (Ours)    | 5K    | 49.1 | 89.5     | 88.3     | 58.0 | 94.6     | 69.5     |
| Confidence Estimation [22] | 500K  | 45.0 | 73.7     | 70.5     | 58.7 | 85.6     | 73.0     |
| DensePose [9]        | 500K  | 46.1 | 72.4     | 71.1     | 59.2 | 84.1     | 75.9     |
| DeepLabV3 Head [4]  | 500K  | 52.3 | 81.9     | 80.9     | 63.3 | 90.1     | 80.8     |
| TransUltra (Ours)    | 500K  | 56.2 | 91.8     | 91.8     | 63.6 | 95.9     | 84.7     |

5.2. UltraPose Results

We conduct extensive experiments on our UltraPose benchmark. It is worth noting that we adopt two versions of our dataset for experiments. One is the small version with 5K images, and the other contains all the data with 500K images and 1.3B annotated points. We don’t provide quantitative experiments on the DensePose-COCO dataset, since our proposed UltraPose is a more advanced dataset with 1.3B error-free points annotation and realistic rendering. Besides, our model trained on the UltraPose will predict the occluded parts, which is not compatible with the DensePose-COCO that doesn’t provide occlusion annotation. Experimental results in Table 2 show the comparison of methods and the impact of data quantity on the UltraPose dataset.

Performance comparison On the complete UltraPose dataset, Confidence Estimation [22] archives an AP of 45.0 and the original DensePose-RCNN [9] obtains 46.1 in the same metric. When applying the DeepLabV3 head [4], we get a performance of 52.3 in AP metric. As a comparison, our proposed TransUltra obtains the best performance AP=56.2 by introducing the Transformer layer, U-Net framework, and pre-detected keypoints. The TransUltra also leads by a wide margin on other evaluation metrics, obtaining 91.8, 91.8, 63.6, 95.9, and 84.7 on the AP@GPS50, AP@GPS75, AR, AR@GPS50, and AP@GPS75 metrics, respectively.

The effectiveness of large-scale dataset We consider that the amount of data is crucial to the accuracy of the dense pose estimation. Experiments conducted on the UltraPose-5K dataset show that performance degrades significantly with only 5K data. For instance, on the AP metric, the performance of the TransUltra is 49.1, which is only 87.4% of the performance obtained by training with 500K data. This experiment also demonstrates the advantage of our synthetic data, since we can generate large amounts of error-free data without the need for manual annotation. We find that 500K is a more appropriate amount of generated data and collect it as the UltraPose in this work.

5.3. Qualitative Results

In this section, we demonstrate the effectiveness of our proposed dataset and method. We compare the results of two methods: (a) train and test the existing DensePose-RCNN on DensePose-COCO dataset, (b) train our proposed model on synthetic benchmark and test on real-world DensePose-COCO dataset. In Figure 6, we show the visualization comparison results. The left is original input image, the middle is the DensePose-RCNN result, and the right is our model testing result on DensePose-COCO dataset.

Based on the synthetic UltraPose with perfect ground truth, we add some occlusions during training to simulate real-world scenes with strong occlusions. Benefiting from this, our model can address occluded human parts as shown in the first row of Figure 6. However, occlusion prediction is not supported by the DensePose-COCO that doesn’t provide ground truth for occluded human parts.

The second row shows the outstanding performance on handling clothes problem. Our data generation system first creates the human data with perfect ground truth, and then covers it with clothes. Therefore, using our synthetic data for training, the model can recover the body shapes under clothes more accurately. However, the DensePose system manually annotates the body image covered with clothes, resulting in inevitable recovery errors in the model trained on DensePose-COCO.

The third row shows the results of sideways human body. For the DensePose-RCNN trained on DensePose-COCO, the result of sideways is relative worse that some incomplete predictions occur. Benefits from utilizing the prior knowledge of human body keypoints, the proposed TransUltra handles the sideways situation well that the prediction result is complete and high-quality.

In the fourth row, we also demonstrate the model performance in some complex multi-person scenarios. These
well-performed results prove that the proposed transformer-based model has a strong visual semantic representation ability and can be generalized to real-world scenarios in the DensePose-COCO dataset.

6. Conclusion

Modeling the correspondence between 2D image and 3D human body is a crucial task in computer vision, that can inspire large amounts of tasks, such as virtual try-on, 3D human reconstruction, etc. In this work, we notice the limitations of the existing SMPL model and propose a new human-body decoupling model DeepDaz, which can be used to generate various human bodies. Then, we establish a data generation system, constructing the first large-scale ultra dense pose benchmark. Our UltraPose contains 1.3 billion point annotations without any error, and also provides the detailed parameters and depth map of the human body for further research. Finally, to facilitate future research in this field, we design a transformer-based model TransUltra, which is well trained on our UltraPose. The TransUltra not only achieves the best performance on our UltraPose benchmark, but also can be applied to real-world scenarios.
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