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Abstract—One challenge of legged locomotion on uneven terrains is to deal with both the discrete problem of selecting a contact surface for each footstep and the continuous problem of placing each footstep on the selected surface. Consequently, footstep planning can be addressed with a Mixed Integer Program (MIP), an elegant but computationally demanding method, which can make it unsuitable for online planning. We reformulate the MIP into a cardinality problem, then approximate it as a computationally efficient ℓ1-norm minimisation, called SL1M. Moreover, we improve the performance and convergence of SL1M by combining it with a sampling-based root trajectory planner to prune irrelevant surface candidates.

Our tests on the humanoid Talos in four representative scenarios show that SL1M always converges faster than MIP. For scenarios when the combinatorial complexity is small (< 10 surfaces per step), SL1M converges at least two times faster than MIP with no need for pruning. In more complex cases, SL1M converges up to 100 times faster than MIP with the help of pruning. Moreover, pruning can also improve the MIP computation time. The versatility of the framework is shown with additional tests on the quadruped robot ANYmal.

Index Terms—Humanoid and Bipedal Locomotion, Legged Robots, Motion and Path Planning

I. INTRODUCTION

FOOTSTEP planning consists of computing a sequence of footstep positions on which a legged robot should step to reach a desired goal position. It is thus a crucial problem for legged locomotion. Footstep planning can be characterised by its combinatorial aspect. The parts of the environment where the footsteps can be placed (contact surfaces) are often disjoint. Thus, a discrete choice of a surface must be made. This choice has an impact on all future footstep locations, as they are constrained relative to each other by non-linear kina-dynamic constraints. This means that the discrete choices of contact surfaces must be considered simultaneously for all footsteps.

Several relaxations have been proposed to practically address the problem of footstep planning. The model size can be reduced by approximating the robot with a point mass model [1], [2], [3] and expressing the constraints as simplified functions of the Center of Mass (COM) and contact positions only [4], [5], [6]. The price for these approximations is paid with the loss of completeness [7], [8] and/or the guarantees of convergence [9], [10], [11]. Which part of the problem can be approximated is thus a fundamental question closely related to the issue of modelling the combinatorics. Discrete approaches embrace the discrete nature of the problem [12], [13], [14], [15], while continuous, optimisation-based approaches have to design strategies to handle the discrete variables. In [16], a continuation method is employed to first solve a simplified version of the problem. Then the solution is used as a starting point for subsequent problems of increasing difficulty until the original problem is solved. Another option is to implicitly represent the discrete variables with continuous ones and to approximate the environment as a continuous function [9]. Alternatively, complementarity constraints can be used to enforce contact decisions, resulting in a computationally demanding, non-smooth optimisation problem [17], [18].

 Though often conflicted in the literature, discrete and continuous approaches can be unified in the Mixed-Integer Programming (MIP) formalism [19], [20], [21], [22], [23]. Internally, MIP solvers first solve an approximated problem, in which they relax the discrete (integer) variables into continuous ones. In the best-case scenario, the relaxed variables converge to integer values, and the original problem is solved. Otherwise, the combinatorics have to be addressed with branch-and-bound strategies. In the worst case, this requires solving an optimisation problem for every possible combination of values for the integer variables. Fortunately, this is rarely needed in practice as efficient approaches exist to solve only a fraction of the combinations [24]. MIP solvers can efficiently handle...
convex problems, but struggle to address non-linear problems efficiently [25], which is why MIP-based approaches such as [19] work with linearised formulations.

In the best case, solving MIP is computationally equivalent to solving a continuous formulation of the problem, where no specific scheme is required to address the combinatorics. From this perspective, our research question is: is it always possible to end up with a best-case scenario for the MIP in the context of footstep planning? A positive answer would imply that the problem can be addressed effectively by off-the-shelf optimisation solvers, resulting in simpler and faster formulations of the contact planning problem. In this paper, we empirically show a positive result for a diverse range of instances of the contact planning problem, featuring stairs, ripples, and narrow passages.

This paper is an extension of our earlier work [26], where we proposed a convex relaxation of the MIP approach for footstep planning with an ℓ1-norm minimisation, SL1M. In this preliminary work [26], SL1M has been shown to converge to integer solutions for “simple” problems, but fails when the combinatorial complexity becomes too high (as defined in Section VII). This issue is the focus of this paper.

A. Main Contributions

In this paper, we considerably improve our earlier work on SL1M by reducing the complexity of footstep planning problems. This is achieved by automatically removing non-relevant integer combinations using a low-dimensional path planner that computes a trajectory for the root of the robot [27]. We verified that improved SL1M always converges to an integer solution in our test scenarios after the pruning. We experimentally validate our hypothesis that we can reach a best-case scenario for the MIP in footstep planning by pruning the irrelevant combinations.

Thus, our main contribution is an LP relaxation of the MIP formulation, SL1M, experimentally shown to outperform commercial MIP solvers. Our second contribution is a demonstration that using a trajectory planner also improves the computational performance of MIP problems, especially for complex scenarios. These findings are demonstrated in several scenarios involving biped and quadruped robots navigating across uneven terrains with a pre-established gait.

II. RATIONALE

We study the combinatorial aspect of contact planning that results from environmental constraints. For instance, when climbing a staircase, we must decide which steps (or contact surfaces) our foot must land on. Planning the next results from environmental constraints. For instance, when crossing uneven terrains with a pre-established gait.

Table I defines the notation used throughout the paper. Unless specified, we use subscript for indicating the number of non-zero entries in vector a

| Notation | Description |
|----------|-------------|
| n        | the number of footsteps in the planning |
| m        | the number of contact surfaces in the environment |
| S        | union of potential contact surfaces available |
| Sj ⊆ S   | the j-th contact surface |
| Si ⊆ S   | the contact surfaces considered in the i-th footstep |
| p_i ∈ R^3| i-th footstep position |
| a_j ∈ {0, 1} | integer slack variable for j-th surface in i-th footstep |
| α_j ∈ R^+ | positive real slack variable for j-th surface in i-th footstep |
| β_j ∈ R | real slack variables for j-th surface in i-th footstep |
| R_i ∈ SE(3) | root position / orientation when creating footstep i |
| card(a) | number of non-zero entries in vector a |
| T, G     | initial / goal constraint sets |
| F        | feasibility constraint set |

III. DEFINITIONS AND NOTATION

Table I defines the notation used throughout the paper. Unless specified, we use subscript for indicating the i-th footstep and superscript for indicating the j-th contact surface.

We now more specifically define the environment. The environment is represented as a union of m disjoint sets $S = \bigcup_{j=1}^{m} S^j$ as shown in Fig. 2. Each set $S^j$ represents a convex contact surface, that is a polygon embedded in a 3D plane and bounded by a set of half-spaces:

$$ S^j := \{ p \in \mathbb{R}^3 | p^T n^j = e^j, S^j p \leq s^j \} $$

The equality defines the plane containing the contact surface, given by the normal $n^j \in \mathbb{R}^3$ and $e^j \in \mathbb{R}$. $S^j \in \mathbb{R}^{3 \times 1}$ and $s^j \in \mathbb{R}^h$ are respectively a constant matrix and a vector defining the h half-spaces that bound the quasi-flat [29] surface. $S_i \subset S$ is the subset of contact surfaces that are considered for the i-th footstep, which we call the candidate surfaces.
with M always have a solution and are effectively ignored. We define a vector of appropriate size filled with ones. If \( a_i^j = 0 \), \( \beta_i^j \) implies than \( \beta_i^j = 0 \) and as a result (1) is satisfied and \( p_i \in S \). If \( a_i^j = 1 \), then for a sufficiently large \( M \), (5), (6), and (7) always have a solution and are effectively ignored. We define a cardinality function \( \text{card}() \) that counts the number of non-zero entries in a vector. Therefore, (5) ensures that one contact surface is always selected.

The complete MIP formulation of our problem is thus:

\[
\begin{align*}
\text{find} & \quad \mathbf{P} = [\mathbf{p}_1, \cdots, \mathbf{p}_n] \in \mathbb{R}^{3 \times n} \\
\text{min} & \quad l(\mathbf{P}) \\
\text{s.t.} & \quad \mathbf{P} \in \mathcal{I} \cap \mathcal{G} \cap \mathcal{F} \\
& \quad \mathbf{p}_i \in \mathcal{S} \quad \forall i, 1 \leq i \leq n.
\end{align*}
\]

We want to find a user-defined number (for now) \( n \) of footstep positions \( \mathbf{p}_i \). Optionally we may want to minimise an objective \( l(\mathbf{P}) \). \( \mathbf{P} \) must satisfy initial and goal conditions, where simple conditions can be given by the sets \( \mathcal{I} : \{ \mathbf{P}, \mathbf{p}_1 = \mathbf{p}_I \} \) and \( \mathcal{G} : \{ \mathbf{P}, \mathbf{p}_n = \mathbf{p}_G \} \), with user-defined constants \( \mathbf{p}_I \) and \( \mathbf{p}_G \). \( \mathcal{F} \) denotes the set of kinematic and dynamic feasibility constraints that guarantee the robot to follow the footstep plan without falling or violating joint limits, detailed in Appendix A. We constrain the positions of \( \mathbf{P} \) to lie on a surface in \( \mathcal{S} \).

With the surface constraints (1), the constraint \( \mathbf{p}_i \in \mathcal{S} \) can then be formulated with the use of slack variables:

\[
\begin{align*}
\text{find} & \quad \mathbf{p}_i \in \mathbb{R}^3 \\
& \quad \mathbf{a}_i = [a_i^1, \cdots, a_i^m] \in \{0, 1\}^m \\
& \quad \mathbf{\beta}_i = [\beta_i^1, \cdots, \beta_i^m] \in \mathbb{R}^m \\
\text{s.t.} & \quad \text{card}(\mathbf{a}_i) = m - 1 \\
& \quad \forall j, 1 \leq j \leq m : \\
& \quad \mathbf{S}_j^i \mathbf{p}_i \leq \mathbf{s}_j^i + M \mathbf{a}_i^j \mathbf{1} \\
& \quad \mathbf{p}_i^T \mathbf{n}_j = e_j^i + \beta_i^j \\
& \quad ||\beta_i^j||_1 \leq Ma_i^j
\end{align*}
\]

Assumptions
We make the following assumptions to guarantee that the MIP formulation is convex:

- \( l(\mathbf{P}) \) is a convex quadratic objective function.
- The contact surfaces are “quasi-flat” \( \mathcal{S}_i \) and do not intersect with one another. This limitation is due to our dynamics constraint formulation, as explained in [29].
- Dynamic constraints are verified by computing a “quasi-static” trajectory for the center of mass (COM).
- Kinematics constraints on the COM are approximated as linear inequalities.
- The gait (i.e. the contact order for the effectors) is given.
- For all \( \mathbf{p}_i \), the orientation around the z axis of the foot in contact is given. We show how the orientation can be computed automatically in Section V.

These assumptions define a convex feasible set \( \mathcal{F} \).

V. EFFICIENT REDUCTION OF THE COMBINATORICS

In \([5]\), for each \( \mathbf{p}_i \) we consider the complete set \( \mathcal{S} \) of potential contact surfaces. However, it is reasonable to presume that for each \( \mathbf{p}_i \) only a subset \( \mathcal{S}_i \subset \mathcal{S} \) of contact surfaces are feasible, because of the geometric and dynamic constraints that bind each footstep with its neighbors. We approximate the subset \( \mathcal{S}_i \subset \mathcal{S} \) by exploiting the reachability condition, as introduced in \([29]\).

\[
\mathcal{S}_i = \{ \mathbf{S}^j \in \mathcal{S} \mid \text{ROM}(\mathbf{R}_i, F_i) \cap \mathbf{S}^j \neq \emptyset \}
\]

with \( \mathbf{R}_i \) being the root pose of the robot \( \mathbf{R}_i \in SE(3) \) at the moment when the contact is created. In this case, a necessary condition for a surface \( \mathbf{S}^j \) to be a valid candidate for \( \mathbf{p}_i \) is that \( \mathbf{S}^j \) be reachable with the foot from the root pose \( \mathbf{R}_i \). Mathematically, we can define the discrete set of reachable surfaces for footstep \( i \) as:

\[
\mathcal{S}_i = \{ \mathbf{S}^j \in \mathcal{S} \mid \text{ROM}(\mathbf{R}_i, F_i) \cap \mathbf{S}^j \neq \emptyset \}
\]

where \( F_i \) is the foot of interest, and \( \text{ROM} \) is the 3D range of motion of the foot given a specific root pose \( \mathbf{R}_i \) (Fig. 2).

A. The reachability condition

Let us assume for now that when looking for a footstep position \( \mathbf{p}_i \), we know the position and orientation of the root of the robot \( \mathbf{R}_i \in SE(3) \) at the moment when the contact is created. In this case, a necessary condition for a surface \( \mathbf{S}^j \) to be a valid candidate for \( \mathbf{p}_i \) is that \( \mathbf{S}^j \) be reachable with the foot from the root pose \( \mathbf{R}_i \). Mathematically, we can define the discrete set of reachable surfaces for footstep \( i \) as:

| Figure 1 | The environment is a set of contact surfaces (blue and red). The reachable workspace of each foot is shown in green. The intersection between the reachable workspace of the left foot and the environment (red) defines potential contact surfaces. The normals of the contact surfaces (arrows) constrain the orientation of the foot around the x- and y- axes. |
| --- | --- |
B. Kino-dynamic planning for estimating the root frames

In [28], we use the reachability condition to plan 6D trajectories for the root of the robot. Given the current frame \( \mathbf{R}_0 \) and a goal frame \( \mathbf{R}_n \), we use a kino-dynamic RRT planner to compute a continuous root trajectory \( \mathbf{R}(t), t \in [0, T] \) of the robot that always satisfies the reachability condition:

\[
\forall t, \forall k, 1 \leq k \leq n_{\text{Feet}}, \text{ROM}(\mathbf{R}(t), F^k_i) \cap S \neq \emptyset \quad (10)
\]

where each \( F^k_i \) denotes one of the \( n_{\text{Feet}} \) feet of the robot. Additionally, the trajectory prevents a collision for whole-body motions computed in its neighbourhood in practice.

We discretise \( \mathbf{R}(t) \) with a time step \( \delta t \), which is the only hyperparameter required in our framework. Assuming that a new step occurs every \( \delta t \), we compute the number \( n \) of required footsteps to reach the target, as well as the estimated root poses \( \mathbf{R} = [\mathbf{R}(\delta t), \mathbf{R}(2\delta t), \ldots, \mathbf{R}(T)] \) at each step creation. Fig. 3 shows an example of an \( SE(3) \) root trajectory and its discretisation. The reachable space of each foot is shown for each step. We assume that for each \( p_i \), the orientation of the foot about the \( z \)-axis is aligned with the root.

The kino-dynamic planner allows us to filter the contact candidates and pre-define the orientation of the feet, significantly reducing the number of surface candidates in our MIP. It is interesting to note that the information given by the kino-dynamic planner (number of steps and rotation about the \( z \)-axis) is handled inside the quadratic cost in the MIP formulation by [19]. Their formulation has the advantage of being self-contained, although it does allow for consideration of non-flat contact surfaces. The choice of optimising the number of steps and orientation within the cost, as opposed to our potentially sub-optimal approach, deserves a discussion. We believe that the tuning required to weigh the several terms in the cost is as hard as the parametrisation of the \( \delta t \) parameter. The potential sub-optimality is the price to pay for the computational gains shown in our results, which are connected to the reduced combinatorics by our approach. We detail the kino-dynamic root trajectory planner in Appendix B.

VI. CONVEX RELAXATION OF THE MIP FEASIBILITY PROBLEM

We purposely formulated [8] as a special instance of a cardinality problem [31], [32]. We observe that the constraint \( \text{card}(\alpha_i) = m - 1 \) constrains \( \text{card}(\alpha_i) \) to its minimum: as all the \( S^j \) are disjoint, it is impossible for a footstep to lie simultaneously on more than one contact surface. Therefore, by removing the cardinality constraint and replacing the cost with \( l(\mathbf{P}) + w \sum_{i=1}^n \text{card}(\alpha_i) \), with \( w \) being a sufficiently large weight, we obtain a strictly equivalent problem.

Cardinality minimisation problems are well-known to be efficiently approximated with \( \ell_1 \)-norm minimisation problems, thanks to the sparsity induced by the \( \ell_1 \)-norm [33], [34]. Therefore, we replace the Boolean variables \( \alpha_i \) with the real variables \( \alpha_i \) and minimise their norm to obtain what we call SL1M formulation [29]. Combining the \( \ell_1 \)-norm relaxation with the pruning obtained through the use of the kino-dynamic planner as proposed in Section V we obtain the following problem:

\[
\text{find} \quad \mathbf{P} = [p_1, \ldots, p_n] \in \mathbb{R}^{3 \times n} \\
\alpha = [\alpha_1, \ldots, \alpha_n], \alpha_i \in \mathbb{R}^{+|S_i|} \\
\beta = [\beta_1, \ldots, \beta_n], \beta_i \in \mathbb{R}^{|S_i|} \\
\min \quad l(\mathbf{P}) + w \sum_{i=1}^n \sum_{j=1}^{S_i} \alpha_i^j \\
\text{s.t.} \quad \mathbf{P} \in \mathbb{Z} \cap G \cap \mathcal{F} \quad (11)
\]

\( \forall i, 1 \leq i \leq n : \)

\( \forall j, 1 \leq j \leq |S_i| : \)

\( S_{i,j} p_i \leq s_{i,j} + M \alpha_i^j \cdot \mathbf{1} \)

\( p_i^T n_{i,j} = e_{i,j} + \beta_i^j \)

\( ||\beta_i^j||_1 \leq M \alpha_i^j \)

where \( |S_i| \) is the number of elements of the set \( S_i \), \( s_{i,j} \), \( e_{i,j} \) and \( \epsilon_{i,j} \) are the constants defined for the \( j \)-th surface inside the set \( S_i \). We observe that since all the elements of \( \alpha \) are positive, \( ||\alpha_i^j||_1 = \alpha_i^j \forall i, j \). We set \( l(\mathbf{P}) = 0 \) and \( w = 1 \) when solving a feasibility problem. This transforms the optimisation problem into a feasibility problem. Since the contact surfaces are fixed, the quadratic cost \( l(\mathbf{P}) \) is reintroduced to locally optimise the footstep positions on the selected surfaces.

For a solution of (11) to be a solution of (8), we need that \( \text{card}(\alpha_i) = m - 1, \forall i \). However, this might not be the case. To handle any potential non-sparse optimum, we use a brute-force approach. We fix all the variables \( \alpha_i \) for which the cardinality constraint is satisfied. We then test all the combinations for the remaining \( m - 1 \) variables until either i) a solution is found, ii) a maximum number of trials is reached, or iii) all possibilities are exhausted. This approach is not fail-proof, but this is a good compromise for our goal of finding a solution by solving a minimum number of optimisation problems.

An interesting observation is that because we are solving a cardinality problem, (11) is very close to the relaxed problem initially solved by a MIP solver for (8). It would be equivalent if the cardinality constraint was also reformulated as part of the cost and the pruning of contact surfaces was included in (8). In Section VII, we will show that because of the preliminary operations run by a MIP solver, it is more computationally efficient to directly solve (11) if the problem converges to a feasible solution.
A. Extension to quadruped locomotion

In terms of discrete variables, the proposed approach extends directly to any number of legs as long as the gait is pre-defined, leaving (11) and (8) unchanged. A conservative change must however be brought into the quasi-static constraints defining $F$ to guarantee a convex formulation. Quasi-static bipedal locomotion requires the COM to lie above the foot when the other foot breaks contact. For a quadruped, this constraint is not as limiting, as the COM can lie anywhere in the convex hull of the current contact points. However, if both the COM and feet locations are variables, the convex hull constraint is not convex. To preserve convexity, we express the COM’s x and y coordinates as linear functions of the positions of the effectors (i.e. feet) in contact:

$$c_{i, y} = \sum_k w_i^k p_{i, y}^k, \quad \sum_k w_i^k = 1, \quad w_i^k \geq 0 \quad \forall i$$ (12)

where $p_{i, y}^k$ represents the position of the k-th effectors in i-th contact, and $w_i^k$ is a user-defined unit weighting vector that is fixed for each contact. In our tests, we average the weights, writing $w_i^k = 1/\text{size}(w_i)$.

VII. EXPERIMENTAL RESULTS

We tested our approach in simulation in a variety of environments for the humanoid Talos [35] and the quadruped ANYmal [36]. To experimentally validate our framework, we provide both quantitative and qualitative comparisons against the different approaches explained. These results highlight the performance improvements by reducing the combinatorial complexity of the footstep planning problem using a trajectory.

A. Implementation details

The test environment is written in Python. The actual initialisation and resolution of both (8) and (11) are written in C++ and invoked through dedicated Python bindings. All optimisation problems are solved using the Gurobi [37] solver through those bindings. Open-source LP/QP solvers such as Quadprog [38] and GLPK [39] give similar performance results for the case of SL1M. However, this is not true for the MIP formulation. We chose Gurobi for a fair comparison. The measured computation times represent the time spent in the initialisation and resolution of the optimisation problem by the solver. The trajectory planner is implemented in C++ within the HPP framework [40] and invoked from Python using a CORBA architecture. Tests were run on a PC with an AMD Ryzen 7 1700X eight-core processor on Ubuntu 18.04.

B. Quantitative analysis

We selected four environments representative of the difficulty of a combinatorial footstep planning problem (Fig. 4). In each scenario, the objective is to find a sequence of footsteps resulting in a feasible whole-body motion containing the given initial and goal root poses. For each scenario, we solve the footstep planning problem using three methods: MIP optimisation, MIP feasibility, and SL1M. MIP optimisation corresponds to (8), where we set an objective function, just for comparison, that minimises the sum of the squared distances between the planned footsteps. MIP feasibility and SL1M represent (8) and (11) respectively with $l(P) = 0$, solving a feasibility problem. Once the contact surfaces are fixed, we locally optimise the footstep positions on the selected surfaces. To achieve this, we call an instance of (5), where all integer variables are fixed and the quadratic cost $l(P)$ is reintroduced.

In addition, each method is tested twice with the full combinatorics and with reduced combinatorics based on the trajectory. The same number of footsteps $n$ computed by discretising the trajectory is used in both cases.

Table II reports the computation times in milliseconds of each method averaged over 100 runs, together with the number of footsteps and the average number of candidate surfaces per contact. Empty cells mean that the method was not able to converge to a feasible solution. In all other cases, the success rate was 100% for all the methods.

1) Easy scenarios (bridge and stairs): First, we consider the environments composed of less than 10 candidate surfaces. The results show that integrating the trajectory always reduces the computation times of the optimisation problem, but the total computation time (including the guide path computation) is higher. SL1M always outperforms the other methods, being up to 7.1 times faster than MIP optimisation and up to 3.7 times faster than MIP feasibility.

2) Hard scenarios (rubbles and rubbles & stairs): We also consider environments composed of more than 10 candidate surfaces, including sloped surfaces. We decided to mark SL1M without trajectory planning as a failure (blank in Table II) as the remaining combinatorics required more than 4,000 trials (Section VI). Table II shows that SL1M with trajectory planning configuration always converges and is also always the most computationally efficient.

The pruning improved the performance by a factor of 146.8 in the best case in the stairs & rubbles scenario with the MIP feasibility formulation. SL1M always outperforms the other methods and is up to 8.8 times faster than MIP optimisation and up to 3.1 times faster than MIP feasibility.

Table III reports the optimal values obtained by both MIP and SL1M using a cost function that minimises the sum of squared distance traveled by the feet at each step. The MIP formulation always converges to the global optimum and thus provides a ground truth. SL1M first computes a feasible set of contact surfaces and then optimises the positions in a later stage. As expected, when MIP and SL1M select the same contact surfaces, the optimal cost is the same (bridge). Conversely, the cost differs when the contact surfaces selected differ, which is expected as SL1M is only computing a feasible solution. We also observe that the pruning based on the kinodynamic planner always precludes the solver from finding the global optimum. However, we observe that the increase in the resulting cost is small (always less than 10%), which we consider to be an acceptable trade-off.
### TABLE II

**Contact Planning Computation Performance Evaluation**

| Scenario       | # footprint | w/o trajectory planning | w/ trajectory planning |
|----------------|-------------|--------------------------|------------------------|
|                |             | # surf. | MIP opt. | MIP feas. | SL1M | avg. # surf. | trajectory | MIP opt. | MIP feas. | SL1M |
| bridge         | 16          | 3      | 157.5   | 166.2    | 45.3  | 1.2          | 179.4      | 87.5      | 77.3      | 35.5 |
| stairs         | 12          | 7      | 130.3   | 59.5     | 23.6  | 2.0          | 319.0      | 92.6      | 34.7      | 19.9 |
| rubble         | 16          | 18     | 1914.0  | 389.4    | -     | 5.9          | 252.2      | 647.7     | 230.2     | 73.4 |
| rubble & stairs| 32          | 24     | 98060.5 | -        | 74710.5 | 3.9         | 501.8      | 1070.5    | 508.9     | 217.6 |

![Fig. 4](image1)

**Fig. 4.** Results of contact planning and the whole-body motion planning of Talos in our sample scenarios. The top row shows the easy problems, bridge and stairs. The bottom row shows the challenging problems, rubble and rubble & stairs.

### TABLE III

**Cost Function Values**

| Scenario       | w/o trajectory | w/ trajectory |
|----------------|-----------------|---------------|
|                | MIP opt. | SL1M + QP | MIP opt. | SL1M + QP |
| bridge         | 1.887    | 1.887     | 1.974    | 1.974     |
| stairs         | 0.797    | 0.872     | 0.870    | 0.929     |
| rubble         | 0.968    | -         | 1.022    | 1.071     |
| rubble & stairs| 1.880    | -         | 2.072    | 2.224     |

![Fig. 5](image2)

**Fig. 5.** Contact planning results for ANYmal crossing the pallet. The colored cubes indicate the planned contact for each foot.

### C. Qualitative validation

We performed whole-body motion generation using [8], [41] to validate the computed footstep plans. Fig. 4 shows the snapshots of the generated motions for Talos along with the planned contact sequences. Although there are no theoretical guarantees that the contact plans can be extended to feasible whole-body motions (beside the quasi-static guarantee), this was the case in all of our scenarios. The companion video shows the resulting motions and compares them with the MIP formulation. The contact surfaces are selected using SL1M with trajectory planning, and then the footstep positions are optimised with a QP formulation. We also present a qualitative result obtained with the quadruped (Fig. 5).

### D. Complete Pipeline

Table IV shows the average computation time in milliseconds, profiling the pipeline in SL1M with trajectory planner configuration. The computation times are broken down into i) trajectory planning, ii) contact surface selection with SL1M, and iii) QP-based footstep location optimisation.

### VIII. Discussion

From these experiments, we draw two conclusions. First, decreasing the possible combinations with a trajectory planner reduces the computation time needed to solve the tested optimisation problems. The improvement ranged from over

![Diagrams](images)
146.8 times to 1.180 times. It also improved the convergence of SL1M in challenging scenarios. Pruning the non-relevant candidates was more effective in challenging scenarios than in easy scenarios with a stronger reduction on the complexity (\#surf\#footstep) of the problem. Indeed in easy scenarios, the time required for pruning outweighed the time savings in the optimisation phase. Second, solving feasibility problems (SL1M, MIP feasibility) is faster than solving optimisation problems (MIP optimisation) in general.

**Always use the trajectory planner:** Using a trajectory planner is not efficient for easy problems in terms of computation time. However, it brings other advantages such as automatic constraint construction and foot orientation information. Therefore, we recommend always using it. For hard problems, computational gains are remarkable. For instance, in the rubbles & stairs scenario, it is more than 100 times faster when compared with MIP feasibility without trajectory planning (yellow mark in Table II).

**Non-sparse optimum handling:** The ℓ1-norm relaxation can lead to a non-sparse optimum solution, where the relaxed integer variables do not converge to an integer value. A brute-force approach to handle this non-sparse optimum normally works well with easy problems. However, with challenging problems, we saw that it can result in large combinatorics. We tested specific methods to enhance the sparsity of ℓ1-norm minimisation, such as iterative re-weighting [42]. This did not improve the success rate for our problem, while in comparison, trajectory pruning was proved to be more efficient.

**Combinatorial reduction in MIP problems:** Before solving a combinatorial problem, MIP solvers commonly perform a “presolve” [24], where the problem is analysed, and unfeasible solutions are removed from the search space. Our trajectory planner can be considered as a domain-specific implementation of the presolve routine. Studying the influence of the presolve in challenging scenarios gives us some relevant insight into their combinatorics. The explored branch-and-bound node counts in MIP are shown in Table IV. 0 means that MIP converged to integer values before getting into a branch-and-bound phase. When the trajectory is combined and the presolve is enabled, we can see that the MIP feasibility problems directly converge to a feasible solution. This is expected, as the first iteration of the MIP is equivalent to SL1M. More interestingly, this is also the case for the MIP optimisation problems, where 2960 nodes had to be explored to find the optimum without the trajectory. These results suggest that for our scenarios, even when considering a cost function, there is no combinatorics involved in the resolution of the footstep planning problem. Studying the validity of this hypothesis is an exciting direction for future work.

### Table IV: Computation Time for the Complete Pipeline

| Scenario      | Trajectory | Footstep | Optimisation | Total  |
|---------------|------------|----------|--------------|--------|
| bridge        | 179.4      | 35.5     | 6.9          | 221.8  |
| stairs        | 319.0      | 19.9     | 7.5          | 346.4  |
| rubbles       | 252.2      | 73.4     | 8.0          | 333.6  |
| rubbles & stairs | 501.8  | 217.6    | 19.3         | 738.7  |

**Parameter tuning:** Our framework requires the tuning of the discretisation step δt for the trajectory, as δt is used to infer the number of footsteps required by the motion (a new footstep is created every δt). If δt is too large, the problem can become unfeasible (not enough footstep), while a small value increases the complexity of the problem (more footsteps and variables) and potentially leads to a failure in the convergence of SL1M. We heuristically selected a value δt = 1.0s for our scenarios. We believe δt plays a central role in the performance of the framework and will investigate on automatically determining its value in future work.

**SL1M with a cost function:** Using SL1M jointly with an additional objective as in [41] is challenging. With the current state of our knowledge, we do not recommend this approach as it increases the risk of not converging to an integer solution. However, our results show that optimising the contact locations after selecting the contact surfaces leads to empirically convincing results, with a maximum increase of 10% of the optimal cost. Furthermore, considering the simplified models in footstep planning, the notion of optimality is loosely related to the optimality of the resulting whole-body motion. Therefore, the suboptimality may not be critical in practice.

### IX. Conclusion

We presented a convex optimisation framework for planning the footstep of a legged robot walking on uneven terrain. Our results suggest a positive answer to the question: Can we efficiently address the combinatorics of the footstep planning problems with continuous optimisation methods?

We showed that in our use-cases, the footstep planning problem can be relaxed as an ℓ1-norm minimisation problem (SL1M), converging to a feasible solution when the combinatorics involves less than 10 surface candidates per footstep. Problems with larger combinatorics can be pruned thanks to a kino-dynamic planner, which outputs an approximation of the trajectory followed by the root of the robot.

The benefits of the framework were measured in terms of computational gains (more than 100 times faster than the original Mixed-Integer Program in the best case), as well as the simplicity of the approach, which can be implemented using off-the-shelf open-source numerical solvers at the cost of losing guarantees of optimality. Our analysis of the behaviour of MIP solvers further suggests that the combination of the kino-dynamic planner and pruning methods from the literature can potentially remove the combinatorics of the problem, even when an optimal solution is desired.

### Table V: MIP Explored Node Counts

| Scenario | Presolve MIP opt. | Presolve MIP feas. | w/o trajectory MIP opt. | w/o trajectory MIP feas. | w/ trajectory MIP opt. | w/ trajectory MIP feas. |
|----------|------------------|-------------------|-------------------------|-------------------------|-----------------------|------------------------|
| rubbles  | 1                | 1                 | 0                       | 0                       | 1                     | 1                      |
| rubbles & stairs | 1 2960 | 1                 | 0                       | 0                       | 0                     | 0                      |
**APPENDIX A**

**Reachability Constraints**

We detail our kinematic and dynamic (here, static equilibrium) feasibility constraints, noted as a set $F$ in our formulation. Two sets of constraints guarantee that the robot can follow the footstep plan without falling or violating joint limits. First, the position of the COM is constrained with respect to the contact points, following the 2-PAC approach \[6\]. This allows to continuously guarantee feasibility of the COM trajectory while only considering two COM positions at each contact phase. We recall the method for completeness and extend it to handle variable foot translations under the quasi-flat constraint. Second, the position of each effector is constrained with respect to the other effector in contact. This appendix is largely a reproduction of the constraints expressed in the original SL1M paper \[26\].

**A. Center Of Mass constraints**

To guarantee that a dynamically feasible trajectory exists for the $i$-th footstep, we use the 2-PAC formulation. We only need to choose 2 COM positions for each footstep, namely $c_{i,0}$ and $c_{i,1}$, to guarantee continuous feasibility. Let us define a phase as the time window between the moments two consecutive contacts are made.

1) **Equilibrium constraints:** For quasi-flat contact surfaces, a sufficient condition for the COM to allow for static equilibrium is: $c_i \in \text{conv}_i$ \[29\], where $\text{conv}_i$ denotes the convex hull of all the contact points at phase $i$. For bipedal walking, this boils down to having the COM on top of the support foot. In this case $c_{i,0}$ is constrained to lie above the support polygon of $p_{i-1}$ (i.e., the support foot used in the transition from phase $i-1$ to $i$, which was the swing foot for phase $i-1$) at the beginning of phase $i$. We then constrain $c_{i,1}$ to be above $p_i$ at the end of phase $i$:

$$F_{i-1}^j(c_{i,0} - p_{i-1}) \leq f_{i-1}^j + 1\alpha_{i-1}^j$$
$$F_{i}^j(c_{i,1} - p_{i}) \leq f_{i}^j + 1\alpha_{i}^j$$  \hspace{1cm} (13)

where $F_i^j$ and $f_i^j$ are the matrix and vector defining the polygonal shape of the foot associated to phase $i$ on surface $S^j$. Note that these constraints depend only on the $xy$ coordinates of the COM and the foot positions.

By convexity of the static equilibrium region, all points of the straight line segment $[c_{i,0}, c_{i,1}]$ satisfy the static equilibrium constraint. Similarly, the straight line segments $[c_{i-1,0}, c_{i,0}]$ and $[c_{i,1}, c_{i+1,0}]$ are also feasible because the COM stays above the support effector for all the duration of the single support phase.

2) **Reachability constraints:** We additionally constrain $c_{i,0}$ and $c_{i,1}$ to guarantee kinematic reachability. We stress that the kinematic constraints are only approximated here, thus the "guarantees" that we mention for feasibility are only valid for this simplified representation of the robot. The COM positions are linearly constrained as follows. First, for each effector we compute offline a polytope that approximates the reachable COM workspace: a large number of configurations of the robot are randomly sampled, and those who are collision-free and correspond to a “quasi-flat” pair of contacts are kept. For each of those configurations, the COM is expressed in the frame of a given effector. The convex hull of all the computed COM positions approximates the COM workspace in the effector frame. For each effector $k$, we thus obtain a 3D polytope $kR : \{c \in \mathbb{R}^3, kRc \leq kF \}$.

At contact phase $i$, for each contact surface $S^j$ the orientation of the foot frame is constant. The yaw is given by the trajectory planner, while the roll and pitch are given by the surface orientation. We note $R_i^j$ the rotated polytope associated with contact $p_i$ at phase $i$, assuming it lies on surface $S^j$. The translation is variable, thus the constraints depend linearly on the effector positions. Both COM positions $c_{i,m}, m \in \{0,1\}$ at phase $i$ are thus constrained by the two active contacts $p_i$ and $p_{i-1}$:

$$R_i^j(c_{i,m} - p_i) \leq r_i^j + 1\alpha_i^j \quad \forall j, \forall l \in \{i-1, i\}. \hspace{1cm} (14)$$

Here again, the slack variable $\alpha$ is used such that only the constraints related to the selected contact surfaces are applied. By convexity of our (approximated) kinematic constraints, if they are satisfied for $c_{i,0}$ and $c_{i,1}$ for all $i$ then they are continuously satisfied.

**B. Relative foot position constraints**

Similarly to the case of the COM reachability, we use a sampling-based approach to approximate the reachable workspace of each foot with respect to the others. For effector $k$, we obtain a polytope $kQ : \{p \in \mathbb{R}^3, kQp \leq kq \}$ that constrains the other effector. If $k$ is the moving effector at phase $i$ on surface $S^j$, we write the associated constraint set $kQ_i^j$. We then apply the same reasoning as for the COM to obtain the following constraints at each phase (omitting the $k$ for clarity):

$$Q_{i-1}(p_i - p_{i-1}) \leq q_{i-1}^j + 1\alpha_{i-1}^j \quad \forall j. \hspace{1cm} (15)$$

**APPENDIX B**

**Kinodynamic Root Trajectory Planner**

We detail the kino-dynamic root trajectory planner \[23\] used to efficiently reduce the combinatorics as proposed in Section \[IV\]. The planner is implemented as a standard RRT algorithm with a specific steering method\[4\] to guarantee that every position of the root in the trajectory satisfies the reachability condition. Additionally the dynamic constraints of the system are approximated with a heuristic in order to obtain smoother trajectories for the root, empirically shown to be more easily extended to feasible motions.

Concretely the steering method augments the well-known Double Integrator Minimum Time (DIMT) method \[43\] to compute minimum time trajectories between two states of the robot considering the dynamic constraints applying to the Center Of Mass (COM).

\[4\]In a RRT planner, a graph of states is built by sampling random states and using a local "steering method" to try to connect them. Linear interpolation is the most trivial option. Once the local trajectory has been computed, a validator checks whether the local trajectory satisfies the constraints of the system. If part of the trajectory satisfies the constraints, the last valid state is added to the graph and the partial trajectory is kept as the edge connecting the two states
Assuming that the COM position $\mathbf{c}$ is a linear function of the root position $\mathbf{R}$, given user-defined symmetric bounds on the COM dynamics along three orthogonal axes:

$$
-\mathbf{c}_{\text{max}}^{\text{max}} \leq \dot{\mathbf{c}}(x,y,z) \leq \mathbf{c}_{\text{max}}^{\text{max}}
$$

Given also an initial state $\mathbf{S}_0 = < \mathbf{R}_0, \mathbf{c}_0, \dot{\mathbf{c}}_0 >$ and a target state $\mathbf{S}_1 = < \mathbf{R}_1, \mathbf{c}_1, \dot{\mathbf{c}}_1 >$, the DIMT outputs a minimum time Bezier curve $\mathbf{c}(t)$ that connects exactly $< \mathbf{c}_0, \dot{\mathbf{c}}_0 >$ and $< \mathbf{c}_1, \dot{\mathbf{c}}_1 >$ and satisfies \[16\] without considering collision avoidance or the reachability condition. From $\mathbf{c}(t)$ we can directly retrieve the translation component of $\mathbf{R}(t)$, while the orientation is given by interpolating between $\mathbf{R}_0$ and $\mathbf{R}_1$.

However, the DIMT method is not directly applicable as for legged robots the center of mass acceleration bounds are neither constant nor symmetric, but state-dependent. The bounds correspond to the non-slipping condition, and are thus determined by the COM position, as well as the contact points and normals.

To address this issue, we propose a two-step method:

- We use the DIMT method with acceleration constraints computed for the initial state $\mathbf{S}_0$. The probable contact positions and normals are estimated using the reachability condition. Given the root position $\mathbf{R}_0$, we compute the set of obstacles intersected by the reachable workspace and arbitrarily choose one position on one of the available surfaces as the plausible contact. By doing so, we increase the odds that the trajectory $\mathbf{c}(t)$ is dynamically feasible in the neighborhood of $\mathbf{S}_0$, but not along the complete trajectory.

- Then, in the trajectory validation phase, we verify the dynamic equilibrium of the robot by estimating the probable contact points along the trajectory and verifying the Newton-Euler equation for the COM given this estimate. We also verify the reachability condition (which also approximates collision avoidance constraints). The returned trajectory $\mathbf{c}'(t)$ is the part of $\mathbf{c}(t)$ that satisfies all these constraints.

We refer the reader to the original paper \[28\] for details on how the acceleration bounds can be extracted from a state and estimated positions using the definition of the centroidal wrench cone and empirical evidence of the efficiency of this approach in spite of the heuristics introduced.
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