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Abstract—This paper studies the problem of accurately recovering a sparse vector \( \beta^* \) from highly corrupted linear measurements \( y = X\beta^* + e^* + w \) where \( e^* \) is a sparse error vector whose nonzero entries may be unbounded and \( w \) is a bounded noise. We propose a so-called extended Lasso optimization which takes into consideration sparse prior information of both \( \beta^* \) and \( e^* \). Our first result shows that the extended Lasso can faithfully recover both the regression as well as the corruption vector. Our analysis relies on the notion of extended restricted eigenvalue for the design matrix \( X \). Our second set of results applies to a general class of Gaussian design matrix \( X \) with i.i.d rows \( \mathcal{N}(0, \Sigma) \), for which we can establish a surprising result: the extended Lasso can recover exact signed supports of both \( \beta^* \) and \( e^* \) from only \( \Omega(k \log p \log n) \) observations, even when the fraction of corruption is arbitrarily close to one. Our analysis also shows that this amount of observations required to achieve exact signed support is indeed optimal.

I. INTRODUCTION

One of the central problems in statistics is the problem of linear regression in which the goal is to accurately estimate the regression vector \( \beta^* \in \mathbb{R}^p \) from the noisy observations

\[
y = X\beta^* + w, \tag{1}
\]

where \( X \in \mathbb{R}^{n \times p} \) is the measurement or design matrix, and \( w \in \mathbb{R}^n \) is the stochastic observation vector noise. A particular situation recently attracted much attention from the research community concerns with the model in which the number of regression variables \( p \) is larger than the number of observations \( n (p \geq n) \). In such circumstances, without imposing some additional assumptions for this model, it is obvious that the problem is ill-posed, and thus the linear regression is not consistent. Accordingly, there have been various lines of work on high dimensional inference based on imposing different types of structure constraints such as sparsity and group sparsity (e.g. [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15]). Among them, the most popular model focused on sparsity assumption of the regression vector. To estimate \( \beta^* \), a standard method, namely Lasso [11], was proposed to use \( \ell_1 \)-penalty as a surrogate function to enforce sparsity constraint.

\[
\min_{\beta} \frac{1}{2n} \|y - X\beta\|^2_2 + \lambda \|\beta\|_1, \tag{2}
\]

where \( \lambda \) is the positive regularization parameter and the \( \ell_1 \)-norm of the regression vector is \( \|\beta\|_1 \), defined as \( \|\beta\|_1 = \sum_{i=1}^p |\beta_i| \).

Within the past few years, there has been numerous studies to understand the \( \ell_1 \)-regularization aspect of sparse regression models (e.g. [5], [6], [7], [8], [9], [10], [11]). These works are mainly characterized by the type of the loss functions considered. For instance, authors [9], [11] seek to obtain a regression estimate \( \hat{\beta} \) that delivers small prediction error while others [10], [6], [11] seek to produce a regressor with minimal parameter estimation error, which is measured by the \( \ell_2 \)-norm of \( (\hat{\beta} - \beta^*) \). Another line of work (e.g. [10], [5], [8]) considers the variable selection in which the goal is to obtain an estimate that correctly identifies the support of the true regression vector. To achieve low prediction or parameter estimation loss, it is now well known that it is both sufficient and necessary to impose certain lower bounds on the smallest singular values of the design matrix (e.g. [7], [10]), while the notion of small mutual coherence for the design matrix (e.g. [9], [5], [8]) is required to achieve accurate variable selection.

We notice that all previous work relies on the assumption that the observation noise has bounded energy. Without this assumption, it is very likely that the estimated regressor is either not reliable or we fail to identify the correct support. With this observation in mind, in this paper, we extend the linear model (1) by considering the noise with unbounded energy. It is clear that if all entries of \( y \) are corrupted by large errors, then it is impossible to faithfully recover the regression vector \( \beta^* \). However, in many practical applications such as face recognition, acoustic recognition and dense sensor network, only a portion of the observation vector is contaminated by gross error. Formally, we have the mathematical model

\[
y = X\beta^* + e^* + w, \tag{3}
\]

where \( e^* \in \mathbb{R}^n \) is the sparse error whose locations of nonzero entries are unknown and whose magnitudes can be arbitrarily large whereas \( w \) is the conventional noise vector with bounded entries. In this paper, we assume that \( w \) has a multivariate Gaussian \( \mathcal{N}(0, \sigma^2 I_{n \times n}) \) distribution. This model also includes as a special case the missing data problem in which all the entries of \( y \) is not fully observed, but some are missing. This problem is particularly important in computer vision and biology applications. If some entries of \( y \) are missing, the nonzero entries of \( e^* \) whose locations are associated with the missing entries of the observation vector \( y \) have the same values as entries of \( y \) but with reverse polarity.

The problems of faithfully recovering data under gross error has gained increasing attentions recently with many interesting
practical applications (e.g. [17], [18], [19]) as well as theoretical consideration (e.g. [20], [21], [22], [23]). Another recent line of research on recovering the data from grossly corrupted measurements has been also studied in the context of robust principal component analysis (RPCA) (e.g. [24], [25], [26]). Let us consider several examples as illustrations.

- **Face recognition.** The model (3) has been proposed by Wright et al. [17] in the context of face recognition. In this problem, a face test sample is assumed to be represented as a linear combination of training faces in the dictionary $X$. Hence, $y = X\beta$ where $\beta$ is the coefficient vector used for classification. However, it is often the case that the testing face of interest is occluded by unwanted objects such as glasses, hats, scarfs, etc. These occlusions, which occupy a portion of the test face, can be considered as the sparse error $e^*$ in the model (3).

- **Subspace clustering.** An important problem in high-dimensional data analysis is to cluster the data points into multiple subspaces. A recent work of Elhamifar and Vidal [19] show that this problem can be solved by expressing each data point as a sparse linear combination of all other data points. Coefficient vectors recovered from solving the Lasso problems are then employed for clustering. If the data points are represented as a matrix $X$, then we wish to find a sparse coefficient matrix $B$ such that $X = XB$ and $\text{diag}(B) = 0$. When the data is missing or contaminated by outliers, the authors formulate the problem as $X = XB + E$ and minimize a sum of two $\ell_1$-norms with respect to both $B$ and $E$ [18].

- **Sparse graphical model estimation.** Given a random vector $x \in \mathbb{R}^p$ with unknown covariance matrix $\Sigma$, the goal is to estimate $\Sigma$ or its precision matrix $\Omega = \Sigma^{-1}$ from $n$ independent copies of $x$: $x_1, \ldots, x_n \in \mathbb{R}^p$. Assuming that the matrix $\Omega$ is sparse, Meinshausen and Bühlmann [7] propose to solve the following Lasso problem

$$\min_B \frac{1}{2n} \left\| X - XB \right\|_F^2 + \lambda \left\| B \right\|_1 \quad \text{s.t. diag}(B) = 0,$$

where $X = [x_1^T, \ldots, x_n^T]^T$. The precision matrix $\Omega$ can be estimated via the coefficient matrix $B$. When the data $X$ is partially observed/missing, a more robust method is to take into account the sparsity assumption and minimize

$$\min_{B,E} \frac{1}{2n} \left\| X - XB - E \right\|_F^2 + \lambda_0 \left\| B \right\|_1 + \lambda_e \left\| E \right\|_1$$

subject to $\text{diag}(B) = 0$, where $E$ represents partially missing information. Though this problem is quite different from the aforementioned subspace clustering problem, the technical approach is considerably similar.

- **Sensor network.** In this model, a network of sensors collect measurements of a signal $\beta^*$ independently by simply projecting $\beta^*$ onto the row vectors of a sensing matrix $X$. $y_i = (X_i, \beta^*)$ [27]. The measurements $y_i$ are then sent to the central hub for analysis. However, it is highly likely that a small percentage of sensors might fail to send the measurements correctly and sometimes even report totally irrelevant measurements. Therefore, it is more appropriate to employ the observation model in (3) than the model in (1).

It is worth noticing that in the aforementioned applications, $e^*$ always plays the role as the sparse (undesired) error. However, in other applications, $e^*$ might actually contain meaningful information, and thus necessary to be recovered. An example of this kind of problem is signal separation, in which $\beta^*$ and $e^*$ are considered as two distinct signal components (e.g. video or audio). Furthermore, in applications such as classification and clustering, the assumption that the test sample $y$ is a linear combination of a few training samples in the dictionary (playing the role of the design matrix) $X$ might be violated. The sparse component $e^*$ can thus be seen as the compensation for the linear regression model mismatch.

Given the observation model (1) and the sparsity assumptions on both regression vector $\beta^*$ and error $e^*$, we propose the following convex minimization to estimate the unknown regression vector $\beta^*$ as well as the error vector $e^*$:

$$\min_{\beta, e} \frac{1}{2n} \left\| y - X\beta - e \right\|_2^2 + \lambda_{n, \beta} \left\| \beta \right\|_1 + \lambda_{n, e} \left\| e \right\|_1,$$  \hspace{1cm} (4)

where $\lambda_{n, \beta}$ and $\lambda_{n, e}$ are positive regularization parameters. This optimization, which we call **extended Lasso**, can be seen as a generalization of the Lasso program. Indeed, by setting $\lambda_{n, e} = 0$, (6) returns to the standard Lasso. The additional regularization associated with the error $e$ encourages sparsity of the reconstructed vector, where the penalty parameter $\lambda_{n, e}$ controls its sparsity level. In this paper, we focus on the following questions: what are necessary and sufficient conditions for the ambient dimension $p$, the number of observations $n$, the sparsity index $k$ of the regression $\beta^*$ and the fraction of corruption in $e^*$ so that (i) the extended Lasso is able (or unable) to recover the exact support sets of both $\beta^*$ and $e^*$? (ii) the extended Lasso is able to recover $\beta^*$ and $e^*$ with small prediction error and parameter error? We are particularly interested in understanding the asymptotic situation where the the fraction of error gets arbitrarily close to 100%.

In this paper, we assume normalization of the design matrix $X$. Specifically, we assume the $\ell_2$-norm of columns of the matrix $X$ is $\Theta(\sqrt{n})$. Moreover, without loss of generality, we use the following observation model in replacement for the model in (3):

$$y = X\beta^* + \sqrt{n}e^* + w.$$  \hspace{1cm} (5)

As we can see, columns of both the design matrix $X$ and the matrix $\sqrt{n}I_{n \times n}$ has the same scale. Thus, this model’s change only helps our results in the next sections to be more interpretable. The optimization (4) is now converted to the following problem

$$\min_{\beta, e} \frac{1}{2n} \left\| y - X\beta - \sqrt{n}e \right\|_2^2 + \lambda_{n, \beta} \left\| \beta \right\|_1 + \lambda_{n, e} \left\| e \right\|_1,$$  \hspace{1cm} (6)

**Previous work.** The problem of recovering the estimation vector $\beta^*$ and error $e^*$ is originally proposed by Wright et al. in the appealing paper [17] and analyzed by Wright and Ma [20]. In the absence of the stochastic noise $w$ in the observation model (3), the authors propose to estimate $(\beta^*, e^*)$ by solving the following linear program

$$\min_{\beta, e} \left\| \beta \right\|_1 + \left\| e \right\|_1 \quad \text{s.t.} \quad y = X\beta + \sqrt{n}e.$$  \hspace{1cm} (7)
From a different viewpoint, in the intriguing paper [28], Lee et al. study a general loss function model. To obtain more flexibility in controlling the undesirable influence of the model, they introduce a case-specific parameter vector $e \in \mathbb{R}^n$ for the observation vectors and modify the optimization to take into account this parameter. Interestingly, the model turns out to be coincident with (6) when applying to the linear regression problem with Lasso penalty. Extensive simulations have shown that the model (6) is considerably robust to noise. However, no theoretical analysis is provided in the paper.

In another direction, the problem of robust Lasso under corrupted observations is also carefully investigated by Wang et al. [29]. In this appealing paper, instead of using the quadratic loss function as in Lasso, the authors propose to employ LAD-Lasso criterion:

$$\min_{\beta} \|y - X\beta\|_1 + \sum_{j=1}^p \lambda_j |x_j|. \quad (8)$$

This optimization combines the LAD criterion and Lasso penalty, where the first term is designed to be robust to outliers and the second term again promotes the sparse representation of the estimator. However, due to the lack of the quadratic loss that enforce the estimation to be consistent with the observation in $\ell_2$-norm sense, this optimization might not guarantee to deliver a solution that satisfies small prediction error.

On the theoretical side, the result of [20] is asymptotic in nature. The analysis reveals that for a class of Gaussian design matrix with i.i.d entries, the optimization (7) can recover $(\beta^*, e^*)$ precisely with high probability even when the fraction of corruption is arbitrarily close to one. However, the result only holds under rather stringent conditions. In particular, the authors require the number of observations $n$ grow proportionally with the ambient dimension $p$, and the sparsity index $k$ is a very small portion of $n$. These conditions is of course far from the optimal bound in compressed sensing (CS) and statistics literature (recall $k \leq O(n/\log p)$ is sufficient in conventional analysis (e.g. [30], [8]).

Another line of work has also focused on the optimization (7). In both Laska et al. [19] and Li et al., [21], the authors establish that for Gaussian design matrix $X$, if $n \geq C(k + s) \log p$ where $s$ is the sparsity level of $e^*$, then the recovery is exact. This follows from the fact that the combination matrix $[X, I]$ obeys the restricted isometry property, a well-known property in compressed sensing used to guarantee exact recovery of sparse vectors via $\ell_1$-minimization. These results, however, do not allow the fraction of corruption to come close to unity. Also related to our paper is recent work by Studer et al., [31], [32] in which the authors establish different results for deterministic design matrix.

Among the previous work, the most closely related to our current paper are recent results by Li [23] and Nguyen et al. [22] in which a positive regularization parameter $\lambda$ is employed to control the sparsity of $e^*$. Using different methods, both sets of authors show that as $\lambda$ is deterministically selected to be $1/\sqrt{\log p}$ and $X$ is a sub-orthogonal matrix, whose columns are selected uniformly at random from columns of an orthogonal matrix, then the solution of following optimization (9) is exact even a constant fraction of observation is corrupted. Moreover, [23] establishes a similar result with Gaussian design matrix in which the number of observations is only on the order of $k \log p - a$ level that is known to be optimal in both CS and statistics community.

$$\min_{\beta, e} \|\beta\|_1 + \lambda \|e\|_1 \quad \text{s.t.} \quad y = X\beta + \sqrt{n}e. \quad (9)$$

Our contribution. This paper considers a general setting in which the observations are contaminated by both sparse and dense errors. We allow the corruptions to linearly grow with the number of observations and have arbitrarily large magnitudes. We establish a general scaling of the quadruplet $(n, p, k, s)$ such that the proposed extended Lasso stably recovers both the regression and the corruption vector. Of particular interest to us are the answer to the following questions:

(a) First, under what scalings of $(n, p, k, s)$ does the extended Lasso obtain the unique solution with small estimation error?

(b) Second, under what scalings of $(n, p, k)$ does the extended Lasso obtain the exact signed support recovery even when almost all observations are corrupted?

(c) Third, under what scalings of $(n, p, k, s)$ that no solution of the extended Lasso specifying the correct signed support exists?

To answer for the first question, we introduce a notion of extended restricted eigenvalue for a matrix $[X, I]$ where $I$ is the identity matrix. We show that this property is satisfied for a general class of random Gaussian design matrices. The answers to the last two questions requires stricter conditions on the design matrix. In particular, for random Gaussian design matrix with i.i.d rows $\mathcal{N}(0, \Sigma)$, we rely on two standard assumptions: invertibility and mutual incoherence. Our analysis in this setting is relied on the elegant technique introduced by Wainwright [8].

If we denote $Z = [X, I]$ where $I$ is an identity matrix and $\overline{\beta} = [\beta^T, e^T]^T$, then the observation vector $y$ is reformulated as $y = Z\overline{\beta} + w$, which is the same as the standard Lasso model. However, previous results (e.g. [10], [8]) applying to random Gaussian design matrix are irrelevant to this setting since $Z$ no longer behaves like a Gaussian matrix. To establish the theoretical analysis, we need a deeper study on the interaction between the Gaussian and identity matrices. By exploiting the fact that the matrix $Z$ consists of two components where one has a special structure, our analysis reveals an interesting phenomenon: extended Lasso can accurately recover both the regressor $\beta^*$ and the corruption $e^*$ even when the fraction of corruption is up to 100%.

We measure the recoverability of these variables under two criterions: parameter accuracy and feature selection accuracy. Moreover, our analysis can be extended to the situation in which the identity matrix can be replaced by a tight frame $D$ as well as extended to other models such as group Lasso or matrix Lasso with sparse error.

Notation. We summarize here some standard notation employed throughout the paper. We reserve $T$ and $S$ as the sparse support of $\beta^*$ and $e^*$, respectively. Given a design
matrix $X \in \mathbb{R}^{n \times p}$ and subsets $S$ and $T$, we use $X_{ST}$ to denote the $|S| \times |T|$ submatrix obtained by extracting those rows indexed by $S$ and columns indexed by $T$. For a vector $h \in \mathbb{R}^p$, we use the conventional notations for $\ell_1$- and $\ell_2$-norm of $h$ as $\|h\|_1 = \sum_{i=1}^p |h_i|$ and $\|h\|_2 = (\sum_{i=1}^p h_i^2)^{1/2}$, respectively. For a matrix $X \in \mathbb{R}^{n \times p}$, we denote $\|X\|$ and $\|X\|_\infty$ as the operator norms. In particular, $\|X\|$ is denoted as the spectral norm and $\|X\|_\infty$ as the $\ell_\infty/\ell_\infty$ operator norm: $\|X\|_\infty = \max_i \sum_{j=1}^p |x_{ij}|$.

We use the notation $C_1, C_2, c_1, c_2$, etc., to refer to positive constants, whose value may change from line to line. Given two functions $f$ and $g$, the notation $f(n) = \Omega(g(n))$ means that there exists a constant $c < +\infty$ such that $f(n) \leq c g(n)$; the notation $\lambda n, \beta$ the extended RE assumption over the set $\mathbb{C}$ that there exists some $\kappa > 0$ such that

$$\frac{1}{\sqrt{n}} \|Xh + \sqrt{n}f\|_2 \geq \kappa \ell((\|h\|_2 + \|f\|_2)) \quad \text{for all } (h, f) \in \mathbb{C},$$

where the restricted set $\mathbb{C}$ of interest is defined with $\lambda := \frac{\lambda_{n, \beta}}{\lambda_{n, e}}$ as follows

$$\mathbb{C} := \{(h, f) \in \mathbb{R}^p \times \mathbb{R}^n \mid \|h_T\|_1 + \lambda \|f_{S^c}\|_1 \leq 3 \|h_T\|_1 + 3\lambda \|f_S\|_1\}.$$  \hspace{1cm} (11)

This assumption is a natural extension of the restricted eigenvalue condition and restricted strong convexity considered in [10, 33] and [34]. In the absence of a vector $f$ in the equation (10) and in the set $\mathbb{C}$, this condition returns to the restricted eigenvalue defined in [10]. As discussed in more detail in [10] and [33], restricted eigenvalue is among the weakest assumption on the design matrix such that the solution of the Lasso is consistent.

With this assumption at hand, we now state the first theorem

**Theorem 1.** Consider the optimal solution $(\hat{\beta}, \hat{\epsilon})$ to the optimization problem (6) with regularization parameters chosen as

$$\lambda_{n, \beta} = \frac{2}{\gamma} \frac{\|X^*w\|_\infty}{n} \quad \text{and} \quad \lambda_{n, e} = \frac{2\|w\|_\infty}{\sqrt{n}},$$ \hspace{1cm} (12)

where $\gamma \in (0, 1]$. Assuming that the design matrix $X$ obeys the extended RE, then the error set $(h, f) = (\beta - \beta^*, \epsilon - \epsilon^*)$ is bounded by

$$\|h\|_2 + \|f\|_2 \leq 3\kappa_{\gamma}^{-2} \left(\lambda_{n, \beta} \sqrt{\kappa} + \lambda_{n, e} \sqrt{\pi}\right).$$ \hspace{1cm} (13)

There are several interesting observations from this theorem

1) The error bound naturally split into two components related to the sparsity indices of $\beta^*$ and $\epsilon^*$. In addition, the error bound contains three quantity: the sparsity indices, regularization parameters, and the extended RE constant. If the terms related to the corruption $\epsilon^*$ are omitted, then we obtain similar parameter estimation bound as in the standard Lasso (e.g. [10], [34]).

2) The choice of regularization parameters $\lambda_{n, \beta}$ and $\lambda_{n, e}$ can be made explicitly: assuming $w$ is a Gaussian random vector whose entries are $\mathcal{N}(0, \sigma^2)$ and the design matrix has $\sqrt{n}$-normed columns, it is clear that with high probability, $\frac{1}{n} \|X^*w\|_\infty \leq 2\sqrt{\frac{\sigma^2 \log p}{n}}$ and $\frac{1}{\sqrt{n}} \|w\|_\infty \leq 2\sqrt{\frac{\sigma^2 \log n}{n}}$. Thus, it is sufficient to select $\lambda_{n, \beta} \geq \frac{2}{\gamma} \sqrt{\frac{\sigma^2 \log p}{n}}$ and $\lambda_{n, e} \geq 4\sqrt{\frac{\sigma^2 \log n}{n}}$.

3) At the first glance, the parameter $\gamma$ does not seem to have any meaningful interpretation and the setting $\gamma = 1$ seems to be the best selection due to the smallest estimation error it can produce. However, this parameter actually controls the sparsity level of the regression vector with respect to the fraction of corruption. This relation is enforced via the restricted set $\mathbb{C}$.

In the following lemma, we show that the extended RE condition actually exists for a large class of random Gaussian design matrix whose rows are i.i.d zero mean with covariance $\Sigma$. Before stating the lemma, let us define some quantities operating on the covariance matrix $\Sigma$: $C_{\min} := \lambda_{\min}(\Sigma)$ is the smallest eigenvalue of $\Sigma$; $C_{\max} := \lambda_{\max}(\Sigma)$ is the largest eigenvalue of $\Sigma$; and $\xi(\Sigma) := \max_i \Sigma_{ii}$ is the maximal entry on the diagonal of the matrix $\Sigma$.

**Lemma 1.** Consider the random Gaussian design matrix whose rows are i.i.d $\mathcal{N}(0, \Sigma)$ and assume $C_{\max} \xi(\Sigma) = \Theta(1)$. Select

$$\lambda := \frac{\gamma}{\sqrt{\xi(\Sigma)}} \frac{\log n}{\log p}.$$ \hspace{1cm} (14)
Then with probability greater than \(1 - c_1 \exp(-c_2 n)\), the matrix \(X\) satisfies the extended RE with parameter 
\[
\kappa_l = \frac{1}{4 \sqrt{2}}
\]
provided that 
\[
n \geq C_l \frac{(5)}{\sqrt{\log p}} \log p
\]
and 
\[
s \leq \min \left\{ C_1 \frac{n}{\gamma \log n}, C_2 n \right\}
\]
for some small constants \(C_1, C_2\).

We would like to offer a few remarks:

1) The choice of parameter \(\lambda\) is nothing special here. When the design matrix is Gaussian and independent with the Gaussian stochastic noise \(w\), we can easily show that 
\[
\frac{1}{n} \|X^* w\|_\infty \leq 2 \sqrt{\xi(\Sigma)} \delta^2 \log p
\]
with probability at least \(1 - 2 \exp(-\log p)\). Therefore, the selection of \(\lambda\) follows from Theorem 1.

2) The proof of this lemma, shown in the Appendix, boils down to controlling two terms

- **Restricted eigenvalue with \(X\).**
  \[
  \frac{1}{n} \|Xh\|_2^2 + \|f\|_2^2 \geq \kappa_r (\|h\|_2^2 + \|f\|_2^2) \quad \text{for all} \quad (h, f) \in \mathbb{C}.
  \]

- **Mutual incoherence.** The column space of the matrix \(X\) is incoherent with the column space of the identity matrix. That is, there exists some \(\kappa_m > 0\) such that
  \[
  \frac{1}{\sqrt{n}} \|X(h, f)| \leq \kappa_m (\|h\|_2 + \|f\|_2)^2 \quad \text{for all} \quad (h, f) \in \mathbb{C}.
  \]

If the incoherence between these two column spaces is sufficiently small such that \(4 \kappa_m < \kappa_r\), then we can conclude that
\[
\|Xh + f\|_2^2 \geq (\kappa_r - 2 \kappa_m) (\|h\|_2^2 + \|f\|_2^2)^2.
\]
The small mutual incoherence property is especially important since it provides how the regression separates itself away from the sparse error.

3) To simplify our result, we consider a special case of the uniform Gaussian Design, in which \(\Sigma = I_{p \times p}\). In this situation, \(C_{\text{min}} = C_{\text{max}} = \xi(\Sigma) = 1\). We have the following result which is a corollary of Theorem 1 and Lemma 1.

**Corollary 1** (Standard Gaussian design). Let \(X\) be a \(p \times n\) Standard Gaussian design matrix. Consider the optimal solution \((\hat{\beta}, \hat{\epsilon})\) to the optimization problem (6) with regularization parameters chosen as
\[
\lambda_{n,\beta} = \frac{4}{\sqrt{\gamma}} \sqrt{\frac{\sigma^2 \log p}{n}} \quad \text{and} \quad \lambda_{n,\epsilon} = 4 \sqrt{\frac{\sigma^2 \log n}{n}},
\]
for \(\gamma \in (0, 1]\). Also, assuming that \(n \geq C_k \log p\) and \(s \leq \min \left\{ C_1 \frac{n}{\gamma \log n}, C_2 n \right\}\) for some small constants \(C_1, C_2\). Then with probability greater than \(1 - c_1 \exp(-c_2 n)\), the error set \((h, f) = (\hat{\beta} - \beta^*, \hat{\epsilon} - \epsilon^*)\) is bounded by
\[
\|h\|_2 + \|f\|_2 \leq 384 \left( \frac{1}{\sqrt{\gamma}} \sqrt{\frac{\sigma^2 \log p}{n}} + \sqrt{\frac{\sigma^2 \log n}{n}} \right).
\]

Corollary 1 reveals a remarkable result: by setting \(\gamma = 1/\sqrt{\log n}\), even when the fraction of corruption is linearly proportional with the number of samples \(n\), the extended Lasso is still capable of recovering both coefficient vector \(\beta^*\) and corruption (missing) vector \(\epsilon^*\) within a bounded error (16). Without the dense noise \(w\) in the observation model (4) \((\sigma = 0)\), the extended Lasso actually recovers the exact solution. This is impossible to achieve with the standard Lasso. Furthermore, if we know in prior that the number of corrupted observations is on the order of \(O(n/\log p)\), then selecting \(\gamma = 1\) instead of \(1/\log n\) will minimize the estimation error (see equation (16)) of Theorem 1.

**B. Feature selection with random Gaussian design**

In many applications, the feature selection criterion is more preferred \([8, 5]\). Feature selection refers to the property that the recovered parameter has the same signed support as the true regressor. In general, good feature selection implies good parameter estimation but the reverse direction does not usually hold. In this part, we investigate conditions for the design matrix and the scaling of \((n, p, k, s)\) such that both regression and sparse error vectors satisfy these criteria.

Consider the linear model (9) where \(X\) is the Gaussian random design matrix whose rows are i.i.d zero mean with covariance matrix \(\Sigma\). It has been well known in the Lasso that in order to obtain feature selection accuracy, the covariance matrix \(\Sigma\) must obey two properties: invertibility and small mutual incoherence restricted on the set \(T\). The first property guarantees that (6) is strictly convex, leading to the unique solution of the convex program, while the second property requires the separation between two components of \(\Sigma\), one related to the set \(T\) and the other to the set \(T^c\) must be sufficiently small.

1) **Invertibility.** To guarantee uniqueness, we require \(\Sigma_{T^c}^{-1}\) to be invertible. Particularly, let \(C_{\text{min}} = \lambda_{\min}(\Sigma_{T^c})\), we require \(C_{\text{min}} > 0\).

2) **Mutual incoherence.** For some \(\gamma \in (0, 1)\),
\[
\|\Sigma_{T^c}(\Sigma_{T^c})^{-1}\|_{\infty} \leq (1 - \gamma).
\]

It is worth noting that these two invertibility and mutual incoherence properties are exactly the same as the conditions used to establish the exact signed support recovery in the standard Lasso (e.g \([16, 8, 5]\)).

Toward the end, we will also elaborate on three other quantities operating on the restricted covariance matrix \(\Sigma_{T^c}^{-1}\): \(\Sigma_{T^c}^{-1}, D_{\text{max}}^{-1}\) and \(D_{\text{max}}^+\), which are denoted as \(l_\infty\)-norm of matrices \(\Sigma_{T^c}^{-1}\) and \(\Sigma_{T^c}^+\) respectively.

Our result also involves two other quantities operating on the conditional covariance matrix of \((X_{T^c}|X_T)\) defined as
\[
\Sigma_{T^c|T} := \Sigma_{T^c|T^c} - \Sigma_{T^c|T} \Sigma_{T^c|T}^{-1} \Sigma_{T^c|T^c}.
\]
They are defined as \(\rho_{\gamma}(\Sigma_{T^c|T}) = \max_{i \neq j} \|\Sigma_{T^c|T}\|_{ij}\) and \(\rho_1(\Sigma_{T^c|T}) = \frac{1}{2} \min_{i \neq j} \|\Sigma_{T^c|T}\|_{ij} + \|\Sigma_{T^c|T}\|_{jj} - 2 \|\Sigma_{T^c|T}\|_{ij}\), which we often denote with the shorthand notation \(\rho_{\gamma}\) and \(\rho_1\).

We establish the following result for Gaussian random design whose covariance matrix \(\Sigma\) obeys the two assumptions.

**Theorem 2** (Achievability). Given the linear model (4) with random Gaussian design and the covariance matrix \(\Sigma\) satisfying invertibility and incoherence properties for any \(\gamma \in (0, 1)\), suppose that we solve the extended Lasso (12) with regularization parameters obeying
\[
\lambda_{n,\beta} = \frac{8}{\sqrt{\gamma}} \sqrt{\frac{\sigma^2 \eta \log p \log p}{n}} \max \{ \rho_{\gamma}, D_{\text{max}}^+ \}
\]
and
\[
\lambda_{n,\epsilon} = 4 \sqrt{\frac{\sigma^2 \log n}{n}},
\]
for some $\eta \in [\frac{1}{\log n}, 1)$. Assume that the sequence $(n, p, k, s)$ and regularization parameters $\lambda_{n,\beta}, \lambda_{n,e}$ satisfying $s \leq n\eta$ and $n > \max\{n_1, n_2\}$ where $n_1$ and $n_2$ are defined as

$$n_1 := \frac{4(1 + \epsilon)}{1 - \eta} \frac{\rho_u}{C_{2\min}} k \log(p - k) \left\{ \frac{0}{4} + (1 - \eta^2) \frac{\sigma^2 C_{2\min}}{3\lambda_{n,\beta}k} \right\}$$

and

$$n_2 := 48(1 + \epsilon) \frac{\eta}{(1 - \eta)^2} \frac{\max\{\rho_u, D^+_{\max}\}}{C_{2\min} \gamma^2} \times \left(1 - \frac{2\eta^2 \log n}{\lambda_{n,e} \sqrt{n}} \right)^{-2} k \log(p - k) \log n$$

for $\epsilon \in (0, 1)$. In addition, suppose that $\min_{i \in T} |\beta_i^\ast| > f_\beta(\lambda_{n,\beta})$ and $\min_{i \in S} |e_i^\ast| > f_e(\lambda_{n,\beta}, \lambda_{n,e})$ where

$$f_\beta := c_1 \lambda_{n,\beta} + 20 \sqrt{\frac{\sigma^2 \log k}{C_{\min}(n - s)}} \quad \text{and} \quad (21)$$

$$f_e := c_2 \lambda_{n,\beta} \sqrt{C_{\max}} \frac{sk + k\sqrt{k}}{n} + c_3 \lambda_{n,e} \quad (22)$$

with $\lambda_{n,\beta} := \lambda_{n,\beta} \sqrt{\frac{k \log(p - k)}{(1 - \eta)^2 n} \left|\Sigma^{-1/2}\right|_\infty^2}$. Then, the following properties holds with probability greater than $1 - c \exp(-c' \max\{\log n, \log(p - k)\})$:

1) The solution pair $(\hat{\beta}, \hat{e})$ of the extended Lasso is unique and has the exact signed support.

2) $\ell_\infty$-norm bounds: $\|\hat{\beta} - \beta^\ast\|_\infty \leq f_\beta(\lambda_{n,\beta})$ and $\|\hat{e} - e^\ast\|_\infty \leq f_e(\lambda_{n,\beta}, \lambda_{n,e})$.

There are several interesting observations from the theorem.

1) The first important observation is that the extended Lasso is robust to arbitrarily large and sparse error observation. Under the same invertibility and mutual incoherence assumptions on the covariance matrix $\Sigma$ as the standard Lasso, the extended Lasso program can recover both the regression vector and error with exact signed supports even when almost all the observations are contaminated by arbitrarily large error with unknown support. What we sacrifice for the corruption robustness is an additional $\log n \log(p - k)$ factor to the number of samples.

2) We consider the special case with Gaussian random design in which the covariance matrix $\Sigma = I_{p \times p}$. In this case, entries of $X$ is i.i.d. $\mathcal{N}(0, 1)$ and we have quantities $C_{\min} = C_{\max} = D_{\max}^+ = D_{\max}^- = \rho_u = \rho_l = 1$. In addition, the invertibility and mutual incoherence properties are automatically satisfied with $\gamma = 1$. The theorem implies that when the number of errors $s$ is arbitrarily close to $n$, the number of samples $n$ needed to recover the exact signed supports obeys $n \log n = \Omega(k \log(p - k))$. Furthermore, Theorem 2 guarantees consistency in element-wise $\ell_\infty$-norm of the estimated regression at the rate of

$$\|\hat{\beta} - \beta^\ast\|_\infty \leq O\left( \frac{\sigma^2 \log p}{n} + \sqrt{\frac{\eta k \log n \log(p - k)}{n}} \right)$$

As $\eta$ is chosen to be $1/\sqrt{\log n}$ (equivalent to establish $s$ close to $n/\log n$), the $\ell_\infty$ error rate is on the order of $\mathcal{O}(\sigma \sqrt{\frac{\log n}{n}})$, which is known to be the same as that of the standard Lasso. On the other hand, if we select $\eta$ is arbitrarily close to unity – equivalently, $s$ is close to $n$, the $\ell_\infty$ error rate is on the order of $\mathcal{O}(\sigma \sqrt{\frac{\log n \log p}{n}})$. This is naturally interpreted as the more fraction of corruption is on the observations, the higher reconstruction error we expect to get. What interesting is that we draw an explicit connection between the fraction of corruption and the reconstruction error obtained by the extended Lasso optimization.

3) Corollary 3 though interesting, is not able to guarantee stable recovery when the fraction of corruption converges to unity. We show in Theorem 2 that this fraction can come arbitrarily close to unity by sacrificing a factor of $\log n$ for the number of samples. Theorem 2 also implies that there is a significant difference between recovery to obtain small parameter estimation error versus recovery to obtain correct variable selection. When the amount of corrupted observations is linearly proportional to $n$, recovering the exact signed supports requires an increase from $\Omega(k \log p)$ (in Corollary 3) to $\Omega(k \log p \log n)$ samples (in Theorem 2). This behavior is captured similarly by the standard Lasso, as pointed out in the discussion after Corollary 2 of [8].

Our next theorem show that the number of samples needed to recover accurately the signed support is actually optimal. That is, whenever the rescaled sample size satisfies a certain threshold, regardless of what the regularization parameters $\lambda_{n,\beta}$ and $\lambda_{n,e}$ are selected, no solution of the extended Lasso can correctly identify the signed supports with high probability.

**Theorem 3** (Inachievability). Given the linear model $y = X\beta + e$ with Gaussian design and the covariance matrix $\Sigma$ satisfying invertibility and incoherence properties for any $\gamma \in (0, 1)$. Let $\eta, \delta \in (0, 1)$ and the sequence $(n, p, k, s)$ satisfies $s \geq n\eta$ and $n < \max\{n_1, n_2\}$ where $n_1$ and $n_2$ are defined as

$$n_1 := \frac{2(1 - \delta)}{1 - \eta} \frac{\rho_u k \log(p - k)}{(1 - \eta)^2 C_{\max}^2 (2 - \gamma)^2} \left\{ \frac{3}{8} + (1 - \eta^2) \frac{\sigma^2 C_{\max}^2}{3\lambda_{n,\beta}k} \right\}$$

$$n_2 := \frac{1 - \delta}{12} \frac{\eta}{1 - \eta^2 C_{\max}^2} \times \left(1 + \frac{2\eta^2 \log n}{\lambda_{n,e} \sqrt{n}} \right)^{-2} k \log(n - s) \log(p - k).$$

Then, with probability tending to unity, no solution pair of the extended Lasso $(\hat{\beta}, \hat{e})$ has the correct signed support.

When the covariance matrix of the design matrix $X$ is $\Sigma = I_{p \times p}$, or equivalently, entries of $X$ are i.i.d. Gaussian $\mathcal{N}(0, 1)$. In addition, assume the regularization parameters $\lambda_{\beta, n}$ and $\lambda_{n,e}$ are chosen from the families of (19) and (20), respectively. That is, $\lambda_{\beta, n} = 8\sqrt{\frac{\sigma^2 \log n \log p}{n}}$ and $\lambda_{n,e} = 4\sqrt{\frac{\sigma^2 \log n}{n}}$. Then, the theorem implies that the extended Lasso (7) is not able to achieve the correct signed support solution.
whenever the number of observations is less than
\[
 n \leq \max \left\{ c_1 \frac{1}{1-\eta} k \log(p-k), \right.
\]
\[
 c_2 \frac{\eta}{(1-\eta)^2} k \log(p-k) \log(1-\eta)n \right\}.
\]

III. ILLUSTRATIVE SIMULATIONS

In this section, we provide several simulations to illustrate the capability of the extended Lasso in recovering the exact regression signed support when a significant fraction of observations is corrupted by large error. Simulations are performed for a range of parameters \((n, p, k, s)\) where the design matrix \(X\) is uniform Gaussian random whose rows are i.i.d. \(\mathcal{N}(0, I_{p \times p})\). For each fixed set of \((n, p, k, s)\), we generate sparse vectors \(\beta^*\) and \(e^*\) where locations of nonzero entries are distributed uniformly at random and their magnitudes are also Gaussian distributed.

In our experiments, we consider varying problem sizes \(p = \{128, 256, 512\}\) and three types of regression sparsity indices: sublinear sparsity \((k = 0.2 \log(0.2p))\), linear sparsity \((k = 0.1p)\) and fractional power sparsity \((k = 0.5p^{0.75})\).

In all cases, we fixed the error support size \(s = n/2\). This means half of the observations is corrupted. By this selection, Theorem 2 suggests that we require the number of samples to be \(n \geq 2ck \log(p-k) \log n\) to guarantee exact signed support recovery. We choose \(n/\log n = 4\theta k \log(p-k)\) where parameter \(\theta\) is the rescaled sample size. This parameter control the success/failure of the extended Lasso.

In the algorithm, we select \(\lambda_{n,\beta} = 2\sqrt{\frac{\sigma^2 \log p \log n}{n}}\) and \(\lambda_{n,e} = 2\sqrt{\frac{\sigma^2 \log n}{n}}\) as suggested by Theorem 2 where the noise level \(\sigma = 0.1\) is fixed. The algorithm reports a success if the solution pair has the same signed support as \((\beta^*, e^*)\). In Fig. 1, each point on the curve represents the average of 100 trials.

As demonstrated by the simulation results, our extended Lasso is capable of recovering the exact signed support of both \(\beta^*\) and \(e^*\) even 50% of the observations are contaminated. Furthermore, up to unknown constants, our Theorem 2 and 3 match with simulation results. As the sample size \(n/\log n \leq 2k \log(p-k)\), the probability of success starts diving down to zero, implying the failure of the extended Lasso.

IV. PROOF OF THEOREM 1 AND RELATED RESULTS

Proof of Theorem 1 Since \((\hat{\beta}, \hat{e})\) is the pair of the optimal solution of (6), we have
\[
\frac{1}{2n} \left\| y - X\hat{\beta} - \sqrt{n}\hat{e} \right\|_2^2 + \lambda_{n,\beta} \left\| \hat{\beta} \right\|_1 + \lambda_{n,e} \left\| \hat{e} \right\|_1 \leq \frac{1}{2n} \left\| y - X\beta^* - \sqrt{n}e^* \right\|_2^2 + \lambda_{n,\beta} \left\| \beta^* \right\|_1 + \lambda_{n,e} \left\| e^* \right\|_1.
\]

(23)

From \(h = \hat{\beta} - \beta^*\) and \(f = \hat{e} - e^*\), we can easily see that
\[
\left\| y - X\hat{\beta} - \sqrt{n}\hat{e} \right\|_2^2 = \left\| y - X\beta^* - \sqrt{n}e^* \right\|_2^2
\]
\[
- 2 \langle w, Xh + \sqrt{n}f \rangle + \left\| Xh + \sqrt{n}f \right\|_2^2.
\]

We also have a similar bound with \(e\)
\[
\left\| \beta^* \right\|_1 - \left\| \hat{\beta} \right\|_1 = \left\| \beta^* \right\|_1 - \left\| \beta^* + h \right\|_1
\]
\[
= \left\| \beta^* \right\|_1 - \left\| \beta^* + h_T \right\|_1 - \left\| h_T \right\|_1
\]
\[
\leq \left\| h_T \right\|_1 - \left\| h_T \right\|_1.
\]

Moreover, it is clear that
\[
\left\| e^* \right\|_1 - \left\| \hat{e} \right\|_1 \leq \left\| f_S \right\|_1 - \left\| f_S^* \right\|_1.
\]
Putting these pieces into (23), we can bound
\[
\frac{1}{2n} \|Xh + \sqrt{n}f\|_2^2 \\
\leq \frac{1}{n} \langle w, Xh + \sqrt{n}f \rangle + \lambda_{n}\beta(\|h_T\|_1 - \|h_{T^c}\|_1) \\
+ \lambda_{n,e}(\|fs\|_1 - \|fs_{T^c}\|_1) \\
\leq \frac{1}{n} \|X^*w\|_\infty \|h\|_1 + \frac{1}{\sqrt{n}} \|w\|_\infty \|f\|_1 \\
+ \lambda_{n,\beta}(\|h_{T^c}\|_1 - \|h_{T}\|_1) + \lambda_{n,e}(\|fs\|_1 - \|fs_{T^c}\|_1) \\
\leq \left( \frac{1}{n} \|X^*w\|_\infty + \lambda_{n,\beta} \right) \|h\|_1 - \left( \lambda_{n,\beta} - \frac{1}{n} \|X^*w\|_\infty \right) \|h_{T}\|_1 \\
+ \lambda_{n,e}(\|fs\|_1 - \|fs_{T^c}\|_1) \\
= \frac{1}{n} \|Xh + \sqrt{n}f\|_2^2 \\
\leq \lambda_{n,\beta} \|h_{T}\|_1 \leq \frac{3}{\lambda_{n,\beta}} \|h_{T}\|_1 \\
+ \lambda_{n,e}(\|fs\|_1 - \|fs_{T^c}\|_1) \\
\leq 3 \lambda_{n,e} \sqrt{k} \|h\|_2 + \lambda_{n,e} \sqrt{s} \|f\|_2, \\
\end{align*}
\]
where the last inequality follows from the crude \(\ell_1/\ell_2\) bound: \(\|h\|_1 \leq \sqrt{k} \|h\|_2\). If \(\lambda \sqrt{s}/k \leq 1\), the right-hand side is upper bounded by \(3 \lambda_{n,e} \sqrt{k} \|h\|_2 + \|f\|_2\). On the other hand, it is upper bounded by \(3 \lambda_{n,e} \sqrt{s} \|h\|_2 + \|f\|_2\) if \(\lambda \sqrt{s}/k \geq 1\). Combining these pieces together, we conclude
\[
\|h\|_2 + \|f\|_2 \leq 3 \kappa_1 \|Xh + \sqrt{n}f\| \leq \|h\|_2 + \|f\|_2 \\
\leq \max \left\{ \lambda_{n,\beta} \sqrt{k}, \lambda_{n,e} \sqrt{s} \right\}, \\
\end{align*}
which completes our proof.

\textbf{Proof of Lemma 7} Decompose \(\frac{1}{n} \|Xh + \sqrt{n}f\|_2^2 = \frac{1}{n} \|Xh\|_2^2 + \|f\|_2^2 + \frac{2}{n} \langle Xh, f \rangle\). In order to lower bound the left-hand side, our main tool is to control the lower bound of each term on the right-hand side.

To establish a lower bound of \(\frac{1}{n} \|Xh\|_2^2\), we leverage an appealing result of [33]. This result states that for any Gaussian random matrix \(X\) with i.i.d. \(N(0, \Sigma)\) rows, there exists universal positive constants \(c_1, c_2\) such that the following inequality holds with probability greater than \(1 - c_1 \exp(-c_2n)\)
\[
\frac{1}{n} \|Xv\|_2^2 \geq C_{\text{min}} \frac{1}{n} \|v\|_2^2 - 9 \sqrt{\xi(\Sigma)} \frac{\log p}{n} \|v\|_1 \\
\tag{25} \\
\end{align*}
for \(\forall v \in \mathbb{R}^p\). Here, we remind the reader of the notation \(\xi(\Sigma) = \max_{j=1, \ldots, d} \Sigma_{jj}\) and \(C_{\text{min}} = \lambda_{\text{min}}(\Sigma)\).

We now apply this inequality for the error vector \(h\) in the set \(C\). Since \(h \in C\), we have
\[
\|h\|_1 \leq 4 \|h_T\|_1 + 3 \lambda \|fs\|_1 \leq 4 \sqrt{k} \|h\|_2 + 3 \lambda \sqrt{s} \|f\|_2. \\
\end{align*}
Next taking advantage of (25) yields
\[
\frac{1}{\sqrt{n}} \|Xh\|_2 \geq \left( \frac{\sqrt{C_{\text{min}}}}{\sqrt{n}} - \frac{3 \sqrt{\xi(\Sigma)}}{\sqrt{n}} \frac{\log p}{n} \|v\|_1 \right) \leq 27 \lambda \frac{\sqrt{s} \log p}{n} \|f\|_2. \\
\end{align*}
where we denote the shorthand notation \(\xi := \xi(\Sigma)\). This inequality leads to
\[
\frac{1}{\sqrt{n}} \|Xh\|_2 + \|f\|_2 \geq \left( \frac{\sqrt{C_{\text{min}}}}{\sqrt{n}} - \frac{3 \sqrt{\xi(\Sigma)}}{\sqrt{n}} \frac{\log p}{n} \|v\|_1 \right) \leq 27 \lambda \frac{\sqrt{s} \log p}{n} \|f\|_2. \\
\end{align*}
From the assumptions of the lemma and the choice of \(\lambda\) in (14), the two quantities in the brackets are strictly greater than 0. Thus, \(\frac{1}{\sqrt{n}} \|Xh\|_2 + \|f\|_2 \geq \frac{1}{2} \|Xh\|_2 + \|f\|_2\); or equivalent \(\frac{1}{\sqrt{n}} \|Xh\|_2 + \|f\|_2 \geq \frac{1}{2} \|Xh\|_2 + \|f\|_2\). In combination with the following lemma we conclude that
\[
\frac{1}{\sqrt{n}} \|Xh + \sqrt{n}f\| \geq \left( \frac{\sqrt{C_{\text{min}}}}{\sqrt{n}} - \frac{3 \sqrt{\xi(\Sigma)}}{\sqrt{n}} \frac{\log p}{n} \right) \|h\|_2 + \|f\|_2, \\
\end{align*}
which is claimed.

\textbf{Lemma 2.} Consider the random Gaussian design matrix \(X\) whose rows are i.i.d. \(N(0, \Sigma)\). Assume that \(n^2 C_{\text{max}} \xi(\Sigma) = \Theta(1)\). Suppose that \(s \leq C_n \log \frac{p}{n}\) and \(n \geq C_n \log p\), then the following inequality holds with probability greater than 1 - \(\exp(-cn)\)
\[
2 \sqrt{n} \|Xh, f\| \leq \frac{1}{\sqrt{n}} \|Xh\|_2 + \|f\|_2. \\
\end{align*}
\textbf{Proof.} Divide the set \(T^c\) into subset \(T_1, T_2, \ldots, T_q\) of size \(k\) such that the first set \(T_1\) contains \(k\) entries of \(h\) indexed by \(T\), the set \(T_2\) contains \(k\) largest absolute entries of the vector \(h_{T^c}\), \(T_3\) contains the second \(k\) largest absolute entries of \(h_{T^c}\) and so on. By the same strategy, we also divide the set \(S^c\) into subset \(S_1, S_2, \ldots, S_s\) such that the first set \(S_1\) contains \(s\) entries of \(f\) indexed by \(S\) and sets \(S_2, S_3, \ldots\) are of size \(s^2 \geq s\).

We now have
\[
\frac{1}{\sqrt{n}} \|Xh, f\| \leq \max_{i,j} \frac{1}{\sqrt{n}} \|Xs_{T_i} h_{T_j}, f_{S_i}\| \\
\leq \max_{i,j} \frac{1}{\sqrt{n}} \|Xs_{T_i} h_{T_j}\| \|h_{T_j}\|_2 \|f_{S_i}\|_2. \\
\end{align*}
Notice that the matrix \(Xs_{T_i} h_{T_j}\) is the random Gaussian matrix whose rows are \(N(0, \Sigma_{T_i})\). By the random Gaussian matrix concentration in Lemma 14 in Appendix [14D] we have with probability greater than 1 - \(2 \exp(-\tau^2 n/2)\),
\[
\frac{1}{\sqrt{n}} \|Xs_{T_i} h_{T_j}\| \leq \left( \sqrt{\frac{k}{n}} + \sqrt{\frac{s^2}{n}} + \tau \right) \sqrt{\frac{k}{n}} + \sqrt{\frac{s^2}{n}} + \tau. \\
\end{align*}
Taking the union bound over all possibility of \(T_j\) and \(S_i\), we have this inequality holds with probability at least \(1 - \left( \frac{\sqrt{k}}{n} + \frac{\sqrt{s^2}}{n} + \tau \right) \left( \frac{\sqrt{k}}{n} + \frac{\sqrt{s^2}}{n} + \tau \right) \leq \exp(c_1 n)\). In addition, assuming
\( n \geq c_2^{-1} s' \log(n/s') \), we have \( (n/s')^r \leq \exp(c_2 n) \).
Therefore, with sufficiently small constants \( c_1 \) and \( c_2 \), we get
\[
\max_{ij} \frac{1}{\sqrt{n}} \| X_{S,T_i} \| \leq \sqrt{C_{\max}} \left( \frac{k}{n} + \sqrt{\frac{s'}{n} + \tau} \right),
\]
with probability at least \( 1 - \exp(-((\tau^2/2 - c_1 - c_2) n) \) where we recall the definition of \( C_{\max} := \lambda_{\max}(\Sigma) \).

A standard bound in (\ref{eq:bounded}) gives us: \( \sum_{i=3}^{n} \| h_{T_i} \|_2 \leq k^{-1/2} \| || h_{T_2} \|_1 \). In addition, since \( h \) belongs to the set \( C \), \( \| h_{T_2} \|_1 \leq 3\sqrt{k} \| h \|_2 + 3\sqrt{s} \| f \|_2 \). Hence,
\[
\sum_{i=1}^{n} \| h_{T_i} \|_2 \leq 2 \| h \|_2 + \sum_{i=3}^{n} \| h_{T_i} \|_2 \leq 5 \| h \|_2 + 3\lambda \sqrt{s} \| f \|_2.
\]

Similar manipulations along with the choice of \( s' \geq s \) also yields
\[
\sum_{i=3}^{n} \| f_{S_i} \|_2 \leq s'^{-1/2} \| f_{S'} \|_1 \leq 3 \lambda \sqrt{\| h \|_2} + 3\| f \|_2,
\]
leading to
\[
\sum_{i=1}^{n} \| f_{S_i} \|_2 \leq \frac{3}{\lambda} \sqrt{\| h \|_2} + 5\| f \|_2.
\]

Hence, \( \frac{1}{\sqrt{n}} \| (X h, f) \| \) is upper bounded by
\[
C_{\max}^{1/2} \left( \sqrt{\frac{k}{n}} + \frac{\sqrt{s}}{n} \right) \times \left( 5 \| h \|_2 + 3\lambda \sqrt{\frac{s}{k}} \right) \left( \frac{3}{\lambda} \sqrt{\| h \|_2} + 5\| f \|_2 \right).
\]

We select \( s' = C \frac{k \log n}{\sqrt{s} \log n} \) with an appropriate constant \( C \). From the assumption that \( C_{\max}(\Sigma) = \Theta(1) \) and a few algebraic manipulations, we can show that
\[
25C_{\max}^{1/2} \max \left\{ \lambda \sqrt{\frac{s}{k}}, \frac{1}{\lambda} \sqrt{\frac{k}{s}} \right\} \leq c \frac{1}{\sqrt{n}}.
\]

Therefore,
\[
\frac{1}{\sqrt{n}} \| (X h, f) \| \leq c \left( \sqrt{\frac{k}{n}} + \sqrt{\frac{s}{n}} + \tau \right) \left( \| h \|_2 + \| f \|_2 \right)^2
\]
for sufficiently small \( \tau \) and \( n \geq Cs' \).

\[\Box\]

V. PROOF OF THEOREM 2: ACHIEVABILITY

By KKT condition, \( \hat{\beta} \) and \( \hat{\epsilon} \) is a pair of solution of (6) if and only if the following set of equations satisfies
\[
- \frac{1}{n} X^\star (y - X \hat{\beta} - \hat{\epsilon}) + \lambda_n \beta z^(\beta) = 0 \quad \text{(26)}
\]
\[
- \frac{1}{\sqrt{n}} (y - X \hat{\beta} - \hat{\epsilon}) + \lambda_n \epsilon z^c(\epsilon) = 0 \quad \text{(27)}
\]

where \( z^\beta(\beta) \) and \( z^c(\epsilon) \) are elements of the subgradients of the \( \ell_1 \) norm evaluated at \( \hat{\beta} \) and \( \hat{\epsilon} \), respectively. It has been well established that \( (\hat{\beta}, \hat{\epsilon}) \) is the unique solution to the extended Lasso program if
\[
\begin{align*}
\left\{ \frac{1}{n} X_i^\star (y - X \hat{\beta} - \hat{\epsilon}) = \lambda_n \beta \text{sgn}(\hat{\beta}) \quad &\text{for } \hat{\beta}_i \neq 0 \\
|z^\beta_i| = \frac{1}{\lambda_n \beta} |X_i^\star (y - X \hat{\beta} - \hat{\epsilon})| < 1 \quad &\text{for } \hat{\beta}_i = 0.
\end{align*}
\]

and
\[
\begin{align*}
\left\{ \frac{1}{\sqrt{n}} (y_i - X_i \hat{\beta} - \hat{\epsilon}) = \lambda_n \epsilon \text{sgn}(\hat{\epsilon}) \quad &\text{for } \hat{\epsilon}_i \neq 0 \\
|z^c_i| = \frac{1}{\sqrt{n} \lambda_n \epsilon} |y_i - X_i \hat{\beta} - \hat{\epsilon}_i| < 1 \quad &\text{for } \hat{\epsilon}_i = 0
\end{align*}
\]

We will show that under the assumptions of Theorem 2 the solution pair of the extended Lasso is given by \( (\hat{\beta}, \hat{\epsilon}) = (\beta^* + h, e^* + y) \) where \( h_{T_1} = 0, \; g_{S_c} = 0 \) and
\[
\begin{align*}
\hat{h}_T = (X_{S,T}^* X_{S,T}^\star)^{-1} \times [X_{S,T}^* w_{S_c} + \sqrt{n} \lambda_n \epsilon X_{S,T}^\star \text{sgn}(\epsilon)^S - n \lambda_n \beta \text{sgn}(\beta^*_T)],
\end{align*}
\]
and
\[
\hat{g}_S = -\frac{1}{\sqrt{n}} X_{S,T}^\star (X_{S,T}^* X_{S,T}^\star)^{-1} \times [X_{S,T}^* w_{S_c} + \sqrt{n} \lambda_n \epsilon X_{S,T}^\star \text{sgn}(\epsilon)^S - n \lambda_n \beta \text{sgn}(\beta^*_T)]
\]
\[
+ \frac{1}{\sqrt{n}} w_{S_c} - \lambda_n \epsilon \text{sgn}(\epsilon)^S.
\]

The expressions of \( h_T \) and \( g_S \) in the above equations are obtained by solving the KKT conditions (26) and (27) restricted on \( \beta_{T^c} = 0 \) and \( \epsilon_{S_c} = 0 \) together with setting \( z^\beta_T = \text{sgn}(\beta^*_T) \) and \( z^c_S = \text{sgn}(\epsilon)^S \). We note that due to the conditions of the sample size \( n \) and the fraction of errors in Theorem 2, \( X_{S,T}^* X_{S,T}^\star \) is invertible thanks to the random Gaussian matrix concentration inequalities (see Lemma 14 in Appendix VII-D). Therefore, the expressions of \( h_T \) and \( g_S \) are valid.

To confirm that \( (\hat{\beta}, \hat{\epsilon}) \) is the optimal solution of the extended Lasso (6), in the following subsections, we will check that \( \hat{\beta} \) and \( \hat{\epsilon} \) chosen above obey conditions 28 and 29. In particular,

1) In Subsection V-A we show that \( \| z^c_T \|_\infty < 1 \).
2) In Subsection V-B we show that \( \| z^\beta_s \|_\infty < 1 \).
3) In Subsection V-C we establish that \( \| h_T \|_\infty \leq f_\beta(\lambda_n, \beta) \). It then follows from the assumptions of Theorem 2 that \( \| h_T \|_\infty < \min_{\epsilon \in \mathbb{R}} \| \epsilon^\star \|_\infty \) and, therefore, \( \text{supp}(\beta_T^\star) = \text{supp}(\beta^*_T) \) and \( \text{sgn}(\beta_T^\star) = \text{sgn}(\beta^*_T) \).
4) In Subsection V-D we establish that \( \| g_S \|_\infty \leq f_\epsilon(\lambda_n, \lambda_n, \epsilon) \). It then follows from the assumptions of Theorem 2 that \( \| g_S \|_\infty < \min_{\epsilon \in \mathbb{R}} \| \epsilon^\star \|_\infty \) and, therefore, \( \text{supp}(\epsilon_S^\star) = \text{supp}(\epsilon^\star) \) and \( \text{sgn}(\epsilon_S^\star) = \text{sgn}(\epsilon^\star) \).

A. Verify the upper bound of \( \| z^c_T \|_\infty \).

Proof. First, we define a notation which will be used throughout the rest of the paper. Let \( \lambda := \frac{\lambda_n}{\lambda_n} \). By the definition of
where we introduce another shorthand notation \( \rho_u = \rho_u(\Sigma_{T:T}^T) \).

From the expression of \( \hat{\beta} = \beta^* + h \) and \( \hat{e} = e^* + g \) with \( h_{T^c} = 0, g_{S^c} = 0 \) and \( h_T, g_S \) defined in (30) and (31), we substitute into \( z_{T^c}^{(\beta)} = \frac{1}{\sqrt{n}} \lambda X^*_T(y - X^* - \hat{e}) \) together with noticing that \( X^*_T X_T - X_{S^T}^T X_{S^T} = X_{S^T}^T X_{S^T} \), \( X_T^v - X_{S^T}^v w_S^s = X_{S^T}^v w_S^s \) to arrive at

\[
\begin{align*}
z_{T^c}^{(\beta)} &= \frac{1}{n \lambda_{n,\beta}} X_{S^T}^* \Pi_{S^T} w_S^s - X_{S^T}^* (X_{S^T}^T X_{S^T}^{-1}) z \\
&\quad + \frac{1}{n} \lambda X_{S^T}^* \text{sgn}(e_s^*)
\end{align*}
\]  

Here, we define \( \Pi_{S^T} := I - X_{S^T} (X_{S^T}^T X_{S^T}^{-1}) \) which is an orthogonal projection onto the column space of \( X_{S^T} \) and \( z := \frac{1}{\sqrt{n}} \lambda X_{S^T}^* \text{sgn}(e_s^*) - \text{sgn}(\beta^*_T) \).

We can further simplify the expression of \( z_{T^c}^{(\beta)} \) by denoting

\[
v := \left( \frac{1}{n \lambda_{n,\beta}} \Pi_{S^T} w_S^s - X_{S^T}^* (X_{S^T}^T X_{S^T}^{-1}) z \right) \, \tag{34}
\]

then we have

\[
z_{T^c}^{(\beta)} = [X_{S^T}^* \quad X_{S^T}^*] v = X_T^v v. \, \tag{35}
\]

Conditioning on \( X_T \), the matrix \( X_T^* \) can be decomposed into a linear prediction plus a prediction error

\[
X_T^* = \Sigma_{T:T}^{-1} X_T^v + E_T^v, \quad \tag{36}
\]

where each row of the matrix \( E_{S^T} \) is a \( N(0, \Sigma_{T:T}) \) Gaussian random vector whose entries are i.i.d. and \( \Sigma_{T:T} \) is defined in (18). Therefore, \( z_{T^c}^{(\beta)} \) consists of two components in which the first is

\[
a := \Sigma_{T:T}^{-1} X_T^v, \quad \tag{37}
\]

and the second is

\[
b := E_T^v. \quad \tag{37}
\]

Since \( \Pi_{S^T} \) is the orthogonal projection onto the space spanned by columns of the matrix \( X_{S^T} \), we have \( X_{S^T}^* \Pi_{S^T} = 0 \). Thus, \( a \) can be simplified as

\[
a = \frac{1}{\sqrt{n}} \lambda \Sigma_{T:T}^{-1} (\lambda X_{S^T}^* \text{sgn}(e_s^*)) - \Sigma_{T:T}^{-1} X_T^v z
\]

\[
= \Sigma_{T:T}^{-1} \text{sgn}(\beta^*_T). \, \tag{38}
\]

The mutual incoherent assumption in (17) gives us \( \|a\|_\infty \leq 1 - \gamma \). All that left is to establish the \( \ell_\infty \)-norm of the second component: \( \|b\|_\infty \leq \gamma \). Denote \( E_i \) as the \( i \)-th column of the matrix \( E_{T^c} \) and condition on \( X_{S^T} \), the \( i \)-th coefficient of the vector \( b \): \( b_i = \langle E_i, v \rangle \) is a Gaussian random variable with variance \( \text{Var}(b_i) := v^* E_i E_i^* v \leq \rho_u \|v\|^2_2 \) where \( \|v\|^2_2 \) is quantified as,

\[
M := \frac{\lambda^2}{n} + \frac{1}{n^2 \lambda_{n,\beta}^2} \|\Pi_{S^T} w_S^s\|^2_2 + z^*(X_{S^T}^* X_{S^T}^{-1}) z. \, \tag{39}
\]

We state two supporting lemmas whose proof are deferred to the end of this section.

**Lemma 3.** Denote \( z = \frac{1}{\sqrt{n}} \lambda X_{S^T}^* \text{sgn}(e_s^*) - \text{sgn}(\beta^*_T) \). Define the event

\[
\mathcal{E}_z := \left\{ \|z\| \leq \lambda \sqrt{D_{\max}^s \log p} n + 1 \right\}.
\]

Then, \( \mathbb{P}(\mathcal{E}_z) \geq 1 - 2 \exp(-\log p) \).

**Lemma 4.** For any \( \epsilon \in (0,1) \), define the event \( \mathcal{E} := \left\{ M \leq \frac{1}{n} \right\} \), where

\[
M := \frac{1}{n} \lambda^2 s + \left( 1 + \max \left\{ \epsilon, 4 \sqrt{k - n - s} \right\} \right) \times \left[ \frac{\sigma^2(n - s)}{n^2 \lambda_{n,\beta}^2} + \frac{k}{1 + \lambda \sqrt{D_{\max}^s \log p} n} \right]. \tag{40}
\]

Then, \( \mathbb{P}(\mathcal{E}) \geq 1 - c_1 \exp(-c_2(n - s))^2 \) for some universal constants \( c_1, c_2 > 0 \).

Conditioned on the event \( \mathcal{E} \) defined in Lemma 4, the probability \( \mathbb{P}(\max_{i \in T^c} |b_i| \geq \gamma \mid \mathcal{E}) \) is upper bounded by

\[
\mathbb{P}(\max_{i \in T^c} |b_i| \geq \gamma \mid \mathcal{E}) \leq 2(p - k) \exp \left(-\frac{\gamma^2}{2 \rho_u M} \right),
\]

This exponential probability decays at the rate of \( \exp(-c \log(p - k)) \) provided that \( \frac{1}{2} \rho_u \overline{\lambda}_{n,\beta} \log(p - k) \) is strictly less than one. Now we replace the definition of \( M \) in (40) into this inequality. To do this, we notice that \( \frac{1}{n^2} = o(1) \) from the sample size assumption of Theorem 3, thus we can select \( \epsilon \in (0,1) \) such that \( 4 \sqrt{k - n - s} \leq \epsilon \).

Following some simple algebra, we find that it is sufficient to have

\[
\frac{n - s}{1 + \epsilon} > \frac{2 \rho_u}{C_{\min} \gamma^2} k \log(p - k) \times \left\{ \frac{C_{\min}(n - s) \lambda^2 s}{(1 + \epsilon)k} \right\} + \left( 1 + \lambda \sqrt{D_{\max}^s \log p} n \right) \times \left( \frac{(n - s)^2}{n^2 \lambda_{n,\beta}^2} C_{\min} \right).
\]

Replace the expression of \( \lambda \) in (32) and \( s = \eta n \) and perform some simple algebra, we conclude that the \( \ell_\infty \)-norm of \( z_{T^c}^{(\beta)} \) is strictly less than one as long as the following bound of the sample size obeys

\[
\frac{n}{2(1 + \epsilon)} > \frac{1}{(1 - \eta)} \frac{2 \rho_u}{\lambda_{n,\beta}} k \log(p - k) \times \left\{ \frac{9}{4} + (1 - \eta)^2 \frac{\sigma^2 C_{\min}}{\lambda_{n,\beta}^2} \right\}.
\]
which matches with the assumption of Theorem 2.

Proof of Lemma 3. Recall the expression of $z$ in the lemma, we have by the triangular inequality, $\|z\|_\infty \leq \frac{\lambda_{n,e}}{\sqrt{n}} \|X_{ST}^* \text{sgn}(e_S^*)\|_\infty + 1$. Furthermore, we know that the matrix $X_{ST}$ can be represented as $W_{ST} \Sigma_{1/2}^T$ where $W_{ST} \in \mathbb{R}^{s \times k}$ is the random matrix with i.i.d. zero mean entries and unit variance. Hence,

$$
\|X_{ST}^* \text{sgn}(e_S^*)\|_\infty = \|\Sigma_{1/2}^T W_{ST} \text{sgn}(e_S^*)\|_\infty \leq \sqrt{D_{e_{\text{max}}}} \|W_{ST} \text{sgn}(e_S^*)\|_\infty,
$$

where the inequality follows from matrix sub-multiplicative norm and $\|\Sigma_{1/2}^T\|_\infty \leq \|\Sigma_{1/2}\|_2 = \sqrt{D_{e_{\text{max}}}}$. Consider the random variable $V_i = \langle w_i, \text{sgn}(e_S^*) \rangle$ where $w_i$ is a column vector of $W_{ST}$. Recall that each entry of $w_i$ is $\mathcal{N}(0,1)$ and $\|\text{sgn}(e_S^*)\|_2 = \sqrt{s}$. Hence, $V_i$ is a Gaussian r.v. with variance $s$. Applying Gaussian tail bound [61] in the Appendix together with taking the union bound yields

$$
\mathbb{P}(\|W_{ST} \text{sgn}(e_S^*)\|_\infty \geq \tau) \leq 2k \exp(-\tau^2/2s).
$$

Selecting $\tau = 2\sqrt{s} \log p$ so that the probability exponentially decays to zero. Combining these inequalities completes the proof of Lemma 3.

Proof of Lemma 2. Since $\Pi_{S^c T}$ is the orthogonal projection matrix, we have $\|\Pi_{S^c T} w_{S^c}\|_2^2 \leq \|w_{S^c}\|_2^2$. In addition, $\frac{1}{\alpha^2} \|w_{S^c}\|_2^2$ is the $\chi^2$-variate with $(n-s)$ degrees of freedom, thus

$$
\mathbb{P}\left(\frac{1}{n^2\lambda_{n,\beta}^2} \|\Pi_{S^c T} w_{S^c}\|_2^2 \geq (1 + \epsilon) \frac{\alpha^2(n-s)}{n^2\lambda_{n,\beta}^2}\right) \leq 2 \exp\left(-\frac{3(n-s)\epsilon^2}{16}\right).
$$

Turning to the last term of $M$, by the spectral norm bound of the Gaussian random matrix (66), we obtain

$$
z^*(X_{S^c T} X_{S^c T})^{-1} z \leq \left(1 + 4\sqrt{\frac{k}{n-s}}\right) \frac{\|z\|_2^2}{(n-s) \lambda_{\text{min}}^2},
$$

with probability greater than $1 - c_1 \exp(-c_2(n-s))$. Conditioned on the event $E_z$ in Lemma 3, we have $\|z\|_2^2 \leq k \|z\|_\infty^2 \leq k \left(1 + \lambda \sqrt{\frac{D_{e_{\text{max}}} \log p}{n}}\right)^2$. The proof is completed by combining these bounds.

B. Verify the upper bound of $\|z^{(e)}_{S^c}\|_\infty$

Proof. By replacing expressions of $\hat{\beta}$ and $\hat{c}$ into $z^{(e)}_{S^c} = \frac{1}{\lambda_{n,e}} (y_{S^c} - X_{S^c} \hat{\beta})$, we get

$$
z^{(e)}_{S^c} = \frac{1}{\sqrt{n\lambda_{n,e}}} \Pi_{S^c T} w_{S^c} + \frac{\sqrt{n}}{\lambda} X_{S^c T} (X_{S^c T}^* X_{S^c T})^{-1} z,
$$

where we use the same notations of $\Pi_{S^c T}$ and $z$ as in the previous section: $\Pi_{S^c T} := I - X_{S^c T} (X_{S^c T}^* X_{S^c T})^{-1} X_{S^c T}$ and $z := \frac{1}{\sqrt{n}} \lambda X_{ST}^* \text{sgn}(e_S^*) - \text{sgn}(\beta_T^*)$. To show that $\|z^{(e)}_{S^c}\|_\infty < 1$, we bound $\ell_\infty$-norm of each term of the sum (41) separately. In particular, we will establish that with probability converging to one, the $\ell_\infty$-norm of the first term is bounded by $\frac{2\sigma \sqrt{\log n}}{\lambda_{n,e} \sqrt{n}}$ and that of the second term is less than $(1 - \frac{2\sigma \sqrt{\log n}}{\lambda_{n,e} \sqrt{n}})$. The proof is therefore completed by the triangular inequality.

We begin by establishing the $\ell_\infty$-norm of the first term of $z^{(e)}_{S^c}$ in (41): $\frac{1}{\sqrt{n\lambda_{n,e}}} \|\Pi_{S^c T} w_{S^c}\|_\infty = \max_i \frac{1}{\sqrt{n\lambda_{n,e}}} |\langle u_i, w_{S^c}\rangle|$, where $u_i$ is a column vector of $\Pi_{S^c T}$. Since $\frac{1}{\sqrt{n\lambda_{n,e}}} \langle u_i, w_{S^c}\rangle$ is a sum of Gaussian random variables with zero mean and variance $\frac{\sigma^2}{n \lambda_{n,e}} \|u_i\|_2^2$, it can be bounded by the Gaussian tail inequality in (61) in Appendix VIII-D. Notice that spectral norm of any orthogonal projection is one, $\|u_i\|_2 \leq 1$. We have

$$
\mathbb{P}\left(\frac{1}{\sqrt{n\lambda_{n,e}}} |\langle u_i, w_{S^c}\rangle| \geq \tau\right) \leq 2 \exp\left(-\frac{n \lambda_{n,e}^2 \tau^2}{2\sigma^2}\right).
$$

Choose $\tau = \frac{2\sigma \sqrt{\log n}}{\sqrt{n\lambda_{n,e}}}$ and take the union bound over all $|S^c|$ columns of the matrix $\Pi_{S^c T}$, we have

$$
\mathbb{P}\left(\frac{1}{\sqrt{n\lambda_{n,e}}} \|\Pi_{S^c T} w_{S^c}\|_\infty \geq \frac{2\sigma \sqrt{\log n}}{\sqrt{n\lambda_{n,e}}}\right) \leq 2|S^c| \exp(-2 \log n) . \ (42)
$$

Next, we control the upper bound of $\frac{\sqrt{n}}{\lambda} \|X_{S^c T} (X_{S^c T}^* X_{S^c T})^{-1} z\|_\infty$. The following lemma, whose proof is deferred to Appendix VIII-A, establishes this bound.

Lemma 5. Under the assumptions of Theorem 2 for any vector $z \in \mathbb{R}^k$ independent with $X_{S^c T}$, the following statement holds

$$
\frac{\sqrt{n}}{\lambda} \|X_{S^c T} (X_{S^c T}^* X_{S^c T})^{-1} z\|_\infty \leq \frac{2}{3} \left(1 - c_1 \exp(-c_2 \max\{\log(p-k), \log(n-s)\})\right) \|z\|_\infty
$$

with probability greater than $1 - c_1 \exp(-c_2 \max\{\log(p-k), \log(n-s)\})$.

Since $\text{sgn}(\beta_T^*)$ and $X_{S^c T}^* \text{sgn}(e_S^*)$ are statistically independent with $X_{S^c T}$, $z := \frac{1}{\sqrt{n}} \lambda X_{ST}^* \text{sgn}(e_S^*) - \text{sgn}(\beta_T^*)$ satisfies the assumption of Lemma 5. Moreover, by Lemma 3 and the definition of $\lambda$ in (32), we have with high probability

$$
\|z\|_\infty \leq 1 + \lambda \sqrt{D_{e_{\text{max}}} \log p} \leq \frac{3}{2} \left(1 - \frac{2\sigma \sqrt{\log n}}{\lambda_{n,e} \sqrt{n}}\right) \|z\|_\infty
$$

where the last inequality holds from the assumption of Theorem 2. Now applying Lemma 5 leads to $\frac{\sqrt{n}}{\lambda} \|X_{S^c T} (X_{S^c T}^* X_{S^c T})^{-1} z\|_\infty \leq 1 - \frac{2\sigma \sqrt{\log n}}{\lambda_{n,e} \sqrt{n}}$.

Putting these two bounds together and using the triangular inequality we conclude that with high probability, $\|z^{(e)}_{S^c}\|_\infty < 1$ as claimed.
C. Establish the $\ell_\infty$ bound of $\hat{\beta}_T - \beta_T^*$

Recall the formula of $(\hat{\beta}_T - \beta_T^*)$ from (30), the triangular inequality yields
\[
\|\hat{\beta}_T - \beta_T^*\|_\infty \leq \left\| \left( X_{S^cT}^{-1} X_{S^cT} \sigma^2 \right)_{\lambda X_{ST}^*} \right\|_\infty + n\lambda \|X_{ST}^*\|_\infty \| \| e_{S^cT} \|_\infty \\
= T_1 + T_2.
\] (43)

To bound the first quantity, we consider a random vector
\[ u = \left( X_{S^cT}^{-1} X_{S^cT} \sigma^2 \right)_{\lambda X_{ST}^*} \text{ and note that } T_1 = \| u \|_\infty. \] This bound, which is stated below, has been established in equation (42) of [8]: there exists some numerical constant $c$ such that
\[
P(T_1 \geq 20 \sqrt{\frac{\sigma^2 \log k}{C_{\min}(n-s)}}) \leq 4 \exp(-c(n-s)). \] (44)

Turning now to the second quantity $T_2$. We have
\[
T_2 = \frac{n\lambda}{n-s} \left\| \left( X_{S^cT}^{-1} X_{S^cT} \right)_{\lambda X_{ST}^*} \right\|_\infty,
\]
where $z := \frac{1}{\sqrt{n}} \lambda X_{ST}^* \eta_{S^cT}^* - \eta_{S^cT} \beta_T^*$. To bound $T_2$, we follow similar arguments in [8], Section V.B. We can now state the following lemma, which is modified from Lemma 5 of [8].

**Lemma 6.** Let $z \in \mathbb{R}^k$ be a fixed nonzero vector and $W \in \mathbb{R}^{n \times k}$ be a random matrix with i.i.d entries $W_{ij} \sim \mathcal{N}(0, 1)$. Then, there exists positive constants $c_1$ and $c_2$ such that
\[
P\left( \left\| \left( \frac{W^* W}{n} \right)^{-1} - I_{k \times k} \right\| \leq c_1 \sqrt{\frac{k \log (p-k)}{n}} \| z \|_\infty \right) \leq 4 \exp(-c_2 \min\{k, \log(p-k)\}).
\]

Following similar arguments as in [8], Section V.B. We have a similar probabilistic bound as equation (41) of [8]
\[
P(T_2 \geq c_1 n \lambda) \leq 4 \exp(-c_2 \min\{k, \log(p-k)\}). \] (45)

Furthermore, Lemma [3] states that $\| z \|_\infty \leq 3/2$ with high probability. Conditioning on the event $E = \{\| z \|_\infty \leq 3/2\}$, we have $\| \Sigma_{TT}^{-1/2} z \|_\infty \leq 3/2 \| \Sigma_{TT}^{-1/2} \|_\infty$. Thus, (45) leads to
\[
P(T_2 \geq c_2 n \lambda) \leq 4 \exp(-c_2 \min\{k, \log(p-k)\}).
\]

By the total probability rule, $P(T_2 \geq \tau) \leq P(T_2 \in E) + P(E^c)$. Therefore, we conclude that with probability greater than $1 - 6 \exp(-c_2 \min\{k, \log(p-k)\})$,
\[
T_2 \leq c_2 n \lambda \sqrt{\frac{k \log(p-k)}{1 - \eta}}, \]
\[
\| \hat{\beta}_T - \beta_T^* \|_\infty \leq f_\beta(\lambda n, \beta) \text{ with probability at least } 1 - 10 \exp(-c_3 \min\{k, \log(p-k)\}) \text{ where } f_\beta(\lambda n, \beta) \text{ is defined in [21]}.
\]

D. Establish the $\ell_\infty$ bound of $\hat{e}_S - e_S^*$

Recalling the formula of $\hat{e}_S - e_S^*$ in (31) and applying the triangular inequality, we get
\[
\| \hat{e}_S - e_S^* \|_\infty \leq \frac{1}{\sqrt{n}} \left\| X_{ST} (X_{S^cT}^{-1} X_{S^cT} - e_{S^cT}^*)^* w_{S^cT} \right\|_\infty + \frac{1}{\sqrt{n}} \left\| X_{ST} (X_{S^cT}^{-1} X_{S^cT} - e_{S^cT}^*)^* z \right\|_\infty + \frac{1}{\sqrt{n}} \left\| X_{ST} (X_{S^cT}^{-1} X_{S^cT} - e_{S^cT}^*)^* \right\|_\infty
\]
\[
:= T_1 + T_2 + T_3 + \lambda n, e.
\] (47)

where we again denote $z = \frac{1}{\sqrt{n}} \lambda X_{ST}^* \eta_{S^cT}^* - \eta_{S^cT} \beta_T^*$. We first consider the easiest term $T_3 = \frac{1}{\sqrt{n}} \| w_{S^cT} \|_\infty$. Since $w_{S^cT}$ is a random vector with i.i.d. $\mathcal{N}(0, \sigma^2)$ entries, by Gaussian extreme order statistics [37], $T_3 \leq 2 \sqrt{\frac{\sigma^2 \log s}{n}}$.

Turning to the term $T_1$, we define a vector $v \in \mathbb{R}^s$ whose entries are $v_i := x_i (X_{S^cT}^{-1} X_{S^cT} - e_{S^cT}^*)^* w_{S^cT}$ where $x_i$ is the $i$-th row of the matrix $X_{ST}$ and notice that $T_1 = \| v \|_\infty$. Conditioned on $X_{ST}$, it is clear that $v_i$ is a zero mean random variable with variance $\sigma^2 x_i (X_{S^cT}^{-1} X_{S^cT} - e_{S^cT}^*)^* w_{S^cT}$. In addition, we recall that $X_{ST}$ can be represented as $X_{ST} = W_{ST} \Sigma_{TT}^{1/2}$ where $W_{ST}$ is the $n \times k$ standard Gaussian matrix. Thus, $x_i (X_{S^cT}^{-1} X_{S^cT} - e_{S^cT}^*)^* w_{S^cT} \leq \| w_{S^cT} \|_2^2 (\Sigma_{TT}^{-1})_{i,i} \leq \| w_{S^cT} \|_2^2 (\Sigma_{TT}^{-1})_{i,i} \leq \| w_{S^cT} \|_2^2 (\Sigma_{TT}^{-1})_{i,i}$. Using the concentration result for $\chi^2$-variate, we get $\| w_{S^cT} \|_2^2 \leq 2k$ with probability at least $1 - \exp(-k/2)$. Furthermore, from random matrix theory [65] in Appendix VIII-D we derive
\[
P(\max_{i \in S} | v_i | \geq \tau) \leq 2 \exp\left( - \frac{(n-s) \tau^2}{10 \sigma^2 k} \right)
\]

Setting $\tau = \sqrt{\frac{20 \sigma^2 k \log(p-k)}{n-s}}$ yields the fact that this probability vanishes at rate $2(p-k)^{-1}$. Overall, we can now conclude that
\[
P(T_1 \geq 11 \sqrt{\frac{\sigma^2 k \log(p-k)}{n-s}}) \leq 2 \exp(-\log(p-k)).
\]

It is left to bound $T_2$. By sub-multiplicative norm inequality, $T_2$ is bounded by
\[
\lambda n, \beta \sqrt{n} \| X_{ST} \|_\infty \| (X_{S^cT}^{-1})^* z \|_\infty,
\]
We already established $n\lambda_{n,\beta} \| (X_{S^c{T}}X_{S^c{T}})^{-1} z \|_{\infty}$ in (46). In addition, $\| X_{ST} \|_{\infty} \leq \sqrt{k} \| X_{ST} \|$ where by the matrix theory (65 in Appendix VIII-D), $\| X_{ST}X_{ST} \| \leq 4C_\max(s + \sqrt{sk})$ with high probability. Thus, $\| X_{ST} \|_{\infty} \leq \sqrt{C_\max(sk + k\sqrt{sk})/2}$.

Overall, combining with the bounds of $T_1$ and $T_3$, we conclude that $\| \tilde{\beta}_T - \beta^* \|_{\infty} \leq f_\beta(\lambda_{n,\beta})$ with probability at least $1 - 10\exp(-c_0\min\{k, \log(p - k)\})$ where $f_\beta(\lambda_{n,\beta}, \lambda_{n,e})$ is defined as in (22).

VI. PROOF OF THEOREM 3 - INACHIEVABILITY

Our analysis in this section relies on the notion of primal-dual witness introduced by Wainwright [8]. In particular, we will construct a pair of primal solutions $(\bar{\beta}, \bar{\xi})$ and their dual vectors $(z^{(\beta)}, z^{(c)})$. The extended Lasso [3] fails to correctly identify signed support of the coefficient vector $\beta^*$ and the error $e^*$ when the $\ell_\infty$-norm of either $z_{ST}^{(c)}$ or $z_{S^c}^{(c)}$ exceeds unity with probability approaching one. The primal-dual witness is constructed as follows:

1) First, we obtain the solution pair $(\tilde{\beta}_T, \tilde{\xi}_{S^c})$ of the following restricted Lasso problem

$$\min_{\beta, \xi} \frac{1}{2n} \| y_S - X_{ST}\tilde{\beta}_T - \sqrt{n}\xi_{S^c} \|^2_2 + \lambda_{n,\beta} \| \tilde{\beta}_T \|_1 + \lambda_{n,e} \| \xi_{S^c} \|_1.$$  (48)

We also set $\tilde{\beta}_{T^c} = 0$ and $\tilde{\xi}_{S^c} = 0$.

2) Second, we select $z_{ST}^{(c)}$ and $z_{S^c}^{(c)}$ as elements of the subgradients $\| \tilde{\beta}_T \|_1$ and $\| \tilde{\xi}_{S^c} \|_1$, respectively.

3) Third, we solve for vectors $z_{ST}^{(c)}$ and $z_{S^c}^{(c)}$ satisfying the KKT conditions in (26). Then, we verify whether the dual feasibility conditions of both $\| z_{ST}^{(c)} \|_{\infty} < 1$ and $\| \tilde{\xi}_{S^c} \|_{\infty} < 1$ are satisfied.

4) Fourth, we check whether the sign consistency $z_{ST}^{(c)} = \text{sgn}(\beta_T^*)$ and $z_{S^c}^{(c)} = \text{sgn}(e^*_S)$ are satisfied.

The following result summarizes the use of the primal-dual witness construction in proving the proof of Theorem 3.

**Lemma 7.** If either steps 3 or 4 of the primal-dual construction fails, then the extended Lasso fails to recover the correct signed supports of both $\beta^*$ and $e^*$.

The proof of this lemma is essentially similar to that of Lemma 2(c) in [8], thus we omit the detail here.

In our proof, we assume that $z_{ST}^{(c)} = \text{sgn}(\beta_T^*)$ and $z_{S^c}^{(c)} = \text{sgn}(e^*_S)$; otherwise, the sign consistency would fail. Under these assumptions, it is easy to check that the solution $(\tilde{\beta}_T, \tilde{\xi}_{S^c})$ of the optimization (48) is expressed in (30) and (31). Thus, we can derive equations of $z_{ST}^{(c)}$ and $z_{S^c}^{(c)}$ as in (33) and (41).

In the following two sections, we establish the claim by showing that under the conditions of sample size $n$ and $s = \eta n$ as in Theorem 3, the $\ell_\infty$-norm of either $z_{ST}^{(c)}$ or $z_{S^c}^{(c)}$ exceeds unity with probability tending to one. It is clear that if the extended Lasso fails to recover signed support vectors with $s = \eta n$, it also fails to do so with $s > \eta n$ since it is easier to solve the extended Lasso when there is less corrupted observations.

A. Lower $\ell_\infty$-norm bound of $z_{ST}^{(c)}$

Recall the expression of $z_{ST}^{(c)}$ in (33) and its simplified form $z_{ST}^{(c)} = a + b$ where $b$ and $a$ are defined in (37) and (38). We already have $\|a\|_{\infty} \leq 1 - \gamma$ due to the mutual incoherence assumption. It is now sufficient to show that $\max_{i\in T^c} |b_i|$ exceeds $(2 - \gamma)$ with high probability.

Conditioning on $X_T$ and $v$, the vector $b$ is zero-mean Gaussian with covariance matrix $M_{T^c|T}$ where the random scaling form $M$ has the form (39). The following lemma controls the lower bound of this scaling factor. The proof is similar to that of Lemma 6 in [8], so we omit the detail here.

**Lemma 8.** Define the event $E = \{ M > M^* \}$, where $M$ is defined in (49). Then, $P(E) \leq 1 - c_1 \exp(-c_2(n - s))$ for some $c_1, c_2 > 0$.

Following the proof of Theorem 4 in [8], we have the following lower bound: for all $\nu, \tau, \gamma > 0$

$$\max_{i\in T^c} |b_i| \geq \sqrt{(2 - \nu)\rho_1(\Sigma_{T^c|T})M \log(p - k) - \tau}$$  (50)

with probability at least $1 - 2\exp(-\frac{s^2}{2\rho_1^2})$. Now, using appropriate choices of $\{\nu, \tau, \gamma\}$, it suffices to establish the bound

$$\rho_1(\Sigma_{T^c|T})M \log(p - k) \geq \frac{[(2 - \gamma) + \tau^2]}{(2 - \nu)}.$$  (51)

We consider two cases:

1) If $M \rightarrow +\infty$ or $M = \Theta(1)$, then we can choose $\tau^2 = \delta M \log(p - k)$ for some $\delta > 0$. For $\delta$ sufficiently small, we conclude from (50) that with probability converging to one, there exists some constants $c > 0$ such that

$$\max_{i\in T^c} |b_i| \geq c\sqrt{\log(p - k)},$$

which exceeds $(2 - \gamma)$ regardless of the choice of the sample size $n$.

2) Otherwise, $M = o(1)$. This is satisfied only if $k/n = o(1)$ and thus, the second line of the definition of $M$ is applied. Now, we can select $\tau$ sufficiently small and have a guarantee that $\tau \chi_{T^c} \rightarrow +\infty$. From the definition of $M$, one can see that if $\rho_1 \frac{\lambda_{n,\beta}}{n} \log(p - k) \geq 2$, we can choose $\tau$ and $\nu$ strictly positive but arbitrarily close to zero such that $\frac{|(2 - \gamma) + \tau^2|}{(2 - \nu)} < 2$. Thus, (51) obeys regardless of the selection of the sample size $n$. Consequently, we assume that

$$\lambda < \sqrt{\frac{2n}{\rho_1 s \log(p - k)}}.$$  (52)

Under this assumption, we can lower bound $\| z \|_2$ as follows

$$\| z \|_2 = \left\| \text{sgn}(\beta_T^*) - \frac{1}{\sqrt{n}} \lambda X_{ST}^* \text{sgn}(e_S^*) \right\|_2 \geq \left\| \text{sgn}(\beta_T^*) \right\|_2 - \frac{1}{\sqrt{n}} \lambda \| X_{ST}^* \text{sgn}(e_S^*) \|_2 \geq \sqrt{k} - \lambda \frac{k}{n} \| X_{ST}^* \text{sgn}(e_S^*) \|_\infty.$$  (53)

As shown during the proof of Lemma 3 that $\frac{1}{\sqrt{n}} \| X_{ST}^* \text{sgn}(e_S^*) \|_\infty \leq \frac{1}{4} \sqrt{\frac{\rho_1 s \log(p - k)}{n}}$ with probability
\[
M := \begin{cases}
\frac{\lambda^2_s}{n} + c \frac{k}{n-s} & \text{if } k/n = \Theta(1) \\
\frac{\lambda^2_s}{n} + \left(1 - \max \left\{ \epsilon, 4 \sqrt{\frac{k}{n-s}} \right\} \right) \left( \frac{\sigma^2_s(n-s)}{n^2 \lambda_{n,k}^2} + \frac{\|z\|^2_x}{(n-s) C_{\max}} \right) & \text{if } k/n = o(1).
\end{cases}
\]

greater than \(1 - \exp(-\frac{\rho_1}{18 C_{\max}} \log p)\), from the above upper bound of \(\lambda\), we obtain \(\frac{1}{\sqrt{n}} \|X_{S^T} \text{sgn}(e^z_S)\|_\infty \leq \sqrt{\frac{k}{n-s}}\). Consequently, we achieve the lower bound with high probability
\[
\|z\|_2 \geq \frac{1}{2} \sqrt{\kappa}.
\]

Furthermore, for \((n-s)\) sufficiently large, we select a \(\epsilon \in (0, 1/2)\) such that \(4 \sqrt{\frac{k}{n-s}} < \epsilon\). Now, replace this bound into the second equation of \(M\) and perform some simple algebra, we can show that the inequality \((51)\) is satisfied as long as
\[
\frac{\rho_1}{C_{\max} k \log(p-k)} \frac{k \log(p-k)}{(n-s)} \left\{ C_{\max} \lambda^2_s (n-s) \right\}
\geq \frac{(2 - \gamma) + \tau)^2}{(2 - \gamma)^2 (1 - \nu)/(1 - \epsilon)}.
\]

Replace the lower bound of \(\lambda\) in \((56)\) and \(s = \eta n\) into the above inequality, we can conclude that the inequality \((51)\) is satisfied as long as
\[
\frac{\rho_1}{C_{\max} (2 - \gamma)^2} \frac{k \log(p-k)}{(n-s)} \left\{ \frac{3}{8} + (1 - \eta)^2 \frac{\sigma^2_{C_{\max}}}{\lambda_{n,k}^2} \right\}
\geq \frac{(2 - \gamma) + \tau)^2}{(2 - \gamma)^2 (1 - \nu)/(1 - \epsilon)}.
\]

Under the assumptions of Theorem \(3\) the right-hand side is strictly greater than one. On the other hand, \(\tau, \nu\) and \(\epsilon\) are parameters that can be chosen in \((0, 1/2)\). By selecting these parameters to be positive but arbitrarily close to zero, we can set the right-hand side less than one. Therefore, \((51)\) is satisfied.

**B. Lower the \(\ell_\infty\)-norm bound of \(z^e_{S^e}\)**

Recalling the equation of \(z^e_{S^e}\) in \((41)\), we have
\[
z^e_{S^e} = \frac{1}{\sqrt{n} \lambda_{n,e} X_{S^T}} + \frac{\sqrt{n}}{\lambda} X_{S^T} (X_{S^T}^* X_{S^T}^{-1}) z
\]
where we recall \(z = \frac{1}{\sqrt{n}} \lambda^2 X_{S^T} \text{sgn}(e^z_S) - \text{sgn}(\beta^*_S)\). First, notice that \(\Pi_{S^T}\) is the orthogonal projection onto the column space of the matrix \(X_{S^T}\). Thus, two terms in the above summation are orthogonal to each other. Therefore, lowering the \(\ell_\infty\)-norm of \(z^e_{S^e}\) by its \(\ell_2\)-norm counterpart, we have
\[
(n-s) \left\| z^e_{S^e} \right\|_\infty^2 \geq \left\| z^e_{S^e} \right\|_2^2
\]
\[
= \frac{1}{n \lambda_{n,e}^2} \left\| \Pi_{S^T} w_{S^e} \right\|_2^2 + \frac{n}{\lambda^2} \left\| X_{S^T} (X_{S^T}^* X_{S^T}^{-1}) z \right\|_2^2.
\]

From this inequality, we have an important observation that both terms in the sum have to be upper bounded by \((n-s)\).

Otherwise, \(\left\| z^e_{S^e} \right\|_2^2\) is automatically strictly greater than one, regardless of the choice of the sample size \(n\). This observation suggests to us the required lower bound of \(\lambda_{n,e}^2\) and \(\lambda\):
\[
\lambda_{n,e} \geq \frac{1}{\sqrt{n(n-s)}} \|\Pi_{S^T} w_{S^e}\|_2,
\]

and
\[
\lambda \geq \frac{1}{n(n-s)} \|X_{S^T} (X_{S^T}^* X_{S^T}^{-1}) z\|_2^2.
\]

We now explicitly establish the lower bound of these regularization parameters. First, since \(\frac{1}{\sqrt{n}} \|\Pi_{S^T} w_{S^e}\|_2^2\) is the \(\chi^2\)-variate with \(n-s\) degrees of freedom, Lemma \(13\) in Appendix \(\text{VIII-D}\) suggests to us that \(\frac{1}{\sqrt{n}} \|\Pi_{S^T} w_{S^e}\|_2^2 \geq \frac{n}{2} (n-s)\) with probability at least \(1 - \exp(- (n-s)/16)\). Consequently, we require
\[
\lambda_{n,e} \geq \sqrt{\frac{\sigma^2}{2n}}.
\]

Furthermore, we observe that with probability converging to one
\[
\|X_{S^T} (X_{S^T}^* X_{S^T}^{-1}) z\|_2 = \|X_{S^T}^* X_{S^T}^{-1} z\|_2^2 = \frac{\lambda^2}{\lambda} X_{S^T}^* \text{sgn}(e^z_S) - \text{sgn}(\beta^*_S),
\]

where the second identity follows from the decomposition \(X_{S^T} = \Sigma_{TT} W_{S^T}\) and the last inequality is due to the Gaussian random matrix inequality \((63)\) in Appendix \(\text{VIII-D}\). In combination with the lower bound of \(\|z\|_2\), we require
\[
\lambda \geq \frac{k}{\sqrt{8 C_{\max}(n-s)}}.
\]

Turning to establish the lower bound of \(\|z^e_{S^e}\|_\infty\), we can show that under the assumptions of Theorem \(3\) this quantity is strictly greater than one. By the triangular inequality,
\[
\|z^e_{S^e}\|_\infty \geq T_1 - T_2\]

where \(T_1\) is quantified as
\[
\sqrt{n} \lambda \|X_{S^T}^* X_{S^T}^{-1} z\|_\infty\)

and the other term is \(T_2 := \frac{1}{\lambda} \|\Pi_{S^T} w_{S^e}\|_\infty\). As shown at the beginning of Section \(\text{VIII-B}\) we have the following inequality to hold with probability greater than \(1 - 2 \exp(- \log(n-s))\):
\[
T_2 \leq 2 \sqrt{\sigma^2 \log(n-s)} \lambda_{n,e} \sqrt{n}.
\]

It is now left to justify that under the assumption of Theorem \(3\) \(T_1 > 1 + 2 \sqrt{\sigma^2 \log(n-s)} \lambda_{n,e} \sqrt{n}\). The remainder of this section is devoted to establish this claim. In what follows, we state two important lemmas, which are the main factor in establishing the lower
bound of $T_1$. The proofs of these lemmas are again deferred to the Appendix.

**Lemma 9.** For any vector $z \in \mathbb{R}^k$ independent with $X_{S'}T$, we have with probability greater than $1 - \exp(-\log(n/s))$

$$
\|X_{S'}T(X_{S'}^*T X_{S'}T)^{-1}z - \frac{1}{n-s} X_{S'}T \Sigma_{TT}^{-1}z\|_\infty
\leq 16 \|z\|_2 \sqrt{2k \log(n/s)} \sqrt{C_{\min}(n-s)^4}.
$$

**Lemma 10.** With probability at least $1 - 4 \exp(-\log(n/s))$,

$$
\|X_{S'}T \Sigma_{TT}^{-1}z\|_\infty \geq \frac{2 \|z\|_2 \sqrt{\log(n/s)}}{3 \sqrt{C_{\max}}}
.$$

Once these two lemmas are established, we can now show that under the assumptions of Theorem $3$, $T_1 > 1 + \frac{\sqrt{\sigma^2 \log n}}{\lambda_{n,c} \sqrt{n}}$ with high probability. By definition, $z = \frac{1}{\sqrt{n}} \lambda X_{S'}T \text{sgn}(c_S^*) - \text{sgn}(\beta_2^*)$, one can see that $z$ is independent from $X_{S'}T$. Thus, by Lemmas 9 and 10 and the triangular inequality, we have, with probability at least $1 - \exp(-\log(p-k)) - 4 \exp(-\frac{1}{4} \log(n/s))$,

$$
\|X_{S'}T(X_{S'}^*T X_{S'}T)^{-1}z\|_\infty
\geq \frac{1}{n-s} \|X_{S'}T \Sigma_{TT}^{-1}z\|_\infty - 16(1 + \epsilon) \frac{\sqrt{k \log(n/s)}}{\sqrt{C_{\min}(n-s)^4}} \|z\|_2
\geq \left( \frac{2 \sqrt{\log(n/s)}}{3(n-s) \sqrt{C_{\max}}} - \sqrt{\log(n/s)} \right) \frac{256(1 + \epsilon)^2 k C_{\max}}{(n-s) C_{\min}} \|z\|_2.
$$

(57)

Recall from the previous section that we require the upper bound of $\lambda$ in $[52]$. Otherwise, $\|z\|_\infty$ is strictly greater than one regardless of the choice of the sample size $n$. This upper bound of $\lambda$ leads to the lower bound of $\|z\|_2$ in (54). Furthermore, assuming that $n - s \geq e^{C_{\max}} k$ for some large enough constant $e$, we achieve

$$
\|X_{S'}T(X_{S'}^*T X_{S'}T)^{-1}z\|_\infty \geq \frac{1}{6} \left( 1 - \frac{\sqrt{k \log(n/s)}}{n \sqrt{C_{\max}}} \right)
.$$

Therefore, the requirement $T_1 > 1 + \frac{2 \sqrt{\sigma^2 \log n}}{\lambda_{n,c} \sqrt{n}}$ is equivalent to

$$(n-s)^2 < \left( \frac{1 - \epsilon}{6} \right) \left( 1 + \frac{2 \sqrt{\sigma^2 \log n}}{\lambda_{n,c} \sqrt{n}} \right)^{-2} k n \log(n-s) \frac{1}{\lambda^2 C_{\max}}.$$

Replace the upper bound of $\lambda$ in $[52]$ and $s = \eta n$, the above inequality, or equivalently, $\|z\|_\infty^2 > 1$ is satisfied whenever the sample size $n$ obeys

$$
n < \frac{\eta}{12} \frac{\rho_1}{(1 - \eta)^2 C_{\max}} \left( 1 + \frac{2 \sqrt{\sigma^2 \log n}}{\lambda_{n,c} \sqrt{n}} \right)^{-2} k \log(n-s) \log(p-k).
$$

VII. CONCLUSION

In this paper, we studied the $\ell_1$-constrained minimization problem for sparse linear regression when the observations are grossly corrupted. We proposed the extended Lasso method which is a natural generalization of the Lasso for recovering both the regression and the error vector effectively. Our main contribution was to establish that this recovery is faithful, under both parameter estimation and variable selection criteria, even when the error magnitude is arbitrarily large and the fraction of error is close to unity. Specifically, our first result indicated that the $\ell_1$ estimation error is bounded via the introduction of the extended restricted eigenvalue (RE) condition evaluated on the combination matrix $[X]$. Our next results considered the exact signed support recovery for a class of random Gaussian design matrices. We showed that the sign consistency is indeed possible even when almost all the observations are significantly corrupted. More interestingly, we established the lower and upper bounds for the sample size such that the extended Lasso succeeds or fails in recovering the supports with high probability. This number of observations is scaled in term of the model dimension $p$, the sparsity index $k$, and the fraction error $\eta = s/n$. Notably, all of our results are consistent with that of the standard Lasso in the absence of sparse error.

There are a number of extensions and open questions related to this work. First, our setup can be extended to robust group/multivariate Lasso model. This model has been shown to outperform the conventional Lasso in many practical applications as well as theoretical analysis (e.g. [14], [15], [38], [39]). It would be interesting to obtain the upper and lower bound of the sample size when a significant fraction of observations is corrupted in this setting. Another interesting direction is to consider a more general situation where both the observations and the data matrix are corrupted/missing. In a recent paper, Loh and Wainwright [40] established the consistency of the Lasso with noisy/corrupted/missing data matrix. Whether similar results would hold for more general setting is an interesting open problem. Lastly, although our current work focused exclusively on linear regression, it would be interesting to investigate the sparse additive models (e.g. [41], [42]) under grossly corrupted observations.

VIII. APPENDIX

A. Proof of Lemma $5$

Decomposing $X_{S'}T$ as $X_{S'}T = W_{S'}T \Sigma_{TT}$ where $W_{S'}T \in \mathbb{R}^{(n-s) \times k}$ is the random matrix with i.i.d. normal Gaussian entries, we have $X_{S'}T(X_{S'}^*T X_{S'}T)^{-1} = W_{S'}T(W_{S'}^*T W_{S'}T)^{-1} \Sigma_{TT}^{-1/2}$. Consider now the compact singular value decomposition of $W_{S'}T$

$$W_{S'}T = UDV^*,$$

$U \in \mathbb{R}^{(n-s) \times k}$ and $D, V \in \mathbb{R}^{k \times k}$.

Since $W_{S'}T$ is a Gaussian random matrix with i.i.d. entries, columns of $U$ are orthogonal vectors selected uniformly at random. We can consider $U$ as a random matrix distributed on the Haar measure. We have

$$X_{S'}T(X_{S'}^*T X_{S'}T)^{-1}z = UD^1 V^* \Sigma_{TT}^{-1/2} z.$$
Using the random matrix concentration inequality in (64), we have with probability at least $1 - e^{-\kappa}$
\[
\|W_{S^*T}\| \leq \sqrt{n-s} \left(1 + 4\sqrt{\frac{k}{n-s}}\right)^{1/2}.
\]
In addition, from (65), we have with high probability
\[
\|((W_{S^*T})^*W_{S^*T})^{-1}\| \leq \left(1 + 4\sqrt{\frac{k}{n-s}}\right) \frac{1}{n-s}.
\]
Combining these pieces together, we conclude that
\[
\|D\| = \|W_{S^*T}(W_{S^*T})^*W_{S^*T})^{-1}\|
\leq \left(1 + 4\sqrt{\frac{k}{n-s}}\right)^{3/2} \frac{1}{\sqrt{n-s}} \leq \sqrt{1 + \epsilon} \frac{1}{\sqrt{n-s}},
\]
assuming that $k$ is sufficiently smaller than $(n-s)$.

Next, our goal is to bound
\[
\left\|UD^*\Sigma_{TT}^{-1/2} z\right\|_\infty = \max_i |\langle U^* - D^*\Sigma_{TT}^{-1/2} ze_i^* \rangle|
\leq \max_i \left|\langle D^*\Sigma_{TT}^{-1/2} z e_i^* \rangle\right|
= \max_i \left|\langle U^* - D^*\Sigma_{TT}^{-1/2} ze_i^* \rangle\right|
= \max_i |f_i(U)|,
\]
where $f_i$ is the function acting on the random matrix $U$, $f_i : \mathbb{R}^{(S^*)^k} \to \mathbb{R}$.

First we show that $f_i(U)$ is Lipschitz (with respect to the Euclidean norm) with constant at most $\|f_i\|_L = \sqrt{(1+\epsilon)_k} \leq \sqrt{n-s}$. Indeed, for any given pair $U_1$, $U_2 \in \mathbb{R}^{(S^*)^k}$, we have
\[
|f_i(U_1) - f_i(U_2)| = \left|\langle U_1 - U_2, D^*\Sigma_{TT}^{-1/2} ze_i^* \rangle\right|
\leq \left\|U_1 - U_2\right\|_F \left\|D^*\Sigma_{TT}^{-1/2} ze_i^* \right\|_F
\leq \left\|U_1 - U_2\right\|_F \left\|D^*\Sigma_{TT}^{-1/2} \right\|_F \left\|ze_i^* \right\|_F
\leq \left\|U_1 - U_2\right\|_F \frac{\sqrt{1 + \epsilon}}{\sqrt{n-s} \sqrt{C_{\min}} \left\|z\right\|_2}
\leq \sqrt{(1 + \epsilon)_k} \frac{\sqrt{1 + \epsilon}}{\sqrt{n-s} \sqrt{C_{\min}} \left\|U_1 - U_2\right\|_F \left\|z\right\|_\infty}.
\]
Since the distribution of $U$ is invariant under the orthogonal transformation $U \mapsto -U$, $f_i(U)$ is a symmetric random variable and zero is a median. Hence, by the measure of concentration with respect to Haar measure in Lemma [15] we get
\[
P(\|f_i(U)\| \geq \tau) \leq \exp\left(-\frac{\tau^2(n-s)}{8\|f_i\|_L^2}\right)
= \exp\left(-\frac{C_{\min}(n-s)^2\tau^2}{8(1 + \epsilon)k \|z\|_\infty^2}\right).
\]
Set $\tau := \frac{2\lambda^2}{\sqrt{n-s}} \left(1 - 2\sigma \sqrt{\frac{\log n}{n_{\min}}}\right) \|z\|_\infty$ and take the union bound over all $i \in S^*$, we have
\[
P\left(\left\|UD^*\Sigma_{TT}^{-1/2} z\right\|_\infty \geq \frac{\lambda}{2} \left\|z\right\|_\infty\right)
\leq (n-s) \exp\left(-\frac{C_{\min}(n-s)^2\tau^2}{12(1 + \epsilon)nk} \left(1 - \frac{2\sigma \sqrt{\frac{\log n}{n_{\min}}}}{\sqrt{n_{\min}} n_{\min}}\right)^2\right).
\]
This probability vanishes at rate $\exp(-c \log n)$ provided that
\[
(n-s)^2 > 12(1 + \epsilon) \left(1 - \frac{2\sigma \sqrt{\frac{\log n}{n_{\min}}}}{\sqrt{n_{\min}} n_{\min}}\right)^2 k \log(p-k),
\]
where $C$ is a numerical constant smaller than 48.

B. Proof of Lemma [2]

Recall the decomposition of $X_{S^*T}$: $X_{S^*T} = W_{S^*T}\Sigma_{TT}^{1/2}$, we have
\[
X_{S^*T}(X_{S^*T})^{-1} = (W_{S^*T}(W_{S^*T})^{-1} - 1/n-S \Sigma_{TT}^{-1/2}.
\]
Replacing the expression of $\lambda$ in (32) and $s = \eta n$, the above condition is equivalent to
\[
\frac{n}{\log n} \geq C(1 + \epsilon) \eta \left(1 - \eta^2\right) \frac{\max\{\rho_n, D_{\max}\}}{C_{\min}^{1/2}}
\times \left(1 - \frac{2\sigma \sqrt{\frac{\log n}{n_{\min}}}}{\sqrt{n_{\min}} n_{\min}}\right)^2 k \log(p-k),
\]
where $W_{S^*T} = UD^*V^*$, $U \in \mathbb{R}^{(n-s) \times k}$ and $D, V \in \mathbb{R}^{k \times k}$.

Then the columns of $U$ are $k$ orthonormal vectors selected uniformly at random. We can think of $U$ as a random matrix distributed on the Haar measure. The above equation is now formulated as
\[
\frac{1}{n-s} U D \left( \begin{array}{c} D^* D \cr \sqrt{n-s} \end{array} \right)^{-1} - I \right) V \Sigma_{TT}^{-1/2} =: UD^*V^* \Sigma_{TT}^{-1/2}.
\]
It is clear that $\|D\| \leq \frac{\sqrt{n-s}}{n-s} \|W_{S^*T}\| \left(\|W_{S^*T}\|^{-1} - I\right)$. Recalling the random matrix concentration bounds (64) and (65), we have $\|W_{S^*T}\| \leq (1 + 4 \sqrt{\frac{k}{n-s}})^{1/2}$. Therefore,
\[
\|D\| \leq \frac{4\sqrt{k}}{n-s} \left(1 + 4 \sqrt{\frac{k}{n-s}}\right)^{1/2} =: (1 + \epsilon) \frac{4\sqrt{k}}{n-s},
\]
where we choose $\epsilon \geq 4 \sqrt{k/(n-s)}$.

Our goal now is to establish an upper bound of $\|UD^*V^* \Sigma_{TT}^{-1/2} z\|_\infty$, which can be rewritten as
\[
\max_i |\langle e_i^* UD^*V^* \Sigma_{TT}^{-1/2} z e_i^* \rangle| = \max_i \left|\langle U^* - D^* \Sigma_{TT}^{-1/2} ze_i^* \rangle\right|
= \max_i |f_i(U)|,
\]
where $f_i$ is a function operating on the random matrix $U$, $f_i : \mathbb{R}^{(n-s) \times k} \to \mathbb{R}$.

First we show that $f_i(U)$ is Lipschitz (with respect to the Euclidean norm) with constant at most $\|f_i\|_L = \sqrt{(1 + \epsilon)_k \leq \sqrt{n-s}$, }
Indeed, for any given pair $U_1, U_2 \in \mathbb{R}^{(n-s) \times k}$, we have

$$|f_i(U_1) - f_i(U_2)| = \left| \left\langle U_1 - U_2, \tilde{D} V^* \Sigma_{TT}^{-1/2} z e_i^* \right\rangle \right| \\
\leq \|U_1 - U_2\|_F \left\| \tilde{D} V^* \Sigma_{TT}^{-1/2} \| z e_i^* \|_F \\
\leq \|U_1 - U_2\|_F \|\tilde{D} V^*\| \left\| \Sigma_{TT}^{-1/2} \| z e_i^* \|_F \\
\leq \|U_1 - U_2\|_F \frac{4(1 + \epsilon)\sqrt{k}}{n-s} \sqrt{\frac{1}{\sqrt{C_{\min}}} \|z\|_2}.$$ 

Since the distribution of $U$ is invariant under the orthogonal transformation $U \mapsto -U$, $f(U)$ is a symmetric random variable and zero is a median. Hence, by the measure of concentration with respect to Haar measure (Lemma 15), we get

$$\mathbb{P}(f_i(U) \geq \tau) \leq \exp\left( -\frac{\tau^2(n-s)}{8\|f_i\|_L^2} \right) \\
= \exp\left( -\frac{C_{\min}(n-s)^3\tau^2}{128(1 + \epsilon)^2k\|z\|_2^2} \right).$$

Setting $\tau^2 := \frac{256(1 + \epsilon)^2\|z\|_2^2k\log(n-s)}{C_{\min}(n-s)^3}$ and taking the union bound over all $i \in S_c$, we have

$$\mathbb{P}\left( \left\| UD V^* \Sigma_{TT}^{-1/2} z \right\|_{\infty} \geq \frac{16(1 + \epsilon)\|z\|_2 \sqrt{k}\log(n-s)}}{\sqrt{C_{\min}(n-s)^3}} \right) \leq \exp(-\log(n-s)),$$

as claimed.

**C. Proof of Lemma 11**

We have $X_{S^cT} = W_{S^cT} \Sigma_{TT}^{-1/2}$, where $W_{S^cT}$ is a standard Gaussian matrix of size $(n-s) \times k$. Thus, $X_{S^cT} \Sigma_{TT}^{-1/2} z = W_{S^cT} \Sigma_{TT}^{-1/2} z$, which leads to

$$\left\| X_{S^cT} \Sigma_{TT}^{-1/2} z \right\|_{\infty} = \max_{i \in S_c} \left| \left\langle e_i, W_{S^cT} \Sigma_{TT}^{-1/2} z \right\rangle \right| =: \max_{i \in S_c} |f_i(W_{S^cT})|,$$

where $e_i \in \mathbb{R}^{(n-s)}$ is the standard vector whose entry at $i$-th location receive unit value and zeros elsewhere. In order to lower the bound of the random variable $\max_i f_i(W_{S^cT})$, the first step is to show that it is sharply concentrated around its expectation.

**Lemma 11.** For any $\tau > 0$, we have

$$\mathbb{P}\left( \max_i f_i(W_{S^cT}) - \mathbb{E} \max_i f_i(W_{S^cT}) \geq \tau \right) \leq 4 \exp\left( -\frac{\tau^2}{2 \left\| \Sigma_{TT}^{-1/2} z \right\|_2^2} \right).$$

Select $\tau := \left\| \Sigma_{TT}^{-1/2} z \right\|_2 \sqrt{\frac{1}{2} \log(n-s)}$, we conclude that with probability greater than $1 - 4 \exp(-\frac{1}{4} \log(n-s))$

$$\max_i f_i(W_{S^cT}) \geq \mathbb{E} \max_i f_i(W_{S^cT}) - \tau.$$

At the second step, we need to lower the bound $\mathbb{E} \max_i f_i(W_{S^C})$. This can be estimated via Sudakov-Fernique inequality [37]. We have,

$$\mathbb{E}(f_i(W_{S^C}) - f_j(W_{S^C}))^2 = 2z^* \Sigma_{TT}^{-1/2} z = 2 \left\| \Sigma_{TT}^{-1/2} z \right\|_2^2.$$

Consequently, if we denote $g_i, 1 \leq i \leq (n-s)$ as a sequence of $N(0, \left\| \Sigma_{TT}^{-1/2} z \right\|_2^2)$ Gaussian random variables, then we have established a lower bound

$$\mathbb{E}(f_i(W_{S^C}) - f_j(W_{S^C}))^2 \geq \mathbb{E}(g_i - g_j)^2.$$

Therefore, the Sudakov-Fernique inequality [37] suggests that the maximum over $f(w_i)$ dominates the maximum over $g_i$. In particular, we have $\mathbb{E} \max_i f_i(W_{S^C}) \geq \mathbb{E} \max_i g_i$. Moreover, since $\{g_i\}$ are i.i.d. random variables, by the standard bound for Gaussian extreme, for all $\delta > 0$, we have

$$\mathbb{E} \max_i f_i(W_{S^C}) \geq \mathbb{E} \max_i g_i \geq 2 \left\| \Sigma_{TT}^{-1/2} z \right\|_2 \sqrt{(2 - \delta) \log(n-s)}.$$

Substituting this expectation bound into (59) yields

$$\max_i f_i(W_{S^C}) \geq (\sqrt{2 - \delta} - \sqrt{1/2}) \left\| \Sigma_{TT}^{-1/2} z \right\|_2 \sqrt{\log(n-s)} \geq 2 \left\| \Sigma_{TT}^{-1/2} z \right\|_2 \sqrt{\log(n-s)}$$

for $\delta$ arbitrarily close to zero. Furthermore, using the standard bound $\left\| \Sigma_{TT}^{-1/2} z \right\|_2 \geq \frac{\|z\|_2}{\sqrt{\left\| \Sigma_{TT}^{-1/2} z \right\|_2}} \geq \frac{\|z\|_2}{\sqrt{C_{\max}}}$, we complete the proof.

**Proof of Lemma 17** By the standard Gaussian concentration theorems [37], let $w$ be a standard Gaussian measure on $\mathbb{R}^n$ and $f$ be a Lipschitz function with Lipschitz constant $\|f\|_{lip}$. Then,

$$\mathbb{P}(f(w) - \mathbb{E}f(w) \geq \tau) \leq 4 \exp(-\tau^2/2 \left\| f \right\|_{lip}^2).$$

We now consider the function $f(W_{S^C}) := \max_i f_i(W_{S^C})$ operating on the standard Gaussian matrix $W_{S^C}$. We have

$$f(W_{S^C}^1) - f(W_{S^C}^2) = \max_i \left\langle e_i, W_{S^C}^1 \Sigma_{TT}^{-1/2} z \right\rangle - \max_k \left\langle e_k, W_{S^C}^2 \Sigma_{TT}^{-1/2} z \right\rangle \leq \max_i \left\langle e_i, (W_{S^C}^1 - W_{S^C}^2) \Sigma_{TT}^{-1/2} z \right\rangle \leq \left\| \Sigma_{TT}^{-1/2} z \right\|_2 \left\| W_{S^C}^1 - W_{S^C}^2 \right\|_F$$

where the second inequality follows from the Cauchy-Schwarz inequality. Applying (60) with Lipschitz constant $\left\| \Sigma_{TT}^{-1/2} z \right\|_2$ completes our proof. \(\square\)
D. Some concentration inequalities

In this section, we restate some well-known large deviation bounds for ease of reference. The first is a bound of sum of Gaussian random variables.

Lemma 12. Let \( Z_1, ..., Z_n \) be independent and zero-mean Gaussian random variables with parameters \( \sigma_1^2, ..., \sigma_n^2 \). Then
\[
\mathbb{P}\left( \sum_{i=1}^{n} Z_i \geq \tau \right) \leq 2 \exp \left( - \frac{\tau^2}{2 \sum_{i=1}^{n} \sigma_i^2} \right).
\]

This bound comes directly from a standard Gaussian bound. For a Gaussian variable \( Z \sim \mathcal{N}(0, \sigma^2) \), we have with all \( \tau > 0 \)
\[
\mathbb{P}(|Z| \geq \tau) \leq 2 \exp \left( - \frac{\tau^2}{2\sigma^2} \right). \tag{61}
\]

The following tail bounds on the Chi-square variates taken from [43] are useful

Lemma 13. Let \( X \) be a centralized \( \chi^2 \)-variate with \( d \) degree of freedom. Then for all \( \tau \in (0, 1/2) \), we have
\[
\mathbb{P}(X \geq d(1+\tau)) \leq \exp\left( -\frac{3}{16} d \tau^2 \right)
\]
\[
\mathbb{P}(X \leq d(1-\tau)) \leq \exp\left( -\frac{1}{4} d \tau^2 \right).
\]

We also recall some well-known concentration inequalities from random matrix theory

Lemma 14. Let \( X^{n \times k} \) be a random matrix, whose entries are standard Gaussian random variables. Denote by \( \sigma_{\min} \) and \( \sigma_{\max} \) the smallest and largest singular values of \( X \). Then we have
\[
\mathbb{P}\left( 1 - \sigma_{\min}(X) / \sqrt{n} \geq \frac{k}{n} + \tau \right) \leq \exp\left( -n \, \tau^2 / 2 \right)
\]
\[
\mathbb{P}\left( \sigma_{\max}(X) / \sqrt{n} - 1 \geq \frac{k}{n} + \tau \right) \leq \exp\left( -n \tau^2 / 2 \right).
\]

By setting \( \tau = \sqrt{\frac{k}{n}} \), we conclude that with probability at least \( 1 - \exp(-k/2) \),
\[
(1 - 2\sqrt{k/n})^2 \leq \sigma_{\min}(X^*X/n) \leq (2\sqrt{k/n} + 1)^2. \tag{62}
\]

A consequence of this quantity is another singular value bound for the inverse matrix of \( X^*X \). We have with probability greater than \( 1 - \exp(-k/2) \),
\[
\frac{1}{(2\sqrt{k/n} + 1)^2} \leq \sigma_{\min}\left( (X^*X/n)^{-1} \right) \leq \sigma_{\max}\left( (X^*X/n)^{-1} \right) \leq \frac{1}{(1 - 2\sqrt{k/n})^2}. \tag{63}
\]

From the above two set of inequality and assumption that \( k \leq n \), we conclude that with probability greater than \( 1 - \exp(-k/2) \),
\[
\left\| \frac{X^*X}{n} - I \right\| \leq 4\sqrt{\frac{k}{n}}. \tag{64}
\]

For random matrices whose rows are i.i.d and have distribution \( \mathcal{N}(0, \Sigma) \), we can achieve a similar spectral norm bound. We have with probability at least \( 1 - \exp(-k/2) \)
\[
\left\| X^*X/n - \Sigma \right\| \leq 4\sigma_{\max}(\Sigma)\sqrt{\frac{k}{n}}, \tag{66}
\]
\[
\left\| (X^*X/n)^{-1} - \Sigma^{-1} \right\| \leq \frac{4}{\sigma_{\min}(\Sigma)}\sqrt{\frac{k}{n}}. \tag{67}
\]

Finally, the following lemma states an useful concentration inequality on Haar measure [44].

Lemma 15. Support \( k < n \) and let \( f : \mathbb{R}^{n \times k} \to R \) with Lipschitz norm
\[
\|f\|_L = \sup_{X \neq Y} \frac{f(X) - f(Y)}{X - Y}.
\]

Then if \( U \) is distributed according to the Haar measure,
\[
\mathbb{P}(f(U) \geq \text{median}(f) + \tau) \leq \exp\left( -\frac{m\tau^2}{8\|f\|_L^2} \right).
\]
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