On the reliability of analytical models to predict solute transport in a fracture network
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Abstract. In hydrogeology, the application of reliable tracer transport model approaches is a key issue to derive the hydrodynamic properties of aquifers.

Laboratory- and field-scale tracer dispersion breakthrough curves (BTC) in fractured media are notorious for exhibiting early time arrivals and late time tailing that are not captured by the classical advection–dispersion equation (ADE). These “non-Fickian” features are proven to be better explained by a mobile–immobile (MIM) approach. In this conceptualization the fractured rock system is schematized as a continuous medium in which the liquid phase is separated into flowing and stagnant regions.

The present study compares the performances and reliabilities of the classical MIM and the explicit network model (ENM), taking expressly into account the network geometry for describing tracer transport behavior in a fractured sample at bench scale. Though ENM shows better fitting results than MIM, the latter remains still valid as it proves to describe the observed curves quite well.

The results show that the presence of nonlinear flow plays an important role in the behavior of solute transport. First, the distribution of solute according to different pathways is not constant, but it is related to the flow rate. Second, nonlinear flow influences advection in that it leads to a delay in solute transport respect to the linear flow assumption. However, nonlinear flow is not shown to be related with dispersion.

The experimental results show that in the study case the geometrical dispersion dominates the Taylor dispersion. However, the interpretation with the ENM shows a weak transitional regime from geometrical dispersion to Taylor dispersion for high flow rates. Incorporating the description of the flow paths in the analytical modeling has proven to better fit the curves and to give a more robust interpretation of the solute transport.

1 Introduction

In fractured rock formations, the rock mass hydraulic behavior is controlled by fractures. In such aquifers, open and well-connected fractures constitute high permeability pathways and are orders of magnitude more permeable than the rock matrix (Bear and Berkowitz, 1987; Berkowitz, 2002; Bodin et al., 2003; Cherubini, 2008; Cherubini and Pastore, 2011; Geiger et al., 2010; Neuman, 2005).

In most studies examining hydrodynamic processes in fractured media, it is assumed that flow is described by Darcy’s law, which expresses a linear relationship between pressure gradient and flow rate (Cherubini and Pastore, 2010). Darcy’s law has been demonstrated to be valid at low flow rates (Reynolds number \(< 1\)). For \(Re > 1\) a nonlinear flow behavior is likely to occur.

But in real rock fractures, microscopic inertial phenomena can cause an extra macroscopic hydraulic loss (Klov, 2000) which deviates flow from the linear relationship among pressure drop and flow rate. To experimentally investigate fluid flow regimes through deformable rock fractures, Zhang and Nemcik (2013) carried out flow tests through both mated and non-mated sandstone fractures in triaxial cell. For water flow through mated fractures, the experimental data confirmed the validity of linear Darcy’s law at low velocity. For larger water flow through
non-mated fractures, the relationship between pressure gradient and volumetric flow rate revealed that the Forchheimer equation offers a good description for this particular flow process. The obtained experimental data show that Izbash’s law can also provide an excellent description for nonlinear flow. They concluded that further work was needed to study the dependency of the two coefficients on flow velocity.

In fracture networks, heterogeneity intervenes even in solute transport: due to the variable aperture and heterogeneities of the fracture surfaces the fluid flow will seek out preferential paths (Gylling et al., 1995) through which solutes are transported.

Generally, the geometry of fracture network is not well known, and the study of solute transport behavior is based on multiple domain theory according to which the fractured medium is separated into two distinct domains: high velocity zones such as the network of connected fractures (mobile domain) where solute transport occurs predominantly by advection, and lower velocity zones such as secondary pathways, stagnation zones (almost immobile domain), such as the rock matrix.

The presence of steep concentration gradients between fractures and the matrix causes local disequilibrium in solute concentration, which gives rise to dominantly diffusive exchange between fractures and the matrix. This explains the non-Fickian nature of transport, which is characterized by breakthrough curves (BTCs) with early first arrival and long tails.

Quantifying solute transport in fractured media has become a very challenging research topic in hydrogeology over the last three decades (Nowamooz et al., 2013; Cherubini et al., 2009).

Tracer tests are commonly conducted in such aquifers to estimate transport parameters such as effective porosity and dispersivity, to characterize subsurface heterogeneity, and to directly delineate flow paths. Transport parameters are estimated by fitting appropriate tracer transport models to the breakthrough data.

In this context, analytical models are frequently employed, especially for analyzing tests conducted under controlled conditions because they involve a small number of parameters and provide physical insights into solute transport processes (Liu et al., 2011).

The advection–dispersion equation (ADE) has been traditionally applied to model tracer transport in fractures. However, extensive evidence has shown that there exist two main features that cannot be explained by the ADE: the early first arrival and the long tail of the observed BTCs. (Neretnieks et al., 1982; Becker and Shapiro, 2000; Jiménez-Hornero et al., 2005; Baaget and Fourar, 2008).

Several other models have been used to fit the anomalous BTCs obtained in laboratory tracer tests carried out in single fractures. Among those, the MIM (Van Genuchten and Wierenga, 1976), has showed to provide better fits of BTCs (Gao et al., 2009; Schumer et al., 2003; Feehley et al., 2010).

In the well-controlled laboratory tracer tests carried out by Qian et al. (2011) a was MIM proven to fit both peak and tails of the observed BTCs better than the classical ADE model.

Another powerful method to describe non-Fickian transport in fractured media is the continuous time random walk (CTRW) approach (Berkowitz et al., 2006) which is based on the conceptual picture of tracer particles undergoing a series of transitions of length $s$ and time $t$.

Together with a master equation conserving solute mass, the random walk is developed into a transport equation in partial differential equation form. The CTRW has been successfully applied for describing non-Fickian transport in single fractures (Berkowitz et al., 2001; Jiménez-Hornero et al., 2005).

Bauget and Fourar (2008) investigated non-Fickian transport in a transparent replica of a real single fracture. They employed three different models including ADE, CTRW, and a stratified model to interpret the tracer experiments.

As expected, the solution derived from the ADE equation appears to be unable to model long-time tailing behavior. On the other hand, the CTRW and the stratified model were able to describe non-Fickian dispersion. The parameters defined by these models are correlated to the heterogeneities of the fracture.

Nowamooz et al. (2013) carried out experimental investigation and modeling analysis of tracer transport in transparent replicas of two Vosges sandstone natural fractures.

The obtained BTCs were then interpreted using a stratified medium model that incorporates a single parameter permeability distribution to account for fracture heterogeneity, together with a CTRW model, as well as the classical ADE model.

The results confirmed poorly fitting BTCs for ADE. In contrast, the stratified model provides generally satisfactory matches to the data (even though it cannot explain the long-time tailing adequately), while the CTRW model captures the full evolution of the long tailing displayed by the BTCs.

Qian et al. (2011) experimentally studied solute transport in a single fracture (SF) under non-Darcian flow conditions which was found to closely follow the Forchheimer equation.

They also investigated the influence of the velocity contrast between the fracture wall and the plane of symmetry on the dispersion process, which was called “boundary layer dispersion” by Koch and Brady (1985). They affirmed that this phenomenon had to be considered if the thickness of the boundary layer was greater than the roughness of the fracture. On the other hand, if the thickness of the boundary layer was smaller than the roughness of the fractures, the recirculation zones inside the roughness cavities rather than the boundary layer would be more relevant for the dispersion process, and thus the hold-up dispersion would become important. Since smooth parallel planes were used for constructing the SF in their experiment, the fracture roughness and the hold-up dispersion were negligible.
Bodin et al. (2007) developed the SOLFRAC program, which performs fast simulations of solute transport in complex 2-D fracture networks using the time domain random walk (TDRW) approach (Delay and Bodin, 2001) that makes use of a pipe network approximation. The code accounts for advection and hydrodynamic dispersion in channels, matrix diffusion, diffusion into stagnant zones within the fracture planes, mass sharing at fracture intersections, and other mechanisms such as sorption reactions and radioactive decay. Comparisons between numerical results and analytical BTCs for synthetic test problems have proven the accuracy of the model.

Zafarani and Detwiler (2013) presented an alternate approach for efficiently simulating transport through fracture intersections. Rather than solving the two-dimensional Stokes equations, the model relies upon a simplified velocity distribution within the fracture intersection, assuming local parabolic velocity profiles within fractures entering and exiting the fracture intersection. Therefore, the solution of the two-dimensional Stokes equations is unnecessary, which greatly reduces the computational complexity. The use of a time-domain approach to route particles through the fracture intersection in a single step further reduces the number of required computations. The model accurately reproduces mixing ratios predicted by high-resolution benchmark simulations.

As most of previous investigations of flow and transport in fracture networks considered Darcian flow, the behavior of the solute transport in fracture networks under non-Darcian flow conditions has been therefore poorly investigated. In fracture networks, different pathways can be identified through which solute is generally distributed as a function of the energy spent by solute particles to cross the path. In this context, the presence of nonlinear flow could play an important role in the distribution of the solutes according to the different pathways. In fact, the energy spent to cross the path should be proportional to the resistance to flow associated to the single pathway, which in nonlinear flow regime is not constant but depends on the flow rate. This means that by changing the boundary conditions, the resistance to flow varies and as a consequence the distribution of solute in the main and secondary pathways also changes, giving rise to a different behavior of solute transport.

In previous studies by Cherubini et al. (2012, 2013a) the presence of nonlinear flow and non-Fickian transport in a fractured rock formation was analyzed at bench scale in laboratory tests. The effects of nonlinearity in flow have been investigated by analyzing hydraulic tests on an artificially created fractured limestone block of parallelepiped (0.6 x 0.4 x 0.8 m$^3$) shape.

The flow tests regarded the observation of the volumes of water passing through different paths across the fractured sample. In particular, the inlet flow rate and the hydraulic head difference between the inlet and outlet ports were measured. The experimental results show evidence of a non-Darcy relationship between flow rate and hydraulic head differences that is best described by a polynomial expression. Transition from viscous dominant regime to inertial dominant regime was detected. The experiments have been compared with a 3-D numerical model in order to evaluate the linear and non-linear terms of Forchheimer equation for each path.

Moreover, a tortuosity factor was determined that is a measure of the deviation of each flow path from the parallel plate model. A power law has been detected between the Forchheimer terms and the tortuosity factor, which means that the latter influences flow dynamics.

The non-Fickian nature of transport was investigated by means of tracer tests that regard the measurement of BTCs for saline tracer pulse across a selected path varying the flow rate. The observed experimental BTCs of solute transport were proven to be better modeled by the 1-D analytical solution of MIM. The carried out experiments show that there exists a pronounced mobile–immobile zone interaction that cannot be neglected, and that leads to a non-equilibrium behavior of solute transport. The existence of a non-Darcian flow regime has showed to influence the velocity field in that it gives rise to a delay in solute migration with respect to the predicted value assuming linear flow. Furthermore, the presence of inertial effects has proved to enhance non-equilibrium behavior. Instead, the presence of a transitional flow regime seems not to exert influence on the behavior of dispersion.

Herein, in order to give a more physical interpretation of the flow and transport behavior, we build on the work by Cherubini et al. (2013a) by interpreting the obtained experimental results of flow and transport tests by means of the comparison of two conceptual models: the 1-D single rate MIM and the 2-D explicit network model (ENM). Unlike the former, the latter expressly takes the fracture network geometry into account.

When applied to fractured media, the MIM approach does not explicitly take the fracture network geometry into account, but it conceptualizes the shape of fractures as 1-D continuous media in which the liquid phase is separated into flowing and stagnant regions. The convective dispersive transport is restricted to the flowing region and the solute exchange is described as a first-order process.

Unlike MIM, the ENM may allow one to understand the physical meaning of flow and transport phenomena (i.e., the meaning of long-time behavior of BTCs that characterize fractured media) and permits one to obtain a more accurate estimation of flow and solute transport parameters. In this model the fractures are represented as 1-D pipe elements and they form a 2-D pipe network.

It is clear that ENM needs to address the problem of parameterization. In fact, the transport parameters of each individual fracture should be specified, and this leads to more uncertainty in the estimation.
Our overarching objective is therefore to investigate the performances and the reliabilities of MIM and ENM approaches to describe conservative tracer transport in a fractured rock sample.

In this particular way the present paper focuses attention on the effects of nonlinear flow regime on different features that depict the conservative solute transport in a fracture network, such as mean travel time, dispersion, dual porosity behavior, and distribution of solute into different pathways.

2 Theoretical background

2.1 Nonlinear flow

In the literature different laws are reported that account for the nonlinear relationship between velocity and pressure gradient.

A cubic extension of Darcy’s law that describes pressure loss versus flow rate for low flow rates is the weak inertia equation:

$$\frac{dp}{dx} = \frac{\mu}{k} \cdot v + \frac{\gamma \mu^2}{\kappa} \cdot v^3,$$

(1)

where $\mu$ (M L$^{-1}$ T$^{-2}$) is the permeability, $k$ (L$^2$) is the permeability, $\mu$ (M L$^{-1}$ T$^{-1}$) is the viscosity, $\rho$ (M L$^{-3}$) is the density, $v$ (L T$^{-1}$) is the velocity, and $\gamma$ (L) is called the weak inertia factor.

In case of higher Reynolds numbers ($Re \gg 1$) the pressure losses pass from a weak inertial to a strong inertial regime, described by the Forchheimer equation (Forchheimer, 1901), given by

$$\frac{dp}{dx} = \frac{\mu}{k} \cdot v + \rho \beta \cdot v^2,$$

(2)

where $\beta$ (L$^{-1}$) is called the inertial resistance coefficient or non-Darcy coefficient.

Forchheimer law can be written in terms of hydraulic head:

$$-\frac{dh}{dx} = a' \cdot v + b' \cdot v^2,$$

(3)

where $a'$ (T L$^{-1}$) and $b'$ (T L$^{-2}$) are the linear and inertial coefficient respectively equal to

$$a' = \frac{\mu}{\rho g k}; \quad b' = \frac{\beta}{g}.$$

(4)

In the same way, the relationship between flow rate $Q$ (L$^3$ T$^{-1}$) and hydraulic head gradient can be written as follows:

$$-\frac{dh}{dx} = a \cdot Q + b \cdot Q^2,$$

(5)

where $a$ (T L$^{-3}$) and $b$ (T$^2$ L$^{-5}$) are related to $a'$ and $b'$:

$$a = \frac{a'}{\omega_{eq}}; \quad b = \frac{b'}{\omega_{eq}}.$$  

(6)

where $\omega_{eq}$ (L$^2$) represents the equivalent cross sectional area of fracture.

2.2 Mobile–immobile model

The mathematical formulation of the MIM for non-reactive solute transport is usually given as follows:

$$\frac{\partial c_m}{\partial t} = D \frac{\partial^2 c_m}{\partial x^2} - v \frac{\partial c_m}{\partial x} - \alpha (c_m - c_{im}),$$

(7)

$$\beta \frac{\partial c_{im}}{\partial t} = \alpha (c_m - c_{im}),$$

(8)

where $t$ (T) is the time, $x$ (L) is the spatial coordinate along the direction of the flow, $c_m$ and $c_{im}$ (M L$^{-3}$) are the cross-sectional averaged solute concentrations respectively in the mobile and immobile domain, $v$ (L T$^{-1}$) is the average flow velocity, $D$ (L$^2$ T$^{-1}$) is the dispersion coefficient, $\alpha$ (T$^{-1}$) is the mass exchange coefficient, and $\beta$ [–] is the mobile water fraction. For a non-reactive solute $\beta$ is equivalent to the ratio between the immobile and mobile cross-sectional area (–).

The solution of system Eq. (7) describing 1-D non-reactive solute transport in an infinite domain for instantaneous pulse of solute injected at time zero at the origin is given by (Goltz and Roberts, 1986):

$$c_m(x, t) = e^{-\alpha t} c_0(x, t) + \alpha \int_0^t H(t, \tau) c_0(x, \tau) d\tau,$$

(9)

where $c_0$ represents the analytical solution for the classical advection–dispersion equation (Crank, 1956):

$$c_0(x, t) = \frac{M_0}{\omega_{eq} \sqrt{\pi D t}} e^{-\frac{(x-a't)^2}{4Dt}},$$

(10)

where $M_0$ (M) is the mass of the tracer injected instantaneously at time zero at the origin of the domain. The term $H(t, \tau)$ presents the following expression:

$$H(t, \tau) = e^{-\frac{\sqrt{\beta (t-\tau)}}{\sqrt{\beta (t-\tau)}}} \frac{\tau I_1 \left( \frac{2\sqrt{\beta (t-\tau)}}{\sqrt{\beta (t-\tau)}} \right)}{\sqrt{\beta (t-\tau)}}},$$

(11)

where $I_1$ represents the modified Bessel function of the first kind.

In order to fit the BTCs with the MIM the assumption of representative 1-D length ($L$) of the fracture network should be made. However, this matter can be solved by the introduction of the normalized velocity ($v/L$) and normalized dispersion ($D/L^2$). The MIM is defined by four parameters regarding the whole fracture network ($v/L$, $D/L^2$, $\alpha$, $\beta$).

2.3 Explicit network model

Assuming that a SF $j$ can be represented by a 1-D pipe element, the relationship between head loss $\Delta h_j$ (L) and flow...
rate $Q_j$ ($L^3 T^{-1}$) can be written in finite terms on the basis of Forchheimer model:

$$\frac{\Delta h_j}{l_j} = a Q_j + b Q^2_j \Rightarrow \Delta h_j = [l_j (a + b Q_j)] Q_j,$$

(12)

where $l_j$ (L) is the length of fracture, and $a$ ($T L^{-3}$) and $b$ ($T^2 L^{-6}$) are the Forchheimer parameters in finite terms.

The term in the square brackets represents the resistance to flow $R_j (Q_j)$ ($T L^{-3}$) of $j$ fracture.

For a steady-state condition and for a 2-D simple geometry of the fracture network, the solution of flow field can be obtained in a straightforward manner applying the first and second Kirchhoff’s laws.

The first law affirms that the algebraic sum of flow in a network meeting at a point is zero:

$$\sum_{j=1}^{n} Q_j = 0,$$

(13)

whereas the second law affirms that the algebraic sum of the head losses along a closed loop of the network is equal to zero:

$$\sum_{j=1}^{n} \Delta h_j = 0.$$

(14)

Generally in a 2-D fracture network, the SF can be set in series and/or in parallel.

In particular, the total resistance to flow of a network in which the fractures are arranged in a chain is found by simply adding up the resistance values of the individual fractures.

In a parallel network, the flow breaks up by flowing through each parallel branch and recombining when the branches meet again. The total resistance to flow is found by adding up the reciprocals of the resistance values and then taking the reciprocal of the total. The flow rate crossing the generic fracture $j$ belonging to parallel circuits $Q_j$ can be obtained as follows:

$$Q_j = \sum Q \frac{1}{R_j} \left( \sum \frac{1}{R_i} \right)^{-1},$$

(15)

where $\sum Q$ ($L^3 T^{-1}$) is the sum of the discharge flow evaluated for the fracture intersection located at the inlet bond of $j$ fracture, whereas the term in brackets represents the probability of water distribution of $j$ fracture $P_{Q,j}$. The BTCs at the outlet of the network $c_{out}(t)$ ($ML^{-3}$), for an instantaneous injection, can be obtained as the summation of BTCs of each elementary path in the network. The latter can be expressed as the convolution product of the probability density functions of residence times in each individual fracture belonging to the elementary path. Using the convolution theorem, $c_{out}(t)$ can be expressed as follows:

$$c_{out}(t) = \frac{M_0}{Q_0} F^{-1} \left[ \sum_{i=1}^{N_{ep}} \prod_{j=1}^{n_{fi}} P_{c,j} F (s_j (l_j, t)) \right],$$

(16)

where $M_0$ (M) is the injected mass of solute, $F$ is the Fourier transform operator, $N_{ep}$ is the number of elementary paths, $n_{fi}$ is the number of fractures in $i$ elementary path, and $P_{c,j}$ and $s_j (l_j, t)$ ($T^{-1}$) represent the fraction of solute crossing the SF and the probability density function of residence time, respectively.

$P_{c,j}$ can be estimated as the probability of the particle transition at the inlet bond of each individual SF. The rules for particle transition through fracture intersections play an important role in mass transport. In the literature, several models have been developed and tested in order to represent the mass transfer within fracture intersections. The simplest rule is represented by the “perfect mixing model” in which the mass sharing is proportional to the relative discharge flow rates.

The perfect mixing model assumes that the probability of particle transition of the fraction of solute crossing the SF can be written as follows:

$$P_{c,j} = \frac{Q_j}{\sum Q},$$

(17)

where $Q_j$ represents the flow rate in the single $j$ fracture. Note that $P_{Q,j}$ is equal to $P_{c,j}$ if assuming the perfect mixing model valid.

It is clear that in order to know $s_j (l_j, t)$, the transport model and consequently the transport parameters of each SF need to be defined. Using the 1-D analytical solution of the advection–dispersion equation model (ADE) for pulse input $s_j (l_j, t)$ can be evaluated in a simple way:

$$s_j (l_j, t) = \frac{Q_j}{\omega_{eq,j} \sqrt{\pi D_j t}} e^{-\frac{(l_j-v_j t)^2}{4 D_j t}},$$

(18)

in which the velocity $v_j$ and dispersion $D_j$ relating to the generic $j$ fracture can be estimated through the following expression:

$$v_j = \frac{Q_j}{\omega_{eq,j}},$$

(19)

$$D_j = \alpha_{L,j} v_j,$$

(20)

where $\omega_{eq,j}$ and $\alpha_{L,j}$ are the equivalent crossing area and the dispersion coefficient of $j$ fracture, respectively.

The ENM is defined by six parameters regarding each SF ($a, b, P_{Q, \omega_{eq, \alpha_L}}, P_c$).

3 Material and methods

Flow and tracer tests

The experimental setup has been already extensively discussed in Cherubini et al. (2013a), however, for the completeness in this section a summary is reported. The analysis of flow dynamics through the selected path (Fig. 1) regards the observation of water flow from the upstream tank.
to the flow cell with a circular cross section of 0.1963 and 1.28 × 10⁻⁴ m², respectively.

Initially at time \( t_0 \), the valves \( a \) and \( b \) are closed and the hydrostatic head in the flow cell is equal to \( h_0 \). The experiment begins with the opening of the valve \( a \), which is re-closed when the hydraulic head in the flow cell is equal to \( h_1 \). Finally, the hydraulic head in the flow cell is reported to \( h_0 \) through the opening of the valve \( b \). The experiment procedure is repeated, changing the hydraulic head of the upstream tank \( h_c \). The time \( \Delta t = (t_1 - t_0) \) required to fill the flow cell from \( h_0 \) to \( h_1 \) has been registered.

Given that the capacity of the upstream tank is much higher than that of the flow cell, it is reasonable to assume that during the experiments the level of the upstream tank \( (h_c) \) remains constant. Under this hypothesis the flow inside the system is governed by the equation:

\[
S_1 \frac{dh}{dt} = \Gamma(\Delta h)(h_c - h),
\]

where \( S_1 \) (L²) and \( h \) (L) are respectively the section area and the hydraulic head of the flow cell; \( h_c \) (L) is the hydraulic head of upstream tank and \( \Gamma(\Delta h) \) represents the hydraulic conductance term representative of both the hydraulic circuit and the selected path.

The average flow rate \( \overline{Q} \) can be estimated by means of the volumetric method:

\[
\overline{Q} = \frac{S_1}{t_1 - t_0} \left( h_1 - h_0 \right),
\]

whereas the average hydraulic head difference \( \overline{\Delta h} \) is given by

\[
\overline{\Delta h} = h_c - \frac{h_0 + h_1}{2}.
\]

In correspondence of the average flow rate and head difference it is possible to evaluate the average hydraulic conductance as follows:

\[
\Gamma(\Delta h) = \frac{S_1}{t_1 - t_0} \ln \left( \frac{h_0 - h_c}{h_1 - h_c} \right).
\]

The inverse of \( \Gamma(\Delta h) \) represents the average resistance to flow \( \overline{R}(\overline{Q}) \).

The study of solute transport dynamics through the selected path has been carried out by means of a tracer test using sodium chloride. Initially a hydraulic head difference between the upstream tank and downstream tank is imposed. At \( t = 0 \) the valve \( a \) is closed and the hydrostatic head inside the block is equal to the downstream tank. At \( t = 10 \text{s} \) the valve \( a \) is opened while at time \( t = 60 \text{s} \) a mass of solute equal to \( 5 \times 10^{-4} \text{kg} \) is injected into the inlet port through a syringe. The source release time (1 s) is very small, and therefore the instantaneous source assumption can be considered valid.

In correspondence of the flow cell in which the multiparametric probe is located it is possible to measure the tracer BTC and the hydraulic head; in the meantime the flow rate entering the system is measured by means of an ultrasonic velocimeter. For different flow rates a BTC can be recorded at the outlet port.

Time moment analysis has been applied in order to characterize the BTCs in terms of mean breakthrough time, degree of spread, and asymmetry.

The mean residence time \( t_m \) is given by

\[
\int_0^\infty t^n c(t) dt
\]

\[
t_m = \frac{\int_0^\infty c(t) dt}{\int_0^\infty c(t) dt}.
\]

The \( n \)th normalized central moment of distribution of solute concentration versus time is defined as follows:

\[
\mu_n = \frac{\int_0^\infty [t - t_m]^n c(t) dt}{\int_0^\infty c(t) dt}.
\]

The second moment \( \mu_2 \) represents the degree of spread relative to \( t_m \) whereas the degree of asymmetry measured by the skewness coefficient is defined as follows:

\[
S = \frac{\mu_3}{\mu_2^{3/2}}.
\]

4 Discussion

4.1 Estimation of flow model parameters

The flow field in each SF of the network can be solved in analytical way by means of Kirchhoff laws. In Fig. 2 the 2-D pipe network conceptualization is represented.

The resistance to flow of each single \( j \) fracture is described by Eq. (12). The Forchheimer parameters are assumed constant for the whole fracture network.
The application of the Kirchhoff’s first law at the node 3 can be written as follows:

\[ Q_0 - Q_1 - Q_2 = 0, \quad (28) \]

whereas the application of the Kirchhoff’s second law at the loops 3–6 can be written as follows:

\[ R_6 (Q_1) Q_1 - (R_3 (Q_2) + R_4 (Q_2) + R_5 (Q_2)) Q_2 = 0. \quad (29) \]

Substituting Eq. (27) into Eq. (28) the iterative equation of flow rate \( Q_1 \) can be obtained:

\[
Q_1^{i+1} = Q_0 \\
\left[ \frac{R_3 (Q_0 - Q_1^i) + R_4 (Q_0 - Q_1^i) + R_5 (Q_0 - Q_1^i)}{R_3 (Q_0 - Q_1^i) + R_4 (Q_0 - Q_1^i) + R_5 (Q_0 - Q_1^i) + R_6 (Q_1^i)} \right].
\]

(30)

The Forchheimer parameters representative of whole fracture network can be derived matching the average resistance to flow derived experimentally with the resistance to flow evaluated for the whole network:

\[
\bar{R} (\bar{Q}) = R_1 (Q_0) + R_2 (Q_0) \\
+ \left[ \frac{1}{R_6 (Q_1)} + \frac{1}{R_3 (Q_2) + R_4 (Q_2) + R_5 (Q_2)} \right]^{-1} \\
+ R_7 (Q_0) + R_8 (Q_0) + R_9 (Q_0).
\]

(31)

Figure 3 shows the fitting of observed resistance to flow determined by the inverse of Eq. (23) and the theoretical resistance to flow (Eq. 30). The linear and nonlinear terms of Forchheimer model in Eq. (12) have been estimated and they are respectively equal to \( a = 7.345 \times 10^4 \, \text{s m}^{-3} \) and \( b = 11.65 \times 10^9 \, \text{s}^2 \text{m}^{-6} \). It is evident that the 2-D pipe network model closely matches the experimental results \( (r^2 = 0.9913) \). Flow characteristics can be studied through the analysis of Forchheimer number \( F_o \) which represents the ratio of nonlinear to linear hydraulic gradient contribution:

\[ F_o = \frac{b Q}{a}. \]

(32)

Inertial forces dominate viscous ones at the critical Forchheimer number \( (F_o = 1) \) corresponding in our case to a flow rate equal to \( Q_{crit} = 6.30 \times 10^{-6} \, \text{m}^3 \text{s}^{-1} \), which is coherent with the results obtained in the previous study (Cherubini et al., 2013a). The term in square brackets in Eq. (30) represents the probability of water distribution \( P_Q \) evaluated for the branch 6. Note that it is not constant but it depends on the flow rate crossing the parallel branch. Figure 4 shows \( P_Q \) as function of \( Q_0 \). The probability of water distribution decreases as the injection flow rate increases. This means that when the injection flow rate increases, the resistance to flow of the branch 6 increases faster than the resistance to flow of the branches 3–5, and therefore the solute chooses the secondary pathway.

4.2 Fitting of breakthrough curves and interpretation of estimated transport model parameters

Several tests have been conducted in order to observe solute transport behavior varying the injection flow rate in the range of \( 1.20 \times 10^{-6} \text{ to } 9.34 \times 10^{-6} \, \text{m}^3 \text{s}^{-1} \). For each experimental BTC the mean travel time \( t_m \) and the coefficient of Skewness \( \delta \) have been estimated.

Figure 5 shows \( t_m \) as function of \( Q_0 \). Travel time decreases more slowly for high flow rates. In particular, a change of slope is evident in correspondence of the injection flow rate equal to \( 4 \times 10^{-6} \, \text{m}^3 \text{s}^{-1} \) (Cherubini et al., 2013a), which means the setting up of a transitional flow regime; the diagram of velocity profile is flattened because of inertial forces prevailing on the viscous one, as already shown by Cherubini et al. (2013a). The presence of a transitional flow regime leads to a delay on solute transport with respect to the values that can be obtained under the assumption of a linear flow field. Note that this behavior occurs before \( Q_{crit} \).
The skewness coefficient does not exhibit a trend upon varying the injection flow rate, but its mean value is equal to 2.018. A positive value of skewness indicates that BTCs are asymmetric with early first arrival and long tail. This behavior seems not to be dependent on the presence of the transitional regime.

The measured BTCs for different flow rates have been individually fitted by MIM (\(v/L, D/L^2, \alpha, \beta\)) and ENM (\(\omega_e, \alpha_L, P_Q, P_C\)).

In particular, for the ENM the parameters \(\omega_e\) (equivalent area) and \(\alpha_L\) are representative of all fracture network, whereas the parameters \(P_Q\) and \(P_C\) are associated only to the parallel branches. For the considered fracture network Eq. (15) becomes

\[
c_{\text{out}} = \frac{M_0}{Q_0} F^{-1} \left[ P_C \cdot F(s_1) \cdot F(s_2) \cdot F(s_3) \cdot F(s_7) \cdot F(s_8) \cdot F(s_9) \cdot F(s_7) \cdot F(s_8) \cdot F(s_9) \right] \tag{33}
\]

The velocity and dispersion that characterize the probability density function \(s\) are related to the flow rate that crosses each branch by Eqs. (18) and (19). This one is equal to the injection flow rate \(Q_0\) except for branch 6 and branches 3–5 for which it is equal to \(Q = P_Q Q_0\) and \(Q = (1 - P_Q) Q_0\), respectively.

Furthermore, three parameter configurations have been tested for the ENM. The configurations are distinguished on the basis of the number of fitting parameters and assumptions made on \(P_C\) and \(P_Q\) parameters. The first configuration, named ENM2, has two fitting parameters \(\omega_e\) and \(\alpha_L\). In this configuration \(P_C\) is imposed equal to \(P_Q\) and is derived as the square brackets term in Eq. (29).

The second configuration, named ENM3, has three fitting parameters \(\alpha_L, P_Q, P_C\). \(P_C\) is still equal to \(P_Q\) but they are evaluated by the interpretation of BTCs.

In the third configuration, named ENM4, all four parameters \(\omega_e, \alpha_L, P_Q, P_C\) are determined through the fitting of BTCs.

To compare all the considered models, both the determination coefficient \(r^2\) and the RMSE were used as criteria to determine the goodness of the fitting, which can be expressed as follows:

\[
r^2 = 1 - \frac{\sum_{i=1}^{N} (C_{i,o} - C_{i,e})^2}{\sum_{i=1}^{N} (C_{i,o} - \bar{C}_{i,o})^2}, \tag{34}
\]

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (C_{i,o} - C_{i,e})^2}, \tag{35}
\]

where \(N\) is the number of observations, \(C_{i,e}\) is the estimated concentration, \(C_{i,o}\) is the observed concentration, and \(\bar{C}_{i,o}\) represents the mean value of \(C_{i,o}\).

Tables 1, 2, 3, and 4 show the estimated values of parameters, RMSE, and the determination coefficient \(r^2\) for all the considered models varying the inlet flow rate \(Q_0\).

Figure 6 shows the fitting results of BTCs for different injection flow rates.

For higher flow rates (7.07 \(\times\) \(10^{-6}\) and 4.80 \(\times\) \(10^{-6}\) m\(^3\) s\(^{-1}\)) the fitting is poorer than for lower flow rates (3.21 \(\times\) \(10^{-6}\) and 1.96 \(\times\) \(10^{-6}\) m\(^3\) s\(^{-1}\)). However, all models provide a satisfactory fitting. The ENM4 provides the highest values of \(r^2\) varying in the range of 0.9921–1.000 and the smallest values of RMSE in the range of 0.0033–0.0252. This is expected

![Figure 4. Probability of water distribution evaluated for main path \(P_Q\) versus injection flow rate \(Q_0\) (m\(^3\) s\(^{-1}\)).](image)

![Figure 5. Mean travel time \(t_m\) (s) versus injection flow rate \(Q_0\) (m\(^3\) s\(^{-1}\)).](image)
Table 1. Estimated values of parameters, RMSE, and determination coefficient $r^2$ for MIM at different injection flow rates in the fractured medium.

| MIM 1  | $Q$ (m$^3$ s$^{-1}$) | $v/L$ (s$^{-1}$) | $D/L^2$ (s$^{-1}$) | $\alpha$ (s$^{-1}$) | $\beta$ (%) | RMSE  | $r^2$  |
|--------|---------------------|------------------|---------------------|---------------------|-------------|--------|--------|
| No     | $10^{-6}$           | $10^{-2}$        | $10^{-2}$           | $10^{-2}$           | $10^{-2}$   |        |        |
| 1      | 1.319               | 0.73 ± 0.05      | 0.15 ± 0.01         | 0.43 ± 0.09         | 0.95 ± 0.14 | 0.022  | 0.979  |
| 5      | 2.209               | 1.05 ± 0.05      | 0.16 ± 0.01         | 0.50 ± 0.12         | 0.51 ± 0.07 | 0.021  | 0.991  |
| 10     | 2.731               | 1.26 ± 0.05      | 0.18 ± 0.01         | 0.60 ± 0.12         | 0.51 ± 0.06 | 0.021  | 0.994  |
| 15     | 3.084               | 1.74 ± 0.06      | 0.19 ± 0.01         | 1.03 ± 0.16         | 0.56 ± 0.05 | 0.023  | 0.995  |
| 20     | 3.365               | 1.75 ± 0.06      | 0.20 ± 0.01         | 1.06 ± 0.17         | 0.54 ± 0.05 | 0.022  | 0.996  |
| 25     | 3.681               | 2.49 ± 0.10      | 0.25 ± 0.02         | 1.67 ± 0.32         | 0.51 ± 0.06 | 0.030  | 0.995  |
| 30     | 4.074               | 2.57 ± 0.11      | 0.26 ± 0.02         | 1.67 ± 0.35         | 0.50 ± 0.06 | 0.033  | 0.994  |
| 35     | 4.536               | 2.25 ± 0.09      | 0.21 ± 0.02         | 1.58 ± 0.29         | 0.57 ± 0.06 | 0.031  | 0.994  |
| 40     | 5.382               | 3.20 ± 0.13      | 0.26 ± 0.02         | 2.68 ± 0.44         | 0.61 ± 0.06 | 0.035  | 0.994  |
| 45     | 5.895               | 3.32 ± 0.15      | 0.26 ± 0.02         | 2.82 ± 0.50         | 0.57 ± 0.06 | 0.036  | 0.995  |
| 50     | 6.168               | 3.02 ± 0.15      | 0.26 ± 0.02         | 2.52 ± 0.52         | 0.51 ± 0.07 | 0.031  | 0.996  |
| 55     | 8.345               | 3.54 ± 0.29      | 0.35 ± 0.04         | 3.05 ± 1.07         | 0.41 ± 0.11 | 0.038  | 0.995  |

Table 2. Estimated values of parameters, RMSE, and determination coefficient $r^2$ for ENM2 at different injection flow rates in the fractured medium.

| ENM2  | $Q$ (m$^3$ s$^{-1}$) | $\alpha_{eq}$ (m$^2$) | $\alpha_0$ (m$^{-1}$) | RMSE  | $r^2$  |
|--------|---------------------|------------------------|----------------------|--------|--------|
| No     | $10^{-6}$           | $10^{-4}$               | $10^{-1}$            |        |        |
| 1      | 3.191               | 1.92 ± 0.86            | 0.033                | 0.952  |        |
| 5      | 2.209               | 0.98 ± 0.06            | 0.020                | 0.993  |        |
| 10     | 2.731               | 0.92 ± 0.05            | 0.019                | 0.995  |        |
| 15     | 3.084               | 0.79 ± 0.03            | 0.020                | 0.996  |        |
| 20     | 3.364               | 0.79 ± 0.03            | 0.019                | 0.997  |        |
| 25     | 3.681               | 0.74 ± 0.03            | 0.026                | 0.996  |        |
| 30     | 4.075               | 0.75 ± 0.03            | 0.027                | 0.996  |        |
| 35     | 4.536               | 0.74 ± 0.04            | 0.028                | 0.995  |        |
| 40     | 5.384               | 0.75 ± 0.02            | 0.023                | 0.998  |        |
| 45     | 5.895               | 0.69 ± 0.02            | 0.027                | 0.997  |        |
| 50     | 6.168               | 0.68 ± 0.02            | 0.032                | 0.995  |        |
| 55     | 8.345               | 0.78 ± 0.02            | 0.041                | 0.994  |        |

for two reasons. First, this model has more fitting parameters than ENM2 and ENM3, and thus it is more flexible. Second, compared to MIM it takes explicitly into account the presence of the secondary path.

The MIM considers the existence of immobile and mobile domains and a rate-limited mass transfer between these two domains. In the present context, this conceptualization can be a weak assumption, especially for high flow rates when the importance of secondary path increases. However, the fitting of BTCs shows that MIM remains valid as it proves to describe the observed curves quite well.

The extent of solute mixing can be assessed from the analysis of MIM first-order mass transfer coefficient $\alpha$ and the fraction of mobile water $\beta$.

Several authors have observed the variation of the mass-transfer coefficient between mobile and immobile water regions with pore-water velocity (Van Genuchten and Wierenga, 1977; Nkedi-Kizza et al., 1984; De Smedt and Wierenga, 1984; De Smedt et al., 1986; Schulin et al., 1987).

The increase in $\alpha$ with increasing water velocity is attributed to higher mixing in the mobile phase at high pore water velocities (De Smedt and Wierenga, 1984) or to shorter diffusion path lengths as a result of a decrease in the amount of immobile water (van Genuchten and Wierenga, 1977).

As concerns $\beta$, various authors have observed different behavior of the mobile water fraction parameter. Gaudet et al. (1977) reported increasing mobile water content with increasing pore water velocity. However, studies have also found that $\beta$ appears to be constant with varying pore-water velocity (Nkedi-Kizza et al., 1983). On the other hand, lower $\beta$ values can be attributed to faster initial movement of the solute as it travels through a decreasing number of faster flow paths. As a result, some authors have related $\beta$ values to the initial arrival of the solute. In fact, Gaudet et al. (1977) and Selim and Ma (1995) observed that the mobile water fraction parameter affects the time of initial appearance of the solute.

In general, the initial breakthrough time increases as $\beta$ increases (Gao et al., 2009), which can also be evidenced from Fig. 6. For lower flow rates the initial arrival time is higher than for higher flow rates. As the fraction of mobile water increases, the BTCs are shifted to longer times because the solute is transported through larger and larger fractions of the fracture volume. In the limiting case that the fraction of mobile water reaches 1, the MIM reduces to the equilibrium ADE (no immobile water) (Mulla and Strock, 2008).

The evidence of dual porosity behavior on solute transport is clearly shown by the analysis of the two MIM parameters: the ratio of mobile and immobile area $\beta$, and the mass exchange coefficient $\alpha$, shown in Fig. 7 as a function of velocity.
Table 3. Estimated values of parameters, RMSE, and determination coefficient \( r^2 \) for ENM3 at different injection flow rates in the fractured medium.

| ENM 3 | \( Q \) (m\(^3\) s\(^{-1}\)) \( \times 10^{-6} \) | \( \alpha_{eq} \) (m\(^2\)) \( \times 10^{-4} \) | \( \alpha_L \) (m) \( \times 10^{-1} \) | \( P_Q/P_C \) | RMSE | \( R^2 \) |
|-------|---------------------------------|----------------|----------------|----------------|-------|-------|
| 1     | 1.319                           | 3.43 ± 1.28    | 1.92 ± 0.86   | 0.82 ± 0.17   | 0.032 | 0.954 |
| 5     | 2.209                           | 3.18 ± 0.11    | 0.98 ± 0.06   | 0.76 ± 0.02   | 0.020 | 0.993 |
| 10    | 2.731                           | 3.28 ± 0.09    | 0.92 ± 0.05   | 0.75 ± 0.02   | 0.019 | 0.995 |
| 15    | 3.084                           | 2.73 ± 0.05    | 0.79 ± 0.03   | 0.73 ± 0.01   | 0.019 | 0.997 |
| 20    | 3.365                           | 2.94 ± 0.05    | 0.79 ± 0.03   | 0.72 ± 0.01   | 0.017 | 0.997 |
| 25    | 3.681                           | 2.22 ± 0.04    | 0.74 ± 0.03   | 0.71 ± 0.01   | 0.023 | 0.997 |
| 30    | 4.074                           | 2.37 ± 0.04    | 0.75 ± 0.03   | 0.71 ± 0.01   | 0.025 | 0.997 |
| 35    | 4.536                           | 3.13 ± 0.06    | 0.74 ± 0.04   | 0.71 ± 0.01   | 0.026 | 0.995 |
| 40    | 5.382                           | 2.61 ± 0.03    | 0.75 ± 0.02   | 0.70 ± 0.01   | 0.016 | 0.999 |
| 45    | 5.895                           | 2.70 ± 0.03    | 0.69 ± 0.02   | 0.68 ± 0.01   | 0.016 | 0.999 |
| 50    | 6.168                           | 2.98 ± 0.03    | 0.68 ± 0.02   | 0.66 ± 0.01   | 0.017 | 0.999 |
| 55    | 8.345                           | 3.13 ± 0.02    | 0.78 ± 0.02   | 0.63 ± 0.01   | 0.016 | 0.999 |

Table 4. Estimated values of parameters, RMSE, and determination coefficient \( r^2 \) for ENM4 at different injection flow rates in the fractured medium.

| ENM 4 | \( Q \) (m\(^3\) s\(^{-1}\)) \( \times 10^{-6} \) | \( \alpha_{eq} \) (m\(^2\)) \( \times 10^{-4} \) | \( \alpha_L \) (m) \( \times 10^{-1} \) | \( P_Q \) | \( P_C \) | RMSE | \( R^2 \) |
|-------|---------------------------------|----------------|----------------|-------|-------|-------|-------|
| 1     | 1.319                           | 2.67 ± 0.13    | 1.18 ± 0.11   | 0.85 ± 0.02 | 0.67 ± 0.02 | 0.020 | 0.981 |
| 5     | 2.209                           | 3.15 ± 0.12    | 0.96 ± 0.07   | 0.76 ± 0.02 | 0.75 ± 0.03 | 0.020 | 0.993 |
| 10    | 2.731                           | 3.28 ± 0.10    | 0.92 ± 0.06   | 0.75 ± 0.02 | 0.76 ± 0.02 | 0.019 | 0.995 |
| 15    | 3.084                           | 2.74 ± 0.06    | 0.80 ± 0.04   | 0.73 ± 0.01 | 0.74 ± 0.02 | 0.019 | 0.997 |
| 20    | 3.365                           | 2.97 ± 0.06    | 0.81 ± 0.04   | 0.72 ± 0.01 | 0.73 ± 0.02 | 0.017 | 0.997 |
| 25    | 3.681                           | 2.28 ± 0.05    | 0.80 ± 0.04   | 0.70 ± 0.01 | 0.74 ± 0.02 | 0.020 | 0.998 |
| 30    | 4.074                           | 2.43 ± 0.06    | 0.80 ± 0.04   | 0.71 ± 0.01 | 0.74 ± 0.02 | 0.022 | 0.997 |
| 35    | 4.536                           | 3.18 ± 0.08    | 0.76 ± 0.05   | 0.71 ± 0.01 | 0.73 ± 0.02 | 0.025 | 0.996 |
| 40    | 5.382                           | 2.62 ± 0.04    | 0.76 ± 0.03   | 0.70 ± 0.01 | 0.70 ± 0.01 | 0.016 | 0.999 |
| 45    | 5.895                           | 2.76 ± 0.03    | 0.73 ± 0.02   | 0.68 ± 0.01 | 0.71 ± 0.01 | 0.014 | 0.999 |
| 50    | 6.168                           | 3.12 ± 0.04    | 0.76 ± 0.02   | 0.66 ± 0.01 | 0.71 ± 0.01 | 0.012 | 0.999 |
| 55    | 8.345                           | 3.46 ± 0.02    | 0.96 ± 0.01   | 0.63 ± 0.00 | 0.73 ± 0.01 | 0.003 | 1.000 |

A different behavior of these two coefficients on varying the injection flow rate is observed in the present study. At Darcian-like flow conditions, the mass exchange coefficient remains constant, whereas the ratio of mobile and immobile area decreases as velocity increases. When nonlinear flow starts to dominate, a different behavior is observed: \( \alpha \) increases in a way with a power function, whereas \( \beta \) assumes a weakly growing trend as velocity increases with a mean value equal to 0.56.

In order to better explain this behavior, the transport time (reciprocal of normalized velocity) and the exchange time (reciprocal of the exchange term) varying the flow rate for the MIM and ENM are shown in Fig. 8. In an analogous way the comparison between the mean travel time for the main path and the secondary path varying the injection flow rate for the ENM4 are shown in Fig. 4.

For the MIM at high flow rates, the exchange time joins the transport time; analogously for the ENM4, as the flow rate increases, the secondary path reaches the main path in terms of mean travel time. This analogous relationship between MIM and ENM enhances the concept that the mass transfer coefficient is dependent on flow velocity.

In Darcian-like flow conditions the main path is dominant over the secondary path. The latter can be considered as an immobile zone. In this condition the fracture network behaves as a SF, and the observed dual porosity behavior can be attributable only to the fracture–matrix interactions of the main path.
For higher velocities, a higher contact area between the mobile and immobile region is evidenced, enhancing solute mixing between these two regions (Gao et al., 2009). The increase in $\alpha$ with increasing water velocity is therefore attributable to nonlinear flow that enhances the exchange between the main and secondary flow paths. Increasing the injection flow rate, the importance of the secondary path grows and the latter cannot be considered as an immobile zone, as a consequence the dual porosity behavior becomes stronger.

As shown in Figs. 10 and 11, $P_Q$ as a function of $Q_0$ evaluated by means of fitting the BTCs by ENM3 and ENM4 presents a different trend in respect to $P_Q$ determined by means of flow tests. $P_Q$ evaluated by transport tests decreases more rapidly than $P_Q$ determined by flow tests (Fig. 10). In
Figure 7. Mass transfer coefficient $\alpha$ and fraction of mobile water $\beta$ as function of normalized velocity $v/L$ (s$^{-1}$) for MIM. An outlier is evidenced for $v/L = 0.028$ s$^{-1}$.

Figure 8. Transport time ($L/v$) (reciprocal of normalized velocity) and exchange time ($1/\alpha$) (reciprocal of the exchange term) as function of injection flow rate $Q_0$ (m$^3$ s$^{-1}$) for MIM.

Figure 9. Travel time for main path $t_{m1}$ (s) and travel time for secondary path $t_{m2}$ (s) for ENM4 as function of injection flow rate $Q_0$ (m$^3$ s$^{-1}$).

Figure 10. Comparison between the probability of water distribution $P_Q$ evaluated as the square brackets term in Eq. (29) (straight line) and the probability of particle transition $P_C$ ($P_Q$) for ENM3 (circle) varying the injection flow rate $Q_0$ (m$^3$ s$^{-1}$).

In Fig. 12 the relationship between velocity $v$ and injection flow rate $Q_0$ is reported. Note that, in order to compare the results, the velocities for MIM are evaluated assuming the length of the medium equal to the length of main path ($L = 0.601$ m). Instead, for ENM4 the velocities are evaluated dividing $Q_0$ for the equivalent area $a_{eq}$. The models present the same behavior, and similar to the mean travel time a change of slope is evident again in correspondence of flow rate equal to $4 \times 10^{-6}$ m$^3$ s$^{-1}$. This result confirms the fact that the presence of nonlinear flow regime leads to a delay of solute transport with respect to the values that can be obtained under the assumption of a linear flow field.

In order to better represent the nonlinear flow regime, Fig. 13 shows water pressure as a function of velocity. A change of slope is evident for $v = 1.5 \times 10^{-2}$ m s$^{-1}$ which corresponds to the flow rate equal to $4 \times 10^{-6}$ m$^3$ s$^{-1}$.

Moreover, as shown in Fig. 14, a linear trend of dispersion with the injection flow rate both for MIM and ENM has been observed. This is coherent with what was obtained in the previous study (Cherubini et al., 2013a) where a linear
relationship is found between velocity and dispersion both for ADE and MIM with the conclusion that geometrical dispersion dominated the effects of Aris–Taylor dispersion. The values of the coefficient of dispersion obtained for ENM do not depend on flow velocity but assume a somehow scattered but fluctuating value. Keeping $\alpha L$ values constant, geometrical dispersion dominates the mixing processes along the fracture network. Therefore, the presence of a nonlinear flow regime does not prove to exert any influence on dispersion except for high velocities for the ENM where a weak transitional regime appears.

This does not happen for MIM dispersion values whose rates of increase are smaller than those of ENM dispersion values.
The values of the dispersion coefficient are in orders of magnitude of decimeters, which are comparable with the values obtained for Darcian condition (Qian et al., 2011), and the dispersion values of MIM are much lower than those of ENM.

This may be attributable to the fact that the MIM separates solute spreading into dispersion in the mobile region and mobile–immobile mass transfer. The dispersive effect is therefore partially taken into account by the mass transfer between the mobile zone and the immobile zone (Qian et al., 2011; Gao et al., 2009).

5 Conclusions

Flow and tracer test experiments have been carried out in a fracture network. The aim of the present study to compare the performances and reliabilities of two model paradigms: the mobile–immobile model (MIM) and the explicit network model (ENM) to describe conservative tracer transport in a fractured rock sample.

Fluid flow experiments show a non-negligible nonlinear behavior of flow best described by the Forchheimer law. The solution of the flow field for each SF highlights that the probabilities of water distribution between the main and the secondary path are not constant but decrease as the injection flow rate increases. In other words, with varying the injection flow rate the conductance of the main path decreases more rapidly than the conductance of the secondary path.

The BTCs determined by transport experiments have been fitted by MIM and three versions of ENM (ENM2, ENM3, ENM4) which differ on the basis of the assumptions made on the parameters of the model (P' and Q). All models show a satisfactory fitting. The ENM4 provides the best fit, which is expected because it has more fitting parameters than ENM2 and ENM3, and thus it is more flexible. Additionally, compared to MIM, it takes explicitly into account the presence of the secondary path. Furthermore, for ENM the parameter P' decreases more rapidly, varying the injection flow rate, than the same parameter determined by flow tests. The relationship between transport time and exchange time for MIM and mean travel time for main path and secondary path for the ENM4, varying the injection flow rate, has shown similarity of behavior: for higher values of flow rate the difference between transport time and exchange time decreases and the secondary path reaches the main path in terms of mean travel time. This relationship between MIM and ENM explains the fact that the mass transfer coefficient is dependent on flow velocity. The mass transfer coefficient increases as the importance of secondary path over the main path increases.

The velocity values evaluated for MIM and ENM show the same relationship with the injection flow rate. In particular, a change of slope is evident in correspondence of the flow rate equal to $4 \times 10^{-6} \text{m}^3 \text{s}^{-1}$. This behavior occurs before the critical flow rate estimated by flow tests equal to $6.3 \times 10^{-6} \text{m}^3 \text{s}^{-1}$. Therefore the interpretation of BTCs evidences more enhanced nonlinear behavior than flow tests. These results confirm the fact that the presence of transitional flow regime leads to a delay on solute transport with respect to the values that can be obtained under the assumption of a linear flow field (Cherubini et al., 2013a).

As concerns dispersion, a linear trend varying the velocity for both MIM and ENM has been observed – coherent with the previous results (Cherubini et al., 2013a) – the MIM underestimates the dispersion respect to ENM4.

The dispersivity values obtained for the different ENM models do not depend on flow velocity but assume a somehow scattered but fluctuating value. Keeping $\alpha_L$ values constant, geometrical dispersion dominates the mixing processes along the fracture network. Therefore, the presence of a nonlinear flow regime does not prove to exert any influence on dispersion except for high velocities for the ENM, where a weak transitional regime seems to appear. This result demonstrates that for our experiment, geometrical dispersion still dominates Taylor dispersion.

A major challenge for tracer tests modeling in fractured media is the appropriate selection of the modeling approach for each different study scale.

When dealing with large scales, tracer test BTCs are generally modeled by a relatively small number of model parameters (Becker and Shapiro, 2000).

At the laboratory scale, the definition of the network of fractures by means of discrete fracture network approaches (DFN) can permit to identify transport pathways and mass transport coefficients, in order to better define heterogeneous advective phenomena (Cherubini et al., 2013b).

At an intermediate local field scale (1–100 m), recognition that heterogeneous environments contain fast and slow paths led to the development of the MIM formulation applied successfully in a variety of hydrogeologic settings. However, the assumed velocity partitioning into flowing and not-flowing zones is not an accurate representation of the true velocity field (Gao et al., 2009). Especially when the rock mass is sparsely fractured, the BTCs are characterized by early breakthrough and long tailing behavior, and a simple mobile–immobile conceptualization may be an over simplification of the physical transport phenomenon.

Solute transport in fractured aquifers characterized by highly non-Fickian behavior is therefore better described by an ENM rather than by a simple MIM. Applying a discrete model in such a case can permit to determine if transport occurs through one or several fractures and if multiple arrivals are caused by fracture heterogeneity, in such a way as to yield a more robust interpretation of the subsurface transport regime.

In such a context, geophysical imaging may provide detailed information about subsurface structure and dynamics (Dorn et al., 2012).
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