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Abstract—In pulsed Doppler radars, the classic Chinese remainder theorem (CCRT) is a common method to resolve Doppler ambiguities caused by fast-moving targets. Another issue concerning high-velocity targets is related to the loss in the signal-to-noise ratio (SNR) after performing range compression. In particular, this loss can be partially mitigated by the use of subpulse processing (SP). Modern radars combine these techniques in order to reliably unfold the target velocity. However, the presence of background noise may compromise the Doppler estimates. Hence, a rigorous statistical analysis is imperative. In this work, we provide a comprehensive analysis on Doppler estimation. In particular, we derive novel closed-form expressions for the probability of detection (PD) and probability of false alarm (PFA). To this end, we consider the newly introduce SP along with the CCRT. A comparison analysis between SP and the classic pulse processing (PP) technique is also carried out. Numerical results and Monte-Carlo simulations corroborate the validity of our expressions and show that the SP–plus–CCRT technique helps to greatly reduce the PFA compared to previous studies, thereby improving radar detection.
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I. INTRODUCTION

One important concern in modern pulsed radars is related to the Doppler frequency estimation of fast-velocity targets. Due to the high target’s radial velocity, ambiguous estimates are more likely to occur. More specifically, ambiguous estimates appear whenever the target’s Doppler shift is greater than the pulse repetition frequency (PRF) [1]. It seems obvious to think that increasing the PRF will overcome this problem. However, if we are interested in detecting targets located at long distances, then the PRF will be restricted to a maximum value. Therefore, the choice of PRF is a trade-off between range and Doppler requirements [2]. Fortunately, there are some techniques that can resolve ambiguities, although at the cost of extra measurement time and processing load. These techniques make use of multiples PRFs [3]–[7]. The most known and used technique is the classic Chinese remainder theorem (CCRT). The CCRT is a fast and accurate method to resolve the ambiguous Doppler frequency. This is accomplished by solving a set of congruences, formed by the estimated measurements of each PRF [7]–[9]. Nevertheless, in this method, the number of PRFs will not be sufficient to resolve a certain quantity of targets. In general, L PRFs are required to successfully disambiguate L – 1 targets. If the number of targets exceeds L – 1, then ghosts can appear. Unless additional data (e.g., tracking information) is available, the radar has no way of recognizing possible false detections [4]. Care must be taken in the analysis and design since the number of PRFs and the number of targets to be detected have a direct relationship.

Another issue concerning high-velocity targets is related to the signal-to-noise ratio (SNR) loss. This occurs because the Doppler shift of fast-moving targets will provoke a mismatch between the received signal and its replica [2]. Consequently, the SNR after range compression may be drastically reduced. Some radar systems estimate and remove the Doppler shift prior to applying range compression. Nonetheless, some residual or uncompensated Doppler typically remains. This concern was partially alleviated in [11], [12]. Specifically, in [11], the authors proposed a subpulse processing (SP), which proved to have a higher Doppler tolerance, increasing the ability to detect fast-moving targets. The shortcomings of SP are computation time (critical for most radars), processing load, and poor velocity resolution.

As stated before, the CCRT and SP have hardware and physical limitations when it comes to estimating high target velocities. In practice, modern pulsed radars take advantage of these two techniques so as to improve the system’s capability to accurately detect the target’s true Doppler frequency. Since SP the CCRT are affected by the presence of background noise, then a thorough statistical analysis involving these two estimation techniques must be carried out. Recently in [14], the authors proposed a novel expression for the probability to correctly estimate the unambiguous Doppler frequency considering the CCRT and the common pulse processing (PP) technique [2]. However, to the best of our knowledge, there is no performance analysis considering the SP–plus–CCRT technique.

The main objective of this research is to combine the statisti-
The problem of ambiguous Doppler measurements. The SP algorithm runs as follows:

1) First, the replica of the transmitted signal is divided into \( N \) subpulses – unlike PP that used the entire replica.

2) Latter, range compression is carried out between each subpulse and the received signal (cf. \([11]\), \([12]\) for a detailed discussion on this). The use of shorter replicas will enhance the system’s Doppler tolerance \([10]\), increasing the detection capability of fast-moving targets.

Of course, this process leads to a reduction in the peak amplitude of the sub-compression response (by a factor of \( 1/N \)). Here, the slow-time samples are collected at a rate of \( \Phi = N/\tau \), where \( \tau \) is the pulse width. It is important to emphasize that PP and SP are performed simultaneously, that is, for each of the \( M \) compressions, the radar carried out \( N \) sub-compressions \([12]\).

3) Finally, the slow-time samples are coherently integrated to estimate the target Doppler frequency and to “restore” the peak amplitude of the sub-compression response.

The number of subpulses can be chosen as high as needed, as long as it is taken into consideration that each additional subpulse requires an extra range compression operation, increasing the computational load and computation time. The maximum Doppler frequency shift that the radar can now manage to detect is \( \Psi_{\text{max}} = \pm N/2\tau \) \([11]\). Since \( \Psi_{\text{max}} > \Psi_{\text{max}} \), SP provides a higher frequency range of detection for fast-moving targets.

Computation time is critical for most radars and depends strongly on the radar’s operation mode (e.g. tracking, searching or imaging), thereby limiting the number of subpulses. Commonly, the number of subpulses is set between 5 and 10. However, this small number yields to a poor discretization in the frequency domain and, consequently, producing inaccurate estimates.

C. Classic Chinese Remainder Theorem

The use of multiples PRFs is a common approach to resolve range and Doppler ambiguities \([3]\), \([4]\), \([8]\), \([17]\). In this work, we only focus on solving Doppler ambiguities. Consider for the moment a target with Doppler shift \( f_d > \Psi_{\text{max}} \). In this scenario, the radar will detect the target with an apparent Doppler shift, \( f_{d_{\text{ap}}} \), that satisfies

\[
f_d = f_{d_{\text{ap}}} + n \text{PRF},
\]

where \( n \) is some integer. It is convenience to express the target’s Doppler shift \( f_d \) in terms of its corresponding Doppler bin, \( b_d \). Thus, (2) becomes

\[
b_d = b_{d_{\text{ap}}} + nM,
\]

in which \( b_{d_{\text{ap}}} \in \{0, 1, 2, \ldots, M - 1\} \) is the apparent Doppler bin, defined as

\[
b_{d_{\text{ap}}} = \left\lfloor \frac{f_{d_{\text{ap}}}}{\Delta D} \right\rfloor, \quad f_{d_{\text{ap}}} \geq 0
\]

\[
b_{d_{\text{ap}}} = M - \left\lfloor \frac{f_{d_{\text{ap}}}}{\Delta D} \right\rfloor, \quad f_{d_{\text{ap}}} < 0
\]
with $\Delta D = \text{PRF}/M$ being the Doppler bin spacing. Under this scenario, the radar is incapable to detect the target’s true Doppler frequency.

Now, suppose that we have $L$ PRFs. Then, the unambiguous target’s Doppler bin must satisfies the following congruences:

$$b_d \equiv b_{ap} + n_i M_i, \quad 1 \leq i \leq L$$

(6)

The CCRT states that if all PRFs are pairwisely coprimes, then the set of congruences in (6) will have a unique solution given by $[4],[17],[18]$.

$$b_d = \left( \sum_{i=1}^{L} b_{ap} \beta_i \right) \mod (\Theta),$$

(7)

where $\Theta = \prod_{i=1}^{L} M_i$, $\beta_i = b_i\text{PRF}_i$, and $b_i$ is the smaller integer which can be computed by solving the following expression:

$$\left( \frac{b_i \Theta}{M_i} \right) \mod (M_i) = 1.$$  (8)

### D. Doppler Estimation

Fig. 1 depicts the entire block diagram for Doppler estimation. First, the received signal passes through two types of independent range compression blocks, one for PP and one for SP. This process is performed in sequence for each pulse repetition interval (PRI). The outputs of both blocks are combined and stored in memory to form a datacube. (The datacube’s data is organized by range, number of pulses, and number of subpulses.) More datacubes are needed when using more than one PRF, as shown in Fig. 1. Next, a 2D-DFT block is applied to each datacube to perform coherent integration. (The 2D-DFT block is referred to as a two-dimensional DFT applied along with pulses and subpulses.) Latter, the output of the 2D-DFT block is a matrix with the same size containing the estimated Doppler shifts. This new matrix is referred to as Doppler datacube. Finally, the CCRT is applied over the Doppler datacubes. This process will be clarified in Section V by means of simulation.

Noise, jammer, and clutter are major concerns in all radar systems. In this work, we consider the presence complex white Gaussian noise (CWGN). Thus, the Doppler spectrum of fast moving targets will be compromised due to the intrinsic characteristics of noise. For example, a high noise power could mask small target returns, degrading radar performance. Even if the target return is entirely deterministic, the combined signal (target–plus–noise) is a random process and must be treated as such. Therefore, we need to assess the statistics underlying Doppler analysis, but first, we need to come up with a specific stochastic model that suits the requirements and design of our radar’s estimation scheme. This is discussed in the next section.

### III. System Model

In this section, we propose a stochastic model that fits our signal processing schemes. In addition, we describe the premises (hypotheses) used for Doppler estimation.

According to Sections II-A and II-B the collected signals in the slow-time domain corresponding to PP and SP can be expressed, respectively, as

$$g_1 [m] = s_1 [m] + w_1 [m], \quad 0 \leq m \leq M - 1$$

(9)

$$g_2 [n] = s_2 [n] + w_2 [n], \quad 0 \leq n \leq N - 1$$

(10)

where $s_1 [m]$ and $s_2 [n]$ are discrete complex sine signals\(^\dag\) originated by changes in the target position; $w_1 [m]$ and $w_2 [n]$ are discrete additive complex Gaussian noises; and finally, $a_1$ and $a_2$ are the amplitudes at the output of the matched filters.

Depending on the target velocity, the output amplitudes $a_1$ and $a_2$ may be greatly attenuated. However, the attenuation in $a_2$ is partially mitigated by the use of SP. In particular, it follows that $a_2 > a_1$ for high-velocity targets. Additionally, we define $2\sigma^2_1$ and $2\sigma^2_2$ as the total mean powers – in the time domain – for $w_1 [m]$ and $w_2 [n]$, respectively. As seen in practice, and due to the stationary characteristic of noise, we have that $\sigma^2_1 = \sigma^2_2$ [19]. However, we will remain using separate notations for $\sigma^2_1$ and $\sigma^2_2$ so as to distinguish the noise power from PP and SP. Of course, these separate notations will not alter, in any form, our performance analysis.

\(^\dag\)In most systems, the radio frequency (RF) signal is mixed to baseband prior to compression, and a coherent detector is used in the downconversion process to form in-phase (I) and quadrature (Q) receive channels, thereby creating a complex baseband signal.
The SNR measured in the time domain considering PP and SP, can be expressed, respectively, as

\[ \text{SNR}_{t_1} = \frac{|a_1|^2}{2\sigma_{t_1}^2} \]  
\[ \text{SNR}_{t_2} = \frac{|a_2/N|^2}{2\sigma_{t_2}^2}. \]  

Observe in (12) that the fact of dividing the replica into \( N \) subpulses causes a reduction in the SNR by a factor of \( 1/N^2 \), as mentioned in Section [I-B].

The DFT is the primary operation to implement coherent integration. More precisely, the DFT provides a mechanism to test multiple candidate frequencies to maximize the \textit{integration gain} [2]. The corresponding DFTs for (9) and (10) are given, respectively, by

\[ G_1[k'] = \mathcal{F}\{g_1[m]\} = \sum_{m=0}^{M-1} g_1[m] \exp(-j2\pi k'm/M) = S_1[k'] + W_1[k'], \quad 0 \leq k' \leq M - 1 \]  
\[ G_2[l'] = \mathcal{F}\{g_2[n]\} = \sum_{n=0}^{N-1} g_2[n] \exp(-j2\pi l'n/N) = S_2[l'] + W_2[l'], \quad 0 \leq l' \leq N - 1 \]

The SNR measured in the frequency domain considering PP and SP, are given, respectively, by [2 Eq. (17.37)]

\[ \text{SNR}_1 = \frac{|M_{a1}|^2}{2\sigma_{t1}^2} \]  
\[ \text{SNR}_2 = \frac{|a_2|^2}{2\sigma_{t2}^2}, \]  

in which \( \sigma_{t1}^2 = M\sigma_{t1}^2 \) and \( \sigma_{t2}^2 = N\sigma_{t2}^2 \) are half of the noise powers – in the frequency domain – for \( W_1[k'] \) and \( W_2[l'] \), respectively.

The Doppler estimates are based on the absolute values of \( G_1[k'] \) and \( G_2[l'] \). That is, (13) and (14) will provide estimates for \( f_d \), say \( \hat{f}_1 \) and \( \hat{f}_2 \), by searching \( k' \) and \( l' \), in which the absolute values of \( G_1[k'] \) and \( G_2[l'] \) are maximum. It is worth mentioning that if \( \Psi_{\max} < f_d \) and \( \Phi_{\max} < f_d \), then \( \hat{f}_1 \) and \( \hat{f}_2 \) will display ambiguous Doppler estimates.

Now, considering \( L \) PRFs (say, PRF\(_1\), \ldots, PRF\(_L\)), we can define the absolute values for \( G_1[k'] \) and \( G_2[l'] \) at the \( i \)-th PRF, respectively, as

\[ H_{1,i}[k'] = \|G_{1,i}[k']\|, \quad 0 \leq k' \leq M_i - 1 \]  
\[ H_{2,i}[l'] = \|G_{2,i}[l']\|, \quad 0 \leq l' \leq N_i - 1 \]

where the subscript \( i \in \{1, \ldots, L\} \) denotes the association to the \( i \)-th PRF.

Herein, we assume that \( G_{1,i}[k'] \) is composed of \( M_i - 1 \) independent and identically distributed noise samples and one target–plus–noise sample, denoted as \( G_{1,i} \). On the other hand, \( G_{2,i}[l'] \) is composed of \( N_i - 1 \) independent and identically distributed noise samples and one combined sample, denoted as \( G_{2,i} \). The target–plus–noise samples \( G_{1,i} \) and \( G_{2,i} \) can be modeled, respectively, by [20 Eq. (1.1)]

\[ G_{1,i} = \sigma_{1,i} \left( \sqrt{1 - \lambda_{1,i}^2} A_{1,i} + \lambda_{1,i} A_{0,i} \right) + j \sigma_{1,i} \left( \sqrt{1 - \lambda_{1,i}^2} B_{1,i} + \lambda_{1,i} B_{0,i} \right) \]  
\[ G_{2,i} = \sigma_{2,i} \left( \sqrt{1 - \lambda_{2,i}^2} A_{2,i} + \lambda_{2,i} A_{0,i} \right) + j \sigma_{2,i} \left( \sqrt{1 - \lambda_{2,i}^2} B_{2,i} + \lambda_{2,i} B_{0,i} \right), \]

where \( A_{p,i} \) and \( B_{p,i} \) \((p = 1, 2)\) are mutually independent random variables (RVs) distributed as \( \mathcal{N}(0, \frac{1}{2}) \), and \( \lambda_{p,i} \in (0, 1] \). Then, for any \( p \) and \( q \) \((q = 1, 2)\), it follows that \( \mathbb{E}(A_{p,i}B_{q,i}) = 0 \) and \( \mathbb{E}(A_{p,i}A_{q,i}) = \mathbb{E}(B_{p,i}B_{q,i}) = \frac{1}{2} \delta_{pq} \). \( \delta_{pq} = 1 \) if \( p = q \), and \( \delta_{pq} = 0 \) otherwise.) In addition, \( A_{0,i} \) and \( B_{0,i} \) are mutually independent RVs distributed as \( \mathcal{N}(m_{\text{Re},i}, \frac{1}{2}) \) and \( \mathcal{N}(m_{\text{Im},i}, \frac{1}{2}) \), respectively. Thus, \( G_{1,i} \) and \( G_{2,i} \) are non-zero mean complex Gaussian RVs with probability density functions (PDFs) given, respectively, by \( \mathcal{N}(\lambda_{1,i}(m_{\text{Re},i} + jm_{\text{Im},i}), \sigma_{1,i}^2) \) and \( \mathcal{N}(\lambda_{2,i}(m_{\text{Re},i} + jm_{\text{Im},i}), \sigma_{2,i}^2) \). The correlation coefficient between any pair of \( G_{1,i}, G_{2,i} \), can be calculated as [20 Eq. (2)]

\[ \rho_{kl,i} = \frac{\mathbb{E}(G_{1,i}G_{k,i}^*) - \mathbb{E}(G_{1,i})\mathbb{E}(G_{k,i}^*)}{\sqrt{\text{Var}(G_{1,i})\text{Var}(G_{k,i})}} \]

\[ = \lambda_{1,i}\lambda_{2,i}. \]

This correlation exists because both PP and SP use the same received signal when performing \textit{range compression} [2]. Observe that the parameters \( \lambda_{1,i}^2, \lambda_{2,i}^2, m_{\text{Re},i} \) and \( m_{\text{Im},i} \) can be used to model the compressed responses \( |M_{a1,i}|^2 \) and \( |a_{2,i}|^2 \).

This can be done by making the following substitutions: \( |M_{a1,i}|^2 = \lambda_{1,i}^2 (m_{\text{Re},i}^2 + m_{\text{Im},i}^2) \) and \( |a_{2,i}|^2 = \lambda_{2,i}^2 (m_{\text{Re},i}^2 + m_{\text{Im},i}^2) \). On the other hand, \( \lambda_{1,i} \) and \( \lambda_{2,i} \) can be chosen to meet a desire correlation coefficient.

By the above, it follows that \( H_{1,i}[k'] \) is composed of \( M_i - 1 \) Rayleigh distributed samples, denoted as \( X_{k,i} \) \((k \in \{1, 2, \ldots, M_i - 1\})\), and one Rice distributed sample, denoted as \( R_{1,i} \). Similarly, \( H_{2,i}[l'] \) is composed of \( N_i - 1 \) Rayleigh distributed samples, denoted as \( Y_{l,i} \) \((l \in \{1, 2, \ldots, N_i - 1\})\), and one Rice distributed sample, denoted as \( R_{2,i} \). The PDFs of \( X_{k,i} \) and \( Y_{l,i} \) are given, respectively, by

\[ f_{X_{k,i}}(x_{k,i}) = \frac{x_{k,i} \exp\left(-\frac{x_{k,i}^2}{2\sigma_{k,i}^2}\right)}{\sigma_{k,i}} \]  
\[ f_{Y_{l,i}}(y_{l,i}) = \frac{y_{l,i} \exp\left(-\frac{y_{l,i}^2}{2\sigma_{l,i}^2}\right)}{\sigma_{l,i}}. \]

Moreover, since \( R_{2,i} \) and \( R_{2,i} \) bear a certain degree of correlation, they are governed by a bivariate Rician distribution,
given by \[20\], \[21\]

\[
\begin{align*}
  f_{r_{1,i}, r_{2,i}}(r_{1,i}, r_{2,i} | H_1) &= \int_0^\infty \exp(-t \xi_i) \\
  &\times \exp(-m_i) I_0 \left(2\sqrt{m_i t} \right) \prod_{p=1}^2 \frac{r_{p,i}}{\Omega_{p,i}^2} \\
  &\times \exp \left(\frac{r_{p,i}^2}{2\Omega_{p,i}^2} \right) I_0 \left(\frac{r_{p,i}}{\Omega_{p,i}} \right) dt. \quad (24)
\end{align*}
\]

where \( I_0(\cdot) \) is the modified Bessel function of the first kind and order zero \[22\] Eq. (9.6.16), \( m_i = m_i^{Re,i} + m_i^{Im,i} \), and

\[
\Omega_{p,i}^2 = \sigma_{p,i}^2 \left(1 - \lambda_{p,i}^2 \right) \quad (25a)
\]

\[
\xi_i = 1 + \sum_{p=1}^2 \frac{\sigma_{p,i}^2 \lambda_{p,i}^2}{2\Omega_{p,i}^2}. \quad (25b)
\]

IV. DOPPLER ANALYSIS

In this section, we provide a comprehensive statistical analysis on Doppler estimation. To do so, we derive the performance metrics for both SP and SP–plus–CCRT.

A. SP Analysis

First, let us define the following events:

\[
\begin{align*}
  A_{k,i} &= \{ R_{1,i} > X_{k,i} \} \quad (26) \\
  B_{k,i} &= \{ R_{2,i} > Y_{k,i} \} \quad (27) \\
  C_{k,i} &= \{ X_{k,i} > R_{1,i} \} \quad (28) \\
  D_{l,i} &= \{ Y_{l,i} > R_{2,i} \}. \quad (29)
\end{align*}
\]

Proposition I. Let \( PD_i \) be the probability of detection at the \( i \)-th PRF. Specifically, \( PD_i \) is defined as the probability that \( R_{1,i} \) is greater than \( X_{k,i} \) and, simultaneously, that \( R_{2,i} \) is greater than \( Y_{l,i} \), i.e.,

\[
PD_i \triangleq \Pr \left[ \bigcap_{k=1}^{M_i} A_{k,i} \right] \cap \left[ \bigcap_{l=1}^{N_i} B_{l,i} \right]. \quad (30)
\]

Then, from \(22\)–\(24\), \(30\) can be expressed in closed-form as

\[
PD_i = \sum_{k=0}^{M_i-1} \sum_{l=0}^{N_i-1} \binom{M_i-1}{k} \binom{N_i-1}{l} \times (-1)^{k-l+M_i+N_i} V_i(k,l) U_i(k,l) \exp \left( -m_i + \frac{m_i}{U_i(k,l)} \right), \quad (31)
\]

wherein \( U_i(k,l) \) and \( V_i(k,l) \) are auxiliary functions defined, respectively, as

\[
\begin{align*}
  U_i(k,l) &= \xi_i - \frac{\xi_i^2 \lambda_{1,i}^2 \sigma_{1,i}^4}{2\Omega_{1,i}^4 (k - M_i + 1) - \sigma_{1,i}^2} \\
  &\quad - \frac{\xi_i^2 \lambda_{2,i}^2 \sigma_{2,i}^4}{2\Omega_{2,i}^4 (l - N_i + 1) - \sigma_{2,i}^2} \quad (32a) \\
  V_i(k,l) &= \frac{\sigma_{1,i}^2}{\Omega_{1,i}^2 (-k + M_i - 1) + \sigma_{1,i}^2} \times \frac{\sigma_{2,i}^2}{\Omega_{2,i}^2 (-l + N_i - 1) + \sigma_{2,i}^2}. \quad (32b)
\end{align*}
\]

Proof. See Appendix A.

\[\boxed{\text{Corollary I. Let } PFA_i \text{ be the probability of false alarm at the } i \text{-th PRF. More precisely, } PFA_i \text{ is defined as the probability that at least one of } X_{k,i} \text{ is greater than } R_{1,i} \text{ and, simultaneously, that at least one of } Y_{l,i} \text{ is greater than } R_{2,i}, \text{ i.e.,}
\]

\[
PFA_i \triangleq \Pr \left[ \bigcup_{k=1}^{M_i-1} \bigcup_{l=1}^{N_i-1} (C_{k,i} \cap D_{l,i}) \right]. \quad (33)
\]

Then, from \(22\)–\(24\), \(33\) can be written in closed-form as in \(35\), shown at the top of the next page, where \( P_i(k,l) \) and \( Q_i(k,l) \) are auxiliary functions defined, respectively, by

\[
\begin{align*}
P_i(k,l) &= \xi_i - \frac{\lambda_{1,i}^2 \sigma_{1,i}^4}{2\Omega_{1,i}^4 (k \Omega_{1,i}^2 + \sigma_{1,i}^2)} \\
  &\quad - \frac{\lambda_{2,i}^2 \sigma_{2,i}^4}{2\Omega_{2,i}^4 (l \Omega_{2,i}^2 + \sigma_{2,i}^2)} \quad (34a) \\
Q_i(k,l) &= \frac{\sigma_{1,i}^2}{k \Omega_{1,i}^2 + \sigma_{1,i}^2} \times \frac{\sigma_{2,i}^2}{(l \Omega_{2,i}^2 + \sigma_{2,i}^2)}. \quad (34b)
\end{align*}
\]

Proof. See Appendix B.

\[\boxed{\text{It is worth mentioning that } (31) \text{ and } (35) \text{ are novel and original contributions of this work, derived in closed-form even though } (24) \text{ is given in integral form.}}\]

B. SP–Plus–CCRT Analysis

Similar to \(14\), we assume that each individual pulse on each sweep results in an independent random value for the target return.

Now, using \(31\) and taking into account the \( M \)--of--\( L \) detection criterion\(^3\), the probability of detection for the combined technique SP–plus–CCR can be calculated as follows \[23\]

\[
PD_{\text{CCRT}} \triangleq \sum_{i=1}^{L} \sum_{E \in F_i} \left\{ \prod_{i \in E} \left( \prod_{j \in E^c} (1 - PD_j) \right) \right\}, \quad (36)
\]

where \( F_i \) is the set of all subsets of \( L \) integers that can be selected from \( \{1, 2, \ldots, L\} \), and \( E^c \) is the complement

\[\boxed{\text{\(^3\)Instead of detecting a target on the basis of at least one detection in \( L \) tries, system designers often require that some number } M \text{ or more detections be required in } L \text{ tries before a target detection is accepted.}}\]
this simulation example, we placed a target at an initial range

\[ N_1 = 8, \lambda_{1,1} = 0.5, \lambda_{2,1} = 0.99, \]

and different values of \( M_i \) (\( i \in \{1, 2, 3, 4\} \)).

On the other hand, the probability of false alarm for the
combined technique SP–plus-CCRT can be calculated as [24]

\[
P_{\text{PFA}} \triangleq \sum_{L \in \mathcal{E} \in \mathcal{F}_i} \left( \prod_{i \in \mathcal{E}} P_{\text{FA}_i} \right) \left( \prod_{j \in \mathcal{E}} (1 - P_{\text{FA}_j}) \right)
\]

(37)

For the case where \( M = L \), (36) and (37) reduce, respectively, to

\[
\begin{align*}
\text{PD}_{\text{CCRT}} &= \prod_{i=1}^{L} \text{PD}_i \\
\text{PFA}_{\text{CCRT}} &= \prod_{i=1}^{L} \text{PFA}_i.
\end{align*}
\]

V. NUMERICAL RESULTS

In this section, we illustrate through Fig. 4 how the Doppler estimation process is carried out. Latter, we validate our derived expressions by means of Monte-Carlo simulations [24]. To do so, we make use of the following radar setup: PRF1 = 700 [Hz], PRF2 = 1100 [Hz], PRF3 = 1300 [Hz], PRF4 = 1700 [Hz], \( L = M = 4 \), \( f_R = 6 \) [GHz], \( \tau = 25 \) [\( \mu \)s], \( \lambda = 0.05 \) [m], \( M_1 = 11, M_2 = 13, M_3 = 17, M_4 = 19 \), and \( N_i = 8 \ \forall i \in \{1, 2, 3, 4\} \). In addition, we consider a linear frequency-modulated pulse with bandwidth \( B = 2 \) [MHz].

Fig. 2 illustrates the output data after the 2D-DFT blocks. In this simulation example, we placed a target at an initial range of 10 [Km], traveling with a constant velocity of \( v_t = 900 \)

[m/s] in the opposite direction of the radar (i.e., the target is receding). Fig. 4(a) shows the normalized output data – Velocity vs Range – using PP. Observe that in all 4 scenarios, the target at 10 [Km] is unlikely to be detected due to the high loss in SNR. On the other hand, Fig. 4(b) shows the normalized output data – Velocity vs Range – using SP. Observe that the loss in SNR is partially mitigated by means of SP. Therefore, the target located at 10 [Km] can now be easily detect without further processing. At last, Fig. 4(c) shows the combined pulse and subpulse information. Note in Fig. 4(c) that SP provides a better intuition about the target location, but due to its poor discretization, it is not sufficient to determine the exact velocity. Conversely, PP provides a better discretization but, unfortunately, its velocity estimation is more likely to be ambiguous. Thus, by combining SP and the CCRT, we provide the system a high capability to unfold the target’s true velocity.

Fig. 2 shows PD \(_i\) versus SNR\(_1\) using different values of \( M_i \). Note how radar performance improves as \( M_i \) increases, requiring a lower SNR for a given PD. This is because when increasing \( M_i \), we are, in fact, increasing the compressed response of PP by means of coherent integration. In particular, for a fixed SNR\(_1\) = 10 [dB], we obtain the following probabilities of detection: PD\(_1\) = 0.66 for \( M_1 = 7 \); PD\(_2\) = 0.78 for \( M_2 = 11 \); PD\(_3\) = 0.85 for \( M_3 = 13 \); and PD\(_4\) = 0.93 for \( M_4 = 17 \). Also, observe that for the high and medium SNR regime, our derived expression matches perfectly the PD of [14] Eq. (28). Nevertheless, there is a small difference in the PD for the low SNR regime. This occurs because if the compressed response of PP is less than the background noise, then the intersection probability in [30] will be less than the probability of \( \sum_{k=1}^{M_i-1} A_{k,i} \). For example, given SNR\(_1\) = 4 [dB] and \( M_1 = 7 \), we obtain PD\(_1\) = 0.15 with our proposed SP–
plus–CCRT technique, and $P_{D_1} = 0.18$ with [14] Eq. (28). However, this small reduction in the PD is compensated by a greater reduction in the PFA, as shall be seen next.

Fig. 3 shows PFA vs SNR. Observe how PFA increases for $M_i$, whereas for $M_i$, the received target echo becomes stronger compared to the noise background. For example, for a fixed SNR $= 5$ [dB], we obtain the following probabilities of false alarm: $PFA_1 = 0.83$ for $M_1 = 7$; $PFA_2 = 0.77$ for $M_2 = 11$; $PFA_3 = 0.73$ for $M_3 = 13$; and $PFA_4 = 0.60$ for $M_4 = 17$. More interesting, observe how PFA decays rapidly compared to [14]. This difference in PFA is because...
intuitively SP acts as a backup detection process. That is, since the compressed response of SP is greater of the PP response (for high-velocity targets), then the probability in \( \bigcup_{k=0}^{M_i-1} C_{k,i} \). For example, using the classic PP technique [14], we obtain the following probabilities of false alarm: PFA1 = 0.96 for \( M_1 = 7 \); PFA2 = 0.97 for \( M_2 = 11 \); PFA3 = 0.98 for \( M_3 = 13 \); and PFA4 = 0.99 for \( M_4 = 17 \).

Finally, Figs. 5 and 6 show PDCCRT and PFACCRT versus SNR1, respectively. Observe in Fig. 5 the perfect agreement between [39] and [14] Eq. (29). Hence, in this case, we have no advantage when using SP–plus–CCRT. On the other hand, observe in Fig. 6 the high difference in the PFA between of [37] and that in [14]. In this case, the use of SP–plus–CCRT improves radar performance by considerably reducing the false alarms. For instance, for given SNR1 = 2 [dB], we obtain probabilities of PFACCRT = 0.94 using PP–plus–CCRT, and PFACCRT = 0.54 using SP–plus–CCRT.

VI. CONCLUSION

In this work, we provided a thorough statistical analysis on Doppler estimation when both SP and the CCRT were employed. To do so, we derived novel and closed-form expressions for the PD and PFA. Moreover, a comparison analysis between our proposed SP–plus–CCRT technique and the classic PP–plus–CCRT was carried out. Numerical results and Monte-Carlo simulations corroborated the validity of our expressions and showed that the PFA when using SP–plus–CCRT technique was greatly reduced compared to [14], thereby enhancing radar detection.

APPENDIX A

PROOF OF PROPOSITION I

Applying [24, Eq. (5.48)] and using the fact that \( X_{k,i} \) and \( Y_{i,i} \) are independent RVs, (30) can be rewritten as follows:

\[
\text{PD}_i = \int_0^\infty \int_0^\infty \left( \prod_{k=1}^{M_i-1} \text{Pr}[X_{k,i} < r_{1,i}|R_{1,i} = r_{1,i}] \right) \times \left( \prod_{l=1}^{N_i-1} \text{Pr}[Y_{l,i} < r_{2,i}|R_{2,i} = r_{2,i}] \right) \times f_{R_{1,i},R_{2,i}}(r_{1,i},r_{2,i}) \ dr_{1,i} \ dr_{2,i},
\]

(40)

Now, with the aid of [24, Eq. (4.11)] and taking into account that \( X_{k,i} \) and \( Y_{i,i} \) are identically distributed RVs, yields

\[
\text{PD}_i = \int_0^\infty \int_0^\infty \left( \int_0^{r_{1,i}} f_{X_{k,i}}(x_{1,i}) \ dx_{1,i} \right)^{M_i-1} \times \left( \int_0^{r_{2,i}} f_{Y_{i,i}}(y_{1,i}) \ dy_{1,i} \right)^{N_i-1} \times f_{R_{1,i},R_{2,i}}(r_{1,i},r_{2,i}) \ dr_{1,i} \ dr_{2,i},
\]

(41)

Replacing \([22]–[24]\) in \([41]\), we obtain

\[
\text{PD}_i = \int_0^\infty \int_0^\infty \left( \int_0^{r_{1,i}} f_{X_{k,i}}(x_{1,i}) \ dx_{1,i} \right)^{M_i-1} \times \left( \int_0^{r_{2,i}} f_{Y_{i,i}}(y_{1,i}) \ dy_{1,i} \right)^{N_i-1} \times f_{R_{1,i},R_{2,i}}(r_{1,i},r_{2,i}) \ dr_{1,i} \ dr_{2,i}.
\]

(42)

In order to solve \([42]\), we must first evaluate \( \mathcal{I}_1 \) and \( \mathcal{I}_2 \). In particular, \( \mathcal{I}_1 \) can be calculated as follows:

\[
\mathcal{I}_1 = \left( 1 - \exp \left( -\frac{r_{1,i}}{2\sigma_{1,i}^2} \right) \right)^{M_i-1}
\]

(43)

where in step (a), we have developed the inner integral; and in step (b), we have used the binomial Theorem [24].

Using a similar approach to that used in \([43]\), \( \mathcal{I}_2 \) can be calculated as

\[
\mathcal{I}_2 = \sum_{k=0}^{M_i-1} \left( \begin{array}{c} M_i-1 \\ k \end{array} \right) \left( 1 - \exp \left( -\frac{r_{1,i}}{2\sigma_{1,i}^2} \right) \right)^{M_i-1-k}.
\]

(44)

Inserting \([43] \text{ and } [44] \) in \([42]\), followed by changing the order of integration \footnote{The change in the order of integration was performed without loss of generality since [22, 23] and [24] are non-negative real functions [25].} and along with minor manipulations, we obtain \([45]\), displayed at the top of the next page.

Now, it remains to find \( \mathcal{I}_3 \) and \( \mathcal{I}_4 \). More precisely, \( \mathcal{I}_3 \) can
\[
\begin{align*}
PD_i &= \sum_{k=0}^{M_i-1} \sum_{l=0}^{N_i-1} \binom{M_i-1}{k} \binom{N_i-1}{l} \int_0^\infty \exp(-\xi i t) \exp\left(-\mathbf{m}_i^T I_0 \left(2\sqrt{\mathbf{m}_i^T t}\right)\right) \\
&\quad \times \int_0^\infty \left(-\exp\left(-\frac{r_{1,i}^2}{2\sigma_{1,i}^2}\right) \right) \frac{r_{1,i}}{\Omega_{1,i}^2} \exp\left(-\frac{r_{1,i}^2}{2\Omega_{1,i}^2}\right) I_0 \left(\frac{r_{1,i}\sqrt{\sigma_{1,i}^2 \lambda_{1,i}^2}}{\Omega_{1,i}^2}\right) dr_{1,i} \\
&\quad \times \int_0^\infty \left(-\exp\left(-\frac{r_{2,i}^2}{2\sigma_{2,i}^2}\right) \right) \frac{r_{2,i}}{\Omega_{2,i}^2} \exp\left(-\frac{r_{2,i}^2}{2\Omega_{2,i}^2}\right) I_0 \left(\frac{r_{2,i}\sqrt{\sigma_{2,i}^2 \lambda_{2,i}^2}}{\Omega_{2,i}^2}\right) dr_{2,i} dt. \quad (45)
\end{align*}
\]

be computed as

\[
\mathcal{I}_3 = \int_0^\infty \left(-\exp\left(-\frac{r_{1,i}^2}{2\sigma_{1,i}^2}\right) \right) \frac{r_{1,i}}{\Omega_{1,i}^2} \exp\left(-\frac{r_{1,i}^2}{2\Omega_{1,i}^2}\right) dr_{1,i} \\
\times \int_0^\infty \left(-\exp\left(-\frac{r_{2,i}^2}{2\sigma_{2,i}^2}\right) \right) \frac{r_{2,i}}{\Omega_{2,i}^2} \exp\left(-\frac{r_{2,i}^2}{2\Omega_{2,i}^2}\right) dr_{2,i} dt. \quad (46)
\]

where in step (a), we have used the series representation of the modified Bessel function of the first kind and order zero \([26]\ Eq. (03.02.02.0001.01)\); in step (b), we have solved the integral by first changing the order of integration; finally, in step (c), we have used \([26]\ Eq. (01.03.06.0002.01)\) and performed some algebraic manipulations.

In like manner as in \([46]\), \(\mathcal{I}_3\) can be computed as

\[
\mathcal{I}_3 = \int_0^\infty \left(-\exp\left(-\frac{r_{1,i}^2}{2\sigma_{1,i}^2}\right) \right) \frac{r_{1,i}}{\Omega_{1,i}^2} \exp\left(-\frac{r_{1,i}^2}{2\Omega_{1,i}^2}\right) dr_{1,i} \\
\times \int_0^\infty \left(-\exp\left(-\frac{r_{2,i}^2}{2\sigma_{2,i}^2}\right) \right) \frac{r_{2,i}}{\Omega_{2,i}^2} \exp\left(-\frac{r_{2,i}^2}{2\Omega_{2,i}^2}\right) dr_{2,i} dt. \quad (46)
\]

Now, replacing \((46)\) and \((47)\) in \((45)\), we obtain

\[
PD_i = \sum_{k=0}^{M_i-1} \sum_{l=0}^{N_i-1} \binom{M_i-1}{k} \binom{N_i-1}{l} \int_0^\infty \exp(-\xi i t) \exp\left(-\mathbf{m}_i^T I_0 \left(2\sqrt{\mathbf{m}_i^T t}\right)\right) \\
\times \exp\left(-\mathbf{m}_i^T \left(\frac{\sigma_{1,i}^2 \lambda_{1,i}^2}{\Omega_{1,i}^2} \right)\right) \frac{r_{1,i}}{\Omega_{1,i}^2} \exp\left(-\frac{r_{1,i}^2}{2\Omega_{1,i}^2}\right) I_0 \left(\frac{r_{1,i}\sqrt{\sigma_{1,i}^2 \lambda_{1,i}^2}}{\Omega_{1,i}^2}\right) dr_{1,i} \\
\times \exp\left(-\mathbf{m}_i^T \left(\frac{\sigma_{2,i}^2 \lambda_{2,i}^2}{\Omega_{2,i}^2} \right)\right) \frac{r_{2,i}}{\Omega_{2,i}^2} \exp\left(-\frac{r_{2,i}^2}{2\Omega_{2,i}^2}\right) I_0 \left(\frac{r_{2,i}\sqrt{\sigma_{2,i}^2 \lambda_{2,i}^2}}{\Omega_{2,i}^2}\right) dr_{2,i} dt. \quad (48)
\]

Finally, using the following identity \([27]\ Eq. (1.11.2.4)\]

\[
\int_0^\infty \exp(t b) I_0(\sqrt{a}) dt = -\frac{\exp\left(-\frac{a^2}{4b}\right)}{b}. \quad (49)
\]

and after performing some minor simplifications, we can express \((48)\) in closed-form as in \((31)\), which completes the proof.

**APPENDIX B**

**PROOF OF COROLLARY I**

By making use of \([24]\ Coroll. 6)\), we can express \((33)\) as

\[
\text{PFA}_i = \sum_{k=1}^{M_i-1} \sum_{l=1}^{N_i-1} \Pr \left[C_{k,i} \cap D_{l,i}\right] \\
- \sum_{k=1}^{M_i-1} \sum_{l=1}^{N_i-1} \sum_{p=2}^{M_i-1} \sum_{q=2}^{N_i-1} \Pr \left[C_{k,i} \cap D_{l,i} \cap C_{p,i} \cap D_{q,i}\right] + \ldots \\
+ (-1)^{M_i-N_i-1} \Pr \left[C_{1,i} \cap D_{1,i} \cap \ldots \cap C_{M_i-1,i} \cap D_{N_i-1,i}\right]. \quad (50)
\]
Now, we need to find the event probabilities. First, let us derive the last event probability of (50), that is,
\[
\Pr \left[ C_{1,i} \cap D_{1,i} \cap \cdots \cap C_{M_i-1,i} \cap D_{N_i-1,i} \right] = a \int_0^\infty \int_0^\infty \left( \prod_{k=1}^{M_i-1} \Pr \left[ X_{k,i} > r_{1,i} | R_{1,i} = r_{1,i} \right] \right) \times \left( \prod_{l=1}^{N_i-1} \Pr \left[ Y_{l,i} > r_{2,i} | R_{2,i} = r_{2,i} \right] \right) \times f_{R_{1,i}, R_{2,i}}(r_{1,i}, r_{2,i}) \, dr_{1,i} \, dr_{2,i},
\]
where in step (a) we have used [24, Eq. (5.48)]; and in step (b) we have used [24, Eq. (4.11)] along with the fact that \( X_{k,i} \) and \( Y_{l,i} \) are identically distributed RVs.

Replacing (22)–(24) in (51), yields
\[
\Pr \left[ C_{1,i} \cap D_{1,i} \cap \cdots \cap C_{M_i-1,i} \cap D_{N_i-1,i} \right] = b \int_0^\infty \int_0^\infty \left( \int_{r_{1,i}}^\infty x_{1,i} \exp \left( -\frac{x_{1,i}^2}{2\sigma_{1,i}^2} \right) \, dx_{1,i} \right) \times \left( \int_{r_{2,i}}^\infty y_{1,i} \exp \left( -\frac{y_{1,i}^2}{2\sigma_{2,i}^2} \right) \, dy_{1,i} \right) \times f_{R_{1,i}, R_{2,i}}(r_{1,i}, r_{2,i}) \, dr_{1,i} \, dr_{2,i},
\]

(51)

After some mathematical manipulations, \( \mathcal{I}_5 \) and \( \mathcal{I}_6 \) can be calculated, respectively, as
\[
\mathcal{I}_5 = \exp \left( -\frac{r_{1,i}^2 (M_i - 1)}{2\sigma_{1,i}^2} \right) \quad \text{and} \quad \mathcal{I}_6 = \exp \left( -\frac{r_{2,i}^2 (N_i - 1)}{2\sigma_{2,i}^2} \right).
\]

Now, replacing (53) and (54) in (52), and after solving remaining three integrals by applying the same procedure as in (48), we obtain
\[
\Pr \left[ C_{1,i} \cap D_{1,i} \cap \cdots \cap C_{M_i-1,i} \cap D_{N_i-1,i} \right] = \mathcal{I}_5 \frac{Q_i(M_i - 1, N_i - 1)}{P_i(M_i - 1, N_i - 1)} \exp \left( -\frac{m_i}{P_i} \right),
\]

(56)

where \( P_i(k, l) \) and \( Q_i(k, l) \) are auxiliary functions defined in (34), and the parameters \( k \in \{1, 2, \ldots, M_i - 1\} \) and \( l \in \{1, 2, \ldots, N_i - 1\} \) denote the number of events for \( C_{k,i} \) and \( D_{l,i} \), respectively. Thus, the remaining event probabilities in (50) can be easily obtained by a proper choice of the parameters \( k \) and \( l \). For example, for \( k = 1 \) and \( l = 3 \), we obtain
\[
\Pr \left[ C_{1,i} \cap D_{1,i} \cap D_{2,i} \cap D_{3,i} \right] = \mathcal{I}_5 \frac{Q_i(1, 3)}{P_i(1, 3)} \exp \left( -\frac{m_i}{P_i} \right),
\]

(57)

whereas for \( k = 3 \) and \( l = 2 \), we have
\[
\Pr \left[ C_{3,i} \cap D_{2,i} \cap D_{3,i} \right] = \mathcal{I}_5 \frac{Q_i(3, 2)}{P_i(3, 2)} \exp \left( -\frac{m_i}{P_i} \right).
\]

(58)

Later, with the aid of (56) and after some algebraic manipulations, we can rewrite (50) as in (55), displayed at the top of the next page. Finally, and after minor simplifications, (55) reduces to (35), which completes the proof.
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