State-constrained porous media control systems with application to stabilization
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Abstract. We aim at providing a characterization of the ability to maintain a stochastic coupled system with porous media components in a prescribed set of constraints by using internal controls. This property is proven via a quasi-tangency local-in-time condition in the spirit of Euler approximation schemes. In particular, by employing one of the components of the system as asymptotic supervisor, we give conditions guaranteeing the exponential asymptotic stabilizability of controlled porous media equations.

1. Introduction

The present work focuses on the following porous media-type stochastic partial differential system with internal control

\[
\begin{aligned}
dX^{t,\xi,\eta,u}(s) &= \left( \Delta \beta_1 \left( X^{t,\xi,\eta,u}(s) \right) + f_1 \left( X^{t,\xi,\eta,u}(s), Y^{t,\xi,\eta,u}(s), u(s) \right) \right) ds \\
&\quad + \sigma_1 \left( X^{t,\xi,\eta,u}(s), Y^{t,\xi,\eta,u}(s), u(s) \right) dW(s), \\
\end{aligned}
\]

\[
\begin{aligned}
dY^{t,\xi,\eta,u}(s) &= \left( \Delta \beta_2 \left( Y^{t,\xi,\eta,u}(s) \right) + f_2 \left( X^{t,\xi,\eta,u}(s), Y^{t,\xi,\eta,u}(s), u(s) \right) \right) ds \\
&\quad + \sigma_2 \left( X^{t,\xi,\eta,u}(s), Y^{t,\xi,\eta,u}(s), u(s) \right) dW(s), \\
\end{aligned}
\]

\[
\begin{aligned}
X^{t,\xi,\eta,u}(t) &= \xi \in L^2 \left( \Omega; H^{-1}(\mathcal{O}_1) \right), \\
Y^{t,\xi,\eta,u}(t) &= \eta \in L^2 \left( \Omega; H^{-1}(\mathcal{O}_2) \right).
\end{aligned}
\]

(1)

Here, for \( i = 1, 2 \), \( \mathcal{O}_i \) are open bounded domains in euclidean spaces \( \mathbb{R}^{d_i} \), \( \beta_i \), for \( i = 1, 2 \) are Lipschitz monotone functions on \( \mathbb{R} \), and \( W \) is a cylindrical Wiener process defined on some complete probability space \( (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}) \), satisfying the usual conditions of completeness and right-continuity. The drift \( f \) and the noise \( \sigma \) coefficients satisfy suitable continuity properties to be made precise later on.

The stochastic porous media equation has been intensively studied recently in different frameworks. There is a vast literature on the subject and a complete overview would exceed the framework of this paper. We shall recall the pioneer works from [20,28], the case of an unbounded domain from [11], the critical cases from [6,17]

Mathematics Subject Classification: 93E15, 60H15, 35R60, 76S05

Keywords: Stochastic porous media systems, Stochastic control, State constraints, Viability, Stabilization.
and some properties of the solution from [9,10,23]. For further details, we invite our readers to refer to [8] for a monograph on the subject.

According to the order of growth of the operator $\beta$, the porous media equation describes different phenomena going from slow diffusion, for over-unit orders, to fast diffusion, for sub-unit orders, and even super-fast diffusion for negative orders. In the present work we are interested in the case when $\beta$ is monotonically increasing and Lipschitz continuous. The main interest of this case is that general maximal monotone graphs can be approximated by their Yosida approximation which are Lipschitz continuous and monotonically increasing. There are also significant physical problems with $\beta$ Lipschitz continuous as it is the case for the Stefan two phases problem.

The equations are controlled by a process $u$ and we give a state-constrained (or viability) type result for the system. The interest of such questions for porous media type equations comes from geophysics and more precisely could be applied in the study and prevention of cliffs erosion. In other words, if we keep in mind that the solution of a porous media equation represents the moisture (volume of water over volume of voids), then the control can be seen as a drainage system which regulates this moisture. The system in our case could be seen as describing a cliff with two different types of structure corresponding to the two equations. We also consider that there exists a direct connection between the moisture and the solidity of the cliff. In this context, our type of result can be seen as a control methodology to reduce the cliff erosion.

The literature on state-constrained systems originating from the seminal paper [26] has known important advances in the past 30 years with the development of set-valued analysis (cf. [2,3]) and the extension of tangency concepts to stochastic finite-dimensional systems by [4]. Two main streams exist relying either on tangency concepts in the Bouligand-Severi sense, e.g. [1,2,4,19,22] or on viscosity solutions, e.g. in [12,15]. Adapting the notion of tangency, the results in [16] offer an important semi-group-based method to deal with a wide class of deterministic PDEs or other infinite-dimensional components (e.g. mean-field control in [14]). It is this later point of view we adopt here.

The notion of quasi-tangency (see Definition 4) provides a local quasi-constrained $\varepsilon$-solution, and functions as a local Euler-type approximation of the original system. Provided that the overall error (in time) has good concatenating properties, one can proceed with constructing a global quasi-constrained $\varepsilon$-solution (see Definition 16 and Theorem 18). This is a straight-forward machinery in the semi-groupal (or mild) formulation. For porous media equations, however, one works with $H^{-1}(O_\gamma)$-valued solutions which makes the estimates (in an Euler scheme, for instance) particularly sensitive to the $L^2(O_\gamma)$-regularity of initial data and, globally, to time-integrated $L^2(O_\gamma)$-norms. To understand the differences, the reader is invited to take a look at the constants appearing in Proposition 5, inequalities (11) and (12) and the induced impact in Proposition 8 and the necessary condition in Theorem 9. As a consequence, the estimates on conditional expectations in Theorem 9 are, in general, not as good as
the optimal speed ($t$ for deterministic classical systems leading to a choice of $\lambda = 0$). These aspects motivate the further analysis in Sect. 3.4 for finite-dimensional projections.

Finally, let us point out that for finite-dimensional systems, in the spirit of set-valued arguments, viability methods are often employed to provide epigraph-type comparisons, e.g. for viscosity solutions in [21] or, simply for forward or backward stochastic solutions, e.g. in [29]. Of course, this kind of application relies on the presence of several components to be compared and it provides a further motivation for our partially coupled system.

Bearing this in mind, at the end of the paper, we provide an application concerning the long-time behaviour of the solution of the stochastic porous media equation (see Sect. 5 below). More precisely, considering a special case for $\beta_2, f_2$ in equation (1), and applying the viability result obtained in this paper, for a particular set, we deduce an asymptotic exponential stabilization-type result, in projection, for the stochastic media equation. This can be put in connection with the controllability in projection theory in [30]. However, we emphasize that, in contrast with [30], here, the leading operator is fully-nonlinear. This makes the problem very demanding, since the classical technique of linearization together with the tools from the theory of stabilization associated with linear systems (see the monograph [7]) cannot be used in the present context. To the best of our knowledge, this work provides for the first time a stabilization-type result for the stochastic porous media equation. From the practical point of view, this means that we fix a targeted moisture level, then design an internal controller which assures that, exponentially fast, the solution of the porous media equation approaches the targeted moisture value. Clearly, besides the theoretical value, this type of result is of high interest in stopping the cliff erosion, since once the moisture is confined to a certain values interval, one may prevent its erosion and degradation.

The paper is organized as follows. Section 2 presents the main assumptions used throughout the paper, the Euler-type scheme referred to as fundamental solution in (6) and the main notions of near-viability and $\lambda$-quasi-tangency. We wish to emphasize that, due to the specificities of porous media equations, distinction is made between $L^2(O_i)$ and $H^{-1}(O_i)$-notions. The need for such distinction is clear from Sect. 3 (see also the aforementioned details on the originality of our work). Section 3.1 gathers the integrability properties of the fundamental solution (6) and the sharp estimates of right-continuity (see the constants in (11) and (12)). Moreover, Proposition 7 gives the dependence of initial data and perturbations for both solutions and fundamental solutions. These tools concur in Sect. 3.2 to reasonable estimates of the distance between the solution and its approximation via fundamental solutions. As a consequence, $\lambda$-quasi-tangency is shown to be necessary for viability in Theorem 9 (Sect. 3.3), for every $\lambda > 0$. Sect. 3.4 aims at sharpening $\lambda$ to 0 for finite-dimensional projections. Section 4 deals with the sufficiency of the 0-quasi-tangency condition in order to guarantee near viability. The sufficiency result is provided in Theorem 19.
by first constructing global approximating solution in Theorem 18. Section 5 contains the application of the theoretical results to obtain convenient conditions under which the porous media systems can be asymptotically driven towards the origin at an exponential speed. Finally, the appendix presents, for the sake of completeness, the classical techniques of proof allowing to obtain the technical inequalities on solutions, fundamental solutions and approximating solutions.

**Notations**
Throughout the paper, we will be using the following notations.
1. For an integer \( n \in \mathbb{N}^* \), we let \( \mathbb{R}^n \) stand for the standard \( n \)-dimensional Euclidean space. Euclidean norms will be denoted by \( |\cdot| \).
2. For a Lipschitz continuous function \( \phi : \mathbb{R}^n \rightarrow \mathbb{R}^m \), we let \( [\phi]_1 := \sup_{x \neq y} \frac{|\phi(x) - \phi(y)|}{|x - y|} \) be its Lipschitz constant.
3. For \( i \in \{1, 2\} \) and \( d_i \in \mathbb{N}^* \), we let \( \mathcal{O}_i \) designate a bounded open subset of \( \mathbb{R}^{d_i} \) with sufficiently regular (\( C^2 \)) boundary \( \partial \mathcal{O}_i \).
   (a) \( L^p(\mathcal{O}_i), p \geq 1 \) is the standard Banach space of real-valued \( p \)-power (Lebesgue-) integrable functions on \( \mathcal{O}_i \).
   (b) \( H^1_0(\mathcal{O}_i) \) is the space of \( L^2(\mathcal{O}_i) \) functions that vanish on \( \partial \mathcal{O}_i \) and such that the distributional derivative of first-order belongs to \( L^p(\mathcal{O}_i) \). The norm \( \|\cdot\|_{H^1_0(\mathcal{O}_i)} \) is given by
   \[
   \|\phi\|_{H^1_0(\mathcal{O}_i)}^2 := \int_{\mathcal{O}_i} |\nabla \phi(\xi)|^2 \, d\xi.
   \]
   (c) The dual of the aforementioned space is denoted by \( H^{-1}(\mathcal{O}_i) \). The associated norm is \( \|\cdot\|_{H^{-1}(\mathcal{O}_i)} \) and the associated product \( \langle \cdot, \cdot \rangle_{H^{-1}(\mathcal{O}_i)} \).
   (d) The dual of \( L^2(\mathcal{O}_i) \) is designated by \( L^2(\mathcal{O}_i)^* \) and the duality product by \( \langle \cdot, \cdot \rangle_{L^2(\mathcal{O}_i)^* \cdot L^2(\mathcal{O}_i)} \).
4. We consider, for a generic Hilbert space \( G \) a Wiener process \( W \) on \( G \).
5. We let \( L_2 \) designate the space of Hilbert–Schmidt operators on the spaces specified as arguments. We will often write \( L_2(H^{-1}(\mathcal{O}_i)) \) instead of \( L_2(G; H^{-1}(\mathcal{O}_i)) \).
6. Throughout the paper, \( U \) is going to designate a compact (sub)space of a metric space (for simplicity, let us say a euclidean one \( \mathbb{R}^d \)).
7. The stochastic problem is set on a complete filtered probability space \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\) satisfying the usual assumptions of right-continuity and \( \mathbb{P} \)-completeness.
8. The family of \( U \)-valued progressively measurable controls \( u \) is going to be denoted by \( \mathcal{U} \) and referred to as admissible control processes.
9. For random variables, integrability and measurability will be made explicit, e.g. to designate \( H^{-1}(\mathcal{O}_i) \)-valued, \( \mathcal{F}_t \)-measurable, \( \mathbb{P} \)-square integrable random variables, we will use the notation \( \mathbb{L}^2(\Omega, \mathcal{F}_t, \mathbb{P}; H^{-1}(\mathcal{O}_i)) \) for some \( t > 0 \).

---

1 As it is by now standard, we emphasize that \( \left( V := \mathbb{L}^2(\mathcal{O}_i) \cdot H^{-1}(\mathcal{O}_i), V^* \right) \) is a Gelfand triple. In other words, the norm on \( V \) is the one induced by the Hilbert structure of \( H^{-1}(\mathcal{O}_i) \) and, with this norm, one considers the Banach dual which we designate by \( \left( \mathbb{L}^2(\mathcal{O}_i) \right)^* \) (see [27]).
2. Statement of the problem

Throughout the paper and unless explicitly mentioned otherwise, the following standard assumption will hold true for $i \in \{1, 2\}$.

\[
\begin{align*}
(i) & \quad \beta_i : \mathbb{R} \to \mathbb{R} \text{ are Lipschitz continuous and null at } 0; \\
(ii) & \quad \text{There exist } \alpha_i \geq 0 \text{ s.t. } (\beta_i(r) - \beta_i(s))(r-s) \geq \alpha_i(r-s)^2, \forall r, s \in \mathbb{R}; \\
(iii) & \quad f_i : H^{-1}(\Omega_i) \times H^{-1}(\Omega_2) \times U \to H^{-1}(\Omega_i), \\
& \quad \text{there exist } |f_i|_1 > 0 \text{ s.t. } \forall x, x' \in H^{-1}(\Omega_i), y, y' \in H^{-1}(\Omega_2), u \in U, \\
& \quad \| f_i(x, y, u) - f_i(x', y', u) \|_{H^{-1}(\Omega_i)} \leq |f_i|_1 \left( \| x - x' \|_{H^{-1}(\Omega_i)} + \| y - y' \|_{H^{-1}(\Omega_2)} \right); \\
& \quad \sigma_i : H^{-1}(\Omega_i) \times H^{-1}(\Omega_2) \times U \to L_2(H^{-1}(\Omega_i)), \\
& \quad \text{there exist } |\sigma_i|_1 > 0 \text{ s.t. } \forall x, x' \in H^{-1}(\Omega_i), y, y' \in H^{-1}(\Omega_2), u \in U, \\
& \quad \| \sigma_i(x, y, u) - \sigma_i(x', y', u) \|_{L_2(H^{-1}(\Omega_i))} \leq |\sigma_i|_1 \left( \| x - x' \|_{H^{-1}(\Omega_i)} + \| y - y' \|_{H^{-1}(\Omega_2)} \right); \\
(iv) & \quad \sup_{u \in U} \| f_i(0, 0, u) \|_{H^{-1}(\Omega_i)} =: \| f_i \|_0 < \infty; \sup_{u \in U} \| \sigma_i(0, 0, u) \|_{L_2(H^{-1}(\Omega_i))} =: |\sigma_i|_0 < \infty. 
\end{align*}
\]

(2)

Remark 1. 1. We wish to emphasize that $L_2 \left( H^{-1}(\Omega_i) \right)$ are used by making a slight abuse of notation. Since the equations have a common noise on some Hilbert space $G$, one should read $L_2 \left( H^{-1}(\Omega_i) \right) := L_2 \left( G; H^{-1}(\Omega_i) \right)$.

2. Let us consider, by dropping the subscript, $\beta \in \{ \beta_1, \beta_2 \}$. The reader will note that the assumptions (i) and (ii) imply

\[
\beta^2(r) \leq |\beta|_1 \beta(r). 
\]

Indeed, the previous inequality (ii) yields $\beta(r) \geq 0$, if $r \geq 0$. As a consequence, for $r \geq 0$, $\beta(r) = |\beta(r) - \beta(0)| \leq |\beta|_1 r$. For $r \leq 0$, one reasons in the same way.

3. This can be easily extended to

\[
\overline{\alpha} \left( \beta(r) - \beta(s) \right)^2 \leq \left( \beta(r) - \beta(s) \right) (r-s). 
\]

where $\overline{\alpha} := (|\beta|_1 + 1)^{-1} > 0$.

4. The assumptions also imply that, provided that $\Delta \beta_i(x) \in H^{-1}(\Omega_i)$, one has $\| \Delta \beta_i(x) \|_{L_2(\Omega_i)} \leq C \| x \|_{L^2(\Omega_i)}$.

5. A basic construction of generic coefficients $f$ depending on $x$ and satisfying (iii) is provided in Example 11 in order not to overcharge notations at this point.

In addition, we impose the $L^2$-regularity of the coefficients i.e.

\[
\begin{align*}
(iii') & \quad \forall x, x' \in L^2(\Omega_i), y, y' \in L^2(\Omega_2), u \in U, \\
& \quad \| f_i(x, y, u) - f_i(x', y', u) \|_{L^2(\Omega_i)} \leq |f_i|_1 \left( \| x - x' \|_{L^2(\Omega_i)} + \| y - y' \|_{L^2(\Omega_2)} \right); \\
& \quad \| \sigma_i(x, y, u) - \sigma_i(x', y', u) \|_{L_2(G; L^2(\Omega_i))} \leq |\sigma_i|_1 \left( \| x - x' \|_{L^2(\Omega_i)} + \| y - y' \|_{L^2(\Omega_2)} \right); \\
(iv') & \quad \sup_{u \in U} \| f_i(0, 0, u) \|_{L_2(\Omega_i)} < \infty; \sup_{u \in U} \| \sigma_i(0, 0, u) \|_{L_2(G; L^2(\Omega_i))} < \infty. 
\end{align*}
\]

(4)
For initial times $t \geq 0$, we consider the following partially\(^2\) coupled porous media-type system.

\[
\begin{align*}
\frac{dX^{t,\xi,\eta,u}(s)}{ds} &= \left(\Delta \beta_1 \left(X^{t,\xi,\eta,u}(s)\right) + f_1 \left(X^{t,\xi,\eta,u}(s), Y^{t,\xi,\eta,u}(s), u(s)\right)\right) ds \\
&\quad + \sigma_1 \left(X^{t,\xi,\eta,u}(s), Y^{t,\xi,\eta,u}(s), u(s)\right) dW(s), \\
\frac{dY^{t,\xi,\eta,u}(s)}{ds} &= \left(\Delta \beta_2 \left(Y^{t,\xi,\eta,u}(s)\right) + f_2 \left(X^{t,\xi,\eta,u}(s), Y^{t,\xi,\eta,u}(s), u(s)\right)\right) ds \\
&\quad + \sigma_2 \left(X^{t,\xi,\eta,u}(s), Y^{t,\xi,\eta,u}(s), u(s)\right) dW(s), \ s \geq t;
\end{align*}
\]

\[
\begin{align*}
X^{t,\xi,\eta,u}(t) &= \xi \in L^2 \left(\Omega, \mathcal{F}_t, \mathbb{P}; H^{-1}(\mathcal{O}_1)\right), \\
Y^{t,\xi,\eta,u}(t) &= \eta \in L^2 \left(\Omega, \mathcal{F}_t, \mathbb{P}; H^{-1}(\mathcal{O}_2)\right),
\]

(5)

Together with the fundamental solution

\[
\begin{align*}
\frac{dX^{t,\xi,\eta,u}(s)}{ds} &= \left(\Delta \beta_1 \left(X^{t,\xi,\eta,u}(s)\right) + f_1 \left(X^{t,\xi,\eta,u}(s), \xi, \eta, u(s)\right)\right) ds + \sigma_1 \left(X^{t,\xi,\eta,u}(s), \xi, \eta, u(s)\right) dW(s), \\
\frac{dY^{t,\xi,\eta,u}(s)}{ds} &= \left(\Delta \beta_2 \left(Y^{t,\xi,\eta,u}(s)\right) + f_2 \left(Y^{t,\xi,\eta,u}(s), \xi, \eta, u(s)\right)\right) ds + \sigma_2 \left(X^{t,\xi,\eta,u}(s), Y^{t,\xi,\eta,u}(s), u(s)\right) dW(s), \ s \geq t;
\end{align*}
\]

\[
\begin{align*}
X^{t,\xi,\eta,u}(t) &= \xi \in L^2 \left(\Omega, \mathcal{F}_t, \mathbb{P}; H^{-1}(\mathcal{O}_1)\right), \\
Y^{t,\xi,\eta,u}(t) &= \eta \in L^2 \left(\Omega, \mathcal{F}_t, \mathbb{P}; H^{-1}(\mathcal{O}_2)\right).
\]

(6)

These equations are controlled with a progressively measurable process $u$ taking its values in a compact metric space $U$. The existence and uniqueness of solutions for the (coupled) system (5) (resp. (6)) follow in a standard way (see [8, Chapter 2], or the recent [25] for more general coupled systems). In connection with these equations, we consider the following concepts.

**Definition 2.** Given a closed set $K \subset H^{-1}(\mathcal{O}_1) \times H^{-1}(\mathcal{O}_2)$, it is said to be

1. $L^2$-nearly viable with respect to (5) on the finite interval $[0, T > 0]$ if, for every initial time $t \in [0, T)$ and every initial pair $(\xi, \eta) \in K_t := L^2 \left(\Omega, \mathcal{F}_t, \mathbb{P}; \mathcal{F}; K\right)$, such that $(\xi, \eta) \in L^2 \left(\mathcal{O}_1\right) \times L^2 \left(\mathcal{O}_2\right)$, $\mathbb{P}$-a.s., we have

\[
\inf_{u \in \mathcal{U}} \sup_{s \in [t, T]} d \left((X^{t,\xi,\eta,u}(s), Y^{t,\xi,\eta,u}(s)), K_s \cap \mathbb{L}^2 \left(\mathcal{O}_1\times \mathcal{O}_2\right)\right) = 0.
\]

(7)

The distance $d$ is meant in $L^2 \left(\Omega, \mathcal{F}, \mathbb{P}; H^{-1}(\mathcal{O}_1) \times H^{-1}(\mathcal{O}_2)\right)$.

2. Nearly viable with respect to (5) on the finite interval $[0, T > 0]$ if, for every initial time $t \in [0, T)$ and every initial pair $(\xi, \eta) \in K_t := L^2 \left(\Omega, \mathcal{F}_t, \mathbb{P}; \mathcal{F}; K\right)$, we have

\[
\inf_{u \in \mathcal{U}} \sup_{s \in [t, T]} d \left((X^{t,\xi,\eta,u}(s), Y^{t,\xi,\eta,u}(s)), K_s\right) = 0.
\]

(8)

**Remark 3.** 1. If an optimal control in (8) exists, then near viability is equivalent with viability i.e. $(X^{t,\xi,\eta,u}(s), Y^{t,\xi,\eta,u}(s)) \in K$, $\mathbb{P}$-a.s. and for all $s \in [t, T]$.

---

\(^2\)“Partially” coupled due to independent $\Delta \beta$ governing the components, see [29] for possible generalizations.
2. The distance in (8) can be replaced with the distance in $H^{-1}(O_1) \times H^{-1}(O_2)$ from $X^{t, \xi, \eta, u}(s)$ to $K$ whenever the orthogonal projector set-valued function is non-empty (cf. [5, Corollary 8.2.13]).

The second concept is a \textit{quasi-tangency} one. It describes the adequacy of the fundamental solution as a candidate to state-constrained Euler schemes. In particular, this notion quantifies the local behaviour of the distance to the set of constraints.

\textbf{Definition 4.} Let us fix the finite interval $[0, T > 0]$ and $t \in [0, T)$. A closed set $K \subset H^{-1}(O_1) \times H^{-1}(O_2)$ satisfies the $\lambda$-quasi-tangency condition with respect to the control system (5) at $(\xi, \eta) \in K_t$ if

$$\liminf_{\varepsilon \to 0^+} \left\{ \frac{1}{\varepsilon} \mathbb{E} \left[ \|X^{t, \xi, \eta, u}(t + \varepsilon) - \theta_1\|_{H^{-1}(O_1)}^2 + \|Y^{t, \xi, \eta, u}(t + \varepsilon) - \theta_2\|_{H^{-1}(O_2)}^2 \right] \ight.$$} 

$$+ \frac{1}{\varepsilon^2 - 2\lambda} \mathbb{E} \left[ \|X^{t, \xi, \eta, u}(t + \varepsilon) - \theta_1\|_{H^{-1}(O_1)}^2 \right]$$ 

$$+ \frac{1}{\varepsilon^2 - 2\lambda} \mathbb{E} \left[ \|Y^{t, \xi, \eta, u}(t + \varepsilon) - \theta_2\|_{H^{-1}(O_2)}^2 \right]:$$

$$u, \text{ } U\text{-valued, progressively measurable,}$$

$$\theta = (\theta_1, \theta_2) \in K_t := \mathbb{L}^2(\Omega, \mathcal{F}_t, \mathbb{P}; K) \} = 0.$$

If this condition holds true for every $t \in [0, T)$ and every $(\xi, \eta) \in H^{-1}(O_1) \times H^{-1}(O_2)$, then we will simply say that $K$ satisfies the $\lambda$-quasi-tangency condition. When $(\xi, \eta) \in K_t$ have $\mathbb{L}^2(O_1) \times \mathbb{L}^2(O_2)$ regularity, we will require the same regularity for $(\theta_1, \theta_2)$. In some sense, one can talk about the $\lambda$-quasi-tangency condition in $\mathbb{L}^2$. For further connections, please refer to Theorem 9.

\section{The necessary condition}

From now on, we let $C > 0$ be a generic constant only depending on the fixed time horizon $T > 0$ and the dynamical characteristics specified in the assumptions but independent of initial conditions and changing/asymptotic parameters i.e. $\varepsilon \to 0$, $n \to \infty$ and so on. The constant is allowed to change from one line to another in order to simplify the presentation.

\subsection{Basic regularity and initial estimates}

We gather here some useful regularity properties for the fundamental solution $X^{t, \xi, \eta, u}$ and the dependency of $X^{t, \xi, \eta, u}$ on initial data.

\textbf{Proposition 5.} Let the time horizon $T > 0$ be fixed and Assumptions 2 and 4 to hold true. Then, there exists a constant $C > 0$ (generic, dependent of $T$ but not of the initial data) such that the following hold true.
1. For every $\xi \in L^2(\Omega, \mathcal{F}_t, P; H^{-1}(\mathcal{O}_1))$ and every $\eta \in L^2(\Omega, \mathcal{F}_t, P; H^{-1}(\mathcal{O}_2))$, and every $t \leq s \leq T$,

$$\mathbb{E} \left[ \sup_{t \leq r \leq s} \left\| X_{t\xi,\eta}(r) \right\|_{H^{-1}(\mathcal{O}_1)}^2 + \sup_{t \leq r \leq s} \left\| Y_{t\xi,\eta}(r) \right\|_{H^{-1}(\mathcal{O}_2)}^2 \right]$$

$$+ \mathbb{E} \left[ \int_t^s \left( \| \beta_1 (X_{t\xi,\eta}(l)) \|_{L^2(\mathcal{O}_1)} + \| \beta_2 (Y_{t\xi,\eta}(l)) \|_{L^2(\mathcal{O}_2)} \right) \, dl \right] \leq C \left( 1 + \mathbb{E} \left[ \| \xi \|_{H^{-1}(\mathcal{O}_1)}^2 + \| \eta \|_{H^{-1}(\mathcal{O}_2)}^2 \right] \right) (s - t).$$

(9)

Furthermore, let us assume that

for each $i \in \{1, 2\}$, either $\beta_i \equiv 0$ or $\alpha_i > 0$.\n
Then we have the following.

2. For every $\xi \in L^2(\Omega, \mathcal{F}_t, P; L^2(\mathcal{O}_1))$ and every $\eta \in L^2(\Omega, \mathcal{F}_t, P; H^{-1}(\mathcal{O}_2))$, and every $t \leq s \leq T$,

$$\mathbb{E} \left[ \sup_{t \leq r \leq s} \left\| X_{t\xi,\eta}(r) - \xi \right\|_{H^{-1}(\mathcal{O}_1)}^2 \right] \leq C \left( 1 + \mathbb{E} \left[ \| \xi \|_{L^2(\mathcal{O}_1)}^2 + \| \eta \|_{H^{-1}(\mathcal{O}_2)}^2 \right] \right) (s - t).$$

(11)

3. For every $\xi \in L^2(\Omega, \mathcal{F}_t, P; H^{-1}(\mathcal{O}_1))$ and every $\eta \in L^2(\Omega, \mathcal{F}_t, P; L^2(\mathcal{O}_2))$, and every $t \leq s \leq T$,

$$\mathbb{E} \left[ \sup_{t \leq r \leq s} \left\| Y_{t\xi,\eta}(r) - \eta \right\|_{H^{-1}(\mathcal{O}_2)}^2 \right] \leq C \left( 1 + \mathbb{E} \left[ \| \eta \|_{L^2(\mathcal{O}_2)}^2 + \| \xi \|_{H^{-1}(\mathcal{O}_1)}^2 \right] \right) (s - t).$$

(12)

The proof relies on standard considerations: It’s formula for square norms $\| \cdot \|_{H^{-1}(\mathcal{O}_i)}^2$, the monotonicity of $\beta_i$, usual Burkholder–Davis–Gundy inequalities, and Gronwall’s lemma. For our readers’ sake, the proofs of these natural estimates will be relegated to Sect. 6.

Remark 6. A careful look at the estimates in the proof (in (32)) shows that we can actually get a sharper bound involving

$$\mathbb{E} \left[ \int_t^s \left\| X_{t\xi,\eta}(r) - \xi \right\|_{L^2(\mathcal{O}_1)}^2 \, dl \right] \leq C \left( 1 + \mathbb{E} \left[ \| \xi \|_{L^2(\mathcal{O}_1)}^2 + \| \eta \|_{H^{-1}(\mathcal{O}_2)}^2 \right] \right) (s - t).$$

(13)

This bound is superfluous for the theoretical proofs, but might be interesting in applications (see Sect. 5).

At this point, let us emphasize the continuous dependence of the initial data.
Proposition 7. Let the time horizon $T > 0$ be fixed and Assumptions (2) and (4) to hold true. Then, there exists a constant $C > 0$ such that, for every $\xi, \xi' \in H^{-1}(O_1)$ and every $\eta, \eta' \in H^{-1}(O_2)$ and every $t \leq s \leq T$,

$$\begin{align*}
E \left[ \sup_{t \leq r \leq s} \|X^{t, \xi, \eta, u}(r) - X^{t, \xi', \eta', u}(r)\|_{H^{-1}(O_1)}^2 + \int_t^s \| \beta_1 \left( X^{t, \xi, \eta, u}(l) \right) - \beta_1 \left( X^{t, \xi', \eta', u}(l) \right) \|_{L^2(O_1)}^2 \, dl \right] \\
+ E \left[ \sup_{t \leq r \leq s} \|Y^{t, \xi, \eta, u}(r) - Y^{t, \xi', \eta', u}(r)\|_{H^{-1}(O_2)}^2 + \int_t^s \| \beta_2 \left( Y^{t, \xi, \eta, u}(l) \right) - \beta_2 \left( Y^{t, \xi', \eta', u}(l) \right) \|_{L^2(O_2)}^2 \, dl \right] \\
\leq C \left( \|\xi - \xi'\|_{H^{-1}(O_1)}^2 + \|\eta - \eta'\|_{H^{-1}(O_2)}^2 \right).
\end{align*}$$

and

$$\begin{align*}
E \left[ \sup_{t \leq r \leq s} \|X^{t, \xi, \eta, u}(r) - X^{t, \xi', \eta', u}(r)\|_{H^{-1}(O_1)}^2 + \int_t^s \| \beta_1 \left( X^{t, \xi, \eta, u}(l) \right) - \beta_1 \left( X^{t, \xi', \eta', u}(l) \right) \|_{L^2(O_1)}^2 \, dl \right] \\
+ E \left[ \sup_{t \leq r \leq s} \|Y^{t, \xi, \eta, u}(r) - Y^{t, \xi', \eta', u}(r)\|_{H^{-1}(O_2)}^2 + \int_t^s \| \beta_2 \left( Y^{t, \xi, \eta, u}(l) \right) - \beta_2 \left( Y^{t, \xi', \eta', u}(l) \right) \|_{L^2(O_2)}^2 \, dl \right] \\
\leq C \left( \|\xi - \xi'\|_{H^{-1}(O_1)}^2 + \|\eta - \eta'\|_{H^{-1}(O_2)}^2 \right).
\end{align*}$$

The proof is, again, based on standard techniques and will be relegated to Sect. 6 for our readers’ comfort.

3.2. Estimates in average in $H^{-1}(O)$. The necessity

We now strive to show that $(X^{t, \xi, \eta, u}, Y^{t, \xi, \eta, u})$ provides a good replacement for the actual solution $(X^{t, \xi, \eta, u}, Y^{t, \xi, \eta, u})$. Again, the proof is postponed to the Appendix and it relies on classical techniques Itô’s formula, monotonicity of the driving $\beta_t$, the Lipschitz continuity for the coefficients and Burkolder–Davis–Gundy and Gronwall inequalities.

Proposition 8. Let us assume (2) and (10) to hold true. Then, there exists a constant $C > 0$ (generic, able to change from one line to another and only depending on the time horizon $T > 0$ and the coefficients) such that, for every $\xi \in L^2(O, F_t, \mathbb{P}; L^2(O_1))$, every $\eta \in L^2(O, F_t, \mathbb{P}; L^2(O_2))$, every admissible control $u \in U$, and every $t \leq s \leq T$,

$$\begin{align*}
E \left[ \sup_{t \leq r \leq s} \|X^{t, \xi, \eta, u}(r) - X^{t, \xi, \eta, u}(r)\|_{H^{-1}(O_1)}^2 + \int_t^s \| \beta_1 \left( X^{t, \xi, \eta, u}(l) \right) - \beta_1 \left( X^{t, \xi, \eta, u}(l) \right) \|_{L^2(O_1)}^2 \, dl \right] \\
+ E \left[ \sup_{t \leq r \leq s} \|Y^{t, \xi, \eta, u}(r) - Y^{t, \xi, \eta, u}(r)\|_{H^{-1}(O_2)}^2 + \int_t^s \| \beta_2 \left( Y^{t, \xi, \eta, u}(l) \right) - \beta_2 \left( Y^{t, \xi, \eta, u}(l) \right) \|_{L^2(O_2)}^2 \, dl \right] \\
\leq C \left( 1 + E \left[ \|\xi\|_{L^2(O_1)}^2 + \|\eta\|_{L^2(O_2)}^2 \right] \right) (s-t)^2.
\end{align*}$$
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3.3. The necessary condition

These estimates allow us to prove the following necessity condition.
Theorem 9. Let $K \subset H^{-1}(\mathcal{O}_1) \times H^{-1}(\mathcal{O}_2)$ be a closed set.

1. If $K$ is $L^2$-nearly viable with respect to (5), then $K$ enjoys the $\lambda$-quasi tangency condition for every $\lambda > 0$ (in $L^2$, cf. Definition 4) with respect to (5) at every $(\xi, \eta) \in L^2(\mathcal{O}_1) \times L^2(\mathcal{O}_2)$.

2. Furthermore, let us assume that $L^2(\Omega, \mathcal{F}_t, \mathbb{P}; L^2(\mathcal{O}_1) \times L^2(\mathcal{O}_2))$ is relatively dense in $\mathbb{K}_t$ for some $T > 0$ and each $t \in [0, T)$. Then
   (a) $K$ is nearly viable with respect to (5) if and only if it is $L^2$-nearly viable with respect to (5) (on $[0, T]$);
   (b) $K$ satisfies the $\lambda$-quasi tangency condition with respect to (5) if and only if it satisfies this condition for couples $(\xi, \eta) \in L^2(\Omega, \mathcal{F}_t, \mathbb{P}; L^2(\mathcal{O}_1) \times L^2(\mathcal{O}_2))$.

Remark 10. Before proceeding with the proof, we point out that the density requirement is quite weak. Indeed, $L^2(\mathcal{O}_1)$ is continuously and densely embedded into $H^{-1}(\mathcal{O}_1)$, such that this requirement comes down to asking $K$ to be the closure of its interior, and some metric considerations on $\Omega$ (Polish space as it is usually the case with the canonical Wiener constructions) in order to be able to approximate measurable functions with “piecewise” constant ones.

Proof. Let us fix the time horizon $T > 0$ and the initial time $t \in [0, T)$.

1. For the first assertion, we also fix $\varepsilon > 0$ and $(\xi, \eta) \in \mathbb{K}_t \cap L^2(\Omega, \mathcal{F}_t, \mathbb{P}; L^2(\mathcal{O}_1) \times L^2(\mathcal{O}_2))$. Then, there exists an admissible control $u \in \mathcal{U}$ (progressively measurable, $U$-valued) such that
   \[
   d^2 \left( \left( X^{t, \xi, u}(s), Y^{t, \xi, u}(s) \right), \mathbb{K}_t \cap L^2(\Omega, \mathcal{F}_t, \mathbb{P}; L^2(\mathcal{O}_1) \times L^2(\mathcal{O}_2)) \right) < \varepsilon^2, \forall s \in [t, T].
   \]
   One is able to pick some $\theta = (\theta_1, \theta_2) \in \mathbb{K}_{t+\varepsilon} \cap L^2(\Omega, \mathcal{F}_{t+\varepsilon}, \mathbb{P}; L^2(\mathcal{O}_1) \times L^2(\mathcal{O}_2))$ such that
   \[
   \mathbb{E} \left[ \|X^{t, \xi, u}(t+\varepsilon) - \theta_1\|_{H^{-1}(\mathcal{O}_1)}^2 + \|Y^{t, \xi, u}(t+\varepsilon) - \theta_2\|_{H^{-1}(\mathcal{O}_2)}^2 \right] \leq \varepsilon^3.
   \]
   Owing to Proposition 8, it follows from the later inequality that
   \[
   \mathbb{E} \left[ \|X^{t, \xi, u}(t+\varepsilon) - \theta_1\|_{H^{-1}(\mathcal{O}_1)}^2 + \|Y^{t, \xi, u}(t+\varepsilon) - \theta_1\|_{H^{-1}(\mathcal{O}_1)}^2 \right] \leq C \left( 1 + \mathbb{E} \left[ \|\xi\|_{L^2(\mathcal{O}_1)}^2 + \|\eta\|_{L^2(\mathcal{O}_2)}^2 \right] \right) \varepsilon^2.
   \]
   The conclusion follows.

2. Due to the density assumption, for every $(\xi', \eta') \in \mathbb{K}_t$ and $\varepsilon > 0$, one is able to find $(\xi, \eta) \in \mathbb{K}_t \cap L^2(\Omega, \mathcal{F}_t, \mathbb{P}; L^2(\mathcal{O}_1) \times L^2(\mathcal{O}_2))$ such that
   \[
   \mathbb{E} \left[ \|\xi' - \xi\|_{H^{-1}(\mathcal{O}_1)}^2 + \|\eta' - \eta\|_{H^{-1}(\mathcal{O}_2)}^2 \right] \leq \varepsilon^3.
   \]
   (a) If $K$ is $L^2$-nearly viable, then, there exists $u \in \mathcal{U}$ such that
   \[
   d_{L^2(\Omega, \mathcal{F}, \mathbb{P}; H^{-1}(\mathcal{O}_1) \times H^{-1}(\mathcal{O}_2))} \left( \left( X^{t, \xi, u}(s), Y^{t, \xi, u}(s) \right), \mathbb{K}_s \right) \leq \frac{1}{2} \varepsilon, \forall s \in [t, T].
   \]
Then, owing to Proposition 7, it follows that, for all $s \in [t, T]$,
\[
d_{L^2}^2(\Omega, \mathcal{F}, \mathbb{P}; H^{-1}(\Omega_1) \times H^{-1}(\Omega_2)) \left( \left( X^{t, \xi', \eta', u}(s), Y^{t, \xi', \eta', u}(s) \right), \mathbb{K}_s \right)
\leq d_{L^2}^2(\Omega, \mathcal{F}, \mathbb{P}; H^{-1}(\Omega_1) \times H^{-1}(\Omega_2)) \left( \left( X^{t, \xi, \eta, u}(s), Y^{t, \xi, \eta, u}(s) \right), \mathbb{K}_s \right)
+ \sqrt{\left\| X^{t, \xi, \eta, u}(s) - X^{t, \xi', \eta', u}(s) \right\|_{H^{-1}(\Omega_1)}^2 + \left\| Y^{t, \xi, \eta, u}(s) - Y^{t, \xi', \eta', u}(s) \right\|_{H^{-1}(\Omega_2)}^2} \leq \varepsilon,
\]
for $\varepsilon$ small enough chosen to compensate the generic constant in Proposition 7. It follows that $K$ is nearly viable w.r.t. (5).

(b) The quasi-tangency is proven in a similar way from the quantities involved in Definition 4 and using the estimates on $\left\| X^{t, \xi, \eta, u} - X^{t, \xi', \eta', u} \right\|_{H^{-1}(\Omega_1)}^2 + \left\| Y^{t, \xi, \eta, u} - Y^{t, \xi', \eta', u} \right\|_{H^{-1}(\Omega_2)}^2$ from Proposition 7.

3.4. Estimating the conditional expectations in $H^{-1}(\mathcal{O})$

While the previous result provides us with a good speed for the stochastic case, one would expect a better estimate for the “deterministic” part. In particular, one is interested in cases when (much like the finite-dimensional setting), the quasi-tangency can be obtained with $\lambda = 0$.

To this purpose, we look into $\left\| \mathbb{E} \left[ X^{t, \xi, \eta, u} - X^{t, \xi', \eta', u} \mid \mathcal{F}_t \right] \right\|_{H^{-1}(\Omega_1)}^2$ and the analogous part for the second component. We wish to point out that a direct (iterated) method works for deterministic equations. A contribution in this setting [18] will be available soon, but it fails to provide a reasonable estimate for the stochastic case.

For $i \in \{1, 2\}$, let us denote by

1. $\lambda_i^j$ the eigenvalues of $-\Delta$ w.r.t. $\mathcal{O}_i$ and ordered increasingly;
2. $\tilde{e}_j^i$ the $L^2(\mathcal{O}_i)$ orthonormal basis of eigen-functions vanishing on $\partial \mathcal{O}_i$ and corresponding to these eigenvalues. It is clear that $e_j^i := \sqrt{\lambda_j} \tilde{e}_j^i$ is orthonormal in $H^{-1}(\mathcal{O}_i)$;
3. For $j \geq 1$, we let $\Pi_j^i : H^{-1}(\mathcal{O}_i) \to L^2(\mathcal{O}_i) \subset H^{-1}(\mathcal{O}_i)$ be defined by

\[
\Pi_j^i(x) = \sum_{1 \leq k \leq j} \left\langle x, e_k^i \right\rangle_{H^{-1}(\mathcal{O}_i)} e_k^i.
\]

The reader is invited to note this is an orthogonal projector in $H^{-1}(\mathcal{O}_i)$ and, in particular, $\left\| \Pi_j^i(x) \right\|_{H^{-1}(\mathcal{O}_i)} \leq \|x\|_{H^{-1}(\mathcal{O}_i)}$.

In particular,

1. If $x \in L^2(\mathcal{O}_i)$, then

\[
\left\langle \Delta x, e_j^i \right\rangle_{H^{-1}(\mathcal{O}_i)} = -\sqrt{\lambda_j} \left\langle x, \tilde{e}_j^i \right\rangle_{L^2(\mathcal{O}_i)} ; \quad \left\langle x, e_j^i \right\rangle_{H^{-1}(\mathcal{O}_i)} = \frac{1}{\sqrt{\lambda_j}} \left\langle x, \tilde{e}_j^i \right\rangle_{L^2(\mathcal{O}_i)} .
\]
2. As a consequence, \( \Pi_j^i(x) = \sum_{1 \leq k \leq j} \langle x, \tilde{e}_k^j \rangle_{L^2(O_1)} \tilde{e}_k^j \) is the usual \( L^2(O_1) \) projection onto \( \text{span}_{L^2(O_1)} \{ \tilde{e}_k^j : 1 \leq k \leq j \} \) when restricted to \( L^2(O_1) \).

3. We have
\[
\left\| \Pi_j^i(\Delta x) \right\|_{L^2(O_1)}^2 = \sum_{1 \leq k \leq j} \left( \lambda_k^i \right)^2 \left\langle x, e_k^j \right\rangle_{L^2(O_1)}^2 \\
\leq \max_{1 \leq k \leq j} \left( \lambda_k^i \right)^2 \left\| \Pi_j^i(x) \right\|_{L^2(O_1)}^2 = \left( \lambda_j^i \right)^2 \left\| \Pi_j^i(x) \right\|_{L^2(O_1)}^2 ;
\]

4. Moreover
\[
\left\| \Pi_j^i(\Delta x) \right\|_{H^{-1}(O_1)}^2 = \sum_{1 \leq k \leq j} \left( \lambda_k^i \right)^2 \left\langle x, e_k^j \right\rangle_{H^{-1}(O_1)}^2 \\
\leq \left( \max_{1 \leq k \leq j} \left( \lambda_k^i \right)^2 \right) \left\| \Pi_j^i(x) \right\|_{H^{-1}(O_1)}^2 ;
\]

5. Furthermore
\[
\left\| \Pi_j^i(x) \right\|_{L^2(O_1)}^2 = \sum_{1 \leq k \leq j} \left( \lambda_k^i \right)^2 \left\langle x, e_k^j \right\rangle_{L^2(O_1)}^2 \\
= \sum_{1 \leq k \leq j} \lambda_k^i \left\langle x, e_k^j \right\rangle_{H^{-1}(O_1)}^2 \leq \left( \max_{1 \leq k \leq j} \lambda_k^i \right) \left\| \Pi_j^i(x) \right\|_{H^{-1}(O_1)}^2 ;
\]

6. In addition
\[
\left\| \Pi_j^i(x) \right\|_{H^{-1}(O_1)}^2 = \sum_{1 \leq k \leq j} \left( \lambda_k^i \right)^2 \left\langle x, e_k^j \right\rangle_{H^{-1}(O_1)}^2 \\
= \sum_{1 \leq k \leq j} \frac{1}{\lambda_k^i} \left\langle x, \tilde{e}_k^j \right\rangle_{L^2(O_1)}^2 \leq \frac{1}{\min_{1 \leq k \leq j} \lambda_k^i} \left\| \Pi_j^i(x) \right\|_{L^2(O_1)}^2 ;
\]

7. Note also that \( \Pi_j^i \) commutes with \( \Delta \).

**Example 11.** Let us explain a basic construction of generic coefficients \( f : H^{-1}(O_1) \to H^{-1}(O_1) \) depending only on \( x \) and satisfying 2 (iii). One begins with picking a family of Lipschitz and bounded real functions \( f^j \) and let \( \left[ f^j \right]_1 \) be their Lipschitz-constant. Then, one sets
\[
f(x) := \sum_{j \geq 1} \gamma_j \left[ f^j(\Pi_j^1(x)), e_j^1 \right]_{H^{-1}(O_1)} e_j^1 ;
\]

Then
\[
\left\| f(x) - f(y) \right\|_{H^{-1}(O_1)}^2 = \sum_{j \geq 1} \gamma_j^2 \left[ f^j(\Pi_j^1(x)) - f^j(\Pi_j^1(y)), e_j^1 \right]_{H^{-1}(O_1)}^2 ;
\]
and it suffices to impose $\sum_{j \geq 1} \gamma_j^2 \left[ f^j \right] \leq C < \infty$.

We can now turn our attention to the following result.

**Proposition 12.** Let us assume (2) and (10) to hold true and let us fix $j, j' \in \mathbb{N}^\ast$. Then, there exists a constant $C > 0$ (generic, able to change from one line to another and only depending on the time horizon $T > 0$ and the coefficients such that, for every $x \in \mathbb{L}^2 \left( \Omega, \mathcal{F}_t, \mathbb{P}; \mathbb{L}^2 \left( \mathcal{O}_1 \right) \right)$ and every $y \in \mathbb{L}^2 \left( \Omega, \mathcal{F}_t, \mathbb{P}; \mathbb{L}^2 \left( \mathcal{O}_2 \right) \right)$, and every $t \leq s \leq T$,

\[
\begin{align*}
\mathbb{E} \left[ \sup_{r \leq s} \mathbb{E} \left[ \sum_{1 \leq k \leq j} \left\| \Pi_j \left( X^{t, f^j(x), u} - X^{t, f^j(y), u} \right) \right\|_{L^2 \left( \mathcal{O}_1 \right)}^2 \right] \right] \\
\leq C \left( 1 + \left( \frac{\max \lambda_k^2}{\min \lambda_k^2} \right)^2 \right) \left( 1 + \mathbb{E} \left[ \| x \|_{L^2 \left( \mathcal{O}_1 \right)}^2 + \| y \|_{L^2 \left( \mathcal{O}_2 \right)}^2 \right] \right) (s-t)^3.
\end{align*}
\]  

(16)

**Proof.** One easily notes that

\[
\begin{align*}
\left( \delta^j_t \left( r \right) \right)^2 := \mathbb{E} \left[ \Pi_j \left( X^{t, f^j(x), u} - X^{t, f^j(y), u} \right) \right] H^{-1} \left( \mathcal{O}_1 \right) \right] \\
\leq \mathbb{E} \left[ \left. \left( \int_t^r \Pi_j \left( \Delta \beta_1 \left( X^{t, f^j(x), u} \right) - \Delta \beta_1 \left( X^{t, f^j(y), u} \right) \right) \right) \right| \mathcal{F}_t \right],
\end{align*}
\]

(16)
\[
\leq \frac{\max_{1 \leq k \leq j} \lambda_k^l}{\min_{1 \leq k \leq j} \sqrt{\lambda_k^l}} [\beta]_1 \mathbb{E} \left[ \int_t^r \|X^{t,\eta,u}(l) - X^{t,\eta,u}(l)\|_{L^2(O_1)} \, dl \mid \mathcal{F}_t \right] \delta_j^l(r) \\
+ \|f\|_1 (r - t) \mathbb{E} \left[ \sup_{t \leq l \leq r} \left( \|X^{t,\eta,u}(l) - \xi\|_{H^{-1}(O_1)} + \|X^{t,\eta,u} - \eta\|_{H^{-1}(O_2)} \right) \mid \mathcal{F}_t \right] \delta_j^l(r)
\]

As a consequence, using classical inequalities \(ab \leq \frac{1}{8}b^2 + 2a^2\) and Jensen’s inequality, one gets

\[
\left(\delta_j^l(r)\right)^2 \leq C \left( 1 + \left( \frac{\max_{1 \leq k \leq j} \lambda_k^l}{\min_{1 \leq k \leq j} \sqrt{\lambda_k^l}} \right)^2 \right) \mathbb{E} \left[ \int_t^r \left( \|X^{t,\eta,u}(l) - X^{t,\eta,u}(l)\|_{L^2(O_1)} \right)^2 \, dl \mid \mathcal{F}_t \right] \\
+ C(r - t)^2 \mathbb{E} \left[ \sup_{t \leq l \leq r} \left( \|X^{t,\eta,u}(l) - \xi\|_{H^{-1}(O_1)} + \sup_{t \leq l \leq r} \|X^{t,\eta,u} - \eta\|_{H^{-1}(O_2)} \right) \mid \mathcal{F}_t \right]
\]

\[
\leq C \left( 1 + \left( \frac{\max_{1 \leq k \leq j} \lambda_k^l}{\min_{1 \leq k \leq j} \sqrt{\lambda_k^l}} \right)^2 \right) (r - t) \mathbb{E} \left[ \int_t^r \left( \|X^{t,\eta,u}(l) - X^{t,\eta,u}(l)\|_{L^2(O_1)} \right)^2 \, dl \mid \mathcal{F}_t \right] \\
+ C(r - t)^2 \mathbb{E} \left[ \sup_{t \leq l \leq r} \left( \|X^{t,\eta,u}(l) - \xi\|_{H^{-1}(O_1)} + \sup_{t \leq l \leq r} \|X^{t,\eta,u} - \eta\|_{H^{-1}(O_2)} \right) \mid \mathcal{F}_t \right].
\]

The conclusion follows by taking \(\sup_{t \leq r \leq s}\) and invoking Proposition 8 to deal with the first term and Proposition 5 for the remaining term(s). \(\square\)

By putting \(s = t + \varepsilon\) in the previous proposition, one gets the stronger quasi-tangency condition.

**Corollary 13.** Let us assume that there exist \(j, j' \geq 1\) such that \(K \subset \Pi^H_1(O_1) \times \Pi^H_2(O_2)\). If \(K\) satisfies the near-viability property with respect to (5) on \([0, T > 0]\), then

1. it is quasi-tangent with \(\lambda = 0\), for every initial \(t \in [0, T)\) and every \((\xi, \eta) \in L^2(\Omega, \mathcal{F}_t, \mathbb{P}; L^2(O_1) \times L^2(O_2)) \cap \mathbb{K}_t\);
2. If, in addition, \(L^2(\Omega, \mathcal{F}_t, \mathbb{P}; L^2(O_1) \times L^2(O_2))\) is relatively dense in \(\mathbb{K}_t\) for every, \(t \in [0, T)\), then \(K\) is quasi-tangent with \(\lambda = 0\), for every initial \(t \in [0, T)\) and every \((\xi, \eta) \in \mathbb{K}_t\).

4. Sufficiency

Let us note that, for \(\lambda \in [0, \frac{1}{2}]\), the \(\lambda\)-quasi-tangency condition can, alternatively, be expressed in a sequential formulation.

**Proposition 14.** The set \(K\) has the \(\lambda\)-quasi-tangency property with respect to (5) at time \(t \in [0, T)\) at the point \((\xi, \eta) \in \mathbb{K}_t\) if and only if the following hold simultaneously.

1. There exists a sequence \((\varepsilon_n)_{n \geq 1} \subset \mathbb{R}_+\) such that \(\lim_{n \to \infty} \varepsilon_n = 0\) and there exist sequences \(a_i^n, b_i^n \in L^2(\Omega, \mathcal{F}_{t + \varepsilon_n}, \mathbb{P}; H^{-1}(O_1))\), for \(i \in \{1, 2\}\) such that
\[ \lim_{n \to \infty} \mathbb{E} \left[ \| a_n \|_{H^{-1}(O_1)}^2 \right] = \lim_{n \to \infty} \mathbb{E} \left[ \| b_n \|_{H^{-1}(O_1)}^2 \right] = 0; \]

(b) \( \mathbb{E} \left[ b_n^i | F_t \right] = 0, \mathbb{P}\text{-a.s. and } a_n^i \text{ is } F_t\text{-measurable;} \)

and

2. There exists \( u_n \in \mathcal{U} \) such that
\[
\left( X_t^\xi,\eta,\xi,\eta, u_n(t + \varepsilon) + \sqrt{\varepsilon_n} a_n^1, Y_t^\xi,\eta,\xi,\eta, u_n(t + \varepsilon) + \sqrt{\varepsilon_n} b_n^1 \right) \\
\in K_{t+\varepsilon}, \mathbb{P}\text{-a.s.}
\]

For the \( L^2 \) quasi-tangency, one further requires \((\xi, \eta) \in L^2(O_1) \times L^2(O_2), \mathbb{P}\text{-a.s.} \)
and the analogous regularity for the correction terms \(a, b\).

**Sketch of the proof.** It is rather clear that the elements in the third point stand for \((\theta_1, \theta_2)\) appearing in Definition 4. So, starting from \( p^1 := \theta_1 - X_t^\xi,\eta,\xi,\eta, u(t + \varepsilon) \), one sets \( a^1 := \frac{1}{\varepsilon} \mathbb{E} \left[ p^1 | F_t \right] \), \( b^1 := \frac{1}{\sqrt{\varepsilon}} \left( p^1 - \mathbb{E} \left[ p^1 | F_t \right] \right) \). The argument for the \( Y \)-component is quite similar and the reasoning gives an equivalence between the sequential characterization and Definition 4. \( \square \)

**Remark 15.**
1. The reader is referred to [4, Definition 1.1] to see the links of this formulation with the stochastic contingent cones (whenever \( \beta_1 = \beta_2 = 0 \)).
2. Whenever one assumes (10) to hold true (in addition to (2) and (4)), it is easy to see that the fundamental solution \( (X_t^\xi,\eta,\xi,\eta, u, Y_t^\xi,\eta,\xi,\eta, u) \) shares the \( L^2(O_1) \times L^2(O_2) \) regularity with the initial data \((\xi, \eta)\). As a consequence, one establishes the \( L^2 \) quasi-tangency requirements.

Form now on, and unless stated otherwise, we only look at the \( L^2 \)-regular notions (quasi-tangency and near viability).

4.1. Approximate solutions. Definition and elementary properties

We consider the following notion of \( \varepsilon \)-approximate solution compatible at the discretization times with the state constraints.

**Definition 16.** For \( 0 \leq t \leq T \), every initial data \((\xi, \eta) \in K_t \cap L^2(\Omega, F_t, \mathbb{P}; L^2(O_1) \times L^2(O_2)) \) and \( \varepsilon > 0 \), an \( \varepsilon \)-approximate solution for (5) is a vector \((\bar{T}, \tau, u, (\phi_1, \phi_2), (\psi_1, \psi_2), (X, Y))\) such that

1. \( t \leq \bar{T} \leq T \);
2. The measurable \( \tau : [t, \bar{T}] \to [t, \bar{T}] \) is non-decreasing, non-anticipating and at most \( \varepsilon \)-delayed i.e. \( s - \varepsilon \leq \tau(s) \leq s, \forall s \in [t, \bar{T}] \);
3. The control \( u \in \mathcal{U} \);
4. The error-capturing processes \((\phi_1, \phi_2, \psi_1, \psi_2) : [t, \bar{T}] \to H^{-1}(O_1) \times H^{-1}(O_2) \times L_2 \left( H^{-1}(O_1) \right) \)
The processes \( \mathcal{X}, \mathcal{Y} \) are adapted, \( L^2 (\mathcal{O}_1) \times L^2 (\mathcal{O}_2) \)-valued, and satisfy (in the classical \( H^{-1}(\mathcal{O}_1) \)-sense)

\[
\begin{aligned}
\phi \mathcal{X}(s) &= (\Delta \beta_1 (\mathcal{X}(s)) + f_1 (\mathcal{X}(\tau(s)), \mathcal{Y}(\tau(s)), u(s)) + \phi_1(s)) \, ds \\
&\quad + (\sigma_1 (\mathcal{X}(\tau(s)), \mathcal{Y}(\tau(s)), u(s)) + \phi_1(s)) \, dW(s), \\
\phi \mathcal{Y}(s) &= (\Delta \beta_2 (\mathcal{Y}(s)) + f_2 (\mathcal{X}(\tau(s)), \mathcal{Y}(\tau(s)), u(s)) + \phi_2(s)) \, ds \\
&\quad + (\sigma_2 (\mathcal{X}(\tau(s)), \mathcal{Y}(\tau(s)), u(s)) + \phi_2(s)) \, dW(s), \quad s \geq t,
\end{aligned}
\]

(17)

\( \mathcal{X}(t) = \xi, \mathcal{Y}(t) = \eta. \)

6. For every \( s \in \left[ t, \bar{T} \right] \), the constraint \( (\mathcal{X}(\tau(s)), \mathcal{Y}(\tau(s))) \in K, \mathbb{P}\text{-a.s.}, (\mathcal{X}(\bar{T}), \mathcal{Y}(\bar{T})) \in K_{\bar{T}}, \mathbb{P}\text{-a.s.} \) and

\[
\mathbb{E} \left[ \| \mathcal{X}(\tau(s)) - \mathcal{X}(s) \|^2_{H^{-1}(\mathcal{O}_1)} + \| \mathcal{Y}(\tau(s)) - \mathcal{Y}(s) \|^2_{H^{-1}(\mathcal{O}_2)} \right] \leq \varepsilon, \quad \forall s \in \left[ t, \bar{T} \right].
\]

**Proposition 17.** We assume (2) and (4) to hold true. Then, there exists a constant \( C > 0 \) such that, for \( t \leq s \leq \bar{T} \) and \((\xi, \eta) \in L^2 (\Omega, \mathcal{F}, \mathbb{P}; H^{-1}(\mathcal{O}_1) \times H^{-1}(\mathcal{O}_2))\), one has the following properties of an \( \varepsilon \)-approximate solution as described in Definition 16.

1. The following estimate holds true

\[
\mathbb{E} \left[ \sup_{t \leq s \leq \bar{T}} \| \mathcal{X}(r) \|^2_{H^{-1}(\mathcal{O}_1)} + \sup_{t \leq s \leq \bar{T}} \| \mathcal{Y}(r) \|^2_{H^{-1}(\mathcal{O}_2)} + \int_t^s \left( \| f_1(\mathcal{X}(\tau)) \|^2_{1,2(\mathcal{O}_1)} + \| f_2(\mathcal{Y}(\tau)) \|^2_{1,2(\mathcal{O}_2)} \right) \, d\tau \right] \\
\leq C \left( 1 + \mathbb{E} \left[ \| \mathcal{X}(t) \|^2_{H^{-1}(\mathcal{O}_1)} + \int_t^{\bar{T}} \| f_1(\mathcal{X}(\tau)) \|^2_{H^{-1}(\mathcal{O}_1)} \, d\tau + \int_t^{\bar{T}} \| \mathcal{Y}(\tau) \|^2_{H^{-1}(\mathcal{O}_2)} \, d\tau \right] \right). 
\]

(18)

2. Furthermore, if (10) holds true, then

(a) \( \beta_1 \) and \( \beta_2 \) can be suppressed in the previous inequality such that \( (\mathcal{X}, \mathcal{Y}) \) has a modification belonging to \( L^2 (\mathcal{O}_1) \times L^2 (\mathcal{O}_2) \).

(b) This modification (still denoted by \( (\mathcal{X}, \mathcal{Y}) \)) is continuous as a time function with values in \( L^2 (\Omega, \mathcal{F}, \mathbb{P}; H^{-1}(\mathcal{O}_1) \times H^{-1}(\mathcal{O}_2)) \).

(c) The following dependency of the initial data is valid, for \( t \leq s \leq \bar{T} \)

\[
\mathbb{E} \left[ \| \mathcal{X}(s) - \xi \|^2_{H^{-1}(\mathcal{O}_1)} + \| \mathcal{Y}(s) - \eta \|^2_{H^{-1}(\mathcal{O}_2)} \right] \\
\leq C \left( 1 + \mathbb{E} \left[ \| \mathcal{X}(t) \|^2_{1,2(\mathcal{O}_1)} + \| \mathcal{Y}(t) \|^2_{1,2(\mathcal{O}_2)} + \int_t^s \left( \| f_1(\mathcal{X}(\tau)) \|^2_{H^{-1}(\mathcal{O}_1)} + \| f_2(\mathcal{Y}(\tau)) \|^2_{H^{-1}(\mathcal{O}_2)} \right) \, d\tau \right] \right) (s - t) \\
+ C \mathbb{E} \left[ \int_t^s \left( \| f_1(\mathcal{X}(\tau)) \|^2_{1,2(\mathcal{O}_1)} + \| f_2(\mathcal{Y}(\tau)) \|^2_{1,2(\mathcal{O}_2)} \right) \, d\tau \right] 
\]

(19)
The proof is very close to the one in Proposition 5. For our readers’ sake, we hint the main supplementary items in the Appendix.

4.2. Existence of global approximate solutions

**Theorem 18.** Let us assume that (2), (4) and (10) hold true. Furthermore, we assume that \( K \subset H^{-1}(\mathcal{O}_1) \times H^{-1}(\mathcal{O}_2) \) is a closed set enjoying the quasi-tangency condition with \( \lambda = 0 \) and in the \( L^2 \) setting on some interval \([0, T]\). Then, for every initial time \( t \in [0, T) \), for every initial data \((\xi, \eta) \in K_t\) (and \( L^2(\mathcal{O}_1) \times L^2(\mathcal{O}_2)\)-valued), every time horizon \( \bar{T} \in [t, T] \) and every \( \varepsilon \in (0, 1) \), there exists a global\(^3 \varepsilon\)-approximate solution in the sense of Definition 16.

**Proof.** 1. From quasi-tangency to local \( \varepsilon\)-approximate solutions.

We fix \( \varepsilon > 0 \) and pick \( 0 < \varepsilon' < \varepsilon \) (to be made precise at the end of this step).

The quasi-tangency condition at the initial data \((t, \xi, \eta)\) yields the existence of some admissible \( u \) (hence the condition 3. in Definition 16, \( \delta < \varepsilon' \) and

\[
(p^1, p^2) \in L^2(\Omega, \mathcal{F}_{t+\delta}, \mathbb{P}; (L^2(\mathcal{O}_1) \times L^2(\mathcal{O}_2)))
\]

such that

\[
\begin{aligned}
\mathbb{E} \left[ \left\| p^1 \right\|^2_{H^{-1}(\mathcal{O}_1)} + \left\| p^2 \right\|^2_{H^{-1}(\mathcal{O}_2)} \right] &+ \frac{1}{\delta^2} \mathbb{E} \left[ \left\| \mathbb{E} \left[ p^1 \mid \mathcal{F}_t \right] \right\|^2_{H^{-1}(\mathcal{O}_1)} \right] \\
&+ \left\| \mathbb{E} \left[ p^2 \mid \mathcal{F}_t \right] \right\|^2_{H^{-1}(\mathcal{O}_2)} \leq \varepsilon',
\end{aligned}
\]

(20)

The martingale representation theorem for \( \frac{1}{\sqrt{\delta}} p^i \) leads to

\[
\frac{1}{\sqrt{\delta}} p^i = \phi_t(t) + \int_t^{t+\delta} \frac{1}{\delta} \psi_t(s) dW(s)
\]

where \( \phi_t(t) \) is obtained as the conditional expectation and extended to a function on \([t, t+\delta]\) by setting \( \phi_t(s) = \phi_t(t) \). It follows that

\[
\mathbb{E} \left[ \int_t^{t+\delta} \left( \| \phi_1(l) \|^2_{H^{-1}(\mathcal{O}_1)} + \| \phi_2(l) \|^2_{H^{-1}(\mathcal{O}_2)} + \| \psi_1(l) \|^2_{L^2(H^{-1}(\mathcal{O}_1))} + \| \psi_2(l) \|^2_{L^2(H^{-1}(\mathcal{O}_2))} \right) dl \right] \leq \delta \varepsilon'.
\]

(21)

In particular, the condition 4. in Definition 16 holds true. Furthermore, one sets \( \tau(s) = t, \forall s \in [t, t+\delta] \) such that \((X(s), Y(s)) = (\xi, \eta) \in K_t\) \( \mathbb{P}\)-a.s. The second assertion in (20) and the construction of \( \phi \) and \( \psi \) guarantee that

\[
(X(t+\delta), Y(t+\delta)) \in K_{t+\delta}.
\]

Finally, owing to (19), then (21), one has

\[
\mathbb{E} \left[ \| X(s) - X(\tau(s)) \|^2_{H^{-1}(\mathcal{O}_1)} + \| Y(s) - Y(\tau(s)) \|^2_{H^{-1}(\mathcal{O}_2)} \right]
\]

\(^3\)i.e. With the time horizon component \( \bar{T} = \tilde{T} \).
explaining the judicious choice of $\varepsilon'$.

2. Asymptotic behaviour of monotone sequences of approximate solutions.

As it has been proven in the previous step, the family of $\varepsilon$-approximate solutions is non-empty. This family will be denoted by $A$ and endowed with a partial order relation

$$
\left( T^1, \tau^1, u^1, (\phi_1^1, \phi_2^1), (\psi_1^1, \psi_2^1), (X^1, \mathcal{Y}^1) \right) \preceq \left( T^2, \tau^2, u^2, (\phi_1^2, \phi_2^2), (\psi_1^2, \psi_2^2), (X^2, \mathcal{Y}^2) \right),
$$

if $t \leq T^1 \leq T^2$, $u^1 = u^2$. $\tau^1 = \tau^2$, $\phi_1^1 = \phi_1^2$, $\psi_1^1 = \psi_1^2$ on $[t, T^1]$ $\times$ $\Omega$ and up to an evanescent set to render indistinguishable the restrictions. We aim at proving that every increasing sequence (indexed by a superscript $n \geq 1$) in $A$ admits a maximum belonging to $A$.

To this purpose, one naturally defines $\bar{T} := \sup_{n \geq 1} \bar{T}^n$. The stationary case is obvious and will be excluded from the argument. We focus on the framework $\bar{T}^n < \bar{T}$. One naturally extends

$$
\tau(s) := \begin{cases} 
\tau^n(s), & \text{if } s \in [t, \bar{T}^n]; \\
\sup_{n \geq 1} \tau^n(\bar{T}^n), & \text{if } s = \bar{T},
\end{cases}
$$

keeping the properties in 2. in Definition 16.

Similarly, one extends $u^n$ by picking some $u_0 \in U$ and setting $u(\bar{T}) = u_0$. The correction terms $(\phi_1^1, \phi_2^1), (\psi_1^1, \psi_2^1)$ are extended by setting them to 0 at $s = \bar{T}$. Predictability is obvious by definition and the inequality in item 4. in Definition 16 are guaranteed by Fatou’s lemma. The fact that $(\mathcal{X}, \mathcal{Y})$ extends $(\mathcal{X}^n, \mathcal{Y}^n)$ is a mere consequence of the uniqueness in (17). The continuity of $\mathcal{X}$, $\mathcal{Y}$ (see last item in Proposition 17) and the convergence $\lim_{n \to \infty} \tau(\bar{T}^n) = \tau(\bar{T})$ and $\lim_{n \to \infty} \bar{T}^n = \bar{T}$, together with the closedness of $K$ show that $K \ni \left( \bar{X}(\bar{T}^n), \bar{Y}(\bar{T}^n) \right)$ and $K \ni \left( \bar{X}(\tau(\bar{T}^n)), \bar{Y}(\tau(\bar{T}^n)) \right)$. The same continuity in $L^2(\Omega, \mathcal{F}, \mathbb{P}; H^{-1}(\mathcal{O}_1) \times H^{-1}(\mathcal{O}_2))$ allows one to pass to the limit as $n \to \infty$ in the upper-estimate

$$
\mathbb{E}\left[ \| \mathcal{X}(\tau^n(s)) - \mathcal{X}(s) \|_{H^{-1}(\mathcal{O}_1)}^2 + \| \mathcal{Y}(\tau^n(s)) - \mathcal{Y}(s) \|_{H^{-1}(\mathcal{O}_2)}^2 \right] \leq \varepsilon,
$$

to complete the proof.

3. Existence of a global approximate solution.

We introduce the function $| \| | : A \to \mathbb{R}_+$ defined by $| \| (\bar{T}, \tau, u, \cdot, ) \| = (\phi_1, \phi_2), (\psi_1, \psi_2), (\mathcal{X}, \mathcal{Y}) := \bar{T}$. One applies Brézis-Browder Theorem (see, for instance [16, Theorem 2.1.1]) to deduce the existence of a $| \| \cdot | \|$-maximal element
of $A$, denoted by $(\tilde{T}^*, \tau^*, u^*, (\phi_1^*, \phi_2^*), (\psi_1^*, \psi_2^*), (X^*, Y^*))$. Either $\tilde{T}^* = \tilde{T}$ and our claim is proven, or $\tilde{T}^* < \tilde{T}$. In this later case, we apply the first step starting at $(\xi', \eta') := (X(\tilde{T}^*), Y(\tilde{T}^*))$ to construct an $\varepsilon$-approximate solution on some non-trivial interval $[\tilde{T}^*, \tilde{T}^* + \delta]$. We emphasize that the linearity in time of condition 4. in Definition 16 intervenes at this point for the concatenated error processes. It follows that $\tilde{T}^* = \tilde{T}$ (otherwise, the maximality has been contradicted).

\[ \square \]

4.3. The sufficiency result

**Theorem 19.** Let us assume (2), (4) and (10) to hold true. Then, if the closed set $K$ is quasi-tangent with $\lambda = 0$ for every $t \in [0, T)$ and every initial data $(\xi, \eta)$ belonging to the space $\mathbb{K}_t \cap L^2(\Omega, \mathcal{F}_t, \mathbb{P}; L^2(\mathcal{O}_1) \times L^2(\mathcal{O}_2))$, then $K$ is $(L^2)$-near viable with respect to (5).

**Proof.** We fix $t \in [0, T), (\xi, \eta) \in \mathbb{K}_t$ with $L^2(\mathcal{O}_1) \times L^2(\mathcal{O}_2)$ values and, for the time being, $\varepsilon \in (0, 1)$. Theorem 18 provides a global $\varepsilon$-approximate solution on $[t, T)$, solution denoted by

$$ (T, \tau, u, (\phi_1, \phi_2), (\psi_1, \psi_2), (X, Y)). $$

One easily notes (owing to item 6. in Definition 16) that

$$ d^2 \left( (X^{t, \xi, \eta, u}(s), Y^{t, \xi, \eta, u}(s)), \mathbb{K}_s) \right) $

$$ \leq \mathbb{E} \left[ \| X^{t, \xi, \eta, u}(s) - X(\tau(s)) \|^2_{H^{-1}(\mathcal{O}_1)} + \| Y^{t, \xi, \eta, u}(s) - Y(\tau(s)) \|^2_{H^{-1}(\mathcal{O}_2)} \right] $

$$ \leq 2 \left( \mathbb{E} \left[ \| X^{t, \xi, \eta, u}(s) - X(s) \|^2_{H^{-1}(\mathcal{O}_1)} + \| Y^{t, \xi, \eta, u}(s) - Y(s) \|^2_{H^{-1}(\mathcal{O}_2)} \right] \right) $

$$ + 2 \left( \mathbb{E} \left[ \| X(s) - X(\tau(s)) \|^2_{H^{-1}(\mathcal{O}_1)} + \| Y(s) - Y(\tau(s)) \|^2_{H^{-1}(\mathcal{O}_2)} \right] \right) \right) $

$$ \leq 2 \left( \mathbb{E} \left[ \| X^{t, \xi, \eta, u}(s) - X(s) \|^2_{H^{-1}(\mathcal{O}_1)} + \| Y^{t, \xi, \eta, u}(s) - Y(s) \|^2_{H^{-1}(\mathcal{O}_2)} \right] \right) + 2\varepsilon. \]  \[ (22) \]

For the remaining terms, one begins with writing Itô’s formula for $\| X^{t, \xi, \eta, u} - X \|^2_{H^{-1}(\mathcal{O}_1)}$ and reasons as in Proposition 8. Let us briefly explain the treatment of these terms. We consider $t \leq r \leq s \leq T$. The reader will note that, due to Assumption (2),

$$ \| X^{t, \xi, \eta, u}(r) - X(r) \|^2_{H^{-1}(\mathcal{O}_1)} $ \n
$$ = 2 \int_t^s \langle \Delta \beta_1(X(l)) - \Delta \beta_1(X(l)), X(l) - X(l) \rangle_{H^{-1}(\mathcal{O}_1)} dl $ \n
$$ + 2 \int_t^s \langle f_1(X(l), Y(l), u(l)) - f_1(X(\tau(l)), Y(\tau(l)), u(l)), X(l) - X(l) \rangle_{H^{-1}(\mathcal{O}_1)} dl $ \n
$$ + 2 \int_t^s \langle \phi_1(l), X(l) - X(l) \rangle_{H^{-1}(\mathcal{O}_1)} dl $ \n
$$ + 2 \int_t^s \langle \sigma_1(X(l), Y(l), u(l)) - \sigma_1(X(\tau(l)), Y(\tau(l)), u(l)) - \psi_1(l), X(l) - X(l) \rangle_{H^{-1}(\mathcal{O}_1)} dl $ \n
$$ + \int_t^s \| \sigma_1(X(l), Y(l), u(l)) - \sigma_1(X(\tau(l)), Y(\tau(l)), u(l)) - \psi_1(l) \|^2_{L^2(\mathcal{O}_1)} dl. \]
where, in order to avoid long expressions, \((X, Y) = (X^{i, \xi, \eta, u}, Y^{i, \xi, \eta, u})\). For each term, we bound the scalar product with the product of norms and, for the terms presenting \(\tau(l)\), we intercalate \(l\). Let us illustrate this on the second term

\[
\begin{align*}
&\|f_1(X^{i, \xi, \eta, u}(l), Y^{i, \xi, \eta, u}(l), u(l)) - f_1(X(\tau(l)), Y(\tau(l)), u(l))\|_{H^{-1}(\Omega_1)} \\
&\leq \|X^{i, \xi, \eta, u}(l) - X(\tau(l))\|_{H^{-1}(\Omega_1)} \|f_1(X^{i, \xi, \eta, u}(l), Y^{i, \xi, \eta, u}(l), u(l)) - f_1(X(\tau(l)), Y(\tau(l)), u(l))\|_{H^{-1}(\Omega_1)} \\
&\quad + \|X^{i, \xi, \eta, u}(l) - X(l)\|_{H^{-1}(\Omega_1)} \|f_1(X(\tau(l)), Y(\tau(l)), u(l)) - f_1(X(l), Y(l), u(l))\|_{H^{-1}(\Omega_1)} \\
&\leq C \left(\|X^{i, \xi, \eta, u}(l) - X(l)\|_{H^{-1}(\Omega_1)}^2 + \|Y^{i, \xi, \eta, u}(l) - Y(l)\|_{H^{-1}(\Omega_2)}^2\right) \\
&\quad + C \left(\|X(\tau(l)) - X(l)\|_{H^{-1}(\Omega_1)}^2 + \|Y(\tau(l)) - Y(l)\|_{H^{-1}(\Omega_2)}^2\right).
\end{align*}
\]

Here, \(C\) only depends on the Lipschitz constant of \(f_1\). As a consequence, we get

\[
E \left[\|X^{i, \xi, \eta, u}(\tau) - X(\tau)\|_{H^{-1}(\Omega_1)}^2\right] \\
\leq C E \left[\int_{\tau}^{s} \left(\|X^{i, \xi, \eta, u}(l) - X(l)\|_{H^{-1}(\Omega_1)}^2 + \|Y^{i, \xi, \eta, u}(l) - Y(l)\|_{H^{-1}(\Omega_2)}^2\right) \, dl\right] \\
+ C \int_{\tau}^{s} E \left[\left(\|X(\tau(l)) - X(l)\|_{H^{-1}(\Omega_1)}^2 + \|Y(\tau(l)) - Y(l)\|_{H^{-1}(\Omega_2)}^2\right)\right] \, dl \\
+ C E \left[\int_{\tau}^{s} \|\phi_1(l)\|_{H^{-1}(\Omega_1)}^2 \, dl + \int_{\tau}^{s} \|\psi_1(l)\|_{L^2(H^{-1}(\Omega_1))}^2 \, dl\right] \\
\leq C E \left[\int_{\tau}^{s} \left(\|X^{i, \xi, \eta, u}(l) - X(l)\|_{H^{-1}(\Omega_1)}^2 + \|Y^{i, \xi, \eta, u}(l) - Y(l)\|_{H^{-1}(\Omega_2)}^2\right) \, dl + \varepsilon\right].
\]

The last inequality has been obtained using points 4. and 6. in Definition 16. Similar arguments can be developed for \(Y^{i, \xi, \eta, u} - Y\). Putting these together, and using Gronwall’s inequality,

\[
E \left[\|X^{i, \xi, \eta, u}(s) - X(s)\|_{H^{-1}(\Omega_1)}^2 + \|Y^{i, \xi, \eta, u}(s) - Y(s)\|_{H^{-1}(\Omega_2)}^2\right] \leq C \varepsilon, \quad \forall t \leq s \leq T.
\]

Going back to (22), it follows that

\[
\sup_{t \leq s \leq T} d^2 \left(\langle X^{i, \xi, \eta, u}(s), Y^{i, \xi, \eta, u}(s), \mathbb{K}_x \rangle, \right) \leq C \varepsilon,
\]

which allows one to conclude due to the arbitrariness of \(\varepsilon > 0\). \(\square\)

5. Application to pseudo-stabilization

A key method in the asymptotic stabilization of (S)PDEs relies on a “splitting” procedure. This consists in distinguishing between the space generated by the first (generally small) eigenvalues of the differential operator (space referred to as unstable) and the orthogonal component. Then, a first step in achieving stabilizability, is to investigate the existence of controls allowing to drive the unstable part close to 0 in a quantifiable manner. We offer here an application of the theoretical viability result presented before to this first step (pseudo-stabilization).
We consider the case in which $\beta_2 \equiv 0$, $f_2(x, y, u) = -cy$, for some $c > 0$, $\sigma_2 \equiv 0$ and the set
\[ K = \left\{ (x, y) \in H^{-1}(\mathcal{O}_1) \times \mathbb{R} : \sum_{1 \leq k \leq j} \left\langle x, e_k^j \right\rangle_{H^{-1}(\mathcal{O}_1)}^2 \leq y \right\}, \tag{23} \]
for some integer $j \geq 1$. The viability of such sets implies that the projection on the eigen-space spanned by the first $j \geq 1$ eigen-functions of $\Delta$ (on $L^2(\mathcal{O}_1)$) and null on the boundary $\partial \mathcal{O}_1$ can be controlled to $0$ with a $c$-exponential speed, i.e.,
\[ \left\| \Pi_j^1 \left( X^{0, x, y, u}(t) \right) \right\|_{H^{-1}(\mathcal{O}_1)}^2 \leq y e^{-ct}, \quad \mathbb{P} \times \mathcal{L} - \text{a.s. provided that } \left\| \Pi_j^1(x) \right\|_{H^{-1}(\mathcal{O}_1)}^2 \leq y. \]

Before proceeding, let us point out that Proposition 14 can alternatively be written by applying the martingale representations theorem for $b_n^j$ to find predictable process $\tilde{b}_n^1 \in L^2 \left( H^{-1}(\mathcal{O}_1) \right)$, $\tilde{b}_n^2 \in L^2 \left( \mathbb{R}; \mathbb{R} \right)$, $\mathbb{P}$-a.s. such that $\sqrt{\mathcal{E}} b_n^j = \int_t^{t+\varepsilon_n} \tilde{b}_n^j(s) dW(s)$. The properties on $b$ are translated as
\[ \lim_{n \to \infty} \mathbb{E} \left[ \int_t^{t+\varepsilon_n} \left\| \tilde{b}_n^j(s) \right\|_{L^2(\cdot)}^2 \, ds \right] = 0. \tag{24} \]
Here, $\cdot$ stands for the appropriate spaces i.e. $H^{-1}(\mathcal{O}_1)$ for $b_n^1$ and $\mathbb{R}$ for $b_n^2$.

Remark 20. The reader may wonder why $\mathbb{R}$ is considered while the theoretical results are set on $L^2(\mathcal{O}_2)$. The answer is quite obvious as $\Pi^1_2 \left( L^2(\mathcal{O}_1) \right)$ provides us with a one-dimensional space that can (and will) be identified with $\mathbb{R}$.

For readability purposes, we assume at this point that we deal with an uncontrolled equation (5) and drop the dependency of $u$. Therefore, the result hereafter is in the spirit of Nagumo’s theorem cf. [26] and the modifications needed in the controlled framework will be explained at the end of the section.

For the projections, the eigenvalues and functions, we employ the same notations as in Sect. 3.4. With these in mind, the main result of the section is the following.

Theorem 21. Let $j \geq 1$ be an integer and $K$ be the associated set given by (23). The necessary and sufficient condition for the viability on some time interval $[0, T > 0]$ of $K$ in the sense of Definition 2 (see also assertion 1 in Remark 3) is that the uncontrolled coefficients $f_1$ and $\sigma_1$ simultaneously satisfy, for every $x \in H^{-1}(\mathcal{O}_1)$,
\[
0 \geq 2 \sum_{1 \leq k \leq j} \left\langle x, e_k^j \right\rangle_{H^{-1}(\mathcal{O}_1)} \left( \frac{1}{2} \lambda_k^1 \beta(x) + f_1 \left( x, \left\| \Pi_j^1(x) \right\|_{H^{-1}(\mathcal{O}_1)}^2 \right) \right) + 2c \left\| \Pi_j^1(x) \right\|_{H^{-1}(\mathcal{O}_1)}^2 + \left\| \sigma_1 \left( x, \left\| \Pi_j^1(x) \right\|_{H^{-1}(\mathcal{O}_1)}^2 \right) \right\|_{L^2(H^{-1}(\mathcal{O}_1))}^2,
\]
and
\[
\sigma_1^* \left( x, \left\| \Pi_j^1(x) \right\|_{H^{-1}(\mathcal{O}_1)}^2 \right) \Pi_j^1(x) = 0. \tag{26} \]
Proof. Necessity. We focus on the necessity of the conditions (25) and (26). If $K$ is $\mathbb{L}^2$-nearly viable, then, by Corollary 13, $K$ is quasi-tangent with $\lambda = 0$. Itô’s formula applied for the functional $(x, y) \mapsto \|\Pi_j^1(x)\|_{H^{-1}(\mathcal{O}_1)}^2 - y$ to

$$(\theta_1(s), \theta_2(s)) = \left(\mathbb{X}_t^{\xi, \eta}(s) + (s-t)a_n^1 + \int_t^s \tilde{b}_n(l)dW(l), \eta e^{-c(s-t)} + (s-t)a_n^2 + \int_t^s \tilde{b}_n^2(l)dW(l)\right),$$

(please refer to Proposition 14 and the comments preceding the present proof and leading to (24) to understand these quantities) yields

$$\sum_{1 \leq k \leq j} \|\theta_1(s), e_k^1\|_{H^{-1}(\mathcal{O}_1)}^2 - \theta_2(s) = \sum_{1 \leq k \leq j} \|\theta_1(t), e_k^1\|_{H^{-1}(\mathcal{O}_1)}^2 - \theta_2(t) + + 2 \int_t^s \sum_{1 \leq k \leq j} \left(\theta_1(r), e_k^1\right)_{H^{-1}(\mathcal{O}_1)} \left(-\lambda_k^1 \beta (\mathbb{X}_r^{\xi, \eta}(r)) + f_1(\xi, \eta) + a_n^1, e_k^1\right)_{H^{-1}(\mathcal{O}_1)} dr$$

$$+ 2 \int_t^s \left(\sum_{1 \leq k \leq j} \left(\theta_1(r), e_k^1\right)_{H^{-1}(\mathcal{O}_1)} \left(e_k^1, (\sigma_1(\xi, \eta) + \tilde{b}_n^1(r))dW(r)\right)_{H^{-1}(\mathcal{O}_1)} - \tilde{b}_n^2(r)dW(r)\right)$$

$$+ \int_t^s \|\Pi_j^1(\sigma_1(\xi, \eta) + \tilde{b}_n^1(r))\|_{L^2((H^{-1}(\mathcal{O}_1))}^2 dr.$$ 

Note that the left-hand term is non-positive if $(\theta_1, \theta_2) \in K$, $\mathbb{P}$-a.s., while the first term on the right side is null on the boundary $\partial K$. By taking $s = t + \varepsilon_n$ like in Proposition 14, with initial data belonging to the boundary $(\xi, \eta) \in \partial K$, $\mathbb{P}$-a.s., and relying on the properties of $a_n, b_n$, it follows that

$$0 \geq 2 \int_t^{t+\varepsilon_n} \sum_{1 \leq k \leq j} \|\mathbb{X}_r^{\xi, \eta}(r), e_k^1\|_{H^{-1}(\mathcal{O}_1)} \left(-\lambda_k^1 \beta (\mathbb{X}_r^{\xi, \eta}(r)) + f_1(\xi, \eta), e_k^1\right)_{H^{-1}(\mathcal{O}_1)} dr$$

$$+ 2c\eta\varepsilon_n + \int_t^{t+\varepsilon_n} \|\Pi_j^1(\sigma_1(\xi, \eta))\|_{L^2((H^{-1}(\mathcal{O}_1))}^2 dr + o(\varepsilon_n)$$

$$+ 2 \int_t^{t+\varepsilon_n} \sum_{1 \leq k \leq j} \|\mathbb{X}_r^{\xi, \eta}(r), e_k^1\|_{H^{-1}(\mathcal{O}_1)} \left(e_k^1, (\sigma_1(\xi, \eta) + \tilde{b}_n^1(r))dW(r)\right)_{H^{-1}(\mathcal{O}_1)}$$

$$+ 2 \int_t^{t+\varepsilon_n} \sum_{1 \leq k \leq j} \|\mathbb{X}_r^{\xi, \eta}(r), e_k^1\|_{H^{-1}(\mathcal{O}_1)} \left(e_k^1, \tilde{b}_n^1(r)dW(r)_{H^{-1}(\mathcal{O}_1)} - \tilde{b}_n^2(r)dW(r)\right),$$

where $o$ stands for the classical Landau notation. We now consider $\xi = x \in \mathbb{L}^2(\mathcal{O}_1)$, $\eta = y$ on the boundary of $K$ i.e. $y = \|\Pi_j^1(x)\|_{H^{-1}(\mathcal{O}_1)}^2$.

1. By dividing by $\sqrt{\varepsilon_n}$ and using Proposition 5 (assertion 2) and the properties of the Brownian motion, the associated coefficient must be null i.e.

$$\sigma_1^*(x, \|\Pi_j^1(x)\|_{H^{-1}(\mathcal{O}_1)}^2) \Pi_j^1(x) = 0.$$

Please note that the $\tilde{b}$ terms are disappearing due to (24).
2. By taking the expectancy, and using, again, Proposition 5, one gets
\[
0 \geq 2\varepsilon_n \sum_{1 \leq k \leq j} \left| x, e_k^j \right|_{H^{-1}(\Omega)} \left( -\lambda_k^1 \beta(x) + f_1(x, y) , e_k^j \right)_{H^{-1}(\Omega)} + 2\varepsilon_n \gamma y + \varepsilon_n \left( \Pi_j H^{-1}(\Omega) \right)^2 L_2(H^{-1}(\Omega)) + o(\varepsilon_n)
\]
\[
+ 2 \sum_{1 \leq k \leq j} \left| x, e_k^1 \right|_{H^{-1}(\Omega)} \int_t^{t+\varepsilon_n} \mathbb{E} \left[ \left( -\lambda_k^1 \left( x, e_k^1 \right) + \beta(x), e_k^1 \right)_{H^{-1}(\Omega)} \right] dr.
\]
One easily notes that, for some generic constant \( C > 0, \)
\[
\left| \lambda_k^1 \left( x, e_k^1 \right) + \beta(x), e_k^1 \right|_{H^{-1}(\Omega)} \leq C \left\| x, e_k^1 \right\|_{L^2(\Omega)}^2,
\]
and, thus,
\[
r \mapsto \mathbb{E} \left[ \left( -\lambda_k^1 \beta(x), e_k^1 \right)_{H^{-1}(\Omega)} \right]
\]
is integrable on \([t, t+\varepsilon_n]).\) Should \( t \) be a Lebesgue point, by dividing (27) by \( \varepsilon_n \) and allowing \( n \to \infty, \) and recalling that \( y = \left\| \Pi_j x \right\|_{H^{-1}(\Omega)}^2, \) we get the second condition (25).

**Sufficiency.** Let us now prove that (25) and (26) are actual sufficient conditions. To this purpose, let us consider
1. The operator \( \Pi_j : = I - \Pi_j \), the projector onto the orthogonal space (in \( H^{-1}(\Omega) \));
2. For a predictable (fixed) process \( \zeta \) taking its values in \( \Pi_j \left( H^{-1}(\Omega) \right) \), we set
\[
\begin{cases}
  f^\zeta(\omega, t, x, y) := f_1(x + \zeta(t, \omega), y) , & \sigma^\zeta(\omega, t, x, y) := \sigma_1(x + \zeta(t, \omega), y) , \\
  F^\zeta(\omega, t, x, y) := \Pi_j(\Delta \beta(x + \zeta(t, \omega)) + f_1(x + \zeta(t, \omega), y)) \\
  \Sigma^\zeta(\omega, t, x, y) := \Pi_j(\sigma^\zeta(\omega, t, x, y)) \\
\end{cases}
\]
for all \((x, y) \in \Pi_j \left( H^{-1}(\Omega) \right) \times \mathbb{R}.\) Of course, whenever no confusion is at risk, we will drop the dependency on \( \omega \in \Omega. \)
3. The equation of interest will be set on the finite-dimensional space
\[
\mathcal{H} \times \mathbb{R} := \Pi_j \left( H^{-1}(\Omega) \right) \times \mathbb{R}.
\]
4. Due to the choice of \( \zeta, \) conditions (25) and (26) give
\[
\begin{cases}
  2 \left\{ F^\zeta(t, x, \| x \|^2_{\mathcal{H}}), x \right\}_{\mathcal{H}} + 2c \| x \|^2_{\mathcal{H}} + \| \Sigma^\zeta(t, x, \| x \|^2_{\mathcal{H}}) \|^2_{L_2(G; \mathcal{H})} \leq 0; \\
  \left( \Sigma^\zeta(t, x, \| x \|^2_{\mathcal{H}}) \right)^* x = 0, \quad \forall x \in \mathcal{H}, \forall t \in [0, T].
\end{cases}
\]
(29)
5. Then, one considers, on the finite-dimensional space $\mathcal{H} \times \mathbb{R}$, the standard equation (with random Lipschitz coefficients)

\[
\begin{aligned}
d\bar{X}^{t,\xi,\eta}(s) &= F^\xi (s, \bar{X}^{t,\xi,\eta}(s), Y^{t,\xi,\eta}(s)) \, ds \\
&+ \Sigma^\xi (s, \bar{X}^{t,\xi,\eta}(s), Y^{t,\xi,\eta}(s)) \, dW(s), \\
dY^{t,\xi,\eta}(s) &= -cY^{t,\xi,\eta}(s), \quad s \in [t, T); \\
\bar{X}^{t,\xi,\eta}(t) &= \xi, \quad Y^{t,\xi,\eta}(t) = \eta,
\end{aligned}
\]

where $(\xi, \eta) \in L^2(\Omega, \mathcal{F}_t, \mathbb{P}; \mathcal{H} \times \mathbb{R})$. We draw attention on the fact that the only possible problem ($\beta$ is only Lipschitz in $L^2(\Omega_1)$) has now vanished since the contribution on $\Pi_1 H^{-1}(\Omega_1)$ are identical.

6. The reader will immediately note that $\Pi_j (X^{t,\xi,\eta}) = \Pi_j (X^{t,\xi,\eta}) X^{t,\xi,\eta}$ (i.e. we need to complete an equation by setting $\xi := \Pi_j (X^{t,\xi,\eta})$).

7. The set $\mathcal{K}$ can be regarded as a closed convex subset of $\mathcal{H} \times \mathbb{R}$ via

\[
\mathcal{K} := \{(x, y) \in \mathcal{H} \times \mathbb{R} : \|x\|^2_{\mathcal{H}} \leq y\}
\]

which is regular and whose outward normal vectors at boundary points $(x, \|x\|^2_{\mathcal{H}})$ are proportional to $(2x, -1)$ (and so is the derivative of the distance function $d^2_K$; see [24, Example 10] for analogous computations). Then, for every fixed $\xi := \Pi_j (X^{t,\xi,\eta})$, one can apply standard arguments for finite-dimensional systems. The reader is referred to [15, Theorem 1] for the characterization of the viability via properties of $d^2_K$ (equivalent to [4]) to deduce the viability of $\mathcal{K}$. This implies the viability of $\mathcal{K}$ and our argument is complete.

\[\square\]

**Remark 22.** 1. Let us point out that the cited references ([4, 15, 24]) only deal with non-random coefficients, but the result can be extended to random coefficients with similar conclusions (see [29, Theorem 1]).

2. Assume that the conditions (25) and (26) hold true for every $j \geq 1$. Starting with $(x, y)$ such that $\|x\|^2_{H^{-1}(\Omega_1)} \leq y$, it follows that, for every $j \geq 1$, one has $\|\Pi_j (x)\|^2_{H^{-1}(\Omega_1)} \leq y$. Then, by the invariance of $\mathcal{K}$ (given for $j$ fixed), it follows that $\|\Pi_j (X^{0,x,y}(t))\|^2_{H^{-1}(\Omega_1)} \leq ye^{-ct}, \mathbb{P}$-a.s. Since this is valid for every $j \geq 1$, it follows that $\|X^{0,x,y}(t)\|^2_{H^{-1}(\Omega_1)} \leq ye^{-ct}, \mathbb{P}$-a.s. In other words, we have obtained a stabilization results not only for the finite-dimensional projection, but, actually, for the entire solution.

3. Whenever the coefficients $f_1, \sigma_1, c$ are controlled, one proves in a similar way that the conditions (25) and (26) can be formulated as
$$0 \geq \inf \left\{ 2 \sum_{1 \leq k \leq j} \langle x, e_k^1 \rangle_{H^{-1}(\Omega_1)} \left( -\lambda_k^j \beta(x) + f_k \left( x, \| \Pi_j^1(x) \|_{H^{-1}(\Omega_1)}, u \right) , e_k^1 \right)_{H^{-1}(\Omega_1)} + 2c(u) \left\| \Pi_j^1(x) \right\|_{H^{-1}(\Omega_1)}^2 + \left( \Pi_j^1 \left( \sigma_1 \left( x, \| \Pi_j^1(x) \|_{H^{-1}(\Omega_1)}, u \right) \right) \right\|_{L^2(H^{-1}(\Omega_1))}^2 ; \\
 u \in U \text{ such that } \sigma_1 \left( x, \| \Pi_j^1(x) \|_{H^{-1}(\Omega_1)}, u \right) \Pi_j^1(x) = 0 \right\}. \quad (31)$$

The equation (25) provides a deterministic characterization (only linked to the coefficients) to a stochastic property. This characterization (and even more so Eq. (31)) is to be interpreted in connection to Hamilton-Jacobi-Bellman equations. Indeed, Eq. (31) roughly stated that the squared distance $d_k^2$ is a viscosity supersolution to a control problem minimizing the occupation of the complementary $K^c$. The reader is referred to [13, Theorem A1] for connections with the finite-dimensional diffusions and a similar qualitative result for that framework.

4. Refinements linked to $c$ with additional dependence on the $x, y$ components can also be envisaged.

5. Furthermore, the condition (26) or the equality constraint in Eq. (31) shows that the stabilization method using epigraph techniques is of stochastic nature and is not captured by arguments on the drift alone.

Let us consider the simplest case when $\beta(x) = x$. Furthermore, we fix $j, l \geq 1$, and design an $l$-dimensional control $u$ (written as a column vector) and to which we add a further $l + 1$ component $u_{l+1}$ by setting

$$f_k(x, y, u) := \sum_{1 \leq k \leq j} a_k u \left( x, e_k^1 \right) e_k^1 + u_{l+1} \Pi_j^1.$$ We are going to fix $a_k \in \mathbb{R}^l_+$ as row vectors, for all $1 \leq k \leq j$. When $a_k$ has non-negative components and such that the 1-vector norm is unitary $(\sum_{1 \leq r \leq l} a_{k,r} = 1)$ (i.e. $A := \begin{pmatrix} a_1 \\ \vdots \\ a_j \end{pmatrix}$ is a possibly non-square right-stochastic matrix), we let $U := \left[ -\lambda_1^j, \lambda_1^j \right]$ and, with a simple choice $\bar{u}_r := -\lambda_1^j$, for all $1 \leq r \leq l$ and $\bar{u}_{l+1} = 0$, it follows that the the speed $c$ can be chosen at least $\lambda_1^j + \lambda_1^j$, for all $\varepsilon > 0$. If the noise source is null $\sigma = 0$. Indeed, when the noise coefficient is null, every choice of controls is valid and

$$\sum_{1 \leq k \leq j} \langle x, e_k^1 \rangle_{H^{-1}(\Omega_1)} \left( -\lambda_k^j \beta(x) + f_k(x, y, \bar{u}) , e_k^1 \right)_{H^{-1}(\Omega_1)} + \left( \lambda_1^j + \lambda_1^j \right) \left\| \Pi_j^1(x) \right\|_{H^{-1}(\Omega_1)}^2 \\
= \sum_{1 \leq k \leq j} \left( -\lambda_k^j - \lambda_1^j + \lambda_1^j + \lambda_1^j \right) \langle x, e_k^1 \rangle_{H^{-1}(\Omega_1)} \leq 0.$$ The choice of stabilizing $u$ (or $c$) is obviously not unique but merely satisfies the inequality condition.
\[
\begin{pmatrix}
Au - \left( \lambda_1^1 - c \right)
& \left( x, e_1^1 \right)_{H^{-1}(\mathcal{O}_1)}^2
& \left( x, e_j^1 \right)_{H^{-1}(\mathcal{O}_1)}^2
\end{pmatrix}
\leq 0,
\]
and this leads to problems of both minimizing \( \sum_{1 \leq r \leq l} u_r^2 \) and maximizing the exponential speed \( c \).

Things are quite different when \( \sigma \) is non-null. To illustrate this, let us take \( \sigma(x, u) = (\lambda_1^1 - u_1) \langle x, e_1 \rangle e_1 \otimes e_1 \) (by assuming that the Brownian is set on \( H^{-1}(\mathcal{O}_1) \)). Of course, the projection \( \Pi_1^1 \) is null if \( u_1 = \lambda_1^1 \) (and only then for states \( s \) such that \( \Pi_1^1(x) \neq 0 \)). The characteristic example is, of course, when \( a_{k,1} = 1 \) for all \( 1 \leq k \leq j \), such that, for \( x = \langle x, e_1^1 \rangle_{H^{-1}(\mathcal{O}_1)} e_1^1 \), the expression of interest is a positive constant multiplied with \[-\lambda_1^1 + \left( \lambda_1^1 \right)^2 + \lambda_1^1 > 0.\]

So, in such cases, it is not possible to design the (feedback) control \( u \) starting from

\[
A = \begin{pmatrix}
1 & 0 & \ldots & 0 \\
1 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots \\
1 & 0 & \ldots & 0
\end{pmatrix},
\]
as it was the case for the deterministic part. The conclusion is that the stochastic feature reduces the class of convenient control processes (to those rendering the noise coefficient orthogonal to the \( j \) first component) and requires a stronger condition for the drift-related part (usually being captured in the decrease of \( c \)). For more involved \( \beta \) (e.g. \( \beta(x) := x \left( 1 + \delta x^2 \wedge 1 \right) \) a mixture between reduced polynomials of odd degree), one notes that the overall contribution of \( \beta \) goes in the right sense of the inequality

\[
\sum_{j \geq 1} \left\langle x, e_j^1 \right\rangle_{H^{-1}(\mathcal{O}_1)} \left\langle -\lambda_j^1 \beta(x), e_j^1 \right\rangle_{H^{-1}(\mathcal{O}_1)} = - \left\langle \beta(x), x \right\rangle_{L^2(\mathcal{O}_1)} \leq 0.
\]
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6. Appendix

We provide here some of the technical considerations leading to the inequalities used throughout the paper.

6.1. A1. Proofs for Propositions 5, 7 and 8

Proof of Proposition 5. Let us consider \( t \leq r \leq s \leq T \).

1. The reader will note that, due to Assumption (2) (see also (3)) and using Itô’s formula,
\[
\|X^{t,\xi,\eta,u}(r)\|_{H^{-1}(\mathcal{O}_1)}^2
= \|\xi\|_{H^{-1}(\mathcal{O}_1)}^2 + 2 \int_t^r \{ \Delta \beta_1 (X^{t,\xi,\eta,u}(l)) , X^{t,\xi,\eta,u}(l) \}_{H^{-1}(\mathcal{O}_1)} \, dl
+ 2 \int_t^r \{ f_1 (\xi, \eta, u(l)) , X^{t,\xi,\eta,u}(l) \}_{H^{-1}(\mathcal{O}_1)} \, dl
+ 2 \int_t^r \{ \sigma_1 (\xi, \eta, u(l)) dW_l \}_{H^{-1}(\mathcal{O}_1)} \, dl + \int_t^r \| \sigma_1 (\xi, \eta, u(l)) \|_{L^2(\mathcal{O}_1)}^2 \, dl
\leq 2 \int_t^r \| X^{t,\xi,\eta,u}(l) \|_{H^{-1}(\mathcal{O}_1)}^2 \, dl + (r - t) \vee 1 \left( 1 + \|\xi\|_{H^{-1}(\mathcal{O}_1)}^2 + \|\eta\|_{H^{-1}(\mathcal{O}_2)}^2 \right).
\]

Then, owing to Burkholder–Davis–Gundy inequality and using, again, (2), followed by Gronwall’s inequality, it follows that
\[
\mathbb{E} \left[ \sup_{t \leq r \leq s} \| X^{t,\xi,\eta,u}(r) \|_{H^{-1}(\mathcal{O}_1)}^2 + \int_t^s \| \beta_1 (X^{t,\xi,\eta,u}(l)) \|_{L^2(\mathcal{O}_1)}^2 \, dl \right]
\leq C \left( 1 + \mathbb{E} \left[ \|\xi\|_{H^{-1}(\mathcal{O}_1)}^2 + \|\eta\|_{H^{-1}(\mathcal{O}_2)}^2 \right] \right).
\]

(We have implicitly used \( \bar{\alpha}_1 > 0 \).) A similar argument applies to \( Y^{t,\xi,\eta,u} \). Our first claim follows.

2. Before moving to the remaining claims, let us just point out that, whenever \( \beta \neq 0 \) and (2) holds true, one can drop the functions \( \beta_1 \) and \( \beta_2 \) in the left-hand member of (9).
The case $\beta = 0$ is a standard Lipschitz-one and the equation (and the well-posedness) are much simpler. We will only explain the arguments for the more challenging part when $\beta \neq 0$.

To prove the second assertion, we begin with writing down Itô’s formula for $\|X^{t,\xi,\eta,u} - \xi\|_{H^{-1}(\mathcal{O}_1)}^2$ and $\|Y^{t,\xi,\eta,u} - \eta\|_{H^{-1}(\mathcal{O}_2)}^2$.

$$\|X^{t,\xi,\eta,u}(r) - \xi\|_{H^{-1}(\mathcal{O}_1)}^2 = 2 \int_t^r \langle \Delta \beta_1 \left(X^{t,\xi,\eta,u}(l)\right), X^{t,\xi,\eta,u}(l) - \xi \rangle_{L^2(\mathcal{O}_1)}^2 \, dl$$

$$+ 2 \int_t^r \langle f_1(\xi, \eta, u(l)), X^{t,\xi,\eta,u}(l) - \xi \rangle_{H^{-1}(\mathcal{O}_1)} \, dl$$

$$+ 2 \int_t^r \|X^{t,\xi,\eta,u}(l) - \xi, \sigma_1(\xi, \eta, u(l)) \, dW(l)\|_{H^{-1}(\mathcal{O}_1)}$$

$$+ \int_t^r \|\sigma_1(\xi, \eta, u(l))\|_{L^2(\mathcal{O}_1)}^2 \, dl$$

$$\leq -2\alpha_1 \int_t^r \|X^{t,\xi,\eta,u}(l) - \xi\|_{L^2(\mathcal{O}_1)}^2 \, dl$$

$$+ C \int_t^r \|X^{t,\xi,\eta,u}(l) - \xi\|_{H^{-1}(\mathcal{O}_1)}^2 \, dl$$

$$+ 2 \int_t^r \|\Delta \beta_1(\xi)\|_{L^2(\mathcal{O}_1)} \cdot \|X^{t,\xi,\eta,u}(l) - \xi\|_{L^2(\mathcal{O}_1)} \, dl$$

$$+ C \left| \int_t^r \langle X^{t,\xi,\eta,u}(l) - \xi, \sigma_1(\xi, \eta, u(l)) \, dW(l)\rangle_{H^{-1}(\mathcal{O}_1)} \right|$$

$$+ C(r - t) \left( 1 + \|\xi\|_{H^{-1}(\mathcal{O}_1)}^2 + \|\eta\|_{H^{-1}(\mathcal{O}_2)}^2 \right)$$

$$\leq C \int_t^r \|X^{t,\xi,\eta,u}(l) - \xi\|_{H^{-1}(\mathcal{O}_1)}^2 \, dl + C \int_t^r \|\Delta \beta_1(\xi)\|_{L^2(\mathcal{O}_1)}^2 \, dl$$

$$+ C \left| \int_t^r \langle X^{t,\xi,\eta,u}(l) - \xi, \sigma_1(\xi, \eta, u(l)) \, dW(l)\rangle_{H^{-1}(\mathcal{O}_1)} \right|$$

$$+ C(r - t) \left( 1 + \|\xi\|_{H^{-1}(\mathcal{O}_1)}^2 + \|\eta\|_{H^{-1}(\mathcal{O}_2)}^2 \right).$$

(32)

Although classical, let us explain how to deal with a quadratic variation term (linked to the $W$ term). Using the assumptions on $\sigma_1$, it follows that

$$\mathbb{E}\left[ \left( \int_t^s \|X^{t,\xi,\eta,u}(l) - \xi\|_{H^{-1}(\mathcal{O}_1)}^2 + \|\sigma_1(\xi, \eta, u(l))\|_{H^{-1}(\mathcal{O}_1)}^2 \, dl \right)^\frac{1}{2} \right]$$

$$\leq C \mathbb{E}\left[ \sup_{t \leq r \leq s} \|X^{t,\xi,\eta,u}(l) - \xi\|_{H^{-1}(\mathcal{O}_1)}^2 (s - t) \left( 1 + \|\xi\|_{H^{-1}(\mathcal{O}_1)}^2 + \|\eta\|_{H^{-1}(\mathcal{O}_2)}^2 \right) \right]$$

$$\leq \frac{1}{4} \mathbb{E}\left[ \sup_{t \leq r \leq s} \|X^{t,\xi,\eta,u}(l) - \xi\|_{H^{-1}(\mathcal{O}_1)}^2 \right] + C(s - t) \left( 1 + \mathbb{E}\left[ \|\xi\|_{H^{-1}(\mathcal{O}_1)}^2 + \|\eta\|_{H^{-1}(\mathcal{O}_2)}^2 \right] \right).$$

(33)
Owing to Burkholder–Davis–Gundy inequality and to the arguments in (32) and (33), completed with Hölder’s inequality, it follows that
\[
\mathbb{E} \left[ \sup_{t \leq r \leq s} \left\| X^t, \xi, \eta, u (r) - \xi \right\|_{H^{-1}(\mathcal{O}_1)}^2 \right] \\
\leq C \mathbb{E} \left[ \int_t^s \left\| X^t, \xi, \eta, u (l) - \xi \right\|_{H^{-1}(\mathcal{O}_1)}^2 \, dl \right] \\
+ C (s - t) \left( 1 + \mathbb{E} \left[ \left\| \xi \right\|_{H^{-1}(\mathcal{O}_1)}^2 + \left\| \eta \right\|_{H^{-1}(\mathcal{O}_2)}^2 \right] \right)
\]
\[
\leq C \left( 1 + \mathbb{E} \left[ \left\| \xi \right\|_{L^2(\mathcal{O}_1)}^p + \left\| \xi \right\|_{H^{-1}(\mathcal{O}_1)}^2 + \left\| \eta \right\|_{H^{-1}(\mathcal{O}_2)}^2 \right] \right) (s - t).
\]
The last inequality follows from the last assertion in Remark 1. The reader is invited to note that the last term is 0 if \( \beta_1 \equiv 0 \). Owing to Gronwall’s inequality and to the first assertion in our proposition, it follows that
\[
\mathbb{E} \left[ \sup_{t \leq r \leq s} \left\| X^t, \xi, \eta, u (r) - \xi \right\|_{H^{-1}(\mathcal{O}_1)}^2 \right] \\
\leq C \left( 1 + \mathbb{E} \left[ \left\| \xi \right\|_{L^2(\mathcal{O}_1)}^p + \left\| \xi \right\|_{H^{-1}(\mathcal{O}_1)}^2 + \left\| \eta \right\|_{H^{-1}(\mathcal{O}_2)}^2 \right] \right) (s - t).
\]
The argument on \( \left\| X^t, \xi, \eta, u - \eta \right\|_{H^{-1}(\mathcal{O}_2)}^2 \) is quite similar.

**Proof of Proposition 7.** Itô’s formula written for \( \left\| X^t, \xi, \eta, u - X^t, \xi', \eta', u \right\|_{H^{-1}(\mathcal{O}_1)}^2 \) yields
\[
\left\| X^t, \xi, \eta, u (r) - X^t, \xi', \eta', u (r) \right\|_{H^{-1}(\mathcal{O}_1)}^2 + 2 \bar{a}_1 \int_t^r \left\| \beta_1 \left( X^t, \xi, \eta, u (l) \right) - \beta_1 \left( X^t, \xi', \eta', u (l) \right) \right\|_{L^2(\mathcal{O}_1)}^2 \, dl
\leq \left\| \xi - \xi' \right\|_{H^{-1}(\mathcal{O}_1)}^2 \\
+ 2 \int_t^r \left\{ f_1 \left( X^t, \xi, \eta, u (l), Y^t, \xi, \eta, u (l), u (l) \right) - f_1 \left( X^t, \xi', \eta', u (l), Y^t, \xi', \eta', u (l), u (l) \right), \right. \\
X^t, \xi, \eta, u (l) - X^t, \xi', \eta', u (l) \right\}_{H^{-1}(\mathcal{O}_1)} \, dl
\]
\[
+ 2 \int_t^r \left\{ \sigma_1 \left( X^t, \xi, \eta, u (l), Y^t, \xi, \eta, u (l), u (l) \right) - \sigma_1 \left( X^t, \xi', \eta', u (l), Y^t, \xi', \eta', u (l), u (l) \right) \right\}_{H^{-1}(\mathcal{O}_1)} \, dl
\]
\[
+ \int_t^r \left\{ \sigma \left( X^t, \xi, \eta, u (l), Y^t, \xi, \eta, u (l), u (l) \right) - \sigma \left( X^t, \xi', \eta', u (l), Y^t, \xi', \eta', u (l), u (l) \right) \right\}_{L^2(H^{-1}(\mathcal{O}_1))}^2 \, dl.
\]
Using Burkholder–Davis–Gundy inequality, one gets, for every \( s \in [t, T] \),
\[
\mathbb{E} \left[ \sup_{t \leq r \leq s} \left\| X^t, \xi, \eta, u (r) - X^t, \xi', \eta', u (r) \right\|_{H^{-1}(\mathcal{O}_1)}^2 \right] \\
\leq C \left( 1 + \mathbb{E} \left[ \left\| \xi \right\|_{L^2(\mathcal{O}_1)}^p + \left\| \xi \right\|_{H^{-1}(\mathcal{O}_1)}^2 + \left\| \eta \right\|_{H^{-1}(\mathcal{O}_2)}^2 \right] \right) (s - t).
\]

\[\text{Please take a look at the remark opening the proof of this assertion to see why } \beta_1 \text{ is dropped.}\]
\[ + 2 \tilde{\alpha}_1 \int_t^s \| \beta_1 \left( X^{t, \xi, \eta, u}(l) \right) - \beta_1 \left( X^{t, \xi', \eta', u}(l) \right) \|_{L^2(O_1)}^2 \, dl \]
\[ \leq C \mathbb{E} \left[ \left( \int_t^s \left( \| X^{t, \xi, \eta, u}(l) - X^{t, \xi', \eta', u}(l) \|_{H^{-1}(O_1)}^2 + \| Y^{t, \xi, \eta, u}(r) - Y^{t, \xi', \eta', u}(r) \|_{H^{-1}(O_2)}^2 \right) \, dr \right] \]
\[ + \mathbb{E} \left[ \| \xi - \xi' \|_{H^{-1}(O_1)}^2 \right]. \]

A similar inequality is valid for the term \( \| Y^{t, \xi, \eta, u} - Y^{t, \xi', \eta', u} \|_{H^{-1}(O_2)}^2 \) and the conclusion follows by summing the two and applying Gronwall’s inequality. The second inequality is quite similar.

**Proof of Proposition 8.** As in the previous results, we consider \( t \leq r \leq s \leq T \) and we fix an admissible control \( u \in \mathcal{U} \). The reader will note that, due to Assumption (2),

\[ \| X^{t, \xi, \eta, u}(r) - X^{t, \xi, \eta, u}(r) \|_{H^{-1}(O_1)}^2 \]
\[ = 2 \int_t^s \left( \Delta \beta_1 \left( X^{t, \xi, \eta, u}(l) \right) - \Delta \beta_1 \left( X^{t, \xi', \eta', u}(l) \right) \right) \| X^{t, \xi, \eta, u}(l) - X^{t, \xi', \eta', u}(l) \|_{H^{-1}(O_1)} \, dl \]
\[ + 2 \int_t^s \left( f_1 (\xi, \eta, u(l)) - f_1 (\xi', \eta', u(l)), X^{t, \xi, \eta, u}(l), u(l)) \right) \| X^{t, \xi, \eta, u}(l) - X^{t, \xi', \eta', u}(l) \|_{H^{-1}(O_1)} \, dl \]
\[ + 2 \int_t^s \left( \sigma_1 (\xi, \eta, u(l)) - \sigma_1 (\xi', \eta', u(l)) \right) \| X^{t, \xi, \eta, u}(l) - X^{t, \xi', \eta', u}(l) \|_{H^{-1}(O_1)} \, dl \]
\[ + \int_t^s \left( \| \xi - \xi' \|_{H^{-1}(O_1)}^2 \right) \.

The last term is dealt with via the Lipschitz continuity of \( \sigma_1 \). For the second term, by dropping the dependency on the time parameter \( l \), one writes

\[ \| f_1 (\xi, \eta, u) - f_1 (\xi', \eta', u) \|_{H^{-1}(O_1)} \| X^{t, \xi, \eta, u} - X^{t, \xi', \eta', u} \|_{H^{-1}(O_1)} \]
\[ \leq \| X^{t, \xi, \eta, u} - X^{t, \xi', \eta', u} \|_{H^{-1}(O_1)} \| f_1 (\xi, \eta, u) - f_1 (\xi', \eta', u) \|_{H^{-1}(O_1)} \]
\[ + \| X^{t, \xi, \eta, u} - X^{t, \xi', \eta', u} \|_{H^{-1}(O_1)} \| f_1 (\xi', \eta', u) - f_1 (\xi', \eta', u) \|_{H^{-1}(O_1)} \]
\[ \leq \| f_1 \|_1 \left( \| \xi - \xi' \|_{H^{-1}(O_1)} + \| \eta - \eta' \|_{H^{-1}(O_2)} \right) \| X^{t, \xi, \eta, u} - X^{t, \xi', \eta', u} \|_{H^{-1}(O_1)} \]
\[ + \| f_1 \|_1 \left( \| X^{t, \xi, \eta, u} - X^{t, \xi', \eta', u} \|_{H^{-1}(O_1)} + \| \eta - \eta' \|_{H^{-1}(O_2)} \right) \| X^{t, \xi, \eta, u} - X^{t, \xi', \eta', u} \|_{H^{-1}(O_1)} \]
\[ \leq C \left( \| X^{t, \xi, \eta, u} - X^{t, \xi', \eta', u} \|_{H^{-1}(O_1)} + \| X^{t, \xi, \eta, u} - X^{t, \xi', \eta', u} \|_{H^{-1}(O_1)} + \| \xi - \xi' \|_{H^{-1}(O_2)} \right) \]
\[ + \| \eta - \eta' \|_{H^{-1}(O_2)} \| X^{t, \xi, \eta, u} - X^{t, \xi', \eta', u} \|_{H^{-1}(O_1)} \]
\[ \leq C \left( \| X^{t, \xi, \eta, u} - X^{t, \xi', \eta', u} \|_{H^{-1}(O_1)} + \| X^{t, \xi, \eta, u} - X^{t, \xi', \eta', u} \|_{H^{-1}(O_1)} + \| \xi - \xi' \|_{H^{-1}(O_2)} \right) \]
\[ + \| \eta - \eta' \|_{H^{-1}(O_2)} \| X^{t, \xi, \eta, u} - X^{t, \xi', \eta', u} \|_{H^{-1}(O_1)} \]

As a consequence, returning to the previous inequality, and recalling that the assumption (10) holds true, one has

\[ \| X^{t, \xi, \eta, u}(r) - X^{t, \xi, \eta, u}(r) \|_{H^{-1}(O_1)}^2 \leq \int_t^s \left( \| X^{t, \xi, \eta, u}(l) - X^{t, \xi, \eta, u}(l) \|_{H^{-1}(O_1)}^2 + \| \eta - \eta' \|_{H^{-1}(O_2)}^2 \right) \, dl \]
\[ \leq C \int_t^s \left( \| X^{t, \xi, \eta, u}(l) - X^{t, \xi, \eta, u}(l) \|_{H^{-1}(O_1)}^2 + \| X^{t, \xi, \eta, u}(l) - X^{t, \xi, \eta, u}(l) \|_{H^{-1}(O_2)}^2 \right) \, dl \]
\[ + \left| \left| \int_t^s \left( \| X^{t, \xi, \eta, u}(l) - X^{t, \xi, \eta, u}(l), \xi' \xi, \eta, u(l)) - \xi' (\xi', \eta', \eta', u(l)) \right) \, dl \right| \|_{H^{-1}(O_1)} \]
Proceeding as in the previous proposition (using Burkholder–Davis–Gundy inequality followed by Gronwall’s inequality), we get

\[
\mathbb{E} \left[ \sup_{t \leq r \leq s} \left\| \gamma^{t,x,n} - X^{t,x,n} \right\|_{H^{-1}(\Omega_1)}^2 + \int_t^s \left\| \gamma^{t,x,n} - X^{t,x,n} \right\|_{L^2(\Omega_1)}^2 \, dr \right] 
\leq C E \int_t^s \left( \left\| \gamma^{t,x,n} - X^{t,x,n} \right\|_{H^{-1}(\Omega_1)}^2 + \left\| \gamma^{t,x,n} - X^{t,x,n} \right\|_{H^{-1}(\Omega_1)}^2 \right) \, dr 
\]

Similar arguments can be developed for \( \gamma^{t,x,n} - X^{t,x,n} \). The conclusion follows by taking the sum of the estimates on these differences, applying again Gronwall’s inequality and due to the last two assertions in Proposition 5.

6.2. A2. Elements of proof for Proposition 17

**Sketch of the proof of Proposition 17.** As we have already specified, we only give some hints to the main modifications as this result is quasi-identical in treatment to the one in Proposition 5.

The first assertion follows the same arguments as the ones used in Proposition 5 and so does 2. (a). The particular impact on regularity follows from the integral term containing \( L^2(\mathcal{O}_1) \)-norms being bounded.

To prove the continuity claim, one proceeds as in Proposition 5, the last two assertions. Let us fix \( t \leq r \leq s \leq T \). Then, is is clear that, on \( [r,s] \), the processes \( \mathcal{X}, \mathcal{Y} \) satisfy (17) with \( L^2(\mathcal{O}_1) \times L^2(\mathcal{O}_2) \)-regular initial data \( \mathcal{X}(r), \mathcal{Y}(r) \). We merely hint to the treatment of the term involving \( \Delta \) and refer the reader to the proof of Proposition 5 to complete the elements. For \( r \leq l \leq s \),

\[
\int_r^s \langle \Delta \beta_1(\mathcal{X}(l)), \mathcal{X}(l) - \mathcal{X}(r) \rangle_{H^{-1}(\mathcal{O}_1)} \, dl 
\leq C \left( \int_r^s \| \mathcal{X}(l) \|_{L^2(\mathcal{O}_1)}^2 \, dl \right)^{1/2} \left( \left( \int_r^s \| \mathcal{X}(l) \|_{L^2(\mathcal{O}_1)}^2 \, dl \right)^{1/2} + \| \mathcal{X}(r) \|_{L^2(\mathcal{O}_1)} \right)^{1/2}.
\]

The conclusion follows by noting that \( \lim_{s \to r \to 0} \int_r^s E \left[ \| \mathcal{X}(l) \|_{L^2(\mathcal{O}_1)}^2 \, dl \right] = 0 \) due to the integrability on \([t,T]\) of \( E \left[ \| \mathcal{X}(l) \|_{L^2(\mathcal{O}_1)}^2 \, dl \right] \).

Finally, for the dependency on the initial data, one writes (as it was already the case in Proposition 5), Itô’s formula for \( \| \mathcal{X} - \xi \|_{H^{-1}(\mathcal{O}_1)}^2 \). The new terms appearing in the right-hand side are dealt with as follows. First, for \( t \leq r \leq s \),

\[
E \left[ \int_t^r \langle \phi(l), \mathcal{X}(l) - \xi \rangle_{H^{-1}(\mathcal{O}_1)} \, dl \right] 
\leq E \left[ \int_t^s \| \phi(l) \|_{H^{-1}(\mathcal{O}_1)} \, dl \times \sup_{t \leq l \leq r} \| \mathcal{X}(l) - \xi \|_{H^{-1}(\mathcal{O}_1)} \right]
\]
\[
\leq \frac{1}{4\delta} \mathbb{E} \left[ \left( \int_t^s \| \phi_1(l) \|_{H^{-1}(\Omega_1)} \, dl \right)^2 \right] + \delta \mathbb{E} \left[ \sup_{t \leq l \leq r} \| \mathcal{X}(l) - \xi \|_{H^{-1}(\Omega_1)}^2 \right]
\]

\[
\leq (s - t) \frac{1}{4\delta} \mathbb{E} \left[ \int_t^s \| \phi_1(l) \|_{H^{-1}(\Omega_1)}^2 \, dl \right] + \delta \mathbb{E} \left[ \sup_{t \leq l \leq r} \| \mathcal{X}(l) - \xi \|_{H^{-1}(\Omega_1)}^2 \right].
\]

As usual, \( \delta \) is chosen small enough to be compensated by the left-hand side. Second, the stochastic term involving \( \psi_1 \) i.e. \( \left| \int_t^r (\mathcal{X}(l) - \xi, \psi_1(l) \, dW(l))_{H^{-1}(\Omega_1)} \right| \) is dealt with through Burkholder–Davis–Gundy inequality which provides an upper bound linked to

\[
\mathbb{E} \left[ \left( \int_t^s \| \mathcal{X}(l) - \xi \|_{H^{-1}(\Omega_1)}^2 \| \psi_2(l) \|_{L^2(H^{-1}(\Omega_1))}^2 \, dl \right)^{\frac{1}{2}} \right]
\]

\[
\leq \frac{1}{4\delta} \mathbb{E} \left[ \int_t^s \| \psi_2(l) \|_{L^2(H^{-1}(\Omega_1))}^2 \, dl \right] + \delta \mathbb{E} \left[ \sup_{t \leq l \leq s} \| \mathcal{X}(l) - \xi \|_{H^{-1}(\Omega_1)}^2 \right],
\]

with \( \delta \) chosen as before. We have now accounted for all the additional contributions in (19) with respect to what appeared in Proposition 5.

\[\square\]
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