A PRE-ORDER AND AN EQUIVALENCE RELATION ON
SCHUR CLASS FUNCTIONS AND THEIR INVARIANCE
UNDER LINEAR FRACTIONAL TRANSFORMATIONS

S. TER HORST

Abstract. Motivated by work of Yu.L. Shmul’yan a pre-order and an equivalence relation on the set of operator-valued Schur class functions are introduced and the behavior of Redheffer linear fractional transformations (LFTs) with respect to these relations is studied. In particular, it is shown that Redheffer LFTs preserve the equivalence relation, but not necessarily the pre-order. The latter does occur under some additional assumptions on the coefficients in the Redheffer LFT.

0. Introduction

In a 1980 paper [17] Yu.L. Shmul’yan introduced a pre-order relation on the set of Hilbert space contractions, and showed that linear fractional maps of Redheffer type, as initially studied by R.M. Redheffer in [13, 14], preserve this pre-order. To be more precise, let $H_1$ and $H_2$ be Hilbert spaces. With $L_1(H_1, H_2)$ we denote the set of contractions from $H_1$ to $H_2$, and, given $C \in L_1(H_1, H_2)$, we write $D_C$ for the defect operator $D_C = (I - C^*C)^{1/2}$ and $D_C$ for the defect space $D_C = \text{Ran} D_C$ associated with $C$. Then for $A, B \in L_1(H_1, H_2)$ Shmul’yan writes $A \prec B$ if there exists a bounded operator $X$ from $D_B$ into $D_B^*$ such that $A - B = D_B^*XD_B$, and proves that this defines a pre-order on $L_1(H_1, H_2)$. (Actually, in [17] this is denoted by $B \prec A$, however, more in line with other pre-orders on $L_1(H_1, H_2)$, the order is reversed in [11], and we will adopt the notation of [11] here.) Section II contains a detailed discussion of the pre-order $\prec$ and the corresponding equivalence relation $\sim$. To give an idea, the set of strict contractions form an equivalence class, and strict contractions dominate all other contractions, and if $A \in L_1(H_1, H_2)$ is an isometry or co-isometry, then $A$ forms an equivalence class by itself and $A$ is dominated by no other contraction than itself, see Lemma 1.4 below.

Now let $K_1$ and $K_2$ be two additional Hilbert spaces and let

\begin{equation}
M = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix} : \begin{bmatrix} H_2 \\ K_1 \end{bmatrix} \to \begin{bmatrix} H_1 \\ K_2 \end{bmatrix}
\end{equation}

be a contraction in $L_1(H_2 \oplus K_1, H_1 \oplus K_2)$. Then the Redheffer (linear fractional) map associated with $M$ is defined as

$\mathfrak{R}_M[A] = M_{22} + M_{21}A(I - M_{11}A)^{-1}M_{12}$ \quad ($A \in L_1(H_1, H_2)$, $I - M_{11}A$ invertible).

Shmul’yan proved the following result.

2010 Mathematics Subject Classification. Primary 47A56; Secondary 47A57, 47B35.

Key words and phrases. Schur class functions, operator pre-order, operator equivalence relation, linear fractional transformations.
Theorem 0.1 (Theorem 7 in [17]). Let $M \in \mathcal{L}_1(\mathcal{H}_2 \oplus \mathcal{K}_1, \mathcal{H}_1 \oplus \mathcal{K}_2)$, as in (12), and $A, B \in \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2)$ such that $I - M_{11}A$ and $I - M_{11}B$ are invertible. Assume $A \prec B$. Then $\mathcal{R}_M[A] \prec \mathcal{R}_M[B]$.

The aim of the present paper is to investigate generalizations and extensions of this result to the case where the operators are replaced by Schur class functions, i.e., contractive analytic functions. For separable Hilbert spaces $\mathcal{U}$ and $\mathcal{Y}$ we write $S(\mathcal{U}, \mathcal{Y})$ for the Schur class consisting of $\mathcal{L}_1(\mathcal{U}, \mathcal{Y})$-valued analytic functions on the open unit disc $\mathbb{D} = \{ \lambda: |\lambda| < 1 \}$. Recall that a Schur class function $F \in S(\mathcal{U}, \mathcal{Y})$ defines a contractive analytic Toeplitz operator $T_F$ between the vector-valued Hardy spaces $H^2_\mathcal{U}$ and $H^2_\mathcal{Y}$ by

$$(T_F h)(\lambda) = F(\lambda) h(\lambda) \quad (h \in H^2_\mathcal{U}, \lambda \in \mathbb{D}).$$

(Analytic here means $\Phi \in \mathcal{B}(\mathcal{U}, \mathcal{Y})$, of a bounded operator-valued function $\Phi$ intertwines the forward shift operators on $H^2_\mathcal{U}$ and $H^2_\mathcal{Y}$.)

It is well known that the supremum norm of $F$ on $\mathbb{D}$ equals the operator norm of $T_F$. This enables us to define a pre-order on $S(\mathcal{U}, \mathcal{Y})$, denoted as $\prec$, by defining $F \prec G$ whenever $T_F \prec T_G$. The following theorem gives a characterization of $\prec$ in terms of the elements of $S(\mathcal{U}, \mathcal{Y})$.

Theorem 0.2. Let $F, G \in S(\mathcal{U}, \mathcal{Y})$. Then $T_F \prec T_G$ if and only if there exists a bounded operator-valued function $Q$ on $\mathbb{D}$ such that

$$F(\lambda) - G(\lambda) = D_{G(\lambda)} Q(\lambda) D_{G(\lambda)} \quad (\lambda \in \mathbb{D}).$$

This result is one of several characterizations of $\prec$ that are proved in Theorem 2.6 below. It is immediate from the results on $\prec$ in Section 1 that the set of strict Schur class functions, i.e., $F \in S(\mathcal{U}, \mathcal{Y})$ with $\|F\|_\infty < 1$, forms an equivalence class, which dominates all other equivalence classes, and each inner function, i.e., $F \in S(\mathcal{U}, \mathcal{Y})$ with $T_F$ isometric, forms an equivalence class on its own which is dominated by no other equivalence class but its own. In Section 2 we also consider the impact of the pre-order $\prec$ on the boundary behavior of functions in $S(\mathcal{U}, \mathcal{Y})$.

Redheffer maps in this context involve a Schur class function $\Phi \in S(\mathcal{E}' \oplus \mathcal{U}, \mathcal{E} \oplus \mathcal{Y})$, with $\mathcal{E}$ and $\mathcal{E}'$ also separable Hilbert spaces, partitioned as

$$\Phi(\lambda) = \begin{bmatrix} \Phi_{11}(\lambda) & \Phi_{12}(\lambda) \\ \Phi_{21}(\lambda) & \Phi_{22}(\lambda) \end{bmatrix} : \begin{bmatrix} \mathcal{E}' \\ \mathcal{U} \end{bmatrix} \rightarrow \begin{bmatrix} \mathcal{E} \\ \mathcal{Y} \end{bmatrix} \quad (\lambda \in \mathbb{D}).$$

The Redheffer map associated with $\Phi$ is defined as

$$\mathcal{R}_\Phi[F](\lambda) = \Phi_{22}(\lambda) + \Phi_{21}(\lambda) F(\lambda) (I - \Phi_{11}(\lambda) F(\lambda))^{-1} \Phi_{12}(\lambda) \quad (\lambda \in \mathbb{D})$$

where $F$ is in $S(\mathcal{E}, \mathcal{E}')$ and should satisfy $\|\Phi_{11}(0) F(0)\| < 1$. The additional assumption $\|\Phi_{11}(0) F(0)\| < 1$ is necessary and sufficient for the inverse to be well defined for each $\lambda \in \mathbb{D}$, and it is well known that $\mathcal{R}_\Phi[F] \in S(\mathcal{U}, \mathcal{Y})$ for any $F \in S(\mathcal{E}, \mathcal{E}')$ which satisfies this constraint. Redheffer maps of this type play an important role in the theory of metric constrained interpolation and system and control theory, cf., [1], [7], [8] and the references given there. Typically in applications $|\Phi_{11}(0)| < 1$, or even $\Phi_{11}(0) = 0$, such that $\mathcal{R}_\Phi$ is defined on the whole of $S(\mathcal{E}, \mathcal{E}')$.

The following theorem is the main result of the present paper, and will be proved in Section 3.
Theorem 0.3. Let $\Phi \in S(\mathcal{E}’ \oplus \mathcal{U}, \mathcal{E} \oplus \mathcal{Y})$ decompose as in (0.2) and let $F_1, F_2 \in S(\mathcal{E}, \mathcal{E}’)$. Then $\|\Phi_{11}(0)F_1(0)\| < 1$ if and only if $\|\Phi_{11}(0)F_2(0)\| < 1$. Moreover, if $\|\Phi_{11}(0)F_i(0)\| < 1$ holds for $i = 1, 2$, then $\mathcal{R}_\Phi[F_1] \sim \mathcal{R}_\Phi[F_2]$.

Hence $\mathcal{R}_\Phi$ preserves the equivalence relation $\sim$. On may now wonder if $\mathcal{R}_\Phi$ also preserves the pre-order $\prec$. This is in general not the case. An example given by Bakonyi in [2] proves this. Indeed, the example of [2] deals with a specific suboptimal scalar Nehari interpolation problem. By the general theory of metric constrained interpolation, cf. [9], it is known that the solutions set of such a problem is given by the range of a Redheffer map $\mathcal{R}_\Phi$, of the type considered in the present paper, and that there must be a solution $\mathcal{R}_\Phi[F]$ with $\|\mathcal{R}_\Phi[F]\|_\infty < 1$. Write $\tilde{F}$ for the constant function whose value is the zero operator. It is shown in [2] that $\|\mathcal{R}_\Phi[\tilde{F}]\|_\infty = 1$. Clearly $\tilde{F}$ is a strict Schur class function. It then follows by the harmonic maximum principle due to A. Biswas [3] that $F$ cannot be a strict Schur class function. Hence we have $F \not\sim \tilde{F}$ and $\mathcal{R}_\Phi[\tilde{F}] \not\sim \mathcal{R}_\Phi[F]$, and $F$ and $\tilde{F}$ nor $\mathcal{R}_\Phi[F]$ and $\mathcal{R}_\Phi[\tilde{F}]$ belong to the same equivalence class. See Example 5.6 and Remark 5.11 in [1] for a discussion of larger class of examples, which includes the one of [2], where this phenomenon occurs. Example 3.3 below presents another example where $\mathcal{R}_\Phi$ does not preserve $\prec$ with $\Phi$ an operator polynomial of degree one.

Note that one can view $\mathcal{R}_\Phi$ in the context of the Redheffer maps $\mathcal{R}_M$ of [17] by taking $M = T_\Phi$, i.e., $M_{ij} = T_{\Phi_{ij}}$, and $A = T_F$. However, the condition $\|\Phi_{11}(0)F(0)\| < 1$ does not imply that $I - T_{\Phi_1}T_F$ is (boundedly) invertible, and hence $\mathcal{R}_\Phi$ acts on a larger domain than $\mathcal{R}_{T_\Phi}$. This observation yields the following result, which can both be viewed as a generalization of Theorem 0.3 with $\Phi$ and $F$ in (0.3) constant, and a specification of Theorem 1.1 with $M = T_\Phi$ and $A = T_F$.

Theorem 0.4. Let $\Phi \in S(\mathcal{E}’ \oplus \mathcal{U}, \mathcal{E} \oplus \mathcal{Y})$ decompose as in (0.2) and $F, G \in S(\mathcal{E}, \mathcal{E}’)$ such that $F \not\prec G$. Assume that the function $\|\Phi_{11}(0)F(0)\| < 1$ is boundedly invertible on $\mathbb{D}$. Then $\mathcal{R}_\Phi[F] \not\prec \mathcal{R}_\Phi[G]$. In particular, if $\Phi_1$ is a strict Schur class function, then $\mathcal{R}_\Phi$ maps $S(\mathcal{E}, \mathcal{E}’) \setminus S(\mathcal{U}, \mathcal{Y})$ and preserves the pre-order $\not\prec$.

This result is proved in Section 3 where we also consider how the behavior of $\mathcal{R}_\Phi$ with respect to $\not\prec$ improves even further when $\Phi$ meets additional constraints. In particular, we prove, in Proposition 3.8, that $\mathcal{R}_\Phi$ induces an injective map on the equivalence classes of $S(\mathcal{E}, \mathcal{E}’) \setminus S(\mathcal{U}, \mathcal{Y})$ in case $\Phi_{12}$ or $\Phi_{21}$ is invertible on $\mathbb{D}$ with a bounded analytic inverse.

Besides the current introduction, the paper consists of three sections. In Section 1 we discuss various definitions and implications of the pre-order $\prec$ and equivalence relation $\sim$ of (17) and derive relations between the parameters in the different definitions. The specification of $\prec$ and $\sim$ to contractive Toeplitz and Laurent operators, both analytic and nonanalytic, leading to the definition of the pre-order $\not\prec$ and equivalence relation $\not\sim$, is the topic of Section 2. The properties of Redheffer maps $\mathcal{R}_\Phi$ in connection with $\not\prec$ and $\not\sim$ are investigated in the final section.

We conclude this introduction with some words on notation and terminology. Throughout capital calligraphic letters denote Hilbert spaces (with the exception of $\mathcal{L}$). With operator and subspace we mean a bounded linear map and a closed linear manifold. In particular, in this paper all operators are bounded and all subspaces closed. Given Hilbert spaces $\mathcal{H}_1$ and $\mathcal{H}_2$ we write $\mathcal{L}(\mathcal{H}_1, \mathcal{H}_2)$ for the space of operators from $\mathcal{H}_1$ to $\mathcal{H}_2$. We further write $\mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2)$ and $\mathcal{L}_1^\circ(\mathcal{H}_1, \mathcal{H}_2)$ for...
the closed, respectively open, unit balls in $\mathcal{L}(\mathcal{H}_1, \mathcal{H}_2)$, i.e., the sets of contractions, respectively strict contractions. In case $\mathcal{H}_1 = \mathcal{H}_2$, we simply write $\mathcal{L}(\mathcal{H}_1)$, $\mathcal{L}_1(\mathcal{H}_1)$ and $\mathcal{L}^2(\mathcal{H}_1)$ instead of $\mathcal{L}(\mathcal{H}_1, \mathcal{H}_1)$, $\mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_1)$ and $\mathcal{L}^2(\mathcal{H}_1, \mathcal{H}_1)$, respectively.

Given $C \in \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2)$ we denote the defect operator and defect space associated with $C$ by $D_C$, respectively $D_C$, that is $D_C$ is the positive square root of $I_{\mathcal{H}_1} - C^*C$ and $D_C$ is the closure of the range of $D_C$. With some abuse of notation, we will view the defect operator $D_C$ either as an operator on $\mathcal{H}_1$, on $D_C$, from $\mathcal{H}_1$ into $D_C$ or from $D_C$ into $\mathcal{H}_1$, always using the symbol $D_C$. The precise meaning will be clear from the context, or otherwise be made explicit. For an operator $A \in \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2)$ the real and imaginary part of $A$ are the self-adjoint operators defined by $\text{Re}(A) = \frac{1}{2}(A + A^*)$ and $\text{Im}(A) = \frac{1}{2i}(A - A^*)$, respectively. The kernel of $A$ is denoted by $\text{Ker}(A)$ and range of $A$ by $\text{Ran} A$; the symbol $\overline{\text{Ran} A}$ stands for the closure of $\text{Ran} A$. If $A$ is invertible, then $A^{-1}$ is short for $(A^*)^{-1}$, or $(A^{-1})^*$ which amounts to the same operator. Let $B \in \mathcal{L}(\mathcal{H}_1)$ be a self-adjoint operator. Then $B \geq 0$ indicates that $B$ is positive semi-definite, i.e., $(Bh, h) \geq 0$ for each $h \in \mathcal{H}_1$. An invertible positive semi-definite operator $B$ is called positive definite, and this is indicated by $B > 0$. If $C \in \mathcal{L}(\mathcal{H}_1)$ is also self-adjoint, then $B \geq C$ (resp. $B > C$) is short for $B - C \geq 0$ (resp. $B - C > 0$). The orthogonal projection on a subspace $\mathcal{M}$ of $\mathcal{H}_1$ is denoted by $P_{\mathcal{M}}$.

Let $\mathcal{U}$ and $\mathcal{Y}$ denote separable Hilbert spaces. The Banach space of Lebesgue measurable, essentially bounded $\mathcal{L}(\mathcal{U}, \mathcal{Y})$-valued functions on the unit circle $\mathbb{T}$, together with the essential supremum norm $\|\|_\infty$, will be denoted by $L^\infty(\mathcal{U}, \mathcal{Y})$. We write $H^\infty(\mathcal{U}, \mathcal{Y})$ for the Banach space of bounded analytic $\mathcal{L}(\mathcal{U}, \mathcal{Y})$-valued functions on the open unit disc $\mathbb{D}$, with the supremum norm on $\mathbb{D}$, also denoted by $\|\|_\infty$. Note that $H^\infty(\mathcal{U}, \mathcal{Y})$ can be viewed as a sub-Banach space $L^\infty(\mathcal{U}, \mathcal{Y})$ by taking nontangential limits to a.e. point on $\mathbb{T}$. The closed unit ball of $H^\infty(\mathcal{U}, \mathcal{Y})$ is the Schur class $S(\mathcal{U}, \mathcal{Y})$. We write $S_0(\mathcal{U}, \mathcal{Y})$ for the open unit ball of $H^\infty(\mathcal{U}, \mathcal{Y})$, i.e., the set of strict Schur class functions. With $L^\infty_1(\mathcal{U}, \mathcal{Y})$ and $L^\infty_1(\mathcal{U}, \mathcal{Y})$ we indicate the closed, respectively open, unit ball of $L^\infty(\mathcal{U}, \mathcal{Y})$.

With $K \in L^\infty(\mathcal{U}, \mathcal{Y})$ we associate its Laurent operator $L_K$ mapping $L^2_{\mathcal{G}}$ into $L^2_{\mathcal{G}}$ and its Toeplitz operator $T_K$ from $H^2_\mathcal{G}$ to $H^2_\mathcal{G}$, which are the operators defined by

$$(L_K)(e^{it}) = K(e^{it})g(e^{it}) \quad (\text{a.e. } t \in [0, 2\pi]), \quad T_K = P_{H^2_\mathcal{G}}L_K|_{H^2_\mathcal{G}}.$$ 

Note that this definition of $T_K$ is equivalent to the one given earlier in this introduction. It is well known that $\|K\|_\infty = \|L_K\| = \|T_K\|$. A function $F \in S(\mathcal{U}, \mathcal{Y})$ is called inner if the nontangential limits of $F$ on $\mathbb{T}$ are a.e. isometries, $*$-inner if the nontangential limits are a.e. co-isometries, and two-sided inner if it is both inner and $*$-inner. Note that $F$ is inner if and only if $TF$ is an isometry, or equivalently $L_F$ is an isometry.

1. A PRE-ORDER ON CONTRACTIVE HILBERT SPACE OPERATORS

Throughout this section $\mathcal{H}_1$ and $\mathcal{H}_2$ are Hilbert spaces. In [17] Yu.L. Shmul’yanch considered the pre-order relation on the set of contractions $\mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2)$ defined in the following theorem.

**Theorem 1.1.** Let $A, B \in \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2)$.

(i) The relation $A \prec B$ defined by one of the following four equivalent conditions:
(POi) \( A - B = D_B \cdot XD_B \) for some \( X \in \mathcal{L}(D_B, D_B^*) \);
(POii) \( I - A^* B = D_B Y D_B \) for some \( Y \in \mathcal{L}(D_B) \);
(POiii) there exists an \( r > 0 \) such that \( (1 - \varepsilon) B + \varepsilon A \in \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2) \) for all \( \varepsilon \in \mathbb{C} \) with \( |\varepsilon| \leq r \);
(POiv) there exists an \( r > 0 \) such that \( (1 - \varepsilon) B + \varepsilon A \in \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2) \) for all \( \varepsilon \in \mathbb{C} \) with \( |\varepsilon| = r \);

defines a pre-order relation on \( \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2) \).

(ii) Assume \( A \prec B \) and let \( Y \in \mathcal{L}(D_B) \) be as in (POii). Then
\[
2 \Re(Y) \geq I \quad \text{and} \quad \ker(2\Re(Y) - I) = \{0\}.
\]

(iii) Assume \( A \prec B \). Then the operators \( X \) and \( Y \) and the positive constant \( r \) from (POi)–(POiv) can be chosen in such a way that the following relations hold:

\[
\begin{align*}
\|X\| &\leq \|Y\| + \sqrt{2\|\Re(Y)\|} - 1, \quad \|Y\| \leq 1 + \|X\|, \\
\|X\| &\leq \frac{2 + 2\sqrt{r} + r}{2r}, \quad \|Y\| \leq \frac{2 + r}{2r}, \\
r &\geq \frac{1}{\|Y\| + \sqrt{\|Y\|^2 + 2\|\Re(Y)\|} - 1}.
\end{align*}
\]

Shmul’yan [17] initially studied this pre-order in the form of (POi). In a later paper by Khatskevich, Shmul’yan and Shul’man [11] it was shown that the formulation of \( \prec \) in (POi) is equivalent to those in (POii) and (POiii), by extending ideas from real convex analysis to the complex numbers. The paper [11] also discusses the relation between the pre-order of Theorem 1.1, the Harnack pre-order from [18] and a pre-order defined by Ceausescu in [4].

Statements (ii) and (iii) of Theorem 1.1 are additions to the results of [11]. The relations between the constants appearing in (POi)–(POiv) from statement (iii) are necessary for our specification to contractive analytic Laurent operators in Section 2 in terms of their symbols, and require a refinement of many of the arguments used in [11].

Before proving Theorem 1.1 we first derive a few preliminary results. We start by mentioning the following easily verified identity, which holds for any \( A, B \in \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2) \), independent of the pre-order relation:

\[
2 \Re(I - A^*B) = D_A^2 + D_B^2 + (A - B)^*(A - B).
\]

The following lemma provides a useful reformulation of conditions (POiii) and (POiv).

**Lemma 1.2.** Let \( A \) and \( B \) be contractions in \( \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2) \) and \( \varepsilon \in \mathbb{C} \). Then \( (1 - \varepsilon) B + \varepsilon A \in \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2) \) holds if and only if

\[
0 \leq (1 - 2\Re(\varepsilon))D_B^2 + 2\Re(\varepsilon)\Re(I - A^*B) + 2\Im(\varepsilon)\Im(I - A^*B) - |\varepsilon|^2(A - B)^*(A - B).
\]
Lemma 1.4. Proof. The result follows since for each $\varepsilon \in \mathbb{C}$ we have
\[ I - ((1 - \varepsilon)B + \varepsilon A)^*((1 - \varepsilon)B + \varepsilon A) = \]
\[ = I - |1 - \varepsilon|^2 B^*B - |\varepsilon|^2 A^*A - 2\Re((1 - \varepsilon)\overline{A}^*B) \]
\[ = |1 - \varepsilon|^2 D_B^2 + |\varepsilon|^2 D_A^2 + (1 - |1 - \varepsilon|^2 - |\varepsilon|^2)I - 2\Re((1 - \varepsilon)\overline{A}^*B) \]
\[ = |1 - \varepsilon|^2 D_B^2 + |\varepsilon|^2 D_A^2 - 2(|\varepsilon|^2 - \Re(\varepsilon))I - 2\Re(\overline{\varepsilon} - |\varepsilon|^2)\Re(A^*B) + \]
\[ + 2\Im(\overline{\varepsilon} - |\varepsilon|^2)\Im(A^*B) \]
\[ = |1 - \varepsilon|^2 D_B^2 + |\varepsilon|^2 D_A^2 - 2(|\varepsilon|^2 - \Re(\varepsilon))I + 2(|\varepsilon|^2 - \Re(\varepsilon))\Re(A^*B) + \]
\[ - 2\Im(\varepsilon)\Im(A^*B) \]
\[ = (1 - 2\Re(\varepsilon))D_B^2 + 2\Re(\varepsilon)\Re(I - A^*B) + 2\Im(\varepsilon)\Im(I - A^*B) + \]
\[ - |\varepsilon|^2(A - B)^*(A - B), \]
using (1.4) in the last but one identity. $\square$

The following lemma will be of use when analyzing condition (POii).

Lemma 1.3. Let $C \in \mathcal{L}(H_1)$ and $D \in \mathcal{L}(H_1, H_2)$. Then there exists an operator $Z \in \mathcal{L}(H_2)$ with $C = D^*ZD$ if and only if there exist $\delta_1, \delta_2 \geq 0$ such that
\[-\delta_1 D^*D \leq \Re(C) \leq \delta_1 D^*D \quad \text{and} \quad -\delta_2 D^*D \leq \Im(C) \leq \delta_2 D^*D.\]
Moreover, if $C = D^*ZD$ for $Z \in \mathcal{L}(H_2)$ then one can take $\|\Re(Z)\| = \delta_1$ and $\|\Im(Z)\| = \delta_2$.

Proof. The result follows by observing that $C = D^*ZD$ holds if and only if $\Re(C) = D^*\Re(Z)D$ and $\Im(C) = D^*\Im(Z)D$, and then applying the next lemma with $U = \Re(C)$, respectively $U = \Im(C)$. $\square$

Lemma 1.4. Let $U \in \mathcal{L}(H_1)$ be selfadjoint and $D \in \mathcal{L}(H_1, H_2)$. Then there exists an operator $W \in \mathcal{L}(H_2)$ with $U = D^*WD$ if and only if there exists a $\delta \geq 0$ such that $-\delta D^*D \leq U \leq \delta D^*D$. Moreover, if $W \in \mathcal{L}(H_2)$ with $U = D^*WD$, then one can take $\delta = \|W\|$.

Proof. First assume $-\delta D^*D \leq U \leq \delta D^*D$ for some $\delta \geq 0$. By the spectral theorem for selfadjoint operators, see e.g. Chapter V in [9], we can write $U = U_+ - U_-$ with $U_+ \geq 0$ and $U_- \geq 0$. Then
\[-\delta D^*D \leq -U_- \leq U \leq U_+ \leq \delta D^*D.\]
By Douglas’ lemma [5] we find that there exist contractions $V_+, V_- \in \mathcal{L}(H_2, H_1)$ with $U_+ = \delta^+ V_+D$ and $U_- = \delta^- V_- D$. This yields $U_+ = U_+^* U_+^\# = \delta^+ V_+^* V_+ D$ and, similarly, $U_- = \delta^- V_-^* V_- D$. Thus the identity $U = D^*WD$ is satisfied with $W = \delta (V_+^* V_+ - V_-^* V_-)$.
Conversely, assume $U = D^*WD$ for some $W \in \mathcal{L}(H_2)$. Since $U$ is selfadjoint, we may without loss of generality assume $W$ is selfadjoint. Now write $W = W_+ - W_-$ with $W_+ \geq 0$ and $W_- \geq 0$. Define $U_+ = D^*W_+ D$ and $U_- = D^*W_- D$. Then
0 \leq U_+ = D^*W_+D \leq \frac{\delta_+}{\delta_-}D^*D, \text{ with } \delta_+ = \|W_+\|, \text{ and, similarly, } 0 \leq U_- \leq \frac{\delta_-}{\delta_+}D^*D, \text{ with } \delta_- = \|W_-\|. \text{ Set } \delta = \max\{\delta_+, \delta_\}. \text{ Then }
\begin{align*}
-\delta D^*D &\leq -\delta_- D^*D \leq -U_+ \leq U_- \leq \frac{\delta_+}{\delta_-}D^*D \leq \delta D^*D.
\end{align*}
Hence our claim follows. \qed

**Proof of Theorem 1.1.** The proof is split into four parts.

**Part I.** In the first part we prove statement (ii). Assume \( A \prec B \), in the sense of (POii), i.e., \( I - A^*B = D_B Y D_B \) for some \( Y \in \mathcal{L}(D_B) \). Then \( \text{Re} (I - A^*B) = D_B \text{Re} (Y) D_B \). Using (1.2), we see that

\[
2D_B \text{Re} (Y) D_B = D_A^2 + D_B^2 + (A - B)^* (A - B).
\]

Hence
\[
D_B (2 \text{Re} (Y) - I D_B) D_B = D_A^2 + (A - B)^* (A - B) \geq 0.
\]

Since \( \overline{\text{Ran}} \ D_B = \mathcal{D}_B \), it follows that \( 2 \text{Re} (Y) - I D_B \geq 0 \). In order to show

\[
\text{Ker} (2 \text{Re} (Y) - I D_B) = \{0\},
\]

it suffices to prove for any \( x \in \mathcal{D}_B \) that

\[
0 = D_B (2 \text{Re} (Y) - I D_B) D_B x = \left[ D_A (A - B)^* \right] \left[ \begin{array}{c} D_A \\ (A - B) \end{array} \right] x
\]
implies \( x = 0 \). So assume this identity is satisfied for some \( x \in \mathcal{D}_B \). Then \( D_A x = 0 \) and \( A x = B x \). Since \( D_A x = 0 \), we have \( \|A x\| = \|x\| \). Thus \( \|B x\| = \|x\| \). However, \( x \in \mathcal{D}_B \) implies \( \|B x\| < \|x\| \), unless \( x = 0 \). Thus necessarily \( x = 0 \).

**Part II.** Next we show the equivalence of conditions (POi)–(POiv).

**(POi) \Rightarrow (POii):** Take \( Y = I - X^*B \), with \( X \) as in (POi). Then

\[
I - A^*B = D_B - (A^* - B^*) B = D_B^2 - D_B X^* D_B B
\]

\[
= D_B^2 - D_B X^* B D_B = D_B Y D_B.
\]

**(POii) \Rightarrow (POiii):** Let \( Y \in \mathcal{L}(D_B) \) be as in (POii). Then

\[
\text{Re} (I - A^*B) = D_B \text{Re} (Y) D_B \quad \text{and} \quad \text{Im} (I - A^*B) = D_B \text{Im} (Y) D_B.
\]

Using \( (A - B)^* (A - B) \leq 2 \text{Re} (I - A^*B) - D_B^2 \), by (1.4), and writing \( \varepsilon = se^{i\theta} \) we see that the right hand side in (1.4) dominates

\[
(1 - 2 \text{Re} (\varepsilon) + |\varepsilon|^2)D_B^2 + 2(\text{Re} (\varepsilon) - |\varepsilon|^2)\text{Re} (I - A^*B) + 2 \text{Im} (\varepsilon) \text{Im} (I - A^*B) = D_B ((1 - 2s \cos \theta + s^2) I + (2s \cos \theta - s^2) \text{Re} (Y) + 2s \sin \theta \text{Im} (Y)) D_B = D_B (I + (2 \text{Re} (Y) - I) \cos \theta + 2 \text{Im} (Y) \sin \theta) s - (2 \text{Re} (Y) - I) s^2) D_B.
\]

By Lemma (1.2) (POiii) holds if there exists an \( r > 0 \) such that for all \( 0 \leq s \leq r \) and all \( \theta \in [-\pi, \pi] \) we have

\[
I + (2 \text{Re} (Y) - I) \cos \theta + 2 \text{Im} (Y) \sin \theta) s - (2 \text{Re} (Y) - I) s^2 \geq 0.
\]

For \( \theta \in [-\pi, \pi] \), let \( \theta_+ \in [-\frac{\pi}{2}, \frac{\pi}{2}] \) be such that \( \sin \theta_+ = \sin \theta \) and \( \cos \theta_+ = |\cos \theta| \). Define \( \varepsilon_+ = s (\sin \theta_+ + i \cos \theta_+) \). By statement (ii) we have \( 4 \text{Re} (Y) - 2I \geq 0 \). Thus \( 2(\text{Re} (Y) - I) \geq -2 \text{Re} (Y) \). Therefore

\[
2(\text{Re} (Y) - I) \cos \theta \geq -2 \text{Re} (Y) |\cos \theta| = -2 \text{Re} (Y) \cos \theta_+.
\]
This yields
\[(2\text{Re}(Y) - I) \cos \theta + 2\text{Im}(Y) \sin \theta) s \geq -2(\text{Re}(Y) s \cos \theta - \text{Im}(Y) s \sin \theta) \]
\[= -2\text{Re}(\bar{Y}Y) \geq -2s\|Y\|I.\]

Next observe that, since \(\text{Re}(Y) \leq \|\text{Re}(Y)\|I\), we have
\[2\text{Re}(Y) - I \leq (2\|\text{Re}(Y)\|\|I) - 1I.\]

Hence
\[I + (2\text{Re}(Y) - I) \cos \theta + 2\text{Im}(Y) \sin \theta) s - (2\text{Re}(Y) - I)s^2 \]
\[\geq (1 - 2\|Y\|s - (2\|\text{Re}(Y)\|\|s^2)I.\]

Thus it suffices to show that the polynomial
\[p(s) = 1 - 2\|Y\|s - (2\|\text{Re}(Y)\|\|s^2\]

is positive on an open interval containing 0. Since \(p(0) = 1 > 0\) it is clear that such an open neighborhood exists.

\((\text{POiii}) \iff (\text{POiv})\): The implication \((\text{POiii}) \Rightarrow (\text{POiv})\) is obvious. Conversely, assuming \((\text{POiv})\) holds, let \(T_i = (1 - \varepsilon_i)B + \varepsilon_iA = B + \varepsilon_i(A - B)\) for \(|\varepsilon_i| = r\), \(i = 1, 2\). If \(T_1\) and \(T_2\) are contractions, then so is \(\frac{1}{2}(T_1 + T_2) = B + \frac{1}{2}(\varepsilon_1 + \varepsilon_2)(A - B)\). Now \((\text{POiii})\) follows because
\[
\left\{ \frac{1 + \varepsilon_2}{2}; |\varepsilon_1| = |\varepsilon_2| = r \right\} = \frac{r}{2}(T + T) = r\mathcal{D} = \{z; |z| \leq r\}.
\]

In particular, for \(r\) in \((\text{POiii})\) we can take the same \(r\) as in \((\text{POiv})\).

\((\text{POiii}) \Rightarrow (\text{POii})\): By Lemma 1.2 the inequality (1.5) holds for each \(\varepsilon \in \mathbb{C}\) with \(|\varepsilon| \leq r\). It suffices to consider (1.5) for \(\varepsilon = -r, ir, -ir\). Taking \(\varepsilon = -r\) gives
\[0 \leq (1 + 2r)D^2_B - 2r \text{Re}(I - A^*B) - r^2(A - B)^*(A - B)\]
\[\leq (1 + r)^2D^2_B - 2r(1 + r) \text{Re}(I - A^*B).\]

The last inequality uses \((A - B)^*(A - B) \geq 2\text{Re}(I - A^*B) - D^2_B\), which results from (1.4). Again by (1.4), we see that \(\text{Re}(I - A^*B) \geq 0\). Hence
\[(1.8)\]
\[0 \leq \text{Re}(I - A^*B) \leq \frac{(1 + r)}{2r}D^2_B.\]

A similar argument, now with \(\varepsilon = ir\) and \(\varepsilon = -ir\), gives the inequalities
\[(1.9)\]
\[-\frac{1 + r}{2r}D^2_B \leq \text{Im}(I - A^*B) \leq \frac{1}{2r}D^2_B.\]

Hence by Lemma 1.3 we see that (POii) holds.

\((\text{POii}) \Rightarrow (\text{POi})\): Applying Douglas’ Lemma [5] to the identity in (1.6), and using part (ii), we obtain that there exists an isometry \(\left[ \begin{array}{c} \tilde{N} \\ \tilde{M} \end{array} \right]\) mapping \(\mathcal{D}_B\) into \(\left[ \begin{array}{c} \bar{D}_A \\ \bar{A} - B \end{array} \right]\)

given by
\[
\left[ \begin{array}{c} \tilde{N} \\ \tilde{M} \end{array} \right] (2\text{Re}(Y) - I)^{\frac{1}{2}}D_B = \left[ \begin{array}{c} \bar{D}_A \\ \bar{A} - B \end{array} \right].
\]

Note that (1.6) implies \(\mathcal{D}_A \subset \mathcal{D}_B\). Set
\[N = \tilde{N}(2\text{Re}(Y) - I)^{\frac{1}{2}}\quad \text{and} \quad M = \tilde{M}(2\text{Re}(Y) - I)^{\frac{1}{2}},\]
so that
\[(1.10)\]
\[ND_B = D_A, \quad MD_B = A - B\quad \text{and} \quad N^*N + M^*M = 2\text{Re}(Y) - I.\]
Now define $X = D_B \cdot M + B(I - Y^*) \in L(D_B, D_B^*)$. Then
\[A - B = D_B^2 - B(I - B^*) + D_B^2 B - B(I - A^* B^*)\]
\[= D_B^2 M + D_B B D_B - BD_B Y^* D_B = D_B^2 (M + B(I - Y^*)) D_B\]
\[= D_B^2 X D_B^*.
\]
Hence (POi) holds with this choice of $X$.

We have now proved the implications
\[(POi) \Rightarrow (POii) \Rightarrow (POiii) \Rightarrow (POiv) \Rightarrow (POi) \Rightarrow (POi),\]
and hence the equivalence of (POi)–(POiv). The inefficiency in proving this equivalence is required for the computation of the inequalities of statement (iii).

**Part III.** Now we show that the equivalent definitions (POi)–(POiv) of $A \prec B$ define a pre-order, completing the proof of statement (ii). Clearly, $A \prec A$ for any contraction $A \in L(\mathcal{H}_1, \mathcal{H}_2)$. Assume $A \prec B$ and $B \prec C$. Let $X, \tilde{X} \in L(\mathcal{H}_1, \mathcal{H}_2)$ such that
\[A - B = D_B \cdot X D_B \quad \text{and} \quad B - C = D_C \cdot \tilde{X} D_C.
\]
From (POiii) it follows that also $B^* \prec C^*$. Following the argumentation in the proof of (POii) ⇒ (POi), we see that there exist operators $N \in L(\mathcal{H}_1)$ and $N_* \in L(\mathcal{H}_2)$ such that $D_B = N D_C$ and $D_B^* = N_* D_C^*$. Hence $D_B = D_B^* = D_C^* N_*^* = D_C \cdot \tilde{X} D_C$. This implies
\[A - C = A - B + B - C = D_C \cdot N X N D_C + D_C \cdot \tilde{X} D_C.
\]
Hence $A \prec C$. Thus $\prec$ is indeed a pre-order.

**Part IV.** In the final part we prove statement (iii). The bounds for $\|Y\|$ in (1.1) and (1.2) follow directly from the proofs of (POi) ⇒ (POii) and (POii) ⇒ (POi). Indeed, applying Lemma 1.3 to (1.8) and (1.9), yields $\|\text{Re}(Y)\| \leq \frac{1 + r}{2r}$ and $\|\text{Im}(Y)\| \leq \frac{1}{2r}$. Hence
\[\|Y\| \leq \|\text{Re}(Y)\| + \|\text{Im}(Y)\| \leq \frac{1 + r}{2r} + \frac{1}{2r} = \frac{2 + r}{2r}.
\]
The identity $Y = I - X^* B$ in the proof of (POi) ⇒ (POii) leads to the inequality for $\|Y\|$ in (1.1), via
\[\|Y\| = \|I - X^* B\| \leq \||I| + \|X^*\| \|B\| \leq 1 + \|X\|.
\]
From the proof of (POii) ⇒ (POi) we see that, given $Y$ as in (POii), we may choose $X = D_B^* M + B(I - Y^*)$, with $M$ satisfying (1.10). Rewrite $X$ as
\[X = D_B^* M + \frac{1}{2} B(I - 2\text{Re}(Y^*)) + \frac{1}{2} B(I - 2\text{Im}(Y^*))\]
\[= D_B^* M + \frac{1}{2} B(I - 2\text{Re}(Y)) + \frac{1}{2} B(I + 2\text{Im}(Y)).
\]
Note that
\[\|Mx\|^2 = \langle M^* M x, x \rangle \leq \langle (2\text{Re}(Y) - I)x, x \rangle = 2\langle \text{Re}(Y)x, x \rangle - \|x\|^2\]
\[= 2\|\text{Re}(Y)\|^2 - 2\|x\|^2.
\]
Taking supremum over all $x \in D_B$ with $\|x\| = 1$ we find
\[(1.11) \quad \|M\|^2 \leq 2\|\text{Re}(Y)^{1/2}\|^2 - 2 = 2\|\text{Re}(Y)\| - 1.
\]
Corollary 1.5. Assume $A \prec B$. Then

(i) $A^* \prec B^*$;
(ii) $DAC \prec DBC$ for all $C \in \mathcal{L}_1(H_0, H_1)$, $D \in \mathcal{L}_1(H_2, H_3)$;
(iii) $D_A \sim NDB$ for some operator $N \in \mathcal{L}(D_B, D_A)$ with $N^*N \leq 2\text{Re}(Y) - I$ where $Y$ is as in (POii);
(iv) $D_A \subset D_B$ and $A|_{D_B^h} = B|_{D_B^h}$.

Proof. Observations (i) and (ii) can be derived immediately from (POiv) in Theorem 1.1. (iii) was proved in the proof of the implication (POii) ⇒ (POi). Part (iv) can be read off from (POi).

Denote the equivalence relation defined by $\sim$ by $\sim$. The characterizations of $\sim$ given in the next result again go back to 11, the inequalities for $\|X\|$ and $\|Y\|$ are new.
Theorem 1.6. Let \( A, B \in \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2) \). Then \( A \sim B \) if and only if one of the following equivalent statements holds:

(ERi) \( A - B = D_A\tilde{X}DB \) for some \( \tilde{X} \in \mathcal{L}(DB, D_A^*) \);
(ERii) \( I - A^*B = D_AY DB \) for some \( Y \in \mathcal{L}(DB) = \mathcal{L}(\mathcal{D}_B, \mathcal{D}_A) \).

Moreover, if \( A \sim B \), and \( A \prec B \) holds with \( X \) as in (POi) and \( Y \) as in (POii) and \( B \sim A \) holds as in (POi) with \( X \) replaced by \( X' \) and as in (POii) with \( Y \) replaced by \( Y' \), then \( \tilde{X} \) and \( Y \) can be chosen in such a way that

\[
\|\tilde{X}\| \leq \|X\|\sqrt{2}\|X'\|^2 + 1 \quad \text{and} \quad \|\tilde{Y}\| \leq \|Y\|\sqrt{2}\|\text{Re}(Y')\| - 1.
\]

Additional bounds on \( \|\tilde{X}\| \) and \( \|\tilde{Y}\| \) are obtained by replacing the roles of \( X \) and \( X' \), respectively \( Y \) and \( Y' \). Conversely, if \( \tilde{X} \) and \( \tilde{Y} \) are as in (ERi) and (ERii) and \( \tilde{X} \in \mathcal{L}(\mathcal{D}_A, \mathcal{D}_{B^*}) \) satisfies \( B - A = D_B\tilde{X}DA \), then the operators \( X, X', Y \) and \( Y' \) satisfy

\[
\|X\| \leq \|\tilde{X}'\|^2 + \|\tilde{X}'\|\sqrt{1 + \|\tilde{X}\|^2}, \quad \|Y\| \leq 2\|\tilde{Y}\|^2,
\]

\[
\|X'\| \leq \|\tilde{X}\|^2 + \|\tilde{X}\|\sqrt{1 + \|\tilde{Y}\|^2}, \quad \|Y'\| \leq 2\|\tilde{Y}\|^2.
\]

**Proof.** The proof is split into three parts.

**Part I.** In the first part we show that \( A \sim B \) implies (ERi) and (ERii) and we derive the bounds on \( \|\tilde{X}\| \) and \( \|\tilde{Y}\| \). Hence, assume \( A \sim B \), that is \( A \prec B \) and \( B \prec A \). Then also \( B^* \prec A^* \), by Corollary 1.5. Again by Corollary 1.5 we obtain that there exist operators \( N' \in \mathcal{L}(\mathcal{D}_A) \) and \( N' \in \mathcal{L}(\mathcal{D}_{A^*}) \) such that \( DB = N'DA \) and \( D_{B^*} = N'D_{A^*} \). Then, with \( X \) and \( Y \) such that \( A - B = D_BXD_B \) and \( I - A^*B = D_BYDB \), we have

\[
A - B = D_BXRDB = D_A^*N'^*XD_A,
\]

\[
I - A^*B = D_BYDB = D_AN'^*YDB.
\]

Hence (ERi) and (ERii) hold with \( \tilde{X} = N'^*X \), respectively \( \tilde{Y} = N'^*Y \).

In order to derive the bounds on \( \|\tilde{X}\| \) and \( \|\tilde{Y}\| \), recall that by part (iii) in Corollary 1.5 we can choose \( N' \) and \( N'^* \) above in such a way that

\[
N'^*N' \leq 2\text{Re}(Y') - I \quad \text{and} \quad N'^*N' \leq 2\text{Re}(Y') - I,
\]

with \( Y' \in \mathcal{L}(\mathcal{D}_{A^*}) \) such that \( I - AB^* = D_A^*Y'D_{A^*} \). In the same way as for the bound on \( \|M\| \) in Corollary 1.5 one derives \( \|N'^*\|^2 \leq 2\|\text{Re}(Y')\| - 1 \). Hence \( \|\tilde{Y}\| \leq \|N'^*\|\|Y\| \leq \|Y\|\sqrt{2}\|\text{Re}(Y')\| - 1 \).

Since \( B - A = D_A^*X'D_A \), the relation \( B^* \prec A^* \) is established through \( B^* - A^* = D_A^*X'^*D_{A^*} \). Following the proof of the implication (POi) \( \Rightarrow \) (POii), we see that we may take \( Y' = I - X'A^* \). With this choice for \( Y' \) we get

\[
2\text{Re}(Y') - I = 2I - X'A^* - AX'^* - I = I - 2\text{Re}(X'A^*).
\]

Hence for each \( x \in \mathcal{D}_{A^*} \) with \( \|x\| = 1 \)

\[
\|N'^*x\|^2 \leq <(2\text{Re}(Y') - I)x, x> = <(I - 2\text{Re}(X'A^*))x, x>
= \|x\|^2 - 2\text{Re}\langle A^*x, X'^*x \rangle \leq 1 + 2\|A^*x\|\|X'^*x\| \leq 1 + 2\|X\|.
\]

Thus we obtain that \( \|\tilde{X}\| \leq \|N'^*\|\|X\| \leq \|X\|\sqrt{2}\|X'\| + 1 \).
Part II. Next we prove that (ERii) implies $A \sim B$ and compute the upper bounds on $\|Y\|$ and $\|Y'\|$. Assume $I - A^* B = D_A \tilde{Y} D_B$ for some $\tilde{Y} \in \mathcal{L}(\mathcal{D}_A)$. Then by (1.4) we have $D_A^2 \leq 2 \Re (D_A \tilde{Y} D_B)$. So for each $x \in \mathcal{H}_1$

$$||D_A x||^2 = \langle D_A^2 x, x \rangle \leq 2 \Re (\tilde{Y} D_B x, D_A x) \leq 2 ||\tilde{Y}|| ||D_B x|| ||D_A x||.$$ 

Hence $||D_A x|| \leq 2 ||\tilde{Y}|| ||D_B x||$ for each $x \in \mathcal{H}_1$. This implies $D_A = M D_B$ for some $M \in \mathcal{L}(\mathcal{H}_1)$ with $||M|| \leq 2 ||\tilde{Y}||$. Thus $I - A^* B = D_B M^* \tilde{Y} D_B$, and we conclude $A \prec B$ via (POii) with $Y = M^* \tilde{Y}$. With $Y$ constructed in this way we have $||Y|| \leq ||M^*|| ||\tilde{Y}|| \leq 2 ||\tilde{Y}||^2$, as claimed. Interchanging the roles of $A$ and $B$, and noting that $I - B^* A = D_B \tilde{Y}^* D_A$, we find $B \prec A$ holds via $I - A^* B = D_B Y' D_B$ with $||Y'|| \leq 2 ||\tilde{Y}'||^2 = 2 ||\tilde{Y}||^2$. Hence $A \sim B$ holds along with the bounds on $\|Y\|$ and $\|Y'\|$.

Part III. Finally we prove that $A \sim B$ follows from (ERi) and compute the upper bounds on $\|X\|$ and $\|X'\|$. Thus assume $A - B = D_A \tilde{Y} D_B$ for some $\tilde{Y} \in \mathcal{L}(\mathcal{D}_B, \mathcal{D}_A)$. Then

$$I - A^* B - D_A^2 = A^* A - A^* B = A^* D_A \tilde{Y} D_B = D_A A^* \tilde{Y} D_B.$$ 

Using (1.4) we see that $D_A^2 \leq 2 \Re (I - A^* B) - D_A^2$. Hence

$$D_B^2 \leq 2 \Re (D_A A^* \tilde{Y} D_B + D_A^2) - D_A^2 = D_A^2 + 2 \Re (D_A A^* \tilde{Y} D_B).$$ 

For any $x \in \mathcal{H}_1$ we then find that

$$||D_B x||^2 \leq ||D_A x||^2 + 2 \Re (A^* \tilde{Y} D_B x, D_A x) \leq ||D_A x||^2 + 2 ||A^* \tilde{Y}|| ||D_B x|| ||D_A x||.$$ 

Assume $D_A x \neq 0$. Set $\lambda = ||D_B x||/||D_A x||$. Then the above inequality can be expressed in terms of $\lambda$ as $\lambda^2 \leq 1 + 2 ||A^* \tilde{Y}|| \lambda$. This inequality is only satisfied on a bounded closed interval of $0$, in fact, one easily computes that $\lambda^2 \leq 1 + 2 ||A^* \tilde{Y}|| \lambda$ is equivalent to

$$||A^* \tilde{Y}|| - \sqrt{1 + ||A^* \tilde{Y}||^2} \leq \lambda \leq ||A^* \tilde{Y}|| + \sqrt{1 + ||A^* \tilde{Y}||^2}.$$ 

In particular,

$$\lambda \leq ||A^* \tilde{Y}|| + \sqrt{1 + ||A^* \tilde{Y}||^2} \leq \alpha \quad \text{with} \quad \alpha = ||\tilde{Y}|| + \sqrt{1 + ||\tilde{Y}||^2}.$$ 

Observe that $\lambda \leq \alpha$ implies $||D_B x|| \leq \alpha ||D_A x||$ for $D_A x \neq 0$. Moreover, $D_A x = 0$ implies $D_B x = 0$, by the above bound on $||D_B x||$, hence $||D_B x|| \leq \alpha ||D_A x||$ holds for any $x \in \mathcal{H}_1$. This implies $D_B = M D_A$ for some $M \in \mathcal{L}(\mathcal{D}_A, \mathcal{D}_B)$ with $||M|| \leq \alpha$. Setting $X' = -\tilde{Y} M$, we find that

$$B - A = -D_A A^* \tilde{Y} D_B = -D_A A^* \tilde{Y} M D_A = D_A A^* X' D_A,$$

$$||X'|| \leq ||\tilde{Y}|| M = ||\tilde{X}||^2 + ||\tilde{X}|| \sqrt{1 + ||\tilde{X}||^2},$$

and we conclude that $B \preceq A$ and the claimed bound on $\|X'\|$ holds. Reversing the roles of $A$ and $B$, with $\tilde{X}' \in \mathcal{L}(\mathcal{D}_A, \mathcal{D}_B)$ such that $B - A = D_B \tilde{X}' D_A$, we find $A \prec B$ as in (POi) with $||X|| \leq ||\tilde{X}'||^2 + ||\tilde{X}'|| \sqrt{1 + ||\tilde{X}'||^2}$. \qed
Now, for any $A \in \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2)$ we define the equivalence class and cones

$$[A] = \{B \in \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2) : A \sim B\},$$

$$\vee (A) = \{B \in \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2) : A \prec B\},$$

$$\wedge (A) = \{B \in \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2) : B \prec A\}.$$

The following results are collected from [10]; a proof is added for completeness.

**Lemma 1.7.** Let $A \in \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2)$ be an isometry or a co-isometry and let $B \in \mathcal{L}_1^\circ(\mathcal{H}_1, \mathcal{H}_2)$. Then

$$[A] = \{A\}, \quad \wedge (A) = \{A\},$$

$$[B] = \vee (B) = \mathcal{L}_1^\circ(\mathcal{H}_1, \mathcal{H}_2), \quad \wedge (B) = \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2).$$

**Proof.** Assume $C$ is a contraction such that $A \sim C$. In particular, $C \prec A$. Then $C - A = D_A \cdot XD_A$ for some operator $X$. Since $A$ is an isometry or a co-isometry, either $D_A = 0$ or $D_A^\ast = 0$. Hence $C = A$. This shows $\wedge (A) = \{A\}$. Since $A \in [A] \subset \wedge (A) = \{A\}$, also $[A] = \{A\}$.

Since $\|B\| < 1$, the defect operators $D_B$ and $D_B^\ast$ are invertible on $\mathcal{H}_1$, respectively $\mathcal{H}_2$. Thus for any $C \in \mathcal{L}_1(\mathcal{H}_1, \mathcal{H}_2)$ we have $C - B = D_B \cdot XD_B$ with $X = D_B^{-1}(C - B)D_B^{-1}$, and thus $C \prec B$. This proves $\vee (B) = \mathcal{L}_1^\circ(\mathcal{H}_1, \mathcal{H}_2)$.

Next assume $B \prec C$, say $B - C = D_C \cdot XD_C$ with $X \in L(D_C, D_C^\ast)$. Assume $\|C\| = 1$. Then there exists a sequence $v_1, v_2, \ldots \in \mathcal{H}_1$ with $\|v_n\| = 1$ for all $n$ and $\|Cv_n\| \to 0$. This implies $D_Cv_n \to 0$. Thus we have

$$\|B\| \geq \|Bv_n\| = \|Cv_n + D_C \cdot XD_Cv_n\| \geq \|Cv_n\| - \|D_C \cdot XD_Cv_n\| \to |1 - 0| = 1,$$

in contradiction with $\|B\| < 1$. Thus $\|C\| < 1$, that is $C \in \mathcal{L}_1^\circ(\mathcal{H}_1, \mathcal{H}_2)$. Since $B \prec C$ holds for any $C \in \mathcal{L}_1^\circ(\mathcal{H}_1, \mathcal{H}_2)$, we see that $\vee (B) = \mathcal{L}_1^\circ(\mathcal{H}_1, \mathcal{H}_2)$. Finally, note that $[B] = \vee (B) \cap \wedge (B) = \mathcal{L}_1^\circ(\mathcal{H}_1, \mathcal{H}_2)$. $\square$

2. Specification to analytic Laurent operators

Throughout the remainder of this paper $\mathcal{U}$ and $\mathcal{Y}$ denote separable Hilbert spaces. Since for any $K \in L^\infty(\mathcal{U}, \mathcal{Y})$ we have $\|K\|_\infty = \|L_K\| = \|T_K\|$, the pre-order and equivalence relations from Section 1 induce pre-order and equivalence relations on the closed unit balls of the Banach spaces $L^\infty(\mathcal{U}, \mathcal{Y})$ and $H^\infty(\mathcal{U}, \mathcal{Y})$, denoted for both Banach spaces by $\mathcal{\sim}$, respectively $\mathcal{\sim}$, by restricting the pre-order structure and equivalence relation on $L_1(L^2_{\mathcal{U}}, L^2_{\mathcal{U}})$ (or $L_1(H^2_{\mathcal{U}}, H^2_{\mathcal{U}})$). Note that, in view of (P0ii) and the fact that $\|L_K\| = \|T_K\|$ for each $K \in L^\infty(\mathcal{U}, \mathcal{Y})$, it follows that $L_K \prec L_K$ holds if and only if $T_K \prec T_K$. In this section we describe $\prec$ and $\sim$ in terms of the elements of $L^\infty_1(\mathcal{U}, \mathcal{Y})$ and $S(\mathcal{U}, \mathcal{Y})$.

We start with the Banach space $L^\infty(\mathcal{U}, \mathcal{Y})$. In order to characterize $\mathcal{\sim}$, we require some more notation. For $K \in L^\infty(\mathcal{U}, \mathcal{Y})$ we define $K^\ast \in L^\infty(\mathcal{Y}, \mathcal{U})$ to be the function given by $K^\ast(e^{it}) = K(e^{it})^\ast$, e.a. on $\mathbb{T}$. In case $K \in L^\infty_1(\mathcal{U}, \mathcal{Y})$ we define $D_K \in L^\infty(\mathcal{U}, \mathcal{U})$ by $D_K(e^{it}) = (I - K^\ast(e^{it})K(e^{it}))^\sharp$, a.e. on $\mathbb{T}$. Note that $L_K = L_K^\ast$ and $D_K = D_K^\ast$.

**Theorem 2.1.** Let $F, G \in L^\infty_1(\mathcal{U}, \mathcal{Y})$. Then $F \sim G$ if and only if one of the following four equivalent statements holds:

(LIPOi) $F - G = D_G \cdot QD_G$, a.e. on $\mathbb{T}$, for some $Q \in L^\infty(\mathcal{U}, \mathcal{Y})$;

(LIPOii) $I - F^\ast G = D_G R D_G$, a.e. on $\mathbb{T}$, for some $R \in L^\infty(\mathcal{U}, \mathcal{U})$;
(LIPOiii) there exist $r > 0$ such that $(1 - \varepsilon)G + \varepsilon F \in L^\infty_1(U, Y)$ for all $\varepsilon \in \mathbb{C}$, $|\varepsilon| \leq r$;
(LIPOiv) there exist $r > 0$ such that $(1 - \varepsilon)G + \varepsilon F \in L^\infty_1(U, Y)$ for all $\varepsilon \in \mathbb{C}$, $|\varepsilon| = r$.

Moreover, the functions $Q$ and $R$ and constant $r > 0$ can be chosen in such a way that
\[
\|Q\|_\infty \leq \|R\|_\infty + \sqrt{2}\|\text{Re}(R)\|_\infty - 1, \quad \|R\|_\infty \leq 1 + \|Q\|_\infty,
\]
\[
\|Q\|_\infty \leq \frac{2 + 2\sqrt{r} + 1}{2r}, \quad \|R\|_\infty \leq \frac{2 + r}{2r},
\]
\[
r \geq \left(\|R\|_\infty + \sqrt{\|R\|_\infty^2 + 2\|\text{Re}(R)\|_\infty} - 1\right)^{-1}.
\]

Before proving Theorem 2.1 we derive a general result which will also be of use in Section 3.

**Proposition 2.2.** Let $M \in L^\infty(\mathcal{W}, \mathcal{X})$, $N \in L^\infty(\mathcal{U}, \mathcal{Y})$ and $P \in L^\infty(\mathcal{U}, \mathcal{X})$. Assume there exists an operator $X \in \mathcal{L}(L^2(\mathcal{V}), L^2(\mathcal{W}))$ such that $L_P = L_M X L_N$. Then without loss of generality $X = L_Q$ for some $Q \in L^\infty(\mathcal{V}, \mathcal{W})$ with $\|Q\|_\infty = \|X\|$ and $P = MQN$.

**Proof.** Set $\mathcal{H} = \overline{\text{Ran}} L_N$ and $\mathcal{H}' = \overline{\text{Ran}} L_M' = \overline{\text{Ran}} L_M$. Without loss of generality we may view $X$ as an operator from $\mathcal{H}$ into $\mathcal{H}'$. For any Hilbert space $\mathcal{K}$ we write $V_\mathcal{K}$ for the forward shift on $L^2(\mathcal{K})$. Then define $T = P_\mathcal{H} V_\mathcal{V}|_\mathcal{H}$ and $T' = P_{\mathcal{H}'} V_\mathcal{W}|_{\mathcal{H}'}$. Since $V_\mathcal{V} L_N = L_N V_\mathcal{V}$ and $V_\mathcal{W} L_M = L_M V_\mathcal{W}$ we have $V_\mathcal{V} \mathcal{H} \subset \mathcal{H}$ and $V_\mathcal{W} \mathcal{H}' \subset \mathcal{H}'$. This shows that $V_\mathcal{V}$ and $V_\mathcal{W}$ are unitary dilations of $T$ and $T'$, respectively, in the sense of [12]. Moreover, since
\[
L_M V_\mathcal{W} X L_N = V_N L_M X L_N = V_N L_P V_\mathcal{U} = L_M X L_N V_\mathcal{U} = L_M X V_\mathcal{V} L_N,
\]
we obtain from the definitions of $\mathcal{H}$ and $\mathcal{H}'$, the fact that $V_\mathcal{V}$ and $V_\mathcal{W}$ are unitary dilations of $T$ and $T'$, respectively, and that $X$ maps $\mathcal{H}$ into $\mathcal{H}'$ that $T'X = XT$. Then by the Sz.-Nagy-Foias commutant lifting theorem [12] there exists an operator $\tilde{X} \in \mathcal{L}(H^2(\mathcal{V}), H^2(\mathcal{W}))$ with $\|\tilde{X}\| = \|X\|$, $P_{\mathcal{H}'} \tilde{X}|_{\mathcal{H}} = X$ and $V_\mathcal{W} \tilde{X} = \tilde{X} V_\mathcal{V}$. The latter says that $\tilde{X} = L_Q$ for some $Q \in L^\infty(\mathcal{V}, \mathcal{W})$, with $\|Q\|_\infty = \|\tilde{X}\| = \|X\|$. Since $P_{\mathcal{H}'} L_Q|_{\mathcal{H}} = X$, we have $L_P = L_M L_Q L_N = L_{MQN}$, that is $P = MQN$.

**Proof of Theorem 2.1.** We show that (LIPOi)–(LIPOiv) are equivalent to the corresponding statements (POi)–(POiv) for $L_F \prec L_G$. For (LIPOiii) and (PIPOiv) it suffices to observe that for any $\varepsilon \in \mathbb{C}$ we have
\[
L((1 - \varepsilon)G + \varepsilon F) = (1 - \varepsilon)L_G + \varepsilon L_F.
\]
Hence $(1 - \varepsilon)L_G + \varepsilon L_F \in L^1_1(L^2_1(L^2_{1,2}))$ holds if and only if $(1 - \varepsilon)G + \varepsilon F \in L^\infty_1(U, Y)$. Moreover, (LIPOi), respectively (LIPOii), imply that (POi), respectively (POii), hold with $A = L_F$, $B = L_G$ and $X = L_Q$, respectively $Y = L_R$. It remains to show that if $L_F \prec L_G$, then one can achieve this via (POi) and (POii) with $X$ and $Y$ Laurent operators. However, this is a direct consequence of Proposition 2.2 with $P = F - G$, $M = D_G$, and $N = D_G$ in case of (POi), and $P = I - F^*G$ and $M = N = D_G$ in case of (POii).

The bounds on $\|Q\|_\infty$, $\|R\|_\infty$ and $r$ follow directly from the bounds on $X$, $Y$ and $r$ in [1.1]–[1.3] and the fact that $\|Q\|_\infty = \|L_Q\|$ and $\|R\|_\infty = \|L_R\|$.
We proceed with the Banach space $H^\infty(\mathcal{U}, \mathcal{Y})$. Since we can view $H^\infty(\mathcal{U}, \mathcal{Y})$ as a sub-Banach space of $L^\infty(\mathcal{U}, \mathcal{Y})$, the pre-order $\prec$ on $H^\infty(\mathcal{U}, \mathcal{Y})$ is also characterized by (LIPOi)–(LIPOiv). However, for the purpose of the present paper we also need a characterization in terms of the values on $\mathbb{D}$. Note that (LIPOiii) and (LIPOiv) simply extend to $\mathbb{D}$, since $F, G \in H^\infty(\mathcal{U}, \mathcal{Y})$ implies $(1-\varepsilon)G + \varepsilon F \in H^\infty(\mathcal{U}, \mathcal{Y})$, and hence, if $F \prec G$ and $r$ is as in (LIPOiii) and (LIPOiv), then $(1-\varepsilon)G + \varepsilon F \in S(\mathcal{U}, \mathcal{Y})$, that is, $(1-\varepsilon)G(\lambda) + \varepsilon F(\lambda) \in L^2(\mathcal{U}, \mathcal{Y})$ for each $\lambda \in \mathbb{D}$ and $|\varepsilon| \leq r$. This shows in particular that $F(\lambda) \prec G(\lambda)$ for each $\lambda \in \mathbb{D}$. However, that $F \prec G$ holds pointwise on $\mathbb{D}$ is in general not strong enough to conclude $F \prec G$.

**Corollary 2.3.** Let $F, G \in S(\mathcal{U}, \mathcal{Y})$. Then

$$F \prec G \implies F(\lambda) \prec G(\lambda) \quad (\lambda \in \mathbb{D}) \iff F(0) \prec G(0).$$

Moreover, the implication $F(\lambda) \prec G(\lambda), \lambda \in \mathbb{D} \implies F \prec G$ in general does not hold.

**Proof.** We already observed that the first implication holds. The second implication is a consequence of Theorem 2 in [15]. Indeed, applying Theorem 2 in [15] to a function $K \in S(\mathcal{U}, \mathcal{Y})$ one finds that for any $\lambda, \zeta \in \mathbb{D}$ there exists an operator $T_{\lambda, \zeta}$ such that $K(\lambda) = K(\zeta) + D_{K(\zeta)}T_{\lambda, \zeta}D_{K(\zeta)}$, simply take $\lambda_1 = \lambda_2 = \lambda_3 = \zeta$ in [15 Theorem 2]. In other words, $K(\lambda) \prec K(\zeta)$ for any $\lambda, \zeta \in \mathbb{D}$. Hence $K(\lambda) \sim K(\zeta)$ for any $\lambda, \zeta \in \mathbb{D}$. Therefore, it suffices to check that $F(0) \prec G(0)$ in order to conclude that $F(\lambda) \prec G(\lambda)$ holds for all $\lambda \in \mathbb{D}$.

Now take $\mathcal{U} = \mathcal{Y} = \mathbb{C}$, $F(\lambda) = 0$ and $G(\lambda) = \lambda, \lambda \in \mathbb{D}$. Then $F(0) = 0 = G(0)$. Hence $F(0) \sim G(0)$, and thus $F(\lambda) \sim G(\lambda)$ for each $\lambda \in \mathbb{D}$. However, $L_F$ is a strict contraction and $L_F$ unitary. Hence, by Lemma 1.7 we have $L_F \not\prec L_G$, to be precise $L_G \prec L_F$ and $L_F \not\prec L_G$. \hfill $\square$

Next we give another example that disproves the implication $F(\lambda) \prec G(\lambda), \lambda \in \mathbb{D} \implies F \prec G$.

**Example 2.4.** For $\omega \in \mathbb{D}$ and $\alpha \in [0, 2\pi)$, let $\varphi_{\omega, \alpha}$ be the automorphism of the open unit disc given by $\varphi_{\omega, \alpha}(\lambda) = e^{-\alpha} \frac{\omega - \lambda}{1 - \bar{\omega}\lambda}$, $\lambda \in \mathbb{D}$. Then for each $\lambda \in \mathbb{D}$, $|\varphi_{\omega, \alpha}(\lambda)| < 1$. Hence, by Lemma 1.7 for all $\omega_1, \omega_2 \in \mathbb{D}$ and $\alpha_1, \alpha_2 \in [0, 2\pi)$ we have $\varphi_{\omega_1, \alpha_1}(\lambda) \sim \varphi_{\omega_2, \alpha_2}(\lambda)$ for each $\lambda \in \mathbb{D}$. Note that $\varphi_{\omega_1, \alpha_1}$ and $\varphi_{\omega_2, \alpha_2}$ are rational inner functions. Thus $L_{\varphi_{\omega_1, \alpha_1}}$ and $L_{\varphi_{\omega_2, \alpha_2}}$ are unitary. Then, by Lemma 1.7 it follows that $L_{\varphi_{\omega_1, \alpha_1}} \prec L_{\varphi_{\omega_2, \alpha_2}}$, or equivalently $\varphi_{\omega_1, \alpha_1} \prec \varphi_{\omega_2, \alpha_2}$, holds if and only if $\varphi_{\omega_1, \alpha_1} = \varphi_{\omega_2, \alpha_2}$, i.e., $\omega_1 = \omega_2$ and $\alpha_1 = \alpha_2$.

In order to reverse the first implication of Corollary 2.3 one needs to add a uniformity condition. Indeed, note that $(1-\varepsilon)G + \varepsilon F \in S(\mathcal{U}, \mathcal{Y}), |\varepsilon| \leq r$, does not only imply $F(\lambda) \prec G(\lambda)$ as in (POiv) for any $\lambda \in \mathbb{D}$, but also that we can achieve this with the same $r$ for each $\lambda$. In fact, one easily sees that this is equivalent to $F \prec G$. In Theorem 2.6 below we will derive similar variations on (POi)–(POiii) that are equivalent to $F \prec G$. First we extend the functions $K^*, D_K$ and $D_{K^*}$ to $\mathbb{D}$ by setting $K^*(\lambda) = K(\lambda)^*$, $D_K(\lambda) = (I - K(\lambda)K(\lambda)^*)^\frac{1}{2}$ and $D_{K^*}(\lambda) = (I - K(\lambda)K^*(\lambda))^{\frac{1}{2}}$ for each $\lambda \in \mathbb{D}$.

**Lemma 2.5.** Let $K \in S(\mathcal{U}, \mathcal{Y})$. Then for all $\lambda, \zeta \in \mathbb{D}$ and a.e. $e^{it} \in T$

\begin{align*}
\text{Ran } D_K(e^{it}) &\subset \text{Ran } D_K(\lambda) = \text{Ran } D_K(\zeta), \\
\text{Ran } D_{K^*}(e^{it}) &\subset \text{Ran } D_{K^*}(\lambda) = \text{Ran } D_{K^*}(\zeta).
\end{align*}
Proof. The equality of \( \text{Ran} \, D_K(\lambda) \) and \( \text{Ran} \, D_K(\zeta) \) follows directly from Theorem 1 of [15]. Then inclusion \( \text{Ran} \, D_K(\epsilon^it) \subset \text{Ran} \, D_K(\lambda) \) is a direct consequence of the maximum principle. \( \square \)

In view of Lemma 2.3 we set \( \mathcal{D}_K := \overline{\text{Ran} \, D_K(\lambda)} \) and \( \mathcal{D}_K^* := \overline{\text{Ran} \, D_K(\lambda)} \), where \( \lambda \in \mathbb{D} \) is chosen arbitrarily. We then have \( \text{Ran} \, D_K(\epsilon^it) \subset \mathcal{D}_K \) and \( \text{Ran} \, D_K(\epsilon^it) \subset \mathcal{D}_K^* \) for a.e. \( \epsilon^it \in \mathbb{T} \).

**Theorem 2.6.** Let \( F, G \in S(U, Y) \). Then \( F \succsim G \) if and only if one of the following four equivalent conditions holds:

1. \( \text{SCPO} \) \( F = G = D_G \cdot QD_G \) for some \( \mathcal{L}(\mathcal{D}_G, \mathcal{D}_G^*) \)-valued bounded function \( Q \) on \( \mathbb{D} \);
2. \( \text{SCPO} \) \( I - F^*G = D_GRD_G \) for some \( \mathcal{L}(\mathcal{D}_G) \)-valued bounded function \( R \) on \( \mathbb{D} \);
3. \( \text{SCPO} \) there exist \( r > 0 \) such that \((1 - \epsilon)G + \epsilon F \in \mathcal{S}(U, Y)\) for all \( \epsilon \in \mathbb{C}, \; |\epsilon| \leq r \);
4. \( \text{SCPO} \) there exist \( r > 0 \) such that \((1 - \epsilon)G + \epsilon F \in \mathcal{S}(U, Y)\) for all \( \epsilon \in \mathbb{C}, \; |\epsilon| = r \).

Moreover, if \( F \succsim G \), then the functions \( Q \) and \( R \) and constant \( r > 0 \) can be chosen in such a way that

\[
\|Q\|_{\infty} \leq \|R\|_{\infty} + \sqrt{2}\|\text{Re} \, (R)\|_{\infty} - 1, \quad \|R\|_{\infty} \leq 1 + \|Q\|_{\infty}, \quad \|Q\|_{\infty} \leq \frac{2 + 2\sqrt{7} + 1}{2r}, \quad \|R\|_{\infty} \leq \frac{2 + r}{2r}, \quad r \geq \left(\|R\|_{\infty} + \sqrt{\|R\|_{\infty}^2 + 2\|\text{Re} \, (R)\|_{\infty} - 1}\right)^{-1}.
\]

Proof. That statements (SCPOiii) and (SCPOiv) are mutually equivalent, and equivalent to \( F \succsim G \) is obvious from Theorem 2.1. Hence, to complete the proof, it suffices to prove that (SCPOi), (SCPOii) and (SCPOiii) are equivalent, along with the bounds on \( \|Q\|_{\infty}, \|R\|_{\infty} \) and \( r \).

Assume (SCPOiii) holds. Then \( F(\lambda) \prec G(\lambda) \) holds for each \( \lambda \in \mathbb{D} \). Therefore, by Theorem 1.1 that there exist functions \( Q \) and \( R \) on \( \mathbb{D} \), with values in \( \mathcal{L}(\mathcal{D}_G, \mathcal{D}_G^*) \), respectively \( \mathcal{L}(\mathcal{D}_G) \), such that \( F = G = D_G \cdot QD_G \) and \( I - F^*G = D_GRD_G \), simply let the value of \( Q \) and \( R \) at \( \lambda \in \mathbb{D} \) be the operators \( X \) and \( Y \) obtained from (POi) and (POii), respectively, that establish \( F(\lambda) \prec G(\lambda) \). It remains to show that \( Q \) and \( R \) are bounded. However, since for each \( \lambda \in \mathbb{D} \) in (POi) we can take the same value for \( r \), it follows that \( \|Q(\lambda)\| \leq \frac{2 + 2\sqrt{7} + 1}{2r} \) and \( \|R(\lambda)\| \leq \frac{2 + r}{2r} \) for each \( \lambda \in \mathbb{D} \). Hence \( Q \) and \( R \) are bounded, and the bounds on \( \|Q\|_{\infty} \) and \( \|R\|_{\infty} \) apply.

Assume (SCPOi) holds. Again via the observation that \( F(\lambda) \prec Q(\lambda), \; \lambda \in \mathbb{D} \), one defines a \( \mathcal{L}(\mathcal{D}_G) \)-valued function \( R \) on \( \mathbb{D} \) such that \( I - F^*G = D_GRD_G \), and it remains to show that \( R \) is bounded on \( \mathbb{D} \). This, however, follows directly from the second bound of part (ii) of Theorem 1.1. For each \( \lambda \in \mathbb{D} \)

\[
\|R(\lambda)\| \leq 1 + \|Q(\lambda)\| \leq 1 + \|Q\|_{\infty}, \quad \text{hence} \quad \|R\|_{\infty} \leq 1 + \|Q\|_{\infty}.
\]

In a similar fashion one proves that (SCPOii) implies (SCPOi), by deriving the bound on \( \|Q\|_{\infty} \) in terms of \( \|R\|_{\infty} \).

Finally, assume (SCPOii) holds. Then, \( F(\lambda) \prec G(\lambda), \) for each \( \lambda \in \mathbb{D} \), with \( Y = R(\lambda) \). Hence, by part (ii) of Theorem 1.1 \( 2\text{Re} \, (R(\lambda)) \geq I \), which shows that \( 2\|\text{Re} \, (R)\|_{\infty} - 1 \geq 2\|\text{Re} \, R(\lambda)\| - 1 \geq 0 \) and \( \|R\|_{\infty} \geq \|\text{Re} \, (R)\|_{\infty} \geq \frac{1}{2} \). Hence there
exists an \( r_\lambda > 0 \) such that \( \|(1 - \varepsilon)G(\lambda) + \varepsilon F(\lambda)\| \leq 0 \) for each \( |\varepsilon| \leq r_\lambda \) and

\[
  r_\lambda \geq \frac{1}{\|R(\lambda)\| + \sqrt{\|R(\lambda)\|^2 + 2\|\text{Re}(R(\lambda))\| - 1}} \\
  \geq \frac{1}{\|R\|_\infty + \sqrt{\|R\|_\infty^2 + 2\|\text{Re}(R)\|_\infty} - 1}
\]

Since the right hand side in the last inequality is positive and independent of \( \lambda \), we can take this as the value for \( r \) in (SCPOiii) and (SCPOiv) and it is immediate that the lower bound on \( r \) in (2.1) holds. \( \square \)

Since \( F \prec G \) is equivalent to \( L_F \prec L_G \), the next results follow immediately from Corollary 1.5 and Lemma 1.7.

**Corollary 2.7.**
(i) If \( F, G \in L_\infty^\sigma(U, \mathcal{Y}) \), \( F \prec G \) and \( H \in L_1^\sigma(\mathcal{Y}, \mathcal{Z}) \), \( K \in L_\infty^\sigma(\mathcal{X}, \mathcal{U}) \), then \( HFK \prec HGK \).
(ii) the sets \( L_\infty^\sigma(U, \mathcal{Y}) \) and \( S_0(U, \mathcal{Y}) \) form equivalence classes with respect to the pre-order \( \prec \); if \( F \in L_1^\sigma(U, \mathcal{Y}) \), resp. \( F \in S(U, \mathcal{Y}) \), and \( G \in L_\infty^\sigma(U, \mathcal{Y}) \), resp. \( G \in S_0(U, \mathcal{Y}) \), then \( F \prec G \).
(iii) If \( G \in S(U, \mathcal{Y}) \) is inner, then the set \( \{ G \} \) forms an equivalence class and \( F \sim G \) implies \( F = G \) for any \( F \in S(U, \mathcal{Y}) \).

Part (iii) of Corollary 1.5 in the context of the pre-order \( \preceq \) on \( S(U, \mathcal{Y}) \) can be rephrased in terms of the associated de Branges-Rovnyak spaces. Recall that for a given Schur class function \( K \in S(U, \mathcal{Y}) \), the associated de Branges-Rovnyak space, denoted by \( \mathcal{H}(K) \), is equal to \( \text{Ran} \ D_{T_K} \subset H_0^2_\mathcal{U} \) with the lifted norm \( \|D_{T_K}h\|_{\mathcal{H}(K)} = \|h\|_{H_0^2_\mathcal{U}}, h \in D_{T_K}. \)

**Corollary 2.8.** Let \( F, G \in S(U, \mathcal{Y}) \) such that \( F \sim G \). Then \( \mathcal{H}(F) \subset \mathcal{H}(G) \), as subsets of \( H_0^2_\mathcal{U} \), and there exists an isometry mapping \( \mathcal{H}(F) \) into \( \mathcal{H}(G) \).

**Proof.** Since \( F \sim G \) we have \( T_F \sim T_G \) in \( L_1(H_0^2_\mathcal{U}, H_0^2_\mathcal{Z}) \). By part (i) of Corollary 1.5, we have \( T_F^* \sim T_G^* \), and thus, by part (iii) of the same corollary, there exists a bounded operator \( X \) such that \( XD_TF \circ D_{T_F} = D_{T_F} \), i.e., \( D_{T_F}^* X^* = D_{T_F} \). The latter identity shows \( \text{Ran} \ D_{T_F} \subset \text{Ran} \ D_{T_G} \), i.e., \( \mathcal{H}(F) \subset \mathcal{H}(G) \), as subsets of \( H_0^2_\mathcal{U} \). Moreover, set \( \mathcal{H}_0 = D_{T_G} \circ (D_{T_F}) \). Then \( \mathcal{H}_0 \) is a (not necessarily closed) linear manifold in \( \mathcal{H}(G) \). Write \( \mathcal{H} \) for the closure of \( \mathcal{H}_0 \) in \( \mathcal{H}(G) \). For any \( k = D_{T_G}h \in \mathcal{H}_0, h \in D_{T_F} \), we have

\[
  \|Xk\|_{\mathcal{H}(G)} = \|XD_{T_G}h\|_{\mathcal{H}(F)} = \|D_{T_F}h\|_{\mathcal{H}(F)} = \|h\|_{H_0^2_\mathcal{U}} = \|D_{T_G}h\|_{\mathcal{H}(G)} = \|k\|_{\mathcal{H}(G)}.
\]

It follows that \( X \) maps \( \mathcal{H} \) isometrically onto \( \mathcal{H}(F) \), and hence \( P_{\mathcal{H}}X^* \) maps \( \mathcal{H}(F) \) isometrically into \( \mathcal{H}(G) \), where adjoint is taken viewing \( X \) as a map from \( \mathcal{H}(G) \) to \( \mathcal{H}(F) \). \( \square \)

In case \( G \in S(U, \mathcal{Y}) \) is not inner but does attain norm one at some point of \( \overline{D} \), then \( F \sim G \) still implies \( F \) shows similar behavior at this point in the direction where \( G \) attains norm one. This is a consequence of Proposition 2.10 below. We first prove the following lemma.
Lemma 2.9. Let $F, G \in S(U, Y)$ such that $F \sim G$ and let $Q$ be as in (SCPOi). Then for any $u \in U$ and $\lambda \in \mathbb{D}$ we have
$$\|G(\lambda)u - F(\lambda)u\| \leq \|Q\|_\infty \sqrt{2}\|u\|(\|u\| - \|G(\lambda)u\|).$$

Proof. First note that
$$\|D_G(\lambda)u\|^2 = \|u\|^2 - \|G(\lambda)u\|^2 = (\|u\| - \|G(\lambda)u\|)(\|u\| + \|G(\lambda)u\|) \leq 2\|u\|(\|u\| - \|G(\lambda)u\|).$$
Hence
$$\|G(\lambda)u - F(\lambda)u\| = \|D_{G^*}(\lambda)G(\lambda) - D_{G^*}(\lambda)F(\lambda)\| \leq \|D_{G^*}(\lambda)Q(\lambda)\| \|D_G(\lambda)u\| \leq \|Q(\lambda)\| \sqrt{\|D_G(\lambda)u\|^2} \leq \|Q\|_\infty \sqrt{2}\|u\|(\|u\| - \|G(\lambda)u\|),$$
and our claim follows. \qed

Proposition 2.10. Let $F, G \in S(U, Y)$ such that $F \sim G$ and let $u \in U$ and $y \in Y$ with $\|u\| = \|y\|$. Let $t \mapsto \lambda_t$, $t \in (0, 1]$ be a continuous curve in $\mathbb{D}$ with $\lambda_t \in \mathbb{D}$ whenever $t \in (0, 1)$. Then the following statements holds:
(i) If $\lim_{t \searrow 1} G(\lambda_t)u = y$, then $\lim_{t \searrow 1} F(\lambda_t)u = y$.
(ii) If $\lim_{t \searrow 1} \|G(\lambda_t)u\| = \|u\|$, then $\lim_{t \searrow 1} \|F(\lambda_t)u\| = \|u\|$.
(iii) If $\lim_{t \searrow 1} \|G(\lambda_t)\| = 1$, then $\lim_{t \searrow 1} \|F(\lambda_t)\| = 1$.

In particular, if $\beta \in \Gamma$ and $\lim_{\lambda \to \beta} G(\lambda)x = y$ nontangentially (respectively unrestrictedly), then $\lim_{\lambda \to \beta} F(\lambda)x = y$ nontangentially (respectively unrestrictedly).

Proof. Claim (i) follows directly from Lemma 2.9. In order to see that (ii) holds, note that for each $\lambda \in \mathbb{D}$
$$\|u\| - \|F(\lambda)u\| = \|u\| - \|G(\lambda)u\| + \|G(\lambda)u\| - \|F(\lambda)u\| \leq \|u\| - \|G(\lambda)u\| + \|G(\lambda)u\| - \|F(\lambda)u\| \leq \|u\| - \|G(\lambda)u\| + \|G(\lambda)u - F(\lambda)u\| \leq \|u\| - \|G(\lambda)u\| + \|Q\|_\infty \sqrt{2}\|u\|(\|u\| - \|G(\lambda)u\|).$$
Hence, replacing $\lambda$ with $\lambda_t$, we see that $\lim_{t \searrow 1} \|G(\lambda_t)\| = \|u\|$ implies that $\lim_{t \searrow 1} \|F(\lambda_t)\| = \|u\|$.

Finally, assume $\lim_{t \searrow 1} \|G(\lambda_t)\| = 1$. Let $\varepsilon > 0$. Define $\delta = \|Q\|_\infty + \varepsilon - \|Q\|_\infty \sqrt{\|Q\|_\infty + 2\varepsilon}$, and note that $\delta = \frac{1}{2}(\|Q\|_\infty - \sqrt{\|Q\|_\infty^2 + 2\varepsilon})$ is the positive solution of $\delta + \|Q\|_\infty \sqrt{2\delta} = \varepsilon$. Since $\lim_{t \searrow 1} \|G(\lambda_t)\| = 1$ and $\delta > 0$, there exists a $t_\delta \in (0, 1)$ such that $1 - \|G(\lambda_t)\| = |1 - \|G(\lambda_t)\|| < \delta$ for all $t \in (t_\delta, 1)$. Hence for each $t \in (t_\delta, 1)$ there exists a $u_t \in U$ such that $\|u_t\| = 1$ such that $\|u_t\| - \|G(\lambda_t)u_t\| < \delta$, and thus
$$|1 - \|F(\lambda_t)u_t\|| = \|u_t\| - \|F(\lambda_t)u_t\| \leq \|u_t\| - \|G(\lambda_t)u_t\| + \|Q\|_\infty \sqrt{2}\|u_t\|(\|u_t\| - \|G(\lambda_t)u_t\|) < \delta + \|Q\|_\infty \sqrt{2\delta} = \varepsilon.$$ Therefore $1 - \|F(\lambda_t)\| > 1 - \varepsilon$ for each $t \in (t_\delta, 1)$. Hence $\lim_{t \searrow 1} \|F(\lambda_t)\| = 1$. \qed

Applying Theorem 1.6 along with arguments similar to those in the proofs of Theorems 2.1 and 2.4, one obtains the following characterizations of $\sim$. Details are omitted.
Theorem 2.11. Let $F, G \in L^\infty(\mathcal{U}, \mathcal{Y})$. Then $F \sim G$ if and only if one of the following equivalent statement holds:

(LIERi) $F - G = D_F - \overline{D}_G$ a.e. on $\mathbb{T}$ for some $\overline{Q} \in L^\infty(\mathcal{U}, \mathcal{Y})$;

(LIERii) $I - F^*G = D_F \overline{R} D_G$ a.e. on $\mathbb{T}$ for some $\overline{R} \in L^\infty(\mathcal{U}, \mathcal{U})$.

Moreover, if $F \sim G$ holds with $Q$ and $R$ the $L^\infty$-functions from (LIPOi), respectively (LIPOii), relating to $F \sim G$ and $Q'$ and $R'$ the $L^\infty$-functions from (LIPOi), respectively (LIPOii), relating to $G \sim F$, then $\overline{Q}$ and $\overline{R}$ can be chosen in such a way that

$$(2.2) \quad \|\overline{Q}\|_\infty \leq \|Q\|_\infty \sqrt{2}\|Q'|\|_\infty + 1 \quad \text{and} \quad \|\overline{R}\|_\infty \leq \|R\|_\infty \sqrt{2}\|\text{Re}(R')\|_\infty - 1.$$ 

Additional bounds on $Q$ and $R$ are obtained by replacing the roles of $Q$ and $Q'$, and $R$ and $R'$. Furthermore, in case $F, G \in \mathcal{S}(\mathcal{U}, \mathcal{Y})$, then $F \sim G$ is equivalent to (LERi) and (LIERii) with $\overline{Q}$, respectively $\overline{R}$, bounded functions on $\mathbb{D}$ and a.e. on $\mathbb{T}$ and the bounds on $\|Q\|_\infty$ and $\|R\|_\infty$ in (2.2) remain to hold.

In the remainder of this section we focus on properties of the functions $Q$ and $R$ and $\overline{Q}$ and $\overline{R}$ in Theorems 2.6 and 2.11 respectively. That these functions can be chosen to be $L^\infty$-functions on $\mathbb{T}$ was already observed in Theorems 2.1 and 2.6.

We now consider their behavior on $\mathbb{D}$, just for the case that $\mathcal{U}$ and $\mathcal{Y}$ are finite dimensional.

Proposition 2.12. Let $F, G \in \mathcal{S}(\mathcal{U}, \mathcal{Y})$ with $\mathcal{U}$ and $\mathcal{Y}$ finite dimensional. Assume $F \sim G$ (respectively $F \sim G$). Then $F$ and $G$ exist in $e^{it} \in \mathbb{T}$. Moreover, assume the nontangential limits of both $F$ and $G$ exist in $e^{it} \in \mathbb{T}$. Then $R(e^{it})$ can be defined in line with (LIPOii) and such that $\lim_{z \rightarrow e^{it}} P_{D_{G/e^{it}}} R(z) P_{D_{G/e^{it}}} = R(e^{it})$ as $z \in \mathbb{D}$ converges to $e^{it}$ nontangentially.

In order to prove Proposition 2.12 we first prove two preparational results, which can be viewed as extensions of Douglas' lemma. We do not require finite dimensionality at this stage.

Proposition 2.13. Let $X_t \in \mathcal{L}(\mathcal{H}, \mathcal{H}_1)$, $Y_t \in \mathcal{L}(\mathcal{H}, \mathcal{H}_2)$, $t \in (0, 1]$. Assume

(i) $X_t^* X_t \geq Y_t^* Y_t$ for all $t \in (0, 1]$;

(ii) $\lim_{t \uparrow 1} X_t = X_1$ and $\lim_{t \uparrow 1} Y_t = Y_1$, both in the strong operator topology.

Then there exist contractions $Z_t \in \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2)$ such that $Y_t = Z_t X_t$ for each $t \in (0, 1]$ and $\lim_{t \uparrow 1} Z_t w = Z_1 w$ for any $w \in \text{Ran} X_1$.

Proof. By Douglas’ lemma [3], condition (i) implies that, for each $t \in (0, 1]$, there exists a unique contraction $Z_t \in \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2)$ with $Y_t = Z_t X_t$ and $\text{Ker} Z_t = \text{Ker} X^*_t$.

Next we prove that $\lim_{t \uparrow 1} Z_t = Z_1$ in the strong operator topology on $\text{Ran} X_1$. Let $w \in \text{Ran} X_1$, $\|w\| = 1$. Fix $\varepsilon > 0$. Determine a $v \in \mathcal{H}_1$ such that $\|w - X_1 v\| < \varepsilon/4$. Now take $t_0 \in (0, 1)$ such that

$$(2.3) \quad \|Y_t v - Y_1 v\| < \varepsilon/4, \quad \|X_t v - X_1 v\| < \varepsilon/4 \quad (t \in (t_0, 1]).$$

Note that (2.3) implies that for $t \in (t_0, 1]$

$$\|(Z_t - Z_1) X_t v\| = \|Z_t X_t v - Z_1 X_t v + Z_1 X_t v - Z_t X_1 v\| \leq \|Z_1 X_t v - Z_1 X_1 v\| + \|Z_t X_t v - Z_t X_1 v\| \leq \|Y_t v - Y_1 v\| + \|X_t v - X_1 v\| < \varepsilon/2.$$
Therefore, for all \( t \in (t_0, 1] \) we have
\[
\|Z_1w - Z_tw\| = \|Z_1w - Z_1X_1v + Z_1X_1v - Z_tX_1v + Z_tX_1v - Z_tw\| \\
\leq \|Z_1(w-X_1v)\| + \|Z_1X_1 - Z_tX_1\|v + \|Z_t(X_1v - w)\| \\
\leq 2\|w - X_1v\| + \|Z_1X_1 - Z_tX_1\|v < \varepsilon.
\]
We conclude that \( Z_1w \to Z_1w \) for each \( w \in \text{Ran} \ X_1 \).

\[\square\]

**Corollary 2.14.** Let \( U \) and \( V \) be \( \mathcal{L}(\mathcal{H}, \mathcal{H}_1) \) - and \( \mathcal{L}(\mathcal{H}, \mathcal{H}_2) \)-valued functions on \( \mathbb{D} \), continuous in the strong operator topology, such that \( U(\lambda)^*U(\lambda) \leq V(\lambda)^*V(\lambda) \) for each \( \lambda \in \mathbb{D} \). Then there exists an \( \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2) \)-valued function \( W \) on \( \mathbb{D} \) such that \( \|W\|_\infty \leq 1 \) and \( U(\lambda) = V(\lambda)V(\lambda) \) for each \( \lambda \in \mathbb{D} \) and \( x \in \text{Ran} \ V(\lambda) \) the function \( \lambda \mapsto W(\lambda)x \) is continuous at \( \lambda \). Furthermore, in case the nontangential limits of \( U \) and \( V \) exist in \( e^{it} \in \mathbb{T} \), then \( W \) can be defined in \( e^{it} \), maintaining the identity \( U = WV \) and \( \|W\|_\infty \leq 1 \) and such that \( \lim_{\lambda \to e^{it}} W(\lambda)x = W(e^{it})x \) nontangentially for each \( x \in \text{Ran} \ V(e^{it}) \).

**Proof.** Applying Douglas’ lemma for each \( \lambda \in \mathbb{D} \), we can define \( W \) pointwise, also in the point of \( \mathbb{T} \) where \( U \) and \( V \) both have nontangential limits. To see that \( \lambda \mapsto W(\lambda)x \) is continuous at \( \zeta \in \mathbb{D} \) for each \( x \in \text{Ran} \ V(\zeta) \), apply Proposition 2.12 with \( X_t = U(\lambda) \) and \( Y_t = V(\lambda) \) for any continuous curve \( t \mapsto \lambda_t \), \( t \in (0,1] \) in \( \mathbb{D} \) with \( t_1 = \zeta \). Similarly, if the nontangential limits of \( U \) and \( V \) exist at \( e^{it} \in \mathbb{T} \) and \( x \in \text{Ran} \ V(e^{it}) \), then one finds that the nontangential limit of \( \lambda \mapsto W(\lambda)x \) exist at \( e^{it} \) by considering the values of \( U \) and \( W \) along continuous curves in \( \mathbb{D} \) that converge to \( e^{it} \) nontangentially.

We are now almost ready to prove Proposition 2.12. Let \( K \in S(\mathcal{U}, \mathcal{Y}) \). Note that \( K \) and \( K^* \) converge nontangentially to \( K \in L^\infty(\mathcal{U}, \mathcal{Y}) \) and \( K^* \in L^\infty(\mathcal{Y}, \mathcal{U}) \) a.e. on \( \mathbb{T} \) in the strong operator topology, cf., \[12\] Section V.2. Assuming \( \mathcal{U} \) and \( \mathcal{Y} \) to be finite dimensional, the convergence occurs in any norm, hence also in the operator norm, and it follows that \( D_K \) and \( D_{K^*} \) converge nontangentially to \( D_K \in L^\infty(\mathcal{U}, \mathcal{U}) \) and \( D_{K^*} \in L^\infty(\mathcal{Y}, \mathcal{Y}) \) a.e. on \( \mathbb{T} \).

**Proof of Proposition 2.12.** In order to prove Proposition 2.12 we have to recall the pointwise construction of \( Q, R, \bar{Q} \) and \( \bar{R} \) from the proofs of Section 1. Assume \( F^\infty < G \).

We start with the construction of \( R \). Following the proof of the implication (POii) \( \Rightarrow \) (POi) of Theorem 1.1 along with the proofs of Lemmas 1.3 and 1.4 for each \( \lambda \in \mathbb{D} \) we set
\[
T_1(\lambda) = (\text{Re}(I - F(\lambda)^*G(\lambda)))^+, \quad T_2(\lambda) = (\text{Im}(I - F(\lambda)^*G(\lambda)))^+ + \text{Re}(I - F(\lambda)^*G(\lambda))^+. \quad T_3(\lambda) = (\text{Im}(I - F(\lambda)^*G(\lambda))^+)^+.
\]
Here \( \text{Im}(I - F(\lambda)^*G(\lambda))^+ \) and \( \text{Im}(I - F(\lambda)^*G(\lambda))^+ \) are positive semidefinite operators on \( \mathcal{U} \) such that
\[
\text{Im}(I - F(\lambda)^*G(\lambda))^+ = \text{Im}(I - F(\lambda)^*G(\lambda))^+ - \text{Im}(I - F(\lambda)^*G(\lambda))^+.
\]
Define \( \eta_1 = \frac{r + i}{2r} \) and \( \eta_2 = \eta_3 = \frac{1}{2r} \), with \( r \) as in (POii). Then
\[
T_k(\lambda)^*T_k(\lambda) \leq \eta_k D_G(\lambda)^2 = \eta_k D_G(\lambda)^*D_G(\lambda), \quad \text{for} \ k = 1, 2, 3.
\]
By taking the spectral projections in the definitions of \( \text{Im}(I - F(\lambda)^*G(\lambda))^+ \) and \( \text{Im}(I - F(\lambda)^*G(\lambda))^+ \) in the right way, we can arrange the functions \( \lambda \mapsto T_k(\lambda) \) to
be continuous in \( \mathbb{D} \) for \( k = 2, 3 \). Clearly, \( \lambda \rightarrow T_1(\lambda) \) defines a continuous function on \( \mathbb{D} \). Applying Corollary 2.14 for \( k = 1, 2, 3 \) with \( U = T_k \) and \( V = \sqrt{R}D_G \), where we note that \( \overline{\text{Ran}}(\lambda) = D_G \) for each \( \lambda \in \mathbb{D} \), we obtain that there exists a continuous \( \mathcal{L}(\mathcal{U}) \)-valued function \( L_k \) on \( \mathbb{D} \), setting \( L_k |_{|z| \in \mathcal{D}_G} = 0 \), such that \( ||L_k||_\infty \leq \sqrt{R} \) and \( T_k = L_kD_G \). Then \( \tilde{R} = L_1^*L_1 + i(L_2^*L_2 - L_3^*L_3) \) satisfies \( I - \tilde{F}^*G = D_GRD_G \) and \( ||\tilde{R}||_\infty \leq \sum_{k=1}^3 ||L_k||_\infty^2 \leq \sum_{k=1}^3 \eta_k < \infty \).

For each \( k = 1, 2, 3 \) the function \( L_k \) is continuous on \( \mathbb{D} \). Since \( \mathcal{U} \) and \( \mathcal{Y} \) are finite dimensional, also \( L_k^* \) is continuous on \( \mathbb{D} \). This implies \( \tilde{R} \) is continuous on \( \mathbb{D} \). The statement about the nontangential limits of \( \tilde{R} \) follows by applying the statement from Corollary 2.14 concerning the nontangential limits in the construction of \( R \), as above. Note here that Corollary 2.14 only gives the nontangential convergence of \( L_i|_{|z| \in \mathcal{D}_G(e^{it})} \), and the inclusion \( \mathcal{D}_G(e^{it}) \subset \mathcal{D}_G \) can be strict. Thus we obtain that \( L_i \) can be defined in \( e^{it} \), setting \( L_i(e^{it})|_{|z| \in \mathcal{D}_G(e^{it})} = 0 \), such that

\[
\lim_{z \rightarrow e^{it}} P_{\mathcal{D}_G(e^{it})} L_i(z)^*L_i(z) P_{\mathcal{D}_G(e^{it})} = P_{\mathcal{D}_G(e^{it})} L_i(e^{it})^*L_i(e^{it}) P_{\mathcal{D}_G(e^{it})} = L_i(e^{it})^*L_i(e^{it}),
\]

as \( z \) approaches \( e^{it} \) nontangentially. The claim about the nontangential limits of \( R \) now follows since \( \tilde{R} = L_1^*L_1 + i(L_2^*L_2 - L_3^*L_3) \).

Next we consider the construction of \( \tilde{Q} \) from \( R \), following the proof of the implication (POii) \( \Rightarrow \) (POi) of Theorem 1.1. Hence, let \( \tilde{R} \) be as constructed in the first part of the proof. By part (ii) of Theorem 1.1 with \( A = F(\lambda) \), \( B = G(\lambda) \) and \( Y = R(\lambda) \) for some \( \lambda \in \mathbb{D} \), we have \( \ker(2\text{Re}(R(\lambda)) - I) = \{0\} \), i.e., \( \overline{\text{Ran}}(2\text{Re}(R(\lambda)) - I) = \mathcal{D}_G \), and this identity holds independently of the choice of \( \lambda \). Formula 1.6 yields

\[
\mathcal{D}_G(2\text{Re}(R) - I)\mathcal{D}_G = \mathcal{D}_F^2 + (F - G)^*(F - G) \geq (F - G)^*(F - G).
\]

Now take \( U = F - G \) and \( V = (2\text{Re}(R)) - I \). \( \mathcal{D}_G \). Then \( U \) and \( V \) are continuous and the nontangential limits of \( U \) and \( V \) in \( e^{it} \in \mathbb{T} \) exist in case the nontangential limits of \( F \) and \( G \) exist in \( e^{it} \). Moreover, \( \overline{\text{Ran}}V(\lambda) = \mathcal{D}_G \) for each \( \lambda \in \mathbb{D} \). Hence, by Corollary 2.14 we obtain that there exists a \( \mathcal{L}(\mathcal{D}_G) \)-valued continuous function \( \tilde{M} \) on \( \mathbb{D} \) such that \( ||\tilde{M}||_\infty \leq 1 \) and \( \tilde{M}V = U \). Then the function \( Q = \mathcal{D}_G \cdot \tilde{M} (2\text{Re}(R) - I) \frac{1}{2} + G(I - R^*) \) satisfies \( F - G = \mathcal{D}_G \cdot QD_G \) and clearly is continuous on \( \mathbb{D} \).

We proceed with the statement concerning \( \tilde{Q} \) and \( \tilde{R} \). Thus assume \( F \approx G \). Following the constructions from the proof of Theorem 1.6 with \( A = F(\lambda) \) and \( B = G(\lambda) \), with \( \lambda \in \mathbb{D} \) arbitrary, and \( \tilde{R} \) and \( Q \) as defined above, again using Formula 1.6 we obtain

\[
\mathcal{D}_G(2\text{Re}(R) - I)\mathcal{D}_G \geq \mathcal{D}_F^2.
\]

This shows, using Corollary 2.14 with \( U = D_F \) and \( V = (2\text{Re}(R) - I) \frac{1}{2}D_G \), that there exists a \( \mathcal{L}(\mathcal{D}_G) \)-valued continuous function \( \tilde{N} \) with \( ||\tilde{N}||_\infty \leq 1 \) and \( \tilde{N}^*(2\text{Re}(R) - I) \frac{1}{2}D_G = \tilde{N}^*V = U = D_F \). Then \( N^* = \tilde{N}^*(2\text{Re}(R) - I) \frac{1}{2} \) is a continuous and bounded function on \( \mathbb{D} \) with \( N^*D_G = D_F \) and \( \tilde{N} = N^*R \) is continuous and satisfies the claims of Theorem 2.11. Similarly, now using that \( L_F \prec L_G \) implies \( L_{F'} \prec L_{G'} \), one obtains that there exists a \( \mathcal{L}(\mathcal{D}_F^*) \)-valued continuous bounded function \( \tilde{N}_F \) on \( \mathbb{D} \) such that \( N_F^*D_G = D_{F' \prec} \), in which case \( \tilde{Q} = N_F^*Q \) is continuous and satisfies the corresponding claims of Theorem 2.11. \( \square \)
The limitations of Proposition 2.12 finite dimensionality and limited information about the boundary behavior, cannot easily be remedied by extensions of Proposition 2.13 and Corollary 2.14. The following two examples illustrate the complications. We start with the case where \( \mathcal{U} \) and \( \mathcal{Y} \) are infinite dimensional. In this case the complication in the proof of Proposition 2.12 is that not only the functions \( L_i \) need to be continuous, but \( L_i^* L_i \) as well.

**Example 2.15.** Set \( \varphi(\lambda) = \sin^2(\pi/|\lambda|) \), \( \lambda \in \mathbb{D} \setminus \{0\} \) and \( \varphi(0) = 0 \). Let \( S \) denote the forward shift operator on \( \ell^2_+ \) and \([a]\) the smallest integer greater than \( a \in \mathbb{R} \). Define \( U(\lambda) = Z(\lambda) + I_{\ell^2_+} \) with \( Z(\lambda) = \varphi(\lambda) S^{[1/|\lambda|]} \) and \( V(\lambda) = 2I_{\ell^2_+} \) for each \( \lambda \in \mathbb{D} \). Although \( \varphi \) is not continuous at 0, \( Z \) is continuous on \( \mathbb{D} \) in the strong operator topology. However, \( Z^* \) is not continuous at \( \lambda = 0 \), since \( \|Z^*(\lambda) u\| = \|\varphi(\lambda) S^{[1/|\lambda|]} u\| = \varphi(\lambda) \|u\| \). Thus \( U \) is continuous on \( \mathbb{D} \), but \( U^* \) is not. Clearly \( V \) is continuous on \( \mathbb{D} \) and we have \( U^* U \leq V^* V \). The function \( W \) with \( U = W V \) must be equal to \( U \), and, as remarked above, is indeed continuous in the strong operator topology. Identifying \( C^k \) with the first \( k \) entries of \( \ell^2_+ \), we obtain that

\[
W^*(\lambda) W(\lambda) = I + \varphi(\lambda)^2 (I_{\ell^2_+} - P_{C^{[1/|\lambda|]}}) + Z(\lambda) + Z^*(\lambda).
\]

The first summand is constant, the two in the middle converge to 0 in the strong operator topology as \( |\lambda| \to 0 \), but the last one does. Consequently, \( W^* W \) is not continuous in the strong operator topology.

As a result of Lemma 2.9 and Corollary 2.14, we can prove that \( Q, R, \tilde{Q} \) and \( \tilde{R} \) are continuous on \( \mathbb{D} \), but not just in specific directions. However, on \( \mathbb{T} \) the inclusion \( D_{G(e^{|\lambda|})} \subset D_G \) may be strict, and via Corollary 2.14 we only achieve convergence in directions from \( D_{G(e^{|\lambda|})} \). The next example shows it may indeed not be possible, in the context of Corollary 2.14 to have convergence in the other directions.

**Example 2.16.** Define

\[
V(\lambda) = \begin{bmatrix}
1 & (1 - |\lambda|^2)^{\frac{3}{2}} \\
(1 - |\lambda|^2)^{\frac{3}{2}} & 1 - |\lambda|^2
\end{bmatrix} = \begin{bmatrix}
\alpha_{\lambda}^2 & \alpha_{\lambda}^2 \\
\alpha_{\lambda}^2 & \alpha_{\lambda}^2
\end{bmatrix} \quad (\lambda \in \mathbb{D}).
\]

Here \( \alpha_{\lambda} = 1 - |\lambda|^2 \). Note that \( V(\lambda) \) is positive definite on \( \mathbb{D} \) and positive semi-definite on \( \mathbb{T} \). The singular value decomposition of \( V \) on \( \mathbb{D} \) is given by \( V = Z^* DZ \) with

\[
Z(\lambda) = \begin{bmatrix}
-2\alpha_{\lambda}^2 \rho_{+\lambda}^2 & -2\alpha_{\lambda}^2 \rho_{-\lambda}^2 \\
((1 - 2\alpha_{\lambda}) - \sqrt{1 + 4\alpha_{\lambda}^2}) \rho_{+\lambda}^2 & (1 - 2\alpha_{\lambda}) + \sqrt{1 + 4\alpha_{\lambda}^2}) \rho_{-\lambda}^2
\end{bmatrix},
\]

\[
D(\lambda) = \begin{bmatrix}
\frac{1 + 2\alpha_{\lambda} + \sqrt{1 + 4\alpha_{\lambda}^2}}{2} & 0 \\
0 & \frac{1 + 2\alpha_{\lambda} - \sqrt{1 + 4\alpha_{\lambda}^2}}{2}
\end{bmatrix}.
\]

Here \( \rho_{\pm\lambda} = (2 - 2\alpha_{\lambda} + 8\alpha_{\lambda}^2) \sqrt{1 - 2\alpha_{\lambda} + 4\alpha_{\lambda}^2} \). For \( \lambda \in \mathbb{T} \) we have \( Z(\lambda) = I_2 \) and \( D(\lambda) \) is defined as above. Note that the entries depend on \( \alpha_{\lambda} \) only, hence on \( |\lambda| \). As \( |\lambda| \uparrow 1 \), we have \( \rho_{+\lambda} \to 0 \) and \( \rho_{-\lambda} \to 4 \). From this we immediately obtain that the second column of \( Z(\lambda) \) converges to \( [1] \) as \( |\lambda| \uparrow 1 \). Since \( Z(\lambda) \) is unitary for each \( \lambda \in \mathbb{D} \), the two columns are perpendicular unit vectors, and it follows that the first column of \( Z(\lambda) \) converges to \( [0] \) as \( |\lambda| \uparrow 1 \). We conclude that \( Z \) is continuous on \( \overline{\mathbb{D}} \), and so is its inverse \( Z^* \).
Now define $\varphi(\lambda) = \sin^2 \left( \frac{1}{2} \Re (\lambda) \right)$, $\lambda \in \mathbb{D} \setminus \{1\}$, and $\varphi(1) = 0$. Then $\varphi$ is continuous on $\mathbb{D} \setminus \{1\}$, but not at 1, and has values in $[0, 1]$. Set $U(\lambda) = Z(\lambda)^* \tilde{D}(\lambda)Z(\lambda)$ for each $\lambda \in \mathbb{D}$, where $D(\lambda) = \text{diag} (1, \varphi(\lambda))D(\lambda)$. Write $d_1(\lambda)$ and $d_2(\lambda)$ for the diagonal elements of $D(\lambda)$. Since $d_2(\lambda) \to 0$ as $|\lambda| \uparrow 1$, $\tilde{D}$ is continuous on $\mathbb{D}$. Moreover, on $\mathbb{D}$ we have

$$V(\lambda)^* V(\lambda) - U(\lambda)^* U(\lambda) = Z(\lambda)^* \text{diag} (d_1(\lambda)^2, (1 - \varphi(\lambda)^2)d_2(\lambda)^2) Z(\lambda) \geq 0.$$ 

The function $W$ with $WV = Z$ is given by $W(\lambda) = Z(\lambda)^* \text{diag} (1, \varphi(\lambda))Z(\lambda)$, is continuous on $\mathbb{D} \setminus \{1\}$, but not at 1, since otherwise we would have that $\text{diag} (1, \varphi(\lambda)) = Z(w)W(\lambda)Z(\lambda)^*$ is continuous at 1 as well.

3. INVARIANCE OF $\sim \times$ AND $\sim$ UNDER REDHEFFER MAPS

In this section we investigate the extend to which the pre-order $\sim \times$ and equivalence relation $\sim$ are invariant under Redheffer maps. In particular, we prove Theorems 3.3 and 3.4. Let

(3.1) $\Phi = \begin{bmatrix} \Phi_{11} & \Phi_{12} \\ \Phi_{22} & \Phi_{22} \end{bmatrix} \in S(\mathcal{E}' \oplus \mathcal{U}, \mathcal{E} \oplus \mathcal{Y})$,

with $\mathcal{U}$, $\mathcal{Y}$, $\mathcal{E}$ and $\mathcal{E}'$ separable Hilbert spaces. Recall that the Redheffer map associated with $\Phi$ is defined by

(3.2) $\mathcal{R}_\Phi[K] = \Phi_{22} + \Phi_{21}K(I - \Phi_{11}K)^{-1}\Phi_{12}$

with $K \in S(\mathcal{E}, \mathcal{E}')$, $\|\Phi_{11}(0)K(0)\| < 1$.

Here all operations are pointwise.

Before proving Theorem 3.3 we start with some preparations. The first are some well-known inequalities, cf., Page 732] and Section XIV.1.

Lemma 3.1. Let $\Phi$ be as in (3.1) and $K \in S(\mathcal{E}, \mathcal{E}')$ with $\|\Phi_{11}(0)K(0)\| < 1$. Then the following inequalities hold in each point of $\mathbb{D}$:

(3.3) $D_{\mathcal{R}_\Phi[K]}^2 \geq \Phi_{12}^* (I - \Phi_{11}K)^{-1} \Phi_{12}^*$ and $D_{\mathcal{R}_\Phi[K]}^2 \geq \Phi_{21}^* (I - \Phi_{11}K)^{-1} \Phi_{21}$.

Moreover, assume the nontangential limits of $K$, $\Phi$ and $(I - \Phi_{11}K)^{-1}$ in $e^{it} \in \mathbb{T}$ exist, then the inequalities (3.3) extends to $e^{it}$, with identity in the first inequality in case $\Phi$ is inner and identity in the second inequality in case $\Phi$ is $*$-inner.

Applying Douglas’ Lemma 5 pointwise to the the inequalities (3.3), provides the following corollary.

Corollary 3.2. Let $\Phi$ be as in (3.1) and $K \in S(\mathcal{E}, \mathcal{E}')$ with $\|\Phi_{11}(0)K(0)\| < 1$. Then there exists an $\mathcal{L}_1(D_{\mathcal{R}_\Phi[K]}, D_{\mathcal{K}})$-valued function $L$ and an $\mathcal{L}_1(D_{\mathcal{R}_\Phi[K]}, D_{\mathcal{K}})$-valued functions $L_\ast$, both defined on $\mathbb{D}$ and in in a.e. $e^{it} \in \mathbb{T}$ where the nontangential limits of $(I - \Phi_{11}K)^{-1}$ exist, such that

$L D_{\mathcal{R}_\Phi[K]} = D_{\mathcal{K}}(I - \Phi_{11}K)^{-1}\Phi_{12}$ and $D_{\mathcal{R}_\Phi[K]}L_\ast = \Phi_{21}(I - K\Phi_{11})^{-1}D_{\mathcal{K}}$.

Moreover, in case $\Phi$ is inner (resp. $*$-inner), then $L(e^{it})|_{D_{\mathcal{R}_\Phi[K]}}$ (resp. $L_\ast(e^{it})|_{D_{\mathcal{R}_\Phi[K]}}$) is an isometry for a.e. $e^{it} \in \mathbb{T}$ as above.
Lemma 3.3. Let $\Phi$ be as in (3.1) and $K_1, K_2 \in S(\mathcal{E}, \mathcal{E}')$ with $\|\Phi_{11}(0)K_i(0)\| < 1$ for $i = 1, 2$. Then
\begin{equation}
\mathcal{R}_\Phi[K_1] - \mathcal{R}_\Phi[K_2] = \Phi_{21}(I - K_1\Phi_{11})^{-1}(K_1 - K_2)(I - \Phi_{11}K_2)^{-1}\Phi_{12}.
\end{equation}

Proof. The identity is a consequence of the following computation.
\[
\begin{align*}
\mathcal{R}_\Phi[K_1] - \mathcal{R}_\Phi[K_2] &= \Phi_{21}(I - K_1\Phi_{11})^{-1}K_1 - K_2(I - \Phi_{11}K_2)^{-1}\Phi_{12} \\
&= \Phi_{21}(I - K_1\Phi_{11})^{-1}(K_1 - K_2)(I - \Phi_{11}K_2)^{-1}\Phi_{12} \\
&= \Phi_{21}((I - K_1\Phi_{11})^{-1}(K_1 - K_2)(I - \Phi_{11}K_2)^{-1}\Phi_{12} \\
&= \Phi_{21}(I - K_1\Phi_{11})^{-1}(K_1 - K_2)(I - \Phi_{11}K_2)^{-1}\Phi_{12}.
\end{align*}
\]

Proof of Theorem 3.3. By Corollary 2.7 part (i), we have $\Phi_{11}F_1 \simeq \Phi_{11}F_2$. Next apply Proposition 2.10 part (iii), with $F = \Phi_{11}F_1$, $G = \Phi_{11}F_2$ and $\lambda_t = 0$, $t \in (0, 1]$. It follows that $\|\Phi_{11}(0)F_1(0)\| = 1$ implies $\|\Phi_{11}(0)F_2(0)\| = 1$. Reversing the roles of $F_1$ and $F_2$, we see that $\|\Phi_{11}(0)F_1(0)\| = 1$ holds if and only if $\|\Phi_{11}(0)F_2(0)\| = 1$. This proves the first claim, because $\|\Phi_{11}(0)F_i(0)\| \leq 1$ for $i = 1, 2$.

Since $F_1 \simeq F_2$, there exists a bounded function $\tilde{Q}$ on $\mathbb{D}$ such that $F_1 - F_2 = D_{F_1}\tilde{Q}D_{F_2}$. Hence, together with identity (3.4) we can conclude that
\[
\mathcal{R}_\Phi[F_1] - \mathcal{R}_\Phi[F_2] = \Phi_{21}(I - F_1\Phi_{11})^{-1}D_{F_1}\tilde{Q}D_{F_2}(I - \Phi_{11}F_2)^{-1}\Phi_{12}.
\]

Now let $L$ and $L_*$ be as in Corollary 3.2 with $K$ replaced by $F_1$ in the definition of $L$ and with $K$ replaced by $F_2$ in the definition of $L_*$, i.e.,
\[
LD_{\mathcal{R}_\Phi[F_2]} = D_{\mathcal{R}_\Phi[F_2]}(I - \Phi_{11}F_2)^{-1}\Phi_{12} \quad \text{and} \quad D_{\mathcal{R}_\Phi[F_2]}, L_* = \Phi_{21}(I - F_1\Phi_{11})^{-1}D_{F_1}.
\]

Then we obtain that
\[
\mathcal{R}_\Phi[F_1] - \mathcal{R}_\Phi[F_2] = D_{\mathcal{R}_\Phi[F_2]}, L_*\tilde{Q}LD_{\mathcal{R}_\Phi[F_2]},
\]
and $\|L_*\tilde{Q}L\|_\infty \leq \|\tilde{Q}\|_\infty < \infty$. Hence $\mathcal{R}_\Phi[F_1] \simeq \mathcal{R}_\Phi[F_2]$.

Corollary 3.4. Let $\Phi$ be as in (3.1). Then $\mathcal{R}_\Phi$ maps $S_0(\mathcal{E}, \mathcal{E}')$ into $S_0(\mathcal{U}, \mathcal{Y})$ if and only if $\Phi_{22} \in S_0(\mathcal{U}, \mathcal{Y})$.

Proof. Since $\Phi_{22} = \mathcal{R}_\Phi[0] \in S_0(\mathcal{U}, \mathcal{Y})$, with $0 \in S_0(\mathcal{E}, \mathcal{E}')$ indicating the constant function with value $0 \in \mathcal{L}(\mathcal{E}, \mathcal{E}')$, the necessity of the condition $\Phi_{22} \in S_0(\mathcal{U}, \mathcal{Y})$ is evident. The converse follows directly from Theorem 3.3 and Corollary 2.7 part (ii).

Corollary 3.4 also appears in [1], see Theorem 2.27, part (4), and Page 219, and is a special case of [10] Theorem 6.1] (provided the non-required assumption $\Phi_{11}(0) = 0$ in [10] is left out). Proposition 3.7 below provides a refinement of Corollary 3.4 under an additional constraint on $\Phi$.

While Redheffer maps preserve the equivalence relation $\simeq$, this is not necessarily the case for the pre-order $\prec$. An example considered by Bakonyi [2] proves this, as discussed in the introduction. We present another example where the coefficient function $\Phi$ is an operator polynomial of degree one.

Example 3.5. Let $\delta_0, \delta_1, \ldots \in (0, 1)$ with $\lim_{k \to \infty} \delta_k = 1$. Set
\[
N = \text{diag}_{k \in \mathbb{N}}(\delta_k) \text{ on } l_2^2 \quad \text{and} \quad M = \text{diag}_{k \in \mathbb{N}}(\rho_k) \text{ on } l_2^2 \text{ with } \rho_k = \sqrt{1 - \delta_k^2}.
\]
Note that \( N^* = N \) and \( M = D_N \). Now take
\[
\Phi(\lambda) = \begin{bmatrix} \lambda N & M \\ -\lambda M & N \end{bmatrix} = \begin{bmatrix} \lambda N & D_{N^*} \\ -\lambda D_N & N^* \end{bmatrix} \quad (\lambda \in \mathbb{D}).
\]

Then \( \Phi \) is an inner function. Let \( F_1, F_2 \in S(\ell^2_+ \times \ell^2_+) \) be given by \( F_1(\lambda) = I_{\ell^2_+} \) and \( F_2(\lambda) = 0 \) for \( \lambda \in \mathbb{D} \). Then \( F_1 \not\sim F_2 \), by Corollary 2.7. We claim that \( \mathfrak{R}_\Phi[F_1] \not\sim \mathfrak{R}_\Phi[F_2] \). Set \( G_j = \mathfrak{R}_\Phi[F_j] \), \( j = 1, 2 \). Then
\[
G_1(\lambda) = N - \lambda M(I - \lambda N)^{-1} M, \quad G_2(\lambda) = N \quad (\lambda \in \mathbb{D}).
\]

Writing out \( M \) and \( N \) yields
\[
G_1(\lambda) = \text{diag}_{k \in \mathbb{N}} \left( \frac{\delta_k - \lambda}{1 - \lambda \delta_k} \right) = \text{diag}_{k \in \mathbb{N}} (\varphi_{\delta_k, 1}(\lambda)) \quad (\lambda \in \mathbb{D}).
\]

Here \( \varphi_{\delta_k, 1} \) is the inner function defined in Example 2.4. Moreover, \( D_{G_2}(\lambda) = D_{G_2^*}(\lambda) = M \) for each \( \lambda \in \mathbb{D} \), and we have
\[
G_1(\lambda) - G_2(\lambda) = -\lambda M(I - \lambda N)^{-1} M.
\]

Since \( |\delta_i| < 1 \) for each \( i \), we have \( \text{Ker} M = \{0\} \). This implies that in the formula \( G_1 - G_2 = D_{G_2^*} Q D_{G_2} \), we necessarily have
\[
Q(\lambda) = -\lambda(I - \lambda N)^{-1} = \text{diag}_{k \in \mathbb{N}} \left( \frac{-\lambda}{1 - \lambda \delta_k} \right).
\]

Note that \( \sup_{\lambda \in \mathbb{D}} \left| \frac{-\lambda}{1 - \lambda \delta_k} \right| \geq \frac{\delta_k}{1 - \delta_k} \). The fact that \( \lim_{k \to \infty} \delta_k = 1 \), thus implies that \( \lim_{k \to \infty} \sup_{\lambda \in \mathbb{D}} \left| \frac{-\lambda}{1 - \lambda \delta_k} \right| = \infty \). This shows that \( Q \) is not bounded on \( \mathbb{D} \). Hence \( G_1 \not\sim G_2 \), as claimed.

We conclude this paper with the special case of Theorem 0.4 i.e., \( \Phi_{11} \in S_0(\mathcal{E}', \mathcal{E}) \), where the Redheffer maps do preserve the pre-order \( \sim \).

**Proof of Theorem 0.4.** Since \( F \not\sim G \), there exists a bounded function \( Q \) on \( \mathbb{D} \) such that \( F - G = D_G Q D_G \). Define \( L \) and \( L_* \) as in Corollary 3.2, with \( K \) replaced by \( G \). Then by (3.2), with \( K_1 = F \) and \( K_2 = G \), we have
\[
\mathfrak{R}_\Phi[F] - \mathfrak{R}_\Phi[G] = \Phi_{21}(I - F \Phi_{11})^{-1}(F - G)(I - \Phi_{11} G)^{-1}\Phi_{12} = \Phi_{21}(I - F \Phi_{11})^{-1}D_G Q D_G (I - \Phi_{11} G)^{-1}\Phi_{12} = \Phi_{21}(I - F \Phi_{11})^{-1}D_G Q L D_{\mathfrak{R}_\Phi[G]}.
\]

Thus, we have \( \mathfrak{R}_\Phi[F] \not\sim \mathfrak{R}_\Phi[G] \) if there exists a bounded \( L(D_G^*, D_{\mathfrak{R}_\Phi[G]}) \)-valued function \( N \) on \( \mathbb{D} \) such that
\[
\Phi_{21}(I - F \Phi_{11})^{-1}D_G = D_{\mathfrak{R}_\Phi[G]}^* N.
\]

Note that
\[
\Phi_{21}(I - F \Phi_{11})^{-1}D_G = \Phi_{21}(I - G \Phi_{11})^{-1}D_G + \Phi_{21}((I - F \Phi_{11})^{-1} - (I - G \Phi_{11})^{-1})D_G = D_{\mathfrak{R}_\Phi[G]}^* L_\Phi + \Phi_{21}(I - G \Phi_{11})^{-1}(F - G)(I - F \Phi_{11})^{-1}D_G = D_{\mathfrak{R}_\Phi[G]}^* L_\Phi (I + QD_G(I - F \Phi_{11})^{-1}D_G^*).
Hence we can take \( N = L_4(I + Q \Phi_4 (I - F \Phi_4)^{-1} D_{G^*}) \), which is bounded on \( \mathbb{D} \), since \( I - F \Phi_4 \) is by assumption boundedly invertible.

With a few extra assumptions, in addition to \( \Phi_{11} \in S_0(\mathcal{E}', \mathcal{E}) \), the behavior of \( \mathfrak{R}_\Phi \) improves even further. We start with some simple observations based on the inequalities in (3.3).

**Corollary 3.6.** Let \( \Phi \) be as in (3.4) with \( \Phi_{11} \in S_0(\mathcal{E}', \mathcal{E}) \). If \( \Phi \) is inner (resp. \(*\)-inner), then \( \mathfrak{R}_\Phi \) maps inner (resp. \(*\)-inner) functions in \( S(\mathcal{E}, \mathcal{E}') \) to inner (resp. \(*\)-inner) functions in \( S(\mathcal{U}, \mathcal{Y}) \).

**Proof.** Assume \( \Phi \) is inner. By Lemma (3.4) the first inequality in (3.3) extend to a.e. point of \( T \), where it becomes an identity rather than an inequality. Now if \( K \in S(\mathcal{E}, \mathcal{E}') \) is inner, then \( D_K(e^{it}) = 0 \) for a.e. \( e^{it} \in T \). Thus a.e. on \( T \) the right hand side in the first inequality in (3.3) is 0, and hence also \( D_{\mathfrak{R}_\Phi[K]} = 0 \) a.e. on \( T \). Thus \( \mathfrak{R}_\Phi[K] \) is inner. The claim about the case where \( \Phi \) is \(*\)-inner is proved similarly, now using the second inequality of (3.3).

Given \( K \in H^\infty(\mathcal{U}, \mathcal{Y}) \), we say \( K \) has an \( H^\infty \)-inverse in case \( K(\lambda) \) is invertible for each \( \lambda \in \mathbb{D} \) and \( \lambda \mapsto K(\lambda)^{-1} \) in \( H^\infty(\mathcal{Y}, \mathcal{U}) \); note that this is equivalent to \( T_K \) being invertible. The function \( \lambda \mapsto K(\lambda)^{-1} \) will be denoted by \( K^{-1} \).

**Proposition 3.7.** Let \( \Phi \) be as in (3.4) such that \( \Phi_{12} \) or \( \Phi_{21} \) has an \( H^\infty \)-inverse. Then \( \Phi_{11} \in S_0(\mathcal{E}', \mathcal{E}) \), \( \Phi_{22} \in S_0(\mathcal{U}, \mathcal{Y}) \) and \( \mathfrak{R}_\Phi \) maps \( S_0(\mathcal{E}', \mathcal{E}) \) into \( S_0(\mathcal{U}, \mathcal{Y}) \). Moreover, in case \( \Phi_{12} \) has an \( H^\infty \)-inverse, then for any \( F \in S(\mathcal{E}, \mathcal{E}') \) we have

\[
\dim D_F \leq \dim \mathfrak{R}_\Phi[F] \quad \text{and} \quad \dim (\mathcal{U} \ominus D_{\mathfrak{R}_\Phi[F]}) \leq \dim (\mathcal{E} \ominus D_F),
\]

and for a.e. \( e^{it} \in T \)

\[
\dim \overline{\operatorname{Ran}} D_{F(e^{it})} \leq \dim \overline{\operatorname{Ran}} D_{\mathfrak{R}_\Phi[F](e^{it})},
\]

(3.5)

\[
\dim (\mathcal{U} \ominus \overline{\operatorname{Ran}} D_{\mathfrak{R}_\Phi[F](e^{it})}) \leq \dim (\mathcal{E} \ominus \overline{\operatorname{Ran}} D_{F(e^{it})}),
\]

with equality in (3.5) in case \( \Phi \) is inner. Similarly, if \( \Phi_{21} \) has an \( H^\infty \)-inverse, then for any \( F \in S(\mathcal{E}, \mathcal{E}') \) we have

\[
\dim D_F^* \leq \dim \mathfrak{R}_\Phi^*[F] \quad \text{and} \quad \dim (\mathcal{Y} \ominus D_{\mathfrak{R}_\Phi^*[F]}) \leq \dim (\mathcal{E}' \ominus D_F^*),
\]

and for a.e. \( e^{it} \in T \)

\[
\dim \overline{\operatorname{Ran}} D_{F^*(e^{it})} \leq \dim \overline{\operatorname{Ran}} D_{\mathfrak{R}_\Phi^*[F]^*(e^{it})},
\]

(3.6)

\[
\dim (\mathcal{U} \ominus \overline{\operatorname{Ran}} D_{\mathfrak{R}_\Phi^*[F]^*(e^{it})}) \leq \dim (\mathcal{E} \ominus \overline{\operatorname{Ran}} D_{F^*(e^{it})}),
\]

with equality in (3.6) in case \( \Phi \) is \(*\)-inner.

**Proof.** Identifying \( H^2(\mathcal{E}' \oplus \mathcal{U}) \) with \( H^2(\mathcal{E}') \oplus H^2(\mathcal{U}) \) and \( H^2(\mathcal{E} \oplus \mathcal{Y}) \) with \( H^2(\mathcal{E}') \oplus H^2(\mathcal{Y}) \), we can write

\[
T_{\Phi} = \begin{bmatrix} T_{\Phi_{11}} & T_{\Phi_{12}} \\ T_{\Phi_{21}} & T_{\Phi_{22}} \end{bmatrix}.
\]

Now if \( \Phi_{12} \) or \( \Phi_{21} \) has an \( H^\infty \)-inverse, then \( T_{\Phi_{12}} \) or \( T_{\Phi_{21}} \) is invertible, and thus, since \( T_{\Phi} \) is contractive, both \( T_{\Phi_{11}} \) and \( T_{\Phi_{22}} \) are strict contractions, that is, \( \Phi_{11} \in S_0(\mathcal{E}', \mathcal{E}) \) and \( \Phi_{22} \in S_0(\mathcal{U}, \mathcal{Y}) \). In particular, \( \mathfrak{R}_\Phi \) maps \( S_0(\mathcal{E}, \mathcal{E}') \) into \( S_0(\mathcal{U}, \mathcal{Y}) \), by Corollary 3.4.

Assume \( \Phi_{12} \) has an \( H^\infty \)-inverse. Fix an arbitrary \( \lambda \in \mathbb{D} \). By the first inequality in (3.3), \( (I - \Phi_{11}(\lambda)F(\lambda))^{-1}\Phi_{12}(\lambda) \) maps \( \mathcal{U} \ominus D_{\mathfrak{R}_\Phi[F]} = \ker D_{\mathfrak{R}_\Phi[F]}(\lambda) \) into \( \mathcal{E} \ominus \mathcal{U} \ominus D_{\mathfrak{R}_\Phi[F]} \), which is
\[ D_F = \text{Ker} D_{F(\lambda)}. \] Since \( \Phi_{11} \in S_0(\mathcal{E}', \mathcal{E}) \), the operator \((I - \Phi_{11}(\lambda)F(\lambda))^{-1}\Phi_{12}(\lambda)\) is invertible, and thus \( \dim(U \cap D_{\mathcal{R}_\Phi[F]}) \leq \dim(\mathcal{E} \cap D_F) \). Furthermore, the fact that \((I - \Phi_{11}(\lambda)F(\lambda))^{-1}\Phi_{12}(\lambda)\) is invertible, implies

\[
\text{Ran} D_{F(\lambda)}^2(I - \Phi_{11}(\lambda)F(\lambda))^{-1}\Phi_{12}(\lambda) = \text{Ran} D_{F(\lambda)} = D_F.
\]

Again using the first inequality in (3.3) we see that \( \Phi_{12}(\lambda)^*(I - \Phi_{11}(\lambda)F(\lambda))^{*-1} \) is invertible and maps \( D_F \) into \( \text{Ran} D_{\mathcal{R}_\Phi[F]}(\lambda) = D_{\mathcal{R}_\Phi[F]} \). Hence \( \dim D_F \leq \dim D_{\mathcal{R}_\Phi[F]} \).

The proof of the inequalities (3.5) at a point \( e^{it} \in \mathbb{T} \) is similar. In case \( \Phi \) is inner, the first inequality in (3.5) extends to an identity a.e. on \( \mathbb{T} \), and thus

\[
(I - \Phi_{11}F)\Phi_{12}^{-1}D_{\mathcal{R}_\Phi[F]}(\lambda)^{-1}(I - \Phi_{11}F) = D_F^2 \quad \text{a.e. on } \mathbb{T}.
\]

A similar argument as used in deriving the inequalities (3.3) now shows the inequalities (3.5) also hold in the opposite direction. Hence we have (3.5) a.e. with equalities rather than inequalities. The proof for the case that \( \Phi_{21} \) has an \( H^\infty \)-inverse follows a similar path, now using the second inequality in (3.3). \( \square \)

Finally, we consider the question when \( \mathcal{R}_\Phi \) induces an injective map between the equivalence classes. In general this is not the case, simply take \( \Phi_{12} = 0 \), \( \Phi_{21} = 0 \) and \( \Phi_{11} \in S_0(\mathcal{E}', \mathcal{E}) \) and \( \Phi_{22} \in S(\mathcal{U}, \mathcal{Y}) \) arbitrary. Then \( \mathcal{R}_\Phi \) maps \( S(\mathcal{E}, \mathcal{E}') \) onto the set \{\( \Phi_{22} \)\}. However, in case we combine the additional assumptions from Corollary 3.6 and Proposition 3.7, \( \mathcal{R}_\Phi \) will have this property.

**Proposition 3.8.** Let \( \Phi \) be as in (3.1). Assume \( \Phi \) is two-sided inner and \( \Phi_{12} \) or \( \Phi_{21} \) admits an \( H^\infty \)-inverse. Then for any \( F, G \in S(\mathcal{E}, \mathcal{E}') \) with \( \mathcal{R}_\Phi[F] \approx \mathcal{R}_\Phi[G] \) we have \( F \approx G \).

It is proven to be equivalent to the following addition to Corollary 3.2.

**Lemma 3.9.** Let \( \Phi \) be as in (3.1) with \( \Phi_{11} \in S_0(\mathcal{E}', \mathcal{E}) \) and let \( K \in S(\mathcal{E}, \mathcal{E}') \). Then the functions \( L \) and \( L_* \) defined in Corollary 3.2 are defined a.e. on \( \mathbb{T} \) and when restricted to \( \mathbb{T} \) without loss of generality \( L \in L^\infty(D_{\mathcal{R}_\Phi[K]}, D_K) \) and \( L_* \in L^\infty(D_{\mathcal{R}_\Phi[K]^*}, D_K^*) \).

**Proof.** Since \( \Phi_{11} \in S_0(\mathcal{E}', \mathcal{E}) \), the functions \( (I - \Phi_{11}K)^{-1} \) and \( (I - K\Phi_{11})^{-1} \) are \( H^\infty \)-functions as well. Set

\[
N = D_{\mathcal{R}_\Phi[K]}, \quad M = D_K(I - \Phi_{11}K)^{-1}\Phi_{12},
\]

\[
N_* = D_{\mathcal{R}_\Phi[K]^*}, \quad M_* = D_K^*(I - \Phi_{11}K)^{-*}\Phi_{21}^*.
\]

Then \( N, M, N_* \) and \( M_* \) are \( L^\infty \)-functions, and the inequalities (3.3) translate to

\[
L_N^*L_N \geq L_M^*L_M \quad \text{and} \quad L_N^*L_N \geq L_M^*L_M.
\]

Thus, by Douglas lemma there exist \( X \in L_1(L^2(D_{\mathcal{R}_\Phi[K]}), L^2(D_K)) \) and \( Y \in L_1(L^2(D_K^*), L^2(D_{\mathcal{R}_\Phi[K]^*})) \) such that \( XL_N = L_M \) and \( L_N^*Y = L_M^* \). It then follows by Proposition 2.2 that without loss of generality \( X = L_L \) and \( Y = L_L^* \) for functions \( L \in L^\infty_t(D_{\mathcal{R}_\Phi[K]}), D_K) \) and \( L_* \in L^\infty_t(D_{\mathcal{R}_\Phi[K]^*}, D_K^*) \). \( \square \)

**Proof of Proposition 3.8.** We first remark that our assumptions imply both \( \Phi_{12} \) and \( \Phi_{21} \) are a.e. invertible on \( \mathbb{T} \). Indeed, by Proposition 3.7 we know that \( \Phi_{11} \in \mathcal{S}_0(\mathcal{E}', \mathcal{E}) \) and \( \Phi_{22} \in S(\mathcal{U}, \mathcal{Y}) \) arbitrary.
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Then, again using that Φ is two-sided inner, we obtain that

By Lemma 3.9 the functions

that

S_0(E’, E) and Φ_{22} ∈ S_0(U, Y). Set δ = min{1 − \|Φ_{22}\|_\infty^2, 1 − \|Φ_{11}\|_\infty^2} > 0. Since

Φ is two-sided inner, we have for a.e. \epsilon^\lambda ∈ T that

Hence both Φ_{12} and Φ_{21} are invertible a.e. on T, as claimed.

Now let F, G ∈ S(E, E’) such that Φ_Φ[F] ∼ Φ_Φ[G]. Define L and L_s as in Corollary 4.2 with K = G in the definition of L and K = F in the definition of L_s.

Then, again using that Φ is two sided inner, we obtain that

D_{Φ_Φ[G]} = L^* D_G(I − Φ_{11} G)^{-1} Φ_{12} and D_{Φ_Φ[F]^*} = Φ_{21}(I − F Φ_{11})^{-1} D_{F^*} L_s^*

holds a.e. on T.

Since Φ_Φ[F] ∼ Φ_Φ[G], there exists a function \tilde{Q} ∈ L^\infty(D_{Φ_Φ[G]}, D_{Φ_Φ[G]^*}) such that

\[ Φ_Φ[F] - Φ_Φ[G] = D_{Φ_Φ[F]^*} \tilde{Q} D_{Φ_Φ[G]} = Φ_{21}(I − F Φ_{11})^{-1} D_{F^*} L_s^* \tilde{Q} L^* D_G(I − Φ_{11} G)^{-1} Φ_{12}. \]

By Lemma 3.3 we have

\[ Φ_Φ[F] - Φ_Φ[G] = Φ_{21}(I − F Φ_{11})^{-1} (F − G)(I − Φ_{11} G)^{-1} Φ_{12}. \]

Now Φ_{21}, Φ_{12}, (I − F Φ_{11})^{-1} and (I − Φ_{11} G)^{-1} are all a.e. invertible on D, which yields

\[ F − G = D_{F^*} L_s^* \tilde{Q} L^* D_G, \quad \text{a.e. on } T. \]

By Lemma 3.3 the functions L and L_s are L^\infty-functions. Hence Q = L_s^* \tilde{Q} L^* ∈ L^\infty(D_G, D_G^*). This yields that F ∼ G, as functions in L^\infty(E, E’). However, this also implies that F ∼ G, as functions in S(E, E’).
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