Selection of most effective COVID-19 virus protector using a novel MCGDM technique under linguistic generalised spherical fuzzy environment
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Abstract
In this article, we have introduced a new linguistic generalized spherical fuzzy set by combining the idea of generalized spherical fuzzy set and linguistic fuzzy set. Linguistic generalized spherical fuzzy set is described by linguistic positive, linguistic neutral and linguistic negative membership degrees with the condition that the square sum of its linguistic membership degrees is less than or equal to 3 which deal with the uncertain and imprecise information in decision making in a much more suitable way. We have discussed some basic operations of linguistic generalized spherical fuzzy sets and introduced new score and accuracy functions to compare any two linguistic generalized spherical fuzzy numbers. We have developed various types of aggregation operators based on the newly defined linguistic generalized spherical fuzzy set, which have been manifested to construct a new multi-criteria group decision-making technique. Numerical example has been presented to demonstrate the proposed model. Finally, sensitivity and comparative analysis is performed to show the reliability and efficiency of the new multi-criteria group decision-making technique.
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1 Introduction

Decision making theory has been widely studied in the branch of mathematical science, social science, economics, medical science and engineering for a long time and several theoretical...
improvements have been done and still going on with respect to different characteristics and features. It can be implemented in various fields under different conditions in a crisp environment. Though, to development of the concept of impreciseness in numerical data, fuzzy set (FS) (Zadeh 1965), intuitionistic fuzzy set (IFS) (Atanassov 1986), neutrosophic set (NS) (Smarandache 1999) theories are the most flourishing ones to portray the criterion values in terms of membership degrees. Several efforts have been completed by different researchers in handing out the information using distinct uncertain parameters and operators under these decision making areas (Uluçay et al. 2019; Karaaslan and Hayat 2018; Karaaslan 2018; Garg 2019; Chakraborty et al. 2021, 2020; Haque et al. 2021). After the invention of Pythagorean fuzzy set (Yager 2013; Yager and Abbasov 2013), researchers extended its concept into three-dimensional structures to form spherical fuzzy set (SFS) and T-spherical fuzzy set (TSFS) (Mahmood et al. 2019) and applied it in various real-life related multi-criteria group decision making (MCGDM) problems. In SFS, researchers considered the sum of the square of membership degrees to be less than equal to 1 and for the case of TSFS, the n-th sum of the square membership degrees is less than equal to 1. In this current era, spherical fuzzy sets and TSFSs concepts are widely examined by various other researchers (Smarandache 2019; Gündogdua and Kahramana 2019; Jin et al. 2019; Ullah et al. 2020; Ashraf et al. 2019; Ashraf and Abdullah 2019) explicitly and established some noble work on it. Now, if anyone takes fuzzy numbers like < 0.6, 0.7, 0.9 >, < 0.8, 0.9, 0.9 > then it fails to satisfy the definition of spherical fuzzy number as the sum of the square of its component is not less than or equal to 1. To grab this kind of problem, Haque et al. (2020) extended this concept into generalised spherical fuzzy number (GSFN) after some crucial structural modification on SFN which is the particular case of single-valued spherical neutrosophic numbers (Smarandache 2017). Till now, only a few works have been done in this GSFN field (Haque et al. 2020; Güner and Aygün 2020) and still a massive open space of research is left here.

As research goes on, the researchers are very much interested to develop new MCDM/MCGDM techniques using various types of aggregation operators in different uncertain environments. To enrich the MCDM/MCDGM technique, researchers have introduced various operators like Einstein operator (Munir et al. 2020; Rahman 2019), Hamacher operator (Jin et al. 2021), Domby operator (Karaaslan and Dawood 2021) in various uncertain environments. Sinani et al. (2020) developed Dombi–Hamy mean operator and applied it to evaluate third-party logistic providers. Ali et al. (2021) introduced Einstein geometric aggregation for a new complex interval-valued Pythagorean fuzzy environment and applied it in a green supplier chain management problem. Pamučar and Janković(2020) initiated the hybrid interval rough weighted Pow–Heronian operator in the MCDM field.

In the real-life problem, there are many situations, when the decision-maker’s opinion or presences cannot be expressed by a quantitative form but maybe in qualitative one, Thus, in this scenario, exact numbers are not the suitable option to express such type of qualitative information. For this reason a new concept, namely, linguistic variables (LVs) (Zadeh 1975) have been recognized to grab the information which cannot be approximated by accurate numbers. Due to the enormous significance of linguistic variables, it is now one of the burning topics of impreciseness-based decision making research. Li et al. (2017) manifested the linguistic neutrosophic sets and generated Heronian mean operators, Fang and Ye (2017) established most fundamental aggregation operators on Linguistic neutrosophic number, Garg and Nancy (2018) incorporated AOs under linguistic single valued neutrosophic environment. Apart from this, various researchers like (Ashraf et al. 2018; Liu et al. 2020; Jin et al. 2019; Garg 2018) were done lots of interesting work in this linguistic environment and MCGDM environment under the different types of uncertain numbers.
1.1 Motivation

However, from the literature, we see that in MCDM/MCGDM technique, it is considered that all the criteria are independent of each other. In other words, all these aggregation operators do not consider the inter-relation between the values being fused. But in a real-life situation, we observed that the criteria are directly dependent on each other i.e each criterion gives an influence on the other criteria. To consider this effect in the decision-making technique, the concept of power aggregation (PA) (Yager 2001; Xu and Yager 2010) operators have been introduced. After the invention of PA operators, Xu (2011) initiated PA operators for intuitionistic fuzzy number and apply it to the MCGDM problem. Then, Wei and Lu (2018) put forward PA operators into Pythagorean fuzzy numbers. Yang and Li (2016) introduced PA operators for SVNNs. Nancy (2019) defined LSVN power aggregation operators using it to solve the MCGDM problem. Garg (2021) introduced T-spherical power aggregation operators and gave their application in the MCGDM field. Also, we know GSFN is the most generalized version of fuzzy numbers which can deal with a human opinion involving complex uncertain situations in a more appropriate and meaningful way. Furthermore, in the real field, decision-makers sometimes prefer to give their preferences in terms of the qualitative form instead of exact numbers. Thus, LVs are important and preferable tools to express the qualitative view of decision-makers. Keeping the advantages of PA operators, GSFNs and LVs in mind, we introduced linguistic generalised spherical fuzzy PA operators namely LGSFPA, LGSFPWA, LGSFPG and LGSFPWG in this article.

1.2 Advantages of linguistic generalised spherical fuzzy PA operators

We have already discussed the advantages of LVs, GSFNs and PA operators in the previous section. Here, in this article, we have introduced linguistic generalised spherical fuzzy PA operators just amalgamating the above three operators. The advantages of newly developed linguistic generalised spherical fuzzy PA operators are listed below:

(i) PA operator for GSFNs has been not defined in the existing studies till today. We have introduced it in our paper and several properties of GSFNs have been elaborately discussed in our paper. Therefore, our work has been enriched theoretically on GSFNs and generalised in real-life applications in several application fields.

(ii) linguistic generalised spherical fuzzy PA operators consider the interrelation of the criteria but other existing operators fail to do so.

(iii) In the case of linguistic generalised spherical fuzzy PA operators, decision-makers can take the larger range of fuzzy numbers but in the case of spherical fuzzy numbers, decision-makers cannot do so.

(iv) Linguistic generalised spherical fuzzy PA operators consider neutral membership degree together with positive and negative membership degrees while PA operators of IFN (Jiang et al. 2018) and PYFN (Wei and Lu 2018) only consider the positive and negative membership degrees. The inclusion of this neutral membership degree makes our result more appropriate.

1.3 Novelty

In this current work, we create various types of PA operators in the LGSF environment. The LGSFN can undoubtedly explicit the uncertain subjective data in the most ideal manner and
PA operators give more versatility in the data aggregation process. To get the advantage of both LGSFN and PA, we introduced PA operators for LGSFNs of two kinds: The first kind of PA operators aggregates the input data by assigning the weights based on the defined support function and the second kind of power operators considers not only the existing evaluated weights but also use the weights evaluated from defined support function. The main contributions of the article are given as follows

(i) Firstly, we define LGSFNs with the help of LFS and GSFNs.
(ii) Then, we introduce a new score and accuracy function for LGSFN.
(iii) Here, we develop various types of PA operators namely LGSFPA, LGSFPWA, LGSFPG and LGSFPWG.
(iv) Then, we present an MCGDM technique for solving a numerical problem and afterward apply this approach to solve a numerical example.
(v) Finally, a rigorous sensitivity analysis and comparative study have been performed to check the reliability, advancement, superiority of the proposed technique.

1.4 Structure of the article

The rest of this article has been given into several sections. Basic definitions related to GSFNs and PA operators are briefly given in Sect. 2. Linguistic generalized spherical fuzzy number and its corresponding properties have been shown in Sect. 3. In Sect. 4, we defined new PA operations based on LGSFNs. In Sect. 5, an MCGDM technique has been manifested based on proposed PA operators. In Sect. 6, a numerical example has been done along with the sensitivity analysis and comparative analysis. Finally, in Sect. 7 the article is concluded.

2 Basic preliminaries

Definition 2.1 (Haque et al. 2020) Let $R$ be a universe of discourse. Then

$$\tilde{G}_{SPH} = \{ (r, \alpha(r), \beta(r), \gamma(r)) ; r \in R \}$$

is called GSFS on $R$, where $\alpha : R \rightarrow [0, 1]$, $\beta : R \rightarrow [0, 1]$, $\gamma : R \rightarrow [0, 1]$ and also satisfy the condition $\alpha^2(r) + \beta^2(r) + \gamma^2(r) \leq (\sqrt{3})^2$ for all $r \in R$. The numbers $\alpha(r)$, $\beta(r)$ and $\gamma(r)$ represent the positive-membership degree, neutral-membership degree and negative-membership degrees respectively of the element to the set $\tilde{G}$. For convenience, we denote this triplet as $\tilde{G} = \{ \langle \alpha, \beta, \gamma \rangle \}$, where $\alpha, \beta, \gamma \in [0, 1], \alpha^2 + \beta^2 + \gamma^2 \leq (\sqrt{3})^2$ and called as a generalized spherical fuzzy number (GSFN).

Proposition 2.1 (Haque et al. 2020) Let $G = \{ \langle \alpha, \beta, \gamma \rangle \}$, $G_1 = \{ \langle \alpha_1, \beta_1, \gamma_1 \rangle \}$ and $G_2 = \{ \langle \alpha_2, \beta_2, \gamma_2 \rangle \}$ be any three GSFNs. Then, their operational rules are as follows:

(i) $(G^c)^c = \langle \gamma, \beta, \alpha \rangle$ (complement of $G$);
(ii) $G_1 \leq G_2$ iff $\alpha_1 \leq \alpha_2$, $\beta_1 \geq \beta_2$, $\gamma_1 \geq \gamma_2$; 
(iii) $G_1 = G_2$ iff $G_1 \leq G_2$ and $G_1 \geq G_2$;
(iv) $G_1 \oplus G_2 = \langle \sqrt{\alpha_1^2 + \alpha_2^2 - \alpha_1^2 \alpha_2^2}, \beta_1 \beta_2, \gamma_1 \gamma_2 \rangle$;
(v) $G_1 \otimes G_2 = \langle \alpha_1 \alpha_2, \beta_1 \beta_2, \sqrt{\gamma_1^2 + \gamma_2^2 - \gamma_1^2 \gamma_2^2} \rangle$;
(vi) $\sqrt{G} = \langle \sqrt{1 - (1 - \alpha^2)^l}, (\beta^l), (\gamma^l) \rangle$, $l \geq 0$;
(vii) $G^l = \langle \alpha^l, \beta^l, \sqrt{1 - (1 - \gamma^2)^l} \rangle$, $l \geq 0$;
Definition 2.2 (Haque et al. 2020) Let \( \tilde{G}_i = (\alpha_i, \beta_i, \gamma_i) (i = 1, 2, \ldots, k) \) be an arbitrary collection of GSFNs, then the generalized spherical weighted averaging aggregation (GSWAA) operator is given by

\[
\text{GSWAA}(\tilde{G}_1, \tilde{G}_2, \ldots, \tilde{G}_k) = \left\langle \left[ 1 - \prod_{i=1}^{k} (1 - \alpha_i^2)^{w_i} \right], \left[ \prod_{i=1}^{k} \beta_i^{w_i} \right], \left[ \prod_{i=1}^{k} \gamma_i^{w_i} \right] \right\rangle
\]

where \( w_i (i = 1, 2, \ldots, k) \) is the weight of \( \tilde{G}_i (i = 1, 2, \ldots, k) \) with \( w_i \in [0, 1] \) and \( \sum_{i=1}^{k} w_i = 1 \).

Definition 2.3 (Güner and Aygün 2020) Let \( \tilde{G}_i = (\alpha_i, \beta_i, \gamma_i) (i = 1, 2, \ldots, k) \) be an arbitrary collection of GSFNs, then the generalized spherical weighted geometric aggregation (GSWGA) operator is given by

\[
\text{GSWGA}(\tilde{G}_1, \tilde{G}_2, \ldots, \tilde{G}_k) = \left\langle \left[ \prod_{i=1}^{k} \alpha_i^{w_i} \right], \left[ \prod_{i=1}^{k} \beta_i^{w_i} \right], \left[ 1 - \prod_{i=1}^{k} (1 - \gamma_i^2)^{w_i} \right] \right\rangle
\]

where \( w_i (i = 1, 2, \ldots, k) \) is the weight of \( \tilde{G}_i (i = 1, 2, \ldots, k) \) with \( w_i \in [0, 1] \) and \( \sum_{i=1}^{k} w_i = 1 \).

Definition 2.4 Let \( \tilde{L}_1 = \langle l_{\alpha_1}, l_{\beta_1}, l_{\gamma_1} \rangle \) and \( \tilde{L}_2 = \langle l_{\alpha_2}, l_{\beta_2}, l_{\gamma_2} \rangle \) be any two LGSFN. Then distance between \( \tilde{L}_1 \) and \( \tilde{L}_2 \) is defined as

\[
d(\tilde{L}_1, \tilde{L}_2) = \frac{\alpha_1 - \alpha_2}{\alpha_1 + \alpha_2} + \frac{\beta_1 - \beta_2}{\beta_1 + \beta_2} + \frac{\gamma_1 - \gamma_2}{\gamma_1 + \gamma_2}
\]

Definition 2.5 (Yager 2001) Suppose, we have a collection of \( k' \) values \( a_1, a_2, \ldots, a_k \). Then power average (PA) operator is defined as follows

\[
\text{PA}(a_1, a_2, \ldots, a_k) = \frac{\sum_{s=1}^{k} (1 + S(a_s)) a_s}{\sum_{s=1}^{k} (1 + S(a_s))}
\]

where \( S(a_s) = \sum_{i=1, i \neq s}^{k} \text{Sup}(a_s, a_i) \) and \( \text{Sup}(a_s, a_t) \) is the support from \( a_s \) to \( a_t \) which is defined as \( \text{Sup}(a_s, a_t) = 1 - d(a_s, a_t) \) and also maintain the following properties

(i) \( \text{Sup}(a_s, a_t) \in [0, 1] \)

(ii) \( \text{Sup}(a_s, a_t) = \text{Sup}(a_t, a_s) \)

(iii) \( \text{Sup}(a_s, a_t) \geq \text{Sup}(a_p, a_q) \) if \( d(a_s, a_t) \leq d(a_t, a_s) \)
Definition 2.6 (Xu and Yager 2010) Let, $a_1, a_2, \ldots, a_k$ be a collection of $k'$ values. Then power geometric (PG) operator is defined as follows

$$\text{PG}(a_1, a_2, \ldots, a_k) = \prod_{s=1}^{k} (a_s + S(a_s))$$

where $S(a_s) = \sum_{i=1, j \neq s}^{k} \text{Sup}(a_s, a_i)$ and $\text{Sup}(a_s, a_i)$ is the support from $a_s$ to $a_i$ which also maintain the three properties in the definition 2.2.

3 Linguistic generalized spherical fuzzy set

Definition 3.1 Let $R$ be a universe set and $T = \{l_\alpha : l_0 \leq l_\alpha \leq l_m : \alpha \in [0, m]\}$ be a continues linguistic term set. Then, a LGSFS is defined as follows

$$\sim = \{r, l_\alpha(r), l_\beta(r), l_\gamma(r) : r \in R\}$$

where $l_\alpha(r), l_\beta(r), l_\gamma(r) \in T$ are called the linguistic positive, neutral and negative membership degrees respectively of the element $r$ to the set $R$ and also satisfy the condition $(\alpha)^2 + (\beta)^2 + (\gamma)^2 \leq 3m^2$. The triplet $(l_\alpha(r), l_\beta(r), l_\gamma(r))$ is denoted by $\sim = \{l_\alpha, l_\beta, l_\gamma\}$ and called as linguistic generalized spherical fuzzy number (LGSFN).

Proposition 3.1 Let $\sim_1 = \{l_{\alpha_1}, l_{\beta_1}, l_{\gamma_1}\}$ and $\sim_2 = \{l_{\alpha_2}, l_{\beta_2}, l_{\gamma_2}\}$ be any two LGSFN, $l_{\alpha_i}, l_{\beta_i}, l_{\gamma_i} \in T = \{l_\alpha : l_0 \leq l_\alpha \leq l_m : \alpha \in [0, m]\}(i = 1, 2)$

(i) $\sim_1 \oplus \sim_2 = \{l_{\alpha_1}, l_{\beta_1}, l_{\gamma_1}\}$

(ii) $\sim_1 \otimes \sim_2 = \{l_{\alpha_1}, l_{\beta_1}, l_{\gamma_1}\}$

(iii) $\mu \sim_1 = \{l_{\alpha_1}, l_{\beta_1}, l_{\gamma_1}\}$

(iv) $\sim_1^\mu = \{l_{\alpha_1}, l_{\beta_1}, l_{\gamma_1}\}$

Theorem 3.1 Let $\sim_s = \{l_{\alpha_s}, l_{\beta_s}, l_{\gamma_s}\}(s = 1, 2)$ be any two LGSFNs, then $\sim_1 \oplus \sim_2, \sim_1 \otimes \sim_2, \mu \sim_1, \sim_1^\mu$ are also LGSFNs.

Proof Since $\sim_s = \{l_{\alpha_s}, l_{\beta_s}, l_{\gamma_s}\}(s = 1, 2)$ be two LGSFNs, then $\alpha_s, \beta_s, \gamma_s \in [0, m]$ and $(\alpha)^2 + (\beta)^2 + (\gamma)^2 \leq 3m^2$. Therefore, $1 - \frac{\alpha^2}{m^2} \leq 1$, $\frac{\beta}{m} \leq 1$, $\frac{\gamma}{m} \leq 1$. Hence,
1 − \left(1 - \frac{a_1^2}{m^2}\right)\left(1 - \frac{a_2^2}{m^2}\right) \leq 1 \text{ which implies } \sqrt{1 - \left(1 - \frac{a_1^2}{m^2}\right)\left(1 - \frac{a_2^2}{m^2}\right)} \leq 1. \text{ Therefore,}\n\text{m}\sqrt{1 - \left(1 - \frac{a_1^2}{m^2}\right)\left(1 - \frac{a_2^2}{m^2}\right)} \leq m. \text{ Thus, } l \text{ and } l_{m\left(\frac{a_1\beta_2}{m^2}\right)} \in L. \text{ Similarly, } l_{m\left(\frac{a_1\beta_2}{m^2}\right)} \in L. \text{ Then, by definition of LGSFN, we can say that } \tilde{L}_1 \oplus \tilde{L}_2 \text{ is also LGSFN.}\n\text{Similarly, we can proved that } \tilde{L}_1 \otimes \tilde{L}_2, \mu \tilde{L}_1, \tilde{L}_1^\mu \text{ are also LGSFNs.} \quad \Box

3.1 Comparison of LGSFNs based on score and accuracy functions

The score function and accuracy function are one of the important tools for determining the ranking order of LGSFNs. Here, firstly we have developed score function and accuracy function in a significant way and then gave a ranking order technique for comparing any two LGSFNs.

**Definition 3.2** Let \( \tilde{L} = \langle l_\alpha, l_\beta, l_\gamma \rangle \) be any LGSFN, where \( l_\alpha, l_\beta, l_\gamma \in L \). Then, score function of \( \tilde{L} \) is defined as

\[
S(\tilde{L}) = \left( l \sqrt{\frac{a^2 + \beta^2 + \gamma^2}{3}} \right)
\]

It is easily showed that

\[
0 \leq \frac{a^2 + \beta^2 + \gamma^2}{3} \leq m^2 \text{ which implies that } S(\tilde{L}) \in L
\]

**Definition 3.3** Let \( \tilde{L} = \langle l_\alpha, l_\beta, l_\gamma \rangle \) be any LGSFN with \( l_\alpha, l_\beta, l_\gamma \in L \). Then, accuracy function of \( \tilde{L} \) is defined as

\[
A(\tilde{L}) = \left( l \sqrt{\frac{a^2 + \beta^2 + \gamma^2}{3}} \right)
\]

It is easily checked that

\[
0 \leq \frac{a^2 + \beta^2 + \gamma^2}{3} \leq m^2 \text{ which implies that } A(\tilde{L}) \in L
\]

Now, based on the above define score and accuracy functions for any two LGSFNs, we will give the following comparison rules for ranking LGSFNs.

**Definition 3.4** Let \( \tilde{L}_1 \) and \( \tilde{L}_2 \) be any two LGSFNs. Then

(i) If \( S(\tilde{L}_1) > S(\tilde{L}_2) \) then \( L_1 > L_2 \) where “\( > \)” means “preferred to”.

(ii) If \( S(\tilde{L}_1) = S(\tilde{L}_2) \) then

(i) If \( A(\tilde{L}_1) > A(\tilde{L}_2) \) then \( L_1 > L_2 \)

(ii) If \( A(\tilde{L}_1) = A(\tilde{L}_2) \) then \( L_1 = L_2 \)

**Example 3.1** Let \( \tilde{L}_1 = \langle l_2, l_3, l_5 \rangle, \tilde{L}_2 = \langle l_6, l_1, l_4 \rangle \), be two LGFNs which are obtain from \( T = \{ l_\alpha : l_0 \leq l_\alpha \leq l_7, \alpha \in [0, 7] \} \). Then utilizing the definitions 3.3, we get

\[
S(\tilde{L}_1) = \left( l \sqrt{\frac{2a^2 + 2b^2 + (\beta^2 + \gamma^2)}{3}} \right) = \left( l_{4.8} \right)
\]

and

\[
S(\tilde{L}_2) = \left( l \sqrt{\frac{2a^2 + 0.6^2 + (\beta^2 + \gamma^2)}{3}} \right) = \left( l_{6.2} \right)
\]

Since \( S(\tilde{L}_2) \geq S(\tilde{L}_1) \), then we can obtain that \( \tilde{L}_2 \geq \tilde{L}_1 \).
4 Power aggregation operators for LGSFN

In this section, we have introduced some PA operators for linguistic generalized spherical fuzzy set namely, LGSFPA, LGSFPWA, LGSFPG, LGSFPWG.

4.1 Averaging aggregation operators

Definition 4.1 Let $\tilde{L}_s = (l_{\alpha_s}, l_{\beta_s}, l_{\gamma_s}) (s = 1, 2, \ldots, k)$ be any collection of LGSFNs. Then, a linguistic generalized spherical fuzzy power averaging (LGSFPA) aggregation operator is a mapping LGSFPA: $\prod^k \rightarrow \prod$, is defined by

$$\text{LGSFPA}(\tilde{L}_1, \tilde{L}_2, \ldots, \tilde{L}_k) = \frac{\sum_{s=1}^k (1 + S(\tilde{L}_s)) \tilde{L}_s}{\sum_{s=1}^k (1 + S(\tilde{L}_s))}$$

where $\tilde{L}_s \in \prod$ and $S(\tilde{L}_s) = \sum_{t=1, t \neq s}^k \text{Sup}(\tilde{L}_s, \tilde{L}_t)$

Theorem 4.1 The aggregated value formed using LGSFPA operator is still a LGSFN and is given by

$$\text{LGSFPA}(\tilde{L}_1, \tilde{L}_2, \ldots, \tilde{L}_k) = \left\langle \frac{\sum_{s=1}^k (1 + S(\tilde{L}_s)) \tilde{L}_s}{\sum_{s=1}^k (1 + S(\tilde{L}_s))} \right\rangle$$

Proof The aggregated value using the operator LGSFPA is again LGSFN which is follows from the Theorem 3.1. To prove the above result, we will use mathematical induction on $k$. For $k = 2$, we have

$$\text{LGSFPA}(\tilde{L}_1, \tilde{L}_2) = \frac{2}{2} \frac{1 + S(\tilde{L}_s)}{1 + S(\tilde{L}_s)} = V_1 \tilde{L}_1 + V_2 \tilde{L}_2$$

Hence, the theorem is true for $k = 2$. Let us assume that the theorem is true for $k = p$. Then

$$\text{LGSFPA}(\tilde{L}_1, \tilde{L}_2, \ldots, \tilde{L}_p) = \left\langle \frac{\sum_{s=1}^p (1 + S(\tilde{L}_s)) \tilde{L}_s}{\sum_{s=1}^p (1 + S(\tilde{L}_s))} \right\rangle$$
Since

\[ \text{LGSFPA}(\tilde{L}_1, \tilde{L}_2, \ldots, \tilde{L}_p, \tilde{L}_{p+1}) = \text{LGSFPA}(\tilde{L}_1) + \text{LGSFPA}(\tilde{L}_2) + \ldots + \text{LGSFPA}(\tilde{L}_p) + \text{LGSFPA}(\tilde{L}_{p+1}) \]

Thus, the theorem holds for \( k = p + 1 \). Hence, by the principle of mathematical induction, the theorem holds for all positive integer \( k \).

\[ \square \]

**Properties of the LGSFPA operator**

Let \( \tilde{L}_s = \langle l_{\alpha_s}, l_{\beta_s}, l_{\gamma_s}\rangle (s = 1, 2, \ldots, k) \) be any collection of LGSFNs and \( \omega = (\omega_1, \omega_2, \ldots, \omega_k)^T \) be the weight vector of \( L_s (s = 1, 2, \ldots, k) \) with the condition \( \sum_{s=1}^{k} \omega_s = 1, \omega_s > 0 \). Then LGSFPA has the following properties:

1. (Idempotency property) If \( \tilde{L}_s = \tilde{L} = \langle l_{\alpha}, l_{\beta}, l_{\gamma}\rangle \) for all \( s \),

\[ \text{LGSFPA}(\tilde{L}_1, \tilde{L}_2, \ldots, \tilde{L}_k) = L \]

**Proof** Since \( \tilde{L}_s = \tilde{L} = \langle l_{\alpha}, l_{\beta}, l_{\gamma}\rangle \), then \( \alpha_s = \alpha, \beta_s = \beta, \gamma_s = \gamma \) for all \( s \).

Now,

\[ \text{LGSFPA}(\tilde{L}_1, \tilde{L}_2, \ldots, \tilde{L}_k) \]

\[ = \langle l \left( m \left( \prod_{s=1}^{k} \left( 1 - \frac{\alpha_s^2}{m^2} \right) V_{s} \right) \right), l \left( m \left( \prod_{s=1}^{k} \left( \frac{\beta_s}{m} \right) V_{s} \right) \right), l \left( m \left( \prod_{s=1}^{k} \left( \frac{\gamma_s}{m} \right) V_{s} \right) \right) \rangle \]

\[ = \langle l \left( m \left( \prod_{s=1}^{k} \left( 1 - \frac{\alpha_s^2}{m^2} \right) V_{s} \right) \right), l \left( m \left( \prod_{s=1}^{k} \left( \frac{\beta_s}{m} \right) V_{s} \right) \right), l \left( m \left( \prod_{s=1}^{k} \left( \frac{\gamma_s}{m} \right) V_{s} \right) \right) \rangle \]

\[ = \langle l \left( m \left( \prod_{s=1}^{k} \left( 1 - \frac{\alpha_s^2}{m^2} \right) V_{s} \right) \right), l \left( m \left( \prod_{s=1}^{k} \left( \frac{\beta_s}{m} \right) V_{s} \right) \right), l \left( m \left( \prod_{s=1}^{k} \left( \frac{\gamma_s}{m} \right) V_{s} \right) \right) \rangle \]

\[ = \langle l \left( m \left( \prod_{s=1}^{k} \left( 1 - \frac{\alpha_s^2}{m^2} \right) V_{s} \right) \right), l \left( m \left( \prod_{s=1}^{k} \left( \frac{\beta_s}{m} \right) V_{s} \right) \right), l \left( m \left( \prod_{s=1}^{k} \left( \frac{\gamma_s}{m} \right) V_{s} \right) \right) \rangle \]

\[ = \langle l \left( m \left( \prod_{s=1}^{k} \left( 1 - \frac{\alpha_s^2}{m^2} \right) V_{s} \right) \right), l \left( m \left( \prod_{s=1}^{k} \left( \frac{\beta_s}{m} \right) V_{s} \right) \right), l \left( m \left( \prod_{s=1}^{k} \left( \frac{\gamma_s}{m} \right) V_{s} \right) \right) \rangle \]
\[
\prod_{m} \gamma \leq\prod_{k} LGSFPA(\tilde{L}_1, \tilde{L}_2, \ldots, \tilde{L}_k)
\]

\textbf{Proof} \quad \text{Since,} \quad \begin{align*}
\frac{\alpha'_s}{m^2} & \geq \frac{\alpha_s}{m^2} \\
1 - \frac{\alpha'_s}{m^2} & \leq 1 - \frac{\alpha_s}{m^2} \\
\prod_{s=1}^{k} \left(1 - \frac{\alpha'_s}{m^2}\right) & \leq \prod_{s=1}^{k} \left(1 - \frac{\alpha_s}{m^2}\right) \\
1 - \prod_{s=1}^{k} \left(1 - \frac{\alpha'_s}{m^2}\right) & \geq 1 - \prod_{s=1}^{k} \left(1 - \frac{\alpha_s}{m^2}\right)
\end{align*}

\implies \quad m \sqrt{1 - \prod_{s=1}^{k} \left(1 - \frac{\alpha'_s}{m^2}\right)} \geq \prod_{s=1}^{k} \left(\frac{\gamma_s}{m}\right)

Again, since \(l_{\beta'_s} \leq l_{\beta_s}\) and \(l_{\gamma'_s} \leq l_{\gamma_s}\), we can obtain that, \(m \prod_{s=1}^{k} \left(\frac{\beta'_s}{m}\right) \leq \prod_{s=1}^{k} \left(\frac{\beta_s}{m}\right)\) and \(m \prod_{s=1}^{k} \left(\frac{\gamma'_s}{m}\right) \leq \prod_{s=1}^{k} \left(\frac{\gamma_s}{m}\right)\)

\[ L^- \leq LGSFPA(\tilde{L}_1, \tilde{L}_2, \ldots, \tilde{L}_k) \leq L^+ \]

\textbf{Definition 4.2} \quad \text{Let} \quad \tilde{L}_s = (l_{\alpha_s}, l_{\beta_s}, l_{\gamma_s}) (s = 1, 2, \ldots, k) \quad \text{be any collection of LGSFNs. Then, a LGSF power weighted average (LGSFPWA) aggregation operator is a mapping LGSFPWA} : \prod^k \rightarrow \prod, \text{is defined by}

\[ LGSFPWA(\tilde{L}_1, \tilde{L}_2, \ldots, \tilde{L}_k) = \bigoplus_{s=1}^{k} \psi_s \tilde{L}_s \]
Proof The proof is similar to the proof of Theorem 4.1.

4.2 Geometric aggregation operators

Definition 4.3 A linguistic generalized spherical fuzzy power geometric (LGSFPG) aggregation operator is a mapping LGSFPG : \( \prod^k \rightarrow \prod \), is defined as

\[
\text{LGSFPG}(\vec{L}_1, \vec{L}_2, \ldots, \vec{L}_k) = \prod_{s=1}^{k} \vec{L}_s^{S(\vec{L}_s)}
\]

where \( \vec{L}_s \in \prod \) and \( S(\vec{L}_s) = \sum_{t=1, t \neq s}^{k} \text{Sup}(\vec{L}_s, \vec{L}_t) \)

Theorem 4.3 The aggregated value using LGSFPG operator is still a LGSFN and is given by

\[
\text{LGSFPG}(\vec{L}_1, \vec{L}_2, \ldots, \vec{L}_k) = \prod_{s=1}^{k} \vec{L}_s^{S(\vec{L}_s)}
\]

where \( V_s = \frac{\psi_s(1+S(\vec{L}_s))}{\sum_{s=1}^{k} \psi_s(1+S(\vec{L}_s))}, \vec{L}_s \in \prod \) and \( S(\vec{L}_s) = \sum_{t=1, t \neq s}^{k} \text{Sup}(\vec{L}_s, \vec{L}_t) \)

Proof The proof is similar to the proof of the Theorem 4.1.

Definition 4.4 A linguistic generalized spherical fuzzy (LGSF) power weighted geometric (LGSFPWG) aggregation operator is a mapping LGSFPWG : \( \prod^k \rightarrow \prod \), is defined as

\[
\text{LGSFPWG}(\vec{L}_1, \vec{L}_2, \ldots, \vec{L}_k) = \bigotimes_{s=1}^{k} \vec{L}_s^{\psi_s}
\]

where \( \psi_s = \frac{\phi_s(1+S(\vec{L}_s))}{\sum_{s=1}^{k} \phi_s(1+S(\vec{L}_s))} \) and \( S(\vec{L}_s) = \sum_{t=1, t \neq s}^{k} \text{Sup}(\vec{L}_s, \vec{L}_t) \), \( \vec{L}_s \in \prod \)
Theorem 4.4 The aggregated value using LGSFPWG operator is still a LGSFN and is given by

\[
\text{LGSFPWG}(\tilde{L}_1, \tilde{L}_2, \ldots, \tilde{L}_k) = \left( l_m \prod_{s=1}^{k} \left( \frac{\phi_s}{\Psi_s} \right)^{\psi_{s}}, l_m \sqrt{1 - \prod_{s=1}^{k} \left( 1 - \frac{\alpha^2}{\omega^2} \right)^{\psi_{s}}}, l_m \sqrt{1 - \prod_{s=1}^{k} \left( 1 - \frac{\beta^2}{\omega^2} \right)^{\psi_{s}}} \right)
\]

where \( \Psi_s = \frac{\phi_s(1+S(\tilde{L}_s))}{\sum_{i=1}^{r} \phi_i (1+S(\tilde{L}_i))} \) and \( S(\tilde{L}_s) = \sum_{t=1, t \neq s}^{k} \text{Sup}(\tilde{L}_s, \tilde{L}_t), \tilde{L}_s \in \prod \)

Proof The proof is similar to the proof of the Theorem 4.1.

\[\square\]

5 MCGDM technique based on power aggregation operators

Here, we have considered a decision making problem which have ‘s’ alternatives \( M_1, M_2, \ldots, M_s \) and ‘t’ criteria \( N_1, N_2, \ldots, N_t \) with the weight vector \( \Theta = (\theta_1, \theta_2, \ldots, \theta_t) \) such that each \( \theta_i \geq 0 \) and also satisfy the condition \( \sum_{k=1}^{t} \theta_k = 1 \). We also assume that there are ‘r’ set of decision-makers \( D_1, D_2, \ldots, D_r \) which have evaluated these alternatives over the criteria and give their preferences in the form LGSFNs. Let \( \Phi = (\phi_1, \phi_2, \ldots, \phi_r) \) be the weight vector of the decision-makers with the condition \( \sum_{k=1}^{r} \phi_k = 1 \) and \( \phi_k \geq 0 \). The overall preferences values of the alternatives are characterized in the form of decision matrix \( DM^k = (\tilde{L}^k_{ij})_{s \times t} \), where \( \tilde{L}^k_{ij} = (l^k_{x_{ij}}, l^k_{y_{ij}}, l^k_{z_{ij}})(i = 1, 2, \ldots, s)(j = 1, 2, \ldots, t)(k = 1, 2, \ldots, r) \). Depend of the above information, we proposed the following steps to select the best alternatives as follows:

Step 1: First, we construct the linguistic generalized spherical fuzzy decision matrices \( DM^k(k = 1, 2, \ldots, p) \) as follows:

\[
DM^k = \begin{pmatrix}
M_1 & N_1 & N_2 & \cdots & N_t \\
M_2 & \tilde{L}^k_{11} & \tilde{L}^k_{12} & \cdots & \tilde{L}^k_{1t} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
M_s & \tilde{L}^k_{s1} & \tilde{L}^k_{s2} & \cdots & \tilde{L}^k_{st}
\end{pmatrix}
\]

Step 2: Then, applying the PA operators on every individual decision matrices \( DM^k(k = 1, 2, \ldots, r) \) and we have overall evaluation values for the alternatives corresponding to the each decision-makers in the form of column matrices \( C^k_{s \times 1} \) as follows

\[
C^k_{s \times 1} = \begin{pmatrix}
M_1 & \tilde{L}^k_{11} \\
M_2 & \tilde{L}^k_{21} \\
\vdots & \vdots \\
M_s & \tilde{L}^k_{s1}
\end{pmatrix}
\]

Step 3: Here, we use decision-maker’s weight according to the relation \( \sum_{k=1}^{r} \phi_k C^k_{s \times 1} \) (scalar multiplication and addition of LGSFNs) and we obtain overall preferences values \( L_{i1} \)
Selection of most effective COVID-19 virus protector…

The different steps of the above proposed MCGDM technique are shown in the Fig. 1 as follows:

**Fig. 1** Flowchart of the proposed MCGDM technique

\[
\text{DM} = \begin{pmatrix}
M_1 & \tilde{L}_{11} \\
M_2 & \tilde{L}_{21} \\
\vdots & \vdots \\
M_s & \tilde{L}_{s1}
\end{pmatrix}
\]

**Step 4:** Then, utilizing the score function according to the Definition 3.2, we get \(S(\tilde{L}_{j1})\) of the alternatives \(M_j\) (\(j = 1, 2, \ldots, s\)).

**Step 5:** In this step, the alternatives are ranked and choose the best option according to the Definition 3.4.

**Step 6:** End.

The different steps of the above proposed MCGDM technique are shown in the Fig. 1 as follows:

**6 Numerical example**

In this current situation, people of the whole world are tensed and panicked due to the spread of COVID-19 worldwide. Several people are already died due to this harmful virus and scientists are very busy creating the vaccine of COVID-19. In this situation, people are always...
trying to protect themselves from this virus using several protectors like face guards, masks, PPE kits, gloves, etc. Also, they are focused on several parameters like efficiency, costing, reliability, reusability, etc of the protective materials. They took various opinions on it from different experts like doctors, virologists, biologists, etc and focused on the statistical data. But, the scientists are also confused and they are in dilemma to give all the answers properly. So, this becomes an important and burning decision making problem in the uncertainty domain. To resolve it burning issue, we consider an MCGDM problem in generalized spherical environment linked with four distinct protective items (Face Guard, PPE kit, Mask and Gloves) (Fig. 2) of the COVID-19 virus and their effectiveness due to the presence of four attribute functions namely efficiency, accessibility, reusability and costing. We would like to compute the most effective protective material after examining different types of scientist’s opinions collected from different research sources on COVID-19 protectors. Here, we classified four dissimilar categories of scientists according to their subject division and applied suitable weights based on their research experience. Thus, it becomes an MCGDM problem having four alternatives, four attributes and three types of decision-maker. Here, we construct a MCGDM problem based on environment as follows: $M_1 =$ Protector 1 = Face Guard, $M_2 =$ Protector 2 = Mask, $M_3 =$ Protector 3 = PPE Dress, $M_4 =$ Protector 4 = Hand Gloves are the alternatives respectively. Also, $N_1 =$ Efficiency, $N_2 =$ Reusability, $N_3 =$ Accessibility, $N_4 =$ Costing are the attributes whose weight vector is (0.27, 0.24, 0.25, 0.24). Let us consider there are three environment experts as decision-makers $D_1 =$ Doctors, $D_3 =$ Virologists, $D_3 =$ Biologists and $D_4 =$ Statistician having weight vector $\rho =$ (0.25, 0.26, 0.26, 0.23). The four decision-makers $D_1, D_2, D_3$ and $D_4$ are invited to give their preferences for each alternative on each attribute with the linguistic term set $S=$ $l_0 =$ Extremely low(EL), $l_1 =$ Very low(VL), $l_2 =$ Quasi low(QL), $l_3 =$ Low(L), $l_4 =$ Semi low(SL), $l_5 =$ Standard(SD), $l_6 =$ Semi high(SM), $l_7 =$ High(H), $l_8 =$ Quasi high(QH), $l_9 =$ Very high(VH), $l_{10} =$ Extreme high(EH). Now, we will use our proposed MCGDM technique as follows:

Step 1: The evaluation values of alternatives over the criteria under various decision-maker in terms of decision matrices are given as follows:
Selection of most effective COVID-19 virus protector...

\[
\begin{array}{cccc}
N_1 & N_2 & N_3 & N_4 \\
\hline
DM^1: \text{Evaluation of the alternatives under decision-maker } D_1 \\
M_1 & (l_6, l_8, l_9) & (l_2, l_6, l_8) & (l_1, l_7, l_8) & (l_3, l_6, l_9) \\
M_2 & (l_6, l_8, l_9) & (l_7, l_5, l_7) & (l_8, l_5, l_8) & (l_5, l_7, l_6) \\
M_3 & (l_6, l_7, l_5) & (l_3, l_7, l_6) & (l_2, l_5, l_6) & (l_7, l_6, l_8) \\
M_4 & (l_8, l_5, l_7) & (l_5, l_6, l_7) & (l_9, l_2, l_7) & (l_5, l_8, l_2) \\
\hline
DM^2: \text{Evaluation of the alternatives under decision-maker } D_2 \\
M_1 & (l_5, l_1, l_2) & (l_5, l_7, l_8) & (l_5, l_4, l_2) & (l_3, l_5, l_7) \\
M_2 & (l_3, l_7, l_8) & (l_6, l_3, l_7) & (l_3, l_4, l_7) & (l_8, l_5, l_7) \\
M_3 & (l_2, l_8, l_7) & (l_5, l_7, l_6) & (l_7, l_3, l_4) & (l_4, l_5, l_7) \\
M_4 & (l_5, l_6, l_5) & (l_7, l_6, l_7) & (l_7, l_1, l_2) & (l_1, l_2, l_8) \\
\hline
DM^3: \text{Evaluation of the alternatives under decision-maker } D_3 \\
M_1 & (l_1, l_4, l_3) & (l_3, l_4, l_5) & (l_5, l_2, l_7) & (l_6, l_5, l_6) \\
M_2 & (l_2, l_3, l_5) & (l_7, l_6, l_5) & (l_9, l_1, l_2) & (l_8, l_7, l_5) \\
M_3 & (l_4, l_5, l_6) & (l_6, l_7, l_6) & (l_3, l_4, l_7) & (l_8, l_2, l_7) \\
M_4 & (l_5, l_4, l_7) & (l_7, l_8, l_9) & (l_6, l_4, l_7) & (l_8, l_5, l_6) \\
\hline
DM^4: \text{Evaluation of the alternatives under decision-maker } D_4 \\
M_1 & (l_7, l_5, l_7) & (l_5, l_6, l_4) & (l_6, l_5, l_6) & (l_7, l_6, l_8) \\
M_2 & (l_2, l_5, l_6) & (l_2, l_3, l_8) & (l_5, l_7, l_8) & (l_8, l_7, l_6) \\
M_3 & (l_6, l_5, l_7) & (l_8, l_2, l_3) & (l_7, l_4, l_2) & (l_2, l_4, l_7) \\
M_4 & (l_7, l_8, l_5) & (l_7, l_8, l_2) & (l_3, l_6, l_1) & (l_1, l_5, l_2) \\
\end{array}
\]

Step 2: Here, utilizing the PA operators on every individual decision matrices \( DM^k (k = 1, 2, 3, 4) \) and we obtain overall preferences values for the alternatives corresponding to the each decision-maker as follows

\[
\begin{array}{cc}
C^1_{3 \times 1} & C^2_{3 \times 1} \\
\hline
M_1 & (l_{3.673}, l_{6.6786}, l_{8.4837}) & M_1 & (l_{4.6147}, l_{5.5226}, l_{3.8862}) \\
M_2 & (l_{7.4683}, l_{5.4367}, l_{7.82}) & M_2 & (l_{6.1021}, l_{4.0812}, l_{7.2042}) \\
M_3 & (l_{6.6785}, l_{6.2815}, l_{7.6734}) & M_3 & (l_{5.1562}, l_{5.196}, l_{6.6749}) \\
M_4 & (l_{7.2581}, l_{4.9388}, l_{5.489}) & M_3 & (l_{5.6332}, l_{4.3215}, l_{5.2943}) \\
\end{array}
\]

Step 3: Here, we apply decision-maker’s weight according to the relation \( \sum_{k=1}^{r} \phi_k C^k_{3 \times 1} \) and we obtain overall preferences values for the alternatives \( M_i \) as follows

Step 4: Utilize the score function according to the Definition 3.2, we get, \( S(\tilde{L}_{11}) = 7.5598, S(\tilde{L}_{21}) = 7.7282, S(\tilde{L}_{31}) = 7.6863, S(\tilde{L}_{41}) = 8.0594. \)
Step 5: The ranking order of the score values is \( S(\tilde{L}_{41}) > S(\tilde{L}_{21}) > S(\tilde{L}_{31}) > S(\tilde{L}_{11}) \). Therefore, \( M_4 \) is the best alternative.

On the other hand, if we utilize others aggregation operators namely LGSFPWA, LGSFPG and LGSFPWG, then we observe that \( M_4 \) is the best alternative. The ranking order under different proposed operators are shown in the Table 1.

### 7 Sensitivity analysis and comparative analysis

#### 7.1 Sensitivity analysis

Sensitivity analysis determines how different values of an independent variable affect a particular dependent variable under a given set of assumptions. In other words, sensitivity analysis study show how various sources of uncertainty in a mathematical model contribute to the model’s overall uncertainty. This technique is used within specific boundaries that depend on one or more input variables. Based on the numerical analysis results (case of PA operators related GSFN), we now calculate the corresponding outputs for changing input parameters one by one. Here, we make an attempt to compute the sensitivity analysis by changing the weights of the decision-makers within a certain range and observed the ranking order under different operators like LGSFPA, LGSFPWA, LGSFPG and LGSFPWG respectively as shown below in Table 2. From the Table 2, we observed that the most of the cases \( M_4 \) is the best alternative and \( M_1 \) is the worst alternative under the different operators. Also, Figs. 3, 4, 5 and 6 represent the associated weights of distinct ranking order of the alternatives under the different operators LGSFPA, LGSFPWA, LGSFPG and LGSFPWG respectively.
Table 2  Sensitivity analysis

| Weights          | Ranking order under LGSFPA | Ranking order under LGSFPWA | Ranking order under LGSFPG | Ranking order under LGSFPWG |
|------------------|---------------------------|----------------------------|----------------------------|-----------------------------|
| (0.25, 0.26, 0.26, 0.23) | $M_4 > M_2 > M_3 > M_1$  | $M_4 > M_2 > M_3 > M_1$  | $M_4 > M_3 > M_2 > M_1$  | $M_4 > M_3 > M_2 > M_1$  |
| (0.28, 0.26, 0.24, 0.22) | $M_4 > M_2 > M_3 > M_1$  | $M_4 > M_2 > M_3 > M_1$  | $M_4 > M_3 > M_2 > M_1$  | $M_4 > M_3 > M_2 > M_1$  |
| (0.25, 0.25, 0.25, 0.25) | $M_4 > M_2 > M_3 > M_1$  | $M_4 > M_3 > M_2 > M_1$  | $M_4 > M_3 > M_2 > M_1$  | $M_4 > M_3 > M_2 > M_1$  |
| (0.22, 0.24, 0.26, 0.28) | $M_4 > M_3 > M_2 > M_1$  | $M_4 > M_3 > M_2 > M_1$  | $M_4 > M_3 > M_1 > M_2$  | $M_4 > M_3 > M_1 > M_2$  |
| (0.24, 0.22, 0.28, 0.26) | $M_4 > M_2 > M_3 > M_1$  | $M_4 > M_3 > M_2 > M_1$  | $M_4 > M_3 > M_1 > M_2$  | $M_4 > M_3 > M_1 > M_2$  |
| (0.26, 0.28, 0.22, 0.24) | $M_4 > M_3 > M_2 > M_1$  | $M_4 > M_3 > M_2 > M_1$  | $M_4 > M_3 > M_1 > M_2$  | $M_4 > M_3 > M_1 > M_2$  |
7.2 Comparative analysis

Here to show the efficiency and superiority of our proposed technique, we have discussed a comparative study with the existing techniques which is shown in the following Table 3.

From Table 3, we observed that pre-existing PA operator IFEWPA (Jiang et al. 2018) cannot be applied in our set of data as the neutral part is the absence in the case of IFN. Also, we have seen that the aggregation operators by Garg (2018) cannot be used in our decision matrices as the neutral part is not present and the interrelation of the entities is not considered in this article. Moreover, the aggregation operators by Wei and Lu (2018) cannot apply here since the neutral part is absent as well as the information is not in a linguistic environment. Furthermore, the aggregation operators introduced by Jin et al. (2019) is not
Fig. 5 The ranking order of the different alternatives under the operator LGSFPW

Fig. 6 The ranking order of the different alternatives under the operator LGSFPWG

applicable for determining ranking order as the interrelation of the entities is not considered in these aggregation operators and also if the data’s like \( (0.9, 0.8, 0.7), (0.9, 0.6, 0.8) \) are present in the decision matrices cannot be capture by the spherical fuzzy environment.

From the above discussion, we can say that the pre-existing PA operators in a different environment like IFN, PYFN and SFN cannot handle the data given in the form of GSFNs. On the other hand, we observe that our proposed PA operators namely LGSFPA, LGSFPWA,
| Methods          | Nature of the environment | Whether describe information using linguistic features | Whether consider the interrelationship between input arguments | Whether consider multiple group of decision makers | Aggregation operators | Ranking order |
|------------------|---------------------------|--------------------------------------------------------|-------------------------------------------------------------|-------------------------------------------------|----------------------|---------------|
| Jiang et al. (2018) | IFN                       | ×                                                      | ✓                                                           | ✓                                              | IFEWPA               | Not applicable |
| Garg (2018)      | PYFN                      | ✓                                                      | ×                                                           | ✓                                              | LPFWALPFOWALPFWGLPFOWG | Not applicable |
| Wei and Lu (2018) | PYFN                      | ×                                                      | ✓                                                           | ×                                              | PFPAPFPWAPFPFPFPWG    | Not applicable |
| Jin et al. (2019) | SFN                       | ✓                                                      | ×                                                           | ×                                              | LSFWALSFOWALSFWGLSFOWG | Not applicable |
| Proposed Method  | GSFN                      | ✓                                                      | ✓                                                           | ✓                                              | LGSFPALGSFPWALGSFPGLGSFPWG | $M_4 > M_2 > M_3 > M_1$ |


LGSFPG and LGSFPWG can solve the decision making problems, where the information is in the form of IFN, PYFN and SFN. This shows that our proposed method is much more efficient to deal with the above situation where aforesaid aggregation operators fail.

8 Conclusion

In this article, we have introduced a new linguistic generalized spherical fuzzy set by combining the idea of a generalized spherical fuzzy set and linguistic fuzzy set. Then, we discussed some basic algebraic properties of LGSFN. Here, new score and accuracy functions have been defined to compare any two LGSFNs. To utilize the benefit of GSFN and PA operators, we have defined various types of power aggregation operators namely LGSFPA, LGSFPWA, LGSFPG and LGSFPWG in the linguistic environment. Based on these proposed aggregation operators, we manifested an MCGDM technique in the LGSF environment. In this developed MCGDM technique, every alternative should have the same number of criteria because if alternatives have a different number of criteria, then we cannot apply the proposed aggregation operators to get the overall aggregation value of the alternatives under the different number of criteria. Finally, a numerical example was given to demonstrate the proposed technique. Also, sensitivity analysis was performed to show the reliability of the technique. Finally, a comparative analysis was given with existing methods to show the efficiency of the proposed technique.

In future work, the defined power aggregation operators for LGSFNs can be expanded to the other various type of uncertain and fuzzy environments to tackle the uncertainties in the decision-making technique. Further, researchers can immensely apply power aggregation operators for LGSFNs in numerous different research fields like image processing, engineering problem, mobile computing problems, big-data analysis, pattern recognition problems, diagnosis problems, realistic mathematical modeling, etc.
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