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**Abstract.** We present the *kspectrum* scientific code that produces high-resolution synthetic absorption spectra from public molecular transition parameters databases. This code was originally required by the atmospheric and astrophysics communities, and its evolution is now driven by new scientific projects among the user community. Since it was designed without any optimization that would be specific to any particular application field, its use could also be extended to other domains. *kspectrum* produces spectral data that can subsequently be used either for high-resolution radiative transfer simulations, or for producing statistic spectral model parameters using additional tools. This is a open project that aims at providing an up-to-date tool that takes advantage of modern computational hardware and recent parallelization libraries. It is currently provided by Mésostar (http://www.meso-star.com) under the CeCILL license, and benefits from regular updates and improvements.

1. **Introduction**

The production of synthetic high-resolution molecular spectra is a central concern in many scientific domains involving radiative transfer: in atmospheric sciences, the inversion of high-resolution spectral signals measured from space is used in order to retrieve composition and temperature profiles. In astrophysics, the measurements of emitted radiation can provide insightful information about the composition of nebulae and stellar atmospheres. Recently, astrobiologists have been interested in retrieving atmospheric composition and ground temperatures on distant exoplanets from radiation that is both emitted and reflected by the planet.

In study domains that involve high temperatures, radiation solvers both rely on high-resolution spectra [1] and statistical models [2] such as the Malkmus transmittivity model [3] that has historically been heavily used. Data sets that can be used in order to obtain Malkmus’ model parameters \( \bar{k} \) and \( \phi \) (respectively, the average absorption coefficient and the overlap parameters within a given narrowband) for a wide range of thermodynamic conditions (pressure, temperature and concentrations) for the main radiatively active species in flames (\( \text{H}_2\text{O}, \text{CO}_2 \) and CO) have been derived from measurements [1, 5]. This work is more than ever relevant [6] in the context of new theoretical developments on average transmittivity models that can also take into account the spatial heterogeneities of the participating medium [7]. The validation of radiative transfer results obtained with such spectral models must be performed using reference results, obtained with high-resolution spectra. In more recent approaches, it has been shown that both the representation of heterogeneities and the spectral integration could be achieved using null-collision algorithms [8, 9] that require using a modified absorption coefficient field.
that should be as close as possible from an upper-bound of the real absorption coefficient field within the medium; this modified absorption coefficient field has been estimated using high-resolution spectra until now, but this work can certainly also take advantage of statistical spectral models approaches.

Building synthetic spectra is a computationally heavy task, since transition databases keep growing, both in the number of molecular species that are taken into account and in the number of transitions that are identified for each species: transition databases originally gathered information mainly about H\textsubscript{2}O and CO\textsubscript{2}. Within the HITRAN database, the number of molecular species grew from 39 in the 2004 version [10] to 42 in the 2008 version [11], and the 2012 version [12] counts 47 species. Ambitious projects such as ExoMol [13] are specialized in gathering transition parameters for many complex molecules that are found in planetary and stellar atmospheres.

The \textit{kspectrum} project was initiated by the community of climate study, during a modelization effort on the atmosphere of Venus [14]: the spectral data used for the gas mixture, while the best available at that time, had hardly been referenced and it was not possible to produce it for different temperature or composition profiles. Since then, the evolution of the code was driven by the needs of its users [15, 16] and the various scientific projects it has been involved in. The code has been used in climate modeling of both solar-system planets [17, 18] and exoplanets [19, 20, 21]. Recently, it was also used in order to better define the boundaries of the habitability zone around main-sequence stars [22]. And a new study of Venus atmosphere that should be published in the next weeks [23] also uses high-resolution spectra produced by \textit{kspectrum}.

\textit{kspectrum} is an open-source project, aiming at giving a complete control and traceability about spectral data production, and that is progressively being enriched by the experience acquired while interacting with the users. The code is distributed under the CeCILL license and maintained by Méso-Star (http://www.meso-star.com/en_Products.html). The main purpose of \textit{kspectrum} is to provide a framework that can be easily modified and adapted to specific needs. The code has been designed in order to be flexible in terms of architecture and reliable, and can easily be adapted to various computational hardware and new parallelization libraries.

When computing atmospheric absorption spectra, an adapted line profile truncation is commonly used. Then, an ad-hoc continuum is added to the resulting spectra. This continuum accounts for both the underestimation of the absorption coefficient because of the truncation, and for specific additional opacity (namely, collision-induced absorption, CIA) that is specific to the study case. This results in very well validated codes. In \textit{kspectrum}, we privileged versatility: even though the code can perform some CIA computation, it is preferred not to use any additional continuum in molecular absorption spectra computations. Then, the user has the possibility to add its own continuum in order to account for specific opacity that has not been taken into account (and possibly to correct truncation effects). Since nothing has been hard-coded for specific applications, the code can be used in a wide variety of cases and scientific fields.

\section{Description of the code}

The main purpose of \textit{kspectrum} is to compute high-resolution molecular absorption spectra for a wide range of thermodynamic conditions, using the 47 molecular species referenced in the 2012 version of the HITRAN database [12]. However, the code is not restricted to using the HITRAN database, and the user can control whether or not high-temperature data is used when it is available for these molecular species.

\subsection{Physics}

The \textit{kspectrum} code has been designed in order to address a wide variety of applications. It can handle modern public transition databases: HITRAN [10, 11, 12], HITEMP [24] and CDSD
high-temperature versions (HITEMP-2010 for H$_2$O and CDSD-4000 for CO$_2$) are supported as well. In terms of line profiles, the user can choose between using a plain Lorentz profile and the Voigt line profile, and several sub-lorentzian corrections have been included for the CO$_2$ molecule in the 1.18 $\mu$m and 2.7 $\mu$m bands [27], in the 2.3 $\mu$m band [28] and the 4.3 $\mu$m band [29] (see figure ??). Some collision-induced absorption continuum parameterization has also been included [30, 31], but CIA continuum will preferably be computed separately from molecular absorption. Finally, the code can handle a separate abundance for each isotopologue of each molecular species.

2.2. Computational aspects

kspectrum was originally designed from the project needs with two goals in mind:

(i) to ensure a given uncertainty over each value of $k(\nu)$ that is computed

(ii) to ensure a given uncertainty when using a linear interpolation between two consecutive values of $k(\nu)$

The first point (i) imposes to be able to take into account the contribution of each known transition to the total absorption coefficient at a given wavenumber $\nu$, even lines whose center is defined at a (possibly) infinite distance of the considered value of $\nu$. The fact that the line profile is, in practice, poorly known after a few tens of inverse centimeters from the line center, should not be a constraint at this point: being able to compute synthetic spectra with and without truncation at least provides some insights about the boundaries where the “real” (physical) spectrum lies; this point is further developed in section 3. The second point (ii) imposes that the spectral step (between two consecutive values of $\nu$) has to be computed in order to fulfill this condition. The method used is conceptually very similar to the idea of multiple spectral grids developed in [32].

In terms of computation time, synthetic spectra computed with such a full control of the numerical uncertainty are possible, but difficult to achieve. The code was subsequently modified in order to enable faster computations. One major source of computation time gain is the spectral discretization: in addition to the reference spectral discretization, other algorithms have been implemented, with decreasing computational requirements:

- using a given number of discrete wavenumbers for representing line centers and inter-line regions
- using only line centers as the spectral grid
- constant spectral step
- pre-computed spectral grid

Additionally, the user has the possibility to remove least intense lines for the spectral discretization step. This feature is particularly useful when using high-temperature transition databases that include several hundred millions of lines. Of course, the spectral grid obtained with one of these faster spectral discretization algorithms or when using a limited number of transitions does no longer satisfies condition (ii).

Further computational gains have been found by the implementation of:

- Line profile truncation, either at a fixed distance from the line center, or at a fixed multiple of the line width that differs from one line to the other. As illustrated in figure 2, the effects of truncating line profiles can result in a under-estimation of the absorption coefficient, and possibly the presence of unrealistic steps in the spectrum.

- Computing each value of $k(\nu)$ using a convergent approach: the contribution of most intense lines is computed first. The expected convergence of the sum of line contributions as line intensities decrease is periodically checked, and the algorithm stops computing line contributions when a convergence criterion is satisfied.
Figure 1. Synthetic spectra of CO$_2$ at a temperature of 500K and a pressure of 10atm, computed with and without sub-Loerentzian line profile correction in the (a) 4.3 µm, (b) 2.7 µm and (c) 1.18 µm windows.
The consequence of using either of these features is that the accuracy over each value of $k(\nu)$ is no longer guaranteed (see condition (i)).

When possible, the various stages involved in spectra computation have been parallelized in \textit{ksppectrum}. These stages include:

- tabulation of the Voigt function, required by the reference spectral discretization algorithm that must satisfy condition (ii).
- the identification of transition parameters location in each LBL file that should be used, for a number of pre-defined spectral intervals. This step is required for a faster subsequent access to this data.
- the spectral discretization of any spectral interval.
- finally, the computation of $k(\nu)$ values.

The computational load of each process is balanced using a very basic but efficient algorithm: the total computational load (for instance, computing a set of $N_k$ values of $k(\nu)$ once the spectral discretization has been completed) is divided into $N_{task}$ tasks (with $N_{task}$ much greater than the number of processes). Each process will then be allocated one task at a time. In this example, the elementary task involves the computation of $\frac{N_k}{N_{task}}$ values of $k(\nu)$. Once the task is over, the process sends back its results to the master process, and is allocated a new task, until all tasks have been performed. This rudimentary heuristic ensures that each process is near-to optimally used: the number of computing processes is generally equal to the number of cores available. If, for any reason, one or several cores are required by system processes or other codes, \textit{ksppectrum} processes that are running on these cores will naturally manage fewer tasks than processes that run on fully available cores. This results in globally faster computations than if the number of tasks is equal to the number of computing processes.

Figure 2. Synthetic spectrum of $\text{H}_2\text{O}$ at a temperature of 500K and a pressure of 1 atm, computed using the full Voigt profile at an infinite distance from line centers, compared with the same spectrum obtained with a truncation of the line profile at 25 cm$^{-1}$ from the line centers.
Handling the latest transition databases has also been a challenge: the HITEMP-2010 database includes 114 millions of transitions for H$_2$O, for a total of 18 Gb. Even if all parameters are not required for spectra computations, it is not yet possible to load all the required information in RAM at once on a mainstream computer. This is even worse for CSDS-4000, that holds 73 Gb of data over 2768 files for 626 millions of CO$_2$ transitions. When not using the convergence algorithm (computing first the contribution of most intense transitions), the contribution of every line has to be added for every value of k(ν). Since loading all the required data at once is not possible, kспектrum uses a different strategy: it loads only the parameters for a limited number of transitions, and computes their contributions to the required value of k(ν). This procedure is repeated until the parameters of all transitions have been read and all contributions have been computed. This multi-step approach results in a slower computation, but one major advantage in terms of flexibility is that the code can run with very limited RAM capacity. The lower is the RAM capacity, the greater will be the computation time for a given spectrum because of a greater number of successive steps. Figure 3 illustrates the impact of using a high-temperature transition database on a H$_2$O spectrum.

Finally, kспектrum performs frequent backups of the current state of the computation (in both spectral discretization and actual spectrum computation stages), so that the computation can be resumed from the latest backup in the event of a power outage or a maintenance reboot. This feature may seem anecdotic, but has always been very appreciated by users.

3. Academic test case
As far as we know, using a Lorentz or a Voigt profile at an infinite distance from line centers is not correct, because in practice line profiles are not well known after a few tens or hundreds of inverse centimeters. So taking into account the contribution of every transition, even at an infinite distance from the considered wavenumber, results in an overestimation of the spectrum. Similarly, truncating every line profile at a fixed distance of 25 cm$^{-1}$ results in an underestimation
Figure 4. Specific intensity emitted by a one-meter homogeneous gas column containing $\text{H}_2\text{O}$, $\text{CO}_2$ and CO (all three species at a 0.1 molar fraction), at 1000K and 1atm. High-resolution results have been averaged over 25 cm$^{-1}$ spectral intervals. The black line has been obtained using a full line profile and taking into account the contribution of every known transition, and the red line shows the same result, obtained using a 25 cm$^{-1}$ line profile truncation and rejecting least intense lines.

of the spectrum. Without speaking of additional opacity sources such as collision-induced absorption, the real absorption spectrum lies somewhere between these two limits.

Figure 4 illustrates the kind of tests that can be performed with ksppectrum: two synthetic spectra have been computed for a 1000K, 1atm participating media, containing $\text{H}_2\text{O}$, $\text{CO}_2$ and CO with equal molar fractions of 0.1. Both spectra have been obtained from the 2012 version of the HITRAN database. The first spectrum (black line) was computed using a full line profile, and taking into account every known transition in the database for these species. The second spectrum (red line) was obtained on the basis of a 25 cm$^{-1}$ truncation of the line profile, and using the convergence algorithm for neglecting least intense transitions. Then the specific intensity emitted by a one-meter homogeneous gas column was computed over the high-resolution spectral grid, and has been averaged over 25 cm$^{-1}$ spectral intervals in order to obtain the results displayed in figure 4. Off course, the emphasis has been put on a spectral region where the difference between the two results is significant: in most parts of the infrared region, the two spectra match perfectly. The overall effect can be quantified by a comparison of the total emitted specific intensity, integrated in the $[150;9325]$ cm$^{-1}$ longwave region: it is 4564.47 W/m$^2$/sr using a full line profile and 4366.91 W/m$^2$/sr when a truncation is applied; the effect of using a truncation in this example is at most 5\% over the integrated specific intensity, even if it can locally be responsible of much more important differences in specific spectral regions.

4. Conclusion

ksppectrum has been progressively improved over the last few years. It has already been used for a number of scientific projects in the atmosphere and astrophysics communities: climate
modeling of Saturn’s atmosphere \cite{18} and of exoplanets \cite{21,15}, confirming hypothesis about exoplanets observed by space telescopes \cite{20}, simulate the climatic evolution of primitive Earth-like atmospheres \cite{19} and better defining the boundaries of habitable zones \cite{22}. The code has been thought to be robust and reliable, and can run as well on cheap desktop computers as on dedicated servers. Users have been interested in both the possibility to compute absorption spectra without compromises, and the fact that nothing specific to a given application has been hard-coded, making \textit{kspectrum} a very versatile tool.

In terms of perspective, there is already a clearly identified need to make \textit{kspectrum} compatible with transitional data available in the ExoMol database (\url{http://www.exomol.com/}). This would be very helpful for the astrophysics and astrobiology communities. This would imply some development time, mainly because of the large number of molecular species involved and the numerous formats used to provide various transition parameters within this database.

\textit{kspectrum} results can be used directly as input for radiative transfer codes, or may be used by the following companion codes:

- \textit{kdistribution}: does exactly what its name says: to produce k-distribution data sets from \textit{kspectrum} high-resolution spectra, for later use in radiative transfer solvers that are using the correlated-k spectral model \cite{33}. Using directly high-resolution spectra within radiative transfer solvers is also very useful; however, since the default behaviour of \textit{kspectrum} is to produce unstructured spectral grids, the radiative transfer solver has to be able to interpolate absorption coefficients from its input spectra over the spectral grid used for radiative transfer computations.

- \textit{gas\_mix}: this is a code that produces high-resolution spectrum for any gas mixture, in any thermodynamic conditions (just like what \textit{kspectrum} does, but much faster) using a database of pre-computed high-resolution spectra over a given (P/T/x) grid, for a number of molecular species. This code is able to take into account new spectra, as they are added to the database: the (P/T/x) grid over which spectra are computed does not need to be structured, and can be progressively improved. This idea has been initiated some years ago within the Starwest group and led to the development of the “High Resolution Spectra” database (\url{http://www.starwest.ups-tlse.fr/vincent-eymet/high-resolution-spectra/}). This first database was computed for a limited number of pressure levels and molecular species, which restricted its use mainly to combustion applications, and is now outdated in the sense that it was computed using the HITRAN-2008 database. But the main idea behind this project is still valid, and could eventually result in a online tool for providing fast access to spectral data for radiative transfer applications, similarly to what can be obtained using \url{http://spectra.ioa.ru/}
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