Stability of flow through a slowly diverging pipe
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Abstract

Although the critical Reynolds number for linear instability of the laminar flow in a straight pipe is infinite, we show that it is finite for a divergent pipe, and approaches infinity as the inverse of the divergence angle. The velocity profile at the threshold of inviscid stability is obtained. A non-parallel analysis yields linear instability at surprisingly low Reynolds numbers, of about 150 for a divergence of 3 degrees, which would suggest a role for such instabilities in the transition to turbulence. A multigrid Poisson equation solver is employed for the basic flow, and an extended eigenvalue method for the partial differential equations describing the stability.

1 Introduction

The laminar flow through a straight pipe is linearly stable for any Reynolds number \[ \text{Davey & Drazin (1969), Lessen et al. (1968)} \], but, as first demonstrated by \[ \text{Reynolds (1883)} \], transition to turbulence usually occurs at a Reynolds number \( Re \), based on the pipe diameter and mean velocity, of around 2000. By reducing the external disturbances, it is possible to achieve laminar flow up to \( Re \sim 10^5 \) \[ \text{Huerre & Rossi (1998)} \] when the pipe is smooth and the flow at the inlet very quiet. The Reynolds number up to which it is possible to keep the flow laminar varies inversely as the level of external disturbance \[ \text{Hof et al. (2003)} \]. Although questions remain about the complete route to turbulence in a straight pipe, it seems likely that the spectrum of linear (stable) modes has a role to play via transient algebraic growth \[ \text{Meseguer & Trefethen (2003), Schmid & Henningson (1994)} \] of disturbances. It has recently been demonstrated both theoretically and experimentally that a nonlinear self-sustaining mechanism leads to the existence of travelling waves (and time-periodic states) that appear to play a key role in shear turbulence \[ \text{Faisst & Eckhardt (2003, 2004), Hof et al. (2004), Waleffe (1998, 2001)} \].

Our purpose in this paper is to examine the possible role of small local divergences in the transition process. These could have a large effect since linear stability is described by a singular perturbation problem. Whereas a large amount of work has been done on the flow in significantly converging/diverging \[ \text{e.g. Florvai (2003)} \] and in suddenly expanding geometries, we know of no work on the stability of slowly diverging pipe flows. Sudden expansions have attracted attention because of the recirculation zone they generate. In particular, \[ \text{Fearn et al. (1990) and Cherdron et al. (1978)} \] study the length of the recirculation zone as a function of the Reynolds number, and \[ \text{Sreenivasan & Strzykowski (1983)} \] examine the oscillations of the recirculating bubble and their effect on the flow. Our focus is different, as will become clear below. \[ \text{Eagles (1965) and Eagles & Weissman (1973)} \] analysed the Jeffery-Hamel flow generated by a slowly diverging channel, and showed by linear parallel stability analysis (the Orr-Sommerfeld equation), that the critical Reynolds number decreases by a large amount even for a small divergence angle. The divergent pipe is more interesting for several reasons: the critical Reynolds number is infinite for an angle of divergence of zero, the Reynolds number is a decreasing function of the streamwise (axial) coordinate \( x \), and the flow non-parallelism is larger for a given divergence. In the present work, we employ a two-pronged approach. For the mean flow, we derive an axisymmetric Jeffery-Hamel equation (AJH), which is valid at small divergence angles. At larger angles of divergence (1° or greater) we solve
the Navier-Stokes equations directly in the axisymmetric geometry shown in figure [II] with a divergent portion of finite extent. At small angles of divergence and high Reynolds numbers (above 1000), a parallel flow stability analysis is conducted on the AJH profile, while at lower Reynolds numbers, the partial differential equations for non-parallel stability are solved as an extended eigenvalue problem.

Our main results may be summarised as follows. At low levels of divergence, linear stability is determined by a parameter $S(x)$, defined as the product of $Re$ and the slope $a$ of the wall. The basic AJH flow is completely described by this parameter. The flow is unstable to the swirl mode for $S > 10$, so the critical Reynolds number approaches infinity as $1/a$. At divergences greater than $1^\circ$, non-parallel effects are found to be quite large, and a non-parallel analysis shows that the flow in a geometry containing a $3^\circ$ divergence is linearly unstable to the swirl mode at Reynolds numbers as low as 150. The following two sections describe the basic flow computations and the stability analysis respectively.

2 The basic flow

2.1 Axisymmetric Jeffery-Hamel equation

We begin by noting that unlike in a divergent two-dimensional channel, no similarity flow is possible in a divergent pipe. At very low angles of divergence, however, it is possible to derive a one-parameter family of velocity profiles, where the parameter

$$S = aRe$$

(1)

varies slowly in the axial coordinate $x$. Here the slope

$$a \equiv \frac{dR(x_d)}{dx_d} \ll 1,$$

(2)

$R$ is the radius of the pipe, and the subscript $d$ stands for a dimensional quantity. Upon eliminating the pressure from the axisymmetric momentum equations, we obtain

$$-\frac{V_d}{r_d} \frac{\partial U_d}{\partial r_d} + U_d \frac{\partial^2 U_d}{\partial x_d \partial r_d} + \nu \frac{\partial^3 U_d}{\partial r_d^3} - \frac{1}{r_d} \frac{\partial U_d}{\partial r_d} + \frac{1}{r_d} \frac{\partial^2 U_d}{\partial r^2_d} = 0,$$

(3)

where $\nu$ is the kinematic viscosity, and $r$ is the radial coordinate. The axial and radial velocities, $U_d$ and $V_d$ respectively, may be written in terms of a generalised streamfunction $\Psi_d$ as

$$U_d = \frac{1}{r_d} \frac{\partial \Psi_d}{\partial r_d}, \quad V_d = -\frac{1}{r_d} \frac{\partial \Psi_d}{\partial x_d},$$

(4)

to satisfy continuity. Substituting this in equation (3), we get

$$3r_d \frac{\partial \Psi_d}{\partial x_d} \frac{\partial^2 \Psi_d}{\partial r_d^2} - 3\frac{\partial \Psi_d}{\partial r_d} \frac{\partial^2 \Psi_d}{\partial x_d \partial r_d} + r_d^2 \frac{\partial^2 \Psi_d}{\partial r_d^2} \frac{\partial^3 \Psi_d}{\partial x_d \partial r_d} - r_d \frac{\partial^2 \Psi_d}{\partial r_d^2} \frac{\partial \Psi_d}{\partial x_d} \frac{\partial \Psi_d}{\partial r_d} - r_d \frac{\partial^2 \Psi_d}{\partial r_d^2} = 0.$$  

(5)

The above equation is non-dimensionalised using the local radius $R(x_d)$ and the centreline velocity $U_c(x_d)$ as scales, e.g., $\Psi_d = U_c R^2 \Psi$. In particular,

$$dx_d = Rd x.$$  

(6)

The Reynolds number is assumed to be high and the divergence small enough, so that all terms of $O(Re^{-2})$ or $O(a^2)$ and higher are negligible. The resulting equation in non-dimensional form becomes

$$[q \Psi - ra \Psi'] \left[-3 \Psi' + 3 r \Psi'' - r^2 \Psi''' \right] - r \Psi' \left[q \Psi' - r \Psi'' a - \Psi' a \right] + r^2 \Psi'$$

$$\left[ (q - 2a) \Psi'' - ra \Psi''' \right] - \frac{1}{Re} \left[ r^3 \Psi^{iv} - 2r^2 \Psi''' + 3r \Psi'' - 3 \Psi' \right] = 0,$$

(7)
where \[ q \equiv \frac{1}{U_c R^2} \frac{d}{dx_d} (U_c R^2), \] the Reynolds number is defined as \[ Re(x_d) \equiv U_c(x_d) R(x_d)/\nu, \] and the primes refer to differentiation with respect to \( r \). For the case of near-similar flow, given constant mass flow rate, we may set \( q = 0 \), and the above equation may be integrated once with respect to \( r \) to give

\[ r^2 U''' = -r U'' + (1 - 4Sr^2U)U', \]  

where \( U = \Psi'/r \). The boundary conditions are \( U = 0 \) at \( r = 1 \), and \( U = 1, U' = 0 \) at \( r = 0 \). Profiles obtained from equation (8) are compared to those obtained from a numerical axisymmetric Navier-Stokes solution in the following subsection.

### 2.2 Numerical solution

The geometry studied here is as shown in the schematic in figure 1, with a straight pipe at the entry, followed by an axisymmetric divergent portion, which in turn is followed by a long straight exit portion. The length and velocity scales, redefined for convenience in this subsection alone, respectively are the radius \( R_i \) and the centerline velocity \( U_i \) at the inlet. In the case presented here, the divergent portion starts at \( x = 9.4 \) and ends at \( x = 91 \) with a 3° angle of divergence. The total length of the domain is \( L = 120 \). The axisymmetric Navier-Stokes equations for steady, incompressible, Newtonian flow in the streamfunction vorticity formulation, in non-dimensional form, are given by

\[ \frac{\partial \Omega}{\partial t} + (\vec{U} \cdot \nabla) \Omega = \frac{1}{Re_i} \nabla^2 \Omega, \tag{9} \]

\[ \Omega = -\nabla^2 \Psi, \tag{10} \]

where \( Re_i = U_i R_i / \nu \), \( \Omega(x, r) \) is the azimuthal vorticity, \( \vec{U} \) is the velocity vector, and \( t \) is time. The boundary conditions at the centerline are \( \Psi = \Omega = V = \partial U / \partial r = 0 \). No-slip and impermeable boundary conditions are imposed at the wall. The functional forms of the streamfunction at the centerline, and the vorticity at the wall, are described by employing fictitious points outside the domain. At the inlet, a parabolic velocity profile is prescribed, while at the outlet the Neumann boundary conditions: \( \partial \Psi / \partial x = 0 \), and \( \partial \Omega / \partial x = 0 \) are imposed. The reason for using a long exit section, and the consequent increase in computational effort, is due to the requirement that the Neumann condition be valid at the exit.

We begin with a guess solution, where the velocity profile is parabolic at every axial location, and march in pseudo-time until a steady-state solution is obtained. The vorticity distribution at each new time step is calculated from (10), adopting a first-order accurate forward differencing in time and second-order accurate central differencing in space, on a 34×514 grid. The vorticity distribution thus computed is used to solve the Poisson equation (11) by a Jacobi iterative scheme to obtain the streamfunction everywhere. Numerical acceleration is achieved by a six level full-multigrid technique [Fletcher (1991)]. The procedure is repeated until the cumulative change in vorticity during the time step reduces to below \( 10^{-10} \).

The axial and radial velocity profiles for \( Re_i = 150 \) and angle of divergence 3° at different downstream locations are compared with those from the AJH profiles in figure 2(a) and 2(b) respectively. It is seen that the AJH profile underpredicts the effect of divergence at \( x = 22.9 \) but overpredicts it at \( x = 46.4 \). It is relevant to mention that the AJH profiles do not correspond to flow through any particular geometry.
Figure 2: Comparison of numerically obtained velocity profiles (solid lines) at different axial locations (circles: \(x = 22.9, S = 7.49\) and squares: \(x = 46.4, S = 3.75\)) with the AJH profiles (dashed lines). (a) Axial velocity. (b) Radial velocity.

At very low angles of divergence, axial variations are slow, the flow attains near-similarity within a short downstream distance, and the AJH profiles are expected to predict the real flow well. We find this to be the case at angles of divergence less than a degree. The profiles computed here are used in the stability calculations, as described in the next section. Incidentally, at higher divergence, regions of separation are obtained to very good accuracy by the present method, but are not the subject of discussion here. To the contrary, our interest is in finding the smallest divergence at which flow behaviour is completely different from that in a straight pipe.

3 Non-parallel stability analysis

We now revert to the use of the local radius \(R(x)\) and the local centerline velocity \(U_c(x)\) at a given \(x\) as scales. Each flow quantity is expressed as the sum of a steady mean and a time-dependent perturbation, such as

\[
u = U(x, r) + \hat{u}(x, r, \theta, t).
\]  (11)

Since the flow under consideration varies significantly in the axial direction, a normal mode form may be used only in time and in the azimuthal coordinate \(\theta\). In the axial coordinate, the perturbation may be expressed as a rapidly varying wave-like part scaled by a relatively slowly varying function [see e.g. Bertolotti et al. (1992); Govindarajan & Narasimha (1995)], such as

\[
[\hat{u}, \hat{v}, \hat{w}, \hat{p}] = \text{Real} \left\{ [u(x, r), v(x, r), w(x, r), p(x, r)] \exp \left[ i \left( \int \alpha(x) dx + n\theta - \beta dt \right) \right] \right\},
\]  (12)

where \(\hat{u}, \hat{v}\) and \(\hat{w}\) are the axial, radial and the azimuthal velocity perturbations respectively, \(\hat{p}\) is the pressure perturbation, \(\alpha(x)\) is a local axial wavenumber, \(n\) is the number of waves in the azimuthal direction, and \(\beta\) is the disturbance frequency. Flow quantities in the form (11) are substituted in the Navier-Stokes and continuity equations, the mean flow equation is subtracted, and nonlinear terms in the perturbations are neglected. Since axial variations are slow and the Reynolds number is large, a consistent approximation is to retain all terms up to \(O(a)\) and \(O(Re^{-1})\) (in the critical and wall layers and elsewhere in the pipe) and neglect higher order effects. The result is a set of partial differential equations for the perturbation velocities and pressure, each of first order in \(x\) and up to second order in \(r\), which amounts to a seventh order system in \(r\). These may be expressed in the form

\[
\mathcal{H}\phi(x, r) + \mathcal{G} \frac{\partial \phi(x, r)}{\partial x} = \beta B \phi(x, r).
\]  (13)

Here \(\phi = [u, v, w, p]\), \(\beta = \beta_d R/U_c\) and the non-zero elements of the \(4 \times 4\) matrix operators \(\mathcal{H}, \mathcal{G}\) and \(B\) are given by

\[
h_{11} = U \left[ \frac{U'}{U_c} + i \alpha - a_r \frac{\partial}{\partial r} \right] + \frac{\partial U}{\partial x} - a_r \frac{\partial U}{\partial r} + V \frac{\partial}{\partial r} + \frac{1}{Re} \left[ \alpha^2 + \frac{n^2}{r^2} - \frac{1}{r \frac{\partial}{\partial r}} - \frac{\partial^2}{\partial r^2} \right].
\]
\[ h_{12} = \frac{\partial U}{\partial r}, \quad h_{14} = \left(2 \frac{U'}{U_c} + \alpha - \frac{ar}{r} \right), \]
\[ h_{22} = V \frac{\partial V}{\partial r} + \frac{\partial V}{\partial r} + U \left( \frac{U'}{U_c} + \alpha - \frac{ar}{r} \right) - \frac{1}{Re} \left[ \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{(1 + n^2) - \alpha^2}{r^2} \right], \]
\[ h_{23} = \frac{2}{Re} m, \quad h_{24} = \frac{\partial}{\partial r}, \quad h_{32} = -\frac{2}{Re} m, \]
\[ h_{33} = V \frac{\partial V}{\partial r} - \frac{V}{r} + U \left[ \frac{U'}{U_c} + \alpha - \frac{ar}{r} \right] - \frac{1}{Re} \left[ \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{(1 + n^2) - \alpha^2}{r^2} \right], \]
\[ h_{34} = \frac{r}{n}, \]
\[ h_{41} = \frac{\alpha}{Re} \frac{\partial}{\partial r}, \quad h_{42} = V \frac{\partial V}{\partial r} + \frac{\partial V}{\partial r} + U \left( \frac{U'}{U_c} + \alpha - \frac{ar}{r} \right) + \frac{1}{Re} \left[ \frac{n^2}{r^2} + \alpha^2 \right], \]
\[ h_{43} = \frac{r}{Re} \left( \frac{1}{r^2} + \frac{1}{r} \frac{\partial}{\partial r} \right), \quad h_{44} = \frac{\partial}{\partial r}; \quad g_{11} = g_{22} = g_{33} = g_{42} = U, \quad g_{14} = 1, \]
and
\[ b_{11} = b_{22} = b_{33} = b_{42} = 1. \]

Here \( U'_c = dU_c/dx \).

In equation (13), we confirm that if we set \( a, U'_c \) and \( \partial \phi/\partial x \) to zero, we get the parallel stability equations of Gill (1973) and Lessen et al. (1968). The boundary conditions emerge from requiring that all quantities vary continuously with \( r \) at the centerline \( \text{[Batchelor & Gill (1962)]} \), and obey no-slip at the wall:
\[
\begin{align*}
    u = v = w = p = 0, & \quad \text{at } r = 0, \text{ for } n \neq 1, \quad (14) \\
    u = p = 0, \quad v + w = 0, & \quad \text{at } r = 0, \text{ for } n = 1, \quad (15) \\
    u = v = w = 0, & \quad \text{at } r = 1. \quad (16)
\end{align*}
\]

Note that for \( n = 1 \), we have only six boundary conditions for a seventh order system. We therefore generate an extra boundary condition by differentiating the continuity equation with respect to \( r \), and using the fact that \( u(x, 0) = 0 \), to get
\[ 2 \frac{\partial v}{\partial r} + m \frac{\partial w}{\partial r} = 0 \quad \text{at } r = 0, \text{ for } n = 1. \quad (17) \]

Equation (13) may be solved as an eigenvalue problem of larger size \( \text{[Balachandar & Govindarajan, preprint, 2005]} \) as described below. The streamwise derivative in equation (13) couples neighboring axial locations in the flow-field to one another. Consider two streamwise locations 1 and 2 separated by an incremental distance, i.e., \( x_2 = x_1 + \Delta x \). We may write
\[
\frac{\partial \phi}{\partial x} = \left( \frac{\phi_2 - \phi_1}{\Delta x} \right) + O(\Delta x)^2.
\]

Since the dimensional frequency \( \beta_d \) remains constant, \( \beta_1 \) and \( \beta_2 \) are related as follows
\[
\kappa = \frac{\beta_2}{\beta_1} = \left[1 + a\Delta x \right] U_{c1} \frac{U_{c2}}{U_c}.
\]

We can therefore write (13) as
\[
\begin{bmatrix}
\mathcal{H}_1 - \mathcal{G}_1/\Delta x & \mathcal{G}_1/\Delta x \\
-\mathcal{G}_2/\Delta x & \mathcal{H}_2 + \mathcal{G}_2/\Delta x
\end{bmatrix}
\begin{bmatrix}
\phi_1 \\
\phi_2
\end{bmatrix}
= \beta_1
\begin{bmatrix}
\mathcal{B}_1 & 0 \\
0 & \kappa \mathcal{B}_2
\end{bmatrix}
\begin{bmatrix}
\phi_1 \\
\phi_2
\end{bmatrix}.
\]

(Higher-order approximations to the streamwise derivative could be considered instead of (13) and the resulting eigensystem would be of correspondingly large size.) The numerical mean flow is interpolated to obtain profiles at neighbouring \( x \)-locations, with \( \Delta x = 0.05 \). Profiles obtained from computations using 512 grid points as well as 1024 grid points have been checked to give eigenvalues correct up to 4 decimal places. Halving or doubling the \( \Delta x \) has even less of an effect on the eigenvalue. Equation (20) is solved by a spectral collocation method \( \text{[Canuto et al. (1987)]} \). The eigenvalue \( \beta_1 \) is obtained as a complex quantity. The complex streamwise wavenumber is iterated until \( \beta_1 \) assumes the desired real value \( (= \beta_d R/U_c) \) at a given \( x_1 \). The axial variation of the wavenumber, \( d\alpha/dx \), and the initial guess for \( \alpha_1 \) are obtained.
by solving the homogeneous part of the equation \(13\). In subsequent iterations, \(\alpha/dx\) is maintained constant, since the correction due to the inhomogeneous terms on this quantity is of higher order. It is to be noted that the apportionment in \(12\) between the \(x\)-dependences of \(\alpha\) and the eigenfunction is arbitrary. There are many ways of performing this apportionment, \(\text{Bertolotti et al.} \text{[1992]}\), and so long as the rapid (wavelike) change is included in \(\alpha_r\), there is no difference in the prediction of the growth of any physical quantity. We have checked that this is the case for the present flow as well. Choosing \(\alpha/dx\) from the homogeneous part of the equation is one way of including the rapid change into \(\alpha(x)\), leaving a relatively slow change in \(u(x)\).

We consider downstream growth of disturbances followed at a constant value of the non-dimensional radius \(r\). The growth rate \(g\) of the nondimensional disturbance kinetic energy, \(E = 1/2(\dot{u}^2 + \dot{v}^2 + \dot{w}^2)\), for example, is given by
\[
g = \frac{1}{E} \left( \frac{\partial E}{\partial x} \right) = -2\alpha_i + \frac{1}{E} \left( \frac{\partial E}{\partial x} \right)_r, \quad \text{(21)}
\]

where \(E = 1/2(\dot{u}^* + \dot{v}^* + \dot{w}^*)\), the star denotes a complex conjugate. The growth factor for this quantity is thus
\[
\frac{E}{E_{cr}} = \exp \left[ \int_{x_{cr}}^{x} g(x) dx \right] \quad \text{(22)}
\]

where the subscript \(cr\) stands for the critical location, at which \(g = 0\). We see that a disturbance may amplify at one \(r\) and decay at another. Secondly, one disturbance quantity could be amplifying while others decay.

### 4 Results and discussion

The slowest decaying mode in a straight pipe is the swirl mode (of azimuthal wave number \(n = 1\) \(\text{Burridge & Drazin} \text{[1969]}\), \(\text{Corcos & Sellars} \text{[1959]}\)). In the diverging pipe, we find that this mode again is always the most unstable, all results presented here are for \(n = 1\). We emphasise that for the 3° divergence, a non-parallel stability analysis is necessary: with a parallel flow assumption, there is no instability until a Reynolds number of about 1000.

We first compare our eigenspectrum for the flow through a straight pipe with that of \(\text{Schmid & Henningson} \text{[2001]}\). Every eigenvalue matches up to the 10\(^{th}\) decimal place. Next we study the effect of very small divergence on the stability behaviour by conducting a parallel flow stability analysis (neglecting non-parallel terms in the stability equation) on the AJH profiles. For these parameters, the results have been checked to be the same as those from a non-parallel analysis. Figure \(13\)a) shows the critical Reynolds number for linear instability as a function of the angle of divergence. At small (but non-zero) divergence, we find a finite Reynolds number for linear instability. It can be seen that a power-law relationship is obeyed. The best fit of the data gives \(Re_{cr} = 11.2a^{-0.98}\), which is practically indistinguishable from \(Re_{cr} = 10/a\). The critical Reynolds number thus varies as the inverse of the divergence angle. The inverse relationship arises because an inviscid mechanism is operational at very high Reynolds numbers, and because the AJH velocity profiles \(8\) are described by the product \(S\) of \(Re\) and \(a\). We thus show that there is a limiting velocity profile corresponding to \(S = 10\), and flows where \(S\) is greater than 10 are linearly unstable. When the angle of divergence is less than a degree, the AJH profiles are a good approximation of the flow.

To understand this behaviour better, we write down the equation for inviscid stability (the axisymmetric Rayleigh equation) as the divergence goes to zero, by neglecting terms containing \(Re^{-1}\) and \(a\) in \(13\), setting \(n = 1\), and eliminating \(w\), \(p\) and \(u\) in turn to get
\[
(U - c) \left[ v'' + \frac{3 + \alpha^2 r^2}{1 + \alpha^2 r^2} \left( \frac{v'}{r} - \alpha^2 v \right) \right] + \left[ U'' - \frac{\alpha^2 r^2 - 1}{(1 + \alpha^2 r^2)} U' \right] v = 0. \quad \text{(23)}
\]

As \(r \to \infty\), the above equation, as it should, reduces to the two-dimensional Rayleigh equation. In two-dimensional flow, Rayleigh showed that a necessary condition for instability is that \(U''\) goes through a zero somewhere in the flow \(\text{Schmid & Henningson} \text{[2001]}\). Several improvements on this criterion have been made for two-dimensional flow, but there is no proof, as far as we know, of a corresponding
necessary condition for pipe flow. We may however follow a heuristic approach. The quantity \( I \equiv U'' - (\alpha^2 r^2 - 1)/r/(1 + \alpha^2 r^2)U'' \) is the axisymmetric analogue in (23) of \( U'' \) in two-dimensional flow. It may therefore be expected that a change of sign in \( I \) within the flow would take the flow closer to instability. Figure 3(b) shows the variation of \( I \) with the radial coordinate, \( I \) undergoes a sign change if \( S > 2 \), consistent with expectation. A value of \( \alpha = 1.26 \), corresponding to critical instability, has been used.

We now examine the behaviour at higher levels of divergence. For the geometry shown in figure 1, results from a non-parallel spatial stability analysis [equation (20)] performed on the numerically obtained profiles are presented for \( Re = 150 \) at the inlet. The growth rate, as mentioned before, depends on how far the monitoring location is from the centerline, and what the quantity being monitored is. An examination of equation (21) shows that the second term on the right hand side determines the \( r \)-dependence, and comes from the flow quantity under consideration. Typical plots of the eigenfunctions \( u, v \) and \( w \), and their axial variations, are shown in figures 4(a) and (b) respectively. The amplitude of the disturbance kinetic energy of the swirl (\( n = 1 \)) mode is shown in figure 5. It is seen that the fastest growth occurs at \( r = 0.25 \), while the disturbance decays near the wall and near the centerline. The Reynolds number is a decreasing function of the axial distance, beyond \( x \sim 50 \) we find no disturbance that has a positive growth rate. At higher Reynolds numbers, there is scope for turbulent flow in the initial portion of the divergent section, and relaminarisation downstream. These aspects are being explored experimentally (Sood et al., private communication). The sensitivity to small levels of divergence may have implications for small scale flows.

From this study, we cannot tell at what Reynolds number transition to turbulence will be triggered. While an inlet \( Re \) of 150 may be too low, it is significant that linear growth has been demonstrated.
Figure 5: Amplification of disturbance kinetic energy for $Re = 150$, $n = 1$ for typical disturbance frequencies. (a) Average across the pipe; (b) $r = 0.75$; (c) at $r = 0.25$; (d) at $r = 0.07$. The axial coordinate here is scaled by the inlet radius.
At $Re = 300$ on the other hand, the disturbance kinetic energy grows by a factor of over 60000 so a linear mechanism may become important in the transition process. For a continuously diverging pipe, since the Reynolds number is a decreasing function of distance, a relaminarisation may occur somewhere downstream, so turbulence could be spatially localised.

In summary, the critical Reynolds number for linear instability of flow in a diverging pipe is finite, and can be surprisingly low, with significant disturbance growth rates. The fact that the swirl mode grows exponentially indicates that a different route to turbulence from that in a straight pipe is likely. The highest growth occurs neither close to the wall nor to the centreline but in-between. Whether this would give rise to structures different from those obtained by Hof et al. (2004) needs to be investigated. At divergences as low as $1 - 2^\circ$, the effect of flow non-parallelism is already large, so a non-parallel analysis is essential. As the divergence angle goes to zero, the critical Reynolds number approaches infinity as $1/a$. This instability is generated by an inviscid mechanism.
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