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CONSTRUCTING C*-DIAGONALS IN AH-ALGEBRAS

XIN LI AND ALI I. RAAD

Abstract. We construct Cartan subalgebras and hence groupoid models for classes of AH-algebras. Our results cover all AH-algebras whose building blocks have base spaces of dimension at most one as well as Villadsen algebras, and thus go beyond classifiable simple C*-algebras.

1. Introduction

Many important classes of C*-algebras can be described naturally as groupoid C*-algebras, for instance C*-algebras attached to group actions (crossed products) or semigroup actions on topological spaces (Cuntz-Krieger algebras or graph algebras) or AF-algebras. Kumjian and Renault [19, 33] developed the notions of C*-diagonals and Cartan subalgebras which provide a general framework for constructing groupoid models for C*-algebras. Based on these ideas, it was shown in [25] that every classifiable simple C*-algebra is a (twisted) groupoid C*-algebra. The term “classifiable” refers to C*-algebras which have been classified in the context of the Elliott classification programme, which has been initiated by the work of Glimm, Dixmier, Bratteli and Elliott, and has seen tremendous progress in recent years (see [18, 30, 14, 15, 4, 39, 5, 6, 11, 12, 13] and the references therein).

The goal of the present paper is to construct Cartan subalgebras and hence (twisted) groupoid models for classes of C*-algebras which go beyond the classifiable simple case. The motivation for finding Cartan subalgebras is that they automatically produce underlying twisted groupoids such that the ambient C*-algebras can be written as the corresponding twisted groupoid C*-algebras (by the main results in [19, 33]). In a broader context, Cartan subalgebras in C*-algebras are attracting attention because of close connections to continuous orbit equivalence for topological dynamical systems, interactions with geometric group theory [22, 23, 24] as well as links to the UCT question [1, 2]. With this in mind, we expect that the groupoids we construct will be of independent interest, for instance from the point of view of topological dynamical systems.
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We focus on approximately homogeneous C*-algebras (AH-algebras), i.e., C*-algebras which arise as inductive limits of homogeneous ones. For our first goal of constructing twisted groupoid models for general (i.e., not necessarily simple) AH-algebras, the notion of maximally homogeneous connecting maps (introduced in [38] in a special case) turns out to be crucial. Roughly speaking, a homomorphism between homogeneous C*-algebras is maximally homogeneous if its image has maximal dimension in each fibre. Such connecting maps allow us to apply the general machinery for constructing Cartan subalgebras and hence twisted groupoid models for inductive limit C*-algebras from [2, 25]. Then the question of which connecting maps can be approximated by maximally homogeneous ones becomes interesting, because such connecting maps may be replaced by maximally homogeneous ones without changing the inductive limit C*-algebra up to isomorphism. It turns out that this approximation problem has come up in the classification of AH-algebras [21, 9] and is related to questions in topology.

Our second goal is to construct Cartan subalgebras in classes of C*-algebras which lie outside of the scope of the Elliott classification programme for C*-algebras. This includes for example Villadsen algebras of the first and second kind [41, 42] as well as Tom’s examples of non-classifiable C*-algebras [40]. The general framework is given by AH-algebras with generalized diagonal connecting maps, special cases of which appear in [29] and [16]. Apart from covering the examples above, our construction also produces Cartan subalgebras in other C*-algebras, for instance Goodearl algebras [16] (see also [34, Example 3.1.7]). At this point, we would like to mention that Giol and Kerr constructed non-classifiable simple crossed products of the form $\mathcal{C}(X) \rtimes \mathbb{Z}$ (see [8]), which by construction also contain canonical Cartan subalgebras (namely $\mathcal{C}(X)$).

The interest behind constructing Cartan subalgebras in these non-classifiable C*-algebras stems from the observation that either the underlying groupoids are not almost finite in the sense of [28, 17, 27] or we obtain an interesting example of a groupoid together with a twist such that the untwisted groupoid C*-algebra is classifiable while the twisted groupoid C*-algebra is not. Therefore our construction produces interesting new examples of twisted groupoids which can be viewed as the underlying dynamical structures giving rise to non-classifiable C*-algebras. In this context, an interesting and natural task would be to characterize in dynamical terms those twisted groupoids or Cartan pairs whose C*-algebras are classifiable. We hope that the twisted groupoids constructed in the present paper will be of interest for this task by providing interesting test cases.

Let us now present the main results of this paper.

**Theorem A** (see Corollary 3.4). Unital AH-algebras with unital, injective and maximally homogeneous connecting maps have C*-diagonals.

We refer to Definition 3.1 for the precise definition of maximally homogeneous homomorphisms between homogeneous C*-algebras. In combination with the
result (see Theorem 3.5, which is based on [21]) that for homogeneous C*-algebras with base spaces of dimension one, general connecting maps can be approximated by maximally homogeneous ones, we obtain the following consequence:

**Theorem B** (see Theorem 3.6). *Unital AH-algebras whose building blocks have base spaces of dimension at most one have C*-diagonals.*

Note that additional work is required to make sure that injective connecting maps can be approximated by injective, maximally homogeneous connecting maps (see Theorem 3.5).

In particular, Theorem B covers all AI- and all AT-algebras. In combination with [10], we derive the following application:

**Corollary C** (see Corollary 3.7). *Every unital AH-algebra with bounded dimension, the ideal property, and torsion-free K-theory has a C*-diagonal.*

Let us now turn to a second class of AH-algebras. The precise definition of “generalized diagonal connecting maps” can be found in Definition 4.1.

**Theorem D** (see Theorem 4.3). *Unital AH-algebras with unital, injective, generalized diagonal connecting maps have C*-diagonals.*

This allows us to cover several classes of C*-algebras, including non-classifiable ones.

**Corollary E** (see Corollary 4.4). *The following classes of examples have C*-diagonals:*

- Villadsen algebras of the first kind [41],
- Tom’s examples of non-classifiable C*-algebras [40],
- Goodearl algebras [16] (see also [34, Example 3.1.7]),
- AH-algebras models for dynamical systems in [29, Example 2.5],
- Villadsen algebras of the second kind [42].

The last class of examples, Villadsen algebras of the second type, leads to the following interesting phenomenon:

**Corollary F** (see Corollary 4.5). *For each m = 2, 3, . . . or m = ∞, there exists a twisted groupoid (G̃, ˜Σ) such that C_r∗(G̃, ˜Σ) is a unital, separable, simple C*-algebra of stable rank m, whereas C_r∗(G̃) is a unital, separable, simple C*-algebra of stable rank one.*

Stable rank is a notion of dimension in noncommutative topology. The property of stable rank one has important consequences regarding the structure of C*-algebras. Corollary F shows that stable rank depends not only on the underlying groupoid model for a C*-algebra, but also on the twist.

This paper is partly based on contents of the PhD thesis of the second author, completed at Queen Mary University of London and the University of Glasgow.
2. Preliminaries

2.1. AH-algebras. An approximately homogeneous (AH) C*-algebra is of the form
\[ A = \lim_{n \to \infty} \{ A_n, \varphi_n \}, \]
with \( A_n = \bigoplus_i A^i_n \) for all \( n \in \mathbb{N} \), where \( i \) runs through a finite index set which depends on \( n \), and \( A^i_n \) is a homogeneous C*-algebra over the compact, connected, Hausdorff space \( Z^i_n \). In other words, \( A^i_n \) is the C*-algebras of continuous sections of a locally trivial C*-bundle \( A^i_n \) over \( Z^i_n \) with fibre \( M^i_n \).

We will focus on homogeneous C*-algebras of the following form: for each \( n \) and \( i \), let \( p^i_n \in C(Z^i_n) \otimes M^i_n \) be projections of rank \( r^i_n \), and then our building block is given by
\[ A^i_n = \bigoplus_i p^i_n (C(Z^i_n) \otimes M^i_n) p^i_n, \]
and
\[ A = \lim_{n \to \infty} \{ A_n, \varphi_n \}. \]
In the above, \( \varphi_n \) are homomorphisms \( A_n \to A_n + 1 \). Since we will focus on unital AH-algebras in this paper, we assume throughout that the connecting maps are unital.

Moreover, for our construction of C*-diagonals, it is important that the connecting maps are injective. This can always be arranged without changing the inductive limit C*-algebra up to isomorphism (see [3, Theorem 2.1]).

For a criterion for simplicity of AH-algebras, we refer the reader to [34, Proposition 3.1.2].

Here is a sufficient condition, which we will use, for when two inductive limit C*-algebras are isomorphic (see [34, § 2.3] for a more general criterion):

**Lemma 2.1.** Let \( \lim_{n \to \infty} \{ A_n, \Phi_n \} \) and \( \lim_{n \to \infty} \{ A_n, \Psi_n \} \) be inductive limit C*-algebras. For \( n, k \in \mathbb{N} \) with \( k < n \) let \( \Phi_{n,k} = \Phi_{n-1} \circ \Phi_{n-2} \circ \ldots \circ \Phi_k \) (and define \( \Psi_{n,k} \) similarly). Let \( F_n \subset A_n \) be a finite set generating \( A_n \) such that \( F_n \) contains
\[ \bigcup_{k=1}^{n-1} \Phi_{n,k}(F_k) \cup \bigcup_{k=1}^{n-1} \Psi_{n,k}(F_k), \]
and assume that
\[ \| \Phi_n(a) - \Psi_n(a) \| < 2^{-n}, \]
for all \( a \in F_n, n \in \mathbb{N} \). Then \( \lim_{n \to \infty} \{ A_n, \Phi_n \} \cong \lim_{n \to \infty} \{ A_n, \Psi_n \} \).

**Proof.** We obtain an approximate intertwining in the sense of Definition 2.3.1 in [34] or Definition 2 in [36]. Indeed, in the latter definition just choose the vertical maps to be the identity and the diagonal maps to be the \( \psi_n \)'s. The result follows by Theorem 3 in [36], or Proposition 2.3.2 in [34].

2.2. Cartan subalgebras in inductive limit C*-algebras.

**Definition 2.2** ([19, 33], in the unital case). A sub-C*-algebra \( B \) of a unital C*-algebra \( A \) is called a Cartan subalgebra if
- \( B \) is maximal abelian;
A pair \((A, B)\), where \(B\) is a Cartan subalgebra of a C*-algebra \(A\), is called a Cartan pair.

A Cartan subalgebra \(B\) is called a C*-diagonal if \((A, B)\) has the unique extension property, i.e., every pure state of \(B\) extends uniquely to a (necessarily pure) state of \(A\).

Given two Cartan pairs \((A_1, B_1)\) and \((A_2, B_2)\), we write \((A_1, B_1) \cong (A_2, B_2)\) if there exists an isomorphism \(\varphi : A_1 \cong A_2\) with \(\varphi(B_1) = B_2\).

**Theorem 2.3** ([19, 33] and [20, 31]). For every Cartan pair \((A, B)\), there exists an (up to isomorphism) unique twisted groupoid \((G, \Sigma)\) such that \(G\) is étale, Hausdorff, locally compact and effective, such that \((A, B) \cong (C_r^*(G, \Sigma), C_0(G^{(0)}))\). In addition, \(B\) is a C*-diagonal if and only if \(G\) is principal.

In the setting we are interested in, the two notions of Cartan subalgebras and C*-diagonals coincide.

**Proposition 2.4** ([33, Proposition 6.1]). If \(A\) is a homogeneous C*-algebra, then every Cartan subalgebra of \(A\) is a C*-diagonal.

Recall the results in [2] and [25, § 5] implying when an inductive limit of Cartan subalgebras \(B := \lim_n \{B_n, \varphi_n\}\) is a Cartan subalgebra of the inductive limit \(A = \lim_n \{A_n, \varphi_n\}\).

**Theorem 2.5.** Let \((A_n, B_n)\) be Cartan pairs with normalizers \(N_n := N_{A_n}(B_n)\) and faithful conditional expectations \(P_n : A_n \to B_n\). Let \(\varphi_n : A_n \to A_{n+1}\) be injective homomorphisms with \(\varphi_n(B_n) \subseteq B_{n+1}\), \(\varphi_n(N_n) \subseteq N_{n+1}\) and \(P_{n+1} \circ \varphi_n = \varphi_n \circ P_n\) for all \(n\). Then \(\lim_n \{B_n, \varphi_n\}\) is a Cartan subalgebra of \(\lim_n \{A_n, \varphi_n\}\).

If all \(B_n\)'s are C*-diagonals, then \(\lim_n \{B_n, \varphi_n\}\) is a C*-diagonal of \(\lim_n \{A_n, \varphi_n\}\).

The following explains our assumptions on the connecting maps. As above, let \((A_n, B_n)\) be Cartan pairs with normalizers \(N_n := N_{A_n}(B_n)\) and faithful conditional expectations \(P_n : A_n \to B_n\). Let \(\varphi_n : A_n \to A_{n+1}\) be injective homomorphisms. Let \((G_n, \Sigma_n)\) be the twisted groupoid models for \((A_n, B_n)\).

**Proposition 2.6.** The following are equivalent:

(i) \(\varphi_n(B_n) \subseteq B_{n+1}\), \(\varphi(N_n) \subseteq N_{n+1}\), \(P_{n+1} \circ \varphi_n = \varphi_n \circ P_n\);

(ii) There exists a twisted groupoid \((H_n, T_n)\), with \(H_n\) étale and effective, and twisted groupoid homomorphisms \((i_n, t_n) : (H_n, T_n) \to (G_{n+1}, \Sigma_{n+1})\), \((p_n, \tilde{p}_n) : (H_n, T_n) \to (G_n, \Sigma_n)\), where \(i_n\) is an embedding with open image and \(\tilde{p}_n\) is surjective, proper and fibrewise bijective, such that \(\varphi_n = (t_n)_* \circ (p_n)^*\).
Let us recall the construction of the twisted groupoid model \((\tilde{G}, \tilde{\Sigma})\) for the pair \((A, B)\). Following [25, § 5], define \((G_{n,0}, \Sigma_{n,0}) := (G_n, \Sigma_n), (G_{n,m+1}, \Sigma_{n,m+1}) := p_{n,m}^{-1}(G_{n,m}, \Sigma_{n,m}) \subseteq (H_{n,m}, T_{n,m})\) for all \(n\) and \(m = 0, 1, \ldots\). \((G_n, \Sigma_n) := \lim_{\rightarrow} m \{(G_{n,m}, \Sigma_{n,m}), p_{n,m}\}\) for all \(n\). The inclusions \((H_n, T_n) \hookrightarrow (G_{n+1}, \Sigma_{n+1})\) induce embeddings with open image \(\tilde{t}_n : (\tilde{G}_n, \Sigma_n) \hookrightarrow (\tilde{G}_{n+1}, \Sigma_{n+1})\), allowing us to define \((\tilde{G}, \tilde{\Sigma}) := \lim_{\rightarrow} \{(\tilde{G}_n, \Sigma_n), \tilde{t}_n\}\). As explained in [25, § 5], \((\tilde{G}, \tilde{\Sigma})\) is a groupoid model for \((A, B)\) in the sense that we have a canonical isomorphism \(A \xrightarrow{\sim} C_r(\tilde{G}, \tilde{\Sigma})\) sending \(B\) to \(C_0(\tilde{G}(0))\).

3. Cartan subalgebras in AH-algebras with maximally homogeneous connecting maps

In the following, we introduce and study the notion of “maximally homogeneous” maps, and explain the connection to existing notions.

As above, let \(A_n = \bigoplus_i A_n^i\) be a homogeneous C*-algebra, which we view as the C*-algebras of continuous sections of a locally trivial C*-bundle \(A_n^i\) over \(Z_n^i\) with fibre \(M_{r_n^i}\). Set \(Z_n := \bigsqcup_i Z_n^i\) and define \(r(x) := r_n^i\) for \(x \in Z_n^i\).

Let \(\varphi : A_n \to A_{n+1}\) be a unital homomorphism. We know that for every \(y \in Z_{n+1}\), \(ev_y \circ \varphi \sim_u \bigsqcup_{\mu \in M_y} ev_{x_\mu}\), where \(M_y\) is an index set and \(x_\mu\) are some points in \(Z_n\). This is the case because, up to unitary equivalence, all irreducible representations of \(A_n\) are of the form \(ev_x\) for some \(x \in Z_n\).

**Definition 3.1.** We call \(\varphi\) maximally homogeneous if for every \(y \in Z_{n+1}\), the points \(x_\mu, \mu \in M_y\), are pairwise distinct.

Note that because \(\varphi\) is unital, we must have \(r(y) = \sum_{\mu \in M_y} r(x_\mu)\).

**Remark 3.2.** This definition coincides with the original one from [38] (see also [32]) up to restricting to direct summands. Let us explain this:

Suppose that \(A_n = \bigoplus_i C(Z_n^i) \otimes M_{r_n^i}\) and \(A_{n+1} = \bigoplus_j C(Z_{n+1}^j) \otimes M_{r_{n+1}^j}\), where \(Z_n^i\) and \(Z_{n+1}^j\) are connected. Let \(e_n^i\) be a rank one projection in \(M_{r_n^i}\). Then \(rk \varphi(1 \otimes e_n^i)(y)\) is constant on \(Z_{n+1}^j\); let \(m_j^i\) be this value. Then we know that \(ev_y \circ \varphi \sim_u \bigsqcup_j \bigoplus_{\mu \in M_y^j} ev_{x_\mu}\), where \(M_y^j\) is an index set with \(#M_y^j = m_j^i\) and \(x_\mu\) are some points in \(Z_n\). Then

\[
\dim (ev_y \circ \varphi(A_n)) = \sum_i \left(\# \{x_\mu : \mu \in M_y^i\}\right) \cdot \left(r_n^i\right)^2 \leq \sum_i m_j^i \left(r_n^i\right)^2,
\]

and equality holds if and only if \(# \{x_\mu : \mu \in M_y^i\} = m_j^i\) for all \(i\), i.e., the \(x_\mu\) (for all possible \(\mu\) and \(i\)) are pairwise distinct.
Proposition 3.3. Let $B_n \subseteq A_n$ be a C*-diagonal and $\varphi : A_n \to A_{n+1}$ be a maximally homogeneous homomorphism. Then the following hold:

(i) There exists a unique C*-diagonal $B_{n+1}$ in $A_{n+1}$ such that $\varphi(B_n) \subseteq B_{n+1}$, and it is given by $B_{n+1} := C^*(C(Z_{n+1}), \varphi(B_n))$.

(ii) $\varphi(N_{A_n}(B_n)) \subseteq N_{A_{n+1}}(B_{n+1})$, where $N_{\cdot}(\cdot)$ stands for the set of normalizers.

(iii) $P_{n+1} \circ \varphi = \varphi \circ P_n$, where $P_n$ and $P_{n+1}$ are the conditional expectations $A_n \to B_n$ and $A_{n+1} \to B_{n+1}$.

Proof. (i) Given $y \in Z_{n+1}$, let $M_y$ and $x_\mu, \mu \in M_y$, be as before. For $d = 1, \ldots, r(x_\mu)$, let $b^d_\mu \in B_n$ be such that $b^d_\mu(x_\mu), d = 1, \ldots, r(x_\mu)$, are pairwise orthogonal projections (necessarily of rank one) and $b^d_\mu(x_\mu) = 0$ if $\nu \neq \mu$. Enumerate the $b^d_\mu$, i.e., write $\{b_t\} = \{b^d_\mu\}_{\mu,d}$. It then follows that $\varphi(b_t)(y)$ are $r(y)$ pairwise orthogonal projections (necessarily of rank one). Thus $B_{n+1}(y) = D_r(y)$, where $D_r$ is the canonical C*-diagonal in $M_r$. Moreover, we can choose $b^d_\mu \in B_n$ such that $b^d_\mu(x_\mu), d = 1, \ldots, r(x_\mu)$, are pairwise orthogonal projections and $b^d_\mu(x_\mu) = 0$ if $\nu \neq \mu$ for all $y'$ in a small neighbourhood around $y$. So $B_{n+1}(z_{n+1}^j)$ is the C*-algebra of continuous sections of a locally trivial sub-C*-bundle of $\tilde{A}^j$ over $Z_{n+1}$ with fibre $D_r$. Hence $B_{n+1}$ is a C*-diagonal by [26, § 2].

(ii) This now follows because given $a \in N_{A_n}(B_n)$, $\varphi(a)$ normalizes $\varphi(B_n)$ by definition and commutes with $C(Z_{n+1})$.

(iii) For $y \in Z_{n+1}$, let $\{b_t\}$ be as in the proof of (i) and let $\mu_t \in M_y$ be the unique index such that $b_t(x_\mu) \neq 0$. Then, for $a \in A_n$,

$$P_n(a)(x_\mu) = \sum_{l, \mu_t = \mu} b_t(x_\mu)a(x_\mu)b_t(x_\mu) = \sum_{l} b_t(x_\mu)a(x_\mu)b_t(x_\mu).$$

We conclude that

$$P_{n+1}(\varphi(a))(y) = \sum_{l} \varphi(b_t)(y)\varphi(a)(y)\varphi(b_t)(y) \sim u \sum_{l} (b_t(x_\mu)a(x_\mu)b_t(x_\mu))_\mu = (\sum_{l} b_t(x_\mu)a(x_\mu)b_t(x_\mu))_\mu \sim u \varphi(P_n(a))(y).$$

Here $\sim u$ refers to a fixed unitary equivalence $ev_y \circ \varphi \sim u \bigoplus_{\mu} ev_{x_\mu}$. □

Corollary 3.4. Suppose that $A_n$ are homogeneous C*-algebras as above and $\varphi_n : A_n \to A_{n+1}$ are unital, injective and maximally homogeneous homomorphisms. If $A_1$ has a C*-diagonal, then $A = \varinjlim_n \{A_n, \varphi_n\}$ has a C*-diagonal.

Proof. This follows from Proposition 3.3 and Theorem 2.5. □
Theorem 3.5. Suppose that \( A = \lim_{n \to \infty} \{A_n, \phi_n\} \), where \( A_n = \bigoplus_i C(Z_i^n) \otimes M_{r_i^n} \) and \( Z_i^n \) are non-degenerate 1-dimensional connected CW-complexes (i.e., non-degenerate finite graphs), and \( \phi_n \) are unital, injective homomorphisms. Then there exist unital, injective and maximally homogeneous homomorphisms \( \varphi_n : A_n \to A_{n+1} \) such that we still have \( A \cong \lim_{n \to \infty} \{A_n, \varphi_n\} \).

Proof: To simplify notation slightly, consider an injective and unital homomorphism

\[
\phi : \bigoplus_{j=1}^N C(Z_j) \otimes M_{\eta_j} \to \bigoplus_{i=1}^M C(W_i) \otimes M_{\eta_i},
\]

where the \( Z_j \)'s and \( W_i \)'s are 1-dimensional connected CW-complexes. For each \( i \in \{1, \ldots, M\} \) we associate to \( W_i \) a finite connected tree \( D_i \) and a surjective map \( p_i : D_i \to W_i \) inducing an injective homomorphism \( \iota_i : C(W_i) \otimes M_{\eta_i} \to C(D_i) \otimes M_{\eta_i}, f \to f \circ p_i \). One may obtain \( D_i \) by taking a suitable connected compact subset of the universal covering tree associated to \( W_i \).

Throughout the rest of the proof, fix \( j \in \{1, \ldots, N\} \). Identify the edges of \( Z_j \) with \([0, 1]\). Let \( 0 < \delta < \frac{1}{2} \) be chosen, with the property that

\[
(1) \quad \delta < \left( \sum_{i=1}^M m_i \right)^{-1}.
\]

Divide every edge of \( Z_j \) into finitely many equal-sized strips of length at most \( \delta \). For a strip identified with \([a, b]\) consider the function supported on this strip with value \( \frac{2(x-a)}{b-a} \) for \( x \in [a, \frac{a+b}{2}] \), and with value \( \frac{2(b-x)}{b-a} \) for \( x \in [\frac{a+b}{2}, b] \). For adjacent strips \([a, b], [b, c]\) (where we also consider strips that share a vertex as a boundary point as adjacent), let \( m_1 \) be the midpoint of \([a, b]\) and \( m_2 \) the midpoint of \([b, c]\). Define a function supported on \([m_1, b] \cup [b, m_2]\) taking value \( \frac{(x-m_1)}{b-m_1} \) for \( x \in [m_1, b] \), and taking value \( \frac{m_2-x}{m_2-b} \) for \( x \in [b, m_2] \). Let \( H_j \) be a finite subset of central elements in \( C(Z_j) \otimes M_{\eta_j} \) consisting of all such functions on all our strips. For any finite set \( F_j \) containing the finitely many generators of \( C(Z_j) \otimes M_{\eta_j} \), we let \( G_j = F_j \cup H_j \). For any \( z \in Z_j \) there exists an element \( h \otimes 1 \in H_j \) with \( h(z) \geq \frac{1}{2} \).

For \( i \in \{1, \ldots, M\} \), let \( P_i = \Pi_i \circ \phi \circ \eta_j (1 \otimes 1_{n_j}) \), where \( \eta_j \) denotes the canonical inclusion of the \( j \)th summand into a direct sum, and \( \Pi_i \) denotes the canonical projection of the direct sum onto its \( i \)th summand. Assume \( P_i \) has trace \( K_i \) at every evaluation. Let

\[
\phi_i : C(Z_j) \otimes M_{\eta_j} \to P_i(C(W_i) \otimes M_{\eta_i}) P_i, \quad f \to \Pi_i(\phi(\eta_j(f))),
\]

\[
\text{Ad}(v_i) : P_i(C(W_i) \otimes M_{\eta_i}) P_i \xrightarrow{\cong} C(W_i) \otimes M_{K_i},
\]

where \( \text{Ad}(v_i) \) is obtained by noting that \([P_i]_0 = [1 \otimes 1_{K_i}]_0 \) in the \( K_0 \) group and that \( C(Z_j) \) has cancellation as it has stable rank one (see [34, § 1.1]), implying that
$P_i \sim 1 \otimes 1_{K_i}$. Apply Corollary 2.1.8 in [21] to obtain a maximally homogeneous homomorphism

$$\chi_i : C(Z_j) \otimes M_{n_j} \to C(W_i) \otimes M_{K_i}$$

such that

$$\|\chi_i(a) - \text{Ad}(v_i) \circ \phi_i(a)\| < \delta$$

for all $a \in G_j$.

By Theorem 3 in [37] we may write

$$u_i \circ \chi_i(f)(t) = u_i(t)(\sum_{s=1}^{n_j} f(\lambda^i_s(t)) \otimes q_s)u_i(t)^*$$

for all $f \in C(Z_j) \otimes M_{n_j}$ and $t \in D_i$, and where $u_i$ is a unitary in $C(D_i) \otimes M_{K_i}$ and where the $q_s$ are the canonical minimal projections of $M_{K_i}$ when identifying $M_{K_i}$ with $M_{n_j} \otimes M_{K_i}$. Here the functions $\lambda^i_1, \ldots, \lambda^i_{n_j} : D_i \to Z_j$ are called eigenvalue functions. Note that the homomorphism

$$\alpha : C(Z_j) \otimes M_{n_j} \to \bigoplus_{i=1}^M C(D_i) \otimes M_{K_i}, \quad f \mapsto (u_i \circ \text{Ad}(v_i) \circ \phi_i(f))_i$$

is injective because $\phi$ is. Using this we conclude that given any $z \in Z_j$, and $h \in H_j$ such that $h(z) \geq \frac{1}{2}$, we have that

$$h(z) \in \text{sp}_{C(Z_j) \otimes M_{n_j}}(h \otimes 1) = \text{sp}_{\bigoplus_{i=1}^M C(D_i) \otimes M_{K_i}}(\alpha(h \otimes 1))$$

and so there must exist some $i \in \{1, \ldots, M\}$ such that

$$h(z) \in \text{sp}_{C(D_i) \otimes M_{n_i}}(\Pi_i(\alpha(h \otimes 1)))$$

from which it follows that there exists some $t \in D_i$ such that

$$h(z) \in \text{sp}_{M_{n_i}}(u_i \circ \text{Ad}(v_i) \circ \phi_i(h \otimes 1)(t))$$

From (2) it follows that

$$\|u_i \circ \chi_i(h \otimes 1)(t) - u_i \circ \text{Ad}(v_i) \circ \phi_i(h \otimes 1)(t)\| < \delta$$

from which it follows by Lemma 1.1 in [35] and (3) that there exists some $s \in \{1, \ldots, \frac{K_i}{n_j}\}$ such that

$$|h(\lambda^i_s(t)) - h(z)| \leq \|\chi_i(h \otimes 1) - \text{Ad}(v_i) \circ \phi_i(h \otimes 1)\| < \delta < \frac{1}{2}.$$  

From this it follows that $h(\lambda^i_s(t)) \neq 0$ and so both $\lambda^i_s(t)$ and $z$ belong to the support of $h$, meaning that $\lambda^i_s(t)$ is distance at most $\delta$ away from $z$. This argument has shown that points in $Z_j \setminus \bigcup_{i=1}^M \bigcup_{s=1}^{\frac{K_i}{n_j}} \lambda^i_s(D_i)$ are at most a distance $\delta$ from $\bigcup_{i=1}^M \bigcup_{s=1}^{\frac{K_i}{n_j}} \lambda^i_s(D_i)$.
We may assume \( Z_j \setminus \bigcup_{i=1}^{M} \bigcup_{s=1}^{K_i} \lambda_s^i(D_i) \) is a union of finitely many pairwise disjoint connected open sets which, by the previous arguments, can be made arbitrarily small depending on \( \delta \). That the union is finite follows from the fact that \( \bigcup_{i=1}^{M} \bigcup_{s=1}^{K_i} \lambda_s^i(D_i) \) contains finitely many connected components, as each \( \lambda_s^i(D_i) \) is connected. Each such connected open set is then homeomorphic to an open interval or an open asterisk (but in the latter case this can also be written as a union of pairwise disjoint connected open sets each homeomorphic to an open interval). Hence we identify each open set with \((a_r,b_r)\) where \( a_r \) and \( b_r \) are identified with points in \( Z_j \) (not necessarily belonging to the same edge). Hence we identify \( Z_j \setminus \bigcup_{i=1}^{M} \bigcup_{s=1}^{K_i} \lambda_s^i(D_i) \) with the disjoint union \( \bigcup_{r=1}^{R} (a_r,b_r) \) for some \( R \in \mathbb{N} \).

Let \( \mathcal{U} = \{(a_r,b_r) : 1 \leq r \leq R\} \). We will call \( C \subset \mathcal{U} \) a chain if the closure of the union of its elements is connected. We will call \( \mathcal{M} \subset \mathcal{U} \) a maximal chain if it is a chain and is not contained in any bigger chain. Given any maximal chain \( \mathcal{M} \), relabel its elements as \( \mathcal{M} = \{(a_1,b_1),\ldots,(a_T,b_T)\} \). Note that the closure of the union of the elements of \( \mathcal{M} \), call this \( C \), is contractible. Indeed if it were not, \( C \) would have to contain an edge \( e \) of \( Z_j \), meaning that \( T \) must be greater than \( \delta^{-1} \), which is greater than \( \sum_{i=1}^{M} m_i \) by (1). Hence there will be more than \( \sum_{i=1}^{M} m_i \) isolated points in \( Z_j \) which are the constant images of eigenvalue functions, but we do not have more than \( \sum_{i=1}^{M} m_i \) eigenvalue functions for this to work, yielding a contradiction. Hence \( C \) is homeomorphic to either a line or an asterisk.

Let us focus on the first case when \( C \) is homeomorphic to a line. We may without loss of generality assume that \( b_1 = a_2, b_2 = a_3, \ldots, b_{T-1} = a_T \). As a first sub-case assume all the \( a_r \)'s and \( b_r \)'s are not vertex points in \( Z_j \) (up to identification). There exists some \( i \in \{1,\ldots,M\} \) and \( s \in \{1,\ldots,K_i\} \) and an eigenvalue function \( \lambda_s^i \) whose image contains \( a_1 \), and some \( t \in D_i \) such that \( \lambda_s^i(t) \in (a_1 - \rho, a_1] \) for some \( \rho > 0 \) which can be made arbitrarily small, depending on \( \delta \). By continuity of the eigenvalue functions, we may without loss of generality assume that \( t \) is not a vertex point in \( D_i \). After identifying edges of \( D_i \) with \([0,1]\), we may choose an open interval \( U \) inside an edge of \( D_i \), containing \( t \), small enough such that \( \lambda_s^i|_U \) still has image in \((a_1 - \rho, a_1]\), and such that the image of \( \lambda_s^i|_U \) does not meet the image of any other \( \lambda_s^j|_U \). The latter assumption can be made because maximal homogeneity of (3) implies that the elements of \( \{\lambda_s^i(t) : 1 \leq s \leq K_i\} \) are pairwise distinct, and so by continuity the images of these eigenvalue functions when restricted to a small open set around \( t \) will still not meet. For every \( t_k \in p_i^{-1}(p_i(t)) \), it follows from (3)
that
\[ \{ f \circ \lambda^i_1(t_k), \ldots, f \circ \lambda^i_{K_i}(t_k) \} = \{ f \circ \lambda^i_1(t), \ldots, f \circ \lambda^i_{K_i}(t) \}, \]
for all \( f \in C(Z_j) \otimes M_{n_j} \). Since \( C(Z_j) \) separates points it follows that
\[
\{ \lambda^i_1(t_k), \ldots, \lambda^i_{K_i}(t_k) \} = \{ \lambda^i_1(t), \ldots, \lambda^i_{K_i}(t) \},
\]
and so there exists a permutation \( \mu_k \in \Sigma_{K_i} \) such that
\[
\lambda^i_s(t) = \lambda^i_{\mu_k(s)}(t_k)
\]
for all \( s \in \{1, \ldots, K_i \} \). Hence for each \( k \) there exists an open interval \( V_k \) around \( t_k \) and a homeomorphism \( h_k : V_k \to U_k \) where \( U_k \) is some open interval around \( t \), with \( h_k(t_k) = t \) and such that
\[
\lambda^i_s|U_k = \lambda^i_{\mu_k(s)} \circ h_k^{-1}|U_k
\]
for all \( s \in \{1, \ldots, K_i \} \). Indeed, since the elements in (4) are pairwise distinct, points in a small neighbourhood around \( t \) will correspond to points in a small neighbourhood around \( t_k \), where by a correspondence we mean that they have the same image under \( p_1 \). By choosing small enough neighbourhoods and using continuity of the eigenvalue functions we obtain our claim.

By taking an intersection of all the \( U_k \)'s (which are finitely many as \( D_i \) is finite), and assuming \( U \) is a subset of this intersection, we obtain open sets \( V_k \) around \( t_k \) and homeomorphisms \( h_k : V_k \to U_k \) where \( h_k(t_k) = t \) and such that
\[
\lambda^i_s|U = \lambda^i_{\mu_k(s)} \circ h_k^{-1}|U.
\]
Perturb \( \lambda^i_s \) on \( U \) to a map \( \omega^i_s \) which contains the image of \( \lambda^i_s \) but also \([a_1, b_1] \). For any connected closed set \( V \) inside \( U \) and any point \( t' \) in \( V \) we may further assume that \( \omega^i_s \) takes value \( b_1 \) only at the point \( t' \), agreeing with \( \lambda^i_s \) outside \( V \) and being greater than or equal to \( \lambda^i_s \) on \( V \) (where we are the using the canonical order on intervals). Use (6) to perturb \( \lambda^i_{\mu_k(s)} \) correspondingly, so that it achieves value \( b_1 \) at the unique point \( h_k^{-1}(t') \) inside a closed subset of \( V_k \), for all \( k \).

Now since \( b_1 = a_2 \not\in Z_j \setminus \bigcup_{i=1}^{M} \bigcup_{s=1}^{K_i} \lambda^i_s(D_i) \) there exists \( \tilde{i} \in \{1, \ldots, M \} \) and \( \tilde{s} \in \{1, \ldots, K_i \} \) and an eigenvalue function \( \lambda_{\tilde{s}} \) achieving the value \( b_1 = a_2 \). In fact this eigenvalue function must be constant, as it cannot take any value in \([a_2, b_2] \), and by assumption \( a_2 \) is not a vertex point. Exactly as before, perturb this to a function \( \omega_{\tilde{s}} \) with image \([a_2, b_2] \) and we may assume that the value of \( b_2 \) is achieved only at \( t' \) if \( \tilde{i} = i \). Also perturb the corresponding eigenvalue functions (as in the sense of (6)). Repeat this procedure for the points \( a_3, a_4, \ldots, a_T \). This concludes the first sub-case.
For the second sub-case, assume some $a_t = b_{t-1}$ is a vertex in $Z_j$, for some $t \in \{2, \ldots, T\}$. In such a case, divide the maximal chain $M$ into two chains $\{(a_1, b_1), \ldots, (a_{t-1}, b_{t-1})\}$ and $\{(a_t, b_t), \ldots, (a_T, b_T)\}$, and perform the same procedure of the first sub-case for each chain, making sure that the eigenvalue functions perturbed to achieve the point $a_t$ do so at different points in $\bigcup_i D_i$.

Let us now turn to the second case, where $C$ is homeomorphic to an asterisk, with vertex $v$. As a first sub-case, we assume that $v \in (a_r, b_r)$ for some $r \in \{1, \ldots, T\}$. Divide the maximal chain into chains, one containing $(a_r, b_r)$, and the others contained in edges coming out of $v$. For these ones, we may perturb as in the second sub-case of the first case, making sure the eigenvalue functions achieving the value $v$ do so at different points. For the chain containing $(a_r, b_r)$, we perturb as in the first sub-case of the first case, making sure that the point at which $v$ is achieved differs from where it is achieved by the perturbed eigenvalue functions on the remaining chains.

As a second sub-case, we assume that $v$ is not contained in any of the $(a_r, b_r)$'s. From this it follows that $v \in \bigcup_{i=1}^M \bigcup_{s=1}^{K_i} \lambda_s(D_i)$, and so there is some eigenvalue function $\lambda$ achieving the value $v$. Break up the maximal chain into sub-chains each contained in a unique edge coming out of $v$. For all but one of these sub-chains, use the second sub-case of the first case to perturb the eigenvalue functions, making sure that where $v$ is achieved is at distinct points. Now perturb $\lambda$ to cover one of the elements of the final remaining sub-chain, done in a way such that the value $v$ is not achieved on any point in which the previous perturbations achieve this value.

The procedure we have described ensures that the perturbed eigenvalue functions do not agree pointwise at points where they achieve the values of $C \setminus \bigcup_{m \in M} m_I$. However, there may be a finite number of points, in the boundary of $C$, where the perturbed eigenvalue functions agree pointwise with some non-perturbed eigenvalue functions. In such a case it is straightforward to perturb the originally non-perturbed eigenvalue functions to achieve these problematic points at a slightly different value in $\bigcup_i D_i$ than their original. Since the number of such problematic points are finite, this is achievable.

Let $\{\omega_s^i : 1 \leq i \leq M, 1 \leq s \leq \frac{K_i}{n_j}\}$ denote the set of perturbed eigenvalue functions (where we set $\omega_s^i = \lambda_s^i$ if $\lambda_s^i$ was not perturbed). We have the following list of properties of our perturbed eigenvalue functions:
(a) The union $\bigcup_{i=1}^{M} \bigcup_{s=1}^{K_i} \omega_s^i(D_i)$ equals $Z_j$. This is because the images of the perturbed functions cover all the elements of $\mathcal{U}$ as well as the images of the original unperturbed eigenvalue functions.

(b) We have that $\|\omega_s^i(t) - \lambda_s^i(t)\|$ can be made as small as we like (depending on $\delta$), uniformly over $t \in D_i$. This is because when perturbing an eigenvalue function to cover $(a_r, b_r) \in \mathcal{U}$ the maximal difference between the perturbed function and the original is $b_r - (a_r - \rho)$ where $\rho$ was chosen small enough depending on $\delta$, and $b_r - a_r$ is smaller than $\delta$ by construction.

(c) For each $i \in \{1, \ldots, M\}$, the elements of $\{\omega_s^i(t) : 1 \leq s \leq \frac{K_i}{n_j}\}$ are pairwise distinct. This is due to the final argument made above.

(d) For $t \in D_i$ on which $\lambda_s^i$ witnessed a perturbation, and for any $t_k \in D_i$ such that $p(t_k) = p(t)$, we have that $\omega_s^i(t) = \omega_s^i(t_k)$ where the permutations $\mu_s$ were introduced in (5). This is due to (6) and the arguments following it.

For $i \in \{1, \ldots, M\}$, define

$$\gamma_i : C(Z_j) \otimes M_{n_j} \to C(D_i) \otimes M_{K_i}, \quad \gamma_i(f)(t) = u_i(t) \left( \sum_{s=1}^{\frac{K_i}{n_j}} f(\omega_s^i(t)) \otimes q_s \right) u_i(t)^*$$

for all $t \in D_i$, and where the $u_i$’s and $q_s$’s are as in (3). Define

$$\gamma : C(Z_j) \otimes M_{n_j} \to \bigoplus_{i=1}^{M} C(D_i) \otimes M_{K_i}, \quad f \to (\gamma_1(f), \ldots, \gamma_M(f))$$

Now define

$$\gamma_i : C(Z_j) \otimes M_{n_j} \to C(W_i) \otimes M_{K_i}, \quad \gamma_i(f)(w) = \gamma_i(f)(t_w), \quad t_w \in p_i^{-1}(w).$$

To see that this is well-defined let $t_1$ and $t_2$ belong to $D_i$ such that $p_i(t_1) = p_i(t_2)$. Note then that, as in (4) and (5) above, we have that there exists a permutation $\mu$ such that $\lambda_s^i(t_1) = \lambda_s^i(t_2)$ for all $s \in \{1, \ldots, \frac{K_i}{n_j}\}$. Fix an $s_0 \in \{1, \ldots, \frac{K_i}{n_j}\}$. Then choose a function $f$ in (3) which is 1 on $A_{s_0}^i(t_1)$ and 0 on all the other $\lambda_s^i$’s. By using (3) and evaluating on $t_1$ and $t_2$ (which yields the same result) we obtain that

$$u_i(t_1)(1 \otimes q_{s_0})u_i(t_1)^* = u_i(t_2)(1 \otimes q_{s_0})u_i(t_2)^*.$$

By choosing a function $f$ in (3) which takes constant value $c \in M_{n_j}$, and evaluating (3) at $t_1$ and $t_2$ we obtain that

$$u_i(t_1)(c \otimes 1)u_i(t_1)^* = u_i(t_2)(c \otimes 1)u_i(t_2)^*. $$
This implies that for all \( f \in C(Z_j) \otimes M_{n_j} \) we have

\[
\overline{\gamma}_i(f)(t_1) = u_i(t_1)(\sum_{s=1}^{K_i/n_i} f(\omega^j_s(t_1)) \otimes q_s)u_i(t_1)^* \\
= \sum_{s=1}^{K_i/n_i} (u_i(t_1)(f(\omega^j_s(t_1)) \otimes 1)u_i(t_1)^*)(u_i(t_1)(1 \otimes q_s)u_i(t_1)^*) \\
= \sum_{s=1}^{K_i/n_i} (u_i(t_2)(f(\omega^j_s(t_1)) \otimes 1)u_i(t_2)^*)(u_i(t_2)(1 \otimes q_{\mu(s)})u_i(t_2)^*) \\
= u_i(t_2)(\sum_{s=1}^{K_i/n_i} f(\omega^j_s(t_1)) \otimes q_{\mu(s)})u_i(t_2)^* \\
= \overline{\gamma}_i(f)(t_2),
\]

where the third equality is due to (7) and (8), and the penultimate equality is due to property (d) above. Hence \( \gamma_i \) is well-defined.

Now define

\[
\gamma : C(Z_j) \otimes M_{n_j} \to \bigoplus_{i=1}^M C(W_i) \otimes M_{K_i}, \quad f \mapsto (\gamma_1(f), \ldots, \gamma_M(f)).
\]

Define

\[
\varphi_j : C(Z_j) \otimes M_{n_j} \to \bigoplus_{i=1}^M C(W_i) \otimes M_{m_i}, \quad f \mapsto (\text{Ad}(\nu_i)^{-1} \circ \gamma_i(f))_i,
\]

where now we are viewing \( P_i(C(W_i) \otimes M_{m_j})P_i \) as sitting inside \( C(W_i) \otimes M_{m_i} \).

After repeating the above proof to all other \( j \)'s, we may finally define

\[
\varphi : \bigoplus_{j=1}^N C(Z_j) \otimes M_{n_j} \to \bigoplus_{i=1}^M C(W_i) \otimes M_{m_i}, \quad (f_1, \ldots, f_j) \to \sum_{j=1}^N \varphi_j(f_j).
\]

It is straightforward to see that \( \varphi \) is a unital homomorphism. If \( \varphi(f_1, \ldots, f_N) = 0 \) then \( \varphi_j(f_j) = 0 \) for all \( j \). Fixing \( j \) as before, this means that \( \gamma_i(f_j) = 0 \) for all \( i \), which means that \( \overline{\gamma}_i(f_j) = 0 \) for all \( i \), meaning that \( f_j(\omega^j_s(t)) = 0 \) for all \( i \) and \( s \), which means that \( f_j = 0 \) by property (a). Hence \( \varphi \) is injective. Showing that \( \varphi \) is maximally homogeneous reduces to showing that \( \overline{\gamma}_j \) is maximally homogeneous, which follows by (c). Let \( F = F_1 \times F_2 \times \ldots \times F_N \subset G_1 \times G_2 \times \ldots \times G_N \subset \)
\[
\bigoplus_{j=1}^N C(Z_j) \otimes M_{n_j}. \text{ For } a \in \mathcal{F}, \text{ we have that } \|\phi(a) - \varphi(a)\| \text{ is smaller than }
\]

\[
N \max_{j, a_j \in G_j} \|\phi(\eta_j(a_j)) - \varphi_j(a_j)\| \leq N \max_i \max_{j, a_j \in G_j} \|\phi_i(a_j) - \text{Ad}(\nu_i)^{-1}(\gamma_i(a_j))\|
\]

\[
= N \max_i \max_{j, a_j \in G_j} \|\text{Ad}(\nu_i)(\phi_i(a_j)) - \gamma_i(a_j)\|
\]

\[
\leq N \max_i \max_{j, a_j \in G_j} (\|\text{Ad}(\nu_i)(\phi_i(a_j)) - \chi_i(a_j)\| + \|\chi_i(a_j) - \gamma_i(a_j)\|) \xrightarrow{\delta \to 0} 0
\]

The final estimate is due to (2) and property (b).

Recall the notation in the statement of the theorem. We have now shown that we may get from \(\phi_n\) an injective and maximally homogeneous unital homomorphism \(\varphi_n\). Furthermore, assuming \(\mathcal{F}_n\) is a finite set generating \(A_n\) such that \(\mathcal{F}_n\) contains

\[
\bigcup_{k=1}^{n-1} \phi_{n,k}(\mathcal{F}_k) \cup \bigcup_{k=1}^{n-1} \psi_{n,k}(\mathcal{F}_k)
\]

(with \(\phi_{n,k}\) and \(\psi_{n,k}\) as in Lemma 2.1) we have shown that we may assume \(\|\phi_n(a) - \varphi_n(a)\| < 2^{-n}\) for all \(a \in \mathcal{F}_n\). Then by using Lemma 2.1, we obtain that \(A \equiv \lim_{\to n} \{A_n, \varphi_n\}\) as desired. □

**Theorem 3.6.** Suppose that \(A = \lim \{A_n, \phi_n\}\) is a unital AH-algebra, where \(A_n = \bigoplus_i C(Z_n^i) \otimes M_{m_n^i}\) and where each \(Z_n^i\) is a Hausdorff continuum having covering dimension at most one. Then \(A\) has a \(C^*\)-diagonal.

**Proof.** As explained in [34, § 3.1], we can write \(A\) as another inductive limit \(A \equiv \lim \{\hat{A}_n, \hat{\phi}_n\}\) such that \(\hat{A}_n = \bigoplus_i C(\hat{Z}_n^i) \otimes M_{m_n^i}\), where the \(\hat{Z}_n^i\) are connected CW-complexes of covering dimension at most one. In dimension at most one, there is no difference between CW-complexes and simplicial complexes. Hence [3, Theorem 2.1, Remark 2.2] yields yet another description \(A \equiv \lim \{\hat{A}_n, \hat{\phi}_n\}\), where \(\hat{A}_n = \bigoplus_i C(\hat{Z}_n^i) \otimes M_{m_n^i}\) where the \(\hat{Z}_n^i\) are connected CW-complexes of covering dimension at most one, and where the connecting maps are now injective and unital.

Consider the first building block and first connecting map of this new system, and relabel it as

\[
\phi : \bigoplus_j C(Z_j) \otimes M_{n_j} \to \bigoplus_j C(W_i) \otimes M_{m_j}.
\]

Let \(C = \bigoplus_j C_j\) denote any \(C^*\)-diagonal of the domain. Let the restriction of \(\phi\) from the \(j^{th}\) summand of the domain to the \(i^{th}\) summand of the codomain be labeled \(\phi_{ij}\). Let \(K_{ij}\) denote the rank of \(\phi_{ij}(1)(w)\), for any \(w \in W\) (\(W\) is connected and so any choice will yield the same rank).

Let \(F_0^Z\) denote the finite set of those \(j\) for which \(Z_j\) is zero-dimensional, and \(F_1^Z\) denote the finite set of those \(j\) for which \(Z_j\) is one-dimensional. Let \(F_0^W\) denote the finite set of those \(i\) for which \(W_i\) is zero-dimensional, and \(F_1^W\) denote the finite set
of those $i$ for which $W_i$ is one-dimensional. We have already seen in the proof of Theorem 3.5 how we can consider a unital $*$-homomorphism $\phi_{ij} : C(Z_j) \otimes M_{nj} \to C(W_i) \otimes M_{njK_{ij}}$. In the case that $j \in F^Z_0$ and $i \in F^W_1$ we can then perturb $\phi_{ij}$ to a maximally homogeneous connecting map $\gamma_{ij}$, with the property that if $\Gamma_{ij}$ denotes the subset of $Z_j$ which is the images of the eigenvalue functions associated to $\gamma_{ij}$, then $Z_j \setminus F_j = \bigcup\limits_{i \in F^W_1} \Gamma_{ij}$, where $F_j$ denotes the finite subset of $Z_j$ that is the images of the eigenvalue functions associated to $\phi_{ij}$ for all $i \in F^W_0$ (this is shown in the proof of Theorem 3.5). For $j \in F^Z_1$ and $i \in F^W_1$ we can then find by Proposition 3.3 a unique $C^*$-diagonal $D_{ij} \subset C(W_i) \otimes M_{njK_{ij}}$ with the properties given in that proposition. We have that $\dim(D_{ij}(w)) = n_jK_{ij}$ for all $w \in W_i$. Note that, as in the proof of Theorem 3.5 we will view $C(W_i) \otimes M_{njK_{ij}}$ as sitting inside $C(W_i) \otimes M_{m_i}$, and hence we will abuse notation and view $D_{ij}$ as sitting inside $C(W_i) \otimes M_{m_i}$.

If $j \in F^Z_0$, then let $\{e^j_{kl} : k = 1, \ldots, n_j\}$ be a set of matrix units in $M_{nj}$ such that $C_j$ is diagonal with respect to these matrix units. Note that $\overline{\phi_{ij}}(e^j_{kk})$ is a projection corresponding to a vector bundle over $W_i$, but since complex vector bundles over finite graphs are trivial, we may write $\overline{\phi_{ij}}(e^j_{kk})$ as $\sum_{s=1}^{K_{ij}} f^j_{s,i,j,k}$ where $\{f^j_{s,i,j,k} : s = 1, \ldots, K_{ij}\}$ are orthogonal Murray-von-Neumann equivalent minimal projections in $C(W_i) \otimes M_{njK_{ij}}$. By the pairwise orthogonality of $\{e^j_{kk} : k = 1, \ldots, n_j\}$ we get pairwise orthogonal minimal equivalent projections $\{f^j_{s,i,j,k} : k = 1, \ldots, n_j; s = 1, \ldots, K_{ij}\}$. Now declare $v^k_s$ to be the partial isometry implementing the equivalence between $f^{i,j,1}_{1,s}$ and $f^{j,1,k}_{s,1}$, so $(v^k_s)^*v^k_{s} = f^{i,j,1}_{1,s}$, $v^k_s(v^k_s)^* = f^{j,1,k}_{s,1}$. Then declare $f^{k,l}_{pq} = v^k_p(v^{k'}_q)^*$. Then it is easy to see that $\{f^{k,l}_{pq} : 1 \leq k,l \leq n_j; 1 \leq p,q \leq K_{ij}\}$ defines a system of matrix units in $C(W_i) \otimes M_{njK_{ij}}$ such that $f^{k,l}_{pq}f^{k',l'}_{p'q'} = \delta_{i,k}\delta_{l,k'}\delta_{q,p}\delta_{q',p'}f^{k,l}_{pq}$, $\forall f^{k,l}_{pq} \in \mathcal{F}$. Let $D_{ij}$ be the diagonal with respect to this system. Then $\dim(D_{ij}(w)) = n_jK_{ij}$. Note also that by our construction of the matrix units above it becomes a straightforward calculation to see that $D_{ij}$ satisfies the conditions of Theorem 2.5 with respect to the map $\phi_{ij}$, as normalizers of $M_{nj}$ are those elements whose representation with respect to the matrix units $\{e^j_{kl}\}$ have at most one non-zero entry in every row or column, and this will be preserved by $\overline{\phi_{ij}}$. Similarly it is clear that $\overline{\phi_{ij}}$ commutes with the conditional expectations, as these are given by projection down to the diagonal.

If $j \in F^Z_1$ but $i \in F^W_0$ then note that the associated eigenvalue functions of $\overline{\phi_{ij}}$ have image in the finite set $F_j$. It is then easy to declare $\gamma_{ij}$ to be of the same form as $\overline{\phi_{ij}}$ but have eigenvalue functions all distinct but close to the original ones. Indeed let $G_j$ be a finite subset of $C(Z_j) \otimes M_{nj}$ (which is to be chosen later). Whenever there are $k$ equal points $z \in (Z_j \cap F_j)$ we just perturb $k - 1$ of them to be close to $z$ but such that $\|g(z) - g(*)\|$ is made as small as we like for all $g \in G_j$ (here * denotes a perturbed point). Hence we obtain a unital maximally
homogeneous $\ast$-homomorphism $\gamma_{ij}$ and from Proposition 3.3 a $C^\ast$-diagonal $D_{ij}$ in $C(W_i) \otimes M_{n_j K_{ij}}$. Again we view it as sitting inside $C(W_i) \otimes M_{m_i}$.

Then, we declare $D_i$ to be $\bigoplus_j D_{ij}$ as the $C^\ast$-algebras $D_{ij}$ are orthogonal over $j$. Note that $D_i$ is a maximally homogeneous subalgebra of $C(W_i) \otimes M_{m_i}$ as $\dim(D_i(w)) = \sum_j n_j K_{ij} = m_i$ and hence a $C^\ast$-diagonal by [32, Lemma 4.4.3]. Then we declare $D$ to be $\bigoplus_i D_i$ which is clearly a $C^\ast$-diagonal in $A_2$.

The corresponding perturbed $\ast$-homomorphism is obtained by first treating $\gamma_{ij}$ as a map into $C(W_i) \otimes M_{m_i}$ as in the proof of Theorem 3.5, then $\varphi := \bigoplus_i \gamma_i$ and finally $\varphi(C) \subset D$ with the properties required by Theorem 2.5. We inductively repeat this procedure on the building blocks, and then by using Lemma 2.1 and choosing the finite sets $G_j$ above appropriately with regards to this lemma, we obtain that $A \equiv \varinjlim\{A_n, \varphi_n\}$. The proof is finished by appealing to Theorem 2.5. □

We record the following consequence of Theorem 3.6 (or Theorem 3.5).

**Corollary 3.7.** Every unital AH-algebra with bounded dimension, the ideal property, and torsion-free K-theory has a $C^\ast$-diagonal.

**Proof.** By [10], such an AH-algebra is an AT-algebra. Now apply Theorem 3.6. □

4. Cartan subalgebras in AH-algebras with generalized diagonal connecting maps

We consider AH-algebras of the following form: For each $n$ and $i$, let $Z_{ni}$ be a compact, connected, Hausdorff space. Let $r_n$ be some natural numbers. Let $p_n^i \in C(Z_{ni}) \otimes M_{r_n}$ be projections. Set $A_n := \bigoplus_i p_n^i (C(Z_{n}) \otimes M_{m_n}) p_n^i$. Let $Z_n := \bigsqcup_i Z_{ni}$. Let $\mathcal{Y}(n)$ be an index set. For $y \in \mathcal{Y}(n)$, let $\lambda_y : Z_{n+1} \rightarrow Z_n$ be continuous maps. Let $q_y \in C(Z_{n+1}) \otimes M_{m_n}$, $y \in \mathcal{Y}(n)$, be pairwise orthogonal projections.

**Definition 4.1.** A generalized diagonal homomorphism from $A_n$ to $A_{n+1}$ is of the form

$$\varphi_n : A_n \rightarrow A_{n+1}, a \mapsto \sum_{y \in \mathcal{Y}(n)} (a \circ \lambda_y) \otimes q_y.$$
Here \((a \circ \lambda_y) \otimes q_y\) denotes the function sending \(z \in Z_{n+1}\) to \(a(\lambda_y(z)) \otimes q_y(z) \in M_{r_n} \otimes M_{s_n} \cong M_{r_{n+1}}\), where we are using a fixed isomorphism \(M_{r_n} \otimes M_{s_n} \cong M_{r_{n+1}}\). In particular, this means that we must have \(r_n s_n = r_{n+1}\).

The AH-algebra we are interested in is given by \(A = \lim_n \{A_n, \varphi_n\}\).

We would like unital homomorphisms, so that requires \(\varphi_n(p_n) = p_{n+1}\), and thus \(p_{n+1} = \sum_{y \in \mathcal{Y}(n)} (p_n \circ \lambda_y) \otimes q_y\).

Moreover, we want injective homomorphisms, i.e., \(\bigcup_{y \in \mathcal{Y}(n)} \lambda_y(Z_{n+1}) = Z_n\).

For the construction of Cartan subalgebras and groupoid models, it is crucial to require that, over each connected component of \(Z_n\), \(p_n\) is a sum of line bundles, and that, again over each connected component \(Z_{n+1}'\) of \(Z_{n+1}\), \(q_y\) is zero or a line bundle, for each \(y \in \mathcal{Y}(n)\). More precisely, we require that for all \(y \in \mathcal{Y}(n)\), there exists an index \(j(y)\) such that \(q_y|_{Z_{n+1}'^{j(y)}}\) is a line bundle and \(q_y|_{Z_{n+1}'^j} = 0\) for all \(j \neq j(y)\). The relation \(p_{n+1} = \sum_{y \in \mathcal{Y}(n)} (p_n \circ \lambda_y) \otimes q_y\) implies that if, over each connected component of \(Z_n\), \(p_n\) is a sum of line bundles, and if over each connected component of \(Z_{n+1}\), \(q_y\) is zero or a line bundle, then \(p_{n+1}\) is a sum of line bundles over each connected component of \(Z_{n+1}\).

Our setting is similar as the one in [29], except that in [29], the connecting maps are allowed to differ from the ones we consider up to an inner automorphism. This, however, does not change the inductive limit C*-algebra up to isomorphism. Moreover, as explained above, we need the additional requirements regarding \(p_n\) and \(q_y\). The setting in [34, Example 3.1.6] is a special case of our situation, where \(p_n\) and \(q_y\) are trivial.

Here are some more examples which fit naturally into our setting.

- Villadsen algebras of the first kind [41].
- Tom’s examples of non-classifiable C*-algebras [40].
- Goodearl algebras [16] (see also [34, Example 3.1.7]).
- AH-algebras models for dynamical systems in [29, Example 2.5]
- Villadsen algebras of the second kind [42]. Note that the identification \(\alpha\) in [42] corresponds to our isomorphism \(M_{r_n} \otimes M_{s_n} \cong M_{r_{n+1}}\).

**Remark 4.2.** General AH-algebras might not admit inductive limit descriptions with generalized diagonal connecting maps. In particular, there might not exist eigenvalue functions \(\lambda_y\) from \(Z_{n+1}\) to \(Z_n\) which are continuous.

Now assume that we are given an AH-algebra \(A = \lim_n \{A_n, \varphi_n\}\) as above, with unital, injective, generalized diagonal connecting maps \(\varphi_n\). Let us construct groupoid models for \(A\).
Recall the construction of Cartan subalgebras in inductive limits in [2, Theorem 3.6] and [25, § 5] as in § 2.2.

Let \((A_n, B_n)\) be as in [25, § 6.1]. Let \((G_n, \Sigma_n)\) be a twisted groupoid model for \((A_n, B_n)\) as in [25, § 6.1]. More precisely, we apply [25, Lemma 6.1 and Lemma 6.2] to each direct summand \(p_n^i)(C(Z_n^i) \otimes M_{\nu_n})p_n^i\) and then form the disjoint union over \(i\). Here we are using our assumption that \(p_n^i\) is a sum of line bundles.

Now we follow [25, § 6.1] to construct groupoid models for the connecting maps. We set

\[
A[\varphi_n] = \bigoplus_{y \in \mathcal{Y}(n)} ((pn \circ \lambda_y) \otimes q_y)(C(Z_{n+1}) \otimes M_{\nu_{n+1}})((pn \circ \lambda_y) \otimes q_y) \subseteq A_{n+1}
\]

and let \(B[\varphi_n] := \bigoplus_{y \in \mathcal{Y}(n)} B_{y,q}\), where \(B_{y,q}\) is the Cartan subalgebra of

\[
A_{y,q} := ((pn \circ \lambda_y) \otimes q_y)(C(Z_{n+1}) \otimes M_{\nu_{n+1}})((pn \circ \lambda_y) \otimes q_y)
\]

as constructed above, following [25, § 6.1]. We have

\[
A_{y,q} \cong (pn \circ \lambda_y)(C(Z_{n+1}^{y}) \otimes M_{\nu_n})(pn \circ \lambda_y).
\]

Set

\[
A_y := (pn \circ \lambda_y)(C(Z_{n+1}^{y}) \otimes M_{\nu_n})(pn \circ \lambda_y),
\]

and let \(B_y\) be the image of \(B_{y,q}\) under the isomorphism \(A_{y,q} \cong A_y\). Let \((G_y, \Sigma_y)\) be the twisted groupoid model for \((A_y, B_y)\) as in [25, § 6.1]. Let \(p_y : (G_y, \Sigma_y) \to (G_n, \Sigma_n)\) be the groupoid model for \(A_n \to A_y\), \(a \mapsto a \circ \lambda_y\). Now we define

\[
(H_n, T_n) := \coprod_{y \in \mathcal{Y}(n)} (G_y, \Sigma_y).
\]

We have \((H_n, T_n) \subseteq (G_{n+1}, \Sigma_{n+1})\). Let \(i_{n+1}\) denote the canonical inclusion. Moreover, construct a projection \(p_n : (H_n, T_n) \to (G_n, \Sigma_n)\) given by

\[
(H_n, T_n) = \coprod_{y \in \mathcal{Y}(n)} (G_y, \Sigma_y) \xrightarrow{\coprod p_y} (G_n, \Sigma_n).
\]

We obtain twisted groupoid morphisms

\[
(G_n, \Sigma_n) \xrightarrow{p_n} (H_n, T_n) \to (G_{n+1}, \Sigma_{n+1}),
\]

where the second map is the open embedding induced by the inclusion \(A[\varphi_n] \hookrightarrow A_{n+1}\), which are groupoid models for the homomorphisms \(A_n \to A[\varphi_n] \to A_{n+1}\), as in [25, § 6.2].

Define \((G_n, \Sigma_n) := (G_n, \Sigma_n), (G_{n,m+1}, \Sigma_{n,m+1}) := p_{n,m}^{-1}(G_{n,m,\Sigma_{n,m}})\) for all \(n\) and \(m = 0, 1, \ldots\). \((G_n, \Sigma_n) := \lim_{\to_m} \{ (G_{n,m,\Sigma_{n,m}}), p_{n,m} \}\) for all \(n\). Moreover, the inclusions \((H_n, T_n) \hookrightarrow (G_{n+1}, \Sigma_{n+1})\) induce embeddings with open image \(i_n : (G_n, \Sigma_n) \hookrightarrow (\hat{G}_{n+1}, \Sigma_{n+1})\). Define \((\hat{G}, \hat{\Sigma}) := \lim_{\to_m} \{ (G_n, \Sigma_n), i_n \}\). As explained in [25, § 5], \((\hat{G}, \hat{\Sigma})\) is a groupoid model for \((A, B)\) in the sense that we have a canonical isomorphism \(A \cong C^*_p(\hat{G}, \hat{\Sigma})\) sending \(B\) to \(C_0(\hat{G}(0))\).
The following is now an immediate consequence of Theorem 2.5 and Proposition 2.6 (see [2] and [25, § 6]).

**Theorem 4.3.** \( B := \lim_{n \to \infty} \{ B_n, \varphi_n \} \) is a C*-diagonal of \( A \), and we have \((A, B) \equiv (\mathcal{C}^*_r(\bar{G}, \bar{\Sigma}), C_0(\bar{G}^{(0)}))\).

The following follows immediately.

**Corollary 4.4.** The following classes of examples have C*-diagonals:
- Villadsen algebras of the first kind [41],
- Tom’s examples of non-classifiable C*-algebras [40],
- Goodearl algebras [16] (see also [34, Example 3.1.7]),
- AH-algebras models for dynamical systems in [29, Example 2.5],
- Villadsen algebras of the second kind [42].

**Corollary 4.5.** For each \( m = 2, 3, \ldots \) or \( m = \infty \), there exists a twisted groupoid \((\bar{G}, \bar{\Sigma})\) such that \( \mathcal{C}^*_r(\bar{G}, \bar{\Sigma}) \) is a unital, separable, simple C*-algebra of stable rank \( m \), whereas \( \mathcal{C}^*_r(\bar{G}) \) is a unital, separable, simple C*-algebra of stable rank one.

**Proof.** For \( m = 2, 3, \ldots \) or \( m = \infty \), consider a Villadsen algebra \( A = \lim_{n \to \infty} \{ A_n, \varphi_n \} \) of the second type which is separable, simple and of stable rank \( m \) as in [42]. Let \((\bar{G}, \bar{\Sigma})\) be a twisted groupoid model for \( A \), which exists by Corollary 4.4. Using the groupoid models for building blocks and connecting maps from [25, § 6], it is straightforward to check that \( \mathcal{C}^*_r(\bar{G}) \equiv \lim_{n \to \infty} \{ A_n, \varphi_n \} \), where \( \varphi_n(a) = \sum_{y \in \mathcal{Y}(n)} (a \circ \lambda_y) \otimes \tilde{q}_y \), where \( \tilde{q}_y = 1_{Z_{\mathcal{A}(y)}} \otimes e_y \), and \( \{ e_y : y \in \mathcal{Y}(n), j(y) = y \} \) are pairwise orthogonal standard rank one projections (with exactly one value 1 on the diagonal and 0 everywhere else). Also note that the construction in [42] starts with the projection \( p_1 \) corresponding to the trivial line bundle. Now it is an immediate consequence that \( \mathcal{C}^*_r(\bar{G}) \) is a unital, separable, simple C*-algebra, and it follows from [7, § 4] that \( \mathcal{C}^*_r(\bar{G}) \) has stable rank one. \( \square \)

**Question 4.6.** In the situation of Corollary 4.4, we know that, in particular, \( \bar{G}^{(0)} \equiv \lim_{n \to \infty} \{ G_n^{(0)}, p_n \} \). Does it follow that for all groupoid models for non-classifiable C*-algebras from [42, 40], we have \( \dim \bar{G}^{(0)} = \infty \)?
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