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Abstract

Prior work on human motion forecasting has mostly focused on predicting the future motion of single subjects in isolation from their past pose sequence. In the presence of closely interacting people, however, this strategy fails to account for the dependencies between the different subject’s motions. In this paper, we therefore introduce a motion prediction framework that explicitly reasons about the interactions of two observed subjects. Specifically, we achieve this by introducing a pairwise attention mechanism that models the mutual dependencies in the motion history of the two subjects. This allows us to preserve the long-term motion dynamics in a more realistic way and more robustly predict unusual and fast-paced movements, such as the ones occurring in a dance scenario. To evaluate this, and because no existing motion prediction datasets depict two closely-interacting subjects, we introduce the LindyHop600K dance dataset. Our results evidence that our approach outperforms the state-of-the-art single person motion prediction techniques.

1. Introduction

Forecasting future motion from observed past 3D poses has primarily been studied in a single-person setting [31, 34, 38, 42, 44]. A naive way to extend these approaches to the multi-person case is to simply treat each subject independently. However, this fails to account for interactions that condition future behavior. Only in [1] is there an attempt to capture them via the use of social cues obtained by pooling the learned features for each individual. While effective in the presence of weak social interactions, this approach is ill-suited to modeling the stronger dependencies that arise from two closely-interacting individuals whose movements are highly correlated.

In this paper, we therefore introduce an approach to dyadic, or pairwise, human motion prediction that more strongly models interactions. To this end, we develop an encoder-decoder architecture with both self- and pairwise attention modules. While self-attention captures the similarities between someone’s present and past motions, pairwise attention models capture the dependencies between the pose histories of both subjects. Then, for each subject, the decoder takes as input the subject’s own self-attention features and the pairwise attention ones, and outputs the future 3D pose sequence.

As there is no dyadic motion prediction benchmark with closely-interacting people, we build the LindyHop600K dataset. It features Lindy Hop dancers performing energetic moves, ranging from frenzied kicks to smooth and sophisticated body motions. The dancers synchronize their fast-paced steps with one another and the music. The standard footwork can be followed by infrequent twirls, which make the upcoming pose prediction hard without observing the highly correlated moves of the partner. The motion of one person gives significant clues about infrequent or subtle motion patterns of the other that cannot be easily inferred from the isolated individual motion.

Hence, our contributions are twofold.

- We propose the first 3D motion prediction method that models the dyadic motion dependencies between two subjects.
- We introduce a new dance dataset, LindyHop600K, which consists of videos and 3D human body poses of dancers performing diverse swing motions.

Our experiments on the LindyHop600K dataset clearly demonstrate the benefits of our method. It outperforms both the state-of-the-art single person baselines and the use of weaker social cues [1]. Our results are especially promising in terms of long-term prediction. The proposed method models the motion dynamics much more reliably than the baselines. Our code and dataset will be made publicly available.

2. Related Work

2.1. Single-actor Motion Prediction

Although early approaches to human motion prediction relied on traditional models, such as Hidden Markov Models [25], Gaussian Processes for time-series analysis [64], conditional restricted Boltzmann machine [61] and dynamic
random forest [33], the state-of-the-art in this field is now achieved via deep networks. As motion forecasting inherently is a sequence-to-sequence prediction task [6, 7, 16, 58, 59], much work has focused on encoder-decoder models. This was pioneered by the Encoder-Recurent-Decoder (ERD) model of [17], which led to the development of several RNN-based strategies. For example, [27] introduces a Structural-RNN (S-RNN) based on a spatio-temporal graph that encapsulates the dependencies among the body joints over time; [18] leverages de-noising autoencoders to learn the spatial structure of the human skeleton by randomly removing information about joints during training; [12, 46] use velocities instead of poses; [19] similarly integrates motion derivatives; [71] uses an auto-regressive approach for long-term prediction. Unfortunately, these RNN-based methods tend to produce discontinuities at the transition between the last observed pose and the first predicted one.

To address this limitation, several methods have attempted to better model the distribution of valid motions. In this context, [20] integrates adversarial training to enforce frame-wise geometric plausibility and sequence-wise coherence; [51] uses a GAN with several discriminators that operates on input sequences with masked joints and learns to inpaint the missing information; [14] exploits a similar GAN but uses spectral normalization to perform temporal attention; [62] formulates motion prediction as a generative adversarial imitation learning task to focus on shorter sequences by breaking long ones into small chunks. In contrast to the previous methods that generate a single future prediction, several GAN- and VAE-based methods aim to produce multiple diverse future motion sequences [4, 5, 8, 30, 43, 68, 69]. For example, [4, 5] achieve this via a conditional variational autoencoder (CVAE); [43] generates the motion of different body parts sequentially; [69] proposes a novel sampling strategy to produce diverse samples from a pretrained generative model; [9, 65] generate multiple trajectory and pose predictions conditioned on the scene context. While these methods produce smoother transitions than RNNs, they do not explicitly model the dependencies between the different body joints.

Recently, this has been addressed via graph convolutional networks (GCNs). In particular, [44] encodes the spatio-temporal relationships across the joints via a GCN that adaptively learns the body connectivity; [31] also relies on a GCN and processes the past sequence at different lengths; [38] proposes to predict the poses first at a coarse level, and then at finer levels using a multi-scale residual GCN; Similarly, [37] employs a multi-scale GCN that jointly learns action categories and motion dynamics at different granularities.

As an alternative to RNNs, GANs and VAEs, several methods rely on attention-based models, which proved to be effective in machine translation and image caption generation [6, 7, 66]. In particular, [60] proposes an attention mechanism to focus on the moving joints of the human body for motion forecasting; [55] uses a similar idea to learn the spatial coherence and temporal evolution of joints via a co-attention mechanism; [42] combines a GCN with an attention module to learn the repetitive motion patterns from the past; [45] fuses the predictions from three attention modules that process motion at different levels: full body, body parts, and individual joints; [41] trains a computationally less intensive Transformer [6] to infer the future poses in parallel.

In any event, all the above-mentioned methods tackle the single-actor scenario. As such, and as will be evidenced by our experiments, they are sub-optimal to handle the case of two closely-interacting subjects.

### 2.2. Social Interactions in Motion Prediction

Modeling human-to-human interactions is a long-studied problem, with much focus on the social dynamics occurring in a group of people [24]. In particular, much work in this space has been dedicated to the problem of trajectory prediction [3, 47, 49, 50, 67], whose goal is to predict the global motion of people in a group, not their detailed 3D pose. In this context, recent methods have also studied the use of RNNs [2, 15, 53, 56, 57], GANs [23, 29, 52], graph neural networks [11, 26, 70], and attention mechanisms [35, 36, 40, 54], but also of reinforcement [32] and contrastive [39] learning.

Another task that has benefited from modeling social interactions is 3D multi-person pose estimation [13, 22, 48, 63]. However, the scenarios studied in this context typically do not involve closely-interacting subjects, but rather individuals exchanging objects, crossing path, or coexisting in an environment during a short period of time. Therefore, the existing solutions only aim to encode weak constraints arising from such social interactions instead of exploiting strong dependencies as we do here.

To the best of our knowledge, [1, 21] are the only works that, as us, target multi-person motion prediction. [1] uses a social pooling layer to fuse the features corresponding to the encoded past motion of each subject. However, by relying on either max, average or sum pooling of the individuals’ features, it only encodes weak dependencies between the subjects and was demonstrated in scenarios where the motions of the individuals are only weakly correlated. By contrast, we focus on the case of two closely-interacting subjects, and introduce an approach that models the subjects’ dependencies. Concurrently, [21] has also been working on multi-person motion prediction for a lindy hop scenario. However, unlike our method, [21] is not agnostic to the roles of the dancers and requires separate pipelines and losses based on the role. In addition to that [21] does not exploit relative motion between the interacting people which is an integral part of our model. Since the training code and
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Figure 1. Single person motion forecasting baseline [42]. The baseline model aggregates information from the history of poses (keys) by comparing them to the last observed sequence of poses (query) through an attention mechanism. \( f \) and \( q \) are modeled with convolutional layers. The weighted sum of the values are concatenated with the DCT coefficients of the last observed poses and fed into the GCN that outputs the future pose predictions.

dataset of this work are not publicly available, we could not compare against them.

3. Method

Let us now introduce dyadic human motion prediction method for closely-interacting people. To this end, we first review the single person motion prediction formalism at the heart of our method, and then present our approach to modeling pairwise interactions to predict the future poses of two people.

3.1. Single Person Baseline

Our work builds on “History Repeats Itself (HRI)” [42], which relies on an attention mechanism and a GCN to predict the future poses of a single person based on their observed sequence of historical poses. Intuitively, the attention mechanism aims to focus the prediction on the most relevant parts of the motion history and the GCN decodes the resulting representation into the future pose predictions while encoding the dependencies across the different joints.

Formally, given a sequence of \( T_p \) past 3D poses of an individual, \( \mathbf{X}_{1:T_p} = [\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_{T_p}]^T \), single-person human motion prediction aims to estimate the \( T_f \) future 3D poses \( \mathbf{X}_{T_p+1:T_p+T_f} = [\mathbf{x}_{T_p+1}, \mathbf{x}_{T_p+2}, \ldots, \mathbf{x}_{T_p+T_f}]^T \). Each pose \( \mathbf{x}_t \in \mathbb{R}^K \), where \( K = J \times 3 \), comprises \( J \) joints forming a skeleton. In HRI, the similarity between past motions and the last observed motion context is captured by dividing the motion history \( \mathbf{X}_{1:T_p} \) into \( T_p - T_t - T_f + 1 \) sub-sequences \( \{\mathbf{X}_{t:t+T_t+T_f-1}\}_{t=1}^{T_p-T_t-T_f+1} \), each containing \( T_t + T_f \) consecutive poses. The attention mechanism is then built by treating the first \( T_t \) poses of every sub-sequence as key and the entire sub-sequence \( \{\mathbf{X}_{t:t+T_t+T_f-1}\} \) as value. In practice, the values are in fact represented in trajectory space as the Discrete Cosine Transform (DCT) coefficients of the corresponding poses. That is, the value of each subsequence is taken as \( \{\mathbf{V}_t\}_{t=1}^{T_p-T_t-T_f+1} \), where \( \mathbf{V}_t \in \mathbb{R}^{K \times (T_t + T_f)} \) encodes the DCT coefficients. Finally, the query corresponds to the last observed sub-sequence \( \mathbf{X}_{T_p-T_t+1:T_p} \) with \( T_f \) poses.

The query and keys are computed as the output of two neural networks \( f_q \) and \( f_k \), respectively. These functions map the poses to latent vectors of dimension \( d \), that is,

\[
\mathbf{q} = f_q(\mathbf{X}_{T_p-T_t+1:T_p}) \quad (1)
\]

\[
\mathbf{k}_t = f_k(\mathbf{X}_{t:t+T_t-1}) \quad (2)
\]

where \( \mathbf{q}, \mathbf{k}_t \in \mathbb{R}^d \) and \( 1 \leq t \leq T_p - T_t - T_f + 1 \). A similarity score \( a_t \) is then computed for each key-query pair, and these scores are employed to obtain a weighted combination of the values. This is expressed as

\[
a_t = \frac{\mathbf{q}^T \mathbf{k}_t}{\sum_{l=1}^{T_p-T_t-T_f+1} \mathbf{q}^T \mathbf{k}_l}, \quad \mathbf{U} = \sum_{t=1}^{T_p-T_t-T_f+1} a_t \mathbf{V}_t \quad (3)
\]

where \( \mathbf{U} \in \mathbb{R}^{K \times (T_t + T_f)} \). Then, the last observed sub-sequence is extended to a sequence of length \( T_t + T_f \) by replicating the last pose and passed to the DCT module yielding \( \mathbf{D} \in \mathbb{R}^{K \times (T_t + T_f)} \). Finally, \( \mathbf{U} \) and \( \mathbf{D} \) are fed into the decoder GCN module, which outputs the future pose predictions \( \hat{\mathbf{X}}_{T_p+1:T_p+T_f} \). The attention module explained in this section is depicted in Fig. 1, and will be referred to as self-attention in the rest of this paper, as it computes the attention of a single person on themselves.

3.2. Pairwise Attention for Dyadic Interactions

Our goal is to perform motion predictions for multiple people. Formally, given the history of poses \( \{\mathbf{X}_{1:T_p}\}_{s=1}^{S} \) for \( S \) subjects, our model predicts the future poses \( \{\mathbf{X}_{T_p+1:T_p+T_f}\}_{s=1}^{S} \). In particular, we focus on the case where \( S = 2 \) and aim to model the strong dependencies arising from the close interaction of the two subjects. As shown in Fig. 2, our approach combines self- and pairwise attention modules, and we refer to one person as the primary subject and to the other as the auxiliary one, denoted by the superscripts 1 and 2, respectively. Our goal then is to predict the future poses of the primary subject given the observed motions of both. Note that, to predict the future poses of the second subject, we simply inverse the roles.

To combine self- and pairwise attention, we first compute keys \( \mathbf{k}_1 \) and query \( \mathbf{q}_1 \) vectors for the primary subject as in Eqs. 1, 2. The values \( \mathbf{V}_1 \) together with \( \mathbf{k}_1 \) and \( \mathbf{q}_1 \) are then fed into the self-attention module, which yields
Figure 2. Overview of our 3D motion forecasting model based on self- and pairwise attention. Our model takes as input the past poses of the primary (skeleton models depicted using green-purple) and past poses of the auxiliary (red-blue) subject relative to the primary one depicted by ΔPose operation. The superscript 1 is used for the primary subject whereas 2 represents the interactee. As proposed by [42], the self-attention module takes as input the key, query and value vectors of the primary subject. We build on top of this approach by integrating a pairwise module that takes as input the query from one subject and key-value pair from the other subject. This module learns to put higher attention on the sub-sequences in the motion history of the primary subject that are more relevant to the current motion of the interactee. The merge block applies concatenation followed by a convolutional layer. The embeddings from self- and pairwise attention are fed into two separate GCNs with shared weights. The outputs of GCNs are projected to the future pose predictions of the primary subject via the merge block.

This lets us compute a weighted sum of primary subject values as

\[ \mathbf{U}^{12} = \sum_{t=1}^{T_p-T_l-1} c_t^{12} \mathbf{V}^1_t. \] (8)

We also compute \( \mathbf{U}^{21} \) using \( \mathbf{V}^2_t \) and the pairwise scores \( c_t^{21} \) of \( \mathbf{q}^1 \) and \( \mathbf{k}^2 \). In the final stage of the encoder, we concatenate the pairwise embeddings \( \mathbf{U}^{12} \) and \( \mathbf{U}^{21} \) and feed them to a convolutional layer corresponding to the merge block in Fig. 2. The output is denoted as \( \mathbf{P}^1 \).

As for single-person prediction, the last observed subsequence of the primary subject is extended by repeating its last observed pose and transformed into DCT coefficients denoted by \( \mathbf{D}^1 \). Our decoder then has two GCNs with shared parameters. One takes as input the concatenated matrices \( \mathbf{D}^1 \) and \( \mathbf{U}^1 \) and the other \( \mathbf{D}^1 \) and \( \mathbf{P}^1 \). Finally, the GCNs’ outputs are projected via a convolutional layer to the future pose predictions of the primary subject. The same strategy is applied when exchanging the roles to obtain the future poses of the second subject.
3.3. Training

The entire network is trained by minimizing the Mean Per Joint Position Error (MPJPE). The loss for one training sequence is thus written as

\[ L = \frac{1}{J(T_f + T_p)} \sum_{t=T_p}^{T_f} \sum_{j=1}^{J} ||\hat{x}_{t,j} - x_{t,j}||^2 , \]  

(9)

where \( \hat{x}_{t} \in \mathbb{R}^{3 \times J} \) encodes the estimated 3D pose for time \( t \), \( x_t \) represents the corresponding ground-truth pose, and \( x_{t,j} \) denotes the 3D position of the \( j \)-th joint.

3.4. Implementation Details

Training Details. We train our network using the ADAM [28] optimizer with a learning rate of 0.0005 and a batch size of 32. We use \( T_p = 60 \) poses, corresponding to 2 seconds, as motion history and predict \( T_f = 30 \) poses, corresponding to 1 second in the future. Our models are trained for 500 epochs, and we report the results of the model with the highest validation score.

Network Structure. The networks \( f_q \) and \( f_k \) in the self- and pairwise attention modules consist of two 1D convolutional layers with kernel sizes 6 and 5, respectively, each followed by a ReLU. The hidden dimension of the query and key vectors in Eq. 1 and Eq. 2 is 256. We use a GCN with 12 residual blocks as in [42]. The human skeleton has \( J = 19 \) joints and our model has approximately 3.27M parameters similar to [42] that has 3.26M parameters.

4. Experiments

In this section, we demonstrate the effectiveness of our approach at exploiting dyadic interactions. To this end, we first introduce our LindyHop600K dataset depicting couples that perform lindy hop dance movements.

4.1. LindyHop600K

Lindy hop is a type of swing dance with fast-paced steps synchronized with the music. It constitutes a good example of motions with strong mutual dependencies between the subjects, who are engaged in close interactions. To build this dataset, we filmed three men and four women dancers paired up in different combinations. Overall, LindyHop600K contains nine dance sequences, each two to three minutes long, with a maximum of eight cameras at 60 fps. We use the shortest two sequences as validation and test sets. Table 1 shows the details of the dataset organization. Our dataset displays standard lindy hop dancer positions and steps, such as the so-called open, closed, side and behind positions. In the open and closed positions, the dancers are facing each other with a varying distance between them. In the side position, both are facing the same direction, and in the behind position, the leader stands directly behind the follower, both facing the same direction. In each position, the dancers communicate through hand and shoulder grips. To the best of our knowledge, LindyHop600K is the first large dance dataset involving the videos and 3D ground-truth poses of dancers.

To obtain the 3D poses of the dancers, we first extract 2D pixel locations of the visible joints using OpenPose [10]. Because our dataset was captured with multiple cameras, this lets us obtain the 3D joint coordinates by performing a bundle adjustment using the 2D joint locations in all the views. However, this process comes with several problems because it requires annotating the poses of both subjects together. The major issues encompass body part confusions, missing 2D annotations and tracking errors in the OpenPose predictions, which occur when two people are very close to each other or wear similar garments. An example of this is shown in Fig. 3. To remedy this, we adopt a solution based on temporal smoothness. Specifically, we assign manually the 2D joint locations to each dancer in the first frame of each sequence. For the subsequent frames, the low confidence joint detections are replaced with ones interpolated using the high confidence joints from the neighboring frames. Despite these 2D joint corrections, the 3D locations extracted from the bundle adjustment procedure can still be very noisy. Thus, we employ a third degree spline interpolation across 30 frames coupled with an optimization scheme to generate the final 3D poses. Since the spline interpolation is done separately for each dimension of each joint, the length of each limb varies from one frame to another. To tackle this problem, we implement an optimization scheme which minimizes the squared difference between the length of a limb \( c \) in the current frame and the average length of limb \( c \). We combine this loss function with additional regularizers penalizing feet from sliding on the floor, constraining the shape of the hips and shoulders, and preventing the optimization to the initial 3D pose estimates. For more detail, we refer the reader to the supplementary material.

4.2. Data Pre-processing

Each video sequence is first downsampled to 30 fps. The human body skeleton in the LindyHop600K dataset originally comprises of 25 body joints. We remove some of

| Sequence | Couple | Frames | Cameras | Split |
|----------|--------|--------|---------|-------|
| 1        | A1     | 10152  | 5       | Train |
| 2        | B2     | 8819   | 8       | Train |
| 3        | C3     | 6519   | 8       | Validation |
| 4        | A4     | 7687   | 8       | Test |
| 5        | B1     | 9977   | 8       | Train |
| 6        | C2     | 9636   | 8       | Train |
| 7        | A3     | 8930   | 7       | Train |
| 8        | B4     | 9027   | 8       | Train |
| 9        | C1     | 9635   | 8       | Train |

Table 1. LindyHop600K dataset structure.
All the baselines rely on a GCN architecture that is trained at different scales by grouping the joints in close proximity. The cent method, which extracts features from the human body with a temporal inception layer to process the input at different subsequence lengths; and MSR-GCN \[38\], the most recent method, which extracts features from the human body at different scales by grouping the joints in close proximity. All the baselines rely on a GCN architecture that is trained recursively; TIM \[31\], which extends \[44\] by combining it with the state-of-the-art single person approaches. They include HRI \[42\], which relies on an attention mechanism and a GCN decoder \[44\] to predict the future poses of the dancers despite the mismatch in the 2D detections. In contrast to the baselines, our method accurately predicts moves that are hard to anticipate in the long term, such as fast changing feet movements and less frequent arm openings. Although the observed motion of the primary subject does not include sufficient clues for such moves, the second person provides a useful prior so that our model can learn to predict the motion complementary or symmetric to that of the auxiliary subject. Therefore, we attribute this performance to our modeling of the motion dependencies via our pairwise attention mechanism. We provide additional qualitative results and further analysis on the learned pairwise attention scores in the supplementary material.

4.3. Results
In this section, we evaluate our approach depicted by Fig. 2 on our new \textit{LindyHop600K} dataset. We compare our method with the state-of-the-art single person approaches. They include HRI \[42\], which relies on an attention mechanism and a GCN decoder \[44\] to predict the future poses of the individuals in isolation; HRI-Itr, which uses the output of the predictor as input and predicts the future motion recursively; TIM \[31\], which extends \[44\] by combining it with a temporal inception layer to process the input at different subsequence lengths; and MSR-GCN \[38\], the most recent method, which extracts features from the human body and tested according to the data split shown in Table 1. They take as input a sequence of 60 poses as past motion. Except for HRI-Itr that recursively predicts 10 poses at a time, all the baselines predict 30 poses in the future.

In Table 2, we report the MPJPE for short-term (< 500ms) and long-term (> 500ms) motion prediction in mm. Our method outperforms the baselines by a large margin. Fig. 4 depicts qualitative results of our approach and the best performing three baselines for the \textit{LindyHop600K} test subjects with the corresponding follower and leader roles in the top two and bottom two portions, respectively.

4.4. Ablation Study
We evaluate the effect of modeling interactions via different strategies:
- \textit{HRI-Concat} concatenates the motion history of the primary and auxiliary subject to treat them as one person.
- \textit{Ours-SumPooling, Ours-AvgPooling and Ours-MaxPooling} discard the pairwise attention module, apply self-attention on the sequences of both subjects independently and combines the individual embeddings using the different pooling strategies proposed by \[1\]. The resulting vector is fed to the GCN decoder to predict the future poses of the primary subject.
- \textit{Ours-w/oPairwiseAtt} excludes the pairwise attention module, applies self-attention and the GCN decoder on the sequences of both subjects independently and merges the GCN outputs from the two people to predict the future poses of the primary subject.
- \textit{Ours-w/o\Delta \text{Pose}} is our model which takes as input the past motion of the auxiliary subject directly instead of their relative motion to the primary subject.
- \textit{Ours-EarlyMerge} merges the pairwise embeddings $U^{12}$ and $U^{21}$ with the self-attention embedding of the primary subject $U^{1}$ before feeding them to the GCN module.
- \textit{Ours-w/SelfAttAux} applies self-attention also on the sequence of the auxiliary subject and merges the result with the pairwise embeddings $U^{12}$ and $U^{21}$.
- \textit{Ours-PairwiseAttU^{12}} excludes the pairwise attention that takes the keys and values from the auxiliary and the query from the primary subject.

![Optimized 3D poses](image1.png)

Figure 3. \textit{Optimizing 3D poses in the \textit{LindyHop600K} dataset.} (a) Example of OpenPose 2D detection failure. The left leg of the woman is mapped to the left leg of the man. Our multi-view footage and refinement strategy allow us to obtain accurate 3D poses of the dancers despite the mismatch in the 2D detections. (b) Example of correct OpenPose detections and the optimized 3D ground truth poses.
Figure 4. **Qualitative evaluation of our results on the LindyHop600K test subjects compared to the state-of-the-art methods.** Black: Ground truth, green: TIM [31], blue: MSR-GCN [38], violet: HRI [42], red: Ours-Dyadic. Top two portions show the predictions for dancer with the follower role. Bottom two portions show the predictions for the dancer with the leader role. The left side of the vertical bar in the black row depicts the sampled input to our model and the right side shows the ground truth future poses. The colored rows correspond to the predictions of the state-of-the-art single person approaches. The red row depicts the output of our model shown in Fig. 2. The numbers at the top indicate the timestamp in milliseconds and the green region highlights the long-term predictions.
Table 2. Comparison of our dyadic motion prediction approach with the state-of-the-art single person methods on the Lindy-Hop600K dataset. We present the MPJPE for short-term (< 500ms) and long-term (> 500ms) motion prediction in mm. Despite the fast-paced and nonrepetitive nature of the dance moves, our method outperforms all the baselines for both short-term and long-term prediction. The best results in each column are shown in bold.

| milliseconds | 100 | 200 | 300 | 400 | 500 | 600 | 700 | 800 | 900 | 1000 | Average |
|--------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|---------|
| TIM [31]     | 6.06| 12.39| 19.83| 29.35| 41.80| 56.91| 73.17| 89.23| 104.31| 118.20| 51.13   |
| MSR-GCN [38] | 9.02| 17.02| 24.79| 33.26| 43.69| 56.34| 70.49| 85.00| 98.37| 109.73| 51.11   |
| HRI-Itr [42] | 2.21| 4.94 | 9.51 | 17.71| 30.93| 49.66| 72.95| 98.39| 122.93| 144.24| 50.41   |
| HRI [42]     | 5.34| 9.95 | 15.08| 22.19| 34.82| 45.82| 61.29| 77.40| 92.47| 105.15| 43.17   |
| Ours         | 1.31| 4.31 | 9.49 | 17.33| 27.42| 39.85| 54.22| 70.20| 86.23| 100.09| 37.57   |

Table 3. Ablation study for incorporating interactions. We present the MPJPE for short-term (< 500ms) and long-term (> 500ms) motion prediction in mm. Here, we analyze different ways of incorporating interactions. HRI-Concat concatenates the motion history of the primary and auxiliary subject to treat them as one person. Ours-SumPooling, Ours-AvgPooling and Ours-MaxPooling use the social pooling layers from [1]. The remaining baselines show the benefits of the different components in our approach. Ours, depicted in Fig. 2, outperforms all other baselines and poses an effective way of handling coupled motion. The best results in each column are shown in bold.

| milliseconds | 100 | 200 | 300 | 400 | 500 | 600 | 700 | 800 | 900 | 1000 | Average |
|--------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|---------|
| HRI-Concat   | 17.13| 33.99| 51.32| 69.89| 90.67| 113.41| 136.00| 156.10| 172.06| 183.40| 96.34   |
| Ours-SumPooling | 5.77| 10.78| 16.07| 22.86| 32.41| 45.17| 60.63| 77.40| 93.45| 106.94| 43.54   |
| Ours-AvgPooling  | 5.66| 10.47| 15.90| 23.53| 34.46| 48.68| 65.13| 82.19| 97.99| 111.02| 45.77   |
| Ours-MaxPooling   | 5.07| 9.50 | 14.57| 21.65| 31.79| 44.89| 60.13| 76.26| 91.61| 104.72| 42.48   |
| Ours-woPairwiseAtt | 3.60| 11.48| 25.08| 43.00| 62.22| 81.41| 100.25| 118.70| 135.48| 149.39| 68.04   |
| Ours-w/oAPose     | 3.28| 8.36 | 16.84| 23.87| 36.77| 52.22| 68.67| 85.02| 100.02| 112.07| 46.33   |
| Ours-EarlyMerge    | 4.25| 8.11 | 12.78| 19.25| 28.45| 40.84| 56.05| 73.11| 90.27| 105.40| 40.27   |
| Ours-w/SelfAttAux | 1.30| 5.04 | 10.47| 18.12| 28.95| 42.41| 57.89| 74.52| 90.47| 104.09| 39.76   |
| Ours-PairwiseAttU12 | 1.17| 4.48 | 9.74 | 17.82| 28.35| 41.27| 56.25| 72.32| 88.09| 101.77| 38.66   |
| Ours             | 1.31| 4.31 | 9.49 | 17.33| 27.42| 39.85| 54.22| 70.20| 86.23| 100.09| 37.57   |

As can be seen in Table 3, our method achieves the highest MPJPE in all timestamps. The comparison with HRI-Concat shows that the naive way of combining the motion of the subjects is not an effective strategy to model their dependencies. The results of Ours-SumPooling, Ours-AvgPooling and Ours-MaxPooling show that the social pooling layers proposed by [1] are suboptimal in the presence of strong interactions. The comparison to the remaining baselines evidence the benefits of the different components in our approach, which all contribute to the final results.

4.5. Limitations

In Fig. 4 and in the additional qualitative results, we observe that the lower arms and feet joints are usually difficult to predict and deviate the most from the ground-truth positions. Although Lindy Hop is a structured dance with highly correlated coupled motion, the dancers have their own styles. Therefore, predicting a single future is likely not to accurately match the body extremities which undergo the largest motion. This, however, can be overcome performing multiple diverse motion prediction, following a similar strategy to that used in [4, 43, 69] for single-person motion prediction.

Another limitation of our model and many other motion prediction works in general is its use of complete sequences of ground-truth 3D poses as input. This may make our model sensitive to missing or faulty observations. To remedy this, as future work, we aim to incorporate the 3D poses obtained from the input images into our forecasting network and handle incomplete or noisy sequences to predict realistic future 3D poses for the interacting people.

5. Conclusion

We have designed an approach to exploiting dyadic interactions in 3D human motion prediction. In contrast to previous work, which focuses prediction on individual subjects, we have proposed to jointly reason about the observed poses of the two subjects engaged in a coupled motion. To this end, we have developed an encoder-decoder model that leverages self- and pairwise attention mechanisms to learn the mutual dependencies in the collective motion. To show-
case the effectiveness of our model, we have introduced a new dataset, *LindyHop600K*. To the best of our knowledge, this dataset is the first large dance dataset that provides the videos and 3D body pose annotations of dancing couples. We have shown that our approach outperforms the state-of-the-art single-person techniques and demonstrated that incorporating the interlinked motion of an auxiliary subject yields more accurate long term predictions for the primary subject. Our future work will focus on incorporating visual context in motion forecasting, and study interactions not only between two humans but also with objects.
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