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ABSTRACT

This paper describes a novel image encryption algorithm based on a parameter-control scroll chaotic attractor. Firstly, a novel chaotic system is constructed, and some basic dynamic characteristics of the chaotic system are analyzed. Secondly, the chaotic sequence is decomposed using the Schur decomposition method to obtain N orthogonal matrices, which are multiplied by the plaintext matrix. Finally, the six high-order bit planes are subjected to disturbance and “same OR” operations, and the scrambled image matrix is combined with the low two-bit matrix to obtain an eight-bit matrix. At the same time, the same OR operation is applied to the disturbed image matrix and the chaotic sequence to obtain the final encrypted image. Theoretical analysis shows that the key space of the algorithm can be up to 10135. Additionally, simulation results demonstrate that the proposed method achieves high key sensitivity and can effectively resist statistical analysis and gray value analysis attacks. With the exception of exhaustive attacks, all attack methods based on the determined plaintext–ciphertext mapping relationship will be invalid.
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I. INTRODUCTION

Rapid developments in Internet technologies have led to increased attention on the information security of digital images. To protect image information from illegal copying, use, and manipulation, experts and scholars have proposed various encryption algorithms such as chaotic sequences to disturb image bits [1], [2], chaotic sequences to perform XOR operations on pixel values of images [3], and the scrambling of pixels [1], [4]–[6].

In this paper, a novel image encryption algorithm based on a parameter control scroll chaotic attractor is proposed. Various chaotic equations with multi-scroll attractors have been reported [7]–[9]. Among them, the novelty of the multi-scroll system proposed by Karthikeyan et al. [7] depends on the number of scrolls determined by the control parameters, rather than by changing a discontinuous function. A new chaotic image scheme based on a breadth-first search and dynamic diffusion has been developed [10], and a four-dimensional multi-wing hyperchaotic attractor for use in image encryption has been proposed [11]. These systems can generate chaotic and hyperchaotic attractors under different parameters. The four-dimensional multi-wing hyperchaotic system is constructed by introducing a linear feedback device u based on a three-dimensional autonomous system. In this operation, the newly added controller u is fed back to the original controller y, and the original controller y is fed back to the new controller u at the same time. The four controllers of this system interact with each other through two operations, making the relationship somewhat complicated. The literature also describes a hyperchaotic multi-wing attractor generated in a 4D memristive circuit [12] as well as four-wing hyperchaotic attractors and two-, three-, and four-wing chaotic attractors generated in 4D memristive systems [13]. Additionally, the design and implementation of hyperchaotic circuits based on linear chirped magnetic field control memristors [14] and the construction, analysis, and improvement of hyperchaotic systems [15] have been reported. In 2017, Liu et al. [16] proposed an image based on chaos theory and the bit disturb operation was proposed in [17], and image encryption algorithms based on an orthogonal matrix and a chaotic map have been reported [18], [19]. Among them,
Ahmad et al. [18] proposed a compression sensing and noise-tolerant image encryption scheme based on chaotic maps and orthogonal matrices. The random orthogonal matrix generated in this system is directly multiplied with the plaintext image \( P \) to change the pixel value. Zhang et al. [20] proposed a new image scheme based on the spatiotemporal chaos of the Mixed Linear–Nonlinear Coupled Map Lattices (MLNCML). This scheme employed the strategy of DNA computing and one-time pad encryption policy. Zhang and Wang [21] proposed investigate the spatiotemporal chaos of the Mixed Linear–Nonlinear Coupled Map Lattices (MLNCML). This scheme employed the strategy of DNA computing and one-time pad encryption policy.

The rest of the paper is organized as follows. In Section 2, the chaotic system model is given. In Section 3, related knowledge is introduced. The encryption scheme is described in Section 4. Simulation results and performance analyses are reported in Section 5. Finally, the conclusions are drawn in Section 6.

### II. CHAOTIC SYSTEM MODEL

In 2018, Karthikeyan et al. [7] proposed a parameter-controlled multi-scroll chaotic attractor, whose system equation is as follows:

\[
\begin{align*}
    f(x) &= \text{sgn}(x) + \text{sgn}(x + b) + \text{sgn}(x - b) \\
          &+ \text{sgn}(x + 2b) + \text{sgn}(x - 2b) \\
    \dot{x} &= g(y - ax + f(x)) - c, \\
    \dot{y} &= x - y + z, \\
    \dot{z} &= -dy. \\
\end{align*}
\]

On the basis of the system (1), we introduce a controller \( u \) and a nonlinear function \( g(y) \), whereby \( u \) feeds back to \( y \) at the same time as the original controller \( y \) feeds back to the controller \( u \). These two operations allow the four system controllers to interact with each other, making the relationship more complex. The newly constructed chaotic system equation is as follows:

\[
\begin{align*}
    f(x) &= \text{sgn}(x) + \text{sgn}(x + b) + \text{sgn}(x - b) + \text{sgn}(x + 2b) + \text{sgn}(x - 2b) \\
    g(y) &= \text{sgn}(y) + \text{sgn}(y + b) + \text{sgn}(y - b) \\
    \dot{x} &= g(y - ax + f(x)) - c, \\
    \dot{y} &= x - y + z, \\
    \dot{z} &= -dy, \\
    \dot{u} &= ey^2 - u + g(y). \\
\end{align*}
\]

where \( a, b, c, d, e, g \) are system parameters and \( c \) is the control parameter. For example, when \( a = 0.3, b = 7.06, c = 1.89, d = -26.2, e = 2, g = 11 \), a four-winding chaotic attractor is produced.

### A. ANALYSIS OF THE NUMBER OF CHAOTIC ATTRACTIONS IN A SCROLL

By assigning different values to the control parameter \( c \), system (2) generates different numbers of scroll chaotic attractors. The number of chaotic attractors of different scrolls and their corresponding parameters are listed in Table 1, and the plane phase diagram is shown in Fig. 1.

| Multi-scroll | Parameters | Fig. |
|--------------|------------|-----|
| 1-Scroll     | 0.3, 7.06, -26.2, 2, 11, 38 | 1a  |
| 2-Scroll     | 0.3, 7.06, -26.2, 2, 11, 0.1 | 1b  |
| 3-Scroll     | 0.3, 7.06, -26.2, 2, 11, 0.7 | 1c  |
| 4-Scroll     | 0.3, 7.06, -26.2, 2, 11, 1.89 | 1d  |

### B. TIME SERIES ANALYSIS

When \( a = 0.3, b = 7.06, c = 1.89, d = -26.2, e = 2, g = 11 \), the values of \( x, y, z, u \) change with time \( t \) as shown in Fig. 2.

### C. FOUR-WINDING CHAOTIC ATTRACTOR PHASE DIAGRAM

When \( a = 0.3, b = 7.06, c = 1.89, d = -26.2, e = 2, g = 11 \), the three-dimensional phase diagram of the four-winding chaotic attractor generated by system (2) is as shown in Fig. 3.
III. RELEVANT KNOWLEDGE

A. BIT PLANE OF THE IMAGE

Information is stored in computers as binary data, which are expressed by 0s and 1s. Thus, the binary sequence of the pixel values in a digital image is represented by 0s and 1s. Taking the binary number of the position of each pixel value in the digital image constitutes an image of the same size as the original. The resulting image is referred to as the bit plane of the image. The bit plane position and weight of the grayscale image are presented in Table 2.

As can be seen from Table 2, the grayscale image can be decomposed into eight bit planes. As the weight of each bit plane is different, the amount of image information contained in each bit plane is also different. The percentage of information contained in each bit plane image is calculated as follows:

$$I(i) = \frac{2^{i-1}}{255} \times 100\%, \quad i = 1, 2, 3, 4, 5, 6, 7, 8 \quad (3)$$

The calculation results are presented in Table 3; the experimental bit plane decomposition diagram of the Lena image is shown in Fig. 5.

From Table 3, we find that the amount of image information contained in the bit planes gradually increases from low to high (that is, from the first to the eighth bit from the right). The lower two bit planes (from the 1st to the 2nd bit),
account for only 1.177% of the original image information, whereas and the higher six bit planes (from the 3rd to the 8th) contain 98.823% of the original information.

It can also be seen from Fig. 5 that, from the 8th bit plane to the 3rd bit plane, the image sharpness becomes progressively worse, but some image information is still visible. This shows that these six bit planes contain most of the information about the plaintext image. The images in the 2nd and 1st bit planes are blurred, which indicates that these two bit planes contain very little information about the plaintext image. Therefore, different encryption algorithms can be designed according to the amount of image information contained in each bit plane.

B. SAME OR OPERATION
The “same OR” operation and the “exclusive OR” operation have the same effect. The “same OR” operation is defined as follows: when the input variables are the same, the output is 1, and when the input variables are different, the output is 0. The calculation results are presented in Table 4.

C. SOME BASIC PROPERTIES AND ARITHMETIC RULES OF MATRICES
Let $Q$ be an orthogonal matrix and $P$ be a general matrix that satisfies the multiplication condition with $Q$. Then:

i. The inverse of $Q$ exists and $Q^{-1} = Q^T$.

ii. $Q^{-1}Q = QQ^{-1} = QQ^T = E$, where $E$ is the identity matrix.

iii. If $A = QP$, then $P = Q^{-1}A = Q^TA$.

iv. If $Q_1, Q_2, \ldots, Q_n$ are orthogonal matrices with the same rank as $Q$, and $A_1 = Q_1Q_2 \ldots Q_nP$ then $P = Q_n^{-1}Q_{n-1}^{-1} \ldots Q_1^{-1}A_1$.

IV. DESCRIPTION OF IMAGE ENCRYPTION ALGORITHM BASED ON CHAOTIC SEQUENCE
The flow chart of the encryption is shown in Fig. 6.

A. ENCRYPTION ALGORITHM
Given a grayscale image $A$, the encryption steps are as follows:

Step 1: Input grayscale image $A$, initial value of chaotic system $y_0 = [0.1, 0.2, 0.5]$, and the step size $L = 0.01$, and find the total iteration time $T = (200 + P \times P) \times L$, where $P = \max(m, n)$.

Step 2: Call the ode45 function, iterate system (2), and generate four chaotic sequences.

Step 3: Treat the four chaotic sequences as follows:

$$A1(:,:,i) = \text{reshape}(y(201:end - 1, i), P, P), i = 1, 2, 3, 4$$

(4)
where \( y(201 : end - 1, i) \) is used to take the value of chaotic sequence \( y(i) \) from 201 to \( (200 + P \times P) \) and \( \text{reshape}(y(201 : end - 1, i), P, P) \) is used to convert the extracted values of \( P \times P \) into the matrix of \( P \times P \).

**Step4:** The four matrices \( P \times P \) are subjected to Schur decomposition to produce four orthogonal matrices \( U_1, U_2, U_3, U_4 \).

**Step5:** If \( P = m \), then \( A_2 = U_4 \times U_3 \times U_2 \times U_1 \times A \); if \( P = n \), then \( A_2 = A \times U_1 \times U_2 \times U_3 \times U_4 \).

**Step6:** Repeat steps 3–6 \( n1(n1 \geq 2) \) times.

**Step7:** Convert \( A_2 \) into matrix \( A_3 \), which has one row and \( m \times n \) columns; map all the elements to integers between 0 and 255 using the following mapping formula:

\[
A3(i) = \text{round}(\frac{A3(i) - (\min(A3)) - 1}{\max(A3) - (\min(A3)) - 1}) \times 255; \quad i1 = 1, 2, 3, \ldots, P \times P
\]  

**Step8:** The fourth chaotic sequence is treated as follows:

\[
B = \text{mod}(\text{round}(y(200 : (N + 200), 1) \times 10^{15}), 5) + 1
\]

\[
B1 = \text{mod}(\text{round}(y(200 : (N + 200), 2) \times 10^{15}, (N - 1)) + 1
\]

\[
B2 = \text{mod}(\text{round}(y(200 : (N + 200), 2) \times 10^{15}), 256) + 1
\]

\[
B3 = \text{mod}(\text{round}(y(200 : (N + 200), 3) \times 10^{15}), 256) + 1
\]

\[
B4 = \text{mod}(\text{round}(y(200 : (N + 200), 4) \times 10^{15}), 256) + 1
\]

\[
B5 = B2 + B3
\]

\[
B6(i2) = B3(i2) \oplus B4(i2), \quad i2 = 1, 2, 3, \ldots, m \times n
\]

where \( N = m \times n \).

**Step9:** Convert all elements of sequence \( B5 \) to integers between 0 and 255. If \( B5(i3) > 255 \), then \( B5(i3) = B5(i3) - 255 \); if \( B5(i3) \leq 255 \), then \( B5(i3) = B5(i3) \).

**Step10:** Convert \( A3 \) to a binary number to obtain matrix \( A4 \), and extract the binary numbers of the first six columns of \( A4 \) (that is, the upper six bits of each row) to form the matrix \( A5 \).

**Step11:** Each row of binary numbers is disturbed in \( A5 \) to obtain the matrix \( A6 \). The disturbance formula is as follows:

\[
A6(i4, :) = \text{circshift}(A5(i4, :) \times B(i4), 2), \quad i4 = 1, 2, 3, \ldots, m \times n
\]  

where \( A5(i4, :) \) denotes all columns of row \( i4 \) in matrix \( A5 \), and \( \text{circshift}(A, k, 2) \) denotes that all elements of the row vector \( A \) are moved \( k \) units clockwise.

**Step12:** All column elements in \( A6 \) are disturbed to give \( A7 \). The disturbance formula is as follows:

\[
A7(:, i5) = \text{circshift}(A6(:, i5), B1(i5), 1), \quad i5 = 1, 2, 3, 4, 5, 6
\]

where \( A7(:, i5) \) denotes all rows of column \( i5 \) in matrix \( A7 \) and \( \text{circshift}(A, k, 1) \) denotes that all elements of the column vector \( A \) are moved \( k \) units clockwise.

**Step13:** Convert \( B5 \) into the binary matrix \( A8 \), containing \( m \times n \) rows and eight columns, and all elements of the first six columns of \( A8 \) (that is, the upper six bits of each row) are applied to the same OR operation with \( A7 \) to obtain matrix \( A9 \). This matrix is merged with the lower two bits of \( A4 \) (that is, the last two columns) to give a new binary matrix \( A10 \) consisting of \( m \times n \) rows and eight columns. \( A10 \) is then converted to a decimal number.

**Step14:** Use \( A10 \) to perform a bitwise same OR operation with \( B6 \), resulting in the final encrypted image \( A11 \).

### B. DECRYPTION ALGORITHM DESCRIPTION

**Step1:** Input the encrypted image matrix \( A11 \), initial value of the chaotic system \( y_0 = [0.1, 0.2, 2, 0.5] \), and the step size \( L = 0.01 \), and find the total iteration time \( T = (200, +P \times P) \times L \) where \( P = \max(m, n) \).

**Step2:** The fourth chaotic sequence is treated as follows:

\[
B = \text{mod}(\text{round}(y(200 : (N + 200), 1) \times 10^{15}), 5) + 1
\]

\[
B1 = \text{mod}(\text{round}(y(200 : (N + 200), 2) \times 10^{15}, (N - 1)) + 1
\]

\[
B2 = \text{mod}(\text{round}(y(200 : (N + 200), 2) \times 10^{15}), 256) + 1
\]

\[
B3 = \text{mod}(\text{round}(y(200 : (N + 200), 3) \times 10^{15}), 256) + 1
\]

\[
B4 = \text{mod}(\text{round}(y(200 : (N + 200), 4) \times 10^{15}), 256) + 1
\]

\[
B5 = B2 + B3
\]

\[
B6(i2) = B3(i2) \oplus B4(i2), \quad i2 = 1, 2, 3, \ldots, m \times n
\]

where \( N = m \times n \).

**Step3:** A bitwise same OR operation is applied to \( A11 \) and \( B6 \) to form a new sequence \( D \).

**Step4:** Convert \( D \) into the binary matrix \( D1 \), and take the binary numbers of the first six columns (that is, the upper six bits of each row) of \( D1 \) to form the matrix \( D2 \).
Step5: Convert sequence $B_5$ into the binary matrix $D_3$, and take all the elements of the upper six bits from $D_3$ to produce matrix $D_4$.

Step6: Perform a bitwise same OR operation on the matrices $D_4$ and $D_2$, and then restore the rows and columns to obtain the matrix $D_5$.

Step7: Combine the lower two bits of $D_5$ and $A_{11}$ (that is, the last two columns) into a binary matrix $D_7$ containing $m \times n$ rows and eight columns.

Step8: The four chaotic sequences are treated as follows:

$$D_8(:, :, i) = \text{reshape}(y(201: \text{end} - 1, i), P, P), i = 1, 2, 3, 4$$

(10)

Step9: The four $P \times P$ matrices obtained are separately subjected to Schur decomposition to give four orthogonal matrices $U_1, U_2, U_3, U_4$.

Step10: Multiply $D_7$ by $U_1^{-1}, U_2^{-1}, U_3^{-1}, U_4^{-1}$ to obtain the decrypted image $A$.

V. EXPERIMENTAL RESULTS AND ANALYSIS

A. EXPERIMENTAL PLATFORM

Experiments were conducted using a Windows 7 (64 bit) PC with an Intel(R) Core(TM) i5-6500 CPU @ 3.70 GHz and 8 GB RAM. The encryption algorithm described in the previous section was implemented by writing a program in Matlab R2014a.

B. EXPERIMENTAL RESULTS

The experiment was performed using grayscale versions of the Lena, Boat, Baboon, Peppers, Couple and Leaf images. Each image contained $256 \times 256$ pixels, although the proposed method can be applied to grayscale images of other sizes. The plaintext, encrypted, and decrypted images are shown in Fig. 7.

C. KEY SPACE ANALYSIS

One of the most important factors determining the strength of an image encryption algorithm is the size of the key space. The key space is the digital space that can be used as an encryption and decryption key. A larger key space produces a stronger ability to resist brute force attacks. The key of the method described in this paper consists of four initial values $y_0$ and the system parameters $a, b, c, d, e, g$. With a computer accuracy of $10^{-15}$, the key space of the algorithm is $10^{135} > 2^{100}$ (if the key space of an image encryption algorithm is greater than $2^{100}$, then it is considered to be safe[22], [23]). Therefore, the proposed algorithm is sufficiently secure.

D. ANALYSIS OF INFORMATION ENTROPY

Information entropy is an important indicator of randomness, which reflects the distribution of gray values of images. If the gray value distribution is uniform, then the information entropy of the image is relatively large. The information entropy of an image is calculated as:

$$H(C) = -\sum_{i=1}^{L} p(x_i) \log_2 p(x_i)$$

(11)
where \( p(x_i) \) is the probability of \( x_i \) and \( L \) is the total number of \( x_i \). For grayscale images, the theoretical maximum information entropy is 8; the closer the image information entropy is to the theoretical maximum, the more random the grayscale distribution of image pixels. The information entropy of Lena, Baboon, Boat, Peppers, and Couple before and after encryption is presented in Table 5. The simulation results show that the pixel value distribution of the encrypted images is very uniform, and the algorithm has a good encryption effect.

Taking Lena as an example, the information entropy after encryption is compared with the information entropy of several methods described in the literature [16], [17], [24]–[26]. The comparative results in Table 6 demonstrate that the information entropy after image encryption by the proposed algorithm is obviously superior to that following encryption by the previous methods [16], [17], [24]–[26], and so the proposed algorithm has a better encryption effect.

**E. ANALYSIS OF FIXED-POINT RATIO AND GRAY AVERAGE CHANGE VALUE**

The fixed-point ratio is the percentage of pixel points whose gray value does not change after the image is encrypted; it is given by:

\[
BD(G, C) = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} f(i, j)}{MN} \times 100\% \quad (12)
\]

where \( f(i, j) = \begin{cases} 1, & g_y = c_y \\ 0, & g_y \neq c_y \end{cases} \). The fixed points of the algorithm as calculated by Eq. (12) are presented in Table 7.

The gray average change value evaluates the gray level change of the encrypted image. This is calculated as:

\[
GAVE(C, G) = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} |c_y - g_y|}{MN} \quad (13)
\]

where \( G \) is the plaintext image and \( C \) is the ciphertext image. The average change in the gray level produced by the proposed algorithm is presented in Table 8.

**F. HISTOGRAM ANALYSIS**

The image histogram reflects the distribution of image pixel values. A flatter histogram indicates that the pixel value distribution is more uniform. Figure 8 shows histograms of the original and encrypted versions of the Lena, Baboon, Boat, Peppers, and Couple images. The variances of histograms of an image with 256 gray levels can be computed by

\[
\text{var}(Z) = \frac{1}{256^2} \sum_{i=0}^{255} \sum_{j=0}^{255} (z_i - z_j)^2 \quad (14)
\]

where \( Z = \{z_0, z_1, \ldots, z_{255}\} \) is the vector of the histogram values, \( z_i \) and \( z_j \) are the numbers of pixels which gray values are equal to \( i \) and \( j \), respectively.

Table 9 lists the variances of the histogram of the plain image and cipher image. When the variance is lower, the uniformity of the image is higher [30]. The variances of the cipher images are largely reduced compared to those of the plain image in Table 9.

From Table 9, we can see that the cipher images generated by our encryption algorithm are random enough and the proposed encryption scheme has very high security level.

**G. KEY SENSITIVITY ANALYSIS**

A small change in the key will result in a great change in ciphertext. This is the key sensitivity. This experiment used the Boat image as an example. Figure 9 shows the sensitivity of the algorithm to the initial key. Figure 9(a) is
FIGURE 9. Key sensitivity experiment analysis (a) Plaintext image, (b) Ciphertext $Y_0$ (key is $y_0$), (c) Ciphertext $Y_1$ (key is $y_1$), (d) Correct $Y_0$ decryption result, (e) $Y_0$ using $y_1$: incorrect decryption result, (f) $Y_1$ using $y_0$: incorrect decryption result.

The difference between the two images can also be measured by the pixel change rate (NPCR) and the normalized mean change intensity (UACI). These metrics are calculated as follows:

$$\text{NPCR} = \frac{\sum_{i,j} D(i,j)}{M \times N} \times 100\%$$

(15)

$$\text{UACI} = \frac{\sum_{i,j} |C_1(i,j) - C_2(i,j)|}{M \times N \times 255} \times 100\%$$

(16)

where $D(i,j) = \begin{cases} 1, & C_1(i,j) \neq C_2(i,j) \\ 0, & C_1(i,j) = C_2(i,j) \end{cases}$, $M \times N$ is the image size, and $C_1(i,j), C_2(i,j)$ are the pixel values of the two images at position $(i,j)$. Larger values of NPCR and UACI indicate a greater difference between the two images. To better evaluate the key sensitivity of the algorithm,
TABLE 10. Key sensitivity test results.

| Images  | Lena | Baboon | Boat |
|---------|------|--------|------|
| Test value | 0.9961 | 0.3361 | 0.9965 | 0.3361 | 0.9957 | 0.335 |
| Ref. [29] | 0.9957 | 0.3508 | — | — | — | — |
| Ref. [30] | 0.9962 | 0.3344 | 0.9961 | 0.3349 | — | — |
| Ref. [31] | 0.9962 | 0.3347 | — | — | 0.996 | 0.334 |
| Ref. [32] | 0.9961 | 0.3347 | 0.9961 | 0.3347 | — | — |
| Ref. [33] | 0.9954 | 0.33443 | — | — | — | — |

TABLE 11. Test results of correlation coefficient between plaintext and ciphertext images.

| Image   | Horizontal correlation coefficient | Vertical correlation coefficient | Diagonal direction correlation coefficient |
|---------|-----------------------------------|----------------------------------|------------------------------------------|
| Lena    | 0.949                             | -0.0327                          | 0.907                                    |
| Baboon  | 0.6961                           | -0.0138                          | 0.829                                    |
| Boat    | 0.9625                           | -0.0031                          | 0.8296                                  |
| Peppers | 0.979                            | -0.0036                          | 0.9706                                  |
| Cowpel | 0.8881                           | 0.0082                           | 0.9195                                  |

Next experiment used the Boat image as an example. Figure 10 shows the sensitivity of the algorithm to the initial key. Figure 10(a) is the plaintext image, Figs. 10(b) and 10(c) show the encrypted ciphertext images \( W_0 \) and \( W_1 \) given by the keys \( w_0 = [0.1, 0.2, 2, 0.5] \) and \( w_1 = [0.100000000000001, 0.2, 2, 0.5] \). The test values given by several previous methods [29]–[33] are presented in Table 10. It can be seen that the proposed algorithm has a good test effect, demonstrating that the encryption algorithm proposed in this paper has good key sensitivity.

H. CORRELATION ANALYSIS OF ADJACENT PIXELS

One feature of digital images is the strong correlation between adjacent pixels. To calculate the correlation between adjacent pixels before and after encryption, 5000 sets of adjacent pixels were randomly selected in the horizontal, vertical, and diagonal directions of the plaintext and ciphertext images. The horizontal, vertical, and diagonal correlation coefficients were calculated using Eq. (17), and the test results are listed in Table 11. The pixel correlation of the Peppers plaintext image and the ciphertext image in the horizontal, vertical, and diagonal directions is shown in Fig. 11.

From Fig. 11, it is clear that the pixel points of the plaintext image in all three directions are concentrated near the diagonal, indicating strong correlation between the pixels of the

\[
\begin{align*}
E(x) &= \frac{1}{K} \sum_{i=1}^{K} x_i, \\
D(x) &= \frac{1}{K} \sum_{i=1}^{K} (x_i - E(x))^2, \\
Cov(x, y) &= \frac{1}{K} \sum_{i=1}^{K} (x_i - E(x))(y_i - E(y)), \\
r_{xy} &= \frac{Cov(x, y)}{\sqrt{D(x)D(y)}}
\end{align*}
\]

(17)
plaintext image. In contrast, the pixels are evenly distributed and scattered in all three directions of the ciphertext image, indicating that the correlation between the pixels has been destroyed. Therefore, the proposed algorithm can effectively reduce the strong correlation between adjacent pixels of the image and has a good effect on image encryption.

I. ANTI-SHEAR ATTACK ANALYSIS

To test the anti-shearing ability of the algorithm, we cut off the image of $40 \times 40$ in the middle of the encrypted image, as shown in Fig. 12(b), and then decrypted the cut image. The decrypted image is shown in Fig. 12(d). Fig. 12(a) shows the original encrypted image and Fig. 12(c) shows the decrypted image of the original encrypted image. Comparing Fig. 12(c) with Fig. 12(d), the pixel values of some points in Fig. 12(d) changed, but the general information about the plaintext image could still be displayed. Therefore, the encrypted image still had a certain decryption effect after being subjected to a cut attack.

J. ANTI-NOISE ATTACK ANALYSIS

Salt and pepper noise is a type of noise that is often seen in images. Salt and pepper noise may occur when image signals are suddenly and strongly interfered with, or result from analog digital converters or bit transmission errors. To test the anti-salt noise attack ability of the proposed algorithm, we added 10% salt and pepper noise to the Lena encrypted image. The encrypted image after noise is shown in Fig. 13(b). The noisy image was then decrypted, and the decrypted image is shown in Fig. 13(d). Fig. 13(a) shows the original encrypted image and Fig. 13(c) shows the original
decrypted image. Comparing Fig. 13(c) with Fig. 13(d), some pixel values in Fig. 13(d) changed, but the approximate information of the original plaintext image could still be displayed. This shows that the encrypted image still had a certain decryption effect after being attacked by salt and pepper noise.

VI. CONCLUSION
This paper has described a new image encryption algorithm based on a parameter-control scroll chaotic attractor. Firstly, a novel chaotic system was constructed, and some basic dynamic characteristics of the chaotic system were analyzed. Secondly, the chaotic sequence was decomposed using the Schur decomposition method to obtain N orthogonal matrices. These N orthogonal matrices were multiplied by the plaintext matrix. Finally, the six high-order bit planes were subjected to disturbance and “same OR” operations, and the scrambled image matrix was combined with the low two-bit matrix to obtain an eight-bit matrix. At the same time, the same OR operation was applied to the disturbed image matrix and the chaotic sequence to obtain the final encrypted image. Comprehensive analysis has demonstrated that the proposed algorithm achieves a large key space and has a good effect on image encryption.
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