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Abstract

Many real-world problems like Social Influence Maximization face the dilemma of choosing the best $K$ out of $N$ options at a given time instant. This setup can be modeled as a combinatorial bandit which chooses $K$ out of $N$ arms at each time, with an aim to achieve an efficient trade-off between exploration and exploitation. This is the first work for combinatorial bandits where the feedback received can be a non-linear function of the chosen $K$ arms. The direct use of multi-armed bandit requires choosing among $N$-choose-$K$ options making the state space large. In this paper, we present a novel algorithm which is computationally efficient and the storage is linear in $N$. The proposed algorithm is a divide-and-conquer based strategy, that we call CMAB-SM. Further, the proposed algorithm achieves a regret bound of $\tilde{O}(K^{\frac{1}{2}}N^{\frac{1}{3}}T^{\frac{2}{3}})$ for a time horizon $T$, which is sub-linear in all parameters $T$, $N$, and $K$.

1. Introduction

Multi-Armed Bandits (MAB) can be used to solve problems in domains where an agent chooses an arm to play at each time instant and receives a reward. The goal of the agent is to perform online learning to select the best arm as early as possible after some initial exploration. However, many real-world problems are combinatorial in nature, where the agent chooses $K$ out of $N$ arms at each time and receives an aggregate reward. For example, the problem of Social Influence Maximization where the aim is to select a subset of individuals in a social network to adopt a new product or innovation, and the target is to trigger a large cascade of further adoptions (Domingos and Richardson, 2001). We have studied it later in great detail. Other applications include daily advertising campaign characterized by a set of sub-campaigns (Zhang et al., 2012; Nuara et al., 2018), erasure-coded storage (Xiang et al., 2016) where $K$ out of $N$ servers are chosen to obtain the content for each request, and cross-selling item selection with $K$ items in the bundle (Wong et al., 2003).

We consider the setting where the agent plays a complex action made by choosing $K$ out of $N$ arms at each time and only receives an aggregate reward. This reward is a function of the rewards of different arms. This is an instance of Combinatorial Multi-Armed Bandit
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(CMAB) problem. Based on the history of actions played and rewards observed, the action at the next time is taken. This paper aims to find an efficient algorithm to minimize the gap between the reward obtained by choosing the best $K$ arms at each time and the arms chosen by the CMAB algorithm, for a given time horizon $T$. Only an aggregate reward, a possibly non-linear function of individual arms’ rewards, is observed. The non-linear function makes it hard to estimate the rewards of each arm individually. Thus, algorithms that either assume access to, or first estimate, the individual arm rewards do not directly work (Chen et al., 2013; Lin et al., 2014). To our knowledge, this is the first work that proposes an algorithm for the CMAB problem with non-linear aggregate rewards without any extra feedback.

One way for solving CMAB with non-linear feedback is to treat every action (consisting of $K$ arms) as an arm and apply the classical MAB framework using Upper Confidence Bound (UCB) algorithm (Auer and Ortner, 2010). However, as the number of arms $N$ and the subset size $K$ increases, the total number of actions increases exponentially. Consider a case where $N = 30$, $K = 15$, and playing each action costs 1 second. The time to explore all possible actions a single time will take $\binom{30}{15}$ seconds or approximately 5 years. Moreover, to store all the possible actions and their rewards requires large memory, which might not be possible for applications with limited storage constraints (Liau et al., 2018). This paper proposes a novel algorithm, called CMAB-SM, which explores only $O(N)$ actions, and achieves a regret bound of $\tilde{O}(K^{1/2}N^{1/3}T^{2/3})$. We note that using the UCB approach as mentioned, the regret bound will be $O\left(\sqrt{\frac{N}{K}}T\right)$, which is better than the proposed bound of $O(T^{2/3})$ for small values of $N$ and $K$. However, this is not the case when $N$ and $K$ are large. Again for the case of $N = 30$, and $K = 15$, the regret bounds of CMAB-SM will match that of UCB only when $T$ is approximately $4 \times 10^{26}$. Further, CMAB-SM has a storage complexity of $O(N)$, and per round time complexity of $\tilde{O}(K)$, making it efficient.

1.1. Our Contributions

The main contributions of this paper can be summarized as follows:

1. We propose CMAB-SM, the first, efficient algorithm for the CMAB problem when the reward is non-linear and no additional feedback about individual arms is available.

2. We use the theory of stochastic dominance to obtain ordering of individual arms instead of estimating arm distributions directly, which alleviates the need of linear feedback. This approach may be of independent interest for MAB problems.

3. We prove that CMAB-SM achieves a regret of $\tilde{O}(K^{1/2}N^{1/3}T^{2/3})$ when the exploration-exploitation procedure runs for time horizon $T$. Thus the regret is sub-linear with respect to each parameter.

4. We prove the algorithm is efficient, with time complexity of $O(TK \log K)$ and space complexity of $O(N)$.

5. We apply CMAB-SM to some synthetic problems and show that it outperforms the UCB algorithm.

---

1. $\tilde{O}()$ hides the logarithmic factors.
1.2. Key techniques

We now summarize the method and proof techniques used. CMAB-SM divides all \( N \) arms into groups of \( K+1 \) arms, such that each group contains only \( K+1 \) actions as there are \( K \) arms to choose from \( K+1 \) arms. Since choosing \( K \) out of \( K+1 \) is equivalent to removing 1 out of \( K+1 \), there is a one-to-one mapping between arms and actions in a group. We sort the actions (and the corresponding arms) in each group which requires time steps of polynomial order in \( K \). We then merge those groups one by one and obtain the best \( K \) arms.

For the analysis, we assume certain properties on the reward distributions of the different arms, and on the function of rewards of individual arms. More precisely, we use the theory of stochastic dominance to differentiate between cumulative distribution functions. The reward distributions of different arms are assumed to dominate or be dominated by each other. Further, the non-linear function is assumed to be symmetric in the rewards obtained from each arm, and the mean of the function is assumed to be continuous (in terms of dominated inputs). These properties are satisfied in case of a few reward distributions (e.g., Bernoulli rewards), and few non-linear functions (e.g., maximum).

1.3. Related Work

Combinatorial Bandits have been studied where the agent chooses \( K \) of the \( N \) arms in each round (Dani et al., 2008b; Cesa-Bianchi and Lugosi, 2012; Audibert et al., 2014; Dani et al., 2008a; Abbasi-Yadkori et al., 2011). In these works, it is assumed that the reward function in each round is linear in the different arms. They consider a setting where at time \( t \), the agent selects an arm \( x_t \in D_t \) and observes a reward \( \theta^T x_t \), where \( D_t \subset \mathbb{R}^K \) is the decision set and \( \theta \in \mathbb{R}^K \) is a constant vector. Due to this linear function, the problem is also called online linear optimization. The algorithms proposed in these works use the linearity of the reward function to estimate rewards of individual arms and achieve a regret of \( \tilde{O} \left( \sqrt{T} \right) \).

Weights are then assigned to each of the \( \binom{N}{K} \) actions to decide the action in the next round; such approaches are not computationally efficient for large \( N \). The work of (Liau et al., 2018) reduces the space complexity at the cost of regret bounds. However, they still loop over all the arms and the regret bound becomes exponential in \( K \). For a linear function, such as sum of rewards, we can construct arms which is a binary \( K \)-sparse vector of length \( N \). Such a setting has \( N \) unknown variables, and those unknowns could be obtained using least squares as done by (Dani et al., 2008a) or regularized least squares (Abbasi-Yadkori et al., 2011). We consider non-linear functions for which the expected rewards of individual arms could not be obtained using least squares solution.

(Filippi et al., 2010; Jun et al., 2017; Li et al., 2017) studied the problem of generalized linear models (GLM) where reward \( r_t \) is a function \( f : \mathbb{R} \rightarrow \mathbb{R} \) of \( z = \theta^T x_t \). Generalized linear models assume the distribution of bandit reward \( r_t \) belongs to a cannonical exponential family. The exponential distribution allows the use of log-likelihood maximization to obtain estimates of arm parameters which increase the likelihood of observed rewards. Generalized Linear Models assume that the expected reward of the arm played is a nonlinear function of the linear combination of features of the action played with a fixed parameter. This is different than our setup where we assume the reward of the action played is a non linear function of individual realization of rewards of each arm.
GLM (and linear) models have long and rich history across many disciplines such as finding a target item among multiple options (Kveton et al., 2020). GLMs also have many interesting theoretical and statistical properties. But there are settings where GLMs do not accurately model rewards. For example, in the case where multiple arms are selected and the joint reward is the maximum of individual rewards, the joint rewards is not a linear combination of the individual arm rewards.

(Kveton et al., 2014) provides a UCB style algorithm for matroid bandits, where the agent selects a maximal independent set of rank \( K \) to maximize sum of rewards of each arm. They assume rewards of each of the \( K \) arms is also observed in each round. Such a setup, where the rewards of each of the \( K \) arms is also available to agent, is referred to as a semi-bandit problem. (Gai et al., 2010) also considered the problem of semi-bandits for the problem of maximum weighted matching for cognitive radio applications. (Kveton et al., 2015b) showed that the UCB algorithm provides a tight regret bound for semi-bandit combinatorial bandit problem with linear reward function. The authors of (Chen et al., 2013) considered combinatorial semi-bandit problem with non-linear rewards using a UCB style analysis. The authors of (Lin et al., 2014) assumed combinatorial bandit problem with non-linear reward function and feedback, where the feedback is a linear combination of rewards of the \( K \) arms. Such feedback of linear function of rewards allows for the recovery of individual rewards. In contrast to prior works, this paper does not consider the availability of individual arm rewards or a linear feedback. With only aggregate, non-linear feedback, it might not be possible to obtain the exact values of the rewards of base arms.

1.4. Organization

The rest of the paper is organized as follows. In Section 2, we provide the model under consideration and the assumptions that are taken for the analysis. Section 3 presents the proposed algorithm, CMAB-SM. The main result is provided in Section 4. Section 5 illustrates our results on a synthetic example where a continuous reward distribution and a non-linear reward function is chosen. Section 6 presents the conclusions with directions for future work.

2. Problem Formulation and Assumptions

2.1. Problem Setup

We now describe the stochastic combinatorial multi-armed bandit problem we consider. There are \( N \) “arms” labeled as \( i \in [N] = \{1, 2, \ldots, N\} \). Each time an arm is chosen or “played,” there is a reward. Let \( X_{i,t} \in [0,1] \) be a random variable denoting the reward of the \( i^{th} \) arm, at time-step \( t \) (also referred to as time \( t \)). We assume that \( X_{i,t} \) are independent across time and arms, and for any arm the distribution is identical at all times. Also, if some analysis is independent of time variable, we will drop the subscript \( t \) and write only \( X_i \). The rewards could be discrete valued, continuous valued, or mixed.

At each time instant, the agent chooses an action \( a = (a_1, a_2, \ldots, a_K) \) which is a \( K \)-tuple of arms. Let \( \mathcal{A} = \{ a \in [N]^K \mid a(i) \neq a(j) \ \forall \ i, j : 1 \leq i < j \leq K \} \) be the set of all such actions which can be constructed using \( N \) arms. Thus the cardinality of \( \mathcal{A} \) is \( \binom{N}{K} \). We denote the action played at time \( t \) as \( a_t \in \mathcal{A} \). For an action \( a = (a_1, a_2, \ldots, a_K) \) let
\( \mathbf{d}_{a,t} = (X_{a_1,t}, X_{a_2,t}, \ldots, X_{a_K,t}) \in [0,1]^K \) denote the column vector of arm rewards at time \( t \) from action \( a \). The reward \( r_a(t) \) of action \( a \) at time \( t \) is a bounded function \( f : [0,1]^K \to [0,1] \) of the rewards from the arms chosen in that action,

\[
    r_a(t) = f(\mathbf{d}_{a,t}).
\]

Later in the text, we will skip index \( t \) for brevity, where it is unambiguous. If at time \( t \), action \( a_t \) is played, \( \mathbf{d}_{a_t,t} \) will be simplified to \( \mathbf{d}_{a_t} \). Also if we analyze behavior for action \( a \) such that its reward vector is independent and identically distributed across time, we will drop the subscript and use only \( \mathbf{d}_a \) for brevity.

In many practical systems, the real reward is a non-linear function of noisy reward instead of a non-linear function of expected rewards plus noise. For example, consider a distributed system. A job may be forked into multiple parallel tasks. The completion time of the job depends on the maximum time taken to finish any of the task. Hence, the completion time of the job is a non-linear function of the completion time of the sub-tasks. Another example for non-linear function of individual rewards is item selection in cross-selling. In cross-selling the total profit of the seller is sum of individual profits plus an additional advantage made from the combined transaction. The additional advantage can be modelled as a quadratic term of the individual items sold (Wong et al., 2003).

For a linear case, the two cases are equivalent as

\[
    r_t = f(\mathbf{d}_{a_t}) = \theta^T \mathbf{d}_{a_t} = \theta^T (\mathbb{E}[\mathbf{d}_{a_t}] + \eta_t) = \theta^T \mathbb{E}[\mathbf{d}_{a_t}] + \theta^T \eta_t = f(\mathbb{E}[\mathbf{d}_{a_t}]) + \epsilon_t
\]

For non-linear case, this formulation does not simply reduce to function of expected rewards plus noise. However, we can still write the reward as the expected bandit reward plus noise, or

\[
    r_t = \mathbb{E}[f(\mathbf{d}_{a_t})] + \epsilon_t
\]

Similarly to the work of (Auer and Ortner, 2010), we aim to maximize the expected reward for the actions selected over time. Further, we intend to improve the finite time regret bounds for the same. We denote the expected reward of any action \( a \in \mathcal{A} \) as \( \mu_a \), or \( \mu_a = \mathbb{E}_{\mathbf{d}_a,|a_t=a}[r_{a_t}] \).

We assume that there is an action \( a^* \) for which the expected reward \( \mu_{a^*} \) is highest among all actions \( a \in \mathcal{A} \),

\[
    a^* = \arg \max_{a \in \mathcal{A}} \mu_a
\]

We refer to this action \( a^* \) as “optimal.” Given an optimal action, regret for an action at time \( t \) can be defined as follows.

**Definition 1 (Regret)** The regret of an action \( a_t \) at time \( t \) is defined as the difference between the reward obtained by the optimal action and the reward obtained by \( a_t \), or

\[
    R(t) = r_{a^*}(t) - r_{a_t}(t)
\]
The objective is to minimize the expected regret (also known as pseudo-regret) accumulated during the entire time horizon,

$$W(T) = E_{a_1,r_{a_1}(1),\ldots,a_T,r_{a_T}(T)} \left[ \sum_{t=1}^{T} R(t) \right]$$

(4)

2.2. Assumptions

We now discuss the technical assumptions which are required to prove the regret bounds for the CMAB-SM algorithm. We note that many of the assumptions are not required for the algorithm to work, only to prove the guarantees.

The function $f$ is assumed to be symmetric, so that the ordering within the tuple does not matter. In other words, the rewards for an action is symmetric in its constituent arms. This assumption is true for certain problem settings where the ordering among the individual arms is not important, like the maximum of rewards, or the sum of rewards of the individual arms. This assumption is given as follows.

**Assumption 1 (Symmetry)** $f$ is a symmetric function of the rewards obtained by the constituent arms. More precisely, let $\Pi(d)$, be an arbitrary permutation of $d$. Then, the reward observed will be identical for both $\Pi(d)$ and $d$, or

$$f(d) = f(\Pi(d))$$

(5)

In the rest of the text, we denote $\Pi(\cdot)$ as a permutation, where $\Pi(y)$ is one of the possible permutations of the vector $y$. We now define gap $\Delta$ between two actions as follows.

**Definition 2 (Gap)** The Gap $\Delta_{a_1,a_2}$ between any two actions $a_1, a_2 \in A$ is defined as the difference of expected rewards of the actions, or

$$\Delta_{a_1,a_2} = \mu_{a_1} - \mu_{a_2} = E[f(d_{a_1})] - E[f(d_{a_2})]$$

(6)

We assume that there is an optimal action $a^*$ for which the expected reward is highest among all actions $a \in A$. We denote the reward of the optimal action by $\mu_{a^*}$. The Gap of an action $a \in A$ with respect to the optimal action is simply written as $\Delta_a$, or, $\Delta_a = \Delta_{a^*,a}$

**Remark 3** Using linearity of expectation it can be seen that, $E[R(t)] = \Delta_{a_t}$

From remark 3, the expected regret accumulated during the entire time horizon can be written as,

$$W(T) = E \left[ \sum_{t=1}^{T} R(t) \right] = \sum_{t=1}^{T} \Delta_{a_t}$$

(7)

We define the maximum regret of all possible actions as $R_{max} = \max_{a \in A} \Delta_a$.

We now use the concept of stochastic dominance to order two arms. Assume that there exists a first-order stochastic dominance between any two arms which is defined as follows.
Definition 4 (First-Order Stochastic Dominance) A random variable $X$ has first-order stochastic dominance (FSD) over another random variable $Y$ (or $X \succ Y$), if for any outcome $x$, $X$ gives at least as high a probability of receiving at least $x$ as does $Y$, and for some $x$, $X$ gives a higher probability of receiving at least $x$,

$$X \succ Y \iff P(X \geq x) \geq P(Y \geq x) \forall x \in \mathbb{R},$$

$$P(X \geq x) > P(Y \geq x) \text{ for some } x \in \mathbb{R}. \quad (8)$$

Assumption 2 (FSD between arms) There exists a dominance ordering between all the arms, which is defined using FSD. In other words, for each pair of arms $i$ and $j$, either $X_i \succ X_j$ or $X_j \succ X_i$.

The FSD implies second order stochastic dominance, which indicates that the mean of the dominating random variable is at least as much as the mean of the dominated random variable (Hadar and Russell, 1969; Bawa, 1975). This is summarized in the following lemma.

Lemma 5 ((Hadar and Russell, 1969; Bawa, 1975)) If a random variable $X$ has FSD over another random variable $Y$ (or, $X \succ Y$), then the expected value of $X$ is at least the expected value of $Y$, or

$$\mathbb{E}[X] > \mathbb{E}[Y] \quad (9)$$

Remark 6 From Lemma 5, we note that if arm $i$ dominates arm $j$, then the mean reward for arm $i$ is strictly greater than that of arm $j$. Thus, under Assumption 2,

$$\mathbb{E}[X_i] \neq \mathbb{E}[X_j], \forall i, j \in \{1, \cdots, N\} \quad (10)$$

Such strict dominance exists for Bernoulli and exponential reward distribution functions.

Since we can construct a new action by changing the arms of an existing action, we define the replacement function $h(\cdot)$ which changes an element $i$ of a given reward vector $d$ (where each entry in the reward vector is a random variable with the distribution of the corresponding arms).

Definition 7 (Replacement function) The replacement function $h(\cdot)$ is defined as a function on $\mathbb{R}^{K+2}$, which replaces the $i$th element of vector $d$ with $x$, or

$$h(d, i, x) = (d(1), \ldots, d(i-1), x, d(i+1), \ldots, d(K)).$$

For a random variable $X$, $h(d, i, X)$ is also a random variable. We also assume that the expected reward of an action is strictly increasing function of the rewards obtained by the individual arms.

Assumption 3 (Strictly Increasing) $f(\cdot)$ is element-wise, strictly increasing function of the individual rewards obtained by the constituent arms. More precisely,

$$f(h(d, i, x)) > f(h(d, i, y)) \forall x > y ; x, y \in [0, 1] \forall d \in \mathbb{R}^K \quad (11)$$
Even though we assume strictly increasing function, the analysis also holds for strictly decreasing function \( f \) by transforming the reward function as \( f_n(d) = 1 - f(d) \). In order to compare the distance between individual reward vectors from two different actions, we need to find the difference in the two individual reward vectors up to a permutation, since the reward function is permutation invariant. With this distance metric in mind, we assume that \( f(\cdot) \) is Lipschitz continuous (in an expected sense), which is formally described in the following.

**Assumption 4 (Continuity of expected rewards)** The expected value of \( f(\cdot) \) is Lipschitz continuous with respect to the expected value of the rewards obtained by the individual arms, meaning

\[
| \mathbb{E}[f(d_1)] - \mathbb{E}[f(d_2)] | \leq U_1 \min_{\Pi} \| \mathbb{E}[d_1] - \Pi(\mathbb{E}[d_2]) \|_2
\]

for any given random vectors \( d_1 \) and \( d_2 \) and for some \( U_1 < \infty \), where \( \Pi \) is minimized over all permutations of \( \{1, \cdots, K\} \).

**Corollary 8** Assumption 4 also implies

\[
| \mathbb{E}[f(h(d, i, X))] - \mathbb{E}[f(h(d, i, Y))] | \leq U_1 |\mathbb{E}[X] - \mathbb{E}[Y]| \tag{13}
\]

for any given random vector \( d \) and any \( i \in \{1, \cdots, K\} \).

We further assume a lower bound in (13) as formally stated in the following assumption.

**Assumption 5 (Continuity of individual expected rewards)** We also assume that the continuity given in (13) also has a similar lower bound. More precisely, there is a \( U_2 < \infty \) such that

\[
|\mathbb{E}[X] - \mathbb{E}[Y]| \leq U_2 |(\mathbb{E}[f(h(d, i, X))] - \mathbb{E}[f(h(d, i, Y))]| \tag{14}
\]

for any given random vectors \( d \) and any \( i \in \{1, \cdots, K\} \).

Assumption 5 holds for many well behaved functions in practical scenarios. For example, \( f(\cdot) = \max(\cdot) \) with Bernoulli rewards for individual arms\(^2\), \( f(\cdot) = \) sum of individual rewards, or \( f(\cdot) = \) concave utility function of sum of individual rewards.

**Corollary 9** Combining Corollary 8 and Assumption 5 and defining \( U = \max(U_1, U_2) \), we have

\[
\frac{1}{U} |\mathbb{E}[X] - \mathbb{E}[Y]| \leq |(\mathbb{E}[f(h(d, i, X))] - \mathbb{E}[f(h(d, i, Y))]| \tag{15}
\]

\[
\leq U |\mathbb{E}[X] - \mathbb{E}[Y]|, \tag{16}
\]

for any given random vector \( d \) and any \( i \in \{1, \cdots, K\} \).

We note that linear bandits become a special case of the assumptions we considered.

\(^2\) We note that maximum function, in general, does not satisfy Assumption 5. However, if an arm exists such that its rewards are always higher compared to other arms, the agent can place any other arm among the \( K - 1 \) arms, without incurring any regret.
3. Proposed Algorithm

The proposed algorithm, called CMAB-SM, is an explore then exploit strategy which aims to minimize the expected regret, be computationally efficient, and have a storage complexity which is linear with $N$ and independent of $K$. CMAB-SM, described in Algorithm 1, utilizes the fact that for CMAB problem, choosing $K$ arms from a set of $K + 1$ arms has $K + 1$ actions thus making the problem solvable using the standard MAB approach. In other words, if $N = K + 1$, then the complexity is $\binom{K + 1}{K} = K + 1$, and only $K + 1$ actions needs to be optimized.

We construct a group $G$ which is a vector of length $K + 1$ consisting of arm indices, or $G \in [N]^{K+1}$. Then, we can construct $K + 1$ actions, each action using all but one entries in the group $G$.

Let $a^{G,i}_i$ be an action in group $G$ with $G(i)^{th}$ arm left out, where $G(i), i \in \{1, \cdots , K+1\}$, is the $i^{th}$ entry of the group.

With $X_{G(i)}$ denoting the reward of arm $G(i)$, the individual reward vector $d_{a^{G,i}_i}$ with the action $a^{G,i}_i$ is

$$d_{a^{G,i}_i} = (X_{G(1)}, \ldots , X_{G(i-1)}, X_{G(i+1)}, \ldots , X_{G(K+1)}). \quad (17)$$

The (random) reward obtained at any time with this action is $r_{a^{G,i}_i} = f(d_{a^{G,i}_i})$, with a mean reward of $\mu_{a^{G,i}_i} = \mathbb{E}\left[f(d_{a^{G,i}_i})\right]$.

The next result shows that an ordering on $\binom{K+1}{K}$ actions made using $K + 1$ arms gives an ordering on $K + 1$ arms under the considered assumptions.

**Lemma 10** An ordering on $\binom{K+1}{K}$ actions, in group $G$, made using $K + 1$ arms gives an ordering on $K + 1$ arms. In other words, if an ordering exists between actions $a^{G,i}_i$ and $a^{G,j}_j$, then an ordering exists between arms $G(i)$ and $G(j)$. More precisely,

$$\mu_{a^{G,i}_i} > \mu_{a^{G,j}_j} \Rightarrow \mathbb{E}\left[X_{G(i)}\right] < \mathbb{E}\left[X_{G(j)}\right] \quad (18)$$

**Proof** (Outline): If we have two actions made from group $G$ by excluding arm $G(i)$ and arm $G(j)$ respectively, then the arm with higher reward will increase the joint reward $f$ as $f$ is an increasing function. The detailed proof is provided in Appendix B. \hfill \blacksquare

CMAB-SM divides all $N$ arms into groups of $K + 1$ arms arbitrarily. Each group now contains only $K + 1$ actions. If the last group contains less than $K + 1$ arms (if $N \mod (K + 1) > 0$), arms from other groups are added (repeated) to have $K + 1$ arms in the last group. CMAB-SM then picks the first group of $K + 1$ arms and orders the arms in the group using SORT subroutine. Using this subroutine, the $K + 1$ arms in the group are ordered with respect to expected individual rewards. We also consider $G^*$ as the best $K$ arms seen so far, which are the top $K$ arms in $G_1$. It later proceeds in $k \in \left\{2, \cdots , \left\lfloor \frac{N}{K+1} \right\rfloor \right\}$ rounds. In $k^{th}$ round it performs SORT on $G_k$ and merge $G_k$ and $G^*$ using MERGE subroutine to obtain a new $G^*$. The SORT subroutine orders the $K + 1$ arms in $G_k$. The MERGE subroutine takes the best $K$ arms before this round, $G^*$; and the best $K$ arms
from the SORT subroutine on $G_k$ and merges them to find the best $K$ arms seen so far and saves them as $G^*$. This is then inputted to the next value of $k$ to merge with other groups.

At the end of $(N \frac{K}{K+1})^{th}$ round, we would have played all arms in each group and merged them, thus resulting in an optimal action which maximizes the expected reward for the remaining time slots. Apart from the sort and merge scheme, we also use a hyperparameter $\lambda$ in our algorithm. $\lambda$ denotes the minimum gap the agent can resolve between any two arms. If any the gap between arm $i$ and arm $j$, the algorithm cannot determine which arm is better with high probability and selects the arm with higher sample mean as the better arm. This behaviour is common in both SORT and MERGE subroutine. We now describe the algorithms used in CMAB-SM which are SORT and MERGE subroutines in detail.

3.1. SORT

The SORT subroutine is given in Algorithm 2. In this subroutine, we play $K + 1$ actions formed from $K + 1$ arms in a group $G$, each action corresponding to one left out arm. The subroutine proceeds in rounds similar to UCB algorithm by (Auer and Ortner, 2010). By the end of round $r$, each action is played $n_r$ times so that the expected reward of each action can be estimated within $\pm \Delta_r$. At the end of each round, the estimates are used to sort the arms, where the arms $G(i), G(j)$ are considered sorted when the upper bound on reward estimate of action $a_{G-i}$ is less than lower bound of action $a_{G-j}$. When an arm is placed at its true sorted location in the group, its corresponding action is not sampled again. The procedure ends when $\Delta_r < \lambda$ or when all $K + 1$ arms are sorted. At the end of the algorithm, only top $K$ arms are provided as output.

3.2. MERGE

The MERGE subroutine is given in Algorithm 3. The MERGE subroutine aims to merge two groups, each with $K$ sorted arms to give sorted best $K$ arms. Since we only want the best $K$ arms from the merged $2K$ arms to be sorted, it can be done with only $K + 1$ arm comparisons.

Starting with two $K$-sized sorted groups $G_1$, and $G_2$ and an optimal group which is empty at the start of the subroutine, we identify the best $K$ out of $2 \times K$ arms by figuring the best arm one by one. Starting with both $i$ and $j$ as 1, we construct a new action by replacing the $i^{th}$ arm of group $G_1$ by the $j^{th}$ arm of group $G_2$. Note that if after replacement, the reward is bigger, it implies that the added $j^{th}$ arm of $G_2$ is the next arm in the sorted final list else the $i^{th}$ arm of $G_1$ is the next arm in the sorted final list. In order to differentiate between the two actions, the procedure similar to the SORT subroutine is used. Based on whether the $i^{th}$ arm of $G_1$ or $j^{th}$ arm of $G_2$ made in the optimal set, $i$ or $j$ is incremented and the procedure is repeated till the $K$ best arms in the merger of the two groups are obtained.

3.3. Complexity of CMAB-SM

We now analyze the complexity of CMAB-SM for both storage and computation at each time step. Detailed subroutines are provided in Appendix G, with the key pseudo-codes in Algorithm 1-3.
The algorithm while running SORT, or MERGE subroutine stores the reward of each action in the group, and sorts all the actions. The total storage at any step is no more than $O(K)$. Even when the groups are being merged, $O(K)$ temporary storage is used for the merged rewards. This merged group is then used to decide the action in the exploiting phase. Thus, the maximum storage at any time is $O(K)$ for the subroutines and $O(N)$ for CMAB-SM. To evaluate the computational complexity at each time-step, we consider the three cases of what the algorithm may be doing at a time step.

Algorithm 1 CMAB-sm($T, N, K$)

1: Initialize separation threshold for mean estimates
   \[
   \lambda = \left( \frac{256N \log 2NT}{T} \right)^{\frac{1}{3}}
   \] (19)

2: Partition $N$ arms arbitrarily into $\frac{N}{K+1}$ equal sized groups. $G_k : 1 \leq k \leq \frac{N}{K+1}$

3: $G^* = \text{Sort}(G_1, \lambda, T, N, K)$ \hfill \triangleright \text{Sort 1st group. For a single group, returned set is optimal}

4: for $k = 2 : \frac{N}{K+1}$ do
   \hfill \triangleright \text{Sort and Merge subsequent groups}

5: \hfill \triangleright \text{Merge}

6: \hfill \triangleright \text{merge}

7: end for

8: return $G^*$

Algorithm 2 Sort($G, \lambda, T, N, K$)

1: Initialize $\hat{\mu}_i = 0$ for $i \in \{1, 2, \cdots, K+1\}$ \hfill \triangleright \hat{\mu}_i$ is the sample mean of $a^{G}_{\hat{i}}$

2: $S \leftarrow \phi$ \hfill \triangleright \text{list of sorted actions}

3: Initialize $r \leftarrow 1; \Delta_r \leftarrow \frac{1}{\sqrt{r}}; n_r \leftarrow \frac{2 \log(TNK)}{\Delta_r^2}$ \hfill \triangleright \text{Initial confidence bounds}

4: while $\Delta_r > \lambda$ and $|S| < K + 1$ do

5: \hfill \triangleright \text{for all $i \in \{1, 2, \cdots, K+1\}$ do}

6: \hfill \triangleright \text{if $|\hat{\mu}_i - \hat{\mu}_j| \leq 2\Delta_r$ for some $j \in \{1, 2, \cdots, K+1\} \setminus \{i\}$ then}

7: \hfill \triangleright \text{Sample action $a^{G}_{\hat{i}}$ for total of $n_r$ times and update $\hat{\mu}_i$}

8: \hfill \triangleright \text{else if $i \notin S$ then}

9: \hfill \triangleright \text{S = S $\cup \{i\}$}

10: \hfill \triangleright \text{end if}

11: \hfill \triangleright \text{end for}

12: Update $r = r + 1; \Delta_r = \frac{\Delta_r}{2}; n_r = \frac{2 \log(TNK)}{\Delta_r^2}$

13: end while

14: Make $S$ of length $K + 1$ (if not already) by adding remaining indices from $G \setminus S$

15: Order $S$ inverse sorting on $\{\hat{\mu}\}_{\hat{i}=1}^{K+1}$

16: return $S[1 : K]$
Algorithm 3 MERGE($G_1, G_2, \lambda, T, N, K$)

1: Initialize $G^*[1 : K] \leftarrow 0$ \hspace{1em} \triangleright \text{Array of size } K \text{ initialized with } 0 \text{ to store the optimal arms}
2: $a_{G_1} \leftarrow G_1$ \hspace{1em} \triangleright \text{Construct action from arms in Group 1}
3: Initialize $\hat{\mu}_{a_{G_1}} \leftarrow 0; i \leftarrow 1; j \leftarrow 1$
4: Initialize $r_1 \leftarrow 1; \Delta_r \leftarrow \frac{1}{2}; n_r = \frac{2 \log (TNK)}{\Delta_r^2}$
5: for $k = 1 : K$ do
6: \hspace{1em} $a_{i,j} = (G_1 \setminus \{G_1(i)\}) \cup \{G_2(j)\}$ \hspace{1em} \triangleright \text{Replace } i^{th} \text{ arm of } G_1 \text{ by } j^{th} \text{ arm of } G_2
7: \hspace{1em} Initialize $r_2 \leftarrow 1; \Delta_r \leftarrow \frac{1}{2}; n_r = \frac{2 \log (TNK)}{\Delta_r^2}; \hat{\mu}_{a_{i,j}} \leftarrow 0$ \hspace{1em} \triangleright \text{For every new action constructed}
8: \hspace{1em} while $(\Delta_r > \lambda)$ and $(G^*[k] == 0)$ do
9: \hspace{2em} While total samples of action $a_{G_1}$ \hspace{1em} \triangleright \text{Update } G^*[k], i, j
10: \hspace{2em} While total samples of action $a_{i,j}$ \hspace{1em} \triangleright \text{Sample action } a_{G_1} \text{ to update } \hat{\mu}_{a_{G_1}}
11: \hspace{2em} if confidence bounds of $a_{G_1}$ and $a_{i,j}$ do not overlap then
12: \hspace{3em} Update $G^*[k], i, j$
13: \hspace{2em} else
14: \hspace{3em} Update $r_2 = r_2 + 1; \Delta_r = \frac{\Delta_r^2}{2}; n_r = \frac{2 \log (TNK)}{\Delta_r^2}$
15: \hspace{3em} if $r_2 > r_1$, update $r_1 = r_1 + 1; \Delta_r = \frac{\Delta_r^2}{2}; n_r = \frac{2 \log (TNK)}{\Delta_r^2}$
16: \hspace{2em} end if
17: \hspace{1em} end while
18: Update $G^*[k], i, j$ if not updated
19: end for
20: return $G^*$ \hspace{1em} \triangleright \text{Merged set of } G_1, \text{ and } G_2

time is $O(K \log K)$ which happens due to sorting the actions for the removal of sub-optimal arms after every round in SORT subroutine.

In each call to SORT, the actions are sorted with respect to their mean observed rewards.

From Lemma 10, an ordering is also obtained for the corresponding arms. In MERGE subroutine, a new action is constructed from an old action by replacing exactly one arm. The ordering between the old action and the new action gives the ordering between the replaced arm and the new arm. Note that the inequality conditions work in different directions for SORT and MERGE algorithms.

3.4. Other design options

We note that an algorithm can be constructed by keeping the first $K - 1$ arms fixed. The algorithm will now select the best arm from remaining $N - K + 1$ arms. This arm will now always be kept in first $K - 1$ arms. The process is repeated until all $K$ places are filled. However, this algorithm has two issues, 1) Higher complexity: The algorithm will need to sort $N - K + 1$ arms into place which increases the sorting complexity from $\tilde{O}(K)$ to $\tilde{O}(N)$. More exploration steps. Since, this algorithm will now perform exploration after placing every arm among the first $K$ Group. This increases the time required for exploration by a factor of $K$, which would increase the order of regret bound. This makes the CMAB-SM a better choice compared to a naïve implementation of UCB by fixing $K - 1$ arms.
\[ \delta_{G(i)} = \begin{cases} \min \{ \mathbb{E} \left[ X_{G(i-1)} \right] - \mathbb{E} \left[ X_{G(i)} \right], \mathbb{E} \left[ X_{G(i)} \right] - \mathbb{E} \left[ X_{G(i+1)} \right] \}, & i = 1, \\ \mathbb{E} \left[ X_{G(i-1)} \right] - \mathbb{E} \left[ X_{G(i)} \right], & i = 2, \ldots, K, \\ \mathbb{E} \left[ X_{G(i)} \right] - \mathbb{E} \left[ X_{G(i+1)} \right], & i = K + 1 \end{cases} \]  

(20)

4. Regret Analysis of the proposed algorithm

In this section, we will present the main result of the paper, related to the regret analysis of the proposed algorithm.

4.1. Bounds on exploitation regret and exploration time

In this subsection, we will bound the regret in the exploitation phase, which indicates the loss in reward due to choosing an incorrect action at the end of the MERGE algorithm. We will also bound the time spent in the SORT and the MERGE subroutines, which is the exploration phase.

We first find the time taken in the sort and merge subroutines.

**Lemma 11 (Sort time requirement)** SORT subroutine 2 gives correct ordering on \( K + 1 \) actions in a group \( G \) with probability \( 1 - \frac{K}{2N^2T^2} \), up to precision \( \lambda \) defined in equation (19), where the actions are chosen for at most

\[ \left( \sum_{i=1}^{K+1} \frac{64U^2 \log 2NT}{\max(\delta_{G(i)}^2, \lambda^2)} \right) \]

time steps, where \( \delta_{G(i)} \) is given in (20).

**Proof** (Outline) We sample each action till the confidence intervals around estimated means of any two actions are separated. The confidence intervals reduces as number of samples increases from concentration bounds from Lemma 19 with a lower limit of \( \lambda \). Using Corollary 9 and Hoeffding’s Inequality (Lemma 19) we bound the number of samples required for separation with high confidence. We then use union bounds to bound the total numbers of samples required for each action. The detailed proof is provided in Appendix C. \( \blacksquare \)

**Lemma 12 (Merge time requirement)** MERGE subroutine 5 merges arms in two groups \( G_1 \) and \( G_2 \) to \( G \) correctly with probability \( 1 - \frac{K}{2N^2T^2} \), up to precision \( \lambda \) as defined in equation (19), where the total number of time steps needed to merge is at most

\[ \left( \sum_{i=1}^{K+1} \frac{64U^2 \log 2NT}{\max(\delta_{G(i)}^2, \lambda^2)} \right) , \]

where \( \delta_{G(i)} \) is given in (20).

**Proof** (Outline) While merging two groups \( G_1 \) and \( G_2 \), we sample two actions till the confidence intervals around the estimated means of both actions are separated by twice
the confidence intervals around the estimates. Again using Lemma 19 and Corollary 9, we bound the number of samples required reduce the confidence intervals sufficiently enough to order two arms. The detailed proof is provided in Appendix C.

In order to bound the regret in the exploitation phase, we first characterize the probability that the action decided by CMAB-SM is not the best action.

**Lemma 13 (Total error probability)** The probability that the action selected by CMAB-SM during the exploitation phase is not the best action (up to precision defined in Equation 19) is at most \( \frac{1}{NT^2} \).

**Proof** (Outline) We use union bounds to calculate total error probability of the algorithm. We use Lemma 11 and Lemma 12 to calculate failure probability of each sort and merge event respectively. There are total \( \frac{N}{K+1} \) groups to be sorted, and \( \frac{N}{K+1} - 1 \) groups to be merged. Taking union bound over the total number of failure events, and probability of each failure event gives an upper bound on total error probability of the algorithm. The detailed proof is provided in Appendix D.

In the next result, we bound the time spent in exploring, including the SORT and MERGE subroutines for all groups.

**Lemma 14 (Bound on exploration time steps)** Total time-steps used to SORT all \( \frac{N}{K+1} \) groups, and merge these sorted groups one after the other is bounded as

\[
T_{exp} \leq \frac{128NU^2 \log 2NT}{\lambda^2}
\]  

(21)

**Proof** (Outline) Lemma 11 gives the maximum number of samples required to Sort one group. Similarly, Lemma 12 gives the number of samples required to merge two groups. Since there are \( \frac{N}{K+1} \) groups to be sorted, and \( \frac{N}{K+1} - 1 \) groups to be merged. Summing over total number of samples for each groups gives an upper bound on total samples required for exploration. The detailed proof is provided in Appendix E.

In the following result, we bound the expected regret in the exploitation phase, caused by CMAB-SM selecting incorrect action.

**Lemma 15 (Bounded exploitation regret)** The expected regret when a sub-optimal action \( \hat{a}^* \) is returned by CMAB-SM is bounded as

\[
\mathbb{E}[\Delta_{\hat{a}^*}] \leq U\lambda \sqrt{K} + \frac{U \sqrt{K}}{N^2T^2}
\]  

(22)

**Proof** (Outline) Regret can arise in Exploitation phase when either SORT algorithm or MERGE algorithm had a failure event. Regret can also come in exploitation phase if two arms are have expected rewards close enough that SORT or MERGE algorithm cannot distinguish between them with high confidence. Combining these two sources of regret and using Assumption 4 gives the upper bound on the expected regret during the exploitation phase. The detailed proof is provided in Appendix F.
4.2. Main Result

Our main result is presented in Theorem 16, which states that CMAB-SM algorithm achieves a sub-linear expected regret.

**Theorem 16** CMAB-SM algorithm described in Algorithm 1 has an expected regret accumulated during the entire time horizon upper bounded as

\[
W(T) = \mathcal{O}\left(N^{\frac{2}{3}}K^{\frac{1}{3}}T^{\frac{2}{3}}\right)
\]  

**Proof** (Outline) We first note that regret of the algorithm for playing sub-optimal action can come during the exploration phase, or during exploitation phase if the exploration resulted in a suboptimal action. Time steps CMAB-SM uses for exploration is the total time spend in SORT and MERGE subroutines. We bound the time steps in both subroutines by \(\frac{128NU^2 \log 2NT}{\lambda^2}\) using Lemma 14. Further, if the algorithm results in an sub-optimal arm, the expected regret in a single time step of exploitation phase is \(\left(U\lambda \sqrt{K} + \frac{U\sqrt{K}}{NT^2}\right)\) by using Lemma 15. By choosing an optimal value of \(\lambda\) as defined in (19) we obtain the required bound. Having described the outline, we next give the detailed steps of the proof.

(Detailed Steps) We note that the expected regret till time \(T\) is sum of expected regret accumulated at each round. We can rewrite it as sum of two phases of the algorithm which are exploration and exploitation as,

\[
W(T) = \sum_{t=1}^{T} \mathbb{E}[R(t)]
\]

(24)

\[
= \sum_{t=1}^{T_{exp}} \mathbb{E}[R(t)] + (T - T_{exp}) \times \mathbb{E}[\Delta_{a^*}]
\]

(25)

\[
\leq \sum_{t=1}^{T_{exp}} \mathbb{E}[R(t)] + T\mathbb{E}[\Delta_{a^*}]
\]

(26)

\[
\leq \sum_{t=1}^{T_{exp}} \text{max} (R(t)) + T\mathbb{E}[\Delta_{a^*}]
\]

(27)

\[
\leq T_{exp} \text{max} (R(t)) + T\mathbb{E}[\Delta_{a^*}],
\]

(28)

where (25) follows from splitting the regret into exploration-exploitation phase, (26) follows since \(T - T_{exp} \leq T\), and (27) follows since mean is at most the maximum.

Using the values for maximum regret in any round, Lemma 15, inequality (68), maximum exploration time from Lemma 14, and maximum exploitation regret from Lemma 15, we have,

\[
W(T) \leq U\sqrt{K} \frac{128NU^2 \log 2NT}{\lambda^2} + T \left(U\lambda \sqrt{K} + \frac{U\sqrt{K}}{NT^2}\right)
\]

\[
= \left(\frac{128NU^3 \sqrt{K} \log 2NT}{\lambda^2} + TU\lambda \sqrt{K}\right) + \frac{U\sqrt{K}}{NT^2}.
\]

(29)
We now choose a value of \( \lambda \) to optimize \( W(T) \). Since during the implementation of algorithm \( U \) is most likely an unknown quantity, we use the following value of \( \lambda \)

\[
\lambda = \left( \frac{256N \log 2NT}{T} \right)^{\frac{1}{3}}
\]  

Choosing the value of \( \lambda \) as defined in (30), we have the total regret of the algorithm as

\[
W(T) \leq (U^3 + 2U)\sqrt{K} (32N \log 2NT)^{\frac{1}{3}} T^{\frac{2}{3}} + \frac{U\sqrt{K}}{NT}
\]

This proves the result as in the statement of the Theorem.

This trick where we tune \( \lambda \) after we define the precision in each SORT/MERGE round allows us to eliminate the dependence on potentially hard to order sequences of items. The intuition behind this is, in a finite time horizon, any agent wants to work out the best possible it can get however can do so only up to a certain precision permitted by finite the time available.

### 4.3. Handling insufficient exploration time

We note that there can be a instance where the algorithm is run with insufficient time for exploration. We first characterize what value of \( T \) would result in the algorithm to run with insufficient exploration time. Then, we evaluate the regret in such a scenario indeed occurs.

Note that we assumed that rewards of each arm lies between \([0, 1]\) in Section 2. This results in gap between any two arms is less than 1. For the optimal \( \lambda \) defined in Equation (19), any \( T \leq 256N \log(2NT) \) will make \( \lambda \geq 1 \) which serves no practical purpose based on our assumption. In that case, we arbitrarily select one of the \( \binom{N}{K} \) actions and still suffer a maximum regret of \( TU\sqrt{K} \leq \lambda TU\sqrt{K} \). We have,

\[
W(T) \leq U\sqrt{K}T \\ \leq TU\sqrt{K} \lambda \\ = U\sqrt{K}(256N \log(2NT))^{1/3}T^{2/3}
\]

We note that the sub-linear regret in Equation 33 grows as \( \tilde{O}(T^{2/3}) \) but with a large multiplicative constant. Hence the linear regret in Equation 31 provides a better bound because of limited time to explore all arms.

### 4.4. Handling unknown time horizon using doubling trick

We now analyze the case where the time horizon \( T \) is unknown and the algorithm requires to optimize actions without the knowledge of \( T \) to tune \( \lambda \). We use the standard doubling trick from Multi-Armed Bandit literature (Auer and Ortner, 2010; Besson and Kaufmann, 2018). To use doubling trick we start the algorithm from \( T_0 = 0 \). We the restart the algorithm after every \( T_i = 2^l \), \( l = 1, 2, \cdots \) time steps, till the algorithm reaches the unknown \( T \). Each restart of the algorithm runs for \( T_i - T_{i-1} \) steps with \( T_0 = 0 \) with \( \lambda_i = \left( \frac{256N \log 2N(T_i - T_{i-1})}{T_i - T_{i-1}} \right)^{1/3} \).

To show that the regret is bounded by \( T^{2/3} \) for the doubling algorithm, we use Theorem 4 from (Besson and Kaufmann, 2018) which we state in the following lemma.
Lemma 17 If an algorithm \( A \) satisfies \( R_T(A_T) \leq c T^{\gamma} (\log T)^{\delta} + f(T) \), for \( 0 < \gamma < 1 \), \( \delta \geq 0 \) and for \( c > 0 \), and an increasing function \( f(t) = o(t^{\gamma} (\log t)^{\delta}) \) \((\text{at } t \to \infty)\), then anytime version \( \mathcal{A}' := DT(\mathcal{A}, (T_i)_{i \in \mathbb{N}}) \) with geometric sequence \( (T_i)_{i \in \mathbb{N}} \) of parameters \( T_0 \in \mathbb{N}^*, b > 1, (i.e., T_i = [T_0 b^i]) \) with the condition \( T_0 (b - 1) > 1 \) if \( \delta > 0 \) satisfies,

\[
R_T(\mathcal{A}') \leq l(\gamma, \delta, T_0, b) c T^{\gamma} (\log T)^{\delta} + g(T),
\]

with an increasing function \( g(t) = o(t^{\gamma} (\log t)^{\delta}) \) and a constant loss \( l(\gamma, \delta, T_0, b) > 1 \),

\[
l(\gamma, \delta, T_0, b) := \left( \frac{\log(T_0 (b - 1) + 1)}{\log(T_0 (b - 1))} \right)^{\delta} \times \frac{b^{\gamma} (b - 1)^{\gamma}}{b^{\gamma} - 1}
\]

Using Lemma 17 for \( b = 2, \gamma = 2/3, \delta = 1/3 \), we can convert our algorithm to an anytime algorithm.

4.5. Comparison between CMAB-SM and UCB algorithm

We now compare the regret bound with the one that would be achieved by using the UCB approach on each of the \( \binom{N}{K} \) actions.

Lemma 18 (UCB Regret, (Auer and Ortner, 2010)) For a Multi Armed Bandit setting with action space \( A \), time horizon \( T \), and precision \( \lambda \approx \sqrt{\frac{|A| \log |A|}{T}} \), the expected regret accumulated during entire time horizon \( T \) using improved UCB algorithm is upper bounded as,

\[
W(T) \leq \sqrt{|A| T \log \left( \frac{|A| \log |A|}{T} \right)}
\]

Bounding the size of action space by using Stirling’s approximation (Slomson, 1997), we get expected regret accumulated regret at time \( T \) of UCB algorithm as,

\[
W_{UCB}(T) = \tilde{O} \left( \left( \frac{eN}{K} \right)^{\frac{K}{2}} T^{\frac{1}{2}} \right)
\]

For UCB approach to outperform CMAB-SM, \( T \) has to be very large. More formally,

\[
W(T) > W_{UCB}(T), \text{ when } T = \tilde{\Omega} \left( \frac{e^{3K} N^{3K-2}}{K^{3K+3}} \right)
\]

Even for an agent which can play \( 10^{12} \) actions per second, this will take about 10 million years to outperform CMAB-SM for a setup with \( N = 30 \) and \( K = 15 \). Hence, for all practical problems when an agent has a large number of arms to play simultaneously, the CMAB-SM algorithm will outperform the UCB algorithm.
4.6. Discussion of $\tilde{O}(T^{2/3})$ regret bound

Lower bound of $\Omega(\sqrt{NT})$ for Linear Bandits was proven in (Dani et al., 2008a), and lower bound of $\Omega(\sqrt{KNT})$ is proven for semi-bandits by (Kveton et al., 2015b). Note that any $\tilde{O}(\sqrt{T})$ regret bound algorithm compares all the actions with best possible action either by getting individual regret for semi-bandits or by estimating individual regret as in linear bandits (Dani et al., 2008a; Abbasi-Yadkori et al., 2011; Kveton et al., 2015b).

Individual sub-optimal action $a$ is eliminated in $O(\frac{1}{\Delta_a})$ number of samples. The regret from this action then becomes $\Delta_a \times \frac{1}{\Delta_a} = 1$ and hence, the cumulative regret is of the form of $\frac{1}{\lambda}T + \lambda T$. This gives $O(\sqrt{T})$ regret for $\lambda = \frac{1}{\sqrt{T}}$.

Due to the bandit feedback, we do not directly obtain the rewards of the individual arms but we only get an ordering on any two arms which can be compared. To eliminate arms early we need some estimator of individual arms similar to linear bandits. Also, the regret accumulated to eliminate arm $i$ is not of the form $O(1/\Delta_i)$. This also hinders the development of an $\tilde{O}(\sqrt{T})$ bound with linear space and time complexity.

5. Numerical Evaluation

In this section, we evaluate CMAB-SM under a synthetic problem setting. We compare the result with improved UCB algorithm as described in (Auer and Ortner, 2010). Since this paper provides the first result with non-linear reward functions for CMAB problem with bandit feedback, we compare with the UCB algorithm (Auer and Ortner, 2010) which is optimal for small $N$ and $K$ while having the regret scale with $\binom{N}{K}$.

For evaluations, we ran the algorithm for $T = 10^6$ time steps and averaged over 30 runs. We compare cumulative regret at each $t$ starting from $t = 0$, which is defined as,

$$W(t) = \sum_{t'=0}^{t} R(t')$$

We consider two values of $N \in \{12, 24\}$. For $N = 12$, we choose $K \in \{2, 3, 5\}$, while for $N = 24$, we choose $K \in \{2, 3, 5, 7, 11\}$. Since the arms must have FSD over each other, we describe one example single parameter distributions for the reward of each arm that have this property. We consider a random variable $Y_i$ which follows an exponential distribution with parameter $\lambda_i$, $Y_i \sim \text{exp}(\lambda_i)$. Since this random variable can take values in $[0, \infty)$, we transform the variable using arctan function to limit it to the set $[0, \pi/2)$ as

$$X_i = \frac{2}{\pi} \arctan(Y_i).$$

We note that arm $i$ has FSD over arm $j$ if $\lambda_i > \lambda_j$. Thus, this reward distribution satisfies Assumption 2 as long as no two arms have same parameter, or $\lambda_i \neq \lambda_j$ for any $i \neq j$. Figure 2(b) in Appendix plots $P(X \geq x)$ of the reward function for different values of $\lambda_i$. We see that $P(X \geq x)$ is larger for the distribution with larger value of $\lambda$, and for any two different values of $\lambda$, there is $x$ (e.g., any $x \in (0, 1]$) such that $P(X \geq x)$ are not the same thus showing that the reward distributions satisfy Assumption 2.

We consider an online portal that can display $K$ products because of certain limitations. Assume that the reward, which indicates the profit from the sale of a product, from each
Figure 1: Empirical regret of UCB and CMAB-SM algorithm for the case when the reward of actions is a non-linear function of rewards of individual arms for various values of $N$ and $K$. As it can be seen from the plots, except for the case of $K = 2$, CMAB-SM incurs significantly lower regret than UCB algorithm.

arm follows the distribution as defined in (36). However, there is an additional benefit received when multiple products are sold together, e.g., reduced overhead/shipping costs. We define a non-linear reward $r$ as a function $f$ of individual arms as follows:

$$f(X_1, X_2, \cdots, X_K) = \frac{2}{K(K+1)} \sum_{i=1}^{K} \sum_{j \geq i} X_i X_j.$$  

(37)

The expected value of the reward in terms of expected value of rewards of individual arms is

$$\mathbb{E} [f(X_1, X_2, \cdots, X_K)] = \frac{2}{K(K+1)} \left( \sum_{i=1}^{K} \mathbb{E} [X_i^2] + \sum_{i=1}^{K} \sum_{j \geq i} \mathbb{E} [X_i] \mathbb{E} [X_j] \right),$$

This result follows from linearity of expectation. We note that the expected reward is strictly increasing with respect to the expected values of individual rewards. Figure 1 shows the evaluation results for setting where the reward of an action is the function described in Equation (37) of the rewards of individual rewards of the arms. We see that for both values of $N$, CMAB-SM outperforms UCB for $K > 3$ in the time step range considered. Further, for $N = 24$ and $K = 2$, the gap between the proposed algorithm and UCB is small. In summary, when the value of $\binom{N}{K}$ is moderately large, and $T$ is not significantly large ($T < \tilde{O} \left( \frac{e^{3K \sqrt{8K^2 - 2}}}{K^{3K+3}} \right)$, CMAB-SM outperforms the baseline. Further, the computation and storage complexity of the proposed algorithm are much better as compared to the baseline, as seen in Section 3.3.

In Appendix H, we further consider two more examples for Bernoulli distribution, where the sum and maximum of rewards are considered as the reward functions.
6. Conclusions and Future Work

This paper considers the problem of combinatorial multi-armed bandits with non-linear rewards, where agent chooses $K$ out of $N$ arms in each time-step and receives an aggregate reward. A novel algorithm, called CMAB-SM, is proposed which is shown to be computationally efficient and has a space complexity which is linear in number of base arms. The algorithm is analyzed in terms of a regret bound, and is shown to outperform the approach of considering the combinatorial action as arm for limited time horizon $T$. CMAB-SM provides a way to resolve two challenges in combinatorial bandits problem, the first is that the feedback is non-linear in the individual arms, and the second is that the space complexity in the previous approaches could be large due to exploding action space. CMAB-SM works efficiently for large $N$ and $K$.

Followed by this work, we provided an algorithm that achieves a regret bound of $\tilde{O}(K\sqrt{NK^2})$ using intuitions from this paper for the setup with non-linear Top-$K$ subset bandits with potentially correlated rewards of individual arms Agarwal et al. (2021).

Considering non-symmetric functions of individual rewards and studying the applications of such settings, such as Social Influence Maximization, provides interesting directions for future works.
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Appendix A. Fundamental Lemmas

In this subsection, we will describe some lemmas that will be later used to prove the regret bound in Theorem 1. The first lemma is Hoeffding’s Inequality, which will be used in the results in this paper.

**Lemma 19 (Hoeffding’s Inequality (Krafft and Schmitz, 1969))** Let $X$ be a random variable bounded in $[a, b]$, and let $\hat{\mu}$ denote the expected value of $X$. Further, let $\hat{\mu}_n$ denote the average of $n$ i.i.d. samples of $X$. Then, for any $\epsilon > 0$, we have

$$P\left(|\hat{\mu} - \mu| \geq \epsilon\right) \leq 2e^{-\frac{2n\epsilon^2}{(b-a)^2}} \quad (38)$$

The next result shows that the property of FSD is preserved by strictly increasing functions.

**Lemma 20** Suppose that a random variable $X$ has FSD over another random variable $Y$ (or $X \succ Y$). Further, let $g'(\cdot)$ be a strictly increasing function on $\mathbb{R}$. Then, $g'(X)$ has FSD over $g'(Y)$, or

$$g'(X) \succ g'(Y).$$

**Proof** Since $X \succ Y$, we have

$$P(X \geq x) \geq P(Y \geq x)$$

Transforming $X$ and $Y$ using the function $g'$, and using the strict monotonicity of $g'$, we have

$$P\left(g'(X) \geq g'(x)\right) \geq P\left(g'(Y) \geq g'(x)\right)$$

Taking $t \triangleq g'(x)$, we have,

$$P\left(g'(X) \geq t\right) \geq P\left(g'(Y) \geq t\right)$$

By the same arguments, if there is an $x$ where $P(X \geq x) > P(Y \geq x)$, for $t = g'(x)$, $P(g'(X) \geq t) > P(g'(Y) \geq t)$. Thus, we have $g'(X) \succ g'(Y)$. ■

Appendix B. Proof of Lemma 10

Note we can write the actions using replacement function $h$ to replace reward of $G(j)$ arm by the reward of $G(i)$ arm, and obtain

$$d_{aC_j} = h\left(d_{aC_i}, j, X_{G(i)}\right) \quad \forall j \quad (39)$$

The expectation of the reward of an action formed using replacement can be written as expected value of the conditional expectation of the replaced reward value of arm $G(i)$. More precisely,

$$E\left[f\left(d_{aC_j}\right)\right] = E\left[E\left[f\left(h\left(d_{aC_i}, j, X_{G(i)}\right)\right) \mid X_{G(i)}\right]\right] \quad (40)$$
In right hand side of Equation (40), the outer expectation is taken over \(X_{G(i)}\) while the inner expectation is over \(d_{a_i}^G\). In addition, we can replace the reward of an arm \(G(j)\) in \(d_{a_i}^G\) by itself to obtain

\[
d_{a_i}^G = h\left( d_{a_i}^G, j, X_G(j) \right)
\]

Similarly to (40), we can write the expected reward of the action as the expectation of conditional expectation of reward of arm \(G(j)\). Thus, we have

\[
E\left[ f\left( d_{a_i}^G \right) \right] = E\left[ E\left[ f\left( h\left( d_{a_i}^G, j, X_G(j) \right) \right) \left| X_G(j) \right. \right] \right]
\]

The ordering between actions \(a_i^G\) and \(a_j^G\) is defined as an order between the expected rewards of the respective actions. We assume that \(a_i^G\) provides a higher expected reward than \(a_j^G\), hence we have \(\mu_{a_i^G} > \mu_{a_j^G}\). This further implies

\[
E\left[ f\left( d_{a_i}^G \right) \right] > E\left[ f\left( d_{a_j}^G \right) \right]
\]

Replacing the right hand side of (43) by (40) and the left hand side of (43) by (42), we have

\[
E\left[ E\left[ f\left( h\left( d_{a_i}^G, j, X_G(j) \right) \right) \left| X_G(j) \right. \right] \right] > E\left[ E\left[ f\left( h\left( d_{a_j}^G, j, X_G(j) \right) \right) \left| X_G(j) \right. \right] \right]
\]

We define a function \(g(x)\) as the conditional expectation of reward function \(f(\cdot)\) with respect to the reward of the \(j^{th}\) arm being \(x\). More precisely,

\[
g(x) \triangleq E\left[ f\left( h\left( d_{a_i}^G, j, X \right) \right) \left| X = x \right. \right]
\]

Replacing the conditional expectations in (44), by \(g\) as defined in (45), we get

\[
E_{X_G(j)} \left[ g \left( X_G(j) \right) \right] > E_{X_G(i)} \left[ g \left( X_G(i) \right) \right]
\]

From Assumption 3, \(g(x)\) is a strictly increasing function of \(x\), and from Assumption 2, rewards of individual arms have FSD relationships. Using Assumption 3 and Assumption 2 along with equation (46), we want to prove that arm \(G(j)\) has FSD over arm \(G(i)\). Let us assume the converse where arm \(G(i)\) has FSD over arm \(G(j)\), or \(X_G(i) > X_G(j)\). Due to the strict increasing nature of \(g(\cdot)\) and Lemma 20, we have \(g \left( X_G(i) \right) > g \left( X_G(j) \right)\). Using Lemma 5, we further have

\[
E \left[ g \left( X_G(i) \right) \right] \geq E \left[ g \left( X_G(j) \right) \right]
\]

This inequality (47) does not agree with the inequality obtained from the original assumption (46) thus disproving \(X_G(i) > X_G(j)\). Since every two arms have FSD relation and \(X_G(i) > X_G(j)\) does not hold, we have

\[
X_G(j) > X_G(i)
\]

Hence, an ordering on the expected rewards of the \(K + 1\) actions constructed by leaving one arm aside, gives an ordering on the \(K + 1\) arms of the group.
Appendix C. Number of time steps in SORT and MERGE subroutines

In this subsection, we will bound the number of exploration time steps that are spent in SORT and MERGE subroutines. The next result bounds the number of time steps spent in a group \( G \) in the SORT subroutine to obtain an ordering on the actions and thus on arms (by Lemma 10).

**Proof** [Proof of Lemma 11] Let \( G(i) \) for all \( i \in 1, 2, \ldots, K + 1 \) be the different arms of group \( G \) that we aim to sort using the SORT subroutine. Let \( \hat{\mu}_{a_{G_{i}}} \) be the estimate of action made using all arms in \( G \) except arm \( G(i) \). We want to identify the number of time steps spent in SORT subroutine, and the error probability in the ordering.

The algorithm proceeds in rounds starting from \( r = 1 \). We define \( \Delta_r \equiv 2^{-r} \), and each unsorted action in round \( r \) is played for \( n_r \equiv \frac{\log 2NT}{\Delta_r^2} \) time steps. Using Hoeffding’s Inequality, the expected reward estimate of each action lies in the range \( \left[ \hat{\mu}_{a_{G_{i}}} - \Delta_r, \hat{\mu}_{a_{G_{i}}} + \Delta_r \right] \) with probability bound given as

\[
P\left( |\mu_{a_{G_{i}}} - \hat{\mu}_{a_{G_{i}}}| \geq \Delta_r \right) \leq 2e^{-\frac{2\log 2NT}{\Delta_r^2} \Delta_r^2} = \frac{1}{2N^2T^2} \quad (49)
\]

Thus, the expected reward estimate of each action lies in the range \( \left[ \hat{\mu}_{a_{G_{i}}} - \Delta_r, \hat{\mu}_{a_{G_{i}}} + \Delta_r \right] \) with probability at least \( 1 - \frac{1}{2N^2T^2} \). Let it take \( r_i \) rounds to be able to sort \( a_{G_{i}} \) in its correct position, which implies that all other actions can be well separated from this action. When two actions are separated, the upper confidence bound for the action with a lower estimated reward is less than the lower confidence bound of action with higher estimated reward, which gives the following inequality

\[
\hat{\mu}_{a_{G_{i}}} + \Delta_{r_i} < \hat{\mu}_{a_{G_{j}}} - \Delta_{r_i}.
\]

This further means that the actions \( a_{G_{i}} \) and \( a_{G_{j}} \) were inseparable in round \( r_i - 1 \), thus the following holds.

\[
\hat{\mu}_{a_{G_{i}}} + \Delta_{r_i - 1} \geq \hat{\mu}_{a_{G_{j}}} - \Delta_{r_i - 1} \quad (50)
\]

However, using Lemma 19, \( \hat{\mu}_{a_{G_{i}}} \) lies between the confidence region around the true mean as \( \hat{\mu}_{a_{G_{i}}} \in \left[ \mu_{a_{G_{i}}} - \Delta_{r_i - 1}, \mu_{a_{G_{i}}} + \Delta_{r_i - 1} \right] \). The same is true for \( \hat{\mu}_{a_{G_{j}}} \). Using the upper limits of estimated mean rewards, we can rewrite inequality (50) as

\[
\mu_{a_{G_{i}}} + 2\Delta_{r_i - 1} \geq \mu_{a_{G_{j}}} - 2\Delta_{r_i - 1} \quad (51)
\]

From inequality (51), we get \( \Delta_{r_i} \) in terms of the difference of expected rewards of the two arms as follows.

\[
4\Delta_{r_i - 1} \geq \mu_{a_{G_{j}}} - \mu_{a_{G_{i}}} \geq \frac{1}{U}(\mathbb{E}[X_{G(i)}] - \mathbb{E}[X_{G(j)}]), \quad (52)
\]
where the last step follows from Corollary 9. Using the definition of $\Delta$, and the upper bound obtained in inequality (52), we have

$$2^{-(r_i - 1)} = \frac{\Delta_{r_i - 1}}{\left(\mathbb{E}[X_{G(i)}] - \mathbb{E}[X_{G(j)}]\right)} \geq \frac{4U}{\mathbb{E}[X_{G(i)}] - \mathbb{E}[X_{G(j)}]}$$

Taking logarithm with base 2, we obtain a lower bound on the number of rounds needed as

$$r_i - 1 \leq \log_2 \left(\frac{4U}{\mathbb{E}[X_{G(i)}] - \mathbb{E}[X_{G(j)}]}\right).$$

The term $(\mathbb{E}[X_{G(i)}] - \mathbb{E}[X_{G(j)}])$ will be lowest for $j = i + 1$ or $i - 1$ since the arms closest to $i$ will result in the lowest gap. Thus, we define $\delta_i$ for arm $G(i)$ as

$$\delta_i \triangleq \min\left\{\mathbb{E}[X_{G(i)}] - \mathbb{E}[X_{G(i+1)}], \mathbb{E}[X_{G(i-1)}] - \mathbb{E}[X_{G(i)}]\right\},$$

(53)

The number of rounds to correctly rank arm $G(i)$ can thus be upper bounded as follows.

$$r_i \leq \log_2 \left(\frac{8U}{\delta_i}\right).$$

Having bounded the number of rounds to rank $a_{G_i}$, we find the number of time steps each action is played till round $r_i$ as follows.

$$n_{r_i} = \frac{\log 2NT}{\Delta_i^2} = 2^{2^{r_i} \log 2NT} \leq 2^{2\log_2 \left(\frac{8U^2}{\delta_i^2}\right)} \log 2NT = \frac{64U^2 \log 2NT}{\delta_i^2}$$

This provides the number of times action $a_{G_i}$ is played. Let $\lambda$ be chosen as a threshold, which is the precision level below which we cannot correctly order two actions. Using $\lambda$ as a lower bound for $\delta_i$, each of the $K + 1$ action is chosen for $n_{r_i}$ times, where $\delta_i$ is replaced by $\max(\delta_i, \lambda)$. Thus, the total time steps any of the action is selected is given as

$$n' \leq \sum_{i=1}^{K+1} \frac{64U^2 \log 2NT}{\max(\delta_i^2, \lambda^2)}$$

which proves the number of time steps as in the statement of the Lemma.

For $K + 1$ arms, there can be $\binom{K+1}{2}$ ordered pairs denoting the edges of a complete graph, where each edge is the ordering of the two vertices. However, the ordering is preserved by a sub-graph which is a chain by just keeping the edges which connect two immediately
ordered vertices. The number of edges thus becomes \((K + 1) - 1 = K\). Thus, there are \(K\) orderings in a group, and all of them should be correct to make the algorithm work. The probability of error in sorting group \(G\) can then be written as

\[
P(\{\text{any arm is incorrectly sorted}\}) = 1 - P(\{\text{all arms are correctly sorted}\}) \\
\leq 1 - \left(1 - \frac{1}{2N^2T^2}\right)^K \\
< 1 - \left(1 - \frac{K}{2N^2T^2}\right) \\
= \frac{K}{2N^2T^2},
\]

where the probability that any two arms are incorrectly sorted is bounded by \(\frac{1}{2N^2T^2}\) as given in (49). This proves the probability of correct ordering as in the statement of the Lemma.

Having understood the number of time steps spent in the SORT subroutine, and the error probability of ranking arms in each group, we now consider the MERGE subroutine. In the following lemma, we find the number of time steps it takes to merge two groups, with an error probability in the ordering in the combined group.

**Proof** [Proof of Lemma 12] In the MERGE subroutine, we use the sorted groups \(G_1\) and \(G_2\) to construct a group \(G\) of \(K\) elements such that arms in group \(G\) are sorted. We maintain two counters \(i\) and \(j\) for the groups \(G_1\) and \(G_2\) respectively. We replace arm \(G_2(j)\) by \(G_1(i)\) in group \(G_1\) to create a new action. We play both actions in rounds starting from \(r = 1\). At the end of round \(r\), the deviation of estimated mean reward and true expected rewards is \(\Delta_r \triangleq 2^{-r}\). By round \(r\), each action has been played for \(n_r \triangleq \log \frac{2NT}{\Delta^2}\) time steps similar to Algorithm 2. Two actions are separated when the upper confidence bound of worse action is lesser than the lower confidence bound of better action. We then add the arm corresponding to better action to group \(G\) and increment the counter for the corresponding group from which arm was picked and continue comparing new actions. This is continued till we have \(K\) arms in \(G\).

Since the fundamental concept of comparison of two actions in Algorithm 2 is the same as that in Algorithm 3, similar analysis follows and the number of time steps required to merge the groups is

\[
n' \leq \sum_{i=1}^{K+1} \frac{64U^2 \log 2NT}{\max \left(\delta_{G(i)}^2, \lambda^2\right)},
\]

where \(G(K + 1)\) is the last arm with which comparison was made but not added to group \(G\). The same argument as in the proof of Lemma 11 can be used to bound the error probability of a single run of Algorithm 3 by \(\frac{K}{2N^2T^2}\).
Appendix D. Proof of Lemma 13

To bound the probability of error of Algorithm 1, we define the event $\mathcal{E}$ which is the event when the algorithm makes an error. The algorithm makes an error when either the SORT subroutine, the MERGE subroutine, or both make an error. So, we can write the error event as a union of error events in sorting and error events in merging. Let $\mathcal{E}_s$ the event where at least one of the $\frac{N}{K+1}$ calls made to Algorithm 2 resulted in an incorrect list, and $\mathcal{E}_m$ be the event where at least one of the $\frac{N}{K+1} - 1$ merges is in error.

$$\mathcal{E} = \mathcal{E}_s \cup \mathcal{E}_m$$

Since the probability of the union of events is upper bounded by the sum of probabilities of individual events, we get

$$P(\mathcal{E}) \leq P(\mathcal{E}_s) + P(\mathcal{E}_m) \quad (54)$$

We now identify upper bounds for $P(\mathcal{E}_s)$ and $P(\mathcal{E}_m)$ by breaking down the error events into error in each call to SORT and MERGE subroutine.

Let us define an event $\mathcal{E}_{s,i}$ which denotes that there was an error in the sorted list given by Algorithm 2 for $i^{th}$ group, or

$$\mathcal{E}_{s,i} \triangleq \{ \text{at least two arms are incorrectly placed in sorting } i^{th} \text{ group} \} \quad (55)$$

Hence, $\mathcal{E}_s$ is a union of $\mathcal{E}_{s,i}$ for all $i \in \{1, 2, \cdots, \frac{N}{K+1}\}$, or $\mathcal{E}_s = \bigcup_{i=1}^{\frac{N}{K+1}} \mathcal{E}_{s,i}$. Probability of error in any of the sorting operations is thus given as

$$P(\mathcal{E}_s) = P \left( \bigcup_{i=1}^{\frac{N}{K+1}} \mathcal{E}_{s,i} \right) \quad (56)$$

$$\leq \sum_{i=1}^{\frac{N}{K+1}} P(\mathcal{E}_{s,i}) \quad (57)$$

$$< \sum_{i=1}^{\frac{N}{K+1}} \frac{K}{2NT^2} \quad (58)$$

$$= \frac{N}{K+1} \frac{K}{2NT^2} \quad (59)$$

$$< \frac{1}{2NT^2} \quad (60)$$

where (56), and (57) follow from the definition of events and the union bound, respectively, and (58) follows from Lemma 11.

Similarly we define event $\mathcal{E}_{m,i}$ representing that Algorithm 2 incorrectly merges the merged group up to group $i$ and $(i+1)^{th}$ group. Let $G_M^i$ be the merged sorted group formed by merging sorted groups $G_M^{i-1}$ and $G_i$ for $i > 1$, with $G_M^1 = G_1$. Then, we have

$$\mathcal{E}_{m,i} = \{ \text{error occurred while merging } G_M^i \text{ and } G_{i+1} \}.$$
We note that $\mathcal{E}_m$ is a union of $\mathcal{E}_{m,i}$ for all $i \in \{1, 2, \ldots, \frac{N}{K+1} - 1\}$, or $\mathcal{E}_m = \bigcup_{i=1}^{\frac{N}{K+1} - 1} \mathcal{E}_{m,i}$.

Probability of error in the MERGE subroutine is given as

$$P(\mathcal{E}_m) = P\left(\bigcup_{i=1}^{\frac{N}{K+1} - 1} \mathcal{E}_{m,i}\right) \leq \sum_{i=1}^{\frac{N}{K+1} - 1} P(\mathcal{E}_{m,i}) \leq \sum_{i=1}^{\frac{N}{K+1} - 1} \frac{K}{2N^2T^2} < \frac{N}{K+1} \frac{K}{2N^2T^2} \leq \frac{1}{2NT^2} \tag{61}$$

where (61) and (62) follow from the definition of events and union bound, respectively, and (63) follows from Lemma 12.

Substituting bounds obtained on $P(\mathcal{E}_m)$ and $P(\mathcal{E}_s)$ in (54), we have

$$P(\mathcal{E}) < \frac{1}{2NT^2} + \frac{1}{2NT^2} = \frac{1}{NT^2} \tag{66}$$

The total error probability of the algorithm is thus bounded by $\frac{1}{NT^2}$, proving the statement of the Lemma.

**Appendix E. Proof of Lemma 14**

Exploration in Algorithm 1 is done using SORT and MERGE subroutines, so we will analyze the maximum time taken by the two subroutines. To sort all groups, Algorithm 1 runs $\frac{N}{K+1}$ times, and to merge the groups, Algorithm 1 runs $\frac{N}{K+1} - 1$ times. Let $i^{th}$ run of SORT uses $T_{SORT,i}$ time steps, and $j^{th}$ run of MERGE uses $T_{MERGE,j}$ time steps. The total number of time-steps used for exploration can be written as

$$T_{exp} = \sum_{s=1}^{\frac{N}{K+1}} T_{SORT,s} + \sum_{m=1}^{\frac{N}{K+1} - 1} T_{MERGE,m} \leq \sum_{s=1}^{\frac{N}{K+1}} \max_s (T_{SORT,s}) + \sum_{m=1}^{\frac{N}{K+1} - 1} \max_m (T_{MERGE,m}) = \frac{N}{K+1} \max_s (T_{SORT,s}) + \left(\frac{N}{K+1} - 1\right) \max_m (T_{MERGE,m})$$
We use Lemma 11 to find \( \max_s (T_{SORT,s}) \) as follows.

\[
T_{SORT,s} = K + 1 \sum_{j=1}^{64} U^2 \log 2NT \quad \text{(max (\(\lambda, \delta_{s,j}\))}^2
\leq \sum_{j, \delta_{s,j} > \lambda}^{K+1} \frac{64U^2 \log 2NT}{\lambda^2} + \sum_{j, \delta_{s,j} < \lambda}^{K+1} \frac{64U^2 \log 2NT}{\lambda^2}
= \sum_{j=1}^{K+1} \frac{64U^2 \log 2NT}{\lambda^2}
= \frac{64 (K + 1) U^2 \log 2NT}{\lambda^2}.
\]

Similarly, we use Lemma 12 to find \( \max_s (T_{MERGE,s}) \) as follows.

\[
T_{MERGE,m} = K + 1 \sum_{j=1}^{64} U^2 \log 2NT \quad \text{(max (\(\lambda, \delta_{m,j}\))}^2
\leq \sum_{j, \delta_{m,j} > \lambda}^{K+1} \frac{64U^2 \log 2NT}{\lambda^2} + \sum_{j, \delta_{m,j} < \lambda}^{K+1} \frac{64U^2 \log 2NT}{\lambda^2}
= \sum_{j=1}^{K+1} \frac{64U^2 \log 2NT}{\lambda^2}
= \frac{64 (K + 1) U^2 \log 2NT}{\lambda^2}.
\]

Total exploration time can now be bounded by using the values for maximum time taken for SORT and MERGE as,

\[
T_{exp} \leq \frac{N}{K+1} \max_s (T_{SORT,s}) + \left( \frac{N}{K+1} - 1 \right) \max_s (T_{SORT,s})
\leq \frac{N}{K+1} \frac{64 (K + 1) U^2 \log 2NT}{\lambda^2}
+ \left( \frac{N}{K+1} - 1 \right) \frac{64 (K + 1) U^2 \log 2NT}{\lambda^2}
\leq \frac{N}{K+1} \frac{64 (K + 1) U^2 \log 2NT}{\lambda^2}
+ \left( \frac{N}{K+1} \right) \frac{64 (K + 1) U^2 \log 2NT}{\lambda^2}
\leq \frac{64NU^2 \log 2NT}{\lambda^2} + \frac{64NU^2 \log 2NT}{\lambda^2}
\]

\[
\leq \frac{128NU^2 \log 2NT}{\lambda^2}.
\]

Appendix F. Proof of Lemma 15

We will bound the expected regret where the suboptimal action is returned by CMAB-SM, which includes an error from Algorithm 2 or from Algorithm 3. Let the chosen action be \( \hat{a}^* = (\hat{a}_1^*, \cdots, \hat{a}_K^*) \) and optimal action be \( a^* = (a_1^*, \cdots, a_K^*) \). Then, the gap in the actions is

\[
P = \sqrt{\min_{\Pi} \left( \sum_{i=1}^K \left( d_{\hat{a}_i^*} - d_{a_{\Pi(i)}^*} \right)^2 \right)},
\]

where \( \Pi \) is any possible permutation of \( \{1, \cdots, K\} \). Also, let \( \Pi^* \) be the permutation that optimizes the above minimization. Using Assumption 4, and \( U \) defined in Corollary 9, we have

\[
E[|r_{a^*} - r_{\hat{a}^*}|] \leq UP
\]

where (68) follows from Theorem 13.

Case 1: For some \( i \), \( E[d_{\hat{a}_i^*}] - E[d_{a_{\Pi^*(i)}^*}] > \lambda \). In this case, the incorrect action has arms which could have been separated without hitting the threshold \( \lambda \), but did not do so because of an error in the SORT or MERGE subroutine. We note that since \( E[d_{\hat{a}_i^*}] \) and \( E[d_{a_{\Pi^*(i)}^*}] \) are both in \([0,1]\), \( P \leq \sqrt{K} \). The expected regret at time \( t \) can be written as

\[
E[R(t)] = E[|r_{a^*} - r_{\hat{a}^*}|a_t \neq a^*] \times P(\{a_t \neq a^*\})
\]

(69)

\[
\leq U\sqrt{K} \times P(\{a_t \neq a^*\})
\]

(70)

\[
\leq \frac{U\sqrt{K}}{NT^2},
\]

(71)

where (70) follows from (68) with \( P \leq \sqrt{K} \), and (71) follows from Theorem 13.

Case 2: For all \( i \), \( E[d_{\hat{a}_i^*}] - E[d_{a_{\Pi^*(i)}^*}] \leq \lambda \). In this case, the SORT or MERGE subroutines will not be able to differentiate between the two actions. Thus, \( P(\{a_t \neq a^*\}) \) will no longer be bounded by \( 1/NT^2 \) in this case, since the individual rewards are bounded by \( \lambda \), we have \( P \leq \lambda \sqrt{K} \). Thus, we have

\[
E[R(t)] = E[|r_{a^*} - r_{\hat{a}^*}|a_t \neq a^*] \times P(\{a_t \neq a^*\})
\]

(72)

\[
\leq U\lambda\sqrt{K} \times P(\{a_t \neq a^*\})
\]

(73)

\[
\leq U\lambda\sqrt{K},
\]

(74)

where (73) follows from (68) and \( P \leq \lambda \sqrt{K} \).

Combining both the cases, the maximum regret the algorithm can incur is bounded by

\[
U\lambda\sqrt{K} + \frac{U\sqrt{K}}{NT^2},
\]

thus proving the result.

Appendix G. Complete Implementation of SORT and MERGE subroutines

The detailed SORT and MERGE subroutines can be seen in Algorithm 4-6.
We compare cumulative regret at each \( t \) as long as no two arms have same parameter, or \( \frac{2 \log(TNK)}{\Delta^2} \), and follows a Bernoulli distribution \( \text{Bern}(p_i) \).

We note that arm \( i \) has FSD over arm \( j \) if \( p_i > p_j \). Thus, this reward distribution satisfies Assumption 2 as long as no two arms have same parameter, or \( p_i \neq p_j \) for any \( i \neq j \). Figure
Algorithm 5 MERGE

1: procedure MERGE($G_1, G_2; \lambda, T, N, K$) \Comment{Groups of $K$ arms each, and precision}
2: Initialize $G^*[1: K] \leftarrow 0$ \Comment{Array of size $K$ initialized with $0$ to store the optimal arms}
3: Initialize $\hat{\mu}_{G_i} \leftarrow 0; \hat{\mu}_A \leftarrow 0; i \leftarrow 1; j \leftarrow 1$
4: Initialize $t_1 \leftarrow 0; r_1 \leftarrow 1; \Delta_{r_1} \leftarrow \frac{1}{2}; n_{r_1} = \frac{2 \log(TNK)}{\Delta_{r_1}^2}$
5: for $k = 1: K$ do
6: \hspace{1em} Construct new action by replacing $i^{th}$ arm of $G_1$ by $j^{th}$ arm of $G_2$
7: \hspace{1em} \hspace{1em} $a_{i,j} = (G_1 \setminus \{G_1(i)\}) \cup \{G_2(j)\}$ \hspace{1em} (75)
8: \hspace{1em} Initialize $t_2 \leftarrow 0; r_2 \leftarrow 1; \Delta_{r_2} \leftarrow \frac{1}{2}; n_{r_2} = \frac{2 \log(TNK)}{\Delta_{r_2}^2}$ \Comment{For every new action constructed}
9: \hspace{1em} while $(\Delta_{r_2} > \lambda)$ and $(G^*[k] == 0)$ do
10: \hspace{2em} $\hat{\mu}_{a_{c_1}, t} = \text{UPDATE}_\text{MEAN}(\hat{\mu}_{a_{c_1}, a^G}, t_1, n_{r_1})$ \Comment{Exploration happens here}
11: \hspace{2em} $\hat{\mu}_{a_{i,j}, t} = \text{UPDATE}_\text{MEAN}(\hat{\mu}_{a_{i,j}}, a_{i,j}, t_2, n_{r_2})$ \Comment{Exploration happens here}
12: \hspace{2em} if $\hat{\mu}_{a_{c_1}} < \hat{\mu}_{a_{i,j}} - 2\Delta_{r_1}$ then
13: \hspace{3em} $G^*[k] = G_2(j); j = j + 1$
14: \hspace{2em} else if $\hat{\mu}_{a_{c_1}} > \hat{\mu}_{a_{i,j}} + 2\Delta_{r_1}$ then
15: \hspace{3em} $G^*[k] = G_1(i); i = i + 1$
16: \hspace{2em} end if
17: \hspace{2em} $r_2 = r_2 + 1; \Delta_{r_2} = \frac{\Delta_{r_2} - 1}{2}; n_{r_2} = \frac{2 \log(TNK)}{\Delta_{r_2}^2}$
18: \hspace{2em} if $r_2 > r_1$ then
19: \hspace{3em} $r_1 = r_1 + 1; \Delta_{r_1} = \frac{\Delta_{r_1} - 1}{2}; n_{r_1} = \frac{2 \log(TNK)}{\Delta_{r_1}^2}$
20: \hspace{2em} end if
21: \hspace{2em} end while
22: if $G^*[k] == 0$ then \Comment{If the arm have less separation than $\lambda$}
23: \hspace{2em} if $\hat{\mu}_{a_{c_1}} < \hat{\mu}_{a_{i,j}}$ then
24: \hspace{3em} $G^*[k] = G_2(j); j = j + 1$
25: \hspace{2em} else if $\hat{\mu}_{a_{c_1}} > \hat{\mu}_{a_{i,j}}$ then
26: \hspace{3em} $G^*[k] = G_1(i); i = i + 1$
27: \hspace{2em} end if
28: \hspace{2em} end if
29: \hspace{2em} $k = k + 1$
30: end for
31: return $G^*$ \Comment{Merged set of $G_1$, and $G_2$}
end procedure

Algorithm 6 UPDATE_MEAN

1: procedure UPDATE_MEAN($\mu$, $a$, $t$, $n$) \Comment{Explore action $a$ by playing it $n - t$ times}
2: while $t \leq n$ do
3: \hspace{1em} $r_{a,t} =$ Reward collected by playing $a$
4: \hspace{1em} $\hat{\mu}_a = \frac{t \times \hat{\mu}_a + r_{a,t}}{t+1}$
5: \hspace{1em} $t = t + 1$
6: end while
7: return $\mu_a, t$
8: end procedure

2(a) plots $P(X \geq x)$ of the reward function for different values of $p_i$. We see that $P(X \geq x)$ is larger for the distribution with larger value of $p$, and for any two different values of $p$,
there is $x$ (e.g., any $x \in (0, 1]$) such that $P(X \geq x)$ are not the same thus showing that the reward distributions satisfy Assumption 2.

We consider two different types of reward function to evaluate the performance of CMAB-SM. The two reward functions are the sum of rewards of each arm, and the maximum of rewards of each arm. In the following, we will describe the functions and evaluate them for one of the distributions of the rewards from each arm.

### H.1. Sum of Bernoulli arm rewards

Assume that a company wishes to do a campaign of the product and chooses $K$ out of available $N$ sub-campaigns each day. Let the reward of sub-campaign $i$, $X_i$, be Bernoulli with parameter $p_i$, which is unknown. Further, let the reward that the company receives is how the overall company sales progressed, thus receiving the aggregate reward as $\sum_{i=1}^{K} X_i$. To normalize the received reward, we let $r = \frac{1}{K} \sum_{i=1}^{K} X_i$. We assume that the individual arm rewards are not observed by the company, while the overall progress of the campaign can be seen. Another application is showing $K$ out of $N$ advertisements to the user webpage, where the reward is in a form of whether user clicks the ad to go to the product page. The aggregate reward is the total number of clicks, and we assume that individual click information is not available.

Thus, we have the expected reward as

\[
\mathbb{E}[r] = \mathbb{E} \left[ \frac{1}{K} \sum_{i=1}^{K} X_i \right] = \frac{1}{K} \sum_{i=1}^{K} \mathbb{E}[X_i] = \frac{1}{K} \sum_{i=1}^{K} p_i
\]

Since the combined reward is sum of all individual rewards, the expected reward is strictly increasing with respect to the expected rewards of the individual arms. Prior works in
click optimization assume knowledge of clicks on individual advertisements and thus are semi-bandits (Li et al., 2020).

Recently (Rejwan and Mansour, 2020) proposed CSAR algorithm to find top $K$ arms which solves this problem setup efficiently using Hadamard matrices. CSAR algorithm, similar to ours, divide the set of arms into groups of size $2K$. The algorithm, then estimates the individual arm rewards of the $2K$ arms in each group using Hadamard matrices of size $2K$. Each column maps to an arm in the group and for each row, an action can now be constructed by selected all arms corresponding to $+1$ elements in the row or the arms corresponding to $-1$ elements in the row.

We compare our CMAB-SM with UCB algorithm and CSAR algorithm for $N = 45$ and various values of $K$ for $T = 10^6$ steps. For CSAR algorithm we select $K \in \{2, 4, 8\}$ for easy construction of Hadamard matrices of size $2K$. For UCB algorithm we select $K \in \{2, 4\}$ for easy construction of the combinatorial action space of $\binom{N}{K}$. We plot average cumulative regret over 25 independent runs for fixed value of individual arm rewards sampled randomly uniformly from $[0, 1]$.

Figure 3 shows the comparison results between CMAB-SM, CSAR algorithm, and UCB algorithm. We note that for $K = 2$, UCB algorithm outperforms both CSAR algorithm and CMAB-SM algorithm. This is because for small values of $K$, UCB can explore all $\binom{N}{K}$ actions faster as UCB does not estimate individual arm rewards as CSAR algorithm, and UCB can eliminate sub optimal arms from direct comparison with the best arm unlike CMAB-SM algorithm. We note that in the cumulative regret of CSAR algorithm rises sharply for $K = 2$ in Figure 3(a). We suspect that this is because of a large number of samples might be required to eliminate a sub-optimal arm. Since our implementation of the algorithm samples a group consecutively for $m = 1/2^r$ times in round $r$, we see a jump instead of a smooth rise. Such behaviour in not visible for $K = 4$ or $K = 8$ because we suspect that the elimination of sub-optimal arms might have been quicker compared for the case of $K = 2$ because of the large gap between arms.

Also we note that CMAB-SM does not perform as good as CSAR algorithm. We note that this difference is because CSAR estimates expected rewards of individual arms. CSAR algorithm can construct optimal action from the estimates and pull the optimal arm more frequently. CMAB-SM eliminates arms slowly compared to CSAR algorithm, as CSAR compares each arm from the $K^{th}$ best arm which CMAB cannot perform. However, we note that even for $K = 4$, both CSAR and CMAB-SM algorithm outperform UCB algorithm by significant margin. Also, for $K = 8$, we note that UCB algorithm would not even finish exploring $\binom{45}{8} = 215553195$ arms in $10^6$ time steps. Hence a comparison with UCB for $K = 8$ is futile.

H.2. Maximum of Bernoulli rewards

We consider a case where agent is a recommendation system that shows a list of restaurants or hotels, and user provides feedback whether or not the list is useful. A user finds the list useful when she is able to get a recommendation suiting her requirements. We take the reward of individual arm to be discrete with value 1 if the item was useful, and 0 for the case where the item in list is not useful. We assume that the rewards follow Bernoulli distribution. Since the individual rewards are not observed, this is a bandit setting. Further,
Figure 3: Comparison results for CMAB-SM and CSAR Algorithm for combinatorial linear bandit reward as mean of individual arm rewards.
note that the maximum function is not a linear function. We will now show the strictly increasing property of the function. The expected reward of selecting $K$ arms is given as

\[
E[r] = E[\max(X_1, X_2, \ldots, X_K)]
\]

\[
= 1 \left( 1 - P \left( \bigcap_{i=1}^{K} \{X_i = 0\} \right) \right) + 0 \left( P \left( \bigcap_{i=1}^{K} \{X_i = 0\} \right) \right)
\]

\[
= 1 \left( 1 - \prod_{i=1}^{K} (1 - p_i) \right) + 0 \left( \prod_{i=1}^{K} (1 - p_i) \right)
\]

\[
= 1 - \prod_{i=1}^{K} (1 - p_i),
\]

where (76) is the expected value of the function of individual rewards, (77) follows from the fact that individual rewards are Bernoulli distributed and their maximum is zero only when all the individual rewards are zero, (78) holds since the rewards are independent of each other.

(Gopalan et al., 2014) present a unique way to solve this problem in Section 4.2 of their paper. They consider the success probability $p_i$ of arm $i$ comes from the set $\{1 - \beta^R, 1 - \beta^{R-1}, \ldots, 1 - \beta\}$ for all $i \in \{1, 2, \ldots, N\}$ and $\beta \in (0,1)$ and $R > 0$ are fixed parameters. Additionally, their bounds are of order $O\left(\binom{N-1}{K}\right)$. Our setting is a generalization of the setting considered by (Gopalan et al., 2014). We let the $p_i$ lie in the set $[0,1]$ and we obtain a bound which is polynomial in $N, K$.

The reward is non-linear and the expected value of reward is strictly increasing in expected rewards of individual arms. Cascade model of click optimization by (Kveton et al., 2015a) uses a similar problem formulation, however they still consider information on clicks on individual items. Figure 4 shows the evaluation results in this case. We note that for $K \geq 3$, the proposed algorithm significantly outperforms UCB. Even for $N = 24$ and $K = 2$, where $\binom{N}{K} = 220$, $W(T)$ for CMAB-SM is close to UCB.

We note that the cumulative regret at any time $t$ decreases as $K$ increases. This follows from the fact that as with increasing $K$, a user will have more choices at any given time and it is more likely that the arm with the highest reward is in the $K$ chosen arms.
Figure 4: Reward of actions is the maximum of rewards of individual arms as described in section H.2
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