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**Abstract**—Machine learning (ML) has been widely used in the literature to automate software engineering tasks. However, ML outcomes may be sensitive to randomization in data sampling mechanisms and learning procedures. To understand whether and how researchers in SE address these threats, we surveyed 45 recent papers related to three predictive tasks: defect prediction (DP), predictive mutation testing (PMT), and code smell detection (CSD). We found that less than 50% of the surveyed papers address the threats related to randomized data sampling (via multiple repetitions); only 8% of the papers address the random nature of ML; and parameter values are rarely reported (only 18% of the papers). To assess the severity of these threats, we conducted an empirical study using 26 real-world datasets commonly considered for the three predictive tasks of interest, considering eight common supervised ML classifiers. We show that different data resamplings for 10-fold cross-validation lead to extreme variability in observed performance results. Furthermore, randomized ML methods also show non-negligible variability for different choices of random seeds. More worryingly, performance and variability are inconsistent for different implementations of the conceptually same ML method in different libraries, as also shown through multi-dataset pairwise comparison. To cope with these critical threats, we provide practical guidelines on how to validate, assess, and report the results of predictive methods.
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I. INTRODUCTION

The application of machine learning (ML) techniques to software engineering (SE) has attracted increasing interest from researchers and practitioners in recent years. This has resulted in various successful ML applications, such as building predictive models for code quality assessment [1], software testing [2], [3], effort estimation, and software security. At the same time, despite increasing optimism about the effectiveness of ML techniques for SE, researchers have started questioning the reproducibility of their results [4], [5]. For example, within the SE community, attention has been raised for best practices to deal with outcomes of randomized algorithms, and to better substantiate whether observed performance differences are true differences through the application of statistical tests [6]. When applying these, it also is important to be explicitly aware of underlying assumptions made by the test [6], [7].

Outside of the SE domain, other fields have demonstrated how sensitive analyses and drawn conclusions may be to researcher degrees of freedom that are not commonly reported. In Psychology, warnings have been raised that undisclosed (and non-malicious) choices in data collection, analysis, and reporting can easily lead to false-positive results and conclusions [8]. In Music Information Retrieval research, it was shown that implementation design choices for evaluation metrics can yield highly different outcomes [9], and that common descriptions and commonly reported parameters of music signal processing procedures are insufficiently specific to warrant unambiguous, stable reimplementations [10].

Despite great and broad optimism about ML’s promises, criticism has risen within the ML field itself on the true merit, reasons behind, and reproducibility of reported advances. The tendency to appreciate more complex approaches that outperform alternatives, together with short, fast-paced publication cycles, has been critiqued to lead to flawed works that lack practical use and empirical rigor [11], [12]. It has been hinted that the broader artificial intelligence faces a reproducibility crisis [13], which may e.g. be due to unreleased source code and unreported critical configuration details. In deep reinforcement learning, experiments varying random seeds and hyperparameter values caused major performance differences, and alternative implementations of the same baseline task were shown to give radically different results, leading to calls for more thorough reporting practice [14].

While many ML applications in SE use older, more established supervised ML techniques than those under particular scrutiny today, it still is imaginable that similar issues may be at play, impacting the trustability of observed outcomes. This paper therefore seeks to gain more insight into how rigorously ML techniques are assessed in SE domains. More precisely, we investigate three important factors that can potentially impact ML result variability, threatening future reproducibility: (1) the sensitivity of ML methods to randomized resamplings from datasets for training and validation; (2) the randomized nature of specific ML learning procedures; (3) whether different implementations of the conceptually same ML method in different libraries are actually consistent with one another.

Focusing on three actively researched predictive SE tasks (defect prediction, predictive mutation testing, and code smell detection), we first perform a systematic literature review, to understand the extent to which researchers addressed the...
factors of our interest in the current literature. Alarminglly, after rigorously analysing 45 recent papers in the three selected SE tasks, we did not find a single case in which all three potential threats have been adequately and explicitly addressed.

Secondly, we present an empirical study that aims to investigate to what extent predictive SE outcomes may be affected by the factors of our interest. Our study involves 26 commonly-used datasets in SE from the three predictive SE tasks of interest, eight ML classifier models, and three alternative commonly-used ML libraries. Our results show striking inconsistencies and outcome variabilities, that need to be more carefully and explicitly addressed by researchers than seemingly is done today. Therefore, we conclude our work by presenting a set of practical guidelines on how to address these threats adequately, and how to validate, assess, and report the results in predictive software engineering.

II. SYSTEMATIC REVIEW

Several current ML criticisms on threats to validity and reproducibility may also hold for common ML practices in SE. First of all, for training and evaluation, samples or data partitions are randomly drawn from a dataset, which may lead to particularly (un)lucky samplings. Next to this, models may include randomization as part of their training procedure (e.g. in a random forest), implying that different random seeds may give different results. Finally, hyperparameters have a major impact on outcomes, and thus it would be good practice to report and discuss them. To assess to what extent these aspects are acknowledged in current SE practice, we consider three representative predictive SE tasks that currently heavily build on ML approaches: defect prediction (DP), predictive mutation testing (PMT), and code smell detection (CSD).

1) DP: In this task, ML methods are used to predict the fault-proneness of software modules (e.g., class or methods) in a given software project with the goal of prioritizing QA activities. ML for DP has been extensively studied in the last two decades, as reflected in existing surveys (e.g., [1]), reflection papers (e.g., [15], [16]), and dedicated tools (e.g., [17]). Defect prediction can be formulated as a binary classification problem, whose goal is to predict whether each specific software module (e.g., a class or method) is defective or not [1, 15, 16]. Multiple features have been used for building prediction models [15], such as code (e.g., [18]), process (e.g., [19]), and organizational metrics (e.g., [20]).

2) PMT: Mutation testing aims to assess the effectiveness of a test suite. Given a program $P$, mutation testing tools generate program variants (i.e., mutants) based on a given set of transformation rules (i.e., mutation operators). An effective test case should pass when executed against the original program $P$ but fails against a mutant $P'$. In other words, the test should differentiate between the original program and its mutated variant. In this scenario, the mutant $P'$ is said to be killed. Instead, the mutant $P'$ survives if the test cases pass on both $P$ and $P'$. The test suite’s effectiveness is then measured as the ratio between the number of killed mutants and the total number of non-equivalent mutants being generated [21]. While mutation testing is widely recognized as a high-end test adequacy criterion [22], it does incur a considerable overhead. Indeed, performing mutation testing requires to rerun the entire test suite against each generated mutant. For this reason, researchers have proposed various strategies that aim to reduce the cost of mutation testing [23].

The purpose of PMT is to produce the mutation testing results without executing the actual mutants [2, 3]. PMT has been formulated as a binary classification problem, whose goal is to predict whether each mutant $P'$—generated by a mutation testing tool—is killed or not by a given test suite $T$ [2, 3].

3) CSD: Code smells are symptoms of poor software design choices that negatively impact code comprehensibility and future maintenance activities [24]. The original catalog has also been lately extended to test code [25], and databases [26].

Over the last decades, researchers have proposed various static analysis methods and tools to detect code smells automatically [27]. A complete overview of code smell detection approaches is available in [24].

More recent approaches to detect code smell rely on ML [28–30]. The detection problem is reformulated as a binary classification task using supervised ML methods. More precisely, the goal is to predict/detect whether a software module (class or method) is affected by a given code smell. These approaches typically use various static software metrics [24], such as lines of code, McCabe cyclomatic complexity, the number of input parameters of a method, and so on.

While not aiming to provide an exhaustive literature review for these three tasks, we still would like a representative snapshot of current common practices, obtained in a rigorous and unbiased fashion. Therefore, we conduct a systematic literature review in line with common practice in the SE domain [31, 32], as described below.

A. Methodology

We used digital libraries and search engines (Google Scholar, Scopus, and DBLP) to manually retrieve papers related to the predictive SE tasks of interest. For querying, we considered the following search keywords:

- DP: (“defect prediction”) OR (“fault prediction”) OR (“bug prediction”) OR (“defect” AND “deep learning”) OR (“fault” AND “deep learning”) OR (“bug” AND “deep learning”) OR (“supervised defect prediction”).
- PMT: (“predictive mutation testing”) OR (“supervised mutation testing”) OR (“predictive mutation analysis”) OR (“machine learning” AND “mutation testing”) OR (“deep learning” AND “mutation testing”).
- CSD: (“predictive code smell”) OR (“code smell” AND “machine learning”) OR (“code smell” AND “deep learning”) OR (“design flaw” AND “machine learning”) OR (“design flaw” AND “deep learning”) OR (“supervised code smells”).
With these keywords initially yielding thousands of hits, we used computer science and software engineering as additional filters to explicitly restrict to papers relevant to the SE domain. We then restricted the selection further to works that appeared at international SE top venues: IEEE Transactions on Software Engineering (TSE), IEEE Transactions on Reliability, Empirical Software Engineering (EMSE), Information and Software Engineering (IST), Journal and Software and System (JSS), Software Testing, Verification and Reliability (STVR), IEEE Access, Software Quality Journal (SQJ), ACM/IEEE International Conference on Software Engineering (ICSE), Mining Software Repositories (MSR), IEEE International Conference on Software Testing, Verification and Validation (ICST), Automated Software Engineering (ASE), Symposium on the Foundations of Software Engineering (FSE), ACM International Symposium on Software Testing and Analysis (ISSTA), IEEE International Conference on Software Analysis, Evolution and Re-engineering (SANER), and International Symposium on Software Reliability Engineering (ISSRE). To focus on original work presentations at sufficient levels of detail, we excluded keynotes, extended abstracts, tutorials, and posters. The inclusion and exclusion criteria are detailed in the following paragraphs and for each predictive tasks separately.

1) **DP:** given the large body of DP research and our focus on a snapshot of current common practices, we focus our search on papers published in the selected top venues in 2019 and 2020. We included papers that discuss the application of ML methods or improved ML procedures (e.g. data balancing), framing DP as a binary classification task. Hence, we excluded papers that focus on fault localization, or predicting the severity (or the number of) defects in software modules.

2) **PMT:** given that the first paper was published in 2016 [2], the body of research in PMT is still small. For that reason, we included all papers published in the selected venues between the years 2016 and 2020. We included all papers that applied ML approaches to mutation testing and its surrounding challenges (e.g. data balancing, transfer learning), while explicitly focusing on the framing of PMT as a binary classification task at the mutant level (as this makes results comparable with those of classical mutation testing). We excluded papers that use ML-based techniques that do not focus on predictions at this level.

3) **CSD:** with ML-based CSD also being a very recent research topic, we consider all papers published in the selected top venues. Beyond this, we include any further works mentioned in a recent systematic literature review [33], and apply snowballing as defined by Wohlin [34], i.e., including papers cited by or that cite the papers retrieved in the previous steps. We included all papers discussing the application of ML methods or improved ML pipeline procedures (e.g. data balancing), framing CSD as a classification task. We excluded papers only focusing on cross-version prediction (as this inherently implies that training and testing data has strong overlaps, and thus may cause overfitting). In case conference and extended journal variants exist of the same work, we only consider the extended (and more recent) journal variants.

### B. Review Results

Based on the process described above, we selected 45 papers: 25 papers for DP, four for PMT, and 16 for CSD, as presented in Table I. We observe the there is a large variability of strategies used to evaluate ML methods. The most common validation mechanism is n-fold cross-validation (18 papers), followed by cross-project (12 papers), out-of-sample bootstrap (5 papers), and cross-version (3 papers) validation. Two articles did not specify what validation procedure was used. Four papers (i.e., [3], [35]–[37]) apply more than one validation mechanism to assess the investigated ML methods.

Only 22 out of 45 selected papers validated ML methods by performing multiple data-splitting repetitions in training and test sets. This, even though a prior DP study did indicate that the random nature of sampling used for the validation can introduce critical biases [38], and different re-samplings can indeed lead to different results. For the remaining 23 papers, the authors did not mention any sampling repetitions, or acknowledge the absence of this in the threats to validity. The results for the random seed are even more alarming. Only four out of 45 papers (8%) rerun ML models with different random seeds. The only few papers that did so are related to DP, while no paper for the other two tasks rerun ML methods with multiple random seeds. For example, the heavily-used random forest, which even has been recommended as most effective classifier in terms of performance [39], will by definition be sensitive to different random seeds. While systematic and statistically sound methodologies to assessed randomized algorithms are well-established in other SE subdomains [6], statistical tests on observed performance outcomes in predictive SE are only very rarely being mentioned.

The most widely used ML library is Weka [40] (20 papers), followed by R [41] (8 papers), Scikit-learn [42] (5 papers), and MATLAB [43] (3 papers). Keras and Tensorflow are the leading libraries for approaches based on Deep Learning. Finally, six papers did not report the actual ML library or framework used in the empirical evaluation. This raises some concerns about future replicability.

As for hyperparameter tuning, reporting the parameter values is not a common practice in predictive SE. Out of 45 papers, 29 (64%) did not report the parameter values. 11 papers mention to have used “default parameters”. 9 papers performed parameter tuning, but often did not reported the final (tuned) parameter values. Only one paper reported the tuned values [39], and other two papers did so but partially [28], [44]. 8 papers give indications of concrete parameter values being used; 8 other papers explicitly mention that a selection of parameter values are reported, or that reports are only provided for selected ML methods.

### III. Empirical Study

As evidenced in our literature review, potential performance variability in predictive SE models is not frequently acknowledged. However, beyond [38], focusing on DP, no clear insight
exists yet into the extent to which these factors have impact across predictive SE tasks. For example, the commonly used n-fold cross-validation scheme internally averages over n train-test cycles, which is assumed to increase robustness and generalizability. Hence, it is unclear to what extent it practically matters that the initial partitioning into n folds is randomized. Therefore, we conduct an empirical study, focusing on three research questions:

1. **RQ1**: To what extent does the performance of the cross-validated ML models vary when considering random fold repartitionings of the same dataset?

2. **RQ2**: To what extent does the performance of randomized ML models vary when using different random seeds?

3. **RQ3**: To what extent are implementations of the same conceptual ML model in different libraries consistent?

### A. Datasets

For our three predictive SE tasks of interest, we consider commonly used, openly available datasets:

1. **Defect Prediction (DP)**: We use data from two repositories, PROMISE [80], and the repository built by D’Ambros et al. [81], which have been widely used in prior studies in defect prediction (e.g., [35], [45], [58], [61]). From the PROMISE repository [80], we considered six Java projects that are among the largest in terms of data points, that consider open-source projects (where applicable, according to latest versions), and that have representative data characteristics (i.e., defects not being the majority class): Apache Ant v1.7, Camel v1.6, Ivy v2.0, jEdit v4.3, Lucene v2.4, and Apache Tomcat.

From the repository built by D’Ambros et al. [81], we considered five available projects: Eclipse JDT Core 3.4, Lucene v2.4.0, Mylyn v3.1, Eclipse PDE UI v3.4.1, Equinox v3.4. The two repositories differ on the features (metrics) being used; further details are available in the original papers [18], [81]. The dataset sizes range from 341 (Lucene from PROMISE) to 2196 (Mylyn from D’Ambros et al.) data points (average dataset size: 877).

2. **Predictive Mutation Testing (PMT)**: We use the data of the latest versions of the 9 base Git projects used in [43] Java APNS, AssertJ, Joda-Time, Linear Algebra for Java, Apache Commons Lang, Message Pack for Java, UAAA, Vraptor, and Wire Mobile Protocol Buffers. For feature details, we refer to the original paper [3]. Dataset sizes range from 115 (Java APNS) to 32,930 (Joda-Time) data points (average dataset size: 10,278).

3. **Code Smell Detection (CSD)**: We used the six datasets used in [28] Each dataset corresponds to one specific type of code smell (god class, data class, feature envy, long method, long parameter list, and switch statements). For feature details, we refer to the original paper [28]. From each dataset, we remove columns with string values that are irrelevant to predictions (e.g., library/method names). Furthermore, we remove columns with string values that are irrelevant to predictions (e.g., library/method names).

PAPERS IN THE RELATED LITERATURE THAT FOCUS ON DEFECT PREDICTION, PREDICTIVE MUTATION TESTING, AND CODE SMELL DETECTION.
rows which contain missing values (indicated by a ‘?’ in the original files), as the question of how to treat these missing values is not trivially defined. Compared to the previous two tasks, the datasets for this task are smaller and within a closer range; dataset sizes range from 360 (long parameter list) to 393 (data class) data points.

B. Study Design

In our experiments, we frame our Predictive SE tasks of interest as binary classification tasks, and consider them under a 10-fold cross-validation setup (the most popular evaluation setup from Section II-B), which will be rerun 100 times. To answer RQ1, for each dataset, 100 random 10-fold repartitionings are made; to answer RQ2, for each explicitly randomized ML model, 100 different, explicit random seeds are used. As for the choice of ML models, we consider models that conceptually occur in three commonly used ML libraries (RQ3): Weka\(^1\), \textsc{scikit-learn} (sklearn)\(^2\) in Python, and the classifiers governed by the \texttt{mlr}\(^3\) framework\(^4\) governing well-established ML packages in R. More specifically, we will consider Weka v3.8.4 in Java 11, sklearn v0.22.1 in Python 3.6, and mlr3 v0.5.0 in R v3.6.2.

Following this, for RQ1, we consider eight common supervised ML models: (1) Naive Bayes classifier (NB), (2) Linear Discriminant Analysis (LDA), (3) \(k\)-Nearest Neighbor classification (kNN), (4) Logistic Regression (LR), (5) Random Forest (RF), (6) Support Vector Machine (SVM), (7) Decision Tree (DT) and (8) Quadratic Discriminant Analysis (QDA).

For RQ2, we investigated for which subset of these models explicit random seeds could be set in the libraries. Both in Weka and sklearn, these were the RF, SVM and DT models\(^5\) and we therefore will focus on these three models in RQ3.

To highlight potential differences between libraries, we fix and store data partitionings and random seed choices for the 100 runs once\(^6\) and reuse these for all libraries. We will run the classifiers with their default parameters, unless our experiments explicitly demand a specific parameter setting\(^7\). In doing this, we purposefully mimic a scenario of naively running the ML models in their out-of-the-box form; as our review in Section II-B showed, this is not uncommon in literature. Details of exact classifier names and default parameter values in all libraries of interest are given in Table II.

To minimize the researcher degrees of freedom and maximize reproducibility, we also minimize preprocessing of the data in the datasets, and purposefully do not apply any rebalancing or normalization steps, nor any hyperparameter tuning. We emphasize that in none of our approaches, we seek to optimize for performance explicitly; instead, we seek to quantify natural performance variability.

For RQ1, we will run 26 (datasets) \(\times\) 8 (ML models) = 208 experiments per ML library, performing 100 10-fold cross-validations for each experiment. To answer RQ3, we repeat this procedure for Weka, sklearn, and R. As we reuse the same pre-generated 100 10-fold cross-validation partitionings, the \(i\)-th experimental run for any ML library will have been based on the exact same randomized partitioning for the 10-fold cross-validation. For the \(208 \times 3\) (libraries) experiments, we calculate the performance median and range, according to 3 metrics, resulting in 1872 median-range pairs.

For RQ2, for each dataset, we take the first 10-fold partitioning considered as part of RQ1, and then run the cross-validation 100 times, now considering different, explicitly set random seeds in each run. In total, for this RQ, we run 26 \(\times\) 3 = 78 experiments, each encompassing 100 runs, wherein the \(i\)-th experimental run, we use \(i\) as an explicit random seed to be passed to the three randomized ML models of interest\(^8\).

Repeating this for all three ML libraries of interest, we obtain 78 \(\times\) 3 \(\times\) 3 = 702 median-range pairs.

C. Evaluation metrics

For all three RQs, we consider three evaluation metrics: the commonly applied (1) F-measure and (2) Area Under the Curve (AUC), plus the (3) Matthews Correlation Coefficient \(^9\). F-measure requires to set a cut-off (usually set to 0.5) on the confidence levels produced by ML methods to decide whether a given data point should be marked as a true case (e.g., defective class in defect prediction) or not. Instead, the AUC metric does not require a cut-off and, therefore, it is often preferred to other metrics \(^{10}\). Finally, the Matthews Correlation Coefficient (unlike the F-measure and AUC) uses all four quadrants of the confusion matrix, and has been advocated as a more stable metric in the recent DP literature \(^{11}\). To compute these metrics, we make use of the implementations offered by the various ML libraries.

For our analysis, we first consider the median performance (i.e., F-measure, AUC, and Matthews Correlation Coefficient) achieved by each classifier on each dataset and across 100 independent runs (100 data resamplings for RQ1 and 100 random seeds for RQ2). To analyze the variability in the results across different runs, we compute the range. This is a standard dispersion metric in statistics, reflecting the difference between the largest and smallest values within a given distribution. In our case, this concerns the maximum performance difference of a given classifier on a given dataset, observed over the 100 independent runs for the RQ of interest; in other words, the difference between best-case and worst-case performance in particularly ‘(un)lucky’ runs in our experiments. Due to space considerations, we will present observed median results and the range values through swarm plots\(^{12}\) scatter plots in which

\(^{11}\) In Weka, this also meant that we had to set the \texttt{ReducedErrorPruning} parameter to true, to allow J48 using different seeds.

\(^{12}\) Complete outcomes in tabular form are offered as supplementary material at https://figshare.com/s/998dd6c07171378b3d64c

\(^{1}\) https://www.cs.waikato.ac.nz/ml/weka/

\(^{2}\) https://cran.r-project.org

\(^{3}\) In R, random state is implicit, and needs to be set as a global variable before calling the training procedure.

\(^{4}\) Exact configurations are shared as part of the supplementary material at https://figshare.com/s/998dd6c07171378b3d64c

\(^{5}\) For the RQ2 experiments, we override default random seed parameters explicitly; furthermore, in order to be able to evaluate AUC scores, we explicitly set SVM classifiers in sklearn to output probability estimates.

\(^{6}\) Complete outcomes in tabular form are offered as supplementary material at https://figshare.com/s/998dd6c07171378b3d64c
points corresponding to the same value are plotted in close proximity to one another, rather than on top of each other. This way, both the local density and overall spread in a distribution can be seen. Per RQ, we will plot medians and ranges for each choice of the dataset, ML model, metric, and ML library. Results for datasets within the same predictive SE task will be included in the same plot.

To answer RQ3 from a statistical point of view, we will not use the Scott-Knott Effect Size Difference proposed in [33]; instead, following the commentary in [7], we will use the Friedman test [106] with the Nemenyi post-hoc test [107]. The Friedman test is the non-parametric equivalent to ANOVA with unreplicated block design [106]. Due to its non-parametric nature, it does not make any assumption about the type of distribution (i.e., the data does not need to follow a normal distribution), and allows us to assess the significance of differences across multiple test attempts (in our case, datasets) when using different treatments (in our case, ML methods and their implementations). We use the confidence level $\alpha = 0.95$ [106].

While the Friedman test reveals whether results statistically differ among different treatments, it does not tell for which combination of treatments the significance holds. To further understand this aspect, we use the Nemenyi post-hoc test [107]. The Nemenyi test computes the average rank achieved by each treatment across multiple datasets. Treatments with the best ranking are preferable over the others. Two treatments (e.g., RF in Weka vs. RF in R) significantly different if their corresponding average ranks differ by at least the given critical distance (CD) [107].

### IV. Empirical Results

**A. Results**

**Median performances.** Median performance observations indicate what (absolute) performance outcomes are observed 'in the middle' of the performance range, when considering multiple runs. Swarm plots for RQ1 and RQ2, both considering all three ML libraries (RQ3), are presented in Figure 1 and 2 respectively. Comparing results for RQ1 and RQ2, we notice similar distributional patterns and ranges, and also note that performance for an ML model may greatly differ, depending on the considered dataset.

Considering Weka to be the most frequently used library in the field, even while the current models were not explicitly tuned and no domain-specific data pre-processing was performed, observed median performance numbers appear in alignment with performance reports in the existing literature (e.g. from the meta-analysis in [33]). However, when not only looking at results from Weka, remarkably, different ML libraries appear to give inconsistent results. For example, observed performances for sklearns kNN, LR and SVM classifiers appear to perform worse than the other two ML libraries for various datasets in the CSD task. Also, in some cases, for the same dataset and the same conceptual ML model, classifiers may crash or raise warnings in one library, but not the other. As one example, in R, no LDA and QDA outcomes can be obtained for any dataset in the CSD task, due to

| Library | Classifier Name | Default Parameters | References |
|---------|-----------------|--------------------|------------|
| Weka | Multinomial naiveBayes | `naiveBayes ConjunctiveFeature | [34] |
| R | Multinomial naiveBayes | `naiveBayes ConjunctiveFeature | [34] |
| Weka | LogisticRegression | `LogisticRegression | [34] |
| R | LogisticRegression | `LogisticRegression | [34] |
| Weka | Random Forest | `randomForest | [34] |
| R | Random Forest | `randomForest | [34] |
| Weka | Random Forest | `randomForest | [34] |
| R | Random Forest | `randomForest | [34] |

**Table II**

SPECIFICATIONS AND USED (DEFAULT) SETTINGS OF THE CONSIDERED CLASSIFIERS FOR THE THREE LIBRARIES OF INTEREST. IN CASE LIBRARY DOCUMENTATION EXPLICITLY REFERENCES WORK RELATED TO IMPLEMENTATION AND DEFAULT PARAMETER CONFIGURATIONS, WE LIST THOSE HERE.
Fig. 1. Swarm plots of median performance observed over 100 runs per dataset, using different random 10-fold cross-validation partitions.

Performance ranges. To highlight differences between particularly good and bad runs, we calculate and analyze performance ranges. The performance ranges for RQ1 and RQ2 are shown in Figures 3 and 4, respectively, again representing outcomes for all three ML libraries of interest (RQ3).

We observe large ranges, confirming that the choice of data partition may cause considerable performance differences. Considering that the F-measure and AUC can range between \([0, 1]\) (while the Matthews Correlation Coefficient can range between \([-1, 1]\)) observed performance ranges for RQ1 (Figure 3) are particularly alarming for these two metrics: e.g., for the DP task, considering the AUC, in some cases, performance ranges higher than 0.4 are observed. The dataset for which the largest differences were observed was jEdit v4.3; upon closer inspection, we found the dataset to be highly skewed (containing only 11 defective classes over a total of 492 classes in the project); as a consequence, considering 10-fold partitioning, there may have been folds without any true positives.

Comparing range results for RQ1 and RQ2 (Figure 4), two interesting observations can be drawn for RQ2. First of all, in the absolute sense, performance ranges for runs based on different random seeds are smaller than those for runs based on different data repartitionings. Furthermore, as datasets grow larger in size, in line with statistical expectations, variability will decrease; this can e.g. be seen by comparing ranges observed for PMT (for which datasets were considerably larger in size) with those observed in the two other tasks.

Considering RQ3, it is striking that certain libraries yield (near-)deterministic results for different random seed choices, while others do not. For example, DT outcomes for Weka

constant values being observed within groups for LDA, and rank deficiencies being observed for QDA. In sklearn, LDA completes without any warnings on the same inputs; indeed, collinearity warnings are given for QDA, but the experiments complete without crashing. In Weka, no crashes are observed, and no warnings are given.
Multi-dataset Statistical Analysis. While we observed that median performance outcomes are in alignment with currently reported performance in literature, can any ML model be claimed to be superior over all other models? For this, as discussed before, we conduct a Friedman test and a Nemenyi post-hoc test, comparing model ranks, based on median AUC performance. To immediately consider this question in the context of RQ3, we consider each combination of ML model and ML library as a treatment. As different predictive SE tasks consider different problems, potentially with different data characteristics, we conduct separate statistical analyses per task.

Our results are shown in Figure 5; several striking aspects stand out. First of all, while RF models consistently are high ranked for all three ML libraries, concerning the critical distance, they cannot be claimed as statistically superior to all other ML models. Next to this, while different ML libraries reimplement the same conceptual ML model, the default configurations of these models do not give equivalent results. This is evidenced by different libraries relating to the same model generally not grouping together in rankings; in some cases, e.g. for LDA and kNN, ranks may greatly differ.

B. Discussion

While in terms of median performance, results of our studied ML models appear to be in realistic ballparks, very large differences may occur for different randomized runs, especially when considering different data repartitionings. Furthermore, considering parallel implementations of ML models in various common libraries, we observe major inconsistencies in performance outcomes between libraries.

Several explanations can be found for these inconsistencies. First of all, while referring to the conceptually same ML model, underlying design choices may not actually implement the same model. For example, as for DT, the J48 decision tree implemented in Weka is a C4.5 tree [103], while sklearn and R implement CART trees [104]. Careful examination of Table II also reveals major differences in default parameter
settings for the different models. For example, for kNN, the default $k$ is 1 for Weka, 5 for sklearn and 7 for R; for SVM, the default kernel in Weka is polynomial, while it is a radial basis function in sklearn and R.

It should however be emphasized that no optimal default parameter setting exists. When looking at Figure 5, considering alternative model implementations, no consistent order is found between our three ML libraries. That the RF models, even despite many different parameters in different libraries, still form the most consistent high-performing block in the rankings, can be attributed to them being an ensemble method, performing bootstrap aggregating on decision trees. As a consequence, while the underlying methods and parameters may differ, if many estimators are combined, results may converge and become more robust.

V. THREATS TO VALIDITY

Internal Validity. Several threats to internal validity may be identified. Firstly, despite our best effort applying procedural best practices [31], [32], our systematic review may still miss relevant works. However, we sought to provide a representative and recent snapshot, rather than an exhaustive overview. Furthermore, patterns with regard to (the absence of) detail reporting were so strong, that even the addition of further works will be unlikely to alter these patterns.

Secondly, as we very explicitly used default ML model parameter values (without hyperparameter tuning), and did not apply any domain-specific data pre-processing, one can challenge to what extent our experimental runs considered realistic approaches to the predictive SE tasks of interest. However, as followed from our review in Section II-B, the use of default values is not uncommon, and when hyperparameters are tuned, there is no obvious optimal parameter configuration to replicate, transfer and/or ‘plug in’ trivially. Furthermore, our goal was not to solve each predictive SE task in the best way possible, but rather to give insights into what threats to reproducibility may already occur in minimal-intervention, out-of-the-box setups. Therefore, we feel the choice not to do domain-specific data pre-processing is justified, as doing this would lead to additional, non-trivially reported researcher degrees of freedom to be added to the procedure.

External Validity. Questions may be raised regarding the generalizability of our findings. Our chosen datasets all come from well-established, openly available sources that are more broadly used in the field. In choosing the datasets, we also were careful to prioritize newer versions, larger datasets, and realistic projects. Still, it can be questioned to what extent our datasets representatively and comprehensively represent the predictive SE tasks of interest, also considering that all project-related datasets consider Java projects. However, our interest in randomization-induced performance variability and the comparison of parallel implementations of the same ML model actually is not dependent on the input data—in fact, we could have applied a similar procedure to any other binary classification task in any other field. However, with the importance of ML for predictive SE, we did choose to restrict to data from this field, and our setup can easily be expanded to further datasets and further tasks.

VI. PRACTICAL GUIDELINES FOR PREDICTIVE SE

We have shown that commonly underreported aspects of ML procedures can lead to large performance differences and unexpected outcome inconsistencies. From our findings, we can distill several practical guidelines that can help improve the reproducibility and statistical soundness of studies.

**Guideline 1.** Rerun ML models on many different resamplings of the same dataset.

As we demonstrated, different random partionings for 10-fold cross-validation may lead to strongly differing performance outcomes. Our review in Section II-B showed that multiple fold repartitionings are rarely considered in cross-validation setups; if they are, they are rarely repeated more than 10 times. However, typically considered ML models and
datasets in predictive SE, such as the ones we used in this paper, are not so large or complex that they demand extensive computational resources. Thus, it was inexpensive to perform 100 runs in this work, and we feel explicit justification is needed when researchers choose not to perform many reruns.

While our study focused on within-project cross-validation, repeated resampling is also possible for cross-project [65], and cross-version [59] validation. Beyond taking full projects or versions as alternatives to folds in a cross-validation setup, combinations of versions and/or projects may be randomly drawn to increase an ML model’s robustness. In such cases, we recommend using many repeated resamplings too.

Guideline 2. Rerun ML models considering multiple, explicitly controlled random seeds.

While observed performance ranges were smaller for RQ2 than for RQ1, different random seeds choices were still shown to cause non-negligible performance variability, which was also inconsistent for implementations of the same model in different libraries. While this is currently hardly acknowledged in the literature, we recommend to consciously rerun models on a given data split configuration with multiple, different, and explicitly controlled random seeds. For our study, performing 100 runs was practically feasible.

Guideline 3. Be aware that seemingly non-randomized ML procedures may converge differently.

While explicit randomization only occurs for a few ML models, iterative numerical methods may be applied during the training phase. This can again lead to performance variability, depending on (1) the solver being used (randomized or not), (2) the number of iterations (if used as stopping criterion), and (3) the tolerance threshold. In our study, the default settings for NB, LDA, KNN, LR, and QDA (see Table II) use deterministic solvers with very small tolerance values, such that consistent results were obtained for multiple reruns under the same data and parameter configuration. Researchers should explicitly be aware of this and check the configurations of the solvers.

In addition, similar considerations come into play when hyperparameters are tuned. While hyperparameter search procedures were sometimes reported in our review, explicit final outcomes rarely are. If paper assets would not allow such reports, we call for both the search procedure and final parameter choices to be explicitly included in replication packages.

Guideline 4. Explicitly report parameter values, library/function names, and library versions.

As our results show, running default settings of the (conceptually) same ML model in different libraries yields very different results. Judging from these outcomes, generic statements like “we trained an SVM on the openly available dataset X” are irreproducible. While design choices and default settings differ between different ML libraries, as shown in Table II and discussed in Section IV, we also emphasize that they may change across multiple versions of the same library. For example, for RF in sklearn, the default number of trees in the forest (the n_estimators parameter) changed from 10 (versions < 0.22) to 100 (version ≥ 0.22).

Guideline 5. Consider which outcomes can truly be considered as statistically significant.

Only very few works in our survey made use of statistical tests to assess what differences can truly be deemed significant. Interest in statistically sound performance assessment is emerging in the SE domain [6], [7], [38], and for our current experiments, the Friedman test complemented with a post-hoc Nemenyi test (as recommended in [107] and [7]) was appropriate. For our work, a major realization following this procedure has been that while RF models consistently rank high in performance, from a statistical perspective, they cannot be considered fully superior to other ML models. We recommend that the SE community more consciously take these types of tests into account when reporting and assessing performance outcomes.

VII. CONCLUSIONS AND FUTURE WORK

In this work, we provided a systematic review of common reporting practices regarding ML procedures in Predictive SE, indicating that randomization aspects are very rarely explicitly acknowledged in current work. We ran experiments with multiple randomized runs (in terms of fold partitioning and random seed choice) on representative datasets in three Predictive SE tasks, for eight common ML models implemented by three common ML libraries, and observed considerable performance differences. Outcomes from different library implementations of the conceptually same ML model were inconsistent, likely due to greatly differing default parameter choices.

From our findings, it became clear that much more conscious awareness of these issues is needed, and that much more transparency in reporting is needed to make outcomes reproducible. To this end, we proposed several practical guidelines. Given the continued interest in ML for SE, and the increasing number of papers on ML observed in SE top venues, we hope these guidelines will help in improving best practices and strengthening the field.
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