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Abstract—Most current multi-object trackers focus on short-term tracking, and are based on deep and complex systems that often cannot operate in real-time, making them impractical for video-surveillance. In this paper we present a long-term, multi-face tracking architecture conceived for working in crowded contexts where faces are often the only visible part of a person. Our system benefits from advances in the fields of face detection and face recognition to achieve long-term tracking, and is particularly unconstrained to the motion and occlusions of people. It follows a tracking-by-detection approach, combining a fast short-term visual tracker with a novel online tracklet reconnection strategy grounded on rank-based face verification. The proposed rank-based constraint favours higher inter-class distance among tracklets, and reduces the propagation of errors due to wrong reconnections. Additionally, a correction module is included to correct past assignments with no extra computational cost. We present a series of experiments introducing novel specialized metrics for the evaluation of long-term tracking capabilities, and publicly release a video dataset with 10 manually annotated videos and a total length of 8'54". Our findings validate the robustness of each of the proposed modules, and demonstrate that, in these challenging contexts, our approach yields up to 50% longer tracks than state-of-the-art deep learning trackers.
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1 INTRODUCTION

Recent advances on Convolutional Neural Networks (CNNs), IP cameras (optics, video compression, frame rates, ultra-high resolutions) and computational hardware (GPUs, DNN accelerators) have allowed video-surveillance systems to move to increasingly crowded, large-scale and unconstrained scenarios. These novel scenarios typically involve crowds of people massively walking toward cameras located at near-eye level, as illustrated in Figure 1.

Such scenarios include large public open spaces (squares, large avenues, parks) and critical infrastructures (transport stations, airports, government buildings, malls) of the utmost importance for law enforcement bodies. There is a need for accurate video analytics systems in these locations, where major security threats occur (e.g. terrorist attacks) and where COVID-19 prevention measures have to be guaranteed.

Video-surveillance applications need to raise immediate alerts as a response to security and sanitary threats. For example, when a face recognition system is deployed, alarms are sent to end-users (e.g. police bodies) every time a new subject is detected or identified. However, the recurrent sending of duplicate alarms has to be controlled and minimized, in order not to collapse end-users. To avoid this infobesity problem, subjects need to be tracked, so that one single alarm is generated per track. Obtaining long and accurate tracks (e.g. without ID switches and fragmentations) is therefore essential to increase the system’s usability. In the case of COVID-19 prevention, it is also extremely important to accurately track individuals at the long-term, so that people count is as exact as possible.

Real-time is also an important requirement for video analytics systems monitoring crowds. A subject may remain on scene for seconds or even minutes. Making enforcement bodies wait until the end of tracks to receive alerts (which is known as offline strategy) implies losing a precious time that could save lives. Hence, online constraints become essential.

Nevertheless, from the algorithmic perspective, it is particu-
larly challenging to perform reliable online and long-term tracking of subjects in this context since:

- The high pedestrian densities observed in crowded video-surveilled places lead to reduced pedestrian visibility. This results in frequent mutual occlusions which impede the full-body detection, deteriorating the performance of today’s most common detection-based tracking algorithms [1]. Consequently, tracking algorithms have to rely exclusively on the facial region —which is most of the time the only visible part of the subjects— instead of full-body or upper-body regions as in classic pedestrian tracking works [2, 3].
- People in video-surveilled places typically move all around the scene, positioning themselves closer or farther from the camera focus, and becoming again occluded or blurred for long periods. Existing generic object trackers cannot handle these situations properly, as demonstrated in [4].
- Current state-of-the-art trackers, especially those based on Deep Learning, have a high computational cost [5]. While their real-time deployment may be possible in low-to-moderate pedestrian density scenes, computational performance drops dramatically in densely crowded scenarios.
- There is a lack of available datasets covering video-surveillance scenarios where persons’ faces are recorded at near-eye level, so that they are visible enough to allow face detection and tracking at the microscopic level, but that show a macroscopic view of the crowd at the same time. Crowded video-surveillance videos recorded at near-eye level are particularly difficult to collect and annotate.

This work is an extension of [6], in which we proposed an architecture especially conceived for long-term face tracking in crowded video-surveillance contexts. More specifically, our main contributions can be summarized as follows:

- Our architecture recovers from partial and full long-term occlusions thanks to a novel online tracklet reconnection module grounded on rank-based face verification techniques.
- We also propose a track correction module, which updates past track assignments with current information. This module has no extra computational cost, while considerably improving long-term tracking performance.
- We validate the system with regard to different state-of-the-art trackers, and present an ablation study quantifying the contribution of each proposed module. Four validation metrics designed to evaluate long-term tracking capabilities are introduced for that purpose.
- We publicly release to the community the video dataset used in our experiments, including ground truth track annotations. All our videos present novel crowd scenes recorded at near-eye level, where faces are visible enough to be analysed at the microscopic level, while also benefiting from a macroscopic view of the crowd.

In this extended version, we present an improved tracklet reconnection module that substantially outperforms the previous one in all validation videos [6]. We extend the validation dataset with five new videos, which increase the total dataset length by 4’ 4” (about twice the original duration) and represent more challenging scenarios in terms of illumination, people’s motion (velocity, direction, etc.) and occlusions. We have also updated the analysis of the state-of-the-art, by including the most recent tracking methods. Two new trackers have been validated with our dataset and incorporated in our comparisons [7, 8]. Finally, we have included an experiment that replicates a typical video-surveillance context, in which long video sequences are simulated by means of distractors, to demonstrate the robustness of the proposed method in real-life settings.

2 RELATED WORK

2.1 Multi-object tracking

Multi-object tracking is commonly carried out by assigning a single-object tracker to each target of interest. Current state-of-the-art single-object trackers are based on Deep Learning (DL). A typical DL approach consists in splitting the tracking process into two stages: first, a region proposal network extracts regions of interest from the image and, then, a discriminator selects the best region candidate for the target object. For the second stage, a number of approaches rely on Siamese CNNs [9, 10, 11, 12]. These trackers usually make strong temporal consistency assumptions to ensure certain computational efficiency. Alternatively, other works propose to break these constraints and enable the tracker to search for the target at arbitrary positions and scales [8]. However, unconstrained trackers become unstable in scenarios where tracked objects are very similar.

To gain efficiency, single stage or “one-shot” trackers have been recently proposed [13, 14, 15]. In contrast to two-stage methods, one-shot trackers exploit multi-task learning to perform both object detection and feature extraction using a single network. Despite the impressive trade-off between accuracy and computational performance, they have been only applied to pedestrian (full-body) tracking yet. Their translation to other use-cases, such as face-based tracking, still needs to be explored. Other works suggest saving a pool of templates from past track images, the most representative and different among them, and use them to match regions of interest [16]. Very recent works leverage temporal and spatial Transformers [17] to perform tracking-by-attention [18, 19, 20]. Although they are very promising, their performance in multi-object tracking and especially in face tracking still needs to be properly explored.

Nevertheless, a common drawback of DL-based methods is that they are computationally expensive and cannot handle long-term tracking just by themselves: they fail to re-locate out-of-view targets when re-appearing in the scene. We refer the reader to [21] for a comprehensive demonstration and to [5] for an in-depth survey on DL trackers. A longer-term DL tracker has been recently proposed in [22], but it requires an initial offline training of the model with images from the particular target to track, and thus it is not suitable for our use case.

More computationally efficient trackers are not based on DL, but also achieve competitive accuracies. A clear example is SORT [7], in which Kalman filters and the Hungarian algorithm are combined to associate detections. In [22], the use of a Kernelized Correlation Filter (KCF) visual tracker is proposed to fill the gaps generated after applying a classic intersection-over-union (IOU) data association strategy between frame detections. Both algorithms work at high frame rates, but still rely heavily on IOU values, which makes them prone to ID-switches. Other high-performing visual trackers include: MOSSE [23] and CSRT [24], which are both based on correlation filters; and the Median Flow
2.2 Multi-face tracking

The tracking of persons has been mainly tackled by applying generic object tracking approaches and targeting full-body regions. Few studies rely exclusively on faces to track persons and address face tracking as a problem with its own particularities.

Taking advantage of the high accuracies reached by current face detectors, some face tracking works propose tracking-by-detection approaches. In [26], a generic AdaBoost face detector is combined with an adaptive structured output SVM tracker, using a IOU data association strategy. However, this approach is only suitable for short-term tracking, as it does not implement any tracklet reconnection strategy, and its core tracker [27] has been proven slower and less accurate than many newer trackers [28, 29, 30]. As a longer-term approach, [31] applies the Tracking-Learning-Detection (TLD) paradigm to faces: the face is tracked and simultaneously learned by a detector that supports the tracker once it fails.

More recent approaches achieve long-term face tracking by using clustering techniques to associate short-term tracklets [32, 33]. Short-term tracklets are obtained by combining detectors and simple data association methods. Then, facial features are computed for each detection through DL face recognition models, and clusters are extracted from the feature space to collapse same-identity tracklets. Although these approaches achieve state-of-the-art results, they work fully offline and imply a high computational cost, which is not suitable for real-time tracking.

It is also worth mentioning that some works propose tracking mechanisms to improve face recognition in videos, in scenarios where persons of interest are previously enrolled using few still images. In [34] and [35], simple visual trackers are used to obtain tracks from which new (unseen) high-quality face stills are collected. These stills are matched against reference images to identify people. Interestingly, they are additionally used to enrich the gallery of enrolled images, thus improving face recognition performance. Nevertheless, these works focus on face recognition, leaving tracking as a secondary task.

2.3 Datasets for face tracking in crowds

Studies on people tracking have traditionally focused on full-body pedestrian tracking in low-to-moderately crowded urban scenes. As a result, several pedestrian video datasets are available and commonly used by the community [2, 36, 37]. Another field for which a large number of datasets is available is crowd analysis, e.g. crowd counting or crowd behavior understanding [38, 39, 40]. These crowd datasets usually contain high-angle views, in which people faces appear at very low resolutions (mostly below 30x30 pixels). Some datasets have been conceived for face tracking and are thus closer to our scope. A relevant example is the dataset released in [31]. However it focuses on sitcom and music videos taken with many different shots and not crowded at all (6 IDs per video). Also, the MobiFace dataset has been released to evaluate in-the-wild face tracking algorithms for mobile devices [41]. Videos are recorded from moving smartphone cameras, sometimes in "selfie" mode, and contain few faces (less than 5) per video. Consequently, none of these datasets cover our use case.

The only exception is the ChokePoint dataset. It provides a collection of 48 videos capturing individual subjects walking through two portals [42]. To pose a more challenging real-world surveillance problem, two extra sequences were recorded in an indoor crowded environment, which represent the scenarios that we are targeting in this work.

3 PROPOSED TRACKING ARCHITECTURE

This work presents a four-module architecture that overcomes the limitations of previous approaches to favor long-term face tracking in crowded video-surveillance environments, see Figure 2. The following sections describe each module in detail.

3.1 Tracking module (TM)

The system firstly extracts tracklets following a tracking-by-detection approach. The tracking module is in charge of predicting face locations over the frames where the face detector fails, using one simple visual tracker. Several visual tracking algorithms are available for that purpose in our implementation, including KCF, MOSSE, Median Flow and CSRT.

The tracking module creates a tracklet $T_i$ for every new detected face $i$. In case the tracker loses a face in the following frame, it keeps predicting its position until the data association module decides to: (i) update the position with a new detection or (ii) force it to die. These tracklets are additionally used to collect the pool of reference images that serve as a basis for the face identification mechanism, c.f. Section 3.3.

3.2 Data association module (DA)

In order to decide which detection should guide which tracklet, a data association problem needs to be solved. Once the tracking module has predicted the new $K_i$ positions of live tracklets for a frame $t$, the data association module retrieves the $N_i$ faces detected in that frame. A state-of-the-art face detector is used in our implementation for that purpose [43]. Then, to establish correspondences between predicted and detected face bounding boxes, the Munkres implementation of the Hungarian algorithm is applied to their IOU values [44]. For every correspondence with an IOU value above a threshold $\lambda_{IOU}$, the tracking module updates the corresponding tracklet with the new detected bounding box position. For detected faces without a tracklet correspondence, a new tracklet is initialized and these faces are considered as new identities.

Tracklet predictions without a face detection correspondence are kept alive for $T_{max}$ frames. The tracking module keeps predicting their location over those frames where no association is made. If the tracklet is not updated for $T_{max}$ frames consecutively, it is forced to die and marked as inactive.

3.3 Face-based tracklet reconnection module (FBTR)

When a partial or full occlusion occurs, trackers generally lose the tracked target and consider it as a new object when it re-appears. To overcome this limitation, our system incorporates an online face-based tracklet reconnection module (FBTR). This module is inspired by face verification: a face recognition model is used to collect reference image templates from each tracklet, and then a matching procedure is applied to unify same-identity tracklets. In our implementation, we use the state-of-the-art face recognition model by [45].

The selection of reference templates is driven by image quality. More particularly, three indicators are considered: (i) face
data association, the FBTR component checks the quality of each detected face. If not discarded, a template is extracted with the face recognition model and stored either as enrollable or verifiable. Thus, in this work, the structure of a tracklet includes: (i) the set of detections associated to the same ID; and (ii) metadata in the form of image templates extracted by the face recognition model, either labelled as “verifiable” or “enrollable”.

Then, for each tracklet \( T_k \in T \) with an assigned detection \( D_k \) in the current frame, we retrieve tracklets \( T_i \in T \), with \( T = T \setminus \{ T_k \} \). For each retrieved tracklet \( T_i \), the average of its enrollable face templates, \( E_{T_i} \), is computed and taken as the tracklet reference template. The average of all verifiable face templates of tracklet \( T_k \), \( V_{T_k} \), is also computed.

Now, letting \( S \) be the similarity function of the face recognition model, we define \( T^R \) as the rank-\( R \) retrieved tracklet candidate, i.e. the tracklet at position \( R \), after having sorted all candidates from highest to lowest similarity to \( T_k \):

\[
T^R = \arg \max_{T_i \in T \setminus \{ T \}} S(E_{T_i}, V_{T_k})
\]  

As part of the reconnection process, we fuse tracklet \( T_k \) with \( T^1 \) (the rank-1 retrieved tracklet), but only when the following conditions are satisfied:

1) The similarity between \( T^1 \) and \( T_k \) is above a fixed threshold \( \lambda_{FBTR} \):

\[
S(E_{T^1}, V_{T_k}) \geq \lambda_{FBTR}
\]

where \( 0 \leq \lambda_{FBTR} \leq 1 \).

2) That highest similarity is above the average of the next \( C \)-highest ones, by a margin \( 1/\epsilon \):

\[
S(E_{T^1}, V_{T_k}) \geq \frac{1}{\epsilon} \cdot \frac{1}{C} \sum_{r=2}^{C+1} S(E_{T^r}, V_{T_k})
\]

where \( 0 < \epsilon \leq 1 \) and \( C \in \mathbb{N} \geq 1 \).

The rank-based constraint in Equation 3 helps filtering out wrong reconnections. This is particularly useful since, as the number and length of tracklets increase, tracking errors may result in mixed-up identity templates for a tracklet, which inevitably keeps on reducing inter-class distance among them. Thus, our second
condition helps avoiding the propagation of reconnection errors and allows us to be more permissible with the choice of $\lambda_{FBTR}$.

Therefore, whenever $T^1$ verifies the two previous conditions, the FBTR module re-assigns detection $D_k$ from tracklet $T_k$ to the most similar candidate $T^1$. Tracklets $T_k$ and $T^1$ are joined, and the pair $(T_k, T^1)$ is appended to a list of track pairs, which is the input to the correction module.

To quantify the improvement brought by the rank-based reconnection criterion, both the current version of this module (FBTR) and the older one without the rank-based constraint (S_FBTR) will be considered in our experiments.

### 3.4 Correction module (CM)

The correction module receives the pairs of tracklets joined by the FBTR module. For each pair $(T_k, T^1)$, it retrieves all the detections assigned in the past to $T_k$ and switches their track ID to $T^1$. This strategy has a complexity of $O(n)$ (where $n$ is the number of detections inside the re-identified tracklet), so it can be implemented without adding significant computational cost, and is beneficial to refine the tracking history. This feature is particularly interesting for forensic video analysis.

Figure 4 shows the effect of adding this module. The upper example (Fig. 4a) illustrates a regular tracklet reconnection: $T_4$ is reconnected to $T_3$ as soon as a verifiable face is found, whereas $T_5$ cannot be reconnected to $T_2$ as no enrolment face was available. On the other hand, the example at the bottom (Figure 4b) shows the effect of incorporating the correction module, which now replaces $T_3$ by $T_4$ only for the current detection, but also the ones previous to instant $t_1$.

### 4 Evaluation metrics

In this section, we present novel metrics especially suitable for evaluating the long-term tracking performance of our system. Two of these metrics revisit and extend those commonly used in multi-object tracking, namely mismatch errors (number of ID switches produced across tracks) and track fragmentations [48]. The remaining two, Completion Rate Sum (CRS) and Completion Rate Plot (CRP), are introduced in this work for the first time.

One of the main challenges in multi-object tracking is to avoid drifting, i.e. losing a target. Assuming that the facial detector has high accuracy, in our use-case drifting only happens when two or more tracklets switch their target identity. The drifting effect becomes much more dramatic when incorporating reconnection capabilities: when switching its target, the tracklet integrity is lost, leaving the system vulnerable to future misassignments. Therefore, there is a need for revisiting the mismatch error metric by taking into account two new important concepts:

- **Soft-mismatch error (smme).** It is produced when the tracker switches the correct identity (ID) to a new one that has not been associated to any track until that time. This leads to ID-fragmentation, but can potentially be recovered by the FBTR module.
- **Hard-mismatch error (hmme).** It is produced when, instead of switching to a new identity, the tracker switches to a previously assigned one. This leads to a probably unrecoverable ID-switch.

Another desired feature of our system is its ability to obtain long-term tracklets. As our track annotations only consider faces detected by the face detector, which were not corrected and therefore match the outputs of our architecture, traditional metrics like MOTA or MOTP [49] are not suitable for evaluating the tracking accuracy. Thus, it is necessary to introduce metrics able to quantify the length of tracklets generated by detection-based trackers. Overall, the goal is to build a robust long-term tracker that reduces fragmentation while keeping the number of ID-switches low. To achieve it, we formulate three new scalar metrics and a graphical one:

#### Fragmentation (Frag)

$$\text{Frag} = \frac{\sum \text{smme}}{\#\text{dets}}$$

where the numerator is the sum of soft-mismatch errors produced in a video, and $\#\text{dets}$ is the total number of faces detected (according to ground truth annotations).

#### ID-Switches (IDSW)

$$\text{IDSW} = \frac{\sum \text{hmme}}{\#\text{dets}}$$

where $\text{hmme}$ is the total number of hard-mismatch errors in the video.

#### Completion Rate Plot (CRP)

Plot showing the percentage of tracks (vertical axis) that had at least $X\%$ of their ground truth detections correctly identified (horizontal axis). In other words, it plots $CR_X$ values for $0 \leq X \leq 100$, where:

$$CR_X = \frac{\#\text{IDs correctly tracked for at least } X\%\text{ of the time}}{\text{total number of IDs}}$$

#### Completion Rate Sum (CRS)

Area under the curve of the completion rate plot. The higher this value is, the longer subjects have been successfully tracked.

$$CRS = \frac{\sum_{X=1}^{100} CR_X}{100}$$
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Two of these videos come from the extra sequences (cam-

eters P2E_S5 and P2L_S5) of the well-known public dataset ChokePoint [42]. To force re-appearances of subjects and validate the FBTR module performance, the three sequences recorded by P2E_S5 cameras were concatenated, leading to the Choke1 video. Similarly, the video Choke2 was generated from P2L_S5 cameras sequences. The remaining eight videos were selected from YouTube. Table 1 details each video content and properties.

Tracks were semi-automatically annotated to obtain ground truth data. Firstly, face bounding boxes were retrieved using a state-of-the-art face detector [43]. Only faces with a detection confidence above 0.50 were considered. Then, detections were manually verified, and tracks and corresponding IDs were annotated[4].

### 5.2 Benchmarking of face trackers

This first experiment aims at benchmarking different trackers to choose the most appropriate one for the tracking module. We analyze the performance of our data association module using the following visual trackers: CSRT [24], KCF [22], Median Flow [25], MOSSE [23] and SORT [7]. Additionally, we include in our benchmark the longer-term tracker TLD [31] and the state-of-the-art deep trackers GlobalTrack [8] and SiamRPN++ [10].

According to these findings, simple visual trackers and more sophisticated DL-based trackers lead to similar performances in such challenging environments where occlusions are extremely frequent. In the following experiments we will use the KCF tracker as the core of our tracking module.

### 5.3 FBTR parameters

In this section we analyze how the choice for parameters \( \epsilon \) and \( C \) affects the stability of the FBTR module. All the experiments in

Table 1: Description of the videos used to evaluate our tracking architecture. In videos marked with asterisk (*), subjects leave and re-enter the scene twice. Density refers to the mean number of face detections per frame.

| Resolution | Length | Face dets. | Density | Scenario | #Subjects | Description                                                                 |
|------------|--------|------------|---------|----------|-----------|-----------------------------------------------------------------------------|
| Choke1     | 800x600| 1’24”      | 7964    | Indoor   | 24 (*)   | Corridor recorded from 3 cameras over a door.                               |
| Choke2     | 800x600| 1’11”      | 8710    | Indoor   | 26 (*)   | Corridor recorded from 3 cameras over a door.                               |
| Terminal1  | 1920x1080| 1’18”     | 13722   | Indoor   | 148      | A pedestrian scene filmed at eye level.                                    |
| Terminal2  | 1920x1080| 1’15”     | 11551   | Indoor   | 140      | A pedestrian scene filmed at eye level.                                    |
| Terminal3  | 1920x1080| 26”       | 4255    | Indoor   | 59       | A pedestrian scene filmed at eye level.                                    |
| Terminal4  | 1920x1080| 35”       | 6756    | Indoor   | 126      | A pedestrian scene filmed at eye level.                                    |
| Sidewalk   | 1920x1080| 27”       | 8433    | Outdoor  | 34       | Crowd walking to the camera, filmed at eye level.                           |
| Bengal     | 1920x1080| 40”       | 6953    | Outdoor  | 36       | A pedestrian scene filmed at eye level.                                    |
| Street     | 1920x1080| 1’8”      | 4883    | Outdoor  | 31       | Street scene filmed from a low-eye level angle.                             |
| Shibuya    | 3840x2160| 30”       | 8058    | Outdoor  | 91       | A pedestrian scene filmed at eye level.                                    |

Table 2 and Figure 5 present the results obtained on all of our evaluation videos. Results highlight the lower performance of TLD. This is probably due to its capability to re-identify targets, which makes it vulnerable to ID-switches. This effect is also observed with GlobalTrack. In this case, the deep learning models stored for each lost tracker quickly lead to a memory overflow, which prevents it from being evaluated under the same conditions. The best performing tracker in terms of ID-switches is MOSSE, but its high fragmentation leads to a poor overall completion rate. The SiamRPN++ tracker achieves the highest completion rate (\( CRS = 0.722 \)) and the lowest fragmentation (\( Frag = 0.01502 \)). However, KCF is very close to it (\( CRS = 0.710, Frag = 0.01650 \)) and runs at much higher FPS, which is critical in video-surveillance contexts. SORT provides the highest frame rate and a fairly low number of ID-Switches, in exchange of higher fragmentation and, consequently, a lower completion rate.

Figure 5: CRP for each tracker tested in the tracking module.
this section are run on a private collection of six videos, with a total length of 10' 57".

To mimic the state of the FBTR module at any given point of the tracking timeline, we manually annotate the videos with ground truth detections and identity tracks, yielding a perfect tracking database with non-mixed identities. Note that such database combines identities from all video sequences. Furthermore, in order to simulate noisy tracking in real-life conditions, we generate additional databases with a predefined number of mixed identities. This is achieved by randomly picking a pair of pure tracklets, and moving a slice of 5 consecutive templates from each of them to a new single tracklet, now containing the 5+5 mixed templates. By repeating this operation, we generate six databases in which an increasing percentage of identities are mixed (0, 5, 10, 15, 20 and 25%).

Next, in order to validate the discriminating capabilities of the rank-based FBTR module depending on choice of \( c \), we proceed as follows. For each identity in the database we randomly extract a slice of 5 verifiable templates, which simulates a target reconnection when queried against the selected database. We additionally generate another query, which mixes 5+5 verifiable templates from two different identities, hence simulating a tracklet that underwent an ID-switch. For each of these two queries, and values of \( C = \{1, \ldots, 9\} \), we compute \( \epsilon \) by isolating it in Equation 3 in the case of the reconnection query, we consider either a correct or wrong reconnection, depending on whether the identity assigned by the highest similarity match is correct or not. This way, we obtain 3 distribution density curves (correct reconnections, wrong reconnections and ID-switches) for each combination of \( C \) and dataset (9 \times 6 = 54 experiments in total). Each process is repeated ten times to avoid edge results.

Figure 6 contains a subset of the resulting distributions, which show high discrimination between correct and wrong reconnections of pure identities, when no ID-switches are considered (row A). Although the reconnection of mixed identities poses a bigger challenge, a threshold \( \epsilon = 0.8 \) seems to offer a good trade-off between correctly and wrongly filtered reconnections. This is desirable to ensure the stability of the FBTR module. When using only the best and second best similarity matches (\( C = 1 \)), the increase in mixed identities causes a dramatic distortion of the distributions, also decreasing the discriminating power of \( \epsilon \). Favorably, \( C \) acts as a distribution regularizer and helps reducing this effect.

Additionally, Figure 7 plots the percentage of filtered match candidates for \( C \in \{1, 3, 5, 7, 9\} \) when setting \( \epsilon = 0.8 \). As expected, we observe a significant improvement on high \( C \) values as the proportion of mixed identities increases. For example, with 5% of the identities mixed, any value of \( C \) reduces around 75% of wrong reconnections, but large values of \( C \) reduce correct reconnections in only 10%, as opposed to the undesirable reduction of over 20% with \( C = 1 \). A saturation plateau is reached around \( C = 6 \), which is the setting used for the remaining experiments.

### 5.4 Ablation study

In this section, we present an ablation study that quantifies the contribution of each module (TM, DA, FBTR, and CM) and demonstrates the suitability of the proposed approach for long-term tracking in crowded video-surveillance scenarios. The following ablation experiments are presented:

- **DA.** Tracking is performed following a simple data association strategy: the tracking module is deactivated, and data association is computed based on the IOU value of detections in consecutive frames.
- **DA+TM.** In this experiment, data association is carried out using KFC in the tracking module. No face identification or correction mechanisms are applied.
- **DA+FBTR.** Same as DA, plus face identification. The two versions of the FBTR module are evaluated: the rank-based one (FBTR) and the simplified one (S_FBTR).
- **DA+TM+FBTR.** Same as DA+TM, plus FBTR. Results with the simplified FBTR version (S_FBTR) are also shown.
- **DA+TM+FBTR+CM.** Same as DA+TM+FBTR, plus correction capabilities.

Table 3 and Figure 8 show the results of the ablation study on our whole dataset. It can be clearly observed that each added module increases the overall tracking completion rate.

The impact of FBTR is particularly noteworthy: it increases the CRS by 9.8% (from 0.593 to 0.651) and 7.3% (from 0.710 to 0.762) when added to DA and DA+TM, respectively. The rank-based FBTR constraint demonstrates its efficacy by enhancing the CRS of its simplified version by 4.3% (from 0.624 to 0.651) and 3.3% (from 0.738 to 0.762) when added to DA and DA+TM, respectively. The correction module also improves long-term tracking (CRS increase of 3.4% with S_FBTR, from 0.738 to 0.763, and 2.8% with FBTR, from 0.762 to 0.783) without any extra computational cost. At the same time, it strongly reduces the fragmentation generated by the FBTR module by 19.1% (from 0.1850 to 0.1496) and 26.6% (from 0.1896 to 0.1391), for both simplified and rank-based FBTR, respectively. As expected, the number of ID-Switches increases as we achieve longer-term tracking, but its value stays reasonably low (0.00497 and 0.00530 for S_FBTR and FBTR, respectively) and slightly decreases when using the CM module (0.00486 and 0.00512, respectively).

Table 4 details ablation results per video. Results on Choke1 and Choke2 highlight the good performance of our architecture, especially the FBTR module (CRS increases above 60%), in contexts where people leave and re-enter the scene. The impact of the CM is also dramatic, reaching CRS values up to 0.940 and reducing fragmentation up to 74%. The remaining videos do not contain subject re-appearances. In the case of Sidewalk and Bengal, where long occlusions are frequent, FBTR improves short-term tracking by 19.0% (CRS=0.796) and 15.3% (CRS=0.844), respectively. In Street, where camera angle is lower, the FBTR module becomes more vulnerable to ID-switches (24.9% of increase), even though it still considerably

| Tracker | Frag | ID-Switches | CRS | FPS |
|---------|------|-------------|-----|-----|
| CSRT | 0.01599 | 0.00459 | 0.714 | 5.0 |
| GlobalTrack | - | - | - | |
| KCF | 0.01650 | 0.00469 | 0.710 | 26.4 |
| Median Flow | 0.02243 | 0.00413 | 0.690 | 22.9 |
| MOSSE | 0.34383 | 0.00139 | 0.201 | 26.1 |
| SiamRPN++ | 0.01502 | 0.00565 | 0.722 | 2.1 |
| SORT* | 0.03151 | 0.00197 | 0.634 | 35.8 |
| TLD | 0.06504 | 0.01127 | 0.585 | 1.6 |

Table 2: Evaluation of the data association module on the whole dataset, using different trackers in the tracking module. (*) SORT was implemented with its default data association method.
Figure 6: Distributions of the rank-based threshold $\epsilon$ for correct / wrong reconnections (pure identities) and ID-switches (mixed identities). $C$ varies across columns. A), B) and C) use a FBTR database with 0%, 10% and 20% of mixed identities, respectively.

5.5 Distractor analysis

We define a distractor as a person (identity) that does not appear in the set of videos used for validation, but that is registered in the system to cause potential failures (misidentifications) in the face verification procedure. Deploying the proposed method in real surveillance scenarios would imply considerably longer videos and continuous video stream analysis of crowded scenes, which would result in a high number of inactive tracklets from previously seen identities. In this experiment, we analyze how our system would perform in such scenarios, in which the number of past observed identities substantially increases. To do so, we create “ghost tracklets”: a set of tracklets made of enrollable and verifiable faces from distractors. Ghost tracklets are registered in

| Tracker                  | Frags | ID-Switches | CRS  | FPS  |
|--------------------------|-------|-------------|------|------|
| DA                       | 0.04302 | 0.00161 | 0.593 | 36.2 |
| DA+TM                    | 0.01650 | 0.00469 | 0.710 | 26.4 |
| DA+S_FBTR                | 0.04569 | 0.00172 | 0.624 | 13.3 |
| DA+TM+S_FBTR             | 0.01850 | 0.00497 | 0.738 | 11.7 |
| DA+TM+S_FBTR+CM          | 0.01496 | 0.00486 | 0.763 | 11.7 |
| DA+FBTR                  | 0.04613 | 0.00214 | 0.651 | 13.2 |
| DA+TM+FBTR               | 0.01896 | 0.00530 | 0.762 | 11.7 |
| DA+TM+FBTR+CM            | **0.01391** | 0.00512 | **0.783** | 11.7 |

Table 3: Results of the ablation study on our whole dataset.
the FBTR module before the video processing starts. Then, we
re-run the complete architecture without the CM extension.

Table 5 shows the metrics relative to three distractor sets
of increasing size: 200, 2K and 20K distractors. Although the
computational performance drops with the number of distrac-
tors (3%, 23%, and 71%, respectively), the resulting values for
fragmentation, ID-switches and CRS remain stable. These results
anticipate the effectiveness of the presented method when applied
to longer videos with higher number of identities.

6 CONCLUSIONS

We have presented an architecture for long-term, multi-face track-
ing in crowded video-surveillance scenarios. The proposed method
benefits from advances in the fields of face detection and face
recognition to achieve long-term tracking, in contexts that are
particularly unconstrained in terms of movement, re-appearances,
and occlusions. We have introduced specialized metrics conceived
to evaluate long-term tracking capabilities, and publicly released
a dataset with ten videos representing the targeted use case.

The series of experiments carried out lead to interesting find-
ings. Firstly, we demonstrate that our novel tracklet reconnection
strategy, grounded on rank-based face verification, allows us to
obtain up to 50% longer tracks. Secondly, we show how the
proposed rank-based constraint helps to keep higher inter-class
distances among tracklets, while minimizing the propagation of
errors due to mixed-up identities. As a result, the completion
rate increases up to a 4.3%, without significant penalties in terms
of ID-Switches or fragmentation. Finally, the proposed cost-free
correction module has been proved to increase tracking robustness,
not only by keeping on improving long-term capabilities, but also
by reducing fragmentation.
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