ITERATIVELY REWEIGHTED GREEDY SET COVER
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ABSTRACT. We empirically analyze a simple heuristic for large sparse set cover problems. It uses the weighted greedy algorithm as a basic building block. By multiplicative updates of the weights attached to the elements, the greedy solution is iteratively improved. The implementation of this algorithm is trivial and the algorithm is essentially free of parameters that would require tuning. More iterations can only improve the solution. This set of features makes the approach attractive for practical problems.

1. INTRODUCTION

The set cover problem is one of the essential combinatorial tasks that are of theoretical as well as practical interest. Given are a finite number \( n \) of elements, which we identify with the non-negative integers \( \mathbb{Z}_n \) for notational convenience, and a finite number \( m \) of sets

\[ S_i \subseteq \mathbb{Z}_n, \quad i \in \mathbb{Z}_m \]

containing subsets of the elements. A cover is a collection \( \mathcal{L} \subseteq \mathbb{Z}_m \) of the sets whose union contains all elements

\[ \bigcup_{i \in \mathcal{L}} S_i = \mathbb{Z}_n. \]

The task is to find a minimal cover, i.e. a collection among all covers so that no other collection covering the elements would consist of fewer sets or, if the sets have different cost, so that no other cover would have a smaller sum of the costs. Finding such a minimal collection is long known to be NP-hard [8].

A large number of theoretical results are available on approximations to the set cover problem; the main motivation for this work is that the theoretical properties have been found to be poor predictors for practical performance [9]. We focus exclusively on practical aspects of unicast instances here – there are no (new or known) theoretical results. Three commonly used basic principles for heuristics in this context are 1) stochastic search [4, 15, 14], 2) exploiting the linear programming solution to the fractional problem [12, 16] (also using randomness [17]) and 3) the greedy algorithm [7] and variations derived from it potentially using the mentioned principles of randomization and/or the fractional LP solution [9, 11, 13].

Given the large number of existing heuristics, what is the aspect deserving further attention? We claim, similar to [13] that simplicity is key for approximations to be useful in practice. By simplicity, we consider

(1) the difficulty of implementing the approximation and
(2) the necessity to choose parameters for the heuristic to perform well on a given instance.
The greedy algorithm performs quite well on a range of different problems [9], is easy to implement, and has no parameters in its basic version. In this work, we are using a version of the greedy algorithm that considers the elements to be weighted. This algorithm is used as a basic building block, and the weights are iteratively adjusted following the well-known multiplicative update strategy [3]. The adjustment is extremely simple, has no parameters that require tuning, and it can only improve over time. We feel that makes the algorithm very attractive for practical deployment.

We start by investigating several implementations of the greedy algorithm for large sparse problems (see Section 2). We observe that straightforward implementations of the greedy algorithm would suffer from the access cost of the usual sparse matrix representations. We show that it is advantageous to store the elements of each set and the sets for each element, thus effectively doubling storage requirements. This makes it possible to treat much larger set cover problems with the greedy algorithm.

Given the implementation of the weighted greedy set cover, the question is how to adjust the per element weights to reduce the number of sets. The basic idea is based on work by [6], namely by attempting a $k$-cover for considerably small $k$, and increasing weights of elements that were left uncovered with $k$ sets. Our main contribution could be considered the specific scheme for adjusting $k$ and the weights (see Section 3), based on experimental results across different instances. Our approach has only one parameter: the multiplicative growth factor for the weight of one uncovered element.

In Section 4 we apply the algorithm to some known instances of the set cover problem. In a large scale experiment we show that a wide range of factors for increasing the weights work well on different types of problems. We also show how on many problems the algorithm improves the greedy solution to roughly 70% of the initially covering sets. The instance we are particularly interested in is a geometric set cover problem, which we briefly introduce in the Appendix.

We conclude in Section 5, in particular with an interpretation of the solution in a more general way. This suggest some avenues for further exploring the idea, including how the approach could be used for non-unicost problems.

2. Sparse weighted greedy set cover

The main idea of the greedy algorithm [7] is to pick, in each step, the set with the highest value. If all elements are treated equally, the value of a set is simply the number of elements that would be additionally covered if the set was chosen, i.e. the number of elements it contains, not already covered by a set that has been selected earlier. Note that the algorithm can be used for both, computing a covering set or computing a collection of $k$ sets that cover many elements.

We need a weighted version of this algorithm, in the sense of the elements carrying weights (and not the sets). Let $w_i$ be the weight of element $i$. A common way to think of set cover problems is by representing the sets in form of a matrix: each row corresponds to an element, each column represents a set. Let

$$ V = \{ v_{ij} \}, \quad v_{ij} = \begin{cases} w_i & j \in S_j \\ 0 & \text{else} \end{cases} $$

(3)
be this matrix, $v_i$ its $i$-th column, and $v_j$ its $j$-th row. Initially, the value of the set with index $i$ is $\|v_i\|_1$.

In each step the column with maximal value $\arg\max_i \|v_i\|_1$ is selected. Then all columns for which $v_i$ has non-zero entries are deleted; or, equivalently, all elements $j \in S_i$ are excluded. With deletion of the columns the values of the sets change. Note that the $i$-th column need not be deleted from the matrix, because its value will be zero after deletion of the rows. The steps are repeated until all rows have been removed.

The important observation for sparse instances is that the removal of elements (rows) in a step affects the value of only very few sets (columns). In other words, it is wasteful to recompute the values of all sets – only few sets require an update of their value. The sets are identified by having non-empty intersection with the selected set $S_i$, i.e. for each element $j \in S_i$ we need to find the sets $S_k$ that contain $j$. In terms of the matrix representation this means we need to identify the non-zero elements in column $i$, then remove the corresponding rows, and finally update the sums of only the affected columns.

In other words, an implementation that avoids accessing all elements requires access to the non-zero elements of columns and rows. The problem is that sparse matrices are commonly stored in either column major or row major, which corresponds to representing either the sets (i.e. storing the $S_i$ as vectors) or storing for each element the sets that contain the element. This storage format makes the access to either the elements of a set or the sets containing an element inefficient.

For this reason we suggest to store coverage information in “both directions”: store the elements of the sets $S_i$ and also the coverage information $C_j = \{i : j \in S_i\}$.

Note that each collection of sets can be generated in optimal time complexity from the other collection of sets (i.e. constant time per set-element relationship).

We have implemented three versions of the greedy set cover algorithm in C++ to demonstrate the advantage of storing the covering relationships both ways. As sparse matrix library we use Eigen [10], which is known to be very good in exploiting modern hardware.

1. An implementation based on a row major sparse matrix representation (it is rather obvious that column major would be inefficient).
2. An implementation creating both row and column major representations.
3. An implementation based on simply representing the covering relationships $S$ and $S$ as arrays.

An important detail in all implementations is to never actually remove elements (or rows) but to keep a binary array that flags them as inactive. Rows (or elements) that have been covered by a selected set are then kipped. This turned out to be significantly more efficient.

We compare the implementations on several large set cover problems – one of them from the publicly available set at OR, and several significantly larger ones based on our application scenario (see Appendix 1). The statistics of this comparison are shown in Table 2. Timings are runtimes in seconds and should be taken only as rough indicators of relative performance. The numbers show that storing both covering relationships is clearly beneficial. The sparse matrix representation
actually incurs some overhead that we avoid by directly storing the covering relationships.

For each algorithm we provide the time for setting up the data structures (sparse matrices) and the time for generating the cover once the data structures are in place. For the heuristic we explain in the following section we need to repeatedly create covers, while the data structures need to be created only once. In this context, our implementation is two order of magnitude faster than the implementation based on a row major sparse matrix representation. Moreover, for the largest problem we tried (which has roughly a billion covering relationships), the matrix version was aborted by the kernel due to excessive use of resources.

Our implementation of the greedy set cover is straightforward. We provide a version that considers weighted elements and stops after either all elements are covered or at most $k$ sets have been used. Pseudocode is given below. We also provide a single C++ file containing the implementation of all three implementations and generates the relevant statistics online.

| Source     | $n$    | $m$    | $\frac{\sum |S_i|}{nm}$ | $k$ row major | col+row | 2 arrays |
|------------|--------|--------|-------------------------|----------------|---------|----------|
|            |        |        |                         | pre            | gsc     | pre      | gsc     | pre     | gsc     |
| sccpy11    | 28160  | 11264  | 0.04%                   | 4304.01        | 0.01    | 0.01     | 0.09    | 0.01    | 0.16    |
| bunny 1%   | 34834  | 34768  | 0.73%                   | 10225.69       | 0.23    | 1.08     | 0.06    | 0.25    | 0.04    |
| bunny 2%   | 34834  | 34768  | 1.5%                    | 88.149         | 0.24    | 2.32     | 0.09    | 0.53    | 0.05    |
| bunny 4%   | 34834  | 34768  | 2.4%                    | 35.352         | 0.28    | 5.91     | 0.17    | 1.33    | 0.10    |
| vlion .5%  | 200K   | 199K   | 0.10%                   | 1920.30        | 10.8    | 4.82     | 0.89    | 1.00    | 0.69    |
| vlion 1%   | 200K   | 199K   | 0.24%                   | 665.755        | 6.76    | 12.1     | 0.62    | 2.38    | 0.45    |
| vlion 2%   | 200K   | 199K   | 0.63%                   | 160.265        | 4.51    | 42.9     | 1.04    | 8.00    | 0.68    |
| vase .5%   | 896K   | 688K   | 0.07%                   | 2944.318       | 260     | 59.1     | 6.11    | 8.27    | 3.72    |
| vase 1%    | 896K   | 688K   | 0.16%                   | 1314.149       | 285     | 317      | 58.5     | 23.1    | 3.39    |
| vase 2%    | 896K   | 688K   | 0.40%                   | 546            | -       | -        | -       | 120     | 32.3    |

**Procedure** $k$-cover

**data**: Covering relationships $\mathcal{C}, \mathcal{S}$

**input**: Number $k$ of covering sets, weights $\{w_j\}$

**output**: Binary arrays $c \in \{0,1\}^n$, $s \in \{0,1\}^m$ of selected sets and covered elements

1. $c \leftarrow \{0\}_n$, $s \leftarrow \{0\}_m$
2. for $i \in [0, \ldots, n-1]$ do
   3. \[ v_i = \sum_{j \in \mathcal{S}_i} w_j \]
4. while $\|s\|_0 < k \cap \|c\|_0 < n$ do
   5. $i \leftarrow \arg \max_i u_i$
   6. $s_i \leftarrow 1$
   7. for $j \in \mathcal{S}_i$ do
      8. if $c_j = 0$ then
         9. \[ c_j \leftarrow 1 \]
         10. for $l \in C_j$ do
             11. \[ u_l \leftarrow u_l - w_j \]
3. Iterative reweighting heuristic

A central idea of Brönnimann and Goodrich [6] is to check if a $k$-cover exists for fixed $k$ by repeatedly running the weighted $k$-cover algorithm and increase the weights of elements that were left uncovered. This idea is part of a constructive proof, and the details of how to guess $k$ and in particular how to increase the weights for which elements are insignificant for the asymptotic complexity analysis and consequently not discussed.

Our basic strategy is to start by running the greedy algorithm to generate an initial $k$-cover. Then we try to find a $k-1$ cover by re-weighting. If successful, we continue with $k-2$. We can do this as long as the user is willing to wait. This strategy has two important features:

1. The heuristic can be run on any time budget. More time can only improve the result – never make it worse.
2. It is useful to keep the weights unchanged when $k$ is reduced, as the weighting that led to the $k$-cover is often closer to a weighting allowing a $k-1$ cover compared to uniform or random weighting.

Through experimentation we have found that increasing the weight of only one uncovered element is better than increasing the weights of all uncovered elements and, moreover, that multiplicative increments are better than additive ones – the latter is in line with the popular multiplicative weight update strategy [3]. We also found that the particular missing element chosen makes no significant difference. This allows us to take the most efficient solution and increase the weight of the first uncovered element encountered. With this approach in place, our heuristic has only a single parameter: the multiplicative factor for increasing the weight of the first uncovered element encountered. In the following section we demonstrate that the choice of this parameter is not critical for the instances we tested.

Putting the ideas together leads to the algorithm detailed in the following pseudo code. We also provide the algorithm implemented in C++ on URL for further experimentation.

---

**Procedure** Iterative reweighting for greedy set cover

data : Growth factor $f$
input : Covering relationships $C, S$
output: Binary array $s^* \in \{0, 1\}^m$ of selected sets

1. $k \leftarrow m, w \leftarrow 1^n$
2. while not stopped by user do
3. $c, s = k$-cover$(k, w)$
4. $i \leftarrow 0$
5. while $i < n \land c_i = 1$ do
6. $i \leftarrow i + 1$
7. if $i < n$ then
8. $w_i \leftarrow w_i f$
9. else
10. $s^* \leftarrow s$
11. $k \leftarrow k - 1$
The algorithm repeatedly searches for the first uncovered element and provides its index as $i$. If an index exists ($i < n$) the weight of the corresponding element is increased. Otherwise, a cover has been found. This cover is stored in $s^*$ and $k$ is decremented.

The algorithm only depends on the choice of growth factor $f$. The solution(s) it provides also depend on the ordering of elements and sets. For one, also the greedy algorithm is dependent on the order of sets, as this defines how ties are broken among sets of equal value. Our heuristic also depends on the order of elements, as this defines which weight is increased.

4. Experiments and results

We have applied the heuristic to a variety of test problems to gather some insight into the behavior and performance of the heuristic. The decrease of $k$ as a function of the iterations is shown for a single run of the algorithm on the VASE data in Figure 1 (left). However, the performance of the algorithm depends on how ties are broken in the greedy algorithm, which in turn depends on the order of the set. So for analysis we run the algorithm several times on the same problem while randomly permuting the order of the sets. Then we can inspect the minimal, maximal and most importantly the mean value for $k$ as a function of the iterations. The right side of Figure 1 provides one such graph for the BUNNY data.

Using the mean $k$, we first analyze the dependence on the growth factor, then compare to simple randomization of the greedy algorithm, and eventually show performance data for various test problems.

4.1. Dependence on growth factor. We selected three problems for sampling the performance of reweighting as it depends on the growth factor: the CLR.12 problem as given in the OR-library [5]; and two instances from our geometric set cover problems, one based on a torus (13K elements and sets), exhibiting a lot a regularity, and one based on the BUNNY data set ($n = 34834, m = 34768, \rho = 1.5\%$, see Appendix for more information on how the data was generated).

Rather than comparing the graphs of $k$ as a function of the iterations, we fix the number of iterations, and plot the mean $k$ as a function of the growth factor. For the CLR.12 data we chose iteration counts ($1K, 10K, 100K$) and for the other two
Figure 2. The mean $k$ after a fixed number of iterations as a function of the growth parameter. Left: the CLR 12 data from the OR-library after 1K, 10K, and 100K iterations. Larger growth factors help to decrease $k$ quickly, but in the long run smaller growth factors generate better results. Right: two geometric instances with regular structure and 13K sets and elements (top) and 35K elements and sets but more irregular (bottom) after 100, 1K, 10K iterations. After sufficient number of iterations the dependence on the growth factor is minimal.

problems we used (100, 1K, 10K) as they converge quicker. The resulting scatter plots are shown in Figure 2.

The CLR.12 problems converge slowest among the three. Larger growth factors help in decreasing $k$ quickly in the early iterations, yet they appear to slow down convergence in the long run. The optimal solution $k = 23$ is found for a wide range of growth factors after a sufficient number of iterations. It seems that values in the range $[2, 5]$ for the growth factor are good choices for finding the optimum solution quickly.

On the geometric instances the choice of the growth factor appears even less critical. For a very wide range of values the optimization generates similar solutions.

We have settled for a growth factor of 3 for all our following experiments. It is unlikely that a slightly different choice would lead to fundamentally different results for the problems we considered.

4.2. Random permutations. With the growth factor being fixed, the main feature of reweighting is simplicity. The algorithm is only marginally more complex than the greedy algorithm itself and there are parameters left that would require (or offer) tuning. One of the few approaches that is arguably even simpler is searching among the different unweighted solutions of the greedy algorithm, where the difference comes from how ties are broken. We already perform this randomization in our experiments by permuting the order of the sets.
Figure 3. Performance of reweighting relative to permutations. The performance of permuting the order of elements in the greedy algorithm is represented by the gap between the minimum and maximum $k$ after 0 iterations (i.e., at the intersection of the graphs with the vertical axis). Left: the best greedy solution among $10^6$ permutations for the CLR12 data was $k = 28$. Reweighting outperforms this solution on average after roughly 1000 iterations (intersection with the mean curve, and always after roughly 7000 iterations (intersection with the max curve). Right: on large sparse instance the result is more pronounced. For the VASELION data (200K elements and sets) the best solution among $10^5$ permutations is outperformed in the mean after 2 and in the worst case after 20 iterations.

It is known that this randomization fails to systematically improve the performance of the greedy algorithm [9]. Since our approach does the question is: how many iterations are necessary so that reweighting outperforms random sampling?

For CLR.12 data, we find a minimum of $k = 28$ from about 100 permutations of the sets. We have increased the number of permutations to $10^6$, but no better value has been found. As can be seen in Figure 3, for about $1K$ iterations of reweighing the mean $k$ is systematically lower than 28. At around $7K$ iterations all 100 random trials we performed were at $k = 27$, meaning even the worst case performance outperformed the simple random permutation of the greedy algorithm.

The geometric instances profit even less from random perturbations and more from reweighting. This could have already been deduced for the BUNNY data illustrated in Figure 1. We analyzed this in more detail for the larger VASELION data (200K elements and sets). In $10^5$ permutations the smallest cover used $k = 657$ sets. Over 100 permutations, the mean solution was better after only 2 iterations, and all 100 trials were better after 21 iterations, see Figure 3.

4.3. Performance. We are not aware of other heuristics that have been tested on the size of problems we are interested in. On the unicost problems in the OR-library [5] our approach appears to perform roughly similar to other successful heuristics [14, 13]. In particular, it finds the optimal solution for the smaller CLR problems (like the other heuristics do) and provides approximations for the CYC problems that are roughly similar the data provided by [14] but slightly worse than what is reported by [13]. We want to stress that comparing the best solutions to particular instances may be misleading as a predictor of the practical value of a heuristic: timing often depends on a variety of factors, worst case behavior is
5. Conclusions and future work

We have shown how to implement the greedy algorithm for the set cover problem for large sparse data sets. Reweighting the elements leads to an algorithm that has the desirable properties of straightforward implementation and no parameter tuning.

It would be possible to combine this algorithm with meta-heuristics that have proved successful for set cover (e.g. tabu search). This would likely lead to better covers for some problems, albeit at the expense of making the algorithm more difficult to implement efficiently and introducing parameters that require adjustment to the characteristics of the data. We suggest this avenue only if the smallest cover for a particular instance is of interest.

While we have analyzed the approach for the unicost problem, it works exactly the same if the costs of the sets are different: the greedy algorithm is usually set up

commonly not reported, and in many case parameter tuning was necessary and is only scarcely documented. In comparison, there is no adjustment of parameters in our approach. The time spent for the computation depends on the number of iterations one is willing to invest and each iterations requires the amount of time for the greedy algorithm — Figure 4 shows that the variation of time needed for each iteration is minor.

Our reweighting scheme consistently shows significant improvement over the greedy solution for large sparse problems up to a million elements and million sets (see graphs in Figures 1 and 3). The effect is also stable across different densities. For the Bunny we generate sets of different densities, such that in all cases the number of elements and sets are the same (35K). Because of the different densities the number of required sets $k$ is different, but the improvement of the reweighting for $10^5$ iterations over the initial greedy solution is similar (see the log-log plot in Figure 4).
to maximize the number of uncovered elements divided by the cost of the set \[7\], and still performs well on a variety of problems. Reweighting will work as for the unicost problems. As the problems we are concerned with are unicost, we decided to leave the experimental analysis of other situations as future work.

Lastly, let us interpret the given approach out of the perspective parameterizations of the set cover problem. The dominant way to search the space of solutions is by considering the chosen sets. This could be interpreted as a binary vector of length \( m \), the number of sets. One may instead parameterize the current solution using a real valued vector of length \( n \); and the greedy algorithm for weighted elements serves as a device for translating the vertex weights into the selected sets. The neighborhood structures of the two parameterization are likely very different. We have presented one way of exploring the neighborhood — it would be interesting to apply other strategies for searching the space of element weights.
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Appendix A. Covering discrete surfaces with enlarged medial balls

The background for this work is as follows: given points $p_i \in \mathbb{R}^3$ representing the surface of a solid body, we wish to approximate the shape with a set of balls $B_j = (c_j, r_j)$. We say a point $i$ is contained in ball $j$, i.e. $p_i \in B_j$, if $\|p_i - c_j\| < r_j$. We wish to find a small number of balls whose union cover the whole point set, i.e. $\{p_i\} \subseteq \bigcup_j B_j$, while at the same time the union of the interior of the balls is not much larger than the interior of the shape.

This problem can be solved by generating a set of balls whose interior has a small distance to the interior of the shape and then finding a small subset that covers all points — this is the set cover problem we are interested in. It makes sense to construct the set of balls by increasing the radius of maximal empty interior balls. By empty we mean that ball contains none of the $p_i$ in its interior, i.e. $B_j \cap \{p_i\} = \emptyset$. By maximal we mean that any ball $B'_j$ that strictly contains $B_j$ also contains a point in the point set. The idea is that any ball in the cover that is contained in a larger ball will never be needed. Any such empty maximal ball will have a Voronoi vertex of the point set as its center [1]. Lastly, by interior we mean that the center of the ball is in the interior of the shape. There are usually more interior Voronoi vertices than samples and it is common to consider only the largest ball for each $p_i$ [2].

Increasing the radius of the ball by a fixed amount $\epsilon$ will induce a set difference between the shape and the ball of at most $\epsilon$. Thus, also the union of the enlarged balls (and also any subset) has bounded set distance to the interior. This means solving the set cover problem provides solutions that minimize the number of balls while guaranteeing a certain error. Varying $\epsilon$ sets up set cover problems with varying density, as the number of elements to be covered (the points) as well as the number of sets (the balls) are (largely) independent of $\epsilon$. Yet, because surface samples describing shapes are large, the resulting set cover problems are large.

Figure 5 provides examples of the covers obtained with algorithms presented here. The empty balls have been enlarged by 0.5%, 1%, 2%, 4%, 8% of the bounding box diagonal of the shape. The top row shows the covers resulting from applying the greedy algorithm, the bottom row the improved covers using the reweighting strategy.
Figure 5. Optimizing the greedy set cover result (top row) significantly reduces the number of spheres to cover the shape (bottom row), while satisfying the same bound on the approximation error.