Effective measure of endogeneity for the Autoregressive Conditional Duration point processes via mapping to the self-excited Hawkes process
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In order to disentangle the internal dynamics from exogenous factors within the Autoregressive Conditional Duration (ACD) model, we present an effective measure of endogeneity. Inspired from the Hawkes model, this measure is defined as the average fraction of events that are triggered due to internal feedback mechanisms within the total population. We provide a direct comparison of the Hawkes and ACD models based on numerical simulations and show that our effective measure of endogeneity for the ACD can be mapped onto the “branching ratio” of the Hawkes model.

I. INTRODUCTION

An outstanding challenge in socio-economic systems is to disentangle the internal dynamics from the exogenous influence. It is obvious that any non-trivial system is both subject to external shocks as well as to internal organization forces and feedback loops. In a given observation set, it seems in general hopeless to separate the contributions resulting from external perturbations from internal fluctuations and responses. However, one would like to understand the interplay between endogeneity and exogeneity (the ‘endo-exo’ problem, for short) in order to characterize the reaction of a given system to external influences, to quantify its resilience, and explain its dynamics. Using the class of self-exciting conditional
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Hawkes Poisson processes \cite{1, 2}, some progress has recently been made in this direction \cite{3–6}.

Indeed, in the modeling of complex point processes in natural and socio-economic systems, the Hawkes process \cite{1, 2} has become the gold standard due to its simple construction and flexibility. Nowadays it is being successfully used for modeling sequences of triggered earthquakes \cite{7}; genomic events along DNA \cite{8}; spread of violence \cite{9} and crime \cite{10} across some regions; high frequency fluctuations of financial prices \cite{11} and probabilities of credit defaults \cite{12}. Being closely related to branching processes \cite{13}, the Hawkes model combines, in a natural and parsimonious way, exogenous influences with self-excited dynamics. It accounts simultaneously for the co-existence and interplay between the exogenous impact on the system and the endogenous mechanism where past events contribute to the probability of occurrence of events in future. Moreover, using the mapping of the Hawkes process onto a branching process, it is possible to construct a representation of the sequence of events according to a branching structure, with each event leading to a whole tree of offsprings.

The linear construction of the Hawkes model allows one to separate exogenous events and develop a single parameter, the so-called “branching ratio” $\eta$ that directly measures the level of endogeneity in the system. The branching ratio can be interpreted as the fraction of endogenous events within the whole population of events \cite{14, 15}. The branching ratio provides a simple and illuminating characterization of the system, in particular with respect to its fragility and susceptibility to shocks. For $\eta < 1$, on average, the proportion $1 - \eta$ of events arrive to the system externally, while the proportion $\eta$ of events could be traced back to the influence of past dynamics. As $\eta$ approaches 1 from below, the system becomes “critical”, in the sense that its activity is mostly endogenous or self-fulfilling. More precisely, its activity becomes hyperbolically sensitive to external influences. The regime $\eta > 1$ corresponds to the occurrence of an unbounded explosion of activity nucleated by just a few external events (e.g., news) with non-zero probability. In any realistic case, when present, this explosion will be observable in finite time. Not only does the Hawkes model provide this valuable parameter $\eta$, but it also amenable to an easy and transparent estimation by maximum likelihood \cite{16, 17} without requiring stochastic declustering \cite{18, 19}, which is essential in the branching processes’ framework but has several limitations \cite{20}.

However, the Hawkes model is not the only model that describe self-excitation in point processes. In particular, the Autoregressive Conditional Duration (ACD) model \cite{21, 22} and
the Autoregressive Conditional Intensity (ACI) model [23] has been introduced for econometric applications. A similar concept was used in the so-called Autoregressive Conditional Hazard (ACH) model [24]. These processes were designed to mimic properties of the famous models of Autoregressive Conditional Heteroskedasticity (ARCH) [25] and Generalized Autoregressive Conditional Heteroskedasticity (GARCH) [26] that are being successfully used in econometrics to explain volatility clustering and self-excitation in price time series. Some other modifications of ACD models such as Fractionally Integrated ACD (FIACD) [27] or Augumented ACD (AACD) [28] were introduced to account for additional effects (such as long memory) or to increase the flexibility of the model (for a more detailed review, see [29] and references therein).

In general, all approaches to modeling self-excited point processes can be separated into the classes of Duration-based (represented by the ACD model and its derivations) and Intensity-based approaches (Hawkes, ACH, ACI, and so on), which define a stochastic expression for inter-event durations and intensity respectively. Of all the models, as discussed above, the Hawkes process dominates by far in the class of intensity-based model, and the ACD model – a direct offspring of the GARCH-family – is the most used duration-based model.

Despite belonging to different classes, both models describe the same phenomena and exhibit similar mathematical properties. In this article, we aim to establish a link between the ACD and Hawkes models. We show that, despite the fact that the ACD model cannot be directly mapped onto a branching process, and thus the branching ratio for this model cannot be derived, it is possible to introduce a parameter \( \zeta \in [0,1] \) that serves as an effective degree of endogeneity in the ACD model. We show that this parameter shares important properties with the branching ratio \( \eta \in [0,1] \) in the framework of the Hawkes model. Namely, both \( \zeta \) and \( \eta \) characterize stationarity properties of the models, and provide an effective transformation of the exogenous excitation of the system onto its total activity. By numerical simulations, we show that there exists a monotonous relationship between the parameter \( \zeta \) of the ACD model and the branching ratio \( \eta \) of the corresponding Hawkes model. In particular, the purely exogenous case \( (\eta = 0) \) and the critical state \( (\eta = 1) \) are exactly mapped to the corresponding values \( \zeta = 0 \) and \( \zeta = 1 \). We validate our results by goodness-of-fit tests and show that our findings are robust with respect to the specification of the memory kernel of the Hawkes model.
The article is structured as follows. In section II, we introduce the Hawkes and ACD models and briefly discuss their properties. Section III introduces the branching ratio and relates it to the measure of endogeneity within the framework of the Hawkes model. In section IV, we discuss similarities between the Hawkes and ACD models, and identify a parameter in the ACD model that can be treated as an effective degree of endogeneity. We support our thesis with extensive numerical simulations and goodness-of-fit tests. In section V, we conclude.

II. MODELS OF SELF-EXCITED POINT PROCESSES

Let us define a univariate point process of event times \( \{ t_i \}_{i \in \mathbb{N}_{>0}} \) \((t_i > t_j \text{ for } i > j)\) with the counting process \( \{ N(t) \}_{t \geq 0} = \max(i : t_i \leq t) \), and the duration process of inter-event times \( \{ \delta t_i \}_{i \in \mathbb{N}_{>0}} = t_i - t_{i-1} \). Properties of the point process \( \{ t_i \} \) are usually described with the (unconditional) intensity process \( \lambda(t) = \lim_{h \downarrow 0} \frac{1}{h} \Pr[N(t+h) - N(t) > 0] \) and conditional intensity process \( \lambda(t|F_{t-}) = \lim_{h \downarrow 0} \frac{1}{h} \Pr[N(t+h) - N(t) > 0|F_{t-}] \), which is adapted to the natural filtration \( F_{t-} = (t_1, \ldots, t_i; \forall i < N(t)) \) representing the history of the process.

The well-known Poisson point process is defined as the point process whose conditional intensity does not depend on the history of the process and is equal to a deterministic constant:

\[
\lambda(t|F_{t-}) \equiv \lambda(t) = \lambda_0 > 0, \tag{1}
\]

The non-homogenous Poisson process extends expression (1) to account for time-dependence of both conditional and unconditional intensity functions: \( \lambda(t|F_{t-}) \equiv \lambda(t) = \lambda_0(t) > 0 \). Both homogeneous and non-homogeneous Poisson processes are completely memoryless, which means that the durations \( \{ \delta t_i \} \) are independent from each other and are completely determined by the exogenous parameter (function) \( \lambda_0(t) \).

The Self-excited Hawkes process and Autoregressive Conditional Durations (ACD) model, which are described in this article, extend the concept of the Poisson point processes by adding path dependence and non-trivial correlation structures. These models represent two different approaches in modelling point processes with memory: the so called intensity-based and duration-based approaches. As follows from their names, the first approach focuses on models for the conditional intensity function \( \lambda(t|F_{t-}) \) and the second considers models of the durations \( \{ \delta t_i \} \). For example, in the context of the intensity-based approach, the
Poisson process is defined by equation (1). In the context of the duration-based approach, the Poisson process is defined as the point process whose durations \( \{\delta t_i\} \) are independent and identically distributed (iid) random variables with exponential probability distribution function \( f(\delta t) = \lambda_0 \exp(-\lambda_0 \delta t) \).

### A. Hawkes Model

The linear Hawkes process \([1, 2]\), which belongs to the class of intensity-based models, has its conditional intensity \( \lambda(t|\mathcal{F}_{t-}) \) being a stochastic process of the following general form:

\[
\lambda(t|\mathcal{F}_{t-}) = \mu(t) + \int_{-\infty}^{t} h(t-s) dN(s),
\]

where \( \mu(t) \) is the background intensity, which is a deterministic function of time that accounts for the intensity of arrival of exogenous events (not dependent on history). A deterministic kernel function \( h(t) \), which should satisfy causality \( h(t) = 0 \) for \( t < 0 \), models the endogenous feedback mechanism (memory of the process). Given that each event arrives instantaneously, the differential of the counting process \( dN(t) \) can be represented in the form of a sum of delta-functions \( dN(t) = \sum_{t_i < t} \delta(t-t_i) dt \), allowing (2) to be rewritten in the following form:

\[
\lambda(t|\mathcal{F}_{t-}) = \mu(t) + \sum_{t_i < t} h(t-t_i).
\]

It can be shown (and we will discuss this point in the following section) that the stationarity of the process (3) requires that

\[
0 < \int_{0}^{\infty} h(t) dt < 1.
\]

The shape of the kernel function \( h(t) \) defines the correlation properties of the process. In particular, the geophysical applications of the Hawkes model, or more precisely of its spatio-temporal extension called the Epidemic-Type Aftershock sequence (ETAS) \([7, 30, 31]\), assume in general a power law time-dependence of the kernel \( h(t) \):

\[
h(t) = K \frac{1}{(t+c)^\alpha} \chi(t),
\]

that describes the modified Omori-Utsu law of aftershock rates \([32, 33]\). Financial applications \([11, 15, 34, 35]\) traditionally use an exponential kernel

\[
h(t) = a \exp(-t/\tau) \chi(t),
\]
which has been originally suggested by Hawkes \cite{hawkes1971spectra} and ensures Markovian properties of the model \cite{mex0}. In both cases, a Heaviside function $\chi(t)$ ensures the validity of the causality principle. The stationarity condition \cite{minsky1974} requires $Ke^{1-\varphi}/(\varphi - 1) < 1$ for the power law kernel and $a\tau < 1$ for the exponential kernel.

In the present work, we focus on the Hawkes model with an exponential kernel \cite{exp} and background intensity $\mu(t)$ that does not depend on time: $\mu(t) \equiv \mu > 0$. We introduce a new dimensionless parameter, $\eta = a\tau$, which will be discussed in detail later, which allows us to write the final expression for the conditional intensity as follows:

$$\lambda(t|\mathcal{F}_{t-}) = \mu + \frac{\eta}{\tau} \sum_{t_i < t} \exp \left( -\frac{t - t_i}{\tau} \right).$$

Then, the stationarity condition reads $\eta < 1$. In order to check the robustness of the results presented below, in particular with respect to the choice of the memory kernel, we have also considered a power law kernel \cite{power} with time-independent background intensity $\mu(t) \equiv \mu > 0$. Similarly to the exponential kernel, the integral from 0 to $+\infty$ of the memory kernel defines the dimensionless parameter $\eta = Ke^{1-\varphi}/(\varphi - 1)$, which allows us to rewrite the Hawkes model with power law kernel as:

$$\lambda(t|\mathcal{F}_{t-}) = \mu + \eta e^{1-\varphi}(\varphi - 1) \sum_{t_i < t} \frac{1}{(t - t_i + c)^{\varphi}}.$$

Again, the stationarity condition reads $\eta < 1$.

**B. Autoregressive Conditional Durations (ACD) Model**

The class of *Autoregressive Conditional Durations* (ACD) models has been introduced by Engle and Russell \cite{engle1986, russell1986} in the field of econometrics to model financial data at the transaction level. The ACD model applies the ideas of the Autoregressive Conditional Heteroskedasticity (ARCH) \cite{arch} model, which separates the dynamics of a stationary random process into a multiplicative random error term and a dynamical variance that regresses the past values of the process. In the spirit of the ARCH, the ACD model is represented by the duration process $\delta t_i$ in the form

$$\delta t_i = \psi_i \epsilon_i,$$

where $\epsilon_i$ defines an iid random non-negative variable with unit mean $E[\epsilon_i] = 1$, and the function $\psi_i \equiv \psi(N(\mathcal{F}_{t-}); \theta)$ is the conditional expected duration: $E[\delta t_i|\mathcal{F}_{t-}] = \psi_i$. Here, $\theta$
represents the set of parameters of the model. From expression (9), one can simply derive the conditional intensity of the process \( \Phi \):

\[
\lambda(t | \Phi_{t^-}) = \lambda_e \left( \frac{t - t_{N(t)}}{\psi_{N(t)+1}} \right) \frac{1}{\psi_{N(t)+1}},
\]

where \( \lambda_e(s) \) represents the intensity function of the noise term, \( \epsilon_i \). Assuming \( \epsilon_i \) to be iid exponentially distributed, one can call this model (9) an Exponential ACD model.

The conditional expected duration \( \psi(N(\Phi_{t^-}); \theta) \) of the ACD(p,q) model, where \( (p,q) \) denotes the order of the model, is defined as an autoregressive function of the past observed durations \( \delta t_i \) and the conditional durations \( \psi_i \) themselves:

\[
\psi_i = \omega + \sum_{j=1}^{p} \alpha_j \delta t_{i-j} + \sum_{k=1}^{q} \beta_k \psi_{i-k},
\]

where \( \omega > 0, \alpha_j \geq 0 \) and \( \beta_k \geq 0 \) are parameters of the model that constitute the set \( \theta = \{ \omega, \alpha_1, \ldots, \alpha_p, \beta_1, \ldots, \beta_p \} \). The stationarity condition for the ACD model has the form (12):

\[
\sum_{j=1}^{p} \alpha_j + \sum_{k=1}^{q} \beta_k < 1.
\]

In the simple ACD(1,1) case that is considered in the present article, equation (11) is reduced to:

\[
\psi_i = \omega + \alpha \delta t_{i-1} + \beta \psi_{i-1}.
\]

Similarly, the conditional intensity (10) of the Exponential ACD(1,1) has the form:

\[
\lambda(t | \Phi_{t^-}) = \frac{1}{\psi_{N(t)+1}} = \frac{1}{\omega + \alpha \delta t_{N(t)} + \beta \psi_{N(t)}}
\]

and the stationarity condition (12) reduces to \( \alpha + \beta < 1 \).

III. THE BRANCHING RATIO AS A MEASURE OF ENDOGENEITY IN THE HAWKES MODEL

The linear structure of the Hawkes process (3) allows one to consider it as a cluster process in which the random process of cluster centers \( \{t_i(c)\}_{i \in \mathbb{N}_{>0}} \) is the Poisson process with rate \( \mu(t) \). All clusters associated with centers \( \{t_i(c)\} \) are mutually independent by construction and can be considered as a generalized branching process (37), illustrated in fig. 1.
In this context, each event \( \{t_i\} \) can be either an *immigrant* or a *descendant*. The rate of immigration is determined by the background intensity \( \mu(t) \) and results in an exogenous random process. Once an immigrant event occurs, it generates a whole cluster of events. Namely, a zeroth-order event (which we will call the *mother event*) can trigger one or more first-order events (*daughter events*). Each of these daughters, in turn, may trigger several second-order events (the grand-daughters of the initial mother), and so on. All first-, second- and higher-order events form a cluster and are called descendants (or *aftershocks*) and represent endogenously driven events that appear due to internal feedback mechanisms in the system. It should be noted that this mapping of the Hawkes process (3) onto the branching process (fig. 1) is possible only due to the linearity of the model, and is not valid for nonlinear self-excited point processes, such as the class of nonlinear mutually excited point processes [38], of which the Multifractal stress activation model [39] and the self-excited multifractal model [40] are particular implementations.

The crucial parameter of the branching process is the *branching ratio* \( (n) \), which is defined as the average number of daughter events per mother event. Depending on the branching ratio, there are three regimes: (i) *sub-critical* \( (n < 1) \), (ii) *critical* \( (n = 1) \) and (iii) *supercritical* or explosive \( (n > 1) \). Starting from a single mother event (or immigrant) at time \( t_1 \), the process dies out with probability 1 in the sub-critical and critical regimes and has a finite probability to explode to an infinite number of events in the super-critical regime. The critical regime for \( n = 1 \) separates the two main regimes and is characterized by power law statistics of the number of events and in the number of generations before extinction [41]. For \( n \leq 1 \), the process is stationary in the presence of a Poissonian or more generally stationary flux of immigrants.

Being the parameter that describes the clustering structure of the branching process, the branching ratio \( n \) defines the relative proportion of exogenous events (immigrants) and endogenous events (descendants or aftershocks). Moreover, in the sub-critical regime, in the case of a constant background intensity \( (\mu(t) = \mu = \text{const}) \), the branching ratio is exactly equal to the fraction of the average number of descendants in the whole population [14]. In other words, the branching ratio is equal to the proportion of the average number of endogenously generated events among all events and can be considered as an effective measure of endogeneity of the system.

To see this, let us count separately the rates of exogenous and endogenous events. The
rate of exogenous immigrants (zeroth-order events) is equal to the background activity rate: 
\[ R_{\text{exo}} = \mu. \]
Each immigrant independently gives birth, on average, to \( n \) daughters and thus the rate of first-order events is equal to \( r_1 = \mu n \). In turn, each first-order event produces, on average, \( n \) second-order events, whose rate is equal to \( r_2 = n r_1 = \mu n^2 \). Continuing this process ad infinitum and summing over all generations, we obtain the rate of all endogenous descendants:
\[ R_{\text{endo}} = \sum_{i=1}^{\infty} r_i = \mu \sum_{i=1}^{\infty} n^i = \frac{\mu n}{1 - n}, \]
which is finite for \( n < 1 \). The global rate is the sum of the rates of immigrants and descendants and equal to
\[ R = R_{\text{exo}} + R_{\text{endo}} = \mu + \frac{\mu n}{1 - n} = \frac{\mu}{1 - n}. \] (16)
And the proportion of descendants (endogenously driven events) in the whole system is equal to the branching ratio:
\[ \frac{R_{\text{endo}}}{R} = n. \] (17)
Calibrating \( n \) on the data therefore provides a direct quantitative estimate of the degree of endogeneity.

In the framework of the Hawkes model (3) with \( \mu(t) = \mu = \text{const} \), the branching ratio \( n \) is easily defined via the kernel \( h(t) \):
\[ n = \int_0^{\infty} h(t) dt. \] (18)
For the exponential parametrization (6), the branching ratio, \( n = a \tau \), is equal to a dimensionless parameter \( n \equiv \eta \) previously introduced. The Hawkes framework provides a convenient way of estimating the branching ratio, \( n \equiv \eta \), from the observations \( \{t_i\} \), using the Maximum Likelihood method, which benefits from the fact that the log-likelihood function is known in closed form for Hawkes processes [16, 17].

IV. THE EFFECTIVE DEGREE OF ENDOGENEITY IN THE AUTOREGRESSIVE CONDITIONAL DURATIONS (ACD) MODEL

A. Formal similarities between the ACD and Hawkes models

Note that the ACD\((p,q)\) and Hawkes models operate on different variables with inverse dimensions: duration \( \delta t \) for the ACD\((p,q)\) model and conditional intensity \( \lambda(t|\mathcal{F}_{t-}) \) for the
Hawkes model, which is of the order of the inverse $1/\delta t$ of the duration $\delta t$. As a consequence, equations (20) and (16) apply to different statistics (average durations $E[\delta t]$ and average rate $R = E[1/\delta t]$). Moreover, the ACD model cannot be exactly mapped onto a branching process.

Nevertheless, the ACD model shares many similarities with the Hawkes model and their point processes exhibit similar degrees of clustering. In particular, for the ACD defined by expression (11), the combined parameter,

$$\zeta = \sum_{j=1}^{p} \alpha_j + \sum_{k=1}^{q} \beta_k \quad (19)$$

plays a similar role to the parameter $\eta$ of the Hawkes process with an exponential kernel $\eta \equiv \frac{\omega}{1 - \eta}$.

The similarities start with the stationarity conditions (4) and (12) which require $\eta < 1$ for the Hawkes model and $\zeta < 1$ for the ACD, but go much deeper than the simple idea of “effective distance” to a non-stationary regime.

As we have seen in the previous section, $\eta$ defines the effective degree of endogeneity (17) that translates the exogenous rate $R_{exo} = \mu$ into the total rate $R_{total} = R_{exo}/(1 - \eta)$. Similarly, let us study the role of endogenous feedback in the ACD model. For $\alpha_j = \beta_k = \zeta = 0$, the ACD(p,q) model (9),(11) reduces to a simple Poisson process with durations $\delta t_i = \omega \epsilon_i$ having an average value of $E[\delta t_i] = \omega$, which can be considered as the exogenous factor. When $\alpha_j > 0$ and $\beta_k > 0$, there is an amplification of the average durations. Considering the average of eq. (11) in the stationary regime $(E[\delta t_{i-1}] = E[\delta t_i]$ and $E[\psi_{i-1}] = E[\psi_i])$, and taking into account eq. (9), we obtain the following expression for the mean duration in the stationary regime:

$$E[\delta t] = \frac{\omega}{1 - \sum_{j=1}^{p} \alpha_j - \sum_{k=1}^{q} \beta_k} \equiv \frac{\omega}{1 - \zeta}. \quad (20)$$

Equations (20) and (16) share the same functional dependence, with a divergence when the corresponding control parameters $\eta$ and $\zeta$ approach 1.

B. Empirical dependence of the effective branching ratio $\hat{\eta}$ as a function of $\zeta = \alpha + \beta$ for the ACD(1,1) process

In order to quantify the similarities between the ACD and Hawkes models outlined in the previous section, we have performed the following numerical study. We simulated realizations
of the ACD(1,1) process and calibrated the Hawkes model to it. The traditional way of fitting the Hawkes model uses the maximum likelihood method \[17\], which is asymptotically normal and asymptotically efficient \[16\]. We have used the R package “PtProcess” \[42\], which provides a convenient framework for Hawkes models \[3\] with arbitrary kernel \(h(t)\) and background intensity \(\mu(t)\). Then, we maximized the likelihood function using a Newton-type non-linear maximization \[43, 44\]. The Appendix reports a study of the finite sample bias and efficiency of the Hawkes maximum likelihood estimator. We find that the estimation error \(|\hat{\eta} - \eta|\) of the branching ratio (without model error) measured with the 90% quantile ranges does not exceed 0.1 for all values \(\eta \leq 0.9\).

More precisely, we want to quantify similarities between control parameters \(\zeta\) of the model ACD\((p,q)\) and \(\eta\) of the exponential Hawkes model. For this, we have simulated realizations of the ACD process and estimated the parameter \(\eta\) from these realizations. The parameter \(\omega\) of the ACD\((p,q)\) \[11\] model defines the time scale. Without loss of generality, we let \(\omega = 1\), which accounts for a linear transformation of time \(\tilde{t}_i = t_i/\omega\) in equations \[9\] and \[11\]. For the sake of simplicity, we present our results for the ACD\((1,1)\) model, for which the dimensionless parameter \(\zeta\) reduces to \(\zeta = \alpha + \beta\). However, our findings are robust to the choice of the order of the ACD model and can be easily generalized to the case of \(p,q > 1\). The parameters \(\alpha\) and \(\beta\) were chosen so that \(\zeta = \alpha + \beta\) spanned \([0,1]\) at 40 equidistant points. For each of the 40 values of \(\zeta\), we have generated 100 realizations of the corresponding exponential ACD\((1,1)\) process. Each realization of 3500 events was generated by a recursive algorithm using eq. \[13\]. In order to minimize the impact of edge effects, the first 500 points of each realization were discarded. Then, the Hawkes model \[7\] was calibrated on these synthetic datasets.

For each calibration, we have performed a goodness-of-fit test based on residual analysis \[2\], which consists of studying the so-called residual process defined as the nonparametric transformation of the initial time-series \(t_i\) into

\[
\xi_i = \int_0^{t_i} \hat{\lambda}(t|\mathcal{F}_{t_-})dt,
\]

where \(\hat{\lambda}(t|\mathcal{F}_{t_-})\) is the conditional intensity of the Hawkes process \[7\] estimated with the maximum likelihood method. Under the null hypothesis that the data has been generated by the Hawkes process \[7\], the residual process \(\xi_i\) should be Poisson with unit intensity \[45\]. Visual analysis involves studying the cusum plot or Q-Q plot and may be complemented
with rigorous statistical tests. Under the null hypothesis (Poisson statistics of the residual process $\xi_i$), the inter-event times in the residual process, $\delta \xi_i = \xi_i - \xi_{i-1}$, should be exponentially distributed with $CDF \ F(\delta \xi) = 1 - \exp(-\delta \xi)$. Thus, the random variables $U_i \equiv F(\delta \xi_i) = 1 - \exp(-\delta \xi_i)$ should be uniformly distributed in $[0, 1]$. We have performed rigorous Kolmogorov-Smirnov tests for uniformity and provided the corresponding p-values.

We start with a visual comparison of realizations generated with the two models. Fig. 2 presents a comparison of the conditional intensities and durations for (i) simulations of the ACD(1,1) process and, (ii) simulations of the Hawkes process with parameters calibrated to the corresponding ACD process realization. Visual similarities are striking for all four ACD-Hawkes pairs: Total, average, and maximum durations are similar. Moreover, bursts of short and long durations are of similar length. The conditional intensities fluctuate in a similar range and show qualitatively similar clustering of events, although the ACD conditional intensity is constant between events while the Hawkes decays exponentially. Quantitatively, the distributions of durations also show a large degree of similarity.

Fig. 2 also reveals one important property of the ACD model. Despite the fact that many statistical properties (such as average durations (20)) are defined by the control parameter $\zeta = \alpha + \beta$, $\alpha$ and $\beta$ have different impacts on the effective degree of endogeneity $\eta$. For instance, case (B) $\alpha = 0.38, \beta = 0.13$, and case (C) $\alpha = 0.13, \beta = 0.38$ both have the same $\zeta = 0.51$ but $\hat{\eta} = 0.52$ for (B) and $\hat{\eta} = 0.22$ for (C). The smaller endogeneity found in case (C) is compensated by a higher rate of exogenous events ($\hat{\mu} = 0.38$ for (C) compared with $\hat{\mu} = 0.24$ for (B)), resulting in a “flatter” conditional intensity for (C).

In order to explore this effect in simulations of the ACD model, for each value of $\zeta = \alpha + \beta$, we considered different relations between $\alpha$ and $\beta$: (i) $\alpha = \beta (= \zeta/2)$, (ii) $\beta = 0$ ($\alpha = \zeta$), (iii) $\alpha = 0$ ($\beta = \zeta$), (iv) $\alpha = 3\beta$ ($= 3\zeta/4$) and (v) $\beta = 3\alpha$ ($= 3\zeta/4$). Fig. 3 presents the results of the fitting of the Hawkes model on realizations of the ACD(1,1) model in these five cases. The first striking observation is the existence of two fundamentally different behaviors observed for $\alpha = 0$ (case (iii)) versus $\alpha > 0$ (cases (i),(ii),(iv),(v)). For $\alpha = 0$, the estimated effective branching ratio $\hat{\eta}$ is 0 for all values of the control parameter $\zeta = \beta$, as shown in Figure 3B. This diagnoses a completely exogenous dynamics of the ACD process, which is indeed the expected diagnostic given that, for $\alpha = 0$, eq. (9) and (13) reduce to

$$\delta t_i = \psi_i \epsilon_i, \quad \psi_i = \omega + \beta \psi_{i-1},$$

(22)
for which the dynamics of the conditional durations \( \{\psi_i\} \) is purely deterministic and independent of the realized durations \( \delta t_i \), while the later are entirely driven by the random term \( \epsilon_i \).

For \( \alpha > 0 \), we find similar non-trivial results. Fig. 3(B) shows the effective branching ratio \( \hat{\eta} \) as a monotonously increasing function of \( \zeta \) for all combinations of \( \alpha \neq 0 \) and \( \beta \). In cases (ii) \( (\beta = 0) \) and (iv) \( (\alpha = 3\beta) \), the dependence of \( \hat{\eta} \) on \( \zeta \) is almost linear for \( \zeta < 0.5 \) and \( \zeta < 0.9 \) respectively and, for higher values of \( \zeta \), the convexity increases. In case (i) \( (\alpha = \beta) \), \( \hat{\eta} \) depends linearly on \( \zeta \) for \( \zeta > 0.4 \) with a very good approximation. Finally, in case (v) \( (\alpha = 3\beta) \), the curvature of \( \hat{\eta}(\zeta) \) is significant over the range of \( 0.3 < \zeta < 0.9 \). Remarkably, all four dependencies converge to the same value \( \hat{\eta} \approx 0.9 \) for \( \zeta = 1 \).

Figure 4 presents the dependence of the effective branching ratio \( \hat{\eta} \) on the control parameter \( \zeta = \alpha + \beta \) after correction of the bias in estimation due to finite size effects presented in the Appendix and summarized in fig. 7. All dependencies of \( \hat{\eta} \) as a function of \( \zeta \) converge to the critical value \( \zeta = 1 \).

Figure 5 generalizes fig. 3(B) by presenting the dependence of the effective branching ratio \( \hat{\eta} \) (corrected for the finite sample bias determined in the Appendix) on the parameters \( \alpha \) and \( \beta \) separately. As expected, the impact of a change of \( \alpha \) is much larger than that of \( \beta \). There is a region, delineated by the dashed line, within which the Hawkes model is rejected at the 5% level for the Kolmogorov-Smirnov test. For most combinations of \( \alpha \) and \( \beta \) such that \( 0.6 \lesssim \alpha + \beta \lesssim 0.95 \), the Hawkes model is rejected. Interestingly, the Hawkes model is not rejected in the case where \( \beta \) is kept significantly larger than \( \alpha \), and it is only rejected in a small interval in the extreme opposite case where \( \beta \equiv 0 \). The model is often not rejected for large values of \( \hat{\eta} \).

C. Differences between the ACD and Hawkes models

Despite similarities, the Hawkes and ACD models exhibit some important differences. Fig. 3A shows that the effective background rate \( \hat{\mu} \) estimated by the Hawkes model is a decreasing function of the control parameter \( \zeta \). This is an indirect consequence of the dependence of the expected duration on \( \zeta \) given by expression (20). In contrast to the Hawkes model (2), for which the background rate \( \mu(t) \) completely describes the exogenous impact on the system, the parameter \( \omega \) of the ACD model (11) is not the only factor
embodies the exogenous activity and there is no strict decoupling between the exogenous driver $\omega$ and endogenous level $\zeta$ as occurs for the parameters $\mu$ and $\eta$ of the Hawkes model. In other words, in contrast to the Hawkes model, the ACD in its classical form (11) does not provide a clean distinction between exogenous and endogenous activities.

Another difference between the Hawkes and ACD models can be observed in fig. 3(D), which presents a residual analysis of the calibration of realizations of the ACD process by the Hawkes model using the Kolmogorov-Smirnov test. The null hypothesis that the realizations of the ACD process are generated by the Hawkes model is rejected at the 5% confidence level for $\zeta > 0.6$ in case (i) ($\alpha = \beta$). For case (ii) ($\beta = 0$) and (iv) ($\alpha = 3\beta$), the null hypothesis is rejected for even lower $\zeta > 0.4$. However, for case (v) ($\beta = 3\alpha$), the null cannot be rejected for almost all values of the control parameter $\zeta$, except for a small interval around $\zeta \approx 0.8$.

D. Influence of the memory kernel $h(t)$ of the calibrating Hawkes process

Finally, we need to discuss the choice of the kernel $h(t)$ in the specification of the Hawkes model (3) used in the calibration of the realizations generated with the ACG process. The use of the exponential kernel (6) is a priori justified by the short memory of the ACD(1,1) process. Indeed, the autocorrelation function of the ACD(1,1) model decays exponentially [29], and the same can be shown explicitly for the GARCH(1,1) model [46]. The choice of a short-memory exponential kernel for the Hawkes model ensures Markovian properties with a fast decaying autocorrelation function of the durations [36]. High p-values of the goodness-of-fit tests for parameters $\zeta < 0.5$ (see fig. 3) confirm the good mapping between the exponential ACD(1,1) and Hawkes processes with an exponential kernel.

In order to further validate the selection of the exponential kernel of the Hawkes process, we have compared the calibrations of realizations generated with the ACG process with the Hawkes model with the exponential kernel (6) and with the power law kernel (5). Since these models have a different number of parameters ($k = 3$ and $k = 4$ respectively), we compare them using the Akaike information criterion (AIC) [47]. The AIC is by far the most popular model comparison criterion used in the point process literature [48]. The AIC penalizes complex models by discounting the likelihood function $L$ by the number $k$ of parameters of the model. Specifically, the AIC suggests selecting the model with a minimum $AIC$ value, where $AIC = 2k - 2\log L$. 
TABLE I: Estimated parameters of the Hawkes model with exponential (6) and power law (5) kernels together with values of log-likelihood ($\log L_{\text{exp}}$ and $\log L_{\text{pow}}$) and Akaike information criterion ($AIC_{\text{exp}}$ and $AIC_{\text{pow}}$) for cases presented in figure 2. Bold font identifies the lowest AIC value among the two models.

|   | $\alpha$ | $\beta$ | $\theta_{H,\text{exp}} = (\hat{\mu}, \hat{n}, \hat{\tau})$ | $\theta_{H,\text{pow}} = (\hat{\mu}, \hat{n}, \hat{c}, \hat{\varphi})$ | $\log L_{\text{exp}}$ | $\log L_{\text{pow}}$ | $AIC_{\text{exp}}$ | $AIC_{\text{pow}}$ |
|---|---|---|---|---|---|---|---|---|
| A | 0.05 0.05 | (0.84, 0.07, 4.3) | (0.83, 0.10, 262.77, 73.13) | -343.0 | -343.4 | 692.0 | 694.8 |
| B | 0.38 0.13 | (0.24, 0.52, 5.6) | (0.21, 0.54, 501.14, 113.41) | -490.4 | -491.4 | 986.8 | 990.8 |
| C | 0.13 0.38 | (0.38, 0.22, 7.9) | (0.36, 0.23, 816.41, 105.17) | -509.3 | -509.3 | 1023.6 | 1026.6 |
| D | 0.45 0.45 | (0.02, 0.83, 28.4) | (0.01, 0.87, 203.91, 7.70) | -900.0 | -901.5 | 1806.0 | 1811.0 |

Table 1 gives the results for the realizations presented in fig. 2. In terms of likelihood, the exponential and power law kernels give practically identical values ($\log L_{\text{exp}} \approx \log L_{\text{pow}}$). Penalizing model complexity with the AIC widens the gap, and the exponential kernel with one fewer parameters is selected under the AIC.

Notwithstanding their apparent strong difference, the estimated background intensities ($\hat{\mu}$) and branching ratios ($\hat{n}$) are almost the same for both memory kernels. This can explained by the fact that the parameters $\hat{\varphi}$ and $\hat{c}$ estimated for the power law kernel (5) are such that the later remains very close to an exponential kernel over a large time interval, as illustrated by figure 6 for case C ($\alpha = 0.13$, $\beta = 0.38$), which presents a direct comparison between the exponential kernel $\tilde{h}(t) = h(t)/\eta = \tau^{-1} \exp(-t/\tau)$ and the power law kernel $\tilde{h}(t) = c^{1-\varphi}(\varphi-1)(t+c)^{-\varphi}$. The corresponding ML estimates of their parameters are respectively $\hat{\tau} = 7.76$, $\hat{\varphi} = 105.17$ and $\hat{c} = 816.41$. The large value of the estimated exponent $\hat{\varphi}$ (of the order of 100) implies a fast decay, similar to an exponential function. Correlatively, the large value of the constant $\hat{c}$ implies the absence of the hyperbolic range (or “long tail”) as well. The almost perfect coincidence is observed for up to times $t \simeq 30$, over which the kernels $\tilde{h}(t)$ decay by a factor of almost 50. For $t > 50$ for which the relative difference between the two kernels exceed 20%, the absolute values of $h(t)$ is less than $2 \cdot 10^{-4}$ so that the contribution of time scales beyond $t = 50$ to the total intensity (7), (8) becomes insignificant.
V. CONCLUSION

The present article positions itself within the financial and neoclassical econometrics literature that investigates the nature of the mechanisms that drive financial prices. The benchmark, called the “Efficient Market Hypothesis” (EMH) \cite{fama1965efficient, fama1970efficient}, holds that markets only react to external inputs (information flow) and almost instantaneously reflect these inputs in the price dynamics. This purely exogenous view on price formation has been contradicted by many empirical observations (see for instance the original works \cite{fama1963capital, fama1965market} and more recent \cite{fama1991testable, fama1992market}), which show that only a minor percent of price movements can be explained by the relevant news releases. This implies a significant role for internal feedback mechanisms. Using the framework of Hawkes processes, two of us \cite{hawkes1971spectra} have used the corresponding branching ratio to provide what is, to the best of our knowledge, the first quantitative estimate of the degree of endogeneity in financial markets. This degree of endogeneity is measured as the proportion of price moves resulting from endogenous interactions among the total number of all price moves (including both endogenous interactions and exogenous news).

In this context, the present article expands the quantification of endogeneity to the class of Autoregressive Conditional Duration (ACD) point processes. This is done by the introduction of the composite parameter $\zeta$ \cite{hawkes1971spectra} associated with the parameters $\alpha_j$ and $\beta_k$, which control the dependence of the conditional expected duration between events as a function of past realized duration and past conditional expected duration. We have shown that the parameter $\zeta$ can be mapped onto the branching ratio $\eta$ that directly measures the level of endogeneity within the framework of the Hawkes self-excited conditional Poisson model. This result leads to a novel interpretation of the various econometric studies that analyzed high-frequency financial data with the ACD model.

An important conclusion derives from our mapping of the ACD onto the Hawkes process. Both original works \cite{frost1978modeling, frost1986modeling, barndorff1988financial} as well as more recent studies reviewed in Refs. \cite{barndorff2001modelling, barndorff2002econometrics} have reported estimated parameters $\alpha_j$ and $\beta_k$ that combine to extremely large values of $\zeta$, often larger than 0.5, and up to 0.95. From the perspective offered by the present work and in particular from the mapping of $\zeta$ onto $\eta$, these empirical findings provide strong support to the hypothesis of a dominant endogenous or “reflexive” \cite{fama1970efficient} component in the dynamics of financial markets.
The present work offers itself to a natural extension beyond point processes to the class of discrete time processes. There are several successful models of self-excitation within a discrete time framework, such as AR (auto-regressive), ARMA (auto-regressive moving average) [59] and GARCH models [26] and their siblings, as well as the recently introduced Self-Excited Multifractal (SEMF) model [40]. However, until now, there has been no framework that provides a direct quantification and estimation of the degree of endogeneity present in a given time series. As discussed above, the ACD(p,q) model in fact belongs to the class of GARCH(p,q) models, though not with normally distributed innovations but instead with iid distributed innovations with a Poisson distribution. By extension, this suggests a direct application of our present findings to GARCH models. This correspondence will benefit from the elaborate toolbox of calibration methods and the detailed accumulated knowledge of the statistical properties of GARCH models [46, 60].
Appendix: Finite sample bias of the Hawkes maximum likelihood estimator

In order to optimize the calibration of the Hawkes model on the ACD(1,1), we study the finite sample bias and efficiency of the Hawkes maximum likelihood estimator. For this, we have simulated realizations of the Hawkes process with a modified thinning procedure [61, 62] implemented in the same “PtProcess” package [42], and afterwards calibrated the Hawkes model on this synthetic data. It should be noted that simulation (and fitting [22]) of the ACD model is computationally easier than for the Hawkes model. Indeed, simulation of the Hawkes process with the thinning algorithm has complexity of $O(N^2)$ (with possibility to reduce to $O(N \log N)$ [63, 64]), compared with complexity of only $O(N)$ for the ACD(1,1) model.

We swept the parameter $\eta$ in the range $[0, 1]$, fixing other parameters to $\mu = 1$ and $\tau = 1$. We generated 100 realizations of the Hawkes process of size 3500 each. To reduce the edge effects of the thinning algorithm, we discarded the first 500 points of each realization and afterwards calibrated the parameters of the Hawkes model on these realizations of length 3000. Fig. 7 illustrates the bias and efficiency of the maximum likelihood estimator in our framework. The definition of the Hawkes model (3) requires the kernel $h(t)$ to be always positive. This implies $\eta \geq 0$, so the estimation of $\eta$ is expected to have positive bias for small values, as seen in fig. 7. On the other hand, when $\eta$ approaches the critical value of 1 from below, the memory of the system increases dramatically and, for critical state of $\eta = 1$, the memory becomes infinite. Thus, for a realization of limited length, the finite size will play a very important role and will result in a systematic negative bias for $\eta \lesssim 1$. This reasoning is supported by the evidence presented in figure 7 where one observes large systematic bias for $\eta > 0.9$. For values of the branching ratio not too close to 0 or 1, the bias is very small for almost all reasonable realization lengths (longer than 200 to 400 points). We also find that the bias for $\eta$ close to 1 strongly depends on the realization length. Finally, fig. 7 illustrates the high efficiency of the maximum likelihood estimator: for values of $\eta < 0.9$, the estimation error $|\hat{\eta} - \eta|$ measured with the 90% quantile ranges does not exceed 0.1.
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FIG. 1: (Color online) Illustration of the branching structure of the Hawkes process (top) and events on the time axis (bottom). Different colors of markers correspond to different clusters. This figure corresponds to a branching ratio $n = 0.88$. 
FIG. 2: Realizations of the durations and conditional intensities of the ACD(1,1) process (left column), and Hawkes process (right column) simulated with parameters obtained by calibrating to the realization of the ACD process. Parameters of the ACD process \( \theta_{ACD} = (\omega, \alpha, \beta) \) and estimated parameters of the Hawkes model \( \hat{\theta}_H = (\hat{\mu}, \hat{\eta}, \hat{\tau}) \) are the following: (A) \( \theta_{ACD} = (1.05, 0.05), \hat{\theta}_H = (0.84, 0.07, 4.3) \), (B) \( \theta_{ACD} = (1, 0.38, 0.13), \hat{\theta}_H = (0.24, 0.52, 5.6) \), (C) \( \theta_{ACD} = (1, 0.13, 0.38), \hat{\theta}_H = (0.54, 0.53, 4.1) \), (D) \( \theta_{ACD} = (1.02, 0.05, 0.9), \hat{\theta}_H = (0.24, 0.75, 5.3) \).
FIG. 3: Results of the calibration of the Hawkes model on the ACD(1,1) realizations. Estimated (A) background intensity $\hat{\mu}$, (B) branching ratio $\hat{\eta}$, and (C) characteristic time of the kernel $\hat{\tau}$. Panel (D) shows the p-value from the goodness-of-fit test, where the dashed line indicates the the 10% level. (i) $\alpha = \beta (= \frac{\zeta}{2})$, (ii) $\beta = 0 (\alpha = \zeta)$, (iii) $\alpha = 0 (\beta = \zeta)$, (iv) $\alpha = 3\beta (= 3\zeta/4)$ and (v) $\beta = 3\alpha (= 3\zeta/4)$. The black line corresponds to the mean p-value for case (i) $\alpha = \beta$, the shaded area to the 95% quantile range for case (i), and the dotted lines depict mean p-values for cases (ii) $\beta = 0$, (iii) $\alpha = 0$, (iv) $\alpha = 3\beta$ and (v) $\beta = 3\alpha$. 
FIG. 4: The estimated branching ratio $\hat{\eta}$ of the Hawkes model estimated on ACD(1,1) realizations with correction for the finite sample estimation bias determined in the Appendix.
FIG. 5: Contour plot of the estimated branching ratio $\hat{\eta}(\alpha, \beta)$ of the Hawkes model calibrated to ACD(1,1) realizations for a grid of values $\alpha$ and $\beta$ with $\alpha + \beta \leq 1$, corrected for the finite sample estimation bias determined in the Appendix. The dashed line delineates the region where the goodness-of-fit tests rejects the null hypothesis (see text).
FIG. 6: Comparison of the exponential kernel with parameter $\tau = 7.9$ (solid line) with the power law kernel with parameters $\varphi = 105.17$ and $c = 816.41$ (dashed line).
FIG. 7: Illustrations of the finite sample bias and variance of the maximum likelihood estimator of the parameters of the Hawkes process calibrated on time series generated by the Hawkes process itself (no model error). Panel (A): difference between the estimates of the background intensity $\hat{\mu}$ and the true value $\mu$ used for the generation of the time series; Panel (B): difference between the estimates of the branching ratio $\hat{\eta}$ and the true value $\eta$; Panel (C): difference between the estimates of the characteristic time of the kernel $\hat{\tau}$ and the true value $\tau$. Panel (D) shows the p-value of the Kolmogorov Smirnov test for standard uniformity of the transformed durations of the residual process. In all panels, the black lines correspond to the mean, and the shaded areas to 90%, 50%, and 10% quantile ranges.