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Abstract. In this paper, we study convergence properties of the inexact Levenberg-Marquardt method under the Hölderian local error bound condition and the Hölderian continuity of the Jacobian. The formula of the convergence rates are given, which are functions with respect to the Levenberg-Marquardt parameter, the perturbation vector, as well as the orders of the Hölderian local error bound and Hölderian continuity of the Jacobian.

1. Introduction. Consider the system of nonlinear equations

\[ F(x) = 0, \]  

where \( F(x) : \mathbb{R}^n \to \mathbb{R}^n \) is continuously differentiable. In some cases, (1) may have no solutions. Throughout the paper, we assume that the solution set of (1), denoted by \( X^* \), is nonempty.

The Levenberg-Marquardt (LM) method is one of the most important methods for nonlinear equations (cf. [13, 14]). At each iteration, it solves the linear system

\[ (J_k^T J_k + \lambda_k I)d = -J_k^T F_k \]  

to obtain the LM step \( \bar{d}_k \), where \( F_k = F(x_k) \), \( J_k = F'(x_k) \) is the Jacobian, and \( \lambda_k > 0 \) is the LM parameter introduced to overcome the singularity or near singularity of \( J_k \). The LM method is a regularization of the Gauss-Newton method.

It is usually expensive to solve (2) exactly especially for large-scale problems, while it is often efficient to use inexact methods to find an approximate solution that satisfies some appropriate conditions. In the inexact LM method, the inexact LM step \( d_k \) satisfies the system

\[ (J_k^T J_k + \lambda_k I)d = -J_k^T F_k + p_k, \]  
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where \( p_k \in \mathbb{R}^n \) is a perturbation vector and measures how exactly the linear system (2) is solved. When \( p_k = 0 \), the inexact LM method becomes the LM method.

Facchinei and Kanzow [3] showed that, if \( \lambda_k \to 0 \) and \( \| p_k \| \leq o(\| J_k^T F_k \|) \), then the inexact LM method converges superlinearly under the nonsingularity and Lipschitz continuity of the Jacobian; moreover, if \( \lambda_k = O(\| J_k^T F_k \|) \) and \( \| p_k \| = O(\| J_k^T F_k \|^2) \), then it converges quadratically.

However, the assumption of the nonsingularity of the Jacobian is too strong. The local error bound condition is a weaker condition than the nonsingularity. It requires that

\[
\text{dist}(x, X^*) \leq \frac{1}{c} \| F(x) \|, \quad \forall x \in N(x^*)
\]

holds for some constant \( c > 0 \), where \( \text{dist}(x, X^*) \) is the distance from \( x \) to \( X^* \), \( \| \cdot \| \) refers to the 2-norm, and \( N(x^*) \) is some neighbourhood of \( x^* \in X^* \).

Suppose \( \lambda_k = \| F_k \|^\alpha \) and \( \| p_k \| = \| F_k \|^\alpha + \theta \), where \( \alpha \) and \( \theta \) are positive constants. Dan et al. [2], Fan et al. [7] and Fischer et al. [11] gave the convergence rates of the inexact LM method for some special \( \alpha \) and \( \theta \), respectively, under the local error bound condition and Lipschitz continuity of the Jacobian. Later in [9], Fan et al. obtained the formula of the convergence rate of the inexact LM method under the same conditions. It is a continuous function with respect to both \( \alpha \) and \( \theta \). Interested readers are referred to [4, 10, 5, 6, 19] for related work.

In real applications, some nonlinear equations may not satisfy the local error bound condition, but satisfy the Hölderian local error bound condition.

**Definition 1.1.** We say \( F(x) \) provides a Hölderian local error bound of order \( \gamma \in (0, 1] \) in some neighbourhood of \( x^* \in X^* \), if there exists a constant \( c > 0 \) such that

\[
\text{dist}(x, X^*) \leq \frac{1}{c} \| F(x) \|^\gamma, \quad \forall x \in N(x^*).
\]

By (4) and (5), we can see that the Hölderian local error bound condition is more generalized; it includes the local error bound condition as a special case when \( \gamma = 1 \). Thus, the local error bound condition is stronger. For example, the Powell singular function

\[
h(x_1, x_2, x_3, x_4) = (x_1 + 10x_2, \sqrt{5}(x_3 - x_4), (x_2 - 2x_3)^2, \sqrt{10}(x_1 - x_4)^2)^T
\]

satisfies the Hölderian local error bound condition of order \( \frac{1}{2} \) around the zero point, but does not satisfy the local error bound condition (cf. [1]).

We discussed the convergence results of the LM method under the Hölderian local error bound condition and the Hölderian continuity of the Jacobian [21, 1, 18]. In this paper, we aim to investigate the local convergence of the inexact LM method under the Hölderian local error bound condition and Hölderian continuity of the Jacobian. We first study the inexact LM method with \( \lambda_k = \| F_k \|^\alpha \) and \( p_k = \| F_k \|^\alpha + \theta \), then consider \( \lambda_k = \| J_k^T F_k \|^\alpha \) and \( p_k = \| J_k^T F_k \|^\alpha + \theta \). The formulas of the convergence rates of the inexact LM method are given. They are functions with respect to \( \alpha \), \( \theta \) and the orders of the Hölderian local error bound and Hölderian continuity of the Jacobian as well.

The paper is organized as follows. In Section 2, we study the convergence rate of the inexact LM method with \( \lambda_k = \| F_k \|^\alpha \) and \( p_k = \| F_k \|^\alpha + \theta \). The convergence rate of the inexact LM method with \( \lambda_k = \| J_k^T F_k \|^\alpha \) and \( p_k = \| J_k^T F_k \|^\alpha + \theta \) is given in Section 3. Finally we conclude the paper in Section 4.
2. **Convergence rate of inexact LM method with** \( \lambda_k = \| F_k \|^\alpha \). In this section, we discuss the convergence rate of the inexact LM method. The next iterate \( x_{k+1} \) is computed by

\[
x_{k+1} = x_k + d_k,
\]

where \( d_k \) is given by (3) with

\[
\lambda_k = \| F_k \|^\alpha \quad \text{and} \quad \| p_k \| = \| F_k \|^\alpha + \theta.
\]

Here \( \alpha, \theta > 0 \).

We make the following assumption.

**Assumption 2.1.** (a) \( F(x) \) provides a Hölderian local error bound of order \( \gamma \in (0, 1] \) in some neighbourhood of \( x^* \in X^* \), i.e., there exist constants \( c > 0 \) and \( 0 < b < 1 \) such that

\[
dist(x, X^*) \leq \frac{1}{c} \| F(x) \|^{\gamma}, \quad \forall x \in N(x^*, b),
\]

where \( N(x^*, b) = \{ x \in \mathbb{R}^n : \| x - x^* \| \leq b \} \).

(b) \( J(x) \) is Hölderian continuous of order \( \nu \in (0, 1] \), i.e., there exists a constant \( \kappa_{bh} > 0 \) such that

\[
\| J(x) - J(y) \| \leq \kappa_{bh} \| x - y \|^\nu, \quad \forall x, y \in N(x^*, b). \tag{10}
\]

Note that, by (10), we have

\[
\| F(y) - F(x) - J(x)(y - x) \| = \left\| \int_0^1 J(x + t(y - x))(y - x)dt - J(x)(y - x) \right\|
\leq \| y - x \| \int_0^1 \| J(x + t(y - x)) - J(x) \| dt
\leq \kappa_{bh} \| y - x \|^{1+\nu} \int_0^1 t^\nu dt
= \frac{\kappa_{bh}}{1+\nu} \| y - x \|^{1+\nu}. \tag{11}
\]

Thus, there exists a constant \( \kappa_{bf} > 0 \) such that

\[
\| F(y) - F(x) \| \leq \kappa_{bf} \| y - x \|, \quad \forall x, y \in N(x^*, \frac{b}{2}). \tag{12}
\]

In the following, we denote by \( \bar{x}_k \) the vector in \( X^* \) that is closest to \( x_k \), i.e.,

\[
\| \bar{x}_k - x_k \| = dist(x_k, X^*). \tag{13}
\]

Without loss of generality, we assume that the sequence \( \{ x_k \} \) generated by (7) converges to \( X^* \) and lies in \( N(x^*, \frac{b}{4}) \).

**Lemma 2.2.** Under Assumption 2.1, if \( 0 < \alpha < 2\gamma(1 + \nu) \), then there exists a constant \( \bar{c} > 0 \) such that

\[
\| d_k \| \leq \bar{c}\| \bar{x}_k - x_k \|^{\min\{1, 1+\nu, \frac{\gamma}{\nu}\}}. \tag{14}
\]

**Proof.** Since \( x_k \in N(x^*, \frac{b}{2}) \), we have

\[
\| \bar{x}_k - x^* \| \leq \| \bar{x}_k - x_k \| + \| x_k - x^* \| \leq \frac{b}{2}. \tag{15}
\]

This implies that \( \bar{x}_k \in N(x^*, \frac{b}{2}) \). Hence, it follows from (9) and (12) that

\[
c^{\alpha} \| \bar{x}_k - x_k \|^\gamma \leq \lambda_k = \| F_k \|^\alpha \leq \kappa_{bf}^\alpha \| \bar{x}_k - x_k \|^\alpha \tag{16}
\]
Define
\[ \phi_k(d) = \|F_k + J_k d\|_2^2 + \lambda_k \|d\|_2^2. \] (17)
Then, the LM step \( \bar{d}_k \) given by (2) is the minimizer of \( \phi_k(d) \). By (11) and (16),
\[ \|\bar{d}_k\| \leq \frac{\phi_k(\bar{x}_k - x_k)}{\lambda_k} \leq \frac{\|F_k + J_k (\bar{x}_k - x_k)\|_2^2 + \lambda_k \|\bar{x}_k - x_k\|_2^2}{\lambda_k} \]
\[ \leq \frac{\kappa_{bf}^2 c^{-\frac{\alpha}{2}}}{(1 + v)^2} \|\bar{x}_k - x_k\|_2^{2 + 2v - \frac{2}{\phi}} + \|\bar{x}_k - x_k\|_2^2 \]
\[ \leq \left( \frac{\kappa_{bf}^2 c^{-\frac{\alpha}{2}}}{(1 + v)^2} + 1 \right) \|\bar{x}_k - x_k\|_2^2 \min\{1, 1 + v - \frac{2}{\phi}\}. \] (18)
Thus, by (8) and (12),
\[ \|d_k\| \leq \|\bar{d}_k\| + \|d_k - \bar{d}_k\| \]
\[ = \|d_k\| + \|(J_k^T J_k + \lambda_k I)^{-1} p_k\| \]
\[ \leq \|\bar{d}_k\| + \|p_k\| = \|\bar{d}_k\| + \|F_k\|^{\theta} \]
\[ \leq \sqrt{\frac{\kappa_{bf}^2 c^{-\frac{\alpha}{2}}}{(1 + v)^2} + 1} \|\bar{x}_k - x_k\|_2^{\min\{1, 1 + v - \frac{2}{\phi}\}} + \kappa_{bf}^\theta \|\bar{x}_k - x_k\|_2^\theta \]
\[ \leq \tilde{c} \|\bar{x}_k - x_k\|_2^{\min\{1, 1 + v - \frac{2}{\phi}, \theta\}}, \] (19)
where \( \tilde{c} = \sqrt{\frac{\kappa_{bf}^2 c^{-\frac{\alpha}{2}}}{(1 + v)^2} + 1} + \kappa_{bf}^\theta \). The proof is completed. \( \square \)

Next we use the singular value decomposition (SVD) technique to derive the convergence rate of the inexact LM method (7). Suppose the SVD of \( J(\bar{x}_k) \) is
\[ J(\bar{x}_k) = \bar{U}_k \Sigma_k \bar{V}_k^T = (\bar{U}_{k,1}, \bar{U}_{k,2}) \left( \begin{array}{c} \Sigma_{k,1} \ 0 \\ \bar{V}_{k,1}^T \\ \bar{V}_{k,2}^T \end{array} \right) = \bar{U}_{k,1} \Sigma_{k,1} \bar{V}_{k,1}^T, \] (20)
where \( \Sigma_{k,1} = \text{diag}(\sigma_{k,1}, \ldots, \sigma_{k,r}) > 0 \). Suppose the SVD of \( J_k \) is
\[ J_k = U_k \Sigma_k V_k^T = (U_{k,1}, U_{k,2}) \left( \begin{array}{c} \Sigma_{k,1} \\ \Sigma_{k,2} \end{array} \right) \left( \begin{array}{c} V_{k,1}^T \\ V_{k,2}^T \end{array} \right) \]
\[ = U_{k,1} \Sigma_{k,1} V_{k,1}^T \]
\[ + U_{k,2} \Sigma_{k,2} V_{k,2}^T, \] (21)
where \( \Sigma_{k,1} = \text{diag}(\sigma_{k,1}, \ldots, \sigma_{k,r}) > 0 \) and \( \Sigma_{k,2} = \text{diag}(\sigma_{k,r+1}, \ldots, \sigma_{k,n}) \geq 0 \). In the following, if the context is clear, we suppress the subscription \( k \) in \( U_{k,i}, \Sigma_{k,i} \) and \( V_{k,i} \), and write
\[ J_k = U_1 \Sigma_1 V_1^T + U_2 \Sigma_2 V_2^T \] (22)
for convenience.

By some computations, we have
\[ d_k = -(J_k^T J_k + \lambda_k I)^{-1} J_k^T F_k + (J_k^T J_k + \lambda_k I)^{-1} p_k \]
\[ = -V_1 (\Sigma_1^2 + \lambda_k I)^{-1} \Sigma_1 U_1^T F_k - V_2 (\Sigma_2^2 + \lambda_k I)^{-1} \Sigma_2 U_2^T F_k \]
\[ + V_1 (\Sigma_1^2 + \lambda_k I)^{-1} V_1^T p_k + V_2 (\Sigma_2^2 + \lambda_k I)^{-1} V_2^T p_k, \] (23)
and
\[ F_k + J_k d_k = F_k - J_k (J_k^T J_k + \lambda_k I)^{-1} J_k^T F_k + J_k (J_k^T J_k + \lambda_k I)^{-1} p_k \]
\[ = \lambda_k U_1 (\Sigma_1^2 + \lambda_k I)^{-1} U_1^T F_k + \lambda_k U_2 (\Sigma_2^2 + \lambda_k I)^{-1} U_2^T F_k \]  
(24)

The estimations of \(\|U_1 U_1^T F_k\|\) and \(\|U_2 U_2^T F_k\|\) are given as follows.

**Lemma 2.3.** Under Assumption 2.1, we have

(i) \(\|U_1 U_1^T F_k\| \leq \kappa_{hf} \|\bar{x}_k - x_k\|\);

(ii) \(\|U_2 U_2^T F_k\| \leq 2\kappa_{hj} \|\bar{x}_k - x_k\|^{1+v}\).

**Proof.** Result (i) follows immediately from (12). By Assumption 2.1 (b) and the theory of matrix perturbation [17], we have

\[ \|\text{diag}(\Sigma_1 - \Sigma_{k,1}, \Sigma_2)\| \leq \|J_k - J(\bar{x}_k)\| \leq \kappa_{hf} \|\bar{x}_k - x_k\|^v. \]  
(25)

Thus,

\[ \|\Sigma_1 - \Sigma_{k,1}\| \leq \kappa_{hf} \|\bar{x}_k - x_k\|^v, \quad \|\Sigma_2\| \leq \kappa_{hf} \|\bar{x}_k - x_k\|^v. \]  
(26)

Let \(\bar{J}_k = U_1 \Sigma_1 V_1^T\) and \(\delta_k = -\bar{J}_k^T s_k\), where \(\bar{J}_k^T\) is the pseudo-inverse of \(J_k\). Then \(\bar{s}_k\) is the least squares solution of \(\min_{x \in \mathbb{R}^n} \|F_k + \bar{J}_k \bar{s}_k\|\). By (11) and (26),

\[ \|U_2 U_2^T F_k\| = \|F_k + \bar{J}_k \bar{s}_k\| \]
\[ \leq \|F_k + \bar{J}_k (\bar{x}_k - x_k)\| \]
\[ \leq \|F_k + J_k (\bar{x}_k - x_k)\| + \|\bar{J}_k - J_k\| (\bar{x}_k - x_k)\| \]
\[ \leq \frac{\kappa_{hj}}{1+v} \|\bar{x}_k - x_k\|^{1+v} + \|U_2 \Sigma_2 V_2^T (\bar{x}_k - x_k)\| \]
\[ \leq \frac{\kappa_{hj}}{1+v} \|\bar{x}_k - x_k\|^{1+v} + \kappa_{hj} \|\bar{x}_k - x_k\|^{1+v} \]
\[ \leq 2\kappa_{hj} \|\bar{x}_k - x_k\|^{1+v}. \]  
(27)

The proof is completed. \(\square\)

**Theorem 2.4.** Under Assumption 2.1, if \(0 < \alpha < 2\gamma(1 + v)\) and \(\max\{\alpha + \theta - \frac{\alpha}{\gamma}, \alpha + \theta + v - \frac{\alpha}{\gamma}\} > 0\), then the sequence \(\{x_k\}\) generated by the inexact LM method (7) satisfies

\[ \|\bar{x}_{k+1} - x_k\| \leq \hat{c}\|\bar{x}_k - x_k\|^r(\gamma, v, \alpha, \theta), \]  
(28)

where \(\hat{c} > 0\) is a constant and

\[ r(\gamma, v, \alpha, \theta) = \begin{cases} \gamma \min \left\{ \alpha + \theta, (1 + v)\theta, (1 + v)(1 + v - \frac{\alpha}{\gamma}) \right\}, & \text{if } 0 < \theta < 1, \\ \max \left\{ \alpha + \theta - \frac{\alpha}{\gamma}, \alpha + \theta + v - \frac{\alpha}{\gamma} \right\}, & \text{if } 0 < \theta < 1, \\ \gamma \min \left\{ 1 + \alpha, 1 + v, (1 + v)(1 + v - \frac{\alpha}{\gamma}) \right\}, & \text{if } \theta \geq 1. \end{cases} \]  
(29)

**Proof.** Since \(\{x_k\}\) converges to \(X^*\), we assume that \(\kappa_{hj} \|\bar{x}_k - x_k\|^{v} \leq \frac{\alpha}{\gamma}\) holds for all sufficiently large \(k\) without loss of generality. By (26),

\[ \|J \Sigma_1^2 + \lambda_k I\|^{-1} \leq \|\Sigma_1^{-2}\| \leq \frac{1}{(\sigma - \kappa_{hj} \|\bar{x}_k - x_k\|^v)^2} \leq \frac{4}{\sigma^2}. \]  
(30)
Note that, on the one hand, by (16),
\[\|\Sigma_2 (\Sigma_2^2 + \lambda_k I)^{-1}\| \leq \frac{1}{2\sqrt{\lambda_k}} \leq \frac{1}{2e^{\frac{1}{\lambda_k}}} \|\bar{x}_k - x_k\|^{-\frac{\alpha}{2}};\] (31)
on the other hand, by (16) and (26),
\[\|\Sigma_2 (\Sigma_2^2 + \lambda_k I)^{-1}\| \leq \frac{\|\Sigma_2\|}{\lambda_k} \leq \kappa_h j e^{-\frac{\alpha}{2}} \|\bar{x}_k - x_k\|^{-\frac{\alpha}{2}}.\] (32)
Hence, it follows from (16), (24), (26), (30), (31), (32), \(\|\Sigma_2^2 + \lambda_k I\|^{-1}\| \leq \lambda_k^{-1}\) and Lemma 2.3 that
\[
\|F_k + J_k d_k\| \leq \frac{4k^{1+\alpha}}{\sigma^2} \|\bar{x}_k - x_k\|^{1+\alpha} + 2\kappa_{hj} \|\bar{x}_k - x_k\|^{1+\alpha} + \frac{2k^{1+\alpha}}{\sigma^2} \|\bar{x}_k - x_k\|^{1+\alpha} + \bar{L} \|\bar{x}_k - x_k\|^{\max\{1+\alpha, 1+\alpha + \theta, \max\{1+\alpha, \theta - \frac{\alpha}{2}, \theta + \alpha + v - \frac{\alpha}{2}\}\}},
\] (33)
where \(\bar{L} = \max\{\kappa_h j^{1+\alpha}, \frac{r_{b}^{1+\alpha}}{c^2} \} \) and \(c_1 = \frac{4k^{1+\alpha}}{\sigma^2} + 2\kappa_{hj} + \frac{2k^{1+\alpha}}{\sigma^2} + \bar{L}.
\)
Therefore, by (9), (11) and Lemma 2.2, we have
\[
\|\bar{x}_{k+1} - x_{k+1}\| \leq \frac{1}{c} \|F_{k+1}\|^{\gamma} \leq \frac{1}{c} \left(\|F_k + J_k d_k\| + \kappa_{hj} \|d_k\|^{1+\alpha}\right)^{\gamma} \leq \frac{1}{c} \left(c_1 \|\bar{x}_k - x_k\|^{\min\{1+\alpha, 1+\alpha, \max\{1+\alpha, \theta - \frac{\alpha}{2}, \theta + \alpha + v - \frac{\alpha}{2}\}\}} + \kappa_{hj} \|\bar{x}_k - x_k\|^{\min\{1+\alpha, 1+\alpha + \theta, (1+\alpha)(1+\alpha + \theta - \frac{\alpha}{2})\}}\right)^{\gamma} \leq \tilde{c} \|\bar{x}_k - x_k\|^{r(\gamma, v, \alpha, \theta)},
\] (34)
where \(\tilde{c} = \frac{(c_1 + \kappa_j \bar{c}^{\gamma})^{\gamma}}{c}\) and
\[
r(\gamma, v, \alpha, \theta) = \gamma \min\left\{1 + \alpha, (1+\alpha + \theta, (1+\alpha)\theta, (1+\alpha)(1+\alpha + \theta - \frac{\alpha}{2})\right\} \max\{1+\alpha, 1+\alpha, \max\{1+\alpha, \theta - \frac{\alpha}{2}, \theta + \alpha + v - \frac{\alpha}{2}\}\}.\] (35)
Thus, we obtain (29). The proof is completed. \(\square\)

As we know, the Hölderian local error bound condition becomes the local error bound condition when \(v = 1\), and the Hölderian continuity becomes the Lipschitz continuity when \(v = 1\). So we have:

**Corollary 1.** Under Assumption 2.1 and \(v = 1\), if \(0 < \alpha < 4\), then the sequence \(\{x_k\}\) generated by the inexact LM method (7) satisfies
\[
\|\bar{x}_{k+1} - x_{k+1}\| \leq \tilde{c} \|\bar{x}_k - x_k\|^{r(\alpha, \theta)},
\] (36)
where
\[
r(\alpha, \theta) = \left\{\begin{array}{ll}
\min\{1 + \alpha, 2\alpha, 4 - \alpha, \max\{\frac{\alpha}{2} + \theta, \theta + 1\}\}, & \text{if } 0 < \theta < 1, \\
\min\{1 + \alpha, 2, 4 - \alpha, \max\{\frac{\alpha}{2} + \theta, \theta + 1\}\}, & \text{if } \theta \geq 1.
\end{array}\right.
\] (37)
Corollary 1 indicates that, if $0 < \theta < 1$, then
\[
   r(\alpha, \theta) = \begin{cases} \alpha + \theta, & \text{if } \alpha \in (0, \theta], \\ 2\theta, & \text{if } \alpha \in (\theta, 4 - 2\theta], \\ 4 - \alpha, & \text{if } \alpha \in (4 - 2\theta, 4); \end{cases} \tag{38}
\]
and if $\theta \geq 1$, then
\[
   r(\alpha, \theta) = \begin{cases} 1 + \alpha, & \text{if } \alpha \in (0, 1), \\ 2, & \text{if } \alpha \in [1, 2], \\ 4 - \alpha, & \text{if } \alpha \in (2, 4). \end{cases} \tag{39}
\]
Both (38) and (39) coincide with the results given in [7].

3. Convergence rate of inexact LM method with $\lambda_k = \|J_k^T F_k\|^\alpha$. In this section, we discuss the convergence rate of the inexact LM method
\[
x_{k+1} = x_k + d_k, \tag{40}
\]
where $d_k$ is given by (3) with
\[
   \lambda_k = \|J_k^T F_k\|^\alpha \text{ and } \|p_k\| = \|J_k^T F_k\|^{\alpha + \theta}. \tag{41}
\]
Without loss of generality, we also assume that the sequence \{x_k\} generated by (40) converges to $X^*$ and lies in $N(x^*, \frac{b}{4})$.

**Lemma 3.1.** Under Assumption 2.1 and $v > \frac{2}{\gamma} - 2$, there exists a constant $\bar{c} > 0$ such that
\[
   \bar{c} \|\bar{x}_k - x_k\|^{\frac{2}{\gamma} - 1} \leq \|J_k^T F_k\| \leq \kappa_{bf}^2 \|\bar{x}_k - x_k\|. \tag{42}
\]
**Proof.** By (12),
\[
   \|J_k^T F_k\| \leq \|J_k\| \|F_k - F(\bar{x}_k)\| \leq \kappa_{bf}^2 \|\bar{x}_k - x_k\|. \tag{43}
\]
Let $V_k = F_k - F(\bar{x}_k) - J_k(x_k - \bar{x}_k)$. Then,
\[
   F_k^T J_k(x_k - \bar{x}_k) = \|F_k\|^2 - F_k^T V_k. \tag{44}
\]
By (9), (11) and (12),
\[
   \|F_k^T J_k\| \|\bar{x}_k - x_k\| \geq c_2 \|\bar{x}_k - x_k\|^{\frac{2}{\gamma} - 1} - \frac{\kappa_{hf} \kappa_{bf}}{1 + v} \|\bar{x}_k - x_k\|^{1 + v} \geq \bar{c} \|\bar{x}_k - x_k\|^{\frac{2}{\gamma} - 1}. \tag{45}
\]
Since $v > \frac{2}{\gamma} - 2$, we know that
\[
   \|F_k^T J_k\| \geq c_2 \|\bar{x}_k - x_k\|^{\frac{2}{\gamma} - 1} - \frac{\kappa_{hf} \kappa_{bf}}{1 + v} \|\bar{x}_k - x_k\|^{1 + v} \geq \bar{c} \|\bar{x}_k - x_k\|^{\frac{2}{\gamma} - 1} \tag{46}
\]
holds for some $\bar{c} > 0$. The proof is completed. \hfill \Box

**Lemma 3.2.** Under Assumption 2.1 and $v > \frac{2}{\gamma} - 2$, if $0 < \alpha < \frac{2\gamma(1+v)}{2 - \gamma}$, then there exists a constant $\bar{c} > 0$ such that
\[
   \|d_k\| \leq \bar{c} \|\bar{x}_k - x_k\|^{\min\{1,1+v-(\frac{2-\gamma}{2\gamma})\alpha, \beta\}}. \tag{47}
\]
**Proof.** Similarly to (15), we have $\bar{x}_k \in N(x^*, \frac{b}{4})$. It follows from (42) that
\[
   \bar{c}^{\alpha} \|\bar{x}_k - x_k\|^{\frac{(2-\gamma)\alpha}{\gamma}} \leq \lambda_k = \|J_k^T F_k\|^\alpha \leq \kappa_{bf}^{2\alpha} \|\bar{x}_k - x_k\|^\alpha. \tag{48}
\]
Since $\tilde{d}_k$ is the minimizer of $\phi_k(d)$ defined in (17), by (11) and (48),
\[ \|\tilde{d}_k\|^2 \leq \frac{\phi_k(\tilde{d}_k)}{\lambda_k} \leq \frac{\phi_k(x_k - \tilde{x}_k)}{\lambda_k} = \frac{\|F_k + J_k(\tilde{x}_k - x_k)\|^2 + \lambda_k\|\tilde{x}_k - x_k\|^2}{\lambda_k} \leq \frac{\kappa_{h_j}^2}{c^\alpha(1 + v)^2}\|\tilde{x}_k - x_k\|^2 + \min\{1, 1 + v - \frac{(2 - \gamma)\alpha}{\gamma}\} + \frac{\kappa_{h_j}^2}{c^\alpha(1 + v)^2} + 1\|\tilde{x}_k - x_k\|^2 \min\{1, 1 + v - \frac{(2 - \gamma)\alpha}{\gamma}\}. \] (49)

It then follows from (41) and (42) that
\[ \|d_k\| \leq \|\tilde{d}_k\| + \|d_k - \tilde{d}_k\| = \|\tilde{d}_k\| + \|J_k^T J_k + \lambda_k I\|^{-1}p_k \leq \|\tilde{d}_k\| + \frac{\|p_k\|}{\lambda_k} = \|\tilde{d}_k\| + \|J_k^T F_k\|^{\theta} \leq \sqrt{\frac{\kappa_{h_j}^2}{c^\alpha(1 + v)^2} + 1\|\tilde{x}_k - x_k\|^2 + \kappa_{h_j}^2\|\tilde{x}_k - x_k\|^{\theta}} \leq \hat{c}\|\tilde{x}_k - x_k\|^\min\{1, 1 + v - \frac{(2 - \gamma)\alpha}{\gamma}\}, \] (50)
where $\hat{c} = \sqrt{\frac{\kappa_{h_j}^2}{c^\alpha(1 + v)^2} + 1 + \kappa_{h_j}^2\theta}$. The proof is completed.

**Theorem 3.3.** Under Assumption 2.1 and $v > \frac{2}{\gamma} - 2$, if $0 < \alpha < \frac{2\gamma(1 + v)}{2 - \gamma}$ and $\max\{\alpha + \theta - \frac{(2 - \gamma)\alpha}{2\gamma}, \alpha + \theta + v - \frac{(2 - \gamma)\alpha}{\gamma}\} > 0$, then the sequence $\{x_k\}$ generated by the inexact LM method (40) satisfies
\[ \|x_{k+1} - x_k\| \leq \hat{c}\|x_k - \tilde{x}_k\|^{r(\gamma, \alpha, \theta)}, \] (51)
where $\hat{c} > 0$ is a constant and
\[ r(\gamma, \alpha, \theta) = \begin{cases} \gamma \min\{\alpha + \theta, (1 + v)\theta, (1 + v)\theta, (1 + v)\theta, (1 + v)\theta, (1 + v)\theta, (1 + v)\theta, (1 + v)\theta, (1 + v)\theta\}, & \text{if } 0 < \theta < 1, \\ \max\{\alpha + \theta - \frac{(2 - \gamma)\alpha}{2\gamma}, \alpha + \theta + v - \frac{(2 - \gamma)\alpha}{\gamma}\}, & \text{if } \theta \geq 1. \end{cases} \] (52)

**Proof.** Similarly to (31) and (32), we have
\[ \|\Sigma_2(\Sigma_2 + \lambda_k I)^{-1}\| \leq \frac{1}{2\sqrt{\lambda_k}} \leq \frac{1}{2\sqrt{c}}\|\tilde{x}_k - x_k\|^{\frac{(2 - \gamma)\alpha}{\gamma}}; \] (53)
due to (48) and (26),
\[ \|\Sigma_2(\Sigma_2 + \lambda_k I)^{-1}\| \leq \frac{\|\Sigma_2\|}{\lambda_k} \leq \kappa_{h_j}^2\|\tilde{x}_k - x_k\|^{\frac{(2 - \gamma)\alpha}{\gamma}}. \] (54)
Then, it follows from (24), (26), (30), (42), (48), (53), (54), \(\|\Sigma_2 + \lambda_k I\|^{-1} \leq \lambda_k^{-1}\) and Lemma 2.3 that

\[
\|F_k + J_k d_k\| \leq \frac{4\kappa_{bf}^{1+2\alpha}}{\sigma^2} \|\bar{x}_k - x_k\|^{1+\alpha} + 2\kappa_{hj} \|\bar{x}_k - x_k\|^{1+v} + \frac{2\kappa_{bf}^{2(\alpha+\theta)}}{\sigma} \|\bar{x}_k - x_k\|^{\alpha+\theta} + L \|\bar{x}_k - x_k\| \max\{\alpha+\theta-\frac{(2-\gamma)\alpha}{2\gamma},\alpha+\theta+v-\frac{(2-\gamma)\alpha}{2\gamma}\}
\]

\[
\leq c_2 \|\bar{x}_k - x_k\| \min\{1,1+v,\alpha+\theta,\max\{\alpha+\theta-\frac{(2-\gamma)\alpha}{2\gamma},\alpha+\theta+v-\frac{(2-\gamma)\alpha}{2\gamma}\}\}
\]

\[
\leq \hat{c} \|\bar{x}_k - x_k\|^{r(\gamma,\nu)}
\]

where \(\hat{c} = \frac{c_2 + \kappa_{hj} c^{1+v}}{c}\) and

\[
r(\gamma,\nu) = \gamma \min\left\{1+\alpha,1+v,\alpha+\theta,(1+v) \theta,(1+v) \theta,1+v\right\}
\]

\[
\min\{\alpha+\theta-\frac{(2-\gamma)\alpha}{2\gamma},\alpha+\theta+v-\frac{(2-\gamma)\alpha}{2\gamma}\}\}
\]

Thus, we obtain (52). The proof is completed.

**Corollary 2.** Under Assumption 2.1 and \(\gamma = \nu = 1\), if \(0 < \alpha < 4\), then the sequence \(\{x_k\}\) generated by the inexact LM method (40) satisfies

\[
\|\bar{x}_{k+1} - x_{k+1}\| \leq \hat{c} \|\bar{x}_k - x_k\|^{r(\alpha,\theta)},
\]

where

\[
r(\alpha,\theta) = \begin{cases}
\min\left\{\alpha+\theta,2\theta,4-\alpha,\max\left\{\frac{\alpha}{2}+\theta,\theta+1\right\}\right\}, & \text{if } 0 < \theta < 1, \\
\min\left\{1+\alpha,2,4-\alpha,\max\left\{\frac{\alpha}{2}+\theta,\theta+1\right\}\right\}, & \text{if } \theta \geq 1.
\end{cases}
\]

From the above, we can see that Corollary 2 is the same as Corollary 1. That is because, under the local error bound condition and Lipschitz continuity of the Jacobian, \(\|F_k\|\) has the same order as \(\|J_k F_k\|\).

4. **Conclusions.** The Hölderian local error bound condition and Hölderian continuity of the Jacobian are more general than the local error bound condition and Lipschitz continuity of the Jacobian, respectively. We investigate the local convergence properties of the inexact LM method under the Hölderian local error bound condition and Hölderian continuity of the Jacobian. The results obtained in this paper include the prior existing results of the inexact LM method under the local error bound condition and the Lipschitz continuity of the Jacobian as special cases.
In fact, the LM parameter $\lambda_k$ and the vector $p_k$ could be replaced by the more general choices

$$\kappa_1 \|F_k\|^{\alpha} \leq \lambda_k \leq \kappa_2 \|F_k\|^{\alpha}, \quad \|p_k\| \leq \kappa_3 \|F_k\|^{\alpha+\theta},$$

or

$$\tilde{\kappa}_1 \|J_k^TF_k\|^{\alpha} \leq \lambda_k \leq \tilde{\kappa}_2 \|J_k^TF_k\|^{\alpha}, \quad \|p_k\| \leq \tilde{\kappa}_3 \|J_k^TF_k\|^{\alpha+\theta},$$

where $\kappa_i, \tilde{\kappa}_i (i = 1, 2, 3)$ are positive constants. The convergence orders will be the same, so we omit the discussions for brevity.
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