Abstract. The paper contains results on the asymptotic behavior, as $t \to +\infty$, of small solutions to simplified Keller–Segel problem modeling chemotaxis in the whole space $\mathbb{R}^2$. We prove that the multiple of the heat kernel is a surprisingly good approximation of solutions.

1. Introduction

In this paper, we consider the parabolic–elliptic system in the whole plane $\mathbb{R}^2$:

\begin{align}
  u_t &= \Delta u - \nabla \cdot (u \nabla v), \\
  \Delta v &= v - u, \\
  u(x, 0) &= u_0(x),
\end{align}

which is a simplified version of the parabolic–parabolic system (2.6)–(2.7), called the Keller–Segel model, and describes the movement of amoebae, whose density is denoted by $u(x, t)$, in the presence of a chemoattractant with the concentration given by $v(x, t)$. This simplification was first introduced for bounded domains by T. Nagai [24], Jäger and Luckhaus [16] and Wolansky [29] in order to exploit the contrasts between the existence and nonexistence of global in time solutions. The main goal of this paper is to establish the intermediate asymptotics of the solution.

Let us outline the main results concerning the considered model. Since much attention has been paid to the blowup problems for this system, recall that $8\pi$ is the critical value of initial mass ($\int u_0(x) \, dx$) for the existence problem. Namely, below this value, one can construct global solutions to the problem while for mass above $8\pi$ (with the second momentum $\int \|x\|^2 u_0(x) \, dx$ small enough, i.e., smaller than the value of $g(M)$—a monotone increasing function of mass $M$), the blowup occurs (see [10, Theorem 1.2], [21, Theorem 2] for the form of $g(M)$).

Although the mainstream of research for the whole plane case is devoted to the problem of finite time blowup, the elements of global existence, under smallness assumption on initial mass, can be found in [11, 21], and [18].
As an application of symmetrization techniques, it was shown in [11, Theorem 3.1] that for nonnegative initial condition $u_0(x)$ satisfying $u_0 \in L^1(\mathbb{R}^2) \cap W^{1,p}(\mathbb{R}^2)$, $p > 2$, with $L^1$ norm bounded by $8\pi$, there exists a unique nonnegative, global in time solution of (1.1)–(1.3). Additionally, it was proved that for all $p \geq 1$, the $L^p$ norms of the solution are bounded by a constant depending on $p$ and $u_0$.

Although the paper [21] is mainly devoted to finite time blowup, it was also shown, under smallness assumption on initial mass only, the existence of a mild global in time solution to the problem in a subspace of $L^1$. To be precise, not only the $L^1$ norm of the solution is bounded, but also the quantity $I^{1-\frac{1}{p}} u(t) p$ with $p \in \left(\frac{3}{4}, 2\right)$ is controlled for $t \in \mathbb{R}^+$. A related result is obtained in the paper [18], where general type of the aggregation equation, i.e., of the form

$$u_t = \Delta u - \nabla \cdot (u(\nabla K * u)), \quad (1.4)$$

for various kernels $K$ is considered. The existence results are given for two kinds of kernels: mildly singular (such that $\nabla K \in L^{q'}(\mathbb{R}^n)$ for some $q' \in (n, \infty]$) and strongly singular (if $\nabla K \in L^{q'}(\mathbb{R}^n)$ for some $q' \in (1, n]$ and $\nabla K \not\in L^p(\mathbb{R}^n)$ for every $p > n$).

Since the kernel $K$ (given by (1.2)) is an example of a strongly singular kernel, under smallness assumption on $\|u_0\|_1$, Theorem 2.6 in [18] implying global existence and decay as in [21] can be applied.

As far as we know, there is no result (except that in [21] and [18] contained in the existence results) concerning the asymptotic behavior of the solution to the considered problem. The problem of the asymptotic profile for the problem with parabolic version of (1.2) was studied in the papers [20,25] and [26], under the general assumption that $L^1$ and $L^\infty$ norms of solutions are bounded. Assuming additionally boundedness of the quantities $\int u\nabla v$ and $\int yu_0(y)dy$, the asymptotics of the solutions is given by the heat kernel $G(t)$. For $n \geq 2$, the solution to the problem behaves in the $L^p$ norm for $t \to +\infty$ as $G(t) \int u_0(y)dy + \left(\int yu_0(y)dy + \int_0^t \int u\nabla v dyd\tau\right) \cdot \nabla G(t)$ with the rate $t^{-\frac{\pi}{2}\left(1-\frac{1}{p}\right)-\frac{1}{2}}$. For $n = 1$, an analogous result required an additional logarithmic decay, i.e., the quantity $t^{\frac{\pi}{2}\left(1-\frac{1}{p}\right)+\frac{1}{2}}$ should be replaced by $t^{\frac{1}{2}\left(1-\frac{1}{p}\right)+\frac{1}{2} (\log t)^{-1}}$.

Our main result—asymptotics of the solutions to the problem (1.1)–(1.2)—is analogous to that one obtained for the problem with the parabolic version of (1.2).

In fact, since the term $\int u\nabla v$ for the solutions of (1.1)–(1.2) is equal to 0, our asymptotics coincide with that of the parabolic–parabolic version of the problem, i.e., the solution tends to $G(t) \int u_0(y)dy + \int yu_0(y)dy \cdot \nabla G(t)$ in $L^p$ norms with the rate $t^{-\left(1-\frac{1}{p}\right)-\frac{1}{2}}$.

The obtained result suggests that the heat kernel is a good approximation of the solution (at least for small masses). Such asymptotics might be expected. Applying scaling techniques [19] and introducing for $\lambda > 0$ new functions $u_\lambda(x, t) = \lambda^2 u(\lambda x, \lambda^2 t)$,
\( v_\lambda(x, t) = v(\lambda x, \lambda^2 t) \), the system (1.1)–(1.2) can be transformed to

\[
(u_\lambda)_t = \Delta u_\lambda - \nabla \cdot (u_\lambda \nabla v_\lambda),
\]

\[
\Delta v_\lambda = \lambda^2 v_\lambda - u_\lambda.
\]

Letting \( \lambda \to +\infty \), we may expect that \( v_\lambda \to 0 \), and consistently the drift term in the parabolic equation can be negligible to get a Gaussian profile for \( u \).

Analogously, a similar corollary can be deduced after the transformation

\[
\tilde{u} = \frac{1}{\log R(t)} \tilde{u}\left(\log R(t), \frac{x}{R(t)}\right), \quad \tilde{v} = \tilde{v}\left(\log R(t), \frac{x}{R(t)}\right)
\]

with \( R(t) = \sqrt{1 + 2t} \), \( \tau(t) = \log R(t) \) applied for (1.1)–(1.2). The obtained system reads

\[
\tilde{u}_t = \Delta \tilde{u} + \nabla \cdot (\tilde{u} \nabla) - \nabla \cdot (\tilde{u} \nabla \tilde{v}),
\]

\[
\Delta \tilde{v} = -\tilde{u} + \alpha(\tau) \tilde{v},
\]

so \( \alpha(\tau) \to +\infty \) as \( t \to +\infty \). Vanishing of \( \tilde{v} \to 0 \) should also imply that asymptotics of \( u \) is given by the heat kernel.

2. Main result

In this paper, we focus on mild solutions. Recall that a mild solution of problem (1.1)–(1.3) is defined usually as a solution of the following integral equation (also called the Duhamel formula)

\[
\int_0^t \nabla e^{(t-s)\Delta} (u(\nabla K \ast u)) ds,
\]

where \( \nabla K \) is the gradient of the two-dimensional fundamental solution of the Eq. (1.2), given by the Bessel potential.

Let us introduce functional Banach spaces relevant to the study of solutions of the Cauchy problem for the considered system, \( p \in (1, \infty) \)

\[
X_p = C\left([0, +\infty), L^1(\mathbb{R}^2)\right) \cap \{C((0, +\infty), L^p(\mathbb{R}^2)) ; \|u(t)\|_{L^p} < +\infty\}
\]

(2.2)

The norm in the space \( X_p \) is given by

\[
\|u\|_{X_p} \equiv \|u\|_1 + \|u\|_p,
\]

where

\[
|||u|||_p = \sup_{t > 0} t^{1 - \frac{1}{p}} \|u(t)\|_{L^p}.
\]

To simplify the notation, let us introduce also the quantity

\[
\|u\|_p = \sup_{t > 0} t^{\frac{1}{p} - \frac{1}{p}} \|u(t)\|_{L^p}.
\]
The main aim of the paper is to establish the asymptotic profile for the system (1.1)–(1.3). In this section, we give a precise formulation of the main result, discuss its sharpness together with a comparison with analogous models, and outline the key steps of the proof of the main statement.

First, following [21], let us present the statement of the existence result

THEOREM 2.1. Let \( u_0 \in L^1(\mathbb{R}^2) \). There exists \( \varepsilon > 0 \), such that for each \( p \in \left( \frac{4}{3}, 2 \right) \) and \( \|u_0\|_1 \) sufficiently small, there exists a unique solution to the problem (2.1) in the open ball of radius \( \varepsilon \) in the space \( \mathcal{X}_p \).

The main result describes the asymptotics of solutions for \( t \to +\infty \).

THEOREM 2.2. Let \( u_0 \in L^1(\mathbb{R}^2) \) and \( 1 \leq p \leq +\infty \). Assume that \( \int yu_0(y)dy \) is finite. Then, for the solution \( u(t) \)—obtained in Theorem 2.1, we have

\[
\lim_{t \to +\infty} t^{\frac{3}{2} - \frac{1}{p}} \left\| u(t) - MG(t) - \left( \int yu_0(y)dy \right) \nabla G(t) \right\|_p = 0.
\]

As it can be easily calculated, the center of mass \( \left( \int yu(t, y)dy \right) \) is preserved. This, together with the shift invariance of the problem, allows to rewrite, without lose of generality, the main statement as

\[
\lim_{t \to \infty} t^{\frac{3}{2} - \frac{1}{p}} \| u(t) - MG(t) \|_p = 0.
\]

Since such a simplification will not give any advantage in the calculations, we leave the statement of the main result in the previous version, which also is analogous to result for the parabolic–parabolic problem.

We want to emphasize the differences in the asymptotics comparing with the model used to the description of the temporal evolution of gravitationally self-interacting particles, i.e.,

\[
\begin{align*}
 u_t &= \Delta u - \nabla \cdot (u \nabla v), \\
 -\Delta v &= u.
\end{align*}
\]

The intermediate asymptotics of the solution for this model is given by its self-similar solutions (see remarks below). Introduction of the degradation term in the Eq. (2.4) (namely, replacing (2.4) by \( \Delta v + v = u \)) destroys this self-similar asymptotics and implies asymptotics given by the heat kernel.

Let us compare the above result with the asymptotics of the solution to the doubly parabolic model (2.6)–(2.7) with \( \varepsilon = 1 \). Here, we would like to emphasize that, although the decay rates of solutions in both cases are the same, in the parabolic–parabolic case to obtain such a decay one needs to extract the quantity of \( \nabla G(t) \) with the coefficient which strongly depends on the solution (via the term \( \int_0^t \int u \nabla v \)). In the considered parabolic–elliptic case, \( \nabla G(t) \) is included in the asymptotic profile but without such a condition, the coefficient depends on \( u_0 \) only. We note additionally that
the obtained result was proved without any assumption on $L^\infty$ norm of the solution, contrary to the doubly parabolic case.

For (1.1)–(1.3), i.e., assuming so-called quasi-stationary hypothesis for the chemotactant, both equations are not so strongly coupled as in the parabolic–parabolic case. First, we solve the elliptic equation for $v$—given by the convolution with the Bessel potential $v = (-\Delta + I)^{-1}u$—getting a nonlocal, but linear, function of $u$—and then eliminate $v$ from the first parabolic equation leaving a nonlinear nonlocal equation for $u$. This instantaneous diffusion of $v$ erases any inertial effect which would appear in the doubly parabolic case.

In the parabolic–parabolic case (considered in [20,25,26]), we have parabolic equation describing temporal evolution of $v$ and thus we need to estimate the solutions $u$ and $v$ simultaneously (getting also analogous results for decay of the function $v$).

Let us come back to a similar one (at first glance) model (2.3)–(2.4). The literature for this problem is much richer than for (1.1)–(1.2), and obtained results are sharper (see [1,3,8] and references therein). In particular, $8\pi$ as a critical mass was subject of intensive studies recently. Indeed, it has been proved that there exists a threshold for the initial mass. For masses under this threshold, the solution exists globally in time, while for larger than this critical mass (with an additional assumption on $u_0$), the solution blowup in a finite time (see [7]). Probably, the most complete picture of the situations for (2.3)–(2.4) is given in the papers [12] and [8] where the existence and asymptotics behavior in the energy space was considered. Applying entropy dissipations methods, the existence of global solutions (in the subcritical case, up to the mass $8\pi$), as well as the convergence to self-similar solutions was proved. For related studies, we refer the reader to the above-mentioned papers and the references therein.

Recall that in the problem considered in this paper, analogously to (2.3)–(2.4), a similar threshold for mass appears. For mass greater than $8\pi$, solutions blowup (under an additional assumption on the second moment [10, Theorem 1.2]), while for mass below this threshold, global solutions exist.

By (2.4), $v$ is given by convolution with Riesz potential. Note that Riesz and Bessel potentials are related in the following way ([28, Chap. 5, Sect. 3.2]): the operators

$$(-\Delta)^{\alpha/2}(-\Delta + I)^{-\alpha/2}$$

are bounded on every $L^p(\mathbb{R}^n)$, $1 \leq p \leq \infty$, $\alpha > 0$. Thus, some methods used for the system (2.3)–(2.4) can be applied for (1.1)–(1.3). Indeed, such an idea was applied, for example in [21, Lemma 2.1], to get existence result.

After discussing similarities described above, let us shortly outline the differences between these models, which result in different asymptotics.

The problem (2.3)–(2.4), contrary to (1.1)–(1.2), admits the so-called self-similar solutions, i.e., functions which fulfill the following identity

$$u(x,t) = \lambda^2 u(\lambda x, \lambda^2 t), \quad v(x,t) = v(\lambda x, \lambda^2 t)$$

for all $\lambda > 0$. In the papers [7] and [8], the convergence of the solutions to self-similar one was proved. Note that self-similar solutions are of the form $u(x,t) =$
\( t^{-1}u \left( \frac{x}{\sqrt{t}}, 1 \right) = t^{-1}U \left( \frac{x}{\sqrt{t}} \right) \). The obvious scaling property \( \| f(\lambda \cdot) \|_p = \lambda^{\frac{2}{p}} \| f \|_p \), suggests the decay of \( L^p \) norm of solutions as \( t^{-1+\frac{1}{p}} \) (compare existence results in previously discussed papers and Theorem 4.1 of this paper). Note that the system (2.3)–(2.4) is an example of a parabolic equation with quadratic nonlinearity enjoying some scaling property. In [17, Theorem 6.1], it was proved that the solutions tends to a self-similar solution (a direct application result of [17] with precise proofs can be found in [15, Corollary 5.2] for problem (2.3)–(2.4) with changed sign of (2.4)). This convergence was obtained under small masses assumption only, contrary to results in [7] (radially symmetric solutions only) and [8] (additional assumption on the quantity \( \int u_0 \log u_0 \) and the second moment).

As we will see later, the proofs of the \( t^{-1+\frac{1}{p}} \) decay of the solution are based on these properties of the kernel, shared by Bessel and Riesz potentials (the gradient of the kernel belongs to \( L^{2,\infty}(\mathbb{R}^2) \)). Proving the main result—Theorem 2.2—we use a property of the Bessel potential (the finite \( L^1 \) norm) which the Riesz potential does not possess.

It seems that in this aspect of behavior of solutions, the considered problem shares more properties with its parabolic–parabolic version (compare the term \( \int \int u \nabla v \, dx \, dt \) appearing in the asymptotics, equal to 0 for the parabolic–elliptic problem) than with the model with the Riesz potential.

Having in mind the results obtained for the problem (2.3)–(2.4), the natural question of sharpness of the result for (1.1)–(1.2) arises. The result obtained in this paper is not sharp in the sense that it gives asymptotics for solutions with small masses only, much smaller than \( 8\pi \), which is known as the critical value of mass for the existence of global solutions. It seems that to obtain a sharp result, we need to develop theory based on entropy methods (which seems to be more efficient especially for masses close to the critical one) analogous to these developed for (2.3)–(2.4) ([8] and references therein). However, such results obtained in the energy space need additional assumptions on the second moment and \( \int u_0 \log u_0 \), while in this paper, we concentrate on intermediate asymptotics of solutions under conditions on initial mass only.

Note that in [8], the intermediate asymptotics of solutions has been obtained without the decay rate, contrary to the considered case.

On the other hand, reading carefully the proof of Proposition 4.5, we can deduce that the asymptotics described by Theorem 2.2 may be extended for those initial conditions for which we can prove the \( t^{-1} \left( 1 - \frac{1}{p} \right) \) decay of \( L^p \) norm of solutions (a similar situation appears for some models with a modification of the first parabolic equation to prevent the overcrowding of amoebae [9, Theorem 2.10]).

Finally, let us recall that the system (1.1)–(1.2) can be considered as a formal limit of the parabolic–parabolic version with time derivative of \( v \) multiplied by a positive parameter \( \varepsilon > 0 \), i.e., with the system

\[
\begin{align*}
  u_t &= \Delta u - \nabla \cdot (u \nabla v), \\
  \varepsilon v_t &= \Delta v - v + u,
\end{align*}
\]
where \( \varepsilon \) expresses the relative speed of propagation of the species and the chemotaxant. For existence result, see e.g., the paper [10] where techniques used in [8] have been applied. The reader may be also interested in the paper [23] with second equation given by \( \varepsilon v_t = \Delta v + u \) where variational methods have been applied to get self-similar solutions, or in [5] where a construction of solutions to doubly parabolic problem with mass above critical for the parabolic–elliptic \( 8\pi \) was presented.

A natural assumption is that the diffusion of the chemicals takes place much faster than that of the species, so we may assume \( \varepsilon \ll 1 \). In view of the smallness assumption on the parameter \( \varepsilon \), a natural question arises: how do behave solutions to the problem (2.6)–(2.7) when the parameter \( \varepsilon \) tends to 0, and the mentioned parabolic–parabolic problem formally converges to the parabolic–elliptic one. A natural conjecture is that solutions of doubly parabolic problem tend in a suitable sense (at least locally in \( L^1 \)) as \( \varepsilon \to 0 \) to an adequate solution of the system (1.1)–(1.2) (unique and with the same initial condition \( u_0 \), small enough to guarantee global existence). Such a conjecture was proved for gravitational interactions (system (2.3)–(2.4)) in the space of pseudo-measures [27], or in a class of functions with natural space–time decay properties, i.e., such that \( \sup_{t > 0, x \in \mathbb{R}^2} (t + |x|^2) |u(x, t)| \) is finite [4].

Now let us present the steps in the proof of the main result. We begin with the proof of the existence of the solutions to the problem for a restricted range of \( p \), i.e., we prove Theorem 2.1. Having the existence of solutions in the spaces \( X_p \), which implies the decay of the solutions for \( L^p \) norm, \( p \in (\frac{4}{3}, 2) \), we extend this range for all \( p \in [1, +\infty) \) (Proposition 4.1). Since the main result is based on estimates for the gradient of the solution, we prove an analogous result also for the gradient of the solution. We show (Proposition 4.3) that for each \( p \in [1, +\infty) \) we have

\[
\frac{3}{2} t^{-\frac{1}{p}} \| \nabla u(t) \|_p \leq \text{const.} < \infty.
\]

Equipped with these estimates for the solution and its gradient, we will prove Theorem 2.2.

3. Preliminaria

Before we give the proofs of the statements from the previous section, let us recall a well-known Banach-type theorem useful in proving the existence result.

THEOREM 3.1. Let \( \mathcal{X} \) be a Banach space. Assume that \( B : \mathcal{X} \times \mathcal{X} \to \mathcal{X} \) is a continuous bilinear operator, i.e., there exists a constant \( K \) such that

\[
\| B(y, z) \|_{\mathcal{X}} \leq K \| y \|_{\mathcal{X}} \| z \|_{\mathcal{X}}
\]

for all \( y, z \in \mathcal{X} \). For \( a \in \mathcal{X} \) such that \( \| a \|_{\mathcal{X}} \leq \frac{1}{4K} \), there exists a solution \( x \in \mathcal{X} \) to the equation

\[
x = a + B(x, x).
\]
This solution fulfills the estimate \( \|x\|_X \leq \frac{1-4\|a\|_X}{2K} \leq \frac{1}{2K} \). Additionally, this solution is unique in the open ball in \( X \) of radius \( \frac{1}{2K} \) centered at zero.

The proof can be found, for example, in [22] or [2, Lemma 2].

Now, let us recall a more detailed information about the kernel \( K \) defining the function \( v \) in (1.2). The Bessel potential is given by the integral

\[
K(x) = \gamma_n e^{-|x|} \int_0^\infty e^{-|x|s} \left( s + \frac{s^2}{2} \right)^{\frac{n-3}{2}} ds
\]

where \( \gamma_n = (2\pi)^{\frac{1-n}{2}} \left( 2\Gamma \left( \frac{n-1}{2} \right) \right) \). Since

\[
\nabla K(x) = \gamma_n \frac{x}{|x|} e^{-|x|} \int_0^\infty e^{-|x|s} \left( s + \frac{s^2}{2} \right)^{\frac{n-3}{2}} \left( 1 + s \right) ds,
\]

then

\[
|\nabla K(x)| \sim |x|^{-1} \quad \text{for } x \text{ close to } 0,
|\nabla K(x)| \sim e^{-|x|} \quad \text{for } x \to +\infty.
\]

Observe that \( \nabla K \in L^{2,\infty} \), where \( L^{2,\infty} \) is the weak \( L^p \) space (the Marcinkiewicz space), which is frequently used in the proofs. Note that, contrary to the case of the Riesz potential, \( \nabla K \in L^p(\mathbb{R}^2) \) for \( p < 2 \).

For more information about the Bessel potential, see, e.g., [28, Chap. 5, Sect. 3.1].

Finally, let us recall the following well-known estimates for the heat kernel which are consequences of the Young inequality for convolutions

\[
\|e^{t\Delta}f\|_p \leq C(p, q) t^{-\left(\frac{1}{p} - \frac{1}{q}\right)} \|f\|_q, \quad (3.2)
\]
\[
\|\nabla e^{t\Delta}f\|_p \leq C(p, q) t^{-\left(\frac{1}{p} - \frac{1}{q}\right) - \frac{1}{2}} \|f\|_q \quad (3.3)
\]

valid for each \( q, p \) such that \( 1 \leq q \leq p \leq +\infty \) and each function \( f \in L^q(\mathbb{R}^n) \). The constant \( C \) depends only on \( p \) and \( q \) and is equal to 1 in the case \( q = p \).

Below, the letter \( C \) denotes various inessential constants which may vary from line to line. Since we are not concentrated on the optimality of the constants, we indicate the dependence of \( C \) on essential parameters only. For example, for parameters \( \alpha, \beta, \ldots \), we will write \( C(\alpha, \beta, \ldots) \). The integral \( \int \) without any subscript denotes the integral over the whole \( \mathbb{R}^2 \).

4. Proofs

In this section, we give the proofs of the statements announced in the Sect. 2.
4.1. Existence: the proof of Theorem 2.1

By (3.2), \(e^{t\Delta}u_0\), the linear term in (3.1), can be estimated by
\[
\|e^{t\Delta}u_0\|_p \leq C t^{1 - \frac{1}{p}} \|u_0\|_1,
\]
thus we begin with the estimates for the \(L^p\) norm of the bilinear part.

Using (3.3), we have
\[
\|B(u, u)(t)\|_p \leq C \int_0^t (t - s)^{-\left(\frac{1}{r} - \frac{1}{p}\right) - \frac{1}{2}} \|u(s)(\nabla K * u(s))\|_r \, ds
\]
\[
\leq C \int_0^t (t - s)^{-\left(\frac{1}{r} - \frac{1}{p}\right) - \frac{1}{2}} \|u(s) \|_r \|\nabla K\|_m \|u(s)\|_p \, ds
\]
\[
\leq C \int_0^t (t - s)^{-\left(\frac{1}{r} - \frac{1}{p}\right) - \frac{1}{2}} \|u(s)\|_p \|\nabla K\|_{2,\infty} \|u(s)\|_p \, ds,
\]
where
\[
\frac{1}{m} = \frac{1}{p} - \frac{1}{2}, \quad \frac{1}{r} = \frac{1}{m} + \frac{1}{p} = \frac{2}{p} - \frac{1}{2}.
\]
To guarantee the fulfillment of the condition \(r, m \in (1, +\infty)\), we need to restrict the range of \(p\)'s, i.e., \(\frac{4}{3} < p < 2\).

Using the fact that \(u\) belongs to \(X_p\) space, we obtain
\[
\|B(u, u)\|_p \leq C \int_0^t (t - s)^{-\frac{1}{p} - \frac{2}{p}(1 - \frac{1}{p})} \|\nabla K\|_{2,\infty} \|u(s)\|_p^2 \, ds,
\]
which gives
\[
\|B(u, u)\|_p \leq C \|\nabla K\|_{2,\infty} \|u\|_p^2.
\]

Dealing with the \(L^1\) norm, notice that repeating the above calculations for \(p = 1\) may lead to restrictions of the range of admissible values of \(p\) up to the empty set. To preserve the same range which is possible for the \(L^p\) norm, we have to modify the proof in the following way
\[
\|B(u, u)(t)\|_1 \leq \int_0^t (t - s)^{-\frac{1}{2}} \|u(s)(\nabla K * u(s))\|_1 \, ds
\]
\[
\leq \int_0^t (t - s)^{-\frac{1}{2}} \|u(s) \|_2 \|\nabla K\|_m \|u(s)\|_z \, ds
\]
\[
\leq C \int_0^t (t - s)^{-\frac{1}{2}} \|u(s)\|_z \|\nabla K\|_{2,\infty} \|u(s)\|_p \, ds,
\]
where \(m, z\) are defined by
\[
\frac{1}{m} = \frac{1}{p} - \frac{1}{2}, \quad \frac{1}{z} + \frac{1}{m} = 1,
\]
and imply the following restriction on $p$

$$\frac{4}{3} < p < 2.$$ 

Interpolating the $L^z$ norm of the solution by $\|u\|_z \leq \|u\|_1^{1-\theta} \|u\|_p^\theta$ with

$$\frac{1}{z} = 1 - \theta + \frac{\theta}{p}$$

which gives $\theta = \frac{\frac{1}{p} - \frac{1}{2}}{1 - \frac{1}{p}}$ and $1 + \theta = \frac{\frac{1}{2}}{1 - \frac{1}{p}}$,

we get

$$\|B(u, u)(t)\|_1 \leq C \int_0^t (t - s)^{-\frac{1}{2}} \|u(s)\|_1^{1-\theta} \|\nabla K\|_{2, \infty} \|u(s)\|_p^\theta ds$$

$$\leq C \int_0^t (t - s)^{-\frac{1}{2}} s^{-\left(\frac{1}{p} - \frac{1}{2}\right)(1+\theta)} ds \|\nabla K\|_{2, \infty} \|u\|_p^{1+\theta} \|u\|_1^{-\theta}$$

leading to

$$\|B(u, u)\|_1 \leq t^{-\frac{1}{2} - \frac{1}{p}} + C \|\nabla K\|_{2, \infty} \|u\|_p^{1+\theta} \|u\|_1^{-\theta} \leq C \|\nabla K\|_{2, \infty} \|u\|_p^{1+\theta} \|u\|_1^{-\theta}.$$ 

Since $\|u\|_p$ is bounded, the above estimate implies the boundedness of $\|B(u, u)\|_1$.

Note that for $a_p = \|u(t)\|_p$ due to the above calculations, we arrive at

$$a_p \leq C_p + K_p a_p^2$$

and

$$a_1 \leq C_1 + K_1 a_1^{1-\theta} a_p^{1+\theta}$$

for $p \in \left(\frac{4}{3}, 2\right)$,

where $C_p$ and $K_p$ can be obtained from above. Using this dependence, we modify Theorem 3.1 in a way presented in [21] to obtain existence and uniqueness of the solutions, under smallness condition on $\|u_0\|_1$.

Granted the result on the time decay included in the definition of $X_p$, we establish required time decay of the solutions for all indices $p$.

4.2. The decay of the solution

In this section, we extend the decay of the solutions obtained in the previous section to all indices $p \in [1, +\infty)$, i.e., we prove

**PROPOSITION 4.1.** Let $u(t)$ be the solution obtained in Theorem 2.1. For each $p \in [1, +\infty)$, we have

$$\sup_{t > 0} t^{-\frac{1}{p}} \|u(t)\|_p \leq \text{const} < \infty.$$ 

To prove this proposition, first, we establish a sequence of indices, tending to $+\infty$, for which the required decay is true. To avoid any confusion, we denote temporarily indices greater than 2 by $q$. 

LEMMA 4.2. Let $u(t) \in \mathcal{X}_p$ for $p \in \left(\frac{4}{3}, 2\right)$. For $\alpha = 2^n$, such that $\frac{\alpha}{\alpha - 1} > 4 \left(\frac{1}{p} - \frac{1}{4}\right)$, and all $n \in \mathbb{N}$, there exists a subset of $q \in (2^n, 2^{n+1})$ for which

$$
\|u(t)\|_q \leq Ct^{-(1-\frac{1}{q})}.
$$

Proof. We begin with the estimate of the bilinear term. For $q \geq \alpha$, we have

$$
\|B(u, u)(t)\|_q \leq C \int_0^t (t-s)^{-\frac{(\alpha-1)}{q} - \frac{1}{2}} \|u(s)(\nabla K \ast u(s))\|_q ds \\
\leq C \int_0^t (t-s)^{-\frac{\alpha-1}{q} - \frac{1}{2}} \|u(s)\|_p \|\nabla K\|_m \|u(s)\|_p ds \\
\leq C \int_0^t (t-s)^{-\frac{\alpha-1}{q} - \frac{1}{2}} s^{-2(1-\frac{1}{\alpha})} ds \|\nabla K\|_2,\infty \|u\|_p^2
$$

with

$$
\frac{1}{m} = \frac{1}{p} - \frac{1}{2} \quad \text{and} \quad \frac{\alpha}{q} = \frac{1}{m} + \frac{1}{p} = \frac{2}{p} - \frac{1}{2}.
$$

Restrictions imposed on $m$ ($1 < m < +\infty$) and exponents of $s$ and $(t-s)$ are fulfilled by $p \in \left(\frac{4}{3}, 2\right)$ and $q > 2(\alpha - 1)$. For such $p$ and $q$, we have

$$
\|B(u, u)\|_q \leq t^{-(1-\frac{1}{q})} t^{-\frac{1}{2} t} s^{-\frac{2}{p}} C \|\nabla K\|_2,\infty \|u\|_p^2.
$$

Note that since $p < 2 \leq \alpha < q$, we cannot obtain a better decay than $t^{-(\frac{3}{2} - \frac{1}{\alpha})}$.

To prove the statement of the Lemma, let us choose $q$ as follows

$$
q = \alpha \left(\frac{2}{p} - \frac{1}{2}\right)^{-1}.
$$

(4.1)

Note that for such a choice of $q$, the necessary condition $q > 2(\alpha - 1)$ is equivalent to

$$
\frac{\alpha}{\alpha - 1} > 2 \left(\frac{2}{p} - \frac{1}{2}\right).
$$

(4.2)

Now observe that for $p \in \left(\frac{4}{3}, 2\right)$, the range of $2 \left(\frac{2}{p} - \frac{1}{2}\right)$ is $(1, 2)$ then for all $\alpha$ (equivalently for all $n$) we can choose $p$ (also $q$, by (4.1)) such that (4.2) is satisfied. In this way, we can always find a subset of $q$ of $(2^n, 2^{n+1})$ for which

$$
\|u(t) - e^{t\Delta}u_0\|_q \leq t^{-(1-\frac{1}{q})} C \|\nabla K\|_2,\infty \|u\|_p^2,
$$

so due to the decay of the heat semigroup for $q$, we get

$$
\sup_{t>0} t^{-(1-\frac{1}{q})} \|u(t)\|_q \leq C \|\nabla K\|_2,\infty \|u\|_p^2.
$$

\[\square\]
Proof. (of the Proposition 4.1). To prove Proposition 4.1 we recall that, by the definition of $X_p$ space and Theorem 2.1, the statement of the proposition is obviously fulfilled for $p \in \{1\} \cup \left(\frac{4}{3}, 2\right)$. Due to decay properties of the heat semigroup, we are left with the estimates for the bilinear form. By the existence result, the assumption of Lemma 4.2 is fulfilled. Applying this Lemma, we get the existence of a sequence of $q_n$ for which we have the required decay of $u(t)$. Since $\|u(t)\|_1 \leq \text{const}$ and $q_n \to + \infty$ due to interpolation of $L^q$ norm, i.e., for $q < q_n$, $\|u(t)\|_q \leq C\|u(t)\|_1^{1-\theta} \|u(t)\|_{q_n}^\theta$ for

$$\theta = \frac{1 - \frac{1}{q}}{1 - \frac{1}{q_n}},$$

we get the statement of the Proposition 4.1 for all $p \in [1, +\infty)$.  

4.3. The decay of the gradient of the solution

Now, we deal with the existence and decay of the gradient of $u(t)$. We prove the following:

PROPOSITION 4.3. Let $u_0 \in L^1(\mathbb{R}^2)$ and for all $p \in (1, +\infty)$ the solution $u(t)$ is in $X_p$. Then, for each $p \in [1, +\infty]$, the gradient of the solution $u(t)$ satisfies the following time decay

$$t^{\frac{3}{2}-\frac{1}{p}} \|\nabla u(t)\|_p \leq \text{const.} < \infty.$$

Proof. Arguments similar to these in the existence section allow to show that $\nabla u \in L^p(\mathbb{R}^2)$ for certain $p$. Since these calculations resemble those in the previous section, we skip the details and concentrate on boundedness of $\nabla u$. Since the main difference comparing to the method applied in the existence theorem is the form of obtained inequalities for $L^1$ and $L^p$ norms of $\nabla u$, we concentrate on that issue.

Similarly, as in the previous section, we consider separately $p$ in two cases: $p < 2$ and $p > 2$.

Let us begin with $p < 2$ and concentrate on $\|\nabla u\|_p$. We split the expression for $\nabla u(t)$ as follows

$$\nabla u(t) = \nabla e^{t\Delta} u_0 + B_1 + B_2 + B_3,$$

where $B_i$ are given by

$$B_1 = \int_{0}^{\alpha t} \nabla \cdot e^{(t-s)\Delta} (u(s)(\nabla K \ast u(s))) ds,$$

$$B_2 = \int_{\alpha t}^{t} \nabla e^{(t-s)\Delta} (\nabla u(s)(\nabla K \ast u(s))) ds,$$

$$B_3 = \int_{\alpha t}^{t} \nabla e^{(t-s)\Delta} (u(s)(\nabla K \ast \nabla u(s))) ds$$

for some $\alpha \in (0, 1)$. 

We estimate $B_1$ as
\[
\|B_1\|_p \leq C \int_0^{\alpha t} (t - s)^{-2 + \frac{1}{p}} \|u(s)(\nabla K * u(s))\|_1 \, ds
\]
\[
\leq C \int_0^{\alpha t} (t - s)^{-2 + \frac{1}{p}} \|u(s) * \nabla K\|_{\epsilon - 1} \|u(s)\|_{1 + \eta_1} \, ds
\]
\[
\leq C \int_0^{\alpha t} (t - s)^{-2 + \frac{1}{p}} \|u(s)\|_{1 + \eta_1} \|\nabla K\|_{2, \infty} \|u(s)\|_{2 - \eta_2} \, ds,
\]
where $\eta_1$ and $\eta_2$ are chosen such that for a given $\varepsilon$
\[
\frac{1}{1 + \eta_1} = 1 - \varepsilon, \quad \frac{1}{2 - \eta_2} = \frac{1}{2} + \varepsilon.
\]

Note that introduction of the $L^{\epsilon - 1}$ norm is necessary, since the weak Young inequality for convolutions is not valid for, natural in this case, $L^{\infty}$ norm. Since we are separated from $t$, we are not restricted by the value of the exponent of $(t - s)$. Thus, using the fact that $u$ belongs to $\mathcal{X}_p$ space and interpolating the norms by $\|u\|_1$ and $\|u\|_2$, we get for all $p \geq 1$
\[
\|B_1\|_p \leq C \int_0^{\alpha t} (t - s)^{-2 + \frac{1}{p} - \frac{1}{2}\alpha} ds \|\nabla K\|_{2, \infty} \|u\|_1 \|u\|_2
\]
\[
\leq Ct^{-\left(\frac{1}{2} - \frac{1}{p}\right)} \int_0^{\alpha t} (1 - z)^{-2 + \frac{1}{p} - \frac{1}{2}\alpha} dz \|\nabla K\|_{2, \infty} \|u\|_1 \|u\|_2
\]
\[
\leq Ct^{-\left(\frac{3}{2} - \frac{1}{p}\right)} \|\nabla K\|_{2, \infty} \|u\|_1 \|u\|_2 C\alpha^\frac{1}{2} (1 - \alpha)^{-2 + \frac{1}{p}}.
\]

So we obtain
\[
t^{\frac{3}{2} - \frac{1}{p}} \|B_1\|_p \leq C_1(\alpha, \|u_0\|_1),
\]
where $C_1$ is bounded for any $\alpha \in (0, 1)$.

Next, we consider $B_2$. Choosing $\eta_1, \eta_2$ such that for given $\varepsilon$ and $p$
\[
\frac{1}{p - \eta_1} = \frac{1}{p} + \varepsilon, \quad \frac{1}{2 - \eta_2} = \frac{1}{2} + \varepsilon,
\]
we have
\[
\|B_2\|_p \leq C \int_0^{t} (t - s)^{-\frac{1}{2} - \varepsilon} \|\nabla u(s)(\nabla K * u(s))\|_{p - \eta_1} \, ds
\]
\[
\leq C \int_0^{t} (t - s)^{-\frac{1}{2} - \varepsilon} \|u(s) * \nabla K\|_{\epsilon - 1} \|\nabla u(s)\|_p \, ds
\]
\[
\leq C \int_0^{t} (t - s)^{-\frac{1}{2} - \varepsilon} \|\nabla u(s)\|_p \|\nabla K\|_{2, \infty} \|u(s)\|_{2 - \eta_2} \, ds
\]
\[
\leq Ct^{-\left(\frac{3}{2} - \frac{1}{p}\right)} \int_\alpha^1 (1 - z)^{-\frac{1}{2} - \varepsilon} z^{-\left(\frac{1}{2} - \frac{1}{p}\right)} - \frac{1}{2} + \varepsilon \, ds \|\nabla u\|_p \|\nabla K\|_{2, \infty} \|u(s)\|_{2 - \eta_2}.
\]
Since we are separated from zero, no restriction on $p$, appearing in the exponent of $s$, should be imposed. Thus, for all $p > 1$, we have

$$t^{\frac{3}{2} - \frac{1}{p}} \| B_2 \|_p \leq C \| \nabla u \|_p \| \nabla K \|_{2,\infty} \| u(s) \|_{2-\eta_2} 2(1-\alpha)^{\frac{1}{2}} \leq C_2(\alpha, \| u_0 \|_1) \| \nabla u \|_p^*,$$

where $C_2$ tends to 0 when $\alpha$ approaches to 1.

Dealing with $B_3$ for $p \in (1, 2]$, we estimate

$$\| B_3 \|_p \leq C \int_{\alpha t}^t (t-s)^{-\frac{1}{2} - \frac{1}{p}} \| u(s) (\nabla K * \nabla u(s)) \|_{p-\eta_1} \, ds$$

$$\leq C \int_{\alpha t}^t (t-s)^{-\frac{1}{2} - \frac{1}{p}} \| \nabla u(s) \|_m \| \nabla K \|_{2-\eta_2} \, ds$$

$$\leq C \int_{\alpha t}^t (t-s)^{-\frac{1}{2} - \frac{1}{p}} \| \nabla u(s) \|_p \| \nabla K \|_{2,\infty} \| u(s) \|_{2-\eta_2} \, ds,$$

where $\eta_1, \eta_2, m$ and $\varepsilon$ fulfill

$$\frac{1}{p - \eta_1} = \frac{1}{p} + \varepsilon, \quad \frac{1}{m} = \frac{1}{p} - \frac{1}{2}, \quad \frac{1}{2 - \eta_2} = \frac{1}{2} + \varepsilon.$$

Note that the condition $m \leq +\infty$ implies that $p$ has to be less or equal to 2.

Dealing exactly with the same way as with $B_2$ we arrive at

$$t^{\frac{3}{2} - \frac{1}{p}} \| B_3 \|_p \leq C \| \nabla u \|_p \| \nabla K \|_{2,\infty} \| u(s) \|_{2-\eta_2} 2(1-\alpha)^{\frac{1}{2}} \leq C_3(\alpha, \| u_0 \|_1) \| \nabla u \|_p^*,$$

where $C_3$ tends to 0 when $\alpha$ goes to 1.

Since $\| \nabla e^{t\Delta} u_0 \|_p \leq C_0(\| u_0 \|_1) t^{-\left(\frac{3}{2} - \frac{1}{p}\right)}$, we get the following inequality for $\| \nabla u \|_p^*$

$$\| \nabla u \|_p^* \leq C_0(\| u_0 \|_1) + C_1(\alpha, \| u_0 \|_1) + (C_2(\alpha, \| u_0 \|_1) + C_3(\alpha, \| u_0 \|_1)) \| \nabla u \|_p^*,$$

where $C_1$ is bounded as a function of $\alpha$, while $C_2$ and $C_3$ tend to 0 as $\alpha$ goes to 1. Thus, for $\alpha$ such that $C_2 + C_3 < 1$, we get a priori estimate for $\| \nabla u \|_p^*$.

Note that the estimate of $B_1$ is also valid for $p = 1$, so we are left with the estimates of the $L^1$ norm of $B_2$ and $B_3$. We base the calculations for $\| u \|_1$ on those in the existence section. For $B_2$, we get

$$\| B_2 \|_1 \leq \int_{\alpha t}^t (t-s)^{-\frac{1}{2}} \| \nabla u(s) (\nabla K * u(s)) \|_1 \, ds$$

$$\leq C \int_{\alpha t}^t (t-s)^{-\frac{1}{2} - \frac{1}{p}} s^{\frac{1}{2} - \frac{1}{p}} \| \nabla K \|_{2,\infty} \| \nabla u \|_p^* \| \nabla u \|_1^{1-\theta} \| u \|_p$$

leading to

$$\| B_2 \|_1 \leq t^{-\frac{1}{2}} C \| \nabla K \|_{2,\infty} \| \nabla u \|_p^* \| \nabla u \|_1^{1-\theta} \| u \|_p,$$

valid for $p \in \left(\frac{4}{3}, 2\right]$ and $\theta$ as in Sect. 4.1.
Similar calculations give
\[
\|B_3\|_1 \leq \int_{at}^{t} (t-s)^{-\frac{1}{2}} \|u(s)(\nabla K \ast \nabla u(s))\|_1 \, ds
\leq C \int_{at}^{t} (t-s)^{-\frac{1}{2}} s^{-(1-\frac{1}{p})(1+\theta)-\frac{1}{2}} \|\nabla K\|_{2,\infty} \|u\|_p^{\theta} \|u\|_1^{1-\theta} \|\nabla u\|_p^\theta
\]
leading to
\[
\|B_3\|_1 \leq t^{-\frac{1}{2}} C \|\nabla K\|_{2,\infty} \|u\|_p^{\theta} \|u\|_1^{1-\theta} \|\nabla u\|_p^\theta
\]
as $B_2$ valid for $p \in \left(\frac{4}{3}, 2\right)$ and $\theta$ as in Sect. 4.1.

Denoting $a_p = \| |u(t)|_p \|$ and $b_p = \| |u(t)|_p^\ast \|$, we summarize above estimates as follows
\[
b_p \leq C_p(a_1, a_2) + K_p(a_1, a_2, a_p) b_p
\]
with $K_p$ less than 1, and
\[
b_1 \leq C_1(b_p, a_1, a_2, a_p) + K_1(b_p, a_p) b_1^{1-\theta} \quad \text{for} \quad p \in \left(\frac{4}{3}, 2\right),
\]
where $C_p$ and $K_p$ can be calculated from above.

Granted the result from the Sect. 4.1 and modifying Theorem 3.1, we get the existence of the gradient and boundedness of $\|\nabla u\|_p$, for small values of $\|u_0\|_1$ and $p \in [1, 2)$.

To prove a similar result for $p > 2$, note that we are left with estimates for $\|B_3\|_p^\ast$ only. Since for $p < 2$ we have $\|\nabla u\|_p^\ast \leq \text{const}$, we repeat the calculations in Lemma 4.2 replacing $\nabla K \ast u$ by $\nabla K \ast \nabla u$ to get for $q > 2$
\[
\|B_3(u, u)(t)\|_q \leq C \int_{at}^{t} (t-s)^{-\frac{a-1}{q} - \frac{1}{2}} \|u(s)(\nabla K \ast \nabla u(s))\|_q \, ds
\leq C \int_{at}^{t} (t-s)^{-\frac{a-1}{q} - \frac{1}{2}} s^{-2(1-\frac{1}{p})-\frac{1}{2}} \|\nabla K\|_{2,\infty} \|u\|_p \|\nabla u\|_p^\theta
\leq t^{-\left(1-\frac{1}{q}\right)-\frac{1}{2} t^{-\frac{a-2}{p}}} C \|\nabla K\|_{2,\infty} \|u\|_p \|\nabla u\|_p^\theta
\]
for $p \in \left(\frac{4}{3}, 2\right)$ and $\alpha = 2^n$. Note that, unlike in Lemma 4.2, the exponent of $s$ can be chosen arbitrarily.

Repeating the idea presented in the proof of Lemma 4.2, we get a sequence $q_n \rightarrow +\infty$ for which $\|B_3\|_{q_n}$ is estimated in a required way. Interpolating the $L^q$ norm and letting $n \rightarrow +\infty$, we get for all $p \in (2, +\infty)$
\[
t^{-\frac{3}{2}-\frac{1}{p}} \|B_3\|_p \leq C_4(\alpha, \|u_0\|_1),
\]
where $C_4$ is bounded for all $\alpha$. 
Thus for $p \in (2, +\infty)$, we obtain the following inequality

$$\|\nabla u\|_p^* \leq C_0(\|u_0\|_1) + C_1(\alpha, \|u_0\|_1) + C_4(\alpha, \|u_0\|_1) \|\nabla u\|_p^*,$$

where $C_1$ and $C_4$ are bounded for any $\alpha \in (0, 1)$ and $C_2$ tends to 0 as $\alpha$ goes to 1. Repeating the argument from the previous case, we get the required result. □

4.4. Proof of Theorem 2.2

To complete the proof, recall the asymptotic behavior of the heat semigroup given by the following Lemma ([13, Theorem 4], [14])

**Lemma 4.4.** Let $n \geq 1$, $1 \leq p \leq +\infty$ and $f \in L^1(\mathbb{R}^n)$. Then,

$$\lim_{t \to +\infty} t^{\frac{n}{2} \left(1 - \frac{1}{p}\right)} \|e^{t\Delta} f - \left(\int f(y)dy\right) G(t)\|_p = 0.$$

Furthermore, under the condition $|x| f \in L^1(\mathbb{R}^n)$, it holds that

$$\sup_{t > 0} t^{\frac{n}{2} \left(1 - \frac{1}{p}\right) + \frac{1}{2}} \|e^{t\Delta} f - \left(\int f(y)dy\right) G(t) + \left(\int yf(y)dy\right) \cdot \nabla G(t)\|_p < +\infty.$$

**Proof.** The statements of the Lemma are given in Theorem 4 in [13]. The last one is fulfilled for functions $f$ with second momentum bounded. To avoid such an assumption, we obtain this relation as a limits of the compactly supported functions $\varphi_\varepsilon$ such that $\|f - \varphi_\varepsilon\|_p < \varepsilon$, $\|f - \varphi_\varepsilon\|_{L^p(|x| \, dx)} < \varepsilon$—which are dense in $L^p(\mathbb{R}^2)$ space—and standard approximation techniques. □

Applying Lemma 4.4 for $f = u_0$ and $n = 2$, we get

$$\lim_{t \to +\infty} t^{\frac{3}{2} - \frac{1}{p}} \|e^{t\Delta} u_0 - MG(t) - \int yu_0(y)dy \cdot \nabla G(t)\|_p = 0.$$

Since $u(t) = e^{t\Delta} - B(u, u)$, to prove the statement of the Theorem 2.2, we are left with time behavior of $B(u, u)$. We prove it in the following proposition:

**Proposition 4.5.** Let $1 \leq p \leq +\infty$. Assume there exist $p_0$ and $q_0$ in $(1, +\infty)$ such that

$$\|u(t)\|_{p_0} + \|\nabla u(t)\|_{q_0}^* < \text{const}.$$

Then,

$$\lim_{t \to +\infty} t^{\frac{3}{2} - \frac{1}{p}} \|B(u, u)(t)\|_p = 0.$$
Proof. Note that by the symmetry property of the integral defining \( u(\nabla K * u) \) and due to antisymmetric property of \( \nabla K \) we have \( \int u(y, s)(\nabla K * u)(y, s)dy = 0 \), so we can write \( B(u, u) \) as

\[
B(u, u)(t) = B(u, u)(t) - \nabla G(t) \cdot \int_{0}^{\alpha t} u(y, s)(\nabla K * u)(y, s)dyds
= R_{1} + R_{2} + R_{3} + R_{4},
\]

where \( \alpha \) is any positive constant and \( R_{i} \) is defined as follows:

\[
R_{1} = \int_{\alpha t}^{t} \int \nabla G(x - y, t - s) \cdot u(y, s)(\nabla K * u)(y, s)dyds,
\]

\[
R_{2} = -\int_{\alpha t}^{t} \int_{|y| \leq \alpha \sqrt{t}} (\nabla G(x - y, t - s) - \nabla G(x, t)) \cdot u(y, s)(\nabla K * u)(y, s)dyds,
\]

\[
R_{3} = \int_{\alpha t}^{t} \int_{|y| \geq \alpha \sqrt{t}} \nabla G(x - y, t - s) \cdot u(y, s)(\nabla K * u)(y, s)dyds,
\]

\[
R_{4} = -\int_{\alpha t}^{t} \int_{|y| \geq \alpha \sqrt{t}} \nabla G(x, t) \cdot u(y, s)(\nabla K * u)(y, s)dyds.
\]

Due to the weak Young inequality for the convolution, for \( p \in [1, 2) \), we estimate \( R_{1} \) as

\[
\|R_{1}\|_{p} \leq C \int_{\alpha t}^{t} (t - s)^{-\frac{3}{2} + \frac{1}{p}} \|u(s)(\nabla K * u(s))\|_{1} ds
\leq C \int_{\alpha t}^{t} (t - s)^{-\frac{3}{2} + \frac{1}{p}} \|\nabla u(s) * K\|_{p_{0}} \|u(s)\|_{q_{0}} ds
\leq C \int_{\alpha t}^{t} (t - s)^{-\frac{3}{2} + \frac{1}{p}} s^{-\frac{3}{2}} ds \|\nabla u\|_{p_{0}}^{\ast} \|u\|_{q_{0}} \|K\|_{1},
\]

with \( p_{0}, q_{0} \) fulfilling \( \frac{1}{p_{0}} + \frac{1}{q_{0}} = 1 \). Since we are separated from zero, we have no restriction on the exponent of \( s \), thus for all \( p \in [1, 2) \) we have

\[
t^{\frac{3}{2} - \frac{1}{p}} \|R_{1}\|_{p} \leq C t^{-\frac{1}{2}} \|\nabla u\|_{p_{0}}^{\ast} \|u(s)\|_{q_{0}} \|K\|_{1} 2(1 - \alpha)^{\frac{1}{2} - \frac{1}{p}} \alpha^{-\frac{3}{2}} = C_{1}(\alpha) t^{-\frac{1}{2}}.
\]

For \( p > 2 \), we modify the above calculations in the following way

\[
\|R_{1}\|_{p} \leq C \int_{\alpha t}^{t} (t - s)^{-\left(\frac{1}{2} - \frac{1}{p}\right) - \frac{1}{2} + \varepsilon} \|u(s)(\nabla K * u(s))\|_{2+\eta} ds
\leq C \int_{\alpha t}^{t} (t - s)^{-\left(\frac{1}{2} - \frac{1}{p}\right) - \frac{1}{2} + \varepsilon} \|\nabla u(s) * K\|_{p_{0}} \|u(s)\|_{q_{0}} ds
\leq C \int_{\alpha t}^{t} (t - s)^{-1 + \frac{1}{p} + \varepsilon} s^{-2 - \varepsilon} ds \|\nabla u\|_{p_{0}}^{\ast} \|u\|_{q_{0}} \|K\|_{1}
\leq C t^{-\left(\frac{3}{2} - \frac{1}{p}\right) - \frac{1}{2}} \|\nabla u\|_{p_{0}}^{\ast} \|u\|_{q_{0}},
\]
where \( \frac{1}{p_0} + \frac{1}{q_0} = \frac{1}{2 + \eta} = \frac{1}{2} - \varepsilon \). The constant \( \varepsilon \) we choose in such a way that \( \varepsilon < \frac{1}{2} - \frac{1}{p} \), which, since there are no restrictions on the exponent of \( s \), gives the required estimate.

To get the estimate of \( L^p \) norm of \( R_2 \), first let us observe that by direct calculations, we can obtain following estimate for the integrand

\[
\| \nabla G(x - y, t - s) - \nabla G(x, t) \|_p \leq C \left( t^{-\left(1 - \frac{1}{\rho}\right)} |y| + t^{-\left(1 - \frac{1}{\rho}\right) - \frac{3}{2} s} \right). \tag{4.3}
\]

Additionally, we can estimate the integral \( \int_0^{+\infty} \| u(s)(\nabla K * u)(s) \|_1 ds \) as

\[
\int_0^{+\infty} \| u(s)(\nabla K * u)(s) \|_1 ds \leq \int_0^1 \| u(s)(\nabla K * u)(s) \|_1 ds + \int_1^{+\infty} \| u(s)(\nabla K * u)(s) \|_1 ds \leq C \left( \int_0^1 \| u(s) \|_1^{1 - \theta} \| \nabla K \|_{2, \infty} \| u(s) \|_p^{1 + \theta} ds \right)
\]

\[
\leq C \left( \int_0^1 s^{-\frac{1}{2}} ds \| \nabla K \|_{2, \infty} \| u(t) \|_p^{1 + \theta} \| u(t) \|_1^{1 - \theta} + \int_1^{+\infty} s^{-\frac{1}{2}} ds \| u(t) \|_{q_0} \| \nabla u \|_p \| K \|_1 \right)
\]

\[
\leq C \left( \| u(t) \|_p^{1 + \theta} \| u(t) \|_1^{1 - \theta} + \| u(t) \|_{q_0} \| \nabla u \|_p \right),
\]

with any \( w \in \left( \frac{4}{3}, 2 \right) \) and \( \theta \) as in Theorem 2.1 and \( \frac{1}{p_0} + \frac{1}{q_0} = 1 \).

Applying the above estimate and the inequality (4.3), we have

\[
\| R_2 \|_p \leq \int_0^{at} \int_{|y| \leq \alpha \sqrt{t}} \| \nabla G(x - y, t - s) - \nabla G(x, t) \|_p |u(y, s)(\nabla K * u)(y, s)| dy ds
\]

\[
\leq t^{-\left(1 - \frac{1}{\rho}\right)} \int_0^{at} \int_{|y| \leq \alpha \sqrt{t}} C(t^{-\frac{1}{2}} |y| + t^{-1} s) |u(y, s)(\nabla K * u)(y, s)| dy ds
\]

\[
\leq t^{-\left(1 - \frac{1}{\rho}\right)} C \alpha \int_0^{at} \| u(s)(\nabla K * u)(s) \|_1 ds
\]

so that

\[
t^{\frac{3}{2} - \frac{1}{\rho}} \| R_2 \|_p \leq \alpha C (\| u(t) \|_p^{1 + \theta} \| u(t) \|_1^{1 - \theta} + \| u(t) \|_{q_0} \| \nabla u \|_p) = C_2(\alpha).
\]

Dealing with \( R_3 \) and \( R_4 \), we will focus on the dependence on \( t \). We have

\[
\| R_3 \|_p \leq \int_0^{at} \left\| \int_{|y| \geq \alpha \sqrt{t}} \nabla G(x - y, t - s) \cdot u(y, s)(\nabla K * u)(y, s) dy \right\|_p ds
\]

\[
\leq C \int_0^{at} (t - s)^{-\left(\frac{3}{2} - \frac{1}{\rho}\right)} \int_{|y| \geq \alpha \sqrt{t}} |u(s)(\nabla K * u(s))| dy ds
\]

\[
\leq C t^{-\left(\frac{3}{2} - \frac{1}{\rho}\right)} (1 - \alpha)^{-\left(\frac{3}{2} - \frac{1}{\rho}\right)} \int_0^{at} \int_{|y| \geq \alpha \sqrt{t}} |u(s)(\nabla K * u(s))| dy ds.
\]
As we showed in the previous case, the last integral extended to the whole $\mathbb{R} \times \mathbb{R}^2$ is finite. Thus, this integral can be estimated by
\[
\int_0^{\alpha t} \int_{|y| \geq \alpha \sqrt{t}} |u(s)(\nabla K * u(s))| \, ds \leq \int_0^{\infty} \int_{|y| \geq \alpha \sqrt{t}} |u(s)(\nabla K * u(s))| \, ds = F(\alpha, t),
\]
where the function $F(\alpha, t)$ for each fixed $\alpha$ tends to 0 together with $t$. So
\[
t^{\frac{3}{2} - \frac{1}{p}} \| R_3 \|_p \leq C_3(\alpha) F(\alpha, t).
\]

Similarly we deal with $R_4$ to get
\[
\| R_4 \|_p \leq C t^{-\left(\frac{3}{2} - \frac{1}{p}\right)} \int_0^{\infty} \int_{|y| \geq \alpha \sqrt{t}} |u(y, s)(\nabla K * u)(y, s)| \, dy \, ds,
\]
and finally
\[
t^{\frac{3}{2} - \frac{1}{p}} \| R_4 \|_p \leq C_4(\alpha) F(\alpha, t).
\]

Coming back to the statement of the proposition, we arrive at
\[
t^{\frac{3}{2} - \frac{1}{p}} \| B(u, u)(t) \|_p \leq C_1(\alpha) t^{-\frac{1}{2}} + (C_3(\alpha) + C_4(\alpha)) F(\alpha, t) + C_2(\alpha),
\]
where $C_1$, $C_3$, $C_4$ are bounded for all $\alpha$, $C_2(\alpha)$ tends to 0 together with $\alpha$, and the function $F(\alpha, t)$ tends for all $\alpha$ to 0 when $t$ tends to $+\infty$. Thus, for any $\varepsilon > 0$, we can choose $\alpha_0$ such that $C_2(\alpha_0) < \frac{\varepsilon}{2}$. For such $\alpha_0$, we can choose $t_0$ such that for $t > t_0$ we have $C_1(\alpha) t^{-\frac{1}{2}} + (C_3(\alpha) + C_4(\alpha)) F(\alpha, t) < \frac{\varepsilon}{2}$, which implies the required statement. 
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