Extraction of Projection Profile, Run-Histogram and Entropy Features Straight from Run-Length Compressed Text-Documents
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Abstract- Document Image Analysis, like any Digital Image Analysis requires identification and extraction of proper features, which are generally extracted from uncompressed images, though in reality images are made available in compressed form for the reasons such as transmission and storage efficiency. However, this implies that the compressed image should be decompressed, which incurs additional computing resources. This limitation induces the motivation to research in extracting features directly from the compressed image. In this research, we propose to extract essential features such as projection profile, run-histogram and entropy for text document analysis directly from run-length compressed text-documents. The experimentation illustrates that features are extracted directly from the compressed image without going through the stage of decompression, because of which the computing time is reduced. The feature values so extracted are exactly identical to those extracted from uncompressed images.
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I. INTRODUCTION

Feature extraction is considered to be the most critical stage and plays a major role in the success of all image processing and pattern recognition systems [1]. Accordingly many sophisticated feature extraction techniques have been developed in the literature of document image analysis to deal with documents [2]. However, these techniques require that documents should be in uncompressed form. In real life, most of the document processing systems like fax machines [3], xerox machines, and digital libraries use compressed form to provide better transmission and storage efficiency. But the existing system has to decompress the document and process further. Thus decompression has become an unavoidable prerequisite which incents extra computation time and buffer space. Therefore, it would be appropriate to think of developing algorithms which can handle these compressed documents intelligently straight in their compressed formats.

Handling compressed documents directly for applications in image analysis and pattern recognition, is a challenging goal. The initial idea of working with compressed data was envisioned by a few researchers in early 1980’s [4], [5]. Run-Length Encoding (RLE), a simple compression method was first used for coding pictures [6] and television signals [7]. There are several efforts in the direction of directly operating on document images in compressed domain. Operations like image rotation [8], connected component extraction [9], skew detection [10], page layout analysis [11] are reported in the literature related to run-length information processing. There are also some initiatives in finding document similarity [12], equivalence [13] and retrieval [14]. One of the recent work using run-length information is to perform morphological related operations [15]. In most of these works, they use either run-length information from the uncompressed image or do some partial decoding to perform the operations. However, to our best knowledge a detailed study on compressed documents from the viewpoint of computational cost, efficiency and validation with large dataset has not been attempted in the literature. In this research work, a novel idea of feature extraction straight from the compressed data is explored on binary documents as a case study to show the extraction of identical results from decompressed and Run-length Compressed Domains (RCD). The scope and overall architecture of RCD is shown in Fig-1.

![Fig. 1: Proposed architecture for feature extraction and document analysis in uncompressed and Run-length Compressed Domains (RCD)](image)

Recently, there are few research efforts in direct processing of color images using JPEG and Wavelet compressed domain like face recognition [16], image indexing and retrieval [17]. Because of lossy compression techniques used with these color images, we cannot expect to extract identical features from their compressed and decompressed versions. However, an approximate to the original feature...
could be extracted from their compressed images, but we do not discuss these issues in this paper.

The objective of this research is not to define a new set of features to be extracted from compressed document images, but to extract the conventional features which are usually extracted from uncompressed documents, the novelty being to extract them straight from compressed version without spending on decompressing the image. As a consequence of this research, many efficient applications like text segmentation [18], document equivalence [19], word spotting in compressed documents are expected to be developed. Rest of the paper is organized as follows: section-2 describes some background details and proposed methods, section-3 discusses the experimental results and section-4 concludes the paper with a brief summary.

II. PROPOSED METHODOLOGY

In this section, we will discuss the methods evolved by us, to extract the features straight from the compressed documents. Initially we give some background information necessary to understand our choice for working with binary documents popularly available in the form of TIFF image format. Then, we discuss about the data structure of run-length compressed data, which is then followed by brief idea about the projection profile, run-histogram and entropy.

A. Background

There are many document image compression file formats available in the literature: BMP, PDF, JPEG and TIFF are commonly preferred formats. TIFF is very popular in handling monochrome or fax and handwritten documents and also preferred for archiving in digital libraries and in many network applications like printers, fax and xerox machines.

TIFF provides many built in compression algorithms: CCITT Group 3 (T.4)[20], CCITT Group 4 (T.6)[21] and many more. T.6 provides better compression ratio than T.4 and hence it was developed for archival purpose. However, the encoding process in T.6 is 2D and takes previous encoded line to encode the current line. In case of any single error during transmission, the whole document becomes unusable after decoding. Therefore, the natural choice for fax or network applications is T.4 standard, which facilitates both 1D and 2D coding. In this research work, we propose to use data from 1D (line by line) coding popularly known as Modified Huffman (MH) coding which is supported by all fax compression techniques. The basic and lossless compression scheme used here is Run-Length Encoding (RLE). In this paper, as we intend to show direct and identical feature extraction from compressed data, we chose to work on Run-length encoded binary documents.

In RLE, a run is a sequence of pixels having similar value and the number of such pixels is length of the run. The representation of the image pixels in the form of sequence of run values \( P_i \) and its lengths \( L_i \) is run-length encoding. It can be mathematically represented as \( (P_i, L_i) \). However, for binary images the coding is done with alternate length information of black and white pixels, which results in compact representation. The Table-I, gives the description of compressed data using RLE technique. The compressed data consists of alternate columns of number of runs of ‘0’ and ‘1’ identified as odd columns \((1, 3, 5, \ldots)\) and even columns \((2, 4, 6, \ldots)\) respectively. The proposed algorithms for extracting features like projection profile, run-histogram and entropy work on these type of data that will be frequently referred in this paper as compressed data.

TABLE I: Description of run-length compressed binary data

| Binary Image Data | Compressed Data | No. of Transitions (Positions) |
|-------------------|----------------|-------------------------------|
|                   | 1   | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
|                   | 1   | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |

B. Profiling

A projection profile is a histogram of the number of black pixel values accumulated along parallel lines taken through the document [22]. In the literature of document image analysis, projection profile methods have been used for skew estimation [23], text line segmentation [18], page layout segmentation [24] and in many more applications. For an uncompressed document of \( m \) rows and \( n \) columns, the mathematical representation for Vertical Projection Profile (VPP) [25] and Horizontal Projection Profile (HPP) are given below.

\[
VPP(y) = \sum_{1 \leq x \leq m} f(x, y); HPP(x) = \sum_{1 \leq y \leq n} f(x, y)
\]

However, the above formulae may not be directly applicable to work with our compressed data. We know that these data consists of alternate runs of black and white pixels which motivates us to add row-wise the alternate black-pixel-runs and skipping all white-pixel-runs to obtain VPP. The proposed method is simple and straight forward in getting VPP curve directly from the compressed data. However, obtaining HPP curve is a complex task. This is because the vertical information is not directly available in the compressed representation. So, we have developed an algorithm to compute HPP by pulling-out the run values from all the rows simultaneously using first two columns from compressed data shown in Table-I. In presence of zero run values in both the columns, the runs on the right are shifted to two positions leftwards. Thus for every pop operation, the run value is decremented by 1 and if the popped-out element is from first column then the transition value is 0 otherwise 1. This process is repeated for all the rows generating a sequence of column transitions from the compressed file which may be called virtual decompression. Thus addition of all these poppedout elements column-wise results in HPP curve. Consider a
running example of a document \((m \times n)\) and its compressed data of size \(m \times n',\) where \(n' < n.\) The conventional VPP and HPP methods require \(m \times n\) units of additions and memory space. Whereas, the time complexity of proposed methods are \(m \times (n'/2)\) and \(n \times m \times k\) respectively, where \(k\) is the computing time for \(n \times m\) virtual decompression (popping and shifting) and additions. The comparative analysis of these methods is demonstrated with experiments in section 3.

C. Run-Histogram

Generally a histogram of a digital image represents the frequency of number of intensity values present in the image [26]. However for binary images, a simple histogram would not give much information needed for document analysis. This motivates us to define run-histogram on compressed data, which has been recently applied for document retrieval and classification [27] using uncompressed documents. The compressed data in Table-I contains alternate columns of white and black pixel runs. Using this data structure, we compute the frequency of each run separately for even and odd columns to obtain black-pixel and white-pixel run-histograms. Combining these two run-histograms we get black-white run-histogram. Their time complexities are \(m \times (n'/2),\) \(m \times (n'/2)\) and \(m \times n\) respectively.

The above run-histogram can be used to analyze the amount of information and blank space available within the document. Consider a simple application; a run-histogram along the peaks of projection profile shown in Fig-2c can give an approximate idea of number of words and their separation information existing within the compressed text line. Very recently the work of [27] incited us to extend the idea of run-histogram to logarithmic scale run-histogram. The quantized length of the runs in a logarithmic scale is as follows:[1], [2], [3 –4], [5 –8], [9 –16], ... [129–]. The number of bins required can be created based on the application. The special feature of these type of run-histograms is that the runs are clustered based on the logarithmic scale. This may find real time applications in many areas. One such application could be counting number of blank lines (run value equal to column size) within the compressed document. Thus, we hope that proposed techniques will be useful for many other applications of document processing on compressed data.

D. Entropy

In this research work, we demonstrate the extraction of Conventional Entropy Quantifier (CEQ) and Sequential Entropy Quantifier (SEQ) proposed by [19], straight from the compressed data. The details regarding the idea, motivation and formulation of CEQ and SEQ can be obtained in [19]. CEQ measures the energy contribution of each row by considering the probable occurrence of +ve \((0-1)\) and -ve \((1-0)\) transitions among the total number of pixels present in that particular row. On the other hand SEQ measures the entropy at the position of occurrence of these transitions. However from the compressed data, these information are easily available in the alternate even \((+ve)\) and odd \((-ve)\) columns as shown in Table-I. In each row, counting the number of even or odd columns of non-zero runs, leaving the first column \((run)\) gives the number of +ve or -ve transitions respectively. Whereas, the summation of all the previous runs incremented by \(1\) is the position of the transition point at a particular column as shown in Table-I. The time complexity for CEQ is \(m \times (n' - 1)\) search and \(m\) entropy computations, whereas for SEQ is \(m \times (n' - 1)\) and \(m \times (n' - 1).\)

The mathematical formulations for computing horizontal entropy using CEQ and SEQ from compressed data are given below.

For CEQ, \(E(t) = p \times \log \left(\frac{1}{p}\right) + (1 - p) \times \log \left(\frac{1}{1-p}\right)\)

where \(t\) is the transition from \(0 \rightarrow 1\) and \(1 \rightarrow 0, E(t)\) is the entropy. Accordingly \(p\) is ratio of number of +ve or -ve transitions to that total number of transitions possible in a row \((n' - 1,\) where \(n\) is summation of all runs in a row). Entropy at even and odd columns are computed independently and termed as \(E'(t)\) and \(E'(t)\) respectively and the total entropy \(E(t)\) of each row is the summation of \(E'(t)\) and \(E'(t).\) For SEQ, the probable occurrence \(p\) is replaced by the position parameter \(pos,\) which indicates the position of transition point. If the transition occurs between two columns \(C_{m_1}\) and \(C_{m_2}\) in row \(r_n\) then corresponding row entropy is formulated as:

\[E(\beta) = \frac{m}{n} \times \left(\frac{\text{Pos}}{n} \times \log \left(\frac{n}{\text{Pos}}\right) + (m - \frac{\text{Pos}}{n}) \times \log \left(\frac{m}{m \times n - \text{Pos}}\right)\right)\]

where \(\beta = 1, \ldots, m.\) Total entropy for each row is the summation of entropy at even and odd columns represented as \(E'(\beta)\) and \(E'(\beta)\) respectively. The total horizontal entropy using CEQ and SEQ are the summation of \(E(t)\) and \(E(t)\) of all rows in the compressed data. In order to compute the vertical entropy from compressed data, the virtual decompression algorithm discussed earlier is applied to extract column transition values and entropy is computed using the formulas proposed by [19]. Due to page constraints, we do not discuss these details in this paper. The experimental results and computational efficiency of horizontal entropy using CEQ and SEQ is demonstrated in section 3.

III. EXPERIMENTAL RESULTS AND DISCUSSIONS

In this research work, we have proposed algorithms to extract features directly from run-length compressed documents. In real time, the run-length data has to be extracted from the compressed files using partial huffman decoding as shown in the Fig-1. However in order to validate our proposed ideas, we have considered ten noise free, manually run-length compressed machine printed text-documents for experimentation.

Consider a decompressed version of a sample document in Fig-2a, the horizontal and vertical projection profile curves and run-histogram feature obtained with our proposed methods using compressed and decompressed data of this document are given by Fig-2. The document in Fig-2a consists of eight text lines which are clearly visible by the number of peaks present in profile diagram extracted from its compressed (Fig-2c) and decompressed data (Fig-2e). Further processing of the this projection profile leads to text line segmentation. The experimental results in Fig-2 show that the...
features such as HPP, VPP and run-histogram extracted from compressed and decompressed data are identical.

Histogrames are used to plot the frequency of the contents present in the image. However for compressed data, we have used histogram to plot the run frequency information. This results in three different run-histograms: black-pixel-run, whitepixel-run and combining both we get black-white-pixel-run. Fig-3a, Fig-3b and Fig-3c shows these three different types of run-histograms for the sample document considered above. Also as discussed in the earlier section, the three different run-histograms obtained from the compressed document using logarithmic scale are shown in Fig-3d, Fig-3e and Fig-3f.

The Table-II gives the total computation time saved in extracting different features proposed from 10 compressed documents. The total computation time saved is calculated by the formula \((T_1 - T_2) / T_1 \times 100\), where \(T_1\) and \(T_2\) are total computation time for extracting features with and without decompression time \((D)\) respectively. Apart from saving computation time, the proposed feature extraction methods are themselves efficient as shown by the feature extraction time graphs in Fig-4a, Fig-4c, Fig-4g and Fig-4i. On the other hand we experience computation time loss in case of HPP due to virtual decompression as shown by Table-II, Fig-4e and Fig-4f. But the over all performance of feature extraction directly from compressed data is appealing.

We have used CEQ and SEQ entropy measures to compute horizontal entropy directly from the compressed document. The entropy values obtained match exactly with that of conventional method as shown in Table-III. The total computation time saved for a sample of 10 compressed and decompressed documents is tabulated in Table-II.

TABLE III: CEQ and SEQ feature comparison

| Document | CEQ | SEQ |
|----------|-----|-----|
| Sample Document | | |
| Compressed | Decompressed | Compressed | Decompressed |
| Sample Document | | | |
TABLE II: Total feature extraction time (in seconds)

| Sample | Vertical Projection Profile | Horizontal Projection Profile | Run-Time | CHQ | SOQ |
|--------|-----------------------------|-------------------------------|----------|----|-----|
|        | T1 | B1 | T1 | Time Saved (%) | T2 | B2 | T1 | Time Saved (%) | T3 | B3 | T1 | Time Saved (%) | T4 | B4 | T1 | Time Saved (%) |
| 10 Docs | 0.061 | 1.80 | 2.022 | 97.80 | 1.241 | 1.80 | 2.333 | 98.46 | 1.048 | 1.80 | 2.247 | 94.20 | 0.126 | 1.80 | 2.962 | 93.85 |

Fig. 4: Feature extraction time graphs from compressed and uncompressed data with (Fig-4b, Fig-4d, Fig-4f, Fig-4h, Fig-4j) and without (Fig-4a, Fig-4c, Fig-4e, Fig-4g, Fig-4i) decompression time
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