Mechanism of Luminescence Ring Pattern Formation in Quantum Well Structures: Optically-Induced In-Plane Charge Separation
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About a year ago, two independent experiments\textsuperscript{[1, 2]}, imaging indirect exciton luminescence from doped double quantum wells under applied bias and optical excitation, reported a very intriguing observation: under certain experimental conditions, the exciton luminescence exhibits a ring pattern with a dark region in between the center excitation spot and the luminescent ring that can extend more than a millimeter from the center spot. Initial speculations on the origin of this emission pattern included supersonic ballistic transport of excitons due to their dipole-dipole repulsion and Bose superfluidity of excitons. In this paper we show that the ring effect is also observed in single quantum well structures, where only direct excitons exist. More importantly, we find that these experimental results are quantitatively explained by a novel coupled 2D electron-hole plasma dynamics, namely, photoinduced in-plane charge separation. This charge separation explains extremely long luminescence times that may be more than a microsecond for the ring — orders of magnitude longer than the emission lifetime of the excitons in the center spot. This method of continuously creating excitons may result in a highly dense exciton gas which is also well thermalized with the lattice (since the particles can cool over the very long luminescence time after their hot optical creation), thus opening up opportunities for a detailed study of quantum statistics. The in-plane separation of the charges into positive and negative regions, with a sharp interface between them is an interesting new example of nonequilibrium dynamics and pattern formation.

Butov et. al. \textsuperscript{[1]} and Snoke et. al. \textsuperscript{[2]} independently studied the emission from a modulation doped double quantum well (QW) structures under optical excitation from a tightly focused laser beam. When voltage is applied in the growth direction, emission is observed from indirect excitons — bound states of a single electron in one QW with a single hole in the other. Imaging the spatial distribution of this emission reveals a surprising pattern: in addition to the expected emission at the excitation spot, an emission ring is seen at large radial distances, with a dark region in between the center spot and the ring. The radius of the ring emission depends on the excitation power. An example of such an emission pattern is shown in Figure \textsuperscript{1a}. This striking effect calls for a consistent explanation of its underlying physical origin, which is the main purpose of this paper. Initial speculations based
on various exciton transport mechanisms and macroscopically coherent excitonic effects are inconsistent with many experimental results [3]. It is obvious that there is transport of particles from the excitation spot to the remote ring over macroscopic distances. However, in order to understand this effect, there are a few key questions one needs to address: (a) what types of particles or quasi-particles are being transported through the dark region to the ring location and what is the role of excitons in the transport and in the emission compared to that of free carriers? (b) what is the driving force for this unique transport?

One of the first key clues for solving this problem is our observation that identical ring patterns are also seen in single quantum well structures (see below), as opposed to the double QW structures studied in the initial reports [1, 2]. In our structure, there are only direct excitons (bound states of a single electron and a single hole in the same QW), which implies that the effect does not depend on the specific characteristics of indirect excitons (such as long lifetimes) as was suggested previously. Another important clue can be found in the observed excitation energy threshold of the ring formation as shown in Figure 1b: the ring easily forms only with photoexcitation energies which are above the AlGaAs barrier bandgap energy. This implies that the photogenerated hot carriers are a crucial ingredients in the ring formation and that the effect depends on the structure as a whole and not only on the local QW region. Since it is known that in modulation doped structures, optical excitation above the barriers can lead to depletion of electrons [4], it is interesting to ask whether the mechanism responsible for the ring formation has to do with such optical depletion.

It is then sensible to obtain further insight into the above mentioned questions by performing careful spectroscopic studies. The lineshapes, linewidths, and energies of the emission from the center spot and the ring are very good local probes of the carrier density distributions in the QW plane. In particular, excitonic emission lines characteristic of low densities should be significantly narrower, more symmetric, and blue shifted compared to emission resulting from recombination of free electron-hole plasmas of high densities [5].

Figure 2a-c show the ring pattern from our single well sample at various different excitation powers. As shown in more detail in Figure 3a, the ring radius grows (sublinearly) with increasing excitation power above a certain critical threshold for ring creation. Figure 2g-i show the center spot and ring PL spectra corresponding to Figure 2a-c. The detailed behavior of the spectral linewidth and energy as a function of excitation power is shown in Figure 3b-c for both the center spot and the ring. From Figure 3b-c, we see the following
trend: At low excitation power, there is no ring and the emission of the center spot is broad, asymmetric, and red shifted (see also Figure 2g), which would be characteristic of emission from a region with a high density of dissociated charge carriers (an electron-hole plasma). As the power is increased towards the critical power for ring creation, the linewidth of the central spot narrows by a factor of two, becomes more symmetric (not shown), and less red shifted compared to the central spot at lower density. Since the line is symmetric and narrow, we believe this to be the natural emission of a gas of excitons. At excitation powers just above the critical power for ring creation, the spectra of both the ring and the central spot remain narrow and symmetric, and remain roughly at the same energy (see also Figure 2h). As the power is further increased and the radius of the ring grows, the spectrum of the central spot red shifts, broadens, and becomes asymmetric (see also fig 2i), indicative of a gas of dissociated carriers again. In contrast, the spectrum of the ring remains nearly constant: unshifted, symmetric, and narrow, indicative of a gas of excitons. Finally, Figure 3d plots the peak PL intensities as a function of power. The center spot emission increases with power, except for a sudden drop around the threshold for ring creation. The ring intensity, on the other hand, drops with increasing power (and corresponding increasing radius).

We now try to construct a consistent physical picture to account for all of our experimental results. Figure 4a shows a schematic description of the relevant processes associated with above-the-barrier photoexcitation, under an applied bias in the growth direction. Without photoexcitation, a 2D electron gas is present in the QW due to the modulation doping of the sample (this is likely to be true even for the samples of Ref. [1] when under bias). Applying bias will change the electron density in the QW and generate a leakage current. When hot electrons and holes are photogenerated by the laser, as shown by the red and blue dots in Figure 4a, they can either drift under the applied bias to the contacts or cool down through phonon-carrier or carrier-carrier scattering, and consequently get trapped in the QW (red and blue open circles). However, the trapping rate of holes is expected to be larger than that of the electrons. This can be attributed to several factors: First, the hole has a much smaller drift velocity (mobility) than the electron, by a factor of 10-20 [6], so it takes longer for the hole to drift away from the QW, and thus it has a higher probability of scattering into the QW. Secondly, the phonon scattering time of the holes is much shorter than that of the electrons [7]. This results in the hot holes cooling faster (and drifting slower). As a consequence, there is an excess of photogenerated holes that end up trapped in the QW.
These holes will recombine with the electron gas in the QW, thus depleting it. The degree of depletion depends on the photogeneration rate compared to the leakage rate from the contacts which can replenish the electron density. With high enough excitation power, the electron gas can be almost completely depleted, leaving a population of trapped cold holes instead. Since the illumination area is small, the optically induced depletion of electrons and the accumulation of the holes in the QW plane is local. As a result, close to the center spot, there will be a puddle of holes, surrounded by a sea of electrons. Due to diffusion, the holes tend to spread outwards, while the electrons will flow inwards. This process is schematically shown in Figure 4b. In steady state, the holes and electrons are spatially separated in the plane of the QW, perpendicular to the applied electric field, forming a sharp (nominally circular) boundary which extends to a radius larger than that of the excitation spot. Since electrons and holes can only recombine where they meet, a sharp luminescence ring will form at the boundary between the two regions of opposite charges.

With this physical picture, the dynamics of the carriers in the QW plane can be described using the following coupled rate equations:

\[
\frac{\partial n_{\text{hot}}}{\partial t} = D_{\text{hot}}^e \nabla^2 n_{\text{hot}} - \frac{n_{\text{hot}}}{\tau_{\text{cool}}^e} - \frac{n_{\text{hot}}}{\tau_{\text{drift}}^e} + Af(r) \quad (1)
\]

\[
\frac{\partial p_{\text{hot}}}{\partial t} = D_{\text{hot}}^h \nabla^2 p_{\text{hot}} - \frac{p_{\text{hot}}}{\tau_{\text{cool}}^h} - \frac{p_{\text{hot}}}{\tau_{\text{drift}}^h} + Af(r) \quad (2)
\]

\[
\frac{\partial n_{\text{cold}}}{\partial t} = D_{\text{cold}}^e \nabla^2 n_{\text{cold}} + \frac{n_{\text{hot}}}{\tau_{\text{cool}}^e} - \frac{n_{\text{cold}}}{\tau_{\text{leak}}^e} - \xi n_{\text{cold}} p_{\text{cold}} \quad (3)
\]

\[
\frac{\partial p_{\text{cold}}}{\partial t} = D_{\text{cold}}^h \nabla^2 p_{\text{cold}} + \frac{p_{\text{hot}}}{\tau_{\text{cool}}^h} - \frac{p_{\text{cold}}}{\tau_{\text{leak}}^h} - \xi n_{\text{cold}} p_{\text{cold}} \quad (4)
\]

The first two equations describe the dynamics of the density distributions of hot electrons \( n_{\text{hot}}(\vec{r}) \) and hot holes \( p_{\text{hot}}(\vec{r}) \) in the plane. Here, the first term on the right hand side of these equations allows the hot electrons and holes to diffuse with diffusion constants \( D_{\text{hot}}^e \) and \( D_{\text{hot}}^h \) (the \( \nabla^2 \) are derivatives in the in-plane directions only). The next two terms on the right hand side allow the hot electrons and hot holes to cool with characteristic times \( \tau_{\text{cool}}^e \) and \( \tau_{\text{cool}}^h \) respectively or to drift to the contacts with times \( \tau_{\text{drift}}^e \) and \( \tau_{\text{drift}}^h \). Finally, we have added the source term \( Af(r) \) which creates hot electrons and holes from photons. Here, \( f(r) \) is the normalized excitation beam profile and \( A \) is the total absorbed photon flux (each absorbed photon generates one electron and one hole).

Similarly, the third and fourth equations describe the dynamics of the density distributions of cold electrons \( n_{\text{cold}}(\vec{r}) \) and cold holes \( p_{\text{cold}}(\vec{r}) \) in the plane. Again, the first term on
the right hand side allows the cold electrons and holes to diffuse with diffusion constants $D_{\text{cold}}^e$ and $D_{\text{cold}}^h$. The second term on the right hand side generates cold carriers from any hot carriers that are cooled down. The third term on the right hand side allows the cold electrons and cold holes to leak to or from the contacts with rates $\tau_{\text{leak}}^e$ and $\tau_{\text{leak}}^h$ respectively, in a way that tries to bring the densities back to the (equilibrium) densities of the dark state ($n_{eq}$ for electrons, and zero for holes). Finally, the last term on the right hand side represents the recombination of cold electrons and cold holes, where $\xi$ is the electron-hole capture (or collision time) coefficient. Note that we have written this term as being proportional to the product $n_{\text{cold}} p_{\text{cold}}$ which assumes that the rate limiting step in recombination is the rate for the electron and the hole to find each other and form a pair, i.e., we have assumed that once an electron-hole pair is formed, it will recombine immediately. Note also that the intensity of emission is given by the number of electrons and holes that recombine and hence the spatial profile of emission is given by the spatial dependence of the product $n_{\text{cold}} p_{\text{cold}}$.

Although there are many parameters in this model, all of them are known or can at least be estimated. A detailed discussion of all these parameters is given in the methods section below. Further simplification of these equations can be made by neglecting the diffusion of hot carriers in the plane. This is a reasonable assumption because in-plane diffusion is typically much slower than the drifting and cooling processes. Under these assumptions, the equations for the hot carriers can be solved exactly. This reduces the problem to a set of only two coupled rate equations for the cold carriers (see methods section below).

The steady state solutions of the model are presented in Figure 5 for the set of parameters discussed in the methods section below at an excitation power level where a ring is formed. The laser intensity profile is shown in by the black dotted line. The in-plane cold electron and hole density distribution profiles are shown by the red and blue lines, respectively. Consistent with our qualitative picture, the model predicts that both the electron depletion region and the puddle of holes are larger than the excitation spot due to the diffusion processes. The olive line shows the emission profile, which is just the product of the cold electron and cold hole densities. The emission ring appears at the sharp boundary between the electron sea and the hole puddle. The calculated emission patterns corresponding to the experimental conditions of Figure 2a-c are plotted in Figure 2d-f. There is a good agreement between the experiment and calculation except for the experimental asymmetry of the ring with respect to the center spot. We attribute the asymmetry of the ring to a gradient of barrier width,
which for simplicity is not taken into account in our model. As the barrier width changes there will be corresponding changes in $n_{eq}$ causing the ring radius to locally vary.

In order to check the validity and consistency of our model, we compare its predictions to our spectroscopic experimental findings in Figure 3. First, as the excitation power is increased above a threshold, the electron depletion region and the area of the hole puddle increase. This pushes the ring out and away from the center spot. This behavior is well reproduced by the model, as seen in Figure 3e. The second crucial test of our physical picture is its ability to explain the puzzling dependence on excitation power of the linewidth and energy of the PL of the center spot. It is well known that the emission linewidth of a 2D electron-hole gas is a measure of the holes and electron Fermi energies which are determined by their corresponding densities ($n_{cold}$ and $p_{cold}$). Figure 3f shows the calculated linewidth ($\gamma$) assuming a quasi-degenerate 2D electron-hole gas, and is given by $\gamma = E_{ef}^e + E_{hf}^h = \pi \hbar^2 (n_e/m_e + n_h/m_h)$. Here, $E_{ef}^e$ and $E_{hf}^h$ are the electron and hole Fermi energies, and $m_e$ and $m_h$ are the electron and hole effective masses, respectively. The energy shift due to bandgap renormalization also depends on $n_{cold}$ and $p_{cold}$: the larger the total carrier density, the larger the emission red-shift due to carrier-carrier correlations. Following Ref. [8, 9], the bandgap renormalization is approximated by $E_{BGR} = E_0 - \eta (n_{cold} + p_{cold})^{1/3}$, with $\eta$ a fit parameter, and is plotted in Figure 3g. Here, $E_0$ is the QW transition energy (at zero density) and $\eta$ is a fitting parameter. Both the calculated linewidth and energy shift agree well with the experimental results. Finally, Figure 3g plots the calculated peak intensity of the center spot and ring PL as a function of power. As with the previous dependencies, it agrees well with the experimental behavior shown in Figure 3d.

In addition to the above described quantitative agreement of the experiment and the model, it is also very easy to understand how the qualitative trends come about. At low excitation power, we do not generate enough cold holes to substantially deplete the existing cold electron density (estimated to be $10^{11}cm^{-2}$ from PL linewidth). Thus, we should see PL corresponding to recombination in the presence of a high density of free charge carriers which should be broad, red-shifted, and asymmetric, as we indeed observe (see Figure 2g). Increasing excitation power, the depletion of electrons becomes more significant, leading to a reduction of the excess electron density with only a small increase of holes. This lower density leads to a decrease in linewidth and a smaller red-shift of the center spot. As the power is further increased, the center spot is completely depleted of electrons and
the ring starts to appear. At this point, the total carrier density at the center is around \(2 \times 10^{10} \text{cm}^{-2}\), and correspondingly the spectral lines are narrower and less redshifted (see Figure 2h). Increasing the power still further will start to build up a large hole density in the center spot. The increase in charge carriers in the center spot then reverses the previous trend making the central spot once again broad, asymmetric, and redshifted (see Figure 2i).

In contrast, the total carrier density at the ring (estimated to be \(\sim 2 \times 10^{10} \text{cm}^{-2}\)) remains nearly independent of the excitation power, and therefore no change in its linewidth and energy position is observed. At this low density, the emission from the ring appears excitonic.

The ability of our model to describe the various experimental results strongly supports the validity of the physical picture presented above. The agreement of the experiment and theory is impressive — particularly given the very crude nature of the theoretical model. Furthermore, the qualitative trends of the model are quite independent of the precise values of the input parameters.

We are now in a good position to answer the questions posed at the beginning of this paper. According to our model, the particles that are being transported are free carriers and no additional excitonic transport mechanism is necessary in order to explain our experimental data. Nonetheless, it seems that the ring emission is due to excitonic recombination (as is the center spot for excitation powers close to the threshold power for ring creation). The actual thermodynamic state of the exciton gas in the ring remains a very interesting open question. It was hypothesized in Refs. [1, 2] that the exciton gas is statistically degenerate. This is not excluded by our model (see also the discussion below). In fact, our model predicts a carrier density of \(\sim 2 \times 10^{10} \text{cm}^{-2}\), which is of the order of the Kosterlitz-Thouless 2D transition density to a superfluid state at \(T=2\text{K}\). (The data of Figure 2 and 3, however, are performed at higher temperatures). As for the driving force, diffusion of free carriers seems to sufficiently account for the observed effects. At first glance, it might seem that the carrier-carrier Coulomb interaction should play an important role. However, since the distance of the GaAs \(n^+\) conducting layers from the 2D gas layer is very small, any long range Coulomb interactions will be screened out, although plasmons can still propagate, which may be important for understanding the short time behavior reported in Ref. [3]. Furthermore, the Coulomb term may be important in understanding the pattern formation which occurs at very low temperatures, reported in Ref. [4]. In particular, below \(T=1.8\text{K}\), the luminescence ring breaks into a periodic bead-like structures, which could possibly be...
understood as pattern formation arising from competition between repulsion of like charges and attraction of opposite charges.

While our model explains the experiments described here and in Ref. [2, 3] quite well, there are few points left unresolved. First, the observed saturation of the center spot linewidth and energy shift at very high excitation powers cannot be reproduced by our simple model. At such high powers, other effects not included in our model, such as heating and charge buildup, can become significant. Furthermore, the model can only partially account for the results in Ref. [1]. For example, neither our experiments nor our model calculations show any clear evidence of the inner ring seen by Butov et. al. which may be related to the inability of excitons to recombine until they have cooled to energies within the light-cone [1].

Another point worth mentioning is the dependence of the ring PL spatial sharpness with temperature. The model predicts that the ring width increases with increasing particle capture time, which also agrees with the observation that the ring broadens as the temperature is raised. (In the methods section we describe how the particle capture time is estimated). However, other parameters, such as the time constants, may also be temperature dependent making quantitative comparisons difficult at this stage.

A very intriguing prediction of the model is that the macroscopic charge separation and therefore the ring emission persists for an extremely long time compared to the center spot lifetime after the laser excitation is turned off. This behavior is shown in Figure 6 where the ring lifetime is longer than 1 µs. In comparison, the center spot decays after less than 1 ns. While the center spot lifetime is determined by the free carrier recombination time, the ring lifetime is determined by a slow carrier diffusion, which is driven by the carrier density gradients in the plane. This long lifetime of the ring is consistent with time-resolved measurements presented in Ref. [2], which reported a ring PL lifetime longer than 260 ns. This long lifetime suggests that excitons being formed in the ring should be well thermalized because the carriers should have had plenty of time to cool over the long time from their hot optical creation. We suggest that this should be a very good method of forming cold excitons, opening up opportunities for studying their quantum statistics at low temperatures.

**Methods**

With the above mentioned approximation that diffusion of hot carriers can be neglected, in steady state the reduced set of couple equations are simply Eq. 3 and Eq. 4 where
\[ \frac{n_{\text{hot}}}{\tau_{\text{cool}}^e} = C_e A f(r) \] and \[ \frac{p_{\text{hot}}}{\tau_{\text{cool}}^h} = C_h A f(r) \] with \[ C_{e(h)} = \frac{1}{1 + \tau_{\text{cool}}^{e(h)}}/\tau_{\text{drift}}^{e(h)} \]. The ratio between the hot carrier cooling time and drifting time, \( C_{e(h)} \), can be estimated by comparing the experimentally measured light induced electric current to the number of photogenerated hot carriers, which is determined by the number of photons absorbed in the QW structure. We use \( C_e \cong 0.2 \) and \( C_h \cong 1 \). We use a gaussian beam profile \( (f(r)) \) to describe our excitation spot with a beam diameter of 60\( \mu \)m FWHM. The typical photon flux absorbed is \( 2 \times 10^5 \text{ ns}^{-1} \mu \text{m}^{-2} \). \( \xi \), the capture coefficient, is estimated by a simple, classical free electron-hole Coulomb capture model. In this model, a charged carrier is assumed to be captured by an opposite charge if its thermal kinetic energy is smaller than the coulomb attraction. This model results in a capture cross section of \( \sigma = \frac{e^2}{6\pi \varepsilon k T} \). \( \xi \) is then given by \( \sigma v_{th}/d = \frac{e^4}{36\pi \varepsilon^2 d} \sqrt{\frac{3}{\mu^* k T^3}} \) where \( v_{th} \) is the thermal velocity of the carrier, \( \mu^* \) is the reduced electron-hole effective mass, and \( d \) is the thickness of the QW. The electron-hole pair capture time is typically much longer than the recombination time at all the experimental carrier densities. For example, at a carrier density of \( 10^{11} \), the capture time is 1\( \text{ns} \). Therefore, the assumption that \( \xi \) is limited by the capture time is well justified. Although this calculation is quite crude, the calculated capture time is also consistent with the luminescence rise time of the center spot which was measured to be \( \sim 1 \text{ns} \) [2]. The diffusion coefficient for the electrons is calculated from the measured electron mobility of the structure to be \( D_e = 20 \mu \text{m}^2/\text{ns} \) and that of the holes is then inferred to be \( D_h = D_e m_e/m_h = 5 \mu \text{m}^2/\text{ns} \). The leakage time \( \tau_{\text{leak}} \) is taken to be on the order of 10\( \mu \)s, and \( n_{eq} = 10^{11}/\text{cm}^2 \).
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FIG. 1: (a) Example of the luminescence ring for a double quantum well structure (Structure A, see below) similar to the one used in Ref. [2] for two different laser powers. The sample was measured at T=2K, and excited with a HeNe laser (632 nm) with a spot diameter of ∼ 100µm at r = 0. (b) Laser power threshold for the formation of the ring as a function of the excitation energy. This plot shows that the ring forms easily only for excitation energies above the bandgap of the barriers. For samples A and B (solid squares and open triangles, respectively) the bandgap of the barriers (2.0 eV) is marked by vertical line 1. For excitation energies below this threshold, a ring can be formed only by using much larger laser power. For sample C (open circles) the bandgap of the barriers (2.15 eV) is marked with vertical line 2. For this sample, no ring was observed for excitation energies below 2.13 eV. In samples A and B no ring was observed for any excitation power for excitation energies below 1.88 eV. Structure A (solid squares) consists of two 60 Å In_{0.1}Ga_{0.9}As quantum wells, separated by a 40 Å GaAs barrier, with 300 and 1000 Å Al_{0.32}Ga_{0.68}As outer barriers separated from the wells by 50 Å GaAs buffer layer. Structure B consists of two 80 Å GaAs quantum wells, separated by a 40 Å AlAs barrier, with 2000 Å Al_{0.33}Ga_{0.67}As outer barriers, which is the same design as used in Ref. [1]. Structure C (open circles) is the same as structure A, but with Al_{0.44}Ga_{0.56}As outer barriers. Values for bandgaps are taken from Ref. [10].
FIG. 2: Photoluminescence images for our single quantum well sample taken at three different excitation powers, 50, 265 and 296 µW, are shown in the left panel (a)-(c). A ring emission pattern forms when the power is larger than a threshold. The middle panel (d)-(f) shows the results of the model calculations based on a photo-induced, in-plane charge separation (see text). The parameters used for the calculations are discussed in details in the methods section. The asymmetry of the ring pattern with respect to the center spot is probably due to a gradient of the barrier width, which is not taken into account in our model. The right panel (g)-(i) presents the experimentally observed center spot (olive) and ring (purple) emission spectra. In (g) and (i) we see a broadening and a red-shift of the center spot which indicates a high density of carriers compared to the center spot in (h) and to the ring in (h) and (i). The sample was measured at T=12K, and excited with a HeNe laser (632 nm) with a spot diameter of ∼ 60µm. Our sample consists of a single 60Å In$_{0.13}$Ga$_{0.87}$As quantum well surrounded by GaAs/Al$_{0.32}$Ga$_{0.68}$As 50Å/1000Å barriers. A 1000 Å layer of Si doped GaAs is located 2000 Å from the QW on the $n^+$ substrate side and another similar layer is located 1000Å from the QW on the top contact side. See Figure 4a for a schematic diagram of the QW structure. Gold films are deposited on both sides of the sample to form contacts for applying bias. A 3mm hole is opened on the top gold film for the optical measurements.
FIG. 3: Comparison between the experimental and model calculated excitation power dependences: (a) experimental and (e) calculated ring radius. The ring radius increases sublinearly after the excitation power reaches beyond a certain threshold. (b) the linewidth and (c) the energy of the center spot luminescence (olive circles) and the ring luminescence (purple circles). (f) Model calculated linewidth of the luminescence of the center spot and ring assuming degenerate 2D electron-hole plasma. (g) Model calculated energies of the center spot and ring luminescence based on bandgap renormalization. (d) Experimental and (h) calculated PL peak intensity at the center spot and the ring. Vertical dashed lines mark the onset of the ring formation. Note: The ring radius is always measured in the -y direction.
FIG. 4: (a) schematically describes the energy profile of the quantum well structure in the growth direction. Without light, the quantum well contains a 2D electron gas due to modulation doping with a density, and leakage current that depends on the bias. In our model, hot electrons (red solid circles) and holes (blue solid circles) generated by light with an energy above the barriers can either drift to the contacts or cool to become trapped in the quantum well (cold carriers - open circles). The hot holes have a higher probability of cooling down than hot electrons (see text). The excess of cold holes can recombine with the cold electrons leading to a depletion of cold electrons and accumulation of cold holes at the excitation spot. Cold electrons and cold holes can also leak to/from the contacts in this model. (b) Excess cold holes (open blue circles) built up near the excitation spot (shaded circular area) diffuse outwards while the cold electrons (open red circles), present in the absence of photoexcitation, far from the the excitation spot, diffuses inward. A sharp boundary (dotted circle) is formed between the hole puddle and the sea of electrons surrounding it. The recombination of electrons and holes at the boundary gives rise to the ring pattern. There is also a low density of photoexcited electrons in the center spot which quickly recombine with holes.
FIG. 5: (a) Model calculation for a continuous-wave excitation at a power of 350µW. The black dotted line shows the incident photon intensity radial profile. The red and blue lines show the cold electron and cold hole density radial profiles, respectively. The electron depletion and hole accumulation regions are clearly seen to be larger than the excitation spot. The photoluminescence intensity profile, which is proportional to the product of the cold electron and cold hole densities, is plotted in olive. The ring emission pattern forms at the boundary between the puddle of cold holes and the sea of electrons. (b) is a expanded view of (a) around the ring position.
FIG. 6: (a) Calculated emission pattern cross section as a function of time after the excitation power is turned off. The ring emission intensity as well as its radius decay on a time scale of a microsecond. (b) An expanded view of (a) for very short times immediately after the power is turned off. The center spot decays in a typical recombination time of $\sim 50\, \text{ps}$, whereas the ring emission is very robust and persists for more than a microsecond after the excitation power is turned off. This time dependence of our model is in agreement with the experimental time behaviors reported in Ref. [2].