A Novel Battery State of Charge Estimation Method Based on a Super-Twisting Sliding Mode Observer
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Abstract: A novel method for Li-ion battery state of charge (SOC) estimation based on a super-twisting sliding mode observer (STSMO) is proposed in this paper. To design the STSMO, the state equation of a second-order RC equivalent circuit model (SRCECM) is derived to represent the dynamic behaviors of the Li-ion battery, and the model parameters are determined by the pulse current discharge approach. The convergence of the STSMO is proven by Lyapunov stability theory. The experiments under three different discharge profiles are conducted on the Li-ion battery. Through comparisons with a conventional sliding mode observer (CSMO) and adaptive extended Kalman filter (AEKF), the superiority of the proposed observer for SOC estimation is validated.
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1. Introduction

Due to tremendous oil consumption and aggravated environmental pollution, electric vehicles (EVs) have exhibited great promise as a new, alternative means of transportation in upcoming decades [1]. EV performance is heavily reliant on the battery characteristics. Among various power batteries for EVs, such as lead–acid and nickel–hydrogen batteries, the Li-ion battery demonstrates its great superiority in terms of high capacity and power density, fast charge capability, long service life, no memory effect, and low self-charge [2].

The state of charge (SOC) reflects the remaining capacity of the battery and plays an important role in the battery management system (BMS) which guarantees the EV’s safety and reliable driving. In general, an accurate battery SOC indication is the foundation of other state estimations such as state of power (SOP). It is substantial in maximizing battery energy utilization and in preventing the battery from over-charging/over-discharging. Unfortunately, the SOC cannot be directly measured by sensors. It must be estimated by well-developed methods with the aid of measurable signals such as the voltage and current of the battery.

There have been numerous methods developed to estimate the battery SOC and each one has its own merits in some aspects. The most basic method is a coulomb counting method. It is an open-loop estimator and its accumulated error caused by measurement noise and electromagnetic interference cannot be corrected. Moreover, it also cannot offer the initial SOC value. The open circuit voltage (OCV) method is based on a one-to-one mapping from the OCV to the SOC. It provides the initial SOC value, but the battery needs to be rested for a long time to reach a steady state to obtain the OCV of the battery. The long rest period is impractical in the driving process of EVs. Therefore, the OCV method is not suitable for on-line estimation and is often utilized in combination with
other methods [3,4]. Machine learning methods encompass neural network algorithms [5], genetic algorithms [6], support vector machines [7], and so on. These data-oriented algorithms treat the battery as a black box system and are universal for all kinds of batteries. However, they require a large amount of sample data to train the specific intelligent model in advance. Therefore, they demand that the chip of the BMS have high data processing speed and large memory. Furthermore, the SOC is unpredictable in the case of current profiles deviating from the sample data. The above-mentioned methods are all open-loop and are not based on the battery model.

The model-based closed-loop method for SOC estimation is a mainstream solution such as filter and observer [8]. The common filters are the Kalman filter (KF), particle filter (PF), and H infinity filter. KF, as a classical state estimation of a linear system, predicts and self-corrects state variables using an optimal linear filter. In order to deal with the nonlinear behavior of the battery, several enhanced versions of KF have been proposed such as extended KF (EKF) [9], unscented KF (UKF) [10], sigma-point KF (SPKF) [11], and so on. EKF uses the first-order Taylor series expansion and then transforms a linear system to a nonlinear one. Inevitably, this operation gives rise to large linearization errors and complicated computations from the Jacobian matrix, which may cause instability of the filter. The adaptive extended Kalman filter (AEKF), with all the advantages of the EKF, adaptively adjusts the covariance of the process noise and measurement noise in the estimation process to improve the estimation accuracy at the expense of complexity and computational cost [12,13]. Instead of the local linearization in the EKF and AEKF, the SPKF and UKF use an unscented transformation to approximate the noise distribution and offer better SOC estimation results in terms of accuracy and robustness [11,14,15]. However, the process noise and measurement noise of all these KF-based algorithms must conform to a Gaussian distribution. For non-Gaussian distributions, the PF applies the Monte Carlo simulation technique to deal with it [16]. The H infinity filter does not require the statistical proprieties of the battery, but just minimizes the SOC estimation error to a given level [14,17].

The reported observers are the Luenberger observer [18], PI observer (PIO) [19], nonlinear observer (NLO) [20,21], and sliding mode observer (SMO) [22,23]. SMO is an expansion of sliding mode control in the observer domain. The major advantages are the guaranteed stability and the insensitivity to bounded matched disturbances, including modeling imperfections and/or external disturbances [24,25]. More recently, SMO has been adopted to achieve battery SOC estimation. It is generally known that conventional sliding mode (CSM) control itself cannot deal with the chattering problem. The severe chattering has a bad effect on system stability and sensors. A compromised solution for attenuating the chattering is to increase the switching gain of the conventional sliding mode observer (CSMO) at the cost of slow convergence when the initial SOC value is far from its true one. An improved SMO, which guarantees the reachability of the sliding mode surface and reduces the chattering magnitude, has been presented [26,27] by adaptively adjusting the switching gain in response to the observation error compared with the constant switching gain CSMO. However, the robustness has not been analyzed and, therefore, its ability against measurement noise and external disturbances remains unexplained.

The intrinsic constraint of CSM can be mitigated by using high-order sliding mode (HOSM) and transferring the chattering into the high-order sliding mode surface in control theory, while preserving all the advantages of CSM. HOSM has been proven to be effective in the control system of a power converter, electric motor, mechanical arm, and so on [22,28,29]. In this paper, a super-twisting (ST) algorithm, one of the HOSMs, is chosen and applied to the observer to achieving SOC estimation of the battery. The motivation for this paper is to mitigate—and even eliminate—the chattering phenomenon and enhance the performance of SOC estimation for the Li-ion battery in terms of the accuracy, convergence, and robustness.

The remaining part of this paper is organized as follows. In Section 2, a second-order RC equivalent circuit model (SRCECM) is established to characterize the discharge behaviors of the Li-ion battery in the presence of the model uncertainties. The detailed procedures for identifying the model
parameters are also given in this section. In Section 3, based on the established model, the design methodology of the super-twisting sliding mode observer (STSMO) is elaborated for SOC estimation. Then, the proposed observer is validated by experimental results in Section 4. Section 5 concludes the paper.

2. Battery Modeling

2.1. The Second-Order RC Equivalent Circuit Model

There have been many attempts to establish an appropriate battery model for simulating the external characteristics of a battery. The common categories are electrochemical models and equivalent circuit models (ECMs). Electrochemical models comprise a set of coupled partial differential equations which describe how the battery’s potential is produced and affected by electrochemical reactions inside the battery. It is quite accurate, but its calculation is also quite complex. In general, the electrochemical model is applied to design the battery body. The ECM constructed using basic circuit components such as resistors, capacitors, and voltage sources strikes a balance between complexity and accuracy. Meanwhile, the state–space equation is easy to derive, so that the ECM can be embedded into microprocessors and can output the results in real time. Based on existing research, the higher the RC order, the more accurate the ECM is and the more complex the calculation is. In this paper, the SRCECM is chosen, as shown in Figure 1.
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Figure 1. Second-order RC equivalent circuit model.

The SRCECM consists of the following:

1. The capacitor $Q_n$ represents the total stored energy in the battery. The controlled voltage source $V_{oc}(SOC)$ is used to establish the nonlinear relationship between the SOC and the OCV, as shown in Figure 2.
2. $R_0$ is the ohmic resistance, which indicates the internal energy loss of the battery during the charge/discharge process.
3. The parallel network $R_s||C_s$ represents the concentration polarization which reflects the effect of the diffusion of the reactant and product in the electrochemical reaction. $R_m||C_m$ represents the electrochemical polarization, which describes the structure of the double layer of the electrode/solution interface.
In addition, due to extremely low self-discharge rate of a Li-ion battery, the self-discharge resistance is ignored in the model.

\( V_t \) and \( I \) represent the terminal voltage and current, respectively. \( I > 0 \) represents discharge and \( I < 0 \) represents charge. According to Kirchhoff’s law, \( V_t \) can be expressed as

\[
V_t = V_{oc}(SOC) - V_s - V_m - R_0 \cdot I
\]  

(1)

The differential expressions for the SOC, the concentration polarization voltage \( V_s \), and the electrochemical polarization voltage \( V_m \) are

\[
\dot{SOC} = -\frac{I}{Q_n}
\]  

(2)

\[
\dot{V}_s = -\frac{V_s}{R_s \cdot C_s} + \frac{I}{C_s}
\]  

(3)

\[
\dot{V}_m = -\frac{V_m}{R_m \cdot C_m} + \frac{I}{C_m}
\]  

(4)

During a small range of the SOC indicated by the asterisks in Figure 2, the nonlinear relationship between the OCV and SOC can be considered linear [19]. Therefore, the OCV is expressed as a linear function of the SOC by using the piecewise linearization method:

\[
V_{oc}(SOC) = k_0 \cdot SOC + k_1
\]  

(5)

where \( k_0 \) and \( k_1 \) are the different constants for different SOC ranges.

For the fast sampling frequency in SOC estimation, the current change rate \( I \) can be ignored; namely, \( dI/dt = 0 \). We substitute Equations (2)–(5) into the derivative of Equation (1) and rearrange the differential equation:

\[
\dot{V}_t = -k_0 \left( \frac{1}{Q_n} \right) + \frac{V_s}{R_s \cdot C_s} - \frac{I}{C_s} + \frac{V_m}{R_m \cdot C_m} - \frac{I}{C_m} + \xi,
\]  

(6)

where the term \( \xi \) is added into Equation (6), which represents the differential error, the modeling error, and uncertain disturbances such as measurement noise.
Solving $I$ in Equation (1) and substituting it into Equation (2), as well as rearranging Equations (3) and (4), results in the state-space equations of the SRCECM as follows:

$$
\begin{align*}
\dot{V}_i &= -a_1 V_i + a_2 k_0 \text{SOC} - a_3 V_s - a_4 V_m - b_1 I + a_1 k_1 + \xi, \\
\text{SOC} &= a_2 V_i - a_2 k_0 \text{SOC} + a_2 V_s + a_2 V_m - a_2 k_1 \\
\dot{V}_s &= -a_3 V_s + b_2 I \\
\dot{V}_m &= -a_4 V_m + b_3 I \\
\end{align*}
$$

where $b_1 = k_0/Q_n + R_0/(R_s C_s) + 1/C_s + R_0/(R_m C_m) + 1/C_m$; $b_2 = 1/C_s$; $b_3 = 1/C_m$; $a_1 = 1/(R_s C_s)$; $a_2 = 1/(R_m C_m)$; $a_3 = 1/(R_s C_s)$; $a_4 = 1/(R_m C_m)$.

The current and terminal voltage of the battery can be measured, and it is easy to represent the system of the SRCECM as:

$$
\begin{align*}
\dot{x} &= Ax + Bu + \Gamma + \Delta f \\
y &= Cx
\end{align*}
$$

where $x = [V_i \text{SOC} V_s V_m]^T$ is the state vector, and $u(t) = I$ and $y(t) = V_i$ are the input and output of the system, respectively. The matrices $A$, $B$, and $C$ are defined as

\[A = 
\begin{bmatrix}
-a_1 & a_2 k_0 & -a_3 & -a_4 \\
a_2 & -a_2 k_0 & a_2 & a_2 \\
0 & 0 & -a_3 & 0 \\
0 & 0 & 0 & -a_4
\end{bmatrix},
B = 
\begin{bmatrix}
-b_1 \\
0 \\
b_2 \\
b_3
\end{bmatrix},
\Gamma = 
\begin{bmatrix}
a_1 k_1 \\
0 \\
-a_2 k_1 \\
0
\end{bmatrix},
\Delta f = 
\begin{bmatrix}
\xi \\
0 \\
0 \\
0
\end{bmatrix},
C^T = 
\begin{bmatrix}
1 \\
0 \\
0 \\
0
\end{bmatrix}
\]  

where $\Gamma$ is the constant matrix corresponding to the SOC range.

The main objective of this paper is to design an observer which is able to estimate the battery SOC based on the model given by Equation (7). The prerequisite of the successful application of the observer is that the system given by Equation (8) is observable. The observability proof is as follows: the observability matrix is

$$
O(M) = 
\begin{bmatrix}
C & CA & CA^2 & CA^3
\end{bmatrix}^T
$$

The full rank of $O(M)$ is verified by using the model parameters (derived from Section 2.2); thus, the system of the SRCECM is observable and the state variables can be estimated by the observer.

### 2.2. Model Parameter Identification

The experimental platform shown in Figure 3 was built to identify the model parameters and estimate the SOC. The Li-ion battery used in the experiment comprises a graphite cathode and a ternary composite anode of nickel, cobalt, and aluminum. It has a nominal capacity of 2.5 Ah and a nominal voltage of 3.6 V. The dimensions of the Li-ion battery are 18 mm diameter and 65 mm height. This kind of battery is commonly referred to as being of the “18650” format. The battery test system is used to charge or discharge the battery, which has a built-in current integrator that can be used to calculate the SOC reference. Its measurement ranges are 0~5 V and 0~5 A, and the measurement accuracy is ±5 mV/±5 mA. The upper software controls the charging or discharging mode and records the voltage and current data. The sampling interval was 10 s, and the experiment was carried out at room temperature.

Model parameter identification is used to make the model output as close to the battery output as possible utilizing the input and output of the battery with the aid of some mathematical algorithms. Currently, the off-line identification method is more widely applied, since on-line identification is sensitive to the initial values of coefficients and has stability problems due to the cross interference between the model parameters and SOC [30]. A more robust off-line identification method is to fit rest periods of experimental data with exponential functions; therefore, based on the above principle, the pulse current discharge profile as an off-line approach was applied to identify the
During each rest period of the battery, the terminal voltage response can be expressed using Equation (11):

\[
V_s(t) = V_{\infty}(SOC) - V_s e^{-t/\tau_s} - V_m e^{-t/\tau_m} (t_1 < t < t_2)
\]  

(11)

where \( \tau_s = R_s C_s \) and \( \tau_m = R_m C_m \) are the time constants of concentration polarization and electrochemical polarization, respectively. As an example, the seventh terminal voltage (actual value) response is indicated by a red square in Figure 4b where the framed section is magnified in Figure 5. The terminal voltage response profile was fitted based on Equation (11) with the Cftool Matlab fitting tool; thereby, the parameters of \( V_s, V_m, \tau_s, \) and \( \tau_m \) were solved.

At the time of \( t_1 \), the battery finishes the discharge of a certain sequence, and the polarization voltages are

\[
V_s(t_1) = R_s I(t_1) \left( 1 - e^{-t_1/\tau_s} \right)
\]

\[
V_m(t_1) = R_m I(t_1) \left( 1 - e^{-t_1/\tau_m} \right).
\]  

(12)
\( R_s, C_s, R_m, \) and \( C_m \) can be derived as follows:

\[
R_s = \frac{V_s(t_1)}{I(t_1)(1 - e^{-t_1/\tau_s})}, \quad C_s = \frac{\tau_s}{R_s}, \quad R_m = \frac{V_m(t_1)}{I(t_1)(1 - e^{-t_1/\tau_m})}, \quad C_m = \frac{\tau_m}{R_m}. \tag{13}
\]

In addition, the ohmic resistance is given by

\[
R_0 = \frac{\Delta V_1 + \Delta V_2}{2I}. \tag{14}
\]

The identified model parameters for the different SOCs are listed in Table 1 with the curve fitting errors represented by root mean square errors (RMSE). The SRCECM has a very small deviation in the fitting profile. For the last rest sequence, the identified parameters cause the largest model error because the polarization effect of the battery is the most serious. The fitted voltage of the model is compared with the actual voltage in Figures 4b and 6, showing the voltage error of the model is very small in the range SOC \( \in [0.1, 1] \). The largest error also exists around the cut-off voltage region. The model RMSE is 0.0037. To test the model’s flexibility, another larger constant current (0.8 C) profile was applied to both the battery and the established model. The model voltage compared with the actual voltage of the battery is shown in Figure 7a, in which the model’s voltage error has similar characteristics as in Figure 4b. The voltage error is shown in Figure 7b. The discharge end area also has large modeling error while the other error is quite small. The model RMSE is 0.0156.

![Figure 4](image_url)  
**Figure 4.** The 0.2 C pulse current discharge profile: (a) the current; (b) the voltage.

![Figure 5](image_url)  
**Figure 5.** Transient voltage response.
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Figure 7. The 0.8 C constant current discharge profile: (a) the voltage; (b) the voltage error.

Table 1. The identified model parameters.

| SOC/% | R0/Ω | Rm/Ω | C0/F | Rm/Ω | Cm/F | RMSE |
|-------|-------|-------|-------|-------|-------|-------|
| 94.76 | 0.0264 | 0.008584 | 3732.644 | 0.009537 | 106,104.117 | 0.0003100 |
| 89.47 | 0.0244 | 0.018162 | 10,712.065 | 0.010226 | 316,767.837 | 0.0002974 |
| 84.18 | 0.0242 | 0.013808 | 6829.023 | 0.011565 | 233,693.832 | 0.0003114 |
| 78.88 | 0.0242 | 0.0248 | 4248.438 | 0.013616 | 200,075.697 | 0.0003505 |
| 73.59 | 0.0211 | 0.028880 | 3778.073 | 0.013616 | 213,823.684 | 0.0003333 |
| 68.30 | 0.0242 | 0.032760 | 9794.163 | 0.023851 | 1,327,933.778 | 0.0004613 |
| 63.00 | 0.0242 | 0.029560 | 6915.270 | 0.020227 | 94,861.243 | 0.0004321 |
| 57.71 | 0.0277 | 0.023700 | 9624.565 | 0.052784 | 82,412.212 | 0.0004613 |
| 52.41 | 0.0274 | 0.015984 | 4761.230 | 0.022965 | 158,123.287 | 0.0004096 |
| 47.12 | 0.0257 | 0.014854 | 6539.284 | 0.013976 | 113,536.039 | 0.0003467 |
| 41.83 | 0.0246 | 0.023920 | 5917.342 | 0.022495 | 543,751.792 | 0.0002856 |
| 36.53 | 0.0243 | 0.023320 | 5616.457 | 0.019622 | 164,482.341 | 0.0002609 |
| 31.24 | 0.0248 | 0.026183 | 9794.163 | 0.023851 | 1,327,933.778 | 0.0004613 |
| 25.95 | 0.0233 | 0.014850 | 4102.350 | 0.013964 | 141,097.755 | 0.0002885 |
| 20.65 | 0.0218 | 0.016880 | 5861.450 | 0.018432 | 164,482.341 | 0.0002609 |
| 15.36 | 0.0257 | 0.020440 | 5919.380 | 0.021389 | 258,695.694 | 0.0003332 |
| 10.06 | 0.0283 | 0.034840 | 5972.873 | 0.062329 | 152,623.871 | 0.0004734 |
| 4.77  | 0.0239 | 0.050860 | 4865.582 | 0.163047 | 56,329.285 | 0.0007226 |
3. The Design of the Super-Twisting Sliding Mode Observer for SOC Estimation

3.1. Super-Twisting Sliding Mode Observer

In this paper, the ST algorithm was applied to design a sliding mode observer for the SOC estimation of the battery. Considering the following system of the SRCECM, and defining \( V_t \) as the sliding mode variable and \( e_1 = V_t - \hat{V}_t \), the proposed SMO is formulated as

\[
\begin{align*}
\dot{V}_t &= -a_1 \dot{V}_t + a_1 k_0 \dot{SOC} - a_4 \dot{V}_s - a_3 \dot{V}_m - b_1 I + a_1 k_1 + \xi + v(e_1) \\
\dot{SOC} &= a_2 \dot{V}_t - a_2 k_0 \dot{SOC} + a_2 \dot{V}_s + a_2 \dot{V}_m - a_2 k_1 + r_1 v(e_1) \\
\dot{V}_s &= -a_3 \dot{V}_s + b_2 I + r_2 v(e_1) \\
\dot{V}_m &= -a_4 \dot{V}_m + b_3 I + r_3 v(e_1)
\end{align*}
\]

(15)

where \( \hat{V}_t \), \( \dot{SOC} \), \( \dot{V}_s \), and \( \dot{V}_m \) are the estimated states; and \( r_1, r_2, \) and \( r_3 \) are the coefficients of the proposed SMO. \( v(e_1) \) is the ST algorithm

\[
\begin{align*}
v(e_1) &= v_0(e_1) + v_1(e_1) \\
v_0(e_1) &= \lambda_0 |e_1|^{1/2} \text{sign}(e_1) \\
v_1(e_1) &= \lambda_1 \text{sign}(e_1)
\end{align*}
\]

(16)

and \( \lambda_0 \) and \( \lambda_1 \) are the gains of the ST algorithm. \( \text{sign}(\sigma) \) is the symbol function defined as follows:

\[
\text{sign}(\sigma) = \begin{cases} 
-1, & \sigma < 0 \\
0, & \sigma = 0 \\
1, & \sigma > 0 
\end{cases}
\]

(17)

The ST algorithm is composed of two parts: The first part is a continuous function \( v_0(e_1) \), which can be regarded as a proportional term. While the system error appears, it has quick response speed to reduce the error for the following reasons: when \( |e_1| > 1 \), \( |e_1|^{1/2} \) is large, which increases the proportional gain \( \lambda_0 |e_1|^{1/2} \). When \( 0 < |e_1| < 1 \), the STSMO achieves large gain with small bias for \( |e_1|^{1/2} > |e_1| \). The second part is the time integral \( v_1 \), which helps to eliminate the system error for the observed system.

We define other observation errors as

\[
\begin{align*}
e_2 &= SOC - \dot{SOC} \\
e_3 &= \dot{V}_s - \hat{V}_s \\
e_4 &= V_m - \hat{V}_m
\end{align*}
\]

(18)

Subtracting Equation (15) from Equation (7), the state estimation error system is given as follows:

\[
\begin{align*}
\dot{e}_1 &= -v(e_1) - a_1 e_1 + a_1 k_0 e_2 - a_4 e_3 - a_3 e_4 + \xi \\
\dot{e}_2 &= -r_1 v(e_1) + a_2 e_1 - a_2 k_0 e_2 + a_2 e_3 + a_2 e_4 \\
\dot{e}_3 &= -r_2 v(e_1) - a_3 e_3 \\
\dot{e}_4 &= -r_3 v(e_1) - a_4 e_4
\end{align*}
\]

(19) (20) (21) (22)

3.2. Stability Proof

**Assumption 1.** The systems of the equivalent circuit model (Equation (7)) and the observer system (Equation (15)) are bounded input, bounded state (BIBS) since this is a physical system and the battery current and voltage
are both bounded according to the battery operation conditions $|I| \leq 2.5 \, A$, $2.5 \, V \leq |V_t| \leq 4.2 \, V$, which are controlled by the battery test system.

**Theorem 1.** The term $\xi$ represents the error system uncertainties, and is assumed to satisfy the following condition:

$$\dot{\xi} \leq \delta, \xi \leq \chi \text{ and } \xi = 0 \text{ for } e_1 = 0 \quad (23)$$

where the bounds $\delta$ and $\chi$ are positive constants which can be determined by the largest model error from experiments or experts’ experience. Therefore, the state estimation error system (Equations (19)–(22)) is asymptotically stable.

**Proof of Theorem 1.** The proof is divided into two parts. First, Equation (19) is proven to converge to zero in finite time. Second, the resulting reduced-order dynamics of Equations (20)–(22) are proven to be exponentially stable [28].

The system given by Equation (19) can be rewritten as

$$\dot{e}_1 = -\lambda_0 |e_1|^1 \text{sign}(e_1) + \varphi$$  \hspace{1cm} (24)$$

where $\rho = -a_1 \dot{e}_1 + a_4 \dot{e}_4 + \dot{\xi}$. Equation (24) can be understood as the sliding mode dynamic property along the system trajectory. $e_1$ is the sliding mode variable and the relative order of the system given by Equation (19) is 1. Therefore, the ST algorithm can make $e_1 = e_1 = 0$ in finite time with $\lambda_0 > 0$ and $\lambda_1 > 0$, while $e_1 = 0$ can be made for the CSM.

Based on Assumption 1, the state does not go to infinity in finite time for the reason that the input $I$ is bounded. Moreover, $V_t$ is bounded and all the states of the observer are also bounded for a finite time. Consequently, the observation error $e_1$ is also bounded. It follows from Equations (20)–(22) that $\dot{e}_2$ and $\dot{e}_3$ are bounded. So, it can be assumed that $|\rho| \leq \beta$ where $\beta$ is an unknown constant.

Define $M = \left[ \begin{array}{cc} -\lambda_0/2 & 1/2 \\ -\lambda_1 & 0 \end{array} \right]$. Due to $\lambda_0 > 0$ and $\lambda_1 > 0$, the characteristic polynomial is $p(s) = s^2 + \lambda_0 s/2 + \lambda_1/2$ and $M$ is a Hurwitz matrix. Thus, there must exist a positive-definite symmetric matrix $P$ which satisfies the Lyapunov equation for a positive-definite symmetric matrix $Q$:

$$M^T P + P M = -Q \quad (25)$$

Then, the following Lyapunov function $V$ is introduced:

$$V = 2\lambda_1 |e_1| + \frac{1}{2} \varphi^2 + \frac{1}{2} \left( \lambda_1 |e_1|^1 \text{sign}(e_1) - \varphi \right)^2 \quad (26)$$

which can be rewritten in quadratic form

$$V = \zeta^T P \zeta \quad (27)$$

where

$$\zeta^T = \left[ \begin{array}{c} |e_1|^1 \text{sign}(e_1) \\ \varphi \end{array} \right] \text{ and } P = \frac{1}{2} \left[ \begin{array}{cc} 4\lambda_1 + \lambda_0^2 & -\lambda_0 \\ -\lambda_0 & \frac{2}{2} \end{array} \right] \quad (28)$$
Note that \( V \) is differentiable everywhere except \( \{ e_1 = 0 \} \) and is radially unbounded. The system state \( e_1 \) does not stay at \( \{ e_1 = 0 \} \) until the system converges to the origin \( \dot{e}_1 = e_1 = 0 \). With \( d|e_1|/dt = \dot{e}_1 \text{sign}(e_1) \), the derivative of \( \zeta \) is

\[
\dot{\zeta} = \left[ \begin{array}{c} \frac{1}{2} \frac{1}{|\zeta_1|^2} \left( -\lambda_0 |e_1|^2 \text{sign}(e_1) + \varphi \right) \\ -\lambda_1 \text{sign}(e_1) \end{array} \right] = \frac{1}{\zeta_1} M \zeta. \tag{29}
\]

Taking the derivative of Equation (27) along the trajectory,

\[
\dot{V} = \frac{1}{|\zeta_1|} \zeta^T \left( M^T P + P M \right) \zeta = -\frac{1}{|\zeta_1|} \zeta^T Q \zeta \tag{30}
\]

where

\[
Q = \frac{\lambda_0}{2} \left[ \begin{array}{cc} -2\lambda_1 - \lambda_0^2 & \lambda_0 \\ \lambda_0 & -1 \end{array} \right]. \tag{31}
\]

Because \( V = \zeta^T P \zeta \) is a quadratic positive-definite function, there exists

\[
\lambda_{\min}(P) \| \zeta \|^2_2 \leq \zeta^T P \zeta \leq \lambda_{\max}(P) \| \zeta \|^2_2
\]

where \( \lambda_{\min}(P) \) and \( \lambda_{\max}(P) \) are the minimum eigenvalue and maximum eigenvalue of the matrix \( P \), respectively; \( \| \cdot \|^2_2 \) is a 2-norm of Euclidean space \( R^2 \); and \( \| \zeta \|^2_2 = \zeta_1^2 + \zeta_2^2 = |e_1| + \varphi^2 \). It can be further obtained as follows:

\[
|\zeta_1| = |e_1|^2 \leq \| \zeta \|^2_2 \leq \frac{V^{\frac{1}{2}}}{\lambda_{\min}^2(P)}. \tag{32}
\]

Therefore,

\[
\dot{V} \leq -\frac{1}{|\zeta_1|} \lambda_{\min}(Q) \| \zeta \|^2_2 = -\frac{\| \zeta \|^2_2}{|\zeta_1|} \lambda_{\min}(Q) \| \zeta \|_2 \leq -\lambda_{\min}(Q) \| \zeta \|_2. \tag{34}
\]

Using Equation (32) and the fact that

\[
V^{\frac{1}{2}} / \lambda_{\max}^2(P) \leq \| \zeta \|^2_2, \tag{35}
\]

it follows that

\[
\dot{V} \leq -\gamma(Q) V^{\frac{1}{2}}, \tag{36}
\]

\[
\gamma(Q) = \lambda_{\min}(Q) / \lambda_{\max}^2(P)
\]

By the comparison principle, it follows that \( V \) and therefore \( \zeta \) converge to zero in finite time. Thus, Theorem 1 is proven.

It follows from Theorem 1 that when the sliding motion takes place, \( \dot{e}_1 = e_1 = 0 \). Thus, the equivalent injection \( v(e_1) \) can be directly obtained from Equation (19):

\[
v(e_1) = a_1 k_0 e_2 - a_3 e_3 - a_4 e_4. \tag{37}
\]

Substituting Equation (37) into the error system given by Equations (20)–(22) and denoting \( e_r = [e_2 \ e_3 \ e_4]^T \), the following reduced-order system is obtained:

\[
\dot{e}_r = W e_r \tag{38}
\]
where

\[
W = \begin{bmatrix}
-(a_1 r_1 + a_2) k_0 & a_3 r_1 + a_2 & a_4 r_1 + a_2 \\
-a_1 k_0 r_2 & (r_2 - 1) a_3 & a_4 r_2 \\
-a_1 k_0 r_3 & a_3 r_3 & (r_3 - 1) a_4
\end{bmatrix}.
\]  

(39)

Consider a candidate Lyapunov function for the system in Equation (38):

\[
V_r = e_r^TP_r e_r
\]

(40)

where there exists a symmetric positive-definite matrix \(P_r\) which satisfies \(W^TP_rPW = -I_{3 \times 3}\) and \(I_{3 \times 3}\) is an identity matrix.

The time derivative of \(V(e_r)\) along the trajectories of the system in Equation (38) is presented as

\[
\dot{V}_r = e_r^TP_re_r + e_r^TP_re_r = e_r^TW^TP_re_r + e_r^TP_r(We_r) = -\|e_r\|^2.
\]

(41)

According to Equation (41), \(\dot{V}_r\) is always negative. Therefore, the resulting reduced-order dynamics in Equation (38) are proven to be exponentially stable. □

3.3. Coefficients of the STSMO

According to the Schur lemma, matrices \(P\) and \(Q\) will be positive when satisfying the condition \(\lambda_0 > 0\) and \(\lambda_1 > 0\) large enough, as for the example \(\lambda_1 > \chi\) and \(\lambda_0^2 > \lambda_1\) where \(\chi\) is explained in Equation (23), and the system errors will then converge to zero in finite time [31]. In order to make the ST algorithm convenient for application, the coefficients \(\lambda_0\) and \(\lambda_1\) are further discussed in [32,33]. Reference [33] gives the following sufficient conditions:

\[
\lambda_0 > L, \lambda_1 \geq \frac{4L\lambda_0 + L}{\lambda_0 + L}
\]

(42)

where \(L\) is the Lipschitz’s constant of the sliding mode variable, \(L > 0\). Condition (42) results from a very crude estimation. In practice, one way to choose \(\lambda_0\) and \(\lambda_1\) is to take

\[
\lambda_0 = \mu_0 \sqrt{L}, \lambda_1 = \mu_1 L
\]

(43)

with properly chosen values of \(\mu_0\) and \(\mu_1\). In particular, both \(\mu_0 = 1\), \(\mu_1 = 1.1\) and \(\mu_0 = 4\), \(\mu_1 = 0.5\) are valid choices.

The other coefficients \(r_1, r_2,\) and \(r_3\) of the STSMO can be determined by experiments after many rounds of debugging.

4. Experimental Results for SOC Estimation

The configuration of the STSMO for the SOC estimation is illustrated in Figure 8. The upper software executes the discharge command and the Li-ion battery is discharged according to the established current mode. The actual current and voltage of the battery are sampled constantly every 10 s and fed into the model to obtain the model parameters. Then, the STSMO updates the SOC based on the observation error utilizing all the parameters and sampling data.

The coefficients of STSMO were selected as \(\lambda_0 = 8 \times 10^{-8}\), \(\lambda_1 = 7 \times 10^{-15}\), \(r_1 = 5 \times 10^{-3}\), \(r_2 = -7 \times 10^{-4}\), and \(r_3 = -3 \times 10^{-4}\). To further illustrate the advantages of the proposed observer, the SOC estimation results are firstly compared with the CSMO to verify the necessity of HOSM application. Then the superiority of the STSMO is proven by comparing with the well-established algorithm, namely, the AEKF proposed in [12]. The initial values of the process noise variance matrix \(R_k\), the measurement noise variance matrix \(Q_k\), and the system covariance matrix \(P_k\) are \(R_{k0} = 10^{-6}I\), \(Q_{k0} = 10^{-6}I\), and \(P_{k0} = 10^{-6}I\), where \(I\) is an identity matrix. In addition, three different discharge profiles are utilized to evaluate the SOC estimation effect of the STSMO. The evaluation indices
include SOC estimation accuracy, computation time, convergence speed, and robustness against noise disturbances. Besides the 0.5 C pulse current discharge (PCD) profile, other two discharge profiles were 0.2 C constant current discharge (CCD), and dynamic stress test (DST) discharge (shown in Figure 9). The DST discharge profile is a simplified version of the United States Advanced battery Consortium (USABC) Electric Vehicle Battery Test Procedures Manual. Before loading each discharge current, the battery is fully charged (the initial SOC = 100%) and rested for 1 h to reach the steady state.

![Figure 8. Configuration of the super-twisting sliding mode observer (STSMO) system.](image)

**Figure 8.** Configuration of the super-twisting sliding mode observer (STSMO) system.

**Figure 9.** Dynamic stress test (DST) discharge profile: (a) the current; (b) the terminal voltage and the SOC.

### 4.1. Comparison between STSMO and CSMO

The CSMO is designed as

\[
\begin{align*}
\dot{x} &= Ax + Bu + \Gamma + \alpha \text{sign}(e_t) \\
\dot{y} &= C\dot{x}
\end{align*}
\]

where \( \alpha \) is the switching gain and \( \alpha = \begin{bmatrix} 2 \times 10^{-3} & 4 \times 10^{-4} & -7 \times 10^{-5} & -7 \times 10^{-5} \end{bmatrix}^T \) was chosen. As an example, the results of the 0.2 C CCD profile are shown in Figure 10. It can be found the SOC estimation of the CSMO has high track accuracy and proper chattering. Unfortunately, when the initial SOC deviates from its true value, e.g., 30% and 60% error, the SOC estimation errors are reduced to 5% after 930 s and 3530 s, respectively, and the convergence speed is very slow, as shown in Figure 11. In Figure 12, with relatively large gain, the CSMO achieves faster SOC estimation convergence, but significant chattering is generated on the SOC estimation results due...
the HOSM surface and thereby attenuates the chattering. Therefore, compared with the CSMO, the STSMO demonstrates its superiority in terms of chattering for SOC estimation.

Figure 10. Conventional sliding mode observer (CSMO)-based SOC estimation.

Figure 11. CSMO-based SOC estimation at different initial SOCs.
To quantificationally illustrate the improved accuracy of the STSMO-based SOC estimation, Table 2 lists the RMSE of the SOC estimation at different discharge profiles. It can be seen that the RMSE of the STSMO are closer to zeros while the errors of the AEKF are just bounded in by about ±5%. To reference accurately. However, according to the error in Figures 14–16, the SOC estimation errors of the STSMO are closer to zeros while the errors of the AEKF are just bounded in by about ±5%.

### 4.2. Comparison between STSMO and AEKF

- SOC Estimation with True Initial SOC Value and No Noise

Figures 14–16 show the comparison of SOC estimation results between the AEKF and STSMO under three different discharge profiles. It can be found that both methods can track the SOC reference accurately. However, according to the error in Figures 14–16, the SOC estimation errors of the STSMO are closer to zeros while the errors of the AEKF are just bounded in by about ±5%. To quantificationally illustrate the improved accuracy of the STSMO-based SOC estimation, Table 2 lists the RMSE of the SOC estimation at different discharge profiles. It can be seen that the RMSE of the STSMO is always smaller than that of AEKF for the three different discharge profiles.

In addition, Table 3 shows the computation time for SOC estimation by the two methods at different discharge profiles. The computation time was obtained by the tic/toc program of MATLAB.
The computer’s CPU was an i5-4590 and the basic frequency was 3.3 GHz. After running the program many times, the maximum value of the time was chosen and presented in Table 3. It is obvious that the computation time of the STSMO is less than that of the AEKF. The reason for this is that the STSMO makes a direct state correction while the AEKF executes a priori estimation and then corrects for the system states. Therefore, the STSMO has shown outstanding capability to track the SOC reference accurately.

**Figure 14.** SOC estimation for 0.2 C constant current discharge (CCD) profile. AEKF: adaptive extended Kalman filter.

**Figure 15.** SOC estimation for 0.5 C pulse current discharge (PCD) profile.

**Figure 16.** CSMO-based SOC estimation at different initial SOCs with large switching gain.
SOC Estimation with Different Initial SOCs

A fast convergence speed helps to improve the capability to track the SOC reference at any initial SOC (e.g., 70% and 40%). Figure 17 presents the SOC convergence process of the STSMO and AEKF at different initial SOCs for the DST discharge profile. Table 3 gives the corresponding convergence time, which is the time that the SOC error is reduced to 5%. According to Figure 17 and Table 4, it is clear that the convergence speed of the STSMO-based SOC estimation is faster than that of the AEKF-based SOC estimation, and the SOC convergence time of the AEKF is more than 3 times that of the STSMO. Therefore, compared with the AEKF, the STSMO has faster convergence speed at certain initial SOC deviations.

![Figure 14](image1.png)

*Figure 14.* SOC estimation for 0.2 C constant current discharge (CCD) profile. AEKF: adaptive extended Kalman filter.

![Figure 15](image2.png)

*Figure 15.* SOC estimation for 0.5 C pulse current discharge (PCD) profile.

![Figure 16](image3.png)

*Figure 16.* CSMO-based SOC estimation at different initial SOCs with large switching gain.

**Table 2.** RSME of SOC estimation error.

| Method  | DST | 0.5 C PCD | 0.2 C CCD |
|---------|-----|-----------|-----------|
| STSMO   | 0.0082 | 0.0052 | 0.0065 |
| AEKF    | 0.0182 | 0.0123 | 0.0105 |

**Table 3.** Computation time for SOC estimation of two methods (unit: s).

| Method  | DST | 0.5 C PCD | 0.2 C CCD |
|---------|-----|-----------|-----------|
| STSMO   | 0.1266 | 0.1508 | 0.1261 |
| AEKF    | 0.2257 | 0.5154 | 0.2718 |

- SOC Estimation with Different Initial SOCs

A fast convergence speed helps to improve the capability to track the SOC reference at any initial SOC (e.g., 70% and 40%). Figure 17 presents the SOC convergence process of the STSMO and AEKF at different initial SOCs for the DST discharge profile. Table 3 gives the corresponding convergence time, which is the time that the SOC error is reduced to 5%. According to Figure 17 and Table 4, it is clear that the convergence speed of the STSMO-based SOC estimation is faster than that of the AEKF-based SOC estimation, and the SOC convergence time of the AEKF is more than 3 times that of the STSMO. Therefore, compared with the AEKF, the STSMO has faster convergence speed at certain initial SOC deviations.
track the SOC reference with small error, bounded by about ±2%. In addition, it can be found that the SOC estimation for 0.5 C PCD profile with added noise disturbances. (Figure 18.)

**Figure 17.** SOC convergence process for the DST discharge profile at different initial SOCs.

| Method   | SOC(0) = 70% | SOC(0) = 40% |
|----------|--------------|--------------|
| STSMO    | 360 s        | 480 s        |
| AEKF     | 1450 s       | 2830 s       |

**Table 4.** SOC convergence time at different initial SOCs.

- **SOC Estimation with Added Noise Disturbances**

In an on-line system, it is difficult to obtain accurate voltage/current values due to sensor precision and electromagnetic interference. To evaluate the robustness of the STSMO, random normally distributed noise was added to the measurement signals, i.e., voltage and current. The mean value of the noise was zero and the standard deviations (SD) SD = 0.01 and SD = 0.03 were studied. The SOC estimation results based on the STSMO and AEKF with two kinds of different noises are shown in Figure 18, and the error range is summarized in Table 5.

**Figure 18.** SOC estimation for 0.5 C PCD profile with added noise disturbances. (a) SD = 0.01 V; (b) SD = 0.03 V.
Table 5. The SOC estimation error range with different amplitude SDs.

| Method | SD = 0.03       | SD = 0.01       | SD = 0         |
|--------|----------------|----------------|---------------|
| STSMO  | 2.0%/-2.1%     | 1.4%/-1.2%     | 1.1%/-1.1%    |
| AEKF   | 10.0%/-10.0%   | 5.0%/-4.0%     | 5.0%/-6.0%    |

Obviously, the maximum errors of both the STSMO and AEKF increase with the increase of the SD, but the values of the STSMO increase far less than those of the AEKF. The STSMO can also track the SOC reference with small error, bounded by about ±2%. In addition, it can be found that the maximum of the AEKF becomes unexpectedly smaller when the SD is from 0 to 0.01. The reason for this is that it hardly works for relatively accurate measurement signals such as laboratory data, although AEKF has strong robustness against low levels of noise. On the whole, the STSMO has stronger robustness against noise disturbance.

5. Conclusions

On the basis of the established SRCECM, the STSMO was presented to estimate battery SOC. Lyapunov stability analysis was utilized to prove the convergence of the error system of the observer. Three different discharge profiles—PCD, CCD, and DST—were carried out to evaluate the performance of the SOC estimation. The experimental comparisons with the CSMO showed that the STSMO can solve the chattering problem and improve the convergence speed, and the superiority of the HOSM application is thereby verified. Furthermore, the comparisons with the AEKF indicate that the STSMO has better performance in improving the estimation accuracy, reducing the computation time, accelerating the convergence speed and enhancing the robustness against noise disturbances. The proposed STSMO is suitable for on-line SOC estimation.
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