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Abstract. Understanding current fluctuations is of fundamental importance and paves the way for the development of practical applications. According to the thermodynamic and kinetic uncertainty relations, the precision of currents can be constrained solely by total entropy production or dynamical activity. In this study, we derive a tighter bound on the precision of currents in terms of both thermodynamic and kinetic quantities, demonstrating that these quantities jointly constrain current fluctuations. The thermodynamic and kinetic uncertainty relations become particular cases of our result in asymptotic limits. Intriguingly, the unified thermodynamic–kinetic uncertainty relation leads to a tighter classical speed limit, refining the time constraint on the system’s state transformation. The proposed framework can be extended to apply to state observables and systems with unidirectional transitions, thereby providing a constraint on the precision of the first-passage time.

1. Introduction

Universal relations that characterize the fluctuations of nonequilibrium systems have received considerable interest in the literature. A prominent class of inequalities with these characteristics is the thermodynamic uncertainty relation (TUR), which was initially developed for classical systems [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] (see Ref. [17] for a review) and subsequently extended to open quantum systems [18, 11, 19, 20, 21, 22]. The TUR imposes an upper bound on the precision of time-integrated currents in terms of irreversible entropy production, indicating that increasing the accuracy of currents pays a price in dissipation. Furthermore, the kinetic uncertainty
relation (KUR), which is similar but different from the TUR, imposes another upper bound on the precision of the generic counting observables in terms of the dynamical activity [23, 24, 25]. These relations are not only theoretically important but also practically relevant; they can be applied to the thermodynamic inference of dissipation even in systems with hidden degrees of freedom [26, 27, 28, 29].

The TUR and KUR have complementary roles, and there is no hierarchical relationship between them. For example, the TUR provides a more precise bound than the KUR when the system is close to equilibrium and the irreversible entropy production is sufficiently smaller than the dynamical activity. In contrast, the KUR may outperform the TUR for far-from-equilibrium systems. References [30, 31] provide a perspective that the interpolated bounds of the TUR and KUR can be obtained by interpreting a bidirectional transition as two unidirectional transitions. Nevertheless, it is important to investigate whether there exists an improved bound that incorporates both irreversible entropy production and dynamical activity to constrain the precision of currents.

Irreversible entropy production and dynamical activity are dissipative and frenetic terms, respectively, and thus represent two different facets of system dynamics [32]. Entropy production, which is the signature of nonequilibrium processes, quantifies the degree of time-reversal symmetry breaking [33]. In contrast, dynamical activity, quantified by the average number of jumps between system states, is time-symmetric and characterizes the timescale of systems [34, 35, 36, 32]. Notably, these two quantities are relevant to speed limits, where they jointly constrain the speed of state transformation in both classical and quantum systems [37, 38, 12, 39, 40, 41, 42, 43, 44]. In Ref. [45], it was demonstrated that the classical speed limit and a generalized TUR have the same origin. This close connection between the speed limits and TUR strongly suggests that both entropy production and dynamical activity may simultaneously constrain the precision of currents.

In this paper, we consider discrete-state systems modeled by Markov jump processes and derive a unified bound of the thermodynamic and kinetic uncertainty relation (hereinafter referred to as the unified TKUR) for arbitrary time-integrated currents. The upper bound of the precision consists only of entropy production and dynamical activity, indicating that the thermodynamic and kinetic costs both jointly constrain the fluctuation of currents. Moreover, it is always stronger than the TUR and KUR, thus allowing for a more accurate TUR-based inference of dissipation. When the ratio of entropy production to dynamical activity approaches zero or infinity, the obtained relation reduces exactly to the TUR or The unified TKUR is universal and valid for arbitrary time-dependent driving systems. Notably, a tight classical speed limit can be obtained as a corollary of our results. The fluctuation of currents in the short-time limit characterizes the instantaneous change in the system distribution. Taking the time integral of the short-time unified TKUR yields a classical speed limit, which is tighter than the bound reported in Ref. [37] (see Fig. 1 for illustration). The unified TKUR can be extended to systems with unidirectional transitions and can be applied to state
Figure 1. Schematic of the relation between the unified thermodynamic–kinetic uncertainty relation (TKUR) and classical speed limit. According to the unified TKUR, the precision $(\nabla E[\mathcal{J}])^2/\text{Var}[\mathcal{J}]$ of a current $\mathcal{J}$ is constrained by both the total entropy production $\Sigma_{\tau}$ and the dynamical activity $A_{\tau}$. In the short-time limit, the precision characterizes instantaneous changes in the system distribution. Taking the time integral of the short-time unified TKUR yields a tight classical speed limit.

observables, such as first-passage times.

2. Setup

We consider a system described by a discrete-state continuous-time Markov jump process. The system is controlled by an arbitrary protocol $\lambda_t = \lambda(vt)$ with speed parameter $v$. The time evolution of the dynamics is governed by the master equation

$$
p_n(t, v) = \sum_m p_m(t, v) R_{nm}(\lambda_t),
$$

where $p_n(t, v)$ is the probability of finding the system in state $n$ at time $t$ with the speed parameter $v$, and $R_{nm}(\lambda_t)$ is the transition rate from state $n$ to state $m$ controlled by the protocol $\lambda_t$. The transition rate satisfies the normalization condition $\sum_m R_{mn}(\lambda_t) = 0$ and non-negativity condition $R_{mn}(\lambda_t) \geq 0$ for $n \neq m$. We assume that the transition rates satisfy the local detailed balance condition, which allows us to identify the entropy flow into the environment. In the framework of stochastic thermodynamics, the entropy production rate associated with the transition between $n$ and $m$ is defined as follows [33]:

$$
\sigma_{nm}(t, v) = j_{nm}(t, v) \ln \frac{p_m(t, v) R_{nm}(\lambda_t)}{p_n(t, v) R_{mn}(\lambda_t)}.
$$

where $j_{nm}(t, v) \equiv p_m(t, v) R_{nm}(\lambda_t) - p_n(t, v) R_{mn}(\lambda_t)$ is the probability current from state $m$ to state $n$.

Let $\omega_{\tau} = \{n_0, (n_1, t_1), \ldots, (n_N, t_N)\}$ be a stochastic trajectory of the system during the time interval $[0, \tau]$, where the system is initially at state $n_0$ and a transition from
state \( n_{i-1} \) to state \( n_i \) occurs at time \( t_i \) for each \( 1 \leq i \leq N \). For each trajectory, we consider a generic time-integrated current \( \mathcal{J}(\omega) \equiv \sum_{i=1}^{N} d_{nm_{i-1}} \), where the increment \( d_{nm} \) associated with transition \( n \rightarrow m \) is anti-symmetric, \( d_{nm} = -d_{mn} \). By selecting the increments appropriately, the current will correspond to a relevant thermodynamic quantity. For instance, \( \mathcal{J} \) becomes either the stochastic entropy production current for \( d_{nm} = \ln \frac{p_m(t,v)R_{mn}(\lambda t)}{p_n(t,v)R_{mn}(\lambda t)} \) or the heat flux into the environment for \( d_{nm} = \ln \frac{R_{nm}(\lambda t)R_{mn}(\lambda t)}{R_{nm}(\lambda t)R_{mn}(\lambda t)} \). In this time interval, the total entropy production is given by

\[
\Sigma_\tau \equiv \int_0^\tau dt \sum_{n<m} \sigma_{nm}(t,v) = \int_0^\tau dt \sigma_t, \tag{3}
\]

where the entropy production rate is defined as \( \sigma_t \equiv \sum_{n<m} \sigma_{nm}(t,v) \). The TUR connects the total entropy production with the precision of the time-integrated current as follows [46]:

\[
\frac{\Sigma_\tau}{2} \geq \left( \nabla \mathbb{E}[\mathcal{J}] \right)^2 \frac{\text{Var}[\mathcal{J}]}{\text{Var}[\mathcal{J}]}.
\tag{4}
\]

Here, \( \nabla \equiv \tau \partial_{\tau} - \nu \partial_{\nu} \) is a differential operator, and \( \mathbb{E}[\bullet] \) and \( \text{Var}[\bullet] \) denote the ensemble average and variance of the current, respectively. The term \( \nabla \mathbb{E}[\mathcal{J}] \) represents the response of the average current to changes in the operational time and speed of the control protocol. Although the TUR has a wide range of applicability, it is not tight for discrete-state systems [28, 29]. This suggests that the total entropy production is not sufficient to characterize the current fluctuation.

To describe far-from-equilibrium systems, non-dissipative aspects must also be taken into account [47]. One such quantity is the dynamical activity, which is the expected number of transitions between states. The dynamical activity is given by

\[
A_\tau \equiv \int_0^\tau dt \sum_{n<m} a_{nm}(t,v) = \int_0^\tau dt a_t, \tag{5}
\]

where \( a_{nm}(t,v) \equiv p_m(t,v)R_{nm}(\lambda t) + p_n(t,v)R_{mn}(\lambda t) \) denotes the jump frequency between two states \( m \) and \( n \), and \( a_t \equiv \sum_{n<m} a_{nm}(t,v) \). For arbitrary time-dependent driven systems, the KUR implies that the precision of currents is upper bounded by the dynamical activity [46],

\[
A_\tau \geq \left( \nabla \mathbb{E}[\mathcal{J}] \right)^2 \frac{\text{Var}[\mathcal{J}]}{\text{Var}[\mathcal{J}]}.
\tag{6}
\]

Although we focus exclusively on generic time-integrated currents in this study, the KUR is applicable to generic counting observables.

At the transition level, we find that the probability current can be expressed in terms of the dynamical activity rate and entropy production rate (see Appendix A):

\[
\frac{j_{nm}^2(t,v)}{a_{nm}(t,v)} = \frac{\sigma_{nm}^2(t,v)}{4a_{nm}(t,v)} f \left( \frac{\sigma_{nm}(t,v)}{2a_{nm}(t,v)} \right)^{-2}, \tag{7}
\]

where
where \( f(x) \) is the inverse of the function \( x \tanh(x) \). This provides a generic relation between the dynamical activity and entropy production. We define the pseudo–entropy production, which is an empirical measure of irreversibility, as follows:

\[
\Sigma_{\tau}^{ps} \equiv 2 \int_0^\tau dt \sum_{n<m} j_{nm}(t, v)^2 / a_{nm}(t, v).
\]  

(8)

In the overdamped Langevin limit, the pseudo–entropy production reduces to the total entropy production [48]. However, in contrast to the total entropy production, the pseudo–entropy production takes a finite value even when there exist unidirectional transitions between states. The pseudo–entropy production has been proven useful in deriving TURs for steady-state and periodically driven systems [48, 49, 50]. Note that the function \( x^2/yf(x/y)^{-2} \) is a concave function for \( x, y > 0 \). Using Eq. (7) and applying Jensen’s inequality, we can calculate

\[
\Sigma_{\tau}^{ps} \leq \frac{\Sigma^2}{2\mathcal{A}_\tau} \left( \frac{\Sigma_{\tau}}{2\mathcal{A}_\tau} \right)^{-2},
\]

(9)

which yields an upper bound for \( \Sigma_{\tau}^{ps} \) in terms of the total entropy production and dynamical activity, as follows:

\[
\Sigma_{\tau}^{ps} \leq \frac{\Sigma^2}{2\mathcal{A}_\tau} \left( \frac{\Sigma_{\tau}}{2\mathcal{A}_\tau} \right)^{-2}.
\]

(10)

In the following section, we use Eq. (10) to derive a tight bound on the precision of currents for systems under time-dependent driving.

3. Unified thermodynamic–kinetic uncertainty relation

We consider an auxiliary system that evolves at a slightly different speed with the same control protocol. The auxiliary density is obtained by rescaling the time \( t \to (1 + \theta)t \), and modifying the speed parameter \( v \to v/(1 + \theta) \) [46]:

\[
\tilde{p}_n(t, v) = p_n((1 + \theta)t, v/(1 + \theta)),
\]

(11)

where \( \theta \) is the perturbation parameter, and the tilde represents the auxiliary dynamics. The auxiliary dynamics is described by the following master equation:

\[
\dot{\tilde{p}}_n(t, v) = \sum_m \tilde{j}_{nm}(t, v),
\]

(12)

with the auxiliary probability current \( \tilde{j}_{nm}(t, v) \equiv \tilde{p}_m(t, v)\tilde{R}_{nm}(\lambda_t) - \tilde{p}_n(t, v)\tilde{R}_{mn}(\lambda_t) \). According to the Cramér–Rao inequality, the ensemble average and variance of the
time-integrated current in the auxiliary dynamics satisfy
\[ I(\theta) \geq \left( \frac{\partial_{\theta} \bar{E}[J]}{\text{Var}[J]} \right)^2, \quad (13) \]

where \( \partial_{\theta} \equiv \frac{\partial}{\partial \theta} \) denotes the partial derivative with respect to \( \theta \), and \( I(\theta) \equiv -\bar{E} \left[ \partial_{\theta} \ln \bar{P}(\omega) \right] \) denotes the Fisher information with the path probability distribution \( \bar{P}(\omega) \). This inequality implies that the information about \( \theta \) obtained by measuring the current is less than the Fisher information.

Next, we consider the case in which the perturbation parameter \( \theta \) is equal to zero. We demonstrate that each term in Eq. (13) is reducible to the relevant physical quantity, under the assumption that the auxiliary probability current satisfies
\[ \tilde{j}_{nm}(t,v) = (1 + \theta) j_{nm}((1 + \theta)t,v/(1 + \theta)). \quad (14) \]

In Appendix B, it has been shown that the pseudo–entropy production is twice the minimum Fisher information for all possible auxiliary transition rates. This signifies that there exists an optimal choice of the auxiliary transition rate such that
\[ I(0) = \frac{1}{2} \Sigma_{ps}^\tau. \quad (15) \]

It should be noted that other derivations of the TUR and KUR have also attempted to find upper bounds of \( I(0) \) in terms of the total entropy production of dynamical activity. However, without considering the minimum Fisher information, the bounds are not tight, as demonstrated later. The partial derivative of the ensemble average of the time-integrated current at \( \theta = 0 \) is as follows (see Appendix C):
\[ \frac{\partial_{\theta} \bar{E}[J]}{\theta = 0} = \nabla \bar{E}[J]. \quad (16) \]

Since the auxiliary dynamics is reduced to the original dynamics when the perturbation parameter \( \theta \) is equal to zero, we have
\[ \text{Var}[J]_{\theta = 0} = \text{Var}[J]. \quad (17) \]

Therefore, with the optimal auxiliary transition rate, Eq. (13) can be rewritten as
\[ \frac{1}{2} \Sigma_{ps}^\tau \geq \left( \frac{\nabla \bar{E}[J]}{\text{Var}[J]} \right)^2. \quad (18) \]

Combining with Eq. (10), we obtain a trade-off between the precision and the thermodynamic and kinetic costs:
\[ C \equiv \frac{\Sigma_{\tau}^2}{4A_{\tau}} f \left( \frac{\Sigma_{\tau}}{2A_{\tau}} \right)^{-2} \geq \left( \frac{\nabla \bar{E}[J]}{\text{Var}[J]} \right)^2. \quad (19) \]
We refer to Eq. (19) as the unified TKUR, which is the central result of this paper. Several remarks are in order. First, the unified TKUR is always stronger than the TUR and KUR since $\mathcal{C} \leq \min\{\Sigma_\tau/2, \mathcal{A}_\tau\}$. For $\Sigma_\tau/\mathcal{A}_\tau \gg 1$, it is reduced to the KUR, while for $\Sigma_\tau/\mathcal{A}_\tau \ll 1$, it reduces to the TUR. We numerically illustrate that the unified TKUR provides the best estimate of the precision of a random observable in a three-state Markov jump process in Fig. 2(b). Second, since $\mathcal{C} < \min\{\Sigma_\tau/2, \mathcal{A}_\tau\}$ when $\Sigma_\tau$ and $\mathcal{A}_\tau$ are positive and finite, our bound implies that equality of the TUR and KUR cannot be achieved in discrete-state systems, which is in agreement with the results of Refs. [28, 29]. In Appendix E, we prove that the equality condition for our relation is always satisfied for a one-dimensional biased random walk. Third, the unified TKUR covers all use cases of the TUR, but cannot be utilized for generic counting observables like the KUR [23]. Finally, this relation is universal and can be extended to the cases of state observables, multidimensional control protocols, unidirectional transitions, multipartite processes, and Markovian open quantum systems.
4. Tighter classical speed limit

In what follows, we demonstrate that the classical speed limit is a corollary of Eq. (19). We consider a system governed by a fixed control protocol in a short time interval \([t, t + \Delta t]\) when \(\Delta t \to 0\). In this case, the unified TKUR becomes

\[
\frac{\sigma_t^2}{4a_t} f \left( \frac{\sigma_t}{2a_t} \right)^{-2} \geq \lim_{\Delta t \to 0} \frac{\mathbb{E} [\mathcal{J} (\omega_{\Delta t})]^2}{\Delta t \text{Var} [\mathcal{J} (\omega_{\Delta t})]},
\]

where \(\omega_{\Delta t}\) is a trajectory in the time interval \([t, t + \Delta t]\). We consider the integrated empirical current defined as

\[
J_{nm}(\omega_{\Delta t}) = \sum_{i=1}^{N} \delta_{n_{i-1},m} \delta_{n_{i},n} - \delta_{n_{i-1},n} \delta_{n_{i},m},
\]

which increases by 1 (−1) when there is a jump from \(m\) to \(n\) (\(n\) to \(m\)). Here, \(\delta_{x,y}\) is the Kronecker delta (\(\delta_{x,y} = 1\) when \(x = y\) and 0 otherwise). In the short-time limit, the average and variance of the integrated empirical current are as follows:

\[
\mathbb{E} [J_{nm}(\omega_{\Delta t})] = \Delta t (p_m R_{nm} - p_n R_{mn}),
\]

\[
\text{Var} [J_{nm}(\omega_{\Delta t})] = \Delta t (p_m R_{nm} + p_n R_{mn}),
\]

respectively, to the leading order in \(\Delta t\). For simplicity, we omit the time and speed parameter notations. The time-integrated current is the linear combination of the empirical currents, \(\mathcal{J}(\omega_{\Delta t}) = \sum_{n<m} d_{nm} J_{nm}(\omega_{\Delta t})\). Since all of \(J_{nm}\) can be regarded as mutually independent to the leading order in \(\Delta t\), the average and variance of the time-integrated current can be written as

\[
\mathbb{E} [\mathcal{J}(\omega_{\Delta t})] = \sum_{n<m} d_{nm} \mathbb{E} [J_{nm}(\omega_{\Delta t})],
\]

\[
\text{Var} [\mathcal{J}(\omega_{\Delta t})] = \sum_{n<m} d_{nm}^2 \text{Var} [J_{nm}(\omega_{\Delta t})],
\]

respectively. Therefore, by setting the increment to \(d_{nm} = \text{sign}(p_m R_{nm} - p_n R_{mn})\), the unified TKUR can be rewritten as follows:

\[
\frac{\sigma_t^2}{4a_t} f \left( \frac{\sigma_t}{2a_t} \right)^{-2} \geq \frac{\left[ \sum_{n<m} |p_m R_{nm} - p_n R_{mn}| \right]^2}{a_t}. \tag{26}
\]

Since the function \(xf(x/y)^{-1}\) is a concave function for \(x, y > 0\), we obtain

\[
\tau \bar{\Sigma}_{\tau} f \left( \frac{\Sigma_{\tau}}{2\bar{A}_{\tau}} \right)^{-1} \geq 2 \int_0^\tau dt \sum_{n<m} |p_m R_{nm} - p_n R_{mn}|,
\]

where \(\bar{\Sigma}_{\tau} \equiv \tau^{-1} \Sigma_{\tau}\) and \(\bar{A}_{\tau} \equiv \tau^{-1} A_{\tau}\) are the time average of the total entropy production and dynamical activity, respectively. According to the triangle inequality and the master
equation, the right-hand side of Eq. (27) is lower bounded as follows:

\[
2 \int_0^\tau dt \sum_{n<m} |p_m R_{nm} - p_n R_{mn}| \geq \int_0^\tau dt \sum_n |\dot{p}_n(t)| \\
\geq \mathcal{L}(\mathbf{p}(0), \mathbf{p}(\tau)),
\]

where \( \mathcal{L}(\mathbf{p}(0), \mathbf{p}(\tau)) \equiv \sum_n |p_n(0) - p_n(\tau)| \) denotes the total variation distance between the initial and final distributions. Equations (27) and (28) directly imply the following classical speed limit:

\[
\tau \geq \frac{\mathcal{L}(\mathbf{p}(0), \mathbf{p}(\tau)) f \left( \frac{\Sigma_{\tau}}{2A_{\tau}} \right)}{\Sigma_{\tau}} \equiv \tau_1.
\]

Thus, the minimum time required for a system to change from one state to another is determined by the dynamical activity and total entropy production. The derivation suggests that the classical speed limit is a consequence of the short-time unified TKUR. This perspective provides not only insight into the origin of the classical speed limit but also better constraints on the operation time. Since \( f(x) \geq \max\{x, \sqrt{x}\} \) for \( x > 0 \), we have lower bounds on the derived speed limit:

\[
\tau_1 \geq \max \left\{ \tau_2 \equiv \frac{\mathcal{L}(\mathbf{p}(0), \mathbf{p}(\tau))}{\sqrt{2A_{\tau}}}, \tau_3 \equiv \frac{\mathcal{L}(\mathbf{p}(0), \mathbf{p}(\tau))}{2A_{\tau}} \right\}.
\]

It is clear that Eq. (29) provides a better constraint on the operation time than the speed limit \( \tau \geq \tau_2 \) proposed in Ref. [37]. When \( \Sigma_{\tau} \leq 2A_{\tau} \), the bound \( \tau_2 \) is tighter than the bound \( \tau_3 \). However, if the total entropy production is relatively large compared to the dynamical activity (i.e., \( \Sigma_{\tau} \gg A_{\tau} \)), then \( \tau_2 < \tau_3 \) and the operation time can be described by \( \tau_3 \). In this limit, \( \tau_1 \) converges to \( \tau_3 \), and the average dynamical activity contributes significantly to determining the operation time.

5. Unified TKUR for first-passage times

Using the example of the first-passage time to an absorbing state \( X \), we illustrate that our framework can be extended to state observables and systems with unidirectional transitions. A transition \( n \rightarrow m \) is called unidirectional when its transition rate is positive, \( R_{mn} > 0 \), while the rate in the reverse direction \( m \rightarrow n \) is zero. In contrast, a transition is called bidirectional when \( R_{mn} > 0 \) and \( R_{nm} > 0 \). We assume that all transitions are bidirectional except those connected to the absorbing state \( X \). Let \( B \) and \( U \) denote the set of edges with bidirectional and unidirectional transitions, respectively. This notation allows us to decompose the dynamical activity into two components:

\[
A_{\tau}^{B/U} \equiv \int_0^\tau dt \sum_{n<m; (n,m) \in B/U} a_{nm}(t, v).
\]
On the other hand, entropy production can only be well defined with bidirectional transitions. In this case, the total entropy production is given by

\[ \Sigma_B^B \equiv \int_0^\tau dt \sum_{n<m; \{n,m\} \in B} \sigma_{nm}(t,v). \]  

(32)

From Eq. (7) and the concavity of the function \( x^2/y f(x/y)^{-2} \), we obtain an upper bound on the pseudo–entropy production in a system with unidirectional transitions:

\[ \Sigma_{ps}^B \leq A_U^B \tau + (\Sigma_B^B)^2 \frac{f(\Sigma_B^B)}{2 A_B^B} \left( \Sigma_B^B \right)^{-2}. \]  

(33)

For a given trajectory \( \omega \), the survival time before the system reaches the absorbing state \( X \) is defined as \( T(\omega) \equiv \sum_{n \neq X} \tau_n(\omega) \), where \( \tau_n(\omega) \) is the total time that the system remains in state \( n \) in trajectory \( \omega \). Since \( T(\omega) \) is a state observable, the partial derivative of its ensemble average in the auxiliary dynamics reads (see Appendix D)

\[ \partial_\theta \left[ E[T] \right] \bigg|_{\theta=0} = (\nabla - 1) E[T] . \]  

(34)

According to the Cramér–Rao inequality, the pseudo–entropy production is then lower bounded by

\[ \Sigma_{ps}^U \geq \frac{[\left( \nabla - 1 \right) E[T]]^2}{\text{Var}[T]}. \]  

(35)

Thus, an extended version of the unified TKUR for the state observable \( T \) takes the form

\[ A_U^T + \frac{(\Sigma_B^B)^2}{2 A_B^B} \frac{f(\Sigma_B^B)}{2 A_B^B} \left( \Sigma_B^B \right)^{-2} \geq \frac{[\left( \nabla - 1 \right) E[T]]^2}{\text{Var}[T]}. \]  

(36)

Note that this relation can be optimized by considering a pair of bidirectional transitions to be two unidirectional transitions [31].

Next, we consider the case of relaxation where the control parameters are constant and the observation time is infinite. In this scenario, \( T(\omega) \) and \( \partial_\tau E[T] \) are the first-passage time and the survival probability, respectively. Since the survival probability decays exponentially, \( \tau \partial_\tau E[T] \) vanishes as \( \tau \to \infty \) [51, 31]. Once the system reaches the absorbing state, the system state remains unchanged, resulting in \( \lim_{\tau \to \infty} A_U^T = 1 \), \( \lim_{\tau \to \infty} A_B^T = A_B^\infty \) and \( \lim_{\tau \to \infty} \Sigma_B^T = \Sigma_B^\infty \). Recasting Eq. (36), we obtain the unified TKUR for first-passage times:

\[ 1 + \frac{(\Sigma_B^\infty)^2}{2 A_B^\infty} \frac{f(\Sigma_B^\infty)}{2 A_B^\infty} \left( \Sigma_B^\infty \right)^{-2} \geq \frac{[E[T]]^2}{\text{Var}[T]}. \]  

(37)

Thus, the precision of the first-passage time is constrained by the dynamical activity and total entropy production of the subsystem omitting the absorbing state. Note that this bound is stricter than the thermodynamic and kinetic bounds presented in Refs. [31, 25].
6. Concluding perspective

In this paper, we provide a unified perspective on the TUR, KUR, and speed limits. We establish a tight bound on the precision of a current using the total entropy production and dynamical activity. Our results illustrate the cooperative role of kinetic and thermodynamic contributions in constraining the precision of currents. The unified TKUR offers a rigorous tool for thermodynamic inference in time-dependent driving systems. This relation also provides insight that the classical speed limit can be derived from the uncertainty relation. This is similar to the quantum case, in which one of the interpretations of Heisenberg’s uncertainty principle is the quantum speed limit [52]. Since quantum and classical speed limits are closely related [53], the results suggest that there may be a universal relation that unifies Heisenberg’s uncertainty principle and the TUR.
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Appendix A. Derivation of Eq. (7)

For arbitrary positive real numbers \( \alpha \) and \( \beta \), the following equation holds:

\[
\tanh \left( \frac{1}{2} \ln \left( \frac{\alpha}{\beta} \right) \right) = \frac{\alpha - \beta}{\alpha + \beta}.
\]  

(A.1)

Multiplying both sides by \( \frac{1}{2} \ln \left( \frac{\alpha}{\beta} \right) \), we obtain

\[
\frac{1}{2} \ln \left( \frac{\alpha}{\beta} \right) \tanh \left( \frac{1}{2} \ln \left( \frac{\alpha}{\beta} \right) \right) = \frac{1}{2} \ln \left( \frac{\alpha}{\beta} \right) \frac{\alpha - \beta}{\alpha + \beta}.
\]  

(A.2)

Applying the function \( f(x) \), which is the inverse of the function \( x \tanh(x) \), yields

\[
\frac{1}{2} \ln \left( \frac{\alpha}{\beta} \right) = f \left( \frac{1}{2} \ln \left( \frac{\alpha}{\beta} \right) \frac{\alpha - \beta}{\alpha + \beta} \right),
\]  

(A.3)

\[
1 = \frac{\left[ \ln \left( \frac{\alpha}{\beta} \right) \right]^2}{4} f \left( \frac{\left( \alpha - \beta \right) \ln \left( \frac{\alpha}{\beta} \right)}{2(\alpha + \beta)} \right)^{-2}.
\]  

(A.4)

This leads to the following key relation:

\[
\frac{(\alpha - \beta)^2}{\alpha + \beta} = \frac{\left[ \ln \left( \frac{\alpha}{\beta} \right) \right]^2}{4(\alpha + \beta)} f \left( \frac{\left( \alpha - \beta \right) \ln \left( \frac{\alpha}{\beta} \right)}{2(\alpha + \beta)} \right)^{-2}.
\]  

(A.5)
Substituting \( \alpha = p_n(t, v) R_{nm}(\lambda_t) \) and \( \beta = p_n(t, v) R_{nm}(\lambda_t) \) into Eq. (A.5), we obtain the following identity:

\[
\frac{j_{nm}^2(t, v)}{a_{nm}(t, v)} = \frac{\sigma_{nm}^2(t, v)}{4a_{nm}(t, v)} f \left( \frac{\sigma_{nm}(t, v)}{2a_{nm}(t, v)} \right)^{-2}.
\] (A.6)

**Appendix B. Pseudo–entropy production and Fisher information**

During the time interval \([0, \tau]\), the system evolves along a trajectory \( \omega = \{n_0, (n_1, t_1), \ldots, (n_N, t_N)\} \), where the system is initially in state \( n_0 \), and a transition from state \( n_{i-1} \) to state \( n_i \) occurs at time \( t_i \) for each \( 1 \leq i \leq N \). Let \( p_{n_0}(0) \) denote the initial probability distribution of the system. The probability density of observing the trajectory \( \omega \) is given by

\[
P[\omega \tau] \equiv \exp \left( \int_0^\tau dt \sum_n \chi_n(t) R_{nm}(\lambda_t) + \sum_{n \neq m} \eta_{nm}(t) \ln R_{nm}(\lambda_t) \right) p_{n_0}(0),
\] (B.1)

where \( \chi_n(t) \equiv \sum_{i=1}^N \delta_{n_i, n} \delta_{t_i, t} \), \( \eta_{nm}(t) \equiv \sum_{i=1}^N \delta_{n_{i-1}, m} \delta_{n_i, n} \delta_{t_i, t} \). From the definition, the average of all possible trajectories of \( \chi_n(t) \) is the probability of finding the system in state \( n \) at time \( t \), given by

\[
E[\chi_n(t)] = p_n(t, v).
\] (B.2)

Similarly, the average of \( \eta_{nm}(t) \) is the total number of transitions from state \( n \) to state \( m \):

\[
E[\eta_{nm}(t)] = p_m(t, v) R_{nm}(\lambda_t).
\] (B.3)

As mentioned in the main text, we consider a small perturbation of the speed of the system,

\[
\tilde{p}_n(t, v) = p_n(t', v'),
\] (B.4)

\[
\tilde{\lambda}_t = \lambda(t'v') = \lambda(tv) = \lambda_t,
\] (B.5)

where \( t' \equiv (1 + \theta)t \) and \( v' \equiv v/(1 + \theta) \) with perturbation control parameter \( \theta \). The auxiliary process follows a master equation,

\[
\dot{\tilde{p}}_n(t, v) = \sum_m \tilde{j}_{nm}(t, v),
\] (B.6)

with the auxiliary probability current \( \tilde{j}_{nm}(t, v) = \tilde{p}_n(t, v) \tilde{R}_{nm}(\lambda_t) - \tilde{p}_n(t, v) \tilde{R}_{nm}(\lambda_t) \). The auxiliary probability current is assumed to satisfy

\[
\tilde{j}_{nm}(t, v) = (1 + \theta)j_{nm}(t', v').
\] (B.7)
The first derivative with respect to $\theta$ of the right-hand side of Eq. (B.7) is given by
\[
\partial_\theta \tilde{J}_{nm}(t, v) = \left[ \tilde{R}_{nm}(\lambda_t) \partial_\theta \tilde{p}_m(t, v) - \tilde{R}_{nn}(\lambda_t) \partial_\theta \tilde{p}_n(t, v) \right] \\
+ \left( \tilde{p}_m(t, v) \partial_\theta \tilde{R}_{nm}(\lambda_t) - \tilde{p}_n(t, v) \partial_\theta \tilde{R}_{nn}(\lambda_t) \right).
\]
(B.8)

Using Eq. (B.4), the first derivative with respect to $\theta$ of the left-hand side of Eq. (B.7) can be rewritten as
\[
\partial_\theta [(1 + \theta) \tilde{j}_{nm}(t', v')] = (1 + \partial_\theta) [p_m(t', v') R_{nm}(\lambda_t) - p_n(t', v') R_{nn}(\lambda_t)] \\
= (1 + \partial_\theta) [\tilde{p}_m(t, v) R_{nm}(\lambda_t) - \tilde{p}_n(t, v) R_{nn}(\lambda_t)].
\]
(B.9)

Combining Eqs. (B.7), (B.8), and (B.9), we obtain a requirement for the auxiliary transition rates at $\theta = 0$:
\[
\left. \left( \tilde{p}_m(t, v) \partial_\theta \tilde{R}_{nm}(\lambda_t) - \tilde{p}_n(t, v) \partial_\theta \tilde{R}_{nn}(\lambda_t) \right) \right|_{\theta=0} = p_m(t, v) R_{nm}(\lambda_t) - p_n(t, v) R_{nn}(\lambda_t).
\]
(B.10)

Next, we calculate the Fisher information of the auxiliary trajectory probability given by
\[
\tilde{p}[\omega] \equiv \exp \left( \int_0^\tau dt \sum_n \chi_n(t) \tilde{R}_{nm}(\lambda_t) + \sum_{n \neq m} \eta_{nm}(t) \ln \tilde{R}_{nm}(\lambda_t) \right) p_{n_0}(0).
\]
(B.11)

Assuming that the auxiliary and original processes start with the same initial probability distribution $p_{n_0}(0)$, which is independent of $\theta$, Fisher information is given by
\[
\mathcal{I}(\theta) = -\tilde{E} \left[ \frac{\partial^2}{\partial \theta^2} \ln \tilde{p}(\omega) \right] \\
= -\tilde{E} \left[ \int_0^\tau dt \frac{\partial^2}{\partial \theta^2} \left( \sum_n \chi_n(t) \tilde{R}_{nm}(\lambda_t) + \sum_{n \neq m} \eta_{nm}(t) \ln \tilde{R}_{nm}(\lambda_t) \right) \right] \\
= -\int_0^\tau dt \left( \sum_n \tilde{p}_n(t, v) \frac{\partial^2}{\partial \theta^2} \tilde{R}_{nm}(\lambda_t) + \sum_{n \neq m} \tilde{p}_m(t, v) \tilde{R}_{nm}(\lambda_t) \frac{\partial^2}{\partial \theta^2} \ln \tilde{R}_{nm}(\lambda_t) \right) \\
= \int_0^\tau dt \sum_{n \neq m} \left( \tilde{p}_m(t, v) \frac{\partial^2}{\partial \theta^2} \tilde{R}_{nm}(\lambda_t) - \tilde{p}_n(t, v) \tilde{R}_{nm}(\lambda_t) \frac{\partial^2}{\partial \theta^2} \ln \tilde{R}_{nm}(\lambda_t) \right) \\
= \int_0^\tau dt \sum_{n \neq m} \tilde{p}_m(t, v) \tilde{R}_{nm}(\lambda_t) \left( \partial_\theta \ln \tilde{R}_{nm}(\lambda_t) \right)^2
\]
(B.12)

Here, we use Eqs. (B.2) and (B.3) in the third line and the normalization condition $\sum_m \tilde{R}_{nm}(\lambda_t) = 0$ in the fourth line. Therefore, the Fisher information can be written as
\[
\mathcal{I}(\theta) = \int_0^\tau dt \sum_{n < m} \left[ \tilde{p}_m(t, v) \tilde{R}_{nm}(\lambda_t) \left( \partial_\theta \ln \tilde{R}_{nm}(\lambda_t) \right)^2 + \tilde{p}_n(t, v) \tilde{R}_{nm}(\lambda_t) \left( \partial_\theta \ln \tilde{R}_{nm}(\lambda_t) \right)^2 \right].
\]
(B.13)
Using the inequality $\alpha x^2 + \beta y^2 \geq \frac{(\alpha x - \beta y)^2}{\alpha + \beta}$, we obtain a lower bound on the Fisher information:

$$I(\theta) \geq \int_0^\tau dt \sum_{n<m} \left( \frac{(\tilde{p}_m(t, v) \tilde{R}_{mn}(\lambda_t) \partial_\theta \ln \tilde{R}_{mn}(\lambda_t) - \tilde{p}_n(t, v) \tilde{R}_{mn}(\lambda_t) \partial_\theta \ln \tilde{R}_{mn}(\lambda_t))^2}{\tilde{p}_m(t, v) \tilde{R}_{mn}(\lambda_t) + \tilde{p}_n(t, v) \tilde{R}_{mn}(\lambda_t)} \right).$$  \hspace{1cm} (B.14)

Using the requirement for the auxiliary transition rates in Eq. (B.10), the lower bound is equal to half of the pseudo–entropy production at $\theta = 0$:

$$I(0) \geq \int_0^\tau dt \sum_{n<m} \frac{(p_m(t, v) R_{nm}(\lambda_t) - p_n(t, v) R_{mn}(\lambda_t))^2}{p_m(t, v) R_{nm}(\lambda_t) + p_n(t, v) R_{mn}(\lambda_t)} = \frac{1}{2} \Sigma_{ps}. \hspace{1cm} (B.15)$$

This inequality is saturated when the auxiliary transition rate $\tilde{R}_{nm}(\lambda_t)$ ($m \neq n$) is chosen as follows:

$$\tilde{R}_{nm}(\lambda_t) = R_{nm}(\lambda_t) \left( 1 + \theta \frac{p_m(t', v') R_{nm}(\lambda_t) - p_n(t', v') R_{mn}(\lambda_t)}{p_m(t', v') R_{nm}(\lambda_t) + p_n(t', v') R_{mn}(\lambda_t)} \right). \hspace{1cm} (B.16)$$

Therefore, the pseudo–entropy production is twice the minimum Fisher information for all possible auxiliary transition rates.

**Appendix C. Cramér–Rao inequality for a time-integrated current**

The time-integrated current has the following form:

$$J(\omega) = \int_0^\tau dt \sum_{n \neq m} d_{nm}(\lambda_t) j_{nm}(t), \hspace{1cm} (C.1)$$

where the coefficient $d_{nm}(\lambda_t)$ satisfies $d_{nm}(\lambda_t) = -d_{mn}(\lambda_t)$. The average of the current is given by

$$\mathbb{E}[J(\omega)] = \int_0^\tau dt \sum_{n \neq m} d_{nm}(\lambda_t) j_{nm}(t, v). \hspace{1cm} (C.2)$$

Following the Cramér–Rao inequality, we have

$$I(\theta) \geq \frac{\left( \partial_\theta \mathbb{E}[J] \right)^2}{\text{Var}[J]}. \hspace{1cm} (C.3)$$
When \( \theta = 0 \), the partial derivative of the average current can be calculated as

\[
\partial_\theta \bar{E} [J] \bigg|_{\theta=0} = \tau \partial_\theta \left. \frac{1}{\tau} \int_0^\tau dt \sum_{n<m} d_{nm}(\lambda_t) \tilde{j}(t, v) \right|_{\theta=0} \\
= \tau \partial_\theta \left. \frac{1}{\tau} \int_0^\tau dt \sum_{n<m} d_{nm}(\lambda(t'))(1 + \theta) j_{nm}(t', v') \right|_{\theta=0} \\
= \tau \partial_\theta \left. \frac{1}{\tau'} \int_0^{\tau'} dt' \sum_{n<m} d_{nm}(\lambda(t'v'))(1 + \theta) \tilde{j}_{nm}(t', v') \right|_{\theta=0} \\
= \tau \left(1 + \tau \partial_\tau - v \partial_v \right) \left( \frac{1}{\tau} \mathbb{E} [J] \right) \\
= \nabla \mathbb{E} [J],
\]

with \( \tau' = (1 + \theta) \tau \) and the differential operator \( \nabla \equiv \tau \partial_\tau - v \partial_v \). Therefore, the Cramér–Rao inequality at \( \theta = 0 \) is as follows:

\[
\mathcal{I}(0) \geq \left( \frac{\nabla \mathbb{E} [J]}{\text{Var} [J]} \right)^2.
\]

It should be noted that Eq. (19) still holds for systems driven by multiple protocols \( \lambda_t \equiv \lambda_t (v) \equiv \{\lambda_1 (v_1 t), \ldots, \lambda_{N_{\lambda}} (v_{N_{\lambda}} t)\} \), with \( N_{\lambda} \) speed parameter. In this case, the differential operator is given by \( \nabla \equiv \tau \partial_\tau - \sum_i \frac{v_i \partial}{\partial v_i} \).

**Appendix D. Cramér–Rao inequality for a time-integrated state observable**

We consider a time-integrated state observable which has the following form:

\[
\mathcal{K}(\omega) = \int_0^\tau dt \sum_n b_n(\lambda_t) \chi_n(t),
\]

where \( b_n \) denotes an arbitrary increment. Following the Cramér–Rao inequality, we have

\[
\mathcal{I}(\theta) \geq \left( \frac{\partial_\theta \bar{E} [\mathcal{K}]}{\text{Var} [\mathcal{K}]} \right)^2.
\]

Using the identity \( \bar{E} [\tilde{\chi}_n(t)] = \tilde{p}_n(t, v) \), we obtain

\[
\partial_\theta \bar{E} [\mathcal{K}] \bigg|_{\theta=0} = \tau \partial_\theta \left. \frac{1}{\tau} \int_0^\tau dt \sum_n b_n(\lambda_t) \tilde{p}_n(t, v) \right|_{\theta=0} \\
= \tau \partial_\theta \left. \frac{1}{\tau'} \int_0^{\tau'} dt' \sum_n b_n(\lambda(t'v')) p_n(t', v') \right|_{\theta=0} \\
= \tau \left( \tau \partial_\tau - v \partial_v \right) \left( \frac{1}{\tau} \mathbb{E} [\mathcal{K}] \right) \\
= (\nabla - 1) \mathbb{E} [\mathcal{K}].
\]
Thus, at $\theta = 0$, the Cramér–Rao inequality becomes

$$\mathcal{I}(0) \geq \frac{[(\nabla - 1)\mathbb{E}[\mathcal{K}]]^2}{\text{Var}[\mathcal{K}]}.$$  \hfill (D.4)

Using Eq. (10), we obtain an uncertainty relation for the time-integrated state observable:

$$\frac{\Sigma^2}{4\mathcal{A}_\tau} f \left(\frac{\Sigma_{\tau}}{2\mathcal{A}_\tau}\right)^{-2} \geq \frac{[(\nabla - 1)\mathbb{E}[\mathcal{K}]]^2}{\text{Var}[\mathcal{K}]}.$$  \hfill (D.5)

**Appendix E. Biased random walk**

We illustrate the unified TKUR with a simple model: a one-dimensional biased random walk on $\mathbb{Z}$. We assume that the walker is in position zero at $t = 0$. From the current position $x$, the walker jumps to position $x \pm 1$ at a rate $k^\pm$. The system evolves according to the master equation:

$$\dot{p}_x(t) = k^- p_{x-1}(t) + k^+ p_{x+1}(t) - (k^- + k^+) p_x(t),$$  \hfill (E.1)

where $p_x(t)$ is the probability that the system is in position $x$ at time $t$. We consider the empirical integrated current

$$J(t) = n^+(t) - n^-(t),$$  \hfill (E.2)

where $n^+(t)$ and $n^-(t)$ denote the total number of transitions that $x$ has increased and decreased, respectively, by time $t$. After time $\tau$, the moments of $J(\tau)$ are given by

$$\mathbb{E}[J(\tau)] = \tau (k^+ - k^-),$$  \hfill (E.3)

$$\text{Var}[J(\tau)] = \tau (k^+ + k^-)$$  \hfill (E.4)

and the dynamical activity is given by

$$\mathcal{A} = \tau (k^+ + k^-).$$  \hfill (E.5)

We assume that the transition rates satisfy the local detailed balance relation. Then, the total entropy production is as follows:

$$\sigma = \tau (k^+ - k^-) \ln \frac{k^+}{k^-}.$$  \hfill (E.6)

Using Eq. (A.5), it is clear that the total entropy production, dynamical activity, and precision obey the following relation:

$$\frac{\sigma^2}{4\mathcal{A}} f \left(\frac{\sigma}{2\mathcal{A}}\right)^{-2} = \frac{\mathbb{E}[J(\tau)]^2}{\text{Var}[J(\tau)]}.$$  \hfill (E.7)
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