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Abstract—We introduce the problem of random symmetric private information retrieval (RSPIR). In canonical PIR, a user downloads a message out of $K$ messages from $N$ non-colluding and replicated databases in such a way that no database can know which message the user has downloaded (user privacy). In SPIR, the privacy is symmetric, in that, not only that the databases cannot know which message the user has downloaded, the user itself cannot learn anything further than the particular message it has downloaded (database privacy). In RSPIR, different from SPIR, the user does not have an input to the databases, i.e., the user does not pick a specific message to download, instead is content with any one of the messages. In RSPIR, the databases need to send symbols to the user in such a way that the user is guaranteed to download a message correctly (random reliability), the databases do not know which message the user has received (user privacy), and the user does not learn anything further than the one message it has received (database privacy). This is the digital version of a blind box, also known as gachapon, which implements the above specified setting with physical objects for entertainment. This is also the blind version of 1-out-of-$K$ oblivious transfer (OT), an important cryptographic primitive. We study the information-theoretic capacity of RSPIR for the case of $N = 2$ databases. We determine its exact capacity for the cases of $K = 2, 3, 4$ messages. While we provide a general achievable scheme that is applicable to any number of messages, the capacity for $K \geq 5$ remains open.

I. INTRODUCTION

Gachapon is a vending machine-dispensed capsule toy by means of a roulette mechanism, which makes it random and unpredictable for customers [1]. In addition, gachapon is being adapted as a random-type item in online games and 3D printing, and its digital form is catching on quickly in the worldwide market [2], [3]. Due to packaging requirements prior to official distribution, gachapon is also referred to as a blind box [1]. A blind box is a type of packaging that keeps its contents hidden. The covers of blind boxes are identical in every way. Nobody including the manufacturer knows what exactly is inside until the customer opens a blind box [4]. Nowadays, not only constrained to the scope of entertainment, blind box has become a commercial phenomenon in certain parts of the world impacting people’s daily lives.

Following the concepts of gachapon as well as blind box, we introduce a digital blind box between a user and a server in a communication network with the following characteristics: 1) A user will ultimately receive a random box (content) from the server. However, the user does not know anything about what is in the box (what the content is) until it receives a box (content) from the server. 2) For the sake of unpredictability, a user should also know nothing about the current box (content) based on what it has received in the previous transactions. A user should not know anything about what other users have received before communicating with them. In other words, a user should not know anything beyond what it receives from the current box (content). This requirement also protects the content privacy of the server. 3) In order to protect the privacy of the users, the server should learn nothing about what a specific user has received.

Introduced in [5], [6], private information retrieval (PIR) characterizes a fundamental problem, where a user downloads a message out of multiple messages stored in several non-colluding and replicated databases in such a way that no single database can know which message the user has downloaded. This privacy requirement is referred to as user privacy. Some important variations of the PIR problem have been investigated in [7]–[39]. Further extended in [40], [41], symmetric PIR (SPIR) requires in addition that the user learns nothing about the remaining messages stored in the databases after downloading its desired message. This privacy requirement is referred to as database privacy. Some important variations of SPIR problem have been investigated in [42]–[51].

In this paper, we introduce a new concept called random SPIR (RSPIR). In reference to the conventional SPIR, the only difference is that, in RSPIR there is no input at the user side. That is, the user does not send any queries to the databases, and ultimately receives a random message from the databases. This requirement is referred to as random reliability. Interestingly, the three requirements of RSPIR, namely, random reliability, database privacy and user privacy, strictly correspond to the three characteristics of the digital blind box described above. Thus, the digital blind box is equivalent to the RSPIR.

Oblivious transfer (OT), first introduced in [52] and then developed in [53], is an essential building block in modern cryptography. A 1-out-of-$K$ OT protocol consists of two parties, a sender with $K$ input messages and a receiver with a choice $k \in [K]$. The objective of the protocol is that the receiver will receive the $k$th message without the sender learning the index $k$, while the sender can guarantee that the receiver only received one of the $K$ messages. Note that SPIR is a distributed (multi-database) version of 1-out-of-$K$ OT. An important variant of 1-out-of-$K$ OT is that the receiver has no input. Thus, the receiver will receive each potential message
with equal probability without gaining any partial knowledge about the remaining messages, while the sender is ignorant of which message has been received by the receiver. For example, this variant can be used as a subroutine in contract signing and certified mail protocols [53]. Likewise, RSPIR can be viewed as a distributed version of this variant of 1-out-of-$K$ OT.

One potential application of RSPIR is in the field of symmetric key sharing. Consider the following situation: Two non-colluding databases share multiple symmetric keys. Each symmetric key sharing. Consider the following situation: Two non-colluding databases share multiple symmetric keys. Each symmetric key is now shared among users in a distributed version of this variant of certified mail protocols [53]. Likewise, RSPIR can be viewed as user-side side-information unknown to the databases (unknown also to the user before it receives the message). For example, about the remaining messages, while the sender is ignorant of them). The purpose of this action is to increase the SPIR rate; to the databases to form user-side side-information unknown to fetch a random subset of the common randomness available to them. Thus, such an action increases the SPIR rate to the level of digital blind box. While we give a general achievable scheme for any number of messages, the exact capacity of RSPIR for 5 messages. This determines the capacity of digital blind box. While we give a general achievable scheme for any number of messages, the exact capacity of RSPIR for $K \geq 5$ remains an open problem.

II. RSPIR: PROBLEM FORMULATION

In this paper, we consider $N = 2$ non-colluding databases each storing the same set of $K \geq 2$ i.i.d. messages. Each message consists of $L$ i.i.d. uniformly chosen symbols from a sufficiently large finite field $\mathbb{F}_q$, i.e.,

$$H(W_k) = L, \quad k \in [K]$$

$$H(W_{1:K}) = H(W_1) + \cdots + H(W_K) = KL$$

The two databases jointly share a necessary common randomness random variable $S$, which is generated independent of the message set $W_{1:K}$. Thus,

$$H(W_{1:K}, S) = H(W_{1:K}) + H(S)$$

Before the RSPIR process starts, an answer set $A$ with cardinality $M_1$ is assigned to database 1 while another answer set $B$ with cardinality $M_2$ is assigned to database 2. Since there is no input at the user side in the RSPIR process, the databases will never receive a query from the user. Therefore, as a simple approach, each database individually selects a random answer under a uniform distribution from its corresponding answer set and then transmits it to the user. The indices of the answers for two databases are denoted by $X$ and $Y$, respectively, i.e., database 1 will select $A_X \in A$ and database 2 will select $B_Y \in B$. Moreover, we use $x$ and $y$ to denote the realizations of the random variables $X$ and $Y$, respectively. We note that every answer from any answer set is generated based on the message set and the common randomness, hence, for all $X \in [M_1]$ and $Y \in [M_2]$, we have,

[ Deterministic answer ] $H(A_X, B_Y | X, Y, W_{1:K}, S) = 0$ (4)

After collecting two arbitrary answers from the databases, the user should always be able to decode a random message reliably. Thus, for all $X \in [M_1]$ and $Y \in [M_2]$, we can always find an index $\theta_{X,Y} \in [K]$ (the mapping here is not deterministic) such that

[ Random reliability ] $H(W_{\theta_{X,Y}} | X, Y, A_X, B_Y) = 0$ (5)

Because of the database privacy constraint, the user is supposed to learn nothing about $W_{\theta_{X,Y}}$ which is the complement of the randomly retrieved message $W_{\theta_{X,Y}}$, i.e., $W_{\theta_{X,Y}} = \{W_1, \ldots, W_{\theta_{X,Y} - 1}, W_{\theta_{X,Y} + 1}, \ldots, W_K\}$.

[ Database privacy ] $I(W_{\theta_{X,Y}} | X, Y, A_X, B_Y) = 0$ (6)

Because of the user privacy constraint, i.e., the protection of this randomly retrieved message’s index in the user, from the perspective of each individual database, this index must be indistinguishable for each randomly selected answer under a uniform distribution. In other words, even though an answer from one database is deterministic, the user can still decode every potential message in the message set with equal probability through the variation of the answer from the other database. Thus, for the first database, given any realization $x \in [M_1]$, we always have the following probability distribution of the random variable $\theta_{x,Y}$ with respect to the random variable $Y$,

$$P(\theta_{x,Y} = k) = \frac{1}{K}, \quad \forall k \in [K]$$

which is equivalent to

[ User privacy ] $I(x, A_x, W_{1:K}, S; \theta_{x,Y}) = 0$ (8)

By symmetry, for database 2, given any realization $y \in [M_2]$, we also have the following probability distribution of the random variable $\theta_{X,y}$ with respect to the random variable $X$,

$$P(\theta_{X,y} = k) = \frac{1}{K}, \quad \forall k \in [K]$$

which is equivalent to

[ User privacy ] $I(y, B_y, W_{1:K}, S; \theta_{X,y}) = 0$ (10)

As a consequence, we obtain the following theorem regarding the cardinality of the answer sets, which can be proved by contradiction using the user privacy constraint.
Theorem 1 The total possible number of answers in the answer set for each database must be a multiple of $K$, i.e.,

$$M_1 = t_1 K, \quad M_2 = t_2 K, \quad t_1, t_2 \in \mathbb{N}^+$$

Moreover, we also have the following theorem concerning the common randomness distribution in the databases.

Theorem 2 As in multi-database SPIR [40], [41], in RSPIR, the databases must share some necessary common randomness that is unknown to the user before the retrieval process starts. Otherwise, RSPIR is not feasible.

Proof: Without any common randomness in the databases, for any $X \in [M_1]$ and $Y \in [M_2]$, the random reliability constraint and the database privacy constraint collectively lead to,

$$0 = I(W_{\theta_{X,Y}}; X, Y, A_X, B_Y)$$
$$= I(W_{\theta_{X,Y}}; W_{\theta_{X,Y}}, X, Y, A_X, B_Y)$$
$$= H(W_{\theta_{X,Y}}) - H(W_{\theta_{X,Y}}; X, Y, A_X, B_Y)$$

Then, we consider the following expression

$$I(X, Y, A_X, B_Y; W_{\theta_{X,Y}}|W_{\theta_{X,Y}})$$
$$= H(W_{\theta_{X,Y}}|W_{\theta_{X,Y}}) - H(W_{\theta_{X,Y}}; X, Y, A_X, B_Y)$$
$$= H(W_{\theta_{X,Y}}) - H(W_{\theta_{X,Y}})$$
$$= 0$$

where (16) follows from (14). For any realization $x$,

$$0 = I(A_x; W_{\theta_{X,Y}}|x, W_{\theta_{X,Y}})$$
$$= H(A_x|x, W_{\theta_{X,Y}}) - H(A_x|W_1:K)$$
$$= H(A_x|W_{\theta_{X,Y}})$$

where (18) follows from (17), and (20) follows from the deterministic answer constraint $H(A_x|x, W_1:K) = 0$ without common randomness. Taking into consideration the fact that (20) is true for any realization $y \in [M_2]$ as well as the user privacy constraint (7), we have $H(A_x|W_1) = \cdots = H(A_x|W_K) = 0$. Since messages are all mutually independent, it is easy to derive that $H(A_x) = 0$, which forms a contradiction. □

A valid two-database RSPIR achievable scheme is a scheme that satisfies the user privacy constraint (8), (10), the database privacy constraint (6) and the random reliability constraint (5).

The efficiency of a scheme is measured in terms of the total number of downloaded bits by the user from the two databases, named as the download cost. According to the formulation above, the download cost consists of the answer indices $X, Y$ and the answers themselves $A_X, B_Y$. Compared with the answer cost, the index cost can be neglected as it does not scale with the message length if we reuse them to decode each symbol in the randomly retrieved message. Thus, we use $D_{RSPIR}$ to denote the expected number of bits contained in the answers $A_X, B_Y$ over the indices $X, Y$. Then the retrieval rate of RSPIR is given by

$$R_{RSPIR} = \frac{L}{D_{RSPIR}}$$

The capacity of RSPIR, $C_{RSPIR}$, is the supremum of the retrieval rates $R_{RSPIR}$ over all valid achievable schemes.

III. MAIN RESULTS

Theorem 3 In the two-database RSPIR problem, in the case of $K = 2$, the capacity is $\frac{1}{2}$ with minimal amount of required common randomness being $L$. In the case of $K = 3, 4$, the capacity is $\frac{1}{3}$ with minimal amount of required common randomness being $2L$.

The converse proof of Theorem 3 is given in Section IV, and the achievability proof of Theorem 3 is presented in Section V. The capacity and its minimal amount of required common randomness in the case of $K \geq 5$ is an open problem.

Remark 1 It is well known [40] that the capacity of multi-database SPIR is $1 - \frac{1}{N}$, where $N$ is the number of replicated and non-colluding databases. As a corollary, the capacity of two-database SPIR is $\frac{1}{2}$, which does not depend on the number of messages $K$ stored in the databases. By contrast, the capacity of RSPIR does depend on the value of $K$. Even though the capacity of RSPIR achieves the same limit as SPIR in the case of $K = 2$, the capacity of RSPIR decreases to $\frac{1}{3}$ when the value of $K$ increases to 3.

Remark 2 Because of the equivalence between RSPIR and the digital blind box, in a digital blind box setting where two non-colluding databases share $K$ messages and some necessary common randomness, perfect digital blind box delivery can be achieved with a linear download cost $KL$. The proof is a direct consequence of the second general achievable scheme given in Section V.

Remark 3 In the problem formulation part of our previous work [44], we assume that the user is able to obtain a random subset of the shared common randomness that is unknown to any individual database before the SPIR retrieval process starts. Although we mention the idea of fetching common randomness like side-information in advance, we do not specify in [44] a corresponding practical implementation. Now, it is clear that the achievability provided here for RSPIR can be used as a practical approach for this problem if common randomness is treated as another independent message system.

IV. CONVERSE PROOF

Theorem 4 In the two-database RSPIR problem, the capacity is realized in the case where $M_1$ and $M_2$ are both exactly $K$.

Proof: We provide a sketch of proof here. The idea of the proof is that once we multiply the value of $M_1$ by an integer $t \geq 2$, it is straightforward to see that additional constraints will be added to each pair $A_X, B_Y$ for all $X \in [tM_1]$ and $Y \in [tM_2]$ after considering the index permutation, which will either increase or maintain the minimal value of $H(A_X) + H(B_Y)$. This analysis also applies to the increase of $M_2$. □

In the case of $K = 2$, motivated by Theorem 4, we consider the simplest case where $M_1 = 2$ and $M_2 = 2$. Then, we only
need to investigate the following constraints since all the other potential system of constraints have the same structure as this one and will lead to the same conclusions,

\[ H(W_1|A_1, B_1) = 0, \quad H(W_1|A_2, B_2) = 0 \]  

\[ H(W_2|A_1, B_2) = 0, \quad H(W_2|A_2, B_1) = 0 \]  

These constraints exactly reflect the random reliability constraint (5) and user privacy constraint (7), (9) involved in this problem. First, we prove a lower bound for \( H(A_1) + H(B_1) \),

\[ H(A_1) + H(B_1) \geq H(A_1, A_2, B_1) + H(B_1|A_2, B_2) \]  

where (32) follows from the database privacy constraint. Likewise, we can always obtain \( H(A_X) + H(B_Y) \) ≥ 2L for any other answer pair \( A_X, B_Y \), \( X, Y \in \{2\} \). As a result, we reach a converse result for the capacity when \( K = 2 \),

\[ R = \frac{L}{D} = \frac{L}{H(A_X) + H(B_Y)} \leq \frac{L}{2L} = \frac{1}{2} \]  

(32)

Next, we prove the minimal required amount of common randomness shared in the two databases.

\[ 0 = I(W_2; A_1, B_1) \]  

\[ = I(W_2; A_1, B_1|W_1) \]  

\[ = H(A_1, B_1|W_1) - H(A_1, B_1|W_1, W_2) + H(W_1|A_1, B_1, W_2) \]  

\[ = H(A_1, B_1|W_1) - I(A_1, B_1; S|W_1, W_2) \]  

\[ = H(A_1, B_1|W_1) - H(S|W_1, W_2) + H(S|W_1, W_2, A_1, B_1) \]  

\[ \geq H(A_1, B_1|W_1|H(S) \]  

(38)

where (35) follows from the deterministic answer constraint (4) and (38) follows from the independence between message set and the common randomness (3). Therefore, we turn to find a lower bound for the expression \( H(A_1, B_1|W_1) \),

\[ H(A_1, B_1|W_1) \]  

\[ = H(A_1|W_1, B_1) + H(B_1|W_1) \]  

\[ \geq H(A_1|W_1, A_2, B_1) + H(B_1|W_1, A_2, B_2) \]  

\[ = H(A_1, A_2, B_1) + H(A_2, B_1, B_2) \]  

\[ - H(W_1, A_2, B_1) - H(A_2, B_2) \]  

(41)

where (42) follows from the database privacy constraint and (43) exactly follows from the steps between (25)-(30). As a consequence, we reach a converse result for the minimal amount of required common randomness,

\[ H(S) \geq L \]  

(45)

In the case of \( K = 3 \), \( M_1 \) and \( M_2 \) both take the value 3, after converting the random reliability constraint and user privacy constraint into pairwise constraints as in (22)-(23), we can proceed with the converse steps. As in the converse proof in the case of \( K = 2 \) above, the concrete process is to utilize the converse proof of [46, Theorem 2] once more after eliminating the influence of retrieval strategy randomness and its generated queries. Thus, we have the same conclusions as the one in [46, Theorem 2] in the case of \( K = 3 \),

\[ R \leq \frac{1}{3}, \quad H(S) \geq 2L \]  

(46)

In the case of \( K = 4 \), it is easy to verify that each answer pair \( A_X, B_Y, X, Y \in \{2\} \) has more constraints than the one when \( K = 3 \). Thus, a converse proof for the capacity and the minimal amount of required common randomness in the case of \( K = 4 \) can be inherited from the case of \( K = 3 \), i.e.,

\[ R \leq \frac{1}{3}, \quad H(S) \geq 2L \]  

(47)

A tight converse proof for the capacity and the minimal amount of required common randomness remains to be found in the case of \( K \geq 5 \).

V. Achievability

The work in [45] provides a scheme that can be readily converted into an achievable scheme (albeit suboptimal) for the two-database RSPIR problem. For clarity, we restate the result from the new perspective of RSPIR here. Assuming that \( L = 1 \) for the time being, two databases share \( K \) common randomness symbols \( S_1, \ldots, S_K \), which are all uniformly selected from \( \mathcal{F}_q \). For database 1, the answer set \( \mathcal{A} \) is composed of \( K \) elements in the following form,

\[ A_1 = (W_1 + S_1, W_2 + S_2, \ldots, W_K + S_K) \]  

\[ A_2 = (W_1 + S_2, W_2 + S_3, \ldots, W_K + S_1) \]  

\[ \vdots \]  

\[ A_K = (W_1 + S_K, W_2 + S_1, \ldots, W_K + S_{K-1}) \]  

(48)

(49)

(50)

Basically, we only rotate common randomness symbols by one place in the sequence of answers. A homomorphic variation of \( \mathcal{A} \) is to rotate message symbols by one place without imposing any influence on the answer set \( \mathcal{B} \) and it is shown as follows,

\[ A_1 = (W_1 + S_1, W_2 + S_2, \ldots, W_K + S_K) \]  

(51)
\[ A_2 = (W_2 + S_1, W_3 + S_2, \ldots, W_1 + S_K) \]  
\[ \vdots \]  
\[ A_K = (W_K + S_1, W_1 + S_2, \ldots, W_{K-1} + S_K) \]  

For database 2, the answer set \( B \) also including \( K \) elements is shown as follows,

\[ B_1 = S_1, \ B_2 = S_2, \cdots \ B_K = S_K \]  

The answer set construction in these two databases is public knowledge to the user. Afterwards, database 1 selects a random answer under a uniform distribution from \( \mathcal{A} \), and then sends the values of symbols as well as the index belonging to this answer to the user. Likewise, database 2 performs the same selection and transmission. The reason for sending the answer indices is that the user does not know how to use the values of symbols in the answers to decode a random message without the help of the answer indices. After receiving two answers, the user is always able to decode one random message reliably. Moreover, since each database is doing the uniform selection, this random message is equally likely to be any message in the message set. Therefore, it is impossible for each individual database to learn the index of this randomly retrieved message at the user side. Meanwhile, the user cannot learn any information about the remaining messages because of the existence of unknown common randomness symbols. When each message includes multiple symbols, we can simply perform this scheme repeatedly for each symbol while there is no need to do the new selection nor send the answer index for each database after first execution. Thus, the download cost of answer index can be ignored as illustrated in the problem formulation when \( L \) is large enough. Obviously, the download cost is \( D = (K+1)L \) in this scheme but it is not optimal.

Here, we provide a new general scheme that achieves the download cost of \( D = KL \) when \( L \) goes to infinity. Assuming that \( L = 1 \) temporarily, let two databases share \( K-1 \) common randomness symbols \( S_1, \ldots, S_{K-1} \). For database 1, the answer set \( \mathcal{A} \) contains \( K \) elements in the following form,

\[ A_1 = (S_1, S_2, \ldots, S_{K-1}) \]  
\[ A_2 = (W_1 + W_2 + S_1, W_2 + W_3 + S_2, \ldots, W_{K-1} + W_K + S_{K-1}) \]  
\[ A_3 = (W_1 + W_3 + S_1, W_2 + W_4 + S_2, \ldots, W_{K-1} + W_1 + S_{K-1}) \]  
\[ \vdots \]  
\[ A_K = (W_1 + W_K + S_1, W_2 + W_1 + S_2, \ldots, W_{K-1} + W_{K-2} + S_{K-1}) \]  

Basically, except for the first answer, we only rotate the second message symbol by one place in the sequence of answers while keeping the first message symbol. For database 2, the answer set \( \mathcal{B} \) consists of \( K \) elements in the following form,

\[ B_1 = W_1 + S_1, \cdots \ B_{K-1} = W_{K-1} + S_{K-1}, \ B_K = W_K + S_1 + S_2 + \ldots S_{K-1} \]  

Now, note that, since this scheme achieves a download cost of \( D = KL \), it achieves a rate of \( R = \frac{L}{KL} = \frac{1}{K} \). For \( K = 2 \) and \( K = 3 \), this scheme achieves rates \( \frac{1}{2} \) and \( \frac{1}{3} \) meeting the converse bounds in (32) and (46), respectively. Specifically, when \( K = 2 \), we have the following answer sets,

\[ A_1 = S_1, \ B_1 = W_1 + S_1 \]  
\[ A_2 = W_1 + W_2 + S_2 \]  
\[ B_2 = W_2 + S_2 \]  

When \( K = 3 \), we have the following answer sets,

\[ A_1 = (S_1, S_2), \ B_1 = W_1 + S_1 \]  
\[ A_2 = (W_1 + W_2 + S_1, W_2 + W_3 + S_2), \ B_2 = W_2 + S_2 \]  
\[ A_3 = (W_1 + W_3 + S_1, W_2 + W_1 + S_2), \ B_3 = W_3 + S_1 + S_2 \]  

When \( K = 4 \), this achievable scheme achieves a rate \( R = \frac{1}{4} \) whereas the converse in (47) gives a bound of \( \frac{1}{4} \). Now, we provide a better scheme that achieves the converse in the case of \( K = 4 \). The message length \( L \) is assumed to be 2 such that \( W_1 = \{a_1, a_2\} \), \( W_2 = \{b_1, b_2\} \), \( W_3 = \{c_1, c_2\} \) and \( W_4 = \{d_1, d_2\} \). Moreover, two databases share 4 common randomness symbols \( S_1, S_2, S_3, S_4 \). For database 1, the answer set \( \mathcal{A} \) containing 4 elements is in the following form,

\[ A_1 = (S_1, S_2, S_3) \]  
\[ A_2 = (a_1 + c_1 + c_2 + S_1, b_2 + d_1 + S_1 + S_3, c_2 + S_4) \]  
\[ A_3 = (a_1 + d_2 + S_1 + S_4, a_2 + d_1 + S_2 + S_1 + S_3, b_1 + c_2 + S_2 + S_3) \]  
\[ A_4 = (b_1 + S_4, a_1 + a_2 + b_1 + b_2 + S_1 + S_2, c_1 + d_2 + S_1 + S_2 + S_3) \]  

For database 2, the answer set \( \mathcal{B} \) with 4 elements is as follows,

\[ B_1 = (a_1 + S_1, a_2 + S_2, S_4) \]  
\[ B_2 = (b_1 + b_2 + S_1 + S_2, b_1 + S_2 + S_3, a_1 + c_1 + d_2 + S_1 + S_4) \]  
\[ B_3 = (d_1 + d_2 + S_2, b_1 + c_2 + S_4, d_1 + S_1 + S_3) \]  
\[ B_4 = (c_2 + S_2 + S_3, c_1 + c_2 + S_1, a_1 + a_2 + b_2 + c_1 + d_1 + d_1 + S_3 + S_4) \]  

Here, the download cost is \( D = 6 \) and the rate is \( R = \frac{L}{KL} = \frac{1}{6} \). The remaining steps and verification of this specific achievable scheme are the same as the last two general ones. Specifically, regarding verification, we can use the bipartite graph in Fig. 1. In this bipartite graph, by using colors red, yellow, green and blue for messages \( W_1, W_2, W_3 \) and \( W_4 \), respectively, the color of links indicates which message should be decoded while keeping all the other messages private. Moreover, each node is always connected to 4 links with different colors.

![Fig. 1. A two-database RSPIR bipartite graph for \( K = 4 \) messages.](image-url)
