Twists of two or multiple idempotent matrices
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1 Introduction

Throughout this article, let \( \mathbb{C}^{m \times n} \) denote the set of all \( m \times n \) complex matrices; \( A^* \), \( r(A) \), and \( \mathcal{R}(A) \) be the conjugate transpose, the rank, and the range (column space) of a matrix \( A \in \mathbb{C}^{m \times n} \), respectively; \( I_m \) be the identity matrix of order \( m \); and \([A, B]\) be a row block matrix consisting of \( A \) and \( B \). We next introduce the definition and notation of generalized inverses of matrices. The Moore–Penrose inverse of \( A \in \mathbb{C}^{m \times n} \), denoted by \( A^\dagger \), is the unique matrix \( X \in \mathbb{C}^{n \times m} \) satisfying the four Penrose equations

\[
\begin{align*}
(i) \quad & AXA = A, & (ii) \quad & XAX = X, & (iii) \quad & (AX)^* = AX, & (iv) \quad & (XA)^* = XA.
\end{align*}
\]

A matrix \( X \) is called an \( \{i, \ldots, j\}\)-generalized inverse of \( A \), denoted by \( A^{(i, \ldots, j)} \), if it satisfies the \( i \), \ldots, \( j \)th equations. The collection of all \( \{i, \ldots, j\}\)-generalized inverses of \( A \) is denoted by \( \{A^{(i, \ldots, j)}\} \). The eight commonly-used generalized inverses of \( A \) are \( A^\dagger \), \( A^{(1,3,4)} \), \( A^{(1,2,4)} \), \( A^{(1,2,3)} \), \( A^{(1,4)} \), \( A^{(1,3)} \), \( A^{(1,2)} \), and \( A^{(1)} \). Furthermore, let \( P_A = AA^\dagger \), \( E_A = I_m - AA^\dagger \), and \( F_A = I_n - A^\dagger A \) stand for the three orthogonal projectors induced by \( A \). Moreover, a matrix \( X \) is called a \( \{1\}\)-inverse of \( A \), denoted by \( A^{-} \), if it satisfies \( AXA = A \); the collection of all \( A^{-} \) is denoted by \( \{A^{-}\} \). The Drazin inverse of a square matrix \( M \), denoted by \( X = M^D \), is defined to be the unique solution \( X \) to the following three matrix equations \( M^t XM = M^t \), \( XMX = X \) and \( MX = XM \), where \( t \) is the index of \( M \), i.e., the smallest nonnegative integer \( t \) such that \( r(M^t) = r(M^{t+1}) \). When \( t = 1 \), \( X \) is also called the group inverse of \( M \) and is denoted by \( M^\# \). See e.g., \cite{39, 60, 197} for more issues on generalized inverses of matrices.

The rank of a matrix is a quite basic concept in linear algebra, which may be defined by different manners and can be calculated directly by transforming the matrix to certain row and/or column echelon forms. One of the most important applications of ranks of matrices is to describe singularity and nonsingularity of matrices, as well as the dimensions of row and column spaces of the matrices. Thus, people would always be of interest in establishing various simple and valuable formulas for calculating the ranks of matrices under various assumptions. One of the best-known fundamental formulas for ranks of matrices is \( r(A) = r(PAQ) \) provided \( P \) and \( Q \) are two nonsingular matrices, and people used it to derive numerous interesting and useful rank equalities for different choice of the matrices \( A, P, \) and \( Q \). It is well known in linear algebra that people can establish rank formulas from block matrices and their elementary operations. In this article, we revisit this time-honored trick through some examples and show how to establish various valuable formulas for calculating the ranks of matrices using the block matrix method. As applications, we solve many some matrix equality problems on idempotent matrices and generalized inverses under various assumptions.

2 How to establish rank formulas for specified block matrices

It has a long history in linear algebra to establish simple and useful equalities for ranks of matrices using various tricky elementary operations of matrices. Especially, there is a major route to derive matrix rank
formulas through various specific block matrix constructions. For instance, the following rank formulas in linear algebra

\[
\begin{align*}
    r(I_m - A^2) &= r(I_m + A) + r(I_m - A) - m, \\
    r(A \pm A^2) &= r(A) + r(I_m \pm A) - m, \\
    r(A \pm A^3) &= r(A) + r(I_m \pm A^2) - m, \\
    r[A(I_m \pm A)^2] &= r(A) + r[(I_m \pm A)^2] - m, \\
    r(I_m - AB) + n &= r(I_n - BA) + m, \\
    r(A - AXBYA) + r(B) &= r(B - BYAXB) + r(A)
\end{align*}
\]

for any matrices \(A, B, X,\) and \(Y\) of the appropriate sizes and the following rank formula

\[
    r[(I_m - P - Q + QP) = m - r(P) - r(Q) + r(PQ)]
\]

for any two idempotent matrices \(P\) and \(Q\) of the same size are simple and well known, which can be established by calculating the ranks of the following specified two-by-two block matrices

\[
\begin{bmatrix}
    I_m & I_m + A \\
    I_m - A & 0
\end{bmatrix}, \quad
\begin{bmatrix}
    I_m & I_m \pm A \\
    A & 0
\end{bmatrix}, \quad
\begin{bmatrix}
    I_m & I_m \pm A^2 \\
    A & 0
\end{bmatrix}, \quad
\begin{bmatrix}
    I_m & (I_m \pm A)^2 \\
    A & 0
\end{bmatrix},
\]

\[
\begin{bmatrix}
    I_m & A \\
    B & I_n
\end{bmatrix}, \quad
\begin{bmatrix}
    A & AXB \\
    BYA & B
\end{bmatrix}, \quad
\begin{bmatrix}
    I_m & Q \\
    P & 0
\end{bmatrix},
\]

respectively; see, e.g., [1][163][218][233]. These rank formulas can directly be used to characterize algebraic properties of the matrices in the formulas, such as, nullity, singularity, nonsingularity, etc., and of course are basic issues in many textbooks in linear algebra and matrix theory. It seems more natural to consider consecutive subsequences of these block matrices and to extend such kind of rank formulas to general settings under various assumptions. The principal issue dealt with here is to what extent these formulas generalize to cases with multiple matrices. In first half of this section, we derive three general rank formulas using block matrices composed by general solutions of several consistent linear matrix equations. We then present a variety of simple and interesting consequences for idempotent matrices in the formulas.

**Theorem 2.1.** Let \(M \in \mathbb{C}^{m \times m}\) be given, and assume that \(X, Y \in \mathbb{C}^{m \times m}\) are solutions of the following three matrix equations

\[
    MX = X, \quad YM = Y, \quad MY = XM.
\]

Then the rank of \(X - Y\) can be calculated by the expansion formula

\[
    r(X - Y) = r\begin{bmatrix} X \\ Y \end{bmatrix} + r[X, Y] - r(X) - r(Y).
\]

**Proof.** We first construct a block matrix from \(X\) and \(Y\) as follows

\[
    N = \begin{bmatrix}
        -X & 0 & X \\
        0 & Y & Y \\
        X & Y & 0
    \end{bmatrix}.
\]

Then it is easy to verify that

\[
P_1NQ_1 = \begin{bmatrix}
    I_m & 0 & 0 \\
    0 & I_m & 0 \\
    I_m & -I_m & I_m
\end{bmatrix} \begin{bmatrix}
    I_m & 0 & I_m \\
    0 & I_m & -I_m \\
    0 & 0 & I_m
\end{bmatrix} = \begin{bmatrix}
    -X & 0 & 0 \\
    0 & Y & 0 \\
    0 & 0 & X-Y
\end{bmatrix},
\]

and from [28] that

\[
P_2NQ_2 = \begin{bmatrix}
    I_m & 0 & M \\
    0 & I_m & 0 \\
    0 & 0 & I_m
\end{bmatrix} \begin{bmatrix}
    I_m & 0 & 0 \\
    0 & I_m & 0 \\
    0 & -M & I_m
\end{bmatrix} = \begin{bmatrix}
    0 & 0 & X \\
    0 & 0 & Y \\
    X & Y & 0
\end{bmatrix}.
\]
Since $P_1, Q_1, P_2,$ and $Q_2$ are nonsingular matrices, both (2.11) and (2.12) imply that

$$r(N) = r(P_1 N Q_1) = r \begin{bmatrix} -X & 0 & 0 \\ 0 & Y & 0 \\ 0 & 0 & X - Y \end{bmatrix} = r(X - Y) + r(X) + r(Y),$$  
(2.13)

$$r(N) = r(P_2 N Q_2) = r \begin{bmatrix} 0 & 0 & X \\ 0 & 0 & Y \\ X & Y & 0 \end{bmatrix} = r[\begin{bmatrix} X \\ Y \end{bmatrix}] + r[X, Y].$$  
(2.14)

Combining (2.13) and (2.14) leads to (2.9).

**Theorem 2.2.** Let $A, B \in \mathbb{C}^{m \times m}$ be given, and assume that $X, Y \in \mathbb{C}^{m \times m}$ are solutions of the following equations

$$AX = X, \quad BY = Y, \quad AY = XB.$$  
(2.15)

Then the rank of $X - Y$ can be calculated by the expansion formula

$$r(X - Y) = r[\begin{bmatrix} X \\ Y \end{bmatrix}] + r[X, Y] - r(X) - r(Y).$$  
(2.16)

**Proof.** It is easy to verify from (2.15) and elementary matrix transformations that the rank of $N$ in (2.10) is

$$r(N) = r \begin{bmatrix} 0 & AY & X \\ 0 & Y & Y \\ X & Y & 0 \end{bmatrix} = r \begin{bmatrix} 0 & XB & X \\ 0 & YB & Y \\ X & Y & 0 \end{bmatrix} = r \begin{bmatrix} 0 & 0 & X \\ 0 & 0 & Y \\ X & Y & 0 \end{bmatrix} = r[\begin{bmatrix} X \\ Y \end{bmatrix}] + r[X, Y].$$  
(2.17)

Combining (2.13) and (2.17) leads to (2.16).

**Theorem 2.3.** Let $A, B \in \mathbb{C}^{m \times m}$ be given, and assume that $X \in \mathbb{C}^{m \times n}$ and $Y \in \mathbb{C}^{m \times p}$ are solutions of the following equations

$$AX = X, \quad BY = Y, \quad \mathcal{R}(X) \supseteq \mathcal{R}(AY), \quad \mathcal{R}(Y) \supseteq \mathcal{R}(BX).$$  
(2.18)

Then the following rank equality holds

$$r[AY, BX] = r[X, Y] + r(AY) + r(BX) - r(X) - r(Y).$$  
(2.19)

**Proof.** Construct a block matrix from $X, Y, AY,$ and $BX$ as follows

$$N = \begin{bmatrix} X & 0 & AY & 0 \\ 0 & Y & 0 & BX \\ X & Y & 0 & 0 \end{bmatrix}.$$  
(2.20)

Then it is easy to verify under (2.18) that

$$r(N) = r \begin{bmatrix} X & 0 & 0 & 0 \\ 0 & Y & 0 & 0 \\ 0 & 0 & -AY & -BX \end{bmatrix} = r[AY, BX] + r(X) + r(Y),$$  
(2.21)

and that

$$r(N) = r \begin{bmatrix} 0 & -AY & AY & 0 \\ -BX & 0 & 0 & BX \\ X & Y & 0 & 0 \end{bmatrix} = r \begin{bmatrix} 0 & 0 & AY & 0 \\ 0 & 0 & 0 & BX \\ X & Y & 0 & 0 \end{bmatrix} = r[X, Y] + r(AY) + r(BX).$$  
(2.22)

Combining (2.21) and (2.22) leads to (2.19).

The matrix equations in (2.8), (2.15), and (2.18) are quite fundamental in matrix analysis, and have been widely studied in theory and applications; see [166]. Under the assumptions of these equations, (2.9), (2.16), and (2.19) link the solutions of these matrix equations and their operations. In this situation, there is a very strong intrinsic mathematical motivation to establish concrete rank formulas from (2.8), (2.16), and (2.18) for various solutions of the matrix equations.
Recall that a square matrix $A$ is said to be idempotent if $A^2 = A$. An idempotent matrix is often called an oblique projector whose null space is oblique to its range, in contrast to orthogonal projector, whose null space is orthogonal to its range. Idempotents can be defined in more general algebraic structures, and are important tools in the investigation of the algebraic structures. As is known to all, idempotent matrices have strikingly simple and interesting properties, and one of such properties is that any idempotent matrix $A$ can be decomposed as $A = P\text{diag}(I_k, 0)P^{-1}$, where $k$ is the rank of $A$, while any Hermitian idempotent matrix $A$ admits the decomposition $A = P\text{diag}(I_k, 0)P^*$, where $P^{-1} = P^*$. Idempotent matrices arise naturally in the theory of generalized inverses of matrices, and are a class of fundamental objects of study in matrix analysis. For instance,

(a) the pair of the two ordered products $AA^\dagger$ and $A^\dagger A$ are always idempotent matrices for any generalized inverse $A^\dagger$ of $A$;

(b) both $AA^\dagger$ and $A^\dagger A$ are Hermitian idempotent matrices for the Moore–Penrose inverse $A^\dagger$ of $A$;

(c) the matrix $X(X^*VX)^\dagger X^*V$ is always idempotent. This matrix often occurs in the weighted least-squares estimation problems in linear regression analysis.

Many other types of matrix can be converted into idempotent matrices through some elementary operations. For instance,

(d) if $A^2 = -A$, then $(-A)^2 = -A$, i.e., $-A$ is idempotent;

(e) if $A^2 = I_m$, then $(I_m + A)/2$ are idempotent; if $A^2 = -I_m$, then $(I_m - iA)/2$ are idempotent;

(f) the product $B(AB)^\dagger A$, as well as $BC(ABC)^\dagger A$, and $C(ABC)^\dagger AB$ are idempotent.

Any matrix $A$ satisfying a quadratic equation $A^2 + aA + bI_m = 0$ can be written as $[A - (a/2)I_m]^2 = (a^2/4 - b)I_m$. If $a^2/4 - b \neq 0$, then we can also construct an idempotent matrix from this equality. Through these transformations, various results on idempotent matrices can be extended to other types of quadratic matrices.

There is a substantial literature related to the approaches on idempotent matrices and related topics; see e.g., [6,14,18,24,30,44,60,56,59,61,62,63,66,76,78,80,42,34,46,56,67,70,74,97,100,101,104,111,113,115,117,119,123,126,129,132,133,136,141,146,147,150,156,163,165,168,169,170,171,173,176,180,186,188,191,193,195,200,204,214,216,219,221,222,223,225,227,229,231,236,238,240,243,244,249,250,253,254,261,264], and one of the main contributions in this respect is establishing various analytical and valuable formulas for calculating ranks of various matrix expressions composed by idempotent matrices; see e.g., [65,144,230,232,260,262,263,264], and among others.

Armed with the results in Theorems 2.1, 2.2, we can establish many expansion formulas for calculating ranks of matrix expressions composed by idempotent matrices, and to present their consequences on the relationships among the idempotent matrices which, as we shall see later, are the basis for the theory of ranks of idempotent matrices.

**Theorem 2.4.** Let $A$ and $B$ be two idempotent matrices of the same size. Then the following rank equalities

\[
\begin{align*}
    r[(AB)^k, (BA)^k] &= r(A, B) + r(AB)^k + r(BA)^k - r(A) - r(B), \quad (2.23) \\
    r[(AB)^k A, (BA)^k B] &= r(A, B) + r((AB)^k A) + r((BA)^k B) - r(A) - r(B), \quad (2.24) \\
    r[(AB)^k A, (BA)^k B] &= r(A, B) + r((AB)^k A) + r((BA)^k B) - r(A) - r(B), \quad (2.25) \\
    r[(AB)^k - (BA)^k] &= r[(AB)^k] + r((AB)^k, (BA)^k) - r((AB)^k) - r((BA)^k), \quad (2.26) \\
    r[(AB)^k - (BA)^k] &= r(A, B) + r((AB)^k) + r((BA)^k) - 2r(A) - 2r(B), \quad (2.27) \\
    r[(AB)^k A - (BA)^k B] &= r[(AB)^k A, (BA)^k B] + r((AB)^k A) + r((BA)^k B) - r((AB)^k A) - r((BA)^k B), \quad (2.28) \\
    r[(AB)^k A - (BA)^k B] &= r(A, B) + r((AB)^k A) + r((BA)^k B) - 2r(A) - 2r(B) \quad (2.29) \\
    \end{align*}
\]

hold for all integers $k \geq 1$. In particular, the following consequences hold:
(a) \( r([AB]^k, (BA)^k] = r([AB]^k) + r([BA]^k) \iff r[A, B] = r(A) + r(B) \iff \mathcal{R}([AB]^k) \cap \mathcal{R}([BA]^k) = \{0\} \iff \mathcal{R}(A) \cap \mathcal{R}(B) = \{0\}. \)

(b) \( r([AB]^k, (BA)^k] = r[A, B] \iff \mathcal{R}([AB]^k) = \mathcal{R}(A) \) and \( \mathcal{R}([BA]^k] = \mathcal{R}(B). \)

(c) \( (AB)^k = (BA)^k \iff \mathcal{R}([AB]^k] = \mathcal{R}([BA]^k] \) and \( \mathcal{R}([A^*B^*]^k] = \mathcal{R}([B^*A^*]^k] \) \( \iff r[A, B] = r(A) + r(B) - r([AB]^k] \) and \( r \begin{bmatrix} A \\ B \end{bmatrix] = r(A) + r(B) - r([BA]^k]. \)

Proof. From the given matrices, we construct a block matrix as follows:

\[
M = \begin{bmatrix}
A_1 & 0 & \cdots & 0 & A_1 \hat{A}_1 & 0 & \cdots & 0 \\
0 & A_2 & \cdots & 0 & A_2 \hat{A}_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_k & 0 & 0 & \cdots & A_k \hat{A}_k \\
A_1 & A_2 & \cdots & A_k & 0 & 0 & \cdots & 0
\end{bmatrix}
\]

(2.33)

We then apply elementary block matrix operations to this \( X \) to obtain the following rank equality:

\[
r(\hat{X}) = r \begin{bmatrix}
A_1 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & A_2 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_k & 0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & -A_1 \hat{A}_1 & -A_2 \hat{A}_2 & \cdots & -A_k \hat{A}_k
\end{bmatrix}
\]

\[
r(\hat{X}) = r(A_1) + r(A_2) + \cdots + r(A_k] + r[A_1 \hat{A}_1, A_2 \hat{A}_2, \ldots, A_k \hat{A}_k].
\]

(2.34)
Also by elementary block matrix operations and the idempotency of $A_1, A_2, \ldots, A_k$, we obtain the following rank equality

$$
\begin{bmatrix}
0 & -A_1 A_2 & \cdots & -A_1 A_k & A_1 \hat{A}_1 & 0 & \cdots & 0 \\
-A_2 A_1 & 0 & \cdots & -A_2 A_k & 0 & A_2 \hat{A}_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
-A_k A_1 & -A_k A_2 & \cdots & 0 & 0 & 0 & \cdots & A_k \hat{A}_k \\
A_1 & A_2 & \cdots & A_k & 0 & 0 & \cdots & 0
\end{bmatrix}
= \begin{bmatrix}
0 & 0 & \cdots & 0 & A_1 \hat{A}_1 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 0 & A_2 \hat{A}_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & A_k \hat{A}_k \\
\end{bmatrix}
= r(A_1 \hat{A}_1) + r(A_2 \hat{A}_2) + \cdots + r(A_k \hat{A}_k) + r(A).
$$

Combining (2.34) and (2.35) leads to (2.32). Results (a) and (b) follow directly from (2.32). \hfill \blacksquare

Eq. (2.32) shows that all idempotent matrices are linked one another through certain simple but nontrivial rank formulas, so that we can conveniently use them to discuss relationships among all idempotent matrices under various circumstances. It is easy to see that (2.32) for $k = 2$ and (2.23) for $k = 1$ are the same. For $k = 3$ in (2.32), we obtain the following appealing results on the relationships among any three idempotent matrices of the same size.

**Corollary 2.6.** Let $A$, $B$, and $C$ be three idempotent matrices of the same size. Then

$$
r[A, B, C] = r(A) + r(B) + r(C) - r[AB, AC] - r[BA, BC] - r[CA, CB] + r[AB, AC, BA, BC, CA, CB].
$$

If $AB = BA$, $AC = CA$, and $BC = CB$, then

$$
r[A, B, C] = r(A) + r(B) + r(C) - r[AB, AC] - r[BA, BC] - r[CA, CB] + r[AB, AC, BC].
$$

In particular, the following results hold.

(a) $r[A, B, C] = r(A) + r(B) + r(C)$ if and only if $r[AB, AC, BA, BC, CA, CB] = r[AB, AC] + r[BA, BC] + r[CA, CB]$.

(b) $r[AB, AC, BA, BC, CA, CB] = r[A, B, C]$ if and only if $\mathcal{R}[AB, AC] = \mathcal{R}(A)$, $\mathcal{R}[BA, BC] = \mathcal{R}(B)$, and $\mathcal{R}[CA, CB] = \mathcal{R}(C)$.

(c) If $AB = BA = AC = CA = BC = CB = 0$, then $r[A, B, C] = r(A) + r(B) + r(C)$.

(d) $r[A, B, C] \geq r(A) + r(B) + r(C) - r[AB, AC] - r[BA, BC] - r[CA, BC]$ holds.

**Corollary 2.7.** Let $A$, $B$, and $C$ be three matrices with the same row number, and denote $P_A = AA^\dagger$, $P_B = BB^\dagger$, and $P_C = CC^\dagger$. Then

$$
r[A, B] = r(A) + r(B) - r(P_A P_B) - r(P_B P_A) + r[P_A P_B, P_B P_A],
$$

$$
r[A, B, C] = r(A) + r(B) + r(C) - r[P_A P_B, P_A P_C] - r[P_B P_A, P_B P_C] - r[P_C P_A, P_C P_B] + r[P_A P_B, P_A P_C, P_B P_A, P_B P_C, P_C P_A, P_C P_B].
$$

In particular, the following results hold.

(a) $r[A, B] = r(A) + r(B) \iff [P_A P_B, P_B P_A] = r(P_A P_B) + r(P_B P_A) \iff \mathcal{R}(A) \cap \mathcal{R}(B) = \{0\} \iff \mathcal{R}(P_A P_B) \cap \mathcal{R}(P_B P_A) = \{0\}$.

(b) $r[A, B] = r(A) + r(B) - r(P_A P_B) \iff [P_A P_B, P_B P_A] = r(P_A P_B) = r(P_B P_A) \iff \mathcal{R}(P_A P_B) = \mathcal{R}(P_B P_A) \iff P_A P_B = P_B P_A$.

(c) $r[A, B] = r[P_A P_B, P_B P_A] \iff r(A^* B) = r(A) = r(B)$. 

(d) $r[A, B, C] = r(A) + r(B) + r(C)$ \iff $r[P_A P_B, P_A P_C, P_B P_A, P_B P_C, P_C P_A, P_C P_B] = r[P_A P_B, P_A P_C] + r[P_B P_A, P_B P_C] + r[P_C P_A, P_C P_B]$.

(e) $r[A, B, C] = r(A) + r(B) + r(C) - r(P_A P_B) - r(P_A P_C) - r(P_B P_C) \iff r[P_A P_B, P_A P_C, P_B P_A, P_B P_C, P_C P_A, P_C P_B] = r[P_A P_B, P_A P_C] + r[P_B P_A, P_B P_C] + r[P_C P_A, P_C P_B] - r(P_A P_B) - r(P_A P_C) - r(P_B P_C)$.

One of the well-known problems in the theory of generalized inverses is to determine the relationships among generalized inverses of a block and its submatrices. For instance, $[A^- B^-]$ is a generalized inverse of $[A, B]$ if and only if $[A, B] [A^- B^-] [A, B] = [A, B]$ by definition. On the other hand, it is easy to verify that

$$[A, B] - [A, B] [A^- B^-] [A, B] = [A, B] - [(AA^- + BB^-)A, (AA^- + BB^-)B] = -[BB^- A, AA^- AB]$$

holds for all $A^-$ and $B^-$. Applying (2.32) to (2.40) yields the following result.

**Corollary 2.8.** Let $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{m \times p}$. Then the two matrices and their generalized inverses $A^-$ and $B^-$ satisfy the following rank identity

$$r\left([A, B] - [A, B] \begin{bmatrix} A^- & B^- \end{bmatrix} [A, B]\right) = r(AA^- B) + r(BB^- A) + r[A, B] - r(A) - r(B).$$

In particular, the following results hold.

(a) The maximum and minimum ranks of (2.40) with respect to $A^-$ and $B^-$ are given by

$$\max_{A^-, B^-} r\left([A, B] - [A, B] \begin{bmatrix} A^- & B^- \end{bmatrix} [A, B]\right) = r[A, B] - |r(A) - r(B)|,$$

$$\min_{A^-, B^-} r\left([A, B] - [A, B] \begin{bmatrix} A^- & B^- \end{bmatrix} [A, B]\right) = r(A) + r(B) - r[A, B] = \dim[\mathcal{N}(A) \cap \mathcal{N}(B)].$$

(b) $\{[A, B]^{-}\} \cap \left\{ \begin{bmatrix} A^- & B^- \end{bmatrix} \right\} \neq \emptyset \iff r[A, B] = r(A) + r(B) \iff \mathcal{N}(A) \cap \mathcal{N}(B) = \{0\}$.

(c) $\{[A, B]^{-}\} \supseteq \left\{ \begin{bmatrix} A^- & B^- \end{bmatrix} \right\} \iff r[A, B] = |r(A) - r(B)| \iff A = 0$ or $B = 0$.

**Proof.** Noting that both $AA^-$ and $BB^-$ are idempotent and applying (2.23) to (2.40), we obtain

$$r[AA^- BB^-, BB^- AA^-] = r(AA^- BB^-) + r(BB^- AA^-) + r[AA^-, BB^-] - r(AA^-) - r(BB^-) = r(AA^- B) + r(BB^- A) + r[A, B] - r(A) - r(B).$$

Applying the two known rank formulas

$$\max_{A^-, B^-} r[D - CA^-, B - r(C, D), r\begin{bmatrix} B & C \end{bmatrix} [A, D] + r\begin{bmatrix} A & B \end{bmatrix} [C, D] - r(A)],$$

$$\min_{A^-, B^-} r[D - CA^-, B - r(C, D), r\begin{bmatrix} B & C \end{bmatrix} [A, D] + r\begin{bmatrix} A & B \end{bmatrix} [C, D] - r(A)],$$

in (2.23) to $AA^-$ and $BB^-$ gives

$$\max_{A^-} r[AA^- B] = \max_{B^-} r(BB^- A) = \min\{r(A), r(B)\},$$

$$\min_{A^-} r[AA^- B] = \min_{B^-} r(BB^- A) = r(A) + r(B) - r[A, B].$$

Substituting (2.47) and (2.48) into (2.44) yields

$$\max_{A^-, B^-} r[AA^- BB^-, BB^- AA^-] = 2\min\{r(A), r(B)\} + r[A, B] - r(A) - r(B)$$

$$= r[A, B] - |r(A) - r(B)|,$$

$$\min_{A^-, B^-} r[AA^- BB^-, BB^- AA^-] = 2r(A) + 2r(B) - 2r[A, B] + r[A, B] - r(A) - r(B)$$

$$= r(A) + r(B) - r[A, B].$$

Combining (2.44) with (2.49) and (2.50) leads to (2.42) and (2.43), respectively. \(\square\)
More rank formulas can be derived from (2.32) and their variations. For example, for any $A \in \mathbb{C}^{m \times n}$, $B \in \mathbb{C}^{m \times p}$, and $C \in \mathbb{C}^{n \times q}$, the following equality holds for all $A^-, B^-$, and $C^-$.

Thus it is easy to derive from (2.46) and (2.51) that

$$
\dim(\mathbb{S}[A, B] \cap \mathbb{S}[A, C] \cap \mathbb{S}[B, C]) = r[A, B] + r[A, C] + r[B, C] - 2r[A, B, C].
$$

On the other hand, it was shown in [228] that

$$
r[A, B, C] = r[A, B, C] + r[A, A' - B, A' - C] + r[B, B' - A, B' - C] + r[C, C' - A, C' - B] - r(A) - r(B) - r(C)
$$

holds for all $A^-, B^-$, and $C^-$. Thus it is easy to derive from (2.46) and (2.51) that

$$
\min_{A^-, B^-, C^-} r[A, A^-, B, A^-, C] + r[B, B^-, A, B^-, C] + r[C, C^-, A, C^-, B] = r[A, B] + r[A, C] + r[B, C] - 2r[A, B, C].
$$

Prompted by (2.31), we obtain the following equality

$$
[A, B, C] - [A, B, C] - [A^-, B^-, C^-] = [(BB^+ + CC^+)A, (AA^+ + CC^+)B, (AA^+ + BB^+)C],
$$

where $AA^-$, $BB^-$, and $CC^-$ are idempotent matrices. In this case, it would be of interest to establish expansion formulas for calculating the rank of the right-hand side of (2.33).

### 3 Matrix identities composed by two or three idempotent matrices and their applications

It has been noticed that two or more given idempotent matrices may satisfy various identities, while these identities can be used to characterize algebraic properties of matrix expressions composed by idempotent matrices. In this section, we first revisit two known identities composed by two idempotent matrices, and then to establish a variety of novel identities composed by two or three idempotent matrices and their applications, including inverses, Moore–Penrose generalized inverses, Drazin generalized inverses, rank, range, and null spaces of the matrix expressions.

**Theorem 3.1.** Let $A$ and $B$ be two idempotent matrices of the order $m$. Then the following two matrix identities

$$
(A - B)^2 + (A + B - I_m)^2 = I_m,
$$
$$
AB + BA + 4^{-1}I_m = (A + B - 2^{-1}I_m)^2,
$$

and the following five rank formulas

$$
r[(A - B)^2] = r(A + B) + r(2I_m - A - B) - m,
$$
$$
r[(I_m - A - B)^2] = r(I_m - A) + r(I_m - B) - m,
$$
$$
r(AB + BA) = r(I_m - A - B) + r(A + B) - m,
$$
$$
r(I_m - AB - BA) = r[(\sqrt{5} - 1)/2I_m + A + B] + r[(\sqrt{5} + 1)/2I_m - A - B] - m,
$$
$$
r(2I_m - AB - BA) = r(I_m + A + B) + r(2I_m - A - B) - m
$$

hold. In particular, the following facts hold

$$
(A - B)^2 = 0 \iff (I_m - A - B)^2 = I_m \iff r(A + B) + r(2I_m - A - B) = m,
$$
$$
(A - B)^2 = 2^{-1}I_m \iff (I_m - A - B)^2 = 2^{-1}I_m,
$$
$$
(A - B)^2 = I_m \iff (I_m - A - B)^2 = 0 \iff r(I_m + A - B) + r(I_m - A + B) - m,
$$
$$
AB + BA = -2I_m \iff (A + B - 2^{-1}I_m)^2 = -7/4I_m,
$$
$$
AB + BA = -I_m \iff (A + B - 2^{-1}I_m)^2 = -3/4I_m.
$$
\[
\begin{align*}
AB + BA &= -4^{-1}I_m \iff (A + B - 2^{-1}I_m)^2 = 0, \\
AB + BA &= 0 \iff (A + B - 2^{-1}I_m)^2 = 4^{-1}I_m \iff r(I_m - A - B) + r(A + B) = m, \\
AB + BA &= \frac{3}{4}I_m \iff (A + B - 2^{-1}I_m)^2 = I_m, \\
AB + BA &= I_m \iff (A + B - 2^{-1}I_m)^2 = \frac{5}{4}I_m \iff r((\sqrt{5} - 1)/2I_m + A + B) + r((\sqrt{5} + 1)/2I_m - A - B) = m, \\
AB + BA &= 2I_m \iff (A + B - 2^{-1}I_m)^2 = \frac{9}{4}I_m \iff r(I_m + A + B) + r(2I_m - A - B) = m,
\end{align*}
\]

and
\[
\begin{align*}
r(A - B) &= m \iff r(A + B) + r(2I_m - A - B) = m, \\
r(I_m - A - B) &= m \iff r(I_m + A - B) = r(I_m - A - B) = m, \\
r(AB + BA) &= m \iff r(I_m - A - B) = r(A + B) = m, \\
r(I_m - AB - BA) &= m \iff r((\sqrt{5} - 1)/2I_m + A + B) = r((\sqrt{5} + 1)/2I_m - A - B) = m, \\
r(2I_m - AB - BA) &= m \iff r(I_m + A + B) = r(2I_m - A - B) = m.
\end{align*}
\]

Proof. Eqs. \((3.1)\) and \((3.2)\) follow from direct calculations, where \((3.1)\) was first given in [135]; see also [21, 49, 170, 211]. Applying \((2.1)\) to \((3.1)\) and \((3.2)\) yields \((3.3)\)–\((3.7)\). Eqs. \((3.8)\)–\((3.22)\) are direct consequences of \((3.1)\)–\((3.7)\).

We next give a group of matrix identities composed by some linear combinations of two idempotent matrices and their products.

**Theorem 3.2.** Let \(A\) and \(B\) be two idempotent matrices of the order \(m\), and let \(k\) be any positive integer. Then the following factorization equalities
\[
\begin{align*}
\alpha AB + \beta BA &= (\alpha A + \beta B)(A + B - I_m) = (A + B - I_m)(\beta A + \alpha B), \\
\alpha ABA + \beta BAB &= (\alpha A + \beta B)(A + B - I_m)^2 = (A + B - I_m)^2(\beta A + \alpha B), \\
\alpha (AB)^k + \beta (BA)^k &= (\alpha A + \beta B)(A + B - I_m)^{2k-1} = (A + B - I_m)^{2k-1}(\beta A + \alpha B), \\
\alpha (ABA)^k + \beta (BAB)^k &= (\alpha A + \beta B)(A + B - I_m)^{2k} = (A + B - I_m)^{2k}(\beta A + \alpha B)
\end{align*}
\]

hold for any two scalars \(\alpha\) and \(\beta\). In particular, \(\alpha AB + \beta BA\) is nonsingular \(\iff \alpha (AB)^k + \beta (BA)^k\) is nonsingular \(\alpha ABA + \beta BAB\) is nonsingular \(\iff \alpha (ABA)^k + \beta (BAB)^k\) is nonsingular \(\iff \alpha A + B + A - B - I_m\) are nonsingular; in which cases, the following equalities hold
\[
\begin{align*}
(\alpha AB + \beta BA)^{-1} &= (A + B - I_m)^{-1}(\alpha A + \beta B)^{-1} = (A + B - I_m)^{-1}(\beta A + \alpha B)^{-1}, \\
(\alpha ABA + \beta BAB)^{-1} &= (A + B - I_m)^{-2}(\alpha A + \beta B)^{-1} = (A + B - I_m)^{-2}(\beta A + \alpha B)^{-1}, \\
[\alpha (AB)^k + \beta (BA)^k]^{-1} &= (A + B - I_m)^{-2k+1}(\alpha A + \beta B)^{-1} = (A + B - I_m)^{-2k+1}(\beta A + \alpha B)^{-1}, \\
[\alpha (ABA)^k + \beta (BAB)^k]^{-1} &= (A + B - I_m)^{-2k}(\alpha A + \beta B)^{-1} = (A + B - I_m)^{-2k}(\beta A + \alpha B)^{-1}.
\end{align*}
\]

Proof. Eqs. \((3.23)\)–\((3.30)\) follow from direct expansions and simplifications. Eqs. \((3.31)\)–\((3.32)\) follow from \((3.23)\)–\((3.30)\).

It is no doubt that \((3.23)\)–\((3.30)\) can be used to approach performances of the matrix expressions on the left-hands under various assumptions, such as, ranks, ranges, nullity, r-potency, nilpotency, nonsingularity, inverses, generalized inverses, norms, etc. We next give some special cases of \((3.23)\)–\((3.30)\) and their variations, and present interesting consequences.

**Corollary 3.3.** Let \(A\) and \(B\) be two idempotent matrices of the order \(m\), and let \(k\) be a positive integer. Then, the following matrix identities hold
\[
\begin{align*}
AB - BA &= (A - B)(A + B - I_m) = -(A + B - I_m)(A - B), \\
AB + BA &= (A + B)(A + B - I_m) = (A + B - I_m)(A + B), \\
ABA - BAB &= (A - B)(A + B - I_m)^2 = (A + B - I_m)^2(A - B), \\
ABA + BAB &= (A + B)(A + B - I_m)^2 = (A + B - I_m)^2(A + B).
\end{align*}
\]
\[(AB - BA)^k = (-1)^{(k-1)/2} (A - B)^k (A + B - I_m)^k = (-1)^{(k-1)/2} (I_m - A - B)^k (A - B)^k, \quad (3.35)\]

\[(AB + BA)^k = (A + B)^k (A + B - I_m)^k = (A + B - I_m)^k (A + B)^k, \quad (3.36)\]

\[(ABA - BAB)^k = (A - B)^k (A + B - I_m)^{2k} = (A + B - I_m)^{2k} (A - B)^k, \quad (3.37)\]

\[(ABA + BAB)^k = (A + B)^k (A + B - I_m)^{2k} = (A + B - I_m)^{2k} (A + B)^k, \quad (3.38)\]

\[(AB)^k - (BA)^k = (A - B)(A + B - I_m)^{2k-1} = -(A + B - I_m)^{2k-1}(A - B), \quad (3.39)\]

\[(AB)^k + (BA)^k = (A + B)(A + B - I_m)^{2k-1} = (A+ B - I_m)^{2k-1}(A + B), \quad (3.40)\]

\[(ABA)^k - (BAB)^k = (A - B)(A + B - I_m)^{2k} = (A + B - I_m)^{2k} (A - B), \quad (3.41)\]

\[(ABA)^k + (BAB)^k = (A + B)(A + B - I_m)^{2k} = (A + B - I_m)^{2k} (A + B). \quad (3.42)\]

In addition, the following matrix identities hold
\[
AB - BA + (AB)^2 - (BA)^2 + \cdots + (AB)^k - (BA)^k
= (A - B)[(A + B - I_m) + (A + B - I_m)^3 + \cdots + (A + B - I_m)^{2k-1}] (B - A), \quad (3.43)
\]
\[
AB + BA + (AB)^2 + (BA)^2 + \cdots + (AB)^k + (BA)^k
= (A + B)[(A + B - I_m) + (A + B - I_m)^3 + \cdots + (A + B - I_m)^{2k-1}] (A + B), \quad (3.44)
\]
\[
ABA - BAB + (ABA)^2 - (BAB)^2 + \cdots + (ABA)^k - (BAB)^k
= (A - B)[(A + B - I_m)^2 + (A + B - I_m)^4 + \cdots + (A + B - I_m)^{2k}] (A - B), \quad (3.45)
\]
\[
ABA + BAB + (ABA)^2 + (BAB)^2 + \cdots + (ABA)^k + (BAB)^k
= (A + B)[(A + B - I_m)^2 + (A + B - I_m)^4 + \cdots + (A + B - I_m)^{2k}] (A + B). \quad (3.46)
\]

**Corollary 3.4.** Let \( A \) and \( B \) be two idempotent matrices of the order \( m \), and let \( k \) be a positive integer. Then, the following results hold.

(a) \( \mathcal{D}[AB - BA]^k \subseteq \mathcal{D}(AB)^k \) and \( \mathcal{D}(AB - BA)^k \subseteq \mathcal{D}(A + B - I_m)^k \);

(b) \( \mathcal{H}[AB + BA]^k \subseteq \mathcal{H}(AB)^k \) and \( \mathcal{H}(AB + BA)^k \subseteq \mathcal{H}(A + B - I_m)^k \);

(c) \( \mathcal{M}(A - B)^k \subseteq \mathcal{M}(AB - BA)^k \) and \( \mathcal{M}(A + B - I_m)^k \subseteq \mathcal{M}(AB - BA)^k \);

(d) \( \mathcal{M}(A + B)^k \subseteq \mathcal{M}(AB + BA)^k \) and \( \mathcal{M}(A + B - I_m)^k \subseteq \mathcal{M}(AB + BA)^k \).

**Corollary 3.5.** Let \( A \) and \( B \) be two idempotent matrices of the order \( m \), and let \( k \) be a positive integer. Then, the following matrix identities hold
\[
(AB - BA)^D = (A - B)^D (A + B - I_m)^D = -(A + B - I_m)^D (A - B)^D, \quad (3.47)
\]
\[
(AB + BA)^D = (A + B)^D (A + B - I_m)^D = (A + B - I_m)^D (A + B)^D, \quad (3.48)
\]
\[
[(AB)^k - (BA)^k]^D = (A - B)^D [(A + B - I_m)^D]^{2k-1} = -[(A + B - I_m)^D]^{2k-1} (A - B)^D, \quad (3.49)
\]
\[
[(AB)^k + (BA)^k]^D = (A + B)^D [(A + B - I_m)^D]^{2k-1} = [(A + B - I_m)^D]^{2k-1} (A + B)^D, \quad (3.50)
\]
\[
[(ABA)^k - (BAB)^k]^D = (A - B)^D [(A + B - I_m)^D]^{2k} = [(A + B - I_m)^D]^{2k} (A - B)^D, \quad (3.51)
\]
\[
[(ABA)^k + (BAB)^k]^D = (A + B)^D [(A + B - I_m)^D]^{2k} = [(A + B - I_m)^D]^{2k} (A + B)^D. \quad (3.52)
\]

**Proof.** It follows from [226 Corollary 5] that
\[
MN = \pm NM \Rightarrow (MN)^D = N^DM^D. \quad (3.53)
\]

Applying this result to [3.31], [3.32], and [3.33]–[3.12] yields the results in this corollary. \( \square \)

**Remark 3.6.** The Drazin inverses of \( A \pm B \) for two idempotents \( A \) and \( B \) were studied, and some formulas for \( (A \pm B)^D \) were derived, see e.g., [70, 80, 81, 120, 259]. Substituting the results in these papers into the equalities in Corollary 3.5 may yield a variety of equalities for the Drazin inverses of \( AB \pm BA \) and \( (AB)^k \pm (BA)^k \), etc.
A group of identities for \((AB)^k\), \((ABA)^k\), and \(A - ABA\) are given in the following theorem. Their verifications are straightforward.

**Theorem 3.7.** Let \(A\) and \(B\) be two idempotent matrices of the order \(m\), and let \(k\) be a positive integer. Then, the following matrix identities hold

\[
A - ABA = A( A - B)^2 = ( A - B)^2 A, \quad (3.54)
\]
\[
B - BAB = B( A - B)^2 = ( A - B)^2 B, \quad (3.55)
\]
\[
( A - ABA)^k = A( A - B)^{2k} = ( A - B)^{2k} A, \quad (3.56)
\]
\[
( B - BAB)^k = B( A - B)^{2k} = ( A - B)^{2k} B, \quad (3.57)
\]
\[
ABA = A( A + B - I_m)^2 = ( A + B - I_m)^2 A, \quad (3.58)
\]
\[
BAB = B( A + B - I_m)^2 = ( A + B - I_m)^2 B, \quad (3.59)
\]
\[
(ABA)^k = A( A + B - I_m)^{2k} = ( A + B - I_m)^{2k} A, \quad (3.60)
\]
\[
(BAB)^k = B( A + B - I_m)^{2k} = ( A + B - I_m)^{2k} B, \quad (3.61)
\]
\[
(ABA)^2 = BA(A + B - I_m)^2 = B( A + B - I_m)^2 A, \quad (3.62)
\]
\[
(AB)^2 = AB( A + B - I_m)^2 = A( A + B - I_m)^2 B, \quad (3.63)
\]
\[
(AB)^k = A( A + B - I_m)^k B, \quad (3.64)
\]
\[
(BA)^k = B( A + B - I_m)^k A. \quad (3.65)
\]

The following result is derived from Theorem 3.7 and (3.53).

**Corollary 3.8.** Let \(A\) and \(B\) be two idempotent matrices of the order \(m\), and let \(k\) be a positive integer. Then, the following matrix identities hold

\[
( A - ABA)^D = A[( A - B)^D]^2 = [( A - B)^D]^2 A, \quad (3.66)
\]
\[
( B - BAB)^D = B[( A - B)^D]^2 = [( A - B)^D]^2 B, \quad (3.67)
\]
\[
(ABA)^D = A[( A + B - I_m)^D]^2 = [( A + B - I_m)^D]^2 A, \quad (3.68)
\]
\[
(BAB)^D = B[( A + B - I_m)^D]^2 = [( A + B - I_m)^D]^2 B. \quad (3.69)
\]

If \(A\) and \(B\) happen to be orthogonal projectors of the same size, the results in the previous theorems and corollaries are all valid. In such cases, the matrices \(A \pm B\) and \(A + B - I_m\) are Hermitian, and the results in the theorems and corollaries can be simplified further. In particular, note that \(M^D = M^\dagger\) for a Hermitian matrix. Hence Corollaries 3.7 and 3.8 reduce to the following results.

**Corollary 3.9.** Let \(A\) and \(B\) be two orthogonal projectors of the order \(m\), and let \(k\) be a positive integer. Then, the following matrix identities hold

\[
(AB - BA)^\dagger = -( A - B)^\dagger( A + B - I_m)^\dagger = ( A + B - I_m)^\dagger( A - B)^\dagger, \quad (3.70)
\]
\[
(AB + BA)^\dagger = ( A + B)^\dagger( A + B - I_m)^\dagger = ( A + B - I_m)^\dagger( A + B)^\dagger, \quad (3.71)
\]
\[
[(AB)^k - (BA)^k]^\dagger = ( A - B)^\dagger[( A + B - I_m)^\dagger]^{2k-1} = -( A + B - I_m)^\dagger[( A - B)^\dagger]^{2k-1}, \quad (3.72)
\]
\[
[(AB)^k + (BA)^k]^\dagger = ( A + B)^\dagger[( A + B - I_m)^\dagger]^{2k-1} = ( A + B - I_m)^\dagger[( A + B)^\dagger]^{2k-1}, \quad (3.73)
\]
\[
[(ABA)^k - (BAB)^k]^\dagger = ( A - B)^\dagger[( A + B - I_m)^\dagger]^{2k} = ( A + B - I_m)^\dagger[( A - B)^\dagger]^{2k}, \quad (3.74)
\]
\[
[(ABA)^k - (BAB)^k]^\dagger = ( A + B)^\dagger[( A + B - I_m)^\dagger]^{2k} = ( A + B - I_m)^\dagger[( A + B)^\dagger]^{2k}, \quad (3.75)
\]
\[
(A - ABA)^\dagger = A[( A - B)^\dagger]^2 = [( A - B)^\dagger]^2 A, \quad (3.76)
\]
\[
(B - BAB)^\dagger = B[( A - B)^\dagger]^2 = [( A - B)^\dagger]^2 B, \quad (3.77)
\]
\[
(ABA)^\dagger = A[( A + B - I_m)^\dagger]^2 = [( A + B - I_m)^\dagger]^2 A, \quad (3.78)
\]
\[
(BAB)^\dagger = B[( A + B - I_m)^\dagger]^2 = [( A + B - I_m)^\dagger]^2 B. \quad (3.79)
\]
It was shown in \[67\] that

\[
(AB)^\dagger = BA - B[(I_m - B)(I_m - A)]^\dagger A,
\]

\[
(A - B)^\dagger = (A - AB)^\dagger - (B - BA)^\dagger,
\]

\[
(A + B)^\dagger = A - B + B(A - BA)^\dagger - (B - BA)^\dagger A,
\]

\[
(A + B - I_m)^\dagger = (AB)^\dagger - [(I_m - A)(I_m - B)]^\dagger
\]

hold for any pair of orthogonal projectors \(A\) and \(B\). Substituting them into Corollary \[5.9\] will yield many new equalities for the Moore–Penrose inverses of orthogonal projectors. More results and facts on the Moore–Penrose inverses of two orthogonal projectors and their algebraic operations can be found in \[229\].

In addition, it is also worth to discuss the following reverse order laws for generalized inverses

\[
(\alpha AB + \beta BA)^{(i,...,j)} = (A + B - I_m)^{(k,...,j)}(\alpha A + \beta B)^{-1}
\]

\[
(\alpha ABA + \beta BAB)^{(i,...,j)} = [(A + B - I_m)^2(\alpha A + \beta B)^{(i,...,j)}
\]

\[
[\alpha(AB)^k + \beta(BA)^k]^{(i,...,j)} = [(A + B - I_m)^{2k-1}(\alpha A + \beta B)^{(i,...,j)}
\]

\[
[(\alpha ABA)^k + \beta(BAB)^k]^{(i,...,j)} = [(A + B - I_m)^{2k}(\alpha A + \beta B)^{(i,...,j)}
\]

We next explore ranges and null spaces of some matrix expressions composed by two idempotent matrices. It is easy to verify that

\[
r[A + B, I_m + A - B] = r[A + B, I_m - A + B] = r[A - B, I_m + A + B] = r[A - B, I_m - A - B] = m
\]

hold for two idempotent matrices \(A\) and \(B\) of the order \(m\). Hence,

\[
r[A - B, I_m - A - B] = r(A + B) + r(I_m - A - B)
\]

\[
\iff r[A, B] = r(A) + r(B) - r(AB)
\]

\[
r[A - B, I_m - A - B] = r(A) + r(B) - r(AB)
\]

In Problem 31-4, Issue 31(2003), the Bulletin of the International Linear Algebra Society, the present author proposed such a problem: if \(R\) is a ring with unity \(1\), and \(a, b \in R\) satisfy \(a^2 = a\) and \(b^2 = b\), then

\[
(ab - ba)R = (a - b)R \cap (1 - a - b)R\quad \text{and}\quad R(ab - ba) = R(a - b) \cap R(1 - a - b).
\]

In matrix situation, the problem can be restated as follows: If \(A\) and \(B\) are a pair of idempotent matrices of order \(m\), then

\[
\mathcal{R}(AB - BA) = \mathcal{R}(A - B) \cap \mathcal{R}(I_m - A - B).
\]

(3.80)

It can be seen from this range equality that

(i) if \(A - B\) is nonsingular, then \(\mathcal{R}(AB - BA) = \mathcal{R}(I_m - A - B)\);

(ii) if \(A + B - I_m\) is nonsingular, then \(\mathcal{R}(AB - BA) = \mathcal{R}(A - B)\);

(iii) the commutator \(AB - BA\) is nonsingular if and only if both \(A - B\) and \(I_m - A - B\) are nonsingular;

(iv) \(AB = BA \iff \mathcal{R}(A - B) \cap \mathcal{R}(I_m - A - B) = \{0\} \iff r[A, B] = r(A) + r(B) - r(AB)\) and \(r[A, B] = r(A) + r(B) - r(AB)\) and \(r[A, B] = r(A) + r(B) - r(AB)\).

The range equality in (3.80) can be used to find some other analogous range equalities for matrix expressions consisting of a pair of idempotent matrices of the same order.
**Theorem 3.10.** Let $A$ and $B$ be two idempotent matrices of the order $m$. Then, the following range identities hold

\[
\mathcal{R}(AB + BA) = \mathcal{R}(A + B) \cap \mathcal{R}(A + B - I_m), \quad (3.81)
\]

\[
\mathcal{R}(ABA + BAB) = \mathcal{R}(A + B) \cap \mathcal{R}[ (A + B - I_m)^2 ], \quad (3.82)
\]

\[
\mathcal{R}(ABA - BAB) = \mathcal{R}(A - B) \cap \mathcal{R}[ (A + B - I_m)^2 ], \quad (3.83)
\]

\[
\mathcal{R}[ (AB - BA)^2 ] = \mathcal{R}(A - B^2) \cap \mathcal{R}[ (A + B - I_m)^2 ]. \quad (3.84)
\]

**Proof.** It can be derived from Lemma 3.2 that

\[
\mathcal{R}(AB + BA) \subseteq \mathcal{R}(A + B) \cap \mathcal{R}(A + B - I_m), \quad (3.85)
\]

\[
\mathcal{R}(ABA + BAB) \subseteq \mathcal{R}(A + B) \cap \mathcal{R}[ (A + B - I_m)^2 ], \quad (3.86)
\]

\[
\mathcal{R}(ABA - BAB) \subseteq \mathcal{R}(A - B) \cap \mathcal{R}[ (A + B - I_m)^2 ], \quad (3.87)
\]

\[
\mathcal{R}[ (AB - BA)^2 ] \subseteq \mathcal{R}(A - B^2) \cap \mathcal{R}[ (A + B - I_m)^2 ]. \quad (3.88)
\]

If we can show that the dimensions of the subspaces on both sides of (3.85)–(3.88) are equal, respectively, then (3.85)–(3.88) are valid.

It follows from (2.41) and (3.31) that

\[
r(AB + BA) = r(A + B) + r(A + B - I_m) - m. \quad (3.89)
\]

On the other hand, using the well-known formula

\[
\dim[\mathcal{R}(M) \cap \mathcal{R}(N)] = r(M) + r(N) - r[M, N], \quad (3.90)
\]

we also obtain

\[
\dim[\mathcal{R}(A + B) \cap \mathcal{R}(A + B - I_m)]
\]

\[
= r(A + B) + r(A + B - I_m) - r[A + B, A + B - I_m]
\]

\[
= r(A + B) + r(A + B - I_m) - r[A + B, I_m]
\]

\[
= r(A + B) + r(A + B - I_m) - m. \quad (3.91)
\]

Eqs. (3.83) and (3.91) imply that the dimensions of the subspaces on the both sides of (3.83) are equal. Thus, (3.31) holds. Note from (3.31) that

\[
ABA - BAB = (A - B)(A + B - I_m)^2 = (A - B) - (A - B)^3.
\]

Hence, it follows from (2.42) that

\[
r(ABA - BAB) = r(A - B) + r[I_m - (A - B)^2] - m
\]

\[
= r(A - B) + r[ (A + B - I_m)^2 ] - m
\]

\[
= r(A - B) + r[I_m + A - B] + r(I_m - A + B) - 2m \quad \text{(by (3.1))},
\]

and by (3.90),

\[
\dim[\mathcal{R}(A + B) \cap \mathcal{R}[ (A + B - I_m)^2 ]]
\]

\[
= r(A - B) + r[ (A + B - I_m)^2 ] - r[A - B, (A + B - I_m)^2]
\]

\[
= r(A - B) + r[ (A + B - I_m)^2 ] - r[A - B, I_m - (A - B)^2] \quad \text{(by (3.1))}
\]

\[
= r(A - B) + r[ (A + B - I_m)^2 ] - r[A - B, I_m]
\]

\[
= r(A - B) + r[ (A + B - I_m)^2 ] - m
\]

\[
= r(A - B) + r[I_m + A - B] + r(I_m - A + B) - 2m \quad \text{(by (3.1))}.
\]

The above two equalities imply that the dimensions of the subspaces on the both sides of (3.87) are equal. Thus, (3.87) holds. Similarly, we can show that

\[
\dim[\mathcal{R}(ABA + BAB)] = r(A + B) + r[ (A + B - I_m)^2 ] - m,
\]

\[
\dim[\mathcal{R}(A + B) \cap \mathcal{R}[ (A + B - I_m)^2 ]] = r(A + B) + r[ (A + B - I_m)^2 ] - m.
\]
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Thus, (3.82) holds. It can also be shown that

\[
\dim \mathcal{R}[(AB - BA)^2] = r[(A - B)^2] + r[(A + B - I_m)^2] - m, \\
\dim \mathcal{R}[(A - B)^2] \cap \mathcal{R}[(A + B - I_m)^2] = r[(A - B)^2] + r[(A + B - I_m)^2] - m.
\]

Hence, (3.83) holds. 

We leave the verification of the following result to the reader.

**Theorem 3.11.** Let \( A \) and \( B \) be two idempotent matrices of the order \( m \). Then

\[
\mathcal{N}(AB \pm BA) = \mathcal{N}(A \pm B) \cap \mathcal{N}(A + B - I_m), \\
\mathcal{N}(ABA \pm BAB) = \mathcal{N}(A \pm B) \cap \mathcal{N}[(A + B - I_m)^2], \\
\mathcal{N}[(AB - BA)^2] = \mathcal{N}[(A - B)^2] \cap \mathcal{N}[(A + B - I_m)^2].
\]

Obviously, the formulas and facts in Theorem 3.11 can be extended to a family of idempotent matrices and their algebraic operations. It is expected that many more nontrivial algebraic equalities among idempotent matrices and their consequences can be established.

One of the main concerns about a given matrix is to explore the relationships between the matrix and its transpose or conjugate transpose; see e.g., [88, 105, 106, 191, 200, 209]. It is easy to see that \((A^*)^2 = A^*\) by taking conjugate of both sides of \(A^2 = A\). In this case, replacing \( B \) with \( A^* \) in the preceding results, we obtain the following consequences.

**Theorem 3.12.** Let \( A \) be an idempotent matrix of the order \( m \). Then the following two matrix identities

\[
(A - A^*)^2 + (A + A^* - I_m)^2 = I_m, \\
AA^* + A^*A + 4^{-1}I_m = (A + A^* - 2^{-1}I_m)^2,
\]

and the following five rank formulas

\[
r(A - A^*) = r(A + A^*) + r(2I_m - A - A^*) - m, \\
r(I_m - A - A^*) = 2r(I_m + A + A^*) - m, \\
r(3I_m - AA^* + A^*A) = r[A, A^*] = r(I_m - A - A^*) + r(A + A^*) - m, \\
r((\sqrt{5} - 1)/2I_m + A + A^*) + r((\sqrt{5} + 1)/2I_m - A - A^*) - m, \\
r(2I_m - AA^* - A^*A) = r(I_m + A + A^*) + r(2I_m - A - A^*) - m
\]

hold. In particular,

\[
A = A^* \Leftrightarrow (I_m - A - A^*)^2 = I_m \Leftrightarrow r(A + A^*) + r(2I_m - A - A^*) = m, \\
(A - A^*)^2 = 2^{-1}I_m \Leftrightarrow (I_m - A - A^*)^2 = 2^{-1}I_m, \\
(A - A^*)^2 = I_m \Leftrightarrow (I_m - A - A^*)^2 = 0 \Leftrightarrow r(I_m + A - A^*) + r(I_m - A + A^*) - m, \\
AA^* + A^*A = -2I_m \Leftrightarrow (A - A^* - 2^{-1}I_m)^2 = -\frac{7}{4}I_m, \\
AA^* + A^*A = -I_m \Leftrightarrow (A + A^* - 2^{-1}I_m)^2 = -\frac{3}{4}I_m, \\
AA^* + A^*A = -I_m \Leftrightarrow (A + A^* - 2^{-1}I_m)^2 = 0, \\
AA^* + A^*A = 0 \Leftrightarrow (A + A^* - 2^{-1}I_m)^2 = 4^{-1}I_m \Leftrightarrow r(I_m - A - A^*) + r(A + A^*) = m, \\
AA^* + A^*A = \frac{3}{4}I_m \Leftrightarrow (A + A^* - 2^{-1}I_m)^2 = I_m, \\
AA^* + A^*A = I_m \Leftrightarrow (A + A^* - 2^{-1}I_m)^2 = \frac{5}{4}I_m \Leftrightarrow r[(\sqrt{5} - 1)/2I_m + A + A^*] + r[(\sqrt{5} + 1)/2I_m - A - A^*] = m, \\
AA^* + A^*A = 2I_m \Leftrightarrow (A + A^* - 2^{-1}I_m)^2 = \frac{9}{4}I_m \Leftrightarrow r(I_m + A + A^*) + r(2I_m - A - A^*) = m,
\]

and

\[
r(A - A^*) = m \Leftrightarrow r(A + A^*) = r(2I_m - A - A^*) = m, \\
r(I_m - A - A^*) = m \Leftrightarrow r(I_m + A - A^*) = m, \\
r(3I_m - AA^* + A^*A) = r[A, A^*] = m \Leftrightarrow r(A + A^*) = r(I_m - A - A^*) = m, \\
r(I_m - AA^* - A^*A) = m \Leftrightarrow r[(\sqrt{5} - 1)/2I_m + A + A^*] = r[(\sqrt{5} + 1)/2I_m - A - A^*] = m, \\
r(2I_m - AA^* - A^*A) = m \Leftrightarrow r(I_m + A + A^*) = r(2I_m - A - A^*) = m.
\]
Theorem 3.13. Let $A$ be an idempotent matrix of the order $m$, and let $k$ be any positive integer. Then the following factorization equalities

\[
\alpha A^* + \beta A^* A = (\alpha A + \beta A^*) (A + A^* - I_m) = (A + A^* - I_m) (\beta A + \alpha A^*),
\]
\[
\alpha A^* A + \beta A^* A A^* = (\alpha A + \beta A^*) (A + A^* - I_m)^2 = (A + A^* - I_m)^2 (\beta A + \alpha A^*),
\]
\[
(\alpha A^*)^k + \beta (A^* A)^k = (\alpha A + \beta A^*) (A + A^* - I_m)^{2k-1} = (A + A^* - I_m)^{2k-1} (\beta A + \alpha A^*),
\]
\[
(\alpha A^* A)^k + \beta (A^* A A^*)^k = (\alpha A + \beta A^*) (A + A^* - I_m)^{2k} = (A + A^* - I_m)^{2k} (\beta A + \alpha A^*)
\]

hold for any two scalars $\alpha$ and $\beta$. In particular, $\alpha A^* + \beta A^* A$ is nonsingular $\iff (\alpha A^*)^k + \beta (A^* A)^k$ is nonsingular $\alpha A^* A + \beta A^* A A^*$ is nonsingular $\iff (\alpha A^* A)^k + \beta (A^* A A^*)^k$ is nonsingular $\iff$ both $\alpha + \beta A^*$ and $A + A^* - I_m$ are nonsingular; in which cases, the following equalities hold

\[
(\alpha A^* + \beta A^* A)^{-1} = (A + A^* - I_m)^{-1} (\alpha A + \beta A^*)^{-1} = (\alpha A + \beta A^*)^{-1} (A + A^* - I_m)^{-1},
\]
\[
(\alpha A^* A + \beta A^* A A^*)^{-1} = (A + A^* - I_m)^{-2} (\alpha A + \beta A^*)^{-1} = (\alpha A + \beta A^*)^{-1} (A + A^* - I_m)^{-2},
\]
\[
(\alpha A^*)^k + \beta (A^* A)^k = (A + A^* - I_m)^{2k+1} (\alpha A + \beta A^*)^{-1} = (\alpha A + \beta A^*)^{-1} (A + A^* - I_m)^{-2k+1},
\]
\[
(\alpha A^* A)^k + \beta (A^* A A^*)^k = (A + A^* - I_m)^{-2k} (\alpha A + \beta A^*)^{-1} = (\alpha A + \beta A^*)^{-1} (A + A^* - I_m)^{-2k}.
\]

Corollary 3.14. Let $A$ be an idempotent matrix of the order $m$, and let $k$ be a positive integer. Then, the following matrix identities hold

\[
A^* - A^* A = (A - A^*) (A + A^* - I_m) = -(A + A^* - I_m) (A - A^*),
\]
\[
A^* A^* - A^* A = (A + A^*) (A + A^* - I_m) = (A + A^* - I_m) (A + A^*),
\]
\[
A^* A - A^* A A^* = (A + A^*) (A + A^* - I_m)^2 = (A + A^* - I_m)^2 (A + A^*),
\]
\[
AA^* A + A^* A A^* = (A + A^*) (A + A^* - I_m)^2 = (A + A^* - I_m)^2 (A + A^*).
\]
\[
(\alpha A^*)^k + \beta (A^* A)^k = (-1)^{k(k-1)/2} (A - A^*)^k (A + A^* - I_m)^k = (-1)^{k(k-1)/2} (I_m - A - A^*)^k (A - A^*),
\]
\[
(\alpha A^* A)^k + \beta (A^* A A^*)^k = (A + A^*)^k (A + A^* - I_m)^k = (A + A^* - I_m)^k (A + A^*).
\]
\[
(\alpha A^* A - \alpha A^* A A^*)^k = (A - A^*)^k (A + A^* - I_m)^{2k} = (A + A^* - I_m)^{2k} (A - A^*),
\]
\[
(\alpha A^* A + \alpha A^* A A^*)^k = (A + A^*)^k (A + A^* - I_m)^{2k} = (A + A^* - I_m)^{2k} (A + A^*),
\]
\[
(\alpha A^*)^k - (\alpha A^*)^k = (A - A^*) (A + A^* - I_m)^{2k-1} = -(A + A^* - I_m)^{2k-1} (A - A^*),
\]
\[
(\alpha A^* A)^k - (\alpha A^* A A^*)^k = (A + A^*) (A + A^* - I_m)^{2k-1} = (A + A^* - I_m)^{2k-1} (A + A^*),
\]
\[
(\alpha A^* A)^k + (\alpha A^* A A^*)^k = (A + A^*) (A + A^* - I_m)^{2k} = (A + A^* - I_m)^{2k} (A + A^*).
\]

In addition, the following matrix identities hold

\[
AA^* - A^* A + (AA^*)^2 - (A^* A)^2 + \cdots + (AA^*)^k - (A^* A)^k
\]
\[
= (A - A^*) [(A + A^* - I_m) + (A + A^* - I_m)^3 + \cdots + (A + A^* - I_m)^{2k-1}] + (A + A^*) [(A + A^* - I_m) + (A + A^* - I_m)^3 + \cdots + (A + A^* - I_m)^{2k-1}]
\]
\[
= [(A + A^* - I_m) + (A + A^* - I_m)^3 + \cdots + (A + A^* - I_m)^{2k-1}] (A + A^*) + (A + A^*) [(A + A^* - I_m) + (A + A^* - I_m)^3 + \cdots + (A + A^* - I_m)^{2k-1}]
\]
\[
AA^* A - A^* A A^* + (AA^*)^2 - (A^* A)^2 + \cdots + (AA^*)^k - (A^* A)^k
\]
\[
= (A - A^*) [(A + A^* - I_m) + (A + A^* - I_m)^3 + \cdots + (A + A^* - I_m)^{2k-1}] + (A + A^*) [(A + A^* - I_m) + (A + A^* - I_m)^3 + \cdots + (A + A^* - I_m)^{2k-1}]
\]
\[
= [(A + A^* - I_m) + (A + A^* - I_m)^3 + \cdots + (A + A^* - I_m)^{2k-1}] (A + A^*) + (A + A^*) [(A + A^* - I_m) + (A + A^* - I_m)^3 + \cdots + (A + A^* - I_m)^{2k-1}].
\]
Theorem 3.15. Let $A$ be an idempotent matrices of the order $m$, and let $k$ be a positive integer. Then, the following matrix identities hold

$$A - AA^* A = A(A - A^*)^2 = (A - A^*)^2 A,$$

$$A^* - A'AA^* = A'(A - A^*)^2 = (A - A^*)^2 A^*,$$

$$(A - AA^*)k = A(A - A^*)^{2k} = (A - A^*)^{2k} A,$$

$$(A^* - A'AA^*)k = A'(A - A^*)^{2k} = (A - A^*)^{2k} A^*,$$

$$AA^* A = (A + A^* - I_m)^2 = (A + A^* - I_m)^2 A,$$

$$AA^* A = A'(A + A^* - I_m)^2 = (A + A^* - I_m)^2 A^*,$$

$$(AA^*)^k = A(A + A^* - I_m)^{2k} = (A + A^* - I_m)^{2k} A,$$

$$(AA^*)^k = A'(A + A^* - I_m)^{2k} = (A + A^* - I_m)^{2k} A^*,$$

$$(AA^*)^2 = AA^*(A + A^* - I_m)^2 = A(A + A^* - I_m)^2 A,$$

$$(AA^*)^2 = AA^*(A + A^* - I_m)^{2k} = (A + A^* - I_m)^{2k} A^*,$$

$$(AA^*)^k = A(A + A^* - I_m)^k A^*,$$

$$(A^* A)^k = A'(A + A^* - I_m)^k A.$$

Theorem 3.16. Let $A$ be an idempotent matrix of the order $m$, and let $k$ be a positive integer. Then, the following results hold.

(a) $\mathcal{R}(AA^* - A'A) \subseteq \mathcal{R}(A - A^*)$ and $\mathcal{R}(AA^* - A'A) \subseteq \mathcal{R}(A + A^* - I_m)$.

(b) $\mathcal{R}(AA^* + A'A) \subseteq \mathcal{R}(A + A^*)$ and $\mathcal{R}(AA^* + A'A) \subseteq \mathcal{R}(A + A^* - I_m)$.

(c) $\mathcal{N}(A - A^*) \subseteq \mathcal{N}(AA^* - A'A)$ and $\mathcal{N}(A + A^* - I_m) \subseteq \mathcal{N}(AA^* - A'A)$.

(d) $\mathcal{N}(A + A^*) \subseteq \mathcal{N}(AA^* + A'A)$ and $\mathcal{N}(A + A^* - I_m) \subseteq \mathcal{N}(AA^* + A'A)$.

(e) $\mathcal{R}(AA^* \pm A'A) = \mathcal{R}(A \pm A^*) \cap \mathcal{R}(A + A^* - I_m)$.

(f) $\mathcal{R}(AA^* A \pm A'A A) = \mathcal{R}(A \pm A^*) \cap \mathcal{R}(A + A^* - I_m)$.

(g) $\mathcal{N}(AA^* \pm A'A) = \mathcal{N}(A \pm A^*) \cap \mathcal{N}(A + A^* - I_m)$.

(h) $\mathcal{N}(AA^* A \pm A'A A) = \mathcal{N}(A \pm A^*) \cap \mathcal{N}(A + A^* - I_m)$.

Theorem 3.17. Let $A$ be an idempotent matrices of the order $m$. Then the following two identities

$$I_m + \alpha A + \beta A^* = (I_m + \alpha A)(I_m - (\alpha \beta)(1 + \alpha)^{-1}(1 + \beta)^{-1} AA^*)(I_m + \beta A^*),$$

$$I_m + \alpha A + \beta A^* = (I_m + \beta A^*)(I_m - (\alpha \beta)(1 + \alpha)^{-1}(1 + \beta)^{-1} A^* A)(I_m + \alpha A)$$

hold for $\alpha \neq -1,0$ and $\beta \neq -1,0$. In this case, both $I_m + \alpha A$ and $I_m + \beta A^*$ are nonsingular. In particular, $I_m - \lambda AA^*$ is nonsingular if and only if $I_m - \alpha A - \beta A^*$ is nonsingular, in which case,

$$I_m - \lambda AA^* -1 = (I_m + \alpha A)(I_m + \alpha A + \beta A^*)^{-1}(I_m + \alpha A),$$

$$I_m - \lambda A^* A -1 = (I_m + \beta A^*)(I_m + \alpha A + \beta A^*)^{-1}(I_m + \beta A^*)$$

hold, where $\lambda = \alpha \beta(1 + \alpha)^{-1}(1 + \beta)^{-1}$.

In the remaining of this section, we present two groups of miscellaneous formulas for two/three idempotent matrices and their operations.

Theorem 3.18. Let $A$ and $B$ be two idempotent matrices of the order $m$. Then the following two identities

$$I_m + \alpha A + \beta B = (I_m + \alpha A)(I_m - (\alpha \beta)(1 + \alpha)^{-1}(1 + \beta)^{-1} AB)(I_m + \beta B),$$

$$I_m + \alpha A + \beta B = (I_m + \beta B)(I_m - (\alpha \beta)(1 + \alpha)^{-1}(1 + \beta)^{-1} BA)(I_m + \alpha A)$$

hold for $\alpha \neq -1,0$ and $\beta \neq -1,0$. In this case, both $I_m + \alpha A$ and $I_m + \beta B$ are nonsingular. In particular, $I_m - \lambda AB$ is nonsingular if and only if $I_m - \alpha A - \beta B$ is nonsingular, in which case,

$$I_m - \lambda AB -1 = (I_m + \beta B)(I_m + \alpha A + \beta B)^{-1}(I_m + \alpha A),$$

$$I_m - \lambda BA -1 = (I_m + \alpha A)(I_m + \alpha A + \beta B)^{-1}(I_m + \beta B)$$

hold, where $\lambda = \alpha \beta(1 + \alpha)^{-1}(1 + \beta)^{-1}$. 
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Proof. Eqs. (3.96) and (3.97) were given in [24]. Eqs. (3.98) and (3.99) follow directly from (3.96) and (3.97). □

It is also worth to discuss the following two families of reverse order laws for generalized inverses

\[
(I_m - \lambda AB)^{(i, \ldots, j)} = (I_m + \beta B)(I_m + \alpha A + \beta B)^{(i, \ldots, j)}(I_m + \alpha A),
\]

(3.100)

\[
(I_m - \lambda BA)^{(i, \ldots, j)} = (I_m + \alpha A)(I_m + \alpha A + \beta B)^{(i, \ldots, j)}(I_m + \beta B)
\]

(3.101)

associated with (3.96) and (3.97).

Concerning relationships among three idempotent matrices of the same size, we have the following fundamental formulas and facts.

**Theorem 3.19.** Let \(A, B,\) and \(C\) be three idempotent matrices of the order \(m,\) and denote \(M = A + B + C.\) Then the following four identities hold

\[
\alpha(AB + AC) + \beta(BA + BC) + \gamma(CA + CB) = (\alpha A + \beta B + \gamma C)(M - I_m),
\]

(3.102)

\[
\alpha(BA + CA) + \beta(AB + CB) + \gamma(AC + BC) = (M - I_m)(\alpha A + \beta B + \gamma C),
\]

(3.103)

and

\[
(\alpha + \beta)(AB + BA) + (\alpha + \gamma)(AC + CA) + (\beta + \gamma)(BC + CB)
\]

(3.104)

\[
= (\alpha A + \beta B + \gamma C)(M - I_m) + (M - I_m)(\alpha A + \beta B + \gamma C),
\]

\[
(\alpha - \beta)(AB - BA) + (\alpha - \gamma)(AC - CA) + (\beta - \gamma)(BC - CB)
\]

(3.105)

\[
= (\alpha A + \beta B + \gamma C)M - M(\alpha A + \beta B + \gamma C),
\]

\[
\alpha(B + C)A(B + C) + \beta(A + C)B(A + C) + \gamma(A + B)C(A + B)
\]

(3.106)

\[
= (M - I_m)(\alpha A + \beta B + \gamma C)(M - I_m)
\]

hold for any three scalars \(\alpha, \beta,\) and \(\gamma;\) the following identities hold

\[
(A + B)^2 + (A + C)^2 + (B + C)^2 = M(I_m + M),
\]

(3.107)

\[
(A - B)^2 + (A - C)^2 + (B - C)^2 = M(3I_m - M) = 9/4I_m - (M - 3/2I_m)^2,
\]

(3.108)

\[
AB + BA + AC + CA + BC + CB = M(M - I_m) = (M - 2^{-1}I_m)^2 - 4^{-1}I_m,
\]

(3.109)

\[
(AB + BA + AC + CA + BC + CB)^k = M^k(M - I_m)^k, \quad k = 1, 2, \ldots;
\]

(3.110)

the following rank formulas

\[
r[(A + B)^2 + (A + C)^2 + (B + C)^2] = r(M) + r(I_m + M) - m = \dim(\mathcal{R}(M) \cap \mathcal{R}(I_m + M)),
\]

(3.111)

\[
r[(A - B)^2 + (A - C)^2 + (B - C)^2] = r(M) + r(3I_m - M) - m = \dim(\mathcal{R}(M) \cap \mathcal{R}(3I_m - M)),
\]

(3.112)

\[
r(kI_m - AB - BA - AC - CA - BC - CB)
\]

(3.113)

\[
= r\left[\sqrt{(4k + 1)}/2I_m - M\right] + r\left[\sqrt{(4k + 1)}/2I_m + M\right] - m, \quad k = 0, 1, \ldots, 6
\]

hold; and the following range equalities hold

\[
\mathcal{R}[(A + B)^2 + (A + C)^2 + (B + C)^2] = \mathcal{R}(M) \cap \mathcal{R}(I_m + M),
\]

(3.114)

\[
\mathcal{R}[(A - B)^2 + (A - C)^2 + (B - C)^2] = \mathcal{R}(M) \cap \mathcal{R}(3I_m - M),
\]

(3.115)

\[
\mathcal{R}(AB + BA + AC + CA + BC + CB) = \mathcal{R}(M) \cap \mathcal{R}(I_m - M),
\]

(3.116)

and

\[
\mathcal{N}[(A + B)^2 + (A + C)^2 + (B + C)^2] = \mathcal{N}(N) \cap \mathcal{N}(I_m + M),
\]

(3.117)

\[
\mathcal{N}[(A - B)^2 + (A - C)^2 + (B - C)^2] = \mathcal{N}(M) \cap \mathcal{N}(3I_m - M),
\]

(3.118)

\[
\mathcal{N}(AB + BA + AC + CA + BC + CB) = \mathcal{N}(M) \cap \mathcal{N}(I_m - M).
\]

(3.119)

In particular,

(a) the following facts hold

\[
\alpha(AB + AC) + \beta(BA + BC) + \gamma(CA + CB) = 0 \Leftrightarrow (\alpha A + \beta B + \gamma C)(M - I_m) = 0,
\]

\[
\alpha(BA + CA) + \beta(AB + CB) + \gamma(AC + BC) = 0 \Leftrightarrow (M - I_m)(\alpha A + \beta B + \gamma C) = 0,
\]
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and

\[(\alpha + \beta)(AB + BA) + (\alpha + \gamma)(AC + CA) + (\beta + \gamma)(BC + CB) = 0\]

\[\iff (\alpha A + \beta B + \gamma C)(M - I_m) + (M - I_m)(\alpha A + \beta B + \gamma C) = 0,\]

\[(\alpha - \beta)(AB - BA) + (\alpha - \gamma)(AC - CA) + (\beta - \gamma)(BC - CB) = 0\]

\[\iff (\alpha A + \beta B + \gamma C)M = M(\alpha A + \beta B + \gamma C),\]

\[\alpha(B + C)A(B + C) + \beta(A + C)B(A + C) + \gamma(A + B)C(A + B) = 0\]

\[\iff (M - I_m)(\alpha A + \beta B + \gamma C)(M - I_m) = 0;\]

(b) the following facts hold

\[(A + B)^2 + (A + C)^2 + (B + C)^2 = 0 \iff M^2 + M = 0,\]

\[(A + B)^2 + (A + C)^2 + (B + C)^2 = I_m \iff M^2 + M = I_m,\]

\[(A - B)^2 + (A - C)^2 + (B - C)^2 = 0 \iff (2M - 3I_m)^2 = 9I_m,\]

\[(A - B)^2 + (A - C)^2 + (B - C)^2 = 9I_m \iff (2M - 3I_m)^2 = 9I_m,\]

\[(A - B)^2 + (A - C)^2 + (B - C)^2 = 9I_m \iff (2M - 3I_m)^2 = 9I_m,\]

\[AB + BA + AC + CA + BC + CB = kI_m \iff (I_m - 2M)^2 = (4k + 1)I_m, \quad k = 0, 1, \ldots, 6;\]

(c) \(\alpha(AB + AC) + \beta(BA + BC) + \gamma(CA + CB)\) is nonsingular \(\iff \alpha(AB + CA) + \beta(AB + CB) + \gamma(AC + BC)\)

is nonsingular \(\iff \alpha(B + C)A(B + C) + \beta(A + C)B(A + C) + \gamma(A + B)C(A + B) \iff \) both \(\alpha A + \beta B + \gamma C\)

and \(M - I_m\) are nonsingular; in which cases the following equalities hold

\[\{\alpha(AB + AC) + \beta(BA + BC) + \gamma(CA + CB)\}^{-1} = (M - I_m)^{-1}(\alpha A + \beta B + \gamma C)^{-1},\]

\[\{\alpha(AB + AC) + \beta(BA + BC) + \gamma(CA + CB)\}^{-1} = (\alpha A + \beta B + \gamma C)^{-1}, (M - I_m)^{-1},\]

and

\[\{\alpha(B + C)A(B + C) + \beta(A + C)B(A + C) + \gamma(A + B)C(A + B)\}^{-1} = (M - I_m)^{-1}(\alpha A + \beta B + \gamma C)^{-1}(M - I_m)^{-1};\]

(d) the following facts hold

\[r[(A + B)^2 + (A + C)^2 + (B + C)^2] = m \iff r(M) = r(I_m + M) = m,\]

\[r[(A - B)^2 + (A - C)^2 + (B - C)^2] = m \iff r(M) = r(3I_m - M) = m,\]

and

\[r(kI_m - AB - BA - AC - CA - BC - CB) = m\]

\[\iff r\left[\left(\sqrt{4k + 1} + 1\right)/2I_m - M\right] = r\left[\left(\sqrt{4k + 1} + 1\right)/2I_m + M\right] = m, \quad k = 0, 1, \ldots, 6.\]

Proof. Eqs. (3.102), (3.103), and (3.106) follow from expanding both sides of the three equalities. The sum

and difference of (3.102) and (3.103) result in (3.104) and (3.105), respectively. Eqs. (3.107)–(3.110) follow

from direct expansions. Applying (2.1) to (3.107)–(3.109) leads to (3.111)–(3.113). Results (a)–(d) follow from

(3.102)–(3.113).

In addition, it would be of interest to discuss the following reverse order laws for generalized inverses

\[\{\alpha(AB + AC) + \beta(BA + BC) + \gamma(CA + CB)\}^{(i, \ldots, j)} = (M - I_m)^{(i, \ldots, j)}(\alpha A + \beta B + \gamma C)^{(i, \ldots, j)},\]

\[\{\alpha(AB + CA) + \beta(AB + CB) + \gamma(AC + BC)\}^{(i, \ldots, j)} = (\alpha A + \beta B + \gamma C)^{(i, \ldots, j)}, (M - I_m)^{(i, \ldots, j)},\]

and

\[\{\alpha(B + C)A(B + C) + \beta(A + C)B(A + C) + \gamma(A + B)C(A + B)\}^{(i, \ldots, j)} = (M - I_m)^{(i, \ldots, j)}(\alpha A + \beta B + \gamma C)^{(i, \ldots, j)}(M - I_m)^{(i, \ldots, j)}.\]
4 Bounds of ranks of some matrix pencils composed by two idempotent matrices

For a given singular matrix $A$, the two products $AA^\dagger$ and $A^\dagger A$ are not necessarily unique, but they both are idempotent matrices for all $A^\dagger$. In this case, people are interested in the performance of idempotents associated generalized inverses and their operations; see e.g., [10][2](3)[10][8][22]. In this section, we approach the ranks of the following four characteristic matrices

$$
\lambda_m + AA^\dagger \pm BB^\dagger, \quad \lambda_m + AA^\dagger \pm C^\dagger C
$$

associated with the idempotent matrices $A^\dagger$, $B^\dagger$, and $C^\dagger$, where $\lambda$ is a scalar. It is obvious that the ranks of the four matrix expressions in (4.1) are all functions of $\lambda$, $A^\dagger$, $B^\dagger$, and $C^\dagger$. Thus we are interested in the maximum and minimum ranks, as well as rank distributions of the four matrix expressions. To determine the two ranks, we need to use the following known formulas.

**Lemma 4.1** ([163]). Let $A \in \mathbb{C}^{m \times n}$, $B \in \mathbb{C}^{m \times k}$, $C \in \mathbb{C}^{l \times n}$, and $D \in \mathbb{C}^{l \times k}$. Then

$$
r[A, B] = r(A) + r(E_AB), \quad r \begin{bmatrix} A \\ C \end{bmatrix} = r(A) + r(CF_A).
$$

**Lemma 4.2** ([223]). The maximum and minimum ranks of the linear matrix-valued function $A - B_1X_1C_1 - B_2X_2C_2$ with respect to the two variable matrices $X_1$ and $X_2$ are given by

$$
\max_{X_1, X_2} r(A - B_1X_1C_1 - B_2X_2C_2) = \min \left\{ r[A, B_1, B_2] \right\},
$$

$$
\min_{X_1, X_2} r(A - B_1X_1C_1 - B_2X_2C_2) = \max \left\{ r \begin{bmatrix} A \\ C \end{bmatrix} + r[A, B_1, B_2] \right\}
$$

We next establish exact expansion formulas for calculating the maximum and minimum ranks of the four matrix pencils with respect to the choice of $\lambda$, $A^\dagger$, and $B^\dagger$, and use them to derive a variety of simple and interesting properties of the four matrix pencils from the rank formulas.

**Lemma 4.3** ([39][40][197]). Let $A \in \mathbb{C}^{m \times n}$. Then the general expressions of $A^\dagger$, $AA^\dagger$, and $A^\dagger A$ can be written as

$$
A^\dagger = A^\dagger + FAU + VE_A, \quad AA^\dagger = AA^\dagger + AVE_A, \quad A^\dagger A = A^\dagger A + FAUA,
$$

where $U, V \in \mathbb{C}^{n \times m}$ are arbitrary.

**Theorem 4.4.** Let $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{m \times p}$ be given.

(a) If $\lambda \neq 0, -1, -2$, then the following two formulas hold

$$
\max_{A^\dagger, B^\dagger} r(\lambda A^\dagger + AA^\dagger - BB^\dagger) = m, \quad \min_{A^\dagger, B^\dagger} r(\lambda A^\dagger + AA^\dagger - BB^\dagger) = \max\{ m + r(A) - r[A, B], \ m + r(B) - r[A, B] \}.
$$

In particular, the following results hold.

(i) There always exist $A^\dagger$ and $B^\dagger$ such that $\lambda A^\dagger + AA^\dagger + BB^\dagger$ is nonsingular.

(ii) $\lambda A^\dagger + AA^\dagger + BB^\dagger$ is nonsingular for all $A^\dagger$ and $B^\dagger$ $\iff$ The rank of $\lambda A^\dagger + AA^\dagger + BB^\dagger$ is invariant for all $A^\dagger$ and $B^\dagger$ $\iff$ $r[A, B] = r(A) = r(B) \iff R(A) = R(B)$.

(iii) There do not exist $A^\dagger$ and $B^\dagger$ such that $\lambda A^\dagger + AA^\dagger + BB^\dagger = 0.$
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In particular, the following results hold.

(i) There exist $A^-$ and $B^-$ such that $AA^- + BB^-$ is nonsingular $\iff r[A, B] = m$.
(ii) $AA^- + BB^-$ is nonsingular for all $A^-$ and $B^-$ $\iff r(A) = m$ or $r(B) = m$.
(iii) There exist $A^-$ and $B^-$ such that $AA^- + BB^- = 0$ $\iff AA^- + BB^- = 0$ for all $A^-$ and $B^- \iff [A, B] = 0$.
(iv) The rank of $AA^- + BB^-$ is invariant for all $A^-$ and $B^- \iff \mathcal{R}(A) \supseteq \mathcal{R}(B)$ or $\mathcal{R}(A) \subseteq \mathcal{R}(B)$.

(c) The following two formulas hold
\[
\begin{align*}
\max_{A^-, B^-} r(-I_m + AA^- + BB^-) &= m - |r(A) - r(B)|, \\
\min_{A^-, B^-} r(-I_m + AA^- + BB^-) &= m + r(A) + r(B) - 2|r[A, B|].
\end{align*}
\]
In particular, the following results hold.

(i) There exist $A^-$ and $B^-$ such that $-I_m + AA^- + BB^-$ is nonsingular $\iff r(A) = r(B)$.
(ii) $-I_m + AA^- + BB^-$ is nonsingular for all $A^-$ and $B^- \iff \mathcal{R}(A) = \mathcal{R}(B)$.
(iii) There exist $A^-$ and $B^-$ such that $AA^- + BB^- = I_m \iff [A, B] = r(A) + r(B) = m$.
(iv) The rank of $-I_m + AA^- + BB^-$ is invariant for all $A^-$ and $B^- \iff \mathcal{R}(A) \supseteq \mathcal{R}(B)$ or $\mathcal{R}(A) \subseteq \mathcal{R}(B)$.

(d) The following two formulas hold
\[
\begin{align*}
\max_{A^-, B^-} r(-2I_m + AA^- + BB^-) &= m + r[A, B] - r(A) - r(B), \\
\min_{A^-, B^-} r(-2I_m + AA^- + BB^-) &= \max \{ m - r(A), \ m - r(B) \}.
\end{align*}
\]
In particular, the following results hold.

(i) There exist $A^-$ and $B^-$ such that $-2I_m + AA^- + BB^-$ is nonsingular $\iff \mathcal{R}(A) \cap \mathcal{R}(B) = \{0\}$.
(ii) $-2I_m + AA^- + BB^-$ is nonsingular for all $A^-$ and $B^- \iff A = 0$ or $B = 0$.
(iii) There exist $A^-$ and $B^-$ such that $AA^- + BB^- = 2I_m \iff AA^- + BB^- = 2I_m$ for all $A^-$ and $B^- \iff r(A) = r(B) = m$.
(iv) The rank of $-2I_m AA^- + BB^-$ is invariant for all $A^-$ and $B^- \iff \mathcal{R}(A) \supseteq \mathcal{R}(B)$ or $\mathcal{R}(A) \subseteq \mathcal{R}(B)$.

Proof. By (4.13),
\[
\lambda m_m + AA^- + BB^- = \lambda m_m + AA^\dag + BB^\dag + AV_1E_A + BV_2EB,
\]
where $V_1 \in \mathbb{C}^{n \times m}$ and $V_2 \in \mathbb{C}^{p \times m}$ are arbitrary. Applying (4.8) and (4.9) to (4.14) and simplifying gives
\[
\begin{align*}
\max_{V_1, V_2} r(\lambda m_m + AA^\dag + BB^\dag + AV_1E_A + BV_2EB) \\
= \min \left\{ r[\lambda m_m + AA^\dag + BB^\dag, A, B], \ r\left[\begin{bmatrix} \lambda m_m + AA^\dag + BB^\dag \\ E_A \\ E_B \end{bmatrix}, \ r\left[\begin{bmatrix} \lambda m_m + AA^\dag + BB^\dag \\ 0 \\ E_A \\ E_B \end{bmatrix} \right] \right\}, \\
= \min \left\{ r[\lambda m_m, A, B], \ r\left[\begin{bmatrix} (\lambda + 2)I_m \\ E_A \\ E_B \end{bmatrix}, \ r\left[\begin{bmatrix} (\lambda + 1)I_m \\ E_A \\ E_B \end{bmatrix} \right] \right\},
\end{align*}
\]
\[
\begin{align*}
\min_{v_1, v_2} r(\lambda I_m + AA^+ + BB^+ + AV_1E_A + BV_2E_B) \\
= r \left[ \begin{array}{c}
\lambda I_m + AA^+ + BB^+ \\
E_A \\
E_B
\end{array} \right] + r[\lambda I_m + AA^+ + BB^+, A, B] \\
+ \max \left\{ r \left[ \begin{array}{c}
\lambda I_m + AA^+ + BB^+ \\
E_A \\
E_B
\end{array} \right] \right\} - r \left[ \begin{array}{c}
\lambda I_m + AA^+ + BB^+ \\
E_A \\
E_B
\end{array} \right] - r \left[ \begin{array}{c}
\lambda I_m + AA^+ + BB^+ \\
E_A \\
E_B
\end{array} \right], \\
\right.
\end{align*}
\]

The following two formulas hold
\[
\begin{align*}
(\lambda + 1)I_m - r[\lambda I_m, A, B] - r \left[ \begin{array}{c}
\lambda I_m \\
E_A \\
E_B
\end{array} \right] = 0
\end{align*}
\]

Substituting different values of \( \lambda \) into the above formulas (4.15) and (4.16) and simplifying yield the rank formulas in (4.6)–(4.13), respectively. The facts in (a)–(d) follow from setting the rank formulas in (4.6)–(4.13) equal to 0 and 0 and applying Lemma 4.1, respectively.

**Theorem 4.5.** Let \( A \in \mathbb{C}^{m \times n} \) and \( B \in \mathbb{C}^{m \times p} \) be given.

(a) If \( \lambda \neq 1, 0, -1 \), then the following two formulas hold
\[
\begin{align*}
\max_{A^-, B^-} r(\lambda I_m + AA^- - BB^-) &= m, \\
\min_{A^-, B^-} r(\lambda I_m + AA^- - BB^-) &= \max\{m + r(A) - r[ A, B], \ m + r(B) - r[ A, B]\}.
\end{align*}
\]

In particular, the following results hold.

(i) There always exist \( A^- \) and \( B^- \) such that \( \lambda I_m + AA^- - BB^- \) is nonsingular.

(ii) \( \lambda I_m + AA^- - BB^- \) is nonsingular for all \( A^- \) and \( B^- \) \iff the rank of \( \lambda I_m + AA^- - BB^- \) is invariant for all \( A^- \) and \( B^- \) \iff \( r[ A, B] = r(A) - r( B) \iff \mathcal{R}(A) \supseteq \mathcal{R}(B) \).

(iii) There do not exist \( A^- \) and \( B^- \) such that \( \lambda I_m + AA^- - BB^- = 0 \).

(b) The following two formulas hold
\[
\begin{align*}
\max_{A^-, B^-} r( I_m + AA^- - BB^-) &= \min\{m, \ m + r(A) - r(B)\}, \\
\min_{A^-, B^-} r( I_m + AA^- - BB^-) &= m + r(A) - r[ A, B].
\end{align*}
\]

In particular, the following results hold.

(i) There exist \( A^- \) and \( B^- \) such that \( I_m + AA^- - BB^- \) is nonsingular \iff \( r(A) = r(B) \).

(ii) \( I_m + AA^- - BB^- \) is nonsingular for all \( A^- \) and \( B^- \) \iff \( \mathcal{R}(A) \supseteq \mathcal{R}(B) \).

(iii) There exist \( A^- \) and \( B^- \) such that \( BB^- - AA^- = I_m \) \iff \( BB^- - AA^- = I_m \) holds for all \( A^- \) and \( B^- \) \iff \( A = 0 \) and \( r(B) = m \).

(iv) The rank of \( I_m + AA^- - BB^- \) is invariant for all \( A^- \) and \( B^- \) \iff \( \mathcal{R}(A) \supseteq \mathcal{R}(B) \) or \( \mathcal{R}(A) \subseteq \mathcal{R}(B) \).

(c) The following two formulas hold
\[
\begin{align*}
\max_{A^-, B^-} r( AA^- - BB^-) &= \min\{r[ A, B], \ m + r[ A, B] - r(A) - r(B)\}, \\
\min_{A^-, B^-} r( AA^- - BB^-) &= \max\{r[ A, B] - r(A), \ r[ A, B] - r(B)\}.
\end{align*}
\]

In particular, the following results hold.
Theorem 4.6. Let $A \in \mathbb{C}^{m \times n}$ and $C \in \mathbb{C}^{p \times m}$ be given.

(a) If $\lambda \neq 0, -1, -2$, then the following two formulas hold
\[\max_{A^{-}, C^{-}} r(\lambda I_m + AA^{-} + C^{-}C) = m,\]
\[\min_{A^{-}, C^{-}} r(\lambda I_m + AA^{-} + C^{-}C) = \max\{m - r(CA), r(A) + r(C) - r(CA)\}.\]

In particular, the following results hold.

(i) There always exist $A^{-}$ and $C^{-}$ such that $\lambda I_m + AA^{-} + C^{-}C$ is nonsingular.

(ii) $\lambda I_m + AA^{-} + C^{-}C$ is nonsingular for all $A^{-}$ and $C^{-} \iff r(A) = m$ and $B = 0$, or $A = 0$ and $r(B) = m$.

(iii) $\lambda I_m + AA^{-} + C^{-}C$ is invariant for all $A^{-}$ and $C^{-} \iff r[A, C] = r(A) = r(C) \iff CA = 0$ and $r(A) + r(C) = m$. 

Proof. By (4.3),
\[\lambda I_m + AA^{-} - BB^{-} = \lambda I_m + AA^{\dagger} - BB^{\dagger} + AV_1 A - BV_2 B,\] (4.23)
where $V_1 \in \mathbb{C}^{n \times m}$ and $V_2 \in \mathbb{C}^{p \times m}$ are arbitrary. Applying (4.3) and (4.4) to (4.23) and simplifying gives
\[
\max_{V_1, V_2} r(\lambda I_m + AA^{\dagger} - BB^{\dagger} + AV_1 A - BV_2 B,)
= \min \left\{ r(\lambda I_m + AA^{\dagger} - BB^{\dagger}, A, B), \frac{\lambda I_m + AA^{\dagger} - BB^{\dagger}}{E_A}\right\},
\]
\[
\min_{V_1, V_2} r(\lambda I_m + AA^{\dagger} - BB^{\dagger} + AV_1 A - BV_2 B,)
= r\left(\frac{\lambda I_m + AA^{\dagger} - BB^{\dagger}}{E_A}\right) + r[\lambda I_m + AA^{\dagger} - BB^{\dagger}, A, B]
+ \max \left\{ r\left[\frac{\lambda I_m + AA^{\dagger} - BB^{\dagger}}{E_A}, A\right], r\left[\frac{\lambda I_m + AA^{\dagger} - BB^{\dagger}}{E_A}, B\right], r\left[\frac{\lambda I_m + AA^{\dagger} - BB^{\dagger}}{E_A}, A, B\right]\right\},
\]
Substituting different values of $\lambda$ into the above formulas and simplifying yield the rank formulas required. □
(iii) There do not exist $A^-$ and $C^-$ such that $\lambda I_m + AA^- + C^- C = 0$.

(b) The following two formulas hold
\[
\begin{align*}
\max_{A^-,C^-} r( AA^- + C^- C ) &= \min\{ m, \ r(A) + r(C) \}, \\
\min_{A^-,C^-} r( AA^- + C^- C ) &= r(A) + r(C) - r(CA).
\end{align*}
\]

In particular, the following results hold.

(i) There exist $A^-$ and $C^-$ such that $AA^- + C^- C$ is nonsingular $\iff r(A) + r(C) \geq m$.
(ii) $AA^- + C^- C$ is nonsingular for all $A^-$ and $C^-$ $\iff r(CA) = r(A) + r(C) - m$.
(iii) There exist $A^-$ and $C^-$ such that $AA^- + C^- C = 0 \iff AA^- + C^- C = 0$ for all $A^-$ and $C^-$ $\iff A = 0$ and $C = 0$.
(iv) The rank of $AA^- + C^- C$ is invariant for all $A^-$ and $C^-$ $\iff CA = 0$ or $r(CA) = r(A) + r(C) - m$.

(c) The following two formulas hold
\[
\begin{align*}
\max_{A^-,C^-} r( -I_m + AA^- + C^- C ) &= \min\{ m + r(CA) - r(A), \ m + r(CA) - r(C) \}, \\
\min_{A^-,C^-} r( -I_m + AA^- + C^- C ) &= \max\{ m + r(CA) - r(A) - r(C), \ r(CA) \}.
\end{align*}
\]

In particular, the following results hold.

(i) There exist $A^-$ and $C^-$ such that $-I_m + AA^- + C^- C$ is nonsingular $\iff r(CA) = r(A) = r(C)$.
(ii) $-I_m + AA^- + C^- C$ is nonsingular for all $A^-$ and $C^-$ $\iff A = 0$ and $C = 0$, or $r(A) = r(C) = m$.
(iii) There exist $A^-$ and $C^-$ such that $AA^- + C^+ C = I_m$ $\iff CA = 0$ and $r(A) + r(C) = m$.
(iv) $AA^- + C^- C = I_m$ cannot hold for all $A^-$ and $C^-$.
(v) The rank of $-I_m + AA^- + C^- C$ is invariant for all $A^-$ and $C^-$ $\iff A = 0$ or $C = 0$ or $r(A) = m$ or $r(C) = m$.

(d) The following two formulas hold
\[
\begin{align*}
\max_{A^-,C^-} r( -2I_m + AA^- + C^- C ) &= \min\{ m, \ 2m - r(A) - r(C) \}, \\
\min_{A^-,C^-} r( -2I_m + AA^- + C^- C ) &= m - r(CA).
\end{align*}
\]

In particular, the following results hold.

(i) There exist $A^-$ and $C^-$ such that $-2I_m + AA^- + C^- C$ is nonsingular $\iff r(A) + r(C) \leq m$.
(ii) $-2I_m + AA^- + C^- C$ is nonsingular for all $A^-$ and $C^-$ $\iff CA = 0$.
(iii) There exist $A^-$ and $C^-$ such that $AA^- + C^- C = 2I_m$ $\iff$ the rank of $-I_m + AA^- + C^- C$ is invariant for all $A^-$ and $C^-$ $\iff r(A) = r(C) = m$.
(iv) The rank of $-2I_m + AA^- + C^- C$ is invariant for all $A^-$ and $C^-$ $\iff CA = 0$ or $r(CA) = r(A) + r(C) = m$.

Proof. By (4.5),
\[
\lambda I_m + AA^- + C^- C = \lambda I_m + AA^\dagger + C^\dagger C + AV_1 E_A + F_C V_2 C, \tag{4.24}
\]
where $V_1 \in \mathbb{C}^{m \times m}$ and $V_2 \in \mathbb{C}^{m \times p}$ are arbitrary. Applying (4.3) and (4.4) to (4.24) and simplifying gives
\[
\begin{align*}
\max_{V_1, V_2} r(\lambda I_m + AA^\dagger + C^\dagger C + AV_1 E_A + F_C V_2 C) \\
&= \min \left\{ \left[ \begin{array}{c} \lambda I_m + AA^\dagger + C^\dagger C \\ 0 \end{array} \right], \ r \left[ \begin{array}{c} I_m + AA^\dagger + C^\dagger C \\ E_A \end{array} \right] C \right\}, \\
&= \min \left\{ \left[ \begin{array}{c} (\lambda + 1) I_m \\ 0 \end{array} \right], \ r \left[ \begin{array}{c} \lambda I_m \\ E_A \end{array} \right] C \right\}, \\
&= \min \left\{ \left[ \begin{array}{c} \lambda I_m + AA^\dagger + C^\dagger C \\ 0 \end{array} \right], \ r \left[ \begin{array}{c} \lambda I_m \\ E_A \end{array} \right] C \right\}, \\
&= \min \left\{ \left[ \begin{array}{c} \lambda I_m \\ E_A \end{array} \right] C \right\}.
\end{align*}
\]
and

\[ \begin{align*}
\min_{V_1, V_2} r(\lambda I_m + AA^t + C^tC + AV_1E_A + FCV_2) &= r \left[ \lambda I_m + AA^t + C^tC \atop E_A \right] + r[A^tC, A, FC] \\
+ \max \left\{ r \left[ \lambda I_m + AA^t + C^tC \atop C \right] - r \left[ \lambda I_m + AA^t + C^tC \atop A \right] - r \left[ \lambda I_m + AA^t + C^tC \atop F_C \right] - r \left[ \lambda I_m + AA^t + C^tC \atop E_A \right] \right\} \\
&= r \left[ (\lambda + 1)I_m \atop E_A \right] + r[(\lambda + 1)I_m, A, FC] + \max \left\{ r \left[ \lambda I_m \atop C \right] - r \left[ \lambda I_m \atop A \right] - r \left[ \lambda I_m \atop F_C \right] - r \left[ \lambda I_m \atop E_A \right] \right\}.
\end{align*} \]

Substituting different values of \( \lambda \) into the above formulas and simplifying yield the rank formulas required. \( \square \)

**Theorem 4.7.** Let \( A \in \mathbb{C}^{m \times n} \) and \( C \in \mathbb{C}^{p \times m} \) be given.

(a) If \( \lambda \neq 1, 0, -1 \), then the following two formulas hold

\[ \begin{align*}
\max_{A^-, C^-} r(\lambda I_m + AA^t - C^tC) &= m, \\
\min_{A^-, C^-} r(\lambda I_m + AA^t - C^tC) &= \max \{ m - r(CA), r(A) + r(C) - r(CA) \}.
\end{align*} \]

In particular, the following results hold.

(i) There always exist \( A^- \) and \( C^- \) such that \( \lambda I_m + AA^t - C^tC \) is nonsingular.

(ii) \( \lambda I_m + AA^t - C^tC \) is nonsingular for all \( A^- \) and \( C^- \) if the rank of \( \lambda I_m + AA^t - C^tC \) is invariant for all \( A^- \) and \( C^- \) if \( CA = 0 \) and \( r(A) + r(C) = m \).

(iii) There do not exist \( A^- \) and \( C^- \) such that \( \lambda I_m + AA^t - C^tC = 0 \).

(b) The following two formulas hold

\[ \begin{align*}
\max_{A^-, C^-} r(AA^t - C^tC) &= m - |r(A) + r(C) - m|, \\
\min_{A^-, C^-} r(AA^t - C^tC) &= r(A) + r(C) - 2r(CA).
\end{align*} \]

In particular, the following results hold.

(i) There exist \( A^- \) and \( C^- \) such that \( AA^t - C^tC \) is nonsingular \( \iff \) \( r(A) + r(C) = m \).

(ii) \( AA^t - C^tC \) is nonsingular for all \( A^- \) and \( C^- \) \( \iff \) \( CA = 0 \) and \( r(A) + r(C) = m \).

(iii) There exist \( A^- \) and \( C^- \) such that \( AA^t - C^tC \) \( \iff \) \( r(CA) = r(A) = r(C) \).

(iv) \( AA^t - C^tC \) holds for all \( A^- \) and \( C^- \) \( \iff \) \( r(A) = r(C) = m \).

(v) The rank of \( AA^t - C^tC \) is invariant for all \( A^- \) and \( C^- \) \( \iff \) \( CA = 0 \) or \( r(A) + r(C) = m \).

(c) The following two formulas hold

\[ \begin{align*}
\max_{A^-, C^-} r(-I_m + AA^t - C^tC) &= m - r(A) + r(CA), \\
\min_{A^-, C^-} r(-I_m + AA^t - C^tC) &= \max \{ m - r(A), r(C) \}.
\end{align*} \]

In particular, the following results hold.

(i) There exist \( A^- \) and \( C^- \) such that \( -I_m + AA^t - C^tC \) is nonsingular \( \iff \) \( r(A) = r(CA) \).

(ii) \( -I_m + AA^t - C^tC \) is nonsingular for all \( A^- \) and \( C^- \) \( \iff \) \( A = 0 \) or \( r(C) = m \).
Proof. By (4.5),
\[
\lambda_m + AA^\top - C^\top C = \lambda_m + AA^\top - C^\top C + AV_1E_A - F_CV_2C,
\]
where \(V_1 \in \mathbb{C}^{n \times m}\) and \(V_2 \in \mathbb{C}^{m \times p}\) are arbitrary. Applying (4.3) and (4.4) to (4.25) and simplifying gives
\[
\max_{V_1, V_2} r(\lambda_m + AA^\top - C^\top C + AV_1E_A - F_CV_2C) = \min \left\{ \lambda_m + AA^\top - C^\top C, A, F_C \right\} + \max \left\{ \lambda_m + AA^\top - C^\top C, A \right\},
\]
and
\[
\min_{V_1, V_2} r(\lambda_m + AA^\top - C^\top C + AV_1E_A - F_CV_2C) = \min \left\{ \lambda_m + AA^\top - C^\top C, A, F_C \right\} + \max \left\{ \lambda_m + AA^\top - C^\top C, A \right\},
\]
Substituting different values of \(\lambda\) into the above formulas and simplifying yield the rank formulas required. \(\square\)

Corollary 4.8. Let \(A \in \mathbb{C}^{m \times m}\) be given.

(a) If \(\lambda \neq 0, -1, -2\), then the following two formulas hold
\[
\max_{A^-} r(\lambda_m + AA^\top + A^- A) = m,
\]
\[
\min_{A^-} r(\lambda_m + AA^\top + A^- A) = \max\{ m - r(A^2), 2r(A) - r(A^2) \}.
\]

In particular, the following results hold.

(i) There always exists \(A^-\) such that \(\lambda_m + AA^\top + A^- A\) is nonsingular.

(ii) \(\lambda_m + AA^\top + A^- A\) is nonsingular for all \(A^- \iff \) the rank of \(\lambda_m + AA^\top + A^- A\) is invariant for all \(A^- \iff A^2 = 0\) and \(2r(A) = m\).

(iii) There does not exist \(A^-\) such that \(\lambda_m + AA^\top + A^- A = 0\).

(b) The following two formulas hold
\[
\max_{A^-} r(AA^\top + A^- A) = \min\{ m, 2r(A) \},
\]
\[
\min_{A^-} r(AA^\top + A^- A) = 2r(A) - r(A^2).
\]

In particular, the following results hold.
Corollary 4.9. Let $A \in \mathbb{C}^{m \times m}$ be given.

(a) If $\lambda \neq 1, 0, -1$, then the following two formulas hold
\[
\begin{align*}
\max_{\lambda} r(\lambda I_m + AA^+ - A^+ A) &= m, \\
\min_{\lambda} r(\lambda I_m + AA^+ - A^+ A) &= \max\{ m - r(A^2), 2r(A) - r(A^2) \}.
\end{align*}
\]
In particular, the following results hold.

(i) There always exists $A^+$ such that $\lambda I_m + AA^+ - A^+ A$ is nonsingular.

(ii) $\lambda I_m + AA^+ - A^+ A$ is nonsingular for all $A^+ \iff A^2 = 0$ and $2r(A) = m$.

(iii) There do not exist $A^+$ such that $\lambda I_m + AA^+ - A^+ A = 0$.

(b) The following two formulas hold
\[
\begin{align*}
\max_{A^+} r(AA^+ - A^+ A) &= m - |2r(A) - m|, \\
\min_{A^+} r(AA^+ - A^+ A) &= 2r(A) - 2r(A^2).
\end{align*}
\]
(iv) $AA^\ast = A^\ast A$ holds for all $A^\ast \Leftrightarrow r(A) = m$.
(v) The rank of $AA^\ast - A^\ast A$ is invariant for all $A^\ast \Leftrightarrow A = 0$ or $2r(A) = m$.

(c) The following two formulas hold
\[
\begin{align*}
\max_{A^\ast} r(-I_m + AA^\ast - A^\ast A) &= m - r(A) + r(A^2), \\
\min_{A^\ast} r(-I_m + AA^\ast - A^\ast A) &= \max \{ m - r(A), \ r(A) \}.
\end{align*}
\]
In particular, the following results hold.

(i) There exists $A^\ast$ such that $-I_m + AA^\ast - A^\ast A$ is nonsingular $\Leftrightarrow r(A^2) = r(A)$.
(ii) $-I_m + AA^\ast - A^\ast A$ is nonsingular for all $A^\ast \Leftrightarrow A = 0$ or $r(A) = m$.
(iii) There exists $A^\ast$ such that $AA^\ast - A^\ast A = I_m$ implies $AA^\ast - A^\ast A = I_m$ holds for all $A^\ast \Leftrightarrow A = 0$ and $r(A) = m$.
(iv) The rank of $-I_m + AA^\ast - A^\ast A$ is invariant for all $A^\ast \Leftrightarrow A^2 = 0$ or $r(A^2) = 2r(A) - m$.

**Corollary 4.10.** Let $A \in \mathbb{C}^{m \times n}$, $B \in \mathbb{C}^{m \times k}$, $C \in \mathbb{C}^{l \times n}$, and $D \in \mathbb{C}^{l \times n}$ be given, and denote $M = \begin{bmatrix} A & B \\ C & D \end{bmatrix}$ and $N = \begin{bmatrix} A & 0 \\ 0 & D \end{bmatrix}$. If $\lambda \neq 1, 0, -1$, then the following two formulas hold
\[
\begin{align*}
\max_{M^\ast, N^\ast} r(MI_{m+l} + MM^\ast - NN^\ast) &= m + l, \\
\min_{M^\ast, N^\ast} r(MI_{m+l} + MM^\ast - NN^\ast) &= m + l - r(A, B) - r(C, D) + \max \{ r(M), \ r(A) + r(D) \}.
\end{align*}
\]
In particular, the following formulas hold
\[
\begin{align*}
\max_{M^\ast, N^\ast} r(I_{m+l} + MM^\ast - NN^\ast) &= \min \{ m + l, \ m + l + r(M) - r(A) - r(D) \}, \\
\min_{M^\ast, N^\ast} r(I_{m+l} + MM^\ast - NN^\ast) &= m + l + r(M) - r(A, B) - r(C, D), \\
\max_{M^\ast, N^\ast} r(MM^\ast - NN^\ast) &= r(A, B) + r(C, D) + \min \{ 0, \ m + l - r(M) - r(A) - r(D) \}, \\
\min_{M^\ast, N^\ast} r(MM^\ast - NN^\ast) &= r(A, B) + r(C, D) - \min \{ r(M), \ r(A) + r(D) \}.
\end{align*}
\]

Setting the both sides of \[(4.28) - (4.31)\] equal to $m + l$ or zero will lead to a group of facts on the singularity, non-singularity, and equality of the corresponding matrix expressions. In addition, it is no doubt that the maximum and minimum ranks of the following matrix pencils
\[
\lambda_1 I_m + \lambda_2 AA^\ast \pm \lambda_3 BB^\ast, \ \lambda_1 I_m + \lambda_2 AA^\ast \pm \lambda_3 C^\ast C
\]
with respect to the choices of $A^\ast$, $B^\ast$, and $C^\ast$ can be determined by a similar approach.

## 5 Conclusions

We have established some general matrix rank equalities using the block matrix method, and presented many applications of these formulas in dealing with idempotent matrices and their operations. These findings seem exciting and can be selected as constructive issues in textbooks and handbooks on matrices and linear algebra. This kind of work also shows that there exist still many simple but valuable problems on fundamental objects in linear algebra for which we can make deeper exploration and find out various novel and intrinsic conclusions.

Idempotents are really simple and funny in algebras and seem to appear everywhere, so that they are prominent issues for consideration in the field of mathematics. It is expected that numerous analytical formulas can be established for calculating ranks of matrix expressions composed by idempotent matrices using various tricky constructions of block matrices, which we believe will greatly enrich the classic issue in linear algebra from the bottom level, and will also provide applicable tools to deal with various challenging problems in matrix analysis and applications. In addition to this miscellaneous work, it would be interest to consider performances of the sums and differences of several idempotent matrices, such as, $AA^\ast \pm BB^\ast \pm CC^\ast$, $[A, B][A, B]^\ast - AA^\ast - BB^\ast$, etc. In these situations, analytical formulas for calculating the maximum and minimum ranks of $A - B_1 X_1 C_1 - B_2 X_2 C_2 - B_3 X_3 C_3$ will be used. However, it was noticed by the present author in [221].
that there may exist no analytical formulas for calculating the minimum ranks of general LMVFs with three or more variable matrices. Thus the rank distributions of these matrix pencils will remain open before solving the minimum rank problems on general LMVFs.

It is well known that idempotents and generalized inverses of elements can be defined in general algebraic structures, which are also important tools in the approaches of the algebraic structures; see e.g., [2,3,5–12,14–17,20–23,30–35,37,38,42–48,50–62,64,66,68–74,76,79,85,86,89–93,95,96,98,99,102,112,114,115,121–125,127,131,132,134,136–146,149–153,155–158,160–162,164,167,169,171,174,175,180–185,187–193,195,198–205,207–210,212,214,217,237,241,242,244–247,249,251,252,256–259,261–263]. Thus it is believed that the preceding results and facts can be extended with some efforts to idempotents and generalized inverses of elements in other algebraic structures that are somehow close to the matrix case.
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