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ABSTRACT

The nodes in self-organizing wireless sensor networks (WSNs) do not have means for synchronizing their clock with a global reference. To maintain a local synchronization, the nodes to periodically propagate a small control packet called SYNC. The propagation delay suffered by the packet caused the synchronization drift in the network, which is proportional to the length of the propagation path. This paper aims to investigate ways to calculating the maximum synchronization drift that could happen in a network. We propose a method to theoretically calculate the upper bound of the maximum schedule drift in a network, which serve as the worst case scenario. We then run simulations to see the effect of network density and node’s transmission range to the maximum synchronization in the network for various network sizes. Finally, we propose a way to estimate the maximum synchronization drift in a dense network.
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1. INTRODUCTION

Wireless sensor networks (WSNs) provide a way to remotely monitor physical environments via wireless channel. WSNs have been implemented in various areas of applications, such as health systems [1-3], smart home networks [4, 5] and disaster monitoring systems [6-10]. WSNs comprise a large number of densely deployed autonomous sensors called nodes monitor and gather the data of physical environment and send them to the sinks to be reported to the outside network.

Due to several reasons, nodes in some WSN applications are randomly deployed. Forest fire monitoring applications, for example, employ a large number of nodes to cover the entire forest area so that placing each node in a specific location is cost and time inefficient. Nodes are commonly deployed by throwing them out from an airplane and upon waking up need to coordinate to construct a network. Such a network is called a self-organizing network.

In most WSNs, energy conversation is among the crucial issues since nodes in WSNs are commonly battery-powered devices with limited energy resources. Duty cycle based protocols, such as S-MAC [11, 12], propose a way to conserve energy in WSN by allowing the nodes to turn off their radio modules periodically when they do not participate in packet transmission. The operational time in a node is divided into frames, where each frame consist of an active period where nodes turn their radio modules on and sleeping period where nodes turn their radio modules off. Each node maintain a schedule which determine the start of its next frame. Nodes periodically broadcast a packet called SYNC to advertise its schedule.

Nodes in WSNs need to maintain a local synchronization to communicate with their neighbor. The long synchronization drift could cause a serious error in data transmission. In a low data rate network where the bit duration is much longer than the schedule drift, this would not pose a problem. However, as the data rate of the network increases, if
the bit duration is smaller than the synchronization drift, this could cause an error bit interpretation.

This study focuses on investigating the maximum synchronization drift in a randomly deployed WSNs. This value can be used in determining the important parameters in designing a network, such as the length of the guard bits, the maximum data rate allowed in the network and the maximum schedule drift in duty-cycle networks. The rest of the paper is organized as follows. Section 2 describes the synchronization issues of randomly deployed WSNs. Section 3 proposed two methods to calculate the upper bound and expected maximum synchronization drift in a network. Section 4 presents and discussed the results of the proposed methods and Section 5 summarizes the paper.

2. METHODS TO ESTIMATE SYNCHRONIZATION DRIFTS IN A NETWORK

2.1. Synchronization Drift in Long Chain WSNs

In a self-organizing WSN, nodes need to deal with synchronization issues that are slightly different from the ones in the other types of networks due to the following conditions:

1. Each node comes to life and starts its clock at slightly different times.
2. The nodes do not possess knowledge of their neighborhood, including the distance to their neighbors.
3. Synchronizing the clock with an outside server (e.g. The use of GPS satellite synchronization) in most cases is hardly an option due to (a) the cost, (b) the difficult location of the nodes, (c) the limited energy the nodes have.

There are two types of possible synchronization problems with this type of network.

1. Synchronization drift due to the inaccuracy of internal clocks in the nodes.
2. Synchronization drift due to the propagation delay of the SYNCs. Propagation delay in the network causes nodes to see the start (and consequently the end) of a frame slightly differently according to their position in the network.

Numerous studies, such as [13-17] have proposed algorithms for clock synchronization in WSNs, therefore the synchronization drift discussed in this study is focused on the drift caused by propagation delay in the network.

As proposed in S-MAC, nodes in WSNs maintain local synchronization by periodically broadcasting SYNCs. The reception nodes receive the packets after some amount of delay, including processing delay, transmission delay, and propagation delay. These delays make different receivers ‘see’ the start of the advertised frame differently. While the receivers can easily correct the drifts due to the transmission and processing, there is no way to calculate the drift due to the propagation delays without knowing the length of propagation path the packet travelled.

We consider the case of a network with four nodes that are connected in a chain topology as shown in Figure 1. Because of the propagation delays of the SYNC packets, nodes B, C and D ‘see’ the start of the schedule slightly behind the time that node A ‘sees’ it. Assuming that the SYNC packets have an average propagation delay of $d$, if node A advertises schedule $S$ starts at time $t$ then nodes B, C, and D see the schedule start at time $t+d$, $t+2d$, and $t+3d$ respectively.

![Figure 1 Schedule Drift in a Chain Network](image1)

![Figure 2 Schedule Drift in a Long Chain Network](image2)
In Figure 2, the nodes $N_1, N_2, \ldots, N_n$ are connected in a chain topology and implement a common schedule $S$. Because of the propagation delays of the SYNCs, $N_n$ starts its frame $(n-1)d$ time unit after $N_1$ does. Consider a case where a new node $N_{n+1}$ recently joins the network and starts its discovery period. During the discovery period, it receives two SYNCs from $N_1$ and $N_n$ announcing schedule $S$. If, for example, the SYNC sent by $N_1$ announces that the next frame starts at time $t$, then, consequently, the SYNC sent by $N_n$ announces that the next frame starts at time $t+(n-1)d$.

There are two issues that $N_{n+1}$ needs to address. Firstly, $N_{n+1}$ needs to realize that the SYNC packets of $N_1$ and $N_n$ actually announce the same schedule. Secondly, for example, if it decides to synchronize itself with node $N_1$, it then receives the packets from node $N_n$ with $(n-1)d$ unit time drift.

The synchronization drift between any two nodes in a network is given by

$$\delta = \frac{L}{c} \tag{1}$$

Where $L$ is the length of the propagation path between the two nodes and $c$ is the speed of light.

In the next section, we discuss methods to determine the maximum synchronization network drift in a network by estimating the maximum propagation path length, $L_{\text{max}}$, of the network.

### 2.2. THE THEORETICAL UPPER BOUND OF SYNCHRONIZATION DRIFT IN A NETWORK

This section discusses the upper bound of schedule drift in a network which serves as the worst case scenario.

**Proposition 1** Let the network be a square network with a dimension of $M \times M$ and nodes with a uniform transmission range ($r$) are placed in particular positions in the network to create the maximum propagation path length given the area of the network, as shown in Figure 3. Then the maximum synchronization drift in the network is given by

$$\delta_{\text{max, upper}} = \frac{2}{\sqrt{3}cr} \tag{2}$$

where $A$ is the area of the network.

![Figure 3 Upper Bound of Longest Chain in a Square Network](image)

**Proof.**

1. In Figure 3, the maximum distance between two connected nodes is $r^-$ (slightly less than $r$) and the minimum distance between two nodes that are not connected is $r^+$ (slightly larger than $r$).
2. Because of the geographical span, the chain needs to be ‘folded back’ to fit the dimension of the network. The distance between folds is given by $h = \frac{1}{2}r\sqrt{3}$.
3. The maximum number of ‘folds’ in the network, $F = \frac{M}{h} = \frac{2M}{r\sqrt{3}}$.
4. The number of hops in each ‘fold’, $H = \frac{M}{r}$.
5. Finally, we can calculate the maximum number of hops in a network, $N$, as follows
   $$N = FH = \frac{2M^2}{r^2\sqrt{3}}$$

6. Assuming that a packet in the network propagates at the speed of light, we have the maximum synchronization drift as the maximum physical distance the SYNC packet propagated through divided by the speed of light
   $$\delta_{\text{upper}} = \frac{L_{\text{max}}}{c} = \frac{Nr}{c} = \frac{2M^2}{\sqrt{3}cr}$$

7. Noting that $M^2$ is the physical area of the network, we can derive the upper bound of schedule drift in a network with an area of $A$ as shown in equation (2).
   $$\delta_{\text{upper}} = \frac{2}{\sqrt{3}cr}A$$
2.3. Expected Value of Maximum Synchronization drift in a Dense Network

2.3.1 Density and Connectivity of randomly deployed network

Given a specific network area, the number of nodes deployed in the network determines the density of the network. Figure 4 shows an example of the connectivity in randomly deployed networks with a fixed network size (5r x 5r, r = transmission range) and various densities (density= 1,2,3,5). In a very sparse network, as shown in Figure 2(i), the connectivity is so low that the network is partitioned into smaller isolated networks. As the density of the network increases, so does the connectivity of the network (ii). In (iii), the network is already fully connected. From this point, the connectivity of the network remains while the density of the network continues to increase and causes more nodes to be available in a position that can create a shorter path of the two furthest nodes in a network (iv).

The relation between the connectivity of a network and the network density for various sizes of networks is shown in Figure 5. The solid lines on the graph show the mean of the network connectivity in 100 simulations and the dashed lines on the graph show the percentage of times the networks reach 100% connectivity (fully connected) in 100 simulations.

Figure 6 shows the number of hops between the two furthest nodes in a uniformly deployed network of various network sizes and densities. The solid lines show the average values of 100 simulations and the dashed lines show the maximum values of 100 simulations. A low density network forms a low chain length due to isolated groups of nodes. As the density increases, so does the chain length since more nodes are connected (as shown in Figure 5). It is important to note that the chain length in the simulation is much lower than the upper bound chain length (N) in section 3.3. In the next subsection, we provide a way to estimate the chain length and the synchronization drift between two furthest nodes in the network.

Figure 5 The connectivity in a Uniformly Distributed Network

Figure 6 Chain Length in a Randomly Deployed Network

2.3.2 Estimating the Expected Maximum Synchronization Drift in a Dense Network

Section 3.1. provides an asymptotic analysis of the drift in a network where the nodes are placed specifically to create the maximum chain length. In a reality of a randomly deployed network, the probability of this condition to exist is very small and
the maximum drift is supposedly considerably smaller.

This section proposes a method to calculate an expected maximum synchronization drift in a network.

**Proposition 2** Let the network be a square network with dimension MxM. As the density of the network increases the expected maximum synchronization drift in the network approach

\[ E[\delta_{max}] = \frac{M \sqrt{2}}{c} \]  

(3)

**Proof**

1. The synchronization drift between any two nodes \( N_i \) and \( N_n \) equals to the propagation delay between node \( N_i \) and node \( N_n \). Assuming that packets are propagated from \( N_i \) to \( N_n \) trough path \( \{N_i, N_2, ..., N_{n-1}, N_n\} \), then the synchronization drift is given by

\[ \delta = \sum_{i=1}^{n-1} r_{i,i+1} \]

where \( r_{i,i+1} \) is the physical distance \( N_i \) (current node) and \( N_{i+1} \) (next hop in the propagation path).

2. In a very dense network (e.g. Figure 2(iv)), there will be nodes positioned along the Euclidian of any two nodes in such a way that the maximum propagation path between the two nodes equal to the Euclidian’s distance of the two nodes.

3. In a square MxM network, the Euclidian of two furthest nodes in the network is less or equal to the diameter of the network, \( D = M \sqrt{2} \)

4. Therefore the maximum propagation delay between the two farthest nodes is given by

\[ E[\delta_{max}] = \frac{\sum_{i=1}^{n} r_{i,i+1}}{c} = \frac{M \sqrt{2}}{c} \]

3. RESULT AND DISCUSSION

3.1. Upper Bound of Synchronization Drift in a Network

In Error! Reference source not found., we plot the upper bound of synchronization drift in a square network for various transmission ranges \( \{R=1, 2, 3, 4, 5, 6, 7, 8, 9, 10 \text{ (m)}\} \) and network sizes \( \{2 \times 2, 5 \times 5, 10 \times 10 \text{ m}^2\} \).

Figure 7 Upper Bound of Synchronization Drift of a Network

The result shows that the synchronization drift in the network is inversely proportional to the transmission range and proportional to the area of the network. As mentioned in section 3.1, these values served as the worst case of schedule drift in the network.

3.2. Expected Maximum Synchronization Drift in a Randomly Deployed Network

To observe a realistic maximum synchronization drift in a network where the nodes are randomly deployed, we conduct a Monte Carlo simulation in the MATLAB 2014 environment, with various network sizes \( \{2 \times 2, 5 \times 5, 10 \times 10 \text{ m}^2\} \) and densities for a unit transmission range \( (r=1 \text{ m}) \). To achieve good accuracy, we run 100 simulations for each condition.

Figure 8 The Maximum and Average Value of Maximum Number of Hops in a Uniformly Deployed Network
The result shows that the maximum schedule drift in a network increase as the density increases until reaching the maximum connectivity in the network. After that, as the density increases more nodes are available near the Euclidean of two furthest nodes in the network, thus decreases the propagation path length and further the synchronization drift in the network.

4. SUMMARY

Self-organizing WSNs suffers synchronization drift due to the propagation delay of the SYNC packet which could affect the network performance. Estimating the maximum synchronization drift is important in designing key parameters of a network. This paper has proposed two ways in estimating the maximum synchronization drift. The theoretical upper bound of maximum synchronization drift gives the worst case scenario which could occur in a network with a specific physical size and transmission range. We also provide a way that gives a more realistic estimation of the maximum synchronization drift in a dense network given a specific physical area. A series of simulation shows that, for various sizes of networks, as the density increase the maximum synchronization drift approaches the estimated value.
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