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Abstract Random deployment of sensor nodes is susceptible to initial communication hole, even when the network is densely populated. However, eliminating holes using structural deployment poses its difficulties. In either case, the resulting coverage holes can degrade overall network performance and lifetime. Many solutions utilizing Relay Nodes (RNs) have been proposed to alleviate this problem. In this regard, one of the recent solutions proposed using Artificial Bee Colony (ABC) to deploy RNs. This paper proposes RN deployment using two other evolutionary techniques - Gravitational Search Algorithm (GSA) and Differential Evolution (DE) and compares them with existing solution that uses ABC. These popular optimization tools are deployed to optimize the positions of relay nodes for lifetime maximization. Proposed algorithms guarantee satisfactory RNs utilization while maintaining desired connectivity level. It is shown that DE-based deployment improves the network lifetime better than other optimization heuristics considered.
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Acronyms:
ABC : Artificial Bee Colony.
CH : Cluster Head.
DE : Differential Evolution.
FPRNs : First-phase Relay Nodes.
GSA : Gravitational Search Algorithm.
MAC : Media Access Control.
MST : Minimum Spanning Tree.
NP-hard : Non-deterministic Polynomial-time Hard.
O3DwLC : Optimized 3-D deployment with Lifetime Constraints.
RNs : Relay Nodes.
SPRN : Second-phase Relay Nodes.
WSNs : Wireless Sensor Networks.

Table 1: Table of Notations

| Symbol | Description |
|--------|-------------|
| $E_p$  | Total energy consumed by a node |
| $I_{R}$ | Initial number of rounds using FPRN |
| $T_R$  | Network lifetime |
| $\lambda_2$ | Fielder value |
| $L$    | Laplacian matrix |
| $A$    | Incidence matrix |
| $G$    | Graph |
| $B$    | Network backbone |
| $W$    | Wiener index |
| $\mu$ | Average inter-node distance |
| $\beta$ | Penalty factor |
| $MP$  | Mutation probability. |
| $CP$  | Crossover probability. |
| $x$    | Position of particle or solution. |
| $v$    | Velocity of particle or solution. |
| $a$    | Particle acceleration. |
| $N$    | Number of particles or solutions in one generation. |
| $G_c$ | Gravitational constant. |
| $M$    | Mass of agent. |
| $F$    | Gravitational force. |
| $R$    | Euclidean distance. |

1 Introduction

Application domains such as environmental monitoring and military field surveillance have witnessed an increasing interest in wireless sensor networks (WSNs). In most of these applications, wireless sensors are deployed and expected to capture and then transmit parameters of interest such as temperature, pressure, and chemical activity to remote locations [1,2]. WSN nodes are tiny, low-powered, and multifunctional and through collaboration they are able to perform complex tasks. From
design viewpoint, optimizing the connectivity, lifetime, and cost of WSNs simultaneously is generally considered an intricate task [3,4]. Dense deployment and unattended nature of WSNs make it quite difficult to recharge node batteries. Therefore, energy efficiency is a major design goal [1]. In view of striking balance, relay nodes (RN)s with less complicated circuitry but powerful transceivers are generally employed to foster the overall energy efficiency of network since their transmission and reception capabilities are better than sensor nodes [5]. It is worth noting that RNs are expensive than sensor nodes because they have more powerful transceivers and stronger battery banks. This is why a direct consequence of minimizing usage of RNs yields substantial reduction in overall WSN deployment cost.

In most applications, nodes are generally patterned in three-dimensional fashion and lifetime enhancement with cost and connectivity constraints becomes an arduous task. This is because network’s traffic is in 3D, that is, in x-y-z planar surfaces [3, 6,7]. Previous studies have shown that deployment in large 3D space is non-trivial. It has equally been shown that the combinatorial search space of this deployment problem is huge and each position translates to a different connectivity level. Therefore, the choice of optimization technique is paramount to ensure convergence [8]. In general, the computational efficiency is often enhanced using heuristics [3]. These heuristics, especially the biologically inspired ones, are ubiquitously used to proffer solutions to a wide variety of engineering problems. Recently, promising evolutionary algorithms such as Artificial Bee Colony (ABC) [9], Genetic Algorithm (GA) [10], Gravitational Search Algorithm (GSA) [11], Particle Swarm Optimization (PSO) [12], and Differential Evolution (DE) [13] have efficiently solved complex contemporary problems with high computational cost.

RN deployment in WSN applications is broadly categorized into grid and non-grid-based deployment. In grid-based deployment, precise localization and data measurements are achievable because nodes are deployed on predefined grid vertices. In non-grid-based approaches, nodes are deployed in a multi-dimensional ad hoc manner. In practical 3-D settings, grid-based approaches are generally preferred to non-grid because the infinite search space in non-grid-based approach is reduced into a reasonably finite one. It has been shown that one way to tackle connectivity issues in WSNs is by deploying redundant nodes to repair connectivity when network partitioning occurs [14]. Redundant nodes were turned “on” only when the network connectivity was below a predefined threshold. Node’s mobility has also been used to improve connectivity of a disconnected network [15]. Deployment area was modeled as a grid with cells of equal size and few number of RNs are carefully populated to connect the disjointed WSN segments. Network optimization is performed in such a way that RNs are deployed in least number of cells till connection is restored in all the segments [16,17].

In [18,19], integer linear programming was utilized to determine the optimal positions of sensor node, relay nodes, and base station (BS) that guarantee desired coverage, connectivity, bandwidth, and robustness. Since these deployments rely on the linearity property that is of importance in linear programming, it will be difficult to capture the nonlinear dynamics that can be introduced due to effect such as parameter variations especially in rugged terrains. Also, a two-tier two-phase architecture
where sensor nodes are logically separated from backbone devices was proposed to repress the complexity of RN deployment [3,20]. In this two-tier strategy, sensor nodes are solely responsible for sensing and transmitting data to their corresponding cluster head (CH) or the closest RN. Hence, sensor nodes occupy the first layer of the architecture. In this design, sensor nodes are made to sleep when idle to minimize their energy consumption. In the first deployment phase, backbone was connected by deploying first-phase relay nodes (FPRNs) on candidate vertices in a 3-D fashion using Minimum Spanning Tree (MST). The purpose of deploying these FPRNs is to initiate connections among CHs and BS whose positions are fixed. In the second deployment phase of Shortest-Path-3D grid deployment (SP3D), desired connectivity was achieved by randomly deploying more RNs near the backbone devices.

Optimized 3-D deployment with Lifetime Constraints (O3DwLC) [3] is an improvement on SP3D and was developed to enhance network connectivity. The main difference between between SP3D and O3DwLC is evident in the way RNs are deployed in the second phase. In second phase of O3DwLC strategy, a semi-positive definite optimization algorithm was used to efficiently enhance the network connectivity subject to cost and lifetime constraints. It is worth mentioning that the proposed approach in this paper differs from those in SP3D and O3DwLC in the sense that it focuses on using minimum number of relay nodes to maximize the useful WSN lifetime with meta-heuristics approach. A two-tier constrained RN placement was proposed to improve the energy efficiency of a single-cover problem scenario, however, the solution utilizes more relay nodes than necessary [21]. In addition, if the candidate positions are known a priori, a minimum number of relay nodes are capable of harvesting energy that can be utilized to improve both the connectivity and survivability of the network [22]. Even though the idea of using partition detection/recovery algorithm and relay node mobility to detect and renew the connectivity of partitioned network sounds interesting, however, this type of solution involves mobile robots and other electronic circuitry, which could render it cost ineffective to implement especially in rugged terrains [23].

DE, GSA, and ABC have been shown as promising evolutionary tools for finding global optima for a variety of optimization problems with large search space. Many research disciplines, such as cloud manufacturing [24], bioinformatics [25,26,27], electrical dispatch [28], and big data [29,30] have successfully adopted these evolutionary techniques for solving different non-trivial search problems. In general, optimization techniques converge to optimal solution in search space with predefined size, where the size is defined by a number of optimized parameters satisfying some constraints. Evolutionary algorithms are heuristics and it is worth noting that there is no one-size-fits-all evolutionary technique for all optimization problems [31]. Some heuristics converge faster to better solutions than others in some problems and slower in other problems. Therefore, the three benchmark algorithms in this work belong to different search families. DE relies on genetic mutation and crossover [13], ABC uses the roles of three main groups within a bee colony [9] and GSA is based on gravitational laws and mass interactions between particles [11].

These optimization algorithms have been used in different contexts to optimize various capacities of WSNs. Coverage and connectivity have both been maximized
using territorial predator scent marking algorithm; the algorithm also guarantees least overall energy consumption [32]. ABC and Particle Swarm Optimization have also been utilized to solve sensor nodes placement and lifetime maximization problem [33]. In addition to all the aforementioned heuristic based applications, ant colony with greedy migration has also been utilized to deploy sensor nodes with a view to maximizing coverage and minimizing network deployment cost. A multi-objective approach has also been utilized to solve RN placement problem by optimizing three conflicting objectives - network reliability, cost, and average sensitivity area [34]. Unlike [35,33,32] that mainly focused on finding the optimal sensor node positions that enhance the network lifetime, heuristic-based RN deployment here proposed focuses on improving the network lifetime by deploying fewest number of RNs while satisfying connectivity constraint. Other closely related work to ours is that in [12] that focused on optimal relay node placement in multi-hop scenario. In their approach, a two-step procedure and optional third step were utilized to optimize the network connectivity and throughput using PSO algorithm. The key difference compared to our method is that our method aims at optimizing network lifetime with lower bound constraints on network connectivity and upper bound constraint on cost of deployment.

Lifetime maximization with cost and connectivity constraint problem introduced in [36], formulated using a two-phase two-tier approach. The approximate solution of the problem addressed has been shown to be NP-hard [8,37]. The complexity was extenuated using a two-phase two-tier strategy. The connectivity of network backbone was achieved by deploying least number of first-phase RNs for cost effectiveness [36]. Evolutionary-based heuristic was utilized in the second phase to search for near-optimal positions of RNs. Optimization of network parameters was implemented to satisfy minimum application specific connectivity level constraint and guarantee minimum objective function. The placement problem was formulated in such a way that network cost and connectivity were simultaneously constrained in the desired range. ABC was employed as the evolutionary heuristic to search the optimal positions. In this work, the main contributions are: (i) the objective function in [36] has been re-formulated using additional penalty term for optimal performance, (ii) two other evolutionary techniques (DE and GSA) have been used in the second phase to efficiently deploy the RNs, (iii) the effectiveness of the proposed algorithms is compared and contrasted with [36] on the basis of network lifetime enhancement and speed of convergence, and lastly (iv) comprehensive experiments have been carried out to show the efficacy (faster convergence and better optimal solution) of using DE as opposed to ABC presented in [36] to deploy backbone devices in WSNs.

The rest of this paper is organized as follows: Section 2 presents the formulation of the problem statement. Section 3 describes the proposed deployment scheme and its mapping into an optimization problem. Section 4 describes the software implementation and results. Section 5 concludes the main findings and observations.
2 Network Model and Placement Problem Formulation

This section delineates the proposed network model. Hierarchical network architecture is assumed to address node heterogeneity problem. Graph topology is considered for easy network abstraction and effective computation of inter-node distances.

2.1 Assumptions

The network considered in this work mainly comprises of sensor nodes, CHs, RNs, and BS. Network heterogeneity is addressed using a two-tier hierarchical architecture shown in Fig. (1). In the adopted design, sensor nodes occupy lower layer and they primarily collect data of interest and relay information to upper layer devices (RN or CH). It is assumed in this architecture that sensor nodes are only used for data sensing and transmission over short distances and that nodes sleep when idle. The CHs, RNs, and BS constitute the upper layer building blocks. Upper layer devices have stronger transceiver circuitry to transmit and receive data over longer distances. These devices also relay information from sensor nodes periodically to the base station.

It is also assumed in this work that sensor nodes have enough energy to perform their sensing duties. This assumption gives the flexibility to focus on the upper layer devices. It has also been established that data sensing and processing requires lesser energy consumption than data transmission and reception [38, 39]. Thus, energy consumed during data transmission and reception is only considered.

In addition, this two-tier approach decouples energy utilization of upper layer from lower layer as shown in Fig. (1). Other assumptions in this work are as follows:
– Nodes in the network are considered to be static.
– Multi-hop communication is considered.
– The transmission and reception range of all CHs are the same.
– The transmission and reception range of all RNs are the same.
– The Media Access Control (MAC) protocol is ideal, that is, no packet collision and retransmission is experienced.

2.2 Energy Utilization Model

The adopted two-tier architecture and the assumption that sensor nodes have enough resources to perform their tasks allows the isolation of lower layer energy utilization. This affords the flexibility to focus on the energy utilization of upper layer devices. Therefore, on the energy utilizations of RNs, CHs, and BS are considered. The energy consumption model proposed in [40,41] is also utilized in this work. Energy consumption of receiving device is:

\[ J_{rx} = L \beta, \] (1)

and that consumed by transmitting device is given by:

\[ J_{tx} = L (\epsilon_1 + \epsilon_2 d^\gamma), \] (2)

where \( \beta, \epsilon_1 \) and \( \epsilon_2 \) are transceiver hardware parameters [3], \( L \) is the length of a packet, \( d \) is the Euclidean distance between the transmitter and receiver, and \( \gamma \) is the path loss exponent. Remaining energy \( E_r \), is given by:

\[ E_r = E_i - T J_{tx} - R J_{rx} - A J_a \] (3)

where \( T, R \) and \( A \) are the arrival rates of transmitted, received and aggregated packets per round, respectively; \( E_i \) is the initial energy of each node; \( J_{tx}, J_{rx}, \) and \( J_a \) are energy per unit time consumed by each node for a single packet transmission, reception and aggregation, respectively.

The energy mode in this work also incorporates the effect of packets transmitted by a RN to BS on behalf of other RNs. It is remarked that this effect depends on how close a RN is to BS. The closer a RN is to BS, the more the likelihood of relaying more data and the faster it depletes its energy. This subset of RNs is prone to causing prematurely network partitioning than other nodes thereby leading to early performance degradation. Incorporating this effect in the energy consumption model yields:

\[ E_p = k T J_{tx} + k R J_{rx} + A J_a \] (4)

where \( k = \) packets received and relayed by a RN from other RNs.

By letting the initial rounds \( I_R \) denote the total number of rounds the first-phase RNs can stay operational, overall network lifetime (in rounds) is derived as follows:

\[ I_R = \frac{E_i}{\sum_{p=1}^{\infty} E_p} \] (5)
where \( B_1 \) = network energy after deploying FPRN

\[
\text{Lifetime} = T_R = \frac{\sum_{i=1}^{n_{\text{FPRN}}} B_i}{\sum_{i=1}^{n_{\text{FPRN}}} E_p}
\]  

where

\[
E_p = kTL(\epsilon_1 + \epsilon_2 \mu_w^T) + kRL\beta + AJ_a
\]

with \( \mu_w \) denoting the average internode distance, and \( B_2 \) being the energy introduced by deploying SPRN. Then network lifetime (in rounds) is given as:

\[
\text{Lifetime} = T_R = T_{IR} + \sum_{i=1}^{n_c} \alpha_i E_R
\]

where \( E_R \) = extra rounds achievable due to addition of one second-phase RN to a candidate position; \( n_c \) is the number of candidate positions a second-phase RN can be placed on the grid and \( \alpha_i \) is 1 if second-phase RN is placed on vertex \( i \) and 0 otherwise.

2.3 Network Lifetime Definition

Wireless sensor network lifetime is defined in this work as the maximum number of rounds achievable before network partitioning occurs, that is, the duration in rounds when most RNs and CHs have depleted their energy and are no longer able to relay packets to the next hop or sink. This lifetime definition can also be interpreted as the duration from deployment to instance when the algebraic network connectivity and total energy fall below some partition thresholds. The assumption that network connectivity and/or lifetime directly depend(s) on the activity of CHs/RNs originates from the two-layer architecture adopted. The connectivity of network backbone is highly dependent on the connectivity of RNs. In practice, energy partition threshold can vary from application to application and from network to network. These variations are due to factors such as power rating of the transceivers, node’s density and position of RNs within a network. It is also noted that the definition adopted in this paper does not take cognizance of such factors. In order to avoid threshold variations within the network, partition threshold is set based on the total energy in network backbone and not on the energy of individual RN.

2.4 Problem Statement

By predefining the positions of sensor nodes, CHs, BS, and first-phase RNs, the aim is to find the positions of pre-determined number of second-phase RNs (SPRNs) on the grid that enhance the overall network lifetime. That is, if given the grid locations of sensor nodes, CHs, first-phase RNs, and BS, the objective is to find near-optimal positions of predetermined number of SPRNs on 3-D grid that maximize the network lifetime while satisfying connectivity constraints. The network cost is constrained by
ensuring the number of SPRNs do not exceed a predefined number. The second phase of the proposed deployment strategy is where RNs are strategically deployed using optimization heuristics. The positions of SPRNs are optimized using two algorithms that are known for searching global optimum. The objective in this phase is to minimize the average internode distances, \( \mu_w (G) \) with constraints on the number of SPRNs that can be deployed and the algebraic network connectivity. This optimization problem is then formulated as:

\[
\min_\alpha \left( \mu_w (L(\alpha)) + \beta \max\{0, (\lambda_{2,FPRN} - \lambda_{2,FPRN+SPRN})\}\right),
\]

\[s.t \quad \sum_{i=1}^{n_c} \alpha_i = N_{SPRN}, \quad \text{where} \quad \alpha_i \in [0, 1],\]

where \( A_i \) is the incidence matrix generated by adding SPRNs, \( L_i \) is the initial Laplacian generated using MST; \( n_c \) is the number of candidate grid locations for SPRNs and \( \alpha_i \) is 1 if SPRN is placed on vertex \( i \) otherwise 0. The mathematical derivations of overall network lifetime is given in Eq. (4)-(8).

It is worth mentioning that the penalty term added to the objective function in Eq. (9) enforces the connectivity constraint. As opposed to a hard connectivity constraint imposed in [36], a soft constraint is here enforced and it is remarked that soft constraint gives the optimizer flexibility necessary to find good local optimal in the objective function landscape.

3 The Meta-heuristic Based Deployment Strategies

In this section, RN deployment strategy using evolutionary optimization tools is described in detail. The two optimizers are objectively compared and contrasted with ABC in terms of their effectiveness in finding optimal SPRN grid positions and in terms of convergence speed. It is worth noting that the NP-Hard properties of this deployment problem can be circumvented using a two-tier two-phase architecture, which is similar to what was adopted in [3,36]. In the first phase of deployment, MST constructs the network backbone using first-phase RNs (FPRNs) and ensures that RNs, CH, and BS are connected to a desired connectivity level [3]. The pseudocode of MST is given in Algorithm 1 as implemented in [3].

If network backbone \( B \) is perceived as a connected graph (\( G \)) then from graph theory, Laplacian (\( L \)) can be constructed from \( G \) [42,43,44]. \( L \) is symmetric, semi-positive definite, and element \((i,j)\) has a value of \(-1\) if node \( i \) can receive and send packets to node \( j \). The principal diagonal elements \( L(i,i) \) have positive integer numbers that
Algorithm 1: MST: FPRN Deployment (Construct Backbone $B$)

1: Initialize:
2: Initial number of CHs and BS to construct $B$;
3: Input:
4: A set IS of the CHs and BS nodes coordinates;
5: Output:
6: A set CC of the CHs, minimum RNs, and BS coordinates forming
7: the network Backbone;
8: begin
9: CC = set of closest two nodes in IS;
10: CC = CC $\cup$ minimum RNs needed to connect them on the 3-D grid;
11: IS = IS - CC;
12: CC = CC $\cup$ minimum RNs needed to connect them on the 3-D grid;
13: $N_d$ = number of remaining IS nodes which are not in CC;
14: $i = 0$;
15: for each remaining node $n_i$ in IS.
16: Calculate $M_i$: Coordinates of minimum number of RNs required
17: to connect $n_i$ with the closest node in CC.
18: $i = i + 1$;
19: end.
20: $M = M_i$
21: while $N_d > 0$ do:
22: $SM = $ Smallest $M_i$;
23: CC = CC $\cup$ $SM$ $\cup$ $n_i$;
24: IS = IS $-$ $n_i$;
25: $M = M - M_i$;
26: $N_d = N_d - 1$;
27: end.

denote the number of RNs connected to node $i$ [3]. The ordering of eigenvalues of $L$ is given in Eq. (11) below:

$$0 = \lambda_1 \leq \lambda_2 \leq \lambda_3 \leq \ldots \lambda_{n-1} \leq \lambda_n,$$  \hfill (11)

where $\lambda_2$ is known as the Fielder value. Note that $\lambda_2 = 0$ when there is no connectivity in $G$. By implication, the algebraic connectivity of backbone $G$ is characterized by $\lambda_2$. It is remarked that connectivity level of the network can be tuned to a desired level by strategically augmenting the number of FPRNs using the MST. On the other hand, $\lambda_2 = 1$ denotes when the network is well connected, that is, all the nodes have direct connections to every other nodes. An example of a connected 10-node-12-link backbone (or graph) is given in Fig. 2. It is worthy of note that removing one node may partition the entire network. For instance, node 3 in Fig. 2 is a typical illustration of a node whose removal could partition the network backbone. The Laplacian matrix ($L$) generated from Fig. 2 is given in (12) with specific $\lambda_2$. The Fielder value ($\lambda_2$) of the matrix ($L$) denotes the link count needed for network partitioning [3].
Fig. 2: An example of a 10-node-12-link graph.

The following definitions in [45] are adopted in this work:

1. Let $G$ be a graph with vertex set $V(G)$ and edge set $E(G)$. The distance $d_G(u,v)$ between two vertices $u, v \in V(G)$ is the minimum number of edges on a path in $G$ between $u$ and $v$.

2. $d_G(v)$ is defined as the distance of a vertex $v$ in $G$ and it is given as the sum of all distances between vertex $v$ and all other vertices of $G$.

3. The Wiener index $W(G)$ is a property of graph $G$ and is related to $d_G(v)$ through:

$$W(G) = \frac{1}{2} \sum_{v \in V(G)} d_G(v) = \frac{1}{2} \sum_{(u,v) \in V(G)} d_G(u,v)$$

(13)

where $\frac{1}{2}$ compensates for the fact that distance between $u$ and $v$ are summed twice since $G$ is undirected. On averaging the distance between every pair of vertices of $G$, we obtain the average distance $\mu(G)$:

$$\mu(G) = \frac{W(G)}{\frac{|V(G)|}{2}} = \frac{W(G)}{\binom{|V(G)|}{2}}$$

(14)

Eq. (14) is modified to Eq. (15) in order to incorporate any unmodeled variation in the average distance. Unmodeled variation is added to the cost function as a constant
penalty term. This gives the proposed solution a level of robustness - a feature that makes it fit into many real life scenarios.

\[ \mu_w (G) = \frac{W(G)}{2} = \left( \frac{|V(G)|}{2} \right) + \Delta \mu (G) \]  

(15)

\( \Delta \mu (G) \) is added to account for unpredictable occurrences such as slight displacement of nodes by surrounding air. It is however important to establish its upper bound for convergence.

By ordering the eigenvalues of Laplacian as \( \lambda_1 \leq \lambda_2 \leq \lambda_3 \leq \ldots \leq \lambda_{n-1} \leq \lambda_n \), the computation of Wiener index is done using:

\[ W(G) = n \sum_{i=1}^{n} \frac{1}{\lambda_i} \]  

(16)

### 3.1 Optimization Algorithms

Each optimization algorithm aims at finding the minimum objective function as defined in Eq. (15), which corresponds to optimal positions of SPRNs. The following subsections briefly describe the two optimization techniques implemented in the proposed algorithm.

3.2 Differential Evolution

Differential evolution is a technique that was initially developed and tested on “Chebychev Polynomial fitting problem”, which later metamorphosed into an impressive optimization technique [13]. In addition to retaining a better population and solution, DE uses the same structure as Genetic Algorithm such as crossover and mutation. In the mutation and crossover search process, important relations are used. Mutation requires assigning an arbitrary constant between 0 and 1 called the mutation probability (MP), and mutation relation is calculated only if MP is greater than a random number between 0 and 1 as follows:

\[ v_i (t + 1) = x_i (t) + F(x_{\text{best}} (t) - x_i (t)) + F(x_{r_1} (t) - x_{r_2} (t)) \]  

(17)

The crossover is evaluated using a relation where crossover probability (CP) is arbitrarily set to a value between 0 and 1, and then compared to a random number between 0 and 1. The crossover step is executed only if CP is greater than the random number. The crossover equation is then calculated using the relation:

\[ x_i (t + 1) = v_i (t + 1) \]  

(18)

where \( i = 1, 2, \ldots, N \) and \( t \) is iteration number for every solution in the generation; \( F > 0 \) is a constant factor; \( x_i (t) \) denotes a solution at iteration \( i \) in the generation; \( v_i (t + 1) \) is a mutant vector given in Eq. (17); \( x_{r_1} (t) \) and \( x_{r_2} \) are solution vectors selected randomly from current generation; \( x_{\text{best}} (t) \) is the best solution. A more detailed description of DE can be looked up in [13]. Summary of the algorithm is shown in the flowchart Fig. 3.
Fig. 3: DE computational flowchart.

3.3 Gravitational Search Algorithm

Gravitational search algorithm (GSA) is an important meta heuristic optimization algorithm that is based on Newton’s laws of gravitation and it was initially proposed in 2009 [11]. The algorithm follows the gravitational law which stipulates that: “for any two objects, every object is attracted to the other object by a force which is directly proportional to their mass and inversely proportional to their square distance”. According to the principle of gravity, the force between any two nodes can be evaluated by

\[
F = G_c \frac{M_1 M_2}{R^2}
\]  

(19)

where \( M_1 \) and \( M_2 \) are masses of the particles, \( G_c \) is the gravitational constant, \( R \) is the Euclidean distance between the two particles and \( F \) is the gravitational force. It should be noted that \( G_c \) is defined in the GSA algorithm by

\[
G_c (t) = G_c (t_0) \exp \left( -\frac{\alpha t}{T} \right)
\]  

(20)

such that \( G_c (t) \) is the gravitational constant at any time \( t \), \( G_c (t_0) \) is the initial value of gravitational constant at time \( t_0 \), \( \alpha \) is a positive constant and \( T \) is final time, which can be assigned based on number of iterations. The particle acceleration is given by

\[
a_i^d (t) = \frac{F_i^d (t)}{M_i (t)}
\]  

(21)
where \( i = 1, \ldots, N \) and \( d = 1, \ldots, D \) such that \( N \) is number of particles and \( D \) is number of optimized parameters within the particle. \( F_d^i \) is force of particle \( x_d^i \) and \( M_i \) is the mass of particle \( i \). Next, positions and velocities of each parameter can be defined according to the following relations

\[
v_d^i (t + 1) = rand_i v_d^i (t) + a_d^i (t)
\]

\[
x_d^i (t + 1) = x_d^i (t) + v_d^i (t + 1)
\]

where \( x_d^i (t + 1) \) and \( v_d^i (t + 1) \) are the position and velocity of parameter \( d \) in particle \( i \) at time \( t + 1 \) or at the next iteration, respectively. Also, \( rand_i \) is a random number between 0 and 1. A detailed explanation of the GSA is given in [11] and the flowchart in Fig. 4 gives the synopsis of the algorithm [11,46].

![GSA computational flowchart](image-url)
3.4 Implementation of the Optimization algorithms

The proposed deployment is formulated using optimization algorithms to update the initial Laplacian ($L_i$) obtained from MST algorithm. Using the observation that the algebraic network connectivity is the second least eigenvalue ($\lambda_2$) of $L$, the connectivity can be constrained within a desired bound during optimization using a penalty function. It is worth noting that $L$ is symmetric and the magnitude of the off-diagonal row or column elements sum up to their corresponding diagonal elements. By considering the probabilistic communication model, network connectivity is the likelihood that two nodes separated by distance $d$ can establish communication is:

$$P_c = \varpi e^{-\mu d^\gamma} \quad (24)$$

where $d$ is the distance of separation between the transmitting and receiving nodes, $\gamma$ is the path loss exponent which is empirically determined, $\mu$ is a random variable that describes the attenuation encountered by signals upon deployment, and $\varpi$ is a constant estimated from the heights of transmitter, receiver, and monitored site. It can be deduced from Eq. (24) that connectivity depends not only on separating distance between nodes but also on many other factors such as shadowing (due to obstacles) and multipath effects (due to terrain) [3].

During the second phase deployment, our algorithm deploys SPRNs on candidate positions based on where the objective function is minimum and then updates the matrix $L$ accordingly as depicted in Eq. (10). The objective function of the optimization is given in Eq. (16). The aim of the optimizer is to minimize the objective function subject to constraints on cost and $\lambda_2$. Both DE and GSA are separately used as tools for optimizing the network parameters. The algorithms optimize the off-diagonal elements of $L$ by terminating some connections with value 0 and/or reconnecting other with value -1. The algorithm ensures that the connectivity constraint is satisfied before a position is accepted as a feasible solution. The updated Laplacian matrix is used to evaluate the average distance among the RNs/CHs using Eq. (14). The lifetime is then evaluated using the set of equations in the Eq. (4)-(8).

It must be remarked that one essential factor in the energy utilization model is the distance between the transmitting and receiving nodes as given in Eq.(7). Since $(\mu W(G))$ is proportional to $W(G)$, the optimizers evaluate the fitness using $W(G)$. The size of $L$ is determined by the total number of backbone devices, that is, total number of RNs, CHs, and BS. The number of SPRNs is incremented and are placed on candidates vertices and the Laplacian matrix is updated. The major challenge of the optimizers is choosing best set of locations that result in least average inter-node distance. SPRNs are randomly placed on a subset of candidate vertices and the algorithm checks if the fielder value of the new $L$ is within the specified bounds before accepting or discarding a solution. This process continues until the solution converges. The best deployment with the smallest internode distances is returned by the algorithm. The nodes that are directly connected to the SPRNs will be visible using the most recently updated Laplacian matrix, $L$. The synopsis of the second-phase deployment is given in Algorithm 2.
Algorithm 2: Second-phase Deployment.

1: Input:
2: Locations of CHs, FPRNs and BS nodes;
3: Output:
4: Locations $X_P$ of the SPRNs that maximize lifetime of $B$ with connectivity and cost constraints.
5: begin
6: $L_i$ = Initial Laplacian from $B$;
7: $t_B$ = Lifetime in the first-phase
8: $A_i$ = adjacency matrix matching vertex $i$ on the grid
9: Evaluate $\mu_0(G)$;
10: $E_R$ = number of rounds added by deploying SPRN on vertex $i$;
11: $WC = X_P$ from either DE or GSA

4 Simulation Results

Initial experimental setup in MATLAB consists of nine cluster heads and one base station on predetermined grid locations. Nine initial CHs are deployed very close to their respective cluster members since sensor nodes have limited energy and low capabilities to transmit over far distances. For this reason, sensor nodes are only required to gather information of interest from their immediate environment. In the proposed deployment, the number of RNs is varied from 10 up to 50 for both optimization techniques. The normalized average distance deviation ($\Delta \mu(G)$) is set to 0.1 in all the experiments. For the purpose of comparing these techniques, number of rounds is used as figure of merit for lifetime enhancement.

It is remarked that the lifetime derived in Eq. (5)-(8) is the number (in rounds) the network stays functional without partitioning. However, in reality the rounds depends on various ingredients such as network area, data generation rate of the sensor nodes, and amount of traffic handled by RNs virtue of their locations relative to the sink. The results presented are normalized to give a clearer and more distinct notion of energy efficiency achievable using these evolutionary techniques.

In all the experiments, the maximum number of generations is set to 200. The population depends solely on the network size, that is, the size of the population grows linearly with network size. For each optimizer and network size pair, experiment was performed eight times to mitigate the effect of random initialization. It must be noted that network size here refers to number of backbone devices and optimization parameters are the off-diagonal elements of the Laplacian. The synopsis of number of parameters and iterations as the network size grows is shown in Table (3). Table (4) gives the initial settings of each of the algorithms. For DE, $MP$ is mutation probability, $CP$ is crossover probability, and $F$ is a factor between 0 and 1. For GSA, $\alpha$ is a positive constant that controls the gravitational speed, $\epsilon$ is a small positive constant, $\lambda$ is the division speed, $G_0$ is the gravitational constant, and $K_{best}$ is a set of best solutions. The results of the experiments are presented in Tables (5) and (6).

In the first set of experiments, the network size is 20 (1 BS, 9 CHs, and 10 RNs) and it is incremented by 10 up to 60 for subsequent experiments. The result in Fig. 5 shows that overall network connectivity was preserved within desired range (0.5-0.6)
Table 2: Network parameters for simulations

| Parameters | Value | Parameters | Value |
|------------|-------|------------|-------|
| \( n_c \)  | 110   | \( L \)    | 512 bits |
| \( J_0 \)  | \( 50 \times 10^{-7} \) J | \( E_r \)  | 15.4 J |
| \( c_1 \)  | \( 50 \times 10^{-9} \) J/bit | \( T \)    | 100(p/r) |
| \( c_2 \)  | \( 10 \times 10^{-12} \) J/bit/m² | \( R \)    | 100 |
| \( \gamma \) | 4.8   | \( A \)    | 10 |
| \( \beta \) | \( 50 \times 10^{-9} \) J/bits | \( r \)    | 100m |

Table 3: Data for Optimization

| Network Size (N) | No of Optimized Parameters | Size of Population | Iterations |
|------------------|-----------------------------|--------------------|------------|
| 20               | 190                         | 400                | 200        |
| 30               | 435                         | 600                | 200        |
| 40               | 780                         | 800                | 200        |
| 50               | 1225                        | 1000               | 200        |
| 60               | 1770                        | 1200               | 200        |

Table 4: Settings of optimization techniques

| Setting | DE | Parameter | \( MP \) | \( CP \) | \( F \) |
|---------|----|-----------|---------|---------|-------|
|         | MP | 0.9       | 0.9     | 0.5     |       |
| GSA     | Parameter | \( \alpha \) | \( \lambda \) | \( \epsilon \) | \( K_{best} \) |
|         | Setting | 7         | 6       | 0.00001 | 1000   | 4     |

specified by MST in Algorithm 1. Fig. 6 shows that all the techniques considered successfully minimize the average internode distance. However, it was observed that ABC-based deployment does not significantly improve as network size grows from 50 to 60. It is clear that DE-based deployment outperforms both ABC and GSA-based deployment in extending the useful network lifetime as vividly shown in Fig. 7. When the packets per round is set to 30 and the network size is increased to 60, DE-based deployment achieves almost twice as GSA, and around 30% more than the ABC-based algorithm. Since network lifetime theoretically depends on the average inter-node distance as given in Eq. (7), it came as no surprise that all the three heuristic-based deployments extend the network lifetime considerably. The objective function values have been averaged over eight experiments and plotted against the number of iterations for visualization. As observed in Fig. 8, all heuristics minimize the cost function as expected. However, in most of the experiments, GSA got trapped in local minimum in less than 100 iterations, which is an indication of poor performance in comparison with DE and ABC.
The scenario where more traffics are generated due to more deployed sensor nodes or increased data collection rate is also investigated. In this scenario, CHs/RNs have more data to relay back and forth among themselves and to BS. This increased

| Table 5: Performance for network size $N = 20, 30$, and $40$ |
|-----------------|-----------------|-----------------|-----------------|
|                 | $N = 20$         | $N = 30$         | $N = 40$         |
|                 | Mean ± STD       | $p$-value        | Mean ± STD       | $p$-value        | Mean ± STD       | $p$-value        |
| **ABC**         | $W(G)$: 20.8184 ± 0.6770 0.0703 | 47.3064 ± 1.3334 < 0.0001 | 68.1976 ± 2.0619 0.0177 |
|                 | $\mu(G)$: 7.8046 ± 0.5682 0.0703 | 7.3611 ± 0.4888 < 0.0001 | 3.8544 ± 0.4216 0.0177 |
|                 | $E_P$: 0.4927 ± 0.0485 0.0776 | 0.5275 ± 0.0371 < 0.0001 | 0.7196 ± 0.0171 0.0239 |
|                 | $T_R$: 4.2074 ± 0.6304 0.0620 | 7.9317 ± 0.9917 < 0.0001 | 27.9048 ± 2.9905 0.0130 |
|                 | $\lambda_2$: 0.5959 ± 0.0052 0.0037 | 0.5699 ± 0.0052 0.8458 | 0.5689 ± 0.0063 0.1534 |
| **DE**          | $W(G)$: 20.0509 ± 0.0223 - | 37.5373 ± 1.7241 - | 63.9238 ± 3.2024 - |
|                 | $\mu(G)$: 7.1226 ± 0.4216 - | 3.7066 ± 0.6320 - | 2.9807 ± 0.6731 - |
|                 | $E_P$: 0.4927 ± 0.0308 - | 0.7244 ± 0.0227 - | 0.7491 ± 0.0229 - |
|                 | $T_R$: 5.1173 ± 0.6080 - | 21.6530 ± 4.1083 - | 36.1819 ± 6.3786 - |
|                 | $\lambda_2$: 0.5865 ± 0.0051 - | 0.5694 ± 0.0050 - | 0.5594 ± 0.0155 - |
| **GSA**         | $W(G)$: 25.7549 ± 0.9448 < 0.0001 | 54.3710 ± 1.6604 < 0.0001 | 78.9177 ± 4.4068 < 0.0001 |
|                 | $\mu(G)$: 11.9479 ± 0.7929 < 0.0001 | 9.9510 ± 0.6087 < 0.0001 | 6.0461 ± 0.9010 < 0.0001 |
|                 | $E_P$: 0.0498 ± 0.0328 < 0.0001 | 0.0498 ± 0.0702 < 0.0001 | 0.6118 ± 0.0560 < 0.0001 |
|                 | $T_R$: 1.0029 ± 0.3826 < 0.0001 | 3.9853 ± 0.6537 < 0.0001 | 15.7807 ± 3.3674 < 0.0001 |
|                 | $\lambda_2$: 0.5973 ± 0.0282 0.1959 | 0.5634 ± 0.0360 0.6271 | 0.5396 ± 0.0409 0.1663 |

| Table 6: Performance for network size $N = 50$ and $60$ |
|-----------------|-----------------|-----------------|-----------------|
|                 | $N = 50$         | $N = 60$         |
|                 | Mean ± STD       | $p$-value        | Mean ± STD       | $p$-value        |
| **ABC**         | $W(G)$: 93.9531 ± 2.2381 < 0.0001 | 134.6739 ± 1.8609 < 0.0001 |
|                 | $\mu(G)$: 2.0852 ± 0.2940 < 0.0001 | 1.9695 ± 0.1677 < 0.0001 |
|                 | $E_P$: 0.7755 ± 0.0075 < 0.0001 | 0.7788 ± 0.0042 < 0.0001 |
|                 | $T_R$: 58.3868 ± 5.0666 < 0.0001 | 72.8436 ± 3.6710 < 0.0001 |
|                 | $\lambda_2$: 0.5674 ± 0.0089 0.001 | 0.5533 ± 0.0131 0.0358 |
| **DE**          | $W(G)$: 88.1313 ± 1.8857 - | 124.0911 ± 4.6739 - |
|                 | $\mu(G)$: 1.3353 ± 0.2455 - | 1.0160 ± 0.4211 - |
|                 | $E_P$: 0.7935 ± 0.0052 - | 0.7998 ± 0.0088 - |
|                 | $T_R$: 73.6213 ± 5.7131 - | 98.6169 ± 12.4156 - |
|                 | $\lambda_2$: 0.5389 ± 0.0155 - | 0.5304 ± 0.0220 - |
| **GSA**         | $W(G)$: 108.9493 ± 4.6732 < 0.0001 | 149.6877 ± 6.7378 < 0.0001 |
|                 | $\mu(G)$: 4.0454 ± 0.6085 < 0.0001 | 3.3221 ± 0.6899 < 0.0001 |
|                 | $E_P$: 0.7116 ± 0.0236 < 0.0001 | 0.7382 ± 0.0196 < 0.0001 |
|                 | $T_R$: 33.7285 ± 5.8655 < 0.0001 | 49.8861 ± 9.4138 < 0.0001 |
|                 | $\lambda_2$: 0.5418 ± 0.0252 0.1526 | 0.5545 ± 0.0361 0.1934 |

The scenario where more traffics are generated due to more deployed sensor nodes or increased data collection rate is also investigated. In this scenario, CHs/RNs have more data to relay back and forth among themselves and to BS. This increased
traffic could arise as a result of extra package generated by new sensors. When network traffic was varied, an increase in energy usage for packets transmission and reception was observed. By proportion, a drastic drop in useful network lifetime was observed for all the three heuristic-based deployment strategies, as shown in Figs. 9, 10, 11. For DE-based algorithm, lifetime of approximately 17 rounds was obtained when the traffic was increased to 600ppr and network size to 60. On the other hand, ABC and GSA-based deployments only manage to achieve 13 and 8 rounds, respectively, with the same network configuration.

Close scrutiny of Tables (5) and (6) also reveals that, on average, the values observed in eight experiments are close to that observed in each individual experiment. This is an indication that the proposed deployment strategies are robust to different initial populations. In fact, it can be inferred from the p-value in Table (5) that there
is no significant difference between ABC and DE-based deployment for small-sized network \((N = 20)\). However, DE-based deployment is superior to that of GSA-based heuristic as inferred from the p-values. For large enough network \((N = 30 \text{ upward})\), DE-based deployment shows a significant improved performance than its counterparts.

5 CONCLUSION

In this paper, two other evolutionary techniques - Gravitational Search Algorithm (GSA) and Differential Evolution (DE) are employed for RNs placement and qualitatively compared with existing placement solution that uses ABC. The proposed strategy has been developed and formulated as an optimization problem. The for-
mulation stands on the premises that energy utilization of two communicating nodes depends not only on the distance and the traffic between them, but also on the complexity that arises in 3-D settings with huge search space and high computational cost. By using a two-tier two-phase architecture, the complexity of the deployment can be circumvented. MST is employed in the first phase to deploy the backbone devices with minimum connectivity. Then, DE and GSA are utilized to locate the optimal positions of second-phase relay nodes for lifetime maximization with guaranteed cost and connectivity constraints. It is concluded that DE is more efficient for relay node deployment in 3D settings than ABC and GSA as shown in the experimental results. In future, potential direction would be to investigate the effect of RN grid mobility on network lifetime enhancement and another interesting extension would be to investigate the effect of interference due to RN’s wider range on network throughput.
Fig. 11: Lifetime vs. Network load of ABC, GSA and DE

Table A1: Experimental results for network size $N = 20$

| Experiment Index | 1      | 2      | 3      | 4      | 5      | 6      | 7      | 8      |
|------------------|--------|--------|--------|--------|--------|--------|--------|--------|
| ABC              | $W(G)$ | 20.4779| 20.8481| 22.2951| 20.5103| 20.0171| 20.8472| 21.0671| 20.4845 |
|                  | $\mu(G)$ | 7.5188 | 7.8295 | 9.0440 | 7.5460 | 7.1320 | 7.8288 | 8.0133 | 7.5244 |
|                  | $\lambda_2$ | 0.5171 | 0.4927 | 0.3842 | 0.5130 | 0.5456 | 0.4928 | 0.4777 | 0.5166 |
|                  | $T_R$ | 4.5307 | 4.1338 | 2.8554 | 4.4947 | 5.0730 | 4.1346 | 3.9138 | 4.5233 |
|                  | $\mu(G)$ | 7.1807 | 6.9971 | 6.5998 | 7.5908 | 7.3488 | 7.1586 | 6.6408 | 7.1532 |
|                  | $\lambda_2$ | 0.5978 | 0.5958 | 0.5968 | 0.5985 | 0.5985 | 0.5985 | 0.5971 | 0.5971 |
| DE               | $W(G)$ | 20.0751| 19.8563| 19.3830| 20.9926| 20.2172| 20.0348| 19.4318| 20.0235 |
|                  | $\mu(G)$ | 7.1807 | 6.9971 | 6.5998 | 7.5908 | 7.3488 | 7.1586 | 6.6408 | 7.1532 |
|                  | $\lambda_2$ | 0.5871 | 0.5922 | 0.5833 | 0.5763 | 0.5912 | 0.5834 | 0.5865 | 0.5891 |
|                  | $T_R$ | 5.0016 | 5.2759 | 5.9186 | 3.9874 | 4.8306 | 5.0340 | 5.8490 | 5.0418 |
|                  | $\mu(G)$ | 12.6443| 12.4745| 12.0699| 11.1269| 12.6393| 12.5683| 11.2821| 12.4953 |
|                  | $\lambda_2$ | 0.0910 | 0.0624 | 0.0020 | 0.0410 | 0.0901 | 0.0268 | 0.0195 | 0.0659 |
|                  | $T_R$ | 0.7421 | 0.7421 | 1.6517 | 1.3842 | 0.6818 | 0.8379 | 1.3007 | 0.7391 |
|                  | $\mu(G)$ | 0.6799 | 0.7475 | 1.6517 | 1.3842 | 0.6818 | 0.8379 | 1.3007 | 0.7391 |
|                  | $\lambda_2$ | 0.5621 | 0.5982 | 0.5952 | 0.5125 | 0.5743 | 0.5908 | 0.5887 | 0.5648 |
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