Transfer learning of phase transitions in percolation and directed percolation
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The latest advances of statistical physics have shown remarkable performance of machine learning in identifying phase transitions. In this paper, we apply domain adversarial neural network (DANN) based on transfer learning to studying non-equilibrium and equilibrium phase transition models, which are percolation model and directed percolation (DP) model, respectively. With the DANN, only a small fraction of input configurations (2d images) needs to be labeled, which is automatically chosen, in order to capture the critical point. To learn the DP model, the method is refined by an iterative procedure in determining the critical point, which is a prerequisite for the data collapse in calculating the critical exponent $\nu_{\perp}$. We then apply the DANN to a two-dimensional site percolation with configurations filtered to include only the largest cluster which may contain the information related to the order parameter. The DANN learning of both models yields reliable results which are comparable to the ones from Monte Carlo simulations. Our study also shows that the DANN can achieve quite high accuracy at much lower cost, compared to the supervised learning.

I. INTRODUCTION

In the age of artificial intelligence, machine learning (ML) [1, 2] has promptly become a significant means of scientific research. Due to its great power in image recognition and feature extracting, a huge amount of complex data can be analysed handily in statistical physics [3–7], which provides us a new choice to deal with phase transitions beyond conventional field theory methods [8, 9] and Monte Carlo simulations [10].

Recently, supervised learning [11–13] and unsupervised learning [14–19] methods have been applied to learning problems that involve phase transitions. The difference between the two is that the former requires labeled data as input while the latter does not, but the goals of both are to train models with better compatibility. In the field of phase transition, supervised learning mainly identifies or classifies phases of matter. While unsupervised learning techniques, such as principal component analysis (PCA) [20, 21], stochastic neighbor embedding (T-SNE) [22–24] and autoencoder [24,27] etc, are more suitable for clustering and dimensionality reduction.

At present, a well performed technique named transfer learning (TL) [28–32] mixing both labeled and unlabeled data, has been popular in dealing with images. It can not only obtain the critical exponent of the phase transition model through data collapse like supervised learning does, but extract the feature representation from the original data like unsupervised learning does. Additionally, TL has been used in community or module detection [33–34], which may also lead to phase transitions. In reality data are rarely labeled since feature engineering with vast amount of data is time-consuming and computationally expensive. This fact thus gives rise to the emergence of TL, which has lately become a crucial branch of ML. The basic idea of TL is to enable the model to translate unlabeled data in target domain into labeled data in source domain. In Ref. [31, it has been shown that the domain adversarial neural network (DANN) has better performance than traditional neural networks (NN) and support vector machines (SVM) do. In Ref. [31], the DANN has also successfully identified paradigmatic phase transition models, including the Ising model, the Bose-Hubbard model, and the Su-Schrieffer-Heeger model with disorder, which opens the door for the study of many-body localization problem. We are therefore intrigued by the extent of effectiveness of DANN in traditional phase transition models, especially of non-equilibrium, which is
the main motivation of this work. The two adopted models are directed percolation (DP) model and percolation model. These two models have broad applicability, as well as uniqueness of properties that have to be paid attention. The DP model \[36, 37\] represents the most important universality class of non-equilibrium phase transitions that we can understand so far \[36–40\], the DP universality class. Quite a few non-equilibrium models were confirmed to belong to the DP class. DP was seldom studied by machine learning method \[15\], not to mention the DANN method. Its machine learning may enable us to understand a wide range of non-equilibrium systems which may fall into the same universality class as DP does. Such studies may also help to unveil the mystery of university class of non-equilibrium phase transitions, whose understanding is still at the very beginning. The percolation model \[41, 42\] is a special one of equilibrium phase transition \[8, 9\], whose order parameter is not the particle density as in most models. Its machine learning may shed light on more elaborate models which have similar characteristics of order parameters as the percolation does. Reference \[31\] has successfully detected the underlying phase transitions and predicted the transition points in the Bose-Hubbard model (system of interacting Bose gas lattice model which displays a transition between super-fluids and normal fluids) and the Su-Schrieffer-Heeger model (system of interacting spinless fermions which displays a transition from topological trivial phase to a nontrivial phase). Here in this work, we can not only extract essential information embedded at the critical regime using the DANN method, namely predict the transition point, but obtain fairly accurate correlation exponents. Our study expands the regime on which DANN is capable of working. To improve the accuracy of measurements of critical points and critical exponents, a method to extend source domain is developed to expand our labeled set. Additionally, we examine when we expect the DANN to work properly.

The main structure of this paper is as follows. In Sec. \[IIA\] the two phase transitions models of interest will be given. Sec. \[IIB\] gives the method of adversarial domain adaptation. Sec. \[IIC\] includes the data sets and DANN learning results of the phase transitions models employed. In Sec. \[IID\] we discuss our major findings. Sec. \[III\] is a summary of this work.

II. TRANSFER LEARNING OF PHASE TRANSITIONS

A. Models

In the following we briefly introduce two models, a non-equilibrium directed bond percolation in 1+1 dimensions, and an equilibrium two-dimensional site percolation.

1. The DP model

Compared to equilibrium phase transitions, non-equilibrium ones possess an extra dimension, namely time. In this part, we focus on a class of phase transitions that involve absorbing states, where the time evolution stops \[36, 37, 43, 44\] and the system is stuck in inactive states. The physical nature of absorbing phase transitions is a competitive mechanism of proliferation and annihilation of quantities that can be particles, energy, molecules, viruses, and so on and so forth. Here, we first consider the DP model with only one absorbing state. The DP model represents one of the most significant class of non-equilibrium phase transitions, the DP universality class. Lattice models like contact process (CP), Domany-Kinzel (DK) model, and pair-contact process (PCP), all belong to the DP universality class.

In the simplest version of bond DP, the evolution is done on a tilted (1+1) dimensional square lattice, and a bond is formed at the time step with probability \(p\) from an existing bond (see Fig. 1). Here, we are using periodic boundary conditions. This model may be interpreted as a reaction-diffusion process of interacting particles: representing the active particle as \(A\) and the empty site as \(\emptyset\), the reaction-diffusion mechanism of DP is

\[
\begin{align*}
\text{self-destruction:} & \quad A \rightarrow \emptyset, \\
\text{diffusion:} & \quad \emptyset + A \rightarrow A + \emptyset, \\
\text{offspring production:} & \quad A \rightarrow 2A, \\
\text{coagulation:} & \quad 2A \rightarrow A.
\end{align*}
\]

ML techniques can process complex data produced by various lattice models of non-equilibrium phase transitions. These models include unitary or binary random reaction processes, which may contain diffusion or non-diffusion motions. Since within the universality class only the critical exponents are common and the position of the phase transition may vary, we fix the model to the simplest case mentioned above. Fig. 1 shows DP’s configurations
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generated from two different initial conditions, including a fully occupied lattice (left panel) and a single active seed (right panel). In this paper we use the former one (the reason was explained in one of our previous articles [15]) to generate configurations with different bond percolation probabilities. In the case of fully occupied lattice, all sites are occupied at the origin of (1+1)-dimensional bond DP, while only one site is occupied in the case of a single active seed. The DP model evolves according to following rules,

\[
s_i(t+1) = \begin{cases} 
1 & \text{if } s_{i-1}(t) = 1 \text{ and } z_i^+ < p, \\
1 & \text{if } s_{i+1}(t) = 1 \text{ and } z_i^- < p, \\
0 & \text{otherwise},
\end{cases}
\]

(2)

where \(i\) means a spatial coordinate, \(t\) a discrete time variable, and \(p\) the bond probability of a connection between two adjacent sites. A binary variable \(s_i(t)\) represents the state of site \(i\) at time \(t\), \(z_i^+ \in (0, 1)\) is a random number taken from a uniform distribution. Therefore states of all sites determine the configuration of the system.

Likewise, the universality class of non-equilibrium ones is also determined by their critical exponents. DP has three independent critical exponents \(\beta\), \(\nu_\perp\), and \(\nu_\parallel\). For the (1+1)-dimensional bond DP, close to the critical point, the order parameter can be expressed by the steady-state density [36],

\[
\rho_a(p) \sim (p - p_c)^\beta,
\]

(3)

where \(\rho_a\), \(p\), and \(p_c\) denote particle density, bond probability, and critical bond probability, respectively. The steady-state of (1+1)-dimensional bond DP also obeys following power-laws,

\[
\xi_\perp \sim |p - p_c|^{-\nu_\perp}, \quad \xi_\parallel \sim |p - p_c|^{-\nu_\parallel},
\]

(4)

where \(\xi_\perp\) denotes the spatial correlation length and \(\nu_\perp\) is the spatial correlation exponent, \(\xi_\parallel\) is the temporal correlation length and \(\nu_\parallel\) is the temporal correlation exponent. Since the density is encoded in the full configuration, we provide configurations exemplified in the left panel of Fig. 1 as an input to the DANN. Some care should be taken with the choice of the characteristic temporal length \(t_c\), in order to achieve stable results. As shown in [36], due to scaling the characteristic time \(t_c\) is proportional to \(L^{z/d}\), where \(z = 1.580(1)\) is the dynamical exponent and \(d\), the spatial dimension of the percolation which is 1 here.

2. The Percolation model

The second model for our study is the two-dimensional site percolation with periodic boundary conditions, where the probability of a site being occupied is controlled by the parameter \(p\). We can simply characterise its occupation mechanism by the
FIG. 2. The top panels are raw configurations of two-dimensional site percolation generated by probabilities of 0.3, 0.593, and 0.8 respectively, where lattice size is 40. The bottom panels are corresponding, largest clusters generated from the top panels.

The order parameter of the site percolation is the fraction of the sites $P_\infty(p)$ in the lattice belonging to the infinite cluster (for infinite lattice) or, for finite lattices belonging to the incipient infinite clusters or simply percolating clusters. An infinite system is percolating if only one cluster is infinite, while in finite systems the percolating cluster emerges as the occupied sites form a channel from top to down or left to right. The fraction $P_\infty(p)$ can be also identified with a probability of a site belonging to the percolating cluster, and around the critical point it scales with the critical exponent $\beta$ as,

$$P_\infty(p) \propto (p - p_c)^\beta \quad \text{for} \quad p \to p_c.$$  (6)

Now, the order parameter is only related to the largest cluster. Hence, using DANN for predicting the transition point, contrary to the DP case where the full configuration is provided as the input, here for percolation learning only the largest cluster is singled out as input. Namely, for each configuration only the sites belonging to the largest cluster are left, as shown in the lower panels of Fig. 2. For two-dimensional (square lattice) site percolation, the critical occupation value $p_c = 0.592746$.  

B. The domain adversarial neural network (DANN) method

To find out the parameters of the phase transitions, we construct a DANN, and feed it with the configurations as in Fig. 1 for (1+1)-dimensional directed bond percolation and as in the lower part of Fig. 2 for two-dimensional site percolation. The architecture of the network is the same for the two models which are trained, however, separately.

The major obstacle for applying the neural networks, most of which are density based training methods, to phase transitions for physics models is the lacking of labeled data near critical points, which may cause the supervised network prediction of critical points to deviate from the genuine results. We choose here DANN, because it is expected to predict the critical points more accurately compared to...
The traditional perception network is used. A performance comparison between the traditional NN and DANN will be given in Sec. III D 2. The detailed mechanism of DANN approach is written as follows.

The basic components of DANN are feature extractor, label predictor and domain classifier, as shown in Fig. 3. The prepared training dataset is divided into two parts: a source domain and a target domain. The source domain consists of labeled data $x_s$ and its label $y_s$ with distribution $\mathcal{S} = \{(x_s, y_s)\}$, and the target domain contains all the unlabeled data $x_t$ only with distribution $\mathcal{T} = \{(x_t)\}$. The goal of DANN is to predict the labels $y_t$ of the unlabeled configurations $x_t$ through finding its similarities with the labeled dataset $\{x_s\}$. For the purpose, domain label $d_i$ is introduced to distinguish data $x_i \in \{x_s\} \cup \{x_t\}$ from source domain ($d_i = 0$ if $x_i \in \mathcal{S}$) or target domain ($d_i = 1$ if $x_i \in \mathcal{T}$). Then, the input $x_i \in \mathcal{S} \cup \mathcal{T}$ is fed to the feature extractor $G_f$ for mapping to a high-dimensional feature vector $f = G_f(x, \theta_f)$ with parameters $\theta_f$.

The structure of feature extractor $G_f$, specifically, is shown in Fig. 4. It is based on a convolutional neural network (CNN) and a fully connected network (FCN) layer. The input $x_i \in \mathcal{S} \cup \mathcal{T}$ of the network is $L \times T$ images as given in Fig. 1 (bond DP model, $T = L^z$) or in the lower part of Fig. 2 (2-dimensional site percolation, $T = L$). The images are convoluted by a kernel of size $3 \times L$ into 16 filters forming feature maps, which indicate the locations and strength of detected features in the input. These feature maps are reduced by a factor of 2 by the max-pooling layer to reduce the size. Next, we apply a flattening layer which converts these feature maps into a vector feature $f$ of size $T/2 \times 16$, followed by a sigmoid activation so that the value of output is in $[0, 1]$. To take this data and combine the features with a wider variety of attributes, finally, we apply a fully connected layer with 500 neurons to make the network more capable. The feature vectors in $f$ are
produced by applying additional batch normalization, dropout (with rate 0.8) for solving overfitting problems, and hard sigmoid map for faster and more stable results.

Those feature variables of $f$ are fed into the label predictor $G_y(f, \theta_y)$ and domain classifier $G_d(f, \theta_d)$ with parameters $\theta_y$ and $\theta_d$. In detailed structure, the label predictor and domain classifier have a very similar architecture based on a fully connected layer, except the differences in output dimension and the activation function. In the label predictor we have 2 neurons and the softmax activation function, while the domain classifier has only 1 neuron with hard sigmoid activation function. Batch normalization is adopted for both before the data flow passes through the activation function. The output of label predictor is a two-dimensional vector whose two elements denote the probabilities of the configurations belonging to category “0” (non-percolating phase, i.e., $p < p_c$) and category “1” (percolating phase, i.e., $p > p_c$), respectively. Due to the softmax activator, the sum of elements of the vector is always 1. Additionally, the output $d$ of the domain classifier unveils the probability that the input image of the feature extractor belongs to source domain (1-$d$ is the probability of input image being taken from the target domain).

As we know, only input $x_i$ in source domain has its label as $S = \{(x_s, y_s)\}$, so the loss of the label predictor $L_y$ can only be calculated by the feature variables from source domain. On the other hand, all $x_i \in S \cup T$ have domain labels ($d_i = 0$ for $x_i \in S$ or $d_i = 1$ for $x_i \in T$), the loss of the domain classifiers $L_d$ can be addressed by full feature vector $f$ of data from source and target domain.

To predict the labels of unlabeled $x_i$ in target domain, we need to “cheat” the domain classifier so that it can’t tell which domain the feature variables come from. At the same time, the label predictor is also required to correctly distinguish labels, i.e., maximize the accuracy of the label predictor. To achieve both goals, the loss function of DANN is designed as:

$$L(\theta_f, \theta_y, \theta_d) = L_y(\hat{\theta}_f, \theta_y, \hat{\theta}_d) - L_d(\theta_f, \hat{\theta}_d). \quad (7)$$

The training process is to optimize $L$ by finding the saddle points $\hat{\theta}_f, \hat{\theta}_y$ and $\hat{\theta}_d$ with

$$\hat{\theta}_f, \hat{\theta}_y = \arg\min_{\theta_y, \theta_d} L(\theta_f, \theta_y, \hat{\theta}_d),$$

$$\hat{\theta}_d = \arg\max_{\theta_d} L(\hat{\theta}_f, \hat{\theta}_y, \theta_d), \quad (8)$$

which can be found as stationary points of the gradient updates

$$\theta_y \leftarrow \theta_y - \mu \frac{\partial L_y}{\partial \theta_y}, \quad (9)$$

$$\theta_f \leftarrow \theta_f - \mu \frac{\partial L_y}{\partial \theta_f} - \mu \frac{\partial L_d}{\partial \theta_f}, \quad (10)$$

$$\theta_d \leftarrow \theta_d - \mu \frac{\partial L_d}{\partial \theta_d}. \quad (11)$$

Here $\mu$ is learning rate set to 0.0001. Note, that in the domain classification loss appears with opposite signs in the gradient descent Eq. (9) for the feature extractor and the domain classifier. This trick forces DANN to do its best to classify domains and in parallel, to find features in the feature extractor, which contain the minimum possible information about domains.

This optimization process has an adversarial character and leads the feature extractor to produce a domain invariant feature vectors so that the domain classifier can’t distinguish the data source. Consequently, it is also expected to reduce the effects from the different possible uneven sampling of the configurations, and please refer to [45] for a specific theoretical explanation of this network structure. The Adam optimizer [46] is used to speed up the training process of our neural network. Our adversarial domain adaptation is implemented based on TensorFlow 1.15 on AMD VEGA56 GPU platform.

C. The DANN results

1. Data sets of models

In order to implement the program sketch above, one needs to prepare the datasets: the full configurations for the DP and the largest cluster configurations for the site percolation. Furthermore, we need to label part of the data. Since our goal is to minimize the human intervention, we automatically label each configuration far away from the critical regime of the phase transition as “0” below the phase transition point (configuration dies out for DP, or, percolating cluster is missing for site percolation), and as “1” above the phase transition point. Since for systems whose sizes are large enough, the transition is usually quite sharp, keeping “appropriate distance” from the transition point, and the number of mislabeled configurations is negligible and should be handled properly by the network through the classification. In the paper we use the criterion for the “appropriate distance” that for given probability $p$ all the configurations have in 99% the same
DANN predicted label. Hence, for both models studied, we chose configurations generated in the $p$ range $[0, 0.1] \cup [0.9, 1]$ to be the initial source domain with all configurations in the range $[0, 0.1]$ having label “0” and those in the $[0.9, 1]$ having label “1”. All the other configurations are considered to be in the target domain and unlabeled. Since in this paper we sampled the parameter $p$ at 41 values chosen from the range $[0, 1]$ uniformly, and for each value we have generated 2000 samples, the number of configurations in the target domain is much larger than the ones in the source domain. For training we used 1000 epochs for each training set.

After training, we use the target domain configurations to predict the classification of a configuration at each value of $p$ and average them for each $p$, separately. The transition point of $p$ is found, when half of the configurations belongs to class “0” and the other half to “1”. To obtain the critical point of a model for an infinite system, we calculate the critical points at different system sizes ($L = 16, 32, 48, 64, 80$), and extrapolate the results to an infinite system using linear regression in $1/L$.

2. Finding the optimal source domain

Since the chosen source domain is quite far from the expected transition point, in the following we are trying to narrow down the region of the transition, extending the original $[0, 0.1] \cup [0.9, 1]$ support, iteratively. We start from $[0, l] \cup [r, 1]$ support with $l = 0.1$ and $r = 0.9$, estimating the transition probability $p^0_c$ with DANN, and update the domain parameters as

$$i^{(i+1)} = \frac{i^{(i)} + p^c_{(i)}}{2}, \quad r^{(i+1)} = \frac{r^{(i)} + p^c_{(i)}}{2}. \quad (12)$$

Next, we check whether the new bounds ($i^{(i+1)}$ and $r^{(i+1)}$) fulfill the condition, based on which the datasets are categorized with at least 99% confidence into any of the two phases. If not, the value of the bound is shifted closer to the original value, for instance $i^{(i+1),1} \rightarrow (i^{(i+1),1})/2$, and the correction is done while the confidence condition is not satisfied. The procedure is stopped, when the support can not be longer extended on the dataset. The procedure is demonstrated in Fig. 5a.

3. Bond DP

After training the DANN on the optimal source domain for $(1+1)$-dimensional bond DP at $L = 32$, we evaluate the samples at different bond probabilities $p$, letting DANN to categorize them as either phase “0” or phase “1”. On the output side, DANN returns a probability for each configuration’s belonging to phase “0”. The average values of the probabilities belonging to phase “0” ($P_0$) are shown in Fig. 5a with a sigmoid fit. At the critical bond probability $p_c$, the probabilities of phases “0” and “1” are equal with each being 1/2.

Fig. 5b illustrates the evolution of the optimal source domain support. The final target domain support is indicated by a grey region in Fig. 5a. Note, that only using the very limited starting source domain $([0, 0.1] \cup [0.9, 1])$ for DANN results in a reasonable estimation for the transition point.

In order to obtain the critical bond probability for the infinite system, we have trained the DANN at different sizes, and extrapolated the results to zero on the $1/L$ scale, as shown in Fig. 6a. The acquired critical value of $(1+1)$-dimensional bond DP $p_c = 0.6453 \pm 0.0005$ is in agreement with the ‘standard’ value of 0.6447 [36].

Using the technique of data collapse, we may obtain the value of $\nu_\perp$, the critical exponent of the spatial correlation length. The scaling $(p - p_c)L^{1/\nu_\perp}$ is universal [36], and from our results at lattice sizes of $L = 16, 32, 48, 64$ and 80 we may identify a proper $\nu_\perp$ to obtain the scaling (see Figs. 6b-c). Our value $\nu_\perp \approx 1.09 \pm 0.06$ is in agreement within 1σ with the ‘standard’ value of 1.09 [36]. We should notice that the critical exponent is not a direct result of the DANN learning, but its determination relies on the critical bond probability $p_c$ predicted by the DANN. Therefore, the accuracy of $\nu_\perp$ is related to that of $p_c$.

4. Site Percolation

In the previous section, we have applied DANN to a typical non-equilibrium phase transition model, and found that it can find the transition point in a many-body localization problem. To check the versatility of DANN, we intend to apply it to a specific equilibrium phase transition, the two-dimensional site percolation. In site percolation, each site is occupied with probability $p$, hence the particle density depends proportionally on this probability, and is therefore not an order parameter. Hence, the full configuration, carrying information primarily on the density, can not directly reveal the order parameter.

The order parameter for site percolation is the probability of a site belonging to the infinite (percolating) cluster. For finite systems it can be related
FIG. 5. (a) Average probability of belonging to phase “0” ($P_0$) for DP bond percolation at $L = 32$, as a function of the bond probability $p$. The shadowed region indicates the target domain at the optimal support, and the dashed red line is the sigmoid fitting to the data. Its position parameter defines the critical probability $p_c$. (b) Evolution of the optimal domain support, and the corresponding critical bond probability values.

FIG. 6. (a) Extrapolation of the critical probability $p_c$ to infinite lattice size for (1+1) bond DP. (b) ‘Data collapse’ rescaling of the results for different sizes. (c) Fit of the critical exponent $\nu_\perp$ using the width of the sigmoid fits.

FIG. 7. (a) Average probability of belonging to phase “0” ($P_0$) for two-dimensional site percolation at $L = 32$, as a function of the occupation probability $p$. The shadowed region indicates the target domain at the optimal support, and the dashed line (red in color figure) is the sigmoid fitted to the data. Its position parameter defines the critical probability $p_c$. (b) Evolution of the optimal domain support, and the corresponding critical bond probability values.

to the size of the largest cluster. So here we will only analyze the largest cluster: from a full config-
uration (upper part of Fig. 2) we leave out all the sites not belonging to the largest cluster (lower part of Fig. 2). To illustrate the strong dependence of ML algorithms on the choice of data we present the learning result in Sec. II D 1, as a comparison, where DANN is trained with the full configurations.

We use the same DANN architecture as in the previous section and start again presenting result obtained on a $L = 32$ lattice in Fig. 7. The sigmoid fit with the target domain window is presented on the left, and the determination of the optimal source domain support, on the right. Again, the procedure is repeated for sizes $L = 16, 32, 48, 64$ and 80, and the critical site occupation probability is extrapolated to the infinite system in Fig. 8. The DANN result $p_c = 0.5926 \pm 0.0014$ is consistent with the numerical result $0.5927 \pm 0.0014$ [42], within 1σ. The correlation exponent is obtained similarly to the DP case via data collapse, yielding $\nu \simeq 1.29 \pm 0.03$, close to $\nu = 4/3$ from [42].

D. Discussions

1. Data preprocessing for DANN analysis

So far we have shown that DANN performs well in identifying phase transitions of the bond DP and site percolation in section II C. However, there is extra cost in a good representation of input data that can unveil the order parameters in a direct or an indirect way. In bond DP model, the order parameter is the occupation density that directly links to raw configurations. The features, or the occupation density here, of marginal data density are accessible so that the performance of DANN is outstanding. Similar observations were made in connection to the Ising model [47, 48], where the order parameter, the magnetization $M = \sum_i s_i/N$, has to be included to the loss function (together with the energy) to reproduce the known results with good accuracy. Applying the principle component analysis in [14], the magnetization was identified as the order parameter, implying that the method may work for more complicated systems. For site percolation Ref. [13] developed a FCN and a CNN based model to detect the phase transition. Encouraged by this, using a more elaborated DL model we hope to develop in the future a network model capable of extracting the phase transition point using only raw configurations.

To illustrate the limitations of the present method (DANN), let us now try to use the raw configurations for the two-dimensional site percolation problem, instead of the largest cluster configurations. While the latter carries information about the order parameter directly, for the former it is not the case. Repeating the technique described in section II C for the optimal source domain we gain a falsely predicted critical occupation probability $p_c \simeq 0.436$ at $L = 32$ (see Fig. 9), which is much smaller than the one obtained from using the largest cluster configurations, or equivalently the genuine critical point. From another point of view, the DANN, and many other ML algorithms as well, have the power of identifying the transition point, if applicable, embedded in the configurations. But the transition point may not be the actual critical point governed by the order parameter. Further information regarding the order parameter has to be compiled, which is then transferred to the learning algorithm.
FIG. 9. DANN results of two-dimensional site percolation with raw configuration as input to DANN at $L = 32$. The shadowed region is the target domain at its optimal value, and is much broader than the one for the largest cluster configurations. The learned critical probability is much lower than the genuine one.

![Diagram showing DANN results](image)

2. Comparison of the DANN results with supervised learning

The models of interest (the directed (1+1) dimensional bond percolation and the two-dimensional site percolation of square lattice) have already been extensively investigated by different theoretical models (like e.g. mean-field, renormalization group), numerical Monte-Carlo simulations [36, 42], or, supervised learning [13, 15]. We compared major previous studies with the present study in Table I.

The common measurement between reference [13] of using supervised learning and our work of using DANNs is concerned the site percolation. We compared the runtime of the two methods with different system sizes (Please refer to Tab. II). We find that if the number of iterations of the optimal domain support is smaller than 8, the DANNs will be slightly time saving than supervised learning. For the critical value $p_c$, reference [13] predicts 0.594(2) and DANNs, 0.5926(2). Both predictions of $p_c$ are close to 0.5927, the theoretical value and DANNs is slightly more favored. For the correlation exponent $\nu$, reference [13] predicts 4/3 and DANNs, 1.29(3). The theoretical value of $\nu$ is 4/3, which favors reference [13]. So far, neither of the two methods is able to handle larger systems size.

The common measurement of reference [15] and DANN is concerned with the studying of (1+1)-DP model. For the critical value $p_c$, reference [15] gives 0.6408 (from supervised learning) and 0.656(1) (from unsupervised learning) and DANN of this work, 0.6453(5). The theoretical value of $p_c$ is 0.6447, which means that DANN and unsupervised learning work are nearly equally efficient in predicting the $p_c$ value. For supervised learning, the value is of not much reference as the theoretical value is an input in labelling. For the spatial correlation exponent $\nu_\perp$, supervised learning of reference [15] predicts 1.09(2) and DANN, 1.09(6). Both predictions are close to the theoretical value 1.09. Tab. III shows the runtime comparison between reference [15] and DANN in dealing with (1+1)-DP model. As is seen, if the number of iterations of the optimal domain support is smaller than 8, the DANNs will be slightly time saving than supervised learning. Also, if the number of iterations of the optimal domain support is smaller than 2, the DANNs will be slightly time saving than unsupervised learning, namely autoencoder here.

From the comparison we conclude that for this two models DANN performs nearly as well as the supervised learning does. Clearly the latter requires extra work as one has to label the different configurations.

To check the power of DANN in exploiting unknown regions, we perform the following test: we build a network similar to the DANN, leaving out the classification part (that is, dropping the adver-
sarial character), and train the resulting networks on the optimal support of the source domain, calculated for the DANN. On the left support (source domain \([0, 0.1] \cap [0.9, 1]\)) we mark each configuration as belonging to phase “0”, on the right to phase “1”. The results for \(L = 32\) are presented in Fig. 10, where the shadowed region indicates the target domain (i.e. the domain without labels which are not presented to the non-adversarial network during training), showing a small, but noticeable shift in the transition point from the DANN values: 0.633 instead of 0.638 for DP, and 0.565 instead of 0.568 for two-dimensional site percolation. The difference is much more pronounced for the starting support of the source domain, \([0, 0.1] \cup [0.9, 1]\) (0.6152 instead of 0.638 for DP, and 0.5975 instead of 0.568 for two-dimensional site percolation), indicating that despite using a very limited dataset, the DANN is able to produce more reliable result than a non-adversarial network is.

### III. CONCLUSION

In this paper, we have applied a semi-supervised or transfer learning approach, the domain adversarial neural network (DANN), to detecting the critical points of phase transitions. Specifically, to explore the applicability of the DANN method, we have studied two kinds of models, the (1+1)-dimensional bond directed percolation as a representative of non-equilibrium systems and the two-dimensional site percolation as one of equilibrium systems. For (1+1)-dimensional bond DP model, we demonstrate how one may find the critical point \(p_c\) and calculate the critical exponent \(\nu_\perp\). Introducing an iterative approach to extend the source domain of the DANN, we are able to reproduce with high precision the genuine results for the transition point and critical exponent, using much smaller set of configurations than the Monte-Carlo methods.

In two-dimensional site percolation, we have
shown that a careful preprocessing of the input data related to the order parameter should be applied to speeding up the training and improving the accuracy. Specifically, the largest cluster is singled out from the full configuration as input. Our conclusion is that DANN is a powerful method in determining the location of the critical point, and the spatial correlation exponent as well, with good accuracy and minimal computational cost. The method is then combined to the data collapse techniques, in order to have finite-size effects and then yield the values corresponding to the infinite system.

We also noted that in the present form the DANN is very sensitive to the input configuration, as it expects configurations directly related to the order parameter. Presenting the network with raw configurations of two-dimensional site percolation the accuracy of the result is dropped tremendously. This issue will be systematically studied in the near future, by enabling the network to acquire automatically the relevant parts of the configuration, hopefully also in systems where the order parameter is more explicit.

The biggest advantage of DANN is its predictive power. Supervised learning assumes that the phase transition point is already known, and then predicts the accurate location by learning the information of this known range. DANN is able to predict quite accurately the location of the transition point already from very limited labelled information: a non-adversarial network using the same information can only obtain a much less precise result. On the other hand, a non-adversarial network learns more easily the relevant part of the configuration (‘pre-filtering’), since it is presented with much more labelled data.
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