Exciton-polaritons have been emerging as an incredibly promising platform to explore fundamental physics effects in an analogous state scenario, such as Bose-Einstein condensation [11, 12], superfluidity [13], soliton propagation [4], spontaneous formation of vortices [5], Josephson oscillations and self-trapping [6], analog gravity [7]. In parallel, their remarkable properties have been exploited to deliver more application-oriented devices, such as all-optical transistors [8], resonant tunnel diodes [9], Mach-Zehnder interferometers [10], routers [11], couplers [12], or ultra-low-threshold lasers [13], just to mention a few. Polariton integrated circuits have been proposed in view of mimicking the key functionalities of electronic circuits [14] or to implement artificial neural networks [15]. Polariton excitations are characterized by a coherent superposition of two very different fields, the electromagnetic (photon) field and an optically active polarization (the exciton), i.e., a collective crystal excitation made of a bound electron-hole pair [16]. As such, the polariton field inherits the small effective mass (in the order of $10^{-5}$ relative to the free electron mass) of bound photonic modes, e.g., in a planar microcavity or waveguide [17, 18]. In addition, it also inherits the large nonlinearity (comparatively, estimated to be about 4 orders of magnitude larger than bulk silicon, for example) derived from the Coulomb interaction between excitons [19, 20]. At high excitation density (but well below the saturation regime), this allows to formally describe the polariton mean field in terms of a non-equilibrium Gross-Pitaevskii equation of motion, which has been successfully applied to describe most of the quantum fluid phenomenology observed, so far [21]. This is a further confirmation that confined polaritons can be effectively treated as an out-of-equilibrium gas of weakly interacting bosons, whose steady state inevitably depends on the balance between driving and losses in the system. Recently, exciton-polariton condensates have also been proposed for quantum information processing, with the proposal of encoding qubits into the quantum fluctuations on top of the condensate [22], or in the polariton spin degrees of freedom [23].

More recent experiments have been exploring the possibility to excite the quantized polariton field in confined geometries at the level of single or few excitation quanta [24, 25]. In this regime, the mean field treatment does not provide an accurate theoretical description, calling for a more appropriate open quantum system approach to describe strongly interacting polaritons [26, 27]. Recently, evidence of quantum correlations at the level of few polariton excitations has been reported [28, 29], which has triggered our motivation to provide an in-depth theoretical analysis of integrated polariton circuits in the quantum regime, with particular attention to the differences between driving and losses in the system. It is assumed that polaritons are created at $x = 0$ and many-body interactions are then detected at $x_D$ by measuring the degree of correlation of photons emerging from the two channels. In this work, we will assume that each input is a single photon state. The device consists of a sequence of $N$ interaction regions of length $l_j$ ($j = 1, 2, \cdots, N$) where the two waveguides (labeled as $A$ and $B$) run in parallel at a distance equal to $d$ so that they are evanescently coupled. Two consecutive interaction regions are separated by a free-propagation region, that is a portion of the device where the distance between the two waveguides is $D \gg d$ and the coupling between the two waveguides is negligible.

![FIG. 1. General scheme of an integrated polariton interferometer.](image-url)
with respect to photonic integrated circuits and to the unique possibilities enabled by nonlineairities introduced by polariton interactions. In our scenario, such quantum polariton integrated circuits (QPIC) can be assumed as complex networks resulting from the combination of coupled waveguiding channels and interferometers, in which polaritons can be injected and propagate while interacting at the level of few quanta. We will hereby focus on a realistic experimental configuration in which single photons (generated, e.g., from a pair of quantum emitters) are coupled with a given efficiency onto a semiconductor device in which polariton excitations exist and can be guided on chip. In such a situation, single photons are converted into single polariton wave packets that retain the quantum radiation field coherence properties, as recently shown, and can then be interfered through evanescently coupled waveguides alternated with regions of free propagation, as illustrated in Fig. 1.

We notice that the precise characterization of a linear device having an arbitrary large number \( n \) of propagation channels with \( m < n \) single-photon inputs is already a challenging task to be solved, even by means of advanced numerical tools. Therefore, this problem has recently attracted a great deal of attention, both in theory and experiments, aiming at exploiting quantum resources to demonstrate the solution of a problem that no classical computer can solve in a feasible amount of time, the so called quantum supremacy. Interestingly, it has been conjectured in this context that the presence of nonlinearities may be beneficial to reach quantum supremacy, possibly in an integrated configuration.

More in general, nonlinearities can be a crucial resource in the quest for the development of photonic quantum gates for quantum information processing. Indeed, while original proposals only employing linear optical elements lead to a non-deterministic computing scenario, novel ideas aimed at developing deterministic quantum gates for photonic quantum computing, based on effective photonic interactions, have been put forward. The realization of the latter paradigm would represent a significant milestone for quantum technologies, already in near-term devices. Within this generalized context, we show that it is possible to realize nonlinear quantum devices by exploiting polariton-polariton interactions that are naturally present in QPIC. In particular, we introduce a scheme to implement a fundamental two-qubits quantum gate, specifically the \( \sqrt{\text{SWAP}} \) gate introduced in Ref. 10. Such a gate can be used in combination with single qubit operations to implement the CNOT gate (thus, any quantum gate). Therefore our results demonstrate that QPICs represent a promising platform for the development of integrated photonic devices for universal quantum computing, going beyond currently accepted paradigms based on linear optical elements. The novel functionalities introduced by QPICs can then be exploited in addition to (or in combination with) the usual linear optical interferometers employed in conventional photonic circuits (PCs).

Notably, the QPICs here introduced are shown to hold promise also in quantum metrology. In particular, they potentially allow to measure with high precision the two-polariton nonlinear shift, a quantity that has only been indirectly estimated so far. In fact, it is worth pointing out that there has been a longstanding debate to quantitatively measure the polariton-polariton nonlinearity, and only recently the corresponding order of magnitude has been more precisely inferred from photon-photon correlation measurements for three-dimensional polariton confinement. Moreover, an increase in the magnitude of this parameter, induced by a strong electric field has been recently reported. However, despite the considerable interest in knowing the precise value of the polariton interaction energy at the two-body level, no clear and quantitatively accurate answer to this question exists, yet. Essentially, this is because most of these measurements are performed in the regime of large polariton density, typically treated at the mean field level, and whose nonlinear behavior is fully characterized by the product of the inter-particle interaction energy times the particle density. In practice, disentangling these two contributions is at the origin of large uncertainties in the determination of the inter-particle contribution alone. Here we propose a new way of giving a precise characterization of the polariton-polariton interaction based on polariton Fock states interference in QPIC architecture.

More generally speaking, the framework here developed may pave the way for the realization of novel quantum technologies enabled by polariton-polariton interactions, with applications ranging from quantum metrology, simulations, and sensing, to quantum information processing and computing.

II. THEORETICAL FRAMEWORK

We start by briefly outlining the theoretical model that will be exploited to describe polariton-polariton interactions at the two-particle level in the QPIC of Fig. 1. In what follows, we will only consider the Hamiltonian unitary evolution, which already allows to grasp the effects of two-particle interactions on quantum correlations. In fact, in fact long lived polaritonic excitations, and propagation lengths in the order of 400 \( \mu \text{m} \), justify our unitary approach if restricted to devices with limited length. However, a quantitative description of the effects of particle losses, unavoidably present in realistic experimental situations, is given in Supplementary information (SI), showing how such incoherent processes do not affect the output photon statistics derived in the Hamiltonian evolution.
A. Modeling the time evolution

The effective Hamiltonian model used to describe the propagation of polaritons in the two co-directional waveguides sketched in Fig. 1 reads ($\hbar = 1$)

$$\hat{H} = \sum_k \left[ \hat{H}^a_k + \hat{H}^b_k + J(x) \left( \hat{a}_k^\dagger \hat{b}_k + \hat{b}_k^\dagger \hat{a}_k \right) \right],$$

in which $\hat{a}_k^{(1)}$ and $\hat{b}_k^{(1)}$ denote the annihilation (creation) operators of a polariton with wavevector $k$ in the waveguide $A$ and $B$ respectively, and $\hat{H}^a_k = \omega_k \hat{\sigma}_k^1 \hat{\sigma}_k + U_k \hat{\sigma}_k^1 \hat{\sigma}_k^1 \hat{\sigma}_k \hat{\sigma}_k$ ($\sigma = a, b$) represents the Hamiltonian of each waveguide in the lower polariton branch. A detailed derivation of this model from the coupled exciton-photon fields is reported in the SI. In particular, the interaction energy $U_k$ accounts for the two-body interaction arising from the exciton fraction in polaritons at given wave vector $k$. The last term in Eq. 1 describes hopping between the two waveguides, which is due to the evanescent coupling between the photonic fractions of the co-propagating polaritons in $A$ and $B$ channels, respectively. This is formally equivalent to a beam splitter Hamiltonian in quantum optics. We can generically assume that the tunnel coupling energy, $J(x)$, is a space-dependent parameter only determined by the physical distance between the two channels at position $x$ along the propagation direction. Furthermore, since the evanescent fields in each waveguide decay exponentially, hopping is expected to be suppressed when increasing the separation between the two channels, while being effectively present only in the regions where the two waveguides are close enough. As a consequence, it is reasonable to assume $J(x)$ to be non-zero and equal to a constant value, $J > 0$, only when the distance is $d$, and zero elsewhere.

In our scenario, we envision single polariton quanta to be created in the integrated device by shining single photons on the leftmost side of the device, at $x = 0$, and their properties (for instance, polariton-polariton correlations) are subsequently measured by detecting photons emerging on the rightmost side of the apparatus, at $x = x_p$. In particular, we consider the initial state as a product state, that is

$$\hat{\psi}(t = 0) = \psi_A(t = 0) \otimes \psi_B(t = 0),$$

with $\psi_A(t = 0)$ and $\psi_B(t = 0)$ describing the initial state of the waveguide $A$ and $B$ respectively. Although at $t = 0$ the quantum system is in a product state, at $t > 0$ it will be in a superposition of different quantum states. In addition to the obvious dependence on geometrical aspects, such as the length of the interaction regions ({$l_j$}) and the separation between the waveguides, the degree of correlation present in $\hat{\psi}(t)$ does depend on several factors, ranging from the number of initial photons injected into the system, to their temporal and spatial shape. In the present paper we will only consider the cases where the initial state corresponds to either (i) a single polariton, or (ii) a product of two single-polariton Fock states. Furthermore, we assume in both cases to have particles with the same wavevector, $k$. More explicitly, in what follows we consider single polariton states like the following ones

$$\hat{\psi}(t = 0) = \hat{a}_k^\dagger |\Omega\rangle \equiv |1_A^k, 0_B^k\rangle,$$

or

$$\hat{\psi}(t = 0) = \hat{b}_k^\dagger |\Omega\rangle \equiv |0_A^k, 1_B^k\rangle,$$

and two polariton states having the following expression

$$\hat{\psi}(t = 0) = \hat{a}_k^\dagger \hat{b}_k^\dagger |\Omega\rangle \equiv |1_A^k, 1_B^k\rangle,$$

with $|\Omega\rangle$ denoting the polariton vacuum in each propagating channel. In the next two sections we discuss the evolution of the states defined in Eqs. 3, 4 and 5.

B. Dynamics of a single polariton state

The one polariton states in Eq. 3 and 4 are not affected by interaction terms proportional to $U_k$, and their evolution through the QPIC in Fig. 1 is only sensitive to the regions where $J(x) \neq 0$. Let us assume now that a polariton state with wavevector $k$ corresponds to a particle propagating at a constant speed given by its group velocity, that is

$$v_g = \frac{\partial \omega_k}{\partial k},$$

with $\omega_k$ being the one polariton dispersion entering in the Hamiltonian model. This implies that, in order to propagate across the $m$-th interaction region of length $l_m$, the quantum particle needs roughly a time given by

$$t_m = \frac{l_m}{v_g}.$$

In addition, by observing that such states are in one-to-one correspondence with the two polarization states of a spin-1/2 particle, that is

$$|\uparrow\rangle = |1_A^k, 0_B^k\rangle, \quad |\downarrow\rangle = |0_A^k, 1_B^k\rangle,$$

their evolution through an interaction length $l = v_g t$ is prescribed by the following unitary operator

$$U_{IR}^{(1)}(t) = e^{-i\hat{H}t} = e^{-i\omega_k t \left( \cos(Jt) \hat{1} - i \sin(Jt) \hat{\sigma}_x \right)},$$

with $\hat{H} = \omega_k \hat{1} + J \hat{\sigma}_x$, with $\hat{1}$ and $\hat{\sigma}_x$ being the identity and the Pauli-X matrices respectively. The subscript IR stands for "Interaction region". In particular, notice that in correspondence of the following values of the propagation time

$$T_{dip}^{(n)} = \frac{\pi}{4J} (1 + 2n),$$

(10)
with \( n \) being any integer, the operator in Eq. 9 describes a 50:50 beamsplitter. In practice, this means that if one properly chooses the interaction length \( l \) and the group-velocity \( v_g \) in such a way that the ratio \( l/v_g \) equals \( T_{\text{disp}} \) for some value of \( n \), then an initial single polariton state, such as those in Eqs. 3 and 4, is mapped into their equally weighted superposition. For instance, in correspondence of \( T_{\text{disp}}^{(0)} = T_{\text{disp}} \), one has that

\[
U_{\text{disp}}^{(1)}(T_{\text{disp}})\ket{1^A_k, 0^B_k} = \frac{\ket{1^A_k, 0^B_k} + \ket{0^A_k, 1^B_k}}{\sqrt{2}}
\]

and that

\[
U_{\text{disp}}^{(1)}(T_{\text{disp}})\ket{0^A_k, 1^B_k} = \frac{\ket{0^A_k, 1^B_k} + \ket{1^A_k, 0^B_k}}{\sqrt{2}}.
\]

In the next Section we discuss the propagation of the two-polariton state in Eq. 6 through a generic QPIC. Interestingly, it is possible to map the polariton-polariton dynamics into that of a two-level atom driven by external electromagnetic pulses.

C. Dynamics of two identical polaritons

Starting from a double excitation subspace (i.e., an initial configuration with a total number of two polaritons in the system), the quantum state evolves in time as the following superposition

\[
\ket{\psi(t)} = \alpha(t)\ket{1^A_k, 1^B_k} + \beta(t)\ket{2^A_k, 0^B_k} + \gamma(t)\ket{0^A_k, 2^B_k},
\]

where we introduced the states \( \ket{2^A_k, 0^B_k} = (\hat{a}_k^\dagger)^2\ket{\Omega}/\sqrt{2} \) and \( \ket{0^A_k, 2^B_k} = (\hat{b}_k^\dagger)^2\ket{\Omega}/\sqrt{2} \). Therefore, in the general case, the time evolution of any two-polariton input state can be effectively described by means of a three level system, and the coefficients \( \alpha(t) \), \( \beta(t) \), and \( \gamma(t) \) are only related by the normalization condition on \( \ket{\psi} \). However, by considering that the Hamiltonian is symmetric under the exchange of \( \hat{a}_k \) and \( \hat{b}_k \), the input state in Eq. 6 evolves as:

\[
\ket{\psi(t)} = \alpha(t)\ket{1^A_k, 1^B_k} + \beta(t)\ket{2^A_k, 0^B_k} + \gamma(t)\ket{0^A_k, 2^B_k}.
\]

Therefore, by defining

\[
\ket{g} = \ket{1^A_k, 1^B_k}, \quad \ket{e} = \frac{\ket{2^A_k, 0^B_k} + \ket{0^A_k, 2^B_k}}{\sqrt{2}},
\]

the Hamiltonian model in Eq. 6 reduces to

\[
\hat{H} = (2\omega_k + U_k)\mathbb{I} + 2J(2J(x)\sigma_x - U_k\sigma_z),
\]

where \( \mathbb{I} \), \( \sigma_x \), and \( \sigma_z \) are the identity and the Pauli-X and Z matrices, respectively. In particular, in our representation \( \sigma_z|g\rangle = |g\rangle \) and \( \sigma_z|e\rangle = -|e\rangle \).

This model equivalently describes a two-level atom propagating in free space with transition frequency/detuning given by \( 2U_k \), and effectively interacting with a transverse field, \( \vec{F} \), producing a Rabi frequency \( 2J(x) \), and \( |g\rangle \) (|e\rangle) corresponds to the ground (excited) state of such fictitious atom. In other words, the propagation of the state in Eq. 6 through the QPIC reported in Fig. II is equivalent to the physical situation pictured in Fig. II.

On the left (input side), there is an atom initially prepared in the \( |g\rangle \) state. Such a particle is then sent at speed \( v_g \) through a sequence of regions having different properties, i.e. with or without the external transverse field \( \vec{F} \), and its properties are read on the rightmost side of the apparatus (output region). In particular, we assume that in between the regions represented in Fig. II and characterized by a length \( l_j \), there are regions where the atom can propagate freely, i.e. \( \vec{F} = 0 \). Similarly to what happens in the one particle sector, the faster the atom moves (i.e., the larger \( v_g \)), the smaller is the time spent by polaritons in each hopping regions, and thus the smaller is the probability of observing a polariton jumping from a waveguide to the adjacent one. On the other hand, in the two-particle subspace of the Hamiltonian the terms depending on \( U_k \) play a non negligible role. In particular, following Eq. 16 and by virtue of the properties of the Pauli matrices, the propagation within the polariton interferometer depicted in Fig. II is completely determined by composing the proper number of times two unitary operators

\[
U_{\text{disp}}^{(2)}(t) = e^{-i\phi t} \left[ \cos(\sqrt{U_k^2 + 4J^2} t)\mathbb{I} + \frac{i}{\sqrt{U_k^2 + 4J^2}} \sin(\sqrt{U_k^2 + 4J^2} t) \right],
\]

and

\[
U_{\text{FP}}^{(2)}(t) = e^{-i\phi t} \left[ \cos(U_k t)\mathbb{I} + i \sin(U_k t)\sigma_z \right],
\]

where \( \phi = 2\omega_k + U_k \) and the subscript FP stands for "free propagation". The operator in Eq. 17 describes the evolution of an initially symmetric state along an interaction length \( l = v_g t \), while the one in Eq. 18 describes the evolution of the two-polariton system in the free propagation region between two interaction regions. In particular, notice that \( U_{\text{FP}}^{(2)}(t) \) introduces a phase difference between the states \( |g\rangle \) and \( |e\rangle \), which is proportional to \( 2U_k \).
III. RESULTS

In this Section we consider two paradigmatic cases of the generic QPIC showing how these devices can be used to implement nonlinear quantum gates and for precisely measuring the interaction strength between two single polaritons. A generalized version of the solution corresponding to the case of ideally lossless polariton propagation is reported in SI. In particular, since single polariton states are not affected by $U_k$, we consider only the evolution of the state defined in Eq. 5.

A. Single hopping region: nonlinear HOM effect and $\sqrt{SWAP}$ gate

The most elementary building block of a QPIC, namely a single region of evanescent coupling between waveguides $A$ and $B$, characterized by the length $l$, is depicted in Fig. 3. This configuration is typically exploited in conventional PCs to realize a beam splitter. Here, the main novelty is the presence of the polariton number-dependent nonlinear interaction within the single waveguide channel, which is going to alter the beam splitting condition, as well as influencing the many particle statistics in each channel.

In order to characterize the quantum behavior of the device, we will consider the auto- and cross-correlation functions at the output ports, defined as

$$G_{AA}(t, U_k/J) = \langle \psi(t)|\hat{a}_k^\dagger \hat{a}_k \hat{a}_k^\dagger \hat{a}_k|\psi(t)\rangle,$$  \hspace{1cm} (19)

and

$$G_{AB}(t, U_k/J) = \langle \psi(t)|\hat{a}_k^\dagger \hat{b}_k^\dagger \hat{b}_k \hat{a}_k|\psi(t)\rangle,$$  \hspace{1cm} (20)

where $t$ is the polariton arrival instant at the rightmost end of the device. Here, polaritons are converted in photons. Therefore, the former amplitude is the probability of having two photons emerging in pairs from the waveguide $A$ (notice that, by symmetry, $G_{AA}(t, U_k/J) = G_{BB}(t, U_k/J)$). The latter amplitude, $G_{AB}(t, U_k/J)$, accounts for events related to photons simultaneously emerging (and being detected) from different waveguides. In particular, notice that both quantities can be readily measured in a realistic quantum optical experiment. Following Eq. 17, after some algebra, analytic expressions can be obtained, which read:

$$G_{AA}(t, U_k/J) = \frac{2 J^2}{U_k^2 + 4J^2} \sin^2(\sqrt{U_k^2 + 4J^2}t)$$  \hspace{1cm} (21)

and

$$G_{AB}(t, U_k/J) = 1 - 2G_{AA}(t, U_k/J).$$  \hspace{1cm} (22)

The dependence of $G_{AA}$ and $G_{AB}$ on $U_k/J$ is shown in Fig. 4. In particular, here we plot the dependence of these correlation functions on the hopping time spent by the two polariton wave packets in the region of length $l$. This time is compared to the parameter $T_{dip}$, which corresponds to the time for which the device would behave as a regular 50:50 beam splitter in the absence of polariton interactions, i.e. for $U_k/J = 0$. In fact, this can be interpreted as the time for which the interferometer results in the well known Hong-Ou-Mandel (HOM) effect in conventional PCs.[42][49][52] Such an established phenomenon is related to the bosonic nature of two indistinguishable particles simultaneously impinging on a 50:50...
beam splitter from two different input ports, and it is characterized by a dip in the probability of observing two particles emerging simultaneously from the two different output ports, ideally going to zero. In our notation, this corresponds to the condition for which $G_{AB}(T_{dip}, 0) = 0$.

At the same time, this condition also implies that the probability of observing two bosons emerging in pairs from the same waveguide is maximized (boson bunching), i.e. $G_{AA}(T_{dip}, 0) = G_{BB}(T_{dip}, 0) = 0.5$. This is exactly what is shown in the plots of Fig. 4 for $U_k/J = 0$ and $t/T_{dip} = 1$, with an obvious periodicity as a function of $t/T_{dip}$. However, while the HOM effect has been mostly explored in linear interferometers, so far, our framework allows one to easily study the effect of polariton nonlinearities. In particular, the HOM dip tends to be suppressed on increasing $U_k/J$, i.e. strong polariton correlations inhibit the quantum interference at the beam splitting condition. More in detail, as suggested by the results in Eqs. 21 and 22 for $U_k/J \gg 1$ (i.e., what we define the strongly correlated polariton regime) the probability of observing photons emerging in pairs from the same waveguide becomes negligible, while photons are mostly expected to be simultaneously detected from the two different output channels, i.e.

$$G_{AA}(t, U_k/J) \to 0, \quad G_{AB}(t, U_k/J) \to 1 \quad (23)$$

The detailed convergence to this regime as a function of the relevant scale $U_k/J$ is explicitly shown in Fig. 5. Here we plot the behavior of the two amplitudes defined in Eqs. 21 and 22 for $t/T_{dip} = 1$, and the maximum and minimum value they reach respectively while varying the ratio $t/T_{dip}$, i.e. corresponding to an interaction time $t \equiv \pi/(2\sqrt{U_k^2 + 4J^2})$.

Essentially, this behavior can be interpreted as follows: on increasing the on-site interaction within each propagating channel, the bunching probability is suppressed. In quantum photonics, this is reminiscent of the polariton blockade effect [53, 54], recently evidenced in confined geometries [26, 27]. Evidently, if such a regime could be accessed in a propagating geometry, the device would implement a kind of nonlinear beam splitter in which bosonic coalescence is destroyed in favor of “fermionization” induced by strong interactions [55, 56]. Noticeably, in the limit $U_k \gg J$ such a device would also implement a $\sqrt{SWAP}$ quantum gate [40], when a single rail qubit encoding is assumed: each waveguiding channel is in logic $|0\rangle$ state if no polariton is present, and logic $|1\rangle$ with a single propagating polariton state. Indeed, it is easy to verify that for $t = T_{dip}$, when using \{
\begin{align*} 
&|0^A_k, 0^B_k\rangle, \\
&|1^A_k, 0^B_k\rangle, \\
&|0^A_k, 1^B_k\rangle, \\
&|1^A_k, 1^B_k\rangle
\end{align*}
\} as the two-qubit basis set, the QPIC in Fig. 3 is described by the following matrix operation

$$\sqrt{SWAP'} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 \\ 0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad (24)$$

which allows to implement universal quantum computing when combined with arbitrary single qubit rotations [11].

More practically, even being limited to the realm of weak nonlinearities that do not allow to access such strong correlation regime, this configuration may still allow to directly assess interaction-induced deviations from the HOM condition. However, as it will be discussed in Sec. [IV] polariton interaction energies have been reported in the few $\mu$eV range, which appear to be too small to be detected on the scale of the plot in Fig. 5 ($J$ is typically in the meV order of magnitude). The scheme in Fig. 3 on the other hand is just the simplest building block for QPICs. By exploiting a slightly more complex scheme it is possible to design polariton circuits showing enhanced sensitivity to the critical parameter $U_k/J$ that, in turn, can be exploited to implement quantum gates even in the presence of small nonlinearities, which will be shown in the following.

---

**FIG. 5.** Dependence of correlation functions at the HOM condition as a function of the polariton interaction strength, $G_{AA}(t = T_{dip}, U_k/J)$ and $G_{AB}(t = T_{dip}, U_k/J)$. Dotted and dashed curves describe the behavior at increasing $U_k/J$ of the maximum and minimum values reached by the same correlation functions for $t = t$.
B. Two hopping regions: polariton Ramsey interferometer for enhanced sensitivity

Motivated by the results shown in the previous section, and by the atom-polariton correspondence discussed before in Sec. II C, here we explore the dynamics and the resulting quantum correlations at the output of the device depicted in Fig. 6. In this case, the hopping is split into two separate regions having the same length, \( t \), and separated by a free propagation region within each waveguide. Similarly to the previous Section, we define the time spent in each interaction region, \( t \), and the time spent in the region \( x_2 < x < x_3 \), \( T \), as the relevant parameters. Given these definitions, the action of the device in Fig. 6 on the two polariton state defined in Eq. 5 is described by the unitary operator

\[
U(t, T) \equiv U_{IR}(t)U_{FP}(T)U_{IR}(t).
\]  

In particular, a direct analytic computation shows that the probability of having two photons being detected from the same output channel after the second hopping region reads

\[
G_{AA}(t, T; U_k/J) = \frac{2J^2}{(U_k^2 + 4J^2)} \sin^2(2\theta t) \cos^2(U_kT) - \frac{2J^2U_k}{(U_k^2 + 4J^2)^{3/2}} \sin^2(\theta t) \sin(2\theta t) \sin(2U_kT) + \frac{8J^2U_k^2}{(U_k^2 + 4J^2)^2} \sin^4(\theta t) \sin(U_kT),
\]

with \( \theta = \sqrt{U_k^2 + 4J^2} \). Similarly to the previous case, we have \( G_{BB} = G_{AA} \) and

\[
G_{AB}(t, T; U_k/J) = 1 - 2G_{AA}(t, T; U_k/J).
\]  

Here, it is worth highlighting the explicit dependence of the correlation functions on \( t \), for which the degree of correlation of the output photons can be modulated by either changing the interaction length, \( t \), or the separation between the two hopping regions, thus the time \( T \).

Globally, the behavior of \( G_{AA}(t, T; U_k/J) \) and \( G_{AB}(t, T; U_k/J) \) for different values of \( U_k/J \), and as a function of both \( t/T_{dip} \) and \( T/T_{dip} \), is given in the plots of Fig. 7. Correlation functions display a periodic dependence on \( T/T_{dip} \). In particular, for all the values of \( U_k/J \) considered, the probability of having photons emerging simultaneously from the same waveguide, quantified by \( G_{AA}(t, T; U_k/J) \), is maximized close to the condition \( t/T_{dip} = 0.5 \). The first maximum is located in all the cases at \( T/T_{dip} = 0 \), i.e. the condition for which the analog setup reduces to the one characterized in the previous section (25 = \( T_{dip} \) and \( T = 0 \)). The following peaks of \( G_{AA}(t, T; U_k/J) \) as a function of \( T/T_{dip} \) explicitly depend on \( U_k/J \). Due to their complementarity, \( G_{AB}(t, T; U_k/J) \) is minimized whenever \( G_{AA}(t, T; U_k/J) \) is maximized, as it is evident from the bottom panels of Fig. 7.

In addition, it is worth stressing that these results suggest that the geometry assumed for the device in Fig. 6 is considerably more sensitive to small values of the ratio \( U_k/J \), if compared to the elementary interferometer considered in the previous section. In order to better clarify this point, let us consider a selection of results plotted in Fig. 8 where we show both \( G_{AA}(t, T; U_k/J) \) and \( G_{AB}(t, T; U_k/J) \) as a function of \( T/T_{dip} \), at fixed \( t/T_{dip} = 0.5 \) (i.e., following the vertical dashed lines in Fig. 7). In analogy to the Ramsey interferometer, here significant variations in the degree of correlation between the photons emerging at the output of the device are obtained by changing the ratio \( T/T_{dip} \). The latter essentially coincides with varying the distance \( L = x_3 - x_2 \) between the two interaction regions for a given choice of the hopping distance (\( d \)) and the group velocity of the propagating mode (see, e.g., the relative section in SI). We propose, in particular, to employ this QPIC to extract information about the value \( U_k \) (knowing the value of \( J \)), by considering the output correlations obtained with devices having an interaction length equivalent to

\[
\begin{align*}
U(t, T) & \equiv U_{IR}(t)U_{FP}(T)U_{IR}(t) \\
& = \frac{2J^2}{(U_k^2 + 4J^2)} \sin^2(2\theta t) \cos^2(U_kT) - \frac{2J^2U_k}{(U_k^2 + 4J^2)^{3/2}} \sin^2(\theta t) \sin(2\theta t) \sin(2U_kT) + \frac{8J^2U_k^2}{(U_k^2 + 4J^2)^2} \sin^4(\theta t) \sin(U_kT),
\end{align*}
\]

with \( \theta = \sqrt{U_k^2 + 4J^2} \).

Similarly to the previous Section, we define the action of the device in Fig. 6 on the two polariton state defined in Eq. 5 is described by the unitary operator

\[
U(t, T) \equiv U_{IR}(t)U_{FP}(T)U_{IR}(t).
\]  

In particular, a direct analytic computation shows that the probability of having two photons being detected from the same output channel after the second hopping region reads

\[
G_{AA}(t, T; U_k/J) = \frac{2J^2}{(U_k^2 + 4J^2)} \sin^2(2\theta t) \cos^2(U_kT) - \frac{2J^2U_k}{(U_k^2 + 4J^2)^{3/2}} \sin^2(\theta t) \sin(2\theta t) \sin(2U_kT) + \frac{8J^2U_k^2}{(U_k^2 + 4J^2)^2} \sin^4(\theta t) \sin(U_kT),
\]

with \( \theta = \sqrt{U_k^2 + 4J^2} \). Similarly to the previous case, we have \( G_{BB} = G_{AA} \) and

\[
G_{AB}(t, T; U_k/J) = 1 - 2G_{AA}(t, T; U_k/J).
\]  

Here, it is worth highlighting the explicit dependence of the correlation functions on \( t \), for which the degree of correlation of the output photons can be modulated by either changing the interaction length, \( t \), or the separation between the two hopping regions, thus the time \( T \).

Globally, the behavior of \( G_{AA}(t, T; U_k/J) \) and \( G_{AB}(t, T; U_k/J) \) for different values of \( U_k/J \), and as a function of both \( t/T_{dip} \) and \( T/T_{dip} \), is given in the plots of Fig. 7. Correlation functions display a periodic dependence on \( T/T_{dip} \). In particular, for all the values of \( U_k/J \) considered, the probability of having photons emerging simultaneously from the same waveguide, quantified by \( G_{AA}(t, T; U_k/J) \), is maximized close to the condition \( t/T_{dip} = 0.5 \). The first maximum is located in all the cases at \( T/T_{dip} = 0 \), i.e. the condition for which the analog setup reduces to the one characterized in the previous section (25 = \( T_{dip} \) and \( T = 0 \)). The following peaks of \( G_{AA}(t, T; U_k/J) \) as a function of \( T/T_{dip} \) explicitly depend on \( U_k/J \). Due to their complementarity, \( G_{AB}(t, T; U_k/J) \) is minimized whenever \( G_{AA}(t, T; U_k/J) \) is maximized, as it is evident from the bottom panels of Fig. 7.

In addition, it is worth stressing that these results suggest that the geometry assumed for the device in Fig. 6 is considerably more sensitive to small values of the ratio \( U_k/J \), if compared to the elementary interferometer considered in the previous section. In order to better clarify this point, let us consider a selection of results plotted in Fig. 8 where we show both \( G_{AA}(t, T; U_k/J) \) and \( G_{AB}(t, T; U_k/J) \) as a function of \( T/T_{dip} \), at fixed \( t/T_{dip} = 0.5 \) (i.e., following the vertical dashed lines in Fig. 7). In analogy to the Ramsey interferometer, here significant variations in the degree of correlation between the photons emerging at the output of the device are obtained by changing the ratio \( T/T_{dip} \). The latter essentially coincides with varying the distance \( L = x_3 - x_2 \) between the two interaction regions for a given choice of the hopping distance (\( d \)) and the group velocity of the propagating mode (see, e.g., the relative section in SI). We propose, in particular, to employ this QPIC to extract information about the value \( U_k \) (knowing the value of \( J \)), by considering the output correlations obtained with devices having an interaction length equivalent to

\[
\begin{align*}
U(t, T) & \equiv U_{IR}(t)U_{FP}(T)U_{IR}(t) \\
& = \frac{2J^2}{(U_k^2 + 4J^2)} \sin^2(2\theta t) \cos^2(U_kT) - \frac{2J^2U_k}{(U_k^2 + 4J^2)^{3/2}} \sin^2(\theta t) \sin(2\theta t) \sin(2U_kT) + \frac{8J^2U_k^2}{(U_k^2 + 4J^2)^2} \sin^4(\theta t) \sin(U_kT),
\end{align*}
\]
t/T_{\text{dip}} \approx 0.5 and different values of T/T_{\text{dip}}. Notice that t = 0.5T_{\text{dip}} corresponds to an interfering region that is only half of the length corresponding to the beamsplitting condition in the linear (U_k = 0) regime, which by our definition is given for t = T_{\text{dip}}. The reason for the increased sensitivity to the small nonlinear shift can then be traced back to the same reason giving the high sensitivity to small energy shifts in the conventional Ramsey interferometer, given the formal analogy reported above [57].

Finally, such enhanced sensitivity can be extremely beneficial for the realization of quantum gates, such as SWAP-type gates, even in presence of small nonlinearities. Indeed, according to the results reported in Fig. 8, it can immediately be recognized that for t = T_{\text{dip}}/2 and T/T_{\text{dip}} \approx 2/J/U, G_{AA} \approx 0 and G_{AB} \approx 1. In other words, for such values of propagation times the QPIC in Fig. 6 exactly behaves like the \(v\text{SWAP}\) gate defined in Eq. 24 on the basis set \(\{|0_k^A, 0_k^B\}, |1_k^A, 0_k^B\}, |0_k^A, 1_k^B\}, |1_k^A, 1_k^B\}\), even for weak values of \(U_k\). The advantages of this scheme are noteworthy, since no post-selection is required to implement the gate, and no errors due to state occupancy beyond the computational basis can occur. This result holds great promise to realize prospective devices for photonic quantum computing with deterministic gates.

IV. DISCUSSION: EXPERIMENTAL IMPLEMENTATION

Here we assess the relevance of the previous theoretical analysis in view of potential applications and experiments in quantum polaritons. As already mentioned in the Introduction, the polariton-polariton interaction energy has proven to be a quantity that is hard to be probed directly in experiment, although a few reliable estimates exist in the literature [26, 27]. Moreover, such nonlinearities have been shown to be strongly enhanced in suitably engineered nanostructures and exploiting the application of an external electric field [46], although the precise enhancement has later been reduced [47]. Following recent estimates, we assume a polariton nonlinear interaction energy as large as \(U = 15 \mu\text{eV}\) in standard III-V semiconductor technology [27], when the polariton field is confined in a spot on the order of \(1 \mu\text{m}^2\). In a propagating geometry, even if a polariton wave packet is somehow localized in space, this value might be assumed of the same order of magnitude. Then, the latter could be further enhanced by a factor of 5-10 due to electric field tuning, depending on the different systems reported in the literature [46, 47], or even exploiting different mechanisms exploiting coupling to the bie exciton state [58].

In this Section we provide some estimates on the values of \(U_k\) that can be detected by a quantum polaritonic interferometer in realistic scenarios. First, we consider an experimental setup with a single interaction region. A similar device has been experimentally realized, e.g., in Ref. [12]. While the focus of that work is different, and none of the theoretical results reported here can be benchmarked, we can still use some of the experimentally determined figures of merit to derive realistic model parameters. Referring to the quoted work, by shining a laser on one of the two waveguides, e.g., the “A” channel in our definition, the authors first created a coherent superposition of many-polariton states, and then characterized its propagation along the device. In particular, they studied how tunneling is affected by the gap between the two channels (i.e., the spatial separation \(d\) in our case, see Fig. 1), and provided a realistic estimate for the tunneling energy, \(J\). It is seen that values on the order of \(J = 0.5 \text{meV}\) are experimentally realistic. Hence, the relevant ratio \(U_k/J\) would range from \(10^{-2}\) to \(10^{-1}\) in state-of-art devices. These values appear too small to provide a significant deviation from the device operated in a linear regime, as shown in Figs. 4 and 5. On the other hand, such values could be easily detected from correlation measurements in the analog Ramsey setup of Fig. 6 according to the results reported in Figs. 7 and 8 by increasing \(T\).

More explicitly, we consider the case of a cross-correlation value \(G_{AB}(t = T_{\text{dip}}/2, T; U_k/J) = 0.2\), that is the physical situation in which 20% of the events correspond to double clicks, i.e., two photons emerging simultaneously from the different waveguides, as a targeted detectable level of coincidences above the noise. Depending on the specific value of the polariton nonlinearity, such a photon counting will occur in correspondence to different values of \(T\). Let us denote the first time at which such an event occurs as \(T^*\). Since \(T^* + T_{\text{dip}}\) corresponds to the total time spent by polaritons within the device, multiplying this quantity by \(v_g\) gives the total Ramsey interferometer length leading to the condition mentioned above (i.e., 20% coincidence events), \(l_{\text{tot}}\). A few realistic values for \(l_{\text{tot}}\) can be obtained by using \(J = 0.5 \text{meV}\) (which corre-
TABLE I. Numerical estimates for total length of the polariton Ramsey interferometer for which $G_{AB}(t = T^{\ddagger}; U_k/J) = 0.2$, i.e., 20% of the events corresponding to double clicks. We used $J = 0.5 \text{ meV}$ (corresponding to a $T^{\ddagger} \sim 1 \text{ ps}$) and a group velocity in the range $4 - 5 \mu \text{m/ps}$.

| $U_k/J$ | $U_k$ [µeV] | $T^\ddagger$ [µs] | $l_{tot} = v_g(T^\ddagger + T^{\ddagger})$ |
|---------|-------------|-------------------|---------------------------------|
| 0.1     | 50          | 5.3               | 25 – 32 µm                      |
| 0.05    | 25          | 11.1              | 48 – 61 µm                      |
| 0.01    | 5           | 58.6              | 240 – 300 µm                    |

Finally, concerning the specific application of the Ramsey-like interferometric configuration in view of implementing a SWAP-type quantum gate, we explicitly report some realistic device parameters in Fig. 9. In particular, we address the dependence of free propagation region length for the specific operation in Eq. 24, defined as $L_{\sqrt{\text{SWAP}^\prime}}$, as a function of the nonlinearity $U_k$, for some values in the supposedly realistic range $5 \sim 50 \mu \text{eV}$. This length is numerically calculated by following the condition for which $G_{AA} = 0.0$ (or $G_{AB} = 1.0$) in the plot of Fig. 8 and converting the time $T$ into a length $v_gT$. Similarly to the previous discussion, we consider two values for the group velocity (as explicitly given in the Figure). Interestingly, considering that $U_k \sim 25 \mu \text{eV}$ can be realistically expected on the basis of experimental results reported in the literature, a free propagation length of about 200 µm should be realized. The latter corresponds to about $T \sim 40 - 50 \text{ ps}$, which is fully within the typical polariton lifetime of $\sim 100 \text{ ps}$ in these systems. Combining this propagation length with the two interfering regions, the overall length of the device should allow to perform a realistic proof-principle demonstration of this quantum gate.

V. CONCLUSION

We have introduced a novel paradigm for the development of quantum technologies that extends current performances of photonic integrated circuits, by exploiting effective interactions between polaritons. We have shown that they allow to build nonlinear quantum devices and deterministic quantum logic gates. As a first step, we have analyzed how polariton interactions can induce a significant deviation from the typical Hong-Ou-Mandel behavior in an integrated beam splitter. Starting from this result we then explicitly designed an integrated polariton interferometer, which allows to straightforwardly implement a deterministic $\sqrt{\text{SWAP}^\prime}$ gate. By considering realistic experimental conditions and parameters, the proposed QPIC represents a viable route for prospective photonic-based quantum information processing.

Noticeably, the interferometric nature of our QPICs make these devices very well suited also for metrological and sensing purposes. As an targeted example, we have shown how an analog integrated Ramsey interferometer could be used for measuring polariton interaction energies at two particle level.

In conclusion, we believe these results will motivate the realization of complex polariton interferometers, which will set the basis of future experiments exploiting the relatively strong nonlinearities of these systems for metrological applications, sensing, quantum simulations and quantum information processing.
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In particular, by means of such hybrid fields, the Hamiltonian reduces to
\[
\hat{H}_{xc} = \sum_k \left[ \sum_{\sigma=+,-} \hat{H}_{\sigma,k} + V_{\text{int},k} \right],
\]
with
\[
\hat{H}_{\sigma,k} = \omega_{\sigma} \hat{a}^\dagger_{\sigma,k} \hat{a}_{\sigma,k} + U_{\sigma,k} \hat{a}^\dagger_{\sigma,k} \hat{a}^\dagger_{\sigma,k} \hat{a}_{\sigma,k} \hat{a}_{\sigma,k},
\]
which represents the Hamiltonian operator in the branch and with
\[
U_{-,k} = v_k^4 V_{xx} \left[ 1 + \left( \frac{\Omega_R}{\varepsilon_{-,k} - \omega_{-,k}} \right)^2 \right],
\]
denoting the interaction strength between polaritons belonging to the same branch. The last term in Eq. 34 controls interactions between polaritons belonging to different branches. In general, the exciton-photon dynamics is fully described by considering both upper (+) and lower (−) polariton branches. However, if system excitations are created by shining a radiation source characterized by a spectral linewidth smaller than the exciton-photon separation, i.e., \( \Delta \ll |\omega_c - \omega_x| \), the probability of populating the upper branch can be safely neglected. Therefore, in such a regime we describe the polariton field evolution by means of the following model (dropping the “−” subscript)
\[
\hat{H}_L = \sum_k \left[ \omega_k \hat{a}_k^\dagger \hat{a}_k + U_k \hat{a}_k^\dagger \hat{a}_k^\dagger \hat{a}_k \hat{a}_k \right],
\]
which represents the most common Hamiltonian model used in the literature to describe a polariton waveguide. In conclusion, if one considers two identical polariton systems described by the Hamiltonian 20 and coupled to each other through an evanescent coupling (at rate \( J \), as defined in the main text), it is straightforward to derive the Hamiltonian in Eq. 1.

B. Group velocity and non-linearities

Polaritons are a mixture of photonic and excitonic degrees of freedom in pure semiconducting crystals or nanostructures, and their properties as composite particles depend on how much each of such two ingredients influences the polariton field. Here, in order to exemplify how slight changes of the system parameters can dramatically influence the global dynamics, in Fig. 10 we report the behavior of the two polariton branches, of the group velocity \( v_g = \partial \omega_k / \partial k \) and of the non-linear interaction
$U_k$ as function of the propagation wavevector $k$, for the different values of the parameters used in Refs. [12] and [59].

For the sake of clarity, parameters are also listed in Tab II. In particular, let us focus on the value $k = 1.9 \mu m^{-1}$ (vertical dashed line in each panel) corresponding to the wavevector of polaritons characterized experimentally in Ref [12].

![Graphs showing dispersion, group velocity, and $U_k$ as function of $k$.](image1)

**FIG. 10.** From the top to the bottom one: polaritonic dispersions, group-velocity ($v_g$) and lower-branch non-linearity ($U_k$) as a function of the wavevector, $k$. Panels on the left and on the right describe the behavior obtained by means of the parameters specified in Refs. [12] and [59], respectively. For the sake of clarity and to allow for a direct comparison, we used the same value of the zero-momentum exciton energy in all the panels i.e. $\hbar \omega_x^{(0)} = 1.58 eV$. The horizontal (curved) dot-dashed lines in the top panels represent the exciton (photon) free dispersion relation. The vertical lines in each panel are located at $k = 1.9 \mu m^{-1}$, which corresponds to the excitation conditions specified in Ref. [12].

![Graphs showing behavior of $G_{AA}(tN, T; U_k/J)$ as a function of $T/T_{dip}$ for different $N$.](image2)

**FIG. 11.** Behavior of $G_{AA}(tN, T; U_k/J)$ as a function of $T/T_{dip}$, for the different values of $U_k/J$ specified on top of the figure. The parameter $t_N = T_{dip}/N$ denotes the time spent by polaritons in each of the $N$ interaction regions. From top to bottom we have $N = 3, 4, 10$.

We have a group velocity almost equivalent to that of photons in the same material (second row), and most importantly they are free propagating particles, that is $U_k \approx 0$ (third row). Data shown in the right panels describe instead particles strongly influenced by their excitonic component. Indeed, in such case for $k$ in the vicinity of 1.9, polaritons are significantly slower than photons in the same medium (second row) and in addition they are definitely characterized by a significant non-linearity $U_k > 0.5 V_{xx}$ (third row).

**C. N interaction regions**

The analysis of the lossless QPIC is hereby generalized by considering a device having $N$ identical hopping regions separated by $N-1$ free propagation regions. By using the same notation of the main text, the action of such a device on a symmetric input is given by the following unitary operator

$$U(t, T) = U_{1R}(t)(U_{FP}(T)U_{1R}(t))^{N-1}.\quad (38)$$

As a consequence, we obtain an explicit expression for the evolution operator $U(t, T)$ by following the steps discussed below. First, we compute the operator $V(t, T) =$
\( U_{FP}(T) U_{IR}(t) \) and its \((N - 1)\)-th power. In particular, instead of using the representation provided in Eqs. [17] and [18] here it is more convenient to use the exponential representation, that is
\[
U_{IR}(t) = e^{-i\phi t} e^{i\theta_{IR}\hat{n}_{IR}\cdot \hat{\sigma}}, \quad U_{FP}(T) = e^{-i \theta_{FP} e^{i\theta_{FP}\hat{n}_{FP}\cdot \hat{\sigma}}},
\]
(39)
with “” denoting the scalar product between vectors, \( \phi = 2\omega_k + U_k, \theta_{IR} = \sqrt{U_k^2 + 4J^2t}, \theta_{FP} = U_k T \), and \( \hat{\sigma} \) denoting the following vector of Pauli operators
\[
\hat{\sigma} = (\sigma_x, \sigma_y, \sigma_z),
\]
(40)
where \( \hat{n}_{IR} \) and \( \hat{n}_{FP} \) represent the following unit-length vectors
\[
\hat{n}_{IR} = \left( \frac{-2J}{\sqrt{U_k^2 + 4J^2}}, 0, \frac{U_k}{\sqrt{U_k^2 + 4J^2}} \right),
\]
(41)
and
\[
\hat{n}_{FP} = (0, 0, 1).
\]
(42)
After some algebra, we get that the \( M \)-th power of the product of such exponential operators reads
\[
V(t, T)^M = e^{-i M \phi (T + t)} e^{i M \theta_{FP} \phi_{FP} \cdot \hat{n}_{FP} \cdot \hat{\sigma}},
\]
(43)
with
\[
\cos(\theta_{FP}) = \cos(\theta_{IR}) \cos(\phi_{FP} \cdot \hat{n}_{IR}) \sin(\theta_{FP}) \sin(\theta_{IR})
\]
and
\[
\hat{n}_{FP} = \frac{1}{\sin(\theta_{FP})} \left[ \hat{n}_{FP} \sin(\theta_{FP}) \cos(\theta_{IR}) + \hat{n}_{IR} \cos(\theta_{FP}) \sin(\theta_{IR}) - \hat{n}_{FP} \times \hat{n}_{IR} \sin(\theta_{FP}) \sin(\theta_{IR}) \right].
\]
(45)
As a consequence, the action of such generic device is fully encoded in the following unitary operator
\[
U(t, T) = e^{-i \phi [N(t + T) - T]} e^{i \theta_{IR}\hat{n}_{IR}\cdot \hat{\sigma}} e^{i \theta_{FP}(N - 1)\hat{n}_{FP}\cdot \hat{\sigma}}.
\]
(46)

In particular, the behavior of the correlation function \( G_{AA}(t = T_{dip}/N, T; U_k/J) \) as a function of \( T / T_{dip} \) is shown Fig. 11. The different curves in each panel correspond to a different value of \( U_k/J \) (specified on top). The different panels correspond to a different number of interaction regions, instead: from the top panel to the bottom, we show data for \( N = 3, 4, 10 \), respectively.

Evidently, the particular values of \( T / T_{dip} \) at which the probability of observing bunched photons originating from the device is maximized, i.e. \( G_{AA} = 0.5 \), does not depend on \( N \). Nevertheless, \( N - 2 \) local peaks appear between the principal ones on increasing \( N \), as it is clear from comparing the region \( T / T_{dip} \in [0, 40] \) in the different panels.

### D. Propagation in a lossy QPIC

In this section we account for losses in the polariton field by means of Lindblad formalism [21, 60], that is by considering the dynamics encoded into the following master equation (\( \hbar = 1 \))
\[
\frac{d}{dt} \hat{\rho}(t) = \mathcal{L}[\hat{\rho}] \equiv -i [\hat{\mathcal{H}}, \hat{\rho}(t)] + \sum_{\alpha = a, b} \mathcal{D}[\hat{\sigma}] \hat{\rho}(t),
\]
(47)
with \( \hat{\rho}(t) \) denoting the system density operator at time equal to \( t \), and with
\[
\mathcal{D}[\hat{\sigma}] \hat{\rho}(t) = \sum_k \Gamma \left[ \hat{\sigma}_k \rho \hat{\sigma}_k^\dagger - \frac{1}{2} \left\{ \hat{\sigma}_k^\dagger \hat{\sigma}_k, \hat{\rho}(t) \right\} \right],
\]
(48)
being the dissipator super operator, which accounts for losses of single polariton at rate \( \Gamma \).

In the presence of such effects, the Atom-Polariton equivalence does not hold true anymore. Indeed, since losses connects sectors having a different number of polaritons, it is not possible to map the dynamics into that of a two-level Atom. Therefore, in the present scenario, in order to determine all the quantities of interest we have to deal with a \( 6 \times 6 \) system of differential equations. In particular, the numerical results shown in the following sections have been obtained by performing an integration of the Lindblad equation by using a standard explicit 4-th order Runge-Kutta method with fixed time step. The time step has been chosen in such a way to ensure the numerical convergence of the expectation values. In addition, notice that the presence of losses does not alter the geometrical structure of the QPIC. This means that the propagation through a generic device like the one in Fig 11 can be determined by concatenating the dissipative counterparts of the building blocks identified in Sec. 11.

In analogy with the discussion reported in the main text (see Sec. 11), here we characterize the dynamics obtained by evolving initial configurations corresponding to single polariton pure states, that is
\[
\rho(t = 0) = |1_A, k^A, 0_B^k, 0_B^k\rangle, \quad \rho(t = 0) = |0_A^k, 1_B^k, 0_A^k, 1_B^k\rangle,
\]
(49)
or
\[
\rho(t = 0) = |1_A^k, 1_B^k, 1_A^k, 1_B^k\rangle.
\]
(50)
and a density operator corresponding to a couple of polaritons having the same group velocity, that is
\[
\rho(t = 0) = |1_A^k, 1_B^k, 1_A^k, 1_B^k\rangle.
\]
(51)

### E. Decay of populations

Let us consider first the two states in Eqs. [49] and [50]. In particular, let us consider the propagation through
a single component having \( J(x) = J \), and let us focus on the time behavior of the populations into the two waveguides, that is \( \langle \hat{n}_k^A(t) \rangle \) and \( \langle \hat{n}_k^B(t) \rangle \), with \( \langle \hat{O}(t) \rangle \equiv \text{Tr}[\hat{O}\rho(t)] \). By using the Heisenberg representation \( [63] \), one finds that such quantities can be found by determining the solution of the following differential system

\[
\frac{d}{dt} \begin{pmatrix} \langle \hat{n}_k^A(t) \rangle \\ \langle \hat{n}_k^B(t) \rangle \\ \langle \hat{b}_k^\dagger \hat{a}_k(t) \rangle \\ \langle \hat{a}_k^\dagger \hat{b}_k(t) \rangle \end{pmatrix} = \begin{pmatrix} -\Gamma & 0 & iJ & -iJ \\ 0 & -\Gamma & -iJ & iJ \\ iJ & -iJ & -\Gamma & 0 \\ -iJ & iJ & 0 & -\Gamma \end{pmatrix} \begin{pmatrix} \langle \hat{n}_k^A(t) \rangle \\ \langle \hat{n}_k^B(t) \rangle \\ \langle \hat{b}_k^\dagger \hat{a}_k(t) \rangle \\ \langle \hat{a}_k^\dagger \hat{b}_k(t) \rangle \end{pmatrix},
\]

with the following initial condition in the case of Eq. \( [49] \)

\[
\langle \hat{n}_k^A(0) \rangle = 1,\ \langle \hat{n}_k^B(0) \rangle = \langle \hat{b}_k^\dagger \hat{a}_k(0) \rangle = \langle \hat{a}_k^\dagger \hat{b}_k(0) \rangle = 0,
\]

and with initial condition given by

\[
\langle \hat{n}_k^A(0) \rangle = 1,\ \langle \hat{n}_k^B(0) \rangle = \langle \hat{b}_k^\dagger \hat{a}_k(0) \rangle = \langle \hat{a}_k^\dagger \hat{b}_k(0) \rangle = 0,
\]

if \( \rho(t = 0) \) is given by the state in Eq. \( [50] \). After a little algebra, one finds that the solution of such differential system when considering the initial condition provided in Eq. \( [53] \) gives the following behavior for the populations

\[
\langle \hat{n}_k^A(t) \rangle = e^{-\Gamma t} \cos^2(Jt),\ \langle \hat{n}_k^B(t) \rangle = e^{-\Gamma t} \sin^2(Jt).
\]

A similar computation shows that the initial condition in Eq. \( [54] \) give instead the following behavior

\[
\langle \hat{a}_k^\dagger(t) \rangle = e^{-\Gamma t} \sin^2(Jt),\ \langle \hat{b}_k^\dagger(t) \rangle = e^{-\Gamma t} \cos^2(Jt),
\]

where the roles of the two waveguides have been exchanged with respect to the behaviors reported in Eq. \( [55] \) due to the different initial conditions. Interestingly, a comparison of such results with those shown in the main text for the same observables (see Eq. \( [9] \) and \( [10] \) reveals that the 50:50 beamsplitting condition is not affected by losses.

Let us consider now as initial condition the state in Eq. \( [56] \). In this case, in order to determine the time behavior of populations, we take advantage of the system symmetries. The Lindblad superoperator is weakly symmetric \( [61] [64] \) under the exchange of the two operators \( \hat{a}_k \) and \( \hat{b}_k \), i.e. it satisfies

\[
U_{\hat{a}_k^\leftrightarrow \hat{b}_k} \mathcal{L}[\rho(t)] U_{\hat{a}_k^\leftrightarrow \hat{b}_k}^\dagger = \mathcal{L} \left[ U_{\hat{a}_k^\leftrightarrow \hat{b}_k} \rho(t) U_{\hat{a}_k^\leftrightarrow \hat{b}_k}^\dagger \right],
\]

with \( U_{\hat{a}_k^\leftrightarrow \hat{b}_k} \) denoting the unitary operator that exchanges polaritons in different waveguides. As a consequence, by noting that the following vectors

\[
\left\{ |v_{j}^{(\pm)}\rangle \right\} = \left\{ |\Omega\rangle, \frac{|1_k^A, 0\rangle + |0, 1_k^B\rangle}{\sqrt{2}}, \frac{|1_k^A, 1_k^B\rangle + |2_k^A, 0\rangle + |0, 2_k^B\rangle}{\sqrt{2}} \right\},
\]

and

\[
\left\{ |v_{j}^{(-j)}\rangle \right\} = \left\{ \frac{|1_k^A, 0\rangle - |0, 1_k^B\rangle}{\sqrt{2}}, \frac{|2_k^A, 0\rangle - |0, 2_k^B\rangle}{\sqrt{2}} \right\},
\]

are eigenstates of \( U_{\hat{a}_k^\leftrightarrow \hat{b}_k} \) with eigenvalues \( \lambda = +1 \) and \( \lambda = -1 \) respectively, that is \( U_{\hat{a}_k^\leftrightarrow \hat{b}_k} |v_{j}^{(\pm)}\rangle = \pm |v_{j}^{(\pm)}\rangle \), the density operator can be decomposed in this basis as the superposition of a symmetric term and a skew-symmetric one, that is

\[
\rho(t) = \rho^{(+)}(t) + \rho^{(-)}(t),
\]

with \( U_{\hat{a}_k^\leftrightarrow \hat{b}_k} \rho^{(\pm)}(t) U_{\hat{a}_k^\leftrightarrow \hat{b}_k}^\dagger = \pm \rho^{(\pm)}(t) \). Most importantly, following from Eq. \( [57] \) the time evolution encoded into the Lindblad master equation can be decomposed as the sum of two independent terms, a symmetric and a skew-symmetric part, that is

\[
\frac{d\rho^{(\pm)}(t)}{dt} = \mathcal{L}[\rho^{(\pm)}(t)].
\]

In the present case, since the initial configuration in Eq. \( [61] \) is symmetric, we do have that such property is preserved for any time \( t \) > 0. Furthermore, since any given observable \( \hat{O} \) can always be decomposed as a symmetric and a skew-symmetric part, that is

\[
\hat{O} = \hat{O}^{(+)} + \hat{O}^{(-)}, U_{\hat{a}_k^\leftrightarrow \hat{b}_k} \hat{O}^{(\pm)} U_{\hat{a}_k^\leftrightarrow \hat{b}_k}^\dagger = \pm \hat{O}^{(\pm)}(t),
\]

in the present case we do have that

\[
\langle \hat{O}(t) \rangle \equiv \text{Tr}[\hat{O}\rho(t)] = \text{Tr}[\hat{O}^{(+)} \rho(t)] = \langle \hat{O}^{(+)}(t) \rangle.
\]

Specifying to our parallel waveguides case, we conclude that the average number of polaritons at any time \( t \) is independent of the A or B channel, as in the lossless regime, i.e.,

\[
\langle \hat{a}_k^\dagger(t) \rangle = \text{Tr} \left[ \hat{a}_k^\dagger \rho(t) \right] = \text{Tr} \left[ \hat{a}_k^\dagger U_{\hat{a}_k^\leftrightarrow \hat{b}_k} \rho(t) U_{\hat{a}_k^\leftrightarrow \hat{b}_k}^\dagger \right] = \langle \hat{n}_k^A(t) \rangle,
\]

which is also valid for second-order observables, such as

\[
G_{AA}(t; U_{k}/J, \Gamma/J) = G_{BB}(t; U_{k}/J, \Gamma/J),
\]

with \( G_{AA}(t; U_{k}/J, \Gamma/J) = \text{Tr}[\hat{a}_k^\dagger \hat{a}_k^\dagger \hat{a}_k \hat{a}_k \rho(t)] \), where the dependence on \( \Gamma/J \) is implicitly hidden in the density operator \( \rho(t) \).

Consider now the Heisenberg equation of motion for the operator \( \hat{a}_k \), that is

\[
\frac{d\hat{n}_k^A}{dt} = iJ(\hat{b}_k^\dagger \hat{a}_k - \hat{a}_k^\dagger \hat{b}_k) - \Gamma \hat{n}_k^A.
\]

Due to the weak symmetry of the Lindblad equation, to the relation in Eq. \( [63] \) and to the form of the initial condition, we have that \( \langle \hat{b}_k^\dagger \hat{a}_k - \hat{a}_k^\dagger \hat{b}_k \rangle \) is identically zero at any \( t \). Therefore, in the present case one has that

\[
\langle \hat{n}_k^A(t) \rangle = e^{-\Gamma t} = \langle \hat{n}_k^B(t) \rangle,
\]

which confirms that by considering a master equation in the form provided in Eq. \( [47] \) leads to the behavior expected for the polariton population, that is a decaying behavior at a rate \( \Gamma \).
F. Single hopping region

In this Section we address the issue of understanding how losses might affect correlations between photons emitted by the device depicted in Fig. 3. Indeed, in realistic situations the polariton population within each waveguide will decay due to their finite lifetime. From a practical point of view, then, the waveguide length have to allow polaritons to reach the detection region.

As it has been mentioned in Sec. II, here we take into account any loss channel that can be theoretically described by the Lindblad master equation in 47. In particular, it has already been shown in the section before that, by choosing as an initial state the density operator in Eq. 41, the master equation leads to a the time-dependent average number of polaritons having the following analytic expression

$$\langle \hat{n}_k^A(t) \rangle = e^{-\Gamma t} \langle \hat{n}_k^B(t) \rangle.$$  (68)

Notice, in particular, that the behavior in Eq. 68 does not depend on $U_k/J$, but only on the particular value of $\Gamma$. As in the lossless regime, also in this case we begin our analysis of correlation functions by considering the un-normalized expectation values $G_{AA}(t; U_k/J, \Gamma/J) = \text{Tr} \left[ a_i^A \hat{a}_k^A \hat{a}_k \rho(t) \right]$ and $G_{AB}(t; U_k/J, \Gamma/J) = \text{Tr} \left[ a_i^A \hat{b}_k^B \hat{a}_k \rho(t) \right]$ (we remind that $G_{BB}(t; U_k/J, \Gamma/J) = G_{AA}(t; U_k/J, \Gamma/J)$). However, notice that contrary to the unitary case, due to the decaying behavior of the total number of particles, these two expectation values do not correspond to the proper observables suitable for the characterization of the degree of correlation of photons emitted by a realistic lossy device. To this purpose, in Fig. 12 we show the behavior of these two quantities for $U_k/J = 0$, and for different values of $\Gamma/J$. The horizontal and vertical dashed lines have been added as a guide to the eye evidencing the HOM condition along the $t/T_{\text{dip}}$ axis, and the HOM maximum of $G_{AA}(t = T_{\text{dip}}; U_k = 0, \Gamma/J = 0) = 0.5$.
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FIG. 12. Dependence of $G_{AA}(t; \Gamma/J) \equiv G_{AA}(t; U_k/J = 0, \Gamma/J)$ and $G_{AB}(t; \Gamma/J) \equiv G_{AB}(t; U_k/J = 0, \Gamma/J)$ on $t/T_{\text{dip}}$, for $U_k/J = 0$ and for different values of $\Gamma/J$. The horizontal and vertical dashed lines have been added as a guide to the eye evidencing the HOM condition along the $t/T_{\text{dip}}$ axis, and the HOM maximum of $G_{AA}(t = T_{\text{dip}}; U_k = 0, \Gamma/J = 0) = 0.5$.
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FIG. 13. Dependence of normalized correlation functions, $g_{AA}(t; U_k/J, \Gamma/J)$ and of $g_{AB}(t; U_k/J, \Gamma/J)$, for $U_k/J = 0$ and different values of $\Gamma/J$, as a function of $t/T_{\text{dip}}$, as calculated from the numerical solution of the quantum master equation. The different curves are not distinguishable. The points represent the analytic result obtained in the previous Section, and corresponding to the lossless case, $\Gamma/J = 0$.

Evidently, such amplitudes decay very fast while increasing the interaction length (i.e., $t/T_{\text{dip}}$), as soon as $\Gamma/J$ increases. However, notice that this means only that while increasing both the losses and the length of the device, it becomes more and more unlikely to have a pair of photons simultaneously reaching the detection region, either for what concerns photons coming from the same waveguide (top panel of Fig. 12) or photons coming from different channels (bottom panel). Indeed, in order to properly detect correlations, and most importantly to understand if losses might modify the correlation behavior discussed in the previous Sections, it is crucial to plot normalized amplitudes by considering the proper number of photodetection events occurring at each instant $t$, i.e. the quantities

$$g_{AA}(t; U_k/J, \Gamma/J) = \frac{G_{AA}(t; U_k/J, \Gamma/J)}{\langle \hat{n}_k^A(t) \rangle \langle \hat{n}_k^A(t) \rangle}$$  (69)

and

$$g_{AB}(t; U_k/J, \Gamma/J) = \frac{G_{AB}(t; U_k/J, \Gamma/J)}{\langle \hat{n}_k^B(t) \rangle \langle \hat{n}_k^B(t) \rangle}.$$  (70)

The numerators of the expressions in Eqs. 69 and 70 count double click events occurring on the same detector and simultaneously on different detectors, respectively. On the other hand, the denominators of the expressions in Eqs. 69 and 70 count how many photon pairs
FIG. 14. Dependence of $G_{AA} \equiv G_{AA}(t; U_k/J, \Gamma/J)$ (solid lines) and of $G_{AB} \equiv G_{AB}(t; U_k/J, \Gamma/J)$ (dotted lines) on $T/T_{dip}$. The different curves correspond to different values of the ratio $U_k/J$ (specified in the legend). The data plotted in the three panels describe the behavior of such correlation functions for the different values of $\Gamma/J$ specified in each panel. The red dashed line in each panel represents the time dependence of $(n^A_k(t + T_{dip}))^2 = \exp(-2\Gamma(T + T_{dip}))$.

emerge from the same waveguide channel and from different channels, respectively, at time $t$. Interestingly, such normalized quantities reveal that the correlations are not affected by losses. This is explicitly shown in Fig. 13 where the same data reported in Fig. 12 have been normalized according to the definitions provided into Eqs. 69 and 70. Here the different curves corresponding to different decay rates $\Gamma/J$, which are clearly distinguishable in Fig. 12 are now indistinguishably given on the same reference curve. In particular, such a reference curve is exactly the one previously determined in the lossless regime (plotted with points and corresponding to the condition $\Gamma/J = 0$).

Furthermore, the same occurs also for $U_k/J \neq 0$. In particular, by studying the numerical results for $U_k/J > 0$ (not shown), we also find that the correlation functions in the presence of losses are compatible with the analytic expressions

$$G_{AA}(t; U_k/J, \Gamma/J) = e^{-2\Gamma t}G_{AA}(t; U_k/J, \Gamma/J = 0),$$

(71)

and

$$G_{AB}(t; U_k/J, \Gamma/J) = e^{-2\Gamma t}G_{AB}(t; U_k/J, \Gamma/J = 0).$$

(72)

In other words, if on the one hand the presence of losses inevitably put some constraints on the device structure, on the other hand the behavior of normalized correlation functions that could be measured from photon counting experiments reveal that losses do not change the conclusions previously reached in Sec. III A for the lossless case.

G. Two hopping regions: the lossy Ramsey interferometer

In this section, we address the issue of losses and how they affect the measured correlation functions of photons emerging from the device in Fig. 6. As in the previous Section, here we assume the system to be initially prepared in a state described by the density operator defined in Eq. 51. First, we show the numerical solutions for $G_{AA}(t; U_k/J, \Gamma/J)$ and $G_{AB}(t; U_k/J, \Gamma/J)$ corresponding to the condition $T/T_{dip} = 0.5$, for different values of $U_k/J$ and $\Gamma/J$, respectively. The results are shown in Fig. 14 where we see that, in analogy to the HOM setup, it is more and more unlikely to measure coincident photons emerging at the output, on increasing $\Gamma/J$. In particular, similarly to the previous case, the decaying behavior is compatible with the exponential decay of $(n^A_k(T))^2$ (again, we remind that $(n^A_k(T)) = (n^B_k(T))$, for any given value of $\Gamma/J$). In Fig. 14 the population decay is plotted with red dashed curves in each panel. Also in this case, the normalized correlation functions defined in Eqs. 69 and 70 behave as the correlation functions in the absence of losses, i.e., as the functions defined in Eqs. 20 and 27. An example of such one-to-one correspondence is provided by the numerical results shown in Fig. 15 where we show the behavior of normalized correlations for $\Gamma/J = 1$, i.e., in the presence of strong dissipation, and for different values of $U_k/J$. Interestingly, after proper normalization the data for $\Gamma/J = 1$ behave exactly as those obtained in the lossless
Therefore we infer that the numerical results reported in Fig. 14 (not shown). Similarly to what we already obtained for a single hopping region in the presence of losses, at the end of the previous subsection.

\[
G_{AA}(t; T; U_k/J, \Gamma/J) = e^{-2(2t+T)}G_{AA}(t; T; U_k/J, \Gamma/J = 0),
\]

and

\[
G_{AB}(t; T; U_k/J, \Gamma/J) = e^{-2(2t+T)}G_{AB}(t; T; U_k/J, \Gamma/J = 0),
\]

We found the same correspondence, that is the collapse of all the data for a given \(U_k/J\) and different values of \(\Gamma/J\) to the curve obtained for \(\Gamma/J = 0\), also by using the numerical results reported in Fig. 14 (not shown).

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]

\[
t, T, U; k/J; \Gamma/J = U; k/J, \Gamma/J = 0
\]
[26] G. Muñoz-Matutano, A. Wood, M. Johnsson, X. Vidal, B. Q. Baragiola, A. Reinhard, A. Lemaître, J. Bloch, A. Amo, G. Nogues, B. Besga, M. Richard, and T.Volz, Emergence of quantum correlations from interacting fibre-cavity polaritons, Nature Materials 18, 213 (2019).

[27] A. Delteil, T. Fink, A. Schade, S. Höfling, C. Schneider, and A. Imamoglu, Towards polariton blockade of confined exciton-polaritons, Nature Materials 18, 219 (2019).

[28] J. López Carreño, C. Sánchez Muñoz, D. Sanvitto, E. del Valle, and F. Laussy, Exciting Polaritons with Quantum Light, Physical Review Letters 115, 196402 (2015).

[29] D. J. Brod, E. F. Galvão, A. Crespi, R. Osellame, N. Spagnolo, and F. Sciarrino, Photonic implementation of boson sampling: a review, Advanced Photonics 1, 034001 (2019).

[30] S. Aaronson and A. Arkhipov, The computational complexity of linear optics, in Proceedings of the Forty-Third Annual ACM Symposium on Theory of Computing STOC ’11 (Association for Computing Machinery, New York, NY, USA, 2011) p. 333–342.

[31] H. Wang, J. Qin, X. Ding, M.-C. Chen, S. Chen, X. You, Y.-M. He, X. Jiang, L. You, Z. Wang, C. Schneider, J. J. Renema, S. Höfling, C.-Y. Lu, and J.-W. Pan, Boson sampling with 20 input photons and a 60-mode interferometer in a $10^4$-dimensional hilbert space, Phys. Rev. Lett. 123, 250503 (2019).

[32] H.-S. Zhong, H. Wang, Y.-H. Deng, M.-C. Chen, L.-C. Peng, Y.-H. Luo, J. Qin, D. Wu, X. Ding, Y. Hu, P. Hu, X.-Y. Yang, W.-J. Zhang, H. Li, Y. Li, X. Jiang, L. Gan, C. Yang, L. You, Z. Wang, L. Li, N.-L. Liu, C.-Y. Lu, and J.-W. Pan, Quantum computational advantage using photons, Science 370, 1460 (2020).

[33] F. Sciarrino and N. Spagnolo, The race towards quantum computational advantage: milestone photonic experiments, Science Bulletin 66, 637 (2021).

[34] E. Knill, R. Laflamme, and G. J. Milburn, A scheme for efficient quantum computation with linear optics, Nature (London) 409, 46 (2001).

[35] T. C. Ralph, N. K. Langford, T. B. Bell, and A. G. White, Linear optical controlled-not gate in the coincidence basis, Phys. Rev. A 65, 062324 (2002).

[36] I. A. Calafell, J. D. Cox, M. Radonjic, J. R. M. Saaavedra, F. J. Garcia de Abajo, L. A. Rozema, and P. Walther, Quantum computing with graphene plasmons, npj Quantum Inf. 5, 37 (2019).

[37] M. Heuck, K. Jacobs, and D. R. Englund, Controlled-phase gate using dynamically coupled cavities and optical nonlinearities, Phys. Rev. Lett. 124, 160501 (2020).

[38] M. Li, Y.-L. Zhang, H. X. Tang, C.-H. Dong, G.-C. Guo, and C.-L. You, Photon-photon quantum phase gate in a photonic molecule with $\chi^{(2)}$ nonlinearity, Phys. Rev. Applied 13, 044013 (2020).

[39] J. Preskill, Quantum Computing in the NISQ era and beyond, Quantum 2, 79 (2018).

[40] J. D. Franson, B. C. Jacobs, and T. B. Pittman, Quantum computing using single photons and the zeno effect, Phys. Rev. A 70, 062302 (2004).

[41] M. A. Nielsen and I. L. Chuang, Quantum computation and quantum information, 10th ed. (Cambridge University Press, Cambridge, UK, 2010).

[42] A. Politi, M. J. Cryan, J. G. Rarity, S. Yu, and J. L. O’Brien, Silica-on-silicon waveguide quantum circuits, Science 320, 646 (2008).

[43] A. Crespi, R. Osellame, R. Ramponi, D. J. Brod, E. F. Galvão, N. Spagnolo, C. Vitelli, E. Maiorino, P. Mataloni, and F. Sciarrino, Integrated multimode interferometers with arbitrary designs for photonic boson sampling, Nature Photonics 7, 545 (2013).

[44] B. J. Metcalf, N. Thomas-Peter, J. B. Spring, D. Kundys, M. A. Broome, P. C. Humphreys, X.-M. Jin, M. Barbieri, W. Steven Kolthammer, J. C. Gates, B. J. Smith, N. K. Langford, P. G. R. Smith, and I. A. Walmsley, Multiphoton quantum interference in a multiport integrated photonic device, Nature Communications 4, 1356 (2013).

[45] L. Ferrier, E. Wertz, R. John, D. D. Solyhaikov, P. Senellart, I. Sagues, A. Lemaître, G. Malpuech, and J. Bloch, Interactions in confined polaron condensates, Phys. Rev. Lett. 106, 126401 (2011).

[46] I. Rosenberg, D. Liran, Y. Mazur-Harpaz, K. West, L. Pfeiffer, and R. Rapaport, Strongly interacting dipolar-polaritons, Science Advances 4, eaat8880 (2018).

[47] D. G. Suarez-Forero, F. Riminucci, V. Ardzzone, N. Karpowicz, E. Maggiorini, G. Macorini, G. Lerario, F. Todisco, M. De Giorgi, L. Dominici, D. Ballarini, G. Gigli, A. S. Lanotte, K. West, K. Baldwin, L. Pfeiffer, and D. Sanvitto, Enhancement of parametric effects in polariton waveguides induced by dipolar interactions, Phys. Rev. Lett. 126, 137401 (2021).

[48] B. Nelsen, G. Liu, M. Steger, D. W. Snoke, R. Balili, K. West, and L. Pfeiffer, Dissipationless flow and sharp threshold of a polariton condensate with long lifetime, Phys. Rev. X 3, 041015 (2013).

[49] C. K. Hong, Z. Y. Ou, and L. Mandel, Measurement of subpicosecond time intervals between two photons by interference, Phys. Rev. Lett. 59, 2044 (1987).

[50] R. W. Heeres, L. P. Kouwenhoven, and V. Zwiller, Quantum interference in plasmonic circuits, Nature Nanotechnology 8, 719 (2013).

[51] N. Spagnolo, C. Vitelli, L. Sansoni, E. Maiorino, P. Mataloni, F. Sciarrino, D. J. Brod, E. F. Galvão, A. Crespi, R. Ramponi, and R. Osellame, General rules for bosonic bunching in multimode interferometers, Phys. Rev. Lett. 111, 130503 (2013).

[52] K.-H. Luo, S. Brauner, C. Eigner, P. R. Sharapova, R. Ricken, T. Meier, H. Herrmann, and C. Silberhorn, Nonlinear integrated quantum electro-optic circuits, Science Advances 5, eaat8815 (2019).

[53] A. Verger, C. Ciuti, and I. Carusotto, Polariton quantum blockade in a photonic dot, Phys. Rev. B 73, 193306 (2006).

[54] D. Gerace, F. Laussy, and D. Sanvitto, Quantum nonlinearities at the single-particle level, Nature Materials 18, 200 (2019).

[55] I. Carusotto, D. Gerace, H. E. Tureci, S. De Liberato, C. Ciuti, and A. Imamoglu, Fermionized photons in an $10^4$-dimensional hilbert space, Phys. Rev. A 65, 062324 (2002).

[56] I. Carusotto, D. Gerace, H. E. Tureci, A. Imamoglu, V. Giovannetti, D. J. Brod, E. F. Galvão, A. Crespi, R. Ramponi, and F. Sciarrino, Quantum computational advantage using photons, Science 370, 1460 (2020).

[57] C. Cohen-Tannoudji and D. Guéry-Odelin, Introduction to quantum electronics, 5th ed. (Cambridge University Press, Cambridge, UK, 2010).

[58] I. Carusotto, T. Volz, and A. Imamoglu, Feshbach blockade: Single-photon nonlinear optics using resonantly en-
hanced cavity polariton scattering from biexciton states, EPL (Europhysics Letters) 90, 37001 (2010).

[59] D. Gerace and I. Carusotto, Analog hawking radiation from an acoustic black hole in a flowing polariton super-fluid, Phys. Rev. B 86, 144505 (2012).

[60] H.-P. Breuer and F. Petruccione, The Theory of Open Quantum Systems (Oxford University Press, 2007).

[61] B. Baumgartner and H. Narnhofer, Analysis of quantum semigroups with GKS–lindblad generators: II. general, Journal of Physics A: Mathematical and Theoretical 41, 395303 (2008).

[62] B. Buča and T. Prosen, A note on symmetry reductions of the lindblad equation: transport in constrained open spin chains, New Journal of Physics 14, 073007 (2012).

[63] V. V. Albert and L. Jiang, Symmetries and conserved quantities in lindblad master equations, Phys. Rev. A 89, 022118 (2014).

[64] D. Nigro, Complexity of the steady state of weakly symmetric open quantum lattices, Phys. Rev. A 101, 022109 (2020).