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Abstract—We reformulate the signal temporal logic (STL) synthesis problem as a maximum a-posteriori (MAP) inference problem. To this end, we introduce the notion of random STL (RSTL), which extends deterministic STL with random predicates. This new probabilistic extension naturally leads to a synthesis-as-inference approach. The proposed method allows for differentiable, gradient-based synthesis while extending the class of possible uncertain semantics. We demonstrate that the proposed framework scales well with GPU-acceleration, and present realistic applications of uncertain semantics in robotics that involve target tracking and the use of occupancy grids.

I. INTRODUCTION

Temporal logic is a promising tool for robotics applications and explainable AI in that it can be used to represent rich, complex task objectives in the form of human-readable logical specifications. Robot systems equipped with the capability to perform STL synthesis can implement powerful, intuitive command interfaces using STL. We are interested in developing STL synthesis for practical, real-world applications by viewing the synthesis problem as a form of probabilistic inference.

More widespread adoption of formal methods in robot systems, in our view, is limited by two main factors. First, the computational requirements of existing synthesis methods are seen as prohibitive. Second, achieving computational efficiency is seen to compromise semantic expressivity.

The approach we adopt in this paper is to address challenges in both computational efficiency and expressivity by viewing STL synthesis as probabilistic inference. This probabilistic approach fits naturally with robotics perception-action pipelines for important information gathering tasks such as search, target tracking, and mapping.

We first present a probabilistic extension of STL, called random STL (RSTL), that is designed to support synthesis of robot trajectories that satisfy specifications defined over uncertain events in the environment. Formally, RSTL extends STL to include uncertain semantic labels. The gain in expressivity is the capacity to specify tasks in a way that facilitates robust behaviour in real-world settings; uncertainty that is inherent to practical environments can be anticipated explicitly instead of handled reactively. Synthesising trajectories is a differentiable problem that largely resembles previously proposed differentiable measures of robustness for deterministic STL synthesis.

We then present three approximate methods for computing the probability of satisfaction of RSTL formulae. Incorporating these methods, we implement synthesis using GPU-accelerated gradient ascent and output the most probable sequence of control actions to satisfy the given specification.

To evaluate our method, we report empirical results that illustrate correctness, convergence, and scalability properties. Further, our method inherits the benefits of gradient-based MPC, including the anytime property and predictable computation time per iteration.

To demonstrate practical use in common robotics scenarios, we provide case studies involving target search and occupancy grids. These examples show that desirable behaviour naturally arises, such as prioritising targets whose location uncertainty is increasing over targets that are physically proximate. They also demonstrate the use of complex predicates such occupancy grids which are prevalent robotics applications. Computational efficiency is shown to parallel recent advances in approximate synthesis for deterministic STL and, importantly, can be further improved through additional GPU hardware to enable development of highly capable robot systems.

We view the main contribution of this work as a step towards the feasibility of temporal logic for robotics in practice through the introduction of a new method for synthesis as probabilistic inference that can accommodate powerful task specifications and that has useful performance characteristics. Our work also provides the basis for interesting theoretical extensions that would allow temporal logic specifications to be integrated with estimation methods and belief-based planning.

II. RELATED WORK

To model tasks in uncertain environments, one approach is to model the robots’ dynamics as a discrete Markov decision process (MDP), where each state is assigned semantic labels with corresponding uncertainty [1–4]. A natural task specification tool is linear temporal logic (LTL), given which a product MDP [1] is constructed from an automaton and a sequence of actions are found that maximize the probability of satisfaction. These ideas can be extended to the continuous case by judiciously partitioning the environment [5–7]. However, we find that partitioning is computationally prohibitive for online operations in uncertain environments, because any change in belief about the environment would lead to invalidation and expensive recomputation. Moreover, the construction of a product MDP is a computationally expensive operation, and improving its scalability remains an open problem.
Signal temporal logic (STL) [8] is defined over continuous signals. Unlike in LTL, satisfaction is determined using continuous-valued robustness [9]. Existing work uses STL to specify a task defined over a set of deterministic classes of conditions on the environment uncertainty, such as chance constraints or variance limits [10–12]. However, since the robustness evaluation is not differentiable, a common approach is to synthesise solutions using mixed integer linear programming (MILP) which scales exponentially with the size of mission horizon [10, 13]. To address the inherent programming cost of solving MILPs, we introduce a random STL approach which scales polynomially with horizon size.

### III. PROBLEM FORMULATION

Suppose we have a robot with $N$-dimensional state $x_t \in \mathbb{R}^N$ and control actions $u_t \in U$, where $U$ is a continuous set of admissible control actions. The robot’s dynamics is uncertain, and is modelled by a discrete-time, continuous-space MDP $P(x_{t+1} \mid x_t, u_t)$ between $t$ and $t + 1$, so that the trajectory distribution over a horizon $T$ is given by:

$$P(X \mid U) = P(x_1) \prod_{t=1}^{T} P(x_{t+1} \mid x_t, u_t),$$

where $X \equiv x_1 \ldots x_T$ and $U \equiv u_1 \ldots u_T$.

The robot encounters a finite set of random events $E = \{E^1, \ldots, E^M\}$ (e.g., ‘object detected’), whose probability of occurrence depends on robot’s state $x_t$ and time $t$. We are interested in finding control actions $U^*$ that maximise the probability of satisfying a task $\Phi$ defined over $E$ (e.g. ‘detect all objects’). Namely, this is a synthesis problem:

**Problem 1** (Synthesis). Given the uncertain dynamics $[14]$ and a task specification $\Phi$ over a set of random events $E$ with probability of satisfaction $P((X, t) \models \Phi)$, find an optimal sequence of controls $U^*$ such that the trajectory $X$ maximises the probability of satisfying $\Phi$ over time horizon $T$:

$$U^* = \arg\max_{U \in U^T} P((X, t) \models \Phi),$$

with respect to time $t = 1$.

### IV. STL SYNTHESIS AS PROBABILISTIC INFERENCE

In this section, we first introduce random signal temporal logic (RSTL), a probabilistic extension of STL that allows specification of tasks $\Phi$ over random events $E$. We then present a probabilistic inference formulation of Problem 1.

#### A. Random STL Formulae

We model the random events $E = \{E^1, \ldots, E^M\}$ as (not necessarily independent) Bernoulli random variables which are dependent on robot’s state and time, with conditional probability of occurrence:

$$P(E^i = 1 \mid x_t, t) = P^i(x_t, t).$$

In other words, each $E^i$ is a Bernoulli random field over $\mathbb{R}^N \times \mathbb{R}^+$. Given a set of random events $E$, the syntax of an RSTL formula $\Phi$ is given by:

$$\Phi = E \mid \neg \Phi \mid \Phi \land \Psi \mid \Phi U_{[t_1, t_2]} \Psi,$$

where $E \in E$, and $\Psi, \Phi$ are RSTL formulae. $\neg$ is logical negation, $\land$ is logical conjunction, $U$ is the temporal operator ‘Until’, and $\Phi U_{[t_1, t_2]} \Psi$ means $\Phi$ must hold true between time $[t_1, t_2]$ until $\Psi$. Other operators such as $\lor$ (disjunction), $F_{[t_1, t_2]}$ (‘in Future’, i.e., eventually) and $G_{[t_1, t_2]}$ (‘Globally’, i.e., always) can be derived from the syntax the same way as deterministic STL [8]. The events $E$ will be referred to as ‘event predicates’.

RSTL is random in the sense that, for a given trajectory $X$, the satisfaction of an RSTL formula $\Phi$ is a Bernoulli random event. The probability of satisfaction is the expected rate of satisfaction computed over sampled instances of the event predicates $\hat{E} = \{e_1, \ldots, e_M\} \sim \mathbb{E}$:

$$P((X, t) \models \Phi) = \mathbb{E} \text{ Sat}(X, t, \hat{\Phi}, \Psi),$$

where $\text{Sat}(X, t, \hat{\Phi}, \Psi)$ is a deterministic function evaluated recursively as:

$$\text{Sat}(X, t, \hat{\Phi}, E^i) \equiv e^i(x_t, t) \sim P^i(x_t, t)$$

$$\text{Sat}(X, t, \hat{\Phi}, \neg \Phi) \equiv \neg \text{Sat}(X, t, \hat{\Phi}, \Phi)$$

$$\text{Sat}(X, t, \hat{\Phi}, \Phi \land \Psi) \equiv \bigvee_{t_1 \in \tau_1, \tau_2 \in \tau_2 + [0, \tau_1]} \text{Sat}(X, \tau_1 \hat{\Phi}, \Psi) \land \text{Sat}(X, \tau_2, \hat{\Phi}, \Psi).$$

Note that $e^i(x_t, t) \in \{0, 1\}$ is a sample from $E^i$ at robot state $x_t$ and time $t$.

#### B. STL Synthesis as Inference

Since both task satisfaction and robot dynamics are probabilistic, it is natural to ask if Problem 1 can be solved solely within the realm of probability theory. This is achieved by the control-as-inference paradigm [14, 15], which has been shown to not only encompass existing optimal control problems, but also to enable new approaches. We follow a similar development and present an inference formulation of Problem 1.

In this formulation, the problem is modelled by the joint distribution among task satisfaction, robot trajectory, and control actions:

$$P(\Phi_1, X, U) = P(\Phi_1 \mid X) P(X \mid U) P(U),$$

where $P(\Phi_1 \mid X) \equiv P((X, t) \models \Phi)$ denotes the probability satisfaction of $\Phi$ given $X$ with respect to time $t$.

Here, $P(U)$ is our prior belief on what the control actions should be, and is representative of the admissible control space $U$ in the synthesis formulation. For example, if $P(U)$ is a zero-mean Gaussian prior, it is equivalent to penalising quadratic control cost. The prior can derive from other knowledge, e.g., an imitation-learnt prior as [16] does for optimal control.

A balance between admissibility and probability of satisfaction is captured by the posterior probability of control action.
actions given that the task is satisfied:
\[
\mathcal{P}(U \mid \Phi_t) \propto \mathcal{P}(\Phi_t \mid U) \mathcal{P}(U)
\]
\[
= \mathcal{P}(U) \int \mathcal{P}(\Phi_t \mid X) \mathcal{P}(X \mid U) dX.
\]  
(8)

We thus pose Problem 1 as a maximum a posteriori (MAP) inference problem:

\textbf{Problem 2 (Inference). Given the dynamic model} \( \Phi_t \) \textit{and an RSTL task specification} \( \Phi \), \textit{find the MAP control actions} \( U^* \) \textit{given the robot’s trajectory satisfies} \( \Phi \) \textit{with respect to} \( t \):

\[
U^* = \arg \max_U \mathcal{P}(U \mid \Phi_t).
\]  
(9)

VI. APPROXIMATE GRADIENT ASCENT

In this section, we first present approximate methods that allow analytical evaluation of \( \Phi \). We then present a gradient-ascent scheme on these approximate evaluations.

A. Conditional Independence Approximation

To compute \( \Phi \) analytically, we observe that \( \Phi \) applies logical operations to samples from Bernoulli random variables. A convenient approximation is the product relation for independent Bernoulli random variables \( A \) and \( B \):

\[
\mathcal{P}(A \land B) = \mathcal{P}(A) \mathcal{P}(B).
\]  
(10)

Technically, the product relation holds true if the operands are \textit{conditionally independent} given \( X \). The conditionally independent (CI)-approximation is defined by one of the authors \[17\] as follows:

\textbf{Definition 1 (CI-approximation) [17]. Given an RSTL formula} \( \Phi \), \textit{the CI-approximation of} \( \mathcal{P}(\Phi_t \mid x) \) \textit{is defined by}:

\[
\mathcal{P}(E_i^t \mid X) \equiv \mathcal{P}(X, t)
\]

\[
\mathcal{P}(\neg \Phi_t \mid X) \equiv 1 - \mathcal{P}(\Phi_t \mid X)
\]

\[
\mathcal{P}(\bigwedge_i \Phi_i^t \mid X) \equiv \prod_i \mathcal{P}(\Phi_i^t \mid X)
\]

\[
\mathcal{P}(\bigvee_i (G_{[t_1, t_2]} \Phi_i) \mid X) \equiv \prod_{\tau \in \mathbb{E} \mid [t_1, t_2]} \mathcal{P}(\Phi_{\tau} \mid X)
\]  
(11)

B. Log-odds Transform

The output range for CI-approximation of \( \mathcal{P} \) \([11]\) is \([0, 1]\) since it computes probability. This can lead to numerical instability, and gradient ascent often leads to poor convergence. A natural re-parameterisation for Bernoulli random variables is the \textit{log-odds}:

\[
\mathcal{L}(A) = \log \frac{\mathcal{P}(A)}{\mathcal{P}(\neg A)},
\]  
(12)

where \( A \) and \( B \) are independent Bernoulli random variables, and \( \text{lse} \) is the \textit{log-sum-exp} function:

\[
\text{lse}(\mathcal{L}_1, \ldots, \mathcal{L}_N) = \log \sum_i \exp \mathcal{L}_i.
\]  
(14)

A series of disjunction operations \([13]\) is then:

\[
\mathcal{L} \left( \bigvee_i A_i \right) = \log \sum_j \exp \sum_i \mathcal{L}(A_j),
\]  
(15)

where \( 2^J \) denotes the power set of \( I \).

Computing log-sum-exp over sum of all subsets is clearly cumbersome. We avoid such computation by using the relationship between elementary symmetric polynomials and monic polynomials. Observe that the summations over \( j \in J \) can be taken out of the exponential as products. Then, we have all elementary symmetric polynomials over \( A_i \) less 1.

We thus arrive at a more compact expression:

\[
\mathcal{L} \left( \bigvee_i A_i \right) = \log \left( \prod_i (1 + \exp \mathcal{L}(A_i)) - 1 \right).
\]  
(16)

Now, the CI computation rules in the log-odds domain are given as follows:

\textbf{Definition 2 (CI-approximate log-odds). Given an RSTL formula} \( \Phi \), \textit{the CI-approximation of log-odds of satisfaction} \( \mathcal{L}(\Phi_t \mid X) \) \textit{is calculated by}:

\[
\mathcal{L}(E_i^t \mid X) \equiv \log \mathcal{P}(X, t) - \log(1 - \mathcal{P}(X, t))
\]

\[
\mathcal{L}(\neg \Phi_t \mid X) \equiv -\mathcal{L}(\Phi_t \mid X)
\]

\[
\mathcal{L} \left( \bigvee_i \Phi_i^t \mid X \right) \equiv \log \left( \prod_i (1 + \exp \mathcal{L}(\Phi_i^t \mid X)) - 1 \right)
\]

\[
\mathcal{L}(\bigvee_i (G_{[t_1, t_2]} \Phi_i) \mid X) \equiv \log \left( \prod_{\tau \in \mathbb{E} \mid [t_1, t_2]} (1 + \exp \mathcal{L}(\Phi_{\tau} \mid X)) - 1 \right).
\]  
(17)

It is interesting to note that the proposed computation rules for probability of satisfaction exhibits strong similarities to existing work on deterministic STL synthesis and model checking \[8, 18–20\]. In the log-odds domain, certain satisfaction (i.e. probability of 1) translates to \( \infty \), certain dissatisfaction is \( -\infty \), and absolute uncertainty (i.e. probability of 0.5) is 0, which are the behaviours of spatial robustness measure for deterministic STL introduced in [8]. Further, the log-sum-exp function has been used in deterministic STL synthesis \[18, 19\] as a smooth approximation of the maximum function. Finally, A similar expression to \[19\] was presented in \[20\] as an alternative robustness measure for deterministic STL. The authors report encouragement of repeated satisfaction, which is consistent with the probability of disjunction increasing with increasing probability of the disjuncts.

Given that the approaches that do not encourage repeated satisfaction \[18, 19\] still report acceptable results, we consider the following approximation for disjunction:

\[
\mathcal{L}(A \lor B) \approx \text{lse}(\mathcal{L}(A), \mathcal{L}(B))
\]

\[
= \log \frac{\mathcal{P}(A)\mathcal{P}(\neg B) + \mathcal{P}(\neg A)\mathcal{P}(B)}{\mathcal{P}(\neg A)\mathcal{P}(\neg B)}.
\]  
(18)
the posterior probability. We use Jensen’s inequality to bound \( U \) with an empirical mean over a
samples, so that the \( U \) we synthesise a MAP control sequence
against MC estimates (‘Empirical’). CI is exact for \( \mathcal{F}(A) \wedge \mathcal{F}(B) \), while ME
underestimates. For \( \mathcal{F}(A \wedge \mathcal{F}(B)) \), the error increases, but not significantly. Naive
method’s result showed numerically insignificant difference to CI and is omitted.

This ignores repeated satisfaction by omitting the \( \mathcal{P}(A)\mathcal{P}(B) \) term from the numerator of (13). Meanwhile, there is a
potential numerical benefit that log-sum-exp can be computed numerically stably with the so-called log-sum-exp
trick, while the product in (16) may underflow. We thus define the mutually exclusive (ME) approximation as follows.

**Definition 3 (ME approximation).** Given an RSTL formula \( \Phi \), the ME approximation of \( \mathcal{L}(\Phi_t \mid X) \) is calculated by:

\[
\mathcal{L}(E^i_t \mid X) = \log \mathcal{P}(E^i_t \mid X) - (1 - \mathcal{P}(E^i_t \mid X)) \\
\mathcal{L}(\neg \Phi_t \mid X) = -\mathcal{L}(\Phi_t \mid X) \\
\mathcal{L}(\Phi_t \vee \Psi_t \mid X) = \log(\mathcal{L}(\Phi_t \mid X), \mathcal{L}(\Psi_t \mid X)) \\
\mathcal{L}((\mathcal{F}_{\tau}\Phi_t)_t \mid X) = \log \sum_{\tau \in \tau + 1} \exp \mathcal{L}(\Phi_{\tau} \mid X).
\] (19)

**C. Synthesis with Gradient-Ascent**

With the probability or log-odds of satisfaction computed, we synthesise a MAP control sequence \( \mathbf{U}^* \) that maximises the posterior probability. We use Jensen’s inequality to bound the log of posterior probability (17):

\[
\log \mathcal{P}(\mathbf{U} \mid \Phi_t) \geq \mathbb{E}_{X \sim \mathcal{P}(X \mid \mathbf{U})} [\log \mathcal{P}(\Phi_t \mid X)] + \log \mathcal{P}(\mathbf{U}).
\] (20)

Subsequently, we maximize the lower bound:

\[
\mathbf{U}^* = \arg\max_{\mathbf{U}} \mathbb{E}_{X \sim \mathcal{P}(X \mid \mathbf{U})} [\log \mathcal{P}(\Phi_t \mid \mathbf{U})] + \log \mathcal{P}(\mathbf{U}).
\] (21)

The maximisation is done by gradient ascent on (21). Because the expectation in (21) is intractable, we replace it with an empirical mean over a \( N_x \) number of trajectory samples, so that the \( i \)-th gradient ascent step is:

\[
\mathbf{\bar{U}}^{i+1} = \mathbf{\bar{U}}^i + \frac{1}{N_x} \sum_j \frac{\partial}{\partial \mathbf{U}^i} [\log \mathcal{P}(\Phi_t \mid \mathbf{X}^j_{1:T}(\mathbf{\bar{U}}^i)) + \log \mathcal{P}(\mathbf{\bar{U}}^i)],
\] (22)

where \( \mathbf{\bar{U}}^{i+1} = [\mathbf{\bar{u}}^i_1 \ldots \mathbf{\bar{u}}^i_T] \). Each trajectory sample \( \mathbf{X}^j(\mathbf{\bar{U}}^i) \) is obtained by propagating the dynamic model (14) forward in time including actuation uncertainty. Note that, as long as the predicates’ distributions and the dynamic model are differentiable, so is (22). For both CI and ME approximations, analytical gradients can be computed easily using autograd frameworks such as Tensorflow [21] or PyTorch [22, 23]. Therefore, we do not present the expressions here.

**VI. EMPIRICAL ANALYSIS**

We evaluate the practical performance characteristics of the proposed method. We first demonstrate that the proposed CI (17) and ME (19) methods reasonably approximate the ground truth (5). We then examine the convergence characteristics of the gradient ascent (22) solution, and demonstrate the computational benefits of GPU acceleration.

**A. Quality of Approximation**

In this section, we evaluate whether the CI and ME approximations compute the probability of satisfaction accurately. Because the CI computation rule assumes independence amongst operands, we expect it to be exact if 1) all predicates are conditionally independent; 2) each predicate is independent across time and space; and 3) only one operator uses each predicate. For example, assuming 1) and 2) hold, we expect the CI rule to be exact on \( \mathcal{F}(A) \wedge \mathcal{F}(B) \), but not \( \mathcal{F}(A \wedge \mathcal{F}(B)) \), because the disjuncts of the outer \( \mathcal{F} \) operator are not independent. The ME computation rules (19) will not be exact in any case.

We validate these hypotheses by comparing against a 1000-sample Monte Carlo (MC) approximation of RSTL probability of satisfaction (5). We used the trajectories from the first 2000 gradient ascent steps generated from the target search scenario (Fig. 4). For simplicity, we evaluated each predicates’ marginal probability independently before sampling, so that the first two conditions of exactness hold.

In Fig. 14 CI (green) and ME (blue) results are compared against the MC estimate for \( \mathcal{F}(A) \wedge \mathcal{F}(B) \). It can be seen that the CI method matches the MC result as expected, while ME consistently underestimates. This is expected, because ME does not account for multiple satisfaction.

Figure 15 shows comparison for \( \mathcal{F}(A \wedge \mathcal{F}(B)) \). As \( \mathcal{F}(B) \) is double-counted by the outer \( \mathcal{F} \), CI and ME tend to overestimate, but not by much. ME continues to underestimate, and CI matches the MC closely, showing that CI and ME are reasonable approximations for practical applications.

**B. Convergence**

Gradient-based methods cannot guarantee globally optimal solutions unless the objective is convex. We analyse the convergence characteristics of the proposed computation rules in the target search scenario (Fig. 4). We randomly generated 100 initial conditions from the control prior \( \mathcal{P}(U) \), and ran the gradient ascent step for 2000 iterations, with \( N_x = 1, 50, 100 \) number of trajectory samples. Figure 2 shows the probability of satisfaction over gradient ascent steps for naive CI (11), red), log-odds CI (17), green) and log-odds ME (19), blue) methods with varying number of trajectory samples \( N_x \). It can be seen that while log-odds CI and ME methods find global and local optima, the naive CI method does not find any. The naive CI method’s failure is attributed to the computation rules (11) being bounded to
We found that the total number of samples $N$ of initial conditions to conduct the experiment. We computed the mean over 1000 gradient ascent steps. We used all combinations between GPU and CPU. We used all combinations of CPU (red) and GPU (green) with CI (upward triangle) and ME (downward triangle). GPU shows 4-fold improvement in scalability. Variance was in the order of $10^{-4}$ for all configurations.

Figure 3 shows the computation time with varying number of trajectory samples. Solid lines are medians.

We demonstrate two example cases that illustrate the benefit of using RSTL for task specification in uncertain environments. The proposed gradient ascent method was implemented in Tensorflow [21]. For all examples, we consider a robot described by a bicycle dynamic model:

$$x_t = \begin{bmatrix} \dot{x}_t \\ \dot{y}_t \\ \dot{\theta}_t \end{bmatrix} = \begin{bmatrix} V_t \cos \theta_t \\ V_t \sin \theta_t \\ \omega_t + \epsilon_t \end{bmatrix},$$

where $\epsilon_t \sim N(0, \sigma_u)$ is white Gaussian noise. The control inputs are $u_t = [V_t \omega_t]^T$.

### A. 2D Target Search

We consider a 2D target search scenario, where a robot is tasked with detecting possibly moving targets in the environment: Tom and Jerry. Jerry, as usual, is moving with increasing uncertainty, while Tom is stationary with high certainty. Figure 4 depicts an example where the mean paths for Tom and Jerry are shown in green and red. The growing uncertainty over time is shown around the mean. Note that since Tom (in green) is known to be stationary, its uncertainty does not grow over time. The robot starts at $[0, 0]^T$.

The task of finding Tom and Jerry can be expressed using RSTL as $\Phi = \mathcal{F}(D^{Tom}) \land \mathcal{F}(D^{Jerry})$ (i.e., ‘eventually detect Tom and eventually detect Jerry’).

We model the events $D^{Tom}$ and $D^{Jerry}$ as follows. If the location is known, the robot detects Tom and Jerry with likelihood modelled by:

$$P(D_t | x_t, z_t) = P_D \exp\left(\frac{||x_t - z_t||^2}{2r_D^2}\right),$$

where $z_t$ is the location of the target, $r_D$ is the radius of detection, and $P_D$ controls the peak.

Tom and Jerry are modelled by a constant acceleration model, which is a linear Gaussian system. The mean $\bar{z}_t^{\nu,b}$ and all changes. The result shows that the computation time with GPU is significantly lower than that with CPU, and that using a GPU leads to 4-fold improvement in scalability. This demonstrates that the proposed gradient ascent method benefits from GPU acceleration.

### VII. CASE STUDIES

We consider a robot described by a bicycle dynamic model:
and then Jerry later. This is because the uncertainty of Jerry grows unlike Tom, and the optimal trajectory should detect Jerry first before its uncertainty grows. This demonstrates that RSTL naturally reasons over uncertainty.

B. Complex Missions in an Indoor Environment

Consider a nursing robot in an indoor environment, modelled as an occupancy grid $O$ such that $O_{i,j}$ is the probability of obstacle occupancy. Collision with an obstacle is modelled as an occupancy grid $O$.

The robot cares for two patients, Rob and Bob. The doctor asks the robot to avoid obstacles, and to never visit any of the patients before visiting the sanitising station, which can be written as an RSTL formula:

$$
\Phi_1 = \neg (D^{Rob} \lor D^{Bob}) \land D^{San} \land G(\neg O),
$$

where $D^{Rob}$, $D^{Bob}$, and $D^{San}$ are distributed as per (25).

Now, in addition to the previous command, the doctor asks the robot to visit the two patients:

$$
\Phi_2 = F(D^{Rob}) \land F(D^{Bob}) \land \Phi_1.
$$

We created an occupancy grid from a realistic dataset commonly used in perception research [24, 25], and compared the results with low ($10^{-4}$) and high ($0.1\text{rads}^{-1}$) actuation uncertainty. The results are shown in Fig. 5. In both cases, the generated trajectory is correct, visiting the sanitising station first, and then the two patients. Interestingly, the trajectory changes drastically when control noise increases. The path with small control noise in Fig. 5a is aggressively close to the wall, whereas the path with control noise in Fig. 5b is more conservative in that the robot keeps distance away from the wall by manoeuvring around the obstacle. This demonstrates that the proposed probabilistic formulation enables risk-averse behaviour in STL synthesis, a crucial property for practical applications.

VIII. Conclusion

We have presented a probabilistic inference perspective on STL synthesis based on RSTL and corresponding algorithms. Our method exhibits appealing computational and expressivity characteristics that suit practical robotics applications. We anticipate that the inference formulation of STL synthesis presented in this paper will accelerate the development of explainable AI techniques through seamless integration between formal methods and machine learning techniques as did the optimal control-as-inference paradigm [14, 15]. Many avenues of future work arise from our results; one of the most exciting is integration with estimation methods [26–28] that would allow multi-robot systems to augment or replace explicit communication for behaviour coordination with trajectory predictions derived from specifications [29, 30].
