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Abstract

Many applications, such as text modelling, high-throughput sequencing, and recommender systems, require analysing sparse, high-dimensional, and overdispersed discrete (count/binary) data. With the ability of handling high-dimensional and sparse discrete data, models based on probabilistic matrix factorisation and latent factor analysis have enjoyed great success in modeling such data. Of particular interest among these are hierarchical Bayesian count/binary matrix factorisation models and nonlinear latent variable models based on deep neural networks, such as recently proposed variational autoencoders for discrete data. However, unlike the extensive research on sparsity and high-dimensionality, another important phenomenon, overdispersion, which large-scale discrete data exhibit, is relatively less studied. It can be shown that most existing latent factor models do not capture overdispersion in discrete data properly due to their inefficaciousness of modelling self- and cross-excitation (e.g., word burstiness in text), which may lead to inferior modelling performance. In this paper, we provide an in-depth analysis on how self- and cross-excitation are modelled in existing models and propose a novel variational autoencoder framework, which is able to explicitly capture self-excitation and also better model cross-excitation. Our model construction is originally designed for count-valued observations with the negative-binomial data distribution (and an equivalent representation with the Dirichlet-multinomial distribution) and it also extends seamlessly to binary-valued observations via a link function to the Bernoulli distribution. To demonstrate the effectiveness of our framework, we conduct extensive experiments on both large-scale bag-of-words corpora and collaborative filtering datasets, where the proposed models achieve state-of-the-art results.

1 Introduction

Discrete data are ubiquitous in many applications. For example, in text analysis, a collection of documents can be represented as a word-document count matrix with the bag-of-words assumption; in recommender systems, users’ shopping history can be represented as a count/binary item-user matrix, with each entry indicating whether or not a user has bought an item (or its purchase count). Such data is often characterised by high-dimensionality and extreme sparseness. In recent years, analysing such data, often represented as massive-sized count/binary matrices, has been widely applied to text analysis, graph analysis, medical studies, etc.

With the ability to handle high-dimensional and sparse matrices, Probabilistic Matrix Factorisation (PMF) [Mnih and Salakhutdinov (2008)] has been a key method of choice for such problems. PMF assumes data is generated from a suitable probability distribution (i.e., the data distribution), parameterised by low-dimensional latent factors. When it comes to discrete data, Latent Dirichlet Allocation (LDA) [Blei et al. (2003)] and Poisson Factor Analysis (PFA) [Canny (2004); Zhou et al. (2012)] are the two representative models that generate the samples using the multinomial and Poisson distributions, respectively. Originally, LDA and PFA can be seen as single-layer models, which have limited modelling expressiveness. Therefore, extensive research has been devoted to extending them with hierarchical Bayesian priors [Blei et al.].
(2018) conducted an in-depth analysis on how NBFA modelling overdispersion over the PMF models. Zhou (2018) has shown its potential for modelling the data variance independently of the mean. The negative-binomial distribution consists of one more parameter to adjust the data variance, which is a common misspecification in many existing models. This is because multinomial and Poisson are not designed for discrete data, which is a common misspecification in many existing models. Models with Poisson/multinomial do not distinguish between self- and cross-excitation and usually assume that the attributes of a sample are independently generated. Therefore, even with a complex multi-layer structure, the ultimate modelling capacity of modelling self- and cross-excitation in LDA, PFA, and Multi-VAE is limited. In contrast, as shown in Zhou (2018), negative-binomial in NBFA separates self-excitation from cross-excitation and explicitly models the former, making NBFA achieve better modelling performance than the models with multinomial/Poisson. Although self-excitation is directly modelled in NBFA, cross-excitation has to be implicitly captured by the interactions of the latent factors, which requires powerful modelling capacity. Unfortunately, the single-layer structure of NBFA only allows linear combinations of the latent factors, which limits its capacity of modelling cross-excitation.

On the other hand, besides count-valued data, binary matrices are also prevalent, such as in collaborative filtering. Although multinomial and Poisson are candidate choices of the data distribution for modelling counts, it may not be proper to apply them to binary data, which is a common misspecification in many existing models. This is because multinomial and Poisson may assign more than one count to one position, ignoring the fact that the data are binary. The misspecification could result in inferior modelling performance [Zhou, 2015].

Motivated by the above issues and desiderata, we present a deep generative model called Negative-Binomial Variational AutoEncoder (NBVAE for short), a VAE-based framework generating data with a negative-binomial distribution. It has the following attractive properties: 1) NBVAE is able to handle overdispersion in discrete data by sufficiently capturing both self- and cross-excitation. Specifically, with negative-binomial as the data distribution, NBVAE captures self-excitation explicitly in a similar way to NBFA. Moreover, unlike the single-layer structure of NBFA, the encoder in NBVAE has a deep structure, which can provide a richer capacity to better model cross-excitation. 2) The usage of negative-binomial in-
stead of multinomial enables us to develop a link function between the Bernoulli and negative-binomial distributions, which gives us a variant of NBVAE that can handle binary data with superior modelling performance. 3) Compared with conventional Bayesian PMF models, the VAE framework with amortised inference makes NBVAE more scalable in dealing with the large-scale discrete data.

With extensive experiments on both large-scale bag-of-words corpora and collaborative filtering datasets, we demonstrate that the negative-binomial distribution and its binary variant are better choices of VAEs for overdispersed discrete data. Compared with several state-of-the-art baselines (both shallow and deep models), NBVAE achieves significantly better performance in both text analysis and collaborative filtering tasks.

2 Model Details

In this section, we discuss the details of our proposed models. We start with an introduction of our proposed NBVAE model for count-valued data, and then give a detailed analysis on how self- and cross-excitation are captured in different models and why NBVAE is capable of better handling self- and cross-excitation. Finally, we describe the variant of NBVAE for binary-valued data.

2.1 Negative-Binomial Variational Autoencoder (NBVAE)

Like the standard VAE model, NBVAE consists of two major components: the decoder for the generative process and the encoder for the inference process. Here we focus on the generative process and discuss the inference procedure in Section 3.

Suppose the count-valued data that we are dealing with are stored in a $V$ by $N$ count matrix $Y \in \mathbb{N}^{V \times N} = [y_1, \ldots, y_N]$, where $N = \{0, 1, 2, \ldots\}$, $V$ and $N$ are the number of attributes and the number of samples, respectively. To generate the occurrences of the attributes for the $j^{th}$ ($j \in \{1, \ldots, N\}$) sample, $y_j \in \mathbb{N}^{V}$, we draw a $K$ dimensional latent representation $z_j \in \mathbb{R}^{K}$ from its prior, a standard multivariate normal distribution. After that, $y_j$ is drawn from a (multivariate) negative-binomial distribution with the parameters $r_j \in \mathbb{R}_{+}^{V}$ ($\mathbb{R}_{+} = \{x : x \geq 0\}$) and $p_j \in (0, 1)^{V}$. Moreover, $r_j$ and $p_j$ are obtained by transforming $z_j$ from two nonlinear functions, $f_{\theta'}(\cdot)$ and $f_{\theta''}(\cdot)$, parameterised by $\theta'$ and $\theta''$, respectively. The above generative process of $p(y_j | z_j)$ can be formulated as follows:

$$z_j \sim \mathcal{N}(0, I_K),$$
$$r_j = \exp(f_{\theta'}(z_j)),$$
$$p_j = 1/(1 + \exp(-f_{\theta''}(z_j)),$$
$$y_j \sim \text{NB}(r_j, p_j),$$

where $\text{NB}$ stands for a negative-binomial distribution.

Given the model construction, conditioned on the latent representation $z_j$, we can compute the values of $r_j$ and $p_j$, and then the likelihood of the sample $y_j$ can be written as:

$$p(y_j | r_j, p_j) \propto \prod_{v} \frac{\Gamma(r_{vj} + y_{vj})}{\Gamma(r_{vj})} (p_{vj})^{y_{vj}} (1 - p_{vj})^{r_j - y_{vj}}$$

where $\Gamma(\cdot)$ denotes the gamma function, $y_{vj}$, $r_{vj}$, and $p_{vj}$ are the $v^{th}$ ($v \in \{1, \ldots, V\}$) element of $y_j$, $r_j$ and $p_j$, respectively.

In the above process, $p_j$ is a $V$ dimensional vector, which is the output of $f_{\theta''}(\cdot)$. Alternatively, if we let the output of $f_{\theta''}(\cdot)$ be a single number $p_j \in (0, 1)$ specific to sample $j$, according to Theorem 1 in Zhou (2018), we can derive an alternative representation of NBVAE:

$$z_j \sim \mathcal{N}(0, I_K),$$
$$r_j = \exp(f_{\theta'}(z_j)),$$
$$p_j = 1/(1 + \exp(-f_{\theta''}(z_j)),$$
$$y_{vj} \sim \text{NB}(r_j, p_j),$$
$$y_j \sim \text{DirMulti}(y_j | r_j),$$

where “DirMulti” stands for the Dirichlet-multinomial distribution, $y_{vj} = \sum_v y_{vj}$ is the total count, and $r_j = \sum_v r_{vj}$.

Accordingly, we refer this representation of NBVAE to as NBVAE$_{dm}$ (dm for Dirichlet-multinomial). Note that NBVAE$_{dm}$ can also be viewed as a deep, nonlinear generalization of models based on Dirichlet-multinomial to capture word burstiness Doyle and Elkan (2009); Buntine and Mishra (2014). However, unlike such models where inference is considerably more difficult, our model admits a much simpler and faster inference procedure as detailed in Sec. 3. Another appealing aspect of NBVAE$_{dm}$, when compared with our original model NBVAE, is that NBVAE$_{dm}$ has fewer number of model parameters, and gives faster converge speed, which we will show in the experiments.

2.2 How NBVAE Captures Self- and Cross-Excitation

After giving the details of NBVAE above, we now examine how it models self- and cross-excitation in large-scale count data. For easy comparison, we first present
a unified probabilistic matrix factorisation framework:

\[ y_j \sim D(l_j), \]  

(11)

where \( D \) denotes a probabilistic measure parameterised by \( l_j \).

Next, we reformulate the models related to NBVAE using this framework as follows (also summarised in Table 1):

\textbf{PFA}: Canny \cite{2004} \& Zhou \textit{et al.} \cite{2012}: It is obvious that PFA directly fits into this framework, where \( D \) is the Poisson distribution and \( l_j = \Phi \theta_j \). Here \( \Phi \in \mathbb{R}^{V \times K} = [\phi_1, \ldots, \phi_K] \) is the factor loading matrix and \( \Theta \in \mathbb{R}^{K \times N} = [\theta_1, \ldots, \theta_N] \) is the factor score matrix. In other words, \( \theta_j \) is the latent representation of sample \( j \) and the \( v^{th} \) row of \( \Phi \) is the latent representation of attribute \( v \). Their linear combinations determine the probability of the occurrence of \( v \) in \( j \).

\textbf{LDA}: Blei \textit{et al.} \cite{2003}: While originally proposed for bag-of-words of documents, LDA explicitly assigns a topic \( z_j^{(i)} \) to the \( i^{th} \) word in document \( j \), \( w_j^{(i)} \), with the following process: \( z_j^{(i)} \sim \text{Cat}(\theta_j/\theta_j) \) and \( w_j^{(i)} \sim \text{Cat}(\phi_{z_j^{(i)}}) \), where \( \theta_j = \sum_k \theta_k \) and “Cat” is the categorical distribution. By collapsing (marginalising out) all the topics, we can derive an equivalent representation of LDA, which is in line with the general framework: \( y_j \sim \text{Multi}(y_j, l_j) \), where \( l_j = \Phi \theta_j / \theta_j \) and “Multi” stands for the multinomial distribution.

\textbf{MultiVAE}: Miao \textit{et al.} \cite{2016} \& Krishnan \textit{et al.} \cite{2018} \& Liang \textit{et al.} \cite{2018}: MultiVAE generates data from a multinomial distribution, whose parameters are constructed by the decoder: \( y_j \sim \text{Multi}(y_j, l_j) \), where \( l_j = \text{softmax}(f_\theta(z_j)) \).

\textbf{NBFA}: Zhou \cite{2018}: NBFA uses a negative-binomial distribution as the data distribution, the generative process of which can be represented as: \( y_j \sim \text{NB}(l_j, p_j) \), where \( l_j = \Phi \theta_j \).

Given that NBVAE and NBVAE\textsubscript{dm} are already in this framework, we can compare them to the above models. Without loss of generality, we consider the scenario of text analysis, where the predictive distribution of the \( i^{th} \) word in the \( j^{th} \) document, \( w_j^{(i)} \), conditioned on the the other words, \( Y^{-ij} \):

\[ L = \text{p}(w_j^{(i)} = v \mid Y^{-ij}) = \int \text{p}(w_j^{(i)} = v \mid l_j^{(i)}) \text{p}(l_j^{(i)} \mid Y^{-ij}) \text{d}l_j^{(i)}, \]  

(13)

where \( \text{p}(w_j^{(i)} = v \mid l_j^{(i)}) \) is the data likelihood given the model parameters obtained from the posterior, \( \text{p}(l_j^{(i)} \mid Y^{-ij}) \). Note that we use \( l_j^{(i)} \) to denote the model parameters obtained from the posterior and leave \( l_j \) to denote the parameters of the data distribution. Given \( l_j^{(i)} \), we have \( \text{p}(w_j^{(i)} = v \mid l_j^{(i)}) = p(v_j^{(i)} / l_j^{(i)}). \)

Now we show the details of how different models obtain the predictive distribution parameters \( l_j^{(i)} \) according to their posterior distributions in Table 2 where \( y_j^{-i} \) denotes the number of \( v \)’s occurrences in document \( j \) excluding the \( i^{th} \) word. We have the following remarks of the comparisons shown in Table 2: 1) In the comparison between PFA, LDA, MultiVAE V.S. NBFA, NBVAE, NBVAE\textsubscript{dm}, it can be seen that the latter three models explicitly capture self-excitation via the term \( y_j^{(i)} \) in the predictive distributions. That is to say, if \( v \) appears more in document \( j \), \( y_j^{(i)} \) will be larger, leading to larger probability that \( v \) shows up again. On the other hand, PFA, LDA, and MultiVAE cannot directly capture self-excitation because they predict a word purely based on the interactions of the latent representations and pays less attention to how frequently a word appears in a document. Therefore, no matter how complex the interactions of the latent representations are in those models, their potential of modelling self-excitation is still limited. 2) For NBVAE and NBFA, self- and cross-excitation are modelled separately in their predictive distributions and self-excitation is explicitly captured by \( y_j^{(i)} \). Therefore, the interactions of the latent factors are only responsible for cross-excitation. However, NBFA applies a single-layer linear combination of the latent representations, \( \sum_k \phi_{(k)} \theta_{(k)} \), which limits its capacity of capturing cross-excitation. While NBVAE can be viewed as a deep extension of NBFA, using a deep neural network to conduct multi-layer nonlinear combinations of the latent representations, \( \sum_k \phi_{(k)} \theta_{(k)} \). Therefore, NBVAE en-

| Table 1: Comparison of the data distributions |
|-----------------------------------------------|
| Model    | Data distribution | Parameter |
|----------|-------------------|-----------|
| PFA      | \( y_j \sim \text{Poi}(l_j) \) | \( l_j = \Phi \theta_j \) |
| LDA      | \( y_j \sim \text{Multi}(y_j, l_j) \) | \( l_j = \Phi \theta_j \) |
| MultiVAE | \( y_j \sim \text{Multi}(y_j, l_j) \) | \( l_j = \text{softmax}(f_\theta(z_j)) \) |
| NBFA     | \( y_j \sim \text{NB}(l_j, p_j) \) | \( l_j = \Phi \theta_j \) |
| NBVAE    | \( y_j \sim \text{NB}(l_j, p_j) \) | \( p_j = 1/(1 + \exp(-f_\theta(z_j))) \) |
| NBVAEdm  | \( y_j \sim \text{DieMulti}(y_j, l_j) \) | \( l_j = \Phi \theta_j \) |

| Table 2: Comparisons of the predictive distributions |
|-----------------------------------------------|
| Model    | Predictive distribution | Parameters from posterior |
|----------|--------------------------|---------------------------|
| PFA/LDA  | \( l_j \sim \text{Cat}(\theta_j/\theta_j) \) | \( \Phi \theta_j = p(\Phi \theta_j \mid Y^{-ij}) \) |
| MultiVAE | \( l_j \sim \text{softmax}(f_\theta(z_j)) \) | \( z_j \sim q(z_j \mid Y^{-ij}) \) |
| NBFA     | \( l_j \sim \text{Cat}(\theta_j/\theta_j) \) | \( \Phi \theta_j, p_j = p(\Phi \theta_j, p_j \mid Y^{-ij}) \) |
| NBVAE    | \( l_j \sim \text{softmax}(f_\theta(z_j)) \) | \( z_j \sim q(z_j \mid Y^{-ij}) \) |
| NBVAEdm  | \( l_j \sim \text{softmax}(f_\theta(z_j)) \) | \( z_j \sim q(z_j \mid Y^{-ij}) \) |
We first draw a sample by thresholding the counts at one, detailed as from NBVAE and then generate binary attributes of a random vector of random counts \( \mathbf{y} \in \{0, 1\}^V \times N \), we make use of the idea of the link function introduced in Zhou (2015). We first draw a \( V \) dimensional vector of random counts from NBVAE and then generate binary attributes of a sample by thresholding the counts at one, detailed as follows:

\[
\mathbf{m}_j \sim \text{NBVAE}(\mathbf{z}_j), \\
\mathbf{y}_j = 1(\mathbf{m}_j \geq 1),
\]

where “NBVAE” stands for the generative process of NBVAE given \( \mathbf{z}_j, \mathbf{m}_j \in \mathbb{N}^V \), and \( 1(\cdot) \) is the indicator function. \( \mathbf{m}_j \) and \( \mathbf{y}_j \) are the latent discrete intensity of attribute \( v \) being ON in sample \( j \). As \( \mathbf{m}_j \) is drawn from negative-binomial, we do not have to explicitly generate it. Instead, if we marginalise it out, we can get the following data likelihood:

\[
y_j \sim \text{Bernoulli} \left( 1 - (1 - p_j)\gamma \right),
\]

where \( r_j \) and \( p_j \) have the same construction of the original NBVAE. For convenience, we refer this extension of NBVAE as to NBVAE_b (b for binary).

### 3 Variational Inference

In this section, we give the details on how to learn the proposed NBVAE, NBVAE_dm, and NBVAE_b with variational inference. Following the standard amortized variational inference procedure of VAEs, instead of directly deriving the posterior of a model \( p(\mathbf{z}_j | \mathbf{y}_j) \), we propose a data-dependent variational distribution \( q(\mathbf{z}_j | \mathbf{y}_j) \) to approximate the true posterior, constructed as follows:

\[
\tilde{\mu}_j, \tilde{\sigma}^2 = f_\phi(\mathbf{y}_j),
\]

\[
z_j \sim \mathcal{N}\left( \tilde{\mu}_j, \text{diag}(\tilde{\sigma}^2) \right)
\]

As the variational distribution transforms a sample’s attributes into its latent representation, it is referred to as the encoder of VAEs.

Given \( q(\mathbf{z}_j | \mathbf{y}_j) \), the learning objective is to maximise the Evidence Lower BOund (ELBO) of the marginal likelihood of the data, in terms of the decoder parameters \( \theta^v \) and the encoder parameter \( \phi \). The ELBO of the \( j \)th sample can be formulated as follows:

\[
\mathbb{E}_{q(\mathbf{z}_j | \mathbf{y}_j)} \left[ \log p(\mathbf{y}_j | \mathbf{z}_j) \right] - \text{KL} \left[ q(\mathbf{z}_j | \mathbf{y}_j) \| p(\mathbf{z}_j) \right]
\]

where \( p(\mathbf{y}_j | \mathbf{z}_j) \) corresponds to Eq. (5), Eq. (10), and Eq. (19) for NBVAE, NBVAE_dm, and NBVAE_b, respectively.

To estimate the expectation term on the left-hand side of the ELBO, we need to do sampling from \( q(\mathbf{z}_j | \mathbf{y}_j) \), making it nontrivial to take gradients with respect to \( \phi \). Using the reparametrization trick (Kingma and Welling, 2013; Rezende et al., 2014), we are able to sidestep this problem by:

\[
\epsilon \sim \mathcal{N}(0, \mathbf{I}_K) \\
\text{reparametrize } \mathbf{z}_j := \tilde{\mu}_j + \epsilon \odot \tilde{\sigma}^2
\]

The Kullback-Leibler (KL) divergence on the right-hand side of the ELBO is calculated between the variational distribution and the prior distribution. The inference algorithm is shown in Algorithm 1.

### 4 Related Work

In this section, we review the existing methods that are closely related to ours. This can be categorised into two main categories as follows.
Algorithm 1 The learning algorithm of NBVAE, NBVAEm, and NBVAEn.

1: Inputs: Discrete matrix Y
2: Randomly initialise $\theta^r$, $\theta^p$, $\phi$
3: while not converged do
4:   Sample a batch of samples $B$
5:   for all $x_j \in B$ do
6:     Sample $z_j \sim q(z_j \mid y_j)$
7:     Compute the gradients of EBLO with respect to $\theta^r$, $\theta^p$, $\phi$
8:   end for
9:   Update $\theta^r$, $\theta^p$, $\phi$
10: end while
11: Outputs: $\theta^r$, $\theta^p$, $\phi$

Probabilistic matrix factorisation models for discrete data. Lots of well-known models fall into this category, including Latent Dirichlet Allocation [Blei et al., 2003] and Poisson Factor Analysis [Zhou et al., 2012], as well as their hierarchical extensions such as Hierarchical Dirichlet Process [Teh et al., 2012], nested Chinese Restaurant Process (nCRP) [Blei et al., 2010], nested Hierarchical Dirichlet Process (nHDP) [Paisley et al., 2015], Deep Poisson Factor Analysis (DPFA) [Gan et al., 2015a], Deep Exponential Families (DEF) [Ranganath et al., 2015], Deep Poisson Factor Modelling (DPFM) [Henao et al., 2015], and Gamma Belief Networks (GBNs) [Zhou et al., 2016]. Among various models, the closest ones to ours are Negative Binomial Factor Analysis (NBFA) [Zhou, 2018], which uses the negative binomial distribution to model self-excitation of count-valued data, and non-parametric LDA (NP-LDA) [Buntine and Mishra, 2014] which uses a Dirichlet-multinomial. Our model can be viewed as a deep generative extension of NBFA, providing a more powerful expressive capacity and flexibility than NBFA, which is with a flat structure. In terms of inference, MCMC is used by most of the aforementioned models, which may suffer from scalability issues in both the training and testing phases (averaging over multiple samples is however desired to make predictions). Whereas the inference of our proposed VAE-based models is done by AVI, which enjoys not only excellent scalability but also better flexibility and usability for large-scale data.

VAEs for discrete data. Compared to the extensive applications in image analysis, VAEs for discrete data are relatively rare. Miao et al. [2016] proposed the Neural Variational Document Model (NVDM), which extended the standard VAE with multinomial likelihood for document modelling and Miao et al. [2017] further built a VAE to generate the document-topic distributions in the LDA framework. Srivastava and Sutton [2017] developed an AVI algorithm for the inference of LDA, which can be viewed as a VAE model, although the generative process is the same as the original LDA. Card et al. [2018] introduced a general VAE framework for topic modelling, which is able to incorporate meta-data. Grønbech et al. [2019] recently proposed a Gaussian mixture VAE with negative-binomial distributions in the LDA framework. Srivastava and Sutton [2017] developed an AVI algorithm for the inference of LDA, which can be viewed as a VAE model, although the generative process is the same as the original LDA. Card et al. [2018] introduced a general VAE framework for topic modelling, which is able to incorporate meta-data. Grønbech et al. [2019] recently proposed a Gaussian mixture VAE with negative-binomial distribution for gene data, which has a different construction to ours and the paper does not consider DirMulti or binary construction, or in-depth analysis. Krishnan et al. [2018] recently found that using the standard training algorithm of VAEs in large sparse discrete data may suffer from model underfitting and they proposed Nonlinear Factor Analysis (NFA) with a stochastic variational inference (SVI) [Hoffman et al., 2013] algorithm initialised by AVI to mitigate this issue. In the collaborative filtering domain, Liang et al. [2018] noticed a similar issue and alleviated it by proposing MultiVAE with a training scheme based on KL annealing [Bowman et al., 2016]. Note that NVDM, NFA, and MultiVAE are the closest ones to ours, the generative processes of the three models are very similar but their inference procedures are different. NFA is reported to outperform NVDM on text analysis [Krishnan et al., 2018] while MultiVAE is reported to have better performance than NFA on collaborative filtering tasks [Liang et al., 2018]. Although our models are targeted on sparse discrete data as well, we improve the modelling performance in a different way, i.e., by better capturing self- and cross-excitation so as to better handle overdispersion. Moreover, NFA and MultiVAE work with the multinomial distribution, which may not work properly for binary data. Whereas our proposed NBVAEm models binary data with the Bernoulli distribution.

5 Experiments

In this section, we evaluate the proposed models on two important applications of discrete data: text analysis and collaborative filtering. These experiments are conducted on large-scale real-world datasets including both count-valued and binary ones, demonstrating that our models achieve the state-of-the-art performances on the two tasks compared with several most recent advances.

5.1 Experiments on Text Analysis

Our first set of experiments is on text analysis.
### 5.1.1 Datasets

We used three widely-used corpora: Srivastava et al. (2013), Gan et al. (2015a), Henao et al. (2015b), and Cong et al. (2017). The first two datasets were downloaded from the code repository of Gan et al. (2015a). The Wiki dataset was downloaded from Wikipedia using the scripts provided in Hoffman et al. (2010).

### 5.1.2 Metric

We report per-held-out-word perplexity of all the models, which is a widely-used metric for text analysis. Following the approach in Wallach et al. (2009), after training a model with the training documents, we randomly selected some words as the observed words and used the remaining words as the unobserved words in each testing document, then used the observed words to estimate the predictive probability, and finally computed the perplexity of the unobserved words. Specifically, suppose that the matrix of the testing documents is \( Y^* \in \mathbb{R}^{V \times N_{test}} \), which is split into the observed word matrix \( Y^{o*} \in \mathbb{R}^{V \times N_{test}} \) and the unobserved word matrix \( Y^{u*} \in \mathbb{R}^{V \times N_{test}} \), where \( Y^* = Y^{o*} + Y^{u*} \). The predictive distributions of the testing documents are estimated with \( Y^{o*} \) and used to compute the perplexity of \( Y^{u*} \), detailed as follows:

\[
\text{Perplexity} = \exp \left( - \frac{1}{y^{u*}} \sum_{v} \sum_{j} N_{test} y^{u*} \log \frac{l_{v,j}}{l_{j}} \right)
\]

where \( y^{u*} = \sum_{j} \sum_{v} y^{u*} \). Note that the derivation of \( l_{v,j} \) is model specific, which is shown in Table 2. To conduct a fair comparison of perplexity, the settings of the datasets including the preprocessing process, the training/testing splits, the observed/unobserved words splits, and the perplexity calculation are consistent with those in Gan et al. (2015a), Henao et al. (2015b), Cong et al. (2017).

### 5.1.3 Baselines

We compared our proposed NBVAE and NBVAE with the following three categories of state-of-the-art models for text analysis: 1) Bayesian deep extensions of PFA and LDA: DLDA Cong et al. (2017), DPFM Henao et al. (2015), DPFA Gan et al. (2015b) with different kinds of inference algorithms such as Gibbs sampling, stochastic variational inference, and stochastic gradient MCMC (SGMCMC) Chen et al. (2014); 2) NBFA Zhou (2018), a recently-proposed single-layer factor analysis model with negative-binomial likelihood, whose inference is done by Gibbs sampling. As NBFA is a nonparameric model, we used its truncated version to compare with other models. 3) MultiVAE Liang et al. (2018), Krishnan et al. (2018), a recent VAE model for discrete data with the multinomial distribution as the data distribution. We used the implementation of MultiVAE in Liang et al. (2018).

### 5.1.4 Experimental Setup

In terms of model settings of our proposed models, following Liang et al. (2018), we used the same settings as for MultiVAE. Specifically, we applied the multilayer perceptrons (MLP) with tanh as the nonlinear activation function between the layers of the encoder and the decoder. We used the same network architecture for \( f_{\theta'}(\cdot) \) and \( f_{\phi'}(\cdot) \) (only applicable to NBVAE) and the architecture of \( f_{\phi}(\cdot) \) is symmetric to those of \( f_{\theta'}(\cdot) \) and \( f_{\phi'}(\cdot) \). Moreover, the output layers of \( f_{\theta'}(\cdot) \), \( f_{\phi'}(\cdot) \), and \( f_{\phi}(\cdot) \) have no activation function. We set the batch size to 500 and 2000 for 20NG and the other two larger datasets, respectively. The number of training epochs was set to 300. The optimisation of the VAE models was done by Adam Kingma and Ba (2014) with 0.003 as the learning rate. For the baselines, we used the original model settings provided in the code published by the authors. For the VAE-based models, we report the perplexity computed with the parameters (the encoder and decoder) in the last iteration of the training phrase, whereas for models with MCMC sampling (e.g., NBFA), we report the perplexity averaged over multiple samples in the collection iterations.
Figure 1: Perplexity of the testing documents over training iterations on the 20NG dataset. (a) Perplexity of DLDA ([128-64-32]), NBVAE ([128]), and VAE models ([128-64]). Unlike in Table 5, where we report the averaged perplexity for DLDA and NBFA, here we report their point perplexity with a single sample, which is expected to be higher than the averaged perplexity. (b)-(d) Perplexity of MultiVAE, NBVAEdm, and NBVAE, respectively. Here we varied the depth of the layers and the length of each layer.

Table 5: Perplexity comparisons. Best results for each dataset are in boldface. TLASGR and SGNHT are the algorithms of SGMCMC, detailed in the papers of DLDA Cong et al. (2017) and DPFA Gan et al. (2015a). Some of the results of models with Gibbs sampling on RCV and Wiki are not reported because of the scalability issue.

| Model      | Inference | Layers          | 20NG | RCV | Wiki |
|------------|-----------|-----------------|------|-----|------|
| DLDA       | TLASGR    | 128-64-32       | 757  | 815 | 786  |
| DPFM       | Gibbs     | 128-64-32       | 752  | 802 | -    |
| DPFA-SBN   | SVI       | 128-64          | 818  | 961 | 791  |
| DPFA-RBM   | MCMC      | 128-64-32       | 780  | 908 | 783  |
| DPFA-SBN   | Gibbs     | 128-64-32       | 827  | -   | -    |
| DPFA-RBM   | SGNHT     | 128-64-32       | 846  | 1143| 876  |
| NBFA       | Gibbs     | 128-64-32       | 896  | 920 | 942  |
| MultiVAE   | VAE       | 128-64          | 746  | 632 | 629  |
| MultiVAE   | VAE       | 128             | 722  | 786 | 756  |
| NBVAEdm    | VAE       | 128-64          | 680  | 590 | 478  |
| NBVAEdm    | VAE       | 128             | 749  | 709 | 526  |
| NBVAE      | VAE       | 128-64          | 685  | 579 | 464  |
| NBVAE      | VAE       | 128             | 714  | 694 | 529  |

Table 6: Perplexity comparisons with larger layer width.

| Model         | Inference | Layers          | RCV | Wiki |
|---------------|-----------|-----------------|-----|------|
| DLDA          | TLASGR    | 256-128-64      | 716 | 682  |
| NBFA          | Gibbs     | 256             | 649 | -    |
| MultiVAE      | VAE       | 256-128         | 587 | 589  |
| NBVAEdm       | VAE       | 256-128         | 552 | 462  |
| NBVAE         | VAE       | 256-128         | 535 | 451  |
| DLDA          | TLASGR    | 512-256-128     | 656 | 602  |
| MultiVAE      | VAE       | 512-256         | 552 | 558  |
| NBVAEdm       | VAE       | 512-256         | 572 | 451  |
| NBVAE         | VAE       | 512-256         | 512 | 445  |

Figure 2: Comparisons of the entropy histograms on the 20NG dataset.

5.1.5 Results and Analysis

The perplexity results are shown in Table 5. In this experiment, following the settings of Gan et al. (2015a); Henao et al. (2015); Cong et al. (2017), we report the performance of DLDA, DPFM, and DPFA with two and/or three hidden layers, which are the best results reported in their papers. For the VAE-based models, we varied the network architecture with one and two hidden layers and vary the depth of the layers and the size of each layer later.

Given the perplexity comparisons shown in Table 5, we have the following remarks on the results: 1) If we compare NBFA with the deep Bayesian models with Poisson distributions listed above it in the table, the results show that modelling self-excitation with the negative-binomial distribution in NBFA has a large contribution to the modelling performance. 2) It can be observed that the single-layer VAE models (i.e., MultiVAEs with one layer) achieve no better results than NBFA. However, when multi-layer structures were...
used, VAE models largely improve their performance. This shows the increased model capacity with deeper neural networks is critical to getting better modelling performance via cross-excitation. 3) Most importantly, our proposed NBVAE and NBVAEdim significantly outperform all the other models, which proves the necessity of modelling self-excitation explicitly and modelling cross-excitation with the deep structures of VAE. 4) Furthermore, the differences of perplexity between NBVAE and NBVAEdim are quite marginal, which is in line with the fact that they are virtually equivalent representations of the same model.

To study why our models achieve better perplexity results than the others, we conducted an additional set of experiments with an in-depth analysis as follows.

**Perplexity with larger layer width.** In Table 5, we followed the settings of [Gan et al. 2015a; Henao et al. 2015; (Cong et al.) 2017] to set up the network structure, where 128 was used as the maximum layer width. Given the sizes of RCV and Wiki, we increased the maximum to 256 and 512 to further compare the results of related models and study if the width of layer matters in the modelling. The results are shown in Table 6. If jointly looking at Table 5 and Table 6, we find 1) with the increased layer widths, all the models have gained significant improvement. 2) Among all the models, regardless of the number of neurons used in each layer, both NBVAE and NBVAEdim outperform the others with a significant margin. 3) the table also shows that with smaller model structures (i.e., [256-128]), NBVAE and NBVAEdim is able to achieve comparable results with the other models with larger structures, further demonstrating our model’s expressiveness.

**Comparisons of convergence speed.** Here we compare the perplexity convergence speed of our models with DLDA, NBFA, and MultiVAE, in Figure 1a. It can be seen that VAE models enjoys faster convergence speed than DLDA and NBFA using MCMC sampling. Moreover, to estimate the posterior of DLDA and NBFA, we need to average over multiple samples. To do so, the algorithm needs to iterate over the testing documents multiple times. Whereas our models are able to derive good results with a single sample. Furthermore, although NBVAE and NBVAEdim achieve similar results after their convergence, NBVAEdim converges slightly faster, as NBVAEdim has fewer parameters than NBVAE.

**Overfitting/Underfitting of VAE models.** Unlike conventional Bayesian models with hierarchical prior distributions such as DLDA, it is known that VAE models are sensitive to the dimensions of the latent representations and the encoder/decoder structures. Here we study how the performance of the VAE models on 20NG varies with different settings, shown in Figure 1b to 1d. It can be seen that increasing the layer widths from [128-64] to [256-128] and [512-256] improves MultiVAE’s performance but it is not the case for NBVAE and NBVAEdim. This is because that NBVAE and NBVAEdim have more parameters than MultiVAE, so increasing the parameter space will cause overfitting in the two models more easily. As NBVAE is with more parameters than NBVAEdim, the overfitting in NBVAE is more obvious.

Comparisons of predictive distribution entropy. To further analyse the predictive distributions of related models, we compare the entropy of the predictive distributions on the testing documents of 20NG. The entropy of document \( j \) given the predictive distribution parameterised with \( l_j' \) is computed as follows:

\[
\text{entropy}_j = \exp \left( - \frac{1}{V} \sum_v t_{vj}' \log(t_{vj}') \right),
\]

where \( t_{vj}' \) is assumed to be normalised and is computed model-specifically according to Table 2.

After computing the entropy of all the testing documents, we plot the histograms in Figure 2. The intuition here is that the entropy of the predictive distribution of a document can be viewed as the effective number of unique words that the document is expected to focus on, given a model. Therefore, if a model takes self-excitation into account, the entropy of a document is expected to be small, because the model’s predictive distribution will put large mass on the words that already occur in the document. That is to say, the document is expected to focus on the existing words. Whereas if a model without the consideration of self-excitation, its predictive distribution of

Note that compared with RCV and Wiki, 20NG is a relatively small dataset. Therefore, unlike results in Table 6, using larger layer widths is easier to cause overfitting.
a document would relatively spread over all the words. Figure 2 shows that the average entropy of our models is smaller than that of MultiVAE, demonstrating the effect of modelling self-excitation.

5.2 Experiments on Collaborative Filtering

Our second set of experiments is targeted at collaborative filtering, where the task is to recommend items to users using their clicking history.

5.2.1 Datasets

We evaluate our models’ performance on four user-item consumption datasets: MovieLens-10M (ML-10M)\(^\text{6}\)\(^\text{7}\), MovieLens-20M (ML-20M)\(^\text{8}\), Netflix Prize (Netflix)\(^\text{9}\), and Million Song Dataset (MSD)\(^\text{10}\)\(^\text{11}\)\(^\text{12}\). All the datasets were preprocessed and binarised by the Python code provided by Liang et al. (2018), using the same settings described in the paper. The statistics of the datasets are shown in Table 4. Note that following Liang et al. (2018), we also generated a validation set with the same size of the testing set.

5.2.2 Metrics

Two ranking-based metrics were used. They are Recall@\(R\) and the truncated normalized discounted cumulative gain (NDCG@\(R\)). To compute those metrics, following Liang et al. (2018), we first estimated the parameters \(\hat{U}_j\) of the predictive distribution of user \(j\) given the observed items \(y_j^u\), and then ranked the unobserved items \(y_j^u\) by sorting \(\hat{U}_j\). The metrics are computed as follows:

\[
\text{Recall@}R = \frac{\sum_{r=1}^{R} 1\left(y_{\omega(r)}^u = 1\right)}{\min(\hat{R}, y_j^u)} \tag{22}
\]

\[
\text{DCG@}R = \frac{\sum_{r=1}^{R} 2^1(y_{\omega(r)}^u = 1) - 1}{\log(r + 1)} \tag{23}
\]

where \(\omega(r) \in \{1, \ldots, V\}\) is the item at rank \(r\), which is obtained by sorting the predictive probability of the user; \(1\left(y_{\omega(r)}^u = 1\right)\) indicates whether the item is actually clicked on by user \(j\); NDCG@\(R\) is computed by linearly normalising DCG@\(R\) into \([0, 1]\). Intuitively, Recall@\(R\) measures the number of the \(R\) predicted items that are within the set of the ground-truth items but does not consider the item rank in \(R\), while NDCG@\(R\) assigns larger discounts to lower ranked items. In the experiments, we used the code provided in Liang et al. (2018) to compute the above two metrics. Moreover, we report the testing performance of the models with the best NDCG@50 on the validation set.

5.2.3 Baselines

Recall that datasets used here are binary. So we compared NBVAE\(_b\), with the following two recent VAE models: 1) MultiVAE. 2) MultiDAE Liang et al. (2018), a denoising autoencoder (DAE) with multinomial likelihood, which introduces dropout Srivastava et al. (2014) at the input layer. MultiVAE and MultiDAE are the state-of-the-art VAE models for collaborative filtering and they have been reported to outperform several recent advances such as Wu et al. (2016) and He et al. (2017).

5.2.4 Experimental Setup

For NBVAE, NBVAE\(_{\text{dim}}\), and NBVAE\(_b\), we used the same settings as in the text analysis experiments, except that: 1) The batch size was set to 500 for all the datasets. 2) The width of the hidden layers for the decoder and encoder was set to [600-200]. 3) We used the same KL annealing procedure of MultiVAE and MultiDAE Liang et al. (2018) on almost all the datasets, In particular, the margin is notably large while the \(R\) value is small, such as 1 or 5. It indicates that the top-ranked items in NBVAE\(_b\) are always more accurate than those ranked by MultiVAE and MultiDAE. This fact is also supported by the large gap in terms of NDCG@\(R\) between the performance of NBVAE\(_b\) and the two baselines, as NDCG@\(R\) penalises the true items that are ranked low by the model.

The experimental results show that it is beneficial to model binary data directly with a binary model, instead of treating them as count-valued data with multinomial like in MultiVAE and MultiDAE. To further demonstrate this, we compare NBVAE\(_b\) with NBVAE and NBVAE\(_{\text{dim}}\) on the ML-10M dataset, where the
Table 7: NDCG@R (N@R) and Recall@R (R@R) of NBVAE and its variants on ML-10M. Best results are in boldface.

| Model       | N@1 | N@5 | N@10 | N@20 | N@50 | R@1 | R@5 | R@10 | R@20 | R@50 |
|-------------|-----|-----|------|------|------|-----|-----|------|------|------|
| NBVAE       | 0.3443 | 0.2951 | 0.3012 | 0.3263 | 0.3788 | 0.3333 | 0.2927 | 0.3224 | 0.3968 | 0.5453 |
| NBVAEm     | 0.3441 | 0.3034 | 0.3070 | 0.3294 | 0.3800 | 0.3441 | 0.3005 | 0.3270 | 0.3978 | 0.5441 |
| NBVAEb     | 0.3684 | 0.3187 | 0.3198 | 0.3394 | 0.3878 | 0.3684 | 0.3124 | 0.3360 | 0.4039 | 0.5456 |

latter two models treat binary data as count-valued data. The results of NDCG@R and Recall@R on ML-10M are shown in Table 7. It can be observed that NBVAEb’s results are significantly better than NBVAE and NBVAEm, showing the necessity of dealing with binary data separately from count-valued data.

6 Conclusion

We focussed on analysing and tackling overdispersion in large-scale discrete data with deep generative models. Specifically, we have given detailed analysis on how related models capture self- and cross-excitation in discrete data, and demonstrated that to better model overdispersion, it is necessary to deal with both kinds of excitations properly. To achieve this, we have proposed a VAE framework using negative-binomial as the data distribution, where the mechanism of the negative-binomial distribution explicitly captures self-excitation and deep neural networks of VAE framework help model cross-excitation better. In addition, unlike many of the existing models, which may misuse a multinomial for modelling binary data, the proposed NBVAE enables developing a link function between the negative-binomial and Bernoulli, which is a proper approach working on binary data. To demonstrate our models’ advantages, we have conducted extensive experiments on text corpora and collaborative filtering datasets. The proposed NBVAE and NBVAEem achieve the state-of-the-art performance in terms of perplexity on text analysis and our NBVAEb outperforms the recent VAE advances in collaborative filtering in terms of ranking-based metrics, Recall@R and NDCG@R, on several benchmark datasets.
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