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Abstract. A virtual knot is an equivalence class of embeddings of $S^1$ into thickened (closed oriented) surfaces, up to self-diffeomorphism of the surface and certain handle stabilisations. The slice genus of a virtual knot is defined diagrammatically, in direct analogy to that of a classical knot. However, it may be defined, equivalently, as follows: a representative of a virtual knot is an embedding of $S^1$ into a thickened surface $\Sigma_g \times I$; what is the minimal genus of oriented surfaces $S \to M \times I$ with the embedded $S^1$ as boundary, where $M$ is an oriented 3-manifold with $\partial M = \Sigma_g$?

We compute and estimate the slice genus of all virtual knots of 4 classical crossings or less. We also compute or estimate the slice genus of 46 virtual knots of 5 and 6 classical crossings whose slice status is not determined in the work of Boden, Chrisman, and Gaudreau. The computations are made using two distinct virtual extensions of the Rasmussen invariant, one due to Dye, Kaestner, and Kauffman, the other due to the author. Specifically, the computations are made using bounds on the two extensions of the Rasmussen invariant which we construct and investigate. The bounds are themselves generalisations of those on the classical Rasmussen invariant due, independently, to Kawamura and Lobb. The bounds allow for the computation of the extensions of the Rasmussen invariant in particular cases. As asides we identify a class of virtual knots for which the two extensions of the Rasmussen invariant agree, and show that the extension due to Dye, Kaestner, and Kauffman is additive with respect to the connect sum.

1. Introduction

1.1. Statement of results

A virtual knot is an equivalence class of embeddings of $S^1$ into thickened (closed oriented) surfaces, up to self-diffeomorphism of the surface and handle stabilisations whose attaching spheres do not intersect the embedded $S^1$; virtual links are defined analogously [17]. They are represented diagrammatically using knot diagrams with an extra crossing decoration, the virtual crossing $\bigcirc$, up to the virtual Reidemeister moves; see Figure 3 for such a diagram.

The slice genus of a virtual knot is defined in direct analogy to that of classical knots (see Section 1.2); it is less well-studied than that of classical knots, but obstructions to sliceness of virtual knots have been developed by a number of authors. They include the index polynomial of Heinrich [14] and the graded genus of Turaev [29]. Boden, Chrisman, and Gaudreau [4] have used these invariants and others to compute or estimate the slice genus of a very large number of the 92800 virtual knots of 6 crossing or less (as given in Green’s table [13]).

In another direction, Manturov and Fedoseev have produced slice obstructions for free knots [24, 10, 11]. A free knot is an equivalence class of 4-valent graphs, and a Gauss code representing a virtual knot may be projected to a code representing a free knot by forgetting the signs and directions of its chords. Given a free knot $\Gamma$, obstructing the sliceness of $\Gamma$ necessarily obstructs the sliceness of every virtual knot which projects to it.

We shall focus on the Rasmussen invariant. It has been extended to virtual knots in two different ways, producing two distinct Rasmussen-like invariants: the virtual Rasmussen
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invariant due to Dye, Kaestner, and Kauffman [9], and the doubled Rasmussen invariant due to the author [27]. Both of these extensions provide obstructions to the sliceness of virtual knots (again see Section 1.2).

In this paper we employ these extensions of the Rasmussen invariant to compute or estimate the slice genus of virtual knots. The extensions themselves are derived from two distinct generalisations of Khovanov homology to virtual links, reviewed in Section 2. The results of the computations are given in two tables which begin on page 24 and page 27 respectively, and are outlined in Section 1.1.1.

Let \( K \) be a virtual knot; postponing their definition until Section 2, let \( s(K) \in 2\mathbb{Z} \) and \( s(K) = (s_1(K), s_2(K)) \in \mathbb{Z} \times \mathbb{Z} \) denote, respectively, the virtual Rasmussen invariant, and the doubled Rasmussen invariant. Like the classical Rasmussen invariant the quantities \( s(K) \) and \( s_1(K) \) are difficult to compute, in general (in constrast \( s_2(K) \) can be computed by hand, as described below). In Section 4 four integer quantities are associated to a diagram \( D \) of \( K - U_v(D), U_d(D), \Delta_v(D), \) and \( \Delta_d(D) \) - which allow for the estimation of \( s(K) \) and \( s_1(K) \).

**Theorem** (Theorems 4.4 and 4.19 of Section 4). Let \( D \) be a diagram of a virtual knot \( K \). Then

\[
U_v(D) - 2\Delta_v(D) \leq s(K) \leq U_v(D)
\]

and

\[
U_d(D) - \Delta_d(D) \leq s_1(K) \leq U_d(D).
\]

The bounds \( U_v(D) \) and \( U_d(D) \) are generalisations of the slice-Bennequin bounds due, independently, to Kawamura [20] and [22] (see Section 1.3). They are easy to compute for any diagram of \( K \). Further, there are classes of diagrams for which the quantities \( \Delta_v(D) \) and \( \Delta_d(D) \) simplify. In fact, in Section 4.1.2, we characterise exactly the class of diagrams \( D \) for which \( \Delta_v(D) = 0 \) so that \( U_v(D) = s(K) \).

As an aside, we show that although the extensions \( s \) and \( s_1 \) are distinct in general there is a class of virtual knots on which they agree.

**Definition 1.1.** A classical crossing within a virtual knot diagram \( D \) is **even** if it is resolved into its oriented resolution in the alternately colourable smoothing of \( D \); otherwise it is **odd**. A virtual knot diagram is known as **even** if all of its classical crossings are even. A virtual knot is **even** if it possesses an even diagram. ☐

**Remark.** This definition of odd and even crossings is shown to be equivalent to the standard definition involving Gauss codes in [27, Proposition 4.11].

Classically, the oriented smoothing is necessarily alternately colourable (so that every classical knot is even). Virtually, this is no longer the case; consider the diagram given in Figure 3 (both of its classical crossings are odd).

**Theorem** (Corollary 2.14 of Section 2). Let \( K \) be an even virtual knot. Then \( s(K) = s_1(K) \).

As a final aside, we show that the virtual Rasmussen invariant is additive with respect to connect sum. By an abuse of notation \( K_1 \# K_2 \) denotes any of the knots which can be obtained as a connect sum between \( K_1 \) and \( K_2 \).

**Theorem** (Theorem 3.2 of Section 3). For virtual knots \( K_1 \) and \( K_2 \)

\[
s(K_1 \# K_2) = s(K_1) + s(K_2).
\]
1.1.1. Results of the computation of $U_v$ and $U_d$. Section 5 contains two tables which give the results of the computation of the bounds $U_v$ and $U_d$, along with the results of the computation or estimation of the slice genus which follows (see Section 1.4). The first table, beginning on page 24, contains the results for all virtual knots of 4 classical crossings or less, as given in Green’s table [13]. The second table, beginning on page 27, contains the results for 46 of the 248 virtual knots of 6 classical crossings or less whose slice status is not determined in [5].

Many of the calculations and estimations of the virtual and doubled Rasmussen invariants are made by identifying that the knot in question is a connect sum, and applying the additivity of both invariants under that operation.

1.2. Virtual cobordism

In direct analogue to those of the classical case we make the following definitions (see [9] and [19]). Two virtual knot diagrams $K_1$ and $K_2$ are cobordant if one can be obtained from the other by a finite sequence of births and deaths of circles, oriented saddles, and virtual Reidemeister moves. Such a sequence describes a compact, oriented surface, $S$, such that $\partial S = K_1 \sqcup K_2$. If $g(S) = 0$ we say that $K_1$ and $K_2$ are concordant. If $K_2$ is the unknot, and $K_1$ is concordant to $K_2$ we say that $K_1$ is slice. In general, we define the slice genus of a virtual knot $K$, denoted $g^*(K)$, as

$$g^*(K) = \min \{ g(S) \mid S \text{ a compact oriented connected surface with } \partial S = K \} \tag{1}$$

(here we have simply capped off the unknot in $\partial S$ with a disc). It is natural to ask whether or not the slice genus of a classical knot may be lowered by treating it as a virtual knot. That is, given a classical knot, does the addition of virtual Redeimeister moves allow one to construct a surface bounding it of lower genus than its classical slice genus? This has been answered in the negative by Boden and Nagel [6], a concordance analogue to the result of Goussarov, Polyak, and Viro that classical links are left unaltered if one views them as virtual links [12].

Behind the scenes, the cobordism surface $S$ is embedded in a 4-manifold of the form $M \times I$, where $M$ is a compact, oriented 3-manifold with $\partial M = \Sigma_k \sqcup \Sigma_l$, where $\Sigma_i$ denotes a closed oriented surface of genus $i$. The 3-manifold $M$ is described in the standard way in terms of codimension 1 submanifolds and critical points: starting from $\partial M = \Sigma_k$, codimension 1 submanifolds are $\Sigma_k$ until we pass a critical point, after which they are $\Sigma_{k+1}$. Critical points of $M$ correspond to handle stabilisation. A finite number of handle stabilisations are needed to reach $\Sigma_l$.

As mentioned in the abstract the slice genus of a virtual knot may be defined in a more natural manner. Let $K$ be a virtual knot and (by an abuse of notation) let $K \hookrightarrow \Sigma_g \times I$ be representative of $K$. Then

$$g^*(K) = \min \{ g(S) \mid S \hookrightarrow M \times I \text{ an oriented connected surface with } \partial S = M \} \tag{2}$$

That this second definition is equivalent to the first follows from the observation that given two representatives of $K$ in $\Sigma_g \times I$ and $\Sigma_g' \times I$ with $g \neq g'$, there exists a cylinder (embedded in a thickened oriented 3-manifold) which cobounds them. Further, this definition highlights the higher-dimensional topology at play when one considers the slice genus of virtual knots. In constrast to the classical case, in which the slice genus of a knot depends only on how surfaces bounding that knot may be embedded into $B^4$, the slice genus of a virtual knot depends on the surface $S$ and on the 3-manifold $M$. 
1.3. The slice-Bennequin bounds

The Rasmussen invariant of a classical knot extracts geometric information from Khovanov homology, yielding a lower bound on the slice genus [26]. Given a classical knot \( K \) it is, in principle, difficult to compute its Rasmussen invariant, denoted \( s(K) \), as it is equivalent to the maximal filtration grading of all elements homologous to a certain generator of the Lee homology of \( K \).

Kawamura [20] and Lobb [22] independently defined diagram-dependent upper bounds on \( s(K) \), denoted \( U(D) \) (for \( D \) a diagram of \( K \)), which are easily computable by hand, along with an error term, \( \Delta(D) \), the vanishing of which implies that \( s(K) = U(D) \), in fact. More precisely,

\[
U(D) - 2\Delta(D) \leq s(K) \leq U(D).
\]

The bounds \( U(D) \) are henceforth referred to as the strong slice-Bennequin bounds; in Section 4 we construct analogous bounds on the virtual and doubled Rasmussen invariants.

1.4. Estimating the slice genus

This paper is concerned with the computation of the slice genus of virtual knots. These computations are achieved using the obstructions to sliceness offered by the two extensions of the Rasmussen invariant mentioned above. As stated, the virtual Rasmussen invariant, and one component of the doubled Rasmussen invariant are difficult to compute (this necessitates the construction of the bounds as mentioned in Section 1.1). The other component of the doubled Rasmussen invariant is, however, readily computable. Precisely, the quantity \( s_2(K) \) can be computed from quickly from any diagram of \( K \), as it is equal to the odd writhe of \( K \). That is:

**Theorem** (Proposition 4.11 of [27]). Let \( D \) be a diagram of a virtual knot \( K \). Let \( J(D) \) denote the sum of the signs of the odd crossings of \( D \). This is a knot invariant, known as the odd writhe of \( K \), and denoted \( J(K) \) [18]. Then \( s_2(K) = J(K) \).

**Theorem** (Theorem 5.8 of [27]). Let \( K \) be a virtual knot such that \( s_2(K) \neq 0 \). Then \( K \) is not slice.

Whilst it is more difficult to compute, the other component of the doubled Rasmussen invariant also obstructs sliceness.

**Theorem** (Corollary 5.5 of [27]). Let \( K \) be a virtual knot with \( s_2(K) = 0 \). If \( s_1(K) \neq 0 \) then \( K \) is not slice.

The virtual Rasmussen invariant provides a lower bound on the slice genus of a virtual knot.

**Theorem** (Theorem 5.6 of [9]). Let \( K \) be a virtual knot. Then \( |s(K)| \leq 2g^*(K) \).

The computations and estimations of the slice genus are made as follows. Let \( D \) be the diagram of a virtual knot \( K \) given in Green’s table [13], then:

(i) Compute \( U_v(D), U_d(D), \Delta_v(D), \Delta_d(D), \) and \( s_2(K) \) for \( D \), in order to estimate or compute \( s(K) \) and \( s_3(K) \).

(ii) Take the greatest of the upper bounds on \( g^*(K) \) provided by the estimations or computations of \( s(K), s_1(K), \) and \( s_3(K) \).

(iii) Attempt to find a cobordism from \( D \) to the unknot of genus equal to the greatest upper bound on \( g^*(K) \), thus computing \( g^*(K) \).

(iv) Failing that, find a cobordism of higher genus so that a region in which \( g^*(K) \) lies is identified.
1.5. Plan of the paper

First, in Section 2, we outline the issues faced when extending Khovanov homology to virtual links, and review two distinct ways of overcoming them i.e. two extensions of Khovanov homology to virtual links. Further, we review the extensions of the Rasmussen invariant produced from each of the homology theories. We also identify in Section 2.4 a class of virtual knots for which the two extensions of the Rasmussen invariant are equal.

Next, in Section 3, we produce canonical chain-level generators of one of the relevant homology theories. This is done by simplifying the decorated diagrammatic generators defined in [9], so that elements of the algebraic chain complex may be read off from them.

These canonical generators are required in Section 4, in which we construct the strong slice-Bennequin bounds on both the virtual and the doubled Rasmussen invariant. In this we follow much the same path as Lobb [22]; in fact, in the case of the virtual Rasmussen invariant, we recover formulae identical to his. In the case of the doubled Rasmussen invariant, however, the formulae arrived at are substantially different, a consequence of the structural differences between doubled Khovanov homology and its classical predecessor.

Finally, in Section 5, we use the tools we have developed to compute or estimate the slice genus of a large portion of the knots given in Green’s table [13].

Acknowledgements. We thank A Referee for very helpful comments on an earlier version of this paper, and Hans Boden, Micah Chrisman, and Robin Gaudreau for sharing and discussing their work.

2. Review

We review the two homology theories used throughout this work. In an attempt to avoid confusion we shall refer to the theory due to Manuturov and reformulated by Dye, Kaestner, and Kauffman as MDKK homology, and denote it by $vKh$. We denote the other theory in question, doubled Khovanov homology, by $DKh$. Classical Khovanov homology, where required, is denoted by $Kh$. The perturbed versions of the theories are denoted by $vKh'$, $DKh'$, and $Kh'$.

The review of MDKK homology contained in Section 2.2 is substantially more detailed than the review of doubled Khovanov homology (contained in Section 2.3). This is because the methods used in Section 4 require chain-level generators of the complexes $vKh'$ and $DKh'$. We are already in possession of such generators in case of $DKh'$ but not $vKh'$. (In Section 3 we construct these generators.)

Before outlining the homology theories we describe the complications one encounters when attempting to extend Khovanov homology to virtual links.

2.1. Extending Khovanov homology

Manturov first defined Khovanov homology for virtual links [23]. His theory was reformulated by Dye, Kaestner, and Kauffman in order to define a virtual Rasmussen invariant [9]. An alternative extension of Khovanov homology to virtual links is doubled Khovanov homology, which provides the doubled Rasmussen invariant [27]. Here we briefly outline the problems encountered in attempting to extend Khovanov homology to virtual links, and the paths taken in [9] and [27] to overcome them.

The fundamental obstruction to transferring Khovanov homology to the virtual setting is the existence of the single-cycle smoothing depicted in Figure 1(A) (otherwise known as a one-to-one bifurcation). If the module assigned to a circle within a smoothing is the same as that assigned by classical Khovanov homology the map associated to this
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η (A) The single-cycle smoothing.

η ∆ η m (B) The problem face.

Figure 1

Figure 2. The source-sink decoration.

smoothing, denoted η, must be identically zero, in order to preserve the quantum grading. This, in turn, causes the face depicted in Figure 1(B) to fail to commute. Notice that the differential along the top and right-hand edges is η ◦ η = 0, but along the left-hand and bottom edges it is m ◦ Δ ≠ 0 so that d² ≠ 0.

Thus classical Khovanov homology must be augmented in order to detect this face, if one wishes to assign η the zero map. This is the approach taken by Manutrov and subsequently Dye et al, and outlined in Section 2.2. In [27] another approach is taken: the module assigned to a circle within a smoothing is altered, allowing for η to be assigned a non-zero map while being grading preserving. The resulting theory is outlined in Section 2.3.

Remark. Tubbenhauer [28] has constructed a virtual Khovanov homology theory in the manner of Bar-Natan [2] using non-orientable cobordisms, but there are compatibility issues with the theory presented in [9].

2.2. Review of MDKK homology

We review the construction of MDKK homology and the virtual Rasmussen invariant.

2.2.1. The complex. Let \( A = \mathcal{R}[X]/(X^2 - t) \) for \( \mathcal{R} \) a commutative ring and \( t \in \mathcal{R} \). In order to detect the problem face a symmetry present in \( A \) (which corresponds to the two possible orientations of \( S^1 \)) is exploited using the following automorphism:

Definition 2.1. The barring operator is the map

\[
\bar{\cdot} : A \to A, \ X \mapsto -X.
\]

Applying the barring operator is referred to as conjugation.

Note that if \( \mathcal{R} = \mathbb{R} \) and \( t = -1 \) then \( A = \mathbb{C} \) and the barring operator is just standard complex conjugation. How the barring operator is applied within the Khovanov complex is determined using an extra decoration on link diagrams, the source-sink decoration as
depicted in Figure 2. A new diagram is formed by replacing the classical crossings with the source-sink decoration, which induces an orientation on the incident arcs of a crossing. Arcs of the diagram on which the induced orientations due to separate crossings disagree are marked by a cut locus. We refer the reader to [9].

2.2.2. The virtual Rasmussen invariant. There is a degeneration of Khovanov homology due to Lee [21]. There is such a degeneration of MDKK homology also. Dye, Kaestner, and Kauffman use the methods of Bar-Natan and Morrison [3] to show this. Specifically, they employ the Karoubi envelope of a category and the interpretation of virtual links as abstract links [7, 15], and define the virtual Rasmussen invariant.

As such diagrams are used extensively below, we describe the process given in [15] to obtain a (representative of an) abstract link from a (representative of a) virtual link (examples are given in Section 3). Let \( D \) be a diagram of a virtual link, as in Figure 3, then

(i) About the classical crossings place a disc as shown in Figure 4.
(ii) About the virtual crossings place two discs as shown in Figure 5.
(iii) Join up these discs with collars about the arcs of the diagram.

The result is a knot diagram on a surface which deformation retracts onto the underlying curve of the diagram. We will denote abstract link diagrams by \( (F, D) \) for \( D \) a knot diagram and \( F \) a compact, oriented surface (which deformation retracts on to the underlying curve of \( D \)). We treat such diagrams up to stable equivalence, defined below.

**Definition 2.2** (Definition 3.2 of [7]). Let \( (F_1, D_1) \) and \( (F_2, D_2) \) be abstract link diagrams. We say that \( (F_1, D_1) \) and \( (F_2, D_2) \) are equivalent, denoted \( (F_1, D_1) \sim (F_2, D_2) \), if there exists a closed, connected, oriented surface \( F_3 \) and orientation-preserving embeddings \( f_1 : F_1 \to F_3, f_2 : F_2 \to F_3 \) such that \( f_1(D_1) \) and \( f_2(D_2) \) are related by Reidemeister moves on \( F_3 \). We say that two abstract link diagrams \( (F, D) \) and \( (F', D') \)
are \textit{stably equivalent} if there is a chain of equivalences

$$(F, D) = (F_0, D_0) \rightsquigarrow (F_1, D_1) \rightsquigarrow \cdots \rightsquigarrow (F_n, D_n) = (F', D')$$

for $n \in \mathbb{N}$.

Stable equivalence classes of abstract link diagrams are in bijective correspondence to equivalence classes of virtual link diagrams [15].

**Definition 2.3.** A \textit{smoothing} of an abstract link diagram $(F, D)$ is a diagram formed by smoothing the crossings of $D$ into either their 0- or 1-resolution on $F$. The result is a collection of disjoint copies of $S^1$ on the surface $F$. A copy of $S^1$ is called a \textit{cycle}.

The diagram-level canonical generators of the Lee complex given in [9] are smoothings of abstract link diagrams with extra information added. This extra information keeps track of the source-sink structure of the virtual knot. The information is in the form of \textit{cross cuts} which are added in the following way: before beginning the procedure described above mark the virtual knot diagram with cut loci as inherited from the source-sink orientation and preserve them on the abstract link diagram. Replace each cut locus with a cross cut which bisects the surface as shown in Figure 6. Henceforth by \textit{abstract link diagram with cross cuts}.

Using the source-sink decoration we add yet more information to abstract link diagrams in the form of a \textit{checkerboard colouring}:

**Definition 2.4.** From an abstract link diagram $(F, D)$ form its associated \textit{checkerboard coloured} abstract link diagram from the surface and curve pair $(F, S(D))$ (where $S(D)$ denotes the source-sink diagram formed by replacing each crossing by the source-sink decoration) by colouring the surface $F$ using the recipe given in Figure 7 and Figure 8. Notice that Figure 7 allows us to induce a checkerboard colouring of smoothings of abstract link diagrams by simply joining the shaded or unshaded areas produced by smoothing the crossing.

From checkerboard coloured smoothings of abstract link diagrams we are able to produce the tools used by Dye, Kaestner, and Kauffman to prove theorems analogous to those in [3]. Henceforth we set $\mathcal{R} = \mathbb{Q}$ and $t = -1$. 

---

**Figure 5.** Component of the surface of an abstract link diagram about a virtual crossing.

**Figure 6.** Cross cuts on an abstract link diagram inherited from cut loci.
Definition 2.5. Let \( \{r, g\} \) be the basis for \( \mathcal{A} \) where

- "red" \( r = \frac{1 + X}{2} \)
- "green" \( g = \frac{1 - X}{2} \).

On the level of diagrams, arcs of a smoothing are coloured red or green to denote which generator they are labelled with.

The properties of \( r \) and \( g \) are listed in Lemma 4.1 of [9]. The most important for our purposes is that \( r \) and \( g \) are conjugates with respect to the barring operator. That is

\[ r = g \quad \text{and} \quad g = r. \]

Definition 2.6 (Analogue of Definition 1.1 of [3]). An alternately coloured smoothing of an abstract link diagram is a smoothing for which the arcs have been coloured either red or green such that the arcs passing through each crossing neighbourhood are coloured different colours. At a cut locus the colouring of an arc switches.

Using alternately coloured smoothings the following theorems are stated and proved:

**Theorem 2.7** (Theorem 4.2 of [9]). Within the Karoubi envelope the Lee complex of a virtual link \( K \) is homotopy equivalent to a complex with one generator for each alternately coloured smoothing of \( K \) on an abstract link diagram with cross cuts and with vanishing differentials.

**Theorem 2.8** (Theorem 4.3 of [9]). A virtual link \( K \) with \( |K| \) components has exactly \( 2^{|K|} \) alternately coloured smoothings on an abstract link diagram with cross cuts. These smoothings are in bijective correspondence with the \( 2^{|K|} \) orientations of \( K \).

In Section 3 we describe the bijective correspondence of Theorem 2.8, but we conclude this section by stating the definition of the virtual Rasmussen invariant and its properties.

**Definition 2.9.** Let \( K \) be a virtual knot diagram, \( vCKh'(K) \) and \( vKh'(K) \) the associated Lee complex and Lee homology, respectively. Let \( s \) be the grading on \( vKh'(K) \) induced by \( j \) on \( vCKh'(K) \). Define

\[
\begin{align*}
    s_{\min}(K) &= \min\{s(x) | x \in vKh'(K), \ x \neq 0\} \\
    s_{\max}(K) &= \max\{s(x) | x \in vKh'(K), \ x \neq 0\}.
\end{align*}
\]
The virtual Rasmussen invariant of $K$ is

$$s(K) = \frac{1}{2} (s_{\text{max}} + s_{\text{min}}).$$

\(\Box\)

Proposition 2.10 (Parts of Proposition 6.5 and Theorem 5.6 of [9]). The virtual Rasmussen invariant satisfies the following:

1. $s(K) = s_{\text{max}} - 1 = s_{\text{min}} + 1$.
2. $s(K) = -s(K)$, for $K$ the mirror image of $K$: the diagram formed by switching all positive classical crossings to negative classical crossings and vice versa.
3. $|s(K)| \leq 2g^*(K)$, where $g^*(K)$ denotes the slice genus of $K$.

Notice that the virtual Rasmussen invariant lacks the out-of-the-box additivity of its classical counterpart (a consequence of the ill-defined nature of the connect sum operation on virtual knots). In Section 3.1 we show, however, that the virtual $s$ invariant is indeed additive.

2.3. Doubled Khovanov homology

We review doubled Khovanov homology and the doubled Rasmussen invariant.

2.3.1. Construction. Doubled Khovanov homology provides an alternative extension of Khovanov homology to virtual links [27]. The problem face is dealt with by “doubling up” the module assigned to a smoothing; this allows the map assigned to the single-cycle smoothing to be non-zero.

A schematic picture of this “doubling up” process is given in Figure 9; the left hand complex depicts the situation when the module $A$ is assigned to a cycle within a smoothing. One sees immediately that the $\eta$ map must be zero if it is to be degree-preserving. This is path followed by Manturov and Dye et al, and outlined in the previous section. The right hand complex, however, depicts the situation arrived at if one assigns the module $A \oplus A\{-1\}$ to a cycle, where $A = \langle v^u, v^u \rangle$ and $A\{-1\} = \langle v^l, v^l \rangle$ (the superscripts are $u$ for “upper” and $l$ for “lower”). This allows for $\eta$ to be non-zero and degree preserving.

Given a virtual link diagram, $D$, the complex $CDK\mathcal{h}(D)$ is formed in the usual way: form the cube of resolutions of $D$, then assign modules to the vertices and maps to the edges. The module assigned to a smoothing of $j$ cycles is $A^\otimes j \oplus A^\otimes j\{-1\}$. The maps
constituting the differential are as follows. The $m$ and $\Delta$ maps are effectively unchanged:
\[
\begin{align*}
    m(v^+/v^+_l) &= v^+/l \\
    m(v^-_l/v^-_l) &= m(v^-_l \otimes v^-_l) = v^-_l \\
    m(v^-_l \otimes v^+_l) &= 0
\end{align*}
\]

(notice that they do not map between the upper and lower summands). The $\eta$ map associated to the single cycle smoothing as in Figure 1(A) is given by
\[
\eta(v^+_l) = v^+_l \\
\eta(v^-_l) = v^-_l \\
\eta(v^+_l) = 2v^+_l \\
\eta(v^-_l) = 0.
\]

We denote by $DKh(L)$ the homology of the complex $CDKh(D)$, where $L$ is the link represented by $D$. We refer the reader to [27].

### 2.3.2. The doubled Rasmussen invariant.

As in classical Khovanov and MDKK theories there is a perturbation of doubled Khovanov homology produced by adding a term of degree $+4$ to the differential. As in the other cases, this perturbation allows the definition of a concordance invariant. In this section we give the essentials we require for Section 4.2, for full details we refer the reader to [27, Section 4].

Given a virtual link diagram, $D$, let $CDKh'(D)$ denote the complex with the chain spaces of $CDKh(D)$ but with altered differential. The homology of $CDKh'(D)$ is an invariant of the link represented by $D$, and is denoted $DKh'(L)$ (where $L$ is the link represented by $D$). The complex $CDKh'(D)$ is referred to as the doubled Lee complex, and the homology as the doubled Lee homology.

The rank of doubled Lee homology of a link depends on the number of alternately coloured smoothings the link possesses - here we mean the usual notion of alternately coloured smoothing, rather than the augmented notion of alternately coloured smoothings on abstract link diagrams used in Section 2.2. Unlike classical links, virtual links may possess no alternately coloured smoothings. (In fact, one of the purposes of the extra decoration applied to diagrams in the construction of MDKK homology is to ensure that the oriented smoothing of the augmented diagrams is always alternately colourable.)

**Theorem 2.11** (Theorem 3.5 of [27]). Given a virtual link $L$

\[
\text{rank}(DKh'(L)) = 2\{|\text{alternately coloured smoothings of } L|\}.
\]

Further, given a diagram $D$ of a virtual link $L$, each alternately coloured smoothing, $\mathcal{S}$, (if any exist) defines two generators of $DKh'(L)$, denoted $s^u$ and $s^v$ and known as an alternately coloured generators.

A virtual knot has two alternately coloured smoothings [27, Theorem 3.12] so that its doubled Lee homology is of rank 4. The four generators of the homology lie in a single homological degree, and the quantum grading of any one of them determines that of the others [27, Lemma 4.2]. Thus, for a virtual knot, $K$, the information contained in $DKh'(K)$ is equivalent to a pair of integers.

**Definition 2.12** (Definition 4.5 of [27]). For a virtual knot $K$ the *doubled Rasmussen invariant* is denoted $s(K) = (s_1(K), s_2(K)) \in \mathbb{Z} \times \mathbb{Z}$, where $s_1(K)$ is equivalent to the highest non-trivial quantum degree of $DKh'(K)$, and $s_2(K)$ is the single non-trivial homological degree of $DKh'(K)$.

The component $s_2(K)$ is easy to compute from any diagram, $D$, of $K$: it is the height of the alternately coloured smoothings of $D$. It is also equal to the odd writhe of $K$ (see [27, Proposition 4.11]).
2.4. Even knots

To conclude this section we give a class of virtual knots for which the two extensions of the Rasmussen invariant are equal. 

Recall the definition of an even virtual knot given in Section 1.1; here prove a fact about the cube of resolutions associated to even virtual knot diagrams.

**Proposition 2.13.** Let $D$ be an even virtual knot diagram. Then $vCKh(D)$ and $CDKh(D)$ contain no $\eta$ maps.

**Proof.** As $D$ is even it possesses a global source-sink orientation i.e. applying the source-sink decoration does not yield any cut loci. (In fact, possessing a global source-sink structure is equivalent to being even, but here we only need one direction.) To see this orient $D$ with either of it’s orientations (the usual notion of orientation, not source sink), and consider leaving a classical crossing of $D$ and returning to the arc proscribed by the usual orientation. One sees from Figure 2 that passing through a classical crossing reverses the source-sink orientation. As all classical crossings of $D$ are even, one passes through an even number of crossings between leaving and returning at the proscribed arc. Thus the source-sink orientation has been reversed an even number of times, yielding no overall change. This argument can be applied at every crossing to show that $D$ has a global source-sink orientation.

Next, notice that every smoothing of $D$ inherits an orientation from the global source-sink orientation of $D$: looking again at Figure 2 one sees that both resolutions of the classical crossing inherit an orientation from the source-sink decoration. That the orientation inherited is consistent between distinct classical crossings of $D$ follows from that fact that $D$ has no cut loci.

Finally, we notice that if every smoothing of $D$ inherits a coherent orientation from the global source-sink orientation of $D$ then every cycle within a smoothing must look as in the left or center of Figure 10, as the configuration on the right is prohibited for reasons of (source-sink) orientation. But we see that the configurations on the left and center correspond to either a merge or a split, while the configuration on the right corresponds to the single-cycle smoothing. Thus no single-cycle smoothings can occur in the cube of resolutions of $D$ and we arrive at the desired result.

**Corollary 2.14.** Let $K$ be an even virtual knot. Then $DKh(K) = vKh(K) \oplus vKh(K)\{-1\}$ so that $s(K) = s_1(K)$. 
Figure 11. A checkboard coloured abstract link diagram corresponding to the virtual knot diagram of Figure 3, with orientations $o$ and $\overline{o}$.

Figure 12. Two representatives of the stable equivalence class of smoothings of the checkboard coloured abstract link diagram depicted in Figure 11, with orientations $o$ and $\overline{o}$.

Proof. Let $D$ be an even diagram of $K$. Then both $vCKh(D)$ and $CDKh(D)$ contain no $\eta$ maps by Proposition 2.13. As $m$ and $\Delta$ do not map between the shifted and unshifted summands of $CDKh(D)$, the complex splits as the direct sum $CDKh(D) = vCKh(D) \oplus vCKh(D)[-1]$. $\square$

3. Chain-level generators of $vKh'$

In [9] canonical generators are produced at a diagrammatic level i.e. they are alternately coloured smoothings of (checkerboard-coloured) abstract link diagrams. These generators are sufficient to prove Theorems 2.7 and 2.8. Below, we give a method to produce the corresponding chain-level generators of $vKh'(K)$. Before doing so, however, it is instructive to recall the bijection of Theorem 2.8 between orientations of a virtual link and alternately coloured smoothings of the associated abstract link diagram as given in [9]. We use Figure 3 as an example.
(i) Given a virtual link diagram $D$ construct the checkerboard coloured abstract link diagram as in Definition 2.4. Note that for a virtual knot the checkerboard colouring is independent of the orientation, a consequence of the invariance of the source-sink decoration under $180^\circ$ rotations. See Figure 11.

(ii) For a given orientation $o$ of $D$ form the corresponding oriented smoothing on the checkerboard coloured abstract link diagram as in Definition 2.3. See Figure 12.

(iii) Place a clockwise orientation on the shaded regions of the oriented smoothing, which in turn induces a new orientation on the arcs of the smoothing. On each arc compare this orientation to that induced by $o$. If these two orientations agree colour the arc red, if they disagree colour the arc green (as in Definition 2.5). See Figure 13.

At this stage we have produced alternately coloured smoothings on abstract link diagrams as in Definition 2.6. We need a way of reading off from these diagrams elements of $vCKh'(K)$ (as the oriented resolution is always at height 0), which will be the chain-level canonical generators of $vKh'(K)$. We are unable to do so at this point as the cycles of the alternately coloured smoothings possess more than one colour. We now describe
a process by which single coloured smoothings can be produced, and hence chain-level
generators of $vKh'(K)$.

Firstly, we utilise the stable equivalence relation given in Definition 2.2 to work with
alternately coloured smoothings of abstract link diagrams for which the surface deformation
retracts onto the curve of the smoothing, for example the abstract link diagrams
given in Figure 14. We can always do this as the curve of the smoothing is simply a dis-
joint union of copies of $S^1$. Note that the resulting smoothing (of a checkerboard coloured
abstract link diagram) may not be connected.

Next, we interpret the cross cuts as half-twists with the parity of the twist ignored. That is
\[ = \text{or equivalently} \quad . \]

The author learnt of this interpretation in the talks of Dye and of Kaestner during Special
Session 35, “Low Dimensional Topology and Its Relationships with Physics”, of the 2015
AMS/EMS/SPM Joint Meeting.

Replacing cross cuts with appropriate half-twists we are able to view the surface of the
smoothing (of a checkerboard coloured abstract link diagram) as a two-sided surface such
that the curve of the smoothing appears on both sides. That cross cuts always come in
pairs ensures that the surface has two sides. Importantly, on each side of the surface the
curve of the smoothing is coloured exactly one colour. This is because passing a cross cut
causes the arc to change to change colour (c.f. Definition 2.6), and to pass a cut locus is
to pass onto the other side of the surface. (From this one can see that passing a cut locus,
or equivalently moving on to the other side of the surface, is replicated in $A$ by applying
the barring operator.)

In summary, we view alternately coloured smoothings (of checkerboard coloured ab-
stract link diagrams) such as those in Figure 14 as two sided surfaces such that the curve
of the smoothing is coloured exactly one colour on each side. At this point it is clear that
in order to read off generators of $vCKh'_{0}(K)$ from such alternately coloured smoothings
we must make a choice of side (or sides, if the surface of the smoothing is disconnected)
of the surface to read. Further, we must also ensure that this choice is the same for
both the alternately coloured smoothings associated to $o$ and $\overline{\sigma}$. We must have this as
they are both coloured versions of the same smoothing of an abstract link diagram (the
oriented smoothing) c.f. the left hand smoothing of Figure 12 with Figure 13. In effect
we are making the choice on this uncoloured smoothing, which the alternately coloured
smoothings then inherit.

With all this in mind, let us make a choice: given a virtual knot diagram $K$ with
orientations $o$ and $\overline{\sigma}$, let $A$ denote the oriented smoothing of the checkerboard coloured
abstract link diagram associated to $K$. On $A$ cancel an arbitrary pair of adjacent cross
cuts against one another so that the strand they bound is removed. An example is given
in Figure 15. This cancellation of cross cuts is simply ‘flipping’ the segment of the surface
they bound so that the other side of the surface is shown. Continue cancelling available
arbitrary pairs of cross cuts until all have been removed. In our interpretation, that the
smoothing has no cross cuts means that we are looking at exactly one side of surface. Now
return to part (iii) of the process given on page 14, and colour the cycles of the oriented
smoothings associated to $o$ and $\overline{\sigma}$ as dictated there. Denote by $A_o$ and $A_{\overline{\sigma}}$ the resulting
alternately coloured abstract link diagrams associated to $o$ and $\overline{\sigma}$, respectively. That the
cycles of $A_o$ and $A_\pi$ are coloured with opposite colours follows from the fact that their orientations are opposite but the checkerboard colouring of $A_o$ and $A_\pi$ is the same.

Examples of such single coloured smoothings are given in Figure 16 and Figure 17. In this case a choice of top and bottom is equivalent to picking either the two smoothings on the left of the Figures, or the two on the right.

After all that we are left with smoothings of abstract link diagrams the cycles of which are coloured with exactly one colour, either red or green. We form the canonical generators of $vKh'(K)$, denoted $s_o$ for $o$ an orientation of $K$, by taking the appropriate tensor product of $r$ and $g$ as dictated by the colours of the cycles. In this way we obtain two distinct algebraic generators.

We conclude by remarking that the $s$ invariant is independent of this choice of which side of the surface to read. Making another choice results in an application of the barring operator to one or more tensor factors of $s_o$ and $s_\pi$, because if a cycle is coloured green on one side of the surface it must be coloured red on the other. But conjugation does not interact with the filtration, that is

$$j(r) = j(g)$$

and

$$j(g) = j(r).$$
To conclude this section we prove a Lemma analogous to Lemma 3.5 of Rasmussen [26] which we will use in both the following sections.

**Lemma 3.1.** Let \( n \) be the number of components of \( K \). There is a direct sum decomposition \( vKh'(K) \cong vKh'_s(K) \oplus vKh'_r(K) \), where \( vKh'_s(K) \) is generated by all states with \( q \)-grading congruent to \( 2+n \) mod 4, and \( vKh'_r(K) \) is generated by all states with \( q \)-grading congruent to \( n \) mod 4. If \( o \) is an orientation on \( K \), then \( s_o + s_\overline{o} \) is contained in one of the two summands, and \( s_o - s_\overline{o} \) is contained in the other.

**Proof.** The first statement follows exactly as in the classical case. Regarding the second statement, following [26] let \( \iota : vCKh'(K) \to vCKh'(K) \) be the map which acts by the identity on \( vCKh'_s(K) \) and multiplication by \(-1\) on \( vCKh'_r(K) \). We claim that \( \iota(s_o) = \pm s_\overline{o} \). To show this we define a new grading on \( A \) with respect to which \( X \) has grading 2 and 1 has grading 4. We have that \( \overline{X} = -X \) and \( 1 = 1 \) so that \( \tau = g \) and \( \overline{\tau} = r \), and the map

\[
-\otimes_n : A^\otimes_n \to A^\otimes_n
\]

(which applies the barring operator to all tensor factors) acts as the identity on elements with new grading congruent to \( 0 \) mod 4 and multiplication by \(-1\) on elements with new grading congruent to \( 2 \) mod 4. The new grading differs from the \( q \)-grading by an overall shift so that

\[
\iota(s_o) = \pm \overline{s_\overline{o}}^\otimes_n = \pm s_\overline{o}
\]

as in the classical case. \( \square \)

A direct corollary of Lemma 3.1 is that \( s_o \) is not of top filtered degree, that is:

\[
(3.1) \quad s(s_o) = s(s_\overline{o}) = s_{\text{min}}(K).
\]

### 3.1. Additivity of the virtual Rasmussen invariant

We can use the chain-level generators of \( vKh'(K) \) to show that the virtual Rasmussen invariant is additive with respect to connect sum, confirming that the virtual invariant behaves in the same way as its classical counterpart in this respect.

The connect sum operation on virtual knots is ill-defined. That is, the result of the operation depends on both the diagrams used and the site at which the sum is conducted. As a result there exist multiple inequivalent virtual knots which can be obtained as connect sums of a fixed pair of virtual knots. By an abuse of notation we shall denote by \( K_1 \# K_2 \) any of the knots obtained as a connect sum of virtual knots \( K_1 \) and \( K_2 \).

**Theorem 3.2.** For virtual knots \( K_1 \) and \( K_2 \)

\[
(3.2) \quad s(K_1 \# K_2) = s(K_1) + s(K_2).
\]

**Proof.** With the chain-level generators in place, along with Lemma 3.1, the proof follows much the same path as that in [26]. For all connect sums \( K_1 \# K_2 \) there exists the map

\[
vKh'(K_1 \# K_2) \xrightarrow{\Delta'} vKh'(K_1 \sqcup K_2) \cong vKh'(K_1) \otimes vKh'(K_2).
\]

It sends a canonical generator \( s_o \) of \( vKh'(K_1 \# K_2) \) to a canonical generator of \( vKh'(K_1) \otimes vKh'(K_2) \) of the form \( s^1 \otimes s^2 \) where \( s^i \) is a generator of \( vKh'(K_i) \) for \( i = 1, 2 \). As in the classical case, the map is of filtered degree \(-1\) and we obtain

\[
s(s_o) - 1 = s(s^1 \otimes s^2) = s(s^1) + s(s^2)
\]

\[
(3.3) \quad s_{\text{min}}(K_1 \# K_2) \leq s_{\text{min}}(K_1) + s_{\text{min}}(K_2), \text{ by Equation (3.1)}.
\]
From this point the proof proceeds as in that of the analogous statement in [26]: utilising the fact that $s_{\text{min}}(K) = -s_{\text{max}}(K)$ we are able to obtain from Equation (3.3) that

\[
\begin{align*}
  s_{\text{min}}(K_1 \# K_2) &= s_{\text{min}}(K_1) + s_{\text{min}}(K_2) + 1 \\
  s_{\text{max}}(K_1 \# K_2) &= s_{\text{max}}(K_1) + s_{\text{max}}(K_2) - 1
\end{align*}
\]

as required. $\square$

In light of Theorem 3.2 we see that the Rasmussen invariant cannot distinguish between connect sums of a fixed pair of virtual knots. In general it is not known, for $K_1$ and $K_2$ both (possibly inequivalent) connect sums of a fixed pair of virtual knots, if $K_1$ is concordant to $K_2$. It is known, however, that neither the Jones polynomial [25] nor the Rasmussen invariant can distinguish them. This leads one to posit whether Khovanov homology can; in the case of connect sums of trivial diagrams it is shown in [27] that doubled Khovanov homology cannot.

4. Computable bounds

In this section we extend the strong slice-Bennequin bounds to the virtual and doubled Rasmussen invariants. The bounds are constructed, and cases in which they vanish partly or wholly are described.

4.1. The virtual Rasmussen invariant

4.1.1. Formulation.

Definition 4.1. Given a virtual link diagram $D$ denote by $O(D)$ the oriented smoothing of $D$. Denote by $T_O(D)$ the signed graph with a vertex for each cycle of $O(D)$ and an edge for each classical crossing of $D$, decorated with the sign of the crossing. The edge associated to a crossing is between the vertex or vertices associated to the cycles involved in the smoothing site of that crossing. The subgraph of $T_O(D)$ formed by removing all the edges labelled with $+$ (respectively $-$) is denoted $T_O^+(D)$ (respectively $T_O^-(D)$).

The graph $T_O(D)$ is often called the Seifert graph of $D$, but in order to avoid confusion with a graph defined in Section 4.2 we shall not use that term.

Definition 4.2. Given a virtual knot diagram $D$ the quantities $U_v(D)$, $\Delta_v(D) \in \mathbb{Z}$ are given by

\[
\begin{align*}
  U_v(D) &= \# \text{ vertices } (T_O(D)) - 2\# \text{ components } (T_O^-(D)) + \text{wr}(D) + 1 \\
  \Delta_v(D) &= \# \text{ vertices } (T_O(D)) - \# \text{ components } (T_O^+(D)) - \# \text{ components } (T_O^-(D)) + 1.
\end{align*}
\]

The quantities $U_v(D)$ and $\Delta_v(D)$ are dependent on the diagram $D$ and are not invariants of the virtual knot. $\diamond$

Theorem 4.3 (Analogue of Theorem 1.2 of Lobb [22]). For $D$ a diagram of a virtual knot $K$

$$s(K) \leq U_v(D).$$

Notice that the left hand side is a knot invariant whereas the right is diagram-dependent.

To prove this we require Lemma 3.1, as we have canonical generators in terms of $r$ and $g$ instead of $a = 2r$ and $b = -2g$ and the proof given in [26] relies on the sign of $a$ and $b$. 

Proof. (of Theorem 4.3) The proof is practically identical to that of the classical case given in [22]. Form the diagram $K^-$ from $K$ by smoothing all the positive classical crossings of $K$ to their oriented resolution, and suppose that $K^-$ is the disjoint union of $l$ virtual link diagrams. Label these diagrams $K_1^-, K_2^-, \ldots, K_l^-$. Then the canonical generator $s_o$ splits as a tensor product of canonical generators of $vKl^h(K^-)$ as
\[ s_o = s_1 \otimes s_2 \otimes \cdots \otimes s_l. \]
Classically, $s_r$ can either be $s_o'$ or $s_{o'}$ where $o'$ denotes the induced orientation on $K_r^-$, as we are possibly altering the number of cycles separating others from infinity. In the virtual case, however, $s_r = s_o'$ by construction as we use abstract link diagrams to produce the canonical generators rather than the method due to Lee.

Where the proof given in [22] invokes Theorem 3.5 of [26] we invoke Lemma 3.1 as given above. □

**Theorem 4.4** (Analogue of Theorem 1.10 of Lobb [22]). If $\Delta_v(D) = 0$ then $s(K) = U_v(D)$, where $K$ is the virtual knot represented by $D$. In fact
\[ U_v(D) - 2\Delta_v(D) \leq s(K) \leq U_v(D). \]
The proof of Theorem 4.4 is identical to that of the classical case, owing to the identical behaviour of the virtual and classical Rasmussen invariants with respect to the mirror image.

4.1.2. The case $\Delta_v(D) = 0$. Cromwell defined homogeneous knots [8]. Here we recap his definition, which works equally well for virtual knots.

**Definition 4.5.** A cut vertex of a graph $G$ is a vertex such that the graph obtained by removing the vertex along with its boundary edges has more connected components than $G$. ◊

**Definition 4.6.** A block of a graph $G$ is a maximal connected subgraph of $G$ containing no cut vertices. ◊

**Definition 4.7.** A signed graph $G$ is homogeneous if every block $B$ of $G$ is such that all edges contained in $B$ are decorated with the same sign. ◊

**Definition 4.8.** A virtual link diagram $K$ is homogeneous if $T_O(K)$ is homogeneous. A virtual link is homogeneous if there exists a diagram of it which is homogeneous. ◊

Positive and negative virtual knots are homogeneous trivially (as $T_O(D)$ possesses only one kind of decoration). In the classical case alternating knots are also homogeneous [16]. In the virtual case, however, this no longer holds. For example, the virtual knot diagram given in Figure 18(A) is alternating but not homogeneous.

Abe showed that for a classical knot diagram $D \Delta_v(D) = 0$ if and only if $D$ is homogeneous [1]. However, Abe’s proof relies on $T_O(D)$ containing no loops (an edge which begins and ends at the same vertex); classically, this is always the case as the oriented resolution is the alternately coloured resolution, so that $T_O(D)$ is bipartite. Virtually, however, there are knots whose oriented resolution is not the alternately coloured resolution; this is explained fully below. An example is given in Figure 19. For now, it suffices to recall that the quantity $\Delta_v$ can be expressed as the first Betti number of the graph, $G_O$, defined as follows.

**Definition 4.9.** Let $T_O(D)$ be associated to the virtual knot diagram $D$. Form the graph $G_O$ in the following way:
(A) An alternating virtual knot diagram which is not homogeneous. It is virtual knot 3.7 in Green’s table [13].

(B) The graph $T_O(D)$ of virtual knot 3.7.

Figure 18

(A) A diagram of virtual knot 3.2.

(B) The graph $T_O(D)$ of virtual knot 3.2.

Figure 19

(i) For each connected component of $T^+_O(D)$ place a vertex, and a vertex for each connected component of $T^-_O(D)$.

(ii) Each vertex of $T_O(D)$ lies in exactly one connected component of $T^+_O(D)$, and exactly one connected component of $T^-_O(D)$. For each vertex of $T_O(D)$ place an edge linking the vertices of $G_\Delta$ corresponding to the connected components in which it lies. ♦

Proposition 4.10. Let $T_O(D)$ be associated to the virtual knot diagram $D$, and $\tilde{T}_O(D)$ be a graph obtained from $T_O(D)$ by adding or removing a loop (of arbitrary sign). Further, let $G_O$ be the graph formed from $\tilde{T}_O(D)$ following the method given in Definition 4.9, where $\tilde{T}^+_O(D)$ and $\tilde{T}^-_O(D)$ are formed in the obvious way. Then $G_O = \tilde{G}_O$.

Proof. It is clear that

$$\#\text{components}(T^{+/−}_O(D)) = \#\text{components}(\tilde{T}^{+/−}_O(D))$$

(we have only added or removed a loop) so that

$$\#\text{vertices}(G_O) = \#\text{vertices}(\tilde{G}_O).$$

Further, as loops do not connect distinct vertices, two vertices are linked in $G_O$ if and only if they are linked in $\tilde{G}_O$. □

In light of Proposition 4.10 it is clear that we need only consider homogeneity of $T_O(D)$ up to the addition and removal of loops.
Definition 4.11. Let $G$ be a signed graph and let $\overline{G}$ be the graph formed by removing all loops of $G$. Then $G$ is $l$-homogenous if $\overline{G}$ is homogenous. A virtual knot diagram is $l$-homogenous if $T_O(D)$ is, and a virtual knot is $l$-homogenous if it has an $l$-homogenous diagram.

Theorem 4.12 (Analogue of Theorem 3.4 of Abe [1]). A virtual knot diagram $D$ is $l$-homogenous if and only if $\Delta_v(D) = 0$. Hence, for an $l$-homogeneous diagram $D$ of a virtual knot $K$

$$U(D) = s(K).$$

Proof. Abe’s original proof yields the following statement: if $D$ is such that $T_O(D)$ is loopless, then $D$ is homogenous if and only if $\Delta_v(D) = 0$. By Proposition 4.10 we may remove any loops from $T_O(D)$, leaving the associated $G_O$ unchanged. Recalling that $\Delta_v(D) = b_1(G_O)$, the first Betti number of $G_O$, we obtain the desired result. \hfill \Box

4.2. The doubled Rasmussen invariant

4.2.1. Formulation. In formulating the bounds on the doubled Rasmussen invariant we follow much the same path as in Section 4.1. The formulae arrived at in this section exhibit important differences between those of Section 4.1, however, owing to the structural differences between MDKK homology and doubled Lee homology.

We begin by making some preliminary definitions.

Definition 4.13. Let $D$ be a diagram of a virtual knot and $G(D)$ its Gauss diagram. A classical crossing of $D$, associated to the chord labelled $c$ in $G(D)$, is known as odd if the number of chord endpoints appearing between the two endpoints of $c$ is odd. Otherwise it is known as even. The odd writhe of $D$ is defined

$$J(D) = \sum_{\text{odd crossings of } D} \text{sign of the crossing}.$$ 

Theorem 4.14. Let $D$ be a virtual knot diagram of $K$. The odd writhe is an invariant of $K$ and we define

$$J(K) := J(D).$$

Definition 4.15. Let $D$ be a virtual knot diagram. The alternately coloured resolution of a classical crossing of $D$ is the resolution it is smoothed into in the alternately colourable smoothing of $D$.

Proposition 4.16 (Proposition 4.11 of [27]). A classical crossing of a virtual knot diagram is odd if and only if it’s alternately coloured resolution is the unoriented resolution.

In the construction of MDKK homology source-sink decorations are used to ensure that the oriented resolution of a virtual knot is, in fact, alternately colourable; doubled Khovanov homology does not do so. In the definition below, therefore, we consider the graph associated to the alternately coloured smoothing of a virtual knot.

Definition 4.17. Given a virtual link diagram $D$ denote by $\mathcal{S}(D)$ the alternately coloured smoothing of $D$. Denote by $T_{\mathcal{S}}(D)$ the graph with a vertex for each cycle of $\mathcal{S}(D)$ and an edge for each classical crossing of $D$, decorated with the sign and parity of the crossing: every edge is decorated with an element of $\{(e, +), (e, -), (o, +), (o, -)\}$, where $(e, +)$ denotes an even positive crossing, $(o, +)$ an odd positive crossing, and so on. The edge associated to a crossing is between the vertex or vertices associated to the cycles
involved in the smoothing site of that crossing. The subgraph of $T_{\mathcal{J}}(D)$ formed by removing all the edges labelled with either $(e, +)$ or $(o, -)$ is denoted $T_{\mathcal{J}}^+(D)$. The subgraph of $T_{\mathcal{J}}(D)$ formed by removing all the edges labelled with either $(e, -)$ or $(o, +)$ is denoted $T_{\mathcal{J}}^-(D)$.

**Definition 4.18.** Let $D$ be a virtual knot diagram with $n^+_e$ ($n^+_o$) odd positive (negative) classical crossings. Define the quantities

$$U_d(D) = \#\text{vertices}(T_{\mathcal{J}}(D)) - 2\#\text{comp}(T_{\mathcal{J}}^+(D)) + wr(D) + J(D) + n^+_o + 1$$

$$\Delta_d(D) = 2(\#\text{vertices}(T_{\mathcal{J}}(D)) - \#\text{comp}(T_{\mathcal{J}}^+(D)) - \#\text{comp}(T_{\mathcal{J}}^-(D)) + 1) + n^+_e + n^-_o$$

where $\#\text{comp}$ denotes the number of components of a graph.

In direct analogy to Theorem 4.3 we have the following.

**Theorem 4.19.** Let $D$ be a diagram of a virtual knot $K$. Then

$$(4.2) \quad U_d(D) - \Delta_d(D) \leq s_1(K) \leq U_d(D).$$

**Proof.** We shall go through the proof of Theorem 4.19 in more detail than that of its counterpart Theorem 4.3, owing to the aforementioned differences between the theories $vK$ and $DK$. The gist of the proof is unchanged, however: as computation of $s_1(K)$ only requires knowledge of the partial chain complex

$$CDK_{s_2(K) - 1}(D)' \xrightarrow{d_{s_2(K) - 1}} CDK_{s_2(K)}(D)'$$

we ignore (by resolving them) classical crossings whose alternately coloured resolution is the 0-resolution; such crossings are associated to outgoing maps from the alternately coloured resolution of $D$ and do not contribute to $d_{s_2(K) - 1}$. This comes at the price of course: we lose a large amount of the information contained in $CDK_{s_2(K)}'(D)$. Nevertheless, the trade is a worthwhile one, as we are able to use what’s left to obtain bounds on $s_1(K)$.

Let $D$ be a diagram of a virtual knot $K$, with $n^+_o$ ($n^-_o$) positive (negative) classical crossings. Further, let $n^+_e = n^+_e + n^+_o$ and $n^-_e = n^-_e + n^-_o$, where a superscript $e$ ($o$) denotes the number of even (odd) crossings. Form a virtual link diagram, $\tilde{D}$, by resolving all even positive crossings and all odd negative crossings of $D$ into their alternately coloured resolutions. (One readily observes that such crossings are those with alternately coloured resolution the 0-resolution, as mentioned above.) We can write

$$\tilde{D} = \tilde{D}_1 \sqcup \tilde{D}_2 \sqcup \ldots \sqcup \tilde{D}_r$$

where $\tilde{D}_i$ is a virtual link diagram with $n^+_i$ positive and $n^-_i$ negative classical crossings (the parity of positive (negative) crossings is necessarily odd (even), of course). Further, for $\mathcal{J}$ the alternately colourable smoothing of $D$, we have

$$\mathcal{J} = \mathcal{J}_1 \sqcup \mathcal{J}_2 \sqcup \ldots \sqcup \mathcal{J}_r$$

where $\mathcal{J}_i$ is the unique alternately colourable smoothing of $\tilde{D}_i$ formed by resolving all crossings into the resolution they are resolved into in $\mathcal{J}$.

Notice that while $CDK'(D)$ does not split as a tensor product of the $CDK'(\tilde{D}_i)$s, the alternately coloured generators of $DK'(K)$ do. That is, if $s^n$ is associated to $\mathcal{J}$, then

$$(4.3) \quad s^n = s^n_1 \otimes s^n_2 \otimes \cdots \otimes s^n_r$$
where $s^u_i$ is the alternately coloured generator defined by $\mathcal{S}_i$.

We have $J(\tilde{D}_i) = n^i_+$ (as all negative crossings of $\tilde{D}_i$ are even), so that the highest non-trivial quantum grading of $CDKh'_{n^i_+}(\tilde{D}_i)$ containing $[s^u_i]$ is $e_i + n^i_+ + n^i_- - n^-_+$, where $e_i$ denotes the number of cycles of $\mathcal{S}_i$. Further, as a corollary to Lemma 4.2 of [27], we determine that $[s^u_i]$ is not of top degree, and that $e_i + n^i_+ + n^i_- - n^-_+ - 2$ is the highest non-trivial degree of $CDKh'_{n^i_+}(\tilde{D}_i)$ containing it. By Equation (4.3) and an argument directly analogous to Lobb’s [22] we obtain

$$s^u_{\min}(K) \leq n^o_+ - n^-_+ + \sum_{i=1}^s (e_i + n^i_+ + n^i_- - n^-_+ - 2)$$

$$= wr(D) + J(D) + n^a_+ + \#\text{vertices}(T_{\mathcal{S}}(D)) - 2\#\text{comp}(T_{\mathcal{S}}(D)).$$

Recalling that $s^u_{\min}(K) = s_1(K) + 1$, we arrive at

$$s_1(K) \leq U_d(D).$$

To see that

$$U_d(D) - \Delta_d(D) \leq s_1(K)$$

repeat the proof of Theorem 4.4, which we are free to do as the doubled Rasmussen invariant replicates the behaviour of its classical counterpart with respect to the mirror image.

\[\blacksquare\]

### 4.2.2. Simplifying $\Delta_d(D)$

Much of the analysis used in the Section 4.1.2 may be repeated in order to characterise a case in which the $\Delta_d$ formula simplifies. However, we do not recover the vanishing result as in the case of $\Delta_o$.

**Definition 4.20.** Let $D$ be a virtual knot diagram and $T_{\mathcal{S}}(D)$ the graph associated to it. Recall that each edge of $T_{\mathcal{S}}(D)$ is decorated with exactly one element of

$$\{(e, +), (e, -), (o, +), (o, -)\}.$$

Let $\mathcal{D} = \{(e, -), (o, +)\}$ and $\mathcal{C} = \{(e, +), (o, -)\}$. The graph $T_{\mathcal{S}}(D)$ is $d$-homogenous if every block is decorated with elements of either $\mathcal{D}$ or $\mathcal{C}$, but not both.

The diagram $D$ is $d$-homogenous if $T_{\mathcal{S}}(D)$ is $d$-homogenous. A virtual knot is $d$-homogenous if it has a $d$-homogenous diagram.

\[\diamond\]

**Proposition 4.21.** Let $D$ be a virtual link diagram and $T_{\mathcal{S}}(D)$ the graph associated to it. Then $D$ is $d$-homogenous if and only if

$$\#\text{vertices}(T_{\mathcal{S}}(D)) - \#\text{comp}(T_{\mathcal{S}}(D)) - \#\text{comp}(T_{\mathcal{S}}^\mathcal{C}(D)) + 1 = 0.$$ 

**Proof.** Let $G_{\mathcal{S}}$ denote the graph formed from $T_{\mathcal{S}}(D)$ in direct analogy to $G_O$, as given in Definition 4.9, with $T_{\mathcal{S}}^\mathcal{C}(D)$ and $T_{\mathcal{S}}^\mathcal{D}(D)$ taking the place of $T_{O}^\mathcal{C}(D)$ and $T_{O}^\mathcal{D}(D)$. The graph $T_{\mathcal{S}}(D)$ is bipartite as $\mathcal{S}(D)$ is alternately coloured. Thus it is loopless and Abe’s proof may be employed to show that $T_{\mathcal{S}}(D)$ is homogenous if and only if $b_1(G_{\mathcal{S}}) = 0$.

We conclude by noticing that

$$b_1(G_{\mathcal{S}}) = \#\text{vertices}(T_{\mathcal{S}}(D)) - \#\text{comp}(T_{\mathcal{S}}^\mathcal{C}(D)) - \#\text{comp}(T_{\mathcal{S}}^\mathcal{D}(D)) + 1,$$

which follows exactly as in the case of $\Delta_o$ and $G_O$.

\[\blacksquare\]

**Corollary 4.22.** Let $D$ be diagram of a virtual knot $K$. If $D$ is $d$-homogenous then

$$U_d(D) - n^+_o - n^-_o \leq s_1(K) \leq U_d(D)$$

where $n^+_o (n^-_o)$ denotes the number of odd positive (negative) classical crossings of $D$. 

5. Computation and estimation of the slice genus

In this section we use the bounds $U_v$ and $U_d$ to compute or estimate the slice genus of a number of virtual knots. The computations are made by finding a surface of appropriate genus between the given knot and the unknot.

The following table contains the results of the analysis for the virtual knots of 4 crossing or less in Green’s table [13]. A blank entry denotes an unknown, and most computations of $s$, $s_1$, and $s_2$ (or the interval in which they lie) are made by computing $U_{v/d}$, $\Delta_{v/d}$, and $J$ for the diagram given in the table. The exceptions to this are $s_1(3,3)$, which the author computed by hand from $DKh'(3,3)$, and leftmost knots, for which the definition and the method of computation of $s_1$ are given in [27, Section 4.4]. Further, many computations of $s$, $s_2$, and $s_2$ are made by spotting that the knot in question is a connect sum of two other knots, and employing the additivity of the invariants along with their invariance under flanking [27, Definition 2.6]. (As observed in Section 2.4, $s$ and $s_1$ coincide for even knots, so that the invariants are buy one get one free in this case.)

Exact values of $g^*$ are obtained by constructing a cobordism which attains a lower bound given by $s$, $s_1$, or $s_2$. Upper bounds on $g^*$ are obtained by constructing a cobordism of the given genus, and employing the fact that half the crossing number bounds the slice genus of a knot from above (as in the classical case) [4]. Shortly after posting a previous version of this paper to the arXiv the author learned of the work of Boden, Chrisman, and Gaudreau in which they compute or estimate the slice genus of a very large number of the virtual knots of 6 crossings or less [4, 5]. In the table below we do not include the values of $g^*$ they arrive at in order to demonstrate the information that can be obtained using the bounds $U_v$, $U_d$, and the properties of the virtual and doubled Rasmussen invariants.

| Knot | $l$-hom. | $d$-hom. | $s$  | $s_1$ | $s_2$ | $g^*$ |
|------|---------|---------|------|-------|-------|------|
| 0.1  | Y       | Y       | 0    | 0     | 0     | 0    |
| 2.1  | Y       | Y       | -2   | -5    | -2    | 1    |
| 3.1  | [−2, 0] | [−3, 1] | 0    | 0     | 0     | 0    |
| 3.2  | Y       | 0       | -4   | -2    | 1     | 1    |
| 3.3  | Y       | -2      | -6   | -2    | 1     | 1    |
| 3.4  | [−2, 0] | -4      | -2   | 1     |       |      |
| 3.5  | -2      | -2      | 0    | 1     |       |      |
| 3.6  | Y       | Y       | -2   | -2    | 0     | 1    |
| 3.7  | Y       | 0       | 0    | 0     | 0     | 0    |
| 4.1  | Y       | -4      | -10  | -4    | 2     | 2    |
| 4.2  | Y       | 0       | 0    | 0     | 0     | 0    |
| 4.3  | Y       | -4      | -10  | -4    | 2     | 2    |
| 4.4  | Y       | -2      | -5   | -2    | 1     | 1    |
| 4.5  | Y       | -2      | -5   | -2    | 1     | 1    |
| 4.6  | Y       | Y       | 0    | 0     | 0     | 0    |
| 4.7  | Y       | -4      | -10  | -4    | 2     | 2    |
| 4.8  | Y       | Y       | 0    | 0     | 0     | 0    |
| 4.9  | Y       | -4      | [−9, −5] | -2   | 2     | 2    |
| 4.10 | Y       | -2      | [−4, 0] | 0   | [1, 2] |      |
| 4.11 | Y       | -2      | [−7, −2] | -2 | [1, 2] |      |
| 4.12 | Y       | 0       | [−2, 2] | 0   | [0, 2] |      |
| 4.13 | Y       | 0       | [−2, 2] | 0   | [0, 2] |      |
| 4.14 | Y       | 0       | −3   | −2    | [1, 2] |      |
| Knot | l-hom. | d-hom. | s   | $s_1$ | $s_2$ | $g^+$ |
|------|--------|--------|-----|-------|-------|-------|
| 4.15 | Y      |        | -4  | [-9, -5]| -2    | 2     |
| 4.16 | Y      | -2     |        | [-4, 0]| 0     | 1     |
| 4.17 | Y      | 0      |       | [-3, 1]| 0     | [0, 2]|
| 4.18 | Y      | -2     |       | -5     | -2    | 1     |
| 4.19 |        |        |       |        |       | [0, 2]|
| 4.20 | Y      | Y      | 0    | -3     | -2    | 1     |
| 4.21 | Y      |        | 0    | [0, 2] | 0     | [0, 2]|
| 4.22 | Y      | Y      | 0    | [-5, -2]| -2    | [1, 2]|
| 4.23 | Y      | -2     |       | [-4, 0]| 0     | [1, 2]|
| 4.24 | Y      | 2      |       | [0, 4]| 0     | [1, 2]|
| 4.25 | Y      | Y      | -2   | -9     | -4    | 1     |
| 4.26 |        | [-2, 0]| [-5, 2]| 0     | [0, 2]|
| 4.27 | Y      | 0      |       | [-6, -2]| -2    | 1     |
| 4.28 |        | [-2, 0]| [-5, 2]| 0     | [0, 2]|
| 4.29 | Y      | -4     |       | [-11, -5]| -2    | 2     |
| 4.30 | Y      | -2     |       | [-9, -2]| -2    | 1     |
| 4.31 | Y      | -2     |       | [-6, 0]| 0     | 1     |
| 4.32 | Y      | -2     |       | [-6, 0]| -2    | [1, 2]|
| 4.33 | Y      | -2     |       | [-9, -2]| -2    | 1     |
| 4.34 | Y      | Y      | 0    | -3     | -2    | [1, 2]|
| 4.35 | Y      | 0      |       | [-4, 2]| 0     | [0, 1]|
| 4.36 | Y      | 0      |       | [1, 7]| 2     | [1, 2]|
| 4.37 | Y      | -4     |       | [-11, -5]| -2    | 2     |
| 4.38 | Y      | -2     |       | [-9, -2]| -2    | 1     |
| 4.39 | Y      | -2     |       | [-8, -2]| -2    | [1, 2]|
| 4.40 | Y      | Y      | 0    | -3     | -2    | 1     |
| 4.41 | Y      | -2     |       | [-6, 0]| 0     | 1     |
| 4.42 | Y      | 0      |       | [-2, 2]| 0     | [0, 2]|
| 4.43 | Y      | Y      | -2   | -9     | -4    | 1     |
| 4.44 |        | [-2, 0]| [-10, -2]| -2    | 1     |
| 4.45 |        | [-2, 0]| [-10, -2]| -2    | 1     |
| 4.46 |        | [-2, 0]| [-4, 4]| 0     | [0, 2]|
| 4.47 |        | [0, 2]| [-5, 2]| 0     | [0, 2]|
| 4.48 | Y      | -4     |       | [-13, -5]| -2    | 2     |
| 4.49 | Y      | -2     |       | [-9, -2]| -2    | [0, 2]|
| 4.50 | Y      | -2     |       | [-6, 0]| 0     | [1, 2]|
| 4.51 | Y      | -2     |       | [-6, 0]| 0     | [1, 2]|
| 4.52 | Y      | Y      | 0    | [-5, -2]| -2    | 1     |
| 4.53 | Y      | Y      | -4   | -10    | -4    | 2     |
| 4.54 | Y      | -2     |       | -10    | -2    | [1, 2]|
| 4.55 | Y      | 0      |       | 0      | 0     | [0, 2]|
| 4.56 | Y      | 0      |       | 0      | 0     | [0, 1]|
| 4.57 | Y      | -2     |       | [-6, 0]| 0     | [1, 2]|
| 4.58 | Y      | 0      |       | [-4, 2]| 0     | [0, 1]|
| 4.59 | Y      | 0      |       | [-4, 2]| 0     | [0, 1]|
| 4.60 | Y      | Y      | 0    | -3     | -2    | 1     |
| 4.61 | Y      | -4     |       | [-10, -6]| -2    | 2     |
| 4.62 | Y      | -2     |       | [-7, -2]| -2    | [1, 2]|

**Computations of the Slice Genus of Virtual Knots**
| Knot | l-hom. | d-hom. | $s$ | $s_1$ | $s_2$ | $q^+$ |
|------|--------|--------|-----|-------|-------|--------|
| 4.63 | Y      |        | -4  | [-7, -2] | -2   | 2      |
| 4.64 | Y      | Y      | -4  |       | -3    | -2     |
| 4.65 | Y      |        | -2  | [-4, 0] | 0     | [1, 2] |
| 4.66 | Y      |        | 0   | [-2, 2] | 0     | [1, 2] |
| 4.67 | Y      |        | 0   | [-2, 2] | 0     | [0, 1] |
| 4.68 | Y      |        | 2   | [-4, 0] | 0     | 1      |
| 4.69 | Y      |        | -4  | [-9, -5] | -2   | 2      |
| 4.70 | Y      |        | -2  | [-4, 0] | 0     | 1      |
| 4.71 | Y      |        | 0   | 0     | 0     | 0      |
| 4.72 | Y      |        | 0   | 0     | 0     | 0      |
| 4.73 |        |        | -4  | -10   | -4    | 2      |
| 4.74 |        |        | -2  | -5    | -2    | 1      |
| 4.75 |        |        | 0   | 0     | 0     | 0      |
| 4.76 |        |        | 0   | 0     | 0     | 0      |
| 4.77 |        |        | 0   | 0     | 0     | 0      |
| 4.78 | Y      |        | -4  | [-9, -5] | -2   | 2      |
| 4.79 | Y      |        | -2  | [-4, 0] | 0     | [1, 2] |
| 4.80 | Y      | Y      | -2  | -9    | -4    | 1      |
| 4.81 | Y      |        | 0   | [-8, -2] | -2   | [1, 2] |
| 4.82 | Y      | Y      | -2  | -8    | -2    | 1      |
| 4.83 |        | [-4, 0] | [-8, -4] | -2  | [1, 2] |
| 4.84 | Y      | [0, 2] | [-2, 0] | 2   | [1, 2] |
| 4.85 |        | [-2, 2] | [-2, 2] | 0   | [0, 1] |
| 4.86 |        | Y      | 0   | 0     | 0     | [0, 1] |
| 4.87 | Y      |        | -2  | [-8, -6] | -2   | [1, 2] |
| 4.88 |        | [0, 2] | [4, 6] | 2   | 1      |
| 4.89 | Y      | Y      | -2  | -2    | 0     | 1      |
| 4.90 | Y      | Y      | 0   | 0     | 0     | 0      |
| 4.91 | Y      | Y      | -4  | -11   | -4    | 2      |
| 4.92 | Y      | Y      | -2  | [-8, -6] | -2   | 1      |
| 4.93 |        | [-2, 0] | [-3, 1] | 0   | [0, 1] |
| 4.94 | Y      | Y      | -2  | [-8, -6] | -2   | 1      |
| 4.95 |        | [-2, 0] | [-8, -4] | -2   | 1      |
| 4.96 |        | [-2, 0] | [-3, 1] | 0   | [0, 1] |
| 4.97 |        | [-2, 2] | [-3, 2] | 0   | [0, 1] |
| 4.98 |        | [-2, 2] | [-2, 2] | 0   | [0, 1] |
| 4.99 | Y      | Y      | 0   | 0     | 0     | [0, 1] |
| 4.100 | Y      |        | 0   | [-3, 2] | 0     | [0, 1] |
| 4.101 | Y      |        | -2  | [-10, -4] | -2   | [1, 2] |
| 4.102 | Y      |        | 0   | [-3, 2] | 0     | [0, 2] |
| 4.103 |        | [-2, 0] | [-3, 1] | 0   | [0, 2] |
| 4.104 | Y      | [0, 2] | [4, 6] | 2   | 1      |
| 4.105 |        | -2    | -2  | 0     | 1      |
| 4.106 |        | [-2, 2] | [-2, 2] | 0   | [0, 1] |
| 4.107 |        | [-2, 2] | [-2, 2] | 0   | [0, 1] |
| 4.108 |        | 0     | 0   | 0     | 1      |
From the table we are able to make some observations regarding the two extensions of the Rasmussen invariant. We see that only $s_1$ is able to distinguish between 2.1 and 3.3. Further, there are a number of knots for which the easy to compute $s_2$ obstructs sliceness while the harder to compute $s$ does not. The virtual and doubled Rasmussen invariants are also able to distinguish many pairs of knots which have the same positive slice genus, showing that they are not concordant to one another.

We also give presentations of the surfaces of genus 0, 1, and 2 used to determine the slice genus of the knots 4.8, 3.5, and 4.15 respectively; they are contained in Figures 20 to 22. Unlabeled arrows denote virtual Reidemeister moves, while those which denote 1-handle additions are so labelled. Red arcs between strands denote the locations of such handle additions within individual diagrams.

To conclude we list the results of similar analysis as that used to produce the previous table, this time on the virtual knots for which Boden, Chrisman, and Gaudreau’s methods are unable to obstruct sliceness but the virtual and doubled Rasmussen invariants can. The upper bounds on $g^*$ are those given by Boden, Chrisman, and Gaudreau [5]. As in the case of knots of 4 or less crossings many of the computations are made by spotting connect sums.
1-handle additions

Figure 22. A genus 2 cobordism to the unknot from virtual knot 4.15.

| Knot      | l-hom. | d-hom. | s   | $s_1$ | $s_2$ | $g^*$ |
|-----------|--------|--------|-----|-------|-------|-------|
| 5.114     |        |        | -2  | -1    | 0     | [1, 2]|
| 5.344     |        |        | 2   | 9     | 0     | [1, 2]|
| 5.2351    | Y      | Y      | -2  | [-3, 1]| 0     | [1, 2]|
| 6.1617    |        |        | -2  | -1    | 0     | [1, 2]|
| 6.2414    |        |        | -2  | [-2, 3]| 0     | [1, 2]|
| 6.3036    |        |        | 0   | [1, 3] | 0     | 1     |
| 6.3452    |        |        | 2   | [0, 4]| 0     | 1     |
| 6.3536    |        |        | -2  | [-6, 0]| 0     | 1     |
| 6.3537    |        |        | -2  | [-6, 0]| 0     | 1     |
| 6.3780    |        |        | -2  | [-6, 0]| 0     | 1     |
| 6.3781    |        |        | -2  | [-6, 0]| 0     | 1     |
| 6.3972    |        |        | -2  | [-6, 0]| 0     | 1     |
| 6.3973    |        |        | -2  | [-6, 0]| 0     | 1     |
| 6.5252    |        |        | -2  | [-6, 0]| 0     | 1     |
| 6.5253    |        |        | -2  | [-6, 0]| 0     | 1     |
| 6.5738    |        |        | -2  | [-6, 0]| 0     | 1     |
| 6.5740    |        |        | -2  | [-6, 0]| 0     | 1     |
| 6.6176    | Y      |        | -2  | [-4, 0]| 0     | [1, 2]|
| 6.6508    |        |        | -2  | [-6, 0]| 0     | 1     |
| 6.6509    |        |        | -2  | [-6, 0]| 0     | 1     |
| 6.7805    |        |        | -2  | [-6, 0]| 0     | 1     |
| 6.7807    |        |        | -2  | [-6, 0]| 0     | 1     |
| 6.8909    |        |        | 0   | -1    | 0     | [1, 2]|
| 6.9825    |        |        | 0   | -1    | 0     | [1, 2]|
| 6.12069   |        |        | 2   | [-1, 3] | 0     | [1, 2]|
| 6.13061   |        |        | 2   | [-1, 3] | 0     | [1, 2]|
| 6.14012   | Y      |        | 2   | [-3, 3]| 0     | 1     |
| Knot | l-hom. | d-hom. | s  | s1  | s2  | g^* |
|------|--------|--------|----|-----|-----|-----|
| 6.28566 | 0     | 0     | -1| 0   | 0   | [1,2] |
| 6.35229 | Y     | Y     | 2 | [0,4]| 0   | [1,2] |
| 6.37329 | 0     | 0     | 3 | 0   | 0   | [1,2] |
| 6.37570 | Y     | Y     | 2 | [-1,5]| 0   | 1   |
| 6.38605 | Y     | Y     | 2 | [-2,4]| 0   | 1   |
| 6.42015 | Y     | -2    | [-4,0]| 0   | 1   |
| 6.46580 | Y     | Y     | 2 | [-4,4]| 0   | 1   |
| 6.46684 | Y     | -2    | [-4,4]| 0   | 1   |
| 6.49730 | Y     | Y     | 2 | [-4,0]| 0   | 1   |
| 6.58375 | 0     | 0     | -3| 0   | 1   |
| 6.58930 | Y     | Y     | 2 | [0,4]| 0   | 1   |
| 6.70672 | Y     | Y     | -2| 0   | 1   |
| 6.75192 | Y     | 2     | [0,4]| 0   | 1   |
| 6.78145 | Y     | -2    | [-4,0]| 0   | 1   |
| 6.85784 | Y     | -2    | -2 | 0   | [1,2] |
| 6.90115 | Y     | Y     | -2| -2 | 0   | [1,2] |
| 6.90150 | Y     | Y     | -2| -2 | 0   | [1,2] |
| 6.90209 | Y     | Y     | -2| -2 | 0   | [1,2] |
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