Development and Validation of an Automatic Image-Recognition Endoscopic Report Generation System: A Multicenter Study
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INTRODUCTION: Conventional gastrointestinal (GI) endoscopy reports written by physicians are time consuming and might have obvious heterogeneity or omissions, impairing the efficiency and multicenter consultation potential. We aimed to develop and validate an image recognition–based structured report generation system (ISRGS) through a multicenter database and to assess its diagnostic performance.

METHODS: First, we developed and evaluated an ISRGS combining real-time video capture, site identification, lesion detection, subcharacteristics analysis, and structured report generation. White light and chromoendoscopy images from patients with GI lesions were eligible for study inclusion. A total of 46,987 images from 9 tertiary hospitals were used to train, validate, and multicenter test (6:2:2). Moreover, 5,699 images were prospectively enrolled from Qilu Hospital of Shandong University to further assess the system in a prospective test set. The primary outcome was the diagnosis performance of GI lesions in multicenter and prospective tests.

RESULTS: The overall accuracy in identifying early esophageal cancer, early gastric cancer, early colorectal cancer, esophageal varices, reflux esophagitis, Barrett’s esophagus, chronic atrophic gastritis, gastric ulcer, colorectal polyp, and ulcerative colitis was 0.8841 (95% confidence interval, 0.8775–0.8904) and 0.8965 (0.8883–0.9041) in multicenter and prospective tests, respectively. The accuracy of cecum and upper GI site identification were 0.9978 (0.9969–0.9984) and 0.8513 (0.8399–0.8620), respectively. The accuracy of staining discrimination was 0.9489 (0.9396–0.9568). The relative error of size measurement was 4.04% (range 0.75%–7.39%).

DISCUSSION: ISRGS is a reliable computer-aided endoscopic report generation system that might assist endoscopists working at various hospital levels to generate standardized and accurate endoscopy reports (http://links.lww.com/CTG/A485).
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INTRODUCTION
The wide application of gastrointestinal (GI) endoscopy makes it possible to diagnose and treat digestive diseases in the early stage, improving the prognosis of patients (1–3). In the conventional GI endoscopy report system, the diagnosis is made by endoscopists after subjective assessment of the endoscopic procedure (4–6), and a report is then generated manually by a physician through the computer mouse, keyboard, and other input devices.

However, errors seem to be unavoidable during this manual operation (7), introducing large interoperator and intraoperator variability because of the heterogeneity in experience, working habits, and state of endoscopists, impeding the accuracy, and standardization of the report (8–12). In addition, time involved reduces the efficiency of endoscopic examinations (13,14).

In recent years, major advances in artificial intelligence (AI) have occurred, especially in the recognition and characterization of representative visual data in the GI tract. It has been reported that AI enables detection or diagnosis of several GI neoplasms (15–17). Furthermore, a deep learning convolutional neural network (CNN)-based model has been shown to assist in the identification of small bowel abnormalities (18). Despite these findings, the performance of AI in multitarget recognition of 10 major GI diseases simultaneously and the generation of a standardized text report remains unclear.

Therefore, we developed an image recognition–based structured report generation system (ISRGS), which works through deep learning CNN models combining real-time video capture, site identification, diagnosis of GI lesions and their sub-characteristics analysis, and structured report generation. The primary objective of the study was to test the diagnostic performance of ISRGS using multicenter and prospective data sets.

METHODS
Study design
We developed and evaluated an ISRGS for real-time video capture, site identification, diagnosis of GI lesions, and sub-characteristics analysis of lesions through training, validation, multicenter, and prospective tests.

Image preparation for data sets and quality control
Two parts of images were used for the development and evaluation of ISRGS: (i) from July to October 2019, GI endoscopic images were retrospectively collected from 9 tertiary hospitals across China: Qilu Hospital of Shandong University (QHSU), Shandong Provincial Hospital Affiliated to Shandong First Medical University, QHSU (Qingdao), Liaocheng People’s Hospital, Linyi People’s Hospital, Weihai Municipal Hospital, Taian City Central Hospital, Binzhou Medical University Hospital, and Yantai Yuhuangding Hospital for the training, validation, and multicenter test of the models in a 6:2:2 ratio; (ii) from November 2019 to December 2019, video capture and diagnosis modules were applied to the original endoscopy monitors (EPK-i7000, Pentax, Tokyo, Japan) in QHSU for real-time video-based analysis, which was set to process images at 10 frames per second.

Figure 1. Test result for the upper GI site identification model. A, anterior wall; GC, greater curvature; GI, gastrointestinal; L, lower; LC, lesser curvature; M, middle; P, posterior wall; R, retroflex view; U, upper.
per second. Images from consecutive participants (with at least 1 of the 10 GI diseases) were enrolled into a prospective data set.

Endoscopic images were captured by endoscopes from different vendors in multiple centers, including GIF-H260Z, GIF-HQ290, GIF-XQ260, GIF-Q260, GIF-H260, CF-H290, CF-HQ290, CF-H260, CF-HQ260, CF-Q260, PCF-Q260, PCF-PQ260, Olympus, Japan; EG-2990i, EG29-i10, EG27-i10, EC-3490, EC-3870, EC-3890, Pentax, Japan; and EG-580RD, EC-L590, Fujifilm, Japan.

Normal and abnormal images (including: early esophageal cancer, early gastric cancer, early colorectal cancer, esophageal varices, reflux esophagitis, Barrett’s esophagus, chronic atrophic gastritis, gastric ulcer, colorectal polyp, and ulcerative colitis) with white light and chromoendoscopy were selected. The labeling and delineation data finalized by experienced endoscopists were regarded as the gold standard in this study.

Images were assigned to 4 experienced endoscopists with a minimum of 5 years of experience. They assessed the images quality, and lesions were labeled and delineated. Then, each image was assessed by another 2 highly experienced endoscopists for quality control. Differences between the reviewers were resolved through discussion.

Development of the ISRGs algorithm

The ISRGs consists of the following 7 submodules: image acquisition, site identification, and lesion detection; 3 subcharacteristics (staining recognition, effective biopsy judgment, and lesion size estimation) analysis; and structured report generation. The input of ISRGs was GI endoscopic images. The outputs in the generated structured report consisted of the sites and diagnosis of lesions and subcharacteristics of the procedure.

The InceptionResnet v2 and MobileNet v3 neural networks were applied to the site identification module for the upper GI tract and the cecum, respectively. Endoscopic upper GI tract data were divided into 30 categories based on the systematic screening protocol of GI tract (19).

As a multitask learning architecture, the You Only Look Once (YOLO) v3 neural network was used in the lesion detection module because of its high diagnostic accuracy and fast detection speed, meeting the needs of real-time monitoring of endoscopy. The size of input images was 416 × 416 × 3 pixels. The output provides 3 bounding boxes of different sizes, which can detect targets with different sizes in the image. Each output predicted whether there were targets in the bounding box, the box, and the classification of prediction. The loss function of YOLO v3 is generally consistent with that of YOLO v1.

SSD300 and C3D algorithms were used for the judgment of effective biopsy processes, defined as the continuous appearance of biopsy forceps in the endoscopic field of vision (from the opening of biopsy forceps to the pulling of biopsy forceps) and the appearance of biopsy scars (often with bleeding) on the inner

**Figure 2.** Flowchart for the training, validation, and test of the ISRGs. ISRGs, image-recognition-based structured report generation system; QHSU, Qilu Hospital of Shandong University.
wall of the digestive tract (see Figure, Supplementary Digital Content 1, http://links.lww.com/CTG/A480). SSD300 (the target detection model) continuously tracked and located the position of the biopsy forceps and then captured a video of the biopsy scene through logical judgment. Furthermore, C3D (the scene recognition model) determined whether the video scene was stable on independent validation data sets.

In the training phase, we retrained the submodules using the labeled data sets and updated the parameters of all layers by continuous optimization. The training was stopped when the total loss of the models was stable on the training, validation, and testing data sets. We evaluated the diagnostic accuracy, sensitivity, specificity, positive predictive value, and negative predictive value of ISRGS in identifying 10 GI lesions. Total accuracy was measured as the number of correctly diagnostic images (by algorithm) divided by the total number. Sensitivity and specificity were defined as the proportion of the gold standard confirmed lesions and the proportion of negative controls, respectively, which were corrected by the total number. Sensitivity and specificity were defined as the proportion of algorithm-suggested lesions that were true lesions and the proportion of algorithm-suggested nontarget lesion images that were true nontarget lesions, respectively.

In the effective biopsy judgment module, we trained the SSD300 and C3D algorithms. We labeled 400 biopsy forceps images and used the ImageNet pretraining model to train SSD300. The size of the input image was 300 × 300 × 3 pixels. For C3D, we first obtained 100 effective biopsy and nonbiopsy videos during endoscopic procedures using video editing tools. Based on the video clips, we obtained the video frames using FFmpeg in order to

Table 1. Baseline characteristics  

|                          | Training set | Validation set | Multicenter test set | Prospective test set |
|--------------------------|--------------|----------------|----------------------|----------------------|
| Age (yr), mean (SD)      | 56.89 (14.75) | 51.18 (12.85) | 55.61 (13.36)        | 52.56 (12.64)        |
| Sex                      |              |                |                      |                      |
| Male, n (%)              | 2,719 (52.88) | 592 (48.17)    | 832 (48.85)          | 954 (53.15)          |
| Female, n (%)            | 2,423 (47.12) | 637 (51.83)    | 871 (51.15)          | 805 (44.85)          |
| Early esophageal cancer, n (%) | 1,512 (5.36) | 504 (5.36)    | 504 (5.36)          | 208 (3.65)           |
| Reflux esophagitis, n (%) | 1,692 (6.00) | 565 (6.01)    | 564 (6.00)          | 262 (4.60)           |
| Esophageal varices, n (%) | 1,539 (5.46) | 513 (5.46)    | 513 (5.46)          | 306 (5.37)           |
| Barrett’s esophagus, n (%) | 1,698 (6.02) | 566 (6.02)    | 566 (6.02)          | 320 (5.62)           |
| Early gastric cancer, n (%) | 1,524 (5.41) | 508 (5.41)    | 508 (5.41)          | 108 (1.90)           |
| Gastric ulcer, n (%)     | 2,649 (9.40) | 884 (9.41)    | 883 (9.40)          | 195 (3.42)           |
| Chronic atrophic gastritis, n (%) | 1,551 (5.50) | 517 (5.50)   | 517 (5.50)          | 405 (7.11)           |
| Early colorectal cancer, n (%) | 2,589 (9.18) | 862 (9.18)    | 863 (9.18)          | 228 (4.00)           |
| Colorectal polyp, n (%)  | 4,119 (14.61) | 1,372 (14.60) | 1,373 (14.61)       | 559 (9.81)           |
| Ulcerative colitis, n (%) | 1,821 (6.46) | 606 (6.45)    | 607 (6.46)          | 279 (4.90)           |
| No disease               | 7,500 (26.60) | 2,498 (26.59) | 2,500 (26.60)       | 2,829 (49.64)        |
and then sampled 16 images at equal intervals. In this way, we obtained 16 images for each video clip, removed the black edge removal and scaling processing for these 16 images, and finally obtained the $112 \times 112 \times 3 \times 16$ video sequence image matrix. Another 40 videos were used to test the module. For the total 48 effective biopsy processes of the 20 biopsy videos, an incorrect identification was reported for the occlusion of the view, while there was no misidentification among the other non-biopsy 20 videos.

In addition, another 2,523 chromoendoscopy images were selected and labeled to test the staining recognition module, with a total accuracy of 0.9489 (95% CI, 0.9396–0.9568). The model was trained for 300 epochs with a batch size of 128. We also used a trick training network, with the initial learning rate set as 0.001. The network learned with AdamOptimizer to optimize the total loss of the model during the training process.

To estimate lesion size, 1,356 images were selected to train and validate the algorithm. In April 2019, we used circular scales with different diameters to imitate GI lesions in the porcine stomach to test the diagnostic performance of this module. We found that the accuracy of measured lesions within 5 cm of vertical distance and within 4 cm of lesion size was the most reliable, owing to the barrel distortion of endoscopic images and the fluid characteristics of the water jet. When the water jet was sprayed vertically on discs of different diameters in vitro to simulate the porcine stomach focus measurement, the mean relative error was 4.04% (range 0.75%–7.39%).

Testing the ISRGS
First, we tested the performance of the ISRGS in the diagnosis of 10 GI diseases in a multicenter test data set. We then prospectively enrolled images from consecutive participants with 1 of the 10 GI diseases for further performance assessment in clinical practice. There was no patient overlap among the data sets.

Statistical analysis
We used the receiver operating characteristic (ROC) curve to show the diagnostic ability of the deep learning algorithm, in which the probability of algorithm prediction was introduced to obtain the tradeoff between sensitivity and specificity for each disease category. A larger area under the ROC curve indicated better diagnostic performance. Statistical analyses were performed using SPSS 25.0 software for Windows (IBM, Armonk, NY). This study was approved by the relevant independent institutional review boards of each participating hospital, and any personally identifying information was omitted. Informed consent was exempted by the institutional review boards of the participating hospitals.

RESULTS
Baseline characteristics of data set
Between July 2019 and October 2019, we retrospectively accessed 11,789 individuals from 9 tertiary hospitals for eligibility, of which 2,999 individuals with normal GI mucosa were excluded. Then, 53,045 endoscopic images from 8,790 individuals were
screened for quality, and 6,058 images with magnifying or other reasons were excluded. As a result, 46,987 endoscopic images from 8,074 individuals were labeled and selected for training, validation, and internal test data sets in the ratio of 6:2:2. Between November 2019 and December 2019, 5,699 video-based images from 1,795 consecutive participants were enrolled into a prospective test set (Figure 2). Detailed baseline characteristics and constituent ratios of the GI diseases for the data sets are summarized in Table 1.

The performance of ISRGS in diagnosis of GI diseases of multi-center test set. High area under the ROC curve values were observed (Figure 3). The optimal threshold value of the ISRGS was derived from the ROC curve according to the Youden index method.

The overall accuracy of the ISRGS for identifying the target 10 diseases was 0.8841 (95% CI, 0.8775–0.8904). Table 2 displays the excellent performance of ISRGS in detecting 10 major GI diseases in the multicenter test set, with accuracies ranging from 0.9765 (95% CI, 0.9732–0.9794) to 0.9960 (95% CI, 0.9945–0.9971). See Table, Supplementary Digital Content 4, http://links.lww.com/CTG/A483 for the confusion matrix of the prospective test phase.

The performance of ISRGS in diagnosis of GI diseases of prospective test set

Figure 4 shows the ROC curve. The overall accuracy for the prospective test set was 0.8865 (95% CI, 0.8833–0.9041). The accuracy ranged from 0.9810 (95% CI, 0.9771–0.9842) to 0.9919 (95% CI, 0.9892–0.9939) (Table 3). See Table, Supplementary Digital Content 5, http://links.lww.com/CTG/A484 for the confusion matrix of the prospective test phase.

DISCUSSION

ISGRS was integrated into 7 submodules and verified with more than 52,686 images from 9,869 participants from 9 tertiary hospitals. It should be noted that, as a universal, standardized, and efficient endoscopy-assisted system, the ISGRS was capable of correctly diagnosing and framing out most common GI diseases, including early esophageal, gastric, and colorectal cancer, esophageal varices, reflux esophagitis, Barrett’s esophagus, chronic atrophic gastritis, gastric ulcer, colorectal polyp, and ulcerative colitis.

This study has multiple strengths. First, the ISGRS is the first AI system able to diagnose multiple types of GI diseases in real-time. Second, to the best of our knowledge, the automatic structured report generation module is also the first image text conversion system, which helps to standardize diagnosis description, reduce labor resources, and improve endoscopy efficiency. Another highlight of this system is that the generalization of the ISGRS was verified by multicenter large sample data generated by different endoscopy vendors.

Luo et al. (17) reported a real-time AI module for detection of upper GI cancer. Ding et al. (18) developed a CNN-based algorithm to identify abnormalities in small bowel capsule endoscopy images. However, both showed binary results, which were not sufficient to identify multiple abnormalities in clinical practice. In
this study, the multitask learning architecture YOLO v3 neural network was used to identify the lesions, in which intersection over union (IoU) was introduced for performance assessment. IoU is defined as the ratio of the intersection and union of the AI-predicted border and gold standard border. In this study, IoU was set as 10%. In detail, in a picture containing the target lesion, when the algorithm correctly predicted the lesion label and at least 1 IoU was more than 10%, the prediction was regarded as true positive. Advanced GI cancer was not assessed in the system because of its obvious characteristics, which can be correctly recognized even by trainees. If advanced GI cancer was included in the data set, the accuracy of the ISRGS in the detection of GI disease would improve.

Chromoendoscopy facilitates the differentiation between cancerous and noncancerous lesions (20–23). Although guidelines recommend image-enhanced endoscopy (IEE) including dye-based IEE and equipment-based IEE to improve the detection rate of GI neoplasia, doctors might forget or omit it in real-world practice. In addition, omissions might occur in the IEE method during report generation, which can lead to massive data being missing (24,25). Meanwhile, endoscopic assessment of lesion size is also subjective in our current situation. Using the subcharacteristic assessment modules of the ISGRS, both IEE type and the lesion size could be accurately recorded in the endoscopic report in real-time. Moreover, effective biopsy movement could also be recognized by the ISGRS and automatically included in the report generation system, helping to construct a complete endoscopy result sheet.

In this study, when AI identifies a lesion in real-time, it will analyze about the stability of the view, which takes around 30 ms. Furthermore, endoscopic photographs with no artifact will be captured. For colonoscopy, AI could also improve polyp and adenoma detection rates and calculate withdrawal time by accurately recognizing the cecum and the in vivo and ex vivo timepoint (26). In this study, the recognizing speed of site using the ISGRS is 10 frames per second, and the process of disease recognition takes approximately 70 ms. The final recognition result is displayed on the ISGRS monitor, which is adjacent to the original endoscopy screen. There was only a latency of 500 to 600 ms during real-time video analysis.

There are also several limitations to this study. First, there is no true gold standard for some GI diseases in this study (such as esophageal varices, reflux esophagitis, and colorectal polyp); thus, potential bias might exist in deep learning. Second, the sensitivity for the diagnosis of early GI cancer ranged from 80% to 90%. Multiple categories of GI lesions and the misdiagnosis of other GI lesions might in part lead to the low sensitivity. Subgroup analysis showed that the overall sensitivity of early GI cancer was 87.2% and 84.6% in the multicenter and prospective test sets, respectively. In some degree, the output of the other diseases might be also useful, which could remind the endoscopist to observe carefully and avoid misdiagnosis. In addition, the histopathology was regarded as the gold standard in this study. Studies from China showed that the missing rate of early GI is nearly 17% to 59% (esophageal), 18% to 42% (gastric) and 9% to 27% (colorectal).
in clinical practice (27–29). Further randomized controlled studies are warranted to fully evaluate the true benefit of this computer-aided system in automatic report generation. Third, despite the 3 subcharacteristics that can be evaluated by the ISGRS, there are still features in the structured report template that need to be selected by the endoscopist, such as the border, color changes, surface pattern. In the future, more techniques, such as natural language processing, might further improve the accuracy and operability of automatic endoscopic report generation system.

In summary, the ISGRS is the first AI-based endoscopic report generation system. It might serve as an effective tool to detect multiple GI lesions, assess certain subcharacteristics, and facilitate endoscopists from different hospital levels to generate standardized endoscopic reports.
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Study Highlights

| WHAT IS KNOWN                                                                 |
|------------------------------------------------------------------------------|
| ✓ GI endoscopy permits the early detection of digestive diseases.            |
| ✓ The conventional GI endoscopy report system was subjective and time consuming. |
| ✓ The performance of AI in multtarget recognition of 10 major GI diseases remains unclear. |

| WHAT IS NEW HERE                                                                 |
|------------------------------------------------------------------------------|
| ✓ We developed and validated an ISRGS using a multicenter data set.          |
| ✓ The system could be a powerful detection tool for major GI lesions and their subcharacteristics. |

| TRANSLATIONAL IMPACT                                                                 |
|----------------------------------------------------------------------------------------|
| ✓ The system might facilitate endoscopists from different hospital levels to generate standardized endoscopic reports. |
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