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Abstract. Inverse problems consist of recovering a signal from a collection of noisy measurements. These are typically cast as optimization problems, with classic approaches using a data fidelity term and an analytic regularizer that stabilizes recovery. Recent Plug-and-Play (PnP) works propose replacing the operator for analytic regularization in optimization methods by a data-driven denoiser. These schemes obtain state of the art results, but at the cost of limited theoretical guarantees. To bridge this gap, we present a new algorithm that takes samples from the manifold of true data as input and outputs an approximation of the projection operator onto this manifold. Under standard assumptions, we prove this algorithm generates a learned operator, called Wasserstein-based projection (WP), that approximates the true projection with high probability. Thus, WPs can be inserted into optimization methods in the same manner as PnP, but now with theoretical guarantees. Provided numerical examples show WPs obtain state of the art results for unsupervised PnP signal recovery.
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1. Introduction. Inverse problems arise in numerous applications such as medical imaging [6, 7, 52, 72], phase retrieval [10, 17, 38, 91], geophysics [15, 39, 40, 47, 48, 55], and machine learning [31, 37, 49, 96, 98]. The underlying goal of inverse problems is to recover a signal from a collection of indirect noisy measurements. Formally stated, consider a finite dimensional Hilbert space $X$ (e.g. $\mathbb{R}^n$) with scalar product $\langle \cdot, \cdot \rangle$ and norm $\| \cdot \|$ for the domain space, and similarly for the measurement space $Y$ (e.g. $\mathbb{R}^m$). Let $A : X \to Y$ be a mapping between $X$ and $Y$, and let $b \in Y$ be the available measurement data given by

$$b = A(u^*) + \varepsilon,$$

where $u^* \in X$ denotes the true signal and $\varepsilon \in Y$ denotes the noise in the measurement. The specific task of inverse problems is to recover $u^*$ from the noisy measurements $b$. A difficulty in recovering $u^*$ is that inverse problems are often ill-posed, making their solutions unstable for noise-affected data. To overcome ill-posedness, many traditional approaches estimate the...
true signal $u^*$ by a solution $\hat{u}$ to the variational problem
\begin{equation}
\min_{u \in \mathcal{X}} \ell(A(u), b) + J(u),
\end{equation}
where $\ell: \mathcal{Y} \times \mathcal{Y} \to \mathbb{R}$ is the fidelity term that measures the discrepancy between the measurements and the application of the forward operator $A$ to the signal estimate (e.g., least squares). The function $J: \mathcal{X} \to \mathbb{R}$ serves as a regularizer, which ensures both that the solution to (1.2) is unique and that its computation is stable. In addition to ensuring well-posedness, regularizers are constructed in an effort to instill prior knowledge of the true signal. Common model-based regularizers include, e.g., sparsity $J(u) = \|u\|_1$ \cite{11, 18, 19, 34}, Tikhonov $J(u) = \|u\|^2$ \cite{16, 44}, Total Variation $J(u) = \|\nabla u\|_1$ \cite{24, 83, 103}, and recently, data-driven regularizers \cite{3, 58, 66}. A generalization of using data-driven regularization consists of Plug-and-Play (PnP) methods \cite{25, 28, 94}, which replace the proximal operators in an optimization algorithm with data-driven operators. (This generalizes data-driven regularization since, in some instances, PnP operators cannot be expressed as the proximal of any regularizer.)

An underlying theme of regularization is that signals represented in high dimensional spaces often exhibit redundancies. For example, in a piece-wise constant image, any given pixel value is often highly correlated with adjacent pixel values. This leads to the insight that such signals possess intrinsically low dimensional manifold representations \cite{67, 73, 78}. However, explicitly approximating the manifold is highly nontrivial. Thus, a key question remains:

**How can we guarantee reconstructed signal estimates are on the manifold of true signals?**

This reconstruction guarantee can be ensured by solving a special case of (1.2) given by
\begin{equation}
\min_{u \in \mathcal{M}} \ell(A(u), b).
\end{equation}
Standard methods for solving the constrained problem (1.3) require repeatedly projecting signal estimates onto the manifold $\mathcal{M}$ (see Subsection 2.1). However, in practice access is typically given to samples drawn from $\mathcal{M}$ rather than an explicit representation of the projection $P_M$.

**Contribution.** The main difficulty in solving (1.3) is that this task typically requires projecting onto the manifold $\mathcal{M}$. The key contribution of the present work is to provide the first algorithm, to our knowledge, that takes samples of $\mathcal{M}$ as input and outputs a PnP operator that provably approximates the projection operator $P_M$.\footnote{We assume the manifold is convex and the signals are not “too noisy” (see Assumptions 3.1 and 3.5).} We refer to the approximation as a Wasserstein-based projection (WP). Once this approximation of $P_M$ is obtained, it can be directly incorporated into any optimization method for solving (1.3). We also emphasize our approach is unsupervised\footnote{Here unsupervised means a direct correspondence between noisy measurements and true signals is not needed (e.g., the number of noisy measurement data may differ from the number of true signal samples).} and does not require directly representing the manifold.

**Outline.** We begin by describing Wasserstein-based projections in Section 2. The convergence analysis and some practical notes are covered in Section 3. We discuss related works in Section 4. We show the effectiveness of Wasserstein-based projections on low-dose CT problems and conclude with a brief discussion in Section 6.
2. Wasserstein-based Projections. In this section, we provide relevant background of projections for inverse problems. We then describe our proposed scheme to learn the projection (Algorithm 2.1) and deploy it (Algorithm 2.2).

2.1. Motivation. Many standard optimization algorithms can be used to generate a sequence \( \{u^k\} \) that converges to a solution \( \tilde{u}_b \) of (1.3). For example, fixing a step size \( \lambda \in (0, \infty) \), the proximal gradient method uses updates of the form

\[
(2.1) \quad u^{k+1} = P_M \left( u^k - \lambda \nabla \ell(A(u^k), b) \right).
\]

Letting \( f(d) \equiv \ell(d, b) \) and \( \beta, \gamma \in (0, \infty) \), linearized ADMM [74] updates take the form

\[
(2.2a) \quad u^{k+1} = P_M \left( u^k - \beta A^\top (v^k + Au^k - y^k) \right),
\]

\[
(2.2b) \quad y^{k+1} = \text{prox}_{\gamma f} \left( y^k + \gamma (v^k + Au^k + 1 - y^k) \right),
\]

\[
(2.2c) \quad v^{k+1} = v^k + Au^k + 1 - y^{k+1}.
\]

The primal dual hybrid gradient (PDHG) method [23, 36] produces updates of the form

\[
(2.3a) \quad u^{k+1} = P_M \left( u^k - \gamma A^\top v^k \right),
\]

\[
(2.3b) \quad v^{k+1} = \text{prox}_{\beta f^*} \left( v^k + \beta A(2u^{k+1} - u^k) \right),
\]

where \( f^* \) is the convex conjugate of \( f \). Each example above (and many others) requires iteratively applying the projection operator \( P_M \) to solve (1.3). However, difficulty arises in most practical settings where access is not provided to an analytic expression for \( P_M \). As is common in data science, access is typically provide to samples of the true signals in \( \mathcal{M} \). To our knowledge, this work presents the first algorithm that provably approximates the projection \( P_M \) from available sampled data, which we present below. The philosophical distinction between classic and the data-driven schemes is further illustrated in Figure 1.

2.2. Projection Background. For a convex and compact set \( \mathcal{M} \subset \mathcal{X} \), the projection operator \( P_M : \mathcal{X} \to \mathcal{X} \) is defined by

\[
(2.4) \quad P_M(u) \triangleq \arg\min_{v \in \mathcal{M}} \|v - u\|.
\]

This projection can be used to express the pointwise distance function

\[
(2.5) \quad d_M(u) \triangleq \inf_{v \in \mathcal{M}} \|v - u\| = \|P_M(u) - u\|.
\]

Indeed, for \( \alpha \in \mathbb{R} \) and \( \lambda = \alpha \cdot d_M(u) \), we obtain the inclusion relation\(^8\)

\[
(2.6) \quad u + \alpha (P_M(u) - u) \in u - \lambda \partial d_M(u),
\]

\(^7\) The proximal for \( f^* \) can be directly obtained from that of \( f \) using the Moreau decomposition [70].

\(^8\) The case for \( u \not\in \mathcal{M} \) follows from [22, Lemma 2.2.28], and for \( u \in \mathcal{M} \) observe \( P_M(u) - u = 0 \in \partial d_M(u) \).
Figure 1: Comparison of offline/online processes for classic and learned projection schemes. Classic approaches select an analytic regularizer and incorporate it into an optimization algorithm, which is then applied to solve a class of optimization problems. Constructing the learned projection consists of iteratively refining a tunable operator using true and noisy samples. As the tunable operator is updated, the noisy signals are also updated, each time making the noisy signals more closely resemble the true signals. During the online process, the learned projection is deployed in an optimization algorithm analogously to the classic method. The key contribution of this paper is to present an algorithm for the offline process used to obtain the learned projection operator.

and the left hand side is called the $\alpha$-relaxed projection of $u$ onto $\mathcal{M}$. In particular, we can directly obtain the left hand side from the subgradient expression on the right (see (2.11)), where $0 \in \partial d_{\mathcal{M}}(u)$ whenever $d_{\mathcal{M}}$ is not differentiable at $u$.

We next introduce how to approximate the distance function $d_{\mathcal{M}}$. To do this, we solve an optimization problem over the set $\Gamma$ of nonnegative 1-Lipschitz functions (n.b. $d_{\mathcal{M}} \in \Gamma$). We assume access is provided to a collection of noisy signals $\tilde{u}$ drawn from a distribution $\tilde{\mathbb{P}}$. Similarly, we assume a distribution of true signals $\mathbb{P}_{\text{true}}$ is provided. With additional assumptions (see Section 3), $\tau \in (0, \infty)$, and $p \in [1, \infty)$, each function that solves the optimization problem

$$
\min_{f \in \Gamma} \mathbb{E}_{u \sim \mathbb{P}_{\text{true}}} \left[ f(u) + \tau f(u)^p \right] - \mathbb{E}_{\tilde{u} \sim \tilde{\mathbb{P}}} \left[ f(\tilde{u}) \right]
$$

coincides with the distance function $d_{\mathcal{M}}$ over the support of $\tilde{\mathbb{P}}$. That is, if $\phi$ solves (2.7), then

---

9 We use “distribution” and “measure” interchangeably, using the former to emphasize the collection of signals and latter to emphasize assigned probabilities.

10 Typical examples of $\mathbb{P}_{\text{true}}$ consist of true signals/images for training data. Examples of $\tilde{\mathbb{P}}$ consist of images reconstructed from a given distribution of observed measurements $b$ (e.g. TV-based reconstructions).
\[ \phi(\tilde{u}) = d_\mathcal{M}(\tilde{u}) \text{ for all } \tilde{u} \in \text{supp}(\tilde{P}). \]

Since we are only interested in computing projections of signals \( \tilde{u} \) drawn from the noisy distribution \( \tilde{P} \), any solution \( \phi \) to (2.7) will work for our purposes. In summary, our task is to solve the problem (2.7) and then use a subgradient of this solution with (2.6) to form a relaxed projection.

Having obtained the pointwise distance function \( d_\mathcal{M} \), we propose estimating each projection onto the manifold \( \mathcal{M} \) by performing a sequence of subgradient descent steps. In an ideal situation, given a point \( u \notin \mathcal{M} \), we would perform a single step of size \( d_\mathcal{M}(u) \) in the direction \( -\nabla d_\mathcal{M}(u) \) to obtain the projection \( P_\mathcal{M}(u) \) in a single step. However, this is not a useful approach due to our limited ability to approximate \( d_\mathcal{M} \) in practice (e.g., due to finite sampling of true signals and minimizing over a subset of \( \Gamma \)). Instead, we prescribe an iterative scheme with dynamic step sizes, which (hopefully) overcomes most of the approximation errors obtained in practice. Given an anchoring sequence of scalars \( \{\gamma_k\} \subset (0,1) \) and a 1-Lipschitz (i.e., nonexpansive) operator \( T : \mathcal{X} \to \mathcal{X} \), Halpern [50] proposed finding the projection of \( u^1 = \tilde{u} \) onto the fixed point set \( \text{fix}(T) \) by generating a sequence \( \{u^k\} \) via the update

\[ u^{k+1} = \gamma_k u^1 + (1 - \gamma_k) T(u^k), \quad \text{for all } k \in \mathbb{N}, \]

where each update is a convex combination of \( u^1 \) and \( T(u^k) \). Our method takes the form

\[ u^{k+1} = \gamma_k u^1 + (1 - \gamma_k) \left( u^k + \alpha_k (P_\mathcal{M}(u^k) - u^k) \right), \quad \text{for all } k \in \mathbb{N}. \]

The expression in (2.9) that replaces \( T(u^k) \) in (2.8) corresponds to a nonexpansive operator provided \( \alpha_k \in [0,2] \). For a typical update, we use \( \alpha_k \in [0,2] \); however, this is not always the case for our step size rule (see Remark 5.3). Algorithm 2.1 articulates the training procedure for identifying the parameters in our Wasserstein-based projection algorithm (Algorithm 2.2).

**Remark 2.1.** The pointwise distance function \( d_\mathcal{M}(u) \) is distinct from the Wasserstein-1 distance \( \text{Wass}(\tilde{P}, P_{\text{true}}) \) between the distribution \( \tilde{P} \) of estimates and the true signal distribution \( P_{\text{true}} \). The former measures the distance from an individual point to a set while the latter is a metric for distributions. The connection between these, in our setting, is that the expected value of the distance to the manifold among all \( \tilde{u} \sim \tilde{P} \) is equivalent to the Wasserstein-1 distance,\(^{12}\) i.e.

\[ \mathbb{E}_{\tilde{u} \sim \tilde{P}} [d_\mathcal{M}(\tilde{u})] = \text{Wass}(\tilde{P}, P_{\text{true}}). \]

This also illustrates that the name *Wasserstein-based projection* (WP) is derived from the fact that the loss function we use in (2.7) coincides with the Wasserstein distance.

**Remark 2.2.** Throughout this work, we use probability spaces \( (\Omega, \mathcal{F}, P) \), where \( \Omega \) is the sample space, \( \mathcal{F} \) the \( \sigma \)-algebra, and \( P : \mathcal{F} \to \mathbb{R} \) is the probability measure. Everywhere in this work, we assume the sample space is the entire Hilbert space (i.e., \( \Omega = \mathcal{X} \)) and the event space is the power set (i.e., \( \mathcal{F} = \mathcal{P}(\Omega) \)). We will use various measures. In particular, we assume a measure \( P_{\text{true}} \) is provided for true data, which in practice is approximated through discrete sampling. Additionally, we find it practical to introduce a distribution \( \tilde{P}^k \) for each iteration \( k \) of our algorithm so that we may write \( u^k \sim \tilde{P}^k \). Note each distribution \( \tilde{P}^k \) is formed as a push forward operation of compositions of our algorithmic operator on \( \mathbb{P}^1 \) (see Remark 3.4).

\(^{11}\)The distance function \( d_\mathcal{M} \) is differentiable outside of the manifold \( \mathcal{M} \).

\(^{12}\)This follows from Lemma A.2 and the dual Kantarovich formulation of the Wasserstein-1 distance.
2.3. Algorithms. The aim of Algorithm 2.1 is to determine a collection of function parameters \( \{ \theta^k \} \), step sizes \( \{ \beta_k, \gamma_k \} \), and relaxation parameters \( \mu \). The relaxation parameters \( \mu \) in Step 1 determine whether the updates, on average, form under or over-relaxations (under if \((\mu_1 + \mu_2) \in (0, 1)\) and over if \((\mu_1 + \mu_2) \in (1, 2)\)). The function parameterization \( \mathcal{I} \) in Step 2 defines the collection \( \{ J_{\theta} \}_{\theta \in \mathcal{I}} \) of functions over which the optimization occurs in Step 6, which in practice forms an approximation of the set \( \Gamma \) of all nonnegative 1-Lipschitz functions. In our case, the collection of functions is parameterized by a 1-Lipschitz neural network, whose weights are \( \theta \in \mathcal{I} \). The anchoring sequence \( \{ \gamma_k \} \) in Step 3 is chosen to pull successive updates closer to the initial iterate (e.g. \( \gamma_k = 1/k \)), which is key to ensuring \( \{ u^k \} \) converges to the closest point to \( u^1 \) that is contained in \( \mathcal{M} \). The initial distribution \( \mathbb{P}^1 \) in Step 4 is, in practice, given by a collection of samples \( \{ u^1_i \}_{i \in D} \subset \mathcal{X} \) where \( D \) is an indexing set (n.b. in practice \( D \) is an enumeration of a finite collection). The expectation is then approximated by an averaging sum over all the samples. Another collection of samples is used similarly for the true distribution \( \mathbb{P}_{\text{true}} \). Note, however, the true data samples are typically given whereas we are given some liberty in choosing the samples for \( \mathbb{P}^1 \) (described further in Section 5). A for loop occurs in Lines 5-8 with each index \( k \) corresponding to a distribution \( \mathbb{P}^k \) of signal estimates of the form \( u^k \) (see Remark 3.4). In other words, we (informally) say that \( \mathbb{P}^k \) consists of all signals \( u^k_i \) for \( i \in D \). The problem in Line 6 corresponds to (2.7) and is used to obtain an estimate \( J_{\theta^k} \) of the pointwise distance function \( d_{\mathcal{M}} \), which can be accomplished using a variant of stochastic gradient descent (SGD) [81, 14] or ADAM [57]. Line 7 then assigns the mean distance between points in the distribution of estimates \( \mathbb{P}^k \) and the manifold \( \mathcal{M} \) to the variable \( \beta_k \). Line 8 defines the updates for each iterate \( u^k \) following the Halpern-type update described in (2.9). In particular, we use the definition

\[
\begin{align*}
    g_k(u) & \triangleq \begin{cases} 
        u - (\mu_1 \beta_k + \mu_2 J_{\theta^k}(u)) \cdot \nabla J_{\theta^k}(u) & \text{if } J_{\theta^k} \text{ is differentiable at } u, \\
        u & \text{otherwise}.
    \end{cases}
\end{align*}
\]

Assuming \( d_{\mathcal{M}} = J_{\theta^k} \) and setting

\[
\begin{align*}
    \lambda_k(u) & \triangleq \mu_1 \beta_k + \mu_2 J_{\theta^k}(u),
\end{align*}
\]
we obtain the relaxed projection

\[
g_k(u) = u + \frac{\lambda_k(u)}{d_M(u)} (P_M(u) - u) = u - \alpha_k(u) (P_M(u) - u) \in u - \lambda_k(u) \partial d_M(u),
\]

where \(\alpha_k(u)\) is defined to be the underbraced term and we adopt the convention of taking \(\alpha_k(u) = 0\) when \(d_M(u) = 0\). (This is justified since \(d_M(u) = 0\) implies \(P_M(u) = u\).) Upon completion of training, projections can be performed by applying Algorithm 2.2.

**Remark 2.3.** In practice, because we perform numerical differentiation, we abusively write

\[
g_k(u) = u - \lambda_k(u) \nabla J_{\theta_k}(u) = u - (\mu_1 \beta_k + \mu_2 J_{\theta_k}(u)) \nabla J_{\theta_k}(u),
\]

which is what is used in our experiments.

---

**Algorithm 2.2** Wasserstein-based Projection (WP) (Deployment of \(P_M\) Approximation)

1. WP\((u)\):
   - Provided signal

2. Choose parameters \(\{\mu, \beta_k, \gamma_k, \theta^k\}\)
   - Use result from Algorithm 2.1

3. \(u^1 \leftarrow u\)
   - Assume \(u \sim P^1\) and assign as initial iterate

4. \(\text{for } k = 1, 2, \ldots \text{ do}\)
5. \(u^{k+1} \leftarrow \gamma_k u^1 + (1 - \gamma_k) g_k(u^k)\)
   - Halpern-type update (see (2.14))

6. \(\text{return } u^{k+1}\)
   - Estimate of \(P_M(u)\)

---

Once we have trained the parameters \(\theta^k\), we can use them to approximate the projection \(P_M\) using Algorithm 2.2 as follows. First the parameters \(\{\mu, \beta_k, \gamma_k, \theta^k\}\) are chosen according to Algorithm 2.1. Then in Line 3 the point \(u^1\) is initialized to the given estimate. A for loop is formed in Lines 4-6 so that, for each \(k\), the Halpern-type update is computed using a relaxed projection with \(g_k\) (Line 6). Since it is not explicit in the notation, we emphasize that \(g_k\) is defined in terms of \(\beta_k, \gamma_k,\) and \(\theta^k\). Upon repeating this process the same number of times as the training iterations, we obtain our estimate \(u^k\) in Line 7 of the projection of \(u\) onto \(\mathcal{M}\). We emphasize Algorithm 2.1 is performed once in an offline process to obtain the projection using training data. Once trained, Algorithm 2.2 can then be used in an online process for any signal that was not necessarily used during training.

**3. Convergence Analysis.** This section formalizes the assumptions and states the main convergence result for the WP method (Algorithm 2.2). In similar fashion to [66], we first articulate one formalization of the idea that true data is contained in a low dimensional manifold \(\mathcal{M}\). All proofs can be found in Appendix A

**Assumption 3.1.** The support of the distribution of true signals \(P_{\text{true}}\) is a convex, compact set \(\mathcal{M} \subset \mathcal{X}\), i.e. \(\text{supp}(P_{\text{true}}) = \mathcal{M}\).

**Remark 3.2.** The convexity assumption may seem stringent since manifolds are not, in general, convex. However, from a practical perspective, we are interested in cases where a point is already “close” to the manifold \(\mathcal{M}\). This is because existing methods typically allow us to
Figure 2: The blue points are samples drawn from distribution \( P_k \), which are updated to the purple relaxed projection \( g_k \) of the projection \( P_M \) onto the visible portion of the red manifold \( \mathcal{M} \). Here \( g_k(v) \) and \( g_k(w) \) are over and under-relaxations, respectively, and a common step size \( \lambda_k \) is used.

get “close” to the manifold (e.g. use a variational method to get an estimate \( \tilde{u} \) of a signal \( u^* \)). Moreover, for such “close” points, the manifold looks like a Euclidean space and, thus, effectively appears to be a convex set from the perspective of individual noisy signals.

The closeness idea in Remark 3.2 and boundedness of \( \mathcal{M} \) yield the following assumption.

**Assumption 3.3.** The support of the initial distribution \( \mathbb{P}^1 \) is bounded.

**Remark 3.4.** We formally define each distribution \( \mathbb{P}^k \) of estimates by using a sequence of algorithmic operators \( \{A_k : \mathcal{X} \to \mathcal{X}\} \). Set \( A_1(u) \triangleq u \) and inductively define

\[
A_{k+1}(u) \triangleq \gamma_k u + (1 - \gamma_k)g_k(A_k(u)), \quad \text{for all } k \in \mathbb{N}.
\]

Then we see the \( k \)-th iteration \( u^k \) in the WP algorithm (Algorithm 2.2, Line 5), satisfies

\[
u^k = A_k(u^1), \quad \text{for all } k \in \mathbb{N}.
\]

We may view \( A_k(u^1) \) as a random variable with sample \( u^1 \sim \mathbb{P}^1 \). To match notation with what is typical in algorithmic literature, rather than write \( \{A_k(u^1)\} \), we refer to the sequence of random variables \( \{u^k\} \) with the sample \( u^1 \) implicit. For each iteration, we also define the distribution \( \mathbb{P}^k \) as the push forward of the algorithmic operator \( A_k \) applied to \( \mathbb{P}^1 \), i.e.

\[
\mathbb{P}^k \triangleq (A_k)_{\#} \mathbb{P}^1, \quad \text{for all } k \in \mathbb{N}.
\]

Recalling the definition of the push forward operation, we may equivalently write

\[
\mathbb{P}^k[U] = \mathbb{P}^1[A_k^{-1}(U)] = \mathbb{P}^1[\{u^1 : A_k(u^1) \in U\}], \quad \text{for all } k \in \mathbb{N} \text{ and } U \subseteq \mathcal{X}.
\]
Our next assumption draws a connection between the distribution of signal estimates $\mathbb{P}^k$ and the distribution of true data $\mathbb{P}_{\text{true}}$. This assumption effectively states the noise is not “too large” and the distribution $\mathbb{P}^k$ is sufficiently representative (i.e. the observed signals are not missing significant features from the true signals). This is weaker than assuming each individual signal can be recovered from its measurements. And, if our method is makes appropriate progress, truth of the assumption for $k = 1$ naturally implies the truth for all subsequent values of $k$.

**Assumption 3.5.** For all $k \in \mathbb{N}$, the distribution $\mathbb{P}^k$ is such that the push forward of the projection operation onto the manifold $\mathcal{M}$ recovers the true signal distribution $\mathbb{P}_{\text{true}}$ up to a set of measure zero, i.e. $\mathbb{P}_{\text{true}} = (P_{\mathcal{M}})^\#(\mathbb{P}^k)$.

With much credit to [66], we extend their result [66, Theorem 2] to obtain the following theorem relating the set of nonnegative 1-Lipschitz functions to the distance function $d_{\mathcal{M}}$.

**Theorem 3.6.** Under Assumptions 3.1 and 3.5, for all $k \in \mathbb{N}$, $\tau \in [0, \infty)$, and $p \in [1, \infty)$, the pointwise distance function $d_{\mathcal{M}}$ is a solution to

$$
\min_{f \in \mathcal{F}} \mathbb{E}_{u \sim \mathbb{P}_{\text{true}}} \left[ f(u) + \tau f(u)^p \right] - \mathbb{E}_{u \sim \mathbb{P}^k} \left[ f(u^k) \right],
$$

where $\mathcal{F}$ is the set of nonnegative 1-Lipschitz functions mapping $\mathcal{X}$ to $\mathbb{R}$. Moreover, when $\tau > 0$, the restriction of each minimizer $f^*$ of (3.5) to the support of $\mathbb{P}^k$ is unique, i.e.

$$
f^*(u^k) = d_{\mathcal{M}}(u^k), \quad \text{for all } u^k \in \text{supp}(\mathbb{P}^k).
$$

Theorem 3.6 is incredibly useful for our task since it provides a way to approximate the pointwise distance function $d_{\mathcal{M}}$. In order to apply Theorem 3.6, we use the following assumption.

**Assumption 3.7.** The parameter set $\mathcal{I}$ is such that the collection of functions $\{J_\theta\}_{\theta \in \mathcal{I}}$ forms the set $\Gamma$ of nonnegative 1-Lipschitz functions mapping $\mathcal{X}$ to $\mathbb{R}$, i.e. $\{J_\theta\}_{\theta \in \mathcal{I}} = \Gamma$.

**Remark 3.8.** Assumption 3.7 can be approximately implemented by a few approaches. For example, one can choose standard 1-Lipschitz activations functions (e.g. see [4, 29, 30, 42]). Linear mappings can be made 1-Lipschitz by spectral normalization [69], adding a gradient penalty to the loss function [46], or projecting onto the set of orthonormal matrices [104].

Together the above assumptions and the following standard conditions on the anchoring sequence $\{\gamma_k\}$ allow us to state our main convergence result (n.b. we can choose $\gamma_k = 1/k$).

**Assumption 3.9.** The sequence $\{\gamma_k\}$ satisfies the following properties: i) $\gamma_k \in (0, 1)$ for all $k \in \mathbb{N}$, ii) $\lim_{k \to \infty} \gamma_k = 0$, and iii) $\sum_{k \in \mathbb{N}} \gamma_k = \infty$.

**Theorem 3.10.** (Convergence of Wasserstein – based Projections) Suppose Assumptions 3.1, 3.3, 3.5, 3.7, and 3.9 hold. If the sequence $\{u^k\}$ is generated by Algorithm 2.2, then the sequence $\{u^k\}$ converges to $P_{\mathcal{M}}(u^1)$ in mean square, and thus, in probability. By the definition of convergence in probability, this theorem implies, given $\varepsilon > 0$, the probability that the inequality $\|u^k - P_{\mathcal{M}}(u^1)\| > \varepsilon$ holds goes to zero as $k \to \infty$. That is,

$$
\lim_{k \to \infty} \mathbb{P}^k \left\{ u^k : \|u^k - P_{\mathcal{M}}(u^1)\| > \varepsilon \right\} = 0.
$$

This may be interpreted as saying that the probability that $u^k$ is not within distance $\varepsilon$ to $P_{\mathcal{M}}(u^1)$ approaches zero as the iteration progresses (i.e. as $k$ increases).
4. Related Works. Here we present a brief overview of deep learning methods for inverse problems, Wasserstein GANs [5, 45] and their connections to optimal transport [61, 89], adversarial regularizers [66], and expert regularizers [43].

4.1. Deep Learning for Inverse Problems. Our approach falls under the category of using deep learning to solve inverse problems [97]. One approach, known as post-processing, first applies a pseudo-inverse operator to the measurement data (e.g. FBP) and then learns a transformation in the image space. This approach has been investigated and found effective by several authors [54, 27, 46, 82]. Another approach is to learn a regularizer, and then use it in a classical variational reconstruction scheme according to (1.2). Other works investigate using dictionary learning [100], variational auto-encoders [68], and wavelet transforms [33] for these learned regularizers. Perhaps the most popular schemes are learned iterative algorithms such as gradient descent [2, 58, 51], proximal gradient descent or primal-dual algorithms [3, 87]. These iterative schemes are typically unrolled, and an “adaptive” iteration-dependent regularizer is learned. One key difference between the approach of WPs and the aforementioned data-driven approaches is that our approach is unsupervised. That is, we do not need a correspondence between the measurement \( b \) and the true underlying signal \( u^* \). Generating approximate WPs simply requires a batch of true signals and a batch of measurements, regardless of whether these directly correspond to each other (i.e. an injective map between the two might not be available); this is especially useful in some applications (e.g. medical imaging) where the true image corresponding to the measurement is often not available. Another set of work uses deep image priors (DIP) [92, 8], which attempt to parameterize the signal by a neural network. The weights are optimized by a gradient descent method that minimizes the data discrepancy of the output of the network. The authors in [8] show that combining DIPs with classical regularization techniques are effective in limited-data regimes.

4.2. Wasserstein GANs and Optimal Transport. Our work bears connections with GANs [45, 5], and their applications to inverse problems [86]. In GANs [45, 5], access is given to a discriminator and generator, and the goal is to train the generator to produce samples from a desired distribution. The generator does this by taking samples from a known distribution \( \mathcal{N} \) and transforming them into samples from the desired distribution \( P_{\text{true}} \). Meanwhile, the purpose of the discriminator is to guide the optimization of the generator. Given a generator network \( G_\theta \) and a discriminator network \( D_\omega \), the goal in Wasserstein GANs is to find a saddle point solution to the minimax problem

\[
\inf_{G_\theta} \sup_{D_\omega} \mathbb{E}_{u \sim P_{\text{true}}} [D_\omega(u)] - \mathbb{E}_{z \sim \mathcal{N}} [D_\omega(G_\theta(z))], \quad \text{s.t. } \|\nabla D_\omega\| \leq 1,
\]

Here, the discriminator attempts to distinguish real images from fake/generated images, and the generator aims to produce samples that “fool” the discriminator by appearing real. The supremum expression in (4.1) is the Kantorovich-Rubenstein dual formulation [95] of the Wasserstein-1 distance, and the discriminator is required to be 1-Lipschitz. Thus, the discriminator computes the Wasserstein-1 distance between the true distribution \( P_{\text{true}} \) and the fake image distribution generated by \( G_\theta(z) \). Common methods to enforce the Lipschitz condition on the discriminator include weight-clipping [5] and gradient penalties in the loss function [46].
Our approach can be viewed as training a special case of Wasserstein GANs, except that rather than solving a minimax problem, we solve a sequence of minimization problems. In this case, $J$ is the discriminator network that distinguishes between signals coming from the “fake” distribution (i.e. our approximate distribution) and the true distribution, and $g_\eta$ is the generator which tries to generate signals that resemble those from the true distribution.

Under certain assumptions (see Section 3), Wasserstein-based projections can be interpreted as a subgradient flow that minimizes the Wasserstein-1 distance, where the function $J$ corresponds to the Kantorovich potential [5, 61, 89, 71, 62], or in the context of mean field games and optimal control, the value function [85, 61]. Analogous to classical physics, the signals flow in a manner that minimize their potential energy. Our approach learns a sequence of these potential functions that project (or “flow”) the distribution of estimates toward the true distribution.

4.3. Adversarial Regularizers. Our work is closely related to adversarial regularizers [66]. A good regularizer $J: \mathcal{X} \rightarrow \mathbb{R}$ is able to distinguish between signals drawn from the true distribution $P_{\text{true}}$ and drawn from an approximate distribution $\tilde{P}$ – taking low values on signals from $P_{\text{true}}$ and high values otherwise [13]. Such a regularizer plays a similar role as the discriminator described in Section 4.2; however, this setting is different in that $D_{\omega}$ assigns high values to true signals instead. Mathematically, $J = -D_{\omega}$. These regularizers are called adversarial regularizers [66]. They are trained a priori in a GAN-like fashion and then used to solve a classical inverse problem via the variational model (1.2) (see Algorithms 1 and 2 in [66]). The adversarial regularizers act quite similarly to expert regularizers [43], which attain small values at signals similar to the distribution of true signals and larger values at signals drawn elsewhere. The key modeling difference between Wasserstein-based projections and adversarial regularizers is in how the manifold is used to construct a variational model. The latter essentially uses the distance function $d_M$ as a regularizer while the former uses the indicator function $\delta_M$ (see (1.3)). Using the distance function as a regularizer can encourage nice behavior, but requires choosing a weighting parameter and this approach allows noise to bias the reconstructed signal so that it is not necessarily on the manifold $M$.

4.4. Manifolds and Dimension Reduction. The current era of big data has given rise to many problems that suffer from the curse of dimensionality [35]. In order to translate the high dimensional signals found in practice into interpretable visualizations, dimensionality reduction techniques have been introduced (e.g. PCA [76], Isomap [90], Laplacian eigenmaps [12], and t-SNE [67]). We refer the reader to [93, 88, 63, 101, 21] for summaries and further sources on dimension reduction and manifold learning. Beyond visualization, some efforts seek to exploit low dimensional representations to better solve inverse problems. For example, a related work [73] introduced a patch-based low dimensional manifold model (LDMM) for image processing. This built upon previous patch-based image processing works [20, 59, 77, 78]. Perhaps, the closest work to ours is [80], which attempts to learn a projection as well. However, that work used a different training loss function and provides limited theoretical analysis of the performance of their convolutional autoencoder approach.

5. Numerical Experiments. In this section, we demonstrate the potential of Wasserstein-based projections. We begin with a toy example in 2D to provide intuition for the training and online processes. We then test our approach on computed tomography (CT) image recon-
struction problems using two standard datasets: a synthetic dataset comprised of randomly generated ellipses and the Low-Dose Parallel Beam (LoDoPaB) dataset [60]. As mentioned previously, all experiments aim to solve the problem (5.1) using a sequence \{z_t\} generated via (5.2). We approximate each projection in (5.2) using 20 steps of Algorithm 2.2.

5.1. Deployment of the Projection. Once trained, the approximate WP operator can be incorporated into optimization algorithms in the same manner as Plug-and-Play methods. To clarify this via illustration, we preview here how we apply the projection in our experiments. For the experiments, we solve the special case of (1.3) with least squares fidelity term, i.e.

\[
\min_{z \in \mathcal{M}} \frac{1}{2} \|Az - d\|_2^2 = \min_{z \in \mathbb{R}^n} \frac{1}{2} \|Az - d\|_2^2 + \delta_{\mathcal{M}}(z),
\]

where \(A \in \mathbb{R}^{m \times n}\), and \(b \in \mathbb{R}^m\). In our experiments, (5.1) is solved with a relaxed form of projected gradient. This consists of generating a sequence \{z_t\} with updates of the form

\[
z_{t+1} = (1 - \kappa)z_t + \kappa \cdot P_{\mathcal{M}}(z_t - \xi A^T(Az_t - d)),
\]

where \(\kappa \in (0, 1)\) and \(\xi \in (0, 2/\|A^TA\|_2)\). Application of the projection operator \(P_{\mathcal{M}}\) is required in the update (5.2), but in many applications we do not have an explicit expression for this. Thus, at each iteration \(t\), we use Algorithm 2.2 to approximate projections, i.e.

\[
z_{t+1} = (1 - \kappa)z_t + \kappa \cdot \operatorname{WP}(z_t - \xi A^T(Az_t - d)),
\]

where \(\operatorname{WP}(z)\) is the output from Algorithm 2.2.

Remark 5.1. In this subsection, we use \(z\) and \(z_t\) to denote signals. This notation is used to avoid confusion between the sequence \{\(z_t\)\} in (5.2) and the sequence \{\(u_k\)\} in Algorithm 2.2. The connection between these is that, setting \(u_1 = z_t - \alpha A^T(Az_t - d)\), Algorithm 2.2 computes the projection operation in (5.2), i.e.

\[
P_{\mathcal{M}}(z_t - \xi A^T(Az_t - d)) = \lim_{k \to \infty} u_k.
\]

In our experiments we approximate the above limit using 20 iterations (i.e. \(u^{20}\)).

Remark 5.2. Although for practical reasons we consider linear inverse problems in our experiments, we emphasize that our presented methodology applies even when \(u^{\star}\) is recovered from nonlinear measurements (i.e. when \(A\) is a nonlinear operator).

5.2. Step Size Illustration.

Remark 5.3. The peculiar choice of step size in (2.14) requires explanation. As mentioned, an ideal setting would use step size \(J_{\theta_k}(u^k)\). However, the problem in (2.7) often cannot be solved exactly. Even knowing that \(J_{\theta_k}\) should equal zero on the manifold, we cannot simply perturb \(J_{\theta_k}\) by adding a constant so that the average value on the manifold is zero. This would cause (with high probability) there to be points at which the step size \(J_{\theta_k}\) would evaluate to negative values. And, using a negative step size would yield gradient ascent and potential divergence. On the other hand, our choice of \(\beta_k\) mitigates this offsetting issue by using the difference of the average values of \(J_{\theta_k}\) for each distribution (\(\mathbb{P}^k\) and \(\mathbb{P}_{\text{true}}\)). Moreover, because the \(\beta_k\) term
provides an average step size contribution common to all signals in the distribution \( P_k \), it yields a more uniform flow of signals that is insensitive to errors in our approximation \( J_{\theta_k} \) of the distance \( d_M \). A drawback of using \( \beta_k \) is that, since the step sizes are diminishing and dependent on the average distance, some “stragglers” (i.e., signals that are left behind from the majority of the distribution) take a long time to reach the manifold when only using \( \beta_k \). We illustrate the underlying phenomena in Figure 3. Figure 3a shows two initial distributions of signals, generated samples in blue and red signals in the true manifold. Figures 3b, 3c, and 3d show the straggler phenomenon, which is reduced by including a contribution of \( J_{\theta_k} \) in the step size \( \lambda_k \) (i.e., \( \mu_2 > 0 \)). In summary, there is a balance to be played in practice for how much to weigh each term to obtain the best results for a particular application, depending on how well can be \( d_M \) approximated.

### 5.3. Toy Illustration

We compare the performance of our Wasserstein-based method to an analytic method in a 2D example.\(^{13}\) The fundamental difference between the methods is that the Wasserstein-based method only has access to a sparse sampling of a manifold while the analytic method has complete knowledge of the manifold. Here the manifold \( M \) is the upper half circle of radius 0.75 centered at \((2, 0)\). A sparse sampling of 50 points from \( M \) forms our estimate of \( P_{\text{true}} \). We also sample a uniform distribution on the rectangle \([0.0, 3.0] \times [-0.5, 1.5] \) to form \( P^1 \). These distributions may be visualized in Figure 4. The estimate \( J_{\theta_1} \) of the distance function \( d_M \) is plotted in Figure 4c. The neural network takes \( u \in \mathbb{R}^2 \) as input and outputs a scalar \( J(u) \). Its structure uses GroupSort activation functions and orthonormal weight matrices in similar fashion to the proposed networks in [4], which possess the property of being universal 1-Lipschitz function approximators (as the number of parameters/layers increase). We used 6 hidden layers with 10 \times 10 weight matrices.

**Remark 5.4.** This example uses a uniform distribution over a region that contains the true manifold. In practice, this cannot be typically done. Instead, we are often given a collection of samples from a noisy distribution. Additionally, during training in all of our numerical

\(^{13}\)All codes for this example can be run online here via Jupyter notebooks in Google Colab.
Figure 4: 2D Toy Problem training setup and inference example. a) Training (Algorithm 2.1) uses a uniform distribution $P^1$ and manifold sampling distribution $P_{true}$. b) Trajectories (5.2) for solving (5.1) are shown with analytic projections (green) and Wasserstein-based projections (blue). Wasserstein-based projections are implemented using Algorithm 2.2, only utilizing knowledge of $P_{true}$. The green curve uses an analytic expression for each projection. (The analytic method yields discrete points, but these are joined via a curve for illustrative purposes.) The feasible set is all $z$ such that $Az = d$. c) Estimate of the distance function $d_M$ from training. All plots are over the region $[0.0, 3.0] \times [-0.5, 2.5]$.

examples, we used signals that are drawn from $P^k$ and perturbed by small amounts of random Gaussian noise to “smooth” $P^k$, thereby improving generalization.

Figure 4b illustrates trajectories $\{z^t\}_{t=1}^{20}$ for solving the problem in (5.1) using (5.2), where $A = \begin{bmatrix} 1 & 2 \end{bmatrix}$, $b = 2$, and $z^1 = (0.5, 1)$. The green curve uses an analytic formula for the projection $P_M$ while the blue dots use the Wasserstein-based projections algorithm (Algorithm 2.2) to approximate $P_M$ from the provided manifold samples (see Figure 4a). The two methods deviate from each other during an early portion of the trajectories, but ultimately both converge to the same limit. This shows the proposed algorithm was able to leverage sparse samples of the manifold $M$ to obtain a decent estimate of the projection operation $P_M$.

5.4. Low-Dose Computed Tomography. We now perform Wasserstein-based projections on two low-dose CT examples. We focus on the unsupervised learning setting, where we do not have a correspondence between the distribution of true signals and approximate signals. Therefore, we set adversarial regularizers (a state-of-the-art unsupervised learning approach) as our benchmark for the CT problems. The quality of the image reconstructions are determined using the Peak Signal-To-Noise Ratio (PSNR) and structural similarity index measure (SSIM). As stated in Remark 5.1 we use 20 iterations in Algorithm 2.1 to approximate the projection operator for all experiments. We use the PyTorch deep learning framework [75] and the ADAM [57] optimizer. We also use the Operator Discretization Library (ODL) python library [1] to compute the TV and filtered backprojection (FBP) solutions. The CT experiments are run on a single NVIDIA TITAN X GPU with 12GB RAM.
CT Results on Ellipses Dataset

| Method                        | Avg. PSNR (dB) | Avg. SSIM |
|-------------------------------|----------------|-----------|
| Filtered Backprojection       | 16.53          | 0.179     |
| Total Variation               | 26.46          | 0.625     |
| Adversarial Regularizers      | 26.95          | 0.680     |
| Wasserstein-based Projections (ours) | **28.09**     | **0.764** |

Table 1: Average PSNR and SSIM on a validation dataset with 1,000 images of random ellipses.

![Figure 5](image)

Figure 5: Reconstruction on a validation sample obtained with Filtered Back Projection (FBP) method, TV regularization, Adversarial Regularizer, and Wasserstein-based Projections (left to right). Bottom row shows expanded version of corresponding cropped region indicated by red box.

**Ellipse Phantoms.** We use a synthetic dataset consisting of random phantoms of combined ellipses as in [2]. The images have a resolution of $128 \times 128$ pixels. Measurements are simulated with a parallel beam geometry with a sparse-angle setup of only 30 angles and 183 projection beams. Moreover, we add Gaussian noise with a standard deviation of 2.5% of the mean absolute value of the projection data to the projection data. In total, the training set contains 10,000 pairs, while the validation and test set consist of 1,000 pairs each.
Human Phantoms. As a more realistic dataset, we use human phantoms consisting of chest CT scans from the Low-Dose Parallel Beam dataset (LoDoPaB) [60]. In our setup, we use 20,000 training images and 2,000 validation images of size $128 \times 128$. Similar to the ellipse phantoms, we simulate the data using only 30 angles and 183 projection beams. As a more realistic setting, we add 1.5% Gaussian noise corresponding to the individual beams. Note this is different from adding the noise corresponding to the mean of all 183 beams for a particular angle as was done in the ellipse dataset.

Network Structure. We use a simple 5 layer neural network containing 38,534 trainable parameters. The first three being convolution layers with kernel size 4 and stride 2, with output channels 32, 64, and 1 for layers one, two, and three, respectively. For the last two layers, we use fully connected layers to bring the dimensions back to a scalar. As nonlinear activation function, we choose the Parametric Rectified Linear Units (PReLU) functions

$$\sigma_c(x) = \begin{cases} 
  x & \text{if } x \geq 0 \\
  -cx & \text{else}
\end{cases}$$

between layers, which was shown to be effective in other applications such as classification [53]. The last activation function is chosen to be the Huber function to ensure positivity of $J$.

Remark 5.5. In our experience, training was more effective when using the Huber function instead of the absolute value function on the CT problems. Since we have a limited amount of high-dimensional manifold data, we suspect that a smoother landscape (with respect to the network weights) yields better generalization for this particular setup [26, 56].

For adversarial regularizers, we use the network structure described in [66], which consists of an 8-layer CNN with Leaky-Relu activation. The network contains 2,495,201 parameters. More details can be found in [66, Appendix B].

Wasserstein-based Projection Training Setup. To train the Wasserstein-based projections, we begin with an initial distribution obtained from the TV reconstructions (i.e. $P^1$ is set to be the distribution of TV images). Our approach can therefore be considered as a post-processing scheme, depending on the mapping from measurement space to signal space. We update the distribution whenever 200 epochs have passed since the last update for both ellipses and human phantoms datasets. In our setting, we choose the stepsizes only according to the mean distance by setting the relaxation parameter in line 1 of Algorithm 2.1 as $\mu = (0.5,0)$. We use the ADAM optimizer with a learning rate of $10^{-5}$ and batch size of 16 samples. To ensure Assumption 3.9 is satisfied, we choose $\gamma_k = 10^{-1}/k$. Finally, to approximately satisfy Assumption 3.7, we enforce $J$ to be 1-Lipschitz by adding a gradient penalty [46]. As stopping criterion, we set a maximum of 20 iterations, i.e. generator updates, in Algorithm 2.1. We note that, in practice, the number of epochs used for $\theta^k$ are hyperparameters that need to be tuned. These are important since they determine how well we approximate solutions to Line 6 in Algorithm 2.1. To evaluate our trained projection operator on a new signal, we run ten iterations of (5.2). For the ellipse phantom dataset, we choose $\kappa = 10^{-1}$ and $\xi = 8 \times 10^{-2}$. For the human phantom dataset, we choose $\kappa = 8 \times 10^{-2}$ and $\xi = 5 \times 10^{-1}$. Like any optimization algorithm, these hyperparameters are application dependent and require tuning.
CT Results on Human Phantoms

| Method                                | Avg. PSNR (dB) | Avg. SSIM |
|---------------------------------------|----------------|-----------|
| Filtered Backprojection               | 15.90          | 0.467     |
| Total Variation                       | 21.55          | 0.728     |
| Adversarial Regularizers              | 24.86          | 0.747     |
| Wasserstein-based Projections (ours)  | **26.66**      | **0.782** |

Table 2: Average PSNR and SSIM on validation dataset with 2,000 images of human phantoms.

Figure 6: Reconstruction on a validation sample obtained with Filtered Back Projection (FBP) method, TV regularization, Adversarial Regularizer, and Wasserstein-based Projections (left to right). Bottom row shows expanded version of corresponding cropped region indicated by red box.

Adversarial Regularizer Training Setup. To train the adversarial regularizers, we use the code provided in [65]. Here, for the ellipses we use a learning rate of $10^{-4}$, a batchsize of 16, and a gradient-norm-weight of 20, and for the LoDoPaB dataset we use a learning rate of $10^{-4}$, a batchsize of 32, and a gradient-norm-weight of 20, and we also did not use the “unregularised minimization” option. We note that the setup for adversarial regularizers in [66] adds white Gaussian noise independent of the data, and is therefore different from our setup. As a result, we re-train the adversarial regularizers to match our setup and tune the reconstruction parameters to the best of our ability. In particular, after the regularizer is trained, we tune the regularization parameter, stepsize, and number of gradient steps (see Algorithm 2 in [66]) for
the highest PSNR. For a fair comparison, the adversarial regularizer is also trained on TV reconstructions as the initial distribution $P^1$.

**Remark 5.6.** When the supports of $P^k$ and $P_{\text{true}}$ do not overlap, it can be shown that distance function $d_M$ satisfies (e.g. see [5, Cor. 1])

\[
\mathbb{E}_{u \sim P^k} \left[ \| \nabla d_M(u) \|^2 \right] = 1.
\]

This equality can be used to serve as a stopping criterion when tuning the weights $\theta$ to find $J^k = d_M$. That is, one can compute the expectation on the left hand side of (5.5) with the estimate $J^k$ in place of $d_M$. During training, this expectation will gradually increase, being bounded above. A stopping criterion can be when this expectation stops increasing or is close to unity.

**Experimental Results.** In Tables 1 and 2, we compare the average PSNR and SSIM on the validation datasets (1,000 images) for the ellipse dataset and LoDoPaB dataset (2,000 images), respectively. These results compare Wasserstein-based projections with FBP, TV, and adversarial regularizers. We also show an ellipses image in Figure 5 and a LoDoPaB image in Figure 6. For the adversarial regularizers, we find that using 25 steps with a stepsize of 0.05 and a regularization parameter of 2 leads to the highest PSNR on the ellipse dataset. Similarly, we find that using 25 steps with a stepsize of 0.01 and a regularization parameter of 2 leads to the highest PSNR on the LoDoPaB dataset. While Wasserstein-based projections performs the best, we note that, e.g. some ellipses are not reconstructed fully reconstructed (n.b. this is also the case for adversarial regularizers). This is due to the fact that the initial TV reconstruction completely erases some ellipses due to the sparse angle setup. In this case, we have that some modes collapse, and Assumption 3.5 is not entirely satisfied. In particular, we obtain that the pushforward is simply a subset of the true manifold $\mathcal{M}$. Finally, it is worth noting that projection is expected to do well on signals that are close or on the manifold. That is, the data that “looks like” the training data. Nevertheless, one reason the Wasserstein-based projections does not overfit by introducing artifacts (as is common in standard deep learning for imaging) is that our approach is unsupervised. More image reconstructions can be found in Appendix B.

**6. Conclusion.** We present a new mechanism for solving inverse problems. Our primary result provides a way to solve the variational problem (1.3), which requires recovered signal estimates to lay on the underlying low dimensional manifold of true data. Our contribution that makes this possible is to show, by solving unsupervised learning problems, we can project signals directly onto the manifold. That is, given an algorithm within the standard optimization framework for solving the constrained problem (1.3) (e.g. ADMM or projected gradient), we provide a Wasserstein-based method for solving each projection subproblem defined in an algorithm’s update formula. Our method for solving these subproblems is iterative and provably converges to the desired projections (in probability). The presented numerical experiments illustrate these results with projected gradient methods. These examples show Wasserstein-based projections outperform adversarial regularizers, a state-of-the-art unsupervised learning method, on CT image reconstruction problems.
This work may inspire several extensions. At the aggregate level of distributions, Wasserstein-based projections may be viewed as a subgradient method for minimizing the Wasserstein-1 distance between the distribution of initial estimates and the true distribution. Indeed, the training process consists of solving a sequence of minimization problems that may be interpreted as training a discriminator (similar to WGANs). Future work will further investigate this connection. Another extension to our work we intend to investigate is the semi-supervised regime, where we have labels for some of the data, and to investigate inclusion of the measurement data into the projection scheme. Additionally, we intend to investigate guidelines on the design of more effective network architectures such as PDE-based neural networks [49, 84].
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Appendix A. Proofs.
Herein we prove all of our results. We restate each result before its proof for the reader’s convenience.

**Theorem 3.6.** Under Assumptions 3.1 and 3.5, for all \( k \in \mathbb{N} \), \( \tau \in [0, \infty) \), and \( p \in [1, \infty) \), the pointwise distance function \( d_M \) is a solution to (3.5) where \( \Gamma \) is the set of nonnegative 1-Lipschitz functions mapping \( X \) to \( \mathbb{R} \). Moreover, when \( \tau > 0 \), the restriction of each minimizer \( f^* \) of (3.5) to the support of \( \mathbb{P}^k \) is unique, i.e. (3.6) holds.

**Proof.** This proof is an extension of the proof of Theorem 2 in [66]. We proceed by first showing the pointwise distance function \( d_M \) is 1-Lipschitz (Step 1). Then we verify \( d_M \) is a solution to (3.5) (Step 2). Lastly, we verify that \( d_M \) is the unique solution when \( \tau > 0 \) (Step 3).

**Step 1.** For any \( u, v \in X \), observe that
\[
\begin{align*}
(A.1) \quad d_M(u) - d_M(v) &= \min_{x \in M} \|u - x\| - \min_{x \in M} \|v - x\| \\
(A.2) &= \min_{x \in M} \|u - x\| - \|v - P_M(v)\| \\
(A.3) &\leq \|u - P_M(v)\| - \|v - P_M(v)\| \\
(A.4) &\leq \|u - v\|,
\end{align*}
\]
where the second equality holds since Assumption 3.1 implies the projection \( P_M(v) \) of \( v \) is unique and the final inequality is a rearrangement of the triangle inequality. An analogous sequence of inequalities verifies that the inequality holds with \( u \) and \( v \) swapped in the left hand side of (A.1). Thus, the pointwise distance function \( d_M \) is 1-Lipschitz.

**Step 2.** The objective function \( \phi : \Gamma \rightarrow \mathbb{R} \) of interest is defined by
\[
\begin{align*}
(A.5) \quad \phi(f) \equiv \mathbb{E}_{u \sim P_{true}}[f(u) + \tau f(u)^p] - \mathbb{E}_{u \sim \mathbb{P}^k}[f(u^k)].
\end{align*}
\]
Fix any \( f \in \Gamma \). By Assumption 3.5,
\[
\begin{align*}
(A.6) \quad \phi(f) &= \mathbb{E}_{u \sim \mathbb{P}^k}[f(P_M(u^k)) - f(u^k) + \tau f(P_M(u^k))^p].
\end{align*}
\]
For all \( u^k \in X \),
\[
\begin{align*}
(A.7) \quad f(u^k) - f(P_M(u^k)) \leq \|u^k - P_M(u^k)\| = d_M(u^k) \quad \implies \quad f(P_M(u^k)) - f(u^k) \geq -d_M(u^k),
\end{align*}
\]
and so
\[
\begin{align*}
(A.8) \quad f(P_M(u^k)) - f(u^k) + \tau f(P_M(u^k))^p \geq -d_M(u^k).
\end{align*}
\]
Therefore, taking expectations reveals the inequality
\[
\begin{align*}
(A.9) \quad \phi(f) \geq \mathbb{E}_{u \sim \mathbb{P}^k}[-d_M(u^k)] = \phi(d_M),
\end{align*}
\]
where the final equality holds since \( d_M(u) = 0 \) for all \( u \in M \). Because (A.9) holds for arbitrarily chosen \( f \in \Gamma \), we conclude \( d_M \) is a minimizer of \( \phi \) over \( \Gamma \).

**Step 3.** All that remains is to verify the restriction of minimizers of \( \phi \) to \( \text{supp}(\mathbb{P}^k) \) is unique. Let \( f \) be a minimizer of \( \phi \) over \( \Gamma \). By way of contradiction, suppose there exists a set \( V \subseteq \mathcal{X} \) with positive measure (i.e. \( \mathbb{P}_{\text{true}}[V] > 0 \)) for which \( f > 0 \) on \( V \). Choose a compact subset \( K \subseteq V \) with positive measure and set

\[
(A.10) \quad \xi \triangleq \min_{u \in K} f(u).
\]

By the continuity of \( f \) and the compactness of \( K \), it follows that the minimum in (A.10) exists. Moreover, by the choice of \( K \), we deduce \( \xi > 0 \). Then observe

\[
(A.11) \quad \mathbb{E}_{u \sim \mathbb{P}^k} \left[ f(P_M(u^k))^p \right] = \int_{\mathcal{X}} f(P_M(u^k))^p \ d\mathbb{P}^k(u^k) \geq \int_K f(u)^p \ d\mathbb{P}_{\text{true}}(u) \geq \xi^p \cdot \mathbb{P}_{\text{true}}[K].
\]

Then applying the above results yields

\[
(A.12) \quad \phi(f) = \mathbb{E}_{u \sim \mathbb{P}^k} \left[ f(P_M(u)) - f(u) + \tau f(P_M(u))^p \right] \geq -d_M(u) + \tau \xi^p \cdot \mathbb{P}_{\text{true}}[K] \geq \phi(d_M) + \tau \xi^p \cdot \mathbb{P}_{\text{true}}[K] > 0.
\]

from which we deduce \( f \) is not a minimizer of \( \phi \) over \( \Gamma \), a contradiction. This contradiction proves the earlier assumption was false, and so \( f = 0 \) on \( M \).

Using the fact that \( f = 0 \) on \( M \), observe that

\[
(A.15) \quad f(u) = f(u) - f(P_M(u)) \leq \|u - P_M(u)\| = d_M(u), \quad \text{for all } u \in \mathcal{X},
\]

i.e. \( f \leq d_M \). By way of contradiction, suppose there is a set \( U \) of positive measure (i.e. \( \mathbb{P}^k[U] > 0 \)) such that \( f < d_M \) in \( U \). Let \( K \) be a compact subset of \( U \) (i.e. \( K \subseteq U \)) with positive measure and set

\[
(A.16) \quad \zeta \triangleq \min_{u \in K} d_M(u) - f(u) > 0.
\]

This implies

\[
(A.17) \quad \varepsilon \triangleq \int_K d_M(u) - f(u) \ d\mathbb{P}^k(u) \geq \zeta \cdot \mathbb{P}^k[K] > 0.
\]

Then

\[
(A.18) \quad \mathbb{E}_{u \sim \mathbb{P}^k} \left[ d_M(u^k) - f(u^k) \right] = \int_{\mathcal{X}} d_M(u^k) - f(u^k) \ d\mathbb{P}^k(u^k) \geq \varepsilon,
\]
where the final inequality holds by (A.17) and the fact $f \leq d_M$. Rearranging reveals

\[(A.19) \quad \phi(d_M) < \phi(d_M) + \varepsilon = -\mathbb{E}_{u \sim \mathbb{P}^k} [d_M(u)] + \varepsilon \leq -\mathbb{E}_{u \sim \mathbb{P}^k} [f(u)] = \phi(f),\]

and so $f$ does not minimize $\phi$. This contradiction proves the assumption that $U$ has positive measure was false, from which we deduce $f \geq d_M$ in $\text{supp}(\mathbb{P}^k)$. Therefore, combining our results, we conclude $f = d_M$ in $\text{supp}(\mathbb{P}^k)$.

The following lemma can be found in various forms in the literature (e.g. see [64, 79, 99]) and is used below in the proof of our main result.

**Lemma A.1.** If $\{\delta_n\}$ is a sequence of nonnegative real numbers such that

\[(A.20) \quad \delta_{k+1} \leq (1 - \gamma_k)\delta_k + \gamma_k\sigma_k, \quad \text{for all } k \in \mathbb{N},\]

where $\{\gamma_k\}$ is a sequence in $(0, 1]$ and $\{\sigma_k\}$ is a sequence in $\mathbb{R}$ such that

\[(A.21) \quad \sum_{k \in \mathbb{N}} \gamma_k = \infty\]

and

\[(A.22) \quad \limsup_{k \to \infty} \sigma_k \leq 0,\]

then

\[(A.23) \quad \lim_{k \to \infty} \delta_k = 0.\]

The next lemma identifies the relationship between the step size $\beta_k$ and the average distance to the manifold.

**Lemma A.2.** Under the assumptions of Theorem 3.10,

\[(A.24) \quad \beta_k = \mathbb{E}_{u \sim \mathbb{P}^k} [d_M(u_k)].\]

**Proof.** This follows from the fact that $u \sim \mathbb{P}_{\text{true}}$ implies $d_M(u) = 0$. Substituting yields

\[(A.25) \quad \beta_k = \mathbb{E}_{u \sim \mathbb{P}^k} [J_{\theta^k}(u^k)] - \mathbb{E}_{u \sim \mathbb{P}_{\text{true}}} [J_{\theta^k}(u)]\]

\[(A.26) \quad = \mathbb{E}_{u \sim \mathbb{P}^k} [d_M(u^k)] - \mathbb{E}_{u \sim \mathbb{P}_{\text{true}}} [d_M(u)] = 0\]

\[(A.27) \quad = \mathbb{E}_{u \sim \mathbb{P}^k} [d_M(u^k)].\]
Below is a proof of the main result, Theorem 3.10. The analysis for the Halpern iteration closely follows the approach in [102]. For completeness, we first restate the theorem.

**Theorem 3.10.** (Convergence of Adversarial Projections) Suppose Assumptions 3.1, 3.3, 3.5, 3.7, and 3.9 hold. If the sequence \( \{u^k\} \) is generated by Algorithm 2.2, then the sequence \( \{u^k\} \) converges to \( P_M(u^1) \) in mean square, and thus, in probability.

**Proof.** We proceed in the following manner. First, set \( z \triangleq P_M(u^1) \). An inequality is derived bounding the expectation of \( \|g_k(u^k) - z\|^2 \) (Step 1). This is used to show the sequence \( \{\delta_k\} \) is bounded (Step 2) and then obtain an inequality relating \( \delta_{k+1} \), \( \delta_k \), and \( \sigma_k \) as in (A.20) (Step 3). We next verify the limit supremum of the sequence \( \{\sigma_k\} \) is finite (Step 4), which enables us to show a subsequence of \( \{d_k\} \) converges to zero (Step 5). This enables us to prove \( \delta_k \to 0 \) (Step 6) through verifying \( \limsup_{k \to \infty} \sigma_k \leq 0 \). This establishes convergence in mean square. By Markov’s inequality, convergence in probability then follows.

Throughout this proof we define, for all \( k \in \mathbb{N} \),
\[
\delta_k \triangleq \mathbb{E}_{u^k \sim P^k} \left[ \|u^k - z\|^2 \right],
\]
\[
\sigma_k \triangleq \mathbb{E}_{u^k \sim P^k} \left[ 2(u^{k+1} - z, u^k - z) - \frac{(1-\gamma_k)\beta_k^2(\mu_1 + \mu_2)(2-\mu_1 - \mu_2)}{\gamma_k} \right].
\]

In addition, for notational brevity, we henceforth write \( u^k \) in place of the random variable \( A_k(u^1) \) (n.b. \( u^1 \) is the sample of the random variable, usually denoted by \( \omega \)). We also notationally suppress the dependence of \( \lambda_k(u) \) on \( u \), as defined in (2.12), by writing \( \lambda_k = \lambda_k(u) \).

**Step 1.** We first derive an inequality for relaxed projections. Define the residual operator
\[
S(u) \triangleq u - P_M(u).
\]

Fix any \( k \in \mathbb{N} \). Using (2.13) with \( \alpha_k = \alpha_k(u) \), observe
\[
\|g_k(u^k) - z\|^2 = \|u^k + \alpha_k(P_M(u^k) - u^k) - z\|^2
\]
\[
= \|u^k - z\|^2 - 2\alpha_k(u^k - z, u^k - P_M(u^k)) + \alpha_k^2\|u^k - P_M(u^k)\|^2
\]
\[
= \|u^k - z\|^2 - 2\alpha_k(u^k - z, S(u^k) - S(z)) + \alpha_k^2\|S(u^k)\|^2,
\]
where we note \( S(z) = 0 \) since \( z = P_M(u^1) \in M \). Furthermore, \( S \) is firmly nonexpansive (e.g. see Prop. 4.16 in [9]), which implies
\[
\langle u^k - z, S(u^k) - S(z) \rangle \geq \|S(u^k) - S(z)\|^2 = \|S(u^k)\|^2.
\]

Combining (A.33) and (A.34) yields
\[
\|g_k(u^k) - z\|^2 \leq \|u^k - z\|^2 - \alpha_k(2 - \alpha_k)\|S(u^k)\|^2
\]
\[
= \|u^k - z\|^2 - \alpha_k(2 - \alpha_k)d_M(u^k)^2
\]
\[
= \|u^k - z\|^2 - \lambda_k(2d_M(u^k) - 2d_M(u^k) - \lambda_k).
\]
Then observe
\begin{align}
\mathbb{E}_{u^{k-1,pk}} \left[ \lambda_k (2d_M(u^k) - \lambda_k) \right] \\
= \mathbb{E}_{u^{k-1,pk}} \left[ \lambda_k (2 - \mu_2) d_M(u^k) - \mu_1 \beta_k \lambda_k \right] \\
= \left( \mu_1 \beta_k^2 + \mu_2 \cdot \mathbb{E}_{u^{k-1,pk}} \left[ d_M^2(u^k) \right] \right) (2 - \mu_2) - \mu_1 \beta_k (\mu_1 \beta_k + \mu_2 \beta_k) \\
\geq \beta_k^2 \left[ (\mu_1 + \mu_2)(2 - \mu_2) - \mu_1 (\mu_1 + \mu_2) \right] \\
= \beta_k^2 (\mu_1 + \mu_2)(2 - \mu_1 - \mu_2),
\end{align}
where we note $\beta_k$ is the expected value of the distance (see Lemma A.2) and the inequality is an application of Jensen’s inequality. Thus, combining (A.37) and (A.42) in expectation yields
\begin{align}
\mathbb{E}_{u^{k-1,pk}} \left[ \|g_k(u^k) - z\|^2 \right] &\leq \mathbb{E}_{u^{k-1,pk}} \left[ \|u^k - z\|^2 \right] - \beta_k^2 (\mu_1 + \mu_2)(2 - \mu_1 - \mu_2) \\
&= \delta_k - \beta_k^2 (\mu_1 + \mu_2)(2 - \mu_1 - \mu_2),
\end{align}
where the choice of $\mu$ in Line 1 of Algorithm 2.1 ensures $\mu_1 + \mu_2 > 0$ and $(2 - \mu_1 - \mu_2) > 0$.

**Step 2.** Expanding the expression for $\delta_{k+1}$, we deduce
\begin{align}
\delta_{k+1} &= \mathbb{E}_{u^{k-1,pk}} \left[ \|u^{k+1} - z\|^2 \right] \\
&= \mathbb{E}_{u^{k-1,pk}} \left[ \|\gamma_k u^1 + (1 - \gamma_k) g_k(u^k) - z\|^2 \right] \\
&\leq \mathbb{E}_{u^{k-1,pk}} \left[ \gamma_k \|u^1 - z\|^2 + (1 - \gamma_k) \|g_k(u^k) - z\|^2 \right] \\
&= \gamma_k \mathbb{E}_{u^{k-1,pk}} \left[ \|u^1 - z\|^2 \right] + (1 - \gamma_k) \mathbb{E}_{u^{k-1,pk}} \left[ \|g_k(u^k) - z\|^2 \right] \\
&\leq \gamma_k \delta_1 + (1 - \gamma_k) \delta_k \\
&\leq \max (\delta_1, \delta_k),
\end{align}
where (A.47) follows from (A.46) by Jensen’s inequality, (A.49) holds by applying (A.44), and the final inequality holds by Assumption 3.9i. Through induction, it follows that $\{\delta_k\}$ is bounded since
\begin{align}
\delta_{k+1} &\leq \delta_1 < \infty, \quad \text{for all } k \in \mathbb{N}. 
\end{align}

**Step 3.** To establish a useful inequality bounding $\delta_{k+1}$, we expand this expression once again to obtain, for all $k \in \mathbb{N}$,
\begin{align}
\delta_{k+1} &= \mathbb{E}_{u^{k-1,pk}} \left[ \|u^{k+1} - z\|^2 \right] \\
&= \mathbb{E}_{u^{k-1,pk}} \left[ \|\gamma_k u^1 + (1 - \gamma_k) g_k(u^k) - z\|^2 \right] \\
&= \mathbb{E}_{u^{k-1,pk}} \left[ \gamma_k^2 \|u^1 - z\|^2 + (1 - \gamma_k)^2 \|g_k(u^k) - z\|^2 + 2\gamma_k (1 - \gamma_k) \langle u^1 - z, g_k(u^k) - z \rangle \right] \\
&\leq (1 - \gamma_k) \mathbb{E}_{u^{k-1,pk}} \left[ \|g_k(u^k) - z\|^2 \right] + 2\gamma_k \mathbb{E}_{u^{k-1,pk}} \left[ \langle u^1 - z, u^1 - z \rangle \right] \\
&\leq (1 - \gamma_k) \left( \delta_k - \beta_k^2 (\mu_1 + \mu_2)(2 - \mu_1 - \mu_2) \right) + 2\gamma_k \mathbb{E}_{u^{k-1,pk}} \left( \|u^{k+1} - z\|^2 \right) \\
&= (1 - \gamma_k) \delta_k + \gamma_k \mathbb{E}_{u^{k-1,pk}} \left[ 2 \langle u^{k+1} - z, u^1 - z \rangle - \frac{(1 - \gamma_k) \beta_k^2 (\mu_1 + \mu_2)(2 - \mu_1 - \mu_2)}{\gamma_k} \right],
\end{align}
where we leverage the definition of $u^{k+1}$ and the inclusions $\gamma_k, (1 - \gamma_k) \in [0, 1]$. Substituting

the definition of $\sigma_k$ from (A.29) into (A.57) yields the inequality

(A.58)  
$$\delta_{k+1} \leq (1 - \gamma_k)\delta_k + \gamma_k\sigma_k, \quad \text{for all } k \in \mathbb{N}. $$

**Step 4.** We now show the limit supremum of $\{\sigma_k\}$ is finite. Indeed, for all $k \in \mathbb{N},$

(A.59)  
$$\sigma_k \leq E_{u^k \sim P_k} \left[ 2 \langle u^{k+1} - z, u^1 - z \rangle \right]$$

(A.60)  
$$\leq E_{u^k \sim P_k} \left[ \|u^{k+1} - z\|^2 + \|u^1 - z\|^2 \right]$$

(A.61)  
$$= \delta_{k+1} + \delta_1$$

(A.62)  
$$\leq 2\delta_1$$

(A.63)  
$$< \infty,$$

and this implies

(A.64)  
$$\limsup_{k \to \infty} \sigma_k < \infty. $$

Next, by way of contradiction, suppose

(A.65)  
$$\limsup_{k \to \infty} \sigma_k < -1. $$

This implies there exists $N_1 \in \mathbb{N}$ such that

(A.66)  
$$\sigma_k \leq -1, \quad \text{for all } k \geq N_1,$$

and so

(A.67)  
$$\delta_{k+1} \leq (1 - \gamma_k)\delta_k - \gamma_k \leq \delta_k - \gamma_k, \quad \text{for all } k \geq N_1. $$

By induction, it follows that

(A.68)  
$$\delta_{k+1} \leq \delta_{N_1} - \sum_{\ell = N_1}^k \gamma_{\ell}. $$

Applying Assumption 3.9iii and letting $k \to \infty$ reveals

(A.69)  
$$\limsup_{k \to \infty} \delta_k \leq \delta_{N_1} - \sum_{\ell = N_1}^{\infty} \gamma_{\ell} = -\infty,$$

which induces a contradiction since the sequence $\{\delta_k\}$ is nonnegative. This proves (A.65) is false, and so

(A.70)  
$$-1 \leq \limsup_{k \to \infty} \sigma_k < \infty.$$
Step 5. Because (A.70) shows the limit supremum of the sequence \( \{\sigma_k\} \) is finite, there is a convergent subsequence \( \{\sigma_{n_k}\} \subseteq \{\sigma_k\} \) satisfying
\[
(A.71) \quad \lim_{k \to \infty} \sup \sigma_k = \lim_{k \to \infty} \sigma_{n_k}
\]
(72)
\[
(A.72) \quad = \lim_{k \to \infty} \left[ E_{u^{n_k} \sim P_{n_k}} \left[ 2(u^{k+1} - z,u^1 - z) \right] - \frac{(1 - \gamma_{n_k})\beta_{n_k}^2}{\gamma_{n_k}} (\mu_1 + \mu_2)(2 - \mu_1 - \mu_2) \right].
\]

By the Cauchy-Schwarz inequality and the result (A.51) in Step 1,
\[
(A.73) \quad \mathbb{E}_{u^{n_k} \sim P_{n_k}} \left[ \langle u^{n_k+1} - z, u^1 - z \rangle \right] \leq \mathbb{E}_{u^{n_k} \sim P_{n_k}} \left[ \frac{1}{2} (\| u^{n_k+1} - z \|^2 + \| u^1 - z \|^2) \right]
\]
\[
(A.74) \quad = \frac{1}{2} (\delta_{n_k+1} + \delta_1)
\]
\[
(A.75) \quad \leq \delta_1,
\]
and so \( \{\mathbb{E}_{u^{n_k} \sim P_{n_k}} \left[ \langle u^{n_k+1} - z, u^1 - z \rangle \right] \} \) is a bounded sequence of real numbers. Thus, it contains a convergent subsequence \( \{\langle u^{m_k+1} - z, u^1 - z \rangle \} \) (i.e. \( \{m_k\} \subseteq \{n_k\} \)). This implies, when combined with the convergence of \( \{\sigma_{m_k}\} \) and (A.72), existence of the limit
\[
(A.76) \quad \lim_{k \to \infty} \frac{(1 - \gamma_{m_k})\beta_{m_k}^2}{\gamma_{m_k}} (\mu_1 + \mu_2)(2 - \mu_1 - \mu_2).
\]

Since Assumption 3.9ii asserts \( \gamma_k \to 0 \), it follows that
\[
(A.77) \quad \lim_{k \to \infty} (1 - \gamma_k)\beta_{m_k}^2(\mu_1 + \mu_2)(2 - \mu_1 - \mu_2) = 0 \quad \implies \quad \lim_{k \to \infty} \beta_{m_k} = 0,
\]
i.e. a subsequence \( \{\beta_{m_k}\} \) of \( \{\beta_k\} \) converges to zero.

Step 6. Observe, for all \( k \in \mathbb{N} \),
\[
(A.78) \quad \mathbb{E}_{u^{k} \sim P_k} \left[ \| u^k - u^1 \| \right] \leq \mathbb{E}_{u^{k} \sim P_k} \left[ \| u^k - z \| + \| u^1 - z \| \right]
\]
\[
(A.79) \quad \leq \sqrt{\mathbb{E}_{u^{k} \sim P_k} \left[ \| u^k - z \|^2 \right]} + \sqrt{\mathbb{E}_{u^{k} \sim P_k} \left[ \| u^1 - z \|^2 \right]}
\]
\[
(A.80) \quad = \sqrt{\delta_k} + \sqrt{\delta_1}
\]
\[
(A.81) \quad \leq 2 \sqrt{\delta_1},
\]
where the second equality is an application of Jensen's inequality and the final inequality follows from (A.51). Applying (A.81) reveals
\[
(A.82) \quad \mathbb{E}_{u^{k} \sim P_k} \left[ \| u^{k+1} - u^k \| \right] \leq \gamma_k \mathbb{E}_{u^{k} \sim P_k} \left[ \| u^k - u^1 \| \right] + (1 - \gamma_k) \mathbb{E}_{u^{k} \sim P_k} \left[ \| g_k(u^k) - u^k \| \right]
\]
\[
(A.83) \quad \leq 2 \gamma_k \sqrt{\delta_1} + (1 - \gamma_k) \mathbb{E}_{u^{k} \sim P_k} [\lambda_k]
\]
\[
(A.84) \quad = 2 \gamma_k \sqrt{\delta_1} + (1 - \gamma_k)(\mu_1 + \mu_2)\beta_k,
\]
where (A.83) holds since, by the choice of \( g_k \) in (2.13),
\[
(A.85) \quad g_k(u) - u \in \lambda_k \partial d_{\mathcal{M}}(u) \quad \implies \quad \| g_k(u) - u \| \leq \lambda_k,
\]
with the implication following from the fact that $\partial d_{\mathcal{M}}(u)$ is a subset of the unit ball centered at the origin (since $d_{\mathcal{M}}$ is 1-Lipschitz). Utilizing (A.77) and the fact $\gamma_{m_k} \to 0$, we deduce

$$
\lim_{k \to \infty} E_{u_{m_k} \sim \mathcal{P}_{m_k}} \left[ \left\| u_{m_k+1} - u_{m_k} \right\| \right] \leq \lim_{k \to \infty} 2\gamma_{m_k} \sqrt{\delta_1} + (1 - \gamma_{m_k})(\mu_1 + \mu_2)\beta_{m_k} = 0.
$$

Because the left hand side is nonnegative, the squeeze lemma implies

$$
\lim_{k \to \infty} E_{u_{m_k} \sim \mathcal{P}_{m_k}} \left[ \left\| u_{m_k+1} - u_{m_k} \right\| \right] = 0.
$$

Also, the boundedness of $\text{supp}(\mathbb{P}^1)$ and $\mathcal{M}$ implies there exists a constant $C > 0$ such that

$$
\mathbb{P}^1[\|u^1\| \leq C] = \mathbb{P}^1[\|z\| \leq C] = 1.
$$

Thus,

$$
\mathbb{P}^1[2\|u^1 - z\| \leq 4C] = 1,
$$

from which we deduce

$$
\limsup_{k \to \infty} \sigma_k = \lim_{k \to \infty} \sigma_{m_k}
$$

$$
= \lim_{k \to \infty} \left[ E_{u_{m_k} \sim \mathcal{P}_{m_k}} \left[ 2\left\langle u_{m_k+1} - z, u^1 - z \right\rangle \right] - \frac{\mu(1 - \gamma_{m_k})}{4\gamma_{m_k}} \cdot \beta^2_{m_k} \right]
$$

$$
\leq \lim_{k \to \infty} E_{u_{m_k} \sim \mathcal{P}_{m_k}} \left[ 2\left\langle u_{m_k+1} - z, u^1 - z \right\rangle \right]
$$

$$
= \lim_{k \to \infty} E_{u_{m_k} \sim \mathcal{P}_{m_k}} \left[ 2\left\langle P\mathcal{M}(u_{m_k+1}) - z, u^1 - z \right\rangle \right]
$$

$$
+ E_{u_{m_k} \sim \mathcal{P}_{m_k}} \left[ 2\left\langle u_{m_k+1} - P\mathcal{M}(u_{m_k+1}), u^1 - z \right\rangle \right]
$$

$$
\leq \lim_{k \to \infty} 4C \cdot E_{u_{m_k} \sim \mathcal{P}_{m_k}} \left[ \left\| u_{m_k+1} - P\mathcal{M}(u_{m_k+1}) \right\| \right],
$$

where the final inequality holds by application of the Cauchy Schwarz inequality, and utilizing the fact that $z = P\mathcal{M}(u^1)$ and, by the projection identity (e.g. see Thm. 3.16 in [9], Thm 4.1 [32], and Thm 7.45 in [41]),

$$
\left\langle v - P\mathcal{M}(u^1), u^1 - P\mathcal{M}(u^1) \right\rangle \leq 0, \quad \text{for all } v \in \mathcal{M}.
$$

Applying the triangle inequality with the 1-Lipschitz property of the projection $P\mathcal{M}$ yields

$$
\limsup_{k \to \infty} \sigma_k \leq \lim_{k \to \infty} C \cdot E_{u_{m_k} \sim \mathcal{P}_{m_k}} \left[ \left\| u_{m_k+1} - u_{m_k} \right\| + \left\| u_{m_k} - P\mathcal{M}(u_{m_k}) \right\| \right]
$$

$$
+ E_{u_{m_k} \sim \mathcal{P}_{m_k}} \left[ \left\| P\mathcal{M}(u_{m_k}) - P\mathcal{M}(u_{m_k+1}) \right\| \right]
$$

$$
\leq \lim_{k \to \infty} C \cdot E_{u_{m_k} \sim \mathcal{P}_{m_k}} \left[ 2\left\| u_{m_k+1} - u_{m_k} \right\| + \left\| u_{m_k} - P\mathcal{M}(u_{m_k}) \right\| \right]
$$

$$
= \lim_{k \to \infty} C \cdot \left( E_{u_{m_k} \sim \mathcal{P}_{m_k}} \left[ 2\left\| u_{m_k+1} - u_{m_k} \right\| \right] + \beta_{m_k} \right)
$$

$$
= 0,
$$

where (A.101) follows from (A.100) by (A.77) and (A.87). Now, since the limit supremum of $\{\sigma_k\}$ is nonpositive, we may apply Lemma A.1 to (A.58) to deduce

$$
\delta_k \to 0 \implies \lim_{k \to \infty} E_{u_{m_k} \sim \mathcal{P}_{m_k}} \left[ \left\| u^k - z \right\|^2 \right] = 0,
$$

completing the proof.
Appendix B. More Reconstructions. This final subsection presents additional figures of the CT image reconstructions from our numerical examples.

Figure 7: Reconstruction on a validation sample obtained with Filtered Back Projection (FBP) method, TV regularization, Adversarial Regularizer, and Wasserstein-based Projections (left to right). Bottom row shows expanded version of corresponding cropped region indicated by red box.
Figure 8: Reconstruction on a validation sample obtained with Filtered Back Projection (FBP) method, TV regularization, Adversarial Regularizer, and Wasserstein-based Projections (left to right). Bottom row shows expanded version of corresponding cropped region indicated by red box.

Figure 9: Reconstruction on a validation sample obtained with Filtered Back Projection (FBP) method, TV regularization, Adversarial Regularizer, and Wasserstein-based Projections (left to right). Bottom row shows expanded version of corresponding cropped region indicated by red box.
Figure 10: Reconstruction on a validation sample obtained with Filtered Back Projection (FBP) method, TV regularization, Adversarial Regularizer, and Wasserstein-based Projections (left to right). Bottom row shows expanded version of corresponding cropped region indicated by red box.