Change in sign of the Hall coefficient from Fermi surface curvature in underdoped high $T_c$ copper oxide superconductors
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It has recently been proposed that the Fermi surface of underdoped high $T_c$ copper oxide materials within the charge-ordered regime consists of a diamond-shaped electron pocket constructed from arcs connected at vertices. We show here that on modeling the in-plane magnetotransport of such a Fermi surface using the Shockley-Chambers tube integral approach and a uniform scattering time, several key features of the normal state in-plane transport of the underdoped copper oxide systems can be understood. These include the sign reversal in the Hall coefficient, the positive magnetoresistance and magnetic quantum oscillations in the Hall coefficient.

PACS numbers: 71.45.Lr, 71.20.Ps, 71.18.+y

Aside from their extraordinarily high superconducting transition temperatures, the layered copper oxide materials are known for their unusual normal state transport properties, which include sign reversals in the Hall coefficient at low temperatures [1–5]. Recent quantum oscillation experiments that reveal small Fermi pockets of area $\approx 2\%$ of the Brillouin zone in the underdoped hole-doped cuprate superconductors [6–9], rather than a large Fermi surface occupying $\approx 40\%$ of the Brillouin zone predicted by band structure [10], have led to proposals associating the sign reversal in Hall coefficient with Fermi surface reconstruction [11–13]. Complementary measurements, which include the Hall effect [4, 5], nuclear magnetic resonance [15], x-ray scattering [16, 17], magnetic quantum oscillations [18] and others, point to a form of charge ordering that breaks the large hole-like Fermi surface predicted by band structure in underdoped YBa$_2$Cu$_3$O$_{6+x}$, YBa$_2$Cu$_4$O$_8$ and HgBa$_2$CuO$_{4+\delta}$ into small electron pockets. Biaxial charge ordering, in particular, has been proposed to yield a reconstructed Fermi surface consisting of a diamond-shaped electron pocket located in the nodal region of the original Brillouin zone [14, 18–24], resembling that in Fig. 1.

While the observed sign reversals in the Hall coefficient $R_H$ from positive to negative at low temperatures occur at tens of kelvin, the transitions into the low temperature short-range charge ordered phases are reported to begin at much higher temperatures [16, 17, 25]. The overall form of the crossover from positive to negative is therefore suggested to depend on the specific Fermi surface topology. Such a crossover can be modeled by circular pockets of electrons and holes with very different mobilities [14, 23, 26]. Alternatively, the sign reversal could originate from a form of $R_H$ that is driven by the curvature of the Fermi surface [27]. It is intriguing to consider the latter possibility given the similarity of the proposed diamond-shaped electron pocket [14, 18, 24] to the Fermi surface cross-sections originally considered by Banik and Overhauser [27].

The effect of the Fermi surface curvature on the sign of $R_H$ depends on the variation of the scattering time $\tau$ and Fermi velocity $v$ around the orbit. In this paper, we show that by using the Shockley-Chambers tube integral approach [28, 29] for the case of a single uniform scattering time, the magnetic field and temperature-dependence of $R_H$ yielded by a nodal diamond-shaped pocket changes in sign, and exhibits a form closely resembling that measured in YBa$_2$Cu$_3$O$_{6+x}$, YBa$_2$Cu$_4$O$_8$ and HgBa$_2$CuO$_{4+\delta}$ [21] (see Fig. 2). We show these results to span both the strong magnetic field limit and the weak magnetic field Jones-Zener limit [30]. We further show that a diamond-shaped pocket can explain the presence of in-plane magnetoresistance and the appearance of large amplitude quantum oscillations in the Hall coefficient [6], without the need to invoke multiple Fermi surface pockets.

FIG. 1: (a), Schematic diamond-shaped electron pocket [13, 18, 24], with blue arrows indicating the direction of cyclotron motion and $\mathbf{v}_1$ and $\mathbf{v}_2$ indicating the Fermi velocity direction. (b), Schematic showing how the electron pocket is produced by connecting 'arcs' of a larger hole Fermi surface, with $\alpha$ being the angle subtended by the arc and the dotted lines indicating how they are connected.
For a determination of the Hall coefficient

\[ R_H = \frac{1}{B} \frac{\sigma_{xy}}{\sigma_{yy} + \sigma_{xx}} \]

in a magnetic field of arbitrary strength, we calculate the diagonal (\( \sigma_{xx} \)) and off-diagonal (\( \sigma_{xy} \)) conductivity components using

\[ \sigma_{\alpha \beta} = -\frac{e^2 B}{2\pi^2 h^2} \int_0^T \left( \int_0^\infty v_x(t) e^{-\tau v_\beta(t + t')} dt' \right) dt, \]

which is the Shockley-Chambers tube integral [28, 29] expressed as a function of time \( t \), with the subscript \( \beta \) referring to \( x \) or \( y \). We neglect the dependence of the velocity \( v \) on energy, but consider the variation of its components around the diamond-shaped electron pocket orbit in time. These are given by \( v_x = v_F \cos \left( \left( \omega t \mod \frac{\pi}{4} \right) - \frac{\pi}{4}, \frac{2\pi}{2} + \frac{\pi}{4} \right) \) and \( v_y = v_F \sin \left( \left( \omega t \mod \frac{\pi}{4} \right) - \frac{\pi}{4}, \frac{2\pi}{2} + \frac{\pi}{4} \right) \), where \( \omega = eB/m \) is the cyclotron frequency of the diamond-shaped orbit. Figure 2 shows \( R_H \) calculated for four different values of the angle \( \alpha \) subtended by the concave sides of the pocket (shown schematically in Fig. 1b). For \( \alpha = 90^\circ \), our results reproduce the findings of Banik and Overhauser [27].

As expected, \( R_H \) saturates at \( -1/e \) (dotted line in Fig. 2b) in the strong magnetic field limit, with \( n = A_k/2\pi e \) is the carrier density and \( c \approx 11.68 \) Å is the interlayer lattice constant. We use Onsager's relation \( F = k_B T/h \) to obtain the Fermi surface cross-sectional area \( A_k \) in momentum-space for a pocket of frequency \( F \approx 530 \) T [6].

To understand \( R_H \) in the weak magnetic field limit, we turn to the Jones-Zener solution to the Boltzmann transport equation [30]. Ong [32] has shown that the Hall coefficient

\[ R_H = \frac{(2\pi)^2 c A_k}{e \tau (|I| S)^2} \]

can be re-expressed in terms of the Stokes area \( A_k = \frac{\pi e}{4} \cdot \int \frac{dS}{|I|} \) swept out by the ‘scattering path length’ vector \( I = \tau v \) moving around the Fermi surface perimeter. Here, \( |I| \) is the orbital average of the scattering path length, while \( B \) is the magnitude of the magnetic field \( \mathbf{B} \). We define the perimeter of the diamond-shaped Fermi surface \( S = 4a_k \) in terms of the effective radius \( k_F \) of the large hole-like circular Fermi surface from which the arcs originate in Fig. 1b. The angular variation of \( \mathbf{v} \) at the Fermi surface vertices requires special care in the Jones-Zener method [32], unlike in the Shockley-Chambers tube integral treatment [28, 29], where contributions from the vertices are implicitly included.

Vertices occur when nearly free electrons (or holes in the case of the cuprates) are perturbed by a weak periodic potential. As a consequence, Fermi surface sections with velocities in different directions intersect owing to a translation of the Fermi surface by a new lattice vector \( \mathbf{K} \). The origin of such Fermi surface translation arises from a charge ordering potential in the underdoped cuprates [16, 17], while in elemental systems like Al, it originates from the crystalline lattice potential [24].

We model such a vertex of the diamond-shaped pocket in Fig. 1b by making linear approximations to the electronic dispersion in the vicinity of a point of intersection between two arcs. Upon choosing the point of intersection to be located at the origin in our \( k \)-space coordinates, the untranslated and translated dispersions acquire the simple forms \( \varepsilon_k = h v_F (k_x \sin \frac{\pi}{4} + k_y \cos \frac{\pi}{4}) \) and \( \varepsilon_{k+K} = h v_F (k_x \sin \frac{\pi}{4} + k_y \cos \frac{\pi}{4}) \), respectively, where \( v_F \) is the constant magnitude of the Fermi velocity on the arcs. The Fermi surfaces at \( \varepsilon_k = 0 \) and
\[ \varepsilon_{k \pm} = \pm v_F \left( -k_y \cos \left( \frac{\alpha}{2} + \pi \right) \right) \]

whose Fermi surfaces at \( \varepsilon_{k \pm} = 0 \) are indicated by solid lines in Fig. 3a. Using \( v = \frac{\hbar}{m} \varepsilon_k^+ \), we obtain

\[ v = v_F \left[ \sqrt{\frac{k_x^2 \sin^2 \left( \frac{\alpha}{2} + \pi \right)}{k_y^2 \sin^2 \left( \frac{\alpha}{2} + \pi \right) + \Delta^2 v_F^2}}, -\cos \left( \frac{\alpha}{2} + \pi \right) \right] \]

for the velocity. The \( x \) component of the velocity changes from \( -v_F \sin \left( \frac{\alpha}{2} + \pi \right) \) to \( +v_F \sin \left( \frac{\alpha}{2} + \pi \right) \) on varying \( k_x \) from \( -\infty \) to \( +\infty \), while the \( y \) component remains at a constant value of \( -v_F \cos \left( \frac{\alpha}{2} + \pi \right) \).

To compute the total scattering path area (\( A_t \)) swept out, contributions are added from both the vertex regions, and the arc regions. The vertex contribution to the scattering path area is identified as the triangular area swept out between \( v_1 \) and \( v_2 \) in Fig. 3a multiplied by \( \tau^2 \), yielding \( A_v = \frac{1}{2}(\tau v_F)^2 \cos \alpha \) in the limit of small \( \Delta \). The arc contribution to the scattering path area (e.g. Fig. 3b) is identified as the sector of a circle swept out between \( v_2 \) and \( v_3 \) in Fig. 3a multiplied by \( \tau^2 \), yielding \( A_a = \frac{1}{2}(\tau v_F)^2 \alpha \). On summing the contributions to \( A_t \) from 4 vertices and 4 arcs, we arrive at

\[ R_H = \frac{1}{en} \frac{(\alpha - \cos \alpha)(\sin \alpha + 1 - \cos \alpha - \alpha)}{2\alpha^2 c} \]

where \( n = 2Nk_F^2(\sin \alpha + 1 - \cos \alpha - \alpha)/\pi^2 c \) is the carrier density of the diamond-shaped pocket. In Fig. 2 the weak magnetic field limit Hall coefficient given by Equation (6) is seen to yield identical results to those obtained using the Shockley-Chambers tube integral when \( \tau \) is taken to be uniform.

The sign of the Hall coefficient is determined by the net of the opposing vertex and arc contributions, which is reflected in the first term within parenthesis in the numerator of Equation (6). For uniform \( \tau \), the condition for obtaining a net positive Hall coefficient in this weak magnetic field limit is \( |A_a| > |A_v| \), corresponding to \( \alpha > \cos \alpha \) (i.e. \( \alpha > 42.3^\circ \)) in Fig. 1. This therefore sets the condition for a sign reversal to occur on increasing \( \omega \tau \) in Fig. 1.

On considering only the simplest case of a uniform \( \tau \), key features of the Hall coefficient and magnetoresistance data in the underdoped systems YBa\(_2\)Cu\(_3\)O\(_{6+x}\), YBa\(_2\)Cu\(_4\)O\(_8\) and HgBa\(_2\)CuO\(_{4+x}\) naturally arise from a diamond-shaped pocket with \( \alpha > 42.3^\circ \) in Fig. 1. First, the calculated \( R_H \) in Fig. 2a changes sign from positive to negative on increasing \( \omega \tau \) from 0 to \( \approx 1 \) (upper axis) in a manner that is qualitatively similar to that seen experimentally in the non-superconducting regime of magnetic field and temperature. The lower axis in Fig. 2b represents the corresponding magnetic field for \( \tau = 0.5 \times 10^{-12} \) s \( [18] \) and an effective mass of \( m = 1.6 m_e \) (where \( m_e \) is the free electron mass), which are the parameters obtained from YBa\(_2\)Cu\(_3\)O\(_{6+x}\) quantum oscillation measurements \( [18] \). Second, the Hall sign reversal is accompanied by magnetoresistance in \( \rho_{xx} \) in Fig. 2b, which resembles the observed magnetoresistance in transport experiments \( [4, 5] \). In the calculations (see Fig. 2a), the magnetoresistance is found to increase with \( \alpha \). Third, the calculated form of \( R_H \) as a function of \( \tau^{-1} \) in constant magnetic field in Fig. 2a, is found to be qualitatively

Fig. 2.

Condition for a sign reversal to occur on increasing \( \cos \alpha \) numerator of Equation (6). For uniform \( \tau \) is reflected in the first term within parenthesis in the net of the opposing vertex and arc contributions, which is taken to be uniform.

FIG. 2: a, Solid lines showing the reconstructed Fermi surface in the vicinity of a vertex according to Equation (4). Dotted lines indicate the Fermi surface in the absence of hybridization. \( v_1 \) and \( v_2 \) are velocities before and after a quasiparticle traverses the vertex. (b) Schematic of the triangular area swept out by the velocity vector at a vertex, bounded by the arrows and the magenta dotted line. (c) Schematic showing the change in velocity along the concave arc-like portion of a Fermi surface orbit. (d) Schematic of the area (in this case a sector of a circle) swept out by the velocity vector along the Fermi surface arc, bounded by the arrows and the cyan dotted line.
consistent with temperature-dependent measurements of $R_H$ [3]. The upper axis shows the corresponding ‘Dingle temperature’ $T = 1 / 2\pi \tau k_B$ [31]. (b), $R_H$ versus $B$ calculated using a quantum oscillatory $\tilde{\tau}^{-1} \approx (1 + 2 \cos(\frac{2\pi F}{B} - \pi) e^{-\frac{\alpha h}{F}})\tau^{-1}$, using $\tau = 0.5 \times 10^{-12}$ [18] (estimated from global fits to experimental data).

FIG. 4: (a), $R_H$ versus $\tau^{-1}$ (lower axis) at a constant magnetic field of 50 T. The upper axis shows the corresponding ‘Dingle temperature’ $T = 1 / 2\pi \tau k_B$ [31]. (b), $R_H$ versus $B$ calculated using a quantum oscillatory $\tilde{\tau}^{-1} \approx (1 + 2 \cos(\frac{2\pi F}{B} - \pi) e^{-\frac{\alpha h}{F}})\tau^{-1}$, using $\tau = 0.5 \times 10^{-12}$ [18] (estimated from global fits to experimental data).

In summary, we have shown that a nodal diamond-shaped pocket with concave sides, produced by charge ordering in the underdoped hole-doped cuprates, provides a natural explanation for the observed sign reversal in the Hall coefficients of YBa$_2$Cu$_3$O$_{6+x}$, YBa$_2$Cu$_4$O$_8$ and HgBa$_2$CuO$_{4+\delta}$ [4,5]. Such a diamond-shaped pocket also produces magnetoresistance in the normal state and quantum oscillations in the Hall coefficient [6], without the need to invoke multiple Fermi surface pockets [12, 23, 26].
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