Adversarial Example Generation using Evolutionary Multi-objective Optimization
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Abstract—This paper proposes Evolutionary Multi-objective Optimization (EMO)-based Adversarial Example (AE) design method that performs under black-box setting. Previous gradient-based methods produce AEs by changing all pixels of a target image, while previous EMO-based method changes small number of pixels to produce AEs. Thanks to EMO’s property of population based-search, the proposed method produces various types of AEs involving ones locating between AEs generated by the previous two approaches, which helps to know the characteristics of a target model or to know unknown attack patterns. Experimental results showed the potential of the proposed method, e.g., it can generate robust AEs and, with the aid of DCT-based perturbation pattern generation, AEs for high resolution images.
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I. INTRODUCTION

Over the past several years, deep learning has emerged as a “go-to” technique for classification. In particular, object image recognition performance has been significantly improved due to the rapid progress of Convolutional Neural Networks (CNNs) [1]. On the other hand, recent studies revealed that Neural Network (NN)-based classifiers are susceptible to adversarial examples (AEs) [2]–[6], [6]–[12] that an attacker has intentionally designed to cause the model to make a mistake.

AEs involve small changes $\rho$ to original images $I$ and fool the target NN as follows:

$$\mathcal{C}(I + \rho) \neq \mathcal{C}(I)$$  \hspace{1cm} (1)

where $\mathcal{C}()$ denotes classification result. Such AEs can be easily generated using inside information of a target NN such as gradient of loss function [2].

Considering practical aspects, there are many cases that the inner information of target models cannot be available, e.g., commercial or proprietary software and services. Therefore, some studies attempted to attack NNs under black-box setting where the attacker cannot access to the gradient of the classifier [3]–[7]. Under the black-box setting, Evolutionary Computation (EC) is expected to play an important role. In fact, one of the previous work [7] employed Differential Evolution (DE) [13]. The previous work that directly uses EC changed one or a very small number of pixels because this method must determine both which pixels and how strong the pixels should be perturbed. In opposite, methods under white-box setting such as the gradient-based method are likely to change many pixels of a target image. It is meaningful to comprehensively generate various AEs including ones locating between AEs generated by EC and gradient-based method from the viewpoint of both creating unknown kind of AEs and knowing the characteristics of NN deeper.

By the way, generating AEs essentially involves more than one objective function that have trade-off relationship such as classification accuracy versus perturbation amount. Most AE design methods put them together into single objective function by linear combination, and, to the best of our knowledge, no study attempted to generate AEs without integrating the objective functions in a multi-objective optimization (MOO) manner.

Therefore, this study proposes an evolutionary multi-objective optimization (EMO) approach for AE generation. Thanks to population-based search characteristics of EMO, The proposed method can generate AEs under black-box setting. In addition, taking the advantages of population-based search of EMO, the proposed method generates various AEs such as robust AEs against image transformation. Experimental results on representative datasets of CIFAR-10 and ImageNet1000 have shown that the proposed method can generate various AEs locating between the EC- and gradient based previous methods, and attempt have been conducted to generate robust AEs against image rotation.

We summarize the contributions of this paper as follows:

- **The first attempt to design AEs using EMO:** which allows flexible design of objective functions and constraints; non-differentiable, multimodal, noisy functions can be used.
- **Robust AE generation under black-box setting:** Previous work designing robust AEs optimize expected classification probability [8], [9]; however, considering only averaged accuracy might generate AEs that can inappropriately be classified its correct class in rare cases. Taking the advantage of EMO, the proposed method...
supplementarily employs its deviation as second objective function, allowing to generate more robust AEs.

- DCT-based method: To generate AEs for high resolution images, the proposed method designs perturbation patterns on frequency coefficients obtained by two-dimensional Discrete Cosine Transform (2D-DCT) [14], resulting in reducing the dimension of the design variable space.

II. RELATED WORK

The most popular approach to generate adversarial examples is to adopt gradient of loss function in a target classifier under white-box setting [2]. It generates AEs by simply adding the small perturbation to all pixels of a target image according to gradient of a loss function.

Recently, universal perturbation that is applicable arbitrary images and can lead NNs to make a misclassification [10]. Interestingly, the perturbation pattern works well not only for the NN used to design the pattern but also other NNs. However, because it is a universal pattern, once the pattern is known, it can be easily detected.

From the practical viewpoint, AE design methods that can work under black-box setting are desirable; such method allows to analyzing the characteristics of the consumer or propriety software or services. In addition, different types of AEs from ones generated by gradient-based methods help to further analysis of target NN models. Su et al. proposed one pixel attack method [7] using Differential Evolution [13] that revealed the fragileness of the classifiers. Nina et al. proposed a local search method that approximates the network gradient [5]. The above methods [5], [7] changes small number pixels of a target image to mimic the target classifier, whereas the gradient-based method changes all pixels. These two approaches produced different types of AEs. Discovering various AEs is useful from both the viewpoint of knowing the characteristics of NN more deeply and knowing an unknown attack patterns. That is the motivation we introduce multi-objective optimization for AE design.

III. THE PROPOSED METHOD

A. Key Idea

1. Formulating an adversarial pattern design problem as multi-objective optimization: AE design problem essentially consists of more than one cost functions that compete with each other such as accuracy versus visibility. Therefore, it is natural to solve the problem without integrating them into single objective function in accordance with the way of multi-objective optimization. The proposed method does not require any parameters to integrate the functions, and allows considering non-differentiable and/or non-convex objective functions. For instance, introducing two functions of the number of perturbed pixels ($l_0$ norm) and the strength of the perturbation ($l_1$ norm) isolatedly allows clarifying the trade-off relationship between them. Decision makers can choose the most balanced AE from the Pareto optimal solutions while considering target image properties.

2. Applying Evolutionary Multi-objective Optimization (EMO) algorithm: The proposed method adopts an EMO algorithm to perform MOO. Compared to the approach that trains substitute models [6], the proposed method does not need to train the substitute model and is applicable models other than NNs. In addition, thanks to EMO’s essential property of population-based search, the proposed method comprehensively produces non-dominated solutions. Although there is no guarantee that the proposed method produces better AEs than previous work, finding various AEs with the proposed method helps to know the characteristics of a target NN model more deeply or to know unknown attack patterns.

Furthermore, EMO does not require that the objective function be differentiable, smooth, and unimodal, then various types of objective functions and constraints can be used in the proposed method. For instance, the proposed method can produce AEs more robust against image transformation by adding standard deviation of classification accuracy into objective functions in addition to the expected accuracy.

3. Black-box approach: Taking one of the EMO’s advantages, i.e., population-based search, the proposed method performs under black-box setting [3], [5], [6], which means that the proposed method does not require gradient information in a target model; classification results involving assigned labels and corresponding confidence are sufficient[1]. Therefore, the proposed method is applicable to proprietary systems and models other than NNs.

4. Using Discrete Cosine Transform (DCT) to perturb images: Naive formulation of the AE design problem enlarges the problem size. Therefore, we propose a DCT-based perturbation generation method to suppress increase of the number of dimensions. The concurrent work [11] also proposed a DCT-based perturbation pattern design method; however, this method optimizes single objective function.

B. Formulation

1) Design Variables: In the proposed method, there are two methods to determine how to perturb an input image: direct and DCT-based method.

- Direct method: In the direct method, pixel intensity of input image $I$ is perturbed directly based on a solution candidate $x$. Thus, $x$ comprises variables $x_{u,v,c}^{(Dir)}$ as follows:

$$x = \{ x_{u,v,c}^{(Dir)} \}_{(u,v,c) \in I}$$

where $(u,v)$ denotes a $N_w \times N_w$ pixels block position in $I$, and $c$ denotes color components. The resolution of $I$ is $W_I \times H_I$ pixels and $I$ is decomposed into $[\frac{W_I}{N_w}] \times [\frac{H_I}{N_w}]$ blocks.

- DCT-based method: When generating adversarial examples for high resolution images, the direct method requires many variables and the problem becomes huge. Therefore, this study proposes an alternative method

\[1\] Utilizing the high degree of freedom of the proposed method in the design of the objective functions, even the confidence is unnecessary.
using two dimensional Discrete Cosine Transform (2D-DCT), which is called as a DCT-based method. The DCT-based method involves two types of variables as follows:

\[ x = \chi \cup x^{(DCT)} \]  
\[ \chi = \{ \chi_{u,v}^{(PS)} \}_{(u,v) \in I} \]  
\[ x^{(DCT)}_i = \{ x_r^{(DCT)} \}_{1 \leq r \leq N_{AP}} \]  
\[ x^{(DCT)}_{r} = \{ x_{p,q,r}^{(DCT)} \}_{1 \leq p \leq N_{DCT}, 1 \leq q \leq N_{DCT}} \]

where \( x_{p,q,r}^{(DCT)} \) represents alteration pattern of 2D-DCT coefficients of subband \((p, q)\). To adaptively perturb input image \( I \) according to image block features, the DCT-based method prepares \( N_{AP} \) alteration patterns and suffix \( r \) represents the pattern index. \( \chi_{u,v}^{(PS)} \) determines the generated 2D-DCT coefficient alteration patterns to apply image block \((u, v)\) in input image \( I \), i.e., \( \chi_{u,v}^{(PS)} = 0, 1, \ldots, N_{AP} \). If \( \chi_{u,v}^{(PS)} > 0 \), the corresponding alteration pattern is applied to block \((u, v)\), otherwise, the frequency coefficients of the block do not change.

2) Objective Functions: In this paper, the following three scenarios are considered to demonstrate the advantage of the proposed EMO-based approach.

- **Accuracy versus perturbation amount scenario**
  This is the fundamental scenario of multi-objective adversarial example generation including the following two objective functions:

\[ \text{minimize } f_1 = P(\mathcal{C}(I + \rho) = \mathcal{C}(I)) \]
\[ \text{minimize } f_2 = ||\rho||_e \]  

The first objective function \( f_1 \) indicates a probability that a target classifier classifies a perturbed image \( I + \rho \) to the correct class \( \mathcal{C}(I) \) where \( \mathcal{C}(\cdot) \) denotes a classification result. The second objective function indicates the amount of the perturbation \( \rho \) which can basically be calculated by \( l_e \) norm of \( \rho \). This scenario clarifies the trade-off relationship between the classification accuracy and the perturbation amount while generating various perturbation patterns.

- **\( l_0 \) versus \( l_1 \) norms scenario**
  The gradient-based method generates AE by giving small perturbation to all pixels of a target image, and EC-based previous work [17] generates AEs by perturbing one or relatively small number of pixels. On the other hand, the proposed method can comprehensively generate various AEs that have different number of perturbed pixels located between AEs generated by gradient- and EC-based methods. To this end, the number of perturbed pixels is employed as one of objective functions. The followings are example objective functions:

\[ \text{minimize } f_1(x) = ||\rho||_0 \]
\[ \text{minimize } f_2(x) = ||\rho||_1 \]
\[ \text{subject to } P(\mathcal{C}(I + \rho) = \mathcal{C}(I)) < T_{acc} \]  

where \( ||\rho||_0 \) denotes the number of pixels whose values are not zero in \( \rho \), and \( T_{acc} \) is a threshold.

- **Robust AE generation scenario**
  Robust optimization is one of the optimizations taking advantage of the characteristics of evolutionary computation [15], [16]. Previous work was based on white-box setting [8], [9], [12] and minimizes only averaged (or expected) classification accuracy [8], [9], however, this might cause AEs that could be correctly classified under a certain condition because such rare cases cannot be represented the averaged value. Adding deviation to objective functions prevents such exceptional failure of misclassification, resulting in generating more robust AEs against image transformation.

\[ \text{minimize } f_1(x) = E(\mathbb{P}(\mathcal{C}(\tau(I + \rho)) = \mathcal{C}(I))) \]
\[ \text{minimize } f_2(x) = \sigma(\mathbb{P}(\mathcal{C}(\tau(I + \rho)) = \mathcal{C}(I))) \]
\[ \text{minimize } f_3(x) = ||\rho||_e \]

where \( E(\cdot) \) and \( \sigma(\cdot) \) are expected value and standard deviation of classification accuracy, and \( \tau(\cdot) \) denotes image transformation.

Note that these three scenarios have different purposes from each other but share the need for multi-objective optimization.

C. Process Flow

The proposed algorithm adopts any evolutionary multi-objective optimization algorithms such as NSGA-II [17] and MOEA/D [18]. Here, we explain the process flow of the proposed method taking MOEA/D as an example.

MOEA/D converts the approximation problem of the true Pareto Front into a set of single-objective optimization problems. Here, an original multi-objective optimization problem is described as follows:

\[ \text{minimize } f(x) = (f_1(x), \ldots, f_{N_f}(x)) \]
\[ \text{subject to } x \in \mathcal{F} \]

There are several models to convert the above problems into scalar optimization problems; for instance, in Tchebycheff approach, the above problem can be decomposed into the following problem.

\[ \text{minimize } g(x|\lambda^*, z^*) = \max_{1 \leq i \leq N_f} \left\{ \lambda_i^* f_i(x) - z_i^* \right\} \]
\[ \text{subject to } x \in \mathcal{F} \]

where \( \lambda^* = (\lambda_1^*, \ldots, \lambda_{N_f}^*) \) are weight vectors \( (\lambda_i^* \geq 0) \) and \( \sum_{i=1}^{N_f} \lambda_i^* = 1 \), and \( z^* \) is a reference point calculated as follows:

\[ z_i^* = \min \{ f_i(x) | x \in \mathcal{F} \} \]

By preparing \( N_D \) weight vectors and optimizing \( N_D \) scalar objective functions, MOEA/D finds various non-dominated solutions at one optimization.

The detailed algorithm of the proposed method based on MOEA/D is as follows:

[Step 1] Initialization
[Step 1-1] Determine neighborhood relations for each weight vector \( \lambda_i \). By calculating the Euclidean distance between weight vectors \( N_n \) neighboring weight vectors \( \{ \lambda_k \} \) \((k \in B(i) = \{i_1, \ldots, i_{N_n} \}) \) are selected.

[Step 1-2] Generate an initial population. The initial solution candidates \( x_1, \ldots, x_{N_f-1} \) are generated by sampling them at uniformly random from \( \mathcal{F} \). The solution whose all variable values are set to 0, which corresponds to involving no perturbation and would survive on the edge of the Pareto front throughout the optimization, is also added to the initial population.

[Step 1-3] Determine the reference point. The reference point is calculated by eq. (12).

[Step 2] Selection \( N_f \) best individuals are selected for \( N_f \) objective functions respectively, and then, by applying tournament selection, the indexes of the subproblems \( \mathcal{I} \) are selected \((|\mathcal{I}| = \frac{N_n}{N_f} - N_f)\).

[Step 3] Population update The following steps 3-1 through 3-6 are conducted for each \( i \in \mathcal{I} \).

[Step 3-1] Selection of mating and update range. With the probability \( \delta \), the update range \( \mathcal{P} \) was limited to \( \hat{B}_i \), otherwise \( \mathcal{P} = 1, \ldots, N_f \).

[Step 3-2] Crossover Randomly selects two indices \( r_2 \) and \( r_3 \) from \( \mathcal{P} \) and set \( r_2 = i \), and generates a solution \( \tilde{y}_k \) whose element \( \tilde{y}_k \) is calculated by the following equation:

\[
\tilde{y}_k = \begin{cases} 
    x_k^i + F(x_k^{r_2} - x_k^{r_3}) & \text{with probability } CR \\
    x_k^i & \text{with probability } 1 - CR
\end{cases}
\]

The above equation is an operator proposed in DE, and \( CR \) and \( F \) are control parameters.

[Step 3-3] Mutation With the probability \( p_m \), a polynomial mutation operator [19] is applied to \( \tilde{y} \) to form a new candidate \( y \), i.e., the mutated value \( y_k \) is calculated as follows:

\[
y_k = \tilde{y}_k + \tilde{\delta} \Delta_{\text{max}} \tag{14}
\]

where \( \Delta_{\text{max}} \) represents the maximum permissible perturbation in the parent value \( \tilde{y}_k \) and \( \tilde{\delta} \) is calculated as follows:

\[
\tilde{\delta} = \begin{cases} 
    (2u)^\frac{1}{\alpha} - 1 & \text{if } u < 0.5 \\
    1 - 2(1 - u)^\frac{1}{\alpha} & \text{otherwise}
\end{cases}
\]

where \( u \) is a random number in \([0, 1]\).

[Step 3-4] Evaluation Evaluate \( y \) by generating perturbation pattern \( \rho \).

In the direct method, intensity \( \rho_{a,b} \) at position \((a, b)\) of perturbation pattern \( \rho \) is directly determined by variables, i.e.,

\[
\rho_{a,b} = x_{a,b}^{(\text{DCT})} \tag{16}
\]

where \( 1 \leq a \leq I_{W}, \ 1 \leq b \leq I_{H}, \ u = |a/c|, \text{ and } v = |b/c| \).

In the DCT-based method, DCT is applied to input image \( I \) and coefficients of basis functions \( X_{p,q} \) are obtained. Then, values of \( x_{p,q,r}^{(\text{DCT})} \) in \( x \) are added to the coefficients \( X_{p,q} \) as follows:

\[
X_{p,q} = X_{p,q} + x_{p,q,r}^{(\text{DCT})} \tag{17}
\]

where \( r = [(u, v) + (ps)]_{I_{W} \times I_{H}} \) and \((u, v) \in I \). Finally inverted DCT is applied to \( X_{p,q} \) to form a perturbed image \( I + \rho \).

After generating the perturbed image \( I + \rho \), a target classifier is applied to it and obtains its recognition result \( C(I + \rho) \) with a confidence score, which is referred to calculate objective functions or constraints. Other objective functions and constraints are calculated based on \( \rho \) or \( I + \rho \).

[Step 3-5] Update of reference point If \( z_{j} > f_{j}(y) \) for each \( j = 1, \ldots, N_f \), then replace the value of \( z_{j} \) with \( f_{j}(y) \).

[Step 3-6] Update of solutions Perform the following procedure to update population.

(1) Set \( c = 0 \).

(2) If \( c = n_r \) or \( \mathcal{P} \) is empty, then go to (4). Otherwise, pick an index \( k \) from \( \mathcal{P} \) at random.

(3) If any of the following conditions are satisfied, then replace \( x^k \) with \( y \) and set \( c = c + 1 \).

\[
y \not\in \mathcal{F} \land x^k \not\in \mathcal{F} \land \text{vio}(y) < \text{vio}(x^k) \tag{18}
\]

\[
y \in \mathcal{F} \land x^k \not\in \mathcal{F} \tag{19}
\]

(4) Remove \( k \) from \( \mathcal{P} \) and go back to (2)

[Step 4] Stop condition After iterated \( N_g \) generations, the algorithm stops the optimization. Otherwise, go back to Step 2.

IV. Evaluation

A. Experimental Setup

Four experiments were conducted to demonstrate the effectiveness of the formulation of AE generation problem as multi-objective optimization. Experiment 1 shows whether the proposed method generates various AEs under \( l_0 \) versus \( l_1 \) norms scenario, i.e., the first objective function is the number of perturbed pixels and the second one is \( ||\rho||_1 \), both of which should be minimized. Experiment 2 demonstrates whether the proposed multi-objective black-box optimization approach can generate adversarial examples robust against image rotation. Experiment 3 compares the proposed two methods, the direct method and the DCT based method on a higher resolution image. Experiment 4 demonstrates some examples of adversarial attacks on ImageNet-1000 data.

In all the experiments, MOEA/D was used. To convert the multi-objective optimization problem into a set of scalar optimization problems, Tchebycheff approach is adopted. The neighborhood size \( N_n \) was set to 10, \( \delta = 0.8 \) and \( n_r = 1 \).

In experiments 1 and 2, we prepare canonical CNN models that involve

- two sets of convolution layers with ReLU activation function, pooling and dropout layers,
- a fully connected layer with ReLU activation function followed by a dropout layer, and
- output layer consisting of a fully connected layer with softmax activation function.

The above network was trained with Adam [20] using 45,000 labeled images in CIFAR-10. The batch size and the number of epoch were set to 128 and 10, respectively. In experiments
3 and 4, VGG16 [21], which is a widely-used classifier based on CNN, was adopted. We used the pretrained VGG16 model implemented on Keras framework.

B. Experiment 1: $l_0$ versus $l_1$ norms of the perturbation pattern

In this first experiment, the proposed method was applied to design adversarial examples for image $I_1$ shown in Fig. 1 under $l_0$ versus $l_1$ norms scenario. That is, the first objective function was the number of perturbed pixels and the second objective function was the strength of changing pixel intensity on the perturbed pattern $\rho$. A constraint in which $P(C(I_1 + \rho) = C(I_1))$ should be less than 0.2 was also considered. The proposed method uses the direct method and set $N_w = 1$. Because the input image size was $32 \times 32$ and they have 3 color channels, the total number of design variables was 3,072. The population size and the generation limit were set to 500 and 1,000, respectively.

In this experiment, the initial population was generated by dividing individuals into eight groups and imposing upper limits on the number of pixels to be changed and pixel perturbation ranges. Different upper limits were set for each group, 0.5%, 5%, 20%, 35%, 50%, 65%, 80%, and 95%, respectively, while pixel perturbation range were also limited to ±200, ±200, ±100, ±50, ±33, ±25, ±20, and ±16, respectively. The first two groups were also imposed to alter pixel values at least ±150 and ±100, respectively.

Fig. 2 shows the obtained non-dominated solutions, which demonstrates that the proposed method could generate various adversarial examples including ones in which 15 to over 400 pixels were changed and located between AEs generated by the previous EC- and gradient-based methods. Fig. 2(a) shows some examples of the obtained by the proposed method. All the three images shown in Fig. 2(a) were classified to ‘deer’ with the confidence of 50.3%, 45.9%, and 41.8%, respectively whereas originally, $I_1$ was classified to 'frog' with the confidence of 99.28%. Fig. 2(b) shows the perturbation patterns in which gray pixel indicates that were not modified, brighter pixels represent that were changed to their intensity was increased, and darker pixels represent that were changed in the opposite direction. From the perturbation patterns shown in Fig. 2(b), different perturbation patterns could be seen, though similar distributions were observed between ii) and iii).

C. Experiment 2: generating robust AEs against image transformation

In this experiment, taking the advantage of multi-objective optimization, we attempt to design robust adversarial examples against image transformation. Simple image rotation was considered as image transformation in this experiment because rotation has a greater influence than translation. Here, for the purpose of enhancing the robustness against image rotation, three objective functions were minimized: expected value and standard deviation of recognition accuracy of transformed images and confidence
### TABLE II
RESULTS OF EXPERIMENT 3: CLASSIFICATION RESULTS AND CONFIDENCE OF THE GENERATED EXAMPLE FOR VGG16.

| Rank | Clean image | Perturbed images $I + \rho$ |
|------|-------------|----------------------------|
|      | Direct method | DCT-based method |
| 1st  | Tabby: 60.8% | jigsaw_puzzle: 76.4% |
| 2nd  | Tiger: 30.4% | tabby: 4.6% |
| 3rd  | Egyptian_cat: 7.4% | tiger: 2.8% |
| 4th  | Door: 0.4% | screen: 1.2% |
| 5th  | Radiator: 0.2% | prayer_rug: 1.1% |

### TABLE III
CLASS LABELS REGARDED AS CORRECT ONES IN EXPERIMENT 4.

| Image | Original label | Labels regarded as correct |
|-------|----------------|----------------------------|
| $I_3$ | Airliner | Plane, Airship, Wing, Warplane, space shuttle |
| $I_4$ | tiger_cat | tabby, Egyptian_cat, Lynx, Persian_cat, Siamese_cat |
| $I_5$ | electric_guitar | acoustic_guitar, Violin, Banjo, cello |
| $I_6$ | Plastic_bag | mailbag, sleeping_bag |
| $I_7$ | Promontory | Seashore, Lakeside, Cliff, cliff_dwelling, Valley, Breakwater |

Other experimental conditions were the same as experiment 1.

Fig. 4 shows the obtained non-dominated solutions in the final generation. We picked up one non-dominated solution from them and Fig. 5 and Fig. 6 and show its image perturbation pattern and its robustness against rotation, respectively. The recognized class labels while changing rotation angle are shown in Table II. These results indicate that the generated AE successfully deceives the classifier in both with or without rotation cases.

#### D. Experiment 3: effectiveness of the DCT-based method

In order to verify the effectiveness of the DCT-based method in higher resolution images, the direct and DCT-based methods were compared on generating AE for an image in ImageNet-1000 under accuracy versus perturbation amount scenario. The first objective function is the classification accuracy to the original class. In this experiment, we consider more general class than the original label assigned in ImageNet-1000, e.g., in the case generating AEs for image $I_2$ shown in Fig. 7(a) which has a correct label ‘tabby’, labels of ‘Egyptian_cat’, ‘lynx’, ‘Persian_cat’, ‘Siamese_cat’, and ‘tiger_cat’ were also considered as correct labels. The second objective function is Root Mean Square Error (RMSE) between an original and perturbed images $\rho$. A constraint, $P(C(I + \rho)) \leq 0.4$, was also considered to enhance search exploitation. In experiment 3 and subsequent experiments, we use the pretrained VGG16 as the target classifier.

In the case using the direct method, the total number of design variables was 5,625 because we changed the input images $(f_1(\cdot) \text{ and } f_2(\cdot))$, and $l_1$ norm of perturbation pattern $\rho$ $(f_3(\cdot))$. Two constraints were also imposed: the recognition accuracy of the target image was less than 10% without rotation, and the expected accuracy was less than 50%. The maximum rotation angle was set to ±60 degrees. The population size and the generation limit were set to 500 and 2,000, respectively.

The reason why we did not simply use $l_2$ norm of $\rho$ was to evaluate the affection by DCT. In the case using DCT-based method, the image quality slightly deteriorated via DCT and inverse DCT even if the frequency coefficients were not changed.
image resolution to $224 \times 224$, we set $N_w = 3$, and the perturbation was added to brightness component of $I$. The DCT-based method requires less variables than the direct method, i.e., $848, 1, 104$, and $1, 424$ dimensions for $N_{AP} = 1, 5, 10$, respectively.

Fig. 7 shows the representative AEs generated by the two methods, and Table III shows the recognition results and confidence scores of the generated AEs. Both methods could generate AEs that make the classifier misclassify. In addition, the DCT-based method generated AEs including less conspicuous patterns when $N_{AP} = 10$.

E. Experiment 4: Other examples by DCT-based methods

In the final experiment, we attempted to generate AEs using the proposed DCT-based method for other images of ImageNet-1000 under the accuracy versus perturbation amount scenario. In this experiment, we added a solution candidate $x_0$ whose all variables were set to 0 into an initial population. Other experimental conditions were the same as those in experiment 3. Fig. 8(a) shows target original images whose resolution was changed to $224 \times 224$. As in experiment 3, class labels similar to the original ones were regarded as correct ones, as shown in Table III.

Fig. 8(b) shows the distributions of obtained non-dominated solutions. Adding $x_0$ allowed the proposed method to clarify the trade-off relationship between the accuracy and the perturbation amount. Note that RMSE of $x_0$ was not zero because of the effect of DCT and inverse DCT process.

Fig. 8(c) and (d) shows examples of generated AEs and their perturbation patterns, respectively. Different types of perturbed patterns could be seen; AEs for $I_4$ and $I_5$ include small numbers of bright pixels, whereas AEs for $I_3$, $I_6$, and $I_7$ include striped and thin striped patterns. This demonstrates that the proposed method could adaptively generate AEs according to the target clean image properties.

Table IV shows the recognized classes and corresponding confidence scores. Here we focus on the results in each image. Because $I_3$ is an image of the front part of an airplane which involves less textures, there are very few classes that can induce misrecognition, resulting in erroneous recognition on label 'aircraft_carrier'. Other images $I_4$ through $I_7$ were the objects involving high frequency components and characteristic colors compared to $I_3$ and $I_6$, then their AEs made the classifier misclassified to various classes. Interestingly, $I_5$ and $I_7$ were erroneously recognized as various animals, whereas

| Rank | Recognition results and confidence | $C(I_{3} + \rho)$ | $C(I_{3} + \rho)$ |
|------|-----------------------------------|-------------------|-------------------|
| 1st  | Airliner: 99.7% | aircraft_carrier: 94.9% |
| 2nd  | Wing: 2.6% | airliner: 3.0% |
| 3rd  | Warplane: 0.0% | warplane: 1.4% |
| 4th  | Space shuttle: 0.0% | wing: 0.2% |
| 5th  | Airship: 0.0% | airship: 0.1% |

| Rank | Recognition results and confidence | $C(I_{4} + \rho)$ | $C(I_{4} + \rho)$ |
|------|-----------------------------------|-------------------|-------------------|
| 1st  | tiger_cat: 81.9% | Leopord: 31.3% |
| 2nd  | tabby: 15.8% | jaguar: 10.5% |
| 3rd  | Egyptian_cat: 2.0% | lion: 9.3% |
| 4th  | Lynx: 0.2% | snow_leopard: 9.2% |
| 5th  | Lens_cap: 0.0% | cheetah: 9.1% |

| Rank | Recognition results and confidence | $C(I_{5} + \rho)$ | $C(I_{5} + \rho)$ |
|------|-----------------------------------|-------------------|-------------------|
| 1st  | electric_guitar: 96.7% | Eft: 19.9% |
| 2nd  | acoustic_guitar: 2.7% | Blooded_gecko: 11.3% |
| 3rd  | Violin: 0.3% | European_fire_salamanader: 10.2% |
| 4th  | Banjo: 0.1% | Common_newt: 10.3% |
| 5th  | cello: 0.0% | Alligator_lizard: 9.7% |

| Rank | Recognition results and confidence | $C(I_{6} + \rho)$ | $C(I_{6} + \rho)$ |
|------|-----------------------------------|-------------------|-------------------|
| 1st  | Plastic_bag: 96.2% | sock: 22.5% |
| 2nd  | brassiere: 1.0% | brassiere: 8.6% |
| 3rd  | Clifford: 1.4% | marmot: 7.5% |
| 4th  | diaper: 0.2% | timber_wolf: 7.4% |
| 5th  | sulphur-crested_cockatoo: 0.2% | handkerchief: 7.8% |

| Rank | Recognition results and confidence | $C(I_{7} + \rho)$ | $C(I_{7} + \rho)$ |
|------|-----------------------------------|-------------------|-------------------|
| 1st  | Promontory: 96.6% | alp: 17.8% |
| 2nd  | seashore: 1.7% | Irish_wolfhound: 8.8% |
| 3rd  | cliff: 1.4% | marmot: 7.5% |
| 4th  | bacon: 0.2% | timber_wolf: 7.4% |
| 5th  | lakeside: 0.0% | bighorn: 7.4% |
Fig. 8. Results of experiment 4: input images, obtained non-dominated solutions, designed perturb patterns, and generated adversarial example images.

$I_6$ was misclassified mainly as artificial things.

**F. Discussion**

Although some of the above experiments involve high dimensional problems whose number of design variable exceeds 1,000, the proposed method could successfully generated AEs under black-box condition, i.e., without gradient information and other internal information of target classifiers except final recognition result (a class label and its confidence score). The above results revealed that the potential of EMO to AE design, though there is no guarantee that the obtained solutions were globally optima. It is possible that an AE design problem involves a highly multimodal fitness landscape including many promising quasi-optimal solutions, which EMO is appropriate for finding.

**V. Conclusions**

This paper proposes an evolutionary multi-objective optimization approach to design adversarial examples that cannot be correctly recognized by machine learning models. The proposed method is black-box method that does not require internal information in the target models, and produces various AEs by simultaneously optimizing multiple objective functions that have trade-off relationship. Experimental resultse showed
the potentials of the proposed EMO-based approach; e.g., the proposed method could produce various AEs that have different properties from ones generated by the previous EC- and gradient-based methods, and AEs robust against image rotation. This paper also demonstrated that the DCT-based method could generate AEs for higher resolution images.

On the other hand, the proposed method has many rooms for improvement from the viewpoint of comprehensively generating more diverse solutions. Introducing schemes to promote search exploration and to reduce problem dimension, and hybridization with local search are our important future work. The flexibility of EMO for designing objective functions would allow emerging new techniques to design AEs.
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