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Abstract: Nonlinear fractional differential equations reflect the true nature of physical and biological models with non-locality and memory effects. This paper considers nonlinear fractional differential equations with unknown analytical solutions. The Adomian decomposition and the fractional power series methods are adopted to approximate the solutions. The two approaches are illustrated and compared by means of four numerical examples.

Keywords: Adomian decomposition method; fractional power series method; nonlinear fractional differential equations

1. Introduction and Preliminaries

Fractional calculus is a branch of mathematics that investigates the properties dealing with arbitrary order integral and differential operators (see [1–3]). Fractional differential equations are an excellent tool for the mathematical modeling of real world problems and dynamical systems, such as in engineering, physics, earthquake vibrations, biological and aerodynamics, chaotic and fractals, signal and image processing, artificial intelligence, and control theory (see [4–9]). In the last few years, researchers introduced various models involving fractional derivative and integral operators of arbitrary order (see [10]). Some recent contributions to the theory of fractional differential (or difference) equations and its applications can be found in [11–17] and references therein.

The nonlinear fractional differential equations (NFDEs) have been the topic of intense research and a number of articles with deal with their numerical solution. Numerical techniques are developed continuously because exact solutions are available in very few cases. Recently, a number of numerical procedures for solving NFDEs have been developed. Ganjiani [18] obtained numerical solutions of NFDEs by using the homotopy analysis method. Gao et al. [19] presented a new fractional numerical differentiation formula for NFDEs in the Caputo sense. Liu et al. [20] used the finite element approximation for NFDEs. Zayernouri and Karniadakis [21] presented fractional spectral collocation methods for NFDEs of variable order. Wang et al. [22] advanced with upper and lower control functions to construct an algorithm for NFDEs. Bekir et al. [23] developed ($G'/G$)-expansion method. Gao and Sun [24] presented a compact finite difference scheme for fractional subdiffusion equations using a compact finite difference technique. Duan et al. [25] used the Rach–Adomian–Meyers modified decomposition method to find approximate solutions of the...
initial value problem for NFDEs. Modanli et al. [26] used the residual power series method for solving a class of NFDEs with nonlocal conditions. Lu and Zheng [27] explored the full power of Adomian decomposition method to compute explicit closed form solutions of NFDEs with unprescribed initial conditions.

The effectiveness of the above methods was assessed by comparing the numerical schemes with the corresponding exact solutions. Nonetheless, when the exact solutions are unknown we need to adopt numerical techniques and compare the results provided by distinct alternative schemes.

In this paper, we study two numerical approaches for solving the following types of NFDEs:

\[
\frac{dY}{d\eta} + RL_D^{\frac{1}{2}}_{0+} Y(\eta) - F(Y(\eta)) = 0, \quad \eta \in [0, b_2], \; b_2 > 0,
\]

\[Y(0) = c,\]

where \( RL_D^{\frac{1}{2}}_{0+} Y(\eta) \) represents the \( \frac{1}{2} \)th left fractional integral of \( Y(\eta) \) in the Riemann–Liouville sense and \( F(Y(\eta)) \) represents the nonlinear part of Equation (1). In the follow-up we consider four cases, namely \( F(Y(\eta)) = \{ \sin(Y(\eta)), \cos(Y(\eta)), e^{Y(\eta)}, e^{-Y(\eta)} \} \).

The article is structured as follows. Section 2 presents Adomian decomposition (ADM) and fractional power series methods (FPSM), and introduces some preliminary definitions and results of key importance in fractional calculus. Section 3 discusses appropriate conditions for the solutions of problem (1). Section 4 illustrates the results of the new technique for four examples. Finally, Section 5 highlights the main conclusions.

2. Preliminary

2.1. Fractional Calculus

We find in the literature a variety of definitions of fractional integrals and derivatives. Therefore, it is necessary to specify which definition is used. In this article, we adopt the left Riemann–Liouville (L–RL) fractional integral and derivative, which are defined below.

**Definition 1** (see [1–3]). For any \( L^1 \) function \( Y \) on \([b_1, b_2] \), the \( \delta \)th L–RL fractional integral of \( Y(\eta) \) is defined for \( \text{Re}(\delta) > 0 \) as follows:

\[
RL_I^{\delta}_{b_1+} Y(\eta) := \frac{1}{\Gamma(\delta)} \int_{b_1}^{\eta} (\eta - \xi)^{\delta-1} Y(\xi) \, d\xi, \quad \eta \in [b_1, b_2].
\]

(2)

For any \( C^n \) function \( Y \) on \([b_1, b_2] \), the \( \delta \)th L–RL fractional derivative of \( Y(\eta) \) is defined for \( n - 1 \leq \text{Re}(\delta) < n \) as follows:

\[
RL_D^{\delta}_{b_1+} Y(\eta) := \frac{d^n}{d\eta^n} RL_I^{\delta-n}_{b_1+} Y(\eta), \quad \eta \in [b_1, b_2].
\]

(3)

These two definitions cover orders of differentiation throughout the complex plane, where we can write \( RL_D^{\delta}_{b_1+} Y(\eta) = RL_I^{\delta}_{b_1+} Y(\eta) \). Consequently, the differentiation and integration are unified in a single operator which we may opt to call differintegration (see [28]).

**Lemma 1** (see [1–3]). If \( \mu > -1, \eta > b_1 \) and \( \text{Re}(\delta) > 0 \), then the L–RL fractional integral of the power function satisfies the condition:

\[
RL_I^{\delta}_{b_1+} (\eta - b_1)^{\mu} = \frac{\Gamma(\mu + 1)}{\Gamma(\mu + 1 + \delta)} (\eta - b_1)^{\mu+\delta},
\]

\[
RL_D^{\delta}_{b_1+} (\eta - b_1)^{\mu} = \frac{\Gamma(\mu + 1)}{\Gamma(\mu + 1 - \delta)} (\eta - b_1)^{\mu-\delta}.
\]
2.2. The ADM and FPSM

The ADM proposes \( Y(\eta) \) as a series expansion given by:

\[
Y(\eta) := \sum_{n=0}^{\infty} Y_n(\eta), \quad n \geq 1. \tag{4}
\]

If we denote \( D = \frac{d}{d\eta} \), then by applying \( D^{-1}(\cdot) = \int_0^\eta (\cdot) \, dt \) to both sides of Equation (1), we can deduce

\[
Y(\eta) = c - D^{-1} \left( RL D_0^{\frac{1}{2}} Y(\eta) \right) + D^{-1} F(Y(\eta)), \tag{5}
\]

where \( c \) is an arbitrary constant. This expression can be rewritten as follows:

\[
\sum_{n=0}^{\infty} Y_n(\eta) = c - RL \int_0^\eta \sum_{n=0}^{\infty} Y_n(\eta) + \int_0^\eta \sum_{n=0}^{\infty} A_n(t) \, dt.
\]

Consequently, we set the following recursion scheme:

\[
Y_0(\eta) = c,
\]

\[
Y_{n+1}(\eta) = \int_0^\eta A_n(t) \, dt - RL \int_0^\eta Y_n(\eta), \quad n \geq 0, \tag{6}
\]

where the coefficients \( A_n \) are the Adomian polynomials (APs), defined by [29]:

\[
F(Y(\eta)) := A_n = \left[ \frac{1}{n!} \frac{d^n}{d\lambda^n} F \left( \sum_{i=0}^{\infty} Y_i(\eta) \lambda^i \right) \right]_{\lambda=0}, \quad n \geq 0. \tag{7}
\]

Based on the structure of the ADM, we consider the solution \( Y(\eta) \) as

\[
Y(\eta) = \lim_{n \to \infty} \sigma_n(\eta),
\]

where the \((n+1)\)–term approximation of the solution is given by

\[
\sigma_n(\eta) = \sum_{j=0}^{n} Y_j(\eta), \quad \text{for } n \geq 1.
\]

The FPSM can be represented in the following series:

\[
Y(\eta) = \sum_{n=0}^{\infty} Y_n(\eta) \eta^{\frac{n}{2}}, \tag{8}
\]

\[
Y_0(\eta) = c.
\]

By using (8) and Lemma 1 in Equation (1), we can deduce

\[
\sum_{n=1}^{\infty} \frac{n}{2} Y_n(\eta) \eta^{\frac{n-1}{2}} + \sum_{n=0}^{\infty} \frac{\Gamma\left(\frac{n+1}{2}\right)}{\Gamma\left(\frac{n+1}{2}\right)} Y_n(\eta) \eta^{\frac{n+1}{2}} = F \left( \sum_{n=0}^{\infty} Y_n(\eta) \eta^{\frac{n}{2}} \right). \tag{9}
\]

**Remark 1.** The ADM and the power series method have been successfully applied to numerical problems and the results have shown a high degree of accuracy. For the convergence of these methods, one can refer to [30,31].

3. Applying the ADM and FPSM for Specific \( F(Y(\eta)) \)

For simplicity we use \( Y_n \) instead of \( Y_n(\eta) \) for each \( n \geq 0 \).
3.1. Case 1: $F(Y(\eta)) = \sin(Y(\eta))$

The first four APs for $\sin(Y(\eta))$ are given by [30]:

\begin{align*}
A_0 &= \sin(Y_0), \\
A_1 &= Y_1 \cos(Y_0), \\
A_2 &= Y_2 \cos(Y_0) - \frac{1}{2} Y_1^2 \sin(Y_0), \\
A_3 &= Y_3 \cos(Y_0) - Y_1 Y_3 \sin(Y_0) - \frac{1}{3!} Y_1^3 \cos(Y_0), \\
A_4 &= Y_4 \cos(Y_0) - \left( \frac{1}{2} Y_2^2 + Y_1 Y_3 \right) \sin(Y_0) - \frac{1}{2} Y_1^2 Y_2 \cos(Y_0) + \frac{1}{4!} Y_1^4 \sin(Y_0).
\end{align*}

By applying the APs in (10) and Lemma 1 into (6), we can deduce the expressions of $Y_i, i = 0, 1, \ldots$ For the sake of parsimony we write only a few expressions as given in Appendix A. Consequently, the solution of the Equation (1) with a nonlinear part $F(Y(\eta)) = \sin(Y(\eta))$ is given by

\begin{equation}
Y(\eta) = c - \frac{2c}{\sqrt{\pi}} \eta^{1/2} + (c + \sin(c)) \eta - \frac{4c}{3\sqrt{\pi}} (\cos(c) + \sin(c) + 1) \eta^{3/2} \\
+ \left( c \cos(c) - \frac{c^2}{\pi} \sin(c) + \frac{1}{2} \sin(c) + \frac{1}{2} \sin(c) \cos(c) + \frac{c}{2} \right) \eta^2 + \cdots.
\end{equation}

In view of the FPSM (8) with $F(Y(\eta)) = \sin(Y(\eta))$, we can deduce

\begin{equation}
\sum_{n=1}^{\infty} \frac{n}{2} Y_n(\eta) \eta^{n-1} + \sum_{n=0}^{\infty} \frac{\Gamma \left( \frac{n}{2} + 1 \right)}{\Gamma \left( \frac{n+1}{2} \right)} Y_n(\eta) \eta^{n-1} = \sin \left( \sum_{n=0}^{\infty} Y_n(\eta) \eta^n \right).
\end{equation}

Calculating the right hand side of (12) yields:

\begin{equation*}
P(Y(\eta)) = \sin \left( Y_0 + Y_1 \eta^{1/2} + Y_2 \eta + Y_3 \eta^{3/2} + Y_4 \eta^2 + \cdots \right).
\end{equation*}

Using the trigonometric identity $\sin(z + w) = \sin(z) \cos(w) + \cos(z) \sin(w)$, we have

\begin{equation*}
P(Y(\eta)) = \sin(Y_0) \cos \left( Y_1 \eta^{1/2} + Y_2 \eta + Y_3 \eta^{3/2} + Y_4 \eta^2 + \cdots \right) \\
+ \cos(Y_0) \sin \left( Y_1 \eta^{1/2} + Y_2 \eta + Y_3 \eta^{3/2} + Y_4 \eta^2 + \cdots \right).
\end{equation*}

Applying the Taylor expansions for

\begin{align*}
\cos \left( Y_1 \eta^{1/2} + Y_2 \eta + Y_3 \eta^{3/2} + \cdots \right) \quad \text{and} \quad \sin \left( Y_1 \eta^{1/2} + Y_2 \eta + Y_3 \eta^{3/2} + \cdots \right),
\end{align*}

we obtain

\begin{equation*}
P(Y(\eta)) = \sin(Y_0) \cos \left( 1 - \frac{1}{2} \left( Y_1 \eta^{1/2} + Y_2 \eta + \cdots \right)^2 + \frac{1}{4!} \left( Y_1 \eta^{1/2} + Y_2 \eta + \cdots \right)^4 - \cdots \right) \\
+ \cos(Y_0) \sin \left( \left( Y_1 \eta^{1/2} + Y_2 \eta + \cdots \right) - \frac{1}{3!} \left( Y_1 \eta^{1/2} + Y_2 \eta + \cdots \right)^3 + \cdots \right),
\end{equation*}

so that

\begin{equation*}
P(Y(\eta)) = \sin(Y_0) \cos \left( 1 - \frac{1}{2} \left( Y_1^2 \eta + 2 Y_1 Y_2 \eta^2 + \cdots \right) + \frac{1}{4!} Y_1^4 \eta^2 + \cdots \right) \\
+ \cos(Y_0) \sin \left( \left( Y_1 \eta^{1/2} + Y_2 \eta + Y_3 \eta^{3/2} + Y_4 \eta^2 + \cdots \right) - \frac{1}{3!} Y_1^3 \eta^2 + \cdots \right).
\end{equation*}
This implies that

\[ P(Y(\eta)) = \sin(Y_0) + \cos(Y_0)Y_1\eta \frac{1}{2} + \cos(Y_0)Y_2\eta - \sin(Y_0)\frac{1}{2}Y_1^2\eta + \cos(Y_0)Y_3\eta^2 \]

\[ \quad - \sin(Y_0)Y_1 Y_2 \eta^2 - \cos(Y_0)\frac{1}{3!}Y_1^3\eta^3 + \cos(Y_0)Y_4\eta \]

\[ \quad - \sin(Y_0)\left(\frac{1}{2}Y_2^2 + Y_1 Y_3\right)\eta^2 - \frac{1}{2} \cos(Y_0)Y_1^2 \eta Y_2 + \frac{1}{4!}Y_1^4 \sin(Y_0) \eta^2 + \cdots . \quad (13) \]

Substituting (13) into the right side of (12) and using the initial condition \( Y_0 = c \), we obtain

\[ \sum_{n=1}^{\infty} \frac{n}{2} Y_n(\eta) \eta^{n-1} + \sum_{n=0}^{\infty} \frac{\Gamma\left(\frac{n}{2} + 1\right)}{\Gamma\left(\frac{n+1}{2}\right)} Y_n(\eta) \eta^{n-1} \]

\[ = \sin(c) + \cos(c)Y_1\eta \frac{1}{2} + \cos(c)Y_2\eta - \sin(c)\frac{1}{2}Y_1^2\eta + \cos(c)Y_3\eta^2 \]

\[ \quad - \sin(c)Y_1 Y_2 \eta^2 - \cos(c)\frac{1}{3!}Y_1^3\eta^3 + \cos(c)Y_4\eta \]

\[ \quad - \sin(c)\left(\frac{1}{2}Y_2^2 + Y_1 Y_3\right)\eta^2 - \frac{1}{2} \cos(c)Y_1^2 \eta Y_2 + \frac{1}{4!}Y_1^4 \sin(c) \eta^2 + \cdots . \quad (14) \]

Equating the coefficients of like terms from both sides of (14), we can write

\[ Y_0 = c, \]
\[ Y_1 = -\frac{2c}{\sqrt{\pi}} \]
\[ Y_2 = c + \sin(c), \]
\[ Y_3 = -\frac{4}{3\sqrt{\pi}}(c \cos(c) + \sin(c) + c), \]
\[ Y_4 = \frac{1}{2}(c + \sin(c) + 2c \cos(c) + \sin(c) \cos(c)) - \frac{c^2}{\pi} \sin(c), \]
\[ Y_5 = \frac{8}{15\pi^{3/2}} \left(c^2 \cos(c) + 2c^2 \sin(c) - c^2 \cos^2(c) - 2c \sin(c) \cos(c) - 3c \pi \cos(c) \right. \]
\[ \quad - c \pi \sin(c) - c \pi \right), \]
\[ Y_6 = \frac{1}{6} \sin(c) \cos^2(c) + \frac{c}{2} \cos^2(c) - \frac{17c^2}{9\pi} \sin(c) \cos(c) + \frac{1}{2} \sin(c) \cos(c) + \frac{2c}{3} \cos(c) \]
\[ \quad - \frac{1}{6} \sin^3(c) - \frac{7c}{12} \sin^2(c) - \frac{5c^2}{12} \sin(c) - \frac{8c}{9\pi} \sin^2(c) - \frac{11c^2}{9\pi} \sin(c) - \frac{5c^3}{6\pi} \cos(c) \]
\[ \quad + \frac{2c^4}{9\pi^2} \sin(c) + \frac{1}{6} \sin(c) + \frac{c}{6}, \]
and similarly for other components. Hence, from the Equation (8), we have

\[ Y(\eta) = c - \frac{2c}{\sqrt{\pi}} \eta^{1/2} + (c + \sin(c))\eta - \frac{4}{3\sqrt{\pi}} (c \cos(c) + \sin(c) + c)\eta^{3/2} + \left( \frac{1}{2} (c + \sin(c) + 2c \cos(c) + \sin(c) \cos(c)) - \frac{c^2}{\pi} \sin(c) \right) \eta^2 + \left( \frac{8}{15\pi^{3/2}} (c^3 \cos(c) + 2c^2 \sin(c) - c \pi \cos^3(c) - 2 \pi \sin(c) \cos(c) - 3c \pi \cos(c)
\]

\[ - \pi \sin(c) - c \pi \right) \eta^{5/2} + \left( \frac{1}{6} \sin(c) \cos^2(c) + \frac{c}{2} \cos^2(c) - \frac{17c^2}{9\pi} \sin(c) \cos(c)
\]

\[ + \frac{1}{2} \sin(c) \cos(c) + \frac{2c}{3} \cos(c) - \frac{1}{6} \sin^3(c) - \frac{7c}{12} \sin^2(c) - \frac{5c^2}{12} \sin(c) - \frac{8c}{9\pi} \sin^2(c)
\]

\[ - \frac{11c^2}{9\pi} \sin(c) - \frac{5c^3}{6\pi} \cos(c) + \frac{2c^4}{9\pi^2} \sin(c) + \frac{1}{6} \sin(c) + \frac{c}{6} \eta^3 + \cdots . \]  

(15)

3.2. Case 2: \( F(Y(\eta)) = \cos(Y(\eta)) \)

The \( APs \) for \( \cos(Y(\eta)) \) are given by [30]:

\[ A_0 = \cos(Y_0), \]
\[ A_1 = -Y_1 \sin(Y_0), \]
\[ A_2 = -Y_2 \sin(Y_0) - \frac{1}{2} Y_1^2 \cos(Y_0), \]
\[ A_3 = -Y_3 \sin(Y_0) - Y_1 Y_2 \cos(Y_0) + \frac{1}{3} Y_1^3 \sin(Y_0), \]
\[ A_4 = -Y_4 \sin(Y_0) - \left( \frac{1}{2} Y_2^2 + Y_1 Y_3 \right) \cos(Y_0) + \frac{1}{2} Y_1^2 Y_2 \sin(Y_0) + \frac{1}{4} Y_1^4 \cos(Y_0). \]  

(16)

By using the \( APs \) in (16) and Lemma 1 into (6), we can deduce the expressions \( Y_i, i = \{0, 1, \ldots, 6\} \), as given in Appendix B. Consequently, the solution of the Equation (1) with a nonlinear part \( F(Y(\eta)) = \cos(Y(\eta)) \) is given by

\[ Y(\eta) = c - \frac{2c}{\sqrt{\pi}} \eta^{1/2} + (c + \cos(c))\eta + \frac{4c}{3\sqrt{\pi}} (\sin(c) - \cos(c) - 1)\eta^{3/2}
\]

\[ + \left( -c \sin(c) - \frac{c^2}{\pi} \cos(c) + \frac{1}{2} \cos(c) - \frac{1}{2} \sin(c) \cos(c) + \frac{c}{2} \right) \eta^2 + \cdots . \]  

(17)

In view of the FPSM (8) with \( F(Y(\eta)) = \cos(Y(\eta)) \), we can deduce

\[ \sum_{n=1}^{\infty} \frac{n}{2} Y_n(\eta) \eta^{n-1} + \sum_{n=0}^{\infty} \frac{\Gamma\left( \frac{7}{2} + 1 \right)}{\Gamma\left( \frac{n+1}{2} \right)} Y_n(\eta) \eta^{n} = \cos \left( \sum_{n=0}^{\infty} Y_n(\eta) \eta^{n} \right). \]  

(18)
Proceeding as before (where \( F(Y(\eta)) = \sin(Y(\eta)) \)), we have

\[
Y_0 = c, \\
Y_1 = -\frac{2c}{\sqrt{\pi}}, \\
Y_2 = c + \cos(c), \\
Y_3 = \frac{4}{3\sqrt{\pi}}(c\sin(c) - \cos(c) - c), \\
Y_4 = \frac{1}{2}(c + \cos(c) - 2c\sin(c) - \sin(c)\cos(c)) - \frac{c^2}{\pi}\cos(c), \\
Y_5 = \frac{8}{15\sqrt{\pi}^3/2} \left( -c^3\sin(c) + 2c^2\cos(c) - c\pi\sin^2(c) + 2\pi\sin(c)\cos(c) + 24c\pi\sin(c) \\
- \pi\cos(c) - c\pi \right), \\
Y_6 = \frac{1}{9\pi} \left( 25c^2\sin(c)\cos(c) - 16c\cos^2(c) - 19c^2\cos(c) \right) + \frac{2c^4}{9\pi^2}\cos(c) + \frac{5c^3}{6\pi}\sin(c) \\
+ \frac{1}{6} \left( \sin^2(c)\cos(c) + 3c\sin^2(c) - 3\sin(c)\cos(c) - 4c\sin(c) \\
+ c + \cos(c) - \cos^3(c) - 2c\cos^2(c) - c^2\cos(c) \right),
\]

and the same procedure for other components, where we have used the trigonometric identity \( \cos(z + w) = \cos(z)\cos(w) - \sin(z)\sin(w) \). Hence, from Equation (8), we can write

\[
Y(\eta) = c - \frac{2c}{\sqrt{\pi}}\eta^{1/2} + (c + \cos(c))\eta + \frac{4}{3\sqrt{\pi}}(c\sin(c) - \cos(c) - c)\eta^{3/2} \\
+ \left[ \frac{1}{2}(c + \cos(c) - 2c\sin(c) - \sin(c)\cos(c)) - \frac{c^2}{\pi}\cos(c) \right]\eta^2 \\
+ \left[ \frac{8}{15\sqrt{\pi}^3/2} \left( -c^3\sin(c) + 2c^2\cos(c) - c\pi\sin^2(c) + 2\pi\sin(c)\cos(c) + 24c\pi\sin(c) \\
- \pi\cos(c) - c\pi \right) \right]\eta^{5/2} + \left[ \frac{1}{9\pi} \left( 25c^2\sin(c)\cos(c) - 16c\cos^2(c) - 19c^2\cos(c) \right) \\
+ \frac{2c^4}{9\pi^2}\cos(c) + \frac{5c^3}{6\pi}\sin(c) + \frac{1}{6} \left( \sin^2(c)\cos(c) + 3c\sin^2(c) - 3\sin(c)\cos(c) \\
- 4c\sin(c) + c + \cos(c) - \cos^3(c) - 2c\cos^2(c) - c^2\cos(c) \right) \right]\eta^3 + \cdots.
\]

3.3. Case 3: \( F(Y(\eta)) = e^Y \)

The \( APs \) for \( e^Y \) are given by [30]:

\[
A_0 = e^{Y_0}, \\
A_1 = Y_1e^{Y_0}, \\
A_2 = \left( \frac{1}{2}Y_2^2 + Y_2 \right)e^{Y_0}, \\
A_3 = \left( \frac{1}{3!}Y_3^3 + Y_1Y_2 + Y_3 \right)e^{Y_0}, \\
A_4 = \left( Y_4 + \frac{1}{2}Y_2^2 + Y_1Y_3 + \frac{1}{2}Y_2^2Y_2 + \frac{1}{4!}Y_4^4 \right)e^{Y_0}.
\]
Using the APs in (20) and Lemma 1 into (6), we can deduce the expressions $Y_i$, $i = \{0, 1, \ldots, 6\}$, as presented in Appendix C. Consequently, the solution of the Equation (1) with a nonlinear part $F(Y(\eta)) = e^Y$ is given by

$$Y(\eta) = c - \frac{2c}{\sqrt{\pi}} \eta^{1/2} + (c + c^2)\eta - \frac{4}{3\sqrt{\pi}}(c + (c + 1)c^2)\eta^{3/2}$$

$$+ \left(\frac{1}{2}c^2 + c + \frac{c^2}{\pi} + \frac{1}{2}\right)\eta^2 + \cdots. \quad (21)$$

In view of the FPSM (8) with $F(Y(\eta)) = e^Y$, we can deduce

$$\sum_{n=1}^{\infty} \frac{n}{2} Y_n(\eta) \eta^{2n-1} + \sum_{n=0}^{\infty} \frac{\Gamma\left(\frac{n}{2} + 1\right)}{\Gamma\left(\frac{n+1}{2}\right)} Y_n(\eta) \eta^{2n} = \exp\left(\sum_{n=0}^{\infty} Y_n(\eta) \eta^n\right). \quad (22)$$

Additionally, we have:

$$P(Y(\eta)) = \exp\left(\sum_{n=0}^{\infty} Y_n(\eta) \eta^{2n}\right) = e^{Y_0 + Y_1 \eta^2 + Y_2 \eta + Y_3 \eta^2 + \cdots}.$$ 

Since $e^{z+w} = e^z e^w$, for each $z, w \in \mathbb{R}$, we write

$$P(Y(\eta)) = e^{Y_0} e^{Y_1 \eta^2 + Y_2 \eta + Y_3 \eta^2 + \cdots}.$$ 

Using the Taylor expansion, we get

$$P(Y(\eta)) = e^{Y_0} \left[1 + \left(Y_1 \eta^2 + Y_2 \eta + Y_3 \eta^2 + e^{Y_4 \eta^2} + \cdots\right)ight]$$

$$+ \frac{1}{2!} \left(Y_1 \eta^2 + Y_2 \eta + Y_3 \eta^2 + Y_4 \eta^2 + \cdots\right)^2 + \cdots.$$ 

We now group all terms with identical sum of subscripts, resulting

$$P(Y(\eta)) = e^{Y_0} + Y_1 \eta^2 e^{Y_0} + \left(Y_2 + \frac{1}{2!} Y_1^2\right) \eta e^{Y_0} + \left(Y_3 + Y_1 Y_2 + \frac{1}{3!} Y_1^3\right) \eta^2 e^{Y_0}$$

$$+ \left(Y_4 + Y_1 Y_3 + \frac{1}{2!} Y_1 Y_2 + \frac{1}{2!} Y_2^2 Y_2 + \frac{1}{4!} Y_1^4\right) \eta^2 e^{Y_0} + \cdots. \quad (23)$$

Substituting (23) into the right side of (22) and using the initial condition $Y_0 = c$, we obtain

$$\sum_{n=1}^{\infty} \frac{n}{2} Y_n(\eta) \eta^{2n-1} + \sum_{n=0}^{\infty} \frac{\Gamma\left(\frac{n}{2} + 1\right)}{\Gamma\left(\frac{n+1}{2}\right)} Y_n(\eta) \eta^{2n}$$

$$= e^{Y_0} + Y_1 \eta^2 e^{Y_0} + \left(Y_2 + \frac{1}{2!} Y_1^2\right) \eta e^{Y_0} + \left(Y_3 + Y_1 Y_2 + \frac{1}{3!} Y_1^3\right) \eta^2 e^{Y_0}$$

$$+ \left(Y_4 + Y_1 Y_3 + \frac{1}{2!} Y_1 Y_2 + \frac{1}{2!} Y_2^2 Y_2 + \frac{1}{4!} Y_1^4\right) \eta^2 e^{Y_0} + \cdots. \quad (24)$$
Equating the coefficients of like terms from both sides of (24), we can write
\[
Y_0 = c,
\]
\[
Y_1 = -\frac{2c}{\sqrt{\pi}},
\]
\[
Y_2 = c + e^c,
\]
\[
Y_3 = -\frac{4}{3\sqrt{\pi}}(ce^c + e^c + c),
\]
\[
Y_4 = \frac{c^2}{\pi}e^c + \frac{1}{2}e^{2c} + c e^c + \frac{c}{2} + \frac{1}{2}e^c,
\]
\[
Y_5 = -\frac{8}{15\pi^{3/2}}(c^3 e^c + \frac{5c\pi}{2} e^{2c} + \frac{3c^2\pi}{2} e^c + 2\pi e^{3c} + 3c\pi e^c + 2c^2 e^c + (c + \pi) e^c),
\]
\[
Y_6 = \frac{17c^2}{9\pi} e^{2c} + \frac{1}{3}e^{3c} + \frac{13c}{12} e^{2c} + \frac{2c}{3} e^c + \frac{1}{2} e^{2c} + \frac{5c^2}{12} e^c + \frac{8c}{9\pi} e^{2c} + \frac{11c^2}{9\pi} e^c
+ \frac{5c^3}{6\pi} e^c + \frac{2c^4}{9\pi^2} e^c + \frac{c}{6} + \frac{1}{6} e^c,
\]
and similarly for other components. Substituting (25) in (8), we get
\[
Y(\eta) = c - \frac{2c}{\sqrt{\pi}}\eta^{1/2} + (c + e^c)\eta - \frac{4}{3\sqrt{\pi}}(ce^c + e^c + c)\eta^{3/2}
+ \left(\frac{c^2}{\pi}e^c + \frac{1}{2}e^{2c} + c e^c + \frac{c}{2} + \frac{1}{2}e^c\right)\eta^2
- \frac{8}{15\pi^{3/2}}\left(c^3 e^c + \frac{5c\pi}{2} e^{2c} + \frac{3c^2\pi}{2} e^c + 2\pi e^{3c} + 3c\pi e^c + 2c^2 e^c + (c + \pi) e^c\right)\eta^{5/2}
+ \left(\frac{17c^2}{9\pi} e^{2c} + \frac{1}{3}e^{3c} + \frac{13c}{12} e^{2c} + \frac{2c}{3} e^c + \frac{1}{2} e^{2c} + \frac{5c^2}{12} e^c + \frac{8c}{9\pi} e^{2c} + \frac{11c^2}{9\pi} e^c
+ \frac{5c^3}{6\pi} e^c + \frac{2c^4}{9\pi^2} e^c + \frac{c}{6} + \frac{1}{6} e^c\right)\eta^3 + \cdots.
\]

3.4. Case 4: \(F(Y(\eta)) = e^{-Y(\eta)}\)

The APs for \(e^{-Y(\eta)}\) are given by [30]:
\[
A_0 = e^{-Y_0},
A_1 = -Y_1 e^{-Y_0},
A_2 = \left(\frac{1}{2}Y_1^2 - Y_2\right)e^{-Y_0},
A_3 = \left(-\frac{1}{3}Y_1^3 + Y_1 Y_2 - Y_3\right)e^{-Y_0},
A_4 = \left(-Y_4 + \frac{1}{2}Y_2^2 + Y_1 Y_3 - \frac{1}{2}Y_1^2 Y_2 + \frac{1}{4!}Y_4^2\right)e^{-Y_0}.
\]

By using the APs in (27) and Lemma 1 into (6), we can deduce the expressions \(Y_i, i = \{0, 1, \ldots, 6\}\), as presented in Appendix D. Consequently, the solution of the Equation (1) with a nonlinear part \(F(Y(\eta)) = e^{-Y(\eta)}\) is given by
\[
Y(\eta) = c - \frac{2c}{\sqrt{\pi}}\eta^{1/2} + (c + e^c)\eta - \frac{4}{3\sqrt{\pi}}((c - 1)e^c - c)\eta^{3/2}
+ \left(-\frac{1}{2}e^{-c} + \frac{c^2}{\pi} + \frac{1}{2} - c\right)e^{-c}\eta^2 + \cdots.
\]
In view of the FPSM (8) with \( F(Y(\eta)) = e^{-\eta} \), we can deduce

\[
\sum_{n=1}^{\infty} \frac{\eta}{2} Y_n(\eta) \eta^{n-1} + \sum_{n=0}^{\infty} \frac{\Gamma \left( \frac{n}{2} + 1 \right)}{\Gamma \left( \frac{n+1}{2} \right)} Y_n(\eta) \eta^{n-1} = \exp \left( -\sum_{n=0}^{\infty} Y_n(\eta) \eta^{n-1} \right). \tag{29}
\]

Proceeding as in Case 3, we obtain

\[
\begin{align*}
Y_0 &= c, \\
Y_1 &= -\frac{2c}{\sqrt{\pi}}, \\
Y_2 &= c + e^{-c}, \\
Y_3 &= \frac{4}{3\sqrt{\pi}} (c e^{-c} - e^{-c} - c), \\
Y_4 &= \frac{c}{2} + \frac{1}{2} e^{-c} - \frac{c^2}{2\pi} e^{-c} - \frac{1}{2} e^{-2c} - c e^{-c}, \\
Y_5 &= \frac{8}{15\pi^{3/2}} \left( 2\pi e^{-2c} + 3c\pi e^{-c} - c^3 e^{-c} - \frac{5c\pi}{2} e^{-2c} \right. \\
&\quad \left. - \frac{3c^2\pi}{2} e^{-c} - 2c e^{-c} - c\pi - \pi e^{-c} \right), \\
Y_6 &= -\frac{17c^2}{9\pi} e^{-2c} + \frac{1}{3} e^{-3c} + \frac{13c}{12} e^{-2c} - \frac{2c}{3} e^{-c} - \frac{1}{2} e^{-2c} + \frac{5c^2}{12} e^{-c} \\
&\quad + \frac{8c}{9\pi} e^{-2c} + \frac{11c^2}{9\pi} e^{-c} - \frac{5c^3}{6\pi} e^{-c} + \frac{2c^4}{9\pi^2} e^{-c} + \frac{c}{6} + \frac{1}{6} e^{-c}.
\end{align*}
\]

Substituting (30) into (8), we get

\[
Y(\eta) = c - \frac{2c}{\sqrt{\pi}} \eta^{1/2} + (c + e^{-c}) \eta + \frac{4}{3\sqrt{\pi}} (c e^{-c} - e^{-c} - c) \eta^{3/2} \\
+ \left( \frac{c}{2} + \frac{1}{2} e^{-c} - \frac{c^2}{2\pi} e^{-c} - \frac{1}{2} e^{-2c} - c e^{-c} \right) \eta^2 + \frac{8}{15\pi^{3/2}} \left( 2\pi e^{-2c} + 3c\pi e^{-c} \right. \\
&\quad \left. - c^3 e^{-c} - \frac{5c\pi}{2} e^{-2c} - \frac{3c^2\pi}{2} e^{-c} - 2c e^{-c} - c\pi - \pi e^{-c} \right) \eta^{5/2} \\
+ \left( \frac{1}{3} e^{-3c} - \frac{17c^2}{9\pi} e^{-2c} + \frac{13c}{12} e^{-2c} - \frac{2c}{3} e^{-c} - \frac{1}{2} e^{-2c} + \frac{5c^2}{12} e^{-c} \right. \\
&\quad \left. + \frac{8c}{9\pi} e^{-2c} + \frac{11c^2}{9\pi} e^{-c} - \frac{5c^3}{6\pi} e^{-c} + \frac{2c^4}{9\pi^2} e^{-c} + \frac{c}{6} + \frac{1}{6} e^{-c} \right) \eta^3 + \ldots. \tag{31}
\]

**Remark 2.** By comparing the pairs of Equations (11) and (15), (17) and (19), (21) and (26), and (28) and (31), we can find some common sub-expressions. This comes with no surprise given the mathematical relationship between the four selected functions.

4. **Test Examples**

In this section, we solve four illustrative examples to show the accuracy and efficiency of the obtained results. In this section, \( h \) represents the step size, so that \( \eta_i = ih \). Additionally, absolute error is the absolute of the error between the two approximate solutions, that is, \( \text{Absolute Error} = |e_5(\eta) - Y(\eta)| \).

**Example 1.** Consider the following NFDE:

\[
\frac{dY}{d\eta} + RL_0 Y(\eta) = e^{Y(\eta)}, \quad Y(0) = -3. \tag{32}
\]
Table 1 compares the results for $c = -3$ when using the ADM ($\sigma_5 = \sum_{j=0}^{5} \Upsilon_j$) and the FPSM for $h = 0.001$. Figure 1 shows the numerical solution of Equation (32) for various values of $h$. It can be concluded that the numerical results obtained by ADM and FPSM are in good agreement when $h$ is small enough.

Table 1. Comparison of the numerical solutions and absolute errors for Equation (32).

| $\eta$ | ADM ($\sigma_5$) | FPSM | Absolute Error |
|--------|------------------|------|----------------|
| 0.001  | -2.895830485459265 | -2.895830485959273 | 5.000080349759628 $\times 10^{-10}$ |
| 0.002  | -2.854309691415448 | -2.85430969515539 | 4.000091249503 $\times 10^{-9}$ |
| 0.003  | -2.823068788065474 | -2.82306880156585 | 1.3503847780469 $\times 10^{-8}$ |
| 0.004  | -2.79713899820482 | -2.797138931821545 | 3.200106313272499 $\times 10^{-8}$ |
| 0.005  | -2.774568069639852 | -2.77456872142201 | 6.250234863003357 $\times 10^{-8}$ |
| 0.006  | -2.754456876224310 | -2.75445698428803 | 1.080046929047119 $\times 10^{-7}$ |
| 0.007  | -2.73613991439165 | -2.736134162946946 | 1.71507808661647 $\times 10^{-7}$ |
| 0.008  | -2.719247187482035 | -2.7192474394563 | 2.56012526218628 $\times 10^{-7}$ |
| 0.009  | -2.70353202393481 | -2.70353288456558 | 3.645190767098657 $\times 10^{-7}$ |
| 0.010  | -2.688769694003734 | -2.688796594031533 | 5.00277987221580 $\times 10^{-7}$ |

Figure 1. The ADM ($\sigma_5$) and FPSM solutions of Equation (32), $\Upsilon(\eta)$ vs $\eta$, for $h \in \{0.1, 0.01, 0.001\}$.

Example 2. Consider the following NFDE:

$$\frac{d\Upsilon}{d\eta} + RL D_{0+}^{1/2} \Upsilon(\eta) = e^{-\Upsilon(\eta)}, \quad \Upsilon(0) = e^{-2}. \quad (33)$$

Table 2 compares the results for $c = e^{-2}$ when using the ADM and FPSM for $h = 0.001$. Figure 2 shows the numerical solution of Equation (33) for various values of $h$. It can be concluded that the numerical results obtained by the new methods are in good agreement for small values of $h$. 
Table 2. Comparison of the numerical solutions and absolute errors for Equation (33).

| η   | ADM (σ_5) | FPSM | Absolute Error |
|-----|-----------|------|----------------|
| 0.001 | 0.131493773315120 | 0.131493763159134 | 1.01559856887379 × 10^{-8} |
| 0.002 | 0.130463574078089  | 0.130463533585157  | 4.049293203522986 × 10^{-8} |
| 0.003 | 0.12988749961439   | 0.129887319172856  | 9.07888251299060 × 10^{-8} |
| 0.004 | 0.129542977152579  | 0.129542816356528  | 1.607960508631656 × 10^{-7} |
| 0.005 | 0.129344587858063  | 0.129344337608454  | 2.50249607567253 × 10^{-7} |
| 0.006 | 0.129248502746662  | 0.129248143878728  | 3.586793434313670 × 10^{-7} |
| 0.007 | 0.12922859614488   | 0.129228373258195  | 4.863562931001253 × 10^{-7} |
| 0.008 | 0.129268886151545  | 0.129268253743375  | 6.324081692210548 × 10^{-7} |
| 0.009 | 0.129356986562976  | 0.129356189856445  | 7.967065303038368 × 10^{-7} |
| 0.010 | 0.129484757528826  | 0.12948378603963   | 9.78924823659486 × 10^{-7} |

Figure 2. The ADM (σ_5) and FPSM solutions of Equation (33), Ψ(η) vs η, for \( h = \{0.1, 0.01, 0.001\} \).

Example 3. Consider the following NFDE:

\[
\frac{d\Psi}{d\eta} + RL D^\frac{3}{2}_{0+} \Psi(\eta) = \sin(\Psi(\eta)), \quad \Psi(0) = \frac{\pi}{6}.
\] (34)

Table 3 compares the results for \( c = \frac{\pi}{6} \) when using the ADM and FPSM for \( h = 0.001 \). Figure 3 shows the numerical solution of Equation (34) for various values of \( h \). Additionally, we can see that the numerical results are in good agreement for \( h \) to be small enough.
Table 3. Comparison of the numerical solutions and absolute errors for Equation (34).

| η   | ADM (σ₅) | FPSM | Absolute Error |
|-----|----------|------|----------------|
| 0.001 | 0.50590503461083 | 0.505905042904738 | 9.44365474707749 × 10⁻⁹ |
| 0.002 | 0.499128799795063 | 0.499128799795063 | 5.37102382569431 × 10⁻⁸ |
| 0.003 | 0.494136214151394 | 0.49413628261111 | 1.48674165935221 × 10⁻⁷ |
| 0.004 | 0.490062464318850 | 0.49006270750714 | 3.06431863283492 × 10⁻⁷ |
| 0.005 | 0.48657312783647 | 0.48657365199666 | 5.37316019011413 × 10⁻⁷ |
| 0.006 | 0.48349704192112 | 0.48349789676572 | 8.05736169575111 × 10⁻⁷ |
| 0.007 | 0.48073273151105 | 0.48073299620616 | 1.25469506882999 × 10⁻⁶ |
| 0.008 | 0.478214179380159 | 0.47821593676572 | 1.75760820964043 × 10⁻⁶ |
| 0.009 | 0.47589562531102 | 0.47589799211396 | 2.36680297961766 × 10⁻⁶ |
| 0.010 | 0.47374380762593 | 0.47374689704291 | 3.08941697598898 × 10⁻⁶ |

Figure 3. The ADM (σ₅) and FPSM solutions of Equation (34), \( \Upsilon(\eta) \) vs \( \eta \), for \( h = \{0.1, 0.01, 0.001\} \).

Example 4. Consider the following NFDE:

\[
\frac{dY}{d\eta} + RL D^\frac{3}{2} _{0+} Y(\eta) = \cos(Y(\eta)), \quad Y(0) = \frac{\pi}{2}.
\]  

(35)

The comparison of the results for \( c = \frac{\pi}{2} \) and \( h = 0.001 \) is tabulated in Table 4 using the ADM and FPSM. Figure 4 illustrates the numerical solution of Equation (35) for \( h = \{0.1, 0.01, 0.001\} \).
Table 4. Comparison of numerical solutions and absolute errors for Equation (35).

| η      | ADM (σ_5) | FPSM | Absolute Error |
|--------|-----------|------|----------------|
| 0.001  | 1.516316429541230 | 1.516316429795210 | 2.539795040945592 × 10^{-10} |
| 0.002  | 1.494668258273179  | 1.494668258273179  | 2.007161326034179 × 10^{-8}  |
| 0.003  | 1.47842042611530  | 1.4784204261323466 | 6.71936784142836 × 10^{-9}   |
| 0.004  | 1.46496274055237  | 1.46496274055237  | 1.57880571967099 × 10^{-8}   |
| 0.005  | 1.453299536931999 | 1.4532995369562721| 3.06307151476831 × 10^{-8}   |
| 0.006  | 1.442899597793140 | 1.44289960407696  | 5.26145560432272 × 10^{-8}   |
| 0.007  | 1.433459973351498 | 1.433460056448405 | 8.309668895087 × 10^{-8}    |
| 0.008  | 1.424780323615165 | 1.424780447034934 | 1.234197690713756 × 10^{-7}  |
| 0.009  | 1.416721493995723 | 1.416721668907195 | 1.749114721949496 × 10^{-7}  |
| 0.010  | 1.409182168676689 | 1.409182407564684 | 2.3888947190503 × 10^{-7}    |

Figure 4. The ADM (σ_5) and FPSM solutions of Equation (35), Υ(η) vs η, for h = {0.1, 0.01, 0.001}.

5. Conclusions

The aim of the current study was to investigate two numerical algorithms, namely the performance of the ADM and FPSM. The methods were first presented and analyzed in detail and then used to solve the NFDE with unknown analytical solution. The ADM and FPSM were compared by means of four numerical examples. The results for both strategies are in good agreement, especially when h is small enough.
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Appendix A. The First Six Expressions of $Y_i$ for Case 1

The first six expressions for $Y_i, i = 0, \ldots, 5$, for Case 1 in Section 3.1 are as follows:

$$Y_0 = c,$$

$$Y_1 = \sin(c)\eta - 2c\sqrt{\frac{\eta}{\pi}},$$

$$Y_2 = c\eta - \frac{4c}{3\sqrt{\pi}}(\cos(c) + \sin(c))\eta^{3/2} + \frac{1}{2}\sin(c)\cos(c)\eta^2,$$

$$Y_3 = -\frac{4c}{3\sqrt{\pi}}\eta^{3/2} + \left(c\cos(c) - \frac{c^2}{\pi}\sin(c) + \frac{1}{2}\sin(c)\right)\eta^2 + \frac{4}{15\sqrt{\pi}}\left(3c\sin^2(c) - 4\sin(c)\cos(c) - 2c\cos^2(c)\right)\eta^{5/2} + \frac{1}{6}\cos(2c)\sin(c)\eta^3,$$

$$Y_4 = \frac{1}{2}c\eta^2 + \frac{8}{15\pi^{3/2}}\left(2c^2\sin(c) - 3c\pi\cos(c) - \pi\sin(c) + c^3\cos(c) + \frac{3}{2}c^2\sin(c)\right)\eta^{5/2} + \left(c\cos^2(c) - \frac{7}{12}c\sin^2(c) + \frac{9\pi - 34c}{18\pi}\sin(c)\cos(c) - \frac{8c^2}{9\pi}\sin(c)\right)\eta^3 + \frac{2}{105\sqrt{\pi}}\left(14\sin^3(c) - 24\sin(c)\cos^2(c) + 64\sin^2(c)\cos(c) - 8c\cos^3(c)\right)\eta^{7/2} + \left(\frac{1}{24}\sin(c)\cos^3(c) - \frac{5}{24}\sin^3(c)\cos(c)\right)\eta^4,$$

$$Y_5 = -\frac{8c}{15\sqrt{\pi}}\eta^{5/2} + \left(\frac{2c}{3}\cos(c) - \frac{5c^3}{6\pi}\cos(c) - \frac{11c^2}{9\pi}\sin(c) + \frac{2c^4}{9\pi}\sin(c) + \frac{2}{12}\sin(c)\right)\eta^3 + \frac{2}{105\pi^{3/2}}\left(48c^3\cos^2(c) - 50c^3\sin^2(c) + \frac{9240}{63} - 92\pi\right)c^2\sin(c)\cos(c) + \frac{128}{3}c\sin^2(c) + 83c\pi\sin^2(c) - 48c\pi\cos^2(c) - 32c\pi\sin(c)\cos(c)\right)\eta^{7/2} + \left(\frac{9c^2}{10\pi}\sin^3(c) - \frac{2}{9}\sin^3(c)\right)\eta^4 + \left(\frac{13}{48}\sin^3(c) + \frac{c}{6}\cos^3(c) - \frac{28c}{15\pi}\sin^2(c)\cos(c) - \frac{169c^2}{90\pi}\sin(c)\cos^2(c) - \frac{31c}{32\pi}\sin^2(c)\cos(c) + \frac{1}{4}\sin(c)\cos^3(c)\right)\eta^4 + \left(\frac{1}{32}\cos^4(c) + \frac{776}{945}\sin^4(c)\cos(c) + \frac{184c}{189}\sin^2(c)\cos^2(c) - \frac{44c}{135}\sin^4(c) - \frac{128}{945}\sin^2(c)\cos^3(c)\right)\eta^{9/2} + \left(\frac{1}{24}\sin^5(c) + \frac{1}{120}\sin(c)\cos^4(c) - \frac{3}{20}\cos^3(c)\right)\eta^5.$$. 
Appendix B. The First Six Expressions of $Y_i$ for Case 2

The first six expressions for $Y_i, i = 0, \ldots, 5$, for Case 2 in Section 3.2 are given by:

$$Y_0 = c,$$

$$Y_1 = \cos(c)\eta - 2c\sqrt{\frac{\eta}{\pi}},$$

$$Y_2 = c\eta + \frac{4c}{3\sqrt{\pi}}(\sin(c) - \cos(c))\eta^{3/2} - \frac{1}{2}\sin(c)\cos(c)\eta^2,$$

$$Y_3 = -\frac{4c}{3\sqrt{\pi}}\eta^{3/2} + \left(-c\sin(c) - \frac{c^2}{\pi}\cos(c) + \frac{1}{2}\cos(c)\right)\eta^2$$

$$\quad + \frac{4}{15\sqrt{\pi}}\left(3c\cos^2(c) + 4\sin(c)\cos(c) - 2c\sin^2(c)\right)\eta^{5/2} - \frac{1}{6}\cos(c)\cos(2c)\eta^3,$$

$$Y_4 = \frac{1}{2}c\eta^2 + \frac{8}{15\pi^{3/2}}\left(2c^2\cos(c) + 3c\pi\sin(c) - \pi\cos(c) - c^3\sin(c) + \frac{3}{2\pi^2}\cos(c)\right)\eta^{5/2}$$

$$\quad + \left(\frac{c}{2}\sin^2(c) - \frac{7}{12}c^2\cos^2(c) + \frac{34c^2 - 9\pi}{18\pi}\sin(c)\cos(c) - \frac{8c^2}{9\pi}\cos(c)\right)\eta^3$$

$$\quad + \frac{2}{105\sqrt{\pi}}\left(4\sin^3(c) - 24\sin^2(c)\cos(c) - 6c\sin(c)\cos^2(c) + 8c^3\sin(c)\right)\eta^{7/2}$$

$$\quad + \left(\frac{5}{24}\sin(c)\cos^3(c) - \frac{1}{24}\sin^3(c)\cos(c)\right)\eta^4,$$

$$Y_5 = -\frac{8c}{15\pi}\eta^{5/2} + \left(\frac{5c^3}{6\pi}\sin(c) - \frac{2c}{3}\sin(c) - \frac{11c^2}{9\pi}\cos(c) + \frac{2c^4}{9\pi}\cos(c) + \frac{2}{12} - \frac{5c^2}{12}\cos(c)\right)\eta^3$$

$$\quad + \frac{2}{105\pi^{3/2}}\left(48c^3\sin^2(c) - 50c^3\cos^2(c) - \left(\frac{9240}{63} + 92\pi\right)c^2\sin(c)\cos(c) + \frac{128}{3}c^2\cos^2(c)\right)\eta^{7/2}$$

$$\quad + 83c\pi\cos^2(c) - 48c\pi\sin^2(c) + 32\pi\sin(c)\cos(c)\right)\eta^{7/2} + \left(\frac{9c^2}{10\pi} \cos^3(c) - \frac{2}{9\pi}\cos^3(c)\right)$$

$$\quad - \frac{13}{48}\cos^3(c) - \frac{c}{6}\sin^3(c) + \frac{28c}{15\pi}\sin(c)\cos^2(c) - \frac{169c^2}{90\pi}\sin^2(c)\cos(c) + \frac{31c}{32\pi}\sin(c)\cos^2(c)$$

$$\quad + \frac{1}{4}\sin^2(c)\cos(c)\right)\eta^4 + \frac{1}{\sqrt{\pi}}\left(-\frac{32c}{945}\sin^4(c) - \frac{776}{945}\sin(c)\cos^3(c) + \frac{184c}{189}\sin^2(c)\cos^2(c)$$

$$\quad - 44c\sin^4(c) + \frac{128}{945}\sin^3(c)\cos(c)\right)\eta^{9/2}$$

$$\quad + \left(\frac{1}{24}\cos^5(c) + \frac{1}{120}\sin^4(c)\cos(c) - \frac{3}{20}\sin^2(c)\cos^3(c)\right)\eta^5.$$

Appendix C. The First Six Expressions of $Y_i$ for Case 3

The first six expressions for $Y_i, i = 0, \ldots, 5$, for Case 3 in Section 3.3 are:

$$Y_0 = c,$$

$$Y_1 = e^c\eta - 2c\sqrt{\frac{\eta}{\pi}},$$

$$Y_2 = c\eta - \frac{4(c+1)}{3\sqrt{\pi}}e^c\eta^{3/2} + \frac{1}{2}e^{2c}\eta^2,$$

$$Y_3 = -\frac{4c}{3\sqrt{\pi}}\eta^{3/2} + \left(c + \frac{c^2}{\pi} + \frac{1}{2}\right)e^c\eta^2 - \frac{4}{15\sqrt{\pi}}(4 + 5c)e^{2c}\eta^{5/2} + \frac{1}{3}e^{3c}\eta^3,$$
\[ Y_4 = \frac{1}{2} \eta \eta^2 - \frac{8}{15 \pi^{3/2}} \left( \pi + 3c\pi + 2c^2 + \frac{3}{2} c^2 \pi + c^3 \right) e^{\frac{3}{2} c^3 \eta^{5/2}} + \left( \frac{1}{2} + \frac{13c}{12} + \frac{8c}{9\pi} + \frac{17c^2}{9\pi} \right) e^{2c\eta^3} + \frac{4}{105 \sqrt{\pi}} (26 - 35c) e^{3c^3 \eta^{7/2}} + \frac{1}{4} e^{4c\eta^4}, \]

\[ Y_5 = -\frac{8c}{15 \sqrt{\pi}} \eta^{5/2} + \left( \frac{1}{6} + \frac{2c}{3} + \frac{5c^2}{12} + \frac{11c^2}{9\pi} + \frac{5c^3}{6\pi} + \frac{2c^4}{9\pi^2} \right) e^{c\eta^3} - \frac{2}{105 \pi^{3/2}} \left( 32\pi + 131c\pi + \frac{128c}{3} + \frac{8190c^2}{63} + 92c^2 \pi - 98c^3 \right) e^{2c\eta^7/2} + \left( \frac{2}{9\pi} + \frac{25}{48} + \frac{109c}{96} + \frac{28c}{15\pi} + \frac{25c^2}{9\pi} \right) e^{3c\eta^4} + \frac{4}{\sqrt{\pi}} \left( \frac{226}{945} - \frac{c}{3} \right) e^{4c\eta^9/2} + \frac{1}{5} e^{5c\eta^6}. \]

**Appendix D. The First Six Expressions of \( Y_i \) for Case 4**

The first six expressions for \( Y_i, i = 0 \ldots 5 \), for Case 4 in Section 3.4:

\[ Y_0 = c, \]
\[ Y_1 = e^{-c} \eta - 2c \sqrt{\frac{\eta}{\pi}}, \]
\[ Y_2 = c\eta + e^{-4c} \eta^{3/2} - \frac{1}{2} e^{-2c} \eta^2, \]
\[ Y_3 = -\frac{4c}{3\sqrt{\pi}} \eta^{3/2} + \left( \frac{c^2}{\pi} + \frac{1}{2} - c \right) e^{-c} \eta^2 - \frac{4}{15 \sqrt{\pi}} (4 - 5c) e^{-2c} \eta^5/2 + \frac{1}{3} e^{-3c} \eta^3, \]
\[ Y_4 = \frac{1}{2} c\eta^2 + \frac{8}{15 \pi^{3/2}} \left( -\pi + 3c\pi - 2c^2 - \frac{3c^2}{2} \pi + c^3 \right) e^{-c} \eta^{5/2} + \left( \frac{1}{2} + \frac{13c}{12} + \frac{8c}{9\pi} + \frac{17c^2}{9\pi} \right) e^{-2c} \eta^3 + \frac{4}{105 \sqrt{\pi}} (35c - 26) e^{-3c} \eta^{7/2} - \frac{1}{4} e^{-4c} \eta^4, \]
\[ Y_5 = -\frac{8c}{15 \sqrt{\pi}} \eta^{5/2} + \left( \frac{1}{6} - \frac{2c}{3} + \frac{5c^2}{12} + \frac{11c^2}{9\pi} - \frac{5c^3}{6\pi} + \frac{2c^4}{9\pi^2} \right) e^{-c} \eta^3 + \frac{2}{105 \pi^{3/2}} \left( 32\pi - 131c\pi - \frac{128c}{3} + \frac{8190c^2}{63} + 92c^2 \pi - 98c^3 \right) e^{-2c} \eta^{7/2} + \left( \frac{2}{9\pi} + \frac{25}{48} - \frac{109c}{96} + \frac{28c}{15\pi} + \frac{25c^2}{9\pi} \right) e^{-3c} \eta^4 + \frac{4}{\sqrt{\pi}} \left( \frac{226}{945} - \frac{c}{3} \right) e^{-4c} \eta^{9/2} + \frac{1}{5} e^{-5c} \eta^6. \]
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