1. Introduction

In particle physics, to overcome the deficiencies in explaining the dark matter (energy) and the hierarchy problem via the standard model, theoretical physicists developed a concept called supersymmetry (SUSY). [1] Although SUSY can unify the weak, strong, and electromagnetic couplings at high energy and give birth to the dark matter (energy), the existence of SUSY is still controversial due to lack of experimental proof. [2–5] However, with the theoretical developments for nearly half a century, its conceptual structure has provided powerful mathematical tools (SUSY algebras), which have been applied to various fields apart from the high energy physics. [6] One of such fields is the supersymmetric quantum mechanics, [7–10] which involves two supersymmetric partner Hamiltonians. This is a critical concept in SUSY, which originally describes the symmetry between the two basic particles fermions and bosons. [11] By using this concept, a wide range of physical problems can be tackled out, e.g., the physics in stochastic dynamics [12] and in the condensed matter, [13] new technologies can be developed in other subjects, for example, the supersymmetric transformation optics. [14–16]

Supersymmetric quantum mechanics establishes a relation between two partner Hamiltonians. Suppose one of the Hamiltonians $H^{(1)}$ can be factorized as $H^{(1)} = \hat{B} \hat{B}^\dagger$, where $\hat{B}^\dagger$ denotes the Hermitian conjugate of $\hat{B}$, its supersymmetric partner can then be defined as $H^{(2)} = \hat{B} \hat{B}^\dagger$. We can easily find that the eigenenergies of the two systems with Hamiltonians given by $H^{(1)}$ and $H^{(2)}$ are the same (except for the ground state of one Hamiltonian possibly), and their eigenstates can be mapped onto each other through operators $\hat{B}^\dagger$ and $\hat{B}$. This relationship is a direct consequence of the supersymmetric algebra, which is independent of the concerned subjects and can be directly applied to other fields.

Recently, Lahrz et al. proposed a scheme for implementing the supersymmetric dynamics in ultracold atom systems. [17] In their scheme, they considered verifying the translated version of the supersymmetric relationship between two partner Hamiltonians

$$\hat{B}^\dagger \hat{U}^{(1)}(t) \hat{U}^{(2)}(t) \hat{B}^\dagger,$$  \hspace{1cm} (1)

where $\hat{U}^{(i)}(t)$ ($i \in \{1, 2\}$) is the time evolution operator of the Hamiltonian $H^{(i)}$. The statement of Eq. (1) holds for any time $t$ and is independent of the system’s initial state. It was suggested to detect the SUSY via a Mach–Zehnder interference
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experiment. As shown in Fig. 1, the system is initialized in state $\psi_i$, and then split to evolve along two paths corresponding to the supersymmetric partner Hamiltonians. If equation (1) holds, a constructive interference is supposed to be observed for arbitrary evolution time $t$.
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**Fig. 1.** Interferometric approach to implement the supersymmetric dynamics.\(^{(a)}\) The system, which is initialized in $\psi_i$, is split into two parts: one evolves according to the time evolution $\hat{U}^{(1)}(t)$ firstly and thereafter an operator $\hat{B}^\dagger$ (green line); the other is diametrically opposite (the orange line). It is supposed that, if the two Hamiltonians governing the evolution of the two parts are superpartner, the final states $\psi^{(2)}(t)$ and $\psi^{(1)}(t)$ are equal and a constructive interference should be observed after the second beam splitter.

In their scheme, the potential is restricted to a specific form, as a result, the time evolution operator $\hat{U}^{(1)}(t)$ can be realized easily in an ultracold atom system. Their approach in realizing the operator $\hat{B}^\dagger$ (non-unitary) is actually $(\hat{B} + \hat{B}^\dagger)$ which can be approximated with a unitary operator. Although the first $\hat{B}^\dagger$ can be implemented perfectly via setting the initial state to be a ground state, the fidelity of the second $\hat{B}^\dagger$ operation can only reach $1/\sqrt{2}$. While the authors argued that their scheme for implementing the supersymmetric dynamics is experimentally achievable in an ultracold atom system with current technology, this method has never been subjected to an experimental test, probably for the exceedingly high demands upon the fidelity of the initial state as well as the interference visibility. However, these disadvantages can be easily fixed in linear optics.

In this article, we propose to extend their scheme in implementing and detecting the supersymmetric relation (Eq. (1)) into linear optics. We consider to implement the unitary time evolution operator $\hat{U}^{(1)}(t)$ and the non-unitary operator $\hat{B}^\dagger$ with currently available optical elements. Our scheme overcomes the above difficulties. First, the system can be initialized in an arbitrary state via the spatial light modulator (SLM) and the potential can be set to an arbitrary form by modifying the phase plates. Second, we present a direct approach to implement $\hat{B}^\dagger$ with a Mach–Zehnder interferometer, which can simulate the $\hat{B}^\dagger$ operation with high fidelity.

The article is organized as follows. In Section 2, we show how to implement operators $\hat{U}^{(i)}(t)$ and $\hat{B}^\dagger$ in linear optics, which are two main problems in experimentally implementing supersymmetric dynamics. In Section 3, we set the initial state and potential to a specific form and numerically simulate the process of experiment. In addition, we analyze the precision of our realization. Finally, we present our conclusion in Section 4.

2. Implementing the time evolution operator in linear optics

2.1. Suzuki–Trotter expansion of the time evolution operator

Generally, the Hamiltonian of an isolated system contains two terms, i.e., kinetic energy $\mathcal{P}$ and potential energy $\mathcal{V}$; and the time evolution is described by the Schrödinger equation. However, solving such a differential equation is usually not an easy task even for a simple form of potential. For a time-independent scenario, the time evolution operator is in the form $\hat{U}(t) = \exp[-i(\mathcal{P} + \mathcal{V})t]$, which is also hard to solve for the noncommutative feature of the two terms. Analog quantum simulation\(^{(18,19)}\) of this time evolution needs to construct a controllable system with the same form of the Hamiltonian, which also faces challenges in the experiment.

To date, a variety of approximate formulas have been developed for calculating the time evolution operators.\(^{(20–22)}\) The leading one is the Suzuki–Trotter expansion, also called the exponential product formula.\(^{(23)}\) To the first and second orders, it respectively reads

\[
e^{i(\hat{A} + \hat{B})t} = \lim_{n \to \infty} (e^{\Delta \hat{A}} e^{\Delta \hat{B}})^n,\]

\[
e^{i(\hat{A} + \hat{B})t} = \lim_{n \to \infty} (e^{\Delta \hat{A}/2} e^{\Delta \hat{B}/2})^n,\]

where $\hat{A}$ and $\hat{B}$ are arbitrary operators with $t = n\Delta t$. By applying the formula of the second order expansion (Eq. (3)) to our scenario, we can decompose the time evolution operator $\hat{U}(t)$ into two terms, one only contains the kinetic term with the other only containing the potential term, which reads

\[
\hat{U}(t) = \lim_{n \to \infty} (e^{-i\mathcal{P}/2\Delta t} e^{-i\mathcal{V}/2\Delta t})^n.
\]

Instead of building a quantum simulation apparatus whose Hamiltonian is in the same form of our concerns, we reach the time evolution operator $\hat{U}(t)$ approximately following Eq. (4).
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**Fig. 2.** Implementation of time evolution operator. Panel (a) depicts the diffraction of light in free space (shadow) as the simulation of the propagator of free particle. Panel (b) shows a phase plate (rectangle) acting as a time evolution operator of a delta-kick potential. In (c), combination of (a) and (b) can realize a general time evolution operator for any time scale via the approximation of Suzuki–Trotter expansion (second order).
The kinetic and potential terms in a single step of the expansion can then be implemented separately and repeated for \(n\) times, as shown in Fig. 2, which will be discussed in detail in the following subsection.

In the experiment, the number of expansion steps \(n\) is finite, which causes a systematic error in this approach. Taking into account \(n\) steps, the error after the time \(t\) is \(\varepsilon = t^3/n^2\) for the second order expansion.\(^{[24]}\) For a given time \(t\), this systematic error can be reduced through improving the number of expansion steps. The precision of this realization is discussed in Section 4.

### 2.2. Diffraction as a free propagator

In non-relativistic quantum mechanics, the time evolution of a system is depicted by the Schrödinger equation, whose fundamental solution can be given through Green’s function, also known as the propagator.\(^{[25]}\) For a system with a Hamiltonian \(H\), the propagator can be written as

\[
K(x,t;x',0) = \langle x|\hat{U}(t)|x'\rangle, \tag{5}
\]

where \(\hat{U}(t)\) represents the time evolution operator from time \(t'\) to \(t\) and \(x(x')\) denotes the general coordinates. The term of kinetic energy in the time evolution operator is known as the propagator of free particle, which in 1D is

\[
K(x,t;x',0) = \sqrt{\frac{1}{2\pi i t}} \exp\left[\frac{i(x-x')^2}{2t}\right]. \tag{6}
\]

For simplicity, we choose natural units \(\hbar = m = 1\). Consequently, the time evolution operator of a free particle \((V = 0)\) can be implemented via the propagator in Eq. (6). Here, we show that the small angle diffraction (propagation) of light in free space actually has the same form as the evolution of a free particle.

In optics, the propagation of light follows the Huygens–Fresnel principle, which is stated as

\[
E(x,y,z) = \frac{z}{16\pi} \iiint E(x',y',0) \frac{e^{ikr}}{r} dx'dy'. \tag{7}
\]

In a more simple and usable expression, equation (7) can be approximated by the Fresnel diffraction integral, which in 1D scenario reads

\[
E(x,z) = \int F(x,z;x',0)E(x',0)dx', \tag{8}
\]

where

\[
F(x,z;x',0) = \exp(ikz) \frac{k}{2\pi iz} \exp\left[\frac{ik(x-x')^2}{2z}\right]. \tag{9}
\]

If we let \(z/k = t\), according to the de Broglie’s relation \(p = k\) in Eq. (9), the propagator \(F(x,z;x',0)\) in Fresnel diffraction takes exactly the same form as the free propagator in quantum mechanics except for a global phase term.

To derive the Fresnel diffraction formula Eq. (8), we need to apply the paraxial approximation \((r \approx z)\) to Eq. (7) and then replace the spherical secondary wavelets with parabolic ones, which is known as the Fresnel approximation \((r \approx z + (x-x')^2/2z)\). In the range of a small angle diffraction, i.e., \(\rho^2/\tilde{z}^2 \ll 1\) with \(\rho\) denoting the characteristic size of the light spot, the Fresnel approximation is equivalent to the paraxial approximation.\(^{[26]}\) Therefore, the kinetic term in the time evolution operator \(\hat{U}(t)\) can be simulated through the small angles diffraction of light in free space.

### 2.3. Phase plate as a delta-kick potential

Another term in the Suzuki–Trotter expansion of the time evolution operator is the potential, which will result in a pure phase shift \(\exp[-iV(x)\Delta t]\) to the wave function after an evolution time \(\Delta t\). Current technologies in adaptive optics can control the wave front arbitrarily with the phase plate or the spatial light modulator (a programmable version of the former).\(^{[27]}\) The phase plate can adjust the phase of the light wave front depending on the spatial position without changing its intensity distribution, which is equivalent to multiplying the wave function \(\psi(x)\) with a position dependent phase term, i.e., \(\exp[-i\phi(x)]\psi(x)\).

In fact, the phase plate provides an implementation for the time evolution with a delta-kick potential, where a time independent potential \(\phi(x)\) appears suddenly in one moment and then immediately disappears. The Hamiltonian for a system with the delta-kick potential takes the form

\[
-\frac{1}{2} \frac{\partial^2}{\partial x^2} + \phi(x)\delta(t), \tag{10}
\]

where \(\delta(t)\) is the Dirac delta function. The corresponding time evolution operator takes the form of a pure phase shift \(\hat{U} = \exp[-i\phi(x)]\). If we set \(\phi(x) = V(x)\Delta t\), a phase plate can realize the potential term in the Suzuki–Trotter expansion (Eq. (4)), create a phase shift to the wave function. Here, the “delta-kick” means the interaction time for the phase plate should be very short, so that the diffraction inside the phase plate can be ignored (the phase plate should be as thin as possible). In a simple word, the whole time evolution operator \(\hat{U}(t)\) can be simulated approximately with an array composed of a free space diffraction (zero potential), a phase plate (delta-kick potential), and another free space diffraction in order, as shown in Fig. 2.

In the scheme proposed by Lahrz et al., the time evolution operator in atom systems is realized by creating the potential with detuned Gaussian beams which are rich in creating both p- and s-barrier. In this way, the form of the potential is restricted to be Gaussian-like. Our scheme, in contrast, can realize time evolution operators in any type of potentials. If we
want to use another form of potential, we just need to change the phase modulation in the phase plate.

2.4. Interferometer approach for non-unitary operator

In this section, we discuss the realization of another important operator in the supersymmetric relationship, i.e., \( \hat{B}^\dagger = [-\partial_x + W(x)]/\sqrt{2} \). In the scheme of Lahrz et al., they proposed to realize \( \hat{B} + \hat{B}^\dagger \) instead of \( \hat{B}^\dagger \). The former can be approximated via the time evolution operator of a shaking process with a harmonic potential. In their first implementation, the combination of the two arms can give the target wave function.

As shown in Fig. 3, we propose to implement \( \hat{B}^\dagger \) via a Mach–Zehnder interferometer, one arm for the term \( -\partial_x \psi \), and the other for \( W(x) \). As \( \hat{B}^\dagger \) is non-unitary, non-unitary elements should be included, e.g., the position dependent intensity modulators. In optics, the lens can perform a Fourier transform to the wave front, that is to say, the wave function in momentum space can be modulated by the lens and amplitude modulators. In the lower arm of the interferometer, we adopt a 4f system to realize the term in \( \hat{B}^\dagger \) involving the momentum. We insert an intensity modulator \( \mathcal{A}(x) = \alpha' k x f \) at the focal point of the 4f system, where \( \alpha' \) is a parameter to ensure \( |\alpha' k x f| \ll 1 \) and \( f \) is the focal length of the lens. The term \( \mathcal{A}(x) \) means an additional \( \pi \) phase should be added. After performing a parity inversion by using another lens with the same focal length, the wave function in this arm is changed to \( -\partial_x \psi \), with multiplying a constant factor \( \alpha' \). In the upper arm, for compensating the total length and avoiding the diffraction at this stage, we adopt two lenses to perform parity inversion and insert an intensity modulator \( \mathcal{A}(x) = \alpha W(-x) \) in the middle of the two lenses (as shown in Fig. 3). The \( \alpha \) is a constant for renormalization and minus \( \mathcal{A}(x) \) means an additional \( \pi \) phase should be added.

The final wave function in this arm reads \( \alpha W(x) \psi \). Finally, the combination of the two arms can give the complete realization of \( \hat{B}^\dagger \) by setting \( \alpha = \alpha' \). Our approach to the non-unitary operator \( \hat{B}^\dagger \) can reach high fidelity, which is shown in the following numerical simulations.

3. Numerically simulated results

As stated in the previous section, our scheme can be applied to any type of superpotential by adjusting the phase modulation of the phase plate. The initial state can also be prepared in any form with wave front modulators. Here, for the sake of better understanding, we consider the same scenario as reported in Ref. [17], where the superpotential reads

\[
W(x) = \sqrt{-\alpha g(x)} x_0 + A \exp[-(x^2/(4\sigma^2))] \tag{11}
\]

Thus the potentials \( V^{(1)}(x) \) and \( V^{(2)}(x) \) in the supersymmetric partner Hamiltonians take the form

\[
V^{(i)}(x) = \frac{\omega^2 x^2}{2} + \frac{\omega}{2} + \frac{\omega A^2}{2} \exp\left(-\frac{x^2}{2\sigma^2}\right) \times \frac{2\omega A x}{\sqrt{x_0}} \left(1 + \frac{x}{4\sigma^2}\right) \exp\left(-\frac{x^2}{4\sigma^2}\right), \tag{12}
\]

which contains two terms, the harmonic potential \( V_{\text{osc}} = \omega^2 x_0^2/2 \) and the additional potential \( V^{(i)}_{\text{occ}} \). The parameter \( A \) is set to \( \sqrt{2\omega} \). In the potential \( V_{\text{osc}} \), \( \omega \) is the trap frequency and \( x_0 = \sqrt{1/\omega} \) stands for the harmonic oscillator length. The term of additional potential acts as the barrier, which falls off on a length scale \( \sigma = x_0/2 \). The structures of energy level for the two potentials are plotted in Fig. 4, where the supersymmetric relationship is shown clearly.

![Fig. 4. Supersymmetric potentials (red solid lines) and their energy levels (black solid lines). We can clearly see that the spectra of the two potentials coincide with only an exception of the ground state (unbroken symmetry). The wave packet split into two packets during the evolution because of the existence of the barrier.](014209-4)
The family of potentials characterized in Ref. [17] for further comparison is as follows:

\[
V_{\eta}(x) = V_{\text{osc}}(x) + \frac{\omega A^2}{2} \exp \left(-\frac{2x^2}{x_0^2}\right) + \frac{2\eta \omega A x}{x_0} \exp \left(-\frac{x^2}{x_0^2}\right),
\]

which is parameterized by \( \eta \). The previous potentials then correspond to two special cases \( \eta = 0 \) for \( V^{(1)}(x) \) and \( \eta = 1 \) for \( V^{(2)}(x) \) with neglecting the constant term. As discussed in the previous section, a high fidelity (up to 1) between the final wave functions involving in the evolution governed by the potentials with \( \eta = 1 \) and \( \eta = 0 \) can identify the existence of supersymmetry. We depict the numerically simulated fidelity between \( \hat{B}^\dagger \hat{U}^{(1)}(t)\psi(0) \) and \( \hat{U}_{\eta}(t)\hat{B}\psi(0) \) varying with time and \( \eta \) in Fig. 6(a). In Fig. 6(b), we show the fidelity at time \( t_f \) varying with \( \eta \). We can see that for any evolution time, the fidelity peaks to 1 when \( \eta = \pm 1 \), which clearly shows the existence of supersymmetry (\( V_{\eta=-1}(x) \) is also a superpartner potential of \( V_{\eta=0}(x) \)).

Our scheme is based on an approximate method, i.e., the Suzuki–Trotter expansion. The separated terms in the expansion can be implemented with high fidelity using current available optical elements. So it is necessary to estimate the fidelity of the time evolution operator. Higher order approximation in Suzuki–Trotter expansion can provide higher operation fidelity, which is also more difficult to realize in the experiment. Here we adopt the second order approximation, which is easy to realize and can provide enough operation fidelity. Considering the time evolution of the second subsystem, i.e., the time evolution along the lower arm, the initial state is \( \hat{B}\psi(0) \) and the final state after half a period of evolution, i.e., at time \( T/2 \) can be calculated by performing an operator \( \hat{U}^{(2)}(T/2) \) on the initial state. We need to repeat the calculation 30 cycles for the single step time evolution (\( \Delta t = T/60 \)) to get the final state at \( T/2 \). We depict its amplitude and phase by blue solid lines in
Fig. 7(a) with the exact results from the solution of the system’s Schrödinger equation shown by red dashed lines. It is clearly shown that the simulated and exact results are in good agreement except for the region where the probability is lower than $10^{-6}$. We compare the simulated and exact final states quantitatively by the fidelity, which reads 0.9998 for this time scale. This fidelity can also be improved via increasing the number of steps, i.e., dividing the time into shorter time slices, which requires shortening the diffraction length, provided the condition for the Fresnel approximation is fulfilled. In our simulation, the characteristic size of the light spot is around 10$x_0$, therefore the condition of small angles of diffraction is fulfilled in our scenario ($\sim 10^{-4}$). In our consideration, the small angles approximation is completely fulfilled, as the total spot size is $\rho \sim 10$ mm and the diffraction length $z \sim 10^3$ mm, then $\rho^2/z^2 \sim 10^{-4} \ll 1$. Additionally, we can squarely reduce the system size $z$ via reducing the characteristic length $x_0$ according to the constraints $z = 2\pi x_0^2/\lambda$ ($N$ stands for the time interval $\Delta t$ in units of 1/60). The paraxial condition should be fulfilled after reducing the system size.
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In this paper, we propose to extend the interferometer scheme for detecting the supersymmetric dynamics in Ref. [17] into linear optics. It is shown in numerically simulated results that our protocol provides good remarks of the supersymmetric dynamics of the superpartner via the destructive interference. The full wave function of a single photon can be directly measured through a technology recently developed from the concept of weak measurement and weak value. [28] It is important to note that the interferometer approach is not necessary for our scheme. Both the final wave functions along the up and bottom arms can be fully reconstructed and then the supersymmetric relationship can be verified directly via calculating the fidelity between these two final wave functions. Such an alternative method can avoid the challenge of stabilizing the interferometer and provide more feasible for experiment with current technologies. Besides, while our work shows the supersymmetric dynamics via the interference between two paths for a given initial state, the implementation of the time evolution operator is based on the Hamiltonian and is independent of the initial state.

4. Discussion and conclusion

In this paper, we propose to extend the interferometer scheme for detecting the supersymmetric dynamics in Ref. [17] into linear optics. It is shown in numerically simulated results that our protocol provides good remarks of the supersymmetric dynamics of the superpartner via the destructive interference. The full wave function of a single photon can be directly measured through a technology recently developed from the concept of weak measurement and weak value. [28] It is important to note that the interferometer approach is not necessary for our scheme. Both the final wave functions along the up and bottom arms can be fully reconstructed and then the supersymmetric relationship can be verified directly via calculating the fidelity between these two final wave functions. Such an alternative method can avoid the challenge of stabilizing the interferometer and provide more feasible for experiment with current technologies. Besides, while our work shows the supersymmetric dynamics via the interference between two paths for a given initial state, the implementation of the time evolution operator is based on the Hamiltonian and is independent of the initial state.
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