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Abstract. We describe a procedure to introduce Sobolev spaces and the semigroup generated by the fractional Dirichlet Laplacian on an arbitrary domain of $\mathbb{R}^d$. In particular, the well-definedness of the spaces of both non-homogeneous and homogeneous type together with their duality properties, embeddings, and Gagliardo-Nirenberg inequalities will be discussed. We also show the continuity and the smoothing property of the semigroup.

1. Introduction

We study the theory of Sobolev spaces on general domains. The spaces that are nowadays called the Sobolev spaces $W^{m,p}$, with $m = 0, 1, 2, \ldots$, were introduced by Sobolev [17,19] in 1935–1938. Related to them are the Bessel potential spaces $H^s_p$, $s \in \mathbb{R}$, introduced by Aronszajn-Smith [1] and Calderón [4] in 1961, which are spaces with fractional derivatives on the entire Euclidean space such that $H^s_p(\mathbb{R}^d) = W^{m,p}(\mathbb{R}^d)$, $1 < p < \infty$. Moreover, $H^s_p$ is a complex interpolation space between $W^{m,p}$ and $W^{m+1,p}$ for $m < s < m+1$. The aim of this paper is to define such kind of spaces of non-homogeneous and also homogeneous type on general domains and to investigate properties of the semigroup generated by the fractional Laplacian, motivated by the applications to partial differential equations.

There are several ways for defining Sobolev spaces. The original definition is based on the integrability of functions and their weak derivatives, an idea which applies to any domain; but it is not obvious how to introduce the fractional Laplacian and semigroups on general domains. On the entire space $\mathbb{R}^d$, the Fourier transform is important to characterize not only Sobolev spaces but also Besov spaces and other spaces. However, such a useful tool is not available on domains. If the boundary of a domain is smooth, we can consider the zero extension of functions on the domain to the entire space and, vice versa, the restriction of functions on $\mathbb{R}^d$ to the domain. We also mention that norms on spaces with non-integer exponent of regularity can be defined by double integrals of difference quotients. To the best of our knowledge, we need some restriction on domains or indices and we refer to [7,22,23] for these characterizations and the history of function spaces. See [20] for corresponding results on Lipschitz domains.

In this paper, we define Sobolev spaces of non-homogeneous and homogeneous type, $H^{s,p}$ and $H^{s,p}$, respectively, on an arbitrary domain without any restriction on indices.
$s \in \mathbb{R}, 1 \leq p \leq \infty$ related to the Dirichlet Laplacian. In addition, we study their properties such as duality, Sobolev embeddings, Gagliardo-Nirenberg inequalities, etc., and also analyze the semigroups generated by the Dirichlet Laplacian of fractional order. It should be noted that our theory can be based also on more general operators satisfying Gaussian upper bounds of the kernel, $K$, of the semigroup, i.e. $0 \leq K(x, y, t) \leq C t^{-n/2} \exp(-c|x-y|^2/t)$.

Let $\Omega$ be an arbitrary domain in $\mathbb{R}^d$ with $d \geq 1$. We denote by the Dirichlet Laplacian, $A$, the operator defined by

$$
\begin{align*}
\mathcal{D}(A) &= \left\{ f \in H^1_0(\Omega) \mid \Delta f \in L^2(\Omega) \right\}, \\
Af &= -\Delta f = -\sum_{j=1}^d \frac{\partial^2}{\partial x_j^2} f, \quad f \in \mathcal{D}(A).
\end{align*}
$$

Actually, $A$ is a non-negative self-adjoint operator given by its form definition such that the domain of $\sqrt{A} = A^{1/2}$ equals $H^1_0(\Omega)$. Let $\{E(\lambda)\}_\lambda$ denote the resolution of the identity given by $A$, introduced by the spectral theorem and supported on $[0, \infty)$. The operator $A$, defined initially on $H^1_0(\Omega)$, is also regarded as an operator on spaces of distributions $\mathcal{X}'(A)$, $\mathcal{Z}'(A)$ defined below.

Let $\phi_0 \in C^\infty_0(\mathbb{R})$ be a non-negative function on $\mathbb{R}$ such that

$$
\text{supp } \phi_0 \subset \{ \lambda \in \mathbb{R} \mid 2^{-1} \leq \lambda \leq 2 \}, \quad \sum_{j \in \mathbb{Z}} \phi_0(2^{-j} \lambda) = 1 \quad \text{for } \lambda > 0,
$$

and let $\{\phi_j\}_{j \in \mathbb{Z}}$ be defined by

$$
\phi_j(\lambda) = \phi_0(2^{-j} \lambda) \quad \text{for } \lambda \in \mathbb{R}.
$$

**Definition 1.1.**

(i) The test function space $\mathcal{X}(A)$ of non-homogeneous type is defined by

$$
\mathcal{X}(A) := \left\{ f \in L^1(\Omega) \cap \mathcal{D}(A) \mid A^m f \in L^1(\Omega) \cap \mathcal{D}(A) \text{ for all } m \in \mathbb{N} \right\}
$$

equipped with the family of semi-norms $\{p_m(\cdot)\}_{m=1}^\infty$ given by

$$
p_m(f) := \|f\|_{L^1(\Omega)} + \sup_{j \in \mathbb{N}} 2^{mj} \|\phi_j(\sqrt{A}) f\|_{L^1(\Omega)}.
$$

Then let $\mathcal{X}'(A)$ denote the topological dual of $\mathcal{X}(A)$.

(ii) The test function space $\mathcal{Z}(A)$ of homogeneous type is defined by

$$
\mathcal{Z}(A) := \left\{ f \in \mathcal{X}(A) \mid \sup_{j \leq 0} 2^{mj}\|\phi_j(\sqrt{A}) f\|_{L^1(\Omega)} < \infty \text{ for all } m \in \mathbb{N} \right\}
$$

equipped with the family of semi-norms $\{q_m(\cdot)\}_{m=1}^\infty$ given by

$$
q_m(f) := \|f\|_{L^1(\Omega)} + \sup_{j \in \mathbb{Z}} 2^{mj}\|\phi_j(\sqrt{A}) f\|_{L^1(\Omega)}.
$$

Moreover, $\mathcal{Z}'(A)$ denotes the topological dual of $\mathcal{Z}(A)$.

It should be noted that the operator $\phi_j(\sqrt{A})$ on $L^1(\Omega)$ is initially defined by the spectral decomposition

$$
\phi_j(\sqrt{A}) = \int_0^\infty \phi_j(\sqrt{\lambda}) \, dE(\lambda) \quad \text{on } L^2(\Omega)
$$
Lemma 1.2. [13, Lemma 4.6] We see that and then extended to $L^1(\Omega)$ by the spectral multiplier theorem (see [11, 21] and also Lemma 2.1 below). We see that $X(A), Z(A)$ are Fréchet spaces independent of the choice of $\{\phi_j\}_{j \in \mathbb{Z}}$ and their duals can be regarded as spaces of distributions associated with the Dirichlet Laplacian. As a comparison with the whole space, if $\Omega = \mathbb{R}^d$, then $S(\mathbb{R}^d) \hookrightarrow \mathcal{X}(A)$ and $\mathcal{Z}(\mathbb{R}^d) \hookrightarrow Z(A)$. Here $S(\mathbb{R}^d)$ is the Schwartz class and

$$\mathcal{Z}(\mathbb{R}^d) = \left\{ f \in S(\mathbb{R}^d) \mid \int_{\mathbb{R}^d} x^\alpha f(x) \, dx = 0 \text{ for all } \alpha \in (\mathbb{N}_0)^d \right\},$$

cf. [22, §5.1.2]. Moreover, for $f \in S(\mathbb{R}^d)$, we see that $f \in \mathcal{Z}(\mathbb{R}^d)$ if and only if $f \in Z(A)$. From that point of view the condition on vanishing moments in $Z(\mathbb{R}^d)$ is replaced in the space $Z(A)$ by the condition that $\sup_{j \leq 0} 2^{m_j} \| \phi_j(\sqrt{A}) f \|_{L^1(\Omega)} < \infty$. We here recall the relation between $\mathcal{X}(A), Z(A)$, the Lebesgue spaces, and their duals.

**Lemma 1.2.** [13] Lemma 4.6] The following inclusions hold for all $1 \leq p \leq \infty$.

$$\mathcal{X}(A), Z(A) \subset L^p(\Omega) \subset \mathcal{X}'(A), Z'(A).$$

Next we define the Sobolev spaces we are looking for as subspaces of $\mathcal{X}'(A)$ and $Z'(A)$.

**Definition 1.3.** Let $s \in \mathbb{R}$ and $1 \leq p \leq \infty$.

(i) The Sobolev spaces of non-homogeneous type are defined by

$$H^s_p(A) := \left\{ f \in \mathcal{X}'(A) \mid \| f \|_{H^s_p(A)} := \| (1 + A)^{\frac{s}{2}} f \|_{L^p(\Omega)} < \infty \right\}.$$

(ii) The Sobolev spaces of homogeneous type are defined by

$$\dot{H}^s_p(A) := \left\{ f \in Z'(A) \mid \| f \|_{\dot{H}^s_p} := \| A^{\frac{s}{2}} f \|_{L^p(\Omega)} < \infty \right\}.$$

We state three theorems on the well-definedness of these Sobolev spaces, their properties and the semigroup generated by fractional powers of $A$. The first theorem concerns well-definedness of the spaces, duality and embeddings.

**Theorem 1.4.** Let $s \in \mathbb{R}$, $1 \leq p \leq \infty$, and let $p' \in [1, \infty]$ be the conjugate exponent to $p$.

(i) $H^s_p(A)$ and $\dot{H}^s_p(A)$ are Banach spaces and they satisfy the embeddings

$$\mathcal{X}(A) \hookrightarrow H^s_p(A) \hookrightarrow \mathcal{X}'(A), \quad Z(A) \hookrightarrow \dot{H}^s_p(A) \hookrightarrow Z'(A).$$

(ii) (Dual spaces) If $1 \leq p < \infty$, then

$$(H^s_p(A))' \cong H^{-s}_p(A) \quad \text{and} \quad (\dot{H}^s_p(A))' \cong \dot{H}^{-s}_p(A).$$

(iii) (Lift property) Let $s_0 \in \mathbb{R}$. Then the maps

$$(1 + A)^{s_0/2} : H^s_p(A) \to H^{-s}_p(A), \quad f \mapsto (1 + A)^{s_0/2} f,$$

$$A^{s_0/2} : \dot{H}^s_p(A) \to \dot{H}^{-s}_p(A), \quad f \mapsto A^{s_0/2} f$$

are isomorphisms.

(iv) (Sobolev embedding) Let $1 < r \leq p < \infty$. Then

$$H^s_{r + d(\frac{1}{r} - \frac{1}{p})}(A) \hookrightarrow H^s_p(A), \quad \dot{H}^s_{r + d(\frac{1}{r} - \frac{1}{p})}(A) \hookrightarrow \dot{H}^s_p(A).$$
(v) Let $s < d/p$. Then
\[
\hat{H}_p^s(A) \simeq \left\{ f \in \mathcal{X}'(A) \left| \|f\|_{\hat{H}_p^s(A)} < \infty, \ f = \sum_{j \in \mathbb{Z}} \phi_j(\sqrt{A})f \text{ in } \mathcal{X}'(A) \right. \right\}.
\]

The second theorem studies the Gagliardo-Nirenberg interpolation inequality. The original was proved by Gagliardo [8] and Nirenberg [16] independently. We refer to Hajaiej et al. [9] showing the necessity and the sufficiency of indices obtained in the whole space, and to Chikami [5] for the inequality in the Fourier-Herz spaces; see recent papers by Brezis & Mironescu [2,3] investigating the validity of the inequality in a standard domain.

The following result holds on domains without any assumption on the boundary.

**Theorem 1.5.** (Gagliardo-Nirenberg inequality) Let $s, s_0 > 0$, $1 \leq p, r, r_0 \leq \infty$, and $\theta \in (0, 1)$ satisfy
\[
s - \frac{d}{p} = \theta \left( -\frac{d}{r} \right) + (1 - \theta) \left( s_0 - \frac{d}{r_0} \right),
\]
\[
-\frac{d}{r} \neq s_0 - \frac{d}{r_0},
\]
\[
\begin{cases}
s \leq (1 - \theta)s_0 & \text{if } \max\{r, r_0\} \leq p, \\
s < (1 - \theta)s_0 & \text{if } \min\{r, r_0\} \leq p < \max\{r, r_0\},
\end{cases}
\]
Then
\[
\|f\|_{\hat{H}_p^s(A)} \leq C \|f\|_{L^p} \|f\|_{\hat{H}_{r_0}^{1 - \theta}}.
\]

**Remark.** The excluded case when $s = (1 - \theta)s_0$ and $\max\{r, r_0\} > p$ is studied in the whole space case (see [9]). We conjecture an affirmative answer if $1 < p, r, r_0 < \infty$.

The third theorem is concerned with the semigroup generated by the Dirichlet Laplacian of fractional order, $A^{\alpha/2}$. We define the fractional Laplacian and the semigroup $\{e^{-tA^{\alpha/2}}\}_{t \geq 0}$ via the spectral multipliers $\phi_j(\sqrt{A})$ and by duality, see Definitions 2.3, 2.7 and subsequent propositions.

The following results for the semigroup $\{e^{-tA^{\alpha/2}}\}$ hold on Sobolev spaces of homogeneous and non-homogeneous type; they were investigated for Besov spaces of homogeneous type in [10].

**Theorem 1.6.** (Semigroups in $\hat{H}_p^s(A), \hat{H}_p^s(A)$) Let $\alpha > 0$, $s \in \mathbb{R}$, $1 \leq p \leq \infty$ and $t > 0$.

(i) $e^{-tA^{\alpha/2}}$ is a bounded linear operator in $\hat{H}_p^s(A)$, i.e., there exists a constant $C > 0$ independent of $t$ such that for any $f \in \hat{H}_p^s(A)$
\[
e^{-tA^{\alpha/2}} f \in \hat{H}_p^s(A) \text{ and } \|e^{-tA^{\alpha/2}} f\|_{\hat{H}_p^s(A)} \leq C \|f\|_{\hat{H}_p^s(A)}.
\]
If the domain is bounded, then $e^{-tA^{\alpha/2}}$ decays exponentially, i.e., there exists $\kappa > 0$ such that
\[
\|e^{-tA^{\alpha/2}} f\|_{\hat{H}_p^s(A)} \leq Ce^{-\kappa t} \|f\|_{\hat{H}_p^s(A)} \text{ for all } t > 0.
\]
The same result holds for the non-homogeneous spaces $\hat{H}_p^s(A)$.

(ii) Let
\[
s_2 \geq s_1, \quad p_2 \geq p_1, \quad d \left( \frac{1}{p_1} - \frac{1}{p_2} \right) + s_2 - s_1 > 0.
\]
Then there exists a constant $C > 0$ independent of $t$ such that
\[ \|e^{-tA^\frac{s}{2}}f\|_{\dot{H}^{s}_{p_1}(A)} \leq Ct^{-\frac{s_2-s_1}{\alpha} - \frac{\alpha}{\alpha(\frac{1}{p_1} - \frac{1}{p_2})}}\|f\|_{\dot{H}^{s_1}_{p_1}(A)} \]
for any $f \in \dot{H}^{s_1}_{p_1}(A)$. In the non-homogeneous spaces $H^s_p(A)$, the difference in regularity, $s_2 - s_1$, is effective only for small $t$ and, for any $f \in H^{s_1}_{p_1}(A)$,
\[ \|e^{-tA^\frac{s}{2}}f\|_{\dot{H}^{s}_{p_2}(A)} \leq C\left(1 + t^{-\frac{s_2-s_1}{\alpha} - \frac{\alpha}{\alpha(\frac{1}{p_1} - \frac{1}{p_2})}}\right)\|f\|_{\dot{H}^{s_1}_{p_1}(A)}. \]
If the domain is bounded, then in both estimates an additional exponentially decaying term as in (i) can be inserted.

(iii) Assume that $1 \leq p < \infty$ and $f \in \dot{H}^s_p(A), H^s_p(A)$. Then
\[ \lim_{t \to 0} \|e^{+tA^\frac{s}{2}}f - f\|_{\dot{H}^s_p(A)} = 0, \quad \lim_{t \to 0} \|e^{-tA^\frac{s}{2}}f - f\|_{\dot{H}^s_p(A)} = 0, \]
respectively. If $p = \infty$, then $e^{-tA^\frac{s}{2}}f$ converges to $f$ in the weak-$*$ sense, i.e.
\[ \lim_{t \to 0} \int_\Omega \left(A^{s/2}(e^{-tA^\frac{s}{2}}f - f)\right)A^{-s/2}g \, dx = 0 \quad \text{for any } g \in \dot{H}^{-s}_1(A), \]
\[ \lim_{t \to 0} \int_\Omega \left((1 + A)^{s/2}(e^{-tA^\frac{s}{2}}f - f)\right)(1 + A)^{-s/2}g \, dx = 0 \quad \text{for any } g \in H^{-s}_1(A). \]

(iv) For $1 \leq p \leq \infty$ the mapping $t \mapsto e^{-tA^\frac{s}{2}}$ is analytic from $(0, \infty) \to \mathcal{L}(\dot{H}^s_p(A))$. If $1 \leq p < \infty$, then $-A^\frac{s}{2}$ generates an analytic semigroup. The same results hold for the non-homogeneous spaces $H^s_p(A)$.

**Remark.** As a corollary of (i), (ii) in Theorem 1.6, the following inclusions are dense:
\[ \dot{H}^s_p(A) \cap \dot{H}^{s+\delta}_p(A) \subset \dot{H}^s_p(A), \quad H^{s+\delta}_p(A) \subset H^s_p(A), \quad \delta > 0, 1 \leq p < \infty. \]
In (iv) of Theorem 1.6 each $A^\frac{s}{2}$ is considered as an operator $\dot{H}^s_p(A) \cap \dot{H}^{s+\alpha}_p(A) \to \dot{H}^s_p(A)$ and $H^{s+\alpha}_p(A) \to H^s_p(A)$, respectively, with dense domain when $1 \leq p < \infty$.

Let us give some comments for the proof of the theorems. The proof of Theorem 1.4 is similar to the paper [13] except for the Sobolev embedding, which is shown by a proof of decay estimates of the heat kernel implying the embedding (see e.g. Davies [6]). Theorem 1.5 is obtained by proving a similar result in Besov spaces analogously to the whole space case (see e.g. [9,15]) together with the spectral multiplier theorem (Lemma 2.1) instead of the Fourier multiplier theorem. We can prove a part of Theorem 1.6 (i), (ii), (iii) for the high spectral component of functions, analogously to the paper [10]. As for the low spectral part, we can not apply the spectral multiplier theorem because of little regularity of the functions $e^{-tA^\frac{s}{2}}, 0 < \alpha < 1$, which causes a difficulty in the non-homogeneous case. Instead of the boundedness of the spectral multipliers, we apply the subordination principle (see the monograph by Yosida [24, Chapter IX.11]) which can be understood by using the formula:
\[ e^{-t\lambda^\alpha} = \int_0^\infty F_{t,\alpha}(s)e^{-s\lambda} \, ds, \quad \lambda > 0, 0 < \alpha < 1, \]
where \( F_{t,\alpha} \) is called the subordinator (see (2.4) below). This allows to estimate the non-smooth function \( e^{-t\lambda^\alpha} \) by the smooth one, \( e^{-s\lambda} \). The analyticity (iv) of the semigroup follows from the fact that resolvent estimates imply sectoriality and analyticity (see [14]), where resolvent estimates will be obtained by spectral multiplier estimates. We also mention that analyticity of the semigroup in the fractional case can be based on the non-fractional case (see [24, page 263, Theorem 1]).

Remark. Since the low spectral component is handled by subordination, we obtain the result for the non-homogeneous Besov spaces corresponding to Theorem 1.6, which was not treated in the paper [10].

This paper is organized as follows. In Section 2, we recall the spectral multiplier theorem and define the fractional Laplacian and the semigroups generated by them using the subordination principle. Sections 3, 4 and 5 are devoted to proving Theorems 1.4 – 1.6.

2. Preliminaries

Lemma 2.1. (Spectral multiplier estimates [11,21]) Let \( \varphi \in \mathcal{S}(\mathbb{R}) \), \( 1 \leq p \leq \infty \), \( \beta > (d+1)/2 \) (\( \beta \in \mathbb{N} \)) and \( \gamma > (3d+2)/4 \). Then

\[
\| \varphi(tA) \|_{L^p \to L^p} \leq C(1+|\cdot|^\beta)\frac{\gamma}{2}\varphi \|_{H^\beta} \text{ for all } t > 0. \tag{2.1}
\]

Moreover, if \( s \in \mathbb{R} \), \( 1 \leq r \leq p \leq \infty \) and \( \tilde{\gamma} > (3d+2)/4 + d(1/r - 1/p)/2 \), then

\[
\| A^{s/2}\phi_j(\sqrt{A}) \|_{L^r \to L^p} \leq C2^{sj}d(\frac{1}{r} - \frac{1}{p})j\| (1+|\cdot|^2)^{\frac{s}{2}} \| \| \phi_0 \|_{H^\beta} \text{ for all } j \in \mathbb{Z}. \tag{2.2}
\]

By Lemma 2.1 we can consider the operator \( \varphi(A) \) on \( L^p \) provided that \( \varphi \) belongs to \( H^\beta \) with compact support. For the proof of the boundedness of the spectral multipliers we refer to [11, Theorem 1.1, Section 8], [12, Theorem 1.1] and [21, Proposition 6.1].

We recall the resolution of the identity. Let \( \psi \in C_0^\infty(\mathbb{R}) \) be such that

\[
\text{supp } \psi \subset \left[ -\frac{1}{2}, 2 \right], \quad \psi(\lambda) + \sum_{j=1}^{\infty} \phi_j(\lambda) = 1 \text{ for all } \lambda > 0. \tag{2.3}
\]

Lemma 2.2. [13, Lemma 4.5] (i) Let \( f \in \mathcal{X}(A) \) or \( \mathcal{X}'(A) \). Then

\[
f = \psi(\sqrt{A})f + \sum_{j=1}^{\infty} \phi_j(\sqrt{A})f \quad \text{in } \mathcal{X}(A) \text{ or } \mathcal{X}'(A), \text{ respectively.}
\]

where in the latter case \( \psi(\sqrt{A})f \) and \( \phi_j(\sqrt{A})f \) are considered as functions in \( L^\infty(\Omega) \).

(ii) Let \( f \in \mathcal{Z}(A) \) or \( \mathcal{Z}'(A) \). Then

\[
f = \sum_{j \in \mathbb{Z}} \phi_j(\sqrt{A})f \quad \text{in } \mathcal{Z}(A) \text{ or } \mathcal{Z}'(A), \text{ respectively,}
\]

where in the latter case \( \psi(\sqrt{A})f \) and \( \phi_j(\sqrt{A})f \) are considered as functions in \( L^\infty(\Omega) \).

We define the fractional Laplacian and the semigroup in the following way.

Definition 2.3. (Fractional Laplacian)
(i) Let \( s > 0 \). The operator \( A^{s/2} \) on \( \mathcal{X}(A) \) is defined by
\[
A^{s/2} f := \sum_{j \in \mathbb{Z}} A^{s/2} \phi_j(\sqrt{A}) f \quad \text{in} \ \mathcal{X}(A), \quad f \in \mathcal{X}(A).
\]
The operator \( A^{s/2} \) on \( \mathcal{X}'(A) \) is defined by
\[
\mathcal{X}'(A) \text{ defined by } duality. Let } A^{s/2} f := \sum_{j \in \mathbb{Z}} A^{s/2} \phi_j(\sqrt{A}) f \quad \text{in} \ \mathcal{X}(A), \quad f \in \mathcal{X}(A).
\]
The operator \( (1 + A)^{s/2} \) on \( \mathcal{X}'(A) \) is defined by
\[
\mathcal{X}'(A), g \in \mathcal{X}(A).
\]
(i) Let \( s \in \mathbb{R} \). The operator \( (1 + A)^{s/2} \) on \( \mathcal{X}(A) \) is defined by
\[
(1 + A)^{s/2} f := \sum_{j \in \mathbb{Z}} (1 + A)^{s/2} \phi_j(\sqrt{A}) f \quad \text{in} \ \mathcal{X}(A), \quad f \in \mathcal{X}(A).
\]
The operator \( (1 + A)^{s/2} \) on \( \mathcal{X}'(A) \) is defined by
\[
\mathcal{X}'(A), g \in \mathcal{X}(A).
\]
(iii) Let \( s \in \mathbb{R} \). The operator \( A^{s/2} \) on \( \mathcal{Z}(A) \) is defined by
\[
A^{s/2} f := \sum_{j \in \mathbb{Z}} A^{s/2} \phi_j(\sqrt{A}) f \quad \text{in} \ \mathcal{Z}(A), \quad f \in \mathcal{Z}(A).
\]
Moreover, the operator \( A^{s/2} \) on \( \mathcal{Z}'(A) \) is defined by
\[
z^{s/2}(f,g)_Z := z^{s/2}(f,g)_Z, \quad f \in \mathcal{Z}'(A), g \in \mathcal{Z}(A).
\]

**Proposition 2.4.** Let \( s > 0 \). The operators \( A^{s/2} \) on \( \mathcal{X}(A), \mathcal{X}'(A), \mathcal{Z}(A), \) and \( \mathcal{Z}'(A) \) are well-defined and continuous.

**Proof.** We start with the non-homogeneous case. To show the well-definedness, it suffices to verify that \( A^{s/2} \) on \( \mathcal{X}(A) \) is well-defined and continuous, since \( A^{s/2} \) on \( \mathcal{X}'(A) \) is defined by duality. Let \( f \in \mathcal{X}(A) \subset L^2 \). We use the resolution of the identity on \( L^2 \), take into account that zero is not an eigenvalue of \( A \) (see also the generalized decomposition of \( \mathcal{X}(A) \) in Lemma 2.2) and conclude that
\[
f(x) = \sum_{j=-\infty}^{\infty} \phi_j(\sqrt{A}) f(x) \quad \text{for almost every } x \in \Omega.
\]
We have from (2.2) that
\[
\sum_{j \leq 0} p_m \left( A^{s/2} \phi_j(\sqrt{A}) f \right) \leq C \left( \sum_{j \leq 0} 2^{sj} \right) \|f\|_{L^1(\Omega)},
\]
and for \( m s \in \mathbb{N} \) with \( m s > m + s \)
\[
\sum_{j=1}^{\infty} p_m \left( A^{s/2} \phi_j(\sqrt{A}) f \right) \leq C \sum_{j=1}^{\infty} 2^{(s+m)j} \|\phi_j(\sqrt{A}) f\|_{L^1(\Omega)} \leq C p_{ms}(f).
\]
These estimates naturally lead to the justification of the definition
\[
A^{s/2} f = \sum_{j=-\infty}^{\infty} A^{s/2} \phi_j(\sqrt{A}) f \quad \text{in} \ \mathcal{X}(A), \quad f \in \mathcal{X}(A),
\]
and the series in the right hand side converges in \( \mathcal{X}(A) \). The continuity of \( A^{s/2} \) on \( \mathcal{X}(A) \) holds by applying the estimates above. Thus, the well-definedness of \( A^{s/2} \) on \( \mathcal{X}'(A) \) is also obtained, since the operator is defined by the dual operator.

The homogeneous case follows analogously. \( \square \)

For a negative order, the well-definedness of \( A^{-s/2} \), \( s > 0 \), on \( \mathcal{Z}'(A) \) can be obtained by estimating the low spectral component

\[
\sum_{j \leq 0} q_m \left( A^{-s/2} \phi_j(\sqrt{A}) f \right) \leq C q_{m_s}(f),
\]

where \( m_s \in \mathbb{N} \) satisfies \( m_s > m + s \). In fact, it follows by Lemma 2.1 that

\[
q_m \left( A^{-s/2} \phi_j(\sqrt{A}) f \right) \leq C 2^{-sj} q_m \left( \phi_j(\sqrt{A}) f \right) \leq C q_{m+s}(\phi_j(\sqrt{A}) f) \leq C 2^{-m_s+m+s} q_{m_s}(f).
\]

which proves the inequality above by taking the sum over \( j \leq 0 \).

**Corollary 2.5.** Let \( s \in \mathbb{R} \). The operators \( A^{s/2} \) on \( \mathcal{Z}(A) \) and \( \mathcal{Z}'(A) \) are well-defined and continuous.

We will prove in Proposition 2.6 below that the semigroup generated by \( -A^{\alpha/2} \), \( \alpha > 0 \), is well-defined on test function spaces. This well-definedness will allow to define the semigroup on both \( \mathcal{X}'(A) \) and \( \mathcal{Z}'(A) \) as corresponding dual operators.

To define the semigroup generated by the fractional operator \( A^{\alpha/2} \) rigorously, we utilize subordination (see [24, Chapter IX.11, pp. 259-268]). For \( \sigma > 0 \), \( t > 0 \), \( 0 < \alpha < 1 \), let us introduce the subordinator \( F_{t,\alpha} \),

\[
F_{t,\alpha}(s) := \begin{cases} 
\frac{1}{2\pi i} \int_{\sigma - i\infty}^{\sigma + i\infty} e^{zs - tz^\alpha} \, dz, & s \geq 0, \\
0, & s < 0,
\end{cases} \quad (2.4)
\]

where the branch of \( z^\alpha \) is taken so that \( \text{Re} \, z^\alpha > 0 \) provided that \( \text{Re} \, z > 0 \). It is easily seen by the residue theorem that \( F_{t,\alpha} \) is independent of \( \sigma > 0 \), by a change of variable

\[
F_{t,\alpha}(s) = t^{-\frac{1}{\alpha}} F_{1,\alpha}(t^{-\frac{1}{\alpha}} s),
\]

and by a careful estimate with choosing \( \sigma = \frac{1}{2} \)

\[
F_{t,\alpha}(s) = o(s^N) \quad \text{as} \quad s \to 0 \quad \text{for all} \quad N \in \mathbb{N}.
\]

As shown in [24], \( F_{t,\alpha} \) satisfies the following fundamental properties:

\[
F_{t,\alpha} \geq 0, \\
\int_0^\infty F_{t,\alpha}(s) \, ds = 1, \quad (2.5) \\
F_{t_1,\alpha} * F_{t_2,\alpha}(s) = F_{t_1 + t_2,\alpha}(s).
\]
Then the semigroup generated by the fractional power $-A^{\alpha/2}$ is introduced by means of the equality (see [24, Proposition 1, p. 260])

$$e^{-t\lambda^{\alpha/2}} = \int_{0}^{\infty} F_{t,\alpha}(s)e^{-s\lambda} \, ds, \quad \lambda > 0. \quad (2.6)$$

This formula allows to handle the fractional case based on the non-fractional one.

**Proposition 2.6.** The semigroups $\{ e^{-tA^{\alpha/2}} \}_{t \geq 0}$ on $\mathcal{X}(A)$, $\mathcal{X}'(A)$, $\mathcal{Z}(A)$, and $\mathcal{Z}'(A)$ are well-defined and uniformly bounded with respect to $t$.

**Proof.** We prove the well-definedness on $\mathcal{X}(A)$. Let $\ell_{0} \in \mathbb{N}$ be such that $2\ell_{0} > \alpha$. Let $f \in \mathcal{X}(A)$. Since $f \in L^{2}(\Omega)$, $e^{-tA^{\ell_{0}}}$ is initially defined by the spectral decomposition

$$e^{-tA^{\ell_{0}}} f = \int_{0}^{\infty} e^{-t\lambda^{\ell_{0}}} \, dE(\lambda) f \quad \text{in } L^{2}(\Omega).$$

Since $\ell_{0} \in \mathbb{N}$, $e^{-t\lambda^{\ell_{0}}} (\lambda \geq 0)$ can be extended to a function in the Schwartz class on the real line, and the boundedness of the spectral multiplier (2.1) implies that

$$\sup_{t > 0} \| e^{-tA^{\ell_{0}}} f \|_{L^{1}(\Omega)} \leq C \| f \|_{L^{1}(\Omega)}. \quad (2.7)$$

Therefore,

$$p_{m}(e^{-tA^{\ell_{0}}} f) \leq C \, p_{m}(f) \quad \text{for all } m \in \mathbb{N}, \ t \geq 0, \ \text{and fixed } \ell_{0} \in \mathbb{N},$$

and $\{ e^{-tA^{\ell_{0}}} \}_{t \geq 0}$ can be regarded as a family of uniformly bounded operators on $\mathcal{X}(A)$. In the case of fractional powers, note that

$$\lambda^{\alpha/2} = \left( \lambda^{\ell_{0}} \right)^{\frac{\alpha}{2\ell_{0}}}, \quad e^{-t\lambda^{\alpha/2}} = \int_{0}^{\infty} F_{t,\frac{\alpha}{2\ell_{0}}}(s)e^{-s\lambda^{\ell_{0}}} \, ds, \quad \lambda > 0.$$

The latter identity leads via (2.6) to an equality for the semigroup on $L^{2}(\Omega)$,

$$e^{-tA^{\alpha/2}} = \int_{0}^{\infty} e^{-t\lambda^{\alpha/2}} \, dE(\lambda) = \int_{0}^{\infty} \left( \int_{0}^{\infty} F_{t,\frac{\alpha}{2\ell_{0}}}(s)e^{-s\lambda^{\ell_{0}}} \, ds \right) dE(\lambda)

= \int_{0}^{\infty} F_{t,\frac{\alpha}{2\ell_{0}}}(s)e^{-sA^{\ell_{0}}} \, ds,$$

together with the estimate

$$\sup_{t > 0} \| e^{-tA^{\alpha/2}} f \|_{L^{1}(\Omega)} \leq \sup_{t > 0} \int_{0}^{\infty} F_{t,\frac{\alpha}{2\ell_{0}}}(s) \| e^{-sA^{\ell_{0}}} f \|_{L^{1}(\Omega)} \, ds \leq C \| f \|_{L^{1}(\Omega)}, \quad (2.8)$$

where the constant $C > 0$ depends on $\ell_{0}$. However, we remark that the representation of the semigroup on $L^{2}$ does not depend on the choice of $\ell_{0}$ satisfying $2\ell > \alpha_{0}$. In view of (2.7) and its consequence on $p_{m}(e^{-tA^{\ell_{0}}} f)$ we conclude from (2.8) that

$$p_{m}(e^{-tA^{\alpha}} f) \leq C \, p_{m}(f) \quad \text{for all } m \in \mathbb{N}.$$ 

Consequently, $\{ e^{-tA^{\alpha/2}} \}_{t \geq 0}$ is a bounded operator family on $\mathcal{X}(A)$ for all $\alpha > 0$, since $l_{0}$ is arbitrary. By duality, we also get that it is well-defined on $\mathcal{X}'(A)$.

The well-definedness and boundedness on $\mathcal{Z}(A)$ and $\mathcal{Z}'(A)$ follow analogously.

In each case, the semigroup property of $\{ e^{-tA^{\alpha/2}} \}_{t \geq 0}$ is based on the convolution property (2.5)\textsubscript{3}. \hfill $\Box$
We now fix the definition of the semigroup generated by $A^{\alpha/2}$ on dual spaces.

**Definition 2.7. (Fractional semigroups)** Let $\alpha > 0$.

(i) The semigroup $\{e^{-tA^{\alpha/2}}\}_{t \geq 0}$ on $\mathcal{X}^\prime(A)$ is defined by
\[
\mathcal{X}^\prime(e^{-tA^{\alpha/2}}f,g) := \mathcal{X}^\prime(f,e^{-tA^{\alpha/2}}g), \quad f \in \mathcal{X}^\prime(A), g \in \mathcal{X}(A).
\]

(ii) By analogy, the semigroup $\{e^{-tA^{\alpha/2}}\}_{t \geq 0}$ on $\mathcal{Z}^\prime(A)$ is defined by
\[
\mathcal{Z}^\prime(e^{-tA^{\alpha/2}}f,g) := \mathcal{Z}^\prime(f,e^{-tA^{\alpha/2}}g), \quad f \in \mathcal{Z}^\prime(A), g \in \mathcal{Z}(A).
\]

We recall the definition of Besov spaces based on the operator $A$ (see [13]). Here we also need the partition of unity with the function $\psi$, see (2.3).

**Definition 2.8.** Let $s \in \mathbb{R}$ and $1 \leq p, q \leq \infty$.

(i) The Besov spaces of non-homogeneous type are defined by
\[
B^s_{p,q}(A) := \left\{ f \in \mathcal{X}^\prime(A) \mid \| f \|_{B^s_{p,q}(A)} < \infty \right\},
\]
where
\[
\| f \|_{B^s_{p,q}(A)} := \| \psi(\sqrt{A})f \|_{L^p} + \left\| 2^sj\| \phi_j(\sqrt{A})f \|_{L^p((\O))} \right\|_{l^q(\mathbb{N})}.
\]

(ii) The Besov spaces of homogeneous type are defined by
\[
\dot{B}^s_{p,q}(A) := \left\{ f \in \mathcal{Z}^\prime(A) \mid \| f \|_{\dot{B}^s_{p,q}(A)} < \infty \right\},
\]
where
\[
\| f \|_{\dot{B}^s_{p,q}(A)} := \left\| 2^sj\| \phi_j(\sqrt{A})f \|_{L^p((\O))} \right\|_{l^q(\mathbb{Z})}.
\]

We prepare two lemmata below for the proof of the main theorems in the following sections.

**Lemma 2.9.** Let $s \in \mathbb{R}$ and $1 \leq p \leq \infty$. Then
\[
B^s_{p,1}(A) \hookrightarrow H^s_p(A) \hookrightarrow B^s_{p,\infty}(A), \quad \dot{B}^s_{p,1}(A) \hookrightarrow \dot{H}^s_p(A) \hookrightarrow \dot{B}^s_{p,\infty}(A).
\]

**Proof.** We only consider the homogeneous case, since the non-homogeneous case is similar. Let $f \in \dot{B}^s_{p,1}(A)$. Then we get by the resolution of the identity in $\mathcal{Z}^\prime(A)$ (Lemma 2.2), the triangle inequality and Lemma 2.1 that
\[
\| f \|_{\dot{H}^s_p(A)} \leq \sum_{j \in \mathbb{Z}} \| \phi_j(\sqrt{A})f \|_{\dot{H}^s_p(A)} \leq C \sum_{j \in \mathbb{Z}} 2^sj\| \phi_j(\sqrt{A})f \|_{L^p} = \| f \|_{\dot{B}^s_{p,1}(A)},
\]
which proves the first embedding $B^s_{p,1}(A) \hookrightarrow H^s_p(A)$. As for the second one,
\[
\| f \|_{\dot{B}^s_{p,\infty}(A)} \leq C \sup_{j \in \mathbb{Z}} \| \phi_j(\sqrt{A})f \|_{\dot{H}^s_p(A)} \leq C \| f \|_{\dot{H}^s_p(A)},
\]
where in the first step we used (2.2) to see that $2^sj\| \phi_j(\sqrt{A})f \|_{L^p} \leq c\| A^{s/2}\phi_j(\sqrt{A})f \|_{L^p}$. Hence, we conclude the second embedding $\dot{H}^s_p(A) \hookrightarrow \dot{B}^s_{p,\infty}(A)$. 
\[\square\]
Lemma 2.10. Let $s \in \mathbb{R}$, $1 \leq p \leq \infty$ and $f \in H^s_p(A)$. Then

$$\|f\|_{H^s_p(A)} \simeq \|\psi(\sqrt{A})f\|_{L^p} + \left\| \sum_{j=1}^{\infty} \phi_j(\sqrt{A})f \right\|_{H^s_p(A)}. \tag{2.9}$$

Proof. Let $f \in H^s_p(A)$. By Lemma 2.2, we decompose $f$ into

$$f = \psi(\sqrt{A})f + \sum_{j=1}^{\infty} \phi_j(\sqrt{A})f =: f_L + f_H \quad \text{in } X'(A).$$

It follows from Lemma 2.1 that

$$\|f_L\|_{H^s_p(A)} = \|(1 + A)^{s/2}\psi(2^{-2}\sqrt{A})f_L\|_{L^p} \leq C \|f_L\|_{L^p}$$

since $\psi(\sqrt{A}) = \psi(2^{-2}\sqrt{A})\psi(\sqrt{A})$ and $(1 + \lambda)^{s/2}\psi(2^{-2}\sqrt{A})$ is a smooth function with compact support. As for the high spectral component, by the triangle inequality,

$$\|f_H\|_{H^s_p} \leq \|A^{s/2}f_H\|_{L^p} + \|(1 + A)^{s/2}f_H\|_{L^p}.$$ 

We write by the resolution of the identity, see Lemma 2.2, and the spectrum of $f_H$ away from the origin that

$$\left( (1 + A)^{s/2} - A^{s/2} \right) f_H = \sum_{j=0}^{\infty} \phi_j(\sqrt{A}) \left( (1 + A)^{s/2} - A^{s/2} \right) A^{-s/2}(A^{s/2}f_H) \quad \text{in } X'(A).$$

$$=: \sum_{j=0}^{\infty} \tilde{\phi}_j(\sqrt{A})(A^{s/2}f_H).$$

By Lemma 2.1 and the definition $\tilde{\phi}_{0,j}(\lambda) := \tilde{\phi}_j(2^j\lambda)$ we get that

$$\|\tilde{\phi}_j(\sqrt{A})(A^{s/2}f_H)\|_{L^p} \leq C \left\| (1 + \cdot)^{2^{j}} \right\|_{H^\beta} \|A^{s/2}f_H\|_{L^p},$$

where $\beta > (d + 1)/2$ ($\beta \in \mathbb{N}$) and $\gamma > (3d + 2)/4$. To estimate the $H^\beta$ norm we exploit the fundamental theorem of calculus and get

$$\tilde{\phi}_{0,j}(\lambda) = \phi_0(\lambda) \int_0^1 \partial_\theta (\theta + 2^{2j} \lambda^{2}s/2) d\theta \langle 2^{2j} \lambda \rangle^{-s} \frac{s^{2-2j}}{2^{s/2}} \phi_0(\lambda) \int_0^1 (2^{2j} \theta + \lambda^{2})^{s/2-1} d\theta.$$

Since the compact support of $\phi_0$ is away from the origin, it is easy to see that

$$\left\| (1 + \cdot)^{2^{j}} \right\|_{H^\beta} \leq C2^{-2j}.$$ 

Therefore

$$\sum_{j=0}^{\infty} \|\tilde{\phi}_j(\sqrt{A})(A^{s/2}f_H)\|_{L^p} \leq C \sum_{j=0}^{\infty} 2^{-2j} \|A^{s/2}f_H\|_{L^p} = C \|f_H\|_{H^s_p(A)},$$

which verifies that the left hand side of (2.9) is controlled by the right hand side.

For the converse inequality, we apply a similar argument. In fact, it follows that

$$\|f_L\|_{L^p} = \|(1 + A)^{-s/2}\psi(\sqrt{A})(1 + A)^{s/2}f\|_{L^p} \leq C \|(1 + A)^{s/2}f\|_{L^p} = C \|f\|_{H^s_p(A)},$$

Therefore

$$\sum_{j=0}^{\infty} \phi_j(\sqrt{A})f_{\lambda} \leq C \sum_{j=0}^{\infty} 2^{-2j} \|A^{s/2}f_H\|_{L^p} = C \|f_H\|_{H^s_p(A)},$$

which verifies that the left hand side of (2.9) is controlled by the right hand side.
Lemma 2.11. Let \( \alpha > 0 \).

(i) For \( s > 0 \), \( A^{s/2} \) and \( e^{-tA^{s/2}} \) commute on \( X'(A) \).
(ii) For \( s \in \mathbb{R}, (1 + A)^{s/2} \) and \( e^{-tA^{s/2}} \) commute on \( X'(A) \).
(iii) For \( s \in \mathbb{R}, A^{s/2} \) and \( e^{-tA^{s/2}} \) commute on \( Z'(A) \).

Proof. We only prove (iii), since (i) and (ii) can be proved by a similar argument. Let us start by proving that for \( f \in Z(A) \)

\[
A^{s/2} e^{-tA^{s/2}} f = e^{-tA^{s/2}} A^{s/2} f \quad \text{in} \ Z(A).
\]

Indeed, since \( f \in Z(A) \subset L^2 \) and \( \lambda^{s/2} e^{-t\lambda^{s/2}} = e^{-t\lambda^{s/2}} \lambda^{s/2} \) as scalar valued functions, we get the equality by the spectral theorem

\[
A^{s/2} e^{-tA^{s/2}} f = \int_0^\infty \lambda^{s/2} e^{-t\lambda^{s/2}} \, dE(\lambda) f = \int_0^\infty e^{-t\lambda^{s/2}} \lambda^{s/2} \, dE(\lambda) f
= e^{-tA^{s/2}} A^{s/2} f \quad \text{in} \ L^2.
\]

Therefore \( A^{s/2} e^{-tA^{s/2}} f(x) \) equals \( e^{-tA^{s/2}} A^{s/2} f(x) \) for almost every \( x \). We then conclude that \( A^{s/2} e^{-tA^{s/2}} f = e^{-tA^{s/2}} A^{s/2} f \) in \( Z(A) \). The commutativity in \( Z'(A) \) follows from commutativity in \( Z(A) \) and a duality argument. \( \square \)

3. Proof of Theorem 1.4

Proof of (i). We start by the completeness of \( \dot{H}^s_p(A) \). Let \( \{f_n\}_{n=1}^\infty \) be a Cauchy sequence in \( \dot{H}^s_p(A) \). By definition, \( \{A^{s/2} f_n\}_{n=1}^\infty \) is a Cauchy sequence in \( L^p(\Omega) \) and \( A^{s/2} f_n \) converges to an element \( g \in L^p(\Omega) \) as \( n \to \infty \) due to the completeness of \( L^p(\Omega) \). We have \( g, A^{-s/2} g \in Z'(A) \), since \( L^p(\Omega) \hookrightarrow Z'(A) \) (see Lemma 1.2) and \( A^{-s/2} \) is well-defined on \( Z'(A) \) (see Corollary 2.5). We also see that \( f_n \to A^{-s/2} g \) in \( \dot{H}^s_p(A) \), which proves the completeness of \( \dot{H}^s_p(A) \). It is easy to see that \( \| \cdot \|_{\dot{H}^s_p(A)} \) is a norm, and hence, \( \dot{H}^s_p(A) \) is a Banach space.

We turn to prove the embedding \( Z(A) \hookrightarrow \dot{H}^s_p(A) \hookrightarrow Z'(A) \). Let \( m \in \mathbb{N} \) be such that \( m > |s + d(1 - 1/p)| \). For \( f \in Z(A) \), we have from Lemma 2.2 and 2.2 that

\[
\| f \|_{\dot{H}^s_p(A)} \leq C \sum_{j \in \mathbb{Z}} 2^{sj} \| \phi_j(\sqrt{A}) f \|_{L^p(\Omega)} \leq C \sum_{j \in \mathbb{Z}} 2^{sj + d(1 - 1/p)j} \| \phi_j(\sqrt{A}) f \|_{L^1(\Omega)} \leq C q_m(f),
\]

which proves \( Z(A) \hookrightarrow \dot{H}^s_p(A) \).

For the second embedding \( \dot{H}^s_p(A) \hookrightarrow Z'(A) \), choose \( m' > |s + d/p| \). For \( f \in \dot{H}^s_p(A) \), it follows from (2.2) and the previous inequality for any \( g \in Z(A) \subset \dot{H}^0_p(A) \) that

\[
| \langle \cdot, f \rangle_Z | = | \langle A^{s/2} f, A^{-s/2} g \rangle_Z | \leq \| f \|_{\dot{H}^s_p(A)} \| g \|_{\dot{H}^{-s}_p(A)} \leq C \| f \|_{\dot{H}^s_p(A)} q_{m'}(g).
\]
The proof for non-homogeneous spaces $\mathcal{X}(A)$, $\mathcal{X}'(A)$, and $H^s_p(A)$ is similar.

**Proof of (ii).** We prove $\dot{H}^{-s}_p(A) \subset (\dot{H}^s_p(A))'$. For any $f \in \dot{H}^{-s}_p(A)$, we define the linear operator $T_f : \dot{H}^s_p(A) \to \mathbb{C}$ by

$$T_f(g) := \int_{\Omega} (A^{-s/2}f) A^{s/2}g \, dx, \quad g \in \dot{H}^s_p(A).$$

Then $T_f$ is continuous and the Hölder inequality gives

$$|T_f(g)| \leq \|f\|_{\dot{H}^{-s}_p(A)} \|g\|_{\dot{H}^s_p(A)}.$$

Conversely, for any $f \in (\dot{H}^s_p(A))'$, we define the linear operator $T'_f : L^p(\Omega) \to \mathbb{C}$ by

$$T'_f(G) := f(A^{-s/2}G), \quad G \in L^p(\Omega).$$

The continuity of $T'_f$ follows from

$$|T'_f(G)| = |f(A^{-s/2}G)| \leq \|f\|_{(\dot{H}^s_p(A))'} \|A^{-s/2}G\|_{\dot{H}^s_p(A)} = \|f\|_{(\dot{H}^s_p(A))'} \|G\|_{L^p}.$$

Since $(L^p(\Omega))' = L^{p'}(\Omega)$, there exists $F \in L^{p'}(\Omega)$ such that $\|F\|_{L^{p'}} = \|T'_f\|_{(L^p)'}$ and

$$T'_f(G) = \int_{\Omega} F(x) \overline{G(x)} \, dx, \quad G \in L^p(\Omega).$$

Here for any $g \in \dot{H}^s_p(A)$,

$$f(g) = T'_f(A^{s/2}g) = \int_{\Omega} F(x) A^{s/2}g(x) \, dx.$$

In particular, by the definition of $A^{s/2}$ on $Z'(A)$,

$$f(g) = \int_{\Omega} F(x) A^{s/2}g(x) \, dx = Z' \langle F, A^{s/2}g \rangle_Z = Z' \langle A^{s/2}F, g \rangle_Z, \quad g \in Z(A).$$

Then $\overline{F} := A^{s/2}F \in \dot{H}^{-s}_p(A)$ and $\|\overline{F}\|_{\dot{H}^{-s}_p(A)} = \|F\|_{L^{p'}} = \|T'_f\|_{(L^p)'} \leq \|f\|_{(\dot{H}^s_p(A))'}$, which proves $(\dot{H}^s_p(A))' \subset \dot{H}^{-s}_p(A)$.

The duality for the non-homogeneous spaces follows analogously.

**Proof of (iii).** The lift property follows from the well-definedness of $(1 + A)^{s_0/2}$, $A^{s_0/2}$ on $\mathcal{X}'(A)$, $Z'(A)$, respectively, and the definition of the norm of $\dot{H}^s_p(A)$. The same arguments apply to the non-homogeneous spaces.

**Proof of (iv).** It suffices to prove the case when $s = 0$ by the lift property. We apply the argument for the proof of the equivalence of decay estimates of semigroups and Sobolev inequalities, cf. the proof of Theorem 2.4.2 in the monograph by Davies [6]. Putting

$$\gamma := d\left(\frac{1}{r} - \frac{1}{p}\right),$$

we write $f \in \dot{H}^\gamma(A)$ in the form

$$f = A^{-\gamma/2}A^{\gamma/2}f = c \int_0^\infty t^{-1+\gamma/2}e^{-tA}(A^{\gamma/2}f) \, dt \quad \text{in } Z'(A).$$
with the constant $c = \Gamma(\gamma/2) > 0$ and decompose it into $f = f_1 + f_2$ where

$$f_1 := c \int_0^T t^{-1+\frac{2}{p}} e^{-tA}(A^{\gamma/2} f) \, dt, \quad f_2 := c \int_T^\infty t^{-1+\frac{2}{p}} e^{-tA}(A^{\gamma/2} f) \, dt,$$

with $T > 0$ to be fixed later. Finally, we recall that the distribution function $\mu_f(\lambda) = |\{x \mid |f(x)| > \lambda\}|$ satisfies the elementary inequality

$$\mu_f(\lambda) \leq \mu_{f_1}\left(\frac{\lambda}{2}\right) + \mu_{f_2}\left(\frac{\lambda}{2}\right).$$

Now we use the Gaussian estimate of the semigroup $\{e^{-tA}\}_{t \geq 0}$, see [6, Example 2.1.8], to get by Hölder’s inequality the estimate

$$\|f_2\|_{L^\infty} \leq C \int_T^\infty t^{-1+\frac{2}{p}} t^{-\frac{d}{p'}} ||A^{\gamma/2} f||_{L^p} \, dt \leq CT^\frac{d}{p'} ||A^{\gamma/2} f||_{L^p} = CT^{-\frac{d}{p'}} ||A^{\gamma/2} f||_{L^p}.$$

We choose $T > 0$ such that

$$\frac{\lambda}{2} = CT^{-\frac{d}{p'}} ||A^{\gamma/2} f||_{L^p},$$

and get $\mu_{f_2}(\lambda/2) = 0$. This and the boundedness of $e^{-tA}$ imply

$$\mu_f(\lambda) \leq \mu_{f_1}\left(\frac{\lambda}{2}\right) \leq 2^p \lambda^{\frac{2}{p}} ||f||_{L^p} \leq 2^p \lambda^{\frac{2}{p}} \left(CT^{\frac{2}{p'}} ||A^{\gamma/2} f||_{L^p}\right) = C\lambda^{-p} ||A^{\gamma/2} f||_{L^p},$$

which proves that the operator $A^{-\gamma/2}$ is of weak type $(r,p)$. Then the Marcinkiewicz interpolation theorem yields the boundedness of $A^{-\gamma/2}$ from $L^r(\Omega)$ to $L^p(\Omega)$ provided that $1 < r < p < \infty$. Therefore, we obtain $\dot{H}_r^s(A) \hookrightarrow L^p(\Omega)$.

The embedding for the non-homogeneous case follows from a similar argument by replacing $A$ with $1 + A$. \hfill \Box

**Proof of (v).** Put

$$\dot{Y}_p^s := \{ f \in X'(A) \mid ||f||_{H^s_p(A)} < \infty, \ f = \sum_{j \in \mathbb{Z}} \phi_j(\sqrt{A}) f \ in \ X'(A) \},$$

$$\|f\|_{\dot{Y}_p^s} := \left\| \sum_{j \in \mathbb{Z}} \phi_j(\sqrt{A}) f \right\|_{\dot{H}^s_p(A)}.$$

It follows from $X'(A) \hookrightarrow Y'(A)$ that $\dot{Y}_p^s \hookrightarrow \dot{H}^s_p(A)$. For the converse, we consider the map

$$T : \dot{H}^s_p(A) \ni f \mapsto \sum_{j \in \mathbb{Z}} \phi_j(\sqrt{A}) f \in \dot{Y}_p^s.$$

This map is well-defined. In fact, for $f \in \dot{H}_p^s(A)$, it follows from (2.2) that

$$\sum_{j \leq 0} \|\phi_j(\sqrt{A}) f\|_{L^\infty} \leq C \sum_{j \leq 0} 2^{\frac{d}{2} j} \|\phi_j(\sqrt{A}) f\|_{L^p(\Omega)} \leq C \left( \sum_{j \leq 0} 2^{(\frac{d}{2} - s) j} \right) ||f||_{\dot{H}^s_p(A)} < \infty,$$

which proves that the low spectral part of $f$ belongs to $L^\infty(\Omega) \subset X'(A)$. For the high spectral part, by the definition of $X'(A)$ it is easy to see that

$$\sum_{j \geq 1} \phi_j(\sqrt{A}) f \in X'(A),$$
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since
\[
\left\| \sum_{j \geq 1} \phi_j(\sqrt{A})f \right\|_{L^p} \leq C \sum_{j \geq 1} 2^{-sj} \|A^{s/2}f\|_{L^p} = c\|f\|_{\dot{H}^s_p(A)}.
\]
Thus, \( f \in \mathcal{X}'(A) \). By definition, \( T \) is an isometry. Therefore, we obtain \( \dot{H}^s_p(A) \hookrightarrow \dot{Y}^s_p \). \( \square \)

4. Proof of Theorem 1.5

We start by proving the inequality in Besov spaces, namely.
\[
\|f\|_{B^s_{p,1}(A)} \leq C\|f\|_{B^\theta_{p,\infty}(A)}^{1-\theta} \|f\|_{B^{1-\theta}_{p,\infty}(A)}^\theta.
\]
(4.1)

Once it is proved, the inequality for the Sobolev spaces in Theorem 1.5 is an immediate consequence of (4.1) and the embedding \( \dot{B}^s_{p,1}(A) \hookrightarrow \dot{H}^s_p(A) \hookrightarrow \dot{B}^s_{p,\infty}(A) \) for all \( s \in \mathbb{R} \) and \( 1 \leq p \leq \infty \), see Lemma 2.9.

Therefore, let us show inequality (4.1). Hereafter, we write \( f_j = \phi_j(\sqrt{A})f \) for simplicity.

The case when \( r, r_0 \leq p \). We notice that \( s > 0 \) and \( r \leq p \) imply \(-d/r < s - d/p\), so that \( s - d/p \) as a convex combination in (1.4) satisfies
\[
s - \frac{d}{p} \in \left( -\frac{d}{r}, s_0 - \frac{d}{r_0} \right).
\]
(4.2)

For \( N \in \mathbb{Z} \) we split the infinite series in the definition of the norm of Besov spaces into two series, one for \( j \leq N \) and another for \( j > N \). Applying (2.2), we get that
\[
\|f\|_{B^s_{p,1}(A)} \leq C \sum_{j \leq N} 2^{sj + d(\frac{1}{r} - \frac{1}{p})j} \|f_j\|_{L^r} + C \sum_{j > N} 2^{sj + d(\frac{1}{r_0} - \frac{1}{p})j} \|f_j\|_{L^{r_0}}
\]
\[
\leq C 2^{sN + d(\frac{1}{r} - \frac{1}{p})N} \|f\|_{B^\theta_{p,\infty}(A)} + C 2^{sN + d(\frac{1}{r_0} - \frac{1}{p})N - s_0N} \|f\|_{B^{1-\theta}_{p,\infty}(A)},
\]
since \( s + d(1/r - 1/p) > 0, s + d(1/r_0 - 1/p) - s_0 < 0 \). By choosing \( N \) such that
\[
2^{sN + d(\frac{1}{r} - \frac{1}{p})N} \|f\|_{B^\theta_{p,\infty}(A)} \leq 2^{sN + d(\frac{1}{r_0} - \frac{1}{p})N - s_0N} \|f\|_{B^{1-\theta}_{p,\infty}(A)},
\]
we obtain (4.1) with the same \( \theta \) as in Theorem 1.5 under the condition \( r, r_0 \leq p \).

For the next two cases, let \( \mu \) satisfy \( 1/p = \mu/r + (1 - \mu)/r_0 \).

The case when \( r \leq p < r_0 \). As in the previous case, we have (4.2), and, due to (1.4) and \( s < (1 - \theta)s_0 \),
\[
\frac{d}{p} - \frac{d}{r} - \theta \left( \frac{d}{r} - \frac{d}{r_0} \right) = s - (1 - \theta)s_0 < 0
\]
which implies \( 1/p < \theta/r + (1 - \theta)/r_0 \), and \( \theta > \mu \). Hence we have \( s + d/r - d/p > 0 \) and \( s - (1 - \mu)s_0 < s - (1 - \theta)s_0 < 0 \). For \( N \in \mathbb{Z} \) we split the sum into two parts, \( j \leq N \) and \( j > N \), apply (2.2) and the interpolation inequality \( \|f_j\|_{L^p} \leq \|f_j\|_{L^r}^{\mu/p} \|f_j\|_{L^{r_0}}^{1-\mu} \) to get that
\[
\|f\|_{B^s_{p,1}(A)} \leq C \sum_{j \leq N} 2^{sj + d(\frac{1}{r} - \frac{1}{p})j} \|f_j\|_{L^r} + C \sum_{j > N} 2^{sj} \|f_j\|_{L^r}^{\mu} \|f_j\|_{L^{r_0}}^{1-\mu}
\]
\[
\leq C 2^{sN + d(\frac{1}{r} - \frac{1}{p})N} \|f\|_{B^\theta_{p,\infty}(A)} + C 2^{sN - (1-\mu)s_0N} \|f\|_{B^{1-\theta}_{p,\infty}(A)} \|f\|_{B^{1-\mu}_{p,\infty}(A)},
\]
(4.3)
By choosing $N$ such that
\[ 2^{sN + d(\frac{1}{p} - \frac{1}{r})} \left\| f \right\|_{B^s_{p,1}(A)} \lesssim 2^{sN - (1 - \mu)s_0N} \left\| f \right\|_{B^0_{r_0,\infty}(A)} \left\| f \right\|_{B^0_{r_0,\infty}(A)} \]
we obtain (4.4) with the same $\theta$ as in Theorem 1.3.

The case when $r_0 \leq p < r$. We start by the case when $-d/r < s_0 - d/r_0$. As in (4.3) we obtain that
\[
\left\| f \right\|_{B^s_{p,1}(A)} \lesssim C \sum_{j \leq N} 2^{sj} \left\| f \right\|_{L^{r_0}} \left\| f \right\|_{L^{r_0}}^{1 - \mu} + C \sum_{j > N} 2^{sj + d(\frac{1}{r_0} - \frac{1}{r})} \left\| f \right\|_{L^{r_0}}
\]
\[
\lesssim C2^{sN - (1 - \mu)s_0N} \left\| f \right\|_{B^0_{r_0,\infty}(A)} \left\| f \right\|_{B^0_{r_0,\infty}(A)} + C2^{(s - s_0 + d(\frac{1}{r_0} - \frac{1}{r}))N} \left\| f \right\|_{B^0_{r_0,\infty}(A)}
\]
provided that $s - (1 - \mu)s_0 > 0$ and $s - s_0 - d/p + d/r_0 < 0$. Let us check these two conditions on indices. Since $\theta < 1 - s/s_0$ and $s - d/p$ is a convex combination of $-d/r$ and $s_0 - d/r_0$ with parameter $\theta$, see (1.4), we notice that
\[
\frac{-d}{r} < s_0 - \frac{d}{r_0} \quad \text{implies} \quad s - \frac{d}{p} > \left(1 - \frac{s}{s_0}\right) \left(-\frac{d}{r}\right) + \frac{s}{s_0} \left(s_0 - \frac{d}{r_0}\right),
\]
which is equivalent to
\[
\frac{1}{p} < \frac{1 - \frac{s}{s_0}}{r} + \frac{\frac{s}{s_0}}{r_0}, \quad \text{i.e.} \quad s - (1 - \mu)s_0 > 0.
\]
The second condition $s - d/p - s_0 + d/r_0 < 0$ is satisfied, since $-d/r < s_0 - d/r_0$ and $s - d/p$ is given by a convex combination of $-d/r$ and $s_0 - d/r_0$ with parameter $\theta$, see (1.4). By choosing $N$ such that
\[
2^{sN - (1 - \mu)s_0N} \left\| f \right\|_{B^0_{r_0,\infty}(A)} \left\| f \right\|_{B^0_{r_0,\infty}(A)} \lesssim 2^{(s - s_0)N + d(\frac{1}{r_0} - \frac{1}{r})N} \left\| f \right\|_{B^0_{r_0,\infty}(A)},
\]
we obtain (4.4).

Conversely, if $-d/r > s_0 - d/r_0$, then this implies
\[
s - s_0 + \frac{d}{r_0} - \frac{d}{p} > 0 \quad \text{and} \quad s - (1 - \mu)s_0 < 0.
\]
We estimate, exchanging the inequalities for the low and the high spectral parts in (4.4),
\[
\left\| f \right\|_{B^s_{p,1}(A)} \lesssim \sum_{j \leq N} 2^{sj + d(\frac{1}{r_0} - \frac{1}{r})j} \left\| f \right\|_{L^{r_0}} + \sum_{j > N} 2^{sj} \left\| f \right\|_{L^{r_0}}^{1 - \mu}
\]
\[
\lesssim C2^{(s - s_0 + d(\frac{1}{r_0} - \frac{1}{r}))N} \left\| f \right\|_{B^0_{r_0,\infty}(A)} + C2^{sN - (1 - \mu)s_0N} \left\| f \right\|_{B^0_{r_0,\infty}(A)}\left\| f \right\|_{B^0_{r_0,\infty}(A)}.
\]
Choosing $N$ satisfying (4.5), we obtain (4.1).

5. Proof of Theorem 1.6

Proof of Theorem 1.6 (i), homogeneous case. For each $\alpha > 0$, we know from (2.8) the uniform boundedness of $\left\{e^{-tA^{\alpha/2}}\right\}_{t \geq 0}$ in $L^1(\Omega)$ with respect to $t \geq 0$, which proves the boundedness in $L^\infty(\Omega)$ by a duality argument. Then interpolation yields the boundedness in $L^p(\Omega)$ for $1 \leq p \leq \infty$. Therefore, due to the commutativity of $e^{-tA^{\alpha/2}}$ and $A^{\alpha/2}$, see Lemma 2.11,
\[
\sup_{t > 0} \left\| e^{-tA^{\alpha/2}} \right\|_{H^2_\alpha(A) \to H^2_\alpha(A)} < \infty \quad \text{for each} \quad \alpha > 0.
\]
We apply this kind of estimates in Proof of Theorem 1.6 (ii), homogeneous case. We write the decomposition of the identity in the form
\[ \psi, \phi \]
where \(\psi\) satisfies (2.3). We apply the boundedness of the spectral multiplier (2.1) to the operator \(e^{-tA^{\alpha/2}}(1 - \psi(2^{-j_0}\sqrt{A}))\) with the scaling of \(2^{-j_0}\), and it leads to the exponential decay by the following inequality.
\[
\|(1 + \lambda^2)^{\beta} e^{-t(2^{j_0}\sqrt{A})}(1 - \psi(\sqrt{A}))\|_{H^p_{t}}(\lambda \in \mathbb{R}) \leq Ce^{-\kappa t},
\]
where \(\kappa\) is a positive constant depending on \(j_0\) and \(\beta, \gamma > 1\).

**Proof of Theorem 1.6 (ii), homogeneous case.** We apply this kind of estimates in Besov spaces (see [10 Theorem 1.1]) and the embedding \(\dot{B}^{s}_{p,1}(A) \hookrightarrow \dot{H}^{s}_{p}(A) \hookrightarrow \dot{B}^{s}_{p,\infty}(A),\) which imply
\[
\|e^{-tA^{\beta/2}}f\|_{\dot{H}^{s}_{p}(A)} \leq C\|e^{-tA^{\beta/2}}f\|_{\dot{B}^{s}_{p,1}(A)} \leq Ct\left(\frac{s\gamma}{\alpha} \frac{\beta}{p_1} \frac{1}{p_2}\right)\|f\|_{\dot{B}^{s}_{p,\infty}(A)}.
\]

**Proof of Theorem 1.6 (iii), homogeneous case.** It is sufficient to prove the case when \(s = 0\) by the lift property and the commutativity of \(A^{s/2}\) and \(e^{-tA^{\alpha/2}}\).

We start by the case when \(1 \leq p < \infty\). Let \(f \in L^{p}(\Omega)\). The ideas are the denseness of \(C_0^\infty(\Omega)\) in \(L^{p}(\Omega)\) and the continuity of \(e^{-tA^{\alpha}}\) at \(t = 0\) for the power \(\ell \in \mathbb{N}\) together with subordination. In fact, since \(C_0^\infty(\Omega)\) is dense in \(L^{p}(\Omega)\), choose a sequence \(\{f_{n}\}_{n=1}^{\infty} \subset C_0^\infty(\Omega)\) such that \(f_{n}\) converges to \(f\) in \(L^{p}(\Omega)\) as \(n \to \infty\). Then, by the uniform boundedness of \(e^{-tA^{\alpha/2}}\) in \(L^{p}(\Omega)\) with respect to \(t > 0\), it suffices to show the convergence for \(f_{n}\). We call \(f_{n} \in C_0^\infty(\Omega)\) again \(f\) and prove that
\[
\lim_{t \to 0} \|e^{-tA^{\alpha/2}}f - f\|_{L^{p}} = 0, \quad f \in C_0^\infty(\Omega).
\]

We write the decomposition of the identity in the form
\[
\psi(2^{-N}\sqrt{A}) + \sum_{j \geq N} \phi_{j}(\sqrt{A}),
\]
where \(\psi, \phi_{j}\) satisfy (2.3), to analyze low and high spectrum parts separately. Since \(f \in H^{s}_{p}(A)\) for all \(s > 0\), it follows that
\[
\sup_{t > 0} \left\|\sum_{j \geq N} \phi_{j}(\sqrt{A})\left(e^{-tA^{\alpha/2}}f - f\right)\right\|_{L^{p}} \leq C \left\|\sum_{j \geq N} \phi_{j}(\sqrt{A})f\right\|_{L^{p}} \leq C' \sum_{j \geq N} 2^{-sj} \|A^{s/2}f\|_{L^{p}} \leq C' 2^{-sN} \|f\|_{H^{s}_{p}(A)} \to 0
\]
as \(N \to \infty\). For the low spectrum part, we need to show
\[
\lim_{t \to 0} \left\|\psi(2^{-N}\sqrt{A})\left(e^{-tA^{\alpha/2}}f - f\right)\right\|_{L^{p}_{17}} = 0 \quad \text{for each } N \in \mathbb{N}.
\]

(5.1)
Indeed, we take $\ell_0 \in \mathbb{N}$ with $2\ell_0 > \alpha$, and write by the subordination
\[
\psi(2^{-N}\sqrt{A}) (e^{-tA^{\alpha/2}} f - f) = \int_0^\infty F_{\ell_0}(s) \psi(2^{-N}\sqrt{A})(e^{-sA^{\alpha_0}} - 1) f \, ds
\]
By extending $\psi(2^{-N}\sqrt{\lambda}) (\lambda \geq 0)$ to a function in $C_0^\infty(\mathbb{R})$, we have that
\[
\|(1 + \lambda^2)\beta \psi(2^{-N}\sqrt{\lambda})(e^{-st^{1/\alpha}\lambda^{\alpha_0}} - 1)\|_{H^\gamma(\lambda \in \mathbb{R})} \to 0
\]
as $t \to 0$, where $\beta, \gamma > 1$. Then the boundedness of the spectral multiplier in Lemma 2.1 implies that
\[
\left\| \psi(2^{-N}\sqrt{\lambda}) (e^{-st^{1/\alpha}\lambda^{\alpha_0}} - 1) \right\|_{L^p \to L^p} \to 0
\]
as $t \to 0$, and we obtain (5.1). Therefore, the case when $1 \leq p < \infty$ is proved.

The case when $p = \infty$ follows by duality. In fact, let $f \in L^\infty(\Omega)$ and $g \in L^1(\Omega)$. Then
\[
\left| \int_\Omega (e^{-tA^{\frac{\alpha}{2}}} f - f) \overline{g} \, dx \right| = \left| \int_\Omega f \cdot (e^{-tA^{\frac{\alpha}{2}}} g - g) \, dx \right|
\leq \|f\|_{L^\infty} \|e^{-tA^{\frac{\alpha}{2}}} g - g\|_{L^1}
\to 0 \quad \text{as} \quad t \to 0.
\]
Concerning the above duality argument note that for a sequence $\{g_n\} \subset C_0^\infty(\Omega)$ satisfying $g_n \to g$ in $L^1(\Omega)$ there holds
\[
\int_\Omega (e^{-tA^{\frac{\alpha}{2}}} f) \overline{g_n} \, dx = \langle f, e^{-tA^{\frac{\alpha}{2}}} g_n \rangle = \langle f, e^{-tA^{\frac{\alpha}{2}}} \rangle g_n \rangle = \int_\Omega f \cdot e^{-tA^{\frac{\alpha}{2}}} \overline{g_n} \, dx.
\]
As $n \to \infty$, we obtain that $\int_\Omega (e^{-tA^{\frac{\alpha}{2}}} f) \overline{g} \, dx = \int_\Omega f \cdot e^{-tA^{\frac{\alpha}{2}}} g \, dx$. \hfill \square

**Proof of Theorem 1.6 (iv), homogeneous case.** We start by proving that
\[
\sup_{\lambda \in \mathbb{C}, \Re \lambda > 0} \|\lambda(\lambda + A)^{-1}\|_{L^p \to L^p} < \infty. \tag{5.2}
\]
Let $f \in L^p(\Omega)$. By the resolution of the identity (see Lemma 2.2) for the operator $A/\Re \lambda$,
\[
f = \psi(\sqrt{A/\Re \lambda}) f + \sum_{j=1}^\infty \phi_j(\sqrt{A/\Re \lambda}) f.
\]
We note that this holds not only in $A'(\alpha)$ but also pointwise almost everywhere, and
\[
\lambda(\lambda + A)^{-1} = \frac{\lambda/\Re \lambda}{\lambda/\Re \lambda + A/\Re \lambda}
\]
with an abuse of notation. By the spectral multiplier theorem, if $\Re \lambda \geq |\Im \lambda|$,\[
\left\| \frac{\lambda/\Re \lambda}{\lambda/\Re \lambda + A/\Re \lambda} \psi(\sqrt{A/\Re \lambda}) f \right\|_{L_p} \leq C \|f\|_{L_p},
\]
\[
\sum_{j=1}^\infty \left\| \frac{\lambda/\Re \lambda}{\lambda/\Re \lambda + A/\Re \lambda} \phi_j(\sqrt{A/\Re \lambda}) f \right\|_{L_p} \leq \sum_{j=1}^\infty C \frac{2^j \|f\|_{L_p}}{\|f\|_{L_p}} \leq C \|f\|_{L_p},
\]
which proves (7.2) on a sector in the right half plane of opening angle $\pi/2$ and hence the sectoriality of $A$ from $\dot{H}^s_p(A) \cap \dot{H}^{s+2}_p(A)$ to $\dot{H}^s_p(A)$. If $\Re \lambda \leq |\Im \lambda|$, then we can obtain a similar inequality, considering $|\Im \lambda|$ instead of $\Re \lambda$. This proves the analyticity of $\{e^{-tA/\lambda}\}_{t \geq 0}$ on $(0, \infty)$, see [14 Chapter 2]. Due to the spectral multiplier estimates in Lemma 2.1, this argument applies to $\dot{A}^{\alpha/2}$ from $\dot{H}^s_p(A) \cap \dot{H}^{s+\alpha}_p(A)$ to $\dot{H}^s_p(A)$, as well. □

**Proof of Theorem 1.6 (i) - (iv), non-homogeneous case.** The proof follows the homogeneous case above except for the local-in-time estimate (ii). This is because of the low frequency estimate; in fact, we estimate by Lemma 2.10 and Lemma 2.1

\[
\|e^{-tA^{\alpha/2}}f\|_{\dot{H}^s_p(A)} \leq C\|\psi(\sqrt{A})e^{-tA^{\alpha/2}}f\|_{L^p} + C\left(\sum_{j=1}^{\infty} \phi_j(\sqrt{A})e^{-tA^{\alpha/2}}f\right)_{\dot{H}^s_p(A)}
\]

\[
\leq Ct^{-\frac{\alpha}{2}(\frac{1}{p_1} - \frac{1}{p_2})}\|\psi(\sqrt{A})f\|_{L^p} + Ct^{-\frac{\alpha}{2} - \frac{\alpha}{1} - \frac{\alpha}{2}(\frac{1}{p_1} - \frac{1}{p_2})}\left(\sum_{j=1}^{\infty} \phi_j(\sqrt{A})f\right)_{\dot{H}^s_p(A)}
\]

\[
\leq C\left(1 + t^{-\frac{\alpha}{2} - \frac{\alpha}{1} - \frac{\alpha}{2}(\frac{1}{p_1} - \frac{1}{p_2})}\right)\|f\|_{\dot{H}^s_p(A)}.\]

□
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