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Abstract—This article investigates how interacting agents arrive to a consensus or a polarized state. We study the opinion formation process under the effect of a global steering mechanism (GSM), which aggregates the opinion-driven stochastic agent states at the network level and feeds back to them a form of global information. We also propose a new two-layer agent-based opinion formation model, called GSM-DeGroot, that captures the coupled dynamics between agent-to-agent local interactions and the GSM’s steering effect. This way, agents are subject to the effects of a DeGroot-like local opinion propagation, as well as to a wide variety of possible aggregated information that can affect their opinions, such as trending news feeds, press coverage, polls, elections, etc. Contrary to the standard DeGroot model, our model allows polarization to emerge by letting agents react to the global information in a stubborn differential way. Moreover, the introduced stochastic agent states produce event stream dynamics that can fit to real event data. We explore numerically the model dynamics to find regimes of qualitatively different behavior. We also challenge our model by fitting it to the dynamics of real event data. Our experiments show that the proposed model holds.
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I. INTRODUCTION

THE explosive development of new electronic communication means is heavily impacting the self-organized social dynamics of opinion formation and political participation, in ways that are not fully understood. Our limited view over the incurred changes is partly due to the fact that we lack expressive yet interpretable models that could account for the complex multilevel information pathways that become available through modern communication technology. To advance our understanding, what is mostly needed is rather simple models able to highlight a meaningful prototypical agent-based mechanism that drives opinion formation.

The landscape in which modern public debate takes place, includes national and international broadcasting media, and more recently online social networking platforms, which have altered the way and the speed with which people exchange information [1], [2]. Especially for the exchanges on online platforms, these have substituted part of the physical interactions between individuals, and have led to a reshaping of the social network formed around each individual [3], e.g., by having a wider set of contacts including weak-ties and contacts that are geographically remote. The transition from one-to-many to many-to-many communication that these platforms allow has brought new attention to self-organized social behavior, like the new ways of political participation through digital media [4]. Among the interesting related phenomena, one can find some that are emergent, such as price formation, panic buying, overnight formation of social movements, persistent rumors, and self-organized fake news circulation [5], [6], [7], [8]. A recent spur in modeling efforts for such phenomena from a complex system perspective, largely concerns opinion dynamics [9]. Several recent analyses and models have either focused on misinformation spreading or polarization dynamics [10], [11]. Only few modeling efforts have explicitly studied the interplay between individual opinion dynamics, which are driven locally by social influence, and the correlation of different debate topics that coevolve in a multidimensional space [12].

The theoretical literature on modeling opinion dynamics comprises mainly two streams, one with models considering opinions as continuous variables, and another one considering them as binary or discrete variables. The first one contains models based on the DeGroot model [13], which is itself a generalization of French’s seminal work [14]. A great variety of generalizations and variations of this model have been proposed, mainly by relaxing the assumption that the influence between any two agents is fixed, and allowing instead to vary as functions of time or the opinion of the nodes [15], [16], [17]. Continuous modeling is not restricted to use DeGroot-Friedkin models [13], [18], [19] as a basis, but rather includes a variety of other models [9], [10], [20], [21]. The other stream of research, initiated by Granovetter [22], considers opinions...
as binary (or discrete) variables and frequently adopts a game theoretical approach, in which opinions are considered as strategies that give each time the best response to the state of the local environment [23], [24], or a physics-like approach in which opinions are states, with models adapted from physics to social sciences [25], [26]. Often, these models can be summed up to threshold models, where an opinion state is adopted when a sufficiently large proportion of a node’s neighborhood has done so [27]. Both these research streams have boosted the interest in understanding the opinion formation process, consensus formation [13], [28], maintenance of diversity despite increasing local resemblance [29], with some attempts to model global interaction on top of the one at the local level [30], [31]. Such models are limited as they define global interactions to be also peer-to-peer, whereas with other arbitrarily distant agents.

A. DeGroot-Based Modeling

At the core of many of the opinion formation studies is the DeGroot-based modeling [13], [18], which is also central in this work. The classic DeGroot model considers only local interactions between neighboring agents, and brings their opinions closer and closer. An agent can still be influenced by any other if there exists a path connecting them, but only through step-by-step bilateral interactions involving intermediaries. Essentially, this simulates the primordial idea that an agent’s opinion is driven mainly by locally influential individuals [32] and her tendency to conform with her social environment. The DeGroot model is prototypical and insightful as a mechanism, but it comes with a number of notable limitations, most of which have occupied the literature.

First, the local smoothing of opinions, under weak assumptions, leads always to global consensus. Consequently, it is unable to generate opinion diversity or polarization (i.e., multimodal consensus) on its own. To fill the gap, there have been conjectures and speculations about mechanisms that could allow such phenomena to emerge. One idea is that polarization can come from stubborn agents that are not eager to change their positions regardless the changes in their social surrounding, and therefore act as diverse attractors [21], [33], [34]. Another one, also at the local level, stipulates that signed networks, which model local attraction-repulsion, can also lead to polarization [35]. We discuss in technical terms that these approaches lead to limited polarization, specifically upper-bounded by the initial conditions (see Section III-C). One may point out that the attempts to explain opinion divergence introduce preinscribed features to the system, either at the connectivity level, or at the agents’ opinion update level. This implies that divergence is not really generated by the process itself, but is due to the preinscribed features that push the system to polarized states. The preinscribed features can be the result of deeper beliefs or psychological factors that do not change during a short-term debate, such as those taking place in social media. Few works have tried to include psychological factors that can cause an agent’s behavior to change during the opinion formation, e.g., the notion of tolerance that makes an agent’s opinion to saturate the more agreement there is in her neighborhood [36].

Second, by conceptualizing the opinion formation as taking place strictly through peer-to-peer interactions, it lacks any mechanism of broadcasting or aggregation of agents’ opinions, or ways for agents to get feedback from the global state of the debate over the network; hence it leaves mass media effects completely out of its scope. In reality, such mechanisms become more and more relevant due to the fact that it is natural for agents who operate under cognitive and time constraints to seek for summarized or filtered information sources. In the modern landscape there are new interacting entities and information pathways [37], [38], [39], [40], as well as the increased coupling of local and global information flows (e.g., mass media picking up on social media trends), which are usually in place simultaneously [41].

Third, a point of our criticism that is somewhat related to the previous one, the DeGroot-based modeling rarely considers political participation as an important aspect of the opinion formation. However, political participation has been found to be reliably associated with media usage, and especially social media [42], [43]. We accordingly argue that for an agent, public expression beyond her narrow social environment and political participation are intertwined with her opinion, which is a mostly overlooked feature in the literature. In this work, we regard agents as being in conversation with both their local environments and the global state-of-things represented by information aggregation. Furthermore, and related to the first point of criticism about polarization, we argue that the attraction or repulsion to information aggregation can be more important as a factor producing opinion diversity, compared to similar local level reactions, for several reasons. To mention a few: 1) local reactions going against an agent’s social surrounding is likely to be frictional and costly; 2) the effects of this kind of local disagreement can be negligible compared to the -usually more frequent- interactions with global information that is supposed to be more representative for the state of the debate at the whole network level; and 3) for the same reason, information aggregation is likely to generate structured reactions, while local disagreement is not.

Fourth, a point of general criticism to all the stream of classical opinion formation modeling is that it idealizes the process (e.g., by assuming that opinions are visible and subject to direct exchange between agents, by considering simplistic opinion propagation and update rules, or by ignoring psychological aspects in agents’ reactions) and does not offer in the end sufficient tools for addressing problems involving real data [44], [45], [46], [47], [48].

B. Contribution

In this article, we present the GSM-DeGroot model that aims at capturing the intertwined relationship between each agent’s opinion (a continuous variable) and the publicly visible political expression or participation (e.g., protest participation, posting on social networking platforms, etc.), which is represented by an opinion-dependent stochastic state. It is thereby a hybrid model that combines elements from different literature streams.
The proposed model consists of three mechanisms, where the last two represent distinct but potentially contradicting forces: 1) an event generation mechanism (EGM) that introduces an opinion-based stochastic state (binary) for each agent corresponding to events of public manifestation or participation; 2) a typical local opinion propagation mechanism (OPM) that is a converging force making agents more and more alike; and 3) a global steering mechanism (GSM) that is a polarizing force acting at the global level, and can make agents moving apart from each other. More specifically, the GSM computes a summary of the agents’ states and feeds it back to the agents, who are allowed to have stubborn differential reactions to it, hence contrasting opinion updates. Note that, the defined process can also be seen as a point-process over a graph, with the difference to existing processes (e.g., like Hawkes process [48]) that here the agents do not interact directly through their states (i.e., the occurring events) but through their opinions (latent variables) that drive the states.

The originality of our approach is that it goes beyond the standard DeGroot-based modeling: on the top of a DeGroot-like idealization, GSM-DeGroot accounts for information aggregation phenomena that can lead to structured agent reactions and polarization, while also builds a stochastic process that can fit to real event data and offer quantitative insight.

By both extensive numerical simulations and deriving mathematical properties, we show how the interaction of these mechanisms allow richer and more complex dynamics, such as disagreement, polarization, and radicalization. We show that there are areas of distinct behavior in different regions of the model’s parameter space, and that the model offers interpretable descriptions of the associated dynamics. We also show that our model is capable of fitting to the approximate dynamics of several phenomena of recent collective movement or action recorded on Twitter. The model parameters allow the interpretation and comparison of different public events, or the same event across different linguistic areas, and this way to get insight and comparison of different public events, or the same event across different linguistic areas, and this way to get insight about their characteristics. An improved fitting is achieved when combining our approach with (fully) stubborn agents. Contrary, when removing the proposed GSM, the remaining model equipped only with stubbornness cannot fit well to the event data.

The organization of the rest is as follows. Section II presents the proposed model. Section III investigates some of its mathematical properties. In Section IV we study empirically the model dynamics in synthetic scenarios. In Section V, we fit our model to real event data and we highlight its interpretability. We give our conclusions in Section VI. The Appendix provides technical proofs and additional material.

II. THE ENHANCED GSM-DEGROOT MODEL

A. Model Statement

\( N \) agents are represented as nodes in a fixed, strongly connected, weighted digraph \( G = (V, W) \), where \( V = \{1, \ldots, N\} \) is the set of node indexes. \( W = \{w_{ji}\}_{i,j \in V} \) is a matrix with normalized incoming edge weights, i.e., \( \forall i \in V, \sum_{j=1}^{N} w_{ji} = 1 \), where \( w_{ji} \) indicates the influence level of agent \( j \) to \( i \).

Each agent \( i \) is characterized by an opinion-dependent stochastic state \( S_{i,t} \in \{0, 1\} \), produced by the EGM, indicating whether or not the agent generates an event to manifest her views beyond her local environment; a time-dependent opinion \( X_{i,t} \in \mathbb{R} \), which is exchanged locally with neighboring agents through an OPM; and a fixed inherent (i.e., stubborn) way \( \beta_i \in \mathbb{B} \subseteq \mathbb{R} \), in a value range \( \mathbb{B} \) around 0, in which she responds to received global information. Moreover, we consider \( g(S_t) \) to be a function representing the GSM that aggregates information from the network at a global level and feeds it back to the agents.

Given agent \( i \)’s current opinion \( X_{i,t} \), the discrete-time evolution of her state and opinion for time \( t + 1 \) is given by

\[
\text{State update: } S_{i,t+1} \sim \text{Bernoulli} \left( \frac{1}{1 + \exp(-\lambda X_{i,t})} \right) \tag{1}
\]

\[
\text{Opinion update: } X_{i,t+1} = \beta_i g(S_t) + \sum_{j=1}^{N} w_{ji} X_{j,t} \tag{2}
\]

According to the EGM (1),

\[
\mathbb{P}(S_{i,t} = 1) = \frac{1}{1 + \exp(-\lambda X_{i,t})}
\]

\[
\mathbb{P}(S_{i,t} = 0) = 1 - \mathbb{P}(S_{i,t} = 1)
\]

and parameter \( \lambda \) being a sensitivity parameter. In the rest, we consider \( g(S_t) = \gamma S_t \), where \( S_t = \left(1/N \right) \sum_{i=1}^{N} \mathbb{1}\{S_{i,t} = 1\} \), and \( \gamma \geq 0 \) is a parameter expressing the GSM’s scaling effect. We call the value of \( g(S_t) \) as the GSM’s steering strength at time \( t \).

B. Model Interpretation

GSM-DeGroot introduces, for of each agent \( i \), a stochastic state \( S_{i,t} \) and a fixed predisposition \( \beta_i \) over the received global information. These two additions to the classical DeGroot model [13] are explained next.

1) Opinion-Dependent States: At time \( t \), the EGM generates stochastically the state of agent \( i \) as a function that is increasing with her current opinion value, and independently of her previous state. The GSM-DeGroot model is a particular discrete-time stochastic process generating one-sided opinion-driven events (i.e., agents getting in state 1) with variable probability intensity over time (i.e., non-iid events). This is totally different to typical state-based models where there is no notion of agent’s transition from one state to the other. The model could be seen as a discrete-time point-process over a graph, however the difference to existing processes (e.g., Hawkes process [48]) is that the agents in our model do not interact directly through their states (i.e., the events), but only through their opinions, which are latent variables driving the states; then, states affect the process only through the global aggregation of the GSM.

State 1 might be regarded as any kind of behavior or action induced by the agent’s opinion. For instance, an opinion on a
mechanism relies on aggregated coarse information from the whole network, contrary to peer-to-peer interaction that is based on repeated social exchanges and allows for more nuance. The GSM is characterized by the proportion of positively reacting agents in the population, \( \beta = (1/N) \sum_{i=1}^{N} \mathbb{1}\{\beta_i > 0\} \), and the function \( g(\cdot) \) described by the parameter \( \gamma \). Essentially, our model assumes that the agents have already formed their views, biases or predispositions, prior to the debate, and those determine the stubborn way they react to global information. This reaction can be due to either a sense of alignment, or as a reaction in opposition to what the agent perceives as the opponent “other” (e.g., believing that the media have an agenda or corrupted and distort reality).

### C. Model Extensions

**Fully stubborn agents** with fixed opinions can be easily incorporated to the GSM-DeGroot model by allowing them to skip the opinion update step at each iteration. We use this approach in our experiments. More generally, as in the Friedkin-Johnsen (FJ) model [18], we could express by \( (1 - \xi_i) \), \( \xi_i \in [0, 1] \), the extent to which each agent is stubborn about her initial opinion: \( X_{i,t+1} = \xi_i (“opinion update 2”) + (1 - \xi_i)X_{i,0} \).

Another direction to extend the model is to introduce time-dependency to some of its elements. For instance, the \( \beta_i \)'s and the graph structure may evolve with time, however, we suppose this takes place in a much longer time-scale compared to short-term opinion formation dynamics (e.g., those observed in social media), and therefore can be ignored. Besides, an individual \( \lambda_{i,t} \) for each agent \( i \) could represent effects such as her engagement in the debate over time and saturation of interest. That would be an attractive feature, yet in this work we choose to keep the model simpler by assuming homogeneity across the population and no temporal variation, thus \( \forall i, t, \lambda_{i,t} = \lambda \). Since events are proportional to the agent’s opinion value (defined to be around 0), a notable implication of the chosen setting is that all opinions need to get very negative for no events to be generated (e.g., at the beginning or the end of an information spread). In that sense, the opinion value \( X_{i,t} \) should be perceived as a combination of agent’s opinion and her interest to participate to the associated debate. Contrary, a time-dependent \( \lambda_{i,t} \) would make fitting to real data more complex, but it would also allow agents to seize generating events while remaining with nonnegative opinions. It would be interesting to also combine local features, such as psychological factors that vary individually an agent’s behavior throughout the process (e.g., the tolerance proposed in [36]), with the GSM-DeGroot that emphasizes large-scale effects.

---

**III. TECHNICAL RESULTS**

### A. Distinct Properties of the Opinion Propagation and the Global Steering Mechanisms

GSM-DeGroot’s opinion update rule [see (2)], incorporates formally two mechanisms. The second term corresponds to the OPM’s effect on agent \( i \) through direct social influence. The first term corresponds to the GSM’s effect, subject to the agent’s \( \beta_i \), governmental policy can lead to protesting against it. Here, the one-sidedness of the process means that an agent remaining in state 0 does not imply she protests in support of the policy. For cases in which protests are two-sided, an agent in state 1 can be interpreted as protesting for one of the sides and her opinion as measuring how important the matter is to her. In this case, the number of agents in state 1 should be interpreted as a measure of how controversial a topic is. A nondeterministic state means that the decision is taken considering additional factors that are external to the model, which are here assumed to be randomly distributed. For example, deciding an agent whether to participate in a protest can be a function of her view on the seriousness of a situation, psychological factors (e.g., social pressure and fatigue), her whereabouts or time availability, which are not explicitly modeled. Instead, such factors are captured by the global parameter \( \lambda \) that controls the opinion-driven actions (see Section II-C).
reaction to it. Next, we discuss the distinct properties of these two mechanisms when considered separately, along with the default EGM. We show that each of them exhibits stereotypical behavior with a clear role: the OPM acts as a converging force, whereas the GSM acts as a polarizing force. All technical proofs are provided in Appendix A.

1) Opinion Propagation Mechanism (OPM): Let $I$ be the identity matrix and $0$ be the zero matrix, both of size $N \times N$. Taken separately (i.e., $\gamma = 0$), the OPM is exactly the DeGroot opinion update rule for agent $i$ at time $t$, $X_{i,t+1} = \sum_{j=1}^{N} w_{ij} X_{j,t}$, hence it makes the opinions more and more similar. Considering the vector $X_t$ of all the opinions at time $t$, and that $\hat{W} = W^T$ is a fixed transition probability matrix (i.e., rows with nonnegative weights summing to 1), we can express the DeGroot model as a Markov chain

$$X_{t+1} = \hat{W} X_t = \hat{W}(W X_{t-1}) = \ldots = \hat{W}^{t+1} X_0. \quad (3)$$

The FJ model [18] (see Section II-C) can be expressed in a matricial form by including a nonnegative diagonal matrix $\Xi = \text{diag}(\xi_1, \ldots, \xi_N)^T$, representing agents’ stubbornness: $X_{t+1} = \Xi W X_t + (I - \Xi) X_0$. When $\Xi = I$, the FJ model reduces to the DeGroot model. A recursive form, as in (3), is obtained by the augmented system [34]: $\dot{X}_{t+1} = W X_t = \hat{W}^{t+1} X_0$, where $\bar{X}_{t+1} = [X_t^T \ X_t^T]^T$, $\bar{W} = \frac{I}{(I - \Xi)} \frac{0}{\Xi W}$.

Using a diagonal matrix $B = \text{diag}(\beta_1, \ldots, \beta_N)^T$, our GSM-DeGroot model can be written as

$$X_{t+1} = B g(S_t) + \hat{W} X_t = \left( \sum_{\tau=0}^{t} \hat{W}^\tau B g(S_{t-\tau}) \right) + \hat{W}^{t+1} X_0. \quad (4)$$

The above matricial formulations are insightful for how the structural properties of the network drive the opinion formation. The opinion update rules make the opinions more and more similar at each step by applying a smoothing operator, that is $\hat{W}$ (or $W$). The power of $\hat{W}^{t+1}$ represents a random walk on the graph, and can be seen as an operator that smooths directly the initial opinions $X_0$ in (3). The GSM-DeGroot’s recursive form is more complicated to analyze due to the stochastic term $S_t$, yet it shows clearly how $\hat{W}^{t+1}$ smooths $X_0$, and also that each $W^\tau$ acts on the reaction to the GSM and contributes to a cumulative term over time.

Under weak assumptions, the DeGroot model always converges and reaches consensus [13], which essentially requires that the range of opinions narrow over time.

Definition 1: Convergence and consensus. Convergence is reached when all opinions converge to finite values: $\forall i \in V$, $\exists C_i$ s.t. $\lim_{t \to \infty} E[X_{i,t}] = C_i$. Consensus is the global convergence of all opinions to the same finite value: $\exists C$ s.t. $\forall i \in V$, $C_i = C$. Polarization is reached if $\exists C_i \neq C_j$.

Proposition 1: Narrowing behavior over time. Under the weak assumption of normalized incoming edge weights for all nodes, it holds $\forall i \in V$: $\{\min_{i \in V} X_{i,t}\}$ is an increasing sequence, and $\{\max_{i \in V} X_{i,t}\}$ is a decreasing sequence.

Thus, not only is it impossible for the DeGroot model to converge to a polarized state, but it also reduces monotonically the maximal diversity of the system, by bringing the two most “extreme” opinions closer to each other as time passes. This is a prototypical, but also simplistic, behavior that has been criticized in the literature (see Section III-C).

The weak assumptions ensuring DeGroot’s convergence concern the network structure, which needs to be strongly connected [i.e., there is a directed path connecting every ordered node pair $(i, j)$], and aperiodic (i.e., the greatest common denominator of the length of its cycles to be 1), while the incoming edge weights of each node should be normalized (see Section II-A). These conditions translate to requiring an irreducible and aperiodic random walk defined by $\hat{W}$, thus an ergodic Markov process. From the DeGroot update we can see that each agent’s initial opinion $X_{i,0}$ affects the process proportionally to its out-degree. DeGroot convergence can be analyzed also in situations that the above assumptions are relaxed [28]. Same for when stubbornness is present [34], although things get more complicated due to the positioning of the stubborn agents over the network structure. In this work, we discuss the properties of the GSM-DeGroot model by restricting ourselves to the standard set of assumptions.

2) Global Steering Mechanism (GSM): Let us consider the special case where only the GSM is in effect (also the default EGM), i.e., $\forall i, j \in V$ with $j \neq i, w_{ji} = 0, w_{ii} = 1$. At each time $t+1$, the opinion update rule for agent $i$ reduces to

$$X_{i,t+1} = \beta_i g(S_i) + X_{i,t}. \quad (5)$$

Proposition 2: Two diverging groups under pure GSM. Let $\beta^+ = \{i \in V : \beta_i = 1\} \neq \emptyset$ and $\beta^- = \{i \in V \setminus \beta^+ : \beta_i = -1\}$, the two sets with opposite reaction to global information. Then

$$\lim_{t \to \infty} E[X_{i,t}] = \begin{cases} +\infty, & i \in \beta^+ \\ -\infty, & i \in \beta^- \end{cases}. \quad (6)$$

Therefore, in the absence of local interactions, the two groups of agents will get farther and farther away from each other over time, as they react oppositely to global information.

B. Interplay Between the OPM and the GSM

In Section III-A, we considered the GSM and the OPM separately. Here, we investigate their interplay and its implication for the model dynamics. At any time $t$, let the average opinion $\bar{X}_t$, and the maximum opinion diversity between pairs of agents that characterizes the maximal polarization at that time

$$D_{\max, t} = \max_{i \in V} X_{i,t} - \min_{j \in V} X_{j,t}. \quad (7)$$

We consider two polarization indices: the final polarization $D_{\max, \infty} = \max_{i \in V} C_i - \min_{j \in V} C_j$, where $C_i$ is $i$’s converging opinion (see Definition 1), and the maximal polarization $D_{\max} = \max_{t, t} D_{\max, t}$ recorded throughout the process.

From (2), we can derive the following interesting relation between the average opinions at two subsequent time steps

$$\bar{X}_{t+1} = \left( \sum_{i=1}^{N} \beta_i \right) g(S_t) + \bar{X}_t. \quad (8)$$

For simplicity, we consider $g(S_t) = \gamma \hat{S}_t$ (see Section II-A), and the agent reactions to GSM to be $\beta_i \in \{-1, 1\}, \forall i \in V$. 
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Recall the proportion of positively reacting agents $\beta = \frac{1}{(1/N)} \sum_{i=1}^{N} I\{\beta_i > 0\}$. Thus, (8) boils down to
$$\sum_{t=1}^{\infty} (2\beta - 1)\gamma \hat{S}_t + X_t.$$

Qualitatively, this identifies two different regimes:
1) **Self-cooling** for $\beta < 1/2$: the average opinion decreases; any additional agent entering state 1 yields a negative effect for the majority of agents, thus reducing further the probability for the majority to enter in state 1.
2) **Self-exciting** for $\beta > 1/2$: the average opinion increases; any additional agent entering state 1 yields a positive effect for a majority of agents, thus increasing further the probability for the majority to enter in state 1.

**Effects on maximal polarization:** While the OPM works against allowing the GSM to drive the two groups in two opposite directions, the latter always prevents the former from making agents alike to the point that they reach consensus. The technical results are in the two following propositions.

**Proposition 3:** No consensus under GSM. If the GSM is in effect (if $\gamma > 0$), consensus is impossible to be reached.

**Definition 2:** $\varepsilon$-consensus. Let $C_t$, $\forall t \in V$, the finite opinion values to which the agents converge (see Definition 1). We call an $\varepsilon$-consensus iff: $D_{\text{max},\infty} = \max_{i\in V} C_t - \min_{j\in V} C_j \leq \varepsilon$.

**Proposition 4:** Boundary on $\varepsilon$-consensus. For a strictly increasing $g(S_t)$ function, reaching a $(\lim_{t\to\infty} \mathbb{E}[g(S_t)])$-consensus is not possible. For the special GSM form of $g(S_t) = \gamma S_t$, this corresponds to a $(\gamma \lim_{t\to\infty} \mathbb{E}[S_t])$-consensus.

The first result is trivial: the GSM always prevents consensus, whereas the OPM alone would yield consensus (under weak assumptions). The second one implies that extreme opinions cannot get closer than what the GSM strength allows. Simply put, the stronger the steering is, the larger will be the difference between the extremes at the end. Although this is true at $t \to \infty$ and in the case of individual convergence to fixed values, yet it provides insight to the GSM’s role.

**C. Comparing GSM With Other Possible Polarization Sources**

One of the main questions studied in the work is which mechanisms allow opinion divergence to emerge so that the final opinion state of a network is polarized. As opinions are the outcome of a complex process, there should be a more intrinsic underlying mechanism that generates divergence among agents. So far, we have been referring to networks with nonnegative weights and we showed how, under the GSM-DeGroot model, polarization can emerge as a result of the effects of the two main mechanisms of the model alone, and in particular the stubborn differential way agents react to global information. Here, we put this conjecture in perspective with the two other possible sources of polarization mentioned in Section I: agents’ stubbornness [21], [33], and signed networks [35]. We discuss their conceptual basis, and we explain that they offer a more limited view compared to the GSM.

Stubborn agents with diverse opinions act as opinion sources or (attractors) that impose polarization to the network. In a strongly connected network, a single fully stubborn agent makes the network converge to her opinion. If there are two fully stubborn agents with fixed opinions $X_i$, and $X_j$, their opinion distance predetermines also the maximum polarization level in the limit, $D_{\text{max},\infty} = |X_i, X_j|$. The proportion of agents whose opinion will converge to $X_i$ (and not $X_j$) depends on a number of factors, such as the network structure, the initial opinion distribution across the network, and the positions of the two sources in the network. For agents with variable level of stubbornness, the maximum distance between stubborn opinions can get larger in the limit, however, it is easy to see that the minimum and maximum stubborn opinions will still bound the polarization (yet, in a nonpredetermined way). Model extensions introducing psychological factors that modulate each agent’s participation in the process, yet without producing opinion radicalization, present similar behavior (e.g., the tolerance defined in [35] can be seen as a varying level of stubbornness). Despite this limitation, which is not present in the GSM-DeGroot, there is no doubt that stubbornness can generate polarized final network states. Nevertheless, the main concern is whether this angle can also generate dynamics that are close to real-world processes. This is empirically studied in Section V.

It has been shown that polarization can also emerge over signed networks [35], however, as we show below, the radicalization is also limited by the initial opinion state, and there is one side that cannot get more radical than it initially was.

**Proposition 6:** Limited polarization in signed networks. Consider the DeGroot update rule over a signed and possibly time-dependent network: $X_{i,t+1} = \sum_{j=1}^{N} w_{ji,t} X_j, t$, where $w_{ji,t} \in [-1, 1]$ and $\sum_{j=1}^{N} w_{ji,t} = 1$. Then, $\forall t$:
1) $\max_{i,j \in V} (X_{i,t} - X_{j,t}) \leq 2 \max_{i \in V} |X_{i,0}|$;
2) and either $\max_{i \in V} X_{i,t} \leq \max_{i \in V} X_{i,0}$, or $\min_{i \in V} X_{i,t} \geq \min_{i \in V} X_{i,0}$.

All these polarization mechanisms, including our view for divergence at a large-scale through GSM, are not mutually exclusive, and in reality they could be simultaneously in effect. However, our point here is that these mechanisms have effects at different scales, and therefore one could argue that global steering can lead to broader and more structured polarization compared to what local mechanisms seem to achieve.

**IV. EMPIRICAL INVESTIGATION OF MODEL PROPERTIES**

Synthetic scenarios and numerical experiments are used to demonstrate the aforementioned model properties, which are related to the interplay between the OPM and the GSM. In all cases, the initial opinions were drawn by $X_{i,0} \sim \text{Normal}(\mu, \sigma = 1), \forall i \in V$ ($\sigma$ had little or no effect), where $\mu$ is
the mean initial opinion that gives the magnitude of the initial shock.

A. Random Graph Models

We conduct our analysis on synthetic networks using the Barabási-Albert (BA) scale-free model [49] and the Stochastic Block Model (SBM) [50]. Given a generated graph structure, we produce a randomly weighted network with normalized weights as follows: for each node \( i \), we give equal initial weights \( \frac{1}{\text{indegree}(i)} \) to all its incoming edges. Then, we pick two of those edges uniformly at random, and we transfer half of the first edge weight to the second edge. This is repeated 10 times per node.

For SBMs, we generate networks with forming two clusters of fixed size ratios \( c(1) = 0.7 \), \( c(2) = 0.3 \), and fixed proportions of agents with positive reaction to global information \( \beta(1) = 0.3 \), \( \beta(2) = 0.7 \). Since \( c(1)\beta(1) + c(2)\beta(2) = 0.42 < 1/2 \), the scenario lies in the self-cooling regime where dynamics do not explode (see Section III-B). We are interested in the SBM’s \( r \) parameter that controls the connection probability for two agents from different clusters, i.e., a smaller value indicates a more well-clustered network. While the choice of the specific values of the other parameters can be regarded as somehow arbitrary, the main idea here is to use an SBM with two clusters of opposite majority reaction to information as a population surrogate to model agents forming opinions in two distinct communities.

We have validated empirically (see Appendix B-B) that GSM-DeGroot’s behavior does not change much with the network scale, or by the variation of the parameters generating the network. This allows us to run frugal simulations on small graphs of \( N = 100 \) nodes that still give relevant insight about processes that may take place over larger networks.

B. Effects of Self-Cooling and Self-Excitation on the Final Polarization

We simulate our model on BA networks and create the heatmaps of Fig. 2, which illustrate the maximal polarization \( D_{\text{max}} \) and the final polarization \( D_{\text{max,}\infty} \) as a function of \( \gamma \) and \( \mu \) (it controls indirectly the initial GSM steering strength). On top of interacting with the OPM, the GSM interacts with itself in the sense that in \( g(S_t) = \gamma S_t \), clearly, \( S_t \) depends on previous values \( \{ S_{t'} \} \). In the self-cooling regime, higher previous steering strength tends to decrease \( S_t \), and the opposite holds in the self-exciting regime. This essentially explains the difference observed between the figures in the left column and those in the right column of Fig. 2. Both polarization indexes get way lower in the self-cooling regime (the steering strength vanishes over time) compared to the self-exciting case, where a higher steering strength induces larger polarization over time \( D_{\text{max}} = D_{\text{max,}\infty} \), hence Fig. 2(b) and 2(d) are identical. In the self-cooling regime, it is the opposite: increasing \( \mu \) and \( \gamma \) leads to a decrease in \( D_{\text{max,}\infty} \), as explained earlier, by yielding higher steering strength in the early steps, which leads to further reduction in polarization in the next steps. This interpretation is supported by the behavior of \( D_{\text{max}} \) in the self-cooling regime, \( D_{\text{max}} \) is higher for higher steering of the network. This allows us to run frugal simulations on small
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well as for the time at which the curve peaks (the higher $\gamma$, the longer it takes for the peak to be reached). It also seems that $\gamma$ has an effect on the decrease after the peak, since high values associate to quicker decrease. This can be interpreted as the decrease being sharper when the GSM is stronger, in the self-cooling regime. Finally, $r$ affects the speed in which the model “cools down.” In this specific scenario, $r$ reduces the effect of the GSM as it mixes the minor community (positively reacting) with the major one (negatively reacting). More generally, in self-cooling, for any graph model, increasing the network connectivity is expected to decrease the height of the curve peak and/or accelerate the convergence. Additional simulations about the impact of extreme opinions to the dynamics, are reported in Appendix B.

V. CONFRONTING REAL-WORLD DATA

In this section, we assess the GSM-DeGroot’s capacity to model real-world data dynamics. Our goal is not necessarily to achieve the best possible fit, but rather to offer a quantitative interpretation of the phenomena appearing in real situations. The implementation of our model, the fitting process, as well as the datasets used in this study are publicly available.\(^1\)

A. Dealing With Online Social Network Data

Acquiring access to data concerning the topology of a physical or online social network, and the actual opinions of individuals over a subject, is very hard. However, the GSM-DeGroot model allows us to consider opinions as latent variables, and then use the agents’ states (the $S_i$’s) as observed behaviors generated by those underlying opinions. We use Twitter data from StoryWrangler \([51]\),\(^2\) and specifically data concerning the frequency of use of a specific characteristic term in each use-case, namely a hashtag or symbol appearing in the tweets written in a certain language. We thereby interpret the use of such a term by agent $t$ as a publicly visible behavior manifesting her opinion-dependent state $S_i$.

We focus on three use-cases: the Black Lives Matter (BLM) and the MeToo movements, as well as the geopolitical conflict and the subsequent military invasion of Ukraine by Russia in February 2022. We pick as representative terms the #BlackLivesMatter (denoted in the rest by #BLM), #MeToo, and the emoji of the Ukrainian flag (EUF). The choice of the topics is motivated by two facts: 1) they had worldwide attention, which enables the comparison between countries and 2) they fit with the timeline considered in our model: an event\(^3\) triggers both a collective process of debate and protests, and wide media coverage. Our objective is to fit our model with data concerning several languages, and then compare the outcomes.

\(^1\)Online material: https://kalogeratos.com/gsm-degroot/
\(^2\)Online tool: https://storywrangling.org/
\(^3\)BLM: the event was the murder of George Floyd by police officer Derek Chauvin. The BLM movement was actually initiated years before, after a similar incident that took place in Ferguson. However, here we focus on the second wave of the movement, which was triggered in Minneapolis and went viral worldwide. – MeToo: the Jeffrey Epstein case, who took advantage of her position as a Hollywood producer and sexually abused several women. – Invasion of Ukraine: the initiation of the “special military operation” that was the invasion of Ukraine by Russia on the 24 February 2022.

B. Fitting GSM-DeGroot to Event Data

We have at our disposal the aggregate frequency of use over time of a specific term in the tweets written in a given language. To overcome the limitation of not knowing the actual interaction networks, we generate a synthetic surrogate network in each case. Although small and rather prototypical, it can still be used for studying which parameterization allows the model to best reproduce real observed behaviors. We use a typical SBM network with two clusters, as described earlier in Section IV. With this structure, we intend to model the interaction of (roughly) two adversarial communities, as it can often be the case in social media.\(^4\) Same as earlier, $r$ is the degree of cross-community edges in the synthetic network. Generating better surrogate networks could increase the precision of future empirical studies.

The GSM-DeGroot fitting process for a given use-case and a given language is as follows: we first generate an SBM network, and then simulate the opinion formation using different $\{\mu, \gamma, r\}$ parameters from a grid. We use a scale-invariant comparison between the real time-series and the time-series produced by the simulation of our model (the proportion of agents in state 1, $S_1$). The outcome of the optimization process is the triplet $(\mu^*, \gamma^*, r^*)$ associated to the best model fitting.

A subtle, but important, issue to note concerns the fact that after the outbreak of a subject in social media, the activity peaks and then usually fades dramatically to almost zero. Fitting the GSM-DeGroot model to such shapes would require all opinions to become negative after a point in time, so agents tend to remain in state 0 without generating events, and the GSM has also less effect. In such a case, a proper way to interpret the model is by perceiving each $X_{i,t}$ as a combination of agent’s opinion and her interest to participate in the associated debate, where the latter becomes the dominant factor as time passes (e.g., by shifting all the opinions to lower values).

C. Results

The triplet $(\mu^*, \gamma^*, r^*)$ for each considered language is reported in a tabular format. For #MeToo (see Table I), we consider two language groups, “European” (E) and “Non-European” (NE).\(^5\) For #BLM (see Table II), on the other hand, we look at language categories such as the “West-European” and “Eastern-Central European.”\(^6\) The detailed tabular results for the UEF are left for the Appendix (see Table IV), and here we plot the results on a map of Europe (see Fig. 4) to identify salient differences between countries and geographical regions.

First, we observe that in the vast majority of cases, $\mu^*$ is negative, because the model tries to fit to the lag between the starting low activity of the series and the moment of the peak

\(^4\)We are aware that this is a simplification. For instance, in 2018 Gaumont, Panahi, and Chavalarias reported five communities in the French Twitter political landscape \([52]\). However, we argued earlier that this is sufficient for a demonstration that does not aim to be perfectly accurate, but rather to highlight the potential of the GSM-DeGroot model.

\(^5\)“Non-European” is not a meaningful category per se; our aim here is simply to highlight a Europe and America’s specificity concerning the topic, not to pin down a “non-European” specificity.

\(^6\)Admittedly, this uses a rule of thumb and may not be the best grouping.
activity (see Section IV). Then, $\gamma^*$ is also nonzero, which means that the GSM plays an active role in the fitting. Looking at the mean values of the estimated parameters for each language category enables the comparison of the phenomena taking place in those linguistic-geographical areas. For MeToo, the centroid$^7$ of the category “European” language is $\{\mu_E^* = -98.423, \gamma_E^* = 0.194, r_E^* = 0.161\}$, whereas the one of “Non-European” languages is $\{\mu_{NE}^* = -112.824, \gamma_{NE}^* = 0.145, r_{NE}^* = 0.234\}$. So, $\mu_E^* > \mu_{NE}^*$, which can be interpreted as the informational shock being larger for European languages. This would correspond to the Weinstein case having initially more impact in Europe and America than elsewhere. Also, $\gamma_{IE}^* > \gamma_{NE}^*$, which corresponds to a more influential GSM, and thus can be interpreted as the fact that higher media attention was given to the MeToo movement in Europe and America compared to other places. However, it is important to note that because of the use of a scale-invariant distance, it is possible—but not obvious—that those two parameters cannot be interpreted as easily, in particular for #BLM. The parameter in which we are mostly interested, since it is probably not affected by the scaling invariance, is $r$

$^7$The unweighted average of the findings for each language in a category.
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On the other hand, the result concerning the Netherlands is
surprising and difficult to interpret. This can also be due to data
quality problems or/and bad model fitting. Finally, the topic is
more consensual in the United Kingdom, France, and Spain
due to historical and religious ties with Russia), Hungary, and Turkey
(due to strong ties with Russia and their ambivalent position).

Concerning the values for $\gamma^*$ and $\mu^*$ for #BLM, the dif-
ferences between language groups are not easy to interpret, and are probably uninformative, which may make one doubt about the interpretation given previously for #MeToo. However, the difference here for $r^*$ is pretty meaningful: this value for Eastern Europe is more than double than the one for Western Europe, which makes sense with the interpretation given to low values of parameter $r$. This would indicate that in Eastern Europe, the BLM topic has not been really divisive, and thus has not led to much debate and activities or actions.

The map in Fig. 4 shows the outcome of the fitting process for the Ukrainian use-case, and associates colors to values of $r^*$ for countries in Europe in which the corresponding language is spoken (see detailed results in Table IV). Shades of red indicate the subject being rather polemic in the associated country, whereas shades of blue indicate the opposite. First thing we note is that the topic has been way more consensual in Ukraine than in Russia (and Russian-speaking Belarus). This can be explained by the anti-war movement inside Russia, but also the fact that most probably the debate inside Ukraine is underestimated, since its the Russian-speaking population rather counts for the result associated to Russia. Second, we note the results to be particularly relevant for Finland (due to the historical ties with Russia, its proximity, and its recent application to become a NATO member), Bulgaria (which undergone a heated debate concerning whether Ukraine should be supported), Serbia (has historical and religious ties with Russia), Hungary, and Turkey (due to strong ties with Russia and their ambivalent position).

D. Incorporating Stubbornness at the Opinion Level

We now investigate the effect of full opinion stubborn-
ness when incorporated in the GSM-DeGroot model (see
Section II-C). We also test how competitive is a DeGroot model
with full stubborn agents in fitting to event data; this is the
FI model simulated by our model with $\gamma = 0$ that neutral-
izes the GSM, while keeping the proposed stochastic EGM
that is necessary for data fitting. Specifically, we incorporate a
proportion $p$ of fully stubborn agents, uniformly distributed
over the network, where $p$ is to be estimated in each case
by the optimization process along with the rest of the model
parameters. To deal with the incurred increase of the fitting
complexity, we use a coarser grid search for each parameter,
which means that the fitting error reported in Table III is not
directly comparable with what has been reported previously in
Tables I, II, and also Table IV of the Appendix.

Table III reports the results for a selection of three lan-
guages per use-case (hashtag). A first finding is that DeG-
root+stubbornness fits poorly to the curves' shapes. The higher
the fitting error, the less meaningful it is to interpret the esti-
mated parameters. Moreover, in all but two cases, the best fit is
attained for no stubborn agents $(p^* = 0)$. On the other hand,
GSM-DeGroot +stubbornness has about 50% to 80% lower
fitting error than that of stubborn agents only, and is achieved
with reasonable proportion $p^* \leq 0.08$. An important finding is
that the ranking of the fitted $r^*$ values for the used cases is
stable when compared with the values reported in the other
associated tables. This attests that our previous interpretation
and the comparison between languages using GSM-DeGroot
remain valid even after introducing stubborn agents. Values
typically change though, especially when $p^*$ is found to be

TABLE III
FITTING RESULTS IN SELECTED CASES (HASHTAG AND LANGUAGE), FOR
GSM-DEGROOT AND SIMPLE DEGROOT, WHERE IN BOTH CASES WE
INCLUDE A PROPORTION OF $p^*$ FULLY STUBBORN AGENTS

| Hashtag            | GSM-DeGroot + Stubbornness | DeGroot + Stubbornness |
|--------------------|----------------------------|------------------------|
|                    | $\gamma^*$ | $\mu^*$ | $r^*$ | $p^*$ | Error | $\gamma^*$ | $\mu^*$ | $r^*$ | $p^*$ | Error |
| #BLM English       | 0.51      | 0.16    | 0.63  | 0.03  | 0.06  | 0.79    | 0.34    | 0.54  | 0.03  | 0.06  |
| #BLM Russian       | 0.49      | 0.12    | 0.65  | 0.04  | 0.06  | 0.83    | 0.01    | 0.56  | 0.04  | 0.06  |
| #MeToo Arabic      | 0.48      | 0.10    | 0.66  | 0.05  | 0.07  | 0.79    | 0.56    | 0.17  | 0.07  | 0.07  |
| #MeToo French      | 0.47      | 0.11    | 0.67  | 0.06  | 0.08  | 0.80    | 0.17    | 0.05  | 0.08  | 0.08  |
| #MeToo Swedish     | 0.46      | 0.12    | 0.68  | 0.07  | 0.09  | 0.81    | 0.15    | 0.07  | 0.09  | 0.09  |
| UEF Portuguese     | 0.45      | 0.13    | 0.69  | 0.08  | 0.10  | 0.82    | 0.13    | 0.06  | 0.10  | 0.10  |
| UEF Bulgarian      | 0.44      | 0.14    | 0.70  | 0.09  | 0.11  | 0.83    | 0.11    | 0.08  | 0.11  | 0.11  |
| UEF French         | 0.43      | 0.15    | 0.71  | 0.10  | 0.12  | 0.84    | 0.10    | 0.08  | 0.12  | 0.12  |

Fig. 4. Visualization of the countrywise estimation of the $r^*$ over a map of Europe for the debate over the military invasion of Ukraine by Russia in February 2022.
higher. It is likely that \( p \) interacts in a nontrivial manner with \( r \) and other model parameters. This could have an interesting interpretation, particularly if one sees stubborn agents as agents or media organizations with a fixed agenda. Further research could provide additional insight.

Note that, due to the additional model flexibility it offers, stubbornness improves also the fitting of the plain GSM-DeGroot, when optimized with the same grid search (omitted results). In conclusion, in our experimental setting, full stubbornness does not seem to be a sufficient stand-alone feature able to explain well real debates, but it can be rather considered as a valid add-on feature to GSM-DeGroot.

VI. CONCLUSION

In this work we presented the two-layer opinion formation model called GSM-DeGroot. In our approach, each agent is characterized by a continuous opinion variable as well as a binary state accounting for actions or behaviors induced stochastically by the agent’s opinion. Our model features three distinct mechanisms: the EGM that generates the state of each agent; the OPM that formally corresponds to the classic DeGroot model and acts as a converging force; and the global steering mechanism (GSM) that brings network level information as feedback to agents, and acts as a diverging force as agents are allowed to have differential reaction to it. By investigating their interplay theoretically as well as using numerical simulations, we show that: 1) the GSM prevents agents from reaching a consensus and imposes a bound on reachable \( \epsilon \)-consensus and 2) the GSM has a differentiated effect on limiting the maximal diversity depending on which of the two identified regimes (self-cooling or self-exciting) does the process lie on; These findings offer a new way to explain how various polarization phenomena can emerge through the differential interactions of agents with global information.

One of the important characteristics of the proposed GSM-DeGroot model is that its stochastic EGM produces a stream of discrete events, and hence enables addressing real event data. To the best of our knowledge, this is exceptional for a DeGroot-based model. In our experimental study, we fit our model to Twitter event data concerning the frequency of use of specific symbols and hashtags in tweets (implying agents being in state 1 of our model) written in different languages. We investigated the role of interpretable parameters to show that our model is allowed to have differential reaction to it. By investigating their mechanism (GSM) that brings network level information as symbols and hashtags in tweets (implying agents being in state 0, \( \gamma \)). Further improvements to the model fitting procedure.
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APPENDIX A

PROOFS OF TECHNICAL RESULTS

In the rest, we refer to the following quantities: let the minimum and maximum opinion at time \( t \) be denoted by \( x_t = \min_{i \in V} X_{i,t} \), and \( X_t = \max_{i \in V} X_{i,t} \) (note that, in this case, \( x_t \) and \( X_t \) are indexed only by the time).

A. Importance of the Normalized Weights Assumption

We suppose the graph is fixed over time, and we consider that \( \forall i \in V, \sum_{j=1}^{N} w_{ij} = \alpha, \) with \( \alpha \geq 0 \). Then, the magnitude of each opinion in the limit can be

\[
\lim_{t \to \infty} |X_{i,t}| = \begin{cases} +\infty, & \text{when } \alpha > 1 \\ 0, & \text{when } 0 \leq \alpha < 1. \end{cases} \tag{10}
\]

Therefore, same as for the DeGroot model, in order for the GSM-DeGroot model to be meaningful and interpretable, it is required to have normalized edge weights induced by \( \alpha = 1 \).

Proof: At each time \( t \), for each agent \( i \), we have

\[
\begin{align*}
\text{the update rule gives} & \quad \alpha x_t \leq X_{i,t+1} & \leq \alpha X_t \\
\text{which implies} & \quad \alpha x_t \leq x_{t+1} & \leq x_{t+1} \\
\text{by induction yields} & \quad \alpha x_0 \leq x_{t+1} & \leq \alpha^t x_0 \tag{11}
\end{align*}
\]

And finally, using the last expression (for \( X_{i,t} \)), the result follows naturally from the following inequality:

\[
\alpha' \min(|x_0|, |X_0|) \leq |X_{i,t}| \leq \alpha' \max(|x_0|, |X_0|). \tag{12}
\]

As a consequence, the assumption of normalized edge weights (i.e., \( \alpha = 1 \)) is needed to ensure that the models are informative and interpretable.

B. Proofs for Propositions

In what follows, we provide proofs for the Propositions stated earlier in the main text. Recall that \( g(S) = \gamma S = (\gamma/\mathbf{S}) \sum_{i=1}^{N} S_{i,t} = (\gamma/\mathbf{S}) ||S||_1 \), since \( S \) is a binary vector. We define for convenience \( g(k) = \{g(S) = \gamma S/\mathbf{S} : S \in \{0, 1\}^{N \times 1}, ||S||_1 = k\} \), which maps to the same value all binary vectors of dimension \( N \) with \( k \) nonzero entries.

Proposition 1: Narrowing behavior over time. Under the weak assumption of normalized incoming edge weights for
all nodes, it holds \( \forall i \in V \): \{\min_{i \in V} X_{i,t}\}_t \) is an increasing sequence, and \{\max_{i \in V} X_{i,t}\}_t \) is a decreasing sequence.

Proof: The proof relies on the same arguments we used previously. Using normalized edge weights (\( \alpha_1 = 1 \)), the result comes from (11): \( \alpha x_t \leq x_{t+1} \leq x_t \leq \alpha X_i \).

Proposition 2: Two diverging groups under pure GSM. Let \( \beta^+ = \{i \in V : \beta_i = 1\} \neq \emptyset \) and \( \beta^- = \{i \in V : \beta_i = -1\} \), the two sets with opposite reaction to global information. Then

\[
\lim_{\alpha \to +\infty} \mathbb{E}[X_{i,t}] = \begin{cases} 
  +\infty, & i \in \beta^+ \\
  -\infty, & i \in \beta^- 
\end{cases}
\]  

(13)

Proof: Let \( i, j \in V : \beta_i = 1, \beta_j = -1 \). The update rule for agent \( i \) is \( X_{i,t+1} = g(S_i) + X_{i,t} \), yielding: \( X_{i,t+1} - X_{i,t} = g(S_i) \geq 0 \Rightarrow \mathbb{P}(S_{i,t+1} = 1) \geq \mathbb{P}(S_{i,t} = 1) \). Using the definition of \( \mathbb{E}[x] = \sum_x \mathbb{P}(x)x \), we can write

\[
\mathbb{E}[g(S_i)] > \mathbb{P}(||S_i||_1 = 1)g(1) \geq \mathbb{P}(S_{i,t} = 1)g(1) \geq \mathbb{P}(S_{i,0} = 0)g(1) > 0
\]

(14)

so that \( \exists t > 0 \) s.t. \( \forall t, \mathbb{E}[g(S_i)] > \gamma \). Taking the expectation of the update rule for \( i \) and \( j \), we get

\[
\mathbb{E}[X_{i,t}] = \mathbb{E}[X_{i,0}] + \sum_{t=0}^{t-1} \mathbb{E}[g(S_i)] \geq \mathbb{E}[X_{i,0}] + \eta t
\]

(16)

\[
\mathbb{E}[X_{j,t}] = \mathbb{E}[X_{j,0}] + \sum_{t=0}^{t-1} \mathbb{E}[g(S_i)] \leq \mathbb{E}[X_{j,0}] - \eta t.
\]

(17)

The result is obtained by taking the limit on the right side of each of the above inequalities.

Lemma 1: Let \( g : [0,1] \rightarrow \mathbb{R}^+ \) be an increasing function in the sum of \( S_{i,t} \)'s s.t. \( g(S_i) = 0 \Leftrightarrow S_i = (0, \ldots, 0)^T \), and \( \gamma > 0 \). Then:

\[
\lim_{x \to +\infty} \mathbb{E}[g(S_i)] = 0 \Rightarrow \forall i \in V, \lim_{x \to +\infty} \mathbb{E}[X_{i,t}] = -\infty.
\]

(18)

Proof: We start from the assumption on the left side

\[
0 = \lim_{x \to +\infty} \mathbb{E}[g(S_i)] = \frac{\gamma}{N} \lim_{x \to +\infty} \mathbb{E}[||S_i||_1]
\]

\[
= \frac{\gamma}{N} \lim_{x \to +\infty} \sum_{k=0}^{N} \mathbb{P}(||S_i||_1 = k)k
\]

\[
= \frac{\gamma}{N} \lim_{x \to +\infty} \sum_{k=0}^{N} \mathbb{P}(S_{i,t} = k)k = 0
\]

\[
\Rightarrow \forall i \in V, \lim_{x \to +\infty} \mathbb{E}[S_{i,t}] = 0, \text{ and therefore}
\]

\[
\lim_{x \to +\infty} \left[ \frac{1}{1 + \exp(-\lambda X_{i,t})} \right] = 0.
\]

(19)

Assume \( \exists M, \eta \) s.t. \( \forall t_0, \exists t > t_0 \) for which \( \mathbb{P}(X_{i,t} > M) > \eta \), then, by denoting the density function of \( X_{i,t} \) by \( f_{i,t}(x) \), we write

\[
\int_{-\infty}^{+\infty} \frac{1}{1 + \exp(-\lambda X_{i,t})} f_{i,t}(x)dx
\]

\[
= \int_{-\infty}^{M} \frac{1}{1 + \exp(-\lambda X_{i,t})} f_{i,t}(x)dx
\]

\[
+ \int_{M}^{+\infty} \frac{1}{1 + \exp(-\lambda X_{i,t})} f_{i,t}(x)dx
\]

(20)

so that

\[
\mathbb{E}[S_{i,t}] \geq \frac{1}{N} \mathbb{E}[S_{i,t}] > \frac{1}{1 + \exp(-\lambda M)} \cdot \frac{\eta}{N}
\]

which contradicts \( \lim_{x \to +\infty} \mathbb{E}[S_{i,t}] = 0 \). Thus, we conclude that \( \forall M, \lim_{x \to +\infty} \mathbb{P}(X_{i,t} > M) = 0 \). Now we need to show

\[
\forall M, \lim_{x \to +\infty} \mathbb{P}(X_{i,t} > M) = 0 \Rightarrow \lim_{x \to +\infty} \mathbb{E}[X_{i,t}] = -\infty.
\]

(21)

Assume \( \forall M, \lim_{x \to +\infty} \mathbb{P}(X_{i,t} > M) = 0 \). Assume also that \( \exists [a,b] \subset [0, +\infty] \) s.t. \( \forall t, \exists t > t_0, f_{i,t}(x) \geq f_{i,0}(x) \) almost everywhere. Then clearly

\[
\mathbb{P}(X_{i,t} > a) \geq \mathbb{P}(b > X_{i,t} > a) = \int_{a}^{b} f_{i,t}(x)dx \geq \int_{a}^{b} f_{i,0}(x)dx
\]

which yields a contradiction. Thus, \( \forall [a,b] \subset [0, +\infty] \) s.t. \( \exists t_0, \exists t > t_0, f_{i,t}(x) \geq f_{i,0}(x) \) almost everywhere. Furthermore, \( \forall M, \forall \epsilon > 0, \exists t_0 \) s.t. \( \forall t > t_0, \mathbb{P}(X_{i,t} > M) \geq 1 - \epsilon \). Let \( M > 0 \), there one has \( \mathbb{E}[X_{i,t}] = \int_{-\infty}^{M} f_{i,t}(x)dx + \int_{M}^{+\infty} f_{i,t}(x)dx \) and thus, for \( t \) large enough:

\[
\mathbb{E}[X_{i,t}] \leq M(1 - \epsilon) + \int_{0}^{+\infty} f_{i,0}(x)dx.
\]

(22)

Thus \( \forall M < 0, \exists t_0 \) s.t. \( \forall t > t_0, \mathbb{E}[X_{i,t}] \leq M \), so finally, \( \lim_{x \to +\infty} \mathbb{E}[X_{i,t}] = -\infty \).

Lemma 2: If there exists \( i \) s.t. \( \forall j \in N \setminus \{i\}, \exists C_j \) for which \( \lim_{x \to +\infty} \mathbb{E}[X_{j,t}] = C_j \), then \( \lim_{x \to +\infty} \mathbb{E}[g(S_i)] \) exists and is finite. The proof of this proposition is obtained by manipulating trivially the update rule.

Lemma 3: For any \( i \), if \( \forall i \), \( \exists C_i \) for which \( \lim_{x \to +\infty} \mathbb{E}[X_{j,t}] = C_i \), then \( \mathbb{E}[X_{i,t}] \to C_i \) and \( \lim_{x \to +\infty} \mathbb{E}[X_{i,t}] = C_i \). Then, the expectation of the update rule yields

\[
\mathbb{E}[X_{i,t+1}] - \sum_{j=1}^{N} w_{j,t} \mathbb{E}[X_{j,t}] = \beta_i \mathbb{E}[g(S_i)].
\]

(23)

Lemma 2 allows us to take the limit in (23), and get

\[
C_i - C_i \sum_{j=1}^{N} w_{j,t} = \beta_i \lim_{x \to +\infty} \mathbb{E}[g(S_i)]
\]

(24)

which, by the normalized weights assumption, yields

\[
\lim_{x \to +\infty} \mathbb{E}[g(S_i)] = 0
\]

(25)

and together with Lemma 1 yields a contradiction.

Proposition 3: No consensus under GSM. If the GSM is in effect (if \( \gamma > 0 \)), consensus is impossible to be reached.

Proof: No consensus is a natural corollary of Proposition 3, by taking \( \forall i \in V, C_i = C \).

Lemma 4: Suppose \( \forall i \in V, \exists C_i \) for which \( \lim_{x \to +\infty} \mathbb{E}[X_{i,t}] = C_i \). Then

\[
\lim_{x \to +\infty} \mathbb{E}[X_{i,t}] = \min_{j \in V} C_j \Rightarrow \beta_i = -1
\]

(26)

\[
\lim_{x \to +\infty} \mathbb{E}[X_{i,t}] = \max_{j \in V} C_j \Rightarrow \beta_i = 1.
\]

(27)
Proof: Let \( i \in V \) such that \( C_i = \min_{j \in V} C_j \). Then, taking the limit of the update rule for agent \( i \) gives

\[
C_i = \beta_i \lim_{+\infty} \mathbb{E}[g(S_i)] + \sum_{j \in N_i} w_{ji} C_j \geq \beta_i \lim_{+\infty} \mathbb{E}[g(S_i)] + C_i.
\]

(28)

We know from Lemma 1 that \( \lim_{+\infty} \mathbb{E}[g(S_i)] \neq 0 \), so we need \( \beta_i < 0 \) for the above inequality to hold, thus \( \beta_i = -1 \). The proof for the second part of the proposition is similar.

Proposition 4: Boundary on \( \epsilon \)-consensus. For a strictly increasing \( g(S_i) \) function, reaching a \( (\lim_{+\infty} \mathbb{E}[g(S_i)]) \)-consensus is not possible. For the special GSM form of \( g(S_i) = \gamma S_i \), this corresponds to a \( (\gamma \lim_{+\infty} \mathbb{E}[S_i]) \)-consensus.

Proof: Suppose we have an \( \epsilon \)-consensus, then clearly

\[
\forall i \in V, \ C_i \leq \min_{j \in V} C_j + \epsilon.
\]

(29)

Let \( i^* \in V \) be s.t. \( C_{i^*} = \min_{j \in V} C_j \). From Proposition 2, we know that \( \beta_i = -1 \), so that, using the update rule we can write

\[
C_{i^*} \leq C_{i^*} + \epsilon - \lim_{+\infty} \mathbb{E}[g(S_i)] \Rightarrow \lim_{+\infty} \mathbb{E}[g(S_i)] \leq \epsilon.
\]

(30)

(31)

This gives Proposition 4 by contraposition.

Proposition 5: Bounded polarization under full stubbornness. Let a strongly connected digraph \( G = \{V, W\} \) with \( N \) nodes, with normalized nonnegative weights \( w \) the incoming edges of each node, and \( \forall k, w_{kk} = 0 \). Suppose a DeGroot model with a set \( S \subseteq V \) of fully stubborn agents (i.e., \( \gamma = 0 \) in our model definition to neutralize GSM). Then, the polarization of the system over time will be eventually bounded by \( D \) where \( D_{x,x} = \max_{k \in S} X_k, \min_{k \in S} X_k \), where \( X_k \) is a fixed stubborn opinion such that \( \forall t, X_{kt} = X_{kt} \).

Proof: It is sufficient to show that the process always reaches one of the two absorbing states: 1) \( \forall t, \forall i \in V, \ \min_{k \in S} X_k, \leq X_{i,t} \leq \max_{k \in S} X_k \); 2) \( \lim_{t \to \infty} \max_{i \in V} X_{i,t} = \max_{k \in S} X_k \) and 3) \( \lim_{t \to \infty} \min_{i \in V} X_{i,t} = \min_{k \in S} X_k \). The above states are absorbent as all opinions have come in a closed value range, and there is nothing (e.g., the GSM) that could lead them to challenge these bounds.

By contradiction to what the right side of case: 1) states, assume \( \forall t, \exists i \notin S \) s.t. \( X_{i,t} > \max_{k \in S} X_k \). Then, \( \max_{i \in S} X_{i,t} = \max_{i \in V} X_{j,t} \) is decreasing (Proposition 1) and bounded, by our hypothesis, thus converges to some \( x = \lim_{t \to \infty} \max_{i \in S} X_{i,t} \). Now, assume \( x > \max_{k \in S} X_k \). Since the network is strongly connected, there exists \( t \geq 0 \) so that, for \( t \) large enough where \( X_{j,t} = X_{j,t-\tau} \), the update rule of any \( i \notin S \) will be

\[
X_{i,t+1} = \sum_{j=1}^{N} w_{ji}^{(r)} X_{j,t} = \sum_{j=1}^{N} w_{ji}^{(r)} X_{j,t-\tau}
\]

(32)

where, by design, \( \sum_{j=1}^{N} w_{ji}^{(r)} = 1 \) and \( \forall j \notin S, \forall j \in V, \ w_{ji} > 0 \). Then for all \( i \notin S \)

\[
\exists t \ s.t. \ X_{i,t+1} = \sum_{k \in S} w_{ki}^{(r)} X_{k,t-\tau} + \sum_{j \notin S} w_{ji}^{(r)} X_{j,t-\tau} \leq \sum_{k \in S} w_{ki}^{(r)} X_{k,t} + \left( \sum_{j \notin S} w_{ji}^{(r)} \right) \max_{j \notin S} X_{j,t-\tau}.
\]

Taking the limit, w.r.t \( t \), of the right-most term of the above inequality, yields

\[
\exists t \ s.t. \ X_{i,t+1} < \sum_{k \in S} w_{ki}^{(r)} X_{k,t} + \left( \sum_{j \notin S} w_{ji}^{(r)} \right) x.
\]

(33)

Since this is true for any \( i \notin S \), we get

\[
\exists t \ s.t. \ max_{i \notin S} X_{i,t+1} < \sum_{k \in S} w_{ki}^{(r)} X_{k,t} + \left( \sum_{j \notin S} w_{ji}^{(r)} \right) x \leq x
\]

(34)

(35)

where \( \max_{i \notin S} X_{i,t+1} \leq x \) gives a contradiction. With similar reasoning, we can get the result also for \( \min_{k \in S} X_k \). [the left side of case 1].

Proposition 5: Limited polarization in signed networks. Consider the DeGroot update rule over a signed and possibly time-dependent network, \( X_{i,t+1} = \sum_{j=1}^{N} w_{ji}^{(r)} X_{j,t} \), where \( w_{ji} \in [-1, 1] \) and \( \sum_{i=1}^{N} w_{ji} = 1 \). Then, \( \forall t \)

1) \( \max_{i \in V} X_{i,t} \leq \max_{i \in V} X_{i,0} \)

2) \( \max_{i \in V} X_{i,t} \geq \max_{i \in V} X_{i,0} \).

Proof: Taking the absolute value of the update rule, gives:

\[
|X_{i,t+1}| = \sum_{j=1}^{N} |w_{ji}| |X_{j,t}| \leq \sum_{j=1}^{N} |w_{ji}| |X_{i,t}|
\]

\[
\leq \max_{i \in V} |X_{i,t}| \sum_{j=1}^{N} |w_{ji}|, \quad (36)
\]

Thus, \( \forall t, \max_{i \in V} |X_{i,t+1}| \leq \max_{i \in V} |X_{i,t}|. \) The result follows naturally from this observation.

APPENDIX A

ADDITIONAL MATERIAL

In this section, we discuss several interesting properties of the model, and we also present additional experimental results. Before proceeding, we provide in Table IV the detailed fitted model parameters for the case of Russian invasion to Ukraine, which was earlier illustrated in the map of Fig. 4.

A. Steering mechanism drives the model’s dynamics

In the following, we call as maximal (resp. minimal) opinion the maximum (resp. minimum) agents’ opinion at the end of a trial, and denote it by \( X_{\text{max}} \) (resp. \( X_{\text{min}} \)). More formally

\[
X_{\text{max}} = \max_{i \in V} X_{i,\infty}
\]

(37)

\[
X_{\text{min}} = \min_{i \in V} X_{i,\infty}
\]

(38)

In practice, we estimate these quantities empirically using sufficiently long simulations. The heatmaps in Fig. 5 show how the
for opinion, however the generalization to the nodes’ opinions was crease. Previously, we identified such a behavior for the $\beta$ properties of the GSM-DeGroot model, as well as for fitting it to the majority, toward the rest of the population. This highlights the interaction between the GSM and the OPM: the OPM spreads those dynamics impulsed by the GSM nodes. This suggests the interaction between the GSM and the reacting nodes is fueled by the behavior of positively reacting cases. We observe that: for $\beta=0$, $\gamma$ could have implied an increasing maximum and a decreasing minimum (since the negative reaction of negative reacting nodes is fueled by the behavior of positively reacting nodes). This suggests the interaction between the GSM and the OPM: the OPM spreads those dynamics impulsed by the GSM to the majority, toward the rest of the population. This highlights how the GSM together with the OPM drive the dynamics of our model.

### B. Effect of network size and graph model parameters

Earlier, for mere computational reasons, we have used relatively small networks of $N = 100$ nodes for demonstrating the properties of the GSM-DeGroot model, as well as for fitting it to real data. Here, we justify empirically this choice by showing that the model behavior does not present any significant change when the network size increases from 100 nodes and up to two orders of magnitude larger, except from making the line plots a little smoother locally. We specifically run additional experiments to compare the model behavior on networks of size $N = \{100, 1000, 10000\}$ nodes. We use various topologies produced by standard random graph models: Barabási-Albert, Watts-Strogatz, and Stochastic block model [49]. The edge weights were generated as described in Section IV. Fig. 6 presents the results. We observed similar results for Erdős-Rényi and Grid graphs (omitted results). Therefore, the essence of our empirical analysis and the conclusions we make in this work are valid also for $N \geq 100$.

### C. The ambiguous role of inter-cluster propagation

Here, we take a deeper look into the implications of the inter-cluster propagation mechanism in the SBM setting, which is a special sort of propagation mechanism. The SBM graphs are generated randomly and characterized by two parameters: $\rho$ is the probability with which two nodes of the same cluster are connected, $r$ is the probability with which two nodes of different clusters are connected. Thus, when $r$ gets closer to $\rho$, the model gets closer to a structure-less model with $\beta < 1$, $\gamma > 0$ (c) $X_{\alpha}$ for $\beta = 0.5$. (d) $X_{\beta}$ for $\beta = 0.95$. (e) $X_{\gamma}$ for $\beta = 0.5$. (f) $X_{\alpha}$ for $\beta = 0.95$. (g) $X_{\beta}$ for $\beta = 0.5$. (h) $X_{\gamma}$ for $\beta = 0.95$.

### TABLE IV

| Language   | Error | $\mu$, $\gamma^*$, $\rho^*$ |
|------------|-------|-----------------------------|
| Portuguese | 0.079 | $-15.032$ 0.436 0.293 |
| Danish     | 0.103 | $37.500$ 0.063 0.237 |
| French     | 0.116 | $-143.229$ 0.047 0.483 |
| Arabic     | 0.171 | $-187.500$ 0.063 0.262 |
| English    | 0.171 | $-237.500$ 0.088 0.437 |
| Polish     | 0.173 | $-129.998$ 0.078 0.444 |
| Ukrainian  | 0.179 | $-105.263$ 0.020 0.419 |
| Catalan    | 0.207 | $-148.104$ 0.140 0.408 |
| Turkish    | 0.216 | $-96.103$ 0.290 0.211 |
| Russian    | 0.216 | $-176.576$ 0.009 0.242 |
| Italian    | 0.228 | $-112.500$ 0.038 0.337 |
| Azerbajiani| 0.238 | $37.500$ 0.042 0.442 |
| German     | 0.242 | $-74.876$ 0.098 0.366 |
| Mongolian  | 0.299 | $-112.500$ 0.088 0.337 |
| Croatian   | 0.309 | $114.992$ 0.067 0.385 |
| Indonesian | 0.312 | $-135.514$ 0.088 0.393 |
| Spanish    | 0.315 | $-89.986$ 0.081 0.396 |
| Swedish    | 0.323 | $-181.669$ 0.108 0.333 |
| Greek      | 0.325 | $68.365$ 0.038 0.376 |
| Serbian    | 0.326 | $-180.659$ 0.103 0.165 |
| Finnish    | 0.344 | $-115.637$ 0.127 0.080 |
| Bulgarian  | 0.344 | $-167.765$ 0.371 0.062 |
| Korean     | 0.354 | $-77.711$ 0.050 0.468 |
| Dutch      | 0.358 | $40.817$ 0.466 0.014 |
| Norwegian  | 0.365 | $-187.746$ 0.117 0.388 |
| Slovenian  | 0.369 | $-155.508$ 0.138 0.411 |
| Serbo-Croatian | 0.377 | $-174.138$ 0.052 0.156 |
| Hindi      | 0.383 | $-122.453$ 0.482 0.034 |
| Latvian    | 0.390 | $-147.599$ 0.054 0.395 |
| Romanian   | 0.404 | $-166.494$ 0.082 0.495 |
| Cebuano    | 0.421 | $-87.263$ 0.111 0.270 |
| Czech      | 0.426 | $-128.022$ 0.129 0.331 |
| Hungarian  | 0.510 | $-101.473$ 0.130 0.172 |
| Hebrew     | 0.524 | $111.431$ 0.998 0.409 |
| Slovak     | 0.538 | $-287.500$ 0.113 0.212 |
| Lithuanian | 0.539 | $47.500$ 0.088 0.412 |
| Macedonian | 0.572 | $-133.952$ 0.199 0.245 |
| Persian    | 0.716 | $-187.500$ 0.213 0.312 |
the dynamics in the majority cluster to be stronger, which in return feeds the dynamic of the minority one. As a consequence, the maximal opinion increases whereas the minimal opinion decreases. In the second case (overall self-cooling, displayed in the bottom row of Fig. 7), increasing isolation causes the dynamics in the negatively reacting majority cluster to get stronger, which decreases the minimal opinion but also decreases the strength of the steering mechanism. In return, this decreases the maximal opinion by calming the dynamics in the positively reacting minority cluster.

This is a good example of how complex the dynamics created by the interaction of steering mechanism and propagation mechanism can get (in particular the inter-cluster propagation mechanism in the SBM setting), while they are quite simple when considered separately.

D. Fitting method

Let \( S = \{ S_t \}_{t \leq T} \) be the time-series of the data, and \( m = \{ m_t(\mu, \gamma, r) \}_{t \leq T} \) be the time-series issued by the model using a specific triplet of parameter values \((\mu, \gamma, r)\). \( T \) is simply the length of the time-series, we will use model outcomes with the same observation length. Finding the best way to reproduce the data using the model is expressed as

\[
(\mu^*, \gamma^*, r^*) = \arg \min_{(\mu, \gamma, r)} d(S, m(\mu, \gamma, r))
\]

where \( d \) is a scale-invariant distance (similarly to [53]), so that

\[
d(S, S') = \frac{1}{\| S \|_2} \min_{\lambda} \left( \sum_{t=1}^{T} (S_t - \lambda S'_t)^2 \right)^{1/2}.
\]
∀ We also opt for a continuously decreasing temperature such that vol< and of volume denote by P lead to equally good local optima). It is convenient to would mean that multiple largely different parametrizations (as opposed to being arbitrarily scattered therein, which lie in a relatively compact region of the parameter space triplets] that lead to good fitting of our model to the data shown in Fig. 8.

The optimal scaling coefficient is λ∗ = ⟨S, S′⟩/∥S′∥2. Given the stochastic nature of our model and the absence of analytic form for {mt(μ, γ, r)}, there is no way for us to use gradient-based optimization method, so that we will primarily rely on simulated annealing [54] for the fitting. As our model is stochastic, and we use a scale-free distance, it is likely that in noisy regions of the parameter space the model generates similar time-series as the data without being informative. To cope with this issue, we add a variance indicator to the distance in order to avoid too noisy regions.

Our optimization process takes place in the parameter space Ω = [μ, μ] × [γ, γ] × [r, r], with bounds μ = −500, μ = 500, γ = 0, γ = 50, r = 0, r = 1/2. The strategy we follow uses a first exploration phase, during which we get the model’s fitting error to the data as well as an estimation of the variance at the center of each cell of the parameter grid, and then run K instances of simulated annealing using the K best points (i.e., solutions: triplets of parameter values) found earlier as initialization points. The simulated annealing requires us to define a neighborhood for any point of the parameter space. For a point x, we define its neighborhood N(x) as a cuboid centered at x, and of volume vol < 1 times the total volume of the space Ω. We also opt for a continuously decreasing temperature such that ∀t, tempt = temp t−1. We set the hyperparameters at T0 = 10, η = 0.95, vol = 0.001. A visual example of model fittings is shown in Fig. 8.

E. Model identifiability

When it comes to the outcome of the optimization process, i.e., the learned parameter values, an important point is the model identifiability. More specifically, for each use-case, we would like to empirically verify that the combination of parameter values [i.e., specific (μ, γ, r) triplets] that lead to good fitting of our model to the data lie in a relatively compact region of the parameter space (as opposed to being arbitrarily scattered therein, which would mean that multiple largely different parametrizations lead to equally good local optima). It is convenient to denote by P∗(q) the top-q parametrizations, as to be the top q-quantile of triplets leading to the lowest data fitting error, where q ∈ [0, 1] is a chosen threshold. Similarly, we denote by P(q) a bootstrap subset of the same size, containing randomly drawn triplets.

The main idea we employ aiming to investigate thoroughly model identifiability, is the comparison of these two sets, P∗(q) and P(q), in terms of a notion of variance, which we express as Variance(P(q)) = 1/|P(q)| ∑p∈P(q) ∥p − ̅(q)∥2, where ̅(q) is the barycenter of P(q) [similarly we compute for P∗(q)]. Then, the procedure we follow is detailed below

1) We first explore the parameter space by computing the fitting error of our model in each cell of a sufficiently fine-grained grid over Ω. Let the number of cells be |Ω|grid.

2) We let q vary in [10−4, 10−2], and for each q value: a) we compile P∗(q) with the |q|Ω|grid| best triplets leading to the best model fitting;

b) we compile multiple P(q), i = 1, . . . , B, by drawing each time the same number of triplets, but selecting
them uniformly at random. We set the number of bootstrap samples at $B = 10$.

3) We use the following metric:

$$
\chi(q) = \frac{1}{B} \sum_{i=1}^{B} \left[ \text{Variance}(P_i(q)) - \text{Variance}(P^*(q)) \right]. \quad (41)
$$

This measures the statistical significance of the concentration (i.e., low variance) of the best triplets in the parameter space, compared to bootstrap subsets of triplets. $
\chi(q)$ is expected to give a high positive value when the top performing triplets are concentrated, and a smaller positive or even negative value when there is no statistical evidence for concentration.

The results of Fig. 9 show that $
\chi(q)$ (y-axis) is always decreasing in $q$ (x-axis) for the vast majority of cases (only 2 exceptions out of 41 languages). This general decreasing tendency of $\chi(q)$ indicates that the good performing triplets of parameter values lie at a relatively compact and delimitated region of the parameter space, which indeed provides evidence for model identifiability.
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