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Abstract: We present the construction of BMS$_3$ blocks in a two-dimensional field theory and compare the results with holographic computations involving probe particles propagating in flat space cosmologies. On the field theory side, we generalize the monodromy method used in the context of AdS/CFT to theories with BMS symmetry. On the bulk side, we consider geodesic Feynman diagrams, recently introduced in [1], evaluated in locally flat geometries generated by backreaction of heavy BMS primary operators. We comment on the implications of these results for the eigenstate thermalization hypothesis in flat holography.
1 Introduction

The application of the holographic principle \cite{2, 3} to asymptotically flat space-times implies that theories of quantum gravity in flat blackgrounds are dual to field theories with BMS symmetry (BMSFT) \cite{4–6}. BMS symmetry is the asymptotic symmetry group of asymptotically flat geometries at null infinity \cite{7, 8}. In this paper we explore the three dimensional case, which provides a testing ground for ideas concerning classical and quantum gravity in flat space-times. Our objective is two-fold; first, to further test the extrapolate dictionary proposed in \cite{1}, where it was conjectured that position-space Feynman diagrams integrated over null geodesics in Minkowski space compute BMSFT correlators of local BMS primaries. Second, to make a precise statement concerning the eigenstate thermalization hypothesis in the context of flat space holography.

It has been hypothesized that the high energy microstates of a quantum system behave as a thermal background \cite{9, 10}. The set of ideas explaining when and why this is true is known as the eigenstate thermalization hypothesis (ETH). Much of the recent research concerning ETH is in the context of conformal field theories and AdS/CFT \cite{11–14}. A more concrete version of ETH is that expectation values of few-body observables in a highly energetic microstate match those of the micro-canonical ensemble up to corrections that are exponentially suppressed in entropy. Throughout this work, we aim to test this hypothesis by computing observables in field theories expected to be dual to a theory of quantum gravity in three dimensional flat space.

Precise statements concerning ETH in the context of AdS/CFT were made in the illuminating work \cite{13}. In that work, Virasoro conformal blocks involving two heavy operators (high energy) where computed in the large central charge limit. The results were also matched to bulk processes where light particles interact with a thermal semi-classical background. This immediately implies that some form of ETH holds universally in two-dimensional CFT’s.

In this paper we explore the computation of BMS$_3$ blocks both in the field theory and in the bulk. BMSFT correlators can be expanded as a sum over exchanges of the irreducible representations of the BMS algebra. The BMS blocks are expected to be an essential ingredient in the recently introduced BMS bootstrap program \cite{15, 16}, whose objective is to constraint the space of physically sensible field theories with BMS symmetry. In the field theory, we generalize the monodromy method used in conformal field theories to theories with BMS symmetry. We perform the computation in two different ways; on one hand, we set up the monodromy problem by finding the finite coordinate transformations that effectively place the field theory on a non-trivial background metric that replaces the operators in the correlator.
On the other hand, we set up the monodromy problem by finding the null vectors of the BMS$_3$ algebra. It will turn out that the usual null vectors built out of irreducible representations of the symmetry algebra do not provide with a non-trivial monodromy problem. This will lead to the introduction of BMS multiplets; reducible but indecomposable representations of the BMS algebra, much like the ones appearing in the context of logarithmic CFT’s [17].

In the bulk, we will match the field theory results to computations involving geodesic networks evaluated in non-trivial asymptotically flat geometries. In previous work [1], we computed Poincaré blocks (global BMS blocks) holographically. The computation consisted on extremizing the length of a geodesic network living in Minkowski space-time. Inspired by this construction, we proposed an extrapolate dictionary between correlators in a BMSFT and Feynman diagrams in the bulk. The computations presented here apply this dictionary to more general asymptotically Minkowski backgrounds.

The paper is organized as follows. In section 1.1 we provide with a quick summary of our results. Section 2 develops some of the technology required to perform the field theory computations, while sections 3 and 4 solve the monodromy problem in two different ways. This results in an explicit closed form expression for BMS$_3$ blocks. Section 5 focuses on the holographic computations. We conclude with a discussion in section 6.

1.1 Summary of results

We study correlation functions of four local BMS$_3$ primary operators. These operators are labeled by two quantum numbers $\xi$ and $\Delta$, which are the eigenvalues associated to the elements of the center of the symmetry algebra. Two of the operators are heavy (H), in the sense that they scale freely with the central charge of the theory $c_M$. The other two operators are light (L), which means that the quantum numbers obey $1 \ll \xi_L, \Delta_L \ll c_M$, which we will refer to as the “probe limit”. The four-point function can be written as a sum over BMS invariant functions by inserting the identity operator as a sum over a complete set of states, which are organized in irreducible representations of the symmetry algebra

$$F = \sum_{\alpha} \langle H(x_1)H(x_2)|\alpha\rangle\langle\alpha|L(x_3)L(x_4)\rangle = \sum_{\alpha} F_{\alpha}. \quad (1.1)$$

The operators are located at points $x_i$ in the null plane, which is parametrized by the plane coordinates $u_i$ and $v_i$. We consider blocks where the exchanged representation $\alpha$ is also light. The main technical result of this paper is a closed form expression for the block, which we
anticipate here

\[ F_{\alpha} = \left( \frac{U^{\beta-1}}{(1 - U^\beta)^2} \right)^{\Delta_L} V^{\beta(U^\beta - 1)\xi_\alpha - \frac{U^{\beta(\beta+1)+\beta-1}}{U(U^\beta - 1)} \xi_L} \times \Delta_{\alpha} \Delta_{H} \log U \left( \frac{2U^\beta}{\gamma(U^\beta - 1)} \xi_\alpha + \frac{2U^{\beta+1}}{\gamma(1-U^\beta)} \xi_L \right). \]  

(1.2)

Here, we have introduced the parameter \( \beta = \sqrt{1 - \frac{24\xi_H}{c_M}} \), as well as the BMS cross-ratios

\[ U = \frac{u_{23}u_{14}}{u_{13}u_{24}}, \quad \text{and} \quad V = \frac{v_{13}}{u_{13}} + \frac{v_{34}}{u_{34}} - \frac{v_{12}}{u_{12}} - \frac{v_{34}}{u_{34}}. \]  

(1.3)

The result 1.2 will be obtained in the field theory by studying null vectors of the BMS algebra, as well as the geometric monodromy method. We will also show that the result is consistent with the non-relativistic limit of a Virasoro block.

The holographic computation follows the prescription introduced in [1], with a new ingredient; the heavy operators in the correlator correspond to a different asymptotically Minkowski background geometry. The computation consists on integrating a Feynman diagram over the null lines falling from the boundary at the locations of the light operators. In the probe limit, such computation can be well approximated by a stationary phase approximation, which leads to the extremization of a geodesic network. We will consider background geometries known as flat space cosmological solutions (FSC). These solutions are quotients of Minkowski space and they are labeled by their mass \( M \) and angular momentum \( J \). The computations presented throughout this note match the field theory results anticipated in 1.2 upon the identification

\[ M = \frac{24\xi_H}{c_M} - 1, \quad \text{and} \quad \frac{J}{2\sqrt{M}} = \frac{6\Delta_H}{c_M}. \]  

(1.4)

We conclude that the micro-state associated to a heavy operator leads to the same correlators found in a thermal background, which can be understood as the statement of the eigenstate thermalization hypothesis.

2 BMS\(_3\) field theory

The technical objective of this work is to advance the recently introduced BMS bootstrap programme by explicitly computing four-point function blocks in a two-dimensional theory with BMS\(_3\) symmetry. The field theory results will then be analyzed holographically, aiming to expand our understanding of the holographic dictionary relating field theories with BMS
symmetry and gravitational theories in asymptotically flat space-times. The main technical tool we will present here is a flat version of the monodromy method. The monodromy method has been used in CFT$_2$ to compute Virasoro blocks (see for example [13, 18, 19]) and generalizations such as higher spin blocks [20]. In the following subsections we set up some basic formalism that will be used throughout this work. Namely, we will derive how primaries of the algebra and currents transform under finite BMS$_3$ transformations, as well as the Ward identities concerning expectation values of the conserved currents of the theory.

2.1 The BMS$_3$ algebra

The BMS$_3$ algebra is a central extension of the algebra obeyed by surface charges associated with the symmetries of asymptotically flat three dimensional spacetimes at null infinity. If we choose global Minkowski coordinates, the line element of the bulk geometry reads

$$ds^2 = -d\tau^2 - 2d\tau dr + r^2 d\phi^2,$$

where $\tau = t - r$ is the retarded time coordinate. In this work we are concerned with the asymptotic symmetries at null infinity, which is located at $r \to \infty$, with $\tau$ and $\phi$ fixed. The asymptotic killing vectors at the null boundary can be explicitly written as

$$l_a = e^{ia\phi}(\partial_\phi + i\alpha \partial_\tau), \quad \text{and} \quad m_a = e^{ia\phi} \partial_\tau .$$

The commutators of these vectors obey the following algebra

$$[l_a, l_b] = (a - b)l_{a+b},$$

$$[l_a, m_b] = (a - b)m_{a+b},$$

$$[m_a, m_b] = 0 .$$

The formulas (2.2) are known as the cylinder representation of the algebra (2.3). The reason for this is the cylinder coordinates chosen to parametrise global Minkowski space-time. Throughout this work, we will also make use of the “plane representation” of the algebra given by

$$l_a = -u^{a+1}\partial_u - (a + 1)u^a v \partial_v, \quad \text{and} \quad m_a = u^{a+1}\partial_v .$$

The plane and cylinder representations are related by the following map

$$u = e^{i\phi}, \quad \text{and} \quad v = i\tau e^{i\phi} .$$

In this note, we will find it convenient to perform the computations in the BMSFT using the plane representation. However, holographic results are more naturally understood in the
cylinder one, as it is directly connected to global Minkowski coordinates. The map 2.5 will be used to compare results in both sides of the duality.

The algebra spelled out in 2.3 admits a central extension

\[ [L_a, L_b] = (a - b)L_{a+b} + \frac{c_L}{12}a(a^2 - 1)\delta_{a+b,0}, \]

\[ [L_a, M_b] = (a - b)M_{a+b} + \frac{c_M}{12}a(a^2 - 1)\delta_{a+b,0}, \]

\[ [M_a, M_b] = 0. \]  

(2.6)

The central charges \( c_L \) and \( c_M \) depend on the specific theory of gravity in the bulk. For the case of Einstein gravity, in order for the phase space of three-dimensional asymptotically flat gravity to match the space of coadjoint representations of the BMS\(_3\) group, it is required that

\[ c_L = 0 \quad \text{and} \quad c_M = \frac{3}{G}. \]

(2.7)

We turn now to the study of how finite BMS\(_3\) transformations act on the primaries and currents of the field theory.

### 2.2 Finite BMS\(_3\) transformations

The geometric approach to the monodromy method will require us to understand how finite BMS transformations act on BMSFT primaries and currents. For example we would like to obtain an explicit expression for

\[ \phi'(x') = e^{\sum_\omega \omega T^\omega} \phi(x), \]

(2.8)

where \( \omega \) are arbitrary parameters defining the finite transformation and \( T^\omega \) are the generators of the symmetry algebra. The strategy is the following; we will first define the subalgebra of generators that leave the origin invariant, and define a matrix representation for the generators of this subalgebra at the origin. The action of these matrices on primaries at the origin is given by the fact that primaries are highest weights in irreducible representations of the subalgebra. We will then apply the Becker-Campbell-Hausdorff formula (BCH) to derive the action of the generators of the symmetry algebra away from the origin. Exponentiating the generators will then lead to an explicit expression for 2.8.

The starting point is to consider the subgroup of the BMS\(_3\) algebra that leaves the origin invariant. Looking at the geometric realization 2.4, it is clear that the point \((u,v) = 0\) is invariant under the action of \( l_a \) and \( m_a \) with \( a \geq 0 \). These generators necessarily form a closed subalgebra, and their action on the primaries can be re-named by introducing a matrix
representation that defines the action of BMS generators on the field \( \phi(0) \) at the origin.

\[
l_{a \geq 0} \phi(0) \equiv l_a \phi(0), \quad \text{and} \quad m_{a \geq 0} \phi(0) \equiv m_a \phi(0).
\]  

(2.9)

The field \( \phi(0) \) corresponds to an irreducible highest weight representation of the subalgebra spanned by the generators \( m_a \) and \( l_a \). The action of the BMS generators on the field at a point away from the origin can be derived through the BCH formula. Namely,

\[
e^{-A}Be^A = B + [B,A] + \frac{1}{2!}[[B,A],A] + \ldots
\]

(2.10)

with \( A = ix^\rho P_\rho \) and \( B \) are the generators \( l_a \) or \( m_a \). A subtlety here is that the vector \( x^\rho \) is a vector of c-numbers and not an operator like \( P_\rho \) or \( l_a \) and \( m_a \). We thus write

\[
ix^\rho P_\rho = -Ul_{-1} + Vm_{-1},
\]

(2.11)

where capital letters commute with derivative operators. We can now compute the action of the generators \( l_a \) and \( m_a \) away from the origin by applying the BCH formula and making use of the commutators that define the BMS3 algebra. Here we will only present the computation involving the generators \( m_a \). Using the commutation relations 2.3 we obtain the following expression for the \( p \)-nested commutator of \( m_n \) with \( ix^\rho P_\rho \)

\[
[[[m_n,i x^\rho P_\rho],\ldots],i x^\rho P_\rho] = (-U)^p \frac{(n + 1)!}{(n + 1 - p)!} m_{n-p}.
\]

(2.12)

The BCH formula then implies

\[
m_n \phi(U,V) = \sum_{p=0}^{n+1} (-U)^p \frac{(n + 1)!}{p!(n + 1 - p)!} m_{n-p} \phi(U,V).
\]

(2.13)

We are concerned with the action of these generators on primary fields of the BMSFT. Such fields have an eigenvalue \( \xi \) with \( m_0 \), and are killed by the positive modes \( m_{>0} \). The relation 2.13 can be inverted to obtain

\[
m_n \phi(U,V) = \xi U^n(n+1) \phi(U,V) + U^{n+1} m_{-1} \phi(U,V).
\]

(2.14)

This result has been obtained previously in [24] in the context of Galilean conformal algebras. We are now ready to write the following expression for a finite BMS3 transformation involving exclusively the generators \( m_n \)

\[
\phi'(x') = e^{\sum_a \omega_a (\xi u^a(a+1)+u^{a+1}v)} \phi(x) = e^{\xi G(u)} \phi(u, v + G(u)),
\]

(2.15)

where we have introduced the function

\[
G(u) = \sum_{a} \omega_a u^a .
\]

(2.16)
The same logic can be applied to the generators \( l_a \), leading to the full expression

\[
\phi'(x') = (P')^A e^{\xi (G' + v' P')} \phi(P, v P' + G),
\]

(2.17)

where \( P(u) \) and \( G(u) \) are arbitrary functions of \( u \) that depend on the gauge parameters \( \omega_a \).

It is clear then that a finite BMS transformation acts as \( 2.17 \) on primary fields, and on the coordinates as

\[
u \to P(u) \quad \text{and} \quad v \to v P'(u) + Q(u).
\]

(2.18)

Having dealt with how primary fields transform under finite BMS\(_3\) transformations, we turn our attention to the conserved stress tensor.

### 2.3 BMS\(_3\) currents

Throughout this work it will be crucial to understand how the conserved currents of the theory transform under finite BMS\(_3\) transformations. The strategy to writing the transformation laws will be very similar to the one used to study primary fields, with the complication that the central terms of the BMS algebra now play a role. We start by defining our stress tensor operator as an expansion in generators of the BMS\(_3\) algebra. The generators \( M_n \) and \( L_n \) can be understood as the Noether charges associated with the symmetries of asymptotically flat three-dimensional geometries. In other words, the commutators in 2.6 correspond to Poisson brackets involving Noether charges of the bulk theory in the Hamiltonian formulation. The symmetries of the theory correspond to diffeomorphisms, which act on the coordinates as in equation 2.18. The Noether current is then related to the stress-energy tensor, such that

\[
Q_a = \int_{\Sigma} d\Sigma^{\mu} T_{\mu\nu} \xi_\nu^a,
\]

(2.19)

where \( \Sigma \) is any complete space-like slice, and \( \xi_a \) is the diffeomorphism implemented by the generator associated to \( Q_a \). We will choose \( \Sigma \) to be a slice of constant \( \tau \) in cylindrical coordinates, which corresponds to a contour around the origin in the plane. We thus have

\[
Q_a = \oint du T_{uv} \xi_\nu^a.
\]

(2.20)

We are now ready to write an expression for the generators \( M_n \) and \( L_n \):

\[
M_n = \oint du T_{uv} u^{n+1},
\]

\[
L_n = -\oint du (T_{uu} u^{n+1} + T_{uv} (n+1)u^n v).
\]

(2.21)
Inverting these formulas yields

\[ M \equiv T_{uv} = \sum_n M_n u^{-n-2}, \]

\[ L \equiv T_{uu} = \sum_n \left[ L_n + (n + 2) \frac{v}{u} M_n \right] u^{-n-2}. \] (2.22)

Where we have introduced the operators \( M \) and \( L \) to refer to the different components of the stress-energy tensor. In order to see what kind of operators we are working with, it is useful to write them at the origin by making use of the BCH formula 2.10. For the operator \( M \), we have

\[ M(0) = m_{-2} l(0). \] (2.23)

This object is not a primary in an irreducible representation of the BMS algebra, in the sense that it is not killed by positive modes of the algebra. More concretely, we have

\[ l_{n>0} M(0) = \frac{c_M}{2} \delta_{n,2} l(0), \quad \text{and} \quad m_{n>0} M(0) = 0, \] (2.24)

where we are working with \( c_L = 0 \). However, it is an eigenvector of \( m_0 \) and \( l_0 \)

\[ l_0 M(0) = 2M(0), \quad \text{and} \quad m_0 M(0) = 0. \] (2.25)

This implies that \( M \) is a quasi primary operator, with \( \xi_M = 0 \) and \( \Delta_M = 2 \). The other component of the stress tensor can be defined at the origin by

\[ L(0) = l_{-2} l(0). \] (2.26)

Again, this is not a primary operator in an irreducible representation of the BMS algebra. The action of the positive modes is

\[ l_{n>0} L(0) = 0, \quad \text{and} \quad m_{n>0} L(0) = \frac{c_M}{2} \delta_{n,2} l(0). \] (2.27)

Unlike \( M(0) \), \( L(0) \) is not an eigenvector of \( l_0 \) and \( m_0 \);

\[ l_0 L(0) = 2L(0), \quad \text{and} \quad m_0 L(0) = 2M(0). \] (2.28)

Formulas 2.28 and 2.25 suggest that the currents \( M \) and \( L \) form a “BMS\(_3\) multiplet”. We define multiplets as sets of operators whose action by the center of the algebra admits a Jordan cell structure. In other words, the action of \( L_0 \) and \( M_0 \) on the set of operators defining the multiplet is not diagonalizable. These multiplet structures will re-appear when discussing the null vectors of the BMS\(_3\) algebra in section 4.

This concludes the analysis of how the elements of the subalgebra spanned by \( m_a \) and \( l_a \) act on the operators \( M \) and \( L \) at the origin. We are now ready to apply the BCH formula and
obtain expressions for the action of the generators of the symmetry algebra on the components of the stress tensor away from the origin. For the component $M$, we obtain

$$m_n \mathcal{M}(U,V) = U^{n+1}m_{-1} \mathcal{M}(U,V), \quad l_n \mathcal{M}(U,V) = \frac{c_M}{12} (n^3 - n) U^{n-2} \mathcal{M}(U,V) + U^n [2(n+1) + Ul_{-1} - (n+1)V m_{-1}] \mathcal{M}(U,V).$$

(2.29)

The first expression in 2.29 does not differ from the action of $m_n$ on a primary field, so the stress tensor $\mathcal{M}(U,V)$ transforms as a primary under gauge transformations generated by $m_n$. The second expression differs from the primary one by the term proportional to $c_M$. An infinitesimal transformation would read

$$\mathcal{M}'(x') = \mathcal{M}(u,v) - \frac{c_M}{12} \partial_u^3 \epsilon(u) - 2 \partial_u \epsilon(u) \mathcal{M}(u,v) - \epsilon(u) \partial_u \mathcal{M}(u,v) - v \partial_v \epsilon(u) \partial_v \mathcal{M}(u,v).$$

(2.30)

Here $\epsilon(u)$ is a function related to the $P(u)$ we used for the primary field in the following way

$$P(u) = u + \epsilon(u)$$

(2.31)

We are working linearly in $\epsilon(u)$, but the full answer can be obtained by working to higher orders, leading to

$$\mathcal{M}'(x') = (P')^2 \mathcal{M}(P, vP + G) + \frac{c_M}{12} S(P, u).$$

(2.32)

Here we have introduced the Schwarzian of the coordinate transformation $P(u)$. The result for the component $L$ requires a more cumbersome calculation, but the final result reads

$$L'(x') = (P')^2 L(P, vP + G) + 2P'(G' + vP''), \mathcal{M}(P, vP + G)$$

$$- \frac{c_M}{12} \frac{G' (P'' P''' - 3 (P''')^3) + P' (3 P'' G''' - P' G''')}{(P')^3}$$

$$- \frac{c_M}{12} \frac{3 (P''^2 - 4 P' P'' P''') + (P')^2 P''''}{(P')^3}.$$  

(2.33)

It is possible to perform a check of this results through the limiting method. In appendix D we obtain the same formulas by taking a non-relativistic limit of the transformation laws present in two-dimensional theories with conformal symmetry.

2.4 Ward identities

In these notes we will make use of the Ward identities obeyed by correlators of primary operators with the conserved currents. Ward identities exist in any quantum field theory and a BMSFT is no different. In this section we will take the algebraic approach to such identities,
instead of following the conventional approach concerning the study of the path integral to compute correlators. We would like to obtain identities for the following expressions

\[ M(x,x_i) = \langle M(u,v)\phi(u_1,v_1)\ldots\phi(u_n,v_n) \rangle, \]
\[ L(x,x_i) = \langle L(u,v)\phi(u_1,v_1)\ldots\phi(u_n,v_n) \rangle. \] (2.34)

We start with the definition of the stress tensor operators

\[ M(0) = m_{-2}1(0), \quad \text{and} \quad L(0) = l_{-2}1(0). \] (2.35)

We are planning to insert these operators at points different from the origin. We can use the BCH formula to write these operators at different points in the null plane. The result reads

\[ M(u,v) = \sum_k u^k m_{-2-k}1(0), \quad \text{and} \quad L(u,v) = \sum_k \left( u^k l_{-2-k}1(0) - kvu^{k-1}m_{-2-k}1(0) \right). \] (2.36)

We now want to perform the Wick contractions in our correlator. We start with the correlator involving \( M \).

\[ M(x,x_i) = \sum_{i=1}^n \sum_k u^k(1(0) \phi(u_1,v_1) \ldots m_{-2-k} \phi(u_i,v_i) \ldots \phi(u_n,v_n)). \] (2.37)

We now use equation 2.14, which expresses the action of \( m_n \) on a primary field at an arbitrary point in the null plane.

\[ M(x,x_i) = \sum_{i=1}^n \sum_k u^k(1(0) \phi(u_1,v_1) \ldots \left( \xi_i u_i^{2-k}(-1-k) + u_i^{-1-k} \partial_{v_i} \right) \phi(u_i,v_i) \ldots \phi(u_n,v_n)). \] (2.38)

Performing the sum over \( k \) we arrive at the expression

\[ M(x,x_i) = \sum_{i=1}^n \left( \frac{\xi_i}{(u-u_i)^2} + \frac{1}{u-u_i} \partial_{v_i} \right) \phi(u_1,v_1) \ldots \phi(u_n,v_n)). \] (2.39)

The same kind of logic leads to the following expression for the other current

\[ L(x,x_i) = \sum_{i=1}^n \left( \frac{\Delta_i}{(u-u_i)^2} - \frac{1}{u-u_i} \partial_{u_i} + 2 \xi_i \frac{(v-v_i)}{(u-u_i)^3} + \frac{v-v_i}{(u-u_i)^2} \partial_{v_i} \right) \phi(u_1,v_1) \ldots \phi(u_n,v_n)). \] (2.40)

In the next sections we will make use of 2.39 and 2.40 and refer to them as BMS_3 Ward identities. Note that these formulae have been obtained previously in the literature in [25] by taking a non-relativistic limit of CFT_2 Ward identities.
\[ \langle H(x_1) H(x_2) L(x_3) L(x_4) \rangle = \sum_{\alpha} \langle H(x_1) | H(x_2) \rangle \langle \alpha | L(x_3) L(x_4) \rangle = \sum_{\alpha} F_\alpha, \]

where \( \alpha \) labels the different irreducible representations of the BMS\(_3\) algebra. Figure 1 shows a diagrammatic version of formula 3.2. The objective of this section is to compute the object \( F_\alpha \) using the geometric monodromy method studied in previous works in the AdS/CFT literature [14].
The method consists on finding the finite BMS transformation that turns on the stress tensor expectation values associated with the insertions of the operators present in the four-point function. Such transformation depends on “auxiliary parameters” related to coordinate derivatives of the correlator. The resulting BMS transformation carries gauge invariant data; it consists of the monodromy of the BMS transformation when cycling around a particular pair of operators. The choice of monodromy is related to the choice of exchanged representation $\alpha$. Demanding that the transformation has a particular monodromy fixes the auxiliary parameters, and in turn fixes the BMS block. We start by considering the monodromy of the three-point function.

### 3.1 Three-point function monodromy

We start by studying the relevant monodromy in the context of a three point function. The reason to do this is that we would like to replace a pair of operators in the four point function by a single family labeled by $\alpha$. This means that the monodromy of the gauge transformation when cycling around the pair of operators has to be equivalent to the monodromy of the three point function when circling around a single operator. We will thus be looking at the correlator

$$\langle H(x_1)H(x_2)L_\alpha(x_\alpha) \rangle.$$ (3.3)

The index $\alpha$ labels the primary of the exchanged irreducible representation appearing in 3.2. The expectation value of the stress tensors in the presence of the three operators can be obtained using the Ward identities. Focusing first on $M$ we obtain

$$M(x_1, x_2, x_\alpha; x) = \frac{\langle M(x)H(x_1)H(x_2)L_\alpha(x_\alpha) \rangle}{\langle H(x_1)H(x_2)L_\alpha(x_\alpha) \rangle} = \sum_{i=1}^{3} \left( \frac{\xi_i}{(u-u_i)} + \frac{1}{u-u_i} \partial_{v_i} \right) \langle H(x_1)H(x_2)L_\alpha(x_\alpha) \rangle \langle H(x_1)H(x_2)L_\alpha(x_\alpha) \rangle^{-1}$$ (3.4)

if we define the auxiliary parameters

$$c_i = \frac{6}{c_M} \partial_{v_i} \log \langle M(x)H(x_1)H(x_2)L_\alpha(x_\alpha) \rangle,$$ (3.5)

then we can write

$$M(x_1, x_2, x_\alpha; x) = \sum_{i=1}^{3} \left( \frac{\xi_i}{(u-u_i)^2} + \frac{c_M c_i}{6 u-u_i} \right).$$ (3.6)

The expression for the BMS$_3$ invariant three point function is known. See for example [15]. Using the explicit expression one can compute the objects $c_i$. Using freedom to change
coordinates, we place the operators at $u_1 = 0$, $u_2 = \infty$, and leave $u_3$ as a free parameter. This results in
\[
\mathcal{M}(u_3; u) = \frac{1}{u^2} \xi_H + \frac{u_3}{u(u - u_3)^2} \xi_\alpha .
\] (3.7)

We are now looking for a coordinate transformation that takes the plane to a geometry with the same expectation value of the current. Looking at equation 2.32 implies the following differential equation that we need to solve
\[
\frac{c_M}{12} S(P, u) = \frac{1}{u^2} \xi_H + \frac{u_3}{u(u - u_3)^2} \xi_\alpha .
\] (3.8)

We now define the following objects
\[
\beta = \sqrt{1 - 24 \xi_H c_M}, \quad \text{and} \quad \epsilon_\alpha = 6 \frac{\xi_\alpha}{c_M},
\] (3.9)
and solve the problem to linear order in the light operator dimension $\epsilon_\alpha$. Note that the differential equation can be re-casted as follows
\[
g''(u) + \frac{1}{2} S(P, u) g(u) = g''(u) + \frac{6}{c_M} \mathcal{M}(u_3; u) g(u) = 0 ,
\] (3.10)
where $P = g_1/g_2$, and $g_i$ are the two solutions of 3.10. To zeroth order in $\epsilon_\alpha$, we obtain
\[
g_1^{(0)} = u^{\frac{1 + \beta}{2}} , \quad \text{and} \quad g_2^{(0)} = u^{\frac{1 - \beta}{2}} .
\] (3.11)

In order to obtain the solutions to linear order in $\epsilon_\alpha$, we expand all of the functions involved in the differential equation;
\[
g_i = g_i^{(0)} + \epsilon_\alpha g_i^{(1)} ,
\]
\[
\frac{6}{c_M} \mathcal{M}(u_3; u) = \frac{1}{u^2} \frac{1 - \beta^2}{4} - \frac{u_3}{u(u - u_3)^2} \epsilon_\alpha = \frac{6}{c_M} \mathcal{M}_1^{(0)}(u_3; u) + \epsilon_\alpha \frac{6}{c_M} \mathcal{M}_1^{(1)}(u_3; u) .
\] (3.12)

Expanding the differential equation itself, we obtain
\[
g_i^{(1)''} + \frac{6}{c_M} \mathcal{M}_1^{(0)}(u_3; u) g_i^{(1)} = - \frac{6}{c_M} \mathcal{M}_1^{(1)}(u_3; u) g_i^{(0)} .
\] (3.13)

This is now an inhomogeneous differential equation whose solution reads
\[
g_i^{(1)}(u) = f_{i,1}(u) g_i^{(0)}(u) + f_{i,2}(u) g_2^{(0)}(u) ,
\] (3.14)
where the functions $f_{i,j}$ obey the following equalities
\[
f_{i,j}'(u) = \frac{W_{i,j}(u)}{W(u)} .
\] (3.15)

Here $W(u)$ is the Wronskian of the family of solutions, and $W_{i,j}(u)$ is the Wronskian with the $j^{th}$ row replaced by $\{0, \frac{6}{c_M} \mathcal{M}_1^{(1)}(u_3; u) g_i^{(0)} \}$. In order to obtain the full solution we would
have to integrate the expressions 3.15. However, in order to compute the monodromy of $P(u)$ around the light operator, equation 3.15 is enough.

So far we have been occupied figuring out what coordinate transformation takes the plane to a geometry whose expectation values of the currents matches the ones one would find in presence of two heavy and one light operators in the null plane. We now want to understand what happens to this coordinate transformation when we take the current around a loop containing the light operator. Doing this does not change the expectation value of the current, and so we still expect the function $P(u)$ to solve the differential equation 3.8. However, each of the solutions $g_i$ can turn into a linear combination of $g_i$’s. This means that cycling around the light operator can result in the following transformation of $P$

$$P(u) = \frac{g_1(u)}{g_2(u)} \frac{c_0}{g_1(u) + 2g_2(u)} = \frac{AP(u) + B}{CP(u) + D}. \quad (3.16)$$

The constants $A, B, C,$ and $D$ can be obtained by looking at the branch structure of the functions $f_{i,j}$. In more practical words, one can obtain these objects by computing the residue of the integral defining $f_{i,j}$ in equation 3.15 at $u = u_3$. However, not all of these constants are physically meaningful. Instead of simply circling around the light operator at $u = u_3$, we could first perform a global coordinate transformation $g$, then circle around the light operator, and then come back to the original coordinate system by transforming with $g^{-1}$. The physically meaningful information carried by the monodromy should not depend on the details defining the transformation $g$. Note that a global coordinate transformation acts as

$$P \rightarrow \frac{P + y}{zP + t}, \quad (3.17)$$

for constants $x, y, z,$ and $t$. The inverse transformation is simply

$$P \rightarrow \frac{tP - y}{-zP + x}. \quad (3.18)$$

With this we can figure out what the transformation $G^{-1}C_\alpha G$ looks like. One finds

$$P \rightarrow \frac{AP' + B'}{CP' + D'}, \quad (3.19)$$

where the constants $A', B', C',$ and $D'$ depend on both $A, B, C, D$ and the parameters defining the global transformation $g$. The fact that the new primed parameters depend on $g$ is equivalent to the statement that the parameters $A, B, C, D$ are not gauge invariant and hence carry no physical meaning. One can go ahead and look for combinations of such parameters that do not depend on $g$. The two invariant objects are

$$I_1 = \text{tr} M, \quad \text{and} \quad I_2 = \text{tr} M^2, \quad (3.20)$$
where we have defined the monodromy matrix

$$M = \begin{pmatrix} A & B \\ C & D \end{pmatrix},$$  

(3.21)

which is similar to the monodromy matrix appearing in the CFT$_2$ literature. We are now ready to write the gauge invariant information concerning the monodromy of $P$ for the case of the three point function. We find

$$I_1 = 2,$$

$$\sqrt{\frac{I_1 - I_2}{2}} = 2\pi\epsilon_\alpha.$$  

(3.22)

In the next section, we will compute these objects for the case of the four point function, where we circle around the pair of light operators. Demanding that the resulting monodromy matches the monodromy computed in this section will give rise to the BMS$_3$ block.

### 3.2 Four-point function monodromy

We turn now to the study of the correlator

$$(H(x_1)H(x_2)L(x_3)L(x_4)).$$  

(3.23)

Just like before, we study the expectation value of the current $M$. Using the BMS$_3$ Ward identities we have

$$M(x_i; x) = \sum_{i=1}^{4} \left( \frac{c_i}{(u-u_i)^2} + \frac{1}{u-u_i} \partial_{u_i} \right) \frac{\langle H(x_1)H(x_2)L(x_3)L(x_4) \rangle}{\langle H(x_1)H(x_2)L(x_3)L(x_4) \rangle}.$$  

(3.24)

if we define the auxiliary parameters

$$c_i = \frac{6}{c_M} \partial_{u_i} \log \langle M(x_i)H(x_1)H(x_2)L(x_3)L(x_4) \rangle,$$  

(3.25)

then we can write

$$M(x_i; x) = \sum_{i=1}^{3} \left( \frac{\xi_i}{(u-u_i)^2} + \frac{c_M}{6} \frac{c_i}{u-u_i} \right).$$  

(3.26)

The four-point function is not fixed by the symmetry of the field theory, and so the objects $c_i$ are unknown, unlike the case of the three-point function. However, they are constrained by the smoothness condition on the expectation value of the current. Recall the transformation law 2.32. Under a global map $P(u) = 1/u$, the current transforms as

$$M \rightarrow M'(1/u) = u^4 M(u).$$  

(3.27)
The condition that $M'(0)$ is finite implies that $M(u) \to u^{-4}$ as $u \to \infty$. This fixes three out of four objects $c_i$. For simplicity and without loss of generality we will place the operators at $u_1 = 0$, $u_2 = \infty$, $u_3 = 1$, and we will leave $u_4 = U$ as the free parameter (BMS$_3$ cross-ratio). In this case we have
\begin{equation}
\begin{align*}
c_1 &= 2\epsilon_L - Uc_4 , \\
c_2 &= 0 , \tag{3.28} \\
c_3 &= -2\epsilon_L - (1 - U)c_4 .
\end{align*}
\end{equation}

The expectation value of the current is then
\begin{equation}
\begin{align*}
\frac{6}{c_M} M(U; u) &= \frac{1}{u^2} \left( \frac{1}{4} - \beta^2 \right) + \left( \frac{1}{u-U} + \frac{1}{u(1-u)} \right) \epsilon_L \\
&\quad + \left( \frac{U}{U-u} + \frac{1}{u} \right) c_4 . \tag{3.29}
\end{align*}
\end{equation}

We now need to find the transformation $P(u)$ that takes us from the empty plane to a geometry whose expectation value of the current $M$ matches 3.29. The differential equation to solve reads
\begin{equation}
\frac{1}{2} S(P, u) = \frac{6}{c_M} M(U; u) . \tag{3.30}
\end{equation}

Note that to zeroth order in $\epsilon_L$ (and $c_4$), the differential equation matches the one we solved for the case of the three-point function. We thus have the same solutions $g_i^{(0)}$. To linear order in $\epsilon_L$, we again need to solve equation 3.13, but with $M^{(1)}$ obtained from 3.29. The inhomogeneous equation is solved in the same fashion, and the monodromy of $P(u)$ can be computed again, this time circling around both the operators at $u_3 = 1$ and $u_4 = U$. This means that when integrating the functions $f'_{i,j}(u)$, we pick up residues at both of these two points. After some algebra which can be found in appendix A, the result reads
\begin{equation}
I_1 = 2 , \\
\sqrt{\frac{I_1 - I_2}{2}} = 2\pi \frac{U^\beta - \beta}{\beta} \left[ c_4 U(U^\beta - 1) + \epsilon_L \left( U^\beta (\beta + 1) + \beta - 1 \right) \right] . \tag{3.31}
\end{equation}

Comparing these results with the monodromy of the three point function, we obtain the following result for $c_4$
\begin{equation}
\begin{align*}
c_4 &= \frac{\beta U^\beta}{U(U^\beta - 1)} \epsilon_L - \frac{U^\beta (\beta + 1) + \beta - 1}{U(U^\beta - 1)} \epsilon_L . \tag{3.32}
\end{align*}
\end{equation}

We conclude that the BMS$_3$ block has the following form
\begin{equation}
\begin{align*}
\mathcal{F}_\alpha &= F(U)e^{V \left( \frac{\beta U^\beta}{U(U^\beta - 1)} \epsilon - \frac{U^\beta (\beta + 1) + \beta - 1}{U(U^\beta - 1)} \epsilon_L \right)} , \tag{3.33}
\end{align*}
\end{equation}

where $F(U)$ is some undetermined function of $U$, which we must obtain by studying the monodromy concerning the current $L$. We turn now to this issue.
3.3 The monodromy of $\mathcal{L}$ - Three-point function

In the last subsections we have been able to obtain only part of the BMS$_3$ block. The reason for this is that the monodromy method only computes derivatives of the conformal block with respect to the cross ratios, and we have only obtained one of such derivatives. In this section we obtain the rest of the block by applying the philosophy of the geometric monodromy method to the expectation value of the current $\mathcal{L}$. The computations in this sections are a bit more complicated due to the way the current $\mathcal{L}$ transforms under finite BMS$_3$ transformations. Just like we did with the other current, we start by considering the three-point correlator

$$ \langle H(x_1)H(x_2)L_\alpha(x_\alpha) \rangle, \quad (3.34) $$

and inserting the current $\mathcal{L}$ to compute an expectation value. Using the BMS$_3$ Ward identities we have

$$ \mathcal{L}(x, x_i) = \sum_{i=1}^{n} \left( \frac{\Delta_i}{(u-u_i)^2} - \frac{1}{u-u_i} \partial u_i + 2\Delta_i \frac{(v-v_i)}{(u-u_i)^2} + \frac{v-v_i}{(u-u_i)^2} \partial v_i \right) \langle H(x_1)H(x_2)L_\alpha(x_\alpha) \rangle \langle H(x_1)H(x_2)L_\alpha(x_\alpha) \rangle. \quad (3.35) $$

We now use our previous definition of the objects $c_i$, which we recall here

$$ c_i = \frac{6}{c_M} \partial v_i \log \langle \mathcal{M}(x)H(x_1)H(x_2)L_\alpha(x_\alpha) \rangle, \quad (3.36) $$

and introduce four new objects;

$$ d_i = \frac{6}{c_M} \partial u_i \log \langle \mathcal{M}(x)H(x_1)H(x_2)L_\alpha(x_\alpha) \rangle. \quad (3.37) $$

With these definitions at hand we can re-write the current as

$$ \frac{6}{c_M} \mathcal{L}(x, x_i) = \sum_{i=1}^{n} \left( \frac{\delta_i}{(u-u_i)^2} - \frac{1}{u-u_i} d_i + 2\epsilon_i \frac{(v-v_i)}{(u-u_i)^2} \right). \quad (3.38) $$

where we have also introduced $\delta_i = 6\Delta_i/c_M$. Using an explicit expression for the invariant BMS$_3$ three-point function we can obtain the objects $c_i$ and $d_i$. We can also use a coordinate transformation to move the heavy operators to $u_1 = v_1 = 0$, $u_2 = \infty$, and $v_2 = 0$. We leave the third operator at an arbitrary location in the null plane. This results in the following simple expression for our current

$$ \frac{6}{c_M} \mathcal{L}(x, x_i) = \frac{\delta_H}{u^2} + 2\frac{v}{u^3} \epsilon_H + \frac{u_3}{u(u-u_3)^2} \delta_L + \frac{v u_3 (3u-u_3) - w_2 (u+u_3)}{u^2(u-u_3)^3} \epsilon_L. \quad (3.39) $$

we now would like to solve the following differential equation for the coordinate transformation $G$

$$ \frac{6}{c_M} \mathcal{L}(x, x_i) = \frac{1}{2} \frac{G' \left( P' P'' - 3(P'')^3 \right) + P' \left( 3P'' G'' - P' G''' \right)}{(P')^3} \quad (3.40) $$

$$ - \frac{1}{2} \frac{3(P'')^2 - 4P' P'' P''' + (P')^2 P'''}{(P')^3}. $$
Note that the function $P$ has been studied in previous subsections, and it is responsible for turning on the appropriate current $\mathcal{M}$, so this differential equation is exclusively for the function $G$. Indeed, note that $\mathcal{M}$ is related to the Schwarzian derivative in such a way that

$$v \left( \frac{6}{c_M} \mathcal{M}(u_i;u) \right)' = \frac{1}{2} v \frac{3 (P'P'')^2 - 4P'P''P''' + (P')^2 P'''}{(P')^3}. \tag{3.41}$$

and so instead of working with $\mathcal{L}$ on its own, we will study the combination

$$\frac{6}{c_M} \tilde{\mathcal{L}}(u;u) = \frac{6}{c_M} (\mathcal{L}(u_i;u) + v (\mathcal{M}(u_i;u))') = \frac{\delta_H}{u^2} + \frac{u_3}{(u-u_3)^2} \delta_\alpha - \frac{uv_3(u+u_3)}{u(u-u_3)^3} \epsilon_\alpha, \tag{3.42}$$

such that the differential equation to solve does not depend on the coordinate $v$, and reads

$$\frac{6}{c_M} \tilde{\mathcal{L}}(x,x) = \frac{1}{2} \frac{G' \left( P' P''' - 3 (P'')^3 \right) + P' \left( 3P'' G''' - P' G''' \right)}{(P')^3}. \tag{3.43}$$

A simplification can be achieved through the replacement $G(u) = P'(u)X(u)$, which leads to

$$\frac{6}{c_M} \tilde{\mathcal{L}} = - \frac{1}{2} X''' - 2X' \frac{6}{c_M} \mathcal{M} - X \frac{6}{c_M} \mathcal{M}'. \tag{3.44}$$

We now need to solve this differential equation order by order in the quantum numbers of the light operators. Once this is done, we will study the monodromy of the family of solutions when we cycle around the insertion of the light primary operator. The details concerning this computation can be found in appendix B. As when studying the monodromy of $\mathcal{M}$, not all the components of the monodromy are gauge invariant. The gauge invariant information can be packaged in an object that we call $I_3$. The result derived in appendix B reads

$$\sqrt{I_3} = 4\pi \sqrt{\frac{\delta_\alpha \epsilon_\alpha}{\beta}}. \tag{3.45}$$

The objective of next section is to compute this invariant in the case of the four point function, and compare the result to equation 3.45.

### 3.4 The monodromy of $\mathcal{L}$ - Four-point function

We turn our attention to the four-point function of two heavy and two light operators,

$$\langle H(x_1) H(x_2) L(x_3) L(x_4) \rangle. \tag{3.46}$$

We study the expectation value of $\mathcal{L}$, and we look for the gauge transformation that would take us from the null plane to a geometry whose expectation value for the current matches
the one in the presence of the four operators in question. Making use of the BMS$_3$ Ward identities we arrive at

$$\frac{6}{c_M} \mathcal{L}(x, x_i) = \frac{1}{u^2} \left( \frac{\delta_i}{(u-u_i)^2} - \frac{1}{u-u_i} d_i + 2 \epsilon_i \left( \frac{v-v_i}{(u-u_i)^3} + \frac{v-v_i}{(u-u_i)^2} x_i \right) \right), \quad (3.47)$$

where $c_i$ and $d_i$ are related to the derivatives of the block with respect to $v_i$ and $u_i$ respectively. Smoothness at infinity implies $\mathcal{L}(u) \to u^{-4}$ as $u \to \infty$. This fixes all $d_i$ except one. Without loss of generality, we will place the operators at $u_1 = 0, u_2 = \infty, u_3 = 1, u_4 = U, v_1 = v_2 = v_3 = 0$, and $v_4 = V$. This leads to the following expression for the current expectation value

$$\frac{6}{c_M} \tilde{\mathcal{L}}(x, x_i) = \frac{\delta_H}{u^2} + \left[ \frac{1}{(u-U)^2} + \frac{2-u}{u(u-1)^2} \right] \delta_L + \frac{U (U-1)}{u(u-1)(u-U)} d_4$$

$$+ V \left[ \frac{2}{(U-u)^2} \epsilon_L + \frac{1}{u(u-1)} c_4 \right].$$

(3.48)

The differential equation to solve is

$$\frac{6}{c_M} \tilde{\mathcal{L}}(x, x_i) = \frac{1}{2} \frac{G' \left( P' P'' - 3 (P')^3 \right) + P' \left( 3 P'' G'' - P' G'' \right)}{(P')^3}, \quad (3.49)$$

Under the replacement $G(u) = P'(u) X(u)$ we obtain the differential equation 3.44. In appendix C, we solve this differential equation to linear order in the light operators’ quantum numbers. The invariant $I_3$ introduced in the previous section can then be extracted. Comparing with formula 3.45 we arrive at the following expression for the auxiliary parameter

$$d_4 = \frac{\beta U^2}{U(U^2-1)} \delta_I - \frac{(U^2 (\beta + 1) + \beta - 1)}{U(U^2-1)} \delta_M$$

$$+ \left[ V \frac{-1 + \beta + U^2 (\beta + 1) (U^2 + 2(\beta - 1))}{U^2(U-1)^2} + \delta_H \frac{2 - 2U^2 \beta + 4U\beta \log U}{\beta U(U^2-1)^2} \right] \epsilon_M$$

$$+ \left[ V \frac{\beta U \beta (2 - \beta - U^2 (\beta + 2))}{2U^2(U^2-1)^2} + \delta_H \frac{U^2(2(U^2 - 1) - (U^2 + 1) \beta \log U)}{\beta U(U^2-1)^2} \right] \epsilon_I. \quad (3.50)$$

It is reassuring that the following is true

$$\frac{d}{dV} d_4 = \frac{d}{dU} c_4. \quad (3.51)$$

Integrating $d_4$ with respect to $U$ yields the following answer for the BMS$_3$ block

$$\mathcal{F}_\alpha = \left( \frac{1 - U^\beta}{1 + U^\beta} \right) \frac{\Delta_L}{\epsilon} \left( \frac{U^\beta - 1}{(1 - U^\beta)^2} \right) e^{\frac{\alpha U^\beta}{U(U^\beta - 1)} - \frac{U^\beta (2\beta + 1)}{U(U^\beta - 1)} \xi_L} + \Delta_H \left( \frac{2U^\beta}{\beta(U^\beta - 1)} \xi_\alpha + \frac{2U^\beta + 1}{\beta(1 - U^\beta)} \xi_L \right) \log U. \quad \text{(3.52)}$$
This is the main result of this paper. Note that this also agrees with the $V$-dependent part found in 3.33.

It is interesting to check that the result found here is invariant under an imaginary shift of the coordinates $u, \phi$, which are related to $U, V$ through the map 2.5. In order to keep it simple, we can analyze the result \(3.52\) in the case of the vacuum block ($\xi_\alpha = 0$). It is then easy to check that the result is invariant under the following shift

\[
\begin{align*}
    u &\to u + \pi i \frac{J}{M}, \\
    \phi &\to \phi + 2\pi i \frac{1}{\sqrt{M}},
\end{align*}
\]

(3.53)

where the parameters $M, J$ are related to the quantum numbers of the heavy operators as in equation 1.4. This is an indication that correlators of light operators in presence of highly energetic operators exhibit thermal behavior in a BMSFT. One of the objectives of this paper is to show how these correlators can be computed holographically in a thermal background. This will be the focus of section 5.

This concludes the computation of the BMS\(_3\) block in the field theory side, which relies only on the structure of the BMS\(_3\) algebra. The approach presented here is not the usual monodromy method used in conformal field theories to compute Virasoro and global blocks. Usually, the differential equations giving rise to a monodromy problem are obtained from the study of null vectors of the symmetry algebra. This will be the topic of section 4, where we will first review some of the CFT calculations in the literature, and then study the null vectors of the BMS\(_3\) algebra to obtain the same results we have obtained through the geometric monodromy approach.

### 4 Monodromy method from BMS\(_3\) null vectors

In the previous section we have computed BMS\(_3\) blocks by constraining the monodromy of the coordinate transformations that turn on the appropriate currents. In this section we will re-derive the differential equations involved in the monodromy method by studying null vectors of the BMS\(_3\) algebra. The construction presented here is very different from the one used in two-dimensional conformal field theories. The main difference is that the BMS\(_3\) null vectors built out of descendants of a particular primary are not light, and as a consequence cannot be used to obtain a useful differential equation. This will lead to the introduction of BMS\(_3\) multiplets, which are reducible but indecomposable representations of the BMS\(_4\) algebra, much like the ones studied in the context of logarithmic CFT’s. We start with a quick review of the monodromy method in CFT\(_2\).
4.1 CFT\textsubscript{2} null vectors

The study of degenerate representations of the Virasoro algebra was first presented in [26]. The techniques developed in that paper were used in [27] to compute the Virasoro blocks of a four-point function involving two heavy and two light operators. In this section we also follow closely [18, 28]. One of the insights presented in [26] is that the representations of the Virasoro algebra are irreducible unless the conformal dimension \( h \) labeling the representation takes some special values. For these values, there exists a special null vector \( |\chi\rangle \) satisfying the following properties

\[
L_n|\chi\rangle = 0, \quad \text{for} \quad n > 0, \\
L_0|\chi\rangle = (h + K)|\chi\rangle,
\]

for a positive integer \( K \). For example, for \( K = 2 \), we have the following null vector

\[
|\chi\rangle = \left(L^2_{-1} - \frac{2(1 + 2h)}{3}L_{-2}\right)|h\rangle.
\]

Here \( |h\rangle \) is the highest weight state of conformal dimension \( h \). The vector in 4.2 is null for the following choice of conformal dimension

\[
h_{\pm} = \frac{5 - c \pm \sqrt{(c - 1)(c - 25)}}{16}.
\]

In the large central charge limit, the conformal dimension \( h \) with positive sign choice is \( \mathcal{O}(1) \), rendering the highest weight state \( |h\rangle \) light. Explicitly, the conformal dimension of this light state reads

\[
h \rightarrow h_+ = -\frac{1}{2} - \frac{9}{2c} + \mathcal{O}(c)^{-2}.
\]

Note that equations 4.1 imply that the vector \( |\chi\rangle \) can be considered the highest weight state of its own Verma modulus with conformal dimension \( h + K \). However, this would imply that the representation labeled by \( h \) is reducible. We thus need to formally set the null vector to zero

\[
|\chi\rangle = \left(L^2_{-1} - \frac{2(1 + 2h)}{3}L_{-2}\right)|h\rangle = 0.
\]

This equation can be used to compute Virasoro blocks. The strategy is to insert the light operator \( \mathcal{O}_{h_+} \) associated to the state \( |h_+\rangle \) in a CFT four-point function, and then apply the Virasoro generators in 4.2 to obtain a differential equation for the resulting five-point function. The fact that the operator is light implies that the leading semi-classical behavior of the correlator is left unchanged. More concretely, we have

\[
\langle \mathcal{O}_1 \mathcal{O}_2 \mathcal{O}_{h_+}(z) \mathcal{O}_3 \mathcal{O}_4 \rangle = \Psi(z; z_i)\langle \mathcal{O}_1 \mathcal{O}_2 \mathcal{O}_3 \mathcal{O}_4 \rangle,
\]
where the wave function $\Psi(z; z_i)$ introduced here (and its derivatives) are $O(e^{6\theta})$. Applying the shortening condition 4.5 and using the Ward identities of the Virasoro algebra leads to the following differential equation

$$
\Psi''(z; z_i) + \frac{6}{c} T(z; z_i) \Psi(z; z_i) = 0.
$$

(4.7)

Studying the solution space of this differential equation in the same fashion as in section 3 leads to explicit expressions for the Virasoro blocks of the correlator $\langle O_1 O_2 O_3 O_4 \rangle$. We now try to apply this logic in field theories with BMS$_3$ symmetry.

### 4.2 BMS$_3$ null vectors

Given the success of the study of CFT$_2$ null vectors, it seems worth analyzing the existence of such objects in field theories with BMS$_3$ symmetry. As we will see below, null vectors constructed out of irreducible representations of the Virasoro algebra will not be useful to obtain a differential equation with non-trivial monodromy. Some of the statements made in this section can also be found in [25]. We look for vectors obeying the following conditions

$$
L_0 |\chi\rangle = \Delta' |\chi\rangle, \quad M_0 |\chi\rangle = \xi' |\chi\rangle,
$$

$$
L_n |\chi\rangle = M_n |\chi\rangle = 0, \quad \text{for } n > 0.
$$

(4.8)

There are two possible null vectors obeying these conditions and so we must formally set them to zero. They read

$$
|\chi_1\rangle = M^2_1 |0, \Delta\rangle = 0,
$$

$$
|\chi_2\rangle = \left( M^2_1 + \frac{cM}{6} M_{-2} \right) | - \frac{cM}{8}, \Delta\rangle = 0.
$$

(4.9)

Here we have used the notation $|\xi, \Delta\rangle$ to represent the highest weight state in a BMS representation with $\xi$ and $\Delta$ as the eigenvalues of $M_0$ and $L_0$ respectively. The first null vector is constructed from a light BMS primary. This implies that it can be inserted into a correlator without affecting the semi-classical structure. However, the differential equation implied by the shortening condition is trivial. It simply indicates that the resulting wave function is linear in the coordinate $v$, which does not give non-trivial information about the monodromy of the solutions around the location of operators in the null plane. The second null vector involves a heavy BMS primary in the sense that the quantum number $\xi$ scales with $cM$. This implies that inserting this primary into a BMS correlator changes the semi-classical structure. We conclude that BMS$_3$ null vectors cannot be used to obtain a differential equation with non-trivial monodromy.
4.3 BMS\textsubscript{3} multiplets

So far we have only tried constructing a useful null vector out of irreducible representations of the symmetry algebra. It turns out the problem can be solved by analyzing reducible but indecomposable representations of the BMS\textsubscript{3} algebra, that we will dub as BMS\textsubscript{3} multiplets. These representations are characterized by a non-diagonal action of the center of the algebra on a set of operators. These representations are the main ingredient in logarithmic conformal field theories (see [29] for a modern review). logCFT’s can be used to study many interesting models, like percolation [30] and systems with quenched disorder [31] among many others. In this subsection we will generalize logarithmic multiplets to field theories with BMS symmetry. It is worth pointing out that the representations presented in this section need not be part of the physical content of the field theory. The same way the light primary operator used to construct a CFT\textsubscript{2} null vector is a purely mathematical tool, we will also regard BMS multiplets as such.

A rank-\textit{r} multiplet consists of \textit{r} operators such that the action of \textit{L}\textsubscript{0} and \textit{M}\textsubscript{0} adopts a Jordan block form. In this section we will study rank 2 multiplets, such that

\begin{align}
\textit{L} \psi_1 \psi_1 &= \Delta_1 \psi_1, \\
\textit{L} \psi_2 &= \Delta_2 \psi_2 + (\textit{L} \psi_1), \label{eq:4.10}
\end{align}

and

\begin{align}
\textit{M} \psi_1 &= \xi_1 \psi_1, \\
\textit{M} \psi_2 &= \xi_2 \psi_2 + (\textit{M} \psi_1). \label{eq:4.11}
\end{align}

We also demand that all positive modes of the BMS algebra annihilate the states |\psi_1\>. We are hoping to construct a new rank 2 multiplet by acting on the operators \psi_1 and \psi_2 with the negative modes of the BMS\textsubscript{3} algebra. The existence of such multiplet would render the original BMS\textsubscript{3} multiplet spanned by |\psi_1\> and |\psi_2\> not only reducible but decomposable. We thus formally set the new multiplet to zero. This gives rise to a null BMS\textsubscript{3} multiplet we can hope to use to obtain differential equations with non-trivial monodromy structure. Similar kinds of degenerate multiplets have been studied in the context of logarithmic CFT’s in [32, 33].

Much like the case of CFT null vectors, we do not expect a degenerate multiplet to exist for any value of the quantum numbers and matrix elements of \textit{L}\textsubscript{0} and \textit{M}\textsubscript{0} defining the original
multiplet. Performing some algebra, we find that the right choice is

\[ L_0 |\tilde{\psi}_1\rangle = -\frac{1}{2} |\tilde{\psi}_1\rangle, \]
\[ L_0 |\tilde{\psi}_2\rangle = -\frac{1}{2} |\tilde{\psi}_2\rangle - \frac{9}{c_M} |\tilde{\psi}_1\rangle, \]
\[ M_0 |\tilde{\psi}_1\rangle = 0, \]
\[ M_0 |\tilde{\psi}_2\rangle = -\frac{1}{2} |\tilde{\psi}_1\rangle. \] (4.12)

Note that all the matrix elements of \( L_0 \) and \( M_0 \) do not diverge in the large \( c_M \) limit. This means that the operators \( \tilde{\psi}_1 \) and \( \tilde{\psi}_2 \) can be inserted into BMS correlators without changing the semi-classical structure. To be more concrete, we will write

\[ \langle O_1 O_2 \tilde{\psi}_1 O_3 O_4 \rangle = \psi_i(u, v; u_i, v_i) \langle O_1 O_2 O_3 O_4 \rangle, \] (4.13)

where the wave functions \( \psi_i \) introduced here (and its derivatives) are \( O(e^{c_M}). \)

For the choice of operators in 4.12, there are two level one null vectors which read

\[ |\chi_1^{(1)}\rangle = M_{-1} |\tilde{\psi}_1\rangle = 0, \]
\[ |\chi_2^{(1)}\rangle = M_{-1} |\tilde{\psi}_2\rangle - L_{-1} |\tilde{\psi}_1\rangle = 0. \] (4.14)

At level two, we find the following null vectors

\[ |\chi_1^{(2)}\rangle = \left( L_{-2}^2 + \frac{6}{c_M} M_{-2} \right) |\tilde{\psi}_1\rangle = 0, \]
\[ |\chi_2^{(2)}\rangle = \left( L_{-2}^2 + \frac{6}{c_M} M_{-2} \right) |\tilde{\psi}_2\rangle + \frac{6}{c_M} \left( \frac{26}{c_M} M_{-2} + L_{-2} \right) |\tilde{\psi}_1\rangle = 0. \] (4.15)

Inserting the null vectors into BMS correlators yields the following differential equations for the wave functions \( \psi_i \)

\[ \partial_v \psi_1 = 0, \]
\[ \partial_v \psi_2 + \partial_u \psi_1 = 0, \]
\[ \left( \partial_u^2 + \frac{6}{c_M} M \right) \psi_1 = 0, \]
\[ \left( \partial_u^2 + \frac{6}{c_M} M \right) \psi_2 + \frac{6}{c_M} \left( \frac{26}{c_M} M + L \right) \psi_1 = 0. \] (4.16)

The first two equations simply imply \( \psi_1 = \psi_1(u) \) and \( \psi_2 = \psi_2(u) - v \partial_u \psi_1 \). Inserting these expressions into the other two differential equations, simplifying, and taking the large \( c_M \) limit leads to

\[ \left( \partial_u^2 + \frac{6}{c_M} M \right) \psi_1(u) = 0, \]
\[ \left( \partial_u^2 + \frac{6}{c_M} M \right) \psi_2 + \frac{6}{c_M} (L + v \partial_u M) \psi_1 = 0. \] (4.17)
Note that the first equation here is equivalent to formula 3.10 used in previous sections to partially compute BMS blocks. The second equation can be further manipulated into a more familiar form. We change variables as $\psi_2 = -\partial_u \psi_1 X + \psi_1 \partial_u X/2$, which leads to
\[
\frac{6}{c_M} \tilde{\mathcal{L}} = -\frac{1}{2} X''' - 2X' \frac{6}{c_M} \mathcal{M} - X \frac{6}{c_M} \mathcal{M}'.
\] (4.18)
Here, we have introduced $\tilde{\mathcal{L}} = \mathcal{L} + v \partial_u \mathcal{M}$. This matches the differential equation 3.44, which was used to complete the calculation of the block. This finalizes our analysis of the Monodromy method in the field theory. We have shown that studying light degenerate BMS multiplets is equivalent to the geometric monodromy method presented in previous sections.

We turn now to the holographic interpretation of BMS blocks. In section 5 we will find that the blocks we have computed in the field theory can be obtained by considering probe particles propagating in a flat space cosmology.

5 Holographic BMS$_3$ blocks

In this section we explore the holographic computations leading to formula 3.52 for the BMS$_3$ block. In previous work [1] we presented the holographic picture of Poincaré blocks (BMS global blocks) which had been computed in the field theory in [15]. The picture was inspired by a holographic computation of entanglement entropy in two dimensional BMSFT’s [34]. The construction is in some ways similar to the holographic picture found in the AdS/CFT context in [35, 36]. They key ingredient in flat space is the introduction of a new extrapolate dictionary. It consists on integrating position space Feynman diagrams along the null geodesics falling from the null boundary at the location of the BMS primary operators.

\[
\langle O_1(x_1)O_2(x_2)\ldots \rangle \sim \int_{\gamma_{x_1}} d\lambda_1 \int_{\gamma_{x_2}} d\lambda_2 \ldots \langle \Psi_1(\lambda_1)\Psi_2(\lambda_2)\ldots \rangle.
\] (5.1)

Here $\Psi_i$ are bulk fields propagating in Minkowski space-time, and the integrals run along the null geodesics $\gamma_{x_i}$, which fall from the null boundary at the locations $x_i$ where the BMS field theory local primary operators are placed. If the bulk fields are sufficiently massive, the integrals inside the bulk Feynman diagram and the integrals over the null geodesics can be well approximated by a saddle point approximation. The computation of the correlators can then be replaced by an optimization problem, where one extremizes the length of a geodesic network attached to the null lines $\gamma_{x_i}$.

The novel feature in this work is the fact that we are now considering two of the operators to be heavy enough to backreact the background geometry non-trivially. Einstein gravity in
three dimensions and in absence of a cosmological constant has a family of solutions known as flat space cosmological solutions (FSC). The line element reads

\[ ds^2 = M du^2 - 2 dudr + J dud\phi + r^2 d\phi^2. \] (5.2)

Here the parameters \( M \) and \( J \) parametrise the ADM mass and angular momentum of the gravitational solution. These cosmologies were first considered in string theory as shifted-boost orbifolds of Minkowski spacetimes \([37, 38]\). Note that the case \( M = -1, J = 0 \) corresponds to Global Minkowski, whose holographic dual is the empty cylinder BMSFT. In order for the solution to be understood as a cosmology, it is required that \( M > 0 \). We expect that the parameters \( M \) and \( J \) can be related to the quantum numbers \( \xi_H \) and \( \Delta_H \) of the heavy operators participating in the four-point function studied in previous sections. The line element 5.2 can be written in ADM form \([39]\)

\[ ds^2 = - \left( \frac{J^2}{4r^2} - M \right) d\tilde{t}^2 + \frac{1}{\frac{J^2}{4r^2} - M} d\tilde{r}^2 + \tilde{r}^2 \left( d\tilde{\phi} + \frac{J}{2r^2} d\tilde{t} \right)^2. \] (5.3)

There is a special null Cauchy Horizon at

\[ \tilde{r} = R_c, \quad \text{with} \quad R_c = \frac{J}{2\sqrt{M}}. \] (5.4)

This hypersurface is also a Killing Horizon, with a Hawking temperature associated to it. This means that the bulk state associated to this background geometry is in a sense thermal.

The light operators are expected to behave as bulk probes. As we have already mentioned, in previous work we computed holographic correlators involving exclusively light operators. Correlators were computed by attaching geodesic networks to the null lines falling from the boundary at the locations of the light primaries. Extremizing the length of such networks yields the correct expression for Poincaré blocks. The new approach is to introduce geodesic networks connecting the horizon of the FSC 5.2 to the null lines falling from the boundary at the location of the light primaries. Extremizing the length of such objects will yield expression 3.52. As a warm up, we will fist study the BMS\(_3\) block involving spinless primaries.

### 5.1 Spinless holographic BMS\(_3\) blocks

Flat space cosmologies can be thought of as quotients of empty flat space. This is a feature of gravity in three dimensions, and it is also true in AdS\(_3\), where conical deficits and BTZ black holes are related to empty AdS through a quotient. Effectively, this means we can solve a problem in empty flat space and map the result to the flat space cosmology through a non-single valued coordinate transformation. The diffeomorphism relating the FSC to Minkowski...
\( r_0 = N + N^2 - (a) \)

\( r = \sqrt{M(t^2 - x^2)} + R_c^2 \),

\( \phi = -\frac{1}{\sqrt{M}} \log \frac{\sqrt{M(t - x)}}{r + R_c} \),

\( u = \frac{1}{M} \left( r - \sqrt{My} - \sqrt{MR_c\phi} \right) \),

Using this map, we can relate the problem in the FSC to a problem in Minkowski space. A picture of the coordinate systems we are going to use in this section can be found in figure 2.

We first consider the null lines falling from the boundary at the locations of the light primaries. These null lines have fixed values \( u_i \) and \( \phi_i \). Under the map 5.8, they correspond
to the following lines in Minkowski space

\[
\begin{align*}
x_{\gamma_i} &= \frac{\lambda_i \sinh \left( \sqrt{M} \phi_i \right) - R_c \cosh \left( \sqrt{M} \phi_i \right)}{\sqrt{M}}, \\
y_{\gamma_i} &= \frac{\lambda_i - Mu_i}{\sqrt{M}} - R_c \phi_i, \\
t_{\gamma_i} &= \frac{\lambda_i \cosh \left( \sqrt{M} \phi_i \right) - R_c \sinh \left( \sqrt{M} \phi_i \right)}{\sqrt{M}}. 
\end{align*}
\]  

(5.6)

The horizon of the FSC is located at \( r = R_c \) in the coordinates \( 5.2 \). This corresponds to the union of two planes in Minkowski space-time

\[
\mathcal{H} = N_+ \cup N_-, \quad N_\pm : t_{\mathcal{H}} = \pm x_{\mathcal{H}}. 
\]  

(5.7)

The intersection of the planes \( N_\pm \) is special, and we will denote it as

\[
\gamma_{\mathcal{H}} = N_+ \cap N_- : t_{\mathcal{H}} = x_{\mathcal{H}} = 0. 
\]  

(5.8)

Our prescription now consists on introducing a geodesic network connecting the null lines \( \gamma_i \) with the special horizon geodesic \( \gamma_{\mathcal{H}} \). The simplest network consists of three straight lines connected at a common bulk vertex point that we will denote \( x_v \). In this subsection, we consider spinless light operators, which should correspond to spinless bulk probes. This means that the on-shell action is the length of the particles’ worldlines

\[
S = \xi_\alpha L(x_{\mathcal{H}}, x_v) + \xi_L \left( L(x_v, x_{\gamma_1}) + L(x_v, x_{\gamma_2}) \right),
\]  

(5.9)

where \( \xi_\alpha \) is the mass of the exchanged probe, and \( \xi_L \) is the mass of the probes falling from the boundary. The lengths of the different geodesics are the standard length in Minkowski space

\[
L(x, x') = \sqrt{- (t - t')^2 + (x - x')^2 + (y - y')^2}.
\]  

(5.10)

The on-shell action \( 5.9 \) now has to be extremized with respect to the free parameters of the problem. These are the location of the common vertex point \( x_v \), the location of \( x_{\gamma_{\mathcal{H}}} \) along the horizon geodesic \( \gamma_{\mathcal{H}} \), and the location of the points \( x_{\gamma_i} \) along the null geodesics \( \gamma_i \).

The first step in this calculation is to extremize \( S \) with respect to \( y_{\mathcal{H}} \). This yields \( y_{\mathcal{H}} = y_v \). We are left with

\[
S = \xi_\alpha \sqrt{- t_v^2 + x_v^2} + \xi_L \left( L(x_v, x_{\gamma_1}) + L(x_v, x_{\gamma_2}) \right). 
\]  

(5.11)
Extremizing with respect to $x_{y_1}$ and $x_{y_2}$ yields a system of two equations that determine $x_v$ and $y_v$. The explicit solution reads

$$
x_v = \frac{\sqrt{M}(u_1 - u_2) + R_c(\phi_2 - \phi_1) + t_v \left( \cosh \sqrt{M} \phi_1 - \cosh \sqrt{M} \phi_2 \right)}{\sinh \sqrt{M} \phi_2 - \sinh \sqrt{M} \phi_1},$$

$$y_v = \frac{t_v \sinh \sqrt{M} (\phi_1 - \phi_2) + R_c(\phi_2 \sinh \sqrt{M} \phi_1 - \phi_1 \sinh \sqrt{M} \phi_2) + \sqrt{M} \left( u_2 \sinh \sqrt{M} \phi_1 - u_1 \sinh \sqrt{M} \phi_2 \right)}{\sinh \sqrt{M} \phi_2 - \sinh \sqrt{M} \phi_1}.
$$

Replacing these expressions back in the on-shell action yields

$$S = \xi_L (u_1 - u_2) \coth \left[ \frac{1}{2} \sqrt{M}(\phi_1 - \phi_2) \right] + R_c \left[ -\frac{2}{\sqrt{M}} + (\phi_1 - \phi_2) \coth \left( \frac{\sqrt{M}}{2}(\phi_1 - \phi_2) \right) \right]$$

$$+ \xi_\alpha \sqrt{\left( \frac{\sqrt{M}(u_1 - u_2) + R_c(\phi_2 - \phi_1) + t_v \left( \cosh \sqrt{M} \phi_1 - \cosh \sqrt{M} \phi_2 \right)}{\sinh \sqrt{M} \phi_2 - \sinh \sqrt{M} \phi_1} \right)^2 - t_v^2}. \quad (5.13)$$

Extremizing with respect to $t_v$ results in

$$t_v = \frac{\sqrt{M}(u_1 - u_2) + R_c(\phi_1 - \phi_2) \ e^{\sqrt{M}(\phi_1 + \phi_2)} - 1}{\ e^{\sqrt{M} \phi_1} - \ e^{\sqrt{M} \phi_2}}, \quad (5.14)$$

which leads to the extremal value of $S$

$$S = \xi_L \left( (u_1 - u_2) \coth \left[ \frac{1}{2} \sqrt{M}(\phi_1 - \phi_2) \right] + R_c \left[ -\frac{2}{\sqrt{M}} + (\phi_1 - \phi_2) \coth \left( \frac{\sqrt{M}}{2}(\phi_1 - \phi_2) \right) \right] \right)$$

$$+ \xi_\alpha \frac{e^{\sqrt{M}(\phi_1 + \phi_2)}}{e^{\sqrt{M} \phi_1} - e^{\sqrt{M} \phi_2}} \left( \sqrt{M}(u_1 - u_2) + R_c(\phi_1 - \phi_2) \right). \quad (5.15)$$

This result is written in the cylinder coordinates of 5.2. The computations done in section 3 use coordinates in the plane. In order to compare both results, we perform the following map

$$U = e^{i\phi}, \quad \text{and} \quad V = iue^{i\phi}. \quad (5.16)$$

The map transforms the primaries non-trivially, as in equation 2.15. Taking this into account, and making the replacements $U_1 = 1$, $V_1 = 0$, $U_2 = U$, and $V_2 = V$ yields the result

$$S_{\text{extr}} = V \left( \frac{\tilde{\beta}U^2 \tilde{\beta}}{U(U^\tilde{\beta} - 1)} \xi_\alpha - \frac{U^\tilde{\beta}(\tilde{\beta} + 1) + \tilde{\beta} - 1}{U(U^\tilde{\beta} - 1)} \xi_L \right) + \tilde{\delta}_H \log U \left( \frac{2U^\tilde{\beta}}{\tilde{\beta}(U^\tilde{\beta} - 1)} \xi_\alpha + \frac{2(U^\tilde{\beta} + 1)}{\tilde{\beta}(1 - U^\tilde{\beta})} \xi_L \right). \quad (5.17)$$
Here we have defined $\tilde{\beta} = \sqrt{-M}$, and $\tilde{\delta}_H = J/2\sqrt{M}$. The result found in this section matches the exponential part of the BMSFT result found in equation 3.52 under the following identification

$$\tilde{\beta} = \beta, \quad \text{and} \quad \tilde{\delta}_H = \delta_H. \quad (5.18)$$

In terms of the quantum numbers of the heavy operators, this implies

$$M = \frac{24\xi_H}{c_M} - 1, \quad \text{and} \quad \frac{J}{2\sqrt{M}} = \frac{6\Delta_H}{c_M}. \quad (5.19)$$

We conclude that a pair of Heavy operators in the null plane corresponds to a FSC only if the quantum number $\xi_H$ is greater than $c_M/24$. If the quantum number is below this bound, the mass of the FSC becomes negative. In this case, the background solution would correspond to a conical deficit or surplus [39].

The result presented here matches the BMSFT result found in equation 3.33. It is worth mentioning that the geometric configuration given by the expressions for $x_v$ in 5.12 and 5.14 maps to a complex value of the $r, u, \phi$ coordinates under the inverse of the map 5.8. As shown in figure 3, the vertex point lies in the region of Minkowski space not covered by the original geometry. Namely, the vertex lies in the region behind the coordinate singularity at $r = 0$. This implies that the map 5.8 results in a complex value of $r, u, \phi$ for the point $x_v$. This is a commonplace feature of the stationary phase approximation of correlators in Lorentzian space-times. The calculations in this section are expected to correspond to the stationary phase approximation of a path integral involving fields propagating in a background geometry. The approximation arises as one takes the heavy limit, where the fields become heavy enough to classicalize. The fact that the saddle is complex just indicates that a single path does not dominate the integral, but a family of them. The complex saddle simply captures the contributions from such family of dominant paths. A simple example where this phenomenon happens in the context of AdS/CFT is the calculation of the holographic Lorentzian two-point function of primary operators separated by a time-like interval. In this case the relevant computation consists on finding the length of the geodesic connecting the locations of the primary operators at the boundary. However, no such geodesic exists if the operators are time-like separated. The approximation in this case results on a complex geodesic whose length correctly computes the correlator, leading to the same kind of feature found in this section. For another more interesting example see [40].

In this section we have studied massive spinless particles that propagate in a flat space cosmology. The on-shell action associated to such particles is precisely the length of the particle’s worldline. We have thus extremized the length of a geodesic network. In order to obtain the full answer for the block, we also have to study probe particles with spin. We turn
Figure 3: a) Holographic BMS$_3$ block in the Minkowski coordinates 5.8. The gray planes correspond to the horizon of the FSC. The singularity at $r = 0$ in ADM coordinates corresponds to the surface $x^2 - t^2 = R_c^2/M$. The purple dot represents the vertex point $x_i$, whose location after extremizing the on-shell action is given explicitly in 5.6. The common vertex point lies past the singularity. b) FSC in ADM coordinates. The gray cylinder represents the horizon at $r = R_c$. The origin at $r = 0$ is represented by a dashed blue line. The green null lines fall from the null boundary at the points $u_i, \phi_i$.

now to the study of massive spinning probes in a flat space cosmology. We expect the final result to match the full answer in equation 3.52.

5.2 Spinning holographic BMS$_3$ blocks

In this section we perform computations of holographic blocks involving operators with non-trivial $L_0$ quantum numbers. In previous work we concluded that the particles dual to such operators had non-trivial spin. Poincaré blocks where computed by considering the on-shell action of massive particles with a Lorentz frame attached. This construction was introduced in the AdS/CFT literature in [41]. The computations in this subsection will generalize the ones in the previous one by considering spinning light probes.

The introduction of a Lorentz frame attached to each probe does not modify the $\xi$ dependent part of the calculation. We will thus consider the same set-up as last section, with
the addition of the following extra terms to the on-shell action

\[ S^{\text{spin}} = \Delta_L \left[ \log (-2 \dot{\gamma}_1 \cdot n_v) + \log (-2 \dot{\gamma}_2 \cdot n_v) \right] + \Delta_\alpha \cosh (-n_v \cdot n_H). \] (5.20)

Here \( \Delta_L \) and \( \Delta_\alpha \) are the \( L_0 \) quantum numbers of the external and exchanged operators respectively. \( n_v \) is a time-like vector located at the common vertex point \( x_v \). The vector \( n_H \) is also time-like and it is located at the point \( x_H \) perpendicularly to the special horizon geodesic \( \gamma_H \). The vectors \( \dot{\gamma}_i \) are null and point along the null geodesics \( \gamma_i \). For more details concerning this set-up we point the reader to the work \([1]\).

The expression for the null vectors \( \dot{\gamma}_i \) in Minkowski space coordinates is

\[ \dot{\gamma}_i = \frac{\cosh \sqrt{M} \phi_i}{\sqrt{M}} \partial_t + \frac{\sinh \sqrt{M} \phi_i}{\sqrt{M}} \partial_x + \frac{1}{\sqrt{M}} \partial_y. \] (5.21)

A particularly useful parametrization of the time-like vectors is

\[ n_v = \frac{z_v^2 + u_v^2 + 1}{2u_v} \partial_t + \frac{z_v^2 + u_v^2 - 1}{2u_v} \partial_x + \frac{z_v}{u_v} \partial_y, \]
\[ n_H = \frac{z_H^2 + u_H^2 + 1}{2u_H} \partial_t + \frac{z_H^2 + u_H^2 - 1}{2u_H} \partial_x + \frac{z_H}{u_H} \partial_y. \] (5.22)

The parameters \( u \) and \( z \) can be associated to coordinates in AdS_2. However, we will not explore the relation between this computation and AdS_2 gravity calculations in this note. In order for the vector \( n_H \) to be perpendicular to the horizon, we must set \( x_H = 0 \). Writing the spinning action explicitly and extremizing with respect to \( u_H \) yields the solution

\[ u_H = \sqrt{u_v^2 + x_v^2}. \] (5.23)

Replacing this expression back into the action results in

\[ S^{\text{spin}} = \Delta_\alpha \log \left( \frac{\sqrt{u_v^2 + x_v^2}}{u_v} + \frac{x_v}{u_v} \right) \]
\[ + \Delta_L \left[ \log \left( \frac{u_v^2 + \left( e^{\sqrt{M} \phi_1} - x_v \right)^2}{e^{\sqrt{M} \phi_1} M u_v} \right) + \log \left( \frac{u_v^2 + \left( e^{\sqrt{M} \phi_2} - x_v \right)^2}{e^{\sqrt{M} \phi_2} M u_v} \right) \right]. \] (5.24)

We find it useful to replace variables as \( u_v = 2K x_v/(K^2 - 1) \). Extremizing with respect to \( x_v \) now yields

\[ x_v = e^{\sqrt{M} (\phi_1 + \phi_2)} \frac{K^2 - 1}{K^2 + 1}. \] (5.25)

Replacing this solution in the on-shell action and extremizing with respect to the remaining variable \( K \) yields

\[ K = \sqrt{\frac{2 \Delta L - \Delta_\alpha e^{\sqrt{M} \phi_1} + e^{\sqrt{M} \phi_2}}{2 \Delta L + \Delta_\alpha e^{\sqrt{M} \phi_1} - e^{\sqrt{M} \phi_2}}}. \] (5.26)
The final answer for the extremized spinning action after changing to plane coordinates as in 5.16, reads

\[ S_{\text{extr}}^{\text{spin}} = \Delta_\alpha \log \left( \frac{1 - U_{\beta}^2}{1 + U_{\beta}^2} \right) + \Delta_\lambda \log \left( \frac{U_{\beta}^{-1}}{(1 - U_{\beta})^2} \right). \] (5.27)

Where \( \beta \) is defined as in the last subsection. This result, added to the one obtained in the last subsection, completes our holographic calculation of a BMS\( _3 \) block. The result successfully matches the full BMSFT result found previously in 3.52.

The computation presented in this section can be understood as evidence that the extrapolate dictionary proposed in [1] and explained in formula 5.1 applies to geometries beyond empty Minkowski space. We have also shown that the field theory states resulting from the insertion of heavy primary BMS operators in the null plane are dual to flat space cosmologies in the bulk. This is a statement that seems to hold at the level of the correlators of light operators. It is tempting to interpret this statements as some version of the ETH in flat holography.

6 Discussion

We have derived a closed form expression for semi-classical BMS\( _3 \) blocks, extending the results in [15]. The field theory techniques revolve around the monodromy method, which has been used successfully to compute Virasoro blocks in the AdS/CFT literature. The application of the monodromy method to theories with BMS symmetry requires the introduction of reducible but indecomposable representations we have dubbed as “BMS\( _3 \) multiplets”. These multiplets in principle do not need to be part of the spectrum of the theory, but it is worth mentioning that level two descendants of the identity operator constitute one of these multiplets. We believe it would be of interest to explore these representations in more detail in future work.

Holographically, we have achieved a clean flat space bulk interpretation of the semi-classical blocks, generalizing the observations in [35, 36] to flat space. This is evidence supporting the extrapolate dictionary conjectured in [1]. The computations we have performed rely on the probe limit \( 1 \ll \Delta_L, \xi_L \ll c_M \). It would be interesting to test the dictionary away from the probe limit. This yields two possible directions of future work. On one hand, one could study heavier probes. In principle, the bulk picture can be analyzed to higher orders in the light operator dimensions. This would correspond to solving Einstein’s equations order by order in the Newton’s constant. In the field theory, one would need to solve the monodromy method to higher order in \( \xi_L/c_M \) and \( \Delta_L/c_M \). On the other hand, it would be interesting to understand the calculation for light operator dimensions \( \Delta_L, \xi_L \sim \mathcal{O}(1) \).
The fact that the blocks can be obtained in the bulk by studying probes propagating in a thermal background can be interpreted as the statement of ETH. In the field theory, the insertion of heavy operators yields a pure, highly energetic microstate. However, in this note we have shown that the blocks involving low energy observables in such microstate can be computed by studying bulk probes propagating in a thermal background geometry in the semi-classical limit.

The analysis presented in this work does not require any knowledge of conformal field theory results, and it is based exclusively on the structure of the BMS algebra. However, the final expression for the blocks can also be obtained from the non-relativistic limit of Virasoro conformal blocks. The details concerning the non-relativistic limit can be found in appendix D.
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A Four-point function - Monodromy of $\mathcal{M}$

We start from the differential equation written in 3.13 which we re-write here

$$g^{(1)\mu}_i + \frac{6}{c_M} \mathcal{M}^{(0)}(u_3; u) g^{(1)}_i = -\frac{6}{c_M} \mathcal{M}^{(1)}(u_3; u) g^{(0)}_i. \quad (A.1)$$

with

$$g_i = g^{(0)}_i + \epsilon_\alpha g^{(1)}_i,$$

$$\frac{6}{c_M} \mathcal{M}(u_3; u) = \frac{1}{u^2} \left( \frac{1}{4} - \frac{u_3}{u(u - u_3)^2} \right) \epsilon_\alpha = \frac{6}{c_M} \mathcal{M}^{(0)}(u_3; u) + \epsilon_\alpha \frac{6}{c_M} \mathcal{M}^{(1)}(u_3; u). \quad (A.2)$$

The solutions to this differential equation at zeroth order in $\epsilon_\alpha$ are simply

$$g^{(0)}_1(u) = u^{\frac{1+\beta}{2}}, \quad \text{and} \quad g^{(0)}_2(u) = u^{\frac{1-\beta}{2}}. \quad (A.3)$$

The Wronskian associated to these solutions reads

$$W = \begin{vmatrix} g^{(0)}_1(u) & g^{(0)\prime}_1(u) \\ g^{(0)}_2(u) & g^{(0)\prime}_2(u) \end{vmatrix} = -\beta. \quad (A.4)$$
It will also be necessary to define the modified Wronskians, whose explicit form is

\[
W_{1,1} = \begin{vmatrix} 0 & -\frac{6}{c^3} M^{(1)}(u_3; u) g_1^{(0)} \n \frac{d}{d u} g_2^{(0)}(u) \end{vmatrix}, \quad \text{and} \quad W_{1,2} = \begin{vmatrix} g_1^{(0)}(u) & g_1^{(0)\prime}(u) \n 0 & -\frac{6}{c^3} M^{(1)}(u_3; u) g_1^{(0)} \end{vmatrix}. \quad (A.5)
\]

We are now ready to write the functions \( f_{i,j} \) appearing in the solution to the inhomogeneous equation

\[
g_1^{(1)}(u) = f_{1,1}(u) g_1^{(0)}(u) + f_{1,2}(u) g_2^{(0)}(u), \quad (A.6)
\]

with

\[
f_{i,j}'(u) = \frac{W_{i,j}(u)}{W(u)}. \quad (A.7)
\]

The explicit expressions read

\[
f_{1,1}'(u) = \frac{U(U-1)}{(u-1)(u-U)\beta} c_U + \frac{U^2(u-2) + u + 2uU(u-2)}{(u-U)^2(u-1)^2\beta} \epsilon_L, \n
f_{1,2}'(u) = -\frac{u^\beta U(U-1)}{(u-1)(u-U)\beta} c_U + \frac{u^{\beta+1}(\frac{u-2}{u(u-1)^2} - \frac{1}{(u-U)^2})}{\beta} \epsilon_L, \quad (A.8)
\]

\[
f_{2,1}'(u) = \frac{u^{-\beta} U(U-1)}{(u-1)(u-U)\beta} c_U + \frac{U^2(u-2) + u + 2uU(u-2)}{u^\beta (u-U)^2(u-1)^2\beta} \epsilon_L, \n
f_{2,2}'(u) = -\frac{U(U-1)}{(u-1)(u-U)\beta} c_U + \frac{U^2(u-2) - u - 2uU(u-2)}{(u-U)^2(u-1)^2\beta} \epsilon_L.
\]

We are interested only on how the functions \( f_{i,j} \) behave as we move our coordinate \( u, v \) around the positions of the light operators at \((u_3, v_3) = (1, 0)\) and \((u_4, v_4) = (U, V)\). It is obvious from expressions A.8 that the functions \( f_{1,1} \) and \( f_{2,2} \) remain the same, due to the lack of non-trivial branch structure. The functions \( f_{1,2} \) and \( f_{2,1} \) are more complicated due to the presence of non integer powers of \( u \). An efficient way of computing the way these functions change as we move around some closed cycle is to compute the residues of the corresponding contour integral. The result yields

\[
\int_{C(x_3,x_4)} f_{1,2}' = -2\pi i \left( \frac{U(U^{-\beta} - 1)}{\beta} c_U + \frac{U^\beta(\beta + 1) + \beta - 1}{\beta} \epsilon_L \right),
\]

\[
\int_{C(x_3,x_4)} f_{2,1}' = 2\pi i \left( \frac{U(U^{-\beta} - 1)}{\beta} c_U - \frac{U^\beta(\beta + 1) + \beta - 1}{\beta U^\beta} \epsilon_L \right). \quad (A.9)
\]

These results explicitly show how the solutions \( g_i \) of the differential equation 3.10 transform when we move the insertion of the current operator around the locations of the light primaries. Namely

\[
g_1(u) \to g_1(u) + \left( \int_{C(x_3,x_4)} f_{1,2}' \right) g_2(u), \quad (A.10)
\]

\[
g_2(u) \to \left( \int_{C(x_3,x_4)} f_{2,1}' \right) g_1(u) + g_2(u).
\]
In the language of the transformation of the coordinate transformation \( P(u) \), the result for the contour integrals performed here explicitly yield expressions for the parameters \( A, B, C, D \) in
\[
P(u) = \frac{g_1(u)}{g_2(u)} C_{(x_3,x_4)} + \frac{A g_1(u) + B g_2(u)}{C g_1(u) + D g_2(u)} = \frac{A P(u) + B}{C P(u) + D}.
\]
We can thus easily combine our results into the invariant objects \( I_1 \) and \( I_2 \), which are defined as
\[
I_1 = \text{tr} M, \quad \text{and} \quad I_2 = \text{tr} M^2,
\]
where we have defined the monodromy matrix
\[
M = \begin{pmatrix} A & B \\ C & D \end{pmatrix}.
\]
The result is
\[
I_1 = 2, \quad \sqrt{\frac{I_1 - I_2}{2}} = 2\pi \frac{U^{-\frac{\beta}{2}}}{\beta} \left[ c_4 U(U^\beta - 1) + \epsilon_L \left( U^\beta (\beta + 1) + \beta - 1 \right) \right].
\]
These expressions were used in section 3.2 to compute part of the BMS\(_3\) block.

B Three-point function - Monodromy of \( L \)

In this appendix we study the monodromy of the differential equation 3.44. To zeroth order in \( \epsilon_\alpha \) and \( \delta_\alpha \) the three solutions read
\[
X_1^{(0)} = 2 \frac{\delta_H}{\beta^2} u \log u + \frac{1}{P'}, \quad X_2^{(0)} = 2 \frac{\delta_H}{\beta^2} u \log u + \frac{P}{P'}, \quad X_3^{(0)} = 2 \frac{\delta_H}{\beta^2} u \log u + \frac{P^2}{P'}.
\]
In order to solve the problem to linear order in \( \epsilon_\alpha \) and \( \delta_\alpha \), we expand \( X(u) \) around the solutions B.1 and write down the currents as \( L^{(0)} + L^{(1)} \) and \( M^{(0)} + M^{(1)} \). The resulting differential equation reads
\[
X_i^{(1)'''} - 4X_i^{(1)'} \frac{6}{c_M} M^{(0)} - 2X_i^{(1)} \frac{6}{c_M} M^{(0)'} = -2 \frac{6}{c_M} \left( L^{(1)} - X_i^{(0)} M^{(1)'} - 2X_i^{(0)'} M^{(1)} \right).
\]
with
\[
\frac{6}{c_M} \mathcal{L}^{(0)} = \frac{\delta_H}{u^2}, \quad \frac{6}{c_M} \mathcal{L}^{(1)} = \frac{u_3}{(u-u_3)^2} \delta_\alpha - \frac{u_3(u+u_3)}{u(u-u_3)^2} \epsilon_\alpha, \quad \frac{6}{c_M} \mathcal{M}^{(0)} = \frac{1}{u^2} - \frac{1}{4}, \quad \text{and} \quad \frac{6}{c_M} \mathcal{M}^{(1)} = \frac{u_3}{u(u-u_3)^2} \epsilon_\alpha. \tag{B.3}
\]

The solutions can be written as
\[
X_i^{(1)} = f_{i,1}X_i^{(0)} + f_{i,2}X_2^{(0)} + f_{i,3}X_3^{(0)}, \tag{B.4}
\]
where again, the functions \( f_{i,j} \) read
\[
f'_{i,j}(u) = \frac{W_{i,j}(u)}{W(u)}. \tag{B.5}
\]
Here \( W(u) \) is the Wronskian built out of the family of solutions \( X_i^{(0)} \)
\[
W(u) = \begin{vmatrix}
X_1^{(0)} & X_1^{(0)'} & X_1^{(0)''} \\
X_2^{(0)} & X_2^{(0)'} & X_2^{(0)''} \\
X_3^{(0)} & X_3^{(0)'} & X_3^{(0)''}
\end{vmatrix}. \tag{B.6}
\]
The objects \( W_{i,j}(u) \) are the Wronskians, with the \( j \)th row modified by the inhomogeneous piece of the differential equation \( \mathcal{B.2} \).
\[
W_{i,1}(u) = \begin{vmatrix}
0 & 0 & Z_i \\
X_2^{(0)} & X_2^{(0)'} & X_2^{(0)''} \\
X_3^{(0)} & X_3^{(0)'} & X_3^{(0)''}
\end{vmatrix}, \quad W_{i,2}(u) = \begin{vmatrix}
X_1^{(0)} & X_1^{(0)'} & X_1^{(0)''} \\
0 & 0 & Z_i \\
X_3^{(0)} & X_3^{(0)'} & X_3^{(0)''}
\end{vmatrix}, \quad W_{i,3}(u) = \begin{vmatrix}
X_1^{(0)} & X_1^{(0)'} & X_1^{(0)''} \\
X_2^{(0)} & X_2^{(0)'} & X_2^{(0)''} \\
0 & 0 & Z_i
\end{vmatrix},
\]
with
\[
Z_i = -\frac{6}{c_M} \left( \mathcal{L}^{(1)} - X_i^{(0)} \mathcal{M}^{(1)'} - 2X_i^{(0)'} \mathcal{M}^{(1)} \right). \tag{B.7}
\]
In principle, in order to write down the full solution we would need to integrate equations \( \mathcal{B.5} \). However, we are only concerned with the monodromy of the solution when we encircle the operator \( L_\alpha(x_3) \). This means we are only interested in the residues of the integrand shown in \( \mathcal{B.5} \) at the point \( u = u_3 \). Once the residues are computed, we know how the solution for \( G \) changes as we move around \( L_\alpha(x_3) \). Namely,
\[
\frac{G}{P} \xrightarrow{c_\alpha} \frac{G}{P'} + x_1 \frac{1}{P'} + x_2 \frac{P}{P'} + x_3 \frac{P^2}{P'}, \tag{B.8}
\]
\[
P \xrightarrow{c_\alpha} \frac{AP + B}{CP + D},
\]
where \( A, B, C, \) and \( D \) are the elements of the monodromy of \( \mathcal{M} \) we computed in previous sections, and \( x_i \) are the components of the \( \mathcal{L} \) monodromy that can be computed through the residues of \( \mathcal{B.5} \).
As when studying the monodromy of $M$, the objects $x_i$ are not gauge invariant information. We need to understand what combinations of these objects are invariant under global BMS transformations. Before encircling the operator $L_\alpha$, say we perform a global transformation $g$

$$\begin{align*}
\frac{G}{P'} &\rightarrow \frac{G}{P'} + y_1 \frac{1}{P'} + y_2 \frac{P}{P'} + y_3 \frac{P^2}{P'}, \\
P &\rightarrow xP + y.
\end{align*}$$

(B.9)

Once the coordinate system has been changed by applying $g$, we circle around the light operator and pick up a monodromy

$$\begin{align*}
\frac{G}{P'} &\rightarrow \frac{G}{P'} + x_1 \frac{1}{P'} + x_2 \frac{P}{P'} + x_3 \frac{P^2}{P'} + y_1 \left(\frac{AP + B}{CP + D}\right) + y_2 \left(\frac{AP + B}{CP + D}\right)^2 + y_3 \left(\frac{AP + B}{CP + D}\right), \\
P &\rightarrow x \frac{AP + B}{CP + D} + y.
\end{align*}$$

(B.10)

We then undo the global transformation by applying $g^{-1}$. The parameters defining $g^{-1}$ can be derived by applying a generic global transformation to B.9 and demanding that both $P$ and $G$ return to themselves. The full transformation reads

$$\begin{align*}
\frac{G}{P'} &\rightarrow \frac{G}{P'} + x'_1 \frac{1}{P'} + x'_2 \frac{P}{P'} + x'_3 \frac{P^2}{P'}, \\
P &\rightarrow A'P + B'
\end{align*}$$

(B.11)

The primed parameters are functions of the parameters defining $g$, and the parameters defining the monodromy around the light primary. The non-trivial dependence on $g$ reveals the fact that the parameters $x_i$ and $A, B, C, D$ are not gauge invariant objects. However, one can find combinations which do not depend on $g$. Namely,

$$I_3 = -2Cx_1 + (D - A)x_2 + 2Bx_3.$$  

(B.12)

This object does not depend on $g$, in the sense that

$$I_3 = -2Cx_1 + (D - A)x_2 + 2Bx_3 = -2Cx'_1 + (D' - A')x'_2 + 2B'x'_3.$$  

(B.13)

In the case of the monodromy of the current along the primary $L_\alpha(x_3)$, this invariant quantity reads

$$\sqrt{I_3} = 4\pi \sqrt{\frac{\delta_\alpha \epsilon_\alpha}{\beta}}.$$  

(B.14)

This concludes the computation of the gauge invariant part of the monodromy associated to the current $\mathcal{L}$ in the case of the three-point correlator.
C Four-point function - Monodromy of \( \mathcal{L} \)

In this appendix we study the monodromy problem posed by the differential equation 3.44. This time the expectation value of the current \( \mathcal{L} \) is given in equation 3.48, while the expectation value of \( \mathcal{M} \) is given in 3.29. To zeroth order in the light operators’ quantum numbers, the solutions to the differential equation are the same as the one we found in appendix B. The space of solutions to zeroth order can thus be found in equation B.1. The solutions to linear order can be obtained as in appendix C, but this time using

\[
\begin{align*}
\frac{6}{c_M} \mathcal{L}^{(0)} &= \frac{\delta_H}{u^2}, \\
\frac{6}{c_M} \mathcal{L}^{(1)} &= \left[ \frac{1}{u(u-U)^2} + \frac{2-u}{u(u-1)^2} \right] \delta_L + \frac{U(U-1)}{u(u-1)(u-U)} d_4 + V \left[ \frac{2}{(U-u)^2} \epsilon_L + \frac{1}{u(u-1)} c_4 \right], \\
\frac{6}{c_M} \mathcal{M}^{(0)} &= \frac{1}{u^2} \frac{1-\beta^2}{4}, \\
\frac{6}{c_M} \mathcal{M}^{(1)} &= \left( \frac{1}{u(u-U)^2} + \frac{1}{u(1-u)^2} + \frac{1}{u(1-u)} \right) \epsilon_L + \left( \frac{1}{U-u} + \frac{1}{u} - \frac{U}{u(1-u)} \right) c_4.
\end{align*}
\]

(E.1)

Evaluating the Wronskians in B.6 and B.7 and plugging the answer in B.5 gives rise to solutions for \( f'_{i,j}(u) \). In order to obtain the solutions \( X_i^{(1)} \) we would have to integrate the resulting expressions to obtain formulas for \( f_{i,j}(u) \). However, we are only concerned with how the solutions of the differential equation rotate among each other when we move the current insertion around the light pair of primaries \( L(x_3)L(x_4) \). This means we only need to compute residues of the integrand defining \( f'_{i,j}(u) \) at the points \( u = 1 \) and \( u = U \). Once this is done, we combine the results into the gauge invariant object \( I_3 \) defined in formula B.12. This finally yields

\[
\sqrt{I_3} = 4 \pi \left[ V \left( \frac{U^{\beta} (\beta + 2) + \beta - 2}{2\beta U(U^\beta - 1)} \epsilon_\alpha^2 + \beta - 1 - U^\beta (\beta + 1)(U^\beta + 2\beta - 2) \beta^2 (U^\beta - 1) U^{\beta/2+1} \epsilon_\alpha \epsilon_L \right) \\
+ \frac{U^{\beta - 1}}{U^{\beta/2-1\beta^2}} \epsilon_\alpha d_4 + \frac{U^\beta (\beta + 1) + \beta - 1}{\beta^2 U^{\beta/2}} \delta_L \epsilon_\alpha \\
+ \delta_H \left( \frac{(2 + \beta(U - 1)) \log U - 2(U^{\beta - 1})}{(U^\beta - 1)^{\beta^3}} \epsilon_\alpha^2 + 2 \frac{U^{2\beta} - 1 - 2\beta U^{\beta} \log U}{\beta^3 (U^\beta - 1) U^{\beta/2}} \epsilon_\alpha \epsilon_L \right) \right]^{1/2}.
\]

(C.2)

Comparing this result with the one we found when studying the three-point function in equation B.14 yields a solution for \( d_4 \), which is the one we presented in formula 3.50.
D Limiting analysis

The BMS\textsubscript{3} algebra can be obtained as a result of a non-relativistic contraction of the Virasoro algebras of a conformal field theory in two dimensions. The contraction in space-time reads

\[ t \to t, \quad \text{and} \quad x \to \epsilon x. \]  

(D.1)

At the level of the algebra we have

\[ L_n = \mathcal{L}_n + \bar{\mathcal{L}}_n, \quad \text{and} \quad M_n = \epsilon (\mathcal{L}_n - \bar{\mathcal{L}}_n). \]  

(D.2)

This means that eigenvalues of the BMS operators are related to eigenvalues of BMS operators as

\[ \Delta = h + \bar{h}, \quad \text{and} \quad \xi = \epsilon (h - \bar{h}). \]  

(D.3)

In a conformal field theory, a finite conformal map manifests itself in the coordinates as

\[ z \to f(z), \quad \text{and} \quad \bar{z} \to \bar{f}(\bar{z}), \]  

(D.4)

where \( z = t + x \) and \( \bar{z} = t - x \). Taking the non-relativistic limit we obtain

\[ t \to P(t), \quad \text{and} \quad x \to G(t) + xP'(t). \]  

(D.5)

where \( P \) and \( G \) are related to the conformal maps as follows

\[ P(t) = \frac{f(t) + \bar{f}(t)}{2}, \quad \text{and} \quad G(t) = \frac{f(t) - \bar{f}(t)}{2\epsilon}. \]  

(D.6)

In this appendix we will explore the transformation laws of primaries and currents, as well as the explicit results for BMS blocks by taking the limit explained above.

D.1 Primaries and Currents

Primaries in a conformal field theory transform in the following way

\[ \phi'(z, \bar{z}) = f'(z)^{\hat{h}} f'(\bar{z})^{\hat{\bar{h}}} \phi(f(z), \bar{f}(\bar{z})). \]  

(D.7)

Replacing the coordinates, the conformal maps and the eigenvalues by their relations to \( P \), \( G \), and \( \epsilon \) and expanding in \( \epsilon \) we recover

\[ \phi'(u, v) = (P')^\Delta \epsilon^{\xi} \left( \frac{G}{P} + v \frac{P'}{P} \right) \phi(P, v P' + G), \]  

(D.8)

where we have replaced \( t \leftrightarrow u \) and \( x \leftrightarrow v \). The same techniques can be used to compute the transformation laws of the stress tensors. We start with

\[ T'(z) = f'(z)^2 T(f(z)) + \frac{\epsilon}{12} S(f(z), z), \]  

(D.9)
and similarly for the barred component. The central charges \( c \) and \( \bar{c} \) are related to \( c_L \) and \( c_M \) as
\[
c = \frac{c_L + \epsilon^{-1}c_M}{2}, \quad \text{and} \quad \bar{c} = \frac{c_L - \epsilon^{-1}c_M}{2}.
\] (D.10)

We now replace coordinates and maps with their non-relativistic limits and obtain the same expressions we found in section 2.3.

**D.2 The BMS\(_3\) block from the Virasoro block**

The BMS\(_3\) block is by definition only dependent on the structure of the BMS algebra. BMS\(_3\) blocks are nothing but a basis of BMS invariant functions one can use to expand a four-point correlation function. The BMS\(_3\) algebra can be constructed as a non-relativistic contraction of the Virasoro algebra \[15\]. We thus expect that a particular limit of a Virasoro block will result in the BMS blocks we have computed throughout this note. The non-relativistic contraction has already been used above in order to check the transformation laws of BMS primaries and currents. In this appendix we will apply such contraction to the Virasoro block of four primary operators in a conformal field theory. We start with the expression for the block involving two heavy and two light CFT primaries. The CFT correlator we consider is
\[
\langle O_{\infty}(\infty,\infty)O_H(0,0)O_L(z,\bar{z})O_L(1,1) \rangle.
\] (D.11)

The Virasoro blocks in which this correlator can be expanded factorize holomorphically
\[
V(z,\bar{z}) = F(h_i, h_p, c, z - 1) \times \bar{F}(\tilde{h}_i, \tilde{h}_p, \tilde{c}, \bar{z} - 1),
\] (D.12)

with
\[
F(h_i, h_p, c; z - 1) = z^{(\beta_{\text{CFT}} - 1)h_L} (1 - z^{\beta_{\text{CFT}}})^{h_\alpha - 2h_L} {}_2F_1 \left( h_\alpha, h_\alpha, 2h_\alpha; 1 - z^{\beta_{\text{CFT}}} \right),
\] (D.13)

and
\[
\beta_{\text{CFT}} = \sqrt{1 - \frac{24h_H}{c}}.
\] (D.14)

We will only compute the contraction of the holomorphic part of the block, and deduce the anti-holomorphic part by making the appropriate replacements. We take the limit by making the following replacements
\[
h_{L,H,\alpha} = \frac{\Delta_{L,H,\alpha}}{2} + \frac{\xi_{L,H,\alpha}}{2\epsilon},
\]
\[
c = \frac{c_L + c_M/\epsilon}{2},
\]
\[
z = u + \epsilon v.
\] (D.15)
Note that under these replacements, we have
\[ \beta_{\text{CFT}} = \sqrt{1 - \frac{24 \xi_H}{c}} - 2 \epsilon \frac{6 \Delta_H}{c M} \frac{1}{\sqrt{1 - \frac{24 \xi_H}{c}}} + O(\epsilon)^2 = \beta - 2 \frac{\delta H}{\beta} + O(\epsilon)^2. \] (D.16)

With these replacements at hand, we can write the prefactors multiplying the hypergeometric function in equation D.13 as
\[ z^{(\beta_{\text{CFT}}-1)h_L} (1 - z^{\beta_{\text{CFT}}})^{-2h_L} \to u^{\frac{1}{2}(\beta-1)\Delta_L} (1 - u^{\beta})^2 (\Delta_L - 2\Delta_L) e^{\frac{1}{2} \left( \frac{2 u_{\beta-1}}{u^{\beta-1} - 1} \xi_\alpha - \frac{2 - 1 + u^{\beta} (\beta + 1)}{u^{\beta-1} - 1} \xi_\lambda \right)} \times e^{\frac{\delta H}{\beta} \log u \left( \frac{u^{\beta+1}}{u^{\beta+1} - 1} \xi_\lambda \frac{u^2}{1 - u^2} \xi_\alpha \right)} e^{\frac{1}{2} \left( \xi_\alpha \log \sqrt{1 - u^\beta} + \xi_L \log \frac{u^{(\beta-1)/2}}{1 - u^{\beta}} \right)}. \] (D.17)

We also need to take the limit of the \( 2F_1 \) hypergeometric function. We will make use of the integral formula
\[ 2F_1(a, b, c; \chi) = \int_0^1 \frac{p^{b-1}(1 - p)^{c-b-1}(1 - p\chi)^{-a}}{B(b, c - b)} dp, \] (D.18)
where \( B(b, c - b) \) is the incomplete Beta function, which also has an integral formula
\[ B(b, c - b) = \int_0^1 p^{b-1}(1 - p)^{c-b-1} dp. \] (D.19)

Using the replacements D.15 leads to the following integral for the numerator in D.18
\[ \int_0^1 p^{b-1}(1 - p)^{c-b-1}(1 - p\chi)^{-a} dp = \int_0^1 dp e^{\frac{1}{2}S(p)} g(p), \] (D.20)
with
\[ S(p) = \xi_\alpha \log \sqrt{\frac{p(1 - p)}{1 - p(1 - u^{\beta})}}, \]
\[ g(p) = e^{-\frac{1}{2} \beta \xi_\alpha \frac{p^{\beta-1}}{1 - p(1 - u^{\beta})} + \frac{\delta H}{\beta} \xi_\alpha \log u \frac{u^2}{1 - p(1 - u^{\beta})} \left( p(1 - p) \right)^{-\frac{\delta H}{\beta}}} \left( 1 - p(1 - u^{\beta}) \right)^{-\frac{\Delta_L}{2}}. \] (D.21)

As we are taking the limit \( \epsilon \to 0 \), the integral can be approximated by a saddle point. We thus solve \( S'(p) = 0 \) and find that the only solution in the interval \( p \in [0, 1] \) is
\[ p_* = \frac{1}{1 + u^{\frac{\beta}{2}}}. \] (D.22)

The integral is then
\[ \int_0^1 p^{b-1}(1 - p)^{c-b-1}(1 - p\chi)^{-a} dp \approx \sqrt{-\frac{2\pi \epsilon}{S''(p_*)}} e^{\frac{1}{2} S(p_*)} g(p_*) \]
\[ = \sqrt{-\frac{2\pi \epsilon}{\xi_\alpha}} e^{-\frac{1}{2} \xi_\alpha \log \left( 1 + u^{\frac{\beta}{2}} \right)} u^{-\frac{\alpha}{2}} \left( 1 + u^{\frac{\beta}{2}} \right)^{1 - \Delta_L} \times e^{-\frac{1}{2} \beta \xi_\alpha \frac{1}{u \left( 1 + u^{\frac{\beta}{2}} \right)} + \frac{\delta H}{\beta} \xi_\alpha \log u \frac{1}{\left( 1 + u^{\frac{\beta}{2}} \right)}}. \] (D.23)
The integral in the denominator of expression D.18 can be computed in the same fashion. In this case the saddle point is at \( p^* = 1/2 \), and leads to the following expression

\[
\int_0^1 p^{b-1} (1-p)^{c-b-1} dp \approx \sqrt{\frac{2\pi \epsilon}{4\xi_{L,\alpha}}} e^{\frac{1}{2} \log \frac{2}{2\Delta_{\alpha} - 2}}. \tag{D.24}
\]

The resulting expression for the holomorphic block can be obtained by putting together expressions D.17, D.23, and D.24. The expression for the anti-holomorphic block can be obtained then by replacing \( \xi_{L,\alpha} \rightarrow -\xi_{L,\alpha}, \; v \rightarrow -v, \; \delta_H \rightarrow -\delta_H \). Once this is done, all exponentials that diverge in the \( \epsilon \rightarrow 0 \) limit cancel out and we are left with the final expression

\[
\mathcal{V}(z, \bar{z}) \rightarrow \left( \frac{1 - u^\frac{\beta}{2}}{1 + u^\frac{\beta}{2}} \right)^{\Delta_{\alpha}} \left( \frac{u^{\frac{\beta}{2} - 1}}{(1 - u^2)^2} \right)^{\Delta_{L,\alpha}} v^{\left( \frac{\beta u^\frac{\beta}{2}}{u(u^\beta - 1)} \xi_{\alpha} - \frac{\beta (1+\beta) - 1}{u(u^\beta - 1)} \xi_{L,\alpha} \right)} + \delta_H \log u \left( \frac{\beta u^\frac{\beta}{2}}{u(u^\beta - 1)} \xi_{\alpha} + \frac{2\beta^{\frac{\beta}{2} + 1}}{u(u^\beta - 1)} \xi_{L,\alpha} \right)
\times 2^{2\Delta_{\alpha}} u^{-\frac{\beta}{2}} \left( 1 + u^\frac{\beta}{2} \right)^2. \tag{D.25}
\]

The result agrees with the formulas found through the application of the monodromy method in a BMSFT, as well as the holographic computations in a flat space cosmological solution. The only difference between this result and the results found in previous sections are the factors in the second line of D.25. This is expected, as these factors are subleading in the small \( \epsilon_{L,\alpha}, \delta_{L,\alpha} \) limit, and so they do not appear in our monodromy calculations or their holographic counterparts. It is also worth pointing out that the computations done in previous sections have been done in the context of a possible flat-space/BMSFT duality without any reference to AdS/CFT.
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