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Abstract
Evolutionary algorithms have been widely applied for solving dynamic constrained optimization problems (DCOPs) as a common area of research in evolutionary optimization. Current benchmarks proposed for testing these problems in the continuous spaces are either not scalable in problem dimension or the settings for the environmental changes are not flexible. Moreover, they mainly focus on non-linear environmental changes on the objective function. While the dynamism in some real-world problems exists in the constraints and can be emulated with linear constraint changes. The purpose of this paper is to introduce a framework which produces benchmarks in which a dynamic environment is created with simple changes in linear constraints (rotation and translation of constraint’s hyperplane). Our proposed framework creates dynamic benchmarks that are flexible in terms of number of changes, dimension of the problem and can be applied to test any objective function. Different constraint handling techniques will then be used to compare with our benchmark. The results reveal that with these changes set, there was an observable effect on the performance of the constraint handling techniques.
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1 Introduction
Dynamic constrained optimization problems (DCOPs) in which the objective function or/and the constraints change over time is observed in a variety of real world problems. Examples include hydro-thermal power scheduling [1], source identification [2] and parameter estimation [3] in which the dynamism arise because the available resources or demand vary over time, the information about the problem is gradually revealed, or parameter tuning is needed as time passes.

Multiple evolutionary algorithms have been designed so far to solve these problems [4–6]. The focus of these papers are either on dealing with dynamism in the environment including introducing [7] or maintaining diversity [8], memory-based approaches [9] and multi-population approaches [10], or mechanisms to deal with constraints including penalty [11], repair methods [12,14] and feasibility rules [6]. In addition, some papers enhanced both constraint handling and dynamic handling mechanisms [5]. Among the many evolutionary algorithms, DE has showed competitive results in dynamic and constrained optimization problems so far [15].

However, besides to developing algorithms there should be a comprehensive benchmark suit that can test algorithms considering a range of characteristics. Although there are a range of benchmarks proposed to test the relevant algorithms for discrete spaces [16], and/or multi-objective optimization in dynamic environments [17], for continuous spaces in single objective optimization so far, the most used benchmark is the proposed benchmark in [5]. In this benchmark, the dynamic changes are applied by adding time-dependent terms to the objective function and the constraints of one of the functions (G_24) of the static benchmark proposed in CEC 2006 [18]. However, there are parameters defined to alter the severity of changes in the environment, this benchmark is based on one objective function and the transformation of this function and is not applicable to test different functions to consider a range of characteristics. Moreover, the proposed problem is a two-dimensional in size and is not flexible to be applied for larger dimension of the problem. In addition, the feasible regions of the dynamic constraint function in this benchmark are very large, which might not be sufficiently complicated, Bu et all in [13], introduces two variants of this benchmark suit that have a parameter to control the size and the number of the feasible regions.
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A similar benchmark is proposed in [19] that is based on dynamic transformations introduced by Nguyen in [5]. However, the problem information, including the number of feasible regions, the global optimum, and the dynamics of each feasible region, is lacking. The lack of such information makes it difficult to measure and analyze the performance of an algorithm and probably this is the reason this benchmark have become less popular than Nguyen benchmark [5].

In terms of having a scalable and flexible benchmark, in the literature there are some benchmark generators proposed. Like in [20] a dynamic benchmark generator is proposed that is designed with the idea of constructing dynamic environments across binary, real, and combinatorial solution spaces. The dynamism is obtained by tuning some system control parameters, creating six change types: small step, large step, random, chaotic, recurrent, and recurrent change with noise.

While the aforementioned benchmark generator’s main focus is on creating dynamic objective functions, in this paper we put our focus on creating dynamism in the constraints. Our motivation come from characteristic of some real-world problems like scheduling power system problem having dynamic linear constraints (due to the variable demand and available resources over-time). For a better insight about the effects of constraint changes we keep the objective function static. Indeed, this is the case in some real world problems in which only constraints will change like the problem of hydro-thermal power scheduling in continuous spaces [21] or the ship scheduling problem in discrete spaces [22].

Dynamic changes are imposed by the translation and rotation of the constraint’s hyperplane. The examples of these two operations on the constraint in a real-world dynamic environment are: the reduction and increment of demand that happens regularly at power system (hyperplane translation) or changes on the share of each plant power production (hyperplane rotation).

Our proposed benchmark generator is flexible (frequency and severity of changes, number of environmental changes, and dimension of the problem), simple to implement (with any objective function), analyze, or evaluate and computationally efficient and finally allows conjectures to real-world problems.

In the experiments we apply differential evolution (DE) algorithm with different constraint handling techniques and observe how they deal with these changes depending on the magnitude and frequency of changes.

Our experiments are repeated across some well-known functions including sphere, Rastrigin, Ackley and Rosenbrock. For the analysis on the performance of the tested algorithms, a ranking procedure is introduced that uses the values of the objective function and the constraint violations to rank the performance of the algorithms. In addition, the common measure modified offline error is also evaluated for the experiments and the results are investigated. The results reveal that the changes on frequency and hyperplane rotation and translation have a direct correlation with the performance of the constraint handling techniques. Therefore with imposing simple linear changes we could effectively put the algorithms to struggle and test their performance.

The outline of the paper is as follows. Section 2 introduces a short overview of the problem statement. In Section 3 our proposed dynamic changes’ framework is described. Experimental investigations will be presented in Section 4 and finally in Section 5 conclusions and future work are summarized.

2 Problem statement

In this section a general overview of the problem statement is presented.

2.1 Dynamic constraint optimization problems

A dynamic constrained optimization problem (DCOP) is an optimization problem where the objective function and/or the constraints can change over time [5]. Such an optimization problem ideally must be solved at every time instant \( t \) or whenever there is a change in any of the objective function and/or the constraints with \( t \). In such optimization problems, the time parameter can be mapped with the iteration counter \( \tau \) of the optimization algorithm. Such problems often arise in real-world problem solving, particularly in optimal control problems or problems requiring an on-line optimization [4].

Generally, the problem statement in DCOPs can be defined as follows. Find \( \vec{x} \), at each time \( t \), which:

\[
\min_{\vec{x} \in F_t \subseteq [L, U]} f(\vec{x}, t) \tag{1}
\]

where \( f : S \rightarrow \mathbb{R} \) is a single objective function, \( \vec{x} \in \mathbb{R}^D \) is a solution vector and \( t \in \mathbb{N}^+ \) is the current time,

\[
[L, U] = \{ \vec{x} = (x_1, x_2, \ldots, x_D) \mid L_i \leq x_i \leq U_i, i = 1 \ldots D \} \tag{2}
\]

is called the search space (\( S \)), where \( L_i \) and \( U_i \) are the lower and upper boundaries of the \( i \)th variable, subject to:

\[
F_t = \{ \vec{x} \mid \vec{x} \in [L, U], g_i(\vec{x}, t) \leq 0, i = 1, \ldots, m, \\
h_j(\vec{x}, t) = 0, j = 1, \ldots, p \} \tag{3}
\]

is called the feasible region at time \( t \), where \( g_i(x, t) \) is the linear \( i \)th inequality constraint at time \( t \) and \( h_j(x, t) \) is the \( j \)th equality constraint at time \( t \).

\( \forall \vec{x} \in F_t, \) if there exists a solution \( \vec{x}^* \in F_t \) such that \( f(\vec{x}^*, t) \leq f(\vec{x}, t) \), then \( \vec{x}^* \) is called a feasible optimal solution and \( f(\vec{x}^*, t) \) is called the feasible optimal value at time \( t \).
3 Dynamic changes framework

Many real-world problems lie in the area of DCOPs, examples include hydro-thermal scheduling problem \[21\], source identification \[2\] and parameter estimation \[3\]. Many of these real-world problems have single or multiple linear constraints. Therefore, the relevant benchmark can be as simple as creating some changes in the constraints coefficients and boundaries that represent changes in different times. In this section we will introduce a framework to create changes on linear constraints to emulate a dynamic environment. Our proposed changes is observed in some real-world problems like power scheduling problem \[23\], in which the conditions in the system like demand or available resources will change. In this section first the constraint setup is presented and then the frequency setup will be explained.

3.0.1 Constraint setup

For emulating the dynamic constraints, simple linear constraints are used for search space modification. Although linear constraints are simple, they used as a representation of some of the real world problem constraints and prevents over-complication of the analysis. The general formulation for the linear constraints are as follows.

\[ g_i(\vec{x}) = \sum_{j=1}^{D} a_j x_j - b_i \leq 0 \quad i \in \{1, \ldots, m\} \]

where \(g_i(\vec{x})\) is the \(i\)th inequality constraint, \(a_j\) is the \(j\)th variable coefficient, \(x_j\) is the \(j\)th decision variable, \(b_i\) is the upper limit of the \(i\)th constraint and \(D\) is equal to the problem dimension. A general case for one constraint is defined first and then is developed for multiple constraints.

Two operations are defined for changes on constraint, the first one is related to changes on \(b\) coefficient (hyperplane translation) and the second one is changes of \(a_i\) coefficients (hyperplane rotation). These two changes in the simple linear constraint can happen commonly in real-world problems. In a scheduling power plant problem, the changes of demand or capacity of each production plants including stochastic renewable plants can be an example of hyperplane translation. The changes on the share of each plant to produce overall supply, or the probability of renewable resources production can be an example of hyperplane rotation (these are the coefficient of variables). Our following proposal for creating changes in the environment is generally showing the usual changes in some real-world dynamic problems like power system problem.

**Hyperplane translation**: If \(a_i\) coefficients is chosen in a way to create a unit normal vector of \(\vec{a}\), changes of \(b\) will directly show the effects of changing the distance from the optimum point\(^1\). The distance \(d\) of the constraint hyperplane from the origin \(0^D\) is given by \(d = b_f \left( \frac{1}{\sum_{i=1}^{D} a_i^2} \right)^{1/2} \).

The constraint bound value \((b(t))\) at time \(t\) is obtained by adding a random value to its previous time value \((b(t-1))\) as in Equation 5

\[ b(t) = b(t - 1) + k_r \]

where \(k_r\) is chosen uniformly at random within the interval \([l_k, u_k]\). Figure shows an example of these settings for creating different magnitudes of change for single constraint case. These values are only samples of constraints boundaries for creating dynamic environment. As mentioned before, we can create multiple benchmarks for testing the algorithms with different scales of the changes based on the problem type. The two criteria that will affect the proper choice of the values of \(l_k\) and \(u_k\) are the dimension of the problem and the variable ranges.

**Hyperplane rotation**: In this operation, the changes are created by rotating the hyperplane at each separate time. Random numbers are created in \(\in [0, 1]\) such that we have a unit normal vector of \(\vec{a_i}\). For any time we randomly

\(^1\)for all the chosen functions zero is the optimum point
Differential evolution (DE) is a stochastic search algorithm that is simple, reliable and fast and showed competitive results in constraint and dynamic optimization [15]. Each vector \( \vec{x}_{i,G} \) in the current population (called at the moment of the reproduction as target vector) generates one trial vector \( \vec{u}_{i,G} \) by using a mutant vector \( \vec{v}_{i,G} \). The mutant vector is created applying \( \vec{v}_{i,G} = \vec{x}_{i,0,G} + F(\vec{x}_{r1,G} - \vec{x}_{r2,G}) \), where \( \vec{x}_{r0,G}, \vec{x}_{r1,G}, \vec{x}_{r2,G} \) are vectors chosen at random from the current population (\( r0 \neq r1 \neq r2 \neq i \)); \( \vec{x}_{i,0,G} \) is known as the base vector and \( \vec{x}_{r1,G} \) and \( \vec{x}_{r2,G} \) are the difference vectors and \( F > 0 \) is a parameter called scale factor. Then the trial vector is created by the recombination of the target vector and mutant vector using a probability crossover \( CR \in [0, 1] \).

In this paper a simple version of DE called DE/rand/1/bin variant is chosen [25]; where “rand” indicates how the base vector is chosen (at random in our case), “1” represents how many vector pairs will contribute in differential mutation, and “bin” is the type of crossover (binomial in our case). Three different constraint handling techniques including penalty [26], feasibility rules [27] and ε-constrained [28] are chosen to be included as for handling constraint with DE algorithm. With different constraint handling techniques we will observe how these algorithms will respond to the new changes in the environment.

The way that penalty functions treat with the infeasible solution and the amount of their strictness is largely dependent on the penalization factor. In this paper we used an adaptive penalty function method in which information gathered from the search process will be used to control the amount of penalties added to infeasible individuals [26]. In addition this adaptive penalty method uses the normalized values of objective function as we have different scales of objective values for different tested functions. Applied feasibility rules is based on these three rules: i) between two feasible solutions, the one with the highest fitness value is selected, ii) if one solution is feasible and the other one is infeasible, the feasible solution is selected, iii) if both solutions are infeasible, the one with the lower sum of constraint violation is selected [27].

The ε-constrained method is similar to the feasibility rules with a more progressive manner toward dealing with constraints [23]. In this method the solutions will be compared based on their objective values for those that have constraint violation below an epsilon level. The epsilon level in our case is adaptive in such a way that for the first generations has larger values and gradually decreases to avoid infeasible solutions at the final generations. The above-mentioned methods are related to the constraint handling part of the algorithm. In addition to that, the algorithms need to be equipped with a mechanism to detect the environment changes and a mechanism to re-act to these changes to be suitable for a dynamic optimization problem. In the literature of DCOPs detecting changes by re-evaluating the solutions is the most common change-detection approach [9]. The algorithm regularly re-evaluates some specific solutions (for us the first and the middle individual of the population) to detect changes in their function values or/and constraints. If there is a change detected then individuals of the population are re-initialized to avoid obsolete information.

Experimenting different dynamic handling mechanisms is a future topic for this work, but in this work we only focus on constraint handling mechanisms. Algorithm[1] illustrates the pseudocode of the applied algorithm.

3.0.2 Frequency setup

The frequency of change (\( \tau \)) is defined as how often the problem changes. A higher frequency seems to be more difficult for an algorithm to solve the related problem as less time is available at each period to reach the new global optimum [24]. In the literature of DCOPs, the number of fitness evaluations is considered as a criteria to represent how frequently a change occurs [13].

4 Differential evolution algorithm for dynamic constrained optimization

In this section differential evolution algorithm, the applied constraint handling techniques and change detection mechanism are briefly introduced.

Differential evolution (DE) is a stochastic search algorithm that is simple, reliable and fast and showed competitive results in constraint and dynamic optimization [15]. Each vector \( \vec{x}_{i,G} \) in the current population (called at the moment of the reproduction as target vector) generates one trial vector \( \vec{u}_{i,G} \) by using a mutant vector \( \vec{v}_{i,G} \). The mutant vector is created applying \( \vec{v}_{i,G} = \vec{x}_{i,0,G} + F(\vec{x}_{r1,G} - \vec{x}_{r2,G}) \), where \( \vec{x}_{r0,G}, \vec{x}_{r1,G}, \vec{x}_{r2,G} \) are vectors chosen at random from the current population (\( r0 \neq r1 \neq r2 \neq i \)); \( \vec{x}_{i,0,G} \) is known as the base vector and \( \vec{x}_{r1,G} \) and \( \vec{x}_{r2,G} \) are the difference vectors and \( F > 0 \) is a parameter called scale factor. Then the trial vector is created by the recombination of the target vector and mutant vector using a probability crossover \( CR \in [0, 1] \).

In this paper a simple version of DE called DE/rand/1/bin variant is chosen [25]; where “rand” indicates how the base vector is chosen (at random in our case), “1” represents how many vector pairs will contribute in differential mutation, and “bin” is the type of crossover (binomial in our case). Three different constraint handling techniques including penalty [26], feasibility rules [27] and ε-constrained [28] are chosen to be included as for handling constraint with DE algorithm. With different constraint handling techniques we will observe how these algorithms will respond to the new changes in the environment.

The way that penalty functions treat with the infeasible solution and the amount of their strictness is largely dependent on the penalization factor. In this paper we used an adaptive penalty function method in which information gathered from the search process will be used to control the amount of penalties added to infeasible individuals [26]. In addition this adaptive penalty method uses the normalized values of objective function as we have different scales of objective values for different tested functions. Applied feasibility rules is based on these three rules: i) between two feasible solutions, the one with the highest fitness value is selected, ii) if one solution is feasible and the other one is infeasible, the feasible solution is selected, iii) if both solutions are infeasible, the one with the lower sum of constraint violation is selected [27].

The ε-constrained method is similar to the feasibility rules with a more progressive manner toward dealing with constraints [23]. In this method the solutions will be compared based on their objective values for those that have constraint violation below an epsilon level. The epsilon level in our case is adaptive in such a way that for the first generations has larger values and gradually decreases to avoid infeasible solutions at the final generations. The above-mentioned methods are related to the constraint handling part of the algorithm. In addition to that, the algorithms need to be equipped with a mechanism to detect the environment changes and a mechanism to re-act to these changes to be suitable for a dynamic optimization problem. In the literature of DCOPs detecting changes by re-evaluating the solutions is the most common change-detection approach [9]. The algorithm regularly re-evaluates some specific solutions (for us the first and the middle individual of the population) to detect changes in their function values or/and constraints. If there is a change detected then individuals of the population are re-initialized to avoid obsolete information.

Experimenting different dynamic handling mechanisms is a future topic for this work, but in this work we only focus on constraint handling mechanisms. Algorithm[1] illustrates the pseudocode of the applied algorithm.
Algorithm 1: Dynamic differential evolution (DDE)

1: Create and evaluate a randomly initial population \( \vec{x}_{i,G} \) \( \forall i, i = 1, \ldots, NP \)
2: for \( G \leftarrow 1 \) to \( G_{\text{max}} \) do
3:    for \( i \leftarrow 1 \) to \( NP \) do
4:        Change detection mechanism \((\vec{x}_{i,G})\)
5:        Randomly select \( r_0 \neq r_1 \neq r_2 \neq i \)
6:        \( J_{\text{rand}} = \text{randint}[1, D] \)
7:        for \( j \leftarrow 1 \) to \( D \) do
8:            if \( \text{rand} \leq CR \text{ Or } j = J_{\text{rand}} \) then
9:                \( u_{i,j,G} = x_{r_1,j,G} + F(x_{r_2,j,G} - x_{r_3,j,G}) \)
10:           else
11:                \( u_{i,j,G} = x_{i,j,G} \)
12:        end if
13:    end for
14:    Select \( u_{i,j,G} \) or \( x_{i,j,G} \) based on the constraint handling
15: end for
16: end for

5 Experimental investigations

In this section, experimental setup will be introduced first and the results will be analyzed afterwards.

5.1 Experimental setup

The experiments are conducted for different magnitudes of hyperplane translation, changes of frequency, and a combination of hyperplane translation and rotation. The settings for \( b \) values for hyperplane translation are large: \( l_k=-25, u_k=25 \), medium: \( l_k=-15, u_k=15 \) and small: \( l_k=-5, u_k=5 \) with initial value of \( b: b_0=2 \). The settings for changes of frequency are large \((\tau = 500)\), medium \((\tau = 1000)\) and small \((\tau = 2000)\). The first column of the tables 1 and 3 show severities on magnitude of hyperplane translation, and the second column show severities of frequency.

The results are repeated for four artificial functions including sphere, Rastrigin, Ackley and Rosenbrock. Parameters of DE are chosen as \( NP = 20, CR = 0.2 \) and \( F \) is a random number in \( \in [0,2,0.8] \). The dimension of the problem is 30 for all the experiments.

Two distinct measurements are applied for comparing the algorithms that are introduced as following. The first one is the common modified offline error \( M_{\text{off}} \) from the literature and the second one is our proposal for ranking the compared algorithms.

5.1.1 Modified offline error (\( M_{\text{off}} \))

This measurement (Equation 6) is equal to the average of the sum of errors in each generation divided by the total number of generations \([14]\).

\[
M_{\text{off}} = \frac{1}{G_{\text{max}}} \sum_{G=1}^{G_{\text{max}}} e(G) \tag{6}
\]

where \( G_{\text{max}} \) is the number of generations computed by the algorithm and \( e(G) \) denotes the error in the current iteration \( G \) (see Equation 7):

\[
e(G) = |f(\vec{x}^*, t) - f(\vec{x}_{\text{best},G}, t)| \tag{7}
\]

where \( f(\vec{x}^*, t) \) is the feasible best-known\(^2\) at current time \( t \), and \( f(\vec{x}_{\text{best},G}, t) \) represent the best solution (feasible or infeasible) found so far at generation \( G \) (for common offline error) at current time \( t \). However for this modified version, in the case where the best solution is infeasible, the worst solution in the population is chosen instead of the best found. The worst solution is selected from an infeasible population as an effort to overtly encourage feasible solutions. The reason for choosing the modified offline error was because in the common offline error, constraint violation is not considered, while here our focus is to observe which one deals with the constraints more effectively.

As this measure need optimal solutions for each time as part of its calculation, and its not possible to have the optimum most of the time. Thus, having measures that do not need optimal solutions is appreciated in DCOPs. To this purpose, our proposed ranking procedure will be explained as follows.

5.1.2 Ranking mechanism

The following ranking procedure is build upon the feasibility rules \([24]\). Considering the best solution obtained before a change in time for algorithms \( i \) and \( j \), a lexicographical ordering mechanism in which the minimization of the sum

\(^2\)This best-known is an approximation, which is the best solution found by DE for large number of evaluations at the current time.
of constraint violation precedes the minimization of the objective function will define the ranking of the algorithms (Equation 8).

\[(f(\vec{x}_{Ai,t}), \phi(\vec{x}_{Ai,t})) < (f(\vec{x}_{Aj,t}), \phi(\vec{x}_{Aj,t})) \iff \begin{cases} f(\vec{x}_{Ai,t}) < f(\vec{x}_{Aj,t}), & \text{if } \phi(\vec{x}_{Ai,t}) = \phi(\vec{x}_{Aj,t}) \\ \phi(\vec{x}_{Ai,t}) < \phi(\vec{x}_{Aj,t}), & \text{otherwise} \end{cases} \tag{8} \]

where \(f(\vec{x}_{Ai,t})\) and \(\phi(\vec{x}_{Ai,t})\) are the objective function and the sum of constraint violation (Equation 9) of the best solution achieved with algorithm \(i\) before a change happens respectively. The sum of constraint violation \(\phi(\vec{x}, t)\) is calculated as follows:

\[\phi(\vec{x}, t) = \sum_{i=1}^{m} \max(0, g_i(\vec{x}, t)) + \sum_{j=1}^{p} |h_i(\vec{x}, t)| \tag{9} \]

where the inequality \((g_i(\vec{x}, t))\) and equality \((h_i(\vec{x}, t))\) constraints are defined in Equation 3.

This lexicographical ranking procedure is applied across every test conducted for analytical testing. In each time change, the performance of the algorithms are ranked and these scores are combined into an overall performance score. Once the overall scores are calculated, the algorithms are ranked in order of the performance. We applied this ranking procedure for three algorithms, although it is adaptable to be used for comparing any number of algorithms (multi-compare).

5.2 Experimental results

In this section, a complementary method to compare the algorithms qualitatively is followed by the statistical test results which are divided to two cases: i) single constraint and ii) multiple constraints.

5.2.1 Illustration of results for sphere

One qualitative way that helps compliment the comparison of the algorithms is to plot the objective values and sum of constraint violation for different changes in the environment, Figure 2. This figure will represent the differences between the objective function values of each algorithm (averaged across thirty runs) for the last generation before a change in time. The dot coded plot shows the best-known solution. In the top graph, the y-axis represents the values of the objective function and in the bottom graph a bar chart is representing the sum of constraint violations for the corresponding time for each algorithm. This figure belongs to the relevant details of the sphere function with medium frequency and large amplitude of hyperplane translation changes. As the figure shows, the created changes by the hyperplane translation, has successfully created the new environment and put the algorithms to struggle to find the new optimum. At first look it seems feasibility and \(\epsilon\)-constrained are more successful to reach near-optimum solutions, however the bottom graph shows for some of the times they reach to infeasible solutions with the shown sum of constraint violation. Thus, for a better comparison of algorithms, the statistical analysis are essential.

In addition to the figure, Table 1 shows part of the results (25 times out of 100) of applying the benchmark for testing the sphere function with a single dynamic linear constraint. As the table shows, the hyperplane translation (medium changes of \(b\) values) changes the size of the feasible region inside of the search space. In this case there is an inverse relation between the size of the feasible region for the sphere function and \(b\) value that is observable in the results. As the feasible region changes over time, new optimal points can appear, represented in the table as best known. The way the algorithms track these new best-known solutions is recorded across all of the runs and then the distribution is measured in the table. This allows a comparison between algorithms for specific times, although, for larger time scales individual comparisons are not preferable. The highlighted points with an asterisk shows that the relevant algorithm has sum of constraint violation other than zero for the relevant times.

\[\text{The feasible region is calculated by generating one million random solutions and getting the percentage of those that do not have constraint violations.}\]
5.2.2 Single constraint

The results of this section and the next section (multiple constraints) are based on measuring the performance of the algorithms with the ranking mechanism and the modified offline error explained in section 5.1 where the results are summarized in Tables 2 and 3. To validate the results, the 95%-confidence Kruskal-Wallis statistical test and the Bonferroni post hoc test, as suggested in [29] are presented. Nonparametric tests were adopted because the samples of runs did not fit to a normal distribution based on the Kolmogorov-Smirnov test.

The results of statistical tests for single constraint case presented in Table 2 showed in all of the cases, all the methods have significant difference with each other based on the modified offline error (\(M_{\text{offline}}\)) values. For the hyperplane translation, it is expected that as the magnitude of changes increases from small to large, the \(M_{\text{offline}}\) values also increases as it gets harder for the algorithm to track the bigger changes. However for multi-modal functions (Rastrigrin and Ackley), this trend is not observable with the exception of feasibility for Rastrigrin function. The reason behind this is that with small changes, algorithms are not able to come out of their previous local optima but with larger changes this will happen resulting to smaller \(M_{\text{offline}}\) overall. For the experiment 2, all the algorithms for all the functions showed similar trend in which \(M_{\text{offline}}\) increased as the frequency of changes increased. This is expected as with higher frequencies, algorithms have less time to reach to near optima solutions. Thus their overall deviation from the optima counted over all times increases (\(M_{\text{offline}}\)).

Based on the results for \(M_{\text{offline}}\), the magnitude of the effect that hyperplane translation has on the performance of the algorithms is greater than the effect that frequency has. The magnitude in difference in \(M_{\text{offline}}\) between the respective small & large settings was greater for hyperplane translation in every single test case. The reason behind this is that drastic changes lead to early solutions being infeasible or non-optimal, leading to larger \(M_{\text{offline}}\). The third experiment tends to have one of the highest \(M_{\text{offline}}\), however it is usually beaten by large hyperplane translation (large setting). This is because in this experiment the hyperplane is both translating and rotating (the \(b\) value in this experiment is medium). The effect of hyperplane rotation on algorithm performance is lesser than that of translation, this leads to larger translation values affecting performance to a greater degree.

One of the limitations of \(M_{\text{offline}}\) measure is that it is biased against generations where solutions are infeasible (considers worse solution of population in case of an infeasible solution). This makes our ranking procedure better suited to dynamic environments because it only uses an algorithm’s best solution for each time and considers both criteria (objective value & sum of constraint violation) in selecting a higher performing result.

In the results, some algorithms are ranked higher than others despite having greater observed \(M_{\text{offline}}\). This discrepancy is caused by the ranking solutions selecting the single best solution for each time and then comparing the algorithms, whereas \(M_{\text{offline}}\) is measured per generation. Based on discrepancy of these two measures, ranking procedure will give higher priority to feasibility of the achieved solutions, while \(M_{\text{offline}}\) is more in favour of the more closer to optima solutions. So an algorithm can be chosen based of which criteria is in our priority based of these two measures.

Based on ranking results, penalty is competitive with feasibility across the functions despite usually having a higher \(M_{\text{offline}}\) due to the fact that penalty accepts more infeasible solutions (based on our adaptive penalty method this happens especially for the first generations) & \(M_{\text{offline}}\) picks the worst solution if the best is infeasible. While, when ranking algorithms the best solution overall for each time is selected and this allows penalty to rank higher (as generations proceed penalty tend to increase penalization factor to choose feasible solutions leading to final solutions more feasible). Achieving the third rank for \(\epsilon\)-constrained also is expected based on its less strict behaviour toward infeasible solutions compared to feasibility. This lead it to get more final infeasible solutions at each time, leading to its lower ranking compared to feasibility.

For Ackley function regardless of the experiment, the algorithms ranked identically relative to each other. Feasibility outperformed the others with penalty coming second and \(\epsilon\)-constrained coming last. For the other functions penalty and feasibility are struggling for the ranking. For the hyperplane translation and rotation, feasibility wins regardless of the tested function.

5.2.3 Multiple constraints

Statistical test for multiple constrained case presented in Table 3 also showed all the methods have significant difference with each other. As the results in this table show multiple constraint experiments tends to have higher \(M_{\text{offline}}\) compared to the other single constraint experiments, this is due to the increased difficulty that comes with satisfying multiple constraints at the same time over a single one. Regardless of the experiments and severities, in the rankings feasibility is consistently as the best, the second ranking is for \(\epsilon\)-constrained and the last one is for penalty. This is expected as in our ranking procedure the priority is with feasibility of the solutions. In the case of multiple constraints, in most of the experiments algorithms are not able to find any feasible solution, and so based of the proposed ranking procedure they will be ranked based of lower sum of constraint violations. Thus, feasibility based on its algorithm mechanism is usually the winner in this case.
Table 1: Testing benchmark for single constraint setup (sphere function)

| Values | Feasible region(%) | Best-Known | Penalty | Feasibility | e-constrained |
|--------|-------------------|------------|---------|-------------|--------------|
| 18.90  | 100               | 0          | 68.24±(8.56) | 0.14±(0.06) | 19.76±(1.23) |
| 15.68  | 100               | 0          | 65.68±(8.56) | 0.13±(0.04) | 18.29±(1.46) |
| 12.36  | 99.99             | 0          | 63.22±(8.30) | 0.13±(0.04) | 18.35±(1.35) |
| 14.68  | 100               | 0          | 61.82±(7.02) | 0.12±(0.04) | 18.08±(1.24) |
| 9.42   | 94.90             | 0          | 61.73±(6.98) | 0.11±(0.03) | 17.65±(1.07) |
| 13.18  | 100               | 0          | 60.67±(6.92) | 0.10±(0.02) | 17.40±(1.02) |
| 3.43   | 88.29             | 0          | 61.16±(8.46) | 0.10±(0.02) | 17.21±(2.72) |
| 3.73   | 9.88              | 15.86      | 120.29±(19.31) | 50.79±(3.04) | 72.16±(10.62) |
| 3.36   | 97.71             | 0          | 78.24±(12.98) | 0.23±(0.10) | 23.34±(5.39) |
| -6.24  | 1.52              | 38.83      | 180.09±(30.30) | 124.59±(2.69) | 105.79±(11.04) |
| -2.79  | 16.65             | 7.79       | 103.78±(14.56) | 31.22±(2.56) | 57.34±(8.82) |
| -7.59  | 0.40              | 57.416     | 208.18±(43.91) | 176.86±(2.10) | 129.04±(12.59) |
| -17.71 | 0                 | 312.29     | 432.27±(44.40) | 249.96±(0.19) | 564.60±(8.40) |
| -23.18 | 0                 | 535.18     | 449.60±(40.75) | 249.96±(0.19) | 564.60±(8.40) |
| -37.95 | 0                 | 750        | 445.62±(37.58) | 249.99±(0.02) | 622.19±(2.64) |
| -29.70 | 0                 | 750        | 440.50±(39.38) | 249.95±(0.17) | 621.42±(2.70) |
| -16.24 | 0                 | 262.70     | 406.37±(46.45) | 249.94±(0.15) | 332.44±(9.65) |
| -13.63 | 0                 | 184.90     | 346.69±(31.43) | 249.93±(0.16) | 262.38±(11.48) |
| -16.74 | 0                 | 279.02     | 410.34±(37.78) | 249.98±(0.05) | 345.43±(9.60) |
| -5.81  | 2.18              | 33.62      | 160.23±(23.39) | 109.16±(2.41) | 98.47±(11.50) |
| -9.827 | 0.02              | 96.12      | 249.92±(29.16) | 249.73±(1.24) | 175.17±(9.74) |
| -8.51  | 57.04             | 0          | 86.00±(12.70) | 0.37±(0.16) | 31.98±(6.47) |
| -1.52  | 29.99             | 2.29       | 94.19±(19.16) | 11.24±(2.03) | 43.25±(12.46) |
| -11.59 | 0.00              | 133.88     | 282.30±(33.84) | 249.86±(0.30) | 211.62±(11.46) |
| -14.86 | 0                 | 219.82     | 378.82±(44.47) | 249.98±(0.07) | 272.40±(14.35) |
| -6.50  | 1.18              | 42.07      | 177.18±(28.29) | 134.64±(2.25) | 111.69±(10.12) |

6 Conclusion and future work

In this paper a framework has been proposed to generate benchmarks for testing algorithms in DCOPs. Our proposed framework can produce multiple benchmarks to be applied for testing any function and for any number of changes and dimension in the optimization problem. The changes in the environment are imposed by translation and rotation of the hyperplane in single and multiple linear constraints. For testing our benchmark, three constraint handling techniques have been applied and compared (penalty, feasibility and e-constrained) with differential evolution algorithm. A procedure for ranking the algorithms that is based on the feasibility rules was proposed to analyze the results and compare the algorithms behaviour. Implementing different functions showed that our proposed benchmark can be applied to test any function in DCOPs effectively. Moreover, the results showed that created changes had an observable effect on the performance of the compared algorithms. For future work the proposed benchmark would need to be tested with more advanced algorithms. The current constraint handling techniques struggle with dynamism so these algorithms will need to be designed for the dynamic environment.
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