Identifying Clinical Detection in Disease Context by Computational Mining of PubMed
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Abstract. To propose a novel informatics-based strategy for identifying candidate clinical tests for pancreatic cancer. We implement experiments on 6483, 27372, 28449 and 13017 publications respectively associated with risk, diagnosis, treatment and prognosis of this disease searched from PubMed and two query sets composed of 3880 clinical detection terms and 109 genes. By integrating gene-disease database, clinical information of tests, we determine the most likely terms related to the risk, diagnosis, treatment and prognosis of the disease and rank them according to our statistical scheme. We found 21, 42, 38 and 28 detection terms respectively related to risk, diagnosis, treatment and prognosis of pancreatic cancer. For risk assessment, “Adiponectin”, “Cholecystokinin (CCK)” and “Interleukin 2” with high New Term Frequency Inverse Document Frequency (NTFIDF) imply they take on greater importance to the documents where they occur in the corpus. “Carotene, Beta”, “Albumin, Serum” and “Prothrombin Fragment 1+2” with high Inverse Document Frequency (IDF) weightings indicate they provide more information. Furthermore, by incorporating 109 genes into query sets, we discovered “IGF Binding Protein-1 (IGFBP-1)” with the highest NTFIDF (0.088407) whereas “IGF Binding Protein-1 (IGFBP-1)”, “Leptin”, “Interleukin 2”, “5-Methyltetrahydrofolate” and “Gram” possessed high IDF (2.72). Similarly, for diagnosis, treatment and prognosis, “Cholecystokinin (CCK)”, “Gram”, “Neurotensin” gain the highest IDF while “Gastrin, Serum”, “Neurotensin”, “Gastrin, Serum” have the highest NTFIDF correspondingly. The findings suggest a unique opportunity for laboratory and clinical research and should be further validated in prospective research.

Keywords: clinical; genes; cancer; diagnosis; risk; detection terms.

1. Introduction
Pancreatic cancer is a highly malignant tumor with a poor prognosis [1]. Most patients (80%) present with inoperable advanced pancreatic cancer at the time of initial diagnosis [2]. Although considerable progress has been made in improving cancer survival rates over the past few decades, the 5-year survival rate for pancreatic cancer has remained mostly unchanged, rising only from 3.0% in 1975 to 5.4% in 2005 (according to data from surveillance, epidemiology and end results (SEER))[3]. Therefore, death rates from pancreatic cancer might be improved if this disease could be detected and diagnosed at an earlier stage [4]. At the beginning of the 21st century, the estimated number of pancreatic cancers
throughout the world was 110,000, with an estimated global mortality rate of 98% [5]. It is likely that some apparent long-term survivors were, in fact, misdiagnosed [6].

Currently, prevention or early diagnosis at a curable stage is exceedingly difficult [7]; patients rarely exhibit symptoms and tumors do not display sensitive and specific markers to aid detection [8-12]. Pancreatic cancers also have few prevalent genetic mutations [13-15]; the most commonly mutated genes are KRAS, CDKN2A (encoding p16), TP53 and SMAD4 [16-20] — none of which are currently druggable. Indeed, therapeutic options are limited and progress in drug development is impeded because most pancreatic cancers are complex at the genomic [21-23], epigenetic and metabolic levels, with multiple activated pathways and crosstalk evident [24-30]. Furthermore, the multilayered interplay between neoplastic and stromal cells in the tumor microenvironment challenges medical treatment [31-33]. Fewer than 20% of patients have surgically resectable disease [34]; However, neoadjuvant therapies might shift tumors towards resectability [35-37]. Although newer drug combinations and multimodal regimens in this setting, as well as the adjuvant setting, appreciably extend survival, ~80% of patients will relapse after surgery and ultimately die of their disease [38-39]. Therefore, considering life quality and entire survival is crucial.

As current therapeutic results are so dismal, it is essential to develop new methods for mining clinical tests related to this disease in order to implement preventive and screening strategies that can reduce the burden of this lethal cancer [40]. The goal of this paper is to provide support for risk, diagnosis, treatment and prognosis of pancreatic cancer, especially in personalized medicine. Furthermore, this method can also be used for other cancers.

2. Methods

2.1. Indexing-Retrieval model for publications of PubMed

We used literature from PubMed from the year 2002 to 2017 as the data source. By typing “pancreatic cancer risk”, “pancreatic cancer diagnosis”, “pancreatic cancer treatment” and “pancreatic cancer prognosis” into PubMed, we received 6483, 27372, 28449 and 13017 publications respectively. After the XML files were downloaded from PubMed directly or generated from using the tool of EFETCH [41], we imported them into a relational database in PostgreSQL. In this study, we downloaded only the PubMed-ID lists of the documents and used EFETCH to produce XML files, which is faster than using the browser to download a single XML file and has the advantage of using multiprocessing in the following step to insert all files of type XML into database. Some PubMed-IDs may change over time hence we will generate a completely new database and a new full text index once a year.

We obtained the information of 3880 clinical tests from Mayo Medical Laboratories’ Web site, which was considered as the first query set. In addition, 109 genes concerned with pancreatic cancer were acquired from the gene-disease database Orphanet [42].

The Indexing-Retrieval modeling indexed all titles, abstracts, keywords, MeSH terms and substances from the year 2002 to 2017, downloaded as XML files from PubMed. After completing the step of generating the full text index, the programme retrieved it with the query terms. The overview of the scheme conducted with literature in PubMed is shown in Fig.1. By typing “pancreatic cancer risk”, “pancreatic cancer diagnosis”, “pancreatic cancer treatment” and “pancreatic cancer prognosis” into PubMed, we obtain 6483, 27372, 28449 and 13017 publications respectively. After the XML files are downloaded from PubMed directly or generated by using the tool of EFETCH, we import them into a relational database in PostgreSQL. The results manifest how many terms were discovered and which terms co-occur in the same abstract or title sorted by PubMed-IDs.
2.2. Statistical analysis
In information retrieval, TF-IDF, short for term frequency–inverse document frequency, is a numerical statistic that is intended to reflect how important a word is to a document in a collection or corpus [43]. The TF-IDF value increases proportionally to the number of times a word appears in the document and is offset by the frequency of the word in the corpus, which helps to adjust for the fact that some words appear more frequently in general. TF-IDF is one of the most popular term-weighting schemes today; 83% of text-based recommender systems in digital libraries use TF-IDF [44].

Variations of the TF-IDF weighting scheme are often used by search engines as a central tool in scoring and ranking a document's relevance given a user query. One of the simplest ranking functions is computed by summing the TF-IDF for each query term; many more sophisticated ranking functions are variants of this simple model. The weight of a term that occurs in a document is simply proportional to the term frequency [45]. The specificity of a term can be quantified as an inverse function of the number of documents in which it occurs [46]. The TF-IDF is the product of two statistics, term frequency and inverse document frequency. In the case of the term frequency $t_f(t,d)$, the simplest choice is to use the raw count of a term $t$ in a document $d$, i.e. the number of times that term $t$ occurs in document $d$. If we denote the raw count by $f(t,d)$, then the simplest $t_f$ scheme is $t_f(t,d) = f(t,d)$. Other possibilities are included in the research [47]. Here, according to our data, term frequency calculation is adjusted for the following equation:

$$t_f(t,D) = \text{ave} \left( \frac{f(t,d_i)}{|d_i|} \right) \quad t \in d_i, d_i \in D \quad i = 1,2,3,\ldots$$  

Fig 1. Flow Diagram Outlining the Methodology of Indexing-Retrieval Model.
Where $|d_i|$ equals the number of words in $d_i$, $f(t,d_i)$ indicates the raw count of a term $t$ in a document $d_i$. The term frequency of term $t$ in corpus $D$ is the mean of all $f(t,d_i)$.

The inverse document frequency (idf) is a measure of how much information the word provides, that is, whether the term is common or rare across all documents. It is the logarithmically scaled inverse fraction of the documents that contain the word, obtained by dividing the total number of documents by the number of documents containing the term, and then taking the logarithm of that quotient.

$$idf(t, D) = \log \frac{N}{|\{d \in D, t \in d\}|} \quad (2)$$

In above formula, $N$ equals total number of documents in the corpus $D$, that is, $N=|D|$; $|\{d \in D, t \in d\}|$ is number of documents where the term $t$ appears ($tf(t,d_i) \neq 0$); This is the traditional model of implementing IDF. We will discuss extensions of this algorithm along with an analysis of TF-IDF according to our own results. We will introduce the improved model next. We applied it for each term according to our estimate of producing the query according to the model. We would like to estimate TF-IDF of each term as follows:

$$tf - idf(t, D) = \begin{cases} 
\log(1 + \frac{N}{|\{d \in D, t \in d\}|}) & \text{weighting for how much information term } t \text{ provides} \\
(tf(t, D) \times \log \frac{N}{|\{d \in D, t \in d\}|}) & \text{weighting for how important a term is to the corpus} 
\end{cases} \quad (3)$$

In this formula, the first term represents the discrimination power of term $t$ for the collection and the second term expresses the popularity of term $t$ among the users.

3. RESULTS

3.1. Relevant clinical detection terms to pancreatic cancer

By implementing the Indexing-Retrieval model on the collections and query set of clinical detection terms, the outputs show 6483, 27372, 28449 and 13017 documents are respectively indexed and 3880 clinical-test terms are searched. And we discover 21, 42, 38 and 28 terms correspondingly.

3.2. Ranking the terms based on new weighting model

Let us now think about the results from running the improved weighting model on our data. In this case, terms with high IDF value show that they provide more knowledge. Nevertheless, terms having high new TF-IDF prove they could be more important to the collection. We tested our new TF-IDF scheme on four corpus for risk, diagnosis, treatment and prognosis of pancreatic cancer with query set of 3880 clinical testing terms (Fig. 2.). By implementing the new improved TF-IDF model approach on the candidate terms, we rank them according to two weights of TF-IDF and idf separately. TF-IDF indicates the importance of each term to the collection and idf specifies the amount of information each term provides. Fig. 2. is described for risk, diagnosis, treatment and prognosis correspondingly.
Fig 2. Candidate Detection Terms Ranked Based on an Improved Weighting Model.
3.3. Gene-related testing terms generated and ranked by incorporating gene-disease database and clinical information of tests

We now attempt to improve our probability estimates, which should yield better retrieval performance. To achieve this goal, we integrate disease-gene database and clinical information of clinical testing into the novel weighting model to improve the performance.

We also use the above four collections as the empirical corpus. A gene-list document including 109 genes is extracted from aforesaid database Orphanet to be applied as an additional query set. After retrieving the documents with the two query sets, including clinical tests and genes, we receive 7, 11, 8, 6 gene-related detection terms to risk, diagnosis, treatment and prognosis of pancreatic cancer. The results are summarized in Fig. 3. By implementing our informatics-based approach on two query sets and weighting model, we rank candidate detection terms respectively. TF-IDF indicates the importance of each term to the collection and IDF manifests the amount of information each term provides. Fig. 3. is shown for risk, diagnosis, treatment and prognosis accordingly.
Fig 3. Gene-Related Clinical Detection Terms Found for Pancreatic Cancer by Computational Mining of PubMed.

4. DISCUSSION
We identify a relationship between clinical detection and diseases by computational mining of biomedical literature. Literature of PubMed associated with clinical tests and pancreatic cancer and rank them accordingly. We support this association incorporating gene-disease database and clinical information of clinical tests into the new improved statistical model.

The overall 5-year survival for pancreatic cancer has changed little over the past few decades, and pancreatic cancer is predicted to be the second leading cause of cancer-related mortality in the next decade in Western countries. The use of bio-marker to help define treatment and the potential of neoadjuvant therapies also offer opportunities to improve outcomes [48]. Given the dismal prognosis for patients with pancreatic cancer, it is important that additional rigorous investigation will be necessary to support and extend these interesting findings. Methods for extracting biomedical facts from the scientific literature have improved considerably, and the associated tools will probably soon be used in
many laboratories to automatically annotate and analyze the growing number of system-wide experimental data sets. Owing to the increasing body of text and the open-access policies of many journals, literature mining is also becoming useful for both hypothesis generation and biological discovery [49].

This study has limitations that warrant consideration. We index and retrieve literature to determine related clinical tests to the disease of pancreatic cancer, which may introduce bias into our analysis. We therefore incorporate genes involved in this disease and clinical information of clinical tests to optimize the consequences. More important, in this study, we were not sufficiently powered to undertake case-ascertainment and recruitment for this study and future studies should examine the effect of clinical detection on the disease. A further limitation is that the data resources we used. Although we incorporated gene data from the disease-gene database, more data should be included in the future to obtain more useful results. This way, we will improve the accuracy of our results and reduce data limitations. The other non-cancer genes may also have potential in cancer therapy.50 Finally, our analysis is retrospective and does not establish a causal association between the clinical tests and the disease.

Scientific literature is a powerful resource in cancer research. In particular, through the informatics approaches to analyze publications of PubMed, we demonstrate the data aggregation of clinical tests and gene-disease database for pancreatic cancer, quantified the risk, diagnosis, treatment and prognosis of pancreatic cancer, as well as other cancers, identified clinical detection for pancreatic cancer and began the first screening trials for pancreatic cancer. The lists of clinical tests and gene-disease database will expand in the future. In consequence, personalized treatments that target these testing defects and improved screening of high-risk individuals provide an opportunity to reduce the mortality from this cancer.
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