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Abstract

Magic matrix-based data hiding schemes are applied to transmit secret information through open communication channels safely. With the development of various magic matrices, some higher dimensional magic matrices are proposed for improving the security level. However, with the limitation of computing resource and the requirement of real time processing, these higher dimensional magic matrix-based methods are not advantageous. Hence, a kind of data hiding scheme based on a single or a group of multi-dimensional flexible magic matrices is proposed in this paper, whose magic matrix can be expanded to higher dimensional ones with less computing resource. Furthermore, an adaptive mechanism is proposed to reduce the embedding distortion. Adapting to the secret data, the magic matrix with least distortion is chosen to embed the data and a marker bit is exploited to record the choice. Experimental results confirm that the proposed scheme hides data with high security and a better visual quality.
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1. Introduction

With the rapid development of the Internet, the data hiding is referred to as a usual approach of embedding confidential or sensitive information into images for covert communications. It is classified into two major types: reversible data hiding and irreversible data hiding. The difference between them is that the reversible hiding scheme can reconstruct the original cover image after secret data is extracted. Many successful reversible data hiding schemes have been proposed [1-7], including the difference expansion [3,4], the prediction error expansion (PEE) [5,6], the histogram shifting [8,9], the neural network [10-12] and so on. For instance, the prediction error expansion is first proposed by Thodi et al. [13], which embeds the secret information by expanding the prediction errors obtained from the difference of original and predicted value of the target pixel. To further minimize the distortion, Ou et al. [14] proposed a method of pairwise PEE for data hiding, which simultaneously uses a pair of prediction errors obtained from consecutive pixels and modifies the corresponding pixel values using 2D histogram modification strategy. Li et al. [15] introduced a multiple histograms modification into data hiding, which is a more general framework and includes the conventional one as the special case. In addition, they verified that multiple histograms modification (MHM) embeds data with higher fidelity, and overall embedding on multiple prediction error histograms (PEHs) could be flexible by determining the target bins adaptively. However, only one pair of bins in the PEH is allowed to be expanded for data embedding according to the MHM. For this reason, an improved data hiding scheme based on MHM with high capacity is proposed, which utilized multiple pairs of bins for expansion instead of one pair in each PEH [16].

The researchers on irreversible data hiding also achieve remarkable results [17-25], including the least significant bit (LSB) substitution [17,19], the exploiting modification direction (EMD) [20,21], and the magic matrix based (MMB) schemes [23,24], and so on. In LSB substitution method, LSBs of a cover pixel are replaced by secret binary bits of the same length. However, this method is vulnerable to steganalysis. In recent decades, many data hiding methods based on different kinds of magic matrices have been proposed [26-29]. Chang et al. [23] introduced Sudoku table to construct a 256×256 Sudoku matrix for guiding the embedding process. This scheme provides a higher security than LSB substitution, because a great number of possible Sudoku solutions can prevent from malicious attacks. Chen et al. [26] proposed a multi-layer mini-Sudoku based data hiding scheme to achieve the better visual quality for a given payload by the optimal number of layers of magic matrices. In 2014, Chang et al. [24] proposed a data hide method of Turtle Shell-based (TSB) scheme with a 256×256 turtle shell matrix that is composed of a lot of adjacent turtle shells. According to this method, a secret 8-ary digit can be embedded into each pixel pair of the original image. Liu et al. [27] developed a new turtle shell matrix-based data hiding scheme to improve the embedding capacity. Xie et al. [28] proposed an extended method of two-layer turtle shell matrix-based data hiding with an extra attribute represented by a 4-ary digit, which is assigned to each element of the turtle shell matrix by exploiting symmetric properties of the matrix. In 2020, a data hiding method based on a 3D magic cube [30] was proposed, which can hide more secret data and be more unpredictable than the conventional versions [31-33]. Generally, it is more difficult to predict the embedded secret data for hiding methods with a magic matrix of high dimensions, since a high dimensional magic matrix is more complex than a low dimensional one. However, the usual magic matrix-based data hiding methods construct the whole reference matrix sized 256 in each dimension before embedding and extracting information,
which occupies too much memory space. In some applications, such as an app for portable devices, there is not enough memory for building the whole matrix. For example, a 16G memory processing device does not have enough memory to construct 4-dimensional matrix sized $256 \times 256 \times 256 \times 256$. Hence, a flexible design of the magic matrix is required, which should take both computational complexity and the adaptive mechanism into consideration.

In this research, we try to devise a magic matrix with flexible dimensions so that the security level under steganalysis attack can be raised. Considering the real time applications, a data hiding scheme based on a magic matrix of reduced scales is proposed to improve the computational efficiency and save the memory space. Besides, an adaptive strategy is exploited to minimize the distortion of data embedding. Adapting to the secret data in hand, the magic matrix with a minimum embedding distortion is always chosen between two predefined selections. Thus, the visual quality of stego images can be effectively enhanced.

The rest of the paper is organized as follows. Section 2 discusses the related work. The proposed scheme is introduced in Section 3. Section 4 presents the experimental results and their analysis. Finally, the paper is concluded in Section 5.

### 2. Related works

This section briefly reviews some data hiding methods based on different reference matrices, including the data hiding methods based on Sudoku [23], mini-Sudoku [31,32], and a 3D magic cube [30].

#### 2.1 Chang et al.’s Scheme

Chang et al. [23] proposed a Sudoku-based data hiding scheme, which has three levels of elements, such as a $256 \times 256$ Sudoku matrix, $9 \times 9$ Sudoku tables and $3 \times 3$ sub-blocks. A basic $9 \times 9$ Sudoku table is constructed by nine $3 \times 3$ sub-blocks according to the following two rules: (1) each sub-block contains nine distinct digits from 0 to 8; and (2) each column or row of the table contains the same set of digits. Furthermore, a $256 \times 256$ Sudoku reference matrix is tiled by Sudoku tables for guiding the embedding of secret data. First, the binary secret information is converted to a sequence of 9-ary digits. Second, the values of selected cover pixel pair are modified to embed a secret digit through the guidance of Sudoku reference matrix. The embedding rate of this scheme is $1/2 \times \log_2 9$ bits per pixel (bpp).

#### 2.2 He et al.’s Scheme

He et al. [31] proposed a data hiding scheme based on mini-Sudoku matrix. The major difference between conventional Sudoku and the proposed one is that mini-Sudoku uses repetitions of a $4 \times 4$ Sudoku table to tile up a $256 \times 256$ matrix, with the values from 0 to 3. In this method, each cover pixel pair $(p_i, p_{i+1})$ embeds 4-bit secret data, which is divided into three groups. $B_1$ is a quaternary digit, while both $B_2$ and $B_3$ are a binary bit. By applying the cover pixel pair $(p_i, p_{i+1})$ as the coordinates, a $4 \times 4$ search region on the mini-Sudoku matrix is located. Within the search region, a pixel pair $(p'_i, p'_{i+1})$ satisfying $MSM (p'_i, p'_{i+1}) = B_1$, $p'_i = B_2$ and $p'_{i+1} = B_3$ can be found. Finally, the 4-bit secret data is embedded by modifying the cover pixel pair $(p_i, p_{i+1})$ into the stego pixel pair $(p'_i, p'_{i+1})$. The extraction stage is the inverse approach as that is used in the embedding one.

#### 2.3 Horng et al.’s Scheme

Inspired by He et al. [31], Horng et al. [32] proposed a multi-dimensional mini-Sudoku
matrix-based data hiding scheme, which expands the magic matrix into multi-dimensions. The cubic mini-Sudoku matrix is constituted by 4×4×4-sized sub-cubes, each contains eight 2×2×2-sized basic structures with values from 0 to 7. In the embedding stage, each pixel-triplet \((p_i, p_{i+1}, p_{i+2})\) is used to embed 6-bit secret \(s_i = (d_i, d_{i+1}, d_{i+2}, d_{i+3}, d_{i+4}, d_{i+5})\) in two layers. First, the outer layer points out the matched basic structure, whose label is \(s^M = (d_i, d_{i+1}, d_{i+2})\), by the first three bits of secret with an offset matrix and several locator conditions. Then, the inner layer indicates the value in the obtained basic structure, which is equal to the later three bits of secret \(s^L = (d_{i+3}, d_{i+4}, d_{i+5})\). Finally, the stego pixels are obtained as \((p_i', p_{i+1}', p_{i+2}')\).

The extraction stage also is the inverse approach as that is used in the embedding one.

2.4 Lee et al.’s Scheme

Lee et al. [30] proposed a data hiding scheme based on a 3D magic cube. In this method, a 256×256×256 3D reference matrix (RM) is established before hiding secret data as shown in Fig. 1. A 3D magic cube sized \(n_x \times n_y \times n_z\) is designed first. For instance, a 4×4×4 magic cube contains 64 distinct digits from 0 to 63. Then, a 3D RM denoted by \(M(x, y, z)\), where \(0 \leq (x, y, z) \leq 255\), is constructed by repeated stacking of the fundamental magic cube. According to the 3D RM, the embedding process and extracting process can be carried out. Details are summarized as follows.

![Fig. 1. 3D array and 3D magic cube](image)

2.4.1 The data embedding process

The details of secret data embedding are as follows:

**Step 1.** The cover image is divided into 2×2 non-overlapping blocks. Each block has four cover pixels \((p_1, p_2, p_3, p_4)\).

**Step 2.** A \(k_1\)-bit data \(s_1\) is extracted from the binary secret stream \(S\) and embedded into the first pixel by LSB substitution. The pixel value \(p_1\) is thus modified to \(q_1\).

**Step 3.** Calculate the three absolute differences by \(d_1 = |p_2 - q_1|, d_2 = |p_3 - q_1|, d_3 = |p_4 - q_1|\).

**Step 4.** A \(k_2\)-bit data \(s_2\) is extracted from the remaining binary secret stream. Search the reference matrix to find the element \(M(d_1', d_2', d_3')\) which is closest to \((d_1, d_2, d_3)\) and matches \(M(d_1', d_2', d_3') = s_2\). The embedding rules are as follows.

**Case 1.** If \(s_2 = M(d_1, d_2, d_3)\), then the cover pixels are unchanged.

**Case 2.** If \(s_2 \neq M(d_1, d_2, d_3)\), then find all \(M(d_1', d_2', d_3') = s_2\), where \(d_{1i} \in ([d_1] - 7: [d_1] + 7), d_{2i} \in ([d_2] - 7: [d_2] + 7)\) and \(d_{3i} \in ([d_3] - 7: [d_3] + 7)\).

(i) The target with minimum distance is obtained by \(\arg \min(|d_{1i} - d_1|^2 + |d_{2i} - d_2|^2 + |d_{3i} - d_3|^2)\).
(ii) The stego image pixel values are calculated as $q_2 = q_1 + d_1^{k_1}, q_3 = q_1 + d_2^{k_2}$ and $q_4 = q_1 + d_3^{k_3}$.

(iii) The cover pixel values $(p_1, p_2, p_3, p_4)$ are modified to the stego pixel values $(q_1, q_2, q_3, q_4)$.

The above steps are repeated until all the secret data is embedded.

### 2.4.2 The data extraction process

The corresponding secret data extraction process is as follows. The stego image is first divided into $2 \times 2$-sized blocks. For each stego block of four pixels $(q_1, q_2, q_3, q_4)$, the absolute differences $(d_1', d_2', d_3')$ between $q_1$ and the other three pixels $(q_2, q_3, q_4)$ are calculated. The data extraction includes two parts. The secret data $s_2$ is extracted by $s_2 = M(d_1', d_2', d_3')$ and the secret data $s_1$ is extracted from LSBs of $q_1$. The overall secret data stream is obtained by consecutively concatenating the extracted the secret bits from each stego block.

Generally, the conventional magic matrix-based data hiding schemes exploit a reference matrix sized 256 in each dimension, which wastes too much memory space to process. It becomes very difficult to implement when the reference matrix is extended to high dimensions.

### 3. Proposed scheme

This section introduces the proposed multi-dimensional flexible magic matrix-based data hiding scheme, which extends the usual 2D and 3D magic matrix to multi-dimensional space, but with a much smaller size. For this reason, the proposed matrix can be easily switched between different dimensions during the data hiding phase, which also improves security level of the proposed scheme.

#### 3.1 Flexible magic matrix and magic unit

Before presenting the data hiding scheme, the proposed flexible magic matrix is introduced first. Our flexible magic matrix is a reduced version of reference matrix, which is constituted by basic magic units.

##### 3.1.1 Dimensions of magic unit

In our data hiding scheme, the cover image is also divided into non-overlapping blocks. In each block, the center cover pixel is defined as the basic pixel $p_i$ and the other pixels around it are defined as surrounding pixels $(p_1, p_2, ..., p_N)$. The surrounding pixels are divided into $n$ groups denoted by $(p_{i1}, p_{i2}, ..., p_{ij}, ..., p_{ik_j})$, where the $i$-th group consists of $k_i$ pixels and $\sum_{i=1}^n k_i = N$. For example, in a $3 \times 3$ block, the basic pixel $p_i$ is located at center of the block, which is surrounded by eight pixels $(p_1, p_2, p_3, p_4, p_5, p_6, p_7, p_8)$. Then, the surrounding pixels can be grouped in different ways, such as two equally sized groups, four equally sized groups, or combination of unequally sized groups, as shown in Fig. 2. According to the number of pixels in a group, a magic matrix with the same number of dimensions is applied as its reference matrix. The proposed flexible magic matrix is a hyper-cubic matrix of reduced size, which is twofold stacked by fundamental units called magic units. For example, to embed six bits of data in a group of three pixels, the flexible magic matrix is a cubic matrix sized $8 \times 8 \times 8$ constituted by eight magic units sized $4 \times 4 \times 4$. 
3.1.2 Scales of magic unit

As mentioned in the previous subsection, the magic matrix is a twofold stacked matrix of magic units. The scales of a fundamental magic unit is determined by the number of pixels in the group and the designated payload for each pixel. Assuming a particular group consists of $k$ pixels and the payload for the $j$-th pixel is $s_j$, its corresponding magic unit is a $k$-dimensional hyper cubic matrix. The width $\alpha_j$, $j = 1, 2, \ldots, k$, in the $j$-th dimension is determined by

$$\alpha_j = 2^{s_j}.$$  \hfill (1)

In a magic unit, each element is assigned with a distinct value. The magic unit contains a set of distinct integer values from 0 to $V_{\text{max}}$, which are assigned randomly. $V_{\text{max}}$ is the largest value in this unit calculated by the following equation.

$$V_{\text{max}} = 2^{\sum_{j=1}^{k} s_j} - 1.$$  \hfill (2)

If the payload for all pixels in the group is the same, then $s_1 = s_2 = \cdots = s_k = s_{\text{eq}}$ and the magic unit is a hypercube with width $\alpha_j = 2^{s_{\text{eq}}}$ in each direction of axis. $V_{\text{max}}$ is given by

$$V_{\text{max}} = 2^{k \times s_{\text{eq}}} - 1.$$  \hfill (3)

For example, in Fig. 2(d), suppose a group of two pixels is designated to embed 2-bit secret data for each pixel, its corresponding flexible magic matrix is sized 8×8 and stacked with four magic units, as shown in Fig. 3. The largest element value 15 is calculated by Eq. (3).

3.2 Data embedding phase

In this subsection, the embedding procedure of the proposed scheme is introduced. Then, details of the flexible magic matrix-guided embedding steps are presented.
3.2.1 Data embedding procedures

The data embedding procedures of the proposed scheme is given as follows.

**Step 1.** The given cover image $I$ of bit-depth 8 is divided into non-overlapping blocks sized $h \times w$.

**Step 2.** For each block, the center pixel is labeled as $p_c$ and the surrounding pixels are grouped according to the predefined hiding strategy.

**Step 3.** $s_c$-bit secret segment is extracted from the binary secret stream $S$. Apply LSB substitution and optimal pixel adjustment process (OPAP) to embed the retrieved $s_c$-bit secret segment into the center pixel and to get the resulting stego pixel $q_c$.

**Step 4.** The neighboring pixels are embedded group-wise. The $i$-th group of the surrounding pixels $(p_{i1}, p_{i2}, \ldots, p_{ik})$ is used for hiding secret data $s_i$ by referring to a $k$ dimensional flexible magic matrix.

**Step 5.** Repeat Steps 2-4 until the entire secret stream is embedded, then the stego image $I'$ is obtained.

3.2.2 Details of the pixel group embedding

The details of Step 4 in the data embedding procedures are presented as follows.

**Step 1.** A group of neighboring pixels $(p_1, p_2, \ldots, p_k)$ are exploited to embed secret data and their corresponding payloads are denoted by $s_j, j = 1, 2, \ldots, k$. The width $r_j$ in the $j$-th dimension of the $k$-dimensional magic unit is determined by $s_j$ and given by Eq. (1). The width of flexible magic matrix in the $j$-th dimension is twice as $r_j$ and its index interval is $[-r_j, r_j - 1]$.

**Step 2.** The differences $d_j$ between neighboring pixel $p_j, j = 1, 2, \ldots, k$, and stego center pixel $q_c$ are calculated by $d_j = p_j - q_c$.

**Step 3.** Normalize the differences into coordinates $\tilde{d}_j, j = 1, 2, \ldots, k$, of the flexible magic matrix $M_k$ by the following rules, where $m_j$ is an integer that makes Eq. (5) satisfied.

$$\tilde{d}_j = d_j - m_j \times r_j$$

$$-\frac{r_j}{2} \leq \tilde{d}_j \leq \frac{r_j}{2} - 1.$$  \hfill (4)

**Step 4.** $\sum s_j$ bits of secret data $S_i$ is extracted from the secret stream $S$ and converted to a value $V$ in decimal format. Find the unique element $M_k(d_1', d_2', \ldots, d_k')$ that satisfies Eqs. (6) and (7).

$$M_k(d_1', d_2', \ldots, d_k') = V,$$  \hfill (6)

$$\tilde{d}_j - \frac{r_j}{2} \leq d_j' \leq \tilde{d}_j + \frac{r_j}{2} - 1.$$  \hfill (7)

Then, calculate the stego pixel values by

$$q_j = q_c + d_j' + m_j \times r_j.$$  \hfill (8)

**Step 5.** In the cases of overflow/underflow. The stego pixel value is added/subtracted by $r_{ij}$ to fit the proper dynamic range of $[0, 255]$.

**Step 6.** Finally, the group of cover pixel values $(p_1, p_2, \ldots, p_k)$ are modified to the stego-pixel values $(q_1, q_2, \ldots, q_k)$.

3.3 Data extraction phase

The basic execution framework of data extraction procedures is similar to that of embedding
procedures. First, the stego-image is divided into non-overlapping blocks with the same size as embedding. For each image block, the center pixel \( q_c \) is retrieved, and its surrounding pixels are grouped in the same way as embedding. Then, the secret data is extracted group by group. Finally, the secret data embedded in the center pixel is extracted. The output is a concatenation of the extracted secret segments. Data extraction procedures of an image block is summarized as follows.

**Step 1.** Retrieve the center pixel value \( q_c \).

**Step 2.** For the \( i \)-th group of pixels \( (q_1, q_2, ..., q_k) \), calculate \( \hat{d}_1, \hat{d}_2, ..., \hat{d}_k \) by \( \hat{d}_j = q_j - q_c, j=1,2,\ldots,k \).

**Step 3.** Find the normalized coordinates \( \hat{d}_1, \hat{d}_2, ..., \hat{d}_k \) by Eqs. (4) and (5).

**Step 4.** Extract secret data by \( V = M_k(\hat{d}_1, \hat{d}_2, ..., \hat{d}_k) \) and convert \( V \) into binary digits \( S_i \).

**Step 5.** Repeat Step 2-4 to extract secret data from all groups of pixels.

**Step 6.** Extract secret digits \( S_c \) from LSBs of \( q_c \).

**Step 7.** Concatenate \( S_c || S_1 || S_2, \ldots, || S_n \).

### 3.4 An example of multi-dimensional flexible magic matrix-based data hiding

In this subsection, an example is provided to demonstrate the embedding and extracting procedures. In addition, a special case of overflow is also demonstrated. In Fig. 4, an example image block sized \( 3 \times 3 \) is given. \( p_c \) is the center pixel and its surrounding pixels \( (p_1, p_2, ..., p_9) \) are divided into four groups distinguished by different colors. The binary secret steam is given by \( S = (1001001010)_2 \).

Fig. 4. A block including four groups of neighboring pixels.

(1) 3-bit secret segment \( S_c = (100)_2 \) is extracted from the head of the binary secret stream \( S \). The value of basic pixel \( p_c \) is converted into 8-bit binary sequence as \( 158 = (10011110)_2, \) whose 3 LSBs are replaced by \( (100)_2 \) to get \( q_c = (10011010)_2 = 156 \) as shown in Fig. 5.

Fig. 5. Illustration of the center pixel embedding.

(2) The first group with two pixels \( (p_{11}, p_{12}) \) is used to embed the following 4 bits secret data \( S_1 = (1000)_2 = 8 \). First, the differences \( (d_{11}, d_{12}) \) are calculated between pixels \( (p_{11}, p_{12}) \) and \( q_c \) by \( d_{11} = p_{11} - q_c = 158 - 156 = 2 \) and \( d_{12} = p_{12} - q_c = 155 - 156 = -1 \). The coordinates \( (2, -1) \) is normalized to \( (-2, -1) \) by \( (2 - 1 \times 4, -1 - 0 \times 4) \). Since \( k = 2 \), a 2D flexible magic matrix is applied as the reference matrix for embedding. Search \( M_2 \) within the index range of \( (-2 - 2: -2 + 1, -1 - 2: -1 + 1) \) to find the unique solution \( M_2(-2,0) = S_1 = 8 \). Finally, the stegos pixels \( (q_{11}, q_{12}) \) are calculated through \( q_{11} = q_c + \)

\( \hat{d}_1, \hat{d}_2, ..., \hat{d}_k \) by Eqs. (4) and (5).
\[ d'_{11} + m_{11} \times r_{11} = 156 - 2 + 1 \times 4 = 158 \quad \text{and} \quad q_{12} = q_c + d'_{12} + m_{12} \times r_{12} = 156 + 0 + 0 \times 4 = 156. \]

(3) The second group with two pixels \((p_{21}, p_{22})\) are used for embedding the following secret data \(S_2 = (1010)_{10}\). Similarly, the differences \(d_{21}, d_{22}\) are calculated between \((p_{21}, p_{22})\) and \(q_c\) by \(d_{21} = p_{21} - q_c = 134 - 156 = -22\) and \(d_{22} = p_{22} - q_c = 162 - 156 = 6\). Then, the coordinates are normalized by \((\tilde{d}_{21}, \tilde{d}_{22}) = (-22 - (-5) \times 4, 6 - 2 \times 4) = (-2, -2)\). To embed the secret value 10, the search range corresponding to the current reference location is enclosed by red square as shown in Fig. 7. The unique matched element is \(M_2(−4, −1) = 10\). As a result, the stego pixel values are calculated by \(q_{21} = 156 - 4 + (-5) \times 4 = 132\) and \(q_{22} = 156 - 1 + 2 \times 4 = 163\).
Step 4. The $S_c$, $S_1$ and $S_2$ are concatenated into $S = (1001001010)_2$.

Sometimes, direct application of the proposed embedding scheme may result in overflow (greater than 255) or underflow (less than 0) of pixel values. Now, we demonstrate how Step 5 of the pixel group embedding can solve this problem. Suppose $q_2 = 254$, $(p_{11}, p_{12}) = (253,255)$, and the secret bits to be embedded $S_1 = (1001)_2 = 9$. Thus, $(d_{11}, d_{12}) = (\tilde{d}_{11}, \tilde{d}_{12}) = (-1,1)$ and $(m_{11}, m_{12}) = (0,0)$. Referring to Fig. 8, the unique solution within the search range is $M_2(-1, 2) = 9$. Then, $(q_{11}, q_{12})$ are calculated by $(q_{11}, q_{12}) = (254 + (-1), 254 + 2) = (253,256)$. The second pixel value is overflowed.

According to Step 5 of pixel group embedding, it is subtracted by $r_{ij}$ to get $q_{12} = 256 - 4 = 252$. In the extraction phase, $(q_{11}, q_{12}) = (253,252)$ is applied to calculate $(\tilde{d}_{11}, \tilde{d}_{12}) = (-1, -2)$ and the secret value $M_2(-1, -2) = 9$. Due to repetition of magic units, adding or subtracting $r_{ij}$ from the coordinates of magic matrix does not affect the extracted value.

3.5 Adaptive mechanism

We design an additional adaptive mechanism to improve the visual quality of stego images. The idea is to embed secret data in a cover image with two magic matrices of different dimensions. For each image block and its corresponding secret data to be embedded, the distortions on pixel values for the two magic matrices are compared and the better solution is applied. To indicate the actual applied version of magic matrix, a certain bit in the center pixel is exploited as the marker bit to record the choice. This adaptive mechanism can effectively enhance the visual quality of stego images.

4. Experimental results and security analysis

In this section, several experiments are executed to demonstrate the applicability and evaluate the performance of the proposed scheme. Six standard gray scale images, including Peppers, Lena, Baboon, Zelda, Cameraman, and Harbour, as shown in Fig. 9 are applied. The peak signal-to-noise ratio (PSNR) and embedding capacity (EC) are used as metrics to evaluate the performance.
PSNR represents the distortion between the original cover image and the stego image and defined by

$$PSNR = 10 \log_{10} \left( \frac{255^2}{MSE} \right) \text{ (dB)}$$

where $MSE$ is the mean square error between the cover image and its stego image, which can be calculated by

$$MSE = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} (p_{ij} - q_{ij})^2,$$

where $p_{ij}$ and $q_{ij}$ are the pixel values of the cover image and the stego image, respectively; $H$ and $W$ are the height and the width of the cover image, respectively.

The embedding capacity (EC) is measured in bits per pixel and defined by

$$EC = \frac{|L|}{H \times W} \text{ (bpp)},$$

where $|L|$ is the length of the secret data under full embedding and the bpp is the abbreviation of the bits per pixel.

### 4.1 Performance of four typical parameter settings

In our first experiment, we apply four models to investigate the performance of the proposed data hiding scheme. In all the four models, the center pixel is embedded with 3 bits ($s_c$) of secret data and the surrounding pixels are embedded with 2 bits per pixel ($s_e$). The different settings in block size and grouping are listed in Table 1. For example, Model 3 divides cover image into blocks sized $3 \times 3$ and the surrounding pixels are divided into four groups of two pixels. According to the number of pixels in a group and the payload per pixel, the width of the magic unit and the range of matrix element values can be determined as listed in the table. The embedding capacity (EC) for the four models are also given, which can be calculated using block size, $s_c$, and $s_e$. 
Table 1. Various kinds of hiding strategy for the proposed scheme.

| Model | Block size | s bits | Group k | s e bits | Width Values | EC(bpp) |
|-------|------------|--------|---------|----------|--------------|---------|
| 1     | 2×2        | 3      | 1       | 3        | 2            | 6-63    | 2.25    |
| 2     | 2×3        | 3      | 1       | 5        | 2            | 4-1023  | 2.17    |
| 3     | 3×3        | 3      | 2       | 4        | 2            | 4-255   | 2.11    |
| 4     | 3×3        | 3      | 2       | 4        | 2            | 0-15    | 2.11    |

To further evaluate the performance of the four typical models under different arrangement of distinct numbers in a magic unit, we apply three randomly arranged versions Secret 1, Secret 2, and Secret 3 to the experiments. The PSNR values of the resulting stego images are listed in Table 2, where the experimental values of state-of-the-art method proposed by Lee et al. [30] are also given. The EC of Model 1 is the same as [30] and the PSNR values of the two model are comparable. PSNR values of Model 2, 3, and 4 are higher than Model 1, however, their EC are slightly lower. There is a trade-off between PSNR value and EC. Besides, experimental data show that the arrangement of distinct numbers in a magic unit does not affect the result under random embedded data.

Table 2. Comparison of the four models with Lee et al.’s method [30]

| Model | Secret | Image | Peppers | Lena | Baboon | Zelda | Cameraman | Harbour |
|-------|--------|-------|---------|------|--------|-------|-----------|---------|
| Model 1 | Secret1 | 43.30 | 43.23 | 43.28 | 43.27 | 43.26 | 43.26 |
| Secret2 | 43.30 | 43.23 | 43.29 | 43.28 | 43.27 | 43.26 | 43.26 |
| Secret3 | 43.31 | 43.23 | 43.29 | 43.29 | 43.26 | 43.27 | 43.27 |
| Average | 43.30 | 43.23 | 43.29 | 43.28 | 43.26 | 43.27 | 43.26 |
| Model 2 | Secret1 | 44.08 | 44.07 | 44.09 | 44.07 | 44.09 | 44.09 |
| Secret2 | 44.09 | 44.06 | 44.09 | 44.07 | 44.09 | 44.09 | 44.10 |
| Secret3 | 44.09 | 44.07 | 44.09 | 44.07 | 44.10 | 44.09 | 44.09 |
| Average | 44.09 | 44.07 | 44.09 | 44.07 | 44.09 | 44.09 | 44.09 |
| Model 3 | Secret1 | 44.75 | 44.70 | 44.73 | 44.71 | 44.69 | 44.72 |
| Secret2 | 44.75 | 44.69 | 44.73 | 44.71 | 44.71 | 44.73 | 44.72 |
| Secret3 | 44.75 | 44.70 | 44.73 | 44.71 | 44.71 | 44.71 | 44.72 |
| Average | 44.75 | 44.70 | 44.73 | 44.71 | 44.71 | 44.71 | 44.72 |
| Model 4 | Secret1 | 44.75 | 44.69 | 44.73 | 44.70 | 44.70 | 44.72 |
| Secret2 | 44.75 | 44.69 | 44.73 | 44.70 | 44.70 | 44.71 | 44.73 |
| Secret3 | 44.75 | 44.69 | 44.73 | 44.71 | 44.71 | 44.72 | 44.72 |
| Average | 44.75 | 44.69 | 44.73 | 44.70 | 44.71 | 44.71 | 44.72 |

| [30] | Secret1 | 43.21 | 43.13 | 43.24 | 43.17 | 43.13 | 43.18 |
| Secret2 | 43.17 | 43.09 | 43.22 | 43.13 | 43.08 | 43.14 |
| Secret3 | 43.18 | 43.09 | 43.22 | 43.13 | 43.07 | 43.15 |
| Average | 43.19 | 43.10 | 43.23 | 43.14 | 43.09 | 43.16 |

4.2 Three adaptive methods based on 2D&4D flexible magic matrices

In this subsection, three adaptive methods based on 2D&4D flexible magic matrices are introduced to improve security of reference matrix-based data hiding scheme. To provide more flexibility, the cover image is divided into blocks of size 3 × 3 in all the three adaptive methods. In addition, the payload is fixed at two bits per pixel to compare the performance of different methods. When marker bits are required, the payload of the center pixel is sacrificed to meet the requirement.
4.2.1 Adaptive method based on 2D&4D flexible magic matrices without marker bit

To interpret the design of the center pixel’s data structure, the center pixel value is represented by binary format as $p_c = (b_7b_6b_5b_4b_3b_2b_1b_0)_2$. In the first method, two secret bits $(\beta_1\beta_0)_2$ are embedded to $p_c$ by applying LSB substitution and OPAP. That is, $q_c = O((b_7b_6b_5b_4b_3b_2\beta_1\beta_0)_2)$, where $O(\cdot)$ denotes the OPAP operation. The third LSB $b_2$ is served as the natural marker bit and the embedding strategy is determined by it. More specifically, when $b_2 = 0$, the surrounding pixels of this block are partitioned into (4,4) groups to embed secret data; when $b_2 = 1$, they are partitioned into (2,2,2,2) groups. In addition, the Data 1, Data 2, and Data 3 are three different random streams. The extraction of secret data is also according to the third LSB $b_2$. The PSNR values of stego-images are listed in Table 3. Due to the random selection of hiding strategy, the security of data embedding can be enhanced.

| Block size | $s_c$ bits | $s_e$ bits | Data 1 | Data 2 | Data 3 |
|------------|------------|------------|--------|--------|--------|
| Peppers    | 3×3        | 2          | 2      | 46.21  | 46.25  | 46.23  |
| Lena       | 3×3        | 2          | 2      | 46.23  | 46.24  | 46.24  |
| Baboon     | 3×3        | 2          | 2      | 46.22  | 46.25  | 46.25  |
| Zelda      | 3×3        | 2          | 2      | 46.23  | 46.26  | 46.23  |
| Cameraman  | 3×3        | 2          | 2      | 46.23  | 46.26  | 46.25  |
| Harbour    | 3×3        | 2          | 2      | 46.23  | 46.23  | 46.24  |

4.2.2 Adaptive method based on 2D&4D flexible magic matrices with one marker bit

In the second method, two LSBs of the center pixel is embedded with one secret bit $\beta_1$ and one marker bit $\alpha_0$ as $q_c = O((b_7b_6b_5b_4b_3b_2\beta_1\alpha_0)_2)$. Two versions of stego center pixel are generated, which are $q_{c0} = O((b_7b_6b_5b_4b_3b_2\beta_0\alpha_0)_2)$ and $q_{c1} = O((b_7b_6b_5b_4b_3b_2\beta_1\beta_0)_2)$. Then, two partition strategies are applied to embed the secret data into this block. Based on $q_{c0}$, the (4,4) grouping is applied; based on $q_{c1}$, the (2,2,2,2) grouping is applied. After embedding of the surrounding pixels, MSE (mean-square-error) of the two stego blocks are compared. The minimum distorted block is recorded to the stego image. PSNR values of the stego-images produced by this method are listed in Table 4. Compared with Table 3, this adaptive method can significantly improve the visual quality of stego image.

| Block size | $s_c$ bits | $s_e$ bits | Data 1 | Data 2 | Data 3 |
|------------|------------|------------|--------|--------|--------|
| Peppers    | 3×3        | 2          | 2      | 47.11  | 47.13  | 47.11  |
| Lena       | 3×3        | 2          | 2      | 47.11  | 47.12  | 47.10  |
| Baboon     | 3×3        | 2          | 2      | 47.13  | 47.12  | 47.12  |
| Zelda      | 3×3        | 2          | 2      | 47.13  | 47.12  | 47.11  |
| Cameraman  | 3×3        | 2          | 2      | 47.10  | 47.11  | 47.10  |
| Harbour    | 3×3        | 2          | 2      | 47.11  | 47.11  | 47.12  |

4.2.3 Adaptive method based on 2D&4D flexible magic matrices with two marker bits

In third adaptive method, the center pixel is embedded with two marker bits $(\alpha_1\alpha_0)_2$ as $q_c = O((b_7b_6b_5b_4b_3b_2\alpha_1\alpha_0)_2)$. This time, four versions of center pixel are generated. The four
values of marker bits \((00)_2\), \((01)_2\), \((10)_2\), \((11)_2\) are applied to indicate the groupings \((4,4)\), \((2,2,2,2)\), \((4,2,2)\), and \((2,4,2)\), respectively. Again, the MSE of different groupings are compared to determine the optimal solution and the corresponding version of stego block is recorded to the output stego image. PSNR values of this method are listed in Table 5. As shown in the table, the image quality can be further improved. However, fewer secret data is embedded since the embedding room of the center pixel is sacrificed to record the marker bits.

### Table 5. Adaptive method based on 2D&4D matrices with two marker bits (CM3).

| Block size | se bits | Be bits | Data 1 | Data 2 | Data 3 |
|------------|----------|----------|--------|--------|--------|
| Peppers    | 3×3      | 2        | 48.10  | 48.10  | 48.10  |
| Lena       | 3×3      | 2        | 48.10  | 48.08  | 48.10  |
| Baboon     | 3×3      | 2        | 48.10  | 48.09  | 48.09  |
| Zelda      | 3×3      | 2        | 48.11  | 48.09  | 48.11  |
| Cameraman  | 3×3      | 2        | 48.11  | 48.09  | 48.09  |
| Harbor     | 3×3      | 2        | 48.10  | 48.09  | 48.10  |

### 4.3 Comparison with general reference matrix-based data hiding schemes

To compare the proposed models with the related methods based on different kinds of magic matrices, Table 6 lists the average PSNR values of six images, EC, and matrix-dimensions of these methods. The proposed scheme is based on 2D&4D flexible magic matrices, which is more security than the static matrix-based methods [29-33]. As shown in the table, the proposed adaptive mechanism can significantly improve the PSNR value with a slight sacrifice of embedding capacity.

### Table 6. Comparison of proposed method with existing methods.

|            | Average RSNR | EC | Dimension |
|------------|--------------|----|-----------|
| [30]       | 43.17        | 2.25 | 3         |
| Proposed Model1 | 43.27 | 2.25 | 3         |
| [29] (3D-64) | 47.10        | 2   | 3         |
| [31]       | 46.36        | 2   | 2         |
| [32]       | 46.37        | 2   | 2         |
| [33]       | 41.64        | 2   | 2         |
| Proposed CM1 | 46.25 | 2   | 2&4       |
| Proposed CM2 | 47.13 | 1.89 | 2&4       |
| Proposed CM3 | 48.10 | 1.78 | 2&4       |

### 5. Conclusions

To improve the security and efficiency of the magic matrix-based data hiding scheme, a magic matrix with a flexible dimension and a restricted size is proposed. An efficient data hiding scheme is devised to embed secret data through the guidance of flexible magic matrix. Within the restricted search range, a unique target position can be found to embed secret data. This can significantly improve the embedding efficiency.

In addition, an adaptive mechanism is proposed to embed secret data with an optimal strategy according to the actual combination of secret data and image block. Experimental results confirm that the proposed scheme can effectively enhance the visual quality of stego images. Besides, the proposed adaptive data hiding scheme based on flexible magic matrix outperforms reference matrix-based state-of-the-art methods.
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