Predictive biology: modelling, understanding and harnessing microbial complexity
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Abstract | Predictive biology is the next great chapter in synthetic and systems biology, particularly for microorganisms. Tasks that once seemed infeasible are increasingly being realized such as designing and implementing intricate synthetic gene circuits that perform complex sensing and actuation functions, and assembling multi-species bacterial communities with specific, predefined compositions. These achievements have been made possible by the integration of diverse expertise across biology, physics and engineering, resulting in an emerging, quantitative understanding of biological design. As ever-expanding multi-omic data sets become available, their potential utility in transforming theory into practice remains firmly rooted in the underlying quantitative principles that govern biological systems. In this Review, we discuss key areas of predictive biology that are of growing interest to microbiology, the challenges associated with the innate complexity of microorganisms and the value of quantitative methods in making microbiology more predictable.

In the current era of big data, predictive analytics has revolutionized our everyday lives. Every second, computer systems around the world are scanning millions of credit card transactions to detect likely fraud in real-time and integrating hundreds of thousands of data points to identify potential mechanical failures in error-prone machines such as airplanes and cars. In this context, predictive biology, or the ability to predict a biological outcome from a set of known inputs (or vice versa), seems well positioned to benefit from the proliferation and use of big data. However, over the past several decades, it has become increasingly apparent that biology does not fall into this framework as readily as we had hoped. This may not be necessarily surprising for complex multicellular organisms, yet it is particularly striking in the world of single-celled microorganisms. Escherichia coli, for example, is arguably one of the best-characterized model organisms with over two decades of a fully sequenced and comprehensively annotated genome\textsuperscript{1}; nevertheless, as of 2019, the function of $\sim$35% of its protein-coding genes remains unknown\textsuperscript{1}.

In many ways, the growth of synthetic biology encapsulates both the capabilities and limitations of these analytical advances. On the one hand, increasingly well-characterized genetic components have enabled us to programme biological networks with precisely defined logic. For example, the genetic toggle switch was modelled, designed and built to function as a bistable memory element\textsuperscript{2}, thereby demonstrating one of the most fundamental blocks of cellular decision-making\textsuperscript{3}. On the other hand, even simple gene networks often lead to unforeseen dynamics, forcing us to confront our incomplete grasp of the basic biological rules governing cellular behaviour. Indeed, despite its apparent robustness, small modifications to the original toggle design turned out to be deceptively complex, leading to undesirable behaviour\textsuperscript{4,5}.

The year 2020 marks two decades since the publication of the genetic toggle switch and repressor papers\textsuperscript{3,7} — of note, the repressilator is a synthetic gene circuit that was modelled, designed and built to function as a ring oscillator. In those 20 years, modern experimental techniques have emerged with the capability of placing a massive amount of biological data at our fingertips. However, translation of these data into mechanistic understanding and meaningful biological insights remains a difficult, labour-intensive task. A recent article estimated that the effort devoted to data analysis and integration can quickly outweigh that needed to obtain the data in the first place\textsuperscript{8}, posing challenges to tasks such as identifying microbial community dynamics from metagenomic data\textsuperscript{8}, establishing accurate kinetic models of bacterial metabolism\textsuperscript{9} or inferring gene regulatory networks\textsuperscript{10}. Although machine learning and other artificial intelligence (AI) techniques excel at analysing and detecting trends and/or clusters within big data, they fall short in the genesis and refinement of underlying biological explanations, particularly as these relationships are often nonlinear. Commensurately detailed quantitative analyses are needed to translate this wealth of data into concrete biological insights.

---

**Genetic toggle switch**
A synthetic gene circuit consisting of two mutually inhibitory repressor genes, their associated promoters and a reporter gene; bistable feedback results in the circuit stably assuming one of two states (that is, toggling between reporter gene ON and OFF) in response to the transient application of exogenous inducers.

**Bistable**
A system that can exhibit two distinct stable states.
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Box 1 | Types of models in predictive biology

The purpose of a mathematical model is to describe a variable or variables of interest in a precise and quantitative manner. In the simplest case, a variable \( Y \) that changes linearly with changes in \( X \) can be modelled with the linear equation \( Y = b_1 X + b_0 \), where \( b_1 \) and \( b_0 \) are fitted parameters, and \( b_1 \) relates the change in \( Y \) to a unit change in \( X \). However, because these parameters may not necessarily have biological meaning, cellular-level or molecular-level models are typically derived from biochemical ‘first principles’.

Dynamical models of cellular or molecular systems describe changes in a variable (or group of variables) over time. For example, consider a population \( N \) that doubles every generation. If \( N_t \) is the population size at generation \( t \), then the model \( N_{t+1} = 2 \times N_t \) predicts the population size at the next generation. Discrete dynamical models, such as the above, are advantageous in that they are computationally simple and easily abstracted (for example, this relationship describes population sizes regardless of specific proliferation rate). As such, these models have proven particularly useful when simulating microbial changes over successive time steps such as seasons of growth or mutation acquisition. In contrast to discrete models, continuous dynamical models describe how one or more state variables change over an arbitrary time window, represented by a set of ordinary differential equations (ODEs). For example, consider the reaction rate of an enzyme that converts a substrate \( S \) into a product \( P \). From first principles, the ODE describing the formation of \( P \) is:

\[
\frac{dP}{dt} = k \times S
\]

where \( k \) is the maximum enzymatic rate, \( S \) is the substrate concentration at which exactly half of the maximum rate is achieved, and \( t \) is time. Moreover, we can readily estimate \( k \) and \( S_{\text{max}} \) by measuring a series of product formation rates across a range of \( S \) (substrate concentrations).

The Michaelis–Menten model implicitly assumes that the number of enzyme and substrate molecules is sufficiently large such that their binding occurs at a constant rate regardless of \( S \). This exemplifies a deterministic process, or one in which the initial conditions and rate parameters entirely determine the model predictions. Deterministic ODE models are primarily used when the system can be assumed to be homogeneously distributed (for example, well-mixed). However, non-homogenous systems commonly occur and can be divided into two general categories. First, heterogeneity due to sparse and/or variable conditions give rise to stochastic events, meaning that randomness (referred to as biological noise) may affect the model’s predictions. Noise may be extrinsic, which refers to the natural variability inherent in biochemical events, or intrinsic, which refers to variability associated with specific mechanistic interactions. Whether noise is incorporated into a model is context specific and often depends on the relative magnitude of the process of interest. Second, heterogeneity can arise from non-uniform spatial distributions (for example, structural constraints or concentration gradients). In these cases, agent-based models and partial differential equation models are used to describe discrete or continuous spatial scales, respectively. Agent-based models assume a lattice-like structure that divides a given space into individual compartments, or ‘agents’; simulations then describe how these agents depend on and interact with each other (for example, cell growth within a biofilm). Although using infinitely many compartments can approximate a continuous spatial scale, this approach is computationally intensive and inefficient. Instead, partial differential equations are typically used to describe changes in variables of interest as a function of both time and space, for example, chemical or cellular gradients, intercellular signalling, and pattern formation.

Mathematical models (BOX 1) are uniquely suited to address these demands, and thereby serve as a fundamental basis for AI approaches. Of particular relevance to predictive biology are dynamical models due to the ever-changing nature of biological systems, and these are therefore the primary focus of this Review. Indeed, these classical systems biology models are amongst the most well-established techniques to interrogate, explain and parameterize biological networks. Moreover, minimal models derived from biological first principles can serve as important confirmations of big data-inferred network structures. As such, they remain as relevant today as they were decades ago. Thus, despite the allure of modern ‘black-box’ tools, such as deep learning, the art of mathematically modelling the underlying biological system must not be forgotten nor neglected; rather, it should be treated as a complementary approach to emerging technologies.

We have aimed this Review at readers across all levels of familiarity with predictive biology and biological modelling; as such, we begin with a brief overview of dynamical systems modelling to orient the reader to the field. We then examine the utility of modelling in the context of increasing biological complexity, starting with lower-level cellular processes (for example, transcription) and progressing to community-level ecological and evolutionary dynamics. This bottom-up modelling approach highlights both the opportunities and challenges that currently exist in predictive biology; accordingly, we discuss the key examples in which mathematical models have elucidated fundamental biological design principles and discuss the crucial need for continued emphasis on the underlying dynamics in biological systems. We conclude by considering the open challenges in biological modelling and explore how next-generation techniques such as deep learning can be combined with systems modelling to realize the full potential of predictive biology.

Modelling microbial dynamics

Classical systems biology modelling has proven to be a foundational tool with which we can interrogate and interpret the many complexities of microorganisms. These approaches typically use differential equations to describe the dynamics of gene regulatory networks by simulating biomolecule concentrations over time (BOX 2). Intuitively, this approach directly ties the observed dynamics to specific biochemical interactions. Such network models can be leveraged to generate experimentally testable hypotheses of a proposed mechanism and identify optimal or feasible parameter spaces to achieve the desired functionality. For example, modelling analysis of the genetic toggle switch revealed the conditions that favour bistability (strong promoter binding and increased cooperativity), and thus guided the experimental implementation to optimize circuit performance.

Although the mathematical representation of a gene network may be sufficient to accurately simulate the observed dynamics (as in the genetic toggle switch), in many cases, the topology of an individual gene network alone is insufficient to fully predict biological behaviour24. This disconnect often arises due to unforeseen interactions between network components, the increased metabolic burden placed on cells and biological variability. For example, one study11 observed that non-cooperative positive feedback of a transcription factor resulted in the bistability of a downstream fluorescent protein. As bistability requires nonlinear positive feedback5,13, this observation could not be explained by the circuit network alone. However, it has become increasingly apparent that coupling between cellular growth and intracellular biochemical networks adds a layer of both complexity and variability to the predicted
Box 2 | Basics of gene network model construction

Dynamical models in synthetic and systems biology often describe gene regulatory networks. To illustrate transforming such a network into a set of ordinary differential equations (ODEs), consider the reactions describing the constitutive production of a protein (transcription and translation; see the figure, part a). As shown in the figure, part a, DNA is transcribed into mRNA at a rate $k$, mRNA is translated into protein at a rate $r$, and mRNA and protein degrade at rates $d_m$ and $d_p$, respectively. Thus, according to classical chemical kinetics, the production of a protein can be modelled according to coupled ODEs (equations 1 and 2):

$$\frac{d[mRNA]}{dt} = k - d_m[mRNA]$$

$$\frac{d[protein]}{dt} = k[mRNA] - d_p[protein]$$

In this scenario, both [mRNA] and [protein] (mRNA and protein concentrations) will eventually reach a steady state (for example, a constant concentration). Reactions that occur on different timescales can often be simplified, since those that occur more rapidly reach steady state first. Indeed, transcription often occurs substantially faster than translation; thus, to model protein production, we can assume $\frac{dmRNA}{dt} = 0$, and solve for steady-state mRNA: $[mRNA] = \frac{k}{d_m}$. Plugging this into equation 2 and setting $r_0 = k \times K_p$, we can see that constitutive production of a protein is governed by a single equation (equation 3), where $r_0$ represents the lumped reaction rate for both transcription and translation. Moreover, this can be represented by a simpler reaction network, as shown in the figure, part b:

$$\frac{d[protein]}{dt} = r_0 - d_p[protein]$$

Molecular networks of all complexity levels can be derived using analogous steps. Since these derivations are well established, a modeller can often transform a network diagram into a set of equations using a few basic transcription regulatory motifs (inhibition and activation) and combinations thereof (feedback). In many cases, transcription rate is proportional to subsequent protein levels. Common models for the transcriptional regulation occurs either through constitutive production, activation or inhibition. In cases where transcription is proportional to protein levels, each mode of transcription is represented by a particular reaction rate, where $r_n$ is the lumped production rate, $n$ is the Hill coefficient, $[A]$ and $[R]$ are the activator and repressor concentrations, respectively, and $K_A$ and $K_R$ are the respective half-maximal concentration constants. Assuming these reaction rates, protein X in the network model can be described with the corresponding ODE, where $d$ is the degradation rate of X.

Given the immense complexity in biological systems, modelling is inherently limited by our current knowledge, the accuracy of parameter estimates, and the assumptions we make (for example, the variables we choose to incorporate, separation of timescales, and so on). Establishing and validating a model is therefore an iterative process between parameter estimation, model prediction and testing of relevant hypotheses for further model refinement.

### Modelling increasing levels of complexity

Microbial dynamics, in both natural and engineered contexts, are governed by fundamental intrinsic (transcription, translation and metabolic processes) and extrinsic (environment, ecology and evolution) factors (FIG. 1). These factors and their associated processes are inherently interdependent, and often propagate variability and feedback that can dictate emergent behaviours at the circuit, organism, population and community levels. For example, one study found that synthetic networks comprised of multiple gene repression stages could either attenuate or amplify intercellular variability depending on network complexity and input conditions; in scenarios where variability was minimized, these circuits acted as low-pass filters, maintaining population synchrony despite transient environmental perturbations. These interactions are cumulative, such that each layer builds dynamics, thereby having an important role in circuit functionality. Biochemical network models can readily address this issue by integrating feedback through microbial growth dynamics at the whole-cell or population level. To this end, the same study demonstrated that the effects of gene expression on metabolic burden due to growth inhibition introduced nonlinearity into the transcription factor dynamics, and incorporating this feedback into their model explained the observed bistability. Specifically, the combination of metabolic burden and a positive feedback loop was sufficient to recreate the observed bistability: at low transcription factor levels, a minimal metabolic burden meant that cells grew rapidly, thereby maintaining a low fluorescent reporter signal. Conversely, high transcription factor levels induced a substantial metabolic burden, which slowed cell growth and proliferation; this prevented the dilution of the reporter and thus maintained a strong fluorescence signal.

Although population dynamics, which are most readily characterized by relative growth rates, are both convenient and comprehensive, they inevitably mask layers of complexity that may each influence emergent function. One such example involves quorum sensing (QS), which refers to a mechanism by which microorganisms sense their local density by secreting and responding to a signalling molecule. This strategy is susceptible to 'cheater' cells, which do not produce the signalling molecule, thereby avoiding metabolic burden and attaining a higher growth rate. Based on growth rate alone, these cheaters would be expected to dominate a population. However, using a dynamic model, a study demonstrated that, counter-intuitively, cheaters experienced only a transient benefit: although they initially outcompeted QS-expressing cells, the smaller QS population did not produce sufficient signalling molecules to sustain the cheater population. In the context of dynamical modelling, it is often necessary to consider ecological (selection, competition, and so on) or evolutionary (adaptation, horizontal gene transfer, and so on) interactions, or both, to precisely view, quantify and ultimately predict the behaviour of natural and engineered systems. Understanding how these underlying processes scale and influence one another is paramount to developing dynamical models of greater accuracy. Indeed, modelling the interplay between population-level interactions has proven useful in a number of contexts, including predicting the effects of mutant emergence, homologous gene exchange and ecological differentiation in bacterial systems.

| a | b | c |
| DNA | mRNA | Protein |
| DNA | mRNA | Protein | mRNA + DNA | Protein + mRNA | mRNA | Protein | φ |
| $k$ | $d_m$ | $d_p$ |
| k | r | φ |
| Constitutive | Activation | Repression |
| $r = r_0$ | $r = r_0[A]^n/K_A^n + [A]^n$ | $r = r[K_R^2/K_R + [R]^2]$ |
| $dX/dt = r - dX$ | $dX/dt = -rX/K_A^n + [A]^n$ | $dX/dt = -rX/K_R^2 + [R]^2$ |

**Figure 1** | Bacillus subtilis, a Gram-positive bacterium, employs multiple quorum-sensing systems to control gene expression and cell-to-cell communication. Arrowhead indicates transcription factor output, which can be visualized using fluorescent reporters. Shaded areas represent genetic circuits that alter growth rates, allowing cheaters to outcompete QS-expressing cells. Reprinted from ref 14 with permission from Nature Publishing Group.
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Fig. 1 | Factors that contribute to growth dynamics. a | Intrinsic factors that influence growth dynamics. The intrinsic processes that impact overall population dynamics are shown from left to right: transcription, translation, metabolism and population growth. The top row shows the flow of genetic information across all four processes for a single gene (blue). The bottom row shows how changes at the transcription level, represented by the expression of a second gene in red that alters expression of the blue gene, can lead to differences at the population level. b | Extrinsic factors that influence growth dynamics. Environmental conditions, represented by a change from a favourable (blue) to less favourable (red) substrate, can differentially impact growth phenotypes (left). The overall population yield and individual species abundance is impacted by local ecological interactions in mixed communities, such as in the suppression of one population (blue) due to the higher prevalence of a second population (yellow) (middle). The same initial population exhibits diverse evolutionary dynamics depending on the absence (top) or presence (bottom) of a selective pressure, represented here by an antibiotic (Abx), that favours a specific genetic variant (right).

Continuous dynamical models
Changes in the state variable(s) occur uninterrupted (for example, continuously) over an arbitrary time window.

Ordinary differential equations (ODEs). A set of equations describing the relationship between the derivative of one or more dependent variables with respect to one independent variable.

upon those below; for example, without understanding complexity in gene expression it is impossible to fully appreciate microbial community dynamics. Below, we highlight how quantitatively teasing apart the various compounding factors at each progressive step of model complexity (from transcription to community-level dynamics) has improved our fundamental ability to predict, understand and design increasingly intricate biological systems. As we will see, in many cases, the goal of modelling is to quantitatively characterize how these factors and their associated processes impact cellular fitness and/or microbial growth dynamics.

Transcription. At the most basic level, biological networks are built on patterns of gene expression, and it is important to recognize that each individual component of a gene network is inherently restricted to the same pool of intracellular resources. Consequently, over-expressing just one gene can decrease the expression levels of others36. These hidden and often-overlooked interactions arise due to competition for free ribosomes and RNA polymerases, and result in global changes in growth rates that are attributed to gene expression capacity37–39. Mathematical models have been used both to characterize these interactions and to develop control strategies for gene expression based on resource limitations.

To investigate the effect of gene expression on growth, one study quantified global expression burdens for a variety of diverse synthetic constructs40. This analysis revealed that expression was not strictly inversely proportional to the burden on the host, and this nonlinearity was particularly apparent in constructs with strong ribosome binding sites (RBS), suggesting that RBS strength may underlie gene expression capacity. Complementing these observations, simulations of in vivo gene expression demonstrated that specific transcript sequences (for example, rare codons) only reduced translation for designs with a strong RBS. As such, the authors used their model to optimize the forward design and validate constructs that maximized expression efficiency.

The impact of environmental factors on gene expression can also constrain microbial growth41. Another study measured the changes in activity levels of ~1,800 E. coli promoters across various environmental conditions, including varying carbon sources, temperature and osmotic stress. This approach revealed that a constant global scaling factor could uniquely describe ~70–90% of changes in gene expression for each condition, regardless of the specific promoter42. In other words, a given promoter’s activity levels in any two different conditions were directly proportional to each other; moreover, the magnitude of that proportionality was preserved across the vast majority of promoters tested. Mechanistic models of different potential explanations quantitatively demonstrated that a global resource allocation strategy best fit the experimental data; this model assumed that, in each condition, the total promoter activity was allocated among condition-specific and globally expressed genes, thereby incorporating both the relative fraction of resources dedicated to each and the growth rate differences across conditions. This model was also translatable to Saccharomyces cerevisiae43, suggesting kingdom-level generality.

Integrated computational or experimental studies have since leveraged a fundamental understanding of resource allocation to more deeply probe the environment-specific rules governing transcription regulation3–35 and to identify the design principles for metabolically efficient gene circuits36–45. For example, one study computationally and experimentally investigated the strategies that reduce indirect coupling between gene circuits within a cell, whereby the expression of one gene circuit alters the expression of a second independent one in the same cell46. The authors found that negative feedback motifs can control the relative resource utilization (and thus trade-off in expression levels), improving overall efficiency and suggesting a mechanism by which cells prioritize multiple energy-intensive processes. Similarly, a recent study showed that mRNA
determination targeted to MazF (a sequence-dependent endoribonuclease) improved gene circuit functionality by funneling cellular resources towards circuit expression. Specifically, MazF activity degrades mRNA transcripts based on recognition sites present in most E. coli genes. Therefore, exogenously expressing MazF freed resources typically used by native E. coli transcription, which led to increased expression of the authors’ gene circuit of interest.

These generalized design principles can also be used to inform our understanding of existing regulatory circuits. For example, a follow-up study investigating mazEF dynamics demonstrated that quantitatively accounting for MazF-mediated autoregulated mRNA degradation was necessary to describe the observed heterogeneity in cell length, emphasizing the role of this autoregulatory motif in response to stress caused by MazF overexpression. Similarly, incorporating gene expression capacity was necessary to accurately simulate the pattern formation that was observed in genetically reprogrammed E. coli — these results provided fundamental insights into the mechanistic underpinnings of scale invariance in developmental systems.

**Translation**. The confounding interactions inherent in gene expression discussed above are often magnified at the protein level, where there is an inherent relationship between synthesis and cellular proliferation. Proteins constitute ~50% of cellular dry mass, and protein maintenance (for example, repair, turnover, and so on) is the dominant energy-consuming component of maintenance metabolism. Thus, as with gene expression, the metabolic burden associated with translation also influences cellular fitness. As the cost associated with protein production is readily confounded by the benefit derived from its function, these questions are particularly well-suited for mechanistic or coarse-grained models. Indeed, one study used ribosome profiling to quantify absolute protein synthesis rates and revealed fundamental cellular control strategies whereby cells optimize protein production to maximize growth efficiency. The authors computationally investigated whether increasing the production of and benefit due to MetE, the limiting step in l-methionine biosynthesis, would improve overall growth despite the cost (due to competition for ribosomes). Remarkably, the model predicted that optimal growth occurred for MetE parameters that closely matched the experimental measurements, demonstrating that cells tune MetE production to maximize biomass. Indeed, the authors experimentally demonstrated that both an increase or a decrease in MetE production from baseline reduced the growth rate.

In addition to the cost associated with production, the benefits of expressing a protein can be directly measured by its catabolic activity, so long as they can be measured separately. To quantify the cost of protein activity, one study established a clever experimental framework that decoupled lactose production from degradation; using a quantitative model for fitness, the authors showed that the cost of lactose permease activity, rather than its production cost, specifically accounted for the increased burden on the cell. Along these lines, another study similarly avoided confounding growth effects by using a cell-free system to estimate translation efficiencies, and then incorporated these estimates into a growth-burden model to accurately predict efficient construct designs.

Understanding how cells achieve robust protein homeostasis across diverse conditions, and how this translates to overall fitness, has been of particular interest to microbiologists. For example, bacterial cells have extensive protective chaperone networks that maintain correct protein folding while eliminating misfolded or non-functional ones. The ability to model these functional capabilities would be impactful from both a basic biology and a translational perspective: reliably modulating these networks could give us more fine-grain control of protein expression in synthetic systems, whereas promoting misfolding may represent an alternative strategy. To this end, quantitative analyses and modeling of resource allocation at the proteome level has revealed the various control strategies that maximize efficient growth. For example, a study showed that, during slow growth, the number of active ribosomes declined, rather than the translation rate as was previously assumed. These principles are particularly useful for predicting or optimizing growth, and other phenotypes, under dynamically changing or harsh environmental conditions. This approach has recently been extended to other species, including S. cerevisiae; multiple studies have demonstrated that models based on proteome constraint and allocation can account for changes in the Crabtree effect, which is reflective of substrate-dependent metabolic dynamics. These and related works use flux-constrained models to predict metabolic phenotypes and intervention strategies; although such models primarily rely on genome-scale frameworks, and are therefore outside the scope of this Review, it is nonetheless crucial to note that these reduced approaches may be particularly useful when kinetic rates and other metabolic parameters (for example, half-maximal constants) are difficult to experimentally estimate.

Interestingly, one study used a stochastic model to demonstrate that coupling transcription rates, rather than translation rates, to cell division could effectively smooth out protein noise and stabilize protein levels in rapidly dividing cells. These results highlight the potential for multi-level gene circuit optimization in the context of synthetic biology — not only to achieve a certain functionality, but also to simultaneously modulate global host behaviour.

The above studies indicate that building models based on fundamental control strategies, rather than on specific rate parameters, ensures that the models can retain predictive value in a wide range of physiological settings. These strategies have been used in a variety of systems and synthetic biology contexts, including optimizing the biosynthesis of a desired molecule using metabolic pathway analysis, and designing synthetic gene circuits that rely on host cell metabolism in addition to transcriptional control to achieve the desired functionality.
predictable, improved dynamics as a result of multi-level modelling. These efforts represent our increasing ability to leverage native bacterial networks to achieve both outside control and engineered design; increasingly integrated models will likely proliferate as our fundamental understanding progresses.

**Metabolic processes.** Metabolic activity accounts for both growth (for example, biomass production) and non-growth maintenance functions (for example, stress response, osmotic regulation, and so on), and thus efforts to describe metabolic-specific effects are readily confounded by growth dynamics\(^6\). Indeed, the classical Monod model for cellular growth on a single substrate\(^5\) ideally describes dynamics in growth-permissive environments, and is applicable to a wide range of theoretical and experimental studies. However, in the face of nutrient limitation or other inhibitory environments, where metabolism is devoted to survival rather than growth, additional complexity is often required to explain population behaviour; this is particularly relevant when bacteria are subject to various stressors or rapidly changing conditions.

Several decades of carefully designed chemostat experiments have facilitated the quantification of this maintenance metabolism\(^6\)–\(^8\), and incorporating these endogenous metabolic rates into growth models has enabled us to tease apart metabolic-specific dependencies\(^9\). For example, although antibiotic efficacy increases with bacterial growth rate in a linear manner, we developed and experimentally validated a mathematical model to show that, when growth and metabolism are uncoupled, antibiotic lethality depends on the bacterial metabolic state at the time of treatment rather than on the growth rate\(^9\). Our work showed that the metabolic response following the initial drug-target interaction drives many aspects of the bacterial response to antibiotic exposure and revealed a metabolic threshold below which antibiotic lethality is negligible. These results suggest that metabolism may be a potential target for future antibacterial strategies, for example, novel adjuvant compounds that modulate cellular activity to make them more susceptible to co-administered antibiotics.

Studies that integrate metabolic flux analyses with substrate kinetics have provided powerful evolutionary insights into laws governing microbial growth and highlight the value of mixed computational models\(^1\)–\(^7\). Indeed, cells grown on switched carbon and nitrogen mixtures\(^7\) or on switched carbon sources\(^3\) exhibit specific global transcriptional profiles that can be explained by general control strategies\(^8\)–\(^10\). These findings and analyses provide insights into the temporal dynamics and regulatory plasticity that underlie metabolic adaptation to various environmental stimuli. For example, one study used quantitative estimates of growth rates and promoter activities to establish a hierarchy of non-glucose sugar utilization that can quantitatively predict the growth dynamics on mixed carbon sources\(^3\). The authors observed that, for some combinations of sugars, simultaneous rather than sequential activation for each system occurred. This could not be explained by a simplified model that optimized fitness as a function of growth, suggesting that multi-modal fitness may underlie dual sugar utilization. These findings could inform future strategies to control microbial growth in laboratory or natural settings, such as by modulating the exogenous sugar composition to enforce a desired predetermined growth profile.

Insights into the mechanisms that govern metabolic strategies have implications for implementing synthetic biology and metabolic engineering applications with optimized objective functions (for example, efficient use of limited resources) as well as on understanding the interplay between a specific environment and its cognate microbial community. Indeed, metabolism has a major role in defining and shaping the interaction networks of microbial populations in natural environments such as the gut microbiome\(^11\)–\(^12\). For example, although isogenic populations can efficiently perform simple biosynthetic functions, increasingly complex pathways can become burdensome to microorganisms, leading to disadvantages, including a reduced culture density or product yield\(^13\) as well as selection for loss-of-function mutations\(^14\). Interestingly, Morris et al. proposed a related idea, termed the ‘Black Queen Hypothesis’, which suggests that genetic variants with superfluous or burdensome metabolism could be selected against, resulting in reduced genetic diversity but also in more efficient metabolism at a population level\(^15\).

Alternatively, cell populations can distribute this metabolic burden, wherein distinct subpopulations are responsible for complementary metabolic tasks. To this end, recent studies have used both mechanistic\(^16\) and genome-scale\(^17\) models to describe the dynamics of pathway enzymes as well as the host burden; these models elucidate particular population structures capable of maintaining division of labour. For example, through the analysis of 24 common metabolic pathway motifs, a study derived quantitative criteria that define the parameter regimes, wherein a division of labour approach is advantageous to maintaining the entire pathway within a single cell\(^18\). Such insights can be used to understand how metabolic burden influences cross-species cooperation and joint evolution in natural settings.

**Microbial community-level dynamics: ecology and evolution.** We have thus far discussed biological complexity largely in the context of individual microorganisms. However, as alluded to at the end of the previous section, it is the collective effect of these individual cells, and their underlying dynamics, that dictate the emergent-population-level and community-level behaviours. A typical population often encompasses heterogeneity at both the biochemical and genetic levels\(^19\)–\(^20\). This variability can lead to emergent, diverse ecological and evolutionary dynamics, including competition\(^16\)–\(^17\), protection from stressors\(^2\)–\(^3\), community stability\(^2\)–\(^2\), cooperation in structured environments\(^17\)–\(^18\), altruistic behaviours\(^19\) and horizontal gene transfer\(^20\), among others. The full breadth and depth of microbial ecology and evolution are beyond the scope of this Review. Instead, in this section, we discuss heterogeneity in bacterial populations and in communities of increasing complexity,
highlighting select cases that exemplify how modelling such effects has revealed fundamental insights into microbial behaviour.

As noted above, even clonal populations can exhibit heterogeneity due to intrinsic biochemical noise\textsuperscript{100,101}, which may result in complex population-level dynamics. These effects, and their consequences, have been studied in great depth, particularly enabled by stochastic models of evolution and gene expression\textsuperscript{102–104}. These models have demonstrated that noise-induced fluctuations can propagate through biological networks, dictating behaviour\textsuperscript{105–107}. Integrating such approaches with feedback loops and other amplification mechanisms has resulted in microbial models that explain unexpected experimental observations in growth dynamics, including increases in overall fitness\textsuperscript{108} or transient oscillations in cell size\textsuperscript{109}. Biochemical heterogeneity can also drastically impact the immediate bacterial response to an ecological disturbance. For example, heterogeneous gene expression levels can provide transient population-level tolerance to environmental stressors, including antibiotic treatment\textsuperscript{109–112} (we note that the topic of bacterial persisters and the biochemical or metabolic components of antibiotic tolerance have been extensively reviewed elsewhere\textsuperscript{113–115}). In some cases, this noise can be amplified by specific gene networks as a form of nonlinear decision-making. For example, several recent studies have demonstrated that sporulation (a dormant state akin to persisters) in Bacillus subtilis is driven by an ultrasensitive positive feedback network ensuring that the molecular machinery is synthesized in a ‘just-in-time’ manner\textsuperscript{116,117}. Other work has shown that integrating sporulation models with stochastic DNA competence results in a transient window of highly variable DNA uptake, generating further heterogeneity that may modulate colony organization\textsuperscript{118}.

Compared to models of biochemical noise, understanding the dynamics of genetically heterogeneous populations or communities is a relatively new and underappreciated challenge; indeed, the advent of metagenomics has only recently revealed the diversity and complexity of microbial communities in situ. Nonetheless, modelling has already proven to be a particularly effective tool in deducing the rules governing microbial community assembly, functionality and long-term dynamics in the face of this variability. Different modelling frameworks have been used to derive multi-species assembly principles based on smaller sets of species interactions\textsuperscript{119–122}, representing the first step in predicting complex microbial population dynamics. For example, one study used the temporal dynamics of monoculture and paired species to train a computational model of a higher-order, multi-species synthetic gut community — this approach revealed specific ecological interaction networks that could explain coexistence within multi-species communities\textsuperscript{123}.

In addition to ecological factors, a community’s long-term fate inherently depends on adaptations over time, both in response to other strains and to the local environment. These evolutionary dynamics can lead to unexpected emergent properties; for example, species evolved within a community were recently shown to exhibit an overall higher productivity compared to those evolved individually and assembled into the same compositions\textsuperscript{124}. Diverse models that integrate both ecological and evolutionary processes have revealed how this feedback constrains and/or promotes stable communities over time. Of note, one study showed that metabolic cooperation can stably emerge in plasmid-encoded auxotrophic yeast populations; in this case, modelling was used to demonstrate that stochastic plasmid loss could not account for the emergent behaviours\textsuperscript{124}. A different study used a mechanistic model to demonstrate that feedback loops between species in tri-culture (that is, three individual species) could predictably stabilize emergent social cheating behaviours in a cooperative population\textsuperscript{125}. These and other investigations suggest that, although evolution is stochastic, it can be predicted with an appropriate knowledge of community architecture and environment. To this end, recent work derived simple coarse-grained statistical laws that could be used to describe community dynamics in lieu of kinetic modelling\textsuperscript{126}; such models could be harnessed to generate long-term predictions without requiring a fully informed mechanistic basis.

Given the myriad of interactions and sources of variability that contribute to microbial consortia assembly and stability, the integration of model-guided approaches and high-throughput experimental platforms\textsuperscript{127}, for example, droplet microfluidics\textsuperscript{128}, could help capture the full range of potential dynamics, thereby improving our predictive capabilities. Along these lines, a study demonstrated that a stochastic model of the microbial lactose uptake network was not only capable of predicting equilibrium population distributions but also recreated dynamic, pre-steady state, population structures\textsuperscript{129}. The authors also showed that relatively few noise parameters are required to effectively convert a deterministic model to its stochastic equivalent. These randomized models are equally applicable to synthetic gene circuits; a recent paper combined dynamic modelling with a high-throughput microfluidic platform to characterize a molecular switch governing cell motility in B. subtilis\textsuperscript{130}. Specifically, the authors built a gene circuit to implement a known two-protein antagonistic relationship; single-cell quantification confirmed their modelling predictions and suggested that a minimal motif was sufficient to capture population distributions, switch timing and multi-generational inheritance.

As natural selection acts at the level of phenotype, it is unsurprising that biochemical and genetic heterogeneity are inherently linked. Biochemical variability can influence the long-term evolutionary outcomes in microbial populations depending on the particular environment. For example, a study showed that stochastically arising mutants with extended ‘lag times’ (time to cell division) were selected for in the presence of cyclical antibiotic exposure\textsuperscript{131}. The authors used a model to predict that lag times would be optimized to match antibiotic exposure durations; these predictions closely matched experimental measurements, providing crucial insights into evolutionary dynamics.
In the study noted above, the microbial response to antibiotic treatment and the subsequent evolution of resistance mutations were incorporated into a single mathematical framework. This exemplifies one of the main challenges in predicting complex microbial community dynamics: given the relatively small size of microbial genomes as well as their rapid proliferation and mutation rates, ecological interactions (for example, response to perturbation) often occur concurrently with evolutionary changes — it is therefore particularly challenging to decouple the specific mechanistic contributions from each process individually. Modelling has proven particularly useful in differentiating these aspects, providing fundamental insights into the dominant contributing factors from each process. For example, strong selection pressures — such as exogenous stressors or burdensome gene circuits — enrich for mutants on an expedited timescale. As an example of the former, model-guided experiments have been used to establish quantitative explanations underlying drug-specific evolutionary outcomes and to direct the outcome of microbial populations. Similarly, in a synthetic setting, one study implemented a strategy utilizing inter-strain predation to prevent mutant escapes in a population consisting of three strains expressing a burdensome synthetic lysis circuit. Briefly, the dominant strain was iteratively displaced by a stronger competitor without disrupting the long-term circuit functionality. Modelling was crucial in revealing the ecosystem dynamics among the three strains underlying this cyclic replacement, allowing the overall results to be experimentally validated.

**Challenges and opportunities**

Clearly, the complexity of both natural and synthetic microbial systems is compounded by multiple levels of biological control, biomolecular variability, and network-level and population-based interactions. A variety of modelling strategies have enabled us to achieve a degree of predictability and control over these systems. However, as experimental capabilities and the breadth of available data continue to increase, next-generation biological models will need to be designed in an increasingly thoughtful and optimized manner. Indeed, as discussed above, increasing model complexity does not necessarily lead to increased benefit or accuracy. This notion — appropriately abstracting a model to the suitable level — is a crucial step in taking full advantage of quantitative approaches. Rather than incorporating as much complexity as possible, models should be based on a clearly defined, biologically meaningful hypothesis, on an understanding of the potential confounding factors and on the surrounding biological context. In some cases, semi-mechanistic or coarse-grained frameworks may be better suited to establish general rules governing observed microbial behaviour.

As with software, architecture or product design, modelling should be considered a case of form following function — minimally viable, fit-for-purpose models are ideal in that they sufficiently describe the dynamics of interest while remaining intuitive and understandable. In practice, the trade-off between complexity and abstraction is often iteratively informed by experimental validation. Although one can imagine certain ‘rules of thumb’, for example, incorporating growth dynamics when studying a burdensome network or integrating noise effects when a topology suggests nonlinearity, it ultimately falls to the modeller to ascertain the necessary scale to reliably capture the biological phenomena of interest.

As enumerated in the above sections, predictive modelling has facilitated numerous advances in our biological understanding, demonstrating its utility. However, as the field moves forward, there remain a number of technical and conceptual challenges that currently restrict the scope and detail of our fundamental knowledge of complex biological systems. In many cases, mathematical modelling approaches can be immediately leveraged to begin addressing these shortcomings. In this section, we identify five primary challenges that we view to be key limitations in the field of predictive biology, with a particular emphasis on synthetic and systems biology (**Box 3**). We discuss representative aspects and examples of each challenge and emphasize the ways in which incorporating modelling can be particularly beneficial.

**Box 3 | Current challenges and proposed solutions for predictive biology**

**Complex dynamics in engineered and natural populations**
- Systematic characterization of defined ecological modules tested in diverse environments
- Implement high-throughput experimental techniques to increase the parameter space of every isolate-by-environment interaction

**Increasingly large data sets**
- Minimize ‘fishing expeditions’, where appropriate, by validating insights from large quantitative data sets with specific testable hypotheses through mathematical models and controlled experiments
- Computational tools that facilitate integrating diverse levels of information into predictive models
- Centralized and accessible parameter reporting

**Accurate parameter estimates**
- Establish an appropriate level of abstractness with which to characterize a given system
- Match parameter definitions with experimental estimation
- Use conditions that more closely mimic the process of interest to improve model accuracy
- Improved technical tools to standardize parameter estimates
- Efforts to use consistent terminology to facilitate cross-literature data compilation and review

**Accounting for stochastic and deterministic evolution in complex populations**
- Integration with machine learning and systematic analyses into evolutionary constraints
- Expand sequencing breadth and depth to explore evolutionary responses at lower detection limits

**Translating in vitro predictions to in vivo outcomes**
- Implement experimental conditions that are biologically relevant
- Inclusion of animal models and other experimental platforms that can better simulate natural environments of interest
- Incorporate physiological conditions into modelling analysis
- Advances in culturing techniques
- Establish in situ quantification methods
As with the preceding discussion of complexity, these challenges often build upon and contribute to one another. Furthermore, we draw particular attention to the growing use of advanced computational techniques, including machine learning and deep learning. As mentioned in the Introduction, the integration of more classical modelling with these AI-based approaches represents exciting new avenues for quantitative biology but must be utilized in a rational, informed manner. Indeed, it is our view that blended strategies that emphasize the respective advantages of dynamical systems modelling and next-generation machine learning represent the future of predictive biology.

**Predicting complex gene network dynamics.** Even after decades of advances, accurately predicting bacterial cellular dynamics as dictated by underlying gene regulatory networks (whether natural or engineered) remains a significant challenge, and thus we discuss it first here. As gene circuits grow increasingly complex, it becomes commensurately more difficult to predict their dynamics due to intracellular confounding factors as well as the increased sensitivity to environmental conditions. These difficulties are further compounded with increasing heterogeneity, even over short time spans where evolution is not a significant consideration. Despite these challenges, advances in gene circuit engineering, in combination with modelling approaches, provide a blueprint for the future of this field.

State-of-the-art synthetic gene circuits have reached unprecedented levels of precision and complexity, for example, functional integration with biomaterials\(^{143}\), in part through systems modelling, which has rapidly streamlined the design and implementation of multifunctional and layered designs\(^{138,139}\). This approach is particularly advantageous in cases where the dynamics are not immediately obvious from the network topology. For example, recent quantitative and experimental integration of the toggle switch and repressilator circuits revealed parameter regions that resulted in emergent novel behaviours, including the control of oscillation coherence\(^{139}\). Efforts such as these will likely be aided by improved experimental techniques; to this end, a recent study utilized single-cell microfluidics to examine the variability inherent in a population of cells expressing a mutagenic library of repressilator circuits\(^{140}\). Although the original circuit did not exhibit oscillatory behaviour in the absence of exogenous inducers, the authors were able to reliably isolate multiple variant lineages capable of doing so.

Moving forward, achieving well-defined behaviour will require optimizing the biophysical constraints of the circuits themselves\(^{141}\), minimizing unwanted secondary effects (for example, resource burdens or noise)\(^{142,143}\) and expanding the accompanying models to account for inter-population interactions. This is becoming increasingly possible with the availability of well-characterized genetic parts\(^{144,145}\) along with rapid cell-free assembly methods\(^{146}\), yielding highly complex and layered circuitry\(^{139,147,148}\). Continued mining and characterization of biomolecular components as well as establishing methods to report on the optimal assembly configurations that minimize efficiency constraints will ensure that models remain intuitive and informative, even as microbial engineering grows in scope.

Beyond the components of gene circuits themselves, libraries of well-characterized microbial communities with defined sensory and actuary functions (for example, population level analogues of gene circuits) could allow modular community assembly much like their gene circuit predecessors\(^{140}\). Along these lines, a recent study proposed a number of environmental remediation strategies wherein synthetically engineered populations could potentially interact with natural strains in situ to realize population-level behaviours (for example, mutualism or competition), thereby maintaining ecosystems and improving carbon sequestration\(^{149}\). Despite these and other appealing possibilities, considerable work is needed to systematically define these ecological units (for example, isolate, gene circuit, environment or some combination) and implement their systematic characterization.

**Large-scale data inference and parametrization.** Ultimately, the ability to predict population dynamics hinges on uncovering biologically meaningful insights from increasingly large data sets. Although an increased accessibility to large computing infrastructure has given us the power to begin interrogating these data sets, with this capability comes significant challenges. One of these challenges, and the second we raise, is that the sheer size of data sets generated by next-generation and high-throughput technologies can lead to unforeseen covariates or factors that obscure the distinction between biological and statistical significance. Machine learning approaches are well suited to addressing large data sets, and previous studies have used these to integrate and search through extensive types and amounts of data to extract specific features of interest such as identifying network architectures\(^{150,151}\). However, machine learning models are prone to overfitting, bias and non-explainability, leading to model structures that are difficult to verify in vitro or that lack predictive value.

**Context-appropriate model parameterization and abstraction.** Consequently, the third, crucial, and related, challenge is how to effectively extract accurate, biologically relevant parameters from large data sets. There are a number of ways to integrate machine learning and AI with dynamical modelling approaches in order to improve the reliability of parameter estimates moving forward (BOX 4). Perhaps most achievable among these is the use of algorithmically generated insights to abstract and simplify modelling approaches. For example, biological relationships uncovered using AI approaches could be used to simplify subsequent (semi-)mechanistic models, ideally reducing the number of parameters needed and/or the difficulty in obtaining reliable values. Indeed, one study used a support vector machine approach to derive a simplified criterion that predicts the outcome (coexistence or collapse) of a generic mutualistic population without explicit characterization of the underlying mutualistic interaction(s)\(^{152}\). Although such characterization would be prohibitive due to the diversity of

**Support vector machine**
A trained machine-learning methodology that uses classification algorithms to separate data into multiple groupings.
Box 4 | Integrating dynamical modelling and ML algorithms

**Integration of artificial intelligence (AI) or machine learning (ML) with dynamical systems modelling can be summarized into three general categories, as follows:**

**Parameterization of known model structure**
AI and ML can leverage existing relationships to predict new parameter values at scale. Most often, a parameter of interest will be proxied by a correlator or correlators (often derived from publicly available, pre-defined or easily measurable values) with known relationships; predicted parameters can then be validated using existing models, thereby informing downstream biological hypotheses. Model accuracy and predictive power can be tuned by adding or changing correlators. For instance, enzyme turnover ($k_{\text{cat}}$) correlates with key features such as reaction flux, structural properties and biochemical mechanisms; a recent study showed that ML accurately inferred $k_{\text{cat}}$ values that were used to improve whole-cell network model predictions.

**Model structure inference**
A growing application of AI and ML is the inference of network topologies using traditional Monte Carlo simulation data or, more recently, graph-based methods. Network inference can identify clusters within input data based on a training set of known relations and can combine component relationships to construct an output model framework. For example, gene expression profiles can be used as robust input sets to identify regulatory networks, particularly since many regulatory elements are well defined and thus serve as ideal training data. In this application, the output can inform a model for downstream predictions, which should be mechanistically validated to determine relevance.

**Generation of novel biological insights**
In many cases, AI and ML can be used to detect and/or highlight trends in data sets that are not immediately obvious. In such cases, these trends can and should be used to generate more specific hypotheses for subsequent model development and testing; at the same time, it is important to ensure that outputs of AI or ML models are interpreted through a biological lens, avoiding ‘black-box’ approaches. As such, the choice of algorithm, cost objective, and so on, can be constrained by incorporating established models; this both ensures that fundamental biological principles are not violated and may reveal mechanistically informative information. For example, one study integrated ML with metabolic network modelling to uncover novel metabolism-related mechanisms of action for bactericidal antibiotics. This white-box approach was achieved by training a model to predict changes in drug sensitivity (output) based on simulated metabolic states (input). As both the input and output data consisted of measurements across a panel of the same metabolites, doing so mechanistically linked specific metabolic pathways and heightened antibiotic lethality, which the authors validated experimentally.

**Mutualistic interactions in nature, the abstracted criterion proved predictive with both simulated and experimental data.**

This simplification method could also be applied in the opposite direction — mechanistic models may be used to constrain the interaction space explored by automated algorithms. The importance of precise parameter estimates is particularly apparent for models of mixed microbial communities that must account for both ecological and evolutionary pressures. In these models, teasing apart and incorporating only the relevant attributes is essential for the derivation of useful and translatable insights. For example, although several studies suggest that antibiotics promote horizontal gene transfer by conjugation, a recent study showed, using precise quantitative estimates of plasmid transfer rates in the absence of growth, that antibiotics had a negligible effect on conjugation efficiencies. Instead, a simplified three-population model demonstrated that selection dynamics — an ecological outcome — sufficiently explained the observed antibiotic-associated promotion of conjugation. In conjunction with appropriately abstracted models, employing innovative experimental methods, for example, metagenomic quantification for growth rate estimates, to assess difficult-to-measure parameters will undoubtedly improve biological relevance by eliminating uninformative covariates. By grounding next-generation data sets in concrete, experimentally tractable, semi-mechanistic or fully mechanistic underpinnings, we can help direct studies towards the efficient use of resources and effort.

**Predicting evolutionary fates in complex populations.**
Even when individual networks or populations are well-characterized in isolation, it is still a major challenge, and goal, to predict (and possibly direct) the long-term evolutionary outcomes, particularly in mixed communities. Recently, model-guided experiments have been leveraged to understand the evolutionary trajectories (for example, drug-specific outcomes) and identify the feasible genetic or biochemical strategies to reduce the evolution of resistant mutants. For example, it has been shown that sequential antibiotic regimens that take advantage of collateral sensitivity networks can maximize treatment efficacy; these approaches took advantage of model-driven exploration of the parameter space to isolate the regions that maximize this favourable outcome. Combining phenotypic measures of interest with advances in machine learning will likely reveal mechanistic explanations that have specific genetic underpinnings. For example, a recent study showed that only 500 diverse *Salmonella* spp. genomes were sufficient to train a machine learning model to accurately predict the minimum inhibitory concentration of 15 antibiotics in a set of 5,278 genomes. This type of approach can likely reveal genetic patterns that are otherwise difficult to identify and, in combination with predictive evolutionary models or experimental validation, provide crucial insights into the biological processes that drive the evolution of clinical isolates. Such approaches could be readily extended to other areas of interest, including host adaptations by microorganisms and metabolic engineering.

**Turning in vitro observations into in vivo insights.**
The final challenge we raise is one of translation: how do we best take observations and conclusions from in vitro laboratory settings and apply them to microbial communities arising in vivo environmental and biomedical contexts? Efforts to increase the relevance of experimental conditions to natural settings, either by moving towards in vivo models or through better simulating the environment of interest by integrating chemical and physical constraints, could be better integrated in a complementary fashion with mathematical model development that aims to incorporate additional biological complexities. A lack of translatability is also often evident in the other direction, that is, recreating natural systems in a laboratory environment. For example, the majority of microorganisms found in nature are unculturable and are often poorly described by laboratory microbial strains; advances in culturing techniques and/or in situ measurements are needed to build accurate predictive models. This represents another arena in which machine learning and other advanced computational
modelling techniques may prove useful. Indeed, a recent paper used a genome-scale model to design growth media for the bacterium Akkermansia muciniphila based on a predicted enzyme deficiency; the optimized model was capable of predicting growth dynamics in the tailored environment\(^\text{(16)}\). These approaches may one day be capable of rendering currently unculturable strains amenable to in vitro manipulation.

**Conclusions**

Dynamic models have led to numerous advances in our collective understanding of biological behaviours, particularly in microbial populations. These models allow us to interrogate biological complexity on multiple levels, ranging from gene expression to evolutionary outcomes. Despite this flexibility, there remain a number of challenges that limit the impact of predictive biology. Undoubtedly, addressing these challenges will require parallel multi-interdisciplinary efforts to push forward both experimental and computational techniques in microbiology beyond the current state-of-the-art. Nonetheless, the utility of dynamical systems modelling in microbiology has proven invaluable over the past two decades.

The growing prevalence of big data and machine learning approaches offer a newer-age alternative to the classic systems approach. Integrating these advances to establish a next-generation paradigm of predictive biology will undoubtedly yield meaningful returns (FIG. 2). Indeed, several recent studies demonstrate that non-canonical uses of machine learning that leverage the utility of computational modelling can provide powerful quantitative insights, including generating coarse-grained predictions for ecological interactions\(^\text{(15)}\), improving computational efficiency to accelerate model predictions\(^\text{(16)}\), and elucidating causal mechanistic relationships between drug perturbation and cellular response\(^\text{(17)}\). For example, recent work used a ‘white-box’ machine learning approach that integrated genome-scale network modelling with antibiotic half maximal inhibitory concentration data; the authors utilized a perturbation response methodology to tie machine learning predictions to experimental data, which identified nucleotide biosynthesis as a key metabolic pathway contributing to antibiotic lethality\(^\text{(18)}\). These types of integrative approaches encompass the best of both worlds: on the one hand, modelling provides concrete mechanistic insights into microbial systems and parameter spaces that are otherwise difficult (if not impossible) to explore; on the other, the data encompasses sufficient biological information such that, using analytical tools, we can sort through the noise to find the biological meaning.
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