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ABSTRACT
We examine the consequences of, and apply, the formalism developed in Terquem (2021) for calculating the rate $D_R$ at which energy is exchanged between fast tides and convection. In this previous work, $D_R$ (which is proportional to the gradient of the convective velocity) was assumed to be positive in order to dissipate the tidal energy. Here we argue that, even if energy is intermittently transferred from convection to the tides, it must ultimately return to the convective flow and transported efficiently to the stellar surface on the convective timescale. This is consistent with, but much less restrictive than, enforcing $D_R > 0$. Our principle result is a calculation of the circularization timescale of late–type binaries, taking into account the full time evolution of the stellar structure. We find that circularization is very efficient during the PMS phase, inefficient during the MS, and once again efficient when the star approaches the RGB. These results are in much better agreement with observations than earlier theories. We also apply our formalism to hot Jupiters, and find that tidal dissipation in a Jupiter mass planet yields a circularization timescale of 1 Gyr for an orbital period of 3 d, also in good overall agreement with observations. The approach here is novel, and the apparent success of the theory in resolving longstanding timescale puzzles is compelling.
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1 INTRODUCTION
Dissipation of tidal oscillations in the convective interior of late–type stars and giant planets is a key ingredient in determining the orbital evolution of stellar binaries and that of the moons of giant planets. Starting with Zahn (1966), numerous studies in the last 50 years have attempted to quantify the amount of energy that can be extracted from the tides, assuming that convection acts as a turbulent viscosity (Ogilvie 2014, and references therein). In this description, the rate of energy transfer between the tides and the convective flow is given by the coupling between the Reynolds stress associated with the convective velocities and the tidal shear flow, taking into account a reduction of dissipation when the convective turnover timescale $t_{\text{conv}}$ is large compared to the tidal period $P$. Tidal dissipation calculated this way is orders of magnitude too small to account for either the circularization period of late–type binaries, or the tidal dissipation factor of Jupiter and Saturn inferred from the orbital motion of their satellites.

Terquem (2021, thereafter referred to as paper I) revisited the interaction between tides and convection in the regime $P/t_{\text{conv}} < 1$. From the form of the energy conservation equation, it was shown that traditional roles are actually reversed, with the tides being the fluctuations and convection being the mean flow. This is because only the timescales on which the flows vary are relevant for identifying the fluctuations and the mean flow. This leads to the Reynolds stress being given by the correlation between the components of the tidal velocity, not that of the convective velocity. In this previous work, $D_R$ (which is proportional to $R$) was assumed to be positive in order to dissipate the tidal energy. Here we argue that, even if energy is intermittently transferred from convection to the tides, it must ultimately return to the convective flow and transported efficiently to the stellar surface on the convective timescale. This is consistent with, but much less restrictive than, enforcing $D_R > 0$. Our principle result is a calculation of the circularization timescale of late–type binaries, taking into account the full time evolution of the stellar structure. We find that circularization is very efficient during the PMS phase, inefficient during the MS, and once again efficient when the star approaches the RGB. These results are in much better agreement with observations than earlier theories. We also apply our formalism to hot Jupiters, and find that tidal dissipation in a Jupiter mass planet yields a circularization timescale of 1 Gyr for an orbital period of 3 d, also in good overall agreement with observations. The approach here is novel, and the apparent success of the theory in resolving longstanding timescale puzzles is compelling.
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obtained for Saturn when using models with a smaller mixing length parameter than that adopted in stellar interiors. The eccentricity damping timescale, \( t_e = -e/(de/dt)^{-1} \), where \( e \) is the eccentricity, was also calculated for a model of the current Sun and for various orbital periods \( P_{\text{orb}} \). This timescale was found to be about 40 times too large to account for the observed circularization periods of late-type binaries. However, \( t_e \) is not the circulation timescale for a given orbital period. The time \( t_{\text{circ}} \) it takes to circularize an orbit is the time up to which \( t_e^{-1} \) has to be integrated, starting at some initial value \( t_0 \), for the eccentricity to decrease from its initial value by, say, an order of magnitude. The calculation of \( t_{\text{circ}} \) for stellar binaries and hot Jupiters, using the new formalism presented in paper I, is the object of the present paper.

In section 2, we review the results established in paper I and explain how the circularization timescale is calculated. We summarize the findings related to the exchange of energy between the tides and the convective flow in section 2.1. We also present an argument in support of the idea that energy is irreversibly transferred from the tides to the convective motions, which justifies using \( D_R > 0 \). In section 2.2, we recall the expression of the eccentricity damping timescale. We then derive an expression for the circulation timescale in section 2.3. We apply our results to late-type binaries in section 3. In section 3.1, we calculate \( t_{\text{circ}} \) for binaries comprising two 1 M\(_\odot\) stars, using MESA (Paxton et al. 2011; Paxton et al. 2013, 2015, 2016, 2018, 2019) to generate models from an age of \( \sim 0.1 \) Myr to an age of 12 Gyr. In agreement with previous studies, circularization is found to be very efficient during the pre-main sequence (PMS), and very inefficient during the main sequence (MS). However, it becomes efficient again when the stars approach the red giant branch (RGB). To illuminate these results, we describe the structure of the stars and their evolution in section 3.2. We compare our results to observations in section 3.3. We fix the time \( t_0 \) at which the integration for calculating \( t_{\text{circ}} \) starts by matching our results to the observed circularization period of PMS binaries. We find that our timescales are in broad agreement with observations for older clusters. We note, however, that the circularization periods \( P_{\text{circ}} \) determined from observed eccentricity-period distributions are very approximate, because they have been evaluated using a theory which is only valid for \( e \ll 1 \). In section 4, we apply our results to binaries containing a solar-type star and a hot Jupiter. We review observations in section 4.1 and calculate circulation timescales in section 4.2, using MESA to produce models of a young Jupiter. We find that tidal circularization is only efficient for orbital periods of at most 3 d. We explain these results further in section 4.3 by discussing the evolution of the convective flow in the planet. Finally, we summarize and discuss our results in section 5.

### 2 ENERGY DISSIPATION AND CIRCULARIZATION TIMESCALES

We consider a star of mass \( M_1 \) and a companion of mass \( M_2 \) in a binary system. We note \( \omega_{\text{orb}} \) and \( P_{\text{orb}} = 2\pi/\omega_{\text{orb}} \) the orbital frequency and period, respectively. We start by reviewing results from paper I, before calculating the circularization timescale.

#### 2.1 Energy dissipation

The flow under consideration, which is a superposition of convective motions and tidal oscillations, is assumed to be incompressible (this is satisfied for the oscillations when considering gravity modes, as done in this paper, whereas convection itself is not in reality incompressible). It was shown from first principles in paper I that, when the tidal period \( P \) is small compared to the convective timescale \( t_{\text{conv}} \), the tides excited by the companion exchange energy with the convective flow via the Reynolds stress at a rate per unit mass given by:

\[
D_R = \left\langle u_i' u_j' \right\rangle \frac{\partial V_i}{\partial x_j},
\]

where \( u' \) and \( V \) are the tidal and convective velocities, respectively. The brackets indicate an average over a time large compared to the tidal period but small compared to the convective turnover timescale, and the subscripts refer to Cartesian coordinates. Here, the Reynolds stress \( -\rho \left\langle u_i' u_j' \right\rangle \) is given by the correlation between the components of the tidal velocity, not that of the convective velocity. This term was derived by writing energy conservation equations for both the mean convective flow and the tidal fluctuations. In these equations, the Lagrangian derivative of the kinetic energy is written as the divergence of a flux of momentum, which represents the work done by internal stresses (pressure force, viscous and Reynolds stresses), plus the work done by external forces, plus a term which represents viscous dissipation of energy, plus or minus \( D_R \). In some situations, when writing conservation of energy, it is difficult to unambiguously identify the terms which are part of the flux of momentum and those which represent dissipation or exchange of energy between the different components of the flow. However, as we show in appendix A, there is no ambiguity in the present context.

#### 2.1.1 Transfer of energy from the tides to the convective flow

In paper I, we assumed \( D_R > 0 \) but did not justify it, other than by saying that observations show that energy is transferred from tidal oscillations to the convective flow: this is the reason why binaries circularize and the orbits of the moons of giant planets evolve the way they do. This requires the integral of \( \rho D_R \) over the convective regions of the star or planet to be positive, where \( \rho \) is the mass density. We note that this term does not actually have to be positive at all times, and we now argue that integrating \( D_R \) over a timescale larger than the convective turnover timescale yields an energy dissipation rate consistent with assuming \( D_R > 0 \). This is because energy fed to the convective flow is transported to the stellar surface by the enthalpy flux, whereas energy fed to the tides does not get dissipated. As \( D_R \) is proportional to the convective velocity gradient, it is very likely that its sign fluctuates over time on a timescale which is on the order of the convective turnover timescale \( t_{\text{conv}} \), and we now examine how that affects the exchange of energy. Let us assume that \( D_R < 0 \) in some part of the flow domain for a period of time \( \tau \sim t_{\text{conv}} \). This results in energy being transferred from the convective motions to the tides, which yields an increase of the tidal amplitude. As the perturbing mass exerts a torque on the tidal oscillation, an increase of the amplitude yields a change of orbital energy. Therefore, the energy transferred from convection to
the tides during the time $\tau$ is stored in the orbit. When the gradient of the convective velocity subsequently changes sign, $\Delta R$ becomes positive and this energy is transferred back to the convective motions, together with the additional energy which is put in the tides by the perturber during the time $\tau$ over which $\Delta R > 0$. As the energy transferred to the convective flow is transported by the enthalpy flux to the stellar surface, where it is ultimately converted into a radiative flux (e.g., Miesch 2005), on a timescale $t_{\text{conv}}$, it is lost from the system and cannot be fed back into the tides when the gradient of the convective velocity changes sign again. In other words, the energy going from the convective flow to the tides is always given back to the convective flow, but the energy going from the tides to the convective flow is never returned to the tides and is eventually radiated away. Therefore, over a time larger than $t_{\text{conv}}$, all the energy is irreversibly transferred from the tides to the convective flow. This can also be expressed by saying that, although the integral of $\rho \Delta R$ over the volume of the convective zone may not be positive at every instant, it is positive when an average over a time larger than $t_{\text{conv}}$ is done. Since the orbital evolution timescales are much larger than $t_{\text{conv}}$, they can then be calculated by assuming that $\Delta R > 0$ at all times.

The argument above implies that tidal energy is irreversibly transferred from the tides to the convective flow if, after it has been extracted from the tides by convection, it can be transported away efficiently by the convective enthalpy flux. This requires convection to be important in the energy budget. In the deep layers of the convective envelope of solar type stars, convection is inefficient and the radiative flux dominates. Using MESA, we have calculated the radius $r_{\text{eq}}$ at which the enthalpy flux becomes equal to the radiative flux (and therefore to about half the total flux, as these fluxes are the dominant contributions to energy transport). For the Sun, a 10 Myr and a 9 Gyr solar mass stars, $r_{\text{eq}} = 0.75, 0.6$ and 0.75 stellar radius, respectively (in agreement with Miesch et al. 2000 for the Sun and Ballot, Brun, & Turck-Chièze 2007 for the PMS star). This is to be compared with the inner radius of the convective envelope, which is 0.73, 0.5 and 0.7 stellar radius, respectively, for these three stars. Excluding the parts of the convective envelope below $r_{\text{eq}}$ for the calculation of the tidal energy dissipation rate increases the eccentricity damping timescale by a factor $\eta$ which increases with $P_{\text{orb}}$ (as the regions where the tidal period is smaller than $t_{\text{conv}}$, and which contribute most to dissipation, move towards smaller radii at longer $P_{\text{orb}}$). For the Sun, we find that $\eta \sim 1.25$ for $P_{\text{orb}} = 10$ d. This is however of no consequence because, as will be shown below, circularization is mostly achieved before and after the MS. For a 10 Myr and a 9 Gyr solar mass stars, $\eta \sim 1.02$ and 1.3, respectively, for the largest orbital period of 17 d considered here. Given the uncertainties in the model, these differences in the eccentricity damping timescales are not significant. Therefore, in this paper, we will calculate tidal energy dissipation over the whole convective envelope, instead of just over the region above $r_{\text{eq}}$.

Barker & Astoul (2021) have recently claimed that the term $\Delta R$ does not contribute to tidal dissipation. We comment on this study in appendix B, where we note that they misidentify the correct term responsible for energy transfer between tides and convection. As a consequence, their calculations in the anelastic approximation do not prove that the $\Delta R$ formulation is invalidated as an energy–loss coupling between tides and convection. If anything, the simulations show that $\Delta R > 0$ in this approximation! Barker & Astoul (2021) discount the effect of $\Delta R$ by noting that it is cancelled by another term, which they claim should be included. But this is true only for the calculation of the mean flow, not for the fluctuations, the quantity of interest here. In the anelastic approximation, the point remains that $\Delta R$ is the only term through which convection can extract energy from the tides. This is discussed in more details in appendix B.

2.1.2 Energy dissipation rate

As in paper I, and assuming $\Delta R > 0$ following the argument presented above, we approximate $\Delta R$ as:

$$\Delta R = \left(\frac{[\langle u_r^2 \rangle + [\langle u_\theta^2 \rangle]}{H_c} + \frac{[\langle u_r^2 \rangle + [\langle u_\theta^2 \rangle]}{H_c} \right) \frac{V}{r},$$

(2)

where $(r, \theta, \phi)$ is a spherical polar coordinate system centered on the star in which the tides are calculated, and $H_c$ is the scale on which the convective velocity varies. Thereafter, we will use the mixing length approximation $H_c = 2H_p$, with $H_p$ being the pressure scale height. The total rate of energy dissipation, $dE/dr$, in the convective regions of the star is obtained by multiplying $\Delta R$ by the mass density $\rho$ and integrating over the convective regions.

We introduce the following integral:

$$I_1 (\alpha_{\text{orb}}, m, n) = \int_{(t_{\text{conv}} > P_{\text{orb}}/n)} \rho \, d\rho \, (\mathbf{r}) \times$$

$$\left\{ \left[ d \xi_r(r) \frac{d}{dr} \left( \xi_\theta^2(r) \right) \right] + \alpha_m \xi_r^2 \xi_\theta^2(r) \right\} \frac{V(r)}{H_c(r)}$$

$$+ \frac{\beta_m + 5m^2}{18} \frac{d}{dr} \left( \xi_\theta^2(r) \right)^2 \frac{V(r)}{r},$$

(3)

where $m$ and $n$ are two integers, $\alpha_m = 8$ and $\beta_m = 4$ for $m = 2$, $\alpha_m = 12$ and $\beta_m = 36$ for $m = 0$ (only these two values of $m$ will be considered). Here, $\xi_r(r)$ is the radial part of the radial component of the tidal displacement, for which we use the equilibrium approximation:

$$\xi_r(r) = r^2 \rho \left( \frac{dp}{dx} \right)^{-1},$$

(4)

with $\rho$ being the pressure. The amplitude of the tidal displacement is $f \xi_r$, with $f = \frac{GM_p}{(4a^3)}$, where $G$ is the gravitational constant and $a$ is the separation of the system. The domain of integration covers the region where $t_{\text{conv}} > P_{\text{orb}}/n$, where $P$ is the period of the tidal oscillation excited by the relevant term in the Fourier series decomposition of the tidal potential (see paper I for details). In principle, when calculating the total energy dissipation, we should add the contribution arising from the regions where $t_{\text{conv}} < P$. However, as shown in paper I, this is negligible for the orbital periods of interest here. The equilibrium tide approximation is actually not very good in regions where the Brunt–Väisälä frequency is not very large compared to the tidal frequency or, equivalently, where $t_{\text{conv}} > P$, which are the regions we are interested in here, and this yields to overestimating tidal dissipation by a factor of a few for close binaries (Terquem et al. 1998; Barker 2020). However, given the level of uncertainties in the calculations presented in this paper, this approximation is sufficient.
The rate of energy dissipation for a non-rotation star in a circular orbit can then be expressed as:

\[ \frac{dE}{dt} = \frac{3n^2}{40} \pi \left( \frac{M_p}{M_c+M_p} \right)^2 \omega_{orb}^6 \Omega (\omega_{orb}, 2, 2), \]

with \( n = 2 \).

If the orbit has a non-zero eccentricity \( e \), terms proportional to \( e^2 \) have to be added. If in addition the orbit rotates synchronously with the orbit, only the terms proportional to \( e^2 \) contribute to \( dE/dt \), and they have to be modified to take the star’s rotation into account.

### 2.2 Evolution timescales

The energy which is dissipated leads to a decrease of the orbital energy, and therefore to a decrease of the binary separation. The characteristic orbital decay timescale is given by:

\[ t_{\text{orb}} = -a \left( \frac{da}{dt} \right)^{-1} = \frac{M_c M_p}{M_c + M_p} \frac{\omega_{orb}^2 a^2}{2 \left( dE/dt \right)}. \]

If the star is synchronized, \( dE/dt \propto e^2 \) and the timescale is very long for small eccentricities. If the star is not synchronized, the dominant contribution to the rate of energy dissipation comes from the \( m = n = 2 \) term in the Fourier series decomposition of the tidal potential, so that \( dE/dt \) is given by equation (5).

Through tidal interaction, the angular velocity \( \Omega \) of the star of mass \( M_c \) increases if it rotates with a period longer than the orbital period (or is non-rotating). Assuming a circular orbit, the spin up (or synchronization) timescale is given by:

\[ t_{\text{sp}} = \left( \Omega - \omega_{orb} \right) \left( \frac{d\Omega}{dt} \right)^{-1} \simeq \frac{I \omega_{orb}^2}{dE/dt}, \]

where \( I \) is the moment of inertia of the star and we have used \( \Omega \ll \omega_{orb} \), as these are the values of \( \Omega \) which contribute most to \( t_{\text{sp}} \).

For the parameters of interest here, tidal interaction yields a decrease of the eccentricity \( e \) (Goldreich & Soter 1966). The eccentricity damping timescale is defined as:

\[ t_e = -e \left( \frac{de}{dt} \right)^{-1}. \]

(This is the timescale which was denoted \( t_{\text{circ}} \) in paper I). To calculate \( t_e \), we need to expand the tidal potential to non-zero orders in \( e \). An expansion to first order is sufficient, as higher order terms lead to short timescales and a rapid decrease of \( e \). Most of the circularization process is therefore dominated by the stages where \( e \) is small (Hut 1981; Leconte et al. 2010 and discussion in section 3.3). If the star of mass \( M_c \) is non-rotating, this timescale is given by:

\[ (t_e^0)^{-1} = \frac{3\pi}{10} \frac{M_p}{M_c + M_p} \frac{\omega_{orb}^4}{M_c a^2} \left[ -\frac{1}{2} I_1 (\omega_{orb}, 2, 2) + \frac{1}{16} I_1 (\omega_{orb}, 2, 3) + \frac{1}{4} I_1 (\omega_{orb}, 0, 1) \right], \]

where the superscript ‘0’ indicates that the calculation applies to a non-rotating body.

If the star of mass \( M_c \) rotates synchronously, the timescale becomes:

\[ (t_e^{\text{sync}})^{-1} = \frac{3\pi}{10} \frac{M_p}{M_c + M_p} \frac{\omega_{orb}^4}{M_c a^2} \left[ -\frac{1}{2} I_1 (\omega_{orb}, 2, 1) + \frac{147}{16} I_1 (\omega_{orb}, 2, 3) + \frac{1}{4} I_1 (\omega_{orb}, 0, 1) \right], \]

where the superscript ‘sync’ indicates that the calculation applies to a synchronous body.

### 2.3 Circularization timescale

As pointed out above, if the eccentricity of the binary is initially large, it decreases relatively fast at first until it reaches a value \( \sim 0.1 \). During this evolution, the orbital period decreases as well (this will be discussed in more details in section 3.3). When \( e \sim 0.1 \), the orbital decay and eccentricity damping timescales can be calculated using the expressions given in section 2.2, valid for \( e \ll 1 \). The ratio \( t_{\text{orb}}/t_e \) is then on the order of a few if the star is non-rotating (see also paper I), but becomes larger than 10 for \( e \ll 0.1 \) and increases as \( e^{-2} \) when \( e \) decreases if the star rotates synchronously (which is likely to be the case as \( t_{\text{orb}} \ll t_e \)). This indicates that, during most of the circularization process, when \( e \) is at most on the order of 0.1, the eccentricity decreases at fixed orbital period.

Therefore, we define the circularization timescale \( t_{\text{circ}} \) as the time it takes for the eccentricity of the binary system to decrease from some initial value \( e_0 \sim 0.1 \) to a final value \( e_f \ll e_0 \) for a given orbital period \( P_{\text{orb}} \). This timescale is then given by the implicit equation (Khaliliullin & Khaliiullina 2010):

\[ \int_{e_f}^{e_0} - \frac{1}{e} \frac{de}{dt} = \int_{t_0}^{t_{\text{circ}}} \frac{dt}{t_e (t, P_{\text{orb}})}. \]

where \( t_0 \) is the time at which the binary system has an eccentricity \( e_0 \), and we have made it explicit that \( t_e \) depends on \( P_{\text{orb}} \) and also on \( t \) through the structure of the star. Expressions (9) and (10) for \( t_e \), which are valid for \( e \ll 1 \), are used to calculate the integral on the right-hand side of equation (11). Melbom & Mathieu (2005) use \( e = 0.01 \) as the threshold for circularization, so we take \( e_f = 0.01 \). The left-hand side of equation (11) is then equal to \( \ln(e_0/e_f) = 2.3 \) (because of the ln-dependence, this is not very sensitive on the choice of \( e_0 \)).

Below, we calculate the circularization timescales for late-type binaries and for systems with a star and a hot Jupiter. For stellar binaries, the starting time \( t_0 \) will be determined by calibrating the results so that they match the observed circularization timescale for PMS binaries. For binaries comprising a giant planet, \( t_0 \) will be taken as the time at which the planet starts to be close enough to the star that tidal interaction is significant.

### 3 CIRCULARIZATION OF LATE-TYPE BINARIES

In this section, we consider a binary which consists of two identical stars with \( M_c = M_p = 1 M_\odot \).

#### 3.1 Circularization timescales for late-type binaries

With both stars contributing to eccentricity damping, the timescales \( t_e \) calculated in the previous section have to be divided by 2. Using MESA, we calculate the structure of a
1 M\(_{\odot}\) star as a function of time from the PMS to an age of 12 Gyr. Models are output at times \(t_k\), with the integer \(k\) varying from 1 to 333. We then compute:

\[
I(k, P_{\text{orb}}) = \int_{t_0}^{t_k} \frac{dt}{0.5t_j (t_j, P_{\text{orb}})} \simeq \sum_{j=m_{\text{min}}}^{k} \frac{\Delta t_j}{0.5t_j (t_j, P_{\text{orb}})},
\]

with \(\Delta t_j = 0.5(t_{j+1} - t_{j-1})\) and where \(m_{\text{min}} \equiv t_0\). The circularization timescale \(t_{\text{circ}}\) for the orbital period \(P_{\text{orb}}\) is then the time \(t_k\) corresponding to the value of \(k\) for which \(I(k, P_{\text{orb}}) \simeq 2.3\) is minimum. This can also be expressed by saying that \(t_{\text{circ}}\) is the age that the binary system has reached when its eccentricity becomes equal to 0.01, and the corresponding \(P_{\text{orb}}\) is what Meibom & Mathieu (2005) refer to as the circularization period for that age. We note \(P_{\text{PMS}}\) the circularization period of PMS binaries, which have an age \(t_{\text{PMS}}\). We then choose \(k_{\text{min}}\) such that our results match this circularization period.

In other words, we determine \(k_{\text{min}}\) such that, for \(P_{\text{orb}} = P_{\text{PMS}}\), \(I(k, P_{\text{orb}})\) reaches the value of 2.3 for \(t_k \simeq t_{\text{PMS}}\).

We calculate the circularization timescale for both non-rotating and synchronized stars, which corresponds to replacing \(t_j\) by \(t_j^{\text{non}}\) or \(t_j^{\text{sync}}\), respectively, in equation (12). These timescales are displayed in Fig. 1 for different values of \(t_0\).

Meibom & Mathieu (2005) have determined \(P_{\text{PMS}}\) = 7.1 d for a population of PMS binaries for which a representative age is \(t_{\text{PMS}} = 3.6\) Myr, but with ages spread between 1 and 10 Myr (Melo et al. 2001). We find that our results match this circularization period if we start the integration at \(t_0 \simeq 0.36\) Myr.

As can be seen from Fig. 1, tidal circularization is very efficient during the PMS phase, inefficient during the MS, and very efficient again on the RGB. We now discuss this in more detail.

### 3.2 Evolution of the convective zone

Equations (9) and (10) indicate that the evolution of \(t_c\) is determined by the time-dependence of \(I_t\) (since \(P_{\text{orb}}\) is fixed, as discussed above). Equation (3), in turn, shows that \(I_t\) depends on time through the evolution of the convective timescale \(t_{\text{conv}} \equiv H/\nu\), the evolution of the extent of the convective zone, and of the amplitude of the tidal displacement.

Fig. 2 shows \(t_{\text{conv}}\) as a function of radius in a 1 M\(_{\odot}\) star at different ages between 0.36 Myr and 12 Gyr. The youngest models have high opacities because of their low temperatures, so that they remain fully convective as they contract down along the Hayashi track (the curves on the figure do not extend down into the very inner parts of the star because MESA does not output data for these regions). By the time the star reaches 1.8 Myr, the temperature in the inner regions has increased sufficiently as a result of gravitational contraction that the opacities drop below the level where the stratification becomes stable. Convection is then only present in an envelope that shrinks as the star evolves further (Hayashi 1966). When the star reaches the zero-age main sequence (ZAMS), at \(t \simeq 30\) Myr, the sudden output of energy in the centre results in the inner parts becoming convective again. This is due to the large amount of energy released by the fusion of \(^3\)He into \(^4\)He as part of the pp-cycle. This inner convective zone disappears at \(t \simeq 0.25\) Gyr, when \(^3\)He reaches its equilibrium abundance (Chabrier & Baraffe 1997). During the MS phase, the star is very stable and the temperature steady, so that the structure evolves only moderately. After the hydrogen in the core is exhausted, nuclear fusion in shells around the core yields a swelling and cooling of the envelope, which is accompanied by an increase of the volume of the convective envelope as the star ascends the RGB.

Convective regions located in the inner parts of the stellar interior do not contribute much to tidal dissipation, as the tidal displacement there is very small. Therefore, rather than the mass, it is the volume of the convective zones which is a good indicator of the efficiency of tidal dissipation. Fig. 3 shows the volume \(V_{\text{conv}}\) of the convective regions and \(\xi(r)\), where \(R\) is the radius of the star, divided by the solar values, as a function of age. We have also indicated on this figure the location of the ZAMS, at \(t \simeq 30\) Myr, that of the actual Sun, at \(t \simeq 4.6\) Myr, and the RGB, which starts at \(t \simeq 10\) Gyr. Using the equation of hydrostatic equilibrium, equation (4) yields \(\xi(r) = -r^2/[GM(r)]\), where \(M(r)\) is the mass contained within the sphere of radius \(r\). Therefore, at \(r = R\), and given that \(M(R) = 1\ M_{\odot}\), \(\xi(R)\) divided by the solar value is equal to \((R/R_{\odot})^{-1}\). At both \(t = 0.36\) Myr and \(t = 12\) Gyr, \(R/R_{\odot} \simeq 3\), so that the amplitude of the tide is about 80 times larger than in the Sun, for a given orbital period. As can be seen from Fig. 3, PMS stars have a convective region which is substantially larger than that of MS stars. They also have a larger radius, which yields a larger tidal displacement than in MS stars. Tidal circularization is therefore very efficient during the PMS phase, but the efficiency decreases as the MS is approached. During the MS, the volume of the convective regions does not change very significantly, ranging from 0.7 shortly after the ZAMS to 2.6 at 10 Gyr, in units of the solar value. The radius of the star also does not vary much, being between 0.9 and 1.3 \(R_{\odot}\), so that the amplitude of the tidal displacement stays roughly constant. In addition, as can be seen from Fig. 2, the range of convective timescales in the star hardly varies on the MS. Therefore, the eccentricity damping timescale \(t_c\) is essentially independent of time on the MS. If we note \(e_1\) and \(e_2\) the values of the eccentricity at the beginning and at the end of the MS, for a binary with orbital period \(P_{\text{orb}}\), we then have:

\[
\int_{e_1}^{e_2} \frac{-1}{e} \frac{dV}{dt} dt \int_{t_0}^{t_1} \frac{dt}{t_c(t, P_{\text{orb}})} \simeq \int_{t_0}^{t_2} \frac{dt}{t_c(t, P_{\text{orb}})} - \int_{t_0}^{t_1} \frac{dt}{t_c(t, P_{\text{orb}})}.
\]

where \(t_1 = 30\) Myr, \(t_2 = 10\) Gyr and \(t_{\text{PMS}}\) is the age of the Sun (since \(t_c\) is roughly constant, it can be approximated by the values calculated for the Sun). For \(P_{\text{orb}}\) larger than 8 days, \(t_c\) is larger than 10 Gyr, whether the stars are synchronized or non-rotating (see paper I). Therefore, \((t_2 - t_1)/t_c < 1\), which implies that the eccentricity decreases only moderately, at best. This means that there is hardly any circularization happening during the MS. By contrast, on the RGB, the volume of the convective zone increases very significantly, reaching 40 times the solar value at 12 Gyr. The radius of the star also increases, leading to larger tidal displacements. Tidal circularization is then efficient during that phase.

### 3.3 Comparison with observations

We now compare the circularization timescales calculated above with those derived from observations of binary populations of different ages. The theory of tidal interactions predicts that stars synchronize on a timescale much shorter than the circularization timescale (see paper I). Other mechanisms
Figure 1. Circularization timescale for binaries with two identical solar mass stars. Shown is $t_{\text{circ}}$ in Gyr for synchronized stars (solid lines) and non-rotating stars (dashed lines) and using a logarithmic scale, versus orbital period in days. The symbol with error bars represents the circularization period derived for PMS binaries by Meibom & Mathieu (2005). The starting time for the integration is $t_0 = 0.1, 0.36, 1$ and $2$ Myr for the blue, red, orange and magenta curves, respectively. The theoretical results match the circularization period for PMS binaries if $t_0 = 0.36$ Myr. The inset plot shows a zoom on $t_{\text{circ}}$ between 2 and 12 Gyr for the case $t_0 = 0.36$ Myr, using a linear scale.

outside the theory may prevent synchronization though, as suggested by observations which show that a number of short period eccentric binaries for which pseudo-synchronization would be expected on theoretical grounds are rotating either slower or faster (Lurie et al. 2017; Zimmerman et al. 2017). In any case, as indicated in Fig. 1, the circularization period we obtain is roughly the same for both non-rotating and synchronized stars, so that from here on we consider $t_{\text{circ}}$ corresponding only to synchronized stars.

Fig. 4 shows $t_{\text{circ}}$ versus $P_{\text{orb}}$ together with observational data for PMS and nine late-type binary populations. For the Pleiades, Hyades/Praesepe, NGC188, the field and the halo binaries, the data are from Meibom & Mathieu (2005). For M35, NGC6819, NGC7789 and M67, the data are from Leiner et al. (2015), Milliman et al. (2014), Nine et al. (2020) and Geller et al. (2021), respectively. The vertical bars for the field and halo binaries correspond to the spread in ages given by O’Malley, Gilligan, & Chaboyer (2017) and Duquennoy & Mayor (1991), respectively. The starting time of the integration is chosen to be $t_0 = 0.36$ Myr, so that the theoretical result matches the observed circularization period of PMS binaries.

The data for PMS, Pleiades, NGC7789 and NGC6819 binaries are consistent with the fact that circularization is efficient during the PMS but not on the MS. The long circularization periods for the field and halo binaries are also consistent with circularization resuming towards the end of the MS, when the stars approach the RGB. There are, however, some notable discrepancies between the theoretical results and the observational data for the other clusters.

To interpret these differences, it is important to recall how the circularization period $P_{\text{circ}}$ is determined from the observed period-eccentricity distribution of the populations. For all the populations represented in Fig. 4, $P_{\text{circ}}$ was obtained using the method proposed by Meibom & Mathieu (2005), based on original arguments in Duquennoy, Mayor, & Mermilliod (1992, see also Mathieu & Mazeh 1988). The idea was that, since the binaries in a population of a given age had initially a Gaussian distribution of eccentricities, significant eccentricities could still be found for relatively short period orbits after some time even when wider orbits had been circularized. The argument was that binaries with initially high eccentricities would have only partially circularized. This has been used as a justification for not identifying the circularization period with that of the shortest period eccentric orbit. Moreover, since the longest period circular orbits would come from binaries with initially low eccentricities, $P_{\text{circ}}$ could not be identified with the period of those orbits either. Meibom & Mathieu (2005) then proposed to define $P_{\text{circ}}$ as being the orbital period at which a binary starting with the most frequent eccentricity of all the clusters, $e = 0.35$, reaches $e = 0.01$, for a given age. This circularization period is determined from the observations by fitting a function $e(P_{\text{orb}})$ to the period-eccentricity distribution. The details of the function are obtained by simulating a population of binaries and evolving their eccentricities using Zahn (1977) eccentricity damping and orbital decay timescales (which are calibrated such as to fit the observations). The error bars are related to the spread of $P_{\text{circ}}$ obtained from different simulations for a given population.

A major limitation of this method is that it is based on a rate of eccentricity damping which is only valid to first order
in $e$, and yields timescales much too long when applied to high eccentricities. The argument of partial circularization for highly eccentric orbits is similarly based on this rate of eccentricity damping, and is actually incorrect, as we now discuss.

Zahn (1977) theory for synchronized stars gives $\frac{de}{dt} \propto e$ and $\frac{dP_{orb}}{dt} \propto e^2$, which are the lowest orders in $e$ and therefore are restricted to $e \ll 1$. General expressions, valid to any order in $e$, were derived by Hut (1981) in the context of the constant time lag model, and they can be written under the

\[ \text{Figure 2. Convective timescale in a solar mass star. Shown is $t_{\text{conv}}$ (in days) versus $r/R_\odot$ in a 1 M}_\odot \text{ star for ages between } 0.36 \text{ Myr and } 0.27 \text{ Gyr (upper plot) and between } 0.27 \text{ Gyr and } 12 \text{ Gyr (bottom plot). A logarithmic scale is used for $t_{\text{conv}}$, and also for } r/R_\odot \text{ in the upper plot. Dashed lines are used to distinguish curves which are superimposed.} \]
Figure 3. 1 M$_\odot$ star models. Shown are $\xi(R)$ (red curve) and $V_{\text{conv}}$ (blue curve) divided by the solar values versus age in Gyr between $t_0 = 0.36$ Myr and 12 Gyr, using logarithmic scales. The arrows indicate the location of the ZAMS, that of the actual Sun and the RGB. The horizontal line gives the values for the Sun.

Figure 4. Circularization timescale for late–type binaries. Shown is $t_{\text{circ}}$ in Gyr for synchronized stars, using a logarithmic scale, versus orbital period in days. The symbols with error bars represent circularization periods derived from data using Zahn (1977)'s circularization timescales (Meibom & Mathieu 2005). The starting time for the integration, $t_0 = 0.36$ Myr, has been chosen so that $t_{\text{circ}}$ matches the observed timescale for PMS binaries.
form:

\[
\frac{\mathrm{d} e}{\mathrm{d} t} = \frac{18}{7} \frac{1}{\tau_0} \left( \frac{P_{\text{orb}}}{1 \text{ d}} \right)^{-16/3} \frac{e}{(1 - e^2)^{13/2} \times \\
\left[ 1 + \frac{15}{4} e^2 + \frac{15}{8} e^4 + \frac{5}{64} e^6 \right]^{-\frac{3}{2}} \left( 1 + \frac{3}{2} e^2 + \frac{1}{8} e^4 \right) \right],
\]

\[(14)\]

\[
\frac{\mathrm{d} P_{\text{orb}}}{\mathrm{d} t} = -6 \frac{1}{7} \frac{1}{\tau_0} \left( \frac{P_{\text{orb}}}{1 \text{ d}} \right)^{-13/3} \frac{1}{(1 - e^2)^{15/2} \times \\
\left[ 1 + \frac{31}{2} e^2 + \frac{255}{8} e^4 + \frac{185}{16} e^6 + \frac{25}{64} e^8 \right]^{-\frac{3}{2}} \left( 1 + \frac{15}{2} e^2 + \frac{45}{8} e^4 + \frac{5}{16} e^6 \right) \right],
\]

\[(15)\]

where \(\tau_0\) is the eccentricity damping timescale at \(P_{\text{orb}} = 1 \text{ d}\) and for small eccentricities, as defined below. When \(e \ll 1\), these expressions become, to lowest order in \(e\):

\[
\frac{\mathrm{d} e}{\mathrm{d} t} = -\frac{e}{\tau_0} \left( \frac{P_{\text{orb}}}{1 \text{ d}} \right)^{-16/3},
\]

\[(16)\]

\[
\frac{\mathrm{d} P_{\text{orb}}}{\mathrm{d} t} = -\frac{57 e^2}{7} \frac{1}{\tau_0} \left( \frac{P_{\text{orb}}}{1 \text{ d}} \right)^{-13/3},
\]

\[(17)\]

which are the expressions given by Zahn (1977) (with erratum in Zahn 1978; note that Meibom \\& Mathieu 2005 have a factor of 3 instead of 57/7 in eq. [17]). Duquennoy, Mayor, \\& Mermilliod (1992) calibrated these expressions by using \(P_{\text{circ}} = 10.5 \text{ d}\) for the 5 Gyr old cluster M67. Identifying the age with the eccentricity damping timescale, this yields \(\tau_0 = 1.79 \times 10^{-5} \text{ Gyr}\). Using equations (16) and (17), these authors then calculated that a binary arriving on the MS with \(P_{\text{orb}} = 11.6 \text{ d}\) and \(e = 0.54\) would reach \(P_{\text{orb}} = 5.86 \text{ d}\) and \(e = 0.35\), which are the parameters for the binary KW181 in Praesepe, after about 0.8 Gyr. They concluded that the circularization period for this cluster could therefore be larger, as the eccentricity of KW181 was a result of incomplete circularization. However, if we use the more accurate equations (14) and (15) instead, we find that, after 0.8 Gyr, the binary reaches \(P_{\text{orb}} = 4.65 \text{ d}\) and \(e = 7 \times 10^{-6}\). Using the leading order equations (16) and (17) for \(e \gtrsim 0.3\) leads to overestimating the orbital decay and eccentricity damping timescales by at least an order of magnitude. This is illustrated in Fig. 5, which compares the evolution of \(e\) as a function of \(P_{\text{orb}}\) obtained when using equations (16) and (17) on the one hand, and equations (14) and (15) on the other hand.

Although Hut (1981) equations (14) and (15) have been derived for the constant time lag model, and therefore do not apply with the new formalism used in this paper, the fact that \(e\) and \(P_{\text{orb}}\) decrease much more rapidly when \(e\) is large holds in general. This can be understood by noting that at fixed orbital period, the periastron distance, which is proportional to \((1 - e)\), decreases when \(e\) increases, and that most of the tidal interaction occurs when the stars are at periastron (Leconte et al. 2010). Therefore, if \(e\) is large, it decreases very quickly at first and most of the circularization process is spent circularizing orbits with \(e \lesssim 0.1\), justifying our use of a constant \(P_{\text{orb}}\) in section 2.3.

The \(e\)-dependence of the eccentricity damping and orbital decay timescales is a strong argument in favour of identifying \(P_{\text{circ}}\) with the period of the shortest period eccentric orbit, unless the probability of generating eccentricities in short period binaries through dynamical interactions with other stars is significant. The latter was suggested as a possibility by Mazeh (1990), but ruled out as a general explanation by Meibom \\& Mathieu (2005) as the presence of a third star is generally not detected. In principle, such eccentricities could be produced by a star flying–by, rather than by a third member bound to the system, in which case the perturber could have escaped and not be detectable. However, as high eccentricities decrease rapidly through tidal interactions, the fly–by would have to have been a recent event if affecting short period orbits. If \(P_{\text{circ}}\) were identified with the period of the shortest period eccentric orbit, we see from the data in Meibom \\& Mathieu (2005) that the circularization periods of the PMS, M35, M67 and NGC188 binaries could be smaller than the published values, while that of the field and halo binaries could be larger. If \(P_{\text{circ}}\) for PMS binaries is indeed smaller than what has been suggested so far, matching our theoretical results would simply require starting the integration at a time \(\tau_0\) longer than the value of 0.36 Myr considered above.

4 HOT JUPITERS

In paper I, we considered binaries where the central mass was a solar type star and the companion a Jupiter mass planet. As only the eccentricity damping timescale, and not the circularization timescale, was calculated, we revisit this problem in this section.

4.1 Observations

Earlier papers by Halbwachs, Mayor, \\& Udry (2005), Pont (2009) and Pont et al. (2011) indicated a circularization period of 5 d for binary systems comprising a MS solar–type star and a close–in giant planet. More recent studies have confirmed that close–in giant planets tend to have circular orbits, with the data being consistent with a circularisation timescale of 1 Gyr for an orbital period of 3 d (Bonomo et al. 2017).

4.2 Circularization timescale for hot Jupiters

We calculate the circularization timescale associated with the tides raised in the star by the planet in the same way as above, using \(M_p = 1 \text{ M}_J\).

We also evaluate the circularization timescale associated with the tides raised in a Jupiter mass planet by the star, which corresponds to \(M_\ast = 1 \text{ M}_\odot\) and \(M_p = 1 \text{ M}_J\). As long as the planet has not accreted all of its atmosphere, it has to maintain contact with the disc and is therefore unlikely to be very close to the star. Evolution models by Marley et al. (2007) show that, when Jupiter finishes accreting all of its mass, which happens after \(\sim 1 \text{ Myr}\), it has a radius close to 1.4 \(R_J\), where \(R_J\) is Jupiter’s radius, and from that point onwards it can be reasonably well modelled as a contracting low–mass ‘star’.

In other words, the memory of the formation process (core–accretion model versus contraction of an object which starts with its full mass) is lost after about 1 Myr for
a Jupiter mass object. Therefore, we generate models of a
1 M\textsubscript{J} planet using MESA, and shift the ages given by the
code to re-assign the age of 1 Myr to the model which has
a radius of 1.4 R\textsubscript{J}. We assume that the planet gets close to
the star immediately after it has finished accreting its mass,
which corresponds to taking $t_0 = 1$ Myr in the calculation
of $t_{\text{circ}}$. This gives an upper limit on the amount of tidal dis-
sipation. We then calculate the circularization timescale as
above, evolving the planet with MESA for up to a few Gyr.
We also consider the case $t_0 = 2$ Myr for comparison.

These timescales are shown in Fig. 6 as a function of $P_{\text{orb}}$. For the parameters used here, $t_{\text{circ}} \sim t_{\text{sync}}$, so we do not distin-
guish between non–rotating and synchronized objects. Fig. 6
indicates that, if tidal interaction starts when the system
is 1 Myr old, the total amount of energy dissipated in the
star during the first few Gyr can only circularize orbits with
$P_{\text{orb}} < 2$ d. Dissipation in the planet is much more efficient,
circularizing orbits with $P_{\text{orb}}$ up to 3.5 d in a few Gyr.

These results are in agreement with the observations de-
scribed above.

4.3 Evolution of the convective timescale

As can be seen from Fig. 6, there is ongoing circularization
due to the tides in the planet and, to a lesser extent, to those
in the star, during the MS.

For the tides raised in the star, equation (13) is still valid
but, for the short orbital periods of interest here, $t_e < 10$ Gyr,
so that there is some eccentricity damping during the MS.

For the tides raised in the planet, $t_e$ evolves with time due
to an increase of $t_{\text{conv}}$. This is shown in Fig. 7, which displays
$t_{\text{conv}}$ as a function of radius in a 1 M\textsubscript{J} planet at different ages. Between 1 Myr and 1 Gyr, the power law $t_{\text{conv}} \propto t^{0.3}$ gives a
crude fit to the results displayed in Fig. 7. As $t_e \propto t_{\text{conv}}$, this
yields $t_e \propto t^{0.3}$. At $t = 4.6$ Gyr, $t_e \propto P_{\text{orb}}^6$ with $n \simeq 6$, as shown
in paper I (the index of the power law was calculated for the
tides raised in the star, but the tides raised in the planet
yield roughly the same dependence at short orbital periods).
Equation (11) then yields $t_{\text{circ}} \propto P_{\text{orb}}^{0.6}$, which gives a crude fit
to the results displayed in Fig. 6 for the timescales associated
with the tides raised in the planet.

5 DISCUSSION AND CONCLUSION

We have calculated the circularization timescale of late–type
binaries by integrating the inverse of the eccentricity damping
timescale, $t_e^{-1}$, over time, starting at some time $t_0$. The value
$t_0 = 0.36$ Myr is required to match the circularization period
of 7.1 d which has been determined from the eccentricity-
period distribution of a population of PMS binaries with ages
between 1 and 10 Myr. However, we have commented that the
circularization periods determined from observations are
very approximate, because they have been calculated using
timescales valid only for small eccentricities. Highly eccentric
orbits circularize much faster than moderately eccentric or-
bits, so that the circularization period of a cluster is likely to be
closer to that of the shortest period eccentric orbit than
previously thought. From Meibom & Mathieu (2005), we see
that the shortest period eccentric orbit for the PMS population
has a period of about 5 d. To match this period would
require starting the integration at $t_0 \simeq 1$ Myr. This time has

Figure 5. Comparison of Zahn (1977) and Hut (1981) timescales. Shown is $e$ versus $P_{\text{orb}}$, in days, for an initial period of 8 days using the
leading order equations (16) and (17) from Zahn (1977) (solid lines) and equations (14) and (15) from Hut (1981) (dashed lines). The
different colors correspond to different initial eccentricities $e_0$ between 0.1 and 0.7. The total time of integration is the same for all
the curves, and is such that the eccentricity has decreased to 0.01 for $e_0 = 0.1$. The small eccentricity approximation is only valid for $e \lesssim 0.3$,
and leads to overestimating the orbital decay and eccentricity damping timescales by orders of magnitude if used for larger eccentricities.
Figure 6. Circularization timescales for hot Jupiters. Shown is $t_{\text{circ}}$ (in Gyr) associated with the tides raised in a 1 $M_\odot$ star by a 1 $M_J$ planet (solid lines) and with the tides raised in a 1 $M_J$ planet by a 1 $M_\odot$ star (symbols), using a logarithmic scale, versus orbital period (in days). The red and blue curves correspond to a starting time for the integration $t_0 = 1$ and 2 Myr, respectively. For the parameters used here, the timescales are roughly the same whether the bodies are non–rotating or synchronized.

Figure 7. Convective timescale in a 1 $M_J$ planet. Shown is $t_{\text{conv}}$ (in hours) versus $r/R_J$, using logarithmic scales, at different ages. From top to bottom, the different curves correspond to an age of 4.6 Gyr, 1 Gyr, 100 Myr, 10 Myr and 1 Myr, respectively.
to be interpreted as the time at which tidal interaction starts circularising the orbit. Circularization may be prevented earlier on when the stars are still surrounded by a disc, as the interaction with a circumbinary disc may increase the eccentricity of the binary (Artyomowicz et al. 1991; Zrake et al. 2021). In this context, the values of \( t_0 \) quoted above are consistent with the lifetime of discs being on the order of a few Myr.

Our results show that tidal circularization is very efficient during the PMS phase, rather inefficient during the MS, and becomes efficient again when the stars approach the RGB. To explain observations, Mathieu et al. (1992) discussed what they called a hybrid scenario, in which circularization periods for populations with ages up to \( \sim 1 \) Gyr were obtained through tidal interaction during the PMS, while some more circularization was needed after that time to account for the longest circularization periods of older populations. If interaction between tides and convection is the mechanism responsible for binary circularization, then, as we have shown, and as had already been argued by Zahn & Bouchet (1989), it cannot increase the circularization period during the MS. This is because the structure of the star, and therefore the eccentricity damping timescale \( t_e \), stays roughly constant during the MS. As \( t_e \) is larger than the age of the stars on the MS, there is hardly any circularization beyond what was achieved during the PMS. However, as the star reaches an age of 10 Gyr or so, the convective envelope expands and circularization becomes efficient again.

Our results are in broad agreement with observations, to the extent that they match the circularization periods of the PMS and Pleiades binaries and that of the old populations such as the field and the halo. Our results could still be adjusted to match those clusters if the circularization period of PMS binaries were reduced. There is however a large scatter of circularization periods determined from observations of clusters with ages between 0.2 and 6 Gyr, which is not consistent with our results. Revisiting those circularization periods following the argument presented in this paper may lead to a better agreement.

We have also calculated tidal dissipation in binaries containing a solar type star and a Jupiter mass planet. We have found that tidal interaction is dominated by dissipation in the planet, and yields a circularisation timescale of 1 Gyr for \( P_{\text{orb}} = 3 \) d, in agreement with observations (Bonomo et al. 2017). A more detailed application of our formalism to hot Jupiters will be published separately.

The calculations reported in this paper are based on the assumption that energy is transferred from the tides to the convective flow. Although we cannot calculate \( D_h \), as it involves the gradient of the convective velocity, we have argued that, over a timescale larger than the convective turnover timescale, all the energy is indeed lost from the tides. This is because, even though energy may go back and forth between the tides and the convective flow, it is ultimately transported to the stellar surface by the enthalpy flux after it is returned to the convective flow. Therefore, the orbital evolution timescales can be calculated by assuming \( D_h > 0 \). Such an interplay between tides and convection could be simulated numerically by setting up a system which allows for energy to be transported out of the flow domain.

The results presented in this paper confirm that the new formalism introduced in Terquem (2021) yields tidal energy dissipation rates which are consistent with the values expected for giant planets and late–type binaries, perhaps solving a longstanding puzzle.
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APPENDIX A: IDENTIFYING THE DIFFERENT TERMS IN THE ENERGY CONSERVATION EQUATION

Here, we show that the term $D_R$ can be interpreted unambiguously as the rate at which energy per unit mass is exchanged between the mean flow and the fluctuations. To this end, we retrace the steps that were outlined in paper I in order to obtain the conservation energy equation for the mean flow. Using the Reynolds decomposition in the $i$–component of Navier–Stokes equation, and averaging over a time long compared to the tidal period but small compared to the convective turnover timescales yields:

$$\rho \frac{\partial V_i}{\partial t} + \rho (V \cdot \nabla) V_i + \rho \langle (u' \cdot \nabla) u'_i \rangle = F_{Pi} + F_{\text{visc},i} + \langle f_i \rangle. \quad (A1)$$

where $F_{Pi}$ is the average pressure force per unit volume, $F_{\text{visc},i} = \partial S_{ij}/\partial x_j$ is the $i$–component of the average viscous force per unit volume, with $S_{ij}$ being the average viscous stress tensor, and $f_i$ is the external force per unit volume acting on the flow (its average is zero if only the tidal force contributes). We have:

$$S_{ij} = \rho v \left( \frac{\partial V_i}{\partial x_j} + \frac{\partial V_j}{\partial x_i} \right). \quad (A2)$$

Since the flow is incompressible, both the mean flow and the fluctuations are incompressible. Assuming $\rho$ constant and interchanging the derivatives and averages, we then have:

$$\rho \langle (u' \cdot \nabla) u'_i \rangle \equiv \rho \langle u'_i \frac{\partial u'_i}{\partial x_j} \rangle = \rho \frac{\partial}{\partial x_j} \langle u'_i u'_j \rangle \equiv -\frac{\partial R_{ij}}{\partial x_j}. \quad (A3)$$

Multiplying this equation by $V_i$, summing over $i$ and integrating over some arbitrary volume $V$ of fluid yields:

$$\int_V \int_V \frac{dK}{dt} \frac{1}{r} d\tau = \int_V \int_V F_{Pi} d\tau + \int_V \int_V F_{\text{visc},i} d\tau + \int_V \int_V F_{\text{fluc},i} d\tau, \quad (A5)$$

where:

$$\frac{dK}{dt} = V_j \frac{dK}{dx_j} \quad (A6)$$

is the Lagrangian derivative of the average kinetic energy per unit volume $K \equiv \rho V_i V_j/2$, and we have defined:

$$W_{\text{visc},i} = \int_V F_{\text{visc},i} d\tau, \quad W_{\text{fluc},i} = \int_V F_{\text{fluc},i} d\tau. \quad (A7)$$

Noting $\Pi$ the average pressure, and using the incompressibility of the average flow, the first term on the right–hand side of equation (A5) can be written as:

$$-\int_V \int_V V_i \frac{\partial \Pi}{\partial x_i} d\tau = -\int_V \int \frac{\partial}{\partial x_i} (\Pi V_i) d\tau = -\int_V \Pi V_i d\Sigma, \quad (A8)$$

where $\Sigma$ is the surface enclosing the volume $V$. This term represents the work done by the average pressure force on the surface of the volume of fluid. Similarly, the last term on the right–hand side of equation (A5) represents the work done by the average external force ($f_i$) on the volume of fluid. However, we now show that the other two terms do not represent the work done by the viscous and Reynolds stresses. Indeed,
the $i$-component of the viscous force exerted on a surface element $d\Sigma$ is $S_{ij}n_j \rho d\Sigma$, where $n_j$ is the $j$-component of the unit vector normal to the surface. Therefore, the work done by the viscous stress on the surface of the volume of fluid is:

$$W_{\text{visc, surf}} = \iiint_V S_{ij}n_j \rho d\Sigma = \iiint_V \frac{\partial}{\partial x_j} (V_i S_{ij}) d\tau = W_{\text{visc, vol}} + D_{\text{visc}}.$$  

(A9)

where we have defined:

$$D_{\text{visc}} = \iiint_V S_{ij} \frac{\partial V_i}{\partial x_j} d\tau.$$  

(A10)

In equation (A5), $W_{\text{visc, vol}}$ can be interpreted as the work done by the net viscous force $\mathbf{F}_{\text{visc}}$ acting on the *volume* of the fluid. For a small volume element moving with the bulk velocity $\mathbf{V}$, $W_{\text{visc, vol}}$ is equal to $\mathbf{V} \cdot \mathbf{F}_{\text{visc}}$ times the volume, and this work results only in a change of the bulk velocity of the volume. However, this is only part of the work $W_{\text{visc, surf}}$ done by the viscous stress. The other part, $D_{\text{visc}}$, is related to the *deformation* of the volume element with no change of its bulk velocity. This corresponds to energy which is irreversibly lost by the mean flow: it is converted into thermal energy (this can be explicitly shown by writing an equation for the conservation of entropy). The difference between $W_{\text{visc, vol}}$ and $W_{\text{visc, surf}}$ is due to the fact that the velocities vary across the volume element, and therefore the surface forces are exerted at points which move with different velocities. Similarly:

$$W_{\text{fluc, surf}} = \iiint_V V_i R_{ij} n_j d\Sigma = \iiint_V \frac{\partial}{\partial x_j} (V_i R_{ij}) d\tau = W_{\text{fluc, vol}} + D_{\text{fluc}}.$$  

(A11)

where we have defined:

$$D_{\text{fluc}} = \iiint_V R_{ij} \frac{\partial V_i}{\partial x_j} d\tau \equiv \iiint_V -\rho D_R d\tau.$$  

(A12)

The general form of the energy conservation equation has to be: rate of change of kinetic energy equal flux of energy through the surface, which is associated with the work done by internal stresses at the surface, plus work done by external forces plus $D$, where $D$ is the rate at which energy is irreversibly lost or gained by the flow. This enables us to identify unambiguously $D_{\text{visc}}$ as energy lost by the average flow (as it is positive definite) and $D_{\text{fluc}}$ as energy lost or gained depending on whether the term is positive or negative, respectively. As this term enters the energy conservation equation for the fluctuations with the opposite sign, it represents the exchange of energy between the fluctuations and the convective motions via the Reynolds stress. Energy is transferred from the fluctuations to the convective motions if $D_{\text{fluc}} < 0$, that is to say if the integral of $\rho D_R$ over the domain of the flow is positive.

APPENDIX B: COMMENTS ON BARKER & ASTOUL (2021)

In a recent paper, Barker & Astoul (2021, hereafter BA21) claim to show that $D_R$ cannot contribute to tidal dissipation. Their analysis is based on a study of Boussinesq and anelastic models.

We first note that BA21 misidentify the correct term responsible for the exchange of energy between the tide and convection. The authors set $I_{ec} \equiv \iiint a d\tau$ as the exchange term, where $\alpha = \rho \mathbf{V} \cdot (\mathbf{u}' \cdot \mathbf{V}' \mathbf{u}')$ and the integration is over the volume of the flow. In the Boussinesq approximation, and using BA21’s notations, an integration by parts yields $I_{ec} = -F + D$, with $D = \iiint \rho D_R d\tau$ and $F = \iiint (\rho' \mathbf{u}' \cdot \mathbf{V}) n_j d\Sigma$, where the integrals are over the volume and the bounding surface of the flow, respectively, and $n_j$ is the $j$-component of the normal to the surface. In the anelastic approximation, $I_{ec} = -F + D - t_1$, with $t_1 = \iiint \mathbf{u}'(\partial \mathbf{u}/\partial t) \cdot d\mathbf{V} d\tau$ and where $\mathbf{u}'$ is the density perturbation associated with the tide. However, it can be shown that, although $F$ and $t_1$ contribute to the change of kinetic energy of the mean flow, they do not contribute to that of the fluctuations. Apart from the surface terms (which are zero in BA21 and therefore only redistribute energy within the flow), the only coupling between the tide and convection which changes the kinetic energy of the tide is the so-called deformation work $D$. In other words, the *only term through which convection can extract energy from the tide is $D_R$.*

In the anelastic simulations, BA21 find that $D > 0$. They go on to claim that there is no energy exchange between the tide and convection on the basis of $I_{ec} = -F + D - t_1 = 0$. However, as we have just pointed out, $I_{ec}$ is not the correct term responsible for energy exchange between the tide and convection. The fact that $D > 0$ in this calculation would actually imply that kinetic energy is transferred from the tide to convection!

In the Boussinesq approximation, BA21 obtain $D = 0$ by assuming that either (1) $\mathbf{u}' \cdot \mathbf{n} = \mathbf{V} \cdot \mathbf{n} = 0$ along the bounding surface, where $\mathbf{n}$ is the vector normal to the distorted surface, or (2) $\mathbf{V} = 0$ everywhere on the bounding surface.

The condition $\mathbf{u}' \cdot \mathbf{n} = 0$ is generally *incompatible with an object which radiates as a blackbody* (or with appropriate surface radiative boundary conditions). When solving the stellar oscillation equations, the proper outer boundary conditions are i) that the surface is free, so that the Lagrangian variation of the pressure is zero, and ii) the surface radiates as a blackbody, which gives a relation between the Lagrangian changes in temperature and flux. The point here is that the tidal displacement of the surface cannot be specified arbitrarily: it must adjust to ensure that these two surface conditions be satisfied, and this requirement in fact produces a nonzero component along the normal to the (distorted) surface. It is this component which is responsible for the flux variation associated with stellar oscillations (Dziembowski 1977, Burkart et al. 2012, Bunting & Terquem 2021). In principle, a star could be mimicked by setting up a simulation with $\mathbf{u}' \cdot \mathbf{n} = 0$, if some energy loss from the surface were artificially added. However, such a tidal displacement, which does not satisfy the stellar oscillation equations, yields artificial constraints on global quantities, as demonstrated by the analysis of BA21, and is therefore not reliable.

Assuming the impenetrability condition, $\mathbf{V} \cdot \mathbf{n} = 0$, or the more restrictive no-slip condition, $\mathbf{V} = 0$, along the bounding surface implies that there is no flux of tidal kinetic energy through the (upper or lower) surface of the convective zone. Within the Boussinesq approximation, this means that no energy of any kind can be transported into or out of the convective zone. The impenetrability or no-slip boundary conditions make physical sense only if they are supplemented by an equation which enables the radiative heat flux to take
over the transport of energy when the convective fluxes of enthalpy and kinetic energy diminish near the surfaces. In fact, the sole emphasis on the kinetic energy flux is misplaced. Kinetic energy transferred by the tide to the convective flow becomes part of the overall kinetic energy of convection, and can be converted into thermal energy via pressure acting on eddies which expand or contract. This thermal energy is then transported towards the surface of the Sun by the enthalpy flux (Miesch 2005). Then, as fluid elements move up, more and more of the thermal energy they contain is transported away by photons. Therefore, even though there is no direct transport of kinetic energy through the surface of the convective zone, the tidal energy which is initially kinetic is transferred to the convective flow and escapes along with the rest of the energy that is already present in the convective zone. This whole complex process, which controls the transport of energy in the Sun, can only be captured by solving the full energy equation, including both kinetic and thermal energies, not just the kinetic energy equation in isolation, as done by BA21.

The numerical simulations performed by BA21 using the Boussinesq approximation and these artificial boundary conditions give the results predicted by their analysis. In the simulations, $V = 0$ at the surface and the tide is restricted to be irrotational everywhere. This set-up inevitably leads to the integral of $\rho D_R$ vanishing over the domain of the flow. The simulations, by construction, can only confirm the unsurprising result that an irrotational tide cannot exchange energy with an incompressible flow enclosed within rigid boundaries. This is, however, not relevant to stars or planets.

Finally, we emphasise that the standard term $D_{\text{st}}^\alpha$, which couples the Reynolds stress associated with the components of the convective velocity and the shear associated with the tide, is not an alternative to $D_R$. When $P \ll \epsilon_{\text{com}}$, $\langle D_{\text{R}}^\alpha \rangle = 0$ and the only term through which convection may extract energy from the tide is $D_R$. 
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