Spectral statistics for the difference of two Wishart matrices
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Abstract. In this work, we consider the weighted difference of two independent complex Wishart matrices and derive the joint probability density function of the corresponding eigenvalues in a finite-dimension scenario using two distinct approaches. The first derivation involves the use of unitary group integral, while the second one relies on applying the derivative principle. The latter relates the joint probability density of eigenvalues of a matrix drawn from a unitarily invariant ensemble to the joint probability density of its diagonal elements. Exact closed form expressions for an arbitrary order correlation function are also obtained and spectral densities are contrasted with Monte Carlo simulation results. Analytical results for moments as well as probabilities quantifying positivity aspects of the spectrum are also derived. Additionally, we provide a large-dimension asymptotic result for the spectral density using the Stieltjes transform approach for algebraic random matrices. Finally, we point out the relationship of these results with the corresponding results for difference of two random density matrices and obtain some explicit and closed form expressions for the spectral density and absolute mean.

1. Introduction

In recent years, there has been a surge in research activities related to composite random matrix ensembles which involve sums and products of matrices \[1,48\]. In this connection, in addition to the derivation of many crucial asymptotic and universal results, several integrable structures have been discovered which provide exact solutions to the spectral statistics of these ensembles. Aside from a mathematical interest, these composite ensembles naturally apply to a variety of problems in physics, engineering and related areas. For instance, sums and products of random matrices have been used in the context of multiple channel communication \[5,6,27,31\], quantum entanglement problem \[47\], neutral network analyses \[49,50\], and random supergravity theories \[51,53\]. Product of random matrices have also found applications in problems related to stochastic differential equations and Lyapunov exponents \[48,54,58\], fixed point analysis for multi-layered complex systems \[38\], and Markov chains with random transition probabilities \[39\].
The difference between two covariance matrices appears in various measures used for their comparison \cite{59, 60}. Since the covariance matrix resulting from a multivariate normal distribution is Wishart distributed, the difference between two Wishart matrices and the associated statistical quantities serves as a reference for their comparison purpose. Furthermore, the fixed (unit) trace variant of Wishart matrices model the Hilbert-Schmidt distributed density matrices \cite{61}, and has been extensively studied, see for example references \cite{62–67}. The difference between two such random density matrices plays a crucial role in quantum information theory in the context of distinguishability of quantum states \cite{68–74}. In the present work, we consider weighted difference of two finite-dimensional independent complex Wishart matrices. This can be viewed as a multivariate generalization of weighted difference of two chi-square or gamma-distributed random variables. Unlike the sum of complex Wishart matrices, which is positive-definite Hermitian in nature, the difference is Hermitian but not positive definite. Therefore, it requires some additional precaution to obtain exact results pertaining to the spectral statistics of the difference of Wishart matrices. We obtain the joint probability density of the eigenvalues of the difference using two approaches. The first one involves the use of unitary group integral and leads to a joint eigenvalue density which falls under the category of polynomial ensembles of random matrix theory \cite{18–23, 75, 76}. This category, in turn, belongs to that of Muttalib-Borodin biorthogonal ensembles \cite{77, 78}. The second approach, on the other hand, relies on the application of the so called derivative principle which gives a very interesting and powerful connection between the joint probability density of eigenvalues of a random matrix drawn from a unitarily invariant ensemble and that of its diagonal elements \cite{71, 79, 80}. This leads to the realization of a Pólya ensemble, i.e., polynomial ensemble of a derivative type \cite{22, 23, 76}. The polynomial-ensemble structure of the joint probability density enables us to write down the expressions for \( r \)-point correlation function in terms of determinants. We also consider large-dimension limit and provide asymptotic result for the spectral density using the Stieltjes transform approach for algebraic random matrices which relates to the computational free probability theory \cite{45}.

The presentation scheme in this paper is as follows. In section 2, we derive two expressions for the joint probability density of eigenvalues of the weighted difference of two independent complex Wishart matrices at finite dimension. Section 3 gives the corresponding exact results for the \( r \)-point correlation function. In section 4 we obtain exact analytical results for probabilities quantifying positivity of the spectrum, and also spectral moments. In section 5 an asymptotic result for the spectral density is provided. In section 6, we obtain some results for the spectral density and absolute mean for the difference of two random density matrices. We conclude in section 7 with summary and outlook.
2. Joint eigenvalue density for difference of two complex Wishart matrices

We consider two independent \( n \)-dimensional matrices \( W_1 \) and \( W_2 \) from the complex Wishart distributions \( \mathcal{CW}_n(n_1, \mathbb{I}_n) \) and \( \mathcal{CW}_n(n_2, \mathbb{I}_n) \), respectively, as defined in equation (1) below. Here, the parameter \( n \) is the dimension of the Wishart matrices, and \( n_1 \) and \( n_2 \) are the numbers of degrees of freedom for the two matrices, respectively; see equation (3). \( \mathbb{I}_n \) is the identity matrix of dimension \( n \), which serves as the covariance matrix for both \( W_1 \) and \( W_2 \). The corresponding probability density functions (PDFs) are [81],

\[
\mathcal{P}_j(W_j) = K_j \det(W_j)^{n_j-n} \exp(-\text{tr} W_j) \Theta(W_j), \quad j = 1, 2, \tag{1}
\]

where ‘det’ and ‘tr’ represent determinant and trace, respectively. The Heaviside theta function \( \Theta(\cdot) \) with matrix argument imposes positive-definiteness condition. The normalization factor \( K_j \) is given by [81],

\[
K_j = \left( \frac{\pi^{n(n-1)/2} \prod_{i=1}^{n} \Gamma(n_j - i + 1)}{\prod_{i=1}^{n}} \right)^{-1}. \tag{2}
\]

The random matrix \( W_j \) can be constructed as

\[
W_j = G_j G_j^\dagger, \quad j = 1, 2, \tag{3}
\]

where \( G_j \) are \((n \times n_j)\)-dimensional complex Ginibre random matrices governed by the PDFs

\[
\tilde{\mathcal{P}}_j(G_j) = \pi^{-nn_j} e^{-\text{tr} G_j G_j^\dagger}. \tag{4}
\]

Our aim is to calculate the eigenvalue statistics of the random matrix given by the weighted difference,

\[
H = a_1 W_1 - a_2 W_2, \tag{5}
\]

where \( a_1 \) and \( a_2 \) are positive scalars. It may be noted that the above is same as the difference \( \tilde{W}_1 - \tilde{W}_2 \), where \( \tilde{W}_1 \) and \( \tilde{W}_2 \) are from the distributions \( \mathcal{CW}_n(n_1, a_1^{-1} \mathbb{I}_n) \) and \( \mathcal{CW}_n(n_2, a_2^{-1} \mathbb{I}_n) \). Evidently, \( H \) is Hermitian but unlike \( W_j \) it is not positive-definite in general.

2.1. Approach based on unitary group integral

The PDF of \( H \) can be calculated using

\[
\mathcal{P}_H(H) = \int d[W_1] \int d[W_2] \delta(H - (a_1 W_1 - a_2 W_2)) \mathcal{P}_1(W_1) \mathcal{P}_2(W_2), \tag{6}
\]

where the \( \delta(\cdot) \) is the Dirac delta function with a matrix argument [82] and \( d[W_j] \) represents the product of differentials of all the independent components in \( W_j \), i.e.,
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\[ d[W_j] = \prod_{i=1}^n dW_{j,ii} \prod_{1 \leq k < l \leq n} \text{Re}(W_{j,kl}) \text{Im}(W_{j,kl}). \]

The integral over \( W_1 \) can readily be done, leaving us with

\[
\mathcal{P}_H(H) = a_1^{-n^2} \int d[W_2] \mathcal{P}_1(a_1^{-1}H + a_1^{-1}a_2W_2) \mathcal{P}_2(W_2),
\]

\[
= K_1K_2 a_1^{n(n-n_1)-n^2} e^{-a_1^{-1}\text{tr}H} \int d[W_2] \det(W_2)^{n_2-n} e^{-\text{tr}(1+a_1^{-1}a_2)W_2} \times \det(H + a_2W_2)^{n_1-n} \Theta(H + a_2W_2) \Theta(W_2). \tag{7}
\]

We used here \( \Theta(a_1^{-1}H + a_1^{-1}a_2W_2) = \Theta(H + a_2W_2) \), since \( a_1 > 0 \). Now, we consider the eigenvalue decomposition, \( W_2 = U^\dagger \Omega U \), where \( U \) is a unitary matrix and \( \Omega \) is a diagonal matrix containing the eigenvalues \( \{\omega_i\} \) of \( W_2 \). Also, let \( \{\lambda_i\} \) be the eigenvalues of \( H \).

The integral over \( W_2 \) can then be transformed into the integrals over the eigenvalues and the unitary matrix. Noting that \( \Theta(W_2) \) is equivalent to \( \omega_i > 0 \) for \( i = 1, \ldots, n \), we obtain

\[
\mathcal{P}(\{\lambda_i\}) = K_1K_2 V^2 a_1^{-n_1n} \Delta^2(\{\lambda_i\}) \prod_{i=1}^n e^{-\lambda_i/a_1} \int_0^{\infty} d\omega_1 \cdot \int_0^{\infty} d\omega_n \Delta^2(\{\omega_i\}) \times \prod_{j=1}^n \omega_j^{n_2-n} e^{-(1+a_1^{-1}a_2)\omega_j} \int d\mu(U) \det(H + a_2U^\dagger \Omega U)^{n_1-n} \Theta(H + a_2U^\dagger \Omega U). \tag{8}
\]

Here, \( \Delta(\{\omega_i\}) = \prod_{j<k}(\omega_k - \omega_j) \) is the Vandermonde determinant and \( V = \pi^{n(n-1)/2} \prod_{i=1}^n \Gamma(i+1) \) is the volume of the coset \( U(n)/[U(n) \times S(n)] \), with \( U(n) \) being the unitary group comprising \( n \)-dimensional unitary matrices and \( S(n) \) is the permutation group of \( n \) elements \([10]\). The integral over the above described coset can be performed using the result given in reference \([20]\). We obtain

\[
\mathcal{P}(\{\lambda_i\}) = K_1K_2 V^2 \left(-\frac{1}{a_2}\right)^{n(n-1)/2} a_1^{-n_1n} \prod_{s=0}^{n-1} \left(\frac{n_1 - 1}{s}\right)^{-1} \Delta(\{\lambda_i\}) \prod_{i=1}^n e^{-\lambda_i/a_1} \times \int_0^{\infty} d\omega_1 \cdot \int_0^{\infty} d\omega_n \Delta(\{\omega_i\}) \prod_{j=1}^n \omega_j^{n_2-n} e^{-(1+a_1^{-1}a_2)\omega_j} \det[(\lambda_j + a_2\omega_k)^{n_1-1}\theta(\lambda_j + a_2\omega_k)]_{j,k=1}^n,
\]

where \( \binom{a}{s} = \Gamma(a+1)/\Gamma(s+1)\Gamma(a-s+1) \) is the Binomial coefficient, and \( \theta(\cdot) \) represents Heaviside theta function with a scalar argument. The integrals over the eigenvalues \( \omega_j \) can be performed using Andréief’s integral formula \([83]\), which gives us the following after a little rearrangement of terms,

\[
\mathcal{P}(\{\lambda_i\}) = C \Delta(\{\lambda_i\}) \det[f_j(\lambda_k)]_{j,k=1}^n. \tag{10}
\]

Here, \( f_j(\lambda) \) is a piecewise continuous function,

\[
f_j(\lambda) = a_2^{j+n_2-n} e^{-\lambda/a_1} \int_0^{\infty} d\omega \omega^{n_2-n+j-1} e^{-(1+a_2/\lambda_1)\omega} (\lambda + a_2\omega)^{n_1-1}\theta(\lambda + a_2\omega)
\]

\[
= \begin{cases} 
  f_j^{(-)}(\lambda), & \lambda < 0, \\
  f_j^{(0)}(\lambda), & \lambda = 0, \\
  f_j^{(+)}(\lambda), & \lambda > 0.
\end{cases} \tag{11}
\]
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with

\[ f_j^{(-)}(\lambda) = \Gamma(n_1)(-\lambda)^{j+n_1+n_2-n-1} e^{\lambda/a_2} U\left(n_1, j + n_1 + n_2 - n, -\left(\frac{1}{a_1} + \frac{1}{a_2}\right) \lambda\right), \quad (12) \]

\[ f_j^{(0)}(\lambda) = \left(\frac{a_1a_2}{a_1 + a_2}\right)^{j+n_1+n_2-n-1} \Gamma(j + n_1 + n_2 - n - 1), \quad (13) \]

\[ f_j^{(+)}(\lambda) = \Gamma(j + n_2 - n)\lambda^{j+n_1+n_2-n-1} e^{-\lambda/a_1} U\left(j + n_2 - n, j + n_1 + n_2 - n, \left(\frac{1}{a_1} + \frac{1}{a_2}\right) \lambda\right). \quad (14) \]

In the above expressions, \( U(a, b, z) \) is the confluent hypergeometric function of the second kind (Tricomi function) \(^\text{[84]}\). The normalization factor is

\[ C = (-1)^{n(n-1)/2} n! a_1^{n_1} a_2^{n_2} K_1 K_2 \prod_{i=0}^{n-1} \left(\frac{n_i - 1}{i}\right)^{-1} \]

\[ = \frac{(-1)^{n(n-1)/2}}{n! a_1^{n_1} a_2^{n_2} \prod_{j=1}^{n} \left[\Gamma^2(j) \Gamma(n_1 - j + 1) \Gamma(n_2 - j + 1) \left(\frac{n_i - 1}{j-1}\right)\right]} \quad (15) \]

On the other hand, application of Andreief’s integral formula on \(^\text{[10]}\) yields an equivalent determinant based expression for \( C \), given by

\[ C = (n! \det[h_{j,k}])^n \quad (16) \]

where

\[ h_{jk} = \int_{-\infty}^{\infty} d\lambda \lambda^{k-1} f_j(\lambda) = h_{jk}^{(-)} + h_{jk}^{(+)} \quad (17) \]

with

\[ h_{jk}^{(-)} = \int_{-\infty}^{0} d\lambda \lambda^{k-1} f_j^{(-)}(\lambda) \]

\[ = (-1)^{k-1} \left(\frac{a_1a_2}{a_1 + a_2}\right)^{j+k+n_1+n_2-n-1} (k + n_1)_{j+n_2-n-1} \Gamma(k) \Gamma(n_1) \]

\[ \times 2F_1\left(k, j + k + n_1 + n_2 - n - 1, k + n_1, -\frac{a_2}{a_1 + a_2}\right), \quad (18) \]

\[ h_{jk}^{(+)} = \int_{0}^{\infty} d\lambda \lambda^{k-1} f_j^{(+)}(\lambda) \]

\[ = \left(\frac{a_1a_2}{a_1 + a_2}\right)^{j+k+n_1+n_2-n-1} (j + k + n_2 - n)_{n_1-1} \Gamma(j + n_2 - n) \]

\[ \times 2F_1\left(k, j + k + n_1 + n_2 - n - 1, j + k + n_2 - n, -\frac{a_1}{a_1 + a_2}\right). \quad (19) \]

Here, \((a)_b = \Gamma(a + b)/\Gamma(a)\) and \(2F_1(a; b; c; z)\) are Pochhammer symbol and Gauss hypergeometric function \(^\text{[84]}\), respectively.
2.2. Approach based on the derivative principle

We now obtain an alternative expression for the joint PDF of eigenvalues of $H$ with the aid of the derivative principle, which asserts the following very interesting and powerful relationship \(^1\)\(^2\)\(^3\)\(^4\)\(^5\):

$$\mathcal{P}(\{\lambda_i\}) = \frac{1}{\prod_{j=1}^{n} j!} \Delta(\{\lambda_i\}) \Delta \left( \left\{ -\frac{\partial}{\partial \lambda_i} \right\} \right) \mathcal{D}(\{\lambda_i\}). \tag{20}$$

Here $\mathcal{D}(\{\cdot\})$ is the joint PDF of the diagonal elements of $H$. From equation (3), it is clear that the diagonal elements $W_{j,\mu\nu} = \sum_{\nu=1}^{n} |G_{\mu\nu}|^2$ are independent and chi-square distributed (or gamma distributed) with the PDF,

$$p_j(W_{j,\mu\nu}) = \frac{1}{\Gamma(n_j)} W_{j,\mu\nu}^{n_j-1} e^{-W_{j,\mu\nu}} \theta(W_{j,\mu\nu}). \tag{21}$$

Therefore, the diagonal elements of $H$ are weighted difference of two such independent random variables, viz., $H_{\mu\nu} = a_1 W_{1,\mu\nu} - a_2 W_{2,\mu\nu}$. The PDF of $H_{\mu\nu}$ can be obtained by the characteristic function method. For example, from Ref. \(^7\)\(^6\), we have

$$\Phi(\kappa) = \int_0^\infty dW_{1,\mu\nu} \int_0^\infty dW_{2,\mu\nu} e^{i\kappa(a_1 W_{1,\mu\nu} - a_2 W_{2,\mu\nu})} p_1(W_{1,\mu\nu}) p_2(W_{2,\mu\nu})$$

$$= (1 - ia_1 \kappa)^{-n_1} (1 + ia_2 \kappa)^{-n_2}$$

$$= \sum_{\nu=1}^{n_1} \binom{n_1 + n_2 - \nu - 1}{n_2 - 1} \left( \frac{a_1}{a_1 + a_2} \right)^{n_2} \left( \frac{a_2}{a_1 + a_2} \right)^{n_1} (1 - ia_1 \kappa)^{-\nu}$$

$$+ \sum_{\nu=1}^{n_2} \binom{n_1 + n_2 - \nu - 1}{n_1 - 1} \left( \frac{a_2}{a_1 + a_2} \right)^{n_1} \left( \frac{a_1}{a_1 + a_2} \right)^{n_2} (1 + ia_2 \kappa)^{-\nu}. \tag{22}$$

Performing the inverse Fourier transform, yields the PDF for $H_{\mu\nu}$,

$$w(H_{\mu\nu}) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\kappa e^{-i\kappa H_{\mu\nu}} \Phi(\kappa) = \begin{cases} w(-)(H_{\mu\nu}), & H_{\mu\nu} < 0, \\ w(0)(H_{\mu\nu}), & H_{\mu\nu} = 0, \\ w(+)(H_{\mu\nu}), & H_{\mu\nu} > 0, \end{cases} \tag{23}$$

where

$$w(-)(u) = \sum_{\nu=1}^{n_2} \binom{n_1 + n_2 - \nu - 1}{n_1 - 1} \left( \frac{a_1}{a_1 + a_2} \right)^{n_2} \left( \frac{a_2}{a_1 + a_2} \right)^{n_1} (-u)^{-\nu} e^{u/a_2}, \tag{24}$$

$$w(0)(u) = \frac{\Gamma(n_1 + n_2 - 1)}{\Gamma(n_1) \Gamma(n_2)} a_1^{n_2-1} a_2^{n_1-1} \frac{(a_1 + a_2)^{n_1 + n_2 - 1}}{(a_1 + a_2)^{n_1 + n_2 - 1}}, \tag{25}$$

$$w(+)(u) = \sum_{\nu=1}^{n_1} \binom{n_1 + n_2 - \nu - 1}{n_2 - 1} \left( \frac{a_2}{a_1 + a_2} \right)^{n_1} \left( \frac{a_1}{a_1 + a_2} \right)^{n_2} u^{-\nu} e^{-u/a_1}. \tag{26}$$

The series in $w(-)(u)$ and $w(+)(u)$ above may be summed up in terms of the confluent hypergeometric function of the first kind (Kummer function) \(^6\), $\text{}_1F_1(a; b; z)$, to yield

$$w(-)(u) = \frac{\Gamma(n_1 + n_2 - 1)}{\Gamma(n_1) \Gamma(n_2)} a_1^{n_2-1} a_2^{n_1-1} e^{u/a_2} \text{}_1F_1 \left( \frac{1}{a_1 + a_2}; 1 \right) \left( 1 - n_2; 2 - n_1 - n_2; -\left( \frac{1}{a_1 + a_2} \right) u \right), \tag{27}$$

$$w(+)(u) = \frac{\Gamma(n_1 + n_2 - 1)}{\Gamma(n_1) \Gamma(n_2)} a_2^{n_1-1} a_1^{n_2-1} e^{-u/a_1} \text{}_1F_1 \left( \frac{1}{a_1 + a_2}; 1 \right) \left( 1 - n_2; 2 - n_1 - n_2; \left( \frac{1}{a_1 + a_2} \right) u \right). \tag{28}$$
Now, since $H_{\mu\mu}$ are independent, their joint PDF is given by $\mathcal{D}(H_{11},...,H_{nn}) = \prod_{\mu=1}^{n} w(H_{\mu\mu})$. Therefore, from equation [20], we obtain the desired joint PDF of eigenvalues of $H$ as,

$$\mathcal{P}(\{\lambda_i\}) = \frac{1}{\prod_{j=1}^{n} j!} \Delta(\{\lambda_i\}) \Delta \left( \left\{ -\frac{\partial}{\partial \lambda_i} \right\} \right) \prod_{i=1}^{n} w(\lambda_i).$$  (29)

This falls under the class of Pólya ensemble of random matrices [22, 23, 76]. Next, we observe that $\Delta \left( \left\{ -\frac{\partial}{\partial \lambda_i} \right\} \right) = (-1)^{n(n-1)/2} \det \left[ \frac{\partial^{j-i} w(\lambda_k)}{\partial \lambda_i^{j-1}} \right]_{j,k=1}^{n}$ acts on the product involving $w(\lambda_i)$. Clearly, it can be recast in the form shown below.

$$\mathcal{P}(\{\lambda_i\}) = \frac{(-1)^{n(n-1)/2}}{\prod_{j=1}^{n} j!} \Delta(\{\lambda_i\}) \det \left[ \frac{\partial^{j-i} w(\lambda_k)}{\partial \lambda_i^{j-1}} \right]_{j,k=1}^{n} \tilde{C} \Delta(\{\lambda_i\}) \det[\tilde{f}_j(\lambda_k)]_{j,k=1}^{n},$$  (30)

where

$$\tilde{C} = \frac{(-1)^{n(n-1)/2}}{\prod_{j=1}^{n} j! \Gamma(j+1)},$$  (31)

and $\tilde{f}_j(\lambda) = \partial^{j-i} w(\lambda)/\partial \lambda_i^{j-1}$. Remarkably, $w(\lambda)$ is sufficiently smooth such that the derivatives $\partial^{j-i} w(\lambda)/\partial \lambda_i^{j-1}$ exist for $j = 2, ..., n$. In fact, as demonstrated in the Appendix A, the derivatives exist up to $j = n_1 + n_2 - 1$ and hence $w(\lambda)$ is an $(n_1 + n_2 - 2)$-times differentiable function. An example is shown in figure 1, where we consider $n_1 = 2, n_2 = 3, a_1 = 2/3, a_2 = 1/5$ and plot $w(\lambda)$ and its derivatives. Now, as also demonstrated in the Appendix A, we find that

$$\tilde{f}_j(\lambda) = \begin{cases} \tilde{f}_j^{(-)}(\lambda), & \lambda < 0, \\ \tilde{f}_j^{(0)}(\lambda), & \lambda = 0, \\ \tilde{f}_j^{(+)}(\lambda), & \lambda > 0, \end{cases}$$  (32)

with

$$\tilde{f}_j^{(-)}(\lambda) = \sum_{\nu=1}^{n_2} \left( \frac{n_1 + n_2 - \nu - 1}{n_1 - 1} \right) (-1)^{\nu-j} a_1^{n_2-\nu} a_2^{n_1-\nu} e^{\lambda/a_2} \mathcal{L}_{\nu-1}^{(j-\nu)} \left( -\frac{\lambda}{a_2} \right),$$  (33)

$$\tilde{f}_j^{(0)}(\lambda) = \frac{\Gamma(n_1 + n_2 - 1)}{\Gamma(n_1) \Gamma(n_2)} \frac{a_1^{n_2-\nu} a_2^{n_1-\nu}}{(a_1 + a_2)^{n_1+n_2-\nu}} e^{-\lambda/a_2} \mathcal{L}_{\nu-1}^{(j-\nu)} \left( -\frac{\lambda}{a_2} \right),$$  (34)

$$\tilde{f}_j^{(+)}(\lambda) = \sum_{\nu=1}^{n_1} \left( \frac{n_1 + n_2 - \nu - 1}{n_2 - 1} \right) (-1)^{\nu-j} a_1^{n_2-\nu} a_2^{n_1-\nu} e^{-\lambda/a_1} \mathcal{L}_{\nu-1}^{(j-\nu)} \left( \frac{\lambda}{a_1} \right).$$  (35)

Here, $\mathcal{L}_{j}^{(a)}(z)$ is the associated Laguerre polynomial [84, 86], which may be equivalently expressed in terms of confluent hypergeometric function using the relationship $\mathcal{L}_{j}^{(a)}(z) = \ldots$
Figure 1: Plots of $w(\lambda)$ as in equation (23) and its derivatives up to fourth order for $n_1 = 2, n_2 = 3, a_1 = 2/3, a_2 = 1/5$. We can see that the left and right derivatives do not agree at $\lambda = 0$ in the last plot.

$((a + 1)j/\Gamma(j + 1))_1 F_1(-j; a + 1; z)$. Similar to equation (16), the normalization factor can also be obtained using

$$\tilde{C} = (n! \det[\tilde{h}_{jk}]_{j,k=1}^n)^{-1},$$

with

$$\tilde{h}_{jk} = \int_{-\infty}^{\infty} d\lambda \lambda^{k-1} f_j(\lambda) = \tilde{h}_{jk}^{(-)} + \tilde{h}_{jk}^{(+)}.$$  

Here,

$$\tilde{h}_{jk}^{(-)} = \int_{-\infty}^{0} d\lambda \lambda^{k-1} f_j^{(-)}(\lambda)$$

$$= \sum_{\nu=1}^{n_2} \binom{n_1 + n_2 - \nu - 1}{n_1 - 1} \binom{k - 1}{j - 1} \frac{(-1)^{k-1}a_1^{n_2-\nu}a_2^{n_1+k-j}}{(a_1 + a_2)^{n_1+n_2-\nu}} \frac{\Gamma(j)\Gamma(\nu + k - j)}{\Gamma(\nu)}$$

$$= \frac{(-1)^{k+1}\Gamma(k)\Gamma(n_1 + n_2 - 1)}{\Gamma(n_1)\Gamma(n_2)} \frac{a_1^{n_2-1}a_2^{n_1-j+k}}{(a_1 + a_2)^{n_1+n_2-1}} 2 F_1 \left( 1 - j + k, 1 - n_2; 2 - n_1 - n_2; \frac{a_1 + a_2}{a_1} \right),$$

and

$$\tilde{h}_{jk}^{(+)} = \int_{0}^{\infty} d\lambda \lambda^{k-1} f_j^{(+)}(\lambda)$$

$$= \sum_{\nu=1}^{n_2} \binom{n_1 + n_2 - \nu - 1}{n_2 - 1} \binom{k - 1}{j - 1} \frac{(-1)^{j-1}a_1^{n_2+k-j}a_2^{n_1-\nu}}{(a_1 + a_2)^{n_1+n_2-\nu}} \frac{\Gamma(j)\Gamma(\nu + k - j)}{\Gamma(\nu)}$$

$$= \frac{(-1)^{j+1}\Gamma(k)\Gamma(n_1 + n_2 - 1)}{\Gamma(n_1)\Gamma(n_2)} \frac{a_1^{n_2-j+k}a_2^{n_1-1}}{(a_1 + a_2)^{n_1+n_2-1}} 2 F_1 \left( 1 - j + k, 1 - n_1; 2 - n_1 - n_2; \frac{a_1 + a_2}{a_2} \right).$$

It turns out that $\tilde{h}_{j,k} = \tilde{h}_{k,j}^{(-)} + \tilde{h}_{k,j}^{(+)} = 0$ for $j > k$, and hence the normalization factor can be evaluated only using the diagonal elements, i.e., $\tilde{C} = (n! \prod_{j=1}^{n} \tilde{h}_{jj})^{-1}$.

We note that since equations (10) and (30) serve as the joint probability density of eigenvalues of $H$, they have to be equivalent. Indeed on evaluating them explicitly for a given set of parameters leads to identical expressions. We verified this in Mathematica using symbolic computation for several sets of parameter values. However, proving the equivalence for the general case seems difficult.
Figure 2: Plots of the spectral density of weighted difference of Wisharts matrices, 
\( H = a_1 W_1 - a_2 W_2 \). Comparison between analytical results (solid lines) and Monte Carlo simulations (histograms) for different sets of parameters: (a) \( n = 4, n_1 = 5, n_2 = 7, a_1 = 2/3, a_2 = 8/7 \) (b) \( n = 7, n_1 = 11, n_2 = 7, a_1 = 2, a_2 = 1 \) (c) \( n = 10, n_1 = 11, n_2 = 11, a_1 = 1, a_2 = 1 \).

3. Correlation functions

The expressions for the joint probability density of eigenvalues of \( H \) found in the preceding section are of polynomial-ensemble type \[18, 75\], and therefore the \( r \)-point correlation function,

\[
R_r(\lambda_1, ..., \lambda_r) = \frac{n!}{(n-r)!} \int_{-\infty}^{\infty} d\lambda_{r+1} \cdots \int_{-\infty}^{\infty} d\lambda_n \mathcal{P}(\{\lambda_i\})
\]

(40)
can be written using the known results. A generalization of the Andréej’s integration formula \[12,87\] gives for the joint PDF given in equation (10),

\[
R_r(\lambda_1, ..., \lambda_r) = (-1)^r n! C \prod_{i=1}^{r} w(\lambda_i) \det \left[ \begin{bmatrix} 0_{j=1,...,r, k=1,...,r} & [\lambda^{k-1}]_{j=1,...,r, k=1,...,n} \\ [f_j(\lambda_k)]_{j=1,...,n, k=1,...,r} & [h_{jk}]_{j=1,...,n, k=1,...,r} \end{bmatrix} \right].
\]

(41)

Equivalently, we have \[78\],

\[
R_r(\lambda_1, ..., \lambda_r) = \det[S(\lambda_j, \lambda_k)]_{j,k=1,...,r},
\]

(42)

where the kernel \( S(\lambda, \mu) \) is given by

\[
S(\lambda, \mu) = n! C \sum_{i=1}^{n} \lambda^{i-1} \det \left[ h_{jk} \right]_{j=1,...,n, k=1,...,i-1} \left[ f_j(\mu) \right]_{j=1,...,n, k=i} \left[ h_{jk} \right]_{j=1,...,n, k=i+1,...,n}.
\]

(43)

Similarly, by replacing \( C, f_j(\lambda_k) \) and \( h_{jk} \) in the above equations by \( \tilde{C}, \tilde{f}_j(\lambda_k) \) and \( \tilde{h}_{jk} \), we have the correlation function expression corresponding to equation (30). We provide Mathematica \[88\] codes as ancillary files for obtaining the spectral density (the first order marginal density),

\[
p(\lambda) = S(\lambda, \lambda)/n.
\]

(44)

In figure 2, we show the spectral density based on the results obtained above for some combinations of the parameters. Monte Carlo simulation based results are also displayed using histograms. We can see a very good agreement in all cases.
4. Positivity of eigenvalues and spectral moments

In this section, we compute some important quantities associated with the eigenvalues of the matrix $H$. Since we are examining the eigenvalues of two positive-definite matrices, one is naturally interested in calculating the probability that the difference is also positive definite. Evidently, this equals the probability that all eigenvalues of $H$ are positive, which can be calculated as

$$P^+ = \int_0^\infty d\lambda_1 \cdots \int_0^\infty d\lambda_n \mathcal{P}(\{\lambda_i\}). \quad (45)$$

We can apply Andreief’s integral formula to obtain the above from the equation (10),

$$P^+ = n! C \det [h^{(+)}_{jk}]_{j,k=1}^n \frac{\det [h^{(+)}_{jk}]_{j,k=1}^n}{\det [h_{jk}]_{j,k=1}^n}, \quad (46)$$

where $C$, $h_{jk}$ and $h^{(+)}_{jk}$ are as in equations (15) or (16), (17), and (19). Similarly, the probability that all eigenvalues of $H$ are negative is given by

$$P^- = \int_0^\infty d\lambda_1 \cdots \int_0^\infty d\lambda_n \mathcal{P}(\{\lambda_i\}) = n! C \det [h^{(-)}_{jk}]_{j,k=1}^n \frac{\det [h^{(-)}_{jk}]_{j,k=1}^n}{\det [h_{jk}]_{j,k=1}^n}, \quad (47)$$

where $h^{(-)}_{jk}$ is given in (18). It should be noted that $P^+ + P^- \neq 1$, except when $n = 1$.

Next, we examine the probability $p^+$ of a generic eigenvalue of $H$ being positive, and therefore also get the information about the fraction of occurrence of positive eigenvalues on average. Moreover, it gives the probability that the spectral density has a positive support. We have,

$$p^+ = \int_0^\infty d\lambda p(\lambda) = \frac{1}{n} \int_0^\infty d\lambda S(\lambda, \lambda). \quad (48)$$

To evaluate the above, we use the expression of $S(\lambda, \lambda)$ from (43), push the $\lambda^{i-1}$ appearing before the determinant in the $i$th column, and apply the $\lambda$-integral on this column. This gives us,

$$p^+ = (n - 1)! C \sum_{i=1}^n \det [h_{jk}]_{j=1,\ldots, i-1}^{k=1,\ldots, n} [h^{(+)}_{jk}]_{j=1,\ldots, n}^{k=1,\ldots, n} [h_{jk}]_{j=1,\ldots, n}^{k=i+1,\ldots, n}. \quad (49)$$

In a similar fashion, the probability $p^-$ of a generic eigenvalue of $H$ being negative is obtained as

$$p^- = (n - 1)! C \sum_{i=1}^n \det [h_{jk}]_{j=1,\ldots, i-1}^{k=1,\ldots, n} [h^{(-)}_{jk}]_{j=1,\ldots, n}^{k=1,\ldots, n} [h_{jk}]_{j=1,\ldots, n}^{k=i+1,\ldots, n}. \quad (50)$$

Here, we do have $p^+ + p^- = 1$.

We now evaluate the spectral moment,

$$\langle \lambda^n \rangle = \int_{-\infty}^\infty d\lambda \lambda^n p(\lambda) = \frac{1}{n} \int_{-\infty}^\infty d\lambda \lambda^n S(\lambda, \lambda). \quad (51)$$
Similar to equation (48) above, this integral can also be evaluated to give us

$$\langle \lambda^{\gamma} \rangle = (n-1)! C \sum_{i=1}^{n} \det \left[ [h_{jk}]_{j=1,\ldots,n}^{k=1,\ldots,i-1} [h_{jk}]_{j=1,\ldots,n}^{k=i} [h_{jk}]_{j=1,\ldots,n}^{k=i+1,\ldots,n} \right].$$

(52)

We can also calculate the absolute moment, i.e., the average of $|\lambda^{\gamma}|$. We have,

$$\langle |\lambda^{\gamma}| \rangle = (n-1)! C \sum_{i=1}^{n} \det \left[ [h_{jk}]_{j=1,\ldots,n}^{k=1,\ldots,i-1} [h_{jk}^{(+)} + (-1)^{-\gamma} h_{jk}^{(-)}]_{j=1,\ldots,n}^{k=i} [h_{jk}]_{j=1,\ldots,n}^{k=i+1,\ldots,n} \right].$$

(53)

It is evident that when $\gamma$ is an even integer, we have $\langle |\lambda^{\gamma}| \rangle = \langle \lambda^{\gamma} \rangle$.

The above quantities can equivalently be written in terms of the $\tilde{C}$, $\tilde{h}_{jk}^{(+)}$, $\tilde{h}_{jk}^{(-)}$ and $\tilde{h}_{jk}$ which appear in section 2.2.

5. Asymptotic result for the spectral density

The exact spectral density expressions obtained in the preceding section involves determinant. As such, it becomes difficult to obtain explicit symbolic expressions beyond $n = 10$ or so. Therefore, in this section we obtain a large-dimension asymptotic spectral density expression analogous to Wigner’s semicircle density or Marčenko-Pastur density which can easily evaluate results even when $n$ is 1000 or more. We consider the scaled Wishart matrices

$$W_j = \frac{1}{n_j} W_j, \quad j = 1, 2,$$

(54)

so that the results in reference [45] can directly be applied. We also define the parameters $c_j = n/n_j$. Clearly, we have $0 < c_j \leq 1$. Now, we consider large $n, n_1, n_2 \gg 1$ and proceed to obtain the asymptotic spectral density of

$$H = \alpha_1 W_1 - \alpha_2 W_2,$$

(55)

for positive scalars $\alpha_1$ and $\alpha_2$. We note that the corresponding result for $H$ of equation (5) can be obtained by setting $\alpha_j = n_j a_j$. The above matrix model falls under the class of algebraic random matrices as defined in reference [45] and therefore we can adopt the polynomial method approach developed therein. The key quantity in this context is the Stieltjes transform associated with the asymptotic spectral density $\hat{p}(\lambda)$,

$$s(z) = \int_{-\infty}^{\infty} \frac{\hat{p}(\lambda)}{\lambda - z} d\lambda, \quad z \in \mathbb{C} \setminus \mathbb{R}.$$

(56)

The spectral density is recovered back using the Stieltjes-Perron inversion formula [89],

$$\hat{p}(\lambda) = \frac{1}{\pi} \lim_{\epsilon \to 0^+} \text{Im}[s(\lambda + i\epsilon)].$$

(57)

We obtain the Stieltjes transform $s(z)$ of the asymptotic eigenvalue density for $H$ using the methodology laid out in reference [45]. It involves the stepwise construction of the desired composite matrix model from its constituents and calculation of the associated bivariate polynomials $L(s, z)$. By solving $L(s, z) = 0$ for $s$, in terms of $z$, one obtains the Stieltjes transform $s(z)$. The inversion formula then leads to the asymptotic spectral
Table 1: Successive bivariate polynomials generated during the construction of $\mathcal{H}$ from $\mathcal{W}_1$ and $\mathcal{W}_2$.

| Matrix | Bivariate polynomial |
|--------|----------------------|
| $A_1 = \mathbb{1}_n$ | $L_1(s, z) = (1 - z)s - 1$ |
| $A_2 = \mathcal{W}_2 \cdot \mathbb{1}_n$ | $L_2(s, z) = L_1 \left( (1 - c_2 - c_2zs), \frac{z}{1-c_2-c_2zs} \right)$ |
| $A_3 = -\alpha_2 A_2$ | $L_3(s, z) = L_2 \left( -\alpha_2 s, -\frac{z}{\alpha_2} \right)$ |
| $A_4 = \alpha_1 \mathcal{W}_1 + A_3$ | $L_4(s, z) = L_3 \left( s, z - \frac{\alpha_1}{1 + s\alpha_1 c_1} \right)$ |

density. In Table I, we compile the implemented sequence of operations for constructing the matrix $\mathcal{H}$ from the matrices $\mathcal{W}_1$ and $\mathcal{W}_2$. From the table, we observe that $\mathcal{H} = A_4$ and therefore the Stieltjes transform for the associated eigenvalue density is obtained by solving $L_4(s, z) = 0$. The latter turns out to be a cubic equation in $s$,

$$g_3 z^3 + g_2 z^2 + g_1 z + g_0 = 0,$$

where the $z$-dependent coefficients are given by

$$g_3(z) = c_1 c_2 \alpha_1 \alpha_2 z,$$
$$g_2(z) = (c_2 \alpha_2 - c_1 \alpha_1) z + (c_1 c_2 - c_1 - c_2) \alpha_1 \alpha_2,$$
$$g_1(z) = -z + (1 - c_1) \alpha_1 - (1 - c_2) \alpha_2,$$
$$g_0(z) = -1.$$  \hspace{1cm} (59)

Once $s(z)$ is determined, the inversion formula \[57\] needs to be applied to arrive at $\hat{\rho}(\lambda)$. However, it is a nontrivial task to identify the “correct” $s(z)$ out of the three roots. We know that, for a cubic equation, the roots can be expressed in terms of radicals and explicit results can be obtained, for example, using Cardano’s method. After some effort, aided with Mathematica \[88\], we are able to identify the correct solution and thereby obtain the asymptotic eigenvalue density. Let us define

$$G(\lambda) = \left[ \frac{\eta(\lambda) + \sqrt{\eta^2(\lambda) - 4\zeta^3(\lambda)}}{2} \right]^{1/3},$$  \hspace{1cm} (60)

with

$$\zeta(\lambda) = g_2^2(\lambda) - 3g_1(\lambda)g_3(\lambda),$$
$$\eta(\lambda) = 2g_2^3(\lambda) - 9g_1(\lambda)g_2(\lambda)g_3(\lambda) + 27g_0(\lambda)g_3^2(\lambda).$$  \hspace{1cm} (61) \hspace{1cm} (62)

The asymptotic spectral density is then given by

$$\hat{\rho}(\lambda) = \frac{\text{sign}(\lambda)}{2\sqrt{3} \pi g_3(\lambda)} \left( G(\lambda) - \frac{\zeta(\lambda)}{G(\lambda)} \right) 1_{[\lambda_-, \lambda_+]},$$  \hspace{1cm} (63)

where $1_{[\lambda_-, \lambda_+]}$ is the indicator function, meaning that the density is nonzero only in $[\lambda_-, \lambda_+]$. The extremes $\lambda_-$ and $\lambda_+$ are determined from the two real roots of the quartic equation $[\eta^2(\lambda) - 4\zeta^3(\lambda)]/\lambda^2 = 0$. We note that $\eta^2(\lambda) - 4\zeta^3(\lambda)$ is a sixth
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degree polynomial in $\lambda$, but possesses $\lambda^2$ as a factor, and hence the division results in a quartic polynomial. We also observe that outside $[\lambda_-, \lambda_+]$, $\eta^2(\lambda) - 4\zeta^3(\lambda)$ becomes negative, thereby rendering its square-root as complex. It is possible to obtain the roots of $[\eta^2(\lambda) - 4\zeta^3(\lambda)]/\lambda^2$ explicitly using Ferrari’s method. However, it is known that these results are extremely lengthy and therefore it is far more convenient to simply locate the extremes by solving the quartic equation numerically. One important point to note is that the cube root in equation (60) should be evaluated to a real value if its argument happens to be negative, e.g. $(-8)^{1/3} = -2$, and not one of the two other complex solutions.

As already mentioned, the asymptotic eigenvalue density for $H$ can be obtained by setting $\alpha_j = n_j a_j$ in the above expressions. We should remark that the above asymptotic result also applies to the difference of real Wishart matrices with probability densities proportional to $\det(W_j)^{(n_j-n-1)/2} \exp(-\frac{1}{2} \text{tr} W_j) \Theta(W_j), \ j = 1, 2$; cf. equation (1). We provide Mathematica code for computing the above asymptotic density in the ancillary material.

In figure 3 we show the comparison of asymptotic densities along with the Monte Carlo simulation results. We find that already for values of $n$ as small as 8, the asymptotic result performs fairly well. For large dimension, it is practically indistinguishable from the empirical density obtained from simulation, as can be seen in the $n = 50$ case.

6. Difference of two random density matrices

The difference of two random density matrices, the Helstrom matrix, plays a fundamental role in quantum information theory. Various distance measures involve this difference and, among other things, it is quite useful in distinguishing given quantum states [68, 71, 74]. Let us consider two random density matrices $\rho_1$ and $\rho_2$ of dimension

Figure 3: Plots of the spectral density of weighted difference of Wishart matrices, $H = a_1 W_1 - a_2 W_2$. Comparison between asymptotic results (solid lines) and Monte Carlo simulations (histograms) for different sets of parameters: (a) $n = 8, n_1 = 11, n_2 = 11, a_1 = 1, a_2 = 1$ (b) $n = 15, n_1 = 18, n_2 = 20, a_1 = 1/2, a_2 = 3/5$ (c) $n = 50, n_1 = 100, n_2 = 200, a_1 = 2, a_2 = 3/4$. In plots (a) and (b) exact results for the spectral density are also shown with the aid of dashed lines.
n distributed according to the Hilbert-Schmidt measure, viz.,

$$\mathcal{P}_j^{(F)}(\rho_j) = \Gamma(nn_j)K_j \det(\rho_j)^{n_j-n} \delta(\text{tr} \rho_j - 1)\Theta(\rho_j), \quad \tag{64}$$

where $K_j$ is as in equation (2). In the context of random matrix theory, the above corresponds to fixed (unit) trace Wishart ensemble, and hence we have used the superscript ‘$(F)$’ above. The above measure over the $n$-dimensional reduced state $\rho_1$ (and $\rho_2$) is induced by the operation of partial tracing over the other constituent of dimension $n_1$ (resp., $n_2$) from a random bipartite pure state living in an $nn_1$ (resp., $nn_2$) -dimensional Hilbert space. If a single bipartite system is considered, then $\rho_1$ and $\rho_2$ need to be independent. The joint probability density of eigenvalues of the difference

$$\sigma = \rho_1 - \rho_2, \quad \tag{65}$$

has been derived in reference [71] for $n_1 = n_2$ case using the derivative principle by first obtaining the joint probability density of diagonal elements of $\sigma$ as a contour integral. However, due to its complicated structure, an explicit expression for the spectral density could be obtained for $n = 2$ only. Fortunately, the asymptotic spectral density is known

Figure 4: Plots of the spectral density of difference of two random density matrices, $\sigma = \rho_1 - \rho_2$. Comparison between analytical results and Monte Carlo simulations for different values of parameters: (a) $n = 2, n_1 = 3, n_2 = 4$ (b) $n = 3, n_1 = 3, n_2 = 5$ (c) $n = 6, n_1 = 6, n_2 = 6$.

Figure 5: Plots of the spectral density of difference of two random density matrices, $\sigma = \rho_1 - \rho_2$. Comparison between large-dimension asymptotic results and Monte Carlo simulations for different choices of parameters: (a) $n = 20, n_1 = 20, n_2 = 20$ (b) $n = 50, n_1 = 70, n_2 = 90$ (c) $n = 100, n_1 = 400, n_2 = 300$. 
in the large dimension limit for \( n_1 = n_2 \) case [71,72]. In the following, we exploit the relationship of \( \sigma \) with the difference \( H \) of Wishart matrices to obtain explicit expressions of the spectral density for some low-dimension cases in the general scenario when \( n_1 \) and \( n_2 \) may differ. Furthermore, we provide asymptotic result for large dimension limit in this general case.

It can be shown that for the Helstrom matrix \( \sigma \), the matrix probability density, joint probability density of eigenvalues and all correlation functions can be obtained from the corresponding expressions for the difference of Wishart matrices using a double Fourier-Laplace inversion. This is similar to the well known Fourier-Laplace relationship from the corresponding expressions for the difference of Wishart matrices using a double joint probability density of eigenvalues and all correlation functions can be obtained of the spectral density for some low-dimension cases in the general scenario when \( n \) and \( \sigma \) relationship of

\[
p(\sigma) = \Gamma(n_1)\Gamma(n_2)L^{-1}[s_1^{-n_1}s_2^{-n_2}p(s_1^{-1}, s_2^{-1}, x), \{s_1, s_2\}, \{t_1, t_2\}]_{t_1=1=t_2}.
\]

Likewise, the spectral moments in the present case can be related to those of the matrix \( H \). However, due to complicated structure of the expressions involved, it is not feasible to obtain general results in the present case by performing the double Laplace inversion. Nonetheless, we may obtain explicit answers for small values of \( n, n_1, n_2 \) on a case-by-case basis. For \( n = 2 \), there is an \( x \rightarrow -x \) symmetry in \( p(\sigma)(x) \) for any \( n_1, n_2 \), i.e., the densities are symmetric about \( x = 0 \). For \( n > 2 \), if the spectral density for \( n_2 \geq n_1 \) case is \( p(\sigma)(x) \), then for \( n_2 \leq n_1 \) it is given by \( p(\sigma)(-x) \). It should also be noted that the density vanishes outside \([-1,1]\).

We compile the exact results for \( p(\sigma)(x) \) and the average \( \langle |x| \rangle_\sigma = \int_{-1}^{1} dx |x|p(\sigma)(x) \), for \( 2 \leq n \leq n_1 \leq n_2 \leq 4 \) in Table 2. The average of \( |x| \) is related to the trace-distance between the density matrices \( \rho_1 \) and \( \rho_2 \) and gives the average optimal probability of distinguishing them [68,72]. Further exact results for \( p(\sigma)(x) \) and \( \langle |x| \rangle_\sigma \) are provided for \( 2 \leq n \leq n_1 \leq n_2 \leq 6 \) in an accompanying Mathematica file along with plots of the spectral density. As far as the positivity of support \( p^+ \) is concerned for the difference of two density matrices, due to the above discussed symmetry of the spectral density, it is 1/2 for \( n = 2 \) and arbitrary \( n_1, n_2 \) and for \( n > 2 \), it is again 1/2 when \( n_1 = n_2 \). For other combinations, one may attempt to evaluate \( p^+ \) on a case-by-case basis using the computed spectral density. The positivity aspect is useful for the study of entanglement criteria in quantum information theory, see for example the reference [90] for the case of the partial transposition.

In figure[4] we show the plots for spectral density of difference of two random density matrices for some example values of parameters. Monte Carlo simulation results are also shown and agree very well with the analytical results.

For asymptotic limit of large dimensions, viz., \( 1 \ll n \leq n_1 \leq n_2 \), the result from the preceding section can be used to obtain the density here also. The average trace for both the matrices \( \mathcal{W}_1 \) and \( \mathcal{W}_2 \) is \( n \). Therefore, in the asymptotic limit, we consider \( \alpha_1 = \alpha_2 = 1/n \) in equation (55) and then the equation (63) captures the spectral density.
Table 2: Spectral density $p^{(\sigma)}(x)$ for Helstrom matrix $\sigma = \rho_1 - \rho_2$ and the corresponding absolute mean $\langle |x| \rangle_\sigma$ for various combinations of the dimensions $n, n_1$ and $n_2$. The notation $\{x \to -x\}$ means that the expression for $0 \leq x \leq 1$ follows from that of $-1 \leq x \leq 0$ by changing $x$ to $-x$. Outside $[-1, 1]$, the density is zero.

| $n$ | $n_1$ | $n_2$ | $p^{(\sigma)}(x)$ | $\langle |x| \rangle_\sigma$ |
|-----|-------|-------|--------------------|--------------------------|
| 2   | 2     | 2     | $6x^2(1 + x)^2(2 - x)$, $\{x \to -x\}$, | 18, 156009               |
|     |       |       | $-1 \leq x \leq 0$ | $\frac{35}{2907}$       |
|     | 2     | 3     | $12x^2(1 + x)^3(1 - 3x + x^2)$, $\{x \to -x\}$, | 10, 1495                |
|     |       |       | $-1 \leq x \leq 0$ | $\frac{21}{5}$          |
| 2   | 2     | 4     | $6x^2(1 + x)^4(2 - 8x + 20x^2 - 5x^3)$, $\{x \to -x\}$, | 5, 5394                |
|     |       |       | $-1 \leq x \leq 0$ | $\frac{11}{231}$        |
| 2   | 3     | 3     | $\frac{30}{7}x^2(1 + x)^4(1 - 16x + 12x^2 - 3x^3)$, $\{x \to -x\}$, | 100, 1184              |
|     |       |       | $-1 \leq x \leq 0$ | $\frac{429}{3315}$      |
| 2   | 3     | 4     | $20x^2(1 + x)^5(1 - 5x^2 + 9x^3 - 5x^4 + x^5)$, $\{x \to -x\}$, | 175, 490               |
|     |       |       | $-1 \leq x \leq 0$ | $\frac{1287}{490}$      |
|     | 4     | 4     | $\frac{149}{53}(1 + x)^6(6 - 36x + 82x^2 - 72x^3 + 30x^4 - 5x^5)$, $\{x \to -x\}$, | $\frac{2058}{1184}$   |
|     |       |       | $-1 \leq x \leq 0$ | $\frac{979}{2907}$      |
| 3   | 3     | 3     | $\frac{8}{143}(1 + x)^6(24 - 144x - 1064x^2 + 2058x^3 + 9772x^4 - 18158x^5 + 18088x^6 - 11753x^7 + 4494x^8 - 749x^9)$, $\{x \to -x\}$, | $\frac{429}{156009}$  |
|     |       |       | $-1 \leq x \leq 0$ | $\frac{156009}{48950}$  |
| 3   | 3     | 4     | $\frac{220}{88179}(1 + x)^9(572 - 5148x - 6831x^2 + 198759x^3 - 76527x^4 - 2406294x^5 + 4903878x^6 - 5613012x^7 + 4481748x^8 - 2583459x^9 + 1026651x^{10} - 249615x^{11}) + 27735x^{12}$, $\{x \to -x\}$, | $\frac{1495}{5394}$   |
|     |       |       | $-1 \leq x \leq 0$ | $\frac{156009}{48950}$  |
| 4   | 4     | 4     | $\frac{2}{46523}(1 + x)^{12}(251940 - 3023280x + 79319110x^2 - 807719640x^3 - 3849356784x^4 + 12770088968x^5 + 23325866928x^6 - 70508450649x^7 + 97987112860x^8 - 97689979023x^9 + 77811833736x^{10} - 51349726064x^{11} + 2824904872x^{12} - 12756361800x^{13} + 4561977896x^{14} - 1207136637x^{15} + 208188708x^{16} - 17349059x^{17}$, $\{x \to -x\}$, | $\frac{1495}{5394}$   |
|     |       |       | $-1 \leq x \leq 0$ | $\frac{5394}{1495}$     |
of difference of two random density matrices. We show some examples in figure 5.

7. Summary and Conclusion

In this work, we derived the joint probability density of eigenvalues of weighted difference of two Wishart matrices of finite dimension using two approaches. Corresponding exact expressions for the correlation functions were also provided. Spectral moments and quantities to assess positivity of the eigenvalues were also derived. Additionally, we derived a large-dimension asymptotic result for the spectral density. These results were then employed to obtain some exact finite-dimension results and also a large-dimension asymptotic result for the spectral density of difference of two random density matrices. We compared our analytical results with Monte Carlo simulations and found very good agreements.

Our focus in the present work was on the global spectral statistics of the difference of two Wishart matrices and two random density matrices. It would be of much interest to investigate the corresponding extreme eigenvalues, as well as local aspects of the spectra which would reveal the universal features of these composite random matrix ensembles.
Appendix A. Differentiability of $w(x)$

We prove here that the derivative $\partial^{j-1}w(\lambda)/\partial \lambda^{j-1}$ exists for $j = 2, \ldots, n_1 + n_2 - 1$. It is clear from equation (22) that $w(\lambda)$ is analytic for both $\lambda < 0$ and $\lambda > 0$, and the derivatives in these regions can be obtained readily. The expressions given in (33) and (35) follow from (24) and (26) by applying Rodrigues formula [86],

$$
\frac{d^k(e^{-x}x^{k+a})}{dx^k} = \Gamma(k+1)e^{-x}x^a L_k^{(a)}(x),
$$

followed by the result [86],

$$
L_k^{(a)}(x) = (-x)^{-a} \frac{\Gamma(k + a + 1)}{\Gamma(k + 1)} L_{k+a}^{(-a)}(x),
$$

so that,

$$
\frac{d^k(e^{-x}x^{k+a})}{dx^k} = (-1)^a \Gamma(k + a + 1)e^{-x}L_{k+a}^{(-a)}(x).
$$

We now demonstrate the differentiability of $w(\lambda)$ at $\lambda = 0$ below. To this end, we show that

$$
\lim_{\epsilon \to 0^-} \frac{1}{\epsilon^{j-1}} \sum_{\mu=0}^{j-1} (-1)^{\mu+j-1} \binom{j-1}{\mu} w(\mu\epsilon)
$$

$$
= \lim_{\epsilon \to 0^+} \frac{1}{\epsilon^{j-1}} \sum_{\mu=0}^{j-1} (-1)^{\mu} \binom{j-1}{\mu} w((j-1-\mu)\epsilon),
$$

i.e., the left and right derivatives are equal for $j = 2, \ldots, n_1 + n_2 - 1$. Focussing on the left derivative, we have,

$$
\lim_{\epsilon \to 0^-} \frac{1}{\epsilon^{j-1}} \sum_{\mu=0}^{j-1} (-1)^{\mu+j-1} \binom{j-1}{\mu} w(\mu\epsilon)
$$

$$
= \lim_{\epsilon \to 0^-} \frac{(-1)^{j-1}}{\epsilon^{j-1}} \left[ w^{(0)}(0) + \sum_{\mu=1}^{j-1} (-1)^{\mu} \binom{j-1}{\mu} w^{(-)}(\mu\epsilon) \right]
$$

$$
= \lim_{\epsilon \to 0^-} \frac{(-1)^{j-1}}{\Gamma(j)} \sum_{\mu=1}^{j-1} (-1)^{\mu} \binom{j-1}{\mu} \frac{\partial^{j-1}w^{(-)}(\mu\epsilon)}{\partial \epsilon^{j-1}},
$$

where we used L’Hospital’s rule in the last step. Now, we use the expression for $w^{(-)}(\mu\epsilon)$ from equation (24) to obtain its $(j-1)$-th derivative with respect to $\epsilon$. We have

$$
\frac{\partial^{j-1}w^{(-)}(\mu\epsilon)}{\partial \epsilon^{j-1}} = \sum_{\nu=1}^{n_2} \binom{n_1 + n_2 - \nu - 1}{n_1 - 1} \frac{a_1^{n_2-\nu}a_2^{n_1-\nu}}{(a_1 + a_2)^{n_1+n_2-\nu\Gamma(\nu)}} \frac{\partial^{j-1}(-\mu\epsilon)^{\nu-1}e^{\mu\epsilon/a_2}}{\partial \epsilon^{j-1}}
$$

$$
= \sum_{\nu=1}^{n_2} \binom{n_1 + n_2 - \nu - 1}{n_1 - 1} \frac{(-1)^{\nu-1}a_1^{n_2-\nu}a_2^{n_1-\nu}}{(a_1 + a_2)^{n_1+n_2-\nu\Gamma(\nu)}} \frac{\partial^{j-1}(\mu\epsilon)^{\nu-1}e^{\mu\epsilon/a_2}}{\partial \epsilon^{j-1}}
$$

$$
= \sum_{\nu=1}^{n_2} \binom{n_1 + n_2 - \nu - 1}{n_1 - 1} \frac{(-1)^{\nu-1}a_1^{n_2-\nu}a_2^{n_1-\nu}}{(a_1 + a_2)^{n_1+n_2-\nu\Gamma(\nu)}} \frac{\partial^{j-1}e^{\mu\epsilon/a_2}}{\partial \epsilon^{j-1}}
$$

$$
= \sum_{\nu=1}^{n_2} \binom{n_1 + n_2 - \nu - 1}{n_1 - 1} \frac{(-1)^{\nu-1}a_1^{n_2-\nu}a_2^{n_1-\nu}}{(a_1 + a_2)^{n_1+n_2-\nu\Gamma(\nu)}} \frac{\partial^{j-1}e^{\mu\epsilon/a_2}}{\partial \epsilon^{j-1}}.
$$
In the second step of the above calculation we used Rodrigues formula (A.1) and in last step we used the relation (A.2). Now, the limit \( \epsilon \to 0 \) can be conveniently taken by using the result \( L_k^{(a)}(0) = (k + a)_k \), giving us

\[
\lim_{\epsilon \to 0} \frac{\partial^{-1}w(\epsilon)(\mu \epsilon)}{\partial \epsilon^{-1}} = \sum_{j=1}^{n_2} \left( \begin{array}{c} n_1 + n_2 - 2 - j \\ n_1 - 1 \end{array} \right) (-1)^{j-1} a_1^{n_2 - \nu - 1} a_2^{n_1 - j} (a_1 + a_2)^{n_1 + n_2 - 2} \mu^{j-1} (\nu - 1) \\
= \frac{\Gamma(n_1 + n_2 - 1)}{\Gamma(n_1) \Gamma(n_2)} \frac{a_1^{n_2 - 1} a_2^{n_1 - j}}{(a_1 + a_2)^{n_1 + n_2 - 1}} 2F_1 \left( 1 - j, 1 - n_2; 2 - n_1 - n_2; \frac{a_1 + a_2}{a_1} \right). \quad (A.7)
\]

The Gauss hypergeometric function in the second step terminates due to presence of negative parameters and equals the finite series appearing in the preceding step. Now, we plug this expression in (A.5) and use the following summation result

\[
\sum_{j=1}^{n_2} (-1)^{j-1} \left( \begin{array}{c} j - 1 \\ \mu \end{array} \right) \mu^{j-1} = (-1)^{j-1} \Gamma(j). \quad (A.8)
\]

This can be proved by noting that \( x^l \) is infinitely differentiable for non-negative integer \( l \), and therefore if we consider \( l = j - 1 \), then \( d^{j-1}x^j/dx^{j-1} |_{x=0} = \Gamma(j) \). On the other hand, if we consider instead of \( w(x) \), the function \( x^{j-1} \) in either of the summations on two sides of (A.5), then we obtain \( d^{j-1}x^j/dx^{j-1} |_{x=0} = \sum_{j=1}^{n_2} (-1)^{j-1} \left( \begin{array}{c} j - 1 \\ \mu \end{array} \right) \mu^{j-1} \).

Therefore, we have the result (A.8), and consequently from (A.5),

\[
\lim_{\epsilon \to 0} \frac{1}{\epsilon^{j-1}} \sum_{\mu=0}^{j-1} (-1)^{\mu+j-1} \left( \begin{array}{c} j - 1 \\ \mu \end{array} \right) \mu^{j-1} \Gamma(j)^{\mu} \\
= \frac{\Gamma(n_1 + n_2 - 1)}{\Gamma(n_1) \Gamma(n_2)} \frac{a_1^{n_2 - 1} a_2^{n_1 - j}}{(a_1 + a_2)^{n_1 + n_2 - 1}} 2F_1 \left( 1 - j, 1 - n_2; 2 - n_1 - n_2; \frac{a_1 + a_2}{a_1} \right). \quad (A.9)
\]

Similarly, it can be shown that the right \( (j-1) \)-th derivative is given by

\[
\lim_{\epsilon \to 0^+} \frac{1}{\epsilon^{j-1}} \sum_{\mu=0}^{j-1} (-1)^{\mu+j-1} \left( \begin{array}{c} j - 1 \\ \mu \end{array} \right) \mu^{j-1} \Gamma(j)^{\mu} \\
= \frac{\Gamma(n_1 + n_2 - 1)}{\Gamma(n_1) \Gamma(n_2)} \frac{(-1)^{j-1} a_1^{n_2 - j} a_2^{n_1 - 1}}{(a_1 + a_2)^{n_1 + n_2 - 1}} 2F_1 \left( 1 - j, 1 - n_1; 2 - n_1 - n_2; \frac{a_1 + a_2}{a_2} \right). \quad (A.10)
\]

Now, we can use the Pfaff transform result for nonnegative \( l \),

\[
2F_1(-l, a; c; z) = (1 - z)^l 2F_1 \left( -l, c - a; c; \frac{z}{z - 1} \right), \quad (A.11)
\]

provided all of \( a, c, c - a \) are not integers in the interval \( (1 - l, 0] \) \( 91 \). For (A.10), this condition requires that \( j - 1 < n_1 + n_2 - 1 \) and then the Pfaff transform can be applied, which transforms (A.10) identically to (A.9). In other words, the left and right derivatives agree for \( j = 2, 3, ..., n_1 + n_2 - 1 \). If this condition is not met, then the derivatives from two sides do not agree at \( \lambda = 0 \). It can be also seen that (33) and (35) agree for the limit \( \lambda \to 0 \) when \( j = 2, 3, ..., n_1 + n_2 - 1 \).
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