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Abstract: This study entailed the estimation of wind loads performed using computational fluid dynamics (CFD) simulations for four typical offshore vessels and for a Floating Production, Storage, and Offloading (FPSO) and shuttle tanker in a side-by-side configuration on offloading. For all vessels, under the wind heading condition, four meshes were used to carry out the verification and validation (V&V) study to check the numerical uncertainty. The CFD simulation results for the aerodynamic coefficients were compared with wind tunnel tests from the Offloading Operability 2 JIP. All CFD simulation results show generally good agreement with the experimental data, and the overall trend of the coefficients are well captured. In addition, the effect on the gap sizes between the FPSO and shuttle tanker in the range of 4–30 m was examined. On this basis, the shielding effect was analyzed according to the size of the gap between the two ships.
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1. Introduction

Wind loads on operating vessels and offshore structures can significantly affect the ship motions, maneuvering situations, and mooring of offshore constructions at sea. The performance and safety of floating vessels depend on an accurate prediction of wind loads at the design stage. The impact of wind loads has become increasingly important as vessels have become larger and operating speeds have increased [1,2]. Wind loads can reach approximately 20% of the total load on the vessel and lead to an increase in the required horsepower, especially in rough weather [3,4].

To date, wind tunnel tests have been commonly used to estimate wind loads. A wide range of wind tunnel tests for various types of ships were carried out to investigate the air resistance and wake generated by superstructures [5–10] and to determine wind forces and wind load coefficients [11–17]. However, they have some limitations such as scale effect, blockage effect due to the limited tunnel size, and difficulties in modeling the atmospheric boundary layer profile. Recently, computational fluid dynamics (CFD) simulations have been accompanied by wind tunnel tests in various engineering fields [18–22]. CFD modeling can be an insightful analysis tool with a similar accuracy compared to experimental approaches. One of the strongest advantages of numerical simulation is that it can easily provide a detailed view of the full range of flow characteristics around target objects. There are several important modeling factors for CFD simulations of wind loads, such as geometry modeling, correct representation of the atmospheric boundary velocity profile, and grid dependency. Koop et al. (2010) [23] reported that the simulated drag
coefficients differ by approximately 20% between two cases using the geometry of the Floating Production, Storage, and Offloading (FPSO) used in the experiment and the simplified geometry. In addition, the simulated drag coefficients using different inlet velocity profiles can vary by as much as 60% [24,25]. In Koop et al. (2010) [23], on the other hand, the wind load coefficients were determined for a shuttle tanker, FPSO, and tandem-offloading configuration with the shuttle tanker located in the wake of an FPSO. They concluded that the wind loads on single vessels could be obtained with reasonable accuracy compared to the experimental data; however, for the loads on the shielded vessel, more research is required. The CFD capabilities for estimating wind loads have increased since 2010, and it is expected that the reasonable accuracy achieved by [23] could be improved more drastically in the near future.

In this study, first, the CFD simulations for the estimation of wind loads for a single vessel of the FPSO, shuttle tanker, membrane-type, and moss-type Liquefied natural gas (LNG) carriers (LNGC) will be performed. In addition, a verification study was conducted to determine the numerical uncertainty with four different grids for each vessel and heading angle. In the validation process, the numerical verification and validation (V&V) tool suggested by [26] was employed, which was based on the V&V work in [27].

Furthermore, the CFD prediction of wind loads during a side-by-side configuration is also investigated with different gap sizes between two vessels ranging from 4–30 m. The simulation results were compared with those of the wind tunnel test that was carried out within the offshore operability 2 (OO2) JIP. Therefore, the main goal of this study is to estimate the wind loads on vessels and validate the CFD simulation results through a comparison with experimental data. More specifically, the objectives are as follows:

- to obtain wind load coefficients on single vessels of different shapes;
- to assess the current status of wind load simulations for single vessels in terms of accuracy;
- to determine the numerical accuracy in side-by-side configuration; and
- to investigate the effect of gap size on shielding coefficients in CFD.

2. Numerical Solver and Experimental Data

2.1. CFD Code: ReFRESCO

In this study, all simulations were performed using ReFRESCO (Available online: https://www.refresco.org (accessed on 8 May 2022)), which is a community-based open-usage/open-source CFD code for maritime applications. It can solve multiphase (unsteady) incompressible viscous flows using the Reynolds-averaged Navier-Stokes (RANS) equations, complemented with turbulence models, cavitation models, and volume-fraction transport equations for different phases [28]. In this study, however, the following continuity and RANS equations were introduced as the governing equations to simply solve compressible viscous fluids:

\[
\frac{\partial U_i}{\partial t} + U_j \frac{\partial U_i}{\partial x_j} = - \frac{1}{\rho} \frac{\partial p}{\partial x_i} + \nu \left( \frac{\partial U_i}{\partial x_j} - \frac{U_i U_j}{U^2} \right) + g_i, \tag{2}
\]

where \( U_i \) is the velocity, \( \rho \) is the density of fluid, \( t \) is time, \( x_i \) is the position of fluid, \( p \) is the pressure, \( \nu \) is kinematic viscosity, \( \overline{u_i u_j} \) is the turbulence shear stress and \( g_i \) is the gravity.

The governing equations are discretized using a finite-volume approach with cell-centered collocated variables in strong-conservation form, and a pressure-correction equation based on the SIMPLE algorithm is used to ensure mass conservation. At each implicit time step, the nonlinear system for velocity and pressure is linearized using Picard’s method, and either a segregated or coupled approach is used [29].

The implementation is face-based, which permits grids with elements consisting of an arbitrary number of faces (hexahedrons tetrahedrons, prisms, pyramids, etc.), as well as h-refinement (hanging nodes). State-of-the-art CFD features such as moving, sliding,
and deforming grids, as well as automatic grid adaptation (refinement and/or coarsening) are available. Coupling with rigid-body (rigid-body 6-DOF) and flexible-body structural equations of motion (Fluid-Structure-Interaction, FSI) is also possible. For turbulence modeling, both RANS/URANS and Scale-Resolving Simulation (SRS) models, such as SAS, DDES/IDDES, XLES, PANS, and LES approaches, can be used. The code is parallelized using MPI and subdomain decomposition and runs on Linux workstations and HPC clusters. Couplings with propeller models (RANS-BEM coupling), fast-time simulation tools (XMF), and wave generation potential flow codes (OceanWave3D, SWASH) are possible.

The ReFRESCO is currently being developed and verified, and its several applications are being validated at MARIN (Wageningen, The Netherlands) in collaboration with various universities.

2.2. Atmospheric Boundary Layer Modeling

The atmospheric boundary layer (ABL) plays an important role in the wind load on offshore constructions [30]. Offshore structures are mainly located in this boundary layer and are affected by the variation in velocity depending on the height of the structure.

The wind profile introduced in this study and the wind tunnel test can be described as:

\[ U(z) = C U_{\text{ref}} \left( \frac{z}{z_{\text{ref}}} \right)^{\alpha}, \]

where \( U_{\text{ref}} \) is the reference velocity, typically at \( Z_{\text{ref}} = 10 \) m height, \( C = 1.0 \) is a constant, and \( \alpha = 0.12 \) is the power exponent describing the height dependence, which was obtained by tuning the theoretical profile to the wind tunnel result [23].

Figure 1 presents a comparison of the velocity profile with the target profile and the differences in velocity versus height, in which the target velocity profile was used in the wind tunnel test and the other profiles were obtained from the CFD simulation at different locations in the computational domain. To generate the wind profile, as established through sensitivity tests, the surface roughness was set to 2.189, and the eddy viscosity (\( \nu_T/\nu \)) and \( y^+ \) were set to 10 and 1, respectively. It can be seen that the differences between CFD and the target profile at the target location where a model is to be positioned are less than 1.3%.

2.3. Uncertainty of Wind Tunnel Experiments

During the Offshore Operability 2 JIP, a series of wind tunnel tests were conducted in a DNW-LST wind tunnel [31]. Figure 2 shows the models used in the test. The scale of the models was set at 1:250. Four repeated tests were conducted for the moss-type LNG carrier, which gives an estimate of the experimental uncertainty. For example, the measured \( C_x \) according to the wind headings, as indicated in Figure 3a, the standard deviation for each heading cannot be directly determined because the loads are not identical between repeated tests. Therefore, a polynomial trend line was fitted through the measured data, as shown in Figure 3b. Based on the fitted polynomial function, the mean coefficient and standard deviation for a specific heading were determined, as presented in Table 1. The numerical uncertainty obtained in this manner is the highest with a heading of approximately 90° for \( C_x \), with a maximum uncertainty of up to 54%, but this may not be the most relevant coefficient for that heading. The experimental uncertainty contains more components than the repeatability, which are not estimated here.
Figure 1. Comparison of velocity profiles employed in the wind tunnel test (dashed black line) and CFD (colored lines) in the (left panel), and the difference between the target profile and CFD profile at the center of the domain in the (right panel).

Figure 2. Vessel models for wind tunnel tests. (a) FPSO; (b) shuttle tanker; (c) membrane-type LNGC; and (d) moss-type LNGC.
Figure 2. Vessel models for wind tunnel tests. (a) FPSO; (b) shuttle tanker; (c) membrane-type LNGC; and (d) moss-type LNGC.

Figure 3. Comparison of four wind tunnel tests of moss-type LNGC. Schemes follow the same formatting. (a) Measured x-force coefficients; and (b) trend lines.

Table 1. Experimental uncertainty analysis for moss-type LNGC.

| Headings (°) | Mean (m/s) | Standard Deviation (m/s) | Uncertainty (%) |
|--------------|------------|--------------------------|-----------------|
| 0            | 1.45       | 0.025                    | 1.7             |
| 45           | 1.22       | 0.014                    | 1.2             |
| 90           | 0.10       | 0.009                    | 9.6             |
| 135          | −1.25      | 0.018                    | −1.5            |
| 180          | −2.62      | 0.149                    | −5.7            |

3. Wind Loads on Single Vessels

3.1. Numerical Setup

For the CFD simulations, the wind tunnel geometry for each vessel was set to a scale of 1:250.

As shown in Figure 4, a cylindrical domain was employed such that one mesh can be used for all headings. The radius of the domain was set to four times the ship length \(= 4L_{ref} \), which means that the domain size will vary for each vessel. The top boundary is at a height of 2.25 m and is identical to that of the wind tunnel section. In other words, it can be said that no blockage correction was applied in the computational domain of the present simulation because the blockage effect was low (<0.5% for each vessel).

For each vessel, four grids with different grid numbers were generated using Hexpress 5.2, a commercial software used for grid generation. Figure 5 shows an overview of the coarsest mesh for each vessel. The number of cells used for each mesh is listed in Table 2. Cells (or control volumes) were locally refined on the vessel surfaces and in the wake of each vessel.

The average \( y^+ \) is below 0.5 on the vessel surfaces, and no wall functions were adopted. Considering the steady state, the momentum equation is solved using the higher-order QUICK scheme, and the SST \( k-\omega \) turbulence model is introduced [32].

At the side and outflow boundaries, a constant static pressure was specified, and a zero normal gradient condition was imposed for the velocity. At the top boundary of the numerical domain, a free-slip wall condition was imposed, and the vessel surfaces were treated as a no-slip boundary.
can be said that no blockage correction was applied in the present simulation because the blockage effect was low.

To check the convergence of the numerical simulations, the residuals for the shuttle tanker simulations, plotted in Figures 6 and 7, it can be confirmed that they converge at approximately three or four orders of magnitude.

The reported coefficients are the average of iterations. Figure 6 shows that using a finer mesh allows for a slig-

ter velocity. At the top boundary of the computational domain, a free slip wall condition was imposed, and the vessel surfaces were treated as no slip boundary.

At the side and outflow boundaries, a constant static pressure was specified, and a zero normal gradient condition was imposed for the velocity. At the top boundary of the computational domain, a free slip wall condition was imposed, and the vessel surfaces were treated as no slip boundary.

In most cases, there is no significant difference between the results of case #3 and #4. 

Figure 4. Computational domain for wind loads on FPSO.

(a) (b)

(c) (d)

Figure 5. Computational grid system for wind load on offshore vessels. (a) FPSO; (b) Shuttle tanker; (c) Membrane-type LNGC; (d) Moss-type LNGC.

Table 2. Computational meshes used for CFD calculations.

| Vessels         | Number of Cells |
|-----------------|-----------------|
|                 | Case#1 | Case#2 | Case#3 | Case#4 |
| FPSO            | 22.5M   | 10M    | 6.7M   | 5M     |
| Shuttle tanker  | 23M     | 9M     | 6M     | 4.1M   |
| Membrane LNGC   | 35M     | 15M    | 9.2M   | 6M     |
| Moss LNGC       | 37M     | 18M    | 12M    | 9.5M   |
To check the convergence of the numerical simulations, the residuals for the shuttle tanker and for the aerodynamic forces and moments on the membrane-type LNGC are plotted in Figures 6 and 7, respectively. For all vessels, 5000 iterations were conducted, and residuals stagnated over 1500 iterations. Figure 6 shows that using a finer mesh allows a slightly further reduction in the residuals. It is ensured that numerical convergence is sufficient, with a reduction in the residuals $L_2$-norm by three or four orders of magnitude. Additionally, when checking the forces and moments acting on the vessel along the iteration history, as shown in Figure 7, it can be confirmed that they converge at approximately 2500 iterations. The reported coefficients are the average of 3000 to 5000 iterations. To check the independence of mesh, some samples of the results for the FPSO are shown in Figure 8. In most cases, there is no significant difference between the results of cases #3 and #4.

Figure 6. Residuals $L_2$-norm of the shuttle tanker simulations, $\alpha = 0^\circ$. (a) finest mesh; (b) coarsest mesh.

Figure 7. Convergence of forces and moments for the membrane-type LNGC, $\alpha = 0^\circ$, 30$^\circ$, 60$^\circ$, and 90$^\circ$. (a) forces; (b) moments.
3.2. Numerical Verification

The goal of the numerical verification procedure is to quantify the numerical uncertainty and is a purely numerical exercise. The MARIN V&V tool \([26,27,33,34]\) has been used in this study. Numerical simulations were carried out for four vessels with four meshes with headings from 0° to 180°, at intervals of 15°. To obtain the numerical uncertainty, the following set of equations is solved:

\[
\begin{align*}
\delta_{RE} &= \phi_i - \phi_o = ah_i^p \\
\delta_1 &= \phi_i - \phi_o = ah_i \\
\delta_2 &= \phi_i - \phi_o = ah_i^2 \\
\delta_{12} &= \phi_i - \phi_o = a_1h_i + a_2h_i^2.
\end{align*}
\]

(4)

where \(\phi_i\) is the coefficient of interest obtained on grid \(i\), \(\phi_o\) is an estimate of the exact value \(\phi_{exact}\), \(a\) is a constant, \(h_i\) is the typical cell size of grid \(i\) (using different initial mesh numbers), and \(p\) is the observed order of grid convergence. These four equations were solved in the least-squares sense, with and without weights. The selected error estimator depends on the observed order of accuracy \(p\) and the standard deviation of the fits. The value is given a larger weight on finer grids, where better results are expected. Once the error has been estimated, it is combined with a safety factor to yield the uncertainty estimator \(U_\phi\) as follows:

\[
\phi_i - U_\phi \leq \phi_{exact} \leq \phi_i + U_\phi,
\]

(5)

where the comparison error \(\phi_i\) is the difference between the simulated result \(S_\phi\) and experimental measurement \(D_\phi\)

\[
\phi_i = S_\phi - D_\phi.
\]

(6)

\(U_\phi\) is the validation uncertainty, which is a consequence of the numerical \(U_\delta\) from grid refinement studies \([35]\) and experimental \(U_D\) from information reported in the literature, which unfortunately does not always provide the required values of \(U_D\) and input parameter \(U_I\) uncertainties, as follows:

\[
U_{\phi}^2 = U_{\delta}^2 + U_D^2 + U_I^2.
\]

(7)

Figure 8 shows the selection of the verification results of the FPSO and shuttle tanker for \(C_x\) (180° heading), \(C_y\) (90° heading), and \(C_m\) (135° heading), in which the simulated
coefficients are indicated on the y-axis and the relative mesh (step) size on the x-axis. The relative step size can be calculated as:

$$\text{Relative step size} = \sqrt[3]{\frac{n_1}{n_i}}$$

(8)

where $n_1$ is the total number of cells, and $n_i$ is the number of cells for mesh $i$. The finest mesh had a relative mesh size of 1, whereas the coarsest mesh had a relative mesh size of approximately 2. Ideally, it is desirable to use a wider range of relative mesh sizes. The mesh settings for the single vessels were chosen to intentionally limit the number of cells for simulations of a single vessel to ~25M cells to ensure that they were used in the same way for the side-by-side configuration cases.

Figure 9. Verification results for FPSO (left) and shuttle tanker (right). (a) $C_x$ at 180° heading; (b) $C_y$ at 90° heading; (c) $C_m$ at 135° heading.

From all examples in Figure 9, as the simulated coefficients become monotonous with increasingly fine meshes, it seems that the numerical uncertainty ($U$) is low and the observed order of accuracy ($p$) value is close to 2, similar to that of the QUICK discretization scheme. This implies that the problem is not very sensitive to the mesh size used, and the numerical uncertainty is generally below 5%.

When the calculated coefficients are non-monotonically converging or diverging with grid refinement, a relatively large uncertainty is found. For diverging coefficients, the small
range in relative step size results in a large numerical uncertainty, not helped by a safety factor of 3, which is applied for non-converging coefficients. The fitted curve is not close to the order of the discretization method used. The large numerical uncertainty indicates that the results are very sensitive to a small change in the numerical mesh. This can, for instance, be due to the change in the separation point on the hull when the mesh is slightly changed. For these headings, it is important to have control over the numerical mesh to ensure that the numerical uncertainty is low. Modeling errors can be quantified only when the uncertainty is low.

3.3. Validation

After quantifying the numerical uncertainty, the results are compared to the wind tunnel experiments. For each vessel, the CFD results for the finest mesh are compared with the experiments in Figures 10–13, in which the uncertainty bars in the figures are obtained from the numerical uncertainty results. Even though the repeated uncertainty of the wind tunnel tests has been quantified, the wind tunnel tests do not have an uncertainty bar because the magnitudes of the other uncertainties cannot be quantified.

Overall, the CFD results were in close agreement with the wind tunnel experiments. For the FPSO, the largest deviation is found for $C_x$ at $105^\circ$, but owing to the large numerical uncertainty, this is not considered a significant deviation. Similar conclusions hold for the membrane-type LNGC, even though the uncertainty bars are very large. Each of the four simulated coefficients closely matches the experimental data; however, owing to the non-monotonic convergence or divergence, the uncertainty considered becomes large.

The most challenging vessel is the moss-type LNGC. There is still good agreement between the experiments and CFD, but the numerical uncertainties are larger for this vessel compared with the other vessels. As mentioned in Section 3.2, the separation point on the hemispherical tanks is very sensitive to the mesh size and has a large influence on the total drag of the vessel. Therefore, it was difficult to determine if the results were significant. Nevertheless, similar to the membrane-type LNGC, each of the four simulated coefficients per heading showed a very satisfactory agreement with the wind tunnel data within 10%.

As described above, it can be seen that good agreement between the simulated coefficients and wind tunnel data is represented in the case of single vessels. However, it is observed that some cases with small coefficients (not relevant angles) have large numerical uncertainties. In particular, the numerical uncertainty for moss-type LNGC is unrealistic because of the difficulty in capturing very complicated flows around hemispherical tanks. These large uncertainties may not make it easy to deduce meaningful conclusions about the deviations between CFD and the experiments.

![Figure 10. Cont.](image-url)
Figure 10. Comparison of aerodynamic coefficients for FPSO. (a) $C_x$; (b) $C_y$; (c) $C_m$.

Figure 11. Comparison of aerodynamic coefficients for the shuttle tanker. (a) $C_x$; (b) $C_y$; (c) $C_m$. 
Figure 12. Comparison of aerodynamic coefficients for the membrane-type LNGC. (a) $C_x$; (b) $C_y$; (c) $C_m$.

Figure 13. Cont.
Figure 13. Comparison of aerodynamic coefficients for the moss-type LNGC. (a) $C_x$; (b) $C_y$; (c) $C_m$.

4. Side-by-Side Offloading Operation

In addition to measurements of single vessels, a tandem-offloading case and a side-by-side configuration were tested within the OO2 JIP [31]. CFD simulations of the tandem-offloading case were carried out previously [36]. Based on the single-vessel simulations presented in the previous section, the side-by-side configuration of the FPSO and shuttle tanker is the main focus.

4.1. Numerical Setup

The numerical setup for the side-by-side configuration was very similar to that for the single-vessel simulations. A cylindrical domain, with a radius of $6r_{ref}$ for the largest vessel (FPSO in this case) and a height of 2.25 m, is used. Because the size of the wake zone is more likely to be larger than that in the single-vessel case, owing to the interaction between two vessels, the domain is made slightly wider. The model geometry for the CFD simulations is shown in Figure 14. It can be observed that the FPSO is shielded by a shuttle tanker when the heading is between 0° and 180°, and the shuttle tanker is shielded by the FPSO between 180° and 360°.

Figure 14. Configuration of FPSO and shuttle tanker and incidence angles for the CFD simulations.

Four mesh systems of different sizes were generated on the vessel surfaces with identical settings used for the simulations of a single vessel. Additionally, the mesh refinement is performed in the gap between the two vessels. When the vessels were spaced by 4 m, four mesh systems with different sizes were generated to perform the numerical verification, whereas for spacings of 10 m and 30 m, only the second finest mesh was used. The mesh system used is illustrated in Figure 15, and the number of cells is summarized in Table 3.
Figure 15. Finest grid system for the side-by-side case; (left) bow section including additional box refinement between the two vessels and (right) superstructure.

Table 3. Meshes used for the side-by-side simulations.

| Gaps (m) | Number of Cells |
|----------|-----------------|
|          | Case#1 | Case#2 | Case#3 | Case#4 |
| 4        | 85.6M   | 36.6M   | 24.8M   | 17.6M   |
| 10       | -       | 37.9M   | -       | -       |
| 30       | -       | 44.0M   | -       | -       |

4.2. Verification Study

In the case of a gap of 4 m, as mentioned above, simulations were performed on the mesh systems with four different sizes, with 45° intervals in the range of 0°–315°. The aerodynamic forces and moments on both the FPSO and shuttle tanker were extracted through the simulation. The simulation results of the numerical verification for $C_x$ at 180° and $C_y$ at 90° are presented in Figure 16. Similar to the single-vessel cases, the range of the relative step size is not sufficient owing to the computational limitations. Assuming the coarsest mesh of 17.6M, it seems desirable that the relative step size for Case #4 is 1126M cells, which is an unrealistic number of meshes.

In general, a small relative mesh size seems to have a significant influence on the computed numerical uncertainty. For example, the shuttle tanker at 180° provides a numerical uncertainty of 89.5% for $C_x$ in Figure 16. Owing to the non-monotonic convergence, a large numerical uncertainty could be obtained, and the uncertainty bar ranges from $-0.22$ to $-4.2$. However, the simulated coefficients for the four mesh cases vary in the range of $-2.2$ to $-2.4$, which implies that the relative errors occur within 10% for each individual mesh compared with the experiment that results in a value of $-2.5$. For these complex cases, it can be argued that the numerical uncertainty tool does not provide a realistic representation of the uncertainty; instead, the uncertainty should be computed using an alternative method.

Thus, the verification procedure carried out here should be handled with care. Owing to the small range of relative mesh sizes, the small number of cases, and the imperfect geometric similarity of the mesh, large uncertainties can be present. As a result, the actual error of the calculations compared with the wind tunnel experiments could not be clearly determined.
4.3. Validation

The simulated coefficients for the FPSO and shuttle tanker with a 4 m gap size are compared with the wind tunnel data for the FPSO and shuttle tanker in Figures 17 and 18, respectively. The CFD simulations were conducted for the second finest mesh, consisting of 36.6M cells, at steps of 15° with a heading from 0° to 360°. The CFD results are presented, including the numerical uncertainties obtained from the numerical verification in the previous section.

The FPSO is shielded by the shuttle tanker between 0° and 180°. The volume and projected area of the FPSO are much larger than those of the shuttle tanker, shielding effects on the tanker are therefore very limited. All simulated coefficients show good agreement with the experimental data, and it can be seen that the relative errors in the experiment for all headings are within 3% on average.

For the shuttle tanker, the CFD results agreed well with the experimental data. The shuttle tanker was shielded by the FPSO between 180° and 360°. The CFD simulation reproduced the experimental trend very similarly, but it tended to deviate somewhat at some headings. Although the maximum relative error of $C_m$ at 330° was approximately 12%, the average relative error was within 5%.

Figure 19 shows a comparison of the Q-criterion (measure of the vorticity, iso-surface at $Q = 10^5$) for the side-by-side configuration (bottom) and single-vessel cases (two tops) observing the region disturbed by the shuttle tanker at 45°. It can be clearly understood that the shuttle tanker with few superstructures has a relatively small shielding effect on the FPSO, but the flow separation and resulting vortices from the accommodation deck at the stern influence the FPSO. In addition, it can be seen that the size of the iso-volume representing the number of vortices around the accommodation part is remarkably different owing to the interaction with the FPSO.
Figure 17. Comparison of aerodynamic coefficients for the FPSO in the side-by-side configuration (4 m gap). (a) $C_x$; (b) $C_y$; (c) $C_m$.

Figure 18. Cont.
4.4. Gap Effects between Two Vessels

With good agreement between the experiments and CFD, it is possible to investigate variations in the side-by-side configuration. Additional simulations were performed with gap sizes of 10 m and 30 m for the arrangement between the two vessels.

The simulated coefficients according to the headings for each vessel with different gaps are presented in Figures 20 and 21, compared with the experimental data of single-vessel cases. For the FPSO in Figure 20, the presence of the shuttle tanker has only a limited influence on the FPSO, and the coefficients do not appear to differ significantly from those of a single vessel for all gap sizes. As shown in Figure 21, on the other hand, the shuttle tanker is much more heavily shielded by the large FPSO, and it is observed that there are significant differences in the coefficients for the side-by-side configuration compared to those of the single-vessel case. In particular, $C_y$ tends to decrease significantly compared with that of a single vessel in the entire range of headings, which is due to the presence of the FPSO causing large-scale flow separation generated in the wake zone of the tank, suppressed in the unshielded range ($0^\circ$–$180^\circ$) and owing to the shielding effect of FPSO in the shielded range ($180^\circ$–$360^\circ$). For the variation of gap sizes, it seems to be less sensitive to the coefficients; however, the results at 30 m, the largest gap, move slightly closer to those of the single vessel. In other words, it is understood that the shuttle tank gains a benefit in

Figure 18. Comparison of aerodynamic coefficients for the shuttle tanker in the side-by-side configuration (4 m gap). (a) $C_x$; (b) $C_y$; (c) $C_m$.

Figure 19. Comparison of Q-criterion between single vessels (two tops) and side-by-side configuration (bottom).
wind load owing to the shielding effect during a side-by-side offloading, and the larger the gap distance between the two vessels the lower the shielding effect.

Figure 20. Comparison between single-vessel case and side-by-side case with different gaps for the FPSO. (a) $C_x$; (b) $C_y$; (c) $C_m$.

Figure 21. Cont.
Figure 21. Comparison between single-vessel case and side-by-side case with different gaps for the shuttle tanker. (a) $C_{f}$; (b) $C_{p}$; (c) $C_{m}$.

5. Conclusions

In this study, CFD simulations for estimating wind loads were performed for four typical offshore vessels and for an FPSO and shuttle tanker in a side-by-side configuration. The numerical uncertainty for all vessels was investigated using four different meshes according to the guidelines of the V&V studies [26]. The simulated aerodynamic coefficients (forces and moments) were compared with the wind tunnel experiments provided by OO2 JIP [31]. The conclusions obtained from this study are summarized as follows:

- From the CFD results of the single-vessel cases, good agreement with the experimental data was found for all vessels. The most challenging case was the moss-type LNGC with hemispherical tanks. Despite the large numerical uncertainty, the numerical modeling error was small and a good agreement with the wind tunnel tests was obtained;
- In the case of a side-by-side configuration with a combination of an FPSO and shuttle tanker at a gap of 4 m, larger numerical uncertainties were found, especially when the vessel was shielded. Despite the relatively large numerical uncertainty, agreement with wind tunnel data was good, in which all coefficients were within 3–5% of the experiments on average.
- To identify the gap effects between two vessels in a side-by-side arrangement, CFD simulations were performed for two cases, with gaps of 10 m and 30 m. While FPSO had only a limited effect because of the existence of the shuttle tanker, the shuttle tanker showed reduced aerodynamic force and moment in almost all heading ranges compared with a single vessel owing to the strong shielding effect of the larger FPSO. In addition, as the gap between the two vessels increased, the shielding effect gradually decreased and eventually approached the wind load acting on a single vessel.

Author Contributions: Conceptualization, P.S., A.K. and J.-C.P.; writing—original draft preparation, J.-H.Y.; writing—review and editing, P.S. and J.-C.P.; software, J.-H.Y.; validation, J.-H.Y.; supervision, P.S. and J.-C.P.; project administration, J.-C.P. All authors have read and agreed to the published version of the manuscript.

Funding: This work was partly supported by the Technology Innovation Program (20008690), Optimal hull cleaning and propeller polishing scheduling for minimal ship operating cost using operating performance analysis) funded by the Ministry of Trade, Industry & Energy (MOTIE, Korea). This research was also partly funded by the Dutch Ministry of Economic Affairs.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Request to the corresponding author of this article.

Acknowledgments: Note that this paper has been added and supplemented to the manuscript presented in ISOPE2018 [37].
Conflicts of Interest: The authors declare no conflict of interest.

References

1. Andersen, I.M.V. Wind loads on post-panamax container ship. Ocean Eng. 2013, 58, 115–134. [CrossRef]
2. Luo, S.Z.; Ma, N.; Hirakawa, Y. Evaluation of resistance increase and speed loss of a ship in wind and waves. J. Ocean Eng. Sci. 2016, 1, 212–218. [CrossRef]
3. Lee, J.S.; Kim, H.T.; Hong, C.B.; Choi, S.K.; Lee, Y.C. Study on optimization of superstructures to reduce the fuel consumption in actual sea-state. In Proceedings of the Annual Spring Meeting(SNAK), Jeju, Korea, 23–25 May 2013; pp. 1304–1312.
4. Fujiwara, T.; Ueno, M.; Ikeda, Y. Cruising performance of ships with large superstructures in heavy sea. J. Stage. 2005, 2, 257–269. [CrossRef]
5. Hughes, G. Model Experiments on the Wind Resistance of Ships. Inst. Nav. Archit. Trans. 1930, 72, 310–325.
6. Hughes, G. The air resistance of ship’s hulls with various types and distributions of superstructure. Inst. E S Scot. 1952, 75, 302.
7. Mutimer, G.R. Wind-Tunnel Tests to Determine Aerodynamic Forces and Moments on Ships At Zero Heel; Report 956, Aero Data Report 27; David Taylor Naval Ship Research and Development Center: Bethesda, MD, USA, 1955.
8. Gould, R.W.F. Measurements of the Wind Forces on a Series of Models of Merchant Ships; Aero Report; Aerodynamics Division, National Physical Laboratory: Teddington, UK, 1967; p. 1233.
9. Benham, F.A. Prediction of Wind and Current Loads on VLCC’s; Oil Companies International Marine Forum: London, UK, 1977.
10. Bardera Mora, R. Experimental investigation of the flow on a simple frigate shape (SFS). Sci. World J. 2014, 2014, 818132. [CrossRef]
11. Shearer, K.D.A.; Lynn, W.M. Wind tunnel tests on models of merchant ships. Int. Shipbuild. Prog. 1961, 8, 62–80. [CrossRef]
12. Van Berlekom, W.B. Wind Forces on Modern Ship Forms—Effects on Performance; Swedish Maritime Research Centre: Stockholm, Sweden, 1981.
13. Owens, R.; Palo, P. Wind-Induced Steady Loads on Ships; Technical Note; Naval Civil Engineering Laboratory Port: Hueneme, CA, USA, 1982; p. 93043.
14. Blendermann, W. Estimation of wind loads on ships in wind with a strong gradient. In Proceedings of the 14th International Conference on Offshore Mechanics and Arctic Engineering (OMAE), Copenhagen, Denmark, 18–22 June 1995.
15. Haddara, M.R.; Guedes Soares, C. Wind loads on marine structures. Mar. Struct. 1999, 12, 199–209. [CrossRef]
16. Fujiwara, T.; Tsukada, Y.; Kitamura, F.; Sawada, H. Experimental Investigation and Estimation on Wind Forces for a Container Ship. In Proceedings of the 19th International Offshore and Polar Engineering Conference (ISOPE), Osaka, Japan, 21–26 June 2009.
17. Torre, S.; Burlando, M.; Repetto, M.P.; Ruscelli, D. Aerodynamic coefficients on moored ships. In Proceedings of the 15th International Conference on Wind Engineering, Beijing, China, 1–6 September 2019.
18. Seleznjev, V. Numerical simulation of a gas pipeline network using computational fluid dynamics simulators. J. Zhejiang Univ. Sci. A 2008, 7, 755–765. [CrossRef]
19. Gao, X.; Huo, W.; Luo, Z.Y.; Cen, K.F. CFD simulation with enhancement factor of sulfur dioxide absorption in the spray scrubber. J. Zhejiang Univ. Sci. A 2008, 9, 1601–1613. [CrossRef]
20. Zhang, Z.; Wieland, R.; Reiche, M.; Funk, R. A computational fluid dynamics model for wind simulation: Model implementation and experimental validation. J. Zhejiang Univ. Sci. A 2012, 13, 274–283. [CrossRef]
21. Fu, C.; Uddin, M.; Zhang, C.H. Computational Analyses of the Effects of Wind Tunnel Ground Simulation and Blockage Ratio on the Aerodynamics Prediction of Flow over a Passenger Vehicle. Vehicles 2020, 2, 318–341. [CrossRef]
22. Jing, G.Q.; Ding, D.; Fang, L. Ballasted track aerodynamic optimization by wind tunnel test and CFD simulation. J. Rail Rapid Transit. 2021, 235, 741–747. [CrossRef]
23. Koop, A.; Kliaj, C.; Vaz, G. Predicting Wind Loads for FPSO Tandem Offloading Using CFD. In Proceedings of the ASME 29th International Conference on Ocean, Offshore and Arctic Engineering (OMAE), Shanghai, China, 6–11 June 2010; pp. 533–546.
24. Koop, A.; Rossin, B.; Vaz, G. Predicting Wind Loads on Typical Offshore Vessels using CFD. In Proceedings of the ASME 31st International Conference on Ocean, Offshore and Arctic Engineering (OMAE), Rio de Janeiro, Brazil, 1–6 July 2012; pp. 731–742.
25. Lee, S.H.; Lee, S.H.; Kwon, S.D. Effects of Topside Structures and Wind Profile on Wind Tunnel Testing of FPSO Vessel Models. J. Mar. Sci. Eng. 2020, 8, 422. [CrossRef]
26. Eca, L.; Hoeckstra, M. Evaluation of numerical error estimation based on grid refinement studies with the method of manufactured solutions. Comput. Fluids 2019, 38, 1580–1591. [CrossRef]
27. Roache, P.J. Verification and Validation in Computational Science and Engineering; Hermosa Publishers: Socorro, NM, USA, 1998.
28. Vaz, G.; Jaouen, F.; Hoeckstra, M. Free-surface viscous flow computations: Validation of URANS code FRESCO. In Proceedings of the ASME 28th International Conference on Ocean, Offshore and Arctic Engineering (OMAE), Honolulu, HI, USA, 31 May–5 June 2009; pp. 425–437.
29. Kliaj, C.M.; Vuij, C. SIMPLE-type preconditioners for cell-centered, collocated finite volume discretization of incompressible Reynolds-averaged Navier-Stokes equations. Int. J. Numer. Methods Fluids 2013, 71, 830–849. [CrossRef]
30. Bani, R.K. Validation of atmospheric boundary layer CFD simulation of a generic isolated cube: Basic settings for urban flows. In Proceedings of the 3rd IBPSA-England Conference BSO, Newcastle, UK, 12–14 September 2016.
31. Augenstein, E.; Willemsen, E.; Takens, J. Wind Tunnel Investigation on the Wind and Current Load Interference Effects for the OO2 JIP; Technical report LST-2008–28; DNW: Marknesse, The Netherlands, 2008.
32. Menter, F.R. Ten Years of Industrial Experience with the SST Turbulence Model. In Proceedings of the Fourth International Symposium on Turbulence, Heat and Mass Transfer, Antalya, Turkey, 12–17 October 2003; pp. 625–632.
33. Eca, L.; Vaz, G.; Hoekstra, M. A Verification and Validation Exercise for the Flow over a Backward Facing Step. In Proceedings of the European Conference on Computational Fluid Dynamics (ECCOMAS CFD), Lisbon, Portugal, 14 June 2010.
34. Rosetti, G.; Vaz, G.; Fujarra, A. URANS Calculations for Smooth Circular Cylinder Flow in a Wide Range of Reynolds Numbers: Solution Verification & Validation. J. Fluids Eng. 2012, 134, 121103.
35. Eca, L.; Hoekstra, M. A procedure for the estimation of the numerical uncertainty of CFD calculations based on grid refinement studies. J. Comput. Phys. 2014, 262, 104–130. [CrossRef]
36. Koop, A.; Rossin, B.; Xu, W.; Voogt, A. Wind Shielding Estimation of a Tandem Vessel Using Disturbed Velocity Field from CFD. In Proceedings of the SNAME 20th Offshore Symposium, Houston, TX, USA, 17 February 2015.
37. Yoo, D.; Park, J.; Schrijvers, P.; Koop, A. Predicting wind loads on single vessels and in side–by–side offloading configuration for FPSO and shuttle tanker using CFD. In Proceedings of the 28th International Offshore and Polar Engineering Conference (ISOPE), Sapporo, Japan, 10–15 June 2018.