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Abstract

Batch normalization (BN) is a fundamental unit in modern deep networks, in which a linear transformation module was designed for improving BN’s flexibility of fitting complex data distributions. In this paper, we demonstrate properly enhancing this linear transformation module can effectively improve the ability of BN. Specifically, rather than using a single neuron, we propose to additionally consider each neuron’s neighborhood for calculating the outputs of the linear transformation. Our method, named BNET, can be implemented with 2–3 lines of code in most deep learning libraries. Despite the simplicity, BNET brings consistent performance gains over a wide range of backbones and visual benchmarks. Moreover, we verify that BNET accelerates the convergence of network training and enhances spatial information by assigning the important neurons with larger weights accordingly. The code is available at https://github.com/yuhuixu1993/BNET.

1. Introduction

Deep learning has reshaped the computer vision community in recent years [23]. Most vision problems, including classification [41, 16], detection [36, 26], and segmentation [7, 50], fall into the pipeline that starts with extracting image features using deep networks. When training very deep networks, batch normalization (BN) [21] is a standard tool to regularize the distribution of neural responses so as to improve the numerical stability of optimization.

There are many variants of BN, differing from each other mostly in the ways of partitioning input data, including by instances [44], channels [32], groups [47], positions [24], and image domains [51]. These variants generally shared the same module, often referred to as linear transformation, which applies a pair of learnable coefficients to restore the representations of the normalized neural responses. As a result, the output is no longer constrained within a zero-mean, unit-variance distribution, and the model has a stronger ability in fitting the real data distribution.

\textsuperscript{*}This work was done when Y. Xu was a visiting student at JHU.

Table 1: Compared to BN, BNET-3 helps ResNet-50 [16] gain consistent improvements on four different visual tasks, including classification, detection, segmentation and action recognition. The corresponding evaluation metrics are accuracy, AP, mIOU, and accuracy, respectively. Note that the extra computational costs added by BNET are negligible.

The above analysis implies that the learning ability of the linear transformation module in BN affects the flexibility of deep networks. However, we notice that existing methods have mostly assumed the linear transformation module takes a single neuron as the input and outputs the corresponding response—the referable information generally is much fewer than other operations like convolution and pooling. Such a design of the linear transformation module potentially limit the ability of BN in fitting much more complex data distributions.

To this end, we present a straightforward method to enhance the standard BN—rather than just use a single neuron, we allow the linear transformation module to calculate the output based on a set of neighboring neurons in the same channel. Our method is easy to implement, e.g., as shown in Algorithm 1. PyTorch [33] instantiation can be as simple as switching off the \texttt{affine} option in BN and appending a channel-wise convolution [9] afterwards. This logic is easily transplanted to other deep learning libraries and can be implemented within 2–3 lines of code. We name this modified BN as BNET, short for BN with Enhanced Transformation, and use BNET-$k$ to indicate a $k \times k$ channel-wise convolution being used for linear transformation.
We demonstrate the effectiveness of the proposed BNET on a wide range of network backbones in several visual benchmarks. As shown in Table 1, by simply replacing BN with BNET, the standard ResNet-50 backbone achieves a 76.8% (+0.5%) top-1 accuracy on ImageNet classification, a 39.5% (+2.0%) AP on MS-COCO detection, and a 77.4% (+1.1%) mIoU on Cityscapes semantic segmentation. BNET works better if a large kernel size is adopted, e.g., compared to BNET-3, BNET-7 can further improve the detection AP by 1.2% on MS-COCO at marginally increased costs of ~2% more FLOPs. More results are provided in the experimental section.

Besides these quantitative results, we also show that BNET enjoys faster convergence in network training. This property saves computational costs especially when strong regularizations e.g., AutoAugment [11]) are added to the training framework—by equipping networks with BNET, the demands of requiring extra training epochs is much alleviated. Additionally, by performing linear regression on the input-output pairs of BNET, an interesting observation is that the neurons that are related to important objects or contexts will be significantly enhanced. This observation offers a conjecture that the faster convergence property of BNET is partly due to its stronger ability in capturing spatial cues.

In summary, the main contribution of this paper lies in the detection AP by 2% on MS-COCO at marginally increased costs of ~2% more FLOPs. More results are provided in the experimental section.

Besides these quantitative results, we also show that BNET enjoys faster convergence in network training. This property saves computational costs especially when strong regularizations e.g., AutoAugment [11]) are added to the training framework—by equipping networks with BNET, the demands of requiring extra training epochs is much alleviated. Additionally, by performing linear regression on the input-output pairs of BNET, an interesting observation is that the neurons that are related to important objects or contexts will be significantly enhanced. This observation offers a conjecture that the faster convergence property of BNET is partly due to its stronger ability in capturing spatial cues.

In summary, the main contribution of this paper lies in the detection AP by 2% on MS-COCO at marginally increased costs of ~2% more FLOPs. More results are provided in the experimental section.

### 2. Related Works

**Normalization methods.** Layer Response Normalization (LRN) was an early normalization method that computed the statistics in a small neighborhood of each pixel and was applied in early models [17]. Batch Normalization (BN) [21] accelerated training and improved generalization by computing the mean and variance more globally along the batch dimension. By contrast, Layer Normalization (LN) [2] computed the statistics of all channels in a layer and was proven to help the training of recurrent neural networks. Instance Normalization (IN) [44] performed normalization along each individual channel and was commonly used in image generation [20]. A pair of parameters $\gamma$ and $\beta$ were learned to scale and shift the normalized features along the channels. The above three normalization methods can also be applied jointly, e.g., IBNNet [32] integrated IN and BN to eliminate the appearance in DNNs and Switchable Normalization (SN) [30] combines all the three normalizers using a differentiable method to learn the ratio of each one. Instead of normalizing features, Weight Normalization (WN) [37] and Weight Standardization (WS) [35] proposed to normalize the weights. Decorrelated Batch Normalization (DBN) [19] extended BN by decorrelating features using the covariance matrix computed over a mini-batch. However, most of the proposed normalization methods focused “where” and “how” to normalize and ignore the linear recovery part of these normalization methods.

**Understanding the normalization in DNNs.** Many efforts have been made to understand and analyze the effectiveness of BN. Cai et al. [5] proved the convergence of gradient descent with BN (BNGD) for arbitrary learning rates for the weights. Santurkar et al. [39] found that BN made the optimization landscape significantly smoother. Bjorck et al. [3] empirically showed that BN enabled training with large gradients steps which may result in diverging loss and activations growing uncontrollably with network depth. Li et al. [25] found a way which can jointly use dropout [43] and BN to boost the performance. In addition to directly analyzing the effectiveness of BN, some works try to train DNNs without BN to better understand the normalization layers. Zhang et al. [49] introduced a new initialization method to solve the exploding and vanishing gradient problem without BN. Qi et al. [34] successfully trained deep vanilla ConvNets without normalization nor skip connections by enforcing the convolution kernels to be near isometric during initialization and training. Shao et al. [40] proposed RescaleNet which can be trained without normalization layers and without performance degradation. In this paper, we find that the recovery parameters are important for the training of DNNs and improve it by incorporating contextual information.

### 3. Method

#### 3.1. Background and Motivations

Batch Normalization is proposed to normalize each channel of input features into zero mean and unit variance. Considering the input of a layer in DNNs over a mini-batch: the inputs share the same channel index of $N$ samples are normalized together.

$$x_{c}^{(n)} = \frac{1}{\sigma_{c}}(x_{c}^{(n)} - \mu_{c}), \quad (1)$$

where $c$ and $n$ are the channel index and sample index, respectively. $\mu$ and $\sigma$ in Equation (1) are the mean and standard deviation computed as follows:

$$\mu_{c} = \frac{1}{N} \sum_{n=1}^{N} x_{c}^{(n)}, \quad \sigma_{c} = \sqrt{\frac{1}{N} \sum_{n=1}^{N}(x_{c}^{(n)} - \mu_{c})^2} + \epsilon, \quad (2)$$

where $\epsilon$ is a small constant. In order to recover the representation ability of the normalized feature, a pair of per-channel parameters $\gamma$ and $\beta$ is learned.

$$y_{c}^{(n)} = \gamma x_{c}^{(n)} + \beta \quad (3)$$
Contextual information has been verified important in many visual benchmarks. Contextual conditioned activations [14, 31] were proposed to improve the performance of visual recognition. SE-Net utilized attention modules to provide contextual information. Non-local networks [46] captured the long-range dependencies and facilitate many tasks. Relation networks [18] modeled the relation between objects by means of their appearance feature and geometry to improve object detection. One important role of BN is fitting the distribution of the inputs by recovering the statistics of the inputs. The previous linear recovery assumes that the input pixels are spatial-wise independent which is the opposite of the case. For the input with a complex environment and multiple objects, it is hard to capture its distribution by recovering the statistics of the inputs. The previous linear recovery assumes that the input contains complex scenes. For the input with a complex environment and multiple objects, it is hard to capture its distribution with the independence assumptions. In such cases, contextual information is very important. In this paper, we mainly focus on how to embed contextual information in BN. For a neighborhood $S_{\hat{x}_i}$ of the normalized input $\hat{x}_i$, we give a generalized formulation of the recovery step in BN which considers the contextual information and local dependencies:

$$y_i = \sum_{j \in S_{\hat{x}_i}} f_j(\hat{x}_j) + \beta,$$

where $j$ is the index of the neighbors and $f_j$ is the recover functions. BN is a special case of Equation (4) when only $\hat{x}_i$ itself is included in $S_{\hat{x}_i}$.

### 3.2. The Formulation of BNET

Different from previous works that mainly focus on studying different ways to calculate normalization statistics, we hereby investigate the effects of the linear recovery transformations of BN. The primitive target of linear transformation parameters $\gamma$ and $\beta$ is to fit the distribution of the input and recover representation ability, however, two simple parameters of each channel can hardly accomplish this job without contextual information provided especially when the input contains complex scenes.

Here, based on the general formulation in Equation (4), we adopt a parameterized linear transformation $M(\cdot; \theta)$ for simplicity. Therefore, the recovered features can be computed as follows:

$$y_{c}^{(n)} = M(x_{c}^{(n)}; \theta) + \beta,$$

where $\theta$ denotes the learned parameters.

To capture contextual information, a simple instantiation of $M(\cdot; \theta)$ is by using $(k \times k)$ depth-wise convolution [9]. We name this method as BNET-$k$, short for Batch Normalization with Enhanced Linear Transformation, where $k$ denotes the kernel size of depth-wise convolution. An illustration is provided in Figure 1. BNET-$k$ can be easily implemented by a few lines of code based on the original implementation of BN in PyTorch [33] and TensorFlow [1]. Algorithm 1 provides the code of BNET in PyTorch.

### 3.3. Advantages over Previous Mechanisms

BNET offers a plug-and-play option to improve BN, a standard module in modern deep networks. Before continuing with extensive experiments, we briefly analyze its advantages over some past works.

To the best of our knowledge, this is the first work that improves BN by enhancing the linear transformation. It is complementary to prior BN variants that mainly contributed to partitioning the input data into different groups [2, 44, 47]. BNET requires additional parameters to enhance the linear transformation, but the increased amount is often much smaller than that of the convolutional parameters. In other words, we find an objective that has been undervalued and verify that small extra costs lead to big gains.

Another work that relates to BNET is FReLU [31], which introduced context information to the activation function (e.g., ReLU). We point out that BNET enjoys a stronger ability in fitting different distributions, and BNET can be combined with FReLU for better recognition performance. In ImageNet classification on ResNet-50, adding BNET-3 upon FReLU improves the top-1 accuracy from 77.5% to 77.9%, and the benefit transfers to MS-COCO object detection, claiming an AP gain of 0.4% (from 39.8% to 40.2%).

---

**Algorithm 1** BNET code in PyTorch-like style

```python
# width: number of input channels
# k: the kernel size of the transformation
class BNET2d(nn.BatchNorm2d):
    def __init__(self, width, *args, k=3, **kwargs):
        super(BNET2d, self).__init__(width, *args, affine=False, **kwargs)
        self.bnconv = nn.Conv2d(width, width, k, padding = (k-1) // 2, groups=width, bias=True)
    def forward(self, x):
        return self.bnconv(super(BNET2d, self).forward(x))
```

---

Figure 1: The framework of BN and BNET-$k$. We consider the per-channel parameters $\{\gamma, \beta\}$ as an equivalent $1 \times 1$ depth-wise convolution to help better understanding the extended BNET-$k$. 

---

3
4. Experiments

In this section, we will present the experimental results, including image classification on ImageNet [12], object detection and instance segmentation on MS-COCO [28], video recognition on UCF-101 [42] and semantic segmentation on Cityscapes [10].

4.1. Image Classification

To better evaluate the effectiveness of our proposed BNET, we conduct image classification experiments on ImageNet [12]. It contains 1,000 object categories, and 1.3M training images and 50K validation images, all of which are high-resolution and roughly equally distributed over all classes. Various architectures are adopted. First, we apply BNET on ResNet [16] and ResNeXt [48]. Then, experiments on efficient models (MobileNetV2 [38]) and low-precision models (Bi-real Net [29]) are presented. Experiments of training with Auto-Augment [11] are discussed, afterwards. In these experiments, the input image size is fixed to be $224 \times 224$.

4.1.1 Comparison on ResNet and ResNeXt

For a fair comparison, we train all the models in the same code base with the same settings. The learning rate is set to $0.1$ initially, and is multiplied by 0.1 after every 30 epochs. We use SGD to train the models for a total of 100 epochs, where the weight decay is set to 0.0001 and the momentum is set to 0.9. For ResNet-18 and ResNet-50, the training batch is set to 256 for 4 GPUs (Nvidia 1080Ti). We use 8 GPUs (Nvidia 1080Ti) to train ResNet-101 and ResNeXt-50 with a batch-size 256.

Table 2 shows the major experimental results on ImageNet. The proposed BNET consistently outperforms BN on ResNet with different depths and ResNeXt-50 with negligible computation cost. For example, ResNet-101 with BNET-3 has a remarkable increase of 0.9% on Top-1 and 0.4% on Top-5. Figure 2a and Figure 2b depict the loss and accuracy curves of ResNet-50 (BN) and ResNet-50 (BN-3). We find that model using BNET converges faster than the model using BN.

4.1.2 Comparison on Lightweight Models

MobileNetV2. We apply BNET on an efficient architecture, i.e., MobilnetV2 [38]. The Models are optimized by momentum SGD, with an initial learning rate of 0.05 (annealed down to zero following a cosine schedule without restart), a momentum of 0.9, and a weight decay of $4 \times 10^{-5}$. They are trained by 8 GPUs with a batch size of 256 for a total of 150 epochs.

Table 3 shows that the Top-1 and Top-5 accuracies of MobileNetV2 with different widths using BN and BNET.

Table 2: Image classification results on ImageNet [12] using ResNet [16] and ResNeXt [48].

| Model | Norm | #Params | GFLOPs | Top-1 | Top-5 |
|-------|------|---------|--------|-------|-------|
| R-18  | BN   | 11.7    | 1.8    | 69.6  | 89.1  |
| R-18  | BNET-3 | 11.7   | 1.8    | 70.3 (+0.7) | 89.4 (+0.3) |
| R-50  | BN   | 25.6    | 4.1    | 76.3  | 93.0  |
| R-50  | BNET-3 | 25.7   | 4.2    | 76.8 (+0.5) | 93.1 (+0.1) |
| R-101 | BN   | 44.5    | 7.8    | 77.4  | 93.5  |
| R-101 | BNET-3 | 44.8   | 7.9    | 78.3 (+0.9) | 93.9 (+0.4) |
| RX-50 | BN   | 25.0    | 4.3    | 77.6  | 93.7  |
| RX-50 | BNET-3 | 25.1   | 4.3    | 78.0 (+0.4) | 93.8 (+0.1) |

We observe that BNET increases the Top-1 and Top-5 accuracies of MobileNetV2 (1.0) about 0.5% and 0.6%, respectively. Furthermore, the increase of the Top-1/Top-5 accuracy of MobileNetV2 becomes more significant as the width of the model is narrowed down.

**Bi-real Net.** Next we evaluate BNET on low-precision models. We adopt Bi-real-net [29] as our basic model for its competitive results in binary models (both weights and features are binarized). We use the same training settings as the official PyTorch implementation$^\dagger$. The Adam optimizer [22] is adopted with an initial learning rate 0.001 which linearly decays to 0 after 256 epochs. The batch size is set to 512 for 8 GPUs.

Table 3 reports the results of Bi-real Net using BNET-3 and BN. With the help of BNET, the Top-1 and Top-5 accuracies of Bi-real net are significantly increased by 1.1% and 0.3%, respectively. It indicates that besides the full-precision models in Section 4.1.1, BNET also benefits the training of low-precision models.

4.1.3 Training with Auto-Augment

To further demonstrate the out-standing fitting abilities of BNET, in this section, experiments of training with augmentations such as Auto-Augment [11] are presented. The training settings are the same as the settings in Section 4.1.1

$^\dagger$https://github.com/liuzechun/Bi-Real-net
except when the total epochs are 270. When the total epochs are set as 270, the learning rate is set to 0.1 initially, and is multiplied by 0.1 after every 80 epochs.

We report the results of ResNet-50 trained with Auto-Augment using BN and BNET in Table 4. Two training epoch settings (100 and 270) are provided for better comparisons. ResNet-50 (BN) is unable to fit the strong augmentation of Auto-augment with even a 0.2% Top-1 accuracy drop compared to the results in Table 2 when only trained 100 epochs. On the contrary, ResNet-50 (BNET-3) reveals better fitting abilities towards Auto-Augment with 0.4% Top-1 accuracy gain over the model without Auto-Augment. Besides, ResNet-50 (BNET-3) outperforms ResNet-50 (BN) by a Top-1 error of 0.3% when trained 270 epochs. Figure 2c and Figure 2d illustrate the loss and accuracy curves of ResNet-50 which is trained 100 epochs with Auto-Augment. With the benefit of BNET, the loss drops more sharply compared with BN.

### 4.2. Detection and Segmentation on MS-COCO

We conduct object detection and instance segmentation experiments on MS-COCO [28] to evaluate the generalization performance of BNET on different tasks by using the models pre-trained on ImageNet as the backbones. The MS-COCO dataset has 80 object categories. We train the entire models on the train-val set and uses the mini-batch size of 16. The backbones of all models are pre-trained on ImageNet classification (Table 2) with the statistics of BN frozen. Following the $1 \times$ schedule in MMDetection, all models are trained for 12 epochs with synchronized SGD with a weight decay of 0.0001 and a momentum of 0.9. The learning rate is initialized to 0.02 and is decayed by a factor of 10 at the 9th and 11th epochs. Results of the $3 \times$ schedule are also provided.

Table 5 provides the results in terms of Average Precision (AP) of Faster R-CNN trained with BN and BNET. There are several observations. First, BNET consistently outperforms BN on different backbone architectures. For example, ResNet-50 (BNET-3) has an increase of 2.0 AP comparing to the ResNet-50 (BN). Second, increasing the kernel size of BNET would further boost the detection
scores as a bigger kernel size can bring more contextual information. Particularly, ResNet-101 (BNET-3) attains a 1.2% gain in terms of AP over ResNet-101 (BN). Third, in addition to precision, we also compare the computational cost including GFLOPs and FPS. The increased computational cost is negligible on all of the different backbone architectures. Detailed error analysis is presented in Appendix C and the results of RetinaNet [27] are shown in Appendix B. The training curves of Faster-RCNN using BN and BNET on the Cityscapes val set. With the similar model size and computational cost, BNET-3 achieves better performance, i.e., a 1.1% gain over BN.

### 4.3. Semantic Segmentation on Cityscapes

Experiment results of semantic segmentation on Cityscapes [10] are further presented to validate the effectiveness of BNET. The Cityscapes dataset contains 19 categories which includes 5,000 finely annotated images, 2,975 for training, 500 for validation, and 1,525 for testing. We use the PSPNet [50] as the segmentation framework and the input image size is $512 \times 1024$. For the training settings, we use the poly learning rate policy where the base learning rate is 0.01 and the power is 0.9. We use a weight decay of 0.0005, and 8 GPUs with a batch size of 2 on each GPU to train 40K iterations.

Table 7 summarizes the results of PSPNet with BNET and BN on the Cityscapes val set. With the similar model size and computational cost, BNET-3 achieves better performance, i.e., a 1.1% gain over BN.

### 4.4. Action Recognition on UCF-101

We further show the general applicability of BNET on the task of action recognition. Specifically, the experiments are conducted on the UCF-101 [42] dataset. It contains 13K videos which are annotated into 101 action classes. We
### Table 7: Semantic segmentation results on Cityscapes [10] using PSPNet [50] with ResNet-50 [16] as backbone.

| Method  | Backbone | GFLOPs | Top-1 | Top-5 |
|---------|----------|--------|-------|-------|
| BN      | ResNet-50| 4.3    | 79.8  | 96.0  |
| BNET-3  | ResNet-50| 4.4    | 84.1 (×4.3) | 97.5 (×1.5) |
| BNET-5  | ResNet-50| 4.5    | 84.2 (×4.4) | 97.0 (×1.0) |

### Table 8: Action recognition results of TSN [45] on UCF-101 (split 1) [42] using ResNet [16] as backbone.

| Linear Transformation | #Params | GFLOPs | Top-1 | Top-5 |
|-----------------------|---------|--------|-------|-------|
| 1 × 1                 | 25.6    | 4.1    | 76.3  | 93.0  |
| 3 × 3                 | 25.7    | 4.2    | 76.8  | 93.1  |
| 5 × 5                 | 25.9    | 4.3    | 76.6  | 92.8  |
| 3 × 3 (dilation=2)   | 25.7    | 4.2    | 76.5  | 92.9  |

### Table 9: Ablation studies about different choices of linear transformations of BNET. Here, 1 × 1 is equivalent to BN.

| Model | A | B | C | #Params | GFLOPs | Top-1 | Top-5 |
|-------|---|---|---|--------|--------|-------|-------|
| ResNet-50 + BN | ✓ | ✓ | ✓ | 25.6 | 4.1 | 76.5 | 93.0 |
| ResNet-50 + BNET | ✓ | ✓ | ✓ | 25.7 | 4.2 | 76.8 | 93.1 |
| ResNet-50 + Conv | ✓ | ✓ | ✓ | 25.7 | 4.2 | 75.7 | 92.6 |

### Table 10: The positions of BNET in the residual Bottleneck

| Model | Enhancement | Top-1 | Top-5 |
|-------|-------------|-------|-------|
| ResNet-50 + BN | ✓ | 76.3 | 93.0 |
| ResNet-50 + BN | ✓ | 76.8 | 93.1 |
| ResNet-50 + GN | ✓ | 75.7 | 92.7 |
| ResNet-50 + GN | ✓ | 76.0 | 92.8 |
| ResNet-50 + SN | ✓ | 76.9 | 93.0 |
| ResNet-50 + SN | ✓ | 77.2 | 93.1 |

### Table 11: Compared with adding a convolution layer by using ResNet-50 on ImageNet.

| Model | Enhancement | Top-1 | Top-5 |
|-------|-------------|-------|-------|
| ResNet-50 + BN | ✓ | 76.3 | 93.0 |
| ResNet-50 + BN | ✓ | 76.8 | 93.1 |
| ResNet-50 + GN | ✓ | 75.7 | 92.7 |
| ResNet-50 + GN | ✓ | 76.0 | 92.8 |
| ResNet-50 + SN | ✓ | 76.9 | 93.0 |
| ResNet-50 + SN | ✓ | 77.2 | 93.1 |

### Table 12: Applications on different normalization layers by using ResNet-50 on ImageNet.

| Model | #Params | GFLOPs | Top-1 | Top-5 |
|-------|---------|--------|-------|-------|
| ResNet-50 | ✓ | 25.6 | 4.1 | 76.5 | 93.0 |
| ResNet-50 | ✓ | 25.7 | 4.2 | 76.8 | 93.1 |
| ResNet-50 | ✓ | 25.7 | 4.2 | 75.7 | 92.6 |

### 4.5. Ablation Study

#### Comparisons of different linear transformations.

We first conduct experiments on different choices of linear transformation which may have different reception fields and embed diverse context information. We compare the performance of \{1 × 1, 3 × 3, 5 × 3 × 3 (dilation = 2)\} using ResNet-50 as the base model on ImageNet.

Table 9 provides the results. From the results in the table, we can conclude that 3 × 3 depth-wise convolution is the best choice for BNET on ImageNet dataset. However, the performance of object detection and classification is not strictly consistent. As shown in Table 5 and Table 6, 5 × 5 depth-wise convolution obtains better performance on the MS-COCO even though the pre-trained performance is worse. This phenomenon indicates that a task like Object Detection prefers a larger kernel size \(k\) as a larger kernel-size \(k\) in BNET-\(k\) can produce more contextual information and a broader reception field.

#### Discussions about the plug-in position.

We conduct experiments about where to add BNET to offer a better trade-off between accuracy and computational cost. There exist three BN layers in a residual bottleneck block which is denoted as A, B and C, respectively. A and C are the BN layers after the 1 × 1 convolution and B is the BN after the 3 × 3. Experiment results are shown in Table 10. We conclude that replacing the BN layer in C is the best choice this may because C has wider input channels than A and C. Further, we consider the case that replacing all the BN layers in A, B and C by BNET. However, it can not provide extra improvement which means that configuration C has provided enough contextual information.
Comparison to adding a convolution layer.} At first glance, the proposed BNET looks very simple. An immediate concern arises: what is the difference with simply adding a convolution layer in the residual block? To answer this question, we perform additional experiments and compare the results in Table 11. We add a “ReLU” layer followed by a “$3 \times 3$ depth-wise convolution” layer in the residual bottleneck. The results show that simply adding a convolution layer in the bottleneck is unable to boost performance, on the contrary, the Top-1 and Top-5 accuracy even drops by 0.6% and 0.4%, respectively.

Adding contextual information to other normalization layers.} In addition to BN, many normalization methods use the same linear recovery as BN, such as IN [44], SN [30] and GN [47]. Can contextual information boost their performance? To answer this question, we enhance the linear transformations of GN and SN which is similar to BNET-3. Table 12 provides the experiment results of ResNet-50 on ImageNet. In addition to BN, both of GN and SN can benefit from the contextual information.

4.6. What Was Enhanced by BNET?

To answer the question, we delve deep into BNET by observing the behavior of the linear transformation. We use the Faster R-CNN model (equipped with BNET-3) trained for MS-COCO object detection. We choose four layers, denoted by $\mathcal{H}_2$–$\mathcal{H}_5$, that correspond to the responses fed into the feature pyramid network. For each layer, we investigate the input-output pairs (before and after the linear transformation of BNET). Note that in the vanilla BN, these pairs follow a simple linear correlation, but using BNET, we can regress a linear function upon these pairs and observe which outputs are larger than the regressed value. We record the corresponding positions for the enhanced outputs and sum up them across all the channels, and obtain the enhancement heatmap. We show these heatmaps in Figure 4.

One can observe that mostly, the enhanced positions correspond to meaningful contents, which can be interesting textures in low-level layers (e.g., $\mathcal{H}_2$) and objects in high-level layers (e.g., $\mathcal{H}_5$). These results indicate that BNET has the ability to enhance important regions. We conjecture that this property contributes to the improved recognition accuracy as well as the faster convergence of BNET.

5. Conclusion

In this paper, we propose BNET, a variant of BN that enhances the linear transformation module by referring to the neighboring responses of each neuron. BNET is easily implemented, requires little extra computational costs, and achieves consistent accuracy gain in various visual recognition tasks. We demonstrate that designing a more sophisticated module to balance normalization and flexibility leads to better performance, and believe that this research topic has higher potentials in the future.
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A. Visualizations of the ResNet-50 (BNET)

Figure 5 depicts the attention maps of ResNet-50 (BN) and ResNet-50 (BNET). $g_0$, $g_1$, $g_2$, $g_3$ are the attention maps of the last residual block in each stage of ResNet-50. One can observe that, the attention maps of ResNet (BNET) are more focused on the target object (e.g., $g_3$) when compared with the attention maps of ResNet-50 (BN).

B. RetinaNet Results on MS-COCO

We use RetinaNet [27] as the basic framework using ResNet-101 as the backbone architecture. Experiments are performed using MMdetection [6]. The backbones are pretrained on ImageNet classification with the statistics of BN frozen. Following the $1 \times$ schedule in MMDetection, all models are trained for 12 epochs using synchronized SGD with a weight decay of 0.0001 and a momentum of 0.9. The learning rate is initialized to 0.02 and is decayed by a factor of 10 at the 9th and 11th epochs.

Table 13 provides the results of RetinaNet with BNET and BN as the normalization methods. The model using BNET obtains a gain of 2.2% over the model using BN.

C. Error Analysis on MS-COCO

We provide the analysis using the tool TIDE [4] on MS-COCO. We adopt Faster R-CNN and use four kinds of ResNet-50 backbone architectures, i.e., ResNet-50 (BN), ResNet-50 (BNET-3), ResNet-50 (BNET-5), and ResNet-50 (BNET-7).

Table 14 provides the error analysis of BNET and BN based models on MS-COCO. Follow [4], we calculate four kinds of sub-classified errors (e.g., Classification Error ($E_{cls}$), Localization Error ($E_{loc}$), Background Error ($E_{bkg}$), and Missed GT Error ($E_{miss}$), False Positive Error and False Negative Error. All the errors are calculated by the $\Delta AP$ proposed in [4]. All the three models with BNET decrease the classification error greatly. The localization errors of BNET-3 and BNET-7 have also decreased. We also plot the relative contribution of each error in Figure 6.
Table 13: Detection results on MS-COCO using RetinaNet [27] and FPN [26] with BN and BNET as normalization methods.† FPS is measured on a single Nvidia 1080Ti GPU and the batch size is set as 1.

| Method    | Backbone | #Params | GFLOPs | FPS† | AP   | AP₅   | AP₇₅  | AP₇₅ | AP₉₅ | AP₉₅ |
|-----------|----------|---------|--------|------|------|--------|--------|------|-------|-------|
| BN        | ResNet-101 | 56.7    | 315.4  | 12.8 | 38.5 | 57.6   | 41.0   | 21.7 | 42.8  | 50.4  |
| BNET-5    | ResNet-101 | 57.5    | 320.0  | 11.4 | 40.7 (+2.2) | 60.5  | 43.3  | 23.0 | 44.6  | 54.3  |

Table 14: Error analysis on MS-COCO using Faster R-CNN [36] and FPN [26] with BN and BNET as normalization methods. The error analysis is performed by means of TIDE [4].

| Method                  | AP↑ | AP₉₀↑ | Eₐ₉₄↓ | Eₐₙ₉↓ | Eₐₙ₉↓ | Eₐₘₑ↓ | Eₐₘₙ↓ | Eₐₘₙ↓ | Eₐₙₙ↓ | Eₐₙₙ↓ |
|------------------------|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| ResNet-50 (BN)         | 37.5| 58.4  | 3.9   | 7.1   | 3.8   | 7.9   | 17.6  | 16.0  |
| ResNet-50 (BNET-3)     | 39.5| 60.4  | 3.5   | 6.9   | 3.8   | 7.8   | 17.1  | 15.3  |
| Improvement            | +2.0| +2.2  | −0.4  | −0.2  | −0.0  | −0.1  | −0.5  | −0.7  |
| ResNet-50 (BNET-5)     | 40.1| 61.3  | 3.2   | 7.1   | 3.8   | 7.7   | 17.1  | 15.1  |
| Improvement            | +2.6| +2.9  | −0.7  | −0.0  | −0.0  | −0.2  | −0.5  | −0.9  |
| ResNet-50 (BNET-7)     | 40.7| 62.0  | 3.2   | 6.9   | 3.7   | 8.0   | 16.2  | 15.6  |
| Improvement            | +3.2| +3.6  | −0.7  | −0.2  | −0.1  | +0.1  | −1.4  | −0.4  |

Figure 5: Attention maps of different stages in ResNet-50 (BNET-3). Six input images from ImageNet are fed into ResNet50 (BN) and ResNet (BNET-3). In each sub-figure, the first row is the attentions maps of ResNet (BNET-3) and the second row belong to ResNet50 (BN).

D. Segmentation Results on VOC2012

In this section, we provide experiment results of semantic segmentation on PASCAL VOC 2012 [13] to compare BNET with BN baseline. The PPASCAL VOC dataset contains 20 foreground object classes and one background class. We augment the original dataset with the extra annotations which contains 10,582 (train aug) training images.

We use the DeeplabV3 [7] as the segmentation framework. Table 15 summarizes the results of DeeplabV3 with BNET and BN on the PASCAL VOC 2012 set. With similar model size and computational cost, BNET-3 achieves better performance: a 1.0% gain over BN.
Figure 6: The relative contributions of different errors in Faster R-CNN [36] with FPN [26] using ResNet-50 (BN), ResNet-50 (BNET-3), ResNet-50 (BNET-5), and ResNet-50 (BNET-7) as the backbone architectures.

Table 15: Semantic segmentation results of DeeplabV3 [8] using ResNet101 as the backbone architecture on PASCAL VOC 2012 [13]