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ABSTRACT

Artificial neural networks (ANN), typically referred to as neural networks, are a class of Machine Learning algorithms and have achieved widespread success, having been inspired by the biological structure of the human brain. Neural networks are inherently powerful due to their ability to learn complex function approximations from data. This generalization ability has been able to impact multidisciplinary areas involving image recognition, speech recognition, natural language processing, and others. Activation functions are a crucial sub-component of neural networks. They define the output of a node in the network given a set of inputs. This survey discusses the main concepts of activation functions in neural networks, including: a brief introduction to deep neural networks, a summary of what are activation functions and how they are used in neural networks, their most common properties, the different types of activation functions, some of the challenges, limitations, and alternative solutions faced by activation functions, concluding with the final remarks.

1 Introduction

Modern artificial neural network architecture draws inspiration from the neurological structure of the brain, which is a complex mesh of input-output wirings between neurons that cascade decision signals across a network. A deep neural network (DNN) is an artificial neural network with multiple layers between the input and output layers. The layers between the input and output layers are called hidden layers. A network with only one hidden layer is called a “shallow” neural network. Deep learning is a subset of machine learning where neural networks learn from large datasets. The adjective "deep" in deep learning refers to the use of multiple layers in the network. Neurons, inputs, weights, biases, and functions are essential components of neural networks. These components work conjointly similarly to the human brain and can be trained just like any other machine learning algorithm. The figure below represents a multilayer neural network, consisting of three neurons in the input layer, two hidden layers with five neurons each, and two neurons in the output layer.

Figure 1: Structure of a Multilayer Neural Network
2 Background

An activation function is a nonlinear function used to train a neural network by defining the output of a neuron given a set of inputs [3]. This function is used in every neuron of the network to help the network learn the complex patterns in the data, allowing it to make predictions. Moreover, the purpose of activation functions is to introduce nonlinearities into the neural network.

An artificial neural network is composed of a large number of connected nodes known as perceptrons or neurons. A perceptron (figure below) receives real-valued numerical inputs of a feature (x) and multiplies each input with its associated weights (w) and bias (b) to compute the net input, which is the sum of all connected neurons. The result of net input is passed on to the activation function that mathematically transforms the output into the range of -1, 1 classified by the hyperplane at the origin. These distinct planes translate to the predicted class label of the input data points. This output is used during the learning phase to calculate the prediction error and to update the weights and bias unit.

![Perceptron Diagram](image)

The first component of the perceptron is the input matrix. The input is a \( m \) dimensional matrix \( x = [x_1 \, x_2 \, \ldots \, x_m] \) where each \( x_i \) represents a single data point. For example, if the input matrix of the neural network is an image, a single data point would be a pixel of that image. The dimension of the input matrix will be dependent on the size of the image. Hence, a black and white image of 28x28 pixels will have an input matrix of dimension \( 28 \times 28 \) where \( x_m = 784 \). The second component of the perceptron is the weights matrix. The weights matrix has the same dimension as the input matrix, thus, \( w = [b \, w_1 \, w_2 \, \ldots \, w_m] \), where each \( w_i \) represents the weights associated with its corresponding inputs, and the \( b \) represents the bias unit. The summation of the inner product of the input matrix and weight matrix is passed on to the activation function that produces an output between 0 and 1. Note, the representation of a perceptron may vary depending on the structure of the neural network.

3 Activation function properties

Activation functions share common properties. Some of the most important properties are nonlinearity, differentiability, continuous, bounded, and zero-centering [4]. All activation functions are nonlinear functions, meaning, the graph of the function is different from a line where a change of the input is not proportional to the change of the output. Differentiability is related to the derivative of the function. A differentiable function of one real variable is one whose derivative occurs at each point in its domain. The gradient of the loss function is calculated during backpropagation using the gradient descent method [3]. As a result, the activation function must be differentiable with respect to its input. A continuous function is one in which a continuous variation of the argument causes a continuous variation of the function’s value. This means that there are no abrupt changes in value, which are referred to as discontinuities. Bounded functions are limited by some form of boundary or restriction. A bounded function’s range has both a lower and upper bound. This is relevant for neural networks because the activation function is responsible for keeping the output values within a certain range, otherwise, the values may exceed reasonable values. When a function’s range contains both positive and negative values, it is said to be zero-centered. If a function is not zero-centered, as the sigmoid function, the output of a layer is always shifted to either positive or negative values. As a result, the weight matrix requires
more updates to be adequately trained, increasing the number of epochs needed to train the network. This is why the zero-centered property is useful, even if it isn’t required. The computational cost of an activation function is defined as the time required to generate the activation function’s output when given input. The computational cost of the gradient is equally important as it is calculated during backpropagation when the weights are updated. Low computational cost requires less time for a neural network to be trained, while the opposite is also true. Hence, the search to find a function with lower computational cost has been highly desired in the machine learning research field.

4 Challenges faced by activation functions

The two major challenges faced by widely used activation functions are the vanishing gradient problem and the dead neuron problem. This section will cover both issues.

4.1 Vanishing gradient problem

This problem happens when the values of the gradient get closer to zero as the backpropagation goes deeper into the network, making the weights saturated and not updated properly. As a result, the loss stops decreasing and the network does not get trained properly. This problem is termed the vanishing gradient problem. The neurons whose weights are not properly updated are referred to as saturated neurons.

4.2 Dead neuron problem

As previously discussed, the output value of activation functions ranges between 0 and 1. When the value is close to zero, it forces the corresponding neurons to be inactive, thus, not contributing to the final output. Moreover, the weights may be updated in such a way that the weighted sum of a large portion of the network is forced to zero. This scenario may force a large portion of the input to be deactivated, resulting in an unrecoverable problem during the network performance. Hence, these neurons that have been forcefully deactivated are known as "dead neurons," and the problem is known as the "dead neuron problem".

5 Different types of activation functions

The most commonly used activation functions in recent years are the Sigmoid, Tanh, ReLU, LReLU, and PReLU.

5.1 Sigmoid

The sigmoid function, often called the logistic sigmoid function, is one of the most commonly known functions used in feedforward neural networks today. This is primarily due to its nonlinearity and the simplicity of the derivative, which is relatively computationally inexpensive. A sigmoid function is a bounded differentiable real function that is defined for all real input values and that has positive derivatives. The sigmoid function is defined as

\[ f(x) = \frac{1}{1 + e^{-x}} \]

Further, a sigmoidal function is assumed to rapidly approach a fixed finite upper limit asymptotically as its argument gets large, and to rapidly approach a fixed finite lower limit asymptotically as its argument gets small. The central portion of the sigmoid (whether it is near 0 or displaced) is assumed to be roughly linear [5]. The sigmoid function contains an exponential term as it can be seen from the function definition. Exponential functions, such as the sigmoid function, have high computation cost. Although the function is computationally expensive, its gradient is not. The gradient can be computed by using the formula

\[ f'(x) = f(x)(1 - f(x)) \]

A major drawback is that the sigmoid function is bound in a range between 0 and 1. Thus, it always produces a non-negative value as output. The sigmoid function binds a large range of inputs to a small range between 0 and 1. Therefore, a large change to the input value leads to a small change to the output value, resulting into small gradient values as well. Because of the small gradient values, it may be prone to suffering from the vanishing gradient problem. The hyperbolic tangent, or tanh function, was created to combine the advantages of the sigmoid function with its zero-centered nature.
5.2 Tanh

The hyperbolic tangent, or tanh function became more popular than the sigmoid function because in most cases, it gives better training performance for multi-layer neural networks. The tanh function inherits all the valuable properties of the sigmoid function. The tanh function is defined as

\[ f(x) = \frac{1 - e^{-x}}{1 + e^{-x}} \]

The tanh function is continuous, differentiable and bounded, and ranges between -1 and 1. Therefore, the range of possible outputs expanded, including negative, positive, and zero outputs. Moreover, the tanh function is zero-centered, hence, reducing the number of epochs needed to train the network as compared to the sigmoid function. The zero-centered property is one of the main advantages provided by the tanh function, thereby helping the backpropagation process. Both the sigmoid and tanh functions are computationally expensive because they are exponential functions. The tanh function, in a similar way to sigmoid, binds a large range of input to a small range between -1 and 1. Thus, a large change to the input value leads to a small change to the output value. This results in close to zero gradient values. Because the gradient values may get close to zero, tanh suffers vanishing gradient problems. The vanishing gradient problem prompted more research into activation functions, which led to the development of ReLU.

5.3 ReLU

Since its proposal [6], the rectified linear unit function (ReLU) has been widely used in neural networks because of its efficient properties. The ReLU function is defined as

\[ f(x) = \max(0, x) \]

where x is the input to the activation function. The ReLU function is continuous, not-bounded and not zero-centered. Different than the sigmoid and tanh function, ReLU is not exponential, thus, it has low computational cost as it forces negative values to zero. This feature makes the ReLU function a better candidate to be used in neural networks as it provides better performance and generalization when compared to the sigmoid and tanh functions. Negative inputs passed on to the ReLU function are evaluated to a zero output. As a consequence, negatively weighted neurons do not contribute to the overall performance of the network, suffering the previously seen dead neuron problem. A new variant of the ReLU, called LReLU, was introduced in an attempt to solve the dead neuron problem.

5.4 LReLU

The leaky ReLU (LReLU) function is continuous, not-bounded, zero-centered, and it has low computational cost. The LReLU is defined as

\[ f(x) = \begin{cases} 
0.01x & \text{for } x \leq 0 \\
x & \text{otherwise} 
\end{cases} \]

Unlike the ReLU, the LReLU function allows negative inputs to be passed on as outputs. For x input values smaller than 0, the left-hand derivative is 0.01, while the right-hand derivative is 1. For x input values greater than 0, the gradient is always 1, hence, the function does not suffer from the vanishing gradient problem. On the other hand, the gradient of negative outputs will always be 0.01, leading to a risk of potentially suffering from the vanishing gradient problem.

5.5 PReLU

To solve the vanishing gradient problem faced by the leaky ReLU function, the parametric ReLU (PReLU) function was introduced by He et al. [7]. The PReLU function is defined as

\[ f(x) = \begin{cases} 
ax & \text{for } x \leq 0 \\
x & \text{otherwise} 
\end{cases} \]

where a is a learnable parameter and x is the input to the activation function. When a is 0.01, PReLU function is equal to LReLU, and when a = 0, PReLU function is equal to ReLU. As a result, PReLU can be generally used to express rectifier nonlinearities. The PReLU is non-bounded, continuous, and zero-centered. When x is less than zero, the
function’s gradient is 0, and when x is greater than zero, the function’s gradient is 1. There is no vanishing gradient problem in the positive part of the PReLU function, where the gradient is always 1. However, the gradient on the negative side is always a, which is often close to zero. It raises the possibility of a vanishing gradient problem.

6 Alternative solutions for challenges faced by activation functions

The adoption of the Rectified Linear Unit (ReLU) activation function to solve the vanishing gradient problem created by utilizing saturating activation functions has been a major discovery that made training deep networks possible. Many enhanced ReLU variations have been proposed since then. This section will cover the most recent breakthroughs of activation functions that attempt to solve some of the limitations faced by the novel ReLU function used in neural networks.

6.1 Swish

Reinforcement learning based search techniques have been used to discover novel activation functions that could be considered potential replacements for the highly used ReLU function, leading to the discovery of the Swish function [8]. Swish has been found to outperform ReLU on deeper models across a variety of large datasets. On nearly all tasks, Swish matches or exceeds the baselines when compared to the ReLU and other novel activation functions. The Swish formula is defined as

\[ f(x) = x \times \text{sigmoid}(\beta x) \]

Swish’s simplicity and resemblance to ReLU allows practitioners to easily replace ReLUs with Swish units in any neural network by changing a single line of code. Swish is unbounded above and bounded below. Unlike ReLU, Swish is smooth and nonmonotonic. Thus, the non-monotonicity property of Swish is a key differentiator from the most common activation functions. Swish’s smooth, continuous profile was critical in deep neural network architectures for better information propagation when compared to ReLU. The key differentiator between Swish and ReLU is the non-monotonic “bump” of Swish when x < 0. The conducted study makes an empirical case for how much of the pre-activation signal falling in the -limit<x<0 (limit is predefined) range is captured by this bump. Further, the bump can be tuned based on the chosen architecture according to its use case. Because of this intuition, Swish is able to outperform other monotonic activation functions, making Swish a good candidate as a replacement for ReLU.

6.2 Mish

Mish is a self-regularized, smooth, continuous, non-monotonic activation function inspired by Swish’s self-gating property. Mish has been proposed [9] as a replacement for novel activation functions, including Swish, which is a more robust activation function with significantly better results than ReLU. The Mish function is defined as

\[ f(x) = x \tanh(\text{softplus}(x)) \]

Mish tends to match or improve the performance of neural network architectures when compared to Swish, ReLU, and Leaky ReLU across various Computer Vision tasks. Even though Mish’s design has been influenced by the work performed by Swish, it was discovered by systematic analysis and experimentation of the characteristics that made Swish so successful. Mish is bounded below and unbounded above, similar to Swish. According to the research, Mish consistently outperformed the aforementioned functions, as well as Swish and ReLU.

Mish uses the Self-Gating property, which involves multiplying the non-modulated input with the output of a nonlinear function of the input. Mish eliminates the necessary preconditions for the Dying ReLU problem by retaining a small quantity of negative information. This property aids in the betterment of network information flow. Mish is unbounded above, avoiding saturation and the vanishing gradient problem, which causes training to slow down. It’s also advantageous to be bounded below because it results in stronger regularization effects. Unlike ReLU, Mish is continuously differentiable, which is preferable since it avoids singularities, thus, unwanted side effects when doing gradient-based optimization.

Mish’s smooth profile also plays a role in better gradient flow. Smoother output landscapes imply smooth loss landscapes, making optimization and generalization easier. Mish has a larger minima than ReLU and Swish, which increases generalization because the former contains several local minima. Furthermore, as compared to the networks equipped with ReLU and Swish, Mish had the lowest loss, proving the preconditioning effect of Mish on the loss surface. Under most experimental conditions, Mish outperforms Swish, ReLU, and Leaky ReLU in terms of empirical data.
6.3 GCU

Papert and Minsky [10] were the first to point out that a single neuron can’t learn the XOR function since a single hyperplane (in this example, a line) cannot separate the output classes for this function formulation. Moreover, the XOR problem needs at least 3 neurons to be solved. As an attempt to solve this problem a new activation function, Growing Cosine Unit (GCU) has been proposed [11] with the advantages of using oscillatory activation functions to improve gradient flow and alleviate the vanishing gradient problem. The GCU function is defined as

\[ C(z) = z \times \cos z \]

Because of their biological plausibility, most activation functions utilized today are non-oscillatory and monotonically growing. Oscillatory activation functions can improve gradient flow and reduce network size. Oscillatory activation functions are shown to have the following advantages; alleviate the vanishing gradient problem as they have non-zero derivatives throughout their domain except at isolated points, improve performance for compact network architectures, and are computationally cheaper than the state-of-the-art Swish and Mish activation functions.

As a result, oscillatory activation functions allow neurons to alter categorization (output sign) inside the interior of neuronal hyperplane positive and negative half-spaces, allowing complex decisions to be made with fewer neurons. Furthermore, the GCU oscillatory function presents a single neuron solution to the XOR problem. It has been found that a composite network trained with GCU outperforms standalone Sigmoids, Swish, Mish, and ReLU networks on a variety of architectures and benchmarks. The GCU function is computationally cheaper than Swish and Mish. The GCU activation also reduces training time and allows classification problems to be solved with smaller networks.

7 Biologically inspired oscillating activation functions

Recent research has discovered that biological neurons in the second and third layer of the human cortex have oscillating activation properties and are capable of individually learning the XOR function. The presence of oscillating activation functions in biological neural neurons may explain the difference in performance between biological and artificial neural networks. It has been demonstrated that oscillatory activation functions outperform popular activation functions on many tasks [11]. This paper proposes 4 new biologically inspired oscillating activation functions (Shifted Quadratic Unit (SQU), Non-Monotonic Cubic (NCU), Shifted Sinc Unit (SSU), and Decaying Sine Unit (DSU)) that enable single neurons to learn the XOR problem without manual feature engineering. The oscillatory activation functions also outperform popular activation functions on many benchmark tasks, such as solving classification problems with fewer neurons and reducing training time.

The vanishing gradient problem can be greatly reduced by using activations that have larger derivatives for a wider range of inputs, such as the ReLU, LReLU, PReLU, Swish, and Mish activation functions [12]. These novel activation functions are unbounded, perform better in deep networks, and have derivative values near to one or greater for all positive values [7]. However, the vast majority of activation functions in neural networks are monotonic or nearly monotonic functions with a single zero at the origin. Albert Gidon et al., [13] discovered a new type of neuron in the human cortex capable of learning the XOR function on its own (a task which is impossible with single neurons using sigmoidal, ReLU, LReLU, PReLU, Swish, and Mish activations). To differentiate the classes in the XOR dataset, two hyperplanes are required, which necessitates the use of activation functions with multiple zeros, as described in [14]. Given that the output of biological neurons increases for small input values, it is evident that the output must ultimately decrease to zero if a biological neuron is capable of learning the XOR function. Consequently, although conventional activation functions need a 3 neuron network with 2 hidden and 1 output layer to learn the XOR function, the XOR function may be learned with a single neuron using oscillatory activation, such as Growing Cosine Unit (GCU).

It has been demonstrated that oscillatory activation functions outperform popular activation functions on many tasks [11] [15]. In this paper 4 new oscillatory activation functions that enable individual artificial neurons to learn the XOR function like biological neurons are proposed. The oscillatory activation functions also outperform popular activation functions on many benchmark tasks, such as solving classification problems with fewer neurons and reduced training time.

The four oscillatory functions presented in the paper are defined as the following:

- Non-Monotonic Cubic Unit (NCU): \( f(z) = z - z^3 \)
- Shifted Quadratic Unit (SQU): \( f(z) = z^2 + z \)
- Decaying Sine Unit (DSU): \( f(z) = \frac{\pi}{2} (\text{sinc} (z - \pi) - \text{sinc} (z + \pi)) \)
- Shifted Sinc Unit (SSU): \( f(z) = \pi \text{sinc}(z - \pi) \)
The results from the study indicate the oscillatory activation functions like NCU, SQU, DSU, and SSU are converging at 20 epochs while maintaining the best possible accuracy at 4 convolution layers. They maintain accuracy over 68 percent with 3 convolution layers. Furthermore, Quadratic (SQU) retains the accuracy mentioned above even with a reduced number of epochs. The results show that networks with oscillating activations can use fewer neurons, perform better, and train quicker than networks with more common activation functions. Finally, the findings in this research show that deep networks with oscillating activation functions may be able to overcome the performance gap between biological and artificial neural networks. Future study is needed to assess the performance of the novel oscillatory activation functions described in this research on additional benchmark issues and model designs.

8 Conclusion

Neural networks are intrinsically powerful due to their ability to learn complex function approximations from data. This generalization ability has been able to impact multidisciplinary areas involving image recognition, speech recognition, natural language processing, and others. Activation functions are a crucial sub-component of neural networks. They define the output of a node in the network given a set of inputs. This paper discusses popular activation functions and provides a comparison on their properties. Recent work has proposed oscillating activation functions outperform popular activation functions on many benchmark tasks, such as solving classification problems with fewer neurons and reduced training time.
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