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Electrons, when scattered by static random disorder, form standing waves that can be imaged using scanning tunneling microscopy. Such interference patterns, observable by the recently developed technique of Fourier transform scanning tunneling spectroscopy (FT-STS), are shown to carry unique fingerprints characteristic of the electronic order present in a material. We exploit this feature of the FT-STS technique to propose a test for the nature of the enigmatic pseudogap phase in the high-$T_c$ cuprate superconductors. Through their sensitivity to the quasiparticle spectra and coherence factors, the FT-STS patterns in principle carry enough information to unambiguously determine the nature of the condensate responsible for the pseudogap phenomenon. In practice, the absence of a detailed understanding of the scattering mechanism, together with the experimental uncertainties, prevent such an unambiguous determination. We argue, however, that the next generation of FT-STS experiments, currently underway, should be able to distinguish between the pseudogap dominated by the remnants of superconducting order from the pseudogap dominated by some competing order in the particle-hole channel. Using general arguments and detailed numerical calculations, we point to certain fundamental differences between the two scenarios and discuss the prospects for future experiments.

I. INTRODUCTION

The problem of high-$T_c$ superconductivity continues to engage the scientific community, yet much remains unknown. The phase diagram of the cuprates is being elucidated with unprecedented accuracy but a unified microscopic theory of the observed phases is still lacking. While the question of how exactly the Mott-Hubbard antiferromagnetic insulator evolves into a high-$T_c$ superconductor upon hole doping remains unanswered, a number of phenomenological approaches to the problem have been developed. In the absence of a microscopic theory, progress can be made by means of a phenomenological description of the various phases, some of which are motivated by microscopic arguments\textsuperscript{1,2,3,5,6}.

Among the various phases, two are especially well established: the antiferromagnet (AF) near the half filling and the superconducting phase which occurs upon hole doping. The latter is reasonably well described by a BCS-like theory with a $d$-wave symmetric order parameter, $\Delta_k$. It is this symmetry that gives rise to unique physics of the low energy excitations which reside in the vicinity of the nodes of the gap function.

Intermediate between the AF and $d$-wave superconductor ($d$SC) is the so called pseudogap phase which exhibits a gap in the single particle density of states but is non-superconducting\textsuperscript{4}. Experimentally, the pseudogap phase is characterized by a $d$-wave gap in the electron excitation spectrum\textsuperscript{5} which sets in at a temperature $T^*$ much higher then the superconducting transition temperature $T_c$. The low energy nodal quasiparticles seem to exist in the pseudogap phase as well, however, they are strongly interacting and exhibit a high scattering rate\textsuperscript{6}.

Various authors have made proposals to describe the pseudogap phase using different phenomenological approaches. One can identify two broad classes of theories. One class includes theories of competing orders, in which the pseudogap results from the formation of static or fluctuating order in the particle-hole channel. Examples include the AF spin density wave (SDW), the charge density wave (CDW), stripes, and the so-called $d$-density wave (DDW, also known as the flux phase). This order parameter is assumed to compete with superconductivity and its formation is energetically favorable in the pseudogap phase\textsuperscript{4,6,10,11}. The other class of theories follow the ideas of order parameter phase fluctuations, first introduced by Emery and Kivelson\textsuperscript{12}. This school of thought views the pseudogap as a superconductor on short length scales that fails to superconduct on longer length scales due to phase fluctuations. In particular, this implies that a local superconducting order parameter is formed at $T^*$, but phase coherence is only achieved at $T_c$.\textsuperscript{1,2,5,10,11,13,14,15}

Unraveling the nature of this enigmatic phase is one of the central issues in the physics of high-$T_c$ cuprates.

In this Paper we elaborate on a test for the nature of the pseudogap phase using the Fourier transform scanning tunneling spectroscopy (FT-STS), proposed by us earlier\textsuperscript{16}. We demonstrate that the new generation of FT-STS experiments, performed in both the $d$SC and pseudogap phases, can provide a clear distinction between the two types of order, particle-hole (p-h) or particle-particle (p-p), and can therefore serve as a referee between the above two classes of theories. Such a distinction is possible due to fundamental differences between the two types of order. In a superconductor the elementary excitations consist of an admixture of electrons and holes. The charge of these quasiparticles is not a good quantum number, and each quasiparticle carries a quantum phase that describes its particle-hole mixing. As a result, scattering processes which give rise to the FT-
STS signal, have high or low probability depending on the relative phase of the scattering quasiparticles. This probability is given by the relevant coherence factors. On the other hand, when the scattering amplitude may depend on various microscopic details, we show that there exist certain generic features which only depend on the type of ordering present in the system.

The most straightforward test follows from the following simple consideration. The interference patterns caused by a p-p order parameter are known; these are just the experimental results observed in cuprates below $T_c$.\textsuperscript{17,18} Comparing these patterns with the experimental results in the pseudogap phase should reveal the nature of the pseudogap order parameter. If the patterns are similar to those of the dSC state, it is likely that the pseudogap order is in the p-p channel. If, on the other hand, an abrupt change in the patterns is found, the conclusion will be that a different type of order, in the p-h channel, governs the pseudogap. We shall discuss the relation to the available experimental data in Sec. IV.C.

This article is organized as follows. In the next section we revisit the formalism of the quasiparticle interference in the superconducting state, reviewing some recent theoretical work and commenting on the agreement with experiment. We choose a framework for further analysis and discuss how it may be justified on microscopic grounds. In section III we apply the same theoretical treatment to the pseudogap phase. We give a general discussion of the problem and then study two representative theories of the pseudogap, the QED$_3$ theory and d-density wave (DDW). We comment on their relevance in light of experimental observations. Our conclusions are given in section IV.

II. THE SUPERCONDUCTING STATE

A. General considerations

In the high resolution FT-STS experiments the spectrometer’s sharp tip is placed above a freshly cleaved sample surface, and a bias voltage is applied between the sample and tip. Tunneling occurs through the vacuum barrier and produces electric current which is measured as a function of the bias voltage. The measured differential conductance $dI(V,r)/dV$ is proportional to the local density of states (LDOS) $n(r,\omega)$ of the sample below the STS tip at the point $r$. A wide field of view of about $600\text{Å} \times 600\text{Å}$ is scanned with atomic resolution, and at each bias voltage the spatial map of $n(r,\omega)$ is collected. The spatial Fourier transform of this quantity, $n(k,\omega)$, is then studied. The resulting $k$-space distribution reveals distinctive patterns with peaks at special wave vectors that correspond to certain periodic structures in the real space electron wavefunctions. In a clean, homogeneous superconductor such structures would be absent; they apparently result from the translational symmetry breaking caused by disorder. At present, the details of this scattering potential are not fully understood.

These pioneering FT-STS experiments were followed by several theoretical studies that calculated the LDOS modulations in the BCS $d$-wave model using various approximations.\textsuperscript{16,20,21,22} First, a heuristic picture referred to as the \textit{octet model} was put forward by Hoffman et al.\textsuperscript{17,18,20} and provided a simple and appealing explanation of the data. The octet model identifies eight points in momentum space at which there is the largest single particle density of states (DOS), and asserts that the experimental FT LDOS is expected to have a peak at any point $\mathbf{q}$ in the Brillouin zone such that $\mathbf{q}$ connects any two of the octet points. As illustrated in Fig. 1 the latter occurs at the ends of the banana shaped contours of constant energy (CCE), where the energy is equal to the bias voltage, $h\omega = eV$.

The original octet model explains the experimental data surprisingly well, considering that it ignores several important issues. In particular, the on-shell excitations away from the octet points are not taken into account. One can argue that such excitations have lower single-particle DOS than the octet model points. However, the ratio between the single particle DOS at the edges of the CCE bananas to the DOS of any other point on the CCE is only a result of the velocity anisotropy and is not as

![FIG. 1: Top right: The banana shape contours of constant low energy around the nodes of the gap and seven vectors connecting their ends at energy $\omega = 0.7\Delta_0$. Top left and bottom: Numerical evaluation of the Fourier transformed local density of states in Eq. (12) with $\mu = -t$ and $\omega = 0.35, 0.5$ and 0.7$\Delta_0$ respectively. In order to best fit the experimental data\textsuperscript{17,18} we present the real part of $\Lambda(q,\omega)$ and suppress the $\Delta_+\Delta_-$ term as explained in the text.](image-url)
significant as other considerations. This can be seen by expanding the energy dispersion near the nodes and calculating the DOS. In the “nodal” approximation, scaling the momentum coordinates by the appropriate velocities \((v_F \text{ and } v_D)\) leads to a circular CCE, on which there is no special point that could define a peak position.

A more detailed analysis compares the measured spectrum to a joint density of states (JDS), \(D(q, \omega)\), given by a \(k\)-space convolution of the single particle density of states

\[
D(q, \omega) = \sum_k \delta(\omega - E_k)\delta(\omega - E_{k-q}),
\]

where \(E_k\) is the single particle excitation energy in the superconductor. This approach includes the on-shell processes away from the nodal points but neglects the off-shell processes as well as the coherence factors. We shall see shortly that in a \(d\)-wave superconductor the coherence factors for scalar disorder are precisely such as to greatly enhance the contributions from the octet points. We also find that the off-shell processes mostly contribute to the background and, interestingly, tend to worsen the agreement with experimental data.

It is interesting to note that the theoretically more satisfying approaches \(^{16, 20, 21, 22}\), which model the LDOS using the full electron Green’s function (computed within various reasonable approximations), generally fail to account for the details of the experimentally observed patterns. The main problem is that these theoretical approaches typically produce a number of prominent background features that are not present in experiment. As a result, the computed patterns do not really resemble the experimental data (compare, e.g., Refs. \(^{21}\) and \(^{15}\)), even if they contain many of their characteristic features. At present it is not clear whether this discrepancy is a sign of some fundamental difficulty in the existing models or simply a question of details that have not been yet properly addressed.

Here we take the latter view: i.e. that a simple BCS-type model of a \(d\)-wave superconductor with appropriate disorder should provide a complete description of the FT-STS data once the details of the scattering mechanism have been ironed out. In the present paper we are interested in these details only to the extent that will allow us to establish a baseline for our discussion of FT-STS in the pseudogap state. With this goal in mind in what follows we design a model for scattering in the dSC that produces patterns in reasonable agreement with the experiment. We also explore several routes to justify this model from microscopic considerations, but in this we are only partially successful. We then take this same model and use it to discuss the pseudogap state.

\[\text{B. The model}\]

We shall describe the system by a standard BCS \(d\)-wave Hamiltonian with disorder, treated as a perturbation. In the following, we consider three types of disorder, namely in the charge, spin and pairing channels. We show how different types of disorder produce different scattering patterns and comment on their relation to the patterns observed in the FT-STS experiments. Our starting point is similar to that used by previous authors \(^{20, 21, 22}\), but there will be some differences which will allow us to closely reproduce the experimental data.

The system is described by the Hamiltonian \(\mathcal{H} = \mathcal{H}_0 + \delta\mathcal{H}\), where

\[
\mathcal{H}_0 = \sum_k \psi^\dagger_k \left( \frac{\epsilon_k}{\Delta_k} - \frac{\Delta_k}{\epsilon_k} \right) \psi_k
\]

is the \(d\)-wave BCS Hamiltonian describing the pure, uniform \(dSC\), \(\psi_k^\dagger = (c_k^\dagger, c_{-k})\) is the Nambu space creation operator and \(\epsilon_k, \Delta_k\) are the band structure and gap function respectively. In what follows, we choose to work with the second-nearest neighbor hopping model and a \(d_{x^2-y^2}\) gap function

\[
\epsilon_k = -2t(\cos k_x + \cos k_y) - 4t'(\cos k_x \cos k_y - \mu),
\]

\[
\Delta_k = \frac{1}{2} \Delta_0(\cos k_x - \cos k_y).
\]

Disorder is generically described by a Hamiltonian

\[
\delta\mathcal{H} = \sum_{i,j, \sigma, \sigma'} V_{ij}^{\sigma\sigma'} c^\dagger_i \sigma c_{j\sigma'} = \sum_{k,k'} \psi_{kk'}^\dagger \hat{V}_{kk'} \psi_{kk'}.
\]

Here \(i, j\) is a lattice index, \(V_{ij}^{\sigma\sigma'}\) is the random potential and \(\hat{V}_{kk'}\) its Fourier transform, a \(2 \times 2\) matrix in Nambu space.

The electron propagator of the perturbed system can be expressed as

\[
G(k, k', \omega) = G^0(k, \omega) \delta_{k,k'} + G^0(k, \omega) \hat{T}_{kk'}(\omega) G^0(k', \omega),
\]

where

\[
G^0(k, \omega) = [\omega - \sigma_3 \epsilon_k - \sigma_1 \Delta_k]^{-1}
\]

is the bare Green’s function and \(\sigma_i\) are the Pauli matrices. \(\hat{T}_{kk'}(\omega)\) is the \(T\)-matrix, subject to the Lippman-Schwinger equation

\[
\hat{T}_{kk'}(\omega) = \hat{V}_{kk'} + \sum_q \hat{V}_{kq} G^0(q, \omega) \hat{T}_{qq'}(\omega).
\]

The local density of states at the point \(r\) of the sample is then given by

\[
n(r, \omega) = -\frac{1}{\pi} \text{Im}[G_{11}(r, r, \omega) + G_{22}(r, r, -\omega)],
\]

where \(G(r, r', \omega)\) is the spatial Fourier transform of \(G(k, k', \omega)\). Here and hereafter “Im” is understood as taking the usual difference between the retarded and the advanced quantity measuring the discontinuity of the
propagator across the real frequency axis. It is important to keep this in mind since \( \hat{V}_{kk'} \) is in general complex but its imaginary part does not contribute to the above discontinuity and therefore to LDOS in Eq. (4). Taking the “Im” symbol literally would lead to incorrect results.

For arbitrary disorder one must typically solve for the \( T \)-matrix from Eq. (6) using numerical methods. We shall not attempt such a detailed numerical solution here. Rather, we shall limit ourselves to two different approximations where progress can be made analytically. First, we consider the limit of weak but otherwise arbitrary disorder. Second, we study the case of arbitrarily strong but dilute point-like scatterers.

C. Weak scattering (Born limit)

To leading order in the scattering potential \( V \), i.e., in the Born approximation, we have \( \hat{T}_{kk'}(\omega) \simeq \hat{V}_{kk'} \) and the perturbed Green’s function is given by

\[
G(k, k', \omega) = G^0(k, \omega)\delta_{kk'} + G^0(k, \omega)\hat{V}_{kk}G^0(k', \omega).
\] (8)

Since the first term of Eq. (8) is uniform, all the interesting information resides in the second term.

We now focus on the disorder potential in the charge channel. In this case we have on-site random potential \( V_i \) coupled to electron charge,

\[
\delta H = \sum_{i, \sigma} V_i c_{i\sigma}^\dagger c_{i\sigma} = \sum_{k, k'} V_{kk'}\psi_{k\sigma}^\dagger \sigma_3 \psi_{k'\sigma},
\] (9)

i.e., \( \hat{V}_{kk'} = \sigma_3 V_{kk'} \), where \( V_k \) is the Fourier transform of \( V_i \). The advantage of the Born limit is that one may express the interesting non-uniform part of the measured FT LDOS, \( \delta n(q, \omega) \), in a factorized form:\textsuperscript{21}

\[
\delta n(q, \omega) = -\frac{1}{\pi} |V_q| \text{Im} \left[ \Lambda_{11}(q, \omega) + \Lambda_{22}(q, -\omega) \right],
\] (10)

where

\[
\Lambda(q, \omega) = \sum_k G^0(k, \omega)\sigma_3 G^0(k - q, \omega).
\] (11)

As discussed by Capriotti et al. \( V_q \) is a random function with no interesting structure while \( \Lambda(q, \omega) \) contains information about the underlying clean system. Any peaks observed in \( \delta n(q, \omega) \) therefore must be attributed to \( \Lambda(q, \omega) \). Thus, by studying the interference patterns in a disordered sample one can learn about the properties of the system in the absence of disorder.

With the \( d \)-wave BCS Green’s function, Eq. (5), one finds

\[
\Lambda_{11}(q, i\omega) = \frac{1}{E^2} \sum_k \frac{(i\omega + \epsilon_+)(i\omega + \epsilon_-) - \Delta_+ \Delta_-}{(\omega^2 + E_+^2)(\omega^2 + E_-^2)},
\] (12)

with \( \epsilon_{\pm} = \epsilon_{k\pm q/2} \), \( \Delta_{\pm} = \Delta_{k\pm q/2} \) and \( E_{\pm} = \sqrt{\epsilon_{\pm}^2 + \Delta_{\pm}^2} \). Eq. (12) can be evaluated exactly using numerical methods. However, before doing so we shall elucidate its main features by employing the nodal approximation. In this approximation, valid at energies low compared to the maximum gap \( \Delta_0 \), the spectrum is linearized in the vicinity of the nodes, and we consider scattering processes either within the same node or between different nodes. Let us first evaluate the LDOS resulting from intra-node scattering, which corresponds to the octet vector \( q_f \).\textsuperscript{18}

For this case, Eq. (12) can be approximated in the following way: near the node we use the 45° rotated coordinates \( k_1 \) and \( k_2 \) shown in Fig. (2). To first order in the momentum we expand \( \epsilon_k \rightarrow \nu_F k_1 \) and \( \Delta_k \rightarrow \nu_\Delta k_2 \). We then rescale the momentum coordinates so that \( \nu_F k_1 \rightarrow k_1 \), \( \nu_\Delta k_2 \rightarrow k_2 \), and redefine \( \frac{1}{2}\nu_F q_1 \rightarrow \tilde{q}_1 \) and \( \frac{1}{2}\nu_\Delta q_2 \rightarrow \tilde{q}_2 \). In the scaled coordinate frame \( E_k = |k| \) and Eq. (12) simplifies to

\[
\Lambda_{\text{lin}}(q, \omega) = \frac{1}{v_F v_\Delta} \int \frac{d^2 k}{2\pi v^2} \frac{-\omega^2 + (k_1^2 - k_2^2) - (\tilde{q}_1^2 - \tilde{q}_2^2)}{(\omega^2 + (\tilde{k} + \tilde{q})^2)(\omega^2 + (\tilde{k} - \tilde{q})^2)},
\] (13)

As shown in appendix \( \text{A} \) the explicit solution can be found using the Feynman parameterization\textsuperscript{28} and reads:

\[
\Lambda_{\text{lin}}(q, \omega) = \frac{1}{2\pi v_F v_\Delta} \left[ \frac{\tilde{q}_2^2}{\tilde{q}_1} \right]^2 \mathcal{F}(\omega),
\]

\[
\mathcal{F}(z) = 1 - \frac{z^2}{\sqrt{z^2 - 1}} \arctan \frac{1}{\sqrt{z^2 - 1}}.
\] (14)

The function \( \mathcal{F}(z) \) implies an inverse square root singularity in both the real and imaginary parts of \( \Lambda_{\text{lin}}(q, \omega) \) along an elliptic contour of constant energy given by \( E_q = 2\omega \) (here \( E_q = 2\tilde{q} = \sqrt{\nu_F^2 \tilde{q}_1^2 + \nu_\Delta^2 \tilde{q}_2^2} \)). More importantly, this singularity is weighted by an angular factor \( (\tilde{q}_2^2/\tilde{q}_1)^2 = (\nu_\Delta q_2/E_q)^2 \), producing the largest amplitude at the two ends of the ellipse, as illustrated in Fig. (5). These points of largest intensity coincide with \( \pm q_f \).

is important to note that the angular dependence results purely from the coherence factors (i.e. terms in the numerator of Eq. (15)) and would not appear in the JDOS Eq. (1).

This particular angular dependence can be understood by analyzing the relevant BCS coherence factors as follows. Consider first $\mathbf{q}$ that connects the two CCE points along the nodal direction. The process represents scattering of a pure particle to a pure hole since along this direction there is no $p$-$h$ mixing due to the vanishing gap. The ampliude of such a process is zero due to the charge degeneracy. On the other hand the two points at the edges of the CCE both have equal particle and hole mixing ($|u|_{\mathbf{k}} = |v|_{\mathbf{k}}$ in the BCS notation) and the same quantum phase. This leads to constructive interference and maximal $\Lambda(\mathbf{q}, \omega)$.

Similarly, we can treat magnetic disorder. In this case, the potential couples to the electron spin and is therefore proportional to the unit matrix $\sigma_0 = \mathbb{1}$ in Nambu space:

$$\delta \mathcal{H} = \sum_i v^\text{mag}_i [c^\dagger_{i\uparrow} c_{i\downarrow} - c^\dagger_{i\downarrow} c_{i\uparrow}] = \sum_{\mathbf{k}, \mathbf{k}'} V^\text{mag}_{\mathbf{k} - \mathbf{k}'} c^\dagger_{\mathbf{k}'} \sigma_0 c_\mathbf{k}.$$  \hspace{1cm} (15)

Again, one can describe the scattering patterns using $\Lambda(\mathbf{q}, \omega)$. It is easy to see that the expression for this quantity is just like Eq. (12) except for the sign change in front of the $\Delta_+ \Delta_-$ term. In the nodal approximation for intra-nodal scattering we thus get

$$\Lambda^\text{mag}_{\text{lin}} = \frac{1}{v_F \Delta} \int \frac{d^2k}{(2\pi)^2} \frac{-\omega^2 + k^2 - \mathbf{q}^2}{[\omega^2 + (\mathbf{k} + \mathbf{q})^2][\omega^2 + (\mathbf{k} - \mathbf{q})^2]}.$$  \hspace{1cm} (16)

The solution (see Appendix A) is now very different,

$$\Lambda^\text{mag}_{\text{lin}}(\mathbf{q}, \omega) = \frac{-1}{2\pi v_F u \Delta} \left[ i \pi + 2 \mathcal{F}'(\frac{\omega}{q}) + \ln \left( \frac{\omega^2}{\lambda^2} \right) \right],$$  \hspace{1cm} (17)

$$\mathcal{F}'(z) = \sqrt{z^2 - 1} \arctan \frac{1}{\sqrt{z^2 - 1}}.$$  \hspace{1cm} (18)

Here, since the spin is a good quantum number, no angular dependent coherence factors are present, and the interference amplitude is constant along the elliptic contour $2\omega = \sqrt{v_F q_1^2 + v_\Delta q_2^2}$, as shown in Fig. (3e). The integral dependence is replaced by a cusp along the contour. This result provides another example of the importance of the coherence factors.

The linearized treatment for internodal magnetic and non-magnetic scattering is similar and given in appendix A. A composite picture including scattering processes between all nodes is shown in panel (e) of Fig. (3). We observe that it indeed contains peaks and qualitatively exhibits features observed in FT-STS experiments. The linearized treatment also indicates that non-magnetic scattering alone cannot produce all of the experimentally observed features. The octet points $q_1$, $q_3$, and $q_{26}$, corresponding to adjacent nodes scattering, can all be produced together only by including magnetic scattering (see Fig. (3)). This combination of magnetic and non-magnetic scattering is discussed in the next subsection.

Beyond the linearized approximation, the interference patterns can be evaluated exactly, by numerical methods, using the full model dispersion Eq. (2). Work along these lines has been done for a single point like scatterer in Refs. 20, 21, 22 and for arbitrary weak disorder in Refs. 21, 23. To evaluate Eq. (12) numerically we find it convenient to perform the momentum space Green’s function convolutions by employing the fast Fourier transform (FFT) technique. In particular we transform $G^0(\mathbf{k}, \omega)$ to real space, multiply the appropriate components, and perform an inverse FFT back to the momentum space.
We adopt this result for FT-STS in dSC as our baseline for studies of the pseudogap state. Before we proceed to study the latter we briefly discuss how one could justify this model based on the physics beyond the Born approximation.

D. Beyond the Born limit: the $T$-matrix

As mentioned above, the Born limit scattering model is in best agreement with the experimental data when (i) the off-diagonal part of the bare Green’s function, \( F(k, i\omega) = \Delta_k/(\omega^2 + E_k^2) \), is ignored and (ii) the real part of \( \Lambda \) rather then the imaginary part is taken (in contrast to the prescription in Eq. 10). The question naturally arises: can this prescription be justified in a physically well motivated manner?

(i) may arise simply as a result of chemistry; it is in principle possible that impurities in cuprates act both as charge and spin scatterers and that the strength in both channels is roughly equal. However, such an assumption amounts to a fine tuning of parameters. Furthermore, chemistry cannot plausibly explain (ii).

We now show that at least qualitatively both effects may arise when the disorder potential is not weak and the full $T$-matrix is considered. In the $T$-matrix, all of the terms in the Born series are resummed by means of Eq. (6). Unfortunately, solving the Lippman-Schwinger equation for arbitrary disorder potential is a daunting task. Progress can be made, however, in the case of point-like scatterers. In particular, for a single point-like scatterer at the origin, the $T$-matrix is considered. In the Born series, these terms are magnetic-like since the magnetic potential is represented by a unit matrix. Magnetic-like terms arise from a pure charge impurity due to the $2 \times 2$ structure of the Green’s function (there is no symmetry that forbids their creation). Second, the $T$-matrix is in general complex. Thus, there could be a regime in which its imaginary part dominates, implying that $\delta n(q, \omega)$ would receive dominant contributions from the real part of $\Lambda(q, \omega)$.

As shown by Balatsky et al. 24 near half filling summing the Born series for the point-like charge impurity

\[
\delta n(q, \omega) = -\frac{1}{\pi} \text{Im} \sum_k G^0(k, \omega) \hat{T}(\omega) G^0(k - q, \omega). \quad (18)
\]

In the following, we focus on this analytically tractable situation which is also relevant to a dilute concentration of point scatterers provided that one can neglect coherent scattering from multiple impurities.

First note that in a superconductor, a charge scatterer, which is represented by a potential proportional to $\sigma_3$ in Nambu space, generates terms proportional to $\sigma_0$ in the Born series. These terms are magnetic-like since the magnetic potential is represented by a unit matrix. Magnetic-like terms arise from a pure charge impurity due to the $2 \times 2$ structure of the Green’s function (there is no symmetry that forbids their creation). Second, the $T$-matrix is in general complex. Thus, there could be a regime in which its imaginary part dominates, implying that $\delta n(q, \omega)$ would receive dominant contributions from the real part of $\Lambda(q, \omega)$.
The \( T \)-matrix approximation for a point-like charge impurity and a local gap modulation at the origin. The band structure parameters and gap magnitude are the same as in Fig. 1 and \( V = 0.3t, \delta\Delta = 0.3\Delta_0 \). The frequencies from left to right are 0.2, 0.5 and 0.7\(\Delta_0 \).

yields \( \hat{T}(\omega) = T_0(\omega)\sigma_0 + T_3(\omega)\sigma_3 \) with

\[
T_0(\omega) = \frac{g_0(\omega)}{c^2 - g_0(\omega)^2}, \quad T_3(\omega) = \frac{-c}{c^2 - g_0(\omega)^2}
\]  

where \( c = \cot \delta_0 \) is the cotangent of the scattering phase shift and \( g_0(\omega) = \text{Tr} \sum_k G^0(k, \omega) \). The above frequency structure of the \( T \)-matrix represents a quasi-bound state near the impurity with a resonance at \( c = \pm g_0(\omega) \). Since \( c \) is a real number and the Green’s function has an imaginary part, at resonance the \( T \)-matrix is predominantly imaginary and \( T_3(\omega) \approx \mp T_0(\omega) \). This means that near resonance both (i) and (ii) can be satisfied and the prescription that we obtained heuristically in the previous subsection can be physically motivated.

Our justification above should be viewed merely as a “proof of principle” since the arguments only hold near the resonant frequency whereas we need them to apply at all frequencies. One could perhaps argue that in real samples the impurity resonances will be distributed forming a continuous band in which \( T(\omega) \) is predominantly imaginary and \( T_3(\omega) \approx T_0(\omega) \). However at this stage this is merely a speculation.

Another mechanism that can give rise to suppression of the off-diagonal terms is spatial variation of the gap amplitude. Such variations have indeed been observed in the STS studies on BiSCCO samples. Theoretical treatment of these is somewhat complicated by the fact that in a dSC the order parameter lives on the nearest neighbor bonds of the underlying ionic lattice. For that reason we defer this discussion to the Appendix II.

Our numerical results for a point-like impurity (including the gap suppression) in the \( T \)-matrix approximation at the relevant probing frequencies are presented in Fig. 6. The obtained results are similar to those obtained by the simple treatment of section IIIC (Fig. 1) and display most of the features expected by the octet model. We emphasize again that considerations in this subsection are not meant as detailed modeling of the scattering potentials in the cuprates. Rather, they are meant to illustrate how the heuristic treatment presented in the previous subsection can be reconciled with a more microscopic approach. In what follows we shall continue to describe the FT-STS patterns \( \delta n(q, \omega) \) in terms of \( \Lambda(q, \omega) \) via Eq. 10.

### III. THE PSEUDOGAP STATE

We now focus on the pseudogap state. In principle, the information contained in the FT-STS patterns should permit the unambiguous determination of the electron order present in underdoped cuprates above \( T_c \) (but below \( T^* \)). In practice, however, we have seen that details of the scattering mechanism can lead to vastly different interference patterns, and even the description of the well-understood dSC state is fraught with difficulty. We thus set our sights on a more modest goal; in the following we consider the question whether it is possible, using the FT-STS techniques, to identify the condensate in the pseudogap state as being in the p-p (superconducting) or p-h channel.

As we have seen above the p-p order in the superconducting phase gives rise to very special BCS coherence factors which mix electron and hole degrees of freedom. These coherence factors lead to unique FT-STS patterns with sharp peaks at the set of “octet vectors” shown in Fig. 1. According to our analysis there are two crucial factors which determine the position of these peaks in the Brillouin zone. The quasiparticle excitation spectrum \( E_{q} \) defines a set of contours of constant energy, \( E_{q} = \pm \omega \), along which the denominators of Eq. 12 vanish and cause large FT-STS response. The coherence factors, entering the numerator of Eq. 12, determine whether the quasiparticle interference is constructive or destructive at a given point and thus select special points along these contours at which the peaks in FT-STS appear.

It follows from this analysis that the observed FT-STS patterns will change when either the excitation spectrum or the coherence factors are modified as one passes from dSC to the pseudogap state. This observation is the key to our proposal to distinguish between the pairing and p-h correlations in the pseudogap state. If, on crossing the \( T_c \), the FT-STS patterns are essentially unmodified, then one can conclude that the pseudogap is dominated by ordering in the p-p channel. If, on the other hand, a qualitatively different pattern is observed above \( T_c \), then this would be evidence for another type of order, most likely in the p-h channel. These conclusions should be insensitive to the details of the scattering mechanism that give rise to the quasiparticle interference.

A more complicated situation may arise when the competing order can coexist with superconductivity in some region of the phase diagram, as envisioned e.g. in Ref. 4. In that case the above analysis still applies but one expects a more gradual change of the interference patterns as a function of temperature (or another control parameter such as doping) reflecting the gradual growth of the competing order at the expense of superconductivity.

In order to illustrate the crucial role the type of order
parameter plays in the process of quasiparticle scattering we examine two representative models of the pseudogap. Our goal is to understand how the interference patterns vary depending on whether the order parameter is in the p-p channel (superconductivity) or in the particle-hole channel.

A. Superconducting phase fluctuations

In this scenario the pseudogap state is viewed as a phase-disordered d-wave superconductor. There exist several theoretical frameworks to describe such a state of electronic matter\(^\text{3,12,13,14}\) all sharing a common feature that the underlying order is in the pairing channel. Here we focus on the “QED\(_d\)” theory\(^\text{15,29,30,31}\) but it is easy to see that other approaches will yield similar general outcomes for the FT-STS patterns.

In the QED\(_d\) theory, the phase of the superconducting order parameter is disordered by vortex-antivortex excitations that are encoded in a U(1) gauge field minimally coupled to the nodal fermions. At \(T_c\), vortex-antivortex pairs unbind through the Kosterlitz-Thouless transition and cause a loss of phase coherence at long distances. The resulting pseudogap state is described by nodal fermions that are strongly interacting, the interaction mediated by the massless U(1) gauge field. The fermionic Green’s function in Nambu space\(^\text{15}\) is given by

\[
G^0(k, i\omega) = \lambda^{-\eta} \frac{i\omega + \epsilon_k \sigma_3}{\omega^2 + \epsilon_k^2 + \Delta_k^2} \frac{1}{1-\eta^2},
\]

where \(\lambda\) is a high energy cutoff and \(\eta\) is the anomalous dimension exponent which encodes the dressing of the nodal quasiparticles by the gauge field fluctuations. General requirements of causality and unitarity dictate that \(\eta \geq 0\); however the exact value of the anomalous dimension is still under debate\(^\text{15,29,30,31}\). Most believe that \(\eta\) is a small positive number. Here we sidestep these issues by treating \(\eta\) as a free parameter. We show that the FT-STS patterns are insensitive to its exact value.

The similarity between QED\(_d\) propagator \(^\text{20}\) and that of the dSC state suggests that the interference patterns obtained in this model will resemble those in the dSC state. We study the FT-STS patterns within the same set of approximations adopted for the dSC state, i.e. we evaluate \(\Lambda(q, \omega)\) and consider its real part. In addition, we note that the absence of the off-diagonal part in the QED\(_d\) propagator (which reflects lack of long range superconducting order in the pseudogap state) implies that the \(\Delta_+\Delta_-\) term in \(\Lambda(q, \omega)\) will automatically vanish, irrespective of the type of scattering. Numerical evaluations of \(\Lambda(q, \omega)\) are carried out using the fast Fourier transform technique described above and the results are given in Fig. 6. As expected based on our general argument the QED\(_d\) interference patterns are similar to those obtained for the dSC state. Peaks occur at the same points in the Brillouin zone and the anomalous dimension \(\eta\) causes some suppression of the sharp singularities.

This similarity can also be understood by performing the nodal approximation for the QED\(_d\) propagators, which is done in appendix A. This treatment shows that the coherence factors produce the same angular dependence along the elliptic contour as in the dSC state, but the square root singularity is replaced by a weaker \(1/(z^2 - 1)^{1/2-\eta}\) singularity, where \(z = \omega/|q|\) as before. Thus, the QED\(_d\) and dSC patterns will be qualitatively similar as long as \(0 \leq \eta < \frac{1}{2}\), which is exactly the range of values where we expect \(\eta\) to lie based on general considerations.

B. Competing orders

As an example of a model with competing orders we choose the d-density wave (DDW) theory\(^\text{21}\). In this model, an order parameter of circulating currents with d-wave symmetry competes with superconductivity and dominates the pseudogap phase. The order parameter is in the particle-hole channel and connects excitations with
momentum difference of \( Q = (\pi, \pi) \) (see Fig. 7). The Green’s function is conveniently written in the basis of \( \psi_k^\dagger = (\epsilon_k, \epsilon_{k+Q}) \),

\[
G^0(k, i\omega) = [(i\omega - \epsilon'_k) - \epsilon_k'\sigma_3 - D_k\sigma_2]^{-1},
\]

with \( \epsilon'_k = \frac{1}{2}(\epsilon_k + \epsilon_{k+Q}), \epsilon_k'' = \frac{1}{2}(\epsilon_k - \epsilon_{k+Q}) \), and the DDW gap \( D_k = \frac{1}{2}D_0(\cos k_x - \cos k_y) \). In this model, the Born approximation for the density of states modulations is given by

\[
\Lambda(q, i\omega) = \text{Tr} \sum_k [G^0(k, i\omega)(1 + \sigma_1)G^0(k - q, i\omega)]
= \frac{2}{L^2} \sum_k \left\{ -\frac{\Omega_+ \Omega_- + \epsilon_k' \epsilon_k'' + D_+ D_-}{(\Omega_+^2 + \Omega_-^2)(\Omega_+^2 + \Omega_-^2)} \right\},
\]

where \( i\Omega_k = i\omega - \epsilon'_k \) and the prime on the summation indicates restriction to the reduced Brillouin zone depicted in Fig. 7. Derivation of this simple form is given in Appendix C. It is also worth noting that Eq. (22), also used by us previously, agrees with that used by Bena et al. in the appropriate limit of Born scattering.

When the DDW gap is close to the Fermi energy, i.e., close to half filling, the low energy excitations exist only near the nodes of the DDW gap. In this case we can linearize the spectrum in the vicinity of the nodes and approximate: \( \epsilon'_k \to 0, \Omega_k \to \omega, \epsilon_k'' \to v_F k_1 \) and \( D_k \to v_\Delta k_2 \), where \( k_1 \) and \( k_2 \) are defined in the same way as in the \( dSC \) state. The linearized form of Eq. (22) turns out to be the same as that of a magnetic scatterer in the \( dSC \) state given by Eq. (16). This implies that close to half filling, a charge impurity in the DDW model is similar to a magnetic impurity in the \( dSC \). This behavior is due to charge conservation in the DDW model, i.e., there is no BCS mixing to produce the angular dependent coherence factors of the \( dSC \) state.

The expression (22) can also be evaluated exactly numerically for all dopings, and we have done so with the same band structure as in the previous cases. The results are presented in Fig. 8 along with the results for a \( dSC \) model. The analytical and numerical calculations of the LDOS modulations in the DDW model show two principal differences between this theory and the BCS theory of the \( dSC \) state. First, the very different coherence factors lead to arc like patterns rather than peaks in the Brillouin zone. This feature cannot be altered by inclusion of higher order terms in the Born expansion (the \( T \)-matrix) due to the conservation of charge. The solution for the
the Fermi surface but to the (\(\pi\)) realistic band parameters the CCE of this model develop the node of the DDW order parameter is as shown in Fig. (8-d). This is a result of the fact that second nearest neighbor hopping \(t'_d\) is independent of whether the superconducting state has coexistence factors, which then determine the basic characteristics of the underlying electron order in the pseudogap state.

C. Relation to experimental data

Recently, two groups succeeded in obtaining the FT-STS data in the pseudogap state of two different cuprate superconductors. Vershinin et al. focused on the \(T > T_c\) region in weakly underdoped samples of Bi\(_2\)Sr\(_2\)CaCu\(_2\)O\(_{8+\delta}\) (BiSCCO), while Hanaguri et al. studied lightly doped (non-superconducting) single crystals of Ca\(_{2-\delta}\)Na\(_x\)Cu\(_2\)O\(_2\)Cl\(_2\) (Na-CCOC) at low temperatures. In both cases no dispersive features could be identified. Instead, non-dispersive patterns with periodicity close to 4 lattice spacings have been reported in both experiments and interpreted as evidence for underlying static charge ordering. Precise nature of this ordering phenomenon is unclear at present and two scenarios involving a hole Wigner crystal and a pair density wave have been proposed.

Absence of the quasiparticle interference patterns in Refs. 33,34 implies that the methods described in this work are not directly applicable to these experiments. A more promising in this respect is the recent experiment of McElroy et al., which identifies ‘zero temperature pseudogap’ spectra in nominally superconducting samples of BiSCCO at low temperatures. Such ZTPG spectra coexist with the more conventional superconducting spectra and form characteristic nanoscale patchwork of interconnected regions. In strongly underdoped BiSCCO regions exhibiting ZTPG almost completely dominate the field of view. The interesting aspect of this data is that at low energies these ZTPG regions exhibit FT-STS interference patterns that look just like those observed deep in the superconducting state. At higher energy, however, non-dispersive peaks with periodicity close to 4 lattice spacing are observed in these same regions. These observations indicate that (i) the low energy quasiparticles in the ZTPG regions are of superconducting Nambu-Gorkov variety, and (ii) there exists an intimate relationship between the superconducting order and the new ordering phenomenon these materials.

An interesting question arises as to why are the dispersive peaks absent in the patterns observed in the pseudogap state. One possibility is that there are simply no sufficiently coherent quasiparticles that could form the interference patterns (such as in the QED\(_3\) theory with \(\eta > \frac{1}{2}\)). Another possibility is that the patterns are present but have not been so far detected. It is entirely possible that in the BiSCCO experiment done at \(T \sim 100K\) delicate interference patterns are washed out by thermal broadening. The Na-CCOC experiment on the other hand, is done at \(T \sim 0.1K\) and thermal smearing cannot be invoked. In this case it is interesting to note that no dispersive patterns have been observed in this material even in the superconducting state at higher doping. These considerations thus raise hopes that the interference patterns may be observed in future experiments and could help determine the nature of the pseudogap state in cuprates.

IV. CONCLUSIONS

We have shown that the quasiparticle interference patterns seen in the FT-STS experiments reveal signatures of both the quasiparticle dispersion and, through their sensitivity to the quasiparticle quantum phases, the nature of the underlying electronic order in the system. In particular, the quasiparticle phase determines the coherence factors, which then determine the basic characteristics of the interference patterns. We have demonstrated, by general arguments and detailed calculations within two relevant models, that the superconducting order alone produces patterns consistent with the existing
experimental data. In particular, order of another type (such as DDW) yields qualitatively different patterns, even if the quasiparticle excitation spectrum is identical to the dSC.

The above feature is of key importance since it is in general difficult to model the details of FT-STS patterns, even in the well understood dSC state. This difficulty presumably arises from the complexities of the scattering processes which in realistic materials are likely caused by several distinct mechanisms and must be modeled as a combination of magnetic, non-magnetic and pairing potentials. In addition the matrix elements for the tunneling between the sample and the STS tip, ignored in most theoretical treatments, are likely to affect the patterns.

Despite these complexities, the FT-STS carries a wealth of useful information. Sensitivity of the interference patterns to the type of ordering implies that even though we might not be able to model their every detail in a particular state, we are assured that the patterns will change as the material crosses a phase boundary to a state characterized by a different electronic order.

Based on this insight we have proposed a test for the nature of the pseudogap phase in cuprates using FT-STS. The phase boundary in this case is $T_c(x)$, i.e. the superconducting critical temperature as a function of hole doping $x$. If the pseudogap is due to fluctuating SC order, then the FT-STS patterns above $T_c$ should remain qualitatively the same as those below $T_c$. If, on the other hand, the pseudogap is due to an order parameter in the particle-hole channel, such as SDW, CDW or DDW, the patterns above $T_c$ should be qualitatively different, due to their different coherence factors.

Although we focused here on one example of a particle-hole order parameter, the arguments presented above are general and can be applied to distinguish any such order from superconductivity. In addition, DDW order is perhaps the most germane to our argument since for specially selected parameters the excitation spectrum is the same as in the dSC. We have demonstrated that even in this special case the FT-STS patterns exhibit qualitative differences and should be easily distinguishable from the dSC. This is a result of the quasiparticle charge nonconservation in the superconductor which manifests itself in the coherence factors of the FT-STS spectra. Other types of p-h order, such as SDW and CDW, will generally have very different excitation spectra, trivially implying different interference patterns.

By probing the interference patterns below and above $T_c(x)$, future FT-STS experiments should be able to unambiguously discriminate between the remnants of the superconducting order and an order in the particle-hole channel, thus settling one of the key puzzles in the high-$T_c$ superconductivity.
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APPENDIX A: LINEARIZED APPROXIMATION

1. Non-magnetic scattering

Let us first consider the density of states modulations resulting from scattering within the same node in the linearized approximation given in Eq. (13). The solution, Eq. (13), can be found by “combining the denominators” using the Feynman parameterization. This is based on the formula

$$\frac{1}{A^\alpha B^\beta} = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} \int_0^1 dx \frac{x^{\alpha-1}(1-x)^{\beta-1}}{|xA + (1-x)B|^{\alpha+\beta}}, \quad (A1)$$

where $\Gamma(z)$ is the Gamma function and the identity is valid for any positive $A, B, \alpha, \beta$. Applying this to Eq. (13) with $\alpha = \beta = 1$ and performing a shift in the integration variable $k \rightarrow k + (1 - 2x)\tilde{q}$ yields

$$\Lambda_{\text{lin}}(q, i\omega) = \frac{1}{v_F v_{\Delta}} \int_0^1 dx \int \frac{d^2 k}{(2\pi)^2} \frac{-\omega^2 + (k_x^2 - k_y^2) - 4x(1-x)(\tilde{q}_x^2 - \tilde{q}_y^2)}{\omega^2 + k_x^2 + 4x(1-x)q^2}. \quad (A2)$$

The $k_x^2 - k_y^2$ term vanishes in the angular integration and the radial integral is convergent. After performing the integration over momentum we get

$$\Lambda_{\text{lin}}(q, i\omega) = \frac{1}{4\pi v_F v_{\Delta}} \int_0^1 dx \frac{-\omega^2 - 4x(1-x)(\tilde{q}_x^2 - \tilde{q}_y^2)}{\omega^2 + 4x(1-x)q^2} \quad (A3)$$

and the solution quoted in the text follows by performing the $x$ integration and Wick rotating the frequency $i\omega \rightarrow \omega$ to get the retarded quantity.

Now consider a scattering process between two antipodal nodes, spanned by the vector $Q$ (shown in Fig. 2) connecting the nodes along the $(\pi, \pi)$ direction (the length of $Q$ varies with the doping). The linearized form of $\Lambda$ is
similar to Eq. \((14)\) with some signs inverted due to the different directions of \(v_F\) and \(v_\Delta\) near the two nodes

\[
\Lambda_{\text{lin}}(q + Q, i\omega) = \frac{1}{v_F v_\Delta} \int \frac{d^2k}{(2\pi)^2} \frac{-\omega^2 - (k_1^2 - k_2^2) + (q_1^2 - q_2^2)}{\omega^2 + (k - q)^2 \omega^2 + (k + q)^2},
\]

where in the last line we have introduced the Feynman parameter \(x\) and performed the momentum integral. The result is given by Eq. \((14)\) with the angular factor replaced by \(\tilde{q}\). This 90° rotation of the angular factor causes the high intensity regions to be two points on the elliptic contour in the direction parallel to the vector \(Q\) as shown in Fig. \((3b)\). This is a deviation with respect to the octet model. Instead of the vectors \(q_3\) and \(q_4\) connecting the edges of the antipodal CCE bananas we obtain \(q_3 \approx q_3\) at the points \(Q \pm \frac{k_2}{v_\Delta} q_1\). The octet vector \(q_4\) is close to the point on the angular coherence factor vanishes and hence appears as an end of a line rather than a peak.

In the two cases above we have scaled the momenta \(k_1\) and \(k_2\) by \(v_F\) and \(v_\Delta\) respectively to achieve radial symmetry. This convenient scaling can not be applied to the case of adjacent node scattering. For generic anisotropy one then obtains more complicated expressions which cannot be evaluated in a closed form. To keep things simple we treat this process in the limit of isotropic velocity \(v_F = v_\Delta = v\). If we denote by \(Q'\) the vector that connects two adjacent nodes we have

\[
\Lambda_{\text{lin}}(q + Q', i\omega) = \frac{1}{v^2} \int \frac{d^2k}{(2\pi)^2} \frac{-\omega^2}{\omega^2 + (k - q)^2 \omega^2 + (k + q)^2},
\]

where we have omitted terms that are odd functions of \(\omega\). These would cancel later, when taking the appropriate components of \(\Lambda\) according to the prescription in Eq. \((10)\). The solution is given by

\[
\Lambda_{\text{lin}}(q, \omega) = \frac{1}{4\pi v^2} \left( \frac{\omega}{q} \right)^2 S\left( \frac{\omega}{q} \right),
\]

\[
S(z) = \frac{1}{\sqrt{z^2 - 1}} \arctan \frac{1}{\sqrt{z^2 - 1}}.
\]

There is no angular dependence and the resulting \(\Lambda\) is just a uniform contour, as shown in Fig. \((3i)\). More detailed considerations indicate that restoring the anisotropy would introduce a four-fold modulation of the intensity along the contour.

2. Magnetic scattering

The inter-nodal magnetic scattering can be calculated in a similar way for a magnetic point like impurity, where the only difference is the sign in front of the \(\Delta_+\_\Delta_-\) term in Eq. \((12)\). This leads to the linearized form in Eq. \((16)\) from which it can be readily seen that no angular dependent coherence factors emerge in this case. The solution, Eq. \((17)\) is obtained by following the same steps as in the previous subsection. For antipodal nodes the result is the same as for the intra-nodal magnetic scattering, Eq. \((12)\), where there is no angular dependence. However, when considering the case of scattering between adjacent nodes, the magnetic scattering exhibits angular dependence that generates peaks close to the octet model vectors \(q_1, q_3\) and \(q_2, q_6\) even in the isotropic limit. The solution for this case is given by:

\[
\Lambda_{\text{lin}}(q, \omega) = \frac{1}{4\pi v^2} \left( \frac{q_1 q_2 + \omega^2}{q^2} \right) S\left( \frac{\omega}{q} \right),
\]

where \(S(z)\) is defined in Eq. \((A6)\) and the factor of \(q_1 q_2 / q^2\) is responsible for four peaks along the contour, near the octet vectors \(q_1, q_5\), and \(q_2, q_6\) as shown in Fig. \((3i)\). The above analysis suggests that a combination of non-magnetic and magnetic scattering is needed to produce sharp peaks at all the octet vectors. The exception is \(q_4\) which marks the end of a line produced by Eq. \((A4)\). The linearized approximation results are given in Fig. \((3)\). In panel (e) we have also combined together the results for non-magnetic scattering to cover the entire Brillouin zone. For adjacent node scattering we use magnetic results which show the four-fold modulation expected for the anisotropic case.

3. QED3

The nodal approximation is also useful for the case of propagators with anomalous dimensions, as in the case of QED3. Let us consider the intra-nodal scattering processes within the QED3 framework. We use the same Feynman parameterization as before, where this time \(\alpha = \beta = 1 - \eta/2\). This leads to the following integral
we find

$$\Lambda_{\eta}(q, i\omega) = \frac{1}{v_F v_{\Delta}} \int \frac{d^2k}{(2\pi)^2} \frac{(i\omega + k_1 + \bar{q}_1)(i\omega + k_1 - \bar{q}_1)}{[\omega^2 + (k + \bar{q})^2]^{1-\eta/2}[\omega^2 + (k - \bar{q})^2]^{1-\eta/2}}$$

$$= \frac{1}{v_F v_{\Delta}} \frac{\Gamma(2-\eta)}{(\Gamma(1-\eta/2))^2} \int_0^1 dx [x(1-x)]^{-\eta/2} \int \frac{d^2k}{(2\pi)^2} \frac{-\omega^2 + k_1^2 - 4x(1-x)\bar{q}_1^2}{[\omega^2 + k^2 + 4x(1-x)\bar{q}_1^2]^{1-\eta/2}} \tag{A8}$$

where the last line was obtained by the variable shift $k \to k - (2x - 1)\bar{q}$. We can now evaluate the momentum integral by first performing the angular integration and then the radial part with a momentum cutoff $\lambda$. We obtain

$$\int \frac{d^2k}{(2\pi)^2} \ldots = \frac{1}{4\pi(1-\eta)} \left( \frac{\omega^2 + 4x(1-x)\bar{q}_1^2}{[\omega^2 + 4x(1-x)\bar{q}_1^2]^{1-\eta}} + \frac{1}{2\eta} [\lambda^{2\eta} - (\omega^2 + 4x(1-x)\bar{q}_1^2)^{\eta}] \right) \tag{A9}$$

$$= \frac{1}{4\pi(1-\eta)} \left( \frac{\omega^2 + 4x(1-x)\bar{q}_1^2\eta}{[\omega^2 + 4x(1-x)\bar{q}_1^2]^{1-\eta}} + \frac{1}{2\eta} [\lambda^{2\eta} - (\omega^2 - 4x(1-x)\bar{q}_1^2)^{\eta}] \right),$$

where only the middle term is divergent. We therefore proceed considering the divergent term only,

$$\Lambda_{\eta}(q, i\omega)|_{div} = \frac{1}{1-\eta} \frac{1}{4\pi v_F v_{\Delta}} \frac{\Gamma(2-\eta)}{(\Gamma(1-\eta/2))^2} \int_0^1 dx [x(1-x)]^{-\eta/2} \frac{4x(1-x)\bar{q}_1^2}{[\omega^2 + 4x(1-x)\bar{q}_1^2]^{1-\eta}}. \tag{A10}$$

By performing the Wick rotation and using $z^2 = \omega^2/\bar{q}_1^2$ we find

$$\Lambda_{\eta}(q, \omega) \propto \left( \frac{\bar{q}_1^2}{q} \right)^2 \int_0^1 dx \frac{[x(1-x)]^{1-\eta/2}}{[x(1-x) - (\bar{q}_1^2)^{-1}]^{1-\eta}}. \tag{A11}$$

The angular dependence of $\Lambda$ along the elliptic contour is already explicit in the above expression and is the same as in the dSC intranodal scattering case. Unfortunately, the Feynman parameter integration can not be performed analytically for all values of $z$. For the case of $z < 1$, Eq. A11 can be evaluated using hypergeometric functions but no such expansion exists for $z \geq 1$. We therefore choose to analyze the integral and find its degree of divergence. First note that the denominator is divergent whenever $z^2 = 4x(1-x)$. For any given value of $z^2$ this leads to two singularities at $x/2 = -1 \pm \sqrt{1 - z^2}$. However, since $\eta$ is positive and smaller than 1, the singularities are integrable unless they overlap. Therefore, the integral is only divergent when $z^2 = 1$. In order to find the degree of divergence we shift the integration variable $x \to x - 1/2$ and denote $b = (1 - z^2)/4$. The $x$ integral, $I(z)$, is given by

$$I(z) = 2 \int_0^{\frac{\pi}{2}} dx \frac{(1 - x^2)^{1-\eta/2}}{(b - x^2)^{1-\eta}} \tag{A12}$$

$$= 2 \left( \frac{1}{b} \right)^{1-\eta} \int_0^{\frac{\pi}{2}} dx \frac{(1 - x^2)^{1-\eta/2}}{[1 - \left( \frac{x}{\sqrt{b}} \right)^2]^{1-\eta}}.$$  

We can now define a new integration variable $y = \frac{x}{\sqrt{b}}$ and write

$$I(z) = 2 \left( \frac{1}{b} \right)^{\frac{\pi}{2} - \eta} \int_0^{\sqrt{b}} dy \frac{(1 - by^2)^{1-\eta/2}}{(1 - y^2)^{1-\eta}}.$$  

The remaining integral is convergent in the limit $b \to 0$. The integration thus can be performed on $[0, \infty)$ and the singularity, given by the prefactor, is of the order of $1/(1 - z^2)^{1/2-\eta}$, as stated in the text.

**APPENDIX B: GAP SUPPRESSION IN A d-WAVE SUPERCONDUCTOR**

In order to take into account the gap modulations in the sample we introduce a local perturbation which will be referred to as the gap suppression. We start with a lattice model where both the hopping amplitudes $t, t'$ and the gap function $\Delta_{ij}$ are defined on the bonds. We assume that $\Delta_{ij} = \pm \Delta_0$ on nearest neighbors and is zero everywhere else, with plus and minus sign corresponding to $x$ and $y$ oriented bonds respectively. On top of this uniform state we introduce a gap suppression $\delta \Delta(R)$ on four bonds around the point $R$, as shown in Fig. 49. The distribution of these impurities is assumed to be a featureless function of $R$. The gap modulation produces the following perturbation:

$$\delta \mathcal{H} = \sum_{(R, R')} [\delta \Delta(R) c_{R'}^\dagger c_R^\dagger \chi(R - R') + \text{h.c.}] = \sum_{p, k} [\delta \Delta_p \chi_k c_p^\dagger c_k^\dagger + \text{h.c.}], \tag{B1}$$

where $\langle \ldots \rangle$ denotes the nearest neighbors on the lattice, $\chi(R - R')$ is the sign of the perturbation, depending on the bond orientation and $\chi_k = \cos k_x - \cos k_y$. To leading order, this potential leads to the following LDOS modulation

$$\delta n(q, \omega) = -\frac{1}{\pi} |\delta \Delta_q| \text{Im} \left[ \Lambda_{11}(q, \omega) + \Lambda_{22}(q, -\omega) \right], \tag{B2}$$

with

$$\Lambda(q, \omega) = \sum_k G_0(k, \omega) \chi_k \sigma_1 G_0(k - q, \omega). \tag{B3}$$
Note that the perturbation $\chi_k \sigma_1$ is only a function of one momentum index, conjugate to the relative coordinate $\mathbf{R} - \mathbf{R}'$.

One can go further and find the $T$-matrix for a combined local potential of a charge impurity and a gap suppression. For simplicity, we assume that the same dilute array of impurities is responsible for both perturbations and treat the single impurity at the origin in the $T$-matrix approach. For the combined potential $V_{kk'} = V \sigma_3 + \delta \Delta \chi_k \sigma_1$ the $T$-matrix equation \((B4)\) can be solved using the ansatz

$$T_{kk'}(\omega) = T_0(\omega) \sigma_0 + T_3(\omega) \sigma_3 + T_1(\omega) \chi_k \sigma_1.$$  

The frequency dependent coefficients are given by:

$$T_0(\omega) = \frac{g_0(\omega) V^2}{A(\omega)},$$

$$T_3(\omega) = V \frac{1 - g_1(\omega) V}{A(\omega)},$$

$$T_1(\omega) = \delta \Delta \frac{1 - g_1(\omega) V}{A(\omega)},$$

with

$$A(\omega) \equiv [1 - g_1(\omega) V]^2 - [g_0(\omega) V]^2 - g_d(\omega) \delta \Delta [1 - g_1(\omega) V].$$  

\(g_i(\omega)\) are functions of the frequency, resulting from the momentum integration of different parts of the unperturbed Green’s function:

$$g_0(\omega) = \sum_k \frac{\omega}{\omega^2 - E_k^2},$$

$$g_1(\omega) = \sum_k \frac{\epsilon_k}{\omega^2 - E_k^2},$$

$$g_d(\omega) = \sum_k \frac{\chi_k \Delta_k}{\omega^2 - E_k^2}.\quad (B6)$$

This $T$-matrix has a resonant structure in frequency, similar to that found by Balatsky et al. for the case of a charge impurity. However, we are interested in a particular regime of frequencies and scattering strength which may not coincide with the resonance. The advantage of this formalism in this case is the mixture of different scattering components and the finite imaginary part of the $T$-matrix.

**APPENDIX C: QUASIPARTICLE SCATTERING IN D-DENSITY WAVE MODEL**

In order to calculate $\Lambda(\mathbf{q}, \omega)$ in the DDW model one has to carefully define quantities in the reduced Brillouin zone (RBZ) shown in Fig. 7. Our starting point will be the unperturbed DDW Hamiltonian:

$$\mathcal{H} = \sum_k \left[ \epsilon_k \sigma_k a_k^+ a_k + i D_k \sigma_k a_k^+ a_{k+q} - i D_k^* \sigma_k^* a_k a_{k+q} \right]$$

$$\equiv \sum_k \sigma_k^\dagger \mathcal{H}_k \sigma_k \quad (C1)$$

where $a_k$ are the electron operators, the prime denotes a sum over RBZ wave vectors and $D_k$ is the DDW order parameter. We have defined $\psi_k = (c_k, \hat{d}_k^\dagger)$ such that $c_k$ is the usual electron annihilation operator, $a_k$ when $k$ is in the reduced Brillouin zone and $\hat{d}_k^\dagger$ is the usual electron annihilation operator when $k$ is outside of the RBZ (and $k + Q \in \text{RBZ}$). The operators $c$ and $d$ are defined only in the RBZ and therefore their labels should be understood modulo $Q = (\pi, \pi)$. In what follows we maintain the labels of $c$, $d$ and $\psi$ explicitly in the RBZ. In this basis the matrix $\mathcal{H}_k$ is given by:

$$\mathcal{H}_k = \left( \begin{array}{cc} \epsilon_k & -i D_k \\ i D_k^* & \epsilon_{k+q} \end{array} \right) \quad (C2)$$

For simplicity we consider point scattering described by the Hamiltonian

$$\delta \mathcal{H} = \sum_r \delta(\mathbf{r}) \sigma_0^\dagger a_r = \sum_{p, p'} q_{p}^\dagger a_{p'} \quad (C3)$$

The same conclusion can be derived for arbitrary weak potential.

In order to calculate the tunneling amplitude we use the interaction representation, where the DDW Hamiltonian $\mathcal{H}$ represents the uniform system and $\delta \mathcal{H}$ is the interaction. We express the Green’s function in terms of RBZ momenta and expand it to first order in the interaction. The single particle Green’s function is given by

$$G(\mathbf{r}, \mathbf{r}'; t - t') = -i \frac{\langle T a_{\mathbf{r}}(t) a_{\mathbf{r}'}^\dagger(t') S(\infty, -\infty) \rangle}{\langle S(\infty, -\infty) \rangle} \quad (C4)$$

where the $S$-matrix is responsible for the time evolution of operators by the interaction $\delta \mathcal{H}$, the angular brackets denote the vacuum expectation values and $T$ is the
time ordering operator. We shall now focus on the equal
point propagator \( G(\mathbf{r}, \mathbf{r}; t - t') \) and consider its Fourier
transform with respect to \( \mathbf{r} \)

\[
\hat{G}(\mathbf{q}; t - t') = \int d\mathbf{r} e^{-i\mathbf{q}\cdot\mathbf{r}} G(\mathbf{r}, \mathbf{r}; t - t') = \frac{-i}{\langle S(\infty, -\infty) \rangle} \sum_k \langle T a_k(t) a^\dagger_{-\mathbf{q} - k}(t') S(\infty, -\infty) \rangle. \tag{C5}
\]

The momentum indices are defined in the full Brillouin zone, where one of the following four cases may occur. Both \( \mathbf{k} \) and \( \mathbf{k} - \mathbf{q} \) are in the RBZ, both are outside of the RBZ, \( \mathbf{k} \in \text{RBZ} \) and \( \mathbf{k} - \mathbf{q} \notin \text{RBZ} \) or \( \mathbf{k} \notin \text{RBZ} \) and \( \mathbf{k} - \mathbf{q} \in \text{RBZ} \). In the RBZ we can write this as

\[
\hat{G}(\mathbf{q}; t - t') = \frac{-i}{\langle S(\infty, -\infty) \rangle} \sum_k \langle T \{ [c_k(t) c^\dagger_{k - \mathbf{q}}(t') + d_k(t) d^\dagger_{k - \mathbf{q}}(t')] \Theta(\mathbf{k} - \mathbf{q}) + [c^\dagger_k(t) d_{k - \mathbf{q}}(t') + d^\dagger_k(t) c_{k - \mathbf{q}}(t')] \Theta(\mathbf{k} - \mathbf{q}) \rangle S(\infty, -\infty) \tag{C6}
\]

where

\[
\Theta(\mathbf{k}) = \begin{cases} 1, & \mathbf{k} \in \text{RBZ} \\ 0, & \mathbf{k} \notin \text{RBZ} \end{cases} \quad \theta(\mathbf{k}) = 1 - \Theta(\mathbf{k}).
\]

In the last line of (C6) we introduced the \( \sigma_1 \) Pauli matrix in the trace in order to implement the sum over off-diagonal elements of the \( 2 \times 2 \) matrix \( \psi^\dagger \rho^\dagger \).

We now include the perturbation in the \( S \)-matrix to first order, i.e., we approximate \( S(\infty, -\infty) \approx 1 - i \int \mathcal{H} dt \). Dropping the unperturbed part of the Fourier transformed Green’s function we find the first order correction

\[
\hat{G}^{(1)}(\mathbf{q}; t - t') = -V \text{Tr} \sum_{kpp'} \int dt'' \langle T \{ \psi_k(t) \psi^\dagger_{k - \mathbf{q}}(t') \theta(\mathbf{k} - \mathbf{q}) + \sigma_1 \psi_k(t) \psi^\dagger_{k - \mathbf{q} + \mathbf{Q}}(t') \hat{\theta}(\mathbf{k} - \mathbf{q}) \rangle \psi^\dagger_{p'}(t'')(1 + \sigma_1) \psi_{p'}(t''). \tag{C7}
\]

Performing Wick contractions and a time Fourier transform yields the quantity \( \Lambda(\mathbf{q}, \omega) \), defined in the text:

\[
\Lambda(\mathbf{q}, \omega) = \frac{1}{V} \int dt e^{-i\omega(t-t')} \hat{G}^{(1)}(\mathbf{q}; t - t')
\]

\[
= \text{Tr} \sum_k \int dt'' dt'' e^{-i\omega(t-t')} \{ G^0(\mathbf{k}, t - t'') (1 + \sigma_1) G^0(\mathbf{k} - \mathbf{q}, t'' - t') \Theta(\mathbf{k} - \mathbf{q})
\]

\[
+ \sigma_1 G^0(\mathbf{k}, t - t'') (1 + \sigma_1) G^0(\mathbf{k} - \mathbf{q} + \mathbf{Q}, t'' - t') \hat{\theta}(\mathbf{k} - \mathbf{q}) \}
\]

\[
= \text{Tr} \sum_k [G^0(\mathbf{k}, \omega) (1 + \sigma_1) G^0(\mathbf{k} - \mathbf{q}, \omega) \Theta(\mathbf{k} - \mathbf{q}) + \sigma_1 G^0(\mathbf{k}, \omega) (1 + \sigma_1) G^0(\mathbf{k} - \mathbf{q} + \mathbf{Q}, \omega) \hat{\theta}(\mathbf{k} - \mathbf{q})]
\]

where \( G^0(\mathbf{k}, \omega) \) is the unperturbed DDW Green’s function given in Eq. 21. The above expression can be simplified further. Let us concentrate on the second term when \( \mathbf{k} - \mathbf{q} \notin \text{RBZ} \). If we now extend the definition of the Green’s function to hold even when the argument is not in the RBZ (using the functional definitions of \( \epsilon_k \) and \( D_k \)), we find that \( G^0(\mathbf{k} + \mathbf{Q}, \omega) = \sigma_1 G^0(\mathbf{k}, \omega) \sigma_1 \). Rewriting the second term we find:

\[
\text{Tr}[\sigma_1 G^0(\mathbf{k}, \omega) (1 + \sigma_1) G^0(\mathbf{k} + \mathbf{Q}, \omega)] = \text{Tr}[\sigma_1 G^0(\mathbf{k}, \omega) (1 + \sigma_1) \sigma_1 G^0(\mathbf{k} + \mathbf{Q}, \omega)]
\]

\[
= \text{Tr}[G^0(\mathbf{k}, \omega) (1 + \sigma_1) G^0(\mathbf{k} + \mathbf{Q}, \omega)]. \tag{C9}
\]

Therefore

\[
\Lambda(\mathbf{q}, \omega) = \sum_k \text{Tr}[G^0(\mathbf{k}, \omega) (1 + \sigma_1) G^0(\mathbf{k} + \mathbf{q}, \omega)], \tag{C10}
\]

where \( \mathbf{k} + \mathbf{q} \) need not be in the RBZ.
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