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Abstract. Let $L$ be a proper differentiation invariant subspace of $C^\infty(a,b)$ such that the restriction operator $\frac{d}{dx}|_L$ has a discrete spectrum $\Lambda$ (counting with multiplicities). We prove that $L$ is spanned by functions vanishing outside some closed interval $I \subset (a,b)$ and monomial exponentials $x^ke^{\lambda x}$ corresponding to $\Lambda$ if its density does not exceed the critical value $\frac{|I|}{2\pi}$, and moreover, we show that the result is not necessarily true when the density of $\Lambda$ equals the critical value. This answers a question posed by the first author and B. Korenblum. Finally, if the residual part of $L$ is trivial, then $L$ is spanned by the monomial exponentials it contains.

1. Introduction

Consider the space $C^\infty(a,b)$ equipped with the usual topology of uniform convergence on compacta of each derivative $f^{(k)}, k = 0, 1, \ldots$; more specifically, the topology given by any of the translation invariant metrics given below. Consider a sequence $(I_j)$ of compact intervals with $\bigcup_j I_j = (a,b)$, denote by $\| \cdot \|_j$ the sup-norm over $I_j$ and set

$$d(f, g) = \sum_{j,k=0}^\infty 2^{-j-k} \frac{\|f^{(k)} - g^{(k)}\|_j}{1 + \|f^{(k)} - g^{(k)}\|_j}.$$

The present paper concerns the structure of closed subspaces of $C^\infty(a,b)$ which are invariant for the differentiation operator $D = \frac{d}{dx}$. Our investigation follows the classical line, namely we are going to consider an appropriate version of spectral synthesis for these subspace, which we now explain.

Strictly speaking, a continuous operator has the property of spectral synthesis if any non-trivial invariant subspace is generated by the root-vectors contained in it. The definition extends in an obvious way to families of commuting operators. The parade examples are the translation invariant subspaces of the locally convex space of continuous functions on the real line. These are now well understood due to the work of J. Delsarte [5], J.-P. Kahane [6] and L. Schwartz [10]. In the setting of entire functions translation-invariance...
is equivalent to complex differentiation invariance and the spectral synthesis property has been proved by L. Schwartz \[11\].

The structure of differentiation-invariant subspaces of $C^\infty(a, b)$ is more complicated and was only investigated recently in \[1\]. The reason for the additional complication is the presence of the following subspaces: Given a closed set $S \subset (a, b)$ let

(1.1) \[ L_S = \{ f \in C^\infty(a, b) : f^{(k)}(S) = 0, k \geq 0 \} . \]

In many cases these subspaces are nontrivial, and obviously, they contain no root-vector of $D$, since these functions are monomial exponentials, i.e. they have the form $x \rightarrow x^n e^{\lambda x}, n \in \mathbb{N}, \lambda \in \mathbb{C}$. According to \[1\] the $D$-invariant subspaces of $C^\infty(a, b)$ can be classified in terms of the spectrum of the restriction of this operator. More precisely, given such a closed subspace $L$ of $C^\infty(a, b)$ we have the following three alternatives:

(i) $\sigma(D|_L) = \mathbb{C},$

(ii) $\sigma(D|_L) = \emptyset,$

(iii) $\sigma(D|_L)$ is a nonvoid discrete subset of $\mathbb{C}$ consisting of eigenvalues of $D$.

Very little is known about the structure of subspaces of the form (i). A concrete example is obtained by choosing the set $S$ in (1.1) to consist of finitely many points, or disjoint intervals. The subspaces of type (ii) are called residual and are completely characterized in \[1\]. The main result of that paper asserts that such a subspace has the form

\[ L_I = \{ f \in C^\infty(a, b) : f^{(k)}(I) = 0, k \geq 0 \} \]

for some interval $I \subset (a, b)$ which is relatively closed in $(a, b)$. The interval $I$ may reduce to one point. We will call $I$ the residual interval.

The subspaces of type (iii) are the main concern of this paper. Such a subspace $L$ might have a nontrivial residual part (see again \[1\] for the details) given by

\[ L_{res} = \bigcap \{ p(D)L : p - \text{polynomial} \} . \]

The natural question which arises and has been formulated in \[1\] is:

*Is every $D$-invariant subspace of type (iii) generated by its residual part and the monomial exponential it contains?*

In the case when the spectrum of the restriction of $D$ is a finite set an affirmative answer has been given in \[1, \text{Proposition 6.1}\]. The general case is quite subtle and, surprisingly enough, our results reveal an interplay between the length of the residual interval and the uniform upper density of the set $\sigma(D|_L)$. This is defined as usual by

\[ D_+(\sigma(D|_L)) := \limsup_{r \to \infty} \sup_{x \in \mathbb{R}} \frac{\text{card} \{ \lambda \in \sigma(D|_L) : \Re \lambda \in [x, x + r] \}}{r} , \]

where multiplicities are counted.
Our main results are given below. Throughout in the statements $L$ is a $D$-invariant subspace of $C^\infty(a,b)$ satisfying alternative (iii) from above and $\mathcal{E}(L)$ denotes the set of monomial exponential functions $x \rightarrow x^k e^{\lambda x}$ contained in $L$.

**Theorem 1.1.** Assume that the $D$-invariant subspace $L$ has a compact residual interval $I$. If

$$2\pi D_+ (\sigma(D|_L)) < |I|,$$

then

$$L = L_{res} + \mathcal{E}(L).$$

The restriction on the density of $\sigma(D|_L)$ turns out to be essential. If $2\pi D_+ (\sigma(D|_L)) = |I|$, then the spectral synthesis may fail as the next theorem shows.

**Theorem 1.2.** There exists a $D$-invariant subspace $L$ as above such that

$$L_{res} = \{ f \in C^\infty(-2\pi,2\pi) : f|_{[-\pi,\pi]} \equiv 0 \},$$

$$D_+ (\sigma(D|_L)) = 1,$$

but

$$L \neq L_{res} + \mathcal{E}(L).$$

Our methods pertain also to the case when the residual interval is not compact. Note that in this case we have either $I = (a,b)$, in which case the residual subspace is trivial $L_{res} = \{0\}$, or there exists $c \in (a,b)$ such that $I = (a,c]$, or $I = [c,b)$. It turns out that in these cases spectral synthesis does always hold, as the following theorem shows.

**Theorem 1.3.** If the residual interval $I$ of the $D$-invariant subspace $L$ is non-compact, then

$$L = L_{res} + \mathcal{E}(L).$$

Our approach is a substantial improvement of the method used in [1] and is inspired by the ideas in [2]. It is well known that the spectral synthesis problem for linear operators in a Hilbert space is closely related to the *hereditary completeness* property for systems of vectors (see e.g. [7]). The complete and minimal system of vectors $\{x_n\}_{n \in \mathbb{N}}$ with complete biorthogonal $\{y_n\}_{n \in \mathbb{N}}$ is said to be *hereditarily complete* if any mixed system $\{x_n\}_{n \in \mathbb{N}\setminus N_1} \cup \{y_n\}_{n \in N_1}$ is also complete. This property for exponentials in the space $L^2(I)$ was extensively studied in [3]. As we will see later we need to prove completeness of some mixed system (the whole system $\{x_n\}$ in our case is not even complete). This was done in [3] using the results of [2] and sharp density result of Beurling–Malliavin type. The Proposition 2.1 is an adapted version of the main result of [3]. So the proof of the Theorem
1.1 consists of two steps: we reduce the problem to a Hilbert space problem (Section 2) and solve the appropriate mixed completeness problem (Section 3).

The idea of the construction of the counterexample in Theorem 1.2 goes back to [2, Theorem 1.3].

Organisation of the paper. The paper is organized as follows. Theorem 1.1 is proved in Sections 2 and 3. Example of the absence of spectral synthesis is given in Section 4. In Section 5 we prove Theorem 1.3.

2. Proof of Theorem 1.1

2.1. Preliminaries. The continuous linear functionals on $C^\infty(a, b)$ are compactly supported distributions of finite order on the interval $(a, b)$ (that is, distributions of the form $\varphi = f^{(n)}$, $n \in \mathbb{N}$, where $f \in L_{loc}(a, b)$ and differentiation is understood in the sense of distributions). We denote this class by $S(a, b)$. As usual we can define the Fourier transform of $\varphi \in S(a, b)$ by the formula

$$\hat{\varphi}(z) = \varphi(e^{iz}).$$

Since $\varphi$ has finite order, the function $\hat{\varphi}$ is an entire function of finite exponential type with at most polynomial growth on the real line. Put

$$\mathcal{H}_I = \left\{ f : f = \sum_{k=0}^{n} z^k (f_k(z) + c_k), \ f_k \in \mathcal{P}W_I, \ c_k \in \mathbb{C} \right\},$$

where $\mathcal{P}W_I$ is the Fourier image of the space $L^2(I)$. For every functional $\varphi \in S(a, b)$ we have $\hat{\varphi} \in \mathcal{H}_I$, where $I = I(\varphi)$ is a closed interval such that $\text{supp} \varphi \subset I$.

Under the Fourier transform the duality between $S(a, b)$ and $C^\infty(a, b)$ becomes the duality between the space $\mathcal{H} = \bigcup_{I \subset (a, b)} \mathcal{H}_I$ and the space of entire functions $\mathcal{U}$ with conjugate indicator diagrams in $(a, b)$ and decreasing faster than any polynomial along the real line. Let $F \in \bigcup_{I \subset (a, b)} \mathcal{H}_I$, $G \in \mathcal{U}$. If $F$ has infinite number of zeros, then its bilinear form $(F, G)_{\mathcal{H}, \mathcal{U}} = (\hat{F}, \overline{\hat{G}})_{S(a, b), C^\infty(a, b)}$ can be viewed as usual inner product in $L^2(\mathbb{R})$ (or $\mathcal{P}W_I$) of the functions $F(z)/P(z)$ and $G(z)\overline{P(z)}$, where $P$ is a polynomial of a sufficiently large degree whose zero set is a subset of zero set of $F$. This explains how spaces $\mathcal{P}W_I$ come into the picture.

For an entire function $F$ we will denote its zeros set as $Z_F$.

2.2. The associated a Hilbert space problem. Let us denote $\Lambda = \sigma(D|_L)$,

$$L_0 = L_{\text{res}} + \mathcal{E}(L),$$

and let $I$ be the residual interval given by

$$L_{\text{res}} = L_I = \{ f \in C^\infty(a, b) : f^{(k)}(I) = 0, \ k \geq 0 \}.$$
If $I$ reduces to one point, it is easy to see that $L = C^\infty(a,b)$. Thus we shall assume throughout that $I$ does not reduce to a point.

Let us consider the annihilators $L^\perp$ and $L_0^\perp$ of $L$ and $L_0$ respectively in the dual space $S(a,b)$. It is easy to see that

$$\hat{L}_0^\perp = \{F : F \in \mathcal{H}_I, F|_\Lambda = 0\}.$$ 

It will be sufficient to prove that $L^\perp$ is dense in $L_0^\perp$, in the weak star topology.

Let us consider the distribution $\varphi \in L^\perp$ with the maximal length of $\text{conv supp } \varphi$. It is clear that $\hat{\varphi} \in \mathcal{H}_I$ but $\hat{\varphi} / \notin \mathcal{H}_J$ for any subinterval $J \subset I, J \neq I$. We can write

$$\hat{\varphi}(z) = G_\Lambda(z)E(z),$$

where $G_\Lambda$ is some canonical product corresponding to the sequence $\Lambda$) and $E$ is some entire function. In fact, we shall choose $G_\Lambda$ such that $G(z)/G(\bar{z})$ is a quotient of two Blaschke products. Moreover, without loss of generality we can assume that $E$ has no multiple zeros and $E(\lambda) \neq 0$ for $\lambda \in \Lambda$.

From [1, Proposition 3.1] we know that

$$\frac{G_\Lambda(z)E(z)}{z-w} \in \hat{L}_0^\perp, \quad w \in Z_E.$$

Therefore, we can further assume that $G_\Lambda E \in \mathcal{P}W_I$, otherwise we can start with the function $\frac{E(z)}{(z-w_1) \cdots (z-w_n)}$ in place of $E$.

We argue by contradiction. Suppose that $L^\perp$ is not dense in $L_0^\perp$. Then there exists an entire function $T$ such that $G_\Lambda T \in \mathcal{H}_I$ and $G_\Lambda T \notin \hat{L}_0^\perp$. We fix such a function $T$ and number $N$ such that $G_\Lambda(x)T(x) = O(1 + |x|^N)$. From the Hahn–Banach Theorem we know that there exists a non-trivial function $f \in C^\infty(I)$ such that

$$\left(\frac{G_\Lambda(z)E(z)}{z-w}, \hat{f}\right) = 0, \quad w \in Z_E \quad \text{and} \quad (G_\Lambda T, \hat{f}) \neq 0.$$

In order to arrive at a Hilbert space setting we assume first that $G_\Lambda T \in \mathcal{P}W_I$. In this case both equations may be understood as usual inner products in $L^2(\mathbb{R})$. The general case ($G_\Lambda T$ grows polynomially) will be reduced to this special situation in the next subsection. This leads to the following system of equations

\begin{align}
\int_\mathbb{R} \frac{G_\Lambda(x)E(x)}{x-w} F(x) \, dx &= 0, \quad w \in Z_E, \\
\int_\mathbb{R} G_\Lambda(x)T(x)F(x) \, dx &\neq 0.
\end{align}

The contradiction we are seeking for is given by the following proposition. The reproducing kernel at $\lambda$ in $\mathcal{P}W_I$ will be denoted by $k_\lambda$.  

Proposition 2.1. Let \( G \in \mathcal{PW}_I \) be a function with simple zeros and such that \( G \notin \mathcal{PW}_J \) for any proper subinterval \( J \) of \( I \). If we have a partition of its zero set \( \mathcal{Z}_G = \Lambda_1 \cup \Lambda_2 \), \( \Lambda_1 \cap \Lambda_2 = \emptyset \) such that \( 2\pi \mathcal{D}_+(\Lambda_2) < |I| \), then the mixed system

\[
(2.2) \quad \{k_{\lambda}\}_{\lambda \in \Lambda_2} \cup \left\{ \frac{G(z)}{z - \lambda} \right\}_{\lambda \in \Lambda_1}
\]

is complete in \( \mathcal{PW}_I \).

Let us assume for the moment that Proposition 2.1 is proved, and that \( G_\Lambda T \in \mathcal{PW}_I \). From (2.1) it follows that \( F \) is orthogonal (in \( \mathcal{PW}_I \)) to the family \( \left\{ \frac{G_\Lambda(z)E(z)}{z - w} \right\}_{w \in \mathcal{Z}_E} \). Apply Proposition 2.1 to the function \( G = G_\Lambda E \), with \( \Lambda_2 = \Lambda, \Lambda_1 = \mathcal{Z}_E \), to conclude that \( F \) belongs to the closed span of \( \{k_{\lambda}\}_{\lambda \in \Lambda} \), which obviously contradicts the second equation in (2.1).

2.3. Reduction of the general case to the Hilbert space setting. In the general case we only know that that \( G_\Lambda T(x) = O(1 + |x|^N) \) on the real line. Put

\[
M = \{G_\Lambda H : G_\Lambda H \in \mathcal{PW}_I\}.
\]

By the previous argument we have that \( \hat{\mathcal{L}} \) is dense in \( M \), hence, it remains to prove that \( M \) is dense in \( \hat{\mathcal{L}}_0 \). Assume the contrary. Then there exists a function \( f \in C^\infty(a, b) \) such that \( f \perp M \) but \( (G_\Lambda T, f) \neq 0 \).

Let us fix a finite set \( W, W \cap \Lambda = \emptyset \), such that there exists a function \( g \) of the form \( \sum_{w \in W} \alpha_w e^{iwt} \) with the property that for \( 0 \leq k \leq 2N + 2 \), \( g^{(k)} - f^{(k)} \) vanishes at the endpoints of \( I \). Moreover, it is clear that there exists \( G_\Lambda F_0 \in M \) such that \( G_\Lambda(T + F_0) \) vanishes on \( W \). Thus \( G_\Lambda(T + F_0) = G_\Lambda P_W T_1 \), where \( P_W \) is a polynomial vanishing on \( W \). Obviously, \( (G_\Lambda P_W T_1, F) \neq 0 \).

Now let \( \tilde{F} = \tilde{f} - g \), and note that \( \tilde{F}(x) = O((1 + |x|)^{-2N}) \); in particular, \( \tilde{F} Q \in L^2(\mathbb{R}) \), for every polynomial \( Q \) of degree strictly less than \( 2N \).

For every entire function \( U \) with \( G_\Lambda P_W U \in \mathcal{PW}_I \), we have the system

\[
(2.3) \quad \begin{cases}
\int_R G_\Lambda(x) P_W(x) U(x) \overline{\tilde{F}(x)} dx = 0, \\
\int_R G_\Lambda(x) P_W(x) T_1(x) \overline{\tilde{F}(x)} dx \neq 0.
\end{cases}
\]

Now fix a function \( U \) such that \( T_1 \) and \( U \) have at least \( N + 2 \) common zeros and \( G_\Lambda U \notin \mathcal{PW}_J \) for any proper subinterval \( J \subset I \). Then write \( U = QU_1, T_1 = QT_2 \), where \( Q \) is a polynomial of degree \( N + 2 \) and let \( Q^*(z) = \overline{Q(z)} \). We then have

\[
(G_\Lambda P_W T_2, \tilde{F} Q^*) \neq 0, \quad \left( \frac{G_\Lambda P_W U_1}{z - u}, \overline{\tilde{F} Q^*} \right) = 0, \quad \text{if} \quad u \in \mathcal{Z}_{U_1},
\]

which is a system of the form (2.1) with the set \( \Lambda \cup W \) instead of \( \Lambda \) and with \( U_1 \) instead of \( E \). As we have seen in the previous subsection this system leads to a contradiction. \( \square \)
3. Proof of Proposition 2.1

In order to complete the proof of Theorem 1.1 it remains to prove Proposition 2.1. To simplify notations we assume without loss that \( I = [-\pi, \pi] \) and write \( \mathcal{PW}_\pi \) instead of \( \mathcal{PW}_{[-\pi, \pi]} \). We denote by \( k_\lambda \) the reproducing kernel of \( \mathcal{PW}_\pi \) corresponding to the point \( \lambda \), that is,

\[
k_\lambda(z) = \frac{\sin \pi(z - \lambda)}{\pi(z - \lambda)}, \quad \text{and} \quad f(\lambda) = (f, k_\lambda).
\]

Recall that for any \( \gamma \in \mathbb{R} \) the system \( \{k_{n+\gamma}\}_{n \in \mathbb{Z}} \) is an orthogonal basis of \( \mathcal{PW}_\pi \).

3.1. Equation for the function of zero exponential type. The proof is similar to the proof of the main theorem in [2]. Assume the contrary. Then there exists a nonzero \( h \in \mathcal{PW}_\pi \) such that

\[
(3.1) \quad \left( h, \frac{G(z)}{z - \lambda} \right) = 0, \quad \lambda \in \Lambda_1, \quad (h, k_\lambda) = 0, \quad \lambda \in \Lambda_2.
\]

We expand \( h \) with respect to the orthogonal basis \( \{k_n\}_{n \in \mathbb{Z}} \):

\[
h(z) = \sum_n a_n k_n(z).
\]

Then the equations (3.1) can be rewritten as

\[
(3.2) \quad \begin{cases}
\sum_n \frac{a_n G(n)}{\lambda - n} = 0, & \lambda \in \Lambda_1, \\
\sum_n \frac{(-1)^n a_n}{\lambda - n} = 0, & \lambda \in \Lambda_2.
\end{cases}
\]

Then there exist entire functions \( S_1 \) and \( S_2 \) such that

\[
(3.3) \quad \begin{cases}
\sum_n \frac{a_n G(n)}{z - n} = \frac{G_1(z)S_1(z)}{\sin \pi z}, \\
\sum_n \frac{(-1)^n a_n}{z - n} = \frac{G_2(z)S_2(z)}{\sin \pi z} = \frac{h(z)}{\sin \pi z},
\end{cases}
\]

where \( G_1 \) and \( G_2 \) are canonical products corresponding to \( \Lambda_1, \Lambda_2 \), respectively. The functions \( S_1, S_2 \) satisfying (3.3) parametrize all functions orthogonal to the mixed system (2.2). Put \( V = S_1 S_2 \). Comparing the residues in equations (3.3) at the points \( n \) we get

\[
V(n) = (-1)^n |a_n|^2.
\]

Therefore we have the representation

\[
V(z) = Q(z) + R(z) \sin \pi z,
\]

where

\[
Q(z) = \sin \pi z \sum_n \frac{|a_n|^2}{z - n}.
\]
and $R$ is a function of zero exponential type. Without loss of generality we can assume that $S_1$ and $S_2$ are real on the real line (the similar formulae hold for $S_1 + S_1^*$ and $S_2 + S_2^*$, see [2]). We know that

\begin{equation}
R(\lambda) + \sum_n \frac{|a_n|^2}{\lambda - n} = 0, \quad \lambda \in \mathcal{Z}_{S_2}.
\end{equation}

This is a very restrictive condition because we can start with a basis $\{k_{n+\gamma}\}_{n \in \mathbb{Z}}, \gamma \in [0,1)$ which is sufficiently far from real the zeros of $S_2$ so that the Cauchy transform of the sequence $|a_n|^2$ is not very big on real zeros of $S_2$. On the other hand, there are a lot of real zeros of $S_2$ because the function $V$ has at least one zero in each interval $[n, n+1)$. In the next subsection we present this idea in detail.

3.2. Choice of the basis. Choosing amongst the bases $\{k_{n+\gamma}\}, \gamma \in \mathbb{R}$, is of course equivalent to the corresponding translation to the functions involved. For simplicity, we shall keep the same notations for these. Then we can find a sufficiently small $\delta > 0$ for which there exist two subsets $\Sigma, \Sigma_1$ of the zero set $\mathcal{Z}(S_2)$ of the function $S_2$ with the following properties:

- $\Sigma$ has exactly one point in those intervals where $\mathcal{Z}(S_2) \cap [n, n+1) \neq \emptyset$, and
  \[ \text{dist}(x, \mathbb{Z}) > \frac{\delta}{1 + x^2}, \quad x \in \Sigma; \]
- $\Sigma_1$ has positive upper density, and $\text{dist}(x, \mathbb{Z}) > \delta$, $x \in \Sigma_1$.

We need to consider three cases. If $R$ is a nonzero polynomial, then the zeros of the function (3.4) approach $\mathbb{Z}$ and we obtain a contradiction to the existence of $\Sigma_1$. If $R = 0$, then it is known that the density of $\Sigma_1$ is zero [2, Proposition 3.1]. Finally, if $R$ is not a polynomial, we can divide it by $(z - z_1)(z - z_2)$, where $z_1$ and $z_2$ are two arbitrary zeros of $R$, $z_1, z_2 \notin \Sigma$, to get a function $R_1$ of zero exponential type which is bounded on $\Sigma$.

Next, we obtain some information on $\Sigma$. For a discrete set $X = \{x_n\} \subset \mathbb{R}$ we consider its counting function $n_X(t) = \text{card}\{n : x_n \in [0, t]\}, t \geq 0$, and $n_X(t) = -\text{card}\{n : x_n \in (-t, 0)\}, t < 0$. If $f$ is an entire function and $X$ is the set of its real zeros (counted according to multiplicities), then there exists a branch of the argument of $f$ on the real axis, which is of the form $\text{arg} \ f(t) = \pi n_X(t) + \psi(t)$, where $\psi$ is a smooth function. Such choice of the argument is unique up to an additive constant and in what follows we always assume that the argument is chosen to be of this form.

Denote by $\tilde{u}$ the conjugate function (the Hilbert transform) of $u$,

\[ \tilde{u}(x) = \frac{1}{\pi} v.p. \int_{\mathbb{R}} \left( \frac{1}{x - t} + \frac{t}{t^2 + 1} \right) u(t) dt. \]
We use the fact that for every function \( f \in \mathcal{PW}_\pi \) with the conjugate indicator diagram \([-\pi, \pi]\) and all zeros in \( \overline{C_+} \), one has
\[
\arg f = \pi x + \bar{u} + c,
\]
where \( u \in L^1((1 + x^2)^{-1}dx), c \in \mathbb{R} \).

Indeed, the function \( g = e^{-i\pi x}f(z) \) is an outer function in \( \mathbb{C}_+ \) and, hence, it can be represented in the form \( e^{\log|g|+i\log|g|} \). Taking into account the arguments we get (3.5).

It follows from (3.3) that \( GV \in \mathcal{PW}_{2\pi} \). For any \( f \in \mathcal{PW}_\pi \) we put
\[
f^\#(z) = f(z)B^-(z),
\]
where \( B^-(z) \) is a Blaschke product in \( \mathbb{C}_- \) with zero set \( Z_f \cap \mathbb{C}_- \). The function \( f^\# \) has no zeros in \( \mathbb{C}_- \) and is also in \( \mathcal{PW}_\pi \). So, we have
\[
h^\# = G^\#S^\# \in \mathcal{PW}_\pi, \quad G^\#V^\# \in \mathcal{PW}_{2\pi}.
\]
Using these inclusions and the fact that \( V^\# \) has at least one zero in each interval \((n, n+1)\) we find an equation on the counting function of \( \Sigma \). In the next subsection we will show that this contradicts to the fact that nonconstant entire function of zero exponential type is bounded on \( \Sigma \).

Let us consider its representation \( V^\# = V_0H \), where the zeros of \( V_0 \) are simple, interlacing with \( Z \) and \( V_0|_\Sigma = 0 \). It is clear that \( \arg V_0 = \pi x + O(1) \). Since,
\[
\arg(G^\#V^\#) = 2\pi x + \bar{u}_1 + c,
\]
and
\[
\arg(G^\#) = \pi x + \bar{u}_2 + c,
\]
we conclude that
\[
\arg(H) = \bar{u}_3 + O(1).
\]

Consider the equality \( h^\# = G^\#S^\#H \) and note that
\[
\arg \left( \frac{S^\#_2}{H} \right) = \pi n_\Sigma - \alpha,
\]
where \( \alpha \) is some nondecreasing function on \( \mathbb{R} \). This follows from the fact that \( S^\#_2/H \) vanishes only on a subset of the real axis which contains \( \Sigma \). Applying the representation (3.5) to \( h^\# \), we conclude that
\[
\arg G^\# + \pi n_\Sigma(x) = \pi x + \bar{u} + v + \alpha,
\]
where \( u \in L^1((1 + x^2)^{-1}dx), v \in L^\infty(\mathbb{R}), \) and \( \alpha \) is nondecreasing.

Using the fact that the upper density of \( \Lambda_2 \) is less than \( \pi \) we get an equation
\[
\pi n_{\Sigma}(x) = \pi \varepsilon x + \tilde{u} + v + \alpha_1, \quad \varepsilon > 0,
\]
and \(\alpha_1\) is nondecreasing.

Summing up, we have an entire function \(R\) of zero exponential type which is not a polynomial, and which is bounded on a set \(\Sigma \subset \mathbb{R}\) satisfying (3.7).

### 3.3. Beurling–Malliavin meets Pólya

To deduce a contradiction from (3.7), we use some information on the classical Pólya problem and on the second Beurling–Malliavin theorem. We say that a sequence \(X = \{x_n\} \subset \mathbb{R}\) is a Pólya sequence if any entire function of zero exponential type which is bounded on \(X\) is a constant. We say that a disjoint sequence of intervals \(\{I_n\}\) on the real line is a long sequence of intervals if

\[
\sum_n \frac{|I_n|^2}{1 + \text{dist}^2(0, I_n)} = +\infty.
\]

A complete solution of the Pólya problem was obtained by Mishko Mitkovski and Alexei Poltoratski \[9\]. In particular a separated sequence \(X \subset \mathbb{R}\) is not a Pólya sequence if and only if there exists a long sequence of intervals \(\{I_n\}\) such that

\[
\frac{\text{card}(X \cap I_n)}{|I_n|} \to 0.
\]

Applying this result to our \(R\) and \(\Sigma\) (formally speaking, \(\Sigma\) is not a separated sequence but by construction it is a union of two separated sequences which are interlacing), we find a long system of intervals \(\{I_n\}\) such that

\[
\frac{\text{card}(\Sigma \cap I_n)}{|I_n|} \to 0.
\]

Given \(I = [a, b]\), denote \(I^- = [a, (2a + b)/3], I^+ = [(a + 2b)/3, b]\),

\[
\Delta^*_i = \inf_{I^+} [\pi \varepsilon x - \pi n_{\Sigma}(x) + v] - \sup_{I^-} [\pi \varepsilon x - \pi n_{\Sigma}(x) + v].
\]

Now, for a long system of intervals \(\{I_n\}\) and for some \(c > 0\) we have

\[
\Delta^*_i \geq c|I_n|.
\]

Next we use a version of the second Beurling–Malliavin theorem given by N. Makarov and A. Poltoratski in \[8\].

Combining Proposition 3.13 and Theorem 5.9 from \[8\] we get

**Proposition 3.1.** Suppose \(\gamma \in C(\mathbb{R})\). If there exists \(c > 0\) and a long system of intervals \(I_n\) such that

\[
\Delta^*_i[\gamma] \geq c|I_n|,
\]
then \( \gamma \) cannot be represented as \( \alpha + \tilde{h} \), where \( \alpha \) is decreasing and \( h \in L^1((1 + x^2)^{-1}dx) \).

If we apply this for the function \( \pi \varepsilon x - \pi n_\Sigma(x) + v \) we arrive to a contradiction. Proposition 2.1 is completely proved. \( \Box \)

**Remark 3.2.** We close this subsection with an additional explanation of the result in Proposition 3.1. Assume that \( |I_n| = o(\text{dist}(0,I_n)) \). Let \( h_n = h\chi_{10I_n} \) be a restriction of function \( h \) onto interval \( 10I_n \) (the interval of the length \( 10|I_n| \) and with the same center as \( I_n \)). If the inequality (3.8) holds for \( h_n \), then the Kolmogorov theorem states that there exists \( c \) such that

\[
\int_{|\tilde{h}_n| > A} \frac{dx}{1 + x^2} \leq c \int_{\mathbb{R}} \frac{|h_n(x)|dx}{1 + x^2}, \quad A > 1.
\]

Choosing \( A = \varepsilon|I_n|, \varepsilon > 0 \) we have

\[
\frac{|I_n|^2}{1 + \text{dist}^2(0,I_n)} \leq \frac{3c}{\varepsilon} \int_{\mathbb{R}} \frac{|h_n(x)|dx}{1 + x^2}.
\]

Summing up over \( n \) we get the contradiction

\[
\infty = \sum_n \frac{|I_n|^2}{1 + \text{dist}^2(0,I_n)} \leq C_1 \sum_n \int_{\mathbb{R}} \frac{|h_n(x)|dx}{1 + x^2} \leq C_2 \int_{\mathbb{R}} \frac{|h(x)|dx}{1 + x^2} < \infty.
\]

We refer to [8] for the details.

3.4. **A reformulation in terms of an approximation result.** Given a distribution \( \varphi \) and \( w \in \mathbb{C} \) which is a zero of order \( n \) of its Fourier transform \( \hat{\varphi} \), we denote by \( \varphi_{w,k}, 1 \leq k \leq n \), the distributions with Fourier transforms

\[
\hat{\varphi}_{w,k}(z) = \frac{\hat{\varphi}(z)}{(z - w)^k}.
\]

As a consequence of the proof of Theorem 1.1 we have the following result.

**Corollary 3.3.** Let \( \varphi \) be a compactly supported distribution, let \( I \) be the convex hull of its support, and let \( \Lambda \) be a subset of the zero set of \( \hat{\varphi} \) (counting multiplicities). If

\[
D^+(\Lambda) < \frac{|I|}{2\pi},
\]

then every distribution \( \psi \) with support in \( I \) whose Fourier transform vanishes on \( \Lambda \), lies in the weak-star closure of the linear span of \( \{\varphi_{w,k} : w \notin \Lambda\} \).
4. Proof of Theorem 1.2

Let $\mathcal{P}$ be the set of all polynomials.

Lemma 4.1. There exists a sequence $\Lambda \in \mathbb{R}$ of density $\pi$ with the generating function $G_{\Lambda}$ and an entire function $S$ such that the following three conditions hold:

(i) $G_{\Lambda} \mathcal{P} \subset \mathcal{P}W_{\pi}$ and $G_{\Lambda}S \in \mathcal{P}W_{\pi}$;
(ii) $G_{\Lambda}S = \sum_{n \in \mathbb{Z}} a_n k_n$ and for any $N > 0$ we have $a_n = o(n^{-N})$, $|n| \to \infty$;
(iii) $G_{\Lambda}S$ is orthogonal to $G_{\Lambda} \mathcal{P}$ in $\mathcal{P}W_{\pi}$.

Assume for the moment that Lemma 4.1 is proved. We first show how to deduce the counterexample of Theorem 1.2 from this lemma.

Proof of Theorem 1.2. Assume that $\Lambda$ and $S$ are constructed. Put

$$M = \{ f \in L^2(-\pi, \pi) : \hat{f} \in G_{\Lambda} \mathcal{P} \}$$

(recall that any function $F \in \mathcal{P}W_{\pi}$ is of the form $F = \hat{f}$ for some $f \in L^2(-\pi, \pi)$). Of course, each element $f \in M$ defines a continuous linear functional on $C^\infty(-2\pi, 2\pi)$ by

$$\varphi_f(h) = \int_{-\pi}^{\pi} h(t) \hat{f}(t) dt, \quad h \in C^\infty(-2\pi, 2\pi).$$

The functional $\varphi_f$ is well defined since $f(t) \equiv 0$, $|t| \geq \pi$.

Now let

$$L = M^\perp = \{ h \in C^\infty(-2\pi, 2\pi) : \varphi_f(h) = 0, f \in M \}.$$ 

By the construction, $L$ is a closed subspace of $C^\infty(-2\pi, 2\pi)$ and

$$\{ f \in C^\infty(-2\pi, 2\pi) : f|_{[-\pi, \pi]} \equiv 0 \} \subset L.$$ 

Also, since the set of common zeros of $\hat{L}^\perp$ coincides with $\Lambda$ we have $\sigma(D|_L) = \Lambda$.

Let us show that $L$ is $D$-invariant. Let $h \in L$. We need to show that $\int_{-\pi}^{\pi} h'(t) \hat{f}(t) dt = 0$ for any $f \in M$. Since $f$ vanishes outside $[-\pi, \pi]$, the integral depends only on the values of $h$ inside this interval. Thus we may assume without loss of generality that $\text{supp} \; h \subset (-\pi - \varepsilon, \pi + \varepsilon)$ for some small $\varepsilon > 0$. Therefore both $F = \hat{f}$ and $H = \hat{h}$ are rapidly decaying functions and we have

$$\int_{-\pi}^{\pi} h'(t) \hat{f}(t) dt = \int_{\mathbb{R}} x H(x) \hat{F}(x) dx.$$ 

We have $F = G_{\Lambda} P$ for some polynomial $P$. Then $xF(x) = xP(x)G_{\Lambda}(x) = \hat{f}_1$ for some $f_1 \in M$. Hence,

$$\int_{\mathbb{R}} x H(x) \hat{F}(x) dx = \int_{-\pi}^{\pi} h(t) \hat{f}_1(t) dt = 0,$$ 

since $h \in M^\perp$. We have seen that $L$ is $D$-invariant.
Now we construct a continuous functional \( \varphi \) on \( L \) such that \( \varphi|_{L_0} = 0 \), but \( \varphi|_L \neq 0 \), where, as in the proof of the first theorem,

\[
L_0 = L_{\text{res}} + \mathcal{E}(L).
\]

Let \( h_0 \in L^2(-\pi, \pi) \) be such that \( \widehat{h_0} = G_A S \). Recall that \( G_A S = \sum_{n \in \mathbb{Z}} a_n k_n \) where \( a_n = o(n^{-N}) \) for any \( N > 0 \). Hence, \( h_0(t) = \sum_{n \in \mathbb{Z}} a_n e^{int} \) and, by the fast decay of \( a_n \) we conclude that \( h_0 \) is a \( C^\infty \) function in the closed interval \([ -\pi, \pi ]\). Denote by \( h \) some function in \( C^\infty( -2\pi, 2\pi ) \) such that \( h|_{[-\pi, \pi]} = h_0 \).

Consider the functional \( \varphi \) on \( L \), \( \varphi(g) = \int_{-\pi}^{\pi} g(t) \overline{h_0(t)} \, dt \). It is clear that \( \varphi \) annihilates the set \( \{ g \in C^\infty( -2\pi, 2\pi ) : g|_{[-\pi, \pi]} \equiv 0 \} \). Also, \( \varphi(e^{i\lambda t}) = \widehat{h_0}(\lambda) = 0 \). Thus, \( \varphi \) annihilates \( L_0 \).

Let us show that \( h \in L \). Since \( \varphi(h) = \int_{-\pi}^{\pi} |h_0(t)|^2 \, dt > 0 \), we then conclude that \( L \neq L_0 \).

Indeed, for any \( f \in M \) we have

\[
\varphi_f(h) = \int_{-\pi}^{\pi} h(t) \overline{f(t)} \, dt = \int_{-\pi}^{\pi} h_0(t) \overline{f(t)} \, dt = \int_{\mathbb{R}} \hat{h}_0(x) \overline{\hat{f}(x)} \, dx = 0,
\]

since \( \hat{h}_0 = G_A S \), \( \hat{f} = G_A P \) for some polynomial \( P \), and \( G_A S \perp G_A P \) in \( L^2(\mathbb{R}) \) by the construction of Lemma 4.1. Thus we have constructed a functional which separates \( L_0 \) and \( L \).

**Proof of Lemma 4.1.** Recall that we denote by \( \mathcal{Z}_F \) the zero set of an entire function \( F \) (all functions involved will have simple zeros). Let

\[
U(z) = \frac{\sin(\sqrt{z})}{\pi \sqrt{z}} = \prod_{n \in \mathbb{N}} \left( 1 - \frac{z}{n^2} \right),
\]

and let \( V \) be some product with very lacunary zeros, say

\[
V(z) = \prod_{n \in \mathbb{N}} \left( 1 - \frac{z}{2^n + 1} \right).
\]

Put

\[
G_A(z) = \frac{\sin \pi z}{U(z)V(z)}.
\]

Note that \( UV \) tends to infinity faster than any power along \( \mathbb{R} \) except some small neighborhoods of the zeros of \( UV \). Therefore, using, e.g., Plancherel–Pólya theorem one can easily show that \( G_A P \in \mathcal{P}W_{\pi} \) for any polynomial \( P \).

Let us introduce two more entire functions

\[
T(z) = \frac{\sin(\sqrt{z + 1/2/10})}{W(z) \sqrt{z + 1/2}}, \quad W(z) = \prod_{n \in \mathbb{N}} \left( 1 - \frac{z}{100 \cdot 2^n - 1/2} \right)
\]

Now, let us construct a continuous functional \( \varphi \) on \( L \) such that \( \varphi|_{L_0} = 0 \), but \( \varphi|_L \neq 0 \), where, as in the proof of the first theorem,
(note that the zeros of the nominator are exactly of the form \(100n^2 - 1/2, n \in \mathbb{N}\)).

Now we define the sequence \(a_n\) by \(a_n := 0\) for \(n \notin \mathbb{Z}_U \cup \mathbb{Z}_V\) and
\[
a_n := (-1)^n T(n), \quad n \in \mathbb{Z}_U \cup \mathbb{Z}_V.
\]
It is easy to see that \(T(n) = o(n^{-N})\) for any \(N\) when \(n \to +\infty\), since \(\sin(\pi \sqrt{x})\) is bounded for \(x > 0\) and \(W(n)\) grows faster than any power along \(\mathbb{N}\).

Now we define the function \(S\) by the formula
\[
G_{\Lambda}(z)S(z) \sin \pi z = \frac{1}{\pi} \sum_{n \in \mathbb{Z} \cup \mathbb{Z}_V} (-1)^n a_n \frac{T(n)}{z - n}.
\]
Thus \(G_{\Lambda}S = \sum_{n \in \mathbb{Z}} a_n k_n\), where \(k_n\) are the elements of the orthogonal basis of reproducing kernels of \(PW_{\pi}\) (the Shannon–Kotelnikov formula), and so \(G_{\Lambda}S \in PW_{\pi}\). This proves (i) and (ii), since \(\{a_n\}\) has a fast decay.

Note that the summation goes only along \(n \in \mathbb{Z}_U \cup \mathbb{Z}_V\), and we can rewrite (4.1) as the following interpolation formula:
\[
\frac{S(z)}{U(z)V(z)} = \frac{1}{\pi} \sum_{n \in \mathbb{Z}_U \cup \mathbb{Z}_V} \frac{T(n)}{z - n}.
\]
Next we put \(S_1 = G_{\Lambda}T\). We need to show that the following interpolation formula also holds:
\[
\frac{S_1(z)}{\sin \pi z} = \frac{1}{\pi} \sum_{n \in \mathbb{Z}} a_n G_{\Lambda}(n).
\]
This formula can be rewritten in the following way using the fact that \(a_n = (-1)^n T(n)\), and \(G_{\Lambda}(n) = \pi (-1)^n ((UV)'(n))^{-1}\), \(n \in \mathbb{Z}_U \cup \mathbb{Z}_V\):
\[
\frac{T(z)}{U(z)V(z)} = \sum_{n \in \mathbb{Z}_U \cup \mathbb{Z}_V} \frac{T(n)}{(UV)'(n)(z - n)}.
\]

We have already mentioned that \(T(n)\) decays faster than any power when \(n \to \infty\). It is also easy to see that \(|(UV)'(n)| \to \infty\) when \(n \to \infty\) and \(n \in \mathbb{Z}_U \cup \mathbb{Z}_V\). Since \(V\) is a lacunary product it is clear that \(|V(n)|\) is large for \(n \in \mathbb{Z}_U\) and \(|V'(n)|\) is large for \(n \in \mathbb{Z}_V\), while \(|U(n)|, n \in \mathbb{Z}_V\) and \(|U'(n)|, n \in \mathbb{Z}_U\), have a power-type below estimate in \(n\). Thus, the series in the right-hand side of (4.2) converges uniformly on compact sets separated from the poles.

Clearly the residues coincide, and so the difference between the left and the right-hand side of (4.2) (let us denote it by \(H\)) is an entire function. Obviously, \(H\) is of zero exponential type. It remains to notice that the function \(T/(UV)\) in the left-hand side tends to zero along the imaginary axis (for the function on the right this is obvious), thus \(|H(iy)| \to 0, |y| \to \infty\), whence \(H \equiv 0\).
By exactly the same arguments we may show that for any $P \in \mathcal{P}$,
\[
\frac{P(z)S_1(z)}{\sin \pi z} = \frac{1}{\pi} \sum_{n \in \mathbb{Z}} \frac{P(n)a_n G_\Lambda(n)}{z - n}.
\]

It remains to verify that the function $G_\Lambda S = \sum_{n \in \mathbb{Z}} a_n k_n$ is orthogonal to all functions of the form $z^k G_\Lambda$, $k \in \mathbb{Z}_+$. Let $a \notin \mathbb{Z}$ and let $P(z) = (z - a)z^k$. Since $k_n$ are the reproducing kernels of $\mathcal{P}W$, we have
\[
(z^k G_\Lambda, G_\Lambda S) = \frac{1}{\pi} \sum_{n \in \mathbb{Z}} \frac{P(n)a_n G_\Lambda(n)}{n - a} = \frac{P(z)S_1(z)}{\sin \pi z} \Big|_{z=a} = 0.
\]

This proves $(iii)$ and completes the proof of the lemma. \(\square\)

5. Subspaces with non-compact residual interval

In this section we prove Theorem 1.3.

We begin with a simple observation related to the absence of the residual part. Given a distribution $\varphi$ compactly supported on $(a, b)$ we denote throughout this section by $I(\varphi)$ the convex hull of its support and by $|I(\varphi)|$ its length. Note that if $L$ has a residual interval $I$ strictly contained in $(a, b)$ then all distributions in the annihilator of $L$ are supported on this interval, and clearly,
\[
\sup\{|I(\varphi)| : \varphi \in L^\perp\} = |I|.
\]

the next lemma shows that this observation remains true when $I = (a, b)$ as well.

**Lemma 5.1.** If $\sigma(D|_L)$ is an infinite discrete subset of $\mathbb{C}$ and $L_{res} = \{0\}$, then
\[
\sup\{|I(\varphi)| : \varphi \in L^\perp\} = b - a,
\]

where $b - a = \infty$ if $(a, b)$ has infinite length.

**Proof.** Let $s$ be the supremum in the statement. Under the assumption on $\sigma(D|_L)$ it follows easily that $s > 0$. Also note that if $|I(\varphi)|, |I(\psi)| > s/2$, then these intervals must have a nonempty intersection otherwise $|I(\varphi + \psi)| > s$. Thus,
\[
I = \bigcup\{I(\varphi) : \varphi \in L^\perp, |I(\varphi)| > s/2\}
\]
is an interval with $|I| \geq s$. It is easy to see that we must have $|I| = s$. Indeed, if $c, d \in I$ with $d - c > s$ such that $c \in I(\varphi)$, $d \in I(\psi)$, then clearly, $|I(\varphi + \psi)| > s$, which is a contradiction.

We claim that $I$ contains the interior of any interval $I(\varphi)$, with $\varphi \in L^\perp$. Assume the contrary, i.e., that there exists $\varphi \in L^\perp$ such that the interior of $I(\varphi)$ is not contained in $I$. If $J$ is a nontrivial interval in $I(\varphi) \setminus I$, we choose $\psi \in L^\perp$ with
\[
|I(\psi)| > \max\{s - |J|, s/2\}
\]
and note again that in this case $|I(\varphi + \psi)| > s$, which is a contradiction.

The claim implies that all distributions $\varphi \in L^\perp$ are supported on the closure of $I$. If $s = |I| < b - a$, then $L$ contains $L_I$ which contradicts our assumption. It remains that $s = b - a$, and the lemma is proved.

5.1. **Radius of completeness.** Let $\Lambda$ be a discrete subset of $\mathbb{C}$. Put

$$R(\Lambda) = \sup \{ a : \mathcal{E}(\Lambda) \text{ is complete in } L^2[0,a] \}.$$  

The number $R(\Lambda)$ is called the **radius of completeness** of $\Lambda$. It is well known that $R(\Lambda)$ is equal to the Beurling–Malliavin (effective) density of $\Lambda$ [4], but we will not use this remarkable fact. The following observation is important for our purposes.

**Remark 5.2.** The conclusions of Theorem 1.1, Proposition 2.1, and Corollary 3.3 continue to hold if we replace in the hypothesis the upper density by the radius of completeness.

**Proof.** The condition $D_+(\Lambda) < \frac{|I|}{2\pi}$ is used only in the proof of Proposition 2.1, in order to show that equation (3.6) implies equation (3.7). We claim that this implication remains true under the assumption that $R(\Lambda) < |I|$. To see this, suppose again that $I = [-\pi, \pi]$. If $R(\Lambda) < 2\pi$, then for any $\varepsilon > 0$ there exists a nontrivial entire function $T$ such that $G_2T \in \mathcal{PW}_{\pi-\varepsilon}$, where $G_2$ is a canonical product corresponding to the sequence $\Lambda$. Without loss of generality we can assume that the zeros of $T$ are in $\mathbb{C}^+$. Then

$$\arg G_2^\# + \arg T = \pi(1 - \varepsilon)x + \tilde{u} + c, \quad u \in L^1((1 + x^2)^{-1}), \quad c \in \mathbb{R},$$

and this implies (3.7). □

5.2. **Proof of Theorem 1.3.** Let $I$ be the residual interval of $L$. If $R(\Lambda) \geq |I|$, then $\mathcal{E}(\Lambda)$ is complete in $L^2(J)$ for any compact subinterval of $J$ of $I$, and consequently, $L$ can not be annihilated by any distribution with compact support contained in $I$, i.e. $L = C^\infty(a,b)$.

If $R(\Lambda) < |I|$, we can use the considerations at the beginning of this section together with Lemma 5.1 to conclude that given $\varepsilon > 0$, there exists $\varphi \in L^\perp$ with $|I(\varphi)| > |I| - \varepsilon$. Then by the modified version of Corollary 3.3 stated in the remark above, $L^\perp$ contains all distributions with support in $I(\varphi)$, whose Fourier transform vanishes at the points of $\sigma(D|_L)$ with the appropriate multiplicities. Since $\varepsilon$ is arbitrary, the result follows. □
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