A new iterative algorithm for generating gradient directions to detect white matter fibers in brain from MRI data
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Abstract

This paper proposes an iterative algorithm for choosing gradient directions used to reconstruct white matter fibers in the brain. The present study is not focusing on data acquisition where scanning is performed. The Adaptive Gradient Directions (AGD) [1] approach is extended to refine the position and area of the grid, resulting in an admissible reduction in angular error. We begin with the gradient directions distributed uniformly inside a grid of bigger size and with larger spacing between the points. Both (size of the grid and spacing between the points) reduce iteratively. The proposed algorithm ensures that the actual position of fiber comes inside the grid at each iteration, unlike as in the AGD approach. As a result, the solution tends to actual orientation in each iteration followed by better estimation of fibers. The proposed algorithm is validated by associating it with mixture of Gaussian diffusion and mixture of non-central Wishart distribution models. The proposed approach significantly reduce the angular error for multiple computer-generated experiments on synthetic simulations and real data. Moreover, we have also performed simulations with fibers not residing in the XY-plane. For this set-up also, the proposed work outperforms, giving lesser angular error with both the models. Synthetic simulations have been performed with Rician distributed (R-D) noise of standard deviation ($\sigma$) ranging from $\sigma = 0.02 – 0.1$. This work helps in better understanding of the anatomy of the brain using the MRI signal data.
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1. Introduction

Magnetic Resonance Imaging (MRI) is a non-invasive and in-vivo neuroimaging technique that provides the anatomical arrangement of tissue microstructure of the diverse organs. The random Brownian motion of water molecules inside tissue voxels leads to MR signal loss. Diffusion weighted MRI is typically based on this Brownian motion of water molecules. Basser et al. in 1994 [1] introduced the paradigm of Diffusion Tensor Imaging (DTI) as a revolution in the medical field. The brain contains billions of neurons forming a neural network for communicating with each other [2]. DTI uses the anisotropic diffusion of water molecules to reconstruct or
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replicate the organization of fibers in the nervous system. The fundamental ideas, implementations, and principles related to DTI have already been discussed in several articles earlier [2–5]. Isotropic diffusion is observed in case of gray matter fibers and cerebrospinal fluid as signal is independent of the direction in which the gradients are applied. However, water diffusion is anisotropic in white matter fibers as diffusion is directionally dependent for water diffuses unrestricted along axon but encounters restriction perpendicular to the direction of axon [6].

DTI is capable of calculating the orientation and rate of the diffusion in a voxel of tissue possessing a single fiber but malfunctions in the case where multiple fibers are crossing each other in one voxel [7]. Various techniques for acquisition of image and reconstruction paradigm have been introduced that are progressively reducing the error [8]. Probabilistic mixture models viz. mixture of Gaussian distribution (MoG) [9], mixture of central Wishart distribution (MoCW) [10, 11] and mixture of non-central Wishart distribution (MoNCW) [12, 13] are skilled to reconstruct crossing fibers, unlike DTI. These models provide a great platform for knowing the thorough and clear anatomy of the brain. Recent work on achieving high anatomical accuracy of reconstructed images have been done in [14, 15].

Among these models, the MoNCW performed extensively well in distinguishing the fibers. In [10, 12], uniformly distributed fixed number of points (gradient directions) over a unit sphere have been considered for reconstruction of fibers. Later on, a new promising technique for choosing the gradient directions is introduced by Puri et al. in [16] called the Adaptive Gradient Directions (AGD). This technique neither fixes the value for the number of gradient directions, nor the directions are uniformly distributed over the surface of unit sphere in contrary to what has been considered in [10, 12]. AGD algorithm when compared with uniform gradient directions (UGD) approach, the former shows huge reduction in angular error while distinguishing the mixture of fibers’ orientation in a voxel. However, the dimension of the grid [16] as well as the spacing between adaptive gradient directions play a vital role in obtaining the actual orientation of fibers. The limitation of increasing or decreasing the area of the grid or spacing between the points have already been discussed in [16]. When following the optimal case of the AGD approach where gradient directions per grid are fixed to 49, there is quite high probability of losing the actual orientation of fiber from entering inside the grid. This may lead to a disoriented depiction of the direction of fibers.

In the present study, we aim to investigate the upper bounds of reconstruction performance to achieve a high anatomical accuracy of reconstructed brain image. We introduce a novel technique for generating gradient directions for reconstructing or replicating the white matter fibers’ orientation in brain. We have come up with new iterative approach for depicting the fiber orientation as an extension of what has been done in AGD. A larger value of $K$ gives lesser angular error and vice-versa. But choosing large $K$ results in multiple directions that are redundant for the region of interest leading to high angular error, computationally expansive etc [16]. Here we begin with uniformly distributed $K = 20$ points over a unit sphere in step-1. The result that we obtained in step-1 has a significantly less accuracy rate as the value as $K$ is very small. Then considering the rough orientation that we have obtained in step-1, we form a grid of large area containing uniformly distributed points with larger spacing. In step-2, we work on these points (directions) to find the result approaching the actual orientation. In the succeeding steps or iterations, we again form a new grid centered at the point obtained in step-2 but with a smaller area and a higher density of points. Following this way, leads to the actual fiber orientation that
we need to detect. The proposed iterative algorithm is capable of reducing the acquired angular error procured using the AGD approach. The proposed algorithm has been coupled with MoG and MoNCW model. Associating the proposed iterative approach for gradient directions with these models enhances the efficiency and rate of accuracy of the models to great extent. Our

2. Methods

2.1. Preliminaries

2.1.1. DTI Model

DTI model based on Gaussian (Normal) diffusion consists of Stejskal-Tanner (S-T) equation \[17\] was capable of estimating fibers in voxels containing single fiber. However, this model is not practiced to detect fibers in the regions of orientational heterogeneity. The ‘b-value’ also called diffusion weighting \(b\) is given as \(b = (\gamma \delta G)^2 t\), where \(\gamma\) is the gyromagnetic ratio, \(\delta\) is diffusion gradient time and \(t\) is the effective diffusion time. Also \(G\) and \(g\) denote magnitude and direction of the diffusion sensitizing gradient \(G\) respectively. Displacement probability assumed by DTI is specified by Gaussian probability distribution function. The well-established ST-equation is given by,

\[
S(q) = S_0 \exp(-bg^T \mathbb{D} g)
\]  

where \(S_0\) is the signal intensity in the absence of any weighting gradient, \(\mathbb{D}\) is \(3 \times 3\) diffusion matrix, and \(q\) is the coordinate vector in q-space given as \(q = \frac{1}{2\pi} \gamma \delta G\). DTI model was not practised for voxels with crossing fibers, this restriction was eliminated when mixture models viz. Mixture of Gaussian diffusion (MoG) \[9\], MoCW and MoNCW were introduced. For a detailed description of these models interested reader is referred to \[9, 10, 12\].

2.1.2. MoG Model

For resolving the orientational heterogeneity in the brain voxels, MoG model \[12\] is introduced where each voxel is split into \(K\) multiple compartments such that \(w_i\) is the weight (or volume) fraction of \(i\)th compartment. Signal intensity equation based on Gaussian diffusion for multi-fiber case is given by

\[
\frac{S(q)}{S_0} = \sum_{i=1}^{K} w_i \exp(-bg^T \mathbb{D}_i g)
\]

where, \(K\) is the mixing components or the compartments of the voxel and \(\mathbb{D}_i\) is the diffusion tensor corresponding to the \(i^{th}\) mixing component of the voxel.

2.1.3. MoNCW Model

Assuming that the diffusion in brains’ voxels is following a non central Wishart distribution, MoNCW model is introduced \[12\]. To establish the MoNCW model, an additional noncentrality parameter denoted by \(\Omega \in \text{Sym}_p^+\) was introduced in the MoCW model, where \(\text{Sym}_p^+\) denotes the manifold of symmetric positive definite matrices. Assuming \(Y_{nxp} = [Y_1, Y_2, ..., Y_n]^T\) be a \(n \times p\) matrix. Here all the rows are independently taken from a \(p\)-variate normal distribution, \(Y_i ~ N(\mu_i, \Sigma)\). Calculating a matrix \(P_{nxp}\) using the population means \(\mu_i\) such that \(P = [\mu_1, \mu_2, ..., \mu_n]^T\). Then the random symmetric matrix defined by \(F = Y^T Y\) has a non-central Wishart (NCW) distribution \(W_p(n, \Sigma, \Omega)\). Here the expectation of random matrix \(F\) is
E(F) = nΣ + Ω [18–21].

Considering Ω = 0, the above reduces to the central Wishart distribution, \( W_p(n, Σ) \). Further using the Laplace transform of NCW distribution [22], the signal intensity equation based on NCW distribution is given as follows [12]:

\[
S(q)/S_0 = \sum_{i=1}^{K} w_i (1 + \text{trace}(ΣB))^n \exp \left[ -\text{trace}(B(I_p + ΣB)^{-1}Ω) \right]
\]  

(3)

where, \( n \geq 0 \) is the shape parameter, \( Σ \in \text{sym}_d \) is the scale parameter, \( Ω \) is the non-centrality parameter and \( B = bgg^T \). Using expected value of NCW distribution (\( D = nΣ + Ω \)), we have \( D_i = nΣ_i + Ω_i \) [12]. The parameter \( Ω_i \) is calculated using this relation. Shakya et.al. [12] used an ad-hoc approach to estimate the best value for \( α \). As a result, \( α = 0.99 \) was chosen for further calculations.

Eq. 2 and Eq. 3 reduces to following linear system of equations:

\[ Aw = Y + η \]  

(4)

where \( Y = S(q)/S_0 \) is signal vector that has been normalized, \( η \) is the noise and every entry of matrix \( A \) is given as,

\[
A_{ji} = \begin{cases} 
\exp(-bg^T D_j g_j), & \text{for MoG model} \\
(1 + \text{trace}(ΣB_j))^{-n} \exp \left[ -\text{trace}(B(I_p + ΣB)^{-1}Ω_i) \right], & \text{for MoNCW model} 
\end{cases}
\]

where, \( j = 1, 2, ..., N \) and \( N \) denotes the number of gradient directions along which signals have been generated. The vector \( w = \{(w_i) : i = 1, 2, ..., K\} \) in Eq. 4, is the unknown parameter that has to be calculated. Here, \( K \) denotes the mixture components or number of gradient directions used in reconstruction process. \( w_i \) is the mixture weights corresponding to the \( i^{th} \) compartment of the voxel. We used the Non-Negative Least Square (NNLS) method [23] to solve the linear system of equations given in Eq. 4 in the proposed work.

In [10, 12], uniformly distributed \( K = 321 \) gradient directions have been used to estimate the fibers. As mentioned earlier, using such large value for \( K \) is computationally rigorous and time consuming approach. This also leads to extremely large number of redundant directions resulting in multiple unnecessary calculations. As a result, AGD approach is introduced in [16] which is successful in reducing error along with computation time. Moreover, it also eliminated the unnecessary calculations by working only on those directions that have the maximum probability of existence of the fibers.

### 2.1.4. Adaptive Gradient directions

AGD approach [16] consists of two steps. In the first step, uniformly distributed 46 gradient directions are used in place of \( K \) in Eq. 4. Then obtaining the rough idea about the fiber orientation in this step, we generated AGD in the next step. These AGD are uniformly distributed in the neighbourhood of the orientations achieved in the first step. Then using these AGD vectors
in place of $K$ in Eq. 4 give the results for AGD approach. Although this algorithm, when compared with UGD (uniformly distributed points over a surface of unit sphere), gave lesser angular error but we encounter one limitation in this procedure. The restriction on the size of grid, as explained in [16], resulted in the exclusion of the actual position of the fiber from the grid. This leads to comparatively higher inaccuracy in reconstructing the fibers. In Fig 1, the blue colored star represents the actual fiber orientation and the green colored dot indicates the rough fiber orientation that we obtained in the first step of AGD approach. Black and red colored stars depict the gradient directions used in step-1 and AGD, respectively.

![Figure 1: Gradient directions used in AGD approach with blue colored star as the actual position of fiber.](image)

2.2. Proposed iterative algorithm for generating gradient directions

The ’$K$’ vectors along the gradient directions are the uniformly distributed points on unit sphere used in reconstruction process in the state-of-art models. The value of $K$ is directly proportional to the rate of accuracy in finding the orientation of fibers. However, using larger $K$ is computationally rigorous and time consuming since the algorithm has to be executed along $K$ directions. Also AGD approach may result in a situation where the actual orientation lies outside of the grid, as shown in Fig 1. In this figure, if blue colored star is the actual position of fiber, then due to restriction in the size of the grid, it is excluded from the grid. This will then result in disoriented estimation of fibers followed by a high angular error. To resolve this drawback, we develop an iterative approach to obtained the solution closest to the actual fiber orientation. The proposed iterative algorithm is discussed below:

**Step-1:** We solve the Eq. 4 for uniformly distributed $K$ components over the surface of unit hemisphere to obtain pairs of azimuthal ($\phi$) and polar ($\theta$) angles. We use a very small value for $K = 20$ that can provide us an idea about the rough position of fibers.

For each such pair, we have spherical coordinates ($\phi_{k_1}, \theta_{k_1}, r$) with fixed radial distance $r = 1$ and $k_1 \in \mathbb{Z}^+$ denoting the number of rough fiber orientations obtained in Step-1. In Fig. 2a, the green colored dot represents this point where $k_1 = 1$ is considered for simplicity.
Step-2: Now, we generate the uniformly distributed gradient directions/points in the neighbourhood of the \( k_1 \) points obtained in step-1. These points are located over the hemisphere forming a grid centered at each \( k_1 \) orientation. For this, new pairs of azimuthal and polar angles are generated using the following steps:

**Step-2.1:** Set of newly developed azimuthal angles = \( \{ \phi_{k_1}, \phi_{k_1} \pm m_1, \phi_{k_1} \pm 2m_1, \ldots, \phi_{k_1} \pm c_1m_1 \} \) such \( c_1 \) accounts for the number of points inside the grid and \( m_1 \) accounts for the spacing between the points.

**Step-2.2:** Set of newly developed polars angles = \( \{ \theta_{k_1}, \theta_{k_1} \pm m_1, \theta_{k_1} \pm 2m_1, \ldots, \theta_{k_1} \pm c_1m_1 \} \).

**Step-2.3:** Set of new pairs of azimuthal and polar angles = \( \{ (\phi_{k_1}, \theta_{k_1}), (\phi_{k_1}, \theta_{k_1} \pm m_1), \ldots, (\phi_{k_1}, \theta_{k_1} \pm c_1m_1), \ldots, (\phi_{k_1} \pm m_1, \theta_{k_1}), \ldots, (\phi_{k_1} \pm c_1m_1, \theta_{k_1} \pm m_1), \ldots, (\phi_{k_1} \pm m_1, \theta_{k_1} \pm c_1m_1) \} \).

The total number of directions obtained in this step per grid = \( (2c_1 + 1)^2 \times k_1 \) The total number of directions obtained in this iteration i.e. \( K' = (2c_1 + 1)^2 \times k_1 \).

Now we convert these \( K' \) spherical coordinates with radial distance unity to Cartesian coordinate system and these vectors will then replace the \( K \) mixing components required in Eq. 4. These points are represented by the red colored stars in Fig. 2a.

**Step-3:** Solving the linear system of equations for above generated \( K' \) vectors in Eq. 4, we obtained \( k_2 \) number of orientations. The \( k_2 \) pairs of azimuthal and polar angle we obtained are now be treated as centres for the grids that we will generated in the next step. This centre orientation is represented by yellow dot in the purple colored grid in Fig. 2b. For simplicity, we have considered \( k_2 = 1 \).

**Step-4:** The \( k_2 \) number of grids are formed each centred as mentioned earlier. The new pairs of azimuthal and polar angles are calculated as follows:

**Step-4.1:** Set of newly generated azimuthal angles = \( \{ \phi_{k_2}, \phi_{k_2} \pm m_2, \phi_{k_2} \pm 2m_2, \ldots, \phi_{k_2} \pm c_2m_2 \} \) such \( m_2 < m_1 \) and \( c_2 > c_1 \).

**Step-4.2:** Set of newly generated polars angles = \( \{ \theta_{k_2}, \theta_{k_2} \pm m_2, \theta_{k_2} \pm 2m_2, \ldots, \theta_{k_2} \pm c_2m_2 \} \).

**Step-4.3:** Set of new pairs of azimuthal and polar angles = \( \{ (\phi_{k_2}, \theta_{k_2}), (\phi_{k_2}, \theta_{k_2} \pm m_2), \ldots, (\phi_{k_2}, \theta_{k_2} \pm c_2m_2), (\phi_{k_2} \pm m_2, \theta_{k_2}), \ldots, (\phi_{k_2} \pm c_2m_2, \theta_{k_2}), \ldots, (\phi_{k_2} \pm m_2, \theta_{k_2} \pm m_2), \ldots, (\phi_{k_2} \pm c_2m_2, \theta_{k_2} \pm c_2m_2) \} \).

The total number of directions obtained in this step per grid = \( (2c_2 + 1)^2 \) The total number of directions obtained in this iteration i.e. \( K'' = (2c_2 + 1)^2 \times k_2 \).

Now replacing \( K' \) with \( K'' \) in Eq. 4 lead us to the orientation of fibers reaching closer to the actual fiber orientation. The \( K'' \) points are represented by the purple coloured dots inside the
Repeating the same process leads us to the results that have been reported in this paper. The fiber’s actual position is represented by the blue colored star in Fig. 2a, which is not one of the positions that we chose in step-1. Using a bigger size of the grid in the first iteration makes sure that the actual position comes inside the grid, unlike as in AGD algorithm where due to restrictions in the grid size this position remains out of the grid resulting in comparatively higher angular error. In Fig. 2b, we observe that again the actual position is entering the grid formed in the next iteration. Moreover, this position is coming closer and closer to the vectors that we choose to work upon, ensuring reduction in angular error at each iteration. In Fig. 2c, the purple colored star inside the orange grid indicates the position of fiber acquired in the previous step and orange colored dots represent the generated gradient directions in a form of grid (centred at purple dot) neighbouring the purple dot uniformly. The overlapping of the blue star with the orange colored dot in Fig. 2c validate the proposed algorithm. More results on synthetic simulations and real data have been discussed in this paper in the next section.

Figure 2: Gradient directions used in the iterative algorithm of proposed approach with different boundary colors representing grids formed at each stage

### 3. Results

#### 3.1. Parameter setting and Error metric

All the synthetic simulation experiments have been performed using 46 gradient directions i.e. $N = 46$ to generate the signal intensity $S(q)$. Following Shakya et al. [12], we set $n = 2$ ($n$ belongs to Gindikin ensemble $\Lambda = \{\frac{\pi}{2} : a = 1, 2, ..., (p - 2)\} \cup [\frac{p-1}{2} : \infty)$) [24–26]. We have used $b = 1500$ s/mm$^2$ and for UGD approach, we used $K = 321$. In order to obtain the weight vector $w = [(w_i)] : i = 1, 2, ..., K$ in all the required equations, we used non-negative least square method. Synthetic data is generated using MATLAB$^\text{TM}$ open library [27, 28]. Here adaptive kernels were considered for approximating exact continuous diffusion weighted -MRI signal.

We have defined resultant angular error for every simulations as the sum of error in azimuthal and polar angles. For all the simulations, polar angle is assigned a fixed value of 90°. To calculate angular error (A.E.) we use the below mentioned formula:
\[ A.E. = \frac{\sum_{k=1}^{I} |A_{k}^{\text{original}} - A_{k}^{\text{estimated}}|}{I} \]

where, \( I \) denotes total number of fibers per voxel and \( A \) is replaced by \( \phi \) and \( \theta \) for calculating their respective angular errors. Computer generated experiments have been conducted with R-D noise. Considering the standard deviation of noise denoted by \( \sigma \), noise is added to the signal intensity vector \( Y \) of synthetic simulations as follows:

\[ Y = \sqrt{(Y + \sigma \ast \text{randn}(1))^2 + (\sigma \ast \text{randn}(1))^2} \]

where ‘randn’ function helps in generating random numbers that are distributed normally. In this article, simulations have been primarily performed with R-D noise having standard deviation, \( \sigma = 0.06 \). Table 1 and 2 represent the resultant angular error procured with different separation angles between 2 and 3 crossing fibers respectively. The errors in bold represent the minimum error obtained using 4 different approaches. For all the cases (except for 70°), the calculated error is minimum when proposed we followed the proposed algorithm.

| \(|\phi_1 - \phi_2|\) (in degrees) | MoNCW with AGD | MoNCW with proposed algorithm | MoG with UGD | MoG with proposed algorithm |
|-------------------------------|-----------------|-----------------------------|-------------|-----------------------------|
| 40                            | 10.17           | 8.7                         | 13.79       | 11                          |
| 50                            | 9.25            | 7.5                         | 9.71        | 7.5                         |
| 60                            | 6.9             | 3.1                         | 4.36        | 3.43                        |
| 70                            | 3.4             | 2.5                         | 2           | 3.3                         |
| 80                            | 2.1             | 1.1                         | 2.5         | 2                           |
| 90                            | 1               | 0                           | 1.5         | 0.5                         |
| 100                           | 0.9             | 0.5                         | 2.07        | 0.71                        |
| 110                           | 2.8             | 2                           | 1.86        | 1.71                        |
| 120                           | 3.67            | 2.4                         | 3.64        | 2.64                        |

Table 1: Comparison of resultant angular error of \( \phi \) and \( \theta \) using different approaches with R-D noise, \( \sigma = 0.06 \) for 2-crossing fibers in a voxel. For all simulations polar angle is set to 90°.

3.2. Visual results for synthetic simulations on fiber separation

We begin with 100 simulations of 2 crossing fibers oriented at \((\phi_1, \phi_2) = (0^\circ, 60^\circ)\) with R-D noise, \( \sigma = 0.1 \). In addition, in this simulation we considered equal weight fraction for both the orientations i.e. 0.50 vs. 0.50 respectively. The performance of AGD and proposed algorithm is shown in Fig. 3. Next we carried out 100 simulations of the previous orientations with noise, \( \sigma = 0.06 \) and with unequal weight fraction i.e. 0.30 vs. 0.70 for 0° and 60° respectively. The results have been shown in Fig. 4. As shown in figure, 0° orientation having lesser weight value, is not reconstructed in many of the simulations using AGD approach unlike the proposed approach. Following the same trend, we performed 100 simulations with same noise such that fibers are oriented at 0° and 60° having weights 0.2 and 0.8 respectively.
φ₁ − φ₂

|φ₁−φ₂|  | MoNCW with AGD | MoNCW with proposed algorithm | MoG with UGD | MoG with proposed algorithm |
|-----|----------------|------------------------|----------------|----------------------------|
| (10,70,130) | 1.5 | **0.17** | 2.52 | 0.81 |
| (0,40,80) | 17.37 | 14.4 | 16.14 | **12** |
| (10,60,110) | 7.3 | **5.6** | 8.43 | 6.09 |
| (8,67,118) | 8.2 | 3.5 | 3.52 | **2.81** |
| (15,55,110) | 13.1 | **9.3** | 15 | 12.41 |
| (50,110,170) | 2.23 | 1.3 | 5 | **0.23** |
| (10,50,90) | 14.17 | 14.37 | **12.05** | 13.43 |
| (40,105,160) | 5.67 | 1.07 | 3.83 | **0.90** |
| (0,65,130) | 5.62 | **2.66** | 4.35 | 3.36 |

Table 2: Comparison of resultant angular error of φ and θ using different approaches with R-D noise, \( \sigma = 0.06 \) 3-crossing fibers in a voxel. For all simulations polar angle is set to 90°.

After these experiments consisting of 2 orientations in two directions, we carried out simulations on 3 crossing fibers such that \((φ₁, φ₂, φ₃) = (0°, 60°, 135°)\). The visual results have been displayed in Fig. 6. Highly noisy data have been generated with R-D noise of \( \sigma = 0.1 \) and weight fractions for all the orientations is set equal i.e. \( \frac{1}{3} \). Since the separation angle between the fibers is quite large, so both the approaches are capable of estimating all the three fibers but disorientation of 0° can be clearly observed in AGD approach. Next, we carried out the comparison between MoG with UGD approach and with the proposed approach as shown in Fig. 7. We performed 100 simulations for 3-crossing fibers oriented at \((φ₁, φ₂, φ₃) = (15°, 55°, 110°)\). Here also proposed algorithm works well in separating the fibers efficiently in most of the simulations when compared with MoG models with UGD approach.

In Fig. 8a and 9a, we plot mean and standard deviation of the resultant angular errors for 2 crossing fibers with azimuthal angle \((φ₁, φ₂) = (10°, 50°)\) and \((φ₁, φ₂) = (10°, 70°)\) respectively and for 3 crossing fibers with azimuthal angle \((φ₁, φ₂, φ₃) = (50°, 110°, 170°)\) and \((φ₁, φ₂, φ₃) = (0°, 65°, 130°)\) in Fig. 8b and Fig. 9b respectively at varying noise level. The improvement in
estimating the orientation of fibers using proposed model is significant at each noise level with both discussed models and gradient direction schemes.

3.3. Analysis when crossing fibers do not reside in XY-plane

In the state-of-art models, the polar angles have always been set to 90° indicating that the fibers are residing in the XY-plane. We have performed experiments with polar angles other than 90°. The analysis have been given in Table 3. Here also we find huge reduction in angular error in all the cases using the proposed iterative approach.
Figure 6: Estimation of fibers using (a) MoNCW with AGD and (b) MoNCW with proposed technique for 3-crossing fibers with \((\phi_1, \phi_2, \phi_3) = (0^\circ, 65^\circ, 130^\circ)\) and noise, \(\sigma = 0.1\). The weight fraction corresponding to each fiber is set to \(\frac{1}{3}\).

Figure 7: Estimation of fibers using (a) MoG with UGD and (b) MoG with proposed technique for 3-crossing fibers with \((\phi_1, \phi_2, \phi_3) = (15^\circ, 55^\circ, 110^\circ)\) and noise, \(\sigma = 0.06\). The weight fraction corresponding to each fiber is set to \(\frac{1}{3}\).

3.4. Experiment on Real Data

After synthetic data simulations, we conducted the real data experiment. We used the optic chiasm of rat’s brain’s DW-MRI data set downloaded from [28] to corroborate the proposed model. Due to the well defined myelinated structure comprising of both parallel and intersecting optic nerve fibers, optic chiasm of rat’s brain is an outstanding region to authenticate the proposed idea. The b-value for the data was 1250 s/mm\(^2\). The other parameters of the experiment were set as \(\Delta = 17.5\, ms\), \(\delta = 1.5\, ms\) TE (Echo time) = 25 ms and TR (Repetition time) = 1.17 s. DW-MRI data was collected for 46 gradient directions. An image with \(b \approx 0\, s/mm^2\) was also collected.

The fiber orientational maps for optic chiasm of rat’s brain using the proposed algorithm coupled with MoG and MoNCW models is shown in Fig. 10.
Figure 8: Mean and standard deviation of resultant angular error vs varying noise when fibers are oriented at (a) \((\phi_1, \phi_2) = (10^\circ, 50^\circ)\) and (b) \((\phi_1, \phi_2, \phi_3) = (50^\circ, 110^\circ, 170^\circ)\). Polar angle is set to 90\(^\circ\) for all fibers.

Figure 9: Mean and standard deviation of resultant angular error vs varying noise when fibers are oriented at (a) \((\phi_1, \phi_2) = (10^\circ, 70^\circ)\) and (b) \((\phi_1, \phi_2, \phi_3) = (0^\circ, 65^\circ, 130^\circ)\). Polar angle is set to 90\(^\circ\) for all fibers.

Table 3: Comparison of resultant angular error \(\phi\) and \(\theta\) using different approaches with R-D noise, \(\sigma = 0.06\) for 2-crossing fibers not residing in XY-plane.

| \((\phi_1, \theta_1) - (\phi_2, \theta_2)\) | MoNCW with AGD | MoNCW with proposed algorithm | MoG with UGD | MoG with proposed algorithm |
|---------------------------------|----------------|-------------------------------|--------------|----------------------------|
| \((30^\circ, 30^\circ) - (80^\circ, 80^\circ)\) | 12.42 | **4.74** | 7.07 | 5.93 |
| \((40^\circ, 30^\circ) - (100^\circ, 80^\circ)\) | 6.57 | **4.25** | 4.43 | 4.57 |
| \((45^\circ, 25^\circ) - (105^\circ, 95^\circ)\) | 6.25 | **0.96** | 7.57 | 1 |
| \((10^\circ, 105^\circ) - (70^\circ, 28^\circ)\) | 15 | **0.5** | 3.93 | **0.5** |
| \((10^\circ, 48^\circ) - (20^\circ, 100^\circ)\) | 8.39 | **5.17** | 11.50 | 11.07 |
| \((30^\circ, 10^\circ) - (90^\circ, 80^\circ)\) | 5.58 | **3.75** | 3.79 | 3.53 |

4. Discussions

The main emphasizes of this study is on MRI signals obtained after scanning and data acquisition. These signals have been processed to detect the orientation of fibers in brain. We have developed an iterative algorithm for generating gradient directions that are used to detect the white matter fibers. The development emphasises on better quality of reconstructed images.
AGD algorithm [16] is extended in the present study. Similar to AGD approach, proposed algorithm ensures that we work upon the directions that are in the neighbourhood of the expected orientation of the fibers. Doing this saves time and effort by avoiding the calculations involved in the superfluous directions in a particular voxel when uniform gradient directions are used. Unlike AGD algorithm, proposed work makes sure that at each iteration the point indicating the true orientation of fiber enters the newly generated grid of gradient directions. Increasing the number of iterations may increase the accuracy of the result a bit but in an expense of long computational time period for giving the final image. Hence, four iterations have been done in this study so as to get final orientational mapping image of brain in comparatively lesser time and with lesser computational complexity.

The robustness and consistency of the proposed algorithm can be proved with its performance at every noise level as shown in the figures and mean and standard deviation plots. Associating the iterative gradient direction approach with models like MoNCW and MoG resulted in reduction of angular error when compared with UGD and AGD approaches with these models. This indicates the stability and flexibility of the algorithm. In Fig. 3a, on account of high noise level, the AGD approach is showing 3 fibers per voxel in some simulations after reconstruction. It shows that AGD is hindered when highly noisy data is available for reconstruction process. However, it can be observed that the proposed algorithm is sufficiently resistant to such noisy data. For the same reason, when 3-fibers with sufficiently large separation angles are considered in Fig. 6 for simulations then it is observed that the reconstruction of 0° fiber using AGD approach is disoriented in almost all the simulations unlike the proposed paradigm.

The related existing studies so far, have worked on the artificial simulations of fibers with fixed polar angles of 90° and with equal weight (or volume) fraction. For manifesting the authenticity of the proposed algorithm in a more generalized manner, we performed experiments involving simulations of fibers not residing in the XY-plane. Huge reduction in angular error is seen when compared with the other state-of-art techniques. For this set-up, the iterative AGD approach when associated with MoNCW model shows maximum error of 5.17° which is quite less
then 12.42° given by AGD approach. Similarly, comparing the statistics of angular error referred in Table 1 and 2 we can predict that the reconstructed images using the proposed algorithm can depict the fibers directions more accurately. Reconstruction of fibers with unequal weight fraction in a voxel is done to see the performance of the proposed iterative algorithm. When unequal weight fractions are considered then it becomes cumbersome for AGD and UGD approach to detect the fiber with smaller weight value. In Fig. 4 and 5, it can very well observed that the 0° fiber orientation having lesser weight value is not reconstructed in many of the simulations. In almost all the cases the visualization shows that the proposed work gives better results when compared with other models and gradient direction schemes.

The performance of the proposed algorithm is more pronounced when it is coupled MoNCW model as shown in figures and tables. The reconstructed orientational maps of the optic chiasm of rat’s brain using MoG and MoNCW model is shown in Fig. 10. These maps present estimated fiber orientations in numerous regions of myelinated axons from 2-optic nerve bundles intersecting each other to reach their respective contra-lateral optic tracts [29]. As mentioned in [29], the reconstruction using proposed model is better as single fibers as well as fiber crossings can be seen to be correctly rendered. Figure shows fibers of cingulum and corpus callosum intersecting each other at the middle region where the 2-fiber bundles seem to be crossing each other.

In conclusion, iterative gradient directions approach is developed to fill the gaps of existing models and gradient direction schemes. In this paper, we have developed a novel iterative technique for generating gradient directions in order to estimate the passage of white matter fibers in the brain or in knowing how the brain is wired. The results procured using proposed algorithm has been compared with the results of AGD and UGD approaches. In almost all the cases, huge reduction in angular error is found. The proposed algorithm also performed exceedingly well when synthetic simulation experiments for the fibers not residing in the XY-plane is performed. This model is promising for distinguishing crossing fibers at every noise level. The proposed algorithm for choosing gradient directions can be used in other models also, as the performance in both the models is superior to state-of- art techniques.
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