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ABSTRACT

Bronstein’s lazy Hermite reduction is a symbolic integration technique that reduces algebraic functions to integrands with only simple poles without the prior computation of an integral basis. We sharpen the lazy Hermite reduction by combining it with the polynomial reduction to solve the decomposition problem of algebraic functions. The sharpened reduction is then used to design a reduction-based telescoping algorithm for algebraic functions in two variables.
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1 INTRODUCTION

The integration problem for algebraic functions has a long history that can be traced back at least to the work of Euler and others on elliptic integrals [4]. In 1826, Abel initiated the study of general integrals of algebraic functions, which are now called abelian integrals [2]. Liouville in 1833 proved that if the integral of an algebraic function is an elementary function, then it must be the sum of an algebraic function and a linear combination of logarithms of algebraic functions (see [31, Chapter IX] for a detailed historical overview).

In 1948, Ritt presented an algebraic approach to the problem of integration in finite terms in his book [36]. Based on Liouville’s theorem and some developments in differential algebra [37], Risch in 1970 finally solved this classical problem by giving a complete algorithm [35]. After Risch’s work, more efficient algorithms have been given due to the emerging developments in symbolic computation [12, 15, 22, 39]. Passing from indefinite integration to definite integration with parameters, the central problem shifts to finding linear differential equations satisfied by the integrals of algebraic functions with parameters. In this direction, the first work was started by Picard in [34] and later a systematical method was developed by Manin in his work on proving the function-field analogue of Mordell’s conjecture [32]. In the 1990s, another powerful method was developed by Almkvist and Zeilberger [5] by including the trick of differentiating under the integral sign in the framework of creative telescoping [43].

In a given differential ring \( R \) with the derivation \( D \), one can ask two fundamental problems: one is the \textit{integrability problem}, i.e., deciding whether a given element \( f \in R \) is of the form \( D(g) \) for some \( g \in R \), if such a \( g \) exists, we say that \( f \) is integrable in \( R \); another is the \textit{decomposition problem}, i.e., decomposing a given element \( f \in R \) into the form \( D(g) + r \) with \( g, r \in R \) and \( r \) is minimal in a certain sense and \( r = 0 \) if and only if \( f \) is integrable in \( R \). For algebraic functions, the integrability problem was studied by Liouville [31]. Hermite reduction [24] solves the decomposition problem for rational functions. Trager in his thesis [39] extended Hermite reduction to the algebraic case. His algorithm requires the computation of an integral basis in the beginning. In order to avoid this expensive step, Bronstein [13] introduced the lazy Hermite reduction that partially solves the decomposition problem. The first contribution in this paper is a sharpened version of the lazy Hermite reduction. We combine the lazy Hermite reduction with a further reduction, namely the polynomial reduction [8, 17, 19], in order to solve the decomposition problem completely.

When a differential ring \( R \) is equipped with two derivations \( D_1, D_2 \), one can also consider the \textit{creative telescoping} problem: for a given element \( f \in R \), decide whether there exist \( c_0, \ldots, c_r \in R \), not all zero, such that \( D_2(c_r) = 0 \) for all \( i \in \{0, \ldots, r\} \) and

\[ c_r D_1^r (f) + \cdots + c_0 f = D_2(g) \quad \text{for some } g \in R. \]

The operator \( L = c_r D_1^r + \cdots + c_0 \) if exists is called a \textit{telescopier} for \( f \). For every algebraic function there exists such a telescopier, and many construction algorithms have been developed in [11, 17, 18, 32, 42]. Our second contribution is an adaption of the reduction-based approach from [17] using the sharpened lazy Hermite reduction.
The remainder of this paper is organized as follows. First we recall Bronstein’s idea of lazy Hermite reduction in Section 2. Instead of an integral basis, it uses a so-called “suitable basis” of the function field. In Section 3 we have a closer look at these bases. After developing the polynomial reduction in Section 4, we present the telescoping algorithm for algebraic functions based on the sharpened lazy Hermite reduction in Section 5. We conclude our paper by some experimental comparisons among several telescoping algorithms in Section 6.

2 LAZY HERMITE REDUCTION

Trager’s generalization of Hermite reduction to algebraic functions works as follows [14, 17, 23, 39]. Let $K$ be a field of characteristic zero and $m \in K[x]|y|$ be an irreducible polynomial over $K(x)$. Then $A = K(x)|y|/(m)$ is an algebraic extension of $K(x)$. Its elements are called algebraic functions. When there is no ambiguity, we also use $y$ to represent the element $y + (m)$ in $A$, which can be viewed as a root of $m$. An element $f \in A$ is called integral over $K[x]$ if the minimal polynomial of $f$ in $K[x,y]$ is monic with respect to $y$. If $n = \deg_y(m)$, then $A$ is a finite extension of degree $n$ over $K(x)$ and the set of all integral elements in $A$ is a free $K[x]$-module of rank $n$. A basis for this module is called an integral basis of $A$. Such bases exist, and several algorithms deduce to computing them [6, 38, 39, 41]. Let $W = (\omega_1, \ldots, \omega_n)$ be an integral basis of $A$. Let $f = \sum\omega^d \sum_{k=1}^{d} \omega_k \omega_k \in A$ with $d > 1$ and $\omega_1, \ldots, \omega_n \in K[x]$ such that $\gcd(u, v) = \gcd(u, v') = \gcd(u, \omega_1, \ldots, \omega_n) = 1$. We seek $b_1, \ldots, b_n, c_1, \ldots, c_n \in K[x]$ such that $f = g' + h$ for $g = \frac{1}{\omega^d} \sum_{k=1}^{d} b_k \omega_k$ and $h = \frac{1}{\omega^d} \sum_{k=1}^{d} c_k \omega_k$. The $g$ in this decomposition can be found by solving a certain linear system over $K[x]/(\omega)$, and once $g$ is known, $h$ can be computed as $h = f - g'$. Let $e \in K[x]$ and $M \in K[x]|y|$ be such that $eW' = MW$, and assume (without loss of generality) that $e \mid \omega$. Then the coefficient vector $b = (b_1, \ldots, b_n)$ of $\omega^{d-1} \gamma$ satisfies

$$b(\omega^{-1}M - (d-1)\omega') \equiv (a_1, \ldots, a_n) \mod \omega,$$  \hspace{1cm} (1)

where $I_n$ is the identity matrix in $K[x]|y$. Using that $W$ is an integral basis, it can be shown that this linear system has a unique solution, see [17, 39] for further details. Applying the process repeatedly, we can eliminate all multiple poles from the integrand, i.e., we can find $g$ and $h$ such that $f = g' + h$ and $h = q^{-1} \sum_{k=1}^{d} p_k \omega_k$. For some polynomials $p_1, \ldots, p_n, q$ with $\omega$ squarefree.

If $W$ is not an integral basis, the linear system (1) may or may not have a unique solution.

Example 1. Let $m = y^2 - x$ and $f = \frac{y}{(x+1)^3}$. We have $e = 2x$ and $M = \begin{pmatrix} 2 & 0 \\ 0 & 3 \end{pmatrix}$. Applying the reduction to $f = \frac{1}{(x+1)^3}y$ leads to the linear system

$$b \begin{pmatrix} (x+1)^3 \gamma (2x)^{-1} \gamma -3(1) (x+1)^{1} (0) \\ 0 \end{pmatrix} \equiv (0,1) \mod x,$$

$$= u_0 = e^{-1} = M = u_0 \gamma = u_0 \gamma = l_2$$

which has a unique solution.

2 For $W = (x,y)$ we have $e = 2x$ and $M = \begin{pmatrix} 2 & 0 \\ 0 & 1 \end{pmatrix}$. Applying the reduction to $f = \frac{1}{x(x+1)^2}y$ leads to the linear system

$$b \begin{pmatrix} 0 \\ 0 \end{pmatrix} \equiv (0,2) \mod x,$$

which is solvable, but not uniquely.

3 For $W = (x, (x+1)y)$ we have $e = 2x(x+1)$ and $M = \begin{pmatrix} 2(x+1) & 0 \\ 0 & 3x+1 \end{pmatrix}$. Applying the reduction to

$$f = \frac{1}{x^2(x+1)^2}y$$

leads to the linear system

$$b \begin{pmatrix} -2x \\ 0 \end{pmatrix} \equiv (0,2) \mod x(x+1)$$

which has no solutions.

Note that none of the bases in the example above is an integral basis because 1 is an integral element of $A$ but does not belong to the $K[x]$-module generated by any one of the bases. However, all the bases consist of integral elements and have the property that $e$ is squarefree. Bronstein [13] calls such a basis a suitable basis and observes that whenever we apply Hermite reduction to a suitable basis and find that the linear system (1) has no solution, then we can construct from any unsolvable system an integral element of $A$ that does not belong to the $K[x]$-module generated by the elements of $W$. We can then replace $W$ by a suitable basis of an enlarged $K[x]$-module and proceed with the reduction.

Example 2. We continue the previous example.

1 For $W = (x, xy)$, no basis update is needed because the linear system has a unique solution.

2 For $W = (x, y)$, the right kernel element (1, 0) of the matrix in the linear system translates into the new integral element $x + 1$, which does not belong to the $K[x]$ module generated by $x$ and $y$ in $A$. A basis of the module generated by $x, y$, and $x + 1$ is (1, y).

3 For $W = (x, (x+1)y)$, from the lack of solutions of the linear system it can be deduced that $xy$ is an integral element not belonging to the module generated by $x$ and $(x+1)y$ in $A$. A basis of the module generated by $x, (x+1)y$, and $xy$ is (x, y).

Starting from a basis $W$ consisting of integral elements, there can be at most finitely many basis updates before we reach an integral basis. Therefore, it takes at most finitely many basis updates (and possibly fewer than needed for reaching an integral basis) to complete the reduction process. This variant of Hermite reduction, which avoids the potentially expensive computation of an integral basis at the beginning, is called lazy Hermite reduction. Its final result is a suitable basis $W$ of $A$ and $g, h \in A$ such that $f = g' + h$ and the coefficients of $h$ with respect to $W$ are rational functions with a squarefree common denominator. In the examples above, we may find $W = (1, y)$, $g = - \frac{\gamma}{\omega}$, and $h = - \frac{\gamma}{\omega}$.

One of the key features of Hermite reduction is that we can decide the integrability problem. For example, if we write a rational function $f \in K(x)$ in the form $f = g' + h$ for some $g, h \in K(x)$ where $h$ has a squarefree denominator and numerator degree less than...
denominator degree, then \( f \) admits an integral in \( K(x) \) if and only if \( h = 0 \). Trager generalizes this criterion to algebraic functions as follows. By a change of variables, he first ensures that the integrand \( f \) has a double root at infinity. Then he performs Hermite reduction with respect to an integral basis that is normal at infinity. If this gives \( g, h \) such that \( f = g' + h \), then \( f \) is integrable in \( A \) if and only if \( h = 0 \) [17, 39].

Unfortunately, this criterion does not extend to the lazy version of Hermite reduction. Even if we produce a double root of the integrand at infinity and make the suitable basis normal at infinity (which amounts to a local integral basis computation that we actually would prefer to avoid altogether), a nonzero remainder \( h \) does not imply that \( f \) is not integrable.

**Example 3.** Let \( m = y^2 - x \) and \( f = \frac{y}{x} \). For \( W = \langle 1, (x^2 + 1) \rangle \) we have \( e = 2x(x^2 + 1) \) and \( M = \begin{pmatrix} 0 & 0 \\ 5x^2 + 1 \end{pmatrix} \). The lazy Hermite reduction finds \( g = \left( \frac{1}{3x} \right) ^2 \) and \( h = \frac{y}{x} \). Here \( f = \left( \frac{2y}{3x^2} \right) ^2 \) is integrable and has a root of order \( \geq 2 \) at infinity, but \( h \) is nonzero.

Somewhat surprisingly, Bronstein does not address this issue in his report [13]. He just guarantees that \( h \) has only simple roots and makes no further claims about it. In the following sections, we extend his idea to a complete integrability test.

### 3 SUITABLE BASES

Let \( A = K(x)[y]/(m) \) with \( m \in K[x, y] \) being an irreducible polynomial over \( K(x) \). Let \( \bar{K} \) be the algebraic closure of \( K \). If \( n = \deg_y(m) \), there are \( n \) distinct solutions in the field

\[
\bar{K}((x - a)) = \bigcup_{r \in \mathbb{N}(0)} \bar{K}((x - a)^{1/r})
\]

of formal Puiseux series at \( a \in \bar{K} \). There are also \( n \) distinct solutions in the field

\[
\bar{K}((x^{-1})) = \bigcup_{r \in \mathbb{N}(0)} \bar{K}((x^{-1/r}))
\]

of formal Puiseux series at \( \infty \). For a fixed \( \omega \in \bar{K} \cup \{ \infty \} \), let \( y_1, \ldots, y_n \) be all \( n \) roots of \( m \) in \( \bar{K}((x - a)) \) (or \( \bar{K}((x^{-1})) \)) if \( a = \infty \). There are \( n \) distinct \( K(x) \)-embeddings \( e_1, \ldots, e_n \) of \( \bar{K}((x - a)) \) (or \( \bar{K}((x^{-1})) \)) that \( e_i(f(y)) = f(y_i) \) for any \( f \in A \). Then for each \( \omega \in \bar{K} \cup \{ \infty \} \), we can associate \( f \) in \( A \) with \( n \) series \( e_i(f) \) for \( i = 1, \ldots, n \). Moreover, if we equip the fields \( A, \bar{K}((x - a)) \) and \( \bar{K}((x^{-1})) \) with natural differentiations with respect to \( x \), then each embedding \( e_i \) is a differential homomorphism, i.e., \( e_i(f') = e_i(f)' \) for any \( f \in A \).

A nonzero Puiseux series at \( a \in \bar{K} \) can be written as

\[
P = \sum_{i \geq 0} c_i \langle x - a \rangle^r_i,
\]

where \( c_i \in \bar{K}, c_0 \neq 0 \) and \( r_i \in \mathbb{Q} \) with \( r_0 < r_1 < \cdots \). The valuation map \( v_a \) on \( \bar{K}((x - a)) \) is defined by \( v_a(f) = r_0 \) if \( P \) is nonzero and \( v_a(0) = 0 \). Replacing \( x \) by a \( \frac{1}{x} \), we get the valuation map \( v_a \) on \( \bar{K}((x^{-1})) \). A series \( P \) in \( \bar{K}((x - a)) \) (or \( \bar{K}((x^{-1})) \)) is called integral if its valuation is nonnegative. The value function \( \nu_a : A \to \mathbb{Q} \cup \{ \infty \} \) is defined by

\[
\nu_a(f) = \min_{i \geq 1} v_a(\sigma_i(f))
\]

for any \( f \in A \). An element \( f \in A \) is called (locally) integral at \( a \in \bar{K} \cup \{ \infty \} \) if \( \nu_a(f) \geq 0 \), i.e., every series associated to \( f \) (at \( a \)) is integral. An element \( f \in A \) is called (globally) integral if \( \nu_a(f) \geq 0 \) for all \( a \in \bar{K} \), i.e., \( f \) is locally integral at every \( a \in \bar{K} \) (at all finite places). This definition of integrality is equivalent to that in Section 2. The elements of \( A \) that are locally integral at some point \( a \in \bar{K} \) form a \( K(x)_a \)-module, where \( K(x)_a \) is the subring of \( K(x) \) consisting of all rational functions which do not have a pole at \( a \). In the case \( a = \infty \), \( K(x)_a \) is the ring of all rational functions \( p/q \) with \( \deg_p \leq \deg_q(q) \). A basis of the \( K(x)_a \)-module of locally integral elements of \( A \) is called a local integral basis at \( a \).

For a series \( P \in K((x - a)) \), the smallest positive integer \( r \) such that \( P \in K((x - a)^{1/r}) \) is called the ramification index of \( P \). If \( r > 1 \), the series \( P \) is said to be ramified. For an element \( f \in A \), a point \( a \in \bar{K} \) is called a branch point of \( f \) if one of the series associated to \( f \) at \( a \) is ramified.

Let \( W = \langle \omega_1, \ldots, \omega_n \rangle \) be a \( K(x) \)-vector space basis of \( A \). Throughout this section, let \( e \in K[x] \) and \( M = ((m_{i,j}))_{i,j=1}^n \in K[x]^{n \times n} \) be such that \( eW' = MW \) and \( \gcd(e, m_{i,1}, m_{i,2}, \ldots, m_{i,n}) = 1 \). As already mentioned, \( W \) is called a suitable basis if \( e \) is squarefree and \( o_{i,j} \) are integral for each \( i \). Every integral basis is suitable, see [17, Lemma 3]. Now we explore further properties of such bases.

**Lemma 4.** Let \( W \) be an integral basis of \( A \). Let \( e \in K[x] \) and \( M = (m_{i,j})_{i,j=1}^n \in K[x]^{n \times n} \), and let \( a \) be a root of \( e \). By \( \gcd(e, m_{i,1}, m_{i,2}, \ldots, m_{i,n}) = 1 \), there exists an index \( i \in \{ 1, \ldots, n \} \) such that

\[
o_{i,j} = 1 + \sum e_{i,j}^{(\omega)}
\]

where \( a \) is not a common root of \( m_{i,1}, \ldots, m_{i,n} \). From the above expression of \( o_{i,j} \), we get that \( o_{i,j} \) does not belong to the module generated by \( W \) over \( K[x] \). Since \( W \) is a local integral basis at \( a \), it follows that \( o_{i,j} \) is not locally integral at \( a \). Thus \( \nu_a(o_{i,j}) < 0 \).

We claim that \( a \) is a branch point of \( e \). Otherwise all Puiseux series associated to \( o_{i,j} \) at \( a \) are power series. So all Puiseux series associated to its derivative \( o_{i,j}' \) at \( a \) are also power series, which implies \( \nu_a(o_{i,j}) \geq 0 \). This leads to a contradiction.

In order to give a converse of Lemma 4, we consider the series associated to an algebraic function. For a ramified Puiseux series \( P = \sum_{i \geq 0} c_i \langle x - a \rangle^r_i \in K((x - a)) \), let

\[
\delta(P) = \min \{ r_i \mid r_i \in \mathbb{Q} \setminus \mathbb{Z}, i \geq 0 \}
\]

be the minimal fractional exponent of \( P \). Define \( \delta(P) = \infty \) if the series \( P \) is not ramified. Then \( \delta(P) = \delta(P) - 1 \). Similar as the valuation of a series, the function \( \delta \) satisfies \( \delta(P + Q) \geq \min(\delta(P), \delta(Q)) \) for any \( P, Q \in K((x - a)) \).

**Lemma 5.** Let \( W \) be a \( K(x) \)-vector space basis of \( A \). Let \( e \in K[x] \) and \( M = (m_{i,j})_{i,j=1}^n \in K[x]^{n \times n} \) be such that \( eW' = MW \). Let \( a \in \bar{K} \). If there exists some \( \omega \in W \) such that \( a \) is a branch point of \( \omega \), then \( a \) is a root of \( e \).

**Proof.** Suppose that \( a \) is a branch point of some \( \omega \in W \). It implies that for such an element \( \omega \), there is a \( K(x) \)-embedding \( \sigma \) of \( A \) into the field of Puiseux series (at \( a \)) such that the series
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\[ (\omega) \text{ is ramified. Let } r = \min\{\delta(\sigma(\omega))|\omega \in W\}. \text{ Then } r \in \mathbb{Q} \setminus \mathbb{Z}. \text{ Choose an element } \omega_i \in W \text{ such that } \delta(\sigma(\omega_i)) = r. \text{ Then } \sigma(\omega_i) \text{ must be ramified. After differentiating the series } \sigma(\omega_i), \text{ its minimal fractional exponent decreases strictly by } 1. \] 

This leads to a contradiction. Thus suppose that 

\[ \sigma(\omega_i') = \sigma(\omega_i) = \frac{1}{c} \sum_{j=1}^{n} m_{ij} \sigma(\omega_j). \]

After multiplying by a polynomial, the minimal fractional exponent of a series will not decrease. So if \( a \) is not a root of \( e \), then

\[ \delta(\sigma(\omega_i')) \geq \min_{j=1}^{n} \delta(m_{ij}) = \delta(\sigma(\omega_j)) = r. \]

This leads to a contradiction. Thus \( a \) must be a root of \( e \).  

We now show that the polynomial \( e \) does not depend on the choice of the basis of \( A \) but only on the \( K[x] \)-submodule it generates. Let \( U \) and \( V \) be two \( K(x) \)-vector space bases of \( A \). Let \( e_U, e_V \in K[x] \) and \( M_U, M_V \in K[x]^{\text{nxn}} \) be such that \( e_U^V = M_U e_U \) and \( e_V^U = M_V e_V \). Suppose that \( U \) and \( V \) generate the same submodule of \( A \) over \( K[x] \). Then there exists a matrix \( T \in K[x]^{\text{nxn}} \) such that \( U = TV \) and \( T \) is an invertible matrix over \( K[x] \). Taking derivatives, we get

\[ U' = \left(T' T^{-1} + T \frac{1}{e_U} M_e T^{-1}\right) U = \frac{1}{e_U} M_U U. \]

Since \( T, T^{-1} \in K[x]^{\text{nxn}} \), we have \( e_U \) divides \( e_V \). Similarly the fact that \( V = RU \) with \( R = T^{-1} K[x] \) implies that \( e_V \) divides \( e_U \). Thus \( e_U = e_V \) when \( e_U, e_V \) are monic.

**Lemma 6.** Let \( W \) be a suitable basis and \( U \) be an integral basis of \( A \). Let \( W = TU \) with \( T \in K[x]^{\text{nxn}} \). If \( e_U = e_V \), then \( e = e_U, e_V \) are monic.

Let \( h \in A \) be the remainder of \( \omega \) after \( \omega \) is reduced by \( T \). Then

\[ h = \frac{\sum_{i=1}^{n} h_i \omega_i}{d}. \]

where \( h_i, d \in K[x] \) such that \( \gcd(d, e) = \gcd(h_1, \ldots, h_n, d) = 1 \) and \( d \) is squarefree. If \( h \) is integrable in \( A \), we shall prove that \( d \) is a constant in \( K \). When \( W \) is an integral basis, this result was proved in [17, Lemma 9]. The following lemma is a local version.

**Lemma 8.** Let \( h \in A \) be in the form (3). If \( h \) is integrable in \( A \) and \( W \) is a local integral basis at \( a \in K \), then \( d \) has no root at \( a \).

Proof. Suppose \( h \) is integrable in \( A \). Then there exists \( H = \sum_{i=1}^{n} h_i \omega_i \in A \) with \( h_i \in K(x) \) such that \( h = H' \). It suffices to show that every \( h_k \) has no pole at \( a \). Otherwise \( H \) has a pole at \( a \), because \( W \) is a local integral basis at \( a \). Then \( h \) has at least a double pole at \( a \). This contradicts the fact that \( d, e \) are squarefree. Thus \( d \) has no root at \( a \).
Theorem 9. Let \( h \in A \) be in the form (3). If \( h \) is integrable in \( A \), then \( d \) is in \( K \).

Proof. Suppose that \( h \) is integrable in \( A \). In order to show that \( d \) is a constant, we show that for any \( a \in K \), \( a \) is not a root of \( d \). If \( W \) is a local integral basis at \( a \), then the conclusion follows from Lemma 8. Now we assume that \( W \) is not a local integral basis at \( a \). By Lemma 6, we know that \( a \) is a root of \( e \). Since \( \gcd(d, e) = 1 \), it follows that \( a \) is not a root of \( d \). ■

To further reduce the lazy Hermite remainder, we derive a multiple of the denominator of any hypothetical integral of \( h \) in \( A \). This multiple does not depend on the integrand \( h \), but only on the discriminant of a suitable basis in its representation.

Recall that the discriminant of \( n \) elements \( U = (u_1, \ldots, u_n) \) of \( A \) is defined by the determinant \( \text{Disc}(U) = \det((\text{Tr}(u_i u_j)))_{i,j=1}^{n} \), where \( \text{Tr} \) is the trace map from \( A \) to \( K(x) \). If the \( u_i \)'s are integral functions, then their traces are polynomials, and thus the discriminant is a polynomial. If \( W = TU \) where \( T \) is a matrix in \( K(x)^{n \times n} \), then \( \text{Disc}(W) = \text{Disc}(U) \det(T)^2 \).

Lemma 10. Let \( h \in A \) be in the form (3). Let \( U \) be an integral basis of \( A \) and let \( T \in K[x]^{n \times n} \) be such that \( W = TU \). If \( h \) is integrable in \( A \), i.e., there exist \( u \in K[x] \) and \( q = (q_1, \ldots, q_n) \in K[x]^n \) such that

\[
    h = \sum_{i=1}^{n} q_i u \omega_i,
\]

and \( \gcd(q_1, \ldots, q_n, u) = 1 \), then \( u \) divides \( \det(T) \). Hence \( u^2 \) divides \( \text{Disc}(W) / \text{Disc}(U) \).

Proof. Since \( h \) has a squarefree denominator with respect to \( W \) and \( W = TU \) with \( T \in K[x]^{n \times n} \), it follows that \( h \) has a squarefree denominator with respect to \( U \). This means \( h \) is also a remainder with respect to the integral basis \( U \). Assume that \( h \) is integrable in \( A \). Then Lemma 8 implies that \( h = (\sum_{i=1}^{n} a_i u_i) \)' with \( a_i \in K[x] \). Write \( U = \frac{1}{d}RW \) with \( r \in K[x], R = (b_{ij})_{i,j=1}^{n} \in K[x]^{n \times n} \) and \( \gcd(r, b_{11}, b_{12}, \ldots, b_{nn}) = 1 \). Then

\[
    \sum_{i=1}^{n} a_i u_i = \sum_{i=1}^{n} a_i - \sum_{j=1}^{n} b_{i,j} \omega_j = \sum_{i=1}^{n} - \sum_{j=1}^{n} a_i b_{i,j} \omega_j.
\]

Thus \( u \) divides \( r \) because \( a_i, b_{i,j} \in K[x] \) and two antiderivatives of \( h \) only differ by a constant.

Since \( W = TU \), we have \( \frac{1}{d}R = T^{-1} = \frac{1}{\det(T)} T^* \). So \( r \mid \det(T) \) and hence \( u \mid \det(T) \). Moreover, \( \text{Disc}(W) = \text{Disc}(U) \det(T)^2 \). Since \( u_i \)'s and \( \omega_j \)'s are integral elements, the discriminants \( \text{Disc}(W), \text{Disc}(U) \) are polynomials in \( K[x] \). Therefore \( \det(T)^2 \) divides the polynomial \( \text{Disc}(W) / \text{Disc}(U) \), so does \( u^2 \). ■

If we already know that \( W \) is an integral basis, then the quotient \( \text{Disc}(W) / \text{Disc}(U) \) is a unit in \( K \). By Lemma 10, we see \( u \) is a constant. If no integral basis is available, then from the condition \( u^2 \) divides \( \text{Disc}(W) \), a multiple of \( u \) can be chosen as the product over \( p^{r/[2]} \) where \( p \) runs through the irreducible factors of \( \text{Disc}(W) \) and \( r \) is the multiplicity of \( p \) in \( \text{Disc}(W) \).

Example 11. Let \( m = y^2 - x \) and \( h = \frac{y}{x} \).

(1) For \( W = (1, y) \), we have \( \text{Disc}(U) = 4x \). So we can choose \( u = 1 \).

In fact, \( W \) is an integral basis and \( h = (2y) \).

(2) For \( W = (1, (x^2 + 1)y) \), we have \( \text{Disc}(W) = 4x(x^2 + 1)^2 \). So \( x^2 + 1 \) is a multiple of \( u \). In fact, \( h = \frac{y}{x^2 + 1} (2x^2 + 1) \).

If \( h \) is integrable in \( A \), we shall reduce \( h \) to zero, otherwise we hope to remove all possible integrals whose denominators are factors of \( u \). Before that we write \( h \) as two parts with denominators \( d \) and \( e \), respectively. By the extended Euclidean algorithm, there are polynomials \( r_i, s_i \in K[x] \) such that \( h_i = r_i e + s_i d \). Then \( \text{deg}_x(r_i) < \text{deg}_x(d) \). Thus the Lazy Hermite remainder \( h \) decomposes as

\[
    h = \sum_{i=1}^{n} h_i \omega_i = \sum_{i=1}^{n} r_i \omega_i + \sum_{i=1}^{n} s_i \omega_i.
\]

Our second goal is to confine the \( s_i \)'s to a finite-dimensional vector space over \( K \), which generalizes the polynomial reduction in [17]. In this process, we shall rewrite the second term of \( h \) in (4) with respect to another basis. The new basis is used to perform the polynomial reduction and obtain the following additive decomposition.

Definition 12. Let \( f \) be an element in \( A \). Let \( W \) and \( V \) be two \( K(x) \)-vector space bases of \( A \). Let \( e, a \in K[x] \) and \( M, B \in K[x]^{n \times n} \) be such that \( eW = MW \) and \( aV = BV \). Suppose that \( f \) can be decomposed into

\[
    f = g' + \frac{1}{d} PW + \frac{1}{a} QV,
\]

where \( g \in A, d, e \in K[x] \) is squarefree and \( \gcd(d, e) = 1, P, Q \in K[x]^n \) with \( \deg_P(d) < \deg_Q(d) \) and \( Q \in K_N \), which is a finite-dimensional \( K \)-vector space. The decomposition in (5) is called an additive decomposition of \( f \) with respect to \( x \) if it satisfies the condition that \( P, Q \) are zero if and only if \( f \) is integrable in \( A \).

Example 13. For \( f = \frac{y}{x(x+2)} \in A = K(x)[y]/(y^3 - x(x+1)) \) and \( V = W = (1, y, y^2)^T \) an additive decomposition is

\[
    f = \left( \frac{-3y}{4x} \right)' + \frac{1}{x+2} \left( \begin{array}{c} 0 \ 1 \ 0 \end{array} \right) W + \frac{1}{x(x+1)} \left( \begin{array}{c} 0 \ 1 \ 0 \end{array} \right) V = g' + \frac{1}{x} PV + \frac{1}{x^2} QV.
\]

The role of \( K_N \) will become clear shortly.

Given an algebraic function, its additive decomposition always exists for some integral basis \( W \) and some basis \( V \) which is a local integral basis at infinity, see [17, Theorem 14]. We shall show below that we can always find an additive decomposition with respect to certain suitable bases.

Let \( V \) be a \( K(x) \)-vector space basis of \( A \), and let \( a \in K[x] \) and \( B = ((b_{ij}))_{i,j=1}^{n} \in K[x]^{n \times n} \) be such that \( aV = BV \). We do not require that \( \gcd(a, b_{11}, b_{12}, \ldots, b_{nn}) = 1 \). Let \( u \in K[x] \) and \( p \in K[x]^n \). A direct calculation yields that

\[
    \left( \frac{p}{u} \right)' = \left( \frac{p}{u} \right)' V + \frac{p}{u} V' = \frac{au'p - aup' + upB}{u^2 a} V.
\]

This motivates the following definition.

Definition 14. For a given polynomial \( u \in K[x] \), let the map \( \phi_V : K[x]^n \to u^{-2}K[x]^n \) be defined by

\[
    \phi_V(p) = \frac{1}{u^2} (au'p - aup' + upB)
\]

for any \( p \in K[x]^n \). We call \( \phi_V \) the map for polynomial reduction with respect to \( u \) and \( V \), and call the subspace

\[
    \text{im}(\phi_V) = \{ \phi_V(p) \mid p \in K[x]^n \} \subseteq u^{-2}K[x]^n
\]
the subspace for polynomial reduction with respect to $u$ and $V$.

Note that, by construction, if $q = \phi_V(p)$, then $\frac{q}{a}V = (\frac{\phi_V}{a}V)'$. So $\frac{q}{a}V$ is integrable.

We can view an element of $K[x]^n$ (resp. $K[x]^{\infty\times n}$) as a polynomial in $x$ with coefficients in $K^n$ (resp. $K^{\infty\times n}$). Let $\{e_1, \ldots, e_n\}$ be the standard basis of $K^n$. Then the $K[x]$-module $K[x]^n$ viewed as $K$-vector space is generated by

$$S := \{e_i x^j \mid 1 \leq i \leq n, j \in \mathbb{N}\}.$$  

Assume $e_1 > e_2 > \ldots > e_n$. The term order associated with $S$ is defined by $e_i x^j > e_k x^l$ if and only if $j_1 > j_2$ or $j_1 = j_2$ and $i_1 < i_2$. Let $\text{lt}(\cdot)$ denote the leading term of a vector (resp. matrix).

For example, if $p = 3(e_1 + e_2)x^2 + 10 e_1 x \in K[x]^2$, then $\text{lt}(p) = e_1 x^2$ and $\deg(p) = 2$ (which is the degree in $x$).

**Definition 15.** Let $N_V$ be the $K$-subspace of $K[x]^n$ generated by

$$\{ t \in S \mid \text{lt}(p) \neq \text{lt}(t) \text{ for all } p \in \text{im}(\phi_V) \cap K[x]^n \}.$$  

Then $K[x]^n = (\text{im}(\phi_V) \cap K[x]^n) \oplus N_V$. We call $N_V$ the standard complement of $\text{im}(\phi_V)$ in $K[x]^n$. For any $p \in K[x]^n$, there exist $p_1 \in K[x]^n$ and $p_2 \in N_V$ such that

$$\frac{p}{a}V = \left( \frac{p_1}{a}V \right)' + \frac{p_2}{a}V.$$  

This decomposition is called the polynomial reduction of $p$ with respect to $u$ and $V$.

If $u = 1$, then the polynomial reduction with respect to $u$ falls back to the situation discussed in [17].

**Proposition 16.** Let $a \in K[x]$ and $B \in K[x]^{\infty\times n}$ be such that $a V' = BV$, as before. If $\deg_x(B) \leq \deg_x(a) - 1$, then $N_V$ is a finite dimensional $K$-vector space.

**Proof.** Consider the map $\hat{\phi}_V : K[x]^n \to K[x]^n$ defined by

$$\hat{\phi}_V(p) = aup' - au'p + upB$$

for any $p \in K[x]^n$. Then $\hat{\phi}_V(p) = u^2 \phi_V(p)$. It is easy to check that $\text{im}(\hat{\phi}_V) \cap K[x]^n$ and $\text{im}(\hat{\phi}_V) \cap u^2 K[x]^n$ are isomorphic as $K$-vector spaces via the multiplication by $u^2$. Considering the codimension of subspaces in $K[x]^n$ over $K$, we have the formula

$$\dim_K(N_V) = \text{codim}_K(\text{im}(\hat{\phi}_V) \cap K[x]^n) = \text{codim}_K(\text{im}(\hat{\phi}_V) \cap u^2 K[x]^n) \leq \text{codim}_K(\hat{\phi}_V) + \text{codim}_K(u^2 K[x]^n).$$

Let $\mu := \deg_x(a) - 1$, $\tau := \deg_x(u)$ and $\nu := \deg_x(p)$. Since $\deg_x(aup') = \deg_x(au'p) = s + \ell + \mu$, we have $\deg_x(\hat{\phi}_V(p)) \leq s + \ell + \max(\mu, \deg_x(B))$. By an argument analogous to [17, Proposition 12], we distinguish two cases $\deg_x(B) < \mu$ and $\deg_x(B) = \mu$, and get the codimension of $\text{im}(\hat{\phi}_V)$ is finite. Since $K[x]^n/(u^2 K[x]^n) \cong (K[x]/u^2 K[x])^n$, the codimension of $u^2 K[x]^n$ is also finite.

The condition $\deg_x(B) \leq \deg_x(a) - 1$ is satisfied if $V$ is a local integral basis at infinity, but may not hold for an arbitrary basis. So we introduce a weaker basis that satisfies the degree condition. This is an analogue of suitable basis at infinity.

**Definition 17.** A basis $V$ of $A$ is called suitable at infinity if for $a \in K[x]$ and $B \in K[x]^{\infty\times n}$ such that $a V' = BV$ we have $\deg_x(B) < \deg_x(a)$. There always exists a basis which is suitable at infinity. We can find such a basis as follows. Start from an arbitrary $K(x)$-basis $V = (e_1, \ldots, e_n)$ of the function field $A$. We can make its elements $e_1, \ldots, e_n$ integral at infinity by replacing each $e_i$ by $x^{-n}e_i$ for a sufficiently large $n \in \mathbb{N}$. Consider $a \in K[x]$ and $B \in K[x]^{\infty\times n}$ be such that $a V' = BV$. If $\deg_x(B) < \deg_x(a)$, we are done. If not, consider a row $b$ in $B$ with $\deg_x(b) \geq \deg_x(a)$ and set $\sigma = xa^{-1}bV$. Then $\sigma$ is integral at infinity (because at infinity differentiating increases the valuation) but it does not belong to the $(K(x))_\infty$-module generated by $V$ (because of $\deg_x(b) \geq \deg_x(a)$). Therefore the $(K(x))_\infty$-module generated by $V$ and $\sigma$ is strictly larger than the $(K(x))_\infty$-module generated by $V$. Replace $V$ by a basis of this enlarged module, and update $a$ and $B$ such that $a V' = BV$. If we now have $\deg_x(B) < \deg_x(a)$, we are done, otherwise repeat the process just described.

The iteration will terminate because with every update of $V$ the $(K(x))_\infty$-module generated by it gets enlarged, and since all these modules are contained in the module of elements of $A$ that are integral at infinity, after at most finitely many updates $V$ will be a local integral basis at infinity. At least then, the desired degree condition must hold, because otherwise there would be an integral element which is not a $K(x)_\infty$-linear combination of the basis elements, in contradiction to the basis being integral at infinity.

**Theorem 18.** Let $f$ be an element in $A$. Let $V$ be a basis of $A$ which is suitable at infinity. Then there exists a suitable basis $W$ of $A$ such that $f$ admits an additive decomposition in $K$ with respect to the bases $V$ and $W$.

**Proof.** We present a constructive proof to show the existence of an additive decomposition of $f$. After performing the lazy Hermite reduction on $f$, we get

$$f = \tilde{g} + \frac{1}{d}PW + \frac{1}{e}UW$$

where $\tilde{g} \in A$, $d, e \in K[x]$, $W$ is a suitable basis, $P = (r_1, \ldots, r_n) \in K[x]^n$ and $U = (s_1, \ldots, s_n) \in K[x]^n$ with $r_i, s_i$ introduced in (4). Let $W' = \frac{1}{e}CV$ for some $b \in K[x]$ and $C \in K[x]^{\infty\times n}$. Let $a \in K[x]$ and $B \in K[x]^{\infty\times n}$ be such that $a V' = BV$. Multiplying $a$ and $B$ by some polynomial, we may assume that $a$ is a common multiple of $e$ and $b$. Rewriting the remainder in terms of the new basis $V$, we get

$$\frac{1}{e}UW = \frac{1}{eb}UW + \frac{1}{e}UV,$$

for some $\tilde{U} \in K[x]^n$. By Lemma 10, if $f$ is integrable, there exist $\tilde{u} \in K[x]$ and $R \in K[x]^n$ such that

$$\frac{1}{e}UW = \frac{R}{eb}UW + \frac{1}{e}UV,$$

where $u = \tilde{u}b$. Next, we apply the polynomial reduction with respect to the polynomial $u$ and decompose $\tilde{U}$ into $\phi_V(\tilde{U}_1) + \tilde{U}_2$ with $\tilde{U}_1 \in K[x]^n$ and $\tilde{U}_2 \in N_V$. Then we have

$$\frac{1}{e}UW = \frac{\tilde{U}_1 V}{u} + \frac{1}{a}\tilde{U}_2 V + \frac{1}{a}V.$$

Setting $g = \tilde{g} + \frac{1}{a}\tilde{U}_1 V$ and $Q = \tilde{U}_2$, we get the decomposition (5).
Assume that $f$ is integrable. Then Theorem 9 implies $d \in K$. Since $\deg_y(P) < \deg_y(d)$, we have $P = 0$. Combining (9), (7) and (8) yields
\[
\frac{1}{a} QV = \frac{\tilde{Q}}{a} \mathcal{U}V - \left( \frac{1}{a} \tilde{U}_1 V \right) = \left( \frac{1}{a} QV \right)',
\]
where $\tilde{Q} = RC - \tilde{U}_1$. So $Q = \phi_y(\tilde{Q}) \in \text{im}(\phi_y) \cap K[x]^n$. Since $\text{im}(\phi_y) \cap K[x]^n \cap N_V = \{0\}$, it follows that $Q = 0$. 

Example 19. We continue with Example 3 by applying the polynomial reduction to the lazy Hermite remainder $h = \frac{1}{3(x+1)^2} (x^2 + 3y)$. Since $\text{Disc}(W) = 4x(x^2 + 1)^2$, we choose $u = x^2 + 1$. Note that $W$ is already a suitable basis at infinity. The map for the polynomial reduction with respect to $W$ and $u$ is $\phi(p) = \frac{1}{u^2} (e u' - e u' + p + ep M)$ for any $p \in K[x]^n$. Then $h = (\frac{1}{3(x+1)^2} (x^2 + 3y))^i$ reduces to 0.

5 REDUCTION-BASED TELESCOPING

Lazy Hermite reduction combined with the polynomial reduction just described can be used for deciding whether a given algebraic function admits an algebraic integral. Most algebraic functions don’t. The next question of interest may then be whether the algebraic function admits an algebraic integral. Most algebraic functions just described can be used for deciding whether a given algebraic function is integrable. Then Theorem 9 implies that the procedure will not miss a telescoper, so it will terminate because we know that for every bivariate algebraic function, i.e., every element of a field $C(x, y)/\langle m \rangle$, there does exist a telescoper.

Besides for rational functions, both arguments have been worked out for various larger classes of functions [8, 9, 16, 19, 40], including the class of algebraic functions [17]. The version for algebraic functions uses Trager’s Hermite reduction followed by a polynomial reduction, both steps requiring an integral basis of the function field. Using Theorem 18, we will argue that reduction based telescoping also works with lazy Hermite reduction and the variant of polynomial reduction developed in the previous section, with the obvious advantage that no integral bases computation is needed.

For doing so, we must take into consideration that lazy Hermite reduction takes a suitable basis as input but may return the result with respect to an adjusted suitable basis. Let $W_0, W_1, \ldots$ denote the suitable bases with respect to which the result of the $i$th call to lazy Hermite reduction is returned. By supplying $W_{i-1}$ as input to the $i$th call, we can ensure that the $K[x]$-module generated by $W_{i-1}$ is contained in the $K[x]$-module generated by $W_i$ for every $i$. Therefore, if $W_i \neq W_{i-1}$ for some $i$, we can rewrite all remainders $h_0, \ldots, h_{i-1}$ in the bases $W_i$ and $V$ without introducing new denominators. (Note that no update is required for $V$.) In order to meet the conditions specified in Theorem 18, it may be necessary to rerun the polynomial reduction on the new representations of the old remainders. The termination of the algorithm then follows via the second way indicated above. In order to also justify termination in the first way, it suffices to observe that we can keep $V$ fixed throughout the computation, so the termination follows directly from the finite dimension of $N_V$.

6 EXPERIMENTS

For the paper [18] in 2012, a collection of about 100 integration problems was compiled, mostly originating from applications in combinatorics [10, 33], and the performance of six different approaches was compared, including Chyzak’s algorithm [20, 21, 28] as implemented by Koutschan [25, 27], Koutschan’s ansatz-based method [26], as well as the method based on residue elimination proposed in [18]. The result of the evaluation was somewhat inconclusive. Most algorithms outperformed the other algorithms at least for some examples. At the same time, the timing differences can be significant. It would be interesting to also include Lairez’ method [30] into this comparison, but unfortunately we do not have a Mathematica implementation of it.

For the present paper, we have evaluated the performance of reduction based creative telescoping using integral basis and using lazy Hermite reduction on the benchmark set from 2012. The runtime was taken on the same computer (a 64bit Linux server with 24 cores running at 3GHz; in 2012 it had 100G RAM, meanwhile it was upgraded to 700G). The new experiments were performed with a more recent version of Mathematica (Mathematica 12.1.1). Timings and code are available on our website [1].

The timings indicate a clear advantage of lazy Hermite reduction. The computation of integral bases suffers from computations in high degree algebraic extensions of the constant field which appear in the analysis of Puiseux series solutions of the minimal
polynomial of the field generator. The main bottleneck for the lazy approach are the module extensions, which can lead to lengthy coefficients (but never require enlarged fields). For most of the ex-
amples in the collection, only few module extensions are needed, i.e., the reduction tends to succeed long before an integral basis is reached. Module extensions can happen for three reasons: (a) for.constructing a suitable basis, (b) when the linear system (1) has no solution, (c) when the linear system (1) has more than one sol-
ution. Most module extensions we observed were caused by (b), some by (a), and none by (c). It is also worth noting that the mod-
ule extensions tend to occur close to the beginning of the process. For example, in the notation of Sect. 5, we never encountered the situation that $W_r \neq W_{r-1}$, i.e., all module extensions happen in the first iteration. Note that our test cases are "meaningful": the behav-
ior for "generic" input may be different. In order to get a better understanding of the generic behaviour, it would be interest-
ing to also work out complexity analysis of both the lazy and the non-lazy version of Hermite reduction, using known results about the complexity for computing integral bases [3] and for computing Hermite normal forms of polynomial matrices [29].

In comparison to the earlier methods, we found reduction based creative telescoping using lazy Hermite reduction to be competitive but not superior. Its inclusion to the set of methods does not change the diffuse result that most methods outperform all the others on some examples, and each method is outperformed by all others on some examples. The timing differences can be significant, even for seemingly similar input.

Example 21. Consider the rational function $f(x, y, t) = \left(1 - x - y - t + \frac{3}{4} (xy + xt + yt)\right)^{-1}$. The computation of an annihilating operator for $\res_{x,y} f(x, y, \frac{1}{\sqrt{t}})$ is completed in about 4.5 seconds by our new approach. The other tech-
niques need at least twice as long and up to 500 seconds. In this example, the telescope has order 6 and coefficients of degree 15. On the other hand, computing an annihilating operator for $\res_{x,y} f(x, y, \frac{1}{\sqrt{t}})$ takes about half an hour using the reduction based approach, while all other approaches all need less than 90 seconds. Here the telescope has order 4 and coefficients of degree 11.

Acknowledgement. We thank the referees for their careful reading and valuable suggestions.
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