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Abstract: In 2006, Hubert, Mauduit and Sárközy extended the notion of binary sequences to \( n \)-dimensional binary lattices and introduced the measures of pseudorandomness of binary lattices. In 2011, Gyarmati, Mauduit and Sárközy extended the notions of family complexity, collision and avalanche effect from binary sequences to binary lattices. In this paper, we construct pseudorandom binary lattices by using cyclotomic classes in finite fields and study the pseudorandom measure of order \( k \), family complexity, collision and avalanche effect. Results indicate that such binary lattices are “good,” and their families possess a nice structure in terms of family complexity, collision and avalanche effect.
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1 Introduction

The need for pseudorandom binary lattices arises in many applications, so numerous papers have been written on this subject. In these papers, some measures are introduced and studied. For example, Hubert, Mauduit and Sárközy [1] extended the notion of binary sequences to \( n \)-dimensional binary lattices and introduced the measures of pseudorandomness of binary lattices. For details, let \( \mathbb{I}_n \) denote the set of \( n \)-dimensional vectors all whose coordinates are in \( \{0, 1, \ldots, N - 1\} \). That is,

\[
\mathbb{I}_n = \{x = (x_1, \ldots, x_n) : x_1, \ldots, x_n \in \{0, 1, \ldots, N - 1\}\}.
\]

A function of the type \( \eta(x) = \eta(x_1, \ldots, x_n) : \mathbb{I}_n \rightarrow \{-1, +1\} \) is called an \( n \)-dimensional binary \( N \)-lattice or briefly a binary lattice.

Let \( k \in \mathbb{N} \), and \( \mathbf{u}_i \ (i = 1, \ldots, n) \) denote the \( n \)-dimensional unit vector whose \( i \)-th coordinate is 1 and the others are 0. Write

\[
Q_k(\eta) = \max_{\mathbf{b}, \mathbf{d}_1, \ldots, \mathbf{d}_k, \mathbf{T}} \left| \sum_{j_1=0}^{t_1} \cdots \sum_{j_n=0}^{t_n} \eta(j_1b_1\mathbf{u}_1 + \cdots + j_nb_n\mathbf{u}_n + \mathbf{d}_1) \times \cdots \times \eta(j_1b_1\mathbf{u}_1 + \cdots + j_nb_n\mathbf{u}_n + \mathbf{d}_k) \right|
\]

where the maximum is taken over all \( n \)-dimensional vectors \( \mathbf{B} = (b_1, \ldots, b_n), \mathbf{d}_1, \ldots, \mathbf{d}_k, \mathbf{T} = (t_1, \ldots, t_n) \) such that their coordinates are non-negative integers, \( b_1, \ldots, b_n \) are non-zero, \( \mathbf{d}_1, \ldots, \mathbf{d}_k \) are distinct and all the points \( j_1b_1\mathbf{u}_1 + \cdots + j_nb_n\mathbf{u}_n + \mathbf{d}_i \) occurring in the multiple sum belong to \( \mathbb{I}_n^k \). Then \( Q_k(\eta) \) is called the pseudorandom measure of order \( k \) of \( \eta \).
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An \( n \)-dimensional binary \( N \)-lattice \( \eta \) is considered as a “good” pseudorandom binary lattice if \( Q_k(\eta) \) is “small” in terms of \( N \) for small \( k \). This terminology is justified since Hubert, Mauduit and Sárközy [1] proved that for a fixed \( k \in \mathbb{N} \) and for a truly random \( n \)-dimensional binary \( N \)-lattice \( \eta \) we have

\[
N^2 \ll Q_k(\eta) \ll N^{2\log N}.
\]

with probability greater than \( 1 - \varepsilon \), while the trivial upper bound for \( Q_k(\eta) \) is \( N^n \).

In 2011, Gyarmati, Mauduit and Sárközy [2] extended the notions of family complexity, collision and avalanche effect from binary sequences to binary lattices.

Assume that \( n, N \in \mathbb{N} \), and \( F \) is a family of \( n \)-dimensional binary \( N \)-lattices \( \eta : I_N^n \rightarrow \{ -1, +1 \} \). Let \( j \leq N^n \), \( x_1, x_2, \ldots, x_j \in I_N^n \) be \( j \) distinct vectors, and \( (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_j) \in \{ -1, +1 \}^j \). The family complexity or \( f \)-complexity of the family \( F \), denoted by \( \Gamma(F) \), is defined as the greatest integer \( j \) such that for any specification of length \( j \), there is at least one \( \eta \in F \) satisfying

\[
\eta(x_1) = \varepsilon_1, \ \eta(x_2) = \varepsilon_2, \ldots, \ \eta(x_j) = \varepsilon_j.
\]

Obviously, we have the trivial bound

\[
\Gamma(F) \leq \frac{\log |F|}{\log 2}.
\]

Assume that \( n, N \in \mathbb{N} \), \( S \) is a given finite set (e.g., a set of certain polynomials), to each \( s \in S \) we assign a unique \( n \)-dimensional binary \( N \)-lattice \( \eta_s : I_N^n \rightarrow \{ -1, +1 \} \), and let \( F = F(S) \) denote the family of the binary lattices obtained in this way:

\[
F = F(S) = \{ \eta_s : s \in S \}.
\]

**Definition 1.1.** If \( s \in S \), \( s' \in S \), \( s \neq s' \), \( \eta_s = \eta_{s'} \), then this is said to be a collision in \( F = F(S) \). If there is no collision in \( F = F(S) \), then \( F \) is said to be collision free.

**Definition 1.2.** If \( F = F(S) \) is of form (1.1), changing any element \( s \in S \) for any \( s' \in S \) with \( s \neq s' \) changes “many” elements of \( \eta_s : I_N^n \rightarrow \{ -1, +1 \} \), then we speak about the avalanche effect, and we say that \( F = F(S) \) possesses the avalanche property. If for any \( s \in S \), \( s' \in S \), \( s \neq s' \), there are at least \( \left( \frac{j}{2} - o(1) \right) N^n \) points \( x \in I_N^n \) such that \( \eta_s(x) \neq \eta_{s'}(x) \), then \( F \) is said to possess the strict avalanche property.

**Definition 1.3.** If \( n, N \in \mathbb{N} \), \( \eta : I_N^n \rightarrow \{ -1, +1 \} \), \( \eta' : I_N^n \rightarrow \{ -1, +1 \} \), then the distance \( d(\eta, \eta') \) between \( \eta \) and \( \eta' \) is defined by

\[
d(\eta, \eta') = |\{ x \in I_N^n : \eta(x) \neq \eta'(x) \}|.
\]

If \( F = F(S) \) is of form (1.1), then the distance minimum \( m(F) \) in \( F \) is defined by

\[
m(F) = \min_{s, s' \in S} d(\eta_s, \eta_{s'}).
\]

Clearly, \( F \) is collision free if \( m(F) > 0 \), and \( F \) possesses the strict avalanche property if

\[
m(F) \geq \left( \frac{1}{2} - o(1) \right) N^n.
\]

Many pseudorandom binary lattices have been obtained and studied by using the subsets in finite fields (see [1–11]). Suppose that \( q = p^n \) is an odd prime power and \( \mathbb{F}_q \) is a finite field with \( q \) elements. Let \( v_1, \ldots, v_n \) be linearly independent elements of \( \mathbb{F}_q \) over \( \mathbb{F}_p \) and let \( \alpha \) be a primitive element of the finite field \( \mathbb{F}_q \), and \( d > 1 \) be a divisor of \( q - 1 \). The \( d \) th cyclotomic classes \( C^d_{\mathbb{F}_q} \) of \( \mathbb{F}_q \) are defined by
\[ C_i^{(d,q)} = \left\{ \alpha^{d+i} : 0 \leq j \leq \frac{q-1}{d} - 1 \right\}, \]

where \( 0 \leq i \leq d - 1 \). Then \( C_0^{(d,q)} \) is a subgroup of \( \mathbb{F}_q^* = \mathbb{F}_q \setminus \{0\} \), and \( C_i^{(d,q)} = \alpha^i C_0^{(d,q)}, 0 \leq i \leq d - 1 \). The \( d \)th cyclotomic classes give a partition of \( \mathbb{F}_q^* \):

\[
\mathbb{F}_q^* = \bigcup_{i=0}^{d-1} C_i^{(d,q)}. 
\]

In this paper, we shall give large families of binary lattices by using the cyclotomic classes in finite fields and study their properties. Our results are the following.

**Theorem 1.1.** Suppose that \( f(x) \in \mathbb{F}_q[x] \) with \( \deg(f) < p \) has no multiple zero in \( \bar{\mathbb{F}}_q \), where \( \bar{\mathbb{F}}_q \) is an algebraic closure of \( \mathbb{F}_q \). Let \( d > 1 \) be a divisor of \( q - 1 \) and \( d \) be even. Define

\[
\eta(x_1, \ldots, x_n) = \begin{cases} 
+1, & \text{if } f(x_1v_1 + \cdots + x_nv_n) \in \{0\} \cup \left( \bigcup_{i=0}^{d-1} C_i^{(d,q)} \right), \\
-1, & \text{if } f(x_1v_1 + \cdots + x_nv_n) \in \bigcup_{i=\frac{d}{2}}^{d-1} C_i^{(d,q)},
\end{cases}
\]

where \( x_i \in \{0, 1, \ldots, N-1\} \) for any \( i \in \{1, \ldots, n\} \). Assume that one of the following conditions holds

(a) \( f \) is irreducible;  (b) \( k = 2; \)  (c) \( 4q^{\deg(f)+k} < p. \)

Then we have

\[
Q_k(\eta) < k2^{k\deg(f)} \cdot q^{\frac{1}{2}(1 + \log p)}n \log^k(1 + d).
\]

**Theorem 1.2.** Suppose that \( K \in \mathbb{N}, K < q, S \) denotes the set of all polynomials \( f(x) \in \mathbb{F}_q[x] \) with \( 0 < \deg(f) \leq K \) of which the multiplicity of each zero in \( \bar{\mathbb{F}}_q \) is less than \( d \). Let \( d > 1 \) be a divisor of \( q - 1 \) and \( d \) be even. Define

\[
\eta_f(x_1, \ldots, x_n) = \begin{cases} 
+1, & \text{if } f(x_1v_1 + \cdots + x_nv_n) \in \{0\} \cup \left( \bigcup_{i=0}^{d-1} C_i^{(d,q)} \right), \\
-1, & \text{if } f(x_1v_1 + \cdots + x_nv_n) \in \bigcup_{i=\frac{d}{2}}^{d-1} C_i^{(d,q)},
\end{cases}
\]

and \( \mathcal{F} = \mathcal{F}(S) = \{\eta_f : f \in S\} \). Then

\[
\Gamma(\mathcal{F}) \geq K.
\]

**Theorem 1.3.** Suppose that \( S \) denotes the set of all monic polynomials \( f(x) \in \mathbb{F}_q[x] \) with \( 0 < \deg(f) \leq L \) which have no multiple zero in \( \bar{\mathbb{F}}_q \), and let \( d > 1 \) be a divisor of \( q - 1 \) and \( d \) be even. Define

\[
\eta_f(x_1, \ldots, x_n) = \begin{cases} 
+1, & \text{if } f(x_1v_1 + \cdots + x_nv_n) \in \{0\} \cup \left( \bigcup_{i=0}^{d-1} C_i^{(d,q)} \right), \\
-1, & \text{if } f(x_1v_1 + \cdots + x_nv_n) \in \bigcup_{i=\frac{d}{2}}^{d-1} C_i^{(d,q)},
\end{cases}
\]

and \( \mathcal{F} = \mathcal{F}(S) = \{\eta_f : f \in S\} \). Then

\[
m(\mathcal{F}) \geq \frac{q}{2} - 8(2L - 1)q^\frac{1}{2}\log^2(1 + d) - L.
\]
Corollary 1.1. Let $\mathcal{F}, L$ be defined as in Theorem 1.3. If

$$L < \frac{q + q^2 \log^2(1 + d)}{16q^2 \log^2(1 + d) + 1},$$

then $\mathcal{F}$ is collision free. Furthermore, if

$$L = o\left(q^3\right),$$

then $\mathcal{F}$ possesses the strict avalanche property.

2 Estimates for character sums of polynomials

We need the following lemmas to prove the theorems.

Lemma 2.1. Suppose that $\mathbb{F}_q$ is a finite field, $\alpha$ is a generator of the multiplicative group $\mathbb{F}_q^*$, and $\chi$ is a non-trivial multiplicative character such that $\chi^d = \chi_0$. Then

$$\sum_{k=0}^{d-1} \chi(a^k) = 0.$$

Proof. This is Lemma 4A of [12].

Lemma 2.2. Suppose that $\mathbb{F}_q$ is a finite field and $\chi$ is a non-trivial multiplicative character of $\mathbb{F}_q$. Assume that $f(x) \in \mathbb{F}_q[x]$ has $m$ distinct ones among its zeros, and it is not a constant times of a $\chi$th power. Then

$$\left| \sum_{z \in \mathbb{F}_q} \chi(f(z)) \right| \leq (m - 1)q^{\frac{1}{2}}.$$

Proof. This is Theorem 2C’ of [12].

Lemma 2.3. Suppose that $q = p^n$ is an odd prime power and $\mathbb{F}_q$ is a finite field. Let $z_1, \ldots, z_k \in \mathbb{F}_q$ and $0 \leq \delta_1, \ldots, \delta_k < d$ but not every $\delta_i$ be zero. Assume that $f(x) \in \mathbb{F}_q[x]$ with $\deg(f) < p$ has no multiple zero in $\mathbb{F}_q$, and assume that one of the following conditions holds

(a) $f$ is irreducible;  
(b) $k = 2$;  
(c) $4^{p(\deg(f) + k)} < p$.

Then

$$f^{\delta_1}(x + z_1) \cdots f^{\delta_k}(x + z_k) \in \mathbb{F}_q[x]$$

is not a constant times of a $d$th power of a polynomial.

Proof. This is Lemma 5 of [11].

Lemma 2.4. Suppose that $q = p^n$ is a prime power and $\chi$ is a non-trivial multiplicative character of the finite field $\mathbb{F}_q$. Assume that a non-constant polynomial $f(x) \in \mathbb{F}_q[x]$ has $m$ distinct zeros in its splitting field over $\mathbb{F}_q$, and it is not a constant times of a $\chi$th power. Let

$$B = \left\{ \sum_{i=1}^{n} j_i v_i : 0 \leq j_i \leq t_i, 0 \leq t_i \leq p - 1, i = 1, 2, \ldots, n \right\},$$
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where \( v_1, \ldots, v_n \) are linearly independent over \( \mathbb{F}_p \). Then we get

\[
\left| \sum_{z \in B} \chi(f(z)) \right| < mq^2(1 + \log p)^n.
\]

**Proof.** This is Theorem 2 of [13]. \( \square \)

**Lemma 2.5.** Suppose that \( q = p^n \) is an odd prime power, \( \alpha \) is a primitive element of the finite field \( \mathbb{F}_q \) and \( d > 1 \) be a divisor of \( q - 1 \). Let \( \mathbb{F}_q^* \) denote the set of all multiplicative characters of \( \mathbb{F}_q^* \) and \( \mathcal{G}^* = \{ \chi \in \mathbb{F}_q^* : \chi^q = \chi_0 \} \setminus \{ \chi_0 \} \). For \( 0 \leq y \leq q - 2 \), the following bound holds

\[
\sum_{\chi \in \mathcal{G}^*} \sum_{j=0}^{x+y} \chi(a^j) < 2d \log(1 + d).
\]

**Proof.** This is Lemma 1 of [14]. \( \square \)

**Lemma 2.6.** Suppose that \( T \) is a field and \( g(x) \in T[x] \) is a non-zero polynomial, then it can be written in the form

\[
g(x) = (h(x))^k g^*(x),
\]

where \( h(x), g^*(x) \in T[x] \) and the multiplicity of each zero of \( g^*(x) \) in \( T \) is less than \( k \).

**Proof.** This is Lemma 6 of [15]. \( \square \)

## 3 Pseudorandom measure of order \( k \)

Now we prove Theorem 1.1.

Let \( \mathbb{F}_q^* \) denote the set of all multiplicative characters of \( \mathbb{F}_q^* \) and \( \mathcal{G} = \{ \chi \in \mathbb{F}_q^* : \chi^d = \chi_0 \} \). For \( (x_1, \ldots, x_n) \) with \( f(\xi_0) = f(x_1 v_1 + \cdots + x_n v_n) \neq 0 \), by the orthogonality relations for characters and Lemma 2.1 we have

\[
f(\xi_0) \in \bigcup_{i=0}^{d-1} C_i^{(d, q)} \iff \text{there exist } 0 \leq i \leq \frac{d}{2} - 1, 0 \leq j \leq \frac{q - 1}{d} - 1 \text{ satisfying } f(\xi_0) = a^{id+i}
\]

\[
\implies \frac{1}{q-1} \sum_{i=0}^{d-1} \sum_{j=0}^{\frac{q-1}{d} - 1} \sum_{\chi \in \mathbb{F}_q^*} \chi(f(\xi_0)) \chi(a^{id+i}) = 1
\]

\[
\implies \frac{1}{d} \sum_{i=0}^{d-1} \sum_{\chi \in \mathcal{G}} \chi(f(\xi_0)) \chi(a^i) = 1.
\]

Write \( \mathcal{G}^* = \mathcal{G} \setminus \{ \chi_0 \} \). Hence,

\[
\eta(x_1, \ldots, x_n) = \frac{2}{d} \sum_{\chi \in \mathcal{G}^*} \sum_{j=0}^{d-1} \chi(a^j) \chi(f(x_1 v_1 + \cdots + x_n v_n)). \tag{3.1}
\]

Define \( B' = \left\{ \sum_{j=1}^{n} l_i(b_i v_i) : 0 \leq j_1 \leq t_1, 0 \leq t_i \leq p - 1, i = 1, 2, \ldots, n \right\} \), where \( b_1, \ldots, b_n \) are positive integers, and write \( d_i = (d_{1i}, \ldots, d_{ni}) \), \( z_i = d_{1i} v_1 + \cdots + d_{ni} v_n, i = 1, 2, \ldots, k \). Thus, we obtain
Let \( \chi^* \) be a generator of the group of multiplicative characters on \( \mathbb{F}_q^* \). For \( u = 1, \ldots, k \), we define \( \delta_u \) by \( \overline{\chi^*_u} = \chi^*_{u\delta_u} \), where \( 0 < \delta_u < q - 1 \). By Lemmas 2.3 and 2.4 we have

\[
\left| \sum_{z \in B'} \overline{\chi^*_i}(f(z + z_i)) \cdots \overline{\chi^*_k}(f(z + z_k)) \right| = \left| \sum_{z \in B'} \chi^*_i(f^k(z + z_i) \cdots f^k(z + z_k)) \right| < k \deg(f) \cdot q^2(1 + \log p)^n.
\]

Then

\[
\left| \sum_{u=1}^{l_u} \cdots \sum_{u=1}^{l_u} \eta(j_1 b_1 u_1 + \cdots + j_n b_n u_n + d_i) \cdots \eta(j_1 b_1 u_1 + \cdots + j_n b_n u_n + d_i) \right|
\]

\[
< \frac{2^k}{d^k} \left( \sum_{\chi \in \mathbb{F}^*} \left| \sum_{j=0}^{k-1} \chi(a^j) \right|^k \right)^k \cdot k \deg(f) \cdot q^2(1 + \log p)^n
\]

\[
< k2^k \deg(f) \cdot q^2(1 + \log p)^n \log^k(1 + d)
\]

by Lemma 2.5. It follows that

\[
Q_k(\eta) < k2^k \deg(f) \cdot q^2(1 + \log p)^n \log^k(1 + d),
\]

which proves Theorem 1.1.

### 4 Family complexity

We will adopt the methods used in [15, 16] to prove Theorem 1.2. We shall show that for any specification of length \( K \)

\[
\eta(x_i) = \varepsilon_1, \quad \eta(x_2) = \varepsilon_2, \quad \ldots, \quad \eta(x_K) = \varepsilon_K,
\]

(4.1)

where \( x_1, x_2, \ldots, x_K \in \mathbb{F}_q^* \) are \( K \) distinct vectors, there is an \( f \in S \) so that the binary lattice \( \eta = \eta_f \in \mathcal{F} \) satisfies the specification (4.1).

Note that \( K < q \), thus there is an integer \( K + 1 \) satisfying

\[
1 < K + 1 \leq q, \quad x_{K+1} \notin \{x_1, x_2, \ldots, x_K\}.
\]

Let

\[
\varepsilon_{K+1} = -\varepsilon_1,
\]

and let \( \varphi : \mathbb{F}_p^n \to \mathbb{F}_q \) be a mapping defined by

\[
\varphi(x) = \varphi((x_1, \ldots, x_n)) = x_1 v_1 + \cdots + x_n v_n \in \mathbb{F}_q,
\]

where \( x = (x_1, \ldots, x_n) \in \mathbb{F}_p^n \), and let \( \varphi(x_i) = t_i \in \mathbb{F}_q \) for \( i = 1, 2, \ldots, K + 1 \).
For $i = 1, 2, \ldots, K + 1$, we define
\[ y_i \in \begin{cases} \bigcup_{j=0}^{d-1} C_j^{(d,q)}, & \text{if } \varepsilon_i = +1, \\ \bigcup_{j=\frac{d}{2}}^{d-1} C_j^{(d,q)}, & \text{if } \varepsilon_i = -1. \end{cases} \quad (4.2) \]

It is well known that
\[ g(x) = \sum_{i=1}^{K+1} y_i L_i(x), \quad L_i(x) = \prod_{j \neq i} \frac{x - t_j}{t_i - t_j}, \quad i = 1, \ldots, K + 1, \]
\[ g(x) = (h(x))^d g^*(x), \]
is a representation of the unique interpolating polynomial $g(x) \in \mathbb{F}_q[x]$ with $\deg(g) = K$ corresponding to the data $(t_i, y_i)$, $t_i \neq t_j$ for $i \neq j$, $i, j = 1, \ldots, K + 1$.

Note that $g(x) \in \mathbb{F}_q[x]$ with $\deg(g) = K \geq 1$ is a non-zero polynomial, by Lemma 2.6, $g(x)$ can be written in the form
\[ g(x) = (h(x))^d g^*(x), \]
where $h(x), g^*(x) \in \mathbb{F}_q[x]$ and the multiplicity of each zero of $g^*(x)$ in $\mathbb{F}_q$ is less than $d$. Let
\[ f(x) = g^*(x). \]
It follows that
\[ \deg(f) = \deg(g^*) \leq \deg(g) = K. \]

By (4.2) and (4.3), we have
\[ g(t_i) = y_i \in \begin{cases} \bigcup_{j=0}^{d-1} C_j^{(d,q)}, & \text{if } \varepsilon_i = +1, \\ \bigcup_{j=\frac{d}{2}}^{d-1} C_j^{(d,q)}, & \text{if } \varepsilon_i = -1, \end{cases} \quad (4.4) \]
where $i = 1, 2, \ldots, K + 1$. Therefore,
\[ (h(t_i))^d g^*(t_i) = g(t_i) = y_i \in \mathbb{F}_q^*, \]
and thus
\[ f(t_i) = g^*(t_i) \in \mathbb{F}_q^*. \]
Then by (3.1) and (4.2) we have
\[ \eta(x) = \frac{2}{d} \sum_{j=0}^{d-1} \sum_{x \in \mathcal{G}^*} \tilde{\chi}(f(t_i)) \chi(a^j) = \frac{2}{d} \sum_{j=0}^{d-1} \sum_{x \in \mathcal{G}^*} \tilde{\chi}(g^*(t_i)) \chi(a^j) \]
\[ = \frac{2}{d} \sum_{j=0}^{d-1} \sum_{x \in \mathcal{G}^*} \tilde{\chi}((h(t_i))^d g^*(t_i)) \chi(a^j) = \frac{2}{d} \sum_{j=0}^{d-1} \sum_{x \in \mathcal{G}^*} \tilde{\chi}(g(t_i)) \chi(a^j) \]
\[ = \frac{2}{d} \sum_{j=0}^{d-1} \sum_{x \in \mathcal{G}^*} \tilde{\chi}(y_j) \chi(a^j) = \begin{cases} +1, & \text{if } \varepsilon_i = +1, \\ -1, & \text{if } \varepsilon_i = -1, \end{cases} \]
where $i = 1, 2, \ldots, K + 1$, which implies that
\[ \tilde{\chi}(f(t_i)) \neq \tilde{\chi}(f(t_{i-q})), \]
and $\deg(f) > 0$, and thus $f \in \mathcal{S}$ and the binary lattice $\eta = \eta_f \in \mathcal{F}$ satisfies the specification (4.1). This completes the proof of Theorem 1.2.
5 Collision and avalanche effect

Now we study collision and avalanche effect of the family $\mathcal{F}$ of binary lattices defined in Theorem 1.3. Suppose that $f, g \in \mathcal{S}$ and $f \neq g$. By the definition of the distance $d(\eta_f, \eta_g)$ between $\eta_f$ and $\eta_g$, we have

$$d(\eta_f, \eta_g) = |\{x \in \mathbb{F}_p^n : \eta_f(x) \neq \eta_g(x)\}| = \sum_{x \in \mathbb{F}_p^n} \frac{1}{2} (1 - \eta_f(x) \eta_g(x)).$$  \hfill (5.1)

The last part of the sum in Eq. (5.1) can be written as:

$$\left| \sum_{x=0}^{p-1} \cdots \sum_{x=0}^{p-1} \eta_f(x_1, \ldots, x_n) \eta_g(x_1, \ldots, x_n) \right| \leq \left| \sum_{f \in \mathcal{S}, g \in \mathcal{S}} \left( \frac{2}{d} \sum_{i=0}^{d-1} \sum_{x \in \mathbb{F}_p^*} \chi_f \chi_1(a_i) \right) \cdot \left( \frac{2}{d} \sum_{i=0}^{d-1} \sum_{x \in \mathbb{F}_p^*} \chi_g \chi_2(a_i) \right) \right| + 2L$$

$$= \frac{4}{d^2} \sum_{f \in \mathcal{S}, g \in \mathcal{S}} \left| \sum_{i=0}^{d-1} \chi_f(a_i) \sum_{i=0}^{d-1} \chi_g(a_i) \right| \leq (2L - 1) q^4.$$

Let $\chi$ be a generator of the group of multiplicative characters on $\mathbb{F}_q^*$. Define $\chi_1 = \chi^{\delta_1}$ and $\chi_2 = \chi^{\delta_2}$, where $0 < \delta_1, \delta_2 < q - 1$. Note that $f, g \in \mathcal{S}, f \neq g$ and $f, g$ have no multiple zero in $\mathbb{F}_q$, thus $f^{\delta_1} g^{\delta_2}$ is not a constant times of a $(q - 1)^{th}$ power of a polynomial. Applying Lemma 2.2 we obtain

$$\left| \sum_{x \in \mathbb{F}_q^n} \chi_f(f(z)) \chi_2(g(z)) \right| \leq \left| \sum_{x \in \mathbb{F}_q^n} \chi_f(f^{\delta_1}(z) g^{\delta_2}(z)) \right| \leq (2L - 1) q^4.$$

Then

$$\left| \sum_{x \in \mathbb{F}_p^n} \eta_f(x) \eta_g(x) \right| \leq \frac{4}{d^2} \left( \sum_{\chi \in \mathbb{F}_q^*} \left| \sum_{a \in \mathbb{F}_q^*} \chi(a) \right|^2 \right)^2 \cdot (2L - 1) q^4 < 16(2L - 1) q^4 \log^2(1 + d).$$

It follows that

$$d(\eta_f, \eta_g) \geq \frac{q}{2} - 8(2L - 1) q^4 \log^2(1 + d) - L$$

and

$$m(\mathcal{F}) = \min_{f, g \in \mathcal{S}} d(\eta_f, \eta_g) \geq \frac{q}{2} - 8(2L - 1) q^4 \log^2(1 + d) - L,$$

which proves Theorem 1.3.
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