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ABSTRACT

We present the clustering of galaxy clusters as a useful addition to the common set of cosmological observables. The clustering of clusters probes the large-scale structure of the Universe, extending galaxy clustering analysis to the high-peak, high-bias regime. Clustering of galaxy clusters complements the traditional cluster number counts and observable–mass relation analyses, significantly improving their constraining power by breaking existing calibration degeneracies. We use the maxBCG galaxy clusters catalogue to constrain cosmological parameters and cross-calibrate the mass–observable relation, using cluster abundances in richness bins and weak-lensing mass estimates. We then add the redshift-space power spectrum of the sample, including an effective modelling of the weakly non-linear contribution and allowing for an arbitrary photometric redshift smoothing. The inclusion of the power spectrum data allows for an improved self-calibration of the scaling relation. We find that the inclusion of the power spectrum typically brings a ∼50 per cent improvement in the errors on the fluctuation amplitude $\sigma_8$ and the matter density $\Omega_m$. Finally, we apply this method to constrain models of the early universe through the amount of primordial non-Gaussianity of the local type, using both the variation in the halo mass function and the variation in the cluster bias. We find a constraint on the amount of skewness $f_{NL} = 12 \pm 157$ (1σ) from the cluster data alone.
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1 INTRODUCTION

Galaxy clusters are the most massive bound systems in the Universe which trace the evolution of the large-scale structure (LSS; see the recent review by Allen, Evrard & Mantz 2011). The initial density perturbations are thought to have formed in the early universe from inflationary physics (Lyth & Liddle 2009). In the simplest scenario, the perturbations can be modelled as Gaussian random fields (Bardeen et al. 1986), which evolve gravitationally. This leads to the formation of bound dark matter structures – the haloes, whose abundance is described by the halo mass function. The simplest infall formation model (Press & Schechter 1974) is complicated by dynamical effects, meaning that accurate modelling of the mass function requires partial calibration (Sheth & Tormen 1999; Maggiore & Riotto 2010; Corasaniti & Achitouv 2011) or full fitting (Jenkins et al. 2001; Tinker et al. 2008) to N-body simulations. Halo mergers and internal processes such as galaxy formation further complicate the picture at small scales (e.g. see Borgani & Kravtsov 2009, for a review). Nonetheless, galaxy clusters form at a comoving scale of $\sim 10 h^{-1}$ Mpc, allowing for a simpler theoretical description than is possible for smaller structures such as galaxies. Due to their scale, clusters reside in the tail of the halo mass function and thus their numbers are exponentially sensitive to variations in cosmology (see e.g. Evrard 1989; Frenk et al. 1990; Bahcall, Fan & Cen 1997).

Clusters are detected across multiple wavelengths with varying degrees of success. A few dozens have been found in the millimetre by the Atacama Cosmology Telescope (ACT; Menanteau et al. 2013), hundreds with the South Pole Telescope (SPT; Reichardt et al. 2013) and the Planck satellite (Planck Collaboration et al. 2011); also a few hundreds of clusters have been found
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in the X-ray (REFLEX, BCS, eBCS catalogues by Ebeling et al. 1998, 2000; Böhringer et al. 2004) using the ROSAT satellite All-Sky Survey (Voges et al. 1999), the Chandra Cluster Cosmology Project (Burenin et al. 2007; Vikhlinin et al. 2009a) and by Mehrtens et al. (2012) using X-ray Multi-Mirror Mission–Newton (Fassbender 2008). Many tens of thousands have been found in the optical using Sloan Digital Sky Survey (SDSS) data to construct the maxBCG (Koester et al. 2007a) and GMBCG (Hao et al. 2010) catalogues, based on the selection of brightest cluster galaxies (BCGs) to identify the clusters’ centres, and by Gladders & Yee (2005) using the Canada–France–Hawaii Telescope and Cerro Tololo Inter-American Observatory.

While detectable in large numbers, the main obstacle with using optical clusters as probes of cosmology is the difficult choice of a low-scatter mass proxy. Efforts on this front have been led by Rozo et al. (2010) and Zu et al. (2012), who derived cosmological constraints from the maxBCG cluster sample. The tightest scaling relation between observable and cluster mass comes from X-ray data (<10 per cent scatter; Allen et al. 2008). Constraints on dark energy with ~20 per cent uncertainty were obtained from X-ray cluster samples studied by Mantz et al. (2008, 2010) and Vikhlinin et al. (2009b). Data on the cluster masses obtained from weak-lensing (WL) analyses of background galaxies have also been combined with the number counts to improve the constraining power of the cluster mass function (Johnston et al. 2007; Sheldon et al. 2009; Mahdavi et al. 2007). The statistics of rare events in the high-peak, high-mass limit has also been used by Hotchkiss (2011) and Hoyle et al. (2012) to test cosmology.

The uncertainty in the scaling relation is one of the biggest obstacles in using galaxy clusters as cosmological probes, as pointed out by Haiman, Mohr & Holder (2001) and Battye & Weller (2003). Majumdar & Mohr (2003) suggested to use the clustering of clusters as a complementary probe. So far, only limited efforts have been dedicated to the measurement of the clustering properties of galaxy clusters: Hütsi (2010) measured the power spectrum of maxBCG clusters resulting in weak detection of baryon acoustic oscillations (BAOs), Estrada, Sefusatti & Frieman (2009) measured the correlation function for the same and Hong et al. (2012) measured the correlation function of the cluster catalogue by Wen, Han & Liu (2009). Finally, Collins et al. (2000) measured the spatial correlation function of the REFLEX X-ray cluster catalogue, while Balaguera-Antolín et al. (2011) measured its power spectrum. From the same survey, Schuecker et al. (2003) derived cosmological constraints from cluster abundances and large-scale clustering. The goal of this paper is to fully include the clustering information in the cosmological analysis of optical cluster data: we show that its inclusion significantly improves the cosmological constraints and also reduces the degeneracies between the scaling relation nuisance parameters. We present the improved cosmological results obtained in this way from the maxBCG data.

As an interesting application, we present the constraining power of these data on the amount of primordial non-Gaussianity (PNG) of the initial density perturbations, which is expected to be produced in some models of the early universe. Briefly, while the simplest single-field slow-roll inflation produces nearly-Gaussian initial conditions (Acquaviva et al. 2003; Maldacena 2003), there exist alternatives, such as multi-field models, which can produce large non-Gaussianities (see e.g. the recent review by Chen 2010). These would have multiple observable consequences, of which we here consider two: the halo mass function changes as a function of the non-zero skewness (Matarrese, Verde & Jimenez 2000; LoVerde et al. 2008; Pillepich, Porciani & Hahn 2010; Achitouv & Corasaniti 2012a,b), and in the local and orthogonal cases the halo bias becomes strongly scale-dependent due to the coupling of long- and short-wavelength modes (Afshordi & Tolley 2008; Dalal et al. 2008; Matarrese & Verde 2008; Slosar et al. 2008; Desjacques, Seljak & Iliev 2009; Desjacques & Seljak 2010; Giannantonio & Porciani 2013; Schmidt & Kamionkowski 2010; Desjacques, Jeong & Schmidt 2011). Measurements of PNG can potentially rule out entire classes of inflationary models (Bartolo et al. 2004; Suyama et al. 2010). The latest constraints on the local PNG parameter $f_{NL}$ from the bispectrum of the cosmic microwave background (CMB) as measured by the Wilkinson Microwave Anisotropy Probe (WMAP) satellite are $-3 < f_{NL} < 77$ at 95 per cent confidence level (Hinshaw et al. 2012; Bennett et al. 2012); comparable bounds have been obtained from the LSS using multiple galaxy catalogues (Afshordi & Tolley 2008; Slosar et al. 2008; Xia et al. 2010a,b, 2011; Sefusatti, Crocce & Desjacques 2012; Giannantonio et al. 2013; Ross et al. 2013); future galaxy surveys such as Euclid are expected to reach an accuracy of $\Delta f_{NL} \sim 3$ (Giannantonio et al. 2012). Oguri (2009) suggested that measuring the variance of cluster counts can yield significant constraints on PNG, while Sartoris et al. (2010) showed in principle how such constraints can be improved by using the cluster power spectrum. Forecasts for cosmology and PNG have been also investigated by Pillepich, Porciani & Reiprich (2012), with the future eROSITA X-ray cluster survey.

The paper is organized as follows. In Section 2, we describe measurements of the cluster abundances, WL mass estimates and power spectrum of the maxBCG catalogue. In Section 3, we introduce the theoretical framework including number counts and total mass determination from the mass function, mass–observable relation, bias and power spectrum definitions, and the effects of non-Gaussian initial conditions. Section 4 presents our Monte Carlo Markov Chain (MCMC) analysis, the cosmological constraints and the relevant degeneracies. We draw our conclusions in Section 5. We assume that the Universe is spatially flat on large scales throughout.

2 DATA

2.1 The maxBCG cluster catalogue

The maxBCG catalogue (Koester et al. 2007b) is a sample of 13 823 galaxy clusters compiled from SDSS photometric data. The catalogue is assembled by selecting the BCG and applying a red-sequence method to identify cluster members in its neighbourhood. In this way clusters with richness (number of member galaxies) ranging from 10 to 190 are selected. The low-mass limit of this sample is $M_{gal} \sim 7 \times 10^{13}$ $h^{-1} M_{\odot}$, which evolves weakly with redshift. This relatively low-mass limit results in a sample that is significantly larger than other current galaxy cluster catalogues. The clusters are chosen in an approximately volume-limited way from a 500 Mpc$^3$ region, covering $\sim 7500$ deg$^2$ of sky with a photometric redshift (photo-z) range of $0.1 \leq z \leq 0.3$. The photo-z errors are small and of the order of $\Delta z = 0.01$. An analysis of mock samples shows that the maxBCG algorithm results in more than 90 per cent purity and more than 85 per cent completeness, for clusters with masses $M > 10^{14} M_{\odot}$ (Koester et al. 2007b).

We define the richness $N_{gal}$ as the number of red galaxies within the radius $R_{200}$ from the cluster centre. $R_{200}$ is the radius within which the average overdensity is 200 times the mean density of the Universe. The catalogue is divided into nine richness bins in the range of $11 \leq N_{gal} \leq 120$, which approximately corresponds to $10^{13} \leq M \leq 1.2 \times 10^{15} h^{-1} M_{\odot}$ (Rozo et al. 2010). We found that adding the five remaining high-mass clusters of the maxBCG with
richness $N_{\text{gal}} > 120$ has a negligible impact on the cosmological analysis, so we do not include them. We also use an additional bin at $9 \leq N_{\text{gal}} \leq 11$ (Rozo, private communication), although we checked that the results are not affected by this. For the cosmological analysis, we include Poisson errors and sample variance due to LSS (Hu & Kravtsov 2003). Furthermore, we assume 100 per cent purity and completeness, including a 5 per cent uncertainty (Rozo et al. 2010), which we add in quadrature. We found that the photo-$z$ errors have a negligible impact on the number counts analysis presented here, so we neglect their effect on the number counts covariance matrix.

The top panel of Fig. 1 shows the counts data, together with the predicted counts for a selection of different cosmologies, modelled as described in Section 3.

2.2 Galaxy cluster masses from weak-lensing observations

Sheldon et al. (2009) measured the WL effect from clusters in the maxBCG catalogue. By stacking the clusters, mean cluster surface density profiles were created for different luminosity and richness bins. The stacking of clusters in a given richness bin improves the signal-to-noise ratio considerably compared to the measurement of the profile of an individual cluster. Johnston et al. (2007) used these profiles and reconstructed mean three-dimensional (3D) cluster density and mass profiles, which allows one to estimate the mass (and concentration) of clusters in a given redshift bin. For this reconstruction, a Navarro–Frenk–White (NFW) profile (Navarro, Frenk & White 1997) for the cluster density was assumed. Johnston et al. (2007) were then able to construct a mean mass–richness relation, finding for the whole sample of groups and clusters

$$M_{200}(N_{\text{gal}}) \simeq 8.8 \times 10^{13} h^{-1} M_\odot (N_{\text{gal}}/20)^{0.28},$$

where $M_{200}$ is the mass contained within the radius $R_{200}$. Due to photometric redshift bias, these masses are corrected upwards by a factor of 1.18 as described in Mandelbaum et al. (2008b) and Rozo et al. (2010). For the cosmological analysis presented here, we follow Rozo et al. (2010) and fit simultaneously for the mass–richness relation using the Johnston et al. (2007) data and their errors. We use five richness bins for this, in the range of $12 \leq N_{\text{gal}} \leq 300$, plus another extra bin at $9 \leq N_{\text{gal}} \leq 12$ (Rozo, private communication).

An independent WL analysis of the maxBCG sample was performed by Mandelbaum, Seljak & Hirata (2008a), who found a mean mass difference of approximately 6 per cent with respect to Johnston et al. (2007). We follow Rozo et al. (2010) and include this discrepancy by introducing an offset factor $\beta$ with a suitable chosen prior, as described in equation (14).

The bottom panel of Fig. 1 shows the mean WL mass estimates data, together with the theoretical mean masses for a selection of different cosmologies, modelled as described in Section 3. In general, the estimated WL mass of a galaxy cluster depends on the underlying cosmological model. To first order, for the analysis presented in this paper, this dependency is through the angular diameter distance, which is modified by the total matter density $\Omega_m$. In order to estimate the size of this cosmology dependence, we placed a galaxy cluster with mass $M = 1.1 \times 10^{15} h^{-1} M_\odot$ at redshift $z = 0.2$ and produced a mock catalogue of sheared background galaxies. From this catalogue, we estimated the mass of the cluster by fitting to an NFW profile. We found that, if we allow $\Omega_m$ to change within the $1\sigma$ level of our best-fitting cosmology, the mass varies within 5 per cent. However, we allow for an uncertainty in the mass estimation with the offset factor $\beta$ with a prior width of 6 per cent. Hence, any change due to a different $\Omega_m$ is completely degenerate with the $\beta$ parameter, which we conservatively assume does not depend on cosmology.

2.3 MaxBCG power spectrum

We consider the redshift-space power spectrum of the maxBCG sample, as measured by Hütsi (2010). For the full details of the power spectrum measurement, along with systematics tests, we refer the reader to Hütsi (2006a,b, 2010). The direct Fourier method by Feldman, Kaiser & Peacock (1994, hereafter FKP) was used, with the difference that fast Fourier transforms (FFTs) were used instead of direct summation. This method actually yields the pseudo-spectrum, i.e. the measurement products are convolved with the window function of the survey. We take this into account when modelling the theoretical spectra in our analysis. To implement the modified FKP method, the following steps were followed.

(i) The survey selection function (footprint) was represented using a random (unclustered) catalogue with 100 times more points than maxBCG sample.

(ii) The overdensity field was calculated on a regular grid using the triangular-shaped cloud method (Hockney & Eastwood 1988) mass assignment scheme – it was checked that the aliasing effects due to the finite grid size were negligible for the measurements and were nonetheless corrected with the iterative method by Jing (2005).

(iii) The gridded overdensity field was transformed into Fourier space using the FFT.

(iv) The raw 3D power spectrum was estimated by taking the modulus squared of the FFT.

(v) The shot-noise contribution was subtracted.
The observed power spectrum of maxBCG clusters (black points) compared with the full theoretical modelling $P_{\text{obs}}$ described in Section 3 for our best-fitting model (red solid line), and for two other models, assuming no primordial non-Gaussianity. The dotted line at $k = 0.15 \, \text{h} \, \text{Mpc}^{-1}$ represents our choice of $k_{\max}$, which is the smallest scale we use in the analysis.

The uncertainties on the power spectrum measurements were estimated with three different methods: the original FKP theoretical prescription, which assumes Gaussian errors from cosmic variance plus a shot-noise contribution; a jackknife method, implemented by dividing the survey into a total of 75 regions; and a Monte Carlo (MC) method, based on the fiducial $\Lambda$ cold dark matter ($\Lambda$CDM) cosmology, in which 1000 mock realizations of the maxBCG survey were generated, including redshift-space distortions (RSDs) and photo-$z$ errors. These three methods were shown to be comparable; in this work we use the MC covariance matrix.

The power spectrum measurements are shown in Fig. 2. To take into account data in the quasi-linear regime only, we restrict ourselves to scales larger than (wavenumbers smaller than) $k_{\max} = 0.15 \, \text{h} \, \text{Mpc}^{-1}$.

**2.4 The off-diagonal covariance**

The diagonal blocks of the data covariance matrix for counts, masses and the power spectrum have been described above. We estimate the off-diagonal terms of the covariance matrix between the clustering and the binned number distributions $\Delta N$ of the maxBCG clusters using jackknifes. For simplicity, instead of the power spectrum we use here, as a clustering estimator, the projected correlation function $w(\theta)$ defined as

$$w(\theta) \equiv \langle \delta_h(\mathbf{n}) \delta_h(\mathbf{n'}) \rangle,$$

where $\delta_h(\mathbf{n})$ is the halo (cluster) projected overdensity in a direction $\mathbf{n}$, and the average is carried over all pairs at an angular distance $\theta$. We select $\theta$ within a range representative of the $k$ scales of interest at $z \sim 0.2$.

We use the jackknife technique as follows: we split the maxBCG footprint into 100 equal-area jackknife regions using $\text{HEALPIX}^1$ (Górski et al. 2005) and populate the full footprint with 50 random points for each maxBCG cluster, to reduce shot noise. We use the correlation estimator by Landy & Szalay (1993) to calculate the correlation function, and bin the number of clusters within six equal-width bins in log$_{10}$ space. We iteratively remove and replace each jackknife region and calculate the number histogram and correlation function at each iteration. The covariance matrix $C_{\text{JK}}$ between measured statistics $x = x(\alpha)$ and $y = y(\beta)$ can be estimated from $N$ jackknives using (see e.g. Efron 1982)

$$[C_{\text{JK}}(x_i, y_j)]_{\alpha,\beta} = \frac{N - 1}{N} \sum_{i=1}^{N} (x_i - \bar{x}_\alpha) (y_j - \bar{y}_\beta),$$

where $x_i$ ($y_j$) is the statistic with jackknife region $i$ ($j$) removed and $\bar{x}_\alpha$ ($\bar{y}_\beta$) is the average value of all $x_i$ ($y_j$). We note that typically, but not necessarily, $x$ and $y$ are the same statistic.

We compare the square root of the diagonal elements of the covariance matrix $C_{\text{JK}}[w(\theta), w(\theta)]$ with the error expected from Poisson counting statistics and find agreement with the theoretical expectations (as described by e.g. Ross et al. 2009), and also find that the diagonal elements of $C_{\text{JK}}(\Delta N, \Delta N)$ are approximately Poissonian, independently of the number of jackknifes used. In Fig. 3, we show the off-diagonal terms of the normalized $C_{\text{JK}}[\Delta N, w(\theta)]$, and note that the average value and $1\sigma$ error of the off-diagonal terms are $-0.03 \pm 0.10$, which is consistent with zero. We observe that as the number of jackknifes increases, the mean and error of the average value of the off-diagonal terms approaches and fluctuates around zero.

We compare the magnitude of the off-diagonal terms obtained from the maxBCG clusters with simulated clusters

---
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from the Millennium Simulation (Springel et al. 2005; Lensson & Virgo Consortium 2006). Specifically, we join the lightcone table of Henriques2012a.wmap1.BC03_allsky_00 (Guo et al. 2011; Henriques et al. 2012) with the halo-tree table MPAHalotrees_.Mhalo. We apply the same redshift and survey footprint constraints to mimic the maxBCG sample and calculate the correlation function and histogram distribution of $\Delta N$. We find the data and simulations to agree closely: e.g. for 100 jackknives the mean and 1σ error of the off-diagonal terms are 0.00 ± 0.10 from the simulations.

From these tests, we conclude that ignoring the off-diagonal covariance matrix between clustering and number counts is a reasonable approximation.

3 THEORETICAL MODELLING OF CLUSTER STATISTICS

3.1 The cluster mass function

Press & Schechter (1974) first calculated the expected number of dark matter haloes of a given mass and redshift. This was better described by the excursion set approach (Bond et al. 1991) and generalized to non-spherical model by Sheth & Tormen (1999), who calibrated their mass function with $N$-body simulations. Even more accurate estimations are achieved with a full fitting to $N$-body simulations (i.e. Jenkins et al. 2001). The current state-of-the-art halo mass function has been estimated by Tinker et al. (2008, 2010); this mass function is valid over wide redshift and mass ranges.

The expected number density of virialized dark matter haloes as a function of mass and redshift can be expressed as

$$\frac{dn(M, z)}{d\ln M} = \bar{\rho}_m \int f(v),$$

where $\bar{\rho}_m$ is the mean matter density of the Universe, $v = \delta_c / \sigma(M, z)$, $\delta_c = 1.686$ is the threshold linear overdensity for spherical collapse in a matter-dominated Universe and $\sigma^2(M, z)$ is the variance of the linear matter density field at $M = 4\pi R^3 \bar{\rho}_m / 3$. In this work we use the mass function given by Tinker et al. (2010) for cluster mass at $R_{200}$, with an overdensity of $\Delta = 200$ in units of the mean mass density of the Universe:

$$f_r(v) = 0.368 \left[1 + \left(\frac{\delta c}{v}\right)^{-2}\right] v^{2\phi+1} e^{-v^2/2},$$

where the parameters evolve in redshift as

$$\hat{\delta} = 0.589(1 + z)^{0.20}, \quad \hat{\phi} = -0.729(1 + z)^{-0.08},$$

$$\hat{\eta} = -0.243(1 + z)^{0.27}, \quad \hat{\gamma} = 0.864(1 + z)^{-0.01}.$$
We can write similar expressions to equations (11) and (13) for the total mass of clusters. The average total mass \( (nm) \), contained within the same richness bin can be obtained as in equation (11) by weighting the integrand by the mass, estimated via the mass–observable relation. The total mass of clusters within a richness bin is then

\[
(\Delta N M)_i = \beta \Delta \Omega \int_{z_{\text{min}}}^{z_{\text{max}}} \frac{d^2V}{dzd\Omega}(nm)_i ,
\]

where \( \beta \) is an additional nuisance parameter introduced to account for possible mismatch with the WL masses, as discussed above and in Rozo et al. (2010).

### 3.4 Clustering of clusters

Galaxy clusters can be studied as tracers of the LSS (Mo, Jing & White 1996), corresponding to the highest-density regions of the dark matter overdensity field \( \delta(x, z) \). If we assume linear theory and a local deterministic halo bias (Fry & Gaztanaga 1993), then the dark-matter haloes overdensity is \( \delta_0(x, M, z) = b_0 + b_1(M, z) \delta(x, z) \). The local bias assumption breaks down in the case of PNG (see Section 3.5). As the effect of baryons is negligible for the clustering properties of the clusters, in the following we use the naming ‘cluster’ and ‘halo’ interchangeably.

#### 3.4.1 Halo bias

The halo bias can be derived from a theory of the mass function via the peak-background split formalism (Cole & Kaiser 1989; Mo & White 1996). This method gives a prediction for the halo bias in Lagrangian space \( b^L(M, z) \), which can be evolved into the observable Eulerian space as \( b = 1 + b^L (Mo \& White 1996) \), considering linear perturbations only, spherical collapse and no large-scale velocity bias. We assume that the bias is scale independent (for the modifications in the presence of PNG). At linear order, the Lagrangian bias is

\[
b^L(M, z) = \frac{f'(v)}{f(v) \sigma},
\]

where the derivative of the mass function is taken with respect to \( v \), and the mass and redshift dependences of \( v \) and \( \sigma \) are implicit. When using the Tinker mass function and keeping the leading order terms, the Eulerian bias is (Tinker et al. 2010)

\[
b_T(M, z) \approx 1 + \frac{f'(v)}{f(v)} + 2 \beta / \sigma^2,
\]

where all parameters are defined as in equation (6). In Fig. 4, we show the Tinker halo bias \( b_T(M) \) as a function of halo mass \( M \) at \( z = 0.2 \), which is the mean redshift of the maxBCG clusters, compared with the Press & Schechter (1974, hereafter PS) case \( b_{PS} = 1 - \beta_0 + \beta_0 / \sigma^2 \) and with the scale-independent part of the bias in the presence of PNG described below, for our combined best-fitting model.

We obtain the average cluster bias \( \bar{b} \) over the mass range of our data by weighting with the mass function (Lima & Hu 2005):

\[
\bar{b}(z) = \frac{1}{\Delta N} \int_{M_{\text{min}}}^{M_{\text{max}}} \frac{dn(M, z)}{d\ln M} b_T(M, z),
\]

where the normalization factor \( \Delta N \) is the full integral of the mass function in the observed range.

**Figure 4.** Mass dependence of the linear halo bias at \( z = 0.2 \) for three mass functions: Press–Schechter (cyan dotted), Tinker (black solid) and modified LoVerde mass function in the presence of PNG (magenta dot–dashed), with \( f_{NL} = 400 \). Cosmology is fixed to our combined best-fitting model.

#### 3.4.2 Power spectra

We then define the observable clustering statistics in Fourier space (denoted by a tilde). As we consider linear scales only, the halo–halo power spectrum \( P_{\text{hh}} \) can be related to the linear matter power spectrum \( P_{\text{lin}} \) as

\[
P_{\text{hh}}(k, M, z) = b^2(M, z) P_{\text{lin}}(k, z) = b^2(M, z) D^2(z) P_{\text{lin}}(k, 0) ,
\]

where \( D(z) \) is the linear growth function. We integrate the mass dependence by weighting the bias as described in equation (17) and we compute all quantities at the mean redshift of our cluster sample, \( z \approx 0.2 \). This is further justified by observing that the growth of \( b(z) \) is compensated by a similar drop in \( D(z) \): we have checked that for our fiducial cosmology, in the observed range \( 0.1 \leq z \leq 0.3 \), the variation of \( b(z) D(z) \) is at the per cent level.

Before fitting models to the data, the following four effects have to be taken into account, following the description by H{"u}tsi (2010): the photo-z errors, which are responsible for a damping of the spectrum on small scales; the convolution with the survey window, which suppresses the power on large scales; the non-linearities which add power on small scales; and the RSDs. The total observed power spectrum \( P_{\text{obs}} \) is modelled as

\[
P_{\text{obs}}(k) = \int \frac{d\ln k}{k^3} P_{\text{NL}}(\kappa) K(\kappa, k) ,
\]

where \( K(\kappa, k) \) is the kernel accounting for the effect of the finite survey area, given in equations (9)–(11) of H{"u}tsi (2010), and \( P_{\text{NL}} \) contains the remaining corrections and the effect of non-linearities. In our analysis, we only use data up to \( k_{\text{max}} = 0.15 h \text{ Mpc}^{-1} \) and we follow H{"u}tsi (2010), modelling the effect of residual weak non-linearities with a simple effective fitting function with one free parameter \( q_{NL} \). All these contributions lead to

\[
P_{\text{NL}}(k) = (b^{\text{obs}})^2 (1 + 4q_{NL} k^{3/2}) s(k) P_{\text{lin}}(k) \left[ 1 + \frac{2}{3} \beta_0 + \frac{1}{5} \beta_0^2 \right] .
\]

Here the bias is rescaled as \( b^{\text{obs}} = \bar{b} B \), where we include a nuisance parameter \( B \) to represent the uncertainty on the bias derived from the mass function. We model the photo-z smoothing with a corrective factor

\[
s(k) = \left( \frac{\sqrt{\pi}}{2 \sigma_z k} \right) \text{erf} \left( \frac{\sigma_z}{k} \right) ,
\]

assuming that photo-z errors follow a Gaussian distribution with dispersion \( \sigma_z \) and corresponding spatial smoothing scale.
\[ \sigma_z = \delta z / H_0. \]

The last term of equation (20) is the correction due to RSDs, for which we assume \( f_k(\bar{z}) \sim \Omega_{\text{m}}^{0.55}(\bar{z})/b^{\text{obs}}(\bar{z}) \) (Kaiser 1987).

We have checked that the RSD correction changes at most at the per cent level if we calculate it at the limits of our redshift range. We finally take into account the Alcock–Paczynski effect (Alcock & Paczynski 1979); we rescale the full theoretical power spectrum with respect to the cosmology used to convert redshifts to distances in the measurements (denoted by the superscript ‘fid’), assuming that a single isotropic dilation applies (Eisenstein et al. 2005; Hütsi 2006c), i.e.\[
\tilde{P}^{\text{obs}}(k) = \frac{1}{c_{\text{isor}}^2} P^{\text{obs}} \left( \frac{k}{c_{\text{isor}}} \right).
\]

Here, \( c_{\text{isor}} = \left(c_1, c_2^2 \right)^{1/3}, \)
\( c_1 = H_{\text{fid}}^2 / H, \)
\( c_\perp = D_\perp / D_\parallel \)
and \( D_\parallel \)
is the angular diameter distance, where all quantities are calculated at the mean redshift \( \bar{z}. \)

In Fig. 2, we show the full cluster power spectrum \( \tilde{P}^{\text{obs}}(k). \) The different lines correspond to the theory curves for our combined best-fitting cosmology (red solid) and for two other models (blue and green) chosen to be at the 2\(\sigma\) limit of the marginalized \( \Omega_{\text{m}} - \sigma_8 \) contour, compared with the data.

### 3.5 Primordial Non-Gaussianity

We extend our model to constrain PNG from both bias and abundances of the maxBCG clusters. Briefly, following e.g. the notation of Giannantonio & Porciani (2010), we introduce the \( f_{\text{NL}} \) parameter to quantify the amount of PNG in the simplest local, scale-independent case as

\[ \Phi(x, z) = \varphi(x, z) + f_{\text{NL}} \left[ \psi^2(x, z) - \langle \psi^2(z) \rangle \right], \]

where \( \Phi \) is the Bardeen’s potential at a primordial redshift \( z^* \) and \( \varphi \) is an auxiliary Gaussian potential. Throughout this paper, we define \( f_{\text{NL}} \) by writing the previous equation at early times (i.e. \( z^* \approx 1100 \)). The potential power spectrum can be approximated by its Gaussian part, \( P_{\text{NL}}(k) \approx P_{\text{NL}}(k) \), at leading order in \( f_{\text{NL}} \) and neglecting trispectrum corrections. The matter perturbations are related to the primordial potential by the Poisson equation:

\[ \delta(k, z) = \alpha(k, z) \tilde{D}(k, \bar{z}) \]

with

\[ \alpha(k, z) = \frac{2 c^2 k^2 T(k) D(z) \bar{g}(0)}{3 \Omega_{\text{m}} H_0^2 g(z)}. \]

Here, \( T(k) \) is the transfer function and \( \bar{g}(z) \propto (1 + z) D(z) \) is the growth function of the potential. We can then write for the matter power spectrum \( P \)

\[ P(k, z) = \alpha^2(k, z) P_{\text{NL}}(k, z) \]

we consider linear theory only, so we assume \( P = P_{\text{lin}} \).

The halo mass function is modified in the presence of PNG as it gains a dependence on the skewness. We use the LoVerde et al. (2008) (LV) mass function, which was obtained by using the Edgeworth expansion and is given by

\[ f_{\text{LV}}(v) = \sqrt{\frac{\pi}{2}} v^{\frac{3}{2}} \left[ v + \frac{\sigma}{6} \left( 4 v^3 - 2 v^3 - 1 + \frac{\delta_{\text{NL}}}{\bar{g} \sigma} \right) \right] + b \]

where \( \bar{g} \) is the skewness of the matter density field defined as in Desjacques et al. (2009) (the mass dependence is implicit). To improve the agreement with \( N \)-body simulations, and for consistency with the rest of our analysis, we replace its Gaussian limit from the PS to the Tinker form, so that we use the rescaled form defined as

\[ f_{\text{LV}}(v) \equiv \frac{f_{\text{LV}}(v)}{f_{\text{FS}}(v)} f_{\text{FS}}(v), \]

where \( f_{\text{FS}} = \sqrt{2/\pi} v \exp(-v^2/2) \) is the PS mass function.

We apply the peak-background split formalism and analytically derive the Lagrangian linear halo bias associated with the LoVerde mass function using equation (15) as

\[ b_{\text{LV}}^L(v) = \frac{\delta_i}{\sigma^2} \left[ \frac{6 + S_3 \sigma}{6 \sigma} + \frac{2 \delta_{\text{NL}}}{\bar{g} \sigma} \sigma \right] \]

while the Lagrangian bias associated with the rescaled function of equation (28) is given as

\[ \tilde{b}_{\text{LV}}^L(v) = b_{\text{LV}}^L(v) + b_{\text{NL}}^L(v) - b_{\text{NL}}^L(v) \]

which is the bias we use in the following.

In the presence of PNG, the halo density perturbations depend not only on the dark matter perturbations \( \delta \), but also on the potential \( \varphi \). The latter can then be related back to the density in Fourier space by using the Poisson equation, so that the effective Eulerian bias can be written at the mean redshift \( \bar{z} \approx 0.2 \) as

\[ b_{\text{eff}}(M, k, f_{\text{NL}}) = b(M, f_{\text{NL}}) + \Delta b(M, k, f_{\text{NL}}), \]

where the bias contains implicitly a scale-independent correction \( b_{\text{NL}}(M, k, f_{\text{NL}}) = b(M, f_{\text{NL}}) \) with respect to the Gaussian case, following from the difference in the mass function, and the scale-dependent part is

\[ \Delta b(M, k, f_{\text{NL}}) = \frac{2 f_{\text{NL}} \delta_i b^*(M, f_{\text{NL}})}{\alpha(k, \bar{z})}. \]

As in the Gaussian case, we average the bias over the masses in our catalogue following equation (17). In order to take into account the uncertainty on our assumption of a mass function, we also introduce a nuisance parameter \( B \) as in Section 3.4, which rescales the bias as \( b_{\text{NL}}^\text{obs} = \tilde{b} B \).

The scale-independent correction \( \Delta b_{\text{NL}} \) is small, easily confused with other normalization effects, and relies on the assumed form of the mass function and the peak-background split method. For these reasons, it is worth ensuring that the results do not depend on this contribution. We make sure this happens in our case because any constant rescaling of the bias can be equally explained by either a change in the nuisance parameter \( B \) or a change in \( f_{\text{NL}} \). But since a model with \( f_{\text{NL}} \neq 0 \) also predicts the scale-dependent bias, it will be favoured only in case such a feature is indeed observed in the data, otherwise the \( B \neq 1 \) model will be assigned a better likelihood. In practice, we impose some Gaussian priors centred on \( B = 1 \), but we have checked that the results on \( f_{\text{NL}} \) do not depend significantly on this choice.

In Fig. 5, we show the full power spectrum \( f_{\text{NL}}^\text{obs}(k) \) in the presence of PNG for a choice of \( f_{\text{NL}} \) values, compared with the data. The scale-dependent bias induced by PNG is visible on large scales (small \( k \)), while the smaller scale-independent contribution can be seen on small scales (large \( k \)). Note that the survey window convolution of equation (19) partially suppresses the effect of PNG on the largest scales, which become comparable with the survey volume.
4 LIKELIHOOD ANALYSIS AND RESULTS

We use cluster counts, WL masses and the cluster power spectrum to fit the richness–mass relation and constrain cosmology simultaneously. In particular, our observables are given as follows.

(1) Cluster counts $\Delta N$, divided into 10 richness bins.

(2) Total mass of clusters $\Delta N \bar{M}$, divided into 6 richness bins.

(3) Cluster power spectrum $P_{\text{obs}}$, divided into 18 $k$ bins.

The covariance matrix we use for the cosmological analysis is composed by the parts discussed in Section 2. In addition to the cluster data, we also use the CMB power spectra from WMAP7 (Larson et al. 2011), in the cases specified below.

We assume a flat $\Lambda$CDM cosmological model. When using cluster data alone we fix the Hubble parameter $h = 0.7$, primordial spectral index $n_s = 0.96$ and baryon density $\Omega_b = 0.044$, as these parameters are not easily constrained in this case; we relax these assumptions when adding external CMB data. Note that we need to fix the spectral index of scalar density perturbations because of the small range in scale which our mass range corresponds to.

We then perform Bayesian parameter estimation by running MCMCs, using Metropolis sampling with a modified version of the COSMOMC code (Lewis & Bridle 2002). In Table 1, we list all the parameters of the analysis, including their assumed priors. We estimate the posterior probability distributions in the following cases.

(i) Counts only: six free parameters $[\Omega_c, \log(10^{10} A_s), \ln N_1, \ln N_2, \sigma_{\ln M|\text{gal}}, B]$, without the cluster power spectrum.

(ii) Counts with $f_{NL}$: seven free parameters $[\Omega_c, \log(10^{10} A_s), \ln N_1, \ln N_2, \sigma_{\ln M|\text{gal}}, B, f_{NL}]$, without the cluster power spectrum.

(iii) Counts+ $P(k)$: nine free parameters $[\Omega_c, \log(10^{10} A_s), \ln N_1, \ln N_2, \sigma_{\ln M|\text{gal}}, \beta, q_{NL}, \sigma_c, B]$, with the cluster power spectrum.

(iv) Counts+ $P(k)$ with $f_{NL}$: 10 free parameters $[\Omega_c, \log(10^{10} A_s), \ln N_1, \ln N_2, \sigma_{\ln M|\text{gal}}, \beta, q_{NL}, \sigma_c, B, f_{NL}]$, with the cluster power spectrum.

(v) CMB only: seven free parameters $[\Omega_b, h, \tau, n_s, A_s, \Omega_c, \log(10^{10} A_s)]$, with CMB data only.

(vi) CMB+clusters: 14 free parameters $[\Omega_b, h, \tau, n_s, A_s, \Omega_c, \log(10^{10} A_s), \ln N_1, \ln N_2, \sigma_{\ln M|\text{gal}}, \beta, q_{NL}, \sigma_c, B]$, with CMB and all cluster data.

(vii) CMB+clusters with $f_{NL}$: 15 free parameters $[\Omega_b, h, \tau, n_s, A_s, \Omega_c, \log(10^{10} A_s), \ln N_1, \ln N_2, \sigma_{\ln M|\text{gal}}, \beta, q_{NL}, \sigma_c, B, f_{NL}]$, with CMB and all cluster data.

4.1 Results

We summarize our results in Table 2, and we show in Figs 6–10 the 2D 68 and 95 per cent marginalized confidence regions for different pairs of parameters in our analysis. The colour scheme is the same for all figures: blue contours refer to runs with counts and WL mean masses data only, green contours include in addition the cluster power spectrum data, while orange contours also include CMB data from WMAP7.

The joint constraint in the $\Omega_m$–$\sigma_8$ plane in Fig. 6 displays the typical degeneracy from cluster counts: the counts increase with increasing $\Omega_m$ and $\sigma_8$ values; hence, any increase in $\Omega_m$ must be balanced by a decrease in $\sigma_8$ (and vice versa), to keep the abundances at the observed values. The constraints on individual parameters with counts and masses only are consistent with Rozo et al. (2010), and we find $\Omega_m = 0.25 \pm 0.06$ and $\sigma_8 = 0.80 \pm 0.06$ (1σ errors throughout), while the errors are improved by a factor between 1.5 and 3, depending on the parameter, when adding the maxBCG power spectrum: in this case we obtain $\Omega_m = 0.215 \pm 0.022$ and $\sigma_8 = 0.84 \pm 0.04$. Combining these results with the CMB data, the constraints shrink to $\Omega_m = 0.255 \pm 0.014$ and $\sigma_8 = 0.790 \pm 0.016$: the contribution of the CMB tightens the errors by a further factor of 2. As an interesting comparison, we show also the joint constraints for the case of $P(k)$ data only (yellow contours), with a prior on the scaling relation parameters: the degeneracy direction is complementary to that of the counts. The size of the posterior on $\sigma_8$ in this case depends on the assumptions made on the cluster bias: allowing for a completely free bias would cause a complete degeneracy with $\sigma_8$. Here the degeneracy is partially broken because we are instead assuming that the bias is centred around the predicted value from the mass function, allowing only for deviations from this (parametrized by the scatter B), whose amplitude is limited by the prior on $B$.

In Fig. 7, we show the marginalized posterior probability contours of the scaling relation parameters $\ln N_1$ and $\ln N_2$. Constraints on individual parameters using counts and masses only are again compatible with Rozo et al. (2010) ($\ln N_1 = 2.44 \pm 0.11$, $\ln N_2 = 4.16 \pm 0.15$), while errors are reduced when adding the power spectrum, even if less significantly ($\ln N_1 = 2.49 \pm 0.09$, $\ln N_2 = 4.13 \pm 0.13$). Combining these results with the CMB data, the constraints are almost identical. Our constraints on the scaling relation scatter $\sigma_{\ln M}$ are in agreement with Rozo et al. (2010), and they are not improved by the addition of power spectrum and CMB data. We then calculated the likelihood contours on the derived parameters $\sigma_8$ and $\ln M_{200}$, which have a more direct physical interpretation as slope and intercept of the scaling relation (see equation 8): these are shown in Fig. 8. The marginalized mean values and 1σ errors on individual parameters, using counts and masses only, are $\sigma_8 = 1.35 \pm 0.11$ and $\ln M_{200} = 28.85 \pm 0.33$. When adding the power
Table 1. Parameters used in the analysis and their assumed priors. In the prior columns a single number $n$ stands for a fixed value, $[a, b]$ stands for a flat prior, and $\mu \pm \sigma$ means a Gaussian prior of mean $\mu$ and standard deviation $\sigma$.

| Type                  | Symbol | Definition                                                                 | Prior without CMB | Prior with CMB |
|-----------------------|--------|---------------------------------------------------------------------------|-------------------|---------------|
| Cosmology             | $h$    | Dimensionless Hubble parameter                                            | 0.7               | [0.4, 0.9]    |
|                       | $n_s$  | Scalar spectral index                                                    | 0.96              | [0.5, 1.5]    |
|                       | $\Omega_b$ | Baryon energy density                                                | 0.04397           | [0.01, 0.2]   |
|                       | $\Omega_c$ | Cold dark matter energy density                                      | [0.1, 0.9]       | [0.1, 0.9]    |
|                       | $\log(10^{10} A_s)$ | Amplitude of primordial perturbations                             | [0.1, 6.0]       | [0.1, 6.0]    |
|                       | $\tau$ | Optical depth                                                           | 0.09              | [0.01, 0.125] |
|                       | $\sigma_{NL}$ | Primordial non-Gaussianity amplitude                               | $[-900, 900]$    | $[-900, 900]$ |
| Scaling relation      | $\ln N_1$ | $\ln N_1$ galaxy $M_1$ Richness at $M_1 = 1.3 \times 10^{14} M_\odot$ | [1.0, 4.0]        | [1.0, 4.0]    |
|                       | $\ln N_2$ | $\ln N_2$ galaxy $M_2$ Richness at $M_2 = 1.3 \times 10^{15} M_\odot$ | [3.0, 6.0]        | [3.0, 6.0]    |
|                       | $\sigma_{in,M,N_1}$ | Scatter                                                                | 0.45 \pm 0.1     | 0.45 \pm 0.1  |
| Nuisance              | $\beta$ | Weak-lensing mass measurements bias                                      | 1.0 \pm 0.06      | 1.0 \pm 0.06  |
|                       | $B$     | Scatter on bias derived from mass function                              | 1.0 \pm 1.5       | 1.0 \pm 1.5   |
|                       | $q_{NL}$ | Non-linear correction to power spectrum                                | [0.0, 50.0]       | [0.0, 50.0]   |
|                       | $\sigma_z$ | Photo-$z$ errors                                                        | [0, 120]          | [0, 120]      |
|                       | $A_{SZ}$ | Amplitude of CMB SZ template                                            | 1                 | [0, 2]        |
| Derived               | $\Omega_m$ | Total matter energy density                                            | –                 | –             |
|                       | $\sigma_8$ | Amplitude of density perturbations                                      | –                 | –             |

Table 2. Marginalized mean values and 1$\sigma$ errors on the cosmological parameters, for the runs Counts only, Counts with $f_{NL}$, Counts+$P(k)$, Counts+$P(k)$ with $f_{NL}$, CMB+clusters and CMB+clusters with $f_{NL}$. Note that $\Omega_m$ and $\sigma_8$ are derived parameters in our analysis.

| Parameters               | Counts only $+$fNL | Counts+$P(k)$ $+$fNL | Clusters+CMB $+$fNL |
|--------------------------|-------------------|----------------------|---------------------|
| $\Omega_m$               | 0.25 $\pm$ 0.06   | 0.25 $\pm$ 0.06      | 0.25 $\pm$ 0.02     |
| $\sigma_8$               | 0.80 $\pm$ 0.06   | 0.77 $\pm$ 0.07      | 0.84 $\pm$ 0.04     |
| $\ln N_1$                | 2.44 $\pm$ 0.11   | 2.44 $\pm$ 0.11      | 2.49 $\pm$ 0.09     |
| $\ln N_2$                | 4.16 $\pm$ 0.15   | 4.15 $\pm$ 0.15      | 4.13 $\pm$ 0.13     |
| $\sigma_{in,M}$          | 0.38 $\pm$ 0.06   | 0.38 $\pm$ 0.06      | 0.36 $\pm$ 0.06     |
| $\beta$                  | 1.00 $\pm$ 0.06   | 1.01 $\pm$ 0.06      | 1.01 $\pm$ 0.06     |
| $q_{NL}$                 | –                 | –                    | 26 $\pm$ 10         |
| $\sigma_z$               | –                 | –                    | 46 $\pm$ 12         |
| $B$                      | –                 | –                    | 1.07 $\pm$ 0.13     |
| $f_{NL}$                 | 282 $\pm$ 317     | 12 $\pm$ 157         | 194 $\pm$ 128       |

spectra, the errors reduce to $\sigma_N = 1.41 \pm 0.06$ and $\ln M_{200,20} = 28.64 \pm 0.17$. Combining these with the CMB data, the constraints are further improved to $\sigma_N = 1.32 \pm 0.03$ and $\ln M_{200,20} = 28.93 \pm 0.09$.

Figs 9 and 10 show the constraints on $f_{NL}$ and its degeneracies with $\Omega_m$ and $\sigma_8$. First we can see that, when only counts and masses are used, the constraints on $f_{NL}$ are weak as expected. The situation improves when adding the cluster power spectrum: in this case, the constraints are tighter, and we observe a positive correlation between $f_{NL}$ and $\Omega_m$ and an anti-correlation with $\sigma_8$. In fact, if we increase (decrease) $\Omega_m$, the peak of the power spectrum decreases (increases) while also being shifted to higher (lower) values of $k$, while $\sigma_8$ simply changes the overall normalization. As described above, an increase in $f_{NL}$ causes a boost in the power spectrum on large scales (small $k$), so that $\sigma_8$ needs to decrease to compensate a higher $f_{NL}$: this is exactly what is shown in Fig. 10. In addition to this, $\Omega_m$ should increase to compensate a higher $f_{NL}$: this can be seen in Fig. 9. We also see that the addition of the CMB power spectrum data improves the constraints on $\Omega_m$ and $\sigma_8$ and only indirectly reduces the bounds on $f_{NL}$, since PNG simply affects the higher-order statistics of the CMB.

Our constraints on PNG are $f_{NL} = 12 \pm 157$ (1$\sigma$) (without CMB) and $f_{NL} = 194 \pm 128$ (with CMB), which are statistically compatible with zero and with each other. The shift in the mean between the two results is clear by looking at Figs 9 and 10: the addition of the CMB favours lower values of $\sigma_8$ (and higher values of $\Omega_m$), thus shifting the favoured $f_{NL}$ values in the process. While not competitive with results from the CMB bispectrum or from combined analyses of multiple galaxy surveys, it is interesting to find such constraints independently and for the first time with the clustering of galaxy clusters.

Since we restrict our analysis to nearly linear scales, by imposing the data cut at $k_{max} = 0.15 h$ Mpc$^{-1}$, we are not expecting strong constraints on $q_{NL}$. The constraints we found are indeed broad and in agreement within the errors with the results by Hutsi (2010), who found $q_{NL} = 14.2 \pm 2.8$ when marginalizing over three parameters only: we obtain $q_{NL} = 26 \pm 10$ and $q_{NL} = 14 \pm 6$ when also using CMB data.

It is also worth mentioning the results on the $B$ parameter, which was introduced to take into account the uncertainty in the bias expression derived from the mass function. As this parameter allows an arbitrary constant rescaling of the bias, it also has the
Figure 6. Marginalized posterior probability distributions on the parameters $\Omega_m - \sigma_8$ for the runs using Counts only (blue), Counts + $P(k)$ (green) and Counts + $P(k)$ + CMB (orange), at 68 and 95 percent confidence levels. The yellow contours show the joint constraints in the case of $P(k)$ data only.

Figure 7. Constraints on the scaling relation parameters for the runs using Counts only (blue), Counts + $P(k)$ (green) and Counts + $P(k)$ + CMB (orange), at 68 and 95 percent confidence levels. Note that $\ln N_1 = \ln N_{\text{gal}} | M_1$ and $\ln N_2 = \ln N_{\text{gal}} | M_2$, where $M_1 = 1.3 \times 10^{14} M_\odot$ and $M_2 = 1.3 \times 10^{15} M_\odot$.

Figure 8. Constraints on the slope $\alpha_N$ and intercept $\ln M_{200/20}$ of the scaling relation for the runs using Counts only (blue), Counts + $P(k)$ (green) and Counts + $P(k)$ + CMB (orange), at 68 and 95 percent confidence levels.

5 CONCLUSIONS

In this work, we have investigated the cosmological implications of the optically selected SDSS maxBCG galaxy cluster data, obtaining extended cosmological constraints with respect to previous works. We considered the number counts of clusters in richness bins and the WL mass estimations, including the respective covariances, for a cross-calibration of the scaling relation. We then combined such data for the first time with a measurement of the redshift-space power spectrum of the same clusters. In the modelling we included an effective treatment of the non-linear contribution, photo-z smoothing, RSDs and Alcock–Paczynski effect. We only considered quasi-linear scales at $k < k_{\text{max}} = 0.15 h \text{ Mpc}^{-1}$ to be conservative. We estimated the off-diagonal terms of the counts-clustering covariance matrix with a jackknife method applied on both data and $N$-body simulations, and found consistently that such contributions are negligible.

We then performed a full MCMC analysis of the posterior probability distribution of cosmological parameters given the full data set. By thus combining the one- and two-point statistics, we achieved a factor 1.5–3 improvement on the errors on the cosmological parameters, if compared with previous analyses using number counts and masses only (Rozo et al. 2010), obtaining e.g. for the fluctuation amplitude $\sigma_8 = 0.84 \pm 0.04 (1\sigma)$ and for the matter content $\Omega_m = 0.215 \pm 0.022 (1\sigma)$. These are further tightened by a factor of 2 by the addition of the CMB data. On the other hand, we found that the errors on the scaling relation parameters are consistent with previous works, but not significantly improved by the addition of the cluster power spectrum.

As an interesting application, we also tested PNG, which is constrained through the non-Gaussian halo mass function and the scale-dependent cluster bias. Assuming deviations from Gaussianity at the three-point (skewness) level of the local type, we obtained $f_{\text{NL}} = 12 \pm 157 (1\sigma)$ from our combined data set, which shifts to $f_{\text{NL}} = 194 \pm 128 (1\sigma)$ when including the WMAP7 CMB data. While not competitive with the CMB bispectrum and with results from combined galaxy clustering data sets, this result is consistent with them and was obtained using the maxBCG cluster data.
Counts with $f_{NL}$ (blue), Counts $+$ $P(k)$ with $f_{NL}$ (green) and CMB+clusters with $f_{NL}$ (orange), at 68 and 95 per cent confidence levels.
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