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Abstract

The hybrid Raviart-Thomas mixed discontinuous Galerkin (HRTMDG) method is proposed for solving the Helmholtz equation. With a new energy norm, we establish the existence and uniqueness of the HRTMDG method, and give its convergence analysis. The corresponding error estimate shows that the HRTMDG method has an optimal $L^2$-norm convergence accuracy which is independent of wavenumber.
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1. Introduction

The Helmholtz boundary value problems with high wavenumber arise from many practical fields, such as, seismology, electromagnetics, underwater acoustics, medical imaging, and so on. It is well known that traditional numerical methods do not work well for this problem and exhibit the so-called pollution effect \cite{1}. To reduce or avoid the pollution effect, many researchers have done some various attempts, for example, \cite{2,3,4,5,6}.

In this paper, we propose the HRTMDG method \cite{7,8} to solve Helmholtz equation, in which, the subproblems for the flux and unknown function are solved at element level and these variables are eliminated in favor of the Lagrange multiplier, identified as the unknown function trace at the element interfaces, and the global system involves only the degrees of freedom associated with the multiplier, significantly reducing the computational cost. By the similar technique as in \cite{7,8}, with a new energy norm, we give the convergence analysis. The corresponding error estimate shows that the HRTMDG method has an optimal $L^2$-norm convergence accuracy which is independent of wavenumber.

2. Formulation of HRTMDG method

Here we consider the following Helmholtz equation

$$\Delta u + \kappa^2 u = \tilde{f} \quad \text{in } \Omega,$$

$$u = g \quad \text{on } \partial \Omega,$$

where $\Omega \subset \mathbb{R}^d$ ($d = 2, 3$), a Lipschitz polyhedral domain with boundary $\partial \Omega$; $\kappa > 0$ is the wave number, $\tilde{f} \in L^2(\Omega)$ is the source term and boundary value $g \in H^{1/2}(\Omega)$.

[The rest of the text continues with mathematical formulations and theoretical analysis, as per the original content.]
In order to construct our procedure, we first give a partitioning of the domain $\Omega$. Let $T_h$ be a regular division into simplices $K$. Let $E_h = \{ e : e$ is an edge of $K$ for all $K \in T_h \}$, $E_h^\circ = \{ e : e$ is an interior edge of $K \}$, $E_h^n = E_h \cap \partial \Omega$, and denote $n$ the unit outward normal vector to the element boundary $e$.

Define the inner products

$$(u, v)_K := \int_K u v dx, \quad (u, v)_{\partial K} := \sum_{e \in \partial K} (u, v)_e,$$

$$\langle \lambda, \mu \rangle_e := \int_e \lambda \mu dx, \quad \langle \lambda, \mu \rangle_{E_h} := \sum_{e \in E_h} \langle \lambda, \mu \rangle_e,$$

where the bar denotes complex conjugation. For vector-valued functions, some modification is required obviously. The corresponding norms are denoted by

$$\| u \|^2_{L^2} := (u, u)_{\partial K}, \quad \| \mu \|^2_{E_h} := \langle \mu, \mu \rangle_{E_h}.$$

Define the finite element spaces:

$$V_h = \{ v_h \in L^2(\Omega) : v_h|_K \in P_k(K), \forall K \in T_h \}, \quad W_h = \{ \tau_h \in H(\text{div}; \Omega) : \tau_h|_K \in RT_k(K), \forall K \in T_h \}$$

where $P_k(K)$ is the space of complex polynomials of degree $\leq k$ on element $K$, $RT_k(K) = [\bar{P}_k(K)]^d \otimes \bar{P}_k(K)$ denotes the Raviart-Thomas mixed finite element space. So the traditional mixed variational formulation can be read as

$$(i \kappa_0 \sigma_h, \tau_h)_{\partial K} - (u_h, \nabla \cdot \tau_h)_{\partial K} = -(g, \tau_h \cdot n)_{E_h^n}, \quad \tau_h \in W_h,$$

$$(i \kappa_0 u_h, v_h)_{\partial K} + (\nabla \cdot \sigma_h, v_h)_{\partial K} = (f, v_h)_{\partial K}, \quad v_h \in V_h.$$

As we know, the classical mixed finite element formulation \cite{4} can keep the mass conservation on the discrete level, but it leads to a saddle-point problem and involves considerably more degree of freedoms than a standard $H^1$-conforming method. The HRTMDG method \cite{7, 8, 9} can overcome these problems. Its main ideas are: by adding appropriate constraints, one can use completely discontinuous piecewise polynomial functions and ensure the continuity of the normal fluxes over element interfaces.

To give the HRTMDG procedure of the system \cite{3}, we first introduce the piecewise Sobolev spaces given by

$$H^s(T_h) = \{ z|_{z|_K} \in H^s(K), \forall K \in T_h \}, \quad s \geq 0, \quad L^2(E_h) = \{ \mu \in L^2(e), \forall e \in E_h \}.$$

Redefine the finite element approximate spaces $W_h, V_h$:

$$V_h = \{ v_h \in L^2(T_h) : v_h|_K \in P_k(K), \forall K \in T_h \}, \quad W_h = \{ \tau_h \in [H^d(T_h)]^d : \tau_h|_K \in RT_k(K), \forall K \in T_h \}$$

and define the space for Lagrange multiplier

$$M_h = \{ \mu_h \in L^2(E_h) : \mu_h|_e \in P_k(e), \forall e \in E_h^n, \mu_h|_e = 0, \forall e \in E_h^0 \}$$

where $P_k(e)$ is the space of complex polynomials of degree $\leq k$ on edge $e$.

The corresponding HRTMDG finite element problem can be written as follows:

$$(i \kappa_0 \sigma_h, \tau_h)_{E_h} - (u_h, \nabla \cdot \tau_h)_{E_h} + \langle \lambda_h, \tau_h \cdot n \rangle_{E_h^n} = -(g, \tau_h \cdot n)_{E_h^n}, \quad \tau_h \in W_h,$$

$$(i \kappa_0 u_h, v_h)_{E_h} + (\nabla \cdot \sigma_h, v_h)_{E_h} = -(f, v_h)_{E_h}, \quad v_h \in V_h,$$

$$\langle \sigma_h \cdot n, \mu_h \rangle_{E_h} = 0, \quad \mu_h \in M_h.$$

By integrating by parts, we have

**HRTMDG method.** Find $(\sigma_h, u_h, \lambda_h) \in W_h \times V_h \times M_h$ such that

$$A(\sigma_h, u_h, \lambda_h; \tau_h, v_h, \mu_h) = F(\tau_h, v_h, \mu_h), \quad (\tau_h, v_h, \mu_h) \in W_h \times V_h \times M_h,$$

where $A$ and $F$ are defined by

$$A(\sigma_h, u_h, \lambda_h; \tau_h, v_h, \mu_h) := (i \kappa_0 \sigma_h, \tau_h)_{E_h} - (i \kappa_0 u_h, v_h)_{E_h} + (\sigma_h, \nabla v_h)_{E_h} + (\nabla u_h, \tau_h)_{E_h} + \langle \lambda_h - u_h, \tau_h \cdot n \rangle_{E_h^n} + \langle \sigma_h \cdot n, \mu_h - v_h \rangle_{E_h^n}.$$
and
\[ F(\tau_h, v_h, \mu_h) = -(f, v_h)_{\Omega_h} - (g, \tau_h \cdot n)_{\partial \Omega_h}. \]

On every element, we can write (6) into a matrix equation of the form
\[
\begin{pmatrix} A & B & D \\ B' & E & 0 \\ D' & 0 & 0 \end{pmatrix} \begin{pmatrix} \sigma_h \\ u_h \\ \lambda_h \end{pmatrix} = \begin{pmatrix} F_1 \\ F_2 \\ 0 \end{pmatrix},
\]
where \( F_1 \) incorporates the Dirichlet boundary data and \( F_2 \) is the vector with respect to the right-hand side \( f \). The local matrix \( A, B, D, E \) can be computed by their corresponding finite element basis. \( D' \) and \( B' \) denote the complex conjugate transpose matrices of \( D \) and \( B \), respectively. Both the vectors of \( \sigma_h \) and \( u_h \) can now be easily eliminated to obtain an equation for the multiplier only, namely,
\[
D'M^{-1}D\lambda_h = G,
\]
where \( M \) and \( G \) are given by
\[
M = A - BE^{-1}B', \quad G = D'M^{-1}(F_1 - BE^{-1}F_2).
\]

Assembling the above equation on every elements, we get the global systems for solving the multiplier \( \lambda_h \).

From the above, we can see that the HRTMDG method has several advantages: (I) compared with the discontinuous Galerkin finite element method, the number of degrees of freedom of multiplier is remarkably small; (II) once the multiplier \( \lambda_h \) has been obtained, \( \sigma_h \) and \( u_h \) can be efficiently computed element by element; (III) the matrix \( D'M^{-1}D \) is symmetric and positive definite, so we can solve the systems by using the conjugate gradient method.

**Theorem 2.1.** (Consistency) HRTMDG method (6) is consistent. That is, let \( u \) be the solution of (1), \( \sigma = i\nabla u/k \), and \( \lambda = u \). Then the variational equation (6) holds if \( \sigma_h \), \( u_h \), and \( \lambda_h \) are replaced by \( \sigma \), \( u \), and \( \lambda \).

**Proof.** Let \( u \) denote the solution of (1), and make substitutions as mentioned in Theorem 2.1. Taking \( (\tau_h, v_h, \mu_h) = (\tau_h, 0, 0) \) in (6), we can get
\[
\mathcal{A}(i_k \nabla u, u; \tau_h, 0, 0) = -(\nabla u, \tau_h)_{\Omega_h} + (\nabla u, \tau_h)_h - \langle u, \tau_h \cdot n \rangle_{\partial \Omega_h} = -(u, \tau_h \cdot n)_{\partial \Omega_h} = -(g, \tau_h \cdot n)_{\partial \Omega_h}.
\]

Next, choosing \( (\tau_h, v_h, \mu_h) = (0, v_h, 0) \) in (6) and using Green’s formula, we have
\[
\mathcal{A}(i_k \nabla u, u; 0, v_h, 0) = -(iku_h, v_h)_{\Omega_h} + (i_k \nabla u, \nabla v_h)_h = -(i_k \nabla u \cdot n, v_h)_{\partial \Omega_h} = -\frac{i}{k} (\Delta u + \kappa u, v_h)_{\Omega_h} = -\frac{i}{k} (f, v_h)_{\partial \Omega_h},
\]
where we have used the fact that \( u \) is the solution of (1) in the last equation.

Finally, testing with \( (\tau_h, v_h, \mu_h) = (0, 0, \mu_h) \), we can obtain
\[
\mathcal{A}(i_k \nabla u, u; 0, 0, \mu_h) = \frac{i}{k} (\nabla u \cdot n, \mu_h)_{\Omega_h} = 0,
\]
which implies that the normal flux \( \nabla u \cdot n \) is continuous across element interfaces. \( \square \)

**Theorem 2.2.** (Conservation) HRTMDG method (6) is locally and globally conservative.

**Proof.** Let \( \chi_k \) denote the characteristic function of a set \( K \subset \Omega \). Taking \( (\omega_h, v_h, \mu_h) = (0, \chi_K, 0) \) in (6), we can get
\[
-(iku_h, 1)_K = \sum_{e \in \partial \Omega} \langle \sigma_h \cdot n, 1 \rangle_e = -(f, 1)_K,
\]
the above equation implies that HRTMDG method (6) keeps local mass balance, and hence it also keeps globally mass balance. \( \square \)

### 3. Existence and uniqueness

In order to give the existence and uniqueness of HRTMDG method (6), we first define the following mesh-dependent energy norm
\[
\| (\tau, v, \mu) \|_A := \left( k||\tau||_{\partial \Omega_h}^2 + k||u||_{\Omega_h}^2 + \frac{1}{k}||\nabla u||_{\Omega_h}^2 + \frac{1}{kH}||u - v||_{\partial \Omega_h}^2 \right)^{1/2}.
\]

Next, we show the stability and boundedness of the bilinear form \( \mathcal{A}(\cdot, \cdot) \) in the sense of energy norms \( \| \cdot \|_A \). The following result (see Lemma 3.1 in [8]) will be used.
Lemma 3.1. For given \( v_h \in \mathcal{V}_h \) and \( \mu_h \in \mathcal{M}_h \), there exists a unique solution \( \tilde{r} \in \mathcal{W}_h \) such that

\[
\langle \tilde{r}, p \rangle_K = (\nabla v_h, p)_K \quad \forall p \in [P_{k-1}(K)]^d,
\]

\[
\langle \tilde{r} \cdot n, q \rangle_{\partial K} = \langle \mu, q \rangle_{\partial K} \quad \forall q \in \mathcal{P}_k(\partial K),
\]

and the following estimate holds

\[
\|\tilde{r}\|_{\mathcal{W}_h} \leq c_I \left( \|\nabla v_h\|_{L^2}^2 + h\|\mu_h\|_{L^2}^2 \right)^{1/2},
\]

where \( c_I \) is a constant independent of mesh size \( h \) and \( \kappa \).

Lemma 3.2. (Stability) There exists a positive constant \( c_A \) that is independent of the mesh size \( h \) and \( \kappa \) such that

\[
\sup_{(\sigma_h, u_h, \lambda_h) \in \mathcal{W}_h \times \mathcal{V}_h \times \mathcal{M}_h} \|\mathcal{A}((\sigma_h, u_h, \lambda_h) ; v_h, \mu_h)\|_{L^2} \geq c_A \|(\sigma_h, u_h, \lambda_h)\|_{L^2}
\]

holds for all \((\sigma_h, u_h, \lambda_h) \in \mathcal{W}_h \times \mathcal{V}_h \times \mathcal{M}_h\).

Proof. Taking \( v_h = \frac{1}{k}u_h \) and \( \mu_h = \frac{1}{k^2}(\lambda_h - u_h) \) in (7), we can obtain

\[
\langle \tilde{r}, p \rangle_K = \left( \frac{1}{k} \nabla u_h, p \right)_K,
\]

\[
\langle \tilde{r} \cdot n, q \rangle_{\partial K} = \langle \frac{1}{k^2}(\lambda_h - u_h), q \rangle_{\partial K},
\]

and

\[
\|\tilde{r}\|_{\mathcal{W}_h} \leq c_I \left( \frac{1}{k^2}\|\nabla u_h\|_{L^2}^2 + \frac{1}{k^2}\|\lambda_h - u_h\|_{L^2}^2 \right)^{1/2}.
\]

For any \( \epsilon > 0 \), we have

\[
\mathcal{A}(\sigma_h, u_h, \lambda_h; \epsilon \tilde{r}, 0, 0) = \epsilon \langle i\sigma_h, \tilde{r} \rangle_{\mathcal{W}_h} + \epsilon \langle \nabla u_h, \tilde{r} \rangle_{\mathcal{W}_h} + \epsilon \langle \lambda_h - u_h, \tilde{r} \cdot n \rangle_{\mathcal{W}_h}
\]

\[
= \epsilon \langle i\sigma_h, \tilde{r} \rangle_{\mathcal{W}_h} + \epsilon \left( \frac{1}{k}\|\nabla u_h\|_{L^2}^2 + \frac{1}{k^2}\|\lambda_h - u_h\|_{L^2}^2 \right)
\]

\[
\geq - \frac{k}{2}\|\sigma_h\|_{L^2}^2 - \frac{k\epsilon^2}{2}\|\tilde{r}\|_{L^2}^2 + \epsilon \left( \frac{1}{k}\|\nabla u_h\|_{L^2}^2 + \frac{1}{k^2}\|\lambda_h - u_h\|_{L^2}^2 \right)
\]

\[
\geq - \frac{k}{2}\|\sigma_h\|_{L^2}^2 + \left( \epsilon - \frac{c_I^2\epsilon^2}{2} \right) \left( \frac{1}{k}\|\nabla u_h\|_{L^2}^2 + \frac{1}{k^2}\|\lambda_h - u_h\|_{L^2}^2 \right)
\]

where we have used (10) in the second equation and (11) in the second inequality. Set \( \epsilon = 1/c_I \). From (11) we have

\[
\mathcal{A}(\sigma_h, u_h, \lambda_h; \epsilon \tilde{r}, 0, 0) \geq - \frac{k}{2}\|\sigma_h\|_{L^2}^2 + \frac{c_I}{2} \left( \frac{1}{k}\|\nabla u_h\|_{L^2}^2 + \frac{1}{k^2}\|\lambda_h - u_h\|_{L^2}^2 \right).
\]

Note that

\[
\mathcal{A}(\sigma_h, u_h, \lambda_h; i\sigma_h, -iu_h, -i\lambda_h) = k\|\sigma_h\|_{L^2}^2 + k\|\mu_h\|_{L^2}^2.
\]

Combining the above two inequalities for the two choices of test functions, we complete our proof of Lemma 3.2.
4. A uniform error estimate

For $K \in T_h$, $e \in E_h$ and functions $u \in L^2(K)$ and $\lambda \in L^2(e)$, we define the local $L^2$-projection operators $\Pi^K$ and $\Pi_e$ by

$$\left\langle u - \Pi^K u, v_h \right\rangle_K = 0, \quad \forall v_h \in \mathbb{P}_k(K)$$

and

$$\left\langle \lambda - \Pi_e \lambda, \mu_h \right\rangle_e = 0, \quad \forall \mu_h \in \mathbb{P}_k(e).$$

The following error estimates hold:

$$\begin{align*}
\| u - \Pi^K u \|_K &\leq C^* h^k |u|_{k,K}, \quad 0 \leq s \leq k + 1, \\
\| \nabla (u - \Pi^K u) \|_K &\leq C^* h^k |u|_{k+1,K}, \quad 0 \leq s \leq k, \\
\| u - \Pi^K u \|_{\| \cdot \|_K} + \| u - \Pi_e u \|_{\| \cdot \|_K} &\leq C^* h^{k+1/2} |u|_{k+1,K}, \quad 0 \leq s \leq k
\end{align*}$$

(15)

where $C^*$ is a constant independent of $h$ and $\kappa$.

Similarly, the interpolation operators for functions on $T_h$ and $E_h$ are defined element-wise and are denoted by the same symbols.

We also introduce the Raviart–Thomas projection operator (see [10]) such that

$$(\sigma - \Pi^{RT} \sigma, p_h)_K = 0, \quad \forall p_h \in [\mathbb{P}_{k-1}(K)]^d,$$

$$((\sigma - \Pi^{RT} \sigma) \cdot n, \mu_h)_e = 0, \quad \forall \mu_h \in \mathbb{P}_k(e), \quad e \in \partial K.$$ (16)

It is well known that, there exists a constant $C^*$ independent of $h$ and $\kappa$ such that the following approximate properties:

$$\begin{align*}
\| \sigma - \Pi^{RT} \sigma \|_K + h^{1/2} | \sigma - \Pi^{RT} \sigma |_{\| \cdot \|_K} &\leq C^* h^k | \sigma |_{k,K}, \quad 1/2 \leq s \leq k + 1, \\
\| \nabla \cdot (\sigma - \Pi^{RT} \sigma) \|_K &\leq C^* h^{k} | \nabla \cdot \sigma |_{k,K}, \quad 1 \leq s \leq k + 1.
\end{align*}$$

(17)

As we know, the error of HRTMDG method [6] can be divided into two parts: an approximate error and a discrete error. We need to estimate the discrete error.

**Theorem 4.1.** Let $(u, \sigma)$ and $(\sigma_h, u_h, \lambda_h)$ be the solutions of (2) and (6), respectively. Then there exists a constant $C$ independent of $h$ and $\kappa$ such that

$$\| \| \Pi^{RT} \sigma - \sigma_h, \Pi^K u - u_h, \Pi_e u - \lambda_h \|_A \| \leq C \sqrt{h} \| \Pi^{RT} \sigma - \sigma \|_{T_h}.$$ (18)

**Proof.** Using the stability of the bilinear form and Galerkin orthogonality, we have

$$c_A \| (\Pi^{RT} \sigma - \sigma_h, \Pi^K u - u_h, \Pi_e u - \lambda_h) \|_A \leq \sup_{(\tau_n, v_h, \mu_h)} \left[ \mathcal{A}(\Pi^{RT} \sigma - \sigma_h, \Pi^K u - u_h, \Pi_e u - \lambda_h; \tau_n, v_h, \mu_h) \right]$$

$$= \sup_{(\tau_n, v_h, \mu_h)} \left[ \mathcal{A}(\Pi^{RT} \sigma - \sigma, \Pi^K u - u_h, \Pi_e u - \lambda_h; \tau_n, v_h, \mu_h) \right].$$

(19)

In fact, utilizing the definitions of the bilinear form $\mathcal{A}$ and projection operators, we can get

$$\begin{align*}
\mathcal{A}(\Pi^{RT} \sigma - \sigma, \Pi^K u - u_h, \Pi_e u - \lambda_h, \tau_n, v_h, \mu_h) &= (i (\Pi^{RT} \sigma - \sigma, v_h)_T)\tau_n - (i (\Pi^K u - u_h, v_h)_T)\tau_n + (\Pi^{RT} \sigma - \sigma, \nabla v_h)_T + (\nabla (\Pi^K u - u), \tau_n)\tau_n + \langle (\Pi^K u - u - (\Pi^K u - u, \tau_n \cdot n))_{\epsilon_n} + ((\Pi^{RT} \sigma - \sigma) \cdot n, \mu_h - v_h)_{\epsilon_n} \\
&= (i (\Pi^{RT} \sigma - \sigma, \tau_n)\tau_n - (i (\Pi^K u - u, v_h)\tau_n - (\nabla \cdot (\Pi^{RT} \sigma - \sigma), v_h))\tau_n - (\Pi^K u - u, \nabla \cdot \tau_n)\tau_n + (\Pi^K u - u, \tau_n \cdot n)_{\epsilon_n} + ((\Pi^{RT} \sigma - \sigma) \cdot n, \mu_h)_{\epsilon_n} = (i (\Pi^{RT} \sigma - \sigma, \tau_n)\tau_n.
\end{align*}$$

(20)

Substituting (20) into (19), we get the estimate (18). □

So, we obtain the following optimal a priori error estimate.

**Theorem 4.2.** Let $(u, \sigma)$ and $(\sigma_h, u_h, \lambda_h)$ be the solutions of (2) and (6), respectively. Then there exists a constant $C$ independent of the mesh size $h$ and $\kappa$ such that

$$\| \sigma - \sigma_h \|_{T_h} + \| u - u_h \|_{T_h} \leq C h^k | \sigma |_{k,T_h} + | u |_{k,T_h}, \quad 1/2 \leq s \leq k + 1.$$ (21)

**Proof.** Using the definition of the norm $\| \cdot \|_A$ and the estimate (18), we get

$$\| \Pi^{RT} \sigma - \sigma_h \|_{T_h} + \| \Pi^K u - u_h \|_{T_h} \leq C \| \Pi^{RT} \sigma - \sigma \|_{T_h}.$$ 

Combining the above estimate with the approximate properties (15) and (17), we obtain the estimate (21). □
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