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Abstract: Two models of random cones in high dimensions are considered, together with their duals. The Donoho-Tanner random cone $D_{n,d}$ can be defined as the positive hull of $n$ independent $d$-dimensional Gaussian random vectors. The Cover-Efron random cone $C_{n,d}$ is essentially defined as the same positive hull, conditioned on the event that it is not the whole space. We consider expectations of various combinatorial and geometric functionals of these random cones and prove that they satisfy limit theorems, as $d$ and $n$ tend to infinity in a suitably coordinated way. This includes, for example, large deviation principles and central as well as non-central limit theorems for the expected number of $k$-faces and the $k$-th conic intrinsic volumes, as $n$, $d$ and possibly also $k$ tend to infinity simultaneously. Furthermore, we determine the precise high-dimensional asymptotic behaviour of the expected statistical dimension for both models of random cones, uncovering thereby another high-dimensional phase transition. As an application, limit theorems for the number of $k$-faces of high-dimensional polytopes generated by random Gale diagrams are discussed as well.
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1 Introduction

By a polyhedral cone in $\mathbb{R}^d$, $d \in \mathbb{N}$, one understands an intersection of finitely many closed half-spaces whose bounding hyperplanes all pass through the origin. Thus, a polyhedral cone (in this paper just called
a cone for simplicity, since we only deal with cones of this type) in \( \mathbb{R}^d \) is a set of solutions to a finite system of homogeneous linear inequalities in \( d \) variables. In the present paper we are interested in randomly generated cones, which correspond to the set of solutions of a finite random system of homogeneous linear inequalities. In the literature two natural models for random cones have been considered and are in the focus of part I of the present paper as well. To define them, let \( \phi \) be an even probability measure on \( \mathbb{R}^d \) which puts zero mass on each \((d-1)\)-dimensional linear hyperplane. For example, \( \phi \) could be the standard Gaussian distribution on \( \mathbb{R}^d \) or the uniform distribution on the \((d-1)\)-dimensional unit sphere.

We let \( X_1, X_2, \ldots \) be a sequence of independent random points in \( \mathbb{R}^d \) with distribution \( \phi \). Then,

(i) the Cover-Efron random cone \( C_{n,d} \) in \( \mathbb{R}^d \), introduced by Cover and Efrom [6] and further studied by Hug and Schneider [24], is defined as the positive hull

\[
C_{n,d} := \text{pos}(X_1, \ldots, X_n) = \left\{ \sum_{i=1}^{n} \lambda_i X_i : \lambda_1, \ldots, \lambda_n \geq 0 \right\}
\]

conditionally on the event that \( \text{pos}(X_1, \ldots, X_n) \neq \mathbb{R}^d \).

(ii) the Donoho-Tanner random cone \( D_{n,d} \) in \( \mathbb{R}^d \), introduced by Donoho and Tanner [12], is defined as

\[
D_{n,d} := \text{pos}(X_1, \ldots, X_n)
\]

without any conditioning. Alternatively, we can write

\[
D_{n,d} = A \mathbb{R}^n_+, \quad n \in \mathbb{N},
\]

where \( A \) is the \( d \times n \) matrix with columns \( X_1, \ldots, X_n \) and \( \mathbb{R}^n_+ = [0, \infty)^n \) is the positive orthant in \( \mathbb{R}^n \).

We remark that there is a close relation between the both models, because the Cover-Efron cone is nothing but a Donoho-Tanner cone conditioned on the event that it is not the whole \( \mathbb{R}^d \).

For both models it has been shown that in certain regimes for the dimension \( d \) and the number of generating points \( n \), the cones are with high probability \( k \)-neighbourly for a sufficiently slow growth of \( k = k(d) \) relative to \( d \), meaning that with probability tending to 1, as \( d \to \infty \), every \( k \)-tuple of the \( n \) defining vectors spans a \( k \)-dimensional face of the cone. On the other hand, if \( k \) grows sufficiently fast with \( d \), the probability of being \( k \)-neighbourly goes to 0 as \( d \to \infty \). The motivation for the investigation of such threshold phenomena comes from the Grassmannian approach to linear programming suggested by Vershik in the 1970’s and developed by Vershik and Sporyshev in [36, 37, 38]. It has subsequently been applied to a number of problems in convex optimization by Donoho and Tanner [9, 10, 11, 12, 13] as well as by Amelunxen, Lotz, McCoy and Tropp [2]. In this approach, one endows the space of instances of an optimization problem with a natural probability measure and then asks for the probability that the optimization problem is solvable. Threshold phenomena therefore describe transitions from solvability to non-solvability.

For both types of random cones, \( C_{n,d} \) and \( D_{n,d} \), explicit formulas for the expectations of various combinatorial and geometric functionals exist in the literature. Examples of such functionals include the face numbers, the conic intrinsic volumes as well as the conic quermassintegrals. Using these formulas, Donoho and Tanner [12] for \( D_{n,d} \) and Hug and Schneider [25] for \( C_{n,d} \) proved limit theorems.
for the expected functionals when the parameters of the problem, that is, \( d \) and \( n \), diverge to infinity in a suitably coordinated way. In particular, they established a number of threshold phenomena for these high-dimensional random cones which are similar to the ones that we described above. In this connection let us also mention that there are numerous works on threshold phenomena for volumes of random polytopes [3, 4, 5, 14, 15, 33]. For example, assuming that \( n = n(d) \) is such that \( d/n \to \delta \in [0, 1] \), Hug and Schneider in [25, Theorem 1.1] obtained that

\[
\lim_{d \to \infty} \frac{E f_k(C_{n,d})}{\binom{n}{k}} = \begin{cases} 1 & : \delta \in (1/2, 1], \\ (2\delta)^k & : \delta \in [0, 1/2) \end{cases}
\]

for any fixed \( k \in \mathbb{N} \), where \( f_k(C_{n,d}) \) denotes the number of \( k \)-(dimensional) faces of \( C_{n,d} \). In this threshold phenomenon the critical case \( \delta = 1/2 \) has been left open. As one of our first results we prove that in this case, the above limit is still equal to 1, see Theorem 4.1 below. We also look much more carefully into the critical window around \( \delta = 1/2 \) by considering the situation where

\[
n = 2d + c\sqrt{d} + o(\sqrt{d}),
\]

as \( d \to \infty \), for some parameter \( c \in \mathbb{R} \) and some sequence \( o(\sqrt{d}) \) which is asymptotically of lower order compared to \( \sqrt{d} \). We show that, for any fixed \( k \in \mathbb{N} \),

\[
\lim_{d \to \infty} \sqrt{d} \left(1 - \frac{E f_k(C_{n,d})}{\binom{n}{k}}\right) = \frac{e^{-c^2/4}}{\Phi(-c/\sqrt{2})} \cdot \frac{k}{2\sqrt{\pi}}.
\]

where \( \Phi(\cdot) \) stands for the distribution function of a standard Gaussian random variable, see Theorem 4.2 below. In the same regime for \( n \) we establish in Proposition 4.3 that for the Donoho-Tanner random cones \( D_{n,d} \) one has that

\[
\lim_{d \to \infty} \frac{E f_k(D_{n,d})}{\binom{n}{k}} = \Phi\left(-\frac{c}{\sqrt{2}}\right).
\]

We prove similar results also for increasing face dimensions \( k = k(d) \), especially in the case where \( k \) grows with \( d \) in a linearly coordinated way. In addition and as anticipated above, not only the expected number of \( k \)-faces of \( C_{n,d} \) and \( D_{n,d} \) is treated, but also the expected \( k \)-th conic intrinsic volume and the expected \( k \)-th conic quermassintegral for which we also uncover a number of limit theorems like central and non-central limit theorems or large deviation principles. Generally speaking, our investigations are always driven by the search for regimes of \( d, n = n(d) \) and \( k = k(d) \) for which these combinatorial and geometric parameters of the random cones under investigation exhibit a non-trivial high-dimensional limiting behaviour, which describes the phase transition of the parameter under consideration. We apply our results also to study the phase transition for the number of \( k \)-dimensional faces of polytopes in \( \mathbb{R}^d \) generated by a random Gale diagram, as suggested by Schneider [34]. In the background of our results are probabilistic interpretations of the combinatorial and geometric parameters of the Cover-Efron and Donoho-Tanner random cones in terms of probabilities for binomial random variables, which are already present in [12, 25]. We can thus build on known limit theorems from probability theory, such as the law of large numbers, the central limit theorem, the local limit theorem, Cramér’s theorem for large deviations, \( \text{mod-}\phi \) convergence and the Cramér-Petrov theorem for moderate deviations. We believe that
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dthis approach is more powerful than the one in [25], which is based on various intricate inequalities for
binomial coefficients.

This paper is organized as follows. In Section 2 we introduce some notation, collect various limit
theorems for binomial random variables, and formally define the conic intrinsic volumes and conic
quermassintegrals for polyhedral convex cones. Section 3 formally introduces the above mentioned
models of random cones and rephrases some known results which are used in this text. The following
Sections 4–6 contain limit theorems for the expected number of faces, the expected conic intrinsic
volumes and the conic quermassintegrals as well as the expected statistical dimension. Section 4 also
contains the application to polytopes generated by random Gale diagrams.

2 Preliminaries

2.1 Notation

In this paper we write $\mathbb{N} = \{1, 2, \ldots\}$ for the natural numbers and $\mathbb{N}_0 = \mathbb{N} \cup \{0\} = \{0, 1, 2, \ldots\}$ for
the natural numbers including zero. Moreover, we work in a $d$-dimensional Euclidean space $\mathbb{R}^d$, which is
supplied with the standard scalar product $\langle \cdot, \cdot \rangle$.

We will write $\operatorname{Bin}(m, p)$ for a binomial random variable with $m \in \mathbb{N}$ being the number of trials and
$p \in [0, 1]$ being the success probability. Similarly, $N(0, 1)$ denotes a standard normal (Gaussian) random
variable. Moreover, we let $\Phi$ denote the probability distribution function of $N(0, 1)$, that is,

$$\Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-t^2/2} \, dt, \quad x \in \mathbb{R}.$$  

We implicitly assume that such random variables are defined over some probability space $(\Omega, \mathcal{A}, P)$, and
we denote expectation (integration) with respect to the probability measure $P$ by $E$. Convergence in
distribution and almost sure convergence of a sequence of random variables will be indicated by $\xrightarrow{d}$ and
$\xrightarrow{a.s.}$, respectively. In the situations we consider, the random variables are usually indexed by the
dimension $d$ and we write $\xrightarrow{d}$ and $\xrightarrow{a.s.}$ in order to indicate, respectively, convergence in distribution and
almost sure convergences, as $d \to \infty$.

Two sequences $(a_d)_{d \geq 1}$ and $(b_d)_{d \geq 1}$ of real numbers are called asymptotically equivalent, as $d \to \infty$, if
$\lim_{d \to \infty} \frac{a_d}{b_d} = 1$. We denote this by writing $a_d \sim b_d$, as $d \to \infty$, or by $\sim$ if there are several parameters
tending to infinity and we want to emphasize the role of $d$. Furthermore, we use the usual Landau notation,
that is we say that $a_d = o(b_d)$, as $d \to \infty$, if

$$\lim_{d \to \infty} \frac{a_d}{b_d} = 0,$$

and similarly, $a_d = O(b_d)$, as $d \to \infty$, if

$$\limsup_{d \to \infty} \left| \frac{a_d}{b_d} \right| < \infty.$$

By slight abuse of notation we shall write $o(b_d)$ or $O(b_d)$ for the sequences $a_d$ themselves.
2.2 Limit theorems for binomial random variables and binomial coefficients

In this section, we collect some limit theorems for binomial random variables, and thus, also for binomial coefficients. Besides the well-known central limit theorem and the law of large numbers for Bin\((n, 1/2)\), given by

\[
\frac{2\text{Bin}(n, 1/2) - n}{\sqrt{n}} \xrightarrow{d} N(0, 1) \quad \text{and} \quad \frac{\text{Bin}(n, 1/2)}{n} \xrightarrow{n \to \infty} 1,
\]

respectively, we will also need the local limit theorem. Following [32, VII., §1. Theorem 1], it can be written in the case of Bin\((n, 1/2)\) as follows:

\[
\sup_{m \in \mathbb{Z}} \left| \sqrt{n} - \frac{1}{4} \right| \text{P}[\text{Bin}(n, 1/2) = m] - \frac{1}{\sqrt{2\pi}} \exp \left\{ - \frac{1}{2} \left( \frac{2m - n}{\sqrt{n}} \right)^2 \right\} \xrightarrow{n \to \infty} 0. \tag{2.1}
\]

Additionally, we need an asymptotic expansion for the distribution function of the centered and normalized version of Bin\((n, 1/2)\). More precisely, for \(Z_n := (2\text{Bin}(n, 1/2) - n)/\sqrt{n}\), Theorem IV.3 of [16] states that

\[
\text{P}[Z_n \leq x] = \Phi(x) + \frac{\sqrt{2}}{\sqrt{n}} \psi_n(x) e^{-x^2/2} + o \left( \frac{1}{\sqrt{n}} \right), \quad n \to \infty, \tag{2.2}
\]

uniformly in \(x \in \mathbb{R}\) (the uniformity in \(x\) is discussed in Chapter V of [16]), where \(\psi_n(x)\) is defined as

\[
\psi_n(x) := Q \left( \frac{\sqrt{2}x}{\sqrt{n}} \right), \tag{2.3}
\]

for the 1-periodic function \(Q(x) := [x] - x + 1/2\), where \([x]\) denotes the integer part of \(x\).

The classical Cramer’s theorem [8, Theorem I.3] in the particular case of binomial random variables Bin\((m, 1/2)\) states that

\[
\lim_{m \to \infty} \frac{1}{m} \log \text{P}[\text{Bin}(m, 1/2) \geq m(a + o(1))] = -\mathcal{I}(a), \quad a \in (1/2, 1) \tag{2.4}
\]

and

\[
\lim_{m \to \infty} \frac{1}{m} \log \text{P}[\text{Bin}(m, 1/2) \leq m(a + o(1))] = -\mathcal{I}(a), \quad a \in (0, 1/2), \tag{2.5}
\]

where the information function \(\mathcal{I}(a)\) is given by

\[
\mathcal{I}(a) = \log 2 + a \log a + (1 - a) \log(1 - a), \quad a \in [0, 1]. \tag{2.6}
\]

Here, \(o(1)\) stands for any sequence tending to zero, as \(m \to \infty\). Throughout this paper, the notation \(\mathcal{I}\) will be used solely for the information function as defined in (2.6).

We shall also need a precise version of the above Cramer asymptotics. It can be deduced as a special case from the general theory of mod-phi convergence [18], in this case Theorem 3.2.2 from [18]. Let \((x_m)_{m \geq 0}\) be a sequence such that \(x_m \to x\) and \(mx_m \in \mathbb{N}\). Then, for all \(x \in (0, 1)\) it holds that

\[
\text{P}[\text{Bin}(m, 1/2) = mx_m] \sim \frac{e^{-m\mathcal{I}(x_m)}}{\sqrt{2\pi m}} \frac{1}{\sqrt{x(1-x)}}, \tag{2.7}
\]
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and for all \( x \in (1/2, 1) \), we have
\[
P[\text{Bin}(m, 1/2) \leq m(1 - x_m)] = P[\text{Bin}(m, 1/2) \geq mx_m] \sim \frac{e^{-m2(\lambda_m)}}{\sqrt{2\pi m}} \frac{1}{\sqrt{x'(1 - x)}} \frac{x}{2x - 1}. \tag{2.8}
\]
The same asymptotic formulas also follow, e.g., from [31, Theorem 6].
Moreover, we make use of the well-known Stirling’s formula for \( m! \), which says that
\[
m! \sim \sqrt{2\pi m} \left(\frac{m}{e}\right)^m.
\]

### 2.3 Convex cones, conic intrinsic volumes and quermassintegrals

For a set \( M \subset \mathbb{R}^d \), the positive hull \( \text{pos}M \) of \( M \) is defined as
\[
\text{pos}M := \left\{ \sum_{i=1}^{m} \lambda_i t_i : m \in \mathbb{N}, t_1, \ldots, t_m \in M, \lambda_1, \ldots, \lambda_m \geq 0 \right\}.
\]
A convex set \( C \subset \mathbb{R}^d \) is called a convex cone if \( \lambda C \) lies entirely in \( C \) for all \( \lambda \geq 0 \). In particular, \( \text{pos}M \) denotes the smallest convex cone containing \( M \). In the following, we shall be interested in polyhedral cones, that is positive hulls of finite sets, and the word cone always refers to a polyhedral cone. A supporting hyperplane for a cone \( C \) is a linear hyperplane \( H \) such that \( C \) lies entirely in one of the closed half-spaces bounded by \( H \). Then, the cones \( C \cap H \), where \( H \) is a supporting hyperplane, are called faces of the cone \( C \). By convention, the cone \( C \) is also a face of itself. A \( k \)-dimensional face of \( C \) is also called \( k \)-face, where the dimension of a face \( F \) (and for a convex set in general) is defined as the dimension of its affine hull. The set of all \( k \)-faces of \( C \) is denoted by \( \mathcal{F}_k(C) \), and the total number of distinct \( k \)-faces of \( C \) is \( f_k(C) := \#\mathcal{F}_k(C) \). The dual cone \( C^\circ \) of a cone \( C \subset \mathbb{R}^d \) is defined as
\[
C^\circ := \{ v \in \mathbb{R}^d : \langle v, x \rangle \leq 0 \ \forall \ x \in C \},
\]
where \( \langle \cdot, \cdot \rangle \) denotes the standard Euclidean scalar product.

Now, we briefly recall the definition of two geometric functionals of convex cones. For a cone \( C \subset \mathbb{R}^d \), the \( k \)-th conic intrinsic volume \( \upsilon_k(C) \) is defined as
\[
\upsilon_k(C) := \sum_{F \in \mathcal{F}_k(C)} P[\Pi_C(g) \in \text{relint}F], \quad k \in \{0, \ldots, d\}.
\]
Here, \( g \) is a \( d \)-dimensional standard Gaussian distributed random vector and \( \text{relint}F \) denotes the relative interior of \( F \), which is the set of all interior points of \( F \) relative to its linear hull. Also, \( \Pi_C(x) \), for a point \( x \in \mathbb{R}^d \), denotes the Euclidean projection of \( x \) onto \( C \), which is the unique point \( y \in C \) minimizing the Euclidean distance to \( x \). An equivalent definition of the conic intrinsic volumes using the spherical Steiner formula can be found in [35, Section 6.5]. For more background material and further properties we refer to [1, Section 2.2] and [35, Section 6.5].

For a cone \( C \subset \mathbb{R}^d \) that is not a linear subspace, the \( k \)-th conic quermassintegral of \( C \), for \( k \in \{0, \ldots, d\} \), is defined by
\[
U_k(C) := \frac{1}{2} P[C \cap W_{d-k} \neq \{0\}],
\]
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where \( W_{d-k} \) is a random \((d-k)\)-subspace uniformly distributed on the Grassmannian \( G(d, d-k) \) of all \((d-k)\)-dimensional linear subspaces of \( \mathbb{R}^d \) (the uniform distribution refers here to the unique rotation-invariant Haar probability measure). For a \( j \)-dimensional linear subspace \( L_j \subset \mathbb{R}^d \), we define

\[
U_k(L_j) = \begin{cases} 
1 & : j-k > 0 \text{ and odd}, \\
0 & : j-k \leq 0 \text{ or even}.
\end{cases}
\]

Note that the values of \( U_k \) for linear subspaces are chosen in such a way that the following linear relation between the conic intrinsic volumes and the conic quermassintegrals, called the conic Crofton formula, holds for each cone \( C \subset \mathbb{R}^d \):

\[
U_k(C) = \nu_{k+1}(C) + \nu_{k+3}(C) + \ldots,
\]

see, e.g., [35, p. 262]. If \( C \) is not a linear subspace, the quantity \( 2U_k(C) \) is also called \( k \)-th Grassmann angle of \( C \) and was introduced by Grünbaum [21]. For further properties of the conic quermassintegrals see also [24, Section 2].

3 Two models of random cones

We formally define the two models of random cones mentioned in the introduction and collect some known properties. In this section, let \( X_1, \ldots, X_n \) be independent and \( d \)-dimensional random vectors distributed according to a common probability distribution \( \phi \). We assume that \( \phi \) is even (meaning that it is invariant under reflections at the origin) and assigns measure zero to each \((d-1)\)-dimensional hyperplane in \( \mathbb{R}^d \). Also, we always assume that \( n \geq d \). Finally, we introduce the numbers

\[
C(n, d) := 2 \sum_{r=0}^{d-1} \binom{n-1}{r},
\]

which will often appear in our considerations.

3.1 The Donoho-Tanner random cones

The Donoho-Tanner random cone \( D_{n,d} \) is defined to be the positive hull of the vectors \( X_1, \ldots, X_n \). Equivalently, \( D_{n,d} \) can be described as the cone \( A\mathbb{R}^+_n \), where \( A \) is the \( d \times n \) random matrix with columns \( X_1, \ldots, X_n \) and \( \mathbb{R}^+_n = [0, \infty)^n \) is the positive orthant. It was shown by Donoho and Tanner in [12, Theorem 1.6] that

\[
\mathbb{E} f_k(D_{n,d}) = 1 - \frac{1}{2^{n-k-1}} \sum_{r=0}^{n-d-1} \binom{n-k-1}{r} = 1 - \frac{1}{2^{n-k}} C(n-k, n-d)
\]

for all \( k \in \{1, \ldots, d-1\} \). The dual cone of \( D_{n,d} \), which is defined as

\[
D_{n,d}^\circ := \{ x \in \mathbb{R}^d : \langle x, y \rangle \leq 0 \text{ for all } y \in D_{n,d} \},
\]

will be called the dual Donoho-Tanner random cone. It can equivalently be described as

\[
D_{n,d}^\circ = \{ v \in \mathbb{R}^d : \langle v, X_i \rangle \leq 0 \text{ for all } i = 1, \ldots, n \}.
\]
3.2 The Schläfli and Cover-Efron random cones

Consider $n \in \mathbb{N}$ independent linear random hyperplanes in $\mathbb{R}^d$ whose unit normal vectors are $X_1, \ldots, X_n$. By a formula of Schläfli [35, Lemma 8.2.1], these hyperplanes dissect $\mathbb{R}^d$ into $C(n,d)$ non-degenerate cones, with probability 1. The Schläfli random cone $S_{n,d}$ is a cone chosen uniformly at random from these $C(n,d)$ cones. Hug and Schneider [24] determined the expected number of $k$-faces, the expected conic intrinsic volumes as well as the expected conic quermassintegrals of $S_{n,d}$. For later purposes we only recall here the formula for the expected conic intrinsic volumes of the Schläfli random cone $S_{n,d}$ from [24, Corollary 4.3]:

$$
\mathbb{E}v_j(S_{n,d}) = \left\{ \begin{array}{ll}
\binom{n}{d-j} \frac{1}{C(n,d)} & : j \in \{1, \ldots, d\}, \\
\binom{n-1}{d-1} \frac{1}{C(n,d)} & : j = 0.
\end{array} \right.
$$

The dual of the cone $S_{n,d}$, which is defined as

$$
S_{n,d}^c := \{ x \in \mathbb{R}^d : \langle x, y \rangle \leq 0 \text{ for all } y \in S_{n,d} \},
$$

is called the Cover-Efron random cone and will be denoted by $C_{n,d}$. It can equivalently be described as the positive hull of $n$ independent random vectors $X_1, \ldots, X_n$ with distribution $\phi$, conditioned on the event that this cone is not the whole space $\mathbb{R}^d$. By Wendel’s formula [39] (see also [35, Theorem 8.2.1] and [29]), the probability of the event $\{D_{n,d} \neq \mathbb{R}^d\}$ is $C(n, d)/2^n$. That is, $C_{n,d}$ is the random cone with distribution given by $\mathbb{P}[C_{n,d} = \mathbb{R}^d] = 0$ and

$$
\mathbb{P}[C_{n,d} \in B] = \frac{2^n}{C(n,d)} \int_{(\mathbb{S}^d)^n} \mathbf{1}_{\{\text{pos}(x_1, \ldots, x_n) \in B\}} \phi^n(d(x_1, \ldots, x_n))
$$

for each Borel set $B$ in the space of cones that does not contain the element $\mathbb{R}^d$. Cover and Efron [6] have shown that

$$
\mathbb{E}f_k(C_{n,d}) = \frac{2^k \binom{n}{k} C(n-k, d-k)}{C(n,d)}
$$

holds for any $k \in \{0, \ldots, d-1\}$, see also [24, Corollary 4.1]. From [24, Corollaries 4.2, 4.3] it is also known that

$$
\mathbb{E}v_k(C_{n,d}) = \left\{ \begin{array}{ll}
\frac{n}{C(n,d)} & : k \in \{0, 1, \ldots, d-1\} \\
\frac{n-1}{C(n,d)} & : k = d.
\end{array} \right.
$$

and

$$
\mathbb{E}U_k(C_{n,d}) = \frac{C(n,d) - C(n,k)}{2C(n,d)}, \quad k \in \{1, \ldots, d\}.
$$

It is important to note that the two constructions of random cones we described are very similar in the following sense. The Cover-Efron random cone $C_{n,d}$ has the same distribution as the Donoho-Tanner random cone $D_{n,d}$ conditioned on the event that $D_{n,d} \neq \mathbb{R}^d$. Similarly, $S_{n,d}$ has the same distribution as $D_{n,d}^c$ conditioned on the event that $D_{n,d}^c \neq \{0\}$.
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4 Limit theorems for the expected face numbers

In this section, our goal is to understand the asymptotic behaviour of the expected number of $k$-faces of the random cones introduced in Section 3 in high dimensions, meaning that the number of vectors $n$, the dimension $d$, and in some cases also $k$ tend to infinity simultaneously and in a coordinated way.

4.1 Fixed face-dimension $k$

We start by considering the case where the face-dimension $k \in \mathbb{N}$ is fixed. Let $C_{n,d}$ be a Cover-Efron random cone. In Theorem 1.1 of [25], Hug and Schneider proved that if $n = n(d)$ is such that
\[
\frac{d}{n} \to \delta, \quad \text{as } d \to \infty,
\]
for a parameter $\delta \in [0,1]$, the Cover-Efron random cone satisfies the following threshold phenomenon:
\[
\lim_{d \to \infty} \frac{\mathbb{E}_f k(C_{n,d})}{\binom{n}{k}} = \begin{cases} 1 & : \delta \in (1/2,1], \\ (2\delta)^k & : \delta \in [0,1/2). \end{cases}
\]

In this section, we are going to further evaluate what happens in the critical case $\delta = 1/2$. In addition, in their Theorem 1.2, Hug and Schneider [25] proved that if $n = n(d)$ is such that $n - 2d$ stays bounded from above, as $d \to \infty$, then for every fixed $k \in \mathbb{N}$, one has that
\[
\lim_{d \to \infty} \frac{\mathbb{E}_f k(C_{n,d})}{\binom{n}{k}} = 1.
\]

In fact, Theorem 1.2 in [25] gives the same conclusion under weaker but more technical conditions. Hug and Schneider [25, p. 567] asked what happens under the weaker condition $n \sim 2d$. The next theorem addresses this question.

**Theorem 4.1.** Let $C_{n,d}$ be a Cover-Efron random cone. Suppose that $n = n(d)$ is such that
\[
\frac{d}{n} \to \frac{1}{2}, \quad \text{as } d \to \infty.
\]
Then, for every fixed $k \in \mathbb{N}$, it holds that
\[
\lim_{d \to \infty} \frac{\mathbb{E}_f k(C_{n,d})}{\binom{n}{k}} = 1.
\]

**Proof.** Let us first introduce the quantity
\[
Q_k(n,d) := \frac{\mathbb{P}[\text{Bin}(n-k,1/2) \leq d-k]}{\mathbb{P}[\text{Bin}(n,1/2) \leq d]}.
\]

By (3.4), we can write $\mathbb{E}_f k(C_{n,d})$ in terms of binomial probabilities:
\[
\frac{\mathbb{E}_f k(C_{n,d})}{\binom{n}{k}} = \frac{\mathbb{P}[\text{Bin}(n-k-1,1/2) \leq d-k-1]}{\mathbb{P}[\text{Bin}(n-1,1/2) \leq d-1]}.
\]
Assuming that $d/n \to 1/2$ our task is to prove that
\[ \lim_{d \to \infty} Q_k(n,d) = 1, \]

since we have $E f_k(C_{n,d})/\binom{n}{d} = Q_k(n-1, d-1)$ by (4.1), and the condition $n \sim 2d$ implies that $n-1 \sim 2(d-1)$.

The main difficulty is that the condition $n \sim 2d$ is too general and leaves open several possibilities for the asymptotic behaviour of the denominator and the numerator in the definition of $Q_k(n,d)$. More precisely, the limit $c := \lim_{d \to \infty} (\frac{d}{2} - d)/\sqrt{n}$ may be finite (in which case the denominator converges to $\Phi(-2c)$), it may be $-\infty$ (in which case the denominator converges to 1) or it may be $+\infty$ (in which case the denominator converges to 0), or it may not exist at all.

To determine the asymptotic behaviour of the denominator and the numerator in the case when both converge to 0, we shall use the the Cramér-Petrov theorem on moderate deviations obtained by Cramér [7] and subsequently strengthened in [17, 23, 30]; see also [32, Chapter VIII, § 2] and [26, Theorem 8.1.1]. The theorem is valid for sums of i.i.d. random variables. Here, we use it in the special case of the binomial distribution. To state the asymptotics, let $y_n > 0$ be a sequence such that $y_n/\sqrt{n} \to \infty$ and $y_n/n \to 0$. Then, we have
\[ P \left[ \text{Bin}(n,1/2) \leq \frac{n}{2} - y_n \right] \sim \frac{\sqrt{n}}{\sqrt{2\pi y_n}} \exp \left\{ -n \cdot J \left( \frac{y_n}{n} \right) \right\}, \quad \text{as } n \to \infty, \] (4.2)
where the information function $J(z) : [-\frac{1}{2}, +\frac{1}{2}] \to [0, \infty)$ is given by
\[ J(z) = \log 2 + \left( z + \frac{1}{2} \right) \log \left( z + \frac{1}{2} \right) + \left( \frac{1}{2} - z \right) \log \left( \frac{1}{2} - z \right). \]

We define the sequences
\[ y_n := \frac{n}{2} - d, \quad z_n := \frac{n}{2} - d + \frac{k}{2}. \] (4.3)

Then, our assumption $n \sim 2d$ implies that $y_n/n \to 0$, but in general we need not have $y_n/\sqrt{n} \to +\infty$. Therefore, we consider several cases.

**Case 1.** Assume first that $y_n/\sqrt{n} \to c \in \mathbb{R} \cup \{ -\infty \}$ as $n \to \infty$. Then, the central limit theorem for binomial random variables, applied twice, yields
\[ Q_k(n,d) = \frac{P \left[ \text{Bin}(n-k,1/2) \leq \frac{n-k}{2} - z_n \right]}{P \left[ \text{Bin}(n,1/2) \leq \frac{n}{2} - y_n \right]} \sim \frac{\Phi(-2c)}{\Phi(-2c)} = 1. \]

Note that the above argument applies if $c = -\infty$, in which case both the denominator and the numerator converge to $\Phi(+\infty) = 1$. Observe that in the case $c = +\infty$ (which we excluded above), the argument would break down because it would lead to an indeterminacy $0/0$. In the next step we shall resolve the indeterminacy by using the Cramér-Petrov asymptotics.

**Case 2.** Assume now that $y_n/\sqrt{n} \to +\infty$, which also implies that $z_n/\sqrt{n} \to +\infty$ and $z_n = y_n + \frac{k}{2} \sim y_n$. Applying the Cramér-Petrov asymptotics (4.2) twice, we have
\[ Q_k(n,d) = \frac{P \left[ \text{Bin}(n-k,1/2) \leq \frac{n-k}{2} - z_n \right]}{P \left[ \text{Bin}(n,1/2) \leq \frac{n}{2} - y_n \right]} \sim \frac{\sqrt{n-k}}{\sqrt{2\pi z_n}} \exp \left\{ -\frac{n-k}{2} \cdot J \left( \frac{z_n}{n-k} \right) \right\}, \]

\[ \sim \frac{\sqrt{n}}{\sqrt{2\pi y_n}} \exp \left\{ -n \cdot J \left( \frac{y_n}{n} \right) \right\}. \]
It follows from $y_n \sim z_n$ and $n-k \sim n$ that

$$Q_k(n,d) \sim \exp\left\{ n \cdot \mathcal{I} \left( \frac{y_n}{n} \right) - (n-k) \cdot \mathcal{I} \left( \frac{z_n}{n-k} \right) \right\}.$$ 

The condition $n \sim 2d$ implies that $y_n = o(n)$ and $z_n = o(n)$, hence $z_n/(n-k) \to 0$ and $k \mathcal{I}(z_n/(n-k)) \to 0$. It follows that the above result can be simplified to

$$Q_k(n,d) \sim \exp\left\{ n \mathcal{I} \left( \frac{y_n}{n} \right) - n \mathcal{I} \left( \frac{z_n}{n-k} \right) \right\}.$$ 

By (4.3) we have

$$\frac{z_n}{n-k} = \frac{y_n}{n} \cdot \frac{1}{1-k} + \frac{k}{2(n-k)} = \frac{y_n}{n} \left( 1 + O \left( \frac{1}{n} \right) \right) + O \left( \frac{1}{n} \right) = \frac{y_n}{n} + O \left( \frac{1}{n} \right)$$

since $y_n/n \to 0$. By the mean value theorem, for some sequence $\xi_n \to 0$ sandwiched between $y_n/n$ and $z_n/(n-k)$, we have

$$\mathcal{I} \left( \frac{y_n}{n} \right) - \mathcal{I} \left( \frac{z_n}{n-k} \right) = O \left( \frac{1}{n} \right),$$

where we also used that $\mathcal{I}'(\xi_n) = O(\xi_n)$ by the Taylor expansion of $\mathcal{I}$ at 0 and then that $y_n/n$ and $z_n/(n-k)$ are asymptotically equivalent implying that $\xi_n \sim y_n/n$. Altogether, it follows that

$$Q_k(n,d) = (1 + o(1)) \exp\left\{ nO \left( \frac{y_n}{n^2} \right) \right\} = (1 + o(1)) \exp\left\{ O \left( \frac{y_n}{n} \right) \right\} \to 1,$$

because $y_n/n \to 0$. This completes the proof under the assumption $y_n/\sqrt{n} \to +\infty$.

**Case 3.** In the previous two steps we proved our claim in the case when the limit of $y_n/\sqrt{n}$ exists in $\mathbb{R} \cup \{+\infty, -\infty\}$. In general, the limit need not exist. To treat this case, we use the subsequence argument. Assume by contraposition that the limit of $Q_k(n,d)$ over some subsequence of $d$’s is not equal to 1 or does not exist. Extracting a further subsequence, we may assume that $y_n/\sqrt{n}$ has a limit in $\mathbb{R} \cup \{+\infty, -\infty\}$. Then, we apply either Step 1 or Step 2, implying that over this subsequence $Q_d(n,d)$ converges to 1, which is a contradiction. 

In Theorem 1.3 of [25] Hug and Schneider also proved that if $n = 2d$, then for all fixed $k \in \mathbb{N}$, one has that

$$\lim_{d \to \infty} \sqrt{d} \left( 1 - \frac{E_k(C_{n,d})}{\binom{n}{k}} \right) = \frac{k}{\sqrt{\pi}}$$

The next theorem refines this result by looking more closely into the critical window.

**Theorem 4.2.** Let $C_{n,d}$ be a Cover-Efron random cone. Suppose that $n = n(d)$ is such that

$$n = 2d + c\sqrt{d} + o(\sqrt{d}), \quad \text{as } d \to \infty,$$

where $c > 0$ is a constant.
we find the following convergence for the denominator:

\[
\lim_{d \to \infty} \sqrt{d} \left( 1 - \frac{E f_k(C_{n,d})}{\binom{n}{k}} \right) = \frac{e^{-c^2/4}}{\Phi(-c/\sqrt{2})} \cdot \frac{k}{2\sqrt{\pi}}
\]

for all fixed \(k \in \mathbb{N}\).

**Proof.** Let \(n = 2d + c\sqrt{d} + o(\sqrt{d})\) as \(d \to \infty\). In view of (4.1), we obtain

\[
1 - \frac{E f_k(C_{n,d})}{\binom{n}{k}} = \frac{P[\text{Bin}(n-1,1/2) \leq d - 1]}{P[\text{Bin}(n-1,1/2) \leq d - k - 1]} - \frac{P[\text{Bin}(n-k-1,1/2) \leq d - k - 1]}{P[\text{Bin}(n-1,1/2) \leq d - 1]}.
\]

(4.4)

Defining \(Z_n := (2\text{Bin}(n,1/2) - n)/\sqrt{n}\) and using the central limit theorem for the binomial distribution, we find the following convergence for the denominator:

\[
P[\text{Bin}(n-1,1/2) \leq d - 1] = P\left[Z_{n-1} \leq \frac{2(d-1) - (n-1)}{\sqrt{n-1}}\right]
= P\left[Z_{n-1} \leq -\frac{c}{\sqrt{2}} + o(1)\right] \rightarrow \Phi\left(-\frac{c}{\sqrt{2}}\right).
\]

In order to obtain the asymptotic behaviour of the numerator of (4.4), we define the sequences \((c_n)_{n \geq 0}\) and \((d_n)_{n \geq 0}\) by

\[
c_n := \frac{2d - n - 1}{\sqrt{n-1}} \quad \text{and} \quad d_n := \frac{2d - k - n - 1}{\sqrt{n-k-1}}.
\]

Note that both sequences converge to \(-c/\sqrt{2}\) as \(d \to \infty\). Then, we can use the asymptotic expansion (2.2) to obtain

\[
P[\text{Bin}(n-1,1/2) \leq d - 1] - P[\text{Bin}(n-k-1,1/2) \leq d - k - 1]
= \Phi(c_n) - \Phi(d_n) + \frac{\sqrt{2}}{\sqrt{\pi(n-1)}} \psi_{n-1}(c_n)e^{-c^2/4} - \frac{\sqrt{2}}{\sqrt{\pi(n-k-1)}} \psi_{n-k-1}(d_n)e^{-c^2/4} + o\left(\frac{1}{\sqrt{n}}\right).
\]

Inserting \(c_n\) and \(d_n\) into the definitions of \(\psi_{n-1}\) and \(\psi_{n-k-1}\), respectively (see (2.3)), yields \(\psi_{n-1}(c_n) = \sqrt{2}/\sqrt{\pi(n-1)}\) and \(\psi_{n-k-1}(d_n) = \sqrt{2}/\sqrt{\pi(n-k-1)}\), and thus

\[
P[\text{Bin}(n-1,1/2) \leq d - 1] - P[\text{Bin}(n-k-1,1/2) \leq d - k - 1]
= \Phi(c_n) - \Phi(d_n) + o\left(\frac{1}{\sqrt{n}}\right).
\]

(4.5)

Using the mean value theorem for the continuous and differentiable function \(\Phi\) yields that we can find a sequence \((\xi_n)_{n \geq 0}\) such that \(\xi_n\) lies between \(c_n\) and \(d_n\), and satisfies

\[
\Phi(c_n) - \Phi(d_n) = (c_n - d_n)\Phi'(\xi_n).
\]
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Since both sequences \((c_n)_{n \geq 0}\) and \((d_n)_{n \geq 0}\) converge to \(-c/\sqrt{2}\), as \(d \to \infty\), we have that

\[
\lim_{n \to \infty} \Phi'(\xi_n) = \Phi'\left(-\frac{c}{\sqrt{2}}\right) = \frac{1}{\sqrt{2\pi}}e^{-c^2/4}.
\]

Hence, it is left to determine the asymptotics of the difference \(c_n - d_n\). We can write

\[
c_n = \frac{1}{\sqrt{n}} \frac{2d - n - 1}{\sqrt{1 - \frac{1}{n}}} \quad \text{and} \quad d_n = \frac{1}{\sqrt{n}} \frac{2d - k - n - 1}{\sqrt{1 - \frac{k}{n}}}.
\]

Using that \((1 + x)^a = 1 + ax + o(x)\) as \(x \to 0\), we obtain

\[
\frac{1}{\sqrt{1 - \frac{1}{n}}} = 1 + \frac{1}{2n} + o\left(\frac{1}{n}\right) \quad \text{and} \quad \frac{1}{\sqrt{1 - \frac{k}{n}}} = 1 + \frac{k - 1}{2n} + o\left(\frac{1}{n}\right).
\]

This yields

\[
c_n = \frac{2d - n - 1}{\sqrt{n}} + \frac{2d - n - 1}{2n^{3/2}} + o\left(\frac{1}{\sqrt{n}}\right)
\]

and

\[
d_n = \frac{2d - n - 1}{\sqrt{n}} - \frac{k}{\sqrt{n}} + \frac{(2d - k - n - 1)(k - 1)}{2n^{3/2}} + o\left(\frac{1}{\sqrt{n}}\right).
\]

Thus, we obtain the following expansion for the difference of \(c_n\) and \(d_n\):

\[
c_n - d_n = \frac{k}{\sqrt{n}} + o\left(\frac{1}{\sqrt{n}}\right).
\]

Inserting the results into (4.5) yields

\[
P[\text{Bin}(n - 1, 1/2) \leq d - 1] - P[\text{Bin}(n - k - 1, 1/2) \leq d - k - 1] = \frac{k}{\sqrt{2\pi n}} e^{-c^2/4} + o\left(\frac{1}{\sqrt{n}}\right).
\]

Combining this with (4.4) leads to

\[
\sqrt{d} \left(1 - \frac{E_{f_k(C_{n,d})}}{\binom{d}{k}}\right) \sim \sqrt{d} \cdot \frac{k}{\sqrt{2\pi n}} e^{-c^2/4} \cdot \frac{1}{\Phi(-c/\sqrt{2})}.
\]

Finally, the fact that \(\sqrt{d}/\sqrt{n} \to 1/\sqrt{2}\) proves the claim.

The case of the Donoho-Tanner random cone \(D_{n,d}\) is much simpler. The next result is similar to [25, Theorem 1.1], but deals with \(E_{f_k(D_{n,d})}\), and is essentially present in [12]. We state it for completeness.
Proposition 4.3. Let $D_{n,d}$ be a Donoho-Tanner random cone. Suppose that $n = n(d)$ is such that
\[
\frac{d}{n} \to \delta, \quad \text{as } d \to \infty,
\]
for a parameter $\delta \in [0, 1]$. Then, it holds that
\[
\lim_{d \to \infty} \mathbb{E}_{f_k(D_n,d)}(\binom{n}{k}) = \begin{cases} 
1 & : \delta \in (1/2, 1], \\
0 & : \delta \in [0, 1/2). 
\end{cases}
\]
In the critical case where
\[
n = 2d + c\sqrt{d} + o(\sqrt{d}), \quad \text{as } d \to \infty,
\]
for some parameter $c \in \mathbb{R}$, we have
\[
\lim_{d \to \infty} \mathbb{E}_{f_k(D_n,d)}(\binom{n}{k}) = \Phi\left(-\frac{c}{\sqrt{2}}\right).
\]

Proof. By (3.2), we can write $\mathbb{E}_{f_k(D_n,d)}(\binom{n}{k})$ in terms of binomial probabilities:
\[
\mathbb{E}_{f_k(D_n,d)}(\binom{n}{k}) = 1 - \mathbb{P}[\text{Bin}(n-k, 1/2) < n-d] = \mathbb{P}[\text{Bin}(n-k, 1/2) \geq n-d]. \quad (4.6)
\]
Since $(n-d)/(n-k-1) = (1-\delta) + o(1)$, we can use the law of large numbers to obtain
\[
\lim_{d \to \infty} \mathbb{E}_{f_k(D_n,d)}(\binom{n}{k}) = \mathbb{P}[\text{Bin}(n-k, 1/2) \geq (1-\delta + o(1))(n-k-1)] = \begin{cases} 
1 & : \delta \in (1/2, 1], \\
0 & : \delta \in [0, 1/2), 
\end{cases}
\]
which proves the first claim.

In the critical case $n = 2d + c\sqrt{d} + o(\sqrt{d})$, for a parameter $c \in \mathbb{R}$, we can define $Z_n := (2\text{Bin}(n, 1/2) - n)/\sqrt{n}$ and use the central limit theorem for binomial random variables to get
\[
\mathbb{E}_{f_k(D_n,d)}(\binom{n}{k}) = \mathbb{P}\left[Z_{n-k-1} \geq \frac{2(n-d) - (n-k-1)}{\sqrt{n-k-1}}\right] = \mathbb{P}\left[Z_{n-k-1} \geq \frac{c}{\sqrt{2}} + o(1)\right] \to \Phi\left(-\frac{c}{\sqrt{2}}\right),
\]
which completes the proof. 

4.2 Increasing face-dimension $k$

In this section our goal is to understand the asymptotic behaviour of the expected face numbers when not only $n = n(d)$ but also $k = k(d)$ is a function of $d$ and all parameters tend to infinity in a coordinated way. The next theorem extends and considerably refines Theorem 1.7 of [25].
Theorem 4.4. Let $C_{n,d}$ be a Cover-Efron random cone. Suppose that $k = k(d)$ and $n = n(d)$ are such that
\[
\frac{d}{n} \to \delta \quad \text{and} \quad \frac{k}{d} \to \rho, \quad \text{as } d \to \infty, \quad (4.7)
\]
for $\delta \in (0, 1)$ and $\rho \in (0, 1)$. Then, it holds that
\[
\lim_{d \to \infty} \frac{E_{f_k}(C_{n,d})}{\binom{n}{k}} = \begin{cases} 
1 : \delta > 1/2 \text{ and } \rho < 2 - 1/\delta, \\
0 : \delta > 1/2 \text{ and } \rho > 2 - 1/\delta, \\
0 : \delta \leq 1/2.
\end{cases} \quad (4.8)
\]
Furthermore, if $\delta > 1/2$ and
\[
n = \frac{d}{\delta} + c\sqrt{d} + o(\sqrt{d}) \quad \text{and} \quad k = \left(2 - \frac{1}{\delta}\right)d + b\sqrt{d} + o(\sqrt{d}), \quad \text{as } d \to \infty, \quad (4.9)
\]
for parameters $c, b \in \mathbb{R}$, then it holds that
\[
\lim_{d \to \infty} \frac{E_{f_k}(C_{n,d})}{\binom{n}{k}} = \Phi\left(-\frac{c + b}{\sqrt{2/\delta - 2}}\right).
\]
In the case where
\[
n = 2d + c\sqrt{d} + o(\sqrt{d}) \quad \text{and} \quad k = b\sqrt{d} + o(\sqrt{d}), \quad \text{as } d \to \infty, \quad (4.10)
\]
for constants $c \in \mathbb{R}$ and $b \geq 0$, it holds that
\[
\lim_{d \to \infty} \frac{E_{f_k}(C_{n,d})}{\binom{n}{k}} = \frac{\Phi\left(-\frac{(c + b)/\sqrt{2}}\right)}{\Phi\left(-\frac{c/\sqrt{2}}\right)}.
\]
Remark 4.5. (i) Note that an analogous result to (4.8) for the Donoho-Tanner random cone was proven in [12, Theorem 1.2].

(ii) Hug and Schneider [25] proved (4.8) using various inequalities for the binomial coefficients. We provide a different, more conceptual and probabilistic, proof using the representation of $E_{f_k}(C_{n,d})$ as binomial probabilities, which allows us to build on probabilistic limit theorems.

Proof of Theorem 4.4. Recall from (4.1) that
\[
\frac{E_{f_k}(C_{n,d})}{\binom{n}{k}} = \frac{P[\text{Bin}(n-k-1,1/2) \leq d-k-1]}{P[\text{Bin}(n-1,1/2) \leq d-1]}. \quad (4.11)
\]
Assume that (4.7) holds true. We start with the case $\delta > 1/2$. The law of large numbers implies that
\[
\lim_{d \to \infty} P[\text{Bin}(n-1,1/2) \leq d-1] = 1.
\]
Putting \( a := \frac{1 - \rho}{1/\delta - \rho} \), we observe that
\[
\frac{d - k - 1}{n - k - 1} = a + o(1).
\]
Since \( a > 1/2 \) is equivalent to \( \rho < 2 - 1/\delta \), we obtain that
\[
\lim_{d \to \infty} \mathbf{P}[\text{Bin}(n - k - 1, 1/2) \leq d - k - 1] = \begin{cases} 1 & : \rho < 2 - 1/\delta, \\ 0 & : \rho > 2 - 1/\delta, \end{cases}
\]
by the law of large numbers. Inserting both limits into (4.11) proves the case \( \delta > 1/2 \).

For \( \delta \leq 1/2 \), we need to show that \( \lim_{d \to \infty} \mathbf{E}_{f_k}(C_{n,d})/\binom{n}{k} = 0 \). At first consider the case \( \delta \in (0, 1/2) \).

Then, \( a \in (0, 1/2) \) and we can apply the asymptotic equivalence (2.8) in both the numerator and the denominator of (4.11). This yields
\[
\frac{\mathbf{E}_{f_k}(C_{n,d})}{\binom{n}{k}} \sim C(\delta, \rho) \cdot \exp\left\{ -n \left( \frac{n - k - 1}{n} \mathcal{I}(\tfrac{d - k - 1}{n - k - 1}) - \left( \frac{n - 1}{n} \right) \mathcal{I}(\tfrac{d - 1}{n - 1}) \right) \right\}
\]
where \( C(\delta, \rho) > 0 \) is a constant which only depends on \( \delta \) and \( \rho \). Note that \( \mathcal{I} \) again denotes the information function (2.6). Thus, it suffices to prove that
\[
(1 - \rho \delta) \mathcal{I}(a) - \mathcal{I}(\delta) > 0,
\]
or equivalently, that
\[
\frac{\mathcal{I}(a)}{\mathcal{I}(\delta)} > \frac{1}{1 - \rho \delta}.
\]
Using the convexity of the information function \( \mathcal{I} \) and the fact that \( a < \delta < 1/2 \) and \( \mathcal{I}(1/2) = 0 \), it follows that
\[
\mathcal{I}(a) \geq \mathcal{I}(\delta) \frac{1/2 - a}{1/2 - \delta}.
\]
Thus, it remains to show that
\[
\frac{1/2 - a}{1/2 - \delta} - \frac{1}{1 - \rho \delta} > 0.
\]
With some elementary transformations, we obtain
\[
\frac{1/2 - a}{1/2 - \delta} - \frac{1}{1 - \rho \delta} = \frac{1 + \rho \delta - 2 \delta}{(1 - \rho \delta)(1 - 2 \delta)} - \frac{1}{1 - \rho \delta} = \frac{\rho \delta}{(1 - \rho \delta)(1 - 2 \delta)} > 0,
\]
which completes the proof of the case \( \delta \in (0, 1/2) \).

In the case \( \delta = 1/2 \), take an \( \varepsilon \in (0, 1) \) and use (4.11) to obtain
\[
\mathbb{E}_{f_k}(C_{n,d}) \left( \begin{array}{c} n \\ k \end{array} \right) = \frac{\mathbb{P}[\text{Bin}(n - k - 1, 1/2) \leq \frac{d-k-1}{n-k-1} (n-k-1)]}{\mathbb{P}[\text{Bin}(n-1, 1/2) \leq \frac{d-1}{n-1} (n-1)]} \leq \frac{\mathbb{P}[\text{Bin}(n-k-1, 1/2) \leq \frac{d-k-1}{n-k-1} (n-k-1)]}{\mathbb{P}[\text{Bin}(n-1, 1/2) \leq \frac{(1-\varepsilon)d-1}{n-1} (n-1)]}.
\]

Again, applying (2.8) this yields
\[
\mathbb{P}[\text{Bin}(n-k-1, 1/2) \leq \frac{d-k-1}{n-k-1} (n-k-1)] \sim_{d \to \infty} D(\rho, \varepsilon) \cdot \exp \left\{ -n \left( \frac{n-k-1}{n} \right) \mathcal{J} \left( \frac{d-k-1}{n-k-1} \right) - \left( \frac{n-1}{n} \right) \mathcal{J} \left( \frac{1-\varepsilon d-1}{n-1} \right) \right\}
\]
\[
\sim_{d \to \infty} D(\rho, \varepsilon) \cdot \exp \left\{ -n \left( \frac{1-\rho}{2} \right) \mathcal{J}(a) - \mathcal{J} \left( \frac{1-\varepsilon}{2} \right) + o(1) \right\},
\]
where \( D(\rho, \varepsilon) \) is some constant which only depends on \( \rho \) and \( \varepsilon \). Since \( a < \delta = 1/2 \), we can choose \( \varepsilon > 0 \) sufficiently close to zero, such that
\[
\left( 1 - \frac{\rho}{2} \right) \mathcal{J}(a) > \mathcal{J} \left( \frac{1-\varepsilon}{2} \right).
\]

This proves the claim.

Now, consider the regime (4.9). Since \( \delta > 1/2 \), it holds that
\[
\lim_{d \to \infty} \mathbb{P}[\text{Bin}(n-1, 1/2) \leq d - 1] = 1.
\]

Defining \( Z_n := (2\text{Bin}(n, 1/2) - n) / \sqrt{n} \), yields
\[
\mathbb{P}[\text{Bin}(n-k-1, 1/2) \leq d-k-1] = \mathbb{P} \left[ Z_{n-k-1} \leq \frac{2(d-k-1) - (n-k-1)}{\sqrt{n-k-1}} \right].
\]

Since
\[
n-k-1 = \left( \frac{2}{\delta} - 2 \right)d + (c-b)\sqrt{d} + o(\sqrt{d})
\]
and
\[
2(d-k-1) - (n-k-1) = -(c+b)\sqrt{d} + o(\sqrt{d}),
\]
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we have
\[
P[\text{Bin}(n-k-1, 1/2) \leq d - k - 1] = P \left[ Z_{n-k-1} \leq - \frac{c + b}{\sqrt{2/\delta - 2}} + o(1) \right] \longrightarrow \Phi \left( - \frac{c + b}{\sqrt{2/\delta - 2}} \right),
\]
following from the central limit theorem for the binomial distribution. Combining this with (4.11) yields the claim.

Finally, consider the regime (4.10). Similarly to the previous case, we obtain
\[
P[\text{Bin}(n - 1, 1/2) \leq d - 1] = P \left[ Z_{n-1} \leq - \frac{2(d-1) - (n-1)}{\sqrt{n-1}} \right]
= P \left[ Z_{n-1} \leq - \frac{c}{\sqrt{2}} + o(1) \right] \longrightarrow \Phi \left( - \frac{c}{\sqrt{2}} \right)
\]
and in the same way also
\[
P[\text{Bin}(n-k-1, 1/2) \leq d - k - 1] = P \left[ Z_{n-k-1} \leq - \frac{2(d-k-1) - (n-k-1)}{\sqrt{n-k-1}} \right]
= P \left[ Z_{n-k-1} \leq - \frac{c + b}{\sqrt{2}} + o(1) \right] \longrightarrow \Phi \left( - \frac{c + b}{\sqrt{2}} \right).
\]
Combining this with (4.11) completes the proof. \qed

### 4.3 Large deviation principles

In this section, we state a kind of large deviation principle for the expected face numbers of both \(D_{n,d}\) and \(C_{n,d}\), as \(n\), \(d\) and \(k\) tend to infinity in a linearly coordinated way. That is, we consider the regime where \(k = k(d)\) and \(n = n(d)\) are such that
\[
\frac{k}{d} \rightarrow \rho \quad \text{and} \quad \frac{d}{n} \rightarrow \delta, \quad \text{as} \quad d \rightarrow \infty, \tag{4.12}
\]
for parameters \(\rho, \delta \in (0, 1)\). We start with the result for the expected number of \(k\)-faces of \(D_{n,d}\). It is illustrated in Figure 1 and uncovers a threshold phenomenon around the point where \(\rho = 2 - 1/\delta\).

**Theorem 4.6.** Consider the Donoho-Tanner random cone \(D_{n,d}\) and suppose that (4.12) holds. Then
\[
\lim_{d \rightarrow \infty} \frac{1}{d} \log \mathbf{E}_k(D_{n,d}) = \begin{cases} 
- \frac{1}{\delta} \log(2 - 2\delta) + \rho \log \left( \frac{2}{\rho} - 2 \right) + \log \left( \frac{\frac{1}{\rho} - \delta}{\frac{1}{\rho} - 1} \right) & : \rho > 2 - 1/\delta, \\
\frac{1}{\delta} \log \frac{1}{\delta} - \rho \log \rho - \left( \frac{1}{\delta} - \rho \right) \log \left( \frac{1}{\delta} - \rho \right) & : \rho < 2 - 1/\delta.
\end{cases}
\]

**Proof.** Recalling that Bin\((m,p)\) stands for a binomial random variable with parameters \(m \in \mathbb{N}\) and \(p \in (0,1)\), the expression in (3.2) can be rewritten in the form
\[
\mathbf{E}_k(D_{n,d}) \binom{n}{k} = 1 - P[\text{Bin}(n-k-1, 1/2) < n-d] = P[\text{Bin}(n-k-1, 1/2) \geq n-d].
\]
The second summand on the right-hand side, divided by $\delta$ due to (2.6). To conclude the result in this case, it remains to observe that $\rho$ and observe that, as $d \to \infty$, we have $n - d = (n - k - 1)\rho(1)$. Assuming first that $a > 1/2$, which is equivalent to $\rho > 2 - 1/\delta$, we may now apply (2.4) with $m = n - k - 1$ to conclude that

$$\lim_{d \to \infty} 1/d \log P[\text{Bin}(n - k - 1, 1/2) \geq n - d]$$

$$= \lim_{d \to \infty} 1/d \log P[\text{Bin}[n - k - 1, 1/2] \geq (n - k - 1)(1 + o(1))]$$

$$= \lim_{n \to \infty} \frac{n - k - 1}{d} \log P[\text{Bin}[n - k - 1, 1/2] \geq (n - k - 1)(1 + o(1))]$$

$$= -\left(\frac{1}{\delta} - \rho\right) f(a),$$

since $(n - k - 1)/d$ tends to $(1/\delta) - \rho$, as $d \to \infty$, by assumption (4.12). Note that $f(a)$ is given by

$$f(a) = -\frac{1}{\delta} \left[ \log \left( \frac{1 - \delta}{2 - 2\delta} \right) + \delta \log \left( \frac{1 - \delta}{\delta(1 - \rho)} \right) + \delta \rho \log \left( \frac{2\delta(1 - \rho)}{1 - \delta\rho} \right) \right],$$

due to (2.6). To conclude the result in this case, it remains to observe that

$$\log E_f(x) = \log \frac{E_f(x)(D_{n,d})}{(n/k)} + \log \left( \frac{n}{k} \right).$$

The second summand on the right-hand side, divided by $d$, converges to the following function depending on $\delta$ and $\rho$:

$$\lim_{d \to \infty} \frac{1}{d} \log \left( \frac{n}{k} \right) = \frac{1}{\delta} \log \frac{1}{\delta} - \rho \log \rho - \left( \frac{1}{\delta} - \rho \right) \log \left( \frac{1}{\delta} - \rho \right) =: \mathcal{J}(\delta, \rho). \quad (4.13)$$
Indeed, using three times Stirling’s formula together with our assumption on the linear growth of \( k \) and \( n \) relative to \( d \) we see that

\[
\lim_{d \to \infty} \frac{1}{d} \log \binom{n}{k} = \lim_{d \to \infty} \frac{1}{d} \log \frac{(n/e)^n}{(k/e)^k ((n-k)/e)^{n-k}} = \lim_{d \to \infty} \frac{1}{d} \left[ \frac{d}{\delta} \log \frac{d}{\delta} - \rho d \log(\rho d) - d \left( \frac{1}{\delta} - \rho \right) \log \left( d \left( \frac{1}{\delta} - \rho \right) \right) \right] = \frac{1}{\delta} \log \frac{1}{\delta} - \rho \log \rho - \left( \frac{1}{\delta} - \rho \right) \log \left( \frac{1}{\delta} - \rho \right) .
\]

Thus, using (4.13) we conclude that

\[
\lim_{d \to \infty} \frac{1}{d} \log E_{f_k}(D_{n,d}) = \lim_{d \to \infty} \frac{1}{d} \log \frac{E_{f_k}(D_{n,d})}{\binom{n}{k}} + \lim_{d \to \infty} \frac{1}{d} \log \binom{n}{k} = -(\frac{1}{\delta} - \rho)J(a) + J(\delta, \rho).
\]

Simplifying this expression yields the result.

On the other hand, if \( a < 1/2 \), which is equivalent to \( \rho < 2 - 1/\delta \), we have that

\[
\lim_{d \to \infty} \frac{1}{d} \log E_{f_k}(D_{n,d}) = \lim_{d \to \infty} \frac{1}{d} \log \frac{E_{f_k}(D_{n,d})}{\binom{n}{k}} + \lim_{d \to \infty} \frac{1}{d} \log \binom{n}{k} = 0 + J(\delta, \rho).
\]

This completes the argument. \( \square \)

Our next result is the analogue to Theorem 4.6 in the Cover-Efron case with the same assumption on the growth of \( n, d \) and \( k \). It is illustrated in Figure 2.

**Theorem 4.7.** Consider the Cover-Efron random cone \( C_{n,d} \) and suppose that (4.12) holds. Then

\[
\lim_{d \to \infty} \frac{1}{d} \log E_{f_k}(C_{n,d}) = \begin{cases} 
\frac{1}{\delta} \log \frac{1}{\delta} - \rho \log \rho - \left( \frac{1}{\delta} - \rho \right) \log \left( \frac{1}{\delta} - \rho \right) : \delta > \frac{1}{2} \text{ and } \rho < 2 - \frac{1}{\delta}, \\
-\frac{1}{\delta} \log(2 - 2\delta) + \rho \log \left( \frac{2}{\rho} - 2 \right) + \log \left( \frac{1-\delta}{\delta(1-\rho)} \right) : \delta > \frac{1}{2} \text{ and } \rho > 2 - \frac{1}{\delta}, \\
\rho \log \left( \frac{2}{\rho} - 2 \right) - \log(1-\rho) : \delta < \frac{1}{2}.
\end{cases}
\]

**Proof.** Like in the proof of Theorem 4.4, we put

\[
a := \frac{1 - \rho}{1/\delta - \rho}
\]

and obtain \( d - k - 1 = (a + o(1))(n - k - 1) \). Using the representation (4.1) of \( E_{f_k}(C_{n,d}) \) as binomial coefficients yields

\[
\frac{1}{d} \log \frac{E_{f_k}(C_{n,d})}{\binom{n}{k}} = \frac{1}{d} \log P[\text{Bin}(n-k-1, 1/2) \leq d-k-1] - \frac{1}{d} \log P[\text{Bin}(n-1, 1/2) \leq d-1] = \frac{n-k-1}{d} \frac{1}{n-k-1} \log P[\text{Bin}(n-k-1, 1/2) \leq (n-k-1)(a+o(1))] - \frac{n-1}{d} \frac{1}{n-1} \log P[\text{Bin}(n-1, 1/2) \leq (n-1)(\delta+o(1))].
\]
Since \((n-k-1)/d \to (1/\delta) - \rho\) and \((n-1)/d \to 1/\delta\), as \(d \to \infty\), we conclude from (2.5) that
\[
\lim_{d \to \infty} \frac{1}{d} \log \frac{E(f_{k}(C_{n,d})}{(n \choose k)} = -\left(\frac{1}{\delta} - \rho\right) I(a) + \frac{1}{\delta} \mathcal{J}(\delta)
\]
provided that \(a < 1/2\) and \(\delta < 1/2\). Since \(a < 1/2\) is equivalent to \(\rho > 2 - 1/\delta\), the latter condition is automatically fulfilled as long as \(\delta < 1/2\). Note that the function \(\mathcal{J}(a)\) is defined in (2.6). Now, assume that still \(\delta > 1/2\), but \(a < 1/2\). Then
\[
\lim_{d \to \infty} \frac{1}{d} \log \frac{E(f_{k}(C_{n,d})}{(n \choose k)} = -\left(\frac{1}{\delta} - \rho\right) \mathcal{J}(a).
\]
On the other hand, if \(a > 1/2\) and \(\delta > 1/2\), then the limit is just zero. Combining these observations with (4.13), we obtain that
\[
\lim_{d \to \infty} \frac{1}{d} \log E(f_{k}(C_{n,d}) = \lim_{d \to \infty} \frac{1}{d} \log \frac{E(f_{k}(C_{n,d})}{(n \choose k)} + \lim_{d \to \infty} \frac{1}{d} \log \binom{n}{k}
\]
\[
= \begin{cases} 
\mathcal{J}(\delta, \rho) & : \delta > \frac{1}{2} \text{ and } \rho < 2 - \frac{1}{\delta}, \\
-\left(\frac{1}{\delta} - \rho\right) \mathcal{J}(a) + \frac{1}{\delta} \mathcal{J}(\delta) & : \delta > \frac{1}{2} \text{ and } \rho > 2 - \frac{1}{\delta}, \\
-\left(\frac{1}{\delta} - \rho\right) \mathcal{J}(a) + \frac{1}{\delta} \mathcal{J}(\delta) + \mathcal{J}(\delta, \rho) & : \delta < \frac{1}{2},
\end{cases}
\]
where \(\mathcal{J}(\delta, \rho)\) is defined in (4.13). Simplification of the right hand side completes the argument.

### 4.4 Application to random Gale diagrams

A new model to generate combinatorially isomorphic polytopes by choosing their so-called Gale diagram at random has recently been introduced by Schneider [34], taking up a suggestion of Gale [19]. For completeness we recall that with \(n \geq d + 1\) points \(x_1, \ldots, x_n \in \mathbb{R}^d\) with affine hull equal to \(\mathbb{R}^d\) one can associate points \(\tilde{x}_1, \ldots, \tilde{x}_n \in \mathbb{R}^{n-d-1}\) which linearly span \(\mathbb{R}^{n-d-1}\), a so-called Gale transform of \(x_1, \ldots, x_n\).
as follows. Consider the \((d+1) \times n\)-matrix

\[
A := \begin{pmatrix}
1 & 1 & \cdots & 1 \\
x_1 & x_2 & \cdots & x_n
\end{pmatrix}.
\]

By assumption on \(x_1, \ldots, x_n\) the kernel \(\ker(A)\) of \(A\) has dimension \(n - d - 1\). Let \(\tilde{x}_1, \ldots, \tilde{x}_{n-d-1}\) be a basis of \(\ker(A)\). If \(\tilde{A}\) denotes the matrix with columns \(\tilde{x}_1, \ldots, \tilde{x}_{n-d-1}\) then \(\tilde{A}A = 0\). The \(n\) ordered rows \(\tilde{x}_1, \ldots, \tilde{x}_n\) of \(\tilde{A}\) are called a \textit{Gale transform} of \(x_1, \ldots, x_n\), and by a \textit{Gale diagram} one understands the vector configuration \(\{\tilde{x}_1, \ldots, \tilde{x}_n\}\) drawn in \(\mathbb{R}^{n-d-1}\). The vectors \(\tilde{x}_1, \ldots, \tilde{x}_n\) satisfy \(\tilde{x}_1 + \ldots + \tilde{x}_n = o\) with \(o\) being the origin of \(\mathbb{R}^{n-d-1}\). Of course, Gale transforms are not unique, since the choice of a basis for \(\ker(A)\) was arbitrary. On the other hand, all choices for \(\tilde{A}\) differ by multiplication with a non-singular matrix. Since we are interested in the combinatorial quantities only, the precise choice for \(\tilde{A}\) is therefore irrelevant for us. We also remark that a collection \(\tilde{x}_1, \ldots, \tilde{x}_n\) of vectors in \(\mathbb{R}^{n-d-1}\) with \(\text{pos}(\tilde{x}_1, \ldots, \tilde{x}_n) = \mathbb{R}^{n-d-1}\) is the Gale diagram of a sequence \(x_1, \ldots, x_n \in \mathbb{R}^d\) (more precisely, of many sequences, but their convex hulls are combinatorially all equivalent). We refer, for example, to the monographs [22, 28] for further background material on Gale transforms and diagrams.

To recall the model suggested in [34], we let \(X_1, \ldots, X_n\) be \(n \geq d + 1\) independent \((n - d - 1)\)-dimensional random vectors distributed according to a probability measure \(\phi\) in \(\mathbb{R}^{n-d-1}\) which has the property that \(\phi\) is even and puts mass zero to each linear hyperplane. Following [34], a \((\phi, n)\) \textit{random Gale diagram} is the collection of random points \(X_1, \ldots, X_n\), conditionally on the event that the origin \(o\) belongs to the (interior) of their convex hull. As a consequence, there are almost surely random scalars \(\lambda_1, \ldots, \lambda_n > 0\) such that \(\tilde{a}_1 := \lambda_1 X_1, \ldots, \tilde{a}_n := \lambda_n X_n\) satisfy \(\tilde{a}_1 + \ldots + \tilde{a}_n = o\). Therefore, \(\tilde{a}_1, \ldots, \tilde{a}_n\) is the Gale transform of some random points \(a_1, \ldots, a_n\) in \(\mathbb{R}^d\) whose convex hull is denoted by \(G_{n,d}\). Following [34], \(G_{n,d}\) is called a \textit{random Gale polytope}. As explained above, this does not define the random Gale polytope \(G_{n,d}\) uniquely. Rather is defines a whole class of random polytopes. On the other hand, all random polytopes arising in this way are combinatorially equivalent, which implies that for any \(k \in \{0, 1, \ldots, d-1\}\) the random variable \(f_k(G_{n,d})\) is well defined. Since we are interested in these quantities only, without ambiguity we refer to \(G_{n,d}\) as the \textit{random Gale polytope} in \(\mathbb{R}^d\) generated by \(n\) points.

Theorem 2 in [34] uncovers a threshold phenomenon for the expected number of \(k\)-dimensional faces of the random Gale polytopes \(G_{n,d}\) in high dimensions, more precisely, if \(d, n\) and \(k\) tend to infinity in a linearly coordinated way (this is rephrased as (4.14) below). As an application of the results developed in this section we can strengthen and refine this as follows.

**Corollary 4.8.** Let \(G_{n,d}\) be a random Gale polytope. Suppose that \(k = k(d)\) and \(n = n(d)\) are such that

\[
\frac{d}{n} \to \delta \quad \text{and} \quad \frac{k}{d} \to \rho, \quad \text{as } d \to \infty
\]

for \(\delta \in (0, 1)\) and \(\rho \in (0, 1)\). Then, it holds that

\[
\lim_{d \to \infty} \frac{\mathbb{E} f_k(G_{n,d})}{\binom{n}{k+1}} = \begin{cases} 
1 & : \delta > 1/2 \text{ and } \rho < 2 - 1/\delta, \\
0 & : \delta > 1/2 \text{ and } \rho > 2 - 1/\delta, \\
0 & : \delta \leq 1/2.
\end{cases} \quad (4.14)
\]
Furthermore, if $\delta > 1/2$ and
\[
n = \frac{d}{\delta} + c\sqrt{d} + o(\sqrt{d}) \quad \text{and} \quad k = \left(2 - \frac{1}{\delta}\right)d + b\sqrt{d} + o(\sqrt{d}), \quad \text{as } d \to \infty,
\]

for parameters $c, b \in \mathbb{R}$, then it holds that
\[
\lim_{d \to \infty} \frac{E_{f_k}(G_{n,d})}{\binom{n}{k+1}} = \Phi\left( -\frac{c + b}{\sqrt{2/\delta - 2}} \right).
\]

In the case where
\[
n = 2d + c\sqrt{d} + o(\sqrt{d}) \quad \text{and} \quad k = b\sqrt{d} + o(\sqrt{d}), \quad \text{as } d \to \infty,
\]

for constants $c \in \mathbb{R}$ and $b \geq 0$, it holds that
\[
\lim_{d \to \infty} \frac{E_{f_k}(G_{n,d})}{\binom{n}{k+1}} = \frac{\Phi\left( -(c + b)/\sqrt{2} \right)}{\Phi\left( -c/\sqrt{2} \right)}.
\]

Proof. Using the description of faces by means of Gale diagrams, it has been shown in [34, Equation (3)] that $E_{f_k}(G_{n,d})$ can be expressed in terms of binomial probabilities:
\[
E_{f_k}(G_{n,d}) = \frac{P[\text{Bin}(n-k-2, 1/2) \leq d-k-1]}{P[\text{Bin}(n-1, 1/2) \leq d]}.
\]

Comparing this to (4.1) yields that
\[
E_{f_k}(G_{n,d}) = E_{f_{k+1}}(C_{n,d+1}),
\]

where $C_{n,d+1}$ is the Cover-Efron random cone in $\mathbb{R}^{d+1}$ generated by $n$ points, see also [34, Equation (4)]. The result thus follows from that on the Cover-Efron random cone in Theorem 4.4. \qed

5 Limit theorems for the expected conic intrinsic volumes and quermassintegrals

This section covers various limit theorems for the expected conic intrinsic volumes and conic quermassintegrals of the random cones introduced in Section 3.

5.1 Distributional limit theorems for the conic intrinsic volumes

Here, we state distributional limit theorems, including central limit theorems, for random variables that take value $k \in \{0, 1, \ldots, d\}$ with probability $E_{\nu_k}(D_{n,d})$ in the Donoho-Tanner case, and $E_{\nu_k}(C_{n,d})$ in the Cover-Efron case.

Starting with the Donoho-Tanner random cone $D_{n,d}$, we first provide an explicit formula for $E_{\nu_k}(D_{n,d})$, which we couldn’t locate in the existing literature.
Lemma 5.1. Fix integers $0 < d \leq n$. Let $D_{n,d}$ be a Donoho-Tanner random cone. Then, it holds that
\[
\mathbb{E}[\nu_k(D_{n,d})] = \left\{ \begin{array}{ll}
\frac{1}{k!} & : k \in \{0, \ldots, d-1\}, \\
\frac{1}{k!} & : k = d.
\end{array} \right.
\]

Proof. Recall from Section 3 that the Donoho-Tanner random cone $D_{n,d}$, conditioned on the event that $D_{n,d} \not= \mathbb{R}^d$, has the same distribution as the Cover-Efron random cone $C_{n,d}$. Thus, we can retrace the formulas for the expected conic intrinsic volumes of $D_{n,d}$ back to (3.5). For $k \in \{0, \ldots, d-1\}$, this yields
\[
\mathbb{E}[\nu_k(D_{n,d})] = \mathbb{E}[\nu_k(D_{n,d})1_{(D_{n,d} \not= \mathbb{R}^d)}] + \mathbb{E}[\nu_k(\mathbb{R}^d)1_{(D_{n,d} = \mathbb{R}^d)}] = \mathbb{P}[D_{n,d} \not= \mathbb{R}^d] \cdot \mathbb{E}[\nu_k(D_{n,d})|D_{n,d} \not= \mathbb{R}^d].
\]
Now, we can use (3.5) and Wendel’s formula $\mathbb{P}[D_{n,d} \not= \mathbb{R}^d] = C(n, d)/2^n$, see [35, Theorem 8.2.1] or [39], to obtain
\[
\mathbb{E}[\nu_k(D_{n,d})] = \frac{C(n, d)}{2^n} \cdot \binom{n}{k} \frac{1}{C(n, d)} = \binom{n}{k} \frac{1}{2^n},
\]
for $k \in \{0, \ldots, d-1\}$. Using that $\nu_0(C) + \ldots + \nu_d(C) = 1$ for a cone $C \subset \mathbb{R}^d$, we obtain
\[
\mathbb{E}[\nu_d(D_{n,d})] = 1 - \sum_{j=0}^{d-1} \binom{n}{j} \frac{1}{2^n},
\]
which completes the proof.

We are now prepared to present our main result for the expected conic intrinsic volumes of the Donoho-Tanner random cones, which is illustrated in Figure 3.

Theorem 5.2. Let $D_{n,d}$ be a Donoho-Tanner random cone and let $X_{n,d}$ be a random variable with probability law $\mathbb{P}[X_{n,d} = k] = \mathbb{E}[\nu_k(D_{n,d})]$ for $k = 0, \ldots, d$. Suppose $n = n(d)$ is such that
\[
\frac{d}{n} \to \delta, \quad as \ d \to \infty,
\]
for a parameter $\delta \in (1/2, 1)$. Then, we obtain the central limit theorem
\[
\frac{2X_{n,d} - n}{\sqrt{n}} \xrightarrow{d} N(0, 1).
\]
In the case where $\delta = 1/2$, and more precisely, where
\[
n = 2d + c\sqrt{d} + o(\sqrt{d}), \quad as \ d \to \infty,
\]
for a parameter $c \in \mathbb{R}$, it holds that
\[
\frac{2X_{n,d} - n}{\sqrt{n}} \xrightarrow{d} Z,
\]
where $Z$ is a random variable with distribution
\[
\mathbb{P}[Z \leq t] = \Phi(t), \quad t < -\frac{c}{\sqrt{2}}, \quad and \quad \mathbb{P}[Z = -\frac{c}{\sqrt{2}}] = \Phi\left(\frac{c}{\sqrt{2}}\right),
\]
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Proof. For \( \delta \in (1/2, 1) \) and \( t \in \mathbb{R} \), we have
\[
P \left[ \frac{2X_{n,d} - n}{\sqrt{n}} \leq t \right] = P \left[ X_{n,d} \leq \frac{n}{2} + t \sqrt{\frac{n}{4}} \right] = P \left[ \text{Bin}(n, 1/2) \leq \frac{n}{2} + t \sqrt{\frac{n}{4}} \right],
\]
where we used that \( \frac{n}{2} + t \sqrt{\frac{n}{4}} < d \) for sufficiently large \( d \) and in this case, the \( k \)-th conic intrinsic volume of \( D_{n,d} \) coincides with the probability of the event \( \{ \text{Bin}(n, 1/2) = k \} \), see Lemma 5.1. Then, the central limit theorem for the binomial distribution yields the claim.

Now, let \( n = 2d + c \sqrt{d} + o(\sqrt{d}) \) for a parameter \( c \in \mathbb{R} \). In the case \( t < -c/\sqrt{2} \), we observe that for \( d \) sufficiently large, we have
\[
\frac{n}{2} + t \sqrt{\frac{n}{4}} = d + \frac{c}{2} \sqrt{d} + t \sqrt{d} + o(\sqrt{d}) + o(\sqrt{d}) = d + \left( \frac{c}{2} + \frac{t}{\sqrt{2}} \right) \sqrt{d} + o(\sqrt{d}) < d.
\]
Thus, we obtain
\[
P \left[ X_{n,d} \leq \frac{n}{2} + t \sqrt{\frac{n}{4}} \right] = P \left[ \text{Bin}(n, 1/2) \leq \frac{n}{2} + t \sqrt{\frac{n}{4}} \right] \to \Phi(t)
\]
for \( t < -c/\sqrt{2} \). In the case \( t > -c/\sqrt{2} \), we have that \( \frac{n}{2} + t \sqrt{\frac{n}{4}} > d \) for \( d \) sufficiently large, and the probability converges to 1, which yields the claim.

Similarly to the Donoho-Tanner case, we can also derive distributional limit theorems for the expected intrinsic volumes of the Cover-Efron random cone. This is illustrated in Figure 4.

**Theorem 5.3.** Let \( C_{n,d} \) be a Cover-Efron random cone and let \( X_{n,d} \) be the random variables with probability law \( P[X_{n,d} = k] = \mathbb{E} v_k(C_{n,d}) \) for \( k = 0, \ldots, d \). Suppose that \( n = n(d) \) is such that
\[
\frac{d}{n} \to \delta, \quad \text{as } d \to \infty,
\]
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For a parameter $\delta \in (0,1)$. In the case where $\delta \in (1/2,1)$, we obtain the central limit theorem
\[
\frac{2X_{n,d} - n}{\sqrt{n}} \xrightarrow{d} N(0,1).
\]

In the case where $\delta \in (0,1/2)$, it holds that
\[
d - X_{n,d} \xrightarrow{d} Z,
\]
where $Z$ is a random variable with values in $\mathbb{N}_0$ whose distribution is given by
\[
P[Z = 0] = \frac{1}{2} \cdot \frac{1 - 2\delta}{1 - \delta}, \quad \text{and} \quad P[Z=k] = \frac{1}{2\delta} \cdot \frac{1 - 2\delta}{1 - \delta} \cdot \left(1 - \frac{1 - 2\delta}{1 - \delta}\right)^k, \quad k \in \mathbb{N}. \quad (5.1)
\]
For $\delta = 1/2$, and more precisely,
\[
n = 2d + c\sqrt{d} + o(\sqrt{d}), \quad \text{as } d \to \infty,
\]
for a parameter $c \in \mathbb{R}$, we obtain
\[
\frac{2X_{n,d} - n}{\sqrt{n}} \xrightarrow{d} N(0,1) \left\{ N(0,1) < -\frac{c}{\sqrt{2}} \right\},
\]
where the latter notation indicates a random variable whose distribution is given by the conditional distribution of $N(0,1)$ given the event $\{N(0,1) < -c/\sqrt{2}\}$.

Proof. For $\delta \in (1/2,1)$, the law of large numbers implies that
\[
\lim_{d \to \infty} P[\text{Bin}(n - 1, 1/2) \leq d - 1] = 1.
\]
Recall the formulas (3.5) for the conic intrinsic volumes of $C_{n,d}$. Since
\[
\frac{n}{2} + t\sqrt{\frac{n}{4}} = \frac{d}{2\delta} + o(d) < d
\]
for all $t \in \mathbb{R}$ and $d$ sufficiently large, we obtain

$$P\left[X_{n,d} \leq \frac{n}{2} + t \sqrt{\frac{n}{4}} \right] = \frac{1}{2^n P[\text{Bin}(n-1,1/2) \leq d-1]} \sum_{k=0}^{\lfloor \frac{n}{2} + t \sqrt{\frac{n}{4}} \rfloor} \binom{n}{k},$$

where $P[\text{Bin}(n,1/2) \leq d] \sim \frac{1}{2^n} \sum_{k=0}^{\lfloor \frac{n}{2} \rfloor} \binom{n}{k}$. From the central limit theorem for binomial random variables. This proves the first claim.

In the case $\delta \in (0,1/2)$ we obtain, for $k \in \mathbb{N}$,

$$P[d - X_{n,d} = k] = P[X_{n,d} = d - k] = \frac{P[\text{Bin}(n,1/2) = d - k]}{P[\text{Bin}(n-1,1/2) \leq d-1]} = \frac{P[\text{Bin}(n,1/2) = (d-k)n]}{P[\text{Bin}(n-1,1/2) \leq (d-1)n/(n-1)(n-1)]}.$$

Since both sequences $(d-k)/n$ and $(d-1)/(n-1)$ converge to $\delta \in (0,1/2)$, as $d \to \infty$, we can apply the asymptotic equivalence (2.8) in the denominator and (2.7) in the numerator and arrive at

$$P[d - X_{n,d} = k] \sim \exp\left\{ -n \cdot J\left(\frac{d-k}{n}\right) \right\} \frac{2(1-\delta) - 1}{1-\delta}.$$

Combined with the definition of the information function $J(x)$, see (2.6), we obtain

$$\exp\left\{ -n \cdot J\left(1 - \frac{1}{n-1}\right) \right\} = 2^{-n} \left(\frac{n-d+k}{n}\right)^{d-n-k} \left(\frac{n}{d-k}\right)^{d-k}$$

and

$$\exp\left\{ -n \cdot J\left(1 - \frac{1}{n-1}\right) \right\} = 2^{-n} \left(\frac{n-d+k}{n-1}\right)^{d-n} \left(\frac{n-d}{d-k}\right)^{d-1}.$$

This yields

$$P[d - X_{n,d} = k] \sim \frac{1-2\delta}{2(1-\delta)} \binom{n-d+k}{n}^{d-n-k} \left(\frac{n}{d-k}\right)^{d-k} \left(\frac{n-1}{n-d}\right)^{d-n} \left(\frac{d-1}{n-1}\right)^{d-1}.$$

$$= 1 - 2\delta \left(\frac{n}{n-1}\right)^{(d-1)} \left(\frac{n-d}{n-d+k}\right)^{n-d} \left(\frac{d-k}{n-d+k}\right)^{k}.$$
Now, we use that $d/n \to \delta$ and that
\[
\left(1 - \frac{1}{n}\right)^{-n} \to e, \quad \left(1 - \frac{k - 1}{d - 1}\right)^{1-d} \to e^{k-1}, \quad \left(1 + \frac{k}{n-d}\right)^{d-n} \to e^{-k},
\]
to finally obtain
\[
\lim_{d \to \infty} P[d - X_{n,d} = k] = \frac{1}{2\delta} \cdot \frac{1 - 2\delta}{\left(1 - \delta\right)^k} = \frac{1}{2\delta} \cdot \frac{1 - 2\delta}{\left(1 - \delta\right)^k}.
\]
We consider the case $k = 0$ separately. Here, we have
\[
P[d - X_{n,d} = 0] = P[X_{n,d} = d] = \binom{n-1}{d-1} \frac{P[\text{Bin}(n-1,1/2) = \frac{d-1}{n-1}](n-1)}{2P[\text{Bin}(n-1,1/2) \leq \frac{d-1}{n-1}](n-1)}.
\]
Using (2.7) and (2.8), we arrive at
\[
\lim_{d \to \infty} P[d - X_{n,d} = 0] = \frac{1}{2} \cdot \frac{2(1 - \delta) - 1}{1 - \delta} = \frac{1}{2} \cdot \frac{1 - 2\delta}{1 - \delta},
\]
which completes the proof of the second claim.

Now, let $n = 2d + c\sqrt{d} + o(\sqrt{d})$ for a parameter $c \in \mathbb{R}$. In the same way as in the proof of Theorem 5.2 we observe that for $t < -c/\sqrt{2}$ and $d$ sufficiently large, we have $\frac{t}{2} + t\sqrt{\frac{2}{3}} < d$. Furthermore, defining $Z_n := (2\text{Bin}(n,1/2) - n)/\sqrt{n}$ and using the central limit theorem for the binomial distribution, we obtain
\[
P[\text{Bin}(n-1,1/2) \leq d - 1] = P\left[Z_{n-1} \leq \frac{2(d-1) - (n-1)}{\sqrt{n-1}}\right] = P\left[Z_{n-1} \leq -\frac{c}{\sqrt{2}} + o(1)\right] \to \Phi\left(-\frac{c}{\sqrt{2}}\right).
\]
Thus, we obtain
\[
P\left[X_{n,d} \leq \frac{n}{2} + t\sqrt{\frac{n}{4}}\right] = \frac{1}{2^n P[\text{Bin}(n-1,1/2) \leq d - 1]} \sum_{k=0}^{\left[\frac{t}{2} + \sqrt{\frac{t}{3}}\right]} \binom{n}{k} \frac{1}{\Phi\left(-c/\sqrt{2}\right)} \to \Phi(t) \frac{1}{\Phi\left(-c/\sqrt{2}\right)},
\]
for $t < -c/\sqrt{2}$. In the case $t > -c/\sqrt{2}$, we have that $\frac{t}{2} + t\sqrt{\frac{2}{3}} > d$ for $d$ sufficiently large, which yields the claim.

5.2 Limit theorems for the conic quermassintegrals

Recall from (2.9) that the conic intrinsic volumes $v_k$ and the conic quermassintegrals $U_k$ satisfy the relation
\[
2U_k(C) = 2(v_{k+1}(C) + v_{k+3}(C) + \ldots)
\]
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Figure 5: Left panel: Convergence in the regime (5.2) with $d = 100$ and $\delta = 2/3$. Right panel: Convergence in the regime (5.3) with $d = 100$ and $c = -1$. The black points represent the values of $\mathbb{E} 2U_k(C_n,d)$ for $k = 0,1,\ldots d$. The curve in red is the tail function of the corresponding approximating distribution.

for any cone $C$ that is not a linear subspace. Thus, the quermassintegrals $U_k$ are essentially the tail functions of the random variables $X_n,d$. Hence, Theorem 5.3 suggests that for $k \to \infty$, the expectation $\mathbb{E} U_k(C)$ behaves like the tail function of the limit distribution given in Theorem 5.3. This is specified by the following theorem and illustrated in Figure 5.

**Theorem 5.4.** Let $C_n,d$ be a Cover-Efron random cone. Suppose that $n = n(d)$ and $k = k(d)$ are such that

$$\frac{d}{n} \to \delta \quad \text{and} \quad k = \frac{n}{2} + b \sqrt{n} + o(\sqrt{n}), \quad \text{as} \quad d \to \infty, \quad (5.2)$$

for parameters $\delta \in (1/2,1)$ and $b \in \mathbb{R}$. Then, it holds that

$$\lim_{d \to \infty} \mathbb{E} 2U_k(C_n,d) = 1 - \Phi(b).$$

In the case where

$$n = 2d + c\sqrt{d} + o(\sqrt{d}) \quad \text{and} \quad k = \frac{n}{2} + b \sqrt{n} + o(\sqrt{n}), \quad \text{as} \quad d \to \infty, \quad (5.3)$$

for parameters $c,b \in \mathbb{R}$, it holds that

$$\lim_{d \to \infty} \mathbb{E} 2U_k(C_n,d) = \begin{cases} 1 - \frac{\Phi(b)}{\Phi(-c/\sqrt{2})}, & : b < -\frac{c}{\sqrt{2}}, \\ 0, & : b \geq -\frac{c}{\sqrt{2}}. \end{cases}$$

**Remark 5.5.** In the case $\delta \in (0,1/2)$ which has been omitted above, the conic Crofton formula (2.9) together with Theorem 5.3 imply an explicit formula for $\lim_{d \to \infty} \mathbb{E} 2U_{d-k}(C_n,d)$, for fixed $k \in \mathbb{N}$, in terms of the probabilities given in (5.1). This recovers the result of Theorem 1.4 of [25].
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Proof of Theorem 5.4. Consider the regime (5.2). Following (3.6), we can express the expected quermassintegrals of $C_{n,d}$ in terms of binomial probabilities:

$$E2U_k(C_{n,d}) = \frac{C(n,d) - C(n,k)}{C(n,d)} = 1 - \frac{P[Bin(n - 1, 1/2) \leq k - 1]}{P[Bin(n - 1, 1/2) \leq d - 1]}. \quad (5.4)$$

Thus, we can use the central limit theorem for binomial random variables and obtain

$$P[Bin(n - 1, 1/2) \leq k - 1] = P\left[Z_{n-1} \leq \frac{2(k-1) - (n-1)}{\sqrt{n-1}}\right] = P[Z_{n-1} \leq b + o(1)] \xrightarrow{d \to \infty} \Phi(b),$$

where we defined $Z_n := (2 \cdot Bin(n, 1/2) - n)/\sqrt{n}$. This proves the first claim.

Now consider the regime (5.3). For $b < -c/\sqrt{2}$, we obtain that

$$k = \frac{n}{2} + b\sqrt{\frac{n}{4} + o(\sqrt{n})} = d + \left(\frac{c}{2} + \frac{b}{\sqrt{2}}\right)\sqrt{d} + o(\sqrt{d}) < d$$

for sufficiently large $d$. Thus, we can use the representation (5.4) of $E U_k(C_{n,d})$ and apply the central limit theorem for the binomial distribution to the denominator:

$$P[Bin(n - 1, 1/2) \leq d - 1] = P\left[Z_{n-1} \leq \frac{2(d-1) - (n-1)}{\sqrt{n-1}}\right] = P\left[Z_{n-1} \leq -\frac{c}{\sqrt{2}} + o(1)\right] \xrightarrow{d \to \infty} \Phi\left(-\frac{c}{\sqrt{2}}\right).$$

Similarly, the numerator of (5.4) converges to $\Phi(b)$ as $d \to \infty$, which yields

$$\lim_{d \to \infty} E2U_k(C_{n,d}) = 1 - \frac{\Phi(b)}{\Phi(-c/\sqrt{2})}, \quad b < -\frac{c}{\sqrt{2}}.$$

For $b > -c/\sqrt{2}$, we have that $k > d$ for sufficiently large $d$, which implies

$$\lim_{d \to \infty} E2U_k(C_{n,d}) = 0.$$

This completes the proof. \qed

We want to prove a similar result for $D_{n,d}$. To this end, we state the formulas for the expected conic quermassintegrals of $D_{n,d}$ in the following lemma.

Lemma 5.6. Fix integers $0 \leq k \leq d \leq n$. Let $D_{n,d}$ be a Donoho-Tanner random cone. Then, it holds that

$$E U_k(D_{n,d}) = \begin{cases} \frac{1}{2} \sum_{l=k}^{d-1} \binom{n-1}{l} & : d \text{ even}, \\ \frac{1}{2} \sum_{l=k}^{d-2} \binom{n-1}{l} + \frac{1}{2} \sum_{l=d}^{n} \binom{n}{l} & : d \text{ odd}. \end{cases}$$
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Proof. Suppose at first that $d - k$ is even. Then, the conic Crofton formula (2.9) together with Lemma 5.1 yields

$$EU_k(D_{n,d}) = E\nu_{k+1}(D_{n,d}) + E\nu_{k+3}(D_{n,d}) + \ldots = \frac{1}{2^n} \left( \binom{n}{k+1} + \binom{n}{k+3} + \ldots + \binom{n}{d-1} \right).$$

Using the relation $\binom{n}{k+1} = \frac{(n-1)}{k} \binom{n}{k}$ yields the first claim. In the case where $d - k$ is odd, we similarly obtain

$$EU_k(D_{n,d}) = \frac{1}{2^n} \left( \binom{n}{k+1} + \binom{n}{k+3} + \ldots + \binom{n}{d-2} \right) + \left( 1 - \sum_{j=0}^{d-1} \frac{1}{2^n} \binom{n}{j} \right),$$

which completes the proof. \qed

We can now present the analogue of Theorem 5.4 for the Donoho-Tanner random cones. We remark that in this situation the case $\delta = 1/2$ does not yield a proper limit for $E2U_k(D_{n,d})$ and is therefore omitted. The case $\delta > 1/2$ is illustrated in Figure 6.

**Theorem 5.7.** Let $D_{n,d}$ be a Donoho-Tanner random cone. Suppose that $n = n(d)$ and $k = k(d)$ are such that

$$\frac{d}{n} \to \delta \quad \text{and} \quad k = \frac{n}{2} + b \sqrt{\frac{n}{4} + o(\sqrt{n})}, \quad \text{as} \quad d \to \infty,$$

for parameters $\delta \in (1/2, 1)$ and $b \in \mathbb{R}$. Then, it holds that

$$\lim_{d \to \infty} E2U_k(D_{n,d}) = 1 - \Phi(b).$$

Proof. By Lemma 5.6, the expected conic quermassintegrals of $D_{n,d}$ can be written in terms of binomial probabilities:

$$E2U_k(D_{n,d}) = \begin{cases} \Pr[k \leq \text{Bin}(n-1, 1/2) \leq d-1] & : d - k \text{ even}, \\ \Pr[k \leq \text{Bin}(n-1, 1/2) \leq d-2] + 2\Pr[\text{Bin}(n, 1/2) \geq d] & : d - k \text{ odd}. \end{cases}$$

Since $\delta > 1/2$, the law of large number implies

$$\lim_{d \to \infty} \Pr[\text{Bin}(n, 1/2) \geq d] = 0 \quad \text{and} \quad \lim_{d \to \infty} \Pr[\text{Bin}(n-1, 1/2) \geq d - 1] = 0.$$

Using the central limit theorem for binomial random variables, we obtain

$$\Pr[\text{Bin}(n-1, 1/2) \geq k] = \Pr[Z_{n-1} \geq \frac{2k - (n-1)}{\sqrt{n-1}}] = \Pr[Z_{n-1} \geq b + o(1)] \to 1 - \Phi(b),$$

which yields the claim. \qed
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Figure 6: Convergence in the regime (5.5) with $d = 100$ and $\delta = 2/3$. The black points represent the values of $E2U_k(C_{n,d})$ for $k = 0, 1, \ldots, d$. The red curve is the tail function of the approximating distribution.

To conclude this section, we take a look at a critical case in the convergence of $E2U_{d-k}(C_{n,d})$. In Theorems 1.5 and 1.6 of [25] Hug and Schneider proved for all fixed $k \in \mathbb{N}$ that

$$\lim_{d \to \infty} E2U_{d-k}(C_{n,d}) = 0$$

if $n - 2d$ is bounded from above (or a weaker, but more technical condition is satisfied), and that

$$\lim_{d \to \infty} \sqrt{d} \cdot E2U_{d-k}(C_{n,d}) = \frac{k}{\sqrt{\pi}}$$

if $n = 2d$. The next theorem considerably generalizes the last statement.

**Theorem 5.8.** Let $C_{n,d}$ be a Cover-Efron random cone. Suppose that $n = n(d)$ is such that

$$n = 2d + c\sqrt{d} + o(\sqrt{d}), \quad \text{as } d \to \infty,$$

for a parameter $c \in \mathbb{R}$. Then, it holds that

$$\lim_{d \to \infty} \sqrt{d} \cdot E2U_{d-k}(C_{n,d}) = \frac{e^{-c^2/4}}{\Phi(-c/\sqrt{2})} \cdot \frac{k}{\sqrt{\pi}}$$

for all fixed $k \in \mathbb{N}$.

**Proof.** Following (3.6), we can express the expected quermassintegral of $C_{n,d}$ in terms of binomial probabilities:

$$E2U_{d-k}(C_{n,d}) = 1 - \frac{P[\text{Bin}(n-1, 1/2) \leq d-k-1]}{P[\text{Bin}(n-1, 1/2) \leq d-1]} = \frac{\sum_{l=1}^{k} P[\text{Bin}(n-1, 1/2) = d-l]}{P[\text{Bin}(n-1, 1/2) \leq d-1]}.$$  \hfill (5.6)
As we already observed, the central limit theorem for the binomial distribution implies that
\[ \lim_{d \to \infty} P[\text{Bin}(n-1, 1/2) \leq d - 1] = \Phi\left(-\frac{c}{\sqrt{2}}\right). \]

Furthermore, the local limit theorem (2.1) yields that
\[
P[\text{Bin}(n-1, 1/2) = d - l] = \frac{\sqrt{2}}{\sqrt{\pi(n-1)}} \exp\left\{ -\frac{1}{2} \left( \frac{2(d-l) - (n-1)}{\sqrt{n-k-1}} \right)^2 \right\} + o\left(\frac{1}{\sqrt{n}}\right) = \sqrt{2} \cdot e^{-c^2/4} \frac{n}{\pi n} + o\left(\frac{1}{\sqrt{n}}\right). \]

Inserting both asymptotics into (5.6) yields
\[
E_{2U_d-k}(C_{n,d}) \sim \frac{k \sqrt{2} \cdot e^{-c^2/4}}{\Phi(-c/\sqrt{2}) \sqrt{\pi n}}
\]
Together with the observation that \( \sqrt{d}/\sqrt{n} \to 1/\sqrt{2} \), this yields the claim.

### 5.3 Large deviation principles

Like in Section 4.3, we provide a kind of large deviation principle for both \( E_{v_k}(D_{n,d}) \) and \( E_{v_k}(C_{n,d}) \) as \( n, k \) and \( d \) all tend to infinity in a linearly coordinated way. A similar theorem is stated for the expected quermassintegrals \( EU_{d-k}(C_{n,d}) \).

**Theorem 5.9.** Consider the Donoho-Tanner random cone \( D_{n,d} \). Suppose that \( n = n(d) \) and \( k = k(d) \) are such that
\[
\frac{k}{d} \to \rho \quad \text{and} \quad \frac{d}{n} \to \delta, \quad \text{as} \quad d \to \infty,
\]
for parameters \( \rho, \delta \in (0, 1) \). Then, it holds that
\[
\lim_{d \to \infty} \frac{1}{d} \log E_{v_k}(D_{n,d}) = -\frac{1}{\delta} \log(2(1-\delta \rho)) - \rho \log \rho + \rho \log \left(\frac{1}{\delta} - \rho\right).
\]

**Proof.** Since \( \rho < 1 \) we can assume that \( k \not= d \). Then, Lemma 5.1 yields that
\[
\lim_{d \to \infty} \frac{1}{d} \log E_{v_k}(D_{n,d}) = -\lim_{d \to \infty} \frac{n}{d} \log 2 + \lim_{d \to \infty} \frac{1}{d} \log \left(\begin{array}{c}n \\ k\end{array}\right).
\]
Since \( n/d \to \frac{1}{\delta} \), relation (4.13) shows that
\[
\lim_{d \to \infty} \frac{1}{d} \log E_{v_k}(D_{n,d}) = -\frac{1}{\delta} \log 2 + \beta(\delta, \rho).
\]
This yields the result. \( \square \)
We turn now to a corresponding result for the Cover-Efron random cones.

**Theorem 5.10.** Let $C_{n,d}$ be a Cover-Efron random cone. Suppose that $k = k(d)$ and $n = n(d)$ are such that

$$\frac{k}{d} \to \rho \quad \text{and} \quad \frac{d}{n} \to \delta, \quad \text{as} \ d \to \infty,$$

for parameters $\rho, \delta \in (0,1)$. Then, it holds that

$$\lim_{d \to \infty} \frac{1}{d} \log E_{V_k(C_{n,d})} = \begin{cases} \frac{1}{\delta} \log \left( \frac{1}{\delta} \right) - \rho \log \rho - \left( \frac{1}{\delta} - \rho \right) \log \left( \frac{1}{\delta} - \rho \right) - \frac{\log 2}{\delta} & : \delta > 1/2, \\ \log \delta - \log(1 - \delta) - \rho \log \rho + \rho \log \left( \frac{1}{\delta} - \rho \right) + \frac{1}{\delta} \log \left( \frac{1 - \delta}{1 - \rho} \right) & : \delta < 1/2. \end{cases}$$

**Proof.** Since $\rho < 1$ by assumption it is sufficient to consider the case $k \neq d$. Using the explicit formula for $E_{V_k(C_{n,d})}$ from (3.5) we can write

$$E_{V_k(C_{n,d})} = \frac{n!}{2^n} \mathbb{P}[\text{Bin}(n-1,1/2) \leq d-1]$$

and hence

$$\lim_{d \to \infty} \frac{1}{d} \log E_{V_k(C_{n,d})} = -\log 2 \lim_{d \to \infty} \frac{n}{d} - \lim_{d \to \infty} \frac{1}{d} \log \mathbb{P}[\text{Bin}(n-1,1/2) \leq d-1].$$

Since $d/n \to \delta$, as $d \to \infty$, the first term is equal to $-\frac{1}{\delta} \log 2$, while for the second term we have that

$$\lim_{d \to \infty} \frac{1}{d} \log \mathbb{P}[\text{Bin}(n-1,1/2) \leq d-1] = \lim_{d \to \infty} \frac{n - 1}{n} \lim_{d \to \infty} \frac{1}{n-1} \log \mathbb{P}[\text{Bin}(n-1,1/2) \leq n(\delta + o(1))].$$

If $\delta < 1/2$ we conclude from Cramer’s theorem (2.5) that

$$\lim_{d \to \infty} \frac{1}{d} \log \mathbb{P}[\text{Bin}(n-1,1/2) \leq d-1] = -\frac{1}{\delta} \beta(\delta),$$

while for $\delta > 1/2$ the limit is zero. Combined with (4.13) this yields that

$$\lim_{d \to \infty} \frac{1}{d} \log E_{V_k(C_{n,d})} = \lim_{d \to \infty} \frac{1}{d} \log \frac{E_{V_k(C_{n,d})}}{\binom{n}{k}} + \lim_{d \to \infty} \frac{1}{d} \log \binom{n}{k} = \frac{1}{\delta} (\beta(\delta) - \log 2) + \beta(\delta, \rho)$$

if $\delta < 1/2$ and

$$\lim_{d \to \infty} \frac{1}{d} \log E_{V_k(C_{n,d})} = \beta(\delta, \rho) - \frac{\log 2}{\delta}$$

for $\delta > 1/2$. This completes the proof. \qed

In Theorem 1.4 of [25] Hug and Schneider proved that

$$\lim_{d \to \infty} E_{U_{d-k}(C_{n,d})} = 0$$

if $d/n \to \delta$ as $d \to \infty$ and a parameter $\delta \in (1/2,1)$. The next theorem gives the rate with which $E_{U_{d-k}(C_{n,d})}$ converges to 0.
Theorem 5.11. Let $C_{n,d}$ be a Cover-Efron random cone. Suppose that $n = n(d)$ is such that
\[
\frac{d}{n} \to \delta, \quad \text{as } d \to \infty,
\]
for a parameter $\delta \in (1/2, 1)$. Then, for all fixed $k \in \mathbb{N}$, it holds that
\[
\lim_{d \to \infty} \frac{1}{d} \log \mathbb{E}U_{d-k}(C_{n,d}) = -\frac{1}{\delta} \left( \log 2 + \delta \log \delta + (1 - \delta) \log(1 - \delta) \right) < 0.
\]

Proof. Recall the representation
\[
\mathbb{E}2U_{d-k}(C_{n,d}) = \sum_{l=1}^{k} \frac{\mathbb{P}[\text{Bin}(n-1, 1/2) = d-l]}{\mathbb{P}[\text{Bin}(n-1, 1/2) \leq d-l]},
\]
of $\mathbb{E}2U_{d-k}(C_{n,d})$ in terms of binomial probabilities; see (5.6). The law of large numbers yields that
\[
\lim_{d \to \infty} \mathbb{P}[\text{Bin}(n-1, 1/2) \leq d-l] = 1.
\]
Using the asymptotic equivalence (2.7), we obtain that
\[
\sum_{l=1}^{k} \frac{\mathbb{P}[\text{Bin}(n-1, 1/2) = d-l]}{\mathbb{P}[\text{Bin}(n-1, 1/2) \leq d-l]} = \frac{n}{d} \sum_{l=1}^{k} \mathbb{P}[\text{Bin}(n-1, 1/2) = \left( \frac{d-l}{n-1} \right) (n-1)]
\]
\[
\sim \frac{k}{\sqrt{2\pi (n-1)\delta(1-\delta)}} \exp \left\{ -(n-1) \mathbb{I}(\delta + o(1)) \right\},
\]
Thus, we arrive at
\[
\lim_{d \to \infty} \frac{1}{d} \log \mathbb{E}U_{d-k}(C_{n,d}) = -\lim_{d \to \infty} \frac{n}{d} \mathbb{I}(\delta) = -\frac{1}{\delta} \left( \log 2 + \delta \log \delta + (1 - \delta) \log(1 - \delta) \right),
\]
which completes the proof. \qed

6 Limit theorems for the expected statistical dimension

The statistical dimension $\Delta(C)$ of a cone $C \subset \mathbb{R}^d$ measures its ‘true’ or ‘intrinsic’ size or complexity and is defined as
\[
\Delta(C) := \sum_{j=0}^{d} j \nu_j(C).
\]
Note that if $L \subset \mathbb{R}^d$ is an $\ell$-dimensional linear subspace for some $\ell \in \{0, 1, \ldots, d\}$ then $\nu_k(L) = 1$ if $k = \ell$ and 0 otherwise, which yields $\Delta(L) = \ell \cdot \nu(L) = \ell$. The statistical dimension is in fact the canonical extension of the dimension of a subspace as it has been argued in Section 5.3 of [2] that the statistical dimension is the only continuous, rotation-invariant and localizable valuation $\Delta(\cdot)$ on the space of cones in $\mathbb{R}^d$ satisfying $\Delta(L) = \ell$ for $\ell$-dimensional subspaces. For more properties of the statistical dimension, we refer to [2].

In this section, our goal is to understand the asymptotic behaviour of the expected statistical dimension of the random cones introduced in Section 3, as $d$ and $n$ tend to infinity in a coordinated way.
6.1 The Donoho-Tanner random cones

We start by considering the dual Donoho-Tanner random cone \( D_{n,d}^\circ \). Using the well-known duality relation 
\( \nu_k(C) = \nu_{d-k}(C^\circ) \) for a cone \( C \subset \mathbb{R}^d \), we can deduce the expected conic intrinsic volumes of \( D_{n,d}^\circ \) from Lemma 5.1:

\[
\mathbb{E}\nu_k(D_{n,d}^\circ) = \begin{cases} 
\frac{1}{2^n} \binom{n}{d-k} & : k \in \{1, \ldots, d\}, \\
1 - \sum_{j=1}^{d} \frac{1}{2^n} \binom{n}{d-j} & : k = 0.
\end{cases}
\]

Thus, the expected statistical dimension is given by

\[
\mathbb{E} \Delta(D_{n,d}^\circ) = \sum_{j=0}^{d} j \cdot \mathbb{E}\nu_j(D_{n,d}^\circ) = \sum_{j=0}^{d} \frac{j}{2^n} \binom{n}{d-j} = \frac{1}{2^n} \sum_{l=0}^{d} (d-l) \binom{n}{l}.
\]

(6.1)

The next theorem describes the asymptotic behaviour of \( \mathbb{E} \Delta(D_{n,d}^\circ) \) as \( d \) and \( n = n(d) \) tend to infinity simultaneously.

**Theorem 6.1.** Let \( D_{n,d}^\circ \) be a dual Donoho-Tanner random cone. Suppose that \( n = n(d) \) is such that

\[
\frac{d}{n} \rightarrow \delta, \quad \text{as } d \rightarrow \infty,
\]

for a parameter \( \delta \in (0, 1] \). Then, it holds that

\[
\mathbb{E} \Delta(D_{n,d}^\circ) \sim d \left( 1 - \frac{1}{2\delta} \right), \quad \text{for } \delta \in (1/2, 1],
\]

and

\[
\lim_{d \rightarrow \infty} \mathbb{E} \Delta(D_{n,d}^\circ) = 0, \quad \text{for } \delta \in (0, 1/2).
\]

In the case where \( \delta = 1/2 \), we have that

\[
\mathbb{E} \Delta(D_{n,d}^\circ) = o(d), \quad \text{as } d \rightarrow \infty.
\]

More precisely, if

\[
n = 2d + c\sqrt{d} + o(\sqrt{d}), \quad \text{as } d \rightarrow \infty,
\]

for a parameter \( c \in \mathbb{R} \), then it holds that

\[
\mathbb{E} \Delta(D_{n,d}^\circ) \sim \sqrt{d} \left( \frac{e^{-c^2/4}}{2\sqrt{\pi}} - \frac{c}{2} \Phi\left( -\frac{c}{\sqrt{2}} \right) \right).
\]

**Proof.** Suppose that \( d/n \rightarrow \delta \) as \( d \rightarrow \infty \). We start with the case \( \delta \in (1/2, 1] \). Following (6.1), we can rewrite the expected statistical dimension of \( D_{n,d}^\circ \) in terms of binomial random variables:

\[
\mathbb{E} \Delta(D_{n,d}^\circ) = \mathbb{E}[(d - \text{Bin}(n, 1/2))1_{\{\text{Bin}(n, 1/2) \leq d\}}]
\]

\[
= \mathbb{E}[d - \text{Bin}(n, 1/2)] - \mathbb{E}[(d - \text{Bin}(n, 1/2))1_{\{\text{Bin}(n, 1/2) > d\}}].
\]
We have \( d - n \leq d - \text{Bin}(n, 1/2) \leq d \) and it follows that \( d - \text{Bin}(n, 1/2) \in [-Cd, Cd] \) for all \( d \in \mathbb{N} \) and a constant \( C > 0 \). Thus, we have
\[
|\mathbb{E}[(d - \text{Bin}(n, 1/2)) 1_{\{\text{Bin}(n,1/2) > d\}}]| \leq \mathbb{E}[|d - \text{Bin}(n, 1/2)| 1_{\{\text{Bin}(n,1/2) > d\}}] \\
\leq Cd \cdot \mathbb{P}[\text{Bin}(n, 1/2) > d] \\
\leq Cd \cdot \mathbb{P}[\text{Bin}(n, 1/2) > n(\delta + o(1))] ,
\]
which converges to 0 as \( d \to \infty \) due to Cramer’s theorem (2.4) and the assumption \( \delta > 1/2 \). This yields
\[
\lim_{d \to \infty} \frac{\mathbb{E} \Delta(D_{n,d}^o)}{d} = \lim_{d \to \infty} \frac{\mathbb{E}[d - \text{Bin}(n,1/2)]}{d} = \lim_{d \to \infty} \frac{1 - n}{2d} = 1 - \frac{1}{2\delta} ,
\]
which completes the proof of the case \( \delta \in (1/2, 1] \).

Now, we turn to the case \( \delta \in (0, 1/2] \). Consider the term
\[
\sum_{l=0}^{d} (d-l) \binom{n}{l} = \binom{n}{d} \sum_{k=0}^{d} k \binom{n}{d-k} \frac{(d-k)}{l}
\]
and note that for every fixed \( k \in \mathbb{N}_0 \),
\[
\binom{n}{d-k} = \frac{d(d-1) \cdots (d-k+1)}{(n-d+k) \cdots (n-d+1)} \sim \frac{d^k}{(n-d)^k} \to \frac{\delta}{1-\delta} .
\]
Now, we can apply the dominated convergence theorem, since there is an \( \varepsilon \in (0, 1) \) such that for sufficiently large \( d \), we have
\[
k \binom{n}{d} \frac{(d-k)}{l} \leq k \left( \frac{d}{n-d} \right)^k \leq k(1-\varepsilon)^k ,
\]
which is summable over \( k \). This yields
\[
\sum_{l=0}^{d} (d-l) \binom{n}{l} \sim \binom{n}{d} \sum_{k=0}^{d} k \left( \frac{\delta}{1-\delta} \right)^k = \binom{n}{d} \frac{\delta(1-\delta)}{1-\delta^2} \tag{6.2}
\]
and together with (6.1), we arrive at
\[
\mathbb{E} \Delta(D_{n,d}^o) \sim \frac{\delta(1-\delta)}{1-\delta^2} \binom{n}{d} \frac{1}{2n} \mathbb{P}[\text{Bin}(n, 1/2) = d] \longrightarrow 0 ,
\]
which completes the proof of the case \( \delta \in (0, 1/2] \).

Now, let us turn to the case \( \delta = 1/2 \), that is, \( d/n(d) \to 1/2 \), as \( d \to \infty \). Our goal is to show that \( \mathbb{E} \Delta(D_{n,d}^o)/d \to 0 \). To this end, fix some \( \varepsilon \in (0, 1) \). For \( n'(d) := [n(d)(1-\varepsilon)] \), we have
\[
\frac{d}{n'(d)} \rightarrow 2/(1-\varepsilon) > 1/2 .
\]
Thus, the first case of the theorem implies that \( E \Delta(D_{n(d), d}) \sim d \cdot \varepsilon \), as \( d \to \infty \). For each sufficiently large \( d \in \mathbb{N} \), there is a natural coupling of \( D_{n(d), d}^0 \) and \( D_{n(d), d}^0 \) such that \( D_{n(d), d}^0 \subset D_{n(d), d}^0 \) since \( n'(d) < n(d) \). Using the monotonicity of the statistical dimension, see [2, Proposition 3.1], yields
\[
\limsup_{d \to \infty} \frac{E \Delta(D_{n(d), d}^0)}{d} \leq \limsup_{d \to \infty} \frac{E \Delta(D_{n(d), d}^0)}{d} = \varepsilon.
\]

Letting \( \varepsilon \) approach zero from above yields the claim.

Now, let \( n = 2d + c \sqrt{d} + o(\sqrt{d}) \) for some \( c \in \mathbb{R} \). By defining \( Z_n := (2\text{Bin}(n, 1/2) - n)/\sqrt{n} \), we can write
\[
E \Delta(D_{n(d), d}^0) = E[(d - \text{Bin}(n, 1/2))I_{\{\text{Bin}(n, 1/2) \leq d\}}]
\]
\[
= E\left[(d - \sqrt{\frac{n}{4}}Z_n - \frac{n}{2})I_{\{Z_n \leq \frac{2d-n}{\sqrt{n}}\}}\right]
\]
\[
= \left(d - \frac{n}{2}\right)P[Z_n \leq \frac{2d-n}{\sqrt{n}}] - \sqrt{\frac{n}{4}}E[Z_nI_{\{Z_n \leq \frac{2d-n}{\sqrt{n}}\}}].
\]  
(6.3)

Following the central limit theorem for binomial random variables, we know that
\[
P\left[Z_n \leq \frac{2d-n}{\sqrt{n}}\right] \to P\left[N(0, 1) \leq -\frac{c}{\sqrt{2}}\right].
\]
Hence, it is left to determine the asymptotics of the term \( E[Z_nI_{\{Z_n \leq \frac{2d-n}{\sqrt{n}}\}}] \). The central limit theorem for the binomial distribution yields the weak convergence of \( Z_n \) to \( N(0, 1) \). Using Skorokhod’s representation theorem we can assume, after passing to a different probability space, that \( Z_n \) almost surely converges to a random variable \( N(0, 1) \), as \( d \to \infty \). Thus, we also obtain
\[
Z_nI_{\{Z_n \leq \frac{2d-n}{\sqrt{n}}\}} \xrightarrow{d \to \infty} N(0, 1)I_{\{N(0, 1) \leq -\frac{c}{\sqrt{2}}\}}.
\]
Since
\[
E\left[\left(Z_nI_{\{Z_n \leq \frac{2d-n}{\sqrt{n}}\}}\right)^2\right] \leq E[Z_n^2] = 1,
\]
the sequence \( (Z_nI_{\{Z_n \leq \frac{2d-n}{\sqrt{n}}\}})_{d \geq 0} \) is uniformly integrable and we obtain the convergence of expectations
\[
E\left[Z_nI_{\{Z_n \leq \frac{2d-n}{\sqrt{n}}\}}\right] \xrightarrow{d \to \infty} E\left[N(0, 1)I_{\{N(0, 1) \leq -\frac{c}{\sqrt{2}}\}}\right].
\]
The latter expectation can be further simplified as follows:
\[
E\left[N(0, 1)I_{\{N(0, 1) \leq -\frac{c}{\sqrt{2}}\}}\right] = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{-\frac{c}{\sqrt{2}}} xe^{-\frac{x^2}{2}} dx = -\frac{1}{\sqrt{2\pi}} e^{-\frac{c^2}{2}}.
\]
Together with (6.3), we finally arrive at
\[
E \Delta(D_{n(d), d}^0) \sim \left(d - \frac{n}{2}\right)\Phi\left(-\frac{c}{\sqrt{2}}\right) + \sqrt{\frac{n}{4}} \cdot \frac{1}{\sqrt{2\pi}} e^{-\frac{c^2}{2}} \sim \sqrt{d} \left(e^{-c^2/4} - \frac{c}{2} \Phi\left(-\frac{c}{\sqrt{2}}\right)\right).
\]
where we used \( n = 2d + c \sqrt{d} + o(\sqrt{d}) \) in the last step. This completes the proof. \( \square \)
By duality, the previous result implies asymptotic results for the expected statistical dimension of the Donoho-Tanner random cone.

**Corollary 6.2.** Let $D_{n,d}$ be a Donoho-Tanner random cone. Suppose that $n = n(d)$ is such that

$$\frac{d}{n} \to \delta, \quad \text{as } d \to \infty,$$

for a parameter $\delta \in (0, 1]$. Then, it holds that

$$E\Delta(D_{n,d}) \xrightarrow{d \to \infty} \begin{cases} \frac{d}{25} : \delta \in (1/2, 1], \\ \frac{d}{2} : \delta \in (0, 1/2]. \end{cases}$$

**Proof.** This follows directly from Theorem 6.1 using the duality relation [2, Eq. (3.7)]

$$\Delta(C) + \Delta(C^\circ) = d,$$

for each $d$-dimensional cone $C \subset \mathbb{R}^d$. \qed

### 6.2 The Schläfli and Cover-Efron random cones

Let $S_{n,d}$ be a Schläfli random cone. By (3.3) the expected statistical dimension of $S_{n,d}$ is given by

$$E\Delta(S_{n,d}) = \sum_{j=0}^{d} jE\nu_j(S_{n,d}) = \sum_{j=0}^{d} j \frac{\binom{n}{d-j}}{C(n, d)} = \sum_{l=0}^{d} \frac{(d-l)\binom{n}{l}}{C(n, d)}.$$ (6.4)

The following theorem provides asymptotic results for $E\Delta(S_{n,d})$ as $d$ and $n$ tend to infinity simultaneously. This should be compared to Theorem 6.1.

**Theorem 6.3.** Let $S_{n,d}$ be a Schläfli random cone. Suppose that $n = n(d)$ is such that

$$\frac{d}{n} \to \delta, \quad \text{as } d \to \infty,$$

for a parameter $\delta \in (0, 1]$. Then, it holds that

$$E\Delta(S_{n,d}) \xrightarrow{d \to \infty} \begin{cases} d(1 - \frac{1}{2\delta}) : \delta \in (1/2, 1], \\ \frac{1}{2(1-2\delta)} : \delta \in (0, 1/2). \end{cases}$$

In the case where $\delta = 1/2$, we have that

$$E\Delta(S_{n,d}) = o(d), \quad \text{as } d \to \infty.$$

More precisely, if

$$n = 2d + c\sqrt{d} + o(\sqrt{d}), \quad \text{as } d \to \infty,$$

for a parameter $c \in \mathbb{R}$, then it holds that

$$E\Delta(S_{n,d}) \xrightarrow{d \to \infty} \sqrt{d} \left(\frac{e^{-c^2/4}}{2\sqrt{\pi}\Phi(-c/\sqrt{2}) - c/2}\right).$$
Proof. Following (6.1) and (6.4), we observe that

\[ \mathbb{E} \Delta(S_{n,d}) = \mathbb{E} \Delta(D_{n,d}^0) \cdot \frac{2^n}{C(n,d)}. \] (6.5)

Consequently, some results for the expected statistical dimension of the Schlafli random cone follow from the corresponding results in Theorem 6.1.

Now, let \( d/n \to \delta \) for some \( \delta \in (1/2, 1] \). Then, the law of large numbers implies that

\[ \lim_{d \to \infty} \mathbb{P}[\text{Bin}(n-1, 1/2) \leq d - 1] = 1, \]

Thus, we obtain

\[ \frac{2^n}{C(n,d)} = \mathbb{P}[\text{Bin}(n-1, 1/2) \leq d - 1] \xrightarrow{d \to \infty} 1. \]

Together with Theorem 6.1 this proves the case \( \delta \in (1/2, 1] \).

Now, suppose that \( \delta \in (0, 1/2) \). At first, we want to determine the asymptotic behaviour of the term \( C(n,d) \). In the same way as in the proof of Theorem 6.1, we obtain that

\[ C(n + 1, d + 1) = 2 \sum_{l=0}^{d} \binom{n}{l} = 2 \sum_{k=0}^{d} \binom{n-k}{d-k} \sim 2 \sum_{k=0}^\infty \binom{n}{d} \left( \frac{\delta}{1 - \delta} \right)^k = 2 \left( \frac{n}{d} \right)^{1 - \delta}. \]

Together with (6.4) and (6.2), we arrive at

\[ \mathbb{E} \Delta(S_{n,d}) = \frac{\sum_{l=0}^{d} (d - l) \binom{n}{l}}{2 \sum_{l=0}^{d-1} \binom{n-1}{l}} \xrightarrow{d \to \infty} \frac{\delta}{2(1 - 2\delta)} = \frac{n}{d} \cdot \frac{\delta}{2(1 - 2\delta)} \xrightarrow{d \to \infty} \frac{1}{2(1 - 2\delta)}, \]

which completes the proof of the case \( \delta \in (0, 1/2) \).

Now, we turn to the case \( \delta = 1/2 \). Unfortunately, a monotonicity argument like the one used in a similar situation in the proof of Theorem 6.1 fails for Schlafli cones. To work around this difficulty, fix an \( \varepsilon \in (0, 1) \). We can split the sum on the right-hand side of (6.4) to obtain

\[ \frac{\mathbb{E} \Delta(S_{n,d})}{d} = \frac{1}{d \cdot C(n,d)} \left( \sum_{l \in ([1-\varepsilon)d,d]} (d - l) \binom{n}{l} + \sum_{l \in [0,(1-\varepsilon)d]} (d - l) \binom{n}{l} \right). \]

For the first sum, we can use that \( d - l \leq \varepsilon d \) and obtain

\[ \limsup_{d \to \infty} \frac{1}{d \cdot C(n,d)} \sum_{l \in ([1-\varepsilon)d,d]} (d - l) \binom{n}{l} \leq \varepsilon \cdot \limsup_{d \to \infty} \frac{\sum_{l=0}^{d} \binom{n}{l}}{C(n,d)} \]

\[ \leq \varepsilon \cdot \limsup_{d \to \infty} \frac{\mathbb{P}[\text{Bin}(n, 1/2) \leq d]}{\mathbb{P}[\text{Bin}(n-1, 1/2) \leq d - 1]} = \varepsilon, \]

where in the last step we used (4.1) and Theorem 4.1. For the second sum, we use that \( d - l \leq d \) and obtain

\[ \frac{1}{d \cdot C(n,d)} \sum_{l \in [0,(1-\varepsilon)d]} (d - l) \binom{n}{l} \leq \frac{\sum_{l \in [0,(1-\varepsilon)d]} \binom{n}{l}}{C(n,d)} = \mathbb{P}[\text{Bin}(n, 1/2) \leq (1 - \varepsilon)d] \mathbb{P}[\text{Bin}(n-1, 1/2) \leq d - 1] \xrightarrow{d \to \infty} 0. \]
Note that we used the fact that the numerator converges to 0 with an exponential rate, whereas it is not clear whether the denominator converges at all. This case was already treated in the proof of Theorem 4.4 (see the case $\delta = 1/2$) and can be proven in the same way here. Letting $\varepsilon$ approach zero from above yields that $E\Delta(S_{n,d})/d$ converges to 0 as $d \to \infty$.

Now, we consider the critical case where $n = 2d + c\sqrt{d} + o(\sqrt{d})$ as $d \to \infty$ for some constant $c \in \mathbb{R}$. By defining $Z_n := (2\text{Bin}(n, 1/2) - n)/\sqrt{n}$, we can use the central limit theorem for binomial random variables to obtain

$$C(n,d) = 2^n \mathbb{P}\left[Z_{n-1} \leq \frac{2(d-1) - (n-1)}{\sqrt{n-1}}\right] = 2^n \mathbb{P}\left[Z_{n-1} \leq -\frac{c}{\sqrt{2}} + o(1)\right] \xrightarrow{d \to \infty} 2^n \Phi\left(-\frac{c}{\sqrt{2}}\right).$$

Hence, we also have

$$\frac{2^n}{C(n,d)} \xrightarrow{d \to \infty} \frac{1}{\Phi(-c/\sqrt{2})}.$$

Combining this with (6.5) and Theorem 6.1 proves the claim.

By the same duality argument as in the Donoho-Tanner case, Theorem 6.3 yields the following corollary for the Cover-Efron random cone.

**Corollary 6.4.** Let $C_{n,d}$ be a Cover-Efron random cone. Suppose that $n = n(d)$ is such that

$$\frac{d}{n} \to \delta, \quad \text{as } d \to \infty,$$

for a parameter $\delta \in (0, 1]$. Then, it holds that

$$E\Delta(C_{n,d}) \xrightarrow{d \to \infty} \begin{cases} \frac{d}{2\delta} & : \delta \in (1/2, 1], \\ d & : \delta \in (0, 1/2]. \end{cases}$$
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