Dynamical many-body delocalization transition of a Tonks gas in a quasi-periodic driving potential
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The quantum kicked rotor is well-known for displaying dynamical (Anderson) localization. It has recently been shown that a periodically kicked Tonks gas will always localize and converge to a finite energy steady-state. This steady-state has been described as being effectively thermal with an effective temperature that depends on the parameters of the kick. Here we study a generalization to a quasi-periodic driving with three frequencies which, without interactions, has a metal-insulator Anderson transition. We show that a quasi-periodically kicked Tonks gas goes through a dynamical many-body delocalization transition when the kick strength is increased. The localized phase is still described by a low effective temperature, while the delocalized phase corresponds to an infinite-temperature phase, with the temperature increasing linearly in time. At the critical point, the momentum distribution of the Tonks gas displays different scaling at small and large momenta (contrary to the non-interacting case), signaling a breakdown of the one-parameter scaling theory of localization.

1 Introduction

The interplay between disorder and quantum effects has been an intense subject of study for many years, both theoretically and experimentally. A famous effect of the presence of disorder is the possibility of Anderson localization, where one-body wavefunctions are localized in presence of randomly distributed on-site energy [1]. In three dimensions, states with high enough energy are however delocalized, giving rise to the Anderson metal-insulator transition [2]. It is also well-known that Anderson localization physics can be studied in non-interacting driven quantum systems (without disorder) such as the paradigmatic Quantum Kicked Rotor (QKR). Indeed, such systems display “dynamical localization”, analogous to Anderson localization but in momentum space [3]. Moreover, it has been shown that by adding two incommensurate frequencies to the QKR, the so-called quasi-periodic QKR (QPQKR), one can induce a localization-delocalization transition in the same universality class as the Anderson transition [4, 5]. This has allowed cold atomic experiments for investigating many features of Anderson physics: observation of Anderson transition [6, 7], characterization of its critical properties at the transition [8, 9], localization at the lower critical dimension [10].

The effects of interactions on disordered systems have been studied extensively [11, 12], and it is now well understood that although interactions may destroy localization, a strong enough disorder gives rise to many-body localization (MBL). It is a phase of matter where an extensive number of integrals of motion exists, which breaks ergodicity and prevents the system from thermalizing [13, 14]. The same kind of mechanism prevents driven MBL systems from heating indefinitely [15, 16]. In the context of the QKR, the effects of interactions on dynamical localization is a fundamental question that has been studied for various toy models [17, 18, 19, 20, 21, 22], as well as for the kicked Lieb-Liniger model [23, 24, 25, 26], which is more suited to describe experiments of kicked one-dimensional cold atomic gases. With mean-field arguments, it was shown both on theoretical and numerical grounds that interactions tend to destroy dynamical localization, giving rise to a subdiffusion in momentum space [27, 28, 29, 30, 31, 32]. However, in one dimension, mean-field theory breaks down [33]. Rylands et al. have argued that dynamical localization persists in presence of interaction, leading to a Many-Body Dynamically Localized (MBDL) phase [24]. An investigation of the kicked Lieb-Liniger model in the infinite interaction limit (Tonks regime) showed that MBDL indeed persists but alters drastically the exponential decay of the momentum distribution due to the interactions [26]. Furthermore, in that work, it was shown that the MBDL steady-state of a Tonks gas starting from its ground state can be described as being effectively thermal, with an effective temperature and chemical potential depending on the parameters of the kick.

Two recent experiments have studied the fate of dynamical localization for interacting cold gases of bosons [34, 35], observing a destruction of dynamical localization, in apparent contradiction with [24, 26], and more in line with the mean-field results. The latter might not be too surprising concerning [34] since it was performed with a three-dimensional gas at weak interactions, for which a mean-field descrip-
tion should be relevant. On the other hand, [35] used a Bose gas confined in a transverse two-dimensional optical lattice, in the quasi-one-dimensional regime where MBDL would be expected. We note however that the gas is weakly interacting whereas numerical evidence, and arguments in the Tonks regime, are valid for strong interactions [24, 26]. It is still unclear if there is a true transition between a delocalized regime at weak interaction and MBDL phase at strong interactions, or if a one-dimensional kicked gas always localizes but with a subdiffusive regime at short times and weak coupling. We note that two weakly interacting particles always dynamically localize when kicked [25], but large number of particles are extremely difficult to simulate in this regime, so new theoretical methods are necessary. On the experimental side, longer time scales should be studied, the major obstacle right now being the trapping potential along the kick direction, which allows only for a few hundred of kicks.

In the present manuscript, we focus instead on the interacting QPQKR, which can be experimentally studied as in [34, 35] by a simple modification of the kicking sequence. In this case, mean-field analyses have found that the localized-diffusion transition is replaced by a subdiffusion-diffusion transition characterized by new critical properties and a two-parameter scaling law [31, 36, 37]. An analysis beyond mean-field is still missing. Here we study a quasi-periodically kicked Lieb-Liniger gas in the Tonks regime. We show that the system displays a many-body dynamical localization-delocalization transition, between a localized phase with asymptotically finite energy and a delocalized phase that heats up to infinite temperature. We show that the two phases can be described as being effectively thermal in the same line as [26], with the delocalized phase having a temperature linearly increasing in time. While the phase diagram is the same as that of the non-interacting system, we show that the critical state of the Tonks gas is markedly different from that of free particles.

The article is organized as follows. In Sec. 2, we present the model and the physical observables studied, also recalling the physics of non-interacting QPQKR. In Sec. 3.1 and Sec. 3.2 we describe our numerical results for the momentum distribution and the coherence function in both localized and delocalized regimes respectively. We also give an interpretation of those results in terms of effective thermalization. In Sec. 3.3, we analyze the critical regime, and the scaling laws obeyed by the momentum distribution. Finally, a discussion of our results is given in Sec. 4.

2 The model

We consider a system of $N$ interacting bosons of mass $m$, described by the following quasi-periodic Hamiltonian

$$\hat{H}(t) = \sum_i \left( \frac{\tilde{\rho}_i^2}{2} + K(t) \cos(\hat{x}_i) \right) \delta(t-n) + g \sum_{i<j} \delta(\hat{x}_i - \hat{x}_j),$$

(1)

where $K(t) = K(1+\varepsilon \cos(\omega_1 t) \cos(\omega_2 t))$, $K$ is the kick strength, $\varepsilon$ is the modulation strength, and the $\omega_1,2$ are two incommensurate frequencies with respect to $2\pi$. From now on, they will be fixed to $2\pi\sqrt{5}$ and $2\pi\sqrt{13}$. All physical quantities are dimensionless in Eq. (1): time is in units of the period of the kicks $T_1$, length are in units of kick-potential wavenumber $1/k_K$, momenta are in units of $mT_1k_K$. Thus, position and momentum obey the commutation relations $[\hat{x}_i, \hat{p}_j] = ik\delta_{ij}$ with $k = \hbar k_F T_1/m$ the (dimensionless) effective Planck constant. The system size $L$ is set equal to $2\pi$, and we assume periodic boundary conditions, which imply that momenta are quantized in units of $k$ (we also take the Boltzmann constant $k_B = 1$).

We start by recalling the properties of the system without interaction ($g = 0$) [7]. In this limit, we
recover the physics of the QPQKR, which strongly depends on the values of \((K, \varepsilon)\) as shown in Fig. 1. At low values of \((K, \varepsilon)\), the system is localized (see the blue region of Fig. 1, top panel) with the single-particle wave-function being exponentially localized with an associated "localization length" \(\ell_{\text{loc}}\). In particular, the energy saturates at long time, i.e. \(E(t) = E_0 + \frac{\varepsilon}{2}\), with \(E_0\) the initial energy. For large values of \((K, \varepsilon)\), the system’s energy increases linearly in time, i.e. \(E(t) = E_0 + 2Dt\), \(D\) the diffusion coefficient, while the single-particle wave-function is Gaussian (red region in the top panel of Fig. 1). There is a critical line separating the two phases, where the energy grows with an anomalous scaling, \(E(t) \sim t^{2/3}\). Close to criticality, the localization length diverges as \(\ell_{\text{loc}} \propto |\delta|^{-\nu}\) in the localized phase, and the diffusion coefficient vanishes as \(D \propto |\delta|^{\nu}\), where \(\delta\) is the distance to the critical point and \(\nu \approx 1.57\) is the associated critical exponent [38].

Right at criticality, the single-particle wave function is known to be a function of \(kt^{-1/3}\) only, a consequence of the one-parameter scaling theory of localization [39],

\[
|\psi(k, t)|^2 = t^{-1/3} f(kt^{-1/3}).
\]  

(2)

The scaling function \(f\) can be estimated using a self-consistent theory for the diffusion coefficient, similar to the one developed for disordered systems, see [40] for a review. This self-consistent theory has been shown to capture the Anderson transition qualitatively, and to describe quantitatively the momentum distribution of the critical PSQKR measured experimentally – at least for large enough momenta. Its shape is given by [8, 41]

\[
|\psi(k, t)|^2 = \frac{3}{2} \left(3\gamma^{3/2} t\right)^{-1/3} \text{Ai} \left[ (3\gamma^{3/2} t)^{-1/3} |k| \right],
\]  

(3)

where \(\gamma = \Gamma(2/3)\Lambda_c/3\), \(\Lambda_c = \lim_{t \to \infty} \langle p^2(t) \rangle t^{-2/3}\), \(\Gamma\) the Gamma function, and \(\text{Ai}(x)\) the Airy function. The self-consistent theory is however unable to capture the strong fluctuations induced by criticality: it does not predict the correct critical exponents and does not capture multifractality. The latter shows up in disordered systems in the scaling of the inverse participation ratios, which do not obey standard scaling relations due to the strong fluctuations of the critical eigenstates, with regions where they are unexpectedly large and regions where they are unexpectedly small [42]. In the context of the PSQKR, multifractality modifies the very long time behavior of the momentum distribution at small momenta. It has been shown to behave as [43]

\[
|\psi(k, t)|^2 = t^{-1/3} (\alpha - \beta |kt^{-1/3}| d_2^{-1}),
\]  

(4)

with \(\alpha, \beta > 0\), and the multifractal dimension \(d_2 \approx 1.24\) [42]. Importantly, these multifractal corrections do not destroy the scaling form Eq. (2). There is however a subtlety: the multifractal corrections grow in time and stabilize only at very long times, of the order of \(10^8\) kicks. One can nevertheless fit an effective, time-dependent, multifractal dimension \(d_{2,eff}(t)\) at shorter times [43]. The cross-over scale between the Airy shape and the multifractal behavior is given by the mean distance (in momentum space) traveled by the particles in a time \(t\), \(L_t = l(t/\tau)^{1/3}\), with \(l\) the mean-free path, and \(\tau\) the mean-free time [43, 44].

In this article, we focus on the infinite interaction limit \((g \to \infty)\), the so-called Tonks regime. In this regime, one can compute the exact time-evolution of the bosonic many-body wave function \(\Psi_B(x, t)\) at positions \(\{x\} = \{x_1, \ldots, x_N\}\) thanks to the Bose-Fermi mapping [45, 46, 47, 48, 49]

\[
\Psi_B(x, t) = \prod_{i<j} \text{sign}(x_i - x_j) \Psi_F(x, t),
\]  

(5)

where \(\Psi_F(x, t)\) is the fermionic wavefunction of \(N\) free fermions, that can be simply expressed as the Slater’s determinant of single-particle wavefunctions \(\psi_i(x)\), evolving according to the Schrödinger’s equation of the non-interacting QPQKR (i.e. \(\hat{H}(t)\) with \(g = 0\)). Since the dynamic of each single-particle orbitals \(|\psi_i(t)\rangle\) is that of one of the non-interacting QPQKR, we can infer that they will all be either localized, delocalized, or critical, depending on the parameters, as discussed above. We will always assume that the system starts in its ground state, i.e. the fermionic momentum distribution describes a Fermi sea filled up to the Fermi momentum \(p_F \propto N\), with ground-state energy denoted \(E_0\).

For a Tonks gas, any local observable, such as the energy or the density, is the same as the fermionic one. On the other hand, non-local observables such as the one-body density matrix

\[
\rho(x, y, t) = N \int dx_2 \ldots dx_N \Psi_B(x, x_2, \ldots, x_N; t) \times \Psi_B(y, x_2, \ldots, x_N; t),
\]  

(6)

and its Fourier transform, the momentum distribution

\[
n_k(t) = \frac{1}{T} \int dx dy e^{ik(x-y)} \rho(x, y, t),
\]  

(7)

are significantly different from those of free fermions. Since the phenomena we focus on are non-local in real space, we expect those observables to be drastically different from that at \(g = 0\). We focus on those observables at long time in each of the three phases in the following. Finally, we will also study the fermionic momentum distribution, given by

\[
n_k^F(t) = \sum_{\epsilon} |\langle k | \psi_i(t) \rangle |^2.
\]  

(8)

A great advantage of the Tonks limit is that the time-evolution of the many-body wavefunction of \(N\)
particles can be computed numerically to arbitrary precision by increasing the size of basis in which we write the single particle orbitals. Since in the context of the PSQKR the relevant physics takes place in momentum space, we truncate the wavevector basis $|k\rangle$ using a cut-off $M$ large enough (depending on the phase) such that the single-particle orbitals $\psi_i(k, t)$ are converged (i.e. $|\psi_i(\pm M, t)| \approx 0$ at all time $t$). Their dynamics is obtained numerically by alternating between real space for kicks and momentum space for free propagation via fast Fourier transform. The system starting in the ground state, we choose $\psi_i(k, 0) = \delta_{k, k_i}$, with $k_i$ the $N$ smallest wavevectors. Once the single-particle orbitals are obtained, the bosonic observables are computed straightforwardly using the method of Refs. [50, 51]. Noting that the momentum distribution of the Tonks gas decays as a power law at large momenta, with $n_k \approx C_{ss}/k^4$ at large momenta, with $C_{ss}$ computed using the effectively thermal density matrix (see text). The inset shows the same quantities in linear scale.

3.1 Localized phase

At small values of $(K, \varepsilon)$, all single-particle orbitals are dynamically localized. Here we use $(k, \varepsilon) = (2.89, 0.55)$ in our numerical simulations. This case is very similar to that of a (single-frequency) kicked Tonks gas discussed in detail in [26]. We will therefore only briefly analyze this phase, recalling only the relevant information needed to contrast with the other phases.

First, since the fermions dynamically localize, their energy saturates at long time to $E \approx E_0 + N \bar{K}_{0,0}$, as shown in Fig. 2 in blue. This implies that the energy of the Tonks gas also saturates and this can be interpreted as Many-Body Dynamical Localization [24, 26]. However, the momentum distribution of the Tonks gas is very different from that of a dynamically localized single-particle. Indeed, at large momenta, the momentum distribution does not decay exponentially, but as a power-law, $n_k \sim C/k^4$, where $C$ is the so-called Tan’s contact [52, 53], see Fig. 3. Furthermore, contrary to the initial state (the ground state), which displays quasi-long-range order and a divergence at small momenta $n_k(t = 0) \propto k^{-1/2}$ [33], this divergence is rounded at long time in the localized phase (see inset).

The same information can be gathered by studying the coherence function

$$g_1(r) = \frac{1}{L} \int dR \rho(R - r/2, R + r/2).$$

Figure 2: Time evolution of the total energy in log-log scale for $N = 11$ particles in the delocalized ($K = 8, k = 2.89, \varepsilon = 0.55$), critical ($K = 6.36, k = 2.85, \varepsilon = 0.43$) and localized ($K = 3, k = 2.89, \varepsilon = 0.55$) regimes (top to bottom). Dashed lines correspond to the expected power law growth of the energy in each regime.

Figure 3: Steady-state momentum distribution in log-log scale in the localized regime at $t = 1000$ kicks for $K = 3, 3.5$ and $4, N = 51$ particles (for better visibility in the main panel, the different curves have been shifted vertically by adding a constant to $n_k$, from top to bottom: 30, 12, 4, 0). The dashed line shows the asymptotic behavior $n_k \approx C_{ss}/k^4$ at large momenta, with $C_{ss}$ computed using the effectively thermal density matrix (see text). The inset shows the same quantities in linear scale.

3 Study of the dynamics at long time

The phase diagram of the quasi-periodically kicked Tonks gas can be understood easily. Indeed, since the energy of the Tonks gas is the same as that of free fermions, and since all the single-particle orbitals are either localized, delocalized, or critical, depending on $K$ and $\varepsilon$, the phase diagram is also given by the top panel of Fig. 1. The time evolution of the energy in the three cases is shown in Fig. 2. We now analyze the three phases in turn.
In the ground state, \( g_1(r, t = 0) \sim 1/|r| \) for \( r_{FF} \gg 1 \) due to quasi-long-range order. The localized coherence functions shown in Fig. 4 decay exponentially fast with the distance, \( g_1(r) \sim e^{-2|r|/r_c} \), implying the absence of coherence. Thus the kicks have destroyed the phase coherence of the gas, which is in agreement with the fact that \( n_{k=0} \) no longer scales with the number of particles (see inset (b) of Fig. 4).

We have shown in [26] that this phenomenology can be described by assuming that the system is effectively thermal, i.e., the steady-state density matrix of the system \( \rho_{ss} \) can be written as a thermal density matrix

\[
\rho_{ss} \propto e^{-\frac{\hat{H}_{TG} - \mu_{eff} \hat{N}}{T_{eff}}},
\]

where \( \hat{H}_{TG} \) is Hamiltonian of the Tonks gas without driving, and \( T_{eff} \) and \( \mu_{eff} \) are respectively the effective temperature and chemical potential, that depend on the steady-state.

To extract these parameters, it is more convenient to study the steady-state momentum distribution of the fermions, which is however very noisy. Following the procedure of [26], the effective temperature and chemical potential can be obtained by a modified QPKQR Hamiltonian depending on a parameter \( q \) (playing the role of a quasi-momentum in the non-interacting QKR)

\[
\hat{H}_q = \frac{\hat{p}^2 + q^2 \hat{k}^2}{2} + K(t) \cos(\hat{x}) \sum_n \delta(t - n).
\]

It allows for smoothing the momentum distribution of the fermions and for an easier extraction of the effective parameters. In Fig. 5, in addition to the momentum distribution \( n_F^1 \) at \( q = 0 \), we show the momentum distribution averaged over 150 values of \( q \) (full line). The smoothing effect of the procedure is clear here. The same figure shows the corresponding Fermi-Dirac at an effective temperature \( T_{eff} \) and effective chemical potential \( \mu_{eff} \) such that the fitting distribution describes the data. The effective temperature and chemical potential are obtained using imposing that

\[
\sum_{k \in \mathbb{Z}} f_{FD}(k, T_{eff}, \mu_{eff}) = N, \tag{12}
\]

\[
\sum_{k \in \mathbb{Z}} \frac{k^2}{2} f_{FD}(k, T_{eff}, \mu_{eff}) = E, \tag{13}
\]

where \( E \) is the energy in the steady state obtained from the averaged momentum distribution, and \( f_{FD} \) is the Fermi-Dirac distribution

\[
f_{FD}(k, T, \mu) = \frac{1}{e^{\frac{k^2}{\pi \mu}} + 1}. \tag{13}
\]

We observe that the fit is very good in the localized phase, see the inset of Fig. 6. In this phase, \( p_{loc} \) is much smaller than \( p_F \) (due to the small values of \( K \)). This corresponds to low effective temperatures in comparison to the initial Fermi energy \( \epsilon_F = p_F^2 / 2 \). Thus, we can derive an explicit expression of the effective temperature as a function of \( p_{loc} \) and \( p_F \) by using a Sommerfeld expansion of the energy [26]

\[
\frac{T_{eff}}{\epsilon_F} = \frac{2\sqrt{3} p_{loc}}{\pi \frac{p_F}{p_F}}. \tag{14}
\]

Fig. 6 shows that Eq. (14), deep in the localized phase, describes very well the fitted effective temperatures.
This information about the thermal properties of the fermions can be used to describe the localized phase of the Tonks gas since the properties of the thermal Tonks gas are well-understood [33]. For a thermal Tonks gas of \( N \) bosons at temperature \( T \), Tan’s contact is given by [54]

\[
C_{th}(N, T) = \frac{8NE(N, T)}{L^2k^2}. \tag{15}
\]

In the context of effective thermalization, we expect that the contact in the localized regime \( C \) to be given by \( C = C_{th}(N, T_{eff}) \). Fig. 3 shows that the power-law decay is very well described by \( C_{th}(N, T_{eff})/k^4 \) (dashed lines).

The exponential decay of \( g_1 \) in a thermal Tonks gas is known [33, 55], and in particular at low temperature we have \( r_c = \frac{2kT}{\hbar^2} \), where \( \nu_F = \frac{2N}{2} \) is the Fermi velocity. From the relation deduced between \( T_{eff} \) and \( p_{loc} \), we expect \( r_c \) to be independent of particle and inversely proportional to \( p_{loc} \), i.e. \( r_c = \frac{\pi}{\sqrt{3}} \frac{k}{\nu_F} \), which is rewritten as

\[
r_c p_F/k = \frac{\pi}{\sqrt{3}} \frac{p_F}{\sqrt{3} p_{loc}}. \tag{16}
\]

Fig. 7 shows a good agreement with Eq. (16) and the extracted correlation length, estimated from the second moment of \( g_1(r) \). The inset shows also that Eq. (16) describes well the exponential decay of the coherence function for a given set of parameters.

### 3.2 Delocalized phase

For large values of \((K, \varepsilon)\), the single-particle orbitals are delocalized, and characterized by a diffusive dynamics, and each of their energies grows linearly in time and the orbitals are Gaussian, see Fig. 8. We keep \((k, \varepsilon) = (2.89, 0.55)\) in the numerics. Thus, the energy will scale as \( E(t) \approx E_0 + 2NDt \), as shown
Figure 9: Momentum distribution deep in the delocalized phase for $N = 51$ particles in log-log scale (for better visibility in both main panels, the different curves have been shifted vertically by adding a constant to $n_k$, from top to bottom: 15, 6, 2, 0). Top panel: fixed time $t = 600$ and various $K$. Bottom panel: fixed $K = 12$ and various times. In both panels, the dashed line shows the asymptotic behavior $n_k \approx C_{kh}/k^4$ at large momenta, with $C_{kh}$ computed from Eq. (20). The inset shows the same quantities in linear scale.

Figure 10: Top panel: Coherence function $g_1(r)$ for $K = 12$, 14 and 16, $t = 600$. Bottom panel: Coherence function for $t = 200$, 400 and 800, $K = 12$. In both cases, $N = 51$ and the legend is the same as in Fig. 9. For each panel, the inset shows the occupation of the zero-momentum state $n_{k=0}$. In both cases, $n_{k=0}$ scales linearly with $N$ in the delocalized phase (see dashed black line which is a guide to the eyes), while it grows as $\sqrt{N}$ in the ground state.

in Fig. 2 in red. Note that at long enough times, each fermionic wave-function is much larger than the initial fermionic momentum distribution (of width $2p_F \simeq N$), and thus the momentum distribution of the $N$ fermions is just a Gaussian with increasing width. We focus on this asymptotic regime from now on. We will show below that the particular shape of the momentum distribution of both fermions and bosons can be described by a high-temperature thermal gas with a temperature that increases linearly in time. The system is thus asymptotically reaching an infinite temperature phase.

The momentum distribution of the Tonks gas at long time is shown in Fig. 9. As in the localized phase, the divergence at small momenta present in the ground-state is destroyed by the kicks, while the asymptotic behavior at large momenta remains a power-law decay in $k^{-4}$. We plot again the coherence $g_1(r)$ in Fig. 10 as a function of $K$ (top panel) and $t$ (bottom panel). In both cases, a loss of coherence is seen since $g_1$ decay exponentially fast, eventually looking like a delta Dirac at very long time.

We also stress that the occupation of $n_{k=0}$ scales linearly with the number of particles $N$, see right inset of Fig. 10, which might be surprising at first sight, as it is usually interpreted (for instance in the ground state) as a hallmark of long-range coherence. However, as we show below, the system is in fact in a very high-temperature regime, and the bosons behave as a collection of $N$ almost independent particles (up to the contact physics at very high momenta). Hence the linear scaling in the number of particles of the
momentum distribution (the same is observed for the fermions).

As in the localized regime, we can extract an effective temperature and chemical potential for the fermions. In particular, we find that the effective chemical potential is large and negative, $|\mu_{eff}|/T_{eff} \gg 1$, and the Fermi-Dirac distribution is nothing but the Maxwell-Boltzmann distribution $f_{MB}$:

$$f_{MB}(k,T,\mu) \propto e^{-\frac{k^2}{2k_B^2} + \mu/T},$$

which is Gaussian, as is the momentum distribution of the fermions in the delocalized phase. Using this distribution to fit fermionic distributions at long times works very well indeed, see Fig. 8. Note that since the energy grows with time, we expect the effective temperature and chemical potential to change in time too. We can extract an effective temperature and an effective chemical potential as done in the localized regime, using the constraints

$$\sum_{k \in Z} f_{MB}(k,T_{eff},\mu_{eff}) = N,$$

$$\sum_{k \in Z} \frac{k^2}{2} f_{MB}(k,T_{eff},\mu_{eff}) = E.$$  

(18)

The equipartition theorem implies that

$$T_{eff} = \frac{2E}{N},$$

$$= 4Dt.$$  

(19)

We show in the inset of Fig. 8, the time evolution of the extracted temperature for different $K$. It increases linearly with time, while the prediction $T_{eff} = 2E/N$ works very well (black crosses).

Using Eqs. (15) and (19), we obtain

$$C_{th}(N,T_{eff}) = \frac{4N^2T_{eff}}{2k^2},$$

which is consistent with what was found in the high-temperature limit [54], and indicates that the contact scales linearly with time. We show in Fig. 9 as dashed lines that the power-law decay is indeed very well described by $C_{th}(N,T_{eff})/k^2$.

Finally, the width of the coherence function, $r_c$, is given for a thermal Tonks gas with negative chemical potential by [55]

$$r_c^{-1} = \frac{\sqrt{2|\mu|}}{k} R(\mu/T),$$

with

$$R(y) = 1 + \frac{1}{2\pi \sqrt{|y|}} \int_{-\infty}^{\infty} dz \ln \frac{e^{z^2-y} + 1}{e^{z^2-y} - 1}.$$  

(22)

We, therefore, expect $r_c p_F/k$ to vary for various $N$ to be described by a universal function of $\varepsilon_F/|\mu|$. This is verified in Fig. 11. Equation (21), which tends to $\sqrt{2|\mu|}/k$ at large $|\mu|/T$, describes very well the data for $|\mu| \gg \varepsilon_F$. Nevertheless, we observe a departure from the analytical prediction at smaller chemical potentials—corresponding to very high effective temperatures—, which can be due to the estimation of $r_c$ by the second moment of the coherence function, as it works only for intermediate temperatures [56].

3.3 Critical regime

To study the critical phase, we choose $(k,K,\varepsilon) \approx (2.85, 6.36, 0.43)$ [7], for which the energy of the system grows as $t^{1/3}$, see Fig. 2 in purple. We start by analyzing the free fermions. We have seen in Sec. 2 that the single-particle orbitals are expected to obey the scaling form Eq. (2), with a width that grows as $t^{1/3}$. Thus, at sufficiently long time, such that each orbital is much larger than the initial momentum distribution of the fermions, i.e. for $L_t \gg p_F$, we expect the fermionic momentum distribution to be given by the single-particle scaling function

$$n^F_t(k) \approx N t^{-1/3} f(|k| t^{-1/3}),$$

$$\simeq N t^{-1/3} \frac{2^{3/2}}{2\gamma^{1/2}} Ai \left( \frac{|k| t^{-1/3}}{3^{1/4} \gamma^{1/2}} \right),$$

(23)

where on the second line we have used the result of the self-consistent theory, valid at large enough momenta. This is verified in Fig. 12, where we see that the rescaled fermionic momentum distribution is well described in the wings by Eq. (23) at sufficiently long times. Note that the central part of the distribution is not captured by the self-consistent theory, and grows in time to become the multifractal non-analyticity
Figure 12: Top panel: Fermionic momentum distribution at criticality for various times, with $N = 51$. Bottom panel: Same data once rescaled. The black dash line is the self-consistent theory prediction Eq. (23). Inset: Inner part of the momentum distribution at $t = 500000$, fitted by the multifractal singularity Eq. (4) convolved with the initial fermionic momentum distribution, see text.

Eq. (4). The inset of the lower panel of Fig. 12 shows that at long times, the central part of the momentum distribution is indeed well described by the multifractal peak, Eq. (4) (convolved with the initial momentum distribution), with effective fractal dimension $d_{2,eff} = 1.33 \pm 0.06$ at $t = 5 \times 10^5$ in agreement with Ref. [43]. Therefore, for time large enough such that $\bar{\tau} \gg p_F$, the momentum distribution of the fermions is described by the one-parameter scaling theory, as expected. This implies that the fermions cannot be described as a thermal gas, signaling a breaking of the effective thermalization observed in the localized and delocalized phases.

We are now in a position to analyze the critical behavior of the Tonks gas. To minimize the numerical artifacts induced by the finite cut-off in momentum, we mostly plot data for $N = 11$. Naively, using the Bose-Fermi mapping, one could infer that the bosonic momentum distribution obeys the same scaling law as that of the fermions. However, as we will see, the picture is more complicated.

Fig. 13 shows that for moderate momenta (the behavior close to zero-momentum will be discussed below), the bosonic momentum distribution obeys the standard scaling law,

$$n_k(t) = t^{-1/3} f_1(kt^{-1/3}).$$

(24)

We note however that the data do not obey the scaling law at large enough momenta. Fig. 14 focuses on that region in momentum space. As expected for an interacting quantum system, and as we have already seen in the localized and delocalized regimes, the momentum distribution decays as $1/k^4$, with a contact that increases in time. In fact, using once more the formula $C = 8NE/L^2k^2$, we find that the contact scales as $t^{2/3}$. Therefore, we find that for large momenta, the momentum distribution obeys a scaling law of the form

$$n_k(t) = t^{-2/3} f_2(kt^{-1/3}),$$

(25)

with $f_2(y) = y^{-4}$, see inset of Fig. 14. This inset shows in particular that the cross-over scale $k_c(t)$ between the two regimes scales as $t^{1/3}$.

On the other hand, the inset of Fig. 15 shows that $n_{k=0}(t)$ scales with the number of particles as $N^\gamma$, with exponent $\gamma \simeq 0.59$. As for the delocalized phase, this should not be interpreted in favor of (quasi) long-range coherence, although we do not have yet an explanation for this behavior. Then, assuming that for small enough momenta $n_k(t)$ also scales as $N^{0.59}$, we are able to find a collapse of the data for various $N$ at fixed time by rescaling the momenta by $N^{1/3}$, see Fig. 15 main panel. We thus infer that the momentum scale $k_c(t)$ between the scaling forms Eq. (24) and Eq. (25) is of order $(Nt)^{1/3} \sim (p_F t)^{1/3}$ (to be contrasted with the ground state, for which the cross-over scale between small and large momentum behavior is given by $p_F \sim N$). This implies a clear breaking of the one-parameter scaling law expected for the Anderson transition of non-interacting particles. A similar breaking has been observed in the quasi-periodically kicked Gross-Pitaevski equation in [31].

Finally, we have analyzed the behavior of the central peak at small momenta of the bosonic momentum distribution, and we have not found any sign of multifractality, as the bosonic momentum distribution appears to be regular (quadratic) at small momenta. Whether multifractality can be observed in the quasi-periodically kicked Tonks gas is left for future work.

4 Discussion

We have studied the different phases of the interacting QPQKR in the Tonks limit. Both the localized
and delocalized phases have been shown to behave effectively like a thermal gas, respectively in the low-temperature and high-temperature regimes. In both cases, we have shown that the bosonic distribution is drastically different from the fermionic one, and decay at large momenta as a power law given by a Tan’s contact, which depends on the temperature in accordance with what was found in Ref. [54]. Even though it provides a quantitative description of both of these phases, thermalization remains effective, which implies that the natural orbitals of the one-body density matrix are not plane waves, see App. A. Finally, we made a quantitative analysis of the critical regime at the transition. While the phase diagram is the same as that of non-interacting particles, the momentum distribution of the Tonks gas does not display the one-parameter scaling law. Indeed, there is a cross-over between a small momentum regime scaling as $t^{1/3}$ (similar to free particles) and a large momentum regime scaling as $t^{2/3}$ (dominated by the scaling of the contact). The cross-over scale between these two regimes appears to scale as $(p_F t)^{1/3}$. Contrary to the non-interacting case, we have not been able to identify the effects of multifractality in the behavior of the momentum distribution, which might nevertheless influence other observables.

Beyond the Tonks regime, it would be interesting to investigate a quasi-periodic kicked Lieb-Liniger model...
to see whether the transition is preserved by finite interactions, and in particular if the critical exponents are modified. Previous studies in the mean-field (Gross-Pitaevskii) regime suggest that a transition is still present, and characterized by a new critical exponent, while the localized phase is replaced by subdiffusive transport [31]. It is a very interesting question to understand how beyond mean-field effects would change this picture.
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**A Natural orbitals and finite-time scaling**

The one-body density matrix can be decomposed in natural orbitals, noted $\phi^\eta(x)$, which informs on the modes occupied by the particles in the context of many-body physics. They are defined as

$$\int dyp(x, y)\phi^\eta(y) = \lambda_\eta\phi^\eta(x),$$

with $\lambda_\eta$ the occupation number of the $\eta$-th natural orbital. We focus here on the dynamics of the most occupied natural orbital in momentum space $\phi^0(p)$ in the three regimes (localized, diffusive, critical), see Fig. 16. The upper panel shows the dynamics, with clearly distinct behaviors in the three regimes. The lower panel uses the expected rescaling associated with each regime (in particular with $t^{1/3}$ for the critical regime, as in the non-interacting case) and shows a very good collapse at all times.
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