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Abstract: In this paper, we propose seasonal long short-term memory (SLSTM), which is a method for predicting the sales of agricultural products, to stabilize supply and demand. The SLSTM model is trained using the seasonality attributes of week, month, and quarter as additional inputs to historical time-series data. The seasonality attributes are entered into the SLSTM network model individually or in combination. The performance of the proposed SLSTM model was compared with those of auto_arima, Prophet, and a standard LSTM in terms of three performance metrics (mean absolute error (MAE), root mean squared error (RMSE), and normalization mean absolute error (NMAE)). The experimental results show that the error rate of the proposed SLSTM model is significantly lower than those of other classical methods.
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1. Introduction

Agricultural commodity prices are volatile, and they are affected by various factors, including weather conditions, the planting area, consumption trends, and policy factors [1]. Price volatility makes it difficult for producers to make sales decisions, which leads to instability in producer incomes and consumer burdens on purchasing behavior. Therefore, accurate forecasting of agricultural supply and demand is essential for both agricultural producers and consumers. To reduce volatility, it is crucial to establish an agricultural production plan at the beginning of the production process by forecasting supply and demand [2–4]. Forecasts of the sales volumes of agricultural products can use historical time-series data to reduce risk at the production stages and reduce price fluctuations after production [5]. However, the trends of the agricultural market are complicated and nonlinear as a result of numerous factors, including economic globalization, financial speculation, climate change, and oil price fluctuations. This complexity makes it increasingly difficult to accurately predict agricultural supply and demand [1,5]. Since it is very difficult to predict agricultural supply and demand with different variability factors, more research needs to be conducted on such predictions. By contrast, studies on energy and electrical load predictions, which have less volatile factors than agricultural predictions, are actively conducted. Specifically, various studies have examined the prediction of energy and electric loads, which play an important role in energy management systems [6–11]. The studies on other applications include rainfall forecasting [12], bitcoin price forecasting [13], bankruptcy prediction [14], and stock price prediction [15,16].

Agricultural product sales are mainly time series, and many general time series forecasting methods can be applied to forecast them. The problem of predicting the supply and demand of agricultural products is mostly solved using classical statistical models or machine learning models.
The machine learning models are typically implemented with recently emerging deep learning models, such as the recurrent neural network.

In this paper, we propose an agricultural sales forecasting system based on deep learning to stabilize agricultural supply and demand. The time-series data for the sales volume of agriculture products contain a high degree of weekly and monthly seasonality. The conventional models, such as seasonal autoregressive integrated moving average (SARIMA) and LSTM (long short-term memory), have the ability to model such seasonality. The SARIMA model represents the seasonal information statistically with its formulation. However, the SARIMA model has no ability to accept “explicit” seasonal information. An example of explicit seasonal information is that the current time step is May and Friday. The LSTM model is currently very popular as a deep learning model for processing various kinds of time-series data and natural languages [17]. The state transition and gate mechanisms of LSTM can implicitly capture the seasonal information in the data. We observe that the explicit seasonal information can be additionally input to LSTM through the input layer and that this idea will improve the accuracy. This observation motivates our research. The proposed LSTM model is a prediction method that adds weekly, monthly, and quarterly features to the existing LSTM method. We call the proposed LSTM model seasonal LSTM (SLSTM). The seasonality information, namely, weekly, monthly, and quarterly features, are input into the SLSTM either individually or simultaneously.

In our experiment, the forecasting performance is evaluated in terms of three error metrics: mean absolute error (MAE), root mean squared error (RMSE), and normalization mean absolute error (NMAE). The proposed SLSTM model shows a lower error rate than the conventional methods.

Section 2 presents a literature review. Section 3 describes the dataset used in our experiments. It also describes the proposed SLSTM model, along with conventional methods. Section 4 presents the experimental results and performance comparisons. Section 5 concludes the paper.

2. Literature Review

We divide the time-series prediction model into conventional statistical models, machine learning models, and hybrid models that combine both [7,18]. In general, the time scales of forecasting can be divided into three categories: short-term forecasts (from one hour up to one week), mid-term forecasts (from one month up to one year), and long-term forecasts (more than one year); these are also respectively referred to as short-term horizon, mid-term horizon, and long-term horizon. Most works use the short-term horizon since it achieves higher accuracy than the other types [7,8,19].

Conventional statistical methods include linear regression, autoregressive moving average, general exponential technique, autoregressive integrated moving average (ARIMA), and seasonal ARIMA (SARIMA) [7,8,20]. The ARIMA models, developed by Box and Jenkins [21], are the most frequently used, and these models constitute a widely used class of linear models for univariate time series. The ARIMA model relies on several criteria to identify an optimal parameter setting, leading to disadvantages of manual selection and a considerable amount of computation time [11]. To overcome this problem, Nguyen et al. [11] used the auto ARIMA model in the R forecast package. The auto ARIMA models are prone to generating large trend errors when there is a change in the trend near the cutoff period; in that case, they fail to capture any seasonality. In another paper, Taylor and Letham [22] used the Prophet model, which is a time series prediction package developed by Facebook. Prophet is a modular regression model with interpretable parameters that can be intuitively adjusted by analysts with domain knowledge about the time series.

Machine learning models are currently being deployed in a variety of applications because of their superior ability to handle complex input and output relationships. For example, the artificial neural network (ANN) model has attracted substantial attention since the mid-1980s as a powerful computational tool for time series forecasting problems. The support vector machine (SVM) model has been used in a wide variety of applications due to its powerful generalization capability and its margin maximization mechanisms. Recently, deep learning has emerged as an effective solution due to its powerful representation learning ability. The recurrent neural network (RNN) model is a kind of folded
neural network that is considered to be useful for time series data analytics because it has dependencies among points in the type of data and it is designed to model temporal dependencies. The RNN method can be distinguished from feed-forward neural networks by its operation [23]. However, a vanilla RNN model suffers from the problem of exploding and vanishing gradients. To improve the memorization of RNN and better control the information flow, Hochreiter and Schmidhuber [24] proposed the long short-term memory (LSTM) method, which adds the gate mechanism inside the RNN layers to control the information flow. With these improvements, the standard LSTM model can recognize and learn long-term dependencies [23]. The standard LSTM model is evolving, with several different variations—improved LSTM versions, such as LSTM with a time gate added to the LSTM (phased LSTM) model [25]); augmented LSTM [26]; LSTM with multivariate fuzzy technology (MF–LSTM [23]); LSTM with an added attention layer [10]; RNN-based intensified LSTM [12]—have all recently showed good performance.

Hybrid models, which combine statistical and machine learning models in various ways, are currently being investigated for time series prediction [5–8,18]. Khashei et al. [27] used a combination of ARIMA, artificial neural networks (ANN), and fuzzy logic to predict exchange rates and gold prices. Cenas [28] used a combination of the ARIMA method and the Kalman filter to predict rice prices, which are time-series data. In the study by Anggraeni et al. [29], rice price forecasting was performed using a combination of ANN and autoregressive integrated moving average with exogenous variables (ARIMAX), which include independent variables such as rice harvest area, rice production, and season. In Fang et al. [30], a combination of SVM, neural network, and ARIMA, with ensemble empirical mode decomposition (EEMD), was used to predict the prices of agricultural products (rice, wheat, and meal). To forecast the prices of corn and soybeans, Wang et al. [5] used a hybrid method combining an LSTM method with popular forecasting models: ARIMA, support vector regressor (SVR), RNN, and gated recurrent unit (GRU). Hybrid methods also have a higher potential for solving load prediction problems than single methods [8,30].

3. Materials and Methods

3.1. Data

3.1.1. Data Collection and Observations

The dataset used in the proposed method was extracted from a database of the sales volume of about 3000 items sold in the POS (point of sale) system of a local food retail store in Wanju, South Korea. The time-series data of five items (WelshOnion, Lettuce, ChineseMallow, Onion, and JujubeMiniTomato) that showed the least number of missing dates were chosen. The sales period for the five items was from June 2014 to December 2019, so each sales time-step was around \( T = 2000 \) days or more, where \( T \) is the total number of time-steps. Table 1 presents the sales periods and the sales days of the five items.

| No. | Item               | Sales Days | Period                   | \( T \) |
|-----|--------------------|------------|--------------------------|--------|
| 1   | WelshOnion         | 2014       | 1 June 2014–31 December 2019 | 2040   |
| 2   | Lettuce            | 2014       | 1 June 2014–31 December 2019 | 2040   |
| 3   | ChineseMallow      | 2012       | 1 June 2014–31 December 2019 | 2040   |
| 4   | Onion              | 2009       | 1 June 2014–31 December 2019 | 2040   |
| 5   | JujubeMiniTomato   | 2011       | 1 June 2014–31 December 2019 | 2040   |

The difference between the number of days (\( T \)) and the sales days in Table 1 is due to the fact that the data contains missing values for various reasons, such as holidays at the Wanju local food retail store and a lack of supply of certain products. Figure 1 shows the sales volume data of the five items.
Figure 1. Cont.
Figure 1. Sales volumes of five items (WelshOnion (a), Lettuce (b), ChineseMallow (c), Onion (d), and JujubeMiniTomato (e)). Note that the y-axis scale of each plot is different. The first 60% was used for the training subset (blue line), the next 20% was used for the validation subset (orange line), and the most recent 20% was used for the test subset (green line).

Figure 2 shows the distribution of the values in the dataset for the five items. We noticed the presence of outliers in Figure 2. Outliers result from mistakes in sales volume input, such as numerical unit errors or decimal point notation errors in sales volume.

Figure 3 shows the correlation between each pair of the five items, and all correlations show weak relationships. The top-two most correlated pairs are Onion–Lettuce (0.36) and JujubeMiniTomato–ChineseMallow (0.35), while the least correlated pair is the JujubeMiniTomato–WelshOnion (0.00011).

Figure 4 shows the average sales volumes by day, month, and quarter of Lettuce sales data from 1 June 2014 to 31 December 2019. Figure 4a shows that the average sales volume is the highest on Saturday, followed, in order, by Sunday and Friday. In Figure 4b, it can be seen that average sales are highest in March, followed, in order, by April and August. Figure 4c shows that average sales are in descending order of the first, third, second, and fourth quarters. Average sales in the second and third quarters are similar. As it shows a high degree of seasonality, embedding the seasonality information in the prediction models as weekly, monthly, and quarterly features is expected to improve prediction accuracy.
Figure 3. Correlation matrix among sales volumes of five items (WelshOnion (WO), Lettuce (L), ChineseMallow (CM), Onion (O), and JujubeMiniTomato (JMT)).

(a) 
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Figure 4. Average sales of lettuce data by day, month, and quarter. (a) Average sales by day of week, (b) average sales by month, and (c) average by quarter.

3.1.2. Data Preprocessing

As shown in Figures 1 and 2, there are outliers and missing values in the data. The data is processed using the z-score with interpolation methods. In statistics, the z-score is the number of standard deviations by which the value of a raw score (i.e., an observed value or data point) is above or below the mean value of what is being observed or measured. Raw scores above the mean have positive
standard scores, while those below the mean have negative standard scores. The following equation shows the z-score equation, where $\mu$ and $\sigma$ respectively represent the mean and the standard deviation.

$$z = \frac{x - \mu}{\sigma}$$  \hspace{1cm} (1)

We removed the outliers using the z-score method. After converting the data into z-scores, data points outside the range of 95% of the z-scores were removed as outliers. In the top plot of Figure 5, the blue line represents the raw data, and the orange line represents the data after removing outliers from the raw data. The bottom plot in Figure 5 shows the results of the interpolation of missing values (blue lines); the interpolated part is also enlarged and shown. The enlarged plot shows that the blue line is interpolated to an orange color. As presented in Table 1, there is a missing value in the raw data. Therefore, we interpolate the missing values according to the time index of the time-series data.

3.2. Forecasting Models

We used the most popular models (SARIMA, Prophet, LSTM, and the proposed SLSTM) in our experiment. Their features and implementation specifications are summarized as follows.

**Figure 5.** In the (top) plot, the blue and orange lines are the raw data and the data after removing outliers, respectively. The (bottom) plot shows that the missing values (blue line) of the orange line are interpolated; a part of the bottom plot is also enlarged and shown.

3.2. Forecasting Models

We used the most popular models (SARIMA, Prophet, LSTM, and the proposed SLSTM) in our experiment. Their features and implementation specifications are summarized as follows.
3.2.1. AutoArima

The SARIMA model is one of the most popular models that incorporate seasonality into time series forecasting [7–9]. It has a limitation—the user must select a proper model using autocorrelation function (ACF) and partial autocorrelation function (PACF) plots, as well as calculate the Akaike information criterion (AIC) or the Bayesian information criterion (BIC). To resolve this problem, the auto_arima method was developed, which automatically selects an optimal model [31]. In our implementation, we used the auto_arima function provided by the Python pmdarima library.

The auto_arima function fits the best ARIMA model to a time series according to a given information criterion (either AIC, BIC, or the Hannan–Quinn information criterion (HQIC)). The function performs a search (either stepwise or parallelized) for the possible model and the seasonal orders within the constraints provided, then selects the parameters that minimize the given metric. The auto_arima function itself operates a bit like a grid search, as it tries various sets of p and q (also P and Q for seasonal models) parameters, then selects the model that minimizes AIC or BIC. To select the differencing terms, the auto_arima function uses tests of stationarity (such as an augmented Dickey–Fuller test) and seasonality (such as the Canova Hansen test) for seasonal models [31].

3.2.2. Prophet

The Prophet model has an advantage—the parameters are interpretable so that the analyst can intuitively adjust them with domain knowledge of the time series. Tools that help analysts use their expertise effectively enable the reliable and practical forecasting of business time series [22]. The Prophet model is a procedure for forecasting time series data based on an additive model, where nonlinear trends are fit with yearly, weekly, and daily seasonality, plus holiday effects. We use the decomposable time series model outlined by Harvey and Peters [32], with three main model components: trend, seasonality, and holidays. They are combined in Equation (2).

\[ y(t) = g(t) + s(t) + h(t) + \epsilon_t \]  

Here, \( g(t) \) is the trend function that models nonperiodic changes in the value of the time series, \( s(t) \) represents periodic changes (e.g., weekly and yearly seasonality), and \( h(t) \) represents the effects of holidays that occur in potentially irregular schedules over one or more days. The error term \( \epsilon_t \) represents any idiosyncratic changes that are not accommodated by the model; later, we will make a parametric assumption that \( \epsilon_t \) is normally distributed [22]. The Prophet model has various parameters related to \( g(t), s(t), \) and \( h(t) \) that can be set by the user. It also has parameters such as saturating forecasts to control the upper and lower limits of forecast values, trend changepoints to change trend pointers in the data, seasonality to directly create seasonal attributes and scale the seasons, holiday effects to set holidays and special events, regressors to add additional effects, multiplicative seasonality to apply to models with progressively increasing seasonality, and uncertainty intervals to indicate the range of uncertainty in the predicted values. The user can set these parameters to improve forecasting performance. By default, the Prophet model will automatically detect changepoints and will allow the trend to adapt appropriately. However, we can use a few input arguments to have more control over this process. In our experiment, we increased the input argument change_point_scale above the default value because of the underfit problem. We also used holidays as holiday effects.

3.2.3. Long Short-Term Memory

LSTM is an advanced architecture of RNN. LSTM has a long-range dependency that makes it more accurate than conventional RNNs. The basic structure of LSTM is considered to be a memory cell for remembering and explicitly propagating unit outputs in different time steps. The memory cell of LSTM uses cell states to remember the information of temporal contexts. It also has a forget gate, an input gate, and an output gate to control information flow between different time steps. The mathematical challenge associated with learning the long-term dependencies in the structure of recurrent neural
networks is called the vanishing gradient problem. As the length of the input sequence increases, it becomes harder to capture the influence of the earliest stages, and the gradients to the first few input points vanish and become equal to zero. The LSTM model, which consists of a forget gate, an input gate, and an output gate, compensates for the disadvantages of RNN. The structure of the LSTM network is shown in Figure 6.

$$
egin{align*}
    f_t &= \sigma(w_{xf}x_t + w_{hf}h_{t-1} + b_f) \\
    i_t &= \sigma(w_{xi}x_t + w_{hi}h_{t-1} + b_i) \\
    c'_t &= \tanh(w_{xc}x_t + w_{hc}h_{t-1} + b_c) \\
    o_t &= \sigma(w_{xo}x_t + w_{ho}h_{t-1} + b_o) \\
    c_t &= f_t \ast c_{t-1} + i_t \ast c'_t \\
    h_t &= o_t \ast \tanh(c_t)
\end{align*}
$$

(3)

In the above equations, $w_{xf}, w_{xi}, w_{xc},$ and $w_{xo},$ used with $x_t,$ are, and $w_{hf}, w_{hi}, w_{hc},$ and $w_{ho},$ used with $h_{t-1},$ are the weight of each gate. The operator $\ast$ means the element-wise multiplication. In addition, $b_f, b_i, b_c,$ and $b_o$ are the biases used at each gate. The prediction problem using LSTM creates input data in a pattern of a constant length, as shown in Figure 7. The input of the LSTM model is controlled by the window size ($w$) and the horizon factor ($h$). The window size indicates the number of consecutive time-steps that are used in feature vector $X,$ while the horizon factor represents how far ahead predictions are being made. In Figure 7, $w = 3$ and $h = 2.$

The LSTM model in this section and the SLSTM model in the following section were trained using a Python package called Keras on top of the Tensorflow backend. For a fair comparison, the same hyperparameters were used for LSTM and SLSTM in the experiment. The detailed specification of the hyperparameter setting is given in Section 4.
3.2.4. Seasonal Long Short-Term Memory

The essential part of the proposed seasonal long short-term memory (SLSTM) model is how to explicitly input the weekly and monthly information in the input layer of LSTM. Due to the flexibility of LSTM architecture, this task is easy to accomplish. In our method, we extend the time series data by adding the seasonal information about week, month, and quarter. The weekly, monthly, and quarterly information are regarded as features, and those features are entered into the SLSTM network model individually or in combination. In the following formula, S represents weekly (S\(w\)), monthly (S\(m\)), and quarterly (S\(q\)) features or consists of their combination. Seasonal features are added in the form of one-hot codes, as follows:

\[
S_i = \left( S_{i}^{w}, S_{i}^{m}, S_{i}^{q}, S_{i}^{wmq}, S_{i}^{wm}, S_{i}^{wq}, S_{i}^{mq}, S_{i}^{aq}, S_{i}^{aqw}, S_{i}^{aqm}, S_{i}^{aqw} \right)
\]

\[
S_{i}^{w} = (\text{Monday}, \text{Tuesday}, \text{Wednesday}, \text{Thursday}, \text{Friday}, \text{Saturday}, \text{Sunday})
\]

\[
S_{i}^{m} = (\text{January}, \text{February}, \text{March}, \text{April}, \text{May}, \text{June}, \text{July}, \text{August}, \text{September}, \text{October}, \text{November}, \text{December})
\]

\[
S_{i}^{q} = (\text{the first quarter, the second quarter, the third quarter, the fourth quarter})
\]

\[
S_{i}^{wm} = S_{i}^{w} + S_{i}^{m}, S_{i}^{mq} = S_{i}^{m} + S_{i}^{q}, S_{i}^{aq} = S_{i}^{a} + S_{i}^{q}, S_{i}^{wmq} = S_{i}^{w} + S_{i}^{m} + S_{i}^{q}, \]

where + indicates the concatenation of two one-hot codes.

The input data of the network is sampled by concatenating \(S_{i}^{w}\) and \(x_i\). If \(x_i\) is Tuesday, it is sampled in the form \((x_i, 0, 1, 0, 0, 0, 0, 0, 0)\). Figure 8 shows the weekly features individually entered into the SLSTM network.
The time series data can be represented as:

\[ S = a_{11}, \ldots, a_{n1}, b_{11}, \ldots, b_{n1}, \ldots \]

where \( a_{ij} \) and \( b_{ij} \) represent weekly and monthly values, respectively, and \( n \) is the number of samples in the test set.

In terms of NMAE, these two products, with different scales across different products, were evaluated using the same values for the SLSTM model. The number of hidden nodes is 4.

The forecasting performances were evaluated in terms of three error measures: mean absolute error (MAE), root mean squared error (RMSE), and normalization mean absolute error (NMAE).

The measures can assume values greater than or equal to 0, where lower values are considered to be better. MAE expresses the absolute error, so it is easy to understand. RMSE assigns high penalties to large errors since the prediction errors are squared. NMAE is advantageous because it has the same scale across different products. For example, for the product with \((1100,1000)\) for \(y\) and \(p\), the NMAE is \(|1100 - 1000|/1000 = 0.1\). For another product with \((110,100)\), the NMAE is \(|110 - 100|/100 = 0.1\). In terms of NMAE, these two products, with different scales, have the same error, 10%; by contrast, the MAE differs substantially from \(|1100 - 1000| = 100\) to \(|110 - 100| = 10\).
The experiment was performed on a computer equipped with an Intel(R)Xeon(R) Gold 6126 CPU (2.60 GHz) and an NVIDIA GeForce RTX 2080 Ti GPU.

4.2. Performance Comparisons

We illustrate the predictions by auto_arima, Prophet, LSTM, and SLSTM models using the lettuce data in Figure 9. The data in Figure 9 is the same as the test part (last 20%) of the data at the bottom of Figure 5. The predictions of the auto_arima model in Figure 9a reveals a large mismatch to the ground truth, with a noticeable gap. The gap of the Prophet model increases after time-step 150. The Prophet model predicted smaller values than the ground truth, leading to lower accuracies. Compared to Prophet, LSTM’s predictions in Figure 9c and SLSTM’s predictions in Figure 9d follow the trend of the ground truth data. The predictions of the auto_arima model in Figure 9a reveals a large mismatch to the ground truth data in Figure 9. The data in Figure 9 is the same as the test part (last 20%) of the data at the bottom of Figure 5. The predictions of the Prophet model in Figure 9b follow the trend of the ground truth, with a noticeable gap. The gap of the Prophet model increases after time-step 150. The Prophet model predicted smaller values than the ground truth, leading to lower accuracies. Compared to Prophet, LSTM’s predictions in Figure 9c and SLSTM’s predictions in Figure 9d follow the trend of the ground truth more accurately. These observations explain the superior accuracies of LSTM and SLSTM to auto_arima and Prophet.

![Figure 9](image_url)

**Figure 9.** The result predicted by auto_arima (a), Prophet (b), LSTM (c), and SLSTM (d) models (only using s79) with lettuce data.

Our main concern is for the comparison of LSTM and SLSTM. In the ground truth data in Figure 9, small and large peaks and drops in sales volume appear in many time steps. Looking carefully at the drops below 100, SLSTM predicts values that are much closer to the ground truth than LSTM. The same phenomena can be observed at the peaks reaching between 200 and 300. The same effect is noticed at almost every peak and drop. The effect explains the reason why SLSTM is superior to LSTM. For the large peaks appearing near time-steps 170, 210, 280, and 310, no model managed a close prediction.
The performance of the proposed SLSTM model was quantitatively compared with those of auto_arima, Prophet, and LSTM in terms of three performance metrics (MAE, RMSE, and NMAE). In Table 2, $s_w$, $s_m$, $s_q$, $s_{wm}$, $s_{mq}$, and $s_{wq}$ represent the seasonal components, namely, the weeks, months, and quarters, as well as their combinations. The sales volumes of five items (WelshOnion (WO), Lettuce, ChineseMallow (CM), Onion, and JujubeMiniTomato (JMT)) were used in our experiment.

### Table 2. The experimental results for WelshOnion (WO), Lettuce, ChineseMallow (CM), Onion, and JujubeMiniTomato (JMT).

| Item  | Metric | Auto_Arima | Prophet | LSTM | SLSTM |
|-------|--------|------------|---------|------|-------|
|       | MAE    | RMSE       | NMAE    | $s_w$ | $s_m$ | $s_q$ | $s_{wm}$ | $s_{mq}$ | $s_{wq}$ | $s_{wmq}$ |
| WO    | 122.87 | 430.72     | 0.32    | 121.2 | 428.6 | 0.26  | 0.19     | 0.19     | 0.19     | 0.18     | 0.19     |
|       | 139.83 | 438.1      | 0.33    | 114.47| 402.59| 0.19  | 0.19     | 0.19     | 0.19     | 0.18     | 0.19     |
|       | 0.26   | 402.22     | 0.19    | 113.9 | 399.56| 0.19  | 0.19     | 0.19     | 0.19     | 0.18     | 0.19     |
|       | 111.45 | 400.76     | 0.19    | 111.37| 400.22| 0.19  | 0.19     | 0.19     | 0.19     | 0.18     | 0.19     |
|       | 111.75 | 402.22     | 0.19    | 113.96| 401.67| 0.18  | 0.19     | 0.19     | 0.19     | 0.18     | 0.19     |
|       | 113.67 | 401.67     | 0.19    |       |       |       |          |          |          |          |          |
| Lettuce| 50.18  | 88.99      | 0.28    | 45.73 | 83.49 | 0.29  | 0.24     | 0.24     | 0.24     | 0.19     | 0.20     |
|       | 49.0   | 87.1       | 0.31    | 33.06 | 77.55 | 0.29  | 0.24     | 0.24     | 0.24     | 0.19     | 0.20     |
|       | 38.18  | 80.22      | 0.31    | 38.98 | 77.88 | 0.29  | 0.24     | 0.24     | 0.24     | 0.19     | 0.20     |
|       | 32.83  | 79.92      | 0.31    | 36.99 | 78.94 | 0.29  | 0.24     | 0.24     | 0.24     | 0.19     | 0.20     |
|       | 34.06  | 77.30      | 0.31    |       |       |       |          |          |          |          |          |
| CM    | 7.94   | 12.95      | 0.35    | 7.5   | 13.4  | 0.35  | 0.27     | 0.3       | 0.27     | 0.19     | 0.23     |
|       | 8.3    | 13.8      | 0.37    | 7.31  | 12.79 | 0.35  | 0.27     | 0.3       | 0.27     | 0.19     | 0.23     |
|       | 7.77   | 12.95      | 0.35    | 7.74  | 12.95 | 0.35  | 0.27     | 0.3       | 0.27     | 0.19     | 0.23     |
|       | 7.44   | 13.04      | 0.35    | 7.82  | 13.04 | 0.35  | 0.27     | 0.3       | 0.27     | 0.19     | 0.23     |
|       | 7.43   | 12.99      | 0.35    | 8.27  | 12.71 | 0.35  | 0.27     | 0.3       | 0.27     | 0.19     | 0.23     |
|       | 8.27   | 13.85      | 0.35    |       |       |       |          |          |          |          |          |
| Onion | 233.47 | 373.37     | 0.29    | 237.6 | 376.1 | 0.31  | 0.25     | 0.25     | 0.25     | 0.24     | 0.25     |
|       | 233.6  | 358.8      | 0.29    | 208.99| 362.86| 0.25  | 0.25     | 0.25     | 0.25     | 0.24     | 0.25     |
|       | 225.36 | 374.16     | 0.29    | 235.73| 331.97| 0.25  | 0.25     | 0.25     | 0.25     | 0.24     | 0.25     |
|       | 196.55 | 348.26     | 0.29    | 212.95| 324.47| 0.25  | 0.25     | 0.25     | 0.25     | 0.24     | 0.25     |
|       | 190.74 | 325.64     | 0.29    |       |       |       |          |          |          |          |          |
| JMT   | 114.51 | 156.06     | 0.34    | 78.3  | 101.8 | 0.27  | 0.26     | 0.26     | 0.26     | 0.23     | 0.17     |
|       | 89.2   | 105.8      | 0.27    | 76.57 | 100.81| 0.26  | 0.26     | 0.26     | 0.26     | 0.23     | 0.17     |
|       | 74.23  | 96.09      | 0.27    | 76.09 | 95.05 | 0.26  | 0.26     | 0.26     | 0.26     | 0.23     | 0.17     |
|       | 65.32  | 85.75      | 0.27    | 75.62 | 85.75 | 0.26  | 0.26     | 0.26     | 0.26     | 0.23     | 0.17     |
|       | 75.62  | 85.75      | 0.27    |       |       |       |          |          |          |          |          |
|       | 74.89  | 98.7       | 0.27    |       |       |       |          |          |          |          |          |
|       | 74.32  | 99.69      | 0.27    |       |       |       |          |          |          |          |          |
|       | 74.32  | 96.53      | 0.27    |       |       |       |          |          |          |          |          |

Overall, SLSTM shows the least error. As an example, the NMAE of SLSTM is below 0.20, while LSTM and Prophet show 0.26 and 0.39, respectively. The Prophet model is inferior to auto_arima, except for JMT and Onion. The LSTM model is better than Prophet, except for Onion.

The SLSTM model compared the different combinations of seasonality. We emphasize the best case by using bold typeface in Table 2. The seasonality factors $s_{wm}$ (combination of week and month) seasonality shows the best accuracy.

### 4.3. Discussion

Most of the time-series data coming from a variety of application fields are difficult to use to forecast the future. The less stable patterns the data has, the more difficult it is to forecast. The data coming from agricultural areas are known to be the most fluctuating data due to various perturbation factors such as weather, local and global policies, and societal events. These uncertainties make the prediction of agroproduct sales volumes difficult [1]. The sales volume data from a local food shop used in our experiments also reveal high fluctuation, as shown in Figure 1. The large peaks and sudden drops appear in many time steps. All of the four models could not predict the large peaks and sudden drops, as shown in Figure 9. Even human experts cannot predict the sudden changes without prior information on what incurs those changes. To overcome the limitation of the prediction models, we should inject further information from news and SNS into the prediction model. This issue has seldom been studied in the machine learning community, leaving it as a challenging research subject.

As the weekly, monthly, and quarterly seasonality of every time step is known in advance, we attempted to explicitly inject the seasonality information into the neural network LSTM model. As expected, this attempt improved the prediction accuracies significantly, as shown in Table 2. The combination of the weekly and monthly information showed the best accuracy in our experiment. The standard LSTM model has the ability to model seasonality. However, its ability is limited to discovering the seasonal patterns in the data and representing the implicit patterns in the model. We argue that the explicit injection of seasonal information improves the accuracy significantly.
In [4], a new metric measuring the conservation of statistical characteristics was proposed. The metric reflects how well the model predictions conserve the statistical trends of the original data. The author of the paper insisted that this metric is important to evaluating a forecasting model thoroughly since the accuracy metric evaluates every time step individually. This new metric can be applied to any time-series data. Its application to our data is regarded as future work.

5. Conclusions

People have long been interested in predicting future events. However, predicting future events is difficult, and various studies are being conducted to identify methods for more accurate predictions. In this paper, we propose the SLSTM method, which is a system for predicting the sales of agricultural products in order to stabilize supply and demand. SLSTM with intensified seasonality shows a low forecasting error rate and NMAE in performance comparison experiments with auto_arima, Prophet, and standard LSTM models. Important future work should include climate and weather information in the model because agricultural forecasting is heavily affected by climate and weather. Another future work is related to applying recently proposed Transformer models such as BERT and GPT.
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