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Abstract: We present a comprehensive analysis of the implications of conformal invariance for 3-point functions of the stress-energy tensor, conserved currents and scalar operators in general dimension and in momentum space. Our starting point is a novel and very effective decomposition of tensor correlators which reduces their computation to that of a number of scalar form factors. For example, the most general 3-point function of a conserved and traceless stress-energy tensor is determined by only five form factors. Dilatations and special conformal Ward identities then impose additional conditions on these form factors. The special conformal Ward identities become a set of first and second order differential equations, whose general solution is given in terms of integrals involving a product of three Bessel functions ('triple-\(K\) integrals'). All in all, the correlators are completely determined up to a number of constants, in agreement with well-known position space results. In odd dimensions 3-point functions are finite without renormalisation while in even dimensions non-trivial renormalisation is required. In this paper we restrict ourselves to odd dimensions. A comprehensive analysis of renormalisation will be discussed elsewhere.

This paper contains two parts that can be read independently of each other. In the first part, we explain the method that leads to the solution for the correlators in terms of triple-\(K\) integrals while the second part contains a self-contained presentation of all results. Readers interested only in results may directly consult the second part of the paper.
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1 Introduction and summary of results

It is well known that conformal invariance imposes strong constraints on correlation functions. In particular, 2- and 3-point functions of the stress-energy tensor, conserved currents and scalar primary operators are completely determined up to a few constants. The result for the 3-point function of scalar primary operators already appeared in [1], while the 3-point function of currents for $d = 4$ was determined a few years later in [2]. A complete analysis of all such 3-point functions, and in general dimension, was carried out in [3, 4]; for a sample of more recent work on this topic see also [5–11]. All of these papers obtain their results through the use position space techniques.

The purpose of this paper is to present the analogous set of results in momentum space. In principle, the results in momentum space can be obtained from those in position space by Fourier transform. Typically, however, the position space expressions (in the form often quoted) are only valid at separated points, and do not possess a Fourier transform prior to renormalisation.\footnote{For example, the 2-point function $\langle O(x)O(0) \rangle \sim 1/|x|^{2\Delta}$ of a scalar operator $O$ of dimension $\Delta$ does not possess a Fourier transform due to short distance singularities when $\Delta = d/2 + k$, $k = 0, 1, 2, \ldots$. Only after renormalisation (using, for example, differential renormalisation [12]) can one Fourier transform this correlator to momentum space.} Even after renormalising, it is technically rather difficult to carry out explicitly the Fourier transforms, see for example [13]. Here we will present a complete
analysis from first principles of the constraints due to conformal symmetry directly in momentum space. We believe such an analysis gives considerably more insight into the results and is interesting in its own right.

A momentum space analysis is natural from the perspective of Feynman diagram computations, which are usually performed in momentum space. Furthermore, a number of recent works have exemplified the need for CFT results in momentum space. Our original motivation for analysing this question was the requirement for these results in our work on holographic cosmology [14–18], and similar applications of the conformal/de Sitter symmetry in cosmology have been discussed in [19–25]. Other recent works that contain explicit computations of CFT correlation functions in momentum space include [13, 26–29]. Our results may also be useful in the context of work on an $a$-theorem in diverse dimensions, see [30] for a relevant discussion in $d = 4$.

There are two main issues that complicate the analysis of the implications of conformal invariance in momentum space. While conformal transformations act naturally in position space, they lead to differential operators in momentum space. Dilatations, $\delta x^\mu = \lambda x^\mu$, being linear in $x^\mu$ lead to a Ward identity that is a first-order differential equation, and as such, it is easy to solve in complete generality. Special conformal transformations however are non-linear, $\delta x^\mu = b^\mu x^2 - 2x^\mu b \cdot x$, so after Fourier transform we obtain a Ward identity that is a second-order differential equation, which makes the analysis more complicated.

The second main issue is the complicated tensorial decomposition required for correlators involving vectors and tensors. We will return to this below, but let us begin by illustrating the first issue, focusing on the case of the 3-point function of scalar operators $O_j$ of dimension $\Delta_j$, $\langle O_1(p_1)O_2(p_2)O_3(p_3) \rangle$. We will discuss this computation in detail in section 3, so here we simply summarise the main points. As usual, translational invariance implies that we can pull out a momentum-conserving delta function,

$$\langle O_1(p_1)O_2(p_2)O_3(p_3) \rangle = (2\pi)^d \delta(p_1 + p_2 + p_3) \langle \langle O_1(p_1)O_2(p_2)O_3(p_3) \rangle \rangle,$$

thereby defining the reduced matrix element which we denote with double brackets. Lorentz invariance then implies that $\langle \langle O_1(p_1)O_2(p_2)O_3(p_3) \rangle \rangle$ is only a function of the magnitude of the momenta $p_j = |p_j|$, while dilatation invariance implies that it is a homogeneous function of total degree $(\Delta_t - 2d)$, where $\Delta_t = \sum \Delta_j$.

Finally, we impose invariance under special conformal transformations. The corresponding Ward identities are second-order differential equations which can be manipulated into the form

$$0 = K_{12} \langle \langle O_1(p_1)O_2(p_2)O_3(p_3) \rangle \rangle = K_{23} \langle \langle O_1(p_1)O_2(p_2)O_3(p_3) \rangle \rangle,$$

where

$$K_{ij} = K_i - K_j, \quad K_j = \frac{\partial^2}{\partial p_j^2} + \frac{d + 1 - 2\Delta_j}{p_j} \frac{\partial}{\partial p_j}, \quad i, j = 1, 2, 3.$$

This system of differential equations is precisely that defining Appell’s $F_4$ generalised hypergeometric function of two variables. There are four linearly independent solutions of
these equations but three of them have unphysical singularities at certain values of the momenta leaving one physically acceptable solution. This solution has the following integral representation, which we will refer to as a triple-\(K\) integral:

\[
\langle \mathcal{O}_1(p_1)\mathcal{O}_2(p_2)\mathcal{O}_3(p_3) \rangle = C_{123} \frac{\Delta_1-\frac{d}{2}}{p_1^{\Delta_1-\frac{d}{2}}} \frac{\Delta_2-\frac{d}{2}}{p_2^{\Delta_2-\frac{d}{2}}} \frac{\Delta_3-\frac{d}{2}}{p_3^{\Delta_3-\frac{d}{2}}} \int_0^\infty dx \ x^{\frac{d}{2}-1} K_{\Delta_1-\frac{d}{2}}(p_1 x) K_{\Delta_2-\frac{d}{2}}(p_2 x) K_{\Delta_3-\frac{d}{2}}(p_3 x),
\]

where \(K_\nu(p)\) is a modified Bessel function of the second kind (or Bessel \(K\) function, for short) and \(C_{123}\) is an overall undetermined constant. We thus arrive at the conclusion that scalar 3-point functions are uniquely determined up to one constant.

This result is still formal, however, since the integral in (1.4) may not converge. Depending on the conformal dimensions involved there are three cases: (i) the integral converges; (ii) the integral diverges but it can be defined via analytic continuation in the spacetime dimension and the conformal dimensions \(\Delta_i\); (iii) the integral diverges and explicit subtractions are necessary. In the last case, after renormalisation, the correlators exhibit anomalous scaling transformations: the theory suffers from conformal anomalies. This is analogous to the discussion of 2-point functions (see footnote 1): renormalising the 2-point functions results in conformal anomalies, see, e.g., the discussion in [32].

We now turn to discuss tensorial correlation functions, such as those involving stress-energy tensors and conserved currents. Lorentz invariance implies that the tensor structure will be carried by tensors constructed from the momenta \(p^\mu\) and the metric \(\delta_{\mu\nu}\) (throughout this paper we work with Euclidean signature). The standard procedure consists of writing down all possible such independent tensor structures and expressing the correlators as a sum of these structures, each multiplied by scalar form factor. In the case of correlators involving conserved currents and/or stress-energy tensors one then imposes the restrictions enforced by conservation (and tracelessness of the stress-energy tensor in the case of CFTs). Recent works discussing such a tensor decomposition include [13, 26–28, 30]. This methodology is in principle straightforward, but an inefficient parametrisation can produce unwieldy expressions. Here we present a new parametrisation that appears to yield a minimal number of form factors.

Before proceeding with this, let us briefly discuss the transverse and trace Ward identities (also known as the diffeomorphism and Weyl Ward identities, respectively). The fact that classically a current or stress-energy tensor is conserved implies that \(n\)-point functions involving insertions of \(\partial_\alpha J_\alpha\) or \(\partial_\alpha T^{\alpha\beta}\) are semi-local (i.e., at least two points are coincident) and can be expressed in terms of lower-point functions without such insertions. Similarly, the trace Ward identity implies that correlation functions with insertions of the trace of the stress-energy tensor are also semi-local and are related to lower-point functions. The first step in our analysis is to implement these Ward identities. We do this by providing reconstruction formulae that yield the full 3-point functions involving stress-energy tensors/currents/scalar operators starting from expressions that are exactly

---

\(2\)This expression can also obtained by direct Fourier transform of the well-known position space result, see e.g., [31].
conserved/traceless. These 3-point functions automatically satisfy the transverse and trace Ward identities.

To determine the general form of correlators consistent with the transverse and trace Ward identities, it thus suffices to start from an expression that is exactly conserved/traceless in all relevant indices. Such an expression may be obtained by means of projection operators. Recall that in momentum space the operator

$$\pi_\alpha^\mu(p) = \delta_\alpha^\mu - \frac{p_\mu p_\alpha}{p^2}$$

(1.5)
is a projector onto tensors transverse to \(p\), i.e., \(p_\mu \pi_\alpha^\mu(p) = 0\). Similarly, in \(d\) dimensions, the operator

$$\Pi_{\alpha\beta}^{\mu\nu}(p) = \frac{1}{2} \left( \pi_\alpha^\mu(p) \pi_\beta^\nu(p) + \pi_\beta^\mu(p) \pi_\alpha^\nu(p) \right) - \frac{1}{d-1} \pi^{\mu\nu}(p) \pi_{\alpha\beta}(p)$$

(1.6)
is a projector onto transverse to \(p\), traceless, symmetric tensors of rank two.

To illustrate our discussion we will use as an example the 3-point function of the stress-energy tensor, \(\langle T^{\mu_1\nu_1}(p_1)T^{\mu_2\nu_2}(p_2)T^{\mu_3\nu_3}(p_3) \rangle\). This is the most complicated case, but also perhaps the most interesting one. In the main text we will explain the method using the simpler example of \(\langle T^{\mu_1\nu_1}(p_1)T^{\mu_2\nu_2}(p_2)O(p_3) \rangle\), and in part II we present the corresponding results for all 3-point functions.

To obtain the most general 3-point function of the stress-energy tensor satisfying the transverse and trace Ward identities it suffices to start from the following transverse-traceless expression,

\[
\langle \langle t_{\mu_1 \nu_1}(p_1) t_{\mu_2 \nu_2}(p_2) t_{\mu_3 \nu_3}(p_3) \rangle \rangle = \Pi_{\alpha_1 \beta_1}^{\mu_1 \nu_1}(p_1) \Pi_{\alpha_2 \beta_2}^{\mu_2 \nu_2}(p_2) \Pi_{\alpha_3 \beta_3}^{\mu_3 \nu_3}(p_3) X^{\alpha_1 \alpha_2 \alpha_3 \beta_1 \beta_2 \beta_3},
\]

(1.7)

where \(X^{\alpha_1 \beta_1 \alpha_2 \beta_2 \alpha_3 \beta_3}\) is a rank six tensor built from the momenta and the metric. The complete 3-point function may then be obtained using the reconstruction formula in (R.11.4).

At this point it seems that we have not gained much since we traded a rank six tensor, the left-hand side of (1.7), with another rank six tensor, \(X^{\alpha_1 \beta_1 \alpha_2 \beta_2 \alpha_3 \beta_3}\). This is deceptive, however, as the explicit projection operators annihilate many of the possible terms that can appear in \(X^{\alpha_1 \beta_1 \alpha_2 \beta_2 \alpha_3 \beta_3}\). To obtain the most economic parametrisation we would still like to impose one more requirement. The 3-point function is invariant under permutations of the labels:

\[
\langle \langle t_{\mu_1 \nu_1}(p_1) t_{\mu_2 \nu_2}(p_2) t_{\mu_3 \nu_3}(p_3) \rangle \rangle = \langle \langle t_{\mu_\sigma(1) \nu_\sigma(1)}(p_{\sigma(1)}) t_{\mu_\sigma(2) \nu_\sigma(2)}(p_{\sigma(2)}) t_{\mu_\sigma(3) \nu_\sigma(3)}(p_{\sigma(3)}) \rangle \rangle,
\]

(1.8)

where \(\sigma\) denotes any element of the permutation group \(S_3\) of the set \(\{1, 2, 3\}\). We would like to find a parametrisation making this invariance as manifest as possible.

Recall that the reduced matrix elements are multiplied by a momentum-conserving delta function, as in (1.1). Often one uses momentum conservation to solve for one momentum in terms of the others, say \(p_3 = -(p_1 + p_2)\), and then the right-hand side of (1.7) contains only \(p_1\) and \(p_2\). In doing so, however, one obscures the relation (1.8). Here, we will instead choose the independent momenta differently for different Lorentz indices:

\[
p_1, p_2 \text{ for } \mu_1, \nu_1; \ p_2, p_3 \text{ for } \mu_2, \nu_2 \text{ and } p_3, p_1 \text{ for } \mu_3, \nu_3.
\]

(1.9)
With this choice, it is straightforward to show that $X^{\alpha_1\beta_1\alpha_2\beta_2\alpha_3\beta_3}$ is determined by five form factors:

$$
X^{\alpha_1\beta_1\alpha_2\beta_2\alpha_3\beta_3} = A_1 p_2^{\alpha_1} p_3^{\beta_1} p_3^{\alpha_2} p_2^{\beta_2} p_1^{\alpha_3} p_1^{\beta_3} + A_2 \delta^{\beta_1\beta_2} p_2^{\alpha_1} p_3^{\alpha_2} p_3^{\alpha_3} p_1^{\beta_1} + A_2 (p_1 \leftrightarrow p_3) \delta^{\beta_2\beta_3} p_2^{\alpha_1} p_3^{\alpha_2} p_3^{\alpha_3} p_1^{\beta_1} + A_2 (p_2 \leftrightarrow p_3) \delta^{\beta_1\beta_3} p_2^{\alpha_1} p_3^{\alpha_2} p_3^{\alpha_3} p_1^{\beta_2} + A_3 \delta^{\alpha_1\alpha_2} \delta^{\beta_1\beta_2} p_1^{\alpha_3} p_3^{\beta_3} + A_3 (p_1 \leftrightarrow p_3) \delta^{\alpha_2\alpha_3} \delta^{\beta_1\beta_2} p_2^{\alpha_1} p_3^{\beta_3} + A_3 (p_2 \leftrightarrow p_3) \delta^{\alpha_1\alpha_3} \delta^{\beta_1\beta_2} p_3^{\alpha_2} p_3^{\beta_2} + A_4 \delta^{\alpha_1\alpha_3} \delta^{\alpha_2\beta_3} p_2^{\beta_1} p_3^{\beta_3} + A_4 (p_1 \leftrightarrow p_3) \delta^{\alpha_1\alpha_3} \delta^{\alpha_2\beta_3} p_3^{\beta_1} p_3^{\beta_2} + A_5 \delta^{\alpha_1\beta_3} \delta^{\alpha_2\beta_2} \delta^{\beta_1\beta_3} p_1^{\alpha_3},
$$

(1.10)

where the $A_i$ are functions of three variables, $A_i(p_1, p_2, p_3)$, and $A_2(p_1 \leftrightarrow p_3)$ denotes the same function but with $p_1$ interchanged with $p_3$, i.e., $A_2(p_1 \leftrightarrow p_3) = A_2(p_3, p_2, p_1)$, etc. In this paper we assume that there are no parity-violating terms in the tensorial decomposition of the various correlators. It would be interesting to incorporate such terms in our analysis. We leave this for future work.

The form factors $A_1$ and $A_5$ are $S_3$-invariant,

$$
A_j(p_1, p_2, p_3) = A_j(p_{\sigma(1)}, p_{\sigma(2)}, p_{\sigma(3)}), \quad j \in \{1, 5\},
$$

(1.11)

while the remaining ones are symmetric under $p_1 \leftrightarrow p_2$, i.e., they satisfy

$$
A_j(p_2, p_1, p_3) = A_j(p_1, p_2, p_3), \quad j \in \{2, 3, 4\}.
$$

(1.12)

Under the action of $S_3$ the first and last terms are invariant on their own, while the three terms with $A_2$ are mapped to each other and similar for $A_3$ and $A_4$.

To illustrate the mechanics behind the decomposition (1.10) let us explain why there are no terms with either $p_1^{\alpha_1}$ or $p_3^{\alpha_1}$. First, note that the index $\alpha_1$ is linked with the indices $\mu_1$ and $\nu_1$ via (1.7) and from (1.9) follows that we should only use $p_1^{\alpha_1}$ and $p_2^{\alpha_1}$ when working out the possible terms (a possible $p_2^{\alpha_1}$ is converted into $-(p_1^{\alpha_1} + p_2^{\alpha_1})$ using momentum conservation). However, terms containing $p_1^{\alpha_1}$ vanish due to project operator in (1.7). Repeating this argument for the other indices leads to (1.10).

Thus we find that the most general 3-point function of the stress-energy tensor in any dimension satisfying the transverse and trace Ward identities is specified by five form factors. If we relax the condition of Weyl invariance (i.e., if we consider a stress-energy tensor with non-vanishing trace) then the number of form factors becomes ten, see appendix A.1. These results should be compared with those of [30] in $d = 4$. There, the expansion of the 3-point function for the conformal case (traceless $T_{\mu\nu}$) is done in terms of 13 tensors, of which eight are transverse traceless, two are transverse but not traceless, and three are neither transverse nor traceless. Our reconstruction formula (R.11.4) eliminates the need to construct a basis for the non-transverse-traceless part of the correlator, while the difference between the number of transverse traceless tensors is due to the fact that in [30]
the expression is manifestly invariant under $p_1 \leftrightarrow p_2$ and not under the full $S_3$ permutation group. In the non-conformal case, [30] uses 22 tensor structures while we need only ten.

One may be concerned that the form factors so defined are difficult to extract from explicit computations of correlators, which directly give the entire correlator rather than the transverse traceless piece with the projection operators extracted. It turns out this is not the case. The form factors can be simply extracted by looking at the coefficients of certain tensor structures in the full correlator. For example, in the case of the 3-point function of the stress-energy tensor, one can extract the form factors from the following coefficients of the complete 3-point functions $\langle T^{\mu_1 \nu_1}(p_1)T^{\mu_2 \nu_2}(p_2)T^{\mu_3 \nu_3}(p_3)\rangle$:

$$
A_1 = \text{coefficient of } p_2^{\mu_1} p_3^{\nu_1} p_3^{\mu_2} p_1^{\nu_2} p_1^{\mu_3} p_2^{\nu_3},
$$

$$
A_2 = 4 \cdot \text{coefficient of } \delta^{\mu_1 \nu_2} p_2^{\mu_1} p_3^{\nu_2} p_1^{\mu_3} p_1^{\nu_3},
$$

$$
A_3 = 2 \cdot \text{coefficient of } \delta^{\mu_1 \mu_2} \delta^{\nu_1 \nu_2} p_1^{\mu_1} p_1^{\nu_3},
$$

$$
A_4 = 8 \cdot \text{coefficient of } \delta^{\mu_1 \mu_3} \delta^{\nu_2 \nu_3} p_2^{\nu_1} p_3^{\nu_2},
$$

$$
A_5 = 8 \cdot \text{coefficient of } \delta^{\mu_1 \nu_2} \delta^{\mu_2 \nu_3} p_1^{\nu_1}.
$$

We are now ready to impose the dilatation and conformal Ward identities. Let us first define the tensorial dimension $N_j$ of $A_j$ to be equal to the number of momenta in the tensor structure that this form factor multiplies. We use the convention that $A_j$ are ordered according to the tensorial dimension, with the form factor of highest tensorial dimension being the first one, $A_1$, etc. In the example above, $N_1 = 6, N_2 = 4, N_3 = N_4 = 2, N_5 = 0$. The dilatation Ward identity then implies that the form factors are homogeneous functions of the momenta of degree

$$
\deg(A_j) = \Delta_t - 2d - N_j,
$$

where $\Delta_t$ is the sum of the conformal dimensions of the three operators.

All that remains to be discussed are the special conformal Ward identities (CWIs). These split into a set of second-order differential equations, which we call primary CWIs, and a set of first-order partial differential equations, which we call secondary CWIs. The primary CWIs are very similar to the conformal Ward identity found in the case of scalar operators, (1.3). In particular, $A_1$, the term of highest tensorial dimension always satisfies (1.3), while the terms with lower tensorial dimension satisfy similar equations with linear inhomogeneous terms on the right-hand side. In the case of the 3-point function of $T_{\mu \nu}$, these read:

$$
\begin{align*}
K_{12} A_1 &= 0, & K_{13} A_1 &= 0, \\
K_{12} A_2 &= 0, & K_{13} A_2 &= 8A_1, \\
K_{12} A_3 &= 0, & K_{13} A_3 &= 2A_2, \\
K_{12} A_4 &= 4 [A_2(p_1 \leftrightarrow p_3) - A_2(p_2 \leftrightarrow p_3)], & K_{13} A_4 &= -4A_2(p_2 \leftrightarrow p_3), \\
K_{12} A_5 &= 2 [A_4(p_2 \leftrightarrow p_3) - A_4(p_1 \leftrightarrow p_3)], & K_{13} A_5 &= 2 [A_4 - A_4(p_1 \leftrightarrow p_3)].
\end{align*}
$$

It turns out that each pair of primary CWIs has a unique solution up to one arbitrary constant, and that these solutions can be expressed in terms of triple-$K$ integrals, similar to the solution in (1.4). We will call these integration constants the primary constants. It
follows that the 3-point functions are determined up to a number of constants that are at most equal to the number of form factors.

Finally, we need to impose the secondary CWIs. These are first order partial differential equations that depend in particular on the specific 2-point functions that appear in the transverse Ward identities. (As discussed above, the transverse Ward identities relate 3-point functions involving the divergence of the stress-energy tensor/conserved current to 2-point functions.) When inserting the solutions of the primary CWI to the secondary CWIs these become algebraic relations among the primary constants and the normalisation of the operators (through the coefficient of the 2-point functions). Solving these relations we obtain the final number of constants that determine the 3-point function. In the case of the 3-point function of the stress-energy tensor we find that the final answer depends on three constants, which may be taken to be two of the primary constants and the coefficient of the 2-point function. This agrees exactly with the position space analysis in [3].

As in the case of scalar operators, the 3-point functions involving the stress energy tensor, symmetry currents and scalar operators sometimes diverge and must be regularised and renormalised. This is the case in all even dimensions. We will discuss in detail regularisation and renormalisation in a companion paper [33]. In this paper we restrict ourselves to CFTs in odd dimensions where the 3-point functions are finite. Even in these cases the individual triple-$K$ integrals that enter in the 3-point function may diverge, with only the total combination being finite. In such cases one needs to regulate the integrals and only remove the regulator after the divergences cancel. Using appropriate regulator, the Bessel $K$ functions that appear in the triple-$K$ integrals reduce to elementary functions and one can compute the integrals by standard methods. On the other hand, when $d$ is even the evaluation of the integrals is less trivial. As will be discussed in [33], these integrals can be computed using a reduction scheme, generalising Davydychev’s recursion relations [34].

We will now discuss in detail the structure of the paper. We split this paper in two parts. In the first part we explain the method we use, while in the second part we give a complete list of all results. The second part is completely self-contained and can be used without reference to the first part of the paper. This second part starts with a collection of all basic definitions and a summary of conventions, followed by a list of all results for all 3-point functions involving the stress-energy tensor, conserved currents and scalar operators. For each such correlator we list: (i) the relevant trace and transverse Ward identities, (ii) the reconstruction formula that yield the complete correlator from its transverse(-traceless) part, (iii) the tensorial decomposition of the transverse(-traceless) part, (iv) how to extract the form factors from the complete correlator, (v) the primary CWIs and their solution in terms of triple-$K$ integrals, (vi) the secondary Ward identities and the relations they impose on the integration constants of the primary Ward identities (the primary constants), (vii) evaluation of the triple-$K$ integrals in dimensions $d = 3, 5$. Special effort was made so that each section describing any given correlator can be read in isolation so the reader interested only in the results for a specific correlator may directly consult that section.

In the first part we strive to keep a balance between describing the method and computations in enough detail so that all subtleties entering the derivation of the results in Part II are covered, while still keeping the level of technicalities to a minimum. We start
in section 2 with a brief review of 2-point functions in momentum space. In section 3, we then discuss in detail the case of the 3-point function of scalar operators. This case serves as a good warm-up exercise, as one has to face many of the subtleties of the conformal Ward identities in momentum space without having to deal with complications due to the tensorial structure of other correlators. Here we see that the solution of the special conformal Ward identities may be expressed in terms of the Appell $F_4$ function, and discuss its representation in terms of triple-$K$ integrals. This is also a case where the answer can easily be obtained by a Fourier transform so we can directly check our results.

In section 4, we discuss the tensorial decomposition of correlation functions. We illustrate our approach using the case of $\langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} O \rangle$. We also compare in this section our decomposition with previous state-of-the-art results in [30]. In section 5, we derive the form of the conformal Ward identities in momentum space. In particular, we show that the special conformal Ward identities can be split into two classes, the primary and secondary conformal Ward identities.

Section 6 is devoted to the solution of the CWIs. We show first that the primary CWIs can be solved using triple-$K$ integrals and we then substitute these into the secondary CWIs. This results in a number of relations between the primary constants and the normalisation of the 2-point functions, as described earlier. In this section we pay attention to the issues of regularisation and we discuss how to deal with special cases (when the dimension of the scalar operators takes special values, etc.).

In section 7 we work out completely the case of $\langle T^{\mu_1 \nu_1} J^{\mu_2} J^{\mu_3} \rangle$, where $J^\mu$ is a conserved current. This example is more complex than the case of $\langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} O \rangle$ used to illustrate the method in earlier sections, yet simpler than correlators with more stress-energy tensors. We also discuss the evaluation of integrals in $d = 3$ and present a concrete model, free fermions, where these correlators can be explicitly computed by standard Feynman diagrams.

Part I finishes with a brief discussion of possible extensions in section 8. One such extension is to develop a helicity formalism. In this formalism one uses helicity projected operators, so we trade the transverse(-traceless) tensor for the two helicity components, so this approach may simplify the tensor decomposition of the 3-point functions. Section 8.1 contains a short introduction to this method. Another extension is to higher-point functions and we briefly discuss this in section 8.2.

Finally, this paper contains a number of appendices. Appendix A.1 contains a discussion of the tensorial decomposition of the 3-point function of a conserved but not traceless stress-energy tensor. In appendix A.2, we explain that the general tensorial decomposition is degenerate when $d = 3$. In this case, the 3-point function of the stress-energy tensor is determined by only two form factors. In appendix A.3, we discuss how to Fourier transform the scalar 3-point functions. In appendix, A.4 we list useful properties of the triple-$K$ integrals that are used in the derivations in the main text. Appendix A.5 contains a collection of facts about the Appell $F_4$ function: its definition, the differential equations it satisfies and useful integral representations. In appendix A.6, we prove the triviality of the $\langle T^{\mu_1 \nu_1} J^{\mu_2} O \rangle$ correlator, and in appendix A.7 we present a set of useful identities involving projection operators appearing in the main text.

We finish this introduction with a few comments about how to read this paper. Read-
ers only interested in an overview and specific results may read this introduction and then
directly move to the relevant section of Part II. Section 3 provides a longer and more tech-
nical introduction to CFT in momentum space, but without the complication of tensorial
decompositions.

**Note added:** As this paper was finalised [35] appeared which has significant overlap
with the discussion in section 3 of this paper. We also understand that our discussion of
the tensor decomposition may have overlap with upcoming work by A. Dymarsky [36].
Theory

2 2-point functions in momentum space

In this section, we present a review of 2-point functions in momentum space. This material is well known but is included here as it allows us to discuss in the simplest possible setup many of the issues that we will meet later on in our discussion of 3-point functions. Furthermore, as 2-point functions appear in the Ward identities of 3-point functions, the results we present here will also be needed in later sections.

2.1 Scalar 2-point function

The standard position space expressions for CFT 2- and 3-point functions found in [1–4] and other works are valid at non-coincident points only. When two or more points coincide, these expressions become singular. Correlation functions should however be well-defined distributions, and in particular they should have well-defined Fourier transforms. We can therefore analyse the coincident limit and regularise the position space correlation functions by requiring that the Fourier transform exists. In this paper we deal primarily with cases where the correlators are finite. This is the case in odd dimensions. Even in such cases, however, infinities may appear at intermediate steps so it is important to regularise. In even dimensions, one must carry out the full renormalisation procedure and we will provide a comprehensive discussion in [33].

Let us consider first the 2-point function of scalar operators,

\[ \langle O(x)O(0) \rangle = \frac{C_O x^{2\Delta}}{d^{2\Delta}}. \]  

(2.1)

The Fourier transform may be obtained explicitly using

\[ \int d^d x \ e^{-ip \cdot x} \frac{1}{x^{2\Delta}} = \frac{\pi^{d/2} 2^{d-2\Delta} \Gamma \left( \frac{d-2\Delta}{2} \right)}{\Gamma(\Delta)} p^{2\Delta-d}, \]

(2.2)

where the integral converges for \( 0 < 2\Delta < d \). Extracting the Dirac delta function associated with momentum conservation, we will use double brackets to denote the reduced correlation function

\[ \langle \langle O(p)O(-p) \rangle \rangle = \frac{C_O \pi^{d/2} 2^{d-2\Delta} \Gamma \left( \frac{d-2\Delta}{2} \right)}{\Gamma(\Delta)} p^{2\Delta-d}. \]

(2.4)

In unitary theories \( \Delta > 0 \), but the upper bound \( 2\Delta < d \) for the convergence of (2.2) may be violated. Since the right-hand side of (2.2) is nevertheless a well-defined analytic function of \( d \) and \( \Delta \), we can extend the result by analytic continuation to any \( 2\Delta \neq d + 2n \), where \( n \) is a non-negative integer.

The cases \( 2\Delta = d + 2n \) are special: (2.4) is singular and a non-trivial regularisation and renormalisation is required. We will proceed by dimensional regularisation. As we will
see later on in section 6.1.4, it is convenient to simultaneously shift the dimension of the operator:

\[ d \mapsto d - \epsilon, \quad \Delta \mapsto \Delta - \epsilon. \tag{2.5} \]

Keeping fixed the form of the coupling between the source and the operator,

\[ \int d^{d-\epsilon}x \phi_0 O, \tag{2.6} \]

the dimension of the source \( \phi_0 \) then remains \( d/2 - n \). In the case of 3-point functions, this prescription amounts to regularising the momentum space integrals by shifting the dimension in the integration measure while keeping the integrand fixed.

Summarising, in the general case the regulated 2-point function of scalar operators reads

\[ \langle \langle O(p)O(-p) \rangle \rangle = c_O \Gamma \left( \frac{d}{2} - \Delta + \frac{1}{2\epsilon} \right) p^{2\Delta - d - \epsilon}, \tag{2.7} \]

where \( c_O \) (which is proportional to \( C_O \)) is the momentum space 2-point function normalisation constant. Using such a parametrisation we cover both the finite case of \( 2\Delta - d \neq 2n \) and the singular one \( 2\Delta - d = 2n \). In the singular case there is a \( 1/\epsilon \) pole which must be removed by a counterterm. This subtraction in turn introduces a scale into the problem leading to a conformal anomaly, as will be discussed in detail in [33].

### 2.2 Tensorial 2-point functions

Let us now consider the form of 2-point functions of spin-1 conserved currents \( J^\mu \) and the stress-energy tensor \( T^{\mu\nu} \) for some general QFT. One could start from the position space expressions and Fourier transform them directly. It is more convenient, however, and also a warm up exercise for the tensorial 3-point functions that we will discuss later, to derive them from scratch.

To do so, observe that the operator

\[ \pi_\alpha^\mu(p) = \delta_\alpha^\mu - \frac{p_\mu p_\alpha}{p^2}, \tag{2.8} \]

is a projector onto tensors transverse to \( p \), i.e., \( p_\mu \pi_\alpha^\mu(p) = 0 \). Similarly, in \( d \) dimensions, the operator

\[ \Pi_{\alpha\beta}^{\mu\nu}(p) = \frac{1}{2} \left[ \pi_\alpha^\mu(p)\pi_\beta^\nu(p) + \pi_\beta^\mu(p)\pi_\alpha^\nu(p) \right] - \frac{1}{d - 1} \pi^{\mu\nu}(p) \pi_{\alpha\beta}(p) \tag{2.9} \]

is a projector onto transverse to \( p \), traceless, symmetric tensors of rank two. In particular,

\[ p_\mu \pi_\alpha^\mu(p) = 0, \quad \delta_{\mu\nu} \Pi_{\alpha\beta}^{\mu\nu}(p) = 0, \quad p_\mu \Pi_{\alpha\beta}^{\mu\nu}(p) = 0. \tag{2.10} \]

Any traceless, symmetric tensor of rank two that is transverse to \( p \) may therefore be written as \( t^{\mu\nu} = \Pi_{\alpha\beta}^{\mu\nu}(p) X_{\alpha\beta} \), where \( X_{\alpha\beta} \) is an arbitrary tensor. More properties of the projectors are listed in appendix A.7.

The transverse Ward identities (to be discussed in section 5.4) imply that the divergence of any 2-point function of conserved currents is proportional to 1-point functions.
Assuming the latter vanish, the 2-point function is then transverse, leading to the general decompositions

\[
\langle \langle T^{\mu\nu}(p)T^{\rho\sigma}(-p) \rangle \rangle = \Pi^{\mu\nu\rho\sigma}(p)A(p) + \pi^{\mu\nu}(p)\pi^{\rho\sigma}(p)B(p), \tag{2.11}
\]

\[
\langle \langle J^{\mu}(p)J^{\nu}(-p) \rangle \rangle = \pi^{\mu\nu}(p)C(p). \tag{2.12}
\]

Due to Lorentz invariance, \(A(p), B(p),\) and \(C(p)\) are arbitrary functions of \(p,\) the magnitude of the momentum. Provided \(\langle J^\mu \rangle = \langle T^{\mu\nu} \rangle = 0,\) these general expressions are then valid in any quantum field theory.

Specialising now to the conformal case, for which 1-point functions necessarily vanish, the trace Ward identity (to be discussed in section 5.5) implies that \(\langle TT^{\rho\sigma} \rangle = 0,\) setting \(B = 0\) in (2.11). We also know that the conformal dimensions of \(T^{\mu\nu}\) and \(J^\mu\) are \(d\) and \(d-1\) respectively.

As discussed in section 5.2 the dilatation Ward identity implies that the form factors should be homogeneous functions of degree \(2\Delta - d.\) This implies that

\[
A(p) = \tilde{c}_T p^d, \quad C(p) = \tilde{c}_J p^{d-2} \tag{2.13}
\]

where \(\tilde{c}_T\) and \(\tilde{c}_J\) are arbitrary constants. This result is valid in the absence of scale anomalies, \textit{i.e.}, when the dilatation Ward identity holds without any anomalous terms. In even spacetime dimensions scale anomalies must appear leading to logarithmic terms in correlation functions. The reason is that in even dimensions (2.13) is analytic in momenta and thus represents contact terms only. We cover all cases by dimensionally regularising (2.13) and making the constants \(\tilde{c}_T\) and \(\tilde{c}_J\) singular in even dimensions.\(^3\) A convenient choice is

\[
\langle \langle T^{\mu\nu}(p)T^{\rho\sigma}(-p) \rangle \rangle = c_T \pi^{\mu\nu\rho\sigma}(p)\Gamma \left( \frac{-d}{2} + \frac{\epsilon}{2} \right) p^{d-\epsilon}, \tag{2.14}
\]

\[
\langle \langle J^{\mu}(p)J^{\nu}(-p) \rangle \rangle = c_J \pi^{\mu\nu}(p)\Gamma \left( 1 - \frac{d}{2} + \frac{\epsilon}{2} \right) p^{d-2-\epsilon}, \tag{2.15}
\]

where \(c_T\) and \(c_J\) are now regular in all cases. In odd spacetime dimensions \(d\) the limit \(\epsilon \to 0\) is finite and we recover (2.13). In even dimensions the correlation functions become singular in the limit \(\epsilon \to 0,\) and the expressions (2.14) and (2.15) represent the 2-point functions regularised in the dimensional regularisation scheme (2.5). After removing the singularity by a counterterm the renormalised expression now contains a logarithm.

Expressions (2.14) and (2.15) can be obtained directly by the Fourier transform of the position-space expressions. Alternatively, one may extract and solve the momentum-space Ward identities associated with special conformal transformations. A systematic approach will be presented in detail in section 5.1. Using equations (5.6) and (5.7), one can write

\(^3\)The same argument also holds for the 2-point function of scalar operators: the dilatation Ward identity implies that the 2-point function should be proportional to \(p^{2\Delta - d},\) but when \(2\Delta - d\) is a non-negative integer this represents a contact term and conformal anomalies must be present.
down the differential equations satisfied by the 2-point functions,

\[ 0 = \left( -2p^\alpha \delta^{\alpha\beta} + p^\kappa \delta^{\kappa\beta} \right) \frac{\partial^2}{\partial p^\alpha \partial p^\beta} \langle \langle T^{\mu\nu}(p) T^{\rho\sigma}(-p) \rangle \rangle \]

\[ + 2 \left[ (\delta^{\alpha\mu} \delta^{\alpha\gamma} - \delta^{\alpha\alpha} \delta^{\alpha\gamma}) \delta^{\beta\gamma} + \delta^{\mu\alpha} (\delta^{\kappa\mu} \delta^{\beta\gamma} - \delta^{\kappa\beta} \delta^{\mu\gamma}) \right] \frac{\partial}{\partial p^\gamma} \langle \langle T_{\alpha\beta}(p) T^{\rho\sigma}(-p) \rangle \rangle, \quad (2.16) \]

\[ 0 = \left[ -2p^\alpha \delta^{\kappa\beta} + p^\kappa \delta^{\kappa\beta} \right] \left( \frac{\partial^2}{\partial p^\alpha \partial p^\beta} - 2 \frac{\partial}{\partial p^\kappa} \right) \langle \langle J^\mu(p) J^\nu(-p) \rangle \rangle \]

\[ + 2 (\delta^{\kappa\mu} \delta^{\alpha\gamma} - \delta^{\alpha\alpha} \delta^{\kappa\gamma}) \frac{\partial}{\partial p^\gamma} \langle \langle J_{\alpha}(p) J^{\nu}(-p) \rangle \rangle. \quad (2.17) \]

These equations, representing the special conformal Ward identities, constitute a set of tensorial equations with a free Lorentz index \( \kappa \). Each equation consists of two distinct parts: a universal second-order differential operator whose form is independent of the Lorentz structure of the correlation function, and a first-order differential operator whose precise form depends on the Lorentz structure, as will be discussed in more detail in section 5.1.

Having imposed the transverse and dilatation Ward identities to arrive at expressions (2.11), (2.12) and (2.13), by substituting these results into the differential equations above, one finds that the equation for \( \langle \langle J^\mu J^\nu \rangle \rangle \) is identically satisfied while the equation for \( \langle \langle T^{\mu\nu} T^{\rho\sigma} \rangle \rangle \) requires \( B = 0 \) in (2.11). This confirms that the analysis based on the trace Ward identity coincides with the constraints imposed by the special conformal Ward identities.

Alternatively, one may substitute (2.11) and (2.12) into (2.16) and (2.17) respectively, without imposing the dilatation Ward identity. In this case, the coefficient of each independent tensor in (2.11) and (2.12) becomes a differential equation for the form factors \( A(p) \), \( B(p) \) and \( C(p) \). By looking at the coefficient of \( \delta^{\kappa\mu} \delta^{\alpha\gamma} p^\nu \) on the right-hand side of (2.16) we find \( B(p) = 0 \). The coefficient of \( \delta^{\kappa\mu} \delta^{\kappa\beta} p^\nu \) then implies the differential equation

\[ \left( d - p \frac{\partial}{\partial p} \right) A(p) = 0, \quad (2.18) \]

which is precisely the same constraint as that derived from the dilatation Ward identity, leading us back to (2.13). Similarly, for the 2-point function of the conserved current, the coefficient of \( \delta^{\kappa\mu} p^\nu \) in (2.17) requires

\[ \left( d - 2 - p \frac{\partial}{\partial p} \right) C(p) = 0, \quad (2.19) \]

which is precisely the dilatation Ward identity. Furthermore, one can check that the differential equations extracted from the other tensors in (2.11) and (2.12) do not impose any additional constraints. As we can see, in the case of 2-point functions, the dilatation and special conformal Ward identities are equivalent.
3 3-point function of scalar operators

3.1 From position to momentum space

We start with a revision of some well-known facts regarding 3-point functions of conformal primary scalar operators in any CFT. Considering three scalar operators $O_j$ of dimensions $\Delta_j$, $j = 1, 2, 3$, the 3-point function is unique up to an overall constant $c_{123}$ and in position space takes the form [38]

$$\langle O_1(x_1)O_2(x_2)O_3(x_3) \rangle = \frac{c_{123}}{|x_1 - x_2|^{\Delta_1+\Delta_2-\Delta_3}|x_2 - x_3|^{\Delta_2+\Delta_3-\Delta_1}|x_3 - x_1|^{\Delta_3+\Delta_1-\Delta_2}}, \tag{3.1}$$

where we work in Euclidean signature. This expression, in principle, can be Fourier transformed to obtain the corresponding result in momentum space. Extracting the Dirac delta function encoding overall momentum conservation, we define the reduced matrix element (denoted with double brackets) as in (1.1),

$$\langle \langle O_1(p_1)O_2(p_2)O_3(p_3) \rangle \rangle = (2\pi)^d \delta(p_1 + p_2 + p_3) \langle \langle O_1(p_1)O_2(p_2)O_3(p_3) \rangle \rangle. \tag{3.2}$$

Assuming $d \geq 3$, since $p_1 + p_2 + p_3 = 0$ there are two independent momenta. Defining

$$\Delta_t = \Delta_1 + \Delta_2 + \Delta_3, \quad \delta_j = \frac{d - \Delta_t}{2} + \Delta_j, \tag{3.3}$$

a useful representation of the Fourier transform of (3.1) is

$$\langle \langle O_1(p_1)O_2(p_2)O_3(p_3) \rangle \rangle = c_{123} \pi^{\frac{d}{2}} 2^{3d-\Delta_t} \prod_{j=1}^3 \frac{\Gamma(\delta_j)}{\Gamma\left(\frac{d}{2} - \delta_j\right)} \cdot \int d^d k \frac{1}{|k|^{2\delta_1} |p_1 - k|^{2\delta_2} |p_2 + k|^{2\delta_3}}$$

$$= \frac{c_{123} \pi^{\frac{d}{2}} 2^{3d-\Delta_t}}{\Gamma\left(\frac{d}{2} - \Delta_1\right) \Gamma\left(\frac{d}{2} + \Delta_2 - \Delta_1\right) \Gamma\left(\frac{d}{2} + \Delta_3 - \Delta_2\right) \Gamma\left(\frac{d}{2} + \Delta_1 - \Delta_3\right)} \times \prod_{j=1}^3 \frac{\Gamma\left(-\frac{d}{2} + \Delta_j\right)}{p_j^{\Delta_j - \frac{d}{2}} },$$

$$\times \int_0^\infty dx \frac{x^{\frac{d}{2} - 1}}{K_{\Delta_1 - \frac{d}{2}}(p_1 x) K_{\Delta_2 - \frac{d}{2}}(p_2 x) K_{\Delta_3 - \frac{d}{2}}(p_3 x)}, \tag{3.4}$$

where $K_{\nu}(z)$ is a Bessel $K$ function, i.e., a modified Bessel function of the second kind. A derivation of this result is given in appendix A.3. As mentioned in the introduction, we will refer to integrals of the form above featuring three Bessel $K$ functions and a power of $x$ as \textit{triple-$K$} integrals. This form of the 3-point function is familiar in the context of the AdS/CFT correspondence, where every bulk-to-boundary propagator for the field dual to the conformal operator $O_j$ contains one Bessel $K$ function [39].

The expression (3.4) may be severely divergent and requires regularisation. This stems from the fact that the original position space expression (3.1) is valid at non-coincident points only and must itself be regularised. As we will discuss in more detail in section 6 for generic values\footnote{That is for values with $\frac{d}{2} \neq \pm(\Delta_1 - \frac{d}{2}) \pm (\Delta_2 - \frac{d}{2}) \pm (\Delta_3 - \frac{d}{2}) - 2n$, with $n = 0, 1, 2, \ldots$.} of $d$ and $\Delta_j$ the divergent integrals can be computed by analytic
continuation in $d$ and $\Delta_j$. In the special cases non-trivial renormalisation may required and we will discuss this in detail in [33].

As a simple example, consider the 3-point function of the operator $\mathcal{O} = \phi^2$ in the theory of a free real massless scalar in $d = 3$ spacetime dimensions. By the standard Feynman diagrams one finds

$$\langle \langle \mathcal{O}(p_1) \mathcal{O}(p_2) \mathcal{O}(p_3) \rangle \rangle = 8 \int \frac{d^3 k}{(2\pi)^3} \frac{1}{k^2 |p_1 - k|^2 |p_2 + k|^2} = \frac{1}{p_1 p_2 p_3}. \quad (3.5)$$

The integral can be evaluated by means of the substitution $\tilde{k} = k / k^2$. We can compare this result with a direct evaluation of the triple-$K$ integral (3.4). In this case $\Delta_j = 1, j = 1, 2, 3$ and the Bessel functions can be expressed in terms of elementary functions (see (A.4.4)). However, since the integral in (3.4) has a logarithmic divergence, we must regularise it. One way to regularise this result is to substitute

$$d \mapsto d + 2\epsilon, \quad \Delta_j \mapsto \Delta_j + \epsilon. \quad (3.6)$$

This regularisation scheme is extremely useful in context of triple-$K$ integrals since it preserves the indices of the Bessel functions in (3.4). In the present case, we find

$$\langle \langle \mathcal{O}(p_1) \mathcal{O}(p_2) \mathcal{O}(p_3) \rangle \rangle = \frac{16 c_{123} \pi^3}{\Gamma(\frac{3}{2}) p_1 p_2 p_3} \int_0^\infty dx \, x^{-1+\epsilon} e^{-x(p_1 + p_2 + p_3)}$$

$$= \frac{(2\pi)^3 c_{123}}{p_1 p_2 p_3} + O(\epsilon). \quad (3.7)$$

As we can see, one recovers (3.5) with $c_{123} = (2\pi)^{-3}$.

In summary, the Fourier transform of the position space expression (3.1) for the 3-point function of scalar operators in any CFT may be expressed, at least formally, and up to an overall multiplicative constant, in terms of the triple-$K$ integral (3.4). In the next section we will show that this representation in terms of a triple-$K$ integral is very natural in the context of the conformal Ward identities. In fact, we will be able to re-derive the expression (3.4) by solving the conformal Ward identities directly in momentum space, without any reference to position space.

### 3.2 Conformal Ward identities

The conformal Ward identities (CWIs) in position space may be found in any standard reference text, e.g., [38]. In momentum space, the Ward identities for scalar operators have been partially analysed in [20, 21], and we will use these results here before generalising them in the following sections. First, observe that due to Lorentz invariance any 3-point function may be expressed in terms of the magnitudes of the momenta,

$$p_j = |p_j| = \sqrt{p_j^2}, \quad j = 1, 2, 3. \quad (3.8)$$

The expression (3.4) is in accord with this fact. Regarding the 3-point function as a function of the momentum magnitudes, the dilatation Ward identity then reads

$$0 = \left[ 2d + \sum_{j=1}^{3} (p_j \frac{\partial}{\partial p_j} - \Delta_j) \right] \langle \langle \mathcal{O}_1(p_1) \mathcal{O}_2(p_2) \mathcal{O}_3(p_3) \rangle \rangle. \quad (3.9)$$
Similarly, the Ward identity associated with special conformal transformations is

\[ 0 = \sum_{j=1}^{3} p_j^\kappa \left[ \frac{\partial^2}{\partial p_j^2} + \left( \frac{d + 1 - 2\Delta_j}{p_j} \right) \frac{\partial}{\partial p_j} \right] \langle \langle \mathcal{O}_1(p_1) \mathcal{O}_2(p_2) \mathcal{O}_3(p_3) \rangle \rangle, \]  

(3.10)

where \( \kappa \) is a free Lorentz index. Choosing \( p_1 \) and \( p_2 \) as independent momenta, we may split this vector equation into two independent scalar equations

\[ 0 = \left[ \left( \frac{\partial^2}{\partial p_1^2} + \left( \frac{d + 1 - 2\Delta_1}{p_1} \right) \frac{\partial}{\partial p_1} \right) - \left( \frac{\partial^2}{\partial p_2^2} + \left( \frac{d + 1 - 2\Delta_3}{p_3} \right) \frac{\partial}{\partial p_3} \right) \right] \langle \langle \mathcal{O}_1(p_1) \mathcal{O}_2(p_2) \mathcal{O}_3(p_3) \rangle \rangle, \]  

(3.11)

\[ 0 = \left[ \left( \frac{\partial^2}{\partial p_2^2} + \left( \frac{d + 1 - 2\Delta_2}{p_2} \right) \frac{\partial}{\partial p_2} \right) - \left( \frac{\partial^2}{\partial p_3^2} + \left( \frac{d + 1 - 2\Delta_3}{p_3} \right) \frac{\partial}{\partial p_3} \right) \right] \langle \langle \mathcal{O}_1(p_1) \mathcal{O}_2(p_2) \mathcal{O}_3(p_3) \rangle \rangle. \]  

(3.12)

As an immediate check, we may verify that the expression (3.4) satisfies (3.11, 3.12) using the well-known Bessel function relations

\[ \frac{\partial}{\partial a} \left[ a^\nu K_\nu(ax) \right] = -xa^\nu K_{\nu-1}(ax), \]  

(3.13)

\[ K_{\nu-1}(x) + \frac{2\nu}{x} K_\nu(x) = K_{\nu+1}(x). \]  

(3.14)

As we will see shortly, equations of the form (3.11, 3.12) also arise in the case of 3-point correlators of general tensor operators.

### 3.3 Uniqueness of the solution

To frame our analysis purely in momentum space, we need to show that there is a unique physically acceptable solution, up to an overall multiplicative constant, of the system (3.9, 3.11, 3.12) of dilatation and special CWIs. To accomplish this, it suffices to transform these equations into generalised hypergeometric form by writing

\[ \langle \langle \mathcal{O}_1(p_1) \mathcal{O}_2(p_2) \mathcal{O}_3(p_3) \rangle \rangle = p_3^{\Delta - 2d} \left( \frac{p_1^2}{p_3^2} \right)^\mu \left( \frac{p_2^2}{p_3^2} \right)^\lambda F \left( \frac{p_1^2}{p_3^2}, \frac{p_2^2}{p_3^2} \right), \]  

(3.15)

where the overall power of momenta on the right-hand side is fixed by the dilatation Ward identity (3.9), and we have chosen to multiply the arbitrary function \( F \) by the prefactor \( (p_1^2/p_3^2)^\mu (p_2^2/p_3^2)^\lambda \), where \( \mu \) and \( \lambda \) are arbitrary constants. Substituting this parametrisation into (3.11, 3.12) then yields a pair of differential equations satisfied by \( F \). Taking \( \mu \) and \( \lambda \) to be any of the four combinations obtainable from the values

\[ \mu = 0, \quad \Delta_1 - \frac{d}{2}, \quad \lambda = 0, \quad \Delta_2 - \frac{d}{2}, \]  

(3.16)
these equations for $F$ read

$$
0 = \left[ \xi(1-\xi)\frac{\partial^2}{\partial \xi^2} - \eta^2 \frac{\partial^2}{\partial \eta^2} - 2\xi \eta \frac{\partial^2}{\partial \xi \partial \eta} \right.
+ (\gamma - (\alpha + \beta + 1)\xi) \frac{\partial}{\partial \xi} - (\alpha + \beta + 1)\eta \frac{\partial}{\partial \eta} - \alpha \beta \bigg] F(\xi, \eta), \quad (3.17)
$$

$$
0 = \left[ \eta(1-\eta)\frac{\partial^2}{\partial \eta^2} - \xi^2 \frac{\partial^2}{\partial \xi^2} - 2\xi \eta \frac{\partial^2}{\partial \xi \partial \eta} \right.
+ (\gamma' - (\alpha + \beta + 1)\eta) \frac{\partial}{\partial \eta} - (\alpha + \beta + 1)\xi \frac{\partial}{\partial \xi} - \alpha \beta \bigg] F(\xi, \eta), \quad (3.18)
$$

where

$$
\xi = \frac{p_1^2}{p_3^2}, \quad \eta = \frac{p_2^2}{p_3^2}, \quad (3.19)
$$

and the values of the parameters $\alpha, \beta, \gamma, \gamma'$ depend on the choice of $\mu$ and $\lambda$. Specifically, parametrising the four choices for $\mu$ and $\lambda$ by two variables $\epsilon_1, \epsilon_2 \in \{-1, +1\}$ according to

$$
\mu = \frac{1}{2}(\Delta_1 - \frac{d}{2})(\epsilon_1 + 1), \quad \lambda = \frac{1}{2}(\Delta_2 - \frac{d}{2})(\epsilon_2 + 1), \quad (3.20)
$$

we have

$$
\alpha = \frac{1}{2}\left[ \epsilon_1 \left( \Delta_1 - \frac{d}{2} \right) + \epsilon_2 \left( \Delta_2 - \frac{d}{2} \right) + \Delta_3 \right], \quad \beta = \alpha - \left( \Delta_3 - \frac{d}{2} \right),
$$

$$
\gamma = 1 + \epsilon_1 \left( \Delta_1 - \frac{d}{2} \right), \quad \gamma' = 1 + \epsilon_2 \left( \Delta_2 - \frac{d}{2} \right). \quad (3.21)
$$

The system of equations (3.17, 3.18) defines the generalised hypergeometric function of two variables Appell $F_4$. This function has been extensively studied by mathematicians (see, e.g., [41, 42]), and its important properties are summarised in appendix A.5. In particular, the system of equations (3.17, 3.18) has at most four linearly independent solutions, each of which may be expressed in terms of the $F_4$ function [42, 43]. The four possible choices for $\mu$ and $\lambda$ reproduce these four solutions exactly.

In a physical context only one linear combination of these four solutions is acceptable: all the others contain divergences for collinear momentum configurations, for example when $p_1 + p_2 = p_3$. To see this, consider the integral representation [44]

$$
F_4 \left( \alpha, \beta; \gamma, \gamma'; \frac{p_1^2}{p_3^2}, \frac{p_2^2}{p_3^2} \right) = \frac{\Gamma(\gamma)\Gamma(\gamma')}{\Gamma(\alpha)\Gamma(\beta)} \frac{p_3^{\alpha + \beta}}{p_1^{\alpha - 1} p_2^{\gamma - 1}} \times
\int_0^\infty dx \frac{x^\alpha}{\Gamma(\alpha + \beta - \gamma - \gamma' + 1)} I_{\gamma - 1}(p_1 x) I_{\gamma' - 1}(p_2 x) K_{\beta - \alpha}(p_3 x), \quad (3.22)
$$

where $I_\nu(x)$ is the Bessel $I$ function. This expression is formal in the sense that the integral converges only for $\alpha, \beta, \gamma, \gamma'$ in certain ranges, see appendix A.5 for details. For the remaining parameter values the integral is defined by the analytic continuation (3.6).

Using (3.21), one can then write the four solutions for the 3-point functions in the form

$$
p_1^{\Delta_1 - \frac{d}{2}} p_2^{\Delta_2 - \frac{d}{2}} p_3^{\Delta_3 - \frac{d}{2}} \int_0^\infty dx x^{\Delta - \frac{d}{2} - 1} I_{\pm(\Delta_1 - \frac{d}{2})}(p_1 x) I_{\pm(\Delta_2 - \frac{d}{2})}(p_2 x) K_{\Delta_3 - \frac{d}{2}}(p_3 x). \quad (3.23)
$$
For large $x$ we have the asymptotic expansions
\[ I_\nu(x) = \frac{1}{\sqrt{2\pi}} \frac{e^x}{\sqrt{x}} + \ldots, \quad K_\nu(x) = \sqrt{\frac{\pi}{2}} \frac{e^{-x}}{\sqrt{x}} + \ldots, \]  \tag{3.24}
from which we see that the integral (3.23) converges at infinite $x$ only for non-triangle (i.e., unphysical) momentum configurations where $p_1 + p_2 < p_3$. Moreover, for the physical collinear momentum configuration $p_1 + p_2 = p_3$, the integral diverges for dimensions $d \geq 3$. However, the 3-point function itself is a linear combination of these four solutions and may be continued to the physical regime by choosing the linear combination for which the collinear divergences cancel. This may be accomplished by subtracting two integrals with the same asymptotics, i.e., we sum the four terms of the form (3.23) with signs chosen so as to obtain Bessel $K_\nu$ functions
\[ K_\nu(x) = \frac{\pi}{2 \sin(\nu \pi)} [I_\nu(x) - I_{-\nu}(x)]. \]  \tag{3.25}
Therefore we arrive at the unique solution
\[ \langle \langle O_1(p_1)O_2(p_2)O_3(p_3) \rangle \rangle \]
\[ = C_{123} \frac{1}{p_1^{\Delta_1-\frac{d}{2}} p_2^{\Delta_2-\frac{d}{2}} p_3^{\Delta_3-\frac{d}{2}}} \int_0^\infty \! \! dx \frac{x^{d-1}}{2 \sin(\nu \pi)} K_{\Delta_1-\frac{d}{2}}(p_1 x) K_{\Delta_2-\frac{d}{2}}(p_2 x) K_{\Delta_3-\frac{d}{2}}(p_3 x), \]  \tag{3.26}
where $C_{123}$ is an overall undetermined constant. From the asymptotic expansion (3.24), it is clear that this triple-$K$ integral converges at infinite $x$ for physical momentum configurations $p_1 + p_2 + p_3 > 0$. Depending on the values of the parameters $\Delta_j$ and $d$, however, the triple-$K$ integral may still diverge at $x = 0$. This divergence may be regularised using (3.6) or the dimensional regularisation (2.5). We will analyse such cases in sections 6.1.1 and 6.1.4.

In summary then, we have shown that the conformal Ward identities may be solved directly in momentum space leading to a unique result (3.26). As we will see shortly, a similar procedure also holds for tensorial correlation functions: solving the momentum space Ward identities will lead to a unique solution for 3-point correlators without any reference to the position space analysis.

### 4 Decomposition of tensors

In this section, we present a natural decomposition of tensorial correlation functions. Correlation functions of conserved currents are transverse and/or traceless – up to local terms – and we would like to find a decomposition which reflects these properties. At this point, we will not yet impose conformal invariance.

The problem of decomposition has already been tackled in a number of papers, see for example [13, 26–28, 30, 46]. The usual approach consists of writing down the most general tensor structure before imposing the constraints following from symmetries and Ward identities. Here we refine this approach to take account of the permutation symmetries of operator insertions inside correlators, obtaining a convenient and natural decomposition applicable for any correlation function. In particular, our decomposition contains the
minimal number of tensor structures, leading to the simplest form for the conformal Ward identities.

We remind the reader we will always be working in $d$-dimensional Euclidean field theory with a flat metric $\delta_{\mu\nu}$ for which indices are raised and lowered trivially.

4.1 Representations of tensor structures

The operator

$$\pi_{\alpha}^\mu(p) = \delta_{\alpha}^\mu - \frac{p_{\mu} p_{\alpha}}{p^2}$$

is a projector onto tensors transverse to $p$, i.e., $p_\mu \pi_{\alpha}^\mu(p) = 0$. Similarly, in $d$ dimensions, the operator

$$\Pi_{\alpha\beta}^{\mu\nu}(p) = \frac{1}{2} \left( \pi_{\alpha}^\mu(p) \pi_{\beta}^\nu(p) + \pi_{\alpha}^\nu(p) \pi_{\beta}^\mu(p) \right) - \frac{1}{d-1} \pi^\mu(p) \pi_{\alpha\beta}(p)$$

is a projector onto transverse to $p$, traceless, symmetric tensors of rank two. In particular

$$\delta_{\mu\nu} \Pi_{\alpha\beta}^{\mu\nu}(p) = 0, \quad p_\mu \Pi_{\alpha\beta}^{\mu\nu}(p) = 0.$$ 

Therefore, any transverse to $p$, traceless, symmetric tensor $t_{\mu\nu}$ of rank two may be written as

$$t_{\mu\nu}(p) = \Pi_{\alpha\beta}^{\mu\nu}(p) X_{\alpha\beta},$$

where $X_{\alpha\beta}$ is an arbitrary tensor.

As we are interested in correlation functions, we must consider tensor functions that depend on a number of momenta. Let $T_{1}^{\mu_1 \nu_1 \ldots \mu_{r_1}}(p_1)T_{2}^{\mu_2 \nu_2 \ldots \mu_{r_2}}(p_2)\ldots T_{n}^{\mu_n \nu_n \ldots \mu_{r_n}}(p_n)$ be a given set of QFT operators. Due to the momentum conservation, the $n$-point function contains a delta function which may be written explicitly by introducing the reduced matrix element which we denote with double brackets $\langle \langle \ldots \rangle \rangle$.

$$\langle \langle T_{1}^{\mu_1 \nu_1 \ldots \mu_{r_1}}(p_1)T_{2}^{\mu_2 \nu_2 \ldots \mu_{r_2}}(p_2)\ldots T_{n}^{\mu_n \nu_n \ldots \mu_{r_n}}(p_n) \rangle \rangle = (2\pi)^d \delta \left( \sum_{k=1}^{n} p_k \right) \langle \langle T_{1}^{\mu_1 \nu_1 \ldots \mu_{r_1}}(p_1)T_{2}^{\mu_2 \nu_2 \ldots \mu_{r_2}}(p_2)\ldots T_{n}^{\mu_n \nu_n \ldots \mu_{r_n}}(p_n) \rangle \rangle.\quad (4.4)$$

The $n$-point function thus depends on at most $n-1$ vectors, say $p_1, \ldots, p_{n-1}$. If $n-1 < d$, then all $n-1$ momenta are independent. If $n-1 \geq d$, however, then only $d$ generic momenta are independent. In this case we can write

$$\delta_{\mu\nu} = \sum_{j,k=1}^{d} p_j p'_k (Z^{-1})_{kj},\quad (4.5)$$

where $Z$ is the Gram matrix, $Z = [p_k \cdot p_l]_{k,l=1}^{d}$, hence the metric $\delta_{\mu\nu}$ is no longer an independent tensor.

From now on we assume $d \geq 3$. Since we are primarily interested in 3-point functions, the degeneracy does not occur. Nevertheless, the case $d = 3$ is still special since the existence of the cross-product allows the metric tensor to be re-expressed purely in terms of the momenta. This degeneracy serves to reduce the number of independent form factors for certain correlators, as we discuss in appendix A.2. In the following discussion we will
ignore this degeneracy however and concentrate on the general case. We will therefore choose two out of the three \( p_1, p_2, p_3 \) as independent momenta, and treat the metric \( \delta^{\mu \nu} \) as an independent tensor.

As an example consider a 3-point function of two transverse, traceless, symmetric rank two operators \( t^{\mu \nu} \) and a scalar operator \( O \). Using the projectors (4.2) one can write the most general form

\[
\langle \langle t^{\mu_1 \nu_1}(p_1) t^{\mu_2 \nu_2}(p_2) O(p_3) \rangle \rangle = \Pi_{\alpha_1 \beta_1}^{\mu_1 \nu_1}(p_1) \Pi_{\alpha_2 \beta_2}^{\mu_2 \nu_2}(p_2) X^{\alpha_1 \beta_1 \alpha_2 \beta_2},
\]

where \( X^{\alpha_1 \beta_1 \alpha_2 \beta_2} \) is a general tensor of rank four built from the metric and momenta. Usually one chooses two independent momenta once and for all. On the other hand, there is no obstacle to choosing different independent momenta for different Lorentz indices. In this paper we always choose

\[
p_1, p_2 \text{ for } \mu_1, \nu_1; \quad p_2, p_3 \text{ for } \mu_2, \nu_2 \text{ and } p_3, p_1 \text{ for } \mu_3, \nu_3.
\]

Such a choice enhances the symmetry properties of the decomposition, as we will discuss at length in the next section.

Let us now enumerate all possible tensors that can appear in \( X^{\alpha_1 \beta_1 \alpha_2 \beta_2} \). Observe that whenever a simple tensor contains at least one of the following tensors

\[
\delta^{\alpha_1 \beta_1}, \delta^{\alpha_2 \beta_2}, p_1^{\alpha_1}, p_1^{\beta_1}, p_2^{\alpha_2}, p_2^{\beta_2},
\]

then the contraction with the projectors in (4.6) vanishes. Therefore, in accordance with the choice (4.7), the only tensors giving a non-zero result after contraction with the projectors are

\[
\delta^{\alpha_1 \alpha_2}, \delta^{\alpha_1 \beta_2}, \delta^{\beta_1 \alpha_2}, \delta^{\beta_1 \beta_2}, p_2^{\alpha_1}, p_2^{\beta_1}, p_3^{\alpha_2}, p_3^{\beta_2}.
\]

Since the projector (4.2) is symmetric in \( \mu \leftrightarrow \nu \) and \( \alpha \leftrightarrow \beta \), the most general form of our 3-point function is then

\[
\langle \langle t^{\mu_1 \nu_1}(p_1) t^{\mu_2 \nu_2}(p_2) O(p_3) \rangle \rangle = \Pi_{\alpha_1 \beta_1}^{\mu_1 \nu_1}(p_1) \Pi_{\alpha_2 \beta_2}^{\mu_2 \nu_2}(p_2) \left[ A_1 p_2^{\alpha_1} p_1^{\beta_1} p_3^{\alpha_2} p_3^{\beta_2} + A_2 p_2^{\alpha_1} p_3^{\alpha_2} \delta^{\beta_1 \beta_2} + A_3 \delta^{\alpha_1 \alpha_2} \delta^{\beta_1 \beta_2} \right],
\]

where the coefficients \( A_1, A_2 \) and \( A_3 \) are scalar functions of momenta. We will refer to the coefficients \( A_j \), and their analogous counterparts in more general correlation functions, as form factors. By Lorentz invariance, these form factors are functions of the momentum magnitudes

\[
p_j = |p_j| = \sqrt{p_j^2}, \quad j = 1, 2, 3,
\]

i.e., \( A_j = A_j(p_1, p_2, p_3) \). In particular, any scalar product of two momenta can be written as a combination of momentum magnitudes, for example

\[
p_1 \cdot p_2 = \frac{1}{2} (p_3^2 - p_1^2 - p_2^2).
\]

For brevity, we will henceforth suppress the dependence of form factors on the momentum magnitudes, writing \( A_j(p_1, p_2, p_3) \) as simply \( A_j \).
Note that the correlation function on the left-hand side of (4.10) is symmetric under a transposition \((p_1, \mu_1, \nu_1) \leftrightarrow (p_2, \mu_2, \nu_2)\). One can apply this symmetry to the right-hand side to find that all form factors \(A_1, A_2\) and \(A_3\) are symmetric under \(p_1 \leftrightarrow p_2\). To prove this, observe that one has, for example, \(\pi^{\mu_1}_1(p_1) p_3^{\alpha_1} = -\pi^{\mu_1}_3(p_1) p_2^{\alpha_1}\). Therefore \(p_2\) and \(-p_3\) can be exchanged under both \(\pi^{\mu_1}_1(p_1)\) and \(\Pi^{\mu_1}_{\alpha_1 \beta_1}(p_1)\), and similarly for other momenta.

For any form factor \(A_j\) we define an associated non-negative integer \(N_j\), the tensorial dimension of \(A_j\), similar to that defined in [30]. Specifically, the tensorial dimension \(N_j\) is the number of momenta that appear in the tensorial expression multiplying \(A_j\) (excluding those in the transverse-traceless projectors) in the decomposition of the correlation function. As we will see later, this quantity will appear explicitly in the conformal Ward identities. In the example (4.10), we have the following tensorial dimensions: \(N_1 = 4, N_2 = 2\) and \(N_3 = 0\).

Decompositions for other correlation functions may be found in the second part of the paper. Observe that in each case the form factor \(A_1\) stands in front of the unique tensor containing momenta only. The tensorial dimension \(N_1\) is therefore always equal to the number of Lorentz indices in the 3-point function, and tensorial dimensions of all remaining form factors are smaller than \(N_1\).

4.2 Decomposition of \(\langle t^{\mu_1 \nu_1} t^{\mu_2 \nu_2} t^{\mu_3 \nu_3} \rangle\)

In the previous section we introduced a natural decomposition of tensor structures. Rather than fixing two independent momenta (as is done for example in [13, 26–28, 30, 46]) we chose a different set of independent momenta for different Lorentz indices according to (4.7). Such a choice respects all symmetries of the correlation function, as we now discuss.

In [30], it was shown that the transverse-traceless correlation function \(\langle t^{\mu_1 \nu_1} t^{\mu_2 \nu_2} t^{\mu_3 \nu_3} \rangle\) can be decomposed into eight tensor structures plus their \(p_1 \leftrightarrow p_2\) symmetric versions. In our method, however, we arrive at only five tensor structures (for the general case \(d \geq 3\), see appendix A.2 for the case \(d = 3\)) according to the following decomposition

\[
\langle t^{\mu_1 \nu_1}(p_1) t^{\mu_2 \nu_2}(p_2) t^{\mu_3 \nu_3}(p_3) \rangle = \Pi^{\mu_1 \nu_1}_{\alpha_1 \beta_1}(p_1) \Pi^{\mu_2 \nu_2}_{\alpha_2 \beta_2}(p_2) \Pi^{\mu_3 \nu_3}_{\alpha_3 \beta_3}(p_3) \left[ A_1 p_1^{\alpha_1} p_2^{\beta_1} p_3^{\gamma_1} + A_2(p_2 \leftrightarrow p_3) p_1^{\alpha_2} p_2^{\beta_2} p_3^{\gamma_2} + A_3(p_1 \leftrightarrow p_3) p_1^{\alpha_3} p_2^{\beta_3} p_3^{\gamma_3} + A_4(p_1 \leftrightarrow p_3) p_1^{\alpha_4} p_2^{\beta_4} p_3^{\gamma_4} + A_5(p_1 \leftrightarrow p_3) p_1^{\alpha_5} p_2^{\beta_5} p_3^{\gamma_5} \right].
\]

By \(p_1 \leftrightarrow p_3\) we denote the exchange of the arguments \(p_1\) and \(p_3\), \(A_2(p_1 \leftrightarrow p_3) = A_2(p_3, p_2, p_1)\). If no arguments are specified, then the standard ordering is assumed, i.e., \(A_2 = A_2(p_1, p_2, p_3)\).
First observe that this decomposition is manifestly invariant under the permutation group \( S_3 \) of the set \( \{1,2,3\} \), i.e., for any \( \sigma \in S_3 \),
\[
\langle \langle \mu^{1\nu_1}(p_1)\mu^{2\nu_2}(p_2)\mu^{3\nu_3}(p_3) \rangle \rangle = \langle \langle \mu^{\nu_1(1)}(p_{\sigma(1)})\mu^{\nu_2(2)}(p_{\sigma(2)})\mu^{\nu_3(3)}(p_{\sigma(3)}) \rangle \rangle.
\]
(4.14)
In particular, the form factors \( A_1 \) and \( A_5 \) are \( S_3 \)-invariant,
\[
A_j(p_1,p_2,p_3) = A_j(p_{\sigma(1)},p_{\sigma(2)},p_{\sigma(3)}), \quad j \in \{1,5\},
\]
(4.15)
since the tensors they multiply are \( S_3 \)-invariant. The action of the symmetry group on the remaining terms is then clearly visible. As an example, let us concentrate on the third line of (4.13) with the \( A_2 \) form factor. The \( (p_1,\mu_1,\nu_1) \leftrightarrow (p_2,\mu_2,\nu_2) \) permutation leaves the tensor in the first term invariant, therefore the \( A_2 \) factor exhibits the \( p_1 \leftrightarrow p_2 \) symmetry. On the other hand, the \( (p_1,\mu_1,\nu_1) \leftrightarrow (p_3,\mu_3,\nu_3) \) permutation swaps tensor structures of the first and the second term in the third line. This requires that the form factor of the second term is related to the form factor of the first term by the \( p_1 \leftrightarrow p_3 \) permutation, as indicated. Working out the remaining lines of (4.13) one finds that both remaining factors \( A_3 \) and \( A_4 \) are \( p_1 \leftrightarrow p_2 \) symmetric.

Let us comment then on the apparent disagreement between the number of tensor structures between (4.13) and the results of [30]. As already mentioned, the mismatch follows from the choice of two independent momenta in [30] to be \( p_1 \) and \( p_2 \), in our notation. Such a choice breaks the \( S_3 \) symmetry down to the \( (p_1,\mu_1,\nu_1) \leftrightarrow (p_2,\mu_2,\nu_2) \) symmetry. One can easily recover eight tensor structures from (4.13) by substituting \( p_3 = -p_1 - p_2 \) and writing the decomposition in terms of \( p_1 \) and \( p_2 \) only. One finds
\[
\langle \langle \mu^{1\nu_1}(p_1)\mu^{2\nu_2}(p_2)\mu^{3\nu_3}(p_3) \rangle \rangle = \Pi_{\alpha_1,\beta_1}^{\nu_1}(p_1)\Pi_{\alpha_2,\beta_2}^{\nu_2}(p_2)\Pi_{\alpha_3,\beta_3}^{\nu_3}(p_3) \left[ \frac{1}{2}A_1p_2^{\alpha_1}p_1^{\beta_1}p_3^{\alpha_2}p_1^{\beta_2}p_1^{\alpha_3}p_1^{\beta_3} - \frac{1}{2}A_2p_2^{\beta_1}p_1^{\alpha_1}p_3^{\beta_2}p_1^{\alpha_2}p_1^{\beta_3} - A_2(p_1 \leftrightarrow p_3)\delta^{\beta_2\beta_3}p_2^{\alpha_1}p_1^{\alpha_2}p_1^{\alpha_3}p_1^{\beta_1} + \frac{1}{2}A_3p_2^{\alpha_1}p_3^{\beta_1}p_1^{\alpha_2}p_1^{\beta_2}p_1^{\alpha_3}p_1^{\beta_3} + A_3(p_1 \leftrightarrow p_3)\delta^{\alpha_2\alpha_3}\delta^{\beta_2\beta_3}p_2^{\alpha_1}p_1^{\alpha_2}p_1^{\beta_2}p_1^{\alpha_3}p_1^{\beta_3} - \frac{1}{2}A_4p_2^{\alpha_1}p_3^{\beta_1}p_1^{\alpha_2}p_1^{\beta_2}p_1^{\alpha_3}p_1^{\beta_3} + \frac{1}{2}A_5p_2^{\alpha_1}p_3^{\beta_1}p_1^{\alpha_2}p_1^{\beta_2}p_1^{\alpha_3}p_1^{\beta_3}, \right.
\]
(4.16)
As we can see, the number of tensor structures increases to exactly eight, as the symmetry group is diminished.

Summarising, our decomposition method based on (4.7) gives the minimal number of tensor structures obeying the symmetries of the correlation function. It is an improvement over the standard method with two independent momenta fixed, since such a choice breaks symmetries and leads therefore to the larger number of tensor structures.

Finally, we should comment on the fact that we decompose the transverse-traceless part of the correlation function only. This is because the difference between the full 3-point function and its transverse-traceless part is semi-local, and hence may be entirely
reconstructed from the Ward identities. We will discuss this method for recovering the full correlation function from its transverse-traceless part in the next section.

Let us note in passing that the decomposition method described here may also be used for correlation functions in non-conformal theories. For example, in cases where the stress-energy tensor is transverse but no longer traceless one should use the $\pi^{\mu}_{\alpha} J^\alpha$ projectors (4.1) in place of $\Pi^{\mu\nu}_{\alpha\beta}$ in (4.13). In this way one obtains ten tensor structures, five of which have nonzero trace. This decomposition is given in appendix A.1.

4.3 Finding the form factors

We would like to apply the results of the previous section to spin-1 and spin-2 conserved currents $J^\mu$ and a stress-energy tensor $T^\mu\nu$. These quantum operators, however, are only transverse and traceless on-shell, and in the quantum case, we need to analyse Ward identities. To proceed, we define transverse, transverse-traceless and local parts of $J^\mu$ and $T^\mu\nu$ by

$$ j^\mu \equiv \pi^{\mu}_{\alpha} J^\alpha, \quad j^\mu_{\text{loc}} \equiv J^\mu - j^\mu, $$

$$ t^{\mu\nu} \equiv \Pi^{\mu\nu}_{\alpha\beta} T^\alpha\beta, \quad t^{\mu\nu}_{\text{loc}} \equiv T^{\mu\nu} - t^{\mu\nu}, $$

as well as longitudinal and trace parts

$$ r = p_\mu J^\mu, \quad R^\nu = p_\mu T^{\mu\nu}, \quad R = p_\nu R^\nu, \quad T = T^\mu_{\mu}. $$

From these definitions, we then have

$$ j^\mu_{\text{loc}} = \frac{p^\mu}{p^2} r, \quad (4.20) $$

$$ t^{\mu\nu}_{\text{loc}} = \frac{p^\mu}{p^2} R^\nu + \frac{p^\nu}{p^2} R^\mu - \frac{p^\mu p^\nu}{p^4} R + \frac{1}{d-1} \pi^{\mu\nu} \left( T - \frac{R}{p^2} \right), \quad (4.21) $$

where the operator

$$ \mathcal{F}^{\mu\nu}_{\alpha}(p) = \frac{1}{p^2} \left[ 2p^{\mu} \delta^\nu_{\alpha} - \frac{p_\alpha}{d-1} \left( \delta^{\mu\nu} + (d-2) \frac{p^\mu p^\nu}{p^2} \right) \right]. \quad (4.22) $$

In the following, we will also use $\mathcal{F}^{\mu\nu\alpha} = \delta^{\alpha_3} \mathcal{F}^{\mu\nu}_{\beta_3}$.

We now observe that in a CFT, all terms in (4.20) and (4.21) are computable by means of the transverse and trace Ward identities. We can therefore divide a 3-point function into two parts: the transverse-traceless part represented as in section 4.1, and the semi-local part (indicated by the subscript loc) expressible through the transverse Ward identities. For simplicity we will use the term ‘transverse-traceless part’ in all cases, even if the correlation function does not contain the stress-energy tensor.

As an example, consider

$$ \langle \langle t^{\mu_1\nu_1}(p_1) t^{\mu_2\nu_2}(p_2) O(p_3) \rangle \rangle = \Pi^{\mu_1\nu_1}_{\alpha_1\beta_1}(p_1) \Pi^{\mu_2\nu_2}_{\alpha_2\beta_2}(p_2) \langle \langle T^{\alpha_1\beta_1}(p_1) T^{\alpha_2\beta_2}(p_2) O(p_3) \rangle \rangle. \quad (4.23) $$
One can recover the full 3-point function by writing
\[
\langle \langle T^{|\mu_1\nu_1|} T^{|\mu_2\nu_2|} O \rangle \rangle = \langle \langle T^{|\mu_1\nu_1|} T^{|\mu_2\nu_2|} O \rangle \rangle + \langle \langle T^{|\mu_1\nu_1|} T^{|\mu_2\nu_2|} O \rangle \rangle + \langle \langle T^{|\mu_1\nu_1|} T^{|\mu_2\nu_2|} O \rangle \rangle
\]
\[
= \langle \langle \mu_1\nu_1\mu_2\nu_2 O \rangle \rangle - \langle \langle T^{|\mu_1\nu_1|} T^{|\mu_2\nu_2|} O \rangle \rangle + \langle \langle T^{|\mu_1\nu_1|} T^{|\mu_2\nu_2|} O \rangle \rangle
\]
(4.24)
All terms on the right-hand side apart from the first may be computed by means of Ward identities. The exact form of the Ward identities depends on the exact definition of the operators involved, but more importantly, all these terms depend on 2-point functions only.

Due to the complicated nature of contractions of the projectors (4.1) and (4.2) one might fear that it is very difficult to calculate the form factors by means of Feynman rules, given some particular QFT. Reassuringly, this is not the case, as we can see in the following example. First, we decompose the full 3-point function \(\langle \langle T^{|\mu_1\nu_1|} T^{|\mu_2\nu_2|} O \rangle \rangle\) into simple tensors using the choice of momenta (4.7) and denote
\[
\Pi_{\alpha_1\beta_1}(p_1) p_2^\alpha p_3^\beta = p_1^\alpha p_2^\beta + \ldots ,
\]
(4.26)
where the omitted terms do not contain \(p_1^\alpha p_2^\beta\). Using the same argument for \(\Pi_{\alpha_2\beta_2}(p_2)\), we see that the coefficients of \(p_1^\alpha p_2^\beta p_3^\alpha p_3^\beta\) in (4.25) and \(p_2^\alpha p_1^\beta p_3^\alpha p_3^\beta\) in \(\langle \langle T^{|\mu_1\nu_1|} T^{|\mu_2\nu_2|} O(p_1)\rangle \rangle\) in (4.23) are equal, i.e., \(A_1 = \tilde{A}_1\). Similarly, we find that
\[
\Pi_{\alpha_1\beta_1}(p_1) \Pi_{\alpha_2\beta_2}(p_2) \langle \langle T^{|\alpha_1\beta_1|} (p_1) T^{|\alpha_2\beta_2|} (p_2) O(p_3) \rangle \rangle =
\]
\[
= A_1 p_1^\alpha p_2^\beta p_3^\alpha p_3^\beta + \frac{1}{4} \tilde{A}_2 p_1^\mu p_2^\nu p_3^\mu p_3^\nu \delta^{\mu_1\nu_2} + \frac{1}{2} \tilde{A}_3 \delta^{\mu_1\mu_2} \delta^{\nu_1\nu_2} + \ldots ,
\]
(4.27)
where the omitted terms do not contain the tensors we have listed explicitly. We therefore have
\[
A_1 = \text{coefficient of } p_1^\mu p_2^\nu p_3^\mu p_3^\nu \text{ in } \langle \langle T^{|\mu_1\nu_1|} (p_1) T^{|\mu_2\nu_2|} (p_2) O(p_3) \rangle \rangle ,
\]
(4.28)
\[
A_2 = 4 \cdot \text{coefficient of } p_1^\mu p_3^\nu \delta^{\mu_1\nu_2} \text{ in } \langle \langle T^{|\mu_1\nu_1|} (p_1) T^{|\mu_2\nu_2|} (p_2) O(p_3) \rangle \rangle ,
\]
(4.29)
\[
A_3 = 2 \cdot \text{coefficient of } \delta^{\mu_1\mu_2} \delta^{\nu_1\nu_2} \text{ in } \langle \langle T^{|\mu_1\nu_1|} (p_1) T^{|\mu_2\nu_2|} (p_2) O(p_3) \rangle \rangle .
\]
(4.30)
We list the analogous formulae for all other 3-point functions in the second part of the paper.

### 4.4 Example

Let us consider a conformally coupled free scalar free massless field \(\phi\) in \(d\) Euclidean dimensions. In the presence of a non-trivial source \(g^{\mu\nu}\) for the stress-energy tensor, the action reads
\[
S = \int d^d x \sqrt{g} \left[ \frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + \frac{d - 2}{8(d - 1)} R \phi^2 \right],
\]
(4.31)
where $R$ is the Ricci scalar of $g_{\mu \nu}$. The stress-energy tensor in the presence of the sources is then
\[
T_{\mu \nu} = \frac{2}{\sqrt{g}} \frac{\delta S}{\delta g^{\mu \nu}} = \partial_\mu \phi \partial_\nu \phi - \frac{1}{2} g_{\mu \nu} \partial_\alpha \phi \partial^\alpha \phi + \frac{d - 2}{4(d - 1)} \left( g_{\mu \nu} \nabla^2 - \nabla_\mu \nabla_\nu + R_{\mu \nu} - \frac{1}{2} g_{\mu \nu} R \right) \phi^2. \tag{4.32}
\]
In this CFT, $\mathcal{O}(x) = \phi^2(x)$ is a conformal primary operator of dimension $\Delta_3 = d - 2$.

For later use we quote the result for the form factors of $\langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} \mathcal{O} \rangle$ in this theory. Writing down the expression for $\langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} \mathcal{O} \rangle$ using the regular Feynman rules, from (4.28, 4.29, 4.30) we may then read off expressions for the form factors. Explicitly evaluating these integrals for the case $d = 3$, we find
\[
A_1 = \frac{3(p_1^2 + p_2^2) + p_3^2 + 12 p_1 p_2 + 4 p_3 (p_1 + p_2)}{48 p_3 (p_1 + p_2 + p_3)^4},
\]
\[
A_2 = \frac{2(p_1^2 + p_2^2) + p_3^2 + 6 p_1 p_2 + 3 p_3 (p_1 + p_2)}{12 (p_1 + p_2 + p_3)^4},
\]
\[
A_3 = -\frac{2(p_1^2 p_2 + p_1 p_3^2 + p_3 p_1^2 + p_2 p_3^2 + p_3 p_2^2) + 2 p_1 p_2 p_3 + p_1^3 + p_2^3 + p_3^3}{24 (p_1 + p_2 + p_3)^2},
\]
in agreement with the direct evaluation of this correlator given in [17].

5 Conformal Ward identities in momentum space

In section 3.2 we wrote down the Ward identities associated with dilatations and special conformal transformation for the case of correlators involving three scalars. In this section, we discuss the corresponding Ward identities for 3-point correlators involving insertions of the stress-energy tensor and conserved currents. First, in section 5.1, we obtain the dilatation and special conformal Ward identities in momentum space by Fourier transforming the well-known position space expressions; in sections 5.2 and 5.3 we then reduce these identities to a set of simple scalar equations using the tensor decomposition introduced in section 4.1. Finally, in sections 5.4 and 5.5, we write down the transverse and trace Ward identities.

5.1 From position space to momentum space

Let $\mathcal{T}_1, \mathcal{T}_2, \ldots, \mathcal{T}_n$ represent quantum operators of dimensions $\Delta_1, \Delta_2, \ldots, \Delta_n$ and of arbitrary Lorentz structure in some CFT. The dilatation Ward identity in position space is especially simple and reads [38]
\[
0 = \left[ \sum_{j=1}^{n} \Delta_j + \sum_{j=1}^{n} x_j^\alpha \frac{\partial}{\partial x_j^\alpha} \right] \langle \mathcal{T}_1(x_1) \cdots \mathcal{T}_n(x_n) \rangle. \tag{5.1}
\]

The Ward identity associated with special conformal transformations for the $n$-point function of scalar operators $\mathcal{O}_1, \mathcal{O}_2, \ldots, \mathcal{O}_n$ is
\[
0 = \left[ \sum_{j=1}^{n} \left( 2 \Delta_j x_j^\alpha + 2 x_j^\alpha x_j^\beta \frac{\partial}{\partial x_j^\beta} - x_j^\alpha \frac{\partial}{\partial x_j^\alpha} \right) \right] \langle \mathcal{O}_1(x_1) \cdots \mathcal{O}_n(x_n) \rangle, \tag{5.2}
\]
where \( \kappa \) is a free Lorentz index. For general tensors \( T_j \) one needs to add an additional term to the equation. This term depends on the Lorentz structure, and to write it down, we assume that the tensor \( T_j \) has \( r_j \) Lorentz indices, \( i.e., \ T_j = T_j^{\mu_1 \cdots \mu r_j} \), for \( j = 1, 2, \ldots, n \). In this case, the contribution

\[
2 \sum_{j=1}^{n} \sum_{k=1}^{r_j} \left( (x_j)_j^{\alpha kj} \delta^{\kappa \mu jk} - x_j^{\mu kj} \delta_{\alpha jk}^{\kappa} \right) \times
\]

\[
\times \langle T_1^{\mu_1 \cdots \mu_1} (x_1) \ldots T_j^{\mu_1 \cdots \mu j \cdots \mu r_j} (x_j) \ldots T_n^{\mu_1 \cdots \mu n r_n} (x_n) \rangle \tag{5.3}
\]

must then be added to the right-hand side of (5.2).

Expressions (5.1, 5.2, 5.3) may be Fourier transformed in a similar manner to that discussed in [48]. Due to the translation invariance the position space correlators depend only on the differences \( x_j - x_n \). Therefore, we can set \( x_n = 0 \) and take

\[
p_n = - \sum_{j=1}^{n-1} p_j. \tag{5.4}
\]

The Ward identities (5.1) and (5.2) then transform to

\[
0 = \left[ \sum_{j=1}^{n} \Delta_j - (n-1)d - \sum_{j=1}^{n-1} p_{\alpha j}^\alpha \frac{\partial}{\partial p_j^\alpha} \right] \langle \langle T_1 (p_1) \ldots T_n (p_n) \rangle \rangle, \tag{5.5}
\]

\[
0 = \left[ \sum_{j=1}^{n-1} \left( 2(\Delta_j - d) \frac{\partial}{\partial p_j^\kappa} - 2p_j^\alpha \frac{\partial}{\partial p_j^\alpha} \frac{\partial}{\partial p_j^\kappa} + (p_j)_\kappa \frac{\partial}{\partial p_j^\kappa} \frac{\partial}{\partial p_j^\alpha} \right) \right] \langle \langle O_1 (p_1) \ldots O_n (p_n) \rangle \rangle, \tag{5.6}
\]

while the additional contribution (5.3) transforms to

\[
2 \sum_{j=1}^{n-1} \sum_{k=1}^{r_j} \left( \delta^{\mu j k \kappa} \frac{\partial}{\partial p_j^\alpha j \kappa} - \delta^{\kappa \mu j k} \frac{\partial}{\partial p_j^{\alpha j k}} \right) \times
\]

\[
\times \langle \langle T_1^{\mu_1 \cdots \mu_1} (p_1) \ldots T_j^{\mu_1 \cdots \mu j \cdots \mu r_j} (p_j) \ldots T_n^{\mu_1 \cdots \mu n r_n} (p_n) \rangle \rangle \tag{5.7}
\]

and once again must be added to the right-hand side of (5.6). It will be useful to denote the differential operator obtained by summing the right-hand side of (5.6) and (5.7) as \( K^\kappa \), so that the CWIs may be compactly expressed as

\[
K^\kappa \langle \langle T_1 (p_1) \ldots T_n (p_n) \rangle \rangle = 0. \tag{5.8}
\]

In view of (5.7), note that \( K^\kappa \) acts non-trivially on Lorentz indices and so in fact is really of the form

\[
K^\kappa = K_{\alpha_1 \cdots \alpha n r_n}^{\mu_1 \cdots \mu n r_n}, \tag{5.9}
\]

however for simplicity we will omit the tensor indices on \( K^\kappa \).

In the following analysis we will focus specifically on 3-point functions. The idea will be to take the tensor decomposition the 3-point function described in section 4.1, then apply
the operators (5.6) and (5.7) yielding differential equations for the form factors. Since by Lorentz invariance the form factors are purely functions of the momentum magnitudes, the action of momentum derivatives on form factors may be obtained using the chain rule,

$$\frac{\partial}{\partial p_1^\mu} = \frac{\partial p_1}{\partial p_1^\mu} \frac{\partial}{\partial p_1} + \frac{\partial p_2}{\partial p_1^\mu} \frac{\partial}{\partial p_2} + \frac{\partial p_3}{\partial p_1^\mu} \frac{\partial}{\partial p_3},$$

(5.10)

noting that \( p_3 \) is fixed via (5.4). We may express derivatives with respect to \( p_2 \) similarly, and the final results may then be re-expressed purely in terms of the momentum magnitudes.

### 5.2 Dilatation Ward identity

Using (5.10), it is simple to rewrite the dilatation Ward identity (5.5) for any 3-point function \( \langle \langle T_{1} T_{2} T_{3} \rangle \rangle \) in terms of its form factors as

$$0 = \left[ 2d + N_n + \sum_{j=1}^{3} \left( p_j \frac{\partial}{\partial p_j} - \Delta_j \right) \right] A_n(p_1, p_2, p_3),$$

(5.11)

where \( N_n \) is the tensorial dimension of \( A_n \), i.e., the number of momenta in the tensor multiplying the form factor \( A_n \) and the transverse-traceless projectors. As previously, \( \Delta_j, j = 1, 2, 3 \) denote the conformal dimensions of the operators \( T_j \) in the 3-point function: for a conserved current we thus have \( \Delta = d - 1 \) while for a stress-energy tensor \( \Delta = d \).

The dilatation Ward identity determines the total degree of the 3-point function and hence of its form factors. In general, if a function \( A \) satisfies

$$0 = \left[ -D + \sum_{j=1}^{3} p_j \frac{\partial}{\partial p_j} \right] A(p_1, p_2, p_3)$$

(5.12)

for some constant \( D \) then we will refer to \( D \) as the degree of \( A \), denoted \( \deg(A) = D \). (A homogeneous polynomial in momenta of degree \( D \) has dilatation degree \( D \).) Therefore (5.11) implies that the form factor \( A_n \) has degree

$$\deg(A_n) = \Delta_t - 2d - N_n,$$

(5.13)

where \( \Delta_t = \Delta_1 + \Delta_2 + \Delta_3 \).

### 5.3 Special conformal Ward identities

In this section, we now extract scalar equations for the form factors by inserting our tensor decomposition for the transverse-traceless part of the 3-point functions into the special conformal Ward identities. While the details are somewhat involved, the procedure is nonetheless conceptually straightforward. We will outline the method using as an example the 3-point function \( \langle \langle T_{\mu_1 \nu_1} T_{\mu_2 \nu_2} O \rangle \rangle \), which captures all the important features.
Consider then the action of the CWI operator $K^K$ defined in (5.8) on the decomposition (4.24),

$$
0 = K^K \langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} \rangle = K^K \langle t^{\mu_1 \nu_1} t^{\mu_2 \nu_2} \rangle + K^K \langle t^{\mu_1 \nu_1} t^{\mu_2 \nu_2} \rangle + K^K \langle t^{\mu_1 \nu_1} t^{\mu_2 \nu_2} \rangle + K^K \langle t^{\mu_1 \nu_1} t^{\mu_2 \nu_2} \rangle,
$$

recalling that our notation for $K^K$ suppresses Lorentz indices so that in reality, e.g.,

$$
K^K \langle t^{\mu_1 \nu_1} t^{\mu_2 \nu_2} \rangle = K^{\mu_1 \nu_1 \mu_2 \nu_2} \langle t^{\alpha_1 \beta_1} t^{\alpha_2 \beta_2} \rangle.
$$

Through a direct but lengthy calculation we find that the first term on the right-hand side of (5.14), $K^K \langle t^{\mu_1 \nu_1} t^{\mu_2 \nu_2} \rangle$, is transverse-traceless in $\mu_1, \nu_1$ and $\mu_2, \nu_2$ with respect to the corresponding momenta,

$$
\begin{align*}
\delta_{\mu_1 \nu_1} [K^K \langle t^{\mu_1 \nu_1} (p_1) t^{\mu_2 \nu_2} (p_2) O(p_3) \rangle] &= \delta_{\mu_2 \nu_2} [K^K \langle t^{\mu_1 \nu_1} (p_1) t^{\mu_2 \nu_2} (p_2) O(p_3) \rangle] = 0, \\
p_{1 \mu_1} [K^K \langle t^{\mu_1 \nu_1} (p_1) t^{\mu_2 \nu_2} (p_2) O(p_3) \rangle] &= p_{2 \mu_2} [K^K \langle t^{\mu_1 \nu_1} (p_1) t^{\mu_2 \nu_2} (p_2) O(p_3) \rangle] = 0,
\end{align*}
$$

where we used the definitions (5.6) and (5.7) for $K^K$ and the identities given in appendix A.7. For correlators involving conserved currents, we find that the analogue of (5.17) similarly applies.

We are now free to apply transverse-traceless projectors (4.1) and (4.2) to (5.14), in order to isolate equations for the form factors appearing in the decomposition of $\langle t^{\mu_1 \nu_1} t^{\mu_2 \nu_2} \rangle$. Evaluating the action of $K^K$ on the semi-local terms in (5.14) via the formulae in appendix A.7, we find

$$
\pi^K_{\alpha^\beta} j^K_{\alpha^\beta} = \frac{2(d-2)}{p^2} \pi^K_{\alpha^\beta},
$$

$$
\Pi^K_{\alpha^\beta} j^K_{\alpha^\beta} = \frac{4d}{p^2} \Pi^K_{\alpha^\beta} R^K_{\alpha^\beta},
$$

$$
\pi^K_{\alpha^\beta} j^K_{\alpha^\beta} = \Pi^K_{\alpha^\beta} j^K_{\alpha^\beta} = 0.
$$

The last equation implies that any correlation function with more than one insertion of $t^{\mu_1 \nu_1}_{\text{loc}}$ or $j^{\alpha_\beta}_{\text{loc}}$ vanishes when the CWI operator $K^K$ and the projectors (4.1) and (4.2) are applied.

This is because the CWI operator $K^K$ can be written as a sum of two terms

$$
K^K = K^K_1 \left( \frac{\partial}{\partial p_1^2} \right) + K^K_2 \left( \frac{\partial}{\partial p_2^2} \right),
$$

each depending only on derivatives with respect to the appropriate momenta, hence

$$
\Pi^K_{\alpha_1 \beta_1} (p_1) \Pi^K_{\alpha_2 \beta_2} (p_2) K^K \langle t^{\alpha_1 \beta_1}_{\text{loc}} (p_1) t^{\alpha_2 \beta_2}_{\text{loc}} (p_2) O(p_3) \rangle = 0.
$$

Substituting all results into (5.14), we find

$$
0 = \Pi^K_{\alpha_1 \beta_1} (p_1) \Pi^K_{\alpha_2 \beta_2} (p_2) K^K \langle t^{\alpha_1 \beta_1} (p_1) t^{\alpha_2 \beta_2} (p_2) O(p_3) \rangle
$$

$$
+ \frac{4d}{p_1} \Pi^K_{\alpha_1 \beta_1} (p_1) \left[ p_{1 \beta_1} \langle T^{\alpha_1 \beta_1} (p_1) t^{\alpha_2 \beta_2} (p_2) O(p_3) \rangle \right]
$$

$$
+ \frac{4d}{p_2} \Pi^K_{\alpha_2 \beta_2} (p_2) \left[ p_{2 \beta_2} \langle t^{\alpha_1 \beta_1} (p_1) T^{\alpha_2 \beta_2} (p_2) O(p_3) \rangle \right].
$$
Two last terms are semi-local and may be re-expressed in terms of 2-point functions via the transverse Ward identities. The remaining task is then to rewrite the first term of (5.23) in terms of form factors and extract the CWIs. Via the method of section 4.1, we can write the most general form of the result as

\[
0 = \Pi^{\mu_1 \nu_1}_{\alpha_1 \beta_1}(p_1)\Pi^{\mu_2 \nu_2}_{\alpha_2 \beta_2}(p_2)K^K\langle \langle T^{\alpha_1 \beta_1}(p_1)T^{\alpha_2 \beta_2}(p_2)O(p_3) \rangle \rangle = \Pi^{\mu_1 \nu_1}_{\alpha_1 \beta_1}(p_1)\Pi^{\mu_2 \nu_2}_{\alpha_2 \beta_2}(p_2)\times
\]

\[
\times \left[ p_1^\kappa \left( C_{11}p_2^{\alpha_1}p_2^{\beta_1}p_3^{\alpha_3}p_3^{\beta_3} + C_{12}p_2^{\alpha_1}p_3^{\alpha_3}p_3^{\beta_1}p_3^{\beta_2} + C_{13}p_3^{\alpha_1}p_3^{\alpha_2}p_3^{\beta_1}p_3^{\beta_2} \right)
\right.
\]

\[
+ p_2^\kappa \left( C_{21}p_2^{\alpha_1}p_2^{\beta_1}p_3^{\alpha_3}p_3^{\beta_3} + C_{22}p_2^{\alpha_1}p_3^{\alpha_3}p_3^{\beta_1}p_3^{\beta_2} + C_{23}p_3^{\alpha_1}p_3^{\alpha_2}p_3^{\beta_1}p_3^{\beta_2} \right)
\]

\[
+ \left( C_{31}\delta^{\alpha_1\alpha_2}p_2^{\beta_1}p_3^{\gamma_1}p_3^{\gamma_2} + C_{32}\delta^{\alpha_1\beta_1}p_3^{\gamma_1}p_3^{\gamma_2} + C_{33}\delta^{\alpha_2\beta_1}p_3^{\gamma_1}p_3^{\gamma_2} \right)
\]

\[
+ \left( C_{41}\delta^{\alpha_1\alpha_2}p_2^{\beta_1}p_2^{\beta_2} + C_{42}\delta^{\alpha_2\beta_1}p_3^{\gamma_1}p_3^{\gamma_2} \right). \tag{5.24}
\]

In this expression, the coefficients \( C_{jk} \) are differential equations involving the form factors \( A_1, A_2 \) and \( A_3 \) of (4.10). Each CWI can then be presented in terms of the momentum magnitudes \( p_j = |p_j| \).

As we can see, there are ten coefficients \( C_{jk} \) in (5.24), so there are at most ten equations to consider. Usually not all of the CWIs, however, are independent. In this example, the \( p_1 \leftrightarrow p_2 \) symmetry implies that the equations following from \( C_{1j} \) and \( C_{2j} \), as well as \( C_{3j} \) and \( C_{4j} \), are pairwise equivalent.

For any 3-point function, the resulting equations can be divided into two groups: the primary and the secondary CWIs. The primary CWIs are second-order differential equations and appear as the coefficients of transverse or transverse-traceless tensors containing \( p_1^\kappa \) or \( p_2^\kappa \), where \( \kappa \) is the ‘special’ index in the CWI operator \( K^K \). In the expression (5.24) above, the primary CWIs are equivalent to the vanishing of the coefficients \( C_{1j} \) and \( C_{2j} \). The remaining equations, following from all other transverse or transverse-traceless terms, are then the secondary CWIs and are first-order differential equations. In the expression (5.24), the secondary CWIs are equivalent to the vanishing of the coefficients \( C_{3j} \) and \( C_{4j} \).

In the next two subsections we will examine the general form of the primary and secondary CWIs and discuss some of their properties. In section 6, we will return to analyse their solution for the form factors. In outline our strategy will be, first, to solve each of the primary CWIs up to an overall multiplicative constant, then second, to insert these solutions into the secondary CWIs typically allowing the number of undetermined constants to be further reduced. In the case of the correlator \( \langle \langle T^{\mu_1 \nu_1}T^{\mu_2 \nu_2}O \rangle \rangle \), for example, we will find that the final result is then uniquely determined up to one numerical constant, in agreement with the position space analysis of [3].

### 5.3.1 Primary conformal Ward identities

It turns out that in all cases the primary CWIs look very similar to the CWIs (3.11) for scalar operators. In order to write the primary CWIs in a simple way, we define the
following fundamental differential operators

\[ K_j = \frac{\partial^2}{\partial p_j^2} + \frac{d + 1 - 2\Delta_j}{p_j} \frac{\partial}{\partial p_j}, \quad j = 1, 2, 3, \]  

(5.25)

\[ K_{ij} = K_i - K_j, \quad j = 1, 2, 3, \]  

(5.26)

where \( \Delta_j \) is the conformal dimension of the \( j \)-th operator in the 3-point function under consideration. (Observe that this same operator appeared earlier in (3.11, 3.12).)

In the case of our example \( \langle \langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} O \rangle \rangle \), the primary CWIs for the form factors defined in (4.10) read

\[ \begin{align*}
K_{13} A_1 & = 0, & K_{13} A_2 & = 8A_1, & K_{13} A_3 & = 2A_2, \\
K_{23} A_1 & = 0, & K_{23} A_2 & = 8A_1, & K_{23} A_3 & = 2A_2,
\end{align*} \]  

(5.27)

Note that, from the definition (5.26), we have

\[ K_{ii} = 0, \quad K_{ji} = - K_{ij}, \quad K_{ij} + K_{jk} = K_{ik}, \]  

(5.28)

for any \( i, j, k \in \{1, 2, 3\} \). One can therefore subtract corresponding pairs of equations and obtain the following system of independent partial differential equations

\[ \begin{align*}
K_{12} A_1 & = 0, & K_{12} A_2 & = 0, & K_{12} A_3 & = 0, \\
K_{13} A_1 & = 0, & K_{13} A_2 & = 8A_1, & K_{13} A_3 & = 2A_2,
\end{align*} \]  

(5.29)

As we will prove, each equation has a unique solution up to one numerical constant. This means that at this point the 3-point function \( \langle \langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} O \rangle \rangle \) is determined by three numerical constants. After the application of the secondary CWIs this number will decrease further.

The primary CWIs for all 3-point functions are listed explicitly in the second part of the paper. They share the following properties:

1. All primary CWIs are second-order linear differential equations.

2. The equations for the coefficient \( A_1 \) are always homogeneous and given by (3.11, 3.12) exactly, i.e.,

\[ K_{12} A_1 = 0, \quad K_{13} A_1 = 0. \]  

(5.30)

3. The equations for the remaining form factors are similar to (3.11, 3.12), but they may contain a linear inhomogeneous part. For a form factor \( A_n \) multiplying a tensor of tensorial dimension \( N_n \), the only form factors \( A_j \) which can appear in the inhomogeneous part are those with \( N_j = N_n + 2 \). It is therefore always possible to solve the primary CWIs recursively, starting with \( A_1 \).

In the case of our example, the recursive structure of the equations (5.29) is clearly visible.

4. There is no semi-local contribution to any primary CWI. In our example, last two terms in (5.23) do not contribute to the primary CWIs. This conclusion is valid in general and can be checked explicitly in all cases.

5. The solution to each pair of primary CWIs is unique up to one numerical constant, as we will prove in section 6.
5.3.2 Secondary conformal Ward identities

The secondary CWIs are first-order partial differential equations and in principle involve the semi-local information contained in \( j_{\text{loc}}^{\mu} \) and \( t_{\text{loc}}^{\mu\nu} \). In order to write them compactly, we define the two differential operators

\[
L_N = p_1(p_1^2 + p_2^2 - p_3^2) \frac{\partial}{\partial p_1} + 2p_1^3 p_2 \frac{\partial}{\partial p_2} + \left[ (2d - \Delta_1 - 2\Delta_2 + N) p_1^2 + (2\Delta_1 - d)(p_3^2 - p_2^2) \right],
\]

\[
R = p_1 \frac{\partial}{\partial p_1} - (2\Delta_1 - d),
\]

as well as their symmetric versions

\[
L'_N = L_N \text{ with } p_1 \leftrightarrow p_2 \text{ and } \Delta_1 \leftrightarrow \Delta_2,
\]

\[
R' = R \text{ with } p_1 \mapsto p_2 \text{ and } \Delta_1 \mapsto \Delta_2.
\]

These operators depend on the conformal dimensions of the operators involved in the 3-point function under consideration, and additionally on a single parameter \( N \) determined by the Ward identity in question.

In our example (4.10) one finds two independent secondary CWIs following from the coefficients \( C_{31} \) and \( C_{32} \) in (5.24), namely

\[
L_2 A_1 + R A_2 = 2d \cdot \text{coeff. of } p_3^{\mu_1} p_3^{\mu_2} T_3^{\nu_1} \text{ in } \langle \langle T^{\mu_1 \nu_1}(p_1) T^{\mu_2 \nu_2}(p_2) O(p_3) \rangle \rangle,
\]

\[
L_2 A_2 + 4 R A_3 = 8d \cdot \text{coeff. of } \delta^{\mu_1 \mu_2} T_3^{\nu_1} \text{ in } \langle \langle T^{\mu_1 \nu_1}(p_1) T^{\mu_2 \nu_2}(p_2) O(p_3) \rangle \rangle,
\]

with \( \Delta_1 = \Delta_2 = d \). Note that in order to correctly extract the coefficient of a tensor, the rule (4.7) regarding the momenta associated with a given Lorentz index must be observed. The semi-local terms on the right-hand sides may be computed by means of transverse Ward identities, to which we now turn our attention.

5.4 Transverse Ward identities

In this section we review briefly the transverse (or diffeomorphism) Ward identities in momentum space. These Ward identities arise from the conservation law for currents. In particular we will need the precise form of all semi-local terms that appear in these Ward identities since these terms are required for the explicit evaluation of the right-hand sides of the secondary CWIs such as (5.35, 5.36).

We assume the CFT contains the following data:

- A symmetry group \( G \). The conserved current \( J^{\mu a} \), \( a = 1, \ldots, \text{dim } G \), is then the Noether current associated with the symmetry and is sourced by a potential \( A^a_\mu \).

- Scalar primary operators \( O^I \) all of the same dimension \( \Delta \), sourced by \( \phi_0^I \).

- A stress-energy tensor \( T_{\mu\nu} \) sourced by the metric \( g^{\mu\nu} \).
Under a symmetry transformation with parameter $\alpha^a$ the sources transform as
\begin{align*}
\delta g^{\mu\nu} &= 0, \\
\delta A^a_\mu &= -D^a_\mu \alpha^c = -\partial_\mu \alpha^a - f^{abc} A^b_\mu \alpha^c, \\
\delta \phi^I_0 &= -i\alpha^a (T^a_R)^{IJ} \phi^J_0,
\end{align*}
\begin{equation}
\tag{5.37}
\delta A^a_\mu = -D^a_\mu \alpha^c = -\partial_\mu \alpha^a - f^{abc} A^b_\mu \alpha^c,
\end{equation}
\begin{equation}
\tag{5.38}
\delta \phi^I_0 = -i\alpha^a (T^a_R)^{IJ} \phi^J_0,
\end{equation}
where $T^a_R$ are matrices of a representation $R$ and $f^{abc}$ are structure constants of the group $G$. The gauge field transforms in the adjoint representation while the $\phi^J$ may transform in any representation $R$. The covariant derivative is
\begin{equation}
\tag{5.40}
D^I_\mu = \delta^I_\mu \partial_\mu - i A^a_\mu (T^a_R)^{IJ}.
\end{equation}
Similarly, under a diffeomorphism $\xi^\mu$ the sources transform as
\begin{align*}
\delta g^{\mu\nu} &= -\left(\nabla^\mu \xi^\nu + \nabla^\nu \xi^\mu\right), \\
\delta A^a_\mu &= \xi^\nu \nabla_\nu A^a_\mu + \nabla_\mu \xi^\nu \cdot A^a_\nu, \\
\delta \phi^I_0 &= \xi^\nu \partial_\nu \phi^I_0,
\end{align*}
\begin{equation}
\tag{5.41}
\delta g^{\mu\nu} = -\left(\nabla^\mu \xi^\nu + \nabla^\nu \xi^\mu\right),
\end{equation}
\begin{equation}
\tag{5.42}
\delta A^a_\mu = \xi^\nu \nabla_\nu A^a_\mu + \nabla_\mu \xi^\nu \cdot A^a_\nu,
\end{equation}
\begin{equation}
\tag{5.43}
\delta \phi^I_0 = \xi^\nu \partial_\nu \phi^I_0,
\end{equation}
where $\nabla$ is a Levi-Civita connection.

From the generating functional
\begin{equation}
\tag{5.44}
Z[\phi^I_0, A^a_\mu, g^{\mu\nu}] = \int \mathcal{D}\Phi \exp \left(-S[A^a_\mu, g^{\mu\nu}] - \int \! d^4 x \sqrt{g(x)} \mathcal{O}^I\right),
\end{equation}
we have the one-point functions in the presence of sources
\begin{align*}
\langle T_{\mu\nu}(x) \rangle &= -\frac{2}{\sqrt{g(x)}} \frac{\delta}{\delta g^{\mu\nu}(x)} Z, \\
\langle J^{\mu a}(x) \rangle &= -\frac{1}{\sqrt{g(x)}} \frac{\delta}{\delta A^a_\mu(x)} Z, \\
\langle \mathcal{O}^I(x) \rangle &= -\frac{1}{\sqrt{g(x)}} \frac{\delta}{\delta \phi^I_0(x)} Z.
\end{align*}
\begin{equation}
\tag{5.45}
\langle T_{\mu\nu}(x) \rangle = -\frac{2}{\sqrt{g(x)}} \frac{\delta}{\delta g^{\mu\nu}(x)} Z, \\
\tag{5.46}
\langle J^{\mu a}(x) \rangle = -\frac{1}{\sqrt{g(x)}} \frac{\delta}{\delta A^a_\mu(x)} Z, \\
\tag{5.47}
\langle \mathcal{O}^I(x) \rangle = -\frac{1}{\sqrt{g(x)}} \frac{\delta}{\delta \phi^I_0(x)} Z.
\end{equation}

By taking more functional derivatives we can obtain higher-point correlation functions, e.g.,
\begin{align*}
\langle T_{\mu_1 \nu_1}(x) T_{\mu_2 \nu_2}(y) T_{\mu_3 \nu_3}(z) \rangle &= -\frac{2}{\sqrt{g(x)}} \frac{\delta}{\delta g^{\mu_1 \nu_1}(z)} \frac{\delta}{\delta g^{\mu_2 \nu_2}(y)} \frac{\delta}{\delta g^{\mu_3 \nu_3}(x)} Z[g^{\mu\nu}] \\
&+ 2 \langle \frac{\delta T_{\mu_1 \nu_1}(x)}{\delta g^{\mu_2 \nu_2}(y)} T_{\mu_3 \nu_3}(z) \rangle + 2 \langle \frac{\delta T_{\mu_2 \nu_2}(y)}{\delta g^{\mu_3 \nu_3}(x)} T_{\mu_1 \nu_1}(x) \rangle + 2 \langle \frac{\delta T_{\mu_3 \nu_3}(z)}{\delta g^{\mu_1 \nu_1}(x)} T_{\mu_2 \nu_2}(y) \rangle.
\end{align*}
\begin{equation}
\tag{5.48}
\langle T_{\mu_1 \nu_1}(x) T_{\mu_2 \nu_2}(y) T_{\mu_3 \nu_3}(z) \rangle = -\frac{2}{\sqrt{g(z)}} \frac{\delta}{\delta g^{\mu_1 \nu_1}(z)} \frac{\delta}{\delta g^{\mu_2 \nu_2}(y)} \frac{\delta}{\delta g^{\mu_3 \nu_3}(x)} Z[g^{\mu\nu}]
\end{align*}
\begin{align*}
&+ 2 \langle \frac{\delta T_{\mu_1 \nu_1}(x)}{\delta g^{\mu_2 \nu_2}(y)} T_{\mu_3 \nu_3}(z) \rangle + 2 \langle \frac{\delta T_{\mu_2 \nu_2}(y)}{\delta g^{\mu_3 \nu_3}(x)} T_{\mu_1 \nu_1}(x) \rangle + 2 \langle \frac{\delta T_{\mu_3 \nu_3}(z)}{\delta g^{\mu_1 \nu_1}(x)} T_{\mu_2 \nu_2}(y) \rangle.
\end{align*}

Note that here we define the 3-point function of the stress-energy tensor to be the correlator of three separate stress-energy tensor insertions (and similarly for other correlators involving conserved currents), rather than the correlator obtained by functionally differentiating the generating functional with respect to the metric three times. While the latter definition is used in [3, 4, 13, 30], our definition here is simpler for direct QFT computations. To convert between the two definitions simply requires the addition or subtraction of the semi-local terms in the formula above.
Requiring the partition function to be invariant under variation of the sources then leads to the transverse Ward identities

\[ 0 = D^\mu_J (J^\mu) - i(T^\alpha_T)^I_J \phi^I_J (O^I) \]
\[ = \nabla_\mu (J^\mu) + f^{abc} A^b_\mu (J^\mu) - i(T^\alpha_T)^I_J \phi^I_J (O^I), \tag{5.49} \]
\[ 0 = \nabla^\mu (T^\mu) + \nabla_\nu A^\nu_\mu (J^\mu) - \nabla_\nu A^\nu_\mu (J^\mu) + \partial_\nu \phi^I_J (O^I) - A^\nu_\mu \nabla_\nu (J^\mu) \]
\[ = \nabla^\mu (T^\mu) - F^{\rho \nu}_{\mu \nu} (J^\mu) + D^\nu_J \phi^I_J (O^I). \tag{5.50} \]

These equations may then be differentiated with respect to the sources to obtain the corresponding Ward identities for higher point functions.

Explicit expressions for all the higher-point transverse Ward identities we need are listed in the second part of the paper. In obtaining these expressions we have used the assumptions:

1. \( O^I \) is independent of the sources, i.e.,
\[ \frac{\delta O^I}{\delta \phi^I_0} = 0, \quad \frac{\delta O^I}{\delta A^\mu_0} = 0, \quad \frac{\delta O^I}{\delta g_{\mu \nu}} = 0. \tag{5.51} \]

2. The source \( \phi^I_0 \) appears only as in (5.44), so that
\[ \frac{\delta T^{\mu \nu}}{\delta \phi^I_0 (y)} = -g^{\mu \nu} (x) \frac{O^I (x)}{\delta \phi^I_0 (y)}, \quad \frac{\delta J^\mu}{\delta \phi^I_0 (y)} = 0. \tag{5.52} \]

3. The gauge field \( A^\mu_0 \) couples either through covariant derivatives or acts as an external source for the current in the form of \( A^\mu_0 J^\mu \). This means there are no kinetic terms for \( A^\mu_0 \), i.e., no derivatives acting on \( A^\mu_0 \) in the action, hence
\[ \frac{\delta T^{\mu \nu}}{\delta A^\mu_0 (x)} = F^{\rho \nu}_{\mu \nu} (x) \delta (x - y), \quad \frac{\delta J^\mu}{\delta A^\mu_0 (y)} = G^{\mu \nu ab} (x) \delta (x - y) \tag{5.53} \]

where \( F \) and \( G \) are functions of the CFT fields.

Of course, it may happen that renormalisation requires us to add counterterms violating one or more of the assumptions above, in which case the relevant Ward identities would need to be modified accordingly.

As a specific illustration of the general discussion above, let us consider the transverse Ward identity for \( \langle \langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} O \rangle \rangle \) for a matter content consisting of conformal scalars, as defined in section 4.4. We will take the operator \( O = \phi^2 \). The relevant Ward identity is
\[ \mu_1^{\nu_1} \langle \langle T^{\mu_1 \nu_1} (p_1) T^{\mu_2 \nu_2} (p_2) O^I (p_3) \rangle \rangle = 2 \mu_1^{\nu_1} \langle \langle \delta T^{\mu_1 \nu_1} / \delta g^{\mu_2 \nu_2} (p_1, p_2) O^I (p_3) \rangle \rangle, \tag{5.54} \]

where \( \delta T^{\mu_1 \nu_1} / \delta g^{\mu_2 \nu_2} \) denotes taking the functional derivative of the stress-energy tensor with respect to the metric, after which we restore the metric to its background value.
\( g_{\mu\nu} = \delta_{\mu\nu} \). Evaluating this functional derivative explicitly using (4.32), we find [17]
\[
\frac{\delta T_{\mu\nu}(x)}{\delta g_{\rho\sigma}(y)} = -\frac{1}{2} \left[ \delta_{\mu\nu} \delta_{\rho\sigma} + 2 \delta_{\mu(\rho(\sigma)\nu) - \delta_{\mu\nu} \delta_{\rho\sigma} \delta_{\alpha\beta} \right] \delta(x - y) T_{\alpha\beta}(x) \\
+ \frac{1}{16} \left[ C_{\mu\nu\rho\sigma}^{(1)\alpha\beta} \delta(x - y) \partial_{\alpha} \partial_{\beta} + C_{\mu\nu\rho\sigma}^{(2)\alpha\beta} \delta(\partial_{\alpha} \partial_{\beta} \delta(x - y) \partial_{\beta} \\
+ C_{\mu\nu\rho\sigma}^{(3)\alpha\beta} \partial_{\alpha} \partial_{\beta} \delta(x - y) \right] \mathcal{O}(x), \tag{5.55}
\]
where partial derivatives are taken with respect to \( x \) and the prefactors are
\[
C_{\mu\nu\rho\sigma}^{(1)\alpha\beta} = \delta_{\mu\nu} \delta_{\rho\sigma} \delta_{\alpha\beta} + 2 \delta_{\mu(\rho(\sigma)\nu)} - \delta_{\mu\nu} \delta_{\rho\sigma} \delta_{\alpha\beta}, \tag{5.56}
\]
\[
C_{\mu\nu\rho\sigma}^{(2)\alpha\beta} = 2 \delta_{\mu\nu} \delta_{\rho\sigma} \delta_{\alpha\beta} + \delta_{\mu(\rho(\sigma)\nu)} - \delta_{\mu\nu} \delta_{\rho\sigma} \delta_{\alpha\beta} - 2 \delta_{\mu(\rho(\sigma)\nu)}, \tag{5.57}
\]
\[
C_{\mu\nu\rho\sigma}^{(3)\alpha\beta} = \delta_{\mu\nu} \delta_{\rho\sigma} \delta_{\alpha\beta} + \delta_{\mu(\rho(\sigma)\nu)} - \delta_{\mu\nu} \delta_{\rho\sigma} \delta_{\alpha\beta} - 2 \delta_{\mu(\rho(\sigma)\nu)} + \delta_{\rho\sigma} \delta_{\alpha\beta}. \tag{5.58}
\]
After Fourier transforming and using the result for the 2-point function
\[
\langle \mathcal{O}(p) \mathcal{O}(-p) \rangle = \frac{1}{4p}, \tag{5.59}
\]
we obtain
\[
p_{1n} \langle T^{(\mu\nu_1)}(p_1) T^{(\mu\nu_2)}(p_2) \mathcal{O}(p_3) \rangle = -\frac{1}{32} p_{3}^{\mu} p_{2}^{
u_1} p_{3}^{
u_2} + \frac{p_{3}}{32} \delta^{\mu\nu_1} \delta^{\nu_2}, \tag{5.60}
\]
where we have retained only the terms appearing in the right-hand sides of the secondary CWIs (5.35) and (5.36). The omitted terms do not contain the tensors listed explicitly and will play no further role in our analysis. As usual, we use the convention (4.7) for the Lorentz indices.

### 5.5 Trace Ward identities

Invariance of the generating functional (5.44) under the Weyl transformations
\[
\delta g^{\mu\nu} = 2g^{\mu\nu} \delta \sigma, \quad \delta \phi_0 = (d - \Delta) \phi_0 \delta \sigma, \quad \delta A_\mu^a = 0. \tag{5.61}
\]
leads to the trace (or Weyl) Ward identity in the presence of the sources
\[
\langle T(x) \rangle = (\Delta - d) \phi_0^I(x) \langle \mathcal{O}^I(x) \rangle, \tag{5.62}
\]
where \( T = T^\mu_\mu \). Functionally differentiating with respect to the sources then yields trace Ward identities for 3-point functions, e.g.,
\[
\langle T(p_1) \mathcal{O}^I(p_2) \mathcal{O}^I(p_3) \rangle = -\Delta \left[ \langle \mathcal{O}^I(p_2) \mathcal{O}^I(-p_2) \rangle + \langle \mathcal{O}^I(p_3) \mathcal{O}^I(-p_3) \rangle \right], \tag{5.63}
\]
\[
\langle T(p_1) T^{\mu\nu}(p_2) \mathcal{O}^I(p_3) \rangle = 2 \langle \delta^{TT}_{\delta g^{\mu\nu}}(p_1, p_2) \mathcal{O}^I(p_3) \rangle. \tag{5.64}
\]
A complete list of all trace Ward identities is given in the second part of the paper.

As is well known, due to renormalisation the trace Ward identity may acquire an anomalous contribution. The exact contribution depends strongly on the specifics of the theory, but its form is universal. In this paper we assume no anomalies in the transverse Ward identities (5.49) and (5.50) can appear. The anomalous contributions are therefore still transverse.
6 Solutions to conformal Ward identities

It is a rather pleasant fact that all the primary CWIs can be solved in terms of the triple-K integrals similar to (3.26). We will start by analysing some properties of the triple-K integrals before proceeding to show how this class of integrals solves the primary CWIs. In particular, we will find that the solution to each primary CPI is unique up to one numerical constant. Finally, we will analyse the structure and implications of the secondary CWIs.

6.1 Triple-K integrals

All primary CWIs can be solved in terms of the general triple-K integral

$$I_{\alpha,\beta_1,\beta_2,\beta_3}(p_1, p_2, p_3) = \int_{0}^{\infty} dx x^\alpha \prod_{j=1}^{3} p_j^{\beta_j} K_{\beta_j}(p_j x),$$

(6.1)

where $K_\nu$ is a Bessel $K$ function. This integral depends on four parameters, namely the power $\alpha$ of the integration variable $x$, and the three Bessel function indices $\beta_j$. In the following we will generically refer to these as $\alpha$ and $\beta$ parameters respectively. Its arguments, $p_1, p_2, p_3$, are magnitudes of momenta $p_j = |p_j|, j = 1, 2, 3$.

It will be useful to define a reduced version $J_{N\{k_j\}}$ of the triple-K integral by substituting

$$\alpha = \frac{d}{2} - 1 + N, \quad \beta_j = \Delta_j - \frac{d}{2} + k_j, \quad j = 1, 2, 3.$$  

(6.2)

Here we assume that we concentrate on some particular 3-point function and the conformal dimensions $\Delta_j, j = 1, 2, 3$ are therefore fixed. In other words we define

$$J_{N\{k_j\}} = I_{\frac{d}{2} - 1 + N(\Delta_j - \frac{d}{2} + k_j)}.$$  

(6.3)

where we use a shortened notation $\{k_j\} = \{k_1k_2k_3\}$, etc. Finally we define

$$\Delta_t = \Delta_1 + \Delta_2 + \Delta_3, \quad \beta_t = \beta_1 + \beta_2 + \beta_3, \quad k_t = k_1 + k_2 + k_3.$$  

(6.4)

The main point of this section is to present relations showing that all primary CWIs for a given 3-point function can be solved by the triple-K integrals (6.1). The representation (6.3) turns out to be extremely useful, as the parameters $N$ and $k_j$ are fixed by the primary CWIs and have no dependence on either $\Delta_j$ or $d$. If desired, these triple-K integrals may also be re-expressed in terms of other familiar integrals such as Feynman or Schwinger parametrised integrals, as discussed in appendix A.3.

6.1.1 Region of validity and regularisation

We assume all parameters and variables in the triple-K integral (6.1) are real. From the asymptotic expansion (A.4.8) the integral converges at large $x$, however in general there may still be a divergence at $x = 0$. From the series expansion (A.4.1) and the definition (A.4.2), we see the triple-K integral only converges if [42]

$$\alpha > \sum_{j=1}^{3} |\beta_j| - 1, \quad p_1, p_2, p_3 > 0.$$  

(6.5)
If the parameters $\alpha$ and $\beta_j$ do not satisfy this inequality, we can use analytic continuation. We introduce two finite real parameters $u$ and $v$ and regulate the integral (6.1) by continuing

$$I_{\alpha\{\beta_1, \beta_2, \beta_3\}} \mapsto I_{\alpha + u\epsilon\{\beta_1 + v\epsilon, \beta_2 + v\epsilon, \beta_3 + v\epsilon\}}. \quad (6.6)$$

In terms of the parameters $d$ and $\Delta_j$ this general regularisation corresponds to

$$d \mapsto d + 2u\epsilon, \quad \Delta_j \mapsto \Delta_j + (u + v)\epsilon, \quad (6.7)$$
as one can infer using (6.2). The convenient scheme (3.6) preserving the indices of Bessel functions then corresponds to $u = 1$ and $v = 0$, while the dimensional regularisation (2.5) corresponds to the choice $u = v = -1/2$. (Of course, strictly speaking, only the ratio $u/v$ is actually significant since we are always free to rescale $\epsilon$ by a constant.) We will return to discuss the choice of $u$ and $v$ further in section 6.1.4, but for now we will keep the discussion general and treat $u$ and $v$ as arbitrary parameters.

Generically, the limit $\epsilon \rightarrow 0$ exists except for cases where

$$\alpha + 1 \pm \beta_1 \pm \beta_2 \pm \beta_3 = -2n, \quad (6.8)$$

for some non-negative integer $n$. If the limit does exist, then its value is independent of the specific choice of $u$ and $v$ due to the uniqueness of the analytic continuation. If, on the other hand, (6.8) is satisfied then we obtain pole terms in the regulator $\epsilon$. This singular behaviour arises from the divergence of the triple-$K$ integral at its lower limit $x = 0$. To find the form of these poles more precisely, it suffices to expand the integrand about $x = 0$ as follows.

First, let us consider the case where all the $\beta_j$ take non-integer values. Expanding the integrand of the triple-$K$ integral using (A.4.1) and (A.4.2), we obtain a sum of powers $x^a$ for various $a \in \mathbb{R}$. Each such term makes a contribution to the integral about $x = 0$ of the form

$$\int_0^x x^a \, dx = \frac{\text{const}}{a + 1}, \quad (6.9)$$

where the upper limit of the integral determines the value of the constant but is otherwise unimportant. The right-hand side is an analytic function of $a$ with a single pole at $a = -1$, and defines the integral by analytic continuation for $a < -1$. Thus, while the triple-$K$ integral naively diverges if the expansion of its integrand contains terms of the form $x^a$ with $a < -1$, its value in such cases is in fact uniquely defined through the analytic continuation (6.9). When (6.8) is satisfied, the expansion of the integrand of the unregulated triple-$K$ integral has terms with $a = -1$, leading to single poles in $\epsilon$ in the regulated integral.

In cases where some of the $\beta_j$ take integer values, the regulated triple-$K$ integral may also contain higher-order poles in $\epsilon$. This is because when expanding the integrand of the triple-$K$ integral about $x = 0$ using (A.4.7) we now obtain logarithms and their powers. From terms containing a single logarithm we obtain a contribution

$$\int_0^x x^a \log x \, dx = -\frac{\text{const}_1}{(a + 1)^2} + \frac{\text{const}_2}{a + 1}, \quad (6.10)$$
while terms containing powers of logarithms contribute still higher-order poles. (In all cases these poles are located at \( a = -1 \) however.) Using the series expansions (A.4.1) and (A.4.7), we can then confirm that in order for terms with \( a = -1 \) to arise in the expansion of the integrand of the unregulated triple-\( K \) integral, the condition (6.8) must be satisfied. Thus, only when (6.8) is satisfied do we obtain poles in \( \epsilon \) for the regulated triple-\( K \) integral, while in all other cases the limit \( \epsilon \to 0 \) is well defined.

6.1.2 Basic properties

Let us now examine briefly some of the basic properties of triple-\( K \) integrals. The most obvious of these is the permutation symmetry

\[
I_{\alpha(\beta_1,\beta_2,\beta_3)}(p_1, p_2, p_3) = I_{\alpha(\beta_1,\beta_2,\beta_3)}(p_{\sigma^{-1}(1)}, p_{\sigma^{-1}(2)}, p_{\sigma^{-1}(3)}),
\]

where \( \sigma \) is any permutation of the set \( \{1, 2, 3\} \). We also have the relations

\[
\frac{\partial}{\partial p_n} I_{\alpha(\beta_j)} = -p_n I_{\alpha+1(\beta_j - \delta_{jn})},
\]

\[
I_{\alpha+1(\beta_j)} = p_n^2 I_{\alpha(\beta_j - \delta_{jn})} + 2p_n I_{\alpha - 1(\beta_j)},
\]

\[
I_{\alpha(\beta_1,\beta_2,\beta_3)} = p_3^{-2\beta_3} I_{\alpha(\beta_1,\beta_2,\beta_3)},
\]

for any \( n = 1, 2, 3 \), as follows from the elementary Bessel function relations

\[
\frac{\partial}{\partial \alpha} [a^\nu K_\nu(ax)] = -x a^\nu K_{\nu - 1}(ax),
\]

\[
K_{\nu - 1}(x) + \frac{2\nu}{x} K_\nu(x) = K_{\nu + 1}(x),
\]

\[
K_{-\nu}(x) = K_\nu(x).
\]

Some additional properties of Bessel functions and triple-\( K \) integrals are listed in appendix A.4.

6.1.3 Dilatation degree of the triple-\( K \) integral

As the triple-\( K \) integral solves the CWIs, it should also solve the dilatation Ward identity (5.12) and hence must have a specific dilatation dimension. Using first (6.15) then (6.12), we can write

\[
\int_0^\infty dx \frac{\partial}{\partial x} \left( x^{\alpha + 1} \prod_{j=1}^3 p_j^{\beta_j} K_{\beta_j}(p_j x) \right) = (\alpha + 1 - \beta_k) I_{\alpha(\beta_k)} - \sum_{j=1}^3 p_j^2 I_{\alpha+1(\beta_k - \delta_{jk})}
\]

\[
= (\alpha + 1 - \beta_k) I_{\alpha(\beta_k)} + \sum_{j=1}^3 p_j \frac{\partial}{\partial p_j} I_{\alpha(\beta_k}).
\]

The expression on the left-hand side leads to a boundary term at \( x = 0 \). In the region of convergence (6.5), all integrals in this expression are well-defined and the boundary term vanishes. We can now use the analytic continuation (6.6) to argue that the analytically continued left-hand side vanishes generically, except in cases where (6.8) is satisfied. Indeed,
if we regard both sides of (6.18) as analytic functions of $\alpha$, with all other parameters and momenta fixed, then the validity of (6.18) in the region (6.5) implies its validity in the entire domain of analyticity. The vanishing of the left-hand side then implies that

$$\deg I_{\alpha\{\beta_j\}} = \beta_t - \alpha - 1, \quad \deg J_{N\{k_j\}} = \Delta_t + k_t - 2d - N,$$

(6.19)

provided $\alpha + 1 \pm \beta_1 \pm \beta_2 \pm \beta_3 \neq -2n$ for some non-negative integer $n$ and independent choice of signs.

If instead (6.8) is satisfied then we expect scaling anomalies in $I_{\alpha\{\beta_j\}}$. Using the power series expansion (A.4.1) of the Bessel $I$ functions, we see that the series expansion about $x = 0$ of the boundary term $x^{\alpha+1} \prod_{j=1}^3 p_j^{\beta_j} K_{\beta_j}(p_j x)$ in (6.18) contains a constant piece exactly when (6.8) holds. This indicates that the dilatation Ward identity for the $I_{\alpha\{\beta_j\}}$ is not satisfied in such cases. Note however that this is not a strict argument since the regulator cannot be removed from the integrals appearing in (6.18): one should instead expand both sides in the regulator $\epsilon$ and match terms order by order.

### 6.1.4 Triple-$K$ integrals and 2-point functions

Before discussing the consequences of the primary and secondary Ward identities, we first need to analyse the possible singularities associated with the 2- and 3-point functions. This is because the secondary CWIs connect triple-$K$ integrals with semi-local terms expressible in terms of 2-point functions. When suitably regulated, the singularities in the triple-$K$ integrals must then match the corresponding singularities in the 2-point functions.

An initial obstacle is that our convenient regularisation scheme (3.6) does not work for 2-point functions. The Fourier transform of the position space expression for a generic 2-point function was discussed in section 2 and there is a singularity when $2\Delta = d + 2n$ for a non-negative integer $n$. This singularity however is not regularised by the scheme (3.6).

For these reasons it is convenient to choose a different regularisation scheme which is applicable to all correlation functions. Here, we choose the standard dimensional regularisation

$$d \mapsto d - \epsilon, \quad \Delta_j \mapsto \Delta_j - \epsilon.$$

(6.20)

Re-expressed in terms of the parameters $\alpha$ and $\beta$ in (6.1), this is equivalent to

$$\alpha \mapsto \alpha - \frac{\epsilon}{2}, \quad \beta_j \mapsto \beta_j - \frac{\epsilon}{2}, \quad j = 1, 2, 3.$$

(6.21)

To see this, consider for example the momentum space integral appearing in the 3-point function of three scalars, namely

$$\int \frac{d^d k}{(2\pi)^d} \frac{k^{\mu_1} \ldots k^{\mu_r}}{|k - p_1|^{2\delta_1} |k + p_2|^{2\delta_1}}.$$  

(6.22)

as given in (3.4). The parameters $\delta_i$ are related to the conformal dimensions via (3.3), and keeping $\delta_i$ fixed is then equivalent to (6.21).

Note that the conformal dimensions are continued in (6.20). This is necessary, firstly, to preserve the conservation of $J^\mu$ and $T^{\mu\nu}$, and secondly, to preserve the dimensions of
the associated sources (so that, for example, the metric, representing the source for $T^{\mu\nu}$, remains dimensionless). The operators $J^\mu$ and $T^{\mu\nu}$ must moreover saturate the unitarity bound in a CFT, $\Delta = d - 2 + s$, where $s$ denotes the spin.

The dimensional regularisation scheme (6.21) has one important disadvantage, however, which is that it does not regularise all triple-$K$ integrals: starting from the general scheme (6.6), some triple-$K$ integrals become singular upon setting $u = v$. As actual physical correlation functions are well-defined in dimensional regularisation, however, these singularities must cancel out when correlation functions are written as linear combinations of triple-$K$ integrals. In light of this, we will first use the general regularisation scheme (6.6) to solve the primary Ward identities for arbitrary $u$ and $v$. In the combination of triple-$K$ integrals that solve the primary Ward identities the $(u-v)$-poles cancel out so that one may then set $u = v$ [33]. This imposes additional conditions on the Taylor expansion of the undetermined primary constants $\alpha_j$ around $u = v$. One can extract these conditions, but it turns out that the entire information is already contained in the secondary Ward identities. Eventually one can set $u = v = -\frac{1}{2}$ to obtain the form factors in dimensional regularisation (6.21). All remaining singularities now appear as $\epsilon$-poles and these should be removed by adding local covariant counterterms. We will discuss in detail this procedure, the full set of counterterms, etc., for all cases in [33].

An additional minor drawback of dimensional regularisation is the fact that it shifts the orders of the Bessel functions in triple-$K$ integrals, potentially making them harder to evaluate. If, for example, a given triple-$K$ integral with half-integer Bessel indices diverges, in dimensional regularisation one cannot simply use the analytic formula (A.4.4) as one could in the scheme with $u = 1$ and $v = 0$. Such difficulties can however be avoided if the analytic continuation of the triple-$K$ integral exists and is finite. In this case any regularisation must lead to the same value of the triple-$K$ integral due to uniqueness of analytic continuation, and so we may simply use the most convenient scheme to evaluate it. This allows us, for example, to evaluate correlation functions such as $\langle T^{\mu_1\nu_1} J^{\mu_2} J^{\mu_3} \rangle$ or $\langle T^{\mu_1\nu_1} T^{\mu_2\nu_2} T^{\mu_3\nu_3} \rangle$ in odd spacetime dimensions exactly. In odd dimensions these correlation functions must be finite, since no covariant counterterms of appropriate dimension exist, allowing us to use the scheme (3.6) preserving the indices of the Bessel functions.

### 6.2 Solutions to the primary conformal Ward identities

In the previous section, we defined the triple-$K$ integral and analysed its basic properties. We now want to use this information in order to write a solution to the CWIs. For this, we need the following fundamental identity. For any $m, n = 1, 2, 3$,

$$K_{mn} J_N \{k_j\} = -2k_m J_{N+1} \{k_j - \delta_{jm}\} + 2k_n J_{N+1} \{k_j - \delta_{jn}\}, \quad (6.23)$$

for $k_1, k_2, k_3, N \in \mathbb{R}$. The operator $K_{mn}$ is the CWI operator defined in (5.26). This relation is a direct consequence of the identities (6.12) and (6.13).

Let us first consider the pair of primary CWIs for the form factor $A_1$. As discussed in section 5.3.1, such CWIs are always homogeneous and take the form (5.30). Observe that if we set all $k_j = 0$ in (6.23) then $A_1 = \alpha_1 J_N \{000\}$ is a solution for arbitrary $N \in \mathbb{R}$ and an
integration constant \( \alpha_1 \in \mathbb{R} \). Furthermore, observe that if we impose only one homogeneous equation, say \( K_{12} A = 0 \), then the most general solution in terms of the triple-\( K \) integrals is \( \alpha J_{N\{00k\}} \) for any \( \alpha, N, k \in \mathbb{R} \). In general, the equation (6.23) is sufficient to write down solutions to all primary CWIs.

The remaining piece of information is the value of \( N \). In general, if \( A_n = \alpha_n J_{N\{k\}} \) is a form factor of tensorial dimension \( N_n \), then (5.13) and (6.19) determine the value of \( N = N(A_n) \) to be
\[
N(A_n) = N_n + k t. \tag{6.24}
\]

Let us see how the procedure works for our example \( \langle \langle T^{\mu_1\nu_1} T^{\mu_2\nu_2} O \rangle \rangle \). The primary CWIs are given by (5.29) and, in particular,
\[
\begin{align*}
K_{12} A_1 &= 0, \\
K_{13} A_1 &= 0, \\
K_{12} A_2 &= 0, \\
K_{12} K_{13} A_2 &= 0, \\
K_{12} A_3 &= 0, \\
K_{12} K_{13} A_3 &= 0, \\
K_{12} K_{13}^2 A_3 &= 0, \\
K_{13} A_3 &= 0, \\
\end{align*} \tag{6.25}
\]
Therefore, using (6.23) and (6.24), we can write the most general solution given in terms of the triple-\( K \) integrals,
\[
\begin{align*}
A_1 &= \alpha_1 J_{4\{000\}}, \\
A_2 &= \alpha_{21} J_{3\{001\}} + \alpha_2 J_{2\{000\}}, \\
A_3 &= \alpha_{31} J_{2\{002\}} + \alpha_{32} J_{1\{001\}} + \alpha_3 J_{0\{000\}}, \\
\end{align*} \tag{6.26}
\]
where all the \( \alpha \) are numerical constants. Finally, the inhomogeneous parts of (5.29) fix some of these constants. When the solution above is substituted into the primary CWIs, (6.23) requires that
\[
\begin{align*}
\alpha_{21} &= 4\alpha_1, \\
\alpha_{31} &= 2\alpha_1, \\
\alpha_{32} &= \alpha_2. \\
\end{align*} \tag{6.29}
\]
The three remaining undetermined constants \( \alpha_1, \alpha_2, \alpha_3 \in \mathbb{R} \) multiply integrals of the form \( J_{N\{000\}} \). Such integrals solve the homogeneous parts of the CWIs. Therefore the remaining constants, undetermined by the primary CWIs, will be called primary constants.

Let us summarise our results. We have analysed the primary CWIs for the \( \langle \langle T^{\mu_1\nu_1} T^{\mu_2\nu_2} O \rangle \rangle \) correlation function and we found a solution
\[
\begin{align*}
A_1 &= \alpha_1 J_{4\{000\}}, \\
A_2 &= 4\alpha_1 J_{3\{001\}} + \alpha_2 J_{2\{000\}}, \\
A_3 &= 2\alpha_1 J_{2\{002\}} + \alpha_{32} J_{1\{001\}} + \alpha_3 J_{0\{000\}}, \\
\end{align*} \tag{6.30}
\]
with three undetermined constants \( \alpha_1, \alpha_2, \alpha_3 \in \mathbb{R} \). We will show shortly that this solution to the primary CWIs is indeed unique, specifying \( \langle \langle T^{\mu_1\nu_1} T^{\mu_2\nu_2} O \rangle \rangle \) in momentum space up to three constants. Following application of the secondary CWIs, we will find that the number of undetermined constants is reduced to just one. The method we have described is based purely in momentum space and is applicable to all 3-point functions. Explicit solutions for all primary CWIs are listed in the second part of the paper.
The triple-$K$ integrals we discuss here also arise in AdS/CFT calculations of momentum space 3-point functions using a dual gravitational theory (recent papers include, e.g., [29, 49, 50]). As such, these calculations apply only to the specific CFTs dual to particular gravitational theories. In contrast, our approach here is completely general, showing that all 3-point functions of conserved currents, stress-energy tensors and scalar operators in any CFT can be expressed in terms of triple-$K$ integrals.

6.2.1 More on $\langle T^{\mu_1\nu_1} T^{\mu_2\nu_2} \mathcal{O} \rangle$

In this section we wish to illustrate that the solution to the primary CWIs in terms of the triple-$K$ integrals can be evaluated explicitly with ease. For concreteness, consider the CFT with a scalar operator $\mathcal{O}$ of dimension $\Delta_3 = 1$ in $d = 3$ dimensional CFT. The solution to the primary CWIs is given by (6.30) - (6.32) with constants fixed according to (6.29). In order to write the solution explicitly, we can use expressions (A.4.4) and (A.4.5), after which all integrals turn out to be elementary. The following integrals converge and can be easily computed

$$J_{4(000)} = I_{\frac{3}{2}(\frac{3}{2}, \frac{3}{2}, \frac{3}{2})} = \frac{(\pi^2)}{2} \cdot \frac{3(p_1^2 + p_2^2) + p_3^2 + 12p_1p_2 + 4p_3(p_1 + p_2)}{p_3(p_1 + p_2 + p_3)^3} ,$$

(6.33)

$$J_{3(001)} = I_{\frac{3}{2}(\frac{3}{2}, \frac{3}{2}, \frac{3}{2})} = \frac{(\pi^2)}{2} \cdot \frac{2(p_1^2 + p_2^2) + p_3^2 + 6p_1p_2 + 3p_3(p_1 + p_2)}{(p_1 + p_2 + p_3)^3} ,$$

(6.34)

assuming $\Delta_1 = \Delta_2 = 3$ and $\Delta_3 = 1$. The remaining integrals diverge and require a regularisation. As discussed in section 6.1.1 and 6.1.4, we can consider the integrals $J_{N+\epsilon(k_i)}$, since this particular 3-point function is finite and any regularisation must yield the same result. In this manner, we find

$$J_{2+\epsilon(002)} = I_{\frac{5}{2}(\frac{5}{2}, \frac{5}{2}, \frac{5}{2})} = -\frac{(\pi^2)}{2} \cdot \frac{1}{(p_1 + p_2 + p_3)^2} \left[ 2p_1p_2p_3 + p_1^3 + p_2^3 + p_3^3\right] + O(\epsilon),$$

(6.35)

$$J_{2+\epsilon(000)} = I_{\frac{5}{2}(\frac{5}{2}, \frac{5}{2}, \frac{5}{2})} = \frac{(\pi^2)}{2} \cdot \frac{1}{p_3\epsilon} + O(\epsilon^0),$$

(6.36)

$$J_{1+\epsilon(001)} = I_{\frac{5}{2}(\frac{5}{2}, \frac{5}{2}, \frac{5}{2})} = -\frac{(\pi^2)}{2} \cdot \frac{p_3}{\epsilon} + O(\epsilon^0),$$

(6.37)

$$J_{0+\epsilon(000)} = I_{\frac{5}{2}(\frac{5}{2}, \frac{5}{2}, \frac{5}{2})} = -\frac{(\pi^2)}{2} \cdot \frac{p_3^2 + p_2^2 - p_1^2}{2p_3\epsilon} + O(\epsilon^0).$$

(6.38)

As we will see the omitted terms make no contribution in our subsequent analysis. In order to further constrain the primary constants $\alpha_1, \alpha_2, \alpha_3$ we must consider the secondary CWIs. We will return to this task in section 6.3.1.

At this point we can compare the result given by (6.30) - (6.32) with the direct calculations of the 3-point function for the free scalar field carried out in section 4.4. We see that the form of the integrals $J_{4(000)}$, $J_{3(001)}$ and $J_{2(002)}$ match the form factors $A_1$, $A_2$ and $A_3$ in the equations (4.33) - (4.35). Therefore, working in the regularisation scheme (6.6) with $u = 1$ and $v = 0$, the primary constants for this particular model are

$$\alpha_1 = \frac{1}{48} \left( \frac{2}{\pi} \right)^{\frac{3}{2}}, \quad \alpha_2 = 0, \quad \alpha_3 = 0.$$  

(6.39)
The scheme-dependence of the primary constants here simply reflects the fact that while the divergent triple-$K$ integrals are scheme-dependent, the physical form factors themselves are finite and hence unique. Note also that the relations (6.29) provide a cross-check on our solution. Later, we will see that the secondary Ward identities impose two additional constraints on the primary constants that are not yet visible.

### 6.2.2 Uniqueness of the solution

In the previous sections we argued that all CWIs may be solved in terms of triple-$K$ integrals (6.1). A case-by-case analysis confirms this and the list of complete solutions is given in the second part of the paper. Here we want to establish that these solutions are unique. To be more precise, we want to argue that each pair of the primary CWIs determines a form factor $A_n$ uniquely up to one numerical constant. This may be achieved by essentially the same reasoning as in section 3.3.

First, we assume that $A_n$ satisfies a pair of homogeneous primary CWIs

$$K_{12} A_n = 0, \quad K_{13} A_n = 0, \quad (6.40)$$

together with the dilatation Ward identity (5.11) with tensorial dimension $N_n$. We can then use the substitution

$$A_n(p_1, p_2, p_3) = p_3^{\Delta_1-2d-N_n} \left( \frac{p_1^2}{p_3^2} \right)^\mu \left( \frac{p_2^2}{p_3^2} \right)^\lambda F \left( \frac{p_1^2}{p_3^2}, \frac{p_2^2}{p_3^2} \right), \quad (6.41)$$

and proceed with the analysis analogous to that following equation (3.15). The substitution leads to the system of equations (3.17, 3.18) with four possible choices of parameters

$$\alpha = \frac{1}{2} \left[ N_n + \epsilon_1 \left( \Delta_1 - \frac{d}{2} \right) + \epsilon_2 \left( \Delta_2 - \frac{d}{2} \right) + \Delta_3 \right], \quad \beta = \alpha - \left( \Delta_3 - \frac{d}{2} \right),$$

$$\gamma = 1 + \epsilon_1 \left( \Delta_1 - \frac{d}{2} \right), \quad \gamma' = 1 + \epsilon_2 \left( \Delta_2 - \frac{d}{2} \right), \quad (6.42)$$

parametrised by $\epsilon_1, \epsilon_2 = \pm 1$. We can now use equation (3.22) and the analysis that follows. This leads to the conclusion that the only physically acceptable solution to the homogenous part of the CWIs is given by the triple-$K$ integral $\alpha_n J_{N_n,\{000\}}(p_1, p_2, p_3)$, where $\alpha_n$ is a single undetermined constant.

In general, the primary CWIs for a form factor $A_n$ contain inhomogeneous parts. The recursive nature of the primary CWIs discussed in section 5.3.1 then allows us to solve these equations one by one. Since the inhomogeneous part is linear in the other form factors, every two solutions to a given pair of equations differ by a solution to the homogeneous part of the equation. The full solution to the pair of primary CWIs and the dilatation Ward identity is therefore unique up to one numerical constant.

It is important to emphasise that while the solution to each pair of primary CWIs is unique up to one primary constant, the representation in terms of triple-$K$ integrals may not be. For example, for generic parameter values the equation (6.18) shows that

$$(\alpha + \beta) I_{\alpha-1\{\beta_1, \beta_2, \beta_3\}} = I_{\alpha\{\beta_1+1, \beta_2, \beta_3\}} + I_{\alpha\{\beta_1, \beta_2+1, \beta_3\}} + I_{\alpha\{\beta_1, \beta_2, \beta_3+1\}}, \quad (6.43)$$

One can therefore re-write one triple-$K$ integral as a combination of others and hence the representation is not unique.
6.3 Solutions to the secondary conformal Ward identities

In this section we will finalise our theoretical considerations by solving the secondary CWIs. In general, the secondary CWIs lead to linear algebraic equations between the various primary constants appearing in solutions to the primary CWIs. The precise form of the secondary CWIs depends on the semi-local information provided by transverse Ward identities, which may be written in terms of the 2-point functions.

First, we will return to our example from section 6.2.1 and show how the two secondary CWIs (5.35, 5.36) constrain the values of the three primary constants appearing in the solution (6.30) - (6.32) to the primary CWIs. As expected, we will find two algebraic linear equations between the three primary constants. From this we may conclude that the 3-point function $\langle T^{\mu_1\nu_1}T^{\mu_2\nu_2}O \rangle$ depends on a single undetermined primary constant.

Next, we will discuss how the secondary CWIs lead, in the general case, to a set of algebraic equations for the primary constants. This set of equations may be extracted through an analysis of the zero-momentum limit of the secondary CWI. In this limit the triple-$K$ integrals simplify, although the precise details of the analysis depend on whether or not the triple-$K$ integrals involved require regularisation. When the regulator can be removed from all triple-$K$ integrals the procedure is relatively simple, however when the regulator cannot be removed special care must be taken when regulating the 2-point functions that appear in the right-hand side of the secondary CWIs.

6.3.1 $\langle T^{\mu_1\nu_1}T^{\mu_2\nu_2}O \rangle$ for free scalars

Let us begin by discussing our example correlation function $\langle T^{\mu_1\nu_1}T^{\mu_2\nu_2}O \rangle$. We derived the secondary CWIs earlier in (5.35) and (5.36), where the terms on the right-hand side of these equations are given by the transverse Ward identity (5.60). We now want to show that these data fix two out of three primary constants in the solution (6.30) - (6.32) of the primary CWIs. To fix the final remaining constant then requires additional physical input in the form of the specific field content.

Since the regulator $\epsilon$ in the triple-$K$ integrals (6.36) - (6.38) cannot be removed, we must assume that the primary constants $\alpha_2$ and $\alpha_3$ depend on the regulator $\epsilon$ as well. As remarked earlier in section 6.1.1, while each individual component may depend on the regulator, the full expression for the form factors $A_j$ cannot. Let us therefore define the power series expansions

$$\alpha_j = \sum_{n=-\infty}^{\infty} \alpha_j^{(n)} \epsilon^n, \quad j = 2, 3. \quad (6.44)$$

Since the integral $J_{4(000)}$ is finite, we can assume that the constant $\alpha_1$ does not depend on the regulator, i.e., $\alpha_1 = \alpha_1^{(0)}$.

We start by substituting the solutions (6.30, 6.31) together with the series expansions (6.44) into the secondary CWI (5.35), with right-hand side given by (5.60). Organising the equations according to powers of $\epsilon$, upon sending $\epsilon \to 0$ all equations associated with negative powers of $\epsilon$ must vanish. In the present case, this yields $\alpha_2^{(n)} = 0$ for all $n \leq 0$. 

\[ - 43 – \]
The equation coming from the $\epsilon^0$ terms then reads
\[ -\frac{3}{p_3} \left(\frac{\pi}{2}\right)^\frac{3}{2} (\alpha_2^{(1)} + 3\alpha_1^{(0)}) = -\frac{3}{16p_3}. \] (6.45)

The same procedure may now be applied to the remaining secondary CWI (5.36), yielding $\alpha_3^{(n)} = 0$ for all $n \leq 0$ and
\[ (\frac{\pi}{2})^{\frac{3}{2}} \left[ 2\alpha_3^{(1)} + 3\alpha_1^{(0)} - \frac{1}{16} \left(\frac{2}{\pi}\right)^\frac{3}{2} \right] \frac{p_1^2 + 3p_2^2 - 3p_3^2}{p_3} + \frac{3}{4}p_3 = \frac{3}{4}p_3. \] (6.46)

Putting everything together, we have
\[
\alpha_2 = \left[ -3\alpha_1 + \frac{1}{16} \left(\frac{2}{\pi}\right)^\frac{3}{2} \right] \epsilon + O(\epsilon^2), \tag{6.47}
\]
\[
\alpha_3 = \frac{1}{2} \left[ -3\alpha_1 + \frac{1}{16} \left(\frac{2}{\pi}\right)^\frac{3}{2} \right] \epsilon + O(\epsilon^2), \tag{6.48}
\]
where the constant $\alpha_1$ remains undetermined by Ward identities. When we take the limit $\epsilon \to 0$, the leading terms of order $\epsilon$ in these expressions then multiply $1/\epsilon$ poles in the $J_{2+\epsilon\{000\}}$, $J_{1+\epsilon\{001\}}$ and $J_{0+\epsilon\{000\}}$ integrals yielding the correct finite result. The omitted higher order terms in (6.47) and (6.48) make no contribution.

Finally, we can check the results of this section against the result (6.39) for the specific theory discussed in section 6.2.1. Inserting the value of $\alpha_1$ from (6.39) into (6.47) and (6.48) we indeed recover the correct result $\alpha_2 = \alpha_3 = 0$ up to insignificant $O(\epsilon^2)$ terms.

### 6.3.2 Simplifications in the generic case

In the previous section we substituted the full solutions of the primary CWIs into the secondary CWIs in order to extract more information about the primary constants. At first sight this procedure might appear hard to carry out in general since the triple-$K$ integrals usually cannot be expressed in terms of elementary functions. It turns out, however, that examining the zero-momentum limit leads to simple algebraic equations for the primary constants.

In this section, for reasons of simplicity, we will assume that each triple-$K$ integral in a solution to the primary CWIs can be defined by an analytic continuation and the regulator can be completely removed. We will refer to this as the ‘generic case’ in the present and following sections. We will then analyse the remaining cases later.

In the zero-momentum limit
\[ p_3 \to 0, \quad p_1 = -p_2 = p, \] (6.49)
we have
\[ p_3^{\beta_3} K_{\beta_3}(p_3 x) = \left[ \frac{2^{\beta_3-1} \Gamma(\beta_3)}{x^{\beta_3}} + O(p_3^2) \right] + p_3^{2\beta_3} \left[ 2^{-\beta_3-1} \Gamma(-\beta_3)x^{\beta_3} + O(p_3^2) \right], \quad \beta_3 \notin \mathbb{Z}, \]
\[ K_0(p_3 x) = -\log p_3 - \log x + \log 2 - \gamma_E + O(p_3^2), \]
\[ p_3^{\beta_3} K_n(p_3 x) = \left[ \frac{2^{n-1} \Gamma(n)}{x^n} + O(p_3^2) \right] + p_3^{2n} \left[ \frac{(-1)^{n+1}}{2^n \Gamma(n+1)} x^n \log p_3 + \text{ultralocal} + O(p_3^2) \right], \quad n = 1, 2, 3, \ldots \]
\[ \text{(6.50)} \]
\[ \text{(6.51)} \]
\[ \text{(6.52)} \]

From these expressions one can see that the zero momentum limit of \( p_3^{\beta_3} K_{\beta_3}(p_3 x) \) exists if \( \beta_3 > 0 \). Since for any correlation function and any form factor \( \beta_3 = \Delta_3 - \frac{d}{2} + k_3 \) with non-negative \( k_3 \), this condition is satisfied if \( \Delta_3 > \frac{d}{2} \). (For conserved currents and for the stress-energy tensor we thus have \( \beta_3 > 0 \) automatically.) We will return to discuss the case where \( \beta_3 \leq 0 \) later in the text.

Assuming \( \beta_3 > 0 \) then, we can calculate the limit of the triple-\( K \) integrals in the generic case
\[ \lim_{p_3 \to 0} I_{\alpha(\beta_3)}(p, p, p_3) = I_{\alpha(\beta_3)} p^{\beta_3 - \alpha - 1}, \]
where, using the result \( (A.5.19) \), we find
\[ I_{\alpha(\beta_3)} = \frac{2^{\alpha-3} \Gamma(\beta_3)}{\Gamma(\alpha - \beta_3 + 1)} \prod_{\epsilon_1, \epsilon_2 \in \{-1,1\}} \Gamma \left( \frac{\alpha - \beta_3 + 1 + \epsilon_1 \beta_1 + \epsilon_2 \beta_2}{2} \right), \]
\[ \text{(6.53)} \]
\[ \text{(6.54)} \]

which is valid away from poles of the gamma function.

Since the derivatives in the L and R operators defined in \( (5.31) \) and \( (5.32) \) acting on triple-\( K \) integrals can also be expressed via \( (6.12) \) in terms of triple-\( K \) integrals, this procedure leads to algebraic constraints on the primary constants.

### 6.3.3 Derivation of the equations in the generic case

Let us illustrate the considerations above in the case of the correlator \( \langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} \mathcal{O} \rangle \). The secondary CWIs are given by \( (5.35) \) and \( (5.36) \),
\[ L_2 A_1 + R A_2 = 2d \cdot \text{coeff. of } p_2^{\mu_1} p_3^{\mu_2} p_3^{\nu_2} \text{ in } p_1^{\nu_1} \langle T^{\mu_1 \nu_1} (p_1) T^{\mu_2 \nu_2} (p_2) \mathcal{O}(p_3) \rangle, \]
\[ L_2 A_1 + 4 R A_3 = 8d \cdot \text{coeff. of } \delta^{\mu_1 \mu_2} p_3^{\nu_2} \text{ in } p_1^{\nu_1} \langle T^{\mu_1 \nu_1} (p_1) T^{\mu_2 \nu_2} (p_2) \mathcal{O}(p_3) \rangle, \]
\[ \text{(6.55)} \]
\[ \text{(6.56)} \]

with \( \Delta_1 = \Delta_2 = d \) and L and R defined by \( (5.31) \) and \( (5.32) \). The right-hand sides are semi-local and can be expressed in terms of 2-point functions by means of the transverse Ward identities. In section 5.4 we found the Ward identity \( (5.54) \), which reads
\[ p_1^{\nu_1} \langle T_{\mu_1 \nu_1} (p_1) T_{\mu_2 \nu_2} (p_2) \mathcal{O}(p_3) \rangle = 2p_1^{\nu_1} \langle \delta_{\mu_1 \nu_1} T_{\mu_2 \nu_2} (p_1, p_2) \mathcal{O}(p_3) \rangle. \]
\[ \text{(6.57)} \]

We omit the group index on \( \mathcal{O} \) as we consider only one scalar operator. First, we want to argue that the right-hand side of \( (6.57) \) vanishes if \( \beta_3 > 0 \), unless some specific conditions
on conformal dimensions are met. Therefore, in this section we will assume that the right-
hand sides of (6.55) and (6.56) vanish, leaving a discussion of the various special cases to the
following sections. Indeed, the only possibility for a non-vanishing right-hand side of (6.57)
is if the functional derivative $\delta T_{\mu_1\nu_1}/\delta g^{\mu_2\nu_2}$ contains the operator $O$ or its descendants.
Since the dilatation degree of $\delta T_{\mu_1\nu_1}/\delta g^{\mu_2\nu_2}$ is equal to $d$, this requires $d = \Delta_3 + 2n$ where
$n$ is a non-negative integer. Consider first the case $\Delta_3 = d$. In this case, we can write the
most general form of $\delta T_{\mu_1\nu_1}/\delta g^{\mu_2\nu_2}$ which contains $O$ as
\[
\frac{\delta T_{\mu_1\nu_1}(x)}{\delta g^{\mu_2\nu_2}(y)} = \left[ c_1 \delta_{\mu_1\nu_1} \delta_{\mu_2\nu_2} + c_2 \delta_{(\mu_1(\mu_2 \delta_{\nu_2})\nu_1)} \right] \delta(x - y)O(x) + \ldots \tag{6.58}
\]
where $c_1$ and $c_2$ are numerical constants. If, on the other hand, $d = \Delta_3 + 2n$ with $n > 0$
then derivatives acting on both $O$ and $\delta(x - y)$ may also appear. In all cases, the Fourier
transform reads
\[
\langle \langle \delta T_{(\mu_1 \nu_1)(p_1, p_2)}(O(p_3)) \rangle \rangle = P_{\mu_1\nu_1\mu_2\nu_2}(p_1^2, p_2^2, p_3^2) \langle \langle O(p_3)O(-p_3) \rangle \rangle, \tag{6.59}
\]
where $P$ is some polynomial built from momenta and the metric $\delta_{\mu\nu}$, with kinematic
dependence on squares of momenta only. This form arises from the Fourier transform of
the position space expression containing derivatives acting on delta functions and on the
2-point function. Since $\langle \langle O(p_3)O(-p_3) \rangle \rangle \sim p_3^{2\beta_3}$, the expression vanishes in the $p_3 \to 0$
limit as long as $\beta_3 > 0$.

We now substitute the solutions of the primary CWIs (6.30, 6.31) into the left-hand side
of (6.55) and take the zero-momentum limit. Assuming the regulator can be removed
(see section 6.3.5 if not), the result is
\[
- \frac{l_{\alpha\{\beta_k\}}}{2} p^{\Delta_3 - 2} (2 + 2d - \Delta_3) \left[ \alpha_2 + \alpha_1(\Delta_3 + 2)(\Delta_3 - d) \right] = 0, \tag{6.60}
\]
with $l_{\alpha\{\beta_k\}}$ as defined in (6.54). We then find
\[
\alpha_2 = -(\Delta_3 + 2)(\Delta_3 + 2 - d)\alpha_1. \tag{6.61}
\]
Applying the same reasoning as above to (6.56), we likewise find
\[
\alpha_3 = \frac{1}{4} \Delta_3(\Delta_3 + 2)(\Delta_3 - d)(\Delta_3 + 2 - d)\alpha_1. \tag{6.62}
\]

Summarising, in this and the previous section we presented a method for extracting
algebraic dependencies between the primary constants following from the secondary CWIs.
The analysis was performed in the generic case, where the regulator can be removed from
all triple-$K$ integrals involved. Note that the results (6.61) and (6.62) agree with our
example (6.47) and (6.48) in the leading term in $\epsilon$ only, i.e., they correctly predict $\alpha_2 = \alpha_3 = \epsilon = 0 + O(\epsilon)$. This is due to the fact that in our example the regulator cannot be removed
from each triple-$K$ integral separately. Therefore, it does not satisfy the assumption of this
section. Note, however, that the analysis of the generic case is sufficient if one is merely
interested in finding the solution up to semi-local terms. This is because the possible non-
generic cases arise due to the regularisation procedure, correcting the generic solution by
at most semi-local terms.
Let us now return to the discussion of the secondary CWIs in the case where the regulator cannot be removed in certain triple-$K$ integrals. In principle, the procedure is simple. One must keep the explicit dependence on $\epsilon$, both in the triple-$K$ integrals as well as in the primary constants, and carry out the analysis of sections 6.3.2 and 6.3.3 order by order in the regulator. Note that if the index of a Bessel function is integral, then the expansions (6.51) and (6.52) should be used instead of (6.50).

The only difference with section 6.3.3 is that looking at the zero-momentum limit may not be enough. We should look at both terms following from the first and second brackets in (6.50), i.e., the coefficients of $p_3^0$ and $p_3^{2\beta_3}$ in the expansion in powers of $p_3$ with $p_1 = p_2 = p$. If the Bessel index is integral, then we should use (6.51) and (6.52) and look for the coefficients of $p_3^0$ and $p_3^{2\beta_3} \log p_3$. This procedure will provide a set of algebraic equations relating the primary constants.

Let us now explain why this procedure is valid for $\beta_3 < 0$ and why the remaining terms in the expansions (6.50) - (6.52) are irrelevant. First, the unitarity bound requires $-1 \leq \beta_3$. The unitarity bound can only be saturated by a non-composite scalar operator in a free field theory, [8] and [51]. We can therefore assume $-1 < \beta_3 < 0$. It turns out that the considerations encountered in the case $\beta_3 > 0$ remain valid here. Since the zero-momentum limit does not exist in this case, we are going to look for the coefficient of $p_3^0$ in the expansion in $p_3$. The key observation is that on the left-hand sides of the secondary CWIs such as (6.55, 6.56), the differential operators L and R defined by (5.31) and (5.32) do not contain derivatives with respect to $p_3$, and can only increase powers of $p_3$ by two. Therefore, the coefficient of $p_3^0$ in the series expansion in $p_3$ remains unaltered provided $-1 < \beta_3$. A similar analysis applies to the right-hand sides of the secondary CWIs.

Let us now examine why it is sufficient to look at the leading coefficients in (6.50) - (6.52) only. From (A.4.1), we know that in each successive term the power of the integration variable $x$ increases by two. After taking the zero-momentum limit, the integral (A.5.19) therefore leads to essentially the same expression as (6.54) with $\beta_3 \to \beta_3 + 2n$, $n$ being a non-negative integer, plus some finite pre-factor following from the series expansion of the Bessel $K$ function. Since the singularities manifest themselves as poles of the gamma functions, we see that the result cannot be more singular than the original $l_\alpha(\beta_j)$.

6.3.5 Back to the example

Finally, let us see how the general considerations of the previous section apply in the case of the correlator $\langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} O \rangle$. First, we carry out the same analysis as in sections 6.3.2
and 6.3.3 but keep the regulator explicitly. In place of (6.60), we then find

\[
0 = l_{\frac{d}{2}+1} \left\{ \frac{d}{2} + \epsilon v \right\} P^{\Delta_3 - 2 + \epsilon (3v - u)} \left\{ -\frac{1}{2} (2 + 2d - \Delta_3 + (u + v) \epsilon) \alpha_1^I \right. \\
+ \left. \alpha_1^J \left( \frac{2 + 2d - \Delta_3 + (u + v) \epsilon}{3 + d - \Delta_3 + (u - v) \epsilon} \right) \left[ 2(2 + \Delta_3)(3 + d - \Delta_3)(d - 2 - \Delta_3) \right. \\
+ \epsilon \left( 4v + 3v(4 + 2 - 3\Delta_3)(d - \Delta_3) - u(28 + 8d + 2d^2 - 8\Delta_3 - 7\Delta_3d + 5\Delta_3^2) \right) \right. \\
+ \epsilon^2 (u - v) \left( v(10 + 9d - 10\Delta_3) + u(4\Delta_3 - 3d - 10) \right) \\
+ O((u - v)^2 \epsilon^3) \right\},
\]

(6.63)

with \( l_{\alpha_1^I} \) as defined in (6.54). If the \( \epsilon \to 0 \) limit exists, we recover (6.60). If \( \Delta_3 \) satisfies certain non-generic relations, however, the limit does not exist. In this paper we will not solve for all possible special cases, postponing this task to the follow-up paper [33].

In the case of \( \langle T^{\mu_1 \mu_2} T^{\nu_2 \nu_3} O \rangle \), we substitute \( d = 3 \) and \( \Delta_3 = 1 \). This leads to \( \alpha_2 = O(\epsilon) \). Since the integrals building the form factor \( A_2 \) are at most linearly divergent, this equation does not specify the form of subleading orders. Instead, the subleading \( O(\epsilon) \) term is determined by analysing the coefficient of \( p_3 \) following from the expansion of (6.50). To write this equation, we define two additional constants \( c_1^K \) and \( c_2^K \) by

\[
p_3^K \left[ \frac{\delta T^{\mu_1 \mu_2}}{\delta g^{\mu_3 \nu_2}} (p_1, p_2) O^I (p_3) \right]_{p_1=p_2=p} = c_1^K P_1^{\mu_1} P_2^{\mu_2} P_3^{\nu_3} p_3^{d-\Delta_3-2} \langle O^I (p_3) O^K (-p_3) \rangle \\
+ c_2^K \delta^{\mu_1 \mu_2} P_3^{\nu_3} p_3^{d-\Delta_3} \langle O^I (p_3) O^K (-p_3) \rangle + \ldots
\]

(6.64)

By \( p_1 = p_2 = p \), we mean here the following procedure: first, the correlation function on the left-hand side is expanded in terms of simple tensors according to the convention (4.7), then second, one applies \( p_1 = p_2 = p \) to each coefficient separately. In this case (6.63) simplifies to

\[
l_{\frac{d}{2}+1} \left\{ \frac{d}{2} + \epsilon v \right\} \left[ -(6 + 2\Delta + (u + 3v) \epsilon) \alpha_1^I \right. \\
+ \left. \frac{2(3 + \Delta + (u + v) \epsilon)}{(-2 + d - \Delta - (u - v) \epsilon)(2 + \Delta + (u + v) \epsilon)} \alpha_1^J \right] = \\
4\delta_{d, \Delta - 2 - 2n} (d + 2u) \Gamma \left( \frac{d}{2} - \Delta - \nu \varepsilon \right) c_1^I c_O.
\]

(6.65)

In our case \( d = 3, \Delta_3 = 1 \) and we find

\[
\alpha_2 = -(u - v) \epsilon \left[ 3\alpha_1 + \frac{8\sqrt{2}}{\pi} c_1 c_O \right] + O(\epsilon^2).
\]

(6.66)

A similar analysis may be carried out for the second CWI, (6.56). Putting all the ingredients together, we can now write the most general form of the correlator \( \langle T^{\mu_1 \nu_1} T^{\nu_2 \mu_2} O^I \rangle \) for \( d = 3 \) and \( \Delta_2 = \Delta_3 = 1 \). Using the results for the triple-\( K \) integrals from section 6.2.1
we have

\[ A_I^f = \frac{\alpha_I^f}{p_3 a_{123}^4} \left[ p_3^2 + 4p_3 a_{12} + 3(a_{12}^2 + 2b_{12}) \right] , \quad (6.67) \]

\[ A_2^f = \frac{\alpha_I^f}{p_3 a_{123}^4} \left[ p_3^2 + 3p_3 a_{12} + p_3(-a_{12}^2 + 8b_{12}) - 3a_{12}^2 \right] - \frac{4\sqrt{\pi} c_1^f c_O}{p_3} , \quad (6.68) \]

\[ A_3^f = \frac{\alpha_I^f(a_{12} - p_3)}{4p_3 a_{123}^2} \left[ -p_3^2 - 3p_3 a_{12} + p_3(a_{12}^2 - 10b_{12}) + 3a_{12}(a_{12}^2 - 2b_{12}) \right] \\
+ \frac{c_O}{p_3} \sqrt{\pi} \left[ (c_1^f - 3c_2^f)(p_1^2 + p_2^2) + 3(c_1^f + c_2^f)p_3^2 \right] , \quad (6.69) \]

where we have defined the symmetric polynomials in momentum magnitudes

\[ a_{123} = p_1 + p_2 + p_3 , \quad b_{123} = p_1 p_2 + p_1 p_3 + p_2 p_3 , \quad c_{123} = p_1 p_2 p_3 , \]

\[ a_{ij} = p_i + p_j , \quad b_{ij} = p_i p_j , \quad (6.70) \]

where \( i, j = 1, 2, 3 \). The solution for this correlator is thus uniquely determined up to one numerical constant \( \alpha_I^f \). The remaining constants in the solution, namely \( c_O, c_1^f \) and \( c_2^f \), are determined by the 2-point function normalisations: \( c_O \) is given in (2.7) while \( c_1^f \) and \( c_2^f \) are given in (6.64).

One can check this result against our example in section 6.3.1. From (5.59) and (5.60), the solution for the parameters is

\[ c_O = \frac{1}{4\sqrt{\pi}} , \quad c_1^f = -\frac{1}{16} , \quad c_2^f = 0 . \quad (6.71) \]

As we can see, (6.66) simplifies to (6.47) exactly in the regularisation scheme \( u = 1 \) and \( v = 0 \). As discussed in section (6.1.1), we are free to choose such a scheme since the resulting form factor \( A_2 \) is finite, and therefore independent of the regularisation scheme. A similar analysis can be carried out for the second secondary CWI (5.36).

7 Worked example: \( \langle T^{\mu_1 \nu_1} J^{\mu_2} J^{\mu_3} \rangle \)

Now that our general method is complete, in this section we present a full worked example, the \( \langle T^{\mu_1 \nu_1} J^{\mu_2} J^{\mu_3} \rangle \) correlation function. Here we will take \( J^\mu \) to be a conserved \( U(1) \) current; more general results are listed in Part II. This correlator provides a useful test case as, while more complex than the \( \langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} O \rangle \) correlator we used to illustrate the method in earlier sections, it is nonetheless simpler than correlators with more stress-energy tensors.

We will also discuss the complete evaluation of all integrals in \( d = 3 \) and present a concrete model, free fermions, where these correlators can be explicitly computed by standard Feynman diagrams. These results provide a nontrivial consistency check on our method.
7.1 Primary conformal Ward identities

We start with the analysis of primary CWIs for $\langle T^{\mu_1 \nu_1} J^{\mu_2} J^{\mu_3} \rangle$ in general Euclidean dimension $d$. For the decomposition of the transverse-traceless part of $\langle T^{\mu_1 \nu_1} J^{\mu_2} J^{\mu_3} \rangle$ we follow the analysis of section 4.1. The decomposition consists of four form factors,

$$
\langle T^{\mu_1 \nu_1} (p_1) J^{\mu_2} (p_2) J^{\mu_3} (p_3) \rangle 
= \Pi_{\alpha_1 \beta_1} \Pi_{\alpha_2 \beta_2} \Pi_{\alpha_3 \beta_3} \left[ A_1 p_2^{\alpha_1} p_2^{\beta_1} p_3^{\alpha_2} p_1^{\alpha_3} + A_2 \delta^{\alpha_2 \alpha_3} p_2^{\alpha_1} p_2^{\beta_1} 
+ A_3 \delta^{\alpha_1 \alpha_2} p_2^{\beta_1} p_1^{\alpha_3} + A_3 (p_2 \leftrightarrow p_3) \delta^{\alpha_1 \alpha_3} p_2^{\beta_1} p_3^{\alpha_2} 
+ A_4 \delta^{\alpha_1 \alpha_2} \delta^{\alpha_2 \beta_1} \right].
$$

(7.1)

Here, $p_2 \leftrightarrow p_3$ denotes exchange of the arguments $p_2$ and $p_3$, i.e., $A_3(p_2 \leftrightarrow p_3) = A_3(p_1, p_3, p_2)$. If on the other hand no arguments are given then the standard ordering is assumed, i.e., $A_3 = A_3(p_1, p_2, p_3)$. Note that the form factors $A_1$, $A_2$ and $A_4$ are symmetric under $p_2 \leftrightarrow p_3$,

$$
A_j(p_1, p_3, p_2) = A_j(p_1, p_2, p_3), \quad j \in \{1, 2, 4\},
$$

(7.2)

while the form factor $A_3$ does not exhibit any symmetry properties.

Next, the primary CWIs can be extracted by means of the procedure described in section 5.3. These CWIs are

$$
\begin{align*}
K_{12} A_1 &= 0, & K_{13} A_1 &= 0, \\
K_{12} A_2 &= -2A_1, & K_{13} A_2 &= -2A_1, \\
K_{12} A_3 &= 0, & K_{13} A_3 &= 4A_1, \\
K_{12} A_4 &= 2A_3, & K_{13} A_4 &= 2A_3(p_2 \leftrightarrow p_3).
\end{align*}
$$

(7.3)

The solution follows from the analysis of section 6.2,

$$
\begin{align*}
A_1 &= \alpha_1 J_{4}^{(000)}, \\
A_2 &= \alpha_1 J_{3}^{(000)} + \alpha_2 J_{2}^{(000)}, \\
A_3 &= 2\alpha_1 J_{3}^{(001)} + \alpha_3 J_{2}^{(001)}, \\
A_4 &= 2\alpha_1 J_{2}^{(011)} + \alpha_3 (J_{1}^{(010)} + J_{1}^{(001)}) + \alpha_4 J_{0}^{(000)}.
\end{align*}
$$

(7.4-7.7)

7.2 Evaluation of secondary conformal Ward identities

The independent secondary CWIs for $\langle T^{\mu_1 \nu_1} J^{\mu_2} J^{\mu_3} \rangle$ are listed in the second part of the paper and read

$$
\begin{align*}
(*) \quad L_4 A_1 + R [A_3 - A_3(p_2 \leftrightarrow p_3)]
&= 2d \cdot \text{coefficient of } p_2^{\mu_1} p_3^{\mu_2} p_1^{\mu_3} \text{ in } p_{1\nu_1} \langle T^{\mu_1 \nu_1} (p_1) J^{\mu_2} (p_2) J^{\mu_3} (p_3) \rangle, \\
L'_4 A_1 + 2 R' [A_3 - A_2]
&= 2d \cdot \text{coefficient of } p_2^{\mu_1} p_3^{\nu_2} p_1^{\mu_3} \text{ in } p_{2\nu_2} \langle T^{\mu_1 \nu_1} (p_1) J^{\mu_2} (p_2) J^{\mu_3} (p_3) \rangle, \\
L_2 A_2 - p_1^{\mu_1} [A_3 - A_3(p_2 \leftrightarrow p_3)]
&= 2d \cdot \text{coefficient of } \delta^{\mu_2 \mu_3} p_1^{\mu_1} \text{ in } p_{1\nu_1} \langle T^{\mu_1 \nu_1} (p_1) J^{\mu_2} (p_2) J^{\mu_3} (p_3) \rangle, \\
L_4 A_3 - 2 R A_4
&= 4d \cdot \text{coefficient of } \delta^{\mu_1 \mu_2} p_1^{\mu_3} \text{ in } p_{1\nu_1} \langle T^{\mu_1 \nu_1} (p_1) J^{\mu_2} (p_2) J^{\mu_3} (p_3) \rangle.
\end{align*}
$$

(7.8-7.11)
where \( L \) and \( R \) operators are defined in (5.31) and (5.32). They can be obtained by the procedure outlined in section 5.3.2. Note that there are four primary constants and four secondary CWIs. As some of the secondary CWIs are trivially satisfied, however, not all four of the primary constants are fixed, as we expect from the position space analysis [3]. Secondary CWIs that are trivially satisfied are denoted by asterisks in the second part of the paper (for example (7.8) above is of this type).

Before solving the secondary CWIs, we must simplify the semi-local terms appearing on their right-hand sides. Differentiating (5.49, 5.50, 5.62) we find the following transverse and trace Ward identities,

\[
p_{1}^{\mu_{1}} \langle \langle T_{\mu_{1} \nu_{1}}(p_{1}), J^{\mu_{2}}(p_{2}), J^{\mu_{3}}(p_{3}) \rangle \rangle =
\]

\[
= p_{1}^{\mu_{1}} \langle \langle \delta T_{\mu_{1} \nu_{1}}(p_{1}, p_{3}), J^{\mu_{2}}(p_{2}) \rangle \rangle + p_{1}^{\mu_{1}} \langle \langle \delta T_{\mu_{1} \nu_{1}}(p_{1}, p_{2}), J^{\mu_{3}}(p_{3}) \rangle \rangle
\]

\[
- p_{3}^{\mu_{3}} \langle \langle J^{\mu_{2}}(p_{2}), J^{\mu_{3}}(-p_{2}) \rangle \rangle - p_{2}^{\mu_{2}} \langle \langle J^{\mu_{2}}(p_{3}), J^{\mu_{3}}(-p_{3}) \rangle \rangle
\]

\[
+ \mu_{1} \nu_{1} \alpha \langle \langle J^{\mu_{2}}(p_{2}), J^{\mu_{3}}(-p_{2}) \rangle \rangle + \mu_{1} \nu_{1} \alpha \langle \langle J^{\mu_{3}}(p_{3}), J^{\mu_{3}}(-p_{3}) \rangle \rangle
\] (7.12)

\[
p_{2}^{\mu_{2}} \langle \langle T_{\mu_{1} \nu_{1}}(p_{1}), J^{\mu_{2}}(p_{2}), J^{\mu_{3}}(p_{3}) \rangle \rangle =
\]

\[
= 2 p_{2}^{\mu_{2}} \langle \langle \delta J^{\mu_{2}} \delta g^{\mu_{1} \nu_{1}}(p_{2}, p_{1}), J^{\mu_{3}}(p_{3}) \rangle \rangle + \mu_{1} \nu_{1} \alpha \langle \langle J^{\alpha}(p_{3}), J^{\mu_{3}}(-p_{3}) \rangle \rangle
\] (7.13)

\[
\langle \langle T(p_{1}), J^{\mu_{2}}(p_{2}), J^{\mu_{3}}(p_{3}) \rangle \rangle = \langle \langle \frac{\delta T}{\delta A_{\mu_{2}}}(p_{1}, p_{2}), J^{\mu_{3}}(p_{3}) \rangle \rangle + \langle \langle \frac{\delta T}{\delta A_{\mu_{3}}}(p_{1}, p_{3}), J^{\mu_{2}}(p_{2}) \rangle \rangle
\] (7.14)

In the next section we will extract algebraic equations between the primary constants by taking the zero-momentum limit \( p_{3} \to 0 \). The details of this procedure are described in section 6.3. We will find that in the zero-momentum limit the right-hand sides of the secondary CWIs (7.8) - (7.10) are given by

\[
\lim_{p_{3} \to 0} \quad \text{coefficient of } p_{2}^{\mu_{1}} p_{1}^{\mu_{1}} p_{3}^{\mu_{3}} \quad \text{in } p_{2}^{\mu_{2}} \langle \langle T_{\mu_{1} \nu_{1}}(p_{1}), J^{\mu_{2}}(p_{2}), J^{\mu_{3}}(p_{3}) \rangle \rangle = 0,
\] (7.15)

\[
\lim_{p_{1} \to 0} \quad \text{coefficient of } p_{2}^{\mu_{1}} p_{3}^{\mu_{2}} p_{1}^{\mu_{3}} \quad \text{in } p_{2}^{\mu_{2}} \langle \langle T_{\mu_{1} \nu_{1}}(p_{1}), J^{\mu_{2}}(p_{2}), J^{\mu_{3}}(p_{3}) \rangle \rangle = 0,
\] (7.16)

\[
\lim_{p_{3} \to 0} \quad \text{coefficient of } \delta^{\mu_{2} \mu_{3}} p_{2}^{\mu_{1}} \quad \text{in } p_{2}^{\mu_{2}} \langle \langle T_{\mu_{1} \nu_{1}}(p_{1}), J^{\mu_{2}}(p_{2}), J^{\mu_{3}}(p_{3}) \rangle \rangle
\]

\[
= \text{coefficient of } \delta^{\mu_{2} \mu_{3}} \quad \text{in } \langle \langle J^{\mu_{2}}(p), J^{\mu_{3}}(-p) \rangle \rangle.
\] (7.17)

Let us start with the first result (7.15). Due to conformal invariance, the only operators in \( \delta J^{\mu_{2}} / \delta g^{\mu_{1} \nu_{1}} \) that can give a non-vanishing result under the expectation value with the current is another current \( J^{\mu} \). In general, the descendants of the current can also give a non-vanishing 2-point function with another current. In this case, however, the dilatation degree of \( \delta J^{\mu_{2}} / \delta g^{\mu_{1} \nu_{1}} \) is \( d - 1 \), and so descendants cannot appear. The most general form of the functional derivative term is therefore

\[
\frac{\delta J^{\mu_{2}}}{\delta g^{\mu_{1} \nu_{1}}} = c_{1} \delta^{\mu_{1} \nu_{1}} J^{\mu_{2}} + c_{2} \delta^{\mu_{2} \mu_{1}} J^{\nu_{1}} + \ldots
\] (7.18)
where $c_1$ and $c_2$ are numerical constants and the omitted terms may contain operators from different conformal families to that of $J^\mu$. The 2-point function then reads

$$\langle \delta J_{\mu_2}^\nu(p_2,p_1)J^{\mu_3}(p_3) \rangle = \left[ c_1 \delta_{\mu_1\nu_1} \delta_{\mu_2} + c_2 \delta_{\mu_1} \delta_{\nu_1} \right] \langle J^\alpha(p_3)J^{\mu_3}(-p_3) \rangle. \quad (7.19)$$

In the limit $p_3 \to 0$, however, the 2-point function vanishes, since it behaves as $p_3^{d-2}$ and $d > 2$. The same argument works for the second term in (7.13) and so (7.15) also vanishes.

Let us now establish the remaining formulae (7.16) and (7.17). Following the same argument for the limit $p_3 \to 0$, we can restrict consideration to the following terms in (7.12)

$$p_3 \langle \delta J_{\mu_1}^{\nu_1}(p_1,p_3)J^{\mu_2}(p_2) \rangle - p_3 \langle J^{\mu_1}(p_1)J^{\mu_2}(p_2) \rangle + \delta_{\mu_1} \delta_{\mu_2} \langle J^{\mu_3}(p_3)J^{\mu_3}(-p_3) \rangle. \quad (7.20)$$

Using the representation (2.15) it is straightforward to expand the last two terms. As usual, we must use the convention (4.7) for the momenta associated with Lorentz indices, leading to the right-hand sides of (7.16) and (7.17). The remaining task is then to show that there are no contributions from the first term with the functional derivative.

Since the dimension of the stress-energy tensor is $d$, while that of the conserved current is $d - 1$ and that of the source $A_\mu$ is 1, the only possible contributions to the first term in (7.12) are

$$T_{\mu\nu} = c_3 [A_\mu J_\nu + A_\nu J_\mu] + \ldots \quad (7.21)$$

where $c_3$ is a numerical constant and the omitted terms do not contain the current or its descendants. This definition of $c_3$ applies if the $J^\mu$ operator is the unique spin-1 conserved current in theory. If not, we can instead define the constant $c_3$ through the 2-point function

$$\langle \delta T_{\mu_1}^{\nu_1}(p_1,p_2)J^{\mu_3}(p_3) \rangle = 2c_3 \delta_{\mu_1} \langle J^{\nu_1}(p_3)J^{\mu_3}(-p_3) \rangle. \quad (7.22)$$

After taking the functional derivative one finds that tensors $p_2^{\mu_1} p_3^{\mu_2} p_1^{\mu_3}$ and $\delta_{\mu_1}^{\mu_2}$ are absent in (7.12).

Finally, with the definition of the $c_3$ constant as in (7.22), the same method can be applied to work out the zero-momentum limit of the right-hand side of the final secondary CWI (7.11), yielding the result

$$\lim_{p_3 \to 0} \frac{\text{coefficient of } \delta_{\mu_1}^{\mu_2} p_1^{\mu_3}}{p_1^{\mu_1} p_3^{\mu_2}} \langle T_{\mu_1}^{\nu_1}(p_1,p_2)J^{\mu_2}(p_2)J^{\mu_3}(p_3) \rangle = c_3 \cdot \text{coefficient of } \delta_{\mu_1}^{\mu_2} \text{ in } \langle J^{\nu_1}(p)J^{\mu_2}(-p) \rangle. \quad (7.23)$$

### 7.3 Solutions to secondary conformal Ward identities

Our goal now is to analyse the additional constraints imposed by the secondary CWIs (7.9) - (7.11) on the solution (7.4)-(7.7) of the primary CWIs. We proceed as in sections 6.3.2 and 6.3.3 by taking the zero-momentum limit $p_3 \to 0$ to derive algebraic equations for the primary constants.

In odd spacetime dimensions, the integrals appearing in the expressions (7.4)-(7.6) for the form factors $A_1, A_2, A_3$ are automatically finite, since the condition (6.8) cannot be
satisfied for any choice of signs. In even spacetime dimensions, however, these integrals have divergences corresponding to solutions of (6.8) with three minus signs. Upon closer inspection, however, these divergences are at most linear in $\epsilon$. As discussed in section 6.1.4, for these form factors and the corresponding secondary CWIs (7.9) - (7.10) we can then use the simple dimensional regularisation scheme (6.20) for which $u = v$. The resulting constraints on primary constants are

$$
\alpha_3 = \alpha_2, \quad (7.24)
$$

$$
\alpha_2 = -(d + 2v)\alpha_1 + \frac{2^{\frac{d}{2}} - v}{{\Gamma}} \frac{c_J}{\Gamma^2 \left(\frac{d}{2} + v\right)}, \quad (7.25)
$$

where $c_J$ encodes the normalisation of the 2-point function as given in (2.15), and for the right-hand sides we used (7.15) - (7.17).

The physical form factor $A_4$, as given in (7.7), may then be calculated as

$$
A_4 = 2\alpha_1 J_{2(011)} + \lim_{u \to v} \left[ \alpha_3 \left( J_{1(010)} + J_{1(001)} \right) + \alpha_4 J_{0(000)} \right], \quad (7.27)
$$

where the singularities of $J_{2(011)}$ in dimensional regularisation cancel against those of the remaining terms after taking the limit $u \to v$.

Our solution of the primary and secondary CWIs above depends on one undetermined primary constant as well as two different 2-point function normalisations. This result is in fact consistent with the position space result of [3] (which involves only a single 2-point function normalisation) by virtue of our different definition for the 3-point function, namely

$$
\langle T_{\mu_1 \nu_1} (x) J^{\mu_2} (y) J^{\mu_3} (z) \rangle = \frac{1}{\sqrt{g(z)}} \frac{\delta}{\delta A_{\mu_1} (z)} \frac{1}{\sqrt{g(y)}} \frac{\delta}{\delta A_{\mu_2} (y)} \frac{-2}{\delta g^{\mu_3 \nu_1} (x)} Z [g^\mu \gamma, A^\rho]
$$

$$
\langle \frac{\delta T_{\mu_1 \nu_1} (x)}{\delta A_{\mu_2} (y)} J^{\mu_3} (z) \rangle + \langle \frac{\delta T_{\mu_1 \nu_1} (x)}{\delta A_{\mu_3} (z)} J^{\mu_2} (y) \rangle. \quad (7.28)
$$

In [3] (and similarly [26, 28]) the semi-local terms on the right-hand side of this formula are absorbed into the definition of the $\langle T_{\mu_1 \nu_1} J^{\mu_2} J^{\mu_3} \rangle$ correlator: it is these semi-local terms that are responsible, via (7.22), for the dependence of our solution on the additional normalisation constant $c_3$. 
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7.4 General form of $\langle T^{\mu_1 \nu_1} J^{\mu_2} J^{\nu_3} \rangle$ in $d = 3$

Let us now focus on the special case of $d = 3$. Since in odd dimensions the correlation function is automatically finite, we can use any regularisation scheme to achieve the goal. It is therefore most convenient to use the scheme (6.6) with $u = 1$ and $v = 0$, since all triple-$K$ integrals can then be evaluated in terms of elementary integrals using (A.4.4). In this way, we find

$$J_{4\{000\}} = I_{\frac{3}{2} \left( \begin{array}{c} 0 \ 0 \ 0 \ 0 \end{array} \right)} = 2 \left( \frac{\pi}{2} \right)^2 \frac{4p_1 + p_2 + p_3}{(p_1 + p_2 + p_3)^4}, \quad (7.29)$$

$$J_{3\{100\}} = I_{\frac{3}{2} \left( \begin{array}{c} 1 \ 0 \ 0 \ 0 \end{array} \right)} = \left( \frac{\pi}{2} \right)^2 \frac{9(p_1p_2 + p_1p_3) + 6p_2p_3 + 8p_2^2 + 3(p_2^2 + p_3^2)}{(p_1 + p_2 + p_3)^3}, \quad (7.30)$$

$$J_{2\{000\}} = I_{\frac{3}{2} \left( \begin{array}{c} 0 \ 0 \ 0 \ 1 \end{array} \right)} = \left( \frac{\pi}{2} \right)^2 \frac{1}{(p_1 + p_2 + p_3)^2} \left[ 2p_1p_2p_3 + p_1^3 + p_2^3 + p_3^3 \right.
\left. + (p_2^2p_1 + p_1p_2^2 + p_1p_3^2 + p_2p_3^2 + p_3p_2^2) \right], \quad (7.31)$$

$$J_{2\{011\}} = I_{\frac{3}{2} \left( \begin{array}{c} 0 \ 1 \ 1 \ 0 \end{array} \right)} = \left( \frac{\pi}{2} \right)^2 \frac{1}{(p_1 + p_2 + p_3)^2} \left[ - \frac{p_3}{\epsilon} + p_3 \log(p_1 + p_2 + p_3) \right.
\left. + p_1p_2 + (\gamma_E - 2)(p_1p_3 + p_2p_3) - p_1^2 - p_2^2 + (\gamma_E - 1)p_3^2 + O(\epsilon) \right] \ , \quad (7.32)$$

$$J_{1+\epsilon\{010\}} = I_{\frac{3}{2} \left( \begin{array}{c} 1 \ 0 \ 1 \ 0 \end{array} \right)} = \left( \frac{\pi}{2} \right)^2 \left[ - \frac{p_2 + p_3}{\epsilon} + (p_2 + p_3) \log(p_1 + p_2 + p_3) + (\gamma_E - 1)(p_2 + p_3) - p_1 + O(\epsilon) \right], \quad (7.33)$$

$$J_{0+\epsilon\{000\}} = I_{\frac{3}{2} \left( \begin{array}{c} 0 \ 0 \ 0 \ 1 \end{array} \right)} = \left( \frac{\pi}{2} \right)^2 \left[ - \frac{p_2 + p_3}{\epsilon} + (p_2 + p_3) \log(p_1 + p_2 + p_3) + (\gamma_E - 1)(p_2 + p_3) - p_1 + O(\epsilon) \right], \quad (7.34)$$

with similar integrals following from the permutation formula (6.11).

Applying the secondary CWIs (7.24) - (7.26) we then obtain the final result

$$A_1 = \alpha_1 \frac{2(4p_1 + p_2 + p_3)}{(p_1 + p_2 + p_3)^4}, \quad (7.35)$$

$$A_2 = \frac{2\alpha_1 p_1^2}{(p_1 + p_2 + p_3)^3} + 4\sqrt{\pi} \frac{(2p_1 + p_2 + p_3)}{(p_1 + p_2 + p_3)^2} \ c_J, \quad (7.36)$$

$$A_3 = \frac{\alpha_1}{(p_1 + p_2 + p_3)^3} \left[ -2p_1^2 - p_2^2 - p_3^2 - 3p_1p_2 + 3p_1p_3 \right] + \frac{4\sqrt{\pi} (2p_1 + p_2 + p_3)}{(p_1 + p_2 + p_3)^2} \ c_J, \quad (7.37)$$

$$A_4 = \alpha_1 \frac{(p_1 + p_2 - p_3)(p_1 - p_2 + p_3)(2p_1 + p_2 + p_3)}{2(p_1 + p_2 + p_3)^2} - 2\sqrt{\pi} \frac{2p_1^2}{(p_1 + p_2 + p_3)^2} - \frac{p_2 - p_3}{c_J} - 4\sqrt{\pi} (p_2 + p_3)c_J, \quad (7.38)$$

In these results we rescaled the coefficient $\alpha_1$ according to $\alpha_1 (\pi/2)^{3/2} \mapsto \alpha_1$, so as to remove the awkward factor of $(\pi/2)^{3/2}$.

The form factors build the transverse-traceless part of the correlation function according to (7.1). The full correlation function can then be recovered by means of (4.20) and
(7.41). Using the transverse and trace Ward identities (7.12, 7.13, 7.14), we find
\[
\langle T^{\mu_1 \nu_1} (p_1) J^{\mu_2} (p_2) J^{\nu_3} (p_3) \rangle = \langle t^{\mu_1 \nu_1} (p_1) j^{\mu_2} (p_2) j^{\nu_3} (p_3) \rangle \\
+ 2 \mathcal{G}^{\mu_1 \nu_1} (p_1) \pi^{\nu_2 \alpha_1} (p_3) p_3^\beta + \frac{p_3^\mu}{p_3^\beta} \delta^{\mu_1 \nu_1} p_1^\beta \langle J^{\mu_2} (p_2) J_\beta (-p_2) \rangle \\
+ \pi^{\nu_3 \alpha_3} (p_3) \left[ \mathcal{G}^{\mu_1 \nu_2 \alpha_1} (p_1) p_1^\beta + \frac{\pi^{\mu_1 \nu_1} (p_1)}{d-1} \delta_\alpha_1 \beta_1 \right] \langle \delta J_{\alpha_3} \beta_3 (p_3, p_1) J^{\mu_2} (p_2) \rangle \\
+ \frac{2 p_3^{\mu_2} p_3^{\alpha_3}}{p_3^2} \delta^{\mu_1 \nu_1} \delta^{\nu_2 \beta_2} \langle \delta J_{\alpha_3} \beta_3 (p_3, p_1) J^{\mu_2} (p_2) \rangle \\
+ \text{everything with } (p_2, p_2) \leftrightarrow (p_3, p_3),
\]
where \( \mathcal{G}^{\mu \nu} \) was given in (4.22). Here we assume no scale anomalies are present: if anomalies occur, the additional ultralocal contributions should be added to (7.39).

The result (7.39) is the most general explicit expression for the \( \langle T^{\mu_1 \nu_1} J^{\mu_2} J^{\nu_3} \rangle \) correlation function in the momentum space. As we can see, it depends on one undetermined primary constant plus the normalisations of the 2-point functions.

### 7.5 Free fermions in \( d = 3 \)

As a cross-check on our calculations we now consider free fermions in \( d = 3 \) Euclidean dimensions given by the action
\[
S = \int d^3 x \ e^{2 i \bar{\psi} e^\mu_\gamma^a \hat{D}_\mu \gamma^a \psi},
\]
(7.40)
where
\[
\hat{D}_\mu = \nabla_\mu - i A_\mu, \quad \nabla_\mu = \partial_\mu - \frac{i}{2} \omega^{ab}_\mu \Sigma_{ab},
\]
(7.41)
and \( \omega^{ab}_\mu \) is the spin connection
\[
\omega^{ab}_\mu = e^a_\nu \partial_\mu e^{ab}_\nu + e^a_\nu e^{ab}_\gamma \Gamma^\nu_{\sigma \mu}, \quad \Sigma_{ab} = \frac{i}{4} [\gamma^a, \gamma^b].
\]
(7.42)
Here \( \Gamma^\nu_{\sigma \mu} \) is the Christoffel symbol associated with the metric \( g_{\mu \nu} \), while \( e^a_\mu \) are vielbeins satisfying \( e^a_\nu e^\nu_a = g_{\mu \nu} \) and the gamma matrices \( \gamma^a \) satisfy \( \gamma^\mu = e^a_\mu \gamma^a \). On flat space, we then have \( \{ \gamma^a, \gamma^b \} = -2 \delta^{ab} \). In \( d = 3 \), the spin-\( \frac{1}{2} \) representation of the group \( SO(3) \) is 2-dimensional and \( \text{Tr}(\gamma^a \gamma^b) = -2 \delta^{ab} \).

Notice that the gauge field \( A_\mu \) is treated as a source for the conserved current and is not a degree of freedom. The stress-energy tensor and the conserved current in the presence of the sources are
\[
T_{\mu \nu} = \frac{2}{\sqrt{g}} \frac{\delta S}{\delta g^{\mu \nu}} = \bar{\psi} \gamma_\mu (D_\nu) \gamma^\nu \psi - g_{\mu \nu} \bar{\psi} \gamma_a (D_a) \gamma^\nu \psi,
\]
(7.43)
\[
J^\mu = \frac{1}{\sqrt{g}} \frac{\delta S}{\delta A^\mu} = -i \bar{\psi} \gamma^\mu \psi.
\]
(7.44)
In this case the current is associated with the $U(1)$ symmetry, therefore we omit the group indices on $J^\mu$. By direct calculation we find

$$\langle J^\mu(p)J^\nu(-p) \rangle = -\frac{1}{16}p\pi^{\mu\nu}(p),$$  

(7.45)

$$\langle T^{\mu_1\nu_1}(p)T^{\mu_2\nu_2}(-p) \rangle = \frac{1}{128}p^3\Pi^{\mu_1\nu_1\mu_2\nu_2}(p).$$  

(7.46)

The transverse Ward identities can be obtained by differentiation of the equations (5.49, 5.50) and are listed in the second part of the paper. Some terms of the terms involve functional derivatives and may be evaluated directly from expressions (7.43, 7.44),

$$\frac{\delta T_{\mu\nu}(x)}{\delta A_\rho(y)} = \frac{1}{2}[J_\mu\delta_\nu^\rho + J_\nu\delta_\mu^\rho - 2J_\rho\delta_{\mu\nu}]\delta(x - y),$$  

(7.47)

$$\frac{\delta J_\mu(x)}{\delta g^{\alpha\beta}(y)} = \frac{1}{4}[J_\beta\delta_\mu^\alpha + J_\alpha\delta_\mu^\beta]\delta(x - y),$$  

(7.48)

where the sources are turned off after the derivative is taken. All together, for this particular CFT we find

$$c_J = \frac{1}{32\sqrt{\pi}}, \quad c_T = \frac{3}{512\sqrt{\pi}}, \quad c_3 = \frac{1}{2}.$$  

(7.49)

where the 2-point function normalisations $c_J$ and $c_T$, and the constant $c_3$, are as defined in (2.15), (2.14) and (7.22) respectively.

The 3-point function can be calculated by the usual Feynman rules. Using the results of section 4.3, one finds

$$A_1 = -\frac{4p_1 + p_2 + p_3}{12(p_1 + p_2 + p_3)}$$  

(7.50)

$$A_2 = \frac{9(p_1p_2 + p_1p_3) + 6p_2p_3 + 4p_1^2 + 3(p_2^2 + p_3^2)}{24(p_1 + p_2 + p_3)^3},$$  

(7.51)

$$A_3 = \frac{6p_1p_2 + 3p_1p_3 + 3p_2p_3 + 4p_1^2 + 2p_2^2 + p_3^2}{12(p_1 + p_2 + p_3)^3},$$  

(7.52)

$$A_4 = -\frac{4p_1p_2p_3 + 7(p_1^2p_2 + p_1^2p_3) - 2(p_1p_2^2 + p_1p_3^2) + p_2p_3^2 + p_3p_2^2 + 8p_1^3 - (p_2^3 + p_3^3)}{48(p_1 + p_2 + p_3)^2}.$$  

(7.53)

The form factors $A_j$ are defined in the decomposition (7.1).

We can compare this result directly with the solution (7.35) - (7.38). Since we know the 2-point function normalisations (7.49) there is only one undetermined constant, $\alpha_1$. The solution (7.50) - (7.53) then fits perfectly with $\alpha_1 = -\frac{1}{27}$. In fact, the secondary Ward identities provide quite a robust check on the standard QFT calculation of the 3-point function: for example, a mistake leading to the overall rescaling of all form factors in (7.50) - (7.53) by some factor would immediately lead to an inconsistency with the 2-point function normalisation constants (7.49).
8 Extensions

In this final section of Part I, we briefly discuss two extensions of the present analysis: how to write the results for tensor correlators in terms of a helicity basis, and the issues that arise when we try to generalise to higher-point correlation functions.

8.1 Helicity formalism

In the helicity formalism, one writes down a basis for the space of transverse and transverse-traceless tensors in terms of polarisation tensors $\xi^{(s)}_{\mu}$ and $\epsilon^{(s)}_{\mu\nu}$ respectively, where the index $s$ ranges over helicities. The number of helicities depends on the tensor structure and is equal to the dimension of the corresponding representation of the little group in $D = d + 1$ dimensions. For the conserved current it is equal to $d - 1$ and for the symmetric, traceless tensors of rank 2 it is equal to $(d+1)(d-2)/2$. Note that these numbers are equal to $\pi_{\mu\nu}(p)$ and $\Pi^{\mu\nu\rho\sigma}(p)$ respectively, where the projectors are defined in (4.1) and (4.2).

The polarisation tensors can be defined by the decomposition of the projectors,

$$\pi_{\mu\nu}(p) = \sum_s \xi^{(s)}_{\mu}(p)\bar{\xi}^{(s)}_{\nu}(p),$$

$$\Pi^{\mu\nu\rho\sigma}(p) = \frac{1}{2} \sum_s \epsilon^{(s)}_{\mu\nu}(p)\bar{\epsilon}^{(s)}_{\rho\sigma}(p),$$

where the bar over a symbol denotes complex conjugation. Moreover, the helicity tensors satisfy

$$p^\mu \epsilon^{(s)}_{\mu}(p) = 0,$$

$$\epsilon^{(s)}_{\mu\nu} = \epsilon^{(s)}_{\nu\mu},$$

$$\delta^{\mu\nu} \epsilon^{(s)}_{\mu\nu} = 0,$$

$$\bar{\epsilon}^{(s)}_{\mu}(p) = \epsilon^{(s)}_{\mu}(-p),$$

$$\bar{\epsilon}^{(s)}_{\mu\nu}(p) = \epsilon^{(s)}_{\mu\nu}(-p).$$

Using the identities from appendix A.7 one finds

$$\epsilon^{(s)}_{\mu}(p)\bar{\xi}^{(s')}(p) = \delta^{ss'},$$

$$\epsilon^{(s)}_{\mu\nu}(p)\bar{\epsilon}^{(s')(s'')}(p) = 2\delta^{ss''}.$$

The helicity-projected operators are then defined as

$$J^{(s)}(p) = \bar{\epsilon}^{(s)}_{\mu}(p)J^\mu(p),$$

$$T^{(s)}(p) = \frac{1}{2} \bar{\epsilon}^{(s)}_{\mu\nu}(p)T^{\mu\nu}(p).$$

Correlation functions of the helicity-projected operators can easily be obtained from the transverse-traceless parts of the correlators. First observe that the semi-local parts of any correlation function vanish when contracted with polarisation tensors. Indeed, equations (8.1, 8.2) together with (8.4) imply that

$$\pi^{\mu\nu}(p)\bar{\xi}^{(s)}_{\mu}(p) = \bar{\xi}^{(s)}_{\nu}(p)\pi^{\nu\mu}(p) = 0.$$

Then, using equation (5.20) we can write

$$\bar{\xi}^{(s)}_{\mu} j^\mu_{\text{loc}} = \bar{\epsilon}^{(s)}_{\nu} \pi^{\nu\mu}_{\text{loc}} = 0.$$
and similarly $\epsilon^{(s)}_{\mu'\nu'_\text{loc}} = 0$. To obtain correlation functions in the helicity formalism, 
one can therefore apply helicity projectors to the transverse-traceless parts of correlators only. 
Due to (8.6), the projectors (4.1) and (4.2) can then be removed as well. Finally, one needs 
to compute a small number of contractions of the helicity projectors with momenta and 
with the metric.

8.1.1 Examples in $d = 3$

As an example, consider the $\langle \langle T^{\mu_1\nu_1} T^{\mu_2\nu_2} \mathcal{O} \rangle \rangle$ correlation function in $d = 3$ 
spacetime dimensions. Applying first the helicity projectors to its decomposition (4.10), we find

$$
\langle \langle T^{(s_1)}(p_1) T^{(s_2)}(p_2) \mathcal{O}(p_3) \rangle \rangle = \frac{1}{4} \epsilon^{(s_1)}_{\mu_1\nu_1}(p_1) \epsilon^{(s_2)}_{\mu_2\nu_2}(p_2) \langle \langle T^{\mu_1\nu_1}(p_1) T^{\mu_2\nu_2}(p_2) \mathcal{O}(p_3) \rangle \rangle 
$$

$$
= \frac{1}{4} \left[ A_1 \epsilon^{(s_1)}_{\mu_1\nu_1}(p_1) \epsilon^{(s_2)}_{\mu_2\nu_2}(p_2) p_2^\mu p_2^\nu + A_2 \epsilon^{(s_1)}_{\mu_1\alpha}(p_1) \epsilon^{(s_2)}_{\mu_2\alpha}(p_2) p_2^\mu p_2^\nu 
+ A_3 \epsilon^{(s_1)}_{\alpha\beta}(p_1) \epsilon^{(s_2)\alpha\beta}(p_2) \right]. 
$$

The contractions with helicity tensors depend on the precise definition of the latter and 
also the overall dimension. Let us consider, for example, the case $\Delta_2 = \Delta_3 = 1$. In $d = 3$
there are two helicities, which are usually denoted by $s = \pm$. The required contractions 
can be found in [17],

$$
\epsilon^{(s_1)}_{\mu_1\nu_1}(p_1) p_2^\mu p_2^\nu = \frac{J^2}{4\sqrt{2}p_1^2},
$$

$$
\epsilon^{(s_1)}_{\mu_1\alpha}(p_1) \epsilon^{(s_2)\alpha}(p_2) p_2^\mu p_2^\nu = \frac{J^2 S_3^{(s_1 s_2)}}{16p_1^2 p_2^2},
$$

$$
\epsilon^{(s_1)}_{\alpha\beta}(p_1) \epsilon^{(s_2)\alpha\beta}(p_2) = \frac{(S_3^{(s_1 s_2)})^2}{8p_1^2 p_2^2},
$$

where $J^2$ and $S_3^{(s_1 s_2)}$ are defined as

$$
J^2 = (p_1 + p_2 + p_3)(-p_1 + p_2 + p_3)(p_1 - p_2 + p_3)(p_1 + p_2 - p_3),
$$

$$
S_3^{(s_1 s_2)} = p_3^2 - (s_1 p_1 + s_2 p_2)^2.
$$

Using (6.67) - (6.69) for the form factors, the most general solution is

$$
\langle \langle T^{(s_1)}(p_1) T^{(s_2)}(p_2) \mathcal{O}^f(p_3) \rangle \rangle = \alpha_1 \frac{3p_1 p_2}{4p_3} \left( \frac{p_1 + p_2 - p_3}{p_1 + p_2 + p_3} \right)^2 \delta^{s_1 s_2}
+ c_\mathcal{O} \sqrt{\frac{S_3^{(s_1 s_2)}}{32p_1^2 p_2^2 p_3}} \left[ -2c_1 J^2 + \left( (c_4' - 3c_2')(p_1^2 + p_2^2) + 3(c_4' + c_2')p_3^2 \right) S_3^{(s_1 s_2)} \right].
$$

The constants $c_1'$ and $c_2'$ are defined in (6.64) and $c_\mathcal{O}$ is the normalisation constant of 
the 2-point function $\langle \langle \mathcal{O}^f \mathcal{O}^f \rangle \rangle$ defined in (2.7).

As a check on our results in (7.7), we compared our solution with that obtained in [29] 
for the $\langle \langle T^{\mu_1\nu_1} J^{\mu_2} J^{\nu_3} \rangle \rangle$ correlator of free scalars and fermions finding perfect agreement.
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The same method can be applied to the correlation function of three stress-energy tensors in $d = 3$. This is an interesting example, since, according to the position space results of [3], there is one fewer independent conformal structure in $d = 3$ than in dimensions $d > 3$. Indeed, the application of the helicity formalism in $d = 3$ to the correlation function of three stress-energy tensors given by (R.1.28) - (R.1.32) leads to the following result

\[
\langle \langle T^{(+)\left(p_1\right)}T^{(+)\left(p_2\right)}T^{(+)}\left(p_3\right) \rangle \rangle = \frac{30\sqrt{2} \alpha_1 J^2 p_1 p_2 p_3}{a^{123}}
\]

\[
- c_T \frac{\sqrt{\pi} J^2 a^{123}}{12\sqrt{2} c_{123}^2} \left[ (3a_{123}^2 - 7a_{123} b_{123} + 5c_{123}) + 8(p_1^3 + p_2^3 + p_3^3)c_g \right],
\]

(8.15)

\[
\langle \langle T^{(+)\left(p_1\right)}T^{(+)\left(p_2\right)}T^{(-)}\left(p_3\right) \rangle \rangle = -c_T \frac{\sqrt{\pi} J^2 (p_1 + p_2 - p_3)^2}{12\sqrt{2} c_{123}^2}
\]

\[
\times \left[ \frac{1}{a_{123}^2} (3p_5^2 + 4p_2^2 a_{12} + p_3^2(a_{12}^2 - b_{12}) + p_3 a_{12}(p_3 + 4a_{12})(a_{12}^2 - 3b_{12})
\]

\[
+ a_{12}^3(3a_{12}^2 - 7b_{12})) + 8(p_1^3 + p_2^3 + p_3^3)c_g \right],
\]

(8.16)

where $J^2$ is defined in (8.12) and all remaining variables are symmetric polynomials in magnitudes of momenta defined in (R.1.2). Notice that this solution depends on a single primary constant $\alpha_1$ and does not depend on $\alpha_2$, which features in the solution (R.1.28) - (R.1.32). The same result can also be obtained directly in momentum space, as presented in appendix A.2. Note also that the $\langle \langle T^{(+)\left(p_1\right)}T^{(+)}\left(p_3\right) \rangle \rangle$ part of the correlation function does not depend on $\alpha_1$, and hence is determined uniquely in terms of the 2-point function.

### 8.2 Higher-point correlation functions

It would be interesting to apply the present formalism to higher-point correlation functions in momentum space. Unfortunately, this seems to be a much more difficult task. In general, the ideas of the tensor decomposition described in section 4.1 are valid, but much less constraining. For concreteness, consider the $\langle \langle T^{\mu_1 \nu_1} \left(p_1\right)T^{\mu_2 \nu_2} \left(p_2\right)\mathcal{O}(p_3)\mathcal{O}(p_4) \rangle \rangle$ correlation function. As there are now three independent momenta, each transverse or traceless projector (4.1) and (4.2) can be contracted with either of the two independent transverse momenta to yield a non-vanishing result. The decomposition of the transverse-traceless part of the correlation function under consideration is therefore

\[
\langle \langle T^{\mu_1 \nu_1} \left(p_1\right)T^{\mu_2 \nu_2} \left(p_2\right)\mathcal{O}(p_3)\mathcal{O}(p_4) \rangle \rangle = \Pi^{\mu_1 \nu_1}_{\alpha_1 \beta_1} \left(p_1\right)\Pi^{\mu_2 \nu_2}_{\alpha_2 \beta_2} \left(p_2\right) \left[ \right.
\]

\[
\sum_{n_1,2 \in \left\{ 2, 3 \right\}} \sum_{n_3,4 \in \left\{ 3, 4 \right\}} A_{n_1 n_2 n_3 n_4} p_{n_1 \beta_1}^\alpha \rho_{n_2 \alpha_2} \rho_{n_3 \beta_2} \rho_{n_4} \]

\[
+ \delta^{\alpha_1 \alpha_2} \sum_{n_1 \in \left\{ 2, 3 \right\}} \sum_{n_2 \in \left\{ 3, 4 \right\}} A_{n_1 n_2} \rho_{n_1 \beta_1}^\alpha \rho_{n_2 \beta_2} + A_0 \delta^{\alpha_1 \alpha_2} \delta^{\beta_1 \beta_2} \left] \right.,
\]

(8.17)

where $A_{n_1 n_2 n_3 n_4}$, $A_{n_1 n_2}$ and $A_0$ are form factors. Initially, we thus have $2^4 = 16$ tensor structures following from the contractions of the transverse-traceless projectors with momenta, while in case of 3-point functions the corresponding tensor was unique.
The decomposition above is valid as long as \( d \geq 4 \). In case of \( d = 3 \), the metric \( \delta^{\mu \nu} \) is not an independent tensor according to (4.5). In this case, the decomposition (8.17) can be truncated after the second line.

In the case of the correlator \( \langle \langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} T^{\mu_3 \nu_3} T^{\mu_4 \nu_4} \rangle \rangle \) our procedure reduces the number of independent tensor structures from the original 47 868 simple tensors built from the metric and three independent momenta down to 382 transverse-traceless tensor structures. This number, however, should be further diminished when the full symmetry group \( S_4 \) is imposed. For the 3-point function, the full symmetry group was automatically encoded in the decomposition, since only one momentum could appear under a chosen Lorentz index. In case of the 4-point function, the permutation group mixes various momenta and the fully symmetric structure is not clearly visible. For comparison, in the case of the 3-point function \( \langle \langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} T^{\mu_3 \nu_3} \rangle \rangle \), 499 simple tensors built up from the metric and two independent momenta were reduced down to five transverse-traceless tensor structures.

In addition, the form factors are no longer functions of momentum magnitudes only. If we consider an \( n \)-point function in a \( d \)-dimensional CFT with \( d \geq n \), then the scalar products

\[
p_{ij} = p_i \cdot p_j, \quad i, j = 1, 2, \ldots, n, \quad i < j
\]  

(8.18)

are independent variables. In this case, the form factors can be regarded as functions of \( p_{ij} \).

It would be interesting to work out the form of the conformal Ward identities for higher-point correlation functions. It would be vital to understand the objects corresponding to conformal ratios in momentum space. So far, we can only count the number of degrees of freedom in an \( n \)-point function in a \( d \)-dimensional CFT and compare it to the number of independent conformal ratios which is \( n(n - 3)/2 \), assuming \( d \geq n \) [38]. Indeed, the number of independent scalar products (8.18) is reduced by the \( n - 1 \) differential equations (5.2) and (5.3) following from the special conformal Ward identities, plus the additional constraint (5.1) from the dilatation Ward identity, leaving

\[
\frac{n(n - 1)}{2} - (n - 1) - 1 = \frac{n(n - 3)}{2}
\]

(8.19)

in accordance with the number of conformal ratios.
List of results

Definitions

Here we collect together the necessary definitions and notation required to present our main results; further details may be found in the first part of the paper.

Basic conventions

We assume \( d \geq 3 \) Euclidean dimensions. Vectors are denoted by bold letters, e.g., \( \mathbf{p}_1 \); but all results will be expressed in terms of the magnitudes of the momenta

\[
p_j = |\mathbf{p}_j| = \sqrt{\mathbf{p}_j^2}, \quad j = 1, 2, 3. \tag{R.1.1}
\]

In particular, the form factors \( A_j = A_j(p_1, p_2, p_3) \) are functions of the momentum magnitudes. Arrows denote the exchange of arguments, e.g., \( A_j(p_1 \leftrightarrow p_2) = A_j(p_2, p_1, p_3) \). If no arguments are given for a particular form factor then the standard ordering is assumed, \( A_j(p_1, p_2, p_3) \).

To write the results in compact form, we frequently make use of the following symmetric polynomials in the momentum magnitudes

\[
a_{123} = p_1 + p_2 + p_3, \quad b_{123} = p_1p_2 + p_1p_3 + p_2p_3, \quad c_{123} = p_1p_2p_3, \tag{R.1.2}
\]

where \( i, j = 1, 2, 3 \).

Conformal Ward identities (CWIs) and triple-\( K \) integrals

The CWI operators \( K_j \) and \( K_{ij} \), \( i, j = 1, 2, 3 \) are defined in (5.25) and (5.26) by

\[
K_j = \frac{\partial^2}{\partial \mathbf{p}_j^2} + \frac{d + 1 - 2\Delta_j}{\mathbf{p}_j} \frac{\partial}{\partial \mathbf{p}_j}, \tag{R.1.3}
\]

\[
K_{ij} = K_i - K_j. \tag{R.1.4}
\]

By \( \Delta_j, j = 1, 2, 3 \) we denote the conformal dimension of the \( j \)-th operator in a given 3-point function. For example in \( \langle \langle T^{\mu_1 \nu_1} J^{\mu_2} J^{\nu_3} \rangle \rangle \) we have \( \Delta_1 = d \) and \( \Delta_2 = \Delta_3 = d - 1 \).

The triple-\( K \) integral (6.1) and its reduced version (6.3) are

\[
I_{\{\alpha \beta_1 \beta_2 \beta_3\}}(p_1, p_2, p_3) = \int_0^\infty dx \, x^\alpha \prod_{j=1}^3 p_j^{\beta_j} K_{\beta_j}(p_j x), \tag{R.1.5}
\]

\[
J_{N \{k_j\}} = I_{\frac{d}{2}-1+N \{\Delta_j-\frac{d}{2}+k_j\}}, \tag{R.1.6}
\]

where \( K_\nu \) is the Bessel function \( K \) (modified Bessel function of the second kind) and we use a shortened notation \( \{k_j\} = \{k_1 k_2 k_3\} \).
Solutions to the primary CWIs, see section 6.2, are given as linear combinations of reduced triple-$K$ integrals multiplied by constants, denoted by $\alpha_j$ and called primary constants. If a primary constant is not restricted by means of the secondary CWIs, then it is a free parameter depending on the details of the theory.

If a triple-$K$ integral diverges it can be regularised by

$$I_{\alpha\{\beta_1,\beta_2,\beta_3\}} \rightarrow I_{\alpha + uc\{\beta_1 + v\epsilon, \beta_2 + v\epsilon, \beta_3 + v\epsilon\}}.$$  \hspace{1cm} (R.1.7)

with $u = v = -1/2$ then substituted at the end of the calculation for any form factor. If the regulator $\epsilon$ cannot be removed, then both triple-$K$ integrals and primary constants are power series in $\epsilon$ regularised in the dimensional regularisation scheme $d \mapsto d - \epsilon$, $\Delta_j \mapsto \Delta_j - \epsilon$.

The differential operators appearing in the secondary CWIs are defined by (5.31) and (5.32) and read

$$L_N = p_1 (p_1^2 + p_2^2 - p_3^2) \frac{\partial}{\partial p_1} + 2p_1 p_2 \frac{\partial}{\partial p_2}$$
$$+ \left[ (2d - \Delta_1 - 2\Delta_2 + N)p_1^2 + (2\Delta_1 - d)(p_3^2 - p_2^2) \right],$$ \hspace{1cm} (R.1.8)

$$R = p_1 \frac{\partial}{\partial p_1} - (2\Delta_1 - d),$$ \hspace{1cm} (R.1.9)

$$L'_N = L_N$$ with $(p_1 \leftrightarrow p_2)$ and $(\Delta_1 \leftrightarrow \Delta_2)$, \hspace{1cm} (R.1.10)

$$R' = R$$ with $(p_1 \rightarrow p_2)$ and $(\Delta_1 \rightarrow \Delta_2)$. \hspace{1cm} (R.1.11)

The secondary CWIs denoted by an asterisk are redundant, i.e., they do not impose any additional constraints on primary constants, see section 7.2.

Finally, we use the constant $l_{\alpha\{\beta_k\}}$ defined in (6.54),

$$l_{\alpha\{\beta_1,\beta_2,\beta_3\}} = \frac{2^{\alpha-3} \Gamma(\beta_3)}{\Gamma(\alpha - \beta_3 + 1)} \prod_{\epsilon_1, \epsilon_2 \in \{-1, 1\}} \Gamma \left( \frac{\alpha - \beta_3 + 1 + \epsilon_1 \beta_1 + \epsilon_2 \beta_2}{2} \right).$$  \hspace{1cm} (R.1.12)

**Tensor decomposition**

In momentum space correlators may be expressed in terms of tensor structures constructed from momenta and the metric multiplied by scalar form factors. Due to momentum conservation not all momenta are independent and we use the convention to consider different momenta as being independent depending on their Lorentz indices are discussed (see section 4.1 and in particular (4.7)):

$$p_1, p_2$$ for $\mu_1, \nu_1$; $p_2, p_3$ for $\mu_2, \nu_2$ and $p_3, p_1$ for $\mu_3, \nu_3$. \hspace{1cm} (R.1.13)

The transverse and transverse-traceless projectors (4.1) and (4.2) are

$$\Pi_{\alpha\beta}(p) = \frac{1}{2} \left( \pi_\alpha^\mu(p)\pi_\beta^\nu(p) + \pi_\beta^\mu(p)\pi_\alpha^\nu(p) \right) - \frac{1}{d - 1} \pi^{\mu\nu}(p)\pi_{\alpha\beta}(p).$$ \hspace{1cm} (R.1.15)
The transverse-traceless and semi-local parts of the conserved current \( J^\mu \) the stress-energy tensor \( T^{\mu \nu} \) are given by (4.17) and (4.18) and read

\[
\begin{align*}
J^\mu &\equiv \pi^\mu_\alpha J^\alpha, \\
J^\mu_{\text{loc}} &\equiv J^\mu - j^\mu,
\end{align*}
(R.1.16)
\[
\begin{align*}
t^{\mu \nu} &\equiv \Pi^{\mu \nu}_{\alpha \beta} T^{\alpha \beta}, \\
t^{\mu \nu}_{\text{loc}} &\equiv T^{\mu \nu} - t^{\mu \nu}.
\end{align*}
(R.1.17)
\]

The semi-local parts (denoted with the subscript ‘loc’) can also be expressed as

\[
\begin{align*}
j^\mu_{\text{loc}} &\equiv p^\mu p^2 r, \\
t^{\mu \nu}_{\text{loc}} &\equiv p^\mu p^2 R^\nu + p^\nu p^2 R^\mu - \frac{1}{d-1} \pi^{\mu \nu} \left( T - \frac{R}{p^2} \right),
\end{align*}
(R.1.18)
\]

where longitudinal and trace parts are

\[
\begin{align*}
r &\equiv p^\mu J^\mu, \\
R^\nu &\equiv p^\mu T^{\mu \nu}, \\
R &\equiv p^\nu R^\nu, \\
T &\equiv T^{\mu \mu}.
\end{align*}
(R.1.19)
\]

It will also be useful to define the operator \( \mathcal{F}_a^{\mu \nu} \) as in (4.22), namely

\[
\mathcal{F}_a^{\mu \nu}(p) = \frac{1}{p^2} \left[ 2p^\mu \delta^\nu_a - \frac{p_a}{d-1} \left( \delta^{\mu \nu} + (d-2) \frac{p^\mu p^\nu}{p^2} \right) \right].
(R.1.20)
\]

We also denote \( \mathcal{F}^{\mu \nu} = \delta^{\alpha \beta} \mathcal{F}_\beta^{\mu \nu} \).

**Operators in the theory**

We assume the CFT contains the following data:

- A symmetry group \( G \). The conserved current \( J^{\mu a} \), \( a = 1, \ldots, \text{dim} \ G \), is then the Noether current associated with the symmetry and is sourced by a potential \( A_a^\mu \). Currents transform in the adjoint representation and we denote the structure constants as \( f^{abc} \). We assume the Killing form is diagonal, \( \text{tr}(T^a T^b) = \frac{1}{2} \delta^{ab} \), where \( T^a \) are generators of the group.

- Scalar primary operators \( O^I \) all of the same dimension \( \Delta \). They are sourced by \( \phi_0^I \) and transform in a representation \( R \) of the symmetry group. The representation matrices are denoted by \( (T^a_R)^IJ \).

- A stress-energy tensor \( T^{\mu \nu} \) sourced by a metric \( g^{\mu \nu} \).

The relevant Ward identities in the CFT are discussed in section 5; in particular the transverse Ward identities are given in section 5.4. Note that we define the 3-point function of the stress-energy tensor to be the correlator of three separate stress-energy tensor insertions (and this results in additional terms containing functional derivatives relative to other papers in the literature, see the discussion in section 5.4).

The normalisation constants \( c_O, c_J, c_T \) for 2-point functions are

\[
\begin{align*}
\langle \langle O^I(p) O^J(-p) \rangle \rangle &\equiv c_O \delta^{IJ} \Gamma \left( \frac{d}{2} - \Delta - \nu \epsilon \right) p^{2\Delta - d + 2\nu \epsilon}, \\
\langle \langle J^{\mu a}(p) J^{\nu b}(-p) \rangle \rangle &\equiv c_J \pi^{\mu \nu}(p) \delta^{ab} \Gamma \left( 1 - \frac{d}{2} - \nu \epsilon \right) p^{d - 2 + 2\nu \epsilon}, \\
\langle \langle T^{\mu \nu}(p) T^{\rho \sigma}(-p) \rangle \rangle &\equiv c_T \Pi^{\mu \nu \rho \sigma}(p) \Gamma \left( -\frac{d}{2} - \nu \epsilon \right) p^{d + 2\nu \epsilon},
\end{align*}
(R.1.21)
(R.1.22)
(R.1.23)
\]
where we use the general regularisation scheme (6.7) which takes \( d \mapsto d + 2u \epsilon, \Delta_j \mapsto \Delta_j + (u + v) \epsilon \). Notice that the parameter \( u \) does not appear in the 2-point functions. Dimensional regularisation then corresponds to \( u = v = -1/2 \).

In the following, we will illustrate our general results with specific examples in \( d = 3 \) and 5 dimensions. We consider for these purposes scalar operators both with dimensions \( \Delta = d - 2 \) and with dimension \( \Delta = d \). The former may be constructed as \( \mathcal{O} = \phi^2 \) in a theory of free scalars, where \( \phi \) is the fundamental field, while the latter presents an interesting case being marginal.

\[
\langle \mathcal{O} \mathcal{O} \mathcal{O} \rangle
\]

\[
\langle \mathcal{O}^{I_1}(p_1)\mathcal{O}^{I_2}(p_2)\mathcal{O}^{I_3}(p_3) \rangle = A_{I_1I_2I_3}^{I_1}(p_1,p_2,p_3),
\]

(R.2.1)

The primary CWIs are

\[
K_{ij} A_{I_1}^{I_1I_2I_3} = 0, \quad i, j = 1, 2, 3,
\]

(R.2.2)

The solution in terms of triple-\( K \) integrals (R.1.6) is

\[
A_{I_1}^{I_1I_2I_3} = \alpha_{I_1}^{I_1I_2I_3} J_0(000),
\]

(R.2.3)

where \( \alpha_{I_1}^{I_1I_2I_3} \) is an arbitrary constant. (Note that primary constants inherit the group structure of the correlation function.) For any permutation \( \sigma \) of the set \( \{1,2,3\} \) the \( A_1 \) form factor satisfies

\[
A_{\sigma(1)I_2I_3}^{I_1} (p_{\sigma(1)},p_{\sigma(2)},p_{\sigma(3)}) = A_{I_1I_2I_3}^{I_1}(p_1,p_2,p_3).
\]

(R.2.4)

\[
\langle J^{\mu_1} \mathcal{O} \mathcal{O} \rangle
\]

**Ward identities.** The transverse Ward identity is

\[
p_{1\mu_1} \langle j^{\mu_1a}(p_1)\mathcal{O}^{I_2}(p_2)\mathcal{O}^{I_3}(p_3) \rangle =
\]

\[
= -(T_R^{\mu_1})^{K_{I_3}} \langle \mathcal{O}^{K}(p_2)\mathcal{O}^{I_2}(\mathcal{J}_p^0) \rangle - (T_R^{\mu_1})^{K_{I_3}} \langle \mathcal{O}^{K}(p_3)\mathcal{O}^{I_3}(-\mathcal{J}_p^0) \rangle.
\]

(R.3.1)

**Reconstruction formula.** The full 3-point function can be reconstructed from the transverse-traceless part as

\[
\langle j^{\mu_1a}(p_1)\mathcal{O}^{I_2}(p_2)\mathcal{O}^{I_3}(p_3) \rangle = \langle j^{\mu_1a}(p_1)\mathcal{O}^{I_2}(p_2)\mathcal{O}^{I_3}(p_3) \rangle
\]

\[
- \frac{p_{1\mu_1}}{p_{1\mu_1}} \left[ (T_R^{\mu_1})^{K_{I_3}} \langle \mathcal{O}^{K}(p_2)\mathcal{O}^{I_2}(\mathcal{J}_p^0) \rangle + (T_R^{\mu_1})^{K_{I_3}} \langle \mathcal{O}^{K}(p_3)\mathcal{O}^{I_3}(-\mathcal{J}_p^0) \rangle \right].
\]

(R.3.2)

**Decomposition of the 3-point function.** The tensor decomposition of the transverse-traceless part is

\[
\langle j^{\mu_1a}(p_1)\mathcal{O}^{I_2}(p_2)\mathcal{O}^{I_3}(p_3) \rangle = \pi_{I_1}^{\mu_1}(p_1) \cdot A_{I_1I_2I_3}^{a}(p_1,p_2,p_3),
\]

(R.3.3)
where the form factor $A_1$ depends on the momentum magnitudes. This form factor is symmetric under $(p_2, I_2) \leftrightarrow (p_3, I_3)$, i.e.,

$$A_1^{I_1I_2}(p_1, p_3, p_2) = A_1^{I_2I_3}(p_1, p_2, p_3).$$

This form factor is given by

$$A_1^{I_2I_3} = \text{coefficient of } p_2^{\mu_1} \text{ in } \langle \langle J^{\mu_1a}(p_1)O^{I_2}(p_2)O^{I_3}(p_3) \rangle \rangle.$$

(3.3.5)

**Primary conformal Ward identities.** The primary CWIs are

$$K_{ij} A_1^{I_1I_2} = 0, \quad i, j = 1, 2, 3,$$

(R.3.6)

The solution in terms of triple-$K$ integrals (R.1.6) is

$$A_1^{I_1I_2} = \alpha_1^{I_1I_2} J_1(000),$$

(R.3.7)

where $\alpha_1^{I_1I_2}$ is a constant. In particular $\alpha_1^{I_1I_2} = \alpha_1^{I_2I_3}$. If the integral diverges, the regularisation (R.1.7) should be used.

**Secondary conformal Ward identities.** The independent secondary CWI is

$$L_1 A_1^{I_1I_2} = 2(d-2) \left[ p_{\mu_1} \langle \langle J^{\mu_1a}(p_1)O^{I_2}(p_2)O^{I_3}(p_3) \rangle \rangle \right],$$

(R.3.8)

where $L_N$ is given by (R.1.8). Assuming the unitarity bound $\Delta_2 = \Delta_3 = \Delta \geq \frac{d}{2} - 1$ for the dimensions of the scalar operators we find

$$\alpha_1^{I_1I_2}(-2d + 2\Delta - (u-v)\epsilon)l_{\frac{1}{2}+u_\epsilon, \left(\frac{d}{2}-1+v_\epsilon, \Delta-\frac{d}{2}+v_\epsilon, \Delta-\frac{d}{2}+v_\epsilon \right)} =$$

$$= -2(-2 + d + 2ue) \Gamma \left( \frac{d}{2} - \Delta - v\epsilon \right) (T_R^H)^{I_2I_3} c_O,$$

(R.3.9)

where the constant $l_{\alpha\{\beta\}}$ is defined in (R.1.12). After the substitution of the solution of the secondary CWI to (R.3.7), the limit $u = v = -1/2$ should be taken. The form factor then represents the 3-point function regulated in the dimensional regularisation (6.20).

The 3-point function $\langle \langle J^{\mu_1}O \rangle \rangle$ is therefore completely determined in terms of this normalisation.

**Examples**

For $d = 3$ and $\Delta_2 = \Delta_3 = 1$ we find

$$A_1^{I_1I_2} = -\frac{2\sqrt{\pi}(T_R^H)^{I_2I_3} c_O}{b_{23}a_{123}}.$$

(R.3.10)

For $d = 5$ and $\Delta_2 = \Delta_3 = 3$ we find

$$A_1^{I_1I_2} = -4\sqrt{\pi}(T_R^H)^{I_2I_3} c_O \frac{p_1 + a_{123}}{a_{123}^2}.$$

(R.3.11)
\[ \langle J^{\mu_1} J^{\mu_2} \mathcal{O} \rangle \]

**Ward identities.** The transverse Ward identity is

\[ p_{1 \mu_1} \langle J^{\mu_1 a_1}(p_1) J^{\mu_2 a_2}(p_2) \mathcal{O}^I(p_3) \rangle = p_{1 \mu_1} \langle \delta J^{\mu_1 a_1} \delta A^{\mu_2}_{a_2}(p_1, p_2) \mathcal{O}^I(p_3) \rangle. \] (R.4.1)

**Reconstruction formula.** The full 3-point function can be reconstructed from the transverse-traceless part as

\[ \langle J^{\mu_1 a_1}(p_1) J^{\mu_2 a_2}(p_2) \mathcal{O}^I(p_3) \rangle = \langle j^{\mu_1 a_1}(p_1) j^{\mu_2 a_2}(p_2) \mathcal{O}^I(p_3) \rangle + \frac{p_{1 \mu_1} p_{1 a_1}}{p_{1 \mu_1}^2} \langle \delta J^{\mu_1 a_1} \delta A^{\mu_2}_{a_2} (p_1, p_2) \mathcal{O}^I(p_3) \rangle \]
\[ - \frac{p_{1 \mu_1} p_{2 \mu_2} p_{1 a_1} p_{2 a_2}}{p_{1 \mu_1} p_{2 \mu_2}^2} \langle \delta J^{\mu_1 a_1} \delta A^{\mu_2}_{a_2} (p_1, p_2) \mathcal{O}^I(p_3) \rangle. \] (R.4.2)

**Decomposition of the 3-point function.** The tensor decomposition of the transverse-traceless part is

\[ \langle j^{\mu_1 a_1}(p_1) j^{\mu_2 a_2}(p_2) \mathcal{O}^I(p_3) \rangle = \pi^{\mu_1}_{a_1}(p_1) \pi^{\mu_2}_{a_2}(p_2) \left[ A_1^{a_1 a_2 I} p_2^{a_2} p_3^{a_2} + A_2^{a_1 a_2 I} \delta^{a_1 a_2} \right]. \] (R.4.3)

The form factors \( A_1 \) and \( A_2 \) are functions of the momentum magnitudes. Both form factors are symmetric under \((p_1, a_1) \leftrightarrow (p_2, a_2)\), i.e., they satisfy

\[ A_j^{a_1 a_2 I}(p_2, p_1, p_3) = A_j^{a_1 a_2 I}(p_1, p_2, p_3), \quad j = 1, 2. \] (R.4.4)

These form factors can be calculated as follows

\[ A_1^{a_1 a_2 I} = \text{coefficient of } p_{1 \mu_1} p_{2 \mu_2}, \] (R.4.5)
\[ A_2^{a_1 a_2 I} = \text{coefficient of } \delta^{a_1 \mu_2} \] (R.4.6)

in \( \langle J^{\mu_1 a_1}(p_1) J^{\mu_2 a_2}(p_2) \mathcal{O}^I(p_3) \rangle \).

**Primary conformal Ward identities.** The primary CWIs are

\[ K_{12} A_1^{a_1 a_2 I} = 0, \quad K_{13} A_1^{a_1 a_2 I} = 0, \]
\[ K_{12} A_2^{a_1 a_2 I} = 0, \quad K_{13} A_2^{a_1 a_2 I} = 2 A_1^{a_1 a_2 I}, \] (R.4.7)

The solution in terms of triple-\( K \) integrals (R.1.6) is

\[ A_1^{a_1 a_2 I} = \alpha_1^{a_1 a_2 I} J_{2(000)}, \] (R.4.8)
\[ A_2^{a_1 a_2 I} = \alpha_1^{a_1 a_2 I} J_{1(001)} + \alpha_2^{a_1 a_2 I} J_{0(000)}, \] (R.4.9)

where \( \alpha_j^{a_1 a_2 I}, \ j = 1, 2 \) are constants. In particular \( \alpha_j^{a_2 a_1 I} = \alpha_j^{a_1 a_2 I} \) for \( j = 1, 2 \). If the integrals diverge, the regularisation (R.1.7) should be used.
Secondary conformal Ward identities. The independent secondary CWI is

\[ L_1 A_{1}^{a_1a_2I} + 2 R_{2}^{a_1a_2I} = 2(d - 2) \cdot \text{coefficient of } p_{3}^{R2} \text{ in } p_{1\mu_1} \langle J^{\mu_1a_1}(p_1)J^{\mu_2a_2}(p_2)O^I(p_3) \rangle, \]

(R.A.10)

where L and R operators are given by (R.1.12) and (R.1.13). This leads to

\[
\begin{align*}
&\int_{\Delta - 2n} \{ - (2 + 2\Delta + (u + 3v)e)a_{1}^{a_1a_2I} \\
&\quad + 4(1 + \Delta + (u + v)e)a_{2}^{a_1a_2I} \} \\
&\quad + (-2 + d - \Delta - (u - v)e)(\Delta + (u + v)e) = \\
&\quad = 2\delta_{d,\Delta - 2n}(-2 + d + 2ue) \Gamma\left(\frac{d}{2} - \Delta - ve\right) e^{a_1a_2I} c_O, \quad (R.A.11)
\end{align*}
\]

where the constant \( l^{a_1(\beta_1)} \) is defined in (R.1.12) and \( c^{a_1a_2K} \) is a constant defined by

\[
p_{1\mu_1} \langle \frac{\delta J^{\mu_1a_1}}{\delta A_{\mu_2}^{a_1a_2I}}(p_1, p_2)O^I(p_3) \rangle \bigg|_{p_1=p_2=p} = \\
= \frac{p_3^{R2}}{} \cdot c^{a_1a_2K}(d-\Delta-2) \langle O^K(p_3)O^I(-p_3) \rangle + \ldots \quad (R.A.12)
\]

i.e., we first write down the most general tensor decomposition for \( p_{1\mu_1} \langle \frac{\delta J^{\mu_1a_1}}{\delta A_{\mu_2}^{a_1a_2I}}(p_1, p_2)O^I(p_3) \rangle \) then extract the coefficient of \( p_3^{R2} \) and set \( p_1 = p_2 = p \) in this coefficient.

After the substitution of the solution of the secondary CWI to (R.A.8) - (R.A.9), the limit \( u = v = -1/2 \) should be taken. The form factors then represent the 3-point function regulated in the dimensional regularisation (6.20).

In summary, the 3-point function \( \langle J^{\mu_1} J^{\mu_2} O \rangle \) depends on the 2-point function normalisations \( c_O \) and \( c^{a_1a_2K} \), and on one undetermined primary constant \( a_{1}^{a_1a_2I} \). Note that for these correlation functions to be non-zero the symmetric group \( G \) must have an invariant tensor \( r^{a_1a_2I} \) (which is a non-trivial condition). Then \( a_{1}^{a_1a_2I} = \alpha_{1} r^{a_1a_2I} \).

Examples

For \( d = 3 \) and \( \Delta_3 = 1 \) we find

\[
A_{1}^{a_1a_2I} = \frac{a_{1}^{a_1a_2I} a_{123}}{p_{3} a_{123}^2}, \quad (R.A.13)
\]

\[
A_{2}^{a_1a_2I} = \alpha_{1}^{a_1a_2I} \left( \frac{1}{a_{123}} - \frac{1}{2p_{3}} \right) - \sqrt{\pi} c^{a_1a_2I} c_O \frac{a_{1}^{a_1a_2I}}{p_{3}}. \quad (R.A.14)
\]

For \( d = 3 \) and \( \Delta_3 = 3 \) we find

\[
A_{1}^{a_1a_2I} = \alpha_{1}^{a_1a_2I} a_{123} + \frac{p_{3}}{a_{123}}, \quad (R.A.15)
\]

\[
A_{2}^{a_1a_2I} = -\alpha_{1}^{a_1a_2I} \frac{2p_{3}^2 + p_{3} a_{123} + a_{12}^2}{2a_{123}}. \quad (R.A.16)
\]
For $d = 5$ and $\Delta_3 = 3$ we find
\[
A_1^{a_1 a_2 I} = \frac{\alpha_1^{a_1 a_2 I}}{a_1^{a_2 I}} \frac{p^2}{a_1^{a_2 I}} + 3p_3 a_{12} + 2(a_{12}^2 + b_{12}) \tag{R.4.17}
\]
\[
A_2^{a_1 a_2 I} = \frac{\alpha_1^{a_1 a_2 I}}{a_1^{a_2 I}} \frac{p^2}{a_1^{a_2 I}} + 2p_3 a_{12} + p_3(-a_{12}^2 + 4b_{12}) + 2a_{13}(a_{12}^2 + b_{12})
+ 2\sqrt{\pi} p_3 \epsilon^{a_1 a_2 I} c_0. \tag{R.4.18}
\]

For $d = 5$ and $\Delta_3 = 5$ we find
\[
A_1^{a_1 a_2 I} = \frac{\alpha_1^{a_1 a_2 I}}{a_1^{a_2 I}} \left[ -2p_3^2 - 6p_3 a_{12} - 2p_3^2(5a_{12}^2 + 4b_{12})
- 3a_{12}(a_{12} + 3p_3)(a_{12}^2 - b_{12}) \right], \tag{R.4.19}
\]
\[
A_2^{a_1 a_2 I} = \frac{\alpha_1^{a_1 a_2 I}}{2a_1^{a_2 I}} \left[ -2p_3^2 - 4p_3 a_{12} - 4p_3^2(a_{12}^2 - b_{12}) + p_3^2 a_{12}(a_{12}^2 - 7b_{12})
+ 3a_{12}^2(2p_3 + a_{12})(a_{12}^2 - 3b_{12}) \right]. \tag{R.4.20}
\]

\[\langle J^{\mu_1} J^{\mu_2} J^{\mu_3} \rangle\]

Ward identities. The transverse Ward identity is
\[
p_{1\mu_1} \langle J^{\mu_1 a_1} (p_1) J^{\mu_2 a_2} (p_2) J^{\mu_3 a_3} (p_3) \rangle =
\]
\[
i f^{a_1 a_2 a_3} \langle J^{\mu_1 a_1} (p_1) J^{\mu_2 a_2} (-p_2) \rangle - i f^{a_1 a_2 a_3} \langle J^{\mu_2 a_2} (p_3) J^{\mu_3 a_3} (-p_3) \rangle, \tag{R.5.1}
\]

where $f^{abc}$ are the structure constants of the symmetry group.

Reconstruction formula. The full 3-point function can be reconstructed from the transverse-traceless part as
\[
\langle J^{\mu_1 a_1} (p_1) J^{\mu_2 a_2} (p_2) J^{\mu_3 a_3} (p_3) \rangle =
\]
\[
\langle J^{\mu_1 a_1} (p_1) J^{\mu_2 a_2} (p_2) J^{\mu_3 a_3} (p_3) \rangle
+ \left[ \frac{p_1^{\mu_1}}{p_1^2} \left( i f^{a_1 a_2 a_3} \langle J^{p_3 b} (p_2) J^{\mu_2 a_2} (-p_2) \rangle - i f^{a_1 a_2 a_3} \langle J^{b} (p_3) J^{\mu_3 a_3} (-p_3) \rangle \right) \right]
+ \left[ \left[ (\mu_1, a_1, p_1) \leftrightarrow (\mu_2, b_2, p_2) \right] \right]
+ \left[ \left[ (\mu_1, a_1, p_1) \leftrightarrow (\mu_3, a_3, p_3) \right] \right]
+ \left[ \left[ (\mu_2, a_2, p_2) \leftrightarrow (\mu_3, a_3, p_3) \right] \right]. \tag{R.5.2}
\]

Decomposition of the 3-point function. The tensor decomposition of the transverse-traceless part is
\[
\langle J^{\mu_1 a_1} (p_1) J^{\mu_2 a_2} (p_2) J^{\mu_3 a_3} (p_3) \rangle = \pi^{\mu_1 a_1} (p_1) \pi^{\mu_2 a_2} (p_2) \pi^{\mu_3 a_3} (p_3) \left[ A_1^{a_1 a_2 a_3} p_1^{\mu_1} p_2^{\mu_2} p_3^{\mu_3} \right]
+ A_2^{a_1 a_2 a_3} \delta^{a_1 a_2 a_3} p_1^{\mu_1} + A_2^{a_1 a_2 a_3} (p_1 \leftrightarrow p_3) \delta^{a_1 a_2 a_3} p_3^{\mu_3}
+ A_2^{a_3 a_2 a_1} (p_1 \leftrightarrow p_3) \delta^{a_2 a_3 a_1} p_2^{\mu_2}. \tag{R.5.3}
\]
The form factors $A_1$ and $A_2$ are functions of the momentum magnitudes. If no arguments are given, then we assume the standard ordering, $A_j = A_j(p_1, p_2, p_3)$, while by $p_i \leftrightarrow p_j$ we denote the exchange of the two momenta, e.g., $A_2(p_1 \leftrightarrow p_3) = A_2(p_3, p_2, p_1)$.

The $A_1$ factor is completely antisymmetric, i.e., for any permutation $\sigma$ of the set $\{1, 2, 3\}$ it satisfies

$$A_1^{a_1 a_2 a_3} = \text{coefficient of } p_2^{\mu_1} p_3^{\mu_2} p_1^{\mu_3}, \quad \text{(R.5.6)}$$

$$A_2^{a_1 a_2 a_3} = \text{coefficient of } \delta^{\mu_1 \mu_2} p_1^{\mu_3}, \quad \text{(R.5.7)}$$

in $\langle \langle J^{\mu_1 a_1}(p_1) J^{\mu_2 a_2}(p_2) J^{\mu_3 a_3}(p_3) \rangle \rangle$.

**Primary conformal Ward identities.** The primary CWIs are

$$K_{12} A_1^{a_1 a_2 a_3} = 0, \quad K_{13} A_1^{a_1 a_2 a_3} = 0,$$

$$K_{12} A_2^{a_1 a_2 a_3} = 0, \quad K_{13} A_2^{a_1 a_2 a_3} = 2 A_1^{a_1 a_2 a_3}. \quad \text{(R.5.8)}$$

The solution in terms of triple-$K$ integrals (R.1.6) is

$$A_1^{a_1 a_2 a_3} = \alpha_1^{a_1 a_2 a_3} J_3(000), \quad \text{(R.5.9)}$$

$$A_2^{a_1 a_2 a_3} = \alpha_1^{a_1 a_2 a_3} J_2(001) + \alpha_2^{a_1 a_2 a_3} J_1(000), \quad \text{(R.5.10)}$$

where $\alpha_j^{a_1 a_2 a_3}$, $j = 1, 2$ are constants. If the integrals diverge, the regularisation (R.1.7) should be used.

**Secondary conformal Ward identities.** The independent secondary CWIs are

(*) \quad L_3 [A_1^{a_1 a_2 a_3} + 2 R [A_2^{a_1 a_2 a_3} - A_2^{a_1 a_2 a_3}(p_2 \leftrightarrow p_3)]] =

$$= 2(d - 2) \cdot \text{coefficient of } p_2^{\mu_2} p_3^{\mu_3} \text{ in } p_1 \mu_1 \langle \langle J^{\mu_1 a_1}(p_1) J^{\mu_2 a_2}(p_2) J^{\mu_3 a_3}(p_3) \rangle \rangle, \quad \text{(R.5.11)}$$

$$L_1 [A_2^{a_3 a_2 a_1}(p_1 \leftrightarrow p_3)] + 2 p_1^{\mu_2} [A_2^{a_1 a_2 a_3}(p_2 \leftrightarrow p_3) - A_2^{a_1 a_2 a_3}] =

$$= 2(d - 2) \cdot \text{coefficient of } \delta^{\mu_1 \mu_3} \text{ in } p_1 \mu_1 \langle \langle J^{\mu_1 a_1}(p_1) J^{\mu_2 a_2}(p_2) J^{\mu_3 a_3}(p_3) \rangle \rangle, \quad \text{(R.5.12)}$$

where L and R operators are given by (5.31) and (5.32). The identity denoted by the asterisk is redundant, i.e., it is trivially satisfied in all cases and does not impose any additional conditions on primary constants. The secondary CWIs lead to

$$\alpha_2^{a_1 a_2 a_3} = (d - 2 + 2\nu) \left[ -\alpha_1^{a_1 a_2 a_3} + \frac{2^3 - \frac{d}{2} - \nu c}{\Gamma^2 (\frac{d}{2} + \nu c)} \right], \quad \text{(R.5.13)}$$
where \( c_J \) is the 2-point function normalisation (R.1.22). After the substitution of the solution of the secondary CWI to (R.5.9) - (R.5.10), the limit \( u = v = -1/2 \) should be taken. The form factors then represent the 3-point function regulated in the dimensional regularisation (6.20).

The 3-point function \( \langle J^{\mu_1} J^{\mu_2} J^{\mu_3} \rangle \) therefore depends on the 2-point function normalisation \( c_J \) and on one undetermined primary constant \( a_1^{a_2 a_3} \).

**Examples**

For \( d = 3 \) we find

\[
A_1^{a_1 a_2 a_3} = \frac{2a_1^{a_1 a_2 a_3}}{a_{123}^3}, \quad (R.5.14)
\]

\[
A_2^{a_1 a_2 a_3} = \frac{a_1^{a_1 a_2 a_3}}{a_{123}^3} \left( p_3^2 - a_1^2 + 2a_3^2 + 4\sqrt{\pi} f a_1^{a_1 a_2 a_3} c_J \right). \quad (R.5.15)
\]

For \( d = 5 \) we find

\[
A_1^{a_1 a_2 a_3} = \frac{2a_1^{a_1 a_2 a_3}}{a_{123}^3} \left[ a_{123}^3 + a_{123} b_{123} + 3c_{123} \right], \quad (R.5.16)
\]

\[
A_2^{a_1 a_2 a_3} = \frac{a_1^{a_1 a_2 a_3} p_3^2}{a_{123}^3} \left[ p_3^2 + 3a_3 a_3 + 2(a_1^2 + b_{12}) \right] - \frac{8\sqrt{\pi} f a_1^{a_1 a_2 a_3} c_J}{3a_{123}^2} \left[ a_{123}^3 - a_{123} b_{123} - c_{123} \right]. \quad (R.5.17)
\]

**\( \langle T^{\mu_1 \nu_1} \mathcal{O} \mathcal{O} \rangle \)**

**Ward identities.** The transverse and trace Ward identities are

\[
p_1^i \langle T^{\mu_1 \nu_1} (p_1) \mathcal{O}^{I_2} (p_2) \mathcal{O}^{I_3} (p_3) \rangle = \\
= p_{2i} \langle \mathcal{O}^{I_2} (p_3) \mathcal{O}^{I_3} (-p_3) \rangle + p_{2i} \langle \mathcal{O}^{I_2} (p_2) \mathcal{O}^{I_3} (-p_2) \rangle, \quad (R.6.1)
\]

\[
\langle T (p_1) \mathcal{O}^{I_2} (p_2) \mathcal{O}^{I_3} (p_3) \rangle = -\Delta_3 \left[ \langle \mathcal{O}^{I_2} (p_3) \mathcal{O}^{I_3} (-p_3) \rangle + \langle \mathcal{O}^{I_2} (p_2) \mathcal{O}^{I_3} (-p_2) \rangle \right]. \quad (R.6.2)
\]

**Reconstruction formula.** The full 3-point function can be reconstructed from the transverse-traceless part as

\[
\langle T^{\mu_1 \nu_1} (p_1) \mathcal{O}^{I_2} (p_2) \mathcal{O}^{I_3} (p_3) \rangle = \langle t^{\mu_1 \nu_1} (p_1) \mathcal{O}^{I_2} (p_2) \mathcal{O}^{I_3} (p_3) \rangle \\
+ \left[ p_2^a \mathcal{J}^{\mu_1 \nu_1} (p_1) - \frac{\Delta_3}{d-1} a_1^{\mu_1 \nu_1} (p_1) \right] \langle \mathcal{O}^{I_2} (p_2) \mathcal{O}^{I_3} (-p_2) \rangle + [p_2 \leftrightarrow p_3], \quad (R.6.3)
\]

where \( \mathcal{J}^{\mu_1 \nu_1} \) is defined in (R.1.20).

**Decomposition of the 3-point function.** The tensor decomposition of the transverse-traceless part is

\[
\langle t^{\mu_1 \nu_1} (p_1) \mathcal{O}^{I_2} (p_2) \mathcal{O}^{I_3} (p_3) \rangle = \Pi_{\alpha}^{\mu_1 \nu_1} (p_1) \cdot A_1^{I_2 I_3 a_1 a_2 a_3}, \quad (R.6.4)
\]

\[ - 70 - \]
where $A_1$ is a form factor depending on the momentum magnitudes. This form factor is symmetric under $(p_2, I_2) \leftrightarrow (p_3, I_3)$, i.e.,

$$A_1^{I_3I_2}(p_1, p_3, p_2) = A_1^{I_2I_3}(p_1, p_2, p_3)$$  \hspace{1cm} (R.6.5)

and may be calculated as

$$A_1^{I_2I_3} = \text{coefficient of } p_2^{\mu_1}p_2^{\nu_1} \text{ in } \langle \langle T^{\mu_1\nu_1}(p_1)O^{I_2}(p_2)O^{I_3}(p_3) \rangle \rangle.$$  \hspace{1cm} (R.6.6)

**Primary conformal Ward identities.** The primary CWIs are

$$K_{ij} A_1^{I_3I_2} = 0, \quad i, j = 1, 2, 3.$$  \hspace{1cm} (R.6.7)

The solution in terms of triple-$K$ integrals (R.1.6) is

$$A_1^{I_2I_3} = \alpha_1^{I_2I_3}J_2(000),$$  \hspace{1cm} (R.6.8)

where $\alpha_1^{I_2I_3}$ is a constant (note $\alpha_1^{I_3I_2} = \alpha_1^{I_2I_3}$). If the integral diverges, the regularisation (R.1.7) should be used.

**Secondary conformal Ward identities.** The independent secondary CWI is

$$L_2 A_1^{I_2I_3} = 2d \cdot \text{coefficient of } p_2^{\mu_1} \text{ in } p_{1\nu_1} \langle \langle T^{\mu_1\nu_1}(p_1)O^{I_2}(p_2)O^{I_3}(p_3) \rangle \rangle,$$  \hspace{1cm} (R.6.9)

where $L_N$ is defined in (R.1.8). Assuming the unitarity bound for the conformal dimension of the scalar operator $\Delta_2 = \Delta_3 = \Delta \geq \frac{d}{2} - 1$ we find

$$\alpha_1^{I_2I_3}(-2 - 2d + 2\Delta - (u - v)e)l_{d/2+1+ue}(\frac{d}{2}+ve, \Delta - \frac{d}{2}+ve, \Delta - \frac{d}{2}+ve) =$$

$$= -2(d + 2ue)^{\Gamma} \left( \frac{d}{2} - \Delta - ve \right)^{\delta I_2I_3 c_O},$$  \hspace{1cm} (R.6.10)

where the constant $l_{\alpha\{\beta\}_j}$ is defined in (R.1.12). After the substitution of the solution of the secondary CWI to (R.6.8), the limit $u = v = -1/2$ should be taken. The form factor then represents the 3-point function regulated in the dimensional regularisation (6.20).

The 3-point function $\langle \langle T^{\mu_1\nu_1}O \rangle \rangle$ is thus uniquely determined in terms of the 2-point function normalisation $c_O$.

**Examples**

**For $d = 3$ and $\Delta_2 = \Delta_3 = 1$** we find

$$A_1^{I_2I_3} = -2\sqrt{\pi c_O} \delta I_2I_3 \frac{p_1 + a_{123}}{b_{23}a_{123}^2}.$$  \hspace{1cm} (R.6.11)

**For $d = 3$ and $\Delta_2 = \Delta_3 = 3$** we find

$$A_1^{I_2I_3} = \frac{8}{3} \sqrt{\pi c_O} \delta I_2I_3 \frac{a_{123}^3 - a_{123}b_{123} - c_{123}}{a_{123}^2}.$$  \hspace{1cm} (R.6.12)
For $d = 5$ and $\Delta_2 = \Delta_3 = 3$ we find
\[
A_{1123}^2 = -\frac{4}{3} \sqrt{\pi} C_0 \delta_{1123} \frac{8 p_1^2 + 9 p_1 a_{23} + 3 a_{23}^2}{a_{123}^3}.
\] (R.6.13)

For $d = 5$ and $\Delta_2 = \Delta_3 = 5$ we find
\[
A_{1123}^2 = -\frac{16 \sqrt{\pi} C_0 \delta_{1123}}{45 a_{123}^3} \left[ 3 a_{123}^6 - 9 a_{123}^4 b_{123} + 3 a_{123}^2 b_{123}^2 + 3 a_{123} b_{123}^2 c_{123} + 3 a_{123} b_{123} c_{123}^2 + 3 a_{123} c_{123}^2 + 2 c_{123}^4 \right].
\] (R.6.14)

$\langle T^\mu_1 \nu_1 J^{\mu_2} O \rangle$

The transverse-traceless part of $\langle T^\mu_1 \nu_1 J^{\mu_2} O \rangle$ vanishes. We present the detailed analysis of this case in appendix A.6.

**Ward identities.** The transverse and trace Ward identities are
\[
p_1^{\mu_1} \langle T_{\mu_1 \nu_1} (p_1) J^{\mu_2 \nu_2} (p_2) O^I (p_3) \rangle = p_1^{\mu_1} \langle \delta T_{\mu_1 \nu_1} (p_1, p_2) O^I (p_3) \rangle,
\] (R.7.1)
\[
p_2^{\mu_2} \langle T_{\mu_1 \nu_1} (p_1) J^{\mu_2 \nu_2} (p_2) O^I (p_3) \rangle = 2 p_2^{\mu_2} \langle \delta J^{\mu_2 \nu_2} (p_2, p_1) O^I (p_3) \rangle,
\] (R.7.2)
\[
\langle T (p_1) J^{\mu_2 \nu_2} (p_2) O^I (p_3) \rangle = 0.
\] (R.7.3)

**Reconstruction formula.** The full 3-point function can be reconstructed from the transverse-traceless part as
\[
\langle T^\mu_1 \nu_1 (p_1) J^{\mu_2 \nu_2} (p_2) O^I (p_3) \rangle = \langle T^\mu_1 \nu_1 (p_1) J^{\mu_2 \nu_2} (p_2) O^I (p_3) \rangle + \frac{1}{p_1^{\mu_1} \beta_1} \mathcal{J} \langle T_{\alpha \beta} (p_1) \rangle \langle \delta T_{\alpha \beta} (p_1, p_2) O^I (p_3) \rangle + \frac{2 p_2^{\mu_2} p_2^{\alpha_2}}{p_2^{\alpha_2}} \delta^{\alpha_2 \alpha} \langle \delta J^{\mu_2 \nu_2} (p_2, p_1) O^I (p_3) \rangle,
\] (R.7.4)

where $\mathcal{J}$ is defined in (R.1.20).

**Decomposition of the 3-point function.** The tensor decomposition of the transverse-traceless part is
\[
\langle T^\mu_1 \nu_1 (p_1) J^{\mu_2 \nu_2} (p_2) O^I (p_3) \rangle = \Pi_{\alpha \beta} (p_1) \Pi_{\alpha_2} (p_2) \left[ A_1^{\alpha_1 \beta_1 \alpha_2 \beta_2} p_1^{\alpha_1} p_2^{\beta_1} p_3^{\alpha_2} + A_2^{\alpha_1 \alpha_2} \delta^{\beta_1 \beta_2} p_2^{\beta_1} \right].
\] (R.7.5)

The form factors $A_1$ and $A_2$ depend on the momentum magnitudes, and may be calculated as follows
\[
A_1^{\alpha_1 \beta_1} = \text{coefficient of } p_2^{\alpha_1} p_3^{\beta_1},
\] (R.7.6)
\[
A_2^{\alpha_1 \beta_1} = 2 \cdot \text{coefficient of } \delta^{\mu_1 \mu_2} p_2^{\beta_1}
\] (R.7.7)
in $\langle T^{\mu_1\nu_1}(p_1)J^{\mu_2\alpha}(p_2)O^I(p_3) \rangle$. These form factors do not exhibit any symmetry properties.

**Primary conformal Ward identities.** The primary CWIs are

$$
\begin{align*}
K_{12} A_1^{\alpha I} &= 0, & K_{13} A_1^{\alpha I} &= 0, \\
K_{12} A_2^{\alpha I} &= 0, & K_{13} A_2^{\alpha I} &= 4 A_1^{\alpha I}.
\end{align*}
$$

(R.7.8)

The solution in terms of triple-$K$ integrals (R.1.6) is

$$
\begin{align*}
A_1^{\alpha I} &= \alpha_1^{\alpha I} J_{3(000)}, \\
A_2^{\alpha I} &= 2 \alpha_1^{\alpha I} J_{2(001)} + \alpha_2^{\alpha I} J_{1(000)},
\end{align*}
$$

(R.7.9)

(R.7.10)

where $\alpha_j^{\alpha I}, j = 1, 2$ are constants. If the integrals diverge, the regularisation (R.1.7) should be used.

**Secondary conformal Ward identities.** The independent secondary CWIs are

$$
\begin{align*}
L_2 A_1^{\alpha I} + R A_2^{\alpha I} &= 2d \cdot \text{coefficient of } p_2^{\mu_1} p_2^{\mu_2} \text{ in } p_{1\nu_1} \langle T^{\mu_1\nu_1}(p_1)J^{\mu_2\alpha}(p_2)O^I(p_3) \rangle, \\
L_1^{I} A_1^{\alpha I} + 2 R' A_2^{\alpha I} &= -2(d-2) \cdot \text{coefficient of } p_2^{\mu_1} p_2^{\mu_2} \text{ in } p_{2\nu_2} \langle T^{\mu_1\nu_1}(p_1)J^{\mu_2\alpha}(p_2)O^I(p_3) \rangle,
\end{align*}
$$

(R.7.7)

where the $L$ and $R$ operators are given by (R.1.8) and (R.1.9). This leads to the trivial solution

$$
\alpha_1^{\alpha I} = \alpha_2^{\alpha I} = 0.
$$

(R.7.13)

**Ward identities.** The transverse and trace Ward identities are

$$
\begin{align*}
p_1^{\mu_1} \langle T_{\mu_1\nu_1}(p_1)J^{\mu_2\alpha_2}(p_2)J^{\mu_3\alpha_3}(p_3) \rangle &= \\
&= p_1^{\mu_1} \langle \frac{\delta T_{\mu_1\nu_1}}{\delta A_{\mu_3}^I}(p_1,p_3)J^{\mu_2\alpha_2}(p_2) \rangle + p_1^{\mu_1} \langle \frac{\delta T_{\mu_1\nu_1}}{\delta A_{\mu_2}^I}(p_1,p_2)J^{\mu_3\alpha_3}(p_3) \rangle \\
&\quad + 2 \delta^{[\mu_1][\nu_1]_3} \langle J^{\mu_2\alpha_2}(p_2)J^{\alpha_3}_{\alpha_3}(-p_2) \rangle + 2 \delta^{[\mu_2][\nu_2]_2} \langle J^{\alpha_2}(p_3)J^{\mu_3\alpha_3}(-p_3) \rangle,
\end{align*}
$$

(R.8.1)

$$
\begin{align*}
p_2^{\mu_2} \langle T_{\mu_1\nu_1}(p_1)J^{\mu_2\alpha_2}(p_2)J^{\mu_3\alpha_3}(p_3) \rangle &= \\
&= 2 p_2^{\mu_2} \langle \frac{\delta J^{\mu_2\alpha_2}}{\delta \eta_{\mu_1\nu_1}^I}(p_2,p_1)J^{\mu_3\alpha_3}(p_3) \rangle + \delta_{\mu_1\nu_1} p_1^{\alpha_2} \langle J^{\alpha_2}(p_3)J^{\mu_3\alpha_3}(-p_3) \rangle,
\end{align*}
$$

(R.8.2)

$$
\begin{align*}
\langle T(p_1)J^{\mu_2a_2}(p_2)J^{\mu_3a_3}(p_3) \rangle &= \\
&= \langle \frac{\delta T}{\delta A_{\mu_2}^I}(p_1,p_2)J^{\mu_3a_3}(p_3) \rangle + \langle \frac{\delta T}{\delta A_{\mu_3}^I}(p_1,p_3)J^{\mu_2a_2}(p_2) \rangle.
\end{align*}
$$

(R.8.3)
Reconstruction formula. The full 3-point function can be reconstructed from the transverse-traceless part as

\[
\langle [T^{\mu_1 \nu_1}(p_1) J^{\mu_2 \alpha_2}(p_2) J^{\mu_3 \alpha_3}(p_3)] \rangle = \langle \{ T^{\mu_1 \nu_1}(p_1) J^{\mu_2 \alpha_2}(p_2) J^{\mu_3 \alpha_3}(p_3) \} \rangle \\
+ \left[ 2 \mathcal{F}_{\alpha_1 \beta_1}^{\mu_1 \nu_1}(p_1) \pi^{\mu_3 [\alpha}(p_3) p_3^{\beta)] + \frac{p_3^\alpha}{p_3^2} \delta_{\mu_1 \nu_1} p_{1 \beta} \right] \langle [J^{\mu_2 \alpha_2}(p_2) J^{\mu_3 \alpha_3}(-p_2)] \rangle \\
+ \pi^{\mu_3 \alpha}(p_3) \left[ \mathcal{F}_{\alpha_1}^{\mu_1 \nu_1}(p_1) p_{1 \beta} \right] + \frac{\pi^{\mu_1 \nu_1}(p_1)}{d-1} \delta_{\alpha_1 \beta_1} \| \delta J^{\alpha_3 \alpha_3}_{\delta \alpha_1 \beta_1}(p_3, p_1) J^{\mu_2 \alpha_2}(p_2) \| \\
+ 2 \frac{p_3^\alpha}{p_3^2} \delta_{\mu_1 \alpha_1} \delta_{\alpha_1 \beta_1} \| \delta J^{\alpha_3 \alpha_3}_{\delta \alpha_1 \beta_1}(p_3, p_1) J^{\mu_2 \alpha_2}(p_2) \| \\
+ \text{everything with } (p_2, a_2, \mu_2) \leftrightarrow (p_1, a_3, \mu_3),
\]

where \( \mathcal{F}_{\alpha_1}^{\mu_1 \nu_1} \) is defined in (R.1.20).

Decomposition of the 3-point function. The tensor decomposition of the transverse-traceless part is

\[
\langle [T^{\mu_1 \nu_1}(p_1) J^{\mu_2 \alpha_2}(p_2) J^{\mu_3 \alpha_3}(p_3)] \rangle = \Pi_{\alpha_1 \beta_1}^{\mu_1 \nu_1}(p_1) \pi^{\mu_3 \alpha}(p_3) \left[ A_1^{\alpha_2 \alpha_3} p_2^{\alpha_1} p_2^{\alpha_2} p_3^{\alpha_3} + A_2^{\alpha_2 \alpha_3} \delta_{\alpha_2 \alpha_3} p_2^{\alpha_1} p_2^{\alpha_2} p_3^{\alpha_3} \\
+ A_3^{\alpha_2 \alpha_3} \delta_{\alpha_1 \alpha_2} p_2^{\beta_1} p_2^{\alpha_3} + A_4^{\alpha_2 \alpha_3} \delta_{\alpha_1 \alpha_2} p_2^{\beta_1} p_2^{\alpha_3} \right]
\]

The form factors \( A_j, j = 1, 2, 3, 4 \) are functions of the momentum magnitudes. If no arguments are specified then the standard ordering is assumed, \( A_j = A_j(p_1, p_2, p_3) \), while by \( p_i \leftrightarrow p_j \) we denote the exchange of the two momenta, e.g., \( A_3(p_2 \leftrightarrow p_3) = A_3(p_1, p_3, p_2) \).

The form factors \( A_1, A_2 \) and \( A_4 \) are symmetric under \( (p_2, a_2) \leftrightarrow (p_3, a_3) \), i.e., they satisfy,

\[
A_j^{\alpha_2 \alpha_3}(p_1, p_2, p_3) = A_j^{\alpha_2 \alpha_3}(p_1, p_2, p_3), \quad j \in \{1, 2, 4\},
\]

while the form factor \( A_3 \) does not exhibit any symmetry properties.

The form factors may be determined as follows

\[
A_1^{\alpha_2 \alpha_3} = \text{coefficient of } p_2^{\mu_1} p_2^{\nu_1} p_3^{\mu_2} p_3^{\nu_3}, \\
A_2^{\alpha_2 \alpha_3} = \text{coefficient of } \delta^{\mu_2 \alpha_3} p_2^{\mu_1} p_3^{\nu_1}, \\
A_3^{\alpha_2 \alpha_3} = 2 \cdot \text{coefficient of } \delta^{\mu_1 \mu_2} p_2^{\nu_1} p_3^{\nu_3}, \\
A_4^{\alpha_2 \alpha_3} = 2 \cdot \text{coefficient of } \delta^{\mu_1 \mu_2} \delta^{\alpha_3 \nu_1},
\]

in \( \langle [T^{\mu_1 \nu_1}(p_1) J^{\mu_2 \alpha_2}(p_2) J^{\mu_3 \alpha_3}(p_3)] \rangle \).

Primary conformal Ward identities. The primary CWIs are

\[
\begin{align*}
K_{12} A_1^{\alpha_2 \alpha_3} &= 0, \\
K_{12} A_2^{\alpha_2 \alpha_3} &= -2 A_1^{\alpha_2 \alpha_3}, \\
K_{12} A_3^{\alpha_2 \alpha_3} &= 0, \\
K_{12} A_4^{\alpha_2 \alpha_3} &= 2 A_3^{\alpha_2 \alpha_3}, \\
K_{13} A_1^{\alpha_2 \alpha_3} &= 0, \\
K_{13} A_2^{\alpha_2 \alpha_3} &= -2 A_1^{\alpha_2 \alpha_3}, \\
K_{13} A_3^{\alpha_2 \alpha_3} &= 4 A_1^{\alpha_2 \alpha_3}, \\
K_{13} A_4^{\alpha_2 \alpha_3} &= 2 A_3^{\alpha_2 \alpha_3}. (R.8.11)
\end{align*}
\]
The solution in terms of triple-\( K \) integrals (R.1.6) is
\[
\begin{align*}
A_1^{a_2a_3} &= \alpha_1^{a_2a_3} J_{4}(000), \quad \text{(R.8.12)} \\
A_2^{a_2a_3} &= \alpha_1^{a_2a_3} J_{3}(100) + \alpha_2^{a_2a_3} J_{2}(000), \quad \text{(R.8.13)} \\
A_3^{a_2a_3} &= 2\alpha_1^{a_2a_3} J_{4}(001) + \alpha_3^{a_2a_3} J_{2}(000), \quad \text{(R.8.14)} \\
A_4^{a_2a_3} &= 2\alpha_1^{a_2a_3} J_{2}(011) + \alpha_3^{a_2a_3} (J_{1}(100) + J_{1}(010)) + \alpha_4^{a_2a_3} J_{0}(000), \quad \text{(R.8.15)}
\end{align*}
\]
where \( \alpha_j^{a_2a_3}, j = 1, 2, 3, 4 \) are constants. In particular all constants are symmetric in the group indices, \( \alpha_j^{a_2a_3} = \alpha_j^{a_2a_3}, \quad j = 1, 2, 3, 4 \). If the integrals diverge, the regularisation (R.1.7) should be used.

### Secondary conformal Ward identities.

The independent secondary CWIs are
\[
\begin{align*}
(*) \quad L_4 A_4^{a_2a_3} + R [A_3^{a_2a_3} - A_3^{a_2a_3}(p_2 \leftrightarrow p_3)] &=
2d \cdot \text{coefficient of } p_2^\mu_1 p_3^\mu_2 p_1^\mu_3 \quad \text{in } p_{1\nu_1} \langle \xi^{\mu_1} \rangle \langle j^{\mu_2a_2} (p_2) j^{\mu_3a_3} (p_3) \rangle, \quad \text{(R.8.16)} \\
L_3' A_4^{a_2a_3} + 2 R' [A_3^{a_2a_3} - A_2^{a_2a_3}] &=
2d \cdot \text{coefficient of } p_2^\mu_1 p_1^\mu_2 p_3^\mu_3 \quad \text{in } p_{2\nu_2} \langle \xi^{\mu_1} \rangle \langle j^{\mu_2a_2} (p_2) j^{\mu_3a_3} (p_3) \rangle, \quad \text{(R.8.17)} \\
L_2 A_3^{a_2a_3} - p_1^2 [A_3^{a_2a_3} - A_2^{a_2a_3}(p_2 \leftrightarrow p_3)] &=
2d \cdot \text{coefficient of } \delta^{\mu_1 \mu_2} p_2^\mu_3 \quad \text{in } p_{1\nu_1} \langle \xi^{\mu_1} \rangle \langle j^{\mu_2a_2} (p_2) j^{\mu_3a_3} (p_3) \rangle, \quad \text{(R.8.18)} \\
L_4 A_3^{a_2a_3} - 2 R A_4^{a_2a_3} &=
4d \cdot \text{coefficient of } \delta^{\mu_1 \mu_2} p_2^\mu_3 \quad \text{in } p_{1\nu_1} \langle \xi^{\mu_1} \rangle \langle j^{\mu_2a_2} (p_2) j^{\mu_3a_3} (p_3) \rangle, \quad \text{(R.8.19)}
\end{align*}
\]
where \( L \) and \( R \) are given by (R.1.8) and (R.1.9). The identity denoted by the asterisk is redundant, \( i.e. \), it is trivially satisfied in all cases and does not impose any additional conditions on primary constants. The secondary CWIs lead to the following relations,
\[
\alpha_2^{a_2a_3} = -(d + 2\nu c)\alpha_1^{a_2a_3} + \frac{2^3 - \frac{d}{2} - \nu c}{d^2} \delta^{a_2a_3} c_J, \quad \text{(R.8.20)} \\
\alpha_3^{a_2a_3} = \alpha_2^{a_2a_3}, \quad \text{(R.8.21)} \\
\alpha_4^{a_2a_3} = -(d - 2 + 2\nu c)\alpha_2^{a_2a_3} - \frac{1}{2}(u - v) \left[(d + 2\nu c) \left(2(d - 2 + 2\nu c)\alpha_1^{a_2a_3} + \alpha_2^{a_2a_3}\right) - \frac{2^5 - \frac{d}{2} - \nu c}{d^2 - 1 + \nu c} c_J \delta^{a_2a_3} + O((u - v)^2 c^2)\right], \quad \text{(R.8.22)}
\]
where \( c_J \) is the normalisation of the 2-point function (R.1.22), while the constant \( c^{ab} \) is defined as
\[
\langle \frac{\delta T_{\mu_1\nu_1}}{\delta A_2^a} (p_1, p_2) j^{\mu_2a_2} (p_3) \rangle = 2c^{ab} \delta^{a_2a_3} \langle j^{a_2} (p_1) j^{a_3} (p_3) \rangle. \quad \text{(R.8.23)}
\]
After the substitution of the solution of the secondary CWIs to (R.8.12) - (R.8.15), the limit \( u = v = -1/2 \) should be taken. The form factors then represent the 3-point function regulated in the dimensional regularisation (6.20).
The 3-point function $\langle T_{\mu_1 \nu_1} J_{\mu_2} J_{\mu_3} \rangle$ thus depends on the 2-point function normalisations $c_J$ and $c^{ab}$ and one undetermined primary constant $\alpha_{a_2a_3}$. The dependence of this correlator on two 2-point function normalisations rather than the one found in [3] is related to our definition of this correlator, as discussed above (7.28).

**Examples**

For $d = 3$ we find

$$A_{a_2a_3}^{a_1} = \alpha_{a_1a_2a_3} \frac{2(4p_1 + a_{23})}{a_{123}^2}, \quad \text{(R.8.24)}$$

$$A_{a_2a_3}^{a_1} = \alpha_{a_1a_2a_3} \frac{2p_1^2}{a_{123}^2} + \frac{4\sqrt{\pi}(2p_1 + a_{23})}{a_{123}^2} c_J \delta^{a_2a_3}, \quad \text{(R.8.25)}$$

$$A_{a_2a_3}^{a_1} = \frac{\alpha_{a_1a_2a_3}}{a_{123}^2} \left[ -2p_1^2 - p_2^2 + p_3^2 - 3p_1p_2 + 3p_1p_3 \right] + \frac{4\sqrt{\pi}(2p_1 + a_{23})}{a_{123}^2} c_J \delta^{a_2a_3}, \quad \text{(R.8.26)}$$

$$A_{a_2a_3}^{a_1} = \frac{\alpha_{a_1a_2a_3}(2p_1 + a_{23})(p_1^2 - a_{23}^2 + 4b_{23})}{2a_{123}^2}$$

$$- \frac{2\sqrt{\pi}}{a_{123}} \left( \frac{2p_1^2}{a_{123}} - a_{23} \right) c_J \delta^{a_2a_3} - 4\sqrt{\pi} a_{23} c^{a_2a_3} c_J. \quad \text{(R.8.27)}$$

For $d = 5$ we find

$$A_{a_2a_3}^{a_1} = \frac{2\alpha_{a_1a_2a_3}}{a_{123}^5} \left[ 4p_1^4 + 20p_1^2 a_{23} + 4p_1^2(7a_{23}^2 + 6b_{23}) \right.$$

$$\left. + 15p_1 a_{23}(a_{23}^2 + b_{23}) + 3a_{23}^2(a_{23}^2 + b_{23}) \right], \quad \text{(R.8.28)}$$

$$A_{a_2a_3}^{a_1} = \frac{2\alpha_{a_1a_2a_3} p_1^2}{a_{123}^4} \left[ a_{123}^3 + a_{123}b_{123} + 3c_{123} \right]$$

$$- \frac{8\sqrt{\pi} c_J \delta^{a_2a_3}}{9a_{123}^3} \left[ 2p_1^4 + 6p_1^2 a_{23} + 2p_1^2(5a_{23}^2 - 4b_{23}) \right.$$

$$\left. + 9p_1(a_{23}^2 - a_{23}b_{23}) + 3a_{23}^2(a_{23}^2 - b_{23}) \right], \quad \text{(R.8.29)}$$

$$A_{a_2a_3}^{a_1} = \frac{\alpha_{a_1a_2a_3}}{a_{123}^4} \left[ -2p_1^5 - 8p_1^4(p_2 + p_3) - 8p_1^3p_2(2p_2 + 3p_3) \right.$$

$$\left. + p_1^2(-19p_2^3 - 40p_2^2p_3 + 24p_2p_3^2 + 15p_3^3) \right.$$

$$\left. - 3(4p_1 + p_2 + p_3)(p_2^2 - p_3^2)(p_2^2 + 3p_2p_3 + p_3^2) \right]$$

$$- \frac{8\sqrt{\pi} c_J \delta^{a_2a_3}}{9a_{123}^3} \left[ 2p_1^4 + 6p_1^2 a_{23} + 2p_1^2(5a_{23}^2 - 4b_{23}) \right.$$

$$\left. + 9p_1 a_{23}(a_{23}^2 - b_{23}) + 3a_{23}^2(a_{23}^2 - b_{23}) \right], \quad \text{(R.8.30)}$$
\[ A^{a_2 a_3}_4 = \frac{\delta_{a_1}^{a_2 a_3}}{2a_{123}^5} \left[ 2p_1^5 + 6p_1^4a_{23} + 4p_1^4(2a_{23}^2 - b_{23}) + 2p_1^2(a_{23}^2 + b_{23})(3p_1a_{23} - 7a_{23}^2 + 32b_{23}) \right. \\
- 3a_{23}(3p_1 + a_{23})(a_{23}^2 - 4b_{23})(a_{23}^2 + b_{23}) \\
+ \frac{4\sqrt{\pi}c J_1}{9a_{123}} \left[ 2p_1^5 + 4p_1^4a_{23} + 4p_1^3(a_{23}^2 - b_{23}) - p_1^2a_{23}(a_{23}^2 - 7b_{23}) \right. \\
- 6p_1a_{23}^2(a_{23}^2 - 3b_{23}) - 3a_{23}^3(a_{23}^2 - 3b_{23}) \\
+ 8\sqrt{\pi}p_2^5 p_3^2 c_{a_2 a_3} c J. \right] \] (R.8.31)

\[ \langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} O \rangle \]

**Ward identities.** The transverse and trace Ward identities are
\[
p^1_1 \langle T_{\mu_1 \nu_1} (p_1) T_{\mu_2 \nu_2} (p_2) O^I (p_3) \rangle = 2p^1_1 \langle \frac{\delta T_{\mu_1 \nu_1}}{\delta g^{\mu_2 \nu_2}} (p_1, p_2) O^I (p_3) \rangle, \quad (R.9.1)
\]
\[
\langle T (p_1) T_{\mu_2 \nu_2} (p_2) O^I (p_3) \rangle = 2 \langle \frac{\delta T}{\delta g^{\mu_2 \nu_2}} (p_1, p_2) O^I (p_3) \rangle. \quad (R.9.2)
\]

**Reconstruction formula.** The full 3-point function can be reconstructed from the transverse-traceless part as
\[
\langle T^{\mu_1 \nu_1} (p_1) T^{\mu_2 \nu_2} (p_2) O^I (p_3) \rangle = \langle t^{\mu_1 \nu_1} (p_1) t^{\mu_2 \nu_2} (p_2) O^I (p_3) \rangle \\
+ 2 \left[ \mathcal{G}^{\mu_1 \nu_1 \alpha_1 \beta_1} (p_1) p_1^{\delta_1} + \frac{\pi^{\mu_1 \nu_1} (p_1)}{d-1} \delta^{\alpha_1 \beta_1} \right] \delta^{\mu_2 \nu_2} \delta^{\alpha_2 \beta_2} \langle \frac{\delta T_{\alpha_1 \beta_1}}{\delta g^{\alpha_2 \beta_2}} (p_1, p_2) O^I (p_3) \rangle \\
+ 2[(\mu_1, \nu_1, p_1) \leftrightarrow (\mu_2, \nu_2, p_2)] \\
- 4 \left[ \mathcal{G}^{\mu_1 \nu_1 \alpha_1 \beta_1} (p_1) p_1^{\delta_1} + \frac{\pi^{\mu_1 \nu_1} (p_1)}{d-1} \delta^{\alpha_1 \beta_1} \right] \left[ \mathcal{G}^{\mu_2 \nu_2 \alpha_2 \beta_2} (p_2) p_2^{\delta_2} + \frac{\pi^{\mu_2 \nu_2} (p_2)}{d-1} \delta^{\alpha_2 \beta_2} \right] \times \\
\times \langle \frac{\delta T_{\alpha_1 \beta_1}}{\delta g^{\alpha_2 \beta_2}} (p_1, p_2) O^I (p_3) \rangle, \quad (R.9.3)
\]
where \( \mathcal{G}_{\alpha \beta}^{\mu \nu} \) is defined in (R.1.20).

**Decomposition of the 3-point function.** The tensor decomposition of the transverse-traceless part is
\[
\langle t^{\mu_1 \nu_1} (p_1) t^{\mu_2 \nu_2} (p_2) O^I (p_3) \rangle = H^{\mu_1 \nu_1}_{\alpha_1 \beta_1} (p_1) H^{\mu_2 \nu_2}_{\alpha_2 \beta_2} (p_2) \left[ A^I_1 p_1^{\alpha_1} p_2^{\beta_1} p_3^{\alpha_2} p_3^{\beta_2} \right. \\
+ A^I_2 \delta^{\alpha_1 \alpha_2} p_2^{\beta_1} p_3^{\beta_2} + A^I_3 \delta^{\beta_1 \beta_2} \right]. \quad (R.9.4)
\]
The form factors \( A_j, j = 1, 2, 3 \) are functions of the momentum magnitudes. All form factors are symmetric under \( p_1 \leftrightarrow p_2 \), i.e., they satisfy
\[
A^I_j (p_2, p_1, p_3) = A^I_j (p_1, p_2, p_3), \quad j = 1, 2, 3. \quad (R.9.5)
\]
These form factors may be calculated using
\[
A^I_1 = \text{coefficient of } p_2^{\alpha_1} p_2^{\beta_1} p_3^{\alpha_2} p_3^{\beta_2}, \quad (R.9.6)
\]
\[
A^I_2 = 4 \cdot \text{coefficient of } \delta^{\mu_1 \nu_2} p_2^{\alpha_2} p_3^{\beta_2}, \quad (R.9.7)
\]
\[
A^I_3 = 2 \cdot \text{coefficient of } \delta^{\mu_1 \nu_2} \delta^{\alpha_1 \beta_2}, \quad (R.9.8)
\]
in \( \langle T^{\mu_1\nu_1}(p_1)T^{\mu_2\nu_2}(p_2)\mathcal{O}^I(p_3) \rangle \).

**Primary conformal Ward identities.** The primary CWIs are

\[
\begin{align*}
K_{12} A^I_1 &= 0, & K_{13} A^I_1 &= 0, \\
K_{12} A^I_2 &= 0, & K_{13} A^I_2 &= 8A^I_1, \\
K_{12} A^I_3 &= 0, & K_{13} A^I_3 &= 2A^I_2,
\end{align*}
\]

(R.9.9)

The solution in terms of triple-\(K\) integrals (R.1.6) is

\[
\begin{align*}
A^I_1 &= \alpha^I_1 J_{4(000)}, & (R.9.10) \\
A^I_2 &= 4\alpha^I_1 J_{3(001)} + \alpha^I_2 J_{2(000)}, & (R.9.11) \\
A^I_3 &= 2\alpha^I_1 J_{2(002)} + \alpha^I_3 J_{1(001)} + \alpha^I_3 J_{0(000)}, & (R.9.12)
\end{align*}
\]

where \(\alpha^I_j, j = 1, 2, 3\) are constants. If the integrals diverge, the regularisation (R.1.7) should be used.

**Secondary conformal Ward identities.** The independent secondary CWIs are

\[
\begin{align*}
L_2 A^I_1 + R A^I_2 &= \\
&= 2d \cdot \text{coefficient of } p^\mu_2 p^\nu_2 p^\rho_2 \text{ in } p_{1\nu_1} \langle T^{\mu_1\nu_1}(p_1)T^{\mu_2\nu_2}(p_2)\mathcal{O}^I(p_3) \rangle. & (R.9.13) \\
L_2 A^I_2 + 4 R A^I_3 &= \\
&= 8d \cdot \text{coefficient of } \delta^{\mu_1\mu_2} p^\rho_2 \text{ in } p_{1\nu_1} \langle T^{\mu_1\nu_1}(p_1)T^{\mu_2\nu_2}(p_2)\mathcal{O}^I(p_3) \rangle. & (R.9.14)
\end{align*}
\]

where \(L\) and \(R\) are defined in (R.1.8) and (R.1.9). They lead to the following relations

\[
\begin{align*}
\frac{1}{2} &+ 3u + c, \{\frac{1}{2} + u + c, \frac{1}{2} + u + c, \frac{1}{2} - v - c\} \left[ - (6 + 2\Delta + (u + 3v)c) \alpha^I_1 \\
&+ \frac{2(3 + \Delta + (u + v)c)}{-2 + d - \Delta - (u - v)c(2 + \Delta + (u + v)c)} \alpha^I_2 \right] = 4\delta_{d,\Delta - 2n} (d + 2uc) \Gamma \left( \frac{d}{2} - \Delta - v \right) c^I_1 c_0, & (R.9.15) \\
\frac{1}{2} &+ 1u + c, \{\frac{1}{2} + u + c, \frac{1}{2} + u + c, \frac{1}{2} - v - c\} \left[ -(2 + 2\Delta + (u + 3v)c) \alpha^I_2 \\
&+ \frac{8(1 + \Delta + (u + v)c)}{(d - \Delta - (u - v)c)(\Delta + (u + v)c)} \alpha^I_3 \right] = 16\delta_{d,\Delta - 2n} (d + 2uc) \Gamma \left( \frac{d}{2} - \Delta - v \right) c^I_2 c_0, & (R.9.16)
\end{align*}
\]

where the constant \(l_{\alpha_1\alpha_2}\) is defined in (R.1.12) and the constants \(c^K_1\) and \(c^K_2\) are defined as

\[
\begin{align*}
p_0 \left( \left. \frac{\delta T^{\mu_1\nu_1}}{\delta p^\mu_2 p^\rho_2}(p_1, p_2)\mathcal{O}^K(p_3) \right| \right)_{p_1=p_2=p} &= c^K_1 p^\mu_1 p^\nu_1 p^\rho_2 p^d - \Delta - 2 \langle \mathcal{O}^I(p_3)\mathcal{O}^K(-p_3) \rangle \\
&+ c^K_2 \delta^{\mu_1\mu_2} p^\rho_2 p^d - \Delta - 3 \langle \mathcal{O}^I(p_3)\mathcal{O}^K(-p_3) \rangle + \ldots & (R.9.17)
\end{align*}
\]

\(i.e.,\) we first write down the most general tensor decomposition for \(p_0 \left( \left. \frac{\delta T^{\mu_1\nu_1}}{\delta p^\mu_2 p^\rho_2}(p_1, p_2)\mathcal{O}^K(p_3) \right| \right)\), then extract the coefficient of \(p^\mu_2 p^\nu_2 p^\rho_2\) and set \(p_1 = p_2 = p\) in this expression.
After the substitution of the solution of the secondary CWIs to (R.9.10) - (R.9.12), the limit \( u = v = -1/2 \) should be taken. The form factors then represent the 3-point function regulated in the dimensional regularisation (6.20).

The 3-point function \( \langle \langle T^{\mu_1\nu_1}T^{\mu_2\nu_2} \rangle \rangle \) thus depends on the 2-point function normalisations \( c_O, c^K_1 \) and \( c^K_2 \) and one undetermined primary constant \( \alpha^I_1 \).

### Examples

For \( d = 3 \) and \( \Delta_3 = 1 \) we find

\[
A^I_1 = \frac{\alpha^I_1}{p_3 a_{123}^I} \left[ p_3^2 + 4p_3a_{12} + 3(a_{12}^2 + 2b_{12}) \right], \tag{R.9.18}
\]
\[
A^I_2 = \frac{\alpha^I_1}{p_3^2 a_{123}^I} \left[ p_3^3 + 3p_3^2a_{12} + p_3(-a_{12}^2 + 8b_{12}) - 3a_{12}^3 \right] - \frac{4\sqrt{\pi} c^I_1 c_O}{p_3}, \tag{R.9.19}
\]
\[
A^I_3 = \frac{\alpha^I_1}{p_3^2 a_{123}^I} \left[ (a_{12} - p_3) \left[ -p_3^2 + 3p_3^2a_{12} + p_3(a_{12}^2 - 10b_{12}) + 3a_{12}(a_{12}^2 - 2b_{12}) \right] \right. \\
\left. + \sqrt{\pi} c_O \frac{((c^I_1 - 3c^I_2)(p_1^2 + p_2^2) + 3(c^I_1 + c^I_2)p_3^2)}{p_3^2} \right]. \tag{R.9.20}
\]

For \( d = 3 \) and \( \Delta_3 = 3 \) we find

\[
A^I_1 = \frac{2\alpha^I_1}{a_{123}^I} \left[ a_{123}^3 + a_{123}b_{123} + 3c_{123} \right], \tag{R.9.21}
\]
\[
A^I_2 = \frac{2\alpha^I_1}{a_{123}^I} \left[ p_3^3 + 3p_3^2a_{12} + 6p_3^2b_{12} + 3p_3a_{12}(-a_{12}^2 + b_{12}) + a_{12}^2(b_{12} - a_{12}^2) \right], \tag{R.9.22}
\]
\[
A^I_3 = \frac{\alpha^I_1}{2a_{123}^I} \left[ p_3^5 + 2p_3^4a_{12} + p_3^3(-3a_{12}^2 + 8b_{12}) - p_3^2(a_{12}^3 + 5a_{12}b_{12}) \\
+ 6p_3(a_{12}^4 - 3a_{12}^2b_{12}) + 3a_{12}^3(a_{12}^2 - 3b_{12}) \right] \\
- \frac{16\sqrt{\pi} c^I_2 c_O (p_3^3 + p_3^2 + p_3^1)}{p_3^2}. \tag{R.9.23}
\]
For $d = 5$ and $\Delta_3 = 3$ we find

$$A_1^I = \frac{3a_I^f}{a_1^{123}} \left[ 3p_3^6 + 15p_3^2a_{12} + p_3^2(29a_{12}^2 + 2b_{12}) + 5p_3a_{12}(5a_{12}^2 + 2b_{12}) + 8(a_{12}^4 + a_{12}^2b_{12} + b_{12}^2) \right],$$  

(R.9.24)

$$A_2^I = \frac{a_I^f}{a_1^{123}} \left[ 9p_3^6 + 36p_3^4a_{12} + 6p_3^2(7a_{12}^2 + 4b_{12}) - 12p_3^2a_{12}(a_{12}^2 - 8b_{12}) + p_3(-51a_{12}^4 + 96a_{12}^2b_{12} + 32b_{12}^2) + 8a_{12}(-3a_{12}^4 + 3a_{12}^2b_{12} + b_{12}^2) \right] + 8\sqrt{\pi}p_3c_I^f\epsilon_0,$$  

(R.9.25)

$$A_3^I = \frac{a_I^f}{4a_1^{123}} \left[ 9p_3^6 + 27p_3^4a_{12} + 6p_3^2(a_{12}^2 + 7b_{12}) + 18p_3^2a_{12}(-3a_{12}^2 + 7b_{12}) + p_3(-39a_{12}^4 + 30a_{12}^2b_{12} + 64b_{12}^2) + 9p_3a_{12}(a_{12}^2 - 4b_{12})(3a_{12}^2 - 2b_{12}) + 24a_{12}^2(a_{12}^2 - 3a_{12}^2b_{12} + b_{12}^2) \right] - \frac{1}{\tau}\sqrt{\pi}\epsilon_0p_3 \left[ 3(2c_I^f - 5c_I^f)(p_1^2 + p_2^2) + (2c_I^f + 15c_I^f)p_3^2 \right].$$  

(R.9.26)

For $d = 5$ and $\Delta_3 = 5$ we find

$$A_1^I = \frac{6a_I^f}{a_1^{123}} \left[ -3a_{12}^6 + 3a_{12}^4b_{12} + a_{12}^2b_{12}^2 + a_{12}^2c_{12} + 3a_{12}b_{12}c_{12} + 4c_{12}^2 \right],$$  

(R.9.27)

$$A_2^I = \frac{2a_I^f}{a_1^{123}} \left[ -9p_3^6 - 36p_3^4a_{12} - 3p_3^2(17a_{12}^2 + 2b_{12}) - 24p_3^2a_{12}(a_{12}^2 + b_{12}) + 8p_3^2(3a_{12}^4 - 12a_{12}^2b_{12} + 5b_{12}^2) + p_3^2(51a_{12}^5 - 159a_{12}^3b_{12} + 55a_{12}b_{12}^2) - 9a_{12}^2(a_{12}^2 + 4p_3)(a_{12}^2 - 3a_{12}^2b_{12} + b_{12}^2) \right],$$  

(R.9.28)

$$A_3^I = \frac{a_I^f}{2a_1^{123}} \left[ -9p_3^6 - 27p_3^4a_{12} - 3p_3^2(5a_{12}^2 + 8b_{12}) + 9p_3^2(3a_{12}^4 - 8a_{12}b_{12}) + 8p_3^2(6a_{12}^4 - 15a_{12}^2b_{12} + 4b_{12}^2) + 9p_3^2(a_{12}^5 + 3a_{12}^3b_{12} - 11a_{12}b_{12}^2) + p_3^2(-69a_{12}^6 + 369a_{12}^4b_{12} - 393a_{12}^2b_{12}^2) + 27a_{12}^4(a_{12}^2 + 3p_3)(a_{12}^2 - 5a_{12}b_{12} + b_{12}^2) + \frac{32\sqrt{\pi}}{\tau}\epsilon_0c_I^f(p_1^2 + p_2^2 + p_3^2) \right].$$  

(R.9.29)

$$(T^{\mu_1\nu_1}T^{\mu_2\nu_2}J^{\mu_3})$$

This correlation function is at most semi-local, as was proved in [6] through a position space analysis. Our result confirms the triviality of this correlator through independent calculations in momentum space. In appendix A.6 we discuss the triviality of $\langle T^{\mu_1\nu_1}T^{\mu_2\nu_2}J^{\mu_3} \rangle$, which is very similar to $\langle T^{\mu_1\nu_1}T^{\mu_2\nu_2}J^{\mu_3} \rangle$.

Ward identities. The transverse and trace Ward identities are

$$p_1^{1\nu} \langle T_{\mu_1\nu_1}(p_1)T_{\mu_2\nu_2}(p_2)J^{\mu_3\alpha}(p_3) \rangle = 2p_1^{1\nu} \langle \frac{\delta T_{\mu_1\nu_1}}{\delta g_{\mu_2\nu_2}}(p_1,p_2)J^{\mu_3\alpha}(p_3) \rangle,$$  

(R.10.1)

$$p_{3\nu} \langle T_{\mu_1\nu_1}(p_1)T_{\mu_2\nu_2}(p_2)J^{\mu_3\alpha}(p_3) \rangle = 0,$$  

(R.10.2)

$$\langle T(p_1)T_{\mu_2\nu_2}(p_2)J^{\mu_3\alpha}(p_3) \rangle = 2\langle \frac{\delta T}{\delta g_{\mu_2\nu_2}}(p_1,p_2)J^{\mu_3\alpha}(p_3) \rangle.$$  

(R.10.3)
Reconstruction formula. The full 3-point function can be reconstructed from the transverse-traceless part as

\[
\langle T^{\mu_1 \nu_1}(p_1)T^{\mu_2 \nu_2}(p_2)J^{\mu_3 \alpha}(p_3) \rangle = \left\langle \langle T^{\mu_1 \nu_1}(p_1)T^{\mu_2 \nu_2}(p_2)J^{\mu_3 \alpha}(p_3) \rangle \right. \\
+ 2 \left[ \mathcal{J}^{\mu_1 \nu_1 \alpha}(p_1)p_1^{\beta_1} + \frac{\pi^{\mu_1 \nu_1}(p_1)}{d-1} \delta_{\alpha_1 \beta_1} \right] \delta_{\mu_2 \alpha_2} \delta_{\nu_2 \beta_2} \left[ \delta T_{\alpha_1 \beta_1}(p_1, p_2)J^{\mu_3 \alpha}(p_3) \right] \\
+ 2 \left[ (\mu_1, \nu_1, p_1) \leftrightarrow (\mu_2, \nu_2, p_2) \right] \\
- 4 \left[ \mathcal{J}^{\mu_1 \nu_1 \alpha}(p_1)p_1^{\beta_1} + \frac{\pi^{\mu_1 \nu_1}(p_1)}{d-1} \delta_{\alpha_1 \beta_1} \right] \left[ \mathcal{J}^{\mu_2 \nu_2 \alpha}(p_2)p_2^{\beta_2} + \frac{\pi^{\mu_2 \nu_2}(p_2)}{d-1} \delta_{\alpha_2 \beta_2} \right] \times \\
\times \left\langle \frac{\delta T_{\alpha_1 \beta_1}(p_1, p_2)}{d-2}(p_3)J^{\mu_3 \alpha}(p_3) \right\rangle,
\]

(R.10.4)

where \( \mathcal{J}^{\mu \nu \alpha} \) is defined in (R.1.20).

Decomposition of the 3-point function. The tensor decomposition of the transverse-traceless part is

\[
\langle T^{\mu_1 \nu_1}(p_1)T^{\mu_2 \nu_2}(p_2)J^{\mu_3 \alpha}(p_3) \rangle = \Pi^{\mu_1 \nu_1}(p_1)\Pi^{\mu_2 \nu_2}(p_2)\pi^{\mu_3}(p_3) \left[ A^a_1 p_1^{\alpha_1} p_2^{\beta_1} p_3^{\gamma_1} + A^a_2 p_2^{\alpha_2} p_3^{\beta_2} p_1^{\gamma_2} + A^a_3 p_1^{\alpha_3} p_3^{\beta_3} p_2^{\gamma_2} + A^a_4 p_1^{\alpha_4} p_2^{\beta_4} p_3^{\gamma_3} \right].
\]

(R.10.5)

The form factors \( A_j, j = 1, \ldots, 5 \) are functions of the momentum magnitudes. If no arguments are specified then the standard ordering is assumed, \( A_j = A_j(p_1, p_2, p_3) \), while by \( p_i \leftrightarrow p_j \) we denote the exchange of the two momenta, e.g., \( A_3(p_1 \leftrightarrow p_2) = A_3(p_2, p_1, p_3) \).

The form factors \( A_1, A_2 \) and \( A_4 \) are antisymmetric under \( p_1 \leftrightarrow p_2, i.e., they satisfy \( A_j^a(p_2, p_1, p_3) = -A_j^a(p_1, p_2, p_3), j \in \{1, 2, 4\} \).

(R.10.6)

The remaining form factors \( A_3 \) and \( A_5 \) do not exhibit any symmetry properties.

The form factors can be calculated as follows

\[
A_1^a = \text{coefficient of } p_1^{\alpha_1} p_2^{\beta_1} p_3^{\gamma_1},
\]

(R.10.7)

\[
A_2^a = 4 \cdot \text{coefficient of } \delta^{\alpha_1 \beta_1} p_2^{\gamma_1} p_3^{\gamma_1} p_1^{\alpha_1},
\]

(R.10.8)

\[
A_3^a = 2 \cdot \text{coefficient of } \delta^{\alpha_1 \alpha_3} p_1^{\gamma_1} p_3^{\gamma_3} p_2^{\alpha_3},
\]

(R.10.9)

\[
A_4^a = 2 \cdot \text{coefficient of } \delta^{\alpha_1 \beta_2} \delta^{\alpha_2 \beta_1} p_3^{\gamma_2},
\]

(R.10.10)

\[
A_5^a = 4 \cdot \text{coefficient of } \delta^{\alpha_1 \beta_2} \delta^{\alpha_2 \beta_2} p_2^{\gamma_1}.
\]

(R.10.11)

in \( \langle T^{\mu_1 \nu_1}(p_1)T^{\mu_2 \nu_2}(p_2)J^{\mu_3 \alpha}(p_3) \rangle \).
Primary conformal Ward identities. The primary CWIs are

\[ K_{12} A_1^a = 0, \quad K_{13} A_1^a = 0, \]
\[ K_{12} A_2^a = 0, \quad K_{13} A_2^a = 2A_1^a, \]
\[ K_{12} A_3^a = 2A_1^a, \quad K_{13} A_3^a = 0, \]
\[ K_{12} A_4^a = 0, \quad K_{13} A_4^a = 4A_2^a, \]
\[ K_{12} A_5^a = -2A_2^a, \quad K_{13} A_5^a = -2[A_2^a + A_3^a(p_1 \leftrightarrow p_2)]. \]

The solution in terms of triple-\(K\) integrals (R.1.6) is

\[ A_1^a = \alpha_1^a J_5(000), \]
\[ A_2^a = \alpha_1^a J_4(001) + \alpha_2^a J_3(000), \]
\[ A_3^a = \alpha_1^a J_4(010) + \alpha_3^a J_3(000), \]
\[ A_4^a = \alpha_1^a J_3(002) + 2\alpha_2^a J_2(001) + \alpha_4^a I_1(000), \]
\[ A_5^a = \alpha_1^a J_3(101) + \alpha_2^a J_2(100) + \alpha_3^a J_2(001) + \alpha_5^a J_1(000), \]

where \(\alpha_j^a, j = 1, \ldots, 5\) are constants. If the integrals diverge, the regularisation (R.1.7) should be used.

Secondary conformal Ward identities. The independent secondary CWIs are

\[ L_4 A_1^a + R [A_2^a - A_3^a] = 2d \cdot \text{coefficient of } p_2^\mu p_3^\nu p_5^\rho p_1^\sigma \text{ in } p_{1\nu1} \langle \langle T^{\mu_1\nu_1}(p_1) T^{\mu_2\nu_2}(p_2) J^{\mu_3\nu_3}(p_3) \rangle \rangle, \]
\[ L_4 A_2^a + 2R [2A_4^a + A_5^a(p_1 \leftrightarrow p_2)] = 4d \cdot \text{coefficient of } \delta^{\mu_1\mu_3} p_3^\rho p_5^\nu p_1^\sigma \text{ in } p_{1\nu1} \langle \langle T^{\mu_1\nu_1}(p_1) T^{\mu_2\nu_2}(p_2) J^{\mu_3\nu_3}(p_3) \rangle \rangle, \]
\[ L_5 A_3^a - 2R [A_2^a(p_1 \leftrightarrow p_2)] = 8d \cdot \text{coefficient of } \delta^{\mu_1\mu_2} p_3^\rho p_1^\nu p_5^\sigma \text{ in } p_{1\nu1} \langle \langle T^{\mu_1\nu_1}(p_1) T^{\mu_2\nu_2}(p_2) J^{\mu_3\nu_3}(p_3) \rangle \rangle, \]

where \(L\) and \(R\) are given by (R.1.9) and (R.1.9). They lead to

\[ \alpha_1^a = \alpha_2^a = \alpha_3^a = \alpha_4^a = 0, \]
\[ \alpha_5^a = O(\epsilon). \]
The transverse and trace Ward identities are

\[ \langle T_{\mu_1}, T_{\mu_2}, T_{\mu_3}\rangle = 2 \delta T_{\mu_1} T_{\mu_2}, T_{\mu_3}\rangle \]

Ward identities. The transverse and trace Ward identities are

\[
p_1 \langle T_{\mu_1}, p_1, T_{\mu_2}, p_2, T_{\mu_3}, p_3\rangle =
\]

\[
= 2 p_1 \langle \delta T_{\mu_1} p_1, p_3, T_{\mu_2}, p_2\rangle + 2 p_1 \delta T_{\mu_1} p_1, p_2, T_{\mu_3}, p_3\rangle\]

\[
+ 2 p_1 \langle T_{\mu_2}, p_1, T_{\mu_3}, p_2, T_{\mu_3}, p_3\rangle - 2 p_1 \langle T_{\mu_2}, p_1, T_{\mu_3}, p_2, T_{\mu_3}, p_3\rangle\]

\[
= 2 \langle \delta T_{\mu_1} p_1, p_2, T_{\mu_3}, p_3\rangle + 2 \delta T_{\mu_1} p_1, p_2, T_{\mu_3}, p_3\rangle.\]

(R.11.1)

Reconstruction formula. Define

\[
\mathcal{L}_{\mu_1, \mu_2, \mu_3}(p_1, p_2, p_3) =
\]

\[
= 2 \left[ \mathcal{F}_{\mu_1+p_1} \frac{\pi_{\mu_1+p_1}}{d-1} \right] \delta_{\mu_1+p_1}\delta_{\mu_2+p_2}\delta_{\mu_3+p_3} \langle T_{\mu_1+p_1} p_1, p_2, T_{\mu_3+p_3} p_3\rangle\]

\[
+ \left[ \mathcal{F}_{\mu_1+p_1} \frac{\pi_{\mu_1+p_1}}{d-1} \right] \delta_{\mu_1+p_1}\delta_{\mu_2+p_2}\delta_{\mu_3+p_3} \langle T_{\mu_1+p_1} p_1, p_2, T_{\mu_3+p_3} p_3\rangle\]

\[
= 2 \langle \delta T_{\mu_1+p_1} p_1, p_2, T_{\mu_3+p_3} p_3\rangle + 2 \delta T_{\mu_1+p_1} p_1, p_2, T_{\mu_3+p_3} p_3\rangle.\]

(R.11.2)

where \( \mathcal{F}_{\mu_1+p_1} \) is defined in (R.1.20). The full 3-point function can be reconstructed from the transverse-traceless part as

\[
\langle T_{\mu_1}, p_1, T_{\mu_2}, p_2, T_{\mu_3}, p_3\rangle = \langle \mu_{\mu_1}, p_1, \mu_{\mu_2}, p_2, \mu_{\mu_3}, p_3\rangle\]

\[
+ \sum_{\sigma} \mathcal{L}_{\sigma_{1+p_1}, \sigma_{2+p_2}, \sigma_{3+p_3}}(p_1, p_2, p_3)\]

\[
- \left[ \mathcal{F}_{\mu_1}, p_1, p_3, \mu_{\mu_2}, p_2, p_3, \mu_{\mu_3}, p_3\rangle\right]\]

\[
= 2 \langle \delta T_{\mu_1+p_1} p_1, p_2, T_{\mu_3+p_3} p_3\rangle + 2 \delta T_{\mu_1+p_1} p_1, p_2, T_{\mu_3+p_3} p_3\rangle.\]

(R.11.3)

where the sum is taken over all six permutations \( \sigma \) of the set \{1, 2, 3\}.

Decomposition of the 3-point function. The tensor decomposition of the transverse-
Primary conformal Ward identities. The primary CWIs are

\[ \langle t^{\mu_1 \nu_1}(p_1)t^{\mu_2 \nu_2}(p_2)t^{\mu_3 \nu_3}(p_3) \rangle \]

\[ = \Pi_{\alpha_1 \beta_1}(p_1)\Pi_{\alpha_2 \beta_2}(p_2)\Pi_{\alpha_3 \beta_3}(p_3) \left[ A_1 p_1^{\alpha_1} p_2^{\beta_2} p_3^{\alpha_3} p_1^{\alpha_3} p_1^{\beta_3} + A_2 (p_1 \leftrightarrow p_3) p_2^{\alpha_1} p_3^{\beta_3} p_1^{\alpha_3} p_1^{\beta_3} + A_2 (p_2 \leftrightarrow p_3) p_1^{\alpha_1} p_2^{\beta_3} p_3^{\alpha_3} p_1^{\beta_3} + A_3 (p_1 \leftrightarrow p_3) p_1^{\alpha_1} p_2^{\alpha_2} p_3^{\beta_3} p_1^{\beta_3} + A_4 (p_1 \leftrightarrow p_3) p_1^{\alpha_1} p_2^{\alpha_2} p_3^{\beta_3} p_1^{\beta_3} + A_5 p_1^{\alpha_1} p_2^{\alpha_2} p_3^{\beta_3} p_1^{\beta_3} \right] \]

\[ (R.11.5) \]

The form factors \( A_j, j = 1, \ldots, 5 \) are functions of the momentum magnitudes. If no arguments are specified then the standard ordering is assumed, \( A_j = A_j(p_1, p_2, p_3) \), while by \( p_i \leftrightarrow p_j \) we denote the exchange of the two momenta, e.g., \( A_1(p_1 \leftrightarrow p_3) = A_2(p_3, p_2, p_1) \).

The form factors \( A_1 \) and \( A_5 \) are symmetric under any permutation of momenta, i.e., for any permutation \( \sigma \) of the set \( \{1, 2, 3\} \),

\[ A_j(p_{\sigma(1)}, p_{\sigma(2)}, p_{\sigma(3)}) = A_j(p_1, p_2, p_3), \quad j \in \{1, 5\}. \]

\[ (R.11.6) \]

The remaining form factors are symmetric under \( p_1 \leftrightarrow p_2 \), i.e., they satisfy

\[ A_j(p_2, p_1, p_3) = A_j(p_1, p_2, p_3), \quad j \in \{2, 3, 4\}. \]

\[ (R.11.7) \]

The form factors can be calculated as

\[ A_1 = \text{coefficient of } p_1^{\mu_1} p_2^{\mu_2} p_3^{\mu_3} p_1^{\nu_1} p_2^{\nu_2} p_3^{\nu_3} p_1^{\nu_3}, \]

\[ A_2 = 4 \cdot \text{coefficient of } \delta^{\nu_1 \nu_2} p_1^{\mu_1} p_2^{\mu_2} p_1^{\nu_3} p_3^{\nu_3}, \]

\[ A_3 = 2 \cdot \text{coefficient of } \delta^{\mu_1 \mu_2} p_2^{\nu_1} p_3^{\nu_2} p_1^{\nu_3}, \]

\[ A_4 = 8 \cdot \text{coefficient of } \delta^{\mu_1 \nu_3} \delta^{\mu_2 \nu_2} p_2^{\nu_1} p_3^{\nu_2}, \]

\[ A_5 = 8 \cdot \text{coefficient of } \delta^{\mu_1 \nu_3} \delta^{\mu_2 \nu_2} \delta^{\nu_3 \nu_1}, \]

in \( \langle t^{\mu_1 \nu_1}(p_1)t^{\mu_2 \nu_2}(p_2)t^{\mu_3 \nu_3}(p_3) \rangle \).
The solution in terms of triple-$K$ integrals (R.1.6) is

\[
A_1 = \alpha_1 J_6(000), \quad (R.11.14) \\
A_2 = 4\alpha_1 J_5(001) + \alpha_2 J_4(000), \quad (R.11.15) \\
A_3 = 2\alpha_1 J_4(002) + \alpha_2 J_3(001) + \alpha_3 J_2(000), \quad (R.11.16) \\
A_4 = 8\alpha_1 J_4(110) - 2\alpha_2 J_3(001) + \alpha_4 J_2(000), \quad (R.11.17) \\
A_5 = 8\alpha_1 J_3(111) + 2\alpha_2 (J_2(110) + J_2(011) + J_2(011)) + \alpha_5 J_0(000), \quad (R.11.18)
\]

where $\alpha_j, j = 1, \ldots, 5$ are constants. If the integrals diverge, the regularisation (R.1.7) should be used.

**Secondary conformal Ward identities.** The independent secondary CWIs are

\[
(*) \quad L_6 \, A_1 + R \left[ A_2 - A_2(p_2 \leftrightarrow p_3) \right] = \\
= 2d \cdot \text{coeff. of } \delta_{\mu_1 \mu_2} \delta_{\mu_3 \mu_4} \delta_{\nu_1 \nu_2} \delta_{\nu_3 \nu_4} \text{ in } p_{1\nu_1} \langle \langle T^{\mu_1 \nu_1}(p_1) T^{\mu_2 \nu_2}(p_2) T^{\mu_3 \nu_3}(p_3) \rangle \rangle, \quad (R.11.19)
\]

\[
L_6 \, A_2 + 2R \left[ 2A_3 - A_4(p_1 \leftrightarrow p_3) \right] = \\
= 8d \cdot \text{coeff of } \delta_{\mu_1 \mu_3} \delta_{\mu_2 \nu_2} \delta_{\mu_3 \mu_4} \delta_{\nu_1 \nu_3} \text{ in } p_{1\nu_1} \langle \langle T^{\mu_1 \nu_1}(p_1) T^{\mu_2 \nu_2}(p_2) T^{\mu_3 \nu_3}(p_3) \rangle \rangle, \quad (R.11.20)
\]

\[
(*) \quad L_4 \left[ A_2(p_1 \leftrightarrow p_3) \right] + R \left[ A_4(p_2 \leftrightarrow p_3) - A_4 \right] + 2p_1^2 \left[ A_2(p_2 \leftrightarrow p_3) - A_2 \right] = \\
= 8d \cdot \text{coeff of } \delta_{\mu_1 \mu_2} \delta_{\mu_3 \nu_2} \delta_{\mu_4 \nu_3} \delta_{\nu_1 \nu_2} \text{ in } p_{1\nu_1} \langle \langle T^{\mu_1 \nu_1}(p_1) T^{\mu_2 \nu_2}(p_2) T^{\mu_3 \nu_3}(p_3) \rangle \rangle, \quad (R.11.21)
\]

\[
L_4 \left[ A_4(p_2 \leftrightarrow p_3) \right] - 2R A_5 + 2p_1^2 \left[ A_4(p_1 \leftrightarrow p_3) - 4A_3 \right] = \\
= 16d \cdot \text{coeff of } \delta_{\mu_1 \mu_2} \delta_{\mu_3 \nu_2} \delta_{\mu_4 \nu_3} \delta_{\nu_1 \nu_2} \text{ in } p_{1\nu_1} \langle \langle T^{\mu_1 \nu_1}(p_1) T^{\mu_2 \nu_2}(p_2) T^{\mu_3 \nu_3}(p_3) \rangle \rangle, \quad (R.11.22)
\]

\[
L_2 \left[ A_3(p_1 \leftrightarrow p_3) \right] + p_1^2 \left[ A_4 - A_4(p_2 \leftrightarrow p_3) \right] = \\
= 4d \cdot \text{coeff of } \delta_{\mu_1 \mu_3} \delta_{\mu_2 \nu_2} \delta_{\mu_4 \nu_3} \delta_{\nu_1 \nu_2} \text{ in } p_{1\nu_1} \langle \langle T^{\mu_1 \nu_1}(p_1) T^{\mu_2 \nu_2}(p_2) T^{\mu_3 \nu_3}(p_3) \rangle \rangle, \quad (R.11.23)
\]

where the operators $L$ and $R$ are defined in (R.1.8) and (R.1.9). The identities denoted by asterisks are redundant, i.e., they are trivially satisfied in all cases and do not impose any additional conditions on primary constants. The secondary CWIs lead to which lead to

\[
\alpha_3 = -(d + 2v) \left( 2(2 + d + 2v)\alpha_1 + \alpha_2 + \frac{2^3 - 4 - v c_T}{\Gamma (\frac{d}{2} + v)} \right) \Gamma (1 + \frac{d}{2} + v), \quad (R.11.24)
\]

\[
\alpha_4 = (2 + 3d + 6v)\alpha_2 + 2\alpha_3, \quad (R.11.25)
\]

\[
\alpha_5 = -2(d + 2v)^2 \alpha_2 + \frac{2^5 - 4 - v (1 + 2c_T)(u - v)\epsilon}{\Gamma^2 (\frac{d}{2} + v)} \\
- \frac{1}{2} \left( u - v \right)\epsilon (d + 2v) \left[ (2 + d + 2v)(8(d + 2v)\alpha_1 + 3\alpha_2) + 2\alpha_3 \right]. \quad (R.11.26)
\]

The constant $c_T$ is the 2-point function normalisation (R.1.23), while the constant $c_g$ is defined as

\[
\langle \langle \frac{\delta T^{\mu_1 \nu_1}(p_1, p_2) T^{\mu_3 \nu_3}(p_3)}{\delta g^{\mu_2 \nu_2}} \rangle \rangle = 4c_g \delta_{\mu_1 \nu_2} \langle \langle T^{\mu_1 \nu_1}(p_1) T^{\mu_3 \nu_3}(-p_3) \rangle \rangle + \ldots \quad (R.11.27)
\]
The omitted terms do not contain the tensor structures listed explicitly. After the substitution of the solution of the secondary CWIs to (R.11.14) - (R.11.18), the limit \( u = v = -1/2 \) should be taken. The form factors then represent the 3-point function regulated in the dimensional regularisation (6.20).

The 3-point function \( \langle [T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} T^{\mu_3 \nu_3}] \rangle \) therefore depends on the 2-point function normalisations \( c_T \) and \( c_g \) and two undetermined primary constants \( \alpha_1 \) and \( \alpha_2 \). The dependence of this correlator on two 2-point function normalisations rather than only one as found in [3] is related to the definition (5.48) we adopt for this correlator. Our definition differs by the semi-local terms on the right-hand side of (5.48), and it is these terms that produce the dependence of our solution on \( c_g \) through (R.11.27). (Similar considerations also apply for \( \langle [T^{\mu_1 \nu_1} J^{\mu_2} J^{\mu_3}] \rangle \) as discussed above (7.28).)

An additional effect in dimension \( d = 3 \) is that the tensor decomposition becomes degenerate meaning there are only two instead of the usual five form factors. In consequence, the stress-energy tensor 3-point function in \( d = 3 \) only depends on the primary constant \( \alpha_1 \), rather than on both \( \alpha_1 \) and \( \alpha_2 \). Along with the two 2-point function normalisations, this makes three parameters in total (or two using the definition of the 3-point function in [3]). We present a discussion of this degeneracy in appendix A.2, the results of which we make use of below.

**Examples**

**For \( d = 3 \)** we find

\[
A_1 = \frac{8\alpha_1}{a_{123}^6} \left[ a_{123}^3 + 3a_{123}b_{123} + 15c_{123} \right], \tag{R.11.28}
\]

\[
A_2 = \frac{8\alpha_1}{a_{123}^4} \left[ 4p_3^4 + 20p_3^3a_{12} + 4p_3^2(7a_{12}^2 + 6b_{12}) + 15p_3a_{123}(a_{12}^2 + b_{12}) + 3a_{12}^2(a_{12}^2 + b_{12}) \right]
+ \frac{2\alpha_2}{a_{123}^6} \left[ a_{123}^3 + a_{123}b_{123} + 3c_{123} \right], \tag{R.11.29}
\]

\[
A_3 = \frac{2\alpha_1 p_3^2}{a_{123}^4} \left[ 7p_3^3 + 28p_3^2a_{12} + 3p_3(11a_{12}^2 + 6b_{12}) + 12a_{123}(a_{12}^2 + b_{12}) \right]
+ \frac{\alpha_2 p_3^2}{a_{123}^4} \left[ p_3^3 + 3p_3a_{12} + 2(a_{12}^2 + b_{12}) \right] - \frac{8\sqrt{\pi}c_T}{3a_{123}^2} \left[ a_{123}^3 - a_{123}b_{123} - c_{123} \right], \tag{R.11.30}
\]

\[
A_4 = \frac{4\alpha_1}{a_{123}^4} \left[ -3p_3^5 - 12p_3^4a_{12} - 9p_3^3(a_{12}^2 + 2b_{12}) + 9p_3^2a_{12}(a_{12}^2 - b_{12}) + (4p_3 + a_{12})(3a_{12}^4 - 3a_{12}^2b_{12} + 4b_{12}^2) \right]
+ \frac{\alpha_2}{a_{123}^6} \left[ -p_3^3 - 3p_3^2a_{12} - 6p_3b_{12} + a_{12}(a_{12}^2 - b_{12})(3p_3 + a_{12}) \right]
- \frac{16\sqrt{\pi}c_T}{3a_{123}^2} \left[ a_{123}^3 - a_{123}b_{123} - c_{123} \right], \tag{R.11.31}
\]
\[ A_5 = \frac{2\alpha_1}{a_{123}^2} [ -3a_{123}^6 + 9a_{123}^4b_{123} + 12a_{123}^2b_{123}^2 - 33a_{123}^3c_{123} + 12a_{123}b_{123}c_{123} + 8c_{123}^2 ] \\
+ \frac{\alpha_2}{2a_{123}^2} [ -a_{123}^5 + 3a_{123}^3b_{123} + 4a_{123}b_{123}^2 - 11a_{123}^2c_{123} + 4b_{123}c_{123} ] \\
+ \frac{3}{2}\sqrt{\pi}(c_T + 4c_T)(p_1^3 + p_2^3 + p_3^3). \]  
\[ \text{For } d = 5 \text{ we find} \]

\[ A_1 = \frac{72\alpha_1}{a_{123}^2} [ a_{123}^2(a_{123}^4 + a_{123}^2b_{123} + b_{123}^2) + a_{123}(a_{123}^2 + 5b_{123})c_{123} + 10c_{123}^2 ] , \]
\[ A_2 = \frac{24\alpha_1}{a_{123}^2} [ -12p_3^2 - 72p_3^3a_{12} + 24p_3^5(-8a_{12}^2 + b_{12}) + 24p_3^4a_{12}(-13a_{12}^2 + 6b_{12}) \\
+ 8p_3^3(-42a_{12}^2 + 33a_{12}^2b_{12} + 8b_{12}^2) + 3p_3^2a_{12}(-77a_{12}^2 + 73a_{12}^2b_{12} + 23b_{12}^2) \\
+ 30p_3a_{12}^2(-3a_{12}^2 + 3a_{12}^2b_{12} + b_{12}^2) + 5a_{12}^2(-3a_{12}^2 + 3a_{12}^2b_{12} + b_{12}^2) ] \\
+ \frac{6\alpha_2}{a_{123}^2} [ -3a_{123}^6 + 3a_{123}^4b_{123} + a_{123}^2b_{123}^2 + a_{123}^3c_{123} + 3a_{123}b_{123}c_{123} + 4c_{123}^2 ) , \]
\[ A_3 = \frac{2\alpha_1p_3^2}{a_{123}^2} [ -8p_3^2 - 40p_3^3a_{12} - 3p_3^3(28a_{12}^2 - 22b_{12}) - 15p_3^3a_{12}(65a_{12}^2 - 22b_{12}) \\
- 8p_3^2(87a_{12}^2 - 63a_{12}^2b_{12} - 13b_{12}^2) - 100p_3a_{12}(3a_{12}^2 - 3a_{12}^2b_{12} - b_{12}^2) \\
- 20a_{12}^2(3a_{12}^2 - 3a_{12}^2b_{12} - b_{12}^2) ] \\
+ \frac{\alpha_2p_3^2}{a_{123}^2} [ -9p_3^5 - 36p_3^4a_{12} - 3p_3^3(19a_{12}^2 - 2b_{12}) - 24p_3^4a_{12}(2a_{12}^2 - b_{12}) \\
- 8p_3(3a_{12}^4 - 3a_{12}^3b_{12} - b_{12}^2) - 2a_{12}(3a_{12}^4 - 3a_{12}^3b_{12} - b_{12}^2) ] \\
+ \frac{16\sqrt{\pi}c_T}{45a_{123}^2} [ 3a_{123}^2(a_{123}^2 - 3a_{123}^2b_{123} + b_{123}^2) + 3a_{123}(a_{123}^2 + b_{123})c_{123} + 2c_{123}^3 ) , \]
\[ A_4 = \frac{4\alpha_1}{a_{123}^2} [ 45p_3^5 + 225p_3^3a_{12} + 15p_3^5(29a_{12}^2 + 2b_{12}) + 75p_3^3a_{12}(5a_{12}^2 + 2b_{12}) \\
+ 8p_3^4(75a_{12}^2 - 23b_{12})b_{12} - 5p_3^3a_{12}(75a_{12}^2 - 255a_{12}^2b_{12} + 79b_{12}^2) \\
- p_3^5(435a_{12}^2 - 1335a_{12}^2b_{12} + 343a_{12}^2b_{12}^2 - 96b_{12}^3) \\
- 3a_{12}(5p_3 + a_{12})(15a_{12}^2 - 45a_{12}^2b_{12} + 11a_{12}^2b_{12}^2 - 4b_{12}) ] \\
+ \frac{\alpha_2}{a_{123}^2} [ 9p_3^4 + 36p_3^3a_{12} + 3p_3^4(17a_{12}^2 + 2b_{12}) + 24p_3^4a_{12}(a_{12}^2 + b_{12}^2) \\
- 8p_3^3(a_{12}^3 - 12a_{12}^2b_{12} + 5b_{12}^2) - p_3^2a_{12}(51a_{12}^2 - 159a_{12}^2b_{12} + 55b_{12}^2) \\
- 9a_{12}^4(4p_3 + a_{12})(a_{12}^2 - 3a_{12}^2b_{12} + b_{12}^2) ] \\
+ \frac{32\sqrt{\pi}c_T}{45a_{123}^2} [ 3a_{123}^2(a_{123}^2 - 3a_{123}^2b_{123} + b_{123}^2) + 3a_{123}(a_{123}^2 + b_{123})c_{123} + 2c_{123}^3 ) , \]

(R.11.32)
\[
A_5 = \frac{6a_1}{(p_1 + p_2 + p_3)^4} \left[ 5a_1^2(a_{123} - 4b_{123})(3a_{123} - 3a_{123}b_{123} - b_{123}^2) \\
+ 5a_1^2(23a_{123}^2 - 23a_{123}^2b_{123} + 4b_{123}^2)c_{123} - 4a_{123}(a_{123}^2 - 4b_{123})c_{123}^2 + 8c_{123}^3 \right] \\
+ \frac{\alpha_2}{2(p_1 + p_2 + p_3)^3} \left[ 3a_1^2(23a_{123}^2 - 23a_{123}^2b_{123} + 4b_{123}^2)c_{123} - 4(a_{123}^2 - 2b_{123})c_{123}^2 \right] \\
- \frac{16}{15} \sqrt{\pi}(c_T + 4c_g c_T)(p_1^5 + p_2^5 + p_3^5). \\
\text{ (R.11.37)}
\]
Appendix

A.1 Decomposition of $\langle T^\mu_1 T^\mu_2 T^\mu_3 \rangle$ in non-conformal case

In this section we present the decomposition of the stress-energy tensor 3-point function for a general quantum field theory. As the stress-energy tensor in a general theory is no longer traceless, our arguments in the main text need some minor modifications. First, we discuss how to reconstruct the full correlation function from the purely transverse part, making use of the transverse Ward identities in a similar fashion to section 4.3. We then proceed to construct the general tensor decomposition of this transverse part in terms of ten independent form factors.

As in the main text, we will denote the transverse-traceless part of the stress-energy tensor by $\tilde t_{\mu\nu} = \Pi_{\alpha\beta}^\mu T_{\alpha\beta}$. Here, we will also make use of the purely transverse part, $t_{\mu\nu}^\perp = \pi^\mu_{\alpha\beta} T_{\alpha\beta}^\perp$, which includes a nonvanishing trace part $\langle t_{\mu\nu} \rangle_{p_1}^\perp$. The difference between the stress-energy tensor and its transverse part can then be written $\tilde t_{\mu\nu} = t_{\mu\nu} - t_{\mu\nu}^\perp$, i.e.,

$$\tilde t_{\mu\nu} = \left( \frac{p_1^\mu}{p_2^2} \delta^\nu_\alpha + \frac{p_1^\nu}{p_2^2} \delta^\mu_\alpha - \frac{p_1^\mu p_1^\nu}{p_2^4} \right) p_3 T_{\alpha\beta} \delta^{\beta\alpha}.$$  \hfill (A.1.1)

To obtain the reconstruction formula, we use the Ward identity (R.11.1) to re-express $p_3 T_{\alpha\beta}$ in terms of 2-point functions when the expectation value of $\tilde t_{\mu\nu}$ with other operators is taken. Defining the operator

$$\hat{\mathcal{L}}_{\mu1\mu2\mu3}(p_1, p_2, p_3) = \frac{1}{p_1^2} \left( 2p_1^{\mu1} \delta_{\alpha1}^{\mu1} - \frac{p_1^{\mu1} p_1^{\nu1} p_1^{\alpha1}}{p_1^2} \right) \times$$

$$\times \left[ 2\delta_{\mu3\alpha3} \delta_{\nu3\alpha3} p_1^{\beta1} \langle \delta_{\alpha3\beta3}(p_1, p_3) T_{\mu2\nu2}(p_2) \rangle + \delta_{\beta3\alpha1}(p_1^{\mu3} p_3^{\nu3}) p_3^{\alpha3} - \delta_{\beta3\alpha3}(p_3^{\alpha3} p_1^{\mu3} p_3^{\nu3}) \right] \langle T_{\alpha3\beta3}(p_2) T_{\mu2\nu2}(-p_2) \rangle,$$

the reconstruction formula takes the form

$$\langle T_{\mu1}^{\mu1}(p_1) T_{\mu2}^{\mu2}(p_2) T_{\mu3}^{\mu3}(p_3) \rangle = \langle t_{\mu1}^{\mu1}(p_1) t_{\mu2}^{\mu2}(p_2) t_{\mu3}^{\mu3}(p_3) \rangle$$

$$+ \sum_{\sigma} \hat{\mathcal{L}}_{\mu\nu}(p_{\sigma(1)}, p_{\sigma(2)}, p_{\sigma(3)})$$

$$- \frac{1}{p_3^2} \left( 2p_3^{\mu3} \delta_{\alpha3}^{\mu3} - \frac{p_3^{\mu3} p_3^{\nu3} p_{\alpha3\nu3}}{p_3^2} \right) p_{3\beta3} \hat{\mathcal{L}}_{\mu1\mu2\mu3}(p_1, p_2, p_3)$$

$$- [\langle \mu_1, \nu_1, p_1 \rangle \leftrightarrow \langle \mu_2, \nu_2, p_2 \rangle] \langle \mu_3, \nu_3, p_3 \rangle \langle \mu_3, \nu_3, p_3 \rangle \langle \mu_1, \nu_1, p_1 \rangle$$

$$- [\langle \mu_1, \nu_1, p_1 \rangle \leftrightarrow \langle \mu_3, \nu_3, p_3 \rangle \rightarrow \langle \mu_2, \nu_2, p_2 \rangle \rightarrow \langle \mu_1, \nu_1, p_1 \rangle],$$

where the sum is taken over all six permutations $\sigma$ of the set $\{1, 2, 3\}$. Note the similarity between this expression and (R.11.3, R.11.4).

We turn now to the tensor decomposition of the purely transverse part of the 3-point function. The most general form of this is

$$\langle t_{\mu1}^{\mu1}(p_1) t_{\mu2}^{\mu2}(p_2) t_{\mu3}^{\mu3}(p_3) \rangle =$$

$$= \pi_{(\alpha1}(p_1) \pi_{(\alpha2}(p_2) \pi_{(\alpha3}(p_3) X_{\alpha\beta\gamma} \pi_{(\beta1)}^{\mu1}(p_1) \pi_{(\beta2)}^{\mu2}(p_2) \pi_{(\beta3)}^{\mu3}(p_3),$$

where $X_{\alpha\beta\gamma}$ is a tensor to be determined.
where $X^{\alpha_1\beta_1\alpha_2\beta_2\alpha_3\beta_3}$ is a general tensor built from the metric $\delta^{\mu\nu}$ and two independent momenta, with a kinematic dependence on the momentum magnitudes $p_1, p_2$ and $p_3$. Note, however, that if $X^{\alpha_1\beta_1\alpha_2\beta_2\alpha_3\beta_3}$ contains $p_j^{\alpha_j}$ or $p_j^{\beta_j}$ for $j \in \{1, 2, 3\}$ then the contractions with the corresponding transverse projectors vanish. We will assume that $X^{\alpha_1\beta_1\alpha_2\beta_2\alpha_3\beta_3}$ is symmetric under $\alpha_j \leftrightarrow \beta_j$ and we use the convention (4.7) (explained in detail in section 4.1) for the momenta appearing under the various Lorentz indices:

$$p_1, p_2$$ for $\mu_1, \nu_1$; $p_2, p_3$ for $\mu_2, \nu_2$ and $p_3, p_1$ for $\mu_3, \nu_3$. 

(A.1.5)

The following table lists all 24 simple tensors from which $X^{\alpha_1\beta_1\alpha_2\beta_2\alpha_3\beta_3}$ may be built.

| $\alpha_1\beta_1\alpha_2\beta_2\alpha_3\beta_3$ | $\alpha_1\beta_1\alpha_2\beta_2\alpha_3\beta_3$ |
|---------------------------------------------|---------------------------------------------|
| $\delta^{\alpha_1\beta_1\alpha_2\beta_2\alpha_3\beta_3}$ | $\delta^{\alpha_1\beta_1\alpha_2\beta_2\alpha_3\beta_3}$ |
| $\delta^{\alpha_1\alpha_2\delta^{\alpha_3\beta_3}\delta^{\alpha_4\beta_4}}$ | $\delta^{\alpha_1\alpha_2\delta^{\alpha_3\beta_3}\delta^{\alpha_4\beta_4}}$ |
| $\delta^{\alpha_1\alpha_2\delta^{\alpha_3\beta_3}\delta^{\alpha_4\beta_4}}$ | $\delta^{\alpha_1\alpha_2\delta^{\alpha_3\beta_3}\delta^{\alpha_4\beta_4}}$ |

Table 1. When contracted with the transverse projectors, this table presents all 24 tensor structures in the decomposition of the transverse part of $\langle \langle T^{\mu_1\nu_1}\delta^{\mu_2\nu_2}\delta^{\mu_3\nu_3}\rangle \rangle$. Tensors are divided into 10 orbits of the action of the symmetry group $S_3$, after the contractions with the transverse projectors are taken.

Contracting each tensor in the table with the transverse projectors we obtain 24 transverse tensors denoted by $P_a, a = 1, 2, \ldots, 24$. Each tensor $P_a$ can then be multiplied by a form factor $B_a$ to obtain the decomposition

$$\langle \langle T^{\mu_1\nu_1}(p_1)T^{\mu_2\nu_2}(p_2)T^{\mu_3\nu_3}(p_3) \rangle \rangle = \sum_{a=1}^{24} B_a(p_1, p_2, p_3) P_a^{\mu_1\nu_1\mu_2\nu_2\mu_3\nu_3}. \quad \text{(A.1.6)}$$

However, the number of independent form factors may be reduced by looking at the symmetry properties. If we denote the permutation group of the set $\{1, 2, 3\}$ by $S_3$, then the 3-point function is $S_3$-invariant, i.e., for any $\sigma \in S_3$,

$$\langle \langle T^{\mu_1\nu_1}(p_1)T^{\mu_2\nu_2}(p_2)T^{\mu_3\nu_3}(p_3) \rangle \rangle = \langle \langle T^{\mu_1(1)\nu_1(1)}(p_{\sigma(1)})T^{\mu_2(2)\nu_2(2)}(p_{\sigma(2)})T^{\mu_3(3)\nu_3(3)}(p_{\sigma(3)}) \rangle \rangle. \quad \text{(A.1.7)}$$

When contracted with the transverse projectors, the tensors at the first, fifth and the last row of the table lead to the $S_2$-invariant tensors. Therefore, corresponding form factors are invariant under any permutation of their arguments, for example

$$B_1(p_1, p_2, p_3) = B_1(p_{\sigma(1)}, p_{\sigma(2)}, p_{\sigma(3)}) \quad \text{(A.1.8)}$$
for any $\sigma \in S_3$. The remaining tensors transform non-trivially under the action of $S_3$. For concreteness, consider the second line of the table, i.e., the part of the decomposition

$$B_2(p_1, p_2, p_3) P_2^{\mu_1 \nu_1 \mu_2 \nu_2 \mu_3 \nu_3} + B_3(p_1, p_2, p_3) P_3^{\mu_1 \nu_1 \mu_2 \nu_2 \mu_3 \nu_3} + B_4(p_1, p_2, p_3) P_4^{\mu_1 \nu_1 \mu_2 \nu_2 \mu_3 \nu_3}. \tag{A.1.9}$$

Under the action of the symmetry group the tensors $P_2, P_3, P_4$ shuffle among each other. For example, under the action of the transposition $(p_1, \mu_1, \nu_1) \leftrightarrow (p_3, \mu_3, \nu_3)$ we obtain

$$B_2(p_3, p_2, p_1) P_3^{\mu_1 \nu_1 \mu_2 \nu_2 \mu_3 \nu_3} + B_3(p_3, p_2, p_1) P_3^{\mu_1 \nu_1 \mu_2 \nu_2 \mu_3 \nu_3} + B_4(p_3, p_2, p_1) P_4^{\mu_1 \nu_1 \mu_2 \nu_2 \mu_3 \nu_3}. \tag{A.1.10}$$

Since the entire 3-point function is $S_3$-invariant, this implies that (A.1.9) and (A.1.10) are equal. Since all tensor structures $P_a$ are independent, we find

$$B_3(p_1, p_2, p_3) = B_2(p_3, p_2, p_1), \quad B_4(p_1, p_2, p_3) = B_4(p_3, p_2, p_1). \tag{A.1.11}$$

By analysing other symmetries we find that (A.1.9) depends on one form factor only, say $B_2$,

$$B_2(p_1, p_2, p_3) P_2^{\mu_1 \nu_1 \mu_2 \nu_2 \mu_3 \nu_3} + B_2(p_1 \leftrightarrow p_3) P_3^{\mu_1 \nu_1 \mu_2 \nu_2 \mu_3 \nu_3} + B_2(p_2 \leftrightarrow p_3) P_4^{\mu_1 \nu_1 \mu_2 \nu_2 \mu_3 \nu_3}. \tag{A.1.12}$$

Moreover, $B_2(p_1, p_2, p_3) = B_2(p_1 \leftrightarrow p_2)$.

The described procedure reduces the number of independent form factors from 24 down to 10. The same procedure applied to the transverse-traceless part of the 3-point function reduces the number of independent tensors from 11 down to 5. In this case the decomposition is given by (4.13).

### A.2 Degeneracy of the tensor structure of $\langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} T^{\mu_3 \nu_3} \rangle$ in $d = 3$

In dimension $d = 3$, a special degeneracy occurs which allows the transverse-traceless part of $\langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} T^{\mu_3 \nu_3} \rangle$ to be decomposed in terms of only two form factors rather than five.

To see this, we first define the cross-product

$$n = p_1 \times p_2 = p_2 \times p_3 = p_3 \times p_1 \tag{A.2.1}$$

and note that $n^2 = J^2/4$, where $J^2$ is defined in (8.12). Using (4.5) we find

$$\delta^{\mu \nu} = \frac{4}{J^2} \left[ p_i^\mu p_j^\nu + p_j^\mu p_i^\nu - p_i \cdot p_j (p_i^\mu p_j^\nu + p_j^\mu p_i^\nu) + n^\mu n^\nu \right] \tag{A.2.2}$$

for any $i, j = 1, 2, 3$ and $i \neq j$. From the fact that $\delta^{\alpha \beta} \Pi^\mu_{\alpha \beta}(p_j) = 0$, we find

$$\Pi^\mu_{\alpha \beta}(p_j) n^\alpha n^\beta = -p_j^\beta \Pi^\mu_{\alpha \beta}(p_j) p_j^\alpha (p_{(j+1)}^\beta \mod 3) p_{(j+1)}^\beta \mod 3, \quad j = 1, 2, 3. \tag{A.2.3}$$

We can now go back to the decomposition of the transverse-traceless part of $\langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} T^{\mu_3 \nu_3} \rangle$, equation (R.11.5), and exchange all $\delta^{\alpha \beta}$ for (A.2.2). However, if one transverse-traceless projector is contracted with two vectors $n$, then, according to (A.2.3), we can replace such a contraction with a contraction of two momenta with appropriate prefactors. Therefore,
the only terms surviving in (R.11.5) are terms with either zero or two vectors $n$. Hence we find only two tensor structures in the decomposition of $\langle\langle\mu_1\nu_1\mu_2\nu_2\mu_3\nu_3\rangle\rangle$,

$$
\langle\langle\mu_1\nu_1(p_1)\mu_2\nu_2(p_2)\mu_3\nu_3(p_3)\rangle\rangle
= \Pi_{\alpha_1\beta_1}^{\mu_1\nu_1}(p_1)\Pi_{\alpha_2\beta_2}^{\mu_2\nu_2}(p_2)\Pi_{\alpha_3\beta_3}^{\mu_3\nu_3}(p_3)\left[B_1p_1^{\alpha_1}\beta_1^{\alpha_2}\beta_2^{\alpha_3}\beta_3p_3^{\beta_1}p_3^{\beta_2}p_3^{\beta_3}p_3^{\beta_4}
+ B_2n^{\beta_1}p_2^{\alpha_1}\beta_1^{\alpha_2}\beta_2^{\alpha_3}\beta_3p_3^{\beta_1}p_3^{\beta_2}p_3^{\beta_3}p_3^{\beta_4} + B_2(p_1 \leftrightarrow p_3)n^{\beta_1}n^{\beta_2}p_2^{\alpha_1}\beta_1^{\alpha_2}\beta_2^{\alpha_3}\beta_3p_3^{\beta_1}p_3^{\beta_2}p_3^{\beta_3}p_3^{\beta_4}
+ B_2(p_2 \leftrightarrow p_3)n^{\beta_1}n^{\beta_2}p_2^{\alpha_1}\beta_1^{\alpha_2}\beta_2^{\alpha_3}\beta_3p_3^{\beta_1}p_3^{\beta_2}p_3^{\beta_3}p_3^{\beta_4}\right].
$$

(A.2.4)

The new form factors $B_j$ are functions of the momentum magnitudes. As usual, if no arguments are specified then the standard ordering is assumed, $B_j = B_j(p_1, p_2, p_3)$, while by $p_i \leftrightarrow p_j$ we denote the exchange of the two momenta, e.g., $B_2(p_1 \leftrightarrow p_3) = B_2(p_3, p_2, p_1)$.

We can now express the new form factors $B_j$ in terms of the old ones, $A_j$, defined in (R.11.5). Using equation (A.2.3), we write the explicit form of the contraction of two transverse-traceless projectors with a metric as

$$
\Pi_{\alpha_1\beta_1}^{\mu_1\nu_1}(p_1)\Pi_{\alpha_2\beta_2}^{\mu_2\nu_2}(p_2)\delta^{\alpha_3\beta_3}
= \frac{4}{J^2}\Pi_{\alpha_1\beta_1}^{\mu_1\nu_1}(p_1)\Pi_{\alpha_2\beta_2}^{\mu_2\nu_2}(p_2)\left[n^{\beta_1}n^{\beta_2} + \frac{1}{2}(p_3^2 - p_1^2 - p_2^2)p_2^{\beta_1}p_3^{\beta_2}p_3^{\beta_3}p_3^{\beta_4}\right],
$$

(A.2.5)

from which we find

$$
B_1 = A_1 + \frac{2}{J^2}\left[(p_3^2 - p_1^2 - p_2^2)A_2(p_1, p_2, p_3) + (p_1 \leftrightarrow p_3) + (p_2 \leftrightarrow p_3)\right]
+ \frac{4}{J^4}\left[((8p_1^2p_2^2 - J^2)A_3 + (p_3^4 - (p_1^2 - p_2^2)^2)A_4) + (p_1 \leftrightarrow p_3) + (p_2 \leftrightarrow p_3)\right]
- \frac{8}{J^4}(p_1^2 + p_2^2 + p_3^2)A_5,
$$

(A.2.6)

$$
B_2 = \frac{4}{J^2}A_2 + \frac{16}{J^4}\left[(p_3^2 - p_1^2 - p_2^2)A_3 - p_3^2A_4 +\right.
+ \frac{1}{2}(p_2^2 - p_1^2 - p_3^2)A_4(p_1 \leftrightarrow p_3) + \frac{1}{2}(p_1^2 - p_2^2 - p_3^2)A_4(p_2 \leftrightarrow p_3)\right]
+ \frac{16}{J^4}A_5.
$$

(A.2.7)

Using the general expressions (R.11.28) - (R.11.32) for the form factors in $d = 3$, we arrive at the final result

$$
B_1 = 19200a_1\frac{c_{123}^3}{J^4a_{123}^4} - \frac{32\sqrt{\pi}c_T}{3J^4a_{123}^4d_{123}^4}\left[3 + 8c_g\right]a_{123}^5(a_{123}^2 - 5b_{123}) + 24(1 + 2c_g)a_{123}^4b_{123}^2
- 8a_{123}b_{123}^2 + (3(8c_g - 1)A_{123} - 48c_ga_{123}b_{123} - 8b_{123}^3)c_{123} + 8a_{123}c_{123}^2\right],
$$

(A.2.8)

$$
B_2 = -19200a_1\frac{c_{123}^3P_3}{J^4a_{123}^4} + \frac{256\sqrt{\pi}c_T}{3J^4a_{123}^4d_{123}^4}\left[2(1 + c_g)p_3^4(p_3 + 2a_{12})
+ p_3^4\left(2(2 + c_g)a_{12}^2 - 4b_{12}\right) + p_3^2a_{12}\left((3 + 2c_g)a_{12}^2 - (5 + 6c_g)b_{12}\right)
+ 2p_3\left((1 + 2c_g)a_{12}^2 - 3b_{12}\right) + b_{12}^2
- 3(1 + 2c_g)a_{12}^3b_{12} + a_{12}b_{12}^2 + (1 + 2c_g)a_{12}^3\right].
$$

(A.2.9)
The variables used in this expression are symmetric polynomials of the momentum magnitudes as defined in (R.1.2). Note that this expression has no dependence on the primary constant $\alpha_2$. Therefore, in $d = 3$, the most general form of the correlation function $\langle T^\mu_1 T^\nu_2 T^\rho T^\sigma \rangle$ depends on only one undetermined primary constant and on two 2-point function normalisations $c_T$ and $c_g$. This is in agreement with [3], noting that the normalisation constant $c_g$ arises through our definition of the 3-point function in (5.48).

Finally, while similar considerations hold for other 3-point correlators in $d = 3$ involving the stress-energy tensor, in these cases it turns out that the use of equation (A.2.2) does not reduce the number of independent primary constants in the final result.

### A.3 Triple-$K$ integrals by Fourier transform

Here we present the computation leading from the momentum space integral in (3.4) to the triple-$K$ representation. The method generalises the results of [31], as we consider a general integral

$$
\int \frac{d^d k}{(2\pi)^d} \frac{k^\mu_1 \ldots k^\mu_r}{|k|^{2\delta_1} |k - p_1|^{2\delta_2} |k + p_2|^{2\delta_3}}.
$$

(A.3.1)

Using Schwinger parameters

$$
\frac{1}{A^\alpha} = \frac{1}{\Gamma(\alpha)} \int_0^\infty ds \, s^{\alpha-1} e^{-sA} ds, \quad \alpha > 0.
$$

(A.3.2)

we can write

$$
\int \frac{d^d k}{(2\pi)^d} \frac{k^\mu_1 \ldots k^\mu_r}{|k|^{2\delta_3} |k - p_1|^{2\delta_2} |k + p_2|^{2\delta_1}}
$$

$$
= \Gamma^{-3} \int \frac{d^d k}{(2\pi)^d} \frac{k^\mu_1 \ldots k^\mu_r}{|k|^{2\delta_3} |k - p_1|^{2\delta_2} |k + p_2|^{2\delta_1}} \int_{\mathbb{R}^3} d\vec{s} \, s_1^{\delta_1-1} s_2^{\delta_2-1} s_3^{\delta_3-1} \times
$$

$$
\times \exp \left[ -(s_3 k^2 + s_2 |k - p_1|^2 + s_1 |k + p_2|^2) \right], \quad \text{(A.3.3)}
$$

where we use the following abbreviations

$$
\Gamma^3 = \Gamma(\delta_1) \Gamma(\delta_2) \Gamma(\delta_3), \quad d\vec{s} = ds_1 ds_2 ds_3.
$$

(A.3.4)

Denoting $s_t = s_1 + s_2 + s_3$, we rewrite the expression in the exponent as

$$
s_3 k^2 + s_2 |k - p_1|^2 + s_1 |k + p_2|^2 = s_t l^2 + \Delta,
$$

(A.3.5)

where

$$
l = k + \frac{s_1 p_2 - s_2 p_1}{s_t}, \quad \Delta = \frac{s_1 s_2 p_3^2 + s_1 s_3 p_2^2 + s_2 s_3 p_1^2}{s_t}.
$$

(A.3.6)

We can now re-express the integral (A.3.1) as

$$
\Gamma^{-3} \int_{\mathbb{R}^3} d\vec{s} \, s_1^{\delta_1-1} s_2^{\delta_2-1} s_3^{\delta_3-1} e^{-\Delta} \int \frac{d^d l}{(2\pi)^d} \frac{e^{-s_t l^2}}{s_t} \prod_{j=1}^r \left( \frac{l^{\mu_j} + \frac{s_2 p_1^{\mu_j} - s_1 p_2^{\mu_j}}{s_t}}{s_t} \right).
$$

(A.3.7)
This expression can be expanded and split up into a sum of integrals. The integral over \( l \) gives some moment of a Gaussian random variable. For any \( a \) such that \( \text{Re } a > 0 \) we can find

\[
\int \frac{d^dl}{(2\pi)^d} l^{2m} e^{-al^2} = \frac{\Gamma \left( \frac{d}{2} + m \right)}{(4\pi)^{\frac{d}{2}} \Gamma \left( \frac{d}{2} \right)} \cdot \frac{1}{a^{\frac{d}{2}+m}} \quad (A.3.8)
\]

\[
\int \frac{d^dl}{(2\pi)^d} \mu_1 \ldots \mu_{2m} l^{2m} e^{-al^2} = S^{\mu_1 \ldots \mu_{2m}} \quad (A.3.9)
\]

and integrals with an odd number of \( l \) vanish. \( S^{\mu_1 \ldots \mu_{2m}} \) is a completely symmetric tensor built from metrics only, with each coefficient equal to 1, e.g.,

\[
S^{\mu_1 \mu_2 \mu_3 \mu_4} = \delta^{\mu_1 \mu_2} \delta^{\mu_3 \mu_4} + \delta^{\mu_1 \mu_3} \delta^{\mu_2 \mu_4} + \delta^{\mu_1 \mu_4} \delta^{\mu_2 \mu_3} \quad (A.3.10)
\]

The calculations of the integral (A.3.1) therefore boil down to the calculation of several integrals of the form

\[
i_{d,m,\{\delta_j\}} = \frac{1}{(4\pi)^{\frac{d}{2}} 2^m \Gamma^3} \int_{\mathbb{R}^+^3} d\vec{s} \, s_t^{\frac{d}{2}-m} s_1^{\delta_1-1} s_2^{\delta_2-1} s_3^{\delta_3-1} e^{-\Delta}. \quad (A.3.11)
\]

This expression gives the coefficient of the completely symmetric tensor \( S^{\mu_1 \ldots \mu_{2m}} \) when we evaluate (A.3.7). In fact, the coefficient of all the tensors in (A.3.7) can similarly be expressed in terms of \( i_{d,m,\{\delta_j\}} \) for some values of \( m \) and \( \delta_j \). (In this case, however, the \( \delta_j \) parameters are no longer equal to those in (A.3.1), since each momentum in (A.3.7) is accompanied by a Schwinger parameter.)

Let us now express the integral (A.3.11) in terms of the triple-\( K \) integral (6.1). Defining \( \delta_t = \delta_1 + \delta_2 + \delta_3 \), we make the following substitution in (A.3.11)

\[
s_j = \frac{v_1 v_2 + v_1 v_3 + v_2 v_3}{2v_j} = \frac{V}{2v_j}, \quad j = 1, 2, 3, \quad (A.3.12)
\]

giving

\[
i_{d,m,\{\delta_j\}} = \frac{2^{\frac{d}{2}-\delta_t}}{(4\pi)^{\frac{d}{2}} \Gamma^3} \int_{\mathbb{R}^+^3} \frac{d\vec{v}}{V^{\delta_t-d-2m}} \prod_{j=1}^3 v_j^{\frac{d}{2}+m-\delta_j-1} e^{-\frac{v_j p_j^2}{2V}}. \quad (A.3.13)
\]

Observing that

\[
V = v_1 v_2 v_3 \bigl( v_1^{-1} + v_2^{-1} + v_3^{-1} \bigr) \quad (A.3.14)
\]

and introducing a new Schwinger parameter \( t \) to exponentiate the term in brackets, we find

\[
i_{d,m,\{\delta_j\}} = \frac{2^{\frac{d}{2}-\delta_t}}{(4\pi)^{\frac{d}{2}} \Gamma^3} \Gamma(d + 2m - \delta_t) \int_0^\infty \frac{dt}{t^{d+2m-\delta_t-1}}
\]

\[
\times \int_{\mathbb{R}^+^3} d\vec{v} \prod_{j=1}^3 v_j^{\frac{d}{2}+m+\delta_t-\delta_j-1} e^{-\frac{v_j p_j^2}{2V}} \quad (A.3.15)
\]

\[
= \frac{2^{\frac{d}{2}-d-3m+\delta_t}}{(4\pi)^{\frac{d}{2}} \Gamma^3} \Gamma(d + 2m - \delta_t) \int_0^\infty \frac{dt}{t^{d+2m-\delta_t-1}}
\]

\[
\times \int_{\mathbb{R}^+^3} d\vec{u} \prod_{j=1}^3 u_j^{d+2m-2\delta_t+2\delta_j} u_j^{\frac{d}{2}-m+\delta_t-\delta_j-1} e^{-u_j \frac{p_j^2}{2u_j}}. \quad (A.3.15)
\]
Using the standard formula [40]

\[ K_\nu(z) = \frac{1}{2} \left( \frac{z}{2} \right)^\nu \int_0^\infty e^{-u} - \frac{z}{2} u^{-\nu-1} du, \quad |\arg z| < \frac{\pi}{4} \]  

we now obtain our final result

\[
i_{d,m,(\delta_i)} = \frac{2^{-\frac{d}{2}-2m+4}}{(4\pi)^\frac{d}{2} \Gamma^3(d+2m-\delta_i)} \int_0^\infty dt (\sqrt{2t})^{\frac{d}{2}+m-2} \prod_{j=1}^3 p_j \frac{1}{t^\frac{d}{2} + D} \prod_j r \left( I_{\mu_j} + x_2 p_1^\mu_j - x_1 p_2^\mu_j \right) ,
\]

where \( \Gamma^3 = \Gamma(\delta_1) \Gamma(\delta_2) \Gamma(\delta_3) \) and \( I \) stands for the triple-\( K \) integral (6.1).

### A.3.1 Triple-\( K \) integrals via Feynman parametrisation

Instead of Schwinger parameters, one can use the more familiar Feynman parametrisation in order to evaluate (A.3.1). Using standard results [56], we can write (A.3.1) as

\[
\frac{\Gamma(\delta_i)}{\Gamma^3} \int_{[0,1]^3} dX \prod_{j=1}^3 x_j^{\delta_j - 1} \int \frac{dl}{(2\pi)^d} \frac{1}{l^2 + D} \prod_{j=1}^r \left( I_{\mu_j} + x_2 p_1^\mu_j - x_1 p_2^\mu_j \right) ,
\]

where

\[
dX = dx_1 dx_2 dx_3 \delta(x_1 + x_2 + x_3 - 1),
\]

\[
l = k - x_2 p_1 + x_1 p_2,
\]

\[
D = p_1^2 x_2 x_3 + p_2^2 x_1 x_3 + p_3^2 x_1 x_2.
\]

Looking at the coefficient of the tensor \( S^{\mu_1 \cdots \mu_2m} \) defined in the previous section, we obtain

\[
i_{d,m,(\delta_i)} = \frac{\Gamma(\delta_i - m - \frac{d}{2})}{(4\pi)^{\frac{d}{2}} 2^m \Gamma^3} \int_{[0,1]^3} dX x_1^{\delta_1 - 1} x_2^{\delta_2 - 1} x_3^{\delta_3 - 1} D^{\frac{d}{2} + m - \delta_i}.
\]

Comparing with (A.3.17), we then find

\[
I_{\alpha(\beta_1 \beta_2 \beta_3)} = \int_0^\infty dx x^\alpha \prod_{j=1}^{3} p_j^{\beta_j} K_{\beta_j}(p_j x)
\]

\[
= 2^{\alpha - 3} \Gamma \left( \frac{\alpha - \beta_j + 1}{2} \right) \Gamma \left( \frac{\alpha + \beta_j + 1}{2} \right) \times
\]

\[
\times \int_{[0,1]^3} dX D^{\frac{1}{2}(\beta_j - \alpha - 1)} \prod_{j=1}^3 x_j^{\frac{1}{2}(\alpha - 1 - \beta_j) + \beta_j},
\]

where \( \beta_i = \beta_1 + \beta_2 + \beta_3 \) and \( I \) is the triple-\( K \) integral (6.1).
A.4 Properties of triple-$K$ integrals

In this appendix we list some properties of modified Bessel functions used in the main text. For further references, see e.g., [40].

The Bessel function $I$ (modified Bessel function of the first kind) is given by the series

$$I_\nu(x) = \sum_{j=0}^{\infty} \frac{1}{j!\Gamma(\nu+j+1)} \left(\frac{x}{2}\right)^{\nu+2j}, \quad \nu \neq -1, -2, -3, \ldots \quad (A.4.1)$$

The Bessel function $K$ (modified Bessel function of the second kind) is defined by

$$K_\nu(x) = \frac{\pi}{2\sin(\nu\pi)} [I_{-\nu}(x) - I_\nu(x)], \quad \nu \notin \mathbb{Z}, \quad (A.4.2)$$

$$K_n(x) = \lim_{\epsilon \to 0} K_{n+\epsilon}(x), \quad n \in \mathbb{Z}. \quad (A.4.3)$$

The finite pointwise limit for $x > 0$ exists for any integer $n$. $K_\nu$ is an even function of $\nu$, i.e., $K_{-\nu}(x) = K_\nu(x)$ for any $\nu \in \mathbb{R}$. If $\nu = \frac{1}{2} + n$, for an integer $n$, the Bessel function reduces to elementary functions

$$K_\nu(x) = \sqrt{\frac{\pi}{2}} e^{-x} \sqrt{x} \sum_{j=0}^{[\nu-\frac{1}{2}]} \frac{(|\nu| - \frac{1}{2} + j)!}{j! (|\nu| - \frac{1}{2} - j)!} \left(\frac{x}{2}\right)^{2j}, \quad \nu + \frac{1}{2} \in \mathbb{Z}, \quad (A.4.4)$$

and in particular

$$K_{\frac{1}{2}}(x) = \sqrt{\frac{\pi}{2}} e^{-x}, \quad K_{\frac{3}{2}}(x) = \sqrt{\frac{\pi}{2}} e^{-x} (1 + x), \quad (A.4.5)$$

$$K_{\frac{1}{2}}(x) = \sqrt{\frac{\pi}{2}} e^{-x} (x^2 + 3x + 3), \quad K_{\frac{3}{2}}(x) = \sqrt{\frac{\pi}{2}} e^{-x} (x^3 + 6x^2 + 15x + 5).$$

The series expansion of the Bessel function $K_\nu$ for $\nu \notin \mathbb{Z}$ is given directly in terms of the definition (A.4.2). In particular

$$K_\nu(x) = \left[ \Gamma(-\nu)2^{\nu-1}x^\nu + O(x^{2-\nu}) \right] + \left[ \frac{\Gamma(\nu)2^{\nu-1}}{x^{2\nu}} + O(x^{2+\nu}) \right], \quad \nu \notin \mathbb{Z}. \quad (A.4.6)$$

For a non-negative integer index $n$, the expansion reads

$$K_n(x) = \frac{1}{2} \left(\frac{x}{2}\right)^n \sum_{j=0}^{n-1} \frac{(n-j-1)!}{j!} (-1)^j \left(\frac{x}{2}\right)^{2j}$$

$$\quad + (-1)^{n+1} \log \left(\frac{x}{2}\right) I_n(x)$$

$$\quad + (-1)^n \frac{1}{2} \left(\frac{x}{2}\right)^n \sum_{j=0}^{\infty} \psi(j+1) + \psi(n+j+1) \frac{(x/2)^{2j}}{j!(n+j)!}, \quad (A.4.7)$$

where $\psi$ is the digamma function. At large $x$, the Bessel functions have the asymptotic expansions

$$I_\nu(x) = \frac{1}{\sqrt{2\pi}\sqrt{x}} e^{x} + \ldots, \quad K_\nu(x) = \sqrt{\frac{\pi}{2}} e^{-x} + \ldots, \quad \nu \in \mathbb{R}. \quad (A.4.8)$$
For any index \( \nu \in \mathbb{R} \), the Bessel function \( K \) satisfies the following identities

\[
\frac{\partial}{\partial a} [a^\nu K_\nu(ax)] = -xa^\nu K_{\nu-1}(ax), \quad (A.4.9)
\]
\[
K_{\nu-1}(x) + \frac{2\nu}{x} K_\nu(x) = K_{\nu+1}(x), \quad (A.4.10)
\]
\[
K_{-\nu}(x) = K_\nu(x). \quad (A.4.11)
\]

A.5 Appell’s \( F_4 \) function

Appell’s \( F_4 \) function can be defined by the following double series \([41, 42]\)

\[
F_4(\alpha, \beta; \gamma, \gamma'; \xi, \eta) = \sum_{i,j=0}^{\infty} \frac{(\alpha)_i (\beta)_i (\gamma)_j (\gamma')_j}{\gamma! \gamma'!} \xi^i \eta^j, \quad \sqrt{\left| \xi \right|} + \sqrt{\left| \eta \right|} < 1, \quad (A.5.1)
\]

where \((\alpha)_i\) is a Pochhammer symbol. Notice that

\[
F_4(\alpha, \beta; \gamma, \gamma'; \xi, \eta) = F_4(\beta, \alpha; \gamma, \gamma'; \xi, \eta) = F_4(\alpha, \beta; \gamma', \gamma; \eta, \xi). \quad (A.5.2)
\]

The series representation, however, is not very useful as in our case

\[
\xi = \frac{p_2^2}{p_3^2}, \quad \eta = \frac{p_2^2}{p_3^2} \quad (A.5.3)
\]

and the series converges when \( p_3 > p_1 + p_2 \), which is opposite to the triangle inequality.

As in the case of ordinary hypergeometric functions, the \( F_4 \) function satisfies certain differential equations. Let \( \alpha, \beta, \gamma, \gamma' \) be fixed numbers. The following system of equations

\[
0 = \left[ \xi(1 - \xi) \frac{\partial^2}{\partial \xi^2} - \eta^2 \frac{\partial^2}{\partial \eta^2} - 2\xi \eta \frac{\partial^2}{\partial \xi \partial \eta} + (\gamma - (\alpha + \beta + 1)\xi) \frac{\partial}{\partial \xi} - (\alpha + \beta + 1)\eta \frac{\partial}{\partial \eta} - \alpha \beta \right] F(\xi, \eta), \quad (A.5.4)
\]
\[
0 = \left[ \eta(1 - \eta) \frac{\partial^2}{\partial \eta^2} - \xi^2 \frac{\partial^2}{\partial \xi^2} - 2\xi \eta \frac{\partial^2}{\partial \xi \partial \eta} + (\gamma' - (\alpha + \beta + 1)\eta) \frac{\partial}{\partial \eta} - (\alpha + \beta + 1)\xi \frac{\partial}{\partial \xi} - \alpha \beta \right] F(\xi, \eta), \quad (A.5.5)
\]

has exactly four solutions given by \([42, 43]\)

\[
F_4(\alpha, \beta; \gamma, \gamma'; \xi, \eta), \quad (A.5.6)
\]
\[
\xi^{1-\gamma} F_4(\alpha + 1 - \gamma, \beta + 1 - \gamma; 2 - \gamma, \gamma'; \xi, \eta), \quad (A.5.7)
\]
\[
\eta^{1-\gamma'} F_4(\alpha + 1 - \gamma', \beta + 1 - \gamma'; \gamma, 2 - \gamma'; \xi, \eta), \quad (A.5.8)
\]
\[
\xi^{1-\gamma} \eta^{1-\gamma'} F_4(\alpha + 2 - \gamma - \gamma', \beta + 2 - \gamma - \gamma'; 2 - \gamma, 2 - \gamma'; \xi, \eta). \quad (A.5.9)
\]
The following reduction formulae can be found in [44] or [42]

\[
F_4 \left( \alpha, \beta; \alpha, \beta; -\frac{x}{(1-x)(1-y)}, -\frac{y}{(1-x)(1-y)} \right) = \\
= \frac{(1-x)^\beta(1-y)^\alpha}{1-xy}, \quad (A.5.10)
\]

\[
F_4 \left( \alpha, \beta; \beta, \beta; -\frac{x}{(1-x)(1-y)}, -\frac{y}{(1-x)(1-y)} \right) = \\
= (1-x)^\alpha(1-y)^\beta F_1(\alpha, 1+\alpha-\beta; \beta; xy), \quad (A.5.11)
\]

\[
F_4 \left( \alpha, \beta; 1+\alpha-\beta, \beta; -\frac{x}{(1-x)(1-y)}, -\frac{y}{(1-x)(1-y)} \right) = \\
= (1-y)^\alpha F_1 \left( \alpha, \beta; 1+\alpha-\beta; -\frac{x(1-y)}{1-x} \right), \quad (A.5.12)
\]

\[
2F_1(2\nu - 1, \nu; \nu; x) = (1-x)^{1-2\nu}. \quad (A.5.13)
\]

### A.5.1 Integrals

Here we present the list of integrals we use in the paper, which may be found in [44].

(i)

\[
\int_0^\infty dx \, x^{\alpha-1} I_\lambda(ax) I_\mu(bx) K_\nu(cx) = \\
= \frac{2^{\alpha-\nu} \Gamma \left( \frac{\alpha+\lambda+\mu-\nu}{2} \right) \Gamma \left( \frac{\alpha+\lambda+\mu+\nu}{2} \right)}{\Gamma(\lambda+1)\Gamma(\mu+1)} \cdot \frac{a^\lambda b^\mu}{c^{\alpha+\lambda+\mu}} \times \\
\times F_4 \left( \frac{\alpha + \lambda + \mu - \nu}{2}, \frac{\alpha + \lambda + \mu + \nu}{2}; \lambda + 1, \mu + 1; \frac{a^2}{c^2}, \frac{b^2}{c^2} \right),
\]

valid for

\[
\text{Re}(\alpha + \lambda + \mu) > |\text{Re} \nu|, \quad |c| > |a| + |b|, \quad \text{Re} c > |\text{Re} a| + |\text{Re} b|. \quad (A.5.14)
\]

(ii)

\[
\int_0^\infty dx \, x^{\alpha-1} K_\lambda(ax) K_\mu(bx) K_\nu(cx) = \\
= \frac{2^{\alpha-4}}{c^{\alpha}} [A(\lambda, \mu) + A(\lambda, -\mu) + A(-\lambda, \mu) + A(-\lambda, -\mu)],
\]

where

\[
A(\lambda, \mu) = \left( \frac{a}{c} \right)^\lambda \left( \frac{b}{c} \right)^\mu \Gamma \left( \frac{\alpha + \lambda + \mu - \nu}{2} \right) \Gamma \left( \frac{\alpha + \lambda + \mu + \nu}{2} \right) \Gamma(-\lambda)\Gamma(-\mu) \times \\
\times F_4 \left( \frac{\alpha + \lambda + \mu - \nu}{2}, \frac{\alpha + \lambda + \mu + \nu}{2}; \lambda + 1, \mu + 1; \frac{a^2}{c^2}, \frac{b^2}{c^2} \right), \quad (A.5.17)
\]

valid for

\[
\text{Re} \alpha > |\text{Re} \lambda| + |\text{Re} \mu| + |\text{Re} \nu|, \quad \text{Re}(a + b + c) > 0. \quad (A.5.18)
\]
\( \int_0^\infty dx \, x^{\alpha-1} K_\mu(cx) K_\nu(cx) = \frac{2^{\alpha-3}}{\Gamma(\alpha)e^{\alpha}} \Gamma \left( \frac{\alpha + \mu + \nu}{2} \right) \Gamma \left( \frac{\alpha + \mu - \nu}{2} \right) \Gamma \left( \frac{\alpha - \mu + \nu}{2} \right) \Gamma \left( \frac{\alpha - \mu - \nu}{2} \right), \)  
(A.5.19)

valid for
\[ \text{Re } \alpha > |\text{Re } \mu| + |\text{Re } \nu|, \quad \text{Re } c > 0. \]  
(A.5.20)

\( \int_0^\infty dx \, x^{\alpha-1} K_\nu(cx) = \frac{2^{\alpha-2}}{c^\alpha} \Gamma \left( \frac{\alpha + \nu}{2} \right) \Gamma \left( \frac{\alpha - \nu}{2} \right) \)  
(A.5.21)

valid for
\[ \text{Re } \alpha > |\text{Re } \nu|, \quad \text{Re } c > 0. \]  
(A.5.22)

\( \int_0^\infty dx \, x^{\alpha-1} \log x K_\nu(cx) = \frac{2^{\alpha-3}}{c^\alpha} \Gamma \left( \frac{\alpha + \nu}{2} \right) \Gamma \left( \frac{\alpha - \nu}{2} \right) \times \)  
\[ \times \left[ \psi \left( \frac{\alpha + \nu}{2} \right) + \psi \left( \frac{\alpha - \nu}{2} \right) - 2 \log \frac{c}{2} \right], \]  
(A.5.23)

valid for
\[ \text{Re } \alpha > |\text{Re } \nu|, \quad \text{Re } c > 0. \]  
(A.5.24)

\( \int_0^\infty dx \, x^{\alpha-1} \log^2 x K_\nu(cx) = \frac{2^{\alpha-4}}{c^\alpha} \Gamma \left( \frac{\alpha + \nu}{2} \right) \Gamma \left( \frac{\alpha - \nu}{2} \right) \times \)  
\[ \times \left[ \left( \psi \left( \frac{\alpha + \nu}{2} \right) + \psi \left( \frac{\alpha - \nu}{2} \right) \right) \left( \psi \left( \frac{\alpha + \nu}{2} \right) + \psi \left( \frac{\alpha - \nu}{2} \right) - 4 \log \frac{c}{2} \right) \right] \)  
\[ + \psi' \left( \frac{\alpha + \nu}{2} \right) + \psi' \left( \frac{\alpha - \nu}{2} \right) + 4 \log^2 \frac{c}{2}, \]  
(A.5.25)

valid for
\[ \text{Re } \alpha > |\text{Re } \nu|, \quad \text{Re } c > 0. \]  
(A.5.26)

**A.6 Triviality of \( \langle T^{\mu_1 \nu_1} J^{\mu_2} \mathcal{O} \rangle \)**

As our analysis shows, for any \( d \geq 3 \) and \( \Delta_3 \) satisfying unitarity bound the correlation functions \( \langle \langle T^{\mu_1 \nu_1} J^{\mu_2} \mathcal{O} \rangle \rangle \) and \( \langle \langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} J^{\mu_3} \rangle \rangle \) are trivial, i.e., they are at most semi-local. The triviality of \( \langle \langle T^{\mu_1 \nu_1} T^{\mu_2 \nu_2} J^{\mu_3} \rangle \rangle \) was proved in [6] through a position space analysis. Our results independently confirm this through calculations in momentum space. In this section we discuss the triviality of \( \langle \langle T^{\mu_1 \nu_1} J^{\mu_2} \mathcal{O} \rangle \rangle \) as an example.

The tensor decomposition of the transverse-traceless part of the \( \langle \langle T^{\mu_1 \nu_1} J^{\mu_2} \mathcal{O} \rangle \rangle \) correlator, the primary and secondary CWIs, and the transverse Ward identities are presented
along with all 3-point functions in part II of the paper. Let us rewrite here the important data. The solution in terms of triple-$K$ integrals is

$$A^a_{1I} = \alpha^a_{1I} J_{I(000)}$$,  \hspace{1cm} (A.6.1)  

$$A^a_{2I} = 2 \alpha^a_{1I} J_{2(001)} + \alpha^a_{2I} J_{I(000)}$$,  \hspace{1cm} (A.6.2)  

The independent secondary CWIs are

$$L_2 A^a_{1I} + R A^a_{2I} = 2d \cdot \text{coefficient of } p^\mu_2 J_{I(000)}^a$$,  \hspace{1cm} (A.6.3)  

$$L'_1 A^a_{1I} + 2 R' A^a_{2I}$$

$$= -2(d - 2) \cdot \text{coefficient of } p^\mu_2 J_{I(000)}^a$$,  \hspace{1cm} (A.6.4)  

$$L_2 A^a_{2I} = 4d \cdot \text{coefficient of } \delta^\mu_1 p^\nu_2$$ in $p_{1\nu_1} \langle T^{I, \nu_1} (p_1) J^{\mu_2 \alpha} (p_2) \mathcal{O}^I (p_3) \rangle$  \hspace{1cm} (A.6.5)  

and the transverse Ward identities are

$$p^\nu_1 \langle T^{I, \nu_1} (p_1) J^{\mu_2 \alpha} (p_2) \mathcal{O}^I (p_3) \rangle = p^\nu_1 \langle \delta T_{I, \nu_1} (p_1, p_2) \mathcal{O}^I (p_3) \rangle$$,  \hspace{1cm} (A.6.6)  

$$p^\nu_{2\nu_2} \langle T^{I, \nu_1} (p_1) J^{\mu_2 \alpha} (p_2) \mathcal{O}^I (p_3) \rangle = 2p^\nu_{2\nu_2} \langle \delta J^{\mu_2 \alpha} (p_2, p_1) \mathcal{O}^I (p_3) \rangle$$,  \hspace{1cm} (A.6.7)  

If $\beta_3 = \Delta_3 - \frac{d}{2} > 0$, the same reasoning as in section 7.2 shows that the right-hand sides of (A.6.6, A.6.7) vanish in the zero-momentum limit. Then, by the results of section 6.3.4, in the remaining cases the coefficient of $p^2_3$ in the series expansion of the right-hand sides of (A.6.6, A.6.7) is at most ultralocal. Assuming the limit $u = v$ can be taken, the secondary CWIs lead to the following equations

$$0 = ((d - \Delta_3)^2 - 4) (\Delta_3 + 2\nu_3) \alpha^a_{1I} + (\Delta_3 - d - 2) \alpha^a_{2I}$$,  \hspace{1cm} (A.6.8)  

$$0 = (d - \Delta_3 - 2)(2 + \Delta_3 + 2\nu_3) \alpha^a_{1I} - 2 \alpha^a_{2I}$$,  \hspace{1cm} (A.6.9)  

$$0 = 2(d - 2\Delta_3 - 2\nu_3) \alpha^a_{1I} - \alpha^a_{2I} = 0$$,  \hspace{1cm} (A.6.10)  

The only solution to these equations is trivial $\alpha^a_{1I} = \alpha^a_{2I} = 0$. The same analysis can be carried out in case when the limit $u = v$ cannot be taken.

Unlike in section 6.3.5, there are no additional conditions following from the coefficients of $p^{2\beta_3}_3$ or $p^{2\beta_3}_3 \log p_3$ in the series expansion of $p_3$ of the secondary CWIs (A.6.8) - (A.6.9). Recall that such additional constraints arise when the equations following from the coefficients of $p^{2\beta_3}_3$ or $p^{2\beta_3}_3 \log p_3$ are more singular than the equations following from the zero-momentum limit. In our case, it turns out that all coefficients of $p^{2\beta_3}_3$ or $p^{2\beta_3}_3 \log p_3$ on the left-hand sides of (A.6.8) - (A.6.9) can be written in terms of $l_4 + \epsilon \{ a, a, -\Delta_3 + \frac{d}{2} \}$, accounting for all possible singularities. One can check that $l_4 + \epsilon \{ a, a, -\Delta_3 + \frac{d}{2} \}$ cannot be more singular than $l_4 + \epsilon \{ a, a, -\Delta_3 + \frac{d}{2} \}$ assuming the unitarity bound $\Delta_3 \geq \frac{d}{2} - 1$. 
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A.7 Identities with projectors

The projectors are defined as

\[ \pi^\mu_\alpha = \delta^\mu_\alpha - \frac{p^\mu p_\alpha}{p^2}, \]  

(A.7.1)

\[ \Pi^{\mu\nu}_{\alpha\beta} = \frac{1}{2} \left( \pi^\mu_\alpha \pi^\nu_\beta + \pi^\mu_\beta \pi^\nu_\alpha \right) - \frac{1}{d-1} \pi^{\mu\nu}_{\alpha\beta}, \]  

(A.7.2)

\[ \Pi^{\mu\nu\rho\sigma}_{\alpha\beta} = \delta^\rho_\alpha \delta^\sigma_\beta \Pi^{\mu\nu}_{\alpha\beta}, \]  

(A.7.3)

One can find the following identities:

\[ p^\mu_\alpha \Pi^{\mu\nu}_{\alpha\beta} = p^\mu_\mu \Pi^{\mu\nu\rho\sigma}_{\alpha\beta} = 0, \]  

(A.7.4)

\[ \delta^\mu_\mu \Pi^{\mu\nu}_{\alpha\beta} = \pi^\alpha_\mu = d-1, \]  

(A.7.5)

\[ \Pi^{\mu\nu\rho}_{\alpha\beta} = \delta^\rho_\alpha \Pi^{\mu\nu\rho\sigma}_{\alpha\beta} = \pi^\rho_{\rho\sigma} \Pi^{\mu\nu\rho\sigma}_{\alpha\beta} = 0, \]  

(A.7.6)

\[ \Pi^{\mu\nu}_{\rho\sigma} = \delta^\rho_\rho \Pi^{\mu\nu\rho\sigma}_{\alpha\beta} = \pi^\rho_{\rho\sigma} \Pi^{\mu\nu\rho\sigma}_{\alpha\beta} = \frac{(d+1)(d-2)}{2(d-1)} \pi^{\mu\nu}, \]  

(A.7.7)

\[ \pi^{\mu\nu}_{\alpha\nu} = \pi^\mu_\mu, \]  

(A.7.8)

\[ \Pi^{\mu\nu\rho}_{\alpha\beta} \Pi^{\rho\sigma}_{\alpha\beta} = \Pi^{\mu\nu}_{\rho\sigma}, \]  

(A.7.9)

\[ \Pi^{\mu\nu\rho}_{\alpha\beta} \pi^{\rho\sigma}_{\alpha\beta} = \Pi^{\mu\nu\rho\sigma}_{\alpha\beta}, \]  

(A.7.10)

\[ \Pi^{\mu\nu}_{\alpha\beta} \Pi^{\alpha\beta}_{\rho\sigma} = \frac{d-3}{2(d-1)} \Pi^{\mu\nu\rho\sigma}. \]  

(A.7.11)

Basic derivatives can be calculated directly. Denoting

\[ \partial^\mu = \frac{\partial}{\partial p^\mu}, \]  

(A.7.12)

we find

\[ \partial^\mu \Pi^{\mu\nu}_{\alpha\beta} = \frac{p^\mu}{p^2} \Pi^{\mu\nu}_{\alpha\beta} + \frac{p^\nu}{p^2} \Pi^{\mu\nu}_{\alpha\beta}, \]  

(A.7.13)

\[ \partial^\mu \Pi^{\mu\nu\rho\sigma}_{\alpha\beta} = \frac{p^\mu}{p^2} \Pi^{\mu\nu\rho\sigma}_{\alpha\beta} - \frac{p^\nu}{p^2} \Pi^{\mu\nu\rho\sigma}_{\alpha\beta} - \frac{p^\rho}{p^2} \Pi^{\mu\nu\rho\sigma}_{\alpha\beta} - \frac{p^\sigma}{p^2} \Pi^{\mu\nu\rho\sigma}_{\alpha\beta}, \]  

(A.7.14)

\[ \pi^{\mu\nu}_{\alpha\nu} \partial^\mu \Pi^{\mu\nu}_{\alpha\beta} = \frac{p^\nu}{p^2} \pi^{\mu\nu}_{\alpha\nu} - \frac{p^\mu}{p^2} \pi^{\mu\nu}_{\alpha\nu}, \]  

(A.7.15)

\[ \pi^{\mu\nu}_{\alpha\nu} \partial^\mu \Pi^{\mu\nu}_{\alpha\beta} = -(d-2) \left( \frac{p^\mu}{p^2} \pi^{\mu\nu}_{\alpha\nu} + \frac{p^\nu}{p^2} \pi^{\mu\nu}_{\alpha\nu} \right), \]  

(A.7.16)

\[ \Pi^{\mu\nu\rho}_{\alpha\beta} \partial^\mu \Pi^{\mu\nu\rho}_{\alpha\beta} = \frac{p^\mu}{p^2} \Pi^{\mu\nu\rho}_{\alpha\beta} - \frac{p^\mu}{p^2} \Pi^{\mu\nu\rho}_{\alpha\beta}, \]  

(A.7.17)

\[ \Pi^{\mu\nu}_{\kappa\beta} \partial^\mu \Pi^{\mu\nu}_{\alpha\beta} - \Pi^{\mu\alpha}_{\kappa\beta} \partial^\mu \Pi^{\mu\nu}_{\alpha\beta} = \frac{1}{2} \left( \frac{d-1}{p^2} \left( p^\mu \Pi^{\mu\nu}_{\alpha\sigma} + p^\sigma \Pi^{\mu\nu}_{\rho\kappa} \right) + \frac{p^\kappa}{p^2} \Pi^{\mu\nu}_{\rho\kappa} \right). \]  

(A.7.18)
Analogous expressions with two derivatives are

\[ \pi^\mu_a \partial^2 \pi^0_\nu = -\frac{2}{p^2} \pi^\mu_\nu, \]  
(A.7.19)

\[ p^\alpha \pi^\mu_\beta \partial_\alpha \partial_\nu \pi^\beta_\nu = \frac{p_\nu}{p^2} \pi^\mu_\kappa, \]  
(A.7.20)

\[ \Pi^\mu_{\alpha\beta} \partial^2 \Pi_{\alpha\beta} = -\frac{4}{p^2} \Pi^\mu_{\rho\sigma}, \]  
(A.7.21)

\[ p^\gamma \Pi^\mu_{\alpha\beta} \partial_\gamma \partial_\alpha \Pi_{\beta\rho} = \frac{p_\rho}{p^2} \Pi_{\mu\sigma} + \frac{p_\sigma}{p^2} \Pi^\mu_{\rho\sigma}. \]  
(A.7.22)

For the semi-local operators defined in (4.17) and (4.18) we find

\[ p^\mu_a \partial_\kappa j^a_\alpha = \frac{1}{p^2} \pi^\mu_\kappa r, \]  
(A.7.23)

\[ \pi^\mu_\alpha \partial_\alpha j^\alpha_\kappa = \frac{d-3}{p^2} \pi^\mu_\kappa r + \frac{1}{p^2} \pi^\mu_\kappa p^\alpha \partial_\alpha r - \frac{p^\kappa}{p^2} \pi^\mu_\kappa \partial_\alpha r, \]  
(A.7.24)

\[ \pi^\mu_a \partial^2 j^a_\alpha = \frac{2}{p^2} \pi^\mu_\kappa \partial_\alpha r, \]  
(A.7.25)

\[ p^\alpha \pi^\mu_\beta \partial_\alpha j^\beta_\kappa = -\frac{2}{p^2} \pi^\mu_\kappa r + \frac{1}{p^2} \pi^\mu_\kappa p^\alpha \partial_\alpha r \]  
(A.7.26)

and

\[ \Pi^\mu_{\alpha\beta} \partial_\kappa t^\alpha_\beta = \frac{2}{p^2} \Pi^\mu_{\alpha\kappa} R^\alpha, \]  
(A.7.27)

\[ \Pi^\mu_{\alpha\kappa} \partial_\alpha t^\alpha_\beta - \Pi^\mu_{\alpha\beta} \partial_\alpha t^\alpha_\kappa = \frac{d-2}{p^2} \pi^\mu_{\alpha\kappa} R^\alpha + \frac{p^\beta}{p^2} \Pi^\mu_{\alpha\kappa} \partial_\beta R^\alpha - \frac{p^\kappa}{p^2} \Pi^\mu_{\alpha\beta} \partial_\kappa R^\beta, \]  
(A.7.28)

\[ \Pi^\mu_{\alpha\beta} \partial^2 t^\alpha_\beta = \frac{4}{p^2} \Pi^\mu_{\alpha\kappa} \partial_\alpha R^\beta, \]  
(A.7.29)

\[ p^\gamma \Pi^\mu_{\alpha\beta} \partial_\gamma \partial_\alpha t^\alpha_\beta = -\frac{4}{p^2} \Pi^\mu_{\alpha\kappa} R^\alpha + \frac{2}{p^2} \Pi^\mu_{\alpha\kappa} \partial_\beta R^\alpha. \]  
(A.7.30)
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