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Abstract—Nowadays, Deep learning (DL) is the growing trend towards creating visual representations of human body organs for clinical analysis, medical interventions as well as to diagnose and treat diseases. This paper propose a method for neonatal and pediatric brain tumors image analysis and prerequisites a T2-weighted MR images only. The pipeline stages of the proposed work as follows: In the first stage, designed a set of specific feature vectors description for high-level classification task using Conventional and deep learning (DL) Feature Extraction methods. The second stage, select a deep features based on proposed convolutional neural network (CNN) method and conventional subset features are from Genetic Algorithm (GA). The third stage, merge the selected features by adapting fusion technique. Finally, predict the brain image is either normal or abnormal. The results demonstrated that the proposed method obtained accurate classification and revealed its robustness to difference in ages and acquisition protocols. The obtained results shows that based on combined deep learning features (DLF) and conventional features have been significantly improves the classification accuracy of the support vector machines (SVM) classifier up to 97.00%.
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1 Introduction

Medical imaging is the process of creating visual representations of the body. The human brain is one of the unique and largest complex organs in the central nervous system (CNS). Medical imaging contributes to an anatomy database representing internal and external structures of the body, making it easier to identify abnormalities of the human brain. According to world health organization (WHO), one-in-six deaths globally due to cancer and estimated 9.6 million deaths in 2018. More than 80% of the 200,000 new childhood cancers occur annually in developing world [1]. Brain cancer or tumor is one of the serious diseases in the life of human brain development and it is an abnormal growth of cells in the brain. There are several unlike or dissimilar brains
anatomical and mechanical functioning are present in neonatal period, infancy, childhood and adult’s brain.

Understanding the structure, functions and development of brain in health and diseases represents a fascinating challenge in the modern science and have extends a research gateway to examine both abnormal and normal early brain development. Hence, the early period attention has to be paid more for this crucial period. The review and analysis of neonatal to adults’ brain MRI is of great interest due to its inherent growth patterns and morphological reshape in Central Nervous System (CNS) disorders. Currently, neonatal to pediatric brain scans of clinical features interpretation is the responsibility of neuroradiologist by using computers to enhance the visualization. This paper presents an effectiveness of high-level tasks with a good feature extraction and makes combinational features accomplishing from neonatal to pediatric brain images. Developing automatic computational approaches for medical image analysis are especially useful in diseases to decide the order of treatment, where patient image must be effectively analyzed and it is essential in clinical trial. Hence, we propose a new automatic intelligent classification model for neonatal to pediatric brain MR image analysis.

The contributions of this paper are 4–fold.

- The proposed framework is to design a set of specific feature vectors description for high-level classification task using Conventional and deep learning (DL) Feature Extraction methods.
- Optimal subset significant conventional features obtained from Genetic Algorithm (GA) and deep features are selected by proposed CNN method.
- The proposed model have been adapted the fusion technique to merge the prominent conventional and deep features vectors together to generates a unique fusion features.
- Our proposed model algorithm allows detecting the normal or abnormal of the MRI brains images, with good classification accuracy.

The paper is organized as follows: In Section 2, we describe the related works of traditional feature selection and extraction, deep learning approaches of feature selection and framework of feature level fusion methods. Section 3, Outlines the proposed framework methodology. Features extraction, selection of features vectors, features fusion process and classification are described in Section 4. Section 5, presents experimental setup, the results and a discussion of the methods applied here. Conclusions are drawn in Section 6.

2 Related work

From past ten years the researchers have proposed several neonatal and adults brain magnetic resonance imaging (MRI) segmentation, detection and classification methods; but there are notable differences of datasets used, segmentation targets, characteristics and recognition. There is a substantial set of literature on medical image analysis and for designing a type of differentiated features for high–level tasks such as classification and segmentation in the field of medical imaging [2]. Due to subjective nature
of images many of the previous works focus on feature extraction design and selection approaches. The conventional feature extraction methods include support vector machines [5], feature descriptors [6], random forests [4], color and texture [3].

In recent years, research that seeks to gain insights into deep learning models like feature representation in Convolution Neural Networks (CNNs) [7]. Recently, many research articles have been covered with deep learning approaches such as classification, segmentation, detection and registration [8]. Furthermore, research studies [9] [10] involve classifying medical images based on deep learning models. Deep learning methods [11] are proposed and applied to medical images for the extraction of features characteristics. There are many researchers proposed several approaches for feature selection such as Deep Neural Networks (DNNs) [13], neural networks [12], Genetic algorithms (GAs) [14] and radial basis function networks [15].

In spite of this, the analysis of texture is adapted in several applications such as document image analysis, face recognition and biomedical image field. In [16] made a comprehensive review of the texture feature extraction methods like statistical modes, structural methods, transform – based procedures etc. In addition, researchers have developed several methods and gainful studies for an extended period in texture analysis [17] for automatic classification of brain tumors image analysis. To impose texture features on images, wavelets [18], gray level co-occurrence matrix (GLCM) features [19] and local binary patterns [20] methods have been used. Haralick et al. [21] proposed a method to estimate the spatial relationship between adjacent pixels in an image using gray-level co-occurrence matrix (GLCM).

The feature fusion is the process of combining different types of feature data together into a single procedure to generate a single structure model of the fusion process. Many research papers have been reviewed on feature data fusion for image classification tasks [22]. Feature fusion data can be performed in distributed or centralized processes and integration (hybrid) of both pre-processed and raw feature data, could also be considered [23].

Recent work [25] has shown that classification of human brain in magnetic resonance (MR) images is possible using two-tier classifier with adaptive segmentation technique, [26] has presents via neural network and the central moments. In [27] proposed the classification of MRI images under two categories, either normal or abnormal based on wavelet-Entropy and Naive Bayes Classifier. Fully automatic diseased and normal human brain classification which is a great importance for research studies.

Furthermore, unlike aforementioned research work on brain image classification, a method can be applied to the classification of images of developing neonates at different ages, as well as young adults. This demonstrates that the proposed method can be applied to the classification tasks based on coronal, sagittal and axial T2 – weighted training images. Hence, we propose a classification approach for neonatal to pediatric brain MR image analysis.
3 Proposed methodology

In this section, we describe the framework of the proposed methodology as shown in Figure 1. Our main objective task is to predict whether an MRI brain image is normal or abnormal. The plan of proposed methodology process as follows: 1) to perform skull elimination in the brain input images. 2) to perform image enhancement to modify the attributes of an image to make more suitable for a given task. 3) Extract good features vectors by conventional feature extraction methods and deep learning features vectors by CNN model. 4) Obtaining an optimal conventional feature subset using GA. In parallel, select a set of significant deep features by proposed CNN method. 5) To adopt a features level fusion process to make the discriminatory functional features for classification. 6) To classify images into normal or abnormal using classifier. The comprehensive objective of the proposed framework is to study the MRI brain scans, adopt a features fusion process and make high-level classification task by combining conventional feature extraction and deep learning features (DLF).

![Fig. 1. Framework of the Proposed Architecture](image-url)
3.1 Dataset

The dataset consists of 41 different subjects/cases T2 weighted Axial, Coronal and Sagittal MRI images are collected from radiopaedia.org online database. The resources of dataset have been primarily compiled across the world by radiologists. The subject’s age ranged from the day on birth to 10 years old. The image resolution size is varied from 256x256 to 1024x1024 pixels. Table 1 provides basic details of the dataset.

| Parameters                  | MRI Subjects/Cases |
|-----------------------------|--------------------|
| Number of Subjects          | 41                 |
| Age                         | 0 to 10 years      |
| Acquisition protocol        | Coronal T2 weighted. Axial T2 weighted. Sagittal T2 weighted |
| Number of Image slices      | 100                |
| Reconstruction Matrix       | 256x256x100        |

3.2 Preprocessing

Preprocessing is an important process and necessary stage to promise the performance of the classification method. We have employed the pre-processing steps involving gray scale image conversion, image resizing (conversion to 256x256 pixel size) using bicubic method, skull stripping and contrast enhancement. In the proposed research work, Contrast Limited Adaptive Histogram Equalization (CLAHE) method [24] is used to improve the contrast of MRI slice images.

3.3 Feature extraction and selection

Conventional feature extraction and selection. The present section, describes the proposed conventional strategies of texture features extraction and selection process. In this proposed work, grey level co-occurrence matrix (GLCM) and Haralick textures patterns of an image are computed based on image directions or orientations [17] [21]. The Table 2 shows the details of the proposed texture features. The GLCM matrix reveals the certain properties of the spatial relationships of the gray levels in the image. The Haralick features are computed from the co-occurrence matrix to describing the textures of an image. The image pixels are located within the region of interest (ROI) and considered the relationship of discretized intensities of neighbouring pixels are distributed in one of the image orientations.
Table 2. GLCM and Haralick texture features

| Feature ID | Feature Description       | Feature ID | Feature Description       |
|------------|--------------------------|------------|--------------------------|
| F1         | Maximum probability      | F13        | Dissimilarity            |
| F2         | Average                  | F14        | Inverse Difference       |
| F3         | variance                 | F15        | Normalized inverse       |
|            |                          |            | Difference               |
| F4         | entropy                  | F16        | Inverse Difference       |
|            |                          |            | Moment                   |
| F5         | Difference average       | F17        | Normalized inverse       |
|            |                          |            | Difference moment        |
| F6         | Difference variance      | F18        | Inverse variance         |
| F7         | Difference entropy       | F19        | Correlation              |
| F8         | Sum average              | F20        | Autocorrelation          |
| F9         | Sum variance             | F21        | Cluster tendency         |
| F10        | Sum entropy              | F22        | Cluster shade            |
| F11        | Angular second moment    | F23        | Cluster prominence       |
|            |                          |            |                          |
| F12        | Information Measures of  |            |                          |
|            | Correlation 1            |            |                          |

We have adopted a Genetic Algorithm Feature Selection (GAFS) wrapper model, which has been used to select prominent features. The feature subset selection process of the GAFS wrapper model is shown in Figure 2. It involves three subsequent steps. In the first step, subsets of features have been discovered. Second, to determine the significance of the selected subset of features as a result of performance of the classifier. Finally, repeat the first and second steps until the desired iteration is achieved. One of the main objectives of this work is to select a subset of significant features by GAFS module.
Fig. 2. Work flow of Genetic Algorithm Feature selection (GAFS) wrapper model

Deep learning feature extraction and selection. We initiate a convolutional neural network (CNN)-based feature extraction strategy for extracting the ingrained features. The proposed CNN architecture consists of an input layer followed by two convolutional layers and two subsampling layers, ending with two fully connected layers. The Figure 3 shows the deep feature extraction and selection approach. The input to a convolutional layer is a Z x Z x P image where Z is the height and width of the image and P is the number of images. The convolutional layer will have N filters or kernels of size M x M x Q where M is smaller than the dimension of the image and Q can either be the same as the number of channels or smaller and may vary for each kernel. The size of the filters gives rise to the locally connected structure which is convolved each time with the image to produce N feature maps of size Z – M + 1. The main idea behind the proposed feature extraction and selection approach is to investigate the contribution of each of the input dimensions and inputs of the feature maps of each layer. The Table 3 shows the outline of the CNN architecture which is used in this study.
Features fusion process. Fusion is one of the important processes to make the most efficient features set in this proposed methodology. In the proposed work, we have considered fusion process at feature level. It assists us to classify the objects as normal or abnormal by obtaining a set of fused features.

Let \{X_1, \ldots, X_n, Y_1, \ldots, Y_m\} be the feature vectors acquired at two different sources. Here X and Y represent the feature vectors of conventional features and deep features respectively. The corresponding fused feature vectors denoted as \{Z_1, \ldots, Z_k\}. The identification of a compact set of salient features from feature-level fusion that can enhance recognition accuracy. After extracting the high-level deep features and conventional features, we adapted a linear feature fusion approach to fuse the features i.e., which is to set a fixed proportion \(\beta\), as the feature fusion process. The fusion features for classification are computed as follows:

\[
\text{NFV} = \beta \cdot X + (1 - \beta) \cdot Y
\]  

Where NFV is the fusion feature vectors, X is the vectors of conventional features, and Y is the vectors of deep features. The \(\beta\) is the weight parameter that represent the
importance between two different features. The fusion features will passed to the classifier for the final classification task.

**Classification.** In this work, we adopted the support vector machine (SVM) classifier for the purpose of classification. The SVM is a binary classification method and it involves two steps namely training and testing. In the training step, feeding known data to the support vector machine along with previously known decision values to form a finite training set. From this training set, SVM gets its intelligence to classify unknown data. The class label of training images is assigned manually and SVM used for this labeled data. Further, the testing step involved predicting the model results and a set of observations used to determine the performance of the model. In SVM classifier, the features of a test brain MR image is match-up the features of all trained set images. So, the proposed approach is applied to brain MR images in order to classify either as a normal or abnormal using support vector machine.

### 4 Experimentation

#### 4.1 Experimental setup

In this section, we have presented the details of experimentation conducted on the publicly available radiopaedia.org online database along with the obtained results. This dataset has categorized into two classes i.e., normal or abnormal. The Figure 4 shows the pre-processing results of typical images. The number of input dataset is 100 out of which 50 are of the normal brain and 50 are of abnormal brain. The GLCM, Haralick textures and deep learning features are extracted in the feature extraction stage. In the feature selection stage, conventional features are selected by genetic algorithm and deep features are selected by proposed CNN (9c-2s-15c-2s-2FC) approach. Further, after extracting the prominent deep features and conventional features, we have adapted a linear feature fusion approach to fuse the features and have used for classification task. In the experiment, GLCM + Harlick (C1), Fusion features of GLCM + Harlick (C2), Fusion features of GLCM + Harlick + DL FC-2 (C3) along with three individual features (GLCM, Haralick, DL FC-1 &FC-2) are considered separately. In the experimental study, a total of 148 conventional features are extracted, including 96 GLCM features and 52 Harlick features. The Figure 5a. shows the number of selected features using GAFS wrapper method. In our proposed classification system, two sets of images are taken to check the working of the classifier. The first set, consists of randomly selected the images which are already used for training and second set consists of all 100 images which are classified by our proposed system. The performance of the system is evaluated from confusion matrix and results are discussed in the section 4.2.
5 Results and discussion

In this section, we will show the experimental results and examine the performance of the proposed classifiers. In the experiments of GAFS model, genetic algorithm is extensively used for feature selection and outcome is strongly dependent on population diversity and selective pressure. The table 4 shows setting of the parameters based on
the outcomes of several prior runs by the genetic algorithm. In this study fitness proportionate selection strategy is applied and the probability of selection of the highest probability individual is $p$ has computed by equation (2).

$$p_i = \frac{f_i}{\sum_j f_j}$$  \hspace{1cm} (2)

If $f_i$ is the fitness of individual $i$ in the population, its probability of being selected by eq2 and where $N$ is the number of individuals in the population. The fitness of an individual is determined by evaluating the neural network constructed in GAFS method and outputs an optimal subset of features. The Table 4 shows the parameters of genetic algorithm based on prior runs.

### Table 4. Genetic Algorithm Parameters.

| Parameter                     | Value |
|-------------------------------|-------|
| Maximum Number of Iterations  | 10    |
| Population Size               | 10    |
| Crossover Percentage          | 0.7000|
| Number of Off springs (Parents)| 8    |
| Mutation Percentage           | 0.3000|
| Maximum Number of Iterations  | 10    |

In this experimentation study, we investigate CNN architecture, composed of 9 convolution layers with 5x5 kernel size, sub sampling layer 2x2, 15 convolution layer, sub sampling layer 2x2 and two fully connected (FC 1 and FC 2) layers are added to get the deep features. The following hyper parameters are used to configure the network as follows: Learning Rate is 0.001; Number of epochs is 50; Batch size is 100; Activation function is sigmoid; Weight Initialization is randomly. The parameters are setting based on results of several prior experiments. The convolution responses of the acquired images are shown in the Figure 6.

![Trained convolution images in the first layer after 20 epochs](http://www.i-joe.org)

**Fig. 6.** Trained convolution images in the first layer after 20 epochs (From left to Right: T2-weighted train image, Convolved Imag.)
At the end of feature selection process, we have obtained 68 optimal feature subset from the original conventional features group. In addition to that, 3000 and 300 deep features are obtained from first fully connected layer FC1 and second fully connected layer FC2 respectively. The Figure 5b. Shows the number of selected features using deep leaning. The present feature fusion work includes a linear feature fusion approach and it produces a new feature vectors. In this stage, 368 dimension of fused features vectors are generated based on 68 conventional features and 300 deep features of second fully connected layer FC2 are selected are shown in Figure 5c. The Figure 7 (a - b), shows the obtained mean and standard value of proposed fusion features.

The evaluation of proposed method is achieved by seven different sets of experiments. In this work, all types of feature vectors are used as inputs. The objective of all these experiments is to provide an adequate basis for comparison. In the experimental setup, we have calculated 2x2 confusion matrix, where 2 is the number of predicted classes. The Table 5 shows the classification confusion matrix for performing the proposed approach. By using conventional texture and deep learning features analysis methods are examine based on confusion matrix. This can be described by the terms as True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN) as follows:

- True Positive (TP) - abnormal class images are predicted correctly from the model,
- True Negative (TN) – normal class images are predicted correctly from the model,
- False Positive (FP) - normal class images are predicted incorrectly as inclusion to the abnormal class from the model, and
- False Negative (FN) - abnormal class images are predicted incorrectly as inclusion to the normal class from the model.

![Proposed Fusion Features](image)

**Fig. 7.** (a - b) Mean and Standard value of the proposed fusion features
Table 5. Classification confusion matrix’s for the SVM classifier.

| Features                  | TP  | TN  | FP  | FN  |
|---------------------------|-----|-----|-----|-----|
| GLCM                      | 33  | 39  | 17  | 11  |
| Haralick                  | 33  | 47  | 17  | 3   |
| GLCM + Haralick           | 33  | 49  | 17  | 1   |
| Fusion features (GLCM + Haralick ) | 41  | 49  | 9   | 1   |
| DL FC-1                   | 43  | 49  | 7   | 2   |
| DL FC-2                   | 45  | 49  | 5   | 1   |
| Fusion features (GLCM + Haralick + DL FC-2) | 48  | 49  | 2   | 1   |

The Table 6 shows the comprehensive performance evaluation results by the proposed classification model. We compared the proposed work with other reported recent studies classification accuracy results and demonstrated the robustness of the proposed method shown in Table 7. The experimental results by SVM classification is shown in Figure 8.

Table 6. Performance of the proposed model.

| Features                  | Sensitivity | Specificity | Precision | Recall | F-MEASURE | Accuracy (%) |
|---------------------------|-------------|-------------|-----------|--------|-----------|--------------|
| GLCM                      | 0.7500      | 0.6964      | 0.6600    | 0.7500 | 0.7021    | 72.00%       |
| Haralick                  | 0.9167      | 0.7344      | 0.6600    | 0.9167 | 0.7674    | 80.00%       |
| GLCM + Haralick           | 0.9706      | 0.7424      | 0.6600    | 0.9706 | 0.7857    | 82.00%       |
| Fusion features (GLCM + Haralick ) | 0.9762      | 0.8448      | 0.8200    | 0.9762 | 0.8913    | 90.00%       |
| DL FC-1                   | 0.9556      | 0.8727      | 0.8600    | 0.9556 | 0.9053    | 91.00%       |
| DL FC-2                   | 0.9756      | 0.9074      | 0.9000    | 0.9782 | 0.9053    | 94.00%       |
| Fusion features (GLCM + Haralick + DL FC-2) | 0.9762      | 0.8448      | 0.8200    | 0.9762 | 0.8913    | 97.00%       |

Table 7. Comparison of previous studies along with the proposed method.

| Study         | Number of images | Accuracy (%) |
|---------------|------------------|--------------|
| [25]          | 65               | 94.28        |
| [26]          | 60               | 88.33        |
| [27]          | 64               | 92.60        |
| Proposed Method | 100             | 97.00        |
6 Conclusion

In this paper, we have presented an automatic classification method of MR brain images and it shows the obtained classification results of images acquired at different ages (0 to 10 years). We employed a GAFS wrapper method and proposed CNN architecture to perform the features extraction and selection. Then, we have applied a fusion process to make the complementary fusion features set which is considered and produces a better recognition than individual features set. For each MRI image, 368 subset features are selected in the proposed method. The obtained experimental results show that most promising results. The classification accuracy 97.00% have been achieved based on the collected T2 – weighted MRI images of the brain.
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