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Active materials take advantage of their internal sources of energy to self-organize in an automated manner. This feature provides a novel opportunity to design micron-scale machines with minimal required control. However, self-organization goes hand in hand with predetermined dynamics that are hardly susceptible to environmental perturbations. Therefore utilizing this feature of active systems requires harnessing and directing the macroscopic dynamics to achieve specific functions; which in turn necessitates understanding the underlying mechanisms of active forces. Here we devise an optical control protocol to engineer the dynamics of active networks composed of microtubules and light-activatable motor proteins. The protocol enables carving activated networks of different shapes, and isolating them from the embedding solution. Studying a large set of shapes, we observe that the active networks contract in a shape-preserving manner that persists over the course of contraction. We formulate a coarse-grained theory and demonstrate that self-similarity of contraction is associated with viscous-like active stresses. These findings help us program the dynamics of the network through manipulating the light intensity in space and time, and maneuver the network into bending in specific directions, as well as temporally alternating directions. Our work improves understanding the active dynamics in contractile networks, and paves a new path towards engineering the dynamics of a large class of active materials.

The rich and exotic dynamical behavior of active systems originates from energy consumption at the level of their constituents, which drives them out of equilibrium and endows them with the capability of self-organizing into micron-scale machines \cite{1,4}. A central goal is to harness the internally-generated dynamics and programming active stresses to accomplish desired tasks, through modulating the system boundaries and forces at macroscopic scales. Biology has served as the major source of inspiration in designing synthetic active systems \cite{5,7}. In cells, cross-linked polymer networks mediate the active forces that are generated by motor proteins through hydrolyzing ATP. In vitro experiments with cell extracts and reconstituted networks of Microtubules (MTs) and kinesin motor proteins show self-organization into structures including asters and contractile/extensile networks \cite{8,11}. Mechanical properties of active networks have been extensively studied, experimentally \cite{11,18} as well as theoretically \cite{19,30}.

Important questions to be answered include: What modes of dynamics can potentially be probed in a controllable way, and how do we accomplish that? In this paper we address these questions in MT-motor proteins active networks. The interactions of such networks can be categorized into active and passive internal interactions, and network–environment interactions. The latter depend on the specific instrumentation of the experiments, often in an uncontrollable manner.

Here, we develop an optical control protocol to activate the motor proteins within a region of illumination, form active MT-motor networks, and isolate them from the surrounding solution. Our strategy utilizes a recently developed optical experimental system to form and isolate active networks of different geometries. Dynamics of the isolated networks are dominated by active stresses with negligible fluid drag: Fig. (1a) \cite{31,32}. For a large set of distinct geometries we demonstrate that the active networks undergo shape-preserving contractions. Using a hydrodynamic model we demonstrate that the shape preservation is the direct consequence of viscous-like active stresses. The model teaches us how to program active stresses by modulating the light pattern and intensity. Specifically, we design protocols for spatiotemporal modulations of light intensity to achieve static bending, as well as temporally-alternating bending directions in the network.

Activity preserves the shape memory of contracting networks

Performing experiments on several distinct geometries reveals striking universal dynamics that shed light on the underlying active mechanism. We first studied contracting circles as well as polygonal networks (squares, triangles, and hexagons) of different sizes; 460, 600, 750 and 900\,\mu m. We used a combination of microscopy and image analysis to track and infer network dynamics using labeled MTs.

We found that across a wide range of geometries the MT-motor networks generate a contraction that is self-similar, i.e. shape preserving. We realized that the dynamics of networks consist of three phases: (I) Formation of MT-motor contractile networks, the shapes of which are determined by the region of illumination. The activated network is isolated from the background solution by the end of this phase. (II) Contraction phase during which the area of the network decreases over time while density of cross-linked network increases. (III) Deceleration of contraction as the density of filaments, and thus the MT-MT steric interactions increase. During the contractile phases (II and III), the network retains the initial shape of the light pattern.

In order to assess self-similarity, we first segment images to find the regions occupied by the networks at different times. Next, for two shapes at timepoints $t_1$ and $t_2 > t_1$, with areas $A_1$ and $A_2 < A_1$, we scale down the larger shape by $\sqrt{A_2/A_1}$, and align the centers of the two shapes. Self-similarity is
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Figure 1. **Optical-control protocol first activates cross-linking motor proteins to form the MT networks and isolates the network from embedding solution, allowing them to contract self-similarly.** (a) An initial pulse of light activates motor proteins within a region of illumination. Activated motor proteins crosslink the MTs and form a contractile network. Isolation of the network from the solutions requires a second pulse at around $\sim 50 - 80$ s. (b) shows the macroscopic (top row) and microscopic (second row) snapshots of the network, from left to right: during the activation and network formation, at the time of isolation, and shape preserving contraction. The colored dots in the second row track the loci of four distinct microscopic asters in time. The bottom panel shows the profile of the contracting network in time (horizontal axis). The major three phases of the dynamics are separated by vertical lines. (c) For three different shapes the self-similar contraction of networks is portrayed by overlaying the networks’ boundaries as they shrink in time.

defined as the ratio of the bitwise overlap (AND operator) area, and $A_2$ (Fig. 1a)). To account for stochastic rigid rotations of each network around its center of mass, we maximize the self-similarity with respect to relative rotations over the range of $(-20, +20)$ degrees. The deviation from self-similarity, $\delta(t_1, t_2)$, is calculated by subtracting the self-similarity from unity. Across all networks examined we found that $\delta \lesssim 10\%$ over the entire course of the dynamics; Fig. (2b).

The self-similar scaling of the network boundary over time is strongly suggestive of an underlying contractile mechanism that is distinct from those in passive systems. In a passive system, competition between bulk and boundary energies, along with the dissipative drag forces induced by the fluid, lead to distortions in the curvature of the initial network boundary that increase in time. The absence of these “equilibrating” (stress releasing) deformations in our system is indicative of strongly activity-driven dynamics, counteracting the dissipative effects. In comparison to convex shapes that are identified by uniformly positive boundary curvature, the richer geometric features of concave shapes (arcs of positive and negative curvatures) make the deviations from self-similar contraction easier to detect. Furthermore, boundary deformations in concave shapes are more probable to occur due to the bulk-boundary couplings, making the dynamics of concave shapes more informative from a physical perspective. Passive systems with free boundaries equilibrate to round shapes to minimize the sum of the bulk and boundary free energy, and perturbing the boundaries induces stresses in the bulk. Therefore, probing concave active networks provides a more stringent test for verifying the activity-dominated and drag-free contraction.

We prepared networks in two concave geometries: hexagrams and cardioids, and found that these shapes contract with self-similarities indistinguishable from those generated in convex networks. In Figure (2b), we show for all shapes, the maximum deviation from self-similarity over the course of contraction measured with respect to the reference time $t = 100$s. The deviation from self-similar contraction remains below 10% for all convex shapes—in many cases below 5%. Between the two concave shapes, the cardioid shows a very small deviation of 2%, the hexagram reaches almost 10% deviation, comparable to triangles and rectangles. The absence of such effects in concave shapes of active networks indicates that the contractile motion of our system is stress-free. More precisely, the contraction corresponds to uniform scaling of the intrinsic metric, in accord with the uniform velocity gradient.

**Persistent self-similarity suggests linear radial velocity field**

High degree of persisting shape preservation suggests spatially-uniform and isotropic contraction of the networks. In accord with self-similarity, we found that the contracting networks generate a velocity field, as inferred from Particle Image Velocimetry (PIV), that remains linear throughout the dynamics across all network shapes and sizes. Specifically, Fig. (2c) shows the radial component of velocity field in the $x - y$ plane, generated by a contracting circle at different times.
**Figure 2. Self-similarity persists over time and is the consequence of linear scaling of velocity with radius.** (a) depicts the algorithm for evaluating self-similarity between two timepoints. The boundaries of the two shapes are extracted. The larger shape (earlier time) is scaled down to match the linear scale of the smaller one. The self-similarity is then found by calculating the correlation between the two shapes. (b) For various geometries (and initial sizes) the deviation from self-similarity ($\delta$) is measured between $t = 100$ s and later timepoints $t \leq 360$ s (end of contraction). The bars start from zero deviation at $t = 100$ s and reach their maximum at $t = 360$ s. All shapes retain their initial shape up to at least 90% accuracy. (c) The magnitude of radial velocity of the contracting networks, at different times. While the radial component increases linearly with distance from the center (hence the cones), the slopes ($\tau - 1$) decrease in time. This linearity is assessed in (d): top panel shows the scatter plots of $v_r(r,t)$ vs. $r$. The Pearson correlation coefficient $\varrho(r,v_r)$ is calculated at different timepoints, which varies in time between 0.999 and 0.952. The bottom panel shows the relative contribution of the radial and angular components of the velocity. The least contribution of radial component remains above $(v_r/v)^2 \approx 0.65$.

Similarly in Fig. (2d) top panel, the radial velocity is plotted as a function of distance $r$ from the center of mass. Linearity of velocity is evident from the Pearson correlation coefficient $\varrho(r,v_r)$ which remains very close to unity. The slope of $v_r$ vs. $r$, corresponding to $\tau^{-1}$ in Fig. (2c), changes as a function of time and size of the network, hence the subscript $\xi$. The inverse of this slope ($\tau_\xi$) can be interpreted as the time it takes for a network of size $\xi$ to shrink to zero, if the contraction would not decelerate. However the contraction of the network leads to accumulation of mass which slows down the contraction, and $\tau_\xi$ diverges at an equilibrium density. For a system with free boundary conditions, locally uniform and isotropic contraction implies zero angular velocities. To verify this, we measured the contributions of radial and angular velocity components; Fig. (2d) bottom panel, and observed that the contribution of angular velocity remains very low for almost the entire course of contraction. In Fig. (2c), for visual clarity, we only show the velocity cones for a circle. However, the linearity of velocity as a function of distance, and the decrease of the slopes in time, hold true across all networks with different shapes and sizes.

**Hydrodynamic model reveals mechanism of universality of self-similar contraction**

Programming active contractile networks requires quantitative understanding of the response of the system to the external probes, e.g. light in our experiments. To understand how self-similar contractions emerge in response to internally generated stress, we developed and analyzed a coarse-grained hydrodynamic model of active networks. Our phenomenology draws on the following experimentally grounded postulates: (1) Isotropicity: the initially randomly oriented MTs organize small asters that are connected to each other via some intermediate MTs. The asters are, however, connected in random directions. Therefore for length scales of multiple asters size isotropicity seems to be a reasonable assumption; see the zoomed panels in Fig. (1b). (2) Activated motor proteins induce contractile stress. (3) Steric interactions become progressively stronger as the network contracts, and balance out the contractile stress at an equilibrium density of the network.

The hydrodynamics of the system is governed by the conservation laws of total mass and momentum, where total refers to the MT network and the fluid. Mass conservation demands
Figure 3. **Comparison and agreement between experiments and theory supports the role of activity-induced viscous interaction in shape-preserving contraction.** (a) For three shapes of hexagram, triangle and ellipse the velocity vector fields are shown as extracted via PIV in experiments (red) and simulated (blue); note the radial velocity in all cases. (b) The theoretical counterpart of the previously shown \( v_r \) vs. \( v \) experimental data in Fig. (2d). (c) For closer comparison the velocity along \( x \)-axis is plotted at different times for a contracting square. (d) The linear length scale \( \xi_{th} \) in time as predicted by theory, for different initial sizes. In (e) the fractional contraction \( \lambda - \lambda_{eq} \) for theoretical results collapse onto a single curve that is compared with those extracted from experiments. The curves decay exponentially over timescale \( \tau_c \).

\[
\partial_t (\rho_n + \rho_f) = -\nabla \cdot (\rho_n \mathbf{v}_n + \rho_f \mathbf{v}_f) = 0, \quad \text{where } \partial_t \text{ denotes the partial time derivative, and } \rho_n/f \text{ are network/fluid densities.}
\]

We drop the network’s subscript hereafter. Neglecting the inertial terms on macroscopic time scales, momentum conservation (force balance) for the network requires \( \nabla \cdot \mathbf{\sigma}^p = \gamma (\mathbf{v} - \mathbf{v}_f) \). Here \( \nabla \cdot \mathbf{\sigma}^p \) is the passive external force exerted from the surrounding fluid on the network, and \( \gamma \) is the effective drag coefficient. On the other hand, the viscoelastic response of the network to the total stress reads \( \mathbf{\sigma}^p + \mathbf{\sigma}^a = \eta \nabla \mathbf{v} \), in which \( \mathbf{\sigma}^a \) is the active stress, and \( \eta \) is the effective network viscosity.

Under the assumption of \( |\mathbf{v}_f| \ll |\mathbf{v}| \), we get

\[
\begin{align*}
\partial_t \rho + \nabla \cdot (\rho \mathbf{v}) &= 0, \quad \text{(1a)} \\
\eta \nabla^2 \mathbf{v} - \gamma \mathbf{v} &= \nabla \cdot \mathbf{\sigma}^a. \quad \text{(1b)}
\end{align*}
\]

The dependency of the active stress on the intensity of light is crucial to programming the dynamics of network. In order to understand this dependency we simulate the dynamics of contractile networks based on the following assumptions, and assess their validity by comparing the results against experiments.
Active stress is assumed to be isotropic, namely proportional to the identity matrix \(1\). In 2D we have \(\sigma^a = \frac{1}{2} \text{tr}(\sigma^a)1 \equiv \sigma^a 1\). The active stress can be decomposed into two opposing terms: a contractile term \((\propto \rho)\), and an expansive steric term \((\propto \rho^2)\).

Strictly speaking, steric interactions are not intrinsically active, but emerge due to the activity-induced compression. The proportionality constants are assumed to increase linearly with the density of activated motor proteins, in turn an increasing function of the light intensity. The competition between the contractile and the steric interactions vanishes at an equilibrium density \(\rho_{eq}\), corresponding to the final size of the network when the contraction stops \(\xi_{eq} = \xi(t \to \infty)\).

Simulating the network contraction over a range of convex and concave shapes we observe self-similar contractions across all geometries. In the activity dominated regime, the model yields a linear velocity field whose magnitude scales linearly with the distance from the network’s center of mass. Specifically, the ratio \(\gamma \xi^2 / \eta\) specifies the relative magnitude of passive and active forces over the longest contractile mode of contraction. In the high-activity regime, the model asymptotically reduces to \(\eta \nabla v = \sigma^a\), and the velocity field can be solved given a MT network density. For a network of instantaneous size \(\xi(t)\), with uniform MT density and free boundary conditions, the solutions of Eqs. (1) are radially symmetric vector fields with constant radial gradient of the form \(|\nabla v(t)| = |v(r = \xi(t))/\xi(t) = |\sigma^a(t)\eta|/\eta\).

The linearity of the radial vector field \(v = -\sigma^a r/\eta\) persists over the course of dynamics, when the two Eqs. (1) are solved simultaneously. As such, the velocity field generates angle-preserving dynamics: given points \(x_1\) and \(x_2\) in material (Lagrangian) coordinates of the network, their relative position vectors in Eulerian description is scaled by a factor that depends on the time points \(t, s\), such that \([r(x_1, t) - r(x_2, t)] \propto [r(x_1, s) - r(x_2, s)]\). Thus, the linear velocity field generated in the activity-dominated regime, induces a self-similar, distance scaling map.

Linear velocity field with density-dependent gradient leads to universal dynamics. The density dependence of the velocity field appears through the stress tensor which determines the instantaneous slope. Active stress \(\sigma^a\) is proportional to (a) \(\rho - \rho_{eq}\), and (b) activity \(a_\lambda\), determined by the concentration of activated motor proteins, assumed to be proportional to the light intensity \(I\). Together with continuity equation, our model suggests a universality in the velocity field across different shapes and initial conditions. For linear contractions, the density of the MT network remains uniform during the initial phases of the contraction. From continuity equation the density of the network can be expressed as a function of contracted area as \(\rho(t) = \rho_0 \xi_0^2 = \rho_{eq} \xi_{eq}^2\). Here \(t_0\) is a reference time at which the density equals \(\rho_0\). Combined with momentum conservation which determines the velocity field, we obtain: \(\rho(t) = \rho_{eq} + (\rho_0 - \rho_{eq}) \exp(-2(t - t_0)/\tau_c)\), where \(\tau_c\) is the contraction timescale and can be expressed in terms of model parameters \(\tau_c = \eta / a_\lambda;\) i.e. inversely proportional to activity. Correspondingly the linear size of the network can be expressed as \(\xi(t) = \xi_{eq} + (\xi_0 - \xi_{eq}) \exp(-t - t_0)/\tau_c\). The normalized fractional contraction thus follows an exponential decay of the form \(\lambda(t) = \lambda_{eq} = \exp(-t - t_0)/\tau_c\).

The results of the simulations for all shapes reproduce the same dynamics as observed in experiments, specifically for \(v(r, t)\) and \(\lambda(t)\). The velocity field extracted by PIV from contracting networks, and those obtained from simulations are both linear and radial over shapes and over time; see Fig. (3b) for qualitative comparison. Consistent with experiments, we observe a linear velocity field over complete contractile dynamics for all shapes analyzed, and the divergence/slope of the velocity field decreases with decreasing size, or equivalently increasing density; Fig. (3c). In our experiments, we held the initial MT density constant across networks of different sizes and shapes. The fractional contraction for experiments on several shapes, as well as those obtained from the theory, as plotted in Fig. (3b), collapse onto the an exponential curve with decay time of \(\tau_c\) which is inversely proportional to the activity. Given that activity is an increasing function of the light intensity, we expect the contraction to speed up upon cranking up the intensity.

**Programming deformation through spatial and temporal modulation of activity**

The hydrodynamic model suggests a simple strategy for programming the mechanical properties of MT networks through spatial-temporal modulation of activity. In our hydrodynamic model, the divergence/slope of the contractile velocity field depends on MT density and the activity \(a_\lambda\), which sets the magnitude of stress and thus the contraction timescale. Activity can be modulated experimentally in time and space with light, providing a mechanism to modulate the mechanical behavior of the networks. Spatially-uniform illumination induces uniform activity and isotropic stress which leads to shape-preserving contraction. However, modulation of light pattern in space can generate a nonuniform stress tensor which leads to network regions that contract at different rates. By modulating light levels we modulate the relative local contraction rates which no longer preserve the shape of the network.

Specifically, we generated networks where spatially distinct regions experience two different light intensities and, thus, generate two different contractile fields in close proximity. Differing contractile forces along the boundary between the two networks lead to deformation and bending. Thus, by modulating relative activity, we can induce deformation along the boundary of a network and program novel mechanical behaviors that deviate from the self-similar contractions observed in networks at uniform activity.

We created a series of light patterns that modulate the relative activity to induce bending deformations. For example, we created a hinge pattern where distinct contractile networks are separated by a joint region, and in the joint region differences in activity lead to relative differences in contractile velocity fields and network bending; Fig. (4a). In a complement hinge pattern, we induce bending along the opposite direction by switching the orientation of the joint, see Fig. (4b).

In addition to generating static deformations, spatial and temporal modulation of light patterns allow the generation of dynamical contraction and deformation through temporal...
Figure 4. **Contraction of the network can be programmed via modulating the pattern of illumination in space and time.** (a)/(b) show purely-spatial modulations of light, where the top segment of the rectangle is illuminated more/less strongly. Greater intensity of light activates larger number of motor proteins and thus generates larger active stresses, which leads to larger and faster contraction on the brighter side, and causes bending. In (c) the pattern of illumination varies in time to interpolate between the two static patterns of (a) and (b). Using this dynamic modulation we manage to change the bending direction as the network contracts.

modulation of relative activity. In particular, we temporally modulated the relative light intensity in the two regions of the hinge according to the following protocol. First we shine a light pattern that induces downward bending. The light pattern is subsequently swapped to the complementary pattern at around $t = 100$ s after the initial illumination. The differential intensities lead to reversal of the bending direction. The rates of the bending and reversal depend on the relative sizes of the two regions of illumination, relative light intensities, and the time at which swapping to complementary pattern takes place. Here we chose a relatively straightforward protocol with the same intensities and densities of MTs as chosen in the previously discussed case of self-similar contractions.

Broadly, these experiments show that both spatial-temporal modulation of light intensity allows us to induce programmed patterns of mechanical deformation into active MT networks. In this way, the natural shape preservation property of active MT networks can be simply modulated through relative differences in activity in distinct parts of an induced network. This controllability of MT networks allows us to program units of networks in which different possess engineered mechanical properties and can perform work in a programmed and predetermined manner through internal couplings.

**Discussion**

Active networks are ubiquitous in biology, and their non-equilibrium properties are poorly understood. Our work reveals signature of activity in the mechanical properties at macroscopic scales. The self-similar contraction is intrinsically related to the non-equilibrium nature of the system, which serves a geometric memory, unlike in passive systems where equilibration increases entropy and erases the memory of the initial state. This memory preservation property makes the behavior of the system more controllable without the need to tuning the microscopic degrees of freedom.

Previous works analyzed active contractions in networks of MT and actin in cell extracts, where the contracting network is embedded in a viscous solution, thus subjected to drag forces. Our optical control strategies allow us to isolate the networks from passive boundaries while using light to modulate the shape and activity. Further, in conventional materials altering mechanical properties requires changing the microscopic structure of the material, for example, through doping. These changes are generically irreversible (plastic), and are hard to be modulated at the microscopic level. In our systems, the degree of linking of the network and the active stresses can be tuned in space and time, enabling a separate strategy for the programming and control over material mechanics. Activity induced deformations provide a strategy for engineering novel behaviors at micron length scales.
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Appendix A: Instrumentation and Imaging

1. Active Matter System and Sample Chambers

The system consists of stabilized microtubule, kinesin motors (constructed with light-induced hetero-dimer system) and an energy mix. All ingredients and buffer preparation protocol are documented in a previous paper by Ross et. al. [32], and we follow the exact same procedure in our study. The sample chambers are made by sandwiching pre-cut Parafilm M by coated slides and coverslips [32, 33]. The measured depth of the chamber is approximately 80 µm.

2. Microscope Instrumentation

The experiment is conducted on an epifluorescence microscope (Nikon Ti2) with 10X magnification (Nikon Plan Apo λ 10X). We customize the system by adding a programmable digital light projector (EKB Technologies DLP LightCrafter E4500 MKII Fiber Couple), which is used to image the light pattern activating the dimerization of kinesin motors. The DLP chip is illuminated by the four-channeled LED (ThorLabs LED4D067) at the wavelength of 470nm. Fluorescently labeled microtubules are illuminated by 660nm and imaged with digital camera (Hamamatsu orca-flash 4.0). The system is controlled with Micro-Manager on PC.

3. Control Strategy for Isolating the Contracting Network

When the light patterns are constantly projected onto the reaction sample, the contraction is accompanied by the formation of canals at the sharp corners of the pattern (e.g. vertices of polygons). These canals pave paths for the background solution—containing floating Mts—to pour into the region of illumination. These Mts get cross-linked upon entering this solution containing floating Mts. To isolate the cross-linked network and the background fluid. To isolate the cross-linked network from the solution—containing floating Mts—to pour into the region of illumination, we follow the exact same procedure in our study. The sample chambers are made by sandwiching pre-cut Parafilm M by coated slides and coverslips [32, 33]. The measured depth of the chamber is approximately 80 µm.

Appendix B: Image Processing

1. Segmentation and Detection of the Network

The time lapse images of contracting network is segmented and isolated from the background solution utilizing a few built-in function of MATLAB Image Processing toolbox. During the contraction (phase II) the boundaries of the network is well separated from the solution that allows for segmentation. The steps are as follows: We first subtract the local background intensity using imflatfield function over regions of sizes of ~ 300 (µm). This is required to remove artificial shadows. Next we use the watershed algorithm to separate the network from the background fluid.

2. Measuring Velocity and Density Fields

Velocity field is extracted at different time points using the built-in MATLAB function imregtform. This function estimates the displacement field D_{t1→t2} that warps the images at times t_{1} onto the image at t_{2}. In the Lagrangian picture for a point labeled by p, we get \( r(p, t_{2}) = r(p, t_{1}) + D_{t1→t2}(p) \). The displacement field is then converted to our units using the pixel value of 0.65µm. We define the velocity field in terms of \( \mathbf{r} \) and \( \tilde{t} \), where

\[
\mathbf{r} = \frac{1}{2} \left( r(p, t_{2}) + r(p, t_{1}) \right), \quad \tilde{t} = \frac{1}{2} (t_{1} + t_{2}). \tag{B1}
\]

The velocity field reads

\[
\mathbf{v}(\mathbf{r}, \tilde{t}) = D_{t1→t2}(p) \times 0.65/(t_{2} - t_{1}) \tag{B2}
\]

In order to measure the velocity and density as a function of distance from center of mass (CoM), the center of mass of the network is found at each time point. Under the assumption that the local density of the network \( \rho(p) \), is proportional to the intensity of light captured in gray-scale images \( I(\mathbf{r}) \), the center of mass is obtained by

\[
\mathbf{R}(t) = \frac{\int_{\text{net}} d^{2}r \mathbf{r} I(\mathbf{r})}{\int_{\text{net}} d^{2}r I(\mathbf{r})}, \tag{B3}
\]

where \( \int_{\text{net}} d^{2}r \) integrates over the area of the network.

For later time points when the intensity is saturated; hence not proportional to density, an alternative method is to use the velocity field of the network to estimate the position (and velocity) of the CoM. From Eq. (B3), we have:

\[
\mathbf{V}_{\text{CoM}}(t) = M^{-1} \int_{\text{net}} d^{2}r \mathbf{v}(\rho(\mathbf{r})). \tag{B4}
\]

Here \( M \) is the total mass of the network—assumed to be conserved during the course of contraction; thus calculable from earlier time points when the density is safely assumed to be proportional to intensity. Redefining the position vector and velocities relative to those of the CoM we get \( \mathbf{r} \equiv \mathbf{r} - \mathbf{R} \); and \( \mathbf{v}(\mathbf{r}, t) \equiv \mathbf{v}(\mathbf{r}, t) - \mathbf{v}(\mathbf{R}, t) \). Note that although on average the CoM is stationary, on the short timescales it is subject to small and fast random fluctuations due to the noisy background flows. The redefinition of velocity field ensures \( \int_{\text{net}} d^{2}r \mathbf{v}(\mathbf{r}) I(\mathbf{r}) = 0 \). Therefore the CoM is now determined as the point at which the relative velocity vanishes. To find the velocity as a function of \( |r| \) (from CoM), the magnitude of the relative velocity is averaged over all points at a radius.
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