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Abstract

This paper presents a new model architecture, gate with inhibition MLP (giMLP). The gate with inhibition on CycleMLP (giCycleMLP) can produce the equal performance on ImageNet classification task, and it also improves the BERT, RoBERTa and DeBERTaV3 models depending on two novel techniques. The first is the gating MLP, where matrix multiplications between the MLP and the trunk Attention input in further adjust models’ adaptation. The second is the inhibition which inhibits or enhances the branch adjustment, and with the inhibition levels increasing, it offers models stronger features restriction. We show that the giCycleMLP with a lower inhibition level can be competitive with original CycleMLP in terms of ImageNet classification accuracy. In addition, we also show through a comprehensive empirical study that these techniques significantly improve the performance on fine-tuning NLU downstream tasks. As for the gate with inhibition MLPs on DeBERTa (giDeBERTa) fine-tuning, we find it can achieve appealing results on most part of NLU tasks without any extra pretraining again. We also find that with the use of Gate With Inhibition, the activation function should have a short and smooth negative tail, with which the unimportant features or the features that have a negative effect on models can be moderately inhibited. The experiments on ImageNet and twelve language downstream tasks demonstrate the effectiveness of Gate With Inhibition, both for images classification and for enhancing the capacity of nature language fine-tuning without any extra pretraining. Code and models are available at: https://github.com/ChengKang520/gate-with-inhibition

1 Introduction

As the history of computer vision and nature language processing demonstrate, respectively, Convolutional Neural Networks (CNNs) and Transformers based Language Models are the de-facto standards. Recently, many multi-layer perceptions (MLPs) based architectures have been proposed to process vision, for example, MLP-Mixer [Tolstikhin et al. 2021], ResMLP (Touvron et al. 2021a), gMLP (Liu et al. 2021a), CycleMLP (Chen et al. 2022). They used MLPs as the model trunk or as the branches with gating mechanism, and achieved surprisingly promising results on ImageNet (Deng et al. 2009) classification by building models solely on MLPs and skip connections without the self-attention layers. Moreover, for scaling language models, PaLM (Chowdhery et al. 2022) uses MLP branch on the Transformers, which means they add more weights on the language models to modify attention blocks. This is also the parallel layers in PaLM, and actually, when fine-tuning the downstream tasks, the SwiGLU activation function in PaLM acts like our gate with inhibition mechanism.

The major challenge for fine-tuning downstream NLU tasks is to select proper features in dense feature pools. That requires (1) pretraining on huge language datasets again, (2) branch pathways on features selection, and meanwhile, (3) capacity on discard or inhibit trivial features. In PaLM (Chowdhery et al. 2022), MLP branches are used to select trunk features, and the activation function SwiGLU is applied on gating MLPs and attention blocks. Thus, in this paper, we seek to answer this question: can we improve language models by avoiding every time pretraining on huge language datasets, and improve Transformer models sparsity, and keep architecture efficiency, as well as maintaining higher prediction capacity? As illustrated in Figure 1, we intentionally designed the inhibition level to make the activated features of language models not to be normally distributed after pretraining on huge language datasets. Through weakening the weights of irrelevant features during fine-tuning by removing some negative feature tails after using GELU or LeakyReLU activation functions, the distribution of the activated features tends to move forward to the specific downstream tasks with an incomplete Gaussian-like distribution of activated features. This is the reason why the distribution of activated features is not a complete Gaussian-like distribution after our gate with inhibition MLPs.

To address the first challenge, we directly apply several pre-trained language models on fine-tuning downstream NLU tasks. As illustrated in Figure 2, for the second and the last issues, we construct a gating MLP branch architecture on Transformers to select features, meanwhile, propose an adaptive threshold as an inhibition level to adjust the gating branch weights. In this study, We proof the necessity of inhibition in gate MLPs for fine-tuning downstream nature language understanding (NLU) tasks by using some pretrained language models, and we also demonstrate the alternative on applying inhibition on vision applications of gate MLPs. Specifically,
we propose a gate with inhibition alternative to MLPs, which consists of the partially inhibited parameterization of channel and spatial projections. In addition, we insert this giMLP into the pretrained attention blocks of Transformers, and name this new Transformers as giTransformers.

We apply the gate with inhibition on BERT (Devlin et al. 2018) (giBERT), RoBERTa (Liu et al. 2019) (giRoBERTa) and DeBERTaV3 (He, Gao, and Chen 2021) (giDeBERTaV3) to downstream NLU tasks. These three gate with inhibition language models obtain stronger results on GLUE (Wang et al. 2018), as well as Question Answering: SQuAD v1.1 (Rajpurkar et al. 2016), SQuAD v2.0 (Rajpurkar, Jia, and Liang 2018) and SWAG (Zellers et al. 2018), and NER: CoNLL-2003. We also apply the gate with inhibition on CycleMLP-B1 (Chen et al. 2022) (giCycleMLP-B1) on ImageNet (Deng et al. 2009). Although the giCycleMLP-B1 always behinds CycleMLP-B1 in the early training stage, the giCycleMLP-B1 finally achieves equal and comparable performance with CycleMLP-B1 (Chen et al. 2022).

The contributions of this paper are as follows: (1) We take the first attempt to fine-tune downstream NLU tasks without pretraining new language models on huge language datasets, and achieve stronger results. (2) We propose the gate with inhibition MLP, a new MLP-like operator, which is computational friendly to cope with features selection and trivial features inhibition. (3) Image classification experiment on ImageNet demonstrates that giMLP is comparable to CNNs on dense predictions. (4) Extensive experiments on various tasks (e.g., GLUE, SQuAD v1.1, SQuAD v2.0, SWAG and NER: CoNLL-2003) demonstrate that giTransformers outperforms existing Transformers language models and sometimes is better than Transformers on downstream NLU tasks fine-tuning.

### 2 Background And Related Works

#### 2.1 Language Models And Scaling

By stacking Transformer blocks, Transformer-based language models have been served as the standard architecture (Vaswani et al. 2017). Exploring the mechanism of scaling Transformer (by scaling model size, dataset size, model shape, context length and batch size), which was encouraged by the scaling law (Kaplan et al. 2020), has accelerated the capacity of various language models, such as masked or autoregressive language modeling (Devlin et al. 2018; Radford et al. 2019). From BERT (Devlin et al. 2018; Radford et al. 2019) by jointly conditioning on both left and right context, to the Megatron-Turing-530B (Brown et al. 2020; Shoeybi et al. 2019; Raffel et al. 2019; Smith et al. 2022) by constructing transformer-based language model with 530 billion parameters, to RoBERTa (Liu et al. 2019) with designed choices and alternatives, to ALBERT (Lan et al. 2019) which used scaling mechanism, to SqueezeBERT (Tandola et al. 2020) with grouped convolutions, to DeBERTa (He et al. 2020; He, Gao, and Chen 2021) by a virtual adversarial training method, to sparse Switch-Transformer-1.6T (Fedus, Zoph, and Shazeer 2021) with mixture, and to Swin-Transformer (Liu et al. 2021d) which simplifies and improves over mixture of models, the capacity of language models have been improved dramatically by more than 1,000 times during these years.

To encode position information of words, existing approaches add a positional bias to each input word embedding so that each input word is represented by a vector whose value depends on its content and position. The positional bias can be implemented using absolute position embedding (Vaswani et al. 2017; Devlin et al. 2018; Radford et al. 2019) or relative position embedding (Yang et al. 2019). It has been shown that relative position representations are more effective for
natural language understanding and generation tasks \cite{Dai2019,Shaw2018}.

Study on bias terms in NLP, the relative position bias method proved beneficial \cite{Raffel2019}, compared to the absolute position embedding used in the original Transformer \cite{Vaswani2017}. In computer vision, the relative positional bias method is more commonly used \cite{Li2021,Hu2019,Yang2021}, probably because the spatial relationships of visual signals play a more important role in visual modeling. A common practice is to directly learn the bias values as model weights. There are also a few works particularly study how to set and learn the bias terms \cite{Ke2020,Liu2021,Wu2021}.

Taking single-head attention as an example, the self-attention operation with bias can be formulated as \cite{Vaswani2017,Smith2022,He2020,Liu2021a}:

\[ Q = HW_q + bias_q, K = HW_k + bias_k, V = HW_v + bias_v, \]
\[ A = \frac{QK^T}{\sqrt{D}} \]
\[ H_o = \text{softmax}(A + bias_a)V \]

where \( H \in \mathbb{R}^{M \times D} \) represents the input hidden vectors. \( H_o \in \mathbb{R}^{M \times D} \) is the output of self-attention. \( Q, K, V \in \mathbb{R}^{M \times D} \) are the Query, Key and Value matrices. \( W_q, W_k, W_v \in \mathbb{R}^{M \times D} \) are the projection matrices. \( A \in \mathbb{R}^{M \times D} \) is the attention matrix. \( M \) is the length of the input sequence. \( bias_a, bias_q, bias_k, bias_v \in \mathbb{R}^M \) are the relative position bias term for each head, and \( D \) is the dimension of hidden states.

### 2.2 Gating Unit In Spatial Dimension

The overall formulation of Gated Linear Units (GLUs) \cite{Shazeer2020, Wu2019, Liu2021a} could be summarized as linear projections:

\[ L_{w,bias}(X) = W_iX + bias_1 \]
\[ L_g(X) = \text{GELU}(W_g[\text{GELU}(W_2X + bias_2) + bias_g]) \]
\[ Z_g(X) = L_g(X) \oplus [L_{w,bias}(X) + 1] \]

where GELU \cite{Hendrycks2016} is an activation function. \( X \in \mathbb{R}^{M \times D} \), \( W_1, W_2, W_g \in \mathbb{R}^{M \times M} \) are matrices for whose size is the same as the sequence length, \( bias_1, bias_2, bias_g \in \mathbb{R}^{M \times M} \) refer biases. \( L_{w,bias} \) is the projection of trunk layers, \( L_g(X) \) is the projection of gate branch layers, and \( Z_g(X) \) is the output of linear gating.

A key distinction is that our gating is computed based on a projection over the spatial (cross-token) dimension rather than the channel (hidden) dimension. SGU (Spatial Gating Unit) is also related to Squeeze-and-Excite (SE) blocks \cite{Hu2018} in terms of element-wise multiplication. However, different from SE blocks, SGU does not contain cross-channel projections at all, nor does it enforce permutation invariance (a key feature for content-based attentional modules) due to its static parameterization for the spatial transformation. The spatial projection in SGU could in theory learn to express superficial depthwise convolutions—unlike typical depthwise convolutions with channel-specific filters, SGU learns only a single transformation shared across channels. Finally, we note SGUs offer an alternative mechanism to capture high-order relationships other than self-attention.

### 2.3 Threshold And Inhibition

Threshold has been mostly used in Deep Spiking Neural Networks (SNNs) \cite{Tavanaei2019, Sengupta2019, Lobo2020}. The threshold value is very significant for the correct operation of SNNs because a high threshold will prevent the neuron from firing (“dead-neuron” problem), and a lower threshold will lead to excessive firing, affecting the ability of the neuron to differentiate between two input patterns \cite{Rathi2021}. The firing thresholds are also fixed \cite{Lee2020} or selected based on some heuristics \cite{Sengupta2019,Rueckauer2017}. In \cite{Sengupta2019}, the threshold was selected as the maximum pre-activation of each layer, whereas \cite{Rueckauer2017} selected a certain percentile of the preactivation distribution as the threshold. Some recent works employ leak/threshold optimization, but their application is limited to simple datasets \cite{Fang2021, Yin2020}. Most of these articles applied threshold to SNNs, but they are facing the challenge proposing improper methods of selecting the membrane leak and the threshold. However, according to our best knowledge, there is no example of applying inhibition in CNNs and Transformers.

### 3 Gate With Inhibition

Our architecture, gate with inhibition, consists of a stack of gate blocks with an additional threshold. Gate blocks can select which features should be focused on, and inhibition can control the opening level of the gate. In this article, in order to reveal the influence of different inhibition levels on MLPs and Transformers, we set the hyperparameter inhibition percentile \( 1_{\text{inh}} \) as \( 0\% \), \( 10\% \), \( 30\% \), \( 90\% \). In Figure 1 there is an example which can explain how gate with inhibition works on images classifying and downstream NLU tasks fine-tuning.

#### 3.1 Gate Transformers With Inhibition

Previous attempts have revealed that the self-attention probability in Transformers has a sparse distribution, and have proposed several selection strategies. The Sparse Transformer \cite{Child2019} uses separated spatial correlation to incorporate both the row outputs and column inputs, and the LogSparse Transformer \cite{Li2018} designs the cyclical pattern in self-attention and forces each cell to attend to its previous one by an exponential step size.

**Notation.** We denote input hidden vectors as \( H \in \mathbb{R}^{M \times D} \) and the output of self-attention as \( H_o \in \mathbb{R}^{M \times D} \). \( W_{q}, W_{k}, W_{g}, W_{q}, W_{v} \in \mathbb{R}^{M \times D} \) are the projection matrices. \( M \) is the length of the input sequence and \( D \) is the dimension of hidden states. See Appendix Algorithm 1.
Figure 2: The Architecture of Gate With Inhibition in MLPs and Transformers’ Key side.

Table 1: Comparison results on fine-tuning the GLUE development set, SQuAD v1.1, SQuAD v2.0, SWAG and NER. (gi+ means we embed the gate with inhibition mechanism into BERT(1*), RoBERTa(2*) and DeBERTa(3*). The values after giBERT, giRoBERTa and giDeBERTa are inhibition levels. Note that missing results in literature are signified by ‘-’.)

| Model           | #Train  | CoLA | QQP | MNLI-m/mm | SST-2 | STS-B | QNLI | RTE | MRPC | ACC | AVG. | F1/EM | F1/EM | SWAG | NER |
|-----------------|---------|------|-----|-----------|-------|-------|------|-----|------|-----|------|------|------|------|-----|
|                 | (Large) |      |     |           |       |       |      |     |      |     |      |      |      |      |     |
|                 |         | 8.5k | 364k| 393k      | 67k  | 7k    | 108k | 2.5k| 3.7k |     |      | 87.6k| 130.3k | 73.5k| 14987|
| BERT            | Devlin et al. 2018 | 60.6 | 91.3 | 86.6/| 93.2 | 90.0 | 92.3 | 70.4 | 88.0 | 84.5 | 90.9/84.5 | 81.8/79.0 | 88.6 | 92.8 |
| RoBERTa         | Li et al. 2019  | 68.0 | 92.2 | 90.2/90.2 | 96.4 | 92.4 | 93.9 | 86.6 | 90.9 | 88.8/ | 94.5/88.9 | 89.4/86.5 | 89.9 | 93.4 |
| XLNet           | Yang et al. 2019 | 69.0 | 92.3 | 90.8/90.8 | 97.0 | 92.5 | 94.9 | 85.9 | 90.8 | 89.15 | 94.5/89.0 | 88.8/86.1 | -   | -   |
| ALBERTA         | Lan et al. 2019 | 68.7 | 92.0 | 90.4/- | 96.8 | 92.7 | 95.2 | 88.1 | 90.2 | 89.26 | 94.8/89.2 | 89.9/87.2 | 84.9/81.8 | -   | -   |
| ELECTRA         | Clark et al. 2020 | 69.1 | 92.4 | 90.9/- | 96.9 | 92.6 | 95.0 | 88.0 | 90.8 | 89.46 | 94.9/89.7 | 90.6/88.0 | -   | -   |
| DeBERTaV2       | He et al. 2020  | 70.5 | 92.3 | 91.1/91.1 | 96.8 | 92.8 | 95.2 | 88.3 | 91.9 | 90.00 | 95.5/90.1 | 90.7/88.0 | 90.8 | 93.8 |
| DeBERTaV3       | He, Gao, and Chen 2021 | 75.3 | 93.0 | 91.8/91.9 | 96.9 | 92.7 | 95.4 | 90.3 | 92.7 | 91.37 | -      | -      | 91.5/89.0 | 93.4 | 93.9 |
|                 | BERT(fine-tune) | 64.0 | 91.3 | 86.2/- | 93.8 | 88.9 | 92.6 | 71.4 | 86.6 | 84.35 | 91.3/84.5 | 81.7/78.4 | 86.5 | 95.4 |
|                 | giBERT(0)      | 65.5 | 91.5 | 86.6/- | 93.9 | 88.7 | 92.5 | 66.4 | 85.0 | 83.76 | 91.1/84.3 | 81.6/78.9 | 86.6 | 95.2 |
|                 | giBERT(0.1)    | 65.8 | 91.4 | 86.5/- | 93.5 | 88.9 | 92.4 | 70.1 | 83.1 | 83.96 | 91.1/84.4 | 81.3/78.5 | 86.5 | 95.6 |
|                 | giBERT(0.3)    | 65.9 | 91.5 | 86.3/- | 94.4 | 89.0 | 92.7 | 69.0 | 84.8 | 84.19 | 91.1/84.4 | 81.4/78.1 | 86.7 | 95.6 |
|                 | giBERT(0.9)    | 64.3 | 91.4 | 86.3/- | 93.3 | 88.3 | 92.4 | 71.1 | 84.3 | 83.70 | 91.3/84.6 | 81.8/78.1 | 86.7 | 95.6 |
|                 | RoBERTa(fine-tune) | 68.1 | 92.2 | 90.2/90.2 | 96.3 | 92.3 | 93.9 | 86.6 | 90.9 | 88.56 | 94.1/88.4 | 88.9/86.0 | 89.9 | 93.4 |
|                 | giRoBERTa(0)   | 64.1 | 92.2 | 90.2/90.2 | 95.8 | 92.0 | 94.1 | 85.2 | 89.0 | 87.81 | 93.9/88.4 | 88.3/84.7 | 88.3 | 96.8 |
|                 | giRoBERTa(0.1) | 65.5 | 92.0 | 89.5/89.5 | 95.6 | 92.4 | 94.4 | 83.4 | 91.7 | 88.05 | 94.1/88.8 | 88.5/85.5 | 88.4 | 96.5 |
|                 | giRoBERTa(0.3) | 68.8 | 92.2 | 90.1/90.1 | 96.4 | 91.6 | 94.5 | 84.9 | 91.0 | 88.68 | 94.2/88.8 | 88.7/85.3 | 89.6 | 96.7 |
|                 | giRoBERTa(0.9) | 67.5 | 92.1 | 89.6/89.6 | 95.8 | 91.6 | 94.1 | 85.2 | 89.7 | 88.20 | 94.7/89.2 | 89.1/86.3 | 89.9 | 96.9 |
|                 | DeBERTaV3(fine-tune) | 72.3 | 93.0 | 91.0/90.9 | 96.2 | 92.6 | 95.4 | 90.3 | 90.7 | 90.19 | 95.4/89.8 | 91.5/89.0 | 93.3 | 96.8 |
|                 | giDeBERTaV3(0) | 73.2 | 93.1 | 90.9/90.9 | 96.6 | 93.2 | 95.5 | 90.3 | 91.4 | 90.65 | 95.2/89.7 | 90.8/88.5 | 91.9 | 96.8 |
|                 | giDeBERTaV3(0.1) | 76.5 | 93.2 | 90.8/90.8 | 96.2 | 93.3 | 96.0 | 90.0 | 92.3 | 91.25 | 95.3/89.9 | 91.2/88.7 | 93.3 | 96.8 |
|                 | giDeBERTaV3(0.3) | 74.0 | 93.0 | 91.1/91.1 | 96.9 | 93.2 | 95.8 | 90.7 | 93.1 | 90.99 | 95.4/89.9 | 91.1/88.4 | 93.5 | 97.1 |
|                 | giDeBERTaV3(0.9) | 72.8 | 93.0 | 90.9/90.9 | 96.2 | 92.6 | 95.5 | 89.3 | 90.7 | 90.19 | 95.4/90.0 | 91.6/89.0 | 93.3 | 96.8 |
Motivation. The motivation of giTransformers is to assemble a flexible gate with an adjustable quantized inhibition to cope with downstream language tasks. In addition, it should be able to automatically learn to rarely tense features without sparsity settings. Under transfer learning, the pretrained language models can provide features for nature language downstream tasks, but the Gate With Inhibition layers will learn to enhance, maintain and inhibit the provided features, which finally can fit specific downstream language tasks. As illustrated in the right panel of Figure 2, the Gate With Inhibition layers on both Key and Query sides can bring fully potential work on Value matrices, as Key matrices project the importance of hidden inputs, and Query matrices represent the correlation-like relationship on hidden inputs and outputs. We formulate the linear gate with inhibition layer in Transformers as:

\[ G_k = \text{GELU}(HW_{kq} + \text{bias}_{skq}) \] (7)

\[ I_k = \text{GELU}(G_kW_{ki} + \text{bias}_{ski} - Th_k) \] (8)

\[ Q = \text{GELU}(HW_{qg} + \text{bias}_{sqq}) \] (9)

\[ I_q = \text{GELU}(G_qW_{qi} + \text{bias}_{sqi} - Th_q) \] (10)

\[ V = HW_v + \text{bias}_v, K = HW_k + \text{bias}_k, Q = HW_q + \text{bias}_q \] (11)

\[ B_k = K + I_k, B_q = Q + I_q, \tilde{A}_k = \frac{B_kB_q^T}{\sqrt{d}} \] (12)

\[ H_o = \text{softmax}(\tilde{A}_k + \text{bias}_{sk})V \] (13)

where \( G_k, I_k \in R^{M \times D} \) are the Gate and Inhibition matrices in Key side, \( G_q, I_q \in R^{M \times D} \) are the Gate and Inhibition matrices in Query side, and \( V \in R^{M \times D} \) is the Value matrix. \( B_k, B_q \in R^{M \times D} \) are respectively Key and Query matrices with Gate With Inhibition. \( \text{bias}_{skq}, \text{bias}_{ski}, \text{bias}_{sqq}, \text{bias}_{sqi}, \text{bias}_k, \text{bias}_q \in R^{M \times D} \) are the relative position bias term for each head. \( Th_k \) is the product of \( \text{max}(G_kW_{ki}) \times \text{percentile} \). \( Th_q \) is the product of \( \text{max}(G_qW_{qi}) \times \text{Inhp} \).

4 Masked Language Modeling on giBERTs

Our submission depends only on single-task finetuning. This section reports BERT, RoBERTa and DeBERTaV3 all with Gate With Inhibition results on various NLU tasks. Following and comparing with previous studies of pretrained language models, we report results using large models. We use 8 \times NVIDIA Tesla A100 with 40GB graphic memory to fine-tune the models. Refer to Appendix A.3 Table 3 for the detailed hyperparameters. Here we compare our giTransformers models with recent attentive models based on vanilla Transformers, including BERT (Devlin et al. 2018), RoBERTa (Liu et al. 2019), DeBERTa (He et al. 2020) and DeBERTaV3 (He, Gao, and Chen 2021). Language models based on Transformers tend to drastically overfit the training data, and this finally would bring a negative effect on downstream fine-tuning. Redundant features induced by pretraining will interfere language models’ performance, especially on small tasks. We therefore apply a similar MLP architecture (as the one used in gMLP (Liu et al. 2021b)) with inhibition to avoid extensive tuning. After inserting gate with inhibition into BERT, RoBERTa and DeBERTa, we summarize the results on eight NLU tasks of GLUE (Wang et al. 2018), as well as Question Answering: SQuAD v1.1 (Rajpurkar et al. 2016), SQuAD v2.0 (Rajpurkar, Jia, and Liang 2018) and SWAG (Zellers et al. 2018), and NER: CoNLL-2003 in Table [1] and compare them with current SOTA result, from BERTlarge (Devlin et al. 2018) to RoBERTaXlarge (Liu et al. 2019), ALBERTlarge (Lan et al. 2019), XLNetlarge (Yang et al. 2019), ELECTRAlarge (Clark et al. 2020), Megatron336M (Shoeybi et al. 2019), DeBERTaXlarge (He et al. 2020), DeBERTaV3large (He, Gao, and Chen 2021). Meanwhile, giDeBERTaV3 outperforms original DeBERTaV3 in nine out of twelve tasks. Particularly, the improvements on CoLA (1.2% over original DeBERTaV3 when \( H_{tp} = 10\% \)), QQP (0.2% over original DeBERTaV3 when \( H_{tp} = 10\% \)), STS-B (0.5% over original DeBERTaV3 when \( H_{tp} = 10\% \)), QNLI (0.6% over original DeBERTaV3 when \( H_{tp} = 10\% \)), RTE (0.4% over original DeBERTaV3 when \( H_{tp} = 30\% \)) and MRPC (0.4% over original DeBERTaV3 when \( H_{tp} = 30\% \)) are significant. The giDeBERTaV3 also outperforms other SOTA, i.e., ELECTRAlarge, Megatron336M and XLNetlarge.

4.1 Ablation: The Importance Of Gating With Inhibition For BERT’s Fine-tuning

Our setting for giBERT large model is similar to the input/output protocol for BERT finetuning (Devlin et al. 2018).

In Table [1] (*), giBERT without an extra pretraining outperforms original BERT in four out of eight tasks, and only two weaker than BERT with extra 5 epochs fine-tuning. Particularly, when the inhibition percentile is 10%, the great improvements on CoLA (5.3% over original BERT and 1.9% over original BERT with extra 5 epochs fine-tuning), SST-2 (1.2% over original BERT and 0.6% over original BERT with extra 5 epochs fine-tuning), as well as little improvement on QQP and QNLI (0.2% over both original BERT and original BERT with extra 5 epochs fine-tuning) and QNLI (0.2% over original BERT and 0.1% over original BERT with extra 5 epochs fine-tuning). The BERT inserted with Gate With Inhibition without an extra pretraining could not achieve better results on STS-B, RTE and MRPC, and the inferred reason is that the additive weights on giBERT need more training steps, which means that the obvious shortage of giBERT is fine-tuning small downstream tasks.

Only when the inhibition percentile is 90%, the giBERT can achieve weak advantages on SQuAD v1.1, SQuAD v2.0, SWAG and NER, although the giBERT is 15% ∼ 30% (depends on models’ original size) bigger than the original BERT, which means that we sacrifice more 15% ∼ 30% weights to achieve a better performance.
Figure 3: Plots of corresponding metrics according to the number of epochs on the validation split of GLUE, SQuAD v1.1, SQuAD v2.0 and SWAG.

4.2 Ablation: The Gating With Inhibition On RoBERTa’s And DeBERTa’s Fine-tuning

Our setting for giRoBERTa and giDeBERTa large models are respectively similar to the input/output protocol for RoBERTa (Liu et al. 2019) and DeBERTaV3 (He, Gao, and Chen 2021) fine-tuning. We summarized the comparison results on these twelve NLU tasks in Table 1 (2* and 3*), in terms of fine-tuning the architecture of inserting gate with inhibition into original RoBERTa and DeBERTa.

In Table 1, giRoBERTa without an extra pretraining outperforms original RoBERTa on five out of twelve tasks, produces the equal performance on other five out of twelve tasks, and only two weaker than RoBERTa with extra 10 epochs fine-tuning. Particularly, when the inhibition percentile is 30%, the great improvements on CoLA (0.8% over original RoBERTa and 0.7% over original RoBERTa with extra 10 epochs fine-tuning), MRPC (0.8% over original RoBERTa and 2.5% over RoBERTa with extra 10 epochs fine-tuning), QNLI (0.6% over both original RoBERTa and original RoBERTa with extra 10 epochs fine-tuning), as well as little improvement on SQuAD v1.1 and NER. We infer the reason why the giRoBERTa architecture without an extra pretraining could not achieve better results on SQuAD v1.1 and RTE is that, RoBERTa pretrained over 160GB of text with larger mini-batches and a larger byte-level Byte-Pair Encoding (Sennrich, Haddow, and Birch 2015), with which RoBERTa finally gained a robust model with the capacity of handling the large and wide vocabularies (Liu et al. 2019), and it also needs more training steps to fine-tune small downstream tasks.

The giDeBERTaV3 without an extra pretraining outperforms original DeBERTaV3 on nine out of twelve tasks, produces the equal performance on only one task, and two weaker than DeBERTaV3 with extra 10 epochs fine-tuning. Particularly, when the inhibition percentile is 10% or 30%, the great improvements on CoLA (1.2% over original DeBERTaV3 and 4.2% over original DeBERTaV3 with extra 10 epochs fine-tuning), STS-B (0.5% over original DeBERTaV3 and 0.6% over original DeBERTaV3 with extra 10 epochs fine-tuning), QNLI (0.6% over both original RoBERTa and original RoBERTa with extra 10 epochs fine-tuning), RTE (0.4% over both original RoBERTa and original RoBERTa with extra 10 epochs fine-tuning), MRPC (0.4% over original DeBERTaV3 and 2.4% over original DeBERTaV3 with extra 10 epochs fine-tuning), as well as little improvement on QQP, SQuAD v2.0 and SWAG when the inhibition percentile is 30% or 90%.

There are content vector and position vector inside the DeBERTa architecture, and its attention weights among words are computed using disentangled matrices respectively based on their contents and relative positions (He, Gao, and Chen 2021). These two vectors make a stronger contextual relationship in input word vectors, and with Gate With Inhibition, giDeBERTa has the ability to automatically select the content and position with branch scaling extra weights. After that, during fine-tuning downstream tasks, this gate with inhibition block can act as a sparse setting layer with which can offer positive weight to enhance important and significant connections, during selecting and connecting features in highly dense feature pools.

5 Conclusion

In this paper, a new model architecture gate with inhibition is presented. The giCycleMLP, which is assembled with gate and inhibition, can produce the equal performance on ImageNet classification task. This gate with inhibition mechanism also improves the BERT, RoBERTa and DeBERTaV3 models using two novel techniques. The first is the gating MLP, where matrix multiplications between the MLP and the trunk or the Attention input in further adjust models’ adaptation. The second is the inhibition which inhibits or enhances the branch adjustment, and with the inhibition levels increasing, it offers models stronger features restriction.

We show that the giCycleMLP with a lower inhibition level
can be competitive with original CycleMLP in terms of ImageNet classification accuracy, and we also show through a comprehensive empirical study that these techniques significantly improve the performance of NLU downstream tasks. As for griDeBERTa finetuning, we find it can achieve appealing results on most part of NLU tasks without an extra pretraining. We also find that with the use of Gate With Inhibition, the activation function should have a short and smooth negative tail, with which the unimportant features or the features who have a negative effect on models can be moderately inhibited. The experiments on training ImageNet and fine-tuning these downstream tasks demonstrated the effectiveness of Gate With Inhibition, either for images classification, or for enhancing the capacity of nature language fine-tuning without an extra pretraining.
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\textbf{A Appendix}

\textbf{A.1 Explanation Of Gate With Inhibition}

\textbf{Shunting Inhibition (Gate With Inhibition):} The architecture of Gate With Inhibition is inspired from shunting inhibition mechanism [Borg-Graham, Monier, and Fregnac 1998; Huang et al. 2021]. In Figure \ref{fig:gate_with_inhibition}, the left panel presents the working of shunting inhibition with its on (the red box) and off (the green box) states. If the gate of the shunting inhibition is off, the transmission will transport across the joint which can be influenced by shunting synapses. The shunting synapse plays an important role on gating the function of neurons, and its switch will influence the receive and the send of signals. In artificial neural networks (ANNs), the...
shunting can be described and presented as gating in most articles, but researchers forgot and ignored the inhibition mechanism during these decades. Shunting Inhibition used the shunting mechanism to select the activated neuron units, and the direct and obvious function is to select, weaken or enforce quantized features in ANNs.

In contrast to excitatory synapses, some neurotransmitter-gated ion channels can drive the postsynaptic potential towards the resting potential or inhibit the effect of excitatory synapses (Borg-Graham, Monier, and Fregnac, 1998). Such synapses are collectively called inhibitory. A prominent example of inhibitory synapses uses the neurotransmitter GABA with a fast receptor called GABA_A and a slower receptor called GABA_B. The neurotransmitter Dopamine has several receptor types, some of which are excitatory and some of which are inhibitory. Inhibition can be subtractive in the sense that it lowers the membrane potential. However, inhibition can also be divisive in the sense that it modulates the effect of excitation. For example, GABA_A receptors have no effect on the membrane potential if the membrane potential is at rest, so it does not reduce the potential further. Inhibitory synapses close to the cell body can have such modulatory (multiplicative) effects on summed excitatory postsynaptic potentials (EPSPs).

Membrane Potentials and Threshold: In Figure 4, the right panel shows the reason why we should set the threshold between 10% and 30%. The red line is the threshold for inhibition, and the approximate range of membrane potentials is from $-70\text{mV}$ to $+30\text{mV}$. After considering the inactivated range of membrane potentials, we roughly set the threshold as 15% (a number from 10% to 30%), as not all neurons can act as such and have the 15% threshold. If the voltage is greater than the threshold, the depolarization would be executed following the activation. We assume that the distribution of activated features in artificial neural networks is a Gaussian like type. Mostly used activation functions, for example, Softmax, Tanh, ReLU (Aggarwal, 2018), Parametrized ReLU (He et al., 2015), ELU (Clevert, Unterthiner, and Hochreiter, 2015), Swish (Ramachandran, Zoph, and Le, 2017), GELU (Hendrycks and Gimpel, 2016), SELU (Klambauer et al., 2017), choose to directly activate features without a further selection. To avoid the inference of unimportant features, the features whose activated values are below the threshold should be inhibited. These features have no significance on some specific tasks, as the pretrained model can provide huge quantized features for fine-tuning tasks.

A.2 Image Classification Implementation Details

Settings. We train our models on the ImageNet-1K dataset (Deng et al., 2009), which contains 1.2M training images and 50K validation images evenly spreading 1,000 categories. We follow the standard practice in the community by reporting the top-1 accuracy on the validation set. Our code is implemented based on PyTorch (Paszke et al., 2019) framework and heavily relies on the timm repository. For apple-to-apple comparison, our training strategy is mostly adopted from DeiT (Touvron et al., 2021b), which includes RandAugment (Cubuk et al., 2020), Mixup (Zhang et al., 2017), Cutmix (Yun et al., 2019) random erasing (Zhong et al., 2020) and stochastic depth (Huang et al., 2016). The optimizer is AdamW (Loshchilov and Hutter, 2017) with the momentum of 0.9 and weight decay of by default. The cosine learning rate schedule is adopted with the initial value of. All models are trained for 300 epochs on 8 Tesla V100 GPUs with a total batch size of 1024.

Algorithm 1: Pseudo-Code of giMLPs Block

Input: $X$, $I_{nh_p}$.
1. set shortcut:
   
   $L_{w,bias}=\text{GELU}(\text{proj}(X,W,\text{axis} = "\text{channel}"));$

2. gate layer:
   
   $L_g = \text{GELU}(\text{proj}(X,W_g,\text{axis} = "\text{channel}"));$

3. set inhibition:
   
   $L_g = \text{GELU}(L_g - \text{max}(L_g) \times I_{nh_p});$

4. inhibition layer:
   
   $L_i = \text{GELU}(\text{proj}(L_g,W_i,\text{axis} = "\text{channel}"));$

5. output of giMLP: $Z_{gi} = L_i + L_{w,bias};$

6. return $Z_{gi};$

Output: $Z_{gi}$.
Our code is implemented based on DieT (Touvron et al. 2021b) and CycleMLP (Chen et al. 2022).

### A.3 Language Modeling Implementation Details

#### Settings

Following BERT (Devlin et al. 2018), RoBERTa (Liu et al. 2019), DeBERTa (He et al. 2020), we adopt dynamic data batching. We also include span masking (Joshi et al. 2020) as an additional masking strategy with the span size up to three. We list the detailed hyperparameters of pre-training in Table 8. For fine-tuning, we use Adam (Kingma et al. 2015) as an additional masking strategy with the span size up to three. We list the detailed hyperparameters of pre-training in Table 8. For fine-tuning, we train each task with a hyper-parameter search procedure, each run takes about 1-2 hours on a DGX-2 node. All the hyper-parameters are presented in Table 9. The model selection is based on the performance on the task-specific development sets.

#### Algorithm 2: Pseudo-Code of giTransformers Block

**Input:** $H, \text{Inhp}$.

1. set Value:
   
   $V = \text{GELU} (\text{proj}(H, W_v, \text{axis} = "\text{channel}")$);

2. set shortcut on Key:
   
   $K = \text{GELU} (\text{proj}(H, W_k, \text{axis} = "\text{channel}")$);

3. set shortcut on Query:
   
   $Q = \text{GELU} (\text{proj}(H, W_q, \text{axis} = "\text{channel}")$);

4. gate layer on Key Side:
   
   $G_k = \text{GELU} (\text{proj}(H, W_{kg}, \text{axis} = "\text{channel}")$);

5. gate layer on Query Side:
   
   $G_q = \text{GELU} (\text{proj}(H, W_{qg}, \text{axis} = "\text{channel}")$);

6. set inhibition on Key Side:
   
   $G_k = G_k - \max(G_k) \times \text{Inhp}$;

7. set inhibition on Query Side:
   
   $G_q = G_q - \max(G_q) \times \text{Inhp}$;

8. inhibition layer on Key Side:
   
   $I_k = \text{GELU} (\text{proj}(G_k, W_{ki}, \text{axis} = "\text{channel}")$);

9. inhibition layer on Query Side:
   
   $I_q = \text{GELU} (\text{proj}(G_q, W_{qi}, \text{axis} = "\text{channel}")$);

10. get gated Key with inhibition:
    
    $B_k = I_k + K$;

11. get gated Key with inhibition:
    
    $B_q = I_q + Q$;

12. activation of attention:
    
    $\tilde{A}_{kj} = \frac{B_k B_q^T}{\sqrt{d}}$;

13. output of giTransformer:
    
    $H_o = \text{softmax}(\tilde{A}_{kj}) V$;

14. return $H_o$.

**Output:** $H_o$.

Our code is implemented based on Huggingface Transformers (Wolf et al. 2020). Our experience is during fine-tuning on downstream tasks, firstly we set the inhibition percentile as 10%, if the result is similar to the settings without Gate With Inhibition, and then, we set the inhibition percentile as 10% or 30%.

### A.4 Ablation: Gate MLPs With Inhibition

#### Notation

We denote an input feature map as $X \in \mathbb{R}^{M_1 \times M_2 \times D}$, where $M_1, M_2$ denote the height and width of the image and $D$ is the number of feature channels. $W, W_i \in \mathbb{R}^{W \times M}$ are matrices for whose size is the same as the sequence length, $\text{bias}, \text{bias}_s \in \mathbb{R}^{1 \times D}$ refer biases. See Appendix Algorithm.

#### Motivation

The motivation behind giMLPs is to assemble a flexible gate with an adjustable quantized inhibition to cope with downstream dense prediction tasks while maintaining the important features and inhibiting nonsignificant features. As illustrated in the left panel of Figure 2, the right branch is a gate with inhibition block, which applies a SGU with an adjustable threshold on gating excited layers. We formulate the linear gate with inhibition block in CNNs as:

$$L_{w, bias}(X) = WX + bias$$  \hspace{1cm} (14)

$$L_{gi}(X) = \text{GELU}(W_g[\text{GELU}(W_g X + \text{bias}_g)] + \text{bias}_i - Th)$$  \hspace{1cm} (15)

$$Z_{gi}(X) = L_{gi} L_{w, bias}(X) + L_{w, bias}(X)$$  \hspace{1cm} (16)

where $L_{gi}(X)$ is the projection of gate with inhibition layers, and $Z_{gi}(X)$ is the output of linear gating with inhibition. $Th$ is the product of $\max(W_g \text{GELU}(W_g X + \text{bias}_g)) \times \text{Inhp}$. In this section, we report the results of one MLP family CNN - CycleMLP (Chen et al. 2022) - on ImageNet with different inhibition percentiles. Following and comparing with previous CycleMLP (Chen et al. 2022), we use 8 × NVIDIA Tesla V100 with 32GB graphic memory to train the models. A single model trained with 1024 batch size and 300 epochs takes about 21 days. Refer to Appendix for the detailed hyperparameters. We summarize the result on Table 4.

We examine giMLP in the vision domain, and apply ImageNet (Deng et al. 2009) without using extra data on image classification task. We compare our giMLP model with recent MLP-like models, including ResMLP (Touvron et al. 2021a), gMLP (Liu et al. 2021b) and CycleMLP (Chen et al. 2022), as well as several other representative convolutional networks. For the capacity of comparing, models should choose the depth and width according to the same size.

Our giMLP has the natural inhibition capacity, which can inhibit the feature selection in the gating branches of neural networks trunk. Although the final result of giCycleMLP with threshold 10% on ImageNet classification task cannot surpass the original CycleMLP, the gap between them can be ignored after training over 100 epochs. This acceptable gap 0.1% verifies that the gating MLP architecture with inhibition can produce the equal performance without inhibition inside the gating MLP. In Figure 3(a), the accuracy curves show that the gap between with and without inhibition mechanism is
Table 2: Hyper-parameters for Image classification on ImageNet-1K with Gate With Inhibition mechanism.

| Hyper-parameter                             | Cycle+giMLP-B1 threshold(0%) | Cycle+giMLP-B1 threshold(10%) | Cycle+giMLP-B1 threshold(30%) | Cycle+giMLP-B1 threshold(90%) |
|---------------------------------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| Data augmentation                           | AutoAugment                   |                               |                               |                               |
| Repeated Augmentation                       | off                           |                               |                               |                               |
| Input resolution                            | 224                           |                               |                               |                               |
| Epochs                                      | 300                           |                               |                               |                               |
| Batch size                                  | 1024                          |                               |                               |                               |
| Warmup steps                                | 10K                           |                               |                               |                               |
| Hidden dropout                              | 0                             |                               |                               |                               |
| GELU dropout                                 | 0                             |                               |                               |                               |
| Attention dropout                            | 0                             |                               |                               |                               |
| Classification dropout                      | 0                             |                               |                               |                               |
| Random erasing prob                          | 0                             |                               |                               |                               |
| EMA decay                                    | 0                             |                               |                               |                               |
| Cutmix α                                     | 1.0                           |                               |                               |                               |
| Mixup α                                      | 0.8                           |                               |                               |                               |
| Cutmix-Mixup switch prob                    | 0.5                           |                               |                               |                               |
| Label smoothing                              | 0.1                           |                               |                               |                               |
| Peak learning rate                           | 1e-3                          |                               |                               |                               |
| Learning rate decay                          | cosine                        |                               |                               |                               |
| Optimizer                                    | AdamW                         |                               |                               |                               |
| Adam ε                                      | 1e-6                          |                               |                               |                               |
| Adam (β₁, β₂)                                | (0.9, 0.999)                  |                               |                               |                               |
| Weight decay                                 | 0.05                          |                               |                               |                               |
| Gradient clipping                            | 1.0                           |                               |                               |                               |
| Inhibition Percentile                        | 0.0                           | 0.1                           | 0.3                           | 0.9                           |

Table 3: Hyper-parameters for fine-tuning BERT, RoBERTa and DeBERTa with Gate With Inhibition mechanism on downstreaming tasks.

| Hyper-parameter                             | BERT(large) | RoBERTa(large) | DeBERTa(large) |
|---------------------------------------------|-------------|---------------|---------------|
| Dropout of task layer                       | 0.15        | 0.15          | 0.15          |
| Warmup Steps                                | 100         | 100           | 100           |
| Learning Rates                              | 5e-6        | 5e-6          | 5e-6          |
| Batch Size                                  | {16,32,64}  | {16,32,64}    | {16,32,64}    |
| Weight Decay                                | 0.01        | 0.01          | 0.01          |
| Maximum Training Epochs                     | 5           | 10            | 10            |
| Learning Rate Decay                         | Linear      | Linear        | Linear        |
| Optimizer                                   | AdamW       | AdamW         | AdamW         |
| Adam ε                                      | 1e-6        | 1e-6          | 1e-6          |
| Adam (β₁, β₂)                                | (0.9, 0.999)| (0.9, 0.999)  | (0.9, 0.999)  |
| Gradient Clipping                           | 1.0         | 1.0           | 1.0           |
| Inhibition Percentile                        | (0.0, 0.1, 0.3, 0.9) | (0.0, 0.1, 0.3, 0.9) | (0.0, 0.1, 0.3, 0.9) |

Table 4: Comparison with SOTA models on ImageNet-1K without an extra data.(Note that missing results in literature are signified by “-”).

| Model                        | Family | Para | FLPOs | Scale | Top-1 |
|------------------------------|--------|------|-------|-------|-------|
| EffNet-B3 [Tan and Le 2019]  | CNN    | 12M  | 1.8G  | 300   | 81.6  |
| GFNet-H-T [Rao et al. 2021]  | FFT    | 15M  | 2.0G  | 224   | 80.1  |
| ResMLP-S12 [Touvron et al. 2021a] | MLP   | 15M  | 3.0G  | 224   | 76.6  |
| gMLP-S [Liu et al. 2021b]    | MLP    | 20M  | 4.5G  | 224   | 79.6  |
| CycleMLP-B7 [Chen et al. 2022] | MLP    | 15M  | 2.1G  | 224   | 78.9  |
| Cycle+giMLP-B1(thre=0%)       | MLP    | 15M  | 2.1G  | 224   | 78.9  |
| Cycle+giMLP-B1(thre=10%)      | MLP    | 15M  | 2.1G  | 224   | 78.8  |
| Cycle+giMLP-B1(thre=30%)      | MLP    | 15M  | 2.1G  | 224   | 76.6  |
| Cycle+giMLP-B1(thre=90%)      | MLP    | 15M  | 2.1G  | 224   | -     |
A.5 Ablation: The Influence Of Different Activation Functions On Gating With Inhibition

Because of the short negative tail of GELU, we specifically select it as the activation function. Although LeakyReLU also has a long negative tail, the negative value after LeakyReLU activation of negative features would provide a huge inhibition for BERT or relatives of BERT (RoBERTa, DeBERTa and DeBERTaV3). We summarize the results of using different activation functions after setting inhibition percentile as 30% in Table 4. Compared to activation functions whose tails are zero or big negative values, the GELU activation function whose negative tail is short achieves best improvement on QQP, SST-2, QNLI, MRPC and GLUE average. Although LeakyReLU with default slope gets outstanding performance on CoLA and RTE, the total effect on GLUE tasks is inferior to GELU. LeakyReLU can provide more stable and smooth negative values, and this would be the reason why LeakyReLU can outperform GELU on these two small downstream GLUE tasks.

A.6 Ablation: The Gate With Inhibition In Single Side

We denote input hidden vectors as $H \in \mathbb{R}^{M \times D}$ and the output of self-attention as $\bar{H}_o \in \mathbb{R}^{M \times D}$. $W_{kg}, W_{ki}, W_{qg}, W_{qi}, W_v \in \mathbb{R}^{M \times D}$ are the projection matrices. $M$ is the length of the input sequence and $D$ is the dimension of hidden states. We summarize the result on Table 6.

The Gate With Inhibition In Key Side. We formulate the linear gate with inhibition layer in Transformers’ Key side as:

$$G_k = GELU(HW_{kg} + \text{bias}_{kg})$$  \hspace{1cm} (17)

$$I_k = GELU(G_kW_{ki} + \text{bias}_{ki} - Th_k)$$  \hspace{1cm} (18)

$$V = HW_v + \text{bias}_v, K = HW_k + \text{bias}_k, Q = HW_q + \text{bias}_q$$  \hspace{1cm} (19)

$$B_k = K + I_k, \bar{A}_k = \frac{QB_k^T}{\sqrt{d}}$$  \hspace{1cm} (20)

$$\bar{H}_o = \text{softmax}(\bar{A}_k + \text{bias}_a)V$$  \hspace{1cm} (21)

where $G_k, I_k \in \mathbb{R}^{M \times D}$ are the Gate and Inhibition matrices in Key side, and $V \in \mathbb{R}^{M \times D}$ is the Value matrix. $B_k \in \mathbb{R}^{M \times D}$ is Key matrix with Gate With Inhibition. $A_k \in \mathbb{R}^{M \times D}$ is the attention matrix with Gate With Inhibition. $\text{bias}_{kg}, \text{bias}_{ki}, \text{bias}_v, \text{bias}_q \in \mathbb{R}^{M \times D}$ are the relative position bias term for each head. $Th_k$ is the product of $\max(G_kW_{ki}) \times \text{percentile}$.

The Gate With Inhibition In Query Side. We formulate the linear gate with inhibition layer in Transformers’ Query side as:

$$G_q = GELU(HW_{qg} + \text{bias}_{qg})$$  \hspace{1cm} (22)

$$I_q = GELU(G_qW_{qi} + \text{bias}_{qi} - Th_q)$$  \hspace{1cm} (23)

$$V = HW_v + \text{bias}_v, Q = HW_q + \text{bias}_q$$  \hspace{1cm} (24)

$$B_q = Q + I_q, \bar{A}_q = \frac{QB_q^T}{\sqrt{d}}$$  \hspace{1cm} (25)

$$\bar{H}_o = \text{softmax}(\bar{A}_q + \text{bias}_a)V$$  \hspace{1cm} (26)

where $G_q, I_q \in \mathbb{R}^{M \times D}$ are the Gate and Inhibition matrices in Query side, and $V \in \mathbb{R}^{M \times D}$ is the Value matrix. $B_q \in \mathbb{R}^{M \times D}$ is Query matrix with Gate With Inhibition. $A_q \in \mathbb{R}^{M \times D}$ is the attention matrix with Gate With Inhibition. $\text{bias}_{kg}, \text{bias}_{ki}, \text{bias}_v, \text{bias}_q \in \mathbb{R}^{M \times D}$ are the relative position bias term for each head. $Th_q$ is the product of $\max(G_qW_{qi}) \times \text{percentile}$. 
Table 5: Comparison results on the GLUE development set with five epochs fine-tuning based on BERT. (Note that missing results in literature are signified by ".-".)

| Model        | #Train | CoLA | QQP | MNLI-m/mm | SST-2 | STS-B | QNLI | RTE | MRPC | Avg. |
|--------------|--------|-----|-----|-----------|-------|-------|------|-----|------|------|
| CoLA         |        | Mcc | Acc | Acc       | Acc   | Acc   | Acc  | Acc | Acc  | 8.5k |
| SST-2        |        | 8.5k| 364k| 393k      | 67k   | 7k    | 106k | 2.5k| 3.7k | 16.4 |

Table 6: Comparison results on fine-tuning the GLUE development set, SQuAD v1.1, SQuAD v2.0, SWAG and NER. (Note that Key* and Query* respectively mean the gate with inhibition in Transformers’ Key side and Query side).

| Model        | CoLA | QQP | MNLI-m/mm | SST-2 | STS-B | QNLI | RTE | MRPC | Avg. |
|--------------|-----|-----|-----------|-------|-------|------|-----|------|------|
| (Large)      | Mcc | Acc | Acc       | Acc   | Acc   | Acc  | Acc | Acc  | 8.5k |
| gDEBERTaV3(0) | 72.6| 93.0| 90.9/0.9 | 96.3 | 92.8  | 95.4 | 88.8| 92.2 | 90.25|
| gDEBERTaV3(0.1) | 74.0| 93.0| 91.2/0.1 | 96.2 | 92.9  | 95.4 | 89.5| 91.9 | 90.51|
| gDEBERTaV3(0.3) | 75.0| 93.1| 91.0/0.9 | 96.2 | 92.8  | 95.3 | 91.7| 91.7 | 90.85|
| gDEBERTaV3(0.9) | 72.0| 93.1| 91.0/0.9 | 96.3 | 92.8  | 95.4 | 91.3| 91.4 | 90.41|
| gDEBERTaV3(0) | 71.9| 93.0| 90.9/0.9 | 96.2 | 92.8  | 95.3 | 92.1| 90.2 | 90.31|
| gDEBERTaV3(0.1) | 73.2| 92.9| 91.2/0.9 | 96.3 | 92.7  | 95.1 | 89.2| 90.2 | 90.11|
| gDEBERTaV3(0.3) | 73.5| 92.9| 91.3/0.9 | 96.2 | 93.0  | 95.4 | 89.5| 91.9 | 90.46|
| gDEBERTaV3(0.9) | 74.2| 93.0| 90.9/0.9 | 95.6 | 92.9  | 95.4 | 90.6| 90.2 | 90.34|

where $G_q \in R^{M \times D}$ are the Gate and Inhibition matrices in Query side, and $V \in R^{M \times D}$ is the Value matrix. $B_q \in R^{M \times D}$ is Query matrices with Gate With Inhibition. $\bar{A}_q \in R^{M \times D}$ is the attention matrix with Gate With Inhibition. $bias_{qa}, bias_{qi}, bias_{v}, bias_{\bar{a}} \in R^{M \times M}$ are the relative position bias term for each head. $Th_q$ is the product of $max(G_qW_{qi}) \times \text{Inh}_p$.

For the single side conditions, both the Key side and the Query side, they show the trend same as the two side condition. When the inhibition level is 30%, we get the best GLUE average score under using both Key side and Query side. There is an unexpected finding that when using the gate with 0% inhibition level, fine-tuning the downstream RTE task can achieve the best result at 92.1%.