SMALL MODULES WITH INTERESTING RANK VARIETIES
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ABSTRACT. This paper focuses on the rank varieties for modules over a group algebra \( \mathbb{F}E \) where \( E \) is an elementary abelian \( p \)-group and \( p \) is the characteristic of an algebraically closed field \( \mathbb{F} \). In the first part, we give a sufficient condition for a Green vertex of an indecomposable module to contain an elementary abelian \( p \)-group \( E \) in terms of the rank variety of the module restricted to \( E \). In the second part, given a homogeneous algebraic variety \( V \), we explore the problem on finding a small module with rank variety \( V \). In particular, we examine the simple module \( D^{(k_p-p+1,1^{p-1})} \) for the symmetric group \( S_{k_p} \).

1. Introduction

Let \( \mathbb{F} \) be an algebraically closed field with positive characteristic \( p \). Most group algebras of a finite \( p \)-group in characteristic \( p \) have wild representation theory. As such, one does not hope to classify the indecomposable modules up to isomorphism. Instead, various techniques have been brought in to study the representations without the intention of making such classification. In this paper, we mainly focus on the complexity \([1,2]\), Green vertex \([15]\) and rank variety \([7]\) for modules. These notions are interrelated. For example, if \( E \) is an elementary abelian \( p \)-subgroup of rank \( k \) of a finite group \( G \) and \( M \) is an indecomposable \( \mathbb{F}G \)-module with the rank variety of \( M \downarrow E \) the same as \( \mathbb{F}^k \), then \( E \) is a subgroup of a Green vertex of \( M \). The first result in our paper improves such relation (see Theorem 3.3).

In the second part of this paper, we study the exterior power of the natural simple \( \mathbb{F}S_n \)-module \( D^{(n-1,1)} \). Our study is motivated by various sources. For simplicity, for each homogeneous algebraic variety \( V \), in \([8]\), Carlson constructed a module with rank variety \( V \). The dimension of the module obtained in this manner is 'pretty large'. In \([5, §12.7]\), with the help of the \( L_\bullet \)-technology, Benson constructed an \( \mathbb{F}E \)-module of dimension 36 with rank variety

\[
p_3 = x_1^2x_2^2 + x_1^2x_3^2 + x_2^2x_3^2
\]

when \( p = 3 \) and \( E = (C_3)^3 \). This is smaller than the Specht module \( S^{(3^3)} \) (which has dimension 42) with the same rank variety upon restriction to the elementary abelian 3-subgroup generated by 3 disjoint 3-cycles (see \([20]\)). In \([5\text{, Appendix B, Problem 16}]\), for a homogeneous algebraic variety \( V \), Benson asked for the smallest dimension
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$d_V$ of an $FE$-module with rank variety $V$. The problem is obviously extremely difficult to answer in general. Nevertheless, we wish to offer some insight to this problem from the viewpoint of the representations of symmetric groups. More precisely, we want to find naturally occurring representations from the symmetric groups with interesting varieties. Apart from, more generally, the Specht module $S^{(p^r)}$, the other examples are the simple module $D^{(n-1,1)}$ in $p = 2$ (see [18]) and some basic spin modules (see [25]). In [21] Theorem 4.9, Tan and the first author proved that all simple modules $D^k$ for the symmetric groups belonging to the weight 2 block have complexity 2 except $\lambda = (p + 1, 1^{p-1})$. This suggested the study of the simple module $D(p-1) := D^{(kp-p+1,1^{p-1})} \cong \bigwedge^{p-1} D^{(kp-1,1)}$ for $k \geq 2$. Notice that, when $p \nmid n$, for all $1 \leq r \leq n - 1$, $\bigwedge^n D^{(n-1,1)} \cong \bigwedge^n S^{(n-1,1)} \cong S^{(n-r,1^r)}$, which is a simple Specht module. As such, the variety of $\bigwedge^n D^{(n-1,1)}$ is 'uninteresting' as shown in [13]. When $p \mid n$ and $1 \leq r < p - 1$, we have $p \nmid \dim_F D^{(n-r,1^r)}$ and its variety is again 'uninteresting'. As such, the module $D(p-1)$ is the 'smallest' we could have picked.

Suppose that $k \not\equiv 1(\text{mod } p)$ and $p$ is odd. In this paper, we prove that $D(p-1)$ has complexity $k-1$. More precisely, we show that the rank variety of $D(p-1)$ restricted to the largest elementary abelian $p$-group $E_k$ is the algebraic set $V(p_k)$ where $p_k$ is given as in Equation (2.2). We consider the module is rather small in the following sense. When $p = 3$ and $k \geq 3$, Carlson’s result (see Theorem [20]) shows that any module with the rank variety $V(p_k)$ has dimension at least $6(k-1)$ and divisible by 3. On the other hand, $\dim D(2) = \binom{3k-2}{2} = \frac{3k-2}{2}$. Its ratio with Carlson’s bound is

$$\frac{\dim D(2)}{6(k-1)} = \frac{3k-2}{4}$$

which is a polynomial of degree 1 in $k$. The particular case when $k = 3$, the module $M := D^{(7,1,1)} \mid_{E_3}$ has the rank variety $V(p_3)$ as above and has dimension 21 which is strictly smaller than the dimensions of the modules we have discussed in the previous paragraph, which are 36 and 42. Using Magma [6], it turns out also that $M$ is indecomposable and we have not found a strictly smaller module than $M$ and yet supporting $p_3$.

The methods we have employed in our computation include the notion of generic and maximal Jordan types of modules, their relation with the Schur functor and brute-force calculation. We believe that the condition $k \not\equiv 1(\text{mod } p)$ is unnecessary and further conjecture that $\bigwedge^n D^{(kp-1,1)}$ has interesting variety when $r \equiv p - 1(\text{mod } p)$.

In the next section, we collate the basic knowledge we shall need in this paper. In Section 3 we prove our result Theorem 3.3 regarding the rank variety and Green vertex. In Section 4 we compute the generic Jordan type and the maximal Jordan set of the module $D(1) \mid_{E_k}$ (see Theorem 4.5) as a preparation for the discussion in the next section. In the final section, we show that the rank variety of $D(p-1) \mid_{E_k}$ is the algebraic set $V(p_k)$ as in Theorem 5.3.
2. Preliminary

For the basic knowledge required in this article, we refer the reader to the references [3, 4, 5, 16, 24]. Throughout, \( \mathbb{F} \) is an algebraically closed field of positive characteristic \( p \).

2.1. Modules for finite groups. Let \( G \) be a finite group. All the \( \mathbb{F}G \)-modules we consider in this paper are finite-dimensional over \( \mathbb{F} \). We use the notations \( \uparrow \) and \( \downarrow \) for the induction and restriction of modules for finite groups. The direct sum and tensor product of two \( \mathbb{F}G \)-modules \( M, N \) are denoted by \( M \oplus N \) and \( M \otimes \mathbb{F} N \) (or simply \( M \otimes N \)) respectively. By abuse of notation, the trivial \( \mathbb{F}G \)-module is also denoted as \( \mathbb{F} \) (or \( \mathbb{F}G \) if we wish to emphasis the group \( G \)). If \( N \) is a direct summand of \( M \), that is \( M \cong N \oplus N' \) for another \( \mathbb{F}G \)-module \( N' \), we write \( N \mid M \).

Let \( M \) be an indecomposable \( \mathbb{F}G \)-module. A Green vertex \( Q \) of \( M \) is a minimal subgroup of \( G \) such that \( M \mid S \uparrow G \) for some indecomposable \( \mathbb{F}Q \)-module \( S \). In this case, \( S \) is called an \( \mathbb{F}Q \)-source of \( M \) and \( Q \) is necessarily a \( p \)-subgroup. Furthermore, all green vertices of \( M \) are conjugate in \( G \).

Let \( H, K \) be subgroups of \( G \) and \( N \) be an \( \mathbb{F}K \)-module. We have the Mackey’s formula
\[
N \uparrow^G \downarrow^H \cong \bigoplus_{HgK} gN \downarrow_{H \cap gK}^\uparrow H
\]
where the sum runs over a complete set of double coset representatives of \((H,K)\) in \( G \).

For a finite group \( G \) and an \( \mathbb{F}G \)-module \( M \), the complexity of \( M \) is the rate of growth of a projective resolution of \( M \) and is denoted as \( c_G(M) \). Moreover, if \( \mathcal{E} \) is a set of representatives of the maximal elementary abelian \( p \)-subgroups of \( G \) up to conjugation, we have
\[
c_G(M) = \max_{E \in \mathcal{E}} c_E(M \downarrow E). \tag{2.1}
\]

2.2. The representations of symmetric groups. For a finite set \( A \), we denote \( \mathcal{S}_A \) the symmetric group permuting the elements in \( A \). For a natural number \( n \), we let
\[
\mathcal{S}_n = \mathcal{S}_{\{1,2,\ldots,n\}}.
\]

Let \( k \) be a positive integer and \( n = kp \). In this paper, we are interested in modules for the symmetric group \( \mathcal{S}_{kp} \) restricted to the elementary abelian \( p \)-subgroup
\[
E_k = \langle g_1, \ldots, g_k \rangle
\]
where, for each \( 1 \leq i \leq k \), \( g_i \) is the \( p \)-cycle \( ((i-1)p+1, (i-1)p+2, \ldots, ip) \). Notice that, when \( p \) is odd, \( E_k \) is, up to conjugation, the only elementary abelian \( p \)-subgroup of \( \mathcal{S}_{kp} \) with rank \( k \) and the remaining have ranks strictly less than \( k \). Notice that
\[
N_{\mathcal{S}_{kp}}(E_k)/C_{\mathcal{S}_{kp}}(E_k) \cong \mathbb{F}_p^\times \wr \mathcal{S}_k.
\]

A partition \( \lambda \) of \( n \) is a sequence of positive integers \( (\lambda_1, \ldots, \lambda_k) \) such that \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_k \) and \( \lambda_1 + \cdots + \lambda_k = n \). It is a hook partition if \( \lambda_2 = \cdots = \lambda_k = 1 \). It is \( p \)-regular if \( \lambda \) does not contain \( p \) parts of the same size. The Young diagram of \( \lambda \) is the depiction of the set \( \{(i,j): 1 \leq i \leq k, 1 \leq j \leq \lambda_i\} \) and an element in the set (or diagram) is called a node. A \( \lambda \)-tableau is an array obtained by assigning the nodes
in the Young diagram of $\lambda$ by the numbers $1, 2, \ldots, n$ with no repeats. We say that a $\lambda$-tableau is standard if the numbers are increasing both in each row from left to right and in each column from top to bottom. Given another partition $\mu$ of $n$, $\lambda$ dominates $\mu$ if, for all $r$, 
\[
\sum_{i=1}^{r} \lambda_i \geq \sum_{i=1}^{r} \mu_i
\]
where we let $\lambda_i = 0$ if $i > k$ and similar for $\mu$. In this case, we write $\lambda \succeq \mu$.

Fix a partition $\lambda$ of $n$. The symmetric group $\mathfrak{S}_n$ has a natural action on the $\lambda$-tableaux by permuting the numbers. The row (respectively, column) stabilizers $R_t$ (respectively, $C_t$) of a $\lambda$-tableau $t$ is the subgroup of $\mathfrak{S}_n$ consisting of the elements fixing the rows (respectively, columns) of $t$ setwise. A $\lambda$-tabloid $\{t\}$ is the equivalence class containing $t$ under the equivalence relation defined by: for $\lambda$-tableaux $t, t', t \sim t'$ if and only if $t = \pi t'$ for some $\pi \in R_t$. As such, the natural action of $\mathfrak{S}_n$ acts on the $\lambda$-tabloids by permuting the numbers as well.

Let $t$ be a $\lambda$-tableau. We define the polytabloid 
\[
e_t = \sum_{\sigma \in C_t} (\text{sgn}\sigma)\sigma\{t\}.
\]
We say that $e_t$ is standard if $t$ is standard. The Specht module $S^\lambda$ is the $\mathbb{F}\mathfrak{S}_n$-module which is, as a vector space, spanned by the $\lambda$-polytabloids. The set of standard $\lambda$-polytabloids forms a characteristic free basis for $S^\lambda$ and its dimension is given by the hook formula. In the case $\lambda$ is $p$-regular, $S^\lambda$ has a simple head $D^\lambda$. Moreover, the set of $D^\lambda$ where $\lambda$ runs over all $p$-regular partitions of $n$ gives a complete set of simple $\mathbb{F}\mathfrak{S}_n$-modules up to isomorphism.

Let $n > 2$ and consider the natural simple $\mathbb{F}\mathfrak{S}_n$-module $D(1) := D^{(n-1,1)}$. For any $r \leq \dim_{\mathbb{F}}(D(1))$, define the $r$th exterior power 
\[
D(r) := \bigwedge^r D(1).
\]
In fact, the surjection $S^{(n-1,1)} \to D(1)$ induces a surjection $S^{(n-r,1^r)} \cong \bigwedge^r S^{(n-1,1)} \to D(r)$ where the isomorphism can be found in, for example, [22, Proposition 2.3(a)]. In the case when $p$ is odd, we have that $D(r)$ is again a simple $\mathbb{F}\mathfrak{S}_n$-module (see [11]). In this case, using [17, 6.3.59] and [23], we have $D(r) \cong D^{(n-r,1^r)}$ where $R$ denotes the $p$-regularisation of a partition; in particular, 
\[
D(p-1) \cong D^{(n-p+1,1^{p-1})}.
\]
Suppose that $n = kp$ and $p$ is an arbitrary prime. In this case, $S^{(kp-1,1)}$ has composition factors $D^{(kp-1,1)}$ and $D^{(kp)} \cong \mathbb{F}$ from top to bottom. For each $i = 1, \ldots, kp$, let $t_i$ denote the $(kp-1,1)$-tabloid with $i$ in the second row and, if $i \neq 1$, let $e_i = e_{t_i} = t_i - t_1$. For $\sigma \in \mathfrak{S}_{kp}$, we have $\sigma e_i = t_{\sigma i} - t_1$. As such, $\{e_i : i = 2, \ldots, kp\}$ is a basis for $S^{(kp-1,1)}$ with the trivial submodule $D^{(kp)}$ spanned by $\sum_{i=2}^{kp} e_i$. Let $\overline{e_i} = e_i + D^{(kp)}$. Thus we obtain 
\[
\{\overline{e_i} : i = 3, \ldots, kp\}
\]
a basis for $D(1) = D^{(kp-1,1)}$. In this case, for $1 \leq r \leq kp - 2$,

$$\dim_{\mathbb{F}} D(r) = \left( \frac{kp - 2}{r} \right).$$

In particular, $p \nmid \dim_{\mathbb{F}} D(r)$ for all $r = 1, \ldots, p - 2$.

2.3. **Algebraic variety.** Consider the polynomial ring $R := \mathbb{F}[x_1, \ldots, x_k]$. For any ideal $I$ of $R$, let $V(I)$ denote the algebraic set. The affine space $\mathbb{A}^k(\mathbb{F})$ is a noetherian topological space with the algebraic sets as the closed sets. For the algebraic variety $V(I)$, we let $\dim V(I)$ denote its dimension, that is the supremum of the lengths $d$ of the chains of distinct irreducible closed subsets of $V(I)$ of the form $V_d \subset \cdots \subset V_1 \subset V_0$. Furthermore, by definition, $\dim V(I)$ is equal to the maximum of the dimensions of the irreducible components of $V(I)$. In the case when $I$ is prime, i.e., $V(I)$ is irreducible, $\dim V(I)$ is the Krull dimension of $R/I$. We shall need the following.

**Theorem 2.1** ([24] Chapter 1, §6, Theorem 1). Suppose that $V$ is irreducible and $W \subseteq V$. If $\dim W = \dim V$ then $W = V$.

Suppose that $k$ is an integer at least 2. Throughout the paper, we denote

$$p_k := \sum_{i=1}^{k} (x_1 \cdots \widehat{x_i} \cdots x_k)^{p-1} \quad (2.2)$$

where $\widehat{x_i}$ indicates that $x_i$ does not appear as a factor in the corresponding summand. By convention, we denote $p_1 = 1$. When $k = 2$, we have

$$p_2 = x_1^{p-1} + x_2^{p-1} = \prod_{\lambda \in I} (x_1 - \lambda x_2)$$

where $I$ is the complete set of $(p - 1)$th roots of $-1$ in $\mathbb{F}$. However, when $k \geq 3$, the polynomial $p_k$ is irreducible as given below.

**Lemma 2.2.** If $k \geq 3$, the polynomial $p_k$ is irreducible and the variety $V(p_k)$ is irreducible of dimension $k - 1$.

**Proof.** We argue by induction on $k$. When $k = 3$, $p_3 = x^{p-1}y^{p-1} + x^{p-1}z^{p-1} + y^{p-1}z^{p-1}$. Suppose that $p_3 = gh$ for some $g, h \in \mathbb{F}[x, y, z]$. Since $p_3$ is homogeneous, both $g, h$ are homogeneous, say of degrees $r, s$ respectively. Divide both sides throughout by $z^{2p-2}$. Let $X = \frac{x}{z}, Y = \frac{y}{z}, P_3(X, Y) = \frac{1}{z^{p-1}}p_3, G(X, Y) = \frac{1}{z^r}g$ and $H(X, Y) = \frac{1}{z^s}h$. We have

$$G(X, Y)H(X, Y) = P_3(X, Y) = X^{p-1}Y^{p-1} + X^{p-1} + Y^{p-1}$$

$$= X^{p-1}(1 + Y^{p-1}) + Y^{p-1}.$$ 

Let $G(X, Y) = a_0X^0 + a_1X^1 + \ldots + a_iX^i$ and $H(X, Y) = b_0X^0 + b_1X^1 + \ldots + b_{p-1-i}X^{p-1-i}$ such that all the coefficients $a_0, \ldots, a_i, b_0, \ldots, b_{p-1-i}$ are in $\mathbb{F}[Y]$ and, without loss of generality, $0 \leq i \leq p-1 - i$. In particular, we have $a_i b_{p-1-i} = 1 + Y^{p-1}$. Since $\mathbb{F}$ is algebraically closed, $1 + Y^{p-1}$ has $p - 1$ distinct roots $\lambda_1, \lambda_2, \ldots, \lambda_{p-1}$ in $\mathbb{F}$ and

$$1 + Y^{p-1} = \prod_{j=1}^{p-1} (Y - \lambda_j).$$
Thus, for each $1 \leq j \leq p-1$, $Y - \lambda_j$ is either a factor of $a_i$ or a factor of $b_{p-1-i}$ (and not both). As such, we must have either $a_i(\lambda_j) \neq 0$ or $b_{p-1-i}(\lambda_j) \neq 0$. On the other hand, for each $1 \leq j \leq p-1$, $P_3(X, \lambda_j) = \lambda_j^{p-1} - 1 \in \mathbb{F}$. This implies

$$\deg(P_3(X, \lambda_j)) = \deg(G(X, \lambda_j)) + \deg(H(X, \lambda_j)) = 0,$$

i.e., $\deg(G(X, \lambda_j)) = \deg(H(X, \lambda_j)) = 0$ for any $\lambda_j$. If $Y - \lambda_j$ is a factor of $a_i$ then $b_{p-1-i}(\lambda_j) \neq 0$ and $\deg(H(X, \lambda_j)) = p - 1 - i = 0$. So $i = p - 1 > p - 1 - i = 0$, a contradiction. This shows that $b_{p-1-i} = \frac{1}{p}(1 + Y^{p-1})$ and $a_i = \mu \neq 0$ in $\mathbb{F}$. But $0 = \deg(G(X, \lambda_j)) = i$. Hence $G(X, Y) = \mu \neq 0$. In particular, $g(x, y, z) = \mu z^r$. But $z \nmid p_3$. Therefore $r = 0$, i.e., $g = \mu \in \mathbb{F}$. Thus, $p_3$ is irreducible.

Suppose now that $p_{k-1}(x_1, x_2, \ldots, x_{k-1}) \in \mathbb{F}[x_1, x_2, \ldots, x_{k-1}]$ is irreducible for some $k \geq 4$. Let

$$D = \mathbb{F}[x_1, x_2, \ldots, x_{k-1}] / (p_{k-1})$$

which is an integral domain. For a polynomial $f \in \mathbb{F}[x_1, \ldots, x_k]$, let $f = f_0 x_k^0 + \cdots + f_m x_k^m$ where $f_0, \ldots, f_m \in \mathbb{F}[x_1, x_2, \ldots, x_{k-1}]$, we write

$$\overline{f} = \overline{f}_0 x_k^0 + \cdots + \overline{f}_m x_k^m \in D[x_k]$$

where $\overline{f}_i = f_i + (p_{k-1}) \in D$. Suppose that $p_k = gh$ for some $g, h \in \mathbb{F}[x_1, x_2, \ldots, x_k]$. Since $p_k$ is homogeneous, both $g, h$ are homogeneous. Notice that $\overline{gh} = \overline{p_k} = (x_1 x_2 \cdots x_{k-1})^{p-1}$ and so

$$\deg(\overline{g}) + \deg(\overline{h}) = \deg(\overline{p_k}) = 0.$$ 

As such, $\deg(\overline{g}) = 0 = \deg(\overline{h})$. Thus, there exist $s, s' \in \mathbb{F}[x_1, x_2, \ldots, x_k]$ and $t, t' \in \mathbb{F}[x_1, x_2, \ldots, x_{k-1}]$ such that

$$g = p_{k-1} s + t,$$

$$h = p_{k-1} s' + t',$$

where $t = \frac{1}{\mu} x_1^{i_1} x_2^{i_2} \cdots x_{k-1}^{i_{k-1}}$ and $t' = \mu x_1^{p-1-i_1} x_2^{p-1-i_2} \cdots x_{k-1}^{p-1-i_{k-1}}$ for some integers $0 \leq i_1, i_2, \ldots, i_{k-1} \leq p - 1$ and $0 \neq \mu \in \mathbb{F}$. We claim that $\deg(g) = \deg(p_{k-1}) + \deg(s)$ if $s \neq 0$. Let $d = \deg(s)$ and $s_d$ be the $d$th homogeneous component of $s$. Then

$$p_{k-1} s_d + t = \frac{1}{\mu} x_1^{i_1} x_2^{i_2} \cdots x_{k-1}^{i_{k-1}} + \sum_{i=1}^{k-1} x_1^{p-1-i} x_2^{p-1-i} \cdots x_{k-1}^{p-1} s_d \neq 0$$

and therefore $\deg(g) = \deg(p_{k-1}) + \deg(s_d) = \deg(p_{k-1}) + d$ as required. If $ss' \neq 0$, let $d' = \deg(s')$, we get

$$(k - 1)(p - 1) = \deg(p_k) = \deg(gh) = 2 \deg(p_{k-1}) + d + d' \geq 2(k - 2)(p - 1),$$

i.e., $3 \geq k$, a contradiction. Without loss of generality, let us assume $s' = 0$ (and hence $s \neq 0$). Then $g = p_{k-1} s + t$ and $h = t' \in \mathbb{F}[x_1, x_2, \ldots, x_{k-1}]$. On the other hand,

$$x_k^{p-1} p_{k-1} + (x_1 x_2 \cdots x_{k-1})^{p-1} = p_{k-1} st' + tt',$$

i.e., $st' = x_k^{p-1}$. So $h = t' = \mu$ and $p_k$ is irreducible. Since $p_k$ is irreducible, $(p_k)$ is prime and the variety $V(p_k)$ is irreducible of dimension $k - 1$. $\square$
2.4. Rank variety for a module. We now review the rank variety for a module as introduced by Carlson [7]. Let \( E = \langle g_1, \ldots, g_k \rangle \) be an elementary abelian \( p \)-group of rank \( k \) with the generators in the order \( g_1, \ldots, g_k \). For each \( i = 1, \ldots, k \), denote \( X_i = g_i - 1 \in \mathbb{F}E \). The set \( \{ X_1 + J^2, \ldots, X_k + J^2 \} \) forms a basis for \( J/J^2 \) where \( J = \text{Rad}(\mathbb{F}E) \) is the Jacobson radical of \( \mathbb{F}E \). Let \( \mathbb{A}^k(\mathbb{F}) \) denote the affine \( k \)-space over \( \mathbb{F} \) consisting of \( k \)-tuples \( \alpha = (\alpha_1, \ldots, \alpha_k) \) with each \( \alpha_i \in \mathbb{F} \). For \( 0 \neq \alpha = (\alpha_1, \ldots, \alpha_k) \in \mathbb{A}^k(\mathbb{F}) \) and let
\[
X_\alpha = \alpha_1 X_1 + \cdots + \alpha_k X_k \in \mathbb{F}E
\]
and \( u_\alpha = 1 + X_\alpha \). Since we are in characteristic \( p \), we have \( X_\alpha^p = 0 \) and \( u_\alpha^p = 1 \), that is \( \langle u_\alpha \rangle \) is a cyclic subgroup of \( (\mathbb{F}E)^\times \) of order \( p \) and it is called a cyclic shifted subgroup of \( E \).

Let \( M \) be an \( \mathbb{F}E \)-module. We denote the consideration of \( M \) as \( \mathbb{F}\langle u_\alpha \rangle \)-module by \( M_{\downarrow \langle u_\alpha \rangle} \). The rank variety \( V_E^\#(M) \) of \( M \) is defined as
\[
V_E^\#(M) = \{ 0 \} \cup \{ 0 \neq \alpha \in \mathbb{A}^k(\mathbb{F}) : M_{\downarrow \langle u_\alpha \rangle} \text{ is not free} \}.
\]

Up to isomorphism, the rank variety \( V_E^\#(M) \) is independent of the choice of generators for \( E \) (see [7, Theorem 6.5]). By slight abuse of notation, for an \( \mathbb{F}G \)-module \( M \) and an elementary abelian \( p \)-subgroup \( E \) of \( G \), we write \( V_E^\#(M) \) for \( V_E^\#(M_{\downarrow \langle u_\alpha \rangle}) \). The rank variety of a projective \( \mathbb{F}E \)-module is described as follows.

**Lemma 2.3** (Dade’s lemma [10, Lemma 11.8]). Let \( M \) be an \( \mathbb{F}E \)-module. Then \( M \) is projective if and only if \( V_E^\#(M) = \{ 0 \} \).

Given a short exact sequence \( 0 \to M' \to M \to M'' \to 0 \) of \( \mathbb{F}E \)-modules, by definition, we have \( V_E^\#(M) \subseteq V_E^\#(M') \cup V_E^\#(M'') \). As a consequence, we get the following lemma.

**Lemma 2.4.** Let \( M \) be an \( \mathbb{F}E \)-module and consider a filtration of \( M \) with subquotients \( Q_1, \ldots, Q_r \). Then
\[
V_E^\#(M) \subseteq \bigcup_{i=1}^r V_E^\#(Q_i).
\]

Moreover, we have the following basic properties regarding rank varieties.

**Theorem 2.5.** Let \( M \) and \( N \) be \( \mathbb{F}E \)-modules. Then

(i) \( V_E^\#(M) \) is a closed homogeneous subvariety of \( V_E^\#(\mathbb{F}) = \mathbb{A}^k(\mathbb{F}) \),

(ii) the dimension of \( V_E^\#(M) \) is equal to the complexity \( c_E(M) \),

(iii) \( V_E^\#(M \oplus N) = V_E^\#(M) \cup V_E^\#(N) \) and \( V_E^\#(M \otimes N) = V_E^\#(M) \cap V_E^\#(N) \),

(iv) if \( M \) is indecomposable, then the projective variety \( V_E^\#(M) \) is connected.

Obviously, when \( p \nmid \dim_\mathbb{F} M, M_{\downarrow \langle u_\alpha \rangle} \) is never free and therefore \( V_E^\#(M) = \mathbb{A}^k(\mathbb{F}) \).

The following theorem demonstrates a more subtle relation.

**Theorem 2.6** ([7, Corollary 7.7] and [9, Theorem 3.1]). Suppose that \( E \) has rank \( k \), \( M \) is an \( \mathbb{F}E \)-module, \( r, d \) are the dimension and degree of \( V_E^\#(M) \) respectively. We have \( p^{k-r} \mid \dim_\mathbb{F} M \) and \( dp^{k-r} \leq \dim_\mathbb{F} M \).

Following [5, Appendix B, Problem 16], we define the following.

Definition 2.7. Let $V$ be a homogeneous algebraic variety in $\mathbb{A}^k(\mathbb{F})$. Define
\[
d_V = \min\{\dim \mathcal{M} : V^\mathcal{M}(\mathcal{M}) \cong V\}
\]
where $E$ is an elementary abelian $p$-group of rank $k$ and $\mathcal{M}$ is finite-dimensional over $\mathbb{F}$.

The set in the definition is not empty by [8] and Theorem 2.6 gives a lower bound for $d_V$. In the rank 1 case, the description of $d_V$ is simple. If $\dim V = 0$ then $d_V = p$. If $\dim V = 1$ then $d_V = 1$. To address the rank 2 case, we need the following lemma.

Lemma 2.8. Let $E$ be an elementary abelian $p$-group of rank $k$ and $W$ be a linear subspace of $\mathbb{F}^k$ of dimension $r$. There is an $\mathbb{F}E$-module $M$ of dimension $p^{k-r}$ such that $V^\mathcal{M}(M) = W$. In particular, we have $d_W = p^{k-r}$.

Proof. The existence of such module has been shown in [8 Example 12.1.2]. As such, $d_W$ is bounded above by $p^{k-r}$. Together with Theorem 2.6, we have the equality. \hfill \Box

As such, we get the following result for $d_V$ in the rank 2 case.

Theorem 2.9. Suppose that $k = 2$. Let $V$ be a homogeneous algebraic variety in $\mathbb{A}^2(\mathbb{F})$ of dimension $r$. Then
\[
d_V = \begin{cases} 
1 & \text{if } r = 2, \\
p \cdot d & \text{if } r = 1 \text{ and } d = \deg(V), \\
p^2 & \text{if } r = 0.
\end{cases}
\]

Proof. Suppose that $r = 2$. We have $V = \mathbb{A}^2(\mathbb{F})$ and $d_V = 1$. Suppose that $r = 1$ and $d = \deg(V)$. We have that $V$ is a union of $d$ distinct points $v_1, \ldots, v_d$. For each $1 \leq i \leq d$, by Lemma 2.8 there is an $\mathbb{F}E$-module $M_i$ of dimension $p$ such that $V^\mathcal{M}(M_i)$ is the line passing through $v_i$. By Theorem 2.5 (iii), $V^\mathcal{M}(\bigoplus_{i=1}^d M_i) = V$. As such, $d_V$ is bounded above by $dp$. Using Theorem 2.6, we have $d_V = dp$. Suppose now that $r = 0$. We get $V^\mathcal{M}(\mathbb{F}E) = \{0\} = V$. Therefore $d_V = p^2$. \hfill \Box

Let $G$ be a finite group, $E$ be an elementary abelian $p$-subgroup of $G$ and $M$ be an $\mathbb{F}G$-module. There is a natural action of $N_G(E)$ on $V^\mathcal{M}(M)$ given by the following. If $n \in N_G(E)$ such that $ng_i n^{-1} = \prod_{j=1}^k g_j^{a_{ij}}$ for each $i$, and $\alpha = (\alpha_1, \ldots, \alpha_k) \in \mathbb{A}^k(\mathbb{F})$, then
\[
n \cdot \alpha = \left( \sum_{j=1}^k a_{1j} \alpha_j, \ldots, \sum_{j=1}^k a_{kj} \alpha_j \right).
\]

In this paper, we are interested in the case when $G = \mathfrak{S}_{kp}$ and $E_k = \langle g_1, \ldots, g_k \rangle$ where $g_i$'s are the $p$-cycles as in [2.2]. In this case, the action on the rank variety can be translated as follows.

Lemma 2.10. Let $M$ be an $\mathbb{F}S_{kp}$-module. We have $N_{\mathfrak{S}_{kp}}(E_k)/C_{\mathfrak{S}_{kp}}(E_k) \cong \mathbb{F}_p \wr \mathfrak{S}_k$ and, for $\gamma \in \mathbb{F}_p$ in the $i$th component, $\sigma \in \mathfrak{S}_k$ and $\alpha \in V^\mathcal{M}(M)$,
\[
\gamma \cdot \alpha = (\alpha_1, \ldots, \gamma \alpha_i, \ldots, \alpha_k),
\]
\[
\sigma \cdot \alpha = (\alpha_{\sigma^{-1}(1)}, \alpha_{\sigma^{-1}(2)}, \ldots, \alpha_{\sigma^{-1}(k)}).
\]
2.5. Maximal and generic Jordan types. The representations of the cyclic group of order \( p \), denoted by \( C_p \), is well-known. Up to isomorphism, for \( \mathbb{F}C_p \), there is a unique simple module and the indecomposable modules are \( J_1, J_2, \ldots, J_p \) where \( \dim_{\mathbb{F}} J_i = i \), \( J_i \)'s are uniserial and \( J_p \) is projective. By abuse of notation, we also write \( J_i \) for the Jordan block over \( \mathbb{F} \) of size \( i \times i \) with eigenvalue 0. As such, for \( 1 \leq r \leq i \leq p \), we have

\[
\text{rank}(J_i^r) = i - r.
\]

Let \( E \) be an elementary abelian \( p \)-group of rank \( k \), \( M \) be an \( \mathbb{F}E \)-module and \( B \) be a basis for \( M \). For each element \( x \in J = \text{Rad}(\mathbb{F}E) \), since the matrix representation \([x]_B\) of \( x \) with respect to \( B \) is nilpotent, we have \([x]_B\) is similar to a diagonal sum of Jordan blocks. Suppose that, for each \( 1 \leq i \leq p \), \( J_i \) appears with multiplicity \( a_i \in \mathbb{N}_0 \). In this case, we say that \( x \) has Jordan type

\[
[p]^{a_p}[p-1]^{a_{p-1}} \cdots [1]^{a_1}.
\]

The dominance order \( \succeq \) of partitions gives rise to a partial order on the Jordan types, that is \([p]^{a_p} \cdots [1]^{a_1} \succeq [p]^{b_p} \cdots [1]^{b_1}\) if and only if \((p^{a_p}, \ldots, 1^{a_1}) \succeq (p^{b_p}, \ldots, 1^{b_1})\) as partitions.

Let \( x \in J \). We say that \( x \) has maximal Jordan type on \( M \) if the Jordan type of \([x]_B\) is maximal, with respect to the dominance order, among all the matrices of elements in \( J \). For the notion of the generic Jordan type of \( M \), we refer the reader to [5, Chapter 3]. Roughly speaking, the generic Jordan type of \( M \) is the Jordan type of \( u_\alpha - 1 \) on \( M \) for almost all points \( \alpha \in A_k(\mathbb{F}) \).

Following the work [14], we may regard the set of elements with maximal Jordan type (denoted as \( U_{\text{max}}(M) \) in [5]) as

\[
U^\wedge_E(M) \subseteq (J/J^2) \setminus \{0\}
\]

and, as such, subset of \( A^k(\mathbb{F}) \). By slight abuse of notation, for an \( \mathbb{F}G \)-module \( M \) and an elementary abelian \( p \)-subgroup \( E \) of \( G \), we also write \( U^\wedge_E(M) \) for \( U^\wedge_E(M_{\downarrow E}) \). For our computation purpose in this paper, we require the connection between the maximal and generic Jordan types as below.

**Theorem 2.11** ([14, §4]). Let \( E \) be an elementary abelian \( p \)-group and \( M \) be an \( \mathbb{F}E \)-module. All elements with maximal Jordan type on \( M \) have the same Jordan type and it is the same as the generic Jordan type of \( M \).

As a consequence, we have the following corollary.

**Corollary 2.12.** Suppose that the elementary abelian \( p \)-group \( E \) has rank \( k \) and the generic Jordan type of \( M \) is free. We have \( V^\#_E(M) = U^\wedge_E(M)^c \) which is the complement of \( U^\wedge_E(M) \) in \( A^k(\mathbb{F}) \).

**Proof.** By Theorem 2.11 the maximal Jordan type of \( M \) is \([p]^m\) for some \( m \). For any \( \alpha \in A^k(\mathbb{F}) \), \( M_{\downarrow (u_\alpha)} \) is not free if and only if \( u_\alpha - 1 \) has Jordan type strictly less than \([p]^m\) in the dominance order. Therefore, \( \alpha \in V^\#_E(M) \) if and only if \( \alpha \not\in U^\wedge_E(M) \). \( \square \)
To conclude our preliminary, we would like to record the following result which is a special case of [5 Corollary 4.6.2] as the $r$th exterior power coincides with the Schur functor labelled by $(1^r)$.

**Proposition 2.13.** If $r < p$, the generic Jordan type of $\bigwedge^r(M)$ is $\bigwedge^r$ of the generic Jordan type of $M$, and $U^\sharp_E(\bigwedge^r(M)) \supseteq U^\sharp_E(M)$.

### 3. A result on the Green vertex

In this section, we prove a result concerning the Green vertices. In the literature, a sufficient condition for a Green vertex $Q$ of an indecomposable $FG$-module $M$ to contain an elementary abelian $p$-subgroup $E$ of rank $k$ is $V^\sharp_E(M) = F^k$. Our theorem (see Theorem 3.3) generalises such result.

We begin with a lemma.

**Lemma 3.1.** Let $E = \langle g_1, g_2, \ldots, g_k \rangle$ be an elementary abelian $p$-group of rank $k$, $E' = \langle g_1^{w_{11}} \cdots g_k^{w_{1k}}, \ldots, g_1^{w_{sk}} \cdots g_k^{w_{sk}} \rangle$ be a subgroup of $E$ of rank $s$ where $0 \leq w_{ij} \leq p - 1$ for all admissible $i, j$ and $M$ be an $F^E$-module. Then $V^\sharp_E(M^{E'})$ lies in the subspace of $\mathbb{A}^k(F)$ given by

$$W = \text{span}\{(w_{11}, \ldots, w_{1k}), (w_{21}, \ldots, w_{2k}), \ldots, (w_{s1}, \ldots, w_{sk})\}.$$ 

In particular, if $E'$ acts trivially on $M$, then $V^\sharp_E(M) = W$.

**Proof.** Since $E'$ is a $p$-group, $M$ has composition factors copies of $F_{E'}$. Therefore, $M^{E'}$ has a filtration with factors copies of $F_{E'}^{E'}$. By Lemma 2.4 we have $V^\sharp_E(M^{E'}) \subseteq V^\sharp_E(F_{E'}^{E'})$. As such, we only need to prove that $V^\sharp_E(F_{E'}^{E'}) = W$.

For $1 \leq i \leq s$, let $w_i = (w_{i1}, \ldots, w_{ik})$, $f_i = g_1^{w_{i1}} \cdots g_k^{w_{ik}}$ and $\{e_i : 1 \leq i \leq k\}$ be the standard basis for $\mathbb{A}^k(F)$. Let $J = \text{Rad}(F^E)$ and $E'' = \langle g_{j_1}, \ldots, g_{j_t} \rangle$ be the subgroup of $E$ such that $s + t = k$, $1 \leq j_1 < \cdots < j_t \leq k$ and $E = E' \times E''$. Let $0 \neq \alpha \in \mathbb{A}^k(F)$ and suppose that

$$\alpha = \sum_{i=1}^s a_i w_i + \sum_{i=1}^t b_i e_i = \sum_{i=1}^s a_i \left(\sum_{j=1}^k w_{ij} e_j\right) + \sum_{i=1}^t b_i e_i,$$

where $a_i, b_i \in F$. For any $\beta_1, \ldots, \beta_k \in F$, we have

$$\prod_{i=1}^k g_i^{\beta_i} = \prod_{i=1}^k (X_i + 1)^{\beta_i} \equiv \sum_{i=1}^k \beta_i X_i + 1(\text{mod } J^2).$$

Consequently,

$$u_\alpha - 1 = \sum_{i=1}^s a_i \left(\sum_{j=1}^k w_{ij} X_j\right) + \sum_{i=1}^t b_i X_{j_i} \equiv \sum_{i=1}^s a_i \left(\prod_{j=1}^k g_j^{w_{ij}} - 1\right) + \sum_{i=1}^t b_i (g_{j_i} - 1)(\text{mod } J^2).$$
Let \( z := \sum_{i=1}^{t} b_i(g_{j_i} - 1) \). Notice \( z = 0 \) if and only if \( \alpha \in W \). Also, \( N := \mathbb{F}E^\uparrow \cong \mathbb{F}E'' \) where \( E' \) acts trivially and \( E'' \) acts regularly. Therefore, \( u_\alpha - 1 \) acts as \( z \) on \( N \). As such, \( z \neq 0 \) if and only if \( u_\alpha \) acts freely on \( N \). So \( V_E^\#(N) = W \). \( \square \)

In view of Lemma \( 3.1 \) we have the following definition.

**Definition 3.2.** For the vector space \( V = \mathbb{F}^r \) over \( \mathbb{F} \), a subspace \( W \) of \( V \) is called a base subspace if \( W \) has a basis consisting of vectors of the form \((\lambda_1, \ldots, \lambda_r) \in \mathbb{F}_p^r \) where \( \mathbb{F}_p \) is the base subfield of \( \mathbb{F} \).

For example, \( \mathbb{F}^r \) is a base subspace of \( \mathbb{F}^r \) with the standard basis. The total number of base subspaces of \( \mathbb{F}^r \) is obviously finite.

**Theorem 3.3.** Let \( M \) be an indecomposable \( \mathbb{F}G \)-module and \( E \) be an elementary abelian \( p \)-subgroup of \( G \) of rank \( r \). If \( V_E^\#(M_{\downarrow E}) \) is not contained in the union of proper base subspaces of \( \mathbb{F}^r \) then \( E \) is a subgroup of a Green vertex of \( M \).

**Proof.** Let \( Q \) be a vertex and \( S \) be an \( \mathbb{F}Q \)-source of \( M \). By Mackey’s formula, we have

\[
M_{\downarrow E} \bigg| \bigoplus g S_{\downarrow E^g \Gamma Q}^\uparrow \bigg|
\]

Consequently, \( V_E^\#(M_{\downarrow E}) \subseteq \bigcup V_E^\#(g S_{\downarrow E^g \Gamma Q}^\uparrow) \) by Theorem \( 2.5 \)(iii). If \( E \) is not contained in a conjugate of \( Q \), then \( E \cap gQ \) is a proper subgroup of \( E \). Hence, by Lemma \( 3.1 \) \( V_E^\#(g S_{\downarrow E^g \Gamma Q}^\uparrow) \) is contained in a proper base subspace. \( \square \)

**Example 3.4.** Let \( p = 3 \), \( E = \langle g_1, g_2 \rangle \cong C_3 \times C_3 \) and consider the \( \mathbb{F}E \)-module \( M_{\lambda, \mu} \) given in [5] Example 1.13.1] where

\[
X_1 \mapsto \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad X_2 \mapsto \begin{pmatrix} 0 & 0 & 0 \\ \lambda & 0 & 0 \\ \mu & \lambda & 0 \end{pmatrix}.
\]

For \((\alpha_1, \alpha_2) \in \mathbb{A}^2(\mathbb{F})\), we have

\[
X_\alpha \mapsto \begin{pmatrix} 0 & 0 & 0 \\ \alpha_1 + \alpha_2 \lambda & 0 & 0 \\ \alpha_2 \mu & \alpha_1 + \alpha_2 \lambda & 0 \end{pmatrix} =: U_\alpha.
\]

Clearly, \( \alpha \in V_E^\#(M_{\lambda, \mu}) \) if and only if \( \alpha_1 + \alpha_2 \lambda = 0 \), i.e., \( V_E^\#(M_{\lambda, \mu}) \) is the line passing through \((-\lambda, 1) \). If \( \lambda \not\in \mathbb{F}_3 \), then \((-\lambda, 1) \) is a point of the rank variety but not belonging to the union of the base lines. In this case, by Theorem \( 3.3 \) \( E \) is the Green vertex of \( M_{\lambda, \mu} \).

The converse is however incorrect even for this example. Let \( \lambda = 0 \) and \( \mu \neq 0 \). We claim that \( E \) is the Green vertex of \( M \) but \( V_E^\#(M_{0, \mu}) \) is contained in the union of some proper base lines. It is clear that \( V_E^\#(M_{0, \mu}) \) is the line passing through \((0, 1) \). Let \( E' \) be
a Green vertex of $M_{0,\mu}$. Since $M_{0,\mu}$ is not projective, $E' \neq \{1\}$. Suppose that $E' \neq E$, i.e., $E' = \langle g_1^a g_2^b \rangle$ for some $0 \leq a, b \leq 2$. Since $M_{0,\mu} \mid M_{0,\mu} \downarrow_{E' \uparrow E}$, by Lemma 3.1 we have

$$V_E^\#(M_{0,\mu}) \subseteq V_E^\#(M_{0,\mu} \downarrow_{E' \uparrow E}) \subseteq \text{span}\{(a, b)\}$$

and hence $a = 0$ and, without loss of generality, $b = 1$. However, $M_{0,\mu} \downarrow_{g_2} = U_1 \oplus U_2$ where $\dim \Phi U_i = i$ and $U_i$'s are indecomposable. By Green’s indecomposability theorem (see [3] Theorem 3.13.3] and Krull-Schmidt Theorem, for

$$M_{0,\mu} \mid M_{0,\mu} \downarrow_{E' \uparrow E} \cong U_1 \uparrow E \oplus U_2 \uparrow E,$$

we must have $U_1 \uparrow E \cong M_{0,\mu}$. However, as $U_1$ is the trivial $\mathbb{F}E'$-module,

$$U_1 \uparrow E \cong \mathbb{F} \oplus \mathbb{F} \oplus \mathbb{F} \not\cong U_1 \oplus U_2 \cong M_{0,\mu} \downarrow_{E'}.$$

4. The natural simple module $D(1)$

Let $n = kp > 2$ and we consider the natural simple module $D(1) = D^{(kp-1,1)}$. As in §22 let $E_k$ be the elementary abelian $p$-subgroup of $S_{kp}$ generated by the $k$ disjoint $p$-cycles $g_1, \ldots, g_k$. Our main result describes the maximal (or generic) Jordan type of $D(1) \downarrow_{E_k}$ for $p \geq 3$ and the corresponding maximal Jordan set. We note that the $p = 2$ case has been dealt with in [18]. Although our method in this section works even in this case, we have decided to leave it out so that the presentation would be neater. We assume $p \geq 3$ henceforth.

To begin, we recall the $(kp - 1,1)$-tabloids $t_i, e_i = t_i - t_1$ (for $i \neq 1$) and the basis $\{\overline{e_i} : i = 3, \ldots, kp\}$ we have described for $D(1)$ where $\overline{e_i} = e_i + D(n)$ and $D(n)$ is identified as the trivial submodule of $S^{(n-1,1]}$ spanned by $\sum_{i=2}^{kp} e_i$. Similarly, we write $\overline{t_i}$ for $t_i + D(n)$. The basis is not particularly convenient for our computation. As such, our first step is to pick another basis for $D(1)$ which interacts well with the action of $E_k$.

For $2 \leq i \leq k$ and $1 \leq r \leq p$, let $e_{i,r} = e_{(i-1)p+r}$ and $t_{i,r} = t_{(i-1)p+r}$. Thus, $\overline{e_{i,r}} = \overline{t_{i,r}} - \overline{t_1}$ and $g_i \overline{e_{i,r}} = \overline{e_{i,r}} - \overline{e_{1,r}}$. Recall that, for each $i = 1, \ldots, k$, we have $X_i = g_i - 1$.

**Definition 4.1.** Let $b_1 = \overline{e_3}$ if $p = 3$ and $b_1 = \overline{e_3} - \overline{e_4}$ if $p \geq 5$, $B_1 = \{b_1, X_1b_1, \ldots, X_1^{p-3}b_1\}$. For $2 \leq i \leq k$, let $b_i = \overline{e_{i,1}} - \overline{e_3}$ and $B_i = \{b_i, X_i b_i, \ldots, X_i^{p-1}b_i\}$. Let

$$\mathcal{B} = \bigcup_{i=1}^{k} B_i.$$

The next two lemmas demonstrate the structure of $D(1) \downarrow_{E_k}$.

**Lemma 4.2.** The set $\mathcal{B}$ is a basis for $D(1)$. Moreover,

(i) for $1 \leq r \leq p - 1$ and $2 \leq i \leq k$, we have

$$X_i^r b_i = \sum_{s=1}^{r+1} (-1)^{r-s+1}{r \choose s-1}\overline{e_{i,s}}.$$
(ii) if $p \geq 5$, we have for $1 \leq r \leq p - 4$, we have

$$X_r^p b_1 = \sum_{s=1}^{r+2} (-1)^{r-s+3} \binom{r+1}{s-1} \overline{c_{s+2}},$$

$$X_r^{p-3} b_1 = \sum_{s=1}^{p-2} s \overline{c_{s+2}}.$$

Proof. We show the equations in the statement by induction on $r$. Suppose that $2 \leq i \leq k$. Notice that

$$b_i = \overline{e_{i,1} - e_3} = (\overline{t_{i,1} - t_i}) - (\overline{t_i - t_3}) = \overline{t_{i,1} - t_3},$$

and we also have

$$\sum_{s=1}^{r+1} (-1)^{r-s+1} \binom{r}{s-1} \overline{c_{i,s}} = \sum_{s=1}^{r+1} (-1)^{r-s+1} \binom{r}{s-1} (\overline{t_{i,s} - t_i})$$

$$= \left( \sum_{s=1}^{r+1} (-1)^{r-s+1} \binom{r}{s-1} \overline{t_{i,s}} \right) - \left( \sum_{s=1}^{r+1} (-1)^{r-s+1} \binom{r}{s-1} \overline{t_i} \right)$$

$$= \sum_{s=1}^{r+1} (-1)^{r-s+1} \binom{r}{s-1} \overline{t_{i,s}}.$$

When $r = 1$, we have

$$X_i b_i = (g_i - 1)(\overline{t_{i,1} - t_3}) = (g_i \overline{t_{i,1} - t_3}) - (\overline{t_i - t_3}) = \overline{t_{i,1} - t_1 + t_3}$$

Suppose that part (i) holds for some $1 \leq r \leq p - 2$. We have

$$X_i(X_i^r b_i) = (g_i - 1) \left( \sum_{s=1}^{r+1} (-1)^{r-s+1} \binom{r}{s-1} \overline{t_{i,s}} \right)$$

$$= \left( \sum_{s=1}^{r+1} (-1)^{r-s+1} \binom{r}{s-1} \overline{t_{i,s}} \right) - \left( \sum_{s=1}^{r+1} (-1)^{r-s+1} \binom{r}{s-1} \overline{t_{i,s}} \right)$$

$$= \sum_{s=1}^{r+1} (-1)^{r-s+1} \binom{r}{s-1} \overline{t_{i,s}} + \sum_{s=1}^{r+1} (-1)^{r+1-s+1} \binom{r}{s-1} \overline{t_{i,s}}$$

$$= \sum_{s=2}^{r+2} (-1)^{r-s+2} \binom{r}{s-2} \overline{t_{i,s}} + \sum_{s=1}^{r+1} (-1)^{r+1-s+1} \binom{r}{s-1} \overline{t_{i,s}}$$

$$= (-1)^{r+1} \overline{t_{i,1}} + \overline{t_{i,r+2}} + \sum_{s=2}^{r+1} (-1)^{r-s+2} \left( \binom{r}{s-2} + \binom{r}{s-1} \right) \overline{t_{i,s}}$$

$$= \sum_{s=1}^{r+2} (-1)^{r-s+2} \binom{r+1}{s-1} \overline{t_{i,s}}.$$
For part (ii), suppose \( p \geq 5 \). If \( r = 1 \), then
\[
X_1b_1 = (g_1 - 1)(\overline{e_3} - \overline{e_4}) = (g_1 - 1)(\overline{t_3} - \overline{t_4}) = (\overline{t_1} - \overline{t_3}) - (\overline{t_3} - \overline{t_4})
\]
\[
= -\overline{t_3} + 2\overline{t_4} - \overline{t_5} = -\overline{e_3} + 2\overline{e_4} - \overline{e_5}.
\]
For \( 1 \leq r \leq p - 5 \), we have
\[
X_1(X_r^{r}b_1) = (g_1 - 1) \left( \sum_{s=1}^{r+2} (-1)^{r-s+3} \left( \frac{r+1}{s-1} \right) \overline{t_{s+2}} \right)
\]
\[
= \sum_{s=1}^{r+2} (-1)^{r-s+3} \left( \frac{r+1}{s-1} \right) g_1 \overline{t_{s+2}} - \sum_{s=1}^{r+2} (-1)^{r-s+3} \left( \frac{r+1}{s-1} \right) \overline{t_{s+2}}
\]
\[
= \sum_{s=1}^{r+2} (-1)^{r-s+3} \left( \frac{r+1}{s-1} \right) \overline{t_{s+3}} + \sum_{s=1}^{r+2} (-1)^{r+1-s+3} \left( \frac{r+1}{s-1} \right) \overline{t_{s+2}}
\]
\[
= \sum_{s=2}^{r+3} (-1)^{r+1-s+3} \left( \frac{r+1}{s-2} \right) \overline{t_{s+2}} + \sum_{s=1}^{r+2} (-1)^{r+1-s+3} \left( \frac{r+1}{s-1} \right) \overline{t_{s+2}}
\]
\[
= (-1)^{r+3} \overline{t_3} + (-1)^{r+5} \overline{t_{r+5}} + \sum_{s=2}^{r+2} (-1)^{r+1-s+3} \left( \left( \frac{r+1}{s-2} \right) \overline{t_{s+2}} + \left( \frac{r+1}{s-1} \right) \overline{t_{s+2}} \right)
\]
\[
= \sum_{s=1}^{r+3} (-1)^{r+1-s+3} \left( \frac{r+2}{s-1} \right) \overline{t_{s+2}}.
\]
Lastly, when \( r = p - 4 \), we have
\[
X_1(X_r^{r-4}b_1) = (g_1 - 1) \left( \sum_{s=1}^{p-2} (-1)^{p-1-s} \left( \frac{p-3}{s-1} \right) \overline{t_{s+2}} \right)
\]
\[
= \left( \sum_{s=1}^{p-2} (-1)^{s+1} \left( \frac{p-2}{s-1} \right) \overline{t_{s+2}} \right) - g_1 \overline{t_p}
\]
\[
= \left( \sum_{s=1}^{p-2} s \overline{t_{s+2}} \right) - \overline{t_1} = \overline{t_2} + 2\overline{t_3} + \ldots + (p-1)\overline{t_p} + \sum_{s=p+1}^{kp} \overline{t_s}
\]
\[
= \overline{e_3} + 2\overline{e_4} + \ldots + (p-2)\overline{e_p}.
\]
Given the description above, it is clear that, for \( 2 \leq i \leq k \), \( B_i \) is linearly independent and \( \text{span}(B_i) = \text{span}\{\overline{e_{i,1}}, \ldots, \overline{e_{i,p}}\} \) as vector spaces. Furthermore, \( \bigcup_{i=1}^{p-2} B_i \) is a basis if and only if the set \( \{b_1, \ldots, X_1^{p-4}b_1, \sum_{s=i+1}^{p}(i-2)\overline{e_s}\} \) is linearly independent. We have \( (b_1, \ldots, X_1^{p-4}b_1, \sum_{s=i+1}^{p}(i-2)\overline{e_s})^\top = A(\overline{e_3}, \overline{e_4}, \ldots, \overline{e_p})^\top \) where \( ^\top \) denotes the transpose of a matrix and \( A \) is the matrix where, for \( 1 \leq i, j \leq p - 2 \),
\[
A_{ij} = (-1)^{i-j+2} \binom{i}{j-1}.
\]
Thus, the set \( \{b_1, \ldots, X_i^{p-4}b_1, \sum_{i=3}^{p}(i-2)e_i \} \) is linearly independent if and only if rank \( A = p - 2 \). For \( 1 \leq i \leq p - 3 \), let \( T_i \) represent the elementary row operation adding \( \sum_{k=1}^{i}(-1)^{i-k+2}(i+1)R_k \) to the \((i+1)\)th row where \( R_k \) denotes the \( k \)th row of \( R \). Performing the row operations in the order \( T_1, T_2, \ldots, T_{p-3} \) on \( A \), we obtain the following matrix \( A' \):

\[
A' = \begin{pmatrix}
1 & -1 \\
1 & 0 & -1 \\
\vdots & \vdots & \ddots & \ddots \\
1 & 0 & \cdots & \cdots & 0 & -1 \\
1 & 0 & \cdots & \cdots & 0 & 0
\end{pmatrix}.
\]

Thus, rank \( A = \) rank \( A' = p - 2 \). We conclude that \( B \) is a basis for \( D(1) \). \( \square \)

**Lemma 4.3.** Let \( 1 \leq j \leq k \). We have

(i) for \( 2 \leq i \leq k \) and \( 0 \leq r \leq p - 1 \),

\[
X_j(X_i^rb_i) = \begin{cases} 
b_i & \text{if } j = 1 \text{ and } r = 0, \\
0 & \text{if } j \neq i \text{ or } r = p - 1. 
\end{cases}
\]

(ii) for \( 0 \leq r \leq p - 3 \),

\[
X_j(X_i^rb_i) = \begin{cases} 
\sum_{i=2}^{k} X_i^{p-1}b_i & \text{if } j = 1 \text{ and } r = p - 3, \\
0 & \text{if } j \neq 1.
\end{cases}
\]

In particular, \( X_iX_j \) annihilates \( D(1) \) for all \( 1 \leq i \neq j \leq k \).

**Proof.** Recall that \( b_1 = \overline{t_3} - \overline{t_1} \) if \( p = 3 \) and \( \overline{t_3} - \overline{t_4} \) if \( p \geq 5 \), and \( b_i = \overline{t_i,1} - \overline{t_3} \) for \( 2 \leq i \leq k \).

Suppose \( 2 \leq i \neq j \leq k \). If \( p = 3 \), we have

\[
X_1b_i = (g_1 - 1)(\overline{t_i,1} - \overline{t_3}) = (\overline{t_i,1} - \overline{t_4}) - (\overline{t_i,1} - \overline{t_3}) = \overline{t_3} - \overline{t_4} = b_1.
\]

If \( p \geq 5 \), we have

\[
X_1b_i = (g_1 - 1)(\overline{t_i,1} - \overline{t_3}) = (\overline{t_i,1} - \overline{t_4}) - (\overline{t_i,1} - \overline{t_3}) = \overline{e_3} - \overline{e_4} = b_1.
\]

For \( 2 \leq i \leq k \), we have

\[
X_i(X_i^{p-1}b_i) = X_i^pb_i = 0b_i = 0.
\]

Since \( g_j(\overline{t_i,r}) = \overline{t_i,r} \), we have that \( X_j(X_i^rb_i) = 0 \). Thus, the equalities in part (i) hold.

For part (ii), we only show \( X_1(X_1^{p-3}b_1) = \sum_{i=2}^{k} X_i^{p-1}b_i \) and the rest are very similar to the cases in part (i). If \( p = 3 \), we have

\[
X_1b_1 = (g_1 - 1)(\overline{t_3} - \overline{t_1}) = (\overline{t_1} - \overline{t_2}) - (\overline{t_3} - \overline{t_4}) = -\overline{e_2} - \overline{e_3} = \sum_{s=4}^{3k} e_s = \sum_{i=2}^{k} X_i^2b_i.
\]

If \( p \geq 5 \), we have

\[
X_1(X_1^{p-3}b_1) = (g_1 - 1)\left( \overline{t_2} + 2\overline{t_3} + \ldots + (p - 1)\overline{t_p} \right)
\]
\[
= t_3 + 2t_4 + \ldots + (p-2)t_p - t_1 - (t_2 + 2t_3 + \ldots + (p-1)t_p)
\]
\[
= -t_2 - t_3 - \ldots - t_p + \left( \sum_{s=2}^{kp} t_s \right)
\]
\[
= \sum_{s=p+1}^{kp} t_s = \sum_{i=2}^{k} X_{i}^{p-1}b_i.
\]

The following diagram depicts the actions of the \(X_j\)’s on the basis \(B\) of \(D(1)\). The blue arrows represent the action of \(X_1\) and the remaining arrows represent the respective actions of \(X_j\)’s for \(j \neq 1\). The + in the diagram indicates that \(X_1^{p-2}b_1 = \sum_{j=2}^{k} X_j^{p-1}b_j\).
For \(0 \neq \alpha \in \mathbb{A}_k(\mathbb{F})\), let \(X_{\alpha} = \sum_{i=1}^k \alpha_i X_i\) as in the preliminary. By Lemma 4.3, we have

\[
[X_{\alpha}]_B = \begin{pmatrix}
0 & S(1,1) & \cdots & S(1,k) \\
\alpha_1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
\alpha_1 & \cdots & 0 & 0 \\
S(2,1) & \cdots & S(2,k) \\
\alpha_2 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
\alpha_2 & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
S(k,1) & \cdots & S(k,k) \\
\alpha_k & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
\alpha_k & \cdots & 0 & 0 \\
\end{pmatrix}
\]

where we have deliberately left out the zero entries and it is comprised of the submatrices \(S(i,j)\), where

(a) the diagonal submatrices \(S(i,i)\) are square of sizes \((p-2) \times (p-2)\) if \(i = 1\) and \(p \times p\) if \(i \geq 2\),

(b) for \(2 \leq i \leq k\), \(S(i,1)\) is the matrix with the \((p,p-2)\)-entry \(\alpha_1\) and zero elsewhere,

(c) for \(2 \leq j \leq k\), \(S(1,j)\) is the matrix with the \((1,1)\)-entry \(\alpha_1\) and zero elsewhere, and

(d) \(S(i,j)\) is the zero matrix otherwise.

Notice that, in the case \(k = 1\), \([X_{\alpha}]_B = S(1,1)\). In order to compute the Jordan type of \([X_{\alpha}]_B\), in general, we need to know \(\text{rank}([X_{\alpha}]_B)\) for all \(1 \leq r \leq p - 1\). The next lemma addresses such computation. Recall the polynomial \(p_k\) in Equation 2.2.

**Lemma 4.4.** Let \(k \geq 2\) and \(S\) be the matrix \([X_{\alpha}]_B\). We have

(i) \(\text{rank}(S) \leq (k-1)(p-1) + p - 3\) and the equality holds if and only if all \(\alpha_i\)'s are nonzero;

(ii) if \(p \geq 5\) and all \(\alpha_i\)'s are nonzero, then \(\text{rank}(S^{p-3}) = 3k - 2\) and \(\text{rank}(S^{p-2}) = 2k - 2\);

(iii) if all \(\alpha_i\)'s are nonzero, then \(\text{rank}(S^{p-1}) \leq k - 1\) and the equality holds if and only if \(p_k(\alpha_1, \alpha_2, \ldots, \alpha_k) \neq 0\).

**Proof.** In this proof, for a matrix \(A\), the \(j\)th row of \(A\) is denoted as \(A_j\) for all admissible \(j\). Notice that \(S\) has at least \(k - 1\) zero rows. If \(\alpha_1 = 0\), then \(\text{rank}(S) \leq (k-1)(p-1)\).
Also, if \( \alpha_i = 0 \) for some \( i = 2, 3, \ldots, k \), then \( \operatorname{rank}(S) \leq (k - 2)(p - 1) + p - 2 \). Suppose \( \alpha_i \neq 0 \) for \( i = 1, 2, \ldots, k \). We have

\[
S_1 = \sum_{i=2}^{k} \frac{\alpha_i}{\alpha_1} S_{p(i-1)},
\]

and the remaining nonzero rows form a basis for the row space. In this case, \( \operatorname{rank} S = kp - 2 - k \) and the proof for part (i) is complete.

Now we suppose all the \( \alpha_i \)'s are nonzero. Argue inductively on \( m \), we can work out the explicit matrix for \( S^m \). We leave it to the reader to observe how \( S^m \) look like while we have presented \( S, S^{p-3} \) and \( S^{p-2} \) here. We have

\[
S^{p-3} = \begin{pmatrix}
1 & 2 & \ldots & p-2 & p-1 & p & p+1 & \ldots & kp-p-1 & kp-p & kp-p+1 & \ldots & kp-2 \\
0 & \alpha_1^{p-3} & 0 & \alpha_2^{p-3} & \alpha_3^{p-3} & \ldots & \alpha_k^{p-3} \\
0 & \alpha_1^{p-2} & \alpha_2^{p-3} & 0 & \alpha_3^{p-3} & \ldots & \alpha_k^{p-3} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \alpha_1^{p-2} & 0 & \alpha_2^{p-2} & \ldots & \alpha_k^{p-2} & 0 & \alpha_k^{p-3} \\
\end{pmatrix}
\]

where zero entries are deliberately left out. Notice that there are only \( 2 + (k - 1)3 = 3k - 1 \) nonzero rows with

\[
S^{p-3}_{p-3} = \sum_{i=2}^{k} \left( \frac{\alpha_1}{\alpha_i} \right)^{p-3} S^{p-3}_{ip-4}.
\]

Thus, \( \operatorname{rank}(S^{p-3}) = 3k - 2 \). For \( S^{p-2} \), we have

\[
S^{p-2} = \begin{pmatrix}
1 & 2 & \ldots & p-2 & p-1 & p & \ldots & kp-p-1 & kp-p & kp-p+1 & \ldots & kp-2 \\
0 & \alpha_1^{p-2} & \alpha_2^{p-2} & \ldots & \alpha_k^{p-2} \\
0 & \alpha_1^{p-2} & \alpha_2^{p-2} & \ldots & \alpha_k^{p-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \alpha_1^{p-2} & \alpha_2^{p-2} & \ldots & \alpha_k^{p-2} \\
\end{pmatrix}
\]
There are only $1 + (k - 1)2 = 2k - 1$ nonzero rows in $S^{p-2}$ with
\[ S^{p-2}_i = \sum_{i=2}^{k} \left( \frac{\alpha_i^{p-2}}{\alpha_2} S^{p-2}_{jp-3} \right). \]

Thus, $\text{rank}(S^{p-2}) = 2k - 2$ and the proof for part (ii) is complete.

We now prove part (iii). Using the matrix $S^{p-2}$, we obtain
\[
S^{p-1} = \begin{pmatrix}
2p-2 \\
3p-2 \\
kp-2
\end{pmatrix}
\begin{pmatrix}
\alpha_1^{p-1} + \alpha_2^{p-1} & \alpha_2^{p-1} & \cdots & \alpha_1^{p-1} \\
\alpha_1^{p-1} & \alpha_1^{p-1} + \alpha_3^{p-1} & \cdots & \alpha_1^{p-1} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_1^{p-1} & \alpha_1^{p-1} & \cdots & \alpha_1^{p-1} + \alpha_k^{p-1}
\end{pmatrix}
\]

where we now only highlight the possibly nonzero entries with their corresponding rows and columns. There are only $k \times 2$ nonzero rows in $S^{p-1}$ and rank($S^{p-1}$) = $k - 1$ if and only if this following $(k - 1) \times (k - 1)$-matrix has full rank:
\[
B = \begin{pmatrix}
\alpha_1^{p-1} + \alpha_2^{p-1} & \alpha_2^{p-1} & \cdots & \alpha_1^{p-1} \\
\alpha_1^{p-1} & \alpha_1^{p-1} + \alpha_3^{p-1} & \cdots & \alpha_1^{p-1} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_1^{p-1} & \alpha_1^{p-1} & \cdots & \alpha_1^{p-1} + \alpha_k^{p-1}
\end{pmatrix}
\]

We claim that $\det B = p_k(\alpha_1, \ldots, \alpha_k)$ and therefore proving part (iii). Performing row operations, we have
\[
B \xrightarrow{T} B' := \begin{pmatrix}
\alpha_2^{p-1} & 0 & \cdots & -\alpha_2^{p-1} \\
0 & \alpha_3^{p-1} & \cdots & -\alpha_k^{p-1} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_1^{p-1} & \alpha_1^{p-1} & \cdots & \alpha_1^{p-1} + \alpha_k^{p-1}
\end{pmatrix}
\]

where $T$ corresponds to the row operations of subtracting the $i$th row by the $(k - 1)$th row, one for each $1 \leq i \leq k - 2$, and $U$ corresponds to the row operation $B'_{k-1} - \sum_{i=1}^{k-2} (\frac{\alpha_i}{\alpha_{i+1}})^{p-1} B'_{k-1}$. Therefore
\[
\det(B) = \det(B'') = \alpha_2^{p-1} \cdots \alpha_{k-1}^{p-1} \left( \alpha_1^{p-1} + \alpha_k^{p-1} + \sum_{i=2}^{k-1} \frac{\alpha_i^{p-1}}{\alpha_i^{p-1}} \right) = p_k(\alpha_1, \ldots, \alpha_k)
\]
as desired. \hfill \Box

We conclude the section with the following result concerning the generic Jordan type and maximal Jordan set of \( D(1) \downarrow_{E_k} \).

**Theorem 4.5.** The generic Jordan type of \( D(1) \downarrow_{E_k} \) is \([p-2][p]^{k-1}\) and it has maximal Jordan set \( U^\wedge_{E_k}(D(1)) \) the complement of

\[
V(p_k) \cup \bigcup_{i=1}^{k} V(x_i).
\]

**Proof.** If \( k = 1 \), \([X_\alpha]_B = S(1,1)\) has rank \( p - 3 \) for all \( \alpha_1 \neq 0 \). In this case, the (generic) Jordan type of \( D(1) \downarrow_{E_1} \) is \([p-2]\). Also, \( p_1 = 1 \) by our convention and its maximal Jordan set is precisely \( \mathbb{F}\{0\} \). Suppose now that \( k \geq 2 \). Let \( M = D(1) \downarrow_{E_k} \) and \( W = V(p_k) \cup \bigcup_{i=1}^{k} V(x_i) \). For \( 0 \neq \alpha \in \mathbb{A}^k(\mathbb{F}) \), let \( S = [X_\alpha]_B \). Suppose that the Jordan type of \( S \) is given by \([p]^{a_0}[p-1]^{a_1} \ldots [1]^{a_k}\). By Lemma 4.4, \( a_0 \leq k - 1 \) and \( a_p = k - 1 \) if and only if \( \alpha_i \neq 0 \) for all \( i \) and \( p_k(\alpha_1, \alpha_2, \ldots, \alpha_k) \neq 0 \), i.e., \( \alpha \not\in W \). In this case, given \( \text{rank}(S^{p-3}) = 3k - 2 \) and \( \text{rank}(S^{p-2}) = 2k - 2 \), we obtain that \( a_{p-2} + 2a_{p-1} + 3a_p = 3k - 2 \) and \( a_{p-1} + 2a_p = 2k - 2 \). Thus, \( a_{p-2} = 1 \) and \( a_{p-1} = 0 \). Therefore the Jordan type of \([X_\alpha]_B\) is \([p-2][p]^{k-1}\) as \( \dim M = kp - 2 \). Furthermore, \([p-2][p]^{k-1}\) is the most dominant Jordan type among all Jordan types of modules of dimension \( kp - 2 \). As such, the maximal and generic Jordan type of \( M \) is \([p-2][p]^{k-1}\) and \( U^\wedge_{E_k}(M) \) is the complement of \( W \). \hfill \Box

**Remark 4.6.** When \( p = 2 \) and \( k > 1 \), our calculation shows that the generic Jordan type of \( D(1) \downarrow_{E_p} \) is \([2]^{k-1}\) and it has maximal Jordan set \( U^\wedge_{E_k}(D(1)) \) the complement of \( V(p_k) \). This coincides with [18] using Corollary 2.12.

5. The simple module \( D(p-1) \)

As the setting in the previous section, we assume \( p \geq 3 \), fix an integer \( k \geq 2 \) and let \( n = kp \). Again, \( E_k \) is the elementary abelian \( p \)-subgroup of \( \mathfrak{S}_{kp} \) generated by \( k \) disjoint \( p \)-cycles and \( p_k \) is the polynomial in Equation 2.2. In this section, we shall make use of the fact that \( D(p-1) \) is the \((p-1)\)th exterior power of \( D(1) \) to compute the rank variety for \( D(p-1) \downarrow_{E_k} \) when \( k \equiv 1(\text{mod } p) \). We should like to mention that the rank variety should also be \( V(p_k) \) for the case \( k \equiv 1(\text{mod } p) \) but our method unfortunately does not apply.

**Lemma 5.1.** The generic Jordan type of \( D(p-1) \downarrow_{E_k} \) is \([p]^m\) where \( mp = \frac{(kp-2)}{p-1} \).

**Proof.** It is well-known that, for \( \mathbb{F}G \)-modules \( M \) and \( N \), we have

\[
\bigwedge^m (M \oplus N) \cong \bigoplus_{i=0}^{m} \bigwedge^i (M) \otimes \bigwedge^{m-i} (N).
\]

By Proposition 2.13 we conclude that the generic Jordan type of \( D(p-1) \downarrow_{E_k} \cong (\bigwedge^{p-1} D(1)) \downarrow_{E_k} \) is the \((p-1)\)th exterior power of the generic Jordan type of \( D(1) \).
By Theorem 4.5, the generic Jordan type of $D(1)$ is $[p-2][p]^{k-1}$. Notice that
$$
N := \bigwedge (J_{p-2} \oplus J_p^\oplus k) \cong \bigoplus_{i=0}^{p-1} (J_{p-2} \otimes (J_p^\oplus k)).
$$

Unless $i = 0$, $\bigwedge (J_{p-2} \oplus J_p^\oplus k)$ is free. However, when $i = 0$, $\bigwedge^{p-1} J_{p-2}$ is the zero module. Therefore, $N$ is free. Since the dimension of $D(p-1)$ is $[p-2][p]^{k-1}$, we get the number $m$ as desired. The proof is now complete.

Since the generic Jordan type of $D(p-1)$ is free, by Corollary 2.12, we have $V_{E_k}(D(p-1)) = (U \wedge E_k(D(p-1)))^c$. By Theorem 4.5 and Proposition 2.13, we conclude that
$$
V_{E_k}(D(p-1)) \subseteq V(p_k) \cup \bigcup_{1 \leq i \leq k} V(x_i).
$$
(5.1)

More precisely, we have the following lemma. In the proof, we need the modular branching rule. Since we do not require it elsewhere, we refer the readers to [19] for the necessary details.

**Lemma 5.2.** $V_{E_k}(D(p-1)) \subseteq V(p_k)$.

**Proof.** Given Equation 5.1, we just need to show that, for any $1 \leq i \leq k$,
$$
V_{E_k}(D(p-1)) \cap V(x_i) \subseteq \bigcup_{j \neq i} V(x_j, x_i) \subseteq V(p_k).
$$
The second inclusion is clear since, if any two of the coordinates of a point are 0, then $p_k$ vanishes at this point. Showing the first inclusion is equivalent to showing that, for any $\alpha = (\alpha_1, \ldots, \alpha_k) \in V_{E_k}(D(p-1))$ with $\alpha_i = 0$ for some $i$, there exists $j \neq i$ such that $\alpha_j = 0$. Let $\alpha$ be such a point. By Lemma 2.10, we can further assume that $i = k$ and let $\alpha' = (\alpha_1, \ldots, \alpha_{k-1})$. Since
$$
u_{\alpha} = u_{\alpha'} = 1 + \sum_{i=1}^{k-1} \alpha_i (g_i - 1) \in \mathbb{F} \mathcal{S}_{kp-1},$$
we have $D(p-1)_{\langle u_{\alpha} \rangle} = (D(p-1)_{\langle u_{\alpha'} \rangle})^{\langle u_{\alpha} \rangle}$ and therefore $\alpha' \in V_{E_{k-1}}(D(p-1))$. By the modular branching rule [19 Theorem 11.2.7], since the only one good node in $(kp - p + 1, p^{p-1})$ is the $(1, kp - p + 1)$-node (see the diagram below indicating the necessary residues and the good node), we have $D(p-1)_{\langle u_{\alpha'} \rangle} \cong D(kp-p, 1^{p-1})$.

![Diagram](image_url)
Since $(kp - p, 1^{p-1})$ is a hook of size coprime to $p$, by [23, Theorem 2] and [16, Theorem 11.1], we have $D^{(kp - p, 1^{p-1})} \cong S^{(kp - p, 1^{p-1})}$. By [26, Theorem 7.3], $S^{(kp - p, 1^{p-1})}$ has a vertex a Sylow $p$-subgroup $P$ of $G_{kp-2p}$ and has a trivial $E$-$P$-source. Therefore, using Mackey’s formula,

$$
D(p - 1) | \mathcal{P} \uparrow \mathcal{G}_{kp-1} \downarrow \mathcal{E}_{k+1} \cong \bigoplus_{s \in \mathcal{E}_{k-1} \setminus \mathcal{G}_{kp-1}/P} s \mathcal{P} \downarrow \mathcal{E}_{k-1} \uparrow \mathcal{G}_{kp-1} \downarrow \mathcal{E}_{k-1}
$$

where each $\mathcal{E}_{k-1} \setminus \mathcal{G}_{kp-1}/P$ is a proper subgroup of $\mathcal{E}_{k-1}$. Consequently, we have:

$$
\alpha' \in V_{\mathcal{E}_{k-1}}^\#(D(p - 1)) \subseteq \bigcup_{s \in \mathcal{E}_{k-1} \setminus \mathcal{G}_{kp-1}/P} V_{\mathcal{E}_{k-1}}^\#(s \mathcal{P} \downarrow \mathcal{E}_{k-1} \uparrow \mathcal{G}_{kp-1} \downarrow \mathcal{E}_{k-1}),
$$

and there exist some $s \in \mathcal{E}_{k-1} \setminus \mathcal{G}_{kp-1}/P$ such that $\alpha' \in V_{\mathcal{E}_{k-1}}^\#(s \mathcal{P} \downarrow \mathcal{E}_{k-1} \uparrow \mathcal{G}_{kp-1} \downarrow \mathcal{E}_{k-1}).$

Let $E' = \mathcal{E}_{k-1} \setminus \mathcal{G}_{kp-1}/P$. Since $P \leq \mathcal{G}_{kp-2p}$, we have $s \mathcal{P} \downarrow \mathcal{E}_{k-1} \subseteq \mathcal{G}_{(s, s, ..., s ((k-2)p)}$. Therefore $s \mathcal{P} \downarrow \mathcal{E}_{k-1}$ permutes only $(k-2)p$ numbers and $E'$ is properly contained in $\mathcal{E}_{k-1}$.

We claim that there exist $1 \leq j \leq k - 1$ such that, for any $\prod_{i=1}^{k-1} g_{q_i} \in E'$, $q_j = 0$. If not, then for any $1 \leq j \leq k - 1$, there exists some $\prod_{i=1}^{k-1} g_{q_i} \in E'$ such that $q_j \neq 0$. This shows that $E'$ permutes all $(k-1)p$ numbers, which is a contradiction. Since $E'$ avoids the generator $g_j$ completely, by Lemma 3.1, we have $w_{ij} = 0$ for $1 \leq i \leq k - 1$ in that statement, i.e. $\alpha_j = 0$. The proof is now complete.

Now we are ready to state and prove the main theorem in this section.

**Theorem 5.3.** If $k \not\equiv 1(\text{mod } p)$, then

$$
V_{\mathcal{E}_{k}}^\#(D(p - 1)) = V(p_k).
$$

**Proof.** From Lemma 5.2, we knew that $W := V_{\mathcal{E}_{k}}^\#(D(p - 1)) \subseteq V(p_k)$ and

$$
\dim_{\mathbb{F}} D(p - 1) = \binom{(kp - 2)}{p - 1} = \frac{(kp - 2)(kp - 3) \ldots (k - 1)p}{(p - 1)!} = \frac{(kp - 2)(kp - 3) \ldots ((k-1)p + 1)}{(p - 1)!}, (k - 1)p.
$$

Since $k \not\equiv 1(\text{mod } p)$, $p$ divides $\dim_{\mathbb{F}} D(p - 1)$ but $p^2$ does not. Let $r = \dim W$. By Theorem 2.6, we have $p^{k-r} \mid \dim_{\mathbb{F}} D(p - 1)$ and so $r \geq k - 1$. On the other hand, $\dim V(p_k) = k - 1$. Therefore $r = k - 1$. When $k \geq 3$, by Lemma 2.2, $V(p_k)$ is irreducible and we must have $W = V(p_k)$ by Theorem 2.1.

Suppose now that $k = 2$. Notice that $V(p_2)$ is reducible and we have a factorisation

$$
X^{p-1} + Y^{p-1} = \prod_{r \in I} (X - rY),
$$

where $I$ is the set of all $(p-1)$th roots of $-1$ in $\mathbb{F}$. We have $V(p_2) = \bigcup_{I \subseteq I} V(X - rY)$ and this gives the irreducible components of $V(p_2)$. On the other hand, $\dim W = 1 = \dim V$. Then $W = \bigcup_{I \subseteq I} V(X - rY)$ for some $\emptyset \neq I \subseteq I$. Let $\lambda$ be a primitive $(2p-2)$th root of $1$ in $\mathbb{F}$ where $\langle \lambda \rangle$ is a subgroup of $\mathbb{F}_{p^2}^\times$. We have $I = \{\lambda^1, \lambda^3, \ldots, \lambda^{2p-3}\}$ and
\( \{ \lambda^2, \lambda^4, \ldots, \lambda^{2p-2} \} = \mathbb{F}_p^\times \). Let \( r' = \lambda^{2i+1} \in I' \). By Lemma 2.10, for any \( r = \lambda^{2j+1} \in I \),
we have

\[
(r, 1) = (\lambda^{2j-2i} \lambda^{2i+1}, 1) = \lambda^{2j-2i} \cdot (r', 1) \in W
\]

where we have considered \( \lambda^{2j-2i} \) belongs to the first component in \( \mathbb{F}_p^\times \). As such, \( I' = I \) and we have \( W = V(p_2) \) as required.

\[ \square \]

**Remark 5.4.** The only obstruction for applying the proof of Theorem 5.3 to the remaining case; namely, \( k \equiv 1 \pmod{p} \), is that we could not deduce that \( \dim V_E^\#(D(p-1)) = k-1 \). If the dimension were indeed \( k-1 \), the rest of the proof follows. Also, Corollaries 5.5, 5.6 and 5.7 below would also follow at once.

We conclude the paper with corollaries following our result.

**Corollary 5.5.** For \( k \not\equiv 1 \pmod{p} \), we have \( d_{V(p_k)} \leq (kp-2) \).

**Corollary 5.6.** If \( k \not\equiv 1 \pmod{p} \), then \( V_E^\#(D(kp-p-1)) = V(p_k) \).

**Proof.** By [16, Theorem 8.15], \( S^\lambda \otimes \sgn \cong (S^{\lambda'})^\ast \) where \( \lambda' \) is the conjugate partition of \( \lambda \). Since \( D(p-1) \) appears as the head of \( S^{(kp-p+1,1^{p-1})} \) and \( D(kp-p-1) \) appears as the socle of \( S^{(p,1^{k-1})} \), we have \( D(p-1) \otimes \sgn \cong D(kp-p-1) \). Therefore, by Theorem 2.5(iii), the restriction of both modules \( D(p-1) \) and \( D(kp-p-1) \) to \( E_k \) have the same rank variety.

\[ \square \]

**Corollary 5.7.** Suppose that \( k \not\equiv 1 \pmod{p} \). The complexities of the simple modules \( D(p-1) \) and \( D(kp-p-1) \) are \( k-1 \).

**Proof.** Since \( p \geq 3 \), the \( p \)-rank of an elementary abelian \( p \)-subgroup \( E \) of \( \mathcal{S}_{kp} \) is strictly less than \( k \) unless \( E \) is conjugate to \( E_k \). Since the dimension of \( V_E^\#(D(p-1)) \) is \( k-1 \) and the rest are not more than \( k-1 \), the maximal value must be \( k-1 \). By Equation 2.1 and Theorem 2.5(ii), the complexity of \( D(p-1) \) must be \( k-1 \). The same holds for \( D(kp-p-1) \) using Corollary 5.6.

\[ \square \]

**Corollary 5.8.** Let \( \lambda_1, \ldots, \lambda_{p-1} \) be the \((p-1)\)th roots of \(-1\) in \( \mathbb{F} \). When \( k = 2 \), the \( \mathbb{F}\mathcal{S}_{2p} \)-module \( D(p-1) \) restricted to \( E_2 \) decomposes into \( Q \oplus \bigoplus_{j=1}^{p-1} N_j \) such that \( Q \) is projective, for each \( 1 \leq j \leq p-1 \), \( N_j \) is projective-free and \( V_{E_2}^\#(N_j) = V(X - \lambda_j Y) \).

**Proof.** By Theorem 5.3 when \( k = 2 \), the connected components of the projective variety \( V_{E_2}^\#(D(p-1)) \) are singleton points \((\lambda_j : 1)\) one for each \( 1 \leq j \leq p-1 \). As such, by Theorem 2.5(iv), there are summands \( Q, N_1, \ldots, N_{p-1} \) of \( D(p-1) \) with the desired property.

\[ \square \]

**Remark 5.9.** By [11, 12], it is known that the Green vertices of \( D(p-1) \) are the Sylow \( p \)-subgroups of \( \mathcal{S}_{kp} \). In the case of \( k \not\equiv 1 \pmod{p} \), Lemma 2.2, Theorems 3.3 and 5.3 confirm that \( D(p-1) \) has a Green vertex containing \( E_k \) as \( V(p_k) \) is not contained in the union of the proper base subspaces. Moreover, the same holds for \( D(kp-p-1) \).
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