DEFORMED SINGLE RING THEOREMS

CHING-WEI HO AND PING ZHONG

Abstract. Given a sequence of deterministic matrices $A = A_N$ and a sequence of deterministic nonnegative matrices $\Sigma = \Sigma_N$ such that $A \to a$ and $\Sigma \to \sigma$ in $*$-distribution for some operators $a$ and $\sigma$ in a finite von Neumann algebra $A$. Let $U = U_N$ and $V = V_N$ be independent Haar-distributed unitary matrices. We prove that, under mild assumptions, the empirical eigenvalue distribution of $U\Sigma V + A$ converges to the Brown measure of $u\sigma + a$, where $u$ is a Haar unitary operator in $A$, and $a, u, \sigma$ are all freely independent. We show that these assumptions are satisfied when $A$ is Hermitian, unitary, or the $N \times N$ Jordan block matrix. By putting $A = 0$, our result removes a regularity assumption in the single ring theorem by Guionnet, Krishnapur and Zeitouni. We also prove a local convergence on optimal scale, extending the result of Bao, Erdős and Schnelli. In the sequel, under the assumptions on $A$ and $\Sigma$, we prove an estimate for the least singular value of $U\Sigma V + A - \lambda$, for all $\lambda \in \mathbb{C}$ except for $\lambda$ in a set with small Lebesgue measure.
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1. Introduction

1.1. Sum of two random matrices. The study of the eigenvalues of the sum of two matrices is an old problem. The Horn’s problem [32] studies the possible eigenvalues of the sum of two deterministic Hermitian matrices with prescribed eigenvalues. Horn’s conjecture [32] was solved by Knutson and Tao [34], and Knutson, Tao and Woodward [35]. In random matrix theory, it is a fundamental question to study the limiting eigenvalue distribution of the sum of two random matrices, one of which satisfies some symmetry assumptions. In the case where the two random matrices are Hermitian, if the empirical eigenvalue distribution of the two random matrices converges to some probability measures \( \mu \) and \( \nu \) on \( \mathbb{R} \), the limiting eigenvalue distribution of this sum is much more specific than the solutions of the Horn’s problem. In terms of the bulk distribution, the empirical eigenvalue distribution of the sum of the two Hermitian random matrices converges to the free convolution \( \mu \boxplus \nu \) of \( \mu \) and \( \nu \) (see [45] and [36, Chapter 4]). In fact, the seminal work of Voiculescu [45] suggests that free probability theory is a suitable framework to study the asymptotic spectrum of the sum of large independent Hermitian or non-Hermitian random matrices.

A well-studied non-Hermitian random matrix model is the single ring random matrix model defined as follows. Consider two sequences of independent Haar-distributed unitary matrices \( U = U_N \) and \( V = V_N \) and a sequence of deterministic nonnegative matrices \( \Sigma = \Sigma_N \) such that the eigenvalue distribution of \( \Sigma \) converges weakly to a certain probability measure on \( \mathbb{R} \). Free probability theory again provides natural limit operators for \( U_N \Sigma_N V_N^* \). By Voiculescu’s asymptotic freeness result [45] (see also [17]), the random matrices \( \{U_N \Sigma_N V_N^*\}_{N=1}^\infty \) converge in *-moments to an \( R \)-diagonal operator introduced by Nica–Speicher [37]. The Brown measure [16] is an analogue of the eigenvalue distribution of operators. The Brown measure of \( R \)-diagonal operators was calculated by Haagerup–Larsen [26] and Haagerup–Schultz [28] (see also [7, 48] for alternative proofs). The Brown measure of any \( R \)-diagonal operator is supported in an annulus. In the physics literature, Feinberg–Zee [22] proved the single ring theorem which states that the limiting eigenvalue distribution of the matrix \( U \Sigma V^* \) converges to a certain rotation-invariant probability measure whose support is an annulus or a disk. Guionnet, Krishnapur and Zeitouni [25] then proved the single ring theorem rigorously under some technical assumptions; one of the assumptions is removed in a later work of Rudelson–Vershynin [40].

In this article, in addition to the matrices \( U, V, \Sigma \) introduced previously, we consider another deterministic matrix \( A = A_N \) such that given any polynomial \( P \) in two noncommuting indeterminates, the limit

\[
\lim_{N \to \infty} \text{tr}[P(A, A^*)]
\]

exists, where \( \text{tr} = (1/N) \text{Tr} \) is the normalized trace on \( N \times N \) matrices. We then prove that, under mild assumptions, the empirical eigenvalue distribution of the random matrix

\[
Y = U \Sigma V^* + A
\]

converges to the Brown measure of a sum of two free random variables, one of which is \( R \)-diagonal. We call this result a deformed single ring theorem.

In the random matrix model described in the preceding paragraph, the deterministic matrix \( A \) and the random matrix \( U \Sigma V^* \) are asymptotically free in the following sense. Let \( (A, \tau) \) be a \( W^* \)-probability space where \( A \) is a finite von Neumann algebra equipped with a faithful, normal, tracial state \( \tau \). By [36] Theorem 9 on page 105, the matrix \( A \) and the random matrix \( U \Sigma V^* \) are asymptotically free in the sense that there exist \( a, T \in A \) that
are freely independent in the sense of Voiculescu [44] such that for any polynomial $P$ in four noncommuting indeterminates

$$\lim_{N \to \infty} \mathbb{E} \text{tr}[P(A, A^*, U\Sigma V^*, (U\Sigma V^*)^*)] = \tau[P(a, a^*, T, T^*)].$$

In other words, $Y = U\Sigma V^* + A$ converges in $*$-distribution to $y = T + a$, where $T$ is an $R$-diagonal operator. The Brown measure of $y$ is a natural candidate of the limiting eigenvalue distribution of $Y$. However, since the Brown measure is not continuous with respect to $*$-moments, knowing that $Y$ converges to $y$ in $*$-distribution does not mean the empirical eigenvalue distribution of $Y$ converges to the Brown measure of $y$. The purpose of this paper is to prove that the limiting eigenvalue distribution of $Y$ is indeed the Brown measure of $y$.

There is another non-Hermitian random matrix model closely related to the model that we consider in this paper. Ginibre [23] looked at the limiting eigenvalue distribution of the normalized random matrix with independent Gaussian entries with unit variance, now called the Ginibre ensemble. After decades of development (for example, [1]), Tao–Vu [43] showed that the limiting eigenvalue distribution of the Ginibre ensemble remains unchanged if the Gaussian entries are replaced by i.i.d. random variables with arbitrary distributions with unit variance. Śniady [42] studied the limiting eigenvalue distribution of the sum of a Ginibre ensemble and a deterministic matrix. Śniady identifies that the limiting eigenvalue distribution of the sum of an arbitrary matrix and the Ginibre ensemble is the Brown measure of the sum of two freely independent operators; one of these two operators is a Voiculescu’s circular operator, which is $R$-diagonal. While the random matrix model $Y$ being considered in this paper is different from the one Śniady considered, if the law of the $\Sigma$ in this paper converges to the quarter-circular law, the limiting eigenvalue distribution of $Y$ is the same as that of the model in Śniady’s paper. The Tao–Vu’s replacement principle [43, Corollary 1.8] shows that the empirical eigenvalue distribution of the sum of a random matrix with i.i.d. entries and a deterministic matrix converges to the same Brown measure. This Brown measure has an explicit formula computed explicitly in [13, 31, 30, 47].

In [19, 20], Erdős, Schlein and Yau investigated the local behavior of the Wigner random matrices, called a local law; they looked at the number of eigenvalues in an interval of length of order $\log N/N$ inside the bulk. Kargin [33] and Bao–Erdős–Schnelli [2] proved a local law of the sum of two large Hermitian random matrices, one of which is conjugated by a Haar-distributed unitary matrix. In the non-Hermitian framework, Bourgade, Yau and Yin [14, 15] and Yin [46] proved a local law for the normalized non-Hermitian random matrix model with i.i.d. entries. Benaych-Georges [8], later improved by Bao–Erdős–Schnelli [3] to an optimal scale, proved a local law for the random matrix $U\Sigma V^*$. They call this local law a local single ring theorem. In this paper, we also prove a deformed local single ring theorem, studying the local behavior of the eigenvalues of $Y = U\Sigma V^* + A$ in the bulk.

1.2. The random matrix model and the main results. We first introduce the random matrix model considered in this paper. Suppose that

1. $U = U_N$ and $V = V_N$ are independent Haar-distributed unitary matrices;
2. $\Sigma = \Sigma_N$ are nonnegative deterministic matrices such that the eigenvalue distribution of $\Sigma$ converges weakly to a probability measure on $\mathbb{R}$ that is not a Dirac delta measure at 0.
3. $A = A_N$ are deterministic matrices such that all the $*$-moments of $A$ converge;
(4) there is a constant $M > 0$ independent of $N$ such that
\[ \|\Sigma\|, \|A\| \leq M. \] (1.1)

In this paper, we focus on the random matrix
\[ Y = Y_N = U\Sigma V^* + A. \] (1.2)

To control the behavior of $Y$, we make an extra assumption. For an $N \times N$ matrix $L$, we denote the singular values of $L$ by
\[ s_1(L) \geq s_2(L) \geq \ldots \geq s_N(L). \]

**Assumption 1.1.** For any $\beta > 0$ and $\lambda \in \mathbb{C}$, let
\[ \gamma_1^\lambda(\beta) = \# \{ i : s_i(A - \lambda) \geq N^{-\beta} \} \quad \text{and} \quad \gamma_2(\beta) = \# \{ i : s_i(\Sigma) \geq N^{-\beta} \} \]
and denote
\[ \Gamma_N = \{ \lambda \in \mathbb{C} : \gamma_1^\lambda(\beta) + \gamma_2(\beta) < N \}. \]

We assume there exists $\alpha > 0$ such that the corresponding $\Gamma_N$ (which we suppress the dependence of $\alpha$) satisfies
\[ \lim_{N \to \infty} m(\Gamma_N) = 0, \]
where $m$ is the Lebesgue measure on the complex plane.

We emphasize that all the assumptions that we make for the random matrix $Y$ are on the deterministic matrices $\Sigma$ and $A$.

**Remark 1.2.** A large class of matrices $A$ satisfies this assumption with arbitrary nonnegative matrices $\Sigma$ whose eigenvalue distribution converges weakly to a probability measure on $\mathbb{R}$ that is not the Dirac delta measure $\delta_0$. Choose any $\alpha > 1/2$. If $A$ is normal, for any $\lambda \in \mathbb{C}$,
\[ s_N(A - \lambda) = \min_{\lambda_i} |\lambda - \lambda_i| \]
where $\lambda_i$ are the eigenvalues of $A$. This shows that $\gamma_1^\lambda(\alpha) = 0$ if $|\lambda - \lambda_i| > N^{-\alpha}$ for all $\lambda_i$. Therefore, we have $\gamma_1^\lambda(\alpha) = N$ and
\[ \Gamma_N \subseteq \bigcup_i B(\lambda_i, N^{-\alpha}) \]
where $B(a, r)$ denotes the disk centered at $a \in \mathbb{C}$ with radius $r > 0$. Therefore, Assumption 1.1 holds.

In Section 6, we will give an example of non-normal matrices $A$ which satisfies Assumption 1.1 for arbitrary nonnegative matrices $\Sigma$ whose eigenvalue distribution converges weakly to a probability measure on $\mathbb{R}$ that is not the Dirac delta measure $\delta_0$.

We then introduce the limiting object of $Y$. Let $(A, \tau)$ be a $W^*$-probability space and $a, \sigma \in A$ such that $A$ converges to $a$ and $\Sigma$ converges to $\sigma$ in $*$-distribution. Let $T \in A$ be an $R$-diagonal freely independent from $a$ such that the law of $|T|$ is the same as that of $\sigma$; hence, if $u \in A$ is a Haar unitary operator freely independent of $\sigma$, we have $T = u \sigma$ in $*$-distribution. Set
\[ y = T + a. \] (1.3)
By [36, Theorem 9 on Page 105], \( Y \) converges in \(*\)-distribution to \( y \); that is, for any polynomial \( P \) in two noncommuting indeterminates,

\[
\lim_{N \to \infty} \mathbb{E} \text{tr}[P(Y, Y^*)] = \tau[P(y, y^*)].
\]

We are interested in the limiting eigenvalue distribution of \( Y \). Since \( y \) is the limit in \(*\)-distribution of \( Y \), a natural candidate of the limiting eigenvalue distribution of \( Y \) is the Brown measure of \( y \), which we will define shortly. Note, however, that although \( y \) is the limit in \(*\)-distribution of \( Y \), it is not automatic that the Brown measure of \( y \) is the limiting eigenvalue distribution of \( Y \); indeed, there are examples of matrices whose limiting eigenvalue distribution does not converge to the Brown measure of their limit in \(*\)-distribution (see Section 6). We now define the Brown measure introduced by Brown [16].

**Definition 1.3** ([16]). Let \( x \in A \). The function \( h(\lambda) = \tau[\log |x - \lambda|] \) defined for \( \lambda \in \mathbb{C} \) is a subharmonic function on \( \mathbb{C} \). The Brown measure \( \mu_x \) of \( x \) is defined to be

\[
\mu_x = \frac{1}{2\pi} \Delta h
\]

where the Laplacian is taken in distributional sense. The function \( h \) turns out to be the logarithmic potential of the Brown measure of \( x \) in the sense that

\[
\tau[\log |x - \lambda|] = \int_{\mathbb{C}} \log |z - \lambda| d\mu_x(z).
\]

(1.4)

For simplicity, we call \( h \) the logarithmic potential of \( x \).

The definition of the Brown measure is analogous to the eigenvalue distribution of a matrix. If we replace \( x \) in Definition 1.3 by an \( N \times N \) matrix \( X \) and the tracial state \( \tau \) by the normalized trace \( \text{tr} \) of matrices, then by Section 11.2 of [36],

\[
\text{tr}[\log |X - \lambda|] = \frac{1}{N} \sum_{k=1}^{N} \log |\lambda_k - \lambda|,
\]

(1.5)

where \( \lambda_k \) are the eigenvalues of \( X \), and \((1/2\pi) \Delta \lambda \text{tr}[\log |X - \lambda|]\) is the eigenvalue distribution of \( X \). The function defined in (1.5) is called the logarithmic potential of the eigenvalue distribution of \( X \) of the logarithmic potential of \( X \).

We introduce the main theorems of this paper. For a probability measure \( \mu \) on \( \mathbb{R} \), we denote

\[
G_\mu(z) = \int \frac{1}{z - t} d\mu(t), \quad z \in \mathbb{C}^+
\]

(1.6)

to be the Cauchy transform of \( \mu \). We also write \( \tilde{\mu} \) to be the symmetrization of \( \mu \) defined by

\[
\tilde{\mu}(B) = \frac{1}{2}[\mu(B) + \mu(-B)]
\]

for all Borel set \( B \subset \mathbb{R} \). Given a Hermitian matrix \( X \) or a Hermitian operator \( x \), we write the law of \( X \) or \( x \) as \( \mu_X \) or \( \mu_x \) respectively. There is no notational ambiguity; the law \( \mu_X \) or \( \mu_x \) are the Brown measure of \( X \) or \( x \) respectively.

The Brown measure of \( T + a \) is calculated in a recent work by Bercovici and the second author [12]. Denote

\[
\Omega(T, a) = \{ \lambda \in \mathbb{C} : \|(a - \lambda)^{-1}\|_2 ||T||_2 > 1 \text{ and } ||a - \lambda||_2 ||T^{-1}||_2 > 1 \}.
\]

(1.7)

The Brown measure of \( T + a \) is supported in the closure of \( \Omega(T, a) \); see Theorem 2.3 for a review. The main result of this paper is the following; it is proved in Theorem 5.1.
Theorem 1.4. Suppose that the random matrix $Y$ and the operator $y \in A$ are as in (1.2) and (1.3). Assume Assumption 1.1 holds. Assume further that at least one of the following is true:

1. there exists a Lebesgue measurable set $E \subset \Omega_c$ that has Lebesgue measure 0 with the following property: for any compact set $S \subset \Omega_c \cap E^c$, there exist constants $\kappa_1, \kappa_2 > 0$ such that
   \[ |G_{\tilde{\mu}, A - \lambda}(i\eta)| \leq \kappa_2 \]
   for all $\eta > N^{-\kappa_1}$ and $\lambda \in S$; or
2. there exist constants $\kappa_1, \kappa_2 > 0$ such that
   \[ |G_{\tilde{\mu}, \Sigma}(i\eta)| \leq \kappa_2 \]
   for all $\eta > N^{-\kappa_1}$.

Then the empirical eigenvalue distribution of $Y$ converges weakly to the Brown measure of $y$ in probability.

A large class of matrices $A$ satisfies the condition in the above theorem. The following is proved in Theorem 5.2. By putting $A = 0$, the following theorem recovers the single ring theorem by Guionnet et al. [25] with weaker conditions, removing the regularity assumption that there exists $\kappa_1, \kappa_2 > 0$ such that
   \[ |\text{Im} G_{\Sigma}(z)| \leq \kappa_1, \quad \text{Im} z > N^{-\kappa_2}. \]
In the bulk regime, this regularity assumption has been removed; see [3, Remark 1.14]. Our result removes this regularity assumption also outside the bulk; for example, it applies to the simplest case where $A = 0$ and $\Sigma = I$. This completely solves the question in [25, Remark 2].

Theorem 1.5. Let $Y$ and $y$ be as in (1.2) and (1.3). If $A$ is Hermitian for all $N$ or if $A$ is unitary for all $N$, then the empirical eigenvalue distribution of $Y$ converges weakly to the Brown measure of $y$ in probability.

More generally, if $A$ is a normal matrix and there is a closed set $F$ with Lebesgue measure zero independent of $N$ such that all the eigenvalues of $A$ lie inside $F$ for all $N$, then the empirical eigenvalue distribution of $Y$ converges weakly to the Brown measure of $y$ in probability.

The empirical eigenvalue distribution of $Y$ is the distributional Laplacian of
   \[ (1/2\pi) \text{tr}[\log |Y - \lambda|] \]
with respect to $\lambda$. To show the weak convergence of the empirical eigenvalue distribution of $Y$ to the Brown measure of $y$, we need to show that, for any test function $f \in C_c^\infty(\mathbb{C})$,
   \[ \int \Delta f(\lambda) \text{tr}[\log |Y - \lambda|] d^2 \lambda \rightarrow \int \Delta f(\lambda) \tau[\log |y - \lambda|] d^2 \lambda \]
in probability. Note that $\text{tr}[\log |Y - \lambda|]$ is the average of the logarithm of the singular values of $Y - \lambda$. Since the logarithm is unbounded around 0, we need to estimate the least singular value of $Y - \lambda$ for all $\lambda \in \mathbb{C}$ (with limited exceptions) in order to control $\text{tr}[\log |Y - \lambda|]$. For $\lambda \in \Gamma_N$, the least singular value of $Y - \lambda$, denoted by $s_{\min}(Y - \lambda)$, is estimated in Section 3. This estimate depends on the $\alpha$ in Assumption 1.1. The following theorem follows from Theorem 3.2.
Theorem 1.6. For some positive constants $c$ and $c'$ independent of $N,$
\[ P(s_{\min}(Y - \lambda) \leq t) \leq t^c N^{c'}, \quad t > 0 \]
for all $\lambda \in \Gamma_N.$

We also prove a deformed local single ring theorem in Theorem 1.2, which concerns the local behavior of the eigenvalues of $Y$ in the bulk. The following is a simplified version of Theorem 1.2, which also states the rate of the convergence. Instead of Assumption 1.1, we make a stronger assumption that $\Gamma_N$ has Lebesgue measure zero for all $N$.

Theorem 1.7. Let $Y$ and $y$ be as in (1.2) and (1.3). Assume that $\Gamma_N$ in Assumption 1.1 has Lebesgue measure zero for all $N.$ Let $a_N \in A$ be such that $a_N$ has the same $*$-distribution as $A_N.$ Also let $T_N \in A$ be an $R$-diagonal operator such that $\mu_{\Gamma_T} = \mu_{\Sigma_N}.$ Write
\[ y_N = a_N + T_N. \]

For any compact set $K \subset D(T, a),$ $\alpha \in (0, 1/2),$ $w_0 \in K$ and any $f : \mathbb{C} \to \mathbb{R}$ be a smooth function supported in the disk centered at 0 of radius $R,$ we define a function $f_{w_0}$ depending on $N$ by
\[ f_{w_0}(w) = N^{2\alpha} f(N^{\alpha}(w - w_0)). \]

Writing $\lambda_1, \ldots, \lambda_N$ to be the eigenvalues of $Y,$ we have
\[ \frac{1}{N} \sum_{k=1}^{N} f_{w_0}(\lambda_k) - \int_{\mathbb{C}} f_{w_0}(w) \, d\mu_{y_N}(w) \to 0 \]
in probability, where $\mu_{y_N}$ to be the Brown measure of $y_N.$ This convergence is uniform in $f$ and in $w_0 \in K,$ for all large enough $N$ depending on $K,$ $R,$ $M,$ $a$ and $T.$ (The constant $M$ is defined in (1.1).)

2. Preliminaries and the limit distribution

2.1. Free additive convolution. Given a probability measure $\mu$ on $\mathbb{R},$ its Cauchy transform $G_\mu$ is defined on the complex upper half-plane $\mathbb{C}^+$ as in (1.6). Let $F_\mu : \mathbb{C}^+ \to \mathbb{C}^+$ be an analytic map defined as
\[ F_\mu(z) = \frac{1}{G_\mu(z)}, \quad z \in \mathbb{C}^+. \]

Given two probability measures $\mu_1, \mu_2$ on $\mathbb{R},$ it is known that there exist a pair of analytic functions $\omega_1, \omega_2 : \mathbb{C}^+ \to \mathbb{C}^+,$ such that, for all $z \in \mathbb{C}^+$, we have
\[ F_{\mu_1 \boxplus \mu_2}(z) = F_{\mu_1}(\omega_1(z)) = F_{\mu_2}(\omega_2(z)) = \omega_1(z) + \omega_2(z) - z. \quad (2.1) \]

The free additive convolution obeys various regularity properties. Suppose neither of $\mu_1, \mu_2$ is a point mass. Then $\mu_1 \boxplus \mu_2$ has no singular continuous part, and the absolutely continuous part of $\mu_1 \boxplus \mu_2$ is always nonzero, and its density is analytic whenever positive and finite. See [6, 9, 11] for more details.

Recall that, the symmetrization $\tilde{\mu}$ of a probability measure $\mu$ on $\mathbb{R}$ is defined by
\[ \tilde{\mu}(B) := \frac{1}{2} [\mu(B) + \mu(-B)] \]
for any Borel set $B \subset \mathbb{R}.$ Set
\[ \mu_{\sigma, \xi} := \tilde{\mu}_{\sigma} \boxplus \tilde{\mu}_{\xi}, \quad (2.2) \]
where ⊞ denotes the free additive convolution of probability measures on \( \mathbb{R} \). For any symmetric probability measure \( \mu \) on \( \mathbb{R} \), observe that, by the symmetry,

\[
G_\mu(i\eta) = \int_{\mathbb{R}} \frac{1}{i\eta - x} d\mu(x) = -i\eta \int_{\mathbb{R}} \frac{1}{\eta^2 + x^2} d\mu(x), \quad \eta > 0.
\]

Hence, \( F_\mu(i\eta) \in i(0, \infty) \). We can deduce that the subordination functions \( \omega_1, \omega_2 \) corresponding to the free convolution of two symmetric probability measures \( \tilde{\mu}_\sigma, \tilde{\mu}_\xi \) satisfy

\[
\omega_1(i\eta), \omega_2(i\eta) \in i(0, \infty)
\]

for all \( \eta > 0 \). (See [12, Proposition 3.1])

2.2. The Brown measure and limit distribution. Recall that the pair \((A, \tau)\) denotes a \( W^* \)-probability space. Given a sequence of random matrix \( \{X_N\} \), we say that \( X_N \) converges in \( * \)-distribution (or \( * \)-moments) to \( x \in (A, \tau) \) if

\[
\lim_{N \to \infty} \mathbb{E} \text{tr}(P(X_N, X_N^*)) = \tau(P(x, x^*)),
\]

for any polynomial \( P \) in two noncommuting indeterminates with complex coefficients, where \( \text{tr} \) means the normalized trace \((1/N) \text{Tr} \).

Recall that \( U = U_N \) and \( V = V_N \) are two independent Haar random unitary matrices, and \( \Sigma = \Sigma_N \) is a sequence of \( N \times N \) deterministic nonnegative definite diagonal matrices, and \( A = A_N \) is a sequence of \( N \times N \) deterministic matrices. Denote the singular values of \( \Sigma \) by \( \sigma_1, \cdots, \sigma_N \) (which are also the eigenvalues of \( \Sigma \)), and the empirical distribution of the singular values of \( \Sigma \) by

\[
\mu_\Sigma = \frac{1}{N} \sum_{i=1}^{N} \delta_{|\sigma_i|}.
\]

We assume there is a nonnegative operator \( \sigma \in A \) such that

\[
\mu_\Sigma \to \mu_\sigma.
\]

Recall that \( A \) and \( USV^* \) converge in \( * \)-moments to \( a \) and \( T \) respectively, where \( T \) is \( R \)-diagonal and \( a \) is freely independent from \( T \). The Brown measure of \( T + a \) is a natural candidate of the empirical eigenvalue distribution of \( Y_N \), and our goal is to prove that this is indeed the case.

We first establish a result concerning the subordination functions for the free convolution of \( \mu_1 \) and \( \mu_2 \), where

\[
\mu_1 = \tilde{\mu}_{|\sigma - \lambda|} \quad \text{and} \quad \mu_2 = \tilde{\mu}_{|T|} = \tilde{\mu}_\sigma.
\]

The corresponding subordination functions depend on \( \lambda \). We consider them as two-variable functions and write them as

\[
\omega_1(\lambda, \cdot) \quad \text{and} \quad \omega_2(\lambda, \cdot).
\]

The proof depends on the continuity of Denjoy–Wolff points [29, 3] (See [41, Chapter 5] for an introduction to the Denjoy–Wolff theory).

Proposition 2.1. The subordination functions \( \omega_1 \) and \( \omega_2 \) have continuous extensions on \( \mathbb{C} \times (\mathbb{C}^+ \cup \mathbb{R}) \). In particular, the continuous extensions of \( \omega_j \) satisfy

\[
\omega_j(\lambda, 0) = \lim_{\eta \to 0} \omega_j(\lambda, i\eta), \quad \lambda \in \mathbb{C}.
\]
Proof. Consider the holomorphic function
\[ \varphi_{\lambda,z}(w) = F_{\mu_2}(F_{\mu_1}(w) - w + z) - (F_{\mu_1}(w) - w + z) + z, \quad w \in \mathbb{C}^+, \]
which is a self-map on the upper half plane. Since neither \( \mu_1 \) nor \( \mu_2 \) is a single delta mass, for any \( \lambda \in \mathbb{C}, z \in \mathbb{C}^+ \cup \mathbb{R}, \omega_1(\lambda, z) \) is the Denjoy–Wolff point of \( \varphi_{\lambda,z} \).

It is clear that \( \mu_1 = \tilde{\mu}_{|a-\lambda|} \) is continuous in distribution with respect to \( \lambda \). Therefore, if \( \lambda_n \to \lambda \) in \( \mathbb{C} \) and \( z_n \to z \) in \( \mathbb{C}^+ \cup \mathbb{R} \), we have \( \varphi_{\lambda_n,z_n} \to \varphi_{\lambda,z} \) pointwise. By Theorem 1.1 of [5], \( \omega_1(\lambda_n,z_n) \to \omega_1(\lambda,z) \). This shows continuity of \( \omega_1 \). The proof of the continuity of \( \omega_2 \) is similar. \( \Box \)

Proposition 2.2. Let \( a_N, \sigma_N \in A \) be such that \( \sigma_N \geq 0 \), \( a_N \to a \) and \( \sigma_N \to \sigma \) in \(*\)-distribution.

Given \( \lambda \in \mathbb{C} \), consider the free additive convolution of \( \tilde{\mu}_{|a_N-\lambda|} \) and \( \tilde{\mu}_{\sigma_N} \) and let \( \omega_1^{(N)}(\lambda, \cdot) \) and \( \omega_2^{(N)}(\lambda, \cdot) \) be the corresponding subordination functions. Then for any compact set \( K \subset \mathbb{C} \) and \( z \in \mathbb{C}^+ \cup \mathbb{R} \),
\[ (\omega_1^{(N)}(\lambda, z), \omega_2^{(N)}(\lambda, z)) \to (\omega_1(\lambda, z), \omega_2(\lambda, z)) \]
uniformly in \( \lambda \in K \).

Proof. If the conclusion does not hold, there exist \( \varepsilon_0 > 0 \) and a sequence \( \lambda_N \in K \) such that
\[ |\omega_1^{(N)}(\lambda_N, z) - \omega_1(\lambda_N, z)| \geq \varepsilon_0 \] (2.3)
or
\[ |\omega_2^{(N)}(\lambda_N, z) - \omega_2(\lambda_N, z)| \geq \varepsilon_0. \]
Without loss of generality, we assume the former holds. By extracting a subsequence of \( (\lambda_N) \) if necessary, we assume \( \lambda_N \to \lambda \) for some \( \lambda \in K \).

Write \( \mu_{1,N} = \tilde{\mu}_{|a_N-\lambda_N|} \) and \( \mu_{2,N} = \tilde{\mu}_{\sigma_N} \). Consider the holomorphic function
\[ \varphi_N(w) = F_{\mu_{2,N}}(F_{\mu_{1,N}}(w) - w + z) - (F_{\mu_{1,N}}(w) - w + z) + z, \quad w \in \mathbb{C}^+ \]
which is a self-map on the upper half plane. Define \( \varphi_{\lambda,z} \) as in the proof of Proposition 2.1. Then \( \varphi_N \to \varphi_{\lambda,z} \) pointwise. But then by Theorem 1.1 of [5], \( \omega_1^{(N)}(\lambda_N, z) \to \omega_1(\lambda, z) \), contradicting (2.3). \( \Box \)

Now we discuss the support of the Brown measure of \( T + a \). Recall that
\[ \Omega(T, a) = \{ \lambda \in \mathbb{C} : ||(a - \lambda)^{-1}||_2||T||_2 > 1 \quad \text{and} \quad ||a - \lambda||_2||T^{-1}||_2 > 1 \}. \] (2.4)
We set
\[ S(T, a) = \{ \lambda \in \mathbb{C} : \mu_1(\{0\}) + \mu_2(\{0\}) \geq 1 \}. \] (2.5)
Since neither \( \mu_1 \) nor \( \mu_2 \) is a single delta mass at zero, it follows that \( \lambda \in S(T,a) \) implies that 0 is an eigenvalue of \( |T| \) or \( |a - \lambda| \). We see that \( \lambda \) satisfies the defining conditions for \( \Omega(T, a) \). Hence, \( S(T, a) \subset \Omega(T, a) \).

Theorem 2.3. [12] For any \( \lambda \in \mathbb{C} \) and \( \eta > 0 \), \( \omega_j(\lambda, i\eta) \) is a purely imaginary number \( (j = 1, 2) \). The set \( S(T,a) \) consists of finitely many elements and we have
\[ \Omega(T,a) \setminus S(T,a) = \{ \lambda \in \mathbb{C} : |\omega_1(\lambda, 0)| \in (0, \infty) \} \]
\[ = \{ \lambda \in \mathbb{C} : |\omega_2(\lambda, 0)| \in (0, \infty) \} \]
\[ = \{ \lambda \in \mathbb{C} : 0 < f_{\mu_1 \# \mu_2}(0) < \infty \}, \] (2.6)
where \( f_{\mu_1 \boxplus \mu_2} \) denotes the density function of the absolutely continuous part of \( \mu_1 \boxplus \mu_2 \).

Moreover,

\[
S(T,a) = \{ \lambda \in \mathbb{C} : \omega_1(\lambda,0) = \omega_2(\lambda,0) = 0 \},
\]

and

\[
\mathbb{C}\setminus\Omega(T,a) = \{ \lambda \in \mathbb{C} : \text{exactly one of } \omega_1(\lambda,0), \omega_2(\lambda,0) \text{ is infinity} \}.
\]

The Brown measure of \( T + a \) is supported in the closure of \( \Omega(T,a) \) and is absolutely continuous in \( D(T,a) \), where

\[
D(T,a) = \Omega(T,a) \setminus S(T,a).
\]

**Definition 2.4.** For any \( \varepsilon > 0 \), we denote

\[
D^{(\varepsilon)}(T,a) = \{ \lambda \in \mathbb{C} : |\omega_1(\lambda,0)|, |\omega_2(\lambda,0)| \in (\varepsilon, 1/\varepsilon) \}.
\]

We then have

\[
D(T,a) = \bigcup_{n=1}^{\infty} D^{(1/n)}(T,a).
\]

**Proposition 2.5.** Let \( K \subset \Omega^c \) be a compact set. Consider the free additive convolution of \( \mu_1 \) and \( \mu_2 \). Then there exists a constant \( C > 0 \) such that

\[
G_{\mu_1 \boxplus \mu_2}(i\eta) \leq C
\]

for all \( \eta \geq 0 \) and \( \lambda \in K \).

**Proof.** By Proposition 2.1, \( (\lambda, \eta) \mapsto G_{\mu_1 \boxplus \mu_2}(i\eta) \) is continuous in \( \lambda \in K \) and \( \eta \geq 0 \). By Theorem 2.3, exactly one of \( \omega_1(\lambda,0), \omega_2(\lambda,0) \) is infinity when \( \lambda \in \mathbb{C}\setminus\Omega(T,a) \), thus \( G_{\mu_1 \boxplus \mu_2}(0) = 0 \). This shows that \( G_{\mu_1 \boxplus \mu_2}(i\eta) \) is bounded for \( (\lambda, \eta) \in K \times (0,1] \). The proposition then follows from the observation that \( G_{\mu_1 \boxplus \mu_2}(i\eta) \leq 1 \) if \( \eta \geq 1 \). \( \square \)

### 2.3. A result about the random matrix model.

For any \( \lambda \in \mathbb{C} \), we have to study the limit of the singular value distribution of the random matrix \( Y - \lambda I \). Since \( U \) and \( V \) are independent Haar-distributed unitary matrices, both \( Y - \lambda I = U\Sigma V^* + A - \lambda I \) and \( U\Sigma V^* + |A - \lambda I| \) have the same singular values. To this end, we consider the \( N \times N \) random matrix of the form

\[
X = X_N = U\Sigma V^* + \Xi
\]

where \( U = U_N \) and \( V = V_N \) are two independent Haar random unitary matrices, \( \Sigma = \Sigma_N \) and \( \Xi \) are sequences of deterministic matrices. The general result about \( X \) can be applied to \( Y - \lambda I \) by choosing \( \Xi = |A - \lambda I| \).

Without loss of generality, we may assume that \( \Xi \) is a diagonal matrix

\[
\Xi = \text{diag}(\xi_1, \cdots, \xi_N),
\]

where \( \xi_i \in \mathbb{C} \) for all \( i = 1, \cdots, N \). For \( \lambda \) in some compact set \( K \subset \mathbb{C} \), there exists some constant \( C_K \) independent of \( N \) such that

\[
||\Sigma||, ||\Xi|| \leq C_K.
\]

Denote the empirical distribution of the singular values of \( \Xi \) by

\[
\mu_\Xi = \frac{1}{N} \sum_{i=1}^{N} \delta_{|\xi_i|},
\]

and assume that there is a \( \xi \in \mathcal{A} \) such that

\[
\mu_\Xi \to \mu_\xi.
\]
Throughout this paper, we always assume that $\mu_\sigma$ and $\mu_\xi$ are not a single point mass at zero.

A general approach for a non-Hermitian random matrix is to consider its Hermitian reduction. We consider Hermitian random matrices $H$ defined by

$$H = \begin{bmatrix} U & 0 \\ 0 & V \end{bmatrix} \begin{bmatrix} 0 & \Sigma \\ \Sigma^* & 0 \end{bmatrix} \begin{bmatrix} U^* & 0 \\ 0 & V^* \end{bmatrix} + \begin{bmatrix} 0 & \Xi \\ \Xi^* & 0 \end{bmatrix}.$$  \hfill (2.9)

The eigenvalues of the matrix $\begin{bmatrix} 0 & \Sigma \\ \Sigma^* & 0 \end{bmatrix}$ are exactly $\{|\sigma_i|, -|\sigma_i| : i = 1, \cdots, N\}$, where $|\sigma_i|$ are singular values of $\Sigma$. Similarly, the eigenvalues of the matrix $\begin{bmatrix} 0 & \Xi \\ \Xi^* & 0 \end{bmatrix}$ are exactly $\{\xi_i, -\xi_i : i = 1, \cdots, N\}$, where $\xi_i$ are singular values of $\Xi$.

By the asymptotic freeness result \[39, 45\], the random matrices $(U\Sigma V^* + \Xi)(U\Sigma V^* + \Xi)^*$ converges in $*$-moment to $(T + \xi)(T + \xi)^*$, where $T$ is an $R$-diagonal operator and $\xi$ is $*$-free from $T$. Hence, $\mu_{U\Sigma V^* + \Xi} \to \mu_{T + \xi}$ weakly. Let $u$ be a Haar unitary operator that is $*$-free from $\{T, \xi\}$, then $[T + u\xi]$ and $T + \xi$ have the same $*$-distribution. It is known that $u\xi$ is $R$-diagonal. Hence, $T + u\xi$ is a sum of two $R$-diagonal operators. By \[27\ Proposition 3.5\] (see also \[38\]), we have

$$\tilde{\mu}_{T + u\xi} = \tilde{\mu}_\sigma \boxplus \tilde{\mu}_\xi = \mu_{\sigma, \xi}.$$  

We conclude that the empirical eigenvalue distribution of $H$ converges weakly to $\mu_{\sigma, \xi}$. In \[3\], a qualitative version of this convergence was obtained. Given an interval $I \subset \mathbb{R}$ and $0 \leq a \leq b$, we denote

$$S_I(a, b) = \{z = x + i\eta : x \in I, a \leq \eta \leq b\}. \hfill (2.10)$$

Following \[3\], we use the following definition taken from \[18\].

**Definition 2.6** (Stochastic domination). Let $\mathcal{X} = \mathcal{X}^{(N)}$, $\mathcal{Y} = \mathcal{Y}^{(N)}$ be two sequence of nonnegative random variables. We say that $\mathcal{Y}$ stochastically dominates $\mathcal{X}$ if, for all (small) $\varepsilon > 0$ and (large) $D > 0$,

$$\mathbb{P}(\mathcal{X}^{(N)} > N^\varepsilon \mathcal{Y}^{(N)}) \leq N^{-D}, \hfill (2.11)$$

for sufficiently large $N \geq N_0(\varepsilon, D)$, and we write $\mathcal{X} \prec \mathcal{Y}$. When $\mathcal{X}^{(N)}$ and $\mathcal{Y}^{(N)}$ depend on a parameter $w \in W$. We say $\mathcal{X}(w) \prec \mathcal{Y}(w)$ uniformly in $w$ if $N_0(\varepsilon, D)$ can be chosen independent from $w$.

**Definition 2.7.** For two Borel probability measures $\nu_1, \nu_2$ on $\mathbb{R}$ and neither of $\nu_1, \nu_2$ is a point mass, denote by $f_{\nu_1 \boxplus \nu_2}$ the density function of $\nu_1 \boxplus \nu_2$. The bulk of $\nu_1 \boxplus \nu_2$ is defined as

$$\mathcal{B}_{\nu_1 \boxplus \nu_2} = \{x \in \mathbb{R} : 0 < f_{\nu_1 \boxplus \nu_2}(x) < \infty, \nu_1 \boxplus \nu_2\{\{x\}\} = 0\}. \hfill (2.12)$$

**Theorem 2.8.** Let $\mu_\sigma, \mu_\xi$ be two compactly supported probability measures on $[0, \infty)$ such that neither $\mu_\sigma$ nor $\mu_\xi$ is a single point mass and at least one of them is supported at more than two points. Fix some $L > 0$ and let $I$ be any compact subinterval of the bulk $\mathcal{B}_{\tilde{\mu}_\sigma \boxplus \tilde{\mu}_\xi}$. Then there exists a constant $b_0 > 0$ and $N_0 \in \mathbb{N}$, depending on $\mu_\sigma, \mu_\xi, I$ and the constant $C$ in \[2.8\], such that whenever

$$\sup_{N \geq N_0} \left(d_L(\mu_\Sigma, \mu_\sigma) + d_L(\mu_\Xi, \mu_\xi)\right) \leq 2b,$$

for some $b \leq b_0$, then

$$|G_H(z) - G_{\tilde{\mu}_\sigma \boxplus \tilde{\mu}_\xi}(z)| < \frac{1}{N\eta(1 + \eta)} \hfill (2.13)$$
holds uniformly on $S_I(0, N^L)$, for $N$ sufficiently large depending on $\mu_\sigma, \mu_\xi, I, L$ and the constant $C$ given in (2.8).

Moreover, there exists a constant $\eta_M \geq 1$, independent of $N$, such that (2.13) holds uniformly on $S_I(\eta_M, N^L)$, for any compact interval $I \subset \mathbb{R}$, for $N$ sufficiently large depending on $\mu_\sigma, \mu_\xi, I, L$ and the constant $C$ in (2.8).

2.4. Approximate subordination functions. Free additive convolution can be studied using the subordination functions. When we work with a sum of two random matrices that are asymptotically free, there is also a pair of approximate subordination functions [33]. To study the singular value distribution of the sum, we use the results in [8]. In the following, we introduce the approximate subordination functions in [8] and state a direct consequence of [8, Theorem 1.5].

Let $\Sigma$ and $\Xi$ be deterministic $N \times N$ matrices such that there is a constant $M$ independent of $N$ such that

$$\|\Sigma\|, \|\Xi\| \leq M. \quad (2.14)$$

Let $U$, $V$ be independent $N \times N$ Haar-distributed unitary matrices and $\tilde{\Sigma} = U \Sigma V^*$. Define

$$A = \begin{pmatrix} 0 & \Xi \\ \Xi^* & 0 \end{pmatrix}; \quad B = \begin{pmatrix} 0 & \tilde{\Sigma} \\ \tilde{\Sigma}^* & 0 \end{pmatrix}; \quad H = \begin{pmatrix} 0 & \Xi + \tilde{\Sigma}^* \\ (\Xi + \tilde{\Sigma})^* & 0 \end{pmatrix}. \quad (2.15)$$

Following [8, Eq.(67)], we define a complex-valued function $\omega_A$ by

$$\omega_A(z) = z + \frac{1}{\mathbb{E} G_H(z)} \left( \frac{1}{2N} \mathbb{E} \text{Tr} \left[ (z - H)^{-1} B \right] \right)$$

and similarly define $\omega_B$ by changing $B$ to $A$.

**Theorem 2.9.** For some functions $r_A(z)$ and $r_B(z)$ depending on $z \in \mathbb{C}^+$, we have

$$\mathbb{E} G_H(z) = \mathbb{E} G_A(\omega_A(z)) + r_A(z),$$

$$\mathbb{E} G_H(z) = \mathbb{E} G_B(\omega_B(z)) + r_B(z).$$

Write $\eta = \text{Im}(z)$. There exists a constant $C > 0$ that only depends on $M$ in (2.14) such that

1. if $N \eta^5 \geq C$, then $\text{Im} \omega_A(z), \text{Im} \omega_B(z) \geq \eta - \frac{C}{N \eta^7}$; and
2. if $N \eta^8 \geq C$, then $|r_A(z)|, |r_B(z)| \leq \frac{C}{N \eta^9}$.

**Proof.** Let $R_A$ and $R_B$ as in (24) and (25) in [8]. Let $r_A(z) = \frac{1}{2N} \text{Tr}[R_A(z)]$ and $r_B(z) = \frac{1}{2N} \text{Tr}[R_B(z)]$. Meanwhile, the function $S_B$ in [8, Eq.(67)] is related to $\omega_A$ by

$$\omega_A(z) = z + S_B(z)$$

and similarly $\omega_B(z) = z + S_A(z)$. The conclusion of the theorem follows directly from [8, Theorem 1.5]. \hfill \Box

We only need the values of the functions $\omega_A(z)$ and $\omega_B(z)$ for purely imaginary $z$.

**Lemma 2.10.** For any $\eta > 0$, $\omega_A(i\eta)$ and $\omega_B(i\eta)$ are purely imaginary.

**Proof.** Since $\omega_A$ is analytic, we only need to show that $\omega_A(i\eta)$ is purely imaginary for large enough $\eta$. That $\omega_A(i\eta)$ is also purely imaginary for all $\eta$ then follows from Schwarz reflection principle.
Write $H = \Xi + \tilde{\Sigma}$. Since $H$ has a symmetric distribution, $\mathbb{E}[G_H(i\eta)]$ is purely imaginary. By the formula (2.13) of $\omega_A$, it suffices to show that when $z = i\eta$ for all large enough $\eta$,

$$\frac{1}{2N} \mathbb{E} \text{Tr} \left[ (z - H)^{-1} B \right].$$

(2.16) is real.

We expand (2.16) into a power series

$$\sum_{n=0}^{\infty} \frac{1}{z^{n+1}} \mathbb{E} \frac{1}{2N} \text{Tr} \left[ \begin{pmatrix} 0 & H \\ H^* & 0 \end{pmatrix}^n \begin{pmatrix} 0 & \tilde{\Sigma} \\ \tilde{\Sigma}^* & 0 \end{pmatrix} \right].$$

(2.17)

It is straightforward to see (for example, by mathematical induction) that, if $n = 2m$,

$$\begin{pmatrix} 0 & H \\ H^* & 0 \end{pmatrix}^n = \begin{pmatrix} (HH^*)^m & 0 \\ 0 & (H^*H)^m \end{pmatrix}$$

and if $n = 2m + 1$,

$$\begin{pmatrix} 0 & H \\ H^* & 0 \end{pmatrix}^n = \begin{pmatrix} 0 & (HH^*H)^mH^* \\ (H^*H)^mH^* & 0 \end{pmatrix}.$$ 

Thus,

$$\frac{1}{2N} \text{Tr} \left[ \begin{pmatrix} 0 & H \\ H^* & 0 \end{pmatrix}^n \begin{pmatrix} 0 & \tilde{\Sigma} \\ \tilde{\Sigma}^* & 0 \end{pmatrix} \right] = \begin{cases} \text{Re} \text{tr}[(HH^*H)^mH\tilde{\Sigma}^*] & \text{if } n = 2m + 1 \\ 0 & \text{if } n = 2m \end{cases}.$$ 

This shows only the odd terms in (2.17) survive; in this case the $n$-th term is real if $z$ is purely imaginary. □

### 3. Least singular value estimate

To estimate the logarithmic potential of the random matrix

$$Y = USV^* + A,$$

we need to estimate the singular value of all the translates $Y - \lambda$, $\lambda \in \mathbb{C}$. The least singular values of $Y - \lambda$ have the same distribution as those of

$$U_1|A - \lambda|V_1 + U_2\Sigma V_2$$

where $U_1, V_1, U_2, V_2$ are independent Haar-distributed unitary matrices.

Since $|A - \lambda|$ is a nonnegative matrix, in this section, we estimate the least singular value of a random matrix of the form

$$U_1\Sigma_1 V_1 + U_2\Sigma_2 V_2$$

where $\Sigma_1$ and $\Sigma_2$ are deterministic nonnegative diagonal matrices and $U_1, V_1, U_2, V_2$ are independent Haar-distributed unitary matrices. Since we assume $A$ and $\Sigma$ satisfy Assumption [1][1] so we make the following assumption for $\Sigma_1$ and $\Sigma_2$.

**Assumption 3.1.** There exists $\alpha > 0$ such that if we denote

$$\gamma_1 = \# \{ i : (\Sigma_1)_{ii} \geq N^{-\alpha} \}, \quad \gamma_2 = \# \{ i : (\Sigma_2)_{ii} \geq N^{-\alpha} \},$$

then

$$\gamma_1 + \gamma_2 \geq N.$$ 

(3.1)

Given a matrix $L$, denote by $s_{\min}(L)$ be the least singular value of $L$. The following is the main theorem of this section. This theorem generalizes Theorem 1.1 in [40].
Theorem 3.2. Under the notation and assumptions in the preceding paragraphs, for some positive constants $c$ and $c'$ independent of $N$,
\[ P(s_{\min}(U_1 \Sigma_1 V_1 + U_2 \Sigma_2 V_2) \leq t) \leq t^c N^{c'}, \quad t > 0. \]
As a consequence, Theorem 1.6 holds.

Remark 3.3. Since $U_1, V_1, U_2, V_2$ are independent Haar-distributed unitary matrices, the distribution of $s_{\min}(U_1 \Sigma_1 V_1 + U_2 \Sigma_2 V_2)$ remains unchanged if we permute the diagonal entries of $\Sigma_1$ or $\Sigma_2$. By (3.1) in our assumptions, we may assume for every $j$, at least one of $(\Sigma_1)_{jj}$ or $(\Sigma_2)_{jj}$ is at least $N^{-\alpha}$.

We adapt the arguments in [40, Theorem 1.1] to prove Theorem 3.2. By the min-max theorem,
\[ s_{\min}(U_1 \Sigma_1 V_1 + U_2 \Sigma_2 V_2) = \inf_{\|x\|_2 = 1} \|(U_1 \Sigma_1 V_1 + U_2 \Sigma_2 V_2)x\|_2. \]
For each $x$ such that $\|x\|_2 = 1$, there exists at least one entry $x_j$ such that $|x_j| \geq 1/\sqrt{N}$. Let $S(1) = \{ x \in \mathbb{C}^N : |x_1| \geq 1/\sqrt{N} \}$. Then by symmetry,
\[ P(s_{\min}(U_1 \Sigma_1 V_1 + U_2 \Sigma_2 V_2) \leq t) \leq N P \left( \inf_{x \in S(1)} \|(U_1 \Sigma_1 V_1 + U_2 \Sigma_2 V_2)x\|_2 \leq t \right). \]
Thus, it suffices to bound $P \left( \inf_{x \in S(1)} \|(U_1 \Sigma_1 V_1 + U_2 \Sigma_2 V_2)x\|_2 \leq t \right)$. To this end, observe that
\[ s_{\min}(U_1 \Sigma_1 V_1 + U_2 \Sigma_2 V_2) = s_{\min}(U_1 \Sigma_1 V_1^* V_2 + U_2 \Sigma_2). \]
Without loss of generality, we assume $(\Sigma_2)_{11} \geq N^{-\alpha}$ because at least one of $(\Sigma_1)_{jj}$ or $(\Sigma_2)_{jj}$ is at least $N^{-\alpha}$ by Remark 3.3. For notational convenience, write $D = U_1 \Sigma_1 V_1^* V_2$, $\Sigma = \Sigma_2$, and $U = U_2$. For the rest of this section, we estimate
\[ s_{\min}(D + U \Sigma), \]
where $U$ is a Haar-distributed unitary random matrix.

Define the skew-Hermitian random matrix
\[ S = \begin{pmatrix} is & -Z^T \\ Z & 0 \end{pmatrix}, \]
where $s$ is a real-valued standard normal random variable and $Z$ is an $(n - 1)$-dimensional standard normal random vector. For any $\varepsilon > 0$, write the singular value decomposition $I + \varepsilon S = U_0 \Sigma V_0$. Define a random matrix $W \in U(N)$ by
\[ W = U_0 V_0. \]
We now recall the following lemma from [40, Lemma 3.1].

Lemma 3.4. With $S$ and $W$ defined as above,
\[ \|W - (I + \varepsilon S)\| \leq 2\varepsilon^2 \|S^2\| \]
whenever $\varepsilon^2 \|S^2\| \leq 1/4$.

Suppose that
1. $V$ is a Haar unitary random matrix on $U(N)$;
2. $W$ is as in (3.3);
3. $R = \text{diag}(r, 1, \ldots, 1)$ where $r$ is uniformly distributed on the unit circle.
4. $V$, $W$ and $R$ are independent.
Then $V^{-1} R^{-1} W$ is Haar-distributed on $U(N)$ and we set $U = V^{-1} R^{-1} W$. Since $\|\Sigma\| \leq M$, as a consequence of Lemma 3.4, we have
\begin{align*}
\|(D + U\Sigma)x\|_2 &= \|(RV D + (I + \varepsilon S)\Sigma)x + (W - (I + \varepsilon S))\Sigma x\|_2 \\
&\geq \|(RV D + (I + \varepsilon S)\Sigma)x\|_2 - 2M\varepsilon^2 \|S\|
\end{align*}
whenever $\varepsilon^2 \|S\| \leq 1/4$.

Lemma 3.5. Write $\Lambda = RV D + (I + \varepsilon S)\Sigma$. Choose $\varepsilon \in (0, 1)$, $K_0 > 1$ and $\mu \in (0, 1)$ such that
\[ \varepsilon^2 K_0^2 N \leq 1/4, \quad \mu \geq 2M\varepsilon K_0^2 N. \]

Then for some constant $c$,
\[ \mathbb{P}\left( \inf_{x \in \mathbb{S}(1)} \|(D + U\Sigma)x\|_2 \leq \mu\varepsilon \right) \leq \mathbb{P}\left( \left\{ \inf_{x \in \mathbb{S}(1)} \|Ax\|_2 \leq 2\mu\varepsilon \right\} \cap \mathcal{E}_S \right) + 2e^{-cK_0^2 N} \]
where $\mathcal{E}_S$ denotes the event $\{\|S\| \leq K_0\sqrt{N}\}$.

Proof. This follows from a similar computation as in Section 3.1.3 of [10]. Note that the term $2e^{-cK_0^2 N}$ comes from $\mathbb{P}(\mathcal{E}_S^c) \leq 2e^{-cK_0^2 N}$. $\square$

We use the subscript $(1, 1)$ of a matrix to mean the submatrix obtained by deleting the first row and the first column of the matrix. Recall that $R = \text{diag}(r, 1, \ldots, 1)$ and we use the notation
\[ \Sigma = \begin{pmatrix} \Sigma_{11} & 0 \\ 0 & \Sigma_{(1,1)} \end{pmatrix}; \quad VD = \begin{pmatrix} (VD)_{11} & (VD)_{1,1}^T \\ u & (VD)_{(1,1)} \end{pmatrix}; \quad S = \begin{pmatrix} is & -Z^T \\ Z & 0 \end{pmatrix}. \]
We assume $\Sigma_{(1,1)} \neq 0$, because we assume $\mu_{\Sigma_N}$ converges to a probability measure different from $\delta_0$. With these notation, we have
\[ \Lambda = RV D + (I + \varepsilon S)\Sigma = \begin{pmatrix} r(VD)_{11} + \Sigma_{11}(1 + i\varepsilon s) & (rv - \varepsilon \Sigma_{(1,1)}Z)^T \\ u + \varepsilon \Sigma_{11}Z & (VD + \Sigma)_{(1,1)} \end{pmatrix}, \quad (3.4) \]
In the following lemma, we prove that $(VD + \Sigma)_{(1,1)}$ is invertible almost surely.

Lemma 3.6. The submatrix $(VD + \Sigma)_{(1,1)}$ is invertible almost surely.

Proof. While in this section we have mostly dealt with the randomness of $U$ but not $D$, in this proof, it is helpful to recall $D = U_1 \Sigma_1 V_1 V_2^*$ is a random matrix. Since we write $\Sigma_1$ in this proof, we write $\Sigma$ in place of $\Sigma_2$.

We view the statement of the lemma as to show that the function defined by
\[ \Phi(V, U_1, V_1, V_2) \mapsto (VU_1 \Sigma_1 V_1 V_2^* + \Sigma_2)_{(1,1)} \]
is invertible almost everywhere with respect to the product of the Haar measures on the unitary group $U(N)$. This product measure is the Haar measure on $U(N)^4$.

Recall Remark 3.3 that we can without loss of generality assume for every $j$, at least one of $(\Sigma_1)_{jj}$ or $(\Sigma_2)_{jj}$ is at least $N^{-\alpha}$; in particular, at least one of $(\Sigma_1)_{jj}$ or $(\Sigma_2)_{jj}$ is positive. Then $\Phi(I, I, I, I)$ is invertible. This shows that the set $\{(V, U_1, V_1, V_2) : \Phi(V, U_1, V_1, V_2) \text{ is not invertible}\}$ is the solution of a non-zero polynomial, namely the determinant of $\Phi(V, U_1, V_1, V_2)$, on $U(N)^4$.

Since the zeros of a polynomial on $\mathbb{C}^m$ form a Lebesgue-measure-zero set for any $m > 0$, by that the Haar measure on a local chart is absolutely continuous with respect to the
Lebesgue measure on the chart, we can see that \( \Phi(V, U_1, V_1, V_2) \) is invertible for Haar-almost every \((V, U_1, V_1, V_2)\) in a local chart around \((I, I, I, I)\); in particular, there exists an open set containing \((I, I, I, I)\) such that \( \Phi(V, U_1, V_1, V_2) \) is invertible for Haar-almost every \((V, U_1, V_1, V_2)\) in the open set. We claim that if \( O \) is an open set containing \((I, I, I, I)\) such that \( \Phi(V, U_1, V_1, V_2) \) is invertible for Haar-almost every \((V, U_1, V_1, V_2)\) in \( O \), then either \( O = U(N)^4 \) or there exists another open set \( O_1 \) such that \( O \) is a proper subset of \( O_1 \) and \( \Phi(V, U_1, V_1, V_2) \) is invertible for Haar-almost every \((V, U_1, V_1, V_2)\) in \( O_1 \). Suppose \( O \) is not \( U(N)^4 \). Since \( U(N)^4 \) is connected, there exists a point \( W \in U(N)^4 \) such that \( W \in \partial O \). By a similar argument as above, there exists a chart \( O' \) containing \( W \) such that \( \Phi \) is invertible Haar-almost everywhere in \( O' \). Thus \( O \) is a proper subset of the open set \( O_1 = O \cup O' \) in which \( \Phi \) is invertible Haar-almost everywhere.

We are now already to conclude the lemma. Consider \( \mathcal{F} \) to be the family of open sets containing \( W^* \) such that \( \Phi \) is invertible Haar-almost everywhere. The lemma will be established if we show \( U(N)^4 \in \mathcal{F} \). Let

\[
\tilde{O} = \bigcup_{O \in \mathcal{F}} O.
\]

Then \( \tilde{O} \) is a maximal element in \( \mathcal{F} \). Since \( \tilde{O} \) is maximal, by the claim proved in the previous paragraph, we must have \( \tilde{O} = U(N) \), completing the proof of the lemma. \( \square \)

By Lemma 3.5, it suffices to estimate

\[
\mathbb{P}\left( \inf_{x \in S(1)} \|Ax\|_2 \leq 2\mu \right).
\]

To estimate \( \inf_{x \in S(1)} \|Ax\|_2 \), write \( \Lambda_1, \ldots, \Lambda_n \) be the columns of \( \Lambda \). Let \( h \in \mathbb{C}^N \) be a unit vector such that

\[
h^T \Lambda_j = 0
\]

for all \( j = 2, \ldots, N \). Then by Cauchy–Schwarz inequality, for all \( x \in S(1) \),

\[
\|Ax\|_2 \geq \left| h^T \sum_{j=1}^N x_j \Lambda_j \right| \geq \frac{1}{\sqrt{N}} |h^T \Lambda_1|.
\]

The following lemma follows from a direct application of Lemma 3.2 of [40]. We will then estimate \( |h^T \Lambda_1| \) case-by-case.

**Lemma 3.7.** Suppose that \((VD + \Sigma)_{(1,1)}\) is invertible and write \( L = ((VD + \Sigma)_{(1,1)})^{-T} \). We can compute \( |h^T \Lambda_1| \) as

\[
|\sqrt{1 + \|rLv - \varepsilon L\Sigma_{(1,1)}\|^2_2} |.
\]

3.1. **First case:** under \( \varepsilon_{\text{denom}} = \{\|rLv - \varepsilon L\Sigma_{(1,1)}\|^2_2 \leq K\} \). Let \( K \geq 1 \) be to be chosen later. The event

\[
\varepsilon_{\text{denom}} = \{\|rLv - \varepsilon L\Sigma_{(1,1)}\|^2_2 \leq K\}
\]

is independent of \( s \) (recall that \( s \) is real standard normal). We then have the following estimate of the probability of the event \( \varepsilon_{\text{denom}} \); in Section 3.2.3 we will analyze \( \varepsilon_{\text{denom}}^c \) by dividing into several cases.
Lemma 3.9. The event $E$ is likely; more precisely, we have
\[ \mathbb{P} \left\{ \inf_{x \in \mathbb{S}(1)} \| \Lambda x \|_2 \leq \frac{\lambda \varepsilon}{K \sqrt{N}} \text{ and } \mathcal{E}_{\text{denom}} \right\} \leq C_1 N^\alpha \lambda, \quad \lambda > 0 \]
for some constant $C_1 > 0$.

Proof. By conditioning on $r$ and $Z$ which satisfy $\mathcal{E}_{\text{denom}}$, $|h^T \Lambda_1|$ in Lemma 3.7, the following inequality
\[ |h^T \Lambda_1| = \frac{|a + ib + i\varepsilon \sum_{11} |}{1 + K^2} \geq \frac{|a + i(b + \varepsilon \sum_{11})|}{2K} \geq \frac{|b + \varepsilon \sum_{11}|}{2K}, \]
for some real numbers $a$ and $b$ independent of $s$. Recall that we assume $\sum_{11} \geq N^{-\alpha}$. Therefore, by denoting $P_s$ the probability of conditioning on all random variables but $s$, we have, for all $\lambda > 0$,
\[ \mathbb{P}_s \left\{ |h^T \Lambda_1| \leq \frac{\lambda \varepsilon}{K} \right\} \leq \mathbb{P}_s \left\{ \frac{|b + \varepsilon \sum_{11}|}{2K} \leq \frac{\lambda \varepsilon}{K} \right\} = \mathbb{P}_s \left\{ \frac{|b + \varepsilon |}{\varepsilon + \sum_{11}} \leq 2\lambda \right\} \leq C_1 N^\alpha \lambda \]
where the last inequality comes from the density of $\sum_{11}$ is at most $1/\sqrt{2\pi \sum_{11}^2} \leq N^\alpha/\sqrt{2\pi}$. By (3.5), we have the estimate for the unconditional probability
\[ \mathbb{P} \left\{ \inf_{x \in \mathbb{S}(1)} \| \Lambda x \|_2 \leq \frac{\lambda \varepsilon}{K \sqrt{N}} \text{ and } \mathcal{E}_{\text{denom}} \right\} \leq \mathbb{P} \left\{ |h^T \Lambda_1| \leq \frac{\lambda \varepsilon}{K} \text{ and } \mathcal{E}_{\text{denom}} \right\} \leq C_1 N^\alpha \lambda, \]
as desired. \hfill \square

3.2. Dividing $\mathcal{E}_{\text{denom}}$ into cases.

3.2.1. Two likely events $\mathcal{E}_{L \Sigma(1,1)Z}$ and $\mathcal{E}_{\text{num}}$. Before we analyze $\mathcal{E}_{\text{denom}}$, we introduce two likely events. If $\mathcal{E}_{\text{denom}}$ does not occur, then we must have
\[ \sqrt{1 + K^2} < \sqrt{1 + \|rL_\nu - \varepsilon L_{\Sigma(1,1)}Z\|_2^2} \leq 2\|L_\nu\|_2 + \varepsilon \|L_{\Sigma(1,1)}Z\|_2. \]
Note that $\mathbb{E} \|L_{\Sigma(1,1)}Z\|_2^2 = \|L_{\Sigma(1,1)}\|_{\text{HS}}^2$; thus, we consider the event
\[ \mathcal{E}_{L \Sigma(1,1)Z} = \{ \|L_{\Sigma(1,1)}Z\|_2 \leq K_1 \|L_{\Sigma(1,1)}\|_{\text{HS}} \}. \]
where $K_1 \geq 1$ will be chosen. The other independent event that we consider is
\[ \mathcal{E}_{\text{num}} = \{ Q \geq \lambda_1 |(VD)_{11}^T - u^T L_\nu - \varepsilon \Sigma_{11} (L_\nu)^T Z| \}\]
where $Q$ is the numerator of the expression of $|h^T \Lambda_1|$ in Lemma 3.7.

Lemma 3.9. The event $\mathcal{E}_{L \Sigma(1,1)Z}$ is likely; more precisely, we have
\[ \mathbb{P}(\mathcal{E}_{L \Sigma(1,1)Z}) \geq 1 - \exp(-cK_1^2). \]

Proof. The function $f(Z) = \|L_{\Sigma(1,1)}Z\|_2$ defined on $\mathbb{R}^{N-1}$ has Lipschitz norm bounded by $\|L_{\Sigma(1,1)}\|$. We then have the concentration inequality
\[ \mathbb{P}(\mathcal{E}_{L \Sigma(1,1)Z}) \geq 1 - \exp \left( - \frac{cK_1^2 \|L_{\Sigma(1,1)}\|_{\text{HS}}^2}{\|L_{\Sigma(1,1)}\|^2_2} \right) \geq 1 - \exp(-cK_1^2). \]
The lemma is established. \hfill \square
Lemma 3.10. There exists a constant $C_1 > 0$ such that
\[ \mathbb{P}(\mathcal{E}_{\text{num}}) \geq 1 - C_1\lambda_1, \quad \lambda_1 \in (0, 1). \]

By choosing a larger constant if necessary, we assume this $C_1$ is the same as the one in Proposition 3.8.

Proof. Recall that $r$ is uniformly distributed in the unit circle. Given any $a, b \in \mathbb{C}$ and $\lambda_1 \in (0, 1)$, $\mathbb{P}(|ar + b| < \lambda_1|a|)$ is maximized precisely when either $a = 0$ or $|b/a| = 1$, where the latter means that the circle $\{ae^{i\theta} + b : \theta \in (-\pi, \pi)\}$ passes through the origin. Thus we have
\[ \mathbb{P}(|ar + b| \geq \lambda_1|a|) \geq 1 - C_1\lambda_1, \quad \lambda_1 \in (0, 1) \]
for some constant $C_1 > 0$ independent of $a$ and $b$. The lemma is proved, because, by conditioning on all random variables except $r$, the event $\mathcal{E}_{\text{num}}$ is of the form $\{|ar + b| \geq \lambda_1|a|\}$. \qed

3.2.2. The event $\mathcal{E}_L = \{\|L\|_{\text{HS}} \leq K/2\varepsilon MK_1\}$. Recall that $\Sigma$ is a diagonal matrix and $\|\Sigma\| \leq M$; as a consequence, $\|\Sigma(1,1)\| \leq M$. On the event $\mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{LS(1,1)Z}$, we have
\[
\sqrt{1 + \|rLv - \varepsilon L\Sigma(1,1)Z\|^2_2} \leq 2\|Lv\|_2 + \varepsilon K_1\|\Sigma(1,1)\|\|L\|_{\text{HS}} \\
\leq 2\|Lv\|_2 + \varepsilon K_1 M\|L\|_{\text{HS}}.
\]

We look at the event
\[ \mathcal{E}_L = \left\{ \|L\|_{\text{HS}} \leq \frac{K}{2\varepsilon MK_1} \right\}. \]

Then on the event $\mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{LS(1,1)Z} \cap \mathcal{E}_L$,
\[ K \leq \sqrt{1 + \|rLv - \varepsilon L\Sigma(1,1)Z\|^2_2} \leq 2\|Lv\|_2 + \frac{K}{2}, \]
which shows
\[ \sqrt{1 + \|rLv - \varepsilon L\Sigma(1,1)Z\|^2_2} \leq 4\|Lv\|_2. \quad (3.6) \]

This inequality will be useful to give a lower bound for $|h^T\Lambda_1|$ in the event $\mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{LS(1,1)Z} \cap \mathcal{E}_L$.

3.2.3. Estimating $\mathcal{E}_{\text{denom}}^c$ case-by-case. On the event $\mathcal{E}_{\text{denom}}^c$, we divide into cases:

1. $\mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{LS(1,1)Z}$
2. $\mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{LS(1,1)Z} \cap \mathcal{E}_L \cap \mathcal{E}_{\text{num}}$
3. $\mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{LS(1,1)Z} \cap \mathcal{E}_L \cap \mathcal{E}_{\text{num}}$
4. $\mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{LS(1,1)Z} \cap \mathcal{E}_{\text{num}}$

The first two events have small probabilities by Lemmas 3.9 and 3.10. We will analyze the last two events in this subsection.

We first look at the event $\mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{LS(1,1)Z} \cap \mathcal{E}_L \cap \mathcal{E}_{\text{num}}$. Recall that the event $\mathcal{E}_{\text{num}}$ depends on the parameter $\lambda_1$.

Proposition 3.11. Given any $\lambda_1 \in (0, 1),
\[ \mathbb{P}(h^T\Lambda_1 \leq \lambda\lambda_1\varepsilon \text{ and } \mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{LS(1,1)Z} \cap \mathcal{E}_L \cap \mathcal{E}_{\text{num}}) \leq C_1 N^\alpha \lambda, \quad \lambda > 0. \]
Therefore, we also have
\[ \mathbb{P}\left( \inf_{x \in \mathbb{S}(1)} \|Ax\|_2 \leq \frac{\lambda_1 \varepsilon}{\sqrt{N}} \text{ and } \mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{\Sigma_{(1,1)}Z \cap \mathcal{E}_{L} \cap \mathcal{E}_{\text{num}}} \right) \leq C_1 N^\alpha \lambda, \quad \lambda > 0. \]

We postpone the proof of Proposition 3.11. By combining the probability estimates under the first three events listed in the beginning of this subsection: \( \mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{\Sigma_{(1,1)}Z \cap \mathcal{E}_{L} \cap \mathcal{E}_{\text{num}}} \), \( \mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{\Sigma_{(1,1)}Z \cap \mathcal{E}_{L} \cap \mathcal{E}_{\text{num}}} \), and \( \mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{\Sigma_{(1,1)}Z \cap \mathcal{E}_{L} \cap \mathcal{E}_{\text{num}}} \), we get the following estimate under the event \( \mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{L} \).

**Corollary 3.12.** For all \( \lambda, \lambda_1 \in (0, 1) \),
\[ \mathbb{P}\left( \inf_{x \in \mathbb{S}(1)} \|Ax\|_2 \leq \frac{\lambda_1 \varepsilon}{\sqrt{N}} \text{ and } \mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{L} \right) \leq C_1 (\lambda_1 + N^\alpha \lambda) + \exp(-cK^2). \]

**Proof.** Applying Lemma 3.10 and Proposition 3.11 gives us the estimate
\[ \mathbb{P}\left( \inf_{x \in \mathbb{S}(1)} \|Ax\|_2 \leq \frac{\lambda_1 \varepsilon}{\sqrt{N}} \text{ and } \mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{\Sigma_{(1,1)}Z \cap \mathcal{E}_{L}} \right) \leq C_1 (\lambda_1 + N^\alpha \lambda). \]

We further apply Lemma 3.9 to conclude the corollary.

**Proof of Proposition 3.11.** By writing \( d = \lambda_1 \frac{(VD)_{11} - u^T L v}{4\|L v\|_2} \) and \( w = -\frac{L v}{\|L v\|_2} \), on \( \mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{\Sigma_{(1,1)}Z \cap \mathcal{E}_{L} \cap \mathcal{E}_{\text{num}}} \), we have
\[ |h^T \Lambda_1| \geq \frac{\lambda_1 |(VD)_{11} - u^T L v - \varepsilon \Sigma_{11} (Lv)^T Z|}{4\|L v\|_2} = \left| d + \frac{\lambda_1 \varepsilon \Sigma_{11}}{4} w^T Z \right| \]
where the estimate of the numerator comes from the definition of \( \mathcal{E}_{\text{num}} \) and that of the denominator comes from (3.6).

We now condition on all random variables except \( Z \). Since \( w \) is a unit vector independent of \( Z \), \( w^T Z = oX \) in conditional distribution for some \( \alpha \in \mathbb{T} \) and standard real normal random variable \( X \). Since \( N^{-\alpha} \leq \Sigma_{11} \leq \|\Sigma\| \leq M \) and the density of \( X \) is bounded above by \( 1/\sqrt{2\pi} \), we have
\[ \mathbb{P}_Z \left( \left| d + \frac{\lambda_1 \varepsilon \Sigma_{11}}{4} w^T Z \right| \leq \lambda_1 \varepsilon \right) \leq C_1 N^\alpha \lambda, \quad \lambda > 0. \]

By choosing a larger constant, we assume this \( C_1 \) is the same as the one in Lemma 3.10.

Finally we compute an estimate for the event \( \mathcal{E}_{\text{denom}}^c \cap \mathcal{E}_{\Sigma_{(1,1)}Z \cap \mathcal{E}_{L}} \). In fact, we compute an estimate for the (larger) event \( \mathcal{E}_{L}^c \).

**Proposition 3.13.**
\[ \mathbb{P}\left( \inf_{x \in \mathbb{S}(1)} \|Ax\|_2 \leq \varepsilon \lambda \sqrt{N} - \frac{2\varepsilon MK_1 \sqrt{N}}{K} \text{ and } \mathcal{E}_{L}^c \right) \leq C_1 N^\alpha \lambda \]

By choosing a larger constant, we assume this \( C_1 \) is the same as the one in Corollary 3.12.

**Proof.** For notational convenience, write \( B = (VD + \Sigma)_{(1,1)} \), so that \( B^{-T} = L \). On \( \mathcal{E}_{L}^c \), we have
\[ \|B^{-1}\| = \|L\| \geq \frac{1}{\sqrt{N}} \|L\|_{HS} \geq \frac{K}{2\varepsilon MK_1 \sqrt{N}}. \]
Choose $w_1 \in \mathbb{C}^{n-1}$ with $\|w_1\|_2 = 1$ such that $\left\| \frac{B^{-1}}{\|B^{-1}\|} w_1 \right\| = 1$. Then $\tilde{w} = \frac{B^{-1}}{\|B^{-1}\|} w_1$ is a unit vector and

$$\|B\tilde{w}\| = \frac{1}{\|B^{-1}\|} \leq \frac{2\varepsilon MK_1 \sqrt{N}}{K}.$$ 

Note that $\tilde{w}$ is chosen using only $B$ and thus independent of the random vector $Z$.

Let $x \in S(1)$ be of the form

$$x = \begin{pmatrix} x_1 \\ \bar{x} \end{pmatrix}$$

where, by the definition of $S(1)$, $|x_1| \geq \frac{1}{\sqrt{N}}$. Let $w \in \mathbb{C}^{n-1}$ be

$$w = \begin{pmatrix} 0 \\ \tilde{w} \end{pmatrix}.$$ 

It follows from (3.4) that

$$\|\Lambda x\|_2 \geq |w^T \Lambda x| \geq \|w^T \Lambda \bar{x}\| = \|w^T \bar{x}\| - \|B\tilde{w}\|_2 \geq \frac{1}{\sqrt{N}} |\tilde{w}^T u + \varepsilon \Sigma_{11} \tilde{w}^T Z| - \frac{2\varepsilon MK_1 \sqrt{N}}{K}.$$ 

Now, $\tilde{w}^T u$ is independent of $Z$, and $\tilde{w}^T Z = \alpha X$ in distribution where $\alpha \in \mathbb{C}$, $|\alpha| = 1$, and $X$ is a standard real normal random variable. Since $N^{-\alpha} \leq \Sigma_{11} \leq \|\Sigma\| \leq M$, when we condition on all random variables except $Z$,

$$\mathbb{P}(\|\tilde{w}^T u + \varepsilon \Sigma_{11} \tilde{w}^T Z\| \leq \varepsilon \lambda) \leq C_1 N^\alpha \lambda, \quad \lambda > 0.$$ 

Therefore, we have the following estimate for the unconditional probability

$$\mathbb{P}\left( \inf_{x \in S(1)} \|\Lambda x\|_2 \leq \frac{\varepsilon \lambda}{\sqrt{N}} - \frac{2\varepsilon MK_1 \sqrt{N}}{K} \text{ and } \varepsilon_L \right) \leq C_1 N^\alpha \lambda, \quad \lambda > 0.$$ 

This completes the proof of the proposition. \hfill \Box

3.3. **Proof of Theorem 3.2.**

Proof of Theorem 3.2. We need to choose $\mu$ such that $\mu$ satisfies the condition in Lemma 3.5.

Set

$$\mu = \frac{1}{2} \min \left( \frac{\lambda}{K \sqrt{N}}, \frac{\lambda \lambda_1}{\sqrt{N}}, \frac{\lambda}{K \sqrt{N}} - \frac{2MK_1 \sqrt{N}}{K} \right).$$ 

We have, by Proposition 3.8, Corollary 3.12 and Proposition 3.13

$$\mathbb{P}\left( \inf_{x \in S(1)} \|\Lambda x\|_2 \leq 2\mu \varepsilon \right) \leq C_1 N^\alpha \lambda + C_1 (\lambda_1 + N^\alpha \lambda) + \exp(-cK_1^2) + C_1 N^\alpha \lambda.$$ 

By Lemma 3.5

$$\mathbb{P}\left( \inf_{x \in S(1)} \|(D + U \Sigma)x\|_2 \leq \mu \varepsilon \right) \leq 3C_1 N^\alpha \lambda + C_1 \lambda_1 + \exp(-cK_1^2) + 2\exp(-cK_0^2 N).$$ 

Therefore,

$$\mathbb{P}(s_{\min}(D + U \Sigma) \leq \mu \varepsilon) \leq N[3C_1 N^\alpha \lambda + C_1 \lambda_1 + \exp(-cK_1^2) + 2\exp(-cK_0^2 N)].$$
We proceed to choose the parameters. Let $\varepsilon > 0$ be a constant to be chosen later. Choose $\lambda = \lambda_1 = \varepsilon^{0.1} K_0 = \frac{\log(1/\varepsilon)}{\sqrt{M}}, K_1 = \frac{\log(1/\varepsilon)}{M}, K = \frac{4\log(1/\varepsilon) N}{\varepsilon^{0.1}}$.

Then

$$\mu = \frac{1}{2} \frac{\varepsilon^{0.1}}{\sqrt{N}} \min \left( \frac{\varepsilon^{0.1}}{4 N \log(1/\varepsilon)}, \frac{1}{2} \right).$$

If $\varepsilon = \delta/N^4$ for a sufficiently small positive constant $\delta$, then

$$\mu = \frac{1}{2} \frac{\delta^{0.2}}{4 N^{3/2} \log(N^4/\delta)} \geq \frac{2\delta}{N^3} \log^2 \left( \frac{N^4}{\delta} \right) = 2M \varepsilon K_0^2 N$$

and

$$\varepsilon^2 K_0^2 N \leq \frac{1}{4},$$

so that the conditions in Lemma 3.5 are satisfied.

With the choices of parameters in the preceding paragraph, we have

$$\mathbb{P} \left( s_{\min}(D + U\Sigma) \leq \frac{1}{2} \frac{\delta^{1.2}}{4 N^{11/2} \log(N^4/\delta)} \right)$$

$$\leq N \left[ 3C_1 \frac{N^a \delta^{0.1}}{N^{0.4}} + C_1 \frac{\delta^{0.1}}{N^{0.4}} + \exp \left( -\frac{c}{M^2} \log^2 (N^4/\delta) \right) + 2 \exp \left( -\frac{c}{M} \log^2 (N^4/\delta) N \right) \right].$$

Since this is true for all sufficiently small $\delta$, the above estimate establishes Theorem 3.2. $\square$

4. The deformed local single ring theorem

4.1. Convergence of Cauchy transforms in the bulk. Consider the random matrix model $Y$ as in (1.2) and operator $y$ in (1.3). To study the Cauchy transform of $Y$, we apply the random matrix model $X$ in (2.7) with $\Xi = |A - \lambda|$. In this section, we try to understand the rate of the convergence of the Cauchy transform of $Y$. For any $\lambda$, we write (following the Girko’s trick)

$$H^\lambda = \begin{pmatrix} 0 & Y - \lambda \\ Y^* - \overline{\lambda} & 0 \end{pmatrix}. \quad (4.1)$$

The eigenvalues of $H^\lambda$ are exactly $\{z^\lambda_i, -z^\lambda_i, i = 1, \ldots, N\}$, where $z^\lambda_i$ are singular values of $Y - \lambda$. Denote by $G^\lambda$ the Cauchy transform of $H^\lambda$. Then,

$$G^\lambda(z) = \frac{1}{2N} \left( \frac{1}{z - z^\lambda_i} + \frac{1}{z + z^\lambda_i} \right).$$

We denote

$$G_{\Sigma, |A - \lambda|} = G_{\mu_{\Sigma, |A - \lambda|}} \quad (4.2)$$

where $\mu_{\Sigma, |A - \lambda|}$ is the free convolution of $\mu_\Sigma$ and $\mu_{|A - \lambda|}$, consistent to the notation (2.2).

**Theorem 4.1.** For any $L_0 > 0$, there exists $N_0$ depending on $\varepsilon, T, a$ and $M$, the estimate

$$\sup_{\lambda \in D^{(\varepsilon)}(T,a)} |G^\lambda(i\eta) - G_{\Sigma, |A - \lambda|}(i\eta)| \leq \frac{1}{N\eta}, \quad (4.3)$$

holds uniformly in $\eta > N^{-L_0}$ for all $N \geq N_0$. 
Proof. For any \( \lambda \in \mathbb{C} \), let
\[
A - \lambda = U_1^* \Xi^\lambda V_1
\]
be the singular value decomposition of \( A - \lambda \), where \( U_1, V_1 \) are unitary matrices and \( \Xi^\lambda = \text{diag}(\xi_1^\lambda, \cdots, \xi_N^\lambda) \) is a diagonal matrix consisting of the singular values \( \xi_j^\lambda \) of \( A - \lambda \) on the diagonal. Then, the singular values of \( U \Sigma \Sigma^* + A - \lambda \) has the same singular values as \( U_1 U \Sigma \Sigma^* V_1 + \Xi^\lambda \). Then \( U_1 U \) and \( V_1 V \) are again two independent Haar random unitary matrices. Hence, \( U \Sigma \Sigma^* + A - \lambda \) has the same singular values as \( U \Sigma \Sigma^* + \Xi^\lambda \). Moreover, since the matrices \( A_N - \lambda \) converge in \( * \)-moments to \( a - \lambda \), it follows that
\[
\mu_{|A_N - \lambda|} \rightarrow \mu_{|a - \lambda|}
\]
weakly. Recall that our random matrix model assumes \( \mu_{\Sigma} \rightarrow \mu_\sigma \) weakly.

If \( |z| \gg 1 \), we note that for a symmetric probability measure \( \mu \) on \( \mathbb{R} \), we can expand
\[
G_\mu(z) = \int_{\mathbb{R}} \frac{1}{z - u} \, d\mu(u) = \sum_{k=0}^{\infty} \frac{m_{2k}(\mu)}{z^{2k+1}},
\]
where \( m_n(\mu) = \int_{\mathbb{R}} u^n \, d\mu(u) \) is the \( n \)-th moment of \( \mu \). Consequently, for any \( \lambda \in D^{(e)}(T, a) \), we have
\[
G^\lambda(i\eta) = \frac{1}{i\eta} + O\left( \frac{1}{\eta^3} \right), \quad G_{\Sigma,|A-\lambda|}(i\eta) = \frac{1}{i\eta} + O\left( \frac{1}{\eta^3} \right)
\]
provided that \( \eta > N^L \) and \( L \geq L_0 \) is sufficiently large. The above approximation is uniform for all \( \lambda \in D^{(e)}(T, a) \). Hence, (4.3) holds uniformly in \( \lambda \) for \( \eta > N^L \). In the rest of the proof, we show that (4.3) also holds uniformly in \( \lambda \) for \( N^{-L_0} \leq \eta \leq N^L \).

Recall that we write \( \mu_1 = \tilde{\mu}_{|a-\lambda|} \) and \( \mu_2 = \tilde{\mu}_{|T|} = \tilde{\mu}_\sigma \). There are subordination functions in the sense of (2.1) such that \( \omega_1(\lambda, z) + \omega_2(\lambda, z) = F_{\mu_1 \oplus \mu_2}(z) + z \). Hence, for \( \lambda \in D^{(e)}(T, a) \),
\[
f_{\mu_1 \oplus \mu_2}(0) = -\frac{1}{\pi} \lim_{\eta \to 0} \Im G_{\mu_1 \oplus \mu_2}(i\eta) \in \left( \frac{\varepsilon}{2\pi}, \frac{1}{2\pi\varepsilon} \right).
\]
Hence by definition of \( \Omega \) (see also Theorem 2.3), \( 0 \in \mathcal{B}_{\mu_1 \oplus \mu_2} \). By applying Theorem 2.8 for the choice \( J = \{0\} \), (4.3) holds uniformly for \( 0 \leq \eta \leq N^L \) for \( \lambda \in D^{(e)}(T, a) \) fixed.

Fix some large \( L \) so that (4.4) holds for any \( \lambda \in D^{(e)}(T, a) \). We next adapt the approach in the proof of [2] Theorem 2.5 for \( 0 \leq \eta \leq N^L \). By the definition of stochastic domination and (4.3) for any \( \lambda \in D^{(e)}(T, a) \) fixed, the number of elements in the lattice \( D^{(e)}(T, a) \cap \{N^{-L_1} + iN^{-L_1} \} \) is of order \( N^{2L_1} \), hence we have
\[
\max_{\lambda \in D^{(e)}(T, a) \cap N^{-L_1} \{Z \times i\mathbb{Z} \}} |G^\lambda(i\eta) - G_{\Sigma,|A-\lambda|}(i\eta)| < \frac{1}{N\eta}.
\]
That is, the inequality (4.3) holds for \( \lambda \) at the lattice points in \( D^{(e)}(T, a) \), where the coordinates of these points are multiple of \( N^{-L_1} \).

It remains to prove some Lipschitz type inequality with respect to the parameter \( \lambda \). Let \( L_1 \) be a large positive number such that \( L_1 \geq 2L \). We claim that, for \( \lambda_1, \lambda_2 \in D^{(e)}(T, a) \) with \( |\lambda_1 - \lambda_2| \leq N^{-L_1} \), we have
\[
|G^{\lambda_1}(i\eta) - G^{\lambda_2}(i\eta)| < \frac{1}{N\eta} \quad (4.5)
\]
and
\[
|G_{\Sigma,|A-\lambda_1|}(i\eta) - G_{\Sigma,|A-\lambda_2|}(i\eta)| < \frac{1}{N\eta} \quad (4.6)
\]
uniformly in \( N^{-L} \leq N^{-L_0} \leq \eta \leq N^L \). Recall the definition of the random matrix \( H^\lambda \) (4.1). By the resolvent identity, if \( \eta \geq N^{-L} \), we have
\[
|G^{\lambda_1}(i\eta) - G^{\lambda_2}(i\eta)| = \left| \frac{1}{2N} \text{Tr}(i\eta - H^{\lambda_1})^{-1} \frac{1}{2N} \text{Tr}(i\eta - H^{\lambda_2})^{-1} \right|
\leq \frac{|\lambda_1 - \lambda_2|}{2N} |\text{Tr}( (i\eta - H^{\lambda_1})^{-1}(i\eta - H^{\lambda_2})^{-1})| \\
\leq |\lambda_1 - \lambda_2| \cdot \| (H^{\lambda_1} - i\eta)^{-1} \cdot (H^{\lambda_2} - i\eta)^{-1} \| \\
\leq \frac{|\lambda_1 - \lambda_2|}{\eta^2} \leq \frac{C}{\eta} \frac{1}{N} \leq \frac{1}{N\eta}.
\]
This establishes (4.5).
We now apply [4, Equation (2.20)] to get
\[
|G_{\Sigma, |A-\lambda|}(i\eta) - G_{\Sigma, |A-\lambda_2|}(i\eta)| \leq \frac{C}{\eta} \left( 1 + \frac{1}{\eta} \right) d_L(\tilde{\mu}_{|A-\lambda|}, \tilde{\mu}_{|A-\lambda_2|}),
\]
for all \( \eta > 0 \) and some constant \( C \) independent from \( \eta \). Note that \( \tilde{\mu}_{|A-\lambda|} \) has the same distribution as the eigenvalue distribution of the matrix \( \begin{bmatrix} 0 & A - \lambda \\ A^* - \frac{1}{\lambda_1} & 0 \end{bmatrix} \). By some standard inequality for spectral measure as in [21] Proposition 1.6 (iii), we have
\[
d_L(\tilde{\mu}_{|A-\lambda|}, \tilde{\mu}_{|A-\lambda_2|}) \leq \left\| \begin{bmatrix} 0 & A - \lambda_1 \\ A^* - \frac{1}{\lambda_1} & 0 \end{bmatrix} - \begin{bmatrix} 0 & A - \lambda_2 \\ A^* - \frac{1}{\lambda_2} & 0 \end{bmatrix} \right\| \\
\leq |\lambda_1 - \lambda_2| \leq \frac{1}{N L_1} \leq \frac{1}{N}.
\]
This proves (4.6). We conclude that (4.3) holds uniformly in \( \lambda \) for \( 0 \leq \eta \leq N^L \). Since we already prove that (4.3) holds uniformly in \( \eta > N^L \) in the first two paragraph of the proof, the theorem is established.

4.2. Proof of the local convergence. In this section, we prove a deformed local single ring theorem for the random matrix model \( Y \) in (1.2). Write \( \lambda_1, \ldots, \lambda_N \) to be the random eigenvalues of \( Y \). The random matrix \( Y \) converges in \(*\)-distribution to \( y \) in (1.3). Recall that we assume \( \|A\|, \|\Sigma\| \leq M \) for all \( N \). We denote
\[
H^\lambda = \begin{pmatrix} 0 & Y - \lambda \\ (Y - \lambda)^* & 0 \end{pmatrix}.
\]

Theorem 4.2. Consider the random matrix model \( Y \) and the operator \( y \in \mathcal{A} \) as in (1.2) and (1.3). Write \( \lambda_1, \ldots, \lambda_N \) be the (random) eigenvalues of \( Y \). Assume further that the set \( \Gamma_N \) in Assumption (1) has Lebesgue measure zero for all \( N \).

Let \( R > 0 \). For any compact set \( K \subset D(T, a), \beta \in (0, 1/2), w_0 \in K \) and any \( f : \mathbb{C} \to \mathbb{R} \) be a smooth function supported in the disk centered at 0 of radius \( R \), define the function by
\[
f_{w_0}(w) = N^{2\beta} f(N^\beta (w - w_0)).
\]
Let \( a_N, \sigma_N \in \mathcal{A} \) be such that \( a_N \) and \( \sigma_N \) have the same \(*\)-distribution as \( A_N \) and \( \Sigma_N \). Also let \( T_N \in \mathcal{A} \) be an \( R \)-diagonal operator such that \( \mu_{|T_N|} = \mu_{\Sigma_N} \). Write
\[
y_N = a_N + T_N.
\]
Then
\[
\frac{1}{N} \sum_{k=1}^{N} f_{w_0}(\lambda_k) - \int_{\mathbb{C}} f_{w_0}(w) \, d\mu_{y_N}(w) \prec N^{-1+2\beta} \|\Delta f\|_{L^1(\mathbb{C})},
\]
(4.7)
where \(\mu_{y_N}\) is the Brown measure of \(y_N\). This convergence is uniform in \(f\) and in \(w_0 \in K\), for all large enough \(N\) depending on \(K, R, M, a\) and \(T\). (The constant \(M\) is defined in (1.1).)

The test bump function \(f_{w_0}\) is supported in a disk of radius \(RN^{-\beta}\), whose Lebesgue measure goes to 0 as \(N \to \infty\). Therefore, in this theorem, we make a stronger assumption that \(\Gamma_N\) has Lebesgue measure zero for all \(N\). There are examples where this assumption holds; a trivial example is \(\|\Sigma\| \geq N^{-\alpha}\) for some \(\alpha > 0\).

We need several lemmas before we can prove Theorem 4.2.

Lemma 4.3. Let \(K \subset \mathbb{C}\) be compact and let \(\mu_\sigma\) be a probability measure supported on \([0, \infty)\). For any \(\lambda \in \mathbb{C}\), denote by \(G_{\sigma,|a-\lambda|}(i\eta)\) the Cauchy transform of \(\tilde{\mu}_\sigma \boxplus \tilde{\mu}_{|a-\lambda|}\). If \(G_{\sigma,|a-\lambda|}(0)\) is uniformly bounded for all \(\lambda \in K\), then there exists \(L_1 > 1\) such that for any \(\lambda \in K\)
\[
\int_0^{N-L_1} G_{\sigma,|a-\lambda|}(i\eta) \, d\eta \leq \frac{1}{N}
\]
(4.8)
for all large enough \(N\).

Proof. By Proposition 2.1, \(G_{\sigma,|a-\lambda|}(i\eta)\) is uniformly bounded for \(\lambda \in K\) and \(\eta \in [0, 1]\). Thus, we can choose \(L_1\) large enough such that (4.8) holds. \(\square\)

Lemma 4.4. There exist positive constants \(c\) and \(\tilde{c}\) such that for any \(\lambda \in \Gamma_N^c\) and \(L_1 > 0\),
\[
E \left| \int_0^{N-L_1} G^\lambda(i\eta) \, d\eta \right| \leq N^{-cL_1/2+c}.
\]

Proof. Denote \(\sigma_1^\lambda\) to be the least singular value of \(Y - \lambda\); that is, the least nonnegative eigenvalue of \(H^\lambda\). Then since \(G^\lambda\) is the Cauchy transform of the eigenvalues of \(H^\lambda\),
\[
E \left| \int_0^{N-L_1} G^\lambda(i\eta) \, d\eta \right| \leq E \int_0^{N-L_1} \frac{\eta}{(\sigma_1^\lambda)^2 + \eta^2} \, d\eta
= \frac{1}{2} E[\log(1 + (N^{L_1} \sigma_1^\lambda)^{-2})]
= \frac{1}{2} \int_0^{\infty} \mathbb{P}(\log(1 + (N^{L_1} \sigma_1^\lambda)^{-2}) \geq s) \, ds
= \frac{1}{2} \int_0^{\infty} \mathbb{P} \left( \sigma_1^\lambda \leq N^{-L_1} \frac{1}{\sqrt{e^s - 1}} \right) \, ds.
\]
(4.9)
We decompose the integral into three parts \(\int_0^{N-L_1} + \int_{N-L_1}^1 + \int_1^{\infty}\). For the first integral, it is straightforward to see that
\[
\int_0^{N-L_1} \mathbb{P} \left( \sigma_1^\lambda \leq N^{-L_1} \frac{1}{\sqrt{e^s - 1}} \right) \, ds \leq N^{-L_1}.
\]
For the second integral, we estimate that \( \frac{1}{\sqrt{e^s - 1}} \leq \frac{1}{\sqrt{s}} \leq N^{-L1/2} \) for all \( N^{-L1} \leq s \leq 1 \). Since \( \lambda \in \Gamma_N \), we can apply Theorem 3.2. There exist positive constants \( c \) and \( c' \)

\[
\int_{N^{-L1}}^{1} \mathbb{P} \left( \sigma_1^{\lambda} \leq N^{-L1} \frac{1}{\sqrt{e^s - 1}} \right) \, ds \leq \int_{N^{-L1}}^{1} \mathbb{P}(\sigma_1^{\lambda} \leq N^{-L1/2}) \leq N^{-cL1/2 + c'}.
\]

Finally, for the third integral, using \( e^s - 1 > \frac{1}{2} e^s \) for all \( s \geq 1 \), we have

\[
\int_{1}^{\infty} \mathbb{P} \left( \sigma_1^{\lambda} \leq N^{-L1} \frac{1}{\sqrt{e^s - 1}} \right) \, ds \leq \int_{1}^{\infty} \mathbb{P}(\sigma_1^{\lambda} \leq N^{-L1/2} \sqrt{2} e^{-s/2}) \, ds
\]

\[
\leq \int_{1}^{\infty} 2^{c/2} N^{-cL1 + c'} e^{-cs/2} \, ds
\]

\[
= \frac{2^{1+c/2} e^{-c/2}}{c} N^{-cL1 + c'}
\]

for some positive constants \( c \) and \( c' \). Put these three estimates of integrals to (4.9), we have, for some positive constants \( c \) and \( \bar{c} \), the conclusion holds. \( \Box \)

We are now ready to prove Theorem 4.2.

**Proof of Theorem 4.2.** We do a change of variable \( \lambda = N^{\beta}(w - w_0) \) and write

\[
\frac{1}{N} \sum_{k=1}^{N} f_{w_0}(\lambda_k) - \int_{C} f_{w_0}(w) \, d\mu_{yN}(w)
\]

\[
= N^{2\beta} \frac{1}{2\pi} \int_{C} (\Delta f)(\lambda) \left( \frac{1}{2N} \text{Tr} \log |H^w| - \int_{\mathbb{R}} \log |u| d\mu_{\Sigma|A-w|}(u) \right) \, d^2\lambda. \tag{4.10}
\]

By modifying the approach in [3], we will prove that

\[
\int_{C} (\Delta f)(\lambda) \left( \frac{1}{2N} \text{Tr} \log |H^w| - \int_{\mathbb{R}} \log |u| d\mu_{\Sigma|A-w|}(u) \right) \, d^2\lambda \ll \frac{\|\Delta f\|_{L^1(\mathbb{C})}}{N} \tag{4.11}
\]

uniformly in \( w \in \overline{W} \) where \( W \) is any fixed neighborhood of \( K \) such that \( \overline{W} \subset D(T, a) \) is compact. Note that for all \( N \) large enough, \( f_{w_0} \) is supported in \( \overline{W} \) for all \( w_0 \in K \).

We now estimate (4.11). For any \( L > 0 \) and \( w \), write

\[
\frac{1}{2N} \text{Tr} \log |H^w| = \frac{1}{2N} \text{Tr} \log |(H^w - iN^L)| + \text{Im} \int_{0}^{N^L} G^w(i\eta) \, d\eta
\]

\[
\int_{\mathbb{R}} \log |u| d\mu_{\Sigma|A-w|}(u) = \int_{\mathbb{R}} \log |u - iN^L| d\mu_{\Sigma|A-w|}(u) + \text{Im} \int_{0}^{N^L} G_{\Sigma|A-w|}(i\eta) \, d\eta. \tag{4.12}
\]

It is clear that there is a constant \( C \) such that \( \|H^w\| \leq C \) for all \( w \) in any ball of finite radius. Since the support of \( f_{w_0} \) lies in a ball of radius \( RN^{-\alpha} \), we can then choose \( L \) large enough so that

\[
\left| \frac{1}{2N} \text{Tr} \log |H^w - iN^L| - \int_{\mathbb{R}} \log |u - iN^L| d\mu_{\Sigma|A-w|}(u) \right| \ll \frac{1}{N}. \tag{4.13}
\]

Thus, it remains to estimate the second terms in (4.12); we will show

\[
\left| \int_{C} (\Delta f)(\lambda) \left( \int_{0}^{N^L} (G^w(i\eta) - G_{\Sigma|A-w|}(i\eta)) \, d\eta \right) \, d^2\lambda \right| \ll \frac{\|\Delta f\|_{L^1(\mathbb{C})}}{N}. \tag{4.14}
\]
We will choose large enough constants $L_1$ and $L$ and decompose the integral with respect to $\eta$ into
\[
\int_0^{N_L} = \int_0^{N_{-L_1}} + \int_{N_{-L_1}}^{N_L}.
\]

We first analyze the integral $\int_0^{N_{-L_1}}$. For the fixed neighborhood $W \subset D(T, a)$ of $K$, recall that there exists $\varepsilon > 0$ such that $\overline{W} \subset D^{(\varepsilon)}(T, a)$. If $N$ is large enough, the support of $f_{w_0}$ must also lie in $\overline{W}$ for all $w_0 \in K$. We then derive from Theorem 4.1 that the stochastic domination
\[
\left| \int_C (\Delta f)(\lambda) \left( \int_0^{N_{-L_1}} (G^w(\eta)) - G_{\Sigma, [A-w]}(\eta) \right) \right| d^2 \lambda \leq \int_C |(\Delta f)(\lambda)| \left( \int_{N_{-L_1}}^{N_L} \frac{1}{N} d\eta \right) d^2 \lambda < \frac{||\Delta f||_{L^1(C)}}{N}.
\]

Next, we analyze the integral $\int_{N_{-L_1}}^{N_L}$. Our strategy is to choose $L_1$ large enough so that
\[
\left| \int_C (\Delta f)(\lambda) \left( \int_0^{N_{-L_1}} G_{\Sigma, [A-w]}(\eta) d\eta \right) \right| d^2 \lambda \leq \frac{||\Delta f||_{L^1(C)}}{N} \quad (4.15)
\]
and
\[
\mathbb{P} \left( \left| \int_C (\Delta f)(\lambda) \left( \int_0^{N_{-L_1}} G^w(\eta) d\eta \right) \right| d^2 \lambda \geq \frac{||\Delta f||_{L^1(C)}}{N} \right) \ll \frac{1}{N}. \quad (4.16)
\]

By Proposition 2.2 and Definition 2.4, $G_{\Sigma, [A-w]}(0)$ is uniformly bounded for all $w \in \overline{W}$ and all large enough $N$. Applying Lemma 4.3 with $\overline{W}$ in place of $K$ and $\Sigma$ in place of $\xi$, we can choose $L_1$ large enough such that (4.15) holds uniformly for test function $f$ supported in the disk centered at 0 of radius $R$.

To show (4.16), we use Markov’s inequality to deduce
\[
\mathbb{P} \left( \left| \int_C (\Delta f)(\lambda) \left( \int_0^{N_{-L_1}} G^w(\eta) d\eta \right) \right| d^2 \lambda \geq \frac{||\Delta f||_{L^1(C)}}{N} \right) \leq \frac{N}{||\Delta f||_{L^1(C)}} \mathbb{E} \left| \int_C (\Delta f)(\lambda) \left( \int_0^{N_{-L_1}} G^w(\eta) d\eta \right) \right| d^2 \lambda. \quad (4.17)
\]

We can apply Lemma 4.4 except for $w \in \Gamma_N$ which has Lebesgue measure 0. By Lemma 4.3, there exist positive constants $c$ and $\tilde{c}$ such that we can estimate (4.17) by
\[
\mathbb{E} \left| \int_C (\Delta f)(\lambda) \left( \int_0^{N_{-L_1}} G^w(\eta) d\eta \right) \right| d^2 \lambda \leq \int_C |(\Delta f)(\lambda)| \mathbb{E} \left| \int_0^{N_{-L_1}} G^w(\eta) d\eta \right| d^2 \lambda \leq ||\Delta f||_{L^1(C)} N^{-cL_1/2 + \tilde{c}}.
\]

Therefore, using (4.17), we can choose $L_1$ large enough such that (4.16) also holds.

We have proved (4.14) by decomposing the integral into $\int_0^{N_{-L_1}}$ and $\int_{N_{-L_1}}^{N_L}$. Combining with the estimate (4.13), using (4.10) and (4.12), we conclude that (4.7) holds. □


5. The deformed single ring theorem

In this section, we prove a deformed single ring theorem for the random matrix model $Y$ in \((1.2)\). Recall that $Y$ converges in \(\ast\)-distribution to $y$ in \((1.3)\). Recall also that we assume \(\|\Sigma_N\| \leq M\) for all $N$ and $\Omega$ is defined in \((2.4)\). We denote

\[
H^\lambda = \begin{pmatrix} 0 & Y - \lambda^* \\ (Y - \lambda) & 0 \end{pmatrix}
\]

and write $m$ to be the Lebesgue measure on $\mathbb{C}$.

**Theorem 5.1.** Consider the random matrix model $Y$ and the operator $y \in A$ as in \((1.2)\) and \((1.3)\). Suppose that Assumption \(1.1\) holds. Also assume at least one of the following is true:

1. there exists a Lebesgue measurable set $E \subset \Omega^c$ with $m(E) = 0$ satisfying the following property: for any compact set $S \subset \Omega^c \cap E^c$, there exist constants $\kappa_1, \kappa_2 > 0$ such that

\[
|G_{\tilde{\mu}_{A-\lambda}}(i\eta)| \leq \kappa_2
\]

for all $\eta > N^{-\kappa_1}$ and $\lambda \in S$; or

2. there exist constants $\kappa_1, \kappa_2 > 0$ such that

\[
|G_{\tilde{\mu}_\sigma}(i\eta)| \leq \kappa_2
\]

for all $\eta > N^{-\kappa_1}$.

Then the empirical eigenvalue distribution of $Y$ converges weakly to the Brown measure of $y$ in probability.

Before we prove Theorem 5.1, we first show in the following theorem that Theorem 5.1 applies to a large family of operators that is of particular interest. By taking $A = 0$, the following theorem recovers the single ring theorem by Guionnet et al. \cite{25} with weaker conditions.

**Theorem 5.2.** Consider the random matrix model $Y$ and the operator $y \in A$ as in \((1.2)\) and \((1.3)\). If $A$ is Hermitian for all $N$ or if $A$ is unitary for all $N$, then the empirical eigenvalue distribution of $Y$ converges weakly to the Brown measure of $y$ in probability.

More generally, if $A$ is a normal matrix and there is a closed set $F$ with Lebesgue measure zero independent of $N$ such that all the eigenvalues of $A$ lie inside $F$ for all $N$, then the empirical eigenvalue distribution of $Y$ converges weakly to the Brown measure of $y$ in probability.

**Proof.** We prove the more general statement for normal matrix $A$ satisfying the hypothesis. Assumption \(1.1\) holds under the given hypothesis, by Remark \(1.2\). We then show that Assumption \(1.1\) in Theorem 5.1 holds. Take $E = F \cap \Omega^c$. Then any compact set $S \subset \Omega^c \cap E^c$ has positive distance from $E$. The conclusion then follows from Theorem 5.1. 

Now we proceed to prove Theorem 5.1. We prove the following lemmas.

**Lemma 5.3.** Let $\varphi$ be a $C^\infty_c(\mathbb{C})$ function and denote the Lebesgue measure on $\mathbb{C}$ by $m$. For any $\varepsilon > 0$, there exists $\delta > 0$ independent of $N$ such that whenever $E$ is a Lebesgue
measurable set satisfying \( m(E) < \delta \), we have
\[
\left| \int_E \varphi(\lambda) \frac{1}{N} \text{Tr}[\log |Y - \lambda|] d^2\lambda \right| < \varepsilon \quad \text{(5.1)}
\]
\[
\left| \int_E \varphi(\lambda) \tau[\log |y - \lambda|] d^2\lambda \right| < \varepsilon. \quad \text{(5.2)}
\]
In other words, the logarithmic potentials of \( Y \) and \( y \) are uniformly locally integrable for all \( N \).

**Proof.** Let \( \varepsilon > 0 \) be given. The function \( \lambda \mapsto \log |x - \lambda| \) are uniformly locally integrable for all \( |x| \leq 2M \); that is, there exists \( \delta > 0 \) such that
\[
\left| \int_E \varphi(\lambda) \log |x - \lambda| d^2\lambda \right| < \varepsilon \quad \text{(5.3)}
\]
whenever \( m(E) < \delta \) and \( |x| \leq M \). By replacing \( x \) in (1.3) by \( y \), an application of Fubini–Tonelli theorem shows that, with the same \( \delta > 0 \),
\[
\left| \int_E \varphi(\lambda) \tau[\log |y - \lambda|] d^2\lambda \right| = \int_{|z| \leq 2M} \left| \int_E \varphi(\lambda) \log |z - \lambda| d^2\lambda \right| d\mu_y(z) < \varepsilon
\]
whenever \( m(E) < \delta \). We have used the fact that \( ||y|| \leq 2M \).

Now, we first note that
\[
\frac{1}{N} \text{Tr}[\log |Y - \lambda|] = \frac{1}{N} \sum_{j=1}^N \log |\lambda_j - \lambda|
\]
where \( \lambda_j \) are the eigenvalues of \( Y \). By assumption, \( ||Y|| \leq ||A|| + ||\Sigma|| \leq 2M \), we must have \( \max_j |\lambda_j| \leq 2M \). By (5.3),
\[
\left| \int_E \varphi(\lambda) \frac{1}{N} \text{Tr}[\log |Y - \lambda|] d^2\lambda \right| \leq \frac{1}{N} \sum_{j=1}^N \left| \int_E \varphi(\lambda) \log |x - \lambda| d^2\lambda \right| < \varepsilon
\]
whenever \( m(E) < \delta \). This shows (5.1) and establishes the lemma.

**Lemma 5.4.** Fix a compact set \( K \subset \Omega^c \) and a bounded nonnegative Borel function \( \varphi \) on \( \mathbb{C} \). Given any \( \varepsilon > 0 \), there exists \( t > 0 \) such that
\[
\int_K \varphi(\lambda) \int_{[0,t]} |\log |x|| d\mu_{|y-\lambda|}(x)d^2\lambda < \varepsilon.
\]

**Proof.** By Proposition 2.5 \( G_{\bar{\mu}_{|y-\lambda|}}(ix) \) is uniformly bounded for all \( \lambda \in K \) and \( x \geq 0 \). By \[25\] Lemma 15], there exists a constant \( C > 0 \) such that
\[
\bar{\mu}_{|y-\lambda|}([-x, x]) \leq 2x \text{ Im} G_{\bar{\mu}_{|y-\lambda|}}(ix) \leq Cx.
\]
By \[8\] Lemma 4.1(a)], there is a constant \( C' > 0 \) such that
\[
\int_{[0,t]} |\log |x||^2 d\mu_{|y-\lambda|}(x) \leq C't(1 - \log t).
\]
It follows that
\[
\int_K \varphi(\lambda) \int_{[0,t]} |\log |x|| d\mu_{|y-\lambda|}(x)d^2\lambda \leq C'\|\varphi\|_\infty m(K)t(1 - \log t)
\]
where \( m(K) \) is the Lebesgue measure of \( K \). Now, it is evident that we can choose small enough \( t \) such that the conclusion of the lemma holds. □

**Lemma 5.5.** Fix any \( K \subset D(T, a) \). There exists a constant \( C > 0 \) such that whenever \( w \in K \),
\[
\left| \int \log |u| \, d\mu_{\sigma, |a-w|}(u) - \int \log |u| \, d\mu_{\Sigma, |A-w|}(u) \right| \leq C(d_L(\mu_\sigma, \mu_\Sigma) + d_L(\mu_{|a-w|}, \mu_{|A-w|}))
\]
for all large enough \( N \).

**Proof.** We use the following observation due to [33] (see also (3.6) and (3.7) from [3]) to write
\[
\int \log |u| \, d\mu_{\sigma, |a-w|}(u) = \int \log |u - i| \, d\mu_{\sigma, |a-w|}(u) + \text{Im} \int_0^1 G_{\sigma, |a-w|}(i\eta) \, d\eta.
\]
(5.4)

Since \( \log |u - i| \) is a smooth function, by applying the continuity of free convolution [10, Theorem 4.13], we have
\[
\left| \int \log |u - i| \, d\mu_{\sigma, |a-w|}(u) - \int \log |u - i| \, d\mu_{\Sigma, |A-w|}(u) \right| \leq C(d_L(\mu_\sigma, \mu_\Sigma) + d(\mu_{|a-w|}, \mu_{|A-w|})).
\]
(5.5)

By the local stability of Cauchy transform in the bulk [4, Theorem 2.7], we have
\[
\left| \int_0^1 G_{\sigma, |a-w|}(i\eta) \, d\eta - \int_0^1 G_{\Sigma, |A-w|}(i\eta) \, d\eta \right| \leq C(d_L(\mu_\sigma, \mu_\Sigma) + d_L(\mu_{|a-w|}, \mu_{|A-w|})),
\]
(5.6)

for any \( w \) such that \( 0 \in B_{\mu_1 \oplus \mu_2} \), where \( \mu_1 = \tilde{\mu}_{|a-w|} \) and \( \mu_2 = \tilde{\mu}_{|\sigma|} = \tilde{\mu}_{|T|} \). Note that there exists \( \varepsilon > 0 \) such that \( K \subset D(\varepsilon)(T, a) \). By the proof of [4, Theorem 2.7] (see also [4, Lemma 3.4] and [4, Lemma 5.1]), the constant \( C \) in (5.5) and (5.6) can be chosen independently from \( w \in K \). □

**Lemma 5.6.** Let \( K \subset \mathbb{C} \) be a compact set. Then
\[
d_L(\mu_{|a-w|}, \mu_{|A-w|}) \to 0
\]
uniformly in \( w \in K \).

**Proof.** Since \( w \mapsto d_L(\mu_{|a-w|}, \mu_{|A-N-w|}) \) is a continuous function in \( w \), we can choose \( w_N = \arg \max_{w \in K} d_L(\mu_{|a-w|}, \mu_{|A-N-w|}) \). We claim that
\[
d_L(\mu_{|a-w_N|}, \mu_{|A-N-w_N|}) \to 0.
\]
Suppose that the claim is false. There is a subsequence \( w_{N_k} \) of \( w_N \) such that
\[
d_L(\mu_{|a-w_{N_k}|}, \mu_{|A-w_{N_k}|}) \geq \varepsilon_0
\]
for some \( \varepsilon_0 > 0 \). By dropping to a subsequence if necessary, we may assume \( w_{N_k} \to w_0 \) for some \( w_0 \in K \). However, this contradicts that
\[
d_L(\mu_{|a-w_{N_k}|}, \mu_{|A-w_{N_k}|}) \to 0
\]
because the moments of \( \mu_{|A-w_{N_k}|} \) converges to \( \mu_{|a-w_0|} \). This proves the lemma. □
Proof of Theorem 5.1. Let $f$ be a $C_c^\infty(\mathbb{C})$ smooth function and write $K$ to be the support of $f$. Let $\varepsilon > 0$. We want to show that

$$\mathbb{P}\left(\left|\int_K (\Delta f)(\lambda) \frac{1}{N} \text{Tr}[\log |Y - \lambda|] d^2\lambda - \int_K (\Delta f)(\lambda) \tau |\log |y - \lambda|| d^2\lambda \right| > \varepsilon\right) \to 0. \quad (5.7)$$

Recall that $S(T,a)$ is finite. Since log-potentials are uniformly locally integrable in the sense of Lemma 5.3, there exists an open set $W$ such that $E \cup S(T,a) \subset W$ and

$$\left|\int_{W^1} (\Delta f)(\lambda) \frac{1}{N} \text{Tr}[\log |Y - \lambda|] d^2\lambda \right| + \left|\int_{W^1} (\Delta f)(\lambda) \tau |\log |y - \lambda|| d^2\lambda \right| < \frac{\varepsilon}{4}. \quad (5.8)$$

By doing a compact exhaustion, there exist compact sets $F^{(1)} \subset F^{(2)} \subset \ldots \subset \Omega$ such that

$$\bigcup_{k=1}^{\infty} F^{(k)} = \Omega.$$ 

Since $\Omega$ is a bounded set, by Lemma 5.3, there exists $n$ such that $5.8$ holds with $\Omega \setminus F^{(n)}$ in place of $W_1$. We decompose $(K \cap W^1) \cap \Omega$ into $W_2 \cup K_1$ where $K_1 = F^{(n)}$ and $W_2 = ((K \cap W^1) \cap \Omega) \setminus F^{(n)}$. By writing $K_2 = (K \cap W^1) \cap \Omega^c$, we decompose $K$ into the disjoint union

$$K = (K \cap W_1) \cup W_2 \cup K_1 \cup K_2.$$ 

By construction, $K_1 \subset \Omega$ and $K_2 \subset \Omega^c$ are compact sets, and $5.8$ holds with $W_2$ in place of $W_1$ in the equation. In the following paragraphs, we will estimate the integral on the left-hand side of $(5.7)$ over $K_1$ and $K_2$ instead of $K$ separately.

We first look at the integral on the left-hand side of $(5.7)$ over $K_1$. We want to show that

$$\int_{K_1} (\Delta f)(\lambda) \frac{1}{N} \text{Tr}[\log |Y - \lambda|] d^2\lambda - \int_{K_1} (\Delta f)(\lambda) \tau |\log |y - \lambda|| d^2\lambda \to 0$$

in probability. Since $m(\Gamma_N) \to 0$ as $N \to \infty$ where $\Gamma_N$ is defined in Assumption 1.1, we must have

$$\int_{K_1 \cap \Gamma_N} (\Delta f)(\lambda) \frac{1}{N} \text{Tr}[\log |Y - \lambda|] d^2\lambda - \int_{K_1 \cap \Gamma_N} (\Delta f)(\lambda) \tau |\log |y - \lambda|| d^2\lambda \to 0 \quad (5.9)$$

Thus, for $K_1$, it suffices to show that

$$\int_{K_1 \setminus \Gamma_N} (\Delta f)(\lambda) \left(\frac{1}{2N} \text{Tr} \log |H^\lambda| - \int_{\mathbb{R}} \log |u| d\mu_{\Sigma,|A-w|}\right) d^2\lambda \lesssim \frac{\|\Delta f\|_{L^1(\mathbb{C})}}{N}, \quad (5.10)$$

$$\int_{K_1 \setminus \Gamma_N} (\Delta f)(\lambda) \left(\int_{\mathbb{R}} \log |u| d\mu_{\Sigma,|A-w|}^2 d\lambda - \int_{\mathbb{R}} \log |u| d\mu_{\sigma,|A-w|}^2 d\lambda\right) \to 0. \quad (5.11)$$

We first note that the convergence $(5.11)$ is deterministic and it follows from Lemmas 5.5 and 5.9.

We now prove $(5.10)$. For any $L > 0$ and $\lambda \in K_1$, write the logarithmic potentials $\frac{1}{2N} \text{Tr} \log |H^\lambda|$ and $\int_{\mathbb{R}} \log |u| d\mu_{\Sigma,|A-w|}$ as in $(1.12)$. Since $K_1$ is compact, the estimate $(1.13)$ holds uniformly for all $\lambda \in K_1$. As in the proof of Theorem 1.2 in order to prove $(5.10)$, it suffices to show

$$\left|\int_{K_1 \setminus \Gamma_N} (\Delta f)(\lambda) \left(\int_0^{N^L} (G^\lambda(i\eta) - G_{\Sigma,|A-\lambda|}(i\eta)) d\eta\right) d\lambda\right| < \frac{\|\Delta f\|_{L^1(\mathbb{C})}}{N}, \quad (5.12)$$
The strategy is similar to that in Theorem 4.2. We decompose the integral with respect to $\eta$ into

$$\int_{0}^{N_L} = \int_{0}^{N_L-1} + \int_{N_L}^{N_L}.$$  

Since $K_1$ is compact, there exists $\delta > 0$ such that $K_1 \setminus \Gamma_N \subset K_1 \subset D^{(\delta)}(T,a)$. By Theorem 4.1, we have the stochastic domination

$$\int_{K_1 \setminus \Gamma_N} (\Delta f)(\lambda) \left( \int_{0}^{N_L} (G^\lambda(i\eta) - G_{\Sigma,|A-\lambda|}(i\eta)) d\eta \right) d^2 \lambda \leq \frac{\| \Delta f \|_{L^1(\mathbb{C})}}{N}.$$  

(5.13)

We now estimate the integral $\int_{0}^{N_L-1}$. By Proposition 2.2 and Definition 2.4, $G_{\Sigma,|A-\lambda|}(0)$ is uniformly bounded for all $\lambda \in K_1$ and for all large enough $N$. Applying Lemma 4.3 with $K_1$ in place of $K$ and $\sigma$ in place of $\xi$, we see that we can choose $L_1$ large enough such that

$$\int_{K_1 \setminus \Gamma_N} (\Delta f)(\lambda) \left( \int_{0}^{N_L-1} G_{\Sigma,|A-\lambda|}(i\eta) d\eta \right) d^2 \lambda \leq \frac{\| \Delta f \|_{L^1(\mathbb{C})}}{N}.$$  

(5.14)

Meanwhile, we apply Lemma 4.4 and use Markov’s inequality to get the approximation

$$\mathbb{P} \left( \int_{K_1 \setminus \Gamma_N} (\Delta f)(\lambda) \left( \int_{0}^{N_L-1} G^\lambda(i\eta) d\eta \right) d^2 \lambda \geq \frac{\| \Delta f \|_{L^1(\mathbb{C})}}{N} \right)$$

$$\leq \frac{N}{\| \Delta f \|_{L^1(\mathbb{C})}} \mathbb{E} \left| \int_{K_1 \setminus \Gamma_N} (\Delta f)(\lambda) \left( \int_{0}^{N_L-1} G^\lambda(i\eta) d\eta \right) d^2 \lambda \right|$$

$$\leq N^{cL_1/2+\bar{c}+1}$$  

(5.15)

for some positive constants $c$ and $\bar{c}$. By choosing large enough $L_1$, we can then combine (5.14), (5.15) and (5.16) to prove (5.12).

We now proceed to estimate the integral on the left-hand side of (5.7) over $K_2$ in place of $K$. Similar to the estimate for $K_1$, since $m(\Gamma_N) \to 0$ as $N \to \infty$ where $\Gamma_N$ is defined in Assumption 1.1, we must have

$$\int_{K_2 \cap \Gamma_N} (\Delta f)(\lambda) \frac{1}{N} \text{Tr}[\log |Y - \lambda|] d^2 \lambda - \int_{K_2 \cap \Gamma_N} (\Delta f)(\lambda) \tau \log |y - \lambda| d^2 \lambda \to 0.$$  

(5.17)

Hence, it suffices to estimate the integral on the left-hand side of (5.7) over $K_2 \setminus \Gamma_N$ instead of $K_2$. If Assumption 1 or 2 holds, without loss of generality, we assume $0 < \kappa_1 < 1/8$. We want to show that under one of these assumptions, there exists $\kappa_3, \kappa_4 > 0$ such that for all $N$ large enough, we have

$$\|EG^\lambda(i\eta)\| \leq \kappa_4 \quad \text{for all } \eta > N^{-\kappa_3} \text{ and } \lambda \in K_2.$$  

(5.18)

We first assume Assumption 1 holds. In this case, by Theorem 2.9, there are functions $\omega_A$ and $r_A$ such that

$$\mathbb{E}G^\lambda(i\eta) = \mathbb{E}G_{\bar{\mu},|A-\lambda|}(\omega_A(i\eta)) + r_A(i\eta).$$

We apply Assumption 1 with $S = K_2$. Fix a $\kappa_3$ such that $0 < \kappa_3 < \kappa_1 < 1/8$. If $N$ is large enough, by Lemma 2.10, $\omega_A(i\eta)$ is purely imaginary with $\text{Im} \omega_A(i\eta) > N^{-\kappa_1}$ for all $\eta > N^{-\kappa_3}$ and $\lambda \in K_2$; moreover, $r_A(i\eta) \to 0$ uniformly in $\eta > N^{-\kappa_3}$ and $\lambda \in K_2$. 

Assumption (1) tells us that $|\mathbb{E} G_{\rho_{A - \lambda}}(\omega_A(i\eta))| \leq \kappa_2$; thus, (5.18) holds for some $\kappa_4 > 0$. If Assumption (2) holds instead of Assumption (1), we can show (5.18) in a similar manner, by applying Theorem 2.8 that there are functions $\omega_B$ and $\tau_B$ such that

$$
\mathbb{E} G^\lambda(i\eta) = \mathbb{E} G^\lambda_{\rho_{\lambda}}(\omega_B(i\eta)) + \tau_B(i\eta).
$$

By (5.18) and [25, Lemma 15], for all $\lambda \in K_2$, $\mathbb{E} \mu_{[Y - \lambda]}([-x, x]) \leq 2\kappa_4 \max\{x, N^{-\kappa_3}\}$. For any $t > 0$, apply the Cauchy–Schwarz inequality to $\int_{[N^{-\kappa_3}, t]} \log |x| d\mu_{[Y - \lambda]}(x)$; by [8, Lemma 4.1(c)], there exists a constant $\kappa_5 > 0$ such that

$$
\mathbb{E} \int_{[N^{-\kappa_3}, t]} \log |x| d\mu_{[Y - \lambda]}(x) \leq \kappa_5 \sqrt{t} \log t + N^{-\kappa_3} \log N^2. \tag{5.19}
$$

Furthermore, given any $L_1 > 0$ which will be chosen later,

$$
\mathbb{E} \int_{[N^{-L_1}, N^{-\kappa_3}]} \log |x| d\mu_{[Y - \lambda]}(x) \leq L_1 \log N \mathbb{E} \left[ \mathbb{E} \int_{[N^{-L_1}, N^{-\kappa_3}]} \log |x| d\mu_{[Y - \lambda]}(x) \right] 
$$

$$
\leq 2\kappa_4 L_1 N^{-\kappa_3} \log N. \tag{5.20}
$$

We now choose $L_1 > 0$. Denote by $s_{\min}$ the least singular value of $Y - \lambda$. We compute

$$
\mathbb{E} \int_{[0, N^{-L_1}]} \log |x| d\mu_{[Y - \lambda]}(x) \leq \mathbb{E} \left[ \log s_{\min} \mathbb{1}_{s_{\min} \leq N^{-L_1}} \right] 
$$

$$
= \int_{0}^{N^{-L_1}} \mathbb{P}(s_{\min} \leq t) \frac{1}{t} dt + \mathbb{P}(s_{\min} \leq N^{-L_1}) \log N^{-L_1}.
$$

The above estimates are valid for $\lambda \in K_2$. We then apply Theorem 3.2 to $\lambda \in K_2 \setminus \Gamma_N$. There are positive constants $c$ and $c'$ such that for any $\lambda \in \Gamma_N^c$,

$$
\mathbb{E} \int_{[0, N^{-L_1}]} \log |x| d\mu_{[Y - \lambda]}(x) \leq \int_{0}^{N^{-L_1}} t^{-c'} N^c t \log N
$$

$$
= \left( \frac{1}{c'} + L_1 \log N \right) N^{-c' - L_1}. \tag{5.21}
$$

Hence, we choose $L_1 > 0$ such that $c' - L_1 = -\kappa_3$. By (5.19), (5.20) and (5.21), there is a constant $C > 0$ such that for all $\lambda \in K_2 \setminus \Gamma_N$,

$$
\mathbb{E} \int_{[0, t]} \log |x| d\mu_{[Y - \lambda]}(x) \leq \kappa_5 \sqrt{t} \log t^2 + N^{-\kappa_3} \log N^2 + CN^{-\kappa_3} \log N. \tag{5.22}
$$

By Lemma 5.4 given any $\delta > 0$, we can find $t$ such that the integral

$$
\int_{K_2 \setminus \Gamma_N} |\Delta f(\lambda)| \int_{[0, t]} \log |x| d\mu_{[Y - \lambda]}(x) d^2 \lambda < \delta
$$

for all $\lambda \in K_2 \setminus \Gamma_N$. This, together with (5.22), shows that, by Markov inequality, for any $\delta' > 0$, we can choose $t$ small enough such that

$$
\mathbb{P} \left( \left| \int_{K_2 \setminus \Gamma_N} (\Delta f)(\lambda) \left( \int_{[0, t]} \log x d\mu_{[Y - \lambda]}(x) - \int_{[0, t]} \log x d\mu_{[Y - \lambda]}(x) \right) d^2 \lambda \right| > \delta' \right) \to 0. \tag{5.23}
$$
Finally, recall that \(\|Y\| \leq 2M\), \(K_2\) is a bounded set in \(\mathbb{C}\). By weak convergence of \(\mu_{|Y-\lambda|}\) to \(\mu_{|y-\lambda|}\) in probability and by the dominated convergence theorem, for any \(t > 0\) and \(\delta' > 0\).

\[
P \left( \left| \int_{K_2 \setminus \Gamma_N} (\Delta f)(\lambda) \left( \int_{[t,\infty)} \log x \, d\mu_{|Y-\lambda|}(x) - \int_{[t,\infty)} \log x \, d\mu_{|y-\lambda|}(x) \right) \, d^2\lambda \right| > \delta' \right) \to 0. \tag{5.24}
\]

Combining (5.17), (5.23) and (5.24) with suitable \(\delta' > 0\), by triangle inequality, we see that

\[
P \left( \left| \int_{K_2} (\Delta f)(\lambda) \frac{1}{N} \text{Tr}[\log |Y - \lambda|] \, d^2\lambda - \int_{K_2} (\Delta f)(\lambda) \tau[\log |y - \lambda|] \, d^2\lambda \right| > \frac{\varepsilon}{4} \right) \to 0. \tag{5.25}
\]

By our choice of \(W_1\) and \(W_2\), (5.7) follows from (5.9), (5.10) and (5.25). This also completes the proof of the theorem. \(\square\)

6. Example: The Jordan Block Matrix

Consider a sequence of \(N \times N\) Jordan block matrices

\[
A = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
0 & 0 & 0 & \cdots & 0
\end{pmatrix}. \tag{6.1}
\]

This matrix \(A\) is a well-known example that \(A\) converges in \(*\)-distribution to a Haar unitary operator \(a\) but the eigenvalue distribution does not converge to the Brown measure of the limit operator. In this section, we will show that, however, the empirical eigenvalue distribution of the random matrix \(U \Sigma V + A\) does converge to the Brown measure of the operator of its limit in \(*\)-distribution.

In this section, we will apply Theorem 5.1, we will show that Assumption 11 in the theorem statement holds for \(A\). The main result of the section is Proposition 6.5. In the following lemma, we study the singular values of \(A - \lambda\) for \(|\lambda| \neq 1\).

**Lemma 6.1.** For \(|\lambda| \neq 1\), the magnitudes of the singular values of \(A - \lambda\) can be described as follows.

1. If \(|\lambda| < 1\), all but one singular values of \(A - \lambda\) are at least \(1 - |\lambda|\).
2. If \(|\lambda| > 1\), all the singular values of \(A - \lambda\) are at least \(|\lambda| - 1\).

We first prove a more general result on estimating singular values. While we only state the result for matrices, the result, with the same proof, indeed holds for compact operators on a Hilbert space. For an \(N \times N\) matrix \(L\), we denote the singular values of \(L\) by

\[
s_1(L) \geq s_2(L) \geq \ldots \geq s_N(L).
\]

**Proposition 6.2.** Suppose that \(L\) and \(U\) are \(N \times N\) matrices such that \(U\) is unitary and \(L - U\) has rank \(k\). Then, for any \(\lambda \in \mathbb{C}\),

\[
s_n(\lambda - L) \geq s_{n+k}(\lambda - U).
\]

for all \(0 \leq n \leq n + k \leq N\). In particular, if \(|\lambda| < 1\),

\[
s_1(\lambda - L) \geq \ldots \geq s_{N-k}(\lambda - L) \geq 1 - |\lambda|.
\]
Proof. By [24, Theorem 2.1], for any $n$, the $n$th-largest singular value of any matrix $L$ can be computed as
\[ s_n(L) = \inf \{ \| L - X \| : \text{rank}(X) < n \}. \]
Since $L - U$ has rank $k$, $L - U + X$ has at most rank $n + k - 1$ for any $X$ has rank at most $n - 1$. We then apply the above formula to $\lambda - L$ and get
\[ s_n(\lambda - L) = \inf \{ \| \lambda - L - X \| : \text{rank}(X) < n \} \]
\[ = \inf \{ \| (\lambda - U) - (L - U + X) \| : \text{rank}(X) < n \} \]
\[ \geq \inf \{ \| (\lambda - U) - Z \| : \text{rank}(Z) < n + k \} \]
\[ = s_{n+k}(\lambda - U). \]
For the last assertion, since the above computation shows $s_{N-k}(\lambda - L) \geq s_N(\lambda - U)$, it suffices to show that $s_N(\lambda - U) \geq 1 - |\lambda|$. But note that $s_N(\lambda - U) = 1/\| (\lambda - U)^{-1} \|$ and
\[ \| (\lambda - U)^{-1} \| = \| (\lambda U^* - 1)^{-1} U^* \| \]
\[ \leq \sum_{l=0}^{\infty} \| U^* \|^l \]
\[ = \frac{1}{1 - |\lambda|}. \]
This completes the proof of the proposition. \hfill \Box

Proof of Lemma 6.1. Let $E_{N1}$ be the matrix that has all entries equal to 0 except the $(N, 1)$-entry, in which the entry is 1. Then $A + E_{N1}$ is a unitary matrix; in fact, this matrix cyclically permutes the standard basis. Point (1) of the lemma follows from applying Proposition 6.2 with $L = A$, $U = A + E_{N1}$ and $k = 1$.

For Point (2), we first note that $\| A \| = 1$ and assume $|\lambda| > 1$. We expand $(\lambda - A)^{-1}$ into a power series to get the norm estimate
\[ \| (\lambda - A)^{-1} \| \leq \sum_{l=0}^{\infty} \frac{\| A \|^l}{|\lambda|^{l+1}} \]
\[ = \frac{1/|\lambda|}{1 - (1/|\lambda|)}. \]
Using the least singular value of $\lambda - A$ is given by $1/\| (\lambda - A)^{-1} \|$ again, we conclude that all the singular values of $\lambda - A$ are at least $|\lambda| - 1$. \hfill \Box

Corollary 6.3. The matrix $A$ satisfies Assumption [7] with any sequence of deterministic nonnegative matrices $\Sigma$ whose eigenvalue distribution converges weakly to a probability measure on $\mathbb{R}$ that is not the Dirac delta measure $\delta_0$.

Proof. Let $R = \{ re^{i\theta} \in \mathbb{C} : 1 - 1/N \leq r \leq 1 + 1/N \}$. We claim that with this Jordan block matrix $A$, if we choose $\alpha = 1$, $\Gamma_N \subset R$. Let $\lambda \in R^c$. If $|\lambda| > 1$, then all the singular values of $A - \lambda$ are at least $|\lambda| - 1 \geq N^{-1}$. If $|\lambda| < 1$, then all except one singular values of $A - \lambda$ are at least $1 - |\lambda| \geq N^{-1}$. Since the eigenvalue distribution of $\Sigma$ converges weakly to a probability measure that is not the Dirac delta measure at $\delta_0$, for all large enough $N$, there must be at least one eigenvalue (which is a singular value as well) away from 0. This shows $\gamma_1(1) + \gamma_2(1) \leq N$ for all $\lambda \in R^c$ and thus $\Gamma_N \subset R$. We can then complete the proof by noting that $R$ has Lebesgue measure $4\pi/N$. \hfill \Box
Corollary 6.4. Given any compact set $K$ that is either $K \subset \mathbb{D}$ or $K \subset (\mathbb{D})^c$, there exists a constant $\kappa > 0$ such that

$$G_{\tilde{\mu}(A-\lambda)}(i\eta) \leq \kappa$$

for all $\eta > 1/N$ and $\lambda \in K$.

Proof. We look at the case that $K \subset \mathbb{D}$. Let $d$ be defined by

$$d = 1 - \sup_{\lambda \in K} |\lambda|.$$

Since $K \subset \mathbb{D}$ is compact, we must have $d > 0$. Now, by Lemma 6.1, $A - \lambda$ has $N - 1$ singular values that are at least $d$. Hence, for any $\lambda \in K$,

$$G_{\tilde{\mu}(A-\lambda)}(i\eta) \leq \frac{1}{N} \frac{\eta}{s_N(A-\lambda)^2 + \eta^2} + \frac{N-1}{N} \frac{\eta}{d^2 + \eta^2} \leq \frac{1}{N} \frac{\eta}{\eta} + \frac{1}{2d} < 1 + \frac{1}{2d}.$$

This shows that, in this $K \subset \mathbb{D}$, $G_{\tilde{\mu}(A-\lambda)}(i\eta) < 1 + 1/2d$ for all $\eta > 1/N$ and $\lambda \in K$.

The case $K \subset (\mathbb{D})^c$ is simpler. Since all the singular values of $A - \lambda$ are at least $d' - 1$, which is positive, where $d' = \inf_{\lambda \in K} |\lambda|$. This shows that, in this case,

$$G_{\tilde{\mu}(A-\lambda)}(i\eta) \leq \frac{1}{2(d' - 1)}$$

for all $\eta > 0$ and $\lambda \in K$. \hfill \Box

Proposition 6.5. Consider the random matrix model $Y$ as in (1.2) and the operator $y \in A$ as in (1.3) with $A$ defined in (6.1). Then the limiting eigenvalue distribution of $Y$ is the Brown measure of $y$.

We run computer simulations where $\Sigma$ is a deterministic diagonal matrix such that half of the diagonal entries are 1 and half of the diagonal entries are 0. Figure 1 shows computer simulations of the eigenvalues of $U\Sigma V + A$ and $U\Sigma V + W$, where $W$ is a Haar-distributed unitary random matrix independent of $U$ and $V$. Both $A$ and $W$ converge in $*$-distribution to a Haar unitary operator. We can see that the eigenvalues distributions of the two simulations are about the same.

Proof. Recall that the matrix $A$ converges to a Haar unitary operator $a$ in $*$-distribution as $N \to \infty$. By Corollary 6.3, Assumption (1.1) holds with this $A$ and $\Sigma$. By Corollary 6.4, Assumption (1) in Theorem 5.1 holds if we take $E = \mathbb{T}$. The conclusion of this proposition then follows from Theorem 5.1. \hfill \Box
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Figure 1. Eigenvalue simulations of $U\Sigma V + A$ (left) and $U\Sigma V + W$ (right) where $A$ is the Jordan block matrix, $\Sigma$ is a deterministic diagonal matrix such that $\mu_\Sigma = (1/2)(\delta_0 + \delta_1)$, and $W$ is a Haar-distributed unitary matrix independent of $U$ and $V$.
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