Probing the Jaynes-Cummings Ladder with Spin Circuit Quantum Electrodynamics
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We report observations of transitions between excited states in the Jaynes-Cummings ladder of circuit quantum electrodynamics with electron spins (spin circuit QED). We show that unexplained features in recent experimental work correspond to such transitions and present an input-output framework that includes these effects. In new experiments, we first reproduce previous observations and then reveal both excited-state transitions and multiphoton transitions by increasing the probe power and using two-tone spectroscopy. This ability to probe the Jaynes-Cummings ladder is enabled by improvements in the coupling-to-decoherence ratio, and shows an increase in the maturity of spin circuit QED as an interesting platform for studying quantum phenomena.

Spin qubits in gate-defined silicon quantum dots (QDs) are a promising platform for quantum computing thanks to their small footprint, excellent coherence properties, and compatibility with today’s highly advanced semiconductor industry [1–4]. Circuit quantum electrodynamics with spins, or spin circuit QED for short, focuses on the coherent coupling of spin qubits to photons in high-quality-factor superconducting resonators. This can be used to achieve long-range two-qubit gates and readout of the qubit state [5], paving the way to a scalable architecture for quantum computing based on spins in linked quantum-dot arrays [6]. Following advances of circuit QED with superconducting qubits [7–9], spin circuit QED has been achieved in several device architectures by leveraging spin-charge hybridization to couple the electron spin to the resonator electric field [10–13]. Experiments with single electron spins in silicon [14, 15] and multispin qubits in gallium arsenide [16] have achieved spin-phonon coupling strengths that exceed the resonator and qubit linewidths, thereby reaching the strong coupling regime. Subsequently, simultaneous resonant interaction between a resonator and two spins has been achieved [17], followed by resonator-mediated interaction between two remote spins in the dispersive regime [18]. Additionally, spin circuit QED has been employed to achieve spin-phonon coupling [19] and single-shot gate-based readout of spin qubits [20].

The present work is motivated by results from the strong spin-phonon coupling experiment of Samkharadze et al. [14]. In this experiment, spin-charge hybridization was achieved by engineering an artificial spin-orbit interaction in a Si/SiGe double quantum dot (DQD). The resulting spin-phonon coupling was characterized with a spectroscopic measurement of the resonator transmission. Specifically, the transmission as a function of probe frequency and magnetic field strength, reproduced here in Fig. 1(a), shows a vacuum Rabi splitting of the modes, signaling the coherent hybridization of the spin with a single microwave photon. An additional feature appears in the gap near the lower branch (arrow), which has remained unexplained until now. Additional peaks in a spectrum generally hint at the involvement of additional transitions in the system, which can spoil the behavior of resonator-mediated interactions. The development of a scalable spin-circuit-QED architecture will therefore require a deeper understanding of this phenomenon.

In this work, we explain the physical origin of the observed feature. We first find that its frequency matches transitions between excited states in the Jaynes-Cummings ladder. Analogous signatures have also been observed in earlier circuit QED experiments with superconducting transmon qubits [21, 22]; however, in the spin-photon system they exhibit a different characteristic shape due to specific differences, and had not been identified as such. We then develop a theoretical framework that combines input-output theory [23–25] with a Lindblad master equation [26, 27]. This theory captures transitions between excited states in the Jaynes-Cummings ladder, probe-power-dependent effects, and two-tone spectroscopy. The simulated spectra reproduce well the observed feature in the vacuum Rabi splitting. We show data from new experiments in which we both reproduce the observations of Samkharadze et al. [14] and furthermore reveal new multiphoton transitions [28]. We demonstrate the capability to drive some of these transitions, which could be useful for future photon preparation and detection schemes [29, 30].

The first step to explain the presence of the additional feature in the spectrum in Fig. 1(a) is to identify the transitions involved. To this end, we compare the data to the transition frequencies calculated from the system Hamiltonian \( \hat{H} = \hat{H}_0 + H_e + H_I \), see Fig. 2. The full details of the spin-photon interaction have been described elsewhere [5, 12, 31]. The Hamiltonian for the double quantum dot containing one electron is given by

\[
\hat{H}_0 = \frac{1}{2}(\epsilon \tau_z + 2t_c \tau_x + g_e \mu_B B_z \sigma_z + g_e \mu_B B_x \sigma_x \tau_z),
\]

where \( \tau_\alpha \) and \( \sigma_\alpha \) are the Pauli operators for position (left, right) and spin (↑, ↓), respectively, \( g_e = 2 \) is the
This coherent probe is described by a time-dependent driving term

\[ V(t) = i\hbar \sqrt{\kappa_1} (e^{-i\omega_{\text{probe}} t} a^{\dagger}_{\text{in},1} a + e^{i\omega_{\text{probe}} t} a_{\text{in},1}^{\dagger} a), \]  

where \( \kappa_1 \) is the coupling strength between the resonator and the probe signal of coherent amplitude \( a_{\text{in},1} \). The probe power is related to this amplitude through \( P_{\text{probe}} = \lambda \omega_{\text{probe}} |a_{\text{in},1}|^2 \), where \( \lambda \) accounts for extra losses in the probe signal delivery line. The vacuum-Rabi-split driving term \( W(t) \) is added to describe a DQD pump tone with coherent amplitude \( b_{\text{in}} \) (see Supplemental Material Sec. S1G).

Having described the system and its Hamiltonian, we now examine different classes of transitions that could match the spectrum in Fig. 1(a). The vacuum-Rabi-split modes correspond to the \( |+\rangle \leftrightarrow |\pm\rangle \) transitions (red) in the Jaynes-Cummings ladder [Fig. 1(d)]. We find that the observed additional feature in the upper part of the gap closely matches the frequency of the \( |1+\rangle \leftrightarrow |2+\rangle \) transition in the ladder, while the \( |1-\rangle \leftrightarrow |2-\rangle \) transition frequency lies in the lower part of the gap, where no additional features are visible in the Samkharadze et al. [14] experiment [Fig. 1(a)]. Together, these transition frequencies (orange) form an eyelike shape in the middle of the gap. Transitions involving higher states in the ladder, i.e., \( |m\pm\rangle \leftrightarrow |(m+1)\pm\rangle \) for \( m \geq 2 \) (transparent orange), move progressively closer to the middle of the spectrum for higher \( m \). Eventually they converge to a straight crossing of the modes that corresponds to the classical limit. Circuit QED experiments with transmon qubits have reported observations of features corresponding to these excited-state transitions, as
Figure 2. Overview of the input-output model for the coupled DQD-resonator system (see main text).

well as features corresponding to multiphoton transitions from the ground state to higher excited states in the ladder [28]. These multiphoton transitions form a fanlike structure in the spectrum (purple) and are not observed in the data from Samkharadze et al. [14]. Later in this work, we present new experiments with a different device that confirm the transition labeling.

To understand the relative visibility of these transitions, we now turn to an input-output description of the system. We first find the steady-state density matrix of the driven system from the Lindblad master equation

$$\frac{d\rho}{dt} = -\frac{i}{\hbar}[H+V(t),\rho] + \gamma_1 D[\tau_-](\rho) + \frac{\gamma_2}{2} D[\tau_2](\rho) + (n_{th} + 1)\kappa_\phi D[a](\rho) + n_{th}\kappa_\tau D[a^\dagger](\rho),$$

with Lindblad dissipator $D[A](\rho) = A\rho A^\dagger - \frac{1}{2}\{A^\dagger A,\rho\}$. Charge relaxation (rate $\gamma_1$) and charge dephasing (rate $\gamma_\phi$) are described with Pauli operators $\tau_-$ and $\tau_2$ in the hybridized eigenbasis of charge states $|\pm\rangle$ [23, 26]. The resonator linewidth $\kappa_\tau = \kappa_1 + \kappa_2 + \kappa_{int}$ consists of losses from coupling to the input-output lines ($\kappa_1 = \kappa_2$) and internal losses ($\kappa_{int}$). Fig. 2 gives an overview of this model. Spin decoherence due to nuclear spins in $^{28}$Si is much weaker than the decoherence caused by charge noise that couples in through spin-charge hybridization [14, 15], and is therefore not included in this work.

The appearance of the feature inside the vacuum Rabi splitting requires a sufficient population of the excited states in the ladder, specifically the $|1+\rangle$ state. For probe frequencies within the gap, excitation to these states by the coherent probe signal is suppressed, but could be caused by several other mechanisms. Here, we empirically model incoherent excitations by coupling the resonator to a boson bath at temperature $T$ with a thermal occupation $n_{th} = 1/\exp(\hbar\omega_r/\kappa_{th}T) - 1$ [22]. For $q_r = 0$, this will result in a thermal resonator state with temperature $T$, while for $q_r \neq 0$, this will lead to a finite population of excited DQD-resonator states. However, other mechanisms, like charge or spin excitation (or thermalization) effects can also populate the $|1+\rangle$ state, and can therefore produce similar signatures in the spectrum. These mechanisms could not be differentiated here (see Supplemental Material Sec. S3 for an example of a thermal spin model).

To find the steady state of the system, we first apply a multilevel rotating wave approximation (RWA) to get a time-independent master equation. We then truncate the resonator Hilbert space and transform all operators into the Liouville space [27, 34, 35], to arrive at a matrix-vector equation that can be numerically solved to find the steady-state density operator $\rho_S$ (see Supplemental Material Sec. S1F). The resonator transmission is then given by

$$S_{21} = \frac{a_{out,2}}{a_{in,1}} = \frac{\langle \sqrt{\kappa_2 a^\dagger} \rangle}{\langle a^\dagger a \rangle} = \frac{\sqrt{\kappa_2}}{a_{in,1}} Tr(a\rho_S).$$ (4)

The results from the experiment by Samkharadze et al. [14] are well reproduced by simulations using this theoretical framework, as shown in Fig. 1(c). To obtain good agreement, we first determine the Hamiltonian parameters by matching the calculated Jaynes-Cummings transition frequencies to the experimental data. We then manually adjust the bath temperature $T$, the probe amplitude $a_{in,1}$, and the charge decoherence rates $\gamma_1,\gamma_\phi$ to match the relative visibility of transitions in the spectrum. The reason to proceed like this is mainly that the model has a large number of parameters that are underconstrained when fit to a single spectrum. Obtaining an automated fit would require simultaneously fitting to multiple heterogeneous datasets. Alternatively, independent measurements can be used to determine certain parameters (more details in Supplemental Material Sec. S1H). At $T = 200$ mK, a finite population of excited Jaynes-Cummings states makes higher transitions in the ladder (orange) visible in the spectrum. In this case, this leads to the appearance of a feature inside the vacuum Rabi splitting, which corresponds predominantly to the $|1+\rangle \leftrightarrow |2+\rangle$ transition. Furthermore, the finite probe signal amplitude $a_{in,1} = 1000$ Hz makes the main branches appear less bright near the top and bottom of the spectrum compared to the standard input-output simulation [Fig. 1(b)]. This broadening of the spinlike transitions away from spin-photon resonance is also observed in the experiment [Fig. 1(a)] and results from the finite population of higher-photon-number states generated by the probe signal. Specifically, the simulated average photon number reaches $\langle a^\dagger a \rangle = Tr(a^\dagger a\rho_{S}) = 0.31$ for $B_r = 99$ mT, which effectively broadens the spinlike transitions due to photon-number-dependent dispersive shifts [18]. Increasing $a_{in,1}$ further in the simulations leads to a reduced vacuum Rabi splitting and the appearance of multiphoton transitions [28] in the spectrum. However, these effects are not observed in the results from Samkharadze et al. [14], since the probe power was kept low in their experiment. Finally, the charge decoherence rates $\gamma_1,\gamma_\phi$ make transitions in the lower part of the spectrum (involving $|m-\rangle$ states) more or less visible compared to features in the upper part (involving $|m+\rangle$ states) depending on their strength. This effect is also observed in the experiment [Fig. 1(a)] and simulations using the standard input-output theory [Fig. 1(b)]. It is caused
by an asymmetric admixture with the charge degree of freedom (i.e., the photonlike transition has less charge component below spin-photon resonance than above spin-photon resonance). To match the relative visibility of upper and lower features in the experimental data, the simulations [Fig. 1(b) and Fig. 1(c)] use charge decoherence rates $\gamma_1/2\pi = 20 \text{ MHz}$ and $\gamma_\phi/2\pi = 200 \text{ MHz}$.

We now describe a new set of experiments in which we intentionally probe the transitions of the Jaynes-Cummings ladder described above. The device, experimental setup, and data acquisition are described in detail in Ref. [18] and were designed to realize resonator-mediated spin-spin interactions. Here, we only use one of the DQDs (DQD2 in the nomenclature of Ref. [18]), allowing its spin to interact with the resonator photons, while the other remains decoupled. This system achieves a charge-photon coupling strength of $g_c/2\pi = 192 \text{ MHz}$ and is operated at a DQD tunnel coupling of $2t_c/\hbar = 12.0 \text{ GHz}$ for these experiments, resulting in an effective spin-photon coupling strength of $g_s/2\pi \approx 16 \text{ MHz}$. Since the bare resonator linewidth is $\kappa_r/2\pi = 2.5 \text{ MHz}$ and the spin linewidth is $\gamma_s/2\pi \leq 6 \text{ MHz}$, the strong spin-photon coupling regime is achieved. For a weak probe signal, the measured transmission spectrum in Fig. 3(a) shows a simple avoided crossing of the main modes, while additional features are hardly visible. The small dent in the upper branch around $B_r = 53.2 \text{ mT}$ is believed to be an accidental crossing with a defect (two-level system). When the probe power is increased, see Fig. 3(b), features corresponding to both the $|m+\rangle \leftrightarrow |(m+1)+\rangle$ and $|m-\rangle \leftrightarrow |(m+1)-\rangle$ transitions become visible to form an eyelike shape in the spectrum (orange lines). Additionally, a faint feature appears near the upper branch that corresponds to the $|\downarrow,0\rangle \leftrightarrow |2+\rangle$ transition involving two-photon processes (purple line) [28].

These results are well predicted by simulations using the theory developed for this work and shown in Fig. 3(c) and Fig. 3(d). To obtain good agreement, we employ the same manual fitting procedure as before and vary both the probe amplitude $a_{in,1}$ and the bath temperature $T$ between the low-power [Fig. 3(c)] and high-power [Fig. 3(d)] simulations. The increase in $a_{in,1}$ leads to a fading of the branches near the top and the bottom of the spectrum, a reduced vacuum Rabi splitting, and the appearance of the $|\downarrow,0\rangle \leftrightarrow |2+\rangle$ transition in the simulated spectrum. Interestingly, the high-power simulation uses an increased $T$ compared to the low-power simulation. This increase in $T$ is needed to get agreement in the visibility of the eyelike feature, and might suggest a connection between the probe power and the effective temperature of the system.

Next, we reveal the eyelike transitions (orange) using a pump tone [see Fig. 4(a)] to generate population of the excited states [21]. This pump tone increases the steady-state occupation of the $|1\pm\rangle$ states, such that features corresponding to the $|1\pm\rangle \leftrightarrow |2\pm\rangle$ transitions become more apparent. The measured spectrum in Fig. 4(b) indeed reveals a feature corresponding to the $|1+\rangle \leftrightarrow |2+\rangle$ transition, while the feature corresponding to the $|1-\rangle \leftrightarrow |2-\rangle$ transition remains faint. Using this pump-plus-weak-probe scheme, the extra Jaynes-Cummings transition appears in a more targeted way than in the previous strong-probe scheme of Fig. 3(b) and Fig. 3(d).

To model this two-tone experiment, a second driving term $W(t)$ that couples to the DQD detuning is added to the master equation in Eq. (3). Since the Hamiltonian then contains terms rotating at two different frequencies, the RWA fails to eliminate the time dependence in the master equation and we can no longer find a steady-state solution as before. To circumvent this issue, we assume the probe signal is weak and calculate the resonator transmission in the linear response regime (see Supplemental Material Sec. S1G). The simulated spectrum using this approach in Fig. 4(c) shows good qualitative agreement with the measured data. The sharp changes of visibility in the simulated spectrum appear due to the switching on and off of the pump tone, and are also observed in the experiment to some degree.

In summary, we have observed additional transitions in the vacuum Rabi splitting spectrum of spin circuit QED devices. We have identified these transitions as involving higher excited states in the Jaynes-Cummings ladder, thereby also explaining previously reported observations.
The visibility of these transitions was enhanced by increasing the probe power and by using a pump-and-probe scheme. We found the experimental data to be in agreement with simulations using an input-output framework based on a steady-state solution of a Lindblad master equation. Improvements in the coupling-to-decoherence ratio (cooperativity) enable more distinct observations of these transitions, allowing one to probe higher transitions in the Jaynes-Cummings ladder. In that regard, the new experiments presented here are a witness of the improvements in cooperativity in this spin-photon system.

In the future, selective driving of these transitions could prove useful for photon preparation and measurement schemes [29, 30]. Finally, the input-output framework presented in this work can be straightforwardly extended to accurately describe resonator-mediated interactions between two spins, which pave the way to a scalable spin qubit architecture [6, 17, 18].
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S1. INPUT-OUTPUT THEORY

A. DQD eigenbasis

In earlier work, Benito et al. [23] derived analytical expressions for the spin-charge hybridized eigenstates and eigenenergies of the DQD Hamiltonian $H_0$ (Eq. (1) of the main text). By first expressing $H_0$ in the product basis of antibonding and bonding orbitals $|\pm\rangle$ with spin $\uparrow, \downarrow$, they found the DQD energy levels to be

$$E_{3,0} = \pm \frac{1}{2} \left[ \left( \Omega + g_e \mu_B \sqrt{B_x^2 + B_z^2 \sin^2 \theta} \right)^2 + (g_e \mu_B B_x)^2 \cos^2 \theta \right]^{1/2}, \quad (S1)$$

$$E_{2,1} = \pm \frac{1}{2} \left[ \left( \Omega - g_e \mu_B \sqrt{B_x^2 + B_z^2 \sin^2 \theta} \right)^2 + (g_e \mu_B B_x)^2 \cos^2 \theta \right]^{1/2}, \quad (S2)$$

where $\Omega = \sqrt{\epsilon^2 + 4\mu_b^2}$ is the charge qubit energy splitting and $\theta = \arctan(\epsilon/2\mu_b)$ is the orbital angle. The energetically close states $|1\rangle$ and $|2\rangle$ experience a strong hybridization and are given by

$$|1\rangle = \cos \frac{\Phi}{2} |\uparrow\rangle + \sin \frac{\Phi}{2} |\downarrow\rangle, \quad (S3)$$

$$|2\rangle = \sin \frac{\Phi}{2} |\uparrow\rangle - \cos \frac{\Phi}{2} |\downarrow\rangle, \quad (S4)$$

where $\Phi = \arctan \frac{g_e \mu_B B_z \cos \theta}{\Omega - g_e \mu_B B_x}$ is the spin-orbit mixing angle. The remaining eigenstates are approximated as

$$|0\rangle \approx |\uparrow\rangle, \quad (S5)$$

$$|3\rangle \approx |\downarrow\rangle. \quad (S6)$$

Operators acting on the DQD states that appear in the master equation in Eq. (3) are conveniently expressed in the eigenbasis of $H_0$. Specifically, dipole “raising” and “lowering” operators are introduced that describe the interaction between the DQD and electric fields applied to its gates. The dipole raising operator $d_+$ describes an excitation of the DQD by incident fields and is written in the eigenbasis $\{|0\rangle, |1\rangle, |2\rangle, |3\rangle\}$ (Eqs. (S3)–(S6)) as

$$d_+ = \begin{pmatrix} 0 & 0 & 0 & 0 \\ d_{01} & 0 & 0 & 0 \\ d_{02} & 0 & 0 & 0 \\ 0 & d_{13} & d_{23} & 0 \end{pmatrix}, \quad (S7)$$

while a deexcitation is described by $d_- = d^\dagger_+$, with matrix elements

$$d_{01} = d_{23} \approx -\cos \theta \sin \frac{\Phi}{2}, \quad (S8)$$

$$d_{02} = -d_{13} \approx \cos \theta \cos \frac{\Phi}{2}. \quad (S9)$$

The experiments in this work operate in the regime where the $|0\rangle \leftrightarrow |1\rangle$ transition of the DQD is predominantly spin-like ($\cos \Phi > 0$), such that the effective spin-photon coupling strength becomes $g_s = g_e |d_{01}|$ [23]. Furthermore, the DQD decoherence operators describing charge relaxation ($\overline{\tau}_-$) and pure charge dephasing ($\overline{\tau}_+$) can be expressed in this basis as

$$\overline{\tau}_- = \begin{pmatrix} 0 & \sin(\Phi/2) - \cos(\Phi/2) & 0 \\ 0 & 0 & \cos(\Phi/2) \\ 0 & 0 & \sin(\Phi/2) \end{pmatrix}, \quad (S10)$$

$$\overline{\tau}_+ = \begin{pmatrix} -1 & 0 & 0 \\ 0 & -\cos \Phi & -\sin \Phi \\ 0 & -\sin \Phi & \cos \Phi \end{pmatrix}.$$
C. Jaynes-Cummings model

In the experiments described here, the charge qubit energy splitting $2\epsilon$ is detuned from both the spin and photon energies. The dispersive charge-photon interaction leads to a shift of the photon transition, i.e., $\omega_r \to \omega_r - \chi_c$, where $\chi_c$ includes shifts from both co-rotating and counter-rotating (Bloch-Siegert shift) terms [25, 30] and is given by

$$\chi_c \approx \frac{(g_e)^2}{\Omega/h - \omega_r} \pm \frac{(g_r)^2}{\Omega/h + \omega_r}. \quad (S14)$$

When we use this shifted resonator frequency and apply a rotating wave approximation (RWA), we can reduce the system to a spin-photon Jaynes-Cummings model [32]. Near spin-photon resonance, the excited eigenstates of the coupled system can then be expressed as $m$-excitation states

$$|m\rangle = \sin(\alpha_n/2) |\downarrow, m\rangle + \cos(\alpha_n/2) |\uparrow, m - 1\rangle,$$

$$|m\rangle = \cos(\alpha_n/2) |\downarrow, m\rangle - \sin(\alpha_n/2) |\uparrow, m - 1\rangle,$$

with spin-photon mixing angle $\alpha_n = \frac{1}{2} \arctan(2g_e\sqrt{n+1}/\Delta)$, where $\Delta = E_1 - E_0 - \omega_r$. Here $|\uparrow, m\rangle$ denotes the state with the electron in the spin up state and $n$ photons in the resonator. The corresponding energies are

$$E_{m\pm} = m\hbar\omega_r \pm \hbar \sqrt{\Delta^2 + 4g_e^2 m}, \quad (S16)$$

and $E_g = -\hbar\Delta/2$ for the ground state $|g\rangle = |\downarrow, 0\rangle$. These dressed-state energies form the Jaynes-Cummings ladder, which is depicted in Fig. 1d of the main text for the case of $\Delta = 0$.

D. Standard input-output theory

The input-output theory for spin circuit QED developed by Benito et al. [23] has become a standard in the field. Their theory is based on a steady-state solution of Quantum Langevin equations (QLEs) for the DQD ($\sigma_j = \{i\}j$, with $|i\rangle$ the DQD eigenstates) and resonator ($a^{(\dagger)}$) operators. The complex resonator transition $S_{21}$ is derived within a RWA by introducing DQD transition susceptibilities $\chi_{ij}$. When the DQD is in its ground state, the relevant susceptibilities are expressed as

$$\chi_{O1} = \frac{g_e \cos \theta \sin(\Phi/2)}{\delta_1 - i\gamma_{\text{eff}}^{(1)}}, \quad (S17)$$

$$\chi_{O2} = -\frac{g_e \cos \theta \cos(\Phi/2)}{\delta_2 - i\gamma_{\text{eff}}^{(2)}}, \quad (S18)$$

with detunings $\delta_n = E_n - E_0 - \omega_{\text{probe}}$ and effective decoherence rates $\gamma_{\text{eff}}^{(n)} = (\gamma_{1/2} + \gamma_0)\delta^2 + \delta^2 \cos^2(\Phi/2) + \delta_1^2 \cos^2(\Phi/2)/\delta_n$ [23]. The resonator transmission is written in terms of these susceptibilities as

$$S_{21} = \frac{-i\sqrt{\gamma_1\gamma_2}}{\omega_r - \omega_{\text{probe}} - i\kappa/2 + g_e(\chi_{O1}d_{O1} + \chi_{O2}d_{O2})}. \quad (S19)$$

Fig. 1b shows the spectrum that is predicted by this standard input-output theory for the experiment by Samkharadze et al. [14]. When compared to the experimental data in Fig. 1a and the simulation using the theory presented in this work in Fig. 1c, we see that the theory by Benito et al. [23] does not reproduce the additional feature within the gap. This is because the additional feature corresponds to transitions between entangled states in the Jaynes-Cummings ladder ($|m\pm\rangle$), which are not captured by the standard input-output theory since it assumes separable steady states, i.e., $\langle a\sigma_j \rangle = \langle a \rangle \langle \sigma_j \rangle$. This treatment captures transitions from a separable state to entangled spin-photon states, most importantly the vacuum Rabi split $|\downarrow, 0\rangle \leftrightarrow |\downarrow\pm\rangle$ transitions. However, transitions where both the initial and the final states are entangled spin-photon states are not captured in this separable state ansatz. Since the observed additional feature corresponds to transitions between entangled states in the Jaynes-Cummings ladder ($|m\pm\rangle$),
orange transitions in Fig. 1d), it cannot be reproduced by this model (Fig. 1b). As we have shown, the theoretical framework developed for this work does capture these effects. However, it should be noted that it is significantly more computationally heavy compared to the standard input-output theory.

Furthermore, the main branches of the vacuum Rabi splitting appear brighter near the top and bottom of the spectrum predicted by the standard input-output theory. As was discussed in the main text, this fading of the main branches is a result of a finite probe power. Since Eqs. (S17) – (S19) do not include any dependence on probe strength \( a_{in,1} \), this effect is not captured by the standard input-output theory.

Finally, we note that Eqs. (S17) – (S19) can be generalized to arbitrary DQD level occupations in a straightforward way. A finite population of excited DQD states leads to a smaller vacuum Rabi splitting compared to the result when the DQD is in the ground state. However, this generalization cannot reproduce the additional splitting compared to the result when the DQD is in the ground state ansatz discussed above.

**E. Multi-level RWA**

In order to arrive at a time-independent master equation, we move into a frame rotating with the probe frequency. The Hamiltonian in this frame then becomes \( \tilde{H} = UHU^\dagger + \frac{i}{\hbar} \frac{d}{dt} U^\dagger \), with

\[
U = \exp(i \omega_{\text{probe}} t(a^\dagger a + |1\rangle \langle 1| + |2\rangle \langle 2| + 2 |3\rangle \langle 3|)).
\]

Carrying out this transformation and neglecting all fast-oscillating terms in a rotating wave approximation (RWA), the Hamiltonian terms become

\[
\tilde{H}_0 = \begin{pmatrix} E_0 & 0 & 0 & 0 \\ 0 & E_1 - \hbar \omega_{\text{probe}} & 0 & 0 \\ 0 & 0 & E_2 - \hbar \omega_{\text{probe}} & 0 \\ 0 & 0 & 0 & E_3 - 2\hbar \omega_{\text{probe}} \end{pmatrix},
\]

\[
\tilde{H}_r = \hbar (\omega_r - \omega_{\text{probe}}) a^\dagger a,
\]

\[
\tilde{H}_I = \hbar g_c \left( a^\dagger d_+ + a d_+ \right),
\]

\[
\tilde{V} = \frac{i \hbar}{\sqrt{\kappa}} \left( a_{in,1} a^\dagger - a^\dagger a_{in,1} \right).
\]

However, counter-rotating terms that are neglected in the RWA lead to significant shifts in the energy levels of the system. This results in a shift of the resonator frequency known as the Bloch-Siegert shift [38]. We include this shift in our input-output model by substituting the resonator frequency, i.e., \( \omega_r \rightarrow \omega_r - \chi_{\text{BS}} \), where the Bloch-Siegert shift is approximated by

\[
\chi_{\text{BS}} \approx \frac{(g_c)^2}{\Omega / \hbar + \omega_r}.
\]

**F. Numerical solution**

To find a numerical solution of the master equation in the steady state, we truncate the Hilbert space of the resonator, such that it includes Fock states \( |n\rangle \), where the resonator photon number \( n \) ranges from 0 to \( N \). The master equation can then be written in...
the product basis of resonator and DQD states $\{|i\rangle \otimes |n\rangle\}$. This leads to a matrix equation that can be solved for $\rho$, which now has dimension $M = 4(N + 1)$. To transform this to an easily solvable matrix-vector equation, we transform the operators to the so-called Liouville space [27, 34, 35]. The dimension of this space is $M^2$ and in this representation, the density matrix becomes a vector $|\rho\rangle$,

$$
|\rho\rangle = \sum_{n,m=0}^{M-1} \rho_{nm} |n\rangle \langle m| \otimes |\tilde{m}\rangle,
$$

where $|\tilde{m}\rangle$ is a state vector in the Hilbert space that is an identical copy of the original one. In this representation, the master equation in the rotating frame can be written as

$$
\frac{d}{dt} |\tilde{\rho}\rangle = \mathcal{L} |\tilde{\rho}\rangle = \left( -\frac{i}{\hbar} (\mathcal{H} + \mathcal{V}) + \mathcal{D} \right) |\tilde{\rho}\rangle,
$$

where $|\tilde{\rho}\rangle$ is a vector that represents the density matrix in the rotating frame and Lindbladian $\mathcal{L}$ is now an $M \times M$ matrix, which consists of the Hamiltonian $\mathcal{H}$, driving term $\mathcal{V}$, and dissipator $\mathcal{D}$ in the Liouville space. The steady-state density matrix can then be found by solving $\mathcal{L} |\tilde{\rho}_{SS}\rangle = 0$. To directly find a normalized solution, we replace the first row of $\mathcal{L}$ to impose the trace condition $\text{Tr}(\rho) = 1$, thereby converting the steady-state master equation to a problem of the form

$$
\mathcal{L}' |\tilde{\rho}_{SS}\rangle = y,
$$

where $y = (1, 0, 0, 0, \ldots)^T$. This matrix-vector equation can then be solved using standard methods [28, 39]. This method of calculating the steady-state density matrix was found to be faster than the direct computation and normalization of the Null space of $\mathcal{L}$.

### G. Two-tone spectroscopy

In order to model two-tone spectroscopy experiments, we add a coherent driving field that couples to the DQD charge dipole. This pump tone uses the same coupling mechanism as the resonator field and we again use dipole operators $d_{\pm}$ to express the corresponding driving term as

$$
W(t) = i \hbar \sqrt{\delta} (e^{-i \omega_{pump} t} b_n d_{\pm} - e^{i \omega_{pump} t} b_{n\pm} d_{\mp}).
$$

Here $\omega_{pump}$ is the frequency of this pump tone, $b_{n\pm}$ is the coherent amplitude, and $\delta$ is the coupling strength between the DQD charge dipole and this coherent drive. Analogously to Eq. (S20), we now transform to a frame rotating with the pump frequency $\omega_{pump}$. The resulting master equation reads

$$
\frac{d}{dt} |\tilde{\rho}\rangle = -\frac{i}{\hbar} [\tilde{\mathcal{H}} + \tilde{W} + \tilde{\mathcal{V}}(t), |\tilde{\rho}\rangle] + \mathcal{D}(|\tilde{\rho}\rangle),
$$

where $\tilde{W}$ and $\tilde{\mathcal{V}}(t)$ represent the Hamiltonian terms corresponding to the pump (Eq. (S29)) and probe (Eq. (2)) tone, respectively. Since the probe driving term is still time-dependent, this equation cannot be numerically solved in the same way as before. Instead, one has to resort to time-dependent simulations or the Floquet formalism. Here, we take a different approach and assume the probe signal to be weak, i.e., small $a_{in,1}$, which is often the case in circuit QED experiments. To calculate the steady-state resonator transmission in this regime, we first neglect the probe driving term, such that the master equation in the stationary limit becomes

$$
0 = -\frac{i}{\hbar} [\tilde{\mathcal{H}} + \tilde{W}; |\tilde{\rho}_{SS}\rangle] + \mathcal{D}(|\tilde{\rho}_{SS}\rangle).
$$

Figure S2. Probe power dependence of the vacuum Rabi splitting for the new device of Ref. [18]. (a-c) Experimental data for the indicated values of the probe power. (d-f) Simulated spectra for the indicated values of the probe amplitude $a_{in,1}$ and thermal bath temperature $T$, and other parameters in Table S1, including up to $N = 15$ photons in the resonator Hilbert space.
This equation can then be solved to find the steady-state density matrix $\hat{\rho}_S$ under coherent excitation from the pump tone. The transmission of the probe signal to the resonator is then calculated in the linear response regime [19, 25]. To see how this works, we transform the master equation in Eq. (S30) to Fourier space and separate the commutator,

$$\dot{i}\omega \hat{\rho}_\omega = -\frac{i}{\hbar} [H + \hat{W}, \hat{\rho}_\omega] + D(\hat{\rho}_\omega) - \frac{i}{\hbar} \hat{V}(t), \hat{p}(t), \omega \hat{\rho}_\omega,$$

where the subscript $\omega$ denotes the Fourier transform of the operators and we used the fact that the only time dependencies in the master equation are carried by $\hat{V}(t)$ and $\hat{p}(t)$. The time dependence of the last commutator in this equation leads to a convolution in frequency space. Next, the probe drive $\hat{V}(t)$ is assumed to be a weak perturbation to the steady-state density matrix of the system $\hat{\rho}_S$ in the absence of a probe drive [25]. Including the perturbation caused by the probe only to first order, the master equation is simplified to

$$\dot{i}\omega \hat{\rho}_\omega = -\frac{i}{\hbar} [\hat{H} + \hat{W}, \hat{\rho}_\omega] + D(\hat{\rho}_\omega) - \frac{i}{\hbar} \hat{V}_\omega \hat{\rho}_\omega.$$

The Fourier transform of the probe drive Hamiltonian is given by

$$\hat{V}_\omega = i\hbar \sqrt{\kappa_1} \delta(\omega + \omega_{\text{probe}} - \omega_{\text{pump}}) \hat{a}^\dagger_{\text{in},1} \hat{a}^\dagger_{\text{out},2} - \delta(\omega - \omega_{\text{probe}} + \omega_{\text{pump}}) \hat{a}^\dagger_{\text{in},1} \hat{a}_{\text{out},2},$$

where $\delta(\chi)$ is the Dirac delta function. As was shown in Ref. [25], the effect of the second term in this equation can be neglected. The resonator response is then found by writing the master equation in the Liouville space, yielding

$$\dot{i}\omega \hat{\rho}_\omega = -\frac{i}{\hbar} [\hat{H} + \hat{W} + D, \hat{\rho}_\omega] - \frac{i}{\hbar} \hat{V}_\omega \hat{\rho}_\omega.$$

The probe drive term in this space can be written as

$$\hat{V}_\omega = i\hbar \sqrt{\kappa_1} \hat{a}^\dagger_{\text{in},1} (\hat{a}^\dagger_{\text{out},1} \otimes 1_M - 1_M \otimes (\hat{a}^\dagger_{\text{out},1} \otimes \hat{a}_{\text{out},2}^\dagger)) \delta(\omega + \omega_{\text{probe}} - \omega_{\text{pump}}).$$

The master equation can then be solved to find the perturbed density matrix

$$\hat{\rho} = i\hbar \sqrt{\kappa_1} \hat{a}^\dagger_{\text{in},1} (-\hat{H} - \hat{W} - \hbar D + h(\omega_{\text{probe}} - \omega_{\text{pump}}) \hat{a}^\dagger_{\text{out},2} \hat{a}_{\text{out},2})^{-1} (\hat{a}^\dagger_{\text{out},1} \otimes 1_M - 1_M \otimes (\hat{a}_{\text{out},1} \otimes \hat{a}_{\text{out},2}^\dagger) \rho S),$$

where the equation integrated over frequency space to move back to the time domain. The full resonator transmission in the linear response regime can finally be computed from the density matrix as

$$S_{21} = \frac{a_{\text{out},2}}{a_{\text{in},1}} = \sqrt{\frac{\kappa_2}{\kappa_1}} \frac{a_{\text{out},1}}{a_{\text{in},1}} = \sqrt{\frac{\kappa_2}{\kappa_1}} \frac{1_M}{(1_M \otimes 1_M)} |\hat{a} \rangle |\hat{p} \rangle.$$

H. Determining the simulation parameters

The parameters that were used to obtain the simulated transmission spectra presented in this work are listed in Table S1. The bare resonator frequency and linewidths were measured with the DQDs away from zero detuning. The remaining Hamiltonian parameters were determined by matching the calculated transition frequencies in the Jaynes-Cummings ladder to measured transmission spectra. Finally, coherent drive parameters $a_{\text{in},1}$, $b_{\text{in}}$, $\delta$, bath temperature $T$, and charge decoherence rates $\gamma_1, \gamma_2$ were manually adjusted to match the relative visibility of transitions in the spectrum. The significant digits in the parameters give a qualitative sense of the degree of confidence in their precise value, while statistical error bars would not reflect our real degree of confidence.

The reason to proceed like this is mainly that the model has a large number of parameters that are underconstrained when fit to a single spectrum. Obtaining an automated fit would require simultaneously fitting to multiple heterogeneous data sets. Alternatively, independent measurements can be used to determine certain parameters. For example, resonator parameters can be determined with high confidence far away from zero detuning and used in the subsequent determination of new parameters. Conversely, some parameters can change between datasets because they are tuneable or unstable. Performing an actual simultaneous fit to the full datasets was not feasible because of these requirements. Most importantly, constrained fits to subsets of data would yield statistical error bars that do not reflect our real confidence in the parameter. Secondly, the simulations take a significant amount of time to run on a simulation server. This is especially the case for the simulations with a high probe power (high $a_{\text{in},1}$), because they require including states with up to $N = 15$ photons. Alternatively, one could pick certain linecuts in the spectrum, which would have to be properly weighted to capture the confidence in them. Although this might be possible, it is still somewhat arbitrary. We decided not to pursue this, since the goal of this work is to explain the physics involved in the appearance of these features. Full quantitative agreement would need further refinements to the methodology.

We note that for the data from Samkharadze et al. [14], slight modifications of $B_{DQ}$ between spectra were needed to account for hysteresis effects in the micromagnets. Furthermore, as was stated in the main text, the device used for the new experiments in this work uses a transmission-style resonator coupling, leading to a peak in the transmission when the system is probed on resonance. In contrast to the hanger-style coupling in Samkharadze et al. [14], this coupling provides no information on the maximal transmission. Since the precise amount of losses and amplification between the system and instruments at room temperature is not known, the measured $[S_{21}]$ has arbitrary units and we are unable to extract the internal resonator decay rate $\kappa_{\text{int}}$. We therefore assume $\kappa_{\text{int}} \approx 1.5 \text{ MHz}$ based on knowledge of previous devices with similar resonator designs.

To reproduce the observed asymmetry between upper and lower features in the two-tone spectrum in Fig. 4, a higher charge dephasing rate $\gamma_0/2\pi = 120 \text{ MHz}$ is used than in the single-tone experiments in Fig. 3 ($\gamma_0/2\pi = 10 \text{ MHz}$). This seems to suggest that driving the DQD also increases the decoherence in the system. The drive is applied through a gate line that has an on-chip microwave filter [18, 40], and we have seen that this generates significant cross-talk between the two DQDs. It is possible that this also contributes to extra dephasing of the charge or spin degrees of freedom, in which case changing the cut-off frequency of the filter for this drive line would help mitigate the issue.

S2. EXTENDED DATA

In this section, we present more data revealing additional features in the resonator transmission spectrum. The vacuum Rabi splittings at several values of the DQD tunnel coupling, measured in Samkharadze et al. [14], are reproduced here in Fig. S1a–c. At large $t_c$, the hybridization of spin and charge remains small, as does the resulting spin-photon coupling. When $2t_c/\hbar$ is brought closer to the resonator frequency (hence reduced in this case), the spin-charge admixing becomes larger, leading to a larger vacuum Rabi splitting in the spectrum. Moreover, both the DQD spin qubit and the resonator become more vulnerable to charge-induced decoherence, leading to larger linewidths, as well as a larger difference in visibility between upper and lower features in the spectrum. Simulations using the input-output theory presented in this work are shown in Fig. S1d–f and are in agreement with these observations.

Secondly, Fig. S2a–c show the transmission spectra over a range of probe powers in our new experiment. Starting from the low-power spectrum in Fig. S2a, increasing the probe power leads to a fading of the main branches near the top and bottom of the spectrum, a reduced vacuum Rabi splitting, and the appearance of transitions between excited states (eye-like shape) and a two-photon transition, see Fig. 3 of the main text. The simulated spectra are in agreement with these results. To obtain this level of agreement, we vary both
As discussed in the main text, the appearance of transitions between excited Jaynes-Cummings states requires a finite population of the excited states in the ladder. In the master equation Eq. (3), we have modeled incoherent excitations by coupling the resonator to a thermal bath. However, other mechanisms can also populate excited states in the ladder, leading to similar signatures in the resonator transmission spectrum. As an example, we show that coupling a thermal bath to the DQD spin degree of freedom reproduces the results of Samkharadze et al. [14] in Fig. 1 of the main text. To this end, we solve a different master equation

$$\frac{d\rho}{dt} = -\frac{i}{\hbar} [H + V(t), \rho] + \kappa_\text{r} \mathcal{D}[\hat{a}]\rho + \gamma_1 \mathcal{D}[\hat{a}^\dagger\sigma_-]\rho$$

(S39)

which includes photon losses ($\kappa_r$), charge relaxation ($\gamma_1$), pure charge dephasing ($\gamma_\phi$), and coupling of the spin to a thermal bath with coupling strength $\gamma_s$. Here $\odot$ denotes the element-wise matrix product and $n_{th}$ is a matrix containing the thermal bath occupations at the DQD transition frequencies, i.e., $n_{th,ij} = 1/(\exp(E_i - E_j)/k_BT - 1)$. The spin relaxation operator is written in the $H_0$ eigenbasis as

$$\sigma_- = \begin{bmatrix} 0 & \cos(\Phi/2) & \sin(\Phi/2) & 0 \\ 0 & 0 & 0 & -\cos(\Phi/2) \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

(S40)

and the spin excitation operator is $\sigma_+ = \sigma_-\dagger$. The steady-state solution of this master equation is found using the methods described in Sec. S1.

Fig. S3 shows a simulation of the experiment by Samkharadze et al. [14] using this thermal spin model. The resulting spectrum again reveals a feature corresponding to the $|1+\rangle \leftrightarrow |2+\rangle$ transition in the Jaynes-Cummings ladder and looks similar to the simulation in Fig. 1c of the main text, where a thermal bath was coupled to the resonator instead of the spin. These two mechanisms both populate excited states in the Jaynes-Cummings ladder and cannot be differentiated using the experiments reported here. In future work, accurate measurements of the DQD level occupations and the photon number (e.g., using the method in Ref. [18]) for $g_z = 0$ could reveal which mechanism is more present in this system.