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Abstract

This paper presents a new method to obtain the distance distribution between the mobile node and any reference node in a regular hexagon. The existing distance distribution research mainly focuses on static network deployment and ignores node mobility. This paper studies the distribution of node distances between mobile node and any reference node. A random waypoint (RWP) migration model is adopted for mobile node. The Cumulative Distribution Function (CDF) of the distance between any reference node (inside or outside the regular hexagon) and the mobile node (inside the regular hexagon) is derived. The validity of the results is verified by simulation.

Index terms— RWP; Mobile Node; Distance Distribution; Regular Hexagon; Wireless Communication Networks

I. SYSTEM MODEL

In mobility management, RWP is a random model that simulates the movement of mobile users and how their position, speed, and acceleration change over time. Due to its simplicity and wide availability, it is one of the most popular mobile models for evaluating mobile ad hoc network performance. Figure 1 shows an example to illustrate the RWP trajectory of the node in a regular hexagon area.
Considering the Cartesian coordinate system established in Fig. 1 below is to show the complete process of RWP in the regular hexagon area: given the simulation time $T$, randomly and uniformly generate the starting point $S_1$ of the mobile node. Then the mobile node will select a destination point $D_1$ and randomly and uniformly select a speed $\nu$ from $[\nu_{\text{min}}, \nu_{\text{max}}]$. The moving time between the destination point $D_1$ and the starting point $S_1$ is $\frac{D_1-S_1}{\nu}$, which completes the 1-period. To simplify the model, we do not consider the effect of pause time $t_p$ and let $t_p = 0$. If there is remaining simulation time, the mobile node immediately selects the next destination point $D_2$, and randomly and uniformly select a speed from $[\nu_{\text{min}}, \nu_{\text{max}}]$, then move from $S_2$ to $D_2$. At this time, $D_1$ is the starting point $S_2$ in the 2-period. The mobile node has a starting point $S_k$ and a destination point $D_k$ in each $k$-period movement.
II. Distance Distribution from An Arbitrary Reference Node to A Mobile Node

As shown in Fig. 1, we consider a regular hexagonal cell in a cellular network. In this paper we investigate the distribution of the distance between an arbitrary reference node denoted as \(N_1 = (x_1, y_1)\) and a mobile node denoted as \(N = (x, y)\). The random variable of distance between the mobile node and the reference node is defined as

\[
D_m = \sqrt{\Delta x^2 + \Delta y^2},
\]

where \(\Delta x = x - x_1\), and \(\Delta y = y - y_1\). Let \(\Delta X\) and \(\Delta Y\) denote the random variables of distance between a mobile node and a reference node in \(x\)-axis and \(y\)-axis, respectively. The Cumulative Distribution Function (CDF) of \(D_m\) denoted as \(F_{D_m}(d)\), can be represented as

\[
F_{D_m}(d) = \Pr(D_m < d) = \frac{\iint_{\omega} f_{\Delta X}(\Delta x) f_{\Delta Y}(\Delta y) d\Delta x d\Delta y}{\iint_{O} f_{\Delta X}(\Delta x) f_{\Delta Y}(\Delta y) d\Delta x d\Delta y},
\]

where \(O\) denotes the regular hexagon area, and \(\omega\) denotes the integration area between the circle area defined by \(\sqrt{\Delta x^2 + \Delta y^2} < d\) and \(O\), i.e., the shaded part in Fig. 2. \(f_{\Delta X}(\Delta x)\) and \(f_{\Delta Y}(\Delta y)\) denote the PDFs of \(\Delta X\) and \(\Delta Y\), respectively. Let \(X\) and \(Y\) denote the random variables of mobile node coordinates in \(x\)-axis and \(y\)-axis, respectively. \(f_X(x)\) and \(f_Y(y)\) denote the PDFs of \(X\) and \(Y\), respectively. Since \(f_{\Delta X}(\Delta x)\) and \(f_{\Delta Y}(\Delta y)\) are related to \(f_X(x)\) and \(f_Y(y)\), we below derive \(f_{\Delta X}(\Delta x)\), \(f_{\Delta Y}(\Delta y)\) by \(f_X(x)\) and \(f_Y(y)\), respectively. Let the side length of the regular hexagon be \(a\), where \(X \in [0, 2a]\) and \(Y \in [0, \sqrt{3}a]\).

A. \(f_X(x)\)

Let the random variables \(S\) and \(D\) denote the starting and destination coordinates of a movement period in \(x\)-axis, respectively. The CDFs \(F_S(s)\) and \(F_D(d)\) in \(x\)-axis can be obtained
by the area ratio method. $S$ and $D$ have the same distribution. Therefore,

\[
f_S(s) = f_D(d) = \begin{cases} 
\frac{4s}{3a^2} & s \in [0, \frac{1}{2}a] \\
\frac{2}{3a} & s \in (\frac{1}{2}a, \frac{3}{2}a] \\
\frac{4(2a-s)}{3a^2} & s \in (\frac{3}{2}a, 2a]
\end{cases} \quad (3)
\]

In order to derive $f_X(x)$, we first calculate the $F_X(x) = P(X \leq x)$, which denotes the probability that the mobile node is located within $[0, x]$ at an arbitrary instant of time in $x$-axis. According to [1], we have $P(X \leq x) = \frac{E[L_x]}{E[L]}$, where $L$ is the movement distance in each period, $L_x$ is the line segment of $L$ whose coordinate is less than $x$, $E[L]$ is the mathematical expectation of $L$ in each period, and $E[L_x]$ is the mathematical expectation of $L_x$.

1) $E(L)$: let $l(s, d)$ denote the value of the random variable $L$ if $S = s$ and $D = d$. Because of the symmetry of $S$ and $D$, we restrict the calculation to periods with $s < d$ and then multiply the result by a factor of 2. We have:

\[
E(L) = 2 \int_{s=0}^{2a} \int_{d=s}^{2a} l(s, d) f_S(s) f_D(d) dd ds \quad (4)
\]

Finally, we derive $E(L) = \frac{71}{135}a$. The detail of the derivation can be found in Appendix A.
2) $E(L_x)$: let $l_x(s,d)$ denotes the value of the random variable $L_x$ if $S = s$ and $D = d$. $l_x(s,d)$ represents the line segment from $s$ to $d$ whose coordinate is less than $x$. Similarly, $s < d$ and multiply the result by a factor of 2. We have:

$$E(L_x) = 2 \int_{s=0}^{2a} \int_{d=s}^{2a} l_x(s,d) f_S(s)f_D(d) ddds .$$

By calculating and simplifying (5), we derive \( \frac{1}{2}E(L_x) = \)

$$\begin{cases} 
\frac{2x^3}{9a^2} - \frac{4x^5}{45a^4} & x \in [0, \frac{1}{2}a] \\
\frac{4a}{135} - \frac{7x}{36} + \frac{4x^2}{9a} - \frac{4x^3}{27a^2} & x \in (\frac{1}{2}a, \frac{3}{2}a] \\
\frac{350a^3 - 1200a^4 x + 1560a^3 x^2}{270a^4} + \\
\frac{-900a^2 x^3 + 240a x^4 - 24 x^5}{270a^4} & x \in (\frac{3}{2}a, 2a] 
\end{cases} .$$

(6)

The detail of the derivation can be found in Appendix B.

3) $f_X(x)$: According to $F_X(x) = P(X \leq x) = \frac{E[Le]}{E_L}$, the PDF $f_X(x)$ of $X$ is

$$f_X(x) = \begin{cases} 
\frac{12(15a^2 x^2 - 10x^4)}{71a^6} & x \in [0, \frac{1}{2}a] \\
\frac{-120a^2 + 480a x - 240x^2}{142a^3} & x \in (\frac{1}{2}a, \frac{3}{2}a] \\
\frac{-2700a^2 x^2 + 960a x^3 - 120x^4}{71a^6} & x \in (\frac{3}{2}a, 2a] 
\end{cases} .$$

(7)

B. $f_Y(y)$

Let the random variables $S$ and $D$ denote the starting and destination points of a movement period in $y$-axis. We can derive $f_S(s)$ as follows:

$$f_S(s) = \begin{cases} 
\frac{2(\sqrt{3a} + 2s)}{9a^2} & s \in [0, \frac{\sqrt{3a}}{2}a] \\
\frac{-6(\sqrt{3a} - 4s)}{9a^2} & s \in [\frac{\sqrt{3a}}{2}a, \sqrt{3a}] 
\end{cases} .$$

(8)

Similarly, $f_S(s) = f_D(d)$. In order to derive $f_Y(y)$, we first calculate the $F_Y(y) = P(Y \leq y)$, which denotes the probability that the mobile node is located within $[0, y]$ at an arbitrary instant of time. Similarly, we have $P(Y \leq y) = \frac{E[L_y]}{E_L}$, where $L$ is the movement distance in each period.
in \( y \)-axis, \( L_y \) is the line segment of \( L \) whose coordinate is less than \( y \), \( E[L] \) is the mathematical expectation of \( L \) in \( y \)-axis in each period, and \( E[L_y] \) is the mathematical expectation of \( L_y \).

1) \( E(L) \): let \( l(s, d) \) denote the value of the random variable \( L \) if \( S = s \) and \( D = d \). We have:

\[
E(L) = 2 \int_{s=0}^{\sqrt{3}a} \int_{d=s}^{\sqrt{3}a} l(s, d) f_S(s) f_D(d) ddds .
\]  

(9)

According to (9), we derive \( E(L) = \frac{41a}{45\sqrt{3}} \). The derivation detail can be found in Appendix A

2) \( E(L_y) \): let \( l_y(s, d) \) denote the value of the random variable \( L_y \) if \( S = s \) and \( D = d \). We have:

\[
E(L_y) = 2 \int_{s=0}^{\sqrt{3}a} \int_{d=s}^{\sqrt{3}a} l_y(s, d) f_S(s) f_D(d) ddds .
\]  

(10)

By calculating and simplifying (10), we derive \( \frac{1}{2}E(L_y) = \)

\[
\begin{cases}
\frac{y^2(45\sqrt{3}a^3+10a^2y-10\sqrt{3}ay^2-4y^3)}{405a^4} & y \in [0, \frac{\sqrt{3}}{2}a] \\
\frac{45\sqrt{3}a^3-360a^4y+450\sqrt{3}a^4y^2}{810a^4} & y \in (\frac{\sqrt{3}}{2}a, \sqrt{3}a] \\
\frac{-460a^2y^3+60a^2y^4-8y^5}{810a^4} & y \in (\frac{\sqrt{3}}{2}a, \sqrt{3}a] 
\end{cases}
\]

(11)

The derivation detail can be found in Appendix B

3) \( f_Y(y) \): According to \( F_Y(y) = P(Y \leq y) = \frac{E[L_y]}{E_L} \). The PDF \( f_Y(y) \) of \( Y \) is

\[
f_Y(y) = \begin{cases}
\frac{20y(27a^3+3\sqrt{3}a^2y-12ay^2-2\sqrt{3}y^3)}{360a^4} & y \in [0, \frac{\sqrt{3}}{2}a] \\
\frac{-360a^4+900\sqrt{3}a^3y-138a^2y^2}{123\sqrt{3}a^5} & y \in (\frac{\sqrt{3}}{2}a, \sqrt{3}a] \\
\frac{240\sqrt{3}ay^3-40y^4}{123\sqrt{3}a^5} & y \in (\frac{\sqrt{3}}{2}a, \sqrt{3}a] 
\end{cases}
\]

(12)

C. Distance Distribution from An Arbitrary Reference Node to A Mobile Node

According to (2), we need to know \( f_{\Delta X}(\Delta x) \) and \( f_{\Delta Y}(\Delta y) \) to get \( F_{D_{mn}}(d) \). According to (11), we have:

\[
\begin{align*}
\Delta x &= x - x_1 \quad x \in [0, 2a], \Delta x \in [-x_1, 2a - x_1] \\
\Delta y &= y - y_1 \quad y \in [0, \sqrt{3}a], \Delta y \in [-y_1, \sqrt{3}a - y_1]
\end{align*}
\]

(13)
Substitute variable $x$ to $\Delta x$:

$$F_{\Delta X}(\Delta x) = \Pr(\Delta X \leq \Delta x) = \Pr(x - x_1 \leq \Delta x)$$

$$= \Pr(x \leq \Delta x + x_1) = F_X(\Delta x + x_1).$$

(14)

Because of $f_{\Delta X}(\Delta x) = F_{\Delta X}'(\Delta x)$, it is easy to derive:

$$f_{\Delta X}(\Delta x) = F'_X(\Delta x + x_1) = f_X(\Delta x + x_1).$$

(15)

Let $\Delta x$ value range be denoted by:

$$\left\{ \begin{array}{ll}
\phi_1 = \{ \Delta x | \Delta x \in [ -x_1, \frac{1}{2}a - x_1 ] \} \\
\phi_2 = \{ \Delta x | \Delta x \in ( \frac{1}{2}a - x_1, \frac{3}{2}a - x_1 ] \} \\
\phi_3 = \{ \Delta x | \Delta x \in ( \frac{3}{2}a - x_1, 2a - x_1 ] \}
\end{array} \right.$$

(16)

Then, according to (7), we derive $f_{\Delta X}(\Delta x) =$

$$\left\{ \begin{array}{ll}
\frac{12(15a^2(\Delta x+x_1)^2-10(\Delta x+x_1)^4)}{71a^5} \Delta x \in \phi_1 \\
\frac{-105a^2+480a(\Delta x+x_1)-240(\Delta x+x_1)^2}{142a^4} \Delta x \in \phi_2 \\
\frac{-1200a^4+3120a^3(\Delta x+x_1)-2700a^2(\Delta x+x_1)^2}{71a^5} + \\
\frac{960a(\Delta x+x_1)^3-120(\Delta x+x_1)^4}{71a^5} \Delta x \in \phi_3
\end{array} \right.$$

(17)

Let $\Delta y$ value range be denoted by:

$$\left\{ \begin{array}{ll}
\psi_1 = \{ \Delta y | \Delta y \in [ -y_1, \frac{\sqrt{3}}{2}a - y_1 ] \} \\
\psi_2 = \{ \Delta y | \Delta y \in ( \frac{\sqrt{3}}{2}a - y_1, \sqrt{3}a - y_1 ] \}
\end{array} \right.$$

(18)
Similarly, according to (12), $f_{\Delta Y}(\Delta y)$ can be derived by variable substitution. So $f_{\Delta Y}(\Delta y) =$

\[
\begin{cases}
  \frac{540a^3(\Delta y + y_1) + 60\sqrt{3}a^2(\Delta y + y_1)^2}{369a^6} + \\
  \frac{-240a(\Delta y + y_1)^3 - 40\sqrt{3}(\Delta y + y_1)^4}{369a^6} \\ 
  \frac{-360a^2 + 900\sqrt{3}a^3(\Delta y + y_1) - 138a^2(\Delta y + y_1)^2}{123\sqrt{3}a^6} + \\
  \frac{240\sqrt{3}a(\Delta y + y_1)^3 - 40(\Delta y + y_1)^4}{123\sqrt{3}a^6}
\end{cases}
\]

$\Delta y \in \psi_1$.

\[
\begin{cases}
   \Delta y \in \psi_2
\end{cases}
\]

(19)

Then, $F_{Dm}(d)$ in (2) can be derived by zoning law over the integral region.

III. SIMULATION RESULT

In this section, we verify the distance distribution between mobile node and reference node derived in the above sections by MATLAB simulation platform, which allows us to simulate the movement characteristics of the mobile node and record its locations. We compare the simulation results with the theoretical results under different parameters.

The mobile node is modeled with RWP to move in a regular hexagonal with side length of one, and the pause time $t_p = 0$. The position of mobile node at each moment is recorded in the time interval of one second. In each time interval, we obtain the distances between the mobile node and the reference node. After the simulation period $t$ is over, the obtained distance samples are applied to estimate the CDF. We use the MATLAB function “ecdf()” to calculate the CDF.

Figure. 3 compare of distance distribution between random node and mobile node in regular hexagon with side length of one. The velocity $v$ of mobile node is randomly selected from the interval $[0.01s^{-1}, 0.05s^{-1}]$, and the duration of simulation period is set to $t = 100000$ s. As can be seen from the figure, the distance distribution from origin of coordinates to random node and mobile node is greatly different. Therefore, it is necessary to study the mobility of nodes.

Figure. 4 and Fig. 5 show the obtained $F_X(x)$ and $F_Y(y)$ with $v$ randomly selected from the interval $[0.01s^{-1}, 0.05s^{-1}]$ and $t = 100000$ s. As can be observed, the results of our analysis and simulation are very close. Figure. 6 - 9 show the obtained results with different reference nodes with $v$ randomly selected from the interval $[0.01s^{-1}, 0.05s^{-1}]$ and $t = 100000$ s. As can be seen from the figure, there is a slight deviation between the simulation results and the analysis results. The authors in [1], pointed out that the two-dimensional movement is composed of
Fig. 3: Comparison of distance distribution from origin of coordinates to random node and mobile node

two dependent one-dimensional movements. The speed of a node projected along the $x$-axis is not constant and it is different from the speed along the $y$-axis. Therefore, an approximation $f_{\Delta X \Delta Y}(\Delta x, \Delta y) \approx f_{\Delta X}(\Delta x)f_{\Delta Y}(\Delta y)$ is adopted within the acceptable range of differences. Figure 10 compares of Analytical CDF vs simulation results with random velocity with $v$ randomly selected from the interval $[0.01\text{s}^{-1}, 0.05\text{s}^{-1}]$ and constant velocity with $v = 0.03\text{s}^{-1}$. It shown that our analysis is available for both constant and random speeds, and different speeds model have little influence on the results.

Fig. 4: The analysis and simulation of $F_X(x)$  

Fig. 5: The analysis and simulation of $F_Y(y)$
Fig. 6: The CDF of the distance from reference node \((0,0)\) to the mobile node.

Fig. 7: The CDF of the distance from reference node \((\frac{1}{2},0)\) to the mobile node.

Fig. 8: The CDF of the distance from reference node \((1,\frac{\sqrt{3}}{2})\) to the mobile node.

Fig. 9: The CDF of the distance from reference node \((3,3)\) to the mobile node.

IV. Conclusions

In physical layer security, the distance between communication nodes is a very important parameter, which will directly affect physical layer security performance. Considering the importance of distance distribution, we present a new method to obtain the distance distribution between the mobile node and any reference node in a regular hexagon. The distance distribution between mobile node and reference node proposed in this paper can be applied to analyze the physical layer security performance of base station and mobile user, and apply it to physical layer security performance analysis in the future.
Fig. 10: Analytical CDF vs simulation results under different velocity models

APPENDIX

A. APPENDIX-A

1) $E(L)$ in $x$-axis: Let $\theta_1 = \{s|s \in [0, \frac{1}{2}a]\}$, $\theta_2 = \{s|s \in (\frac{1}{2}a, \frac{3}{2}a]\}$, and $\theta_3 = \{s|s \in (\frac{3}{2}a, 2a]\}$. Since $f_S(s)$ and $f_D(d)$ are piecewise functions, we have:

\[
E(L) = \begin{cases} 
2 \int_{0}^{\frac{1}{2}a} \int_{s}^{\frac{1}{2}a} (d - s) f_{S_1}(s) f_{D_1}(d) dd ds & s, d \in \theta_1 \\
2 \int_{0}^{\frac{3}{2}a} \int_{s}^{\frac{3}{2}a} (d - s) f_{S_1}(s) f_{D_2}(d) dd ds & d \in \theta_2, s \in \theta_1 \\
2 \int_{\frac{1}{2}a}^{\frac{3}{2}a} \int_{s}^{\frac{3}{2}a} (d - s) f_{S_2}(s) f_{D_2}(d) dd ds & s, d \in \theta_2 \\
2 \int_{0}^{\frac{1}{2}a} \int_{s}^{\frac{2}{2}a} (d - s) f_{S_2}(s) f_{D_3}(d) dd ds & d \in \theta_3, s \in \theta_1 \\
2 \int_{\frac{1}{2}a}^{\frac{2}{2}a} \int_{s}^{\frac{2}{2}a} (d - s) f_{S_2}(s) f_{D_3}(d) dd ds & d \in \theta_3, s \in \theta_2 \\
2 \int_{\frac{2}{2}a}^{2a} \int_{s}^{2a} (d - s) f_{S_3}(s) f_{D_3}(d) dd ds & s, d \in \theta_3
\end{cases}, \tag{20}
\]

where according to (3), $f_{S_1}(s) = \frac{4s}{3a^2}$, $f_{S_2}(s) = \frac{2}{3a}$, and $f_{S_3}(s) = \frac{4(2a-s)}{3a^2}$. $f_{D_1}(d)$, $f_{D_2}(d)$, and $f_{D_3}(d)$ are the same as $f_{S_1}(s)$, $f_{S_2}(s)$, and $f_{S_3}(s)$, respectively. According to (4), we restrict the calculation to the period with $s < d$ and then multiply the result by a factor of 2. Since $f_S(s)$ and $f_D(d)$ are piecewise functions and $s, d \in \theta_1, \theta_2, \theta_3$. Therefore, there are six cases, and $E(L)$ is the sum of the six cases. In the first case $s, d \in \theta_1$, the range of integration of variable $s$ is
from 0 to $\frac{1}{2}a$, and because of $s < d$, the range of integration of variable $d$ is from $s$ to $\frac{1}{2}a$. In the second case, $s \in \theta_1$ and $d \in \theta_2$, the range of integration of variable $s$ is from 0 to $\frac{1}{2}a$, and the lower limit of integration of variable $d$ is not $s$ but $\frac{1}{2}a$, because $d$ must be bigger than $s$. The other four cases are also analyzed in the same way. Finally, by calculating (20), we derive $E(L) = \frac{71}{115}a$.

2) $E(L)$ in $y$-axis: Let $\vartheta_1 = \{s \mid s \in [0, \frac{\sqrt{3}}{2}a]\}$, and $\vartheta_2 = \{s \mid s \in (\frac{\sqrt{3}}{2}a, \sqrt{3}a]\}$. Then we have:

$$E(L) = \begin{cases} 
2 \int_{s=0}^{\sqrt{3}a} \int_{d=s}^{\sqrt{3}a} (d-s) f_{S_1}(s) f_{D_1}(d) \, dd \, ds & s, d \in \vartheta_1 \\
2 \int_{s=0}^{\sqrt{3}a} \int_{d=s}^{\sqrt{3}a} (d-s) f_{S_1}(s) f_{D_2}(d) \, dd \, ds & s \in \vartheta_1, d \in \vartheta_2 \\
2 \int_{s=0}^{\sqrt{3}a} \int_{d=s}^{\sqrt{3}a} (d-s) f_{S_2}(s) f_{D_2}(d) \, dd \, ds & s, d \in \vartheta_2
\end{cases}$$ (21)

and we get $E(L) = \frac{41a}{45\sqrt{3}}$.

B. APPENDIX-B

1) $E(L_x)$ in $x$-axis: Similarly, depending on the rang of $x$, we have:

1) $x \in [0, \frac{1}{2}a], \frac{1}{2}E_1(L_x) =$

$$E_1(L_x) = \begin{cases} 
\int_{s=0}^{x} \int_{d=s}^{x} (d-s) f_{S_1}(s) f_{D_1}(d) \, dd \, ds + \\
\int_{s=0}^{\frac{1}{2}a} \int_{d=x}^{\frac{1}{2}a} (x-s) f_{S_1}(s) f_{D_1}(d) \, dd \, ds & s, d \in \theta_1 \\
\int_{s=0}^{x} \int_{d=\frac{1}{2}a}^{2a} (x-s) f_{S_1}(s) f_{D_2}(d) \, dd \, ds & d \in \theta_2, s \in \theta_1 \\
\int_{s=0}^{x} \int_{d=2a}^{\frac{3}{2}a} (x-s) f_{S_1}(s) f_{D_3}(d) \, dd \, ds & d \in \theta_3, s \in \theta_1
\end{cases}$$ (22)

In the first case, $s, d \in [0, \frac{1}{2}a]$, as shown in Fig. 11, if $d = d_1$ (the case: $d \leq x$), $l_x(s, d) = d - s$ represents that the whole line segment from $s$ to $d$ is smaller than $x$. If $d = d_2$ (the case: $d > x$), $l_x(s, d) = x - s$ represents that the part line segment from $s$ to $x$ is smaller than $x$. There are only three piecewise cases in $E_1(L_x)$, because $x \in [0, \frac{1}{2}a]$, for the other three cases, $s$ and $d$ are both greater than $x$, and thus $l_x(s, d) = 0$. 
2) \( x \in (\frac{1}{2}a, \frac{3}{2}a], \frac{1}{2}E_2(L_x) = \)

\[
\begin{align*}
&\left\{ \int_{s=0}^{\frac{1}{2}a} \int_{d=s}^{\frac{1}{2}a} (d-s) f_{S_1}(s) f_{D_1}(d) ddds \quad s, d \in \theta_1 \\
&\int_{s=0}^{\frac{1}{2}a} \int_{d=\frac{1}{2}a}^{x} (d-s) f_{S_1}(s) f_{D_2}(d) ddds + \\
&\int_{s=0}^{\frac{1}{2}a} \int_{d=\frac{1}{2}a}^{x} (x-s) f_{S_1}(s) f_{D_2}(d) ddds \quad s \in \theta_1, d \in \theta_2 \\
&\int_{s=\frac{1}{2}a}^{x} \int_{d=\frac{1}{2}a}^{x} (d-s) f_{S_2}(s) f_{D_3}(d) ddds \\
&\int_{s=\frac{1}{2}a}^{x} \int_{d=\frac{1}{2}a}^{x} (x-s) f_{S_2}(s) f_{D_3}(d) ddds \quad s \in \theta_2, d \in \theta_3 \\
&\int_{s=\frac{1}{2}a}^{x} \int_{d=\frac{1}{2}a}^{x} (x-s) f_{S_2}(s) f_{D_3}(d) ddds
\end{align*}
\]

(23)

3) \( x \in (\frac{3}{2}a, 2a], \frac{1}{2}E_3(L_x) = \)

\[
\begin{align*}
&\left\{ \int_{s=0}^{\frac{3}{2}a} \int_{d=s}^{\frac{3}{2}a} (d-s) f_{S_1}(s) f_{D_1}(d) ddds \quad s, d \in \theta_1 \\
&\int_{s=0}^{\frac{3}{2}a} \int_{d=\frac{3}{2}a}^{x} (d-s) f_{S_1}(s) f_{D_2}(d) ddds + \\
&\int_{s=\frac{3}{2}a}^{x} \int_{d=\frac{3}{2}a}^{x} (d-s) f_{S_2}(s) f_{D_2}(d) ddds \quad s \in \theta_1, d \in \theta_2 \\
&\int_{s=\frac{3}{2}a}^{x} \int_{d=\frac{3}{2}a}^{x} (x-s) f_{S_2}(s) f_{D_3}(d) ddds + \\
&\int_{s=\frac{3}{2}a}^{x} \int_{d=\frac{3}{2}a}^{x} (x-s) f_{S_2}(s) f_{D_3}(d) ddds \quad s \in \theta_2, d \in \theta_3 \\
&\int_{s=\frac{3}{2}a}^{x} \int_{d=\frac{3}{2}a}^{x} (x-s) f_{S_2}(s) f_{D_3}(d) ddds \\
&\int_{s=\frac{3}{2}a}^{x} \int_{d=\frac{3}{2}a}^{x} (x-s) f_{S_3}(s) f_{D_3}(d) ddds \quad s, d \in \theta_3 \\
&\int_{s=\frac{3}{2}a}^{x} \int_{d=\frac{3}{2}a}^{x} (x-s) f_{S_3}(s) f_{D_3}(d) ddds
\end{align*}
\]

(24)
2) \( E(L_y) \) in \( y \)-axis: Similarly, depending of the rang of \( y \), we have:

1) \( y \in [0, \frac{\sqrt{3}a}{2}] \), \( \frac{1}{2} E_1(L_y) = \)

\[
\begin{align*}
&\int_{s=0}^{y} \int_{d=s}^{y} (d-s)f_{S_1}(s)f_{D_1}(d) dd ds + \\
&\int_{s=0}^{y} \int_{d=y}^{\frac{\sqrt{3}a}{2}} (y-s)f_{S_1}(s)f_{D_1}(d) dd ds \\
&\int_{s=0}^{y} \int_{d=\frac{\sqrt{3}a}{2}}^{\frac{\sqrt{3}a}{2}} (y-s)f_{S_1}(s)f_{D_1}(d) dd ds \\
\end{align*}
\]

\[ (25) \]

2) \( y \in (\frac{\sqrt{3}a}{2}, \sqrt{3}a] \), \( \frac{1}{2} E_2(L_y) = \)

\[
\begin{align*}
&\int_{s=0}^{\frac{\sqrt{3}a}{2}} \int_{d=s}^{\frac{\sqrt{3}a}{2}} (d-s)f_{S_1}(s)f_{D_1}(d) dd ds \\
&\int_{s=0}^{\frac{\sqrt{3}a}{2}} \int_{d=\frac{\sqrt{3}a}{2}}^{\frac{\sqrt{3}a}{2}} (s-d)f_{S_1}(s)f_{D_1}(d) dd ds + \\
&\int_{s=0}^{\frac{\sqrt{3}a}{2}} \int_{d=\frac{\sqrt{3}a}{2}}^{\sqrt{3}a} (y-s)f_{S_1}(s)f_{D_1}(d) dd ds \\
&\int_{s=0}^{\frac{\sqrt{3}a}{2}} \int_{d=\sqrt{3}a}^{\sqrt{3}a} (y-s)f_{S_1}(s)f_{D_1}(d) dd ds \\
\end{align*}
\]

\[ (26) \]
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