Stabilisation of a viscous conservation law by a one-dimensional external force
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Abstract

We study a damped scalar conservation law driven by the sum of a fixed external force and a localised one-dimensional control. The problem is considered in a bounded domain and is supplemented with the Dirichlet boundary condition. It is proved that any solution of the uncontrolled equation can be exponentially stabilised. As a consequence, we obtain the global approximate controllability to trajectories by a one-dimensional localised control.
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0 Introduction

This paper deals with the problem of stabilisation of a damped-driven conservation law in arbitrary space dimension. To simplify the presentation, we confine ourselves in the introduction to the one-dimensional case. We thus fix an interval $I := [a, b]$ and consider Burgers’ equation

$$\partial_t u + \partial_x A(u) - \nu \partial_x^2 u = h(t, x), \quad x \in I,$$

supplemented with Dirichlet’s boundary condition

$$u(t, a) = u(t, b) = 0$$

and the initial condition

$$u(0, x) = u_0(x).$$

Here $\nu > 0$ is a parameter, $A : \mathbb{R} \to \mathbb{R}$ is a given continuously differentiable function, and $h$ is an external force. It will be convenient to study (0.1)–(0.3) in Hölder’s classes of functions, so we fix a number $\gamma \in (0, 1)$ and denote by $C^\gamma(I)$ the space of continuous functions $g : I \to \mathbb{R}$ such that

$$\|g\|_{C^\gamma} := \sup_{x \in I} |g(x)| + \sup_{x_1, x_2 \in I} \frac{|g(x_1) - g(x_2)|}{|x_1 - x_2|^\gamma} < \infty.$$
Main Theorem. In addition to the above hypotheses, suppose that the function $A \in C^2(\mathbb{R})$ satisfies the inequality

$$A'(u)u \geq cu^2 - C,$$

where $C$ and $c$ are some positive numbers. Then Burgers’ equation (0.1) is exponentially stabilisable in the space $C^2$.

It should be noted that the problem of control and stabilisation of Burgers’ equation and more general viscous conservation laws attracted a lot of attention in the last thirty years. In particular, Fursikov and Imanuvilov [FI95] studied the 1D Burgers equation (0.1) with quadratic flux $A(u) = \frac{1}{2}u^2$ and proved the local exact controllability and the absence of global approximate controllability. The latter property was refined by Diaz [Dia96], and further non-controllability results were obtained by Guererro–Imanuvilov [GI07], Glass and Guererro [GG07], Léautaud [Léa12], Coron [Cor07b], and Fernández-Cara–Guererro [FCG07] proved global exact boundary controllability to constant states for Burgers’ equation and established some estimates for the time and cost of control. Kröner–Rodrigues [KR15] studied the stabilisation to a non-stationary solution with a control localised in the Fourier space, and the second author [Shi17] proved a similar local exact controllability result in the multidimensional case for a nonlinear parabolic equation, assuming that the nonlinearity has at most linear growth at infinity. It is a challenging open problem to prove the property of exact controllability (in the multidimensional case) with no growth conditions on the flux $A$.

In the context of damped conservation laws, many questions remain open. We formulate only two of them, closely related to the main result of this paper.

Open problem 1. Theorem 2.1 shows that, given a trajectory $\hat{u}(t,x)$ of a viscous conservation law and an arbitrary initial condition, one can find a one-dimensional localised control bringing the corresponding solution $u(t,x)$ arbitrarily close to $\hat{u}$ at some finite time. In the case of Burgers’ equation, the Fursikov–Imanuvilov local controllability result [FI96] implies that the two trajectories can be made to be equal with the help of a localised control. Imanuvilov and Yamamoto [IY03] established a similar local exact controllability result in the multidimensional case for a nonlinear parabolic equation, assuming that the nonlinearity has at most linear growth at infinity. It is a challenging open problem to prove the property of exact controllability (in the multidimensional case) with no growth conditions on the flux $A$.

Open problem 2. The local-in-time $L^1$ norm of the one-dimensional stabilising control obtained in Theorem 2.1 goes to zero exponentially fast as $t \to \infty$. On
the other hand, it follows from (2.3) that the size of control is of order 1 on some intervals. From the point of view of applications, it would be important to prove that the control can be chosen in a feedback form, so that its size decays to zero as $t \to \infty$. This type of (local) results are well known in the case of stationary reference trajectories; see [Fur04, Ray07].

The paper is organised as follows. In Section 1, we discuss the well-posedness of the damped-driven conservation law and establish some estimates for solutions. In Section 2, we formulate and prove the main result of this paper. The appendix gathers some known results used in the main text.
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Notation

We denote by $D$ a connected bounded domain in $\mathbb{R}^d$ with a $C^3$ boundary $\partial D$ and by $J_T$ the time interval $[0, T]$ and write $Q_T = J_T \times D$. Given a number $\gamma \in (0, 1)$, we denote by $C^\gamma(D)$ the space of continuous functions $g : D \to \mathbb{R}$ such that

$$
\|g\|_{C^\gamma} := \sup_{x \in D} |g(x)| + \sup_{x_1, x_2 \in D} \frac{|g(x_1) - g(x_2)|}{|x_1 - x_2|^{\gamma/2}} < \infty.
$$

Similarly, if $k \geq 1$ is an integer, then $C^{k+\gamma}(D)$ stands for the space of functions $g \in C^\gamma(D)$ whose derivatives up to the order $k$ belong to $C^\gamma(D)$. The corresponding norm is defined by the formula

$$
\|g\|_{C^{k+\gamma}} := \sum_{|\alpha| \leq k} \|\partial^\alpha_x g\|_{C^\gamma}.
$$

For a cylinder $Q = J \times D$ (where $J \subset \mathbb{R}$ is an interval), we write $C^{1,2}(Q)$ for the space of continuous functions $h : \overline{Q} \to \mathbb{R}$ that are continuously differentiable in $t$ and twice continuously differentiable in $x$. For $\gamma \in (0, 1)$, we denote by $C^{2+\gamma}(Q)$ the space of continuous functions $h$ such that

$$
\|h\|_{\gamma} := \sup_{(t, x) \in Q} |h(t, x)| + \sup_{t_1, t_2 \in J, x_1, x_2 \in D} \frac{|h(t_1, x_2) - h(t_2, x_2)|}{|t_1 - t_2|^{\gamma/2} + |x_1 - x_2|^{\gamma}} < \infty.
$$

We write $X^\gamma(Q)$ for the space of functions in $C^{1,2}(Q)$ whose first-order derivative in $t$ and second-order derivatives in $x$ belong to $C^{2+\gamma}(Q)$. In the case when $J$
is replaced by $\mathbb{R}_+$, the spaces mentioned above will be denoted by $C^{1,2}$, $C^{2,\gamma}$, and $X^{\gamma}$, respectively. Finally, we denote by $C_p$ the space of bounded continuous functions on the cylinder $\mathbb{R}_+ \times \overline{D}$.

1 Preliminaries on multidimensional viscous conservation laws

1.1 Existence and uniqueness of solution

Let us consider the following initial-boundary value problem in a bounded domain $D \subset \mathbb{R}^d$ with a boundary $\partial D \in C^3$:

$$\begin{align*}
\partial_t u + \text{div}_x A(u) - \nu \Delta u &= h(t,x), \\
\left. u \right|_{\partial D} &= 0, \\
u u(0,x) &= u_0(x).
\end{align*}$$

(1.1) (1.2) (1.3)

Here $\nu > 0$ is a parameter, $h$ and $u_0$ are continuous functions in $\mathbb{R}_+ \times \overline{D}$ and $\overline{D}$, respectively, and $A : \mathbb{R} \to \mathbb{R}^d$ is a twice continuously differentiable vector function such that $A(0) = 0$. We are interested in the existence and uniqueness of solutions for problem (1.1)–(1.3) in Hölder spaces.

**Theorem 1.1.** Let $\gamma \in (0,1)$, $T > 0$, and $\nu > 0$ be any numbers. Then, for any data $h \in C^{2,\gamma}(Q_T)$ and $u_0 \in C^{2+\gamma}(D)$ satisfying the compatibility conditions

$$\begin{align*}
u u_0 &= 0, \\
\text{div}_x A(u_0) - \nu \Delta u_0 - h(0) &= 0 \quad \text{on } \partial D,
\end{align*}$$

(1.4)

problem (1.1)–(1.3) possesses a unique solution $u \in X^{\gamma}(Q_T)$. Moreover, there is a number $M > 0$ depending continuously on $T$, $\|h\|_{\gamma}$, and $\|u_0\|_{C^{2+\gamma}}$ such that

$$\|u\|_{X^{\gamma}(Q_T)} \leq M.$$ (1.5)

**Proof.** We claim that Theorem 6.1 in [LSU68, Chapter V] on quasilinear parabolic PDEs of divergence form is applicable in our situation. Indeed, in view of that result, setting

$$a(t,x,u,p) = \frac{d}{j=1} A_j'(u)p_j = h(t,x),$$

we only need to check that $|a(t,x,u,0)| \leq C$ for all $(t,x,u) \in Q_T \times \mathbb{R}$. This inequality is obvious, and the existence and uniqueness of solution in the space $X^{\gamma}(Q_T)$ follows. Inequality (1.5) is established in the proof of Theorem 6.1 in [LSU68, Chapter V].

**Remark 1.2.** The above result on the existence and uniqueness of solution remains valid if the right-hand side $h$ of (1.1) is a function with the following property: there is partition $0 = t_0 < t_1 < \cdots < t_n = T$ of the interval $J_T$ such that, for any $k \in [1,n]$, the restriction of $h$ to $Q_k := (t_{k-1},t_k) \times D$ belongs...
to $C^{2,\gamma}(Q_k)$. Indeed, it suffices to apply Theorem 1.1 to each of the cylinders $Q_k$ and to consider the concatenation of the resulting solutions. The trajectory obtained by that procedure will not be an element of $X^{\gamma}(Q_T)$, however, it will be a continuous curve on $J_T$ with range in $C^{2+\gamma}(D)$.

In what follows, we shall need various bounds on solutions for (1.1) expressed in terms of some norms of the right-hand side $h$. To this end, we first recall a comparison principle for nonlinear parabolic PDEs and then apply it to derive required a priori estimates for solutions.

### 1.2 Comparison principle

Let us consider the nonlinear differential operator

$$F(u) := \partial_t u + \sum_{j=1}^d \partial_j A_j(t, x, u) - \nu \Delta u,$$

where $A = (A_1, \ldots, A_d)$ is a $C^1$ vector function, and the partial derivative $\partial_j$ under the sum applies to both the $x$-variable and the $x$-argument of $u$. We shall say that a pair of functions $(u^+, u^-)$ belonging to the space $C^{1,2}(Q_T)$ is admissible for $F(u)$ if

$$F(u^+) \geq F(u^-) \text{ in } Q_T.$$  \hspace{1cm} (1.6)

Recall that the parabolic boundary of $Q_T$ is defined by

$$\partial_p Q_T = \{(t, x) \in \mathbb{R}^{d+1} : t = 0, x \in D \text{ or } t \in J_T, x \in \partial D\}.$$

The following result is established in [AL83] for weak solutions under more restrictive hypotheses. Even though its proof is based on well known ideas, we briefly sketch it for the reader’s convenience.

**Theorem 1.3.** Let $A \in C^1(\mathbb{R}^{d+2}, \mathbb{R}^d)$ and let $(u^+, u^-)$ be an admissible pair for $F(u)$ such that $u^+ \geq u^-$ on $\partial_p Q_T$. Then $u^+ \geq u^-$ in $Q_T$.

**Proof.** The function $u = u^+ - u^-$ is non-negative on the parabolic boundary boundary $\partial_p Q_T$ and satisfies the differential inequality

$$\partial_t u - \nu \Delta u + \text{div}(b(t, x)u) \geq 0,$$  \hspace{1cm} (1.7)

where we used (1.6) and set

$$b(t, x) = \int_0^1 (\partial_u A)(t, x, u^-(t, x) + \theta u(t, x)) d\theta.$$

We need to prove that $u(s, x) \geq 0$ for any $(s, x) \in Q_T$. To this end, it suffices to show that, for any non-negative function $\varphi \in C_0^\infty(D)$,

$$\int_D u(s, x)\varphi(x) dx \geq 0.$$  \hspace{1cm} (1.8)
Together with (1.7), let us consider the dual problem

\[ \begin{align*}
\partial_t \psi + \nu \Delta \psi + \langle b(t, x), \nabla \rangle \psi &= 0, \\
\psi(s, x) &= \varphi(x), \quad \psi|_{\partial D} = 0
\end{align*} \] (1.9)

in the domain \((0, s) \times D\). Since \(\varphi \geq 0\), by the maximum principle (see Section 3.2 in [Lan98]), we have \(\psi \geq 0\), so that \(\partial_n \psi \leq 0\) on \(\partial D\), where \(n\) stands for the outward unit normal vector to \(\partial D\). It follows from (1.7) and (1.9) that

\[ \frac{d}{dt}(u, \psi) = (\partial_t u, \psi) + (u, \partial_t \psi) = -\int_{\partial D} u \partial_n \psi \, d\sigma \geq 0. \]

Integrating in \(t \in [0, s]\), using (1.10), and recalling that \(\varphi \geq 0\) and \(u(0) \geq 0\), we obtain the required inequality (1.8).

### 1.3 A priori estimates

Let us consider the PDE (1.1), in which \(h(t, x)\) is a given bounded continuous function, and the vector function \(A \in C^2(\mathbb{R}, \mathbb{R}^d)\) (which now depends only on \(u\)) satisfies the following sign condition.

\((S)\) There are positive numbers \(c\) and \(C\) such that, for all \(u \in \mathbb{R}\),

\[ \left( \sum_{j=1}^d A_j'(u) \right) \text{sgn}(u) \geq c|u| - C. \] (1.11)

The following result is inspired by Lemma 9 in [Cor07b, Section 2.1], which deals with the 1D Burgers equation.

**Proposition 1.4.** Let \(A \in C^2(\mathbb{R}, \mathbb{R}^d)\) be a vector function satisfying \((S)\) and let \(h \in C_b\). Then, for any solution \(u \in C^{1,2}\) of (1.1), (1.2) and any \(T > 0\), we have

\[ \|u(T)\|_{L^\infty} \leq M, \] (1.12)

where \(M > 0\) is a number depending only on \(T\), \(C\), \(c\), and \(\|h\|_{L^\infty}\).

**Proof.** Given \(\varepsilon > 0\), we define

\[ u_\varepsilon^+(t, x) = \frac{B_\varepsilon \left( B_\varepsilon + \sum_{j=1}^d x_j - d\alpha^- \right) + L \varepsilon}{t + \varepsilon}, \]

where \(L = \|u(0)\|_{L^\infty}\), \(\alpha^- = \min\{x_j : x \in \overline{D}, 1 \leq j \leq d\}\), and \(B_\varepsilon > 0\) is a continuous increasing function of \(\varepsilon \in [0, 1]\). We claim that, for an appropriate choice of \(B_\varepsilon\), the pair \((u_\varepsilon^+, u)\) is admissible for \(F\) and satisfies the inequality \(u_\varepsilon^+ \geq u\) on \(\partial_p Q_T\). Indeed, the function \(u_\varepsilon^+\) is positive and satisfies the inequality \(u_\varepsilon^+(0) \geq \|u_0\|_{L^\infty}\). Furthermore, a simple calculation based on (1.11) shows that

\[ F(u_\varepsilon^+(t, x)) \geq \frac{1}{t + \varepsilon} ((B_\varepsilon c - 1)u_\varepsilon^+(t, x) - B_\varepsilon C). \]
We wish to prove that the right-hand side of this inequality is greater than \( \|h\|_{L^\infty} \) for all \((t, x) \in Q_T\). It is not difficult to check that this is certainly the case if

\[
B_\varepsilon = \max \{2c^{-1}, 2C(T + \varepsilon), C^{-1}(T + \varepsilon)\|h\|_{L^\infty} \}.
\]

Thus, the conclusion of Theorem 1.3 is applicable to the pair \((u^\varepsilon_+, u)\) for any \(\varepsilon > 0\), whence it follows that

\[
\max_{x \in D} u(T, x) \leq \lim_{\varepsilon \to 0^+} \max_{x \in D} u^\varepsilon_+(T, x) \leq M := T^{-1}B_0(B_0 + d(\alpha^+ - \alpha^-)), \tag{1.13}
\]

where \(\alpha^+ = \max\{x_j : x \in D, 1 \leq j \leq d\}\).

To derive a lower bound, it suffices to apply a similar argument to the pair \((u, u^-_\varepsilon)\), where

\[
u^-_\varepsilon(t, x) = -\frac{B_\varepsilon(B_\varepsilon - \sum_{j=1}^d x_j + d\alpha^+) + L\varepsilon}{t + \varepsilon}.
\]

This results in the inequality

\[
\min_{x \in D} u(T, x) \geq \lim_{\varepsilon \to 0^+} \min_{x \in D} u^-_\varepsilon(T, x) \geq -M,
\]

where \(M\) is the same constant as in (1.13). The proof of the proposition is complete. \(\square\)

In what follows, we always assume that Condition (S) is fulfilled and do not follow the dependence of various quantities on the numbers \(c\) and \(C\) entering (1.11).

**Corollary 1.5.** Let \(A \in C^2(\mathbb{R}, \mathbb{R}^d)\) be a vector function satisfying Condition (S), and let \(h \in C^2+\gamma(\mathbb{R})\) and \(u_0 \in C^{2+\gamma}(D)\) be such that the compatibility conditions (1.4) hold. Then there is \(K > 0\) depending continuously on \(\|h\|_\gamma\) and \(\|u_0\|_{C^{2+\gamma}}\) such that the solution \(u \in X^\gamma\) of problem (1.1)–(1.3) satisfies the inequality

\[
\|u\|_{X^\gamma} \leq K. \tag{1.14}
\]

Moreover, for any \(\tau > 0\) there is \(K_\tau > 0\) depending only on \(\|h\|_\gamma\) such that

\[
\|u(\tau + \cdot)\|_{X^\gamma} \leq K_\tau. \tag{1.15}
\]

**Proof.** This result is a consequence of the uniform bound (1.12), the a priori estimate (1.5), and the parabolic regularisation. Namely, suppose for any \(s > 0\) we found a function \(C_s : \mathbb{R}_+^2 \to \mathbb{R}_+\) increasing in both arguments such that any solution \(u \in X^\gamma\) satisfies the inequality

\[
\|u(s)\|_{C^{2+\gamma}} \leq C_s(\|h\|_\gamma, \|u_0\|_{L^\infty}). \tag{1.16}
\]

Using this inequality with \(t = \tau/2\) and inequality (1.12) with \(T \geq \tau/2\), we see that \(\|u(t)\|_{C^{2+\gamma}} \leq C_{\tau/2}(\|h\|_\gamma, M)\) for any \(t \geq \tau\). The a priori bound (1.5)
now implies that (1.15) holds with some $K_r > 0$. Inequality (1.14) follows immediately from (1.15) and (1.5).

To complete the proof, it remains to establish inequality (1.16). Its proof is based on parabolic regularisation and a standard bootstrap argument, and we only outline it. We fix any $s > 0$ and use Theorem 10.1 in [LSU68, Chapter III] to find $\sigma \in (0, \gamma)$ such that $u \in C^{2,\sigma}(\Omega_s)$ and

$$
\|u\|_{C_t^{2,\sigma}(\Omega_s)} \leq M_1(\|h\|_\gamma, \|u_0\|_{L^\infty}),
$$

where $\Omega_s = (s/3, s) \times D$, and $M_i$ stand for some increasing functions of their arguments. Rewriting (1.1) as the linear parabolic equation

$$
\partial_t u - \nu \Delta u + \sum_{j=1}^d a_j(t, x)\partial_j u = h(t, x),
$$

(1.17)

where $a_j = A'_j \circ u \in C^{2,\sigma}(\Omega_s)$, we can use inequalities (3.2) and (3.3) for Green’s function to conclude that $u \in X^\sigma(\Omega_s')$, where $\Omega_s' = (s/2, s) \times D$, and the norm $\|u\|_{X^\sigma(\Omega_s')}$ is bounded by $M_2(\|h\|_\gamma, \|u_0\|_{L^\infty})$. It follows that the coefficients $a_j$ in (1.17) belong to $C^{2,\gamma}(\Omega_s')$, and their norms are bounded by $M_3(\|h\|_\gamma, \|u_0\|_{L^\infty})$. Applying the above argument with $\sigma$ replaced by $\gamma$, we arrive at the required bound (1.16).

\[ \Box \]

2 Stabilisation by a one-dimensional control

2.1 Formulation of the main result

Let $D \subset \mathbb{R}^d$ be a bounded domain with a boundary $\partial D \in C^3$. We consider the controlled PDE

$$
\partial_t u + \text{div}_x A(u) - \nu \Delta u = h(t, x) + \eta(t, x),
$$

(2.1)

supplemented with the initial and boundary conditions (1.2), (1.3). Here $\nu > 0$ is a fixed parameter, $A \in C^2(\mathbb{R}, \mathbb{R}^d)$ is a function satisfying (1.11), $h : \mathbb{R}_+ \times D \to \mathbb{R}$ is a given function in $C^{2,\gamma}$, and $\eta$ is a control supported in a fixed domain $\Pi$ such that $\Pi \subset D$.

**Theorem 2.1.** Let the above hypotheses be satisfied, let $\tilde{u}$ be a solution of (1.1), (1.2) that belongs to the space $X^\gamma$, let $\varphi \in C^\infty_0(\Pi)$ be a non-negative function that is not identically zero, and let $\sigma \in (0, \gamma)$. Then there are positive numbers $\alpha$, $\beta < 1$, and $C$, not depending on $\tilde{u}$, such that for any $u_0 \in C^{2+\gamma}(D)$ satisfying the compatibility condition (1.4) one can find a control $\eta(t, x) = \xi(t)\varphi(x)$, with a piece-wise constant $\xi$, for which the solution $u(t, x)$ of problem (2.1), (1.2), (1.3) satisfies the inequality

$$
\|u(t) - \tilde{u}(t)\|_{C^{2+\sigma}} \leq Ce^{-\alpha t} \min\{\|u_0 - \tilde{u}(0)\|_{L^1}^{\beta}, 1\}, \quad t \geq 1.
$$

(2.2)
Moreover, there are positive numbers $K$, $\varkappa$ and sequences $\xi_k \in \mathbb{R}$, $\tau_k \in (0, 1/4)$ such that
\[
|\xi_k| = K, \quad \tau_k = \varkappa \|u(k - 1) - \hat{u}(k - 1)\|_{L^1} \quad \text{for any } k \geq 1, \quad (2.3)
\]
\[
\xi(t) = \begin{cases} 
0 & \text{for } t \in \left[k - 1, k - \frac{1}{2}\right) \cup \left[k - \frac{1}{2} + \tau_k, k\right), \\
\xi_k & \text{for } t \in \left[k - \frac{1}{2}, k - \frac{1}{2} + \tau_k\right).
\end{cases} \quad (2.4)
\]

A straightforward consequence of the above theorem is the following approximate controllability result.

**Corollary 2.2.** Under the hypotheses of Theorem 2.1, for any $\varepsilon > 0$, $\gamma \in (0, 1)$, and $\sigma \in (0, \gamma)$ there is $T > 0$ such that, given initial states $u_0, \hat{u}_0 \in C^{2+\gamma}(D)$ satisfying the compatibility condition (1.4), one can find a piecewise constant function $\xi : J_T \to \mathbb{R}$ such that
\[
\|u(t) - \hat{u}(t)\|_{C^{2+\sigma}} \leq \varepsilon, \quad 0 \leq t \leq T,
\]
where $\hat{u} \in \mathcal{X}^\gamma(Q_T)$ denotes the solution of problem (1.1)-(1.3) with $u_0 = \hat{u}_0$, and $u : J_T \to C^{2+\gamma}(D)$ stands for the solution of the control system (2.1), (1.2), (1.3) with $\eta(t, x) = \xi(t) \phi(x)$.

Let us sketch the proof of Theorem 2.1, postponing the details to the next two subsections. Note that, by the Gagliardo–Nirenberg–Sobolev interpolation inequality (see [BM19]), for any $0 < \sigma < \gamma < 1$ and $f \in C^{2+\gamma}(D)$ we have
\[
\|f\|_{C^{2+\sigma}} \leq C \|f\|_{L^1}^{\theta} \|f\|_{C^{2+\gamma}}^{1-\theta}, \quad (2.5)
\]
where $\theta = \frac{\gamma - \sigma}{\gamma + \sigma + 2}$. Therefore, the exponential stabilisation (2.2) will be established if we find a control $\eta(t)$ such that the $L^1$-norm of the difference $u(t) - \hat{u}(t)$ goes to zero exponentially as $t \to \infty$, while the $C^{2+\gamma}$-norm remains bounded. We confine ourselves to the main part of the proof dealing with the exponential decay of the $L^1$-norm.

Let us consider the difference $w = v - \hat{u}$, where $v$ is another solution of Eq. (1.1). Then $w$ must be a solution of the linear problem
\[
\partial_t w - \nu \Delta w + \text{div}(a(t, x)w) = 0, \quad w|_{\partial D} = 0, \quad (2.6)
\]
where we set
\[
a(t, x) = \int_0^1 A'(\hat{u}(t, x) + sw(t, x)) \, ds. \quad (2.7)
\]
A key property that will enable us to prove the theorem is that either the $L^1$-norm of $w$ squeezes by the time $t = \frac{1}{2}$, or $|w(\frac{1}{2}, x)|$ is minorised on $\Pi$ by a positive constant. Namely, we have the following result.

**Proposition 2.3.** Let $T > 0$ and $\rho > 0$ be some numbers and let $a \in C(\overline{Q_T}, \mathbb{R}^d)$ be a function continuously differentiable in $x$ such that
\[
\sup_{(t, x) \in Q_T} \left( |a(t, x)| + |\nabla_x a(t, x)| \right) \leq \rho. \quad (2.8)
\]
Then there are numbers \( q < 1 \) and \( \delta > 0 \) depending only on \( T, \rho, \nu \) and \( \Pi \) such that any solution \( w \in C^{1,2}(\Omega_T) \) of (2.6) satisfies one of the following inequalities:

\[
\|w(T)\|_{L^1} \leq q\|w(0)\|_{L^1}, \quad \text{(2.9)}
\]

\[
\inf_{x \in \Pi} |w(T, x)| \geq \delta\|w(0)\|_{L^1}. \quad \text{(2.10)}
\]

In view of Corollary 1.5, inequality (2.8) holds for the vector function \( a(t, x) \) defined by (2.7). Applying Proposition 2.3 with \( T = \frac{1}{T} \) to the function \( w = v - \hat{u} \), we distinguish between two cases. If (2.9) holds, then we choose \( \xi \equiv 0 \), so that the solution \( u \) of the controlled problem (2.1), (1.3) coincides with \( v \) and, hence, in view of the contraction of the \( L^1 \)-norm, satisfies the inequality

\[
\|u(1) - \hat{u}(1)\|_{L^1} \leq \|u(\frac{1}{2}) - \hat{u}(\frac{1}{2})\|_{L^1} \leq q\|u_0 - \hat{u}(0)\|_{L^1}.
\]

In the opposite case, \( w \) satisfies (2.10) with \( T = \frac{1}{T} \). Let us fix a parameter \( \tau \in (0, \frac{1}{T}) \), set \( T_{\tau} = \frac{1}{T} + \tau \), and define the function \( \hat{\eta}(t, x) = \hat{\xi}(t)\phi(x) \), where \( \hat{\xi} \) is zero on the set \([0, \frac{1}{T}) \cup [T_{\tau}, 1) \) and is equal to a constant \( \hat{\xi} \) on \([\frac{1}{T}, T_{\tau}) \). The difference \( z = u - \hat{u} \) is a solution of the problem

\[
\partial_t z - \nu \Delta z + \text{div}(A(\hat{u} + z) - A(\hat{u})) = \hat{\xi} \phi(x), \quad z|_{\partial D} = 0, \quad z(\frac{1}{T}) = \tilde{z}, \quad z(\frac{1}{2}) = \tilde{z}, \quad (2.11)
\]

on the interval \([\frac{1}{T}, T_{\tau}] \), where \( \tilde{z} = w(\frac{1}{T}) \). Note that, in view of the \( L^1 \)-contraction for (2.6) and inequality (2.10) with \( T = \frac{1}{T} \), we have

\[
\|\tilde{z}\|_{L^1} \leq d, \quad \inf_{x \in \Pi} |\tilde{z}(x)| \geq \delta d, \quad \text{(2.12)}
\]

where \( d = \|u_0 - \hat{u}(0)\|_{L^1} \). A key observation is that the solution of (2.11) is close to that of the ODE

\[
\partial_t Z = \tilde{\xi} \phi(x), \quad Z(\frac{1}{T}) = \tilde{z}. \quad \text{(2.13)}
\]

Namely, we have the inequality

\[
\|Z(T_{\tau}) - Z(T_{\tau})\|_{L^1} \leq C_1 \tau, \quad \text{(2.14)}
\]

where \( C_1 > 0 \) does not depend on \( u_0 \), \( \hat{u}(0) \), and \( \tau \); see Lemma 2.4 below. In view of the second inequality in (2.12) and the continuity of \( \tilde{z} \), we can assume, for instance, that \( \tilde{z}(x) \geq \delta d \) for \( x \in \Pi \). In this case, we set \( \tilde{\xi} = -(\tau M)^{-1} \theta \delta d \), where \( M = \|\phi\|_{L^\infty} \) and \( \theta \in (0, 1) \) is a small parameter to be fixed later. It follows from (2.12)-(2.14) that

\[
\|u(T_{\tau}) - \hat{u}(T_{\tau})\|_{L^1} = \|Z(T_{\tau})\|_{L^1} \leq \|Z(T_{\tau}) - Z(T_{\tau})\|_{L^1} + \|Z(T_{\tau})\|_{L^1} \\
\leq C_1 \tau + \|\tilde{z} - M^{-1} \theta \delta d \phi\|_{L^1} \\
\leq C_1 \tau + d(1 - M^{-1} \theta \delta \|\phi\|_{L^1}). \quad \text{(2.15)}
\]
Choosing $\tau = \varepsilon d$ with a small $\varepsilon > 0$ and using again the $L^1$-contraction for (2.6), we obtain
\[
\|u(1) - \hat{u}(1)\|_{L^1} \leq \|u(T_\tau) - \hat{u}(T_\tau)\|_{L^1} \leq q_1 \|u_0 - \hat{u}(0)\|_{L^1},
\] (2.16)
where $q_1 = 1 + C_1 \varepsilon - M^{-1} \theta \delta \|\varphi\|_{L^1}$. Hence, if $\varepsilon = (2 C_1 M)^{-1} \theta \delta \|\varphi\|_{L^1}$, then $q_1 = 1 - \frac{1}{2} M^{-1} \theta \delta \|\varphi\|_{L^1} < 1$. Iteration of this procedure will give the required exponential decay of the $L^1$-norm of the difference $u(t) - \hat{u}(t)$.

2.2 Proof of Proposition 2.3

The proof builds on the argument used in [Shi17, Section 3.2] for the 1D Burgers equation. Since the result we establish here is stronger, we provide all the details.

Step 1. We first show that for any $q \in (0, 1)$ there is $\varepsilon = \varepsilon(\Pi, T, q, \rho) > 0$ such that if $w \in L^\infty(Q_T)$ is a non-negative solution of problem (2.6), then either (2.9) holds, or
\[
\inf_{x \in \Pi} w(T, x) \geq \varepsilon \|w(0)\|_{L^1}. \tag{2.17}
\]
Indeed, there is no loss of generality in assuming that $\|w(0)\|_{L^1} = 1$. Denoting by $G(t, x, y)$ Green’s function for (2.6) and writing $w$ in the form
\[
w(t, x) = \int_D G(t, x, y) w(0, y) \, dy, \tag{2.18}
\]
we note that, in view of inequality (3.2) with $j = |\alpha| = 0$,
\[
\sup_{(t, x) \in [T_2, T] \times D} w(t, x) \leq M, \tag{2.19}
\]
where we set
\[
M = \sup_{t \in [T_2, T]} \sup_{x \in D} G(t, x, y).
\]
Let $K \subset D$ be a connected compact set such that $\Pi \subset K$ and $\mathcal{L}(D \setminus K) \leq \frac{q}{2M}$, where $\mathcal{L}$ stands for the Lebesgue measure on $\mathbb{R}^d$. By Harnack’s inequality (see Proposition 3.1), we can find $C = C(K, T) > 0$ such that
\[
\sup_{x \in K} w(T, x) \leq C \inf_{x \in K} w(T, x). \tag{2.20}
\]
We now set $\varepsilon = q(2C \mathcal{L}(K))^{-1}$ and suppose that
\[
\inf_{x \in \Pi} w(T, x) \leq \varepsilon; \tag{2.21}
\]
in the opposite case (2.17) holds. Since $\Pi \subset K$, we have
\[
\inf_{x \in K} w(T, x) \leq \varepsilon. \tag{2.21}
\]
Combining (2.19)–(2.21) and the contraction of the $L^1$-norm for solutions of (2.6), we derive

\[ \|w(T)\|_{L^1} \leq \|w(T/2)\|_{L^1} \leq \int_{D \setminus K} w(T/2) \, dx + \int_K w(T/2) \, dx \]

\[ \leq M \mathcal{L}(D \setminus K) + C \varepsilon \mathcal{L}(K) \leq q. \]

This coincides with (2.9) in the case under study.

**Step 2.** We now consider the case of an arbitrary solution, assuming again that $\|w(0)\|_{L^1} = 1$. Let us denote by $w_0^+$ and $w_0^-$ the positive and negative parts of $w(0)$ and write $w^\pm$ for the solution of (2.6) issued from $w_0^\pm$. We set $r = \|w_0^+\|_{L^1}$ and assume without loss of generality that $r \geq \frac{1}{2}\|w_0\|_{L^1} = \frac{1}{2}$.

Suppose first that $\|w^+(T)\|_{L^1} \leq r/2$. Then, in view of the contraction of the $L^1$-norm of solutions for (2.6), we have

\[ \|w(T)\|_{L^1} \leq \|w^+(T)\|_{L^1} + \|w^-(T)\|_{L^1} \leq \frac{r}{2} + \|w^-(0)\|_{L^1} = 1 - \frac{r}{2} \leq \frac{3}{4}. \]

This coincides with the first inequality in (2.9) with $q = \frac{3}{4}$ and $\|w(0)\|_{L^1} = 1$.

We now assume that $\|w^+(T)\|_{L^1} > \frac{r}{2} = \frac{1}{2}\|w_0^+\|_{L^1}$, so that inequality (2.9) with $q = \frac{3}{4}$ does not hold for the positive solution $w^+$. Then we can find $\delta' > 0$ such that

\[ \inf_{x \in \Pi} w^+(T, x) \geq \delta' \|w_0^+\|_{L^1} \geq \delta' \frac{2}{2}. \]  

(2.22)

If, in addition,

\[ \sup_{x \in \Pi} w^-(T, x) \leq \frac{\delta'}{4}, \]

then inequality (2.10) holds with $\delta = \frac{\delta'}{4}$. Thus, we can assume that

\[ w^-(T, x_0) \geq \delta' \frac{4}{4} \]

(2.23)

for some point $x_0 \in \Pi$. Using representation (2.18) with $w = w^-$ and inequality (3.2) with $j = 0$ and $|\alpha| = 1$, we derive

\[ \sup_{x \in D} |\nabla w^-(T, x)| \leq M_1 \]

where $M_1$ does not depend on $w$. It follows that

\[ w^-(T, x) = w^-(T, x_0) + w^-(T, x) - w^-(T, x_0) \geq \frac{\delta'}{4} - M_1|x - x_0| \geq \frac{\delta'}{8}, \]

provided that $|x - x_0| \leq r_0 := \delta'(8M_1)^{-1}$. Denoting by $B$ the ball of radius $r_0$ centred at $x_0$ and assuming without loss of generality\(^1\) that $B \subset \Pi$, we derive

\[ \inf_{x \in B} w^-(T, x) \geq \kappa := \frac{\delta'}{8}. \]  

(2.24)

\(^1\)We can repeat the above argument for a small subset of $\Pi$ and find a point $x_0$ that satisfies (2.23) and lies at some positive distance from the boundary of $\Pi$. 
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In this case, denoting by $1_B$ the indicator function of $B$ and using inequalities (2.22) and (2.24), we can write

$$\|w(T)\|_{L^1} = \int_D |w^+(T, x) - w^-(T, x)| \, dx$$

$$= \int_D \left| (w^+(T, x) - \kappa 1_B(x)) - (w^-(T, x) - \kappa 1_B(x)) \right| \, dx$$

$$\leq \int_D (w^+(T, x) - \kappa 1_B(x)) \, dx + \int_D (w^+(T, x) - \kappa 1_B(x)) \, dx$$

$$\leq \|w^+(T)\|_{L^1} + \|w^-(T)\|_{L^1} - 2\kappa \mathcal{L}(B)$$

$$\leq 1 - 2\kappa \mathcal{L}(B) =: q,$$

where the last inequality follows from the contraction of the $L^1$-norm of solutions for (2.6). This completes the proof of the proposition.

2.3 Proof of Theorem 2.1

Step 1: Reduction. Choosing $\eta \equiv 0$ on the time interval $[0, 1)$, we see that, in view of Corollary 1.5 and Proposition 3.2,

$$\|u(1)\|_{C^{2+\gamma}} + \|\hat{u}(1)\|_{C^{2+\gamma}} \leq C_1,$$

$$\|u(1) - \hat{u}(1)\|_{L^1} \leq \|u_0 - \hat{u}(0)\|_{L^1},$$

where $C_1 \geq 1$ is a number not depending on $u_0$ and $\hat{u}$. Therefore, we can assume from the very beginning that the $C^{2+\gamma}$ norms of $u_0$ and $\hat{u}(0)$ are bounded by some universal constant and prove inequality (2.2) for $t \geq 0$.

Suppose we found a control $\eta(t, x) = \xi(t) \varphi(x)$, with a piece-wise constant function $\xi$ satisfying (2.3) and (2.4), such that, for any $t \geq 0$,

$$\|u(t) - \hat{u}(t)\|_{C^{2+\gamma}} \leq C_2,$$

$$\|u(t) - \hat{u}(t)\|_{L^1} \leq C_2 e^{-at} \|u_0 - \hat{u}(0)\|_{L^1},$$

where $C_2$ and $a$ are positive numbers not depending on $u_0$ and $\hat{u}$. In this case, by the interpolation inequality (2.5), for any $\sigma \in (0, \gamma)$ we can write

$$\|u(t) - \hat{u}(t)\|_{C^{2+\sigma}} \leq C_2 \left( e^{-at} \|u_0 - \hat{u}(0)\|_{L^1} \right)^{\theta},$$

where $\theta = \frac{\gamma - \sigma}{\delta + \gamma + 2}$. We thus obtain inequality (2.2) with $\alpha = \theta a$ and $\beta = \theta$.

Step 2: Uniform bound of the $C^{2+\gamma}$-norm. We claim that if $\xi$ has the form described in the theorem, then inequality (2.25) holds with a sufficiently large constant $C_2$ depending only on $\|h\|_{\gamma}$. Indeed, a straightforward consequence of Corollary 1.5 is that $\|\hat{u}(t)\|_{C^{2+\gamma}} \leq C_3$ for all $t \geq 0$ and

$$\|u(k)\|_{C^{2+\gamma}} \leq C_3$$

(2.27)
for all integers $k \geq 0$, where we write $C_i$ for unessential positive numbers that may depend only on $\|h\|_\gamma$. Thus, the required bound (2.25) will be established if we prove that, for any $k \geq 0$, inequality (2.27) implies that

$$
|u(t)|_{C^{2+\gamma}} \leq C_4 \quad \text{for } t \in [k, k+1].
$$

(2.28)

In view of translation invariance, there is no loss of generality in assuming that $k = 0$. We thus consider the solution $u(t,x)$ of problem (2.1), (1.2), (1.3) on the time interval $J = [0,1]$, with an initial condition $u_0 \in C^{2+\gamma}(D)$ and a control function of the form

$$
\eta(t,x) = \xi(t) \varphi(x), \quad \xi(t) = \begin{cases} 
0 & \text{for } t \in [0, \frac{1}{2}] \cup [T_\tau, 1], \\
\bar{\xi} & \text{for } t \in \left[\frac{1}{2}, T_\tau\right),
\end{cases}
$$

(2.29)

where $T_\tau = \frac{1}{2} + \tau$, $\tau \in (0, \frac{1}{4})$, and $\tau |\bar{\xi}| \leq C_5$. The function $u$ is constructed by applying Remark 1.2 in the domain $Q = J \times D$. This results in a continuous curve $u : J \to C^{2+\gamma}(D)$ whose restrictions to the cylinders

$$
\Omega_i := (0, \frac{1}{2}) \times D, \quad \Omega_2 := (\frac{1}{2}, T_\tau) \times D, \quad \Omega_3 = (T_\tau, 1) \times D
$$

belong to the spaces $X^{\gamma}(\Omega_i), \ i = 1, 2, 3$. By the maximum principle applied consecutively to $u|_{\Omega_i}$ (see Proposition 3.3), the $L^\infty$ norm of $u$ is bounded by a universal constant (i.e., a number not depending on $\tau$ and $\bar{\xi}$). Setting $g = u - \zeta$ with $\zeta(t,x) = \int_0^t \eta(s,x) \, ds$, we see that $g(t)$ is a continuous $C^{2+\gamma}(D)$-valued function satisfying the equation

$$
\partial_t g - \nu \Delta g + \sum_{j=1}^d \partial_j A_j(g + \zeta(t,x)) = h + \nu \Delta \zeta.
$$

Rewriting this as the inhomogeneous heat equation

$$
\partial_t g - \nu \Delta g = f(t,x) := h + \nu \Delta \zeta - \sum_{j=1}^d \partial_j A_j(g + \zeta(t,x))
$$

and applying Theorem 10.1 in [LSU68, Chapter III], we conclude that, for some $\gamma' \in (0, \gamma]$ the norm $\|g\|_{X^{\gamma'}}$ is bounded by a universal constant. A simple calculation shows that if

$$
\tau^{1-\gamma} |\bar{\xi}| \leq 1,
$$

(2.30)

then for any multi-index $\alpha \in \mathbb{Z}^d_+$ there is a universal constant $C_\alpha$ such that

$$
\|\partial_\alpha^\gamma \zeta\|_{\gamma} \leq C_\alpha.
$$

(2.31)

Using now Theorem 5.2 in [LSU68, Chapter IV] with $l = \gamma'$, we obtain a universal bound for $\|g\|_{X^{\gamma'}(Q)}$. Applying again the same result with $l = \gamma$, we derive a universal bound for $\|g\|_{X^{\gamma}(Q)}$. The required bound (2.28) follows from the representation $u = g + \zeta$ and inequality (2.31).
Step 3: Decay of the $L^1$-norm. We now prove (2.26). To this end, suppose we have established the following estimate for all integers $k \geq 1$:

$$\|u(k) - \hat{u}(k)\|_{L^1} \leq q_1 \|u(k - 1) - \hat{u}(k - 1)\|_{L^1}. \quad (2.32)$$

In this case, inequality (2.26) will follow immediately if we prove that

$$\|u(t) - \hat{u}(t)\|_{L^1} \leq C \|u(k) - \hat{u}(k)\|_{L^1} \quad \text{for} \ t \in [k, k + 1]. \quad (2.33)$$

By homogeneity, it suffices to consider the case $k = 0$. The difference $w = u - \hat{u}$ is the solution of the problem

$$\partial_t w - \nu \Delta w + \text{div}_x(a(t, x)w) = \eta(t, x), \quad w|_{\partial D} = 0, \quad w(0) = w_0, \quad (2.34)$$

where $w_0 = u(0) - \hat{u}(0)$, $\eta$ is defined by (2.29), and the vector function $a$ is given by (2.7). Let $\psi : \mathbb{R} \to \mathbb{R}$ be a smooth non-decreasing function vanishing at zero and such that $\psi(s) = \pm 1$ for $\pm s \geq 1$, and let $\psi_\varepsilon(s) = \psi(s/\varepsilon)$. We multiply the first relation in (2.34) by $\psi_\varepsilon(w)$ and integrate over $D$. Denoting by $\Psi_\varepsilon$ the primitive of $\psi_\varepsilon$ vanishing at zero, after some simple transformations, we derive

$$\partial_t \int_D \Psi_\varepsilon(w)dx + \frac{\nu}{\varepsilon} \int_D |\nabla w|^2 \psi_\varepsilon'(\frac{w}{\varepsilon})dx = \frac{1}{\varepsilon} \int_D w(a, \nabla w)\psi_\varepsilon'(\frac{w}{\varepsilon})dx + \int_D \eta\psi_\varepsilon(\frac{w}{\varepsilon})dx.$$

Using the boundedness of $\psi$ and the Cauchy–Schwarz inequality, we obtain

$$\partial_t \int_D \Psi_\varepsilon(w)dx \leq C_\nu \int_D \frac{w^2}{\varepsilon} \psi_\varepsilon'(\frac{w}{\varepsilon}) dx + \xi(t) \|\varphi\|_{L^1}. \quad (2.35)$$

Since the integral on the right-hand side is bounded by $\|w\|_{L^1}$, integrating (2.35) in time and passing to the limit as $\varepsilon \to 0^+$, we obtain

$$\|w(t)\|_{L^1} \leq C_\nu \int_0^t \|w(s)\|_{L^1} ds + d + \tau|\xi| \|\varphi\|_{L^1},$$

where $d = \|u(0) - \hat{u}(0)\|_{L^1}$. Assuming that

$$\tau|\xi| \leq K_1 d, \quad (2.36)$$

where $K_1 > 0$ is fixed, and applying Gronwall’s inequality, we arrive at (2.33) with $k = 0$.

It remains to prove (2.32). There is no loss of generality in assuming that $k = 0$, so that we prove (2.16). We shall need the following auxiliary result.

Lemma 2.4. Let $\tau, R > 0$ and $\xi \in \mathbb{R}$ be some numbers such that $|\xi| \leq 1$, let $\eta(t, x) = \xi \varphi(x)$ for $0 \leq t \leq \tau$, and let $u, \hat{u} \in C^{1,2}(Q_{\tau})$ be solutions of Eqs. (2.1) and (1.1) respectively such that $\|u\|_{C^{1,2}} + \|\hat{u}\|_{C^{1,2}} \leq R$. Then there is $C > 0$ depending only on $R$ such that the difference $z = u - \hat{u}$ satisfies the inequality

$$\|z(t) - (z(0) + t \xi \varphi)\|_{L^\infty(D)} \leq C t \quad \text{for} \ 0 \leq t \leq \tau. \quad (2.37)$$
Taking this lemma for granted, let us complete the proof of (2.32). As was established at the end of Section 2.1, the required inequality (2.16) will be proved if we show that (2.14) holds, and the restrictions imposed on \( \tau \) and \( \hat{\xi} \) are compatible. The validity of (2.14) follows from inequality (2.37) rewritten on the interval \( [\frac{1}{2}, 1 + \tau] \). To see the compatibility of restrictions, let us recall that we seek \( \theta > 0 \) such that the numbers

\[
\tau = (2C_1M)^{-1} \theta \delta d \| \varphi \|_{L^1}, \quad |\hat{\xi}| = (\tau M)^{-1} \theta \delta d = 2C_1 \| \varphi \|^{-1}_{L^1}
\]
satisfy inequalities (2.30) and (2.36). Since \( d \) is bounded above by a universal number and \( \gamma \in (0, 1) \), it is easy to see that both (2.30) and (2.36) hold for \( \theta \ll 1 \), and relations (2.3) are valid for \( K = 2C_1 \| \varphi \|^{-1}_{L^1} \) and \( \varkappa = (2C_1M)^{-1} \theta \delta \| \varphi \|^{-1}_{L^1} \).

We have thus completed the proof of Theorem 2.1.

**Proof of Lemma 2.4.** The difference \( z = u - \hat{u} \) belongs to the space \( C^{1,2}(\overline{Q}_T) \) and satisfies Eqs. (2.11), in which the initial time \( t = \frac{1}{2} \) is replaced by \( t = 0 \). Setting

\[
f(t, x) = \nu \Delta z - \text{div}(A(u) - A(\hat{u})),
\]

we see that the function \( z_1(t) = z(t) - z(0) - t \hat{\xi} \varphi \) is a solution of the problem

\[
\partial_t z_1 = f(t, x), \quad z_1(0) = 0.
\]

(2.38)

The hypotheses imposed on \( u \) and \( \hat{u} \) imply that the \( L^\infty \) norm of \( f \) is bounded by a constant depending only on \( R \). Integrating (2.38) in time, we arrive at the required estimate (2.37). \( \square \)

### 3 Appendix

#### 3.1 Green’s function for linear parabolic equations

Let \( D \subset \mathbb{R}^d \) be a bounded domain with \( C^3 \)-smooth boundary, let \( J_T = [0, T] \) be an interval, and let \( G(t, x, y) \) be the Green function for the second-order parabolic PDE

\[
\partial_t w - \nu \Delta_x w + (b(t, x), \nabla) w + b_0(t, x) w = 0, \quad x \in D,
\]

(3.1)

where the functions \( b = (b_1, \ldots, b_d) \) and \( b_0 \) belong to the H"older class \( C^{\frac{\gamma}{2}+\gamma}(\overline{Q}_T) \) for some \( \gamma \in (0, 1) \). In other words, \( G \) is the solution of (3.1) satisfying the initial and boundary conditions

\[
G|_{t=0} = \delta_y, \quad G|_{x \in \partial D} = 0,
\]

where \( \delta_y \) stands for the Dirac mass at \( y \). A proof of the existence of \( G \), as well as the following inequalities, can be found in [LSU68] (see Theorems 16.2 and 16.3 in Chapter IV):

\[
|\partial_t^\alpha \partial_x^\beta G(t, x, y)| \leq C t^{\frac{-d+2\gamma+1|\alpha|}{2}} e^{-\gamma t \frac{|x-y|^2}{\tau}},
\]

(3.2)

\[
|\partial_t^\alpha \partial_x^\beta G(t, x_1, y) - \partial_t^\alpha \partial_x^\beta G(t, x_2, y)| \leq C |x_1 - x_2|^{\gamma t} t^{\frac{-d+2\gamma+1|\alpha|}{2}} e^{-\gamma t \frac{|d(x_1, x_2, y)|^2}{\tau}},
\]

(3.3)
where \( 0 < t \leq T, x, x_1, x_2, y \in D, d(x_1, x_2, y) = |x_1 - y| \wedge |x_2 - y|, j \geq 0 \) and \( \alpha \in \mathbb{Z}_+^d \) are such that \( 2j + |\alpha| \leq 2 \), and the constants \( C \) and \( c \) on the right-hand side depend only \( \nu, T, D, \gamma \), and the norms of the functions \( b \) and \( b_0 \) in the space \( C^{2,\gamma}(Q_T) \).

### 3.2 Harnack’s inequality and \( L^1 \)-contraction

We first recall a fundamental estimate for positive solutions of (3.1). The following proposition is a simple particular case of more general results established in [Mos64, Lan98, KS80].

**Proposition 3.1.** Let \( T > 0 \) and let \( b_0, b \in L^\infty(Q_T) \). Then, for any compact set \( K \subset D \) and any numbers \( 0 < s < t \leq T \), there is \( C > 0 \) depending on \( \|b_0\|_{L^\infty(Q_s)} + \|b\|_{L^\infty(Q_t)} \) such that, if \( w \in L^\infty_{loc}(\mathbb{R}_+ \times D) \) is a non-negative solution of (3.1) satisfying the Dirichlet boundary condition, then

\[
\sup_{x \in K} w(s, x) \leq C \inf_{x \in K} w(t, x). \tag{3.4}
\]

Let us note that [Mos64, Lan98] deal with parabolic equations with no lower-order terms, while the paper [KS80] (see Theorem 1.1) considers the general case, assuming that the coefficient in front of the zeroth-order term satisfies a sign condition. That condition can easily be removed by the change of unknown function \( u = e^{\lambda t}v \), with a suitable choice of \( \lambda \in \mathbb{R} \). Moreover, it follows from (3.2) that any solution \( w \in L^\infty_{loc}(\mathbb{R}_+ \times D) \) for Eq. (3.1) with the Dirichlet boundary condition is a continuous function of its arguments for \( t > 0 \), so that the left- and right-hand sides of (3.4) are well defined.

We now turn to the particular case of (3.1). Namely, consider the linear problem (2.6), in which \( a \in C(\overline{Q}_T) \) is a given function. The following result is a simple consequence of the maximum principle and a duality argument, and its proof can be found in [Hör97, Lemma 3.2.2].

**Proposition 3.2.** Let \( w \in C^{1,2}(\overline{Q}_T) \) be a solution of problem (2.6) in which \( a \in C(\overline{Q}_T) \). Then \( \|w(T)\|_{L^1} \leq \|w(0)\|_{L^1} \).

### 3.3 Maximum principle for the nonlinear problem

**Proposition 3.3.** Let \( u \in C^{1,2}(\overline{Q}_T) \) be a solution of (1.1) with \( A \in C^1(\mathbb{R}, \mathbb{R}^d) \) and \( h \in C(\overline{Q}_T) \). Then

\[
\|u(t)\|_{L^\infty(Q_s)} \leq \|u(0)\|_{L^\infty(D)} + \int_0^t \|h(s)\|_{L^\infty(D)} ds, \quad 0 \leq t \leq T. \tag{3.5}
\]

**Proof.** Since the function \( -u \) satisfies an equation of the same form, it suffices to prove that \( u(t, x) \) does not exceed the right-hand side of (3.5) for \( (t, x) \in Q_T \). To this end, we introduce the functions

\[
H(t) = \int_0^t \|h(s)\|_{L^\infty(D)} ds, \quad a_j(t, x) = A_j'(u(t, x))
\]
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and note that \( v := u - H \in C^{1,2}(Q_T) \) satisfies the differential inequality

\[
\partial_t v + \sum_{j=1}^d a_j(t, x) \partial_j v - \nu \Delta v \leq 0.
\]

By the maximum principle, we have

\[
v(t, x) \leq \max(\{u(0), 0\}) \leq \|u(0)\|_{L^\infty(D)}, \quad (t, x) \in Q_T.
\]

Combining this with the definition of \( v \), we obtain the required inequality. \( \square \)
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