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Abstract

Motivated by statistical applications, this paper introduces Cauchy identities for characters of the compact classical groups. These identities generalize the well-known Cauchy identity for characters of the unitary group, which are Schur functions of symmetric function theory. Application to statistical hypothesis testing is briefly sketched.
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1. Introduction

Consider generating uniformly random three dimensional rotations, i.e. elements of $SO(3)$. The standard way of generating a random three dimensional rotation is to rotate uniformly along the north pole, and then move the north pole to a uniform point on the sphere. This is a special case of the famous subgroup algorithm of Diaconis and Shahshahani (1987). However, a very common and easy to make mistake is to perform this algorithm in the reverse order; that is, first move the north pole to a random point on the sphere, and then rotate uniformly along that point. This can be rephrased in terms of axis-angle representation of three dimensional rotations. A well known fact, due to Euler, asserts that any three dimensional rotation is a pure rotation along a single fixed axis. It is common to think that the uniform distribution of the rotation induces uniform distributions on the axis and the angle, independently. However, this leads to the naive algorithm above. For instance, a paper with sampling as its main concern mentions this as an ‘intuitively correct’ way of sampling uniformly from $SO(3)$; even though they use another correct algorithm in a different parameterization of rotations (Kuerner, 2004). Figure 1 below shows samples generated using the two algorithms above. As it can be seen, it is not easy to tell the difference between the two only by looking at this plot. However, a more careful inspection of Figure 1 may suggest that the naive sampling has more rotations with a small angle, that is, rotations with the red and black arrows ‘close’ to each other. For a more formal inspection, consider only the rotation angles, as represented in Figure 2. Figure 2 illustrates the scatter-plot of the angles for the two samplers as well as a histogram for each. It is clear that the underlying
distributions are different. The scatter-plot shows that the angle for uniform sampler has a higher density around $\theta = \pi$ and a lower density around $\theta = 0$. This makes intuitive sense because all the rotations with small angles are similar to the identity regardless of the axis. Therefore, a uniform angle distribution results in an oversampling of rotations closer to the identity. This is the case for the naive sampler. For a more rigorous assessment of the differences between the two samplers, formal statistical hypothesis tests can be used. If only the angle of rotation is of concern, the problem becomes a one dimensional goodness of fit testing problem. This is a classical problem with an enormous literature around it, including several volumes of textbooks. In many problems, it may not be true that the angle distribution is different between two samplers; even if it is, it might be hard to guess that by looking at the data. A more natural problem is to test if the full distributions on $SO(3)$ are equal. The problem of goodness of fit for rotation data has been studied extensively, and there are various tests available. Two commonly used tests are Downs’ generalization of the Rayleigh test [Downs, 1972] and Prentice’s generalization of Giné’s $G_n$ test [Prentice, 1978; Giné, 1975]. For more details and references to the literature, see [Mardia and Jupp, 2000] Section 13.2.2. Given a sample $x_1, \ldots, x_n \in SO(3)$, the generalized Rayleigh statistic is given by

$$T_R = 3N \text{Tr}(\bar{X}^T \bar{X}), \quad \bar{X} = \frac{1}{N} \sum_{i=1}^{N} x_i.$$  

The value of $T_R$ for the naive sampler based on the sample of size $N = 1500$ (used to generate figures) is 1379.452 which corresponds to $p$-value of virtually 0 based on 1000 simulations of the test value under the uniform distribution. Note that $T_R$ is asymptotically distributed as a $\chi^2_9$ which yields an asymptotic $p$-value consistent with the simulation-based $p$-value. This is not surprising because the difference between the two distributions is very significant. In fact, only $N = 20$ observations yield an asymptotic $p$-value of less than 0.002 and simulated $p$-value of
0.003.

More generally, data from manifolds, including $SO(3)$, appear naturally in many applications. The general problem of testing for uniformity on manifolds has been studied by various researchers. [Giné (1975)], one of the most notable contributions in this area, introduced a method to construct non-parametric statistical tests of uniformity on compact Riemannian manifolds. These tests are called Sobolev tests, corresponding to each Sobolev norm $\| \cdot \|_s$. The case $s = 0$ is briefly sketched below. Let $M$ be a compact Riemannian manifold, $\mu$ the uniform measure on $M$, and $\Delta$ the Laplace-Beltrami operator (Laplacian) of $M$ acting on the space of Schwartz distributions by duality. Denote by $E_k$ the $k$-th invariant eigenspace of $\Delta$ with eigenvalue $\sigma_k$. Let $\{f_i\}_{i=0}^{\infty}$ be an orthonormal basis of eigenfunctions for the Laplacian. Consider the following hypothesis testing problem. Given observations $x_1, \ldots, x_n \in M$, drawn independently from a probability measure $\nu$, test whether $\nu = \mu$. Let $\nu_n$ be the empirical measure $\nu_n = \frac{1}{n} \sum \delta_{x_i}$. For a sequence of positive weights $\alpha = (\alpha_1, \alpha_2, \ldots)$, with $\sup |\alpha_k \sigma_k^s| < \infty$ for some $s \geq \frac{1}{2} \dim M$, define the test statistic $T_{n}^\alpha$ as

$$T_{n}^\alpha(x) = n \sum_{k=1}^{\infty} \alpha_k \sum_{f_i \in E_k} \left( \int_M f_i d(\nu_n(x) - \mu) \right)^2,$$

i.e. a weighted sum of the Fourier coefficients of $\nu_n(x) - \mu$ with respect to the orthonormal system $\{f_i\}$ with weights depending only on the eigenspaces. See Giné (1975) for more details, including statistical properties of the Sobolev tests.

Although the program introduced in Giné (1975) constructs statistical tests with desirable statistical properties, there remains substantial work to be done to carry the program out for any particular example. Several authors have studied and derived Sobolev tests for different examples including circular and directional data, tests of symmetry, and unitary eigenvalues; see Prentice (1978); Wellner (1979); Jupp and Spurr (1983, 1985); Hermans and Rasson (1985); Baringhaus (1991); Sengupta and Pal (2001); Coram and Diaconis (2003).

Coram and Diaconis (2003) introduce statistical tests of correspondence between zeros of the Riemann zeta function and eigenvalues of random unitary matrices. They incorporate Giné’s
program for the eigenvalue distribution, $\mu$, induced by the Haar measure on the unitary group $U(n)$. The orthonormal basis for $L^2(\mu)$ is given by the characters $\chi_{\lambda}$ of the unitary group. The weights are chosen as $\alpha_{\lambda} = z^{\lfloor |\lambda| / 2 \rfloor}$ for a parameter $0 < z < 1$. Given observations $x_1, \ldots, x_N$, the test statistic is given by

$$
T^z_N = \frac{1}{N^2} \sum_{i,j=1}^{N} z^{\lfloor |\lambda| / 2 \rfloor} |\langle \chi_{\lambda}(x_i), \chi_{\lambda}(x_j) \rangle|^2.
$$

To compute $T^z_N$, a closed form for the inner sum on the right hand side is needed. The Cauchy identity provides a closed form for

$$
\sum_{\lambda \vdash 0} z^{\lfloor |\lambda| / 2 \rfloor} \chi_{\lambda}(g) \chi_{\lambda}(h),
$$

as given below in (1).

Sepehri (2016) considers a similar goodness-of-fit testing problem on $SO(2m+1)$. Let $\mu$ be the eigenvalue distribution induced by the Haar measure on $SO(2m+1)$. Given data $x_1, \ldots, x_N$ drawn independently from a measure $\nu$, test if $\nu = \mu$ (note that each $x_i$ is a vector of eigenvalues). Following the Giné’s program, the author considers the test based on

$$
S^z_N = \frac{1}{N^2} \sum_{i,j=1}^{N} z^{\lfloor |\lambda| / 2 \rfloor} |\langle \text{so}_{\lambda}(g_i), \text{so}_{\lambda}(g_j) \rangle|^2,
$$

where $\text{so}_{\lambda}$ is the character of $SO(2m+1)$ corresponding to the partition $\lambda$, and $g_i \in SO(2m+1)$ is a rotation with eigenvalue $x_i$.

To use the test based on $S^z_N$, a closed form for the inner sum is needed. The Cauchy identity for the orthogonal group is derived to address this problem. It suggests a tractable method to compute $S^z_N$. We refer the reader to Sepehri (2016) for more details and statistical properties of the test based on $S^z_N$, as well as numerical results on synthetic and real data.

There is a sizable literature on generalizations of the Cauchy identity to larger classes of orthogonal polynomials. A major line of research focuses on generalizing the Cauchy identity to more general families of orthogonal polynomials, such as Hall-Littlewood polynomials [Macdonald (1995); Betea and Wheeler (2016); Warnaar (2008); Kirillov and Noumi (1999); Vuletic (2009)]. Although the identities introduced in these works generalize the Cauchy identity to extended families of orthogonal polynomials, which specialize to Schur function, they do not offer any identity that results is a closed form for (1).

There is also substantial work concerning generalization of the Cauchy identity to generalized Schur functions, which include the characters of the compact groups [Sundaram (1986, 1990a,b); Fu and Lascoux (2009); Brent et al. (2016); Okada (1998); Krattenthaler (2001)]. The most related works among these to our case of interest seem to be Sundaram (1986, 1990a,b).
They introduced Cauchy-type identities for the orthogonal and symplectic groups which present closed form expressions for

$$\sum_{\lambda} s_{\lambda}(x)s_{\lambda}(y^+)$$ and $$\sum_{\lambda} s_{\lambda}(x)s_{2\lambda+1}(y^+)$$.

All of the identities introduced in this part of the literature involves series where each term is the product of a Schur function and a generalized Schur function; whereas, what is needed in the application of interest in this paper is an identity that involves series in which each term is a product of two generalized Schur functions of the same type, as in (1).

None of the aforementioned work gives closed form expressions for (1). However, it was brought to our attention that a closed form expression for a similar quantity for the symplectic group has recently appeared in an independent work (Wheeler and Zinn-Justin 2016, Remark 7). In particular, it proves our identity (13) concerning the symplectic group. The author was not aware of that work while writing this paper, and proof techniques are different. To the best of our knowledge, closed form expressions for (1) have not appeared in the literature for the orthogonal groups of odd and even dimensions (Type B and D root systems). The main contribution of the current paper is to derive and prove such a generalization for other root systems.

2. Background

The Cauchy identity is a well-known result about characters of the unitary group. For two sets of variables, $$x_1, \ldots, x_n$$ and $$y_1, \ldots, y_m$$, the Cauchy identity asserts that

$$\sum_{\lambda} s_{\lambda}(x_1, \ldots, x_n)s_{\lambda}(y_1, \ldots, y_m) = \prod_{i,j} \frac{1}{1 - x_i y_j},$$

where the sum is over all partitions $$\lambda$$ of all non-negative integers and $$s_\lambda$$ is the Schur polynomial. The special case of $$m = n$$ is of particular interest here. Schur polynomials are related to characters of unitary groups in the following way: Let $$g \in U(n)$$ with eigenvalues $$\alpha_1, \ldots, \alpha_n$$ and $$\lambda$$ be a partition with at most $$n$$ parts. Then,

$$\chi_\lambda(g) = s_\lambda(\alpha_1, \ldots, \alpha_n),$$

where $$\chi_\lambda$$ is the irreducible character corresponding to $$\lambda$$. Thus, the representation theoretical version of the Cauchy identity can be written as

$$\sum_{\lambda} \chi_\lambda(g)\chi_\lambda(h) = \prod_{i=1}^{n} \prod_{j=1}^{n} \frac{1}{1 - \alpha_i \beta_j},$$

where $$g \in U(n)$$ has eigenvalues $$\alpha_1, \ldots, \alpha_n$$ and $$h \in U(n)$$ has eigenvalues $$\beta_1, \ldots, \beta_n$$. Homogeneity of Schur polynomials yields

$$\sum_{\lambda} z^{|\mu|} \chi_\lambda(g)\chi_\lambda(h) = \prod_{i=1}^{n} \prod_{j=1}^{n} \frac{1}{1 - z\alpha_i \beta_j}$$

for any $$0 < z < 1$$.  

The Cauchy identity \([3]\) has a conceptual interpretation and generalization from a representation theoretical point of view. This is sketched briefly following Bump (2004, ch. 38). Let \(\text{Mat}_n(\mathbb{C})\) be the set of all \(n \times n\) complex matrices and \(\Sigma^*\), the ring of polynomials on \(\text{Mat}_n(\mathbb{C})\). Define the action \(\Pi^*\) of \(U(n) \times U(n)\) on \(\Sigma^*\) as follows. For \((g, h) \in U(n) \times U(n)\) and \(f \in \Sigma^*\) define
\[
(\Pi^*(g, h)f)(x) = f(g'xh),
\]
where \(x\) runs through all partitions of length \(\leq n\), and \(\pi_\lambda\) is the corresponding irreducible representation of \(U(n)\). Taking traces on both sides of (5) (in a proper sense of trace for operators on infinite dimensional spaces) yields the Cauchy identity (3). For details of this and an excellent textbook treatment of the Cauchy identity, see Bump (2004, ch. 38). A symmetric function theoretical point of view has been detailed in Macdonald (1995, ch. 1).

3. Generalization of the Cauchy Identity

The identities for classical groups are presented based on the type of root systems.

3.1. Type B

This section gives a Cauchy identity for the compact classical group of type B, i.e. special orthogonal group in odd dimensions. The result for the full orthogonal group, \(O(2m + 1)\), will follow from this. Before stating the result, recall that reducible representations of \(SO(2m + 1)\) are labeled by partitions \(\lambda\), of non-negative integers, with at most \(m\) parts, see e.g. Proposition 3.1.20 in Goodman and Wallach (2009, ch. 3). Any element \(g \in SO(2m + 1)\) has an eigenvalue equal to one, and the rest of eigenvalues come in conjugate pairs. The character \(\sigma_\lambda\) corresponding to partition \(\lambda\) is given explicitly by the Weyl Character Formula (Goodman and Wallach, 2009, ch. 7) as follows:
\[
\sigma_\lambda(g) = \frac{\det(x_{i,j}^{\lambda_j + m - j - \frac{1}{2}} - x_{i,j}^{-\lambda_j + m - j - \frac{1}{2}})}{\det(x_{i,j}^{m - j - \frac{1}{2}} - x_{i,j}^{-m + j + \frac{1}{2}})},
\]
where \(x_1, x_1^{-1}, \ldots, x_m, x_m^{-1}, 1\) are eigenvalues of \(g\). We are ready to state our first theorem:

**Theorem 3.1 (Cauchy identity for \(SO(2m + 1)\)).** Let \(\sigma_\lambda\) be the character of \(SO(2m + 1)\) corresponding to the partition \(\lambda\), and \(g, h \in SO(2m + 1)\) with eigenvalues equal to \(x_1, x_1^{-1}, \ldots, x_m, x_m^{-1}, 1\) and \(y_1, y_1^{-1}, \ldots, y_m, y_m^{-1}, 1\), respectively. Then,
\[
\sum_{\lambda} \zeta^{\lambda} \sigma_\lambda(g)\sigma_\lambda(h) = \frac{(1 - z)^m \det(C)}{z^{m} \prod_{i<j}(y_i + y_i^{-1} - (y_j + y_j^{-1})) \prod_{i<j}(x_i + x_i^{-1} - (x_j + x_j^{-1}))},
\]
where \(\lambda\) runs over all partitions of non-negative integers with at most \(m\) parts, \(0 < z < 1\) is an arbitrary parameter and \(C\) is an \(m \times m\) matrix defined as
\[
C_{ij} = \frac{(1 + z)^2 + z(x_i + x_i^{-1} + y_j + y_j^{-1})}{(1 - zx_iy_j)(1 - zx_i^{-1}y_j)(1 - zx_iy_j^{-1})(1 - zx_i^{-1}y_j^{-1})}.
\]
Proof. The proof builds on the classical Cauchy identity [Macdonald 1995, pg. 34]. Let $x_1, \ldots, x_m$ and $y_1, \ldots, y_m$ be two sets of variables. Consider the matrix $X$ defined as

$$X_{ij} = \sum_{k \geq 0} z^k (x_i^{k+\frac{1}{2}} - x_i^{-(k+\frac{1}{2})}) (y_j^{k+\frac{1}{2}} - y_j^{-(k+\frac{1}{2})}).$$

The $(i, j)$ entry, $X_{ij}$, can be simplified as follows

$$X_{ij} = \sum_{k \geq 0} z^k (x_i^{k+\frac{1}{2}} - x_i^{-(k+\frac{1}{2})}) (y_j^{k+\frac{1}{2}} - y_j^{-(k+\frac{1}{2})})$$

$$= x_i^\frac{1}{2} y_j^\frac{1}{2} \sum_{k \geq 0} z^k x_i^k y_j^k - x_i^\frac{1}{2} y_j^\frac{1}{2} \sum_{k \geq 0} z^k x_i^k y_j^k + x_i^\frac{1}{2} y_j^\frac{1}{2} \sum_{k \geq 0} z^k x_i^k y_j^k$$

$$= \frac{x_i^\frac{1}{2} y_j^\frac{1}{2}}{1 - z x_i y_j} - \frac{x_i^\frac{1}{2} y_j^\frac{1}{2}}{1 - z x_i^{-1} y_j} - \frac{x_i^\frac{1}{2} y_j^\frac{1}{2}}{1 - z x_i^{-1} y_j}$$

which simplifies to

$$X_{ij} = \frac{(x_i^\frac{1}{2} - x_i^{-\frac{1}{2}})(y_j^\frac{1}{2} - y_j^{-\frac{1}{2}})(1 - z)(1 + z^2 + z(x_i + x_i^{-1} + y_j + y_j^{-1}))}{(1 - z x_i y_j)(1 - z x_i^{-1} y_j)(1 - z x_i^{-1} y_j)}.$$  \hspace{1cm} (8)

This shows the relation between $X$ and the determinant on the right hand side of identity (7).

Now expand $\det(X)$ as follows

$$\det(X) = \det \left( \sum_{k \geq 0} z^k (x_i^{k+\frac{1}{2}} - x_i^{-(k+\frac{1}{2})}) (y_j^{k+\frac{1}{2}} - y_j^{-(k+\frac{1}{2})}) \right)$$

$$= \sum_{\pi \in S_m} \text{sign}(\pi) \prod_{i \geq m} \left( \sum_{k \geq 0} z^k (x_i^{k+\frac{1}{2}} - x_i^{-(k+\frac{1}{2})}) (y_j^{k+\frac{1}{2}} - y_j^{-(k+\frac{1}{2})}) \right).$$

Expanding the product on the right hand side leads to

$$\det(X) = \sum_{\pi \in S_m} \text{sign}(\pi) \sum_{a_1, a_2, \ldots, a_m \geq 0} \prod_{i \geq m} z^{a_i} \left( x_i^{a_i - a_i + \frac{1}{2}} - x_i^{-a_i + \frac{1}{2}} \right) \prod_{i \geq m} \left( y_j^{a_i - a_i + \frac{1}{2}} - y_j^{-a_i + \frac{1}{2}} \right).$$

Changing the order of summation and using the definition of $m \times m$ determinants yields

$$\det(X) = \sum_{a_1, a_2, \ldots, a_m \geq 0} z^{\sum_i a_i} \sum_{\pi \in S_m} \text{sign}(\pi) \prod_{i \geq m} \left( x_i^{a_i - a_i + \frac{1}{2}} - x_i^{-a_i + \frac{1}{2}} \right) \prod_{i \geq m} \left( y_j^{a_i - a_i + \frac{1}{2}} - y_j^{-a_i + \frac{1}{2}} \right)$$

$$= \sum_{a_1, a_2, \ldots, a_m \geq 0} z^{\|a\|} \det \left( x_i^{a_i + \frac{1}{2}} - x_i^{-a_i + \frac{1}{2}} \right) \prod_{i \geq m} \left( y_j^{a_i + \frac{1}{2}} - y_j^{-a_i + \frac{1}{2}} \right)$$

The last equality can be rewritten as follows by ordering the $m$-tuple $a \in \mathbb{Z}^m$. 7
\[
\det(X) = \sum_{a_1, \ldots, a_m \geq 0} \omega_{\lambda} \det\left(y_j^{a_j + \frac{1}{2}} - y_j^{-(a_j + \frac{1}{2})}\right) \sigma(\sigma) \prod_{i}(x_i^{a_i + \frac{1}{2}} - x_i^{-(a_i + \frac{1}{2})})
\]

\[
= \sum_{a_1, \ldots, a_m \geq 0} \omega_{\lambda} \det\left(y_j^{a_j + \frac{1}{2}} - y_j^{-(a_j + \frac{1}{2})}\right) \sigma(\sigma) \prod_{i}(x_i^{a_i + \frac{1}{2}} - x_i^{-(a_i + \frac{1}{2})})
\]

Note that if two of \(a_i\)'s are equal then both determinants on the right hand side are zero. Thus, it may be assumed that \(a_1 > a_2 > \ldots > a_m \geq 0\). This is equivalent to the condition that \(a_i - (m-i)\) is a non-increasing sequence. Define \(\lambda_i = a_i - m + i\), then \(\lambda_1 \geq \ldots \geq \lambda_m \geq 0\). The last equality translates to the following in terms of \(\lambda\):

\[
\det(X) = \sum_{\lambda_1 \geq \ldots \geq \lambda_m \geq 0} \omega_{\lambda} \det\left(A^\lambda\right) \det\left(B^\lambda\right),
\]

\[
A^\lambda_{ij} = y_j^{k_i + m + i - \frac{1}{2}} - y_j^{-(k_i + m - i - \frac{1}{2})},
\]

\[
B^\lambda_{ij} = x_j^{k_i + m + i - \frac{1}{2}} - x_j^{-(k_i + m - i - \frac{1}{2})}.
\]

Assume \(x_1, \ldots, x_m\) and \(y_1, \ldots, y_m\) are such that there exist \(g, h \in SO(2m + 1)\) with eigenvalues equal to \(x_1, x_1^{-1}, \ldots, x_m, x_m^{-1}\), \(1\) and \(y_1, y_1^{-1}, \ldots, y_m, y_m^{-1}\), respectively. Dividing by a factor of the following form

\[
z^\lambda j \det\left(y_j^{m+i-\frac{1}{2}} - y_j^{-(m+i-\frac{1}{2})}\right) \det\left(x_j^{m+i-\frac{1}{2}} - x_j^{-(m+i-\frac{1}{2})}\right),
\]

and using the Weyl character formula yields

\[
\sum_{\lambda} \omega_{\lambda} \det\left(A^\lambda\right) \det\left(B^\lambda\right) = \frac{z^\lambda \det(X)}{\det\left(y_j^{m+i-\frac{1}{2}} - y_j^{-(m+i-\frac{1}{2})}\right) \det\left(x_j^{m+i-\frac{1}{2}} - x_j^{-(m+i-\frac{1}{2})}\right)},
\]

where \(\lambda\) runs over all partitions of an arbitrary integer with at most \(m\) parts. To finish the proof, the right side of \(\psi\) is simplified; from \(\psi\),

\[
det(X) = \det\left(\begin{pmatrix}
(1 - z)\left(x_j^{\frac{1}{2}} - x_j^{-\frac{1}{2}}\right) & (1 - z)\left(y_j^{\frac{1}{2}} - y_j^{-\frac{1}{2}}\right)
\end{pmatrix}\right)
\]

\[
= (1 - z)^m \prod_{i}(x_i^{\frac{1}{2}} - x_i^{-\frac{1}{2}})\det(C),
\]

where \(C\) is defined in the statement of the theorem. To get to the final form, one more simplification is needed. Note that

\[
x_j^{m+i-\frac{1}{2}} - x_j^{-(m+i-\frac{1}{2})} = (x_j^{\frac{1}{2}} - x_j^{-\frac{1}{2}})(x_j^{m+i-\frac{1}{2}} + x_j^{m-i-\frac{1}{2}} + \ldots + x_j^{-(m-i)\frac{1}{2}})
\]

leads to

\[
\det\left(x_j^{m+i-\frac{1}{2}} - x_j^{-(m+i-\frac{1}{2})}\right) = \det\left(x_j^{m+i-\frac{1}{2}} + x_j^{m-i-\frac{1}{2}} + \ldots + x_j^{-(m-i)\frac{1}{2}}\right) \prod_{1 \leq i \leq m} (x_j^{\frac{1}{2}} - x_j^{-\frac{1}{2}}).
\]
Subtracting \((i+1)^{th}\) row from the \(i^{th}\) row for \(i = 1, 2, \ldots, m - 1\) yields
\[
\begin{align*}
\det \left( x_j^{m+i} - x_j^{-(m+i)} \right) & = \det \left( x_j^{m+i} + x_j^{-(m+i)} \right) \prod_{1 \leq j \leq m} \left( x_j^i - x_j^{-i} \right) \\
& = \det \left( x_j + x_j^{-1} \right)^{m+i} \prod_{1 \leq j \leq m} \left( x_j^i - x_j^{-i} \right) \\
& = \prod_{i < j} \left( x_i + x_j^{-1} - (x_j + x_j^{-1}) \right) \prod_{1 \leq j \leq m} \left( x_j^i - x_j^{-i} \right),
\end{align*}
\]
where the second equality can be proved by simple row operations, and the last equality is the Vandermonde identity. Simplification of the determinant involving \(y\) is identical to the calculations above. Substituting these simplifications in (9) proves the theorem. \(\square\)

**Remark 3.2.** It is noteworthy that unlike the unitary group, the characters \(o_i\) of the orthogonal group are not homogeneous functions of the eigenvalues. This perhaps is the reason that the Cauchy identity is much more complicated for the orthogonal group than for the unitary group.

With Theorem 3.1 in hand, a Cauchy identity for the orthogonal group \(O(2m+1)\) is a straightforward corollary.

**Corollary 3.3 (Cauchy Identity for \(O(2m+1)\)).** Let \(o_i\) be the character of \(O(2m+1)\) corresponding to the partition \(\lambda\), and \(g, h \in O(2m+1)\) with eigenvalues equal to \(x_1, x_1^{-1}, \ldots, x_m, x_m^{-1}\), \(\det(g)\) and \(y_1, y_1^{-1}, \ldots, y_m, y_m^{-1}\), \(\det(h)\), respectively, then
\[
\sum_{\lambda} z^{||\lambda||} o_{\lambda}(g) o_{\lambda}(h) = \frac{(1 - \det(gh))^{m} \det \left( \det(h(x_i + y_i^{-1}) + \det(g(x_j + y_j^{-1}))) \right)}{z^{(\lambda)^2} \prod_{i < j} \left( y_i + y_i^{-1} - (y_j + y_j^{-1}) \right) \prod_{i < j} \left( x_i + x_i^{-1} - (x_j + x_j^{-1}) \right)},
\]
where \(\lambda\) runs over all partitions of arbitrary integers with at most \(m\) parts.

**Proof.** Let \(n = 2m+1\). Recall that the irreducible representations of \(O(n)\) are labeled by partitions \(\lambda\) of arbitrary non-negative integers for which \(\lambda' + \lambda' \leq n\), where \(\lambda'\) is the transpose of \(\lambda\) defined as \(\lambda' = \# \{ j : \lambda_j \geq i \}\) (see Goodman and Wallach (2009, ch. 10)). For a partition \(\lambda\) with \(\lambda' \leq m\), define \(\lambda\) as the partition with \(\lambda' = (n-\lambda', \lambda' \ldots, \lambda')\). For each partition \(\lambda\) with \(\lambda' \leq m\), there exist an irreducible representation of \(O(n)\) labeled by \(\lambda\) and one labeled by \(\lambda\). Moreover, the Weyl character formula asserts that
\[
o_{\lambda}(g) = \frac{\det \left( x_i^{\lambda_i+m-j/2} - \det(g)x_i^{-(\lambda_i+m-j/2)} \right)}{\det \left( x_i^{m-j/2} - \det(g)x_i^{-(m-j/2)} \right)},
\]
\[
o_{\lambda}(g) = \det(g)o_{\lambda}(g).
\]
The last equality justifies summing only over \(\lambda\) with at most \(m\) parts. The rest of the proof is identical to that in Theorem 3.1. \(\square\)

**3.1.1. Limit as \(z \to 1\)**

The Identity (7) exhibits interesting limiting behavior as \(z\) tends to 1. Assume throughout this section that \(g\) and \(h\) share no common eigenvalues. The right hand side is equal to zero at \(z = 1\),
but the left hand side does not converge at \( z = 1 \), because the series defining \( X_{i,j} \) do not converge. However, under an extended notion of series convergence, i.e. Cesaro \( C_1 \)-summability, the left hand side converges to a limit at \( z = 1 \) which coincides with the value of the right hand side.

**Definition 3.4 (\( C_1 \)-summability).** Given a sequence \( \{a_n\} \), define

\[
A_n^{(-1)} = a_n, \quad A_n^{(k)} = \sum_{i=1}^{n} A_{i}^{(k-1)} \quad k = 1, 2, \ldots .
\]

Let \( E_n^{(a)} \) be the corresponding sequence \( A_n^{(a)} \) starting from the initial sequence \( e_1 = 1, e_i = 0 \) for \( i > 1 \). The series \( E_n \) is called \( C_1 \)-summable to the value \( s \) if

\[
\lim_{n \to \infty} A_n^{(a)} = s.
\]

It is known that the geometric series \( 1 + z + z^2 + \ldots \) is \( C_1 \)-summable for \( |z| = 1, \ z \neq 1 \) with \( C_1 \)-limit \( \frac{1}{1-z} \). This ensures that the entries \( X_{i,j} \) of the matrix \( X \) are \( C_1 \)-summable to their corresponding closed forms given in \( [8] \). Then, the following lemma implies that all the terms in the expansion of \( \det(X) \) are \( C_{2m-1} \)-summable. Therefore, the left hand side of \( (7) \) is \( C_{2m-1} \)-summable at \( z = 1 \).

**Lemma 3.5 (Theorem 277 in [Knopp (1948)]).** If \( \sum a_n \) is \( C_\alpha \)-summable to the value \( A \) and \( \sum b_n \) is \( C_\beta \)-summable to the value \( B \), then their Cauchy product,

\[
\sum c_n = \sum (a_0 b_n + a_1 b_{n-1} + \ldots + a_n b_0),
\]

is certainly \( C_\gamma \)-summable to the value \( C = AB \), where \( \gamma = \alpha + \beta + 1 \).

The following lemma justifies taking the limit \( z \to 1 \) on both sides of \( (7) \). This, together with the discussion above, imply that, for \( z \to 1 \), the left hand side converges to the value of the right hand side which is equal to zero.

**Lemma 3.6 (Theorem 278 in [Knopp (1948)]).** If a power series \( f(z) = \sum a_n z^n \) has convergence radius 1 and is \( C_2 \)-summable to the value \( s \) at the point \( z = 1 \), then

\[
f(z) \to s
\]

for every mode of approach of \( z \) to 1, in which \( z \) remains within an angle of vertex +1, bounded by two fixed chords of the unit circle. This certainly includes the case \( z \to 1 \) for \( z \in [0, 1] \).

[MacPhail (1941)] proved that the series \( \sum a_n P(n) e^{i\omega n} \) is \( C_2 \)-summable for any polynomial \( P \) of degree less than \( k \). This allows differentiating both sides of identity \( (7) \) with respect to \( z \). More precisely, write identity \( (7) \) as

\[
\sum x^{(2) + |\beta|} s_{\alpha,\beta}(g) s_{\alpha}(h) = \frac{(1-z)^m \det(C)}{\prod_{i<j} (y_i + y_j - (y_i + y_j)) \prod_{i<j} (x_i + x_j - (x_i + x_j))}.
\]

Differentiating \( m \) times with respect to \( z \) yields

\[
\sum x^{(2) + |\beta| - m} s_{\alpha,\beta}(g) s_{\alpha}(h) = \frac{\partial^m}{\partial z^m} \frac{(1-z)^m \det(C)}{\prod_{i<j} (y_i + y_j - (y_i + y_j)) \prod_{i<j} (x_i + x_j - (x_i + x_j))}.
\]
Note that the left hand side is Cesaro summable at \( z = 1 \) to the value of the right hand side at \( z = 1 \). This follows from the Leibniz rule, Cesaro summability of the derivatives of geometric series, and lemma 3.5 using an argument similar to the one above. Then, applying lemma 3.6 and simplification of the right hand side, yields

\[
\lim_{z \to 1} \sum_d \left( \binom{n-2}{d} + \binom{d}{m} \right) z^{d+j-m-1} \frac{s \partial \lambda_1(h)}{s \partial \lambda_2(h)} = \frac{(-1)^m \det \binom{u_i + v_j}{(u_i - v_j)^m}}{\prod_{i < j} (u_i - u_j) \prod_{i < j} (v_i - v_j)^m},
\]

where \( u_i = x_i + x_i^{-1} + 2 \) and \( v_j = y_j + y_j^{-1} + 2 \), and the limit is taken over real number \( z \in (0, 1) \) approaching 1. This suggests using the right hand side of (11) for computational purposes.

### 3.2. Type C

The type C root system corresponds to the compact (real) symplectic group. The statement and proof of the type C Cauchy identity is very similar to that of type B. Irreducible representations of the symplectic group of order \( m \), \( Sp(2m) \), are labeled by partitions \( \lambda \) of non-negative integers, with at most \( m \) parts (see Proposition 3.1.20 in [Goodman and Wallach 2009] ch. 3). Let \( g \in Sp(2m) \) have eigenvalues \( x_1, x_1^{-1}, \ldots, x_m, x_m^{-1} \). The character \( sp_\lambda \) corresponding to partition \( \lambda \) is given explicitly by the Weyl Character Formula:

\[
sp_\lambda(g) = \frac{\det \binom{x_i^{1+m-j+1}}{x_i^{j-m+1}}} {\det \binom{x_i^{j-m+1}}{x_i^{j-m+1}}}.
\]

With this notation, the main result of this section is:

**Theorem 3.7 (Cauchy Identity for \( Sp(2m) \)).** Let \( sp_\lambda \) be the character of \( Sp(2m) \) corresponding to the partition \( \lambda \), and \( g, h \in Sp(2m) \) with eigenvalues equal to \( x_1, x_1^{-1}, \ldots, x_m, x_m^{-1} \) and \( y_1, y_1^{-1}, \ldots, y_m, y_m^{-1} \), respectively. Then,

\[
\sum_d z^{d+j} sp_\lambda(g) sp_\lambda(h) = \frac{(1-z^2)^m \det \binom{1}{1-zx_1y_j(1-zx_1y_jy_j^{-1})}} {z(1-zx_1y_j(1-zx_1y_jy_j^{-1})) \prod_{i < j} (x_i + x_i^{-1} - (x_j + y_j^{-1}))}
\]

where \( \lambda \) runs over all partitions of non-negative integers with at most \( m \) parts and \( 0 < z < 1 \) is an arbitrary parameter.

**Proof.** Let \( x_1, \ldots, x_m \) and \( y_1, \ldots, y_m \) be two sets of variables. Consider the matrix \( X \) defined as

\[
X_{ij} = \sum_{k \geq 0} z^k (x_i^{k+1} - x_i^{-(k+1)})(y_j^{k+1} - y_j^{-(k+1)}).
\]

Write

\[
X_{ij} = \frac{(1-z^2)(x_i - x_i^{-1})(y_j - y_j^{-1})}{(1-zx_iy_j)(1-zx_iy_jy_j^{-1})(1-zx_iy_j)(1-zx_i^{-1}y_j^{-1})}.
\]
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Expand \( \det(X) \) as follows

\[
\det(X) = \det\left( \sum_{k \geq 0} z^k \left( x_i^{k+1} - x_j^{-(k+1)} \right) \right)
\]

\[
= \sum_{\pi \in S_m} \text{sign}(\pi) \prod_{i \leq m} \left( \sum_{k \geq 0} z^k (x_i^{k+1} - x_j^{-(k+1)}) \right).
\]

Expanding the product on the right hand side leads to

\[
\det(X) = \sum_{\pi \in S_m} \text{sign}(\pi) \prod_{i \leq m} \left( \sum_{k \geq 0} z^k \left( x_i^{k+1} - x_j^{-(k+1)} \right) \right) (y_i^{a_{(i+1)}} - y_j^{-(a_{(i+1)})}).
\]

Changing the order of summation and using the definition of \( m \times m \) determinant yields

\[
\det(X) = \sum_{a_1, a_2, \ldots, a_m \geq 0} z^{\sum a_j} \prod_{i \leq m} \left( \sum_{k \geq 0} z^k \left( x_i^{k+1} - x_j^{-(k+1)} \right) \right) (y_i^{a_{(i+1)}} - y_j^{-(a_{(i+1)})}).
\]

Rewrite the last equality as follows by ordering the \( m \)-tuple \( a \in \mathbb{Z}^m \).

\[
\det(X) = \sum_{a_1, a_2, \ldots, a_m \geq 0} z^{\sum a_j} \prod_{i \leq m} \left( \sum_{k \geq 0} z^k \left( x_i^{k+1} - x_j^{-(k+1)} \right) \right) \text{sign}(\pi) \prod_i \left( x_i^{a_{(i+1)}} - x_j^{-(a_{(i+1)})} \right).
\]

If two of \( a_j \)'s are equal then both determinants on RHS are zero. Thus, assume \( a_1 > a_2 > \ldots > a_m \geq 0 \). Define \( \lambda_i = a_i - m + i \), then \( \lambda_1 \geq \ldots \geq \lambda_m \geq 0 \). The last equality translates to the following in terms of \( \lambda \):

\[
\det(X) = \sum_{\lambda_1 \geq \ldots \geq \lambda_m \geq 0} z^{\sum \lambda_i} \det(A^\lambda) \det(B^\lambda),
\]

\[
A_{ij}^\lambda = y_j^{\lambda_{(\lambda_i+m+i)}} - y_j^{-(\lambda_{(\lambda_i+m+i))}},
\]

\[
B_{ij}^\lambda = x_j^{\lambda_{(\lambda_i+m+i)}} - x_j^{-(\lambda_{(\lambda_i+m+i))}}.
\]

Assume \( x_1, \ldots, x_m \) and \( y_1, \ldots, y_m \) are such that there exist \( g, h \in Sp(2m) \) with eigenvalues equal to \( x_1, x_1^{-1}, \ldots, x_m, x_m^{-1} \) and \( y_1, y_1^{-1}, \ldots, y_m, y_m^{-1} \), respectively. Dividing by a factor of the following form

\[
z^{\frac{\lambda}{2}} \det\left( y_j^{m+i} - y_j^{-(m+i)} \right) \det\left( x_j^{m+i} - x_j^{-(m+i)} \right),
\]

and using the Weyl character formula yields

\[
\sum_{\lambda} z^{\frac{\lambda}{2}} \text{sp}_\lambda(g) \text{sp}_\lambda(h) = \frac{z^{\frac{\lambda}{2}} \det(X)}{\det\left( y_j^{m+i} - y_j^{-(m+i)} \right) \det\left( x_j^{m+i} - x_j^{-(m+i)} \right)},
\]

(15)
where $\lambda$ runs over all partitions of an arbitrary integer with at most $m$ parts. Using equation (14)
\[
\det(X) = \det \left( \frac{(x_i - x^{-1}_j)(y_i - y^{-1}_j)(1 - z_i)}{(1 - z_i y_j)(1 - z_i x^{-1}_j y_j)(1 - z_i x^{-1}_j y^{-1}_j)} \right)
\]
\[= (1 - z_i^m) \prod_j (x_i - x^{-1}_j)(y_i - y^{-1}_j) \det \left( \frac{1}{(1 - z_i y_j)(1 - z_i x^{-1}_j y_j)(1 - z_i x^{-1}_j y^{-1}_j)} \right). \]
To get to the final form, one more simplification is needed. Note that
\[
x_j^{m-i+1} - x_j^{-(m-i+1)} = (x_j - x^{-1}_j)(x_j^{m-i} + x_j^{m-i-2} + \ldots + x_j^{-(m-i)})
\]
leads to
\[
\det \left( x_j^{m-i+1} - x_j^{-(m-i+1)} \right) = \det \left( x_j^{m-i} + x_j^{m-i-2} + \ldots + x_j^{-(m-i)} \right) \prod_{1 \leq j \leq m} (x_j - x^{-1}_j).
\]
Subtracting $(i+2)^{th}$ row from the $i^{th}$ row for $i = 1, 2, \ldots, m-2$ yields
\[
\det \left( x_j^{m-i+1} - x_j^{-(m-i+1)} \right) = \det \left( x_j^{m-i} + x_j^{m-i-2} + \ldots + x_j^{-(m-i)} \right) \prod_{1 \leq j \leq m} \left( x_j - x^{-1}_j \right)
\]
\[= \det \left( (x_j + x_j^{-1})^{m-i} \right) \prod_{1 \leq j \leq m} \left( x_j - x^{-1}_j \right)
\]
\[= \prod_{i<j} \left( x_i + x_i^{-1} - (x_j + x_j^{-1}) \right) \prod_{1 \leq j \leq m} \left( x_j - x^{-1}_j \right).
\]
Substituting these simplifications in (15) proves the theorem. \hfill \Box

3.3. Type D

The situation is more subtle for type D, which corresponds to the special orthogonal groups in even dimensions. Focus on $SO(2m)$. The irreducible representations of $SO(2m)$ are indexed by sequences of integers $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m)$ and $\lambda^- = (\lambda_1, \lambda_2, \ldots, \lambda_{m-1}, -\lambda_m)$, where $\lambda$ is a partition with at most $m$ parts. The Weyl character formula is as follows. Let $x_1, x_1^{-1}, \ldots, x_m, x_m^{-1}$ are eigenvalues of $g \in SO(2m)$. If $\lambda_1 < m$, i.e. $\lambda_m = 0$, then
\[
SO_{\lambda}(g) = \frac{\det \left( x_i^{\lambda_1+m-j} + x_i^{-\lambda_1-m-j} \right)}{\det \left( x_i^{m-j} + x_i^{-(m-j)} \right)}.
\]
If $\lambda_1 = m$, i.e. $\lambda_m > 0$, then the character of the irreducible representation corresponding to $\lambda$ is given by
\[
SO_{\lambda}(g) = \frac{\det \left( x_i^{\lambda_1+m-j} + x_i^{-\lambda_1-m-j} \right) - \det \left( x_i^{\lambda_1+m-j} - x_i^{-\lambda_1-m-j} \right)}{2 \det \left( x_i^{m-j} + x_i^{-(m-j)} \right)},
\]
and the one corresponding to $\lambda^-$ is given as
\[
SO_{\lambda^-}(g) = \frac{\det \left( x_i^{\lambda_1+m-j} + x_i^{-\lambda_1-m-j} \right) + \det \left( x_i^{\lambda_1+m-j} - x_i^{-\lambda_1-m-j} \right)}{2 \det \left( x_i^{m-j} + x_i^{-(m-j)} \right)}.
\]
Define \( \chi_A \) as \( so_j \) if \( \lambda_1 < m \), and as \( so_j + so_1 \) if \( \lambda_1 = m \). Note that \( \chi_A \) is the restriction of the irreducible character of \( O(2m) \) to \( SO(2m) \); it is an irreducible character of \( SO(2m) \) if and only if \( \lambda_1 < m \). We will state the Cauchy identity in terms of \( \chi_A \).

**Theorem 3.8 (Cauchy Identity for \( SO(2m) \)).** Let \( \chi_A, \chi_B \) be as above, and \( g, h \in SO(2m) \) with eigenvalues equal to \( x_1, x_1^{-1}, \ldots, x_m, x_m^{-1} \) and \( y_1, y_1^{-1}, \ldots, y_m, y_m^{-1} \), respectively. Then,

\[
\sum_{A} z^{\lambda}_A \chi_A(g) \chi_A(h) = \frac{\text{det} \left( \frac{1}{1 - z \lambda_j y_j} + \frac{1}{1 - z \lambda_j y_j^{-1}} + \frac{1}{1 - z \lambda_j y_j} + \frac{1}{1 - z \lambda_j y_j^{-1}} \right)}{z^{(\lambda)}} \prod_{i < j} (y_i + y_i^{-1} - (y_j + y_j^{-1})) \prod_{i < j} (x_i + x_i^{-1} - (x_j + x_j^{-1}))
\]

(19)

where \( \lambda \) runs over all partitions of non-negative integers with at most \( m \) parts and \( 0 < z < 1 \) is an arbitrary parameter.

**Proof.** Let \( x_1, \ldots, x_m \) and \( y_1, \ldots, y_m \) be two sets of variables. Consider the matrix \( X \) defined as

\[
X_{ij} = \sum_{k \geq 0} z^k (x_i^k + x_i^{-k})(y_j^k + y_j^{-k})
\]

\[
= \frac{1}{1 - z x_i y_j} + \frac{1}{1 - z x_i^{-1} y_j} + \frac{1}{1 - z x_i y_j^{-1}} + \frac{1}{1 - z x_i^{-1} y_j^{-1}}.
\]

Expand \( \text{det}(X) \) to get (similar to proof of Theorem 3.1)

\[
\text{det}(X) = \text{det} \left( \sum_{k \geq 0} z^k (x_i^k + x_i^{-k})(y_j^k + y_j^{-k}) \right)
\]

\[
= \sum_{\pi \in S_m} \text{sign}(\pi) \prod_{i < j} \left( \sum_{k \geq 0} z^k (x_i^k + x_i^{-k})(y_j^k + y_j^{-k}) \right)
\]

\[
= \sum_{\pi \in S_m} \text{sign}(\pi) \sum_{a_1, a_2, \ldots, a_m \geq 0} \prod_{i < j} z^{a_i} \left( (x_i^{a_i} + x_i^{-a_i})(y_j^{a_j} + y_j^{-a_j}) \right)
\]

\[
= \sum_{a_1, a_2, \ldots, a_m \geq 0} \sum_{\pi \in S_m} \text{sign}(\pi) \prod_{i < j} \left( (x_i^{a_i} + x_i^{-a_i})(y_j^{a_j} + y_j^{-a_j}) \right)
\]

\[
= \sum_{a \in \mathbb{Z}^m} z^{\lambda(a)} \text{det} \left( y_j^{a_j} + y_j^{-a_j} \right) \prod_{i} \left( x_i^{a_i} + x_i^{-a_i} \right).
\]

Rewrite the last equality as follows by ordering the \( m \)-tuple \( a \) in \( \mathbb{Z}^m \).

\[
\text{det}(X) = \sum_{a_1, a_2, \ldots, a_m \geq 0} z^{\lambda(a)} \text{det} \left( y_j^{a_j} + y_j^{-a_j} \right) \text{det} \left( x_i^{a_i} + x_i^{-a_i} \right).
\]

Clearly \( a_1 > a_2 > \ldots > a_m \geq 0 \). Define \( \lambda_i = a_i - m + i \), then \( \lambda_1 \geq \ldots \geq \lambda_m \geq 0 \). The last equality translates to the following in terms of \( \lambda \):

\[
\text{det}(X) = \sum_{\lambda_1, \ldots, \lambda_m \geq 0} z^{\lambda(\lambda)} \text{det} \left( A^\lambda \right) \text{det} \left( B^\lambda \right),
\]

\[
A^\lambda_{i,j} = y_j^{\lambda_j+m-i} + y_j^{-(\lambda_j+m-i)},
\]

\[
B^\lambda_{i,j} = x_j^{\lambda_j+m-i} + x_j^{-(\lambda_j+m-i)}.
\]
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Assume $x_1, \ldots, x_m$ and $y_1, \ldots, y_m$ are such that there exist $g, h \in SO(2m)$ with eigenvalues equal to $x_1, x_1^{-1}, \ldots, x_m, x_m^{-1}$ and $y_1, y_1^{-1}, \ldots, y_m, y_m^{-1}$, respectively. Dividing by a factor of the following form

$$\varepsilon^\chi \det \left( y_j^{m-i} + y_j^{-(m-i)} \right) \det \left( x_j^{m-i} + x_j^{-(m-i)} \right),$$

and using definition of $\chi_\lambda$ yields

$$\sum_{\lambda} \varepsilon^\chi_\lambda \det \left( y_j^{m-i} + y_j^{-(m-i)} \right) \det \left( x_j^{m-i} + x_j^{-(m-i)} \right) = z^{-\chi} \det (X) \det \left( \chi_j^{m-i} + \chi_j^{-(m-i)} \right),$$

(20)

where $\lambda$ runs over all partitions of an arbitrary integer with at most $m$ parts. To get to the final form note that

$$\det \left( (x_j^{m-i} + x_j^{-(m-i)}) \right) = \prod_{i<j} (x_i + x_i^{-1} - (x_j + x_j^{-1})).$$

Substituting these simplifications in (20) proves the theorem.

**Remark 3.9.** A similar $z \to 1$ analysis of Type C and Type D Cauchy identities is possible and gives rise to similar expressions as in Type B case. Carrying out the details is straightforward and omitted here.

4. **Discussion**

Although the identities introduced in the current paper provide a closed formula for an otherwise intractable infinite sum, they are still computationally expensive as they require evaluation of an $m \times m$ determinant for $m$ dimensional problems. Proving any alternative representations of these determinants which result in faster computations would be of significant practical importance. This is an interesting future direction to pursue. Another interesting direction to pursue would be the following. Find a conceptual proof of the Cauchy identity for compact groups similar to the one sketched for the unitary group. Note that an analogue of (5) holds for other compact groups. The main challenge is finding an appropriate basis for the coordinate ring of the group in order to compute the traces on both sides. Of course, any new applications in other parts of mathematics or applied problems are very much appreciated.
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