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Abstract The paper proposes an algorithm for image encryption using the random bit sequence generator and based on chaotic maps. Chaotic Logistic and Tent maps are used to generate required random bit sequences. Pixels of the plain image are permuted using these chaotic functions, and then the image is partitioned into eight bit map planes. In each plane, bits are permuted and substituted according to random bit and random number matrices; these matrices are the products of those functions. The pixels and bit maps permutation stage are based on a chaotic random Ergodic matrix. This chaotic encryption method produces encrypted image whose performance is evaluated using chi-square test, correlation coefficient, number of pixel of change rate (NPCR), unified average changing intensity (UACI), and key space. The histogram of encrypted image is approximated by a uniform distribution with low chi-square factor. Horizontal, vertical, and diagonal correlation coefficients of two adjacent pixels of encrypted image are calculated. These factors are improved compared to other proposed methods. The NPCR and UACI values of encrypted image are also calculated. The result shows that a swift change in the original image will cause a significant change in the ciphered image. Total key space for the proposed method is \(2^{160}\), which is large enough to protect the proposed encryption image against any brute-force attack.
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1 Introduction

The trend for the transmission of digital images through computer network, especially Internet, has been increasing in recent years. Many applications like military image databases, confidential video conferencing, medical imaging system, online personal photograph album, etc., require reliable, fast, and robust security system to store and transmit digital images [1,9,14,17]. Therefore, the security and
privacy of digital images have become major issues. Digital images have special characteristics like data redundancy and strong correlation between adjacent pixels, which make it difficult for traditional ciphers like IDEA, AES, DES, RSA to deal with real-time digital image encryption as these ciphers require high computational power \cite{1}. Many image encryption methods have been proposed in the literature based on different principles. Chaos-based encryption techniques have been preferred compared to other methods, because they provide a good combination of speed and high security \cite{2}.

In general, chaotic systems have some properties such as randomness, sensitivity to initial condition, and ergodicity. These properties are essential in building cryptosystems. Chaotic systems generate long-period, random-like chaotic sequence in a deterministic way. A tiny difference in initial values or system parameters leads a major change in the generated chaotic sequences. A chaotic state variable goes through all states in its phase space; these states are usually distributed uniformly. These properties of chaotic systems make them a good candidate for cryptography \cite{8,9}.

Fridrich proposed a first work on image encryption based on chaotic maps. In his papers, it is shown how to adapt certain invertible chaotic 2D maps on a torus or on a square to create new symmetric block encryption schemes \cite{21}.

A number of chaos based image encryption scheme have been developed recently.

Mao et al. \cite{15} suggested a novel fast image encryption scheme based on 3D chaotic Baker maps and Chen et al. \cite{10} proposed a symmetric image encryption scheme based on 3D chaotic cat maps.

An image encryption scheme based on chaotic systems is introduced by Zhang et al. \cite{5}. They improve the properties of confusion and diffusion in terms of discrete exponential chaotic maps, and design a key scheme for the resistance to statistic attack, differential attack, and grey code attack. Guosheng and Guoqiang proposed an enhanced chaos-based image encryption algorithm. The focus of the work presented in their paper is to incorporate permutation and substitution methods, to present a strong image encryption algorithm. An optimized treatment and a cross-sampling disposal are introduced for enhancing the irregular and pseudorandom characteristics of chaotic sequences \cite{4}. Behnia et al. \cite{6} present a novel algorithm for image encryption based on the mixture of chaotic maps. In their algorithm, a typical coupled map was mixed with a 1D chaotic map and used for high degree security image encryption while its speed is acceptable. Kwok and Tong present a fast image encryption system based on chaotic maps with finite precision representation. The major core of the encryption system is a pseudo-random key stream generator based on a cascade of chaotic maps, serving the purpose of sequence generation and random mixing. Tong and Cui present an image encryption with compound chaotic sequence cipher shifting dynamically. They design a new 2D chaotic function using two 1D chaotic functions, and then prove the chaotic properties to a new function based on a strict Devaney definition \cite{7}. Etemadi and Eshghi present a new permutation-substitution image encryption architecture using chaotic maps and Tompkins–Paige algorithm \cite{9}. In their work, a logistic map is used to generate a bit sequence, which is used to generate pseudo random numbers in Tompkins–Paige algorithm, for pixel permutation and a tent map is used for substitution. A fast image encryption scheme based on a nonlinear chaotic map is proposed by Shujiang et al. \cite{22}. We present an image encryption algorithm based on chaotic maps and gyrator transform. We use chaotic logistic and tent maps to generate random bits and the plain image is encrypted by employing gyrator transform; then the output of gyrator transform is encrypted by the generated random bits of the chaotic functions \cite{23}.

In this paper, we propose an algorithm for image encryption using the random bit sequence generator (RBSG) based on chaotic maps. Logistic and tent maps are used as chaotic maps to generate required random bit sequences. The encrypted image is evaluated and compared to other method’s encrypted image. The result shows a major improvement in these figures of merit.

The rest of the paper is organized as the following. In Sect. 2, RBSG along with random number matrix and random bit matrix is explained. Proposed image encryption algorithm including pixel permutation, pixel decomposition, bit map permutation, bit map substitution, and bit map composition are presented in Sect. 3. Section 4 provides system simulation and performance evaluation. Section 5 is the comparison of the proposed method to other methods. Finally, the conclusion is presented in Sect. 6.

2 Random Number Matrix and Random Bit Matrix

Random number/bit matrix has two important parts of the scheme. These are generated via RBSG. In the following, first random bit sequence is explained and then RBM and RNM are defined.

2.1 Random Bit Sequence Generator

A new RBSG algorithm is introduced using chaotic functions. Figure 1 shows the structure of this generator. The generator produces chaotic real numbers in a determined range, based on its initial state and selected chaotic function. Then, the generated real numbers are converted to the binary numbers, to be used as a random bit stream. Decimal to the binary converter does this operation. The parameter $m$ shows the length of produced random bit stream. All the above operations are done using the second selected chaotic function, simultaneously. Finally, the output of the system is generated.
through an EX-OR block. The chaotic functions, which are used for generating random bits, are Tent and Logistic maps [24]:

Tent map: $x_{i+1}' = \begin{cases} px_i', & x_i' < 1/2 \\ px_i'(1-x_i'), & x_i' > 1/2 \end{cases}$ (1)

Logistic map: $x_{i+1} = \mu(x_i(1-x_i))$ (2)

in which, $x \in [0, 1]$, $3.99465 \leq \mu \leq 4$ and $x'(0)$ is initial state. $p$ and $\mu$ are control parameters.

The histogram of output of chaotic functions is shown in Fig. 2a, b and the final output is depicted in Fig. 2c. According to Fig. 2c, the distribution of random bits is uniform. The proposed RBSG passes the NIST and FIPS140-1 [18] tests. The C parameter of Fig. 1 is considered to be 48 bits [24].

2.2 Random Bit Matrix (RBM)

To produce a random bit matrix, sufficient numbers of C bits from output of RBSG are put together to produce a binary string. These strings are ordered as a $m \times n$ matrix. Figure 3 summarizes the process of generating RBM matrix.

2.3 Random Numbers Matrix (RNM)

In order to produce a $m \times n$ RNM matrix, each C bits output from the output of RBSG is stored as a new element of the RNM matrix. This work is repeated $m \times n$ times, and each time a new number or C bits output is stored in RNM matrix. This process to generate a RNM matrix is shown in Fig. 4.

3 Proposed Chaotic Image Encryption System

The process encryption system consists of five major stages, pixel permutation, pixel decomposition, bit map permutation, bit map substitution, and bit map composition. These major stages are shown in Fig. 5. The following sub-sections describe these stages.
3.1 Pixel Permutation Stage

There are three phases in this stage. In each phase, a RNM is used to produce the required random Ergodic matrix (REM). The positions of pixels of the plain image are permuted using the first REM to produce image 1. Then the pixels of the image 1 are transposed to produce image 2. The image 2 is again permuted with another REM with different initial condition. Each pixel of image is obtained from permutation stage, called permuted image, and has a gray level (0–255) that can be presented with 8 bits.

Although the encrypted permuted image seems invisible after the permutations stages, its histogram is the same as plain image histogram. Three phases of pixel permutation stage are shown in Fig. 6 and they are explained in the following. That is, only the positions of pixels of original image are changed.

3.2 Random ERGODIC Matrix (REM)

An $M \times N$ Ergodic matrix is a matrix whose elements are natural numbers from 1 to $M \times N$, without any repetition [8, 19]. The arrangement of elements of a REM is determined using the RNM.

When an Ergodic matrix is reordered based on the values of a random matrix then a REM is produced. Elements of the REM are determined using the order of the elements of the random matrix.

3.3 Pixel Permutation

In this phase, the pixels of the image are permuted using REM. This image which is used to permute, is a $M \times N$ matrix with 256 gray scales. All pixels of the image are permuted using REM matrix. Since, the REM has better random specification than the permuted image. REM is applied on an image and the orders of the pixels are changed according to the values of this random matrix. That is, the positions of the pixels are determined based on the values in the REM. REM contains the indices of the pixels. In the next phase, the rows are exchanged with the columns of the matrix of the image. Therefore positions of the pixels of image are changed. And the final phase of the pixel permutation is the decomposition stage; permuted image is decomposed to 8-bit map images.
3.4 Bit Map Permutation Stage

The histogram of the permuted image is similar to the histogram of the plain image. The permuted image however cannot resist against deferent attacks. Its histogram needs to approximate the uniform distribution. This improvement is done using a substitution scheme. Actually, bit map permutation stage performs the pixel substitution.

In the bit map permutation stage, these BMs are permuted using other eight different REMs, with eight different initial conditions. The result of this stage is eight permuted bit maps (PBMs), called PBM0–PBM7. The block diagram of permutation bit map stage is shown in Fig. 8.

3.5 Bit Map Substitution Stage

In the substitution stage, a random generator is used to produce eight RBMs, which also have different initial conditions. Each bit of PBM is EX-ORed with corresponding bit in RBMs, respectively. The EX-OR decreases the correlation between the bits. The results of this stage are eight substitute bit maps (SBMs), called SBM0–SBM7. The block diagram of substitution bit map stage is shown in Fig. 9.

3.6 Bit Map Composition

In the composition stage, eight BMs will put together to obtain the image. The BM0 is least significant pixel bit of the image and BM1 is 2th pixel bit of the image, and BM7 is most significant pixel bit of the image. In this section, These SBMs of substitution stage are put together and encrypted image is obtained (Fig. 9).

4 Simulation and Performance Analysis

The proposed algorithm for image encryption along with individual pixel permutation, bit map permutation and substitution, image composition and decomposition are simulated using MATLAB tools. In order to verify the exact operation of the proposed encryption algorithm, a 256 × 256 Lena image with 256 gray scales is used as a plain image.

In this section, the performance of the proposed chaotic image encryption is analyzed. The first criterion for this security analysis is the chi-square test of histogram of encrypted image. The second criterion is the correlation coefficients of pixels in the encrypted image in the vertical, horizontal, and diagonal direction. The third criterion is the difference between encrypted and corresponding plain image, which is measured by mean absolute difference, number of pixel change rate, and unified average changing intensity. Finally, the fourth criterion in this security analysis is key space.

The results of the plain image, bit map permutation, and encryption image and histogram of three images are illustrated in Fig. 10.

4.1 Histogram

The histogram is approximated by a uniform distribution. The uniformity is justified by chi-square test in equation
(4) [9].
\[ \chi^2 = \sum_{k=1}^{256} \frac{(v_k - e_k)^2}{e_k} \] (4)

Where \( k \) is the number of gray levels (256), \( v_k \) is the observed occurrence frequencies of each gray level (0–255), and the expected occurrence frequency of each gray level is 256. Chi-square value for the final encrypted image of the proposed system is 243, \( \chi^2 \) test = 243 [9]. The result of this test demonstrated that the histogram of the encrypted image is uniform.

4.2 Correlation Coefficient

The proposed chaotic image encryption system should be resistant to statistical attacks. Correlation coefficients of pixels in the encrypted image should be as low as possible [9]. Horizontal, vertical, and diagonal correlation coefficients \( r_{xy} \) of two adjacent pixels can be calculated using the following equations (5):

\[
r_{xy} = \frac{\text{COV}(x, y)}{\sqrt{D(x)D(y)}}
\]

\[
D(x) = \frac{1}{N} \sum_{i=1}^{N} \left( x_i - \frac{1}{N} \sum_{i=1}^{N} x_i \right)^2,
\]

\[
\text{COV}(x, y) = \frac{1}{N} \sum_{i=1}^{N} (x_i - E(x))(y_i - E(y)),
\]

(5)

\[
E(z) = \frac{1}{N} \sum_{i=1}^{N} z_i
\]

Where \( x \) and \( y \) are gray-scale values of two adjacent pixels in the image. The following procedure is performed to test the

correlation between two adjacent pixels in plain image and ciphered image. First, randomly select 10,000 pairs of two adjacent (in horizontal, vertical, and diagonal direction) pixels from an image. Then, calculate the correlation coefficient of each pair using the above formulas. The results are shown in Table 1. It is clear that the correlation coefficients of the proposed encrypted image of Fig. 10 in all three directions are smaller than the correlation coefficients plain image. The correlation distributions are shown in Fig. 11.

| Positions     | Plain-image | Ciphered-image |
|---------------|-------------|----------------|
| Horizontal    | 0.9439      | 0.00059387     |
| Vertical      | 0.9709      | 0.0041         |
| Diagonal      | 0.9136      | 0.0048         |
| Average (H, V, D) | 0.9428      | 0.003164       |

Table 1 The correlation coefficients of the proposed methods

4.3 NPCR and UACI Analysis

NPCR means the change rate of the number of pixels of the cipher image when only one pixel of the plain image is modified. The unified average changing intensity (UACI) measures the average intensity of differences between the plain image and ciphered image [2,9]. The NPCR and UACI of these two images are defined in equations 6–8.

\[
\text{NPCR} = \frac{\sum_{i,j} D(i, j)}{W \times H} \times 100\% \tag{6}
\]
Fig. 11 Correlations of two adjacent pixels in (a) diagonal direction of the plain image, (b) diagonal direction of the cipher image

Table 2 Comparison of correlation coefficient of the proposed method and the other methods

| Methods                      | Horizontal | Vertical | Diagonal | Average (H, V, D) |
|------------------------------|------------|----------|----------|------------------|
| Huang et al. [5]             | 0.02086    | 0.02458  | 0.009668 | 0.01837          |
| Guanrong Chen 5th round [10] | 0.01183    | 0.00016  | 0.01480  | 0.00893          |
| Gao et al. [13]              | 0.01589    | 0.06538  | 0.03231  | 0.03786          |
| Mao et al. 1st round [15]    | 0.045      | 0.028    | 0.021    | 0.0313           |
| Zhang et al. 2nd round [11]  | 0.082      | 0.040    | 0.005    | 0.0423           |
| Zhou et al. 2nd round [12]   | 0.012      | 0.027    | 0.007    | 0.015            |
| Etemadi et al. [9]           | 0.005      | 0.011    | 0.023    | 0.013            |
| Wang [3]                     | 0.000707   | 0.00216  | 0.014886 | 0.0059194        |
| Khanzadi et al. [23]         | 0.0014     | 0.0055   | 0.000146 | 0.002388         |
| Proposed method              | 0.00059387 | 0.0041   | 0.0048   | 0.003164         |

UACI = \[1 \times \frac{1}{W \times H} \sum_{i,j} \left| \frac{C_1(i, j) - C_2(i, j)}{255} \right| \times 100 \]  

where \( D(i, j) \) is defined as

\[ D(i, j) = \begin{cases} 0, & \text{if } (C_1(i, j) = C_2(i, j)) \\ 1, & \text{if } (C_1(i, j) \neq C_2(i, j)) \end{cases} \]  

\( W \) and \( H \) are the width and height of encrypted image.

A plain image is first encrypted and then, a pixel in that image is randomly selected and toggled. The modified image is encrypted again using the same keys so as to generate a new cipher image. Finally, the NPCR and UACI values are calculated.

Table 3 Comparison of NPCR and UACI criteria of proposed method and the others

| Methods                          | NPCR % | UACI % |
|----------------------------------|--------|--------|
| Huang et al. [5]                 | NA     | NA     |
| Guanrong Chen 5th round [10]     | 50.20  | 25.20  |
| Gao et al. [13]                  | NA     | NA     |
| Mao et al. 1st round [15]        | 37     | 9      |
| Zhang et al. 2nd round [11]      | 21.50  | 2.50   |
| Zhou et al. 2nd round [12]       | 25.00  | 8.50   |
| Etemadi et al. [9]               | 99.70  | 29.30  |
| Khanzadi et al. [23]             | 99.52  | 33.14  |
| Wang [3]                         | 97.62  | 32.90  |
| Proposed method                  | 99.61  | 33.35  |
| Expected value [9]               | 99.61  | 33.46  |
Table 4 Comparison of key length of proposed method and the others

| Methods          | Mao et al. [15] | Gao et al. [13] | Zhou et al. [20] | Etemadi et al. [9] | Proposed algorithm |
|------------------|-----------------|-----------------|------------------|--------------------|--------------------|
| Length (Bin)     | $2^{128}$       | $2^{150}$       | $2^{112}$        | $2^{218}$          | $2^{2160}$         |
| Length (Dec)     | $10^{38}$       | $10^{65}$       | $10^{13}$        | $10^{65}$          | $10^{550}$         |

A computer simulation shows that NPCR of the proposed system is 99.61 %, where the ideal value of it is 99.61 % [9]. This simulation also shows that the UACI of the proposed algorithm is 33.35 [9], where the ideal value of it is 33.46 % [9].

4.4 Key Space

Key space is total number of different keys that is used in the encryption system. The proposed algorithm encryption consists of 18 RBSG, where each of RBSG is different initial condition. The RBSG has four keys with 48 bits of length. Total length of the key is 4 (keys) $\times$ 18 (number of RBSG) $\times$ 30 (keys of length) = 2160, key space becomes $2^{ \times 2.160}$, which is large enough to protect the proposed encryption systems against brute-force attack. A key space of $2^{ \times 100}$ is sufficient for a safe encryption system [9,16]. Therefore, the proposed encryption systems have a large key space and resist against any brute-force attack.

5 Comparison

In this section, the performance of the proposed method is compared to ten other reported research results. The chi-square of our method is about 243, which is 17 % less than the chi-square of method proposed in [9]. The other researchers are not reported the chi-square of their encrypted image.

The correlation coefficient of the proposed method is compared to the others and is shown in Table 2. It is shown that the average correlation coefficient of the proposed system has one of the best performance among other proposed methods. Comparison of NPCR and UACI of our proposed method and the others is shown in Table 3. It is shown that NPCR is exact to the expected value and UACI criteria with a difference of about 0.3 % to its expected value.

The key space of our encryption system is also compared to the key space of the other published methods. Table 4 shows this comparison.

As a result, the proposed algorithm has a good ability to encrypt an image against any attack.

6 Conclusion

The proposed algorithm for image encryption along with individual pixel permutation, bit map permutation and substitution, image composition and decomposition are simulated using computer tools. The RBSG is based on chaotic map. Logistic and tent map are used as chaotic maps to generate some random bits sequence. Pixels of plain image are permuted first. Then the permuted image is first partitioned into eight-bit plane. In each plane, bits are permuted and substituted according to random bit and random number matrix. Bit map plane images are decomposed to pixel image.

In order to verify the exact operation of the proposed encryption algorithm, a $256 \times 256$ Lena image with 256 gray scales is used as a plain image. The results obtained by the Lena Gray scales image are demonstrated.

The histogram of bit map permutation and final encrypted image is calculated and justified by chi-square test. The histogram of encrypted image is approximated by a uniform distribution with low chi-square factor.

The correlation coefficients of pixels in the encrypted image should be as low as possible. Horizontal, vertical, and diagonal correlation coefficients of two adjacent pixels are calculated. As it is shown in Table 3, the average correlation coefficient of the proposed system has one of the best performance among other proposed methods, reviewed in the paper. Correlation co-efficient of a pure noisy image is close to zero. Therefore, the correlation coefficient of the pixels of an image shows the similarity of the image to a pure noise image. The less the correlation coefficient, the more noisy the image. As a result, the proposed method which as a low correlation co-efficient value, compared to the other reported methods in the literature, has a noisy image at its output.

The NPCR and UACI values are calculated. The results shows that a swift change in the original image will result in a significant change in the ciphered image, therefore the algorithm proposed has a good ability to differential attack.

Total key space is $(2^{ \times 2.160})$, which is large enough to protect the proposed encryption algorithm against brute-force attack.
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