On the ab initio calculation of vibrational formation entropy of point defect: the case of the silicon vacancy
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Abstract Formation entropy of point defects is one of the last crucial elements required to fully describe the temperature dependence of point defect formation. However, while many attempts have been made to compute them for very complicated systems, very few works have been carried out such as to assess the different effects of finite size effects and precision on such quantity. Large discrepancies can be found in the literature for a system as primitive as the silicon vacancy. In this work, we have proposed a systematic study of formation entropy for silicon vacancy in its 3 stable charge states: neutral, +2 and –2 for supercells with size not below 432 atoms. Rationalization of the formation entropy is presented, highlighting importance of finite size error and the difficulty to compute such quantities due to high numerical requirement. It is proposed that the direct calculation of formation entropy of $V_{Si}$ using first principles methods will be plagued by very high computational workload (or large numerical errors) and finite size dependent results.

1 Introduction

Formation free energies of point defects $\Delta G_f$ are crucial quantities as they dictate for most part the temperature dependence of many macroscopic quantities such as diffusion coefficient [1] or carrier concentration [2]. In the case of photovoltaic applications, point defects play an important role either in setting the electrical properties of the different semiconductor layers forming photovoltaic devices or in affecting the recombination of the photogenerated charge carrier. For the last decades, much research has been dedicated to correctly describe the formation enthalpy $\Delta H_f$ of isolated (the so-called dilute limit) point defects in multiple systems ranging from metals to semiconductors [3–6]. While several robust formalisms have been established to compute such quantities, for example the supercell approach or the cluster approach, many challenges remain for years in order to obtain accurate values of formation enthalpies mainly because of finite size effects, the presence of long range electrostatic or elastic interactions [4,7–9] and Density Functional Theory (DFT) deficiency to correctly describe band gaps [10]. Yet, the formation enthalpies of point defects are far from being sufficient to precisely describe the thermally activated formation of point defects occurring at relatively high temperature during synthesis. Thereby, temperature appears as a crucial parameter to include in atomistic calculation in order obtain deeper insights in the formation of point defects.

Regarding the temperature dependence of formation free energy, temperature effects have been routinely accounted for in (i) the chemical potentials of elements whose standard thermodynamical state is gaseous such as oxygen [11, 12], (ii) electronic formation entropy particularly in metallic state [13] or (iii) the configurational entropy term which allows one to calculate concentration of point defects from formation free energy. While less common than the calculations of formation enthalpies, the calculations of formation entropy $\Delta S_f$ of point defects have become more and more popular in recent years and have already been carried out for variety of complex systems such as oxides [14], chalcogenides [15], semiconductors [16,17], metals [18,19], employing various techniques ranging from first principles including either Density Functional Perturbation Theory (DFPT) or Frozen Phonon (FP) [16,17,20–22] to Monte Carlo (MC) [23,24] or Molecular Dynamics (MD) coupled with empirical potentials [25,26]. Yet, it is rather difficult to adress the precision of such calculations and it has only been done on very specific systems such as aluminum or copper [27,28].
where very fine sampling of Brillouin zone coupled with accelerated convergence strategy such as thermodynamical integration were evidenced to be necessary to reach sufficient convergence below 1 meV/atom [27,28]. Another important aspect of the calculation of formation entropy is the transition from large simulation box using simple interaction potential such as the popular Stillinger Weber potential for Si [29] to much smaller simulation box with the use of ab initio techniques. At first sight, such transition would appear to be beneficial to the accuracy and correctness of the calculation. However, it will be shown in this study that this is not automatically the case. Therefore, there is a clear need for deeper understanding of potential errors in the calculation of formation entropy and addressing the current available corrections based on elastic theory.

Two most important technicalities of the calculation is the definition of the simulation box including its boundary conditions and the type of Hamiltonian one has to solve. Such choice reflects on several important aspects of the formation entropy. A popular choice for the simulation box is the use of the supercell approach with periodic boundary conditions. In that case, strong finite size errors are expected, yet depending on the interaction at play (electrostatic, elastic, etc.) correction schemes can be derived to correct for such errors. Additionally, if one were to use a DFT Hamiltonian, the lack of a universal energy reference of DFT makes the calculation of formation enthalpy and entropy more difficult [4,30]. In order to circumvent such problem, constant volume calculations are usually advised. However, from a experimental point of view, the transition from constant volume to zero pressure quantities is much more desirable due to the difficulty to measure the constant volume ones. On the other hand, one of the most popular technique for defect calculation i.e. supercell approach intrinsically implies the use of a constant volume formalism mainly because of variation in basis set (the so-called Pulay stress) and loss of a common electrostatic reference [4]. While the former can be easily cured by an adequate choice of overconverged basis set, the latter remains problematic particularly in the case of semiconductor materials. Hence, the choice of a constant volume formalism appears to be both a necessity because of electrostatic effects and a shortcoming in terms of elastic finite size effect. Attempts to account for such transition has been proposed from an elastic theory point of view [8,9,31] mainly involving volume-based correction and from an anharmonic and quasiharmonic point of view [27].

The silicon vacancy $V_{Si}$ represents a challenging system as its ground state local structure surrounding the defect is still under debate in the community [35,35–37]. Both finite size effects and underestimation of band gap by DFT have been pointed out as responsible for the difficulty to stabilize some structural motives in simulation [38]. Thereby, either large supercells (beyond 216 atoms) or the use of hybrid functionals are usually required to stabilize the true ground state e.g. $D_{2d}$ symmetry in the neutral state [8,39]. Figure 1 shows the calculated vibrational formation entropies reported in the literature using different techniques and supercell sizes. Large discrepancies are observed considering either the general form of the vibrational formation entropy or its minimum (maximum) value at 1000 K being $-4 \ k_B$ (11 $k_B$). Such differences cannot be assigned unambiguously to the many diverse technicalities of the calculation: supercell size (ranging from tenths of thousands to tenths of atoms), ensemble type considered (NVT versus NPT) for the dynamics, techniques used to compute the phonon spectrum (MD versus FP versus DFPT), restriction applied to phonon modes to be considered (local harmonics versus full harmonics), type of Hamiltonian considered (empirical potential versus ab initio), or the local symmetry of the silicon vacancy investigated (unrelaxed $T_d$ versus relaxed $T_d$ versus $C_{3v}$ versus $D_{2d}$ versus $D_{3d}$). Experiments such as Electron Paramagnetic Resonance (EPR) have without a doubt shine light on the local symmetry of $V_{Si}$ evidencing the existence of a Jahn Teller relaxation and ruling out $T_d$ symmetry as the ground state structure [40]. Yet, the energetics of $V_{Si}$ is known indirectly via the experimental knowledge of silicon vacancy concentration at temperature closed to the melting point and the theoretical knowledge of the formation enthalpy $\Delta H_f$ of $V_{Si}$. However, several issues plague such indirect determination of the formation entropy: (i) formation enthalpy of $V_{Si}$ has been calculated to be over 3 eV resulting in very low concentration of defects (typically in the range of $10^{15}$ to $10^{16}$ cm$^{-3}$) at temperature close to the melting point, (ii) large discrepancies in the calculated values of $\Delta H_f$ in particular depending on the functional used [36]: a 0.5 eV change in $\Delta H_f$ results in a change of formation entropy of nearly $4 \ k_B$ at temperature close to the melting point, (iii) existence of other types of formation entropy playing a significant role at high temperature such as entropy of ionization or entropy of electronic excitation [41], (iv) large discrepancies in the value of the configuration entropy ranging from 1.1 $k_B$ [33]...
to $7\ k_B$ [25] and finally (v) difficulty to clearly decipher experimentally between single vacancies and extended vacancies or amorphous nanodomains.

In this paper, the calculation of the formation entropy of silicon vacancy has been performed using the simple frozen phonon approach and focusing mainly on some methodological aspects of the calculation particularly the supercell size and then investigating the formation entropy of $V_{Si}$ for different charged states. The choice of the methods is particularly critical as the system size increase. DFPT technique is the ultimate way to calculate phonon properties as it does not depend on any parameter while in the case of frozen phonon, magnitude of displacement has to be set and is critical so as to increase the precision of the calculations. Baroni et al. proposes a scaling for the computational workload of both frozen phonon and DFPT [42]. DFPT is clearly advantageous when dealing with high symmetry system with little number of atoms. However, in the case of a supercell with a defect, one could consider that the supercell is in part the reflection of the Si primitive cell but also the primitive cell of the system $V_{Si}$. Consequently, the number of equivalent atom $N_{eq}$ can be considered equal to the number of atoms in the supercell $N_{sc}$ and the Brillouin zone shrinks to a very small volume. In that case, DFPT and frozen phonon approach (assuming a scaling of $O(N_{sc}^2)$ for DFT) are found to be equivalent in terms of scaling $O(N_{sc}^4)$.

2 Technical details

Calculations were performed using the VASP [43] package within the Projected Augmented Wave formalism (PAW) [44]. The phonon spectrum was calculated within the frozen phonon approximation using PHON code [45] and making use of the supercell to infinite lattice transformation. Supercell sizes ranging from 54 atoms to 432 atoms have been investigated. A cut-off energy of 500 eV was used together with a $12 \times 12 \times 12$ k-point grid for the 2-atom primitive cell. During the relaxation stage, no symmetry was imposed to the system. On the other hand, during the generation of the non equivalent displacements necessary to construct the interatomic force constant matrix within the frozen phonon formalism, the symmetry of the system was reetermined and subsequently used to reduce the number of displacements generated and improve the accuracy of the calculation through a subsequent symmetrization of the interatomic force constant. Because of the latter, special attention should be drawn to the correct convergence of the density of states with respect to q-point. In addition, particular care has been taken to deal with (i) real space projection and Fast Fourier Transform, (ii) sufficient minimization of the forces acting on each atom to obtain the equilibrium crystal structure, (iii) magnitude of the displacement and (iv) energy cutoff for the augmentation sphere leading to an improved precision with a moderate increase in computational workload, (v) central difference scheme to determine the interatomic force constant, (vi) fine sampling of the frequency domain and improved numerical scheme for DOS integration. The Generalized Gradient Approximation (GGA) [46] has been used as it was shown to be less prone to negative modes in the case of the silicon vacancy [20]. In order to compute thermodynamical quantities, phonon calculations have been extrapolated to a $40 \times 40 \times 40$ q-point grid for the defective supercell and a $100 \times 100 \times 100$ q-point grid for the perfect one with a gaussian smearing of 0.02 THz for both. Throughout the paper, thermodynamical quantities were calculated either at constant volume i.e. all internal relaxations were performed at fixed lattice constant obtained with GGA functionals (5.403 Å and 5.465 Å respectively) in good agreement with experiment ($a = 5.431\ \text{Å}$ [47]) or at zero pressure. The effect of the former formalism can be monitored through the hydrostatic external pressure acting on the supercell as a consequence of the presence of a vacancy in the crystal. In the case of the 432 atom supercell, external pressures of $-2.35\ \text{kB}, 0.54\ \text{kB}$ and $-4.3\ \text{kB}$ have been calculated for neutral defect in $D_{2d}$ configuration, charged defect $q = -2$ in $D_{3d}$ configuration and $q = -2$ in $T_d$ configuration respectively. Internal relaxation have been carefully monitored as the $V_{Si}$ systems has been shown to be cumbersome to deal with in terms of force minization [48]: a combination of conjugate gradient and quasi Newton algorithm has been employed in order to achieve below $5 \times 10^{-5}\ \text{eV/Å}$ precision for forces acting on each atom. It was found that for supercell with number of atoms below 432, internal coordinates were difficult to relax because of the large hydrostatic external pressure acting on the supercell with the notable exception of the $T_d$ symmetry in the neutral charge state.

3 Ground state structure

Table 1 displays the energetics of the different symmetries as a function of the charge states of the silicon vacancy. As mentioned in the introduction, due to finite size errors, a supercell of 432-atom has been employed to relax the structure and obtain the total energies. It was found that the correct description of the ground state of the neutral vacancy is possible with supercell size down to 216-atom in agreement with previous reports [36,38]. For local symmetries significantly differing from the $T_d$ structure, it was required to perform an initial random displacement of the first neighbour atoms, so the minization algorithm is able to escape the $T_d$-symmetry configuration. For the neutral defect, the $D_{2d}$ structure was found to be located at approximatively 0.2 eV lower in energy than the $T_d$ structure, demonstrating a Jahn-Teller distortion. For charge state +2, the energy of the $T_d$ structure is 0.15 eV lower than the one of $D_{2d}$ while for the $-2$ charge state, a split vacancy with $D_{3d}$ symmetry is 0.2 eV more stable compared to the second lowest energy structure, $C_{2v}$. All the ground state structures found for charge states 0, +2 and $-2$ are in agreement with previous theoretical studies [35–38,49] and with DLTS and EPR studies of Watkins [40,50]. As Table 1 shows, the main discrepancies between previously published results occur for the defect charge states +1 and $-1$. However, such defect
states are found not to be stable within the range of chemical potential defined by the Si band gap [36], leading to a negative-U behavior for both negatively and positively charged states.

The interatomic distances between the atoms define precisely the local symmetry of the defect. Changes in atomic distances between two different arrangements are found to be much larger than the atomic displacement atomic distances between two different arrangements are precisely the local symmetry of the defect. Changes in charged states. a negative-U behavior for both negatively and positively 

| Charge | Symmetry | Distance between first neighbours [Å] | ΔH_f or ΔE [eV] | This work | References |
|--------|----------|-------------------------------------|----------------|-----------|-----------|
| 0      | Perfect  | R12 3.87 R13 3.87 R14 3.87 R23 3.87 R24 3.87 R34 0.00 |          |          |          |
| 0      | D2d •    | R12 3.04 R13 3.55 R14 3.55 R23 3.55 R24 3.55 R34 3.04 | 3.67       | 3.66 [37], 3.52 [38] |
| 0      | T_d      | R12 3.52 R13 3.52 R14 3.52 R23 3.52 R24 3.52 R34 3.86 | 4.20 [38] |
| +2     | D2d •    | R12 3.85 R13 3.85 R14 3.85 R23 3.85 R24 3.85 R34 3.85 | 0.00       |          |
| +2     | ~D2d     | R12 3.14 R13 3.57 R14 3.57 R23 3.57 R24 3.57 R34 3.12 | 0.15       |          |
| +2     | D_d      | R12 3.64 R13 2.74 R14 3.64 R23 2.74 R24 3.64 R34 2.74 | 0.33       |          |
| +1     | D2d •    | R12 3.49 R13 3.68 R14 3.68 R23 3.68 R24 3.68 R34 3.49 | 0.00       |          |
| +1     | T_d [35] | R12 3.68 R13 3.68 R14 3.68 R23 3.68 R24 3.68 R34 3.68 | 0.01       |          |
| +1     | ~C2z     | R12 3.63 R13 3.67 R14 3.67 R23 3.69 R24 3.69 R34 3.69 | 0.01       |          |
| -1     | ~C2v     | R12 3.37 R13 3.44 R14 3.44 R23 3.44 R24 3.44 R34 3.44 | 2.87       | 0.00 |
| -1     | ~D2d [36] | R12 3.11 R13 3.45 R14 3.45 R23 3.45 R24 3.45 R34 3.45 | 0.01       |          |
| -1     | D3d [37] | R12 3.58 R13 2.68 R14 3.58 R23 2.68 R24 3.58 R34 2.68 | 0.03       |          |
| -1     | ~T_d     | R12 3.39 R13 3.39 R14 3.39 R23 3.39 R24 3.39 R34 3.39 | 0.17       | 0.09 [54] |
| -2     | D2d •    | R12 3.55 R13 2.66 R14 3.55 R23 2.66 R24 3.55 R34 2.66 | 0.00       |          |
| -2     | ~C2v     | R12 3.37 R13 3.29 R14 3.29 R23 3.29 R24 3.29 R34 3.29 | 0.20       | 0.12 [35] |
| -2     | ~T_d     | R12 3.27 R13 3.26 R14 3.27 R23 3.27 R24 3.27 R34 3.27 | 0.33       | 0.14 [35] |

4 Vibrational formation entropy

The vibrational formation entropy for the silicon vacancy is given by the compact expression

$$\Delta S_f^{vib} = S_{def}^{f} - \frac{N-1}{N} S_{host}$$

(1)

where $N$ is the number of atoms considered in the supercell, $S_{def}^{f}$ is the vibrational entropy of the supercell containing a vacancy and $S_{host}$ is the vibrational entropy of bulk silicon. One should notice that the factor $N-1/N$ accounts for the temperature dependence of the elemental chemical potential of Si. Such formula involving integrated quantities is in practice used to compute $\Delta S_f^{vib}$, giving little insight in the different frequency contributions. However, the formation entropy of a defect can

Table 1. Found stable defect structures of the neutral and charged silicon vacancy are displayed. Found ground state structures within this study are marked with a bullet • and other authors are referenced. Symmetry-labels are given in Schönflies notation and distances $R$ between the ions neighbouring the vacancy for the 432 atom cell are given in Å. Furthermore total energies $E_{tot}$, energy differences $\Delta E$ and for the neutral vacancy the formation enthalpies $\Delta H_f$ are displayed.

4 Vibrational formation entropy

The vibrational formation entropy for the silicon vacancy is given by the compact expression

$$\Delta S_f^{vib} = S_{def}^{f} - \frac{N-1}{N} S_{host}$$

where $N$ is the number of atoms considered in the supercell, $S_{def}^{f}$ is the vibrational entropy of the supercell containing a vacancy and $S_{host}$ is the vibrational entropy of bulk silicon. One should notice that the factor $N-1/N$ accounts for the temperature dependence of the elemental chemical potential of Si. Such formula involving integrated quantities is in practice used to compute $\Delta S_f^{vib}$, giving little insight in the different frequency contributions. However, the formation entropy of a defect can
be recast as a frequency integration such as [55]
\[
\Delta S_{vib}^f = 3(N - 1)k_B \int \Delta g_{\text{norm}}(\omega)((n + 1)\ln(n + 1) - n\ln(n)) d\omega
\]

(2)

where \( n \) is the Bose-Einstein distribution and \( \Delta g_{\text{norm}}(\omega) \) the normalized difference of phonon density of states (DOS) between the defective and host supercell. From equation (2), one should notice that the formation entropy is proportional to \( N \times \Delta g_{\text{norm}} \), meaning that if one were to reach the dilute limit by increasing the size of the supercell i.e. \( N \), \( \Delta g_{\text{norm}} \) should become increasingly smaller so that \( \Delta S_{vib}^f \) converges towards a finite value. Such drastic requirement on the phonon density of states has already been necessary for the calculation of integrated quantities such as non radiative capture cross section [22]. Moreover, because of the peculiar feature of the weighting function in equation (2), low energy acoustic modes will contribute significantly more to the formation entropy than high energy optical modes, particularly at low temperature (see Fig. 3). In the context of metastable configuration described in the previous section, large errors may stems from the low energy modes giving rise to a positive contribution to the formation entropy. Therefore, the use of the correct ground state structure is strongly advised when considering the calculation of the formation entropy of a point defect particularly when employing the FP method with finite displacements. Finally, one should also notice that equation (2) is an unusual expression of the formation entropy: formation entropy formula is commonly discretized i.e. the summation is realized over all the phonon modes of the supercell i.e. \( 3N \) in the case of the host supercell and \( 3(N - 1) \) in the case of the vacancy supercell. The \( \mathbf{q} \)-point dependency of the expression while not obvious at first sight, is included in the \( 3N \) modes of the host supercell and vacancy supercell. As it will be shown in the next section, such expression hides in part the strong cross cancellation of different frequency regions when such frequency regions are reachable in terms of the \( \mathbf{q} \)-point sampling implied by the choice of the supercell.

As an example, Figure 4 shows the phonon density of states calculated for bulk Si considering different supercell size corresponding to different sampling of the reciprocal space in the case of the FP approach. In this figure, the gaussian smearing used to generate the DOS was fixed while the \( \mathbf{q} \)-point grid was refined until the convergence of the density of states was reached. It was found that a \( 100 \times 100 \times 100 \) \( \mathbf{q} \)-point grid is necessary to obtain a smooth spectrum. Indeed, it was particularly difficult to converge low density regions namely between 0 and 2 THz and between 6 and 8 THz where highly degenerate modes
In Figure 4, significant convergence of the density of states is obtained for supercells larger than 432 atoms, which translates into a minimum $6 \times 6 \times 6$ $q$-point sampling for the construction of the dynamical matrix. One should notice however that small differences persist mainly in the TA, TA' and TO/LO region. In order to assess the convergence of the density of states with respect to thermodynamical quantities of interest, the vibrational entropy of Si has been subsequently estimated from the phonon density of states shown in Figure 4: very good agreement with experiments is observed and fast convergence of vibrational entropy is also observed with 128 atom supercell displaying a 0.01 $k_B$/atom error over the whole range of temperatures. Therefore it seems that the choice of a 432 atom supercell will ensure a sufficiently precise estimation of the bulk formation entropy. Further considerations related to the defect formation entropy such as difficulty to retain sufficient numerical precision when increasing the size of the supercell, difficulty to stabilize the ground state local structure of defects or necessary accomodation of the strain field created by the vacancy [21, 35, 48] confirm the relevance of such a choice. A frequency decomposition of the $\Delta S = S^{432} - S^{1428}$ has been performed over 6 different frequency regions that will be defined later on for the analysis of the defect formation entropy: Figure 6 indicates that the total error on the vibrational entropy of a 432 atom supercell is less than 1 $k_B$, yet the frequency decomposition reveals a strong cross cancellation between different frequency ranges with the largest error made on the low density region TA Part 1 and TA' Part 3, where a small decrease of the phonon DOS can be observed visually (see the black arrow in Fig. 1). Therefore, it seems obvious that one has to use a bulk vibrational entropy commensurate to the defect supercell employed i.e. either with a commensurate $q$-point grid in the case of DFPT or the same size of supercell in the case of FP formalism.

The choice of the gaussian smearing is also of critical importance. Artificial smearing has been particularly useful in improving accuracies of integrated quantities, making the choices of the smearing and $q$-point sampling particularly intricated though. On the other hand, smearing carries also a physical meaning as phonon lifetime originating from phonon-phonon interactions [57, 58]. The lifetime of a phonon state is also highly dependent on the nature of the state and its nominal frequencies, with high lifetime found for low frequency acoustic modes ($\tau \approx 10$ ns corresponding to a smearing of $10^{-4}$ THz) and low lifetime for high frequency optical modes ($\tau \approx 2$ ps corresponding to a smearing of 0.5 THz) [59]. Therefore, the value of smearing chosen for this study i.e. 0.05 THz seems to be a relatively good compromise. Increase of the gaussian smearing from 0.05 THz to 0.1 THz was found not to modify the value of the formation entropy while further increase to 0.5 THz induces change in the formation entropy of several $k_B$. One should also notice that molecular dynamics approach will account automatically for phonon-phonon interaction beyond the harmonic approximation. In the context of a defective cell, a natural smearing due to the symmetry lowering induced by the presence of the vacancy occurs and is hardly quantifiable. As a consequence, phonon DOS of defective cells are much faster converging quantity than the phonon DOS of crystalline Si, with typically convergence obtained for $q$-point sampling as low as $50 \times 50 \times 50$ for the 432 atom supercell.

Several correction schemes have been proposed to account for finite size error in the calculation of formation entropy. Most of the corrections are based on quite drastic assumptions such as the spherical symmetry of the defect cluster or isotropy of the formation volume [19, 31, 60]. Surprisingly, in some cases, if one were to consider a direct approach to the finite size issue, i.e. increase the size of the simulation box, formation entropy was found to diverge [31, 60]. Therefore, an embedded cluster approach has been proposed early on such as the simulation box is partitioned into two regions: a defect or core region where the vibrational spectrum is treated exactly i.e. solving the force constant matrix for the phonon frequencies surrounded by an elastic region where the entropy is derived from the elastic strain. Still, the correction proposed
for the embedded cluster approach presents some divergence when the size of the defect region is extended to the boundary of the simulation box [31]. In the case of a supercell approach under constant volume constraint and the size of the supercell sufficiently large with respect to the size of the core regions, Mishin et al. devised a straightforward elastic correction $\Delta S_{el}$ at first order in $N$ (total number of atoms) and $n_c$ (total number of atoms in the core region) [19]:

$$\Delta S_{el} = -\frac{1 - \nu}{3(1 - \nu)} \alpha B v_{rel}$$

where $\nu$ is Poisson ratio, $\alpha$ the thermal expansion coefficient, $B$ the bulk modulus and $v_{rel}$ the defect relaxation volume in an infinitely large volume. The latter corresponds to the dilatation part of the volume increase or decrease of the core region and per se is also dependent on its arbitrary definition. Rauls et al. considered a core region of 17 atoms corresponding to the first and second shell neighbour and subsequently calculated $v_{rel}$ of $-20$ Å$^3$ for a 256-atom supercell. If one were to consider equation (3) with experimental values for $\nu$, $\alpha$ and $B$, the elastic correction would then be $0.2$ $k_B$. On the other hand, similar corrections derived from reference [31], one would obtain a correction linearly dependent on the number of atoms in the supercell which compensates the divergence of the uncorrected $\Delta S_f$. Finally, following the argument of volume change, Fernandez et al. proposed an elastic correction such as

$$\Delta S_{el} = -3k_B\gamma \frac{v_{rel}}{v_Si}$$

where $\gamma$ is the thermal Gruneisen parameter and $v_{Si}$ is the equilibrium atomic volume, which would yield a correction of $1.2$ $k_B$/atom (with the correction restricted to core atom) if one were to consider $v_{rel} = -20$ Å$^3$ and $\gamma$ from [56]. The relaxation volume $v_{rel}$ defined in equations (3) and (4) may differ from the relaxation volume derived from the thermodynamical formation volume $v_f = v_{Si} + v_{rel}^{tot}$. The former relaxation volume calculated as the change in total volume of the defect supercell is $-24.1$ Å$^3$ in good agreement with previous calculation [61,62]. The relaxation volume varies only marginally in the range of supercell size considered in this study: from $-22.8$ Å$^3$ for the 216-atom supercell to $-25.5$ Å$^3$ for the 1024 atom supercell, yielding a limit for $N \to \infty$ of $-26.3$ Å$^3$. On the other hand, the term $v_{rel}$ of equations (3) and (4) is defined as a function of the size of the core region. Following reference [31], we consider all second neighbour atoms and computed the displacement of the atoms $u$ with respect to second neighbour distance in a perfect crystal in the case of constant volume and zero pressure calculation. The displacements were found to be similar in either cases but in both cases to display a high anisotropy as four out of twelve second neighbour atoms display a displacement $-0.27$ to $-0.3$ Å while all other second neighbour atoms were hardly displaced (i.e. $u \approx -0.01$ Å), thus violating the spherical symmetry approximation of reference [20]. Nevertheless, as a very rough approximation, one can estimate the relaxation volume as defined in reference [19] and equation (3) to be $-28$ Å$^3$, which considering the strong anisotropy of $u$ is in fairly good agreement with the value of $v_{rel}$ obtained in reference [31]. Finally, Rauls et al. obtained an elastic correction derived from the one proposed by Mishin [19], yielding a rather large correction of $6.1$ $k_B$ in the case of $V_{Si}$ in the $D_{2d}$ configuration. In the case of charged defects, the correction might be significantly different as the relaxation volumes are drastically different: the relaxation volume $v_{rel}$ is calculated at $5.4$ Å$^3$ and $-44.4$ Å$^3$ for $-2$ charge state in the $D_{3d}$ and +2 charge state in the $T_d$ configuration respectively in agreement with the hydrostatic external pressure introduced previously. Interestingly, the displacement $u$ of the second shell atoms are considerably different in both cases; for $T_d$ symmetry and charge state $+2$, no noticable displacement is observed except for 3 atoms with displacement $u$ of $-0.06$ Å while for $D_{3d}$ symmetry and charge state $-2$, 6 atoms out of 12 are displaced by $-0.26$ Å. Therefore, one can clearly foresee that the entropy stored in the domain comprised between the core region and the boundaries of the simulation box is much more important in the case of charge states $-2$ than $+2$.

5 Neutral vacancy in the $D_{2d}$ configuration

Figure 7 shows the values of $\Delta g(\omega)$ for the neutral charge state in the $D_{2d}$ configuration for a 432-atom supercell. The frequency space have been divided into 7 regions according to values of $\Delta g(\omega)$, the type of phonon mode and features of the crystalline silicon phonon DOS as seen in Figure 4: 3 frequency ranges for the transverse acoustic (TA) modes corresponding to the low DOS region [0, 3.6 THz] (TA Part 1), the TA peak region [3.6, 5.4 THz] (TA Part 2), the TA’ peak region [5.4, 6.8 THz] (TA Part 3), 2 frequency ranges for the longitudinal acoustic (LA) modes: a low DOS region [6.8, 9 THz] (LA Part 1) and one corresponding to the longitudinal acoustic peak

![Graph of DOS difference Δg(ω) for neutral defect VSi in the D2d configuration. Black broken line represent the fitting function in the low frequency range.](image-url)
LA region [9, 11 THz] (LA Part 2), one corresponding to the broad LO/ LA peak [11, 13 THz] (LO/ LA) and finally one corresponding to the TO/LO peak region [13–16 THz]. From the point of view of the Brillouin zone sampling, the acoustic peak regions correspond to phonon vibrations flattening out when approaching the irreducible Brillouin zone vertices. In the embedded cluster framework, the limitation of the dynamical region to a small volume centered at the vacancy location involves that the \( q \)-point sampling of the IBZ is limited to certain region, probably \( I \) and IBZ boundaries. Overall, the differences \( \Delta g^{\text{norm}}(\omega) \) between the two normalized phonon densities of states are extremely small with typical values around \( 10^{-3} \) THz\(^{-1} \) and maximum values occurring for the LO/ LA and TO/LO modes in the high frequency regions. This appears to be in contradiction with previous studies where difference in phonon DOS densities were much more pronounced over the full frequency range \([ 20,25] \). The main feature of \( \Delta g^{\text{norm}}(\omega) \) is the softening of the optical modes, which can be viewed as a succession of positive and negative \( \Delta g^{\text{norm}} \) in Figure 7 in agreement with previous calculations [20]. On the other hand, while quite small, a systematic softening of the transverse acoustic modes also occurs as evidenced by the increase in phonon DOS in the TA Part 1 region. Interestingly, the phonon modes originating from this region are characterized by very low values of \( q \)-vector corresponding to long range distortion of the lattice. Therefore, it is commonly considered as one of the most difficult region to model as very large supercells must be employed in order to sample efficiently the Brillouin zone next to \( q = 0 \). In the case described in this study, the typical sizes of supercell used for phonon calculation only allow to directly probe frequency region down to 2–3 THz; yet, interpolation scheme is used to obtain accurate density of states even at low frequency [45]. In order to estimate the error made with such procedure, the frequency integration over TA Part 1 has been parted down such as to obtain constant 1 \( k_B \) contribution: it is noticed that the region between 0 THz ad 1.75 THz only contributes 1 \( k_B \) to the total \( \Delta S^{\text{TA Part 1}} \). Incidentally, the long range distortion associated with acoustic waves originating from the low frequency region of the phonon DOS also corresponds to the elastic correction stored in the region delimited by the defect core and the simulation box boundaries as described in the previous section (see Eqs. (3) and (4)). The behavior of \( \Delta g^{\text{norm}}(\omega) \) in this range of frequency can be described quite effectively considering a change in sound velocity induced by the defect such as

\[
\Delta g^{\text{norm}}(\omega) \approx \frac{3V_0\omega^2}{4\pi^2} \left( \frac{1}{c'f} - \frac{1}{cf} \right)
\]

where \( V_0 \) is the volume of the unit cell, \( c' \) is the speed of sound for the defective cell and \( c \) is the speed of sound for the perfect cell. The function corresponding to equation (5) has been fitted between 0 and 3 THz and yield a reduction of \( c' \) of 2.7%. One should also notice that the precise estimation of \( c \) is a particularly intensive computational task, mainly due to the very small energy difference at play in this frequency region and the requirement for very high numerical precision [63, 64]. Moreover, some of the previously reported formation entropy calculations have been performed for \( q = 0 \) only and for small supercell size, resulting in a featureless DOS in the low frequency range \([ 15,25] \). Such approach, while inaccurate at first sight, might be a good compromise if one were to avoid the hurdle to improve numerical accuracy while increasing the supercell size. Besides, it might also prevent double counting when considering elastic correction. Ackland et al. reported the variation of elastic constant as a function of the defect concentration: the so-called defect strain polarizabilities \( \alpha_{ij} [25] \). \( V_{\text{Si}} \) is found to be an important stiffening agent compared to other point defects such as self interstitials. In the most simple case, i.e. \( c_{l,l}[100] \) and \( c_{l,l}[111] \), it was found moderate changes of the speed of sound due to the presence of a defect of +0.7%, –0.3% and 0.4% respectively, much smaller than the 2.7% reduction found through the fitting procedure. Finally, one can also assert the change in speed of sound due to the change in volume by considering the Gr"uneisen parameter of LA and TA modes \( \gamma_{\text{LA,TA}} \) which is strictly positive with an average value of 0.5 and typical values of \( \text{vrel} \approx -20 \text{ Å}^2 \). Upon volume change, the phonon frequency for LA and TA modes are very slightly downshifted resulting in a decrease of \( c \) by less than 1% in agreement with the observed softening of the acoustic modes and decrease of the speed of sound. The observed discrepancies between the direct analysis of \( \Delta g(\omega) \) and the elastic constant analysis can be attributed to (i) numerical error in estimating both speed of sound and defect strain polarizabilities [64], (ii) the difficulty to correctly describe this frequency region due to use of FP approach for a system with relatively flat energy landscape [61], and (iii) volume effect are also known to influence the phonon vibration spectrum [20].

Figure 8 shows the evolution of \( \Delta S_{\text{vib}}^{\text{neu}} \) as a function of \( T \) for the neutral silicon vacancy in the \( D_{2d} \) configuration together with the entropic contribution from the different frequency regions defined previously. The total vibration formation entropy is the result of strong
cross-cancellation of contributions originating from different frequency regions, with a high temperature value of 8.3 \textit{kB}. The softening of the optical modes results in a large positive contribution (up to 20 eV in absolute value) originating from the LO/LA region and a large negative contribution from the TO/LO region. Despite their quite large absolute value, the softening of optical modes results in an overall negative contribution of \textit{\textbf{-3.6 kB}} to the total formation entropy. The second main contributions originate from low density of states region namely TA Part 1 and LA Part 1. As discussed previously such frequency region are rather difficult to sample due to their restriction to small zone of the IBZ and thus are more prone to computational error. Despite very low values of \textit{\textbf{\Delta g_{norm}(\omega)}} in the TA Part 1 frequency range, the integration function \textit{(n+1)\ln(n+1)−ln(n)} is maximum in this region and for low temperature, even several orders of magnitude higher than in frequency ranges corresponding to large values of \textit{\textbf{\Delta g_{norm}(\omega)}}. Overall, TA Part 1 dominates the total formation entropy of \textit{D_{D4}} neutral \textit{V_{Si}}. One should notice that \textit{\textbf{\Delta S_{vib}}} calculated in references \[20, 21\] displays the same temperature dependence and order of magnitude as the formation entropy calculated in this study.

\textbf{6 Finite size effects}

The study of finite size effects in the case of \textit{V_{Si}} is complicated by the fact that the stable local configuration is dependent on the size of the supercell \[38\]. Despite the presence of negative phonon modes and for the sake of illustration, the \textit{T_d} configuration of \textit{V_{Si}} has been considered at first. In the cases of very small defect supercells, larger supercells have been constructed for the phonon calculation such as to properly sample the irreducible Brillouin zone. As previously discussed, \textit{T_d} configuration of the silicon vacancy is only stable for small supercell size: in the case of the 54 atom supercell, no negative modes were detected in the calculation, starting with the 128 atom supercell, the number of negative modes steadily increases from \textit{5 \times 10^{-4} %} to \textit{0.15%} for the 432 atom supercell and \textit{0.06%} for the 1024 atom supercell. Figure 9 shows the phonon density of states for different size of defect supercell containing a single silicon vacancy in the \textit{T_d} local configuration. Overall, it appears that convergence of the phonon density of states occurs over the full range of frequency with the deviation from the perfect phonon density of states becoming smaller and smaller. For the 1024 atom supercell, only sizable differences are observed in the LA/LO and TO/LO regions. The result obtained for the smallest supercell (e.g. 54 atom supercell) agrees with the one reported in the literature and obtained from DFPT \[20\], featuring an overall softening of the modes including the optical ones. The vibrational formation entropy has been estimated subsequently using the 432 atom and 1024 atom perfect supercell results for 54 and 432 atom defect supercell and 128 and 1024 atom defect supercell respectively (see Fig. 10). First, independently on the supercell size, the total vibrational formation entropy converges towards large positive values between 8 and \textit{10 kB} in agreement with previously published results \[20\]. Such trend is mainly driven by the large contribution originating from the low frequency region TA Part 1, which contributes \textit{15 kB} to the overall formation entropy. Moreover, it also appears that the high temperature formation entropy converges to two different values depending on the size of the supercell used to perform the phonon calculations: \textit{8.5 kB} for the 432 atom supercell for the 54 and 432 atom defect supercell and \textit{10.2 kB} for the 1024 atom supercell for the 128 and 1024 atom defect supercell. Similarly some parts of the frequency range contributions (TA Part 1, TA Part 2, TA’ Part 3) show very similar behavior: such frequency regions were already found to be extremely sensitive to the size of the supercell used to compute the phonon spectrum. On the other hand, the difference between the LA/LO and the TO/LO contributions seems to converge to a value of \textit{1.5 kB}. Finally, it is also interesting to notice that while the perturbation...
to the phonon density of states in the case of a 54 atom supercell seems to be extremely important, the final vibrational contribution is very close to the value obtained for the largest supercell used in this study i.e. 1024 atoms: to some extent, the $N - 1$ factor in equation (2) is instrumental to the observed changes of vibrational formation entropy as a function of the supercell size. For small $N$, large perturbations at low frequency tend to be damped while for large $N$, small deviations in the same frequency region tend to be emphasized.

7 Formation entropy of charged defects

The vibrational formation entropy of different charge states of $V_{Si}$ has also been investigated and the phonon density of states obtained for the different charge states in their respective ground state configuration is shown in Figure 11. All charge states display a significant transfer of their respective ground state configuration is shown in Figure 12 and 13 show the frequency decomposition of the total formation entropy for charge state +2 and $-2$, respectively. Compared to the frequency decomposition of $\Delta S_{f}^{vib}$ of the neutral charge state (see Fig. 8), charge state $+2$ displays a much larger contribution from TA Part 1 compensated by a negative contribution from TA' Part 3 while contribution from LA Part 1 is significantly reduced. While $\Delta S_{f}^{LA/LO}$ and $\Delta S_{f}^{TO/LO}$ are reduced in absolute values, their difference $\Delta S_{f}^{LA/LO} - \Delta S_{f}^{TO/LO}$ is found to be $1 \, k_{B}$ higher than the value obtained for the neutral charge state. In the case of the $-2$ charge state with local symmetry $D_{3d}$, such difference is rather large with value of $-2.5 \, k_{B}$ with absolute values of $\Delta S_{f}^{LA/LO}$ and $\Delta S_{f}^{TO/LO}$ largely exceeding the one of neutral $-2$ charge state. On the other hand, most of the other frequency contributions do not participate significantly to the total formation entropy with the only exception of the LA Part 1 contribution which is relatively enhanced compared to the one of the neutral charge state. As explained previously, as it appears that the difference between the relaxation volume of the core region and the total relaxation volume differs significantly between the neutral state and the charge states, large differences in elastic correction are expected leading to more pronounced variation of the formation entropy. Therefore, this might explain the trend observed for the low density region of the phonon density of states whose contribution vary very significantly as a function of the charge state: TA Part 1 contribution increases from $7.4 \, k_{B}$ (for the charge state $-2$) to $18.1 \, k_{B}$ for charge state $+2$ while the LA part 1 contribution varies from $1.6 \, k_{B}$.
to $7.8 \ k_B$. As a result, the formation entropy of the neutral state is the lowest one with $\Delta S_f^{\text{ vib}} \approx 8.3 \ k_B$ with charge state displaying formation entropy slightly above $9 \ k_B$. Finally, one has to keep in mind that the background charge imposed in the DFT calculation so as to reproduce the different charge states is known to be rather problematic when considering volume changes [9, 62]. In such, the total energy of the system is directly related not only to the variation of the electronic states forming the band edges upon the introduction of a mechanical perturbation but also to the electrostatic convention used within the ab initio codes used for the study. Therefore, post treatment is necessary in order to obtain correct formation volume and are probably necessary in the case presented here where modes with large Gr"uneisen parameters (e.g. LA part 1 and part 2) are disturbed. Bruneval et al. [62] has demonstrated that in the case of the silicon vacancy, the $+2$ charge state is particularly impacted by such electrostatic effects resulting in a very large difference in relaxation volume when the proper correction is accounted for.

8 Conclusion

The present study investigates the simple case of vibrational formation entropy of $V_{\text{Si}}$, highlighting the difficulty to compute vibrational formation entropy using first principle techniques within the supercell approach. First of all, the precision of the phonon calculation required in order to obtain accurate formation entropy in the case of the silicon vacancy $i$ silicon, independently of the techniques used (either DFPT or FP have similar drastic convergence requirement) makes the calculation technically gruesome to carry out. Therefore, it is doubtful that brute force calculations of formation entropy of point defect using first principles techniques are of any relevance to the actual experimental formation entropy. It has emerged from this study that (i) low wave-vector and low frequency acoustic mode needs to be described extremely well as they might contribute significantly to the formation entropy, (ii) large positive value of formation entropy might be related to an enhancement of the DOS in the low frequency region originating from an inaccurate description of acoustic modes or the presence of negative modes, (iii) the use of very small supercells induces important perturbations to the lattice and as a consequence to the resulting phonon spectrum, (iv) a universal elastic correction scheme free of simplistic approximation (as the isotropy of the core region) and possible double counting error is still needed and (v) all frequency and Brillouin zone regions should be sampled uniformly and extremely accurately as strong cross cancellation occurs between contributions from different regions and (vi) anharmonic effects should be also accounted for as their contribution to the formation entropy might be of the same order of magnitude as the total harmonic contribution of the phonons particularly in the case of the presence of soft modes. It also appears that ab initio techniques may not represent a significant and systematic improvement over the use of empirical potentials as depending on their range and types of interactions, empirical potentials may generate sparse interatomic force constant matrix less prone to numerical errors. A possible perspective in calculating highly accurate formation entropy of point defect is to combine both improved integration techniques [65] with high accuracy empirical potentials obtained from first principles techniques as developed in recent years through various fitting procedures [66–68]. Thereby, it is not sure that the level of accuracy that has been set for this study is sufficient to ensure proper convergence of vibrational formation entropy of $V_{\text{Si}}$ as evidenced by the variability of the results as a function of charge states, formalism (constant volume versus zero pressure), numerical expression for the derivation or DFT technicalities (types of functional used).
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