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1. Introduction

In recent decades, various research studies on fractional differential systems are growing vigorously, which are chiefly due to the enormous scope and extensive applications of fractional calculus theory in mathematics, biology, physics, economics, and engineering science [1–9]. As we all know, time delay effects exist widely in various fields such as communication security, weather predicting, and population dynamics. The difficulties in the study of these fields lie in the time lag effect for the systems caused by the delay. One can see [10–20], for further details. It should be noted that, in the case of research on fractional delay evolution systems, it is still in the initial stage. On the contrary, fractional calculus has also been applied to controllability issues in recent years. As one of the most important notions in control theory of mathematics, controllability has significant influence on the fields of control and engineering. We point out that complete controllability of infinite dimensional systems with noncompact semigroup is an important research direction, and there have been many outstanding achievements in this regard such as [21–26]. For more details of other research results on control theory, please refer to [27–40] and the reference therein.

As we have seen, there is scarcely any results on complete controllability of fractional nonlocal evolution equations with delay in Banach spaces, except [21, 23, 24]. However, the Lipschitz and certain growth conditions on nonlocal item and nonlinearity are still necessary for [21]. In [23], the authors supposed the nonlinear function and nonlocal item to be Lipschitz continuous and the semigroup generated by the considered system to be compact. In [24], nonlinear function was imposed some growth conditions, and the resolvent operator used to define the mild solution was compact. However, it is a little pity that these suppositions are usually difficult to be made to work in numerous specific applications. In fact, many excellent achievements concerning complete controllability of various nonlinear differential systems, such as those in Debbouche and Baleanu, [11], Nirmala et al. [22], and Wang and Zhou [25], have been derived during recent years. However, the limitation also lies in that the nonlinear functions here are all provided with the Lipschitz continuity or other growth assumptions. In
addition, the compactness or other assumptions of $C_0$ semigroup actually prevents us from studying complete controllability in the infinite dimensional space.

The current paper, inspired by the aforementioned analyses, is to address the complete controllability of the following fractional nonlocal semilinear evolution equations with finite delay in Banach spaces:

$$\begin{aligned}
&D^q u(t) = Au(t) + f(t, u(t), u_r) + \mu(t), \quad a.e. t \in I = [0, T], \\
&u(t) + M(t, u) = \phi(t),
\end{aligned}$$

where $D^q$ denotes the Caputo derivative of order $q \in (0, 1)$. $u : I \rightarrow X$, $\mu \in L^2(I, U)$, and $B : U \rightarrow X$ is a bounded linear operator, where $X$ and $U$ are Banach spaces. $A : \mathcal{D} \subset X \rightarrow X$ is a closed linear unbounded operator on $X$ with dense domain $\mathcal{D}$. $\phi(t) \in C([-r, 0], X)$, $f$ and $M$ are given functions satisfying certain appropriate conditions that will be given later.

The proposed fractional evolution system (1) here, which generalizes the case of integral (first) order differential equations studied in [41] about the complete controllability, has more extensive and valid applications in contrast to the abovementioned literatures [11, 21–25] as follows. First of all, under the new concept of complete controllability we gave, that is, a weaker definition of complete controllability than the existing notion, the nonlinear function and nonlocal term here are only allowed to be continuous instead of other restrictions such as Lipschitz continuity and certain growth conditions. Secondly, compactness of the $C_0$ semigroup and the resolvent operator used to define the mild solution for system (1) is no longer needed. Last but not the least, obstacles in the estimation of Kuratowski measures of noncompactness caused by time delay have been conquered in a new complete space with corresponding defined delay function.

An outline of the current paper is as follows. Some essential preparations are made in Section 2. In Section 3, we derive a sufficient condition on complete controllability for the addressed systems. In Section 4, we give an example to illustrate the obtained new results.

2. Preliminaries

Let $C(I, X)$ be the space of continuous functions from $I$ into $X$ provided with the supreme norm $\|\cdot\|_{C(I,X)}$. Similarly, $C([-r, T], X)$ denotes the Banach space of continuous functions from $[-r, T]$ to $X$ with the usual supreme norm. If $T = 0$, we denote the norm of this space simply by $\|\cdot\|_{I}$. The domain $\mathcal{D}$ is endowed with the graph norm $\|u\|_{\mathcal{D}} = \|u\| + \|Au\|$, where $\|\cdot\|$ denotes the norm of Banach space $X$. For $q \in (0, 1)$, $C^q(I, X)$ stands for the space of all the continuous functions from $I$ into $X$ equipped with the norm $\|u\|_{C^q(I,X)} = \|u\|_{C(I,X)} + \|u\|_{C^q(I,X)}$, where $\|u\|_{C^q(I,X)} = \sup_{s \in I, t \in I^q} \|u(t) - u(s)\|/(t - s)^q$. Throughout this paper, $\mathcal{D}(X, Y)$ denotes the space of bounded linear operators from $X$ into Banach space $Y$ provided with the operator norm $\|\cdot\|_{\mathcal{D}(X,Y)}$.

In order to conquer the inconveniences caused by time delay in the study of complete controllability, for each $u \in C(I, X)$, $t \in I$, and the function $\phi(t)$ in (1), we draw into the function $u_t$ defined by

$$u_t(\theta) = \begin{cases}
\phi(t + \theta), & t + \theta > 0, \\
\phi(t + \theta), & t + \theta \leq 0,
\end{cases}$$

for each $\theta \in [-r, 0]$. Simple check indicates $x_t \in L([-r, 0], X)$, where $L([-r, 0], X)$ stands for a complete integrable space consisting of integrable functions from $[-r, 0]$ into $X$.

Remark 1. Under the function $u_t$ defined in (2) in complete space $L([-r, 0], X)$, we can get over the difficulties caused by time delay in the process of estimating Kuratowski measures of noncompactness (for details, please see Lemmas 4 and 5).

Next, we list the well-known definitions as follows.

Definition 1 (see [5]). The fractional integral with order $q > 0$ for a function $u : (0, +\infty) \rightarrow R$ can be defined as

$$I^q_0 u(t) = \frac{1}{\Gamma(q)} \int_0^t (t - s)^{q-1} u(s)ds,$$

provided that the right-side integral is pointwise defined on $[0, +\infty)$.

Definition 2 (see [5]). The Caputo fractional derivative with order $q > 0$ for a function $u : (0, +\infty) \rightarrow R$ is written as

$$D^q_0 u(t) = \frac{1}{\Gamma(n-q)} \int_0^t (t - s)^{n-q-1} u^{(n)}(s)ds,$$

where $n = [q] + 1$, provided the right-side integral is pointwise defined on $[0, +\infty)$.

Definition 3 (see [42]). The bounded linear operator $\mathcal{A}(\mathcal{D}) \subset \mathcal{D}(X)$ on $X$ is defined as a resolvent operator of the following integral equation:

$$u(t) = \int_0^t \sigma(t - s)Au(s)ds, \quad t \geq 0,$$

where scalar kernel $\sigma \in L^1_0(\mathbb{R}^+)$ and $\sigma \equiv 0$, provided that it satisfies

(i) $\mathcal{A}(t)$ is strongly continuous, $\mathcal{A}(0) = I$

(ii) $\mathcal{A}(t)$ commutes with $A$, that is, $\mathcal{A}(t)\mathcal{D} \subset \mathcal{D}$, and $A^t = \mathcal{A}(t)Au$ for each $u \in \mathcal{D}$ and each $t \geq 0$

(iii) $\mathcal{A}(t)u = u + \int_0^t \sigma(t - s)A\mathcal{A}(s)uds$, for all $u \in \mathcal{D}$, $t \geq 0$

Definition 4 (see [42]). Suppose $\mathcal{A}(\cdot)u \in W_{\text{loc}}^{1,1}(\mathbb{R}^+, X)$ for each $u \in \mathcal{D}$, and there exists a function $\varphi \in E_{\text{loc}}^{1,1}(\mathbb{R}^+)$, which satisfy

$$\|\varphi(t)\|_{\mathcal{D}} \leq \varphi(t), \quad \text{a.e. on } \mathbb{R}^+, \forall u \in \mathcal{D}.$$

Then, we call $\mathcal{A}(t)$ a differentiable resolvent operator of (5).
Next, we focus on the following equation:

\[ u(t) = g(t) + \int_0^t \sigma(t-s)Au(s)ds, \quad t \in I, \quad (7) \]

where \( g \in L^1(I, X) \), and list the definition of mild solution of (7) as below on the basis of literature [42].

**Definition 5.** We call \( u \in C(I, X) \) a mild solution for (7) if

\[ u(t) = g(t) + A \int_0^t \sigma(t-s)u(s)ds \]

for each \( t \in I \).

Taking advantage of properties of the differentiable resolvent operator, we present the equivalent definition of mild solution for (7).

**Lemma 1** (see [42]). Assume that \( \mathfrak{S} (t) \) is a differentiable resolvent operator for (7) and \( g \in C(I, \mathcal{D}) \). Then,

\[ u(t) = \int_0^t \mathfrak{S} (t-s)g(s)ds + g(t), \quad t \in I, \quad (9) \]

is a mild solution of (7).

Before going further, we now recall below a few relevant properties of Kuratowski measures of noncompactness, which will play a critical role in our next proof of complete controllability. For further details, please see [43].

**Lemma 2.** Let \( X \) be a Banach space and \( \gamma (\cdot) \) be the Kuratowski measures of noncompactness which is given by \( \gamma (\Omega) = \inf \{ \delta > 0 : \Omega = \bigcup_{k=1}^K \Omega_k \text{ with } \text{diam} (\Omega_k) \leq \delta, \quad i = 1, 2, \ldots, K \} \) for a bounded subset \( \Omega \) in \( X \).

(I) Let \( D_1, D_2 \) be bounded sets of \( X \) and \( \lambda \in \mathbb{R} \). Then,

(i) \( \gamma (D_1) = 0 \iff D_1 \text{ is relatively compact} \)

(ii) \( \gamma (\lambda D_1) = |\lambda| \gamma (D_1) \)

(iii) \( \gamma (D_1 + D_2) \leq \gamma (D_1) + \gamma (D_2) \)

(II) Assume that \( D = \{ u_n \} \) is a countable set of strongly measurable functions from \( I \) into Banach space \( X \), and there exists a function \( \varphi \in L^1(I) \) such that \( \| u_n(t) \| \leq \varphi (t), \quad a.e. \ t \in I, n = 1, 2, \ldots \), then \( \gamma (D(t)) \) is integrable on \( I \), which satisfies

\[ \gamma \left( \left\{ \int_I u_n(t)dt : n \in 
\right\} \right) \leq 2 \int_I \gamma (D(t)) dt. \quad (10) \]

For the convenience of expression, the Kuratowski measures of noncompactness of a bounded subset in spaces \( X, C(I, X) \) and \( L([−r, 0], X) \) are all written as \( \gamma (\cdot) \), on the premise of no confusion.

**Lemma 3** (Mönch). If there is a closed and convex set \( D \subset X \), where \( X \) is a Banach space, \( u_0 \in D \), and suppose that \( A : D \rightarrow D \) is continuous and satisfies \( C \subset D \), then \( A \) has a fixed point in \( D \).

To end this section, we give the following useful lemmas.

**Lemma 4.** Assume that \( u_n \) converges to \( u_0 \) in \( C(I, X) \) as \( n \rightarrow +\infty \). Then, \( (u_n)_n \) converges to \( (u_0)_n \) in \( L([−r, 0], X) \) for every \( t \in I \) as \( n \rightarrow +\infty \).

**Proof.** Based on the definition in (2), we know

\[ \| (u_n)_t - (u_0)_t \|_{L([-r, 0])} = \left\{ \begin{array}{ll}
\int_0^t \| u_n(s) - u_0(s) \| ds, & t \leq r, \\
\int_t^{0^+} \| u_n(s) - u_0(s) \| ds, & t \geq r,
\end{array} \right. \quad (11) \]

which implies that

\[ \| (u_n)_t - (u_0)_t \|_{L([-r, 0])} \leq \| u_n - u_0 \|_{C(I, X)}, \quad \forall t \in I. \quad (12) \]

This completes the proof. \( \square \)

From the definition of Kuratowski measures of noncompactness in Lemma 2, we can infer the following lemma.

**Lemma 5.** Let \( D = \{ u_n \}_{n=1}^\infty \) be any bounded countable sequence in \( C(I, X) \). Then, for each \( t \in I \), one has \( \gamma (D_t) \leq r \gamma (D) \),

\[ \gamma (D_t) \leq r \gamma (D), \quad (13) \]

where \( D_t = \{ (u_n)_n \}_{n=1}^\infty \).

### 3. Main Results

In the sequel, we assume that \( A \) admits a differentiable resolvent operator \( \mathfrak{S} (t) \mid_{t \geq 0} \) on \( X \). Based on Definition 5 and the Riemann–Liouville standard fractional integral, the mild solution of system (1) can be defined as follows.

**Definition 6.** For each \( \mu \in L^2(I, U) \), a function \( u \in C(J, X) \) is said to be a mild solution of the considered system (1) on \( J \), if

\[ \int_0^t (t-s)^{-q} u(s)ds \in \mathcal{D} \quad \text{for any } t \in [0, T^*] \]

and

\[ \begin{aligned}
\phi (0) - M(0, u) + \frac{1}{\Gamma (q)} A \int_0^t \frac{u(s)}{(t-s)^{1-q}} ds + \frac{1}{\Gamma (q)} \int_0^t \frac{f(s, u(s), u_0) + B u(s)}{(t-s)^{1-q}} ds = \phi (t) - M(t, u),
\end{aligned} \quad (14) \]

where \( J = [−r, T^*], T^* \in (0, T]. \)
**Definition 7** (complete controllability). We shall call system (1) is completely controllable on \( I = [0, T] \), if for each initial function \( \phi(t) \in C([-r, 0], X) \) and \( u_1 \in X \), there exist a corresponding control \( \mu \in L^2(I, U) \) and a real number \( T^* \in (0, T] \) such that the mild solution \( u \) of (1) on \( J = [-r, T^*] \) satisfies \( u(T^*) = u_1 \).

**Remark 2.** In comparison with the existing notion in [11, 21, 22, 25, 41], in which \( T^* \) is equal to \( T \), our concept in which \( T^* \in (0, T] \) is weaker can be regarded as an extension of the present notion of complete controllability.

Before presenting and proving the main results, we firstly list the hypotheses as below:

(H1) \( f \in C(I \times X \times L([-r, 0], X); \mathcal{D}), \quad \phi(0) \in \mathcal{D} \) and satisfies

(i) \( f \) maps bounded sets in \( I \times X \times L([-r, 0], X) \) into bounded sets in \( \mathcal{D} \).

(ii) There exist a constant \( q_1 \in (0, q) \) and a function \( m \in L^{1/(q_1)}(I, \mathbb{R}^+) \) such that, for any bounded subsets \( D_1 \subset X, D_2 \subset L([-r, 0], X) \),

\[
\gamma(f(t; D_1, D_2)) \leq m(t)(\gamma(D_1) + \gamma(D_2)), \quad t \in I.
\]

(15)

(H2) (i) The linear operator \( B: L^2(I, U) \rightarrow L^1(I, \mathbb{R}) \) is bounded, and there exists a constant \( N_1 > 0 \) satisfying \( \|B\|_{L^2(I, \mathbb{R})} \leq N_1 \).

(ii) Linear operators \( \mathcal{R}(t), t \in I \), denoted by \( \mathcal{R}(...) \) from \( L^2(I, U) \) to \( X \) are defined as

\[
\mathcal{R}(t) \mu = \Pi_B(t, \mu) + \int_0^t \mathcal{A}(t-s) \Pi_B(s, \mu) ds, \quad t \in I,
\]

where \( \Pi_B(t, \mu) = \frac{1}{T(q)} \int_0^T (t-s)^{q-1} B\mu(s) ds \) has invertible operators \( \mathcal{R}^{-1}(\cdot) \) taking values in \( L^2(I, U) / \ker \mathcal{R}(\cdot) \), which satisfy, for some constant \( N_2 > 0 \),

\[
\sup \| \mathcal{R}^{-1}(\cdot) \|_{L^2(I, X; L^2(I, U)/\ker \mathcal{R}(\cdot))} \leq N_2,
\]

and there is a constant \( q_2 \in (0, q) \) and a function \( p \in L^{1/(q_2)}(I, \mathbb{R}^+) \) satisfying

\[
\gamma(\mathcal{R}^{-1}(\cdot) (D))(s) \leq p(s)\gamma(D), \quad s \in I,
\]

for any bounded subset \( D \subset X \).

(H3) (i) For every \( t \in [-r, 0], \) \( M(t, \cdot): \mathcal{C}([-r, T], X) \rightarrow X \) is a strict \( k \)-set contraction and for every \( u \in \mathcal{C}([-r, T], X), \) \( M(t, u) \) is continuous with respect to each \( t \in [-r, 0] \).

(ii) \( M(0, \cdot): \mathcal{C}([-r, T], X) \rightarrow \mathcal{D} \) and there exists a positive constant \( G \) such that \( \|M(0, u)\|_{\mathcal{D}} \leq G \) for every \( u \in \mathcal{C}([-r, T], X) \).

(H4) The following estimation is valid:

\[
kM(1 + 2\|\phi\|_{L^1(I)}) < 1,
\]

where

\[
M = 1 + \frac{2N_1 L(1 + 2\|\phi\|_{L^1(I)})}{\Gamma(q)}
\]

\[
L = T^{q_2-1} \left( \frac{1 - q_2}{q - q_2} \right) \|p\|_{L^{1/(q_2)}}
\]

and \( \phi \) is the function mentioned in Definition 4.

In the following, let \( R_0 = (\|\phi(0)\|_{\mathcal{D}} + G)(1 + \|\phi\|_{L^1(I)}) \)

\[
\leq N_0.
\]

From (H1), take

\[
M_0 = \sup \{ \|f(t, u, v)\|_{\mathcal{D}}; \|u\|_{C(I, X)} \leq R_0, \|v\|_{L^{[-r, 0]}} \leq r(\|\phi\|_{\mathcal{D}} + R_0), \quad t \in I \}.
\]

For simplicity, let

\[
\Pi(t, u, \mu) = \frac{1}{T(q)} \int_0^t (t-s)^{q-1} f(s, u(s), u_4) ds + \frac{1}{T(q)} \int_0^t (t-s)^{q-1} B\mu(s) ds,
\]

and set

\[
\lambda = \frac{2(r + 1)}{T(q)} \left( \frac{1 - q_1}{q - q_1} \right) \|m\|_{L^{1/(q_1)}}.
\]

By means of conditions (H2) and (H4), for any \( u(.) \in C(I, X) \) and any \( u_1 \in X, t \in I \), define a feedback control function

\[
\mu_u(t) = \mathcal{R}^{-1}(T^*)\left( u_1 - \phi(0) + M(0, u) - \Pi_f(T^*, u) - \int_0^{T^*} \mathcal{A}(T^* - s) \phi(0) - M(0, u) + \Pi_f(s, u) ds \right)(t),
\]

where

\[
T^* = \min \left\{ \frac{(R_0 - N_1 \|\phi(0)\|_{\mathcal{D}})}{(M_1 + N_1 M)\left(1 + \|\phi\|_{\mathcal{D}} + G + \frac{M_0 T^q}{\Gamma(q + 1)} \|u\|_{\mathcal{D}} \right)} \right\}
\]

\[
M_1 = N_2 \left( 1 + \|\phi\|_{L^1(I)} \right) \left( \|\phi(0)\|_{\mathcal{D}} + G + \frac{M_0 T^q}{\Gamma(q + 1)} \|u\|_{\mathcal{D}} \right),
\]

\[
\Pi_f(t, u) = \frac{1}{T(q)} \int_0^t (t-s)^{q-1} f(s, u(s), u_4) ds.
\]

Denote

\[
\Omega = \left\{ u \in C(I, X); \|u\|_{C([0,T^*], X)} \leq R_0, \sup_{t \in [0,T^*]} \|u\|_{L^{[-r,0]}} \leq r(\|\phi\|_{\mathcal{D}} + R_0), u(t) = \phi(t) - M(t, u), \quad t \in [-r, 0] \right\}.
\]
then \( \Omega \) is clearly a closed convex set in \( C(J,X) \). From Lemma 1, we thus define an operator \( \Psi : C(J,X) \to C(J,X) \) which is given by

\[
\Psi(\mu)(t) = \begin{cases} 
\phi(0) - M(0,u) + \Pi(t,u) + \int_0^t \mathfrak{A}(t-s)(\phi(0) - M(0,u) + \Pi(s,u_\mu))\,ds, & t \in [0,T^*], \\
\phi(t) - M(t,u), & t \in [-r,0].
\end{cases}
\]

For the purpose of simplifying our next proof processes, we give the following conclusions.

**Lemma 6.** Assume \( f(\cdot,u(\cdot)) \in C(I \times X \times L([-r,0],X),X) \) and \( \mu(\cdot) \in L^2(I,U) \). Then, \( \Pi(\cdot,u,u) \in C^1(I,X), \) and

\[
\|\Pi(t+h,u,\mu) - \Pi(t,u,\mu)\| 
\leq \int_0^h \left( (t-s)^{q-1} + (t+h-s)^{q-1} \right) \left( \|f(s,u(s),u_s)\| + \|B\mu(s)\| \right)\,ds \\
+ \int_t^{t+h} \left( (t+h-s)^{q-1} \left( \|f(s,u(s),u_s)\| + \|B\mu(s)\| \right) \right)\,ds \\
\leq \frac{h^q}{q} \left( \|f(\cdot,u(\cdot),u)\|_{C(I,X)} + \|B\|_{L^2(F,U)} \|\mu(\cdot)\|_{L^2} \right),
\]

which implies that \( \|\Pi(\cdot,u,\mu)\|_{C^1} \leq (2/q) \left( \|f(\cdot,u(\cdot),u)\|_{C(I,X)} + \|B\|_{L^2(F,U)} \|\mu(\cdot)\|_{L^2} \right) \) and \( \Pi(\cdot,u,\mu) \in C^1(I,X) \). The conclusion follows.

**Lemma 7.** Assume that conditions (H1) (i) and (H2)–(H4) hold. Then, the operator \( \Psi : \Omega \to \Omega \) is equicontinuous on \( f \).

**Proof.** Firstly, we prove that \( \Psi(\Omega) \subseteq \Omega \). In view of assumptions (H1) (i), (H2), and (H3) (ii), we can derive

\[
\|\mu_t(t)\| \leq N_2 \left( \|u_t\| + \|\phi(0)\|_{L^q} + G + \int_0^{T^*} \phi(T^* - s) \left( \|\phi(0)\|_{L^q} + G \right)\,ds \right) \\
+ N_2 \left( \int_0^{T^*} (T^* - s)^{q-1} \|f(s,u(s),u_s)\|_{L^q}\,ds + \int_0^{T^*} \phi(T^* - s) \left( \int_0^s (s-\eta)^{q-1} \|f(\eta,u(\eta),u_\eta)\|_{L^q}\,d\eta \right)\,ds \right) \\
\leq N_2 (\|u_t\| + \|\phi(0)\|_{L^q} + G + \|\phi\|_{L^1} \left( \|\phi(0)\|_{L^q} + G \right)) + N_2 \left( \frac{M_0 T^q}{q+1} \right) \leq N_2 (\|\phi\|_{L^1} + 1) \left( \|\phi(0)\|_{L^q} + G + \frac{M_0 T^q}{q+1} \right) + \|u_t\| = M_1, \quad t \in I.
\]
Observing (H2), for any \( u \in \Omega \) and \( t \in [0, T^*] \), we deduce

\[
\left\| \Pi (t, u, \mu_u) \right\|_{\mathcal{A}} \leq \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} \left\| f(s, u(s), u_0) \right\|_{\mathcal{A}} ds + \frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} \left\| B \mu_u (s) \right\|_{\mathcal{A}} ds
\]

\[
\leq \frac{M_0 T^{*q} + N_1 M_1 T^{*q}}{\Gamma(q+1)} = \frac{(M_0 + N_1 M_1 T^{*q})}{\Gamma(q+1)}.
\]

Then, this together with (24) indicates

\[
\left\| (\Psi u)(t) \right\|
\leq \left\| \phi(0) \right\|_{\mathcal{A}} + \left\| M(0, u) \right\|_{\mathcal{A}} + \left\| \Pi (t, u, \mu_u) \right\|_{\mathcal{A}} + \int_0^t \phi(t-s) \left( \left\| \phi(0) \right\|_{\mathcal{A}} + \left\| M(0, u) \right\|_{\mathcal{A}} + \left\| \Pi (s, u, \mu_u) \right\|_{\mathcal{A}} \right) ds
\]

\[
= \left\{ \begin{array}{c}
\int_0^r \left\| \phi(s) \right\|_{\mathcal{A}} ds + \int_0^t \left\| (\Psi u)(s) \right\|_{\mathcal{A}} ds, \quad t \leq r, \\
\int_r^t \left\| (\Psi u)(s) \right\|_{\mathcal{A}} ds, \quad t \geq r,
\end{array} \right.
\]

which infers that

\[
(\Psi u)(\tau_2) - (\Psi u)(\tau_1) = \Pi(\tau_2, u, \mu_u) - \Pi(\tau_1, u, \mu_u)
\]

\[
+ \int_0^{\tau_2} \Phi(\tau_2 - s) (\phi(0) - M(0, u)) ds - \int_0^{\tau_1} \Phi(\tau_1 - s) (\phi(0) - M(0, u)) ds
\]

\[
+ \int_0^{\tau_2} \Phi(\tau_2 - s) \Pi(s, u, \mu_u) ds - \int_0^{\tau_1} \Phi(\tau_1 - s) \Pi(s, u, \mu_u) ds.
\]

Clearly,
where

\[ \mathcal{B}_1 = \Pi(\tau_2, u, \mu_u) - \Pi(\tau_1, u, \mu_u), \]

\[ \mathcal{B}_2 = \int_0^{\tau_2} \hat{\mathcal{A}}(\tau_2 - s) (\phi(0) - M(0, u)) ds - \int_0^{\tau_1} \hat{\mathcal{A}}(\tau_1 - s) (\phi(0) - M(0, u)) ds, \]

\[ \mathcal{B}_3 = \int_0^{\tau_2} \hat{\mathcal{A}}(\tau_2 - s) \Pi(s, u, \mu_u) ds - \int_0^{\tau_1} \hat{\mathcal{A}}(\tau_1 - s) \Pi(s, u, \mu_u) ds. \]

(39)

Next, we shall show that \( \| \mathcal{B}_i \| \to 0 \) is independent of \( u \in \Omega \) as \( |\tau_1 - \tau_2| \to 0 \), \( i = 1, 2, 3 \). In fact, with regard to \( \mathcal{B}_1 \), we derive

\[ \| \mathcal{B}_1 \| \]

\[ \leq \left\| \int_0^{\tau_1} (\tau_2 - s)^{q-1} f(s, u(s), u_\phi) ds - \int_0^{\tau_1} (\tau_1 - s)^{q-1} f(s, u(s), u_\phi) ds \right\| + \int_0^{\tau_1} (\tau_2 - s)^{q-1} B \mu_u(s) ds - \int_0^{\tau_1} (\tau_1 - s)^{q-1} B \mu_u(s) ds \]

\[ \leq \int_0^{\tau_1} \left( (\tau_1 - s)^{q-1} - (\tau_2 - s)^{q-1} \right) \left\| (f(s, u(s), u_\phi) \right\|_\omega ds + \int_0^{\tau_1} (\tau_2 - s)^{q-1} \| B \mu_u(s) \|_\omega ds \]

\[ + \int_0^{\tau_1} ((\tau_1 - s)^{q-1} - (\tau_2 - s)^{q-1}) \| B \mu_u(s) \|_\omega ds \]

\[ \leq \frac{M_0}{q} \left( \tau_1^{q_0} - \tau_2^{q_0} \right) + \left( \int_0^{\tau_1} \left( f(s, u(s), u_\phi) \right) ds \right) + \frac{N_1}{q} \left( \tau_1^{q_0} - \tau_2^{q_0} + (\tau_2 - \tau_1)^{q_0} \right) \to 0, \text{ as } |\tau_1 - \tau_2| \to 0. \]

(40)

Notice that

\[ \mathcal{B}_2 = \int_0^{\tau_2} \hat{\mathcal{A}}(\tau_2 - s) (\phi(0) - M(0, u)) ds - \int_0^{\tau_1} \hat{\mathcal{A}}(\tau_1 - s) (\phi(0) - M(0, u)) ds \]

\[ = \int_0^{\tau_2 - \tau_1} \hat{\mathcal{A}}(\tau_2 - s) (\phi(0) - M(0, u)) ds + \int_0^{\tau_2 - \tau_1} \hat{\mathcal{A}}(\tau_2 - s) (\phi(0) - M(0, u)) ds - \int_0^{\tau_2 - \tau_1} \hat{\mathcal{A}}(\tau_1 - s) (\phi(0) - M(0, u)) ds \]

\[ = \int_0^{\tau_2 - \tau_1} \hat{\mathcal{A}}(\tau_2 - s) (\phi(0) - M(0, u)) ds. \]

(41)

According to Definition 4, we deduce

\[ \| \mathcal{B}_2 \| \leq \left( \| \phi(0) \|_\omega + \| M(0, u) \|_\omega \right) \int_0^{\tau_2 - \tau_1} \phi(\tau_2 - s) ds \]

\[ \leq \left( \| \phi(0) \|_\omega + G \right) \int_0^{\tau_2 - \tau_1} \phi(s) ds \to 0, \text{ as } |\tau_1 - \tau_2| \to 0. \]

(42)
From the proof process of Lemma 6 and (32), it follows that

$$\|S \| = \left\| \int_0^{r_2} \mathcal{S} \, ds - \int_0^{r_1} \mathcal{S} \, ds \right\|$$

$$\leq \left\| \int_0^{r_2} \mathcal{S} \, ds + \int_0^{r_1} \mathcal{S} \, ds \right\|$$

$$\leq \left\| \int_0^{r_2} \mathcal{S} \, ds + \int_0^{r_1} \mathcal{S} \, ds \right\|$$

$$\leq \left\| \int_0^{r_2} \mathcal{S} \, ds + \int_0^{r_1} \mathcal{S} \, ds \right\|$$

$$\leq \left\| \int_0^{r_2} \mathcal{S} \, ds + \int_0^{r_1} \mathcal{S} \, ds \right\|$$

(ii) If \(-r \leq r_1 \leq r_2 \leq 0\), then from the continuity of \(\phi(\cdot)\) and \((H3) (i)\), one has

$$\|\Psi(t) - \Psi(t)\| = \left\| \phi(t) - \phi(t) - \left( M(t, u) - M(t, u) \right) \right\|$$

$$\leq \left\| \phi(t) - \phi(t) \right\| + \left\| M(t, u) - M(t, u) \right\| 0, as \left| t_1 - t_2 \right| \longrightarrow 0.$$  

(iii) If \(-r \leq r_1 < r_2 \leq T^*\), then

$$\|\Psi(t) - \Psi(t)\|$$

$$\leq \left\| \Pi(t, u, \mu) \right\| + \left\| \Pi(t, u, \mu) \right\|$$

$$\leq \left\| \Pi(t, u, \mu) \right\| + \left\| \Pi(t, u, \mu) \right\|$$

$$\leq \left\| \Pi(t, u, \mu) \right\| + \left\| \Pi(t, u, \mu) \right\|$$

Thus, it implies that \(\|\Psi(t) - \Psi(t)\| \longrightarrow 0\), as \(t_1 \longrightarrow t_2 \longrightarrow 0\), for all \(u \in \Omega\). Consequently, \(\Psi : \Omega \longrightarrow \Omega\) is equicontinuous on \(T\).

**Lemma 8.** Let conditions \((H1) (i), (H2), (H3) (i), and (H4)\) be satisfied. Then, the operator \(\Psi : \Omega \longrightarrow \Omega\) is continuous.

**Proof.** It follows from Lemma 7 that \(\Psi(\Omega) \subseteq \Omega\). Next, we show that \(\Psi\) is continuous. Let \(\{v_n\} \) be a sequence such that \(v_n \longrightarrow v\) in \(\Omega\) as \(n \longrightarrow \infty\).

In view of condition \((H1) (i)\) and Lebesgue dominated convergence theorem, we have

$$\int_0^t (t-s)^{\gamma-1} \left\| f(s, v_n(s), v_n) - f(s, v(s), v) \right\| ds \longrightarrow 0, \forall t \in [0, T^*], as n \longrightarrow +\infty.$$  

Therefore, this together with the continuity of \(M(0,\cdot)\) implies
\[ \|B\mu_n(s) - B\mu_n(s)\| \leq N_1 N_2 \left[ \|M(0,v_n) - M(0,v)\| + \|\Pi_f(T^*,v_n) - \Pi_f(T^*,v)\| \right. \\
+ \int_0^{T^*} \varphi(T^*-s)\|M(0,v_n) - M(0,v)\| + \left. \|\Pi_f(s,v_n) - \Pi_f(s,v)\| \, ds \right] \]
\[ \leq N_1 N_2 \left[ \|M(0,v_n) - M(0,v)\| + \int_0^{T^*} (T^*-s)^{\sigma-1}\|f(s,v_n(s),(v_n_n)) - f(s,v(s),v_n)\| \, ds \right. \\
+ \int_0^{T^*} \varphi(T^*-s)\|M(0,v_n) - M(0,v)\| + \left. \int_0^{T^*} (s-\eta)^{\sigma-1}\|f(\eta,v_n(\eta),(v_n_n)) - f(\eta,v(\eta),v_n)\| \, d\eta \right) \, ds \]
\[ \rightarrow 0, \text{as } n \rightarrow +\infty. \]

Consequently, for each \( t \in [0,T^*] \), we have

\[ \|\nabla v_n(t) - \nabla v(t)\| \leq \left[ \|\nabla \Pi(t,v_n(t),\mu_n) - \nabla \Pi(t,v(t),\mu)\| \right. \\
+ \int_0^t \|\nabla \nabla \Pi(s,v_n(s),\mu_n) - \nabla \nabla \Pi(s,v(s),\mu)\| \, ds \right. \\
+ \int_0^t \|\nabla \nabla \Pi(s,v_n(s),\mu_n) - \nabla \nabla \Pi(s,v(s),\mu)\| \, ds \]
\[ + \int_0^t \varphi(t-s)\|\nabla \nabla \Pi(s,v_n(s),\mu_n) - \nabla \nabla \Pi(s,v(s),\mu)\| \, ds \]
\[ \rightarrow 0, \text{as } n \rightarrow +\infty. \]

From the analogous proof of equicontinuous for operator \( \Psi \) in Lemma 7 and the well-known Ascoli–Arzelà theorem, it is not difficult to obtain \( \|\nabla v_n - \nabla v\|_{C(I,X)} \rightarrow 0 \), as \( n \rightarrow +\infty \), i.e., \( \nabla v \) is continuous on \( \Omega \). This completes the proof.

We present now our main results of this paper.

**Theorem 1.** If assumptions (H1)-(H4) hold, then the fractional evolution (1) is completely controllable on \( I \).

**Proof.** Consider the operator \( \Psi \) defined as (28). In view of Lemma 1, it is enough to prove that when using the control \( \mu_n \), the operator \( \Psi \) has a fixed point \( u(t) \) which is exactly a mild solution of (1) on \( I \). From the verified fact \( u(T^*) = (\Psi u)(T^*) = u_1 \), it follows that the control \( \mu_n \) steers system (1) from the initial function \( \phi \) to \( u_1 \) in finite time \( T^* \). The complete controllability on \( I \) of system (1) is thus proved. To this end, we shall take advantage of Müntch fixed point theorem. The continuity of operator \( \Psi: \Omega \rightarrow \Omega \) is given by Lemma 8. In the next step, we demonstrate that Müntch’s condition holds for operator \( \Psi: \Omega \rightarrow \Omega \).

Let \( B = \overline{\Omega}(\Omega) \). It is not difficult to check that \( \Psi(B) \subseteq B \). Assume that bounded set \( D_0 \subseteq B \) is countable and \( D_0 \subseteq \overline{\Omega}(u_0) \cup \Psi(D_0) \), and we shall prove that \( \gamma(D_0) = 0 \).

From Lemma 7, it is easy to derive that \( \Psi(D_0) \) is equicontinuous on \( J \). Notice that \( D_0 \subseteq \overline{\Omega}(\{u_0\} \cup \Psi(D_0)) \), so \( D_0 \) is also equicontinuous on \( J \).

For any \( u \in D_0 \), let
\[ \Psi(u)(t) = \begin{cases} \Psi_1(u)(t) + \Psi_2(u)(t), & t \in [0,T^*], \\ \phi(t) - M(t,u), & t \in [-r,0], \end{cases} \]
\[ \Psi(u)(t) = \int_0^t \nabla \Psi(t-s)(\phi(0) - M(0,u) + \Pi(s,u,\mu)) \, ds. \]

No loss of generality, suppose \( D_0 = \{w_n\}_{n=1}^\infty \). From hypothesis (H1) (ii) and Lemma 5, for any \( s \in I \), it follows that
\[ \gamma(s,\{w_n(s)\}) \leq m(s)(\gamma(\{w_n(s)\}) + \gamma(\{w_n(s)\})) \]
\[ \leq m(s)(\gamma(\{w_n(s)\}) + \gamma(\{w_n(s)\})) \]
\[ \leq m(s)(\gamma(D_0) + r\gamma(D_0)) \]
\[ \leq m(s)(r + 1)\gamma(D_0). \]

Then, this indicates from Lemma 2 and Hölder inequality that
\[
\gamma(\{\Pi_f(t, w_n)\}) = \gamma\left(\frac{1}{\Gamma(q)} \int_0^t (t-s)^{q-1} f(s, w_n(s), (w_n)_s) ds\right)
\]
\[
\leq \frac{2}{\Gamma(q)} \int_0^t (t-s)^{q-1} \gamma(f(s, w_n(s), (w_n)_s)) ds
\]
\[
\leq \frac{2(r+1)}{\Gamma(q)} \int_0^t (t-s)^{q-1} m(s) ds \cdot \gamma(\{w_n\})
\]
\[
\leq \frac{2(r+1)}{\Gamma(q)} \left(\int_0^t (t-s)^{q-1} \right)_{1-\eta}^{1-\eta} \left(\int_0^t m(s) \right)_{1-\eta}^{1-\eta} \cdot \gamma(\{w_n\})
\]
\[
\leq \lambda T^* \gamma(D_0), \quad t \in [0, T^*].
\]

which together with Lemma 2, (H2) (ii), and (H3) (i) implies

\[
\gamma(\{\mu_{w_n}(s)\})
\]
\[
\leq p(s) \left[ \gamma(M(0, w_n)) + \gamma(\{\Pi_f(T^*, w_n)\}) + 2 \int_0^{T^*} \varphi(T^* - s) \left( \gamma(M(0, w_n)) + \gamma(\{\Pi_f(s, w_n)\}) \right) ds \right]
\]
\[
\leq p(s) (k + \lambda T^* \gamma(w_n) + 2\|\varphi\|_{L^1(0)} (k + \lambda T^* \gamma(w_n)))
\]
\[
\leq p(s) (k + \lambda T^* \gamma(1 + 2\|\varphi\|_{L^1(0)})) \gamma(D_0), \quad s \in [0, T^*].
\]

Thus, by using Hölder inequality again, one has

\[
\gamma(\{\Pi_n(t, \mu_{w_n})\}) \leq \frac{2N_1}{\Gamma(q)} \int_0^t (t-s)^{q-1} \gamma(\{\mu_{w_n}(s)\}) ds
\]
\[
\leq \frac{2N_1 (k + \lambda T^* \gamma) (1 + 2\|\varphi\|_{L^1(0)})}{\Gamma(q)} \int_0^t (t-s)^{q-1} p(s) ds dy(D_0)
\]
\[
\leq \frac{2N_1 L(k + \lambda T^* \gamma) (1 + 2\|\varphi\|_{L^1(0)})}{\Gamma(q)} \gamma(D_0), \quad t \in [0, T^*].
\]

Consequently, from the abovementioned, we can derive

\[
\gamma(\Psi_n(D_0)(t)) \leq \gamma(M(0, w_n)) + \gamma(\{\Pi_f(t, w_n)\}) + \gamma(\{\Pi_n(t, \mu_{w_n})\})
\]
\[
\leq k \gamma(D_0) + \lambda T^* \gamma(1 + 2\|\varphi\|_{L^1(0)} \gamma(D_0)
\]
\[
\leq (k + \lambda T^* \gamma) \left( 1 + \frac{2N_1 L(1 + 2\|\varphi\|_{L^1(0)})}{\Gamma(q)} \right) \gamma(D_0)
\]
\[
\leq (\lambda M T^* + k M) \gamma(D_0).
\]
For $t \in [0, T^*]$, also in view of Lemma 2, one obtains

$$
\gamma(\Psi_2(D_0)(t)) = \gamma \left( \int_0^t \mathfrak{S}(t-s)(\phi(0) - M(0, w_t) + \Pi(s, w_t, \mu_{w_t}))ds \right)
$$

$$
\leq 2 \left\| \mathfrak{S} \right\|_{L^{1}(I)} \left( \lambda MT^{q} + kM \right) \gamma(D_0).
$$

(56)

Then, by (55) and (56), we can infer

$$
\gamma(\Psi(D_0)(t)) \leq \gamma(\Psi_1(D_0)(t)) + \gamma(\Psi_2(D_0)(t))
$$

$$
\leq (\lambda MT^{q} + kM)\gamma(D_0)
$$

$$
+ 2\left\| \mathfrak{S} \right\|_{L^{1}(I)} \left( \lambda MT^{q} + kM \right) \gamma(D_0)
$$

$$
\leq \left( \lambda M + 2\left\| \mathfrak{S} \right\|_{L^{1}(I)} \right)T^{q} + kM \left( \lambda M + 2\left\| \mathfrak{S} \right\|_{L^{1}(I)} \right) \gamma(D_0),
$$

(57)

Besides, for $t \in [-r, 0]$, we have from (H3) (i) that

$$
\gamma(\Psi(D_0)(t)) \leq \gamma(\psi(t) - M(t, w_t))
$$

$$
\leq \gamma(\psi(t)) \leq k\gamma(\max_{t \in I}\gamma(D_0)).
$$

(58)

On the contrary, from the equicontinuity of $\Psi(D_0)$ on $J$, it follows that

$$
\gamma(\Psi(D_0)) = \max_{t \in I} \gamma(\psi(D_0)(t)).
$$

(59)

Consequently, by (24) and (57)–(59), one can derive

$$
\gamma(D_0) \leq \gamma(\omega(\{u_0\} \cup \Psi(D_0)) \leq \gamma(\Psi(D_0)) \leq \gamma(D_0),
$$

(60)

which deduces $\gamma(D_0) = 0$. Due to Lemma 2 (1) (i), we know that $D_0$ is relatively compact. Then, from Lemma 3, $\Psi$ has at least one fixed point $u \in B$. This shows that the complete controllability on $I$ for system (1) is valid. The proof is now completed.

Remark 3. (i) Different from some papers [21, 25, 44] utilizing the definition of mild solution by probability density functions which are initially presented by El-Borai [3], the way of making use of differentiable resolvent operators to define mild solution in this paper can avoid the complexity of definitions and properties related to the probability density functions and its associated characteristic solution operators; sometimes, the limitation of fractional order $q$ lying in $(0, 1)$ due to the probability density functions can be extricated. (ii) In a comparative way, nonlocal item in this paper has better application effect in physics. In practical applications, it may be given by $M(t, u) = \sum_{i=1}^{k} c_i u(t_\tau + t), \ t \in [-r, 0]$, where $c_i (i = 1, 2, \ldots, k)$ is a given constant and $0 < \tau_1 < \tau_2 < \cdots < \tau_n \leq T$. At time $t = 0$, we have $M(0, u) = \sum_{i=1}^{k} c_i u(t_\tau)$, which is exactly the case in [44].

4. An Example

As an application of our abstract results, we consider the following fractional partial differential nonlocal evolution equations with delay of the form:

$$
\begin{aligned}
\frac{\partial^{(\lambda)(\mu)}}{\partial t^{(\lambda)(\mu)}} u(t, r) &= \frac{\partial}{\partial t} u(t, r) + \frac{\partial}{\partial t} u(t, r) + \int_{-r}^{t} \eta(t-s)u(s, r)ds + \delta(t)u(t, r), \\
&\quad (t, r) \in [0, T] \times (0, \pi), \\
u(t, 0) &= u(t, \pi) = 0, \\
u(t, r) + \sum_{i=1}^{l} m_i \sin(u(c_i + t, r)) &= \phi(t, r),
\end{aligned}
$$

(61)

where $\eta \in C([0, T], R)$, $\eta \in L(([-r, T + r], R)$, $\delta$ denotes the characteristic function of some subinterval $D \subset [0, \pi]$, $\mu \in C([0, T] \times [0, \pi], R)$ and satisfies $\mu(t, 0) = \mu(t, \pi) = 0$ for $t \in [0, T]$. $m_i$ is a fixed constant for $i = 1, 2, \ldots, l$ satisfying $\sum_{i=1}^{l} m_i < 1$. $\phi \in C([-r, 0] \times [0, \pi], X)$, which satisfies

$$
\phi(t, 0) = \phi(t, \pi) = 0 \text{ for } t \in [-r, 0], \ X = C([0, \pi], R), \text{ and } \mathcal{D} = \{u \in X: u' \in X, u(0) = u(\pi) = 0\}, A \mu = u' \text{ for } u \in \mathcal{D}. 
$$

Thus, $A$ is an infinitesimal generator of a noncompact semigroup $\{T(t): t \geq 0\}$ which is given by $T(t)u(s) = u(t + s)$ for $u \in X$. Let
\[ D^{(1/3)} u(t)(r) = \frac{\partial^{(1/3)}}{\partial t^{(1/3)}} u(t, r), \]
\[ f(t, u(t), u_t)(r) = \frac{\partial f(t)}{\partial u} + \frac{1}{2} |u_t(r)|^2 + \int_{t-r}^t \eta(t-s) u(s) ds, \]
\[ u(t)(r) = u(t, r), \]
\[ B\mu(t)(r) = \delta(x)\mu(t, r), \]
\[ \phi(t)(r) = \phi(t, r), \]
\[ M(t, u)(r) = \sum_{i=1}^{l} m_i \sin(c_i + t, r)), \]
\[ \sum_{i=1}^{l} |m_i| < 1, \quad 0 < c_1 < c_2 < \cdots < c_l < T. \]

(62)

Under these assumptions, partial system (61) can be regarded as a control problem of the abstract form:
\[
\begin{cases}
D^{(1/3)} u(t) = A\mu(t) + f(t, u(t), u_t) + B\mu(t), & a.e. t \in I = [0, T], \\
u(t) + M(t, u) = \phi(t), & t \in [-r, 0].
\end{cases}
\]

(63)

For any \( t \in [-r, 0] \) and for any bounded set \( D \subset C([-r, T], X) \), we have that \( \gamma(M(t, D)) \leq \sum_{i=1}^{l} |m_i| \gamma(D) < \gamma(D) \), which indicates that \( M(t, \cdot) : C([-r, T], X) \rightarrow X \) is a strict \( k \)-set contraction with \( k = \sum_{i=1}^{l} |m_i| < 1 \). In addition, it is not difficult to verify that \( f, B, \) and \( M \) satisfy other assumptions of Theorem 1. Thus, system (61) is completely controllable on \([0, T]\).

5. Conclusions

In this work, complete controllability of a class of semilinear fractional nonlocal evolution systems with finite delay in Banach spaces is investigated by using properties of resolvent operators, theory of measure of noncompactness, and Mönch fixed point theorem. Under a weaker concept of complete controllability and a proper complete space we introduced, the controllability results of the addressed system are obtained without Lipschitz continuity and other growth conditions imposed on the nonlinearity and nonlocal item. In fact, the nonlinear function is only supposed to be continuous. Then, we improve and generalize some analogous results of fractional evolution systems such as [11, 21–25].
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