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Abstract

An $(r, \delta)$-locally repairable code ($(r, \delta)$-LRC for short) was introduced by Prakash et al.~[14] for tolerating multiple failed nodes in distributed storage systems, which was a generalization of the concept of $r$-LRCs produced by Gopalan et al.~[5]. An $(r, \delta)$-LRC is said to be optimal if it achieves the Singleton-like bound. Recently, Chen et al.~[2] generalized the construction of cyclic $r$-LRCs proposed by Tamo et al.~[19,20] and constructed several classes of optimal $(r, \delta)$-LRCs of length $n$ for $n | (q - 1)$ or $n | (q + 1)$, respectively in terms of a union of the set of zeros controlling the minimum distance and the set of zeros ensuring the locality. Following the work of [2,3], this paper first characterizes $(r, \delta)$-locality of a cyclic code via its zeros. Then we construct several classes of optimal cyclic $(r, \delta)$-LRCs of length $n$ for $n | (q - 1)$ or $n | (q + 1)$, respectively from the product of two sets of zeros. Our constructions include all optimal cyclic $(r, \delta)$-LRCs proposed in [2,3], and our method seems more convenient to obtain optimal cyclic $(r, \delta)$-LRCs with flexible parameters. Moreover, many optimal cyclic $(r, \delta)$-LRCs of length $n$ for $n | (q - 1)$ or $n | (q + 1)$, respectively such that $(r + \delta - 1) \nmid n$ can be obtained from our method.

1 Introduction

Let $\mathbb{F}_q$ be a finite field with size $q$ and $C$ an $[n, k]$ linear code over $\mathbb{F}_q$. The $i$-th code symbol of $C$ is said to have $r$-locality $(1 \leq r \leq k)$ if it can be recovered by accessing at most $r$ other code symbols in $C$, i.e., the $i$-th code symbol can be expressed as a linear combination of $r$ other code symbols. If all the code symbols of $C$ have locality $r$, then $C$ is called an $r$ locally repairable code ($r$-LRC for short). This concept was introduced firstly by Gopalan et al.~[5] for application of coding techniques to distributed storage systems. It was proved in [5,18] that the minimum distance of an $r$-LRC $C$ is upper bounded by

$$d(C) \leq n - k - \left\lceil \frac{k}{r} \right\rceil + 2.$$ (1)
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This bound is called the Singleton-like bound for LRCs. The linear codes meeting the above bound (1) are called optimal $r$-LRCs.

In order to deal with the situation that multiple node failures occur in a distributed storage system, Prakash et al. [14] introduced the concept of $(r, \delta)$-locality of linear codes, where $\delta \geq 2$, which generalized the notion of $r$-locality. The $i$-th code symbol of $C$ is said to have $(r, \delta)$-locality ($\delta \geq 2$), if there exists a subset $S_i \subset \{1, 2, \ldots, n\}$ such that $i \in S_i$, $|S_i| \leq r + \delta - 1$ and the punctured code $C|_{S_i}$ has the minimum distance $d(C|_{S_i}) \geq \delta$. The code $C$ is said to have $(r, \delta)$-locality or be an $(r, \delta)$-LRC if all the code symbols have $(r, \delta)$-localities. A Singleton-like bound for the minimum distance of an $(r, \delta)$-LRC is given as follows [14]:

$$d(C) \leq n - k - \left(\left\lfloor \frac{k}{r} \right\rfloor - 1\right) (\delta - 1) + 1. \tag{2}$$

Linear codes meeting this bound (2) are called optimal $(r, \delta)$-LRCs. Note that the notion of $r$-locality is a special case of the notion of $(r, \delta)$-locality for $\delta = 2$. In this case, the minimum distance bound (2) becomes to the bound (1).

In the last decade, many constructions of optimal LRCs have been proposed, for example see [2–12, 14–22] and references therein. A breakthrough construction of optimal LRCs was proposed by Tamo and Barg in [18] via a generalization of the classical construction of Reed-Solomon codes. Along this way, Tamo et al. [19,20] constructed a family of optimal cyclic $r$-LRCs of lengths $q - 1$ and its factors in terms of a union of the set of zeros controlling the minimum distance and the set of zeros ensuring the locality. Then their method was generalized to the $(r, \delta)$-locality case by Chen et al. [2] and they also constructed many optimal cyclic $(r, \delta)$-LRCs with lengths $q + 1$ and its factors by application of Berlekamp-Justesen codes. Very recently, many authors focused on constructions of optimal LRCs with unbounded length, for example see [4,9,11,12,17]. Among all known constructions of optimal cyclic $(r, \delta)$-LRCs, the condition of $(r + \delta - 1) \nmid n$ has to be hold. To the best of our knowledge, there is no result about the existence or construction of optimal cyclic $(r, \delta)$-LRCs such that $(r + \delta - 1) \not\mid n$.

Inspired by the work of [2,3], this paper aims to construct optimal cyclic $(r, \delta)$-LRCs in terms of the product of two sets of zeros of cyclic codes. First, we characterize $(r, \delta)$-locality of cyclic codes from their zeros and show that a cyclic code has $(r, \delta)$-locality if its complete defining set contains a product of two sets of zeros (see Theorem 3.3). By application of this result we propose several constructions of optimal cyclic $(r, \delta)$-LRCs of length $n$ for $n \mid (q - 1)$ or $n \mid (q + 1)$, respectively from the product of two sets of zeros of cyclic codes. All optimal cyclic $(r, \delta)$-LRCs proposed in [2,4] can be reconstructed from our method. It seems more convenient to obtain optimal cyclic $(r, \delta)$-LRCs with flexible parameters. Moreover, many optimal cyclic $(r, \delta)$-LRCs of length $n$ for $n \mid (q - 1)$ or $n \mid (q + 1)$, respectively such that $(r + \delta - 1) \not\mid n$ can be obtained from our constructions.

The rest of the paper is organized as follows. In Section 2, we review some preliminaries on cyclic codes and some known constructions of optimal cyclic $(r, \delta)$-LRCs. Section 3 characterizes $(r, \delta)$-locality of cyclic codes from their zeros. In Section 4, we construct optimal cyclic $(r, \delta)$-LRCs of lengths $q - 1$ and its factors in terms of the product of two sets of zeros. Section 5 constructs optimal cyclic $(r, \delta)$-LRCs of lengths $q + 1$ and its factors in terms of the product of two sets of zeros. Finally, Section 6 concludes this paper.
2 Preliminaries

2.1 Cyclic codes and their complete defining sets

An \([n, k]\) cyclic code \(C\) over the finite field \(\mathbb{F}_q\) is a \(k\)-dimensional linear subspace of \(\mathbb{F}_q^n\) satisfying the condition that \((c_{n-1}, c_0, \ldots, c_{n-2}) \in C\) whenever \((c_0, c_1, \ldots, c_{n-1}) \in C\). It is well known that any cyclic code \(C\) of length \(n\) over \(\mathbb{F}_q\) corresponds to an ideal of \(\mathbb{F}_q[x]/(x^n - 1)\), and can be expressed as \(C = \langle g(x) \rangle\), where \(g(x)\) is a monic polynomial over \(\mathbb{F}_q\) and \(g(x) | (x^n - 1)\). The \(g(x)\) is called the generator polynomial and \(h(x) = (x^n - 1)/g(x)\) is referred to as the parity-check polynomial of \(C\) [13]. It is clear that the dimension of \(C\) equals \(n - \deg(g(x))\). For any codeword \(c = (c_0, c_1, \ldots, c_{n-1}) \in C\), we correspond it to a polynomial \(c(x) = \sum_{i=0}^{n-1} c_i x^i \in \langle g(x) \rangle\). If \(n\) and \(q\) are co-prime, then \(g(x)\) is uniquely determined by the set of its roots. The zeros of \(g(x)\) are also called the zeros of \(C\), and \(Z_C = \{\alpha^j | g(\alpha^j) = 0, j = 1, 2, \ldots, n - k\}\) is called the complete defining set of \(C\), where \(\alpha\) is the \(n\)-th primitive root of unity in some extension of \(\mathbb{F}_q\).

In the next sections, adopt the following notation unless otherwise stated:

- \(q\) is a power of a prime and \(\mathbb{F}_q\) is a finite field of size \(q\).
- \(n\) is a positive integer with \((n, q) = 1\), \(d\) is the order of \(q\) modulo \(n\) and \(\mathbb{F}_{q^d}\) is the extension of \(\mathbb{F}_q\) with degree \(d\).
- \(\alpha\) is a primitive \(n\)-th root of unity in \(\mathbb{F}_{q^d}\) and \(R_n\) is the set of all \(n\)-th roots of unity.
- \(AB\) is the set \(\{\beta\gamma \mid \beta \in A, \gamma \in B\}\), where \(A, B\) are subsets of \(R_n\).

The operation of multiplying by \(q\) divides the integers modulo \(n\) into sets called \(q\)-cyclotomic cosets modulo \(n\). For an integer \(s\) with \(0 \leq s \leq n - 1\), the \(q\)-cyclotomic coset of \(s\) modulo \(n\) is defined by

\[
\left\{ s, sq, sq^2, \ldots, sq^{\ell_s - 1} \right\},
\]

where \(\ell_s\) is the smallest positive integer such that \(sq^{\ell_s} \equiv s \pmod{n}\). Let \(C_A\) be a cyclic code over \(\mathbb{F}_q\) of length \(n\) with the complete defining set \(A\) for some \(A \subset R_n\). Then the set of exponents \(j\) of \(\alpha\) such that \(\alpha^j \in A\), i.e., \(\{0 \leq j \leq n - 1 \mid \alpha^j \in A\}\) is a union of some \(q\)-cyclotomic cosets modulo \(n\), since the generator polynomial \(\prod_{a \in A} (x - a)\) of \(C_A\) is a monic divisor polynomial over \(\mathbb{F}_q\) of \(x^n - 1\).

**Definition 2.1** A subset \(\Omega = \{\alpha^{i_1}, \alpha^{i_2}, \ldots, \alpha^{i_k}\}\) of \(R_n\) is called a consecutive set of length \(\ell\) if a primitive \(n\)-th root \(\beta\) of unity and an exponent \(i\) exist such that \(\Omega = \{\beta^i, \beta^{i+1}, \ldots, \beta^{i+\ell-1}\}\).

The following lemmas are useful to establish our main results in this paper.

**Lemma 2.2** [BCH bound] Let \(C\) be an \([n, k, d]\) cyclic code over \(\mathbb{F}_q\) and \(\alpha\) a primitive \(n\)-th root of unity. If the complete defining set of \(C\) contains the following set

\[
\left\{ \alpha^u, \alpha^{u+b}, \ldots, \alpha^{u+(\delta-2)b} \right\},
\]

where \(b\) is a positive integer with \((b, n) = 1\) and \(u\) is a non-negative integer, then \(d \geq \delta\).
Lemma 2.3 \[\Box\] Betti-Sala bound] Let \(u, m, \delta\) be non-negative integers with \(m, \delta \geq 1\). Let \(C\) be an \([n, k, d]\) cyclic code over \(\mathbb{F}_q\) and \(\alpha\) a primitive \(n\)-th root of unity. If the complete defining set of \(C\) contains the following set,  
\[
\left\{ \alpha^u, \alpha^{u+1}, \ldots, \alpha^{u+m\delta-1} \right\} \bigcup_{i=0}^{m} \left\{ \alpha^{u+(m+i)\delta+1}, \alpha^{u+(m+i)\delta+2}, \ldots, \alpha^{u+(m+i)\delta+\delta-1} \right\},
\]
then \(d \geq m\delta + \delta\).

As the generalization of the BCH bound, the minimum distance bound on cyclic codes proposed in \(\Box\) can be generalized to the following case.

Lemma 2.4 Let \(u, m, b, \delta\) be non-negative integers with \(m, \delta \geq 1\). Let \(C\) be an \([n, k, d]\) cyclic code over \(\mathbb{F}_q\) and \(\alpha\) a primitive \(n\)-th root of unity. If the complete defining set of \(C\) contains the following set,  
\[
\left\{ \alpha^u, \alpha^{u+b}, \ldots, \alpha^{u+(m\delta-1)b} \right\} \bigcup_{i=0}^{m} \left\{ \alpha^{u+(m+i)\delta+b}, \alpha^{u+(m+i)\delta+2b}, \ldots, \alpha^{u+(m+i)\delta+\delta-1b} \right\},
\]
where \(\gcd(b, n) = 1\), then \(d \geq m\delta + \delta\).

**Proof.** Let \(\beta = \alpha^b\). Since \((b, n) = 1\), \(\beta\) is also a primitive \(n\)-th root of unity. So, \(\alpha^u = \beta^v\) for some integer \(v \in \{0, \ldots, n-1\}\). Then the complete defining set contains the following set:  
\[
\left\{ \beta^v, \beta^{v+1}, \ldots, \beta^{v+m\delta-1} \right\} \bigcup_{i=0}^{m} \left\{ \beta^{v+(m+i)\delta+1}, \beta^{v+(m+i)\delta+2}, \ldots, \beta^{v+(m+i)\delta+\delta-1} \right\}.
\]
The result follows from Lemma 2.3. \(\Box\)

The above lemmas recall the results on the bound of the minimum distance of cyclic codes from their zeros. Next, we further characterize the minimum distance of some cyclic codes in terms of their complete defining sets.

Lemma 2.5 Let \(C\) be an \([n, k]\) cyclic code over \(\mathbb{F}_q\) with the complete defining set \(Z \subset R_n\), then the minimum distance of the dual code of \(C\) is equal to the minimum distance of the cyclic code with the complete defining set \(R_n \setminus Z\).

**Proof.** Let \(g(x)\) denote the generator polynomial of \(C\) and \(Z\) its zero set. Then the set \(\{0 \leq j \leq n-1 \mid \alpha^j \in Z\}\) is a union of some \(q\)-cyclotomic cosets modulo \(n\). It is easy to see that the set \(\{0 \leq j \leq n-1 \mid \alpha^j \in R_n \setminus Z\}\) is also a union of some \(q\)-cyclotomic cosets modulo \(n\). Let \(C'\) denote the cyclic code of length \(n\) over \(\mathbb{F}_q\) with the complete defining set \(R_n \setminus Z\). Then the generator polynomial of \(C'\) is \(h(x) = (x^n - 1)/g(x) = \sum_{i=0}^{k} h_i x^i \in \mathbb{F}_q[x]\). Let \(C^\perp\) denote the dual of \(C\) and it can be generated by \(h^*(x) = \sum_{i=0}^{k} h_{k-i} x^i \in \mathbb{F}_q[x]\).

For any codeword \(c'(x) = \sum_{\ell=0}^{n-1} c_{\ell} x^\ell \in C'\) there exists \(a(x) = \sum_{i=0}^{n-k-1} a_i x^i \in \mathbb{F}_q[x]\) such that \(c'(x) = a(x)h(x)\). So,  
\[
c_{\ell} = \sum_{i+j=\ell} a_i h_j, \ 0 \leq i \leq n - k - 1, \ 0 \leq j \leq k.
\]
Let \( a^*(x) = \sum_{i=0}^{n-k-1} a_{n-k-1-i}x^i \), then \( c(x) = \sum_{\ell=0}^{n-1} c_\ell x^\ell = a^*(x)h^*(x) \in C^\perp \). So,

\[
c_\ell = \sum_{i+j=\ell} a_i h_j, \quad 0 \leq i \leq n-k-1, \quad 0 \leq j \leq k.
\] (4)

Comparing (3) and (4) we have \( c'_\ell = c_{n-1-\ell} \) for \( \ell = 0,1,\ldots,n-1 \). In other words, for a codeword \((c_0,c_1,\ldots,c_{n-1}) \in C'\), there always exists a codeword \((c_{n-1},c_{n-2},\ldots,c_0) \in C^\perp\), and vice versa. This completes the proof. \( \square \)

Below we give an example to illustrate Lemma 2.5.

**Example 2.6** Let \( q = 2^3 \), \( n = 7 \) and \( \alpha \in \mathbb{F}_8 \) be a primitive 7-th root of unity. Let \( C \) and \( C' \) be the cyclic codes over \( \mathbb{F}_8 \) with the complete defining sets \( \{\alpha^3, \alpha^4, \alpha^5\} \) and \( \{\alpha^0, \alpha^1, \alpha^2, \alpha^6\} \), respectively. Magma verifies that \( d' = d^\perp = 4 \), where \( d' \) and \( d^\perp \) denote the minimum distance of \( C' \) and the dual of \( C \), respectively. The experiment result is consistent with Lemma 2.5.

**Proposition 2.7** Let \( \tilde{C}_A \) denote the cyclic code of length \( n \) over \( \mathbb{F}_q \) with the complete defining set \( A \subset \mathbb{R}_n \). Let \( \tilde{\tilde{C}}_A \) denote the cyclic code of length \( n \) over \( \mathbb{F}_{q^d} \) with the same complete defining set \( A \), i.e., \( \tilde{\tilde{C}}_A \) is generated by the generator polynomial of \( \tilde{C}_A \) over \( \mathbb{F}_{q^d} \). Then \( d(C_A) = d(\tilde{C}_A) \), where \( d(C_A) \) and \( d(\tilde{C}_A) \) denote the minimum distance of \( C_A \) and \( \tilde{C}_A \), respectively.

**Proof.** Since \( C_A \) is the subfiled subcode of \( \tilde{\tilde{C}}_A \), \( d(C_A) \geq d(\tilde{C}_A) \). We only need to show \( d(C_A) \leq d(\tilde{C}_A) \). Let \( g(x) = \prod_{\beta \in A} (x-\beta) \) with degree \( n-k \), which generate \( C_A \) over \( \mathbb{F}_q \) and \( \tilde{\tilde{C}}_A \) over \( \mathbb{F}_{q^d} \), respectively, i.e.,

\[
C_A = \{g(x)f'(x)|f'(x) \in \mathbb{F}_q[x], \deg f'(x) \leq k-1\},
\]

\[
\tilde{\tilde{C}}_A = \{g(x)f(x)|f(x) \in \mathbb{F}_{q^d}[x], \deg f(x) \leq k-1\}.
\]

Since \( C_A \) is a cyclic code over \( \mathbb{F}_q \), \( g(x) \) is a polynomial over \( \mathbb{F}_q \), and assume that \( g(x) = \sum_{i=0}^{n-k} g_i x^i \in \mathbb{F}_q[x] \).

Suppose \( c(x) = \sum_{\ell=0}^{n-1} c_\ell x^\ell \) is a non-zero codeword of \( \tilde{\tilde{C}}_A \) with the minimum Hamming weight \( d(\tilde{\tilde{C}}_A) \), and \( c_\ell = 0 \) for \( \ell \in I \), where \( I \subset \{0,1,\ldots,n-1\} \) and \( |I| = n - d(\tilde{\tilde{C}}_A) \). There exists a non-zero polynomial \( f(x) = \sum_{j=0}^{k-1} f_j x^j \in \mathbb{F}_{q^d}[x] \) such that \( c(x) = g(x)f(x) \). So,

\[
c_\ell = \sum_{i+j=\ell} g_i f_j, \quad 0 \leq i \leq n-k, \quad 0 \leq j \leq k-1, \quad 0 \leq \ell \leq n-1.
\] (5)

Let \( \alpha_0, \alpha_1, \ldots, \alpha_{d-1} \) be a basis of \( \mathbb{F}_{q^d} \) over \( \mathbb{F}_q \). Each coefficient \( f_j \) of \( f(x) \) can be represented as follows:

\[
f_j = \sum_{t=0}^{d-1} f_{jt} \alpha_t, \quad 0 \leq j \leq k-1,
\] (6)
where \( f_{jt} \in \mathbb{F}_q \) for \( 0 \leq t \leq d - 1 \). From assumption and equation (5), for \( \ell \in I \) we have
\[
c_{\ell} = \sum_{i+j=\ell} g_i f_j = 0, \quad 0 \leq i \leq n-k, \ 0 \leq j \leq k-1.
\]

Substituting \( f_j \) in (6) into (7) we get
\[
\sum_{i+j=\ell} g_i f_j = \sum_{i+j=\ell} \left( \sum_{t=0}^{d-1} f_{jt} \alpha_t \right) g_i = \sum_{t=0}^{d-1} \left( \sum_{i+j=\ell} f_{jt} g_i \right) \alpha_t = 0,
\]
where \( 0 \leq i \leq n-k, \ 0 \leq j \leq k-1, \ \ell \in I \). So,
\[
\sum_{i+j=\ell} f_{jt} g_i = 0, \quad 0 \leq t \leq d - 1, \ \ell \in I.
\]

Since \( f(x) \) is non-zero, there is at least one non-zero \( k \)-tuple \((f_0, f_1, \ldots, f_{(k-1)i})\) for \( 0 \leq i \leq d-1 \). Assume that \((f_0, f_1, \ldots, f_{(k-1)i}) \in \mathbb{F}_q^k \) is a non-zero tuple and set \( f'(x) = \sum_{j=0}^{k-1} f_{jt} x^j \in \mathbb{F}_q[x] \). From (3) we find a codeword \( c'(x) = \sum_{\ell=0}^{n-1} c'_\ell x^\ell = f'(x) g(x) \in \mathcal{C}_A \) such that \( c'_\ell = 0 \) for \( \ell \in I \). So, \( d(\mathcal{C}_A) \leq d(\mathcal{C}_A) \). This completes the proof. \( \square \)

**Proposition 2.8** Let \( n \) be a positive integer with \( n \mid (q-1) \) and \( \mathcal{C} \) be a cyclic code over \( \mathbb{F}_q \) with the complete defining set \( Z \subset \mathcal{R}_n \). If \( Z \) contains a coset of a subgroup of \( \mathcal{R}_n \) with order \( \ell \) and \( \mathcal{R}_n \setminus Z \) contains a consecutive set of length \( \frac{n}{\ell} - 1 \), then the minimum distance of the dual of \( \mathcal{C} \) is exact \( \frac{n}{\ell} \).

**Proof.** Let \( \mathcal{C}^\perp \) and \( d' \) denote the dual of \( \mathcal{C} \) and the minimum distance of \( \mathcal{C}^\perp \), respectively. Let \( s = \frac{n}{\ell} \) and \( G = \langle \alpha^t \rangle \) be the subgroup of \( \mathcal{R}_n \) of order \( \ell \) and \( \alpha^t G \subset Z \) for some \( t \) with \( 0 \leq t \leq s-1 \). Consider an \( \ell \times n \) matrix as follows:
\[
\mathcal{M}(\alpha^t G) = \begin{pmatrix}
1 & \alpha^t & \alpha^{2t} & \cdots & \alpha^{(n-1)t} \\
1 & \alpha^{t+s} & \alpha^{2(t+s)} & \cdots & \alpha^{(n-1)(t+s)} \\
1 & \alpha^{t+2s} & \alpha^{2(t+2s)} & \cdots & \alpha^{(n-1)(t+2s)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha^{t+(\ell-1)s} & \alpha^{2(t+(\ell-1)s)} & \cdots & \alpha^{(n-1)(t+(\ell-1)s)}
\end{pmatrix}.
\]

It is clear that each vector in the row space of \( \mathcal{M}(\alpha^t G) \) is in \( \mathcal{C}^\perp \). Since
\[
\sum_{i=0}^{\ell-1} \alpha^{jt+t} = \alpha^t \sum_{i=0}^{\ell-1} \alpha^{ij} = \left\{ \begin{array}{ll}
\ell \alpha^t, & \text{if } \ell \mid j, \\
0, & \text{otherwise},
\end{array} \right.
\]
where \( j = 0, 1, \ldots, n-1 \). Adding up all rows in \( \mathcal{M}(\alpha^t G) \) we get a codeword in \( \mathcal{C}^\perp \) with Hamming weight \( s \). On the other hand, there exists a consecutive set of length \( s - 1 \) in \( \mathcal{R}_n \setminus Z \). By Lemma 2.5 and Lemma 2.2, \( d' \geq s \). So, \( d' = s \). \( \square \)
2.2 Some known constructions of optimal cyclic \((r, \delta)\)-LRCs

Tamo et al. [19][20] constructed a class of optimal cyclic \(r\)-LRCs with lengths \(q - 1\) and its factors based on Reed-Solomon codes. Immediately, Chen et al. [2] generalized this construction to the case of cyclic \((r, \delta)\)-LRCs. Moreover, they firstly constructed several classes of cyclic \((r, \delta)\)-LRCs with lengths \(q + 1\) and its factors by application of Berlekamp-Justesen codes. In this section, we recall the construction of optimal cyclic \((r, \delta)\)-LRCs with lengths \(q - 1\) and its factors in [2], and the case of lengths \(q + 1\) and its factors is referred to [2,3].

Lemma 2.9 [2, Proposition 6] Let \(n, r, \delta\) be positive integers such that \(n \mid (q-1), (r+\delta-1)\mid n\) and \(C\) be a cyclic code of length \(n\) over \(\mathbb{F}_q\) with the complete defining set \(Z\). Let \(0 \leq l_1 < l_2 < \cdots < l_{\delta-1} \leq r+\delta-2\) be an arithmetic progression with \(\delta-1\) items and the common difference \(b\), where \((b, n) = 1\). If \(Z\) contains some cosets of the group of \(\nu\)-th roots of unity \(\cup_l L_l\), where \(L_l = \{\alpha^i \mid i \mod (r+\delta-1) = l\}\), \(l = l_1, \ldots, l_{\delta-1}\) and \(\nu = n/(r+\delta-1)\), then \(C\) has \((r, \delta)\)-locality.

Lemma 2.10 [2, Construction 7] Let \(r, \delta\) be positive integers such that \((r+\delta-1)\mid n\). Let \(\alpha \in \mathbb{F}_q\) be a primitive \(n\)-th root of unity, where \(n \mid (q-1)\). Let \(0 \leq l_1 < l_2 < \cdots < l_{\delta-1} \leq r+\delta-2\) be an arithmetic progression with \(\delta-1\) items and the common difference \(b\), where \((b, n) = 1\). Suppose \(r \mid k\) and let \(\mu = \frac{k}{r}\). Consider the following sets of elements of \(\mathbb{F}_q\):

\[
L_l = \{\alpha^i \mid i \mod (r+\delta-1) = l\}, \ l = l_1, l_2, \ldots, l_{\delta-1}
\]

and \(D = \{\alpha^{i+\mu b} \mid e = 0, 1, \ldots, n - \mu(r+\delta-1) + \delta - 2\}\), where \(\alpha^l \in L_{l_1}\). Then the cyclic code \(C\) with the complete defining set \((\cup_l L_l) \cup D\) is an optimal cyclic \((r, \delta)\)-LRC with length \(n\), dimension \(k\) and minimum distance \(n - k + 1 - (\mu - 1)(\delta - 1)\).

3 \((r, \delta)\)-locality of cyclic codes

It is known that any cyclic code \(C\) over \(\mathbb{F}_q\) has \(r\)-locality, where \(r = d^\perp - 1\), and \(d^\perp\) is the minimum distance of the dual of \(C\). In this section, we generalize this result and characterize the \((r, \delta)\)-locality of cyclic codes in terms of their zeros. To this end, we first analyze the \((r, \delta)\)-locality of cyclic codes from their parity check matrices.

Lemma 3.1 Let \(r, \delta\) be positive integers and \(C\) an \([n, k]\) cyclic code over \(\mathbb{F}_q\). Then \(C\) has \((r, \delta)\)-locality if and only if there exists a \(t \times n\) matrix \(H\) over \(\mathbb{F}_q\) with only \(r+\delta-1\) (\(\leq n\)) non-zero columns whose rows are codewords in \(C^\perp\) such that any \(\delta-1\) non-zero columns are linearly independent over \(\mathbb{F}_q\).

Proof. Assume that \(H\) is a \(t \times n\) matrix over \(\mathbb{F}_q\) with only \(r+\delta-1\) non-zero columns whose rows are codewords in \(C^\perp\) such that any \(\delta-1\) non-zero columns of \(H\) are linearly independent over \(\mathbb{F}_q\). Denote the index set of all non-zero columns of \(H\) by \(I\) and \(|I| = r+\delta-1\). Let \(C|_I\) denote the punctured code of \(C\) over the coordinate set \(I\). If we can show that \(\delta(C|_I) \geq \delta\), then \(C\) has \((r, \delta)\)-locality for the coordinates in \(I\). Since \(C\) is a cyclic code, each coordinate of the
codeword has \((r, \delta)\)-locality. Let \(\mathcal{C}(H)\) denote the linear code such that \(H\) is the parity-check matrix. Let \(H_I\) denote the submatrix consisting of columns of \(H\) whose support is \(I\). Then \(d(\mathcal{C}(H|_I)) \geq \delta\). It is easy to show that \(\mathcal{C}|_I \subseteq \mathcal{C}(H|_I)\). So, \(d(\mathcal{C}|_I) \geq \delta\).

Conversely, let \(I\) be a recover set for some coordinate \(i \in [n]\) and \(|I| = r + \delta - 1\), where \([n] = \{1, 2, \ldots, n\}\). Let \(G\) be the generator matrix of \(\mathcal{C}\), then \(G|_I\) generates \(\mathcal{C}|_I\). Let \(H'\) be the matrix such that \(H'|_I\) is the parity-check matrix of \(\mathcal{C}|_I\), and \(H'|_{[n]|_I}\) is a zero matrix. Then we have \(H'G^T = 0\), so the rows of \(H'\) are codewords of \(\mathcal{C}^\perp\), and the number of non-zero columns of \(H'\) is \(r + \delta - 1\). Moreover, since \(\mathcal{C}\) has \((r, \delta)\)-locality, any \(\delta - 1\) non-zero columns of \(H'\) are linearly independent over \(\mathbb{F}_q\).

In general, the zeros of a cyclic code of length \(n\) over \(\mathbb{F}_q\) are in the extension \(\mathbb{F}_{q^d}\) of \(\mathbb{F}_q\), where \(d\) is the order of \(q\) modulo \(n\). To characterize the \((r, \delta)\)-locality of cyclic codes in terms of their zeros, we still need the following lemma.

**Lemma 3.2** Let \(\bar{\mathcal{C}}\) be an \([n, k]\) cyclic code over \(\mathbb{F}_{q^d}\) and \(\mathcal{C}\) denote the subfield subcode of \(\bar{\mathcal{C}}\) over \(\mathbb{F}_q\), where \(d\) is the order of \(q\) modulo \(n\). If \(\bar{\mathcal{C}}\) has \((r, \delta)\)-locality, then \(\mathcal{C}\) also has \((r, \delta)\)-locality.

**Proof.** Since \(\bar{\mathcal{C}}\) has \((r, \delta)\)-locality, from Lemma 3.1 there exists a matrix \(H = (a_{ij})_{t \times n}\) over \(\mathbb{F}_{q^d}\) with only \(r + \delta - 1\) non-zero columns whose rows are codewords in \(\bar{\mathcal{C}}^\perp\) such that any \(\delta - 1\) non-zero columns are linearly independent over \(\mathbb{F}_{q^d}\), where \(\bar{\mathcal{C}}^\perp\) denote the dual of \(\bar{\mathcal{C}}\). Let \([a_{ij}]\) denote the column vector in \(\mathbb{F}_{q^d}\) corresponding to \(a_{ij}\) for \(i = 1, 2, \ldots, t, j = 1, 2, \ldots, n\). Then \([H] = ([a_{ij}])_{t \times n}\) is a \(td \times n\) matrix over \(\mathbb{F}_q\). For each codeword \(c \in \mathcal{C}\), we have \([H] \cdot c^T = 0\). So, each row of \([H]\) is a codeword of the dual of \(\mathcal{C}\). Since \(H\) has only \(r + \delta - 1\) non-zero columns and any \(\delta - 1\) columns among them are \(\mathbb{F}_{q^d}\)-linear independent, \([H]\) also has only \(r + \delta - 1\) non-zero columns and any \(\delta - 1\) columns among them are \(\mathbb{F}_q\)-linear independent. By Lemma 3.1, \(\bar{\mathcal{C}}\) has \((r, \delta)\)-locality. □

**Theorem 3.3** Let \(d\) be the order of \(q\) modulo \(n\), \(A\) and \(B\) be two subsets of \(\mathcal{R}_n \subset \mathbb{F}_{q^d}\) such that \(d^A \geq d_B\), where \(d^A\) and \(d_B\) denote the minimum distance of the dual of the cyclic code of length \(n\) over \(\mathbb{F}_{q^d}\) with the complete defining set \(A\) and the cyclic code of length \(n\) over \(\mathbb{F}_{q^d}\) with the complete defining set \(B\), respectively. If the complete defining set of a cyclic code \(\mathcal{C}\) of length \(n\) over \(\mathbb{F}_q\) contains \(AB\), then \(\mathcal{C}\) has \((d^A_A - d_B + 1, d_B)\)-locality.

**Proof.** Let \(\bar{\mathcal{C}}\) be the cyclic code of length \(n\) over \(\mathbb{F}_{q^d}\) generated by the generator polynomial of \(\mathcal{C}\) over \(\mathbb{F}_q\). It is easy to see that \(\mathcal{C}\) is the subfield subcode of \(\bar{\mathcal{C}}\). By Lemma 3.2 we only need to show that \(\bar{\mathcal{C}}\) has \((d^A_A - d_B + 1, d_B)\)-locality.

Let \(A = \{\alpha^{i_1}, \alpha^{i_2}, \ldots, \alpha^{i_u}\} \subset \mathcal{R}_n\). Let \(\bar{\mathcal{C}}^\perp_A\) and \(d^A_A\) denote the dual of the cyclic code of length \(n\) over \(\mathbb{F}_{q^d}\) with the complete defining set \(A\) and the minimum distance of \(\bar{\mathcal{C}}^\perp_A\), respectively. Set

\[
\mathcal{M}(A) = \begin{pmatrix}
1 & \alpha^{i_1} & \alpha^{2i_1} & \cdots & \alpha^{(n-1)i_1} \\
1 & \alpha^{i_2} & \alpha^{2i_2} & \cdots & \alpha^{(n-1)i_2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha^{i_u} & \alpha^{2i_u} & \cdots & \alpha^{(n-1)i_u}
\end{pmatrix}.
\]
It is clear that $\mathcal{M}(A)$ is the generator matrix of $\overline{C}_A^\perp$. Let $h_0$ denote a non-zero codeword in $\overline{C}_A^\perp$ with the minimum weight, and $c_1, c_2, \ldots, c_u \in \mathbb{F}_{q^d}$ be the coefficients of each row of $\mathcal{M}(A)$ respectively in the linear combination of expression of $h_0$. If we set $f(x) = c_1x^{v_1} + c_2x^{v_2} + \cdots + c_u x^{v_u}$, then

$$h_0 = (f(1), \ f(\alpha), \ f(\alpha^2), \ \ldots, \ f(\alpha^{n-1})),$$

and the weight of $h_0$ is $d_{A}^\perp$.

Let $B = \{\alpha^{j_1}, \alpha^{j_2}, \ldots, \alpha^{j_v}\} \subset \mathcal{R}_n$ and $\overline{C}_B$ denote the cyclic code of length $n$ over $\mathbb{F}_{q^d}$ with the complete defining set $B$. Then $\overline{C}_B$ has the following parity-check matrix:

$$\mathcal{M}(B) = \begin{pmatrix}
1 & \alpha^{j_1} & \alpha^{2j_1} & \ldots & \alpha^{(n-1)j_1} \\
1 & \alpha^{j_2} & \alpha^{2j_2} & \ldots & \alpha^{(n-1)j_2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha^{j_v} & \alpha^{2j_v} & \ldots & \alpha^{(n-1)j_v}
\end{pmatrix}.$$ 

For any $e \in \{1, 2, \ldots, v\}$, consider the following matrix associated with $A\alpha^{j_e}$:

$$\mathcal{M}(A\alpha^{j_e}) = \begin{pmatrix}
1 & \alpha^{i_1+j_e} & \alpha^{2(i_1+j_e)} & \ldots & \alpha^{(n-1)(i_1+j_e)} \\
1 & \alpha^{i_2+j_e} & \alpha^{2(i_2+j_e)} & \ldots & \alpha^{(n-1)(i_2+j_e)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha^{i_u+j_e} & \alpha^{2(i_u+j_e)} & \ldots & \alpha^{(n-1)(i_u+j_e)}
\end{pmatrix}.$$ 

Using the same coefficients as in the expression of $h_0$ to make a linear combination of rows of $\mathcal{M}(A\alpha^{j_e})$ we get

$$h_e = (f(1), \ \alpha^{j_e} f(\alpha), \ \alpha^{2j_e} f(\alpha^2), \ \ldots, \ \alpha^{(n-1)j_e} f(\alpha^{n-1})), \quad 1 \leq e \leq v.$$ 

Since the powers of $\alpha$ are non-zero, $h_e$ shares the same support with $h_0$, whose index set is denoted by $I = \{s_1, s_2, \ldots, s_t\}$, where $t = d_{A}^\perp$.

Let $H$ be a matrix whose $e$-th row is $h_e$ for $e = 1, 2, \ldots, v$, which comes from the row space of $\mathcal{M}(AB)$, where $\mathcal{M}(AB)$ is an $|AB| \times n$ matrix from the set $AB$ as that $\mathcal{M}(A)$ is from $A$. It is clear that each row of $H$ is a codeword of the dual of $\overline{C}$. All non-zero columns of $H$ form an $v \times t$ matrix as following:

$$H_I = \begin{pmatrix}
\alpha^{s_1j_1} f(\alpha^{s_1}) & \alpha^{s_2j_1} f(\alpha^{s_2}) & \ldots & \alpha^{s_tj_1} f(\alpha^{s_t}) \\
\alpha^{s_1j_2} f(\alpha^{s_1}) & \alpha^{s_2j_2} f(\alpha^{s_2}) & \ldots & \alpha^{s_tj_2} f(\alpha^{s_t}) \\
\vdots & \vdots & \ddots & \vdots \\
\alpha^{s_1j_v} f(\alpha^{s_1}) & \alpha^{s_2j_v} f(\alpha^{s_2}) & \ldots & \alpha^{s_tj_v} f(\alpha^{s_t})
\end{pmatrix}.$$ 

Since $\mathcal{M}(B)$ is a parity-check matrix of $\overline{C}_B$, any $d_B - 1$ columns of $\mathcal{M}(B)$ are linearly independent over $\mathbb{F}_{q^d}$. So, any $d_B - 1$ columns of $H_I$ are linearly independent over $\mathbb{F}_{q^d}$. By Lemma 3.1, the cyclic code $\overline{C}$ has $(d_{A}^\perp - d_B + 1, d_B)$-locality. \hfill \Box
Remark 3.4 Let \( C_A \) denote the cyclic code of length \( n \) over \( \mathbb{F}_q \) with the complete defining set \( A \subset \mathcal{R}_n \). Set \( B = \{1\} \) in Theorem 3.3. Then \( AB = A \) and \( d_B = 2 \). From Theorem 3.3 we know that \( C_A \) has \( (d_A^k - 1, 2) \)-locality, where \( d_A^k \) is the minimum distance of the dual of the cyclic code of length \( n \) over \( \mathbb{F}_{q^d} \) with the complete defining set \( A \). Since the set \( \{0 \leq j \leq n - 1 \mid \alpha^j \in A\} \) is a union of some \( q \)-cyclotomic cosets modulo \( n \), \( d_A^k \) is also the minimum distance of the dual of \( C_A \) by Lemma 2.3 and Proposition 2.7. So, Theorem 3.3 is a generalization of \( r \)-locality of cyclic codes.

Remark 3.5 Follow the notation in Lemma 2.9 and let \( B = \{1, \alpha^b, \alpha^{2b}, \ldots, \alpha^{(\delta - 2)b}\} \) and \( A = \alpha^{l_1} (\alpha^r + \delta - 1) \) be two subsets of \( \mathcal{R}_n \). It is easy to verify that the set \( \cup_l L_l \) in Lemma 2.9 can be rewritten as
\[
\bigcup_{l = l_1}^{l_2} L_l = AB.
\]

Let \( C_A \) denote the cyclic code of length \( n \) over \( \mathbb{F}_q \) with the complete defining set \( A \). Proposition 2.7 implies that the minimum distance of the dual of \( C_A \), \( d_A^1 = r + \delta - 1 \). From the BCH bound and Singleton bound we see \( d_B = \delta \). By Theorem 3.3, the cyclic codes whose complete defining set contain the set \( \cup_{l = l_1}^{l_2} L_l \) have \((r, \delta)\)-locality. So, Lemma 2.9 is a special case of Theorem 3.3.

The following corollary provide a way to construct cyclic \((r, \delta)\)-LRCs over \( \mathbb{F}_q \) of length \( n \) via two known cyclic codes over \( \mathbb{F}_q \) of length \( n \).

Corollary 3.6 Let \( C_A \) and \( C_B \) denote two cyclic codes of length \( n \) over \( \mathbb{F}_q \) with the complete defining sets \( A, B \subset \mathcal{R}_n \), respectively, which satisfy \( d_A^1 > d_B \), where \( d_A^1 \) and \( d_B \) are the minimum distance of the dual of \( C_A \) and \( C_B \), respectively. Then the cyclic code \( C_{AB} \) over \( \mathbb{F}_q \) with the complete defining set \( AB \) has \((d_A^1 - d_B + 1, d_B)\)-locality.

Proof. Assume that the order of \( q \) modulo \( n \) is \( d \), then \( \mathcal{R}_n \subset \mathbb{F}_{q^d} \). Set \( K_1 = \{0 \leq \ell \leq n - 1 \mid \alpha^\ell \in A\} \) and \( K_2 = \{0 \leq s \leq n - 1 \mid \alpha^s \in B\} \). Then \( AB = \{\alpha^i \mid i \equiv \ell + s \mod n, \ell \in K_1, s \in K_2\} \). It is easy to verify that the set \( \{0 \leq i \leq n - 1 \mid \alpha^i \in AB\} \) is a union of some \( q \)-cyclotomic cosets modulo \( n \). So, the generator polynomial of \( C_{AB} \) is over \( \mathbb{F}_q \). By Theorem 3.3 we know \( C_{AB} \) has \((d_A^1 - d_B + 1, d_B)\)-locality, where \( d_A^1 \) and \( d_B \) are the minimum distances of the dual of the cyclic code over \( \mathbb{F}_{q^d} \) with the complete defining set \( A \) and the cyclic code over \( \mathbb{F}_{q^d} \), respectively. By Lemma 2.3 and Proposition 2.7, \( d_A^1 \) and \( d_B \) are also the minimum distance of the dual of the cyclic code over \( \mathbb{F}_q \) with the complete defining set \( A \) and the cyclic code over \( \mathbb{F}_q \) with the complete defining set \( B \), respectively.

Below we give an example to illustrate Corollary 3.5.

Example 3.7 Let \( n = 31 \), \( q = 2 \) and \( \alpha \) be a root of \( x^5 + x^2 + 1 \), which is a 31-th primitive root of unity in \( \mathbb{F}_{2^{32}} \). Let \( C_A = \langle x^6 + x^5 + x^3 + x^2 + x + 1 \rangle \) and \( C_B = \langle x^5 + x^4 + x^2 + x + 1 \rangle \) be two cyclic codes of length 31 over \( \mathbb{F}_2 \). The cyclic codes \( C_A \) and \( C_B \) have the complete defining sets \( A = \{\alpha^0, \alpha^1, \alpha^2, \alpha^4, \alpha^8, \alpha^{16}\} \) and \( B = \{\alpha^5, \alpha^{10}, \alpha^{20}, \alpha^9, \alpha^{18}\} \) respectively. Magma shows...
that \( d_A^\perp = 15 \), which is the minimum distance of the dual of \( C_A \), and \( d_B = 3 \), which is the minimum distance of \( C_B \). It is easy to see that

\[
AB = \{ \alpha^3, \alpha^6, \alpha^{12}, \alpha^{24}, \alpha^{17}, \alpha^5, \alpha^{10}, \alpha^9, \alpha^{18}, \alpha^7, \alpha^{14}, \alpha^{28}, \alpha^{25}, \alpha^{19}, \alpha^{11}, \alpha^{22}, \alpha^{13}, \alpha^{26}, \alpha^{21} \}
\]

and \( g(x) = \prod_{\beta \in AB} (x - \beta) = x^{20} + x^{19} + x^{17} + x^{15} + x^{14} + x^{13} + x^{10} + x^7 + x^6 + x^5 + x^3 + x + 1 \). Corollary 3.6 implies that \( \langle g(x) \rangle \) is a cyclic code over \( \mathbb{F}_2 \) and has \((13, 3)\)-locality.

4 Optimal cyclic \((r, \delta)\)-LRCs with length \( n \) for \( n \mid (q - 1) \)

In this section we assume that \( n \mid (q - 1) \). In this case we know that all \( n \)-th roots of unity are in \( \mathbb{F}_q \), i.e., \( \mathcal{R}_n \subset \mathbb{F}_q \). Let \( A, B \) and \( AB \) be subsets of \( \mathcal{R}_n \). In the following we denote \( C_A, C_B \) and \( C_{AB} \) the cyclic codes of length \( n \) over \( \mathbb{F}_q \) with the complete defining sets \( A, B \) and \( AB \), respectively, and denote \( d_A^\perp \) and \( d_B \) the minimum distance of the dual of \( C_A \) and \( C_B \), respectively. The \((r, \delta)\)-locality of \( C_{AB} \) is known from Theorem 3.3. Below we construct optimal cyclic \((r, \delta)\)-LRCs of the form \( C_{AB} \) by choosing proper subsets \( A, B \subset \mathcal{R}_n \). Specifically, we set \( B = \{ 1, \alpha^b, \alpha^{2b}, \ldots, \alpha^{(\delta-2)b} \} \) for some positive integer \( b \) with \((b, n) = 1 \). By application of the BCH bound and Betti-Sala bound \( [\mathbb{I}] \), we obtain optimal cyclic LRCs via choosing a proper subset \( A \subset \mathcal{R}_n \). In particular, we show that there exist optimal cyclic \((r, \delta)\)-LRCs satisfying \((r + \delta - 1) \nmid n \).

4.1 The construction from the BCH bound

In this subsection, we give a generic construction of optimal cyclic \((r, \delta)\)-LRCs by using the BCH bound on cyclic codes.

**Theorem 4.1** Let \( \delta, b, s, n \) be positive integers and \( \alpha \) be a primitive \( n \)-th root of unity, where \( n \mid (q - 1) \), \((b, n) = 1\) and \( \delta \geq 2 \). Consider the following subsets of \( \mathcal{R}_n \):

\[
A = \{ \alpha^t, \alpha^{t+b}, \ldots, \alpha^{t+(m-1)b}, \alpha^{t+i_1b}, \alpha^{t+i_2b}, \ldots, \alpha^{t+i_sb} \}, \quad B = \{ 1, \alpha^b, \alpha^{2b}, \ldots, \alpha^{(\delta-2)b} \},
\]

where \( t \in \{ 0, 1, \ldots, n - 1 \} \), \( m - 1 + \delta \leq i_1 < i_2 < \cdots < i_s \leq n - \delta \) and \( i_{\ell+1} - i_{\ell} \geq \delta \) for \( \ell = 1, 2, \ldots, s - 1 \). Then the code \( C_{AB} \) is a cyclic \((d_A^\perp - \delta + 1, \delta)\)-LRC with dimension \( k = n - m + 1 - (s + 1)(\delta - 1) \), where \( d_A^\perp \) is the minimum distance of the dual of \( C_A \), which is the cyclic code of length \( n \) over \( \mathbb{F}_q \) with the complete defining set \( A \). Moreover, if \( \lceil \frac{s}{2} \rceil = s + 1 \), where \( r = d_A^\perp - \delta + 1 \), then \( C_{AB} \) is an optimal \((r, \delta)\)-LRC and has the minimum distance \( m + \delta - 1 \).

**Proof.** Let \( C_B \) and \( d_B \) denote the cyclic code with the complete defining set \( B \) and the minimum distance of \( C_B \), respectively. By the BCH and Singleton bound theorems, \( d_B = \delta \). Since \( i_{\ell+1} - i_{\ell} \geq \delta \), \( \mathcal{R}_n \setminus A \) contains a consecutive set of length at least \( \delta - 1 \). By Lemma 2.5
we know $d_A^1 \geq \delta$. From Theorem 3.3 we see that $C_{AB}$ has $(d_A^1 - \delta + 1, \delta)$-locality. It is easy to show that

$$AB = \left\{ \alpha^t, \alpha^{t+b}, \alpha^{t+2b}, \ldots, \alpha^{t+(m-\delta+2)b} \right\} \bigcup \left\{ \alpha^{t+i_1b}, \alpha^{t+(i_1+1)b}, \ldots, \alpha^{t+(i_1+\delta-2)b} \right\}.$$  

So, the dimension of $C_{AB}$ is equal to $k = n - |AB| = n - m + 1 - (s + 1)(\delta - 1)$. When $[\frac{k}{r}] = s + 1$, by the Singleton-like bound of LRCs, we have the minimum distance of $C_{AB}$, $d_{AB} \leq n - k - ([\frac{k}{r}] - 1)(\delta - 1) + 1 = m + \delta - 1$. On the other hand, there exists a consecutive set of length $m + \delta - 2$ in the complete defining set of $C_{AB}$. From the BCH bound we get $d_{AB} \geq m + \delta - 1$. So, $d_{AB} = m + \delta - 1$ and $C_{AB}$ is optimal.

To construct optimal cyclic $(r, \delta)$-LRCs of length $n$ over $\mathbb{F}_q$, it is crucial to design proper subsets $A, B \subset \mathcal{R}_n$ such that $[\frac{k}{r}] = s + 1$ by Theorem 4.1 where $k$ is the dimension of $C_{AB}$ over $\mathbb{F}_q$ and $r = d_A^1 - \delta + 1$. We will provide a choice of subsets $A, B \subset \mathcal{R}_n$ in the following corollary.

**Corollary 4.2** Follow the notation in Theorem 4.1 and assume $(r + \delta - 1) \mid n$. Let $\nu = n/(r + \delta - 1)$ and $B = \{\alpha^0, \alpha^b, \alpha^{2b}, \ldots, \alpha^{(\delta-2)b}\} \subset \mathcal{R}_n$. Set

$$A = \left\{ \alpha^t, \alpha^{t+b}, \alpha^{t+2b}, \ldots, \alpha^{t+(\ell(r+\delta-1)+i)b}, \alpha^{t+(\ell+1)(r+\delta-1)+jb}, \ldots, \alpha^{t+(\nu-1)(r+\delta-1)+jb} \right\},$$ (9)

where $0 \leq t \leq n - 1$, $0 \leq i \leq r - 1$ and $\ell, j$ satisfy one of the following conditions:

- $0 \leq \ell \leq \nu - 3$ and $0 \leq j \leq i$;
- $\ell = \nu - 2$ and $j = i$.

Then $C_{AB}$ is an optimal cyclic $(r, \delta)$-LRC of length $n$ over $\mathbb{F}_q$ with dimension $(\nu - \ell)r - i$ and minimum distance $\delta + i + \ell(r + \delta - 1)$.

**Proof.** Take $m = \ell(r+\delta-1)+i+1$, $s = \nu - \ell - 1$ and $i_t = (\ell + t)(r + \delta - 1) + j$ for $1 \leq t \leq s$ in $A$ of Theorem 4.1, then we know that $C_{AB}$ has $(d_A^1 - \delta + 1, \delta)$-locality and the dimension $k = (\nu - \ell)r - i$. Next, we show that $d_A^1 = \delta + 1 = r$. It is easy to see that $A$ contains a coset of a subgroup of $\mathcal{R}_n$ with order $\nu$, i.e, $\alpha^{t+jb} \langle \alpha^{(r+\delta-1)b} \rangle$ and $\mathcal{R}_n \setminus A$ contains a consecutive set of length $r + \delta - 2$, i.e,

$$\left\{ \alpha^{t+(\nu-2)(r+\delta-1)+j+1)b}, \alpha^{t+(\nu-2)(r+\delta-1)+j+2)b}, \ldots, \alpha^{t+(\nu-1)(r+\delta-1)+j-1)b} \right\}.$$  

Proposition 2.8 implies that $d_A^1 = r + \delta - 1$. Since $i < r$ we have

$$\left[ \frac{k}{r} \right] = \left[ \frac{(\nu - \ell)r - i}{r} \right] = \nu - \ell = s + 1.$$  

By Theorem 4.1 the code $C_{AB}$ is an optimal cyclic $(r, \delta)$-LRC with minimum distance $\delta + i + \ell(r + \delta - 1)$.

\[12\]
Proof. Take $t$ and has the minimum distance $m$ since $\lceil n/t \rceil = \nu$. This implies that $\lceil n/t \rceil$ by Theorem 4.1 we need to verify that 

$$m(\nu - \mu) = r - \alpha \equiv 0 \mod \nu$$

This completes the proof. □

Below we give an example to illustrate Corollary 4.4.

**Remark 4.3** Follow the notation in Lemma 2.10 and Corollary 4.2 and assume $r/k$. Let $\mu = k/r$ and $\nu = \frac{n}{r+3-1}$. Suppose $i = j = 0$ and $\ell = \nu - \mu$ in (9). Then $AB$ in Corollary 4.2 is reduced to

$$AB = \bigcup_{e=1}^{\mu-1} \left\{ \alpha^{\ell+b}, \alpha^{t+\delta-b}, \ldots, \alpha^{t+(\nu-\mu)(r+\delta-1)+\delta-b} \right\}.$$ (10)

If $t \in L_{\ell}$, where $L_{\ell}$ is defined in Lemma 2.10, then $AB$ in (11) is exact the $(\nu - \mu)$-LRC in Lemma 2.10 by substituting $n = \nu(r + \delta - 1)$ and $k = \mu r$. So, Corollary 4.2 includes the construction in Lemma 2.10.

When $s = 1$ in Theorem 4.1, $C_{AB}$ is an optimal cyclic $(r, \delta)$-LRC of length $n$ over $F_q$ provided $\left\lfloor \frac{k}{r} \right\rfloor = 2$, where $k$ is the dimension of $C_{AB}$ over $F_q$ and $r = d_{\delta}^A - \delta + 1$. In this case, it provides us a way to find optimal cyclic $(r, \delta)$-LRCs such that $(r + \delta - 1) \nmid n$ in the following corollary.

**Corollary 4.4** Let $\delta, b, n$ be positive integers and $\alpha$ be a primitive $n$-th root of unity, where $n \mid (q - 1), (b, n) = 1$ and $\ell \geq 2$. Consider the following subsets of $R_n$:

$$A = \{ \alpha^t, \alpha^{t+b}, \ldots, \alpha^{t+(m-1)b}, \alpha^{t+\delta}, \alpha^{t+\delta+b}, \ldots, \alpha^{t+(\nu-\mu)(r+\delta-1)+\delta+b} \},$$

where $t \in \{0, 1, \ldots, n - 1\}$ and $m - 1 + \delta \leq \ell \leq n - \delta$. Then the code $C_{AB}$ is a cyclic $(d_{\delta}^A - \delta, \delta)$-LRC with dimension $n - m - 2\delta + 3$. If $\delta - 2 < n - m - d_{\delta}^A$, then $C_{AB}$ is optimal and has the minimum distance $m + \delta - 1$.

**Proof.** Take $s = 1$ and $i_1 = \ell$ in $A$ of Theorem 4.1 then we know that the code $C_{AB}$ has $(d_{\delta}^A - \delta + 1, \delta)$-locality and the dimension $k = n - m - 2\delta + 3$. To show that $C_{AB}$ is optimal, by Theorem 4.1 we need to verify that $\left\lfloor \frac{k}{r} \right\rfloor = 2$, where $r = d_{\delta}^A - \delta + 1$. It is easy to verify that $d_{\delta}^A \geq \delta$ by Lemma 2.5 and

$$AB = \{ \alpha^t, \alpha^{t+b}, \ldots, \alpha^{t+(m-1)b}, \alpha^{t+\delta}, \alpha^{t+\delta+b}, \ldots, \alpha^{t+(\nu-\mu)(r+\delta-1)+\delta+b} \}.$$ (11)

By application of the BCH bound and Singleton-like bound for $C_{AB}$, we have

$$m + \delta - 1 \leq d_{AB} \leq n - k - \left( \left\lceil \frac{k}{r} \right\rceil - 1 \right)(\delta - 1) + 1.$$ (11)

Since $n - k = m + 2\delta - 3$, from (11) we get

$$m + \delta - 1 \leq m + 2\delta - 3 - \left( \left\lceil \frac{k}{r} \right\rceil - 1 \right)(\delta - 1) + 1.$$ (11)

This implies that $\left\lceil \frac{k}{r} \right\rceil \leq 2$. Thus, to show that $\left\lceil \frac{k}{r} \right\rceil = 2$, it is enough to show that $k > r$. Since $\delta - 2 < n - m - d_{\delta}^A$ we have

$$k - r = n - (m + 2\delta - 3) - (d_{\delta}^A - \delta + 1) = (n - m - d_{\delta}^A) - (\delta - 2) > 0.$$ (11)

This completes the proof. □
Example 4.5 Let $n = 18$ and $\alpha$ be an 18-th primitive root of unity in $\mathbb{F}_{19}$. Let $A = \{\alpha, \alpha^2, \alpha^3, \alpha^4, \alpha^5, \alpha^9\}$, and this is the case of $t = 1, b = 1, m = 5$ and $\ell = 8$ in Corollary 4.4. Magma verifies that $C_A^\perp$ has the parameters $[18, 6, 10]$, where $C_A^\perp$ is the dual of the cyclic code with the complete defining set $A$. Let $d_A^\perp$ denote the minimum distance of $C_A^\perp$. It is clear that $\delta = 2, 3$ or 4 satisfies

$$0 \leq \delta - 2 < n - m - d_A^\perp.$$ 

Assume $\delta = 2$ and $B = \{1\}$. Then

$$AB = \{\alpha, \alpha^2, \alpha^3, \alpha^4, \alpha^5, \alpha^9\},$$

and $r = d_A^\perp - \delta + 1 = 9$. So, $C_{AB}$ is an optimal cyclic $(9, 2)$-LRC with parameters $[18, 12, 6]$. Assume $\delta = 3$ and $B = \{1, \alpha\}$. Then

$$AB = \{\alpha, \alpha^2, \alpha^3, \alpha^4, \alpha^5, \alpha^9\},$$

and $r = d_A^\perp - \delta + 1 = 8$. So, $C_{AB}$ is an optimal cyclic $(8, 3)$-LRC with parameters $[18, 10, 7]$. Assume $\delta = 4$ and $B = \{1, \alpha, \alpha^2\}$. Then

$$AB = \{\alpha, \alpha^2, \alpha^3, \alpha^4, \alpha^5, \alpha^6, \alpha^9\},$$

and $r = d_A^\perp - \delta + 1 = 7$. So, $C_{AB}$ is an optimal cyclic $(7, 4)$-LRC with parameters $[18, 8, 8]$. In the above three cases, $r + \delta - 1 = 10$, which doesn’t divide 18.

Remark 4.6 Corollary 4.4 gives us a method to find optimal cyclic $(r, \delta)$-LRCs satisfying $(r + \delta - 1) \nmid n$ for the case of $s = 1$ in Theorem 4.7, where $r = d_A^\perp - \delta + 1$. When $s \geq 2$, we don’t know if there exist $A, B \subset \mathcal{R}_n$ such that $[\frac{k}{r}] = s + 1$ provided that $(r + \delta - 1) \nmid n$, where $k$ is the dimension of $C_{AB}$. Note that the required precondition of $\delta - 2 < n - m - d_A^\perp$ in Corollary 4.4 is not necessary. Assume that $\delta = 2$, i.e., $B = \{1\}$. In Corollary 4.4, then $C_A$ is always an optimal cyclic $(d_A^\perp - 1)$-LRC although the required precondition may not hold.

Corollary 4.7 Follow the notation in Corollary 4.4 and assume that $\delta = 2$. Then $C_A$ is an optimal cyclic $(d_A^\perp - 1)$-LRC for any $\ell$ with $m + 1 \leq \ell \leq n - 2$, where $d_A^\perp$ is the minimum distance of the dual of $C_A$.

Proof. From the BCH bound and Singleton bound, we have $m + 2 \geq d_A \geq m + 1$, where $d_A$ is the minimum distance of $C_A$, which is the cyclic code of length $n$ over $\mathbb{F}_q$ with the complete defining set $A$. If $d_A = m + 2$, then $C_A$ is an $[n, n - (m + 1), m + 2]$ MDS code, and so $C_A^\perp$ is also an $[n, m + 1, n - m]$ MDS code, where $C_A^\perp$ is the dual of $C_A$. In this case, $r = d_A^\perp - 1 = n - m - 1$ and $[\frac{k}{r}] = 1$, where $d_A^\perp$ is the minimum distance of $C_A^\perp$. So, $d_A$ achieves the Singleton-like bound $m + 2$ and $C_A$ is optimal. If $d_A = m + 1$, then $C_A$ has the parameters $[n, n - (m + 1), m + 1]$ and $C_A^\perp$ has the parameters $[n, m + 1, d]$, where $d \leq n - m - 1$. In this case, it is easy to check that $[\frac{k}{r}] \geq 2$. On the other hand, from the proof of Corollary 4.4, we have $[\frac{k}{r}] \leq 2$. So, $[\frac{k}{r}] = 2$ and $d_A$ achieves the Singleton-like bound $m + 1$. Hence, $C_A$ is optimal. \qed
Remark 4.8 Corollary 4.7 shows that all known cyclic MDS and AMDS codes are optimal cyclic \( r \)-LRCs.

Below we give an example to illustrate Corollary 4.7

Example 4.9 Let \( n = 31 \) and \( \alpha \) be a 31-th primitive root of unity in \( \mathbb{F}_{32} \). Let \( C_A \) denote the cyclic code of length 31 over \( \mathbb{F}_{32} \) with the complete defining set \( A \subset \mathcal{R}_{31} \).

(1) Assume that \( A = \{ \alpha^0, \alpha^1, \alpha^8 \} \). Magma figures out that \( C_A \) and its dual have the parameters \([31, 28, 4]\) and \([31, 3, 29]\), respectively. So, \( C_A \) is a MDS code and also an optimal cyclic 28-LRC.

(2) Assume that \( A = \{ \alpha^0, \alpha^1, \alpha^7 \} \). Magma figures out that \( C_A \) and its dual have the parameters \([31, 28, 3]\) and \([31, 3, 28]\), respectively. So, \( C_A \) is an AMDS code and also an optimal cyclic 27-LRC.

4.2 The construction from the Betti-Sala bound

In this subsection we provide a construction of optimal cyclic \((r, \delta)\)-LRCs by application of the Betti-Sala bound on the minimum distance of cyclic codes.

Theorem 4.10 Let \( b, m, \delta \) be positive integers with \( \delta \geq 2 \) and \( \alpha \in \mathbb{F}_q \) be a primitive \( n \)-th root of unity, where \( n \mid (q - 1) \) and \((b, n) = 1\). Consider two subsets of \( \mathcal{R}_n \): \( B = \{1, \alpha^b, \alpha^{2b}, \ldots, \alpha^{(\delta-2)b}\} \) and

\[
A = \left\{ \alpha^t, \alpha^{t+b}, \ldots, \alpha^{t+(m-1)\delta+1)b}, \alpha^{t+(m\delta+1)b}, \alpha^{t+(m+1)\delta+1+b}, \ldots, \alpha^{t+(2m\delta+1)b} \right\},
\]

for some \( t \in \{0, 1, \ldots, n-1\} \). Then the code \( C_{AB} \) is a cyclic \((d_A^\perp - \delta + 1, \delta)\)-LRC with dimension \( k = n - m\delta - (m + 1)(\delta - 1) \), where \( d_A^\perp \) is the minimum distance of the dual of the cyclic code of length \( n \) over \( \mathbb{F}_q \) with the complete defining set \( A \). Moreover, if \( \lceil \frac{d_A^\perp}{\delta} \rceil = m + 1 \), where \( r = d_A^\perp - \delta + 1 \), then \( C_{AB} \) is an optimal \((r, \delta)\)-LRC and has the minimum distance \((m + 1)\delta\).

Proof. Let \( C_B \) and \( d_B \) denote the cyclic code of length \( n \) over \( \mathbb{F}_q \) with the complete defining set \( B \) and the minimum distance of \( C_B \), respectively. It is clear that \( d_B = \delta \). We can verify that \( \mathcal{R}_n \setminus A \) contains a consecutive set of length at least \( \delta - 1 \). By Lemma 2.3 we know that \( d_{A^\perp}^\perp \geq \delta \), where \( d_{A^\perp}^\perp \) is the minimum distance of the dual of the cyclic code over \( \mathbb{F}_q \) with the complete defining set \( A \). From Theorem 3.3 we know that \( C_{AB} \) has \((r, \delta)\)-locality, where \( r = d_A^\perp - \delta + 1 \). It is easy to see that

\[
AB = \left\{ \alpha^t, \alpha^{t+b}, \ldots, \alpha^{t+(m\delta-1)b} \right\} \bigcup_{j=0}^{m} \left\{ \alpha^{t+(m+j)\delta+b}, \alpha^{t+(m+j)(\delta+1)b}, \ldots, \alpha^{t+(m+j)(\delta+\delta-1)b} \right\}.
\]

So, the dimension of \( C_{AB} \) is \( k = n - m\delta - (m + 1)(\delta - 1) \), and \( d_{AB} \geq (m + 1)\delta \) from Lemma 2.4 where \( d_{AB} \) is the minimum distance of \( C_{AB} \). When \( \lceil \frac{d_A^\perp}{\delta} \rceil = m + 1 \), by the Singleton-like bound of LRCs, we have \( d_{AB} \leq n - k = (\lceil \frac{d_A^\perp}{\delta} \rceil - 1)(\delta - 1) + 1 = (m + 1)\delta \). So, \( d_{AB} = (m + 1)\delta \) and \( C_{AB} \) is optimal.

If \( m = 1 \) in Theorem 4.10 then we get the following proposition.
Proposition 4.11 Let $b, \delta$ be positive integers and $\alpha \in \mathbb{F}_q$ be a primitive $n$-th root of unity, where $n \mid (q - 1)$ and $(b, n) = 1$. Consider two subsets of $\mathbb{R}^n$ as follows:

$$A = \left\{ \alpha^t, \alpha^{t+b}, \alpha^{t+(\delta+1)b}, \alpha^{t+(2\delta+1)b} \right\}, \quad B = \left\{ 1, \alpha^b, \alpha^{2b}, \ldots, \alpha^{(\delta-2)b} \right\},$$

where $0 \leq t \leq n - 1$. Then the code $C_{AB}$ is a cyclic $(d_A^\perp - \delta + 1, \delta)$-LRC with dimension $n - 3\delta + 2$. Moreover, if $d_A^\perp < n - 2\delta + 1$ then $C_{AB}$ is optimal and has the minimum distance $2\delta$.

Proof. Take $m = 1$ in $A$ of Theorem 4.10, then we know that the code $C_{AB}$ has $(d_A^\perp - \delta + 1, \delta)$-locality and the dimension $k = n - 3\delta + 2$. To show that $C_{AB}$ is optimal, by Theorem 4.10, we need to verify that $\lceil k \rho \rceil = 2$, where $\rho = d_A^\perp - \delta + 1$. It is easy to show that the set of zeros of $C_{AB}$ is as follows:

$$\left\{ \alpha^t, \alpha^{t+b}, \ldots, \alpha^{t+(\delta-1)b} \right\} \bigcup_{i=0}^{1} \left\{ \alpha^{t+(i+1)\delta+1}b, \alpha^{t+(i+2)\delta+1}b, \ldots, \alpha^{t+(i+1)\delta+(\delta-1)b} \right\}.$$ 

By application of the Betti-Sala bound and Singleton-like bound for $C_{AB}$, we have

$$2\delta \leq d_{AB} \leq n - k - \left( \left\lfloor \frac{k}{\rho} \right\rfloor - 1 \right) (\delta - 1) + 1, \quad (12)$$

where $d_{AB}$ is the minimum distance of $C_{AB}$. From (12) we get

$$2\delta \leq 3\delta - 2 - \left( \left\lfloor \frac{k}{\rho} \right\rfloor - 1 \right) (\delta - 1) + 1.$$ 

This implies that $\left\lfloor \frac{k}{\rho} \right\rfloor \leq 2$. Thus, to show that $\left\lfloor \frac{k}{\rho} \right\rfloor = 2$, it is enough to show that $k > \rho$. In fact, from the given condition we have

$$k - \rho = n - (3\delta - 2) - (d_A^\perp - \delta + 1) = (n - 2\delta + 1) - d_A^\perp > 0.$$ 

This completes the proof. \qed

Example 4.12 Let $n = 18$ and $\alpha$ be a 18-th primitive root of unity in $\mathbb{F}_{19}$. Set $A = \{1, \alpha, \alpha^5, \alpha^9\}$ and $B = \{1, \alpha, \alpha^2\}$. The dual $C_A^\perp$ of the cyclic code $C_A$ with the complete defining set $A$ has the parameters $[18, 4, 9]$. It is verified that $9 = d_A^\perp < n - 2\delta + 1$ for $n = 18$ and $\delta = 4$. So, the cyclic code $C_{AB}$ with the complete defining set

$$AB = \{1, \alpha, \alpha^2, \alpha^3, \alpha^5, \alpha^6, \alpha^7, \alpha^9, \alpha^{10}, \alpha^{11}\}$$

is an optimal cyclic $(6, 4)$-LRC with parameters $[18, 8, 8]$.

If we further restrict the length of the cyclic codes discussed above, then we obtain a class of optimal cyclic LRCs with special parameters as follows.
Proposition 4.13 Let $\delta$ be an integer with $\delta \geq 2$ and $n = 4\delta + 2$. Let $q$ be a prime power with $n \mid (q-1)$ and $\alpha$ be a primitive $n$-th root of unity in $\mathbb{F}_q$. Set

$$A = \left\{ \alpha^t, \alpha^{t+b}, \alpha^{t+(\delta+1)b}, \alpha^{t+(2\delta+1)b} \right\}, \quad B = \left\{ 1, \alpha^b, \alpha^{2b}, \ldots, \alpha^{(\delta-2)b} \right\},$$

where $t \in \{0, 1, \ldots, n-1\}$ and $(b, n) = 1$, then $\mathcal{C}_{AB}$ is an optimal cyclic $(\delta + 2, \delta)$-LRC with parameters $[4\delta + 2, \delta + 4, 2\delta]$.

Proof. Let $\mathcal{C}_A$ and $d_A^\perp$ denote the cyclic code with the complete defining set $A$ and the minimum distance of the dual of $\mathcal{C}_A$. From Proposition 2.8 we have $d_A^\perp = 2\delta + 1$, i.e., $C_A^\perp$ has the parameters $[n, 4, 2\delta + 1]$. It is easy to verify that $d_A^\perp < n - 2\delta + 1$. By Proposition 4.11 we have that $\mathcal{C}_{AB}$ is an optimal $(\delta + 2, \delta)$-LRC with parameters $[4\delta + 2, \delta + 4, 2\delta]$. \qed

5 Optimal cyclic $(r, \delta)$-LRCs with length $n$ for $n \mid (q + 1)$

In this section we assume that $n \mid (q + 1)$. In this case the order of $q$ modulo $n$ is 2, and so all $n$-th roots of unity are in $\mathbb{F}_{q^2}$, i.e., $\mathcal{R}_n \subseteq \mathbb{F}_{q^2}$. For an integer $s$ with $1 \leq s \leq n - 1$, $s q \equiv -s \mod n$. So, the $q$-cyclotomic coset of $s$ modulo $n$ is of the form $\{s, -s\}$, and for a cyclic code of length $n$ over $\mathbb{F}_q$, $\alpha^s$ is its zero if and only if $\alpha^{-s}$ is also its zero. Let $A$ and $B$ be subsets of $\mathcal{R}_n$. If $AB$ is a complete defining set of a cyclic code over $\mathbb{F}_q$, then the set $\{0 \leq j \leq n - 1 \mid \alpha^j \in AB\}$ is a union of some $q$-cyclotomic cosets modulo $n$. In the following let $\mathcal{C}_{AB}$ be the cyclic code of length $n$ over $\mathbb{F}_q$ with the complete defining set $AB \subseteq \mathbb{F}_{q^2}$, and $d_A^\perp$ and $d_B$ denote the minimum distance of the dual of the cyclic code with the complete defining set $A$ and the cyclic code with the complete defining set $B$ over $\mathbb{F}_{q^2}$, respectively unless we specify them separately. From Theorem 3.3 we know that $\mathcal{C}_{AB}$ has $(d_A^\perp - d_B + 1, d_B)$-locality. Below we construct optimal cyclic $(r, \delta)$-LRCs of the form $\mathcal{C}_{AB}$ over $\mathbb{F}_q$ with lengths $q + 1$ and its factors by choosing proper subsets $A, B \subseteq \mathcal{R}_n$. Our constructions include all optimal cyclic $(r, \delta)$-LRCs proposed in [2, 8]. Moreover, many optimal cyclic $(r, \delta)$-LRCs of length $n \mid (q + 1)$ such that $(r + \delta - 1) \mid n$ can be obtained from our method.

5.1 Optimal cyclic $(r, \delta)$-LRCs with even $\delta$

In this subsection we first give a generic criterion to construct optimal cyclic $(r, \delta)$-LRCs of length $n \mid (q + 1)$ for the case of $\delta$ being even. Then several explicit constructions of optimal cyclic $(r, \delta)$-LRCs are proposed.

Theorem 5.1 Let $\delta, b, s, m$ be positive integers and $\alpha$ be a primitive $n$-th root of unity, where $n \mid (q + 1)$, $(b, n) = 1$ and $\delta$ is even. Consider the following subsets of $\mathcal{R}_n$:

$$A = \left\{ \alpha^t, \alpha^{t+b}, \ldots, \alpha^{t+(m-1)b}, \alpha^{t+i_1b}, \alpha^{t+i_2b}, \ldots, \alpha^{t+i_sb} \right\}, \quad B = \left\{ \alpha^0, \alpha^{\pm b}, \ldots, \alpha^{\pm (\delta-1)b} \right\},$$

where $t \in \{0, 1, \ldots, n-1\}$, $m - 1 + \delta \leq i_1 < i_2 < \cdots < i_s \leq n - \delta$ and $i_{\ell+1} - i_\ell \geq \delta$ for $\ell = 1, 2, \ldots, s - 1$. If the set $\{0 \leq j \leq n - 1 \mid \alpha^j \in AB\}$ is a union of some $q$-cyclotomic...
cosets modulo $n$, then $\mathcal{C}_{AB}$ is a cyclic $(d_A^+ - \delta + 1, \delta)$-LRC of length $n$ over $\mathbb{F}_q$ with dimension $k = n - m + 1 - (s + 1)(\delta - 1)$, where $d_A^+$ denote the minimum distance of the dual of the cyclic code over $\mathbb{F}_{q^2}$ with the complete defining set $A$. Moreover, if $[\frac{n}{r}] = s + 1$, where $r = d_A^+ - \delta + 1$, then $\mathcal{C}_{AB}$ is an optimal $(r, \delta)$-LRC and has the minimum distance $m + \delta - 1$.

**Proof.** Let $g(x) = \prod_{\beta \in AB} (x - \beta)$. Since the set $\{0 \leq j \leq n - 1 \mid \alpha^j \in AB\}$ is a union of some $q$-cyclotomic cosets modulo $n$, $g(x)$ is a polynomial over $\mathbb{F}_q$. Let $\mathcal{C}_{AB}$ and $\tilde{\mathcal{C}}_{AB}$ denote the cyclic codes of length $n$ generated by $g(x)$ over $\mathbb{F}_q$ and $\mathbb{F}_{q^2}$, respectively. It is clear that the dimension of $\mathcal{C}_{AB}$ over $\mathbb{F}_q$ is equal to that of $\tilde{\mathcal{C}}_{AB}$ over $\mathbb{F}_{q^2}$. Theorem 4.1 implies that $\tilde{\mathcal{C}}_{AB}$ is an optimal cyclic $(d_A^+ - \delta + 1, \delta)$-LRC of length $n$ over $\mathbb{F}_{q^2}$ with dimension $n - m + 1 - (s + 1)(\delta - 1)$ and minimum distance $m + \delta - 1$. So, the dimension of $\mathcal{C}_{AB}$ over $\mathbb{F}_q$ is also $n - m + 1 - (s + 1)(\delta - 1)$. Since $\mathcal{C}_{AB}$ is the subfield subcode of $\tilde{\mathcal{C}}_{AB}$, $\mathcal{C}_{AB}$ also has the minimum distance $d_{AB} = m + \delta - 1$ by Proposition 2.7 and the same $(d_A^+ - \delta + 1, \delta)$-locality by Lemma 3.2. So, $d_{AB}$ achieves the Single-like bound and $\mathcal{C}_{AB}$ is an optimal cyclic $(d_A^+ - \delta + 1, \delta)$-LRC with dimension $n - m + 1 - (s + 1)(\delta - 1)$ and minimum distance $m + \delta - 1$. \hfill $\Box$

To construct optimal cyclic $(r, \delta)$-LRCs of the form $\mathcal{C}_{AB}$ over $\mathbb{F}_q$ with lengths $q + 1$ and its factors, it is crucial to find the proper subsets $A, B \subset \mathcal{R}_n$ satisfying some conditions of Theorem 5.1. The following corollary gives three classes of explicit representations of $A$ and $B$ to construct optimal cyclic $(r, \delta)$-LRCs with flexible minimum distance. Many optimal cyclic $(r, \delta)$-LRCs can be obtained by the choice of some parameters.

**Corollary 5.2** Let $n, r$ and $\delta$ be positive integers with $(n, q) = 1$, $n \mid (q + 1)$, $(r + \delta - 1) \mid n$ and $\delta$ even. Let $\nu = \frac{n}{r + \delta - 1}$ and $B = \{\alpha^0, \alpha^\pm 1, \ldots, \alpha^{\pm \lfloor \frac{(\delta - 2)\nu}{2} \rfloor}\} \subset \mathcal{R}_n$.

(1) Let

$$A = \left\{ \alpha^0, \alpha^\pm 1, \ldots, \alpha^{\pm \lfloor (r + \delta - 1) + i \rfloor}, \alpha^{(\ell + 1)(r + \delta - 1)}, \alpha^{(\ell + 2)(r + \delta - 1)}, \ldots, \alpha^{(\nu - \ell - 1)(r + \delta - 1)} \right\},$$

where $i \in \{0, 1, \ldots, \lfloor \frac{r - 1}{2} \rfloor \}$ and $\ell \in \{0, 1, \ldots, \lfloor \frac{\nu - 2}{2} \rfloor \}$. Then $\mathcal{C}_{AB}$ is an optimal cyclic $(r, \delta)$-LRC over $\mathbb{F}_q$ with dimension $(\nu - 2\ell)r - 2i + 2\ell(r + \delta - 1)$, and

(2) When $r + \delta - 1$ is even, let

$$A = \left\{ \alpha^0, \alpha^\pm 1, \ldots, \alpha^{\pm \lfloor \frac{2\ell + 1}{2} \rfloor(r + \delta - 1) + i}, \alpha^{\frac{2\ell + 1}{2}(r + \delta - 1)}, \alpha^{\frac{2\ell + 3}{2}(r + \delta - 1)}, \ldots, \alpha^{\frac{2\nu - 2\ell - 3}{2}(r + \delta - 1)} \right\},$$

where $i \in \{0, 1, \ldots, \lfloor \frac{r - 1}{2} \rfloor \}$ and $\ell \in \{0, 1, \ldots, \lfloor \frac{\nu - 3}{2} \rfloor \}$. Then $\mathcal{C}_{AB}$ is an optimal cyclic $(r, \delta)$-LRC over $\mathbb{F}_q$ with dimension $(\nu - 2\ell - 1)r - 2i + 2\ell + (2\ell + 1)(r + \delta - 1)$. \hfill $\Box$
(3) When \( \nu \) is odd, let

\[
A = \left\{ \alpha^{(\nu+1)\ell (r+\delta-1)-i}, \alpha^{(\nu+1)\ell (r+\delta-1)-i+1}, \ldots, \alpha^{(\nu+1)\ell (r+\delta-1)+i} \right\},
\]

where \( i \in \{0, 1, \ldots, \lfloor \frac{\nu-1}{2} \rfloor \} \) and \( \ell \in \{1, 2, \ldots, \frac{\nu-3}{2} \} \). Then \( \mathcal{C}_{AB} \) is an optimal cyclic \((r, \delta)\)-LRC over \( \mathbb{F}_q \) with dimension \( (\nu-2\ell-1)r-2i \) and minimum distance \( \delta + 2i + (2\ell + 1)(r+\delta-1) \).

Proof. (1) Let \( \mathcal{C}_A \) and \( d_A^1 \) denote the cyclic code of length \( n \) over \( \mathbb{F}_q^2 \) with the complete defining set \( A \) and the minimum distance of the dual of \( \mathcal{C}_A \), respectively. We can verify that \( A \) contains a coset of a subgroup of \( \mathcal{R}_n \) with order \( \nu \) and \( \mathcal{R}_n \setminus A \) contains a consecutive set of length \( r + \delta - 2 \). So, \( d_A^1 = r + \delta - 1 \) by Proposition 2.8. Set \( t = -\ell(r + \delta - 1) - i, b = 1, m = 1 + 2i + 2\ell(r + \delta - 1), s = \nu - 2\ell - 1 \) and \( i_j = (2\ell + j)(r + \delta - 1) + i \) for \( j = 1, 2, \ldots, s \) in \( A \) of Theorem 5.1. Then we get the representation of \( A \) in (13). It is not hard to verify that

\[
AB = \bigcup_{j=1}^{\nu-2\ell-1} \alpha^{j+1} \bigcup \left\{ \alpha^0, \alpha^{i+1}, \alpha^{i+2}, \ldots, \alpha^{i+1} \right\}
\]

is a disjoint union and the set \( \{0 \leq j \leq n-1 \mid \alpha^j \in AB\} \) is a union of some \( q \)-cyclotomic cosets modulo \( n \). So, the dimension of \( \mathcal{C}_{AB} \) is equal to \( k = n - |AB| = (\nu-2\ell)r-2i \) and \( \left[ \frac{k}{r} \right] = \left[ \frac{(\nu-2\ell)\ell - 2i}{r} \right] = \nu - 2\ell = s + 1 \). Hence, Theorem 5.1 implies that \( \mathcal{C}_{AB} \) is an optimal cyclic \((r, \delta)\)-LRC with minimum distance \( \delta + 2i + (2\ell + 1)(r+\delta-1) \).

(2) By a similar discussion in the case (1), we have that \( d_A^1 = r + \delta - 1 \) from Proposition 2.8. Set \( t = -\frac{2\ell+1}{2}(r + \delta - 1) - i, b = 1, m = 1 + 2i + (2\ell + 1)(r + \delta - 1), s = \nu - 2\ell - 2 \) and \( i_j = (2\ell + 1 + j)(r + \delta - 1) + i \) for \( j = 1, 2, \ldots, s \) in \( A \) of Theorem 5.1. Then we get the representation of \( A \) in (13). It is not hard to verify that

\[
AB = \bigcup_{j=1}^{\nu-2\ell-2} \alpha^{\frac{2\ell+1}{2}+i+1} \bigcup \left\{ \alpha^0, \alpha^{i+1}, \alpha^{i+2}, \ldots, \alpha^{i+1} \right\}
\]

is a disjoint union and the set \( \{0 \leq j \leq n-1 \mid \alpha^j \in AB\} \) is a union of some \( q \)-cyclotomic cosets modulo \( n \). So, the dimension of \( \mathcal{C}_{AB} \) is equal to \( k = n - |AB| = (\nu-2\ell-1)r-2i \) and \( \left[ \frac{k}{r} \right] = \left[ \frac{(\nu-2\ell-1)\ell - 2i}{r} \right] = \nu - 2\ell - 1 = s + 1 \). Hence, Theorem 5.1 implies that \( \mathcal{C}_{AB} \) is an optimal cyclic \((r, \delta)\)-LRC over \( \mathbb{F}_q \) with minimum distance \( \delta + 2i + (2\ell + 1)(r+\delta-1) \).

(3) Similar to the discussion of the case (1), we obtain that \( d_A^1 = r + \delta - 1 \) from Proposition 2.8. Set \( t = (\nu-1)\ell (r + \delta - 1) - i, b = 1, m = 1 + 2i + (2\ell + 1)(r + \delta - 1), s = \nu - 2\ell - 2 \) and \( i_j = (2\ell + 1 + j)(r + \delta - 1) + i \) for \( j = 1, 2, \ldots, s \) in \( A \) of Theorem 5.1. Then we get the representation of \( A \) in (13). It is not hard to verify that

\[
AB = \bigcup_{j=1}^{\nu-2\ell-2} \alpha^{\frac{\nu+1}{2}+\ell+j} \bigcup \left\{ \alpha^{i+1} \right\}
\]


is a disjoint union and the set \( \{ 0 \leq j \leq n - 1 \mid \alpha^j \in AB \} \) is a union of some \( q \)-cyclotomic cosets modulo \( n \). So, the dimension of \( C_{AB} \) is equal to \( k = n - |AB| = (\nu - 2\ell - 1)r - 2i \) and \( \lceil \frac{r}{q} \rceil = \lceil \frac{\nu - 2\ell - 1 - 2i}{r} \rceil = \nu - 2\ell - 1 = s + 1 \). Hence, Theorem \[5.1\] implies that \( C_{AB} \) is an optimal cyclic \((r, \delta)\)-LRC over \( \mathbb{F}_q \) with minimum distance \( \delta + 2i + (2\ell + 1)(r + \delta - 1) \). \( \Box \)

**Remark 5.3** It is not hard to verify that the set \( \{ 0 \leq j \leq n - 1 \mid \alpha^j \in A \} \) in the above three cases is a union of some \( q \)-cyclotomic cosets modulo \( n \). By Lemma \[2.2\] and Proposition \[2.7\] \( d_i^{AB} \) in the above cases is also the minimum distance of the dual of the cyclic code of length \( n \) over \( \mathbb{F}_q \) with the complete defining set \( A \). It is known that the common differences of arithmetic progression in the set \( \{ 0 \leq j \leq n - 1 \mid \alpha^j \in A \} \) in Corollary \[5.2\] are 1 and \( r + \delta - 1 \), which can be replaced by \( b \) and \( b(r + \delta - 1) \), respectively for some positive integer \( b \) with \((b, n) = 1\).

**Remark 5.4** In the following we investigate the relation between the constructions in Corollary \[5.2\] and those in \[2, 3\]. It is known that \( C_{AB} \) in the case (1) is an optimal cyclic \((r, \delta)\)-LRC and has the parameters \( [n, (\nu - 2\ell)r - 2i, \delta + 2i + 2\ell(r + \delta - 1)] \), where \( \nu = \frac{n}{r + \delta - 1} \), \( i \in \{0, 1, \ldots, \lceil \frac{r}{2} \rceil \} \) and \( \ell \in \{0, 1, \ldots, \lceil \frac{\nu - 2}{2} \rceil \} \). Assume that \( r \mid k \) and let \( \mu = \frac{k}{r} \), \( i = 0 \) and \( \ell = \frac{\nu - \mu}{2} \). Then \( AB \) in the case (1) is reduced to

\[
AB = \bigcup_{j=1}^{\mu-1} \alpha^{(\frac{\nu - \mu - j}{2}) + (\nu + \delta - 1)} B \bigcup \left\{ \alpha^0, \alpha^{\pm1}, \alpha^{\pm2}, \ldots, \alpha^{\pm(\frac{\nu - \mu}{2} + \frac{\delta - 1}{2})} \right\}.
\]

(16)

It is verified that \( AB \) in (16) is exact the \((\cup L_i) \cup D\) in Constructions 37, 45 and 49 in \[3\] by substituting \( n = \nu(r + \delta - 1) \) and \( k = \mu r \). So, the case (1) of Corollary \[5.2\] includes those constructions in \[2\]. Similarly, the case (2) of Corollary \[5.2\] includes the construction in Theorem 1 of \[3\] and the case (3) includes Constructions 35, 40 and 47 in \[2\]. Our method seems more convenient to obtain optimal cyclic \((r, \delta)\)-LRCs with flexible parameters by the choice of different values of \( i \) in \( A \) of Corollary \[5.2\].

Below we give some examples to illustrate Corollary \[5.2\].

**Example 5.5** Let \( q = 23 \), \( n = 24 = q + 1 \), \( r = 3 \) and \( \delta = 4 \). Then \( r + \delta - 1 = 6 \) and \( \nu = \frac{n}{r + \delta - 1} = 4 \). So, \( r + \delta - 1 \) and \( \nu \) are both even. Let \( B = \{ \alpha^{-1}, \alpha^0, \alpha^1 \} \).

(1) Let \( i = \ell = 1 \) in \( A \) of the case (1). Then \( A = \{ \alpha^0, \alpha^{\pm1}, \ldots, \alpha^{\pm7}, \alpha^{12} \} \), So, \( C_{AB} \) is an optimal cyclic \((3, 4)\)-LRC over \( \mathbb{F}_{23} \) with parameters \([24, 4, 18] \).

(2) Let \( i = 1 \) and \( \ell = 0 \) in \( A \) of the case (2). Then \( A = \{ \alpha^0, \alpha^{\pm1}, \ldots, \alpha^{\pm4}, \alpha^9, \alpha^{15} \} \). So, \( C_{AB} \) is an optimal cyclic \((3, 4)\)-LRC over \( \mathbb{F}_{23} \) with parameters \([24, 12] \).

**Example 5.6** Let \( q = 7^2 = 49 \), \( n = 50 = q + 1 \), \( r = 5 \) and \( \delta = 6 \). Then \( r + \delta - 1 = 10 \), \( \nu = \frac{n}{r + \delta - 1} = 5 \). So, \( r + \delta - 1 \) is even and \( \nu \) is odd. Let \( B = \{ \alpha^0, \alpha^{\pm1}, \alpha^{\pm2} \} \).

(1) Let \( i = \ell = 1 \) in \( A \) of the case (1). Then \( A = \{ \alpha^0, \alpha^{\pm1}, \ldots, \alpha^{\pm11}, \alpha^{20}, \alpha^{30} \} \). So, \( C_{AB} \) is an optimal cyclic \((5, 6)\)-LRC over \( \mathbb{F}_{49} \) with parameters \([50, 13, 28] \).
Let \( i = \ell = 1 \) in \( A \) of the case (2). Then \( A = \{\alpha^0, \alpha^{\pm 1}, \ldots, \alpha^{\pm 16}, \alpha^{25}\} \). So, \( C_{AB} \) is an optimal cyclic \((5,6)\)-LRC over \( \mathbb{F}_{49} \) with parameters \([50,8,38]\).

(3) Let \( i = \ell = 1 \) in \( A \) of the case (3). Then \( A = \{\alpha^9, \alpha^{10}, \alpha^{11}, \ldots, \alpha^{41}, \alpha^0\} \). So, \( C_{AB} \) is an optimal cyclic \((5,6)\)-LRC over \( \mathbb{F}_{49} \) with parameters \([50,8,38]\).

Example 5.7 Let \( q = 2^6 \), \( n = 65 = q + 1 \), \( r = 2 \) and \( \delta = 4 \). Then \( r + \delta - 1 = 5 \) and \( \nu = \frac{n}{r+\delta-1} = 13 \). So, \( r + \delta - 1 \) and \( \nu \) are both odd. Let \( B = \{\alpha^0, \alpha^{\pm 1}\} \).

(1) Let \( i = 1 \) and \( \ell = 3 \) in \( A \) of the case (1). Then \( A = \{\alpha^0, \alpha^{\pm 1}, \ldots, \alpha^{\pm 16}, \alpha^{20}, \alpha^{25}, \alpha^{30}, \alpha^{35}, \alpha^{40}, \alpha^{45}\} \). So, \( C_{AB} \) is an optimal cyclic \((5,6)\)-LRC over \( \mathbb{F}_{64} \) with parameters \([65,12,36]\).

(2) Let \( i = 1 \) and \( \ell = 3 \) in \( A \) of the case (3). Then \( A = \{\alpha^{14}, \alpha^{15}, \alpha^{16}, \ldots, \alpha^{51}, \alpha^{55}, \alpha^{60}, \alpha^0, \alpha^5, \alpha^{10}\} \). So, \( C_{AB} \) is an optimal cyclic \((5,6)\)-LRC over \( \mathbb{F}_{64} \) with parameters \([65,10,41]\).

In Theorem 5.1 let \( s = 1 \) in \( A \), then it is possible to construct optimal cyclic \((r,\delta)\)-LRCs of length \( n \mid (q + 1) \) such that \( (r + \delta - 1) \not\mid n \) as the following corollary.

Corollary 5.8 Let \( b, m \) and \( n \) be positive integers such that \( n \) is odd, \( m \) is even, \( n \mid (q + 1) \) and \( (b,n) = 1 \). Let \( \delta \) be an even integer with \( 2 \leq \delta \leq \frac{n-m+1}{2} \). Consider the following subsets of \( \mathcal{R}_n \):

\[
A = \left\{ \alpha^0, \alpha^{\pm \frac{n+1}{2}b}, \alpha^{\pm \frac{n+3}{2}b}, \ldots, \alpha^{\pm \frac{n+m-1}{2}b} \right\}, \quad B = \left\{ \alpha^0, \alpha^{\pm b}, \ldots, \alpha^{\pm \frac{(\delta-2)b}{2}} \right\}.
\]

Then \( C_{AB} \) is a cyclic \((d_A^\perp - \delta + 1,\delta)\)-LRC with dimension \( n - m - 2\delta + 3 \), where \( d_A^\perp \) is the minimum distance of the dual of the cyclic code of length \( n \) over \( \mathbb{F}_{q^2} \) with the complete defining set \( A \). If \( \delta - 2 < n - m - d_A^\perp \), then \( C_{AB} \) is optimal and has the minimum distance \( m + \delta - 1 \).

Proof. Take \( s = 1 \), \( t = \frac{n-m+1}{2}b \), \( i_1 = \frac{n-m-1}{2} \) and note that \( \alpha^{-\frac{n+1}{2}} = \alpha^{\frac{n+1}{2}} \) for \( 1 \leq i \leq m - 1 \) in \( A \) of Theorem 5.1 then we get the set \( A \) in Corollary 5.8. It is easy to verify that

\[
AB = \left\{ \alpha^0, \alpha^{\pm b}, \ldots, \alpha^{\pm \frac{(\delta-2)b}{2}}, \alpha^{\pm \frac{n+1}{2}b}, \alpha^{\pm \frac{n+3}{2}b}, \ldots, \alpha^{\pm \frac{n+m+\delta-3}{2}b} \right\},
\]

and the set \( \{0 \leq j \leq n - 1 \mid \alpha^j \in AB\} \) is a union of some \( q \)-cyclotomic cosets modulo \( n \). By Theorem 5.1 \( C_{AB} \) has \( (d_A^\perp - \delta + 1,\delta) \)-locality and the dimension \( k = n - m - 2\delta + 3 \). Since \( \delta - 2 < n - m - d_A^\perp \), by a similar discussion in Corollary 4.3 we have \( \left\lceil \frac{k}{\delta} \right\rceil = 2 \), where \( r = d_A^\perp - \delta + 1 \). By Theorem 5.1 \( C_{AB} \) is an optimal cyclic \((r,\delta)\)-LRC with minimum distance \( m + \delta - 1 \).

Below we give an example to illustrate Corollary 5.8.

Example 5.9 Let \( n = 33 \), \( m = 6 \) and \( \alpha \) be an 33-th primitive root of unity in \( \mathbb{F}_{322} \). Let \( A = \{1, \alpha^{14}, \alpha^{15}, \alpha^{16}, \alpha^{17}, \alpha^{18}, \alpha^{19}\} \). Magma verifies the dual code \( \overline{C}_A \) of the cyclic code with the complete defining set \( A \) over \( \mathbb{F}_{322} \) has the parameters \([33,7,23]\). It is clear that \( \delta = 2 \) or 4 satisfies \( 0 \leq \delta - 2 < n - m - d_A^\perp \), where \( d_A^\perp = 23 \).
Assume $\delta = 2$ and set $B = \{1\}$. Then

$$AB = \{1, \alpha^{14}, \alpha^{15}, \alpha^{16}, \alpha^{17}, \alpha^{18}, \alpha^{19}\}$$

and $r = d_A^1 - \delta + 1 = 22$. So, $C_{AB}$ is an optimal cyclic $(22, 2)$-LRC over $\mathbb{F}_{32}$ with parameters [33, 26, 7].

Assume $\delta = 4$ and set $B = \{\alpha^{-1}, 1\}$. Then

$$AB = \{\alpha^{-1}, 1, \alpha^{13}, \alpha^{14}, \alpha^{15}, \alpha^{16}, \alpha^{17}, \alpha^{18}, \alpha^{19}, \alpha^{20}\}$$

and $r = d_A^1 - \delta + 1 = 20$. So, $C_{AB}$ is an optimal cyclic $(20, 4)$-LRC over $\mathbb{F}_{32}$ with parameters [33, 22, 9].

In the above two cases, $r + \delta - 1 = 23$, which doesn't divide 33.

**Remark 5.10** In Theorem 5.1 when $s > 1$ in $A$, we don’t know if there exist $A, B \subset \mathcal{R}_n$ such that $\left\lceil \frac{s}{r} \right\rceil = s + 1$ provided that $(r + \delta - 1) \nmid n$, where $k$ is the dimension of $C_{AB}$. In the case of $n$ being even, we have a similar result as Corollary 5.8 but we can’t find a numeric example of optimal cyclic $(r, \delta)$-LRCs ($\delta \geq 2$) such that $(r + \delta - 1) \nmid n$. So, we omit the statement. Furthermore, if $\delta = 2$ in Corollary 5.8 then all the cyclic code with the complete defining set $A$ is an optimal cyclic $(d_A^1 - 1)$-LRC by the similar proof of Corollary 4.7.

### 5.2 Optimal cyclic $(r, \delta)$-LRCs with odd $\delta$

By a similar discussion in Subsection 5.1, we consider the construction of optimal cyclic $(r, \delta)$-LRCs for odd $\delta$. First, we give a generic criterion to construct optimal cyclic $(r, \delta)$-LRCs, then an explicit construction is proposed for the case of $\delta$ being odd. The proofs in this subsection are similar to those in Subsection 5.1. So, we omit the details here.

**Theorem 5.11** Let $\delta, b, s, m$ be positive integers and $\alpha$ be a primitive $n$-th root of unity, where $n \mid (q + 1)$, $(b, n) = 1$ and $\delta$ is odd. Consider the following subsets of $\mathcal{R}_n$:

$$A = \left\{\alpha^t, \alpha^{t+b}, \ldots, \alpha^{t+(m-1)b}, \alpha^{t+i_1b}, \alpha^{t+i_2b}, \ldots, \alpha^{t+i_sb}\right\},$$

$$B = \left\{\alpha^{-\delta-3b}, \ldots, \alpha^{-b}, \alpha^0, \alpha^b, \ldots, \alpha^{\delta-1b}\right\},$$

where $t \in \{0, 1, \ldots, n - 1\}$, $m - 1 + \delta \leq i_1 < i_2 < \cdots < i_s \leq n - \delta$ and $i_{\ell+1} - i_{\ell} \geq \delta$ for $\ell = 1, 2, \ldots, s - 1$. If the set $\{0 \leq j \leq n - 1 \mid \alpha^j \in AB\}$ is a union of some $q$-cyclotomic cosets modulo $n$, then $C_{AB}$ is a cyclic $(d_A^1 - \delta + 1, \delta)$-LRC of length $n$ over $\mathbb{F}_q$ with dimension $k = n - m + 1 - (s + 1)(\delta - 1)$, where $d_A^1$ denote the minimum distance of the dual of the cyclic code over $\mathbb{F}_{q^2}$ with the complete defining set $A$. Moreover, if $\left\lceil \frac{k}{r} \right\rceil = s + 1$, where $r = d_A^1 - \delta + 1$, then $C_{AB}$ is an optimal $(r, \delta)$-LRC and has the minimum distance $m + \delta - 1$.

**Corollary 5.12** Let $n, r$ and $\delta$ be positive integers with $(n, q) = 1$, $n \mid (q + 1)$, $(r + \delta - 1) \mid n$ and $\delta$ odd. Let $B = \{\alpha^{-\delta-3}, \ldots, \alpha^0, \alpha^1, \ldots, \alpha^{\delta-1}\} \subset \mathcal{R}_n$ and $\nu = \frac{n}{r + \delta - 1}$.  
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\( \text{(1)} \) Let \( r + \delta - 1 \) be odd and
\[
A = \left\{ \alpha \frac{\nu}{r} - \ell(r + \delta - 1) - i, \alpha \frac{\nu}{r} - \ell(r + \delta - 1) - i + 1, \ldots, \alpha \frac{\nu}{r} + \ell(r + \delta - 1) - i, \alpha \frac{\nu}{r} + \ell(r + \delta - 1) - i + 1, \ldots, \right. \\
\left. \alpha \frac{\nu}{r} + \ell(r + \delta - 1) + i, \alpha \frac{\nu}{r} + \ell(r + \delta - 1) + i + 1, \ldots \right\},
\]
where \( i \in \{0, \ldots, \left\lfloor \frac{r - 1}{2} \right\rfloor \} \) and \( \ell \in \{0, 1, \ldots, \left\lfloor \frac{\nu - 3}{2} \right\rfloor \}. \) Then \( \mathcal{C}_{Vz} \) is an optimal cyclic \((r, \delta)\)-LRC over \( \mathbb{F}_q \) with dimension \((\nu - 2\ell - 1)r - 2i \) and minimum distance \( \delta + 2i + (2\ell + 1)(r + \delta - 1). \)

\( \text{(2)} \) Let \( r + \delta - 1 \) and \( \nu \) be odd, and
\[
A = \left\{ \alpha \frac{\nu - 1}{r} - \ell(r + \delta - 1) - i, \alpha \frac{\nu - 1}{r} - \ell(r + \delta - 1) - i + 1, \ldots, \alpha \frac{\nu - 1}{r} + \ell(r + \delta - 1) - i, \alpha \frac{\nu - 1}{r} + \ell(r + \delta - 1) - i + 1, \ldots, \right. \\
\left. \alpha \frac{\nu - 1}{r} + \ell(r + \delta - 1) + i, \alpha \frac{\nu - 1}{r} + \ell(r + \delta - 1) + i + 1, \ldots \right\},
\]
where \( i \in \{0, 1, \ldots, \left\lfloor \frac{\nu - 1}{2} \right\rfloor \} \) and \( \ell \in \{1, 2, \ldots, \frac{\nu - 3}{2} \}. \) Then \( \mathcal{C}_{AB} \) is an optimal cyclic \((r, \delta)\)-LRC over \( \mathbb{F}_q \) with dimension \((\nu - 2\ell)r - 2i \) and minimum distance \( \delta + 2i + 2\ell(r + \delta - 1). \)

\textbf{Remark 5.13} Note that the common differences of arithmetic progression in the set \( \{0 \leq j \leq n - 1 \mid \alpha^j \in A \} \) in Corollary \textbf{5.12} are 1 and \( r + \delta - 1, \) which can be replaced by \( b \) and \( b(r + \delta - 1), \) respectively for some positive integer \( b \) with \((b, n) = 1.\) In the following we investigate the relation between the constructions in Corollary \textbf{5.12} and those in \textbf{2.25}.

If \( \nu \) in the case (1) is odd, then \((2, n) = 1 \) and we replace \( \alpha \) with \( \alpha^2. \) Then the sets \( A \) and \( B \) in the case (1) can be rewritten as \( B = \{ \alpha^{-(\delta - 3)}, \ldots, \alpha^{-2}, \alpha^0, \alpha^2, \ldots, \alpha^{(\delta - 1)} \} \) and
\[
A = \left\{ \alpha^{-(\delta - 3) - 2i}, \alpha^{-(\delta - 3) - 2i + 2}, \ldots, \alpha^{-(\delta - 3) + 2(\ell + 1)(\delta - 1) - 2i}, \right. \\
\left. \alpha^{-(\delta - 3) + 2(\ell + 1)(\delta - 1) - 2i}, \ldots, \alpha^{-(\delta - 3) + 2(\ell + 1)(\delta - 1) + 2i}, \right. \\
\left. \alpha^{-(\delta - 3) + 2(\ell + 1)(\delta - 1) + 2i}, \ldots \right\}.
\]

Assume \( r | k. \) Let \( \mu = \frac{k}{r}, \ i = 0 \) and \( \ell = \frac{\nu - \mu - 1}{2}. \) Then \( AB \) in the case (1) is reduced to
\[
AB = \bigcup_{j=1}^{\mu - 1} \alpha^{(r + \delta - 2) + (\nu - \mu - 1 + 2j)(\delta - 1)} B \\
\bigcup \left\{ \alpha^0, \alpha^{\pm 1}, \alpha^{\pm 2}, \ldots, \alpha^{((\nu - \mu)(\delta - 1) + \delta - 2)} \right\}.
\]
It is verified that \( AB \) in \textbf{(19)} is exact the \((\cup_{i=1}^{\ell} L_i) \cup D\) in Construction 54 in \textbf{2.25} by substituting \( n = \nu(r + \delta - 1) \) and \( k = \mu r. \) When \( n \) in the case (1) is even, let \( \mu = \frac{k}{r}, \ i = 0 \) and \( \ell = \frac{\nu - \mu - 1}{2}. \) It is verify that \( AB \) in the case (1) is reduced to
\[
AB = \bigcup_{j=1}^{\mu - 1} \alpha^{(r + \delta - 2) + (\nu - \mu - 1 + 2j)(\delta - 1)} B \\
\bigcup \left\{ \alpha^0, \alpha^{\pm 1}, \alpha^{\pm 2}, \ldots, \alpha^{((\nu - \mu)(\delta - 1) + \delta - 2)} \right\}.
\]
One can show that $AB$ in (24) is exact the $\alpha^2 \left( \cup_1 L_1 \right) \cup D$ by substituting $n = \nu (r + \delta - 1)$ and $k = \mu r$, where $(\cup_1 L_1) \cup D$ is the complete defining set in the construction of Theorem 2 in [3]. So, the case (1) of Corollary 5.12 includes Construction 54 in [2] and the construction of Theorem 2 in [3]. Similarly, the case (2) of Corollary 5.12 includes Construction 53 in [2]. By using our method, it seems more convenient to obtain optimal cyclic $(r, \delta)$-LRCs with flexible parameters by the choice of different values of $i$ in $A$ of Corollary 5.12.

Below we give some examples to illustrate Corollary 5.12.

**Example 5.14** Let $q = 5^3$, $n = 42 \mid (q + 1)$, $r = 5$ and $\delta = 3$. Then $r + \delta - 1 = 7$, $\nu = \frac{n}{r + \delta - 1} = 6$. Let $B = \{\alpha^0, \alpha^1\}$.

(1) Let $i = 1$ and $\ell = 0$ in $A$ of the case (1). Then $A = \{\alpha^{-5}, \alpha^{\pm 4}, \alpha^{\pm 3}, \alpha^{\pm 2}, \alpha^{\pm 1}, \alpha^0, \alpha^{10}, \alpha^{17}, \alpha^{24}, \alpha^{31}\}$. So, $C_{AB}$ is an optimal cyclic $(5, 3)$-LRC over $F_{125}$ with parameters [42, 23, 12].

(2) Let $i = 1$ and $\ell = 1$ in $A$ of the case (1). Then $A = \{\alpha^{-12}, \alpha^{\pm 11}, \alpha^{\pm 10}, \alpha^9, \alpha^{\pm 8}, \alpha^{\pm 7}, \alpha^{\pm 6}, \alpha^{\pm 5}, \alpha^{\pm 4}, \alpha^{\pm 3}, \alpha^{\pm 2}, \alpha^{\pm 1}, \alpha^0, \alpha^{17}, \alpha^{24}\}$. So, $C_{AB}$ is an optimal cyclic $(5, 3)$-LRC over $F_{125}$ with parameters [42, 13, 26].

**Example 5.15** Let $q = 2^6 = 64$, $n = 65 = q + 1$, $r = 9$ and $\delta = 5$. Then $r + \delta - 1 = 13$, $\nu = \frac{n}{r + \delta - 1} = 5$. Let $B = \{\alpha^{-1}, \alpha^0, \alpha^1, \alpha^2\}$.

(1) Let $i = \ell = 1$ in $A$ of the case (1). Then $A = \{\alpha^{-21}, \alpha^{-20}, \alpha^{-19}, \ldots, \alpha^{19}, \alpha^{20}, \alpha^{32}\}$. So, $C_{AB}$ is an optimal cyclic $(9, 5)$-LRC over $F_{64}$ with parameters [65, 16, 46].

(2) Let $i = \ell = 1$ in $A$ of the case (2). Then $A = \{\alpha^{18}, \alpha^{19}, \alpha^{20}, \ldots, \alpha^{45}, \alpha^{46}, \alpha^{58}, \alpha^6\}$. So, $C_{AB}$ is an optimal cyclic $(9, 5)$-LRC over $F_{64}$ with parameters [65, 25, 33].

By a similar discussion in Corollaries 4.14 and 5.8 we have the following corollary, which provides a way to find optimal cyclic $(r, \delta)$-LRCs of length $n \mid (q + 1)$ such that $(r + \delta - 1) \nmid n$ for $\delta$ being odd.

**Corollary 5.16** Let $b, m$ and $n$ be positive integers such that $n$ is odd, $m$ is even, $n \mid (q + 1)$ and $(b, n) = 1$. Let $\delta$ be an odd integer with $2 \leq \delta \leq \frac{n - m + 1}{2}$. Consider the following subsets of $R_n$:

$$A = \left\{ \alpha^{-\frac{m}{2} b}, \alpha^{-\frac{m - 2}{2} b}, \ldots, \alpha^{-\frac{2}{2} b}, \alpha^{\frac{n - 1}{2} b} \right\}, \quad B = \left\{ \alpha^{-\frac{2 - 3}{2} b}, \alpha^{-\frac{2 - 1}{2} b}, \ldots, \alpha^{-b}, \alpha^0, \alpha^b, \ldots, \alpha^{\frac{n - 1}{2} b} \right\}.$$ 

Then the code $C_{AB}$ is a cyclic $(d^+_{AB} - \delta + 1, \delta)$-LRC with dimension $n - m - 2\delta + 3$, where $d^+_{AB}$ is the minimum distance of the dual of the cyclic code of length $n$ over $F_{q^2}$ with the complete defining set $A$. If $\delta - 2 < n - m - d^+_{AB}$, then $C_{AB}$ is optimal and has the minimum distance $m + \delta - 1$.

Below we give an example to illustrate Corollary 5.16.
Example 5.17 Let $n = 17$, $m = 6$ and $\alpha$ be an $17$-th primitive root of unity in $\mathbb{F}_{16^2}$. Let $A = \{\alpha^{-3}, \alpha^{-2}, \alpha^{-1}, \alpha^0, \alpha^1, \alpha^2, \alpha^8\}$. Magma verifies that the dual $C_A^\perp$ of the cyclic code with the complete defining set $A$ over $\mathbb{F}_{16^2}$ has the parameters $[17, 7, 9]$. It is clear that $\delta = 3$ satisfies $0 \leq \delta - 2 < n - m - d_A^\perp$, where $d_A^\perp = 9$ is the minimum distance of $C_A^\perp$. Assume that $\delta = 3$ and $B = \{1, \alpha\}$. Then

$$AB = \{\alpha^{-3}, \alpha^{-2}, \alpha^{-1}, \alpha^0, \alpha^1, \alpha^2, \alpha^3, \alpha^8, \alpha^9\},$$

and $r = d_A^\perp - \delta + 1 = 7$. So, $\mathcal{C}_{AB}$ is an optimal cyclic $(7,3)$-LRC over $\mathbb{F}_{16}$ with parameters $[17,8,8]$. In this case, $r + \delta - 1 = 9$, which doesn’t divide 17.

6 Concluding remark

In this paper, we characterized $(r, \delta)$-locality of cyclic codes from the product of two zero sets. Based on this result, we proposed many constructions of optimal cyclic $(r, \delta)$-LRCs of length $n$ for $n \mid (q - 1)$ or $n \mid (q + 1)$, respectively via the product of two sets of zeros. Our constructions include all optimal cyclic $(r, \delta)$-LRCs proposed in [2,3]. By application of our method, many optimal cyclic $(r, \delta)$-LRCs satisfying $(r + \delta - 1) \nmid n$ can be obtained.
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