Abstract

Unit testing is a stage of testing where the smallest segment of code that can be tested in isolation from the rest of the system—often a class—is tested. Unit tests are typically written as executable code, often in a format provided by a unit testing framework such as pytest for Python.

Creating unit tests is a time and effort-intensive process with many repetitive, manual elements. To illustrate how AI can support unit testing, this chapter introduces the concept of search-based unit test generation. This technique frames the selection of test input as an optimization problem—we seek a set of test cases that meet some measurable goal of a tester—and unleashes powerful metaheuristic search algorithms to identify the best possible test cases within a restricted timeframe. This chapter introduces two algorithms that can generate pytest-formatted unit tests, tuned towards coverage of source code statements. The chapter concludes by discussing more advanced concepts and gives pointers to further reading for how artificial intelligence can support developers and testers when unit testing software.

1 Introduction

Unit testing is a stage of testing where the smallest segment of code that can be tested in isolation from the rest of the system—often a class—is tested. Unit tests are typically written as executable code, often in a format provided by a unit testing framework such as pytest for Python. Unit testing is a popular practice as it enables test-driven development—where tests are written before the code for a class, and because the tests are often simple, fast to execute, and effective at verifying low-level system functionality. By being executable, they can also be re-run repeatedly as the source code is developed and extended.

However, creating unit tests is a time and effort-intensive process with many repetitive, manual elements. If elements of unit test creation could be automated, the effort and cost of testing could be significantly reduced. Effective automated test generation could also complement manually written test cases and help ensure test suite quality. Artificial intelligence (AI) techniques, including optimization, machine learning, natural language processing, and others, can be used to perform such automation.

To illustrate how AI can support unit testing, we introduce in this chapter the concept of search-based unit test input generation. This technique frames the selection of test input as an optimization problem—we seek a set of test cases that meet some measurable goal of a tester—and unleashes powerful metaheuristic search algorithms to identify the best possible test input within a restricted timeframe. To be concrete, we use metaheuristic search to produce pytest-formatted unit tests for Python programs.

This chapter is laid out as follows:

- In Section 2, we introduce our running example, a Body Mass Index (BMI) calculator written in Python.
- In Section 3, we give an overview of unit testing and test design principles. Even if you have prior experience with unit testing, this section provides an overview of the terminology we use.
- In Section 4, we introduce and explain the elements of search-based test generation, including solution representation, fitness (scoring) functions, search algorithms, and the resulting test suites.
- In Section 5, we present advanced concepts that build on the foundation laid in this chapter.

To support our explanations, we created a Python project composed of (i) the class that we aim to test, (ii) a set of test cases created manually for that class following good practices in unit test design, and (iii) a simple framework including two search-based techniques that can generate new unit tests for the class.
### Table 1: Threshold values used between different BMI classifications across the various age brackets. The children and teens reference values are for young girls.

| Classification | [2, 4] | (4, 7] | (7, 10] | (10, 13] | (13, 16] | (16, 19] | > 19 |
|----------------|-------|-------|-------|-------|-------|-------|-----|
| Underweight    | ≤ 14  | ≤ 13.5| ≤ 14  | ≤ 15  | ≤ 16.5| ≤ 17.5| < 18.5 |
| Normal weight  | ≤ 17.5| ≤ 14  | ≤ 20  | ≤ 22  | ≤ 24.5| ≤ 26.5| < 25  |
| Overweight     | ≤ 18.5| ≤ 20  | ≤ 22  | ≤ 26.5| ≤ 29  | ≤ 31  | < 30  |
| Obese          | > 18.5| > 20  | > 22  | > 26.5| > 29  | > 31  | < 40  |
| Severely obese | —     | —     | —     | —     | —     | —     | ≥ 40  |

The code examples are written in Python 3, therefore, you must have Python 3 installed on your local machine in order to execute or extend the code examples. We target the [pytest](https://pytest.org) unit testing framework for Python. We also make use of the [pytest-cov](https://pypi.org/project/pytest-cov/) plug-in for measuring code coverage of Python programs, as well as a small number of additional dependencies. All external dependencies that we rely on in this chapter can be installed using the [pip3](https://pip.pypa.io/en/stable/) package installer included in the standard Python installation. Instructions on how to download and execute the code examples on your local machine are available in our code repository at [https://github.com/Greg4cr/PythonUnitTestGeneration](https://github.com/Greg4cr/PythonUnitTestGeneration).

## 2 Example System—BMI Calculator

We illustrate concepts related to automated unit test generation using a class that implements different variants of a body mass index (BMI) classification. BMI is a value obtained from a person’s weight and height to classify them as underweight, normal weight, overweight, or obese. There are two core parts to the BMI implementation: (i) the BMI value, and (ii) the BMI classification. The BMI value is calculated according to Equation (1) using height in meters (m) and weight in kilos (kg).

\[
BMI = \frac{weight}{(height)^2}
\]  

(1)

The BMI classification is particularly interesting case for testing because, (i), it has numerous branching statements based on multiple input arguments (age, height, weight, etc.), and (ii), it requires testers to think of specific combinations of all arguments to yield BMI values able to cover all possible classifications. Table 1 shows all of the different thresholds for the BMI classification used in the BMICalc class.

While the numerous branches add complexity to writing unit tests for our case example, the use of only integer input simplifies the problem. Modern software requires complex inputs of varying types (e.g., DOM files, arrays, abstract data types) which often need contextual knowledge from different domains such as automotive, web or cloud systems or embedded applications to create. In unit testing, the goal is to test small, isolated units of functionality that

---

1 For more information, see [https://pytest.org](https://pytest.org).
2 See [https://pypi.org/project/pytest-cov/](https://pypi.org/project/pytest-cov/) for more information.
3 This is a relatively simple program compared to what is typically developed and tested in the software industry. However, it allows clear presentation of the core concepts of this chapter. After reading this chapter, you should be able to apply these concepts to a more complex testing reality.
4 Threshold values can also vary depending on different continents or regions.
5 An individual whose personal identity and gender corresponds with their birth sex.
6 See [https://www.euro.who.int/en/health-topics/disease-prevention/nutrition/a-healthy-lifestyle/body-mass-index-bmi](https://www.euro.who.int/en/health-topics/disease-prevention/nutrition/a-healthy-lifestyle/body-mass-index-bmi).
7 See [https://www.who.int/tools/growth-reference-data-for-5to19-years/indicators/bmi-for-age](https://www.who.int/tools/growth-reference-data-for-5to19-years/indicators/bmi-for-age).
class BMICalc:
    def __init__(self, height, weight, age):
        self.height = height
        self.weight = weight
        self.age = age

    def bmi_value(self):
        # The height is stored as an integer in cm. Here we convert it to
        # meters (m).
        bmi_value = self.weight / ((self.height / 100.0) ** 2)
        return bmi_value

    def classify_bmi_adults(self):
        if self.age > 19:
            bmi_value = self.bmi_value()
            if bmi_value < 18.5:
                return "Underweight"
            elif bmi_value < 25.0:
                return "Normal weight"
            elif bmi_value < 30.0:
                return "Overweight"
            elif bmi_value < 40.0:
                return "Obese"
            else:
                return "Severely Obese"
        else:
            raise ValueError("Invalid age. The adult BMI classification requires an age "
                             "older than 19.")

    def classify_bmi_teens_and_children(self):
        if self.age < 2 or self.age > 19:
            raise ValueError("Invalid age. The children and teen BMI classification "
                             "only works for ages between 2 and 19.")
        bmi_value = self.bmi_value()
        if self.age <= 4: ...
        elif self.age <= 7: ...
        elif self.age <= 10: ...
        elif self.age <= 13: ...
        elif self.age <= 16: ...
        elif self.age <= 19: ...

Figure 1: An excerpt of the BMICalc class. The snippet includes the constructor for the BMICalc class, the method that calculates the BMI value according to Equation 1 and a method that returns the BMI classification for adults.

Figure 2: Method for the BMI classification of several age brackets that, in turn, expand further into the branches of each BMI classification. For readability, the actual thresholds were omitted from the excerpt above.
Figure 3: Illustration of common levels of granularity in testing. A system is made up of one or more largely-independent subsystems. A subsystem is made up of one or more low-level “units” that can be tested in isolation.

are often implemented as a collection of methods that receive primitive types as input. Next, we will discuss the scope of unit testing in detail, along with examples of good unit testing design practices, as applied to our BMI example.

3 Unit Testing

Testing can be performed at various levels of granularity, based on how we interact with the system-under-test (SUT) and the type of code structure we focus on. As illustrated in Figure 3, a system is often architected as a set of one or more cooperating or standalone subsystems, each responsible for a portion of the functionality of the overall system. Each subsystem, then, is made up of one or more “units”—small, largely self-contained pieces of the system that contain a small portion of the overall system functionality. Generally, a unit is a single class when using object-oriented programming languages like Java and Python.

Unit testing is the stage of testing where we focus on each of those individual units and test their functionality in isolation from the rest of the system. The goal of this stage is to ensure that these low-level pieces of the system are trustworthy before they are integrated to produce more complex functionality in cooperation. If individual units seem to function correctly in isolation, then failures that emerge at higher levels of granularity are likely to be due to errors in their integration rather than faults in the underlying units.

Unit tests are typically written as executable code in the language of the unit-under-test (UUT). Unit testing frameworks exist for many programming languages, such as JUnit for Java, and are integrated into most development environments. Using the structures of the language and functionality offered by the unit testing framework, developers construct test suites—collections of test cases—by writing test case code in special test classes within the source code. When the code of the UUT changes, developers can re-execute the test suite to make sure the code still works as expected. One can even write test cases before writing the unit code. Before the unit code is complete, the test cases will fail. Once the code is written, passing test cases can be seen as a sign of successful unit completion.

In our BMI example, the UUT is the BMICalc class outlined in the previous section. This example is written in Python. There are multiple unit testing frameworks for Python, with pytest being one of the most popular. We will focus on pytest-formatted test cases for both our manually-written examples and our automated generation example. Example test cases for the BMI example can be found at https://github.com/Greg4cr/PythonUnitTestGeneration/blob/main/src/example/test_bmi_calculator_manual.py and will be explained below.

Unit tests are typically the majority of tests written for a project. For example, Google recommends that approximately 70% of test cases for Android projects be unit tests [1]. The exact percentage may vary, but this is a reasonable starting point for establishing your expectations. This split is partially, of course, due to the fact that there are more units than subsystem or system-level interfaces in a system and almost all classes of any importance will be targeted for unit testing. In addition, unit tests carry the following advantages:

• **Useful Early in Development:** Unit testing can take place before development of a “full” version of a system is complete. A single class can typically be executed on its own, although a developer may need to mock (fake the results of) its dependencies.

• **Simplicity:** The functionality of a single unit is typically more limited than a subsystem or the system as a whole. Unit tests often require less setup and the results require less interpretation than other levels of testing. Unit tests also often require little maintenance as the system as a whole evolves, as they are focused on small portions of the system.
• **Execute Quickly:** Unit tests typically require few method calls and limited communication between elements of a system. They often can be executed on the developer’s computer, even if the system as a whole runs on a specialised device (e.g., in mobile development, system-level tests must run on an emulator or mobile device, while unit tests can be executed directly on the local computer). As a result, unit tests can be executed quickly, and can be re-executed on a regular basis as the code evolves.

When we design unit tests, we typically want to test all “responsibilities” associated with the unit. We examine the functionality that the unit is expected to offer, and ensure that it works as expected. If our unit is a single class, each “responsibility” is typically a method call or a short series of method calls. Each broad outcome of performing that responsibility should be tested—e.g., alternative paths through the code that lead to different normal or exceptional outcomes. If a method sequence could be performed out-of-order, this should be attempted as well. We also want to examine how the “state” of class variables can influence the outcome of method calls. Classes often have a set of variables where information can be stored. The values of those variables can be considered as the current state of the class. That state can often influence the outcome of calling a method. Tests should place the class in various states and ensure that the proper method outcome is achieved. When designing an individual unit test, there are typically five elements that must be covered in that test case:

- **Initialization (Arrange):** This includes any steps that must be taken before the core body of the test case is executed. This typically includes initializing the UUT, setting its initial state, and performing any other actions needed to execute the tested functionality (e.g., logging into a system or setting up a database connection).

- **Test Input (Act):** The UUT must be forced to take actions through method calls or assignments to class variables. The test input consists of values provided to the parameters of those method calls or assignments.

- **Test Oracle (Assert):** A test oracle, also known as an expected output, is used to validate the output of the called methods and the class variables against a set of encoded expectations in order to issue a verdict—pass or fail—on the test case. In a unit test, the oracle is typically formulated as a series of assertions about method output and class attributes. An assertion is a Boolean predicate that acts as a check for correct behavior of the unit. The evaluation of the predicate determines the verdict (outcome) of the test case.

- **Tear Down (Cleanup):** Any steps that must be taken after executing the core body of the test case in order to prepare for the next test. This might include cleaning up temporary files, rolling back changes to a database, or logging out of a system.

- **Test Steps (Test Sequence, Procedure):** Code written to apply input to the methods, collect output, and compare the output to the expectations embedded in the oracle.

Unit tests are generally written as methods in dedicated classes grouping the unit tests for a particular UUT. The unit test classes are often grouped in a separate folder structure, mirroring the source code folder structure. For instance, the `utils.BMICalc` class stored in the `src` folder may be tested by a `utils.TestBMICalc` test class stored in the `tests` folder. The test methods are then executed by invoking the appropriate unit testing framework through the IDE or the command line (e.g., as called by a continuous integration framework). Figure 4 shows four examples of test methods for the BMICalc class. Each test method checks a different scenario cover different aspects of good practices in unit test design, as will be detailed below. The test methods and scenarios are:

- `test_bmi_value_valid()`: verifies the correct calculation of the BMI value for valid and typical (“normal”) inputs.
- `test_invalid_height()`: checks robustness for invalid values of height using exceptions.
- `test_bmi_adult()`: verifies the correct BMI classification for adults.
- `test_bmi_children_4y()`: checks the correct BMI classification for children up to 4 years old.

Due to the challenges in representing real numbers in binary computing systems, a good practice in unit test design is to allow for an error range when assessing the correct calculations of floating point arithmetic. We use the `approx` method from the pytest framework to automatically verify whether the returned value lies within the 0.1 range of our test oracle. For instance, our first test case would pass if the returned BMI value would be 18.22 or 18.25, however, it would fail for 18.3. Most unit testing frameworks provide a method to assert floating points within specific ranges. Testers should be careful when asserting results from floating point arithmetic because failures in those assertions can represent precision or range limitations in the programming language instead of faults in the source code, such as
def test_bmi_value_valid():
    bmi_calc = bmi_calculator.BMICalc(150, 41, 18)  # Arrange
    bmi_value = bmi_calc.bmi_value()  # Act
    # Here, the approx method allows 0.01 # differences in floating point errors.
    assert pytest.approx(bmi_value, abs=0.1) == 18.2  # Assert.

# Cases expected to throw exception

def test_invalid_height():
    # 'with' blocks expect exceptions to be thrown, hence
    # the assertion is checked *after* the constructor call
    with pytest.raises(ValueError) as context:
        bmi_calc = bmi_calculator.BMICalc(-150, 41, 18)  # Act

    with pytest.raises(ValueError) as context:
        bmi_calc.height = 0  # Act

def test_bmi_adult():
    bmi_calc = bmi_calculator.BMICalc(160, 65, 21)  # Arrange
    bmi_class = bmi_calc.classify_bmi_adults()  # Act
    assert bmi_class == "Overweight"  # Assert

def test_bmi_children_4y():
    bmi_calc = bmi_calculator.BMICalc(100, 13, 4)
    bmi_class = bmi_calc.classify_bmi_teens_and_children()
    assert bmi_class == "Underweight"

Figure 4: Examples of test methods for the BMICalc class using the pytest framework.

Incorrect calculations. For instance, neglecting to check for float precision is a “test smell” that can lead to flaky test executions [2, 3] If care is not taken some tests might fail when running them on a different computer or when the operating system has been updated.

In addition to asserting the valid behaviour of the UUT (also referred informally to as “happy paths”), unit tests should check the robustness of the implementation. For example, testers should examine how the class handles exceptional behaviour. There are different ways to design unit tests to handle exceptional behaviour, each with its trade-offs. One example is to use exception handling blocks and include failing assertions (e.g., assert false) in points past the code that triggers an exception. However, those methods are not effective in checking whether specific types of exceptions have been thrown, such as distinguishing between input/output exceptions for “file not found” or database connection errors versus exceptions thrown due to division by zero or accessing null variables. Those different types of exceptions represent distinct types of error handling situations that testers may choose to cover in their test suites. Therefore, many unit test frameworks have methods to assert whether the UUT raises specific types of exception. Here we use the pytest.raises(...) context manager to capture the exceptions thrown when trying to specify invalid values for height and check whether they are the exceptions that we expected, or whether there are unexpected exceptions. Additionally, testers can include assertions to verify whether the exception includes an expected message.

One of the challenges in writing good unit tests is deciding on the maximum size and scope of a single test case. For instance, in our BMICalc class, the classifyBMI_teensAndChildren() method has numerous branches to handle the various BMI thresholds for different age ranges. Creating a single test method that exercises all branches for all age ranges would lead to a very long test method with dozens of assertions. This test case would be hard to read and understand. Moreover, such a test case would hinder debugging efforts because the tester would need to narrow down which specific assertion detected a fault. Therefore, in order to keep our test methods small, we recommend breaking down test coverage of the method (classifyBMI_teensAndChildren()) into a series of small test cases—with each test covering a different age range. In turn, for improved coverage, each of those test cases should assert all BMI

Tests are considered flaky if their verdict (pass or fail) changes when no code changes are made. In other words, the tests seems to show random behaviour.

8 Tests are considered flaky if their verdict (pass or fail) changes when no code changes are made. In other words, the tests seems to show random behaviour.
classifications for the corresponding age bracket.

Testers should avoid creating redundant test cases in order to improve the cost-effectiveness of the unit testing process. Redundant tests exercise the same behaviour, and do not bring any value (e.g., increased coverage) to the test suite. For instance, checking invalid height values in the \texttt{test\_bmi\_adult()} test case would introduce redundancy because those cases are already covered by the \texttt{test\_invalid\_height()} test case. On the other hand, the \texttt{(test\_bmi\_adult())} test case currently does not attempt to invoke BMI for ages below 19. Therefore, we can improve our unit tests by adding this invocation to the existing test case, or—even better—creating a new method with that invocation (e.g., \texttt{test\_bmi\_adult\_invalid()}).

3.1 Supporting Unit Testing with AI

Conducting rigorous unit testing can be an expensive, effort-intensive task. The effort required to create a single unit test may be negligible over the full life of a project, but this effort adds up as the number of classes increases. If one wants to test thoroughly, they may end up creating hundreds to thousands of tests for a large-scale project. Selecting effective test input and creating detailed assertions for each of those test cases is not a trivial task either. The problem is not simply one of scale. Even if developers and testers have a lot of knowledge and good intentions, they might forget or not have the time needed to think of all important cases. They may also cover some cases more than others, e.g., they might focus on valid inputs, but miss important invalid or boundary cases. The effort spent by developers does not end with test creation. Maintaining test cases as the SUT evolves and deciding how to allocate test execution resources effectively—deciding which tests to execute—also require care, attention, and time from human testers.

Ultimately, developers often make compromises if they want to release their product on time and under a reasonable budget. This can be problematic, as insufficient testing can lead to critical failures in the field after the product is released. Automation has a critical role in controlling this cost, and ensuring that both sufficient quality and quantity of testing is achieved. AI techniques—including optimization, machine learning, natural language processing, and other approaches—can be used to partially automate and support aspects of unit test creation, maintenance, and execution. For example,

- Optimization and reinforcement learning can select test input suited to meeting measurable testing goals. This can be used to create either new test cases or to amplify the effectiveness of human-created test cases.

- The use of supervised and semi-supervised machine learning approaches has been investigated in order to infer test oracles from labeled executions of a system for use in judging the correctness of new system executions.

- Three different families of techniques, powered by optimization, supervised learning, and clustering techniques, are used to make effective use of computing resources when executing test cases:
  - Test suite minimization techniques suggest redundant test suites that could be removed or ignored during test execution.
  - Test case prioritization techniques order test cases such that the potential for early fault detection or code coverage is maximised.
  - Test case selection techniques identify the subset of test cases that relate in some way to recent changes to the code, ignoring test cases with little connection to the changes being tested.

If aspects of unit testing—such as test creation or selection of a subset for execution—can be even partially automated, the benefit to developers could be immense. AI has been used to support these, and other, aspects of unit testing. In the remainder of this chapter, we will focus on test input generation. In Section 5, we will also provide pointers to other areas of unit testing that can be partially automated using AI.

Exhaustively applying all possible input is infeasible due to an enormous number of possibilities for most real-world programs and units we need to test. Therefore, deciding which inputs to try becomes an important decision. Test generation techniques can create partial unit tests covering the initialization, input, and tear down stages. The developer can then supply a test oracle or simply execute the generated tests and capture any crashes that occur or exceptions that are thrown. One of the more effective methods of automatically selecting effective test input is search-based test generation. We will explain this approach in the following sections.

A word of caution, before we continue—it is our firm stance that AI cannot replace human testers. The points above showcase a set of good practices for unit test design. Some of these practices may be more easily achieved by either a human or an intelligent algorithm. For instance, properties such as readability mainly depends on human comprehension. Choosing readable names or defining the ideal size and scope for test cases may be infeasible or difficult
to achieve via automation. On the other hand, choosing inputs (values or method calls) that mitigate redundancy can be easily achieved through automation through instrumentation, e.g., the use of code coverage tools.

AI can make unit testing more cost-effective and productive when used to support human efforts. However, there are trade-offs involved when deciding how much to rely on AI versus the potential effort savings involved. AI cannot replace human effort and creativity. However, it can reduce human effort on repetitive tasks, and can focus human testers towards elements of unit testing where their creativity can have the most impact. And over time, as AI-based methods become better and stronger, there is likely to be more areas of unit testing they can support or automate.

4 Search-Based Test Generation

Test input selection can naturally be seen as a search problem. When you create test cases, you often have one or more goals. Perhaps that goal is to find violations of a specification, to assess performance, to look for security vulnerabilities, to detect excessive battery usage, to achieve code coverage, or any number of other things that we may have in mind when we design test cases. We cannot try all input—any real-world piece of software with value has a near-infinite number of possible inputs we could try. However, somewhere in that space of possibilities lies a subset of inputs that best meets the goals we have in mind. Out of all of the test cases that could be generated for a UUT, we want to identify—systematically and at a reasonable cost—those that best meet those goals. Search-based test generation is an intuitive AI technique for locating those test cases that maps to the same process we might use ourselves to find a solution to a problem.

Let us consider a situation where you are asked a question. If you do not know the answer, you might make a guess—either be an educated guess or one made completely at random. In either case, you would then get some feedback. How close were you to reaching the “correct” answer? If your answer was not correct, you could then make a second guess. Your second guess, if nothing else, should be closer to being correct based on the knowledge gained from the feedback on that initial guess. If you are still not correct, you might then make a third, fourth, etc. guess—each time incorporating feedback on the previous guess.

Test input generation can be mapped to the same process. We start with a problem we want to solve. We have some goal that we want to achieve through the creation of unit tests. If that goal can be measured, then we can automate input generation. Fortunately, many testing goals can be measured.

- If we are interested in exploring the exceptions that the UUT can throw, then we want the inputs that trigger the most exceptions.
- If we are interested in covering all outcomes of a function, then we can divide the output into representative values and identify the inputs that cover all representative output values.
- If we are interested in executing all lines of code, then we are searching for the inputs that cover more of the code structure.
- If we are interested in executing a wide variety of input, then we want to find a set of inputs with the highest diversity in their values.

Attainment of many goals can be measured, whether as a percentage of a known checklist or just a count that we want to maximize. Even if we have a higher-level goal in mind that cannot be directly measured, there may be measurable sub-goals that correlate with that higher-level goal. For example, “find faults” cannot be measured—we do not know what faults are in our goal—but maximizing code coverage or covering diverse outputs may increase the likelihood of detecting a fault.

Once we have a measurable goal, we can automate the guess-and-check process outlined above via a metaheuristic optimization algorithm. Metaheuristics are strategies to sample and evaluate values during our search. Given a measurable goal, a metaheuristic optimization algorithm can systematically sample the space of possible test input, guided by feedback from one or more fitness functions—numeric scoring functions that judge the optimality of the chosen input based on its attainment of our goals. The exact process taken to sample test inputs from that space varies from one metaheuristic to another. However, the core process can be generically described as:

1. Generate one or more initial solutions (test suites containing one or more unit tests).
2. While time remains:
   (a) Evaluate each solution using the fitness functions.
(b) Use feedback from the fitness functions and the sampling strategy employed by the metaheuristic to improve the solutions.

3. Return the best solution seen during this process.

In other words, we have an optimization problem. We make a guess, get feedback, and then use that additional knowledge to make a smarter guess. We keep going until we run out of time, then we work with the best solution we found during that process.

The choice of both metaheuristic and fitness functions is crucial to successfully deploying search-based test generation. Given the existence of a near-infinite space of possible input choices, the order that solutions are tried from that space is the key to efficiently finding a solution. The metaheuristic—guided by feedback from the fitness functions—overcomes the shortcomings of a purely random input selection process by using a deliberate strategy to sample from the input space, gravitating towards “good” input and discarding input sharing properties with previously-seen “bad” solutions. By determining how solutions are evolved and selected over time, the choice of metaheuristic impacts the quality and efficiency of the search process. Metaheuristics are often inspired by natural phenomena, such as swarm behavior or evolution within an ecosystem.

In search-based test generation, the fitness functions represent our goals and guide the search. They are responsible for evaluating the quality of a solution and offering feedback on how to improve the proposed solutions. Through this guidance, the fitness functions shape the resulting solutions and have a major impact on the quality of those solutions. Functions must be efficient to execute, as they will be calculated thousands of times over a search. Yet, they also must provide enough detail to differentiate candidate solutions and guide the selection of optimal candidates.

Search-based test generation is a powerful approach because it is scalable and flexible. Metaheuristic search—by strategically sampling from the input space—can scale to larger problems than many other generation algorithms. Even if the “best” solution cannot be found within the time limit, search-based approaches typically can return a “good enough” solution. Many goals can be mapped to fitness functions, and search-based approaches have been applied to a wide variety of testing goals and scenarios. Search-based generation often can even achieve higher goal attainment than developer-created tests.

In the following sections, we will explain the highlighted concepts in more detail and explore how they can be applied to generate partial unit tests for Python programs. In Section 4.1, we will explain how to represent solutions. Then, in Section 4.2, we will explain how to represent two common goals as fitness functions. In Section 4.3, we will explain how to use the solution representation and fitness functions as part of two common metaheuristic algorithms. Finally, in Section 4.4, we will illustrate the application of this process on our BMI example.

4.1 Solution Representation

When solving any problem, we first must define the form the solution to the problem must take. What, exactly, does a solution to a problem “look” like? What are its contents? How can it be manipulated? Answering these questions is crucial before we can define how to identify the “best” solution.

In this case, we are interested in identifying a set of unit tests that maximize attainment of a testing goal. This means that a solution is a test suite—a collection of test cases. We can start from this decision, and break it down into the composite elements relevant to our problem.

- A solution is a test suite.
- A test suite contains one or more test cases, expressed as individual methods of a single test class.
- The solution interacts with a unit-under-test (UUT) which is a single, identified Python class with a constructor (optional) and one or more methods.
- Each test case contains an initialization of the UUT which is a call to its constructor, if it has one.
- Each test case then contains one or more actions, i.e., calls to one of the methods of the UUT or assignments to a class variable.
- The initialization and each action have zero or more parameters (input) supplied to that action.

This means that we can think of a test suite as a collection of test cases, and each test case as a single initialization and a collection of actions, with associated parameters. When we generate a solution, we choose a number of test cases to create. For each of those test cases, we choose a number of actions to generate. Different solutions can differ in size—they can have differing numbers of test cases—and each test case can differ in size—each can contain a differing number of actions.

In search-based test generation, we represent two solutions in two different forms:
import pytest
import bmi_calculator

def test_0():
    cut = bmi_calculator.BMICalc(246, 680, 2)
    cut.age = 18
    cut.classify_bmi_teens_and_children()
    cut.weight = 466
    cut.classify_bmi_adults()
    cut.classify_bmi_teens_and_children()
    cut.weight = 26
    cut.classify_bmi_adults()
def calculate_fitness(metadata, fitness_function, num_tests_penalty, length_test_penalty, solution):
    fitness = 0.0

    # Get the statement coverage over the code
    fitness += statement_fitness(metadata, solution)

    # Add a penalty to control test suite size
    fitness -= float(len(solution.test_suite) / num_tests_penalty)

    # Add a penalty to control the length of individual test cases
    total_length = 0
    total_length = sum([len(test) for test in solution.test_suite]) / len(solution.test_suite)
    fitness -= float(total_length / length_test_penalty)

    solution.fitness = fitness

Figure 6: The high-level calculation of the fitness function.

4.2 Fitness Function

As previously-mentioned, fitness functions are the cornerstone of search-based test generation. The core concept
is simple and flexible—a fitness function is simply a function that takes in a solution candidate and returns a “score”
describing the quality of that solution. This gives us the means to differentiate one solution from another, and more
importantly, to tell if one solution is better than another.

Fitness functions are meant to embody the goals of the tester. They tell us how close a test suite came to meeting
those goals. The fitness functions employed determine what properties the final solution produced by the algorithm
will have, and shape the evolution of those solutions by providing a target for optimization.

Essentially any function can serve as a fitness function, as long as it returns a numeric score. It is common to use
a function that emits either a percentage (e.g., percentage of a checklist completed) or a raw number as a score, then
either maximise or minimise that score.

• A fitness function should not return a Boolean value. This offers almost no feedback to improve the solution,
  and the desired outcome may not be located.

• A fitness function should yield (largely) continuous scores. A small change in a solution should not cause a
  large change (either positive or negative) in the resulting score. Continuity in the scoring offers clearer feedback
  to the metaheuristic algorithm.

• The best fitness functions offer not just an indication of quality, but a distance to the optimal quality. For
  example, rather than measuring completion of a checklist of items, we might offer some indication of how close
  a solution came to completing the remaining items on that checklist. In this chapter, we use a simple fitness
  function to clearly illustrate search-based test generation, but in Section 5 we will introduce a distance-based
  version of that fitness function.

Depending on the algorithm employed, either a single fitness function or multiple fitness functions can be optimised
at once. We focus on single-function optimization in this chapter, but in Section 5 we will also briefly explain how
multi-objective optimization is achieved.

To introduce the concept of a fitness function, we utilise a fitness function based on the code coverage attained by
the test suite. When testing, developers must judge: (a) whether the produced tests are effective and (b) when they can
stop writing additional tests. Coverage criteria provides developers with guidance on both of those elements. As we
cannot know what faults exist without verification, and as testing cannot—except in simple cases—conclusively prove
the absence of faults, these criteria are intended to serve as an approximation of efficacy. If the goals of the chosen
criterion are met, then we have put in a measurable testing effort and can decide whether we have tested enough.
There are many coverage criteria, with varying levels of tool support. The most common criteria measure coverage of structural elements of the software, such as individual statements, branches of the software’s control flow, and complex Boolean conditional statements. One of the most common, and most intuitive, coverage criteria is **statement coverage**. It simply measure the percentage of executable lines of code that have been triggered at least once by a test suite. The more of the code we have triggered, the more thorough our testing efforts are—and, ideally, the likely we will be to discover a fault. The use of statement coverage as a fitness function encourages the metaheuristic to explore the structure of the source code, reaching deeply into branching elements of that code.

As we are already generating *pytest*-compatible test suites, measuring statement coverage is simple. The pytest plugin *pytest-cov* measures statement coverage, as well as branch coverage—a measurement of how many branching control points in the UUT (e.g., if-statement and loop outcomes) have been executed—as part of executing a *pytest* test class. By making use of this plug-in, statement coverage of a solution can be measured as follows:

1. Write the phenotype representation of the test suite to a file.
2. Execute *pytest*, with the `--cov=<python file to measure coverage over>` command.
3. Parse the output of this execution, extracting the percentage of coverage attained.
4. Return that value as the fitness.

This measurement yields a value between 0–100, indicating the percentage of statements executed by the solution. We seek to **maximise** the statement coverage. Therefore, we employ the following formulation to obtain the fitness value of a test suite (shown as code in Figure 6):

\[
\text{fitness}(\text{solution}) = \text{statement coverage}(\text{solution}) - \text{bloat penalty}(\text{solution})
\]  

The **bloat penalty** is a small penalty to the score intended to control the size of the produced solution in two dimensions: the number of test methods, and the number of actions in each test. A massive test suite may attain high code coverage or yield many different outcomes, but it is likely to contain many redundant elements as well. In addition, it will be more difficult to understand when read by a human. In particular, long sequences of actions may hinder efforts to debug the code and identify a fault. Therefore, we use the bloat penalty to encourage the metaheuristic algorithm to produce **small-but-effective** test suites. The bloat penalty is calculated as follows:

\[
\text{bloat penalty}(\text{solution}) = \left( \frac{\text{num test cases}}{\text{num tests penalty}} \right) + \left( \frac{\text{average test length}}{\text{length test penalty}} \right)
\]

Where `num_tests_penalty` is 10 and `length_test_penalty` is 30. That is, we divide the number of test cases by 10 and the average length of a single test case (number of actions) by 30. These weights could be adjusted, depending on the severity of the penalty that the tester wishes to apply. It is important to not penalise too heavily, as that will increase the difficulty of the core optimization task—some expansion in the number of tests or length of a test is needed to cover the branching structure of the code. These penalty values allow some exploration while still encouraging the metaheuristic to locate smaller solutions.

### 4.3 Metaheuristic Algorithms

Given a solution representation and a fitness function to measure the quality of solutions, the next step is to design an algorithm capable of producing the best possible solution within the available resources. Any UUT with reasonable complexity has a near-infinite number of possible test inputs that could be applied. We cannot reasonable try them all. Therefore, the role of the metaheuristic is to intelligently sample from that space of possible inputs in order to locate the best solution possible within a strict time limit.

There are many metaheuristic algorithms, each making use of different mechanisms to sample from that space. In this chapter, we present two algorithms:

- **Hill Climber**: A simple algorithm that produces a random initial solution, then attempts to find better solutions by making small changes to that solution—restarting if no better solution can be found.

- **Genetic Algorithm**: A more complex algorithm that models how populations of solutions evolve over time through the introduction of mutations and through the breeding of good solutions.

The Hill Climber is simple, fast, and easy to understand. However, its effectiveness depends strongly on the quality of the initial guess made. We introduce it first to explain core concepts that are built upon by the Genetic Algorithm, which is slower but potentially more robust.
4.3.1 Common Elements

Before introducing either algorithm in detail, we will begin by discussing three elements shared by both algorithms—a metadata file that defines the actions available for the UUT, random test generation, and the search budget.

**UUT Metadata File:** To generate unit tests, the metaheuristic needs to know how to interact with the UUT. In particular, it needs to know what methods and class variables are available to interact with, and what the parameters of the methods and constructor are. To provide this information, we define a simple JSON-formatted metadata file. The metadata file for the BMI example is shown in Figure 7 and we define the fields of the file as follows:

- **file**: The python file containing the UUT.
- **location**: The path of the file.
- **class**: The name of the UUT.
- **constructor**: Contains information on the parameters of the constructor.
- **actions**: Contains information about each action.
  - **name**: The name of the action (method or variable name).
  - **type**: The type of action (method or assign).
  - **parameters**: Information about each parameter of the action.
    - **type**: Datatype of the parameter. For this example, we only support integer input. However, the example code could be expanded to handle additional datatypes.
    - **min**: An optional minimum value for the parameter. Used to constrain inputs to a defined range.
    - **max**: An optional maximum value for the parameter. Used to constrain inputs to a defined range.
This file not only tells the metaheuristic what actions are available for the UUT, it suggests a starting point for “how” to test the UUT by allowing the user to optionally constrain the range of values. This allows more effective test generation by limiting the range of guesses that can be made to “useful” values. For example, the age of a person cannot be a negative value in the real world, and it is unrealistic that a person would be more than 150 years old. Therefore, we can impose a range of age values that we might try. To test error handling for negative ranges, we might set the minimum value to $-1$. This allows the metaheuristic to try a negative value, while preventing it from wasting time trying many negative values.

In this example, we assume that a tester would create this metadata file—a task that would take only a few minutes for a UUT. However, it would be possible to write code to extract this information as well.

**Random Test Generation:** Both of the presented metaheuristic algorithms start by making random “guesses”—either generating random test cases or generating entire test suites at random—and will occasionally modify solutions through random generation of additional elements. To control the size of the generated test suites or test cases, there are two user-controllable parameters:

- **Maximum number of test cases:** The largest test suite that can be randomly generated. When a suite is generated, a size is chosen between 1 - \(\text{max_test_cases}\), and that number of test cases are generated and added to the suite.

- **Maximum number of actions:** The largest individual test case that can be randomly generated. When a test case is generated, a number of actions between 1 - \(\text{max_actions}\) is chosen and that many actions are added to the test case (following a constructor call).

By default, we use 20 as the value for both parameters. This provides a reasonable starting point for covering a range of interesting behaviors, while preventing test suites from growing large enough to hinder debugging. Test suites can then grow or shrink over time through manipulation by the metaheuristic.

**Search Budget:** This search budget is the time allocated to the metaheuristic. The goal of the metaheuristic is to find the best solution possible within this limitation. This parameter is also user-controlled:

- **Search Budget:** The maximum number of generations of work that can be completed before returning the best solution found.

The search budget is expressed as a number of generations—cycles of exploration of the search space of test inputs—that are allocated to the algorithm. This can be set according to the schedule of the tester. By default, we allow 200 generations in this example. However, fewer may still produce acceptable results, while more can be allocated if the tester is not happy with what is returned in that time frame.

### 4.3.2 Hill Climber

A Hill Climber is a classic metaheuristic that embodies the “guess-and-check” process we discussed earlier. The algorithm makes an initial guess purely at random, then attempts to improve that guess by making small, iterative changes to it. When it lands on a guess that is better than the last one, it adopts it as the current solution and proceeds to make small changes to that solution. The core body of this algorithm is shown in Figure 8. The full code can be found at [https://github.com/Greg4cr/PythonUnitTestGeneration/blob/main/src/hill_climber.py](https://github.com/Greg4cr/PythonUnitTestGeneration/blob/main/src/hill_climber.py).

The variable \(\text{solution_current}\) stores the current solution. At first, it is initialised to a random test suite, and we measure the fitness of the solution (lines 2-5). Following this, we start our first generation of evolution. While we have remaining search budget, we then attempt to improve the current solution.

Each generation, we attempt to improve the current solution through the process of *mutation*. During mutation, we introduce a small change to the current solution. Below, we outline the types of change possible during mutation:
# Generate an initial random solution, and calculate its fitness
solution_current = Solution()
solution_current.test_suite = generate_test_suite(metadata, max_test_cases, max_actions)
calculate_fitness(metadata, fitness_function, num_tests_penalty,
                  length_test_penalty, solution_current)

# The initial solution is the best we have seen to date
solution_best = copy.deepcopy(solution_current)

# Continue to evolve until the generation budget is exhausted
# or the number of restarts is exhausted.
gen = 1
restarts = 0

while gen <= max_gen and restarts <= max_restarts:
    tries = 1
    changed = False

    # Try random mutations until we see a better solutions,
    # or until we exhaust the number of tries.
    while tries < max_tries and not changed:
        solution_new = mutate(solution_current)
calculate_fitness(metadata, fitness_function, num_tests_penalty,
                  length_test_penalty, solution_new)

        # If the solution is an improvement, make it the new solution.
        if solution_new.fitness > solution_current.fitness:
            solution_current = copy.deepcopy(solution_new)
            changed = True

            # If it is the best solution seen so far, then store it.
            if solution_new.fitness > solution_best.fitness:
                solution_best = copy.deepcopy(solution_current)

        tries += 1

    # Reset the search if no better mutant is found within a set number
    # of attempts by generating a new solution at random.
    if not changed:
        restarts += 1
        solution_current = Solution()
solution_current.test_suite = generate_test_suite(metadata, max_test_cases,
                  max_actions)
calculate_fitness(metadata, fitness_function, num_tests_penalty,
                  length_test_penalty, solution_current)

    # Increment generation
    gen += 1

# Return the best suite seen

Figure 8: The core body of the Hill Climber algorithm.
After selecting and applying one of these transformations (line 22), we measure the fitness of the mutated solution (line 23). If it is better than the current solution, we make the mutation into the current solution (lines 26-28). If it is better than the best solution seen to date, we also save it as the new best solution (lines 30-31). We then proceed to the next generation.

If the mutation is not better than the current solution, we try a different mutation to see if it is better. The range of transformations results in a very large number of possible transformations. However, even with such a range, we may end up in situations where no improvement is possible, or where it would be prohibitively slow to locate an improved solution. We refer to these situations as local optima—solutions that, while they may not be the best possible, are the best that can be located through incremental changes.

We can think of the landscape of possible solutions as a topographical map, where better fitness scores represent higher levels of elevation in the landscape. This algorithm is called a “Hill Climber” because it attempts to scale that landscape, finding the tallest peak that it can in its local neighborhood.

If we reach a local optima, we need to move to a new “neighborhood” in order to find taller peaks to ascend. In other words, when we become stuck, we restart by replacing the current solution with a new random solution (lines 37-42). Throughout this process, we track the best solution seen to date to return at the end. To control this process, we use two user-controllable parameters.

- **Maximum Number of Tries:** A limit on the number of mutations we are willing to try before restarting (`max_tries`, line 21). By default, this is set to 200.

- **Maximum Number of Restarts:** A limit of restarts we are willing to try before giving up on the search (`max_restarts`, line 15). Be default, this is set to 5.

The core process employed by the Hill Climber is simple, but effective. Hill Climbers also tend to be faster than many other metaheuristics. This makes them a popular starting point for search-based automation. Their primary weakness is their reliance on making a good initial guess. A bad initial guess could result in time wasted exploring a relatively “flat” neighborhood in that search landscape. Restarts are essential to overcoming that limitation.
# Create initial population.
population = create_population(population_size)

# Initialise best solution as the first member of that population.
solution_best = copy.deepcopy(population[0])

# Continue to evolve until the generation budget is exhausted.
# Stop if no improvement has been seen in some time (stagnation).
gen = 1
stagnation = -1

while gen <= max_gen and stagnation <= exhaustion:
    # Form a new population.
    new_population = []

    while len(new_population) < len(population):
        # Choose a subset of the population and identify
        # the best solution in that subset (selection).
        offspring1 = selection(population, tournament_size)
        offspring2 = selection(population, tournament_size)

        # Create new children by breeding elements of the best solutions
        # (crossover).
        if random.random() < crossover_probability:
            (offspring1, offspring2) = uniform_crossover(offspring1, offspring2)

        # Introduce a small, random change to the population (mutation).
        if random.random() < mutation_probability:
            offspring1 = mutate(offspring1)
        if random.random() < mutation_probability:
            offspring2 = mutate(offspring2)

        # Add the new members to the population.
        new_population.append(offspring1)
        new_population.append(offspring2)

        # If either offspring is better than the best-seen solution,
        # make it the new best.
        if offspring1.fitness > solution_best.fitness:
            solution_best = copy.deepcopy(offspring1)
            stagnation = -1
        if offspring2.fitness > solution_best.fitness:
            solution_best = copy.deepcopy(offspring2)
            stagnation = -1

    # Set the new population as the current population.
    population = new_population

    # Increment the generation.
    gen += 1
    stagnation += 1

# Return the best suite seen
4.3.3 Genetic Algorithm

Genetic Algorithms model the evolution of a population over time. In a population, certain individuals may be “fitter” than others, possessing traits that lead them to thrive—traits that we would like to see passed forward to the next generation through reproduction with other fit individuals. Over time, random mutations introduced into the population may also introduce advantages that are also passed forward to the next generation. Over time, through mutation and reproduction, the overall population will grow stronger and stronger.

As a metaheuristic, a Genetic Algorithm is build on a core generation-based loop like the Hill Climber. However, there are two primary differences:

- Rather than evolving a single solution, we simultaneously manage a population of different solutions.
- In addition to using mutation to improve solutions, a Genetic Algorithm also makes use of a selection process to identify the best individuals in a population, and a crossover process that produces new solutions merging the test cases (“genes”) of parent solutions (“chromosomes”).

The core body of the Genetic Algorithm is listed in Figure 9. The full code can be found at [https://github.com/Greg4cr/PythonUnitTestGeneration/blob/main/src/genetic_algorithm.py](https://github.com/Greg4cr/PythonUnitTestGeneration/blob/main/src/genetic_algorithm.py).

We start by creating an initial population, where each member of the population is a randomly-generated test suite (line 1). We initialise the best solution to the first member of that population (line 5). We then begin the first generation of evolution (line 12).

Each generation, we form a new population by applying a series of actions intended to promote the best “genes” forward. We form the new population by creating two new solutions at a time (line 16). First, we attempt to identify two of the best solutions in a population. If the population is large, this can be an expensive process. To reduce this cost, we perform a selection procedure on a randomly-chosen subset of the population (lines 19-20), explained below:

- Select N (tournament size) members of the population at random.
- Identify the best solution in the subset.

The fitness of the members of the chosen subset is compared in a process called “tournament”, and a winner is selected. The winner may not be the best member of the full population, but will be at least somewhat effective, and will be identified at a lower cost than comparing all population members. These two solutions may be carried forward as-is. However, at certain probabilities, we may make further modifications to the chosen solutions.

The first of these is crossover—a transformation that models reproduction. We generate a random number and check whether it is less than a user-set crossover_probability (line 23). If so, we combine individual genes (test cases) of the two solutions using the following process:
Select two “parent” test cases.

For each test case T, "flip a coin"

If (1), Child A gets test T from Parent A. Child B gets test T from Parent B.

If (2), the reserve happens.

Return “children” that blend elements of Parents A and B.

If the parents do not contain the same number of test cases, then the remaining cases can be randomly distributed between the children. This form of crossover is known as “uniform crossover”. There are other means of performing crossover. For example, in “single-point” crossover, a single index is chosen, and one child gets all elements from Parent A before that index, and all elements from Parent B from after that index (with the other child getting the reverse). Another form, “discrete recombination”, is similar to uniform crossover, except that we make the coin flip for each child instead of once for both children at each index.

We may introduce further mutations to zero, one, or both of the solutions. If a random number is less than a user-set mutation probability (lines 27, 29), we will introduce a single mutation to that solution. We do this independently for both solutions. The mutation process is the same as in the Hill Climber, where we can add, delete, or modify an individual action or add or delete a full test case.

Finally, we add both of the solutions to the new population (line 46). If either solution is better than the best seen to date, we save it to be returned at the end of the process (lines 38–43). Once the new population is complete, we continue to the next generation.

There may be a finite amount of improvement that we can see in a population before it becomes stagnant. If the population cannot be improved further, we may wish to terminate early and not waste computational effort. To enable this, we count the number of generations where no improvement has been seen (line 50), and terminate if it passes a user-set exhaustion threshold (line 12). If we identify a new “best” solution, we reset this counter (lines 40, 43).

The following parameters of the genetic algorithm can be adjusted:

- **Population Size**: The size of the population of solutions. By default, we set this to 20. This size must be a even number in the example implementation.

- **Tournament Size**: The size of the random population subset compared to identify the fittest population members. By default, this is set to 6.

- **Crossover Probability**: The probability that we apply crossover to generate child solutions. By default, 0.7.

- **Mutation Probability**: The probability that we apply mutation to manipulate a solution. By default, 0.7.

- **Exhaustion Threshold**: The number of generations of stagnation allowed before the search is terminated early. By default, we have set this to 30 generations.

These parameters can have a noticeable effect on the quality of the solutions located. Getting the best solutions quickly may require some experimentation. However, even at default values, this can be a highly effective method of generating test suites.

### 4.4 Examining the Resulting Test Suites

Now that we have all of the required components in place, we can generate test suites and examine the results. To illustrate what these results look like, we will examine test suites generated after executing the Genetic Algorithm for 1000 generations. During these executions, we disabled the exhaustion threshold to see what would happen if the algorithm was given the full search budget to work.
Figure 10 illustrates the results of executing the Genetic Algorithm. We can see the change in fitness over time, as well as the change in the number of test cases in the suite and the average number of actions in test cases. Note that fitness is penalised by the bloat penalty, so the actual statement coverage is higher than the final fitness value. Also note that metaheuristic search algorithms are random. Therefore, each execution of the Hill Climber or Genetic Algorithm will yield different test suites in the end. Multiple executions may be desired in order to detect additional crashes or other issues.

The fitness starts around 63, but quickly climbs until around generation 100, when it hits approximately 86. There are further gains after that point, but progress is slow. At generation 717, it hits a fitness value of 92.79, where it remains until near the very end of the execution. At generation 995, a small improvement is found that leads to the coverage of additional code and a fitness increase to 93.67. Keep in mind, again, that a fitness of “100” is not possible due to the bloat penalty. It is possible that further gains in fitness could be attained with an even higher search budget, but covering the final statements in the code and further trimming the number or length of test cases both become quite difficult at this stage.

The test suite size starts at 13 tests, then sheds excess tests for a quick gain in fitness. However, after that, the number of tests rises slowly as coverage increases. For much of the search, the test suite remains around 20 test cases, then 21. At the end, the final suite has 22 test cases. In general, it seems that additional code coverage is attained by generating new tests and adding them to the suite.

At times, redundant test cases are removed, but instead, we often see redundancy removed through the deletion of actions within individual test cases. The initial test cases are often quite long, with many redundant function calls. Initially, tests have an average of 11 actions. Initially, the number of actions oscillates quite a bit between an average of 8-10 actions. However, over time, the redundant actions are trimmed from test cases. After generation 200, test cases have an average of only three actions until generation 995, when the new test case increases the average length to four actions. With additional time, it is likely that this would shrink back to three. We see that the tendency is to produce a large number of very small test cases. This is good, as short test cases are often easier to understand and make it easier to debug the code to find faults.

More complex fitness functions or algorithms may be able to cover more code, or cover the same code more quickly, but these results show the power of even simple algorithms to generate small, effective test cases. A subset of
def test_0():
    cut = bmi_calculator.BMICalc(120, 860, 13)
    cut.classify_bmi_teens_and_children()

def test_2():
    cut = bmi_calculator.BMICalc(43, 243, 59)
    cut.classify_bmi_adults()
    cut.height = 526
    cut.classify_bmi_adults()
    cut.classify_bmi_adults()

def test_5():
    cut = bmi_calculator.BMICalc(374, 343, 17)
    cut.age = 123
    cut.classify_bmi_adults()
    cut.age = 18
    cut.classify_bmi_teens_and_children()
    cut.weight = 396
    cut.classify_bmi_teens_and_children()

def test_7():
    cut = bmi_calculator.BMICalc(609, -1, 94)

def test_11():
    cut = bmi_calculator.BMICalc(491, 712, 20)
    cut.classify_bmi_adults()

def test_17():
    cut = bmi_calculator.BMICalc(608, 717, 6)
    cut.classify_bmi_teens_and_children()
    cut.age = 91
    cut.classify_bmi_teens_and_children()
    cut.classify_bmi_teens_and_children()
a final test suite is shown in Figure 11. Some test cases look like `test_0()` and `test_11()` in the example—a constructor call, followed by a BMI classification. Others will adjust the variable assignments, then make calls. For example, `test_5()` covers several paths in the code by making assignments, then getting classifications, multiple times. `test_7()` is an example of one where only a constructor call was needed, as the value supplied—a negative weight, in this case—was sufficient to trigger an exception.

There is still some room for improvement in these test cases. For example, `test_2()` and `test_17()` both contain redundant calls to a classification method. It is likely that a longer search budget would remove these calls. It would be simple to simply remove all cases where a method is called twice in a row with the same arguments from the suite. However, in other cases, those calls may have different results (e.g., if class state was modified by the calls), and you would want to leave them in place.

Search-based test generation requires a bit of experimentation. Even the Hill Climber has multiple user-selectable parameters. Finding the right search budget, for example, can require some experimentation. It may be worth executing the algorithm once with a very high search budget in order to get an initial idea of the growth in fitness. In this case, a tester could choose to stop much earlier than 1000 generations with little loss in effectiveness. For example, only limited gains are seen after 200 generations, and almost no gain in fitness is seen after 600 generations.

4.5 Assertions

It is important to note that this chapter is focused on test input generation. These test cases lack assertion statements, which are needed to check the correctness of the program behavior.

These test cases can be used as-is. Any exceptions thrown by the UUT, or other crashes detected, when the tests execute will be reported as failures. In some cases, exceptions should be thrown. In Figure 11, `test_17` will trigger an exception when `classify_bmi_teens_and_children()` is called for a 91-year-old. This exception is the desired behavior. However, in many cases, exceptions are not desired, and these test cases can be used to alert the developer about crash-causing faults.

Otherwise, the generated tests will need assertions to be added. A tester can add assertions manually to these test cases, or a subset of them, to detect incorrect output. Otherwise, researchers and developers have begun to explore the use of AI techniques to generate assertions as well. We will offer pointers to some of this work in Section 5.

5 Advanced Concepts

The input generation technique introduced in the previous section can be used to generate small, effective test cases for Python classes. This section briefly introduces concepts that build on this foundation, and offers pointers for readers interested in developing more complex AI-enhanced unit test automation tools.

5.1 Distance-Based Coverage Fitness Function

This chapter introduced the idea that we can target the maximization of code coverage as a fitness function. We focused on statement coverage—a measurement of the number of lines of code executed. A similar measurement is the branch coverage—a measurement of the number of outcomes of control-altering expressions covered by test cases. This criterion is expressed over statements that determine which code will be executed next in the sequence. For example, in Python, this includes `if`, `for`, and `while` statements. Full branch coverage requires `True` and `False` outcomes for the Boolean predicates expressed in each statement.

Branch coverage can be maximized in the same manner that we maximised statement coverage—by simply measuring the attained coverage and favoring higher totals. However, advanced search-based input generation techniques typically use a slightly more complex fitness function based on how close a test suite came to covering each of these desired outcomes.

Let’s say that we had two test suites—one that attains 50% branch coverage and one that attains 75% coverage. We would favor the one with 75% coverage, of course. However, what if both had 75% coverage? Which is better? The answer is that we want the one that is closer to covering the remaining 25%. Perhaps, with only small changes, that one could attain 100% coverage. We cannot know which of those two is better with our simple measurement of coverage. Rather, to make that determination, we divide branch coverage into a set of goals, or combinations of

---

9 The full suite can be found at [https://github.com/Greg4cr/PythonUnitTestGeneration/blob/main/src/example/test_bmi_calculator_automated_statement.py](https://github.com/Greg4cr/PythonUnitTestGeneration/blob/main/src/example/test_bmi_calculator_automated_statement.py)
an expression we want to reach and an outcome we desire for that expression. Then, for each goal, we measure the
branch distance as a score ranging from 0 – 1. The branch distance is defined as follows:

\[
distance(\text{goal, suite}) = \begin{cases} 
0 & \text{if the branch is reached and the desired outcome is attained.} \\
\min_{\text{goal, suite}} & \text{if the branch is reached, but the desired outcome is not attained.} \\
1 & \text{if the branch has not been reached.}
\end{cases}
\]

Our goal is to minimise the branch distance. If we have reached the branch of interest and attained the desired
outcome, then the score is 0. If we have not reached the branch, then the value is 1. If we have reached the branch, but
not covered it, then we measure how close we came by transforming the Boolean predicate into a numeric function.
For example, if we had the expression \( \text{if } x == 5: \) and desired a \textit{True} outcome, but \( x \) was assigned a value of
3 when we executed the expression, we would calculate the branch distance as \( abs(x - 5) = abs(3 - 5) = 2^{[10]} \)

We then normalise this value to be between 0 and 1. As this expression may be executed multiple times by the test
suite, we take the minimum branch distance as the score. We can then attain a fitness score for the test suite by taking
the sum of the branch distances for all goals: \( \text{fitness} = \sum_{\text{goal} \in \text{Goals}} distance(\text{goal, suite}). \)

The branch distance offers a fine-grained score that is more informative than simply measuring the coverage. Using
this measurement allows faster attainment of coverage, and may enable the generation tool to attain more coverage
than would otherwise be possible. The trade-off is the increased complexity of the implementation. At minimum, the
tool would have to insert logging statements into the program. To avoid introducing side-effects into the behavior of
the class-under-test, measuring the branch distance may require complex instrumentation and execution monitoring.

5.2 Multiple and Many Objectives

When creating test cases, we typically have many different goals. A critical goal is to cover all important functionality,
but we also want few and short test cases, we want tests to be understandable by humans, we want tests to have covered
all parts of the system code, and so on. When you think about it, it is not uncommon to come up with five or more
goals you have during test creation. If we plan to apply AI and optimisation to help us to create these test cases, we
must encode these goals so that they are quantitative and can be automatically and quickly checked. We have the
ability to do this through fitness functions. However, if we have multiple goals, we cannot settle for single-objective
optimisation and instead have to consider the means to optimise all of these objectives at the same time.

A simple solution to the dilemma is to try to merge all goals together into a single fitness function which can then
be optimised, often by adding all functions into a single score—potentially weighting each. For example, if our goals
are high code coverage and few test cases, we could normalise the number of uncovered statements and the number of
test cases to the same scale, sum them, and attempt to minimise this sum.

However, it is almost inevitable that many of your goals will compete with each other. In this two-objective
equation, we are punished for adding more test cases, but we are also punished if we do not cover all code. If these
two goals were considered equally important, it seems possible that an outcome could be a single, large test case that
tries to cover as much of the code as possible. While this might be optimal given the fitness function we formulated,
it might not reflect what you really hope to receive from the generation tool. In general, it will be very hard to decide
up-front how you want to trade off one objective versus the others. Even if you can in principle set weights for the
different elements of the fitness function, when the objectives are fundamentally at odds with each other, there is no
single weight assignment that can address all conflicts.

An alternative, and often better, solution is to keep each fitness function separate and attempt to optimise all of
them at the same time, balancing optimisation of one with optimisation of each of the others. The outcome of such a
multi-objective optimisation is not a single best solution, but a set of solutions that represent good trade-offs between
the competing objectives. The set approximates what is known as the Pareto frontier, which is the set of all solutions
that are not dominated by any other solution. A solution dominates another one if it is at least as good in all the
objectives and better in at least one. This set of solutions represents balancing points, where the solution is the best
it can be at some number of goals without losing attainment of the other goals. In our two-objective example of code
coverage and test suite size, we might see a number of solutions with high coverage and a low number of test cases
along this frontier, with some variation representing different trade-offs between these goals. We could choose the
solution that best fits our priorities—perhaps taking a suite with 10 tests and 93% coverage over one with 12 tests and
94% coverage.

One well-known example of using multi-objective optimisation in software testing is the Sapienz test generation
developed by Facebook to test Android applications through their graphical user interface [7]. It can generate test
sequences of actions that maximise code coverage and the number of crashes, while minimizing the number of actions

\[10\] For more information on this calculation, and normalization, see the explanations from McMinn, Lukaszyk, and Arcuri: [4, 5, 6].
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in the test cases. The system, thus, simultaneously optimises three different objectives. It uses a popular genetic algorithm known as NSGA-II for multi-objective optimisation and returns a set of non-dominated test cases.

When the number of objectives grows larger, some of the more commonly used optimisation algorithms—like NSGA-II—become less effective. Recently, “many-objective” optimisation algorithms that are more suited to such situations have been proposed. One such algorithm was recently used to select and prioritise test cases for testing software product lines [8]. A total of nine different fitness functions are optimised by the system. In addition to the commonly used test case and test suite sizes, other objectives included are the pairwise coverage of features, dissimilarity of test cases, as well as the number of code changes the test cases cover.

5.3 Human-readable Tests

A challenge with automated test generation is that the generated test cases typically do not look similar to test cases that human developers and testers would write. Variable names are typically not informative and the ordering of test case steps might not be natural or logical for a human reading and interpreting them. This can create challenges for using the generated test cases. Much of existing research on test generation has not considered this a problem. A common argument has been that since we can generate so many test cases and then automatically run them there is little need for them to be readable; the humans will not have the time or interest to analyse the many generated test cases anyway. However, in some scenarios we really want to generate and then keep test cases around, for example when generating test cases to reach a higher level of code coverage. Also, when an automatically generated test case fails it is likely that a developer will want to investigate its steps to help identify what leads the system to fail. Automated generation of readable test cases would thus be helpful.

One early result focused on generating XML test inputs that were more comprehensible to human testers [9]. The developed system could take any XSD (XML Schema Definition) file as input and then create a model from which valid XML could then be generated. A combination of several AI techniques were then used to find XML inputs that were complex enough to exercise the system under test enough but not too complex since that would make the generated inputs hard for humans to understand. Three different metrics of complexity was used for each XML inputs (its number of elements, attributes, and text nodes) and the AI technique of Nested Monte-Carlo Search, an algorithm very similar to what was used in the AlphaGO Go playing AI [10], were then used to find good inputs for them. Results were encouraging but it was found that not all metrics were as easily optimised by the chosen technique. Also, for real comprehensibility it will not be enough to only find the right size of test inputs; the specific content and values in them will also be critical.

Other studies have found that readability can be increased by—for example—using real strings instead of random ones (e.g., by pulling string values from documentation), inserting default values for “unimportant” elements (rather than omitting them), and limiting the use and mixture of null values with normal values [11] [11] [12]. A more recent trend in automated software engineering is to use techniques from the AI area of natural language processing on source code. For example, GitHub in 2021 released its Co-Pilot system, which can auto-complete source code while a developer is writing it [13]. They used a neural network model previously used for automatically generating text that look like it could have been written by humans. Instead of training it on lots of human-written texts they instead trained it on human-written source code. The model can then be used to propose plausible completions of the source code currently being written by a developer in a code editor. In the future, it is likely that these ideas can and will also be used to generate test code. However, there are many risks with such approaches, and it is not a given that the generated test code will be meaningful or useful in actual testing. For example, it has been shown that Co-Pilot can introduce security risks [14]. Still, by combining these AI techniques with multi-objective optimisation it seems likely that we can automatically generate test cases that are both useful and understandable by humans.

5.4 Finding Input Boundaries

One fundamental technique to choose test input is known as boundary value testing/analysis. This technique aims to identify input values at the boundary between different visible program behaviours, as those boundaries often exhibit faults due to—for example—“off-by-one” errors or other minor mistakes. Typically, testers manually identify boundaries by using the software specification to define different partitions, i.e., sets of input that exhibit similar behaviours. Consider, for example, the creation of date objects. Testers can expect that valid days mainly lie within the range of 1–27. However, days greater or equal than 28 might reveal different outputs depending on the value chosen for month or year (e.g., February 29th). Therefore, most testers would choose input values between 28–32 as one of the boundaries for testing both valid and invalid dates (similarly, boundary values for day between 0–1).

11 Although, of course, some null values should be applied to catch common “null pointer” faults.
The program derivative measures the program’s sensitivity to behavioural changes for different sets of input values [15]. Analogous to the mathematical concept of a derivative, the program derivative conveys how function values (output) change when varying an independent variable (input). In other words, we can detect boundary values by detecting notable output differences when using a similar set of inputs [16]. We quantify the similarities between input and output by applying various distance functions that quantify the similarity between a pair of values. Low distance values indicate that the pair of values are similar to each other. Some of the widely used distance functions are the Jaccard index (strings), Euclidean distance (numerical input) or even the more generic Normalised Compressed Distance (NCD).

The program derivative analyses the ratio between the distances of input and output of a program under test (Equation X). Let \( a \) and \( b \) be two different input values for program \( P \) with corresponding output values \( P(a) \) and \( P(b) \). We use the distance functions \( d_i(a, b) \) and \( d_o(P(a), P(b)) \) to measure the distance between, respectively, the pair of input and their corresponding output values. The program derivative (PD) is defined as [16]:

\[
PD(a, b) = \frac{d_o(P(a), P(b))}{d_i(a, b)}, \quad b \neq a
\]  

(5)

Note that high derivative values indicate a pair of very dissimilar output (high numerator) with similar inputs (low denominator), hence revealing sets of input values that are more sensitive to changes in the software behaviour. Going back to our Date example, let us consider the \( d_i \) and \( d_o \) for Dates as the edit distance\(^{12} \) between the inputs and outputs, respectively, when seen as strings (note that valid dates are just printed back as strings on the output side):

- \( i_1 = "2021-03-31"; \) \( P(i_1) = "2021-03-31". \)
- \( i_2 = "2021-04-31"; \) \( P(i_2) = "Invalid date". \)
- \( i_3 = "2021-04-30"; \) \( P(i_3) = "2021-04-30". \)

As a consequence, \( d_i(i_1, i_2) = 1 \) as only one character changes between those input, whereas the output distance \( d_o(P(i_1), P(i_2)) = 12 \) since there is no overlap between the outputs, resulting in the \( PD = 12/1 = 12 \). In contrast, the derivative \( PD(i_1, i_3) = 2/2 = 1 \) is significantly lower and does not indicate any sudden changes in the output. In other words, the derivative changes significantly for \( i_1 \) and \( i_2 \), indicating boundary behavior. Figure 12 illustrates the program derivative of our example by varying months and dates for a fixed year value (2021) for a typical Date library. We see that automated boundary value testing can help highlight and, here, visualise boundary values.

Note that the high program derivative values delimits the boundaries for the input on those two dimensions. Therefore, program derivative is a promising candidate to be a fitness function to identify boundary values in the input space. Using our BMI example, note that we can use the program derivative to identify the pairs of height and weight that trigger changes between classifications by comparing the variation in the output distance of similar input values. For

\(^{12}\)The edit distance between two strings \( A \) and \( B \) is the number of operations (add, remove or replace a character) required to turn string \( A \) into the string \( B \).
instance, the output classifications can change, e.g., from “Overweight” to “Obese” by comparing individuals of same height but different weight values.

However, there are still many challenges when automating the generation of boundary values. First, software input is often complex and non-numerical such as objects or standardised files, which introduces the challenge of defining a suitable and accurate distance function able to measure the distances between input/output values. Second, the input space can have many dimensions (e.g., several input arguments) of varied types and constraints such that searching through that space is costly and sometimes infeasible. Last, but not least, boundary values often involve the tester’s domain knowledge or personal experience that are hard to abstract in terms of functions or quantities (e.g., think of the Millennium bug for the date 2000-01-01). More important than fully automating the search of boundaries, testers are encouraged to employ boundary value exploration (BVE) techniques. BVE is a set of techniques (e.g., the visualisation in Figure 12) that propose sets of candidate boundary values to help testers in refining their knowledge of boundaries in their own programs under test 16.

5.5 Finding Diverse Test Suites

A natural intuition that we have as software testers is that the tests we write and run need to differ from each other for the system to be properly tested. If we repeatedly rerun the same test case, or some set of very similar test cases, they are unlikely to uncover unique behaviours of the tested system. All of these similar tests will tend to pass or fail at the same time. Many AI-based techniques—including search-based approaches—have been proposed to select a good and complementary set of test cases, i.e. a diverse test suite. For example, recent research uses reinforcement learning to adapt the strategy employed by a search-based algorithm to generate more diverse tests for particular classes-under-test 17. A study comparing many different test techniques found that techniques focused on diversity were among the best possible in selecting a small set of test cases 18.

A key problem in applying AI to find diverse test suites is how to quantify diversity. There are many ways in which we can measure how different test cases are, i.e. such as their length, which methods of the tested system they call, which inputs they provide etc. A general solution is to use general metrics from the area of Information Theory that can be used regardless of the type of data, length or specifics of the test cases we want to analyse. One study showed how metrics based on compression were very useful in quantifying test case diversity 19. Their experiments also showed that test sets comprised of more diverse test cases had better coverage and found more faults.

A potential downside of these methods are that they can be expensive in terms of computations; many test cases and sets need to be considered to find the most diverse ones. Later research have proposed ways to speed diversity calculations up. One study used locality-sensitive hashing to speed up diversity calculation 20. Another study used the pair-wise distance values of all test cases as input to a dimensionality reduction algorithm so that a two-dimensional (2D) visual “map” of industrial test suites could be provided to software engineers 21.

5.6 Oracle Generation and Specification Mining

This chapter has focused on automatically generating the test inputs and test actions of good test cases. This excludes a key element of any test case: how to judge if the behavior of the system under test is correct. Can AI techniques help us also in generating oracles that make these judges? Or more generally, can we find or extract, i.e. mine, a specification of the SUT from actual executions of it?

Oracle generation is notoriously difficult and likely cannot be solved once and for all. While attempts have been made to “learn” a full oracle using supervised learning techniques, they are typically only viable on small and simple code examples 22. Still, some researchers have proposed that AI can at least partly help 23. For example, one study used the Deep AI technique of neural embeddings to summarise and cluster the execution traces of test cases 24. Their experiments showed that the embeddings were helpful in classifying test case executions as either passing and failing. While this cannot directly be used as an oracle it can be used to select test cases to show to a human tester which can then more easily judge if the behavior is correct or not. Such interactive use of optimisation and AI in software testing has previously been shown to be effective 25.

5.7 Other AI Techniques

Many other AI and Machine Learning techniques beyond those that we have described in this chapter have been used to support unit testing tasks, from input generation, to test augmentation, to test selection during execution. The trend is also that the number of such applications grows strongly year by year. Below we provide a few additional examples.

---

13 An overview of attempts to use machine learning to derive oracles is offered by Fontes and Gay: 22.
Researchers have proposed the use of Reinforcement Learning when generating test inputs [26]. They implemented the same test data generation framework that had been previously used with traditional search-based, metaheuristics [27] as well as with Nested Monte-Carlo Search [9] but instead used Reinforcement Learning to generate new test cases. A neural net was used to model the optimal choices when generating test inputs for testing a system through its API. Initial results showed that technique could reach higher coverage for larger APIs where more complex scenarios are needed for successful testing. Another early study showed how Deep Reinforcement Learning could develop its own search-based algorithm that achieves full branch coverage on a training function and that the trained neural network could then achieve high coverage also on unseen tested functions [28]. This indicates that modern AI techniques can be used to learn transferable testing skills.

Reinforcement learning has also been used within search-based test generation frameworks to adapt the test generation strategy to particular systems or problems. For example, it has been applied to automatically tune parameters of the metaheuristic [29], to select fitness functions in multi-objective search in service of optimising a high-level goal (e.g., selecting fitness functions that cause a class to throw more exceptions) [17], and to transform test cases by substituting individual actions for alternatives that may assist in testing inheritance in class hierarchies or covering private code [30].

Other researchers have proposed the use of supervised machine learning to generate test input (e.g., [31, 32]). In such approaches, a set of existing test input and results of executing that input (either the output or some other result, such as the code coverage) are used to train a model. Then, the model is used to guide the selection of new input that attains a particular outcome or interest (e.g., coverage of a particular code element or a new output). It has been suggested that such approaches could be useful for boundary identification—Budnik et al. propose an exploration phase where an adversarial approach is used to identify small changes to input that lead to large differences in output, indicating boundary areas in the input space where faults are more likely to emerge [31]. They also suggest comparing the model prediction with the real outcome of executing the input, and using misclassifications to indicate the need to re-train the model. Such models may also be useful for increasing input diversity as well, as prediction uncertainty indicates parts of the input space that have only been weakly tested [32].

6 Conclusion

Unit testing is a popular testing practice where the smallest segment of code that can be tested in isolation from the rest of the system—often a class—is tested. Unit tests are typically written as executable code, often in a format provided by a unit testing framework such as pytest for Python.

Creating unit tests is a time and effort-intensive process with many repetitive, manual elements. Automation of elements of unit test creation can lead to cost savings and can complement manually-written test cases. To illustrate how AI can support unit testing, we introduced the concept of search-based unit test input generation. This technique frames the selection of test input as an optimization problem—we seek a set of test cases that meet some measurable goal of a tester—and unleashes powerful metaheuristic search algorithms to identify the best possible test input within a restricted timeframe.

Readers interested in the concepts explored in this chapter are recommended to read further on the advanced concepts, such as distance-based fitness functions, multi-objective optimization, generating human-readable input, finding input boundaries, increasing suite diversity, oracle generation, and the use of other AI techniques—such as machine learning—to generate test input.
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