Abstract—The 4th industrial revolution is promoting manufacturing industry to be vitalized again. The manufacturing industry requires many industrial materials. Among them, different gases are also used in many fields. While they are useful, industrial gases can be also hazardous at the same time. In order to control those bad features of gases, their dynamic characteristics are required to be understood. In this paper we tried to understand the characteristics by applying several machine learning methods such as MLP, DLP and LSTM. Two ensemble methods are applied to compensate the lack of raw data. Simulation outputs are compared each other to know which method is proper for this case.

Index Terms—Data mining, neural networks, computer simulation, pattern recognition.

I. INTRODUCTION

Recently, the 4th industrial revolution (the 4th IR in short) is a big wave to manufacturing industry. It forces the industry sector to be changed to a new paradigm of smart manufacturing. Various materials are not only involved in products but also applied to manufacturing processes. Hazardous gases are usually inevitable for the engineering processes. The gases must be under complete control because they can cause severe industrial accidents.

If gas dispersion can be simulated, industrial accidents by hazardous gases can be coped with. CFD (Computational Fluid Dynamics) [1] researches have been and being. Applying machine learning methods to the simulation of gas dispersion is a new approach to describe dynamic characteristics of gases if there are empirical data. However, it is not easy to find the factories that have enough data for machine learning.

In this research, ensemble method which is one of machine learning methods is applied to generate data for machine learning to simulate gas dispersion. The second part explains related researches and the third part describes the experiments, leaning models and algorithms that are used in this research. The fourth part explains the analysis of experimental data and the fifth part conclude.

II. RELATED RESEARCHES

Machine learning receives attention because of the 4th IR. It is inevitable for smart factories that generate data from their operations. Ensemble method is applied to these data to simulate gas dispersion.

A. Multi-Layer Perceptron

Legacy perceptron has a XOR problem that arises from a legacy linear classifier. To solve this problem, linear discrimination of classification is derived by adding hidden layers between MLP perceptron layers [2]. This kind of MLPs is applied to bi-classification, multi-classification and value prediction. In this research, the applied MLP model has only one hidden layer to predict non-linear PPM (particles per million) values.

B. Deep Multi-Layer Perceptron

DLP is a kind of MLPs which has more than 2 hidden layers. It is possible that DLP models of more than 3 hidden layers show lower performance [3]. In this research, the DLP model of 2 hidden layers showed better performance than the MLP model of one hidden layer [4]. PPM values are predicted by the both models of MLP and DLP for ensemble.

C. Long-Short-Term Memory

LSTM is an upgraded form of RNN (Recurrent Neural Network), which is specialized in processing long sequential input. Each memory cell of hidden layers has an input gate, an output gate and a forget gate so that the memory cell brings its preceding memory and remove useless memory [5]. In this study, output values from the MLP and DLP are selected as input values for learning. Thus, its output becomes the final output.

D. Ensemble

Ensemble method is a model to combine multiple prediction models. Those component models can have a same algorithm or different ones. The models are trained with the same data set. The data set can be sampled in duplicate or not. In this study, voting and stacking approach as ensemble methods are applied [6].

E. Voting (Averaging)

Voting is to select one of predicted values from multiple models so that the final prediction value is determined [7]. In this study, MLP and DLP are used as component models, and their predicted values are combined into the final value.

F. Stacking

Stacking is a method to train with the data set from other machine learning algorithms [8]. The data sets from the MLP, DLP and the voting method are applied as input data set for the LSTM.

III. EXPERIMENTS

The 3rd part describes about data collection, leaning models and methods, their outputs and combination method that are used in this study.
A. Experimental Environment and Methods

CO$_2$ gas was used for the experiment to collect data. CO$_2$ is widely used in many industries and relatively safe and easy to handle. The level of its purity was 99.8%.

The place of experiment was an indoor room with enough windows for good ventilation. CO$_2$ gas in a safety tank was sprayed at the end of the table on the Fig. 1. Data collection point were set at the distances of 130, 160, 190 and 220cm from the spray point. The spraying strength was about 0.05~0.2 bar. Data were collected at the 4 locations. [9]

![Fig. 1. Experimental environment.](image)

The experiment has been executed in the ventilated indoor room as follows;
1) Start data collection,
2) Wait for 5 seconds, and then start spraying gas,
3) Keep spraying gas for 15 seconds, and then stop it,
4) Keep collecting data until the monitoring sensors are stabilized,
5) Stop data collection and then ventilate the room for 5 minutes by opening all the doors and windows of the experiment room.

Above process has been done 3 times to collect 222 data at each location of 130, 160, 190, 220cm from the spraying point. The collected data are values between 0 and 5124. They are scaled into 0~1 because output data depend on activation function.

![Fig. 2. Collected data from experiments.](image)

Fig. 2 shows the data distributions of the three experiments and their averages for the last. Each axis of X, Y and Z represents for elapsed time, distance from the spraying point and monitored PPM values of CO$_2$ gas.

B. Model Definition and Input-output Data

1) Definition of MLP model

Fig. 3 shows the overall composition of the MLP layers that is used in this study. Data for elapsed time and distance values are used as input data. Four data sets of 221 data that were collected at the distances of 130, 160, 190, 220cm were applied for learning. The activation functions for learning are as follows;
- Input Layer -> Hidden Layer 1: Leaky ReLu
- Hidden Layer 1 -> Output Layer: Leaky ReLu
- Output Layer -> Output: Leaky ReLu

![Fig. 3. Overall composition of the MLP model.](image)

Fig. 4 is the graph for Leaky ReLu Function. The definition of the function and its differential formula as follows; $F(x) = \max(ax, x)$

$$f'(x) = \begin{cases} 1 & x > 0 \\ \frac{1}{a} & x \leq 0 \end{cases}$$

Its output is values in PPM.

![Fig. 4. Leaky ReLu function graph.](image)

Fig. 5. 3D Graph of MLP output.
Fig. 5 visualizes the input data for the MLP model and the output data from the trained MLP in three dimensions. The distance depends on the divnum (to divide number) which is explained in the next section to explain the DLP model for this study. The distance values range from 130 to 220. To calculate real distance in centimeter (cm), the distance values on the graph have to be multiplied by 220.

Fig. 6 is a set of 2D graphs of Fig. 5 that shows elapsed time and ppm at each distance.

C. Definition of DLP Model

Fig. 7 shows the overall composition of the DLP model that is applied to this study. Its input data set is the same as that for the MLP model and the activation function is the same as well.

D. Definition of LSTM Model

Fig. 10 is an overall composition of the LSTM model. Its input data set is in \([10, 210, 10, 3]\). The first index 23 is the values resulted from dividing the values of 130~220 by appropriate numbers as follows;

\[
\text{if} \ (\text{range} = 130\text{-}220 \text{ and divnum} = 10) \\
\text{while} \ (\text{index} = 220, \ i = 0) \\
\text{index} = 130 + (i \times \text{divnum}) \\
i++
\]

If the size of divnum is too small, graphical visibility and explanatory power decrease. Otherwise, if too big, the amount of computation increases. In this study, the divnum was set to 10.

The divnum means the number of splits.

If divnum is 5,

Example: 130, 135, 140 ……215, 220cm

The second index 210 is the value from (data length – window_size). The first data does not have any preceding data so that the data after window_size are predicted.
The window_size is the data viewing size to a given data set. If data length is 10, window_size is 5, for predict index 6 data it need previous 5(window_size) data, so you can predict index 6,7,8,9 data. The third index 10 stands for the window_size. This data set and the preceding set are used to predict the values after window_size. The last index means the number of features such as PPM values, time and distance.

E. Technique to Combine Models

The MLP, DLP and LSTM models of the previous section are combined together with voting and stacking techniques.

![Diagram of ensemble technique in overall.](image)

**Fig. 11.** Ensemble technique in overall.

**Fig. 12.** 2D Graphs given different validation.

Fig. 11 shows overall features of the ensemble technique that is used in this study. The MLP and DLP are trained with the raw data that are collected at 130cm, 160cm, 190cm and 220cm, respectively. The trained MLP and DLP predict PPM values every 10cm from 130cm up to 220cm.

Voting with the MLP and DLP output data produces voting data as a result. Unlike conventional stacking, the data for validation is from voting output data instead of raw data. The advantage of this is that it is possible to obtain a variety of data without being taken into the raw data. Accuracy is verified in the section 4, Analysis and Results.

**Fig. 12 is a graph showing 2D LSTM output value when give MLP, DLP and Voting data to LSTM as input. The difference between the two cases is what to give the validation data. Left blue line graphs validation data is raw data, right black line validation data is voting data.**

**Fig. 13.** 3D graphs given different validation.

**Fig. 13 is a set of 3D graphs of Fig. 12. In Fig. 12 and 13, raw data and MSE loss are calculated by using data at distance 130, 160, 190 and 220cm.**

**Fig. 14.** Screen image of MSE score given validation voting data.

**Fig. 15.** Screen image of MSE score given validation voting data.
Fig. 14 and 15 show the MLP, DLP and Voting output data as input data to the LSTM model used above and compares it with raw data. The difference between Fig. 14 and Fig. 15 is depends on what is used as validation data.

The data used in this study has a lower MSE score when using voting data than when using validation data as raw data. It means closer to raw data when voting data was used [10]. The ensemble technique also outputs different result values in different situations. Appropriate use is required for the situation.

IV. CONCLUSION

In this study, various data were generated by using machine learning models and two ensemble techniques using four data sets (130cm, 160cm, 190cm, 220cm), and the gas diffusion simulator was fabricated by combining them.

In addition to the models used in this study, more diverse data sets can be created by using other models. If a larger amount of data needs to be created, it can be completed in various model combinations as above, and the data can be modified by giving different validation values in the same combination.

This can be used to multiply data with a small number of raw data, and in a special situation such as gas diffusion simulation, it can be used as a simulator.

Further study is being planned to build a simulator by increasing the variables as mentioned above.
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