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Bell’s theorem shows that correlations created by a single entangled quantum state cannot be reproduced classically. Such correlations are called Nonlocal. They are the elementary manifestation of a broader phenomenon called Network Nonlocality, where several entangled states shared in a network create Network Nonlocal correlations. In this paper, we provide the first class of strategies producing nonlocal correlations in generic networks. In these strategies, called Color-Matching (CM), any source takes a color at random or in superposition, where the colors are labels for a basis of the associated Hilbert space. A party (besides other things) checks if the color of neighboring sources match. We show that in a large class of networks without input, well-chosen quantum CM strategies result in nonlocal correlations that cannot be produced classically. For our construction, we introduce the graph theoretical concept of rigidity of classical strategies in networks, and using the Finner inequality, establish a deep connection between network nonlocality and graph theory. In particular, we establish a link between CM strategies and the graph coloring problem. This work is extended in a longer paper \cite{1}, where we introduce a second family of rigid strategies called Token-Counting, leading to network nonlocality.

Bell’s theorem demonstrates the Nonlocal behavior of quantum correlations arising from local measurements of an entangled state \cite{2}, a fundamental signature of quantum physics. It relies on the Bell inequalities, which provide us with standard methods to characterize nonlocal correlations of a single quantum state \cite{3}. These methods constitute a powerful toolbox for a large spectrum of applications, particularly for the black box certification of states and measurements \cite{4–6} that is crucial in the study of random number generators \cite{7, 8} and quantum cryptographic protocols \cite{9, 10}. To cope with technical challenges, nowadays experiments often involve networks of several sources used to simulate standard single-source Bell protocols. This is for instance the case in the first loophole-free violation of a Bell inequality \cite{11}, where the EPR pair used for the violation of the CHSH inequality is created through entanglement swapping of two distinct sources. Similar procedures are envisioned for long range QKD protocols using multimode quantum repeaters to cope with loss noise in optical fibers \cite{12}.

In a significant conceptual advance, it was recently understood that networks are much more versatile than a tool to simulate a single quantum source. Beyond this simple use, they can lead to new forms of nonlocality called Network Nonlocality, which is imposed by the network topology. This remarkable point of view can be exploited for new applications such as certification of entangled measurements \cite{13, 14}, or more surprisingly, detection of the nonlocality of all entangled states \cite{15}, which is out of reach in standard Bell scenarios \cite{16}. At a conceptual level, it was recently used to justify the misdefinition of the notion of genuine multipartite entanglement \cite{17–19} and genuine multipartite nonlocality \cite{20, 21}, and understand the role of complex numbers in quantum theory \cite{22}.

More fundamentally, several techniques were developed to characterize classical (also called local) and non-local correlations in networks \cite{23–25} and various examples of quantum Network Nonlocal correlations are known. For instance, Fritz has shown that any standard Bell nonlocality scenario can be embedded in networks \cite{26}, resulting in various network nonlocal correlations. In particular, Fritz’s work proves that inputs are not necessary to obtain network nonlocal correlations. The first example of Network Nonlocality, obtained via entanglement swapping in the bilocal network \cite{27–29}, was generalized to star networks \cite{30} and single-node cluster networks \cite{31}. These examples are all based on the extension of the CHSH inequality \cite{32}. Recently, another example in the bilocal network was derived \cite{33} that is different in nature from the previous ones. Also, a new form of Network Nonlocality, qualified of genuine Network Nonlocality \textsuperscript{1}, was found in the triangle network with no input \cite{34}. Nevertheless, except for the last example that is also generalized to ring networks with an odd number of nodes, no construction of network nonlocality in generic networks, unrelated to the standard Bell nonlocality, is known.

In this paper, we provide the first method to obtain examples of network nonlocality in a wide class of networks with no input, unrelated to Fritz’s embedding of Bell’s nonlocality. Our method is based on the family of quantum Color-Matching (CM) strategies, in which each source distributes a coherent superposition of some colors, where by colors we mean labels for the elements of a

\textsuperscript{1} We emphasize that the notion of genuine Network Nonlocality differs from the one of genuine multipartite entanglement/multipartite nonlocality. The later designs entanglement or nonlocality which can only be obtained from a single global shared nonclassical source (and not, for instance, in a network). Genuine Network Nonlocality designs a form of nonlocality which “genuinely” comes from the network structure, and not from the standard Bell nonlocality arguments.
The sources distribute a coherent uniform superposition of the colors 0 (yellow), 1 (purple) or 2 (red), i.e., source $\lambda$ distributes $\frac{1}{\sqrt{3}}(|00\rangle + |11\rangle + |22\rangle)$ and sources $\mu, \nu$ distribute $\frac{1}{\sqrt{6}}(|000\rangle + |111\rangle + |222\rangle)$.

2. Each party receives a pair of colors ordered as in Fig. 1, and checks if this ordered pair is one of 00, 11, 22, 02, 21 or 10. In other words, each party first applies a measurement consisting of projections on each of vectors $|00\rangle, |11\rangle, |22\rangle, |02\rangle, |21\rangle, |10\rangle$ and a projection, denote by $\Pi_x$, on the orthogonal complement of these vectors spanned by $\{|01\rangle, |12\rangle, |20\rangle\}$. The three projectors on basis vectors $|00\rangle, |11\rangle, |22\rangle$ correspond to what we call color matches.

3. If a party’s measurement outcome is $\Pi_x$ (i.e., not one of 00, 11, 22, 02, 21, 10), then she performs a refined measurement. That is, she measures in the basis $|\chi_r\rangle = \alpha_r |01\rangle + \beta_r |12\rangle + \gamma_r |20\rangle$, $r = 1, 2, 3$, where $\alpha_1, ..., \gamma_3 \in \mathbb{C}$ are parameters that satisfy orthonormalization constraints. We note that the states $\{|\chi_r\rangle\}$ for $r = 1, 2, 3$ span the same space as the support of $\Pi_x$.

We let $P = \{P(a, b, c, d)\}$ be the CM quantum distribution resulting from this strategy, where $a, b, c, d \in \{00, 11, 22, 02, 21, 10, \chi_1, \chi_2, \chi_3\}$ are the parties’ outputs and the probabilities $P(a, b, c, d)$ can be computed with the Born rule. We also introduce a coarse graining $P_{color}$ of $P$, which is obtained when the parties ignore the exact value of $r$ in $|\chi_r\rangle$, and replace these three outputs by a unique output $\chi$: in $P_{color} = \{P_{color}(a, b, c, d)\}$, the outputs belong to $\{00, 11, 22, 02, 21, 10, \chi\}$. Equivalently, $P_{color}$ is obtained when the parties ignore step 3 of the protocol above, and measure with the projectors over the states $|00\rangle, |11\rangle, |22\rangle, |21\rangle, |10\rangle, |02\rangle$ and the rank-three projection $\Pi_x$.

We are interested in the possibility of simulating $P$ by a classical strategy. In a classical strategy, $\lambda, \mu, \nu$ are independent sources distributing classical randomness, and the parties’ outputs are some probabilistic functions of the values taken by their adjacent sources, denoted by $P(a|\lambda, \mu), P(b|\mu, \nu), P(c|\mu, \nu), P(d|\nu, \lambda)$. For such a classical strategy, the distribution is given by

$$P(a, b, c, d) = \int d\lambda d\mu d\nu P(a|\lambda, \mu)P(b|\mu, \nu)P(c|\mu, \nu)P(d|\nu, \lambda).$$ (1)

If there is no classical strategy that simulates $P$, i.e., if there does not exist any probabilistic output functions allowing to obtain $P$ as in (1), we say that $P$ is network nonlocal.

The first main result of this letter is the following proposition, which will be generalized to a method that can be applied to a large variety of networks:

**Proposition 1.** For some well-chosen parameters $\alpha_1, ..., \gamma_3 \in \mathbb{C}$ satisfying the orthonormalization constraints, the distribution $P$ is network nonlocal.

Note that a necessary (but a priori not sufficient) condition to obtain a network nonlocal distribution $P$ is that some $|\chi_r\rangle$ are entangled.

We sketch the proof of this proposition below, in three steps, and leave a complete proof for [1] in which we exhibit particular choices of parameters achieving a nonlocal distribution $P$.

**Proof. First step:** classical CM strategy for $P_{color}$. In this step, we observe that the measurement operators associ-
ated to $P_{\text{color}}$, including $\Pi_\chi$, are all diagonal in the computational basis. Hence, the output distribution $P_{\text{color}}$ does not change if the source’s colors are measured in the computational basis before that they are sent to the parties. As this computational basis measurement demolishes the coherence of sources, the resulting strategy is classical, and we call it the associated decohered classical CM strategy. In this strategy, each source independently takes one of the colors 0, 1 or 2 with equal probability $1/3$ (in a non-coherent classical way), and each party declares when the received color-pair belongs to $\{(0, 11, 22, 02, 21, 10)\}$, and if not, declares the ambiguous output $\chi$. Remark that there are only three patterns for the colors of sources for which all outputs are ambiguous. These three patterns are depicted in Fig. 1 by $t = 1, 2, 3$.

Second step: Rigidity of $P_{\text{color}}$. In this step, we show that up to local relabelling of the colors and addition of irrelevant information to the sources, the decohered classical CM strategy is the unique classical strategy for simulating $P_{\text{color}}$. More precisely, we prove that for source (say) $\lambda$ there is a color function $c_\lambda$ that assigns a color in $\{0, 1, 2\}$ to any value that might be taken by source $\lambda$ in that classical strategy. Moreover, to determine her output, a party looks only at this color, i.e., $c_\lambda$, and not at the exact value taken by the sources. Finally, we prove that $c_\lambda$ takes each color 0, 1 or 2 with probability $1/3$, similar to that of the decohered classical CM strategy. We call this the rigidity property of $P_{\text{color}}$. Our proof of this step is detailed in [1] and sketched below in Theorem 1, which generalizes this rigidity notion.

Third step: Impossibility of the extension of the classical CM strategy. In this last step, we assume the existence of a strategy that simulates $P$ and obtain a contradiction to finish the proof. Consider such a hypothetical simulating classical strategy. We first remark that this strategy can be used to simulate $P_{\text{color}}$ by coarse-graining. This allows to apply the rigidity property demonstrated in step 2: there exists functions $c_\lambda, c_\mu, c_\nu$ that associate well-defined color in $\{0, 1, 2\}$ to all values of the respective classical sources. Now consider the case where all parties’ outputs are ambiguous, i.e., $(a, b, c, d) = (\chi_i, \chi_j, \chi_k, \chi_l)$ for some $1 \leq i, j, k, l \leq 3$. This happens only if the colors taken by the sources follow one of the three patterns of Fig. 1 indicated by $t = 1, 2, 3$. Hence, when all parties obtain an ambiguous output, we can introduce an unobserved classical hidden variable $t \in \{1, 2, 3\}$. We show in [1] that the existence of $t$ imposes some new constraints on this hypothetical classical strategy. Indeed, it imposes the existence of a joint distribution $q(a = \chi_i, b = \chi_j, c = \chi_k, d = \chi_l, t)$ some of whose marginals can be explicitly computed in terms of the parameters $\alpha_1, \ldots, \gamma_3$. These marginals put constraints on the joint distribution $q(a = \chi_i, b = \chi_j, c = \chi_k, d = \chi_l, t)$ which form a linear program. This linear program can be shown to be infeasible for well-chosen parameters $\alpha_1, \ldots, \gamma_3$, refuting the existence of the joint distribution and the hidden variable $t$. Thus, we conclude that no classical strategy can simulate $P$.

Nonlocality for generic networks—We now consider an arbitrary network $\mathcal{N}$ with sources $S_1, \ldots, S_m$ and parties $A_1, \ldots, A_n$. We sketch a generalization of the above example to construct nonlocal correlations in a large class of networks $\mathcal{N}$, with details being in [1]. Our generalization requires that $\mathcal{N}$ is an Exclusive Common-Source (ECS) network, i.e., for any of sources $S_i$ of $\mathcal{N}$, there exist $A_j \neq A_j'$ such that $S_i$ is the only source connected to both $A_j$ and $A_j'$. Our technical proof also requires that $\mathcal{N}$ admits a Perfect Fractional Independent Set (PFIS). As it is unclear whether the latter condition is really necessary for our construction, or there exists an alternative proof avoiding it, we give the definition of PFIS only in [1]. We note, however, that the network of Fig. 1 as well as all regular networks in which all sources are connected to the same number of parties admit a PFIS.

Let $\mathcal{N}$ be an ECS network admitting a PFIS. We fix a set of colors $\{1, \ldots, C\}$. We introduce the following classical CM strategy:

1. Each source $S_i$ independently and uniformly picks a color $c_j \in \{1, \ldots, C\}$.
2. Each party $A_j$ checks if the colors she observes from connected sources are compatible with some predetermined set of tuples of colors denoted by $T$. Importantly, we assume that $T$ contains all tuples of the form $(c, \ldots, c)$ for some color $c$, which means that if a party receives the same color from all its adjacent vertices, she outputs the color match $c$.
3. If the observed colors are not compatible with any of the tuples contained in $T$, then $A_j$ outputs an ambiguous symbol $\chi$.

We denote by $P_{\text{color}}$ the CM classical distribution resulting from this strategy. Remark that this definition generalizes our decohered classical CM strategy for the network of Fig. 1. In this example, the set $T$ equals $\{00, 111, 222, 021, 210, 102\}$, and if a party’s received colors are compatible with an element of $T$, she outputs the received colors; otherwise she outputs $\chi$. The following theorem states the rigidity of $P_{\text{color}}$ in full generality.

Theorem 1 (Rigidity of $P_{\text{color}}$, general). For any ECS network $\mathcal{N}$ admitting a PFIS, the distribution $P_{\text{color}}$ is rigid. This means that, for any classical strategy (not necessary CM) that simulates $P_{\text{color}}$ in $\mathcal{N}$, there exist uniformly distributed source color functions $c_i(s_i) \in \{1, \ldots, C\}$ associating a color $c_i(s_i)$ to each value $s_i$ taken by a source $S_i$, such that each party looks only at the

\[\text{for some } \text{ECS networks not admitting a PFIS, CM rigidity still holds (private communication with Sadra Boreiri).} \]

\[\text{Note that a party has not access to all colors. E.g., when } A \text{ sees } c_A = 0, c_{\mu} = 2, \text{ she outputs } a = 02 \text{ as what she sees is compatible with the tuple } (c_A, c_{\mu}, c_\nu) = (0, 2, 1) \in T; \text{ whereas when she sees } c_A = 0, c_{\mu} = 2, \text{ she outputs } a = \chi \text{ as what she sees is not compatible with any tuple } (c_A, c_{\mu}, c_\nu) \in T.\]
proof sketch. In [1], we consider the Finner inequality [35, 36], which is a generalization of the Hölder inequality constraining the potential distributions that can be classically simulated in a network. To write down the Finner inequality we need some weights which we assume are taken from the granted PFIS. With these weights we realize that $P_{\text{color}}$ satisfies the Finner inequality with an equality condition. Thus, we explore the equality condition of Finner’s inequality. Using these conditions, we demonstrate that for any classical strategy that simulates $P_{\text{color}}$, there must exist an assignment of colors to the values taken by sources. At last, thanks to the ECS assumption, we show that these functions are consistent and satisfy all the desired properties.

Note that this theorem can be thought of as a self-testing of a classical strategy in a network: only looking at the parties’ outputs, one is able to understand the internal functioning of sources and parties in a classical strategy for $P_{\text{color}}$. It is the starting point of a method to obtain examples of nonlocality in various networks. In this method, we consider a quantum CM strategy in which sources distribute colors in superposition and parties’ measurement bases consist of two types of projectors: projections that are diagonal in the color basis and projections that are not diagonal in this basis. The diagonal projectors correspond to color-tuples compatible with the tuples in the set $T$ introduced above, and in particular contain color matches. This gives the quantum CM distribution $P$. The nonlocality follows the method used in our first example step by step.

We provide more details on our method in [1], where we apply it to various networks. In particular, considering two colors, we show that all the bipartite source complete networks $K_n$ of $n$ parties (where any pair of parties $A_i, A_j$ share a bipartite source $S_{ij}$) admit network nonlocality. We also consider the class of bipartite source complete networks $G_m$ consisting of $m$ sources where any pair of sources $S_i, S_j$ are connected to a party $A_k$ (who is not connected to any other source). Introducing a method based on graph coloring, we prove network nonlocality for $G_m$ as well. See Fig. 2 for more details on these two examples.

Discussion—In this paper we proposed a general method for deriving nonlocality in a wide class of networks. Our method is based on the crucial observation that Color-Matching distributions are rigid. That is, in order to classically simulate such distributions (in certain networks) we are forced to use CM strategies. This rigidity property substantially restricts the range of classical strategies that can simulate such distributions. Then, further study of these strategies leads us to examples of nonlocality in networks.

As argued by Fritz [26], we may embed nonlocal distributions of standard Bell’s scenarios in networks. For instance, a standard quantum violation of the CHSH inequality can be turned into examples of nonlocality in the triangle network by interpreting the two inputs as two new independent sources. This embedding, in which several sources and parties of the network only have a classical behavior, can be generalized for a large class of networks. Nevertheless, in [1], we argue that our examples of network nonlocality are fundamentally different from this embedding of Bell’s nonlocality into network scenarios, as our examples imply the creation of a global entangled state involving all sources and parties of the networks.

Let us now discuss a potential experimental implementation. Our examples use maximally entangled states at the sources, yet we prove in [1] that our method allows to consider any possible (non maximally) entangled state, offering a large adaptability to experimental capabilities. Also, in [1], we explain how a noise tolerant version of...
our result can be obtained. Hence, our result still holds for sources distributing noisy states. More precisely, the rigidity result of Theorem 1 holds even for disturbed CM distributions. The point is that the second step of the proof of this theorem adapts to the noisy regime, where an approximate equality condition in the Finner inequality [37] can be applied to show the existence of noisy color functions. These noisy functions can be used to prove the network nonlocality of concrete imperfect implementations of, say, our first example in the network of Fig. 1. However, this direct adaptation of our proof results in an extremely weak (experimentally not realistic) noise tolerance. It would be desirable to find new proof techniques for the rigidity of CM distributions that are well-adapted in the noisy regime. Alternatively, one may consider optimization approaches to estimate this noise tolerance. For instance, the recent machine learning algorithms developed in [38] already predicted an experimentally more reasonable noise tolerance for the network nonlocal distribution of [34].4 This work provides a clear indication that there should exist a strong enough noise tolerance on our example allowing for experimental verifications.

Finally, we consider CM strategies as one example of a potential general method to derive Network Nonlocality based on graph theoretical tools. In [1], we show that there exists another family of strategies, which we call Token-Counting (TC), that satisfy a rigidity property and lead to examples of nonlocality in a large class of networks. This allows to reinterpret our previous work [34] as the simplest example of a TC strategy [39, 40]. Far from being an isolated case of network nonlocality, our extended work [1] shows that [34] is the fingerprint of a rigidity-based method revealing the nonlocality in a large class networks. The present letter shows that beyond TC strategies, CM strategies is another family of rigid strategies allowing to exhibit nonlocal distributions in ECS networks admitting a PFIS, a totally different class of networks.

Despite the fact that they are based on fundamentally different proof techniques, both CM and TC strategies can be used to reveal nonlocality from their rigidity properties. We conjecture that they are parts of a general method to derive Network Nonlocality based on combinatorial and graph theoretic primitives.
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