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Additive Manufacturing of Support Structure

The design freedom enabled by additively manufactured techniques allows the facile synthesis of complex structures. While many possible geometric arrangements may fit the criteria of having a high surface area to volume, one must also consider the limits of manufacturing resolution, mechanical strength during and post-print, and the potential of the structure to produce porosity on the surface. Lattices offer an attractive solution due to the connectedness of the nodes and struts that maximize mechanical strength while still providing significant surface area. Due to the inherently small features, lattices are difficult and often impossible to fabricate through traditional manufacturing methods.

The direct metal laser sintering (DMLS) technique forms objects via the layer-wise successive deposition and binding of a metal powder using a laser as a heat source. The metal powder particle size distribution is chosen due to process flowability. A scanning electron microscope (SEM, Hitachi S-4800) image of the AlSi_{10}Mg spherical particles is shown in Fig. S7.

Controlling the energy density of the laser for the direct metal laser sintering process is important to ensure fabrication of the rough features at the surface. The laser energy density is a function of laser power, scan speed, and spot size. Traditionally, the process parameters for DMLS are chosen to maximize density and minimize surface roughness. This work used a modified set of process parameters in order to achieve a certain surface roughness.

An example of the significant effect processing parameters can have on the microstructure of a part is shown in SEM images (Fig. S1) for 800 µm AlSi_{10}Mg cylinders (i.e. filaments) printed to
investigate the role of substrate curvature. The laser spot size was consistent at 0.08 mm. Fig. S1A was manufactured with a laser power of 350 W and scan speed of 1650 mm s\(^{-1}\). SEM images of the part illustrate that it is relatively smooth with only a few rough features and little to no micro-porosity on the surface. The part shown in Fig. S1B was manufactured with a laser power of 250 W and scan speed of 1800 mm s\(^{-1}\). The SEM images show a significant amount of rough features on the surface due to incomplete powder fusion. The rough features observed were firmly attached to the 3D printed structure but retain, to a variable extent, portions of their original spherical shape. While the surface texture is a function of both the processing parameters as well as the structure size and orientation, clearly, for a similar part, an order of magnitude difference in surface roughness can be achieved. The images show the roughness on the surface of the structure. However, the nodes (D) show more internal porosity, while the rods (E) show more external surface structure. The relationship between feature size and surface roughness for direct metal laser sintering is still being explored.

An additively-manufactured, finished, exposed support structure manufactured from AlSi\(_{10}\)Mg is shown in Fig. S8A. The part was manufactured with a laser power of 250 W and scan speed of 1800 mm s\(^{-1}\). The additively manufactured support structure manufactured from stainless steel 316 used a laser power of 44 W and scan speed of 1000 mm s\(^{-1}\) (Fig. S8B). The objects were printed in a vertical orientation and were removed from the base plate after excess powder was removed from the part internals.

**General thermodynamic criteria for liquid immobilization on textured surfaces**
Consider an arbitrarily rough surface of actual area, $A_r$. The surface when projected onto a 2D plane has a projected area, $A_p$. There are three possible states of liquid immobilization on this surface (Fig. S9a-c):

1) The surface is non-wetting to the liquid of choice. In this *dry* state, the energy of the system is

$$E_d = A_r \gamma_{sv}$$  \hspace{1cm} (1)

where $\gamma_{sv}$ is the solid-vapor surface energy.

2) The liquid is immobilized in the texture, but only fills to the brim. In this *infused* state, the energy of the system is

$$E_i = A_{sl}^{(i)} \gamma_{sl} + A_{sv}^{(i)} \gamma_{sv} + A_{lv}^{(i)} \gamma_{lv}$$  \hspace{1cm} (2)

where $\gamma_{sl}$ and $\gamma_{lv}$ are the solid-liquid and liquid-vapor surface energies, respectively. $A_{sl}^{(i)}$, $A_{sv}^{(i)}$ and $A_{lv}^{(i)}$ are the solid-liquid, solid-vapor and liquid-vapor surface energies in the infused state, respectively.

3) The liquid is immobilized in the texture and also fully encapsulates it. In the *encapsulated* state, the energy of the system is
Firstly, for the infused scenario to be energetically favored over the dry state, the following criterion must be satisfied

\[ E_1 - E_d < 0 \]  \hspace{1cm} (4)

Substituting (1) and (2) into (4)

\[ A_{sl}^{(i)} \gamma_{sl} + (A_{sv}^{(i)} - A_r) \gamma_{sv} + A_{tv}^{(i)} \gamma_{tv} < 0 \]  \hspace{1cm} (5)

Since \( A_r = A_{sv}^{(i)} + A_{st}^{(i)} \), we get

\[ A_{st}^{(i)} (\gamma_{st} - \gamma_{sv}) + A_{tv}^{(i)} \gamma_{tv} < 0 \]  \hspace{1cm} (6)

Then if the spreading coefficient, \( S \), is defined as

\[ S = \gamma_{sv} - \gamma_{st} - \gamma_{tv} \]  \hspace{1cm} (7)

Equation (6) can be rewritten as

\[ A_{st}^{(i)} (-S - \gamma_{tv}) + A_{tv}^{(i)} \gamma_{tv} < 0 \]  \hspace{1cm} (8)

or

\[ S > \left( \frac{A_{tv}^{(i)}}{A_{st}^{(i)}} - 1 \right) \gamma_{tv} \equiv S_{l-d} \]  \hspace{1cm} (9)
Equation (9) identifies a critical spreading coefficient \(S_{l-d}\) above which the infused state is preferred. The value of \(S_{l-d}\) is dictated purely by the texture geometry and the liquid-vapor surface energy. We note that since \(A_{lv}^{(i)} < A_{sl}^{(i)}\) (Fig. S9d), \(S_{l-d}\) has a negative value.

Now, for the encapsulated scenario to be energetically favored over the infused state, the following criterion must be satisfied

\[
E_e - E_i < 0 \quad (10)
\]

Substituting (2) and (3) into (10)

\[
(A_r - A_{sl}^{(i)})\gamma_{sl} + (A_p - A_{lv}^{(i)})\gamma_{lv} - A_{sv}^{(i)}\gamma_{sv} < 0 \quad (11)
\]

Since \(A_r = A_{sv}^{(i)} + A_{sl}^{(i)}\), we get

\[
A_{sv}^{(i)}(\gamma_{sl} - \gamma_{sv}) + (A_p - A_{lv}^{(i)})\gamma_{lv} < 0 \quad (12)
\]

Using (7), Equation (12) can be rewritten as

\[
A_{sv}^{(i)}(-S - \gamma_{lv}) + (A_p - A_{lv}^{(i)})\gamma_{lv} < 0 \quad (13)
\]

or

\[
S > \left( \frac{A_p - A_{lv}^{(i)}}{A_{sv}^{(i)}} - 1 \right) \gamma_{lv} = S_{e-i} \quad (14)
\]
Equation (14) identifies a critical spreading coefficient \((S_{e-i})\) above which the encapsulated state is preferred. The value of \(S_{e-i}\) is dictated by the texture geometry and the liquid-vapor surface energy. Now we identify conditions for \(S_{e-i}\) to be greater than \(S_{l-d}\). From (9) and (14) we have

\[
\frac{A_p - A_{iv}^{(i)}}{A_{sv}^{(i)}} > \frac{A_{iv}^{(i)}}{A_{sl}^{(i)}}
\]  

(15)

Rearranging we get

\[
\frac{A_{sl}^{(i)}}{A_{iv}^{(i)}} > \frac{A_r}{A_p}
\]  

(16)

Let \(A_b, A_w,\) and \(A_t\) be the areas of the bottom, side-walls, and top of the asperity, respectively. Therefore \(A_r = A_b + A_w + A_t, A_{sl}^{(i)} = A_b + A_w,\) and \(A_{iv}^{(i)} = A_p - A_t.\)

From Fig. S9, (16) can be expressed

\[
\frac{A_b + A_w}{A_p - A_t} > \frac{A_b + A_w + A_t}{A_p}
\]  

(17)

\[(A_b + A_w)A_p > (A_b + A_w + A_t)(A_p - A_t)
\]  

(18)

\[A_r > A_p
\]  

(19)

Since \(A_r > A_p\), the inequality in (19) is always true and therefore \(S_{e-i}\) is always greater than \(S_{l-d}\). This result suggests that if \(S_{e-i}\) is surpassed by the chosen liquid-solid system or via surface modification, liquid immobilization is guaranteed. Further, as the dry top of the surface
in the infused state approaches a flat shape, as in microcapillary arrays, \((A_p - A_{l,v}^{(i)}) \rightarrow A_{sv}^{(i)}\) and \(S_{e-i}\) tends to 0 (Equation 14). This indicates that identifying or modifying substrates to have \(S>0\) ensures successful immobilization.

**Role of substrate curvature**

Since the substrates in our study are filaments (i.e. cylindrical), we also deem it important to investigate the effect of substrate curvature on the wetting criteria. The curvature of the substrate imposes two key differences

(i) In the infused state, the sum of the solid-vapor and liquid-vapor interfacial area is greater than the projected area, which is the surface area of the basal cylinder \((A_p < A_{sv}^{(i)} + A_{l,v}^{(i)})\), see Fig. S10a.

(ii) Similarly, in the encapsulated state the liquid vapor interfacial area is greater than the projected area \((A_p < A_{l,v}^{(e)})\), see Fig. S10b.

Due to the larger liquid vapor interfacial area, there is an additional penalty imposed for wetting. As a result, the critical spreading coefficients \(S_{l-d}\) and \(S_{e-i}\) have larger values than their flat substrate counterparts (Equations (9) and (14)). However, the magnitude of this difference is dependent on the substrate curvature relative to the local curvature imposed by the microstructure.
To illustrate this point in quantitative terms we pick a grooved texture of lattice spacing \( w \), wall thickness \( t \) and height \( h \) (see Fig. S10c). The curved substrate is a fiber of radius \( b \). The derivation of the wetting criteria for the dry to infused transition on the fiber is identical to the flat substrate. For the grooved substrate the critical spreading coefficient on a flat substrate (of unit depth into the page) is

\[
S_{l-d,flat} = \left( \frac{A_{lv}^{(i)}}{A_{sl}^{(i)}} - 1 \right) \gamma_{lv} = \left( \frac{(w - t)}{(w - t) + 2h} - 1 \right) \gamma_{lv}
\]  

(20)

For the grooved substrate the critical spreading coefficient on a fiber of radius \( b \) is

\[
S_{l-d,fiber} = \left( \frac{A_{lv}^{(i)}}{A_{sl}^{(i)}} - 1 \right) \gamma_{lv} = \left( \frac{(w - t)(b + h)}{h^2 + 2bh + (w - t)b} - 1 \right) \gamma_{lv}
\]  

(21)

The difference between these terms is plotted in Fig. S10d for a range of \( w \) and \( b \) values at \( t = 20 \) µm and \( h = 30 \) µm. As is evident, \( S_{l-d,fiber} > S_{l-d,flat} \) and the difference becomes larger when the fiber radius approaches the asperity size. We note that while \( S_{l-d,fiber} - S_{l-d,flat} \) is positive, both critical spreading coefficients are negative numbers.

For the infused to encapsulated transition, we note, comparing to Equation (3), \( A_{lv}^{(e)} \neq A_p \).

Barring this difference, the rest of the derivation is identical. For the grooved substrate the critical spreading coefficient on a flat substrate (of unit depth into the page) is

\[
S_{e-i,flat} = \left( \frac{A_p - A_{lv}^{(i)}}{A_{sv}^{(i)}} - 1 \right) \gamma_{lv} = 0
\]  

(22)

For the grooved substrate the critical spreading coefficient on a fiber of radius \( b \) is
\[ S_{e-i,fiber} = \left( \frac{A_{lv}^{(e)} - A_{lv}^{(i)}}{A_{sw}^{(i)}} - 1 \right) \gamma_{lv} = \left( \frac{w(b + h + e) - (w - t)(b + h)}{(b + h)t} - 1 \right) \gamma_{lv} \]  

(23)

where \( e \) is the thickness of the encapsulating liquid film. The difference between these terms is plotted in Fig. S10e for a range of \( w \) and \( b \) values at \( e = 1 \) µm, \( t = 20 \) µm and \( h = 30 \) µm, for water (\( \gamma_{lv} = 72.8 \) mN/m). As is evident, \( S_{e-i,fiber} > S_{e-i,flat} = 0 \). However, this difference is only significant when the fiber radius approaches the asperity size. Since our fiber is significantly larger than the asperity size, we believe our approach to making \( S > 0 \) is sufficient for the 3D printed filaments. We pick a grooved structure because here, the fiber’s curvature is imposed on the entire liquid volume, which represents an extreme case. In a substrate with an arbitrarily rough surface, the local curvature will likely have a stronger effect than the underlying fiber curvature, which could relax the wetting criterion back to a flat surface case.

Modeling the diffusion of carbamate

We model the absorption of the CO\(_2\) in the amine as a pure diffusion problem. As outlined in the main text of the paper, the reaction between CO\(_2\) with the amine is nearly instantaneous and occurs kinetically with a high Damköhler number (\( i.e. \) the rate of the chemical reaction is much faster than the rate of diffusion). This is supported by the references noted in the main paper. Therefore, a very good approximation for this reaction-diffusion process is to assume that the chemical reactions that generate the carbamate occur right at the interface between the amine and the CO\(_2\), and this generated carbamate then diffuses downward into the bulk amine. This means that there are few to no CO\(_2\) molecules in the bulk amine, having all been consumed at the surface, and no further reactions taking place in the bulk. Under this picture, we can simplify the problem to that of pure diffusion of carbamate generated at the interface into the bulk amine.
Under the conditions of the experiments conducted in the capillary tube (see Fig. 3A-B of the main paper) and over the timescale of the experiment the capillary tube can effectively be considered to be infinitely long. In other words, the diffusion process is so slow that the carbamate effectively never sees the end of the capillary tube. This assumption is supported by the fact that the Damköhler number is of order $10^4$ making diffusion much smaller than the reaction.

Consider a semi-infinite domain with pure diffusion occurring from the surface. At the surface of the domain the CO$_2$ concentration is $c(0, t) = c_0$ for all times. We are interested in finding the evolution of the concentration $c(x, t)$ below this surface as a function of both $x$ and $t$. The unsteady diffusion equation is $\frac{\partial c}{\partial t} = D \frac{\partial^2 c}{\partial x^2}$, where $c$ is the concentration of the carbamate in the bulk amine, and $D$ is the diffusion coefficient. The boundary conditions are $c(0, t) = c_0$ and $c(x, t) \to 0$ as $x \to \infty$, and the initial condition is that there is no carbamate in the bulk at $t = 0$, and hence $c(x, 0) = 0$ for $x > 0$. This equation along with these boundary conditions is easily solved using the Laplace Transform Technique, and the solution is

$$c(x, t) = c_0 \text{erfc} \left( \frac{x}{2\sqrt{Dt}} \right)$$

where erfc denotes the complementary error function. Details of the derivation of this solution can be found in standard mass transport textbooks (55). Because the molecular rotor experiments give us fluorescence intensity as a function of position (not concentration directly), to compare the above model with experiments we first convert the concentration expression to an intensity expression. To do this we first use the fact that the fluorescence intensity $I$ of a molecular rotor is related to the viscosity $\eta$ of its surrounding through the following relationship (56):
\[ I = \alpha \eta^\beta \]  \hspace{1cm} (22)

where \( \alpha \) and \( \beta \) are constants that depend on the specific dye used and the optical setup of the experiment. To relate the viscosity and concentration, there are various empirical laws that dictate the viscosity of blend of components through mixing rules. Here, we choose the Kendall and Monroe relationship that states that

\[ \eta^{1/3} = \phi \eta_A^{1/3} + (1 - \phi) \eta_B^{1/3} \]  \hspace{1cm} (13)

where \( \eta, \eta_A, \eta_B \) are the viscosities of the mixture, component A, and component B, respectively, and \( \phi \) is the mole fraction of component A. In our notation, species A is the carbamate and species B is the amine. Although Eq. (13) states that the viscosity of the mixture (and hence the diffusion coefficient) is a function of the concentration, in the above analysis solving for \( c(x, t) \), we have made the approximation that this dependence on concentration is small, given the \( 1/3 \) power dependence. This implies that the diffusion coefficient is assumed to be a constant in the differential equation. To be more accurate we should solve the full non-linear equation accounting for the spatially varying diffusion coefficient, which is beyond the scope of this paper. However, as we show below, our approximate model captures the measured data closely.

Substituting Eq. (13) into Eq. (22), and noting that the mole fraction \( \phi = c(x, t) \) (assuming the units of concentration is mole fraction), we have

\[ I = \left[ c_1 \text{erfc} \left( \frac{x}{2\sqrt{D}t} \right) + c_2 \left( 1 - \text{erfc} \left( \frac{x}{2\sqrt{D}t} \right) \right) \right]^{3\beta} \]  \hspace{1cm} (24)
Here $C_1 = \alpha \eta_A^{1/3}$, $C_2 = \alpha \eta_B^{1/3}$, and $\beta$ are fitting constants. Because species A is the carbamate, which is much more viscous than species B (the amine), we expect to have $C_1 > C_2$. To show the role played by the constant $\beta$, in Fig. S11 we choose different values of $\beta$ and plot the normalized fluorescent intensity

$$\bar{I} = \frac{I(x, t) - I_\infty}{I_0 - I_\infty}$$

(25)

as a function of distance from the interface $x$, where $I(x, t)$ is given by Eq. (24), $I_0$ is the intensity at $x = 0$ and $I_\infty$ is the intensity far away from the interface (which arises from the viscosity of the pure amine). The other parameters chosen for this example are given in the figure caption. We see that $\beta$ can cause a variation in the shape of the curve, and the curve does not necessarily look like a Gaussian (or error function).

To test the results of Eq. (24) against data, we run the following experiment: We first fill a capillary tube with amine mixed with a small concentration of molecular rotor. At time $t = 0$, the tube is exposed to CO$_2$ at a fixed temperature, leading to the interaction of CO$_2$ with amine to generate carbamate. This carbamate has a higher viscosity than the amine, and hence the molecular rotor displays a larger fluorescent intensity. In Fig. 3C we show the result of measuring the fluorescent intensity along the tube, at three different temperatures, after the absorption process has proceeded for $t = 28$ minutes.

The symbols correspond to data collected at different temperatures, while the black lines are fits of Eq. (24) to the data. While performing the fits, we held $\beta = 0.75$ which was obtained from an
independent experiment that measured the viscosity of the amine-molecular rotor mixture at various temperatures against the corresponding fluorescent intensity at those temperatures. The fitting parameters were the diffusion coefficient $D$ and the ratio of the viscosity of the carbamate to the amine $\eta_A/\eta_B$. In all cases the fits of Eq. (24) to the data are good, signifying that the simple model of assuming all carbamate generation occurs at the gas liquid interface is a good physical model for the more complicated process of reaction-diffusion. The values of the diffusion coefficient and the ratio of the carbamate viscosity to the amine viscosity is presented in Table S1. We note that the diffusion coefficient increases with temperature, because viscosity decreases with increasing temperature which speeds up diffusion. This also leads to our experimental observation of increasing absorption capacity with increasing temperature at a fixed time of absorption.

These diffusion coefficients are in the correct range of values that we would estimate from the Stokes-Einstein relationship. This relationship states that

$$D = \frac{k_B T}{6\pi \eta r}$$

(26)

where $k_B$ is the Boltzmann constant, $T$ is the temperature, $\eta$ is the viscosity of the medium, and $r$ is the molecular size of the diffusing species. Using the values of $T = 300$ K, $\eta = 0.01$ Pa s, $r = 1$ nm, we find that $D = 2.2 \times 10^{-11}$ m$^2$s$^{-1}$. This estimated value is close to the values measured through the above analysis shown in Table S1.
Reactive Molecular Dynamics of CO$_2$ in liquid amine

Before we provide details of the MEA-CO$_2$ reaction process we need to ensure that our molecular modeling approach simulates the same mass transport mechanism as observed experimentally. As discussed above the mass transport is determined by the balance of diffusion and reaction rates, quantified by the Damköhler number $Da = \frac{k_r L^2}{D_0}$, with $k_r$ being the reaction rate in s$^{-1}$, $D_0$ being the diffusion coefficient of reacting species, and $L$ denoting a lengthscale over which the reaction takes place. The real system has an amine layer thickness of $L \approx 50$ µm and the diffusion coefficient is on the order of $10^{-11}$ m$^2$/s or smaller (see above). Using a reaction rate of $k_r = 100$ s$^{-1}$ we obtain a Damköhler number $Da = 10^4$ or larger. Our molecular simulation system needs to have a similar value to ensure the same diffusion-reaction balance. Since the diffusion coefficient cannot be varied in atomistic simulations (it is a system property solely based on the forcefield used), and the layer thickness is about 4 nm (half the liquid slab) we need to set the reaction rate to $k_r \approx 10^7$ s$^{-1} = 100$ ns$^{-1}$. The value does not need to be exact and is rather a guidance on how to choose the parameters in the reactive MD model to ensure that we can observe the reaction-diffusion mechanism on the molecular scale.

For MEA-CO$_2$ reactions the following two-step reaction scheme was implemented (58),

$$\text{MEA} + \text{CO}_2 \rightarrow \text{MEACOO}^- + \text{H}^+$$

$$\text{MEA} + \text{H}^+ \rightarrow \text{MEAH}^+$$

The overall product is carbamate consisting of the anion MEACOO$^-$, [OH-(CH$_2$)$_2$-NH-COO]$^-$, and the ammonium cation MEAH$^+$, [OH-(CH$_2$)$_2$-NH$_3$]$^+$. The first reaction step above is modeled as follows: If during the simulation the distance between the nitrogen atom of an MEA molecule
and the carbon atom of a CO₂ molecule is within a predefined distance of 3.4 Å, a reaction is attempted and will be accepted with a probability of 0.5%. Once a reaction is accepted, the two atoms (N and C) are bonded and a carbamate anion generated. In this process a proton is released from the amine. In the second reaction step the released proton is bonded to another MEA if its nitrogen gets closer than 3.4 Å of the proton. Since this reaction is typically fast, the probability of accepting this bond was set to 100%. After each reaction a short energy minimization is performed to relax the system. With these settings we obtain reaction rates on the order of 100 ns⁻¹, as the above Damköhler number analysis requires. We ignore backward reactions since they are suppressed at high CO₂ pressure (here 0.5 atm).

The MEA-CO₂ reaction can now be observed on the molecular scale. Fig. S13 shows the number of carbamate molecules produced as the reaction progresses with time. With initially 1,000 MEA molecules, a maximum of 500 carbamate molecules can be produced theoretically in this system. The reaction rates are ~150 ns⁻¹ and are obtained from the initial slope of a linear fit of the curves within the first 0.5 ns at both shown temperatures. This value ensures a realistic Damköhler number. The reaction kinetic curves increase linearly in the beginning, however, the reaction significantly slows down after about 1 ns, depending on temperature. The maximum CO₂ absorption capacity is never reached during the simulation time of 10 ns in neither cases, 32 °C or 71 °C. There is, however, a temperature effect on the overall absorption capacity. Comparing “plateau” values at 10 ns, about 10% more MEA molecules are converted at 71 °C compared to the conversion at 32 °C. The difference - although not very high - is reproducible.
The mechanism for this behavior can be explained by higher diffusion and mixing of amine molecules as temperature is increased. Fig. S14 shows the density profiles of all species as a function of the $z$ coordinate, denoting the value of the normal vector of the liquid/gas interface. Shown are results for 32 °C and 71 °C, both at a CO$_2$ partial pressure of 0.5 atm. In the beginning - the first 20 ps - only amine is present corresponding to the initial liquid slab thickness of around 70 - 80 Å. As time progresses carbamate is produced directly at the gas liquid interface. This is demonstrated by the occurrence of red peaks that have noticeably established within the first 0.5 ns. Those peaks are positioned at ~20 Å from the left interface and at ~80 Å from the right interface. At 71 °C, the peaks are slightly broader compared to the 32 °C case (at 0.5 ns). Juxtaposing the 2 ns data, one can clearly see that the carbamate peak has further broadened at higher temperature, indicating the carbamate diffused further into the bulk region. The inward diffusion of carbamate species entails an outward diffusion of bulk amine towards the interface, enabling more reactions with CO$_2$. We note that CO$_2$ molecules never reach the bulk amine region; in fact one can observe little enrichment of CO$_2$ in the carbamate interface layer at 2 ns (small green peaks). This is an important result since it reveals a detail of the reaction-diffusion mechanism: due to the fast reaction MEA is only consumed at the interface, and not in the bulk liquid. The increased consumption of MEA at elevated temperature is promoted due to higher diffusion of carbamate and amine, enabling an increased exchange of carbamate produced at the interface with fresh amine from the bulk.

**Pressure drop calculations**
Pressure drop is an important parameter in absorption bed design. The geometry selected as the SWIRL solid substrate not only provides a high A/V but also has a high void volume fraction. This is particularly important to minimize the pressure drop throughout the absorption bed.

To estimate the pressure drop that occurs as the gas flow is driven through the SWIRL device, we approximate the flow through the SWIRL’s hexagonal Laves structure as a flow through an ordered porous medium (Fig. S15). Several approaches can be used to describe such a gas flow through porous media (e.g. Karmen-Kozeny relations for flow through packed beds).

Closer examination of the large scale (60x) mock-up model of the Laves structure shown in Fig. 1D, and also in Fig. S15, reveals that the gas flows mainly through parallel channels. From Fig. S15 the radius of these channels, approximated as circular cross section, is about R=0.5 mm at a volume fraction of approximately \( \varnothing \approx 0.5 \). For a superficial velocity of 1 m/s, the velocity through each channel is \( \frac{1}{\varnothing} \equiv <V> = 2 \text{ m/s} \). The pressure drop per unit length, according to Poiseuille’s Law, is \( \frac{\Delta e}{f} = \frac{8 \mu <V>/R^2}{L} \). Using the above values and a viscosity for air at 100 °C, \( \mu = 2.7 \times 10^{-5} \text{ kg/(m s)} \), we obtain \( \frac{\Delta p}{L} = 1728 \text{ Pa/m} = 17 \text{ mbar/m} \). Poiseuille’s flow is used because the Reynolds number for the gas flow is \( \frac{\rho <V>^2R}{\mu} \approx 70 \) (much smaller than the laminar flow limit of 2100) for a flow velocity in the channels equal to 2 m/s and a kinematic viscosity of air equal to \( 2.7 \times 10^{-5} \text{ m}^2/\text{s} \). More complex approximations for gas flow through channels with hexagonal cross sections reveal similar pressure drops of below 20 mbar/m (59).
Fig. S1. Microscopy images of solid surface roughness of SWIRL. Additively manufactured AlSi_{10}Mg 800 µm cylindrical parts manufactured with an energy density of: A) 2.7 J mm$^{-2}$ and B) 1.7 J mm$^{-2}$ illustrating the significant effect of processing parameters on the resultant surface texture. SEM images of C) the node and D) rods of the 3D printed exposed support hexagonal Laves structure, shown in Fig. 1B, manufactured with AlSi_{10}Mg at an energy density of 1.7 J mm$^{-2}$. 
Fig. S2. **Graphics of 3D-printed Laves structures.** Node and strut skeleton for the hexagonal prism Laves phase drawn by nTopology shown in A) Unit cell side orientation, B) Top down for a multi-unit cell, and C) 45° orientation for a multi-unit cell. The designed support structure with an internal hex Laves phase lattice unit cell encompassed by a solid body drawn by Autodesk Netfabb Ultimate with views of the: D) The addition of the outer shell printed around the hexagonal Laves structure, providing a gas-tight tube for the absorption studies. E) Clipped tube in the xy-plane to show the internal lattice.
Fig. S3. **Experimental diagram for CO$_2$ capture using SWIRL.** Absorption unit. A preset ratio of N$_2$ and CO$_2$ are mixed before passing through an Omega mass flow meter. Valve 1 allows the flow of Ar or CO$_2$/N$_2$ mixture. Valve 2 enables the selected gas either bypass or flow through the SWIRL-amine before going through an Omega mass flow meter and the mass spectrometer.
Fig. S4. **Breakthrough curve and absorption capacity profiles of SWIRL-MEA at different temperature.** A) Breakthrough curve for SWIRL-MEA at 71 °C that contains 0.6992 g of neat amine. The curves are raw mass spectrometer signal intensities and are not normalized. A mixture of CO$_2$/ N$_2$ gas is sent to SWIRL-MEA. When N$_2$ reaches the mass spectrometer time $t_0$ is recorded. While N$_2$ passing through SWIRL-MEA no CO$_2$ gas reaches the mass spectrometer up to about 704 seconds. At this time the CO$_2$ mass spectrometer intensity increases and the N$_2$ intensity drops. The drop in N$_2$ signal is due to the increase in the CO$_2$ partial pressure and thus a drop in partial pressure of N$_2$, which is detected by the mass spectrometer. After CO$_2$ passes the breakthrough point the mass spectrometer CO2 intensity increases and reaches the level of the input CO$_2$ concentration intensity. The bumps in the corresponding intensity curves shown at 1550 and 3100 sec. are the bypass signal intensities. The inset in Fig. S4A shows an enlargement
of the bypass signal intensity at 1550 sec. B) Normalized CO$_2$ signal as a function of time per gram of amine (sec/g-amine). C) Cumulative integrals of Fig. S4B curves, representing the amount of CO$_2$ absorbed/amount of amine used (mole per mole) as a function of time/g–amine.
Fig. S5. Breakthrough curve and capacity of empty cell. A) Breakthrough curve for empty cell at 32 °C. Mass spectrometer signal intensity of CO$_2$ and N$_2$ as a function of time are shown. The curves are raw mass spectrometer signal intensities and are not normalized. $t_0$ is indicated by a dashed line. B) Capacity of the empty cell as function of time. The curve was produced through time integration of the breakthrough curve.
Fig. S6. **Liquid spreading on rough fiber surface.** (a) Schematic illustrating fiber and droplet placement in spreading experiments. Fluorescence microscopy images showing water wet surfaces of (b) native ($S = -16$ mN/m) and (c) oven-treated ($S \geq 0$ mN/m) 3D-printed aluminum fiber surfaces. (d) Plot of spreading pre-factor as a function of the cosine of the equilibrium contact angle on a representative flat surface.
Fig. S7.

Fig. S7. SEM image of AlSi10Mg spherical particles.
Fig. S8. **Images of additively manufactured support structures.** Exposed additively manufactured support structures composed of (A) AlSi$_{10}$Mg and (B) SS316.
Fig. S9. **Schematic illustrations of wetting states on rough planar surfaces.** Schematic illustrating the dry (a), infused (b) and encapsulated states. (d) Schematic of representative asperity illustrating that $A_{lv}^{(i)} < A_{sl}^{(i)}$. (e) Schematic of representative asperity noting the top, sidewall and bottom areas.
Fig. S10. **Wetting conditions on rough cylindrical fibers.** (a) Schematic illustrating the $A_p < A_{sv}^{(l)} + A_{lv}^{(l)}$ condition for a liquid infused on a fiber surface. (b) Schematic illustrating the $A_p < A_{lv}^{(e)}$ condition for a liquid encapsulated on a fiber surface. (c) Schematic of the model fiber used for energy calculations. (d) Density plot of $S_{l-d,fiber} - S_{l-d,flat}$ in units of mN/m for various $w$ and $b$ values. (e) Density plot of $S_{e-I,fiber} - S_{e-I,flat}$ in units of mN/m for various $w$ and $b$ values.
Fig. S11. Influence of the exponent $\beta$ on the shape of the intensity curves.
Fig. S12. MD simulation snapshot of liquid amine interfacing a CO2 gas phase. Simulation snapshot of liquid amine (MEA) slab interfacing with a CO2 gas phase. The other interface - based on periodic boundary conditions - is not shown. The yellow box indicates the CO2 molecule exchange region which is coupled to a virtual CO2 reservoir to maintain the gas pressure, $p_0$, at the desired level in the region.
Fig. S13. MD simulation results of carbamate formation time profile. Number of carbamate molecules produced over time, obtained from molecular simulations of MEA and CO$_2$ performed at 32 °C and 71 °C. The CO$_2$ partial pressure was set to 0.5 atm. The maximum number of producible carbamate is 500.
Fig. S14. Changes of simulated molecular density profiles at different time and temperature. Density profiles of chemical species, amine (MEA, blue lines), carbamate (MEAH-MEACOO, red lines), and CO$_2$ (green lines), along the normal interface coordinate $z$. Shown are profiles at different times (0 ns, 0.5 ns, and 2 ns) at 32 °C (top panel), and 71 °C (bottom panel), all at CO$_2$ partial pressure of 0.5 atm. The curves denote $z$-positions of nitrogen densities (representative atoms of amine or carbamate molecules) and of carbon densities (C in CO$_2$). The densities were averaged over 200 time frames (corresponding to 20 ps), and smoothened over 2 Å bin sizes along $z$. 
Fig. S15. **Visualization of flow channels through Laves structure.** Large scale, polymeric, printed Laves lattice, to highlight the channel structure in this ordered porous medium.
Table S1:

| Temperature [°C] | D [$\text{m}^2\text{s}^{-1}$] | $\eta_A/\eta_B$ [-] |
|------------------|-----------------------------|---------------------|
| 35               | $3.3 \times 10^{-11}$       | 7.2                 |
| 55               | $4.9 \times 10^{-11}$       | 5.8                 |
| 75               | $8.5 \times 10^{-11}$       | 2.3                 |

Table S1: **Diffusion coefficient and relative viscosity of carbamate at various temperatures.**

Carbamate diffusion coefficient and the ratio of viscosity of carbamate to amine at various temperatures
Movie S1.
Flow of fluorescent beads in bulk and within the texture and roughness of the solid structure. The flow of ~20-micrometer latex fluorescent beads demonstrates the existence of a thin layer of bulk liquid within the texture and roughness of the solid structure. See also Fig. 1

Movie S2.
Experimental visualization of carbamate propagation in MEA during carbon capture. Propagation of carbamate in MEA containing CCVJ at 35 °C. The bright zone is the high-viscosity area where carbamate molecules are present.
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