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Test-pattern programs are for testing DRAM memory chips. They run on a special embedded system called automated test equipment (ATE). Each ATE manufacturer provides its own programming language, which is mostly low level, thus accessing the registers in the ATE directly. The register structure of each ATE is quite different and highly irregular. Since DRAM chipmakers are often equipped with diverse ATEs from different manufacturers, they employ automatic translation of a program developed for one ATE to a program for different ATEs. This raises an irregular register allocation problem during translation. This article proposes a solution based on partitioned Boolean quadratic programming (PBQP). PBQP has been used for a number of compiler optimizations, including paired register allocation, which our ATE register allocation also requires. Moreover, the interleaved processing in ATE incurs complex register constraints, which we could also formulate elegantly with PBQP. The original PBQP solver is not quite appropriate to use, though, since ATE register allocation does not allow spills, so we devised a more elaborate PBQP solver that trades off the allocation time and allocation search space, to find a solution in a reasonable amount of time. Our experimental results with product-level pattern programs show that the proposed register allocator successfully finds valid solutions in all cases, in the order of tenths of seconds.
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1 INTRODUCTION

The manufacturing process of DRAM memory chips includes a final step to validate their correct behavior. For this, we perform automated tests on every chip by using an automated test equipment (ATE), a special embedded system equipped with the dedicated processing units called algorithmic pattern generator (ALPG) and the registers. During the test, ATE physically places a chip on a slot
inside it, sends a pattern of signals (bit vectors) to the pins of the chip in each clock, and decides pass/fail depending on its behavior. ATE is programmable, and the programs running on the ATE to generate the bit vectors are called test-pattern programs.

A DRAM chipmaker often buys ATEs from more than one manufacturer for price competitiveness (an ATE costs around 3–5 million US dollars), and tests a DRAM product using any ATE that can generate the patterns with the same clock speed of the DRAM. One issue is that each ATE manufacturer provides its own programming language, mostly composed of assembly-like syntax using the commands of the ALPG and accessing the registers directly. This makes pattern programming not only complex and time-consuming but also not portable among the ATEs of different manufacturers. Furthermore, even different models of the same manufacturer have a different hardware configuration (e.g., number of ALPGs and registers) even with different language primitives, so they also have a portability issue.

To solve this compatibility issue, open standards and interfaces have been proposed, which allow the test engineers to develop a program using a universal high-level or low-level language, independent of the ATE manufacturers or ATE models [8, 16, 23]. Then, the universal program is translated into a pattern program for a specific target ATE. Unfortunately, these approaches are not widely accepted by the DRAM industry as far as we know, since the major ATE manufacturers do not support the standards and it is hard for the test engineers to learn a new interface [28].

However, the chipmakers do need portability, so they often employ another solution, program translation. For a given device under test (DUT), test engineers develop and verify a pattern program for one ATE, then translate it to a program for a different ATE that can test the DUT. Since there are many diverse ATEs in the ATE farm of a chipmaker, and since any ATE can be a source or a target of translation, we need an efficient and aggressive translation system. For this, we need to redefine some of the important compilation issues such as intermediate representation (IR), register allocation, and instruction scheduling. For example, we proposed an output-based IR where the output of a pattern program serves as an IR [18, 25], instead of conventional IRs such as the LLVM bitcode, since it is hard to define a universal IR for all ATEs while the output delivers the exact intention of the test engineer. In this article, we deal with the register allocation issue, which is quite challenging due to the highly irregular nature of the ATE registers.

ATE registers are often wired in a complex way, which leads to highly irregular register pairing. For example, we can add two registers A and B but cannot add two registers A and C. Another irregularity comes from ATE’s multiple ALPG units, interleaved to provide concurrency to generate patterns faster than the clock speed of each ALPG. For example, an ATE with four ALPG units provides 4-way interleaving, requiring the number of statements in a loop to be a multiple of four, so that a bundle of four statements constitutes a major cycle. Within a major cycle, a register cannot be written more than once and cannot be read ahead of a write. Finally and most importantly, there are no memory load/store commands in the ATE, meaning that register spills are impossible. This requires an allocation strategy different from conventional register allocators, because allocation failure means translation failure.

There are many irregular register allocation techniques proposed for CPU or DSP compilation [3, 13, 19, 20, 27, 29]. Among those techniques, we chose an approach based on partitioned Boolean quadratic programming (PBQP) [29], a graph optimization problem, since the PBQP graph can easily model the register pairing requirement as well as the interference. Moreover, the bundling constraints of ATE registers can be elegantly formulated with PBQP. Unfortunately, the original PBQP solver based on the removal of “easy” nodes, followed by approximation of “hard” nodes, is not quite appropriate to use, since our PBQP graphs rarely have easy nodes. Also, approximation-based allocation might give up too early and fail to find a valid solution even if one exists, thus failing the translation. So we devise a more elaborate PBQP solver focusing on the
enumeration of those hard-to-allocate nodes, which trades off the allocation time and the allocation search space, to find a solution in a reasonable amount of time. Our experimental results with product-level pattern programs show that the proposed irregular register allocator successfully finds valid solutions in all cases, in the order of tenths of seconds. The elapsed time is acceptable, since the programs are translated in an offline manner.

The primary contributions of this article are as follows:

- We identified the irregular register allocation problem when translating the test-pattern programs, where we categorize the register constraints, some of which were not explored previously in irregular register allocation.
- We successfully formulated the ATE register allocation restrictions as a PBQP problem.
- We proposed a modified PBQP solver that can provide a better tradeoff between optimality and time-complexity, particularly for the cases of test-pattern programs.
- We demonstrate that our register allocation module works well for product-level test-pattern programs written to test DDR4 SDRAMs.

The rest of the article is organized as follows. Section 2 provides a brief background on memory testing, test-pattern programs, and the previous irregular register allocation using PBQP. Section 3 categorizes the constraints caused by irregular register architecture of ATE. Section 4 overviews our translation platform of test-pattern programs and explains how the proposed register allocation unit works in the platform. Section 5 shows how to represent the constraints as a PBQP graph and explains how the PBQP solver works. The evaluation result is in Section 6. Section 7 discusses related work. Section 8 shows the summary and future work.

2 BACKGROUND

2.1 Memory Structure and Operations

We briefly summarize the structure of DRAM memory. For example, x8 DDR4 SDRAM includes four banks, where each bank is a two-dimensional array of memory cells. A memory cell, which has 8-bit data, is addressed by a combination of a row address and a column address. So, an SDRAM chip includes 8-bit data pins and 17-bit address pins. It also has 5-bit command pins, used to trigger a state transition of the SDRAM, which operates as a finite state machine (FSM) (the typical states include \textit{idle}, \textit{activated}, \textit{writing}, \textit{reading}, and \textit{pre-charging}). A bit vector sent through the command pins defines a command for each clock cycle. For example, a 5-bit vector (1, 0, 0, 1, 1) mapped to the command \textit{write} ("WRT") writes a data given through the data pins to the cell, whose column address is given through the address pins (the row address is provided by a separate command \textit{activate} in advance).

2.2 Memory Testing Using ATE

ATE tests DRAM chips at high speed to detect one that has a behavioral fault [1, 24]. As shown in Figure 1(a), ATE moves a chip (or multiple chips at once) inside it using a physical handler. It then runs the executable compiled from a test-pattern program using the ALPGs and the registers. As a result, ATE generates and sends a bit-vector composed of command, address, and data bits to the corresponding pins of the chip at each clock. The pattern generation speed of the ATE should be the same as the operation speed of the chip, because, otherwise, the chip cannot operate as intended.

As the generated bit vectors are plugged into the chip, ATE compares the observed output with the expected output, which is also generated by executing the test-pattern program. If there is any mismatch, meaning that the chip fails, then ATE locates the unit in a proper failure bin categorized
by its fault type; otherwise, the chip passed the test. Then, the ATE repeats the same test for the next chip. Since every chip should go through this test process before shipping, efficient yet thorough testing is important. So, the test engineers should write good-quality test-pattern programs that can detect all erroneous behaviors, based on the thorough understanding of the given DRAM architecture.

### 2.3 Test-pattern Programs

Typically, a test-pattern program traverses the memory cells (sequentially, diagonally, or in its own traversal algorithm) and repeatedly reads/writes data from/to the cells. It checks if the reads or writes work as expected, as well as if they do not affect the values of other (neighbor) cells. A test-pattern program is written in a domain-specific language of the target ATE. The programming language is mostly low level, expressing the hardware details of the ATE explicitly including the registers. Figure 1(b) shows a sketch of a test-pattern program for an ATE where each line is a statement, and A2, B1, C1, and D1 mean registers. Below, we list four hardware and language features related to register irregularity common to a few popular ATEs, which would complicate program translation.

#### Accessing physical registers

Test-pattern program often directly accesses physical registers without relying on compiler register allocation, unlike most general-purpose programs. So, the test engineers must understand the precise set of registers and their constraints. The constraints are more idiosyncratic than the ones for general CPU registers (see Section 3), and they are quite different among ATEs. This may complicate register allocation during translation.

#### Timing information

Each statement in the test-pattern program is associated with some timing information. In general programming languages, the order of the statements does not matter as long as the dependency is not broken. However, test-pattern program is intended to generate test-patterns at the exact timing described in the program, so it is not easy to reorder the statements or add additional statements, which can affect register allocation.

#### Interleaving

An ATE often includes multiple ALPGs that are interleaved, to generate patterns faster than the clock speed of ALPG. For example, the ATE in Figure 2 has four ALPGs. If each ALPG runs at a clock speed of 100 MHz, then such 4-way interleaving allows the ATE to run at a clock speed of 400 MHz by generating patterns alternately among the four ALPGs. This requires the pattern program to be bundled in a group of four statements, and the four statements will be
executed concurrently (however, they still have sequential execution semantics). That is, the statements 1, 2, 3, and 4 are executed at the same time, each on a different ALPG. Similarly, statements 5, 6, 7, and 8 are executed at the same time. This requires the number of statements of a loop (even outer loop) to be a multiple of four as well. Such a statement bundle is called a major cycle, which causes many restrictions on register allocation (see Section 3).

No spill memory. There is no data memory other than the registers, so spilling is not an option during register allocation. Therefore, if register allocation during translation fails, it will fail the translation itself. This requires an allocation strategy different from conventional register allocation that can survive with spills even if allocation fails.

2.4 Partitioned Boolean Quadratic Programming for Register Allocation

A PBQP problem is a cost-minimizing allocation problem for a given a PBQP graph [14, 29]. A PBQP graph \( G(V, E, c) \) is an undirected graph with a collection of costs \( c \) including a cost for each vertex \( v \in V \) and a cost for each edge \((u, v) \in E \). Here, we denote a vertex cost by \( \bar{c}_u \) for a node \( u \) and an edge cost by \( C_{uv} \) for an edge between a vertex \( u \) and a vertex \( v \). As to the dimension of costs, \( \bar{c}_u \) is an \( m \times 1 \) column vector and \( C_{uv} \) is an \( m \times m \) matrix. Each element of a cost vector or matrix is in \( \mathbb{R} \cup \{\infty\} \) (i.e., real numbers or infinity). Here, two vertices \( u \) and \( v \) are regarded as disconnected if and only if \( C_{uv} = 0 \) (a matrix with all elements equal to zero).

Now, we introduce a selection vector \( \vec{x}_u \), one for each vertex \( u \) (its dimension is also \( m \times 1 \)). Here \( \vec{x}_u \in \{0, 1\}^m \) and \( \vec{x}_u \cdot \vec{1}^T = 1 \) (for \( 1 \leq u \leq n \), if the number of vertices is \( n \)). In other words, each selection vector contains exactly a single value of one, meaning that the vertex selects that position, and zeros in the rest of the positions.

Finally, a partitioned Boolean quadratic programming problem is defined as to minimize the cost function \( f \),

\[
  f = \left[ \sum_{1 \leq u \leq n} \vec{x}_u^T \cdot \bar{c}_u \right] + \left[ \sum_{1 \leq u < v \leq n} \vec{x}_u^T \cdot C_{uv} \cdot \vec{x}_v \right],
\]

where \( n = |V| \) is the number of vertices.

For example, if the graph in Figure 3(a) is given as a PBQP graph, then the PBQP problem for this graph is to find three selection vectors (one for each vertex). The cost function \( f \) yields the sum of all highlighted numbers in Figure 3(a), when the selection vectors are arbitrarily chosen as \( \vec{x}_1 = (0, 1) \), \( \vec{x}_2 = (0, 1) \), and \( \vec{x}_3 = (1, 0) \). The first term becomes 3 + 0 + 0 = 3, and the second term becomes 4 + 5 + 9 = 18, which yields \( f = 3 + 18 = 21 \). However, if we choose a different set of selection vectors, \( \vec{x}_1 = (1, 0) \), \( \vec{x}_2 = (0, 1) \), and \( \vec{x}_3 = (0, 1) \), then the cost function calculates \( f = (4 + 0 + 1) + (2 + 3 + 2) = 12 \), which happens to be the minimal as shown in Figure 3(b). As the search space of such selection vectors is as large as \( O(m^n) \), the brute-force search for optimal
solution would be intractable, so Scholz et al. proposed a PBQP solver based on graph reduction \[14, 29\], which will be explained later (see Section 5).

They also proposed how a register allocation problem can be modeled as a PBQP problem. It maps each virtual register in the program to one of \(n\) vertices. Each physical register is mapped to one of \(m - 1\) positions, while the \(m\)th position is reserved as a spill. Then, the selection vector of cardinality \(m\) can be interpreted as allocation to one of \(m - 1\) physical registers or to the spill. Each entry of the cost vector or matrix can be either a finite number to represent the allocation cost, such as the spill cost or the execution cycle counts, or an infinity to represent that such a register allocation is not possible due to interference (i.e., a cost matrix \(C_{uv}\) whose diagonal values are all infinity means an interference between \(u\) and \(v\)). By using the cost vectors and matrices, the PBQP graph can express the register allocation constraints including the irregular ones more in detail than the conventional interference graph.

3 ATE REGISTER CONSTRAINTS

This section introduces and categorizes the register restrictions that the ATE hardware imposes on its test-pattern programs. The details are different depending on the ATE, but we covered many types of constraints found from our experience of translating product-level DRAM pattern programs of major ATE manufacturers. These restrictions are originated from the ATE architectures, not publicly available, so we inferred those constraints from the user manuals that contain a list of some legal and illegal use cases. We identified four types of constraints, which will be illustrated below. These constraints will be represented as the costs of the PBQP graph, as will be detailed in Section 5.

3.1 Interference and Class

The first category shows the common and well-known constraints: interference and class. Two virtual registers interfere if they are both live simultaneously at any program point. The register class represents the register type such as floating-point and integer in CPU. In ATE, there are two register classes: address and data. That is, address values can only be stored in address-class registers and data values can only be stored in data-class registers. This is so, since the signal lines connected to DUT’s address pins are only muxed from address registers (the same for data pins and data registers).

For the program example in Figure 1, we assume that our ATE has five registers in total. Four of them are address registers: A1, A2, B1, C1, and one of them is a data register D1. Their names may be different in the real hardware and there are many more registers available, though; we abstracted the hardware as much as possible here for simplicity. Besides, the size of registers can
Fig. 4. Allowed (O) and disallowed (X) register combinations for operands of an address addition \( x = y + z \).
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Fig. 5. In a 4-way architecture, while the program (a) is disallowed, the program (b) is allowed.

(a) Disallowed

|   | A1 | A2 | B1 | C1 |
|---|----|----|----|----|
| A1 | O  | O  | X  | O  |
| A2 | O  | O  | X  | O  |
| B1 | X  | X  | O  | O  |
| C1 | X  | X  | X  | X  |

(b) Allowed

|   | A1 |   |   |   |
|---|----|---|---|---|
| A1 | ... |
| 2  | ... = A1 |
| 3  | A2 = ... |
| 4  | ... = A2 |

|   |   |   |   |   |
|---|---|---|---|
| A1 | ... |
| 2  | ... = A1 |
| 3  | B1 = ... |
| 4  | ... = B1 |

also lead to irregularity (which we can be easily expressed in the PBQP graph), but for simplicity, we also assume they are long enough.

3.2 Operand Register Pairing

In some ATEs, some operations can use a limited set of registers as their operands. For example, Figure 4 illustrates that the addition of two address values can be done only between some registers only in some fixed order. That is, if the program contains an address addition \( y + z \), then we can add \( A1 \) and \( C1 \) but not \( A1 \) and \( B1 \). Also, we can add \( B1 \) and \( C1 \) but not \( C1 \) and \( B1 \). This type of irregularity cannot be expressed by the traditional interference graph but can be easily modeled in the PBQP graph using the cost matrix (see Section 5.3).

3.3 Register Group

The **register group** is a constraint caused by the major cycle discussed in Section 2.3. Within a major cycle, it allows up to one definition of any physical registers in the same register group. This constraint is originated from the internal architectural design where some registers are shared by the interleaving ALPGs, so they cannot be written concurrently in the same major cycle. This also implies that a definition of any register can be placed only once in a major cycle.

For example, we assume that \( A1 \) and \( A2 \) are in the same register group. It means that a definition of \( A1 \) and a definition of \( A2 \) cannot occur within the same major cycle. Assume that each of registers \( B1 \), \( C1 \), and \( D1 \) is in its own register group. In Figure 5, if this program is running on a 4-way architecture where a major cycle consists of four statements, the program in Figure 5(a) is not allowed due to two definitions of \( A1 \) and \( A2 \) in the same register group within a major cycle boundary. However, Figure 5(b), is allowed, because \( A1 \) and \( B1 \) are in different register groups.

3.4 Definition-Use Ordering

This type of constraint is also due to the major cycle issue discussed in Section 2.3. A definition of a register cannot be located later than any use of the register within the same major cycle, even if the use is not reading the value defined later. This is also originated from the internal design
Fig. 6. In a 2-way architecture, while the program (a) is disallowed, the programs (b) and (c) are allowed.

Fig. 7. (a) The workflow of our translation system. (b) An example of the input for the register allocator. The program in Figure 1(b) is a desired output for this input, as it does not violate any register constraints of the target ATE in Section 3.

where the ALPGs write out values for definitions first and then fetch values for uses in a major cycle. Therefore, even if there is no data flow from a later definition to the use, all uses prior to the definition of the same register within a major cycle will be tainted. This is the reason why such use cases are prohibited from the source program level.

Figure 6 shows how this constraint affects programs for a 2-way interleaving ATE. The program (a) would have no problems at all in most general programming languages. However, it is not allowed as a test-pattern program, because a use of A1 in line 3 is in the same major cycle with a definition of A1 in line 4. However, the program (b) is permitted, because the use of A1 in line 3 does not get affected by the definition of A2 in line 4. The program (c) is also permitted, because now the major cycle boundaries are correctly aligned.

4 REGISTER ALLOCATION PASS

This section shows where the proposed register allocation module is located in our translation platform of test-pattern programs. Figure 7(a) illustrates the workflow of our translation system when translating an ATE B program to an ATE A program. We use the output-based IR, which we obtain by running (or simulating) the source test-pattern program (ATE B program in this case). From the output-based IR, we reconstruct the target program (ATE A program). The reason that we use the output as IR is that it is the simplest way to obtain a universal IR, not dependent on any ATE, yet delivering the programmer’s exact intention [18]. That is, a pattern program has
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no dynamic input and no conditional branches except for loop branches whose trip count is a constant, thus always generating the same output patterns.

When we reconstruct the target program, the registers are virtual yet (actually, they are still expressed using the source ATE’s registers, which are different from the target ATE’s registers). So they have to be allocated to the physical registers of the target ATE, complying with the ATE’s register constraints. For the example pattern program in Figure 1, Figure 7(b) shows the reconstructed program, not yet register-allocated. Again, the real-life program looks different from it where we abstracted away ATE-specific details for simplicity.

The RA module also takes the configuration file written to describe details of the target ATE architecture required for register allocation. Specifically, the configuration file includes the number of physical registers available, the names, the classes, their characteristics, and the details of other constraints. The constraints are divided into four categories described in Section 3.1-3.4. We describe them in a JSON-like format that we defined. Consequently, our RA module can parameterize all target register configurations to flexibly cope with future changes of the ATE architecture.

Let us explain the program in Figure 7(b). Each line is a statement, a set of instructions that are executed exactly in one clock cycle. That is, an ALPG fetches and executes all instruction in line 1 at clock cycle 1, all instructions in line 2 at clock cycle 2, and so on. First, L1 (line 5) is the jump target label to which JMP L1 (line 12) jumps. Second, instructions like NOP, ACT, WRT and PRE, make the ATE generate corresponding command signals, which are then sent to DUT (see Section 2.1). For example, ACT encodes (1, 1, 0, 0, 0), which makes the DUT ready for upcoming read/write commands. Third, ADDR1 and ADDR2 indicate address-class virtual registers and DATA1 indicates a data-class virtual register. There are register operations such as ADDR3 = ADDR1 + ADDR2 (line 7). Finally, address signals are either X or Y and the data signal is 0, and all of them use the ‘<=’ notation to express signal transmission to DUT, using the values read from the virtual register in the right hand side. Both address signals and data signals are supposed to be transmitted at every clock cycle, so those lines with no explicit transmission code will transmit the values from the same virtual registers in their previous line (e.g., in line 7, Y and D get the same values as in line 6).

Now, the register allocation module aims to find an appropriate selection of a physical register for each virtual register in Figure 7(b). The program back in Figure 1(b) is a good example of a register-allocated output program, assuming that the target ATE is as in Figure 1(a) equipped with four interleaving units. The output program does not violate any constraints mentioned in Section 3 while using the physical registers existing in the target hardware. In the following sections, we explain the internal structure and algorithms of the RA module.

5 REGISTER ALLOCATION ALGORITHMS

5.1 Internal Structure of the Register Allocation Module

Figure 8 depicts the four-step workflow of the register allocation module. It shows the internal structure of the register allocator, which is illustrated as the grey box in Figure 7(a). The first step is program analysis (Section 5.2), which conducts data flow analysis including liveness analysis to collect information on the program that may cause constraints. The second step is to build a PBQP graph (Section 5.3), based on the information collected from the program analysis step and the configuration file written for the target architecture. Once we have converted the register allocation problem into a PBQP graph, we can get a solution by running a PBQP solver. Because a PBQP graph itself is a data structure independent from a solver, we can use any solver such as the original solver by Scholz et al. [29]. However, due to the characteristic of the PBQP graphs built from the test-pattern programs, we devised our own solver by modifying and extending the
Fig. 8. The internal structure of the register allocation module.

Table 1. The USE Table for Each Command Type

| CMD  | signal X | signal Y | signal D | description          |
|------|----------|----------|----------|----------------------|
| NOP  |          |          |          | Stay idle            |
| ACT  | O        |          |          | Activate a row       |
| WRT  | O        | O        |          | Write data at col.   |
| READ | O        | O        |          | Read data at col.    |
| PRE  | partly   | partly   |          | Precharge            |

heuristics of the original solver (Section 5.4). Finally, the last step is to rewrite and generate the target program if the PBQP solver succeeds in finding a valid solution of register allocation.

5.2 Program Analysis

This step analyzes the input program with virtual registers (e.g., Figure 7(b)) to collect information including register liveness information [2]. Before the analysis, we first rename all virtual registers so that every definition of a virtual register has a distinct name, thus converting the program into a kind of SSA (static single assignment) form [9].

Then, we perform the standard liveness analysis, by implementing the iterative worklist algorithm [2]. The algorithm applies the transfer function $LIVE_{in}[s] = USE[s] \cup (LIVE_{out}[s] - DEF[s])$ for each statement $s$, where $LIVE_{in}$ is the set of live variables right before the statement, $LIVE_{out}$ is the set of live variables right after the statement, $USE[s]$ is the set of variables used in the statement, and finally $DEF[s]$ is the set of variables that are defined in the statement.

Statements for register operations such as addition can be interpreted as in general programming languages, but there are many implicit register representations in the pattern programs that we also need to consider. In Figure 7(b), even though we explicitly denoted the signal transmission with the “<=” notation, the actual source program does not include those instructions. They should be implicitly determined by the command type from its semantics. So, the command WRT, for example, sends signals to the DUT’s Y address and D data, after reading the address register and the data register specified ahead of the statement. To identify those implicit registers live at each command, we create the command USE table as shown in Table 1, pre-defined based on the DDR4 SDRAM specification [4]. In this way, we can correctly find the liveness information even in the context of the test-pattern programs. During the parsing of the program, we also collect other information such as what virtual registers are coupled in register operations such as addition. This information is then handed over to the PBQP graph builder to prepare for the register pairing constraints.
5.3 PBQP Graph Builder

Now, based on the collected information, we build a PBQP graph. The algorithm is depicted in Algorithm 1. Its flow handles each of the four constraints mentioned in the previous section one-by-one. It first initializes the graph with all the cost vectors and matrices set to zero (line 1). Again, a cost matrix with zero costs is regarded as being disconnected. In the following lines, the builder accumulates the costs with infinity, as it checks each constraint one-by-one.

Lines 2–4 check interference. If two virtual registers interfere with each other, then the cost of the edge between them must include the infinity diagonal so that they are not allocated to the same physical register. Lines 5–8 resolve the class constraint. Mismatching classes can be simply represented with infinity being set to the corresponding entry of the vertex cost (e.g., address virtual registers have infinity values in the positions of data physical registers).

Lines 9 and 10 deals with the register pairing of operands for the add instructions (other two-operand instructions are handled similarly). The pairing matrix means the parameter plugged in by the configuration file, and it is a matrix identical to the one in Figure 4 with the “X” symbols replaced by ∞’s and the “O” symbols replaced by 0’s. These infinity costs will inhibit any allocation that leads to illegal register pairing.

Lines 11–17 are for the register group constraints. It linearly scans the program to find if there is more than one definition of any virtual registers within a major cycle, and then apply the infinity value to the corresponding entries of the edge cost for all possible combinations of the physical registers in the same register group.

Finally, lines 18–27 consider the def-use ordering in a major cycle. This logic is similar to the one for the third constraint in lines 11–17, except that it adds the diagonal infinity matrix to the edge cost, because this constraint inhibits two virtual registers from being allocated to the same physical register.

Unlike the original PBQP graph, our PBQP graphs for pattern programs always have either 0 or ∞ as the cost values. Originally, PBQP problems are designed to work with real numbers to minimize the output value of the cost function $f$, as depicted in Section 2.4. However, we only have the two extreme cost values, because ATE does not allow spills (so the cost vector and matrix do not have a spill entry). This makes the register allocation result be in either a success (with $f = 0$) or a failure (with $f = \infty$).

As a side note, one thing to mention is that we can assign real-numbered costs for readability-oriented translation of test-pattern programs. That is, one interesting characteristic of the test-pattern program translation is that test engineers care for the readability of the target program to compare it with the source program, to confirm that it works correctly following the test engineers’ exact intention and programming conventions. For example, registers with “X” included in their name are mostly used to represent an X address, even though there are neither physical nor syntactic rules about it. If we identify all virtual registers used for X addresses and assign lower costs to the physical registers with “X” in their names than other physical registers, then the PBQP solver would try to match the preference. In the current article, we do not address this preference issue for simplicity.

5.4 PBQP Solver

Scholz et al. proposed an efficient PBQP solver [29]. Their solver employs a heuristic based on graph reduction that removes one vertex at a time, with the calculated costs (constraints) of the removed vertex being propagated to its adjacent vertices. The graph reduction repeats until there are only trivial vertices with no neighbors left. Then, we can allocate registers in the reverse order of the removal.
**Algorithm 1: Build PBQP Graph**

**Data:**
- `insts[1..l]`, list of source instructions
- `live[0..l]`, list of lists (virtual regs live at line `l`)
- `def[0..l]`, list of lists (virtual regs defined at line `l`)
- `use[0..l]`, list of list (virtual regs used at line `l`)
- `virRegs[1..n]`, list of virtual registers
- `phyRegs[1..m]`, list of physical registers
- `k`, the number of interleaving units
- `Pairing Matrix`, a constant depending on the target configuration
- `Diagonal Infinity Matrix`, a constant

**Result:** a PBQP graph that represents all restrictions

1. Create an undirected graph $G(V, E, c)$ where $|V| = n$, $|E| = m$, $c$ is all set to zero;
2. for $i \leftarrow 0$ to $l$ do
   3. for each pair $(u, v)$ in `live[i]` do
      4. $c(u, v) \leftarrow \text{Diagonal Infinity Matrix}$
6. for $i \leftarrow 1$ to $n$ do
   7. for $j \leftarrow 1$ to $m$ do
      8. if `virRegs[i].class` ≠ `phyRegs[j].class` then
         9. $c(i)[j] \leftarrow \infty$
9. for $(u, v)$ of addition $u + v$ in `insts` do
   10. $c(u, v) \leftarrow \text{Pairing Matrix}$;
11. for $i \leftarrow 0$ to $l$ step by $k$ do
   12. `defsInMajorCycle` ← empty list;
   13. for $j \leftarrow i$ to $i + k - 1$ do
      14. `defsInMajorCycle` += `def[j]`;
   15. for $(u, v)$ in `defsInMajorCycle` do
      16. for $(p, q)$ in all combinations of registers in the same register group do
         17. $c(u, v)[p][q] \leftarrow \infty$
18. for $i \leftarrow 0$ to $l$ step by $k$ do
   19. `ordering` ← empty list;
   20. `usesInMajorCycle` ← empty list;
   21. for $j \leftarrow i$ to $i + k - 1$ do
      22. `usesInMajorCycle` += `use[j]`;
      23. for $u$ in `def[j]` do
         24. for $v$ in `usesInMajorCycle` do
            25. `ordering` += $(u, v)$;
   26. for $(u, v)$ in `ordering` do
      27. $c(u, v) \leftarrow \text{Diagonal Infinity Matrix}$
28. Return $G$;
One issue is that removing a vertex from the graph while achieving the optimal solution (global minimum of $f$) requires to explore the whole search space of size $O(m^d)$, where $m$ is the number of physical registers and $d$ is the degree (i.e., the number of adjacent vertices) of the removed vertex. When $d$ is small (e.g., one or two), we can enumerate the whole search space without a big overhead. However, if the degree is more than two, then the overhead gets much higher, so we should approximate to remove a vertex, which might lead to a local minimum for $f$. Fortunately, Scholz et al. found that for most PBQP graphs of their irregular register allocation, this strategy of removing easy vertices first following the ascending order of the degrees, then removing hard vertices using an approximation when the smallest degree is more than two, leads to the global minimum.

Unfortunately, if we use the original PBQP solver to our PBQP graphs built for the test-pattern programs, then it cannot work well for two reasons. First, if we build a PBQP graph for the test-pattern program in Figure 7(b), then it will be as in Figure 9, where most of the edges do not have a zero matrix, meaning that most of the vertices tend to have a large degree. This is so because there are much more cases of irregularity than typical irregular register allocation only with register pairing and register class; they would fill many more entries of the edge cost matrix with infinity. This means that the original solver should approximate, thus easily falling into a local-minimum solution whose $f$ is $\infty$.

Second, a local-minimum solution with $f = \infty$ in ATE register allocation means a complete failure of translation. This is in sharp contrast to normal register allocation where a local-minimum allocation is acceptable, since we can still generate code using the spill code. So, if approximation used to remove a vertex in the original solver cannot find an optimal solution with $f = 0$, it is not acceptable for ATE register allocation. For example, Figure 10 is a PBQP graph where every vertex has a degree greater than two. So, the original solver approximates to remove the vertex ADDR1. In this case, allocating either A1 or A2 seems to have the same cost of zero, but if the approximation chooses A1 for ADDR1, the whole register allocation fails even though it could have succeeded if the heuristic were picking A2 instead.
To address this issue, we modify the PBQP heuristic with a completely different allocation strategy. Basically, our modified solver attempts to enumerate the search space aggressively to avoid hasty approximation that might lead to allocation failure. However, there should be a tradeoff between the enumeration time and the search space. Unlike the original solver that enumerates easy vertices first and then approximates hard vertices, we enumerate hard vertices first and then approximate easy vertices. The definitions of “hard” and “easy” are different as well. Actually, the highly restrictive register constraints of ATE make some vertices have many infinity values for its cost vector. That is, those vertices are picky, with only a few allocation options available, so they are particularly vulnerable to the negative effect of approximation. Also, since the number of allocation options for these picky vertices is scarce, it is worthwhile to explore all allocation options for them. These are the hard vertices for our solver. So, we define the “liberty” for each vertex as the number of finite entries in its vector cost (i.e., the number of allocation options for the vertex), and the search is performed in ascending order of liberty (from the hardest vertices first). The value of liberty can vary from 0 to \( m \), and having any vertex with a liberty of 0 in the graph means the register allocation fails. For example, in the graph in Figure 10, the liberty of ADDR1, ADDR2, and ADDR3 is 2, 3, and 2, respectively.

Algorithm 2 shows the procedure of the modified heuristic. The algorithm takes two thresholds \( n_t \leq n \) and \( m_t \leq m \) such that it lists the vertices in an ascending order of liberty that is less than \( m_t \), and then chooses the first \( n_t \) vertices, for which the algorithm performs full enumeration. For other vertices, we approximate as in the original solver (line 23). By adjusting these thresholds \( n_t \) and \( m_t \) in a time-affordable way, we can increase the chance of finding a valid solution. The thresholds should not be too large, because the time complexity for enumerations is \( O(m_t^{n_t}) \), but our empirical result shows that the required thresholds are small enough to find a solution for most cases (Section 6).

In lines 5–21, it iterates through all possible allocations in the increasing order of the liberty and the cost value. Because one allocation choice that has been explored should be skipped next time, line 10 removes the taken option. Then, lines 11–13 record the current decision and the execution
environment in case this decision leads to failure. The execution environment can be recovered
later in such cases. In lines 14 and 15, each allocation decision on a vertex propagates along to all
adjacent vertices to preserve the restrictions even after taking out the vertex from the graph. And,
finally, in line 23, it applies the graph reduction based PBQP solver [29]. If the solver yields a valid
solution, then we can add that to the previous decisions, mapping, which we return. Otherwise,
we trace back and amend the former decisions in lines 24–26, until it ends up with a solution in
lines 27–29, or eventually, the algorithm exhausts all combinations for \( n_t \) vertices in lines 18 and
19. In summary, the modified solver takes a hybrid strategy, where we make a decision by brute-
force search for a small set of hard vertices and propagate it to other vertices as in the original
solver.

**ALGORITHM 2:** The modified PBQP Heuristic

```
Data: \( G(V, E, c) \), a PBQP graph
Data: phyRegs[1..m], list of physical registers
Data: \( n_t \) and \( m_t \), thresholds
Result: virtual register \( \Rightarrow \) physical register, or failure
1  mapping ← empty map;
2  history ← empty list;
3  U ← list of first \( n_t \) vertices \( v \in V \) ascending sorted by the liberty \( l(v) \) where \( l(v) \leq m_t \);
4  level ← 1;
5  while True do
6    if level < \( n_t \) then
7      \( v \leftarrow U[\text{level}] \);  \( p \leftarrow \text{argmin}(w(v)) \);
8      if \( w(v)[p] < \infty \) then
9        \( w(v).\text{remove}(p) \);
10       history[\text{level}] = \( G(V, E, c) \);
11       mapping[\( v \)] = phyRegs[\( p \)];
12       V.remove(v);
13       for (\( u \text{ adj.} v \) \& (\( u \in V \)) \& (\( u \notin U[1..\text{level}] \)) do
14         \( w(u) += w(u, v)[p] \);
15       level = level + 1;
16    else
17      if level = 1 then
18         Return Allocation Failure;
19       level = level - 1;
20       \( G(V, E, c) \leftarrow \text{history}[\text{level}] \);
21    else
22      result ← PBQP-SOLVER (\( G \));
23      if result = Allocation Failure then
24        level = level - 1;
25        \( G(V, E, c) \leftarrow \text{history}[\text{level}] \);
26      else
27        mapping += result;
28      Break;
29  Return mapping
```
Intuitively, Algorithm 2 can be viewed as a tree traversal as depicted in Figure 11. Each node of the tree is the state of the decisions. Level 0 means that no allocation decision is made. Then, the algorithm iteratively chooses a virtual register and tries to allocate a physical register available, one at a time. After making an allocation decision, the algorithm removes the vertex in the PBQP graph that corresponds to the virtual register. For each adjacent vertex, the corresponding edge cost is propagated to its vertex cost to update. Since the full tree traversal is intractably expensive, we limit both of the width and depth of the traversal. First, when choosing a virtual register to try for an allocation, we follow the ascending order of the vertex liberty. Second, when the current position is deep enough in the tree, we stop exploring down further and apply the original heuristic, which takes polynomial time. By limiting the width ($m_t$, the maximum liberty) and depth ($n_t$, the maximum level), we can control the time taken for allocation, while maximizing the chance of finding a valid solution.

As to the correctness, register allocation has to comply with all of the restriction rules of the ATE originated from their hardware design, as seen in Section 3. Since any allocation that might violate a restriction adds the infinity to the cost function, such allocation cannot be chosen by the PBQP solver (both the original one and our modified one).

6 EVALUATION

6.1 Experimental Setup

We evaluated our register allocator with eleven pattern programs written for an ATE, abstracted from a real-life ATE model that we will discuss in Section 6.4. It is equipped with 13 physical registers (i.e., $m = 13$) where there are two data registers and 11 address registers. It also has 8 interleaving units. Even though its real-life ATE model has many more registers (around 100 registers), most of them are reserved for special purposes, thus not important for this experiment, while the
programmer may use only a subset of data and address registers available (see Section 6.4). In fact, our input pattern programs were written only with those 13 registers, which is the reason that we experiment with an abstract ATE with 13 physical registers; more registers would make register allocation easier.

Our benchmarks include a toy pattern program (LAB1) and 10 product-level pattern programs (from PRO1 to PRO10). The programs describe some well-known patterns from the textbooks as well as the industrial patterns specific to some real DRAM products. We first perform live range renaming, so the real registers used in the programs are replaced by the virtual registers, then they are allocated to those 13 registers by our register allocator. It should be noted that we may allocate 13 registers differently from what the test engineer originally wrote for the pattern program, since our algorithm will perform its own register allocation, independent of the real registers used in the original program. The programs have about 1K lines of code on average, which generate 10 M–200 B cycles of patterns. After live range renaming, the number of virtual registers (i.e., $n$) ranges from the dozens up to nearly 250, making the register allocation non-trivial. We implemented the register allocator module using Python.

As Algorithm 2 states, our solver takes a threshold $m_t$ as one of its inputs. Instead of taking another threshold $n_t$ as well, it enumerates every node whose liberty is less than or equal to $m_t$ for simplicity (since there are not too many such nodes). We experimented with four configurations of the modified solver (Algorithm 2), with its $m_t$ ranging from 1 to 4. The original PBQP solver is experimented as well to provide the baseline.

When measuring the elapsed time of register allocation, we performed the experiment on a desktop computer equipped with Intel Core i7-9700K CPU @3.60 GHz, 64 GB RAM, and Ubuntu 18.04.2 LTS. The Python interpreter 3.6.9 is used to launch the programs and run most of the modules. For each configuration, we average the running time for 10 repetitive runs, after several warm-up runs.

### 6.2 Allocation Results

For demonstrating a typical translation scenario, we perform live range renaming for our program so that each live range has a unique virtual register number. Then we perform register allocation, targetting the same $m = 13$ registers. We found that out of the entire register allocation process, the PBQP solver takes from 66% to 91% of the total execution time. Figure 12 plots the solver runtime (log scale as seen in the left) using a bar for each configuration of solvers. Some of them failed to
find a valid solution (i.e., allocation failure), depicted by shaded bars. The line plot is to show the size of the corresponding PBQP graph, which equals to the number of renamed virtual registers $n$ in each program (50–250 in the right).

Obviously, programs with a larger $n$ generally take more time, because there are more vertices to traverse. Also, a larger $m_t$ mostly leads to longer elapsed time, because $m_t$ is the base of the worst-case time complexity. Furthermore, as $m_t$ grows, the modified solver enumerates more vertices, meaning a larger $n_t$ as well. The modified solver with $m_t = 4$ is from $5 \times$ to $162 \times$ slower than the baseline but is rewarded with more allocation successes.

As to allocation success, the modified solver with $m_t = 4$ finds valid solutions for all programs, whereas the original solver succeeds only in 2 of 11 programs. In every case, the success rate increases as $m_t$ increases, meaning that the modified solver with $m_t = x + 1$ never fails what $m_t = x$ succeeded. That is true for any $x$ (unless it times out due to too long running time), because the search space covered by $m_t = x + 1$ is a strict superset of the search space covered by $m_t = x$. Additionally, in the cases where the modified solver finds a valid solution with a smaller $m_t$, the solver time does not increase even with a higher $m_t$ due to the deterministic implementation of the traversal order.

As to the memory footprint, we measured the size of the PBQP graphs, since it is the largest data structure in the program. We used Python’s built-in data structure dictionary (a hash map) to implement matrices that represent the edge costs of the graphs. The biggest size of a PBQP graph was 194.2 MB when experimented with PRO10 ($n = 241$) and $m = 13$ registers. Even though the size is affordable, we expect to further reduce the size by encoding each cost value as 1-bit datum, since it is either 0 or $\infty$.

Finally, the proposed method showed $100\%$ of correctness and efficiency for the translated test, which is one of the most crucial factors from the standpoint of test engineering. To evaluate them, we compared the simulation results of the original program and the translated program based on the folded IR proposed by Kim et al. [18]. As a result, they produce the same output (correctness), which also means that their tests would complete within exactly the same time (efficiency), since the output is the stream of test signals with timestamps.

### 6.3 Stress Testing

Since our benchmark programs were originally written for an ATE with $m = 13$, the register allocation problem for the same ATE with $m = 13$ would not be too hard unless the solver cannot handle the irregular register constraints appropriately, as in the original PBQP solver. We performed a more challenging, stress test by repeatedly decreasing the number of registers $m$ by one. We did this test by changing the configuration settings that are plugged into the register allocation module. Since two data registers are required at a minimum, we removed an address register each time.

Figure 13 is a plot of the elapsed time of each solver as a function of the number of physical registers, experimented with the program PRO9 where all solvers succeed in allocation for $m = 13$ (Figure 12). In the plot, “O” markers indicate a register allocation success, while “X” markers indicate a failure. The dashed vertical line at $m = 5$ shows the minimum of registers required to make the program (three address registers and two data registers).

Of 13 physical registers, 2 data registers do not affect how our solver performs, since they are required all the time. Therefore, we can think of the effective number of physical registers, as $m_e = m - 2$. When $m_t < m_e$, the number of hard vertices whose liberty is smaller than $m_t$ increases as $m$ decreases, since the number of infinity elements remains the same while $m$ decreases. This leads to a longer elapsed time, because our solver enumerates for more vertices. When $m_t \geq m_e$, the solver must perform enumeration for all vertices, but the decreased $m$ itself reduces the search
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Fig. 13. Elapsed time for each configuration of solvers. The x-axis indicates the size of a randomly chosen subset of physical registers. Markers “O” and “X,” respectively, indicate whether the solver succeeds or fails to find a valid solution in each case.

space while the number of hard vertices remains the same, so the elapsed time decreases as $m$ decreases. This is the reason that the plot in Figure 13 increases then decreases when moving from right to left.

Obviously, the allocation difficulty would increase as $m$ decreases, since decreased $m$ means a smaller liberty in each node and a mistaken approximation can lead to its allocation failure more easily. The search strategy of our modified solver is effective in this viewpoint, since, naturally, it enumerates more aggressively when the allocation gets more difficult. Interestingly, in the case of the solver with $m_t = 3$, the solver fails within the interval $[7, 9]$ of $m$. Compared to the interval of $m > 9$, the allocation is too difficult within this interval with $m_t = 3$. With $m_t = 4$, however, our solver could find a solution at the cost of a more elapsed time. However, $m_t = 3$ succeeds in References [5, 6] due to the reduced search space. So, $m_t$ would better be decided depending on the value of $m$. In our experiments, $m_t = 4$ was enough to find solutions with a reasonable amount of elapsed time. It took 81.8 s at most, which seems to be acceptable considering that the programs are translated off-line and then executed many times. However, an exhaustive search would be intractable due to the exponential time complexity (e.g., asymptotically it can be as large as $200^{250}$).

6.4 Case Study

While experiments above were performed for a simplified version of ATE, this section illustrates a case study with a more realistic setup. It is based on a real-world translation scenario from ATE B to ATE A in Figure 7, where the source program is written for ATE B and the target program is generated for ATE A. Both are from the same ATE manufacturer, but ATE B is a more advanced model equipped with about 200 registers, while ATE A has about 100 registers (in fact, the simplified ATE in the previous experiments is abstracted from ATE A).

Although there are many registers, about 60% of registers in both ATE A and ATE B are dedicated to special purposes, such as for setting the memory mode, the max value indicator, and the generation speed indicator, and so on. Only the remaining registers (~40 for ATE A and ~80 for ATE B) are available as address and data registers. Register allocation for the translation of ATE B to ATE A is challenging (i.e., cannot be easily done manually by the test engineer), since some registers used in the source program do not exist in the target ATE, so a naive one-to-one mapping would not work, nor would the traditional graph coloring that cannot easily handle the irregularities of the ATE registers.
Other than the number of available registers, there are little differences between ATE A and ATE B. That is, the ~40 registers of ATE A is a subset of the ~80 registers of ATE B. Also, they have similar restrictions including the register groups, addition pairing, and so on. Finally, both ATEs employ the same eight interleaving ways. For this experiment, we used a real-world program PRO11 written for ATE B as a benchmark.

We run the proposed register allocation algorithm, using a realistic configuration file that depicts the register restrictions of the target ATE A. It describes the names, the characteristics, and the restrictions (categorized as in Section 3) of the ~100 registers in ATE A. Since the dedicated registers cannot be used for register allocation for the virtual registers of the program, only ~40 registers need to be described in the configuration file.

Figure 14 describes an example code fragment of the source program (ATE B program) and the translated program (ATE A program). This example only focuses on register definitions and uses, ignoring the difference of the language primitives for simplicity. Figure 14(a) shows a code fragment for the source program, which uses registers such as A1, A2, A3, B1, B2, B3, C2, and D3. However, ATE A does not have registers A3, B3, C2, and D3, which requires the translator to perform proper register allocation.

Figure 14(b) shows the result of our register allocation, which successfully avoids all invalid register uses while using only the available registers in the target ATE A. For example, in line 2, A3 cannot be replaced by A1, because line 1, which is in the same major cycle with line 2 includes a use of A1. We found that our register allocator works correctly in this realistic translation scenario, handling all restrictions presented throughout the article, and produce the correct target program, which we verified as in the previous experiments.

7 RELATED WORK

Register allocation, in general, has been essential to compilers, therefore very well-studied for decades. Traditionally the register allocation problem is considered as a graph coloring algorithm with additional techniques of coalescing and re-materialization [5, 6]. Due to fast execution time and competitive performance, to these days, linear scan based global register allocation approaches also have been widely used [26].

However, as Scholz et al. [29] points out, a more sophisticated method is needed to represent unconventional register constraints found in irregular architectures, than the graph coloring and linear scan methods. In an effort to provide such a new method, Scholz et al. [29] proposes PBQP, as well as a PBQP solver. Based on this previous work, our article shows how to represent irregular constraints found in test-pattern programs as vertex and edge costs in a PBQP graph. The constraints include new types of irregularities, particularly related to interleaving units. Furthermore, this article suggests a modified PBQP solver to better suit our register allocation
problem. Meanwhile, there are mainly three other approaches that also have the potential to correctly represent the register allocation problem in irregular architectures.

The first one is integer linear programming—(ILP) based register allocation. Many researchers have delved into register allocation using ILP [3, 13, 20]. ILP is a mathematical optimization problem for an objective function while being subject to constraints that consist of linear equations and inequalities of integer variables. They formulate the register allocation problem as an ILP problem by assigning a decision variable for each symbolic register (or live-range), producing linear constraints based on the generated variables and modeling the cost function of spill overhead as the objective function. Along with the PBQP-based register allocator, the ILP-based register allocator is often regarded as one of the best methods to get a better-quality code when one can afford a longer compile time, particularly for irregular architectures such as X86. Besides, a long compile time is not much of a trouble for our translation scenario, considering that it is an offline task in real-world cases. The second approach to correctly represent register allocation problems for irregular architectures is suggested by Koes et al. It converts the problem into a multiple commodity network flow (MCNF) problem [19]. In this approach, each virtual register is a commodity of which source is at its definition and its sink is at its last use. Then, the register allocation problem is to find a possible flow for every commodity when each program point is constituted of vertices, each represents one physical register or a spill. The third approach converts the problem into puzzle-solving [27]. In this approach, each physical register is considered as a part of a puzzle board, of which shape differs depending on its characteristics. Additionally, for each program point, they consider live virtual registers as puzzle pieces. Then, the register allocation problem is to solve the puzzle by perfectly fitting all puzzle pieces into the board.

Even though this article could have exploited the other three approaches mentioned above (ILP, MCNF, or puzzle solving), we opt to represent our problem into a PBQP problem, because it was considered the most natural way to represent our constraints. There are several reasons as follows.

- First, due to the characteristics of the test-pattern programs (see Section 2.3), the code quality of the allocated program is always the same regardless of the register allocator. Therefore, the choice of the approaches does not matter much in terms of the performance of the generated code.
- Then, it becomes relatively more important to ensure to find a solution without spilling when at least one exists. As shown in Algorithm 2, this article presents a way by extending the existing heuristic of the PBQP solver.
- Compared to the other approaches, PBQP provides better flexibility when it is applied to other irregularities [14]. For example, to represent the constraints introduced in Section 3 as an ILP problem, we would have had to devise transformation rules (from the control flow graph to the instruction graph) that produce corresponding constraint equations. In contrast, PBQP manages the constraints as a form of cost values. As a result, we only need to devise the algorithm such as Algorithm 1 to fill the cost vectors and matrices with the infinity values at proper positions, which is much simpler.

Meanwhile, recent studies on register allocation mainly focus on faster algorithms. Krause [21] presents polynomial-time optimal register allocation via the tree decomposition technique for structured programs. Even though test-pattern programs are also structured programs, the algorithm is inappropriate to apply to our problems, particularly with various irregularities. This is due to the algorithm only considering interference, leaving us with no possibilities to represent such irregularities. Chen et al. [7] suggests a register allocation method for Intel processor graphics, which is derived from the traditional graph coloring method to reflect the specificity of the target architecture, such as partial writes, arbitrary-sized variables, and bank conflicts issues.
However, the proposed methods are not general enough to be applied to ATE, despite their efficient application to their target architecture. Eisl et al. [12] develops the linear scan-based register allocation technique that assigns different register allocation for each trace in Just-In-Time (JIT) compilers. It allows higher quality register allocation for frequently executed paths. This work is also irrelevant, because, first, we are not compiling code in the JIT manner, and second, linear scan methods cannot reflect irregularities. Some works such as Domagala et al. [11] attempt to combine register allocation pass and instruction scheduling pass, since these two passes affect each other’s results. By considering both problems at the same time rather than repeatedly conducting one pass after another, there is a chance to solve both problems more effectively. However, in test-pattern programs, the location of each instruction has its own meaning and it comprises semantics, so the instruction scheduling problem itself must be defined differently. At least, in this article, the semantics of the source program are maintained during translation, therefore, such a problem is beyond the scope of our work.

8 SUMMARY AND FUTURE WORK

There is a portability issue for test-pattern programs running on ATE, and one practical solution used by the DRAM chipmakers is direct translation. Since ATE registers are highly irregular, we need irregular register allocation during translation. In addition to conventional irregular allocation issues to handle register pairings and register classes, ATE register allocation also requires to handle irregularity caused by interleaving. We modeled all of these irregular register constraints elegantly with PBQP. Since the original PBQP solver is not working well for ATE register allocation where no spill is allowed, we developed an elaborate PBQP solver, which can find valid allocations with a reasonable amount of time. We demonstrated this with the product-level test-pattern programs.

Although our modified PBQP solver could find a solution efficiently for our ATE benchmark programs, the PBQP problem itself is a hard problem, especially when no spill is allowed as in ATE register allocation. So, we might need an even more elaborate solver, and one promising approach would be to exploit machine learning based on deep neural networks [10, 15, 17, 22]. Also, when it is really impossible to allocate registers for a given program, some changes in the source program, such as loop unrolling, might improve the chance of register by loosening the constraints related to the major cycles, without affecting the program correctness. All of these research issues are left as a future work.
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