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Abstract—Detecting a community in a network is a matter of discerning the distinct features and connections of a group of members that are different from those in other communities. The ability to do this is of great significance in network analysis. However, beyond the classic spectral clustering and statistical inference methods, there have been significant developments with deep learning techniques for community detection in recent years—particularly when it comes to handling high-dimensional network data. Hence, a comprehensive review of the latest progress in community detection through deep learning is timely.

To frame the survey, we have devised a new taxonomy covering different state-of-the-art methods, including deep learning models based on deep neural networks (DNNs), deep nonnegative matrix factorization, and deep sparse filtering. The main category, i.e., DNNs, is further divided into convolutional networks, graph attention networks, generative adversarial networks, and autoencoders. The popular benchmark datasets, evaluation metrics, and open-source implementations to address experimentation settings are also summarized. This is followed by a discussion on the practical applications of community detection in various domains. The survey concludes with suggestions of challenging topics that would make for fruitful future research directions in this fast-growing deep learning field.

Index Terms—Community detection, deep learning, graph neural network, network representation, social networks.

I. INTRODUCTION

T

HE concept of communities has been a topic of study as far back as the 1920s in sociology and social anthropology [1]. However, it is only in the 21st century that advanced scientific tools have been developed to discover communities based on real-world data [2]. Girvan and Newman [3] opened up a new direction in community detection through graph partitioning. Over the past ten years, researchers from computer science have extensively studied community detection [4] by using network topological structures [5]–[8] and semantic information [9]–[11] for both static and dynamic networks [12]–[14] and small and large networks [15]–[18]. In addition, more and more graph-based approaches have emerged to detect communities in environments with complex data structures [19], [20].

Community detection is a research area with increasing practical significance. It can be used to trace network dynamics and community impacts in detail, such as the spreading of rumors, virus outbreaks, and the evolution of tumors. As the saying goes, birds of a feather flock together [21]. Based on the theory of six degrees of separation, any person in the world can know anyone else through six acquaintances [22]. Indeed, our world is a vast network formed by a series of communities. For example, in social networks (Fig. 1), platform sponsors promote products to targeted users in detected communities [23], [24]. Community detection in citation networks [25], [26] determines the importance and interconnectedness of research topics and identifies research trends. In metabolic networks [27], [28] and protein-protein interaction (PPI) networks [29], community detection reveals the complexities of metabolisms and identifies proteins with similar biological functions. Similarly, community detection in brain networks [20], [30] reflects the functional and anatomical segregation of brain regions.

Many traditional techniques, such as spectral clustering [31], [32] and statistical inference [33]–[35], have been applied to small networks and simple cases. However, real-world networks make traditional models less applicable to practical applications. This is because real-world networks are typically rich in nonlinear information, and often include complex topologies and high-dimensional features. Hence, the computational cost of traditional techniques is high. Alternatively, the powerful techniques of deep learning offer flexible solutions with good community detection performance, that can: 1) learn nonlinear network properties, such as the relations extracted as the edges between nodes; 2) represent lower dimensional network embeddings that preserve complicated network structures; and 3) detect communities more accurately.
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from a range of information. Therefore, deep learning for community detection is a new trend that demands a timely and comprehensive survey.¹

To the best of our knowledge, this article is the first comprehensive survey focusing on deep learning contributions to community detection. In discovering the patterns and functions inherent to communities [36], [37], existing surveys have mainly focused on certain aspects of community detection, including specific techniques [13], [14], [38]–[41], different network types [5], [12], [42], community types [6], [7], and application scenarios [10], [43]. The surveys on specific techniques are summarized but not limited to community detection based on probabilistic graphical models [38], [41], label propagation algorithms (LPAs) [39], [40], and evolutionary computation for single- and multi-objective optimizations [13], [14]. In terms of different network types, researchers have provided overviews on dynamic networks [12], directed networks [42], and multilayer networks [5]. Moreover, detection techniques have been reviewed over disjoint and overlapping [6], [7] community types. Regarding application scenarios, the focus has been on techniques on social networks [10], [43].

Observing the past, current, and future trends, this article aims to support researchers and practitioners to understand the community detection field with respect to the following aspects.

1) **A Systematic Taxonomy and Comprehensive Review**: We devised a new systematic taxonomy for this survey (see Fig. 2). In each category, we have reviewed, summarized, and compared the representative works. We have also briefly introduced community detection applications in the real world. These scenarios provide horizons for future community detection research and practices.

2) **Abundant Resources and High-Impact References**: Section XI outlines the available open resources, including benchmark datasets, evaluation metrics, and technique implementations.² Publications in the latest high-impact international conferences and high-quality peer-reviewed journals cover data mining, artificial intelligence, machine learning, and knowledge discovery.

3) **Future Directions**: As deep learning is a new research area, we have discussed its current limitations, critical challenges, and open opportunities for future directions.

The rest of the article is organized as follows: Section II defines essential notations, concepts, input, and output of deep learning approaches. Section III provides an overview of the development of community detection. Section IV introduces the deep learning taxonomy. Sections V–X summarize comprehensive reviews on each category in the taxonomy. Sections XI and XII organize the popular implementation resources and real-world applications. Finally, Section XIII discusses current challenges, and suggests future research directions before the conclusion in Section XIV. The Supplementary Material can be found in Appendix A (tables of core technique comparison of reviewed literature), Appendices B–D (resource descriptions of datasets, evaluation metrics, and implementation projects), and Appendix E (abbreviations).

### II. DEFINITIONS AND PRELIMINARIES

The preliminaries covered in this section include the primary definitions, the notations in Table I, and the general inputs and outputs of deep learning-based community detection models.

**Definition 1 (Network)**: A basic network is defined as $\mathcal{G} = (V, E)$, where $V = \{v_1, \ldots, v_n\}$ is the node set and $E = \{e_{ij}\}_{i,j=1}^n$ represents the edge set. $N(v_i) = \{u \in V | (v_i, u) \in E\}$ defines the neighborhood of a node $v_i$. $A = [a_{ij}]$ denotes an $n \times n$ dimensional adjacency matrix, where $a_{ij} = 1$ if $e_{ij} \in E$; otherwise, $a_{ij} = 0$. If $a_{ij} \neq a_{ji}$, $\mathcal{G}$ is a directed network and an undirected network otherwise. If $a_{ij}$ is weighted by $w_{ij} \in W$, $\mathcal{G} = (V, E, W)$ is a weighted network and an unweighted network otherwise. If $a_{ij}$’s value differs in $+1$ (positive) and $-1$ (negative), $\mathcal{G}$ is a signed network. If node $v_i \in V$ is attributed by $x_i \in X \subseteq \mathbb{R}^{\times d_i}$, $\mathcal{G} = (V, E, X)$ is an attributed network; otherwise, it is an unattributed network.

#### TABLE I

| Notations | Descriptions |
|-----------|--------------|
| $\mathcal{G}$ | A graph |
| $V, E, C$ | A set of nodes, edges, communities |
| $v_i, e_{ij}, C_k$ | The $i$-th node, edge of $(v_i, v_j), k$-th community |
| $N(v_i)$ | A neighborhood of $v_i$ |
| $A, a_{ij}$ | An adjacency matrix, value |
| $X, x_i$ | A node attribute matrix, vector |
| $y_i, c_k$ | The node label of $v_i$, community label of $C_k$ |
| $\mathcal{X}$ | The binary community label of $v_i$ in $C_k$ |
| $n, m, K, d$ | The number of nodes, edges, communities, attributes |
| $A_U$ | The anchor links between graphs $(G_1, G_2)$ |
| $\mathcal{V}, \mathcal{E}, \mathcal{X}, \Phi$ | A set of heterogeneous nodes, edges, attributes, metapaths |
| $E^{(r)}$ | $r$-th type edges in multiplex network |
| $A(\cdot, \cdot)$ | The adjacency matrix of a signed network |
| $\mathcal{X}$ | A reconstructed adjacency matrix |
| $\mathcal{X}$ | The corrupted node attribute matrix |
| $I$ | An identity matrix |
| $D$ | A degree matrix |
| $B, b_{ij}$ | A modularity matrix, value |
| $S, s_{ij}$ | A similarity matrix, value |
| $O, o_{ij}$ | Node pairwise constraint matrix, value |
| $P, p_{ij}$ | Community membership probability, of $(v_i, C_k)$ |
| $L, M$ | A Laplacian, Markov matrix |
| $Z, z$ | A latent variable matrix, vector |
| $\Theta$ | Parameterizable |
| $W(\cdot)$ | The weight matrix of the $l$-th layer in DNN |
| $H^{(l)}(\cdot, h^{(l)})$ | The $l$-th layer representation matrix, vector |
| $\sigma(\cdot)$ | An activation function |
| $L(c_i)$ | A loss function |
| $\Omega$ | A sparsity penalty |
| $|\cdot|$ | The length of a set |
| $\|\cdot\|$ | The norm operator |
| $\phi_{\ell_a}, \phi_{\ell_d}$ | A generator, discriminator |
| $\phi_{\ell_e}$ | An encoder, decoder |

¹This article is an extended vision of our published survey [4] in IJCAI-20, which was the first published review of community detection approaches with deep learning.

²The repository of this article is available at https://github.com/FanzhenLiu/Awesome-Deep-Community-Detection.
Definition 2 (Community): Given a set of communities \( C = \{C_1, C_2, \ldots, C_K\} \), each community \( C_k \) is a partition of \( G \) that has a regional structure and some cluster properties. A node \( v_i \) clustered into community \( C_k \) should satisfy the condition that the internal node degree inside the community exceeds its external degree. Suppose \( C_k \cap C'_k = \emptyset \), \( \forall (k, k', k \neq k') \), \( C \) denotes disjoint communities; otherwise, overlapping communities.

A. Community Detection Input

Deep learning models take as inputs the network topology and network attributes. The topology formed by nodes and edges can be represented in matrices, such as adjacency matrix \( A \), signed adjacency matrix \( A(+,−) \), or measurement matrices, like modularity matrix \( B \). Network attributes denote additional information about the network entities, such as node attributes \( X \).

B. Community Detection Output

Community detection methods aim to output a set of communities that can be either disjoint or overlapping. Tables I–V in Appendix A of the Supplementary Material indicate the different outputs resulting from different community detection methods. As an example, disjoint communities might represent school classes that only allow a student to belong to one class, whereas an example of overlapping communities might be a group of users who participate in several circles of a social network. The methods for detecting overlapping communities can also detect disjoint communities.

III. DEVELOPMENT OF COMMUNITY DETECTION

Community detection has been a significant part of network analysis and data mining for some time. Fig. 3 shows its evolution from traditional computing techniques to deep learning over time. Both categories are summarized in Fig. 2. The traditional methods mainly draw on network structures to explore communities. The seven categories of methods in this section are briefly reviewed. Deep learning methods uncover deep network information and model complex relationships from high-dimensional data to lower dimensional vectors. These are reviewed in detail in Sections V–X.

A. Graph Partition

These methods, well known as graph clustering [36], are employed in deep learning models. They partition a network into communities of a given number \( K \). Kernighan-Lin [44] is a representative heuristic algorithm. It initially divides a network into two arbitrary subgraphs and optimizes on nodes. Spectral bisection [45] is another representative method applying spectrum Laplacian matrix.

B. Statistical Inference

Stochastic block model (SBM) [33] is a widely applied generative model by assigning nodes into communities and controlling their probabilities of likelihood. The classical variants include degree-corrected SBM (DCSBM) [34] and mixed membership SBM (MMB) [35].

C. Hierarchical Clustering

This group of methods discovers hierarchical community structures (i.e., dendrogram) in three ways: divisive, agglomerative, and hybrid. The Girvan–Newman (GN) algorithm finds community structure in a divisive way by successively removing edges such that a new community occurs [3]. The fast-Newman (FN) algorithm [46], an agglomerative algorithm, gradually merges nodes, each of which is initially regarded as a community. Community detection algorithm based on structural similarity (CDASS) [47] jointly applies divisive and agglomerative strategies in a hybrid way.

D. Dynamical Methods

Random walks are used to detect communities dynamically. For example, the random walk in WalkTrap [48] calculates node distances and the probability of community membership. Information mapping (InfoMap) [49] applies the minimal-length encoding. The LPA [50] identifies diffusion communities through an information propagation mechanism.

E. Spectral Clustering

The network spectra reflect the community structures. Spectral clustering with perturbations (SCP) [31] partitions the network on the normalized Laplacian matrix and the regularized adjacency matrix and fits SBM in the pseudolikelihood algorithm. On the spectra of normalized Laplacian matrices, de Lange et al. [32] integrated communities in macroscopic and microscopic neural brain networks to obtain clusters.

F. Density-Based Algorithms

Significant clustering algorithms include density-based spatial clustering of applications with noise (DBSCAN) [51], structural clustering algorithm for networks (SCAN) [52], and locating structural centers for community detection (LCCD) [53]. They identify communities, hubs, and outliers by measuring the density of entities.
G. Optimizations

Community detection generally maximizes likelihood. Modularity \( Q \) [2], [54] is the most classic optimization function following its variant FN [46] and Clauset–Newman–Moore (CNM) [17] algorithms. Louvain [55] is another well-known optimization algorithm that employs the node-moving strategy on optimized modularity. Moreover, the extensions of greedy optimizations include simulated annealing [56], extremal optimization [57], and spectral optimization [58]. Effective in local and global searching [59], the evolutionary optimizations consist of single and multiple objectives. For example, multi-agent genetic algorithm (MAGA-Net) [60] applies a single-modularity function. Combo [61] optimizes normalized mutual information (NMI) [62], [63] and conductance (CON) [64]. \( Q \), NMI, and CON estimate the network partition quality. Further details are given in Appendix C of the Supplementary Material.

H. Why Community Detection Needs Deep Learning?

Capturing information from connections in a straightforward way may lead to suboptimal community detection results. Deep learning models [65] bring the following additional advantages to community detection, and thus, deep learning-based community detection is a newly emerging branch of development. As a general premise, community detection through deep learning works by learning lower dimensional vectors from the high-dimensional data of complex structural relationships [11], [66]–[68]. It, therefore, enables knowledge discoveries via state-of-the-art machine learning and data mining techniques. Frameworks with representations can further embed nonstructural features, such as node attributes, to increase the knowledge of the community memberships [69]–[71]. Furthermore, various information from nodes [66], edges [72], neighborhoods [73], or multigraphs [74] can be jointly recognized with special attention in the deep learning process. In general, this has led to much more accurate community detection results. In addition, community structures in complicated real-world scenarios, such as large scale [18], high-sparse [75], complex structural [76], [77], and dynamic [78] networks, can be better explored benefiting from the capacity of deep learning to handle big data. It is worth noting that most of these advancements have happened over a relatively short period of time (see Fig. 3). And each achievement has met and overcome a series of challenges, with more still to be solved. In this article, we review these accomplishments while pointing out new opportunities for further development.

IV. TAXONOMY OF COMMUNITY DETECTION WITH DEEP LEARNING

To structure this survey, we devised a taxonomy for deep community detection methods according to the iconic characteristics of the employed deep learning models. The taxonomy summarizes six categories: convolutional networks, graph attention network (GAT), generative adversarial network (GAN), autoencoder (AE), deep nonnegative matrix factorization (DNMF), and deep sparse filtering (DSF). In this taxonomy, convolutional networks include convolutional network (CNN) and graph convolutional network (GCN). Both contribute convolutions to representing latent features for community detection. GATs are significant in that they pay special attention to community signals. The GAN model has been successfully purposed to community detection by applying an adversarial training process between the input graph and the fake samples. In the universal AE framework, the subcategories comprise stacked AEs, sparse AEs, denoising AEs, graph convolutional AEs, graph attention AEs, and variational AEs (VAEs). The taxonomy structure is shown in Fig. 2. Sections V–X review each category of methods, respectively.

V. CONVOLUTIONAL NETWORK-BASED COMMUNITY DETECTION

Convolutional network models for community detection include CNNs and GCNs. CNNs [79] are a particular class of feedforward deep neural network (DNN) proposed for grid-like topological data, such as image data, where the convolution layers reduce computational costs and pooling operators ensure the CNN’s robustness to feature representations. GCNs [80] were designed for graph-structured data [81], [82]. They are based on CNNs and perform first-order approximations of spectral filters. The layer-wise propagation rule for a GCN is

\[
H^{(l+1)} = \sigma(\tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} H^{(l)} W^{(l)})
\]
where the latent representations of the $l$th layer are preserved in the matrix $H^{(l)}$ ($H^{(0)} = X$) through an activation function $\sigma(\cdot)$ with a layer-specific trainable weight matrix $W^{(l)}$. Here, $\hat{A} = A + I_n$, where $I_n$ denotes the identity matrix, and $\hat{D}_{ii} = \sum_j \hat{a}_{ij}$, where $\hat{a}_{ij} \in A$.

### A. CNN-Based Community Detection

The existing CNN-based community detection methods implement CNN models with strict data input limitations. For this reason, the graph data need to be preprocessed into labeled, image-formatted data (see Fig. 4). The techniques detailed below each solve a particular problem in community detection, as summarized in Table I in Appendix A of the Supplementary Material.

Traditional community detection is an unsupervised learning task for deep learning models, but sometimes incomplete topological structures affect the neighborhood analysis and reduce the accuracy of community detection. Networks in the real world have limited structural information. To this end, Xin et al. [8] proposed the first community detection model based on a supervised CNN for topologically incomplete networks (TINs). The model contains two CNN layers with max-pooling operators for network representation and a fully connected DNN layer for community detection. The CNN architecture gradually recovers intact latent features from rudimentary inputs. The convolutional layers represent each node’s local features from different angles via convolutional kernels. The last full connection layer $f$ updates the communities for each node $v_i$ by

$$o_k^i = \sigma(b_k^f + W_k^f h_k^{(2)})$$

where $\sigma$ indicates the sigmoid function, $W_k^f$ and $b_k^f$ are the weights and bias of the $k$th neuron $o_k^i$, and $h_k^{(2)}$ is the node representation vector output by the previous two convolutional layers. The model performs backpropagation to minimize

$$\mathcal{L} = \frac{1}{2} \sum_i \Vert o_i - y_i \Vert^2 + \frac{1}{2} \sum_k \sum_s (o_k^i - y_k^i)^2$$

where $y_i$ denotes a ground truth label vector of node $v_i$. Here, $y_k^i \in \{0, 1\}$ represents whether $v_i$ belongs to the $k$th community or not. The experiments on this model achieve a community detection accuracy of around 80% in TINs with 10% labeled nodes and the rest unlabeled.

To deal with the high sparsity in large-scale networks, the following two methods work on particular sparse matrices (i.e., nonzero elements of adjacency matrix) for efficient community detection. Sperlí [75] designed a sparse matrix convolution (SparseConv) into CNN. De Santo et al. [83] further proposed a sparse CNN approach with a SparseConv2D operator so that there are significantly fewer operations in the approach.

An edge-2-image model, named community network local modularity R (ComNet-R) [84], is designed for community detection, classifying edges within and across communities through CNN. ComNet-R removes inter-community edges to prepare the disconnected preliminary communities, followed by an optimization process designed to merge these communities based on the local modularity.

### B. GCN-Based Community Detection

GCNs aggregate node neighborhood information in deep graph convolutional layers to globally capture complex features for community detection (Fig. 5). There are two classes of community detection methods based on GCNs: 1) supervised/semi-supervised community classification and 2) community clustering with unsupervised network representation. Community classification methods are limited by a lack of labels in the real world. In comparison, network representations are more flexible to cluster communities through techniques, such as matrix reconstructions and objective optimizations. Table II in Appendix A of the Supplementary Material compares the techniques.

GCNs can employ traditional community detection methods as deep graph operators. For example, line graph neural network (LGNN) [85] is a supervised community detection model that improves SBMs with better community detection performance and reduced computational costs. Integrating a non-backtracking operator with belief propagation’s message-passing rules, LGNN learns node represented features in directed networks. A softmax function identifies the conditional probability that a node $v_i$ belongs to the community $C_k$ $(o_{i,k} = p(y_i = c_k|\Theta, G))$ and minimizes the cross-entropy loss over all possible permutations $S_C$ of the community labels, which is formulated as

$$\mathcal{L}(\Theta) = \min_{\pi \in S_C} \sum_i \log o_{i,\pi(y_i)}.$$
Since GCNs were not initially designed for community detection tasks, community structures are not the focus when learning node embeddings. To overcome this gap, a semi-supervised GCN community detection model named MRFlasGCN [11] characterizes hidden communities by extending a network-specific Markov random field (eMRF) as a new convolutional layer. This makes MRFlasGCN community-oriented and performs a smooth refinement to the coarse results from GCN. To enable unsupervised community detection, SGCN [86] designs a local label sampling model to locate the structural centers for community detection. By integrating the label sampling model with GCN, SGCN encodes both network topology and node attributes in the training of each node’s community membership without any prior label information.

In terms of a probabilistic inference framework, detecting overlapping communities can be solved by a generative model that infers the community affiliations of nodes. For example, neural overlapping community detection (NOCD) [87] combines the Bernoulli–Poisson (BP) probabilistic model and a two-layer GCN to learn community affiliation vectors by minimizing BP’s negative log-likelihood. The final communities are determined by setting a threshold to keep recognizing and removing weak affiliations.

Spectral GCNs represent all latent features from the node’s neighborhood. The features of neighboring nodes converge to the same values by repeatedly operating Laplacian smoothing in deep GCN layers. However, these models can lead to an over-smoothing problem in community detection. To reduce the negative impact, a new GCN architecture—graph convolutional ladder-shape networks (GCLN) [88]—was designed. It offers unsupervised community detection through a \(k\)-means clustering process, which is based on a U-Net in the CNN field. A contracting path and an expanding path are built symmetrically in the GCLN. The contextual features captured from the contracting path are fused with the localized information learned in the expanding path.

Since different types of connections are generally treated as plain edges, GCNs represent each type of connection and aggregate features along them, leading to redundant representations. Independence promoted graph disentangled network (IPGDN) [89] distinguishes the neighborhood into different parts and automatically discovers the nuances of a graph’s independent latent features by neighborhood routing. In this way, the model learns a better disentangled representation for community detection. The independence among latent embeddings is enforced by Hilbert–Schmidt independence criterion (HSIC) regularization.

For attributed graphs, community detection via a GCN relies on both structural information and attributed features [90], where neighboring nodes and the nodes with similar features are likely to cluster in the same community. Therefore, graph convolutions multiply the above-mentioned two graph signals and need to filter out high-frequency noises smoothly. To this end, a low-pass filter is embedded in adaptive graph convolution (AGC) [69] with spectral clustering through

\[
p(\lambda_q) = \left(1 - \frac{1}{2} \lambda_q\right)^k
\]

where the frequency response function of \(G\) denoted as \(p(A) = \text{diag}(p(\lambda_1), \ldots, p(\lambda_n))\) is decreasing and non-negative on all eigenvalues. AGC convolutionally selects suitable neighborhood hop sizes in \(k\) and represents graph features by a \(k\)-order graph convolution as

\[
\tilde{X} = \left(I - \frac{1}{2} L_s\right)^k X
\]

where \(L_s\) denotes the symmetrically normalized graph Laplacian on \(\lambda_q\). The filter smooths the node embedding \(\tilde{X}\) adjusted to \(k\). Here, higher values lead to better filtering performance.

Adaptive graph encoder (AGE) [91] is another smoothing filter model scalable to community detection. AGE adaptively performs node similarity measurement (\(S = [s_{ij}]\)) and \(t\)-stacked Laplacian smoothing filters (\(\bar{X} = (I - \gamma L)^t X\)) by

\[
\mathcal{L} = \sum_{(v_i, v_j) \in V'} -s'_{ij} \log(s_{ij}) - (1 - s'_{ij}) \log(1 - s_{ij})
\]

where \(V'\) denotes balanced training set over positive (similar) and negative (dissimilar) samples. \(s'_{ij}\) is the ranked binary similarity label on node pairs \((v_i, v_j)\).

As another example of how GCN filters contribute to community detection, graph convolutional neural networks with Cayley polynomials (CayleyNets) [92], in the architecture of spectral graph convolution, specializes in narrowband filtering. This is because low frequencies contain extensive community information for community detection–aimed representations. Cooperating with the Cayley filter, CayleyNets involves a mean pooling in the spectral convolutional layers and a
community detection (see Section VI for more details). The GAT assigns attention coefficients $a_{ij}^{(l)}$, where heterogeneous structural paths reflect complex semantic relations in HINs, potentially improving community detection. To fill this gap, the high-order deep multiplex infomax (DMGI) [66] independently embeds each relationship type and computes the network embeddings to maximize globally shared features when detecting communities. Contrastive learning is then conducted between the original network and a corrupted network on each layer through the discriminator. Consensus regularization is subsequently applied with the attention coefficient to integrate the final embeddings. An attention mechanism [97] can preprocess the less significant relations by weakening their effect, especially when various types of relationships are present.

Despite taking the mutual dependence between node embeddings and a global summary of the entire graph into account, DMGI ignores the dependence between node embeddings and node attributes. To fill this gap, the high-order deep multiplex infomax (HDMI) [70] is developed to capture both dependencies and their interactions, in order to obtain high-order mutual information. Furthermore, a fusion module based on layer-dependent semantic attention [98] combines the different node embeddings from multiplex network layers for the purpose of community detection in multiplex networks.

Heterogeneous information networks (HINs) involve diverse types of nodes $V$ and edges $E$. Deep community detection over HINs uses heterogeneous topologies and attributes $X$. Since meta paths reflect complex semantic relations in HINs, meta path aggregated graph neural network (MAGNN) [77] offers a superior community detection solution through multi-informative meta paths $\Phi$, where heterogeneous structures and semantics are distinguished in the graph attention layers. Specifically, an attention mechanism [99] is applied to aggregate intra- and inter-meta paths. This reduces high heterogeneity. Thus, MAGNN embeds richer topological and semantic information to enhance the detection results. In another example, HeCo [100] exploits an attention mechanism [97] to embed the network schema and meta paths for preserving local and high-order structures. A modified contrastive learning module then guides the two parts of the embeddings to learn high-level embeddings and further benefits community detection.

These approaches exploit meta paths, and yet defining meaningful meta paths requires a good deal of domain knowledge. As a possible solution, a context-path-based graph neural network (CP-GNN) [101] was built to learn node embeddings with context paths. The framework leverages attention mechanisms to determine the importance of different relationships. The non-predefined context paths are very helpful for capturing high-order relationships.

VII. GENERATIVE ADVERSARIAL NETWORK-BASED COMMUNITY DETECTION

Adversarial training is effective in generative models and improves discriminative ability. However, one problem that needs to be solved when adversarial learning is applied to community detection is overfitting (see Fig. 7 and Table IV of the Supplementary Material). GANs [102] competitively train a generator $\phi_{G}$ and a discriminator $\phi_{D}$ within an adversarial framework. Here, $\phi_{G}(x)$ represents the probability of input data, while $\phi_{D}(z)$ learns the generator’s distribution $p_{G}$ via input noise variables $p_{z}(z)$. The generator fools the discriminator by generating fake samples. Its objective function is defined as
Fig. 7. General framework for GAN-based community detection with details in Section VII. GAN produces fake samples \( \phi_g(z) \) by the generator \( \phi_g \) to fool the discriminator \( \phi_d \). The GAN’s real samples can be node embeddings \( H_a \), local topology (e.g., triplet and clique) or communities. Thus, real and fake samples are used to competitively finetune a community’s features. Flow \( \Phi \) determines community membership via a clique-level GAN. Flow \( \Phi \) directly discriminates communities through the discriminator.

\[
\min_{\phi_g} \max_{\phi_d} \mathbb{E}_{x \sim p_{data}}[\log \phi_d(x)] + \mathbb{E}_{z \sim p_z}(\log(1 - \phi_d(\phi_g(z)))) \tag{10}\]

Seed expansion with generative adversarial learning (SEAL) \cite{103} generates seed-aware communities from selected seed nodes via a graph pointer network with incremental updates (iGPN). SEAL consists of four components at the community level, i.e., a generator, a discriminator, a seed selector, and a locator. The discriminator adopts graph isomorphism networks (GINs) to modify the generated communities with the ground truth of community labels. The locator is designed to provide regularization signals to the generator so that any irrelevant nodes that are detected can be eliminated.

Designed for imbalanced communities, dual-regularized graph convolutional networks \cite{104} integrates a conditional GAN with a dual-regularized GCN model—i.e., a latent distribution alignment regularization is complemented with a class-conditioned adversarial regularization. The first regularizer \( \mathcal{L} = (1 - \alpha)\mathcal{L}_{gcn} + \alpha\mathcal{L}_{dist} \) balances the communities by minimizing the Kullback–Leibler (KL) divergence between the majority and minority community classes \( \mathcal{L}_{dist} \) together with standard GCN training \( \mathcal{L}_{gcn} \). The second regularization is designed to distinguish communities from labeled node representations via

\[
\min_{\phi_f, \mathcal{L}} \max_{\phi_d} \mathcal{L}(\phi_d, \phi_g) = \mathbb{E}_{v_i \sim p_{data}}[\log \phi_d(\phi_f(v_i))] + \mathbb{E}_{z \sim p_z}(\log(1 - \phi_d(\phi_g(z)))) + \mathcal{L}_{reg} \tag{11}\]

where \( \mathcal{L}_{reg} = \sum_{u \in V(v_i)} \| h_u - h_{\hat{u}} \|_2 \) forces the generated fake node \( \hat{u} \) to reconstruct the respective neighborhood relations (as \( u \sim v_i \)) and \( y_i \) is the ground truth label of node \( v_i \).

Instead of generating only one kind of fake samples, jointly adversarial network embedding (JANE) \cite{67} employs two types of network information—topological data and node attributes—to capture semantic variations from adversarial groups of real and fake samples. Specifically, JANE represents embeddings \( H \) through a multi-head self-attention encoder \( \phi_f \), where the Gaussian noise is added to fake features for competition over the generator \( \phi_g \) and the discriminator \( \phi_d \). Its objective function is defined as

\[
\min_{\phi_f, \mathcal{L}} \max_{\phi_d} \mathcal{L}(\phi_d, \phi_f, \phi_g) = \mathbb{E}_{(a, x) \sim p_{data}}[\mathbb{E}_{(h, a, x) \sim p_{data}(h, a, x)}[\log \phi_d(h, a, x)]] + \mathbb{E}_{h \sim p_h}[\mathbb{E}_{(a, x) \sim p_{data}(a, x)}[\log(1 - \phi_d(h, a, x))]] + \mathcal{L}_{reg} \tag{12}\]

where \( p_{data} \) denotes the joint distribution of the topology \( A (a \subseteq A) \) and the sampled node attributes \( X (x \subseteq X) \).

The proximity can capture underlying relationships within communities. However, sparsely connected networks in the real world generally do not provide enough edges, and attributes in networks cannot be measured by proximity. To address these limitations, proximity generative adversarial network (ProGAN) \cite{71} encodes each node’s proximity assisted by a set of generated triplets adversarially, so that community relationships are discovered and preserved in a low-dimensional space.

Community detection with generative adversarial nets (CommunityGAN) \cite{105} was designed for overlapping communities. It derives node representations by assigning each node-community pair a nonnegative factor. Its objective function optimizes through a motif-level generator \( \phi_g(v_i; \Theta_g) \) and discriminator \( \phi_d(C; \Theta_d) \):

\[
\min_{\Theta_g} \max_{\Theta_d} \mathcal{L}(\phi_g, \phi_d) = \sum_i \left[ \mathbb{E}_{C_i \sim p_{true}(C_i)}[\log \phi_d(C_i; \Theta_d)] + \mathbb{E}_{V' \sim p_{true}(V' \mid v_i; \Theta_g)}[\log(1 - \phi_d(V' \mid v_i; \Theta_d))] \right] \tag{13}\]

where \( \Theta_g \) and \( \Theta_d \) unify all nonnegative representation vectors of node \( v_i \) in the generator and the discriminator. \( V' \subseteq V \) denotes a node subset, \( C' \) represents motifs (i.e., cliques here), and the conditional probability \( p_{true}(C' \mid v_i) \) describes the preference distribution of \( C' \) covering \( v_i \) over all other motifs \( C' \subseteq C' \).

To capture global structural information, community-aware network embedding (CANE) \cite{106} integrates a community detection model, i.e., latent dirichlet allocation (LDA), with an adversarial node representation process:

\[
\min_{\Theta_g} \max_{\Theta_d} \mathcal{L}(\phi_g, \phi_d) = \sum_i \left[ \mathbb{E}_{v_i \sim p_{true}(v_i)}[\log \phi_d(v_i; \Theta_d)] + P_{\phi}(v_i | v_i) \right] + \mathbb{E}_{v_i \sim p_{true}(v_i; \Theta_g)}[\log(1 - \phi_d(v_i; \Theta_d) - P_{\phi}(v_i | v_i))] \tag{14}\]

where \( P_{\phi}(v_i | v_i) \) indicates the community similarity between a node \( v_i \) and the node sample \( v_i \), and \( \phi_g(v_i; \Theta_g) \) outputs the node connectivity distribution. In turn, the representations characterize the community property.

Network embedding and overlapping community detection with adversarial learning (ACNE) \cite{107} further generates negative communities as fake samples to learn distinguished
community representation. ACNE uses a walking strategy with perception to assist with the sampling of overlapping communities for nodes. It also exploits the discriminator to jointly map the node and community membership embeddings so that the correlations between nodes and communities are preserved in representations.

VIII. AUTOENCODER-BASED COMMUNITY DETECTION

AEs are most commonly used for unsupervised community detection. They span stacked AEs, sparse AEs, denoising AEs, convolutional AEs, and VAEs. AEs can depict nonlinear, noisy real-world networks and represent communities from rich information through reconstruction. A general framework for an AE [108] comprises an encoder \( H = \phi_e(A, X) \) and a decoder \( \hat{A} = \phi_d(H) \) or \( \hat{X} = \phi_d(H) \). The encoder \( \phi_e \) maps a high-dimensional network structure \( A \) and possible attributes \( X \) into a low-dimensional latent feature space \( H \). The decoder \( \phi_d \) reconstructs a decoded network from the encoder’s representations \( H \) so that \( \hat{A} \) and \( \hat{X} \) inherit preferred information from \( A \) and \( X \). A loss function \( L(x, \phi_e(\phi_d(x))) \) is designed to maximize the likelihood between the source data \( x \) and the decoded data \( \phi_d(\phi_e(x)) \). Fig. 8 shows how AEs are generally applied in community detection, and Table V of the Supplementary Material compares the techniques.

A. Stacked AE-Based Community Detection

Compared with a single AE, a set of stacked AEs developed in deep hidden layers can better embed high-dimensional community features by connecting each layer’s output to the successive layer’s input. In this architecture, stacked AEs represent multilevel and dynamic information to flexibly support wide community detection implementations [109].

The semi-supervised nonlinear reconstruction algorithm with DNN (semi-DRN) [68] is a design for a stacked AE, where a modularity matrix learns the nonlinear node representations in AEs and \( k \)-means is used to cluster the final community structure. Given an edge between the nodes \( u_i \) and \( v_j \) in an adjacency matrix \( A = [a_{ij}] \), a modularity \( b_{ij} = a_{ij} - (k_i k_j / 2m) \) in a modularity matrix \( B \) is optimized for maximization [2], [54]. Pairwise node similarities (community membership) are encoded based on node representations and a pairwise constraint matrix \( O = [o_{ij}] \) \( \in \{0, 1\} \) is defined to provide prior knowledge about whether or not nodes \( u_i \) and \( v_j \) belong to the same community, i.e., \( o_{ij} = 1 \) or not \( o_{ij} = 0 \). Hence, semi-DRN is optimized by minimizing the loss function:

\[
L = \mathcal{L}(B, \hat{B}) + \lambda \mathcal{L}(O, H)
\]

where \( \hat{B} \) represents the reconstructed \( B \) over stacked representations by a series of AEs, \( \lambda \) denotes an adjusting weight between the AE reconstruction loss \( \mathcal{L}(B, \hat{B}) \) and the pairwise constraints \( \mathcal{L}(O, H) \), and \( \mathcal{L}(O, H) \) measures each pair of community membership \( o_{ij} \) and latent representations \( h_i, h_j \) in the stacked AEs.

Similarly, deep network embedding with structural balance preservation (DNE-SBP) [72] incorporates the adjusting weight on pairwise constraints for signed networks so that the stacked AEs cluster the closest nodes distinguished by positive and negative connections. Unified weight-free multi-component network embedding (UWME) and its variant with local enhancement (WMCNE-LE) [110] preserve the community properties with the network topology and semantic information, and integrate the diverse information in a deep AE from a local network structure perspective.

To discover communities in time-varying networks [111]–[113], a framework called semi-supervised evolutionary autoencoder (se-Autoencoder) [78] was developed within an evolutionary clustering framework. The way the approach works is that community structures in previous time steps \( t - 1 \) successively guide detection in the current time step \( t \). To this end, se-Autoencoder adds a temporal smoothness regularization \( \mathcal{L}(H(t), H(t-1)) \) for minimization into the following objective function:

\[
L = \mathcal{L}(S(t), \hat{S}(t)) + \lambda \mathcal{L}(O, H(t)) + (1 - \lambda) \mathcal{L}(H(t), H(t-1))
\]

where the reconstruction error \( \mathcal{L}(S(t), \hat{S}(t)) \) minimizes the loss between the similarity matrix \( S(t) \) and the reconstructed matrix \( \hat{S}(t) \) in the time step \( t \). The parameter \( \lambda \) controls the node pairwise constraint \( \mathcal{L}(O, H(t)) \) and the temporal smoothness regularization from time step \( t - 1 \) to \( t \).

In attributed networks, deep attributed network embedding (DANE) [114] develops a two-branch AE framework: one branch maps highly nonlinear network structures to a low-dimensional feature space, and the other collaboratively learns node attributes. As similar nodes are more likely to be clustered into the same community, during representation learning, DANE measures these similarities with a series of proximities based on network topological and attribute information. Optimizations are applied to reconstruction losses at the first-order proximity \( \mathcal{L}_1 \), the high-order proximity \( \mathcal{L}_2 \), semantic proximity \( \mathcal{L}_3 \), and the negative log-likelihood control \( \mathcal{L}_c \) for a consistent and complementary representation.

To solve the problem of shifted distributions, imbalanced features, or a lack of data, transfer learning-inspired community detection with deep transitive autoencoder (Transfer-CDDTA) [115] uses transfer learning adapted to an unsupervised community detection task. Transfer-CDDTA balances stacked AEs via KL divergence within the source and target domains while learning node embeddings. With the aim of mapping community information into one smooth feature space, Transfer-CDDTA separates the input adjacency matrix \( A \) into a source domain \( s \) and a target domain \( t \) via the similarity matrices \( S_s \) and \( S_t \). This remains the node similarity values for each stacked AE. Transfer-CDDTA then incorporates domain-independent features into the following minimization:

\[
L = \mathcal{L}_s(S_s, \hat{S}_s) + \mathcal{L}_t(S_t, \hat{S}_t) + \alpha KL(H_s, H_t) + \beta \mathcal{L}(\Theta; \gamma)
\]

where \( \alpha, \beta, \) and \( \gamma \) are trade-off parameters, \( \mathcal{L}_s \) and \( \mathcal{L}_t \) denote the reconstruction losses of source and target domains, KL smooths the KL divergence on the encoded features \( (H_s, H_t) \) across the two domains, and \( \mathcal{L}(\Theta) \) is a regularization term to reduce overfitting in the optimization.

To detect communities in an emerging heterogeneous social network that lacks connections between nodes, deep aligned autoencoder-based embedding (DIME) [116] uses a corresponding mature network with extensive heterogeneous connections to assist detection. The emerging network and the mature one are aligned by anchor links \( A_{ij} \). DIME stacks AEs to learn diverse representations from a set of meta paths \( \Phi \). Accordingly, diverse meta proximities are calculated for
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Here, the weight parameter $\beta$ controls the sparsity penalty $\Omega(\|\cdot\|)$ over a configuration value $\rho$ (a small constraint, such as 0.01) and the average of hidden layers’ activation values. GraphEncoder improves clustering efficiency with large-scale networks and proves that sparse networks can provide enough structural information for representations. A weighted community detection model (WCD) [119] was further designed for weighted networks with a sparse AE which considers second-order neighbors for more accurate community structures.

Also in this category is the deep learning-based fuzzy clustering model (DFuzzy) [18]. DFuzzy was designed to detect overlapping communities in sparse large-scale networks. In a parallel processing framework, DFuzzy identifies community centers and forms overlapping or disjoint communities using a stacked sparse AE by providing greedy layer-wise training toward modularity maximization. The experiments show that the detection performance of DFuzzy is obviously superior to non-deep learning baselines.

Community detection method via ensemble clustering (CDMEC) [120] combines sparse AEs with a transfer learning model to discover more valuable information from local network structures. To this end, CDMEC constructs four similarity matrices and employs transfer learning to share local information via the AEs’ parameters. A consensus matrix aggregates the community detection results individually produced by the four similarity matrices and supported by $k$-means. Factorizing the consensus matrix helps to determine the final communities.

C. Denoising AE-Based Community Detection

The denoising process, i.e., removing noise within DNN layers, can increase a model’s robustness. In this vein, denoising AEs [121] minimize the reconstruction loss between the input $x$ and the decoded features from corrupted input $\tilde{x}$ by minimizing

$$\mathcal{L}(x, \phi_r(\phi_d(\tilde{x}))).$$  

(20)

Deep neural networks for graph representation (DNGR) [122] applies a stacked denoising encoder to increase robustness when capturing local structural information. Specifically, it generates a probabilistic co-occurrence matrix and a shifted positive pointwise MI matrix by randomly walking over communities. As an extension to DNGR, deep neural network-based clustering-oriented network embedding (DNC) [123] jointly learns node embeddings and cluster assignments.

To handle sparse and noisy node attributes, graph clustering with dynamic embedding (GRACE) [73] exploits denoising AEs to learn the robust node embeddings which are then propagated within neighborhoods to capture the dynamically changing inter-community activities in a self-training clustering process.

Marginalized graph autoencoder (MGAE) [124] denoises both graph attributes and structures to improve community detection through a marginalization process. It generates the corrupted attributes $\tilde{X}$ $\eta$ times by randomly removing some attributes and trains the following objective function:

$$\mathcal{L} = \frac{1}{\eta} \sum_{i=1}^{\eta} \| \tilde{X} - \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} \tilde{W} \|_2 + \lambda \mathcal{L}(W)$$  

(21)

where $\mathcal{L}(W)$ denotes a regularization term on AE’s parameters $W$ with a coefficient $\lambda$.

D. Graph Convolutional AE-Based Community Detection

The marriage of GCNs and AEs has resulted in great success in the field of community detection. GCNs provide high-order structural information via neighborhood aggregation for community representations, while AEs alleviate the over-smoothing issue in GCNs to clarify community boundaries. For example, structural deep clustering network (SDCN) [125] includes a delivery operator that connects an AE and a GCN with the layers of a DNN in order to produce structure-aware representations. When SDCN integrates the structural information into deep clustering, it updates communities by applying a dual self-supervised optimization during backpropagation.

The GCN-based approach for unsupervised community detection (GUCD) [126] employs a semi-supervised MRF [11] as an encoder and a community-centric dual decoder to identify communities in attributed networks. The dual decoder reconstructs the network topology and node attributes.

One2Multi graph autoencoder for multi-view graph clustering (O2MAC) [74] deals with the multi-view graph by dividing it into multiple one-view graphs and assigning each an AE, named One2Multi. In the encoder, a GCN embeds a set of view-separated graphs. The decoders select the most informative graph with which to represent the multi-view graph. O2MAC is highly effective at capturing the shared features in multi-view graphs and improves clustering results through self-training optimization.

E. Graph Attention AE-Based Community Detection

Instead of integrating GCNs, this community detection category integrates GATs with AEs, where GAT serves as the encoder and ranks the importance of nodes within a neighborhood. For example, deep attentional embedded graph clustering (DAEGC) [127] exploits high-order neighbors in an AE equipped with graph attention to cluster communities during a self-training process. Similarly, graph embedding clustering with cluster-specificity distribution (GEC-CSD) [128] uses an AE also equipped with graph attention as a generator to learn community representations within an adversarial learning framework that also integrates self-training. Here, the discriminator ensures there is diversity in the cluster distributions.

In terms of multi-view attributes in networks, multi-view attribute graph convolution networks (MAGCN) [129] involves a two-pathway encoder. The first pathway encodes multi-view attributes with GATs to reduce noise. The second one learns consistent embeddings over multi-view attributes. Thus, noise and distribution variances are removed. Also in this vein is semi-supervised graph convolutional network for multi-view clustering [130] which was developed from MAGCN but shares a coefficient matrix among different views.

Deep multi-graph clustering (DMGC) [131] introduces AEs to represent each graph with an attention coefficient in which node embeddings of multiple graphs cluster cross-graph centroids to obtain communities on a Cauchy distribution.

F. VAE-Based Community Detection

VAEs are extensions of AEs based on variational inference (e.g., mean and covariance of features) [132]. They were first introduced into graph learning as variational graph autoencoder (VGAE) [133] that assuming a prior distribution and applied GCN as the encoder through which the learned representation $Z$ is a latent distribution. VAEs easily incorporate deeper nonlinear relationship information for community detection. For example, a triad (variational) graph autoencoder...
(TGA/TVGA) [134] replaces the vanilla decoder with a new triad (variational) decoder that preserves the triadic closure property in communities. Variational graph embedding and clustering with Laplacian eigenvmaps (VGECLE) [135] divides the graph representation into mean and covariance while generatively detecting communities, to indicate each node’s uncertainty of implicit relationships to its actual geographic position. With a mixture-of-Gaussian prior and a teacher–student (T-S) like regularization, VGECLE aims to let the node \( \nu_i \) (student) learn a distribution close to its neighbors’ (teacher).

The deep generative latent feature relational model (DGLFRM) [136] and ladder gamma variational autoencoder for graphs (LGVG) [137] further capture the community membership strength of each node. DGLFRM models the sparse node embeddings by a beta-Bernoulli process that can detect overlapping communities and infer the number of communities. LGVG is devised to learn the multilayered and gamma-distributed embeddings so that it detects communities at fine-grained and coarse-grained granularities.

To capture the high-order structural features of communities, variational graph autoencoder for community detection (VGAECD) [138] employs a Gaussian mixture model (GMM) that generalizes the network generation process by introducing a community assignment parameter. VGAECD defines the joint probability of generative process, which can be detailed as

\[
p(a, z, c) = p(a|z)p(z|c)p(c) \tag{22}
\]

where \( p(c) = \pi_c \) denotes the prior probability of a community \( C_c \), and \( p(z|c) \) is calculated from the Gaussian distribution corresponding to community \( C_c \) with a mean \( \mu_c \) and a standard deviation \( \sigma_c \) from a GCN layer, i.e., \( z \sim \mathcal{N}(\mu_c, \sigma_c^2 I) \). \( a \) with a posterior (reconstruction) probability \( p(a|z) \) is sampled from a multivariate Bernoulli distribution parametrized by \( \mu_x \) learned from the decoder on z. The variational distribution is obtained from an overall loss function as

\[
\mathcal{L}_{ELBO}(x) = \mathbb{E}_{q(z|x,a)}[\log p(x, a|z)] - \text{KL}[q(c|x)\|p(c)] \tag{23}
\]

where the first term calculates the reconstruction loss, while the KL divergence minimizes the clustering loss. The evidence lower bound (ELBO) is maximized to optimize the function.

The training progress of VGAECD reveals a favored treatment for minimizing the reconstruction loss over the community loss, which leads to a suboptimal community detection result. To resolve this, an approach called optimizing variational graph autoencoder for community detection (VGAECD-OPT) [139] was proposed, which involves a dual optimization to learn the community-aware latent representation. The ELBO maximization then becomes

\[
\mathcal{L}_{ELBO}(a) = \mathbb{E}_{q(z,c|a)}[\log p(a|z)] - \text{KL}[q(z,c|a)\|p(z,c)]. \tag{24}
\]

To overcome real-world sparsity and noise, a method called adversarially regularized (variational) graph autoencoder (ARGA/ARVGA) [140] embeds the latent representations \( Z \) based on the prior distribution \( p_z \) under the adversarial AE framework. \( Z \) is represented by a (variational) graph encoder aimed at a robust community detection. Meanwhile, a special discriminator \( \phi_d \) is designed to adversarially distinguish between \( p_z \) guided embeddings \( Z \) and encodings on real samples \( \phi_g(X, A) \) via

\[
\min_{\theta_i} \max_{\theta_d} \mathbb{E}_{z \sim p_z}[\log \phi_d(Z)] + \mathbb{E}_{x \sim p(x)}[\log(1 - \phi_d(\phi_g(X, A)))] \tag{25}
\]

IX. DEEP NONNEGATIVE MATRIX FACTORIZATION-BASED COMMUNITY DETECTION

In network embedding, nonnegative matrix factorization (NMF) [141] is a particular technique that factorizes an adjacency matrix \( A \) into two nonnegative matrices \( (U \in \mathbb{R}^{n \times k} \) and \( P \in \mathbb{R}^{k \times n} \) with the nonnegative constraints that \( U \geq 0 \) and \( P \geq 0 \). The matrix \( U \) corresponds to the mapping between the given network and the community membership space. Each column in the matrix \( P = [p_i] \) indicates the community membership for each node \( (\nu_i, C_j) \) in the probability of \( p_i \). NMF is applicable for disjoint and overlapping community detection. While real-world networks contain complicated topology information, traditional NMFs cannot fully uncover it to detect communities. Deep NMFs (DNMFs) [142] stack multiple layers of an NMF \( \{U_1, \ldots, U_p\} \) to capture pairwise node similarities of various aspects at various levels, like the deep layers in GCNs and AEs.

In the field of community detection, one model—deep autoencoder-like nonnegative matrix factorization (DANMF) [143]—is influential in unsupervised settings. In contrast to conventional NMF-based detection mappings, i.e., simple community membership, DANMF employs an AE framework to reconstruct networks on hierarchical mappings. The learning objective of community membership \( P_p \) and the hierarchical mappings \( \{U_i\}^p_p \) are trained by combining the reconstruction losses and a \( \lambda \) weighted graph regularization as follows:

\[
\min_{P_p, U_i} \mathcal{L}(P_p, U_i) = \|A - U_1 \ldots U_p P_p\|_F^2 + \|P_p - U^T_p \ldots U^T_1 A\|_F^2 + \lambda \text{tr}(P_p L P^T_p) \tag{26}
\]

where \( \cdot \| \|_F \) denotes the Frobenius norm, \( L \) represents the graph Laplacian matrix, and graph regularization focuses on the network topological similarity to cluster neighboring nodes. A further study [144] adds a sparsity constraint into the above-mentioned DNMF-based community detection.

Although DNMF provides a solution to map multiple factors in forming communities, the computational cost is relatively high on matrix factorizations. To address this issue, modularized deep nonnegative matrix factorization (MDNMF) [145] applies modularity directly into a basic multilayer deep learning structure targeting community detection. The node membership in communities \( F_p \) can be derived by minimizing the objective function in the following:

\[
\mathcal{L} = \|A - U_1 \ldots U_p P_p\|_F + \|M' - P^T_p K P^T_p\|_F^2 - \beta \text{tr}(M^T B M') + \lambda \text{tr}(P_p L P^T_p) \tag{27}
\]

where \( B \) is the modularity matrix and \( M' \) is its corresponding community membership matrix, and \( K \) is an extra nonnegative matrix combining modularity information so that DNMF can explore the hidden features of network topology.
TABLE II
SUMMARY OF COMMONLY USED EVALUATION METRICS IN COMMUNITY DETECTION

| Metrics          | Overlap | Ground Truth | Publications |
|------------------|---------|--------------|--------------|
| NMI              | ×       | Yes          | [8], [11], [66], [69], [71], [77], [78], [84], [86], [89], [91], [93], [95], [101], [104], [105], [110], [115], [118], [120], [122]-[124], [128], [130], [120], [130] |
| Overlapping-NMI  | ✓       | ✓            | [70], [74], [100], [125]-[127], [129], [131], [134], [138]-[140], [143], [145] |
| ACC              | ✓       | ✓            | [11], [67], [69], [71], [74], [75], [86], [89], [91]-[95], [104], [110], [114], [123]-[131], [134], [135], [138]-[140], [143], [145] |
| Precision        | ✓       | Yes          | [8], [67], [88], [89], [104], [124], [134], [140] |
| Recall           | ✓       | Yes          | [124] |
| F1-Score         | ✓       | Yes          | [66], [67], [69], [73], [74], [83], [84], [88], [89], [94], [101], [103]-[105], [124], [125], [127], [134], [140] |
| ARI              | ✓       | Yes          | [67], [74], [77], [88], [89], [91], [93]-[95], [100], [101], [123]-[125], [127]-[130], [134], [140], [143] |
| Q                | ×       | No           | [18], [78], [113], [119], [120], [138], [139] |
| Extended-Q       | ✓       | Yes          | [107] |
| Jaccard          | ✓       | Yes          | [8], [73], [103] |
| CON              | ✓       | No           | [106], [138], [139] |
| TPR              | ✓       | No           | [138], [139] |

“Overlap” indicates whether the metric can evaluate the overlapping community that is defined in Section II. “Ground Truth” indicates whether the actual community structure of the network is required.

X. DEEP SPARSE FILTERING-BASED COMMUNITY DETECTION

Sparse filtering (SF) [146] is a two-layer learning model capable of handling high-dimensional graph data. The highly sparse input \( A \) with many zero elements is represented into lower dimensional feature vectors \( h_i \) with nonzero values. To explore deeper information, such as community membership, deep SF (DSF) stacks multiple hidden layers to finetune the hyperparameters \( \Theta_1 \) and extensively smooth the data distributions \( P_r(h_i) \).

As a representative method, community discovery based on deep sparse filtering (DSFCD) [147] operates over three phases: network representation, community feature mapping, and community discovery. The network representation phase operates on an adjacency matrix \( A \), a modularity matrix \( B \), and two similarity matrices \( S \) and \( S' \), respectively. The best representation is selected as the input into the DSF for community feature mapping represented on each node \( h_i \). Meanwhile, \( h_i \) preserves the node similarity in the original network \( A \) and latent community membership features. The node similarity is modeled in the loss function:

\[
\mathcal{L} = \sum_i \|h_i\|_1 + \lambda \sum_i \text{KL}(h_i, h_i^*) \tag{28}
\]

where \( \| \cdot \|_1 \) is the \( L_1 \) norm penalty to optimize sparseness, and \( h_i^* \) denotes the representation of the most similar node to \( v_i \) from the perspective of distances measured by KL divergence. When the learning process is optimized on the minimized loss, similar nodes are clustered into communities. In experiments, DSFCD discovers communities in higher accuracy than SF.

XI. PUBLISHED RESOURCES

In this section, we summarize the popular and available benchmark datasets, evaluation metrics, and open-source implementations from the surveyed literature in Sections V–X. Further details are provided in Appendices B–D of the Supplementary Material.

A. Datasets

The field uses both real-world datasets and synthetic datasets in its development. Real-world datasets for community detection experiments have been collected from real-world applications. These test the performances of proposed methods for practical purposes. Synthetic datasets have also been generated by specific models based on manually designed rules. Particular functions can be tested by these datasets. The state-of-the-art popular real-world datasets can be divided into citation/co-authorship networks, social networks (online and offline), webpage networks, and product co-purchasing networks. The typical datasets covering various network shapes (i.e., unattributed, attributed, multi-view, signed, heterogeneous, and dynamic) are summarized in Table VI of the Supplementary Material. Related descriptions are detailed in Appendix B-A (real-world datasets) of the Supplementary Material. GN networks [3] and Lancichinetti–Fortunato–Radicchi (LFR) networks [148], [149] are two widely applied synthetic benchmarks, described in Appendix B-B (synthetic benchmark datasets) of the Supplementary Material.

B. Evaluation Metrics

This section summarizes 12 of the most popular and commonly applied evaluation metrics from the reviewed deep community detection literature (details in Appendix C of the Supplementary Material). Which metric is used varies depending on the types of the community (i.e., disjoint or overlapping) and whether ground truth information is available [150]. Table II summarizes publications by metric according to these criteria.

C. Open-Source Implementations

The open-source implementations are summarized by tool, category, repository link in Table III. The majority of implementations are under Python 3.x, including PyTorch, TensorFlow, and Keras. A few implementations use MATLAB. Each implementation project is briefly described and organized by tools and deep learning models in Appendix D of the Supplementary Material.

XII. PRACTICAL APPLICATIONS

Community detection has many applications across different tasks and domains, as summarized in Fig. 9. We now detail some typical applications in the following areas.

A. Recommendation Systems

Community structure plays a vital role in graph-based recommendation systems [151]–[153], as the community members may have similar interests and preferences. By detecting relations between nodes (i.e., users–users, items–items, and users–items), models, such as CayleyNets [92] and UWMNE/WMCNE-LE [110], produce high-quality recommendations.
B. Biochemistry

In this field, nodes represent proteins/atoms in compound or molecule graphs, while edges denote their interactions. Community detection can identify complexes of new proteins [29] and chemical compounds [28] which are functional in regional organs (e.g., in brain [154]) or pathogenic factor of a disease (e.g., community-based lung cancer detection [155]). Given various tumor types on genomic datasets, Haq and Wang [156] show relevance between community survival rates and the distributions of different types of tumor over different communities.

C. Online Social Networks

Analyzing online social activities can identify online communities and correlate them in the real world [157], [158]. In practice, online social networks [3], such as Twitter and Facebook, reveal similar interests among online users when individual preferences are available. Meanwhile, community detection can be used for online privacy [159] and to identify criminals based on their online behaviors [160]. Waskiewicz [161] demonstrates that community detection can be used to reveal those who support and diffuse criminal ideas and even those who may be terrorists.

D. Community Deception

Community deception [162] refers to groups of users in social networks, such as Facebook, who hide from community detection. Deception can either be harmful to virtual communities or harmless. Some community deception even provides justifiable benefits. Residual entropy minimization (REM) nullifies community detection algorithms [163] via an approach based on community structural entropy, while Fionda and Pirro [164] proposed a community deception model via defining safeness in large networks.

E. Community Search

The aim of community search is to find the communities containing query nodes from large-scale networks in real time [165]. For example, one might search for the interest groups (communities) in a social network to which different users (query nodes) belong. To this end, communities are formed in a temporal manner based on user interests. Several techniques have been applied to such scenarios. Local community search [166] assumes one query node at a time and expands the search space around it. Alternatively, attributed truss communities (ATC) [167] interconnects communities on query nodes with similar node attributes.

XIII. Future Directions

Although deep learning has brought community detection into a prosperous era, several open issues need further investigation. In this section, we recommend 12 future directions of promising research.

A. Unknown Number of Communities

The cost of acquiring labeled data is still very high, so in most real-world community detection scenarios, the majority of data are unlabeled. This means the number of communities $K$ is usually unknown. Unsupervised detection methods in deep learning provide an effective way to handle
these scenarios, but they generally need to specify $K$ as the prior knowledge. This phenomenon brings us a catch-22: approaches require prior knowledge which does not exist. Therefore, there is an urgent demand to find ways of handling the issue of an unknown number of communities.

**Opportunities:** Analyzing network topological structures offer a potential solution to tackle this challenge and some research efforts have been made in this direction [18]. Typically, these methods perform random walks to determine some preliminary communities and then refine the detection results. Nevertheless, when it comes to disconnected networks in practice, random walks cannot involve every node, and thus, detection performance degrades. This is, therefore, an open issue that calls for a complete solution and further research.

### B. Community Embedding

Node embedding methods traditionally preserve the neighborhood information of nodes but ignore the structural information of communities [168]. To this end, designing community-aware learning processes to characterize community information can improve the accuracy of community detection [169].

**Opportunities:** To date, a few works integrate community embedding into a deep learning model; therefore, more effort is needed to further research in this promising area. Because community embedding that learns representations for each community increases computational costs, one thing that is needed is to develop computationally fast algorithms. Furthermore, the optimization mechanism for the hyperparameters in the community embeddings needs a new design so that deep community detection can meet future expectations.

### C. Hierarchical Networks

Networks, such as the Web, often show a treelike hierarchical organization of communities at different scales, in which small communities at lower levels group together to form larger ones in higher levels [170]. Hence, community detection is required to detect communities from low to high levels.

**Opportunities:** Traditional methods generally follow one of three work lines: 1) estimating the hierarchy directly; 2) recursively merging communities in a bottom-up fashion; and 3) recursively splitting communities in a top-down fashion. Their performance is limited by either a large number of parameters or the requirements for network density [171]. Network embedding shows the efficiency of handling these issues [76], [172]. However, preserving the community hierarchy into the embeddings remains unsolved [172]. With the advancement of high-order relationship representations [173], we believe deep learning models can facilitate the development of hierarchical community detection.

### D. Multilayer Networks

Realistic systems are always multilayered, and extracting this property means extracting multiple interdependent graphs—one for each layer. Here, the layers represent different types of interactions among entities, and the cross-layer links reflect dependencies among entities [174]. Taking a multilayer social network where the nodes are individuals as an example, the intra-layer connections would represent friendship, kinship, schoolmates, and so on, while the inter-layer connections align the same individuals [175]. Thus, community detection in such networks can leverage more information to benefit the results.

**Opportunities:** In contrast to the leaps and bounds in community detection for single-layer networks, research on multilayer networks is still in its infancy [5]. A rudimentary community detection process with multilayered networks is to fuse the information in multiple layers into one layer and follow through with a single-layer detection method. In deep learning architecture, a similar solution is to flatten the multilayer information into low-dimensional representations with the following general open issues: 1) differences among the interaction types; 2) varying levels of sparsity in layers; 3) possible connections across layers; and 4) the scalability scheme of layers.

### E. Heterogeneous Networks

Another type of more complex network is one that involves heterogeneous information [176], [177]. Such networks characterize the relationships between different types of entities, such as the relationships between actors and movies. Since community detection methods designed for homogeneous networks cannot be employed directly due to a lack of capacity to model the complex structural and semantic information, community detection research on heterogeneous networks is challenging.

**Opportunities:** Meta paths are a promising avenue for dealing with diverse semantic information. They describe a composite relationship between different node types. Meta paths also allow deep models to represent nodes by aggregating information from first-order structures via different meta paths and can be used to measure a node’s similarity to its community cluster [77], [116], [178]. However, the basis on which to select the most meaningful meta paths remains an open problem. Future efforts should focus on a flexible schema for meta path selection and novel models that can exploit various types of relationships.

### F. Network Heterophily

Network heterophily [179] can be interpreted as a phenomenon, where connected nodes belong to different communities or are characterized by dissimilar features. For example, fraudsters often intentionally make connections with normal users to avoid being discovered. For community detection, the boundary nodes connected across communities comply with this property. It is significant to capture network heterophily providing valuable information on community division.
**Opportunities:** Since most methods heavily rely on homophily, they assume connected nodes share more similarities and are more likely from the same community. Deep learning methods that exploit network heterophily are expected for better community detection performance.

**G. Topologically Incomplete Networks**

Relationships in real-world scenarios are not always available, which leads to incomplete network topology and isolated subgraphs [8]. For example, PPI networks are usually incomplete since monitoring all protein-protein interactions is expensive [180]. Deriving meaningful knowledge of communities from limited topological information is crucial in this case.

**Opportunities:** The requirement of having a complete network topology reduces the applicability of community detection methods, especially those based on neighborhood aggregations. To this end, deep learning methods should be further developed with an information recovery mechanism to achieve accurate community detection on TINs.

**H. Cross-Domain Networks**

That many networks are similar, e.g., Facebook and Twitter, is an underexploited benefit. In cases of similar networks, each network has its independent domain, but borrowing knowledge from an information-rich domain could benefit network learning in the target domain [181]. Therefore, community detection should be encouraged to develop its own deep learning models to improve detection results [115].

**Opportunities:** In community adaptation, transferring latent representations from a source to a target domain faces the following challenges: 1) lack of explicit community structures; 2) node label shortages; 3) missing a community’s ground truth; 4) poor representation performance caused by the inferior network structures; and 5) deep learning with unsuitable small-scale networks. Future methods might aim to measure cross-domain co-efficiency and distribution shifts while controlling computational costs.

**I. Attributed Multi-Views Networks**

Real-world networks are complex and contain distinctively featured data [182]. Attributed multi-views networks provide a new way to describe relational information in multiple informative views, each containing a type of attributes [183]. Communities are initially detected on each single-view network and deeply encoded over multiple views in an expensive way. Hence, cheap community detection methods aim to exploit the multi-views complementarity [184].

**Opportunities:** A straightforward workflow is to combine representations learned separately from each view. However, this may create noise and redundancy to the detriment of the detection results. To develop an integrated framework, deep learning approaches try to extract consistent information among multiple views by learning a common clustering embedding for community detection [129]. Since multi-view node attributes still require a better integration scheme in the learning process, future works on networks with multi-view attributes need to develop a suitable integration scheme within the learning process. Meanwhile, more study is needed on the underexplored issue of global representation for community detection over multi-views to avoid suboptimization.

**J. Signed Networks**

Researchers are increasingly noting that not all occurring connections reflect positive relationships [185]–[187]. In general, friendship indicates a positive sentiment, such as like and support, while enemies are associated with negative attitudes, such as dislike. These distinctions are reflected on signed edges in signed networks [188]. As the impacts of positive and negative ties are different, existing community detection methods working on unsigned networks are not applicable to signed networks.

**Opportunities:** To detect communities in signed networks, the main challenges lie in adapting negative ties. Deep learning techniques should be exploited to represent both ties. Negative ties offer distinguishing community knowledge in learning signed network embeddings [72]. What is needed are methods of coping with signed edges and also methods that can automatically identify positive/negative information on edges.

**K. Dynamic Networks**

Dynamic structures and temporal semantic features mean nodes and edges may be added or removed as time passes, which changes community structures [189], [190]. Accordingly, deep learning models need to be able to rapidly capture the network evolutions to explore community changes. In the course of our literature review, we only came across one study that touches on this topic. It concerns the design of an evolutionary AE to discover smoothly changing community structures [78].

**Opportunities:** Both deep learning and community detection need to handle shifting distributions and evolving data scales. Yet repeated training over snapshots is expensive and slow. The technical challenges of detecting communities in a dynamic network mainly come from the dynamic control of both spatial and temporal parts. Future directions include: 1) the analysis of spatial changes on communities; 2) the recognition of dynamic network patterns; and 3) tracks of network dynamics and community detection robustness.

**L. Large-Scale Networks**

Large-scale networks may contain a massive number of nodes, edges, and communities. Their inherent characteristics can influence the performance of deep community detection. For instance, being scale-free or having a power-law degree distribution [22], [191], such as with many social networks, can be highly problematic. Here, scalability is a crucial issue [18]. A suggested direction for overcoming this problem is to develop a flexible deep learning approach aimed at collaborative computing with high robustness.

**Opportunities:** Common dimension reduction strategies in deep learning, such as matrix low-rank approximation, cannot cope with the high-dimensional relationships in large-scale networks, and the current solutions based on distributed computing are too expensive. Consequently, there is a crying need for novel deep learning frameworks, models, and algorithms that exceed the current benchmarks in terms of precision and speed.

**XIV. Conclusion**

This survey provides a comprehensive overview of the state-of-the-art community detection methods. Over the past decade, many notable methods based on deep learning models have been developed—a trend that has completely changed the
field of community detection and its framework. According to our survey of high-impact international conferences and peer-reviewed journals, these methods have significantly increased the effectiveness, efficiency, robustness, and applicability of community detection. New techniques are much more flexible to use than traditional methods, and a larger volume of data can be leveraged during preprocessing. Such overwhelming change warrants a new taxonomy, and, for this reason, we selectively summarized the reviewed methods into six novel categories. The developments in each category to date along with the contributions of each direction are discussed in turn. We also compiled a handy guide to the commonly used resources based on the reviewed literature, including datasets, evaluation metrics, and open-source implementations. The survey concludes with insights into a range of community detection applications and, to stimulate further research into this area, we identified 12 open research directions.
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