Abstract

In this article we introduce theory and algorithms for learning discrete representations that take on a lattice that is embedded in an Euclidean space. Lattice representations possess an interesting combination of properties: a) they can be computed explicitly using lattice quantization, yet they can be learned efficiently using the ideas we introduce in this paper, b) they are highly related to Gaussian Variational Autoencoders, allowing designers familiar with the latter to easily produce discrete representations from their models and c) since lattices satisfy the axioms of a group, their adoption can lead into a way of learning simple algebras for modeling binary operations between objects through symbolic formalisms, yet learn these structures also formally using differentiation techniques. This article will focus on laying the groundwork for exploring and exploiting the first two properties, including a new mathematical result linking expressions used during training and inference time and experimental validation on two popular datasets.

1 Introduction

A statistician has observations $x_1, x_2, \cdots, x_n$ from an alphabet $\mathcal{X}$ and wishes to obtain a model $p_X(x)$ for these, as well as other unseen potential observations. The statistician believes that it is reasonable to think of $p_X(x)$ as a marginal of a distribution $p_{X,Z}(x,z) = p_Z(z)p_{X|Z}(x|z)$:

$$p_X(x) = \mathbb{E}_{Z \sim p_Z} [p_{X|Z}(x|Z)] .$$

(1)

Furthermore, the statistician has reasons to believe that $z \in Z$ should be thought of as a discrete variable. Still, the statistician can’t afford engage in a complex application specific modeling endeavor, and therefore wishes to use unsupervised methods. The statistician is not only interested in learning a factorized latent variable model as in (1); she wants to be able to learn a discrete representation for a given object $x \in \mathcal{X}$. Because she believes $Z$ to be relatively large to estimate (1) directly, she will use Variational Inference and the Evidence Lower BOund (ELBO) as used in Variational Auto Encoders (VAEs) [1][11] which introduces a “helper” conditional distribution $Q_{Z|X}$ and states that

$$\log p_X(x) \geq \mathbb{E}_{Z \sim Q_{Z|X}(\cdot|x)} \left[ \log \frac{p_Z(Z)}{Q_{Z|X}(Z|x)} \right] + \mathbb{E}_{Z \sim Q_{Z|X}(\cdot|x)} \left[ \log p_{X|Z}(x|Z) \right] .$$

(2)

In the ELBO, the first term is called the representation cost and the second one is called the reconstruction cost. In its most general form, optimizing the ELBO leads to a stochastic representation through $Q_{Z|X}$. If we intend to use the representation as part of, say a system for compressing
data from $\mathcal{X}$ or as a component of a symbolic system (e.g. a planner), a stochastic representation is not that useful. In this article, we adopt the viewpoint that a discrete representation should be modeled as a digital communication channel between two parts of a computational network \cite{12,13}, where the channel conveys an explicit discrete representation for $x$ whose average representation cost, in bits, matches that of the ELBO’s representation cost. As an example, in VQ-VAE \cite{15} the approximate posterior $Q_{Z|X}$ is deterministic and thus it satisfies this requirement. The discussion on the distinction between stochastic and explicit representations is much deeper than what we are making apparent here and merits a separate discussion; a few remarks in this direction can be found in the Appendix’s Subsection 6.1.

The purpose of this article is to introduce a type of discrete representation with close ties to the Gaussian Variational Auto Encoder \cite{11} and VQ-VAE that also meets this requirement, has interesting additional properties that are useful for designing training algorithms and analyzing performance. In these representations, the alphabet $Z$ is a lattice \cite{16}; two such example lattices are illustrated in Figure 2. A lattice is an example of a group, this is, a set together with a binary operation that satisfies the axioms of closure, associativity, identity and invertibility. This property could be used to construct representations in which binary operations between object latent properties are modeled explicitly, leading the way to new ways to learn formal algebras from data. Although in our article we do not directly exploit this observation, this is a key motivation for our work and we see the theoretical developments in here as key steps towards this direction, including the novel Theorem \cite{1} which is a general result aimed at the problem of optimizing the reconstruction cost in a lattice based VAE.

Our work lies in the intersection of two streams of work; the first exploiting ideas from information theory (and in particular rate distortion theory, which focuses on problem of lossy compression) in the context representation learning \cite{17,30}, and the other devoted to the problem of learning discrete representations \cite{15,31,41}. We have chosen to contrast our work with two popular baselines - Concrete VAEs \cite{38,39} and Vector Quantization based VAEs (VQ-VAE). In what follows in our paper, we defined lattices formally, introduce an ELBO setup specifically designed for them, develop the ideas behind two training algorithms and conclude with our evaluation of their qualities and performance.

## 2 Lattices and a variant of variational inference

A lattice is the set of all points that can be found by integral combinations of the row vectors of a matrix $B \in \mathbb{R}^{m \times m}$, and where $B$ has full rank:

$$\Lambda(B) = \{i \cdot B : i \in \mathbb{Z}^m\}.$$

For example, if $B = I_m$ we obtain the (product) $m$ dimensional integer lattice

$$\mathbb{Z}^m = \{\cdots, -2, -1, 0, 1, 2, \cdots\}^m.$$
In this article, in addition to the integer lattice $\mathbb{Z}$ ($m = 1$) we will also employ the square lattice $\mathbb{Z}^2$, the hexagonal lattice $A_2$ ($m = 2$) with basis
\[
\begin{bmatrix}
0 & 1 \\
\sqrt{3}/4 & 1/2 \\
\end{bmatrix}
\]
as well as the $E_8$ ($m = 8$) lattice with basis
\[
\begin{bmatrix}
2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 \\
1/2 & 1/2 & 1/2 & 1/2 & 1/2 & 1/2 & 1/2 & 1/2 \\
\end{bmatrix}.
\]
These lattices have simple nearest neighbor algorithms \[12\] and the best known Normalized Second Moment for their given dimension \[13\]. We will introduce in Section \[3.3\] the notion of Normalized Second Moment; for now it suffices to state that it is a way to measure the covering efficiency of a lattice quantizer, which relates to the number of lattice cells needed to fill a fixed volume in space for a given quantization error. A primary hypothesis in this article is that the overall performance of a lattice based VAE is related to such covering efficiency; this is further discussed in the Appendix’s Subsection \[5\].

To train lattice valued latent variable models, we will introduce a deviation to the classical variational inference setup. We introduce a “helper” continuous random vector $U \in \mathbb{R}^m$ which is correlated with $Z$. Together, these two define our new latent space $(Z, U)$:
\[
p_X(x) = E_{Z,U \sim p_Z|U,f_U} \left[ p_X|Z,U(x|Z,U) \right].
\]
As with classical variational inference, we assume that the observations $\{x_1, \ldots, x_n\}$ are independent, and thus we seek to optimize the maximum likelihood target
\[
\min_\theta -\frac{1}{n} \sum_{i=1}^n \log E_{Z,U \sim p_Z|U,f_U} \left[ p_X|Z,U(x_i|Z,U) \right] = -\frac{1}{n} \sum_{i=1}^n \log E_{Z \sim p_Z|U} \left[ E_{U \sim f_U} \left[ p_X|Z,U(x_i|Z,U) \right] \right]
\]
To solve the optimization problem, we modify the ELBO to account for $U$ as seen below, where $q_{Z|X,U}$ is called the approximate posterior or encoder, and $p_{X|Z,U}$ is called the decoder:
\[
-\frac{1}{n} \sum_{i=1}^n \log E_{Z,U \sim p_Z|U,f_U} \left[ p_X|Z,U(x_i|Z,U) \right] = -\frac{1}{n} \sum_{i=1}^n \log E_{U \sim f_U} \left[ E_{Z \sim q_{Z|X,U}|x_i,U} \left[ \log \frac{p_{Z|U}(Z|U)}{q_{Z|X,U}(Z|x_i,U)p_{X|Z,U}(x_i|Z,U)} \right] \right].
\]
Given a vector $v \in \mathbb{R}^m$, we denote by $K_\Lambda(v)$ the closest vector in the lattice $\Lambda$ as measured by the $L_2$ norm. In our work, we will work with a very specific form for $q_{Z|X,U}$. We will be using a deterministic continuous encoder $e : \mathcal{X} \to \mathbb{R}^m$. Then $q_{Z|X,U}(|x,u)$ will assign mass 1 to
\[
K_\Lambda(e(x) + u).
\]
We will justify this choice of $q_{Z|X,U}$ in Section 3. Following the literature in information theory and signal processing \[14\,16\], we will regard $u$ as a “dither” and the act of adding it to $e(x)$ as a
“dithering” of the (deterministic) encoding of \( x \). Using this encoder, we can simplify the ELBO for \( x_i \) as follows:

\[
-E_{U \sim f_U} \left[ \log p_{Z|U}(K_{\Lambda}(e(x_i) + U)) \right] - E_{U \sim f_U} \left[ \log p_{X|Z,U}(x_i|K_{\Lambda}(e(x_i) + U), U) \right].
\]  

(3)

These two terms are the representation and reconstruction costs, each governed by the encoder and decoder, respectively. The key problem is clearly how we get rid of the quantization in the ELBO we formulated. In the following sections, we will introduce two ideas aimed at accomplishing this.

3 Learning Lattice Representations

One way to get rid of the quantization in the ELBO [12] is to use a result from information theory called the "Crypto-Lemma" [44–47]. To illustrate, let \( U \) be uniformly distributed over \([-0.5, 0.5]\), and let \( K \) denote rounding to the nearest integer. The essential observation is that the distributions of \( y - U \) and \( K(y + U) - U \) are identical as illustrated next:

The red dot represents \( y \) and the blue region in the left illustrates the uniform distribution \( y + U \) (or \( y - U \)). Once you quantize, the blue region is mapped to 0, and the gray region is mapped to 1. On the right, we illustrate the distribution of \( K(y + U) - U \). This is a much more general observation. Let \( P_0(\Lambda) \) denote the set of points in \( \mathbb{R}^m \) that are mapped to 0 by \( K_{\Lambda} \). Then we know the following:

**Lemma 1 (Crypto-Lemma [46]).** Let \( U \) be uniformly distributed over \( P_0(\Lambda) \). For any \( y \in \mathbb{R}^m \), the distribution of the random vector \( K_{\Lambda}(y + U) - U \) is identical to the distribution of \( y - U \).

This Lemma will allow us to bridge between a continuous and discrete view of our VAE.

3.1 The reconstruction cost term

We further simplify the type of decoder so that the dependency of \( X \) on \( Z \) and \( U \) is solely through \( Z - U \). Then using the Crypto Lemma, we obtain that for any choice of lattice \( \Lambda \), and letting \( U \) be uniformly distributed over \( P_0(\Lambda) \), the first term in (12) can be restated as

\[
-E_{U \sim f_U} \left[ \log p_{X|Z-U}(x_i|K_{\Lambda}(e(x_i) + U) - U) \right] = -E_{U \sim f_U} \left[ \log p_{X|Z-U}(x_i|e(x_i) - U) \right].
\]

3.2 The representation cost term

Converting the representation cost term to one that does not use quantization is significantly more challenging. The trick we employ relies on an auxiliary random vector \( S \in \mathbb{R}^m \) whose distribution ideally reflects the empirical distribution of the observed encodings \( \{e(x_1), \ldots, e(x_n)\} \) as well as the corresponding unobserved (continuous) encodings, however obviously at training time there is no access to unobserved samples and furthermore, \( e \) itself is being learned, making matters more difficult. We assume that \( S \) has some predefined prior distribution. We also assume \( S \) is continuous and has a density, and quite importantly, that the corresponding density is positive when evaluated at any of the \( e(x_i) \). This is our main result, which holds for any lattice \( \Lambda \):

**Theorem 1.** Assume \( U \) is uniformly distributed over \( P_0 \). Define \( Z = K_{\Lambda}(S + U) \), and assume that \( p_{Z|U}(z|u) > 0 \) and \( f_{S-U}(\eta) > 0 \) for all \( z \in \mathbb{Z}, u, \eta \in \mathbb{R}^m \). Then

\[
E_{U \sim f_U} \left[ \frac{1}{p_{Z|U}(K_{\Lambda}(e(x_i) + U)|U)} \right] = E_{U \sim f_U} \left[ \frac{f_U(U)}{f_{S-U}(e(x_i) - U)} \right].
\]

(4)
The proof uses the Crypto-Lemma twice as well as Bayes’ theorem. Let the notation \( A \perp \perp B \) denote that \( A \) is independent from \( B \) and the notation \( (A \perp \perp B|C) \) means that \( A \) and \( B \) are independent given \( C \). We will use the following elementary Lemma:

**Lemma 2.** Let \( S, U, Z \) be \( \mathbb{R}^m \) valued random vectors such that \( S \perp \perp U \) and \( (S \perp \perp U|Z\perp U) \), with \( U \) continuous and \( Z \) discrete, and assume that \( p_{Z|U}(z|u) > 0 \) and \( f_{Z-U}(\eta) > 0 \) for any \( z \in Z, u, \eta \in \mathbb{R}^m \). Then

\[
\frac{p_{Z|SU}(z|su)}{p_{Z|U}(z|u)} = \frac{f_{Z-U|S}(z-u|s)}{f_{Z-U}(z-u)}.
\]

**Proof of Lemma 2.** We assume in this proof that \( S \) is continuous and has a density; the case where \( S \) is discrete can be proved similarly. The proof proceeds as follows:

\[
\begin{align*}
\frac{p_{Z|SU}(z|su)}{p_{Z|U}(z|u)} & \overset{(a)}{=} \frac{f_{S|Z,U}(s|z,u)}{f_{S|U}(s|u)} \\
& \overset{(b)}{=} \frac{f_{S|Z,U}(s|z,u)}{f_{S}(s)} \\
& \overset{(c)}{=} \frac{f_{S|Z-U,U}(s|z-u,u)}{f_{S}(s)} \\
& \overset{(d)}{=} \frac{f_{S|Z-U}(s|z-u)}{f_{S}(s)} \\
& \overset{(e)}{=} \frac{f_{Z-U|S}(z-u|s)}{f_{Z-U}(z-u)}
\end{align*}
\]

where (a) follows from Bayes’ rule for mixed continuous/discrete variables, (b) follows from the assumption that \( S \perp \perp U \), (c) follows from the fact that these two events are identical

\([Z = z, U = u] = [Z - U = z - u, U = u]\).

Finally, (d) follows from the assumption that \( (S \perp \perp U|Z\perp U) \) and (e) follows from the use of Bayes’ rule.

**Proof of Theorem 1.** At the core of our proof is the classical argument employed in the analysis of lattices in quantization [44–47], which is that because by definition \( U \in \mathcal{P}_0(\Lambda) \),

\[ K_\Lambda(Z - U) = Z \]

and therefore \( K_\Lambda(Z - U) - (Z - U) = U \). This shows that \( U \) can be obtained as function of \( Z - U \), which implies that \( (S \perp \perp U|Z - U) \) and since by construction \( S \perp \perp U \), we will be able to apply Lemma 2.
The proof thus proceeds as follows:

$$
E_U \left[ \log \frac{1}{p_{Z|U}(K_A(e(x) + U)|U)} \right] = E_U \left[ \log \frac{p_{Z|U,S}(K_A(e(x) + U)|e(x), U)}{p_{Z|U}(K_A(e(x) + U)|U)} \right] = E_U \left[ \log \frac{f_{Z-U|S}(K_A(e(x) + U) - U|e(x))}{f_{Z-U}(K_A(e(x) + U) - U)} \right] = E_U \left[ \log \frac{f_{S-U|S}(e(x) - U|e(x))}{f_{S-U}(e(x) - U)} \right] = E_U \left[ \log \frac{f_U(U)}{f_{S-U}(e(x) - U)} \right],
$$

where (a) follows from the definition of $Z$ which implies that for all $x$ and all $u$,  

$$
p_{Z|U,S}(K_A(e(x) + u)|e(x), u) = 1,
$$

(b) follows from an application of Lemma 2, (c) follows from an application of the Crypto Lemma from which we know that the distributions of $K_A(e(x) + U) - U$ and $e(x) - U$ are identical, (d) follows from another application of the Crypto Lemma, from which we can derive that $f_{Z-U} = f_{S-U}$ and $f_{Z-U|S} = f_{S-U|S}$ and (e) follows from $S \perp \perp U$.

3.3 The objective function

Putting together the representation and reconstruction cost terms, we obtain the training loss function

$$
L(x_i) = E_{U \sim f_U} \left[ \log \frac{f_U(U)}{f_{S-U}(e(x_i) - U)} \right] - E_{U \sim f_U} \left[ \log p_{X|Z-U}(x_i|e(x_i) - U) \right].
$$

Note that if $U$ and $S$ were Gaussian, the above would correspond to a loss function that one would use when one trains a VAE with a Gaussian prior ($f_{S-U}$) and a Gaussian approximate posterior ($f_U$) with a data dependent mean and a data independent covariance matrix. For now, ideally we want to choose the distribution of $S$ so that $f_{S-U}$ and $p_{Z|U}$ have closed form expressions; note that $f_U(U)$ is easy to calculate from the basis $B$ using $f_U(U) = 1/|\det(B)|$.

One example where closed form expressions are feasible is the integer lattice and where $S$ is assumed to be a Laplacian distribution. We assume that the integer lattice is scaled using a parameter $\Delta$ so that the quantization points are $\{\cdots, -2\Delta, -\Delta, 0, \Delta, 2\Delta, \cdots\}$, and so that $U$ is uniformly distributed over $(-\Delta/2, \Delta/2)$. Let $\alpha$ be the decay rate for the Laplacian distribution of $S$, then

$$
\log \frac{f_U(u)}{f_{S-U}(s-u)} = \begin{cases} -\log(1-\exp(-\alpha s/2) \cosh(\alpha|s-u|)) & |s-u| < \Delta/2 \\ -\log(\alpha|s-u| - \log(\sinh(\alpha\Delta/2)) & |s-u| \geq \Delta/2 \end{cases},
$$

$$
\log \frac{1}{p_{Z|U}(z|u)} = \begin{cases} -\log(1-\exp(-\alpha\Delta/2) \cosh(\alpha u)) & z = 0 \\ -\log(\alpha|z\Delta - u| - \log(\sinh(\alpha\Delta/2)) & z \neq 0 \end{cases}.
$$

Implementing a VAE that can be trained using differentiation, yet used at inference time using quantization over the integer lattice $Z$ is straightforward using (5) and the equations above; our results, including Theorem 1, assure us that in expectation, the performance of either will be identical.
3.4 A family of distributions over lattice points

For general choices for the lattice and $f_S$, closed form expressions for $f_{S-U}$ and $p_{Z|U}$ are harder or impossible to find. In the case of $f_{S-U}$, we can resort to sampling and averaging using $f_{S-U}(\eta) = k^{-1} \sum_{i=1}^k E_{V_i \sim f_U} [f_S(\eta - V_i)]$. To work around the problem of $p_{Z|U}$, we will propose a simple class of parametric distributions over the lattice points $\Lambda$. To distinguish from $Z$ in Theorem 1, we will denote any one instance of our proposed class $p_{Z|U}$. We then train using the composite loss

$$L(x_i) = E_{U \sim f_U} \left[ \log p_{Z|U}(K_e(x_i) + U) | U \right].$$

(6)

The derivative of the second term with respect to any of the parameters of $e$ is zero from the standpoint of autograd. Thus the addition of this term leaves the optimization of the continuous deterministic encoder $e$ and the decoder $p_{X|Z-U}$ entirely governed by $L(x_i)$ as before.

The simplest useful distribution we could conceive of is one where probability of a lattice vector depends solely on its $L_2$ norm. We will be focused on integral lattices [16], which have the property that if $a, b \in \Lambda$, then the $a^T b$ is an integer (and therefore, so is $\|a\|^2_2$), as is the case for the $Z$ (and thus $Z^2$), $A_2$ and $E_8$ lattices. The logarithm of the probability of a vector $a \in \Lambda$ will then be given by

$$\log \text{softmax}(\Psi)_{\|a\|^2_2} - \log \theta_{\|a\|^2_2},$$

where $\Psi$ represents parametrized logits for the nonnegative integers and $\theta$ denotes the coefficients of the polynomial

$$\Theta_\Lambda(\tau) = \sum_{x \in \Lambda} \exp(i \pi \tau \|x\|^2_2)$$

called the theta function of a lattice; these coefficients are the number of lattice vectors of a given norm. We simply use a precomputed such list in practice [18]. In our experiments, we scale lattices using a parameter $\Delta$ in which case the lattices are no longer integral; with proper de-scaling, it is elementary to continue to use the ideas above.

This simple distribution ignores any dependencies on $U$ for $p_{Z|U}$ which can be important. In our experience, the most commonly used lattice vectors have a small norm, which merit learning a distribution for them that depends on $U$. Thus whenever $\|a\|^2_2 \geq t$ for some threshold $t$, we use the simple distribution described above, and whenever $\|a\|^2_2 < t$, we use a learned probability mass function that does depend on $U$. In addition, we learn a binary flag that denotes which of the two distributions is being used and we incorporate that in the overall representation cost.

3.5 Training using a Gaussian proxy

There is a non-trivial sense in which $U$ approximates a Gaussian random vector as one increases the lattice dimension provided we use the right lattices and we already have acknowledged that [5] has significant similarities with a Gaussian VAE’s loss function. This observation leads to another way of training lattice representations, based on using the encoder and decoder obtained when training a Gaussian VAE while separately learning the parameters of a distribution over the lattice points as in Subsection 3.3. One advantage of this method is that a designer can simply focus on getting a good Gaussian VAE for a given problem, and then derive from this a lattice based VAE.

The volume, second moment and normalized second moment (NSM) of the lattice cell are defined as

$$V_\Lambda = \int_{P_\Lambda} du, \quad \sigma^2_\Lambda = \frac{1}{V_\Lambda} \int_{P_\Lambda} \|u\|^2 du, \quad G(\Lambda) = \frac{\sigma^2_\Lambda}{V_\Lambda^{2/m}}$$
respectively. The smallest possible NSM for any lattice on dimension $m$ is defined as $G_m$. The normalized second moment of an $m$-dimensional hyper-sphere is denoted by $G^*_m$. It is known that $G_m > G^*_m > 1/2\pi e \approx 0.058$, \[ \lim_{m \to \infty} G_m = 1/2\pi e; \]
in other words, there exists a sequence of lattices $\Lambda_1, \Lambda_2, \cdots$ whose NSM approaches that of a hyper-sphere as the lattice dimension $m$ grows to infinity. For example, the NSMs for the $Z$, $A_2$ and $E_8$ lattices are $0.0833$, $0.0802$ and $0.0717$ respectively. Now denote $N^*_m$ to be an $m$ dimensional Gaussian vector with independent entries each with a variance equal to $\sigma^2_A$, and let $U_m$ denote a random vector uniformly distributed over $P_0(\Lambda_m)$. Then, it is not difficult to show that \[ D_{KL}(U_m||N^*_m) = \frac{1}{2} \log(2\pi e G(\Lambda_m)), \] \[ \lim_{m \to \infty} D_{KL}(U_m||N^*_m) = 0. \] (7)
where $D_{KL}$ denotes the Kullback-Liebler divergence \[49,50\]. These observations lead to the following idea: suppose that we replace in Equation (5) the random vectors $U$ and $S$ with zero mean Gaussian vectors $U_G$ and $S_G$ with (learned) covariance matrices $\sigma^2_U I_m$ and $\sigma^2_S I_m$, respectively, in effect training a Gaussian VAE. Next, for a given lattice $\Lambda$ with corresponding basis $B$, and a given scaling parameter $\Delta$, let $\Lambda_\Delta$ be the lattice associated with basis $\Delta B$. Next, we match $\Delta$ so that the second moment of $U$, a random vector drawn uniformly over $\Lambda_\Delta$, matches exactly that of $U_G$. It is easy to see that this can be accomplished by setting
\[ \log \Delta = \frac{1}{2} \log \sigma^2_{U_G} - \frac{1}{2} \log G(\Lambda) - \frac{1}{m} \log V_\Lambda. \] (8)
Once it is time to do inference, we will “forget” that this was trained using Gaussian random variables, and instead dither the encoder output with $U$, apply lattice quantization, subtract the dither, and feed to the decoder. The idea is that matched second moments, together with the idea that good lattices have a noise distribution that eventually (as the dimension gets larger) resembles a Gaussian, results in an overall encoder/decoder network with similar behavior as that of the Gaussian one.

To complete the discrete VAE, we learn a distribution $p^{Z|U}$ over the quantized output of the encoder $K_{\Lambda_\Delta}(e(x) + U)$. An example of such a distribution can be found in Subsection 3.4. Learning the parameters of this distribution is straightforward: this can be done after the Gaussian VAE is trained, or at the same time that is being trained by using the trick in \[46\], which we do in our experiments.

3.6 Summary of algorithms
In the following we outline the algorithms we have discussed thus far. In here, $\Lambda$ is a given lattice, and $e$ and $-\log p_{X|Z-U}$ are parametrized encoder and decoder networks.

3.6.1 Direct Lattice Training
The assumptions are that $f_S$ is a fixed distribution and $\Delta$ is a free training parameter.

1. Draw $U$ uniformly distributed over $\Lambda_\Delta$.
2. Compute $e(x) - U$, then feed to the decoder obtaining the reconstruction cost $-\log p_{X|Z-U}(x|e(x) - U)$. Compute also the KL term $\log f_U(U)/f_{S-U}(e(x) - U)$.
3. Perform a step of optimization on sum of the reconstruction and KL terms in step 2.
3.6.2 Training by Gaussian proxy

The assumptions are that \( p_{\hat{Z}|U} \) is a given parametric form, and \( \sigma_{U_G}^2, \sigma_{U_S}^2 \) are training parameters.

1. Compute the matched lattice scaling factor \( \Delta \) using (8). Draw \( U \) uniformly distributed over \( \Lambda_\Delta \), and \( U_G \sim \mathcal{N}(0, \sigma_{U_G}^2 I_m) \).

2. Compute \( e(x) - U_G \), then feed to the decoder obtaining the reconstruction cost

\[
-\log p_{X|Z-U}(x|e(x) - U_G).
\]

Compute also the KL term

\[
\frac{1}{2} \left( \frac{1}{\sigma_{U_G}^2} \|e(x) - U_G\|^2 - \frac{1}{\sigma_{U_S}^2} \|U_G\|^2 - m \log \frac{\sigma_{U_G}^2}{\sigma_{U_G}^2 + \sigma_{U_S}^2} \right).
\]

3. Compute \( K_{\Lambda_\Delta}(e(x) + U) \). Calculate the code length \( -\log p_{\hat{Z}|U}(K_{\Lambda_\Delta}(e(x) + U)|U) \).

4. Optimization the sum of the reconstruction cost, the KL term and the code length.

3.6.3 Inference (for any training method)

1. Draw \( U \) uniformly distributed over \( \Lambda \).

2. Compute \( K_{\Lambda_\Delta}(e(x) + U) - U \), then feed to the decoder obtaining

\[
-\log p_{X|Z-U}(x|K_{\Lambda_\Delta}(e(x) + U) - U).
\]

3. Compute the code length

\[
-\log p_{\hat{Z}|U}(K_{\Lambda_\Delta}(e(x) + U)|U).
\]

4. The sum of (9) and (10) the (single sample) estimate for \( p_X(x) \).

The terminology "single sample" refers to the fact that the estimate is being calculated using a single \( U \) sample. It is possible, and customary in the literature, to obtain improved estimates by using the idea of importance weighted autoencoders [51]. This comes at the cost of increased complexity, proportional to the number of samples being used.

4 Evaluation

We evaluate lattice based representations in the context of a problem of density estimation with latent variables, where we consider three baselines: Gaussian VAEs, Concrete VAEs, and VQ-VAEs, the latter using straight-through estimation [32]. The first comparison we make is qualitative (Table 1). During inference time, our proposal is to do lattice quantization of the (dithered) output of an encoder, and to use a learned distribution over the lattice points as the prior in a latent variable model. This has many similarities with VQ-VAE, where the dictionary of vectors to which we could quantize is arbitrary; we could regard a lattice based system as a type of \textit{structured} VQ-VAE that has been further augmented with the idea of dithering, which allows us to make sharp statements about how it can be trained efficiently and its relation to Gaussian VAEs. In contrast, a Concrete VAE does not make a discrete representation explicit, as the output of the encoder is stochastic, and the corresponding representation cost is quantified using a KL divergence between an approximate posterior and a prior, instead of a direct probability mass function over the latent variables.
Table 1: Qualitative comparison of discrete representations

| Discrete representation | Explicit discrete representation | Gaussian model link | Group property |
|-------------------------|---------------------------------|--------------------|---------------|
| Lattices                | Y                               | Y                  | Y             |
| Categorical+Concrete    | N                               | N                  | N             |
| VQ-VAE                  | Y                               | N                  | N             |

Next we observe that lattice based discrete representations provide a vehicle for transitioning from models involving Gaussian distributions to discrete representations, a property not shared with any other discrete representation that we know of. This is expected to be useful as statisticians may have significant experience designing and training models involving Gaussians. This is a leading motivation for introducing in Subsection 3.5 the idea of training by a Gaussian proxy.

Finally, we touch on the fact that due to their inherent nature, lattices may allow us to model the idea of composition of representations, using the fact that lattices are a group, this is, a set together with an operator which satisfy the axioms of closure, associativity, identity and invertibility. This property is unique to our proposal, and in principle could be exploited to build a simple formal algebra over representations of objects which can be learned through continuous differentiation methods. Demonstrating this idea is outside of the scope of this paper, but it is a key motivation for our work.

4.1 Experiments

In reference to the algorithms described in Subsection 3.6, our experiments report results on the direct lattice training algorithm for the $\mathbb{Z}$ lattice with a Laplacian distribution for $S$ as described in Subsection 3.3 and results on training by Gaussian proxy for the $\mathbb{Z}^2$, $A_2$, and $E_8$ lattices where in the latter we learn a probability mass function $p_{\mathbb{Z}^2|U}$ over the lattice vectors as described in Subsection 3.4. It should be noted that the $\mathbb{Z}$, $A_2$ and $E_8$ lattices have the best known NSM for their respective dimensions. The main reason we use $\mathbb{Z}^2$ and not $\mathbb{Z}$ when training with Gaussian proxies is that for comparison purposes, we wanted to use exactly the same implementation as with the $A_2$ lattice (simply changing the underlying lattice basis). Our implementation of both Concrete and VQ-VAE was reached after several iterations to improve their performance. Details are in the supporting documentation. Our code will be made publicly available.

Additionally, we use product lattices. For a given lattice with dimension $m$ and basis $B$, we can create a (product) lattice with dimension $t$ (where $t$ is divisible by $m$) using the block diagonal basis $\text{diag}(\Delta_1 B, \Delta_2 B, \cdots, \Delta_{t/m} B)$ for scalar scaling parameters $\{\Delta_i\}_{1}^{t/m}$. We scale the entire basis $B$ as opposed to each row vector individually because the nearest neighbor algorithm for the $E_8$ lattice applies only in the case the basis is scaled uniformly. In the case of the $\mathbb{Z}^2$, $A_2$, and $E_8$ lattices, the scaling parameter $\Delta_i$ is selected using (8); for the $\mathbb{Z}^2+Laplace$ setting, it is learned directly.

We consider two architectures where encoder and decoder share a similar structure, with the exception of the input and output dimensions; here we describe the encoders: 1) A simple fully connected linear model $z = xA + b$ and 2) A two deterministic layer network where the first layer is a gated nonlinear network and the second layer is a fully connected network: $z = \text{relu}(\sigma(xG + b_0) \ast (xA_1 + b_1))A_2 + b_2$, where $\sigma$ denotes the sigmoid function used for gating, and $\ast$ denotes element-wise product; the former is very common in VAE studies and the latter is an architecture we found in [52].

We will report results for 112 different configurations, varying the hidden size length (16, 24, 32, 200), the network architecture (linear and gated nonlinear), the hidden layer type ($\mathbb{Z}^2$, $\mathbb{Z}^2+Laplace$, $A_2$, $E_8$, VQ-VAE, Concrete and Gaussian), and the data set (MNIST [53] and OMNIGLOT [54]). For every single configuration, we performed 30 experiments with different random seeds, leading to a total
Table 2: Test negative log likelihood for MNIST and OMNIGLOT

| samples | repr. | 16       | 24       | 32       | 200      | 16       | 24       | 32       | 200      |
|---------|-------|----------|----------|----------|----------|----------|----------|----------|----------|
|         |       | linear   | gated nonlinear |
| mnist   |       |          |           |           |          |          |           |           |          |
| 1       | Z^2   | 127.61   | 120.49   | 118.38   | 125.64   | 101.21   | 100.33   | 100.37   | 101.02   |
|         | Z+laplace | 127.40   | 120.17   | 117.85   | 125.35   | 100.82   | 100.66   | 100.82   | 108.59   |
|         | A_2   | 127.24   | 119.87   | 117.61   | 123.87   | 100.66   | 99.77    | 99.87    | 100.70   |
|         | E_8   | 126.91   | 119.43   | 117.07   | 121.15   | 100.32   | 99.72    | 99.66    | 100.09   |
|         | VQ-VAE | **126.52** | **117.50** | **111.55** | **107.21** | 103.33   | 103.66   | 103.48   | 103.77   |
|         | concrete | 137.53   | 127.08   | 121.23   | 114.86   | 119.55   | 113.10   | 110.16   | 105.39   |
|         | gaussian | 124.54   | 116.00   | 112.47   | 109.48   | 98.01    | 95.93    | 95.80    | 96.12    |
| 10K     | Z^2   | 123.05   | 114.55   | 111.45   | 114.41   | 95.60    | 94.38    | 94.35    | 94.92    |
|         | Z+laplace | 122.99   | 114.31   | 111.15   | 116.29   | 95.62    | 94.99    | 95.26    | 101.74   |
|         | A_2   | 122.76   | 114.07   | 110.91   | 113.13   | 95.03    | 94.01    | 93.93    | 94.59    |
|         | E_8   | **122.22** | **113.19** | **109.86** | 110.39   | 95.29    | **93.55** | **93.55** | **93.66** |
|         | VQ-VAE | 126.52   | 117.50   | 111.55   | **107.21** | 103.33   | 103.66   | 103.48   | 103.77   |
|         | concrete | 135.20   | 123.57   | 116.78   | 107.17   | 115.67   | 107.19   | 101.86   | 94.65    |
|         | gaussian | 119.69   | 109.95   | 106.00   | 102.48   | 91.88    | 89.55    | 89.69    | 90.05    |
| omniglot |       |          |           |           |          |          |           |           |          |
|         |       | linear   | gating nonlinear |
| samples |       |          |           |           |          |          |           |           |          |
| 1       | Z^2   | 145.54   | 141.99   | 139.94   | 146.33   | 132.95   | 129.16   | 125.79   | 128.95   |
|         | Z+laplace | 145.63   | 141.96   | 139.94   | 146.14   | 132.74   | 128.43   | 128.45   | 134.64   |
|         | A_2   | 145.10   | **141.22** | 139.31   | 144.21   | 133.15   | 127.80   | 125.16   | 128.94   |
|         | E_8   | **144.85** | 141.24   | 138.81   | 140.94   | **131.26** | **127.67** | **124.42** | **126.31** |
|         | VQ-VAE | 148.06   | 141.36   | **136.85** | **126.17** | 135.72   | 132.05   | 130.72   | 134.21   |
|         | concrete | 141.40   | 134.88   | 130.24   | 121.06   | 143.06   | 136.34   | 132.63   | 122.21   |
|         | gaussian | 142.38   | 137.34   | 133.93   | 127.35   | 130.52   | 123.82   | 120.21   | 120.33   |
| 10K     | Z^2   | 141.23   | 136.10   | 133.10   | 133.82   | 125.00   | 120.08   | 117.60   | 118.83   |
|         | Z+laplace | 141.44   | 136.25   | 133.22   | 136.53   | 124.84   | 120.30   | 119.72   | 125.24   |
|         | A_2   | 140.88   | 135.64   | 132.66   | 132.42   | 124.79   | 119.34   | 117.15   | 118.73   |
|         | E_8   | **140.37** | **134.89** | **131.47** | 129.14   | **123.57** | **118.75** | **115.75** | **116.33** |
|         | VQ-VAE | 148.06   | 141.36   | **136.85** | **126.17** | 135.72   | 132.05   | 130.72   | 134.21   |
|         | concrete | 140.40   | 133.47   | 128.39   | 117.38   | 137.51   | 128.69   | 123.09   | 112.38   |
|         | gaussian | 138.20   | 131.75   | 127.81   | 120.53   | 119.56   | 114.21   | 111.29   | 111.62   |
of 33690 experiments. Seven different learning rates are scanned twice (1e-4, 3e-4, 5e-4, 7e-4, 1e-3, 3e-3, 5e-3). After those 14 experiments, the learning rate with the best validation value is selected and used for the remaining 16. From the set of 30 experiments, the one with the best validation is chosen, and then we report on the test set performance for a single test sample or 10k test samples. We use Adam [55] as the optimizer, together with a learning rate annealing schedule that halves the learning rate after the validation loss does not show an improvement for more than 50 epochs. After 200 epochs with no improvement on the validation loss, we stop the experiment. There is no limit on the total number of epochs. Concrete’s implementation follows [40] with a temperature of 0.1, whereas VQ-VAE’s follows [15], concatenating 4 codes each with 512 vectors with the trick of adding to the loss function a term to force the encoder output to approximate the quantized output (weight factor 1/4); we scanned the options of 2 or 8 codes (with 512 vectors) or 256 and 1024 vectors (4 codes) before settling on the above. To document the computational complexity of our proposed method in its various configurations, we compare in the supporting material the empirical epoch duration times and total number of epochs with those of other baselines. The MNIST dataset we use is a commonly used static binarized version of the original dataset. The OMNIGLOT validation and test datasets are binarized by drawing Bernoulli random bits using a bias given by the original image; we use the original OMNIGLOT (non-binarized) dataset during training. The NSMs for the $\mathbb{Z}$, $A_2$ and $E_8$ lattices are 0.0833, 0.0802 and 0.0717 respectively, the best known for their respective dimensions.

The experimental results are summarized in Table 4 which is meant to illustrate two possible extremes using importance sampling [51]. To create a data compression system which compresses the latent variable first, and then compresses the data conditional on the latent variable, then test samples = 1 applies, whereas if the goal is to perform density estimation and we can tolerate high computational costs, the relevant results are for when test samples = 10K. The best result for each hidden size/test sampling/data set/model combination is highlighted, and if one optimizes over the chosen hidden layer sizes, then the best result is doubly highlighted. When highlighting, neither Gaussian nor Concrete are considered, because the former is not discrete and because the latter is not an explicit discrete representation. We summarize below our main experimental conclusions:

1. A lattice with a lower NSM leads, generally, to a better log likelihood, as we hoped. This adds evidence to the idea that lattices can approximate Gaussian performance. The differences in performance are quite small nonetheless which required very careful experimental setup; statistics on the distributions of the performance are in the supporting material.

2. Product lattices perform better for smaller hidden layer sizes than for larger ones. This is likely because of inefficiencies that are inherent in lower dimensional lattices which do not disappear when used in a product lattice construction. Our best option to overcome this is to use lattices with lower NSM (and hence higher dimensional), but good constructions with simple nearest neighbor algorithms are not elementary to find.

3. Lattice based methods improve with more test samples (as does Concrete and Gaussian) because even though they are explicit representations, they are still conditioned on randomness that helps during importance sampling. In contrast, VQ-VAE does not improve with additional importance samples because of its reliance on deterministic quantization.

4. There is no basis to prefer VQ-VAE to lattices (or vice versa) based on this experiment for the simple tasks considered herein, as their relative competitiveness appears to be dependent on the network architecture. If one wants the "group property", then lattices are the only alternative.

5. To our surprise, Gaussian is not always better than Concrete, calling into question the wisdom of assuming that the ultimate goal is to approximate a Gaussian VAE, as lattices do. Researching finite alphabet coding techniques for approximating Concrete performance is thus interesting.
5 Summary

In this article we introduced the idea of using lattices as a representation space in latent variable generative models, motivated by the fact that lattice based VAEs give us mechanisms for constructing explicit discrete representations with connections to Gaussian VAEs, and also the group property, which we intend to exploit in subsequent research to create formal algebras on latent variables that can be learned through differentiation methods. For a given variational inference loss function that employs dithered lattice quantization, we demonstrated that we can find an equivalent one that does not employ quantization by leveraging a new theorem targeting the representation cost in a lattice based variational auto encoder. Using these ideas, we derived the equations for simple integer lattice VAE, introduced ideas for training more general lattices and further specialized these to the case of training by Gaussian proxies which leverage the connection between lattice and Gaussian VAEs. Our experimental results suggest lattices can be competitive even without accounting for their special properties which are of independent interest. Our immediate next step is to study how to take advantage of the group property of lattice representations.

6 Appendix

6.1 Stochastic, deterministic and explicit representations

In the main article, when we introduced the ELBO

$$\log p_X(x) \geq E_{Z \sim Q_{Z|X}(\cdot|x)} \left[ \log \frac{p_Z(Z)}{Q_{Z|X}(Z|x)} \right] + E_{Z \sim Q_{Z|X}(\cdot|x)} \left[ \log p_{X|Z}(x|Z) \right].$$

(11)

we remarked that $Q_{Z|X}$, in its most general form provides a stochastic representation of the object $x$. The idea that the optimum such encoder is in general stochastic was surprising when it was first discovered, and it led to an proposal, called “bits-back-coding” [8] to interpret the first term in the expression above (a Kullback-Liebler divergence) as type of code, leading to the so-called information theoretic interpretation of a VAE.

The bits back coding argument is probably best discussed in the context of a data compression application. The idea here is to send $z$ at the cost of $-\log p_Z(z)$ and then $x$ at the cost of $-\log p_{X|Z}(x|z)$. Sending $z$ and then $x$ this way nonetheless in general exceeds the cost that the ELBO gives. The bits back argument is that you can “get back” some of the bits that you spent this way because you could cleverly hide a message in the choice of $z$.

A more straightforward situation (which need not rely on the bits back argument) arises if one can choose $Q_{Z|X}$ to be deterministic, because then the representation cost term collapses to a simple code length:

$$-E_{Z \sim Q_{Z|X}(\cdot|x)} \left[ \log p_Z(Z) \right].$$

The reader may object nonetheless - didn’t we just state that in general the optimum solution is stochastic? Yes, in general it is! However, the experiments in the original VQ-VAE proposal (and for that matter, even our own experiments) show that the performance from such deterministic choices may still be good. We believe that there are good theoretical explanations for this phenomenon which can be traced back to Shannon’s original coding theorems [12, 13], which connect expressions involving scalar random variables with deterministic high dimensional codes; this is left for a future exposition.

In our proposal, lattice based VAEs are not strictly speaking deterministic because representations are conditional on a dither $U$ which is assumed to be shared randomness between encoder and decoder:

$$-E_{U \sim f_U} \left[ \log p_{Z|U}(K_A(e(x_i) + U)|U) \right] - E_{U \sim f_U} \left[ \log p_{X|Z,U}(x_i|K_A(e(x_i) + U), U) \right].$$

(12)
Having said this, lattice based representations are certainly not stochastic in the original VAE sense - the reader can see in the expression above that the representation $K_{\Lambda}(e(x_i) + U)$ is very much deterministic given $U$ and that the cost of the representation is measured using a straight conditional code length $-\log p_{Z|U}$. Thus in lattice VAEs, as in VQ-VAE, one need not invoke the bits-back argument to give an interpretation to the ELBO as a coding system; in either of these two the ELBO has a much more straightforward interpretation as a two stage coding system. For this reason, we refer to both VQ-VAE and lattice based representations as explicit.

Concrete based VAEs, although undeniably allowing us to construct a latent variable model with discrete random variables, train an encoder that is not explicit in general and therefore it becomes harder to directly use it as a means of building a data compression system. It’s quite possible, nonetheless, that we may be able to find more explicit constructions of discrete representations based on the Concrete distribution idea. In this case, instead of relying on lattices on Euclidean spaces we likely want to focus our attention on finite alphabet coding theory, and in particular, the theory of linear algebraic codes. This is left for future research.

6.2 Motivating the use of covering efficient lattices

An important claim in our article is that more efficient lattices, in the sense of their Normalized Second Moment (NSM), can lead to better overall log likelihood performance in a discrete lattice variable latent model. In this section we discuss more in detail why this is a reasonable claim to make.

As a reminder, the computational network we are experimenting with uses a continuous encoder $e(x)$, a dither $U$, a quantizer $K_{\Lambda}$, a representation cost distribution $p_{Z|U}$ and a decoder $p_{X|Z,U}$ assembled together in the following end to end expression:

$$-\log p_{X|Z,U}(x|K_{\Lambda}(e(x + U)) - U) - \log p_{Z|U}(K_{\Lambda}(e(x + U))|U)$$

As with all variational autoencoders, there is an inherent tradeoff between the two terms above. If the lattice $\Lambda$ (equivalently $K_{\Lambda}$) introduces little quantization error, then the term in the left, allegedly, produces better estimates of the probability of $x$ as the information about $x$ has not been “corrupted much”. Nonetheless, if $K_{\Lambda}$ introduces little quantization error, then its output has a higher descriptive complexity (as one varies the input $x$) than compared to the output of a lattice which is allowed to introduce higher quantization error. The descriptive complexity is measured by the $-\log p_{Z|U}$ term (the pointwise conditional Shannon entropy).

One way to picture the tradeoff between descriptive complexity and the error introduced by lattice quantization is to imagine that for a fixed volume, we are filling the space in this volume with lattice cells associated with a given error (second moment):

$$\sigma^2_{\Lambda} = \frac{1}{V_{\Lambda}} \frac{1}{m} \int_{P_0(\Lambda)} \|u\|^2_2 du$$

where

$$V_{\Lambda} = \int_{P_0(\Lambda)} du,$$

and $P_0(\Lambda)$ denotes the lattice cell that contains the origin. The descriptive complexity is smallest when the number of cells needed to fill this volume is the smallest.

In Figure 2 we show a comparison of two lattices as they are used to fill the same volume (area in this case, as we are operating in two dimensions). The first lattice is the $Z^2$ lattice, and the second lattice is $A_2$. The dimensions of the drawings have been adjusted so that the second moment of both the square and hexagonal lattice cells are identical, and the square bold boxes in either of the
two drawings are identical; from the definition of the Normalized Second Moment

\[ G(\Lambda) = \frac{\sigma^2}{V_{\Lambda}^2/m} \]

and using the fact that in this case \( m = 2 \), then we obtain that

\[ G(\Lambda_{Z^2})V_{\Lambda_{Z^2}} = \sigma_{\Lambda_{Z^2}}^2 = \sigma_{\Lambda_{A^2}}^2 = G(\Lambda_{A^2})V_{\Lambda_{A^2}} \]

and therefore

\[ \frac{V_{\Lambda_{Z^2}}}{V_{\Lambda_{A^2}}} \approx \frac{G(\Lambda_{Z^2})}{G(\Lambda_{A^2})} \approx 0.963... \]

which implies that filling a large area would use at least 3\% fewer lattice points with the hexagonal lattice than with the square lattice. In Figure 2, the area in the left contains 49 lattice points whereas the one in the right contains 45 lattice points. There are nonetheless some unaccounted for sections of lattices in the borders, as the expectation is that it would take approximately 47.1... lattice cells to fill the same area.

As the reader may appreciate, the difference between the space filling efficiency of these two lattices is quite small, which created significant challenges in our experimental setup; this is one of the reasons we found it necessary to attempt a number of experiments from random seeds (30) per configuration that is higher than what can be normally found in the literature. Still, the reader may notice in the experimental results in the main paper that indeed, the hexagonal lattice system does do slightly better than the square one (here we are comparing the \( Z^2 \) and the \( A^2 \) results, not with the Laplace + \( Z \) since the latter uses a different prior than the first two).

Having stated this, our goal is, naturally, to approach Gaussian performance using practical lattice based techniques. The present article does  not accomplish this goal. The closest we got was to propose the use of the \( E_8 \) lattice.

The \( E_8 \) lattice is the subset of \( \mathbb{R}^8 \) comprised of all the integers with the following two properties:

- Either all coordinates are integers, or all are half integers.
- The sum of all coordinates is even.
Furthermore, a simple exact nearest neighbor algorithm is known [12]. Let $f(x)$ denote the act of rounding to the nearest integer all the entries of $x$ and let $g(x)$ denote the vector where the entry that would cause the largest error after rounding, is rounded the opposite (wrong) way. Then the nearest neighbor algorithm is as follows: compute $f(x), g(x), f(x - 0.5) + 0.5, g(x - 0.5) + 0.5$, and choose the one that is closest to $x$.

At the present moment, the $E_8$ lattice has the best known Normalized Second Moment amongst all lattices in 8 dimensions. As it can be seen from the results in the main paper, we were able to show that using the $E_8$ lattice further improves log likelihood performance beyond that of the hexagonal $A_2$ lattice.

To gain additional performance, higher dimensional lattices are called for. One possibility is to use the 24 dimensional Leech lattice [16, 43, 56], which can be constructed using the $E_8$ lattice; nearest neighbor algorithms for this lattice have been proposed [57].

7 Additional Experimental statistics

7.1 Experimental resolution

One key question is whether the experimental setup we have conceived has sufficient resolution to assert our claim that improving the Normalized Second Moment can improve the overall VAE performance.

In Tables 5 and 6 we report mean and standard deviation for all the experiments that we did for any particular configuration. The standard deviations shown are often in the order of the gaps separating techniques that are very close in performance (but for which we claim we have statistical evidence of them being different). Having said this, the average performance is not as important as the best performance, and therefore, to establish our claim it is necessary to rely on other ways of analyzing the data.

What we decided to do is to compute the probability that particular type of intermediate representation is better than another one when sampling at random from their respective experiments (each with different random seeds and potential different learning rates), and comparing the results. The corresponding results can be found in Table 5.

The way to interpret these results is that they are answering the question: is a representation in a row better than a representation in a column? If the corresponding entry in the table is larger than $1/2$, it implies that more than half of the time the answer to this question is "yes", and therefore a number close to 1 suggests confidence that this is indeed the case.

Examination of these tables results, in our opinion, in an endorsement of the main claims of the paper: improving the Normalized Second Moment (excluding $Z+$-Laplace, which uses a different training algorithm and prior), results in a better result, and furthermore, VQ-VAE and the $E_8$ switch their place as the best system depending on the type of model being used. It must be noted that while VQ-VAE and Concrete typically obtained even better results for the hidden size 200, the lattice based methods did not (and in fact they became worse), and therefore in principle these tables do not reflect the entire story; still we believe they do bring confidence that the comparisons done in the main paper have validity.

7.2 Epoch Elapsed times

Our experiments used V100 GPUs running on either x86 or PowerPC hosts. In Table 4 we document the elapsed times, in milliseconds, for one training epoch for the OMNIGLOT and gated nonlinear model. It can be seen that the fastest algorithms are VQ-VAE, Gaussian, and the Laplace+$Z$ lattice based VAE but at the same time, the lattice based methods are quite practical.
Table 3: Competitive comparison for hidden dimension 32

| MNIST, linear | \(Z^2\) | \(Z+\text{Laplace}\) | \(A_2\) | \(E_8\) | VQ-VAE | Concrete | Gaussian |
|---------------|--------|------------------|--------|--------|--------|----------|----------|
| \(Z^2\)      | 0.48   | 0.00             | 0.00   | 0.00   | 0.00   | 1.00     | 0.00     |
| \(Z+\text{Laplace}\) | 1.00   | 0.48             | 0.00   | 0.00   | 0.00   | 1.00     | 0.00     |
| \(A_2\)      | 1.00   | 1.00             | 0.48   | 0.01   | 0.00   | 1.00     | 0.00     |
| \(E_8\)      | 1.00   | 1.00             | 0.99   | 0.48   | 0.00   | 1.00     | 0.00     |
| VQ-VAE       | 1.00   | 1.00             | 1.00   | 1.00   | 0.48   | 1.00     | 0.04     |
| Concrete     | 0.00   | 0.00             | 0.00   | 0.00   | 0.00   | 0.48     | 0.00     |
| Gaussian     | 1.00   | 1.00             | 1.00   | 1.00   | 0.96   | 1.00     | 0.48     |

| MNIST, gated | \(Z^2\) | \(Z+\text{Laplace}\) | \(A_2\) | \(E_8\) | VQ-VAE | Concrete | Gaussian |
|---------------|--------|------------------|--------|--------|--------|----------|----------|
| \(Z^2\)      | 0.48   | 0.82             | 0.08   | 0.03   | 1.00   | 1.00     | 0.00     |
| \(Z+\text{Laplace}\) | 0.18   | 0.48             | 0.07   | 0.01   | 1.00   | 1.00     | 0.00     |
| \(A_2\)      | 0.92   | 0.93             | 0.48   | 0.29   | 1.00   | 1.00     | 0.00     |
| \(E_8\)      | 0.97   | 0.99             | 0.71   | 0.48   | 1.00   | 1.00     | 0.00     |
| VQ-VAE       | 0.00   | 0.00             | 0.00   | 0.00   | 0.48   | 1.00     | 0.00     |
| Concrete     | 0.00   | 0.00             | 0.00   | 0.00   | 0.00   | 0.48     | 0.00     |
| Gaussian     | 1.00   | 1.00             | 1.00   | 1.00   | 0.96   | 1.00     | 0.48     |

| OMNIGLOT, linear | \(Z^2\) | \(Z+\text{Laplace}\) | \(A_2\) | \(E_8\) | VQ-VAE | Concrete | Gaussian |
|------------------|--------|------------------|--------|--------|--------|----------|----------|
| \(Z^2\)         | 0.48   | 0.63             | 0.00   | 0.00   | 0.00   | 1.00     | 0.00     |
| \(Z+\text{Laplace}\) | 0.37   | 0.48             | 0.00   | 0.00   | 0.00   | 1.00     | 0.00     |
| \(A_2\)         | 1.00   | 1.00             | 0.48   | 0.29   | 0.00   | 1.00     | 0.00     |
| \(E_8\)         | 1.00   | 1.00             | 0.71   | 0.48   | 0.01   | 1.00     | 0.00     |
| VQ-VAE          | 1.00   | 1.00             | 1.00   | 0.99   | 0.48   | 1.00     | 0.00     |
| Concrete        | 1.00   | 1.00             | 1.00   | 1.00   | 0.48   | 1.00     | 1.00     |
| Gaussian        | 1.00   | 1.00             | 1.00   | 1.00   | 1.00   | 0.00     | 0.48     |

| OMNIGLOT, gated | \(Z^2\) | \(Z+\text{Laplace}\) | \(A_2\) | \(E_8\) | VQ-VAE | Concrete | Gaussian |
|------------------|--------|------------------|--------|--------|--------|----------|----------|
| \(Z^2\)         | 0.48   | 1.00             | 0.04   | 0.00   | 1.00   | 1.00     | 0.00     |
| \(Z+\text{Laplace}\) | 0.00   | 0.48             | 0.00   | 0.00   | 0.88   | 0.85     | 0.00     |
| \(A_2\)         | 0.96   | 1.00             | 0.48   | 0.04   | 1.00   | 1.00     | 0.00     |
| \(E_8\)         | 1.00   | 1.00             | 0.96   | 0.48   | 1.00   | 1.00     | 0.00     |
| VQ-VAE          | 0.00   | 0.12             | 0.00   | 0.00   | 0.48   | 0.64     | 0.00     |
| Concrete        | 0.00   | 0.15             | 0.00   | 0.00   | 0.36   | 0.48     | 0.00     |
| Gaussian        | 1.00   | 1.00             | 1.00   | 1.00   | 1.00   | 1.00     | 0.48     |

Table 4: Elapsed time in milliseconds for OMNIGLOT and the gated nonlinear model

| hiddenrepr. | Omniglot | Gated nonlinear | 1s | 1d |
|-------------|----------|----------------|----|----|
| 16          | 1580.62  | 1926.99        | 1973.80 |
| 24          | 1059.85  | 1109.95        | 1278.91 |
| 32          | 1509.57  | 2034.65        | 2077.38 |
| 16          | 1985.97  | 2367.38        | 2476.59 |
| 24          | 1029.14  | 889.03         | 927.82 |
| 32          | 1405.04  | 1198.54        | 1371.35 |
| 16          | 869.81   | 1417.53        | 1266.50 |
8 Additional implementation details

8.1 Simulating a random variable uniformly distributed over a lattice cell

Let $V$ be a random row $m$ vector with independent entries uniformly distributed over $[0,1]$ and define

$$W = VB$$

A random variable uniformly distributed over the lattice cell is then given by $W - K_\Lambda(W) \in P_0(\Lambda)$.

8.2 Our implementation of Concrete

Our first attempt at implementing Concrete VAEs followed that of the original article [38], but we encountered difficulties in obtaining good performance. We settled on an idea found in a tensorflow implementation of [40] (see also [39]). The idea is to use, during training, an expression that is not guaranteed to be a lower bound on the log likelihood, yet in practice, appears to work well. During inference time, a proper lower bound is used. The details can be found in our implementation, released with this article.
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