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Abstract
Unsupervised blind source separation methods do not require a training phase and thus cannot suffer from a train-test mismatch, which is a common concern in neural network based source separation. The unsupervised techniques can be categorized in two classes, those building upon the sparsity of speech in the Short-Time Fourier transform domain and those exploiting non-Gaussianity or non-stationarity of the source signals. In this contribution, spatial mixture models which fall in the first category and independent vector analysis (IVA) as a representative of the second category are compared w.r.t. their separation performance and the performance of a downstream speech recognizer on a reverberant dataset of reasonable size. Furthermore, we introduce a serial concatenation of the two, where the result of the mixture model serves as initialization of IVA, which achieves significantly better WER performance than each algorithm individually and even approaches the performance of a much more complex neural network based technique.

1 Introduction
In the field of speech signal processing, Blind Source Separation (BSS) is concerned with separating a mixture of speech signals into the contributions of the individual speakers. Formulating BSS as a supervised learning problem, neural networks have excelled in this task, even if the mixture signal is recorded by a single microphone only. However, their performance heavily depends on the absence of a mismatch between the, typically artificially mixed, training data and the test scenario. Furthermore, neural network based single channel source separation as of today breaks down in the presence of reverberation.

On the other hand, signal processing based approaches, such as Spatial Mixture Models (SMMs) [1,2] and the class of Independent Component Analysis (ICA) [3,4] based algorithms, are unsupervised methods, that do not require a training phase and thus cannot suffer from a train-test mismatch. These are multi-channel techniques and good separation performance has been reported even if the input signals are reverberated.

SMMs and ICA based techniques rely on quite different modeling assumptions. The core assumption of SMM based source separation is the sparsity in the Short-Time Fourier Transformation (STFT) domain: at any time-frequency (TF) bin at most one of the sources is active, while the contribution of the others is negligibly small. Based on this, the posterior probability of source activities for each TF bin and the parameters of the statistical model of the multi-channel observations can be estimated with the Expectation-Maximization (EM) algorithm. Typical models are the Watson [1] and the complex Angular Central Gaussian (cACG) [2] mixture models. The actual separation is performed with the source activity posteriors which are interpreted as masks: A source signal can be retrieved either by simply multiplying the STFT representation of the mixture signal by the speaker’s mask or by beamforming. In the latter case, the mask is employed to compute source-specific spatial covariance matrices, from which the beamformer coefficients of common beamformers can be obtained [3]. Note that the number of sources $K$ can be smaller, equal or larger than the number of microphones $M$. The only requirement is that at least two microphones are available ($M \geq 2$). It should also be mentioned that, with SMMs, each frequency is usually treated independently, which incurs a frequency permutation problem: the order of speakers in each frequency is undefined and needs to be aligned by a so-called permutation solver, e.g., [9], before transformation to the time domain.

Independent Vector Analysis (IVA), on the other hand, does not employ a sparsity assumption. Based on ICA, the core assumption is that sources are either non-Gaussian, non-stationary or non-white [10], or even non-proper [11]. In case of speech considered here, non-Gaussianity and non-stationarity are the most common assumptions. Most IVA algorithms assume a determined case, i.e. the number of speakers $K$ is equal to the number of observations $M$. This is because IVA assumes the observation is obtained with an invertible mixing matrix from the source signals. Source separation is thus obtained by reverting this mixing process. However, an extension to the overdetermined case where $M > K$ can be obtained, e.g., by dimension reduction through Principal Component Analysis (PCA) [12], by introducing dummy sources [13] or by simply discarding $M - K$ microphone channels. Note that IVA treats all frequencies jointly and thus does not require a frequency permutation solver.

Surprisingly, no direct comparison of SMMs and IVA on a reasonably sized database has been done so far, at least to the best of our knowledge. This paper is meant to fill this gap. Here we use the Spatialized Multi-Speaker WallStreet Journal (SMS-WSJ) dataset proposed by [13]. This dataset offers up to $M = 6$ observations which contain mixed signals from two speakers. Additionally, the observations are reverberated and contain mild microphone noise. As evaluation metric we use the Signal-to-Distortion Ratio (SDR) [15] and the Word Error Rate (WER) of a downstream speech recognizer.

Since SMMs and IVA rely on quite different modeling assumptions they may have complementary weaknesses and strengths, which makes a combination of the two an attractive option. Here, we suggest a serial concatenation, where the output of the SMM serves as an initialization of IVA. With this the WER performance can be improved by more than 10% relative and approaches the best WER reported on this dataset, which has been obtained by a much more complex multi-channel neural-network based source separator.

The rest of this paper is organized as follows, Section 2 describes the model and the two algorithms and the way we initialize the IVA algorithm. The setup of the experiments and the discussion of the results are in Section 4. Section 5 summarize this paper.

2 Notation
In this paper we use the following notation, small characters $x$, bold characters $\mathbf{x}$ and bold capital characters $\mathbf{X}$ defines scalars, column vectors and matrices, respectively. $\epsilon_k$ defines a unit vector, which is the $k$‘th column of the identity matrix $\mathbf{I}_K \in \mathbb{R}^{K \times K}$. The superscript $T$ and $H$ denote the matrix transpose and the conjugate transpose of a matrix, respectively. All signals in this paper are in the STFT domain, with $t$ and $f$ being the time frame and the frequency bin index, respectively.

3 Model
Let $s_{f,t} = [s_{f,t,1} \ldots s_{f,t,K}]^T \in \mathbb{C}^K$ be the vector of $K$ source signals at frequency bin index $f$ and time frame $t$. The “image” of this mixture at the $M$ microphones is given by

$$\mathbf{x}_{f,t} = \sum_{k=0}^{M} a_{f,t,k} s_{f,t,k}$$
where $x_{f,t,k} \in \mathbb{C}^M$ and where $a_{f,t,k} \in \mathbb{C}^M$ is the vector of relative transfer functions from the source $k$ to the microphones.

The microphone signals further contain noise resulting in the observation vector $y_{f,t} \in \mathbb{C}^M$:

$$y_{f,t} = \sum_k x_{f,t,k} + \tilde{n}_{f,t}$$  \hspace{1cm} (2)

Here, we introduced the early part of the reverberated signal $d_{f,t,k}$ and $h_{f,k}$ represents the early part of the Relative Transfer Function (RTF), while the distortion $n_{f,t}$ captures both the noise $n_{f,t}$ and the late reverberation $\gamma_{f,t}$. In Eq. (2), $H_f \in \mathbb{C}^{M \times K}$ and $d_{f,t,k} \in \mathbb{C}^K$ collect the early part of the RTFs and desired signals, respectively.

In the following, we describe two separation algorithms: SMM with source extraction by beamforming, and IVA. Both conduct a linear estimation, but the core assumptions are quite different as we will see.

### 3.1 Spatial Mixture Model

SMMs rely on the sparsity assumption of speech in the STFT domain: At most one source is active at any time frequency bin. Let $z_{f,t} \in \{0,1,\ldots,K\}$ be a hidden variable, where $z_{f,t} = k$ indicates that source $k$ is dominant in TF bin $(f,t)$, and $k = 0$ is meant to indicate absence of a speech source. Then sparsity implies that Eq. (3) can be rewritten as

$$y_{f,t} = \begin{cases} h_{f,z_{f,t}} d_{f,t,z_{f,t}}, & z_{f,t} \in \{1,\ldots,K\} \\ 0, & z_{f,t} = 0. \end{cases}$$  \hspace{1cm} (4)

With this assumption, a mixture model is appropriate to represent the distribution of $y_{f,t}$:

$$p(y_{f,t};\pi_{f,k},B_{f,k}) = \sum_k \pi_{f,k} \cdot A(y_{f,t};B_{f,k}),$$  \hspace{1cm} (5)

where $A(\cdot)$ is the component distribution, for which we used the eACG in the following experiments. The input for the SMMs is the observation normalised to unit length

$$\tilde{y}_{f,t} = \frac{y_{f,t}}{|y_{f,t}|} \in \mathbb{C}^M.$$  \hspace{1cm} (6)

The rationale for the removal of the vector length is the fact that the signal amplitude is mainly determined by the source signals, and the spatial diversity of the sources is exploited for separation.

#### 3.1.1 Parameter estimation

Maximum likelihood estimation of the SMM parameters is achieved by the iterative EM algorithm \[14\]:

$$\gamma_{f,t,k} = \frac{\pi_{f,k} \cdot A(\tilde{y}_{f,t};B_{f,k})}{\sum_k \pi_{f,k} \cdot A(\tilde{y}_{f,t};B_{f,k})}.$$  \hspace{1cm} (7)

$$B_{f,k} = \frac{M \cdot \gamma_{f,t,k}}{\sum \gamma_{f,t,k} \cdot \tilde{y}_{f,t} \tilde{y}_{f,t}^H \sum \gamma_{f,t,k} \cdot \tilde{y}_{f,t}}$$  \hspace{1cm} (8)

$$\pi_{f,k} = \frac{1}{M} \sum \gamma_{f,t,k}.$$  \hspace{1cm} (9)

Here, $\gamma_{f,t,k} = \Pr(z_{f,t} = k|\tilde{y}_{f,t})$ is the posterior probability that TF bin $(f,t)$ is dominated by source $k$. Further, $B_{f,k}$ is a parameter matrix. Please note that the mixture weight $\pi_{f,k}$ has been chosen here to be time dependent \[17\].

While, in theory, the time dependent mixture weight \[12\] avoids the frequency permutation problem, experiments showed that more reliable estimates are obtained, if a permutation solver is nevertheless integrated in the EM algorithm, i.e., applied after each EM step \[18\]. We use an unpublished similarity based permutation solver from Tran Vu \[1\] similar to \[9\] and apply it after Eq. (7).

### 3.2 Beamforming

The SMM does not yield an estimate of the source signals. Signal extraction is done by interpreting the posterior probabilities $\gamma_{f,t,k}$ as a mask. The $k$-th source can be recovered simply by multiplying the observed signal with the posterior probability. But superior performance is achieved by employing the mask to compute spatial covariance matrices, which are then used to calculate a Minimum Variance Distortionless Response (MVDR) beamformer \[19\] with an SDR based reference channel selection \[8\]. Finally, we obtain the estimate with

$$\hat{d}_{f,t,k} = w_{f,k}^H y_{f,t},$$  \hspace{1cm} (10)

where $w_{f,k}^H$ are the beamformer coefficients.

### 3.3 Independent Vector Analysis

IVA \[4,5\] is an extension of ICA \[3,7\]. In ICA we assume that the observation $y_{f,t}$ is obtained by a linear combination of the “source” signals $d_{f,t}$:

$$y_{f,t} = H_f d_{f,t},$$  \hspace{1cm} (11)

where it is assumed, that the mixing matrix $H_f \in \mathbb{C}^{M \times K}$ is invertible. This implies that the number of sources $K$ is equal to the number of microphones $M$. The goal is then to find a separation matrix $W_f \in \mathbb{C}^{K \times M}$ that estimates the source signals $d_{f,t}$

$$d_{f,t} = W_f y_{f,t},$$  \hspace{1cm} (12)

where the key assumption is, that the source signals are independent.

The difference between ICA and IVA is that ICA assumes an independent source model for each frequency, while in IVA the source models are coupled between the frequencies. Here, the coupling is given by the time-varying, however frequency-independent variance $r_{f,k}$ of the source models:

$$p(d_{f,t,k}) = \prod_k N(\hat{d}_{f,t,k};0,r_{f,k}),$$  \hspace{1cm} (13)

Source separation thus exploits the nonstationarity of the sources, rather than the non-Gaussianity.

The separation matrix $W_f$ is commonly estimated with the maximum likelihood approach. To accommodate the overdetermined case, where the number of microphones exceeds the number of sources ($M > K$), we here follow the approach of Overdetermined IVA (OverIVA) in \[13\]. They proposed to add $M - K$ dummy sources $v_{f,t} = [v_{f,t,1} \ldots v_{f,t,M-K}]^T$, so that no dimension reduction technique is necessary. For the $M - K$ estimates, they proposed to use a Gaussian model with a time-invariant but frequency dependent covariance, which stands in contrast to the time-varying frequency independent variances $r_{f,k}$ used for the true sources. In \[13\] it is shown that the dummy sources $v_{f,t}$ can be modeled as dependent variables without negatively affecting the estimation of the sources of interest $d_{f,t}$, while at the same time allowing to find a simpler solution. Hence we use a full covariance matrix $\Sigma_f$ in:

$$p(v_{f,t}) = \mathcal{N}(v_{f,t};0,\Sigma_f).$$  \hspace{1cm} (14)

Now we can define the square separation matrix

$$W_f = [W_f \ U_f] \in \mathbb{C}^{M \times M},$$  \hspace{1cm} (15)

and use complex linear random variable transformation \[20\] for

$$y_{f,t} = W_f^{-1} [d_{f,t} \ v_{f,t}]^T$$  \hspace{1cm} to obtain the likelihood:

$$L = p(y_{f,t}; \forall f \in \{1,\ldots,F\} \ tin \{1,\ldots,T\}; \theta) = \prod_{f} \prod_{t} \mathcal{N}(U_f y_{f,t};0,\Sigma_f)$$  \hspace{1cm} (16)

where

$$\prod_{f,t} \mathcal{N}(W_f y_{f,t};0,\Sigma_f) \prod_{k} \mathcal{N}(w_{f,k}^H y_{f,t};0,r_{f,k}).$$  \hspace{1cm} (17)

\[1\] Code is published: https://github.com/fgnt/pb_bss

\[2\] Note, though, that when averaging over the distribution of the variances (typically a Gamma distribution), the resulting predictive distribution is student-t, i.e., is supergaussian.
Algorithm 1 OverIva inspired by [13]

1: Initialize $W_f$
2: while not converged do
3:   for $k \in \{1, \ldots, K\}$ do
4:     $r_{t,k} \leftarrow \frac{1}{T} \sum_{t} y_{f,t} y_{f,t,k}^H$ \quad $\forall t$
5:   for $f \in \{1, \ldots, F\}$ do
6:     $R_{f,k} \leftarrow \frac{1}{T} \sum_{t} r_{t,k} y_{f,t} y_{f,t,k}^H$
7:     $w_{f,k} \leftarrow \left( W_f R_{f,k} \right)^{-1} e_k$
8:     $w_{f,k} \leftarrow w_{f,k} / \sqrt{w_{f,k}^H R_{f,k} w_{f,k}}$
9:     update $k$-th row of $W_f$ with $w_{f,k}^H$
10:     $J_f \leftarrow \left( E_2 \Sigma_{y,f} W_f^H \right) \left( E_1 \Sigma_{y,f} W_f^H \right)^{-1}$
11:     $U_f \leftarrow \left[ J_f - I_{M-K} \right]$
12:     $W_f \leftarrow \left[ W_f \quad U_f \right]$

where $w_{f,k}$ is an entry of $W_f = \left[ w_{f,1} \ldots w_{f,K} \right]^H$ and $\theta$ are all parameters, i.e. $W_f$ and $r_{t,k}$ for every $f$, $t$ and $k$.

3.2.1 Parameter estimation

Since no closed form solution is known, the likelihood is maximized in an iterative fashion, similar to [21] [22]. Algorithm 1 summarizes the update rules for the OverIva parameter estimation presented by [13]. The maximization regarding the separation matrix leads to the Hybrid Exact-Approximate Joint Diagonalization (HEAD) Problem [23], which also has no closed form solution if the number of sources is greater than two [21] [24] [25]. So we update the separation matrix in another iterative update scheme proposed by [22]. In the algorithm we used the following notation

$$E_1 = \left[ I_K \quad 0_{K \times M-K} \right] \in C^{K \times M},$$

$$E_2 = \left[ 0_{M-K \times K} \quad I_{M-K} \right] \in C^{(M-K) \times M}.$$ 

Further,

$$\Sigma_{y,f} = \frac{1}{T} \sum_{t} y_{f,t} y_{f,t}^H \in C^{M \times M},$$

is the covariance matrix of the observations.

After the separation has been performed with Eq. (12), the scaling ambiguity of the sources is resolved with the minimum distortion principle [26]

$$\hat{\beta}_{f,k} = \arg\min_{\beta_{f,k}} \sum_{t} \| y_{f,t} - \beta_{f,k} d_{f,t,k} \|^2,$$  \quad (20)

where $r$ is a reference microphone index and $\hat{\beta}_{f,k}$ a scalar to fix the scaling ambiguity. This leads to

$$d_{f,t,k} \leftarrow \frac{\sum_{t} y_{f,t} r_{f,t,k} d_{f,t,k}}{\sum_{t} |d_{f,t,k}|^2},$$

where $(\cdot)^*$ is the complex conjugate operation.

3.2.2 Parameter initialization

To start the estimation iterations for IV A an initialization of the separation matrix $W_f$ is necessary. The simplest option is to employ the identity matrix for $W_f$. A more elaborated way is to use the eigenvectors of $\Sigma_{y,f}$ that belong to the largest eigenvalues [13] and then calculate $W_f$ with the help of lines 10 to 12 from Algorithm 1.

However, initialization of an iterative algorithm turns out often times to be critical for overall performance. Therefore, we see here an opportunity for combining the two approaches for source separation: using the result of the SMM to initialize IVA.

Let $d_{f,t,k}$ be the estimates of the separated signals obtained by the SMM. The separation coefficients $w_{f,k}$ of IVA can then be initialized by solving the following least squares (LS) problem

$$w_{f,k} = \arg\min_{w_{f,k}} \sum_{t} \| d_{f,t,k} - w_{f,k}^H y_{f,t} \|^2,$$  \quad (22)

whose solution is well-known:

$$w_f = \left( \sum_{f} y_{f,t} y_{f,t}^H \right)^{-1} \sum_{f} y_{f,t} d_{f,t,k}.$$  \quad (23)

We mentioned earlier that source extraction based on SMMs is done by beamforming. Therefore, it appears natural to use the beamforming vectors, such as $w_{f,k}^H$, directly as the initial values of the separation matrix. Indeed, this is a valid option, since the beamformer coefficients have been derived as linear estimates that optimize some objective function, such as mean squared error or minimum variance under a distortionless constraint. In the following we will, for reasons to be explained below, use different STFT sizes for SMM and IVA based separation. While transforming the coefficients from one STFT size to another is in principle possible, it is easier to obtain the coefficients in the target STFT window size by solving the above LS problem.

Note, in case of the same STFT window size and shift in SMM and IVA, the beamformer is equal to the least squares estimate from Eq. (23), which can be seen, when we use Eq. (10) in Eq. (22):

$$w_{f,k} = \arg\min_{w_{f,k}} \left\{ \sum_{t} w_{f,k}^H y_{f,t} y_{f,t} - w_{f,k}^H y_{f,t}^2 \right\}.\quad (24)$$

4 Experiments

For evaluating the models, we use the SMS-WSJ dataset proposed in [14]. This dataset uses the audio data from the WSJ Database [27], resampled to 8 kHz sampling rate. Utterances are artificially reverberated by convolving with simulated Room Impulse Responses (RIRs) with the sound decay time $T_{60}$ sampled uniformly in the range from 200 to 500ms, to create observations for 6 microphones. Two utterances are added at an average SDR of 0dB to create a mixture. Further, to simulate the microphone noise, Gaussian noise with an average Signal-to-Noise Ratio (SNR) of 25 dB is added.

The models in this paper don’t require a training, so only the test set is used. This set contains 1,332 mixtures, 45,144 spoken words giving rise to 201 minutes of test data.

As performance metrics we use the SDR [15] and the WER. For the WER calculation we used the Kaldi [28] Automatic Speech Recognition (ASR) model for this database [14].

4.1 Baseline and Topline

The first row of Table 1 shows the SDR and the WER if the observations are taken as they are, i.e., without any separation. Furthermore, for each speaker separately, the early image signal [29] are used [14] [16]. This corresponds to perfect dereverberation and source separation, serving as topline for our experiments.

Next, those image signals are used as initialization for the IVA separation matrix, i.e., replacing $d_{f,t}$ by $d_{f,t}$ in Eq. (22), which can serve as another indication of which performance is best possible. Note that the performance strongly depends on the STFT window size and the STFT advance, with longer windows leading to improved performance up to 2048. This was to be expected because the approximation of a convolution by a simple multiplication in the STFT domain, Eq. (3), (so-called multiplication transfer function approximation [29]) is better justified.

The early image is the speech source convolved with the initial 50ms of the RIR

Table 1: Reference scores on SMS-WSJ. Early image is the speech source convolved with the initial part of the RIR [13].

| Observation | Size / Shift | WER [%] | SDR [dB] |
|-------------|--------------|---------|----------|
| Early image | 15ms / /16   | 7.24    | 57.10    |
| + linear constraint: Eq. (22) | 1024 / 128  | 11.64   | 16.33    |
| + linear constraint: Eq. (22) | 2048 / 256  | 9.29    | 20.07    |
In all following simulations, $M = 6$ microphones are used for separation and the number of considered sources are $K = 3$. Following up on the effect of the STFT size, Table 2 shows the performance of the source separation algorithms SMM and IVA for different STFT window sizes and shifts. The result in the first row is the baseline result from [14]. It can be observed that SMM obtains its best results for an STFT size of 1024, while IVA can be further improved by increasing the size to 2048. This can be explained by the fact that SMM builds upon the sparsity of speech in STFT domain, which is lost if the STFT size is chosen too large, while IVA does not have to bother with sparsity and therefore can afford larger sizes.

Further, it is striking that IVA clearly outperforms SMM based source separation. It should also be mentioned that the SDR is not always a good indicator of WER performance. Comparing the results in the last two rows, although the SDR improves by only 0.19 dB, the WER decreases by more than two percentage points! We will come back to this discrepancy below.

### 4.3 Model Chaining

Table 3 displays results obtained with the initialization of the IVA separation matrix using the SMM output. Using the initialization improves the results of IVA. While the SDR is improved by only 0.15 dB, the WER improved by more than 1 percentage point compared to the best results in Table 2.

In order to shed some light on the significance of the SDR on WER, Fig. 1 displays the cumulative distribution function of the SDR for different models. Here we can see that IVA achieves very low SDR values for some examples: Without the SMM-based initialization, 3.2% of the examples separated by IVA achieved a SDR of $\leq 7$ dB. With the SMM-based initialization, the number of poorly separated mixtures is reduced to 2%.

Mixtures with such low separation performance will cause recognition errors in the ASR engine. Thus, reducing the percentage of poorly separated mixtures may not have a large impact on the average SDR performance, but nevertheless have significant effect on the average WER.

### 4.4 Dereverberation and Comparison with State-of-the-Art

Since the data is reverberated and since the source separation algorithms by themselves are not meant to carry out dereverberation, we experimented with Weighted Prediction Error (WPE) [30, 31] as a preprocessing step in front of source separation. WPE is a powerful dereverberation algorithm which has led to improved ASR performance on many databases.

4%We observed better performance, if we used a separate class for the noise: 2 speakers plus noise amount to a total of 3 classes.

### 5 Conclusion

In this paper, two unsupervised blind source separation techniques are compared on the SMS-WSJ dataset. It is shown that IVA outperforms SMM. Furthermore, initializing IVA with the output of SMM further improved the WER performance of IVA by about 1 percentage point or 10% relative. In a comparison with results from the literature, the unsupervised techniques have shown to get close to the best NNs, without being array dependent and outperform array agnostic NN approaches.
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