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ABSTRACT. We describe a quaternionic-based Ansatz generalizing the Gibbons-Hawking Ansatz to a class of hyperkähler metrics with hidden symmetries. We then apply it to obtain explicit expressions for gravitational instanton metrics of type $D_k$.

1. INTRODUCTION

Through the guise of hypercomplex structures, quaternions play a central role in the definition of hyperkähler spaces. However, in practice, as one progresses towards more explicit descriptions of hyperkähler metrics, the quaternionic structure is, as a rule, relegated to relative obscurity while some symmetry principle takes the center stage instead. Thus is the case for example of the class of hyperkähler metrics described by the Gibbons-Hawking Ansatz, where an abelian tri-Hamiltonian symmetry plays the leading role. Or that of the Atiyah-Hitchin metric on the centered moduli space of charge-2 monopoles, to give another well-known example, where the manifest role is played by an $SO(3)$ symmetry rotating the hyperkähler structure.

In this paper we will try to make the case that this is not as much a necessity as a choice. We will argue that it is, in other words, possible to bring the quaternions up front—in the form of quaternionic coordinates for the hyperkähler space—and relegate the symmetries to the background. While for classical symmetries this offers nothing more than an alternative, the real advantage of this approach becomes apparent when we consider hyperkähler metrics with hidden symmetries, for which we do not have entirely satisfactory symmetry-based descriptions.

More specifically, we do two things. First, we recast a class of hyperkähler metrics with hidden symmetries discovered by Lindström and Roček into a quaternionic coordinate frame to obtain an Ansatz which for this class is essentially what the Gibbons-Hawking Ansatz is for the class of hyperkähler metrics with maximal toric tri-Hamiltonian symmetry. The key to achieving this consists in expressing a certain spinorial object in spherical (read quaternionic) coordinates, a process which naturally requires the introduction of an auxiliary
elliptic curve. Second, we use this Ansatz to give an explicit description of gravitational instanton metrics of type $D_k$ in terms of associated quasi-elliptic functions.

Gravitational instantons are by definition complete connected four-dimensional hyperkähler Riemannian manifolds. When the manifold is non-compact with one end this definition is supplemented with a requirement that the metric approaches according to a certain prescription the flat metric at infinity. Thus, *asymptotically locally Euclidean* (ALE) metrics are required to approach the flat metric on $\mathbb{R}^4/\Gamma$, with $\Gamma$ a finite subgroup of $SU(2)$, at a certain decay rate (as well as appropriate decay rates in the derivatives). According to whether $\Gamma$ is a cyclic, binary dihedral, tetrahedral, octahedral or dodecahedral subgroup of $SU(2)$, these are divided into two infinite discrete series, $A_k$ and $D_k$, and three exceptional types, $E_6$, $E_7$ and $E_8$. *Asymptotically locally flat* (ALF) metrics, on another hand, approach by definition the flat metric of an $S^3$-fibration over $\mathbb{R}^3$ or $\mathbb{R}^3/\mathbb{Z}_2$ minus a large geodesic ball, with fibers of asymptotically constant length. The boundary of the geodesic ball is diffeomorphic to $S^3/\Gamma$, where $\Gamma$ is either the the cyclic subgroup of $SU(2)$ in the first case, or the binary dihedral one in the second (see e.g. [29]).

In [21] Kronheimer gave a full classification of ALE gravitational instantons, constructing them by means of the hyperkähler quotient construction of [17] and showing, moreover, that they are diffeomorphic to minimal resolutions of the Kleinian singularities $\mathbb{C}^2/\Gamma$. Although otherwise very powerful, the hyperkähler quotient approach is not very good at producing explicit metrics. Such metrics have nevertheless been constructed in the $A_k$ case earlier on by Hitchin in [13], who used a different, twistor-theoretic route, on minimal resolutions of Kleinian singularities of corresponding type. Despite the fact that the metrics he derived in this way, the so-called multi-center Eguchi-Hanson metrics, were already known from the work of Gibbons and Hawking [10], Hitchin’s approach shone a powerful conceptual light on the problem and contained in it the seeds of Kronheimer’s generalization. The approach has more recently been extended in part to the $D_k$ case in [6], but the metric formulas derived there are somewhat unwieldy and still in a largely implicit form.

Geometrically, the principal difference between the $A_k$ and $D_k$ metrics lies in their symmetries: a tri-Hamiltonian one in the first case, respectively a hidden one of precisely the type we have considered in the second. So in the same way as the Gibbons-Hawking Ansatz can be used to construct explicitly the $A_k$ metrics, we use the quaternionic-based Ansatz we have devised to construct the $D_k$ ones. For that, we resort to the methods developed by Cherkis-Kapustin [7, 8] and Cherkis-Hitchin [6] to convert the algebraic data of the universal deformation of the Klein quotient on which the gravitational instanton is defined into Lindström–Roček twistor space data, which consists, essentially, of a single holomorphic transition function. Then, in combination with the Ansatz, the computation of the $D_k$ metrics reduces to the evaluation of several elliptic integrals, specifically one less than in [6] — a fact which allows us to treat them in a uniform manner.

---

1In this case, incidentally, the manifold can only have one end, and so the notion of its “infinity” is unambiguous in this respect [12].
2. Hyperkähler spaces and twistors

The tangent bundle of a hyperkähler manifold $M$ with standard triplet of symplectic 2-forms $\omega_1, \omega_2, \omega_3$ carries a representation of the algebra of imaginary quaternions generated by the tangent bundle endomorphisms $I_1 = \omega_3^{-1}\omega_2, I_2 = \omega_1^{-1}\omega_3, I_3 = \omega_2^{-1}\omega_1$. The closure property of the 2-forms ensures that these form integrable complex structures on $M$. In fact, any such manifold automatically possesses not just three but an entire $S^2$-family of integrable complex structures corresponding to all real-linear combinations of the form $x_1I_1 + x_2I_2 + x_3I_3$ with $x_1^2 + x_2^2 + x_3^2 = 1$.

These can be assembled into a single integrable complex structure on the direct product space $Z = M \times S^2$ with the resulting complex manifold being known as the twistor space of $M$. By virtue of the isomorphism $S^2 \cong \mathbb{CP}^1$ the 2-sphere may be endowed with a complex structure of its own, and the natural projection $\pi : Z \to \mathbb{CP}^1$ is then holomorphic. As a complex manifold, $\mathbb{CP}^1$ can be obtained by patching together two copies of the complex plane $\mathbb{C}$ with coordinates $\zeta$ and $\bar{\zeta}$ related on the intersection domain by the holomorphic transition relation $\bar{\zeta} = 1/\zeta$. In these notes we shall choose the coordinate charts in such a way that $\zeta = 0$ and $\infty$ correspond through the stereographic map realizing explicitly the isomorphism to the “north” and “south” poles on the sphere, that is, the points $(x_1, x_2, x_3) = (0, 0, 1)$ and $(0, 0, -1)$, respectively—or, equivalently put, to the conjugate complex structures $I_3$ and $-I_3$ on the sphere of complex structures.

Besides the complex structure, the twistor space $Z$ is also endowed, very importantly, with a real structure—an anti-holomorphic involution induced by antipodal conjugation on $S^2$ taking $(p, \zeta) \mapsto (p, -1/\bar{\zeta})$ for any point $p \in M$. In the main body of the paper we will often use for antipodally-conjugate variables the superscript notation $\zeta^c \equiv -1/\bar{\zeta}$.

Observe also that the above definition of hyperkähler manifolds implies that they are naturally Riemannian, or perhaps pseudo-Riemannian, with a metric given by $g(X, Y) = -\omega_1(X, I_1Y) = -\omega_2(X, I_2Y) = -\omega_3(X, I_3Y)$ for any pair of vector fields $X, Y \in TM$. This hyperkähler metric together with the Fubini-Study metric on $S^2$ induce in turn a metric on the twistor space. When coupled to the twistor complex structure the twistor metric yields a natural 2-form on $Z$. This form is not of Kähler type in general, rather the twistor space metric is balanced. This fact, however, will not play a significant role in our considerations here.

3. The generalized Legendre transform construction

3.1. The class of hyperkähler spaces that we shall be concerned with in this work has the distinguishing feature that the holomorphic projection $\pi$ factorizes completely through a direct sum of line bundles over $\mathbb{CP}^1$ of positive even degree:

$$Z \longrightarrow \bigoplus_{i=1}^{\text{dim}_M M} \mathcal{O}(2j_i) \longrightarrow \mathbb{CP}^1$$

In terms of the associated symmetry properties of the hyperkähler metric there is an important qualitative difference between the intermediate summands with $j_i = 1$ and the
ones with $j_i \geq 2$: each summand of the first type corresponds to a tri-Hamiltonian\(^2\) (and hence Killing) vector symmetry, while each summand of the second type is associated to a certain kind of Killing tensor symmetry (or Killing spinor symmetry, in four dimensions). The approach which produces such metrics was discovered by Lindström and Roček and is known as the Legendre transform construction when all the intermediate line bundles have degree 2 \cite{23}, and as the generalized Legendre transform construction when at least one of them has degree greater than or equal to 4 \cite{24} (for a unified and in fact even more generic perspective see also the more recent reference \cite{25}). Both constructions have emerged originally in connection to supersymmetric quantum field-theoretic problems and were later given mathematical twistor-theoretic interpretations in \cite{17} and \cite{18}, respectively. The first and simplest one yields the well-known class of toric hyperkähler metrics with a free local tri-Hamiltonian $\mathbb{R}^n$-action of rank $n$ equal to the quaternionic dimension of the space, $\dim_H M$, described by the Gibbons-Hawking Ansatz \cite{10} or one of its higher-dimensional analogues \cite{30}, depending on whether $n = 1$ or $> 1$.

We begin our investigations with a detailed unified review of these approaches aimed at establishing a foundation for our subsequent considerations. For simplicity we assume that all the positive integers $j_i$ take the same value, which we denote by $j$, and although we differentiate at times between the case when $j = 1$ and the case when $j \geq 2$, we treat them together inasmuch as possible. The generic case involves only a simple extension of the discussion which follows, entailing essentially a further refinement of the indices to accommodate for mixed-type combinations.

Given a hyperkähler space $M$ with twistor space $Z$, there exists a natural global holomorphic section of the bundle $\Lambda^2 T_F^* \otimes \pi^* \mathcal{O}(2)$ over $Z$, where $T_F = \ker d\pi$ is the holomorphic tangent bundle along the fibers, $T_F^*$ its dual, and $\pi^* \mathcal{O}(2)$ is the pullback over $Z$ of the $\mathcal{O}(2)$ bundle over $\mathbb{CP}^1$. Let $N$ and $S$ be two open sets in $Z$ projecting down to the standard two-set open covering of $\mathbb{CP}^1$. In the local trivialization over $N$ this section takes the form $\omega_N(\zeta) = \omega_+ + \omega_0 \zeta + \omega_- \zeta^2$, where $\omega_\pm = \pm \frac{1}{2}(\omega_1 \pm i \omega_2)$ and $\omega_0 = \omega_3$ form a frame in the complexified linear space spanned by the fundamental hyperkähler symplectic forms. Note that thus defined the elements of this frame satisfy the alternating conjugation property $\bar{\omega}_m = (-)^m \omega_{-m}$, where $m = -1, 0, +1$. One has also a corresponding component of the section over $S$, and on the overlap $N \cap S$ the two components are patched together by means of the usual $\mathcal{O}(2)$ transition function, $\omega_S(\zeta) = \zeta^{-2} \omega_N(\zeta)$. The alternating conjugation property of its coefficients translates into the reality property $\omega_N(\bar{\zeta}) = - \omega_S(\bar{\zeta})$ for the section in which the two components are interchanged.

For each $\zeta$ and $\bar{\zeta}$, $\omega_N(\zeta)$ and respectively $\omega_S(\bar{\zeta})$ define complex symplectic forms on the corresponding twistor fibers. Thus, the twistor fiber over a generic point in $\mathbb{CP}^1$ can be viewed as a copy of the manifold $M$ endowed with the particular hyperkähler complex structure labeled by that point, as well as with a complex symplectic form holomorphic with respect to it. By the complex version of Darboux’s theorem we can then define for each fiber’s symplectic form a local Darboux coordinate chart, $\omega_N(\zeta) = dp_{1,N}(\zeta) \wedge dx^*_{1,N}(\zeta)$.

\(^2\)A tri-Hamiltonian action on a hyperkähler space is by definition an action which is simultaneously Hamiltonian with respect to each of the three fundamental hyperkähler symplectic forms $\omega_1$, $\omega_2$, $\omega_3$. 

and $\omega_S(\tilde{\zeta}) = dp_{I,S}(\tilde{\zeta}) \wedge dx^I_S(\tilde{\zeta})$, where summation over the repeated index $I$ is implied. The symplectic coordinates depend holomorphically on the local $\mathbb{C}P^1$ coordinate, and can in fact be seen as local holomorphic coordinates on the twistor space. Over the intersection domain their symplectic gluing may be described by a (twisted—to account for the $O(2)$ twist of the holomorphic twistor space 2-form) canonical transformation, with a generating function of, say, type II:

$$p_{I,N} = \zeta \frac{\partial F_2(x_N, p_S, \zeta)}{\partial x^I_N}$$

(1)

$$x^I_S = \frac{1}{\zeta} \frac{\partial F_2(x_N, p_S, \zeta)}{\partial p_{I,S}}.$$

In the generalized Legendre transform construction one assumes that two coordinate charts and a single patching function between them suffice, although one typically allows the coordinates to be possibly multi-valued and to have singularities or branching points—except, crucially, at points in $Z$ above $\zeta = 0$ and $\tilde{\zeta} = 0$. Another important assumption is that this generating function is of the form

$$F_2(x_N, p_S, \zeta) = \zeta^{1-2j} p_{I,S} x^I_N + i H(x_N/\zeta^j, \zeta)$$

(2)

where $H$ is a holomorphic function of its variables, which do not include the $p_{I,S}$, with possible singularities and branching points. For this choice the gluing equations read

$$\zeta^j x^I_S = \zeta^{-j} x^I_N \equiv x^I_{NS}$$

(3)

$$\zeta^{1-j} p_{I,S} = \zeta^{j-1} p_{I,N} - i \frac{\partial H(x_{NS}, \zeta)}{\partial x^I_{NS}}.$$

(4)

The first equation asserts essentially that for each value of the index $I$, $x^I_N$ and $x^I_S$ represent the arctic and antarctic components of a section of the $\pi^* O(2j)$ bundle over $Z$. It is useful to define also a tropical component, $x^I_{NS}$, supported on $N \cap S$. The same geographic monikers will be used throughout the paper to refer to similar components of sections of line bundles of even degree over $\mathbb{C}P^1$.

Finally, consistently with the reality properties of the twistor space holomorphic 2-form, we assume furthermore that the coordinates satisfy well-defined reality properties of their own:

$$\overline{x^I_N(\zeta^c)} = (-)^j x^I_S(\tilde{\zeta})$$

$$\overline{p_{I,N}(\zeta^c)} = (-)^{1-j} p_{I,S}(\tilde{\zeta}).$$

(5)

In this paper we will refer to the substitution $\zeta \mapsto \zeta^c$ followed by complex conjugation as antipodal conjugation. So, in this language, we assume that the $x^I$ and $p_I$ twistor coordinates are, up to a possible sign, antipodally self-conjugate.

From the regularity conditions at $\zeta = 0$ and the first gluing equation we have for the antarctic components Taylor $\zeta$-expansions of the form

$$x^I_N(\zeta) = \sum_{n=-j}^{j} x^I_n \zeta^{-n} = x^I_j + O(\zeta)$$

(6)
\[ p_{t,N}(\zeta) = \sum_{n=-\infty}^{1-j} p_{t,n} \zeta^{1-j-n} = p_{t,1-j} + \mathcal{O}(\zeta). \]

Note that the leading terms in the expansions give a complete set of holomorphic coordinates with respect to the complex structure labeled on the twistor sphere by \( \zeta = 0 \), that is, \( I_3 \), and in what follows we sometimes denote them alternatively by \( x_I^j \equiv z^I \) and \( p_{t,1-j} \equiv u_I \) to highlight this special role.

The next step is to equate the coefficients of the powers of \( \zeta \) on the two sides of the gluing equations. For the first equation, due to the finiteness of the Taylor expansion this is a straightforward proposition. In the second equation one can accomplish this with the help of contour integration. After multiplying the equation with \( \zeta^{-1} \) we integrate the result over a contour contained initially in the tropical region of the Riemann sphere. By appropriately deforming the contour for each term in part, the integral will pick the corresponding coefficients in the Laurent expansions of the first two terms while providing a contour-integral prescription for the contribution of the third term, whose holomorphic structure may vary from case to case. The outcome of these manipulations can be expressed in terms of the single real-valued function

\[ L = \oint_C d\zeta \frac{\partial}{\partial \zeta} H(x_{NS}(\zeta), \zeta) \]

depending on the coefficients \( x_I^j \). The reality conditions satisfied by the \( x \)-variables ensure that we can always choose the contour \( C \) in such a way that the result of the integration is real. In the end, the matching of powers of \( \zeta \) in the gluing equations gives, respectively,

\[ (-)^m \bar{x}_{-m}^I = x_m^I \]
\[ (-)^m \bar{p}_{t,-m} = p_{t,m} - i \frac{\partial L}{\partial x_{-m}^I} \]

where \( m = -j, \ldots, j \). The first set of equations is simply a reflection of the reality properties of the \( \mathcal{O}(2j) \) sections. The second set of equations is the one storing the interesting geometric information of the manifold, which we can now see is encoded in the holomorphic structure of the function \( H \) through the agency of the real-valued contour integral \( L \). Taking a closer look, we notice that for any value of \( j \) the \( m = -j \) component reads

\[ \frac{\partial L}{\partial x_j^I} = -ip_{t,-j} \]

whereas for the remaining components we have

\[ \text{for } j = 1: \quad \frac{\partial L}{\partial x_0^I} = 2\text{Im} u_I \]
\[ \text{for } j \geq 2: \quad \frac{\partial L}{\partial x_m^I} = \begin{cases} -iu_I & \text{for } m = j - 1 \\ 0 & \text{for } m = j - 2, \ldots, 0. \end{cases} \]

The equations corresponding to negative values of \( m \) follow trivially from these through complex conjugation.
We can have a deeper understanding of these differential equations if we introduce the following real-valued function

\[
\kappa(z, u, \bar{z}, \bar{u}) = \langle L - 2 \text{Im} u I x_I^0 \rangle x_I^0.
\]

(14) for \(j = 1\):

\[
\kappa(z, u, \bar{z}, \bar{u}) = \langle L + i u_I x_{j-1}^I - i \bar{u}_I \bar{x}_{j-1}^I \rangle x_{j-1}^I, \ldots, x_0, \ldots, x_{1-j}^I.
\]

(15) for \(j \geq 2\):

where the chevron brackets signify that we perform a simultaneous extremization with respect to the variables listed in the lower right-hand side subscript. When multiple extrema are possible we assume a selection criterion exists rendering the result unique. For \(j = 1\) this is a regular multivariate Legendre transform, and the \(j \geq 2\) cases can be viewed as generalizations. Observe that the equations (12) and (13) represent precisely the extremizing conditions associated to these transforms which allow a trade-off of variables. One can in principle solve them to express the coefficients \(x_I^m\) as implicit functions of the complex variables \(z_I\) and \(u_I\) (and their complex conjugates). Recalling that the latter are holomorphic with respect to the complex structure \(I_3\), the claim is then that the resulting function \(\kappa(z, u, \bar{z}, \bar{u})\) provides a Kähler potential for the corresponding Kähler form \(\omega_3\).

To see that, observe that in either case above one has

\[
\frac{\partial \kappa}{\partial z^I} = \frac{\partial L}{\partial x_j^I} = -ip_{1,-j} \quad \text{and} \quad \frac{\partial \kappa}{\partial u_I} = ix_{j-1}^I.
\]

(16)

On the other hand, by Taylor expanding in \(\zeta\) the Darboux formula for \(\omega_{\mathcal{N}}(\zeta)\) we can identify \(\omega_+ = dp_{1,-j} \wedge dx_j^I\) and \(\omega_3 = dp_{1,-j} \wedge dx_j^I + dp_{1,-j} \wedge dx_{j-1}^I\). In terms of the \(I_3\)-holomorphic coordinates the \((2,0)\)-form can be transcribed trivially to

\[
\omega_+ = du_I \wedge dz^I
\]

(17)

while using the previous observation for the \((1,1)\) form we can write successively

\[
\omega_3 = d(p_{1,-j}dz^I - x_{j-1}^I du_I) = id \left( \frac{\partial \kappa}{\partial z^I} dz^I + \frac{\partial \kappa}{\partial u_I} du_I \right) = -i \partial_{j+} \bar{\partial}_{i+} \kappa,
\]

(18)

which demonstrates the claim.

3.2. Possession of a Kähler potential and of an accompanying set of complex coordinates allows us to derive formulas for the metric and corresponding Kähler form. Before we proceed to present the details of this calculation let us introduce a number of notations. First, we will denote derivatives with respect to the coefficients \(x_I^m\) by means of indices. For example, the Hessian matrix of \(L\) will be denoted by \(\langle L_{x_I^m x_I^{m'}} \rangle_{m, m' = -j, \ldots, j}\). Secondly, we will introduce special notations for some of these coefficients to indicate that we consider only a limited range of them in terms of the values that the integer \(m\) can take. These notations are summed up in Table 1. In the course of the calculation we will also need to consider certain square matrices issuing through cuts and inversions from the Hessian matrix of \(L\). To ease references to them we group their definitions in Table 2.
The range of $\kappa_{ij}$ denotes the elements of the latter’s complex conjugate matrix. With these definitions in place we claim then that we have just shown that $\Phi_{JI}$ is Hermitian. Then so must be its inverse, $\Phi_{JI}^\dagger$. Let $\Phi_{JI}$ denote the elements of the latter’s complex conjugate matrix. With these definitions in place we claim then that

$$L_{ab} := (L_{x_m^j x_{m'}^j})_{m,m'=j-1,...,1-j}$$

$\Phi_{JI}^\dagger :=$ the submatrix $L^{x_j^j-1}_{j-1}L_1$ of $L_{ab}$$\Phi_{JI} :=$ the inverse matrix of $L_{ab}$

$M_{ab^\dagger} :=$ the submatrix $L_{a'b'}$ of $L_{ab}$

$N_{b'a'} :=$ the submatrix $L_{b'a'}$ of $L_{ab}$

Table 1.

| Symbol | Range |
|--------|-------|
| $a$, $b$ | $(x_m^j)_{m=j-1,...,1-j}$ |
| $a'$ | The range of $a$ without $x_j^j-1$ |
| $b''$ | The range of $b$ without $x_1^j-1$ |

Table 2.

From either the equations (12) or equations (13), with the notations outlined in the first rows of both Table 1 and Table 2 for any value of $j$, including $j = 1$, we have

$$\frac{\partial a}{\partial z^j} = -L_{ab}L_{bx_j^j}$$

$$\frac{\partial a}{\partial \bar{u}_j} = -iL_{ax_j^j}^\dagger$$

$$\frac{\partial a}{\partial \bar{u}_j} = (-)^j L_{bx_j^j}^\dagger$$

Acting then with antiholomorphic derivatives on the first derivative expressions (16) for the Kähler potential and using these formulas either directly or in combination with the chain rule we obtain

$$\begin{pmatrix}
\kappa_{z^j} \kappa_{\bar{u}_j} \\
\kappa_{u_j} \kappa_{\bar{u}_j}
\end{pmatrix}
= (-)^j
\begin{pmatrix}
L_{x_j^j x_{-j}} - L_{x_j^j a}L_{bx_{-j}}^{ab}L_{bx_j^j} & -iL_{x_j^j a}L_{ax_j^j}^\dagger & -iL_{x_j^j b}L_{bx_j^j}^\dagger \\
-iL_{x_j^j-1 b}L_{bx_j^j}^\dagger & L_{x_j^j-1 x_j^j}^\dagger
\end{pmatrix}.$$

It turns out that the $\kappa_{z^j} \kappa_{\bar{u}_j}$ component can be cast in a more convenient form which has the effect of making the hyperkähler structure of the metric more readily transparent. To write down this form let us define a matrix $\Phi_{JI}$ as in the second row of Table 2. Notice that we have just shown that $\Phi_{JI} = (-)^j \kappa_{u_j} \bar{u}_j$ and so clearly, since the Kähler potential is real, this matrix is Hermitian. Then so must be its inverse, $\Phi_{JI}$. Let $\Phi_{JI}$ denote the elements of the latter’s complex conjugate matrix. With these definitions in place we claim then that

$$L_{x_j^j x_{-j}} - L_{x_j^j a}L_{bx_{-j}}^{ab}L_{bx_j^j} = \Phi_{1J} - L_{x_j^j a}L_{ax_j^j}^\dagger \Phi_{I Q}L_{x_j^j-1 b}x_{-j}^{I Q}b_{bx_j^j}.$$

To prove the claim we begin by noticing that the components of the matrices $L_{ab}$ and $L_{x_j^j-1 b} \Phi_{I Q}L_{x_j^j-1 b}$ with $a = x_j^j-1$ and any value of $b$ are identical, and likewise those with $b = x_{-j}^j$ and any value of $a$, so the corresponding terms from the two sides of equation (21)
can be dropped out to yield the equivalent statement

\begin{equation}
L_{x^j_{-m}} = L_{x^j_{-m}} - L_{x^j_{-m}}L_{y^j_{-m}}L_{y^j_{-m}} = \Phi_{ij} - L_{x^j_{-m}}L_{y^j_{-m}}L_{y^j_{-m}}L_{y^j_{-m}}
\end{equation}

where we have indicated restrictions in the ranges of indices by means of the notations defined in the last two rows of Table 1. Consider now the two square submatrices of \( L_{ab} \) defined in the last two rows of Table 2. Their matrix inverses satisfy

\begin{equation}
N^{ab} = L^{ab} - L^{a'b'} \Phi_{ij} L^{ij}_{-1} \Phi_{ij} L^{ij}_{-1} \Phi_{ij} L^{ij}_{-1}.
\end{equation}

Using these identities we can then see that the equation (22) is in turn equivalent to

\begin{equation}
L_{x^j_{-m}} = L_{x^j_{-m}}L_{y^j_{-m}}L_{y^j_{-m}}L_{y^j_{-m}} = L_{x^j_{-m}}L_{y^j_{-m}}L_{y^j_{-m}}L_{y^j_{-m}}.
\end{equation}

Observe that (see e.g. the formulas in part (ii) of Theorem 2.2 in [27]) the two sides of this equation come up in the block-matrix inversions

\begin{equation}
\left( \begin{array}{c}
L_{x^j_{-m}} \\
L_{y^j_{-m}}
\end{array} \right)^{-1} = \left( \begin{array}{c}
\cdots \\
\text{l.h.s. of eq. (21)}
\end{array} \right)^{-1}
\end{equation}

Recalling the definitions of the primed indices one can easily see that the matrices being inverted are

\begin{equation}
(L_{x^j_{-m}})_{m = j, \ldots, 2-j} \text{ and } (L_{x^j_{-m}})_{m = j-1, \ldots, 1-j}
\end{equation}

respectively.

So far all we have done was to perform a series of rather dry and technical linear algebra manipulations. Now comes the most important part of the argument, whose relevance transcends the limited scope of this proof and represents a well-known signature of the twistor approach. The contour-integral expression (8) implies that the function \( L \) satisfies the following second-order differential equations

\begin{equation}
L_{x^j_{-m}} = L_{x^j_{-m}}L_{x^j_{-m}}L_{x^j_{-m}} = L_{x^j_{-m}}L_{x^j_{-m}}L_{x^j_{-m}}
\end{equation}

for all admissible values of \( m, m' \) and \( k \). This is the concrete expression of the celebrated twistor correspondence between differential equations and holomorphicity. In particular, it allows us to define the functions

\begin{equation}
\tilde{h}_{ij,n} = L_{x^j_{-m}}L_{x^j_{-m}}
\end{equation}

independent of \( k \), with the complex conjugation having been chosen for ulterior convenience. The reality properties (11) of the \( x^j_{-m} \) variables together with the reality of \( L \) imply the
alternating conjugation property $\bar{h}_{I,J,n} = (-)^n h_{I,J,-n}$. Also, from (8) one has the following contour-integral representation:

$$\bar{h}_{I,J,n} = \oint_C \frac{dz}{2\pi i} \zeta^{n-1} \frac{\partial^2 H(x_{NS}, \zeta)}{\partial x_{NS}^I \partial x_{NS}^J}.$$ 

Notice that because of these identifications the two matrices (26) are one and the same and equal to $(\bar{h}_{I,J,m+n}^m)_{1-j \leq m,m' \leq j}$, but in the light of the formulas (25) this is a sufficient condition for the equation (24) to hold and thus, following backwards the chain of equivalences, the claim is proved.

Assembling everything together, the result of the calculations can then be described as follows:

**Proposition 1.** The (generalized) Legendre transform construction gives the following set of formulas for the hyperkahler metric

$$ds^2 = (-)^j [dz^I \Phi^I J (du^I + dz^P A^P J) \Phi^P J (d\bar{u}^J + \bar{A} J P d\bar{z}^P)]$$

and hyperkahler symplectic forms

$$\omega_+ = du^I \wedge dz^I$$

$$\omega_3 = (-)^{j-1} i [\Phi^I J dz^I \wedge d\bar{z}^J + \Phi^P J (du^I + dz^P A^P J) \wedge (d\bar{u}^J + \bar{A} J P d\bar{z}^P)],$$

where the Hermitian $\Phi$-matrix and its inverse are defined in the second row of Table 2 and $A^I J = -i L^J P L^{I P} A^P J$, with $\bar{A}^I J = -i \Phi^I J L^J P L^{P I} A^P J$ its complex conjugate.

Let us make a few remarks in connection to this Proposition.

1. The formulas are valid for both $j = 1$ and $j \geq 2$.
2. They are expressed in a coordinate frame holomorphic with respect to a particular hyperkahler complex structure out of the two-sphere’s worth of these available, in this case $I_3$. Nevertheless, note that this does not come at the expense of obscuring the hyperkahler quaternionic structure which is actually quite transparent.
3. In the generalized Legendre transform construction the hyperkahler structure is completely determined by a subset of the second derivatives of a single real-valued function $L$, more specifically by the functions $(h_{I,J,n})_{n=1-2j,...,2j-2}$. As we will see later on, a detailed analysis of the four-dimensional case with $j = 2$ strongly points to a further reduction in the number of these needed for a complete description, the key to which involves choosing a different coordinate system. We conjecture that the minimum subset necessary is given by $(h_{I,J,n})_{n=-j,...,j}$.
4. However, observe that the potential function $L$ depends on the variables $x^I_m$, while the metric is given in a coordinate frame determined by the very different variables $z^I$ and $u_I$. The connection between these two sets of variables is provided by the equations (12)–(13) and is in most cases implicit rather than explicit. Apart from the exceptional case $j = 1$, this poses very serious practical difficulties in the way of writing down explicit metrics. We will see that the different coordinate system hinted to above brings substantial simplifications in this respect as well.
3.3. The metrics in this class possess automatically certain symmetries, of either classical or hidden type, depending on whether $j = 1$ or $j \geq 2$, respectively.

For $j = 1$ the metrics have a well-known abelian tri-Hamiltonian — and hence Killing — symmetry of rank equal to the quaternionic dimension of the space, generated by the vector fields

$$X_0^I = \frac{\partial}{\partial u_I} + \frac{\partial}{\partial \bar{u}_I},$$

with the role of Hamiltonian functions being played by the components of the $O(2)$ sections $x'$. That is, we have

$$t_{X_0^I} \omega_m = dx_m^I,$$

for $m = -1, 0, +1$, and so the Lie action of each $X_0^I$ preserves the three hyperkähler symplectic forms separately:

$$\mathcal{L}_{X_0^I} \omega_m = 0.$$

The metrics with $j \geq 2$ are characterized by a twisted or hidden version of this symmetry. To see that, let us consider the vector fields $X_m^I$ with $m = 0, \ldots, j - 1$, of type $(1, 0)$ relative to the complex structure $I_3$ with respect to which the coordinates $u_I, z^I$ are holomorphic, and such that

$$t_{X_m^I} \omega_+ = \partial_I x_{m+1}^I,$$

$$t_{X_m^I} \omega_0 = \bar{\partial}_I x_m^I,$$

where $\partial_I$ denotes the Dolbeault operator corresponding to $I_3$. The first condition defines the vector fields as symplectic gradients, and the second one can be shown with some effort to follow from the differential constraints (27). Alternatively, these conditions can be understood as consequences of the holomorphicity of the $O(2j)$ sections $x'$, in a twistor space sense. Let us assemble further the vector fields

$$X_m^I = \begin{cases} 
X_m^I & \text{for } 0 < m \leq j - 1 \\
X_0^I + \bar{X}_0^i & \text{for } m = 0 \\
(-)^m \bar{X}_m^I & \text{for } 0 > m \geq 1 - j \\
0 & \text{otherwise}
\end{cases},$$

with $2j - 1$ non-vanishing components and satisfying the reality condition $\bar{X}_m^I = (-)^m X_{-m}^I$.

Note, incidentally, that the first and last non-vanishing components are holomorphic respectively anti-holomorphic vector fields with respect to the complex structure $I_3$:

$$X_{j-1}^I = \frac{\partial}{\partial u_j}, \quad \ldots, \quad X_{1-j}^I = (-)^{j-1} \frac{\partial}{\partial \bar{u}_j}.$$
Thus, the components of the sections $x^I$ can be seen in this case as Hamiltonian functions, too, but only in this generalized sense. Acting with a total derivative on this equation and using Cartan’s formula and the closure of the hyperkähler symplectic forms gives eventually

$$\mathcal{L}_{X_{m-1}^I} \omega_+ + \mathcal{L}_{X_m^I} \omega_0 + \mathcal{L}_{X_{m+1}^I} \omega_- = 0.$$  

Actions of this type on a hyperkähler space have been studied in [3] by Bielawski under the name of \textit{twistor group actions}.  

### 3.4

In four dimensions (i.e., $\dim H = 1$) the indices $I, J, \ldots$ drop out as they take only a single value and the formulas of Proposition 1 read simply

$$ds^2 = (-)^{j} [\Phi |dz|^2 + \Phi^{-1} |du + Adz|^2]$$

respectively

$$\omega_+ = du \wedge dz$$

$$\omega_3 = (-)^{j-1} i[\Phi dz \wedge d\bar{z} + \Phi^{-1} (du + Adz) \wedge (d\bar{u} + \bar{A}d\bar{z})].$$

For $j \geq 2$, by expressing the inverse matrices which occur in the formulas for $\Phi$ and $A$ in terms of adjugate matrices and thus of minors and then judiciously repositioning in the second case the result so as to be able to use Laplace’s cofactor expansion formula, we can show that these can be expressed entirely in terms of determinants of Hankel matrices.

Specifically, we get

$$\Phi = \frac{\det(h_{m+m'})_{1-j \leq m,m' \leq j-1}}{\det(h_{m+m'})_{3/2-j \leq m,m' \leq j-3/2}}$$

$$A = -i \frac{\det(h_{m+m'})_{3/2-j \leq m,m' \leq j-1/2}}{\det(h_{m+m'})_{3/2-j \leq m,m' \leq j-3/2}}.$$  

Further manipulations of the determinants involving the multiplication of some rows or columns by a sign yield finally the expressions

$$\Phi = \frac{\det(h_{m+m'})_{1-j \leq m,m' \leq j-1}}{\det(h_{m+m'})_{3/2-j \leq m,m' \leq j-3/2}}$$

$$A = i \frac{\det(h_{m+m'})_{1/2-j \leq m,m' \leq j-3/2}}{\det(h_{m+m'})_{3/2-j \leq m,m' \leq j-3/2}}.$$  

These formulas generalize to arbitrary values of $j \geq 2$ the $j = 2$ case formulas found in [4].

\footnote{Hankel matrices are matrices whose entries along the parallels to the secondary diagonal are equal for each parallel in part.}
3.5. The arbitrariness implicit in the singling out of a particular complex structure is in some sense the most unsatisfactory feature of the formulas in Proposition 1. We know that in the \( j = 1 \) case there exist expressions for the hyperkähler metric and symplectic forms in which symmetries rather than the complex structure play the more prominent role, and these are of course the Gibbons-Hawking formulas. To see how the Gibbons-Hawking Ansatz arises in the Legendre transform approach we need to perform an additional change of variables. The basic idea is to try to cast as coordinates the coefficients \( x_m^I \) — or, rather, their real components, which we define by \( x_m^I = \pm \frac{1}{2}(x_\text{Re}^I \pm ix_\text{Im}^I) \) and \( x_0^I = x_3^I \). These can be viewed as forming the Euclidean components of some \( \mathbb{R}^3 \)-vectors \( \vec{r}^I \). This, however, does not give us enough coordinates, since we have only three of them for each value of the index \( I \). To complete the number needed one notices that the coefficients \( x_m^I \) — implicitly expressed in terms of \( z^I, u^I \) and their complex conjugates by means of the Legendre transform relations (12) (recall also that for \( j = 1 \), \( x_\text{Re}^I = z^I \)) — are invariant with respect to shifts along the real directions of the complex \( u^I \)-variables. These directions can then be parametrized to furnish a fourth real coordinate for each value of \( I \), which we denote by \( \psi^I \). We have thus

\[
\psi^I = z^I + iL_{x_\text{Re}^I}. \tag{46}
\]

In terms of the new variables the formulas of Proposition 1 take then the familiar form

\[
g = \frac{1}{2} U_{IJ} \, d\vec{r}^I \cdot d\vec{r}^J + \frac{1}{2} U^{IJ}(d\psi_I + A_I)(d\psi_J + A_J) \tag{47}
\]

\[
\vec{\omega} = -\frac{1}{2} U_{IJ} \, d\vec{r}^I \wedge d\vec{r}^J - d\vec{r}^I \wedge (d\psi_I + A_I)
\]

with matrix inverses indicated by upper indices and the wedge product of two \( \mathbb{R}^3 \)-vector-valued 1-forms defined as one would expect from vector calculus, where we identify

\[
U_{IJ} = -\frac{1}{2} L_{x_0^I x_0^J} \quad \text{and} \quad A_I = \text{Im}(L_{x_0^I x_0^J} \, dx_3^I). \tag{48}
\]

This metric has an obvious tri-Hamiltonian \( \mathbb{R}^n \)-symmetry generated by shifts in the \( \psi^I \) directions, with corresponding moment map images \( \vec{r}^I \). Finally, the Bogomolny field equations satisfied by the Higgs fields \( U_{IJ} \) and connection 1-forms \( A_I \) can be understood as consequences of the differential equations satisfied by \( L \).

This concludes our review of Lindström and Roček’s generalized Legendre transform construction.

\[\text{N.B. In the remainder of the paper we will be concerned exclusively with four-dimensional hyperkähler metrics and consequently, since in this case they take only one value, we will automatically drop the indices } I, J, \ldots \text{ from the formulas and notations of this section whenever we resort to them.}\]

4. Majorana polynomials

4.1. A straightforward attempt to pursue in the cases with \( j \geq 2 \) the same strategy of casting the coefficients \( x_m \) as coordinates which has worked in the \( j = 1 \) case runs instantly into fatal difficulties because the number of these, \( 2j + 1 \), is higher than the four which are
needed for dimensional reasons. The generalized Legendre transform equations make it otherwise very clear that some of them need to be eliminated, so any naïve generalization in this direction is condemned from the start.

So then perhaps we could try to look at the $j = 1$ case through another pair of glasses in a way which is more amenable to generalization. This turns out to be indeed possible provided we put on our spherical coordinates glasses. As we will see in the next section, the Gibbons-Hawking Ansatz, in its full generality and not just when a rotational symmetry is present, admits a natural description in terms of spherical coordinates. This is, more than anything, a reflection of the quaternionic structure of the hyperkähler space, and so it is actually more profitable and indeed natural to use quaternions instead of spherical angles.

Another clue in this direction comes from Quantum Mechanics. Polynomial functions of degree $2j$ formally identical to the local sections

$$x_N(\zeta) = \sum_{m=-j}^{j} x_m \zeta^{j-m}$$

have been used as far back as 1932 by E. Majorana to describe wave functions of quantum-mechanical particles with spin $j$ [28]. In this description generalizing the Bloch sphere representation of particles with spin $1/2$, states with spin $j$ are represented by $2j$ points on the Riemann sphere, usually referred to in this context as the Majorana sphere, corresponding to the roots of this polynomial. In our case, the reality condition

$$\bar{x}_m = (-)^m x_{-m}$$

satisfied by the polynomial coefficients implies that the $2j$ points come in antipodally-opposite pairs. The twistor-theoretic potential of Majorana’s ideas was recognized by R. Penrose, see e.g. [31] and [32] (esp. Appendix C).

4.2. Mathematically, this points at the spin-$j$ representations of the group $SU(2)$. To cast the connection in more precise terms it helps to recall first a few basic facts about these. In line with our considerations above it is useful to view in this context the Lie group $SU(2)$ in its concrete manifestation as the group of unitary quaternions. An explicit unitary $2j + 1$-dimensional matrix realization of this is given by the Wigner D-matrices. To any non-zero quaternion $q = q_0 + q_1 i + q_2 j + q_3 k \in \mathbb{H}^\times$ one associates a matrix (see e.g. [11])

$$D^j_{mm'}(q) = \frac{\sqrt{(j+m)!(j-m)!(j+m')!(j-m')!}}{(|v|^2 + |w|^2)^j} \times i^{-2j} \sum_s w^s \bar{w}^{m-m'+s} v^{j+m'-s} (-\bar{v})^{j-m-s} s! (m-m'+s)! (j+m'-s)! (j-m-s)!$$

where $m, m' = -j, \ldots, j$ and by definition $w = q_0 + iq_0$ and $v = q_1 + iq_2$. In general $j$ can take positive integer as well as half-integer values, although here we will be concerned only with the former case. The essential property of these matrices is that they provide a representation of the multiplicative group of non-zero quaternions $\mathbb{H}^\times$, that is,
$D^j(q)D^j(q') = D^j(qq')$ for all $q, q' \in \mathbb{H}^\times$. Given their explicit form one can easily verify that they satisfy also the following properties:

1. Scale invariance: $D^j_{mm'}(q/|q|) = D^j_{mm'}(q)$

2. Reflection: $D^j_{mm'}(-q) = (-)^{2j} D^j_{mm'}(q)$

3. Time-reversal: $D^j_{mm'}(q) = (-)^{m-m'} D^j_{-m,-m'}(q)$.

The first of these shows that the representation descends in fact to the subgroup of unit quaternions, which is isomorphic to $SU(2)$. The second property shows that for integer values of $j$ the representation descends further to the group $SO(3)$ for which $SU(2)$ is a double cover. The name of the third property derives from a certain role it plays in Quantum Mechanics.

As anyone familiar with them knows, Wigner D-matrices are usually given in the literature in terms of Euler angles rather than quaternions. The link between the two parametrizations is provided by the relations

$$w = |q| \sin \frac{\theta}{2} e^{\pm i(\phi-\psi)} \quad v = |q| \cos \frac{\theta}{2} e^{\pm i(\phi+\psi)}.$$ 

From a computational point of view it is important to note that the quaternionic expressions are vastly superior because they involve only homogeneous polynomials in the quaternion's components.

4.3. Rotations of the Majorana sphere translate into unitary linear transformations of the $2j+1$ coefficients $x_m$ in accordance with the spin-$j$ representation of the rotation group. More precisely, the normalized coefficients transform in this way, where we introduce a numerical spherical tensor normalization factor for each coefficient by $x^j_m \equiv c^j_m x_m$, with

$$c^j_m = \sqrt{\frac{(j+m)!(j-m)!}{(2j)!}}.$$ 

Then such transformations are of the form

$$x^j_m = \sum_{m'=-j}^j D^j_{mm'}(q) \tilde{x}^j_{m'},$$

with the quaternion $q$ parametrizing the rotation and $\tilde{x}^j_m$ indicating the (normalized) initial coefficients, before the rotation. The third property \[52\] of the Wigner D-matrices guarantees that the reality property \[50\] of the coefficients is preserved. For $j = 1$ this is the usual transformation law of a 3-vector expressed in a complex spherical basis, while for $j \geq 2$ it is the transformation law of a spinor. For a generic $j$, we will use the term “spinor” in an extended sense to refer to either case.

But rather than pursue an active point of view of these transformations we prefer to assume a passive one and use them to introduce a spherical or, which is the same thing in our approach, a quaternionic parametrization of the spinor. This can be done by fixing a reference spinor $\tilde{x}^j_m$ and then parametrizing every spinor in the orbit of the unitary
transformation \([55]\) by the parameters of the specific Wigner matrix used to reach it from this.

The choice and parametrization of the reference spinor itself is in general a non-trivial matter. First, note that a counting of the degrees of freedom implies that the reference spinor needs to depend on \(2j - 2\) parameters: the \(2j + 1\) parameters of the \(x^j_m\)'s minus the three parameters of unitary rotations (when counting rotational parameters, Euler angles rather than quaternions are a better choice). The case \(j = 1\) is an exception to this rule because to spherically-parametrize a 3-vector one needs only two angles, not three, which leaves the reference vector depending on one parameter, not zero. This is of course the length of the vector, which is an invariant at rotations. In fact, the same principle applies for higher values of \(j\), where the reference spinor should be parametrized entirely by \(2j - 2\) independent rotation invariants. Apart from this constraint, the choice of reference spinor is then arbitrary. And we mean this in the same way as, say, choosing the position of the north pole when spherically-parametrizing the Earth is arbitrary. Although, as in this example, sometimes extraneous criteria may guide one’s choices as well.

So then when choosing a reference spinor one is faced with the problem of constructing spherical invariants. One way to do this is by means of spherical tensor couplings. The two lowest-order invariants that can be obtained in this way are

\[
\begin{align*}
  r_2(x) &= \frac{1}{2} \sum_{m=-j}^{j} |x^j_m|^2 \\
r_3(x) &= \frac{N_j}{3!} \sum_{m_1,m_2,m_3=-j}^{j} \begin{pmatrix} j & j & j \\
m_1 & m_2 & m_3 \end{pmatrix} x^j_{m_1} x^j_{m_2} x^j_{m_3}
\end{align*}
\]

where the array in the second formula indicates a Wigner 3\(j\)-symbol and \(N_j\) is an arbitrary numerical normalization constant. Their invariance is manifest by construction and one can indeed check that \(r_2(x) = r_2(\hat{x})\) and \(r_3(x) = r_3(\hat{x})\). Notice that the second one vanishes trivially for \(j = 1\). On the other hand, for higher values of \(j\) one can construct further non-trivial higher-order invariants by similar means. These may or may not be independent, a thing one needs to check.

After constructing in this manner the required number of independent invariants we are still left with the obvious problem posed by the fact that their scaling properties are not what we need them to be (they have to scale the same as the \(x^j_m\)'s). To obtain a good set of invariant parameters for the reference spinor we need to further solve an algebraic equation with these invariants as coefficients. Rather than continue the discussion in the generic case we refer the reader to the subsequent two sections where we work this out in detail for the cases with \(j = 1\) and \(j = 2\).

4.4. Let us assume now that we have managed to choose a good reference spinor — where, we stress once again, the equation \([55]\) has to be viewed simply as a change of variables, a reparametrization of the spinor components. As usual in such cases, in applications we will need the Jacobian matrix of the transformation, which is to say, the induced differential
Differentiating the equation (55) we obtain

\[ dx^j_m = \sum_{m'=-j}^j D^j_{mm'}(q) \chi^j_{m'} \]

with

\[ \chi^j_m = d\hat{x}^j_m + 2i\sqrt{2j(j+1)} \sum_{m_1,m_2} \left( \begin{array}{c} j \\ m \\ m_1 \end{array} \right) \left( \begin{array}{c} j \\ m_2 \end{array} \right) \sigma^1_{m_1} \hat{x}^{j}_{m_2}. \]

These formulas allow us to read off immediately the differential map for any value of \( j \) and any choice of reference spinor \( \hat{x}^j_m \). The array symbol denotes a Clebsch-Gordan coefficient and the \( \sigma^1_n \) with \( n = -1, 0, +1 \) are normalized left-invariant 1-forms for the \( SU(2) \) group. More precisely, let \( q^{-1}dq = \sigma_0 + \sigma_1 i + \sigma_2 j + \sigma_3 k \). The quaternionic algebra structure implies that the real-valued component 1-forms satisfy the Cartan-Maurer relations \( d\sigma_0 = 0, d\sigma_1 = -2\sigma_2 \wedge \sigma_3, \) a.s.o. A spherical basis is obtained by the complex-linear transformation \( \sigma^\pm_n = \frac{1}{2}(\sigma_1 \pm i\sigma_2) \), \( \sigma_0 = \sigma_3 \), and we then normalize by \( \sigma^1_n = c^1_n \sigma^1_n \), where the normalization coefficients are given as before by the combinatoric formula (54). The reality property \( \bar{\sigma}_n = (-)^n \sigma_{-n} \) together with that of the reference spinors implies that the frame elements \( \chi^j_m \) satisfy as well an alternating reality property.

4.5. We end this section by describing two alternative representations of Majorana polynomials which will prove better suited than the one we have discussed so far for certain arguments that we will need to make. As we have mentioned already, the reality property (50) satisfied by the coefficients of Majorana polynomials implies that the polynomial roots come in antipodally-conjugated pairs. By way of the fundamental theorem of Algebra we can show that such polynomials can always be cast into the following canonical factorized form

\[ x_N(\zeta) = \rho \prod_{i=1}^j \frac{(\zeta - a_i)(1 + \bar{a}_i\zeta)}{(1 + |a_i|^2)} \]

with the overall scaling factor \( \rho \) real. This representation is formally very closely related to the so-called spin coherent state representation of wave functions in Quantum Mechanics. Notice that the way we assign the labels \( a_i \) and \( a_i^c \) to a pair of antipodally-conjugated roots is really arbitrary — and, moreover, if we switch the labeling, then the corresponding factor in the product changes sign. Because of this fact we can always label the roots in such a way as to have \( \rho > 0 \).

If we write \( a_i = v_i / \bar{w}_i \), for complex numbers \( v_i, w_i \) defined up to a real scale, which we then fix by requiring that \( \rho = \prod_{i=1}^j (|v_i|^2 + |w_i|^2) \), we obtain the equivalent representation

\[ x_N(\zeta) = \prod_{i=1}^j (w_i + \zeta \bar{v}_i)(v_i - \zeta \bar{w}_i). \]

The pairs \( w_i, v_i \) can be regarded in some sense as the complex components of \( j \) quaternions.
5. $O(2)$ CONSTRUCTIONS IN A QUATERNIONIC FRAME

In the $j = 1$ case the presence of the abelian tri-Hamiltonian toric symmetry provides us with a very special symmetry-adapted coordinate system, the Gibbons-Hawking coordinates. For higher values of $j$ the symmetries take on a hidden character and, as we have noted earlier, simplistic attempts at generalizing the Gibbons-Hawking frame are readily proven unfeasible. The idea then is to try to look at the $j = 1$ case in a way which may not be as immediately gratifying as the Gibbons-Hawking approach, but which on the other hand has a better potential for generalization. In the previous section we have already started making the case that such a way is offered by spherical or, equivalently, quaternionic coordinate frames. In this section we revisit the $j = 1$ case from this point of view, as a warm-up exercise for the more challenging $j = 2$ case which we will discuss in the next section.

From a twistorial perspective the case with $j = 1$ is characterized by the factorization of the twistor space holomorphic projection onto the twistor sphere through an intermediate $O(2)$ bundle (as stated earlier, all of our considerations here will be restricted to four-dimensional hyperkähler spaces). This $O(2)$ bundle has a globally-defined section characterized in a certain trivialization by three moduli denoted by $x_m$, with $m = -1, 0, +1$. Alternatively, one can view these as the complex spherical basis components of a real Euclidean 3-vector $\vec{r}$, and indeed, rotations of the twistor sphere induce on them linear transformations in accordance with the spin-1 or vector representation of the $SO(3)$ group. Geometrically, the vector $\vec{r}$ is interpreted as the image of the hyperkähler moment map for the toric action with respect to the standard frame in the space of hyperkähler symplectic forms, and in the Gibbons-Hawking approach is used together with a toric orbit coordinate to coordinatize the space.

For $j = 1$, there is only one non-trivial $SO(3)$ invariant that one can construct, namely the second-order invariant in (56), with higher-order invariants being either trivially zero or dependent on this. In terms of the unnormalized components it can be written as

$$\begin{align*}
\rho^2(x) &= \frac{1}{2} \left[ |x_+|^2 + \frac{1}{2} (x_0)^2 + |x_-|^2 \right] \\
&= -\frac{x_0}{1} \frac{x_0}{2} \frac{x_-}{1} \frac{x_+}{2} \\
&= -\frac{1}{4} \left[ (x_0)^2 + |x_+|^2 + |x_-|^2 \right]
\end{align*}$$

where the second determinant expression is a wink in the direction of the next section. This invariant is of course, up to a numerical factor, nothing but the Euclidean length of the 3-vector $\vec{r}$ (squared). As reference vector we choose

$$\begin{align*}
(x_m)_{m=-1,0,+1} &= \begin{pmatrix} 0 \\ \rho \\ 0 \end{pmatrix}
\end{align*}$$

and so we have $\rho^2(x) = \rho^2(\vec{x}) = \rho^2/4$. We take then $\rho$ to be by definition the positive solution to this quadratic equation. One can easily see that this is in fact the same $\rho$ as the one which occurs in the $j = 1$ version of formula (59).
With this choice, the passage to spherical/quaternionic variables induces a differential map described by formula (57), with $j = 1$ and

$$\chi_+ = -i \rho (\sigma_1 - i \sigma_2)$$

$$\chi_0 = d \rho$$

$$\chi_- = -i \rho (\sigma_1 + i \sigma_2),$$

where the spherical normalization factors have been stripped off.

Denoting $\bar{h}_m = L_{x_k x_{-k}}$ in accordance with (28) and normalizing these by means of the dual normalization convention $\bar{h}_m = (c_m)^{-1} h_m$, we notice that in quaternionic dimension one the Gibbons-Hawking connection 1-form (48) can be rewritten as

$$A = -\frac{i}{\sqrt{2}} \sum_{m' = -1}^{1} \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \bar{h}_m^1 \chi_{m_1} \chi_{m_2} \frac{dx_{m_1}}{m_1 + m_2 = 0}$$

$$= -\frac{i}{\sqrt{2}} \sum_{m_1, m_2 = -1}^{1} D_{0m}(q) \left( \begin{array}{c} 1 \\ m \end{array} \right) \bar{h}_m^1 \chi_{m_1} \chi_{m_2}.$$ 

The second line follows from the equivariance properties of the Clebsch-Gordan coefficients, and by definition we set

$$\bar{h}_m^1 = \sum_{m' = -1}^{1} D_{mm'}(q^{-1}) h_{m'}^1.$$ 

Finally, let us observe that if we introduce through a further linear transformation the complex-valued 1-forms

$$\theta_+ = h_0 \chi_+$$

$$\theta_0 = \frac{1}{2} h_0 \chi_0 + i (d \psi + A)$$

then in terms of them the Gibbons-Hawking metric and symplectic forms assume the following manifestly quaternionic expressions

$$g = \lambda (|\theta_0|^2 + |\theta_+|^2)$$

and

$$\omega^1_m = \sum_{m' = -1}^{1} D_{mm'}(q) \omega_{m'}^1$$

with

$$\omega_+ = \lambda i \theta_+ \wedge \bar{\theta}_0$$

$$\omega_0 = \lambda i (\theta_0 \wedge \bar{\theta}_0 - \theta_+ \wedge \bar{\theta}_+)$$

$$\omega_- = \lambda i \bar{\theta}_+ \wedge \theta_0,$$

where we spherically-normalize the latter by $\omega_m^1 = c_m^1 \omega_m$ and we have

$$\lambda = -\frac{1}{h_0}.$$
Thus, to sum up, we have shown that the $j = 1$ hyperkähler metric and symplectic forms
1. are entirely determined by the three functions $h_m$ with $m = -1, 0, 1$;
2. can be re-cast in a manifestly quaternionic canonical form by means of two successive
   transformations, the coordinate transformation (57)–(63) and the linear change of
   frame (66).

6. $O(4)$ CONSTRUCTIONS IN A QUATERNIONIC FRAME

In the $j = 2$ case we have no correspondent of the Gibbons-Hawking Ansatz to start
with — finding one such correspondent in some sense is in fact precisely what we are after —
but we do possess nonetheless expressions for the hyperkähler metric and symplectic forms,
which the generalized Legendre transform ones given in Proposition 4 and the discussion
following it. These are written in a holomorphic coordinate frame associated to a particular
hyperkähler complex structure, and our aim here is to reformulate them in a quaternionic
coordinate frame.

6.1. The holomorphic twistor space projection to the twistor $\mathbb{CP}^1 \cong S^2$ factorizes now
through an $O(4)$ bundle possessing a global section characterized in our standard trivializa-
tion by the five moduli $x_m$ with $m = -2, \ldots, 2$ satisfying an alternating reality condition.
At rotations of the twistor $S^2$ these transform according to the unitary spin-2 representa-
tion of $SO(3)$ and thus can be thought of as the components of a spinor. From them one
can construct this time not one but two (and only two) independent non-trivial real-valued
$SO(3)$ invariants, which we may write as follows:

$$ r_2(x) = \frac{1}{2} \left[ |x_2|^2 + \frac{1}{4} |x_1|^2 + \frac{1}{6} (x_0)^2 + \frac{1}{4} |x_{-1}|^2 + |x_{-2}|^2 \right] $$

$$ r_3(x) = \begin{vmatrix}
    x_2 & x_1 & x_0 \\
    1 & 4 & 6 \\
    x_1 & x_0 & x_{-1} \\
    4 & 6 & 4 \\
    x_0 & x_{-1} & x_{-2} \\
    6 & 4 & 1 \\
\end{vmatrix} $$

Indeed, inserting spherical normalizations, one can easily verify that these two expressions
coincide precisely with the two manifestly invariant expressions (56) corresponding to $j = 2$
provided that in the second case we choose the normalization constant to be $N_2 = \sqrt{35}/12$.
For reasons which will soon become clear we actually prefer to work with the two scaled
versions

$$ g_2 = 4 r_2(x) $$
$$ g_3 = 16 r_3(x). $$

Before we address the issue of choosing a reference spinor we wish to open a parenthesis
to make an observation whose usefulness will become apparent only later on, concerning
the spherical coupling process through which the invariants have been constructed. Note
that similarly to how we construct invariants we can employ spherical coupling to construct
spherical tensors, that is, quantities which transform covariantly with respect to $SO(3)$
rotations in accordance with one of its finite-dimensional representations. However, in some interesting cases we can achieve the same result by differentiating the invariants. Thus, consider the quantities defined by

\[ d_{2,m} = (-)^m \frac{\partial g_2}{\partial x_m}, \]

\[ d_{3,m} = (-)^m \frac{\partial g_3}{\partial x_m}. \]

These satisfy alternating reality properties and, for \( i = 2, 3 \), introducing dual normalizations by \( d_{2,m}^2 = (c_{2,m})^{-1} d_{i,m} \), one can check that at transformations (55) with \( j = 2 \) they transform covariantly according to the rule

\[ d_{i,m}^2 = \sum_{m'=-2}^{2} D_{mm'}^2(q) d_{i,m'}^2. \]

Returning now to our discussion, to choose a reference spinor we make the Ansatz

\[ (\hat{x}_m)_{m=-2,...,+2} = \frac{1}{4} \begin{pmatrix} e_1 - e_3 \\ 0 \\ 0 \\ e_1 - e_3 \end{pmatrix}. \]

Introducing a further dependent parameter \( e_2 \) such that \( e_1 + e_2 + e_3 = 0 \), by invariance we have then \( g_2 = 4r_2(\hat{x}) = -(e_1 e_2 + e_2 e_3 + e_3 e_1) \) and \( g_3 = 16r_3(\hat{x}) = e_1 e_2 e_3 \). In other words, what we have shown is that (73) represents a good choice of reference spinor provided that \( e_1, e_2, e_3 \) are the three roots of the cubic Weierstrass polynomial formed with \( g_2 \) and \( g_3 \), that is

\[ X^3 - g_2 X - g_3 = (X - e_1)(X - e_2)(X - e_3). \]

The Weierstrass discriminant \( \Delta = 4g_2^3 - 27g_3^2 = (e_1 - e_2)^2(e_1 - e_3)^2(e_2 - e_3)^2 \) is, very importantly, not only real but also positively defined. This is best seen if we resort to the representation (60) of the Majorana polynomial corresponding to \( j = 2 \). Comparison with the defining representation (49) yields by way of Vieta’s relations expressions for the coefficients \( x_m \) in terms of the variables \( w_i, v_i \) and their complex conjugates. Substituting these into the formulas for \( g_2, g_3 \) and then the resulting expressions into that of the discriminant yields eventually \( \Delta = [(|v_1|^2 + |w_1|^2)(|v_2|^2 + |w_2|^2)|v_1 \bar{v}_2 + w_2 \bar{w}_1|^2|v_1 \bar{v}_2 - w_2 \bar{w}_1|^2]^2 \), which is manifestly positive.

Positivity of the Weierstrass discriminant means that the Weierstrass roots are real. As such, they can be ordered along the real axis, and we adopt here the usual ordering convention \( e_1 > e_2 > e_3 \). The method above can give us in fact for each factor of \( \Delta \) the
expressions

\begin{align}
e_1 - e_2 &= |v_1 \bar{v}_2 + w_2 \bar{w}_1|^2 \\
e_1 - e_3 &= (|v_1|^2 + |w_1|^2)(|v_2|^2 + |w_2|^2) \\
e_2 - e_3 &= |v_1 \bar{w}_2 - v_2 \bar{w}_1|^2.
\end{align}

In particular, this shows that we can identify \(e_1 - e_3 = \rho\), as defined in equation (59) (with \(j = 2\)).

The upshot of these considerations is the following: the \(j = 2\) version of equation (55) together with this choice of reference spinor provide a parametrization of the five-component spinor \(x_m\) in terms of three spherical parameters, the Euler angles associated with the quaternion \(q\), plus two spherical invariants, \(e_1\) and \(e_3\) (or, equivalently, and this will be in fact our preferred choice, \(\rho\) and \(e_2\)). This is in a very clear sense a spinorial generalization of the usual spherical parametrization of 3-vectors.

The differential map corresponding to the reparametrization is described by the equation (57), with equation (58) giving

\begin{align}
\chi_{+2} &= \frac{1}{4} \frac{d\rho}{d\chi} - i\rho \sigma_3 \\
\chi_{+1} &= -i\rho (\sigma_1 + i\sigma_2) + 3ie_2(\sigma_1 - i\sigma_2) \\
\chi_0 &= -\frac{3}{2} de_2.
\end{align}

The remaining elements are obtained by (alternating) conjugation.

6.2. Our discussion so far has centered on a change of variables and has not touched yet on the generalized Legendre transform equations. Let us turn now to these and examine them closer. For \(j = 2\) and in quaternionic dimension one they read:

\begin{align}
L_{x_m} &= \begin{cases} 
-iu & \text{for } m = +1 \\
0 & \text{for } m = 0 \\
-iv & \text{for } m = -1.
\end{cases}
\end{align}

It is understood that \(L\) is a (possibly transcendental) function of the five variables \(x_m\). The main difference with respect to the \(j = 1\) case is the presence of the differential constraint \(L_{x_0} = 0\). This constraint is the source of all difficulties and the crux around which the whole matter revolves. In principle it allows us to express implicitly, say, \(x_0\) in terms of the other four variables. Then the remaining two equations (77) corresponding to \(m = \pm 1\) together with the identification \(x_{+2} = z\) let us further exchange, again implicitly, these four variables for the four holomorphic coordinates \(z, u, \bar{z}, \bar{u}\) — in the differential frame associated to which we have expressions for the hyperkähler metric and symplectic forms.

Here, however, we propose a different approach. Our key idea is to employ instead of the five variables \(x_m\) the equivalent set of spherical parameters \(\phi, \theta, \psi, \rho\) and \(e_2\), and then
use the constraint $L_{x_0} = 0$ to solve implicitly for $e_2$ in terms of $\phi, \theta, \psi$ and $\rho$\footnote{Note once again that here and throughout the paper we say Euler angles but we mean quaternions. The former are better for variable counting purposes while the latter offer calculational ease and conceptual clarity.}. The latter reduced set gives us, very importantly, a system of coordinates on the hyperkähler space. So, rather than pass to the holomorphic coordinate frame, we choose to transition the other way around and express the hyperkähler metric and symplectic forms in the spherical (or, better, quaternionic) frame given by $\sigma_1, \sigma_2, \sigma_3$ and $d\rho$.

Concretely, we carry this out as follows: differentiating the generalized Legendre relations and denoting as in (28) the double derivatives $L_{x_m x_{m'}} = \bar{h}_{m+m'}$, we obtain

\begin{equation}
\sum_{m'=-2}^{2} \bar{h}_{m+m'} dx_{m'} = \begin{cases} -i\bar{u} & \text{for } m = +1 \\ 0 & \text{for } m = 0 \\ -i\bar{u} & \text{for } m = -1. \end{cases}
\end{equation}

We then proceed in succession to substitute into the $m = 0$ component of this equation the corresponding differential map relations (57), solve the result for $\chi_0$ in terms of $\chi_{+2}, \chi_{+1}, \chi_{-1}, \chi_{-2}$, and then substitute this back into the relations (57). Note that since the equations (76) can be neatly separated into $\chi_0 = -\frac{3}{2} e_2$ on one hand and

\begin{equation}
\begin{pmatrix} \chi_{+2} \\ \chi_{+1} \\ \chi_{-1} \\ \chi_{-2} \end{pmatrix} = \begin{pmatrix} 1/4 & 0 & 0 & -i\rho \\ 0 & 3i\bar{e}_2 - i\rho & 3\bar{e}_2 + \rho & 0 \\ 0 & 3i\bar{e}_2 - i\rho & -3\bar{e}_2 - \rho & 0 \\ 1/4 & 0 & 0 & i\rho \end{pmatrix} \begin{pmatrix} d\rho \\ \sigma_1 \\ \sigma_2 \\ \sigma_3 \end{pmatrix}
\end{equation}

on the other (with, incidentally, the determinant of the transition matrix equal to $-4\sqrt{\Delta}$), solving for $\chi_0$ in terms of $\chi_{+2}, \chi_{+1}, \chi_{-1}, \chi_{-2}$ is essentially the same as solving for $de_2$ in terms of $\sigma_1, \sigma_2, \sigma_3$ and $d\rho$. In practice, though, it is preferable to work with the $\chi$-frame. The remaining $m = \pm 1$ components of equation (78) together with $dx_{+2} = dz$ and the complex conjugate relation give us further the holomorphic differential frame $dz, du, d\bar{z}, d\bar{u}$ in terms of the frame $\chi_{+2}, \chi_{+1}, \chi_{-1}, \chi_{-2}$. Finally, we plug this result into the $j = 2$ versions of the generalized Legendre transform metric and symplectic forms formulas (41)–(43), with components given by the formulas (45).

The computations involved at each step are quite long and laborious, but the end result is by comparison remarkably simple and elegant. To explain it, we need to first introduce a number of definitions.

The first important observation is that it is profitable to regard formally the $h_m$’s as the components of a spinor with spin 2. Notice that by construction they satisfy an alternating reality property, $h_m = (-)^m h_{-m}$. From the middle equation (78) it is clear that the natural way to introduce spherical normalization factors for them is by means of the dual convention $h_{m}^2 = (c_m^2)^{-1} h_{m}$. If we define corresponding quadratic and cubic “spherical invariants” by the formulas (56) with $x_m^2$ replaced by $h_m^2$ and take as above $N_2 = \sqrt{35/12}$, then in terms
of the unnormalized components the formulas read

\[ r_2(h) = \frac{1}{2} \left[ |h_{+2}|^2 + 4|h_{+1}|^2 + 6(h_0)^2 + 4|h_{-1}|^2 + |h_{-2}|^2 \right] \]

(80)

\[ r_3(h) = \begin{vmatrix} h_{+2} & h_{+1} & h_0 \\ h_{+1} & h_0 & h_{-1} \\ h_0 & h_{-1} & h_{-2} \end{vmatrix}. \]

These can be regarded as invariants only in a restricted sense. Namely, if we define

(81)

\[ \hat{h}_m^2 = \sum_{m'=-2}^{2} D_{mm'}^{2}(q^{-1}) h_{m'}^2 \]

then we have indeed \( r_2(h) = r_2(\hat{h}) \) and \( r_3(h) = r_3(\hat{h}) \).

Secondly, let us introduce the composite object

(82)

\[ H_m^2 = \frac{1}{2} \sqrt{\frac{7}{12}} \sum_{m_1,m_2=-2}^{2} \left( \begin{array}{cc} 2 & 2 \\ m & m_1 m_2 \end{array} \right) h_{m_1}^2 h_{m_2}^2 \]

whose unnormalized components, assuming we spherically-normalize similarly to above by \( H_m^2 = (c_m^2)^{-1} H_m \), are consequently given by the quadratic expressions

\[ H_{+2} = h_{+2} h_0 - h_{+1} h_{+1} \]

(83)

\[ H_{+1} = \frac{1}{2} h_{+2} h_{-1} - \frac{1}{2} h_{+1} h_0 \]

\[ H_0 = \frac{1}{6} h_{+2} h_{-2} + \frac{1}{3} h_{+1} h_{-1} - \frac{1}{2} h_0 h_0, \]

with the remaining ones easily determined by alternating conjugation. One can construct for it in the same way quadratic and cubic invariants, but these turn out to be, not surprisingly, composite as well:

(84)

\[ r_2(H) = \frac{1}{12} r_2(h)^2 \]

\[ r_3(H) = \frac{1}{4} r_3(h)^2 - \frac{1}{216} r_2(h)^3. \]

Due to the equivariance properties of the Clebsch-Gordan coefficients, it redefines covariantly at a redefinition (81), that is

(85)

\[ \hat{h}_m^2 = \sum_{m'=-2}^{2} D_{mm'}^{2}(q^{-1}) H_{m'}^2. \]

Thirdly, we introduce yet another frame by means of the linear transformation

(86)

\[
\begin{pmatrix}
\chi_{+2} \\
\chi_{+1} \\
\chi_{-1} \\
\chi_{-2}
\end{pmatrix} =
\begin{pmatrix}
\hat{H}'_0 & 0 & 0 & 0 \\
2\hat{H}'_{-1} & \hat{H}'_0 & \hat{H}'_{+1} & 0 \\
0 & \hat{H}'_{-2} & \hat{H}'_0 & 2\hat{H}'_{+1} \\
0 & 0 & 0 & \hat{H}'_0
\end{pmatrix}
\begin{pmatrix}
\theta_{+2} \\
\theta_{+1} \\
\theta_{-1} \\
\theta_{-2}
\end{pmatrix}
\]
where, by definition,

\[(87)\quad \dot{H}'_0 = H_0 - \frac{1}{6} r_2(\hat{h}).\]

Note, incidentally, that $\dot{H}'_0 \leq 0$. Indeed, by the definition of $r_2(\dot{H})$ mirroring the first formula \[(80)\] one has $3(\dot{H}_0)^2 \leq r_2(\dot{H})$, which then by the first equation \[(84)\] — and invariance — implies immediately that $(6\dot{H}_0)^2 \leq r_2(\dot{h})^2$. Since $r_2(\dot{h}) > 0$, the claim follows.

Then the result of the computation outlined above can be stated as follows:

**Proposition 2.** Consider the two successive linear transformations \[(79)\] and \[(86)\] of the quaternionic frame given by $\sigma_1, \sigma_2, \sigma_3$ and $d\rho$. In the resulting frame, the four-dimensional $j = 2$ generalized Legendre transform hyperkähler metric and symplectic forms assume the canonical form

\[(88)\quad g = \lambda(|\theta_{+1}|^2 + |\theta_{+2}|^2) \quad \text{and} \quad \omega^1_m = \sum_{m'=-1}^{1} D^1_{m'm'}(q) \dot{\omega}^1_{m'}
\]

with

\[\dot{\omega}_{+1} = \lambda i \theta_{+2} \wedge \bar{\theta}_{+1}\]
\[\dot{\omega}_0 = \lambda i (\theta_{+1} \wedge \bar{\theta}_{+1} - \theta_{+2} \wedge \bar{\theta}_{+2})\]
\[\dot{\omega}_{-1} = \lambda i \bar{\theta}_{+2} \wedge \theta_{+1}\]

where $\lambda = r_3(\hat{h})\dot{H}'_0$ and we normalize $\omega^1_m = c^1_m \omega_m$.

The parallel with the form \[(67)\] in the $j = 1$ case is evident and demonstrates that quaternionic parametrization of the Majorana polynomial coefficients opens indeed a path to generalizing the Gibbons-Hawking Ansatz.

The hyperkähler metric and symplectic forms are completely determined modulo simple algebraic operations by the five functions $(\dot{h}_m)_{m=-2,...,2}$, closely related to the functions $(h_m)_{m=-2,...,2}$, which in turn can be extracted from a single holomorphic function through a contour-integral of the type \[(29)\]. Note that, by comparison, the generalized Legendre transform formulas \[(41)-(43)\] with $j = 2$ depend in addition to these also on $h_{-3}$. The contour-integral formula gives the $h_m$ functions naturally in terms of the variables $x_m$, from which passing to the quaternionic variables in which the metric and symplectic forms are expressed is usually straightforward. In the generalized Legendre transform formulas \[(41)-(43)\], by contrast, the metric and symplectic forms are expressed in a holomorphic coordinate frame, and the dependence of the variables $x_m$ on the holomorphic coordinates is virtually always implicit. In either case one still has to impose of course the generalized Legendre transform constraint $L_{x_0} = 0$.

In practice, therefore, one needs to compute two things: the first derivative $L_{x_0}$, which determines the generalized Legendre transform constraint, and the second derivatives $L_{x_0 x_m}$ with $m = -2, \ldots, 2$, which then determine the hyperkähler metric and symplectic forms.
7. The $\mathcal{O}(4)$ Spectral Curve

In this section we continue our generic exploration of the generalized Legendre transform construction with $j = 2$ with a detailed study of the structure of a certain elliptic curve associated to the characteristic $\mathcal{O}(4)$ section which plays an important role in applications.

7.1. In the total space of the bundle $\pi^*\mathcal{O}(4) \to Z$ with global section $x$ consider the quartic plane curve given by

$$\eta^2 = x_N(\zeta)$$

where $\eta$ is the complex coordinate on the fiber and

$$x_N(\zeta) = \sum_{m=-2}^{2} x_m \zeta^{2-m}$$

with coefficients satisfying the alternating reality condition $\bar{x}_m = (-1)^m x_{-m}$ is the usual $j = 2$ Majorana polynomial representing the section $x$ in the local trivialization over the open set $N \subset Z$. We call such a curve an $\mathcal{O}(4)$ spectral curve, and label its defining representation as *Majorana normal form*.

By construction, this curve has two involutions, one holomorphic and one anti-holomorphic:

- **elliptic involution:** $(\zeta, \eta) \mapsto (\zeta, -\eta)$
- **real structure:** $(\zeta, \eta) \mapsto (-1/\bar{\zeta}, -\bar{\eta}/\bar{\zeta}^2)$.

One should think of $\eta$ as the complex square root of the quartic Majorana polynomial, and, indeed, the introduction of the elliptic curve can be justified by the need to cast the use of this square root on a rigorous basis. The elliptic involution encapsulates the branch ambiguity data for the square root, and the second rule essentially implies that under antipodal conjugation (which, recall, we define here as the substitution $\zeta \mapsto \zeta^c$ followed by complex conjugation) the square root changes branches, that is, $\sqrt{x_N} \mapsto -\sqrt{x_S}$.

One also has a natural nowhere-vanishing holomorphic 1-form on the curve, which is to say, an abelian differential of the first kind, given by

$$\theta = \frac{d\zeta}{2\eta}$$

Let $a_1, \ldots, a_4$ denote the roots of the Majorana quartic polynomial. The reality properties of the polynomial coefficients imply that they come in antipodally-conjugated pairs or, in other words, the two sets $\{a_1, \ldots, a_4\}$ and $\{a_1^c, \ldots, a_4^c\}$ are the same. In terms of them we have

$$\eta^2 = x_{-2} \prod_{i=1}^{4} (\zeta - a_i).$$

We can cast the curve in the *Weierstrass normal form*

$$Y^2 = X^3 - g_2 X - g_3$$
by taking for example the root $a_4$ to $\infty$ by means of the birational transformation

$$X = x + (S_4 - \frac{P_4}{\zeta - a_4})$$

with

$$S_4 = \frac{1}{3} \sum_{1 \leq i < j \leq 3} (a_i - a_4)(a_j - a_4)$$

$$P_4 = \prod_{1 \leq i \leq 3} (a_i - a_4).$$

and then choosing an appropriate transformation for $\eta$. The remaining Majorana roots are mapped to the Weierstrass roots $e_1, e_2, e_3$. Note in particular that with our ordering convention for the Weierstrass roots, $a_4^c$, the root antipodally conjugated to $a_4$, is mapped to $e_2$. The Weierstrass coefficients $g_2$ and $g_3$ which arise here are precisely those defined in equation (70)—and this brings us again, through a different route, to the same cubic Weierstrass polynomial that we have encountered when we introduced a quaternionic parametrization for the quartic Majorana coefficients $x_m$.

In the new coordinates the holomorphic 1-form takes the form

$$\theta = \frac{d\zeta}{2\eta} = \frac{dX}{2Y}.$$

Finally, by means of the Weierstrass $\wp$-function and its derivative we pass to a complex torus representation. Taking $X = \wp(u; 4g_2, 4g_3)$ and $2Y = \wp'(u; 4g_2, 4g_3)$ gives further

$$\theta = \frac{d\zeta}{2\eta} = \frac{dX}{2Y} = du.$$

The reality of the Weierstrass roots implies that the toric lattice $\Lambda$ is orthogonal. If $\omega_1, \omega_2, \omega_3$ with $\omega_1 + \omega_2 + \omega_3 = 0$ are the Weierstrass half-periods, then our ordering of the Weierstrass roots entails that $\omega_1$ is real and $\omega_3$ purely imaginary. Following the usual conventions in the literature, in what follows we will often denote these as $\omega$ and $\omega'$, respectively.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{domain.png}
\caption{A choice of fundamental domain for the toric lattice $\Lambda$, divided in quadrants. We assume that the domain has closed upper and right boundaries and open lower and left ones.}
\end{figure}

7.2. Let us try to understand now how the two involutions (91) act on the complex torus $\mathbb{C}/\Lambda$. Given an arbitrary point on the curve with Majorana normal coordinates $(\zeta, \eta)$, let $(X_\zeta, Y_\zeta)$ denote its image in Weierstrass normal coordinates, and $u_\zeta$ its image on the complex torus.
The elliptic involution induces, modulo a lattice shift, a reflection with respect to the origin of the complex plane:

$$u_\zeta \mapsto -u_\zeta \mod \Lambda.$$  \hfill (98)

If we require $u_\zeta$ to be in the fundamental domain of the lattice as defined in Figure 1, then so is $-u_\zeta$, and consequently we can dispense in (98) with lattice shifts altogether. Note that in this case the map $u_\zeta \mapsto -u_\zeta$ interchanges diagonally-opposite quadrants.

To work out the action of antipodal conjugation, we begin by noticing the following useful identity

$$\frac{Y_\zeta}{X_\zeta - X_{\zeta'}} = \eta \left( \frac{1}{\zeta - \zeta'} - \frac{1}{\zeta - a_4} \right).$$  \hfill (99)

valid for any $\zeta' \in \mathbb{C}$ different from $\zeta$. This can be checked by squaring each side up and then imposing both the Majorana and Weierstrass forms of the elliptic equation. A possible sign ambiguity is fixed by the requirement of consistency in the limit $\zeta' \to \zeta$ with the second equation (96).

Taking in particular $\zeta' = a_4^2$, we obtain

$$\frac{Y_\zeta}{X_\zeta - e_2} = -\eta \frac{1 + |a_4|^2}{(\zeta - a_4)(1 + \bar{a}_4 \zeta)}.$$  \hfill (100)

The right-hand side of this equation is manifestly invariant under antipodal conjugation and so consequently

$$\frac{Y_\zeta}{X_\zeta - e_2} = \frac{Y_{\zeta'}}{X_{\zeta'} - e_2}.$$  \hfill (101)

This can be equivalently rephrased as the collinearity condition

$$\begin{vmatrix} 1 & X_\zeta & Y_\zeta \\ 1 & X_{\zeta'} & Y_{\zeta'} \\ 1 & e_2 & 0 \end{vmatrix} = 0.$$  \hfill (102)

which then by way of the addition law of the Weierstrass elliptic functions allows us to conclude that

$$u_\zeta + \bar{u}_{\zeta'} + \omega_2 = 0 \mod \Lambda.$$  \hfill (103)

The mod $\Lambda$ ambiguity can be fixed by imposing some restricting condition, typically a choice of fundamental domain for the lattice, in which case we can write

$$u_\zeta + \bar{u}_{\zeta'} = n_\zeta \omega + n_{\zeta'} \omega'$$

for some, very importantly, odd integers $n_\zeta$ and $n_{\zeta'}$. For instance, if we require that both $u_\zeta$ and $u_{\zeta'}$ be in the fundamental rectangle of the toric lattice as defined in Figure 1, then we find that the shift term is entirely determined by the particular quadrant of the fundamental
domain to which, say, $u_\zeta$ belongs, as follows:

| $u_\zeta \in$ quadrant | $n_\zeta$ | $n'_\zeta$ |
|------------------------|--------|-------|
| I                      | 1      | 1     |
| II                     | $-1$   | 1     |
| III                    | $-1$   | $-1$  |
| IV                     | 1      | $-1$  |

Note that, quite generally, $n_\zeta c = n_\zeta$ and $n'_\zeta c = -n'_\zeta$, and so the map $u_\zeta \mapsto u_\zeta c$ interchanges in this case vertically-adjacent quadrants. A shift of the fundamental domain by $\lambda \omega$ in the real direction and $\lambda' \omega'$ in the imaginary one for some $\lambda, \lambda' \in \mathbb{Z}$ entails a shift $n_\zeta \mapsto n_\zeta + 2\lambda$ while leaving $n'_\zeta$ unchanged. For reasons of generality, in the remainder of the paper we will assume a generic (yet unspecified) such choice of fundamental domain.

Observe that we can define an “enhanced” version of $u_\zeta$ by $u_\zeta = u_\zeta + (n_\zeta/2)\omega - (n'_\zeta/2)\omega'$. This modified variable satisfies the simpler antipodal conjugation property $\bar{u}_\zeta = -u_\zeta$ and, moreover, its real part is independent of the particular choice of fundamental domain and takes values the interval $(-\omega/2, \omega/2]$. Let furthermore

$$v_\zeta = u_\zeta + \bar{u}_\zeta = u_\zeta - u_\zeta c - n'_\zeta \omega'$$

$$v'_\zeta = u_\zeta - \bar{u}_\zeta = u_\zeta + u_\zeta c - n_\zeta \omega.$$

Thus defined, $v_\zeta$ is real and $v'_\zeta$ purely imaginary. As the $g_2, g_3$ parameters are real, all standard Weierstrass functions have definite reality properties at these points which one can easily infer based on their parity. Hence, for example, since the Weierstrass $\wp$-function and its derivative are even respectively odd functions, it follows that both $\wp(v_\zeta)$ and $\wp(v'_\zeta)$ are real, while $\wp'(v_\zeta)$ is real and $\wp'(v'_\zeta)$ purely imaginary. Based on the elliptic formulas (A.8) and similar arguments relying on the fact that the Weierstrass sigma-function is odd and all three associated sigma-functions are even, we can argue moreover that for all values of $\zeta$ we have

$$\wp(v'_\zeta) \leq e_3 < e_2 < e_1 \leq \wp(v_\zeta).$$

7.3. In the remainder of this section we discuss some further properties of $O(4)$ spectral curves which, while interesting in themselves, have no immediate bearing on the considerations which follow. The pragmatic reader is urged to skip ahead to the next section.

Taking now in the relation (99) $\zeta = 0$ and $\zeta' = \infty$ and then vice versa, and noticing that we have

$$X_0 = \frac{x_0}{3} + \frac{x_1 + 1}{a_4} + \frac{2x_2}{a_2^2} \quad \text{and} \quad X_\infty = \frac{x_0}{3} + x_{-1}a_4 + 2x_{-2}a_4^2,$$

we can derive two more collinearity properties, namely,

$$\begin{vmatrix} 1 & X_0 & Y_0 \\ 1 & X_\infty & Y_\infty \\ 1 & x_+ & y_+ \end{vmatrix} = 0 \quad \text{and} \quad \begin{vmatrix} 1 & X_0 & Y_0 \\ 1 & X_\infty & -Y_\infty \\ 1 & x_- & y_- \end{vmatrix} = 0.$$

where, by definition,
\begin{equation}
(109)
x_{\pm} = \frac{x_0}{3} \pm \frac{2 \sqrt{x-2} \sqrt{x+2}}{x-2} \\
y_{\pm} = x_1 \sqrt{x-2} \pm x_{-1} \sqrt{x+2}.
\end{equation}

The complex square roots $\sqrt{x+2}$ and $\sqrt{x-2}$ arise from $\eta$ at $\zeta = 0$ and $\infty$, and their relative branch choice ambiguity is fixed by requiring them to be complex conjugates. So then what the collinearity relations show is that
\begin{equation}
(110)
x_{+} = \wp(u_{\infty} + u_0) \quad x_{-} = \wp(u_{\infty} - u_0) \\
2y_{+} = \wp'(u_{\infty} + u_0) \quad 2y_{-} = \wp'(u_{\infty} - u_0).
\end{equation}

From their definitions it is clear that both $x_{-}$ and $x_{+}$ are real, while $y_{-}$ is real and $y_{+}$ purely imaginary. Moreover, we have the following inequalities:
\begin{equation}
(111)
e_3 < x_{-} < e_2 < x_{+} < e_1 \\
e_3 < -x_{+} - x_{-} < e_1.
\end{equation}

To prove them, we rely on the representation \([61]\) of Majorana polynomials. By expressing the Majorana coefficients and Weierstrass roots in terms of the complex variables $w_1, v_i$, we can derive the following set of formulas:
\begin{equation}
(112)
x_{\pm} - e_1 = -(|v_1 w_2| \mp |v_2 w_1|)^2 \\
x_{\pm} - e_2 = -(|v_1 w_1 v_2 w_2 + \sqrt{v_1 w_1 v_2 w_2})^2 \\
x_{\pm} - e_3 = (|v_1 v_2| \pm |w_1 w_2|)^2
\end{equation}

and
\begin{equation}
(113)
x_{+} + x_{-} + e_1 = |v_1 \bar{v}_2 - w_2 \bar{w}_1|^2 \\
x_{+} + x_{-} + e_2 = (|v_1|^2 - |w_1|^2)(|v_2|^2 - |w_2|^2) \\
x_{+} + x_{-} + e_3 = -|v_1 \bar{w}_2 + v_2 \bar{w}_1|^2,
\end{equation}

from which then the inequalities follow promptly.

The pairs $(x_{-}, y_{-})$ and $(x_{+}, y_{+})$ are points on the Weierstrass curve, as one may easily convince oneself directly by verifying that they both satisfy indeed the Weierstrass equation \([61]\). Turning this around, we can solve the two resulting equations for the Weierstrass coefficients, to obtain the alternative expressions
\begin{equation}
(114)
g_2 = x_{+}^2 + x_{+} x_{-} + x_{-}^2 - \frac{y_{+}^2 - y_{-}^2}{x_{+} - x_{-}} \\
g_3 = -x_{+} x_{-} (x_{+} + x_{-}) + \frac{x_{-} y_{+}^2 - x_{+} y_{-}^2}{x_{+} - x_{-}}.
\end{equation}

These expressions allow us then to immediately see that the Weierstrass cubic polynomial associated to the Majorana quartic polynomial can be cast in the following determinantal
form:

\[
X^3 - g_2X - g_3 = \begin{vmatrix}
X - x_+ & -iy_+ & 0 \\
-iy_+ & X + x_+ + x_- & y_- \\
0 & y_- & X - x_- \\
\end{vmatrix}
\]

with each entry, apart from the variable \(X\), real. Note that the formula remains valid if we take in it, either separately or together, \(y_+ \mapsto -y_+\) and \(y_- \mapsto -y_-\).

8. ALE AND ALF GRAVITATIONAL INSTANTONS OF TYPE \(A_k\)

We shift now our focus to applications, and our main goal for the remainder of the paper will be the explicit construction of gravitational instantons of type \(D_k\). However, before we tackle that, we find it instructive to review Hitchin’s construction of ALE gravitational instantons of type \(A_k\) [13], which will serve as a model for our treatment of the \(D_k\) case. Our review, though, will have a slightly skewed objective compared to the original: we will use the approach of [13] in order to derive the input data for the Legendre transform construction — which consists, mostly, of a holomorphic function —, and then use this rather than Hitchin’s original method to construct the hyperkähler metric and symplectic forms. The result will evidently be the same, but the variation in strategy is really a practice run for the \(D_k\) case, where we will follow the same blueprint.

8.1. The starting point of Hitchin’s approach is the minimal resolution of a complex algebraic surface with a Kleinian singularity of type \(A_k\). A standard construction going back to F. Klein shows that the singular quotients \(\mathbb{C}^2/\Gamma\) can be embedded in \(\mathbb{C}^3\) for any finite subgroup \(\Gamma\) of \(SU(2)\). In particular, if \(\Gamma\) is the cyclic group of order \(k+1\), then the resulting singularity is known as a Kleinian (or du Val, or rational double point) singularity of type \(A_k\), and may be described by the following algebraic equation in \(\mathbb{C}^3\):

\[
y^2 + z^2 = x^{k+1}.
\]

In terms of a set of \(k+1\) constant complex parameters \(t_l\) satisfying the constraint \(\sum_{l=0}^{k} t_l = 0\), its universal deformation has the form

\[
y^2 + z^2 = \prod_{l=0}^{k} (x + t_l).
\]

This non-singular complex surface comes equipped with a natural nowhere-vanishing symplectic 2-form given by

\[
\varpi = \frac{2dy \wedge dz}{f_x} = \frac{2dz \wedge dx}{f_y} = \frac{2dx \wedge dy}{f_z}
\]

where \(f(x, y, z)\) is the function whose vanishing locus defines the surface, and the factor 2 has been chosen for ulterior convenience. The first formula is valid on the patch defined by the condition \(f_x \neq 0\), where the variables \(y\) and \(z\) give a good system of coordinates on the surface, the second one on the patch defined by \(f_y \neq 0\), and so on.
Using a hyperkähler quotient construction, Kronheimer has shown in [21] that one can define on the desingularized surface an ALE hyperkähler metric. So then we may ask ourselves the following question — and this is really the key to the the twistor approach: the above complex holomorphic description of the algebraic surface is holomorphic with respect to which particular hyperkähler complex structure, out of the many we have at our disposal? The answer that Hitchin essentially proposed was that the surface can be described by this same algebraic equation in almost all hyperkähler complex structures. In other words, one can think of the variables \( x, y, z \) and also of the parameters \( t_l, l \) in some appropriate sense to be defined as sections of certain holomorphic line bundles over the twistor space of the complex surface viewed as a hyperkähler space. We take then in particular \( x = x_{NS}(\zeta) \) and, redenoting the parameters \( t_l \equiv -x_l, x_l = x_{l,NS}(\zeta) \) to be the tropical parts of real (with respect to antipodal conjugation) holomorphic global sections of the pull-back bundle \( \pi^*O(2) \).

To determine the structure of the remaining variables \( y \) and \( z \) we begin by observing that if we introduce in their place a new set of complex variables \( \xi_{N,S} = y \pm iz \) then the equation \ref{eq:117} factorizes as follows

\[
\xi_N \xi_S = \prod_{l=0}^{k} (x - x_l)
\]

and the holomorphic 2-form becomes

\[
\varpi = -id(\ln \xi_N) \wedge dx = id(\ln \xi_S) \wedge dx
\]

with each expression valid on some appropriately defined patch. Switching further to the variables \( p_N \) and \( p_S \) defined by

\[
\xi_N = e^{+ip_N}, \quad \xi_S = e^{-ip_S}
\]

recasts the equation in the form

\[
e^{i(p_N - p_S)} = \prod_{l=0}^{k} (x - x_l).
\]

Notice that we can write this equivalently as

\[
p_N - p_S = i \frac{\partial H(x)}{\partial x}
\]

where, by definition,

\[
\frac{\partial H(x)}{\partial x} = -\ln \prod_{l=0}^{k} (x - x_l).
\]

Integrating gives us, up to an integration constant,

\[
H(x) = -\sum_{l=0}^{k} [(x - x_l) \ln(x - x_l) - (x - x_l)].
\]
In the current variables the holomorphic 2-form takes the form

\[ \varpi = \frac{dp_N \wedge dx_N}{\zeta} = \zeta dp_S \wedge dx_S \]

where, recalling the definition \([3]\), we have replaced successively the tropical form of \(x\) with its arctic respectively antarctic ones.

Put in this way, this then conspicuously suggests that we identify the nowhere-vanishing holomorphic 2-form with the fiberwise-supported holomorphic twistor space 2-form as follows

\[ \varpi = \omega_{NS}(\zeta) \]

and at the same time the \(p\) and \(x\)-variables with the similarly named Legendre transform ones. In this case, the equation \((123)\) is precisely the equation \((4)\) in real dimension four with \(j = 1\), and \(H(x)\) is the holomorphic function which in the the Legendre transform construction characterizes the hyperkähler structure.

8.2. In the Legendre transform approach critical regularity conditions require \(p_N\) and \(p_S\) to be well-defined at \(\zeta = 0\) and \(\infty\), respectively — and if they are to be satisfied we have to have \(\xi_N\) and \(\xi_S\) obey the same conditions. Moreover, \(\xi_N\) and \(\xi_S\) are expected to be interchanged by antipodal conjugation. Let us show now that such solutions of the equation \((119)\) exist. These conditions are in fact so stringent that they determine the \(\xi\)-variables almost completely.

As the tropical component of a real section of \(\pi^*O(2)\), \(x_l - x\) admits, by virtue of the same argument used to justify the representation \((59)\) of Majorana polynomials, a factorization of the type

\[ x_l - x = \rho_l \frac{(\zeta - a_l)(1 + \bar{a}_l \zeta)}{(1 + |a_l|^2)\zeta} \]

with \(\rho_l > 0\). So if we take

\[ \xi_N = \prod_{l=0}^{k} \sqrt{m_l} \frac{a_l - \zeta}{\sqrt{1 + |a_l|^2}} \]

\[ \xi_S = \prod_{l=0}^{k} \sqrt{m_l} \frac{-\bar{a}_l + \tilde{\zeta}}{\sqrt{1 + |a_l|^2}} \]

where \(\tilde{\zeta} = 1/\zeta\), then these are 1. manifestly interchanged by antipodal conjugation, 2. well-defined at \(\zeta = 0\) respectively \(\zeta = \infty\) and 3. they automatically satisfy the equation \((119)\). This proves existence. As far as uniqueness is concerned, observe that \(\xi_N\) and \(\xi_S\) are defined in principle only up to (opposite) constant complex phases.

8.3. It is known, see e.g. [17], that the generalized Legendre transform holomorphic \(H\)-functions describing the cyclic ALF gravitational instantons can be obtained from their ALE counterparts \((125)\) very simply through the addition of a quadratic term, namely

\[ H^{ALF}(x) = -\alpha x^2 + H^{ALE}(x) \]
where $\alpha$ is a positive real constant inversely related to the so-called “mass parameter”. In the ALF case one is then led to consider the deformed equation

\begin{equation}
\xi_N\xi_S = e^{2\alpha x} \prod_{l=0}^{k} (x - x_l).
\end{equation}

Notice that the formulas (120) still give without any modification a nowhere-vanishing holomorphic 2-form on the deformed surface. If we then proceed to define $p_N$ and $p_S$ by the same formulas, we obtain the same equation (123) but now with the modified $H$-function (130), while the holomorphic 2-form assumes in the end the same twisted Darboux form (126). To work out how the formulas (129) are modified, we write $x$ in Majorana form and then split it into the sum of two antipodally-conjugated terms as follows:

\begin{equation}
x = \begin{cases}
\frac{x_+ + x_0}{2} & \text{sing. at } \zeta = 0 \\
\frac{x_0}{2} + x_- \zeta & \text{sing. at } \zeta = \infty
\end{cases}
\end{equation}

This gives us promptly

\begin{equation}
\begin{aligned}
\xi_{ALF}^N &= e^{2\alpha \left( \frac{x_+}{\zeta} + x_- \zeta \right)} \xi_{ALE}^N \\
\xi_{ALF}^S &= e^{2\alpha \left( \frac{x_+}{\zeta} + \frac{x_0}{2} \zeta \right)} \xi_{ALE}^S
\end{aligned}
\end{equation}

satisfying all the required properties.

8.4. As far as the effective construction of the metric is concerned, the essential outcome of this argument is the $H$-function, which constitutes the main input in the Legendre transform machinery. From this, one can compute the contour integral $L$ explicitly by choosing a contour in such a way as to obtain a real answer, and then its second derivatives. The end result can be cast in Gibbons-Hawking form with the well-known multi-center $\mathbb{R}^3$-harmonic potential

\begin{equation}
V = \alpha + \sum_{l=0}^{k} \frac{1}{|\vec{r} - \vec{r}_l|}.
\end{equation}

8.5. The period matrix. Let us return now to the ALE case to compute the period matrix. The exceptional divisor of the minimal resolution $M$ of the Kleinian singularity $\mathbb{C}^2/\Gamma$ with $\Gamma$ the cyclic group of order $k + 1$ on which the metric is defined consists of $k$ rational curves whose homology classes form a basis in $H_2(M, \mathbb{Z})$, with intersection matrix given by minus the Cartan matrix of the simply-laced Lie algebra $A_k$. We can pair these exceptional 2-cycles with the cohomology classes in $H^2(M, \mathbb{R})$ corresponding to the three standard hyperkähler symplectic forms to obtain the so-called period matrix. In the $A_k$ case this has been computed by Hitchin in [13]. Here, however, we will use a different method, one which we can generalize easier to the $D_k$ case.

The deformed algebraic equation (117) can be regarded as describing a fibration of complex quadrics over the complex $x$-plane, with the fibers degenerating at the points $x = -t_l = x_l$. For any pair of distinct indices $l_1, l_2 \in \{0, \ldots, k\}$ let us consider inside this
complex surface a real 2-cycle $\gamma_{l_1 l_2}$ in the form of a circle fibration over a 1-dimensional contour in the $x$-plane connecting the points $x_{l_2}$ and $x_{l_1}$, with the circle degenerating to a point at the ends. In terms of the $x, p_N, p_S$ variables we parametrize the 2-cycle as follows:

$$x = x(\lambda) \text{ such that } x(0) = x_{l_2} \text{ and } x(1) = x_{l_1}$$

$$p_N = \phi + p^0_N(\lambda)$$

$$p_S = \phi + p^0_S(\lambda)$$

with $\lambda \in [0, 1]$ and $\phi \in [0, 2\pi]$ denoting the base and $S^1$-fiber parameters, respectively. The structure of this parametrization does not change under a change of complex structure. This fact relies on two important checks: First, the dependence of $p_N$ and $p_S$ on $\phi$ is consistent with antipodal conjugation. Second, the lack of dependence of $x$ on $\phi$ is consistent with the cancellation of $\phi$ in the exponent on the left-hand side of equation (122).

Using the complex Darboux form of the holomorphic twistor space 2-form and marking the dependence on $\zeta$ explicitly, we have then successively

$$\int_{\gamma_{l_1 l_2}} \omega_N(\zeta) = \int_{\gamma_{l_1 l_2}} dp_N(\zeta) \wedge dx_N(\zeta)$$

$$= \int_{\gamma_{l_1 l_2}} d\phi \wedge dx_N(\zeta)$$

$$= \int_0^{2\pi} d\phi \int_{x_{l_2} N(\zeta)}^{x_{l_1} N(\zeta)} dx_N(\zeta)$$

$$= 2\pi [x_{l_1} N(\zeta) - x_{l_2} N(\zeta)].$$

The second line follows from the fact that, when restricted to $\gamma_{l_1 l_2}$, both $x_N$ and $p^0_N$ depend only on $\lambda$ and thus give a vanishing $d\lambda \wedge d\lambda$ term. Since $\zeta$ is arbitrary and since, as we have argued above, the definition of $\gamma_{l_1 l_2}$ does not depend on the choice complex structure and thus of $\zeta$, we infer that

$$\int_{\gamma_{l_1 l_2}} \bar{\omega} = 2\pi (\vec{r}_{l_1} - \vec{r}_{l_2}).$$

The homology classes of the 2-cycles $\gamma_{l_1 l_2}$ are not all linearly independent, but we can always choose from among them a basis $[\gamma_i]$ in $H_2(M, \mathbb{Z})$ with elements relabeled by $i = 1, \ldots, k$ such that

$$\int_{\gamma_i} \bar{\omega} = 2\pi (\vec{r}_{i-1} - \vec{r}_i).$$

9. ALE AND ALF GRAVITATIONAL INSTANTONS OF TYPE $D_k$

We are now finally ready to address directly the problem of constructing gravitational instantons of type $D_k$. The strategy of our approach will essentially mirror the one we laid out in the $A_k$ case. First, we will show, using crucial ideas from Cherkis-Kapustin [7, 8] and Cherkis-Hitchin [6] and the elliptic apparatus that we have developed in section 7 how one can derive starting from the minimal resolution of a Kleinian $D_k$ singularity the generalized
Legendre transform holomorphic $H$-function characterizing the instanton. The relevant
generalized Legendre transform construction is the $O(4)$ (or $j = 2$) one, and the argument
yields also naturally the characteristic constraint in the form of a divisor class condition
on the $O(4)$ spectral curve. To determine the hyperkähler metric and symplectic forms we
will rely on the $O(4)$ Ansatz we have formulated in section 6 instead of the $O(2)$-specific
Gibbons-Hawking Ansatz which we have used in the $A_k$ case. The computation reduces
effectively to the evaluation of a number of contour integrals, which we do explicitly and
in a unified manner. As a check, we will then specialize the resulting ALF formulas to the
case $k = 0$ to retrieve the Atiyah-Hitchin metric on the moduli space of centered charge-2
monopoles on $\mathbb{R}^3$, which plays in this case a role analogous to the one played by the Taub-
NUT metric in the $A_k$ case. Finally, we compute the period matrix.

9.1. When $\Gamma$ is the binary dihedral group of order $4k - 8$, the Kleinian quotient $\mathbb{C}^2/\Gamma$
can be embedded in $\mathbb{C}^3$ as the complex surface of equation
\[(139) \quad y^2 + xz^2 = x^{k-1}\]
with a rational double point at the origin. Its universal deformation may be described in
terms of an unconstrained set of $k$ complex deformation parameters $t_l$ by the equation (see e.g. [20] [26])
\[(140) \quad y^2 + xz^2 = \frac{1}{x} \left( \prod_{l=1}^{k} (x + t_l^2) - \prod_{l=1}^{k} t_l^{2} \right) + 2z \prod_{l=1}^{k} t_l.\]
As before, Kronheimer’s classic result [21] assures us that we can define on the corresponding
desingularized complex surface a hyperkähler metric of ALE type. However, Kronheimer’s
approach, based on the hyperkähler quotient construction, is not particularly effective when
it comes to deriving explicit expressions for the metric. For this we will take, as in the $A_k$
case, the twistor road. In this case as in the $A_k$ one the basic premise of the twistor
approach is that this same algebraic equation describes the complex surface not in just one
but in almost all hyperkähler complex structures. Accordingly, one must view the variables
$x, y, z$ as well as the deformation parameters $t_l$ (which in what follows we will redenote by
$t_l = ix_l$) as sections of some line bundles over the twistor space. Concretely, one assumes
that $x = x_{NS}(\zeta)$ and $x_l = x_{l,NS}(\zeta)$ are the tropical parts of real (with respect to antipodal
conjugation) holomorphic global sections of the bundles $\pi^*O(4)$ and $\pi^*O(2)$, respectively.
As for the remaining variables, their structure will be determined following a more elaborate
argument which we now present.

Notice that the deformed equation can be equivalently written as
\[(141) \quad xy^2 + \left( xz - \prod_{l=1}^{k} t_l \right)^2 = \prod_{l=1}^{k} (x + t_l^2).\]
Hence, if instead of the variables $y$ and $z$ we introduce the new variables $\xi_N$ and $\xi_S$ by
\[(142) \quad \xi_{N,S} = xz - \prod_{l=1}^{k} t_l \pm iy\sqrt{x},\]
then in terms of these, and with the new notation for the parameters $t_l$, the equation reads

$$\xi_N \xi_S = \prod_{l=1}^{k} (x - x_l^2).$$

In other words, what we see is that over the field of elliptic functions associated to the $\mathcal{O}(4)$ spectral curve (89), the equation naturally factorizes in this form. Further exchanging the new pair of variables with yet another pair, $p_N$ and $p_S$, through the relations

$$\xi_N = e^{-2i p_N \sqrt{x} \zeta}$$
$$\xi_S = e^{2i p_S \sqrt{x}/\zeta}$$
casts the equation in the form

$$e^{-2i (p_N \zeta - p_S / \zeta) \sqrt{x}} = \prod_{l=1}^{k} (x - x_l^2).$$

For our purposes it will be convenient to rewrite this formula in the following equivalent but seemingly more convoluted way:

$$p_N \zeta - p_S / \zeta = i \frac{\partial H(x)}{\partial x}$$

where, by definition,

$$\frac{\partial H(x)}{\partial x} = \frac{1}{2 \sqrt{x}} \left( 2 \pi i + \sum_{l=1}^{k} \ln(x - x_l^2) \right).$$

The $2\pi i$ shift marks symbolically a possible logarithmic branch ambiguity, the extent of the which will be fixed subsequently based on reality and other constraints. Up to terms constant in $x$, the $H$-function is then given by

$$H(x) = 2\pi i \sqrt{x} + \sum_{l=1}^{k} \sum_{\pm} [(\sqrt{x} \pm x_l) \ln(\sqrt{x} \pm x_l) - (\sqrt{x} \pm x_l)].$$

The deformed quotient singularity admits a natural nowhere-vanishing holomorphic symplectic 2-form given in the $x, y, z$ variables by

$$\varpi = \frac{dy \wedge dz}{f_x} = \frac{dz \wedge dx}{f_y} = \frac{dx \wedge dy}{f_z}$$

where $f(x, y, z)$ is the function whose vanishing defines the surface. Each formula is valid on a corresponding patch defined by the complement of the vanishing locus of its denominator. In the $x, \xi_N, \xi_S$ variables it may be written as

$$\varpi = i d(\ln \xi_N) \wedge d(\sqrt{x}) = -i d(\ln \xi_S) \wedge d(\sqrt{x})$$

and then in the $x, p_N, p_S$ variables it assumes the form

$$\varpi = \frac{dp_N \wedge dx_N}{\zeta} = \zeta dp_S \wedge dx_S$$
where we have replaced the tropical form of $x$ with its arctic respectively antarctic versions.

We can now move to make the junction with the generalized Legendre transform construction. This formula makes it clear that we should identify the nowhere-vanishing holomorphic 2-form with the tropical component of the fiberwise-supported holomorphic 2-form from twistor theory, that is,

$$\varpi = \omega_{NS}(\zeta)$$

and also the $x_N, x_S$ and $p_N, p_S$ variables with the similarly denoted Legendre transform ones. The equation (146) will then correspond to the four-dimensional $j = 2$ version of the gluing formula (4), and by the same token the function (148) will give us precisely the generalized Legendre $H$-function characterizing ALE gravitational instantons of type $D_k$.

These identifications provide us with an *a posteriori* justification of the definitions and assumptions we have made along the way.

9.2. The $H$-function characterizing dihedral ALF gravitational instantons, it was argued in [5, 7, 8], can be obtained from its ALE counterpart (148) through the addition of a linear term, namely

$$H^{ALF}(x) = -\alpha x + H^{ALE}(x)$$

for some real constant $\alpha$. In this case one must then consider the *deformed* equation

$$\xi_N \xi_S = e^{-2\alpha \sqrt{\pi}} \prod_{i=1}^{k} (x - x_i^2).$$

Indeed, notice first that the formulas (150) still give with no modification whatsoever a nowhere-vanishing holomorphic 2-form on the complex surface described by this deformed equation. Then, using the same definitions (144) for $p_N$ and $p_S$, we obtain the same equation (146) but now with the modified $H$-function (153). The rest of the argument concerning the connection with the generalized Legendre transform construction carries over to the ALF case without any essential changes. In most of what follows we will consider a generic $\alpha$ parameter, with $\alpha = 0$ corresponding to the ALE case.

9.3. In the generalized Legendre transform approach the locally-defined twistor coordinates $p_N$ and $p_S$ are required to satisfy two important conditions: 1. they must be well-defined at $\zeta = 0$ respectively $\infty$, and 2. they must be interchanged by antipodal conjugation up to a sign, in accordance with the second rule (5). Correspondingly, the $\xi_N$ and $\xi_S$ variables should also be well-defined at $\zeta = 0$ respectively $\infty$, and should be (simply) interchanged by the action of antipodal conjugation. For the previous argument to make sense, we have

---

5 The form of the $H$-function in the $D_k$ case was initially conjectured in [18] based on expected asymptotics and the corresponding $A_k$ form, and then proven in [7, 8].

6 Other alternative descriptions of ALF metrics of $D_k$ type in the literature include the approach in [4], where they are constructed by means of a desingularization of the quotient of the Taub-NUT metric with the binary dihedral group of order $4k - 8$ using corresponding ALE spaces, or the analytic, Monge-Ampère-based approach in [2].

7 Note that since under antipodal conjugation $\sqrt{x_N}$ and $\sqrt{x_S}$ are interchanged up to a sign, $\sqrt{x_{NS}}$ is self-conjugate.
to show that such solutions of the equation (154) exist. In fact, the holomorphic structure of \(x\) and \(x_l\) and these two requirements determine the solutions almost entirely. To find them, we take our cue from the A\(_k\) case and seek an appropriate factorization of \(x_l^2 - x\) and, in the ALF case, splitting of \(\sqrt{x}\).

9.3.1. Let us begin with the first. Our assumptions about \(x\) and \(x_l\) imply that \(x - x_l^2\) is the tropical part of a real (with respect to antipodal conjugation) section of \(\pi^*O(4)\), and so by an argument we made in the last part of section 3 it admits a factorization

\[
(155) \quad x - x_l^2 = \rho_l \prod_{a = a_{l1}, a_{l2}} (\zeta - a)(1 + e^{a\zeta})/(1 + |a|^2) \zeta
\]

where we label the roots in such a way as to have \(\rho_l > 0\). Despite the obvious analogy with the A\(_k\) case, this, however, turns out not to be the factorization we need. And the reason is that \(\xi_N\) and \(\xi_S\) — which we would like to determine by splitting up, after multiplying over all values of \(l\), the resulting factors into two groups — must be elements of the field of elliptic functions associated to the \(O(4)\) spectral curve. As suggested in [6, 7, 8], a more adequate \(D_k\) analogue of the A\(_k\) factorization would be, rather, a factorization in terms of quasi-elliptic functions for this curve.

Guided by the meromorphic structure in \(\zeta\), we consider then the alternative factorization

\[
(156) \quad \prod_{l=1}^{k}(x - x_l^2) = \rho \prod_{a} \sigma(u_\zeta - u_{a})(u_\zeta + u_{a})\sigma(u_\zeta + u_{a'})\sigma(u_\zeta - u_{a'})\sigma(u_\zeta - u_{a'})\sigma(u_\zeta - u_{a})\sigma(u_\zeta + u_{a})
\]

in terms of Weierstrass sigma-functions, where the product is taken over all \(a \in \{a_{l1}, a_{l2} \mid l = 1, \ldots, k\}\) (note that these constitute only half of all roots). The overall factor can be determined by using the “addition theorem” (A.1) for the Weierstrass sigma-functions. Defining \(\rho_{a_{l1}} = \rho_{a_{l2}} = \sqrt{\rho_l}\) for all \(l\), we obtain

\[
(157) \quad \varrho = \prod_{a} \rho_a \sigma(u_0 - u_{a})(u_0 + u_{a})\sigma(u_0 + u_{a})
\]

\[
= (-)^{-\frac{1}{2}} \sum_{n_\alpha} (n_{a_{l1}} + n_{a_{l2}}) \sigma \sum_{n_\alpha} (n_{0\alpha} n_{\alpha_0} v_0 + n_{\alpha_0} n_{0\alpha} v_0 - n_{0\alpha} n_{\alpha_0} v_0 - n_{0\alpha} n_{\alpha_0} v_0) |\varrho|.
\]

The second line displays the result as a sign times a complex phase times a positive real factor, with the last one given by

\[
(158) \quad |\varrho| = \prod_{a} \rho_a \sigma_1(v_0') \sigma_3(v_0) e^{\frac{1}{2}(n_{\alpha_0}^2 - n_{\alpha_0}^2) \eta_{\alpha} \omega + \frac{1}{2}(n_{\alpha_0}^2 - n_{\alpha_0}^2) \eta_{\alpha} \omega'} > 0.
\]

We employ notations established in section 7 and the Appendix. The Weierstrass eta-functions are marked here with an index \(W\) to avoid a notational clash.

Doing the same for the Weierstrass zeta-function and defining in terms of it for any \(\varphi \in \mathbb{C} \cup \{\infty\}\) the function

\[
(159) \quad Z_{\varphi}(u_\zeta) = \frac{1}{2} \left[\zeta_{W}(u_\zeta - u_{\varphi}) + \zeta_{W}(u_\zeta + u_{\varphi})\right]
\]
then the elliptic equivalent of the splitting formula (132) from the $A_k$ case is
\begin{equation}
\sqrt{x} = Z_0(u_\zeta) - Z_\infty(u_\zeta).
\end{equation}
This can be proven by using in succession the addition formula (A.2) for the Weierstrass zeta-function and then the relation (99). And indeed, we do have the requisite properties: $Z_0(u_\zeta)$ is well-defined at $\zeta = \infty$, although singular at $\zeta = 0$, and the other way around for $Z_\infty(u_\zeta)$. Moreover, under antipodal conjugation the two component terms are not simply interchanged, rather, we have
\begin{equation}
Z_\infty(u_\zeta) = -Z_0(u_\zeta) + n_\zeta \eta_W + n'_\zeta \eta'_W.
\end{equation}
This follows from the reality property (104) and the monodromy property of the Weierstrass zeta-function. We will see that, far from being an inconvenience, the extra shift will turn out to play an essential role.

9.3.2. Having established the two formulas (156) and (160), we are now in a position to try to determine $\xi_N$ and $\xi_S$. Let us assume for $\xi_N$ the Ansatz
\begin{equation}
\xi_N = e^{2\alpha Z_\infty(u_\zeta) + 2\beta u_\zeta + \gamma \sqrt{\rho}} \prod_a \frac{\sigma(u_\zeta - u_a) \sigma(u_\zeta + u_a)}{\sigma(u_\zeta - u_\infty) \sigma(u_\zeta + u_\infty)}
\end{equation}
with $\beta$ and $\gamma$ two $\zeta$-independent complex parameters to be determined. This is clearly well-defined at $\zeta = 0$. The monodromy properties (A.3)–(A.4) of the Weierstrass sigma and zeta-functions imply that under elliptic lattice shifts $u_\zeta \mapsto u_\zeta + 2 \omega_i$ we have
\begin{equation}
\xi_N \mapsto \xi_N e^{4 \eta_W \alpha + 4 \omega_i \beta - 2 \eta'_W \sum_a (u_a - u_{ac})}.
\end{equation}
We need $\xi_N$ to be a proper doubly-periodic elliptic function, meaning that the extra factor must be trivial, which in turn only happens when the exponent is an integer multiple of $2\pi i$. Thus, requiring that at shifts by one period in the real and imaginary lattice directions the corresponding exponents be equal to $2\pi in$ respectively $2\pi in'$ for two integers $n$ and $n'$ imposes two conditions. Using the third Legendre relation (A.5), these can be shown to be equivalent to
\begin{align}
\alpha &= n \omega' - n' \omega + \frac{1}{2} \sum_a (u_a - u_{ac}) \\
\beta &= n' \eta_W - n \eta'_W.
\end{align}
By means of the antipodal reality condition on the torus the first formula can be rewritten in the form $\alpha = \sum_a \text{Re} u_a - (n' + \frac{1}{2} \sum_a n_a) \omega + (n + \frac{1}{2} \sum_a n'_a) \omega'$. Since $\omega$ is real and $\omega'$ purely imaginary, reality of $\alpha$ fixes then the value of the integer $n$ to
\begin{equation}
n = -\frac{1}{2} \sum_a n'_a
\end{equation}
leaving us with
\begin{equation}
\sum_a \text{Re} u_a = \alpha + \left(n' + \frac{1}{2} \sum_a n_a\right) \omega.
\end{equation}
In terms of the “enhanced” $u_a$-variables this condition can be recast, alternatively, as

$$\sum_a \text{Re} u_a = \alpha + n' \omega. \tag{168}$$

On another hand, antipodal conjugation of the $\xi_N$ Ansatz yields

$$\xi_S = (-)^{k+n+n'} e^{2\delta Z_0(u_\zeta) + 2\beta u_\zeta + \tilde{\gamma}} \prod_a \frac{\sigma(u_\zeta - u_{ac}) \sigma(u_\zeta + u_a)}{\sigma(u_\zeta - u_0) \sigma(u_\zeta + u_0)} \tag{169}$$

with

$$\tilde{\alpha} = -\alpha, \quad \tilde{\beta} = -\beta, \quad \tilde{\gamma} = \tilde{\gamma} + \sum_a [(n_0 \eta_W + n'_0 \eta'_W)(v_0 + v'_0) - n_a \eta_W v'_a - n'_a \eta'_W v_a]. \tag{170}$$

This follows by way of the complex conjugation and monodromy properties of the Weierstrass sigma-functions, the reality conditions \(104\) and \(161\), and the above corollaries of ellipticity. Note that $\xi_S$ is well-defined at $\zeta = \infty$ and, moreover, by the first two relations \(170\) it is automatically doubly-periodic.

Finally, by multiplying the two expressions for $\xi_N$ and $\xi_S$ and then comparing the result against the elliptic splitting and factorization formulas \(160\) and \(156\), with $\varrho$ given by the second expression \(157\), we conclude that the equation \(154\) holds if and only if

$$\text{Re} \gamma = -k(n_0 \eta_W v_0 + n'_0 \eta'_W v'_0) \tag{171}$$

and

$$n' = -\frac{1}{2} \sum_a n_a + k + 2s \tag{172}$$

for some $s \in \mathbb{Z}$. By the very existence of a solution our choice of Ansatz is vindicated \textit{a posteriori}. The fact that only the real part of the parameter $\gamma$ is fixed is consistent with $\xi_N$ and $\xi_S$ being defined only up to opposite constant complex phases.

The integer $s$ can be understood as a compensator or a “sink” for two types of ambiguities: the $(\mathbb{Z}_2)^k$-ambiguity associated to the choice of the $a$ roots\(^8\) and the $\mathbb{Z}$-ambiguity associated to the choice of fundamental domain. On the other hand, the integer $n'$ is not affected by either of these, as can be seen for instance from the form \(168\) of the first ellipticity constraint in the light of the properties of the $u_a$-variables discussed in §7.2.

We can decouple the $l$-th monopole by taking the moduli $\tilde{r}_l$ of the corresponding $O(2)$ section $x_l$ to infinity \(54, 35, 5\). The roots of $x_N - x_{IN}$ approach then those of $x_{IN}$, and in particular it follows that $a_{l1}$ and $a_{l2}$ approach antipodally-conjugated values. In this limit, therefore, $n_{a_{l1}} = n_{a_{l2}}$ and $\text{Re} u_{a_{l1}} + \text{Re} u_{a_{l2}} = n_{a_{l1}} \omega$, and it is clear that the $l$-terms in the two sums in \(167\) cancel each other out, leaving behind precisely the constraint for the $D_{k-1}$ space. For $\alpha \neq 0$ we may continue to remove more and more monopoles until we are

\(^8\)For each $l = 1, \ldots, k$ the condition $\rho_l > 0$ fixes, as we have seen, a relative ambiguity in the choice of $a_{l1}$ and $a_{l2}$, but one is still left with a residual $\mathbb{Z}_2$ ambiguity deriving from the fact that if $a_{l1}$ and $a_{l2}$ give $\rho_l > 0$ then so do their antipodal conjugates.
left with none, which will leave the constraint equation for the Atiyah-Hitchin space (see §9.5 ahead). This prompts us to take in this case \( n' = 2 \).

9.4. Next, we pursue the explicit computation of the hyperkähler \( D_k \) metrics and symplectic forms. The input data for the calculation consists of the holomorphic \( H \)-function, which in the ALE case is given by the formula (148) and in the ALF one by the formula (153), together with a choice of contour for the real-valued contour integral \( L \). The relevant generalized Legendre transform framework is the \( O(4) \) or \( j = 2 \) one, and so the apposite construction is the quaternionic Ansatz of Proposition 2. In this, the metric and symplectic forms are effectively determined by the second derivatives \( L_{x_0 x_m} \) with \( m = -2, \ldots, 2 \). In addition, one also has to impose the characteristic differential constraint \( L_{x_0} = 0 \). The computations quickly reduce to evaluating two basic kinds of elliptic integrals, and the approach best suited to this Ansatz is to try to express them in terms of Weierstrass-type elliptic and quasi-elliptic functions. This is because we want if not the transcendental functions themselves then at least their coefficients to depend as explicitly as possible on the Majorana coefficients, and through them, on the quaternionic variables.

Let us begin by examining the constraint. From the formula (147), taking also into account \( \alpha \)-deformations, we obtain

\[
L_{x_0} = \oint \frac{d\zeta}{2\pi i\zeta} \frac{\partial H(x)}{\partial x} = -\alpha \oint_{2C_0} \frac{d\zeta}{2\pi i\zeta} + \oint_{nC' - n'C} \frac{d\zeta}{2\sqrt{x_N(\zeta)}} + \sum_a \int_{a^c}^a \frac{d\zeta}{2\sqrt{x_N(\zeta)}}.
\]

The contour consists of separate components for each term. For the \( \alpha \)-dependent term we consider a simple contour wrapped counter-clockwise around 0 twice—or, equivalently, a contour wrapping once around both 0 and \( \infty \) with opposite orientations. For the second term we take a contour which wraps \( n \) times counter-clockwise and \( n' \) times clockwise around the elliptic cycles corresponding to the real and imaginary periods of the \( O(4) \) spectral curve, respectively. For the logarithmic terms in the sum we choose figure eight-shaped contours circling pairs of antipodally-conjugated roots \( a \) and \( a^c \). The last line follows after a further change to complex torus variables as in equation (97). So in the end what we find, remarkably, is that the generalized Legendre transform constraint \( L_{x_0} = 0 \) is precisely the same as the ellipticity constraint (164)!

To compute \( L_{x_0 x_m} \), we differentiate again the second line above with respect to \( x_m \). The \( \alpha \)-term drops out completely, and the terms under the sum give

\[
\frac{\partial}{\partial x_m} \int_{a^c}^a \frac{d\zeta}{2\sqrt{x_N(\zeta)}} = \frac{1}{2\sqrt{x_N(a)}} \frac{\partial a}{\partial x_m} - \frac{1}{2\sqrt{x_N(a^c)}} \frac{\partial a^c}{\partial x_m} - \frac{1}{2} \int_{a^c}^a \frac{d\zeta}{2\sqrt{x_N(\zeta)}} \frac{\zeta^{2-m}}{x_N(\zeta)}.
\]
The remaining term leads to a similar but simpler variant of this formula, with a closed integration contour and hence no boundary terms. For the evaluation of the resulting integrals in terms of Weierstrass elliptic and quasi-elliptic functions we rely on the following key formula:

\[
\int_\mathbb{R} \frac{d\zeta}{2\sqrt{x_N(\zeta)}} \frac{\zeta^{2-m}}{x_N(\zeta)} = (-)^m A_{-m} u_\zeta - (-)^m B_{-m} Z_{\infty}(u_\zeta) + \frac{L_{1-m}^x(\zeta)}{\sqrt{x_N(\zeta)}} + \mathcal{C}.
\]

Before we consider its proof, we will first take some time to define the coefficients \(A_{-m}\), \(B_{-m}\) and the functions \(L_{1-m}^x(\zeta)\), and discuss their properties. Let us just mention at this point that \(A_{-m}\) and \(B_{-m}\) denote certain homogeneous polynomials in \(\mathbb{Q}[x_2, \ldots, x_{+2}]\) of degree five and four, respectively, and \(L_{1-m}^x(\zeta)\) stands for a polynomial of order three in \(\zeta\) with coefficients given by degree-five homogeneous polynomials in \(\mathbb{Q}[x_2, \ldots, x_{+2}]\).

9.4.1. Explicitly, the coefficients of the quasi-elliptic functions are defined by

\[
A_m = (-)^m \frac{1}{\Delta} \left( 2g_2^2 \partial g_2 - 9g_3 \partial g_3 \right) = (-)^m \frac{1}{6} \frac{\partial \ln \Delta}{\partial x_{-m}},
\]

\[
B_m = (-)^m \frac{1}{\Delta} \left( 9g_3 \partial g_2 - 6g_2 \partial g_3 \right) = -(-)^m \frac{g_2}{g_3} \frac{\partial \ln J}{\partial x_{-m}},
\]

where \(J = 4g_3^2/(4g_2^3 - 27g_3^2)\) is Klein’s absolute invariant. In view of the formulas (69)–(70) for \(g_2, g_3\) they are clearly expressible as homogeneous polynomials in the Majorana coefficients. Moreover, and most relevantly for us, they satisfy alternating reality conditions and have spherical tensor properties. Specifically, at an \(SO(3)\) transformation of the type (55) with \(j = 2\) they transform covariantly according to the rules

\[
A_m^2 = \sum_{m' = -2}^2 D_{m m'}^x(q) \hat{A}_{m'}^2
\]

\[
B_m^2 = \sum_{m' = -2}^2 D_{m m'}^x(q) \hat{B}_{m'}^2
\]

where we normalize by \(A_m^2 = (e_2^m)^{-1} A_m\) and \(B_m^2 = (e_2^m)^{-1} B_m\). The same principle is at work here which underlies the discussion surrounding equation (71). In particular, if we take \(\hat{x}_m\) to be of the form (73), we then get

\[
\hat{A}_m = \frac{1}{\sqrt{\Delta}} \begin{pmatrix} e_1^2 + 4e_1e_3 + e_3^2 \\ 0 \\ e_1^2 - e_3^2 \\ 0 \\ e_1^2 + 4e_1e_3 + e_3^2 \end{pmatrix} \quad \text{and} \quad \hat{B}_m = \frac{1}{\sqrt{\Delta}} \begin{pmatrix} 3(e_1 + e_3) \\ 0 \\ -(e_1 - e_3) \\ 0 \\ 3(e_1 + e_3) \end{pmatrix}.
\]

Other properties of some practical use include the relations

\[
4B_m x_{+2} - 3B_{m-1} x_{+1} + 2B_m x_0 - B_{m+1} x_{-1} = 0 \quad (m = 0, 1)
\]

\[
6B_m x_{+2} - 3B_{m-1} x_{+1} + B_m x_0 = -3A_m \quad (m = 0, 1, 2)
\]
and their complex conjugates.

9.4.2. To any quartic Majorana polynomial \( x_N(\zeta) \), regarding its roots \( a_1, \ldots, a_4 \) as functions of the Majorana coefficients, we associate the cubic polynomials

\[
L_{1-m}^{(x_N)}(\zeta) = \sum_{i=1}^{4} \ell_i(\zeta) \frac{\partial a_i}{\partial x_m}
\]

with \( m \in \{-2, \ldots, 2\} \), defined by means of the Lagrange interpolation polynomials

\[
\ell_i(\zeta) = \prod_{j=1, j \neq i}^{4} \frac{\zeta - a_j}{a_i - a_j}.
\]

For any such integer \( m \), these are the unique polynomials of order at most three interpolating through the first derivatives of the roots with respect to \( x_m \). Indeed, we have \( \ell_i(a_j) = \delta_{ij} \), and so at the roots

\[
L_{1-m}^{(x_N)}(a_i) = \frac{\partial a_i}{\partial x_m}.
\]

Implicit differentiation gives us for the derivatives of the roots the expressions

\[
\frac{\partial a_i}{\partial x_m} = -\frac{1}{x_m^{2-m}} \frac{a_i^{2-m}}{\prod_{j=1, j \neq i}^{4}(a_i - a_j)}.
\]

In view of this formula, the domain of \( m \) can be analytically continued to include integer values for which \( x_m \) is not defined. In particular, for \( m \in \{-1, \ldots, 4\} \) we have the following properties:

1. \( L_m^{(x_N)}(\zeta) = \zeta L_{m-1}^{(x_N)}(\zeta) + (-)^{m-2}B_{m-2}x_N(\zeta) \)
2. \( L_m^{(x_N)}(\zeta) = \sum_{i=0}^{3} \left( \sum_{r+s+i=m, r+s \geq 0, s+i \geq 2} (-)^r B_r x_s - \sum_{r+s+i=m, r+s < 0, s+i < 2} (-)^r B_r x_s \right) \zeta^i \)
3. \( \frac{(-)^{3-m} F_m^{(x_N)}(\zeta)}{\zeta^3} = L_{3-m}^{(x_N)}(\zeta) \).

The first one is a recurrence relation. The second one states that, remarkably, the polynomial coefficients may be expressed entirely in terms of the Majorana coefficients. Finally, the third property is a reality condition reflecting the one satisfied by the Majorana polynomial.

With these definitions in place, we are now able to return to the indefinite integral (175) to discuss its proof. But rather than taking the reader through the steps by which this formula was obtained, we simply check here that the derivative of the result yields back the
The crucial facts to notice for this are the following:

\[
\frac{\partial u_\zeta}{\partial \zeta} = \frac{1}{2\sqrt{x_N(\zeta)}}
\]
\[
\frac{\partial Z_\infty(u_\zeta)}{\partial \zeta} = -\frac{1}{12\sqrt{x_N(\zeta)}} \frac{\partial^2 x_N(\zeta)}{\partial \zeta^2}.
\]

The first derivative is just a rephrasing of the differential relation (97). To obtain the second one we first used the addition formula (A.2) and then the relation (99) to rewrite \(Z_\infty(u_\zeta)\). Derivating the resulting expression and making use of the first derivative, one can eventually cast the outcome in the form above. With these two differentiation formulas, checking the integral (175) reduces then to a straightforward algebraic computation.

Having established the integration formula (175), we can now deploy it to evaluate \(L_{x_0x_m}\), which is, recall, our original objective. A swift calculation gives us

\[
L_{x_0x_m} = -\frac{1}{2}(-)^mA_{-m}\left[ \sum_a (u_a - u_a^c) + 2n\omega' - 2n'\omega \right]
+ \frac{1}{2}(-)^mB_{-m}\left[ \sum_a (Z_\infty(u_a) - Z_\infty(u_a^c)) + 2n\eta'_W - 2n'\eta_W \right]
+ \sum_a [C_m(a) - C_m(a^c)]
\]

where, by definition,

\[
C_m(\zeta) = \frac{L_{x_N - x_{1N}^2}(\zeta) - L_{1-m}(\zeta)}{2\sqrt{x_N(\zeta)}}.
\]

The cubic \(L\)-polynomials associated to the quartic Majorana polynomial \(x_N - x_{1N}^2\) (for which, remember, all \(a\) and \(a^c\) are roots) arise by way of the corresponding property (182) from the boundary terms in (174).

For any root \(a\) of \(x_N - x_{1N}^2\), based on the third and then the first property (184), we have

\[
C_m(a^c) = -(-)^mC_{-m}(a) + \frac{1}{2}B_m\sqrt{x_{NS}(a)}.
\]

Note that the shift comes entirely from the second term in (187).

In the same way we have introduced an “enhanced” version \(u_\zeta\) of \(u_\zeta\), let us introduce also an “enhanced” version of \(Z_\infty(u_\zeta)\) by \(\overline{3}(u_\zeta) = Z_\infty(u_\zeta) - (n_\zeta/2)\eta_W - (n'_\zeta/2)\eta'_W\). From the properties (160) and (161) it follows that this satisfies the reality condition

\[
\overline{3}(u_\zeta^c) = -\overline{3}(u_\zeta) - \sqrt{x(\zeta)}
\]
valid for any \(\zeta \in \mathbb{C}^\times\).

By using these two reality properties and new definition the expression above can be recast in the form

\[
L_{x_0x_m} = -(-)^mA_{-m}\left[ \sum_a \text{Re}u_a - n'\omega \right]
\]
\[ (+)^{m}B_{-m}[\sum_{a} \text{Re}(u_{a}) - n'\eta_{W}] \]

\[ + \sum_{a}[C_{m}(a) + (-)^{m}C_{-m}(a)]. \]

Taking furthermore into account the constraint (168) and recalling that \( L_{x_{0}x_{m}} = \bar{h}_{m} \), we arrive in the end at the following result:

**Proposition 3.** The Ansatz of Proposition 2 with

\[ (191) \]

\[ h_{m} = -A_{m}\alpha + B_{m}[\sum_{a} \text{Re}(u_{a}) - n'\eta_{W}] + \sum_{a}[(+)^{m}C_{-m}(a) + C_{m}(a)] \]

\( (m = -2, \ldots, 2) \) and the constraint

\[ (192) \]

\[ \sum_{a} \text{Re}u_{a} = \alpha + n'\omega \]

describes a hyperkähler metric and corresponding symplectic forms on an ALE (\( \alpha = 0 \)) or ALF (\( \alpha \neq 0 \)) gravitational instanton of type \( D_{k} \).

9.5. The Atiyah-Hitchin or ALF \( D_{0} \) case. Let us specialize now these formulas to the ALF case with \( k = 0 \). Based on generic considerations, this should give us the metric of Atiyah and Hitchin on the moduli space of centered charge-2 monopoles [1], which leads the series for ALF gravitational instantons of type \( D_{k} \) similarly to how the Taub-NUT metric does for the ALF gravitational instantons of type \( A_{k} \). Taking \( n' = 2 \), the constraint reads

\[ (193) \]

\[ \alpha = -2\omega \]

while the expression (191) becomes simply

\[ (194) \]

\[ h_{m} = -\alpha A_{m}. \]

Reverting to ringed quantities and using for \( \hat{A}_{m} \) the form (178) we obtain immediately the expressions

\[ (195) \]

\[ r_{2}(\hat{h}) = \frac{4\alpha^{2}g_{2}}{\Delta} \]

\[ r_{3}(\hat{h}) = \frac{4\alpha^{3}g_{3}}{\Delta} \]

as well as a set of explicit formulas for all \( \hat{H}_{m} \). In particular, we have

\[ (196) \]

\[ \hat{H}_{0}' = -\frac{\alpha^{2}\rho^{2}e_{2}^{2}}{\Delta} \]

which is, as required, non-positive. Substituting into the Ansatz yields after straightforward algebraic manipulations the following formula for the metric

\[ (197) \]

\[ g = \frac{e_{1}e_{3}}{8e_{2}} \frac{d\rho^{2}}{\rho^{2}} + \frac{2e_{2}e_{1}}{e_{3}} \sigma_{1}^{2} + \frac{2e_{3}e_{2}}{e_{1}} \sigma_{2}^{2} + \frac{2e_{1}e_{3}}{e_{2}} \sigma_{3}^{2} \]
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and moreover

\[
\begin{align*}
\omega_1 &= -4e_3 \sigma_2 \wedge \sigma_3 + e_1 \sigma_1 \wedge \frac{dp}{\rho} \\
\omega_2 &= 4e_1 \sigma_3 \wedge \sigma_1 - e_3 \sigma_2 \wedge \frac{dp}{\rho} \\
\omega_3 &= 4e_2 \sigma_1 \wedge \sigma_2 - \frac{e_1 e_3}{e_2} \sigma_3 \wedge \frac{dp}{\rho},
\end{align*}
\]

from which the hyperkähler symplectic forms may be simply obtained by a further rotation as described in Proposition 2. We have dropped in each case from the formulas an overall factor of $-2\alpha$. As one can easily ascertain, in this particular case the formulas of Proposition 3 do reproduce indeed just as expected the Atiyah-Hitchin metric.

In the same vein, the ALF $D_1$ and $D_2$ metrics we have found should coincide, presumably, with the metrics on the double-cover of the Atiyah-Hitchin manifold and on the minimal resolution of $(\mathbb{R}^3 \times S^1)/\mathbb{Z}_2$ from [4] and [9] (see also [15]), respectively.

9.6. The period matrix. In the last installment of our discussion we return to the general ALE case to consider the period matrix. Given a gravitational instanton $M$, its period matrix is obtained by pairing a basis of exceptional homology classes in $H_2(M, \mathbb{Z})$ with the cohomology classes in $H^2(M, \mathbb{R})$ determined by the hyperkähler symplectic forms. The exceptional divisor of the minimal resolution of the Kleinian quotient $\mathbb{C}^2/\Gamma$ with $\Gamma$ the binary dihedral group of order $4k - 8$ consists of $k$ rational curves with intersection matrix equal to minus the Cartan matrix corresponding to a Dynkin diagram of type $D_k$. Following the pattern we laid out in the $A_k$ case, let us try now to describe somewhat more explicitly a set of representative 2-cycles in their homology classes.

One can regard the universal deformation equation (140) as a fibration of quadrics over the $x$-plane, with singular fibers at the points $x = -l_i^2 = x_i^2$ (where the symmetric matrix defining the quadric has vanishing determinant). In this complex fibration, for any pair of distinct indices $l_1, l_2 \in \{1, \ldots, k\}$, we consider a real 2-cycle $\gamma_{l_1l_2}$ in the form of a circle fibration over a 1-dimensional path in the $x$-plane connecting the points $x_{l_1}^2$ and $x_{l_2}^2$, with the circle degenerating at the endpoints. In terms of the $x$ and $p$ variables, such a 2-cycle can be parametrized as follows:

\[
\begin{align*}
    x &= x(\lambda) \text{ such that } x(0) = x_{l_2} \text{ and } x(1) = x_{l_1} \\
    p_N &= \frac{\phi}{2\sqrt{x_N(\lambda)}} + p_N^0(\lambda) \\
    p_S &= \frac{\phi}{2\sqrt{x_S(\lambda)}} + p_S^0(\lambda)
\end{align*}
\]

where $\phi \in [0, 2\pi]$ is the circle parameter and $\lambda \in [0, 1]$ the path parameter.

But, remember, the equation (140) describes the graviton in a hyperkähler complex structure labeled by $\zeta$, and the question is, does this parametrization of the 2-cycle break if we change $\zeta$? This is in no way a trivial question. In the $A_k$ case the three components $x_m$ of $x$ could be considered in principle independent variables and, because of that, one
could make the case that the answer was “no” easier. In the $D_k$ case, however, there are five components and they are related by a fundamental generalized Legendre transform constraint, and hence cannot be considered as independent. So a priori it is by no means guaranteed that if in a given complex structure we choose $x$ to be parametrized only by $\lambda$, or $p_N$ and $p_S$ to be parametrized in the above simple way in terms of $\phi$, then the same thing will happen in other complex structures. The important fact to keep in mind at this point is that all the generalized Legendre transform equations, including the constraint, are fully encapsulated in the equation (145) through the powerful means of holomorphicity in $\zeta$. Then there are two things to notice: First, the parametrization of $p_N$ and $p_S$ is compatible with antipodal conjugation. Second, the parameter $\phi$ cancels out in the exponent on the right-hand side of the equation (145). And once it cancels out, the remaining dependence on $\lambda$ is consistent and exclusive order by order in $\zeta$. Or, otherwise put, our choice of 2-cycle does not depend on $\zeta$.

Using the complex Darboux expression for the twisted symplectic form we have then, successively,

$$
\int_{\gamma_{l_1 l_2}} \omega_N(\zeta) = \int_{\gamma_{l_1 l_2}} dp_N(\zeta) \wedge dx_N(\zeta)
$$

$$
= \int_{\gamma_{l_1 l_2}} d\phi \wedge \frac{dx_N(\zeta)}{2\sqrt{x_N(\zeta)}}
$$

$$
= \int_0^{2\pi} d\phi \int_{x_{l_1 N}(\zeta)^2}^{x_{l_2 N}(\zeta)^2} \frac{dx_N(\zeta)}{2\sqrt{x_N(\zeta)}}
$$

$$
= 2\pi \left[ \sqrt{x_{l_1 N}(\zeta)^2} - \sqrt{x_{l_2 N}(\zeta)^2} \right]
$$

The square roots in the last line can be trivially extracted to yield a linear superposition of $x_{l_1 N}(\zeta)$ and $x_{l_2 N}(\zeta)$, although with possibly ambiguous signs. Since $\zeta$ is arbitrary, we may eventually conclude that it is possible to choose a subset of $k$ elements from the set of 2-cycles of the form $\gamma_{l_1 l_2}$ — which we rename $\gamma_i$, with $i = 1, \ldots, k$ — such that their homology classes span $H^2(M, \mathbb{Z})$ and

$$
\int_{\gamma_i} \vec{\omega} = \begin{cases} 
2\pi (\vec{r}_i - \vec{r}_{i+1}) & \text{for } i = 1, \ldots, k - 1 \\
2\pi (\vec{r}_{k-1} + \vec{r}_k) & \text{for } i = k
\end{cases}
$$

where the $\vec{r}_i$ are the moduli of the $O(2)$ sections $x_i$. The Torelli-type theorem of [22] asserts that the periods of the three hyperkähler symplectic forms on the exceptional cycles determine the metric uniquely up to diffeomorphism. Thus, for each set of parameters $\vec{r}_i$, the metric we have described can be regarded as a representative of this unique equivalence class.
Appendix A. Elliptic Formulas

For ease of reference, we collect in this appendix a short compendium of useful elliptic formulas.

The so-called addition theorem for the Weierstrass sigma-function is in fact the multiplicative formula

\[(A.1) \quad \sigma(u - v) \sigma(u + v) = \varphi(v) - \varphi(u) .\]

Logarithmic differentiation with respect to the variable \(u\) yields the following proper addition formula for the Weierstrass zeta-function:

\[(A.2) \quad \zeta(u - v) + \zeta(u + v) = 2\zeta(u) + \frac{\varphi'(u)}{\varphi(u) - \varphi(v)} .\]

The monodromy properties for the sigma and zeta-functions are given by

\[(A.3) \quad \sigma(u + 2\omega_i) = -e^{2\eta_i(u + \omega_i)} \sigma(u)\]
\[(A.4) \quad \zeta(u + 2\omega_i) = \zeta(u) + 2\eta_i ,\]

with \(i = 1, 2, 3\), where \(\omega_i\) satisfying \(\omega_1 + \omega_2 + \omega_3 = 0\) are the Weierstrass half-periods and \(\eta_i = \zeta(\omega_i)\) are the Weierstrass eta-functions. These satisfy Legendre’s relations

\[(A.5) \quad \eta_3\omega_2 - \eta_2\omega_3 = \eta_2\omega_1 - \eta_1\omega_2 = \eta_1\omega_3 - \eta_3\omega_1 = \frac{i\pi}{2} .\]

In addition, we have the differential formulas

\[(A.6) \quad d\omega_i = -\frac{2g_2^2d\omega_2 - 9g_2d\omega_3}{2\Delta}\omega_i + \frac{9g_3d\omega_2 - 6g_2d\omega_3}{2\Delta}\eta_i .\]

where \(g_2, g_3\) are the Weierstrass coefficients and \(\Delta = 4g_2^3 - 27g_3^2\) is the Weierstrass discriminant. (Caveat lector: compared to standard references, in this paper we are using a slightly unusual normalization conventions for these.) Finally, three associated Weierstrass sigma-functions are defined by

\[(A.7) \quad \sigma_i(u) = e^{-\eta_i u} \frac{\sigma(u + \omega_i)}{\sigma(\omega_i)} \]

and satisfy, among other things, the property

\[(A.8) \quad \varphi(u) - e_i = \frac{\sigma_i(u)^2}{\sigma(u)^2} ,\]

where the \(e_i\) denote the Weierstrass roots.

In accordance with the usual conventions we sometimes denote \(\omega_1\) and \(\omega_3\) by \(\omega\) and \(\omega'\) and, also, \(\eta_1\) and \(\eta_3\) by \(\eta\) and \(\eta'\). Note that in the main text we append a \(W\) subscript to the usual symbols of the Weierstrass zeta and eta-functions in order to differentiate them from other similarly denoted quantities.
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