FACE RECOGNITION TECHNIQUES
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Abstract. The problem of face recognition is discussed. The main methods of recognition are considered. The calibrated stereo pair for the face and calculating the depth map by the correlation algorithm are used. As a result, a 3D mask of the face is obtained. Using three anthropomorphic points, then constructed a coordinate system that ensures a possibility of superposition of the tested mask.
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TECHNIKI ROZPOZNAWANIA TWARZY

Streszczenie. Omawiany jest problem rozpoznawania twarzy. Rozważane są główne metody rozpoznawania. Użyta zostaje skalirowana para stereo dla twarzy oraz obliczanie mapy głębokości poprzez algorytm korelacji. W wyniku takiego, uzyskiwana jest maska twarzy w wymiarze 3D. Użycie trzech antropomorficznych punktów, a następnie skonstruowany systemu współrzędnych zapewnia możliwość nakładania się przetestowanej maski.

Słowa kluczowe: metody rozpoznawania pary stereo, mapa głęb, algorytm korelacji, funkcje perturbacji, działanie odejmowania

Introduction

Work on the identification of persons has been going on for a long time. Previously, this problem was based on two-dimensional (2D) images: their acquisition and comparison with the existing set. However, in most cases, small changes in the position of the object of observation made the system inefficient. The test samples could not be matched to any of the databases and the error rate was too high.

Known methods of identification of individuals. In the video, the face of a man is captured by a video camera and a special filter processes the image. Next, the task of selecting special points (FFE – Face Feature Extraction) on the image is automatically solved, after which these points (and the distances between them) form a standard by which the comparison is made.

The advantages of the method include the ability to carry out continuous identification covertly. The disadvantages of the method – dependence on the rotation of the head, and external characteristics of the face.

An alternative to video is a thermogram – the heat emitted by the human body, which can be registered by an infrared camera and this image can be processed. The method is convenient because a person can be registered in complete darkness, which increases the secrecy of registration. However, at the same time there is a dependence on external sources of thermal noise. The disadvantage can also be attributed to the use of special equipment.

Three-dimensional recognition (3D) is one of the most advanced methods. The head is highlighted with a special slide consisting of lines. By distorting the lines on the surface of the head, the three-dimensional model of the head is restored. In this model, special points are allocated, which form a feature vector. Advantages of the method - continuous identification of the object and the possibility of hidden identification. The system can also operate in an invisible range. Three-dimensional recognition lacks a number of drawbacks. It is almost impossible to fake a fake. Twins are different. Small dependence on the rotation of the head (the deviation range is significantly increased). With the right choice of light range small dependence on ambient light, from the hair. Reduced dependence on facial tumors (because there are anthropomorphic points on the face, almost not susceptible to swelling). The quality of recognition competes with most of other methods. 3D identification can be used in a dark environment; it remains effective even when the face is rotated, up to 90 degrees (up to the "profile" position). Disadvantages of the method – special equipment, high computational power requirements (often requiring hardware implementation of algorithms, which, accordingly, increases the cost of the system). The recognition system performs the identification process by performing a number of actions.

1. General face image processing in recognition

It is possible to identify a common pattern of the face recognition process. The first step is the detection and localization of faces on the image. At the recognition stage, the alignment of the face image (geometric and brightness), the calculation of features and directly recognition is performed-comparison of the calculated features with the standards incorporated in the database. The main difference of all presented algorithms will be the calculation of features and comparison of their sets among themselves.

1.1. Elastic graph matching

The essence of the method is reduced to elastic comparison of graphs describing images of faces [24]. Faces are represented as graphs with weighted vertices and edges. At the recognition stage, one of the graphs – the reference graph – remains unchanged, while the other is deformed to best fit the first one. In such recognition systems, graphs can be either a rectangular lattice or a structure formed by characteristic (anthropometric) points of the face.

Feature values are calculated at the vertices of the graph, most often using complex values of the Gabor filters or their ordered sets-Gabor wavelets, which are calculated in some local area of the graph vertex locally by convolution of pixel brightness values with the Gabor filters.

Graph structure for face recognition: a) regular lattice b) graph based on anthropometric points of the face (Fig. 1).

The edges of the graph are weighted by the distances between adjacent vertices. The difference (distance, discrimination characteristic) between two graphs is calculated using some deformation price function, which takes into account both the difference between the feature values calculated at the vertices and the degree of deformation of the edges of the graph.

Fig. 1. The graph based on anthropometric points of the face
Deformation of a graph occurs by shifting each of its vertices by some distance in certain directions relative to its original location and choosing such a position that the difference between the values of the features (responses of the Gabor filters) at the vertex of the deformable graph and the corresponding vertex of the reference graph is minimal. This operation is performed alternately for all vertices of the graph until the smallest total difference between the features of the deformable and the reference graphs is reached. The value of the deformation price function at this position of the deformable graph will be a measure of the difference between the input face image and the reference graph. This “relaxation” deformation procedure must be performed for all reference persons included in the system database. The result of the system recognition is the standard with the best value of the deformation price function.

Some publications indicate 95–97% recognition efficiency even in the presence of different emotional expressions and changing the angle of the face to 15 degrees. However, the developers of elastic comparison systems on graphs refer to the high computational cost of this approach. For example, for comparison of the input image of the person with 87 reference approximately 25 seconds were spent at work on the parallel computer with 23 transputers [8] (note: the publication is dated 1995). Other publications on the subject either do not indicate the time or say that it is long. Disadvantages: high computational complexity of the recognition procedure. Low-tech when memorizing the new standards. Linear time dependence on the size of the database.

1.2. Neural-networks

Currently, there are about a dozen varieties of neural networks (NN). One of the most widely used options is a network built on a multilayer perceptron, which allows you to classify the input image/signal in accordance with the pre-setup/training of the network.

NN are trained on a set of training examples. The essence of the training is to adjust the weights of interneuron connections in the process of solving the optimization problem by gradient descent. In the process of NN training, there is an automatic extraction of key features, determination of their importance and building relationships between them. It is assumed that the trained NN will be able to apply the experience gained in the learning process to unknown images due to generalizingabilities.

Convolutional Neural Network (hereinafter – CNN) showed the best results in the field of facial recognition (based on the results of the analysis of publications) [9], which is a logical development of the ideas of such NN architectures as cognitron and neocognitron. The success is due to the possibility of taking into account the two-dimensional topology of the image, in contrast to the multilayer perceptron.

Distinctive features of CNN are the local receptor fields (provide local two-dimensional connectivity of neurons), common weights (provide detection of some traits anywhere in the image) and hierarchical organization with spatial sampling (spatial subsampling). With these innovations, the CNN provides partial resistance to changes in the scale, offsets, rotation and other distortions.

CNN testing on the ORL database, which contains images of faces with small changes in lighting, scale, spatial rotations, position and various emotions, showed 96% recognition accuracy.

CNN received its development in the development of Deep Face [18] (Fig. 2), which was acquired by Facebook for facial recognition of the users of its social network. All features of the architecture are closed.

Disadvantages of NN: adding a new reference person to the database requires a complete retraining of the network on all available set (quite a long procedure, depending on the sample size from 1 hour to several days). Problems of mathematical nature related to training: getting into a local optimum, choosing the optimal optimization step, retraining, etc. Difficult to normalize the stage of choosing the network architecture (number of neurons, layers, nature of connections). Summarizing all the above, we can conclude that the NN is a “black box” with hard-to-interpret results.

1.3. Hidden Markov’s models

One of the statistical methods of face recognition is the hidden Markov models (HMM) with discrete time [12]. HMM uses statistical properties of signals and takes into account directly their spatial characteristics. The elements of the model are the set of hidden states, the set of observed states, the matrix of transition probabilities, the initial probability of states. Each has its own HMM. When recognizing an object, HMM generated for a given object database are checked and the maximum observed probability that the corresponding model generates the sequence of observations for a given object is searched.

To date, no example of commercial use of HMM for facial recognition has been found.

Disadvantages:
- It is necessary to select model parameters for each database.
- The HMM has no discriminating ability, i.e. the learning algorithm only maximizes the response of each image to its model, but does not minimize the response to other models.

1.4. Principal component analysis

One of the most well known and developed is the principal component analysis (PCA) method based on the transformation [7].

Initially, the principal component analysis was used in statistics to reduce feature space without significant loss of information. In the problem of face recognition it is used mainly to represent the image of the face by a vector of small dimension (principal components), which is then compared with the reference vectors embedded in the database.

Main purpose of the method of PCA is a significant reduction of dimensionality of the feature space so as better described the "typical" images, owned by many persons. Using this method it is possible to identify the different variability in the training set of facial images and describe this variation in a few orthogonal basis vectors, called own (eigenface).

The set of eigenvectors obtained once in the training sample of face images is used to encode all other face images, which are represented by a weighted combination of these eigenvectors. Using a limited number of eigenvectors, a compressed approximation of the input face image can be obtained, which can then be stored in the database as a coefficient vector that serves as a search key in the face database at the same time.

The essence of the PCA is as follows. Initially, the entire training set of faces is converted into one common data matrix, where each row is a single instance of the face image decomposed into a row. All faces of the training set should be reduced to the same size and with normalized histograms.
Then the data is normalized and the rows are reduced to the 0-th mean and 1-th variance, the covariance matrix is calculated. The problem of determining eigenvalues and corresponding eigenvectors (eigenvalues) is solved for the obtained covariance matrix. Then the eigenvectors are sorted in descending order of eigenvalues and only the first $k$ vectors are left according to the rule:

$$\sum_{i=1}^{k} l_i ^2 \text{Threshold} (0.9 \text{ or } 0.95)$$

where $l_i$ are ordered eigenvalues.

1) Zero mean:

$$x_i = x_i - \rho_i \quad \rho_i = \frac{1}{n} \sum_{j=1}^{n} x_{ij}$$

2) Unit variance:

$$x_i = x_i - \mu_i \quad \sigma_i = \frac{1}{n-1} \sum_{j=1}^{n} (x_{ij} - \mu_i)^2$$

3) Covariance matrix: $\Sigma = XX^T$

4) Compute eigenvectors of $\Sigma : W^T$

5) Project $X$ onto the $k$ principal components (Fig. 3).

![Fig. 3. An example of building (synthesis) of a human face using a combination of Eigen-faces and principal components](image)

The PCA is well established in practical applications. However, in cases where the image of the face presents significant changes in light or facial expression, the effectiveness of the method decreases significantly. The point is that the PCA chooses a subspace with the goal of approximating the input dataset as closely as possible, rather than discriminating between classes of individuals. In [2] it was proposed to solve this problem with the use of linear discriminant Fisher (in the literature there is a name "Eigen-Fisher", "Fisherface", LDA). LDA looks for a data projection in which classes are as linearly separable as possible. For comparison, the PCA looks for a projection of the data that maximizes the spread across the person database (excluding classes). According to the results of experiments [2] in conditions of strong tank and lower shading of face images, Fisherface showed 95% efficiency compared to 53% of Eigenface.

1.5. Active appearance models

Active Appearance Models (AAM) are statistical image models that can be adjusted to the real image by means of various deformations. Tim Cootes and Chris Taylor proposed this type of two-dimensional model in 1998 [5]. Initially, AAM were used to evaluate face image parameters.

The AAM contains two types of parameters: shape-related parameters (shape parameters) and image pixel statistical model or texture-related parameters (appearance parameters). Before use, the model must be trained on a set of pre-labelled images. Marking of images is done manually. Each label has its own number and defines a characteristic point that the model will have to find during adaptation to the new image.

The layout of the face image of 68 points forms the shape of AAM. The AAM training procedure begins by normalizing the shapes on the labelled images to compensate for differences in scale, slope, and offset. The so-called generalized analysis is used for this purpose. From the entire set of normalized points, the principal components are then distinguished using the PCA method. The AAM shape model consists of a triangulation lattice $s_0$ and a linear combination of displacements $s_i$ with respect to $s_0$ (Fig. 4).

Next, a matrix is formed from the pixels inside the triangles formed by the points of the shape, in such a way that each column contains the pixel values of the corresponding texture. It is worth noting that the textures used for training can be both single-channel (grayscale) and multi-channel (for example, RGB color space or other). In the case of multichannel textures, pixel vectors are formed separately for each of the bands, and then their concatenation is performed. After finding the principal components of the texture matrix, the AAM model is considered trained. The AAM consists of a base view $A0$ defined by the pixels inside the base lattice $s0$ and a linear combination of offsets $A_i$ relative to $A0$.

![Fig. 4. AAM shape and displacement model](image)

Fitting the model to a specific image of the face is performed in the process of solving the optimization problem, the essence of which is to minimize the functionality gradient descent method. The parameters of the model found in this case will reflect the position of the model in a particular image.

With AAM, you can model images of objects that are subject to both rigid and non-rigid deformation. AAM consists of a set of parameters, some of which represent the shape of the face; the rest set its texture. Deformations are generally understood as geometric transformations in the form of transport, rotation, and scaling compositions. When solving the problem of face localization in the image, the search for parameters (location, shape, texture) of AAM, which represent the synthesized image closest to the observed one, is performed. According to the degree of proximity AAM customized image is decided-there is a person or not.

2. Active Shape Models (ASM)

The essence of the ASM method [14] is to take into account the statistical relationships between the locations of anthropometric points on the available sample of full-face images. In the image, the expert marks the location of anthropometric points. In each image, the dots are numbered in the same order.

In order to bring the coordinates on all images to a single system, the so-called generalized Procrustean analysis is usually performed, because of which all points are brought to the same scale and centered. Then the average shape and covariance matrix are calculated for the whole set of images. Based on the covariance matrix, eigenvectors are computed and then sorted in descending order of their corresponding eigenvalues. The ASM model is defined by the matrix $F$ and the mean vector $s$.

Localization of the ASM model on a new image that is not included in the training sample is carried out in the process of solving the optimization problem.

However, the main purpose of AAM and ASM is not a facial recognition, but the precise localization of the face and anthropometric points in the image for further processing.

In almost all algorithms, the mandatory step that precedes classification is alignment, which means alignment of the face image to the frontal position relative to the camera or bringing a set of faces (for example, in the training sample for training the classifier) to a single coordinate system. To implement this stage, it is necessary to localize anthropometric points typical for all faces on the image – most often; these are the centers of the pupils or the corners of the eyes. Different researchers distinguish different groups of such points. In order to reduce computational costs for real-time systems, developers allocate no more than 10 such points.
The AAM and ASM models are just intended to accurately localize these anthropometric points on the face image. The main problems associated with the development of facial recognition systems are their projections in the image planes of a stereo pair are characterized by the following parameters: the points of the image planes $E_1 = (u_1, v_1)$ and $E_2 = (u_2, v_2)$, and the point of the world coordinate system $P = (x, y, z)$. Using the calibrated stereo pair for the face, we calculate the depth map by the correlation algorithm. In this work, we use an area-based algorithm with correlation of image intensity levels.

$$s = \sum_{i,j} \left( (I_1(x+i, y+j) - \bar{I}_1) - (I_2(x+dx+i, y+dy+j) - \bar{I}_2) \right)^2$$

$$ \bar{I}_1 = \sum_{i,j} (I_1(x+i, y+j) - \bar{I}_1)^2 / \sum_{i,j} (I_2(x+dx+i, y+dy+j) - \bar{I}_2)^2$$

Here $I_1$ and $I_2$ are the intensities of the left and right images, $\bar{I}_1$ and $\bar{I}_2$ are their mean values, $dx$ and $dy$ are the displacements along the epipolar line, and $s = \max(0.1 - c)$ is the correlation estimate.

There are two images of the stereo pair; scanning of these images provides information about the depth buffer (depth map). In finding the perturbation peak, we calculate the characteristic size of the projection of the current interval, which is used as a basis for determining the detail level. For a larger interval, a rough approximation of the original function is taken. If a more detailed presentation is needed, then bilinear or bicubic interpolation of heights at the last detail level is performed. As a result, we obtain a 3D mask of the face (Fig. 5). Using three anthropomorphic masks, we construct a coordinate system that ensures a possibility of superposition of the tested masks; finally, a clipping plane for equalization of the volumes cuts off certain parts. Applying the set-theoretic operation of subtraction

$$F_3 = F_1 \setminus F_2$$

We determine the set of 3D points (voxels) belonging to the object $F_3 = F_1 (f_1(x, y, z), f_2(x, y, z), F_1: f_1(x, y, z) \geq 0, F_2: f_2(x, y, z) \geq 0$. To find 3D points, voxelization of the remaining part of the volume after the subtraction is needed.

The smaller the number of voxels left, the greater the similarity of the tested objects.

2.2. Scanning technology

Computing three-dimensional (3D) data and information range is an important task in a variety of applications including computer graphics, medicine, multimedia, machine vision, navigation, automotive safety, computer interaction, tracking, image recognition, and more. Obtaining three-dimensional geometric data from a real and complex environment has been the subject of research for many years. Computer graphics and image analysis are the two methods of processing visual information. Computer graphics operate with formal descriptions of objects to create their visual images. Image analysis systems work with images to produce formalized models of objects. Recently, there has been a trend towards convergence and mutual integration of computer graphics and image analysis. This is primarily due to the development of virtual reality systems.

Scanning technologies are divided into contact and contactless. The first implies the presence of a mechanical device by means of which the coordinates of the selected points are transmitted to the computer.

Contactless three-dimensional scanners are much more complex devices, which have complex algorithms for creating objects. Some devices combine laser sensors and a digital camera, which is used for greater scanning accuracy.

New technologies are researched and developed with improved accuracy and reduced cost. In addition, systems, as well as methods suit for object perception, data acquisition and depth in three-dimensional space. These systems and technologies use various resources, including electromagnetic waves, sound waves, ultrasound, laser, light rays, etc. They have been used in various systems, including lasers, radars, sonars, ultrasonoscopes, imaging systems, etc. Among these systems the laser detection and rangefinder (LADAR) can be distinguished – a system of transmission, detection, processing and reception of electromagnetic waves reflected from targets. The laser sensors of these systems provide range information constructed from a set of point measurements from a single point of view. The laser rangefinder (LRF), working on the principle of transmitting a laser pulse to the surface of an object and receiving a reflected pulse, measures the time between sending and receiving a pulse [1]. On a 3D laser scanner, the concept is similar to LADAR. However, the system was created for the purpose of 3D digital measurement, visualization and documentation, it is able to capture 3D digital information and obtain images with high accuracy and speed [6]. Another typical system is the light detection and ranging system (LIDAR), a system for mapping terrain, measuring forests and vegetation. Lidar has the ability to detect different reflections from only one laser pulse [15]. Radio frequency identification (RFID) is an automatic tracking and identification technology that uses small tags (transponders) that are attached to a physical object where the...
tags contain store information. Radar detection and range (Radar) is a detection technology that uses radio waves transmitted and reflected back by objects to obtain the angle, speed, range, and properties of targets [26]. Thermal imagers are another technology for sensing objects based on the difference in temperature scales; these technologies are able to detect the heat given off by the desired targets. Global positioning systems (GPS and GLONASS), space systems that determine the exact location and provide timely information about the desired location anywhere on Earth and in all weather conditions.

There are also three-dimensional scanning systems based on ultrasonic installations [10].

Ultrasonic technology based on sound wave is an approach to measuring distances and detecting objects. They transmit high-frequency pulses by using a sensor probe. Then the reflected waves are received back by the same sensor probe [16]. Another type of systems is the use of magnetic scanners, which use to determine the spatial coordinates of the object change its spatial magnetic field. However, ultrasonic and magnetic scanners are very sensitive to various kinds of noise.

Optical scanners are divided into active and passive. Passive devices are devices based on two cameras, devices used for reconstruction of silhouettes of objects, etc. In [3] an overview of passive scanning methods is given. Active systems have a matched light source and image receiver [11]. There are a number of methods of scanning the object: the method of structured light, time-of-flight cameras and methods of accumulation of information about the object (the method of assessing the shape of the movement). The essence of the methods of scanning the object is reduced to its illumination, for example, a template in the form of a grid, a projector can be used, projecting a regular grid of light lines on the surface of objects. The camera, when forming images, transmits the result of distortion of the grid due to the shape and orientation of the surface. As follows from the above, the method of structured light, time-of-flight cameras and methods of accumulation of information work with conventional web cameras. Methods of accumulation of information, in turn, analyze the local movement of parts of the scene over time. When the camera or object is moved, or both, the system receives a sequence of changing images. Surfaces and angles can be reconstructed from optical flow vectors or corresponding points in three-dimensional scenes. Identifying objects from motion presents a task similar to that of binocular stereo vision; only the images to be processed will be obtained at different times. This leads to the complexity and greater resource intensity of the problem of finding the corresponding points, which makes the method of binocular stereo vision more advantageous.

Modeling the shape of real-world objects from a series of images has been investigated in the recent years. One well-known approach to three-dimensional modeling is to create a shape from a silhouette that restores the shape of objects along their contours. This approach is popular due to its fast calculations and reliability. The first work on the construction of three-dimensional models from several points of view was described in [4]. The method [13] uses orthogonal projection to construct three-dimensional models. Numerous studies have been devoted to the creation of shapes from silhouettes to transform visible contours into visual form [17, 19].

### 3. Conclusions

During the experiments it was found, that the effective size of the comparison window in the construction of the search space is determined by the resolution and size of the objects depicted on it. Quality testing of several criteria was carried out as the sum of modules of differences, sum of squared differences, and the criterion of the census. The first was discarded immediately, because its quality was almost the same as the second, but it is impossible to calculate a linear algorithm.

It was tested with a different set of permissions, using the SSD criterion. It is established that: on average, it takes approximately equal time to fill the search space with its values and search for the optimal path, the operating time depends linearly on the difference between the maximum and minimum disparities, the time depends linearly on the image area. While maintaining the width-to-height ratio.

The results of testing the method are encouraging. Both virtual objects from available databases and real persons were used. The 3D technology of face recognition provides effective operation; more than 98% of test objects were successfully recognized by using this method. Nevertheless, some factors result in failure of verification. These factors can be classified into two groups; incorrect position ahead of the camera and interferences in data readout. The first class includes situations where only some part of the face is visible for the camera. The face is not directed toward the camera, the head is turned downward or to the left or right from the camera, the person is located too close to the camera, or the person goes away from the camera too fast after the beginning of verification (less than one second). The method operates successfully if the recognized object moves uniformly, but the camera fails to capture the observed object exactly in the case of its sudden acceleration.

It should be noted that observation of only some part of the face in the camera is not completely unacceptable because fragments can be successfully verified by using the geometric operation of intersection. The proposed method allows for selective testing with the use of the geometric operation of intersection of a transparent cylinder or any other geometric shape with the surface.

Interferences of data readout occur if the facial expression is not neutral as required or if the headwear, mirror shades, or hair covers a major part of the face [22, 25].

Advanced methods are capable of recognition based on different facial expressions. Three-dimensional morphing is used for recognition in the proposed method.

If we compare 2D systems and the proposed 3D method of recognition, we can see that the false response probability in the first case is 0.12% and the false rejection probability is 9.8% for the recognition threshold being set at 70%. In the second case, the recognition threshold was set at 90%, and the method provided the false response probability of 0.004% and the false rejection probability of 0.1%.

In all tests performed simultaneously for both technologies with the use of the same images, the 3D technology of face recognition turned out to be more efficient than the 2D technology.

An example of 3D recognition methods is the well-known method of fitting for reconstructing the shape and parameters of the texture. This method is based on a system of linear equations. Recognition is performed based on comparisons of the reconstructed shapes and texture of the image.

However, manual initialization is needed in the Face Identification by fitting a 3D Morphable Models method. The recognition time (approximately 1 minute on the Pentium III processor with a frequency of 800 MHz) does not satisfy the requirements of most real systems.

As compared to previously available methods, the proposed method offers the following advantages. 3D morphing allows recognition of faces with different facial expressions. Face identification based on some part of the image is possible. Texturing of the face surface is not needed; the method is completely automatic and fast (about 200 ms for one face image with a resolution of 640x480 pixels with the use of the Intel Core i7-2700K processor (8 MB cache memory, 3.90 GHz)), which is faster than the fitting method approximately by two orders of magnitude. The measurement error is no more than 0.8 mm (for each point of the 3D surface).

For real-time visualization, a binary method of searching for image elements with the use of graphics processing units adapted for calculating perturbations can be used. Therefore, a method of face recognition based on perturbation functions and
the set-theoretic operation of subtraction is proposed. Three-dimensional masks were used for face recognition. This method differs from available 3D methods by the fact that it involves not only all points of the surface in the recognition procedure, but also the volume of the tested mask. The method offers the following advantages: manual initialization of the process is not needed; three-dimensional morphing solves the problem of face recognition based on different facial expressions; face recognition based on only some part of the image is possible; face reconstruction is completely automated. The computation time is approximately 200 ms with a resolution of 640×480 pixels.

The method can be used in various situations where intellectual video monitoring of specially protected objects is needed: defense complex enterprises, heavily crowded areas, etc.
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