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Abstract— In this paper, we present an original set of flocking rules using an ecologically-inspired paradigm for control of multirobot systems. We translate these rules into a constraint-driven optimal control problem where the agents minimize energy consumption subject to safety and task constraints. We prove several properties about the feasible space of the optimal control problem and show that velocity consensus is an optimal solution. We also motivate the inclusion of slack variables in constraint-driven problems when the global state is only partially observable by each agent. Finally, we analyze the case where the communication topology is fixed and connected, and prove that our proposed flocking rules achieve velocity consensus.

I. INTRODUCTION

Robotic swarm systems have attracted considerable attention in many applications, such as transportation [1], construction [2], and surveillance [3]. Controlling emergent flocking behavior has been of particular interest to several researchers since the seminal paper by Reynolds [4], which introduced three heuristic rules for flocking: flock centering, collision avoidance, and velocity matching. Flocking has many practical applications, such as mobile sensing networks, coordinated delivery, reconnaissance, and surveillance [5].

This paper explores the emergent phenomenon of flocking through a constraint-driven optimal control framework. Since we apply an ecologically inspired robotics approach [6], it is important to distinguish between the two modes of flocking, as described by Bajec and Heppner [7]. This work focuses on cluster flocking, which describes the bulk motion of small birds, such as sparrows and pigeons. This is in contrast to line flocking, which describes the movement of geese and other large birds. The hypothesis made by the ecology community is that sensor fusion is the main benefit of cluster flocking [8]. It has been proposed that cluster flocking allows individuals to estimate the total flock size in order to regulate breeding [7]. Cluster flocking could have value as a localization technique in some engineering applications.

One open question in the ecology literature [7] is whether a complex systems approach [9] is the proper way to model flocking. In this paper, we devise a set of local flocking rules and translate them into a constraint-driven optimal control problem. We then show several properties of our model and prove that the desired flocking behavior emerges in the case that the communication and sensing topology is fixed. The optimal control problem is similar to previous work in constraint-driven flocking [10], [11], where the authors implemented Reynolds’ flocking behavior. However, in this paper, we propose an original set of flocking rules under the constraint-driven paradigm. The optimal control policy, which emerges from our proposed rules, is related to existing constraint-driven optimization approaches using control barrier functions [6], [12]. In addition, we allow agents to plan over a horizon rather than just reacting to the environment and other agents. Our approach also explicitly allows for the prioritization of safety constraints over the flocking behavior, which has only been recently explored in control barrier approaches [13].

The main contributions of this paper are as follows: (1) we present an original constraint-driven model for cluster flocking that is explicitly energy-minimizing and does not suffer from several problems present in potential field methods, (2) we discuss the challenges of solving constraint-driven problems over a planning horizon as opposed to reactive methods, and (3) we provide a proof of convergence to velocity consensus under a fixed network topology.

The remainder of this paper is organized as follows. In Section II, we discuss the flocking rules proposed by Reynolds and some of their shortcomings. In Section III, we formulate the cluster flocking problem. In Section IV, we present several properties of our proposed model and provide guarantees for convergence to flocking for a special case. Finally, in Section V, we provide concluding remarks and some directions for future work.

II. REYNOLDS FLOCKING

A significant amount of research on designing flocking behavior for boids (bird-oids) in multi-agent systems is based on the seminal work by Reynolds [4]. To achieve flocking, Reynolds proposed three heuristic rules to govern the behavior of individual boids: (1) collision avoidance (avoid collisions with nearby flockmates), (2) velocity matching (attempt to match velocity with nearby flockmates), and (3) flock centering (attempt to stay close to nearby flockmates). These rules have been the basis for the majority of flock controllers in the literature. Generally, these rules are imposed by coupling an artificial potential field with velocity consensus. A rigorous analysis on the convergence properties of potential-driven Reynolds flocking was presented in [14]. Reynolds suggested two additional rules to guarantee safety and control of the flock [4]: steer to avoid environmental hazards and move toward a “migratory urge” location specified by the designer. Reynolds noted that using an artificial potential
field for obstacle avoidance is not realistic, as it tends to push boids perpendicular to their direction of motion. Several extensions inherent to potential field problems are explored in [15], including local minima which trap agents and steady oscillations appearing in the agent trajectories. The design of an artificial potential field for the individual boids is still an open question. As discussed by Vásárhelyi et al. [16], the design of an optimal potential field is unintuitive and the effect of system parameters on the flock behavior cannot be easily predicted.

In a recent paper, the idea of constraint-driven (or ecologically-inspired) optimization to the control of multirobot systems was presented [12]. Under constraint-driven control approaches, agents seek to minimize energy consumption subject to a set of constraints. Thus, an agent’s behavior can be understood from the constraints that become active during operation. In the next section, we propose constraint-driven rules to achieve flocking and translate those rules into an optimal control problem.

### III. Problem Formulation

Consider a flock of \( N \in \mathbb{N} \) boids indexed by the set \( A = \{1, 2, \ldots, N\} \). Each boid \( i \in A \) follows double integrator dynamics,

\[
\begin{align*}
\dot{p}_i(t) &= v_i(t), \\
\dot{v}_i(t) &= u_i(t),
\end{align*}
\]

where \( t \in \mathbb{R}_{\geq 0} \) is time, and \( p_i(t), v_i(t), u_i(t) \in \mathbb{R}^2 \) are the position, velocity, and control input for boid \( i \), respectively. Thus, the state of any boid \( i \in A \) is given by \( x_i(t) = [p_i(t) \ v_i(t)]^T \). The speed and control input for each boid are constrained such that

\[
\begin{align*}
||v_i(t)|| &\leq v_{\text{max}}, \\
||u_i(t)|| &\leq u_{\text{max}}.
\end{align*}
\]

For any pair of boids \( i, j \in A \), the relative displacement between them is described by the vector

\[
s_{ij}(t) = p_j(t) - p_i(t).
\]

Each boid interacts with the flock through its neighborhood, defined next.

**Definition 1** (Neighborhood). We define the neighborhood of each boid \( i \in A \), denoted \( N_i(t) \), as the set of \( k \)-nearest neighbors of boid \( i \) at time \( t \in \mathbb{R}_{\geq 0} \), where \( k \in \mathbb{N} \) and \( i \not\in N_i(t) \).

The neighborhood of each boid \( i \in A \) may switch over time, and \( i \) can communicate with, and sense, any boid \( j \in N_i(t) \). Observations by Ballerini et al. [17] provide strong evidence that natural flocks are formed following a \( k \)-nearest neighbors rule. Cristiani, Frasca, and Piccoli [18] indicate that application of \( k \)-nearest neighbors “...does not intend to imply that animals sensing capabilities extend to an unlimited range, but rather that group dynamics happen in a relatively small area.” Following this rationale, the neighborhood, as defined in Definition 1, has several advantages: (1) it is distance agnostic, i.e., there can be no isolated boids that escape the flock, (2) it is a constant size, so the smallest connected group of boids is at least size \( k \), and (3) it only considers a constant-size subset of nearby boids which implies that the information required by each boid is independent of the total flock size.

Finally, we use the following model for the rate of energy consumption by any boid \( i \in A \),

\[
\dot{e}_i(t) = ||u_i(t)||^2,
\]

i.e., the rate of energy consumption is proportional to the \( L^2 \) norm of the control input. This is a reasonable model for our very general boid, as energy consumption is monotonic with the control input in many real systems.

Given the modeling framework above, we propose the following constraint-driven flocking rules: (1) energy minimization to drive energy consumption to a minimum, (2) collision avoidance to avoid collision with any flockmates, and (3) aggregation to stay within a fixed distance of the average position of nearby flockmates. Following these rules, the boids spend only the minimum energy necessary to ensure that safety and aggregation are achieved. It is expected that the combination of energy minimization and aggregation will eventually move all boids in the same direction as their neighborhood. Energy-minimized obstacle avoidance can also be explicitly captured as a constraint in this framework. The first objective, e.g., energy minimization, can be ensured by formulating each boid’s behavior as an optimal control problem with the cost given by (6). The second objective, e.g., collision avoidance, can be guaranteed between boids with the following safety constraint,

\[
||s_{ij}(t)||^2 \geq 4R^2, \quad \forall j \in A, \quad \forall t \in \mathbb{R}_{\geq 0}, \tag{7}
\]

where \( R \in \mathbb{R}_{\geq 0} \) is the radius of each boid. The squared form in (7) is used to ensure that the derivative is smooth at \( ||s_{ij}(t)|| = 2R \). Additional constraints can be formulated to avoid static and dynamic obstacles in the environment [19], [20]. Finally, we denote the center of boid \( i \in A \)'s neighborhood as

\[
c_i(t) = \frac{1}{k} \sum_{j \in N_i(t)} p_i(t),
\]

where \( k \) corresponds to the \( k \)-nearest neighbors. We enforce aggregation through the flocking constraint,

\[
g_i(t) = ||p_i(t) - c_i(t)||^2 - D^2 \leq 0, \quad \forall t \in \mathbb{R}_{\geq 0}, \tag{9}
\]

where \( D \in \mathbb{R}_{\geq 0} \) is the system parameter corresponding to the flocking radius. Again, we use the equivalent squared form of the constraint to guarantee smoothness of the derivative. In our decentralized optimal control problem, (7) is considered our safety constraint, while (9) is the task constraint. In case where no feasible trajectory can be found, then we may relax the task constraint by applying least-penetrating control techniques [13] or introducing slack variables [11].

The standard solution methodology in the constraint-driven literature is to encapsulate the task and safety constraints within a control barrier function [6], [11], [12]. The
boids will then apply gradient flow to drive energy consumption to a stationary point while satisfying the constraints [6].

However, this approach is reactive and does not explicitly allow for planning or cooperation between the boids. In this paper, we seek to plan a trajectory over some finite-time horizon, \([t_0, t_f] \subset \mathbb{R}_{\geq 0}\), for each boid \(i \in \mathcal{A}\). Next, we formulate the problem.

**Problem 1.** For each boid \(i \in \mathcal{A}\), consider the decentralized energy-minimization problem over the horizon \([t_0, t_f] \subset \mathbb{R}_{\geq 0}\):

\[
\min_{u_i(t)} \frac{1}{2} \int_{t_0}^{t_f} \|u_i(t)\|^2 + \alpha_i \eta_i^2(t) \, dt,
\]

s.t.: \(x_i(t_0^j) = x_i^0, (1), (2), (3), (4), (7)\), and \(g_i(t) \leq \eta_i^2(t)\),

where \(x_i^0\) is the initial state of boid \(i\), \(g_i(t)\) is the flocking constraint given by (9), \(\eta_i^2(t)\) is a slack variable that allows safety to be prioritized over flocking, and \(\alpha_i\) is a system parameter to weight energy consumption versus the need to satisfy the flocking constraint.

In contrast to Reynolds’ flocking rules, in our formulation in Problem 1, we do not impose a desired inter-boid spacing. Thus our system will not converge to the \(\alpha\)-lattice formation, which is the optimal solution to minimizing a potential field [5]. Additionally, our system does not require velocity alignment, and it instead emerges naturally as a solution to Problem 1. For the solution of Problem 1, we impose the following assumptions.

**Assumption 1.** There are no external disturbances or obstacles.

We impose Assumption 1 to evaluate the idealized performance of the proposed algorithm. It is well known that optimal control can be fragile with respect to noise and disturbances, and this assumption may be relaxed by applying robust optimal control.

**Assumption 2.** There are no errors or delays with respect to communication and sensing.

The strength of Assumption 2 is application dependent. In general, it has been shown that sparse updates to replan trajectories are sufficient for this type of problem [21]. However, these delays may become significant for fast-moving flocks in constrained environments.

**Assumption 3.** Each boid has a low-level onboard controller that can track the prescribed optimal trajectory.

Assumption 3 may be strong for certain applications. This assumption may be relaxed by including kinematic constraints on the motion of each boid, or by considering more complicated dynamics in Problem 1.

**A. The Information Problem**

The formulation of Problem 1 has two distinct issues that repeatedly occur in the decentralized control literature. The first occurs when a boid only makes partial observations of the entire flock, i.e., \(|\mathcal{N}_i(t)| < N - 1\) for \(i \in \mathcal{A}\). This results in a non-classical information structure, and results from centralized control do not generally apply [22]. This problem may be circumvented by sharing information throughout the network [23]; however, this is prohibitively expensive for large flocks of boids. This problem may also be solved by employing event-triggered control, where each boid resolves Problem 1 whenever it receives new information [24]. This method only requires local information that is readily available to each boid.

The second issue is a potential simultaneous action of the boids. Consider two boids \(i, j \in \mathcal{A}\) which seek a solution to Problem 1 at \(t = t_0^1 = t_0^2\). Boid \(i\) requires the trajectory of boid \(j\) to calculate \(c_i(t)\), while boid \(j\) requires the trajectory of boid \(i\) to calculate \(c_j(t)\). This coupling guarantees that boids \(i\) and \(j\) can never satisfy the constraint (9), as its value is not known until after a trajectory has been generated. The most straightforward solution to this problem is to impose some priority ordering on the boids, then to have them solve for their trajectories sequentially [24]–[27]. Another approach is to allow the boids to make decisions asynchronously, which implicitly imposes an order [28] based on the boids’ hardware specifications.

A standard approach to resolving the information problem in multi-agent systems is to apply decentralized model predictive control [29]. In this case, each boid solves Problem 1, the it follows the prescribed trajectory for some period of time, and then it re-solves Problem 1. The trajectories generated at the previous time step are used as estimates for the new trajectories generated by each neighbor. This processes addresses both the simultaneous action and partial observation information problems. The derivation of a model predictive controller for Problem 1 is beyond the scope of this paper. However, recent approaches by Zhan and Li [30] and Lyu et al. [31] for constrained distributed model predictive control of flocking systems may be adapted to Problem 1.

**IV. OPTIMAL SOLUTION PROPERTIES**

Next, we present several properties of the system described by Problem 1. First we examine the discontinuities of the system which are imposed by neighborhood switches through the following Lemmas.

**Lemma 1.** For each boid \(i \in \mathcal{A}\), if the functions \(c_i(t)\) or \(\hat{c}_i(t)\) are discontinuous at a time \(t_1 \in \mathbb{R}_{\geq 0}\), then the neighborhood \(\mathcal{N}_i(t)\) must switch at \(t = t_1\).

**Proof.** Let \(\mathcal{N}_i(t)\) be constant over some interval \([t_1, t_2] \subset \mathbb{R}_{\geq 0}\). By Definition 1, \(c_i(t)\) is a sum of \(k \in \mathbb{N}\) continuous functions, hence \(c_i(t)\) is continuous for all \(t \in [t_1, t_2]\). Thus, \(c_i(t)\) may only be discontinuous at instants when \(\mathcal{N}_i(t)\) is switching. The proof for \(\hat{c}_i(t)\) is identical, and thus it is omitted.

**Definition 2.** For each boid \(i \in \mathcal{A}\), let its neighborhood \(\mathcal{N}_i(t)\) switch at some time \(t_1 \in \mathbb{R}_{\geq 0}\). Let \(\mathcal{O} = \mathcal{N}_i(t_1^+) \setminus \mathcal{N}_i(t_1^-)\) and \(\mathcal{P} = \mathcal{N}_i(t_1^-) \setminus \mathcal{N}_i(t_1^+)\) be the boids which...
were removed and added to the set $N_i(t)$ at time $t_1$, respectively. Then, we define a switch as symmetric if it satisfies $\sum_{j \in \mathcal{P}} p_j(t_1) = \sum_{j \in \mathcal{P}} p_j(t)$ and $\sum_{j \in \mathcal{P}} v_j(t_1) = \sum_{j \in \mathcal{P}} v_j(t)$.

Note that, due to the safety constraint (7), it is only possible to satisfy Definition 2 if multiple boids are added to and removed from the neighborhood simultaneously.

**Lemma 2.** For each boid $i \in \mathcal{A}$, the functions $c_i(t)$ or $\dot{c}_i(t)$ are discontinuous at some time $t_1 \in \mathbb{R}_{\geq 0}$ if and only if $N_i(t)$ switches at $t = t_1$ and the switch is non-symmetric (Definition 2).

**Proof.** First we prove sufficiency. By Lemma 1, a discontinuity in $c_i(t)$ or $\dot{c}_i(t)$ at $t_1$ implies that $N_i(t)$ switches at $t_1$.

We prove necessity by contradiction. Let $c_i(t)$ be continuous and assume $N_i(t)$ switches non-symmetrically at some time $t_1$. This implies that $c_i(t_1^+) = c_i(t_1^-)$, where the superscripts $+$ and $-$ correspond to the left and right limits of $t_1$, respectively. This implies $\sum_{j \in N_i(t_1)} p_j(t_1) = \sum_{j \in N_i(t_1)} p_j(t_1)$, since $p_i(t)$ is continuous for all $l \in \mathcal{A}$. We may remove the common elements in the last equation, which implies $\sum_{j \in N_i(t_1)} p_i(t_1) = \sum_{j \in \mathcal{P}} p_j(t_1)$. The same analysis holds for continuity of $\dot{c}_i(t)$. This contradicts the hypothesis that the switching is non-symmetric. □

Thus, by Lemma 2, for each boid $i \in \mathcal{A}$, a switch in $N_i(t)$ implies that either $c_i(t)$ or $\dot{c}_i(t)$ is discontinuous unless the conditions in Definition 2 are satisfied. As Definition 2 relies on ideal symmetry conditions, we may assume that a switch will never be symmetric in a real system. Thus, for simplicity, we consider a switch in a boid’s neighborhood to always lead to a discontinuity in $c_i(t)$ or its derivative.

Finally, we present Property 1 of the optimal trajectory, which describes the impact of each boid’s neighborhood on the task constraint.

**Property 1.** For each boid $i \in \mathcal{A}$ traveling along the task-constrained arc, i.e., following a trajectory that exactly satisfies (9), if $N_i(t)$ switches at some time $t_1 \in \mathbb{R}_{\geq 0}$, and the switch is non-symmetric (Definition 2), then boid $i$ must exit the constrained arc.

**Proof.** We prove Property 1 by contrapositive. Let $i \in \mathcal{A}$ be any boid in the flock traveling along the task-constrained arc over the interval $[t_1, t_2] \subset \mathbb{R}_{\geq 0}$. This implies that the optimal trajectory of boid $i$, denoted $\mathbf{p}_i^*(t)$, must satisfy

$$||\mathbf{p}_i^*(t) - c_i(t)||^2 - D^2 = 0, \quad \forall t \in [t_1, t_2].$$

(11)

The optimal trajectory $\mathbf{p}_i^*(t)$ must be continuous. This implies $c_i(t)$ must be continuous. Additionally, the derivative of (11) must also hold when the task constraint is active, i.e.,

$$\left(\mathbf{p}_i^*(t) - c_i(t)\right) \cdot \left(\dot{\mathbf{p}}_i^*(t) - \dot{c}_i(t)\right) = 0, \quad \forall t \in [t_1, t_2].$$

(12)

Therefore, $\dot{c}_i(t)$ must be continuous. This implies that if $c_i(t)$ or $\dot{c}_i(t)$ is discontinuous then boid $i$ cannot be on the task-constrained arc. Thus, by Lemma 2, boid $i$ cannot be traveling along the constrained arc when $N_i(t)$ switches, unless the switch is symmetric. □

By Property 1, we may infer that in any physical system boid $i$ will exit any task-constrained arc whenever $N_i(t)$ switches at some time $t_1$.

By Definition 1, boid $i$ only knows the state information of its-$k$ nearest neighbors. This information in sufficient to calculate the time of a future trajectory change, $t_1$, or the new neighborhood center state, $c_i(t_1)$ and $\dot{c}_i(t_1)$. Therefore we must consider the case where $g_i(t_1) > 0$ or $\dot{g}_i(t_1) > 0$ in general. This motivates the inclusion of the slack variable $\eta_i^2(t)$ in Problem 1.

The behavior induced by this model is non-smooth and nonlinear, and a full analysis of the imposed flock is beyond the scope of this paper. In general, it is necessary to rule out chattering and Zeno behavior at instants when the neighborhood switches. Additionally, for each boid $i \in \mathcal{A}$, an analysis of how $\eta_i(t)$ evolves with the system will be necessary to ensure that the flock remains cohesive. In general, it is necessary for $\eta_i(t)$ to be driven to zero in finite time. Otherwise boid $i$ may violate the task constraint indefinitely, leading to flock fragmentation. As a step toward analyzing the full system, we analyze the case where the communication topology is fixed and connected in the next section.

**A. The Fixed and Connected Topology Case**

Next, we present several properties of Problem 1 for the case that the communication topology is fixed and connected. This ensures that for every $i \in \mathcal{A}$, $c_i(t)$ is continuously differentiable everywhere by Lemma 2. We may therefore also impose $\eta_i(t) = 0$ to make the task a hard constraint. In addition, we relax (3) and (4), and instead, we only require $v_i(t)$ and $u_i(t)$ to be finite everywhere. Generally, imposing state and control limits does not add significant complexity to the problem [32], and these two cases have been thoroughly explored in the literature [1], [33].

First, we present Property 2, which describes an optimal solution to Problem 1.

**Property 2.** If velocity consensus is achieved at a time $t_1 \in \mathbb{R}_{\geq 0}$, and $\eta_i^2(t_1) = 0$ for all $i \in \mathcal{A}$, then the globally optimal solution to Problem 1 is to maintain velocity consensus for all $i \in \mathcal{A}$ and for all $t \geq t_1$.

**Proof.** Let every boid $i \in \mathcal{A}$ at some time $t_1 \in \mathbb{R}_{\geq 0}$ move with some consensus velocity $v_i$, such that no constraint of Problem 1 is violated and $\eta_i^2(t_1) = 0$. Next, let $i$ follow the trajectory $u_i(t) = 0$ for all $t \geq t_1$. Then, $v_i(t) = v_j(t)$ for all $t \geq t_1$. Thus, the vector $s_{ij}(t)$ is constant, and the safety constraint can never be violated for any $t \geq t_1$. This also implies $v_i(t) = \dot{c}_i(t)$, and thus the vector $p_i(t) - c_i(t)$ is constant for all $t \geq t_1$. This implies that the task constraint can never be violated for any $t \geq t_1$, and also $\eta_i^2(t) = 0$ for all $t \geq t_1$. □

To derive an optimal control policy for Problem 1 we may apply Hamiltonian analysis [32]. First, we solve for the form
of the optimal control policy for each set of constraints that may become active. As \( \eta_i(t) = 0 \), we have four possible arcs which boid \( i \in A \) may travel along: (1) none of the constraints become active – \( u_i(t) = 0 \); (2) boid \( i \) moves unstrained to an interior point – \( u_i(t) = a^T + b \) [1]; (3) boid \( i \) activates the safety constraint with some \( j \in N_i \), i.e., \( u_i(t) = u_i^*(t) \) [33]; and (4) boid \( i \) activates the task constraint, i.e., \( u_i(t) = \tilde{c}_i(t) \) [33], where \( a_i \) and \( b_i \) are constants of integration. We refer to the above cases as our optimal motion primitives. The optimal control policy of boid \( i \) is a piecewise function consisting of our four optimal motion primitives which are pieced together while satisfying optimality conditions. Next, we present a result which characterizes the control input for an agent \( i \in A \), when \( i \) activates the safety or task constraint.

**Theorem 1.** Let a boid \( i \in A \) transition to a task, or safety-constrained arc at some time \( t_1 \in \mathbb{R}_{\geq 0} \) for the fixed-topology case. Then the control input \( u_i(t_1) \) is continuous.

**Proof.** Let boid \( i \in A \) transition to a task-constrained arc at some \( t = t_1 \). In this case, \( i \) must satisfy the tangency conditions (see [32], pp. 101)

\[
N_i(t_1, x_i(t_1)) = \begin{bmatrix} s_i(t_1) \cdot s_i(t_1) - D^2 \\ \dot{s}_i(t_1) \cdot s_i(t_1) \end{bmatrix} = 0, \tag{13}
\]

\[
\dot{s}_i(t_1) \cdot s_i(t_1) + \dot{s}_i(t_1) \cdot \dot{s}_i(t_1) = 0. \tag{14}
\]

The vectors \( s_i(t) \) and \( \dot{s}_i(t) \) are functions of \( c_i(t) \) and \( \dot{c}_i(t) \), which are known functions of time.

Thus, we have

\[
\frac{\partial N_i(t, x_i(t))}{\partial t} = \begin{bmatrix} -2 \dot{c}_i(t) \cdot s_i(t) \\ -\dot{c}_i(t) \cdot \dot{s}_i(t) - \dot{c}_i(t) \cdot s_i(t) \end{bmatrix}. \tag{15}
\]

In addition, we have

\[
\frac{\partial N_i(t, x_i(t))}{\partial x_i} = \begin{bmatrix} 2 s_i^T(t), 0 \\ s_i^T(t), s_i^T(t) \end{bmatrix}. \tag{16}
\]

Finally, at time \( t_1 \), the optimality conditions are [32]

\[
\lambda_i^T(t_1) = \lambda_i^T(t_1^+ - t_1^-) = \pi \cdot \frac{\partial N_i(t, x_i(t))}{\partial x_i} \bigg|_{t=t_1}, \tag{17}
\]

\[
\frac{1}{2}||u_i(t_1^+)||^2 + \lambda_i(t_1^-) \cdot \dot{x}_i(t_1^-) - \frac{1}{2}||u_i(t_1^-)||^2 - \lambda_i(t_1^-) \cdot \dot{x}_i(t_1^-) = \pi \cdot \frac{\partial N_i(t, x_i(t))}{\partial t} \bigg|_{t=t_1}, \tag{18}
\]

where \( \lambda_i \) is the state covector and \( \pi_i \) is a \( 2 \times 1 \) constant vector. Note the constraint does not appear in the Hamiltonian (18) since it becomes zero at \( t_1 \) through (14). Substituting (16)-(17) into (18) and simplifying yields

\[
||u_i(t_1^+)||^2 + ||u_i(t_1^-)||^2 - 2 u_i(t_1^-) \cdot u_i(t_1^+) = 0, \tag{19}
\]

which has the real solution \( u_i(t_1^+) = u_i(t_1^-) \). Thus \( u_i(t_1) \) is continuous.

The proof for the safety constraint is identical and thus we omitted it.

**Corollary 1.** The optimal control input of each boid \( i \in A \) is continuous everywhere for the fixed topology case.

**Proof.** By Theorem 1, the control input \( u_i \) is continuous when boid \( i \) enters a task or safety-constrained arc. When \( i \) enters an unconstrained arc the vectors \( \lambda_i(t) \) and Hamiltonian are continuous, and the vector \( N_i(t) = 0 \) in (13). From the optimality conditions and Euler-Lagrange equations it is straightforward to show that the control input is continuous.

Finally we present a proof of convergence to velocity consensus for the fixed and connected topology case through Lemma 3 and Theorem 2.

**Lemma 3.** If a boid \( i \in A \) satisfies \( ||v_i(t)|| > ||\dot{c}_i(t)|| \) while traveling along an unconstrained arc, then there exists some \( t_1 \in \mathbb{R}_{\geq 0} \) such that the task constraint becomes active at \( t_1 \).

**Proof.** Let \( s_i(t) = p_i(t) - c_i(t) \). By the triangle inequality \( ||s_i(t)|| > 0 \). The speed profile imposed by all of our motion primitives is a polynomial [33], therefore \( c_i(t) \) cannot asymptotically approach \( v_i(t) \). Thus, there exists some finite \( t_1 \in \mathbb{R}_{\geq 0} \) such that \( ||s_i(t_1)|| = D \).

**Theorem 2.** For each boid \( i \in A \), if the parameter \( D \) is large enough that the boids do not always follow safety-constrained trajectories, then there exists some time \( t_1 \) such that all boids \( j \in N_i \) achieve velocity consensus.

**Proof.** First, we consider the case where the boids never activate the safety constraint. Let \( M(t) = \{ i \in A : ||v_i(t)|| > ||\dot{c}_i(t)|| \} \). By Lemma 3 there exists some finite time \( t_1 \in \mathbb{R}_{\geq 0} \) such that boid \( m \in M(t) \) activates its task constraint. Then, until \( ||v_i(t)|| \leq ||\dot{c}_i(t)|| \), we may generate a sequence \( \{ t_n \}, n \in \mathbb{N} \), such that \( ||v_i(t_n)|| > ||\dot{c}_i(t_n)|| = ||v_i(t_{n+1})|| = ||\dot{c}_i(t_{n+1})|| \) for all \( m \in M(t) \). Let \( l(t) = \arg \min_{i \in A} ||v_i(t)|| \). Following the same procedure, there exists a sequence \( \{ t_n \}, n \in \mathbb{N} \), such that \( ||v_i(t_n)|| < ||\dot{c}_i(t_n)|| \) until \( ||v_i(t)|| \geq ||\dot{c}_i(t)|| \). Thus, each boid \( i \in A \) must satisfy \( ||v_i(t)|| = ||\dot{c}_i(t)|| \) asymptotically.

Next, let \( ||v_i(t)|| = ||\dot{c}_i(t)|| \) for all \( i \in A \). Select a boid \( j \) which satisfies \( j = \arg \min_{i \in A} ||v_k(t)|| \). As \( ||v_i(t)|| = ||\dot{c}_i(t)|| \) and \( b_1 \) has the minimum speed in \( A \), it must be true that \( ||v_i(t)|| = ||v_k(t)|| \) for all \( k \in \mathcal{N}_j \). As the agent topology is connected we may recursively apply this reasoning to find \( ||v_i(t)|| = ||v_j(t)|| \) for all \( i, j \in A \). Following similar logic it can be shown that \( v_i(t) = \dot{c}_i(t) \), and thus velocity consensus is achieved asymptotically.

Finally, let \( t^0 \) be the time that boid \( i \in A \) plans its trajectory, and allow the safety constraint to become active at some time \( t_1 > t^0 \) for another boid \( j \in N_i(t^0) \). By definition of the optimal motion primitives, \( u_i(t) = u_i(t) \) for the duration that the constraint is active. Thus, either agent \( i \) eventually exits the safety-constrained arc and Lemma 3 holds, or \( v_i(t) = v_j(t) \). If \( ||v_i(t)|| \neq ||\dot{c}_i(t)|| \) for \( t > t_1 \), then Lemma 3 holds.

**Theorem 2** guarantees that any flock with a fixed topology will achieve velocity consensus. By the design of the task constraint (14), any two boids \( i, j \in A \) will be contained within a ball of diameter \( N \cdot D \) centered on the flock.
Supplementary information and simulation results of the proposed flocking controller can be found at: https://sites.google.com/view/ud-ids-lab/cdflock.

V. CONCLUDING REMARKS

In this paper, we proposed a set of flocking rules under the constraint-driven paradigm for multi-robot systems. We translated these rules into an optimal control problem and gave several properties of the optimal solution. In addition, we motivated the inclusion of a time-varying slack variable in the formulation and discussed the challenges of planning trajectories in multi-agent problems with partial state observation. We listed the set of optimal control motion primitives and proved that the optimal control policy is a continuous function. We also showed that the flock will achieve velocity consensus under a fixed topology.

A direction of future research include the extension of Theorem 2 to cover the dynamic topology case. It is likely that a methodology similar to [14] can be used to prove that velocity consensus is achieved despite the discontinuous behavior that appears in the dynamic case. Sufficient conditions for the slack variable to guarantee flocking behavior are an area of ongoing research, as well as analyzing the trade-off between energy consumption and flock cohesion by the parameter $\alpha_t$. Finally, the inclusion of environmental obstacles into Problem 1 and an additional task constraint to influence the flock’s motion require further investigation.
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