ORTHOGONAL AND SYMPLECTIC $n$-LEVEL DENSITIES
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Abstract. In this paper we apply to the zeros of families of $L$-functions with orthogonal or symplectic symmetry the method that Conrey and Snaith [27] used to calculate the $n$-correlation of the zeros of the Riemann zeta function. This method uses the Ratios Conjectures [21] for averages of ratios of zeta or $L$-functions. Katz and Sarnak [57] conjecture that the zero statistics of families of $L$-functions have an underlying symmetry relating to one of the classical compact groups $U(N)$, $O(N)$ and $USp(2N)$. Here we complete the work already done with $U(N)$ [27] to show how new methods for calculating the $n$-level densities of eigenangles of random orthogonal or symplectic matrices can be used to create explicit conjectures for the $n$-level densities of zeros of $L$-functions with orthogonal or symplectic symmetry, including all the lower order terms. We show how the method used here results in formulae that are easily modified when the test function used has a restricted range of support, and this will facilitate comparison with rigorous number theoretic $n$-level density results.
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1. **Introduction**

1.1. **Motivation.** Long-standing results in random matrix theory show that the $n$-point correlation functions (in some situations these are also called $n$-level densities) of eigenvalues from ensembles of random matrices such as $U(N)$, $SO(N)$ and $USp(2N)$ can be written concisely as $n$-dimensional determinants of matrices whose elements are the kernel belonging to the particular ensemble (see, for example, [16] where the kernels and correlation functions are written down for these groups). These results are elegant and exact, and their determinantal form is very useful for calculations.
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within random matrix theory (RMT). However, the corresponding quantity in number theory, the $n$-point correlation function (or level density) of the complex zeros of an $L$-function, or of families of $L$-functions, does not seem to take this concise determinantal form, except in a suitable asymptotic limit where the statistics are expected to agree with RMT (see [15, 58, 83] for reviews on the connection between number theory and random matrix theory). This leads us to a question: is there a different, albeit less elegant, way to write the random matrix eigenvalue correlation functions that might help to make precise conjectures about the form of the correlations of zeros? Furthermore, given that the determinantal form is not available in the number theory case, is there a natural form in which to write the $n$-correlations of the zeros that is useful for further applications?

The first question has been answered in the case of the Riemann zeta function, which has zeros displaying the statistics of eigenvalues of matrices from $U(N)$, with Haar measure, in the appropriate limit. The $n$-point correlation functions of the Riemann zeros, including the lower order correction terms to the limiting random matrix theory result, were first studied by Bogomolny and Keating [6, 8] and then by Conrey and Snaith [29, 27]. In particular, Conrey and Snaith derive the $n$-point correlation function of $U(N)$ eigenvalues using average values of ratios of characteristic polynomials in a method that is precisely reproducible in the number theory case using a conjecture on average values of ratios of the Riemann zeta function (see [21] and also [26]).

It is this first question in the case of matrices from $SO(2N)$ and from $USp(2N)$ and the families of $L$-functions associated with them that is the main focus of this current paper. The $n$-level density functions of eigenvalues from matrices in $SO(2N)$ are calculated in Section 2 using averages of ratios of characteristic polynomials, with the final result appearing in Theorem 2.11. The steps are mirrored in Section 4 using the Ratios Conjecture for a family of $L$-functions associated with elliptic curves. The zeros of this family are expected to behave statistically like the eigenvalues of $SO(2N)$. The Ratios Conjecture is used to derive the $n$-level densities of zeros of the $L$-functions in this family, complete with lower order terms. This result can be found in Theorem 5.11. In Section 3 eigenvalues of matrices from $USp(2N)$ are considered in the same way, see Theorem 3.7, and Section 6 demonstrates the method with a family of $L$-functions showing symplectic symmetry. The result can be found in Theorem 6.6.

As reflected in the second question, the motivation for this work is not simply to derive the detailed conjectures for the $n$-correlation of zeros of families of $L$-functions, but to obtain formulae that are useful for further applications. For the past 40 years, since Montgomery’s pioneering work on the statistics of the two-point correlation function of the Riemann zeros [72], there has been a catalogue of work where a rigorous result on $n$-correlation functions (often called $n$-level densities in number theory literature) of the zeros of an $L$-function or family of $L$-functions is derived and then an attempt is made to match it with either the limiting RMT correlation function (for example [80, 79, 39, 89, 64, 84]), or a conjecture derived using a Ratios Conjecture that includes lower order terms (for example [68, 69, 41, 70, 49]). For general $n$ this comparison is difficult, and is made more so by the fact that all the rigorous number theoretical results hold only for test functions with restricted support (of their Fourier transform) and by the fact that if comparison is made with the determinantal RMT form, this has nothing like the shape of the number theoretical results. By test function we mean the function $f$ in the definition of the $n$-level density (5.1), which is sampled at the positions of an $n$-tuple of zeros. There is an equivalent test function in the definition of the $n$-level density of eigenvalues, for example in (2.1), that is sampled at the positions of an $n$-tuple
of eigenvalues. In [28], Conrey and Snaith demonstrate that in the $U(N)$ random matrix theory case, the form of the $n$-point correlation function resulting from the method using the average of ratios of characteristic polynomials allows for immediate simplification when the support of the test function is restricted - something that is certainly not true of the determinantal form. This allows them to apply to the $n$-point correlation function for eigenvalues from $U(N)$ the same restriction to the support of the test function that was used by Rudnick and Sarnak in [80] when looking at the $n$-point correlation function for zeros of a general $L$-function. Then the identical structure of the two expressions reveals that they coincide in their respective asymptotic limits. This addresses the second question above in the case of the zeros of the Riemann zeta function. The second question in the case of $SO(2N)$ or $USp(2N)$ matrices is approached in Section 7 where it is shown that the form of the random matrix theory $n$-level density given in this paper leads easily to a simpler result when the support of the test function is restricted. It will be the subject of future work to show whether this allows more straightforward confirmation of the limiting random matrix form for rigorous calculations of the $n$-level density for associated families of $L$-functions.

1.2. Background to the Ratios Conjectures. The connection between RMT and number theory became apparent in the 1970s when Montgomery [72], after a conversation with Dyson [32], conjectured that in the appropriate scaling limit the pair correlation of the zeros of the Riemann zeta function have the same form as the equivalent statistic for eigenvalues of unitary matrices of large dimension drawn at random from the group $U(N)$ endowed with Haar measure. There followed work, both of an analytical and a numerical nature, that provided more evidence that zeros of the Riemann zeta function high on the critical line and eigenvalues of large random unitary matrices show the same local statistics when both sets of points are scaled to have a mean spacing of unity (see for example [5, 7, 45, 73, 80]). Even decades later, Montgomery’s conjecture is proven only for test functions with restricted support.

Katz and Sarnak [56, 57] then considered statistics of zeros of $L$-functions near the critical point (the point at which the real axis crosses the critical line on which the complex zeros are expected to lie). They predict that in a natural family of $L$-functions these zeros would, when averaged across the family, display the same statistical behaviour as the eigenvalues near 1 of matrices chosen at random with respect to Haar measure from the classical compact groups $U(N)$, $O(N)$ or $USp(2N)$. As in the case of the Riemann zeta function, this correspondence is expected to occur when the zeros and eigenvalues being considered are scaled to have a mean spacing of unity and in an appropriate asymptotic limit: normally the zero statistics tend to the eigenvalue statistics of large matrices as a parameter intrinsic to the definition of the family tends to infinity. The correspondence with random matrix theory has been proven for specific families and for test functions with restricted support (see for example [31, 38, 39, 42, 46, 47, 53, 67, 71, 74, 76, 77, 79, 89]).

It is a long-standing conjecture that the moments of the Riemann zeta function grow asymptotically like

$$
\frac{1}{T} \int_{0}^{T} |\zeta(1/2 + it)|^{2\lambda} dt \sim a_{\lambda} \frac{g_{\lambda}}{\Gamma(1 + \lambda^2)} (\log T)^{\lambda^2}
$$
for large $T$, where we have chosen to write the coefficient in this way for ease of comparison later on with random matrix theory. Here $a_\lambda$ is a product over primes

$$a_\lambda = \prod_p \left(1 - \frac{1}{p}\right)^{\lambda^2} \sum_{m=0}^{\infty} \left(\frac{\Gamma(m + \lambda)}{m!\Gamma(\lambda)}\right)^2 p^{-m},$$

but $g_\lambda$ is very difficult to calculate. Moments of the Riemann zeta function have been the subject of study for one hundred years, but still $g_1 = 1$ \[43\] and $g_2 = 2$ \[51\] are the only proven values. Conjectures have risen from number theoretical methods, for example \[24, 25, 50\], but at the start of this millennium there was no viable conjecture for any values beyond $k = 4$ and random matrix theory provided the only available method for predicting higher moments.

The characteristic polynomial, $\Lambda_A(s)$, of a random unitary matrix, $A$, is used to model the Riemann zeta function. The analogous quantity to (1.1) is

$$M_N(\lambda) = \int_{U(N)} |\Lambda_A(1)|^{2\lambda} dA_{\text{Haar}},$$

where the integration is with respect to Haar measure. This average can be computed using Selberg’s integral (see \[66\]), giving

$$M_N(\lambda) = \prod_{j=1}^{N} \frac{\Gamma(j)\Gamma(j + 2\lambda)}{\Gamma(j + \lambda)^2} \sim f(\lambda)N^{\lambda^2},$$

where the final line is the asymptotic for large $N$. The Barnes double gamma function \[3\] can be used to express $f(\lambda)$ concisely:

$$f(\lambda) = \frac{(G(1 + \lambda))^2}{G(1 + 2\lambda)}.$$

It is conjectured \[60\] that

$$f(\lambda) = \frac{g_\lambda}{\Gamma(1 + \lambda^2)}.$$  

This conjecture agrees with established or independently conjectured results for $g_k$ for $k = 1, 2, 3, 4$.

We note that when we compare (1.1) and (1.4) we see $N$ is playing the role of $\log T$, an equivalence that is also observed by equating the density of zeta zeros to the density of eigenvalues. This observation is key, allowing comparison of random matrix results to number theoretic quantities even when the limits $N \to \infty$ and $T \to \infty$ have not been reached.

For a family of $L$-functions, a similar quantity is the average, over the family, of the values of the $L$-functions at the critical point. If we denote by $F$ a family of $L$-functions $L_f(s)$, indexed by $f$, and $F^*$ is the number of members of the family, then the moment

$$\frac{1}{F^*} \sum_{f \in F} (L_f(1/2))^\lambda$$
can be modelled by a quantity similar to (1.3), only with the average performed over the appropriate subgroup of $U(N)$ comprised of unitary, orthogonal or symplectic matrices \cite{17, 59}: e.g.

\begin{equation}
\int_{SO(2N)} (\Lambda_A(1))^\lambda dA_{Haar}, \ A \in SO(2N).
\end{equation}

It was described in \cite{19} that more precise conjectures for the moments of zeta and $L$-functions, including lower-order terms, can be obtained from the “shifted” moments. These are quantities of the form

\begin{equation}
\frac{1}{T} \int_0^T \zeta(1/2 + it + \alpha_1) \cdots \zeta(1/2 + it + \alpha_k) \\
\times \zeta(1/2 - it - \alpha_{k+1}) \cdots \zeta(1/2 - it - \alpha_{2k}) dt.
\end{equation}

In that paper Conrey, Farmer, Keating, Rubinstein and Snaith propose a “recipe” for conjecturing a precise expression for such moments and for similar averages over families of $L$-functions. One argument in support of the validity of these conjectures, is that the expression produced has an identical structure the analogous (and rigorous) moment calculation in random matrix theory for a quantity such as \cite{18} (see also \cite{11}):

\begin{equation}
\int_{U(N)} \Lambda_A(e^{-\alpha_1}) \cdots \Lambda_A(e^{-\alpha_k}) \Lambda_A^*(e^{\alpha_{k+1}}) \Lambda_A^*(e^{\alpha_{2k}}) dA_{Haar}.
\end{equation}

Here $A^*$ is the conjugate transpose of the matrix $A \in U(N)$.

A further generalization was made by Conrey, Farmer and Zirnbauer to averages of ratios of the Riemann zeta function,

\begin{equation}
\frac{1}{T} \int_0^T \prod_{k=1}^K \zeta(1/2 + it + \alpha_k) \prod_{\ell=K+1}^{K+L} \zeta(1/2 - it - \alpha_\ell) dt.
\end{equation}

and to averages of ratios of $L$-functions

\begin{equation}
\frac{1}{\mathcal{F}} \sum_{f \in \mathcal{F}} \prod_{k=1}^K \frac{L_f(1/2 + \alpha_k)}{\prod_{q=1}^Q L_f(1/2 + \gamma_q)}.
\end{equation}

In \cite{21} they develop conjectures for these ratios that are informed by analogous random matrix ratio calculations \cite{20, 12, 22}.

The “recipe” for creating shifted moment or ratio conjectures involves several steps where we neglect terms that may be of the same size as the main term that emerges at the end of the procedure. The miracle is that these neglected terms appear to cancel out. The recipe appears to produce a correct conjecture down the the level of the constant term or below.

The main steps of the recipe are as follows; these are reproduced from \cite{21}, although somewhat simplified as we don’t need their full generality for the families with orthogonal or symplectic symmetry considered here. For particular cases where a Ratios Conjecture is worked though, see for example \cite{26} or \cite{48}. 


**The recipe:** Here we assume we have a family $\mathcal{F}$ of $L$-functions, indexed by $f \in \mathcal{F}$. Each $L$-function in the family has a functional equation of the form (assuming we have normalised so that the critical line has real part 1/2)

\[ L_f(s) = \varepsilon_f \chi_f(s) \overline{L_f(1-s)}. \]

As described in [19], we measure the “size” of an $L$-function by $c(f) = |\chi_f'(1/2)|$. This is the logarithm of the quantity which for certain families of $L$-functions is commonly referred to as the “conductor”, and by the argument principle $c(f)/(2\pi)$ gives the density of zeroes near the critical point.

The $L$-function also has an approximate functional equation of the form

\[ L_f(s) = \sum a_n(f) n^s + \varepsilon_f \chi_f(s) \sum a_n(f) n^{1-s} + \text{remainder}, \]

for appropriate ranges of summation over $n$. In addition, for each $L$-function we can write its reciprocal as a Dirichlet series

\[ \frac{1}{L_f(s)} = \sum_{n=1}^{\infty} \frac{\mu_f(n)}{n^s}, \]

for appropriate coefficients $\mu_f(n)$; for example, in the case of the Riemann zeta function the Dirichlet series for the reciprocal of zeta features $\mu(n)$, the Möbius function, which is multiplicative and is equal to $-1$ when $n=p$ is prime and is equal to 0 when $n=p^\ell$ with $\ell > 1$.

We are interested in understanding the ratio

\[ L_f(s; \alpha_K; \gamma_Q) = \frac{L_f(s + \alpha_1) \cdots L_f(s + \alpha_K)}{L_f(s + \gamma_1) \cdots L_f(s + \gamma_Q)}, \]

averaged over $f \in \mathcal{F}$. For the $L$-functions we encounter in this paper, $L_f(s) = \overline{L_f(s)}$.

The first step of the recipe is to replace each $L$-function in the numerator with the two terms from its approximate functional equation (1.14), leaving out the remainder term. Then each $L$-function in the denominator is replaced by the series (1.15). Multiplying out the $K$ approximate functional equations in the numerator results in $2^K$ terms. Each of those terms can be written in the form

\[ (\text{product of } \varepsilon_f \text{ factors})(\text{product of } \chi_f \text{ factors}) \sum_{n_1, \ldots, n_K + Q} \text{(summand)}. \]

In this expression the recipe indicates we replace each product of $\varepsilon_f$’s by its expected value when averaged over the family. Similarly, the summand is replaced by its average over the family. The summations that resulted from the approximate functional equation are over a restricted range of integers. The next step is to extend the sums to the full range from 1 to infinity. If the result of these steps is denoted as $M_f(s; \alpha_K; \gamma_Q)$, then the corresponding Ratio Conjecture can be written as

\[ \frac{1}{\mathcal{F}} \sum_{f \in \mathcal{F}} L_f(s; \alpha_K; \gamma_Q) = \frac{1}{\mathcal{F}} \sum_{f \in \mathcal{F}} M_f(s; \alpha_K, \gamma_Q)(1 + O(e^{-\delta c(f)})), \]

for some $\delta > 0$. The exponent $-\delta c(f)$ in the error term here indicates a power saving over the size of the main term. There are specific instances in which more is known about this size of this error.
term for averages of ratios of $L$-functions in various families - these are described in Section 5.2 where there is a full discussion of this error term.

In [27] Conrey and Snaith demonstrate how to extract information about the $n$-point correlation function of zeros from the $n$-over-$n$ ratio of the Riemann zeta function. They use Cauchy’s theorem to express a sum over the heights of the zeros of the zeta function, $\gamma_j$, as

$$
\sum_{0<\gamma_1,\ldots,\gamma_n\leq T} f(\gamma_1, \ldots, \gamma_n)
= \frac{1}{(2\pi i)^n} \int_C \cdots \int_C f(-iz_1, \ldots, -iz_n) \prod_{j=1}^n \frac{\zeta'}{\zeta}(1/2 + z_j) \, dz_1 \cdots dz_n,
$$

(1.19)

where $C$ is a positively oriented contour which encloses a subinterval of the imaginary axis from zero to $T$. The product of logarithmic derivatives of the zeta function can be obtained from a Ratios Conjecture by differentiating with respect to the $\alpha$ parameters in the numerator in an expression like (1.11). This connection between ratios of $L$-functions and zero statistics is what we draw on in the current paper. We will not go further into the details of [27] as all steps of the method are covered explicitly in the present paper for matrices or $L$-functions with orthogonal or symplectic symmetry.

We can see this brings us in a full circle back to the statistics of zeros of zeta and $L$-functions, as information about correlations of zeros are encoded in these Ratios Conjectures. We will see how this information is extracted in this present paper. First, in Section 2 we will use ratios of characteristic polynomials to derive a new form of the $n$-level density for the orthogonal group $SO(2N)$. Section 3 follows, illustrating the same calculation for unitary symplectic matrices in $USp(2N)$. Then the Ratios Conjectures of Conrey, Farmer and Zirnbauer are used in Sections 5 and 6 to conjecture the $n$-level densities for zeros of specific families of $L$-functions. In Section 7 we demonstrate why this new form of the random matrix theory $n$-level density simplifies immediately when the support of the Fourier transform of the test function (the equivalent of $f$ in (1.19)) is restricted. Section 8 gives examples of 1- and 2-level densities explicitly.

2. Eigenvalue Statistics of Orthogonal Matrices

Let $X$ be a $2N \times 2N$ matrix with real entries $X = (x_{jk})$. We define the transpose matrix, $X^* = (x_{kj})$ and call $X$ orthogonal if $XX^* = I$. We let $SO(2N)$ denote the group of all such orthogonal matrices with $\text{Det} X = 1$. All the eigenvalues of a matrix $X \in SO(2N)$ have absolute value 1 and can be written as $e^{\pm i\theta_1}, \ldots, e^{\pm i\theta_N}$ with $0 \leq \theta_1, \ldots, \theta_N \leq \pi$.

The result we are proving in this section is:
Theorem 2.1. The $n$-level density for eigenvalues of matrices from $SO(2N)$ can be written as

$$
\int_{SO(2N)} \frac{N}{(2\pi i)^n} \sum_{j_1,\ldots,j_n=1 \atop j_i \neq j_k}^{N} f(\theta_{j_1}, \ldots, \theta_{j_n}) dX
$$

$$
(2.1)
$$

where $J^*(iz_K \cup iz_L)$ will be defined in (2.26) and the sum in the right hand side involving $K$, $L$ and $M$ is over disjoint subsets of $\{1, \ldots, n\}$.

2.1. Integral Theorem. In this section we will express the $n$-level density of eigenvalues of matrices from $SO(2N)$ as contour integrals on the complex plane. We will see in the subsequent sections that moving the contours onto the imaginary axis (or, by a change of variables, the real axis) to arrive at Theorem 2.1 is non-trivial and will take some work.

Theorem 2.2 (Integral theorem for $SO(2N)$ matrices). Let $C_-$ denote the path from $-\delta - \pi i$ up to $-\delta + \pi i$ and let $C_+$ denote the path from $\delta - \pi i$ up to $\delta + \pi i$. Let $f$ be a $2\pi$-periodic, holomorphic function of $n$ variables such that

$$
(2.2)
$$

Then

$$
2^n \int_{SO(2N)} \frac{N}{(2\pi i)^n} \sum_{j_1,\ldots,j_n=1}^{N} f(\theta_{j_1}, \ldots, \theta_{j_n}) dX_{SO(2N)}
$$

$$
(2.3)
$$

where $z_K = \{z_k : k \in K\}$ and $-z_L = \{-z_l : l \in L\}$, $\int_{C_+} \int_{C_-} J(z_K \cup -z_L) f(iz_1, \ldots, iz_n) dz_1 \cdots dz_n$

Note that the sum over the eigenangles in (2.3) is not restricted to a sum over distinct indices. These extra terms, which do not figure in Theorem 2.1, will cancel out the residues caused by moving the contours onto the imaginary axis in Section 2.4.

Here $\Lambda_X(e^\alpha) = \det(I - e^\alpha X^*)$ is the characteristic polynomial of $X$; $K, L, M$ are finite sets of distinct integers; $A$ is a finite set of complex numbers; and $dX_{SO(2N)}$ indicates integration with respect to the Haar measure.
X is an orthogonal matrix, so it has $2N$ eigenvalues $e^{\pm i\theta_1}, \ldots, e^{\pm i\theta_N}$ such that $0 \leq \theta_1, \ldots, \theta_N \leq \pi$. The proof follows by considering $g(z) = \Lambda_X(e^z)$, the characteristic polynomial of $X$. Using Cauchy’s theorem we can show that

\[
\sum_{j_1, \ldots, j_N=1}^N f(\theta_{j_1}, \ldots, \theta_{j_N}) = \frac{1}{(2\pi i)^N} \int_{C^n} \frac{g'(z_1, \ldots, z_N)}{g(z_1, \ldots, z_N)} f\left(\frac{z_1}{i}, \ldots, \frac{z_N}{i}\right) dz_1 \cdots dz_N
\]

where $C$ is a positively oriented rectangular contour around an interval of the imaginary axis of length $2\pi$ e.g. with corners $\pm i\pi \pm \delta$. By the periodicity of $f$, the horizontal integrals cancel and we use the functional equation and a change of variables from $z \to -z$ to get the result.

**Proof of Theorem 2.2** The characteristic polynomial of $X$,

\[
g(z) = \Lambda_X(e^z)
\]

\[
= \prod_{j=1}^N (1 - e^ze^{i\theta_j})(1 - e^ze^{-i\theta_j}),
\]

has zeros at $z_j = \pm i\theta_j + 2\pi mi, m \in \mathbb{Z}, 1 \leq j \leq N$. Then by Cauchy’s Theorem $\frac{g'(z)}{g(z)}f\left(\frac{z}{i}\right)$ has poles at $z_j = \pm i\theta_j + 2\pi mi$ with residue

\[
\frac{g'(z_j)}{g(z_j)}f\left(\frac{z_j}{i}\right) = f\left(\frac{z_j}{i}\right) = f(\theta_j).
\]

So let $C$ be the positively-orientated rectangle with vertices $\pm \delta \pm \pi i$, where $\delta$ is a small positive number. We can express the sum

\[
2^n \sum_{j_1, \ldots, j_N=1}^N f(\theta_{j_1}, \ldots, \theta_{j_N})
\]

\[
= \sum_{j_1, \ldots, j_N=1}^N \sum_{\epsilon_1, \ldots, \epsilon_N \in \{1, -1\}^n} f(\epsilon_1 \theta_{j_1}, \ldots, \epsilon_N \theta_{j_N})
\]

\[
= \left(\frac{1}{2\pi i}\right)^n \int_C \cdots \int_C \prod_{j=1}^n \frac{g'(z_j)}{g(z_j)} f\left(\frac{z_1}{i}, \ldots, \frac{z_n}{i}\right) dz_1 \cdots dz_n.
\]

The $2^n$ term in front of the sum comes from counting all the possible combinations of $+\theta_j$ and $-\theta_j$. 

We average this over $X \in SO(2N)$, and apply a change of variable from $z_j \to -z_j$. Let $dG$ denote $f(iz_1, \cdots, iz_n)\,dz_1, \cdots dz_n$

\[
2^n \int_{SO(2N)} \sum_{j_1, \cdots, j_n=1}^N f(\theta_{j_1}, \cdots, \theta_{j_n})\,dX
\]

\[
= \frac{1}{(2\pi i)^n} \int_{C^n} J(\{z_1, \cdots, z_n\})\,dG
\]

where

\[
J(A) = \int_{SO(2N)} \prod_{\alpha \in A} -e^{-\alpha} \frac{A'_{\Lambda X}}{A_{\Lambda X}} (e^{-\alpha})\,dX.
\]

By the periodicity of the function $f$, the horizontal segments of the contour cancel. Only the vertical paths need to be considered.

\[
\int_{C^n} J(\{z_1, \cdots, z_n\})\,dG = \left( \int_{C^+} - \int_{C^-} \right)^n J(\{z_1, \cdots, z_n\})\,dG.
\]

So the expression is a sum of $2^n$ terms, where each term is a $n$-fold integral each variable being integrated over $C_-$ or $C_+$. Another way to write this is

\[
\int_{C^n} J(\{z_1, \cdots, z_n\})\,dG
\]

\[
= \sum_{K \cup L = \{1, \cdots, n\}} (-1)^{|L|} \int_{C_+^K} \int_{C_-^L} J(\{z_1, \cdots, z_n\})\,dG
\]

\[
= \int_{SO(2N)} \sum_{K \cup L = \{1, \cdots, n\}} (-1)^{|L|} \prod_{j \in K} \int_{C_+^j} -e^{z_j} \frac{A'_{\Lambda X}}{A_{\Lambda X}} (e^{-z_j})
\]

\[
\times \prod_{j \in L} \int_{C_-^j} -e^{z_j} \frac{A'_{\Lambda X}}{A_{\Lambda X}} (e^{-z_j})\,dGdX
\]

where the sum over $K \cup L$ is a sum over disjoint sets.
For each variable $z_j$ on $C_-$, we replace $-e^{-\alpha \frac{A_X}{X}}(e^{-\alpha})$ with $-2N + e^{\alpha \frac{A_X}{X}}(e^\alpha)$ (obtained by differentiating the functional equation $\Lambda_X(e^\alpha) = (e^\alpha)^{2N} \Lambda_X(e^{-\alpha})$).

\[
\int_{C^*} J(\{z_1, \ldots, z_n\}) dG = \int_{SO(2N)} \sum_{K \cup L \cup M = \{1, \ldots, n\}} (-1)^{|L|} \prod_{j \in K} \int_{C_+} -e^{z_j \frac{A_X}{X}}(e^{-z_j}) \\
\times \prod_{j \in L} \int_{C_-} \left(-2N + e^{z_j \frac{A_X}{X}}(e^{z_j})\right) dG \\
= \int_{SO(2N)} \sum_{K \cup L \cup M = \{1, \ldots, n\}} (-1)^{|L \cup M|} \prod_{j \in K} \int_{C_+} -e^{z_j \frac{A_X}{X}}(e^{-z_j}) \\
\times \prod_{j \in L} \int_{C_-} \left(e^{z_j \frac{A_X}{X}}(e^{z_j})\right) \prod_{j \in M} \int_{C_-} (-2N) dG dX
\]

where the sums over $K \cup L \cup M$ are sums over disjoint sets.

By the definition of $J(A)$ in (2.12) this gives us the required result. \[ \square \]

We can then use the Ratios Theorem to find alternative ways of expressing $J(A)$.

### 2.2. Ratios Theorem

Here we write down the average of ratios of characteristic polynomials of the even orthogonal group. The following form is rewritten into set notation from the result of Conrey, Forrester and Snaith [22] - they credit the original result to a preprint by Conrey, Farmer and Zirnbauer [20].

Take finite sets $A$ and $B$ of complex numbers. Let $N \geq |B|$ and $\Re(\beta) > 0 \forall \beta \in B$ and consider

\[
R(A; B) = \int_{SO(2N)} \frac{\prod_{\alpha \in A} \Lambda_X(e^{-\alpha})}{\prod_{\beta \in B} \Lambda_X(e^{-\beta})} dX
\]

\[
= \sum_{D \subseteq A} e^{-2N} \sum_{\delta \in \mathcal{D}} \delta \left(\frac{Z(D^* \cup (A\setminus D), D^- \cup (A\setminus D))Z(B, B)Y(B)}{Z(D^* \cup (A\setminus D), B)Y(A\setminus D)Y(D^-)}\right)
\]

where $\mathcal{D}$ denotes the set of divisors of $D$.\[ \square \]
where $D^- = \{-\alpha : \alpha \in D\}$, $A \setminus D = \{\alpha \in A, \alpha \notin D\}$ and

\[
\text{(2.21)} \quad z(x) = \frac{1}{1 - e^{-x}}, \\
\text{(2.22)} \quad Y(A) = \prod_{\alpha \in A} z(2\alpha), \\
\text{(2.23)} \quad Z(A, B) = \prod_{\substack{\alpha \in A \\beta \in B}} z(\alpha + \beta)
\]

We can express $J(A)$ as defined in (2.12) in terms of $R(A; B)$

\[
\text{(2.24)} \quad J(A) = \prod_{\alpha \in A} \left. \frac{d}{d\alpha} R(A; B) \right|_{B=A}.
\]

So by differentiating the Ratios Theorem we can obtain a theorem about averages of logarithmic derivatives.

**Theorem 2.3.** Let $A$ be a finite set of complex numbers where $\Re(\alpha) > 0$ for $\alpha \in A$ and $|A| \leq N$, then $J(A) = J^*(A)$ where

\[
\text{(2.25)} \quad J(A) = \int_{SO(2N)} \prod_{\alpha \in A} (-e^{-\alpha}) \Lambda'_{\alpha} \Lambda_{\alpha} (e^{-\alpha}) dX \\
J^*(A) = \sum_{D \subseteq A} e^{-2N} \sum_{\delta \in D} (-1)^{|D|} \frac{Z(D, D)Z(D^-, D^-)Y(D)}{Y(D^-)Z'(D^-, D)^2} \times \sum_{A \setminus D = W_1 \cup \ldots \cup W_R} \prod_{|W_r| \leq 2} R_H(W_r)
\]

where the sum over $W_i$ is a sum over all distinct set partitions of $A \setminus D$.

\[
\text{(2.27)} \quad H_D(W) = \begin{cases} 
\left( \sum_{\delta \in D} \frac{z'(\alpha - \delta)}{z(\alpha - \delta)} - \frac{z'(\alpha + \delta)}{z(\alpha + \delta)} \right) - \frac{z'(2\alpha)}{z} & W = \{\alpha\} \subset A \setminus D \\
\left( \frac{z'}{z} \right)(\alpha + \alpha) & W = \{\alpha, \alpha\} \subset A \setminus D \\
1 & W = \emptyset 
\end{cases}
\]
(2.28) \[ z(x) = \frac{1}{1 - e^{-x}}, \]
(2.29) \[ Y(A) = \prod_{\alpha \in A} z(2\alpha), \]
(2.30) \[ Z(A, B) = \prod_{\alpha \in A} \prod_{\beta \in B} z(\alpha + \beta). \]

The dagger adds a restriction that a factor \( z(x) \) is omitted if its argument is zero.

The main steps in the proof are pulling the differentiation inside the sum over subsets \( D \subseteq A \), and then separating the differentiations in cases by whether \( \alpha \in D \) or \( \alpha \notin D \). The differentiation by \( \alpha \in D \) are relatively straightforward, but to do the remaining differentiations we need to use logarithmic differentiation, as in the unitary case [26]. We do not include the details here as it is a simpler case of the proof of Theorem 5.2 presented later.

2.3. Residue Lemma. In this section, we will locate the poles of \( J^*(A) \) and calculate the residue of these poles.

It is clear the only possible poles of \( J^*(A) \) are when \( \alpha = -\beta \) for some \( \alpha, \beta \in A \), or when \( \alpha = 0 \). We need to know what the residues are at these poles.

**Theorem 2.4** (Residue Theorem for \( SO(2N) \) matrices). Let \( A \) be a finite set of complex numbers, let \( \alpha^*, \beta^* \in A \) and \( A' = A \setminus \{\alpha^*, \beta^*\} \) and let \( J^*(A) \) as defined in (2.26). Then there is a simple pole when \( \alpha^* = -\beta^* \) and the poles cancel at \( \alpha^* = 0 \).

\[
\text{Res}_{\alpha^*=-\beta^*} (J^*(A)) = J^*\left(A' \cup \{\beta^*\}\right) + J^*\left(A' \cup \{-\beta^*\}\right) + 2NJ^*\left(A'\right) \tag{2.31}
\]

\[
\text{Res}_{\alpha^*=0} (J^*(A)) = 0. \tag{2.32}
\]

We will consider the cases of (2.31) and (2.32) separately. First we will prove that the pole at \( \alpha^* = -\beta^* \) is simple and show that (2.31) holds.

Since proofs of this structure are going to come up again, we define

\[
A' = A \setminus \{\alpha^*, \beta^*\} \tag{2.33}
\]

\[
D' = D \cap A' \tag{2.34}
\]

\[
(A \setminus D)' = (A \setminus D) \cap A' \tag{2.35}
\]

where \( A \setminus D = \{a \in A, a \notin D\} \).

**Definition 2.5.** We say that the meromorphic functions \( Q \) and \( H \) of several variables have property \( P_f \) if the following four conditions hold for a continuous single variable function \( f \).

- **P1:** If \( \alpha^*, \beta^* \in A \setminus D \), then \( Q(D) \) is independent of \( \alpha^* \) and \( \beta^* \) and

\[
H(D, W) = \begin{cases} 
\frac{1}{(\alpha^*+\beta^*)^2} + O(1) & \text{if } W = \{\alpha^*, \beta^*\} \\
O(1) & \text{otherwise}
\end{cases} \tag{2.36}
\]
P2: If \( \alpha^* \in D \) and \( \beta^* \in A \backslash D \), then \( Q(D) \) is regular when \( \alpha^* = -\beta^* \) and

\[
H(D, W) = \begin{cases} 
\frac{1}{\alpha^* + \beta^*} + O(1) & \text{if } W = \{\beta^*\} \\
O(1) & \text{otherwise}
\end{cases}
\]

P3: If \( \alpha^* \in A \backslash D \) and \( \beta^* \in D \), then \( Q(D) \) is regular when \( \alpha^* = -\beta^* \) and

\[
H(D, W) = \begin{cases} 
\frac{1}{\alpha^* + \beta^*} + O(1) & \text{if } W = \{\alpha^*\} \\
O(1) & \text{otherwise}
\end{cases}
\]

P4: If \( \alpha^* \in D \) and \( \beta^* \in D \), then \( Q(D) = \left( \frac{1}{(\alpha^* + \beta^*)^2} + O(1) \right) Q_1(D) \) where

\[
Q_1(D) = Q(D') \left( 1 - (\alpha^* + \beta^*) \left( f(\beta^*) + H(D', \{\alpha^*\}) \right) \right)
\] + \( O(\lvert \alpha^* + \beta^* \rvert^2) \)

and

\[
H(D, W) = H(D', W) - (\alpha^* + \beta^*) \left( H(D', W \cup \{\alpha^*\}) \right) + \left( H(D', W \cup \{\beta^*\}) \right) + O(\lvert \alpha^* + \beta^* \rvert^2).
\]

We will choose our \( f(x) \) dependant on what family of matrices we are considering.

**Lemma 2.6.** If \( Q(D) \) and \( H(D, W) \) have property P\(_f\) and

\[
J^*(A) = \sum_{D \subseteq A} P_D(A \backslash D)
\]

\[
= \sum_{D \subseteq A} Q(D) \sum_{A \backslash D = \bigcup_{r \leq 2} W_r} \prod_r H(D, W_r),
\]

(where \( P_D \) is defined by comparison with (2.42)), then

\[
\text{Res}_{\alpha^* \rightarrow \beta^*}(J^*(A)) = f(\beta^*) J^* \left( A \right) + J^* \left( A' \cup \{\beta^*\} \right) + J^* \left( A' \cup \{-\beta^*\} \right).
\]

**Proof.** If \( \alpha^*, \beta^* \in A \backslash D \) then

\[
P_D(A \backslash D) = Q(D) \sum_{A \backslash D = \bigcup_{r \leq 2} W_r} \prod_r H(D, W_r)
\]

\[
= \frac{1}{(\alpha^* + \beta^*)^2} Q(D) \left( \sum_{(A \backslash D)' = \bigcup_{r \leq 2} W_r} \prod_r H(D, W_r) \right) + O(1)
\]

\[
= \frac{1}{(\alpha^* + \beta^*)^2} P_D((A \backslash D)') + O(1),
\]

by P1. So \( \text{Res}_{\alpha^* \rightarrow -\beta^*}(P_D(A \backslash D)) = 0 \).
If $\alpha^* \in D$ and $\beta^* \in A \setminus D$, then

\begin{equation}
P_D(A \setminus D) = Q(D) \sum_{\substack{A \setminus D = \bigcup_r W_r \\
|W_r| \leq 2}} \prod_r H(D, W_r)
\end{equation}

(2.47)

\begin{equation}
= \frac{1}{\alpha^* + \beta^*} Q(D) \sum_{\substack{(A \setminus D)' = \bigcup_r W_r \\
|W_r| \leq 2}} \prod_r H(D, W_r) + O(1)
\end{equation}

(2.48)

\begin{equation}
= \frac{1}{\alpha^* + \beta^*} P_{D' \cup \{-\beta^*\}}((A \setminus D)'') + O(1),
\end{equation}

(2.49)

by \textbf{P2}. Thus

\begin{equation}
\text{Res}_{\alpha^* \to \beta^*}(P_D(A \setminus D)) = P_{D' \cup \{-\beta^*\}}((A \setminus D)'').
\end{equation}

(2.50)

If $\alpha^* \in A \setminus D$ and $\beta^* \in D$, then, similarly to the previous case,

\begin{equation}
P_D(A \setminus D) = \frac{1}{\alpha^* + \beta^*} Q(D) \sum_{\substack{(A \setminus D)' = \bigcup_r W_r \\
|W_r| \leq 2}} \prod_r H(D, W_r) + O(1)
\end{equation}

(2.51)

\begin{equation}
= \frac{1}{\alpha^* + \beta^*} P_D((A \setminus D)') + O(1),
\end{equation}

(2.52)

by \textbf{P3}. This allows us to conclude that

\begin{equation}
\text{Res}_{\alpha^* \to -\beta^*}(P_D(A \setminus D)) = P_D((A \setminus D)').
\end{equation}
If $\alpha^* \in D$ and $\beta^* \in D$, then

\[
P_D(A \setminus D) = Q(D) \sum_{A \setminus D = \bigcup_r W_r} \prod_r H(D, W_r)
\]

\[
= -\frac{Q(D')}{(\alpha^* + \beta^*)^2} \sum_{A \setminus D = \bigcup_r W_r} \prod_r H(D', W)
\]

\[
+ \frac{Q(D')}{\alpha^* + \beta^*} \sum_{A \setminus D = \bigcup_r W_r} \prod_r H(D', W_r) \left( f(\beta^*) + H(D', \{\beta^*\}) + H(D', \{-\beta^*\}) \right)
\]

\[
+ \sum_r \frac{H(D', W_r \cup \{\beta^*\}) + H(D', W_r \cup \{-\beta^*\})}{H(D', W_r)}
\]

\[
= O(1).
\]

\[
in (\alpha^* + \beta^*)^2 P_D'(A \setminus D)
\]

\[
+ \frac{1}{\alpha^* + \beta^*} (f(\beta^*) P_D(A \setminus D) + P_D' ((A \setminus D) \cup \{\beta^*\}) + P_D' ((A \setminus D) \cup \{-\beta^*\}))
\]

\[
+ O(1),
\]

by P4. Therefore

\[
\text{Res}_{\alpha^* \rightarrow \beta^*} (P_D(A \setminus D)) = f(\beta^*) P_D(A \setminus D) + P_D' ((A \setminus D) \cup \{\beta^*\}) + P_D' ((A \setminus D) \cup \{-\beta^*\}).
\]

We obtain the result of this Lemma by combining the results for the four cases.

\[
\text{Res}_{\alpha^* \rightarrow \beta^*} (J^*(A)) = \sum_{D \subseteq A} f(\beta^*) P_D(A \setminus D) + P_D' ((A \setminus D) \cup \{\beta^*\}) + P_D' ((A \setminus D) \cup \{-\beta^*\})
\]

\[
+ \sum_{D \subseteq A} P_D'((-\beta^*)) (A \setminus D)'
\]

\[
+ \sum_{D \subseteq A} P_D ((A \setminus D)')
\]

\[
= f(\beta^*) \sum_{D \subseteq A'} P_D(A \setminus D) + \sum_{D \subseteq A' \cup \{\beta^*\}} P_D(A \setminus D)
\]

\[
+ \sum_{D \subseteq A' \cup \{-\beta^*\}} P_D(A \setminus D)
\]

\[
= f(\beta^*) J^*(A') + J^* (A' \cup \{\beta^*\}) + J^* (A' \cup \{-\beta^*\}).
\]
Note that the $\frac{1}{(\alpha^*+\beta^*)^2}$ term in (2.54) features $P_{D'}(A\setminus D)$ which is equal to $P_D\left((A\setminus D)\right)'$ when $\alpha^*, \beta^* \in A\setminus D$, so the term cancels with the $\frac{1}{(\alpha^*+\beta^*)^2}$ term from the first case, confirming that the pole at $\alpha^* \to \beta^*$ is simple.

□

It is straightforward to show that if $f(\beta^*) = 2N$,

$$Q(D) = \sum_{D\subseteq A} e^{-2N\sum_{\delta\in D} \delta} (-1)^{|D|} \sqrt{\frac{Z(D,D)Z(D^-,D^-)Y(D)}{Y(D^-)Z'(D^-,D)^2}}$$

and

$$H(D,W) = H_D(W) = \begin{cases} 
\left(\sum_{\delta\in D} \frac{z'(\alpha^*+\delta)}{z(\alpha^*+\delta)} - \frac{z'(\alpha^*+\delta)}{z(\alpha^*+\delta)}\right) - \frac{2}{z}(2\alpha) & W = \{\alpha\} \subset A\setminus D \\
\left(\frac{z'}{z}\right) (\alpha + \tilde{\alpha}) & W = \{\alpha, \tilde{\alpha}\} \subset A\setminus D \\
1 & W = \emptyset
\end{cases}$$

then $P1$ to $P4$ hold, and so we have proved (2.31).

Now we will prove (2.32). Again we define a general property.

**Definition 2.7.** We say that the meromorphic functions $Q$ and $H$ of several variables have property $R$ if the following two conditions hold.

**R1:** If $\alpha^* \in A\setminus D$, then $Q(D)$ is independent of $\alpha^*$ and

$$H(D,W) = \begin{cases} 
\frac{1}{2\alpha^*} + O(1) & \text{if } W = \{\alpha^*\} \\
O(1) & \text{otherwise}
\end{cases}$$

**R2:** If $\alpha^* \in D$ then

$$H(D,A\setminus D)|_{\alpha^*=0} = H(D',A\setminus D')$$

and

$$Q(D) = -\frac{1}{2\alpha^*} Q(D') + O(1).$$

**Lemma 2.8.** If $Q(D)$ and $H(D,W)$ satisfy these properties and

$$J^*(A) = \sum_{D\subseteq A} P_D(A\setminus D)$$

$$= \sum_{D\subseteq A} Q(D) \sum_{A\setminus D = \bigcup_{r=1}^{\infty} W_r} \prod_{|W_r|\leq 2} H(D,W_r)$$

(where $P_D$ is defined by the above equation), then

$$\text{Res}_{\alpha^* \to 0} (J^*(A)) = 0.$$
Proof. This is proved in a similar manner to Lemma 2.6. We have that if $\alpha^* \in A \setminus D$ then by $R1$

\begin{equation}
\text{Res}_{\alpha^* \to 0} (P_D(A \setminus D)) = \frac{1}{2} P_D \left((A \setminus D)' \right).
\end{equation}

(2.67)

If $\alpha^* \in D$ then by $R2$

\begin{equation}
\text{Res}_{\alpha^* \to 0} (P_D(A \setminus D)) = -\frac{1}{2} P_{D'} (A \setminus D).
\end{equation}

(2.68)

Combining the two cases gives us

\begin{equation}
\text{Res}_{\alpha^* \to 0} (J^* (A)) = \sum_{D \subseteq A} \frac{1}{2} P_D \left((A \setminus D)' \right) - \sum_{D \subseteq A} \frac{1}{2} P_{D'} (A \setminus D)
\end{equation}

(2.69)

\begin{equation}
= \sum_{D \subseteq A'} \frac{1}{2} P_D \left((A \setminus D)' \right) - \sum_{D \subseteq A'} \frac{1}{2} P_{D'} (A \setminus D)
\end{equation}

(2.70)

\begin{equation}
= 0.
\end{equation}

(2.71)

$\square$

With the definitions (2.59) and (2.60) it is straightforward to show that properties $R1$ and $R2$ hold, thus proving (2.32).

2.4. $n$-level Density of Orthogonal Matrices. So far we have expressed the $n$-level density of eigenangles of orthogonal matrices in terms of contour integrals. Recalling that $C_-$ denotes the path from $-\delta - \pi i$ up to $-\delta + \pi i$ and $C_+$ the path from $\delta - \pi i$ up to $\delta + \pi i$, we take a $f$ be a $2\pi$-periodic, holomorphic function of $n$ variables such that

\begin{equation}
f (\theta_{j_1}, \cdots, \theta_{j_n}) = f (\pm \theta_{j_1}, \cdots, \pm \theta_{j_n})
\end{equation}

(2.72)

Then we have shown

\begin{equation}
2^n \int_{SO(2N)} \sum_{j_1, \cdots, j_n=1}^N f (\theta_{j_1}, \cdots, \theta_{j_n}) dX_{SO(2N)}
\end{equation}

(2.73)

\begin{equation}
= \frac{1}{(2\pi i)^n} \sum_{K \cup L \cup M = \{1, \cdots, n\}} (2N)^{|M|}
\end{equation}

\begin{equation}
\times \int_{C_+^K} \int_{C_-^L \cup M} J (z_K \cup -z_L) f (iz_1, \cdots, iz_n) dz_1 \cdots dz_n
\end{equation}

where $z_K = \{z_k : k \in K\}$ and $-z_L = \{-z_l : l \in L\}$ and $\int_{C_+^K} \int_{C_-^L \cup M}$ means we are integrating all the variables in $z_K$ along the $C_+$ path and all others down the $C_-$ path. The sum over $K \cup L \cup M$ is over disjoint unions and $J(A)$ defined as in (2.4).

We can then deduce the following.
Lemma 2.9. Let $n \leq N$

$$2^n \int_{SO(2N)} \sum_{j_1, \ldots, j_n=1}^N f(\theta_{j_1}, \ldots, \theta_{j_n}) \, dX$$

\begin{equation}
= \frac{1}{(2\pi i)^n} \sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|}
\times \int_{C^K} \int_{C^L} J^*(z_K \cup -z_L) f(i z_1, \ldots, i z_n) \, dz_1 \cdots dz_n
\end{equation}

(2.74)

Proof. We know that $J(A) = J^*(A)$ when $|A| \leq N$ and $\Re(\alpha) > 0 \ \forall \alpha \in A$ by Theorem 2.3. This condition is clearly met by $(z_K \cup -z_L)$. \hfill \Box

The next step is to move these contour integrals onto the imaginary axis. In order to do this, we first need some new notation.

For given $n$, $0 \leq R \leq n$, let

$$\sum_{n,R} = \sum_{j_1, \ldots, j_n=1}^N \sum_{j_i \neq j_k \forall i, k > R}.$$

(2.75)

For fixed sets $K, L, M$ such that $K \cup L \cup M = \{1, \ldots, n\}$ let $I_{f,K,L,M}^{n,R}$ be the integral in Lemma 2.9 with $N - R$ of the integrals shifted onto the imaginary axis. All the integrals on the imaginary axis are principal value integrals.

$$I_{f,K,L,M}^{n,R} = \int_{-i\pi}^{i\pi} \cdots \int_{-i\pi}^{i\pi} J^*(z_K \cup -z_L) f(i z_1, \ldots, i z_n) \, dz_1 \cdots dz_R \, dz_{R+1} \cdots dz_n.$$

(2.76)

We can express Lemma 2.9 in the new notation.

$$\frac{1}{(2\pi i)^n} 2^n \int_{SO(2N)} \sum_{n,R} f(\theta_{j_1}, \ldots, \theta_{j_n}) \, dX$$

\begin{equation}
= \sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|} I_{f,K,L,M}^{n,n}
\end{equation}

(2.77)

We will be using Sokhotski-Plemelj Theorem [81], which states that we can shift a contour of integration onto line passing through a pole of the integrand. We interpret the resulting integral as a principal value integral and gain half the residue of the pole. For further details see any standard text on complex analysis, or a section on functions of a complex variable in a text such as [3].

We will now prove
Theorem 2.10. With the notation defined above, $0 \leq R \leq n$

$$
(2\pi i)^n 2^n \int_{SO(2N)} \sum_{j_1}^{n,R} f(\theta_{j_1}, \ldots, \theta_{j_n})dX
= \sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|} f^{n,R}_{f,K,L,M}.
$$

(2.78)

Proof. We will prove this by induction, noting that we have already proved the case when $R = n$
for all values of $n$.

Firstly we will prove the base case when $n = 1$. We have already proven it is true for
$n = 1$ and $R = 1$, so we just need to show Equation (2.78) holds for $n = 1$ and $R = 0$

$$
(2\pi i) 2 \int_{SO(2N)} \sum_{j_1}^{1,0} f(\theta_{j_1})dX
= (2\pi i) 2 \int_{SO(2N)} \sum_{j_1}^{1,1} f(\theta_{j_1})dX
= \sum_{K \cup L \cup M = \{1\}} (2N)^{|M|} f^{1,1}_{f,K,L,M}
$$

(2.79)

$$
= \int_{C^+} J^*(\theta)d\theta - \int_{C^-} J^*(-\theta)d\theta - \int_{C^-} 2Nd\theta
$$

(2.80)

By Theorem 2.4 the only pole of $J^*(\theta)$ is at 0 and has residue 0.

$$
= \int_{-i\pi}^{i\pi} J^*(\theta) + J^*(-\theta) + 2Nd\theta
$$

(2.81)

$$
= \sum_{K \cup L \cup M = \{1\}} (2N)^{|M|} f^{1,0}_{f,K,L,M}.
$$

(2.82)

We now move on to the inductive step. Assume Equation (2.78) is true for $n = p - 1$ and
$0 \leq R \leq p - 1$ and consider the case when $n = p$, $0 \leq R \leq p$.

We will proceed by induction on $R$. We have already proved that Equation (2.78) holds if $R = p$
so take that as the base case. Assume that Equation (2.78) holds if $n = p$, and $R \geq S$ so that

$$
(2\pi i)^p 2^p \int_{SO(2N)} \sum_{j_1}^{p,S} f(\theta_{j_1}, \ldots, \theta_{j_p})dX
= \sum_{K \cup L \cup M = \{1, \ldots, p\}} (2N)^{|M|} f^{p,S}_{f,K,L,M}
= \sum_{K \cup L \cup M = \{1, \ldots, p\}} (2N)^{|M|}
$$

(2.83)

$$
\times \int_{-i\pi}^{i\pi} \cdots \int_{-i\pi}^{i\pi} \int_{C^+}^{K \cap \{1, \ldots, S\}} \int_{C^-}^{(L \cup M) \cap \{1, \ldots, S\}} J^*(z_K \cup -z_L)
\times f(iz_1, \ldots, iz_p)dz_1, \ldots, dz_S, dz_{S+1} \cdots dz_p.
$$

(2.84)
Consider moving the \( z_S \) contour on the right hand side of this equation, from just off the imaginary axis onto the imaginary axis. It picks up residues from the variables whose contours have already been moved to the imaginary axis. Take \( t > s = S \), then there are residues when \( z_S = -z_t \) and \( S, t \in K \) or \( S, t \in L \) and also residues when \( z_S = z_t \) if \( t > S \) and \( S \in L, t \in K \) or \( S \in K, t \in L \).

Consider fixed \( K, L, M \). If \( S \in K \), then the residue of \( J^\ast(z_K \cup -z_L)f(i z_1, \cdots, i z_p) \) at \( z_S = \pm z_t \) is

\[
(2.86) \quad i \pi \left( 2N J^\ast(z_K' \cup -z_L') + J^\ast(z_{K'} \cup -z_{L' \cup \{t\}}) + J^\ast(z_{K'} \cup \{t\} \cup -z_L') \right) \times f(i z_1, \cdots, i z_{S-1}, i z_t, i z_{S+1}, \cdots, i z_p)
\]

where \( K' = K \cap (A - \{S, t\}) \), \( L' = L \cap (A - \{S, t\}) \). The residue is multiplied by \( i \pi \) rather than \( 2 \pi i \) because the \( z_S \) contour is moving precisely onto the imaginary axis, so it only gives half the residue of a contour going completely around the pole by the Sokhotski-Plemelj Theorem [84] [75]. As \( f \) is symmetric in all its variables, the residue is the same when \( t \in L \) and \( t \in K \) as the residue is symmetric in \( t \).

The other residues are when \( S \in L \). Then \( z_S \) appears in \( J^\ast(z_K \cup -z_L)f(i z_1, \cdots, i z_p) \) with an additional minus sign and is on the \( C_- \) contour and hence being integrated around the pole in a clockwise direction. These two minus signs cancel leaving the same residue as in Equation (2.86).

Returning to our calculation in Equation (2.85), we note \( S \) is fixed and we split the sum into three different cases: \( S \in K, S \in L \) and \( S \in M \). We then consider the residues that result when
\[ t > S \text{ and } t \in M \text{ as } t \text{ varies from } S + 1 \text{ to } p. \]

\[
\sum_{K \cup L \cup M = \{1, \ldots, p\}} (2N)^{|M|} P_{f,K,L,M}^{p,S}
\]

\[
= \sum_{K \cup L \cup M = \{1, \ldots, p\}} (2N)^{|M|} P_{f,K,L,M}^{p,S-1}
\]

\[
+ \sum_{t=S+1}^{p} \sum_{K \cup L \cup M = \{1, \ldots, p\}} (2N)^{|M|}
\]

\[
\int_{i\pi}^{i\pi} \cdots \int_{i\pi}^{i\pi} \int_{C_{\tilde{z}}^{K \cap \{1, \ldots, S-1\}}}^{C_{\tilde{z}}^{L \cap \{1, \ldots, S-1\}}} i\pi \left( 2N J^s (z_{K'} \cup -z_{L'}) \right.
\]

\[
+ J^s (z_{K'} \cup -z_{L' \cup \{t\}}) + J^s (z_{K' \cup \{t\}} \cup -z_{L'}) \right)
\]

\[
\times f(iz_1, \ldots, iz_{S-1}, iz_t, iz_{S+1}, \ldots, iz_p)dz_1, \ldots, dz_{S-1}, dz_{S+1} \ldots dz_p
\]

\[
+ \sum_{t=S+1}^{p} \sum_{K \cup L \cup M = \{1, \ldots, p\}} (2N)^{|M|}
\]

\[
\int_{i\pi}^{i\pi} \cdots \int_{i\pi}^{i\pi} \int_{C_{\tilde{z}}^{K \cap \{1, \ldots, S-1\}}}^{C_{\tilde{z}}^{L \cap \{1, \ldots, S-1\}}} -i\pi \left( 2N J^s (z_{K'} \cup -z_{L'}) \right.
\]

\[
+ J^s (z_{K'} \cup -z_{L' \cup \{t\}}) + J^s (z_{K' \cup \{t\}} \cup -z_{L'}) \right)
\]

\[
\times f(iz_1, \ldots, iz_{S-1}, iz_t, iz_{S+1}, \ldots, iz_p)dz_1, \ldots, dz_{S-1}, dz_{S+1} \ldots dz_p
\]

This expression can then be simplified to

\[
\sum_{K \cup L \cup M = \{1, \ldots, p\}} (2N)^{|M|} P_{f,K,L,M}^{p,S-1}
\]

\[
+ 4\pi i \sum_{t=S+1}^{p} \sum_{K' \cup L' \cup M = \{1, \ldots, p\} - \{S,t\}} (2N)^{|M|}
\]

\[
\int_{i\pi}^{i\pi} \cdots \int_{i\pi}^{i\pi} \int_{C_{\tilde{z}}^{K' \cap \{1, \ldots, S-1\}}}^{C_{\tilde{z}}^{L' \cap \{1, \ldots, S-1\}}} \left( 2N J^s (z_{K'} \cup -z_{L'}) \right.
\]

\[
+ J^s (z_{K'} \cup -z_{L' \cup \{t\}}) + J^s (z_{K' \cup \{t\}} \cup -z_{L'}) \right)
\]

\[
\times f(iz_1, \ldots, iz_{S-1}, iz_t, iz_{S+1}, \ldots, iz_p)dz_1, \ldots, dz_{S-1}, dz_{S+1} \ldots dz_p
\]

where the factor of four comes from the fact that there are 4 different combinations of \( S, t \notin M \) (i.e. \( S \in L \) and \( t \in K, S \in L \) and \( t \in L \) etc). All of the unions over sets are disjoint unions.

Notice that \( f(z_1, \ldots, z_{S-1}, z_t, z_{S+1}, \ldots, z_p) \) has a repeated variable. It is one of the terms we want to remove from (2.3) so that we have a sum over distinct indices. With this in mind we
relabel the variables $z_1, \cdots, z_{S-1}, z_{S+1}, \cdots, z_p$ as $\tilde{z}_1, \cdots, \tilde{z}_{p-1}$. We define a function

\begin{align}
g_{t,S}(\tilde{z}_1, \cdots, \tilde{z}_{p-1}) &= f(\tilde{z}_1, \cdots, \tilde{z}_{S-1}, \tilde{z}_t, \tilde{z}_S, \cdots, \tilde{z}_{t-1}, \cdots, \tilde{z}_{p-1}) \\
(2.89) &= f(z_1, \cdots, z_{S-1}, z_t, z_{S+1}, \cdots, z_t, \cdots, z_p).
\end{align}

It is obvious that $g_{t,S}$ is the function $f$ with $z_S = z_t$, for some $t > S$.

We also note that for functions $h$ of sets $K, L$ and $M$

\begin{equation}
\sum_{K \cup L \cup M = \{1, \ldots, m-1\}} h(K \cup \{m\}, L, M) + h(K, L \cup \{m\}, M) + h(K, L, M \cup \{m\})
\end{equation}

\begin{equation}
= \sum_{K \cup L \cup M = \{1, \ldots, m\}} h(K, L, M).
\end{equation}

This allows us to rewrite Equation (2.88)

\begin{equation}
\sum_{K \cup L \cup M = \{1, \ldots, p\}} (2N)^{|M|} \int_{K \cup L \cup M} f_{K,L,M}^p S^{-1}
\end{equation}

\begin{equation}
= \sum_{K \cup L \cup M = \{1, \ldots, p\}} (2N)^{|M|} f_{K,L,M}^p S^{-1}
\end{equation}

\begin{equation}
+ 4\pi i \sum_{t=S+1}^{p} \sum_{K \cup L \cup M = \{1, \ldots, p-1\}} (2N)^{|M|} f_{t,S,K,L,M}^{p-1, S-1}.
\end{equation}

By our inductive hypothesis on $n$, Equation (2.85) holds for $n = p - 1$ and $R = S - 1$.

\begin{equation}
\sum_{K \cup L \cup M = \{1, \ldots, p\}} (2N)^{|M|} f_{K,L,M}^p S^{-1}
\end{equation}

\begin{equation}
= \sum_{K \cup L \cup M = \{1, \ldots, p\}} (2N)^{|M|} f_{K,L,M}^p S^{-1}
\end{equation}

\begin{equation}
+ 4\pi i \sum_{t=S+1}^{p} (2\pi i)^{p-1, S-1} \int_{SO(2N)} g_{t,S}(\theta_1, \cdots, \theta_{p-1}) dX_{SO(2N)}.
\end{equation}

It is clear from the definition of $n, R$ in Equation (2.75) that

\begin{equation}
\sum_{t=R+1}^{n} f(\theta_1, \cdots, \theta_n) = \sum_{t=R+1}^{n} f(\theta_1, \cdots, \theta_{n-1}) + \sum_{t=R+1}^{n} g_{t,R}(\theta_1, \cdots, \theta_{n-1}).
\end{equation}

Considering now the left hand side of Equation (2.85), we see that

\begin{equation}
(2\pi i)^{p, S} \int_{SO(2N)} f(\theta_1, \cdots, \theta_p) dX_{SO(2N)}
\end{equation}

\begin{equation}
= (2\pi i)^{p, S} \int_{SO(2N)} f(\theta_1, \cdots, \theta_p) dX_{SO(2N)}
\end{equation}

\begin{equation}
+ (2\pi i)^{p, S} \int_{SO(2N)} g_{t,S}(\theta_1, \cdots, \theta_{p-1}) dX_{SO(2N)}.
\end{equation}
Equating Equations (2.93) and (2.95), we see that

$$\sum_{K \cup L \cup M = \{1, \ldots, p\}} (2N)^{|M|} I_{f,K,L,M}^{p,S-1}$$

(2.96)

$$= (2\pi i)^p 2^p \int_{SO(2N)} \sum_{p,S-1} f(\theta_1, \ldots, \theta_p) dX_{SO(2N)}.$$

Thus we have completed the inductive step in $R$ by showing that Equation (2.78) holds for $n = p, R = S - 1$ if it holds for $n = p, R = S$. As we have already shown Equation (2.78) holds for $n = p, R = p$, we have now shown that it holds for all $R$ when $n = p$.

This completes the inductive step in $n$, as we have shown that Equation (2.78) holds for all $0 \leq R \leq n$ when $n = p$ if it holds for all $0 \leq R \leq n$ and $n = p - 1$. We already proved that it holds for all $0 \leq R \leq 1$ when $n = 1$, so by induction Equation (2.78) is true for all $n$ and $0 \leq R \leq n$.

Using Theorem 2.10 we can prove our main theorem on $n$-level density for orthogonal random matrices

**Theorem 2.11 (n-level Density of Orthogonal Matrices).**

$$\int_{SO(2N)} \sum_{j}^{n,0} f(\theta_j, \ldots, \theta_j) dX$$

(2.97)

$$= \frac{1}{(2\pi)^n} \sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|} \left( \int_0^\pi \right)^n J^*(-iz_K \cup iz_L)$$

$$\times f(z_1, \ldots, z_n) dz_1 \cdots dz_n,$$

where $J^*(-iz_K \cup iz_L)$ is defined in (2.26) and the sum notation is defined at (2.75) and indicates that the sum is over distinct indices.

**Proof.** We have proven that

$$\int_{SO(2N)} \sum_{j}^{n,0} f(\theta_j, \ldots, \theta_j) dX$$

(2.98)

$$= \sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|} I_{f,K,L,M}^{n,0}$$

$$= \sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|}$$

(2.99)

$$\times \left( \int_{i\pi} \right)^n J^*(z_K \cup -z_L) f(i z_1, \ldots, i z_n)$$
where the integral here is a principal value integral. Changing variable to \( \theta_1 = iz_1 \) etc

\[
(2\pi)^n 2^n \int_{SO(2N)} \sum_{n,0} f(\theta_1, \ldots, \theta_n) dX = \sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|} \left( \int_{-\pi}^{\pi} \right)^n J^* (-iz_K \cup iz_L) f(z_1, \ldots, z_n)
\]

(2.100)

\[
= \left( \int_{-\pi}^{\pi} \right)^n \sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|} J^* (-iz_K \cup iz_L) f(z_1, \ldots, z_n).
\]

(2.101)

Now

\[
\sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|} J^* (-iz_K \cup iz_L)
\]

(2.102)

\[
= \sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|} J^* (iz_K \cup -iz_L)
\]

and \( f(\theta_1, \ldots, \theta_n) = f(\pm \theta_1, \ldots, \pm \theta_n) \) so each integral from \(-\pi\) to \(\pi\) is double the integral from \(0\) to \(\pi\). We change into this form to allow easier comparison with other correlation functions in other contexts.

\[
(2\pi)^n 2^n \int_{SO(2N)} \sum_{n,0} f(\theta_1, \ldots, \theta_n) dX_{SO(2N)} = 2^n \left( \int_{0}^{\pi} \right)^n \sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|} J^* (-iz_K \cup iz_L)
\]

\[
\times f(z_1, \ldots, z_n) dz_1 \cdots dz_n.
\]

(2.103)

All that is now required is to show that there are no poles on the path of integration. As \( f \) is holomorphic, we just need to check that

\[
\sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|} J^* (-iz_K \cup iz_L)
\]

(2.104)

has no poles at \( z_1 = z_2 \) (this argument applies equally well to any other pair of \( z \)'s by symmetry). We do not need to check for a pole at \( z_1 = -z_2 \) as \( z_i \geq 0 \), for \( 1 \leq i \leq n \) on the path of integration. A given \( J^* (-iz_K \cup iz_L) \) has a simple pole at \( z_1 = z_2 \) if \( 1 \in K, 2 \in L \) or \( 1 \in L, 2 \in K \). So

\[
\text{Res}_{z_1 = z_2} \left( \sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|} J^* (-iz_K \cup iz_L) \right)
\]

(2.105)

\[
= \sum_{K \cup L \cup M = \{3, \ldots, n\}} (2N)^{|M|} \text{Res}_{z_1 = z_2} \left( J^* \left( -iz_{K \cup \{z_1\} \cup iz_{L \cup \{z_2\}} \right) \right)
\]

\[
+ J^* \left( -iz_{K \cup \{z_2\} \cup iz_{L \cup \{z_1\}} \right)
\]

(2.106)

\[
= 0
\]
as $\text{Res}_{x=y} f(x, y) = -\text{Res}_{x=-y} f(-x, -y)$. Therefore if $\left(\sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|} J^* (-iz_K \cup iz_L)\right)$ has a singular set, it has complex dimension less than $n - 1$. However, this implies the singular set is trivial (see Corollary 7.3.2 in [62]).

\[ \square \]

3. Eigenvalue Statistics of Symplectic Matrices

We also want to look at families of $L$-functions with symplectic symmetry, so we will repeat the calculations we have done in Section 2 with $\text{USp}(2N)$.

Let $Y = (y_{jk})$ be a $2N \times 2N$ matrix and define the transpose matrix $Y^t = (y_{kj})$. $Y$ is a symplectic matrix if $YZY^t = Z$ where

\[ Z = \begin{pmatrix} 0 & I_N \\ -I_N & 0 \end{pmatrix} \]

and $I_N$ is the identity matrix of size $N$. The group of symplectic matrices $\text{USp}(2N)$ is a subgroup of $U(2N)$ the group of unitary matrices, just like $\text{SO}(2N)$.

All the eigenvalues of a matrix $X \in \text{USp}(2N)$ have absolute value 1 and can be written as $e^{\pm i\theta_1}, \ldots, e^{\pm i\theta_N}$ with $0 \leq \theta_1, \ldots, \theta_N \leq \pi$.

The result we are proving in this section is:

**Theorem 3.1.** The $n$-level density for eigenvalues of matrices from $\text{USp}(2N)$ can be written as

\[ 2^n \int_{U\text{Sp}(2N)} \sum_{j_1, \ldots, j_n = 1 \atop j_i \neq j_k \forall i, k}^N f(\theta_1, \ldots, \theta_n) dX \]

\[ = \frac{1}{(2\pi)^n} \sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|} \left( \int_0^{\pi} \right)^n J^*_{U\text{Sp}(2N)} (-iz_K \cup iz_L) \]

\[ \times f(z_1, \ldots, z_n) dz_1 \cdots dz_n, \]

where $J^*_{U\text{Sp}(2N)} (-iz_K \cup iz_L)$ is defined at (3.12) and the sum in the right hand side involving $K, L$ and $M$ is over disjoint subsets of $\{1, \ldots, n\}$.

3.1. Integral Theorem. In this section we will proceed exactly analogously to the $\text{SO}(2N)$ case and express the $n$-level density of eigenvalues of matrices from $\text{USp}(2N)$ as contour integrals on the complex plane. We will perform exactly the same manipulations to move these contours onto the imaginary axis in order to arrive at Theorem 3.1.

**Theorem 3.2** (Integral Theorem for Symplectic Matrices). Let $C_-$ denote the path from $-\delta - \pi i$ up to $-\delta + \pi i$ and let $C_+$ denote the path from $\delta - \pi i$ up to $\delta + \pi i$. Let $f$ be a $2\pi$-periodic, holomorphic function of $n$ variables such that

\[ f(\theta_1, \ldots, \theta_n) = f(\pm \theta_1, \ldots, \pm \theta_n). \]
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Then

\[ 2^n \int_{USp(2N)} \sum_{j_1, \ldots, j_n=1}^{\mathbb{N}} f(\theta_{j_1}, \ldots, \theta_{j_n}) dX_{USp(2N)} = \frac{1}{(2\pi i)^n} \sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|} \]

\[ \times \int_{C_K} \int_{C_{L \cup M}} J_{USp(2N)}(z_K \cup -z_L) f(iz_1, \ldots, iz_n) dz_1 \cdots dz_n \]

where \( z_K = \{z_k : k \in K\} \) and \( -z_L = \{-z_l : l \in L\} \), \( \int_{C_K} \int_{C_{L \cup M}} \) means we are integrating all the variables in \( z_K \) along the \( C_+ \) path and all others up the \( C_- \) path and

\[ J_{USp(2N)}(A) = \int_{USp(2N)} \prod_{\alpha \in A} (-e^{-\alpha})^{\frac{\Lambda_X}{\Lambda_X}(e^{-\alpha})} dX_{USp(2N)}. \]

Here \( K, L, M \) are finite sets of integers and \( A \) is a finite set of complex numbers and \( dX_{USp(2N)} \) indicates integration with respect to the Haar measure.

The proof is identical to the proof for Theorem 2.2

3.2. Ratios Theorem. Here we rewrite the theorem of Conrey, Forrester and Snaith [22] in set notation. Take finite sets \( A \) and \( B \), where \( N \geq |B| \) and consider

\[ R_{USp(2N)}(A; B) = \int_{USp(2N)} \frac{\prod_{\alpha \in A} \Lambda_X(e^{-\alpha})}{\prod_{\beta \in B} \Lambda_X(e^{-\beta})} dX \]

\[ = \sum_{D \subseteq A} e^{-2N \sum_{\delta \in D} \delta} \sqrt{\frac{Y(A \backslash D)Y(D)}{Y(B)}} \]

\[ \times \sqrt{\frac{Z(D^- \cup (A \backslash D), D^- \cup (A \backslash D))Z(B, B)}{Z(D^- \cup (A \backslash D), B)^2}} \]

where \( D^- = \{-\alpha : \alpha \in D\} \) and

\[ z(x) = \frac{1}{1 - e^{-x}} \]

\[ Y(A) = \prod_{\alpha \in A} z(2\alpha) \]

\[ Z(A, B) = \prod_{\substack{\alpha \in A \\ \beta \in B}} z(\alpha + \beta). \]

Note that the main difference is the factor \( \sqrt{\frac{Y(A; D)Y(D)}{Y(B)}} \) compared with \( \sqrt{\frac{Y(B)}{Y(A; D)Y(D)}} \) in the orthogonal case.
As in the orthogonal case, it is clear that $J_{USp(2N)}^{*} = \prod_{\alpha \in A} \frac{d}{dx} R_{USp(2N)} \bigg|_{B=A}$. So the next step is differentiating $R_{USp(2N)}(A; B)$.

**Theorem 3.3.** Let $A$ be a finite set of complex numbers where $\Re(\alpha) > 0$ for $\alpha \in A$ and $|A| \leq N$, then $J_{USp(2N)}(A) = J_{USp(2N)}^{*}(A)$ where

\begin{equation}
J_{USp(2N)}(A) = \int_{USp(2N)} \prod_{\alpha \in A} (-e^{-\alpha})^{A'X} (e^{-\alpha}) dX_{USp(2N)} \tag{3.11}
\end{equation}

\begin{equation}
J_{USp(2N)}^{*}(A) = \sum_{D \subseteq A} e^{-2N} \sum_{\delta \in \delta} (-1)^{|D|} \sqrt{Z(D, D)Z(D', D')Y(D') / Y(D)Z(D, D')^2} \tag{3.12}
\end{equation}

where the sum over $A \setminus D$ is a sum over all set partitions and

\begin{equation}
H_D(W) = \begin{cases} 
\left( \sum_{\delta \in D} \frac{z'(\alpha-\delta)}{z(\alpha-\delta)} - \frac{z'(\alpha+\delta)}{z(\alpha+\delta)} \right) + \frac{z'(2\alpha)}{z(2\alpha)} & W = \{\alpha\} \subset A \setminus D \\
- \left( \frac{z'}{z} \right)'(\alpha + \hat{\alpha}) & W = \{\alpha, \hat{\alpha}\} \subset A \setminus D \\
1 & W = \emptyset
\end{cases} \tag{3.13}
\end{equation}

and

\begin{align}
z(x) &= \frac{1}{1 - e^{-x}} \\
Y(A) &= \prod_{\alpha \in A} z(2\alpha) \\
Z(A, B) &= \prod_{\alpha \in A} \prod_{\beta \in B} z(\alpha + \beta). \tag{3.14-3.16}
\end{align}

The dagger adds a restriction that a factor $z(x)$ is omitted if its argument is zero.

The proof is as in the orthogonal case.

### 3.3. Residue Theorem

We need to know what the residues are at the poles of $J_{USp(2N)}^{*}(A)$. It is clear that the only possible poles are when $\alpha^* = -\beta$ for some other $\beta \in A$, or when $\alpha^* = 0$. 
Theorem 3.4 (Residue Theorem for Symplectic Matrices). Let $A$ be a finite set of complex numbers, let $\alpha^*, \beta^* \in A$ and $A' = A - \{\alpha^*, \beta^*\}$ and let $J_{USp(2N)}^*(A)$ as defined in Theorem 3.3. Then

\[
\text{Res}_{\alpha^*=-\beta^*} \left( J_{USp(2N)}^*(A) \right) = J_{USp(2N)}^*(A' \cup \{\beta^*\}) + J_{USp(2N)}^*(A' \cup \{-\beta^*\}) + 2NJ_{USp(2N)}^*(A')
\] (3.17)

\[
\text{Res}_{\alpha^*=0} \left( J_{USp(2N)}^*(A) \right) = 0.
\] (3.18)

Note that this residue formula is identical to that for $J^*(A)$ in the orthogonal case.

Proof. The proof is very similar to that of Theorem 2.4. It follows by showing that the properties $P1$ to $P4$ and $R1$ and $R2$ hold and then applying Lemma 2.6 and Lemma 2.8. □

3.4. $n$-level Density of Symplectic Matrices. Using Theorem 3.3 we can deduce

Lemma 3.5. Let $n \leq N$. Then

\[
2^n \int_{USp(2N)} \sum_1^n f(\theta_{j_1}, \cdots, \theta_{j_n}) dX
\]

\[
= \frac{1}{(2\pi i)^n} \sum_{K\cup L\cup M=\{1, \cdots, n\}} (2N)^{|M|} \times \int_{C_K} \int_{C_L \cup M} J_{USp(2N)}^*(z_K \cup -z_L) f(iz_1, \cdots, iz_n) dz_1 \cdots dz_n.
\] (3.19)

Proof. We know that $J_{USp(2N)}^*(A) = J_{USp(2N)}^*(A)$ when $|A| \leq N$ and $\Re(\alpha) > 0 \forall \alpha \in A$ by Theorem 3.3. This condition is clearly met by $(z_K \cup -z_L)$. □

Clearly as $J_{USp(2N)}^*$ has the same poles as $J^*(A)$ and an identical recursive formula for the residue, we can immediately deduce the following theorem.

Theorem 3.6. Let $0 \leq R \leq n$. Then

\[
(2\pi i)^n 2^n \int_{USp(2N)} \sum_{j_1, \cdots, j_n=1}^{n,R} f(\theta_{j_1}, \cdots, \theta_{j_n}) dX
\]

\[
= \sum_{K\cup L\cup M=\{1, \cdots, n\}} (2N)^{|M|} f_{K,L,M}^{n,R} \sum_{j_1, \cdots, j_n=1}^{n,R} f(\theta_{j_1}, \cdots, \theta_{j_n})
\] (3.20)

where

\[
\sum_{j_1, \cdots, j_n=1}^{n,R} f(\theta_{j_1}, \cdots, \theta_{j_n}) = \sum_{j_1, \cdots, j_n=1}^{n} \delta_{j_1, \cdots, j_n=1, j_1 \neq j_k \forall k \geq R}
\] (3.21)
and

\[
\int^{i\pi}_{-i\pi} \cdots \int^{i\pi}_{-i\pi} \int_{C_{K \cap \{1, \ldots, R\}} \cap \{1, \ldots, R\}} J^*_{USp(2N)}(z_K \cup -z_L) \\
\times f(i\zeta_1, \ldots, i\zeta_n)dz_1 \cdots dz_Rdz_{R+1} \cdots dz_n.
\]

(3.22)

for fixed sets \(K, L, M\) such that the disjoint \(K \cup L \cup M = \{1, \ldots, n\}\). Note: this is the integral in Theorem 3.5 with \(N - R\) of the integrals shifted onto the imaginary axis and all the integrals on the imaginary axis are principal value integrals.

The proof for this in the orthogonal case relies solely on the formula for the residue, so this result follows immediately from the proof for Theorem \(2.10\).

We can now state the \(n\)-level density for symplectic random matrices.

**Theorem 3.7 (\(n\)-level Density of Symplectic Random Matrices).**

\[
\frac{2^n}{(2\pi i)^n} \sum^{n,0}_{K\cup L\cup M=\{1, \ldots, n\}} (2N)^{|M|} \left( \int_{-\pi}^{\pi} dz \right) J^*_{USp(2N)}(-iz_K \cup iz_L) \\
\times f(z_1, \ldots, z_n)dz_1 \cdots dz_n.
\]

(3.23)

where \(J^*_{USp(2N)}(-iz_K \cup iz_L)\) is defined at (3.12) and the sum notation is defined at (2.75) and indicates that the sum is over distinct indices.

**Proof.** We follow exactly the proof for the equivalent theorem in the orthogonal case - Theorem \(2.11\).

Taking the result of Theorem \(3.6\), we use a change of variable to deduce

\[
\frac{(2\pi i)^n 2^n}{(2\pi i)^n} \sum^{n,0}_{K\cup L\cup M=\{1, \ldots, n\}} f(\theta_1, \cdots, \theta_n)dX \\
= \left( \int_{-\pi}^{\pi} dz \right)^n \sum_{K\cup L\cup M=\{1, \ldots, n\}} (2N)^{|M|} J^*_{USp(2N)}(-iz_K \cup iz_L)f(z_1, \cdots, z_n).
\]

(3.24)

Noting that

\[
\sum_{K\cup L\cup M=\{1, \ldots, n\}} (2N)^{|M|} J^*_{USp(2N)}(-iz_K \cup iz_L) = \sum_{K\cup L\cup M=\{1, \ldots, n\}} (2N)^{|M|} J^*_{USp(2N)}(iz_K \cup -iz_L)
\]

(3.25)

and \(f(\theta_1, \cdots, \theta_n) = f(\pm\theta_1, \cdots, \pm\theta_n)\) gives the required result. Following precisely the same steps as in the orthogonal case, it can be shown that there are no poles on the path of integration. \(\square\)
4. L-FUNCTIONS

4.1. L-functions: a definition. We begin by defining what we mean by \( L \)-function. We will use a definition which is distinct from the “Selberg class”, but is conjectured to be equivalent to it \[35\].

**Definition 4.1.** Let \( s \in \mathbb{C} \). An L-function is a Dirichlet series

\[
L(s) = \sum_{n=1}^{\infty} \frac{a_n}{n^s}
\]

with \( a_n = O(n^{\epsilon}) \) for every \( \epsilon > 0 \) (Ramanujan Hypothesis \[23\]) subject to three conditions: it has an Euler product, an analytic continuation and a functional equation. We will define these properties similarly to the definitions used by Farmer in \[35\] and Conrey et al. in \[19\].

(1) The Euler product is a product over primes, equal to the Dirichlet series defining the \( L \)-function. Formally, for \( \Re(s) > 1 \) we have

\[
L(s) = \prod_p \prod_{j=1}^{w} (1 - \gamma_{p,j} p^{s-j})^{-1},
\]

where the product is over the primes \( p \), and each \( |\gamma_{p,j}| \) equals 1 or 0. \( w \) is called the degree of the \( L \)-function.

(2) The functional equation is an equation relating the \( L \)-function in one half of the complex plane to the other \[58\]. There exists \( \epsilon \), such that \( |\epsilon| = 1 \), and a function \( \Gamma_L(s) \) of the form

\[
\Gamma_L(s) = P(s)Q^s \prod_{j=1}^{w} \Gamma(\frac{s}{2} + \mu_j),
\]

where \( Q > 0, \mathbb{R}(\mu_j) \geq 0 \) and \( P \) is a polynomial whose only zeroes in \( \text{Re}(s) > 0 \) coincide with the poles of \( L(s) \) such that

\[
\xi_L(s) = \Gamma_L(s)L(s)
\]

is entire and

\[
\xi_L(s) = \epsilon \xi_L(1 - s).
\]

(3) The analytic continuation property means that \( L(s) \) continues to a meromorphic function of finite order with at most finitely many poles.

It is worth noting that the Riemann Zeta function is an \( L \)-function with functional equation, analytic continuation and Euler product.

4.2. Elliptic Curve L-functions. An elliptic curve, \( E \), over a field \( K \) is a non-singular curve of genus one, defined over \( K \), with a \( K \)-rational point, \( O \in E \). \( E \) has a algebraic group structure with unit element \( O \). For more on elliptic curves see \[87\], \[61\] \[82\].

\( E \) can be embedded in \( \mathbb{P}^2 \) as a cubic curve given by a global minimum Weierstrass equation \[89\]

\[
E : y^2 + a_1 xy + a_3 y = x^3 + a_2 x^2 + a_4 x + a_6
\]
with coefficients $a_1, \cdots, a_6 \in K$. Let $E$ be an elliptic curve over $\mathbb{Q}$, then the Weierstrass equation can be re-written as
\begin{equation}
E : y^2 = x^3 + Ax + B
\end{equation}
with $A, B \in \mathbb{Z}$ and discriminant $\Delta = -(A^3 + 27B^2)$. For prime $p$, we can look at the curve $y^2 = x^3 + Ax + B \mod p$. If $p \nmid \Delta$, then this is an elliptic curve over $\mathbb{F}_p$ and we say $E$ has good reduction mod $p$.
\begin{equation}
E_p : y^2 = x^3 + Ax + B \mod p
\end{equation}
is a curve over the finite field $\mathbb{F}_p$. If $p|\Delta$, it is a prime of bad reduction. There are two types: multiplicative reduction if $E/\mathbb{F}_p$ has a node, and additive reduction if $E/\mathbb{F}_p$ has a cusp. Multiplicative reduction is said to be split if the slopes of the tangent lines at the node are rational, and non-split otherwise.

We define the conductor, $M$, of the elliptic curve as
\begin{equation}
M = \prod_p p^{f_p}
\end{equation}
where
\begin{equation}
f_p = \begin{cases} 
0 & \text{if } E \text{ has good reduction at } p, \\
1 & \text{if } E \text{ has multiplicative reduction at } p, \\
2 & \text{if } E \text{ has additive reduction at } p, p \neq 2, 3, \\
2 + \delta_p & \text{if } E \text{ has additive reduction at } p = 2 \text{ or } 3.
\end{cases}
\end{equation}

Here $\delta_p$ depends on wild ramification in the action of the inertia group at $p$ of $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$ on the Tate module $T_p(E)$. \[82\] We will consider only prime $M$.

Then for $p$ of good reduction define the integer $a_p$ by
\begin{equation}
|E(\mathbb{F}_p)| = p + 1 - a_p,
\end{equation}
where $|E(\mathbb{F}_p)|$ is the number of points of $E_p$ in a finite field of cardinality $p$, including the point at infinity. We define $a_p$ for primes of bad reduction by
\begin{equation}
a_p = \begin{cases} 
0 & \text{E has additive reduction at } p, \\
1 & \text{E has split multiplicative reduction at } p, \\
-1 & \text{E has non-split multiplication reduction at } p.
\end{cases}
\end{equation}

We would like to use these $a_p$ to define an $L$-function in such a way that there is a $L$-function associated with each elliptic curve $E$.

The Hasse-Weil $L$-function \[82\] of $E/\mathbb{Q}$ is defined as
\begin{equation}
L(E, s) = \prod_{p|\Delta} \left(1 - \frac{a_p}{p^s}\right)^{-1} \prod_{p\nmid\Delta} \left(1 - \frac{a_p}{p^s} + p^{1-2s}\right)^{-1}
\end{equation}
where $\Delta = -(A^3 + 27B^2)$. We define $a_n$ for all $n$ by expanding this into a Dirichlet series.

\[(4.14)\]

\[L(E, s) = \sum_{n=1}^{\infty} \frac{a_n}{n^s}.\]

Hasse proved this was holomorphic for $\text{Re}(s) > \frac{3}{2}$ by showing $|a_p| \leq 2\sqrt{p}$ (Riemann Hypothesis for finite fields, proved by Hasse for elliptic curves in 1931 \[13\]). The Hasse-Weil conjecture says that $L(E, s)$ extends to a entire function. Eichler \[33\] and Shimura \[81\] proved that for elliptic curves $E/Q$ that have a modular parametrization, $L(E, s)$ can be extended to a entire function satisfying a functional equation

\[(4.15)\]

\[\Lambda(E, s) = \omega_E \Lambda(E, 2 - s)\]

where $\omega_E = \pm 1$ and

\[(4.16)\]

\[\Lambda(E, s) = \left(\frac{\sqrt{M}}{2\pi}\right)^s \Gamma(s)L(E, s).\]

The Shimura-Taniyama-Weil conjecture says there is a cusp form whose $L$-function is equal to $L(E, s)$, and implies the Hasse-Weil conjecture. Wiles \[88\] and Taylor \[86\] showed that this is true for all elliptic curves with square-free conductor.

In 2001, Breuil, Conrad, Diamond and Taylor \[10\] then showed this was true for all elliptic curves over $\mathbb{Q}$.

**Theorem 4.2** (Iwaniec and Kowalski \[52\]). Let $E/\mathbb{Q}$ be any elliptic curve of conductor $M$. There exists a primitive cusp form

\[(4.17)\]

\[f(z) = \sum_{1}^{\infty} \lambda(n)n^{\frac{1}{2}}e(nz) \in S_{2}(\Gamma_0(N))\]

such that $\lambda(n) = \frac{a_n}{n^2}$ giving

\[(4.18)\]

\[L(E, s + \frac{1}{2}) = L_E(s) = \sum_{1}^{\infty} \frac{\lambda(n)}{n^{-s}}.\]

From this it is clear that the Hasse-Weil $L$-function, $L(E, s)$ meets all our conditions for an $L$-function in Definition \[4.11\] except the normalization of the symmetry line to $\Re(s) = \frac{1}{2}$.

$L_E(s) = L(E, s + \frac{1}{2})$ gives a normalized $L$-function where the functional equation relates $s$ to $1 - s$, giving

\[(4.19)\]

\[L_E(s) = \sum_{n} \frac{\lambda(n)}{n^s}\]

\[(4.20)\]

\[= \prod_{p|\Delta} \left(1 - \frac{\lambda(p)}{p^s}\right)^{-1} \prod_{p|\Delta} \left(1 - \frac{\lambda(p)}{p^{2s}} + \frac{1}{p^{2s}}\right)^{-1}\]
with functional equation

\[ L_E(s) = \omega_E \left( \frac{2\pi}{\sqrt{M}} \right)^{2s-1} \Gamma \left( \frac{3}{2} - s \right) \frac{\Gamma (s + \frac{1}{2})}{\Gamma (s + \frac{3}{2})} L_E(1 - s), \]

where \( \omega_E \) is +1 or −1 resulting in an odd or even functional equation for \( L_E \) and

\[ \xi_E(s) = \left( \frac{2\pi}{\sqrt{M}} \right)^{-s} \Gamma \left( \frac{3}{2} - s \right) L_E(s) = \omega(E)\xi_E(1 - s) \]

is entire.

Clearly \( L_E(s) \) meets all the conditions in Definition 4.1 for our definition of an \( L \)-function. We have demonstrated that each elliptic curve gives rise to a well-defined \( L \)-function.

4.3. Dirichlet \( L \)-functions. We start by defining Dirichlet characters.

**Definition 4.3.** [44] Let \( q \in \mathbb{N} \). A Dirichlet character \( \chi \) to modulus \( q \) is a function \( \chi : \mathbb{Z} \to \mathbb{C} \) such that

1. \( \chi(mn) = \chi(m)\chi(n) \) for all \( m, n \in \mathbb{Z} \);
2. \( \chi(q) \) has period \( q \);
3. \( \chi(n) = 0 \) whenever \( (n, q) \neq 1 \); and
4. \( \chi(1) = 1 \).

A character is called primitive if it cannot be induced by any character of smaller modulus. For any Dirichlet character of modulus \( d \), \( \chi_d(n) \), we can define a function

\[ L(s, \chi_d) = \sum_{n=1}^{\infty} \frac{\chi_d(n)}{n^s}. \]

\( L(s, \chi_d) \) has a Euler product

\[ L(s, \chi_d) = \prod_p \left( 1 - \frac{\chi_d(p)}{p^s} \right)^{-1} \]

and if \( \chi_d \) is primitive \( L(s, \chi_d) \) has an analytic continuation to the whole complex plane and has a function equation [44]. Setting

\[ \xi(s, \chi_d) = \left( \frac{d}{\pi} \right)^{s + a(\chi_d)} \Gamma \left( \frac{s + a(\chi_d)}{2} \right) L(s, \chi_d) \]

where

\[ a(\chi_d) = \begin{cases} 0 & \chi_d(-1) = 1 \\ 1 & \chi_d(-1) = -1. \end{cases} \]

Then the functional equation can be expressed as

\[ \xi(1 - s, \chi_d) = \frac{i^{a(\chi_d)}d^{\frac{1}{2}}}{\sum_{t=1}^{d} \chi_d(t) e^{2\pi it}} \xi(s, \chi_d). \]
Specifically note when $\chi_d$ is real and $d > 0$, the functional equation is

\begin{equation}
L(1 - s, \chi_d) = \left(\frac{\pi}{d}\right)^{\frac{s - \frac{1}{2}}{2}} \frac{\Gamma\left(\frac{s}{2}\right)}{\Gamma\left(\frac{1 - s}{2}\right)} L(s, \chi_d).
\end{equation}

Thus if we assume $\chi_d$ is a real, primitive Dirichlet character $L(s, \chi_d)$ meets all our requirements of an $L$-function in Definition 4.1.

4.4. **Grand Riemann Hypothesis (GRH).** We have shown that each of these $L$-functions associated to an elliptic curve or Dirichlet character has a functional equation with a line of symmetry, similar to the Riemann zeta function and its critical line.

**Conjecture 4.4** (Grand Riemann Hypothesis [52]). All non-trivial zeroes of $L$-functions $L(s)$ in the critical strip $0 < \Re(s) < 1$ lie on the critical line $\Re(s) = \frac{1}{2}$.

In this work, we will assume the Grand Riemann Hypothesis holds and that $L$-functions arising from elliptic curves or Dirichlet characters have all of their nontrivial zeros on their lines of symmetry i.e. the zeros have the form $\frac{1}{2} + i\omega$ with $\omega$ real.[9]

4.5. **Twisting $L$-functions into Families.**

4.5.1. **Families of $L$-functions of Elliptic Curves.** Starting with a primitive $L$-function generated by an elliptic curve, we can create a family by twisting with real quadratic Dirichlet characters. These characters can be described as follows. We first define the Legendre symbol for prime $p$, and all integers $d$

\begin{equation}
\left(\frac{d}{p}\right)_L = \begin{cases} +1 & \text{if } p \nmid d \text{ and } x^2 \equiv d \mod p \text{ solvable,} \\ 0 & \text{if } p | d, \\ -1 & \text{if } p \nmid d \text{ and } x^2 \equiv d \mod p \text{ not solvable}. 
\end{cases}
\end{equation}

We then extend this to the Jacobi Symbol for positive odd integers $m$,

\begin{equation}
\left(\frac{d}{m}\right)_J = \left(\frac{d}{p_1}\right)_{L_1} \cdots \left(\frac{d}{p_n}\right)_{L_n}
\end{equation}

where $m = p_1^{k_1} \cdots p_n^{k_n}$.

The Kronecker symbol, $(\frac{d}{n})_K$, is an extension of the Jacobi symbol for all integers $d, n$ such that

\begin{equation}
(\frac{ab}{cd})_K = (\frac{a}{c})_K (\frac{a}{d})_K (\frac{b}{c})_K (\frac{b}{d})_K
\end{equation}

such that $(\frac{d}{m})_K = (\frac{d}{m})_J$ for positive odd $m$,

\begin{equation}
\left(\frac{d}{-1}\right)_K = \begin{cases} 1 & \text{if } d > 0, \\ -1 & \text{if } d < 0.
\end{cases}
\end{equation}
and
\[
\left(\frac{d}{2}\right)_K = \begin{cases} 
1 & d \text{ odd, } d \equiv \pm 1 \mod 8, \\
0 & d \text{ even,} \\
-1 & d \text{ odd, } d \equiv \pm 3 \mod 8.
\end{cases}
\]
\[(4.33)\]

The Kronecker symbol is a real quadratic Dirichlet character. From now on we will use \(\chi_d(n) = \left(\frac{d}{n}\right)_K\).

We construct our family of \(L\)-functions by twisting with these Dirichlet characters. We start with a fixed primitive \(L\)-function \(L_E(s)\) generated from an elliptic curve \(E\) as described in Theorem 4.2.
\[
L_E(s) = \sum_n \frac{\lambda(n)}{n^s}.
\]
\[(4.34)\]

Using the quadratic Dirichlet characters we define a family parameterised by \(d\).
\[
L_E(s, \chi_d) = \sum_n \frac{\lambda(n)\chi_d(n)}{n^s} = \prod_p \left(1 - \frac{\lambda(p)\chi_d(p)}{p^s} + \frac{\Psi_M(p)\chi_d(p)^2}{p^{2s}}\right)^{-1}
\]
\[(4.35, 4.36)\]

where
\[
\Psi_M(p) = \begin{cases} 
1 & \text{if } p \nmid M, \\
0 & \text{otherwise.}
\end{cases}
\]
\[(4.37)\]

Each \(L\)-function \(L_E(s, \chi_d)\) is actually the \(L\)-function associated with another elliptic curve \(E_d\), the twist of \(E\) by \(d\) [21]. Therefore it has a functional equation
\[
L_E(s, \chi_d) = \chi_d(-M)\omega_E \left(\frac{2\pi}{\sqrt{M|d|}}\right)^{2s-1} \frac{\Gamma\left(\frac{3}{2} - s\right)}{\Gamma\left(s + \frac{1}{2}\right)} L_E\left(1 - s, \chi_d\right)
\]
\[(4.38)\]

and all the other attributes we expect of \(L\)-functions. Of particular interest is that the Grand Riemann Hypothesis in Conjecture 4.4 also applies to these twisted \(L\)-functions, so we are assuming that all the nontrivial zeros are on the \(Re(s) = \frac{1}{2}\) line.

We will restrict our family of \(L\)-functions with the constraint \(\chi_d(-M)\omega_E = 1\), where \(M\) is the conductor and \(\omega_E\) the sign of the functional equation of the initial elliptic curve \(L_E(s)\). This then gives us a family of \(L\)-functions with even functional equations:
\[
E^+ = \{L_E(s, \chi_d) : \chi_d(M)\omega_E = +1; d \text{ a fundamental discriminant, } d > 0\}.
\]
\[(4.40)\]

It is expected that the distribution of the zeros of any one of these \(L\)-functions infinitely high on the critical line is like that of the eigenvalues of random unitary matrices. But rather than fixing
the $L$-function and looking at the distribution up the critical line, we can fix a height on the line and average through the family of $E^+$ with even functional equations.

This way we can look at the distribution of the zeros on the critical line closest to the real axis such as the distribution of the $i$th zero

$$J^i_{(X,F)}[a,b] = \left\{ f \in F_X; \frac{t_i^{\log c_f}}{K_F} \in [a,b] \right\}$$

where $F$ is the family of $L$-functions with conductor $c_f$, and $K_F$ is a constant depending on the symmetry of the family. In the example above the conductor is the parameter $\sigma$. $F_X$ are the $L$-functions with $c_f < X$ and $t_i^f$ is the $i$th zero of $L$-function $f$ above the real axis.

Katz and Sarnak conjectured that the zero statistics of twisted elliptic curve $L$-functions with even functional equation would behave like the eigenvalues of $SO(2N)$ matrices and that zeros of families of $L$-functions with odd functional equation should behave like eigenvalues of $SO(2N + 1)$ [57]. For example, for the family $F = E^+$ we expect

$$\lim_{X \to \infty} J^i_{(X,F)}[a,b] = \lim_{N \to \infty} \text{meas} \left\{ A \in SO(2N); \frac{N\theta_i(A)}{\pi} \in [a,b] \right\}$$

where $\text{meas} \left\{ A \in SO(2N); \frac{N\theta_i(A)}{\pi} \in [a,b] \right\}$ is the distribution of the $i$th eigenvalue of a matrix $A$ varying over $SO(2N)$.

### 4.5.2. Families of Dirichlet $L$-functions.

Recall that we defined $L(s, \chi_d)$ for some real, primitive Dirichlet character of modulus $d$, $\chi_d(n)$ as

$$L(s, \chi_d) = \sum_{n=1}^{\infty} \frac{\chi_d(n)}{n^s}.$$  

We can then define a family of $L$-functions $D^+ = \{ L(s, \chi_d); d \text{ a fundamental discriminant, } d > 0 \}$, where $d$ (the conductor of the $L$-function) is the ordering parameter of the family.

Katz and Sarnak [57] conjecture that the zero statistics of $D^+$ behave like the eigenangles of $USp(2N)$ matrices, citing evidence from Ozluk and Snyder [74] and Rubinstein [78] to support this conjecture.

## 5. Zero Statistics of Elliptic Curve $L$-functions

In this section we will consider a family of quadratic twists (with even functional equation) of an elliptic curve $L$-function. Their zeros are conjectured to behave similarly to the eigenangle statistics of matrices from $SO(2N)$ with Haar measure. We will apply the method of [27] to conjecture the $n$-level density of the zeros of these $L$-functions. We will see that the steps mirror the calculations for orthogonal matrices in Section [2]. The main result to be derived in this section (stated formally in Theorem [5.10], and conditional on the Generalised Riemann Hypothesis for $L$-functions in this family and the Ratios Conjecture discussed later in this section) is the following form of the $n$-level density for zeros of elliptic curve $L$-functions in a family. For simplicity at this stage we denote the
family by $\mathcal{F}$, a member of the family is labelled $\mathcal{E}$ and $\gamma_{i,\mathcal{E}}$ is the $i$th zero of that $L$-function above the real axis. We find the $n$-level density is:

$$
\sum_{\mathcal{E} \in \mathcal{F}} \sum_{j_1, \ldots, j_n = 1 \atop j_i \neq j_k \forall \, i, k}^{\infty} f(\gamma_{j_1,\mathcal{E}}, \ldots, \gamma_{j_n,\mathcal{E}})
$$

(5.1)

$$
= \frac{1}{(2\pi)^n} \sum_{K \cup L \cup M = \{1, \ldots, n\}} (-1)^{|M|} \left( \int_{0}^{\infty} \right)^n J_{E}^{-1}(iz_{K} \cup iz_{L}, -iz_{M})
$$

$$
\times f(z_1, \ldots, z_n)dz_1 \cdots dz_n + O\left( X^{\frac{3}{4} + \epsilon} \right),
$$

where $J_{E}^{-1}(iz_{K} \cup iz_{L}, -iz_{M})$ is defined in [5.93] for the family of quadratic twists that we are interested in and the sum in the right hand side involving $K$, $L$ and $M$ is over disjoint subsets of $\{1, \ldots, n\}$. We note how the structure of this $n$-level density mirrors that of the equivalent statistic for eigenvalues of matrices from $SO(2N)$ given in Theorem 2.1.

5.1. Ratios of Elliptic Curve $L$-functions. Let $A = \{\alpha_1, \ldots, \alpha_K\}$ and $B = \{\gamma_1, \ldots, \gamma_Q\}$ be sets of complex numbers and $\epsilon \in \{1, -1\}^K$. In order to derive the $n$-level density of the zeros near the critical point $s = \frac{1}{2}$, we consider ratios of twisted $L$-functions with even functional equation averaged over the family $E^+$ defined at (4.40). All sums of the form $0 < d \leq X$ in this section include only fundamental discriminants.

$$
R_E(\alpha_1, \ldots, \alpha_K, \gamma_1, \ldots, \gamma_Q)
$$

(5.2)

$$
= \sum_{\chi_d(M)\omega_{E} = 1} L_E\left( \frac{1}{2} + \alpha_1, \chi_d \right) \cdots L_E\left( \frac{1}{2} + \alpha_K, \chi_d \right) \cdot \frac{L_E\left( \frac{1}{2} + \gamma_1, \chi_d \right) \cdots L_E\left( \frac{1}{2} + \gamma_Q, \chi_d \right)}{L_E\left( \frac{1}{2} + \gamma_1, \chi_d \right) \cdots L_E\left( \frac{1}{2} + \gamma_Q, \chi_d \right)}.
$$

We use the expression given for this quantity in [21]; details of the derivation when $K = Q = 1$ can also be found in [48].

This gives us the following conjecture, from “Autocorrelations of ratios of $L$-functions” [21], which we have written in set notation as in the random matrix calculations.

Conjecture 5.1. (Ratios of $L$-functions of Elliptic Curves) Let $A, B$ be sets of complex numbers such that

$$
\frac{1}{4} < \Re(\alpha) < \frac{1}{4} \quad \forall \alpha \in A
$$

$$
\frac{1}{\log X} \ll \Re(\gamma) < \frac{1}{4} \quad \forall \gamma \in B
$$

$$
\Im(\alpha), \Im(\gamma) \ll X^{1-\epsilon} \quad \forall \alpha \in A, \gamma \in B
$$

(5.3)
Then

\[ R_E(A, B) := \sum_{0 < d \leq X} \frac{\prod_{\alpha \in A} L_E \left( \frac{1}{2} + \alpha, \chi_d \right)}{\prod_{\gamma \in B} L_E \left( \frac{1}{2} + \gamma, \chi_d \right)} \]

\[ = \sum_{0 < d \leq X} \sum_{D \subseteq A} \left( \frac{\sqrt{M \mid d}}{2\pi} \right)^{-2\sum_{\delta \in D} \delta} \prod_{\delta \in D} \frac{\Gamma (1 - \delta)}{\Gamma (1 + \delta)} \times Y_E (A, B, D) A_E (A, B, D) + O \left( X^{1/2+\epsilon} \right) \]

where the sum over \( d \) is over fundamental discriminants, \( \zeta (s) \) is the classical Riemann zeta function and

\[ Z_\zeta (A, B) = \prod_{\alpha \in A, \beta \in B} \zeta (1 + \alpha + \beta) \]

\[ Y_\zeta (A) = \prod_{\alpha \in A} \zeta (1 + 2\alpha) \]

\[ U_- (A) = \prod_{\alpha \in A} \left( 1 - \frac{\lambda (p)}{p^{1/2+\alpha}} + \frac{1}{p^{1+2\alpha}} \right) \]

\[ U_+ (A) = \prod_{\alpha \in A} \left( 1 + \frac{\lambda (p)}{p^{1/2+\alpha}} + \frac{1}{p^{1+2\alpha}} \right) \]

\[ V (A) = \prod_{\alpha \in A} \left( 1 - \frac{\lambda (p)}{p^{1/2+\alpha}} \right) \]

For \( D \subseteq A \) we define \( D^- = \{-\delta; \delta \in D\} \) and we can write

\[ Y_E (A, B, D) = \sqrt{\frac{Z_\zeta ((A \setminus D) \cup D^-, (A \setminus D) \cup D^-) Z_\zeta (B, B) Y_\zeta (B) Z_\zeta ((A \setminus D) \cup D^-, B)^2 Y_\zeta (A \setminus D) Y_\zeta (D^-)}{Z_\zeta ((A \setminus D) \cup D^-, B)^2 Y_\zeta (A \setminus D) Y_\zeta (D^-)}} \]

\[ A_{E,1} (A, B, D) = \frac{1}{Y_E (A, B, D)} \]

\[ A_{E,2} (A, B, D) = \prod_{p \mid M} \frac{1}{1 + \frac{1}{p}} \left( \frac{U_- (B)}{2U_- ((A \setminus D) \cup D^-)} + \frac{1}{p} \right) \]

\[ + \frac{U_+ (B)}{2U_+ ((A \setminus D) \cup D^-) + 1} \]

\[ A_{E,3} (A, B, D) = \prod_{p \mid M} \frac{V (B)}{V ((A \setminus D) \cup D^-)} \]

\[ A_E (A, B, D) = A_{E,1} (A, B, D) A_{E,2} (A, B, D) A_{E,3} (A, B, D). \]

5.2. Discussion of the Error Term. Little is known in general about the error term in the Ratios Conjectures, although we list below cases where some specific instances of the conjecture are better understood. It is clear that considerable error might arise in several steps of the ratios
“recipe” described in Section 1.2, which may be of a size similar to that of the main term. The conjecture is that these errors will cancel each other out and there are many situations where there is evidence for an error of the form $O\left(X^{1/2+\epsilon}\right)$ as stated in [21] and reproduced in Conjecture 5.1. Note that in (5.4) the average over the family (the sum over $d$) is not divided by the number of terms in the sum as was the case at (1.18). Also, for the family of quadratic twists of an elliptic curve $L$-function, the log conductor $c(f)$ defined in Section 1.2 is (asymptotically for large $d$) $2 \log d$ for the $L$-function $L_E(\frac{1}{2} + \alpha, \chi_d)$, so the general form of the error term given at (1.18) would here correspond to $O(X^{\frac{1}{2}+\delta})$ for some $\delta > 0$.

In several instances the error term in the Ratios Conjecture has been tested by assuming the Ratios Conjecture and deducing from it the 1-level density: a result like (5.1) with $n = 1$. This is then compared with a calculation of the 1-level density using rigorous methods. These rigorous methods require a restriction on the support of the Fourier transform of the test function $f$.

Miller rigorously calculated the 1-level density for the symplectic family of quadratic Dirichlet characters arising from even fundamental discriminants $d \leq X$. He found agreement with the 1-level density computed using the Ratios Conjecture up to an error term of $O(X^{1/2+\epsilon})$ for test functions supported in $(-1,1)$ [68].

Miller and Montague tested the accuracy of the Ratios Conjecture with an orthogonal family. They considered the 1-level density of families of cuspidal newforms of constant sign and confirmed the accuracy of the conjecture up to an error equivalent to $O(X^{1/2+\epsilon})$ when the test function has support in $(-1,1)$. When the test function has support in $(-2,2)$ they can show a power savings error [70].

Goes, Jackson and Miller et al. showed similar results for the unitary family of all Dirichlet $L$-functions with prime conductor. They found agreement to the Ratios Conjecture predictions with a square-root error if the support of the Fourier transform of the test function is in $(-1,1)$ and a power saving error for support up to $(-2,2)$ [41]. Similarly Fiorilli and Miller [36] calculated the 1-level density for a family of Dirichlet $L$-functions and by explicitly computing lower order terms showed that the error term of type $O(X^{1/2+\epsilon})$ was the best possible.

Huynh, Miller and Morrison tested the Ratios Conjecture prediction for the 1-level density of a family of quadratic twists of a fixed elliptic curve with prime conductor. They found agreement up to an error term of size $X^{1/2-\epsilon}$ for test functions supported in $(-\sigma,\sigma)$ [49].

In the case of moments (ratios with no denominator), for the family of real, quadratic Dirichlet $L$-functions, a sequence of works [85, 50, 91, 90] indicate that in this case the third moment has a term of size $O(X^{3/4+\epsilon})$ in place of the $O(X^{1/2+\epsilon})$ in (5.4). The size of this term was also extensively investigated numerically by Alderson and Rubinstein [2]. Very recently Florea [37] has found explicitly a term which in this notation would be equivalent to $O(X^{1/3+\epsilon})$ in the first moment of quadratic Dirichlet $L$-functions in the function field setting.

Thus we have settings where there is support for the size of the error term being the square root of the size of the main term, as stated in the original Moment and Ratios Conjectures, such as (5.4), and there are instances where the square root error term seems too optimistic. As we still lack a complete understanding of these terms, we will continue in this paper with the original
statement of the Ratios Conjectures with a $O \left( X^{\frac{1}{2} + \epsilon} \right)$ error term, but bearing in mind that there may be instances where this breaks down.

5.3. Differentiating Ratios of Elliptic Curve $L$-functions. Using Conjecture 5.1, we want to find the logarithmic derivative

**Theorem 5.2.** Assume Conjecture 5.1. Let $A$ be a set of complex numbers such that

(5.15) \[ \frac{1}{\log X} \ll \Re(\alpha) < \frac{1}{4} \quad \forall \alpha \in A \]

\[ \Im(\alpha) \ll X^{1-\epsilon} \quad \forall \alpha \in A \]

Then $J_E(A) = J_E^*(A) + O \left( X^{1/2+\epsilon} \right)$, where

(5.16) \[ J_E(A) = \sum_{0 < d \leq X} \sum_{\chi_d(-M)\omega_E = +1} \frac{L_E' \left( \frac{1}{2} + \alpha, \chi_d \right)}{L_E \left( \frac{1}{2} + \alpha, \chi_d \right)} \]

and

(5.17) \[ J_E^*(A) = \sum_{0 < d \leq X} \sum_{\chi_d(-M)\omega_E = +1} \left( \frac{\sqrt{M|d|}}{2\pi} \right)^{-\sum_{\delta \in D} 2\delta} \prod_{\delta \in D} \frac{\Gamma(1 - \delta)}{\Gamma(1 + \delta)} \]

\[ \times \left[ Z_\zeta(D^-, D^-) Z_\zeta(D, D) Y_\zeta(D) \right] \]

\[ \times (-1)^{|D|} A_E(D, D, D) \]

\[ \times \sum_{A \setminus D = W_1 \cup \ldots \cup W_R} \prod_{r=1}^R \tilde{H}_D(W_r) \]

where

(5.18) \[ \tilde{H}_D(W_r) = H_D(W_r) + A_{D,1}(W_r) + A_{D,2}(W_r) + A_{D,3}(W_r) \]

(5.19) \[ H_D(W_r) = \begin{cases} \sum_{\delta \in D} \left( \frac{\xi'}{\xi} \left( 1 + a - \delta \right) - \frac{\xi'}{\xi} \left( 1 + a + \delta \right) \right) \left( 1 + 2a \right) & W_r = \{a\} \\
\left( \frac{\xi'}{\xi} \right)^{1+a_1+a_2} & W_r = \{a_1, a_2\} \\
1 & W_r = \emptyset \\
0 & |W_r| \geq 3 \end{cases} \]

(5.20) \[ A_{D,i}(W_r) = \prod_{w \in W_r} \frac{\partial}{\partial w} \log A_{E,i}(A, B, D) \bigg|_{B=A} \]

and $A_E, Z_\zeta, Y_\zeta$ etc defined as in Conjecture 5.1. $A_E(A, B, D)$ is an analytic function. The dagger adds a restriction that a factor $\zeta(1 + x)$ is omitted if its argument is zero. The sum over $d$ is over fundamental discriminants.
The proof of this theorem involves exactly the same arguments one would use to prove Theorem 4.3, although in Theorem 5.2 there is the added complication of the arithmetic terms.

A necessary step in this proof is to evaluate \( A_E(A, B, D)|_{B=A} \).

**Lemma 5.3.** Let \( A, B \) be sets and \( D \), a subset of \( A \). Then \( A_E(A, B, D)|_{B=A} = A_E(D, D, D) \). This is an analytic function.

**Proof.** \( A_E(A, B, D) \) is analytic as we can tell from its construction in Section 5.1. In particular, it must be analytic when \( A = B \). However it is not immediately clear that \( A_{E,1}(A, B, D) \) is convergent when \( A=B \) due to the \( \zeta(1) \) terms coming from \( Z((A/D \cup D^-, B) \). In order to avoid problems of convergence, we will rewrite \( A_{E,1}(A, B, D) \) as a product over primes and consider the expansion of each prime separately. Recall

\begin{equation}
A_{E,1}(A, B, D) = \sqrt{\frac{Z((A/D \cup D^-, B)^2 Y(A/D) Y(D^-)}{Z((A/D \cup D^-, (A/D \cup D^-) Z(B, B, Y(B))}}
\end{equation}

where

\begin{align}
\zeta(s) &= \prod_p \left(1 - \frac{1}{p^s}\right)^{-1} \\
Z(A, B) &= \prod_{\alpha \in A, \beta \in B} \zeta(1 + \alpha + \beta) \\
Y(A) &= \prod_{\alpha \in A} \zeta(1 + 2\alpha).
\end{align}

Now we will define

\begin{align}
z_p(s) &= \left(1 - \frac{1}{p^s}\right)^{-1} \\
Z_p(A, B) &= \prod_{\alpha \in A, \beta \in B} z_p(1 + \alpha + \beta) \\
Y_p(A) &= \prod_{\alpha \in A} z_p(1 + 2\alpha)
\end{align}

noting that \( z_p(x) \) does not have a pole at 1 and that \( \prod_p Z_p(A, B) = Z(A, B) \) and \( \prod_p Y_p(A) = Y(A) \). This allows us to rewrite \( A_{E,1} \) to get

\begin{align}
A_{E,1,p}(A, B, D) &= \sqrt{\frac{Z_p((A/D \cup D^-, B)^2 Y_p(A/D) Y_p(D^-)}{Z_p((A/D \cup D^-, (A/D \cup D^-) Z_p(B, B, Y_p(B))}}
\end{align}

\begin{align}
A_{E,1}(A, B, D) &= \prod_p A_{E,1,p}(A, B, D).
\end{align}
Then if we consider the value of $A_{E,1,p}(A, B, D)$ when $A = B$

\[(5.30) \quad A_{E,1,p}(A, B, D)|_{A=B} = \sqrt{\frac{Z_p(D-, D)^2 Y_p(D-)}{Z_p(D-, D^-) Z_p(D, D) Y_p(D)}}.
\]

\[(5.31) \quad = A_{E,1,p}(D, D, D).
\]

So

\[(5.32) \quad A_{E,1}(A, B, D)|_{A=B} = \prod_p A_{E,1,p}(D, D, D).
\]

We will leave this as a product over primes and instead consider the second part of $A_E(A, B, D)$,

\[(5.33) \quad A_{E,2}(A, B, D)|_{B=A} = \prod_p \frac{1}{1 + \frac{1}{p}} \left( \frac{U_-(B)}{2U_-( (A/D) \cup D^- ) + U_+(B) + \frac{1}{p}} + \frac{1}{p} \right) |_{B=A}
\]

\[(5.34) \quad = \prod_p \frac{1}{1 + \frac{1}{p}} \left( \frac{U_-(D)}{2U_-(D^-)} + \frac{U_+(D)}{2U_+(D^-)} + \frac{1}{p} \right)
\]

\[(5.35) \quad = A_{E,2}(D, D, D)
\]

where

\[(5.36) \quad U_-(A) = \prod_{\alpha \in A} \left( 1 - \frac{\lambda(p)}{p^{1/2+\alpha}} + \frac{1}{p^{1+2\alpha}} \right)
\]

\[(5.37) \quad U_+(A) = \prod_{\alpha \in A} \left( 1 + \frac{\lambda(p)}{p^{1/2+\alpha}} + \frac{1}{p^{1+2\alpha}} \right).
\]

and finally

\[(5.38) \quad A_{E,3}(A, B, D)|_{B=A} = \prod_{p|M} \frac{V(B)}{V((A/D) \cup D^-)} |_{B=A}
\]

\[(5.39) \quad = \prod_{p|M} \frac{V(D)}{V(D^-)}
\]

\[(5.40) \quad = A_{E,3}(D, D, D).
\]

where $V(A) = \prod_{\alpha \in A} \left( 1 - \frac{\lambda(p)}{p^{1/2+\alpha}} \right)$. Putting these together, and remembering that $A_E(A, B, D)$ is an analytic function, we get

\[(5.41) \quad A_E(A, B, D)|_{B=A} = \prod_p A_{E,1,p}(D, D, D) A_{E,2}(D, D, D) A_{E,3}(D, D, D)
\]

\[(5.42) \quad = A_E(D, D, D).
\]
With this lemma, we can then approach the proof of Theorem 5.2. The following steps are extremely similar to those necessary for the random matrix proof of Theorem 2.

\textbf{Proof.} Using Conjecture 5.1, we want to find the logarithmic derivative

\begin{equation}
J_E(A) = \sum_{0<d\leq X} \prod_{\alpha\in A} \frac{L'_E\left(\frac{1}{2} + \alpha, \chi_d\right)}{L_E\left(\frac{1}{2} + \alpha, \chi_d\right)}
\end{equation}

\begin{equation}
= \prod_{\alpha\in A} \left. \frac{\partial}{\partial \alpha} R_E(A, B) \right|_{B=A}
\end{equation}

First we notice that if we substitute A in for B in \( Y_E(A, B, D) \), we get

\begin{equation}
Y_E(A, A, D) = \sqrt{\frac{Z(D^-, D^-) Z(D, D) Y(D)}{Z(D^-, D)^2 Y(D^-)}}.
\end{equation}

The \( Z(D^-, D)^2 \) term in the denominator contains \( \zeta(1) \), which is a pole. So \( Y_E(A, A, D) \) is zero unless \( D \) is the empty set as in the random matrices case. This means when we differentiate \( R_E(A, B) \) by each \( \alpha \in D \), all other terms are zero except the one where \( Z(D^-, D) \) term is differentiated by every \( \alpha \in D \). Let \( \beta_\alpha \) represent the element of \( B \) that will be replaced by \( \alpha \) when \( B \) is substituted for \( A \). Expanding \( \zeta \) and \( \zeta' \) about 1, it’s clear to see that

\begin{equation}
\left. \frac{\partial}{\partial \alpha} \left( \frac{1}{\zeta(1 + \beta_\alpha - \alpha)} \right) \right|_{\beta_\alpha = \alpha} = -1.
\end{equation}

Using this, we can see that

\begin{equation}
\prod_{\alpha\in D} \left. \frac{\partial}{\partial \alpha} \left( \frac{1}{Z(D^-, B_D)} \right) \right|_{B_D = D} = \frac{(-1)^{|D|}}{Z(D^-, D)}
\end{equation}

where \( B_D \) represents the part of \( B \) that will be substituted for \( D \), and \( Z(D^-, D) \) means that we only include those terms of \( Z \) that are not equal to \( \zeta(1) \). All that remains now is to differentiate the
remainder by each $\alpha \in A/D$.

$$J_E(A) = \sum_{0<d \leq X} \sum_{D \subseteq A} \left( \frac{\sqrt{M|d|}}{2\pi} \right) - \sum_{\delta \in D} \frac{\Gamma(1 - \delta)}{2\pi(1 + \delta)} \prod_{\delta \in D} \Gamma(1 - \delta)$$

$$\times (-1)^{|D|} \sqrt{\frac{Z(D, D^-) Z(D, D) Y(D)}{Z^+(D, D^-)^2 Y(D^-)}}$$

$$\times \left( \prod_{\alpha \in A/D} \frac{\partial}{\partial \alpha} \exp(H^{A,B}_D) \right)$$

$$\times \left[ \frac{Y(B_D) Z(B_{A/D}, B_D)^2 Z(B_{A/D}, B_{A/D})}{Z(D, B_{A/D})^2} \right]_{B=A}$$

$$+ O \left( X^{1/2+\epsilon} \right)$$

(5.48)

where

$$H^{A,B}_D = \log \left( \frac{Z(A/D, D^-)^2 Z(A/D, A/D)}{Z(A/D, B_{A/D})^2 Z(A/D, B_D)^2 Y(A/D)} \right)$$

$$\times A_E(A, B, D)$$

(5.49)

$$= \sum_{\alpha \in A/D} \log \zeta(1 + \alpha - \gamma) + \frac{1}{2} \sum_{\alpha \in A/D} \log \zeta(1 + \alpha + \beta)$$

(5.50)

$$- \frac{1}{2} \sum_{\alpha \in A/D} \log \zeta(1 + \alpha + \beta) - \frac{1}{2} \sum_{\alpha \in A/D} \log \zeta(1 + 2\alpha)$$

(5.51)

$$+ \log A_{E,1}(A, B, D) + \log A_{E,2}(A, B, D)$$

(5.52)

$$+ \log A_{E,3}(A, B, D)$$

(5.53)

(5.54)

We now note that if $H$ is a differentiable function of $w \in W$, then

$$\left( \prod_{w \in W} \frac{d}{dw} \right) e^H = e^H \sum_{W=W_1 \cup \cdots \cup W_R} H(W_1) \cdots H(W_R)$$

(5.55)

where

$$H(W) = \left( \prod_{w \in W} \frac{d}{dw} \right) H.$$  

(5.56)

The sum is over all set partitions of $W$ into disjoint sets $W_j$.  

We note that when we substitute $D$ for $B_D$ and $A/D$ for $B_{A/D}$, then

$$Z(A/D, D^2) Z(A/D, A/D) Z(B_{A/D}, B_D)^2 Z(B_{A/D}, B_{A/D}) Y(B_D) = 1$$

and apply Lemma 5.3 to see that

$$\left( \prod_{\alpha \in A/D} \frac{\partial}{\partial \alpha} \exp(H^{A,B}_{D}) \right) \left( \begin{array}{c} Y(B_D) Z(B_{A/D}, B_D)^2 Z(B_{A/D}, B_{A/D}) \\ Z(D^-, B_{A/D}) \end{array} \right) \bigg|_{B=A}$$

$$= A_E(D, D, D) \sum_{A/D = W_1 \cup \ldots \cup W_R} \prod_{r=1}^R \tilde{H}_D(W_r),$$

where $\tilde{H}_D(W_r)$ is defined in Theorem 5.2 and plays the role of $H(W)$ in (5.55). This will allow us to simplify our solution after the differentiation.

\[\square\]

5.4. Residue Theorem for Elliptic Curve $L$-functions. Assuming the Riemann Hypothesis, the only possible poles of $J_E^*(A)$ are when $\alpha^* = -\beta^*$ for some $\alpha^*, \beta^* \in A$, or when $\alpha^* = 0$. We need to know what the residues are at these poles.

**Theorem 5.4.** Let $A$ be a finite set of complex numbers, let $\alpha^*, \beta^* \in A$ and $A' = A \setminus \{\alpha^*, \beta^*\}$ and let $J_E^*(A)$ be as defined in Theorem 5.2. Then

\[\text{Res}_{\alpha^* = -\beta^*} (J_E^*(A)) = J_E^*(A' \cup \{\beta^*\}) + J_E^*(A' \cup \{-\beta^*\}) - \frac{\psi'}{\psi} \left( \frac{1}{2} + \beta^*, \chi_d \right) J_E^*(A')\]

where $\psi(s, \chi_d) = \chi_d(-M)\omega_E \left( \frac{2\pi}{\sqrt{|d|}} \right)^{2s-1} \frac{\Gamma(s+\frac{3}{2})}{\Gamma(s+\frac{1}{2})}$ comes from the functional equation for $L_E(s, \chi_d)$ and

\[\text{Res}_{\alpha^* = 0} (J_E^*(A)) = 0.\]

\[\text{Proof.}\] Let $D \subseteq A$, define $P_D$ and $\tilde{Q}$ as

\[J_E^*(A) = \sum_{D \subseteq A} P_D(A \setminus D)\]

\[= \sum_{D \subseteq A} \tilde{Q}(D) \sum_{A \setminus D = W_1 \cup \ldots \cup W_R} \prod_{r=1}^R (\tilde{H}_D(W_r)),\]
where

\[
\tilde{Q}(D) = \sum_{0<d\leq X} \left( \frac{\sqrt{M|d|}}{2\pi} \right)^{-\frac{\delta}{2}} \chi_d(-M) \prod_{\delta \in D} \Gamma(1-\delta) \Gamma(1+\delta)
\]

\[
\times \sqrt{\frac{Z_\zeta(D-,D-) Z_\zeta(D,D) \zeta(D)}{Z_\zeta^2(D-,D) \zeta^2(D)}}
\]

\[
\times (-1)^{|D|} A_E(D,D,D) .
\]

\[
(5.65)
\]

\(\tilde{H}_D\) is defined in Theorem 5.2 and \(A_E, Z_\zeta, Y_\zeta\), etc, are defined as in Conjecture 5.1.

Using \(\tilde{Q}(D)\) in place of \(Q(D)\) and \(\tilde{H}_D(W)\) in place of \(H(D,W)\), conditions \(P_1\) to \(P_4\) and \(R_1\) and \(R_2\) (from Section 2.3) hold with

\[
f(\beta^*) = -\frac{\psi'}{\psi} \left( \frac{1}{2} + \beta^*, \chi_d \right) = 2 \log \left( \frac{\sqrt{M|d|}}{2\pi} \right) + \frac{\Gamma'}{\Gamma}(1-\beta^*) + \frac{\Gamma'}{\Gamma}(1+\beta^*) .
\]

(5.66)

To show this we need to find expansions for \(A_{D,i}(W_r)\), \(H_D(W_r)\) and \(A_E(D,D,D)\) around \(\alpha^* = \beta^*\). These lemmas will be given without proof, but complete proofs can be found in Amy Mason’s Thesis \[65\].

5.4.1. Taylor Expansions for \(A_{D,i}(W_r)\), \(H_D(W_r)\) and \(A_E(D,D,D)\). Recall that

\[
A_{D,i}(W_r) = \prod_{w \in W_r} \frac{\partial}{\partial w} \log A_{E,i}(A,B,D) \bigg|_{B=A}
\]

for \(i = 1, 2, 3\).

Then we find

Lemma 5.5. Let \(\alpha^*, \beta^* \in D\) and \(D' = D/\{\alpha^*, \beta^*\}\). For \(i = 1, 2, 3\)

\[
\frac{\partial}{\partial \alpha^*} A_{D,i}(W_r) \bigg|_{\alpha^* = -\beta^*} = (-A_{D,i}(W_r + \{\beta^*\}) - A_{D,i}(W_r + \{\alpha^*\})) \bigg|_{\alpha^* = -\beta^*}
\]

and

\[
A_{D,i}(W_r) \bigg|_{\alpha^* = -\beta^*} = A_{D',i}(W_r)
\]

(5.68)

(5.69)

The second lemma we need for the Residue Theorem is to prepare for expanding \(H_D^{A,B}(W_r)\).

Lemma 5.6. Let \(\alpha^*, \beta^* \in D\) and \(D' = D/\{\alpha^*, \beta^*\}\). For \(i = 1, 2, 3\)

\[
\frac{\partial}{\partial \alpha^*} H_D(W_r) \bigg|_{\alpha^* = -\beta^*} = (-H_D(W_r + \{\beta^*\}) - H_D(W_r + \{\alpha^*\})) \bigg|_{\alpha^* = -\beta^*}
\]

and

\[
H_D(W_r) \bigg|_{\alpha^* = -\beta^*} = H_{D'}(W_r)
\]

(5.70)

(5.71)
Most importantly, these lemmas show that when \( \alpha^*, \beta^* \in D \) there is a Taylor expansion of \( \widetilde{H}_D (W_r) \) at \( \alpha^* = -\beta^* \) where \( \widetilde{H}_D (W_r) = H_D (W_r) + A_{D,1} (W_r) + A_{D,2} (W_r) + A_{D,3} (W_r) \)

**Lemma 5.7.** Let \( \widetilde{H}_D (W_r) \) etc. as defined in Equations \([5.18], [5.20]\) Then

\[
\begin{align*}
\widetilde{H}_D (W_r) &= \widetilde{H}_{D'} (W_r) \\
&+ (\alpha^* + \beta^*) \left( -\widetilde{H}_{D'} (W_r + \{\beta^*\}) - \widetilde{H}_{D'} (W_r + \{\alpha^*\}) \right) \bigg|_{\alpha^* = -\beta^*} \\
&+ O \left( |\alpha^* + \beta^*|^2 \right)
\end{align*}
\]

Finally, we need the expansion of \( A_E (D, D, D) \) about \( \alpha^* = -\beta^* \) when \( \alpha^*, \beta^* \in D \).

**Lemma 5.8.** Let \( A_E (D, D, D) \) be as defined in Equations \([5.11]-[5.14]\) and \( \widetilde{H}_D (W_r) \) etc. as defined in Equations \([5.18], [5.20]\)

\[
A_E (D, D, D) = A_E \left( D', D', D' \right) \\
\times \left[ 1 - (\alpha^* + \beta^*) \left( \widetilde{H}_D (\{\beta^*\}) - H_D (\{\beta\}) \right) \\
+ \widetilde{H}_D (\{-\beta^*\}) - H_D (\{-\beta\}) \\
+ O \left( |\alpha^* + \beta^*|^2 \right) \right]
\]

With these lemmas in place, we are ready to show that \( \textbf{P1} \) to \( \textbf{P4} \) from Definition \([2.5]\) hold for \( \widetilde{H}_D, \widetilde{Q} \) and \( f \) as defined above in Equation \([5.66]\).

**P1:** Suppose \( \alpha^*, \beta^* \in A/D, \) then \( \widetilde{Q}(D), \) is independent of \( \alpha^* \) and \( \beta^*. \)

As \( \alpha^* \to \beta^* \) the only pole in \( \widetilde{H}_D(W_r) \) comes when \( W_r = \{\alpha^*, \beta^*\}, \) so when

\[
H_D (\{\alpha^*, \beta^*\}) = \left( \frac{\zeta^{'}}{\zeta} \right)^\prime (1 + \alpha^* + \beta^*).
\]

Now \( \left( \frac{\zeta^{'}}{\zeta} \right)^\prime (1 + x) = \frac{1}{x^2} + O (1) \) and \( A_D (W_r) \) is analytic for all \( W_r. \) So

\[
\widetilde{H}_D (W_r) = \begin{cases} 
\frac{1}{(\alpha^*+\beta^*)^2} + O(1) & W = \{\alpha^*, \beta^*\} \\
O(1) & \text{otherwise.}
\end{cases}
\]

Hence the requirements of \( \textbf{P1} \) hold.

**P2:** Now we consider the case when \( \alpha^* \in D, \beta^* \in A/D. \) Then \( \widetilde{Q}(D) \) is independent of \( \beta^* \) and regular as \( \alpha^* \to \beta^*. \) The only pole in \( \widetilde{H}_D(W_r) \) comes when \( W_r = \{\beta^*\}. \) Then

\[
H_D (\{\beta^*\}) = \sum_{\delta \in D} \frac{\zeta^{'}}{\zeta} (1 + \beta^* - \delta) - \frac{\zeta^{'}}{\zeta} (1 + \beta^* + \delta) - \frac{\zeta^{'}}{\zeta} (2\beta^*).
\]
When \( \delta = \alpha^* \), \(-\frac{1}{\zeta} (\beta^* + \delta) \) is a simple pole with a residue of 1. \( A_D(W_r) \) has no poles so

\[
\tilde{H}_D(W_r) = \begin{cases} 
\frac{1}{\alpha^* + \beta^*} + O(1) & W_r = \{\beta^*\} \\
O(1) & \text{otherwise.}
\end{cases}
\]

(5.77)

This satisfies the conditions of P2.

---

**P3:** Now we consider the case where \( \alpha^* \in A/D, \beta^* \in D \). This is similar to the previous case, \( \tilde{Q}(D) \) is regular as \( \alpha^* = -\beta^* \) and the only pole in \( H_D(W_r) \) is when \( W_r = \{\alpha^*\} \).

\[
\tilde{H}_D(W_r) = \begin{cases} 
\frac{1}{\alpha^* + \beta^*} + O(1) & W_r = \{\alpha^*\} \\
O(1) & \text{otherwise.}
\end{cases}
\]

(5.78)

This shows that \( \tilde{Q}(D) \) and \( \tilde{H}_D(W_r) \) satisfy P3.

---

**P4:** We need to consider when \( \alpha^*, \beta^* \in D \). Recall that \( D' = D/\{\alpha^*, \beta^*\} \). We already have expansions for \( H_D(W_r), A_D(W_r) \) and \( A_E(D, D, D) = A_E(D) \) in Lemmas 5.3-5.8. We want to find an expansion for \( Q(D) \) around \( \alpha^* = \beta^* \).

\[
Q(D) := (-1)^{|D|} \left( \frac{\sqrt{M(|d|)}}{2\pi} \right)^{-2} \sum_{\delta \in D} \frac{\Gamma(1-\delta)}{\Gamma(1+\delta)}
\]

\[
\times \sqrt{\frac{Z_\zeta(D^-, D^-) Z_\zeta(D, D) Y_\zeta(D)}{Z_\zeta(D^-, D)^2 Y_\zeta(D^-)}}
\]

\[
= Q(D') \left( \frac{\sqrt{M(|d|)}}{2\pi} \right)^{-2(\alpha^* + \beta^*)} \frac{\Gamma(1-\alpha^*) \Gamma(1-\beta^*)}{\Gamma(1+\alpha^*) \Gamma(1+\beta^*)}
\]

\[
\times \frac{\zeta(1+2\alpha^*) \zeta(1+2\beta^*) \zeta(1+\alpha^* + \beta^*) \zeta(1-\alpha^* - \beta^*)}{\zeta(1+\alpha^* - \beta^*) \zeta(1-\alpha^* + \beta^*)}
\]

\[
\times \prod_{\delta \in D} \frac{\zeta(1-\alpha^* - \delta) \zeta(1+\alpha^* + \delta) \zeta(1-\beta^* - \delta) \zeta(1+\beta^* + \delta)}{\zeta(1-\alpha^* + \delta) \zeta(1+\alpha^* - \delta) \zeta(1+\beta^* - \delta) \zeta(1-\beta^* + \delta)}
\]

\[
= Q(D') \left( \frac{-1}{(\alpha^* + \beta^*)^2} - \frac{1}{12} + O(|\alpha^* + \beta^*|) \right)
\]

\[
\times \left( 1 - (\alpha^* + \beta^*) \left[ H_{D'}(\{\beta^*\}) + H_{D'}(\{-\beta^*\}) \right]
\]

\[
+ 2 \log \left( \frac{\sqrt{M(|d|)}}{2\pi} \right) + \frac{\Gamma'(1 + \beta^*)}{\Gamma(1 + \beta^*)} + \frac{\Gamma'(1 - \beta^*)}{\Gamma(1 - \beta^*)}
\]

\[
+ O(|\alpha^* + \beta^*|^2)
\]

(5.81)

Combining this with the results for \( H_D(W_r), A_D(W_r) \) and \( A_E(D, D, D) = A_E(D) \).
\[ Q(D) = Q(D)A_E(D) \]
\[ = Q(D') \left( \frac{-1}{(\alpha^* + \beta^*)^2} - \frac{1}{12} + O(|\alpha^* + \beta^*|) \right) \]
\[ \times \left( 1 - (\alpha^* + \beta^*) \left[ H_{D'}(\{\beta^*\}) + H_{D'}(\{-\beta^*\}) \right] \right) \]
\[ - \frac{\psi'}{\psi} \left( \frac{1}{2} + \beta^* \chi_d \right) \right] + O(|\alpha^* + \beta^*|^2) \]
\[ \times A_E(D') \left( 1 + (\alpha^* + \beta^*) \left[ -H_{D'}(\{\beta^*\}) + H_{D'}(\{-\beta^*\}) \right] \right) \]
\[ - \frac{1}{(\alpha^* + \beta^*)^2} \widetilde{Q(D')} \]
\[ \frac{Q(D')}{(\alpha^* + \beta^*)} \left( -H_{D'}(\{\beta^*\}) - H_{D'}(\{-\beta^*\}) - f(\beta^*) \right) \]
\[ + O(1) \]

Combining this with Lemma 5.7, the conditions of P4 are met. Hence by Lemma 2.6 we have proved the first part of the Residue Theorem 5.4.

For the second part, we need to check that \( \widetilde{Q(D)} \) and \( \widetilde{H_D(W_r)} \) meet the conditions R1 and R2 from Definition 2.7.

**R1:** Suppose \( \alpha^* \in A/D \), then \( \widetilde{Q(D)} \) is independent of \( \alpha^* \). The only pole comes from \( W_r = \{\alpha^*\} \), where

\[ H_D(\{\alpha^*\}) = \sum_{d \in D} \zeta'(1 + \alpha^* - d) - \zeta'(1 + \alpha^* + d) - \zeta'(1 + 2\alpha^*). \]

The residue as \( x \to 0 \) of \( \zeta'(1 + x) \) is 1. So

\[ \widetilde{H_D(W_r)} = \begin{cases} \frac{-1}{2\alpha^*} + O(1) & W = \{\alpha^*\} \\ O(1) & \text{otherwise} \end{cases} \]

Thus the condition R1 is met.
R2: Now we consider the case where $\alpha^* \in D$. Then $H_D(A/D)$, $A_E(D)$ and $A_D(W_r)$ are regular at $\alpha^* = 0$, and $\tilde{H}_D(A/D)|_{\alpha^* = 0} = \tilde{H}_D(A/D)$.

$$\tilde{Q}(D) = \tilde{Q}(D') \left( \frac{2\pi}{\sqrt{M|D|}} \right)^{-2\alpha^*} \frac{\Gamma(1 - \alpha^*)}{\Gamma(1 + \alpha^*)} \times \zeta(1 + 2\alpha^*) \prod_{d \in D} \frac{\zeta(1 + \alpha^* + d)\zeta(1 - \alpha^* - d)}{\zeta(1 + \alpha^* - d)\zeta(1 + d - \alpha^*)}.$$  

(5.87)

The only pole comes from the $\zeta(1 + 2\alpha^*)$, which has a residue of $\frac{1}{2}$. This gives

$$\tilde{Q}(D) = -\frac{1}{2\alpha^*} \tilde{Q}(D') + O(1)$$

as required. Hence we can apply Lemma 2.8 and conclude the proof for the second half of the Residue Lemma [5.4].

□

5.5. n-level Density of Zeros of Families of L-functions of Elliptic Curves. In this section we will express the n-level density of zeros of families of L-functions of elliptic curves as contour integrals on the complex plane. We will define the n-level density function, $S_n^E(f)$, for the zeros for a family of twisted L-functions with even functional equation.

$$S_n^E(f) = \sum_{0 < d \leq X} \sum_{\chi_d(-M) = \pm 1} \sum_{t_1, \cdots, t_n > 0} f(\gamma_{t_1, d}, \cdots, \gamma_{t_n, d})$$

(5.89)

where $\gamma_{i, d}$ is the height of the $i^{th}$ zero of $L_E(s, \chi_d)$ on the critical line, above the real axis. Note that the sum over the zeros in $S_n^E(f)$ is not restricted to a sum over distinct indices at this stage.

**Theorem 5.9.** Let $C_-$ denote the path from $-\delta - \infty i$ up to $-\delta + \infty i$ and let $C_+$ denote the path from $\delta - \infty i$ up to $\delta + \infty i$, where $\delta$ is a small positive number. Let $f$ be a holomorphic function of $n$ variables such that

$$f(x_1, \cdots, x_n) = f(\pm x_1, \cdots, \pm x_n).$$

Then

$$2^n (2\pi i)^n S_n^E(f) = \sum_{K \cup L \cup M = \{1, \ldots, n\}} \int_{C_+} \int_{C_{-}^{L \cup M}} (-1)^{|M|} J_{E} (z_K \cup -z_L, z_M) \times f(iz_1, \cdots, iz_n) dz_1 \cdots dz_n$$

(5.91)

where $z_K = \{z_k : k \in K\}$, $-z_L = \{-z_l : l \in L\}$, $\int_{C_+} \int_{C_{-}^{L \cup M}}$ means we are integrating all the variables in $z_K$ along the $C_+$ path and all others along the $C_-$ path and

$$J_E(A, B) = \sum_{0 < d \leq X} \prod_{\alpha \in A} \frac{L_E'(-\frac{1}{2} + \alpha, \chi_d)}{L_E(-\frac{1}{2} + \alpha, \chi_d)} \prod_{\beta \in B} \frac{\psi'(-\frac{1}{2} + \beta, \chi_d)}{\psi(-\frac{1}{2} + \beta, \chi_d)}$$

(5.92)
where $\psi(s, \chi_d) = \chi_d(-M)\omega_E \left( \frac{2\pi}{\sqrt{M|d|}} \right)^{2s-1} \frac{\Gamma \left( \frac{3}{2} - s \right)}{\Gamma(s + \frac{3}{2})}$. Here $K, L, M$ are finite sets of integers and $A, B$ are finite sets of complex numbers. The sum over $d$ is over fundamental discriminants.

This follows immediately from Cauchy's Residue Theorem, in a similar manner to the proof of Theorem 2.2.

Using Theorem 5.2 and Theorem 5.4, we can replace our $J_E(A, B)$ with $J^*_E(A, B) + O(X^{1/2+\epsilon})$, where we define

$$J^*_E(A, B) = \sum_{0 < d \leq X} \prod_{\beta \in B} \Gamma \left( 1 + \beta \right) \psi \left( \frac{1}{2} + \beta, \chi_d \right) \sum_{D \subseteq A} \left( \frac{\sqrt{M|d|}}{2\pi} \right)^{\delta} \times \prod_{\delta \in D} \Gamma \left( 1 - \delta \right) \times \prod_{\delta \in D} \Gamma \left( 1 + \delta \right) \left( \frac{Z_\zeta(D^-, D^-)}{Z_\zeta(D^-, D^+)} \right) \times (-1)^{|D|} A_E(D, D, D) \times \sum_{A \setminus D = W_1 \cup \cdots \cup W_R} \prod_{r=1}^R \tilde{H}_D(W_r)$$

(5.93)

where $\tilde{H}_D$ etc are as described in Theorem 5.2. Our previous definition of $J^*_E(A, \emptyset)$ is the equivalent of $J^*_E(A, \emptyset)$ in our new notation. All our theorems using the original definition have trivial extensions to encompass this new notation.

Note, however, that this additional factor means that the residues found here may be more complicated than those in the random matrices case. In particular we need to consider whether the $\psi' \left( \frac{1}{2} + \beta^*, \chi_d \right)$ factors add additional poles, or affect the residues at the current ones when contemplating the multiple integrals in what follows. Recall that

$$\frac{\psi'}{\psi} \left( \frac{1}{2} + \beta^*, \chi_d \right) = 2 \log \left( \frac{2\pi}{\sqrt{M|d|}} \right) - \frac{\Gamma'}{\Gamma} (1 - \beta^*) - \frac{\Gamma'}{\Gamma} (1 + \beta^*)$$

(5.94)

Clearly the constant term is not a problem, so we only need to focus on the digamma terms. These have poles only at $0, -1, -2$ etc and are meromorphic elsewhere so these are simple to deal with as long as $|\Re(\beta^*)| < \frac{1}{2}$. We are already assuming this in Equation (5.15) so it turns out the additional factor is harmless.

We now have that

$$\langle 2\pi i \rangle^n 2^n S^E_n(f)$$

(5.95)

$$= \sum_{K \cup L \cup M = \{1, \ldots, n\}} (-1)^{|M|} \int_{C^+}^{C^-} \int_{C^L}^{C^R} \sum_{0 < d \leq X} J^*_E(z_K \cup -z_L, z_M) f(iz_1, \ldots, iz_n) dz_1 \cdots dz_n + O \left( X^{1/2+\epsilon} \right)$$
Note that we have pulled the error term outside of the integral as the size of the error is unaffected by integration with respect to \( z_i \).

Here we have assumed that \( f \) decays fast enough that the integrals are negligible outside the range given for the imaginary parts of the parameters in the Ratios Conjecture, Conjecture 5.1. See the one-level density section of [26] for more details, but since it is not at all clear over what range the Ratios Conjectures hold, we do not pursue this further here.

In line with the calculations with orthogonal matrices in Section 2.4, we will move all the contours one by one onto the imaginary axis. We recall from Section 5.4 that if \( \alpha, \beta \in A \)

\[
\text{Res}_{\alpha \to -\beta} J_E^*(A, B) = J_E^*(A' \cup \{ \beta \}, B) + J_E^*(A' \cup \{-\beta\}, B) - J_E^*(A', B \cup \{\beta\})
\]

where \( A' = A \setminus \{\alpha, \beta\} \).

We define, for given \( n, 0 \leq R \leq n \),

\[
\sum_{n,R}^{n} = \sum_{j_1, \ldots, j_n = 1 \atop j_i \neq j_k \forall i, k > R}^{\infty} j_1 \cdots j_n
\]

(5.97)

For fixed sets \( K, L, M \) such that the disjoint union \( K \cup L \cup M = \{1, \cdots, n\} \) let \( I^{n,R}_{f,K,L,M} \) be the integral in Equation (5.95), excluding the error term, with \( N - R \) of the integrals shifted onto the imaginary axis. All the integrals on the imaginary axis are principal value integrals.

\[
I^{n,R}_{f,K,L,M} = \int_{-i\infty}^{i\infty} \cdots \int_{-i\infty}^{i\infty} \int_{C_{+}^{K\cap\{1,\ldots,n\}}}^{r} \int_{C_{-}^{(L\cup M)\cap\{1,\ldots,R\}}}^{r} J_E^*(z_K \cup -z_L, z_M) \times f(iz_1, \cdots, iz_n)dz_1 \cdots dz_R dz_{R+1} \cdots dz_n.
\]

(5.98)

We can express Equation (5.95) in the new notation.

\[
(2\pi i)^{n+2} \sum_{0 < d \leq X} \chi_d(-M) \omega_E = +1 \sum_{\gamma_j, \cdots, \gamma_j, d}^{n,n} f(\gamma_j, d, \cdots, \gamma_j, d)
\]

(5.99)

We will now prove

**Theorem 5.10.** Assume Conjecture 5.1. With the notation defined above, \( 0 \leq R \leq n \), and \( d \) summing over fundamental discriminants,

\[
(2\pi i)^{n+2} \sum_{0 < d \leq X} \chi_d(-M) \omega_E = +1 \sum_{\gamma_j, \cdots, \gamma_j, d}^{n,R} f(\gamma_j, d, \cdots, \gamma_j, d)
\]

(5.100)

\[
= \sum_{K \cup L \cup M = \{1, \cdots, n\}} (-1)^{|M|} I^{n,R}_{f,K,L,M} + O \left( X^{\frac{1}{2} + \epsilon} \right).
\]
Proof. This proof follows identical steps to that of Theorem 2.10 so we will refrain from repeating all the explanation and instead just reference the relevant point in that proof of the $SO(2N)$ case.

The first step, in analogy to the steps leading up to (2.83), is to confirm the case $n = 1$, $R = 0$:

\begin{equation}
(2\pi i) 2 \sum_{0 < d \leq X} \sum_{\chi_d(-M) \omega_E = +1}^{1,0} f(\gamma_{j_1,d}) \end{equation}

\begin{equation}
= \int_{C^+} J_E^+(z,\theta) f(-iz) dz + \int_{C^-} J_E^-(\gamma_{j_1,d}) f(-iz) dz \end{equation}

\begin{equation}
- \int_{C^-} J_E^+(\gamma_{j_1,d}) f(-iz) dz + O\left( X^{\frac{1}{2}+\epsilon} \right). \end{equation}

We now consider the inductive step. Assume Equation (5.100) is true for $n = p - 1$ and 0 $\leq R \leq p - 1$ and consider the case when $n = p$, 0 $\leq R \leq p$. We will proceed by induction on $R$. We have already proved that Equation (5.100) holds if $R = p$ so we take that as the base case. Assume that Equation (5.100) holds if $n = p$, and $R \geq S$ so that

\begin{equation}
(2\pi i)^p 2^p \sum_{0 < d \leq X} \sum_{\chi_d(-M) \omega_E = +1}^{p,S} f(\gamma_{j_1,d}, \ldots, \gamma_{j_p,d}) \end{equation}

\begin{equation}
= \sum_{K \cup L \cup M = \{1, \ldots, p\}} (-1)^{|M|} P_{K,L,M}^{p,S} + O\left( X^{\frac{1}{2}+\epsilon} \right) \end{equation}

\begin{equation}
= \sum_{K \cup L \cup M = \{1, \ldots, p\}} (-1)^{|M|} \times \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \int_{C_+^{K \cap \{1, \ldots, S\}}} \int_{C_+^{L \cup M \cap \{1, \ldots, S\}}} J_E^+(z_K - z_L, z_M) \end{equation}

\begin{equation}
\times f(iz_1, \ldots, iz_p) dz_1 \cdots dz_S d\gamma_{j_1} + O\left( X^{\frac{1}{2}+\epsilon} \right). \end{equation}

The residue structure is identical to the case in Theorem 2.10. Thus the only new information we need for this case is that for fixed sets $K, L, M$ such that the disjoint union $K \cup L \cup M = \{1, \ldots, p\}$, if $S \in K$, then the residue of $J_E^+(z_K - z_L, z_M)$ at $z_S = \pm z_t$ is

\begin{equation}
i \pi \left( -J_E^+\left( z_{K'} - z_L, z_{M \cup \{t\}} \right) + J_E^+\left( z_{K'} - z_L \cup \{t\}, z_M \right) \right) \end{equation}

\begin{equation}
+ J_E^+\left( z_{K' \cup \{t\}} - z_L, z_M \right) \end{equation}

\begin{equation}
\times f(iz_1, \ldots, iz_{S-1}, iz_t, iz_{S+1}, \ldots, iz_p). \end{equation}

where $K' = K \cap (A - \{S, t\}), L' = L \cap (A - \{S, t\})$.
Thus, in analogy to equation (2.88), we find that the main term of (5.104) is equivalent to

\[
\sum_{K \cup L \cup M = \{1, \ldots, p\}} (-1)^{|M|} p_{f,K,L,M}^{S-1} \\
+ 4\pi i \sum_{t = S+1}^{p} \sum_{K' \cup L' \cup M = \{1, \ldots, p\} \setminus \{S,t\}} (-1)^{|M|} \\
\int_{i\infty}^{i\infty} \cdots \int_{i\infty}^{i\infty} \int_{C_{+}^{K' \cap \{1, \ldots, S-1\}}} \int_{C_{-}^{(L' \cup M) \cap \{1, \ldots, S-1\}}} (-J_{E}^{*}(z_{K' \cup -z_{L'} \cup \{t\}}) \\
+ J_{E}^{*}(z_{K' \cup -z_{L'} \cup \{t\}}, z_{M}) + J_{E}^{*}(z_{K' \cup \{t\}) - z_{L'} \cup \{t\}, z_{M}) \\
\times f(iz_{1}, \cdots, z_{S-1}, z_{t}, z_{S+1}, \cdots, iz_{p}) dz_{1} \cdots dz_{S-1} dz_{S+1} \cdots dz_{p}.
\]

(5.106)

All of the unions over sets are disjoint unions.

Defining \( g \) as at (2.90), we can rewrite Equation (5.106)

\[
\sum_{K \cup L \cup M = \{1, \ldots, p\}} (-1)^{|M|} p_{f,K,L,M}^{S} \\
= \sum_{K \cup L \cup M = \{1, \ldots, p\}} (-1)^{|M|} p_{f,K,L,M}^{S-1} \\
+ 4\pi i \sum_{t = S+1}^{p} \sum_{K \cup L \cup M = \{1, \ldots, p\} \setminus \{S,t\}} (-1)^{|M|} p_{g_{t},S,K,L,M}^{S-1}.
\]

(5.107)

By our inductive hypothesis on \( n \), Equation (5.104) holds for \( n = p - 1 \) and \( R = S - 1 \).

\[
\sum_{K \cup L \cup M = \{1, \ldots, p\}} (-1)^{|M|} p_{f,K,L,M}^{S} \\
= \sum_{K \cup L \cup M = \{1, \ldots, p\}} (-1)^{|M|} p_{f,K,L,M}^{S-1} \\
+ 4\pi i \sum_{t = S+1}^{p} (2\pi i)^{p-1} 2^{p-1} \sum_{0 < d \leq X} \sum_{\chi_{d}(-M) \omega_{E} = 1} g_{t,S}(\gamma_{j_{1},d}, \cdots, \gamma_{j_{p-1},d}).
\]

(5.108)
The equivalent of (2.95) results in the left hand side of Equation (5.104) being written as

\[(2\pi i)^p 2^p \sum_{0<d\leq X} \sum_{\chi_d(-M)\omega_E=1}^{p,s} f(\gamma_{j_1,d}, \cdots, \gamma_{j_p,d}) = \begin{array}{c}
(2\pi i)^p 2^p \sum_{0<d\leq X} \sum_{\chi_d(-M)\omega_E=1}^{p,S-1} f(\gamma_{j_1,d}, \cdots, \gamma_{j_p,d}) \\
+ (2\pi i)^p 2^p \sum_{t=S+1}^{p} \sum_{\chi_d(-M)\omega_E=1}^{p-1,S} g_{t,S}(\gamma_{j_1,d}, \cdots, \gamma_{j_{p-1},d}).
\end{array}\]  

(5.109)

Equating Equations (5.108) and (5.109), we see that

\[
\sum_{K\cup L\cup M=\{1, \cdots, p\}} (-1)^{|M|} f_{p,S-1}^{K,L,M} + O\left(X^{\frac{1}{2}+\varepsilon}\right)
= (2\pi i)^p 2^p \sum_{0<d\leq X} \sum_{\chi_d(-M)\omega_E=1}^{p,S-1} f(\gamma_{j_1,d}, \cdots, \gamma_{j_p,d}).
\]  

(5.110)

Thus we have completed the inductive step in $R$ by showing that Equation (5.100) holds for $n = p, R = S - 1$ if it holds for $n = p, R = S$. As we have already shown Equation (5.100) holds for $n = p, R = p$, we have now shown that it holds for all $R$ when $n = p$.

This completes the inductive step in $n$, as we have shown that Equation (5.100) holds for all $0 \leq R \leq n$ when $n = p$ if it holds for all $0 \leq R \leq n$ and $n = p - 1$. We already proved that it holds for all $0 \leq R \leq 1$ when $n = 1$, so by induction Equation (5.100) is true for all $n$ and $0 \leq R \leq n$. 

We can state our final result for the $n$-level density of zeros of families of twisted elliptic curve $L$-functions.

**Theorem 5.11 (n-level Density of Zeros of Families of Twisted Elliptic Curve $L$-functions).** Assume Conjecture 5.7 and the Riemann Hypothesis. Then

\[
\sum_{0<d\leq X} \sum_{\chi_d(-M)\omega_E=1}^{n,0} f(\gamma_{j_1,d}, \cdots, \gamma_{j_n,d}) = \frac{1}{(2\pi)^n} \sum_{K\cup L\cup M=\{1, \cdots, n\}} (-1)^{|M|} \left(\int_0^\infty\right)^n J_E^*(-iz_K \cup iz_L, -iz_M)
\times f(z_1, \cdots, z_n) dz_1 \cdots dz_n + O\left(X^{\frac{1}{2}+\varepsilon}\right),
\]  

(5.111)

where $J_E^*(-iz_K \cup iz_L, -iz_M)$ is defined in (5.93) and the sum notation is defined at (2.75) and implies the sum is over zeros with distinct indices. The sum over $d$ is over fundamental discriminants.
Proof. This follows easily from the previous theorem. We have proven that

\[(2\pi i)^n 2^n \sum_{0<d\leq X} \sum_{\chi_d(-M)\omega_E=+1}^{n,0} f(\gamma_{j_1,d}, \cdots, \gamma_{j_n,d})\]

\[(5.112) = \sum_{K\cup L\cup M=\{1, \cdots, n\}} (-1)^{|M|} I_{f,K,L,M}^{n,0} + O\left(X^{1/2+\epsilon}\right)\]

\[(5.113) = \sum_{K\cup L\cup M=\{1, \cdots, n\}} (-1)^{|M|} \times \left(\int_{-\infty}^{\infty} J_E^*(z_K \cup -z_L, z_M) f(iz_1, \cdots, iz_n) dz_1 \cdots dz_n + O\left(X^{1/2+\epsilon}\right)\right)\]

where the integral here is a principal value integral.

\[(5.114) = i^n \sum_{K\cup L\cup M=\{1, \cdots, n\}} (-1)^{|M|} \left(\int_{-\infty}^{\infty} J_E^*(-iz_K \cup iz_L, -iz_M) f(z_1, \cdots, z_n) dz_1 \cdots dz_n + O\left(X^{1/2+\epsilon}\right)\right)\]

\[(5.115) = i^n \left(\int_{-\infty}^{\infty} \sum_{K\cup L\cup M=\{1, \cdots, n\}} (-1)^{|M|} J_E^*(-iz_K \cup iz_L, -iz_M) f(z_1, \cdots, z_n) dz_1 \cdots dz_n + O\left(X^{1/2+\epsilon}\right)\right).\]

Now

\[(5.116) = \sum_{K\cup L\cup M=\{1, \cdots, n\}} (-1)^{|M|} J_E^*(iz_K \cup -iz_L, iz_M)\]

due to \(\psi'\left(\frac{1}{2} + \alpha, \chi_d\right) = \psi'\left(\frac{1}{2} - \alpha, \chi_d\right)\). In addition, \(f(\theta_{j_1}, \cdots, \theta_{j_n}) = f(\pm\theta_{j_1}, \cdots, \pm\theta_{j_n})\). Thus each integral from \(-\infty\) to \(\infty\) is double the integral from \(0\) to \(\infty\).

\[(5.117) = 2^n \left(\int_0^{\infty} \sum_{K\cup L\cup M=\{1, \cdots, n\}} (-1)^{|M|} J_E^*(-iz_K \cup iz_L, -iz_M) \times f(z_1, \cdots, z_n) dz_1 \cdots dz_n + O\left(X^{1/2+\epsilon}\right)\right).\]
All that is now required is to show that there are no poles on the path of integration. As $f$ is holomorphic, we just need to check that
\[
\sum_{K \cup L \cup M = \{1, \ldots, n\}} (-1)^{|M|} J_E^*(-iz_K \cup iz_L, -iz_M)
\]
has no poles at $z_1 = z_2$ (this argument applies equally well to any other pair of $z$'s by symmetry). We do not need to check for a pole at $z_1 = -z_2$ as $z_i \geq 0$, for $0 \leq i \leq n$ on the path of integration. A given $J_E^*(-iz_K \cup iz_L, -iz_M)$ has a pole at $z_1 = z_2$ if $1 \in K, 2 \in L$ or $1 \in L, 2 \in K$. So
\[
\text{Res}_{z_1 = z_2} \left( \sum_{K \cup L \cup M = \{1, \ldots, n\}} (-1)^{|M|} J_E^*(-iz_K \cup iz_L, -iz_M) \right)
\]
has no poles at $z_1 = z_2$ (this argument applies equally well to any other pair of $z$'s by symmetry). We do not need to check for a pole at $z_1 = -z_2$ as $z_i \geq 0$, for $0 \leq i \leq n$ on the path of integration. Therefore there are no poles on the path of integration, for the same reason as in Section 2.4.

6. Zero Statistics of Quadratic Dirichlet $L$-functions

Let $\chi_d$ be a real primitive Dirichlet character. For any Dirichlet character of modulus $d$, $\chi_d(n)$, we can define an $L$-function
\[
L(s, \chi_d) = \sum_{n=1}^{\infty} \frac{\chi_d(n)}{n^s}.
\]
$L(s, \chi_d)$ has an Euler product
\[
L(s, \chi_d) = \prod_p \left( 1 - \frac{\chi_d(p)}{p^s} \right)^{-1}.
\]
If $\chi_d$ is primitive $L(s, \chi_d)$ has an analytic continuation to the whole complex plane and has a functional equation.

When $\chi_d$ is real and $d > 0$, the functional equation is
\[
L(1 - s, \chi_d) = \left( \frac{\pi}{d} \right)^{\frac{s}{2}} \frac{\Gamma\left( \frac{s}{2} \right)}{\Gamma\left( \frac{1-s}{2} \right)} L(s, \chi_d).
\]

We can further define a family of $L$-functions $D^+ = \{L(s, \chi_d) : d > 0 \text{ a fundamental discriminant}\}$. All sums over $0 < d \leq X$ in this section include only fundamental discriminants. We expect that the $n$-level density of the zeros of the $L$-functions in $D^+$, averaged over the family will correspond to that of the eigenangles of $USp(2N)$.
Our plan is therefore to follow the recipe of Conrey, Farmer and Zirnbauer [21] to express ratios of Dirichlet $L$-functions in appropriate terms and then mimic the calculations from Section 3 to determine the $n$-level density.

6.1. Ratios of Quadratic Dirichlet $L$-functions. The result from “Autocorrelation of ratios of $L$-functions” [21], can be rewritten into set notation.

**Conjecture 6.1** (Ratios of Quadratic Dirichlet $L$-functions). Let \( A = \{\alpha_1, \cdots, \alpha_K\} \) and \( B = \{\gamma_1, \cdots, \gamma_Q\} \) such that

\[
\begin{align*}
-\frac{1}{4} < \Re(\alpha_i) < \frac{1}{4} & \quad 1 \leq i \leq K \\
\frac{1}{\log X} \ll \Re(\gamma_j) & \quad 1 \leq j \leq Q \\
\forall \epsilon > 0, \; \Im(\alpha_i), \Im(\gamma_j) & \ll X^{1-\epsilon} \quad 1 \leq i \leq K, 1 \leq j \leq Q
\end{align*}
\]

then

\[
\sum_{0<d\leq X} \prod_{k=1}^{K} L \left( \frac{1}{2} + \alpha_k, \chi_d \right) \prod_{q=1}^{Q} L \left( \frac{1}{2} + \gamma_q, \chi_d \right)
\]

\[
= \sum_{0<d\leq X} \sum_{F\subset A} \left( \frac{d}{\pi} \right)^{-\sum_{f\in F} f} \prod_{f\in F} \frac{\Gamma \left( \frac{1}{4} - \frac{f}{2} \right)}{\Gamma \left( \frac{1}{4} + \frac{f}{2} \right)}
\]

\[
\times Y_{DL} (A, B, F) A_{DL} (A, B, F) + O \left( X^{\frac{1}{2}+\epsilon} \right)
\]

where $d$ is summed over fundamental discriminants and $Y_{DL}$ and $A_{DL}$ are defined for $D \subset A$ as follows

\[
Y_{DL} (A, B, D) = \sqrt{\frac{Z_{\zeta} ((A\setminus D) \cup D^{-}, (A\setminus D) \cup D^{-}) Y_{\zeta} ((A\setminus D) \cup D^{-}) Z_{\zeta} (B, B)}{Z_{\zeta} ((A\setminus D) \cup D^{-}, B) Y_{\zeta} (B)}}
\]

\[
A_{DL} (A, B, D) = Y_{DL} (A, B, D)^{-1} \prod_{p} \frac{1}{1 + \frac{1}{p}} \left( \frac{1}{2 V_{-} (B)} \frac{V_{+} (B)}{2 V_{+} ((A\setminus D) \cup D^{-})} + \frac{1}{p} \right)
\]
and

\begin{align}
V_+(A) &= \prod_{\alpha \in A} \left( 1 + \frac{1}{p^{2+\alpha}} \right) \tag{6.8} \\
V_-(A) &= \prod_{\alpha \in A} \left( 1 - \frac{1}{p^{2+\alpha}} \right) \tag{6.9} \\
D^- &= \{ -\delta : \delta \in D \} \tag{6.10} \\
Z_\zeta(A, B) &= \prod_{a \in A, b \in B} \zeta(1 + a + b) \tag{6.11} \\
Y_\zeta(A) &= \prod_{a \in A} \zeta(1 + 2a) \tag{6.12}
\end{align}

6.2. Differentiating Ratios of Quadratic Dirichlet $L$-functions. Following the calculation in Section 3.2, we now wish to calculate

\begin{equation}
J_{DL}(A) = \sum_{0 < d \leq X} \prod_{\alpha \in A} \frac{L'}{L} \left( \frac{1}{2} + \alpha, \chi_d \right) = \prod_{\alpha \in A} \frac{\partial}{\partial \alpha} R_{DL}(A, B) \bigg|_{B=A}. \tag{6.13}
\end{equation}

where

\begin{equation}
R_{DL}(A, B) = \sum_{0 < d \leq X} \frac{\prod_k L \left( \frac{1}{2} + \alpha_k, \chi_d \right)}{\prod_q L \left( \frac{1}{2} + \gamma_q, \chi_d \right)}. \tag{6.14}
\end{equation}

**Theorem 6.2.** Assume Conjecture 6.1. Let $A$ be a finite set of complex numbers where

\begin{align}
\frac{1}{\log X} &\ll \Re(\alpha) < \frac{1}{4} \quad \forall \alpha \in A \tag{6.15} \\
&\forall \epsilon > 0, \Im(\alpha), \ll X^{1-\epsilon} \quad \forall \alpha \in A.
\end{align}

Then we have $J_{DL}(A) = J^*_r DL(A) + O \left( X^{\frac{3}{4}+\epsilon} \right)$ where

\begin{align}
J_{DL} (A) &= \sum_{0 < d \leq X} \prod_{\alpha \in A} \frac{L'}{L} \left( \frac{1}{2} + \alpha, \chi_d \right) \tag{6.16} \\
J^*_{DL} (A) &= \sum_{0 < d \leq X} \sum_{D \subset A} \left( \frac{d}{\pi} \right)^{-\sum_{\delta \in D} \delta} \prod_{\delta \in D} \frac{\Gamma \left( \frac{1}{4} - \frac{\delta}{2} \right)}{\Gamma \left( \frac{1}{4} + \frac{\delta}{2} \right)} \\
&\times \sqrt{\frac{Z_\zeta(D^-, D^-) Z_\zeta(D, D) Y_\zeta(D^-)}} \times (-1)^{|D|} A_{DL} (D, D, D) \\
&\times \sum_{A \setminus D = W_1 \cup \cdots \cup W_R} \prod_{r=1}^R H_D (W_r) \tag{6.17}
\end{align}
where
\begin{equation}
\hat{H}_D(W_r) = H_D(W_r) + A_D(W_r)
\end{equation}
and
\begin{equation}
H_D(W_r) = \begin{cases} 
\sum_{\beta \in D} \left( \frac{\zeta'}{\zeta} (1 + \gamma - \beta) - \frac{\zeta'}{\zeta} (1 + \gamma + \beta) \right) + \frac{\zeta'}{\zeta} (1 + 2\gamma) & W_r = \{\gamma\} \\
\left( \frac{\zeta'}{\zeta} \right) (1 + \gamma_1 + \gamma_2) & W_r = \{\gamma_1, \gamma_2\} \\
1 & W_r = \emptyset
\end{cases}
\end{equation}

\begin{equation}
A_D(W_r) = \prod_{\alpha \in W_r} \left. \frac{\partial}{\partial \alpha} A_{DL}(A, B, D) \right|_{B=A}
\end{equation}

\(Z_\zeta, Y_\zeta, A_{DL}(A, B, D)\) are defined in Conjecture 6.1 and the sum over \(0 < d \leq X\) includes only fundamental discriminants.

Note that the conditions on \(A\) come from the conditions on Conjecture 6.1.

This calculation follows exactly the same lines as similar calculations and arguments used in the proof of Theorem 5.2. For full details, see the thesis of Amy Mason [65].

6.3. Residue Theorem for Quadratic Dirichlet \(L\)-functions. In this section, we will locate the poles of \(J_{DL}^*(A)\) and calculate the residue of these poles.

**Theorem 6.3.** Let \(A\) be a finite set of complex numbers, let \(\alpha^*, \beta^* \in A\) and \(A' = A \setminus \{a, b\}\) and let \(J_{DL}^*(A)\) be as defined in Conjecture 6.2. Then

\begin{equation}
\text{Res}_{\alpha^*=-\beta^*}(J_{DL}^*(A)) = J_{DL}^*(A' \cup \{\beta^*\}) + J_{DL}^*(A' \cup \{-\beta^*\})
\end{equation}

\begin{equation}
- \frac{\psi_{DL}'}{\psi_{DL}} \left( \frac{1}{2} + \beta^*, \chi_d \right) J_{DL}^*(A')
\end{equation}

where \(\psi_{DL}(s, \chi_d) = \left( \frac{\pi}{2} \right)^s \frac{\Gamma(s)}{\Gamma(1-s)}\) comes from the functional equation.

\begin{equation}
\text{Res}_{\alpha^*=0}(J_{DL}^*(A)) = 0.
\end{equation}

**Proof.** Let \(D \subseteq A\), define \(P_D\) and \(Q\) as

\begin{equation}
J_{DL}(A) = \sum_{D \subseteq A} P_D(A \setminus D)
\end{equation}

\begin{equation}
= \sum_{D \subseteq A} \widehat{Q}(D) \sum_{A \setminus D = \bigcup_{|W_r| \leq 2} W_r} \prod_{r} \left( \hat{H}_D(W_r) \right)
\end{equation}

(6.25)
6.4. \( n \)-level Density of Zeros of Families of Quadratic Dirichlet \( L \)-functions. We will define the \( n \)-level density function, \( S_n^{DL}(f) \) for the zeros for the family of \( L \)-functions \( D^+ = \{ L(s, \chi_d) : d > 0; d \text{ a fundamental discriminant} \} \).

\[
S_n^{DL}(f) = \sum_{0 < d \leq X} \sum_{\gamma_{t_1, \cdots, t_n} > 0} f(\gamma_{t_1, \cdots, \gamma_{t_n}})
\]

where \( \gamma_{i,d} \) is the \( i^{\text{th}} \) zero of \( L(s, \chi_d) \) on the critical line, above the real axis. Note that the sum over the zeros in \( S_n^{DL}(f) \) is not restricted to a sum over distinct indices at this stage.

**Theorem 6.4.** Let \( C_- \) denote the path from \( -\delta - \infty i \) up to \( -\delta + \infty i \) and let \( C_+ \) denote the path from \( \delta - \infty i \) up to \( \delta + \infty i \), where \( \delta \) is a small positive number. Let \( f \) be a holomorphic function of \( n \) variables such that

\[
f(\theta_{j_1}, \cdots, \theta_{j_n}) = f(\pm \theta_{j_1}, \cdots, \pm \theta_{j_n}).
\]

Then

\[
2^n (2\pi)^n S_n^{DL}(f) = \sum_{K \cup L \cup M = \{1, \cdots, n \}} \int_{C_+} \int_{C_-} (-1)^{|M|} J_{DL}^{L} (z_K \cup -z_L, z_M) \times f(iz_1, \cdots, iz_n) dz_1 \cdots dz_n
\]

where \( z_K = \{ z_k : k \in K \} \), \(- z_L = \{ -z_l : l \in L \} \) and \( \int_{C_+} \int_{C_-} \) means we are integrating all the variables in \( z_K \) along the \( C_+ \) path and all others along the \( C_- \) path and define

\[
J_{DL}(A, B) = \sum_{0 < d \leq X} \prod_{\alpha \in A} \frac{L'}{L} \left( \frac{1}{2} + \alpha, \chi_d \right) \prod_{\beta \in B} \frac{\psi'}{\psi_D}(\frac{1}{2} + \beta, \chi_d)
\]
where \( \psi_{DL}(s, \chi_d) = \left( \frac{\pi}{d} \right)^{s-\frac{1}{2}} \frac{\Gamma\left(\frac{s}{2}\right)}{\Gamma\left(\frac{s+1}{2}\right)} \), with this definition being the obvious extension of \( J_{DL}(A) \) defined in Equation (6.13). Here \( K, L, M \) are finite, disjoint sets of integers and \( A, B \) are finite sets of complex numbers. The sum over \( d \) is over fundamental discriminants.

The proof of this trivially follows the same arguments as the proof of Theorem 5.9. Note that again we have an identity giving

\[
J_{DL}(A, B) = J_{DL}^{*}(A, B) + O\left(X^{\frac{1}{2}+\epsilon}\right)
\]

where \( A \) is a finite set of complex numbers where \( \frac{1}{\log X} \ll \Re(\alpha) < \frac{1}{4} \) and \( \Im(\alpha) \ll X^{1-\epsilon} \) for \( \alpha \in A \) via Theorem 6.2. Again, all preceding results translate immediately to \( J_{DL}(A, B) \) from the original \( J_{DL}(A) \). Here

\[
J_{DL}^{*}(A, B) = \sum_{0 < d \leq X} \prod_{\beta \in B} \psi'_{DL}\left(\frac{1}{2} + \beta, \chi_d\right) \sum_{D \subseteq A} \left(\frac{d}{\pi}\right)^{-\sum_{\delta \in D} \delta}
\]

\[
\times \prod_{\delta \in D} \frac{\Gamma\left(\frac{1}{2} - \frac{\delta}{2}\right)}{\Gamma\left(\frac{1}{2} + \frac{\delta}{2}\right)} \left(\frac{Z_{\zeta}(D-, D-) Z_{\zeta}(D, D) Y_{\zeta}(D-)}{Z_{\zeta}^{\dagger}(D-, D) Y_{\zeta}(D)}\right)
\]

\[
\times (-1)^{|D|} A_{DL} (D, D, D)
\]

\[
\times \sum_{A/D= W_1 \cup \cdots \cup W_R} \prod_{r=1}^{R} \hat{H}_D(W_r).
\]

with all terms as defined in Theorem 6.2.

The only possible poles are, as in previous cases, when \( \alpha, \beta \in A \) and \( \alpha = 0 \) or \( \alpha = -\beta \) with residues

\[
\text{Res}_{\alpha^* = 0} (J_{DL}^{*}(A, B)) = 0,
\]

\[
\text{Res}_{\alpha^* = -\beta^*} (J_{DL}^{*}(A, B)) = J_{DL}^{*}\left( A' \cup \{\beta^*\}, B \right)
\]

\[
+ J_{DL}\left( A' \cup \{-\beta^*\}, B \right)
\]

\[
- J_{DL}\left( A', B \cup \{\beta^*\} \right)
\]

where \( \psi_{DL}(s, \chi_d) = \left( \frac{\pi}{d} \right)^{s-\frac{1}{2}} \frac{\Gamma\left(\frac{s}{2}\right)}{\Gamma\left(\frac{s+1}{2}\right)} \) comes from the functional equation. Reusing our earlier notation defined in Equation (5.97)

\[
\sum_{n=1}^{\infty} n^R = \sum_{j_1, \ldots, j_n = 1}^{\infty} \sum_{j \neq j_k \forall k, k > R}.
\]

For fixed sets \( K, L, M \) such that \( K \cup L \cup M = \{1, \ldots, n\} \) let \( I_{f, K, L, M}^{n, R} \) be the integral in Theorem 6.4 with \( N - R \) of the integrals shifted onto the imaginary axis. All the integrals on the imaginary axis
are principal value integrals.

\[
I^{n,R}_{f,K,L,M} = \int_{-i\infty}^{i\infty} \cdots \int_{-i\infty}^{i\infty} \int_{C(K \cap \{1, \cdots, R\}) \cap \{1, \cdots, R\}} \int_{C(L \cup M) \cap \{1, \cdots, R\}} J^*_DL(z_K \cup -z_L, z_M) \times f(iz_1, \cdots, iz_n)dz_1 \cdots dz_Rdz_{R+1} \cdots dz_n.
\]

Then it can be proved, using the same ideas as the proof of Theorem 5.10 that

**Theorem 6.5.** Assume Conjecture [6.1]. With the notation defined above, \(0 \leq R \leq n\), and \(d\) summed over fundamental discriminants,

\[
(2\pi i)^n 2^n \sum_{0<d \leq X} \sum^{n,R} f(\gamma_{j_1,d}, \cdots, \gamma_{j_n,d}) = \sum_{K \cup L \cup M = \{1, \cdots, n\}} (-1)^{|M|} I^{n,R}_{f,K,L,M} + O\left(X^{1/2+\epsilon}\right).
\]

This immediately gives us the result for the \(n\)-level density of the zeros of \(D^+ = \{L(s, \chi_d) : d > 0\}\) averaged over the family. We can state our final result for the \(n\)-level density of zeros of families Dirichlet \(L\)-functions with real quadratic characters.

**Theorem 6.6.** \((n\text{-level Density of Zeros of Families of Quadratic Dirichlet } L\text{-functions})\) Assume Conjecture [6.1]. Then

\[
\sum_{0<d \leq X} \sum^{n,0} f(\gamma_{j_1,d}, \cdots, \gamma_{j_n,d}) = \frac{1}{(2\pi)^n} \sum_{K \cup L \cup M = \{1, \cdots, n\}} (-1)^{|M|} \left(\int_0^\infty\right)^n J^*_DL(-iz_K \cup iz_L, -iz_M) \times f(z_1, \cdots, z_n)dz_1 \cdots dz_n + O\left(X^{\frac{1}{2}+\epsilon}\right)
\]

with \(J^*_DL(A, B)\) as defined in (6.32) and the sum notation defined at (6.35) indicating a sum over zeros with distinct indices. The sum in \(d\) is over fundamental discriminants.

Using the same argument as in Section 5.5 it is clear there are no poles on the paths on integration.

## 7. \(n\)-level Densities with Restricted Support

Currently it is extremely difficult to verify that number theoretic results on \(n\)-level densities agree with theorems from random matrix theory. These calculations always involve a test function (for example the function \(f\) in (5.1)) which is sampled at positions of the zeros, and theorems can only be proven if the Fourier transform of this test function has its support restricted to a fixed interval around the origin. Rudnick and Sarnak [80] and Rubinstein [79] both use ad hoc methods to compare their calculations with support restricted to \((-1, 1)\), for \(L\)-functions with unitary and symplectic symmetry respectively. Gao [40] extended Rubinstein’s calculation to \((-2, 2)\), but was only able to verify his result for \(n \leq 3\). Levinson and Miller [64] extended this to \(n \leq 7\) and Entin et al. [34] verified it for all \(n\), by-passing the complicated combinatorics that made previous
calculations so difficult and using a function field analogue. Still it remains clear that there is no consistent method of verifying these connections and that in every case the task is non-trivial.

Conrey and Snaith [28] used their random matrix calculations from the earlier paper [27] to allow a more accessible \( n \)-level density comparison between random matrix theory and the Riemann zeros. They demonstrate that the way they write the random matrix theory \( n \)-point correlation formulae in [27] allows immediate identification of which terms remain when restrictions are placed on the support of the Fourier transform of the test function and so the simplified expression can be used to compare with a number theory calculation where the support is restricted.

We give a sketch of the way in which the same ideas can be applied to the \( n \)-level density of eigenangles of orthogonal (see Section 7.1) or symplectic matrices (in Section 7.2) when similar restrictions are placed on the support of the test function. These sections give expressions for \( n \)-level densities of eigenvalues of orthogonal and symplectic matrices when the Fourier transform of the test function has any range of support, reducing the number of terms under consideration when matching with number theoretic results. These results should allow for easier and more straightforward verification of whether number theoretic results limit to random matrix expressions in the orthogonal and symplectic cases. Sections 7.1 and 7.2 describe the principle behind the calculations, while the details would depend on the particular family of \( L \)-functions and the set-up of the Fourier transform and any smoothing or weighting functions used; this is the subject of future work.

7.1. Orthogonal. Recall from Section 2.4, that Lemma 2.9 tells us that for \( n \leq N \) and \( f \) a \( 2\pi \)-periodic, holomorphic function of \( n \) variables such that

\[
f(x_1, \cdots, x_n) = f(\pm x_1, \cdots, \pm x_n)
\]

then

\[
2^n \int_{SO(2N)} \sum_{j_1, \cdots, j_n=1}^N f(\theta_{j_1}, \cdots, \theta_{j_n}) \, dX
\]

\[
= \frac{1}{(2\pi i)^n} \sum_{K \cup L \cup M = \{1, \cdots, n\}} (2N)^{|M|} \times \int_{C^K} \int_{C^L} \int_{C^M} J^*(z_K \cup -z_L) f(i z_1, \cdots, i z_n) \, dz_1 \cdots dz_n.
\]

with \( J^*(A) \) etc as described in Section 2.4

For consistency we rewrite this in terms of the notation used by Conrey and Snaith [28]. Firstly we redefine our idea of eigenangles so that we have an infinite set of points. For \( X \) a \( 2N \times 2N \) orthogonal matrix with eigenvalues \( e^{\pm i \theta_n}, n = 1, \ldots, N \), we will consider the statistics of the set of points

\[
\cdots \theta_{-R} \leq \theta_{R+1} \leq \cdots \leq \theta_0 \leq \theta_1 \leq \cdots \leq \theta_R \leq \theta_{R+1} \leq \cdots
\]

where

\[
\theta_{r+2kN} = \theta_r + 2\pi k.
\]
Take \( F(x_1, \ldots, x_n) \) a holomorphic function of \( n \) variables such that
\[
F(x_1, \ldots, x_n) = F(\pm x_1, \ldots, \pm x_n).
\]
Let \( \delta > 0 \) and \( \int_{(\delta)} \) indicate integration from \( \delta - i\infty \) to \( \delta + i\infty \) and assume \( F(x_1, \ldots, x_n) \) decays rapidly in each variable in horizontal strips. Then a simple extension of Lemma 2.9 gives
\[
\int_{SO(2N)} \sum_{j_1, \ldots, j_n = -\infty}^\infty F(\theta_{j_1}, \ldots, \theta_{j_n}) dX
= \frac{1}{(2\pi i)^N} \sum_{K \cup L \cup M = \{1, \ldots, n\}} (2N)^{|M|}
\times \int_{(\delta)^{|K|}} \int_{(\delta)^{|L|}} \int_{(0)^{|M|}} J^*(z_K \cup -z_L) F(i\xi_1, \ldots, i\xi_n) dz_1 \cdots dz_n,
\]
where
\[
J^*(A) = \sum_{D \subseteq A} e^{-2N \sum_{d \in D} d} (-1)^{|D|} \sqrt{Z(D,D)Z(-D,-D)Y(D)}
\times \prod_{A/D = W_1 \cup \cdots \cup W_R} H_D(W_r)
\]
where \( H_D(W_r), Y, Z \) are defined in Equations 2.27, 2.30.

We apply this with \( F(x_1, \ldots, x_n) = f\left(\frac{Nz_1}{2\pi}, \ldots, \frac{Nz_n}{2\pi}\right) \) and rewrite \( f \) in terms of its Fourier transform, \( \Phi_f \), so that we can investigate the effect of limiting the support of \( \Phi_f \).

\[
f\left(\frac{iNz_1}{2\pi}, \ldots, \frac{iNz_n}{2\pi}\right)
= \int_{\mathbb{R}^n} \Phi_f(\xi_1, \ldots, \xi_n) e\left(-\frac{iNz_1\xi_1}{2\pi} - \cdots - \frac{iNz_n\xi_n}{2\pi}\right) d\xi_1 \cdots d\xi_n
\]
where
\[
e\left(-\frac{iNz_1\xi_1}{2\pi} - \cdots - \frac{iNz_n\xi_n}{2\pi}\right) = e^{Nz_1\xi_1 + \cdots + Nz_n\xi_n}.
\]
Note that \( |\Re(z_i)| \leq \delta \) for all \( i \) and suppose that \( \Phi_f(\xi_1, \ldots, \xi_n) = 0 \) if \( |\xi_1| + \cdots + |\xi_n| > 2q - \epsilon \) for some \( \epsilon > 0 \). That is, \( f \) has restricted support in the sense that arises in \( n \)-level density calculations in a number theoretical context. Therefore
\[
\left|e^{Nz_1\xi_1 + \cdots + Nz_n\xi_n}\right| \leq e^{N\delta(2q-\epsilon)}.
\]

Now consider sets \( D \) where \( |D| \geq q \). Then, as \( |\Re(d)| = \delta, \forall d \in D \), the exponential term in \( J^*(A) \) above is bounded by
\[
\left|e^{-2N\sum_{d \in D} d}\right| \leq e^{-2N\delta q}.
\]
Clearly then the product of these two factors in Equations (7.10) and (7.11) is also bounded

\[(7.12) \quad |e^{Nz_1\xi_1 + \cdots + Nz_n\xi_n}e^{-2N\sum_{d \in D} d}| \leq e^{-N\delta\epsilon} \]

\[\rightarrow 0 \quad \text{as} \quad \delta \rightarrow \infty.\]

It is significant that (7.12) tends to zero as \(\delta\) goes to infinity because we know from Section 2.3 that we can shift the \((\delta)\) contours far to the right and the \((-\delta)\) contours far to the left without encountering any poles of the integrand \(J^*(z_K \cup -z_L) F(iz_1, \ldots, iz_n)\) of (7.6). Thus if \(F\) decays fast enough as any \(z\) variable strays far from the real axis then (7.6) doesn’t change as the contours are shifted to infinity. It can be shown as in [28] that all factors in the integrand other than those considered in (7.12) can be bounded and in this way we see that any term with \(|D| \geq q\) in (7.7) contributes nothing to the integral. With this in mind we define

\[(7.13) \quad J_q^*(A) = \sum_{D \subseteq A \atop |D|<q} e^{-2N\sum_{\delta \in D} \delta} (-1)^{|D|} \sqrt{\frac{Z(D, D)Z(-D, -D)Y(D)}{Y(-D)Z^*(D^*, D)^2}} \times \sum_{A/D = W_1 \cup \cdots \cup W_R \atop |W_i| \leq 2} \prod_{r=1}^R H_D(W_r).\]

When the support of \(f\) is limited to \(2q\), we can rewrite the result in Lemma 2.9 to give

**Theorem 7.1.** Let \(\delta > 0\) and \(\int_{(\delta)}\) indicate integration from \(\delta - i\infty\) to \(\delta + i\infty\). Take \(F(x_1, \cdots, x_n)\) a holomorphic function of \(n\) variables such that

\[(7.14) \quad F(x_1, \cdots, x_n) = F(\pm x_1, \cdots, \pm x_n).\]

and assume \(F(x_1, \cdots, x_n) = f \left(\frac{Nx_1}{2\pi}, \cdots, \frac{Nx_n}{2\pi}\right)\) decays rapidly in each variable in horizontal strips. With \(\Phi_f\) defined as in Equation (7.8) let \(\Phi_f(\xi_1, \cdots, \xi_n) = 0\) if \(|\xi_1| + \cdots + |\xi_n| > 2q - \epsilon\) for some \(\epsilon > 0\). Then

\[(7.15) \quad \int_{SO(2N)} \sum_{j_1, \cdots, j_n = -\infty}^{\infty} F(\theta_{j_1}, \cdots, \theta_{j_n}) dX = \frac{1}{(2\pi i)^n} \sum_{K \cup L \cup M = \{1, \cdots, n\}} (2N)^{|M|} \times \int_{(\delta)^K} \int_{(-\delta)^L} \int_{(0)^M} J_q^*(z_K \cup -z_L) F(iz_1, \cdots, iz_n) dz_1 \cdots dz_n.\]

where \(H_D(W_r), Y, Z\) are defined in Equations 2.27 2.30 and \(J_q^*(A)\) defined in Equation 7.13 above.

7.1.1. **Special Case** \(q = 1\). We particularly want to consider the case \(q = 1\) as the terms simplify dramatically, and should allow for for immediate identification with the terms survive the restrictions in the number theory case when the support is in \((-2, 2)\).
Consider Theorem 7.1 in the case that \( q = 1 \). Then in the sum within \( J_q^*(A) \) the only valid term is that which arises from \( D = \emptyset \).

\[
J_q^*(A) = \sum_{D \subseteq A, |D| < 1} e^{-2N \sum_{\delta \in D} \delta} \prod_{|W_r| \leq 2} H_D(W_r)
\]

\[
= \sum_{A = W_1 \cup \cdots \cup W_R, |W_r| \leq 2} \prod_{r=1}^R H_\emptyset(W_r)
\]

where

\[
H_\emptyset(W_r) = \begin{cases} 
-\frac{z'}{z}(2\alpha) & W_r = \{\alpha\} \\
\left(\frac{z'}{z}\right) & (\alpha + \beta) & W_r = \{\alpha, \beta\}.
\end{cases}
\]

7.2. Symplectic. We can calculate a similar result for the eigenangles of symplectic matrices. For \( X \) an \( 2N \times 2N \) symplectic matrix, we extend its eigenvalues as before

\[
\cdots \theta_{-R} \leq \theta_{R+1} \leq \cdots \leq \theta_0 \leq \theta_1 \leq \cdots \leq \theta_R \leq \theta_{R+1} \leq \cdots
\]

where

\[
\theta_{r+2kN} = \theta_r + 2\pi k.
\]

Take \( F(x_1, \cdots, x_n) \) a holomorphic function of \( n \) variables such that

\[
F(x_1, \cdots, x_n) = F(\pm x_1, \cdots, \pm x_n).
\]

Let \( \delta > 0 \) and \( \int_{(\delta)} \) indicate integration from \( \delta - i\infty \) to \( \delta + i\infty \) and assume \( F(x_1, \cdots, x_n) \) decays rapidly in each variable in horizontal strips. Using Lemma 3.5 and the notation of Conrey and Snaith [28] we can see that

\[
\int_{USp(2N)} \sum_{j_1, \cdots, j_n = -\infty} F(\theta_{j_1}, \cdots, \theta_{j_n}) \, dX = \frac{1}{(2\pi i)^n} \sum_{K \cup L \cup M = \{1, \cdots, n\}} (2N)^{|M|}
\]

\[
\times \int_{(\delta)|K|} \int_{(-\delta)|L|} \int_{(0)|M|} J_q^*_{USp(2N)}(z_K \cup -z_L) F(iz_1, \cdots, iz_n) \, dz_1 \cdots dz_n.
\]
where

\[ J^*_{USp(2N)}(A) = \sum_{D \subseteq A} e^{-2N \sum_{d \in D} \delta} \left| (-1)^{|D|} \sqrt{\frac{Z(D, D)Z(-D, -D)Y(D)}{Y(-D)Z'(D^-, D)^2}} \right| \]

(7.23)

\[ \times \sum_{A/D = W_1 \cup \ldots \cup W_R} \prod_{|W_r| \leq 2} H_D(W_r) \]

and

\[
H_D(W_r) = \begin{cases} 
\sum_{d \in D} \left( \frac{z'}{z} (\alpha - d) - \frac{z'}{z} (\alpha + d) \right) & W_r = \{\alpha\} \\
\frac{z'}{z} (2\alpha) & W_r = \{\alpha, \beta\} \\
\left( \frac{z'}{z} \right) (\alpha + \beta) & W_r = \emptyset
\end{cases}
\]

(7.24)

We apply this with

\[ F(x_1, \ldots, x_n) = f \left( \frac{N_1}{2\pi}, \ldots, \frac{N_n}{2\pi} \right) \]

and as in the orthogonal case we write \( f \) in terms of its Fourier transform.

Suppose that \( \Phi_f (\xi_1, \ldots, \xi_n) = 0 \) if \( |\xi_1| + \cdots + |\xi_n| > 2q - \epsilon \) for some \( \epsilon > 0 \). Hence

\[ e \left( -\frac{iNz_1\xi_1}{2\pi} - \cdots - \frac{iNz_n\xi_n}{2\pi} \right) \leq e^{N\delta(2q-\epsilon)}. \]

(7.25)

and considering sets \( D \) where \( |D| \geq q \) in a similar manner to the orthogonal case above, we can see the exponential term in \( J^*_{USp(2N)}(A) \) is bounded by

\[
\left| e^{-2N \sum_{d \in D} d} \right| \leq e^{-N\delta q}.
\]

Hence the product of these two factors in Equations 7.25 and 7.26 is bounded by

\[
\left| e^{-\frac{iNz_1\xi_1}{2\pi} - \cdots - \frac{iNz_n\xi_n}{2\pi}} e^{-2N \sum_{d \in D} d} \right| \leq e^{-N\delta \epsilon}
\]

\[ \to 0 \text{ as } \delta \to \infty. \]

(7.28)

Define

\[
J^*_{USp(2N), q}(A) = \sum_{D \subseteq A} e^{-2N \sum_{d \in D} \delta} \left| (-1)^{|D|} \sqrt{\frac{Z(D, D)Z(-D, -D)Y(D)}{Y(-D)Z'(D^-, D)^2}} \right| \]

(7.29)

\[ \times \sum_{A/D = W_1 \cup \ldots \cup W_R} \prod_{|W_r| \leq 2} H_D(W_r) \]

Thus we can deduce
Theorem 7.2. Let \( \delta > 0 \) and \( \int (\delta) \) indicate integration from \( \delta - i\infty \) to \( \delta + i\infty \) Take \( F(x_1, \cdots, x_n) \) a holomorphic function of \( n \) variables such that

\[
F(x_1, \cdots, x_n) = F(\pm x_1, \cdots, \pm x_n).
\]

and assume \( F(x_1, \cdots, x_n) = f \left( \frac{N x_1}{2\pi i}, \cdots, \frac{N x_n}{2\pi i} \right) \) decays rapidly in each variable in horizontal strips. With \( \Phi_f \) defined as in Equation 7.8 let \( \Phi_f (\xi_1, \cdots, \xi_n) = 0 \) if \( |\xi_1| + \cdots + |\xi_n| > 2q - \epsilon \) for some \( \epsilon > 0 \). Then

\[
\int_{USp(2N)} \sum_{j_1, \cdots, j_n} F(\theta j_1, \cdots, \theta j_n) dX
\]

\[= \frac{1}{(2\pi i)^n} \sum_{K \subseteq \{1, \cdots, n\}} (2N)^{|M|} \int (\delta)^K \int (\delta)^L \int (0)^M J_{USp(2N)}^*(z_K \cup -z_L) F(iz_1, \cdots, iz_n) dz_1 \cdots dz_n. \]

where \( J_{USp(2N)}^*(A), H_D(W_r), Y, Z \) are defined as above.

7.2.1. Special Case \( q = 1 \). Again, we particularly want to consider when \( q = 1 \). Then in the sum within \( J_q^*(A) \) in Theorem 7.2 the only valid term is that which arises from \( D = \emptyset \).

\[
J_q^*(A) = \sum_{D \subseteq A \atop |D| < 1} e^{-2N} \sum_{\delta \in D} \delta |D| (-1)^{|D|} \sqrt{Z(D, D)Z(-D, -D)Y(-D)} \]

\[
\times \prod_{r=1}^R H_D(W_r) \]

\[= \sum_{A = W_1 \cup \cdots \cup W_R \atop |W_r| \leq 2} \prod_{r=1}^R H_{\emptyset}(W_r) \]

where

\[
H_{\emptyset}(W_r) = \begin{cases} \frac{2}{\pi} (2\alpha) & W_r = \{\alpha\} \\ \left( \frac{2}{\pi} \right)^{\alpha + \beta} & W_r = \{\alpha, \beta\} \end{cases}
\]

8. Example Calculations

The purpose of this section is to explicitly calculate the 1 and 2-level density functions of zeroes of families of \( L \)-functions of elliptic curves to illuminate the \( n \)-level density calculations in Section 5.5. We will compare our solution with a previous result when \( n = 1 \) [48] and to the limiting behaviour of random matrices when \( n = 2 \) [16] to demonstrate that our results match up with current knowledge. The sums of the form \( 0 < d \leq X \) in this section are over fundamental discriminants.
8.1. **Calculation of $S_E^1$.** Let $C_-$ denote the path from $-\delta - \infty$ up to $-\delta + \infty$ and let $C_+$ denote the path from $\delta - \infty$ up to $\delta + \infty$. Let $f$ be a holomorphic function of one variable such that

\[
 f(\theta) = f(-\theta).
\]

Then

\[
 S_E^1(f) = \sum_{0 < d \leq X} \sum_{j > 0} f(\gamma_{j,d}) \chi_d(-M) \omega_E = 1
\]

where $\gamma_{j,d}$ is the height of the $j$th zero of the $L$-function $L_E(s, \chi_d)$. Then following the calculations in Sections 5.5,

\[
 2(2\pi i)S_E^1(f) = \left( \int_{C_+} - \int_{C_-} \right) \sum_{0 < d \leq X} \sum_{\chi_d(-M) \omega_E = +1} L_E'(\frac{1}{2} + \alpha, \chi_d) f(-i\alpha) d\alpha
\]

\[
 = \sum_{K \cup L \cup M = \{1\}} \int_{C_+} \int_{C_-} (-1)^{|M|} J_E(z_K \cup -z_L, z_M) f(iz_1) dz_1
\]

\[
 = \sum_{K \cup L \cup M = \{1\}} \int_{C_+} \int_{C_-} (-1)^{|M|} J_E^*(z_K \cup -z_L, z_M) f(iz_1) dz_1
\]

\[
 + O \left(X^{\frac{1}{2} + \epsilon}\right)
\]

The final step follows from Theorem 5.2. We can move the integration onto the imaginary axis as there are no poles when we only have a single variable. Hence

\[
 2(2\pi)S_E^1(f) = \int_{-\infty}^{\infty} f(z) \left[ J_E^*(iz, 0) + J_E^*(-iz, 0) \right. \left. - J_E^*(0, iz) \right] dz + O \left(X^{\frac{1}{2} + \epsilon}\right),
\]

recalling that the definition of $J_E^*(A, B)$ is

\[
 J_E^*(A, B) = \sum_{0 < d \leq X} \prod_{\beta \in B} \psi'(\frac{1}{2} + \beta, \chi_d) \sum_{D \subseteq A} \left( \sqrt{M_d} \sum_{2\delta} \sum_{\delta \in D} \psi^\prime(\frac{1}{2} + \beta, \chi_d) \sum_{D \subseteq A} \left( \sqrt{M_d} \sum_{2\delta} \sum_{\delta \in D} \psi^\prime(\frac{1}{2} + \beta, \chi_d) \right) \right.
\]

\[
 \times \prod_{\delta \in D} \Gamma(1 - \delta) \Gamma(1 + \delta) \sqrt{Z_\zeta(D, D) Y_\zeta(D)} \sqrt{Z_\zeta^1(D, D) Y_\zeta^1(D)} \sqrt{Z_\zeta(D, D) Y_\zeta(D)} \sum_{A_D = \infty} \prod_{r=1}^{R} H_D(W_E)
\]
where

\[ H_D(W_r) = H_D(W_r) + A_{D,1}(W_r) + A_{D,2}(W_r) + A_{D,3}(W_r) \]

\[ \sum_{\delta \in D} \left( \frac{\zeta'}{\zeta} (1 + a - \delta) - \frac{\zeta'}{\zeta} (1 + a + \delta) \right) - \frac{\zeta'}{\zeta} (1 + 2a) \]

\[ W_r = \{ a \} \]

\[ H_D(W_r) = \begin{cases} \zeta' (1 + a_1 + a_2) & \text{if } W_r = \{ a_1, a_2 \} \\ 1 & \text{if } W_r = \emptyset \end{cases} \]

\[ |W_r| \geq 3 \]

\[ (8.10) \]

\[ A_{D,i}(W_r) = \prod_{w \in W_r} \frac{\partial}{\partial w} \log A_{E,i}(A, B, D) \]

\[ B_{E}(it, it) \]

\[ (8.11) \]

\[ A_E, Z_\zeta, Y_\zeta \text{ etc defined as in Equations 5.11 - 5.14.} \]

8.1.1. Checking $S_1^E$ against Known Results. We want to compare this with the result from [48] where the authors use the ratios conjecture to calculate the one-level density for a family of elliptic curves. They show agreement numerically between their formula and the empirical one-level density of the zeros over a long range, in regimes where random matrix behaviour dominates and as the arithmetic terms take over in importance.

**Theorem 8.1** (Huynh, Keating and Snaith [48]). The 1-level density family of even quadratic twists of the $L$-function of an elliptic curve with prime conductor $M$ is

\[ \widetilde{S_1}(f) = \frac{1}{2\pi} \int_{-\infty}^{\infty} f(t) \sum_{0 < d \leq X} \left( 2 \log \left( \frac{\sqrt{M}|d|}{2\pi} \right) + \frac{\Gamma'}{\Gamma}(1 + it) + \frac{\Gamma'}{\Gamma}(1 - it) \right. \]

\[ + 2 \left[ -\frac{\zeta'}{\zeta} (1 + 2it) + \frac{L_E^{(\text{sym}^2,1+2it)}}{L_E}(1+2it) + B_1^E(it, it) \right. \]

\[ \left. - \left( \frac{\sqrt{M}|d|}{2\pi} \right)^{-2it} \frac{\Gamma(1 - it)\zeta(1+2it)L_E(\text{sym}^2,1-2it)}{\Gamma(1+it)L_E(\text{sym}^2,1)} B_E(-it, it) \right] \bigg) \]

\[ + O \left( X^{3/4+\epsilon} \right) \]

\[ (8.12) \]

where

\[ (8.13) \]

\[ \widetilde{S_1}(f) = \sum_{0 < d \leq X} \sum_{\chi_d(-M)\omega_E = +1} f(\gamma_{j,d}) \]

for $f$, an even test function as described in [8,1]. $\omega_E$ is the sign from the functional equation of $L_E(s)$ as described in Section 4.2. $L_E(\text{sym}^2, s)$ is the symmetric square $L$-function associated to $L_E(s)$ and $B_E$ and $B_1^E$ are arithmetic factors. The construction of the last three functions are described in [48] (Note that $B_E$, and $B_1^E$ are called $A_E$ and $A_1^E$ in Huynh et al’s paper, but we have relabelled them to avoid confusion with our analytical terms.)
We notice that $\tilde{S}_1(f)$ differs from our definition of $S_E^1(f)$ in (8.2), as $\tilde{S}_1(f)$ is a sum over all zeros of the $L$-functions while $S_E^1(f)$ is only over the positive zeros. As we are restricting to even $L$-functions (i.e. $\chi_d(-M)\omega_E = +1$), we expect $\tilde{S}_1(f) = 2S_E^1(f)$.

This result matches perfectly with $S_E^1(f)$. The term containing $2\log\left(\frac{\sqrt{|M|d|}}{2\pi}\right) + \frac{\Gamma'}{\Gamma}(1 + it) + \frac{\Gamma'}{\Gamma}(1 - it)$ corresponds exactly to $J_E^*(\emptyset, it)$. If we consider the parts of $S_E^1(f)$ corresponding to $J_E^*(it, \emptyset) + J_E^*(-it, \emptyset)$ when $D = \emptyset$ we get

\[
\int_{-\infty}^{\infty} f(z) \sum_{0<d\leq X} A_E(\emptyset, \emptyset, \emptyset) \left[ \tilde{H}_{\emptyset}(\{iz\}) + \tilde{H}_{\emptyset}(\{-iz\}) \right] dz = \int_{-\infty}^{\infty} f(z) \sum_{0<d\leq X} -\frac{\zeta'}{\zeta}(1 + 2iz) - \frac{\zeta'}{\zeta}(1 - 2iz) + \sum_{j=1}^{3} A_{D,j}(\{iz\}) + A_{D,j}(\{-iz\}) dz
\]

\[
= \int_{-\infty}^{\infty} f(z) \sum_{0<d\leq X} 2\left[ -\frac{\zeta'}{\zeta}(1 + 2iz) + \sum_{j=1}^{3} A_{D,j}(\{iz\}) \right] dz.
\]

This matches up with the term

\[
2 \left[ -\frac{\zeta'}{\zeta}(1 + 2iz) + \frac{L_E'}{L_E}(\text{sym}^2, 1 + 2iz) + B_E^1(iz, iz) \right]
\]

in (8.12). In our definition of the Ratios Conjecture in Section 5.1 we defined the analytical term $A_E$ to contain the $\frac{L_E(\text{sym}^2, 1+2\alpha)}{L_E(\text{sym}^2, 1+\alpha+\gamma)}$ term that Huynh et al. separated out from their analytic term $B_E$. Checking the constructions of the Ratios Conjectures in their paper against ours, it is clear that $\sum_{j} A_{D,j}(\{iz\}) = \frac{L_E'}{L_E}(\text{sym}^2, 1 + 2iz) + B_E^1(iz, iz)$.

All that remains is to check that the remaining terms in (8.12) match up to the terms in $J_E^*(iz, \emptyset) + J_E^*(-iz, \emptyset)$ where $D \neq \emptyset$. This is clear once we see from the construction of the
arithmetic terms that \( \frac{L_E(sym^2,1-2iz)}{L_E(sym^2,1)} B_E(-iz,iz) = A_E(\{iz\},\{iz\},\{iz\}) \). So

\[
\int_{-\infty}^{\infty} f(z) \sum_{0<d\leq X} \sum_{\chi_d(-M)\omega_E=1} \left[ -\left( \frac{\sqrt{M}|d|}{2\pi} \right)^{-2iz} \Gamma(1-iz) \right. \\
- \left. \frac{\Gamma(1+iz)}{\Gamma(1-iz)} \zeta(1+2iz)A_E(\{iz\},\{iz\},\{iz\}) \right] dz
\]

(8.19)

\[
\frac{1}{2} \left( \sqrt{M}|d| \right) 2iz \Gamma(1+iz) \zeta(1-2iz)A_E(\{-iz\},\{-iz\},\{-iz\})
\]

(8.20)

Thus it is clear that our result in Theorem 5.11 for \( n = 1 \) agrees with the previous result in Theorem 8.1.

8.2. Calculation of \( S^E_2 \). As an another example, we demonstrate the calculation of the 2-level density of zeroes of families of quadratic twist elliptic curve \( L \)-functions with even functional equation: a family with orthogonal symmetry. Let \( C_- \) denote the path from \(-\delta - \infty \) up to \(-\delta + \infty \) and let \( C_+ \) denote the path from \( \delta - \infty \) up to \( \delta + \infty \). Let \( f \) be a holomorphic function of 2 variables, such that

\[
f(\theta_1,\theta_2) = f(\pm \theta_1, \pm \theta_2).
\]

(8.21)

Then

\[
S^E_2(f) = \sum_{0<d\leq X} \sum_{\chi_d(-M)\omega_E=1} f(\gamma_{j_1,d},\gamma_{j_2,d})
\]

(8.22)

where \( \gamma_{j,d} \) is the \( j \)th zero of the \( L \)-function \( L_E(s, \chi_d) \). We know from Cauchy’s Residue Theorem that

\[
2(2\pi i)^2 S^E_2(f) = \left( \int_{C_+} - \int_{C_-} \right) \sum_{0<d\leq X} \sum_{\chi_d(-M)\omega_E=1} \frac{L_E'(1/2 + \alpha, \chi_d)}{L_E'(1/2 + \beta, \chi_d)} f(-i\alpha, -i\beta) d\alpha d\beta.
\]

(8.23)
We note that the functional equation of $L_E(s, \chi_d)$ can be arranged to give \( \frac{L'_E}{L_E} (1 - s, \chi_d) = \frac{\psi'}{\psi}(s, \chi_d) - \frac{L'_E}{L_E} (s, \chi_d) \).

\[
(2\pi i)^2 S^E_2(f) = \left( \int_{C_+} \right)^2 \sum_{0<d\leq X, \chi_d(-M)^{\omega_E}=+1} \frac{L'_E}{L_E} \left( \frac{1}{2} + \alpha, \chi_d \right) \frac{L'_E}{L_E} \left( \frac{1}{2} + \beta, \chi_d \right)
\times f \left( -i\alpha, -i\beta \right) d\alpha d\beta

- \int_{C_+} \int_{C_-} \sum_{0<d\leq X, \chi_d(-M)^{\omega_E}=+1} \frac{L'_E}{L_E} \left( \frac{1}{2} + \alpha, \chi_d \right) \left( \frac{\psi'}{\psi} - \frac{L'_E}{L_E} \right) \left( \frac{1}{2} - \alpha, \chi_d \right)
\times f \left( -i\alpha, -i\beta \right) d\alpha d\beta

+ \int_{C_-} \int_{C_-} \sum_{0<d\leq X, \chi_d(-M)^{\omega_E}=+1} \left( \frac{\psi'}{\psi} - \frac{L'_E}{L_E} \right) \left( \frac{1}{2} - \beta, \chi_d \right) f \left( -i\alpha, -i\beta \right) d\alpha d\beta.
\] (8.24)

By the definition of $J_E(A, B)$ in \[5.92\], we can write this as

\[
2^2(2\pi i)^2 S^E_2(f) = \left( \int_{C_+} \right)^2 \left( J_E \left( \{\alpha, \beta\}, \emptyset \right) \right) f \left( -i\alpha, -i\beta \right) d\alpha d\beta

- \int_{C_+} \int_{C_-} \left( J_E \left( \{\beta, \}, \{-\alpha\} \right) - J_E \left( \{\beta, -\alpha\}, \emptyset \right) \right) f \left( -i\alpha, -i\beta \right) d\alpha d\beta

- \int_{C_-} \int_{C_+} \left( J_E \left( \{\alpha, \}, \{-\beta\} \right) - J_E \left( \{\alpha, -\beta\}, \emptyset \right) \right) f \left( -i\alpha, -i\beta \right) d\alpha d\beta

+ \left( \int_{C_-} \right)^2 \left[ J_E \left( \emptyset, \{-\alpha, -\beta\} \right) - J_E \left( \{-\alpha\}, \{-\beta\} \right) - J_E \left( \{-\beta\}, \{-\alpha\} \right) \right] f \left( -i\alpha, -i\beta \right) d\alpha d\beta.
\] (8.25)

Using Conjecture \[5.21\] we can replace the $J_E(A, B)$ with $J^*_E(A, B)$ in all of the integrals above. In this section we regularly make use of the property that $J^*_E(A, B) = J^*_E(A, B^-)$: because of the
definition of $\frac{\psi'}{\psi}(1/2 + \beta, \chi_d)$ in (5.66) the sign of the elements of $B$ makes no difference.

$$\sum_{K \cup L \cup M = \{1, 2\}} (-1)^{|M|} \int_{C_{\pm}} \int_{C_{\pm}^{L \cup M}} J_E^* (z_K \cup -z_L, z_M) f(-iz_1, -iz_2) dz_1 dz_2.$$  

(8.26)

The next step is to move the contours onto the imaginary axis. We recall that $J_E^* (\{\alpha, \beta\})$ has multiple poles as proved in Theorem 5.4. There is a pole at $E^*$ means terms with repeated variables are excluded. Define

$$\sum_{K \cup L \cup M = \{1, 2\}} (-1)^{|M|} J_E^* (-iz_K \cup iiz_L, -iz_M) f(z_1, z_2) dz_1 dz_2$$

$$+ 4\pi i^2 \int_{-\infty}^{+\infty} (J_E^* (\{i\beta\}, \emptyset) + J_E^* (-i\beta, \emptyset) - J_E^* (\emptyset, \{\beta\})) f(\beta, \beta) d\beta + O(X^{1/2+\epsilon}),$$

(8.27)

$$2^2 (2\pi)^2 S_2^E (f)$$

$$= (\int_{-\infty}^{\infty})^2 \sum_{K \cup L \cup M = \{1, 2\}} (-1)^{|M|} J_E^* (-iz_K \cup iiz_L, -iz_M) f(z_1, z_2) dz_1 dz_2$$

$$+ 2^2 (2\pi)^2 S_1^E (f) + O(X^{1/2+\epsilon}).$$

Given our definition of $S_2^E (f)$ at the beginning of this section, it is clear

$$S_2^E (f) = \sum_{0 < d \leq X} \sum_{\chi_d(-M) \omega_E = +1} f(\gamma_{j_1, d}, \gamma_{j_2, d})$$

$$= \sum_{0 < d \leq X} \sum_{\chi_d(-M) \omega_E = +1} f(\gamma_{j_1, d}, \gamma_{j_2, d}) + S_1^E (f) + \sum_{0 < d \leq X} \sum_{\chi_d(-M) \omega_E = +1} f(\gamma_{j_1, d}, \gamma_{j_2, d}).$$

(8.29)

(8.30)

where $\sum^*$ means terms with repeated variables are excluded. Define

$$S_2^E (f) = \sum_{0 < d \leq X} \sum_{\chi_d(-M) \omega_E = +1} f(\gamma_{j_1, d}, \gamma_{j_2, d}).$$

(8.31)

This allows us to conclude that

$$S_2^E (f) = \frac{1}{2^2 (2\pi)^2} \left(\int_{-\infty}^{\infty}\right)^2 \sum_{K \cup L \cup M = \{1, 2\}} (-1)^{|M|} J_E^* (-iz_K \cup iiz_L, -iz_M) f(z_1, z_2) dz_1 dz_2 + O(X^{1/2+\epsilon})$$

(8.32)

as shown in Theorem 5.11.
Comparing $S^E_2$ to known limiting behavior. Finally, we want to check that the limit of $S^E_2(f)$ as $X \to \infty$ is as expected i.e. matches that of the orthogonal random matrices from $[16]$. With

$$L = \log \left( \frac{\sqrt{MX}}{2\pi} \right),$$

consider

$$\lim_{X \to \infty} \frac{1}{X} \sum_{0<d\leq X} \sum_{j_1,j_2>0}^* f \left( \frac{\gamma_{j_1,d}L}{\pi}, \frac{\gamma_{j_2,d}L}{\pi} \right),$$

where $\gamma_{j,d}$ is the imaginary part of the $j$th zero of $L_E(s, \chi_d)$ on the critical line and

$$X^* = \sum_{0<d\leq X} \frac{1}{\chi_d(-M)\omega_E = +1}.$$

From (8.32) we have

$$\sum_{0<d\leq X} \sum_{j_1,j_2>0}^* f \left( \frac{\gamma_{j_1,d}L}{\pi}, \frac{\gamma_{j_2,d}L}{\pi} \right)$$

$$= \frac{1}{16\pi^2} \left( \int_{-\infty}^{\infty} \right)^2 \sum_{K \cup L \cup M = \{1,2\}} (-1)^{|M|} J^*_E \left( -iz_K \cup iz_L, -iz_M \right)$$

$$\times f \left( \frac{z_1}{L}, \frac{z_2}{L} \right) dz_1 dz_2 + O(X^{1/2+\epsilon})$$

(8.36)

$$= \frac{1}{16L^2} \left( \int_{-\infty}^{\infty} \right)^2 \sum_{K \cup L \cup M = \{1,2\}} (-1)^{|M|} J^*_E \left( \frac{-i\pi z_K}{L} \cup \frac{i\pi z_L}{L}, \frac{-i\pi z_M}{L} \right)$$

$$\times f \left( \frac{z_1}{L}, \frac{z_2}{L} \right) dz_1 dz_2 + O(X^{1/2+\epsilon}).$$

We evaluate the resulting sum making the following two large $X$ approximations. Firstly that

$$\frac{1}{X} \sum_{0<d\leq X} f(d) \sim \frac{1}{X^*} \sum_{0<d\leq X} f(d).$$

(8.37)

Secondly, by the Euler-Maclaurin formula $[51]$

$$\frac{1}{X} \sum_{0<d\leq X} f(d) \sim \frac{1}{X} \int_0^X f(t) dt.$$
After the change of variables we will have a $1/L^2$ outside the integral so we are only interested in the terms of order $L^2$ and higher, as the other terms will become negligible as $X \to \infty$.

\begin{equation}
J^*_E \left( \emptyset, \left\{ \frac{-\pi ia}{L}, \frac{-\pi ib}{L} \right\} \right)
= \sum_{0 < d \leq X, \chi_d \omega_E = +1} \frac{\psi'}{\psi} \left( \frac{1}{2} - \frac{\pi ia}{L}, \chi_d \right) \frac{\psi'}{\psi} \left( \frac{1}{2} - \frac{\pi ib}{L}, \chi_d \right)
\end{equation}

where $\psi(s, \chi_d) = \chi_d(-M)\omega_E \left( \frac{2\pi}{\sqrt{M|d|}} \right)^{2s-1} \frac{\Gamma(\frac{3-s}{2})}{\Gamma(s+\frac{1}{2})}$ is from the functional equation of $L_E(s, \chi_d)$ and so we recall

\begin{equation}
\frac{\psi'}{\psi} \left( \frac{1}{2} - s, \chi_d \right) = -2 \log \left( \frac{\sqrt{M|d|}}{2\pi} \right) - \frac{\Gamma'}{\Gamma} (1 + s) - \frac{\Gamma'}{\Gamma} (1 - s).
\end{equation}

We have

\begin{equation}
\frac{1}{X^*} J^*_E \left( \emptyset, \left\{ \frac{-\pi ia}{L}, \frac{-\pi ib}{L} \right\} \right)
\sim \frac{1}{X} \int_0^X \left( -2 \log \left( \frac{\sqrt{Mt}}{2\pi} \right) - \frac{\Gamma'}{\Gamma} (1 + a) - \frac{\Gamma'}{\Gamma} (1 - a) \right)
\times \left( -2 \log \left( \frac{\sqrt{Mt}}{2\pi} \right) - \frac{\Gamma'}{\Gamma} (1 + b) - \frac{\Gamma'}{\Gamma} (1 - b) \right) dt
\sim 4L^2.
\end{equation}

Next we note that for large $X$

\begin{equation}
\zeta \left( 1 + \frac{2\pi ia}{L} \right) \sim \frac{L}{2\pi ia}
\end{equation}

and

\begin{equation}
\frac{\zeta'}{\zeta} \left( 1 + \frac{2\pi ia}{L} \right) \sim -\frac{L}{2\pi ia},
\end{equation}

and so consider terms of the form
\[
\frac{1}{X^{*}} J_{E}^{*} \left( \left\{ \frac{\pi i a}{L} \right\}, \left\{ -\frac{\pi i b}{L} \right\} \right)
= \frac{1}{X^{*}} \sum_{0 < d \leq X, \chi_{d}(-M) \omega_{E} = 1} \left( - \left( \frac{\sqrt{M} |d|}{2\pi} \right)^{-\pi ia L} \Gamma(1 - \frac{\pi ia}{L}) \Gamma(1 + \frac{\pi ia}{L}) \zeta \left( 1 + \frac{2\pi ia}{L} \right) \right) A_{E} \left( \left\{ \frac{\pi i a}{L} \right\} \right)
\]

(8.44)

\[
= - \frac{\zeta'}{\zeta} \left( 1 + \frac{2\pi ia}{L} \right) + A_{E} \left( \left\{ \frac{\pi i a}{L} \right\} \right) \left( \frac{\psi'}{\psi} \left( \frac{1}{2} - \frac{\pi i a}{L}, \chi_{d} \right) \right)
\]

(8.45)

\[
\sim \left( \frac{1}{X} \int_{0}^{X} \left( \frac{\sqrt{M} t}{2\pi} \right)^{-\pi ia} 2 \log \left( \frac{\sqrt{M} t}{2\pi} \right) \frac{L}{2\pi i a} dt - \frac{1}{X} \int_{0}^{X} 2 \log \left( \frac{\sqrt{M} t}{2\pi} \right) \frac{L}{2\pi i a} dt \right)
\]

(8.46)

\[
\sim \frac{L^{2}}{\pi i a} \left( \frac{e^{-2\pi i a} - 1}{1 - \frac{2\pi i a}{L}} - 1 \right) \sim \frac{L^{2}}{\pi i a} \left( e^{-2\pi i a} - 1 \right),
\]

where we recall that \( A_{E}(D) = A_{E}(D, D, D) \) and we have introduced \( A_{D}(W_{r}) = A_{D,1}(W_{r}) + A_{D,2}(W_{r}) + A_{D,3}(W_{r}) \) (See Theorem 5.2 for definitions). We also use the fact that \( A_{E}(D) = 1 \) if all the elements of \( D \) have value zero.

So

(8.47)

\[
\frac{1}{X^{*}} J_{E}^{*} \left( \left\{ \frac{\pi i a}{L} \right\}, \left\{ -\frac{\pi i b}{L} \right\} \right) + \frac{1}{X^{*}} J_{E}^{*} \left( \left\{ -\frac{\pi i a}{L} \right\}, \left\{ -\frac{\pi i b}{L} \right\} \right) = -4L^{2} \sin(\frac{2\pi a}{2\pi a})
\]

Proceeding similarly with the other \( J_{E}^{*} \) terms, and with the help of computer algebra, we can show that

(8.48)

\[
\lim_{X \to \infty} \frac{1}{X^{*}} S_{E}^{*}(f) = \frac{1}{4} \left( \int_{-\infty}^{\infty} \right)^{2} f(\theta_{1}, \theta_{2}) \det_{2 \times 2} K_{SO, even}(\theta_{1}, \theta_{2}) d\theta_{1} d\theta_{2}
\]

where

(8.49)

\[
K_{SO, even}(x, y) = \frac{\sin(\pi(y - x))}{\pi(y - x)} + \frac{\sin(\pi(y + x))}{\pi(y + x)}.
\]

This is exactly the form of the kernel for correlations of eigenvalues of random matrices from \( SO(2N) \) [16] and hence we have confirmed our result agrees with the conjectured limiting behavior of the family of zeroes [57].
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