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Abstract. Distinct feature extraction methods are simultaneously used to describe single channel Electroencephalography (EEG) based biometrics. This study proposes a new strategy to extract features from EEG signals. Based on the time and frequency information, the statistics features are obtained from the EEGs. For the dichotomize process, the support vector machine classifier is used with 10-cross-fold in this research. The main contribution of this paper is to propose a simple but effective single-channel EEG feature extraction method and consider feature selection to optimize classification efficiency. In the experiments, the EEG data is obtained from a human-computer interaction environment when the subjects are under the non-stationary states with different emotions. The results show that this proposed method achieves better classification performance on a single-channel EEG system than previous work.

1. Introduction

Electroencephalography (EEG) signals are used for user recognition and are considered to be biometric technology. The EEG-based biometrics have the advantages of continuous authentication and the robustness against spoofing attacks which could improve or complement the traditional biometrics. However, it still faces problems for enhancing the recognition accuracy and robustness on practical applications. The user recognition process mainly includes three steps: data pre-processing, feature extraction and classification. Extracting stable features from an acquired signal is a critical step to improve the biometric performance, and this paper focuses on the feature extraction of the high dimensional EEG data for biometric authentications.

Features are represented in terms of quantitative numerical values calculated using mathematical processing from EEG signals. When in purpose representative the biometric signals, the features analysis methods are mainly capturing linear or nonlinear changes in the time or frequency domain. At present, feature extraction methods for the EEG biometrics mainly include: Autoregressive (AR) Coefficients, Power Spectral Density (PSD), statistics features etc. In [1–4], the Yule-Walker or Burg’s method of AR was implemented as self-regressive of the signal in the time domain or in the frequency domain when concerning the power spectral density of each EEG signal. In [5–8], a high dimensional PSD with fast Fourier transform (FFT) was conducted as the stable features on either an EEG identification or authentication system. The statistical approach was suggested for representing the probability density of EEG signals to the practical analysis [9–13]. This type of approach comprises the statistical cumulants in either time or frequency domain. In [13], the statistical features applied as well for event-related potential on user identification study as the responses to visual stimuli. Study[11] used a 6-dimensional statistic feature vector is specified as the characteristics of the signal. The feature set provided the authentication performance of 80.60% for intra-class and inter-class classification with the Support Vector Machine (SVM) classifier.
This paper proposed a simple but useful feature extraction method for EEG biometric authentication system. The method is inspired by study [10]. We utilized the time series and the differences of the time series as the data sequences, and then extract the quantitative information and entropies of these sequences as features. The motivation for using these features is that they depict the characteristics of EEG signals in time and frequency domain which provides multidimensional information. We applied the dichotomized model in this research and the SVM, based on statistical learning theory, was used in this study. Finally, the correlation-based feature selection (CFS) algorithm was utilized with a greedy algorithm in order to find the best classification results according to the proposed method. This proposed method achieved the classification accuracy rate to 96.90% on the AF3 channel which enhances 12.75% than the previous study.

The remainder of this paper is divided into three sections: Section 2 describes the method for EEG feature extraction and provides details. Section 3 describes the experimental protocols, and finally, the paper concludes in Section 4.

2. Methods

In this paper, the EEG is modeled as a random signal with a stochastic process, and a distribution which characterizes this process was determined. The proposed approach includes two steps: 1) compute the amplitude distribution of the EEG data, 2) extract the structural features of the distribution. Assume \( S = (s_1, s_2, \ldots, s_n) \) is the vector that represented the EEG sequence for data points \( N = \{1,2,\ldots,n\} \). Then the distribution of this sequence is estimated as

\[
H(s|\xi) = H(s_1, s_2, \ldots, s_n|\xi)
\]

where the \( \xi \) are parameters which denote the specific shape of the distribution and provide quantitative information on various signal attributes.

A dynamic analysis method was applied to the pre-processed signal sequence in order to measure the change of differences in the time domain. The first difference and the second difference of the data sequence were computed. Hence, the \( H(s|\xi) \) represents the distribution of the original data sequence, the first difference of the data sequence, and the second difference of the data sequence, respectively. To represent the shape of the distributions, a multidimensional vector \( \xi \) has been extracted from the distributions. Let \( M \) be the order statistical moment of the distribution and is given by

\[
M^s_i = \begin{cases} 
\frac{1}{N} \sum (S - \mu)^2 & \text{for } i = 1 \\
\frac{1}{N} \sum \left( \frac{S - \mu}{\sigma} \right)^i & \text{for } i > 2 
\end{cases}
\]

where \( \sum \) is the expectation operation of data \( S \), \( \mu \) is the linear average of the amplitude, and \( \sigma \) is the standard deviation. The mode and median are applied to represent the histogram shape, and the \( z \)-normalization is utilized to describe the structural similarities of the data sequence in the vector \( \xi \).

Furthermore, Entropy is another useful quantitative information to recognize the chaos of the non-stationary EEG signals. We selected the Approximate Entropy (ApEn) and Sample Entropy (SampEn) to analyze the chaos in time domain, and the Shannon Spectral Entropy (ShanEn) is used to supplement the spectral information in frequency domain. To deal with the biometric authentication issue, a dichotomy transformation process is applied to measure the statistical inferable discrimination. Let \( f^n_d \) be the \( d^{th} \) feature vectors of \( n^{th} \) biometric data, while the feature extracted from the biometric dataset could be shown as \( \{f^n_1, f^n_2, \ldots, f^n_d\}, \{f^n_1, f^n_2^2, \ldots, f^n_d^2\}, \ldots, \{f^n_1^N, f^n_2^N, \ldots, f^n_d^N\} \). According to the dichotomized transformation algorithm [14–15], the extracted features are transformed from a feature space to a feature distance space by computing the feature distance of each pair. The distance measure in this algorithm depending on the type of feature [5], but here an absolute difference is used.

After calculating the distance of two features, a labeling process is applied to those distanced features as an inter-distance class or intra-distance class. Specifically, if the distance of EEG features
was extracted from the same person, we labeled it as intra-distance features; otherwise, we labeled them as inter-distance features. Those intra-distance features are close to each other and near the origin coordinate but the inter-distance features are sparsely distributed in the coordinate system of the feature distance domain. Finally, those features were classified via SVM classifier with 10-fold cross-validation to determining whether the EEG feature belongs to the authenticated person or not.

3. Experiment Results

3.1. Dataset and setup
The practical application we consider was an authentication system for EEG based biometrics. In order to prove the impact of the proposed method on classification results, we used the same time period of the signal data and classification model [11], which is to represent the emotional state EEG signals for analysis. The EEG data was collected from 32 healthy subjects. The data was collected using an EEG sensor from AF3 channel: Electrode location for collection of EEG data. The electrodes attached to subjects following the international 10–20 standard [16]. During data collection, the subjects were instructed to seat and watching multimedia and breathe normally. The EEG data was extracted from the raw signal with downsampling to 128Hz after applying a bandpass filter to restrict the available frequency range from 4 Hz to 45 Hz.

For the binary classification, the two categories of the distance classes corresponding to “1” as the same person, and “0” as the different persons respectively. According to the method as mentioned in Section 2, three feature set was prepared in our experiments. The size of each prepared feature set is 1000 which contains 500 intra-distance features and 500 inter-distance features.

3.2. Results and Discussion
As shown in Table 1, with a dichotomy transform model our method outperformed the latest reported results on the emotional EEG based biometric authentication system. As can be seen, the best classification accuracy for the EEG signal was 96.90% which is significantly improved than [11].

To observe the feature influence on the curve of dimensional for classification results, we evaluated the different feature combinations in the proposed method. The vector $\xi$ with features $M_1^X$, $\sqrt{M_2^X}$, $M_3^X$, $M_4^X$, $\frac{\mu}{\sigma}$, median, mode, ApEn, SamEn, ShanEn were examined on the original data sequence, the first difference of the data sequence, the second difference of the data sequence. The average classification accuracy rate for the feature sets and their combination with different entropies are shown in Table 2.

| Method      | Dimensionality | Feature Representation                  | Classifier | ACC (%) | FRR   | FAR   |
|-------------|----------------|----------------------------------------|------------|---------|-------|-------|
| [11]        | (6)            | Mean of Amplitude                      | SVM        | 84.15   | 22%   | 9%    |
| proposed    | (30)           | Distribution of Amplitude + Spectral Entropy | SVM        | 95.70   | 6%    | 2%    |
| proposed    | (23)           | Distribution of Amplitude + Spectral Entropy | SVM        | 96.90   | 4%    | 2%    |

As can be seen from the Table 2, only the entropy features for amplitude are insufficient to represent the EEG pattern, but when combined with the chaos attribute of the frequency, the classification performance can be improved. From the results in Table 2, we infer that the combined effects of time domain and frequency domain features on the EEG based biometric recognition are positive.
Table 2. The effect of the feature vector dimension on classification accuracy and speed

| No. | Features | Feature Dimensionality | Classifier | ACC (%) | SPD (sec) |
|-----|----------|------------------------|------------|---------|-----------|
| 1   | Only ApEn | (3)                    | SVM        | 66.60   | 112.120   |
| 2   | Only SampEn | (3)                  | SVM        | 69.90   | 112.250   |
| 3   | Only ShanEn | (3)                  | SVM        | 80.20   | 97.758    |
| 4   | ApEn + SampEn + ShanEn | (6)          | SVM        | 88.10   | 15.658    |
| 5   | Mean and STD [11] | (6)          | SVM        | 84.15   | 78.586    |
| 6   | 1st-4th OS | (12)                  | SVM        | 85.50   | 28.143    |
| 7   | 1st-4th OS + median + mode | (18)       | SVM        | 89.90   | 4.087     |
| 8   | Statistics\(a\) + ApEn | (18)         | SVM        | 93.90   | 1.582     |
| 9   | Statistics\(a\) + SamEn | (18)         | SVM        | 94.50   | 1.611     |
| 10  | Statistics\(a\) + ShanEn | (24)        | SVM        | 95.20   | 1.081     |
| 11  | Statistics\(a\) | (21)             | SVM        | 94.30   | 2.103     |
| 12  | Statistics\(a\) + ApEn,ShanEn | (21)     | SVM        | 94.90   | 1.111     |
| 13  | Statistics\(a\) + SamEn,ShanEn | (21)     | SVM        | 96.00   | 1.089     |
| 14  | CFS       | (23)                  | SVM        | 96.90   | 1.6212    |
| 15  | Statistics\(a\) + ApEn,SamEn,ShanEn | (30)    | SVM        | 95.70   | 4.366     |

\(a\) The Statistics represented the \(M_i^s\), median, mode and z-normalization value.

Furthermore, the higher order statistic features of the distributions can better perform the recognition task than the elementary statistic features, such as mean and standard deviation in our research; and the median, mode, and z-normalization value of the distributions play an important role in overcoming the extreme value issue, and to distinguish the signals’ (dis)similarity. Over 5% classification accuracy rate improved with these statistical features in our proposed method. This table also noted that the subject recognition results could have performed well when extended the statistic features with the chaos features from both time-domain and frequency domain.

Finally, we streamlined the existing feature set by using the CFS algorithm in order to reduce the vector dimension. The third order and fourth order statistical moment on the original data sequence and the second difference of the data sequence are removed because of the high intercorrelation coefficients of those features. In our experiments, the results of the optimized data indicate that the \(d = 23\) dimensional feature vector can achieve the best accuracy performance, while the \(d > 23\), the accuracy performance decrease relatively.

4. Conclusion

In this paper, a feature extraction method based on quantitative measurement has been proposed for EEG recognitions. To investigate the ability of the proposed method, both time-dependent and
frequency-dependent features were evaluated in this study. The CFS algorithm was utilized for the feature selection to find an optimized solution for EEG authentication. The results demonstrated that the proposed method could reduce the heavy computational load and ensures a relatively high classification accuracy when using an SVM classifier to recognize the users under non-resting states. In this study, the classification results estimated a 12.75% enhancement of the AF3 channel, which is more accurate than previous studies using the same dataset. In future research, more work will consider the EEG data collection and the impact of the signal segmentation on practical applications.
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