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Abstract

We study a special case of the problem of statistical learning without the i.i.d. assumption. Specifically, we suppose a learning method is presented with a sequence of data points, and required to make a prediction (e.g., a classification) for each one, and can then observe the loss incurred by this prediction. We go beyond traditional analyses, which have focused on stationary mixing processes or nonstationary product processes, by combining these two relaxations to allow nonstationary mixing processes. We are particularly interested in the case of $\beta$-mixing processes, with the sum of changes in marginal distributions growing sublinearly in the number of samples. Under these conditions, we propose a learning method, and establish that for bounded VC subgraph classes, the cumulative excess risk grows sublinearly in the number of predictions, at a quantified rate.
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1 Introduction

Our setting is that of stream-based prediction. At each time $t$, we are given access to data points from times 1 through $t - 1$, and are required to produce a predictor $f_t$, which is then evaluated on a new data point at time $t$. We study this in the general learning setting of [28, 29], which represents the learning objective as an abstract optimization problem. As an example, in the special case of classification, given access to pairs $(x_1, y_1), \ldots, (x_{t-1}, y_{t-1})$, we would be tasked with producing a function mapping an observed point $x_t$ to a classification $\hat{y}_t$, and we would be evaluated on whether $\hat{y}_t \neq y_t$ (called a mistake). We are then interested in characterizing the rate of growth of the cumulative number of mistakes, as we repeat this for increasing values of $t$.

To study this problem, we suppose the sequence of observations is stochastic, subject to some restrictions on their distribution. Several such restrictions are possible. For instance, the most-common assumption used in the vast majority of the statistical learning literature is that the data are independent and identically distributed (i.i.d.). However, some efforts to relax this assumption have also been explored. There are essentially two main threads of work toward relaxing this assumption: relaxing the independence assumption while maintaining the assumption of identical distributions (or stationarity), or relaxing the assumption of identical distributions while maintaining the independence assumption. In the present work, we are interested in relaxing these assumptions jointly. Before getting into the details, let us first briefly review these two threads of the literature.

Most of the literature on relaxations of the independence assumption focuses on stationary mixing processes. At the extreme of this branch, the work of [1] reveals that any VC class admits a uniform law of large numbers under stationary ergodic processes. In particular, this implies that the method of empirical risk minimization approaches
excess risk zero in the limit. However, one cannot establish rates of convergence under such general conditions as ergodicity. To establish such rates, other works have therefore introduced stronger conditions, such as the $\beta$-mixing condition. Specifically, [34] has proven asymptotic rates of uniform convergence for VC classes under stationary $\beta$-mixing processes. One implication of this result is an asymptotic rate of convergence for the excess risk of empirical risk minimization. Other works have established rates of convergence for the excess risk of empirical risk minimization and other learning methods, under related mixing conditions, including $\alpha$-mixing [31], $\eta$-mixing [17], and $\phi$-mixing [31], all under the stationarity assumption.

The other primary direction in the study of the risk of learning methods under relaxations of the i.i.d. assumption preserves the independence assumption, while allowing the marginal distributions to drift over time. This thread in the literature has focused on the specific setting of binary classification. Specifically, [19, 14, 15, 5, 6, 9] study a setting in which the marginal distribution of the data point at time $t$ has total variation distance from that of the data point at time $t+1$ at most a given upper bound, called the drift rate (see also related work by [3, 11, 4, 33, 22]). The data points are still assumed to be independent. The recent works of [12, 22] further explore this problem (in a formulation more-closely paralleling that studied here). In this setting, the learning method produces a sequence of predictors (e.g., classifiers), where the method for choosing the predictor at time $t$ may depend on all of the data up to time $t$. The results in these works are expressible as bounds on the risk at each time $t$ (or sometimes averaged over time), as a function of $t$ and the rates of drift of the marginal distributions.

The paper of [22] also studies a refinement of the notion of “drift” compared to the earlier works, such as [3, 5]. Specifically, rather than measuring the difference between the next and previous distributions by the total variation distance, they instead use a notion of “discrepancy” that depends directly on the function class being used for learning. This discrepancy is sometimes significantly smaller than the total variation distance, yet plays an analogous role in the bounds of [22] as the total variation distance plays in the bounds of [15, 6]. To allow for this refined notion of drift, our arguments below are phrased generally enough that they can be applied with either notion of drift (discrepancy or total variation).

In recent work, [18] discusses the problem of learning from non-stationary mixing processes. They derive interesting results bounding the risk at some future time in terms of the empirical risk on all observed data, with clear implications for the performance of methods such as empirical risk minimization. The nature of the results in that work are somewhat different from our results below. However, the spirit of the analysis is similar in many places, and one can conceivably convert some of those results into a more-closely related form with a bit of additional effort.

One significant point of divergence between the present work and that of [18], and indeed all of the above works on product processes (aside from certain special cases discussed by [12]), is that in the general case, these works require access to the sequence of magnitudes of drift of the distribution, or a constant upper bound thereon. The sequence of drift magnitudes is a substantial number of variables to assume we have access to (linear in the number of data points), and relying only on a constant upper bound precludes the possibility of sublinear growth of the cumulative excess risk [15, 12]. The notion of discrepancy studied by [22, 18] (see below) can sometimes be estimated from data, but only under significant further restrictions on the process. In contrast, in the present work, we merely assume an asymptotic bound on the rate of growth of the cumulative amount of drift. Our learning method then depends only on the single parameter that this asymptotic growth rate is described in terms of, and we show that this is enough to achieve sublinear growth of the cumulative excess risk, without
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needing access to the sequence of drift rates or additional restrictions on the process. For completeness, we also briefly discuss the case where the drift rates are known, in Section 3.

The present work studies learning under general nonstationary processes, under a condition that allows us to extend the ideas from the above-described literature on learning from product processes with slowly-drifting marginal distributions. Specifically, we replace the independence condition with a β-mixing condition. In addition to this, we suppose that the sum of distances between marginal distributions at adjacent time steps grows only sublinearly (note that this does not require that the sequence of distributions be converging). Our objective is then to propose a prediction strategy (for producing the f_t function), and to characterize the rate of growth of the cumulative excess risk over time. The excess risks are calculated relative to the sequence of a priori optimal predictors among functions in a given function class. In particular, for any bounded VC subgraph class, we establish a rate of growth of the cumulative excess risk that is sublinear in the number of predictions made.

1.1 Definitions and Summary of Main Result

To formalize this setting, we adopt the abstract perspective of the general learning setting of [28, 29]. Specifically, fix a measurable space (Z, Z) and a function class F of measurable functions f : Z → [0, 1]. For instance, in the special case of classification, Z would be a set of (x, y) pairs, and F would be a set of functions f_h((x, y)) = 1[h(x) ≠ y], where h ranges over a set H of functions (known as the hypothesis class); see [16, 25] for many other examples. In the general learning setting, the aim of a learning algorithm is to identify a function f ∈ F with a relatively small average value, where the average is taken with respect to some unknown probability measure on Z (as discussed in more detail below). For instance, in the classification setting described above, this average value corresponds to the probability that h makes a “mistake” in predicting the value of y from x.

For simplicity, to avoid the common measurability issues arising in empirical process theory, we will suppose F is such that the events involved in the proofs below are all measurable (for instance, this is certainly the case if F is countable; see [27] for other sufficient conditions). Let d denote the pseudo-dimension of F [23, 24, 13, 2]: that is, d is the largest k ∈ N ∪ {0} such that ∃(z_1, w_1), ..., (z_k, w_k) ∈ Z × R with ||{(zl ≤ w_1), ..., (zl ≤ w_k)} : f ∈ F|| = 2^k, or is infinity if no such largest k exists. Throughout this article, we suppose 1 ≤ d < ∞ (so that F is a VC Subgraph class).

We suppose there is a sequence of Z-valued random variables Z_1, Z_2, ..., called the data points, and for each t ∈ N, we denote by P_t the marginal distribution of the random variable Z_t. Also, generally, for any random variable X, we denote by P_X the distribution of X (i.e., P_X(·) = P(X⁻¹(·))). For any probability measures P, Q on a measurable space (Ω, B), we denote by ||P − Q|| = sup_{A ∈ B} P(A) − Q(A) the total variation distance between P and Q. Additionally, for probability measures P, Q on the measurable space (Z, Z), we denote by

$$\rho(P, Q) = \sup_{f \in F} |E_{Z \sim P}[f(Z)] − E_{Z \sim Q}[f(Z)]|,$$

a general notion of discrepancy introduced by [20, 22]. We use ρ below to quantify the magnitude of change in the marginal distribution of Z_{t+1} compared to Z_t. Note that, since every f ∈ F is uniformly bounded in [0, 1], we clearly have

$$\rho(P, Q) \leq ||P − Q||.$$ 

Indeed, readers more comfortable with the familiar total variation distance may feel free to replace ρ(P, Q) with ||P − Q|| in all contexts below, and the results and proofs will
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remain valid without any further modifications. However, one can construct scenarios in which \( \rho(P, Q) \) provides a much smaller value, and generally \( \rho(P, Q) \) appears to be more relevant to the learning setting than is the total variation distance. For each \( t \geq 2 \), let \( \Delta_t \in [0, 1] \) be a value satisfying

\[
\rho(P_t, P_{t-1}) \leq \Delta_t. \tag{1.1}
\]

For completeness, also define \( \Delta_1 = 0 \).

To obtain nontrivial results, we are interested in restricting the family of processes. Specifically, for our main result below (Theorem 1.1), we suppose

\[
\sum_{t=1}^{T} \Delta_t = O(T^\alpha), \tag{1.2}
\]

for a given value \( \alpha \in [0, 1) \). Note that this does not require that the sequence of distributions be converging, only that its average rate of change slows over time. We additionally adopt the standard definition of \( \beta \)-mixing, defined as follows. Following [8] and [34], for each \( k \in \mathbb{N} \), define

\[
\beta_k = \frac{1}{2} \sup \left\{ \sum_{i=1}^{J} \sum_{j=1}^{J} \mathbb{P}(A_i \cap B_j) - \mathbb{P}(A_i)\mathbb{P}(B_j) \mid \{A_i\}_i \subseteq \Pi_t, \{B_j\}_j \subseteq \Pi'_{t+k}, \ell \geq 1 \right\},
\]

where \( \Pi_t \) is defined as the set of \( \sigma(\{Z_1, \ldots, Z_t\}) \)-measurable finite partitions, and \( \Pi'_{t+k} \) is defined as the set of \( \sigma(\{Z_{t+k}, Z_{t+k+1}, \ldots\}) \)-measurable finite partitions. Then we suppose

\[
\beta_k = O(k^{-r}), \tag{1.3}
\]

for some \( r \in (0, \infty) \).

Under the assumptions (1.2) and (1.3), we propose a learning method, specified as follows. Let \( \hat{f}_1 \) be arbitrary. For each \( t \in \mathbb{N} \setminus \{1\} \), let

\[
k_t = \left\lceil t^{(1-\alpha)\frac{3+2r}{4+2r}} \right\rceil \wedge (t-1)
\]

and

\[
m_t = \left\lceil t^{(1-\alpha)\frac{3+2r}{4+2r}} \right\rceil \wedge (t-1),
\]

and choose as a predictor at time \( t \) a function

\[
\hat{f}_t = \arg\min_{f \in \mathcal{F}} \sum_{s=1}^{\lfloor m_t/k_t \rfloor} f(Z_{t-sk_t}). \tag{1.4}
\]

For completeness, \( \hat{f}_1 \) can be defined as an arbitrary function in \( \mathcal{F} \). For \( \hat{f}_t \) chosen in this way, we prove the following theorem.

**Theorem 1.1.** If (1.2) and (1.3) are satisfied, then

\[
\sum_{t=1}^{T} \mathbb{E} \left[ \hat{f}_t(Z_t) \right] - \sum_{t=1}^{T} \inf_{f \in \mathcal{F}} \mathbb{E} [f(Z_t)] = O \left( T^\alpha + (1-\alpha)\frac{3+2r}{4+2r} \right).
\]

In particular, note that the expression on the right hand side grows sublinearly in \( T \). To prove this theorem, we first provide two key lemmas from the literature, after which we present the proof of Theorem 1.1 below. Following this, in Section 3 we conclude the paper by establishing finite-sample bounds, and other specialized results, in the special case of product processes; this effectively extends to the general learning setting results established by [3] [8] for binary classification, while also expressing the results in a more general form that allows for a time-varying drift rate.

---

1For simplicity, we suppose the minimum is actually achieved by some \( f \in \mathcal{F} \). To handle the general case, all of the results continue to hold, with only minor technical changes to the proofs, if we instead choose \( f_t \in \mathcal{F} \) with \( \sum_{s=1}^{\lfloor m_t/k_t \rfloor} \hat{f}_t(Z_{t-sk_t}) \) sufficiently close to \( \inf_{f \in \mathcal{F}} \sum_{s=1}^{\lfloor m_t/k_t \rfloor} f(Z_{t-sk_t}) \).
2 Proof of Theorem 1.1

The following lemma is a well-known result on $\beta$-mixing processes, from [32] (see also Theorem 2.1 of [31] or Corollary 2.7 of [34]).

**Lemma 2.1.** For any $t, n, k \in \mathbb{N}$,

$$\left\| P_{(Z_{(i-1)k+1})} - \left( \times_{j=1}^{n} P_{(j-1)k+1} \right) \right\| \leq (n - 1)\beta_k.$$

Additionally, we use the following well-known result of [26] (which refines earlier results of [30, 13]).

**Lemma 2.2.** There exists a universal constant $c \in [1, \infty)$ such that, for any independent $Z$-valued random variables $Z'_1, \ldots, Z'_m$,

$$E \left[ \sup_{f \in F} \frac{1}{m} \sum_{t=1}^{m} (f(Z'_t) - E[f(Z'_t)]) \right] \leq c \sqrt{\frac{d}{m}}.$$

Specifically, this result is obtained by integrating the tail bound in Theorem 1.3 of [26] (see also [27], Theorem 2.14.9); see e.g., [27], for verification that VC subgraph classes indeed satisfy the conditions on $F$ in the more-general original statement of [26]. While the original proof of this result by [26] discussed only i.i.d. random variables, the proof in fact implies this result, which only assumes independence. For completeness, we include a brief proof in Appendix A.

With these lemmas in hand, we are ready to present the proof of Theorem 1.1.

**Proof of Theorem 1.1.** Let $Z'_1, Z'_2, \ldots$ denote a sequence of independent random variables, also independent from $\{Z_i\}_{i \in \mathbb{N}}$, and with each $Z'_i \sim P$. Fix any $t \in \mathbb{N} \setminus \{1\}$. Since $\hat{f}_i$ depends only on $Z_1, \ldots, Z_{t-k_t}$, it follows immediately from the definition of $\beta_{k_t}$ (see [34], Lemma 2.6) that

$$\left\| P_{(\hat{f}_i, Z_t)} - P_{(\hat{f}_i, Z_i)} \right\| = \left\| P_{(\hat{f}_i, Z_t)} - P_{\hat{f}_i} \times P_{Z_i} \right\| \leq \beta_{k_t}.$$

In particular, this implies

$$E \left[ \hat{f}_i(Z_t) \right] \leq E \left[ \hat{f}_i(Z'_t) \right] + \beta_{k_t}.$$

Additionally, since $\rho(P_{t-ik_t}, P_t) \leq 1 \land \sum_{q=t-ik_t}^{t-1} \Delta_{q+1} \leq 1 \land \sum_{q=t-m_t}^{t-1} \Delta_{q+1}$ for $1 \leq i \leq [m_t/k_t]$, and every $Z'_t$ is independent of $f_i$, we have that

$$E \left[ \hat{f}_i(Z'_t) \right] = E \left[ \left. E \left[ \hat{f}_i(Z'_t) \right] \right| \hat{f}_i \right] \leq E \left[ \frac{1}{m_t/k_t} \sum_{i=1}^{[m_t/k_t]} \left. E \left[ \hat{f}_i(Z_{t-ik_t}) \right] \right| \hat{f}_i \right] + 1 \land \sum_{q=t-m_t}^{t-1} \Delta_{q+1}.$$

Furthermore,

$$E \left[ \frac{1}{m_t/k_t} \sum_{i=1}^{[m_t/k_t]} \left. E \left[ \hat{f}_i(Z_{t-ik_t}) \right] \right| \hat{f}_i \right] \leq E \left[ \frac{1}{m_t/k_t} \sum_{i=1}^{[m_t/k_t]} \hat{f}_i(Z_{t-ik_t}) \right] + E \left[ \sup_{f \in F} \left. \frac{1}{m_t/k_t} \sum_{i=1}^{[m_t/k_t]} (E[f(Z_{t-ik_t})] - f(Z_{t-ik_t})) \right| \hat{f}_i \right].$$

$$\text{(2.1)}$$
Now let us bound each term in $\text{(2.1)}$ separately. First, we have that
\[
\mathbb{E} \left[ \frac{1}{m_t/k_t} \sum_{i=1}^{[m_t/k_t]} \hat{f}_t(Z_{t-ik_t}) \right] = \mathbb{E} \left[ \inf_{f \in \mathcal{F}} \frac{1}{m_t/k_t} \sum_{i=1}^{[m_t/k_t]} f(Z_{t-ik_t}) \right]
\]
\[
\leq \inf_{f \in \mathcal{F}} \frac{1}{m_t/k_t} \sum_{i=1}^{[m_t/k_t]} \mathbb{E} [f(Z_{t-ik_t})] \leq \inf_{f \in \mathcal{F}} \mathbb{E} [f(Z_t)] + 1 \wedge \left( \sum_{q=t-m_t}^{t-1} \Delta_{q+1} \right).
\]

Next, Lemma 2.2 implies
\[
\mathbb{E} \left[ \sup_{f \in \mathcal{F}} \frac{1}{m_t/k_t} \sum_{i=1}^{[m_t/k_t]} (\mathbb{E}[f(Z'_{t-ik_t})] - f(Z_{t-ik_t})) \right]
\]
\[
\leq \mathbb{E} \left[ \sup_{f \in \mathcal{F}} \frac{1}{m_t/k_t} \sum_{i=1}^{[m_t/k_t]} (\mathbb{E}[f(Z'_{t-ik_t})] - f(Z'_{t-ik_t})) \right] + \left( [m_t/k_t] - 1 \right) \beta_{k_t}.
\]

Furthermore, Lemma 2.2 implies
\[
\mathbb{E} \left[ \sup_{f \in \mathcal{F}} \frac{1}{m_t/k_t} \sum_{i=1}^{[m_t/k_t]} (\mathbb{E}[f(Z'_{t-ik_t})] - f(Z'_{t-ik_t})) \right] \leq c \sqrt{\frac{d}{[m_t/k_t]}},
\]

Together, we have that \(\text{(2.1)}\) is at most
\[
\inf_{f \in \mathcal{F}} \mathbb{E} [f(Z_t)] + 1 \wedge \left( \sum_{q=t-m_t}^{t-1} \Delta_{q+1} \right) + c \sqrt{\frac{d}{[m_t/k_t]} + ([m_t/k_t] - 1) \beta_{k_t}}.
\]

Altogether, we have established that
\[
\mathbb{E} \left[ \hat{f}_t(Z_t) \right] \leq \inf_{f \in \mathcal{F}} \mathbb{E} [f(Z_t)] + 2 \left( 1 \wedge \sum_{q=t-m_t}^{t-1} \Delta_{q+1} \right) + c \sqrt{\frac{d}{[m_t/k_t]} + [m_t/k_t] \beta_{k_t}}. \quad (2.2)
\]

Therefore,
\[
\sum_{t=1}^{T} \mathbb{E} \left[ \hat{f}_t(Z_t) \right] - \sum_{t=1}^{T} \inf_{f \in \mathcal{F}} \mathbb{E} [f(Z_t)]
\]
\[
\leq 1 + \left( \sum_{t=2}^{T} 2 \left( 1 \wedge \sum_{q=t-m_t}^{t-1} \Delta_{q+1} \right) \right) + \left( \sum_{t=2}^{T} c \sqrt{\frac{d}{[m_t/k_t]}} \right) + \left( \sum_{t=2}^{T} [m_t/k_t] \beta_{k_t} \right). \quad (2.3)
\]

All that remains is to bound each of these three terms on the right hand side of \(2.3\).

First, note that
\[
\sum_{t=1}^{T} t^{-(1-\alpha)\frac{3\alpha}{3+\alpha}} = O \left( 1 + \int_{1}^{T} t^{-(1-\alpha)\frac{3\alpha}{3+\alpha}} \mathrm{d}t \right) = O \left( T^{\alpha+(1-\alpha)\frac{3\alpha}{3+\alpha}} \right).
\]

Thus, we have that
\[
\sum_{t=2}^{T} c \sqrt{\frac{d}{[m_t/k_t]}} = O \left( \sum_{t=1}^{T} t^{-(1-\alpha)\frac{3\alpha}{3+\alpha}} \right) = O \left( T^{\alpha+(1-\alpha)\frac{3\alpha}{3+\alpha}} \right). \quad (2.4)
\]

Also, we have
\[
\sum_{t=2}^{T} [m_t/k_t] \beta_{k_t} = O \left( \sum_{t=2}^{T} t^{-(1-\alpha)\frac{3\alpha}{3+\alpha}} \right) = O \left( T^{\alpha+(1-\alpha)\frac{3\alpha}{3+\alpha}} \right). \quad (2.5)
\]
The final term, \( \sum_{t=2}^{T} 2 \left( 1 \wedge \sum_{q=t-m_t}^{t-1} \Delta_{q+1} \right) \), requires slightly more work to bound. Define \( \delta_t = t^{-1-\alpha} \frac{m_t}{\delta T} \), and let \( I_t = \mathbb{I} \left[ \sum_{q=t-m_t}^{t-1} \Delta_{q+1} > \delta_t \right] \). Then we have \( 1 \wedge \sum_{q=t-m_t}^{t-1} \Delta_{q+1} \leq \delta_t + I_t \), so that

\[
\sum_{t=2}^{T} \left( 1 \wedge \sum_{q=1-m_t}^{t-1} \Delta_{q+1} \right) \leq \left( \sum_{t=2}^{T} \delta_t \right) + \left( \sum_{t=2}^{T} I_t \right) = O \left( T^{\alpha+(1-\alpha)} \frac{3+3r}{4+4r} \right) + \sum_{t=2}^{T} I_t. \tag{2.6}
\]

Now we claim that

\[
\sum_{t=2}^{T} \frac{1}{m_t} \sum_{q=1-m_t}^{t-1} \Delta_{q+1} = O \left( \sum_{t=1}^{T} \Delta_t \right).
\]

To see this, note that the smallest value of \( t \) for which \( q \in \{ t-m_t + 1, \ldots, t \} \) has \( q = t \), while the largest value of \( t \) for which \( q \in \{ t-m_t + 1, \ldots, t \} \) has \( q = t-m_t + 1 \). In particular, this means that for this largest value of \( t \), \( 2q = 2t \left( 1 - \frac{m_t}{t} \right) \geq 2t \left( 1 - \frac{m_t}{q} \right) \), which for any sufficiently large \( q \), is greater than \( t \): that is, \( 2q > t \). Therefore, together with monotonicity of \( m_t \), for any sufficiently large \( q \), this largest value of \( t \) with \( q \in \{ t-m_t + 1, \ldots, t \} \) satisfies \( t = q + m_t - 1 \leq q + m_{2q} - 1 \). Furthermore, sublinearity of \( m_t \) implies that every value of \( q \) has only a finite number of values \( t \) for which \( q \in \{ t-m_t + 1, \ldots, t \} \). Therefore, there exists a \( T \)-independent value \( v_0 \in (0, \infty) \) (to account for all of the \( \Delta_q \) terms with insufficiently large \( q \) values for the above argument) such that

\[
\sum_{t=2}^{T} \frac{1}{m_t} \sum_{q=t-m_t+1}^{t} \Delta_q \leq v_0 + \sum_{q=2}^{T} q \sum_{t=q+1}^{m_{2q}-1} \frac{\Delta_q}{m_t} \leq v_0 + \sum_{q=2}^{T} \frac{m_{2q}}{m_q} \Delta_q \leq v_0 + \sum_{q=2}^{T} 4\Delta_q = O \left( \sum_{q=1}^{T} \Delta_q \right).
\]

Furthermore, by (1.2), this is \( O(T^\alpha) \). Additionally note that

\[
\sum_{t=2}^{T} \frac{1}{m_t} \sum_{q=1-m_t}^{t-1} \Delta_{q+1} \geq \sum_{t=2}^{T} \frac{\delta_t}{m_t} I_t \geq \frac{\delta T}{m T} \sum_{t=2}^{T} I_t.
\]

Together, these two facts imply that

\[
\sum_{t=2}^{T} I_t \leq O \left( \frac{m T}{\delta T} \sum_{t=1}^{T} \Delta_t \right) = O \left( T^{\alpha+(1-\alpha)} \frac{3+3r}{4+4r} \right).
\]

Plugging this into (2.6), we have that

\[
\sum_{t=2}^{T} \left( 1 \wedge \sum_{q=t-m_t}^{t-1} \Delta_{q+1} \right) \leq O \left( T^{\alpha+(1-\alpha)} \frac{3+3r}{4+4r} \right). \tag{2.7}
\]

Along with (2.3), (2.4), and (2.5), we have established that

\[
\sum_{t=1}^{T} \mathbb{E} \left[ \hat{f}_t(Z_t) \right] - \sum_{t=1}^{T} \inf_{f \in \mathcal{F}} \mathbb{E} \left[ f(Z_t) \right] = O \left( T^{\alpha+(1-\alpha)} \frac{3+3r}{4+4r} \right),
\]

which completes the proof.
3 Product Processes

In this section, unlike above, we suppose the algorithm has direct access to the $\Delta_t$ sequence. Our objective is then to derive more-explicit (non-asymptotic) bounds under the assumption that $\{Z_t\}_{t=1}^{\infty}$ is a product process. The results here are already known in the special case of binary classification, in the case that $\Delta_t$ is bounded by a $t$-invariant constant for all $t$ \cite{6}. Thus, this section represents a generalization of these classic results to the general learning setting, and to general time-varying drift rates. That said, we note that the results here would also readily follow from the classic analysis of \cite{6} and the more-recent work of \cite{22}, with only minor additional work to apply those results to a recent history of data points trailing the prediction time $t$.

Throughout this section, for any functions $f, g : A \to [0, \infty)$, for any set $A$, we write $f(a) \lesssim g(a)$ to express the claim that there exists a numerical constant $c \in (0, \infty)$ such that $f(a) \leq cg(a)$ for all $a \in A$; this allows us to express non-asymptotic bounds (in terms of $T, d,$ and the $\Delta_t$ sequence), without concerning ourselves with precise numerical constant factors. For each $t \in \mathbb{N} \setminus \{1\}$, define

$$\tilde{m}_t = \arg\min_{m \in \{1, \ldots, t-1\}} \left( \sum_{q=t-m}^{t-1} \Delta_{q+1} + \sqrt{\frac{d}{m}} \right)$$

and

$$\tilde{f}_t = \arg\min_{f \in F} \sum_{s=t-\tilde{m}_t}^{t-1} f(Z_s).$$

For completeness, define $\hat{f}_1$ as an arbitrary element of $F$.

**Theorem 3.1.** If $\{Z_t\}_{t=1}^{\infty}$ is a product process, then for $T \in \mathbb{N} \setminus \{1\}$,

$$\sum_{t=1}^{T} T [\tilde{f}_t(Z_t)] - \sum_{t=1}^{T} \inf_{f \in F} E[f(Z_t)] \lesssim \sum_{t=2}^{T} \min_{m \in \{1, \ldots, t-1\}} \left( \sum_{q=t-m}^{t-1} \Delta_{q+1} + \sqrt{\frac{d}{m}} \right).$$

**Proof.** We begin by noting that, in the proof of Theorem 1.1, the argument leading to (2.3) in fact more generally holds for any process $\{Z_t\}_{t \in \mathbb{N}}$ (regardless of whether (1.2) and (1.3) are satisfied), and for any sequence $\tilde{f}_t$ defined as in (1.4), where the values $m_t, k_t \in \mathbb{N}$ can be specified arbitrarily, subject to $k_t \leq m_t \leq t-1$. In particular, substituting $k_t = 1$ and $m_t = \tilde{m}_t$, the corresponding $\tilde{f}_t$ from (1.4) is precisely $\tilde{f}_t$. Then since $\beta_1 = 0$ for product processes, (2.3) implies

$$\sum_{t=1}^{T} E \left[ \tilde{f}_t(Z_t) \right] - \sum_{t=1}^{T} \inf_{f \in F} E[f(Z_t)] \lesssim \sum_{t=2}^{T} \left( \sum_{q=t-m_t}^{t-1} \Delta_{q+1} + \sqrt{\frac{d}{m_t}} \right)$$

$$= \sum_{t=2}^{T} \min_{m \in \{1, \ldots, t-1\}} \left( \sum_{q=t-m}^{t-1} \Delta_{q+1} + \sqrt{\frac{d}{m}} \right).$$

\(\square\)

It remains an interesting open problem to determine whether the above guarantee is achievable by a learning rule that has no direct dependence on the $\Delta_t$ values: that is, a method that is *adaptive* to variations in the rates of drift. Resolution of this question seems an important step toward applicability of these ideas in practice. Of course, as established in Theorem 1.1, if we instead assume that the asymptotic bound (1.2) holds, then it is possible to replace the direct dependence on $\Delta_t$ with a mere dependence on a single parameter $\alpha$; however, the price for this is that the finite-sample bound in
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Theorem 3.1 would be replaced by an asymptotic guarantee. An alternative option is to suppose the drift rates \( \Delta_t \) are \textit{bounded} by a value \( \gamma \), and then provide an algorithm depending only on \( \gamma \); this general of a condition on \( \Delta_t \) precludes the possibility of sublinear cumulative excess risk, but it can nonetheless be interesting to study the dependence of the achieved excess risk on \( \gamma \). This is the subject of the next subsection.

### 3.1 Constant Drift Rate

In the context of binary classification, [19, 14, 15, 5, 6, 9, 12] have derived bounds on the sequence of risks (or the number of mistakes) achieved by various methods, under the assumptions that \( \{Z_t\}_{t=1}^{\infty} \) is a product process, and that \( \Delta_t \leq \gamma \), for some fixed constant \( \gamma \in (0, 1) \). Here we briefly note that some of these results (and in particular, those of [6]) can be generalized to the general learning setting, where we find analogous results on the average of the \( \hat{f}_t(Z_t) \) function values. We note that a similar type of result can also be extracted from the analysis of [22].

Let \( \bar{m} = \lceil d^{1/3} \gamma^{-2/3} \rceil \). For each integer \( t > \bar{m} \), let

\[
\hat{f}_t = \arg\min_{f \in F} \sum_{s=t-\bar{m}}^{t-1} f(Z_s).
\]

For completeness, for \( t \leq \bar{m} \) define \( \hat{f}_t \) as an arbitrary element of \( F \).

**Theorem 3.2.** If \( \{Z_t\}_{t=1}^{\infty} \) is a product process, then for \( T > 1/\gamma \),

\[
\sum_{t=1}^{T} \mathbb{E}[\hat{f}_t(Z_t)] - \sum_{t=1}^{T} \inf_{f \in F} \mathbb{E}[f(Z_t)] \lesssim (d^{1/3}) T.
\]

We note that a bound similar to that in Theorem 3.2 can in fact be proven for the same method as in Theorem 3.1; indeed, this follows immediately from plugging in \( \gamma \) for the values of \( \Delta_t \) in the bound, in which case the method itself is also quite similar to the \( \hat{f}_t \) in Theorem 3.2. However, as the method described here has a simpler form, we include a brief proof of this result for the stated method.

**Proof.** As in the proof of Theorem 3.1, the proof is based on the general validity of (2.2).

In particular, taking \( k_t = 1 \) and \( m_t = \bar{m} \wedge (t-1) \), the corresponding \( \hat{f}_t \) is equal \( \hat{f}_t \) for all \( t > \bar{m} \). Thus, (2.2) implies

\[
\sum_{t=1}^{T} \mathbb{E}[\hat{f}_t(Z_t)] - \sum_{t=1}^{T} \inf_{f \in F} \mathbb{E}[f(Z_t)] \leq \bar{m} + \sum_{t=\bar{m}+1}^{T} \left( \sum_{q=t-\bar{m}}^{t-1} \Delta_{q+1} \right) + \sqrt{d \bar{m}} \\
\leq \bar{m} + \sum_{t=\bar{m}+1}^{T} \left( \bar{m} \gamma + (d \gamma) \right) \lesssim d^{1/3} \gamma^{-2/3} + (d \gamma)^{1/3} T.
\]

The proof is completed by noting that, for \( T > 1/\gamma \), \( (d \gamma)^{1/3} T > d^{1/3} \gamma^{-2/3} \), so that \( d^{1/3} \gamma^{-2/3} + (d \gamma)^{1/3} T < 2(d \gamma)^{1/3} T \).

### 4 Discussion and Open Problems

As for tightness of the results above, it is not clear whether the rate established in Theorem 1.1 is in any sense optimal. There are several steps in the proof that may introduce slack, but it is not clear whether there is a way to refine the analysis or the method to obtain a smaller exponent in the bound.
A Proof of Lemma 2.2

Since technically the original proof of Lemma 2.2 was stated for identically distributed samples, for completeness we present a brief proof of the result without this restriction. The details follow a standard argument. Specifically, following the usual symmetrization argument (e.g., [7], Lemma 11.4), for \((Z_1', \ldots, Z_m')\) an independent copy of \((Z_1', \ldots, Z_m')\), and \(\epsilon_1, \ldots, \epsilon_m\) i.i.d. \(\text{Uniform}([-1, 1])\) independent of all \(Z_i'\) and \(Z_i''\), by Jensen’s inequality we have

\[
\mathbb{E} \left[ \sup_{f \in \mathcal{F}} \frac{1}{m} \sum_{t=1}^{m} (f(Z_i') - \mathbb{E}[f(Z_i')]) \right] \leq \mathbb{E} \left[ \sup_{f \in \mathcal{F}} \frac{1}{m} \sum_{t=1}^{m} (f(Z_i') - f(Z_i'')) \right] 
\]

Thus, following the above inequalities yields the result.

Then Lemma 6.1 of [21] implies

\[
\mathbb{E} \left[ \sup_{f \in \mathcal{F}} \frac{1}{m} \sum_{t=1}^{m} \epsilon_t f(Z_i')/\sqrt{m} \right] \leq 3 \sum_{j=0}^{\infty} 2^{-j} \sqrt{\ln(M(2^{-j-1}, \mathcal{F}, L_2(P_m')))},
\]

where \(M(\delta, \mathcal{F}, L_0(P_m'))\) is the \(\delta\)-packing number of \(\mathcal{F}\) under \(L_0(P_m')\), and \(P_m'\) is the empirical measure induced by \(Z_1', \ldots, Z_m'\). Since functions in \(\mathcal{F}\) are bounded in \([0, 1]\), \(M(\delta, \mathcal{F}, L_2(P_m')) \leq M(\delta^2, \mathcal{F}, L_1(P_m'))\), and Theorem 6 of [13] (based on Lemma 25 of [23]) implies \(M(\delta^2, \mathcal{F}, L_1(P_m')) \leq 2 \left(\frac{c_d}{c}\right) \ln \frac{c}{\delta}\). Thus, \(\sum_{j=0}^{\infty} 2^{-j} \sqrt{\ln(M(2^{-j-1}, \mathcal{F}, L_2(P_m')))} \leq c' \sqrt{d}\) for a numerical constant \(c'\). Combining the above inequalities yields the result.
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