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Abstract The effective exchange rate is a measure of whether or not the currency is appreciating or depreciating against a basket of foreign currencies. In this paper an attempt has been taken to enquire the relationship between exchange rate and trade balance in India, here we use we use 36 currency trade based effective exchange rate both nominal and real. A decline in the value of effective exchange rate implies a depreciation of the home currency against the basket of currencies. The data are taken from statistical hand book of India published by RBI. The variables in this study are Trade Balance, Nominal Effective Exchange Rate, Real Effective Exchange Rate. Trade balance is measured by taking the ratio of import and export then converted in to logarithmic form, so trade balance implies log import – log export. This study shows that increase of trade balance of our country is one of the important reasons for depreciating our currency. Since trade balance is the ratio of import and export hence increase in trade balance implies more of import and or less of export is one of the important reasons for depreciation of our currency over the time period of the study.
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1. Introduction

The exchange rate that prevails at a given date is known as the nominal exchange rate. It is amount of one currency in terms of one unit of another currency. Since most of the countries of the world do not conduct all their trade with a single foreign country, policy makers are not so much concerned with what is happening to their exchange rate against a single foreign currency but rather what is happening to it against a basket of foreign currencies with which the country trades. The effective exchange rate is a measure of whether or not the currency is appreciating or depreciating against a basket of foreign currencies. While effective exchange rate provides a reasonable measure of changes in a countries competitive position for periods of several months, it does not take into account of the effect of price movements. In order to get a better idea of changes in countries competitive we would need to compile a real effective exchange rate index. In this paper we use 36 currency trades based effective exchange rate both nominal and real. A decline in the value of effective exchange rate implies a depreciation of the home currency against the basket of currencies. In this paper an attempt has been taken to enquire the relationship between exchange rate and trade balance in India. The data are taken from statistical hand book of India published by RBI and they are monthly in nature. The variables in this study are Trade Balance (TBal), Nominal Effective Exchange Rate (NEER), Real Effective Exchange Rate (REER). Trade balance is measured by taking the ratio of import and export then converted in to logarithmic form, so trade balance implies log import – log export. An increase of this difference implies more of import or less of export or both which actually reflects a deterioration of trade balance, on the other hand a decline of this log difference implies either increase in export or decrease in import or both which actually reflects an improvement of trade balance. All the other variables are also converted in to logarithmic form. The time period covers from April 2009 to September 2013. Augmented Dickey Fuller, Phillips-Perron Unit root test, Johansen Co integration technique, Vector Error Correction model, Granger Causality etc. technique are used in this study.

2. Methodology

In econometric analysis, when time series data are used, the preliminary statistical step is to test the stationarity of each individual series. Unit root tests provide information about stationarity of the data. Nonstationarity data would contain unit roots. The main objectives of unit root tests is to determine the degree of integration of each individual time series. Results derived from the regression models would produce ‘Spurious Results’ if we use the data without checking their Stationarity Properties.

We can examine the stationarity of the datasets through following methods.

2.1. Augmented Dickey-Fuller Unit Root Test
In order to test for the existence of unit roots, and to determine the degree of differencing necessary to induce stationarity, we have applied the Augmented Dickey–Fuller test. Dickey and Fuller (1976, 1979), Said and Dickey (1984), Phillips (1987), Phillips and Perron (1988), and others developed modified version of the Dickey-Fuller tests when the error term is not white noise; these tests are called “Augmented” Dickey-Fuller test (ADF). The results of the Augmented Dickey-Fuller test (ADF) help to determine the form in which the data should be applied in any econometric analysis. The alternative forms are as follows.

\[ \Delta y_t = \gamma + \alpha y_{t-1} + \sum_{j=2}^{k} \theta_j \Delta y_{t-j+1} + \epsilon_t \]  
\[ \Delta y_t = \gamma + \delta t + \alpha y_{t-1} + \sum_{j=2}^{k} \theta_j \Delta y_{t-j+1} + \epsilon_t \]  
\[ \Delta y_t = \alpha y_{t-1} + \sum_{j=2}^{k} \theta_j \Delta y_{t-j+1} + \epsilon_t. \]

where, \(y_t\) = Model Variables \(\Delta y_t\) = First differenced series of \(y_t\), \(\Delta y_{t+1}\) = First differenced series of \(y_t\) at \((t-j+1)\) lags. \(j = 2, \ldots, k\)

The equation (1) contains a constant as exogenous, while equation (2) bears a constant along with a linear trend. However, equation (3) presents an auto-regressive process with no constant and linear trend.

2.2. Phillips–Perron Unit Root Test

Phillips (1987), Phillips and Perron (1988) have generalized the Dickey–Fuller (DF) tests to the situations where disturbance processes, \(\epsilon_t\), are serially correlated. The PP is intended to add a ‘correction factor’ to the DF test statistic.

Let the AR (1) model be,

\[ y_t = \mu + \Phi y_{t-1} + \epsilon_t \]  
\[ Y_t = \mu + \Phi Y_{t-1} + \epsilon_t \]

With Var \((\epsilon_t) = \sigma^2\).

If \(\epsilon_t\) is serially correlated, the ADF approach is to add lagged \(\Delta Y_t\) to ‘whiten’ the residuals. To illustrate the alternative approach, the test statistic \(T(\Phi_1-1)\) has been considered which is distributed as \(\rho=\mu\) where \(\rho\) in the maintained regression with an intercept but no time trend. The PP modified version is,

\[ ZP_{\mu} = T(\Phi_1 -1) - CF \]

where the correction factor \(CF\) is,

\[ CF = 0.5(s_1^2 - s_2^2) / (\sum_{t=2}^{T} (Y_{t-1} - Y_{t-1}^{-})^2 / T^2) \]  
\[ \text{and,} \]

\[ s_1^2 = T^{-1} \sum_{t=1}^{T} \epsilon_t^2 \]

\[ s_2^2 = T^{-1} \sum_{t=s+1}^{T} \epsilon_t^2 + \frac{I}{s} \sum_{t=s+1}^{T} \epsilon_t \epsilon_{t-s} / T \]

where \(W_{sl} = 1 - s/(1+ l)\) and \(c_1 = Y_t \Phi_1 Y_{t-1}^{-}\)

\[ Y_{t-1}^{-} = \left( \sum_{i=2}^{T} Y_i / (T-1) \right) \]  

2.3. Test of Co-integration

The co-integration test represents the gesturalization of long run equilibrium relationship between two variables say \(y_t\) and \(x_t\) let both are integrated at one, that is \(y_t \sim I(1)\) and \(x_t \sim I(1)\). Then \(y_t\) and \(x_t\) are said to be cointegrated if there exist a \(\beta\) such that \(y_t - \beta x_t\) is \(I(0)\). This is denoted by saying \(y_t\) and \(x_t\) are CI (1,1) that is \(y_t\) and \(x_t\) are cointegrated. Different types of co-integration techniques are available for the time series analysis. These tests include the Engle and Granger test (1987), Stock and Watson procedure (1988) and Johansen’s method (1988). This study uses Johansen technique of cointegration.

The Johansen maximum likelihood procedure analyses the relationship among stationary or non-stationary variables using the following equation:

\[ x_t = \sum_{i=1}^{p} \Pi_i x_{t-1} + \epsilon_t \]

The function can be presented according to the following VAR system:

\[ \Delta x_t = \Pi x_{t-1} + \sum_{i=1}^{p} \Phi_i \Delta x_{t-1} + \mu + \epsilon_t \]

In which \(x_t\) is an \(n \times 1\) random vector, \(\epsilon_t\) is NIID \((0, \sigma^2\)), and \(\mu\) is deterministic terms. The long run relationships are derived through the coefficient Matrix of \(\Pi\), denoted by \(r\), which is between 0 and \(n\). Then there are \(r\) linear combinations of the variables in the system that are \(I(0)\) or co-integrated. Under Johansen (1991), and Johansen and Juselius (1990) procedures, two tests are available for the determination of co-integrating vectors and for the estimation of their values. These tests are the Trace Test and the Eigen Value Test. In this method, a two-stage testing procedure has been followed. In the first stage, the null hypothesis of no Cointegration hypothesis is tested against the alternative hypothesis that the data are cointegrated with an unknown cointegrating vector. If the null hypothesis is rejected, a second stage test is implemented with Cointegration maintained under both the null and alternative. Gonzalo (1994) has suggested that Johansen’s procedure has certain properties which are superior to alternative co-integrating testing methods.

3. Empirical Findings

Time plots of NEER (Figure1) shows that in April 2009 exchange rate increases for few weeks and then declines at least for three months, then again from the middle of 2009 it increases and this increase stays for another 4 to 5 months, from the end of 2009 it starts to decline and it continues to decline through out the time horizon of the study except for few periods. Figure-2 shows the time plots of real effective exchange rate which shows an increase up to middle of 2010 starting from the study period April 2009 but after that there is a continuous fall.
throughout the study periods except for one or two periods increase. Since the rate of change of NEER or REER implies the magnitude of depreciation or appreciation figure-3 shows the time plots of 1st difference of log nominal effective and log real effective exchange rate which is nothing but the rate of change of exchange rate that is appreciation or depreciation. Figure-4 shows the time plots of Trade Balance which clearly shows a downward pattern up to October 2010, with certain ups and downs in between but after that it is from the end of 2010 to the end of the study period there is a clear upward movement. Since upward movement implies more of import compared to export so it means more trade deficit.

![Figure 1. Time Plots of Nominal Effective Exchange Rate (NEER)](image1)

![Figure 2. Time Plots of Real Effective Exchange Rate (REER)](image2)

![Figure 3. Time plots of growth of NEER and REER](image3)

![Figure 4. Time Plots of Trade Balance](image4)

The correlogram structure (Figure 5 to Figure 8) of the variables show that both the REER and NEER are non-stationary at level but they become stationary after 1st difference, but Figure-9 shows that the correlogram structure of trade balance is stationary at level. Correlogram structure provides a rule of thumb idea about the stationarity or non-stationarity of the time series variables, but for more perfection we generally depend on Augmented Dickey-Fuller Test (ADF Test) and Phillips-Perron Unit root test (the results of ADF and PP unit root test are shown in Table 1).

![Figure 5. Correlogram of NEER](image5)
### Figure 6. Correlogram of D(NEER)

| Sample: 2009-04-2013 | Included observations: 52 | Correlogram of D(NEER) |
|-----------------------|--------------------------|------------------------|
| Autocorrelation      | Partial Correlation | AC | PAC | Q-Stat | Prob |
| 1                     |                         | 0.260 | 0.200 | 4.3021 | 0.038 |
| 2                     |                         | 0.053 | 0.027 | 4.4025 | 0.107 |
| 3                     |                         | -0.156 | -0.176 | 6.0506 | 0.118 |
| 4                     |                         | -0.200 | -0.130 | 8.3915 | 0.076 |
| 5                     |                         | -0.030 | 0.062 | 8.3039 | 0.129 |
| 6                     |                         | 0.113 | 0.123 | 9.3382 | 0.163 |
| 7                     |                         | 0.204 | 0.105 | 11.934 | 0.101 |
| 8                     |                         | 0.031 | 0.071 | 12.220 | 0.142 |
| 9                     |                         | -0.048 | 0.045 | 12.372 | 0.193 |
| 10                    |                         | -0.159 | -0.068 | 14.058 | 0.170 |
| 11                    |                         | -0.033 | 0.027 | 14.652 | 0.198 |
| 12                    |                         | 0.027 | 0.046 | 14.712 | 0.258 |
| 13                    |                         | -0.021 | -0.126 | 14.743 | 0.324 |
| 14                    |                         | 0.039 | 0.070 | 16.472 | 0.347 |
| 15                    |                         | 0.124 | 0.143 | 16.965 | 0.315 |

### Figure 7. Correlogram of REER

| Sample: 2009-04-2013 | Included observations: 52 | Correlogram of REER |
|-----------------------|--------------------------|---------------------|
| Autocorrelation      | Partial Correlation | AC | PAC | Q-Stat | Prob |
| 1                     |                         | 0.641 | 0.641 | 39.637 | 0.000 |
| 2                     |                         | 0.703 | -0.013 | 67.912 | 0.000 |
| 3                     |                         | 0.575 | -0.044 | 67.218 | 0.000 |
| 4                     |                         | 0.495 | 0.086 | 101.81 | 0.000 |
| 5                     |                         | 0.453 | 0.090 | 114.25 | 0.000 |
| 6                     |                         | 0.407 | 0.021 | 124.64 | 0.000 |
| 7                     |                         | 0.369 | -0.030 | 133.71 | 0.000 |
| 8                     |                         | 0.254 | -0.089 | 137.53 | 0.000 |
| 9                     |                         | 0.194 | -0.100 | 141.42 | 0.000 |
| 10                    |                         | 0.123 | -0.101 | 141.45 | 0.000 |
| 11                    |                         | 0.098 | 0.033 | 142.11 | 0.000 |
| 12                    |                         | 0.071 | -0.090 | 142.47 | 0.000 |
| 13                    |                         | 0.032 | -0.076 | 142.64 | 0.000 |
| 14                    |                         | -0.015 | 0.332 | 142.56 | 0.000 |

### Figure 8. Correlogram of D(REER)

| Sample: 2009-04-2013 | Included observations: 52 | Correlogram of D(REER) |
|-----------------------|--------------------------|------------------------|
| Autocorrelation      | Partial Correlation | AC | PAC | Q-Stat | Prob |
| 1                     |                         | 0.259 | 0.259 | 3.666 | 0.055 |
| 2                     |                         | 0.054 | 0.003 | 3.9154 | 0.141 |
| 3                     |                         | 0.020 | 0.004 | 3.9878 | 0.268 |
| 4                     |                         | -0.203 | -0.223 | 8.3276 | 0.175 |
| 5                     |                         | -0.164 | 0.103 | 8.3420 | 0.274 |
| 6                     |                         | 0.136 | 0.201 | 8.4431 | 0.207 |
| 7                     |                         | 0.150 | 0.039 | 10.039 | 0.164 |
| 8                     |                         | 0.032 | -0.118 | 10.156 | 0.254 |
| 9                     |                         | -0.013 | -0.023 | 10.155 | 0.337 |
| 10                    |                         | -0.140 | -0.052 | 11.472 | 0.322 |
| 11                    |                         | -0.096 | 0.022 | 12.039 | 0.352 |
| 12                    |                         | 0.070 | 0.064 | 12.444 | 0.411 |
| 13                    |                         | 0.025 | 0.058 | 12.430 | 0.488 |
| 14                    |                         | 0.078 | 0.031 | 12.940 | 0.531 |
| 15                    |                         | 0.124 | 0.090 | 13.027 | 0.552 |

### Figure 9. Correlogram of Trade Balance (TBAL)

| Sample: 2009-04-2013 | Included observations: 53 | Correlogram of TBAL |
|-----------------------|--------------------------|---------------------|
| Autocorrelation      | Partial Correlation | AC | PAC | Q-Stat | Prob |
| 1                     |                         | 0.006 | 0.065 | 0.4164 | 0.619 |
| 2                     |                         | 0.112 | 0.106 | 1.1964 | 0.558 |
| 3                     |                         | 0.308 | 0.296 | 6.6711 | 0.003 |
| 4                     |                         | -0.068 | -0.064 | 6.6751 | 0.154 |
| 5                     |                         | 0.043 | -0.114 | 6.7684 | 0.237 |
| 6                     |                         | 0.136 | 0.050 | 7.9604 | 0.241 |
| 7                     |                         | 0.158 | 0.169 | 9.6333 | 0.217 |
| 8                     |                         | 0.165 | 0.166 | 11.162 | 0.197 |
| 9                     |                         | 0.124 | 0.144 | 12.286 | 0.139 |
| 10                    |                         | -0.267 | -0.208 | 17.866 | 0.057 |
| 11                    |                         | -0.106 | 0.017 | 16.647 | 0.059 |
| 12                    |                         | 0.093 | 0.104 | 19.258 | 0.082 |
| 13                    |                         | 0.146 | 0.029 | 20.779 | 0.077 |
| 14                    |                         | -0.093 | -0.107 | 21.420 | 0.031 |
| 15                    |                         | 0.015 | 0.337 | 21.435 | 0.043 |
### Table 1. ADF and PP Unit Root Test on TBAL, NEER and REER

| Variable | Exogenous | ADF test Statistic | Prob* | PP test Statistic | Prob*, Bandwidth** |
|----------|------------|--------------------|-------|-------------------|-------------------|
| TBAL     | Constant   | -6.246             | 0.000 |                   |                   |
| TBAL     | Con+ trend | -6.167             | 0.000 |                   |                   |
| NEER     | Constant   | 1.212              | 0.997 |                   |                   |
| NEER     | Con+ trend | -1.587             | 0.784 |                   |                   |
| DNEER    | Constant   | -4.761             | 0.0003|                   |                   |
| DNEER    | Con+ trend | -5.115             | 0.0006|                   |                   |
| REER     | Constant   | -0.082             | 0.9457|                   |                   |
| REER     | Con+ trend | -1.126             | 0.9143|                   |                   |
| DREER    | Constant   | -4.855             | 0.0002|                   |                   |
| DREER    | Con+ trend | -5.473             | 0.0002|                   |                   |

*MacKinnon (1996) one-sided p-values., **(Newey-West using Bartlett kernel)

In both the ADF and PP test it is clear that Trade Balance is stationary at level but both the exchange rate Nominal effective exchange rate and the Real effective exchange Rate are I(1) variable that is they are non stationary at level but becomes stationary after 1st difference. Since 1st difference of log is growth hence we are taking growth of NEER ad or growth of REER as one variable and Trade Balance at level is another variable of this study. Since graphical representation of both the exchange rate shows a declining trend (if there is continuous depreciation) hence its rate of change implies depreciation. So trade balance (TRADEBAL) and growth of nominal or real effective exchange rate that is DREER and or DNEER as depreciation of exchange rate (DEPEXR) as another variable in this study, hence both the variables becomes same order of integration. Hence these two variables are automatically cointegrated. But still for confirmation we run Johansen Cointegration Test (the results are shown in the Table 2) which clearly shows that there exist cointegrating relation between DNEER and TRADEBAL. Therefore there exist a long-run relationship between depreciation of nominal or real effective exchange rate and trade balance in the economy of India for the time horizon of the study.

### Table 2. Results of Johansen’s cointegrating between Depreciation and Trade Balance (Series DLNEER TRADEBAL Trend assumption: Linear deterministic trend, Unrestricted Cointegration Rank Test)

| No. of CE(s) | Eigen Value | Trace Statistic | Max-Eigen Statistic | 5% C.V | 1% C.V |
|--------------|-------------|-----------------|--------------------|--------|--------|
| None         | 0.272247    | 28.67931        | 15.889             | 15.41  | 20.04  |
| At most one  | 0.225697    | 12.78961        | 3.76               | 6.65   |        |

Trace test indicates 2 cointegrating equation(s) at both 5% and 1% levels and Max-eigenvalue test indicates 2 cointegrating equation(s) at the 5% level between DLNEER and TRADEBAL

### Table 3. Results of Johansen’s cointegrating between Depreciation and Trade Balance (Series DLREER TRADEBAL)

| No. of CE(s) | Eigen Value | Trace Statistic | Max-Eigen Statistic | 5% C.V | 1% C.V |
|--------------|-------------|-----------------|--------------------|--------|--------|
| None         | 0.243679    | 26.90941        | 13.96488           | 15.41  | 20.04  |
| At most one  | 0.228099    | 12.94494        | 3.76               | 6.65   |        |

Trace test indicates 2 cointegrating equation(s) at both 5% and 1% level, Max-eigenvalue test indicates no cointegration at both 5% and 1% levels.

Cointegration implies long-run relationship between the variables but in the short-run there may be deviations, hence the stability of the long-run relationship can be expressed by estimating vector error correction model (VECM). This model combines the short term effect as well as long-run relation by incorporating one error correction term (one period lagged error series of the cointegrating relation). The vector error correction model can be written as follows

\[
\Delta DLREER_t = \alpha_1 + \beta_1 ECM_{t-1} + \beta_2 \Delta DLREER_{t-1} + \beta_3 \Delta DLREER_{t-2} + \delta_1 \Delta TRADEBAL_{t-1} + \delta_2 \Delta TRADEBAL_{t-2} + \mu_t - - - - (1)
\]

\[
\Delta TRADEBAL_t = \alpha_2 + \beta_1 ECM_{t-1} + \beta_2 \Delta TRADEBAL_{t-1} + \beta_3 \Delta TRADEBAL_{t-2} + \delta_1 \Delta DLREER_{t-1} + \delta_2 \Delta DLREER_{t-2} + \mu_t - - - - (2)
\]
The estimated coefficient of the error correction term implies the speed of adjustment if there is any significant deviation from long-run equilibrium relationship. The results of the VECM are shown in the Table 4 below.

### Table 4. results of the Vector Error Correction Model

| Dependent Variable | Explanatory Variable | Estimated value | t- value |
|--------------------|----------------------|-----------------|----------|
| $\Delta DLREER_t$  | ECM                  | -0.549629       | -2.70217* |
|                    | $\Delta DLREER_{t-1}$| -0.104316       | -0.56218 |
|                    | $\Delta DLREER_{t-2}$| -0.034572       | -0.20668 |
|                    | $\Delta TRADEBAL_{t-1}$| -0.092227       | -2.72642* |
|                    | $\Delta TRADEBAL_{t-2}$| -0.061915       | -2.05081* |

R² = 0.360287, F-statistic = 4.843358,

From the above results it is clear that one of the ECM coefficients is negative and less than one and it is statistically significant. It implies the stability of the long -run relationship. The speed of adjustment is 0.54, it implies 54% deviations of the previous period is automatically corrected in the present period. More over $\delta_1$ and $\delta_2$ in the 1st equation is negative and statistically significant. It implies increase of trade balance (both in last one and two periods) tries to reduce the growth of real effective exchange rate, since reduction of REER means more depreciation, hence it shows that increase of trade balance of our currency is one of the reasons for depreciating our currency. Since trade balance is the ratio of import and export hence increase in trade balance Granger Causes depreciation. This is shown in the Table 5. On the other hand since depreciation is not significantly affecting trade balance hence the Marshall -Lerner Condition is not satisfied in India

### Table 5. VEC Pairwise Granger Causality

| Exclude | Chi-sq | df | Prob. |
|---------|--------|----|-------|
| D(DLREER) | 1.378771 | 2  | 0.5019 |
| All     | 1.378771 | 2  | 0.5019 |

| Exclude | Chi-sq | df | Prob. |
|---------|--------|----|-------|
| D(TRADEBAL) | 7.621220 | 2  | 0.0221 |
| All     | 7.621220 | 2  | 0.0221 |

### 4. Diagnostic Checking

One of the important criteria for testing the goodness of the estimated VEC model is the normality of residual of the estimated regression. This is done through Jarque-Berra Statistic. The table below shows the results of the normality test which clearly shows the acceptance of the null hypothesis. Hence the residuals of the estimated VEC model is normal (JB statistic is 4.94 with high probability value). Similarly the tests for autocorrelation of the error series are shown by Portmanteau Tests (Table 7). The test is valid only for lags larger than the VAR lag order. This test also shows the acceptance of the null hypothesis that there is no residual autocorrelations up to lag 12. The results are almost same if we take nominal effective exchange rate instead of real effective exchange rate with a little bit difference in magnitude. All these show that our estimation is reliable.

### Table 6. VEC Residual Normality Tests, Orthogonalization:

| Component | Skewness | Chi-sq | df | Prob. |
|-----------|----------|--------|----|-------|
| 1         | -0.261450 | 0.558240 | 1  | 0.4550 |
| 2         | -0.458982 | 1.720427 | 1  | 0.1896 |
| Joint     | 2.278667  | 2      | 0.3200 |

| Component | Kurtosis | Chi-sq | df | Prob. |
|-----------|----------|--------|----|-------|
| 1         | 1.989394  | 2.085206 | 1  | 0.1487 |
| 2         | 2.470406  | 0.572627 | 1  | 0.4492 |
| Joint     | 2.657832  | 2      | 0.2648 |

### Table 7. VEC Residual Portmanteau Tests for Autocorrelations (H0: no residual autocorrelations up to lag h)

| Lags | Q-Stat | Prob. | Adj Q-Stat | Prob. | df |
|------|--------|-------|------------|-------|----|
| 1    | 0.951171 | NA*   | 0.970987   | NA*   | NA* |
| 2    | 1.275101 | NA*   | 1.308702   | NA*   | NA* |
| 3    | 2.110357 | 0.7155 | 2.198430   | 0.6993 | 4  |
| 4    | 9.439915 | 0.3066 | 10.17950   | 0.2527 | 8  |
| 5    | 10.28369 | 0.5911 | 11.11917   | 0.5187 | 12 |
| 6    | 11.88442 | 0.7516 | 12.94781   | 0.6766 | 16 |
| 7    | 15.92742 | 0.7211 | 17.65998   | 0.6098 | 20 |
| 8    | 18.67892 | 0.7689 | 20.94835   | 0.6418 | 24 |
| 9    | 22.13137 | 0.7714 | 25.27560   | 0.6128 | 28 |
| 10   | 24.46085 | 0.8273 | 28.10187   | 0.6643 | 32 |
| 11   | 28.05612 | 0.8252 | 32.73788   | 0.6245 | 36 |
| 12   | 28.91737 | 0.9032 | 33.87845   | 0.7412 | 40 |

*The test is valid only for lags larger than the VAR lag order. df is degrees of freedom for (approximate) chi-square distribution

### 5. Summary and Conclusion

The effective exchange rate is a measure of whether or not the currency is appreciating or depreciating against a basket of foreign currencies. While effective exchange rate provides a reasonable measure of changes in a countries competitive position for periods of several
months, it does not take into account of the effect of price movements. In order to get a better idea of changes in countries competitive we would need to compile a real effective exchange rate index.

In this paper we use 36 currency trades based effective exchange rate both nominal and real. A decline in the value of effective exchange rate implies a depreciation of the home currency against the basket of currencies. This paper finds that increase of trade balance (both in last one and two periods) tries to reduce the growth of real effective exchange rate, since reduction of REER means more depreciation, hence it shows that increase of trade balance of our currency is one of the reasons for depreciating our currency. Since trade balance is the ratio of import and export hence increase in trade balance implies more of import and or less of export is one of the important reasons for depreciation of our currency at least in the short run over the time period of the study. So to strengthen our currency first of all we have to think we are Indian, our domestic product is much better than imported one. The most important thing is honesty. Unless corruptions are curved from the apex level, negative trade balance can never be reversed in India.
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