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Abstract

This thesis employs statistical learning technique to analyze, predict and solve the fixed charge network flow (FCNF) problem, which is common encountered in many real-world network problems. The cost structure for flows in the FCNF involves both fixed and variable costs. The FCNF problem is modeled mixed binary linear programs and can be solved with standard commercial solvers, which use branch and bound algorithm. This problem is important for its widely applications and solving challenges. There does not exist a efficient algorithm to solve this problem optimally due to lacking tight bounds.

To the best of our knowledge, this is the first work that employs statistical learning technique to analyze the optimal flow of the FCNF problem. Most algorithms developed to solve the FCNF problem are based on the cost structure, relaxation, etc. We start from the network characteristics and explore the relationship between properties of nodes, arcs and networks and the optimal flow. This is a bi-direction approach and the findings can be used to locate the features that affect the optimal flow most significantly, predict the optimal arcs and provide information to solve the FCNF problem.

In particular, we define 33 features based on the network characteristics, from which using step wise regression, we identify 26 statistical significant predictors for logistic regression to predict which arcs will have positive flow in the optimal solutions. The predictive model achieves 88% accuracy and the area under receiver operating characteristic curve is 0.95. Two applications are investigated. Firstly, the predictive results can be used directly as component critical index. The failure of arcs with higher critical index result in more cost increase over the entire network. Specifically, in the 100 instances, total cost has an average of 9.8% increase while blocking highest two critical arcs.
Secondly, we develop a regression-based relaxation (RBR) solution approach to the FCNF problem, in which the variable costs are replaced by a function of predictive probability. The rigorous experiments demonstrate the efficacy of the RBR by outperforming linear programming and state-of-the-art standard exact technique.
Chapter 1

Introduction

1.1. Fixed Charge Network Flow Problem

The fixed charge network flow problem (FCNF) was first developed by Hirsch and Dantzig [29], which can be easily described as follows. For a given network, each node has supply/demand request and all the arcs between nodes have variable and fixed costs. The aim of the FCNF is to select the arcs and assign flow on them to transfer commodities from supply nodes to demand nodes, such that the total cost is minimum. Many practical problems, such like transportation problem [3, 22], lot sizing problem [49], facility location problem [41], network design [33, 27, 14] and others [30, 2, 37, 56, 58, 40, 61, 54, 55, 59, 60, 57] can be modeled as the FCNF.

The FCNF is NP-hard [26] and over the decades, a significant number of papers have been published providing solution approaches to the FCNF. In 1966, Driebeek [21] proposed an algorithm to solve a mixed integer problem, which contains a large number of continuous variables and a few integer vari-
ables. He solved the problem without integer constraints first and search for the optimum integer solution. This work was among the pioneers of mixed integer programming. Many techniques commonly utilities branch and bound (B&B) to search the exact solution of the FCNF. Kennington and Unger [31] presented a new branch and bound algorithm to fixed charge transportation problem, which exploited the underlying transportation structure. Barr et al. [5] revised B&B to solve large scale and sparse fixed charge transportation problem. Cabot and Erenguc [11] discussed three properties that may improve B&B algorithm. Palekar et al. [44] developed a stronger conditional penalty for the FCNF problem, which reduced the B&B enumeration and solving time significantly. Ortega and Wolsey [43] developed branch and cut system for uncapacitated FCNF problem, including a heuristic for the dicut inequalities and branching and pruning rules. Hewitt et al. [28] obtained better solution using careful neighborhood search from arc-based formulation of the FCNF and improved the lower bound by linear relaxation of the path-based formulation. Due to lacking the tight upper and lower bounds, the B&B algorithm might be computational difficulty for the large-scale and complex problems. Hence, approximate solution approaches to find the near-optimal solution for the FCNF have generated considerable research interests. Balinski [3] formulated fixed cost transportation problem as integer programming and proposed a approximate method of solution. Sun et al. [50] applied Tabu search algorithm to solve the FCNF problem, using recency based and frequency based memories, intermediate and long term memory processes. For local search, they used network simplex method. Kim and Pardalos [32] developed a dynamic slope scaling procedure, incorporating variable and fixed costs together as a new
coefficient and solve linear programming problem iteratively. Monteiro et al. [38] proposed a hybrid ant colony optimization algorithm to combine two aspects of meta-heuristic search behavior, exploration and exploitation. Based on spanning tree and Prüfer number representation, Molla-Alizadeh-Zavardehi et al. [37] proposed an artificial immune algorithm and genetic algorithm and discussed the proper values of parameters.

State-of-the-art MIP solvers combine a variety of cutting plane techniques, heuristics and the branch and bound algorithm to find the global optimal solution. All the modern MIP solvers use preprocessing/pre-solve methods to find a better upper bound by taking information from the original formulations, then the solvers are able to reduce the search space during B&B procedure, which significantly accelerate the entire solving processes [9]. More details of the preprocessing techniques can be found in the books of Nemhauser and Wolsey [39], Wolsey [52], Fügenschuh and Martin [25] and Mahajan [35].

1.2. Identification of Critical Components

Modern societies are heavily dependent on many distributed systems, e.g. communication networks [13], electric power transmission networks [20], transportation networks [62], and all these belongs to network science area. A substantial body of work has been done to identify critical components of networks. In general, the removal or blockage of one or more critical links could have direct and serious economic consequences in terms of overall system performance [6, 47]. Therefore, we need to identify critical segments in the network, as specified by several national and transnational directives [8].
The definition of criticality is always associated with a metric, such as travel time, maximum traffic flow, reliability and resilience, etc and the failure of critical components affect the system performance most. The term ’criticality’ is used to qualify the role that the elements play with respect to the global properties of the whole network.

Many literature employed topological approach to identify critical components, which is capable of identifying the network edges and nodes whose failure can induce a severe structural damage to the network through the physical disconnection of its parts [16, 10]. However, focusing on network topology neglects other characteristics of the network. Eusgeld et al. [23] employed simulation technique to capture the dynamics of the operational scenarios involving the most vulnerable parts of the critical infrastructure combined with the analysis of network topology. Bier et al. [7] proposed a computational efficient greedy algorithm, named max line interdiction algorithm, to identify the highest load line in the power system. Dheenadayalu et al. [19] identified critical highway links using localized level-of-service measures such as the volume/capacity (V/C) ratio. Scott et al. [45] developed a comprehensive Network Robustness Index for identifying critical components and network performance considering traffic flow, capacity and network connectivity. Through hypothetical networks, they proved that the Network Robustness Index yields different greater system-wide benefits with respect to travel time savings, than solution identified by V/C ratio.

Besides network analysis and simulation approach, optimization is widely to identify critical components. Zio et al. [63] proposed a multi-objective optimization model aimed at the maximization of the importance of the impor-
tance of the groups and minimization of their dimension. They applied the model to analyze the Italian high-voltage electrical transmission network. Similarly, Shen et al. [46] developed three objectives including the maximization of the number of connected components, minimization of the largest component size and maximization of the minimum cost required to reconnect the whole network, by deleting a group of nodes.

In addition, Demšar et al. [18] proposed a dual graph model to identify critical locations in a spatial network in terms of vulnerability risk. Crucitti et al. [15] proved that the disruption of a single critical node is sufficient to decrease the efficiency or performance of the entire system. Barker et al. [4] involves two critical importance measures considering the adverse impact while blocking the link and positive impact if the link is not disrupted in the disaster.

In summary, the critical index can be built in terms of different scenarios. Removing the network component and quantifying the corresponding system-wide consequence is widely employed to build the component importance index regardless which technique used in the literature.

1.3. Principal Goals and Thesis Outlines

As the best of our knowledge, none of existing literature have developed models to analyze and predict which arcs are used in the optimal solution of the FCNF. This is the first paper that employs statistical learning technique to analyze the optimal flow of the FCNF and distinguishes the features to predict the optimal arcs. This thesis involves three tasks. Task 1 will extract network features that can be used as predictors and how to develop a predictive model with
these features. By solving thousands of random generated FCNF instances, we collect over 60,000 observations and develop logistic regression model based on the dataset, which can be used to quantify the influence of each statistical significant network characteristics. **Task 2** will validate the predictive model through a series of diagnostic techniques will interpret the model. **Task 3** of this thesis, will discuss two applications of this model. The first one is to identify critical arcs in a network with respect to the FCNF problem without solving any optimization problems. The other one is named regression-based relaxation (RBR), a approximate method for the FCNF.

The remainder of this thesis is organized as follows. Chapter 2 introduces the background of the FCNF and the logistic regression model. The whole process for developing logistic regression model is discussed in Chapter 3 and Chapter 4 validates and interprets the predictive model. Chapter 5 introduces two applications of the predictive model. Chapter 6 and 7 summarize the thesis and future work, respectively.
Chapter 2

Background

2.1. Fixed Charge Network Flow Formulation

The fixed charge network flow (FCNF) problem is described on a network $G = (N, A)$, where $N$ and $A$ are the set of node index $i$ and arc index $(i, j)$, respectively. Let $c_{ij}$ and $f_{ij}$ denote the variable and fixed cost of arc $(i, j) \in A$, respectively. Each node has a supply/demand request $R_i$ ($R_i > 0$ if node $i$ is a supply node; $R_i < 0$ if node $i$ is a demand node; otherwise, $R_i = 0$). Artificial capacity, $M_{ij}$, is used in the problem formulation to ensure that the fixed cost $f_{ij}$ is incurred whenever there is a positive flow on arc $(i, j) \in A$. There are two variables in the FCNF, $x_{ij}$ denotes the flow and $y_{ij}$ represents the corresponding decision variable on arc $(i, j) \in A$. All the instances in this work are single-commodity FCNF and the formulation is as follows,
Here, the objective function in (2.1) is nonlinear. Constraint (2.2) ensures that the inflow and outflow satisfy the supply/demand at node $i \in N$. $M_{i,j}$ is arc capacity in constraint (2.3) to ensure that the flow on arc $(i,j) \in A$ can be positive only when the arc $(i,j) \in A$ is open ($y_{ij} = 1$). If arc$(i,j)$ is not capacitated, $M_{ij}$ should be artificially set to a number which is larger than the total supply requests to not inhibit feasible solution. Constraint (2.4) defines $y_{ij}$ as binary, which makes the problem a 0-1 mixed integer programming problem.

### 2.2. Logistic Regression Model

The logistic regression is a classification model and only has one response/dependent variable. The logistic regression is commonly used in data mining applications, computer science, biology and so on [12]. There are two classes of the logistic regression, binomial and multinomial. The response variable of binomial logistic regression has exactly two classes or binary outcomes, while multinomial logistic regression has more than two. The dependent variable in this paper,
denoted by \( Y \), is binary and

\[
Y = \begin{cases} 
1, & \text{arc is used in the FCNF} \\
0, & \text{otherwise.}
\end{cases}
\]

The initial output of the logistic regression is not 0 or 1, but the probability that the response variable equals to 1, which in this work refers to the likelihood that the arc has positive flow in the optimal solution of the FCNF. The probability is derived by a logistic function of a variety of independent predictors and the logistic regression coefficients. We use \( \pi(p) = P(Y = 1|p_1, p_2, \ldots, p_k, \ldots, p_K) \) to represent the conditional probability of \( Y = 1 \) given \( p_k \) when the logistic regression is used. The specific logistic regression model is,

\[
\pi(p) = \frac{1}{1 + e^{-(\beta_0 + \beta_1 p_1 + \beta_2 p_2 + \cdots + \beta_k p_k + \cdots + \beta_K p_K)}}
\] (2.5)

where \( K \) is the total number of independent predictors, \( p_k \) is the \( k^{th} \) predictor and \( \beta_k \) is the \( k^{th} \) parameter. Let \( g(p) \) denote the logistic transformation of \( \pi(p) \) and defined as,

\[
g(p) = ln\left[\frac{\pi(p)}{1 - \pi(p)}\right]
= \beta_0 + \beta_1 p_1 + \beta_2 p_2 + \cdots + \beta_k p_k + \cdots + \beta_K p_K
\]

The logit, \( g(p) \), is linear in its parameters. The logistic transformation has many desirable properties of linear regression which we will use to discuss the model and interpretation. Transforming the likelihood to binary value needs
a cut-off point, above which the response variable is set to 1. The details of setting the cut-off value is discussed in Chapter 4.
Chapter 3

Optimal Flow Analysis

3.1. Network Features Extraction

In this section, we extract features from network to predict which arcs will be open in the optimal solutions of the FCNF with four types of features (network, arcs, relaxation solutions and nodes). In the network level, the features include the total number of nodes \( n \), the number of arcs \( m \), the sum of supply requests \( S \) and the density of network, which is denoted by \( \rho = \frac{m}{\frac{n(n-1)}{2}} \). The total supplies is transformed to the average supply per node, \( \bar{S} = \frac{S}{n} \). Arc \( (i,j) \in A \) has variable cost \( c_{ij} \) and fixed cost \( f_{ij} \) based on formulation (2.1). Let \( \gamma_{ij} \) denote the ratio between fixed cost and variable cost of arc \( (i,j) \in A \),

\[
\gamma_{ij} = \frac{f_{ij}}{c_{ij}} \quad \forall (i,j) \in A.
\]
Let $l_{ij}$ denote the flow solution of arc $(i, j) \in A$ in linear relaxed FCNF problem and the normalized value of $l_{ij}$ is denoted by $\bar{l}_{ij}$,

$$\bar{l}_{ij} = \frac{l_{ij}}{S} \quad \forall(i, j) \in A.$$  

The value of $\bar{l}_{ij}$ indicates the optimal flow of the linearized FCNF, and another binary predictor of the optimal arc is created, which is denoted by $l^B_{ij}$,

$$l^B_{ij} = \begin{cases} 1, & \bar{l}_{ij} > 0 \\ 0, & \text{otherwise} \end{cases}.$$  

The two predictors are both related with the optimal flow in the linear relaxed FCNF, but reflect two different types of information. The value of $\bar{l}_{ij}$ indicates how much flow on arc $(i, j) \in A$ and $l^B_{ij}$ shows the arc is open or not in the linearized FCNF.

The information of head node $i$ and tail node $j$ of arc $(i, j) \in A$ should also be considered as the features that may facilitate the predictive model due to the fact that the goal of FCNF is to transfer commodities from supply nodes to demand nodes through several transshipment nodes. Accordingly, we detail the predictors associated with head node $i \in N$, with which tail node $j \in N$ is same. Let $t_i$ denote the type of node $i \in N$,

$$t_i = \begin{cases} 1, & r_i > 0 \\ 0, & r_i = 0 \\ -1, & r_i < 0 \end{cases}.$$
This is to say if node $i$ is a supply node, $t_i = 1$; if node $i$ is a transshipment node, $t_i = 0$; and otherwise if node $i$ is a demand node, $t_i = -1$. Let $d_{ix}$ denote the outdegree of node $i$. It is reasonable to assume that the nodes adjacent to node $i$ have a significant influence on the corresponding response variable. For example, if a supply node is connected with node $i$, the probabilities of this arc and other arcs out from node $i$ to be selected will increase. Let $d_{ix}^S (d_{ix}^D)$ denote the number of supply (demand) tail nodes adjacent to node $i$. If a demand node is connected with node $i$, the probabilities of this arc and other arcs into node $i$ to be selected will increase as well. Let $r_{ix}^S (r_{ix}^D)$ denote the sum of supply (demand) requirements of the tail endpoints adjacent to node $i$.

In the same way, the indegree of node $i$ is denoted as $d_{xi}$, the number of supply (demand) head nodes adjacent to node $i$ is denoted by $d_{xi}^S (d_{xi}^D)$, and sum of supply (demand) requests of head endpoints adjacent to node $i$ are denoted as $r_{xi}^S (r_{xi}^D)$. Figure 3.1 illustrates the notations with a small directed network, in which the number under each node is the requirements of that node and arrow shows the direction of the corresponding arc. The value of $d_i$ is 6 because we have three arcs into node $i$ and three arcs out from node $i$. The requirement of node $i$ is 100 and thus the value of $t_i$ is 1. All the notations defined before are showed in this figure.

We observe that all the predictors with respect to degrees and requirements are correlated with the size and total requirements of each specified instance, consequently it is necessary to normalize such predictors. All the predictors with respect to degrees are divided by the number of nodes $N$, and then we have $\bar{d}_i, \bar{d}_{ix}, \bar{d}_{ix}^S, \bar{d}_{ix}^D, \bar{d}_{xi}, \bar{d}_{xi}^S, \bar{d}_{xi}^D$ ($\forall i \in N$). All the predictors related with requirements are divided by total supply $S$, and we get $\bar{r}_i, \bar{r}_{ix}^S, \bar{r}_{ix}^D, \bar{r}_{xi}^S, \bar{r}_{xi}^D$. 
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Figure 3.1: Example of Node $i$

$(\forall i \in N)$. In summary, we totally have 33 predictors for a individual arc $(i, j) \in A$ as summarized in Table 3.1.

### 3.2. Data Collection

In order to obtain sufficient data set, we create 1249 single-commodity FCNF instances randomly, each which has characteristics corresponding to difficult FCNF problem instances (e.g. high fixed to variable cost ratio). All problems are solved by GUROBI 5.6 on the platform of Windows 7 64bit machine with Intel Xeon CPU E5-1620 and 8 GB RAM. The tests include network works with range in 5 to 15, thus we can solve them optimally quickly. For each problem, the number of arcs $m$ is randomly selected. Specifically, we randomly choose $n - 1 \leq \frac{m}{2} \leq \frac{n(n - 1)}{2}$ and create a connected network instance where each of the $\frac{m}{2}$ undirected arcs is replaced by two directed arcs. The percentage of supply, demand, and transshipment nodes are respectively randomly selected with approximate probabilities 0.2, 0.2 and 0.6. The proba-
Table 3.1: Entire Feature List of arc \((i, j) \in A\)

| Notation | Description |
|----------|-------------|
| \(n\)    | number of nodes |
| \(m\)    | total number of arcs |
| \(\rho\) | network density |
| \(\bar{S}\) | average supply |
| \(c_{ij}\) | variable cost of arc \((i, j)\) |
| \(f_{ij}\) | fix cost of arc \((i, j)\) |
| \(\gamma_{ij}\) | ratio between fix cost and variable cost of arc \((i, j)\) |
| \(l_{ij}^L\) | normalized value of linearized relaxation solution of arc \((i, j)\) |
| \(l_{ij}^B\) | binary version of linearized relaxation solution of arc \((i, j)\) |
| \(t_i\) | type of head node \(i\) |
| \(t_j\) | type of tail node \(j\) |
| \(\bar{r}_i\) | requirements of head node \(i\) |
| \(\bar{r}_j\) | requirements of tail node \(j\) |
| \(\bar{r}_i^S\) | sum of supply requirements of tail endpoints adjacent to node \(i\) |
| \(\bar{r}_i^D\) | sum of demand requirements of tail endpoints adjacent to node \(i\) |
| \(\bar{r}_i^S\) | sum of supply requirements of head endpoints adjacent to node \(i\) |
| \(\bar{r}_i^D\) | sum of demand requirements of head endpoints adjacent to node \(i\) |
| \(\bar{r}_j^S\) | sum of supply requirements of tail endpoints adjacent to node \(j\) |
| \(\bar{r}_j^D\) | sum of demand requirements of tail endpoints adjacent to node \(j\) |
| \(\bar{r}_j^S\) | sum of supply requirements of head endpoints adjacent to node \(j\) |
| \(\bar{r}_j^D\) | sum of demand requirements of head endpoints adjacent to node \(j\) |
| \(\bar{d}_i^*\) | outdegree of head node \(i\) |
| \(\bar{d}_i^S\) | number of supply tail nodes adjacent to node \(i\) |
| \(\bar{d}_i^D\) | number of demand tail nodes adjacent to node \(i\) |
| \(\bar{d}_i\) | indegree of head node \(i\) |
| \(\bar{d}_i^S\) | number of supply head nodes adjacent to node \(i\) |
| \(\bar{d}_i^D\) | number of demand head nodes adjacent to node \(i\) |
| \(\bar{d}_j^*\) | outdegree of tail node \(j\) |
| \(\bar{d}_j^S\) | number of supply tail nodes adjacent to node \(j\) |
| \(\bar{d}_j^D\) | number of demand tail nodes adjacent to node \(j\) |
| \(\bar{d}_j\) | indegree of tail node \(j\) |
| \(\bar{d}_j^S\) | number of supply head nodes adjacent to node \(j\) |
| \(\bar{d}_j^D\) | number of demand head nodes adjacent to node \(j\) |
Table 3.2: Statistic Information of arc \((i, j) \in A\) of Train Dataset

| Notation | Min.  | 1st Qu. | Median | Mean  | 3rd Qu. | Max.  |
|----------|-------|---------|--------|-------|---------|-------|
| \(n\)    | 5.00  | 10.00   | 12.00  | 11.71 | 14.00   | 15.00 |
| \(m\)    | 8.00  | 50.00   | 84.00  | 89.86 | 126.00  | 210.00|
| \(\rho\) | 0.13  | 0.51    | 0.72   | 0.69  | 0.88    | 1.00  |
| \(\bar{S}\) | 84.93 | 307.20  | 456.75 | 480.50| 622.93  | 1325.80|
| \(c_{ij}\) | 0.00  | 2.52    | 5.00   | 5.01  | 7.49    | 10.00 |
| \(f_{ij}\) | 20000 | 29998   | 39983  | 40024 | 50056   | 60000|
| \(\gamma_{ij}\) | 2018  | 5242    | 7997   | 42839 | 15942   | 141547369|
| \(l_{ij}\) | 0.00  | 0.00    | 0.00   | 0.02  | 0.00    | 1.00  |
| \(l_{ij}^B\) | 0.00  | 0.00    | 0.00   | 0.11  | 0.00    | 1.00  |
| \(t_i, t_j\) | -1.00 | -1.00   | 0.00   | 0.15  | 1.00    | 1.00  |
| \(\bar{r}_{ij}\) | -1.00 | -0.16   | 0.00   | 0.00  | 0.15    | 1.00  |
| \(\bar{r}_{ij}^S\) | 0.00  | 0.40    | 0.60   | 0.60  | 0.90    | 1.00  |
| \(\bar{r}_{ij}^D\) | -1.00 | -1.00   | -0.69  | -0.65 | -0.45   | 0.00  |
| \(\bar{r}_{ij}^S\) | 0.00  | 0.00    | 0.00   | 0.64  | 1.01    | 10.00 |
| \(\bar{r}_{ij}^D\) | -1.00 | -1.00   | 0.00   | -0.66 | 0.00    | 0.00  |
| \(\bar{d}_{ij}\) | 0.07  | 0.50    | 0.67   | 0.64  | 0.83    | 0.93  |
| \(\bar{d}_{ij}^S\) | 0.00  | 0.17    | 0.27   | 0.28  | 0.38    | 0.83  |
| \(\bar{d}_{ij}^D\) | 0.00  | 0.10    | 0.17   | 0.18  | 0.25    | 0.67  |
| \(\bar{d}_{ij}^S\) | 0.07  | 0.50    | 0.67   | 0.64  | 0.83    | 0.93  |
| \(\bar{d}_{ij}^D\) | 0.00  | 0.00    | 0.00   | 0.28  | 0.62    | 0.93  |
| \(\bar{y}_{ij}\) | 0.00  | 0.00    | 0.00   | 0.11  | 0.00    | 1.00  |

Probabilities are approximate in that adjustments are made to ensure an instance is feasible. The variable costs and fixed costs for each link are randomly assigned on \(U(0, 20)\) and \(U(20000, 60000)\), respectively. The total requirements for each supply node is randomly assigned on \(U(1000, 2000)\). The total requirements of supply node is distributed randomly as negative requirements to the demand nodes. The statistics information of the final predictors created in Table 3.1 in our train dataset are reported in Table 3.2. Please note that head nodes and tail nodes share the same statistical information.

Every arc in each instance is an unique record in our dataset and there are
61594 rows in train dataset with 1067 instances and 37651 rows in test dataset with 182 instances. The $y_{ij}$ is the binary variable in the optimal solution of the FCNF instances and it is apparently to observe from Table 3.2 that the average value of $y_{ij}$ is quite low, which means only 11% of arcs are used in the optimal solutions overall and this value is smaller when the problem is larger. Zhang and Nicholson [53] provides evidence to illustrate that only a tiny proportion of integer variables are nonzero in the optimal solution of general mixed integer programming problems. Among the 61594 records, only 6755 arcs are used ($y_{ij} = 1$) and a huge proportion of arcs are relative useless ($y_{ij} = 0$). Accordingly, the dataset now is biased and can not be used to perform analysis at this point. Moreover, the records are related with each other in the same instance since an trivial arc could be chosen if the optimal arc is removed, which is like an underlying feature affecting the probability, consequently it is necessary to adjust the data set to weaken this effect. To make the dataset fair and reasonable to train predictive model, we use the undersampling technique to adjust train dataset as described below. Reversely, we can also use oversampling to increase the number of records where $y_{ij} = 1$.

Process of undersampling:

Step 1. Fetch the records that $y_{ij}$ equals 1 and number of rows is stored as Row1;

Step 2. Set Row0 = 0 as the number of rows that $y_{ij}$ equals 0;

Step 3. Randomly fetch a record from the records that $y_{ij}$ equals 0, and Row0 = Row0 + 1;

Step 4. If Row0 $<$ Row1, go to step 3; otherwise, output all records and stop.

Following above process, the final train dataset contains 13349 rows and the
mean value of $y_{ij}$ is 0.51. Note, the undersampling procedure is only performed on train dataset but not on the test dataset.

3.3. Akaike Information Criterion Selection

In this subsection, we use stepwise variable selection algorithm to select the features based on the Akaike information criterion ($AIC$) [1]. The formulation of $AIC$ is [51],

$$AIC = -2 \log L + 2K,$$  \hspace{1cm} (3.1)

where $L$ is the likelihood and $K$ is the number of predictors. From the formulation (3.1), it is straightforward to identify that step wise regression process handles the trade-off between the performance and the complexity of the model.

Step wise $AIC$ process could be performed with three directions: backward, forward and bi-direction. In this work, the process of backward stepwise selection starts from 33 predictors and the value of $AIC$ equals to 7,924.72, drops one feature at each step, and finally stops at 26 predictors with $AIC$ value of 7,910. The final logistic regression model is reported in Table 3.3, in which the value of coefficients ($\beta$) indicates the magnitude and direction of the features affecting the probability that an arc is in the optimal solution. The odds ratio
(OR) is the exponential of the coefficients ($\beta$) and can be derived by,

$$\pi(p_k) = \frac{1}{1 + e^{-\beta_0 + \beta_k p_k}},$$

$$\text{odds}(\pi(p_k)) = \frac{\pi(p_k)}{1 - \pi(p_k)},$$

$$\text{OR}(p_k) = \frac{\text{odds}(\pi(p_k + 1))}{\text{odds}(\pi(p_k))} = e^{\beta_k}.$$

The value of OR provides an interpretation for the coefficients $\beta$, which is the change of dependent variable for 1-unit increase/decrease of the corresponding independent predictor. If the predictor is binary, replace the $\pi(p_k + 1)$ with $\pi(p_k = 1)$ and $\pi(p_k)$ with $\pi(p_k = 0)$.
Table 3.3: Logistic Regression Model with 26 predictors

| Predictors | $\beta$   | Std. Error | OR         | $\Pr(>|z|)$ | Significant code |
|------------|-----------|------------|------------|-------------|------------------|
| (Intercept)| 8.32E+00 | 4.41E-01  | 4121.613533| <2.00E-16   | ***              |
| $n$        | -4.80E-02| 2.63E-02  | 0.953095662| 0.067393    | .                |
| $m$        | -5.52E-03| 1.86E-03  | 0.994499185| 0.003003    | **               |
| $c_{ij}$   | -8.79E-02| 1.04E-02  | 0.915861616| <2.00E-16   | ***              |
| $f_{ij}$   | -1.50E-04| 3.49E-06  | 0.999850511| <2.00E-16   | ***              |
| $\gamma_{ij}$| 1.28E-07| 1.15E-07  | 1.000000128| 0.268276    | .                |
| $t_i = 0$  | -5.43E-01| 3.15E-01  | 0.58094453 | 0.084507    | .                |
| $t_i = 1$  | 2.17E+00 | 2.60E-01  | 8.793387337| <2.00E-16   | ***              |
| $t_j = 0$  | -3.01E+00| 2.98E-01  | 0.049242412| <2.00E-16   | ***              |
| $t_j = 1$  | -2.38E+00| 2.10E-01  | 0.092458073| <2.00E-16   | ***              |
| $\tilde{l}^B_{ij}$| 1.40E+00| 1.16E-01  | 4.067383833| <2.00E-16   | ***              |
| $\tilde{l}_{ij}$| 5.76E+00| 5.11E-01  | 318.3018034| <2.00E-16   | ***              |
| $\tilde{r}_i$| 9.67E-01| 3.38E-01  | 2.629516529| 0.004193    | .                |
| $\tilde{r}^S_{i}$| 7.65E-01| 1.73E-01  | 2.148779486| 9.98E-06    | ***              |
| $\tilde{r}^D_{i}$| 8.78E-01| 1.99E-01  | 2.406323346| 9.82E-06    | ***              |
| $\tilde{r}^S_{j}$| -2.15E-01| 5.46E-02  | 0.806380148| 8.15E-05    | ***              |
| $\tilde{r}^D_{j}$| 4.64E-01| 8.81E-02  | 1.590104918| 1.40E-07    | ***              |
| $\tilde{r}^S_{i}$| -7.97E-01| 1.67E-01  | 0.450724045| 1.86E-06    | .                |
| $\tilde{r}^D_{i}$| -9.17E-01| 2.04E-01  | 0.399596496| 6.71E-06    | ***              |
| $\tilde{r}^S_{j}$| -1.22E-01| 4.16E-02  | 0.884971357| 0.003284    | ***              |
| $\tilde{d}^S_{i}$| -2.59E+00| 5.67E-01  | 0.07487015 | 4.79E-06    | ***              |
| $\tilde{d}^D_{i}$| -2.69E+00| 3.37E-01  | 0.067609958| 1.37E-15    | ***              |
| $\tilde{d}^S_{i}$| -1.30E+00| 7.08E-01  | 0.272259397| 0.066353    | .                |
| $\tilde{d}^D_{i}$| 1.84E+00 | 4.98E-01  | 6.296538261| 0.000221    | ***              |
| $\tilde{d}^S_{i}$| 4.57E+00 | 5.85E-01  | 96.73739121 | 5.60E-15    | ***              |
| $\tilde{d}^D_{i}$| -2.30E+00| 5.69E-01  | 0.100258844| 5.19E-05    | ***              |
| $\tilde{d}^S_{i}$| -1.58E+00| 7.49E-01  | 0.205769226| 0.034836    | *                |
| $\tilde{d}^D_{i}$| 3.19E+00 | 4.96E-01  | 24.21567135 | 1.26E-10    | ***              |
| $\tilde{d}^S_{i}$| 1.26E+00 | 5.04E-01  | 3.536013632| 0.01215     | *                |

Significant codes: '***', 0.001; '**', 0.01; '*', 0.05;
i referred to the head node $i$ and $j$ referred to the tail node $j$ of arc $(i, j) \in A$
Chapter 4

Validation and Interpretation

4.1. Model Diagnostics

In this subsection, a series of diagnostic techniques are performed to validate the logistic regression model as showed in Table 3.3. Firstly, k-fold cross validation is used on the train data set. Specifically, k equals to 10 in our test, which is the most common used value of k [36]. The train data set is randomly partitioned into 10 equal size subsamples. A single subsample is retained as validation data set for testing the model and the remaining 9 subsamples are used as training data. This process is repeated 10 times, in which each subsample is employed as test exactly once. The 10 results then are averaged to give one estimation. In this test, the average estimation accuracy is 0.884.

Then, analysis of confusion matrix, also named contingency table or an error matrix [48], is performed on the train dataset as well, which is widely used to visualize the performance of logistic regression. In the confusion matrix, each row represents the number of 1 or 0 from observations ($y_{ij}$ in Table 3.2), which
is called actual value, and every column shows the predict values from logistic regression model. Confusion matrix reports four derivations, false positives (FP), false negatives (FN), true positives (TP), and true negatives (TN). Let $FPR$ denote the false positive rate and $FNR$ denote the false negative rate. The formulation to compute $FPR$ and $FNR$ are,

$$FPR = \frac{FP}{FP + TN},$$

$$FNR = \frac{FN}{FN + TP}.$$

As explained before, the logistic regression model only gives the probability that an arc is used in the optimal solution. Therefore, there is a need to find a cut-off point, so that the response variable with the probability larger than the point is set to 1; otherwise, the response variable is assigned with 0. To find the optimal cut-off point, two costs are associated with $FPR$ and $FNR$, represented by $C_{FPR}$ and $C_{FNR}$, and the false cost function is,

$$C_{FPR}FPR + C_{FNR}FNR. \quad (4.1)$$

The optimal cut-off point is obtained by solving the minimization problem with the false total cost based on formulation (4.1) as objective function. Accordingly, the optimal solution varies with different cost structures, which should be determined by specified applications. Assume the cost of $FPR$ equals to $FNR$ in this thesis, Figure 4.1 plots the cost as a function of cut-off point and the optimal cut-off point is 0.49. The detailed confusion matrix with cut-off point equals to 0.49 is listed in Table 4.1.

Furthermore, the model is validated on test data set, which is never touched
Figure 4.1: Cost Value over Cut-off of Train Dataset

Table 4.1: Confusion Matrix with Cut-off 0.49 of Train Dataset

| Predictive | False | True |
|------------|-------|------|
| Actual     | 0     | 5683 (TN) 899 (FN) |
| 1          | 638 (FP) 6129 (TP) |

Figure 4.2: ROC Curve on Test Dataset
Table 4.2: Static Information of Selected Features of Test Dataset

| Notation | Min.  | 1st Qu. | Median | Mean  | 3rd Qu. | Max.  |
|----------|-------|---------|--------|-------|---------|-------|
| $n$      | 15.00 | 19.00   | 20.00  | 20.62 | 23.00   | 25.00 |
| $m$      | 8.00  | 50.00   | 84.00  | 89.86 | 126.00  | 210.00|
| $\frac{1}{N_i}$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $S_i$    | 58.22 | 312.20  | 476.90 | 464.20| 565.50  | 993.60|
| $c_{ij}$ | 0.00  | 2.50    | 5.00   | 5.01  | 7.52    | 10.00 |
| $f_{ij}$ | 20000.00 | 30150.00 | 40260.00 | 40140.00 | 50180.00 | 60000.00 |
| $\gamma_{ij}$ | 2024.00 | 5256.00 | 8038.00 | 42790.00 | 15940.00 | 78880000.00 |
| $l_{ij}$ | 0.00  | 0.00    | 0.00   | 0.01  | 0.00    | 0.99  |
| $t_i$    | -1.00 | -1.00   | 0.00   | 0.15  | 1.00    | 1.00  |
| $\bar{r}_{s_i}$ | -1.00 | -0.10 | 0.00 | 0.00 | 0.09 | 0.99 |
| $\bar{r}^S_{is}$ | 0.00 | 0.47 | 0.68 | 0.65 | 0.86 | 1.0 |
| $\bar{r}^D_{is}$ | -1.00 | -0.88 | -0.68 | -0.65 | -0.46 | 0.00 |
| $\bar{r}^S_{s_i}$ | 0.00 | 0.00 | 0.00 | 0.65 | 1.09 | 16.11 |
| $\bar{r}^D_{s_i}$ | -19.00 | -0.98 | 0.00 | -0.66 | 0.00 | 0.00 |
| $d_{i_s}$ | 0.04  | 0.50    | 0.68   | 0.65  | 0.83    | 0.96  |
| $\bar{d}^S_{i_s}$ | 0.00 | 0.19 | 0.27 | 0.27 | 0.36 | 0.61 |
| $\bar{d}^D_{i_s}$ | 0.00 | 0.10 | 0.18 | 0.18 | 0.25 | 0.48 |
| $d_{s_i}$ | 0.04  | 0.50    | 0.68   | 0.65  | 0.83    | 0.96  |
| $\bar{d}^S_{s_i}$ | 0.00 | 0.00 | 0.00 | 0.27 | 0.60 | 0.96 |
| $\bar{d}^D_{s_i}$ | 0.00 | 0.00 | 0.00 | 0.19 | 0.35 | 0.96 |
| $y_{ij}$ | 0.00  | 0.00    | 0.00   | 0.07  | 0.00    | 1.00  |
Table 4.3: Confusion Matrix with Cut-off 0.49 of Test Dataset

| Actual | Predictive |    |
|--------|------------|----|
|        | False      | True|
| 0      | 29820 (TN) | 5363 (FN) |
| 1      | 221 (FP)   | 2246 (TP) |

before. The statistics information of test data set is summarized in Table 4.2, in which we can see the number of nodes ranges between 15 and 25. Therefore, the problems solved in the test data set are larger than train data and none of problems exist in both data sets. Firstly, Table 4.3 reports the confusion matrix applied test data set with cut-off point of 0.49. According to the table, the predictive model also performs well. Secondly, receiver operating characteristic (ROC) is used to measure the performance of the predictive mode as the cut-off point is varied. This curve is created by true positive rate and false positive rate. The diagonal is called random guess line since that if we guess randomly, $FPR$ and $TPR$ are 50% to 50% (Figure 4.2). The ROC space is the distance between point on ROC curve and line. The best possible prediction yield the left corner point $(0, 1)$ which is also named perfection classification. In this test, the area under ROC curve achieves 0.95.

In summary, through rigorous validation process, it can be inferred that the logistic regression model is accurate on both train data set and test data set. The final model is displayed in Table 3.3 and the cut-off point is set as 0.49 in the Chapter 5.

25
4.2. Interpretation of Logistic Regression Model

This section interprets the notations and the corresponding values in the logistic regression model in detail. Firstly, the model is in agreement with some intuitive network characteristics and quantifies the exact effect statistically. In Table 3.3, \( m \) denotes the total number of arcs in the network and is statistical significant in terms of the low p-value (0.003) and the high significant code (‘***’ refers to the most significance). The logistic parameter of \( m (\beta_m) \) equals \(-5.52E-03\) with the standard error of \(1.86E-03\) and the corresponding odds ratio is 0.994, which is obtained by taking the exponential of \(\beta_m\). This is to say, holding every predictors constant except \( m \), when the network has one more arc, the response variable decreases by 0.5%. Intuitively, more arcs in the network results in more alternative paths exiting in the network. Therefore, the overall probability for an arc to be selected in the optimal solution is naturally negative correlated with the number of arcs. Both variable and fixed costs have a significantly effect on the response variables as showed in Table 3.3. The 1-unit increase of variable cost and fixed cost can drop the response variable by 8.4% and 0.01%, respectively. However, we can not directly infer that variable costs are more influential than fixed costs, since the odds ratio should be combined with the range of the predictors to evaluate the impact. As shown in Table 3.2, the range of \( c_{ij} \) is 10 and the corresponding of response variable has maximum 84% increase/decrease, while the \( f_{ij} \) can vary between 20,000 and 60,000, hence the possible corresponding probability can increase/decrease by 400% at most. Consequently, fixed cost has more effect with above variety with this range.

Secondly, two hidden findings can be concluded from the model. Although
fixed and variable costs are statistical significant, the ratio between them is not so important because the p-value is 0.27 and the odds ratio of $\gamma_{ij}$ is 1.000000128, close to 1. In addition, total supply requirements and density are involved in our candidate predictors, but they are not statistically significant in terms of Akaike information criterion. Therefore, the accuracy of the predictive model is not affected by total supply requests and the network density.

Thirdly, an arc is whether or not used in the FCNF is notably affected by the corresponding head and tail nodes because almost all the features of nodes are statistically significant. For example, the response variable increases by 779% if the type of head node changes from demand to supply. This could also be verified by the odds ratio of $\bar{r}_i$, which indicates that 1-unit increase of the requests of head node leads to 162% increase of response variable. Keeping the other predictors constant, if the indegree of the head node increase 1-unit, there is 93% decrease of the response variable. The other relationships can be found in Table 3.3.

Finally, an arc has positive flow in the linear relaxed FCNF has a much higher probability to be used in the original FNCF. With the notable influence of $\bar{l}_{ij}$, the response variable is 3,1730% more likely to be used when the flow of arc increases from zero to full capacity. If an arc is open in the linearized FCNF, the likelihood of this arc has positive flow increases by 307%. This property is commonly employed to improve the branch and bound technique at either root node or branch nodes [24, 17, 34, 53]. This paper provides statistical evidence to support these works but also indicates the non-negligible difference between the optimal solutions of the linear relaxation problem and the original
Table 4.4: Confusion Matrix of logistic regression with only $l_{ij}$ on Train Dataset

| Predictive | False | True |
|------------|-------|------|
| Actual     |       |      |
| 0          | 6187 (TN) | 395 (FN) |
| 1          | 2844 (FP) | 3923 (TP) |

FCNF. In order to illustrate the problem, we build a logistic regression model on the train dataset only with one predictor ($\bar{l}_{ij}$) and the confusion matrix is showed in Table 4.4. The total false cost of Table 4.4 is 0.21, while the logistic regression model (Table 3.3) is only 0.11, in which other predictors revise the misclassification of $\bar{l}_{ij}$. All these findings can be applied to analyze the networks characteristics, identify critical components of the network and provide preprocessing information to the FCNF problem.
Chapter 5

Applications of Predictive Model

5.1. Important Index and Case Study

According to literature review in Section 1.2, to identify the critical components or develop components importance index (CII), a measure is required to evaluate the network performance. In this thesis, the objective value of the optimal solution in FCNF is employed to quantify the network service level. The objective value is not a single cost value, but results through solving the FCNF. The optimal solution considers many metrics that are widely used individually to evaluate the network, e.g. network flow, link capacity, delivery costs and network connectivity. Since FCNF is NP-hard and computational expensive to find the optimal solution, no existing literature uses it to measure the network performance. When the problem extends to identify critical groups of edges of different sizes over the entire network, it is a NP-complete combination problem, which is difficult to solve by itself. The predictive model provides a efficient, simple, inexpensive and practical way to compute the CII
for each arc in terms of FCNF without solving any NP-complete or NP-hard problems, which extends the metrics of evaluating network performance family.

The CII is defined as the probability that an arc is selected in the optimal solution of the FCNF for the reason that, intuitively, destruction or damaging of arcs in the optimal solutions causes a rerouting of the flow from optimal path to a non-optimal path with higher costs between supply and demand nodes. The higher probability indicates the arc is more important and vice verse. To formulate the measure, let $\pi_{ij}$ denote the likelihood that arc $(i, j) \in A$ is used in the optimal solution, the value of which is directly from the predictive model developed in Section 3.3. Let $b_{ij}$ represent whether or not to remove arc $(i, j) \in A$ from the network,

$$b_{ij} = \begin{cases} 
0, & \text{remove arc } (i, j) \\
1, & \text{otherwise} 
\end{cases} \quad \forall (i, j) \in A.$$

Furthermore, let $z = z(b_{ij})$ where $z(b_{ij})$ represents the relationship between total cost of the network and removal status of arc $(i, j) \in A$,

$$z(b_{ij}) = \min \sum_{(i,j)\in A} (c_{ij}x_{ij} + f_{ij}y_{ij})$$

s.t. $\sum_{(i,j)\in A} x_{ij} - \sum_{(j,i)\in A} x_{ji} = R_i$ \quad $\forall i \in N$

$0 \leq x_{ij} \leq M_{ij} y_{ij}$ \quad $\forall (i, j) \in A$

$y_{ij} \in \{0, 1\}$ \quad $\forall (i, j) \in A$

$y_{ij} \leq b_{ij}$ \quad $\forall (i, j) \in A$

$b_{ij} \in \{0, 1\}$ \quad $\forall (i, j) \in A$
Finally, we define the failure effect as the percentage increase of cost caused by the disruption of segments compared with the cost incurred when all arcs are present in the network \((b_{ij} = 0, \forall (i, j) \in A)\) represented by \(z_0\). Let \(\eta(b_{ij})\) denote the failure effect and the equation is expressed as,

\[
\eta(b_{ij}) = \frac{z(b_{ij}) - z_0}{z_0} \times 100%
\]

In real-world, it is not practical to solve the large FCNF problem exactly and the value of \(\eta_{ij}\) is unavailable due to the computational difficulty. According to our experiments, the solving time increase significantly when the number of nodes achieves 30. However, the predictive model is simply linear calculation and can output the results immediately. The critical components measure approach is illustrated with a random directed network as depicted in Figure 5.1. Node 1, 7 and 9 are supply nodes and node 0, 5 and 6 are demand nodes. The arrow on the line indicates the direction and each node-pair has two directed arcs, thus we total have 28 arc variables. The value of \(z_0\) for this instance is 316074.

Table 5.1 displays the variable cost, fixed cost, probability to be in optimal solution, failure effect for each arc comprising the network. Note, since this is a directed network, arc \((0, 1) \in A\) is not same as arc \((1, 0) \in A\). Based on this table, both the probability of arc \((7, 6)\) and \((9, 0)\) is 0.99, and their failure effects are 10.22% and 6.78%, respectively. Although they do not have the lowest variable cost or fixed cost, the endpoints of these two arcs are a pair of supply and demand nodes. The predictive model automatically considers all the features of this arc and give the probability that the likelihoods of these two arcs to be selected in the optimal solution are close to 1. Some arcs with
low costs, e.g. (6, 7), (0, 9), (8, 0), (5, 8) and (8, 7), have high CII values as well. These arcs can be contrasted with arcs with very low CII values, which means they do not contribute to any failure effects. In addition, according to the table, the directed arcs connecting same pair of nodes do not share same failure effect and probability. For example, the value of probability and failure effect of arc (9, 4) are much higher than arc (4, 9). Consequently, it is non-trivial to consider the direction of arcs in the identification of critical components. Finally, optimization approach to Zio et al. [63], Shen et al. [46] can only find the optimal critical segments in the network, but the predictive model is capable to calculate CII for each bridge. Accordingly, decision maker can combine the CII with other indices, e.g. social and economic, to select critical components.

In order to evaluate the quality of critical identification method, the experiment design includes tests on a variety of network densities, each which has characteristics corresponding to difficult FCNF problem instances (e.g. high fixed to variable cost ratio). The tests consists of 100 networks with 20 nodes,
Table 5.1: Probability and Failure Effect for Each Arc in Network

| Arc \((i, j)\) | \(c_{ij}\) | \(f_{ij}\) | \(\pi_{ij}\) | \(\eta_{ij}\) |
|---------------|------------|-------------|-------------|-------------|
| (7,6)         | 7.20       | 41011.33    | 0.99        | 10.22 %     |
| (9,0)         | 6.51       | 44846.94    | 0.99        | 6.78 %      |
| (9,4)         | 5.95       | 22028.81    | 0.95        | 7.81 %      |
| (1,0)         | 9.69       | 42158.06    | 0.95        | 7.81 %      |
| (6,7)         | 1.93       | 24561.20    | 0.82        | 10.22 %     |
| (1,2)         | 7.17       | 44364.01    | 0.73        | 0.37 %      |
| (0,9)         | 3.10       | 28765.87    | 0.66        | 6.78 %      |
| (8,0)         | 7.54       | 26588.18    | 0.49        | 4.54 %      |
| (2,5)         | 8.90       | 52552.74    | 0.45        | 0.37 %      |
| (5,8)         | 3.90       | 28365.83    | 0.35        | 7.81 %      |
| (7,3)         | 1.47       | 43307.38    | 0.23        | 7.81 %      |
| (8,7)         | 0.13       | 33349.63    | 0.17        | 7.81 %      |
| (4,6)         | 9.09       | 53894.90    | 0.11        | 4.54 %      |
| (3,7)         | 4.93       | 40543.16    | 0.09        | 0.37 %      |
| (7,8)         | 5.68       | 49949.96    | 0.09        | 0.00 %      |
| (0,1)         | 1.27       | 56093.72    | 0.04        | 0.00 %      |
| (2,3)         | 5.90       | 31594.21    | 0.03        | 0.00 %      |
| (5,2)         | 2.53       | 46060.27    | 0.03        | 0.00 %      |
| (4,9)         | 1.21       | 48247.28    | 0.03        | 0.00 %      |
| (8,5)         | 4.01       | 57456.67    | 0.02        | 0.00 %      |
| (0,8)         | 8.61       | 47039.03    | 0.02        | 0.00 %      |
| (3,2)         | 3.43       | 41127.17    | 0.01        | 0.00 %      |
| (2,1)         | 5.07       | 50998.22    | 0.01        | 0.00 %      |
| (6,4)         | 7.67       | 48589.75    | 0.01        | 0.00 %      |
| (4,2)         | 7.62       | 39342.56    | 0.01        | 0.00 %      |
| (4,3)         | 4.77       | 46389.37    | 0.00        | 0.00 %      |
| (3,4)         | 6.18       | 48528.36    | 0.00        | 0.00 %      |
| (2,4)         | 3.63       | 54166.87    | 0.00        | 0.00 %      |
Figure 5.2: Distribution of Failure Effect by Removing Top Two Critical Arcs for which we can solve optimally in a reasonable time horizon. Specifically, we create a connected network with the number of arcs randomly selected between 38 to 380. In this experiment, we perform comparison of failure effect by blocking two arcs with highest CII and two arcs with lowest CII. The distribution of failure effect by removing top two critical arcs is displayed in Figure 5.2. Among all the 100 instances, the blockage of the two critical arcs leads to average 9.85% increase of network cost and in some cases, the failure effect achieves over 30%. However, the failure effects of two non-critical arcs are average to 0.21% and in the 94 instances among tests, the failure effects are 0%. Consequently, it is reasonable to conclude that the arcs with higher CII values can lead to more failure effects and should be protected as critical segments.
5.2. Regression Based Relaxation

5.2.1 RBR Formulation

In this section, a novel approximate solution approach to the FCNF based on the predictive model is discussed, which is named regression-based relaxation (RBR). Let $p_{ij}$ denote the probability that arc $(i, j) \in A$ is open in the FCNF problem, which is calculated by the predictive model. Let $c'_{ij} = -\ln p_{ij}$ where $0 < p_{ij} \leq 1 (\forall (i, j) \in A)$ and $z'_\text{RBR}$ denote the objective value of the RBR FCNF, which is defined as

$$z'_\text{RBR} = \sum_{(i,j) \in A} c'_{ij} x_{ij}$$

$$= \sum_{(i,j) \in A} -x_{ij} \ln p_{ij}$$

$$= -\ln \prod_{(i,j) \in A} p_{ij}^x_{ij}$$

The RBR problem formulation is: $\min z'_\text{RBR}$ subject to (2.2) – (2.4). In a simple case with single supply node $s$, single demand node $t$, and total network supply equal to 1 in a feasible problem, the RBR solution will be a most probable feasible path from $s$ to $t$. That is, if $P_{st}$ denotes a most probable feasible path from $s$ to $t$,

$$\min z'_\text{RBR} = -\ln \prod_{(i,j) \in P_{st}} p_{ij}$$

and $x_{ij} = 1 \iff x_{ij} \in P_{st}$. In general for feasible FNCF problems with $x \geq 0$, the solution to RBR identifies a set of arcs which form feasible likely paths from possibly many supply nodes to many demand nodes.
Here, the RBR problem is linear and can be solved immediately. The optimal solution of RBR is easily transformed to a feasible solution of the original FCNF. Let \( x^*_{ij} \) denote the value of optimal flows on arc \((i, j) \in A\) in the RBR problem, and the corresponding decision variables, \( y^*_{ij} \), are assigned as,

\[
y^*_{ij} = \begin{cases} 
1, & x^*_{ij} > 0 \\
0, & \text{otherwise}
\end{cases} \quad \forall (i, j) \in A.
\] (5.1)

The updated solution satisfies all the constraints in the FCNF. Let the objective value of the FCNF found using RBR be denoted by \( z_{RBR} \) and calculated by,

\[
z_{RBR} = \sum_{(i,j) \in A} (c_{ij}x^*_{ij} + f_{ij}y^*_{ij}).
\]

### 5.2.2 RBR Computation Results

In order to evaluate the solution quality and efficacy of the RBR approximate solution approach to the FCNF, we randomly generate 626 FCNF instances as the test bed, which includes a large variety of network sizes and all the instances have characteristics with respect to difficult FCNF (high fixed and variable cost ratio). The tests are classified into three levels by the number of nodes, 224 easy (10–300 nodes), 236 medium (350–650 nodes), and 166 hard (700–1000 nodes) problems. The number of arcs, \( m \), is randomly selected. The percentage of supply, demand and transshipment nodes are randomly chosen with respectively approximate probabilities, 0.2, 0.2, and 0.6. The probabilities are approximate because adjustments are necessary to ensure
the instance is feasible. The variable costs and fixed costs follow U(0, 10) and U(20000, 60000), respectively. The total number of supplies is randomly assigned on U(1000, 2000).

Let $\rho_s$ and $\rho_d$ denote the percentage of supply and demand nodes, respectively. Table 5.2 reports the statistics of the network characteristics of the test bed (Min., 1st Qu., Median, Mean, 3rd Qu. and Max.). The smallest instance is composed of 10 nodes and 20 directed arcs, which is close to the problem size of train dataset, whereas the largest problem contains 1,000 nodes and 82,010 arcs, which is extremely larger than the network in train and test dataset. Furthermore, the first quarter of number of nodes is 250 which is also much larger than the largest problem in train and test dataset. The average supply quantity ranges from 333 to 1,971. The ratio of fixed costs to variable costs averages to 8,008. The test bed includes FCNF instances with 10% to 50% of nodes as supply nodes, and 8% to 40% as demand nodes.

The experiments employs linear programming (LP) relaxation and state-of-the-art exact technique as the benchmarks. The objective value of the FCNF found using LP relaxation is denoted by $z_{LP}$. We select state-of-the-art Gurobi software as the exact optimization technique, which is a commercial optimization (linear, integer and mixed integer programming) software. By default setting, Gurobi uses 14 different MIP heuristics, 16 cutting plane strategies, and several presolve techniques [42]. The best objective value found using Gurobi 5.6.3 is denoted as $z_{GRB}$. The experiments are performed on a Windows 7 64bit machine with Intel Xeon CPU E5-1620 and 8 GB RAM. The time limit for all three techniques is 60 seconds and the actual running time for RBR, LP and Gurobi are recoded as $t_{RBR}$, $t_{LP}$ and $t_{GRB}$, respectively.
Table 5.2: Statistics Information of the Test Bed

| Parameters | Min. | 1st Qu. | Median | Mean  | 3rd Qu. | Max. |
|------------|------|---------|--------|-------|---------|------|
| \( n \)   | 10   | 250     | 400    | 446.7 | 700     | 1000 |
| \( m \)   | 20   | 9497    | 26270  | 29520 | 46480   | 82010|
| \( \rho \) | 0.03 | 0.24    | 0.58   | 0.55  | 0.89    | 1.00 |
| \( \bar{\gamma} \) | 333  | 858.2   | 947    | 968.4 | 1039    | 1971 |
| \( \gamma \) | 7110 | 7986    | 8000   | 8008  | 8010    | 9809 |
| \( \rho_s \) | 0.1000 | 0.3000 | 0.3178 | 0.3173 | 0.3329 | 0.5000 |
| \( \rho_d \) | 0.0800 | 0.1887 | 0.2000 | 0.2033 | 0.2161 | 0.4000 |

In this section, we report the analysis of solution quality and efficiency of RBR, LP and Gurobi. Let \( z_{\text{gap}}^x \) denote the percentage gap between \( z_{\text{RBR}} \) and \( z_x \),

\[
z_{\text{gap}}^x = \frac{z_{\text{RBR}} - z_x}{|z_x|} \times 100\%.
\]  

(5.2)

where \( z_x \) is one of \( z_{\text{LP}} \) or \( z_{\text{GRB}} \). Let \( t_{\text{diff}}^x \) denote how many times RBR is faster/slower than \( x \in \{ \text{LP, GRB} \} \),

\[
t_{\text{diff}}^x = \frac{t_x}{t_{\text{RBR}}},
\]  

(5.3)

here, if \( t_{\text{diff}}^{\text{LP}} \) equals to 2, then solving the RBR problem is twice faster than solving the LP problem; reversely, if \( t_{\text{diff}}^{\text{LP}} \) equals to 0.5, then \( t_{\text{RBR}} \) is twice longer than \( t_{\text{LP}} \).

The performance is measured with respect to \( z_{\text{gap}}^x \) and \( t_{\text{diff}}^x \) together. Based on the formulation (5.2), if RBR outperforms LP (Gurobi) in terms of objective value, the value of \( z_{\text{gap}}^{\text{LP}} \) (\( z_{\text{gap}}^{\text{GRB}} \)) is negative; if RBR outperforms LP (Gurobi) with respect to CPU time, the value of \( t_{\text{diff}}^{\text{LP}} \) (\( t_{\text{diff}}^{\text{GRB}} \)) is larger than 1. Let binary
Table 5.3: Objective Gap and Time Difference Statistics

| Levels | Easy  | Medium | Hard  | Overall |
|--------|-------|--------|-------|---------|
| RBRvsLP | $\theta_{\text{LP}} = 1(\%)$ | 91.96 | 100   | 100     | 97.12   |
|        | $\min z_{\text{LP}}^{\text{gap}}(\%)$ | -43.39 | -45.05 | -46.94  | -46.94  |
|        | $\mean z_{\text{LP}}^{\text{gap}}(\%)$ | -25.23 | -35.57 | -36.18  | -32.03  |
|        | $\max z_{\text{LP}}^{\text{gap}}(\%)$ | 0.00   | -11.96 | -7.31   | 0.00    |
|        | $\min t_{\text{LP}}^{\text{diff}}$ | 1.26   | 3.17   | 2.93    | 1.26    |
|        | $\mean t_{\text{LP}}^{\text{diff}}$ | 24.65  | 41.48  | 26.55   | 31.5    |
|        | $\max t_{\text{LP}}^{\text{diff}}$ | 147    | 186.2  | 116.9   | 186.2   |
| RBRvsGRB | $\theta_{\text{GRB}} = 1(\%)$ | 5.28   | 46.41  | 98.05   | 51.69   |
|        | $\min z_{\text{GRB}}^{\text{gap}}(\%)$ | -20.60 | -41.17 | -44.93  | -44.93  |
|        | $\mean z_{\text{GRB}}^{\text{gap}}(\%)$ | 14.29  | -1.25  | -29.84  | -6.16   |
|        | $\max z_{\text{GRB}}^{\text{gap}}(\%)$ | 51.20  | 32.68  | 14.62   | 51.20   |
|        | $\min t_{\text{GRB}}^{\text{diff}}$ | 3.31   | 87.41  | 11.28   | 3.31    |
|        | $\mean t_{\text{GRB}}^{\text{diff}}$ | 5756   | 591    | 177     | 2052    |
|        | $\max t_{\text{GRB}}^{\text{diff}}$ | 82430  | 5752   | 2791    | 82430   |

Variable $\theta_x$ denote whether RBR outperforms $x \in \{\text{LP, GRB}\}$,

$$
\theta_x = [z_{\text{gap}}^x < 0] [t_{\text{diff}}^x > 1]
$$

where, $[X]$ returns 1 if $X$ is true; otherwise, returns 0. In this investigation, we claim RBR outperforms LP (Gurobi) only when $\theta_{\text{LP}} = 1$ ($\theta_{\text{GRB}} = 1$), respectively. Table 5.3 reports the experimental results by techniques.

Overall, RBR outperforms LP in 97.12% of the test bed and is never outperformed by LP (the maximum value of $z_{\text{gap}}^{\text{LP}}$ is 0.00%). Figure 5.3 shows the distribution of objective gap between RBR and LP by difficult levels. RBR
finds objective values average 32.03% lower than LP relaxation solution approach. The percentage of FCNF instances in which RBR outperforms LP in both solution quality and efficiency achieves 100% for the medium and hard problems. For some specified instances, RBR performs quite well and the highest improvement of RBR to LP achieves 46.94%. In addition, running time of solving a RBR problem is overall 31.5 times faster than solving a LP relaxation problem. Based on the minimum value of $t_{\text{LP}}^{\text{diff}}$ (1.26), there does not exist a problem instance in which RBR uses longer time than LP. Figure 5.4 plots the running time as a function of the number of variables, from which it is observed that the running time of RBR is not affected apparently by the size of the problem instances (average $t_{\text{RBR}} = 0.33$ seconds), albeit the running time of LP appears exponential relationship with the number of variables (average $t_{\text{LP}} = 12.75$ seconds). Specifically, LP performs equally with RBR only when the number of nodes is less than 10. Therefore, RBR is guaranteed to find a better solution in a shorter time period than LP regardless of the scale and complexity of FNCF problem.

State-of-the-art exact solver outperforms RBR with respect to solution quality in 95% of the test instances, but solving RBR problem is overall 5,756 times faster than GRB with 60 seconds limit. In detail, GRB achieves the time limit (60 seconds) when the number of variables is 220, in which RBR only runs around 0.001 seconds. The solution produced by RBR begins showing comparable to Gurobi when the difficult level is medium. Figure 5.5 shows the gap distribution between $z_{\text{RBR}}$ and $z_{\text{GRB}}$ by difficult level. For hard FCNF problems, RBR outperforms Gurobi in 98% of the hard instances and is only outperformed by Gurobi in 5 over 248 hard cases. The average improvement
Figure 5.3: Distribution of Gap between $z_{RBR}$ and $z_{LP}$ by Level

Figure 5.4: CPU Time of RBR and LP over Number of Variables
Figure 5.5: Distribution of Gap between $z_{RBR}$ and $z_{GRB}$ by Level for hard instances is around 30% with much less running time. Since the running time of Gurobi is always extended to 60 seconds while average RBR running time is only 0.33 seconds, the investment in involving RBR as a preprocessing technique to the FCNF is efficient. Specifically, RBR could find a better upper bound in the solving process and then reduce total running time of optimization solver.
Chapter 6

Conclusion

The fixed charge network flow problem has many real-world applications and can be transformed to various problem types. Because it is a classically NP-hard problem, many approximate algorithms have been developed to find a near-optimal solution in a reasonable time period. This research provides a novel and original framework to analyze the optimal flow of the FCNF. In this work, we address three questions in terms of the analysis, prediction and application.

Firstly, by analyzing the possible features that may affect the optimal flow, we follow three levels from the entire network to an arc and to a single node to ensure we extract all the useful features. There are 33 independent features and only 26 of them are employed as predictors for the final predictive model with respect to Akaike information criterion. The validation process includes most common diagnostic techniques, e.g. confusion matrix, k-fold cross validation, ROC curve. The results indicate that the predictive ability is highly accurate on both train dataset and test dataset. According to the model, we
can conclude that: (1) as the increase of network size, the average probability for each arc decreases; (2) the characteristics of arcs (e.g. variable and fixed costs) and nodes (e.g. node type and degree) have a statistical significant effect on the likelihood; (3) the logistic regression model is in agreement with that the linear relaxation and original problem share a significant proportion of optimal arcs. However, our study also finds that the linear relaxed FCNF loses considerable number of optimal arcs in the original problems. The rest predictors play an important role on improving the predictive capability. It is observed that the types of nodes of the arc and endpoints adjacent to the nodes provide a vital contribution in reducing the predictive errors.

Secondly, this predictive model can be used directly to identify critical arcs in the network. The component importance index (CII) is defined as the likelihood that the arc is selected in the optimal solution and the network performance is evaluated by the objective value of the FCNF. In our rigorous tests, the failure effects cased by high-CII arcs are statically significant than cased by low-CII arcs. The FNCF has never been used to measure the network performance due to the computational difficulty, not to mention quantifying the failure effect for each arc. The values of CII in our experiments are consistent with the failure effects and rank all the arcs, which supports the decision make on critical components identification or prioritization.

Finally, the other application of the predictive mode is presented in the work, which we name regression-based relaxation (RBR). The RBR solution approach replaces the objective function with the natural logarithm of the product of probabilities calculated by predictive model. Then, the optimal solution of RBR problem is the most probable feasible path of the original FCNF
problem. The solution quality of RBR is compared with linear programming relaxation solution approach, and state-of-the-art optimization software. The rigorous experiments show that RBR outperforms LP in 97.12% of the test bed and produced objective values average 32.03% lower than LP on average. Overall, solving a RBR problem is 31.5% times faster then solving a LP problem. The empirical results indicates RBR stably outperforms Gurobi in the large-scale and high-complexity FNCF problems.

In summary, it is the first time to combine statistical learning technique and network flow problem. There are several vital network characteristics affecting the optimal flow regardless of the density and total requirements of the problem. The predictive model provides a novel approach to analyze and predict the optimal flow, which can be used independently on the identification of the critical components or approximate solution approach to the FCNF.

The regression-based relaxation is one of possible applications and shows great advantage over the linear programming and standard exact technique. In the future work we will explore more applications that most benefit from this predictive model.
Chapter 7

Future Research

Solution approach to discrete optimization has been popular for many years, but still a evolving research area. This research is the first to apply machine learning algorithms to study the optimal flows of the FCNF instead of transitional approach. We exploited the special structures of the FCNF problem and presented two possible applications. As part of our research, we identify the following important research topics that we plan to explore.

1. Network Science. Currently, many research topics have transfered from single object to a group of homogeneous or inhomogeneous objects, e.g., transportation network, social network and community networks, etc. Network science, as a maturing field, offers a unique perspective to tackle complex problems, impenetrable to linear-proportional thinking. The framework proposed in this work is for a specified optimization problem, but the concept or procedure can be applied to all types of networks with modification of features. In the future work, more types of network problems will be explored by this procedure and reversely, these networks can be employed to validate the
methodology.

2. **Solution Approach to difficult optimization problem.** Due to the success of regression-based relaxation, we plan to develop strategy combing the RBR and Branch-and-bound technique to provide a high efficiency exact solution approach to the FCNF problem. Furthermore, many difficult optimization problems has their own characteristics, such like Knapsack problem, traveling salesman problem, and job shop scheduling, etc, thus, we can study the parameters, decision variables and constraints of these problems and develop predictive model based on the known optimal solution.

3. **Scala Machine Learning.** As the datasets growing exponentially, many machine learning techniques are not practical to apply because of the limitation of computational power. Scala machine learning is a relative new area in artificial intelligent area. According to the experimental results in this work, the predictive model can be trained on a small data set of easy-solve instances, and keep its highly accuracy for larger and more complex problems. This conclusion is same as Scala Machine Learning and we plan to explore methods to apply machine learning algorithms to big data more reliably and efficiently.
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