IPPO: Obstacle Avoidance for Robotic Manipulators in Joint Space via Improved Proximal Policy Optimization
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Abstract—Reaching tasks with random targets and obstacles is a challenging task for robotic manipulators. In this study, we propose a novel model-free reinforcement learning approach based on proximal policy optimization (PPO) for training a deep policy to map the task space to the joint space of a 6-DoF manipulator. To facilitate the training process in a large workspace, we develop an efficient representation of environmental inputs and outputs. The calculation of the distance between obstacles and manipulator links is incorporated into the state representation using a geometry-based method. Additionally, to enhance the performance of the model in reaching tasks, we introduce the action ensembles method and design the policy to directly participate in value function updates in PPO. To overcome the challenges associated with training in real-robot environments, we develop a simulation environment in Gazebo to train the model as it produces a smaller Sim-to-Real gap compared to other simulators. However, training in Gazebo is time-intensive. To address this issue, we propose a Sim-to-Sim method to significantly reduce the training time. The trained model is then directly applied in a real-robot setup without further fine-tuning. To evaluate the performance of the proposed approach, we perform several rounds of experiments in both simulated and real robots. We also compare the performance of the proposed approach with six baselines. The experimental results demonstrate the effectiveness of the proposed method in performing reaching tasks with and without obstacles. A video of these experiments has been attached to the paper as supplementary material.

I. INTRODUCTION

The goal-reaching task is a crucial capability for robotic manipulators, as it is a fundamental requirement for many robotic applications [1] [2] [3] [4] [5]. In human-centric environments, robots often operate in complex and dynamic domains where the presence of obstacles makes motion planning a challenging task. The motion-planning task for high-degree-of-freedom robotic manipulators in dynamic environments is challenging due to the need for a mathematical model that is both complex and difficult to establish. Classical approaches, such as the rapid exploring random trees (RRT) algorithm [6] and the node control-bidirectional RRT (NC-BRRT) algorithm [7], have limitations in handling dynamic environments and often require prior knowledge of the surroundings, leading to intensive computation. Previous research has shown that such motion planning methods are inadequate for dynamic domains [1] [8] [9], leading to a need for the development of advanced methods that can effectively handle these challenges.

Linghuan et al. [10] proposed an adaptive neural network bounded control scheme for an n-link rigid robotic manipulator with unknown dynamics. However, their method necessitated prior knowledge of environmental limitations. Current path-planning approaches for dynamic environments relied on having prior knowledge of the surroundings and required intense online computation [11] [12]. When the environment was complex, the excessive online computation could make the system unresponsive to change in its state. To sum up, when the targets and obstacles change at random, the motion planning task for high-degree-of-freedom manipulators will become notoriously challenging in such uncertain environments as mathematical models that are complex and difficult to establish [13]. Meanwhile, traditional control approaches are often unable to navigate in unstructured environments.
Besides, most methods rely on solving inverse kinematics or dynamics equations to map the task space to joint space for collision avoidance, which requires a highly accurate model of the robot’s dynamics and is not easily generalized to diverse tasks and different robots [14, 15].

In recent years, deep Reinforcement Learning (RL) offers a promising solution to this challenge by providing a data-driven approach to motion planning [16]. RL algorithms can learn from interactions with the environment, enabling robots to perform complex goal-reaching tasks while avoiding obstacles in real-time. RL-based methods for robotic manipulation have gained popularity and are increasingly being used as an alternative to traditional analytical control systems [17, 18, 19, 20, 21, 22], as they have shown great potential for improving the accuracy and efficiency of goal-reaching tasks. For instance, Adel et al. [23] proposed a deep deterministic policy gradient (DDPG) and hindsight experience replay (HER) based method using of the genetic algorithm (GA) to fine-tune the parameters’ values. They experimented on six robotic manipulation tasks and got better results than baselines [25].

Franceschetti et al. proposed an extensive comparison of the trust region policy optimization (TRPO) and deep Q-Network with normalized advantage functions (DQN-NAF) with respect to other state-of-the-art algorithms, namely DDPG and vanilla policy gradient (VPG) [26]. Unlike our work, these studies only concentrate on reaching a single target position. For multi-target trajectory planning, Wang et al. introduced action ensembles based on the Poisson distribution (AEP) to PPO, their method could be easily extended to realize the task that the end-effector tracks a specific trajectory [27]. For space robots, the workspace is enough to complete tasks, but for industrial robots, it is insufficient. Their approach did not produce favorable outcomes when applied to a larger workspace after training. Thus, the algorithm requires further development.

In another work, Kumar et al. proposed a simple, versatile joint-level controller via PPO. Experiments showed the method capable of achieving similar error to traditional methods, while greatly simplifying the process by automatically handling redundancy, joint limits, and acceleration or deceleration profiles [28]. Nevertheless, the output of the neural network is the velocity of the end-effector. Additionally, the majority of DRL-based research completes learning in task space rather than joint space [29, 30, 31], which is prone to produce weak results for reaching tasks [32, 29]. Furthermore, such approaches still need to calculate the inverse kinematics and cannot accomplish reaching tasks when obstacles are close to the manipulator’s links.

In this paper, we propose a novel model-free deep reinforcement learning approach, called Improved PPO (IPPO), to tackle reaching multi-target goals while avoiding obstacles in dynamic environments. An overview of the method is depicted in Fig. 1. In particular, we train a deep policy to map from task space to joint space for a 6-DoF manipulator. To improve the effectiveness of the model’s output on reaching tasks, the action ensembles method is introduced, and the policy is designed to join in value function updates directly in PPO. Additionally, since training such a task in real-robot is time-consuming and strenuous, we develop a simulation environment to train the model in Gazebo as it produces a smaller Sim-to-Real gap compared to other simulators. However, as training robots in Gazebo is computationally expensive and requires a long training time, we propose a Sim-to-Sim method to significantly reduce the training time. Finally, the trained model is directly used in a real-robot setup without fine-tuning.

In comparison to prior works [33, 34, 35, 36], our research makes three significant contributions: (i) The calculation of the distance between obstacles and the manipulator’s links is done using a geometry-based method, which improves the reaching task in the presence of obstacles. (ii) An action ensembles approach is introduced to enhance the efficiency of the policy. (iii) An adaptive discount factor for PPO is designed, allowing the policy to directly participate in the value function update. Empirical results demonstrate that the proposed approach outperforms other baseline methods in different testing scenarios.

II. PRELIMINARY

Our research focuses on developing an effective method for obstacle avoidance in reaching tasks for manipulators. To achieve this goal, we aim to make the manipulator safely interact with the environment multiple times. To design our training process, we initially chose Gazebo due to its better compatibility with the Robot Operating System (ROS) compared to Pybullet. However, DRL methods tend to have a long training time in Gazebo. To mitigate this challenge, we created a similar environment in Pybullet for initial training, and then transferred and evaluated the learned model in Gazebo through a Sim-to-Sim transfer process. Finally, we tested the efficiency of the model on a real robot using Sim-to-Real transfer. The simulation environments in Gazebo and Pybullet are depicted in Fig. 2. In both environments, a UR5e robot equipped with a robotiq_140 is utilized as the manipulator. During the training and testing phases, the pose of the target (represented in red) and obstacles (represented in blue) is randomly set within the workspace.

A. Proximal Policy Optimization (PPO)

In this work, we use PPO, one of the state-of-the-art online DRL methods, since it is known for its stability and effectiveness in various environments. The algorithm balances exploration and exploitation to find a policy that maximizes the reward. PPO also offers a trade-off between stability and high sample efficiency, making it suitable for the complex robotic environment with obstacle avoidance. In particular, PPO is
a type of policy gradient training that alternates between sampling data through environmental interaction and optimizing a clipped surrogate objective function using stochastic gradient descent [37]. The clipped surrogate objective function improves training stability by limiting the size of the policy change at each step. In PPO, the clipped surrogate objective function is designed as follows:

\[ L_{CLIP}(\theta^\pi) = \mathbb{E}_i[min(r_t(\theta^\pi)\hat{A}_t, \quad \text{clip}(r_t(\theta^\pi), 1 - \epsilon, 1 + \epsilon)\hat{A}_t)] \]  

\[ \hat{A}_t = \delta_t + (\gamma\lambda)\delta_{t+1} + \cdots + (\gamma\lambda)^{T-t+1}\delta_{T-1} \]  

\[ \delta_t = r_t + \gamma V(s_{t+1}) - V(s_t) \]  

\[ V(s) = \mathbb{E}_{s,a \sim \pi}(G(s)|s) \]  

\[ G(s) = \sum_{i=1}^{\infty} \gamma^{i-t}r(s_i) \]

where \( \theta^\pi \) is the parameters of the policy neural network, \( r_t(\theta^\pi) \) denotes the probability ratio, \( \hat{A}_t \) represents the generalized advantage estimator (GAE) and is used to calculate the policy gradient. The reward value at time \( t \) is shown by \( r_t \), and the \( \epsilon \) is a constant between 0 and 1, which is set to 0.2 in the baseline algorithm. \( \gamma = 0.99 \), \( V(s) \) refers to the expected return of state \( s \) and \( G \) represents the discounted cumulative reward. Likewise, \( V_{\text{target}}(s) \) is the target value. Additionally, the value loss function is expressed as follows:

\[ L_V(\theta^\pi) = \mathbb{E}_{s,a \sim \pi}[(V(s) - V_{\text{target}}(s))^2] \]

B. Sim-to-Sim and Sim-to-Real Adaptation

As stated earlier, we train a DRL policy in Pybullet first and then transfer it to Gazebo to reduce training time [38, 39, 40]. The final goal is to evaluate the policy’s performance in a real-world scenario through a Sim-to-Real adaptation [41, 42]. While previous research in the field of learning navigation and manipulation policies have focused on bridging the Sim-to-Real gap in domain adaptation [18, 43, 44, 45], our work differs in that obstacle avoidance is accomplished in joint space. Our primary objective is to achieve high accuracy in simulation for real-world applications. The Sim-to-Sim transfer method is efficient in reducing training time and evaluating the robustness of the proposed approach over noises and inaccurate robot models before deploying the learned model on a real-robot platform. Therefore, we consider both Sim-to-Sim and Sim-to-Real transfers [41, 46, 47] in order to quickly train and evaluate the proposed model in a variety of tasks and domains. As illustrated in Fig. 1, we train a deep policy in the Pybullet environment to learn the mapping from the task space to the joint space of the UR5e manipulator. The learned policy is then subjected to a Sim-to-Sim phase in the Gazebo environment, allowing us to evaluate and test the policy within a simulated environment prior to deployment in real-world scenarios. Finally, the policy is directly applied in real-robot without further refinement or fine-tuning.

III. Strategy for Learning

We adopt PPO to accomplish obstacle avoidance with the mapping from task space to joint space. For reinforcement learning, one of the important aspects is to devise a good learning strategy [29, 39, 58], which includes selecting an appropriate state and action representation [49, 50, 51]. The strategy is implemented as a deep policy, which is designed as a multi-layer perception network with two hidden layers.

A. State and Action Representations

It is crucial for DRL methods to choose the appropriate state and action space. Most researchers prefer to represent both states and actions in task space, which is ineffective for avoiding collision between links and obstacles. To accomplish collision avoidance in the whole workspace, we consider the position of 6 joints, end-effector, and targets as part of state representation. Furthermore, the errors in X, Y, and Z axes, and the distance between obstacles and the five links are also considered state representation. It is worth mentioning that we do not consider the distance of the obstacles to the base link. Therefore, the state is represented as a vector: \( s \in \mathbb{R}^{10} \). For action representation, we consider the position of the six joints in order to avoid complex and time-consuming inverse kinematics calculations and map from task space to joint space. In the following subsections, we discuss the state and action spaces in more detail.

1) States in Reaching Task without Obstacles: In the case of the obstacle-free goal-reaching task, we represent the state as:

\[ s_t = \langle q_t, p_e, p_t, error \rangle \]

where \( q_t = (q_{t1} \ldots q_{t6}) \) is the position of the six joints, \( p_e = (p_{ex}, p_{ey}, p_{ez}) \) represents the position of the end-effector, \( p_t = (p_{tx}, p_{ty}, p_{tz}) \) is referred to the target position. \( error = (e_x, e_y, e_z) \) is the error vector including absolute distance and distances in X, Y, and Z axes, respectively.
2) States in Reaching Task with Obstacles: When there are obstacles in the environment, the state is represented as:

\[ s_t = < q_t, p_c, p_t, \text{error}, d_{\text{obs}} > \]  

(8)

where \( d_{\text{obs}} \) is the shortest distance between obstacles and links in space. As depicted in Fig. 3 to calculate the distance between the obstacle and each link in joint space, we transform it into a geometric problem to find the shortest distance between any point in space and different links. We provide an example on the left side of Fig. 3 to make it clearer. Let a three-dimensional line be specified by two points, \( p_1 = (x_1, y_1, z_1) \) and \( p_2 = (x_2, y_2, z_2) \), where \( \cdot \) represents the dot product. Therefore, a vector along the line is given by the following equation:

\[ \mathbf{v} = \begin{bmatrix} x_1 + (x_2 - x_1)t \\ y_1 + (y_2 - y_1)t \\ z_1 + (z_2 - z_1)t \end{bmatrix} \]

The squared distance between a point on the line with parameter \( t \) and a point \( p_0 = (x_0, y_0, z_0) \) is therefore:

\[ d^2 = \left[ (x_1 - x_0) + (x_2 - x_1)t \right]^2 + \left[ (y_1 - y_0) + (y_2 - y_1)t \right]^2 + \left[ (z_1 - z_0) + (z_2 - z_1)t \right]^2 \]  

(9)

Set \( d^2 / dt = 0 \) and solve for \( t \) to obtain the shortest distance:

\[ t = -\frac{(x_1 - x_0) \cdot (x_2 - x_1)}{|x_2 - x_1|^2} \]  

(10)

The shortest distance can then be calculated by plugging Eq. (10) back into Eq. (9). Thus, as shown on the right side of Fig. 3, we consider each link of the robot as the line and the obstacle as the point. We then calculate the shortest distance between every obstacle and link.

3) Actions: In both cases, the action space is represented by a vector, \( \mathbf{a}_t = < \dot{q}_t > \), where \( \dot{q}_t = (\dot{q}_1, ... , \dot{q}_6) \) represents the position of the six joints.

B. Reward Function

The following function represents how we calculate the reward for various situations:

\[ R(s, a) = -[\omega_1 e^2 + \ln(e^2 + \tau_e)] + \omega_2 \sum_{i=1}^{n} \psi_i \]  

(11)

\( \psi_i = \max(0, 1 - ||d_i||/d_{\text{max}}) \)  

(12)

where \( e = ||p_t - p_e|| \) refers to the euclidean distance between the target pose and the end-effector. The middle term \( \ln(\cdot) \) encourages the end-effector error to tend to be zero, and the \( \psi_i \) represents the penalties of obstacle avoidance, \( \omega_1 \) and \( \omega_2 \) are two coefficients, and \( \tau_e \) represents the threshold of error between the end-effector and the target pose. Based on trial and errors, we set \( \omega_1 = 10^{-3}, \omega_2 = 0.1, d_{\text{max}} = 0.05 \) and \( \tau_e = 10^{-4} \).

C. Neural Network Structure

In our system, both the Actor and Critic (AC) neural network consist of three layers, where each layer consists of 256 neurons. The first two layers use the \text{tanh} activation function. The only distinction between actor and critic networks is that the critic network generates only a single scalar value, while the actor produces a vector of six values, representing the robot joints’ position. For both networks, we consider the Adam optimizer. The overall framework of our approach is depicted in Fig. 4.

IV. IMPROVED PROXIMAL POLICY OPTIMIZATION

Original PPO does not perform well in solving complex robotic problems (i.e., the discussed reaching task while there are obstacles in the environment). In particular, we observed that PPO took too long time to be trained in the entire workspace, and the accuracy was poor for the reaching task, even without collision avoidance. To overcome these limitations, we propose two improvements for the PPO to achieve better results, which are discussed in detail in the following subsections.

A. Action ensembles Based on Poisson Distribution

For most tasks that applied learning methods in robotics, Gaussian distribution is utilized to describe the optimal policy
distribution, which is on the grounds that Gaussian distribution is more realistic. In the reaching task, the distribution of choosing action can be considered as \( \pi_\theta(a_t|s_t) \sim \mathcal{N}(\mu_\theta(s_t), \delta_\theta) \), where \( \delta \) represents the uncertainty and unstable of distribution to output optimal action. To some extent, averaging the multiple outputs can solve this problem but it will limit the exploration ability at the initial steps and make the policy easily prone to local optima.

To make the policy robust, balance the exploration and avoid inclining to optima, we select the number of samples through Poisson distribution [27]. In particular, the specific calculation is defined as:

\[
i \sim \text{clip}(\text{Poisson}(\beta), 1, \beta), \quad \beta = 1 + \alpha \frac{e_\eta}{e_a}
\]

\[
a_{t,j} \sim \mathcal{N}(\mu_\theta(s_t), \delta_\theta), \quad a_t = \text{mean}(a_{t,j})
\]

where \( \beta \) indicates the Poisson distribution mean, \( \alpha = 12, j \in [1, j] \), \( e_\eta \) and \( e_a \) represent the number of episodes at the current episode and the final episode, respectively.

B. AC Architecture with Policy Feedback

PPO uses the standard AC architecture, which means that the critic network estimates the value function that the actor-network uses to improve policy performance. However, the policy does not participate in the update of the value function directly, which increases the instability of DRL algorithms. Thus, inspired by [52], we include the policy in the value function update. Using this strategy, the critic network can recognize policy differences rapidly. To put the strategy into action, we utilize an adaptive clipped discount factor:

\[
\gamma(s, a; \eta) = \text{clip}(\pi(s, a), \eta, 1) \quad \eta \in (0.6, 0.99)
\]

in which \( \pi(s, a) \) represents the policy and the adaptive \( \gamma \) can join in the update of critic network.

C. Improved PPO

According to previous advancements, the loss functions of actor-critic networks can be represented as follows:

\[
L(\theta^\pi) = \mathbb{E}_t[\min(r_t(\theta^\pi)A_t, \text{clip}(r_t(\theta^\pi), 1 - \epsilon, 1 + \epsilon)A_t)]
\]

\[
L(\theta^V) = \mathbb{E}_t[(R_t^\pi - V_t)^2]
\]

Fig. 5 shows the overall architecture of the improved PPO, and Algorithm 1 represents the pseudocode of the improved PPO. By combining all the proposed strategies together, the entire algorithm for the robot to avoid obstacles while reaching the goal is summarized in Algorithm 2.

V. EXPERIMENTS

To assess the performance of the proposed approach, we conducted a set of experiments in simulation and real-robot environments. The experiments were divided into four rounds. In the first round, we compared the proposed approach to six baseline methods and evaluated their performance based on the accumulated reward. In the second round, we evaluated the success rate of the goal-reaching task under both obstacle-free and obstacle-present conditions. These rounds of experiments were carried out in Pybullet simulation. In the next round of experiments, the trained model was transferred from Pybullet to Gazebo. In the last round of evaluation, we employed the learned policy in real-robot without any fine-tuning. We used the same network and code in both simulated and real experiments. All experiments were run on a PC with Ubuntu 20.04, featuring a 3.20 GHz Intel Xeon(R) i7 processor and an RTX 2080 Ti NVIDIA graphics card.
Algorithm 2 The Manipulator Control via Improved PPO

for number of epochs do
    Set i epoch as random seed
    Orthogonal initialize the actor and critic networks
    Set $\lambda$, maximum action, learning rates, clip parameter $\epsilon$
    for number of episodes do
        Set a target position $p_t$ randomly
        for numbers of maximum time steps do
            Get $s_t$ from the environment
            Chose the action using $a_t \sim AEP(\mu_\theta(s_t), \delta_\theta)$
            Clip $a_t$ to ensure safety for the environment
            Execute $a_t$, get $<s_t, a_t, r_t, s_{t+1}>$ and store them into buffer $D$
        end
    end
    for every time step $t$ do
        for $k$ epochs do
            Select a minibatch $b_k$ in $D$
            Utilize Algorithm 1 to Update networks
        end
    end
end

A. Experimental setup

As depicted in Fig. 7, the workspace for the experiment is defined as a quarter spherical annulus with a major radius of 95cm and a minor radius of 40cm, centered at the base of the robot. The target position is randomly placed within the defined workspace during training. To increase the challenge of the reaching task, three spherical obstacles with a diameter of 0.05m were placed around the target or near the manipulator link. The positions of the obstacles are randomly generated in a quarter spherical annulus with a major radius of 60cm and a minor radius of 20cm, centered at the target position. Obstacle positions that fall under the table are regenerated. The total number of episodes is $10^4$ and the maximum number of time steps for each episode is 100, resulting in a total of 1 million time steps. To ensure the validity of the results, all methods were trained five times with five different random seeds for the reaching task with and without obstacles. The termination condition of each episode during training is the distance between the target and the end-effector being less than 0.1cm. During testing, 20 different termination conditions ranging from 0.5cm to 10cm are set as a threshold to assess the success rate of reaching with and without obstacles, and 100 targets are assigned at random for each threshold. To prevent collisions between the manipulator and the table, as well as self-collisions among all joints during the test, constraints are established for six joints.

B. Sim-to-Sim and Sim-to-Real transfer

The performance of the improved PPO was evaluated through two sets of experiments, one in the Gazebo environment and the other in the Pybullet environment, both lasting for $10^6$ time steps. The time spent on training is summarized in Table I and it is evident that training in Pybullet was significantly faster compared to training in Gazebo. The accuracy of
the reaching task was assessed by conducting 3000 obstacle-free trials with the same model. Results, shown in Fig. 9, indicate that the average error was ±2 mm. The trained model in Pybullet was also transferred to Gazebo to examine the feasibility of Sim-to-Sim transfer. Further experiments were carried out with 3000 obstacle-free trials and the results were compared to those obtained from the model trained in Pybullet. The results showed that the agent performed equally well in both environments with a distance error between the target and end-effector of ±0.5 mm. This experiment demonstrated the benefits of Sim-to-Sim transfer in terms of reducing training time while preserving accuracy in the reaching task.

To validate the performance of the proposed method for sim-to-real transfer, 50 trials for goal-reaching tasks in both the presence and absence of obstacles were conducted using a physical robot. The results are depicted in Fig. 6 (c and f) and Fig. 8. The results demonstrate that the algorithm was effective in real-world scenarios to the same extent as it was in the simulation. A video summarizing these experiments is provided as supplementary material to the paper.

C. Comparison with baseline methods

To demonstrate the superiority of our approach, we compared it with six state-of-the-art algorithms. We chose the following methods as the baselines: PPO-AEP [27], PPO [37], Advantage Actor-Critic (A2C) [53], Deep Deterministic Policy Gradient (DDPG) [54], Soft Actor-Critic (SAC) [55] and Twin Delayed DDPG (TD3) [56]. Fig. 7 showed the comparison between the proposed method with the baseline methods. It should be noted that the baselines used the same neural network, parameters, state-action representation, and reward function. The learning curves, as shown in Fig. 7 (a) and (d), indicated that our method could get the highest reward in the same condition. Fig. 7 (b) and (e) also illustrated that the success rate of our method reached the highest value in the reaching task with and without obstacles especially when the threshold is set below 50 mm.

1) Reaching Task without obstacle: For observing the performance of the reaching task without obstacle avoidance, the success rate was produced by recording the number of times the robot could reach the target pose within a predefined threshold, ranging from 10nm to 100mm with the interval of 10nm. For each of the threshold values, we performed 100 experiments by randomly setting the target point in each experiment. We repeated such experiments with five random seeds and reported the average success rate for each threshold value. The obtained results were summarized in Fig. 7 (b). By comparing the results, it was visible that our approach outperformed the other baselines. Meanwhile, by setting the threshold to 50mm, our method achieved a 100 percent success rate. In particular, even if the threshold was below 10mm, our method still could achieve over 65 percent success rate, which was useful for precise control and path planning in the future.

We also compared all the approaches in terms of how fast they can reach the goal as a function of the timesteps versus the threshold of the error. Results are summarized in Fig. 10. It can be observed that the proposed method achieved the goal in the minimum number of timesteps, whereas DDPG and A2C required a relatively larger number of timesteps to reach the target. These results indicate that DDPG and A2C are not appropriate for complex high-dimensional learning tasks.

2) Reaching task while avoiding obstacle: The learning curve of all methods in reaching tasks with obstacles is shown in Fig. 7 (d). By comparing the results, it is visible that our approach outperformed the other baselines by a large margin. Fig. 7 (e) summarized the average success rate obtained by all methods for this round of experiments. By comparing the results, it is visible that the agent with the proposed IPPO and SAC policies demonstrated superior performance in comparison to the other methods. Specifically, when the error threshold was set above 20mm, the IPPO policy exhibited the highest success rate, whereas, for error thresholds less than 20mm, the SAC policy demonstrated a better success rate than the other methods. These results emphasize the effectiveness of the proposed IPPO and SAC policies in complex high-dimensional learning tasks. We hypothesize that the underlying reason for the superior performance of IPPO and SAC compared to DDPG, A2C, and TD3 is likely due to the use of actor-critic methods and incorporation of entropy into the optimization process, which would lead to better exploration-exploitation trade-offs and stability during training. Additionally, the proposed IPPO uses an action ensemble, which allows for faster convergence and better performance compared to other algorithms. On the other hand, DDPG, A2C, and TD3 are based on traditional reinforcement learning algorithms that may not be able to handle high-dimensional and complex environments.
VI. Conclusion

In this paper, we proposed an effective deep reinforcement learning method, called IPPO, for joint-level obstacle avoidance in manipulators. The method was implemented as a multi-layer neural network optimized by an improved version of the Proximal Policy Optimization algorithm. In particular, we designed a special calculation for the shortest distance between obstacles and links of the manipulator and also incorporated two improvements to the original PPO. Both simulation and real-robot experiments were conducted to validate the performance of the proposed method through Sim-to-Sim and Sim-to-Real transfer techniques. We compared the performance of the proposed approach with six RL baselines. Experimental results showed that the proposed method was efficient for reaching tasks with/without obstacles and could outperform the selected baselines by a large margin in terms of accumulated rewards, success rate, and the number of timesteps to reach to the target goal. In the continuation of this work, we would like to look into the feasibility of using the proposed approach in dynamic scenarios where the pose of the target and the obstacles changes over time.
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