The proposed research performs the capacity analysis of the wireless channel described by the fluctuating double-Rayleigh with the line-of-sight model. The closed-form analytical expressions for the conditional capacity (in the case of arbitrary noninteger fading parameter) and the ergodic capacity (in the case of the integer fading parameter) are derived in terms of the extended generalized bivariate Meijer G-function. The exact solutions are succeeded by the approximating expressions deduced for the cases of small and large ratios between the Rician K-factor and the fading parameter. The performed numeric simulation verifies the correctness of the derived results and analyzes the proposed capacity approximation quality performance.
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1. Introduction

Nowadays, the capacity of ad hoc wireless communication systems is mainly limited by the effects in the propagation channel. In the situation of the increase of the operating frequency as well as the frequency range, importance is being increasingly attached to such factors as multipath fading and shadowing. Although the existence of the direct path between the transmitter and the receiver (i.e. line-of-sight (LoS)) is not a prerequisite condition for wireless communications, in many modern applications the shrinkage of the coverage area leads to its emergence.

Most of the contemporary fading models that assume LoS propagation [1] are built upon the framework proposed by Rice [2]. To broaden the application, incorporating a greater number of propagation factors (reflection, diffraction, multipath etc.), it was further generalized to account for multiple scattering [3, 4] (for example, second-order scattering fading [5, 6]), leading to the so-called double-Rayleigh and double-Rayleigh with LoS models [7, 8, 9], including such cases as the keyhole created by the "pipe-like" channel [10], amplify-and-forward relay [11], and propagation via diffracting street corner [12]. Such a model has been also extensively used in free-space optical communication through turbulent medium [13] (the so-called IK model), and Vehicle-to-vehicle (V2V) communications [14].

An alternative approach extends the classical model by accounting for possible effects of LoS component shadowing leading to the Rician shadowed class of models that differ by the way shadowing effects are introduced (see, for instance, [15, 16]).

The recent achievements in this area are mainly associated with the combination of the aforementioned approaches as it was proposed in [17], where the double-Rayleigh model [7] was further generalized by introducing the Gamma-distributed shadowing of the LoS component. It was demonstrated (see Section III in [17]) that such a model helps to avoid the overestimation of the peak probability density existing in the classical double-Rayleigh with LoS models (dRLoS) (see [18], for instance, for the IK model).

For such a model, the closed-form expression for the probability density function (pdf) was obtained in [17], although in the form that does not make further analytical derivations possible. For a specific case of the integer fading parameter, a simplified expressions for the pdf and cumulative density function
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were obtained and applied to the problem of the outage probability analysis [17]. Later, a closed-form bit error rate performance was examined, and the impact of fading parameters on the error rate was discussed [19]. Nonetheless, the capacity study is absent.

Motivated by the model proposed in [17], the present research fills the existing gap in the system performance analysis and derives the capacity of the wireless channel described by the fluctuating double-Rayleigh with the line-of-sight model (fdRLoS). To achieve this objective, several closed-form analytical results were derived and analyzed. The major contributions of this work can be summarized as follows:

- For the optimal rate adaptation strategy with constant transmit power (ORA) following closed-form expressions are derived: a) the conditional capacity for the case of arbitrary noninteger fading parameter, b) an expression for the ergodic capacity in case of the integer fading parameter, c) computationally efficient analytic approximations deduced for the cases of small and large ratios between the Rician K-factor and the fading parameter, d) an asymptotic expression for the ergodic capacity in the case of high signal-to-noise ratio.

- For the optimal simultaneous power and rate adaptation strategy (OPRA) following closed-form expressions are derived: a) an expression for the ergodic capacity in case of arbitrary fading parameter, b) an asymptotic expression for the ergodic capacity in the case of high signal-to-noise ratio.

- A connection between the ORA and OPRA ergodic capacity expressions in the case of high signal-to-noise ratio is established.

Lastly, to validate the accuracy of the analytical work, computer simulation and numeric analysis were performed, and the obtained results concerning the impact of fading parameters on the proposed capacity approximation of the fdRLoS channel were studied.

2. Problem description

2.1. Channel model: physical and statistical description

The proposed in [17] fluctuating double-Rayleigh with line-of-sight fading channel model assumes that the received signal $S$ can be represented as the linear combination of the shadowed LoS component (with average magnitude $\omega_0$ and uniformly distributed phase $\phi \sim U[0, 2\pi]$) and double-Rayleigh fading (dRf) component $\omega_2 G_2 G_3$:

$$S = \omega_0 \sqrt{\xi} e^{i\phi} + \omega_2 G_2 G_3,$$

where $\xi$ is the Gamma distributed shadowing parameter with unit power shape coefficient $m$, $\omega_2$ is the average dRf component magnitude, and $G_2, G_3$ are the zero-mean complex normal random variables (i.e., $G_2, G_3 \sim \mathcal{CN}(0, 1)$).

Physically this model corresponds to the propagation channel with constant amplitude LoS component (first term in (1)) that undergoes shadowing with unit power and multipath fading components (second term) that are subjected to second-order scattering.

Following [17], let us assume that the channel is properly normalized to yield unit power of the received signal (i.e. $E|S|^2 = 1$), and the probability density function (pdf) of the instantaneous signal-to-noise ratio $\gamma$, defined as $\gamma = \bar{\gamma}|S|^2$ (with $\bar{\gamma}$ – the average signal-to-noise ratio) is given by (see equation 13 in [17])

$$f_\gamma(\gamma) = \int_0^\infty f_{\gamma|x}(\gamma|x)e^{-x}dx,$$

where $f_{\gamma|x}(\gamma|x)$ denotes the conditional probability density function conditioned on $x = |G_3|^2$, which is defined as

$$f_{\gamma|x}(\gamma|x) = \frac{m^m(1+k_x)}{(m+k_x)^{m+1}} e^{-\frac{m\gamma}{k_x}} F_1\left(m, 1, \frac{k_x(1+k_x)\gamma}{k_x+m}\right),$$

with $F_1(\cdot)$ being the confluent hypergeometric function [20], $\tilde{\gamma}_x = \frac{k_x+m}{k_x+1}\tilde{\gamma}$, $k_x = \frac{\omega_0^2}{\omega_2^2}$ – the Rician K-factor.

It can be noticed that the assumed channel (proposed in [17]) closely resembles the double Rician model widely used nowadays for the analysis of the reconfigurable intelligent surfaces’ assisted communications (see, for instance, [21, 22]). The main problem with the double Rician model is that due to its complexity there is no tractable expression for the pdf of the instantaneous SNR (which is present for the fdRLoS channel), moreover, it does not handle the possible shadowing of the LoS components.
2.2. System performance metric

The research assumes an ergodic capacity $\mathcal{C}$ [23] as the primary metric that is widely used to quantify the communication link quality. The exact expression for the capacity depends on the employed adaptive transmission schemes, which rely upon the available channel state information (SCI). Herein one assumes two of the most popular transmission strategies [24]: optimal rate adaptation with constant transmit power (ORA), applied for the cases when CSI is available at the receiver only; and optimal simultaneous power and rate adaptation (OPRA), when CSI is available at the transmitter.

For a multipath fading channel $\mathcal{C}$ is defined as a system capacity [25] (per unit bandwidth) averaged over the stochastic variations of the instantaneous signal-to-noise ratio [24]

\[
\text{ORA} : \mathcal{C} = \int_0^\infty \log_2 (1 + \gamma) f_\gamma (\gamma) d\gamma, \quad (4)
\]

\[
\text{OPRA} : \left\{ \begin{array}{ll}
\mathcal{C} = \int_0^\infty \log_2 \left( \frac{\gamma}{\gamma_0} \right) f_\gamma (\gamma) d\gamma, \\
\gamma_0 : \int_{\gamma_0}^\infty \left( \frac{1}{\gamma} - \frac{1}{\gamma_0} \right) f_\gamma (\gamma) d\gamma = 1,
\end{array} \right. \quad (5)
\]

where $\gamma_0$ is the optimal cut-off threshold SNR.

For the assumed problem the pdf $f_\gamma (\gamma)$ does not allow direct evaluation of (4) or (5) without specific simplifications. But the problem can be resolved by using a following two-step procedure: 1) evaluate (4) or (5) with pdf $f_\gamma (\gamma|\lambda)$, thus obtaining the conditional ergodic capacity $\mathcal{C}_x$, 2) perform the Laplace transform (which is equivalent to averaging the result with the exponential pdf, see [17]), i.e.

\[
\mathcal{C} = \left\{ \begin{array}{ll}
\int_0^\infty \left( \int_0^\infty \log_2 (1 + \gamma) f_{\gamma x} (\gamma|\lambda) d\gamma \right) e^{-x} dx & \text{for ORA}, \\
\int_0^\infty \left( \int_{\gamma_0}^\infty \log_2 \left( \frac{\gamma}{\gamma_0} \right) f_{\gamma x} (\gamma|\lambda) d\gamma \right) e^{-x} dx & \text{for OPRA}.
\end{array} \right. \quad (6)
\]

Hence in the following section (6) will be used to evaluate $\mathcal{C}$.

3. Performance analysis

Since further analysis depends on which adaptation scheme one uses, one performs sequential derivations first for ORA strategy and then for OPRA.

3.1. ORA case

For the fdRLoS channel, it should be noted that $f_\gamma (\gamma)$ has two distinct forms (see equations (5) and (7) in [17]) depending on $m$: $m$ is noninteger and $m$ is an integer.

In the first case, $\mathcal{C}_x$ is given by the following Lemma.

Lemma 1. The conditional ergodic capacity for the fluctuating double-Rayleigh with line-of-sight fading channel model (with $m \notin \mathbb{Z}$) in case of the optimal rate adaptation strategy can be represented as

\[
\mathcal{C}_x = \frac{(mx)^{m-1}}{\Gamma(1-m)} \frac{1}{\ln 2} C^{0.1,0.1,1,1}_{0.0,2.2,1.2} \left( \begin{array}{c}
0, 1, 1 \\
1, 0, 0
\end{array} \right) \left( \begin{array}{c}
m \gamma(k+mx) \\
m (k+1) \frac{k}{mx}
\end{array} \right), \quad (7)
\]

where $C^{0.1,0.1,1,1}_{0.0,2.2,1.2}$ is the extended generalized bivariate Meijer G-function (EGBMG) (see (8) at the top of the next page, with the integration contours $\mathcal{L}_s, \mathcal{L}_t$, defined as in [26]), and $\Gamma(\cdot)$ is the Euler gamma-function.
where the following property of the Meijer G-function was used (see equality 16.19.2 in [20]):

\[
\Psi_k(\tau) = \frac{\prod_{j=1}^{m_k} \Gamma(b_j^k + \tau) \prod_{j=1}^{n_k} \Gamma(1 - a_j^k - \tau)}{\prod_{j=m_k+1}^{n_k} \Gamma(a_j^k + \tau) \prod_{j=n_k+1}^{m_k} \Gamma(1 - b_j^k - \tau)}. \quad k = 1, 2, 3.
\]

### Proof.
To prove Lemma 1, one starts with the definition of the conditional ergodic capacity \( C_x \) in (6). Applying the relations between the integrands and Meijer G-functions (see [27] 8.4.6.5, 8.4.3.1 and 8.4.45.5 respectively):

\[
\ln(1 + \gamma) = G_{2,2}^{1,2}(1, 1, 0 | 1, 0, \gamma),
\]

\[
e^{-\frac{(k+1)\gamma}{x}} = G_{0,1}^{1,0}(0 | 0, x, \frac{(k+1)\gamma}{x}).
\]

\[
F_1(m, 1, \frac{k(k+1)\gamma}{x(k+mx)\gamma}) = \frac{e^{\frac{k(k+1)\gamma}{x}}}{\Gamma(1-m)} G_{1,2}^{1,1}(m | 0, 0, \frac{k(k+1)\gamma}{x(k+mx)\gamma}).
\]

and making use of the Meijer G-function integration theorem (see [28]) finalizes the proof.

Combining the definition (4) and Lemma 1 yields the capacity for the assumed channel model. The resultant integral can be efficiently evaluated numerically, but up to now no closed-form analytical solution exists. Although the EGBMG function (contrary to the classical Meijer G-function) is not readily implemented in modern computer algebra systems, it can be computed via the procedures presented in [29] or [30].

It should also be noted that the solution is valid for \( m \notin \mathbb{Z}^+ \) since EGBMG is defined in terms of the double Mellin-Barnes integral with the integration contours in the corresponding complex domains chosen in such a way to separate the specific singularities of the integrand, but for \( m \in \mathbb{Z}_0^+ \) no such contour can be found. Moreover, EGBMG in (7) alternates the sign with the increase of \( m \), the same goes for \( \Gamma(1-m) \) thus making \( C_x \) nonnegative.

However, in [17] it was demonstrated that, from a practical perspective, \( m \) can be efficiently treated as an integer. In this case, the expression for the ergodic capacity (4) can be obtained in the closed-form, as stated by the following theorem.

**Theorem 2.** The ergodic capacity expression for fluctuating double-Rayleigh with line-of-sight fading channel model with \( m \in \mathbb{Z}^+ \) in case of the optimal rate adaptation strategy can be represented as

\[
C = \left( \frac{\gamma}{k+1} \right)^{m-1} \frac{\Gamma(m)}{\ln 2} \sum_{i=0}^{m-1} \frac{(1-m)^i}{(i!)^2 \Gamma(m-i)} G_{1,0}^{1,1,0,0,1,1,2,3}(m, m-1, m-1, m+i | 0, 1, 0, m-k+1). \tag{12}
\]

**Proof.** To prove Theorem 2, one can note that the probability density function for the fdRLoS model (3) coincides with the probability density function for the \( \kappa - \mu \) shadowed channel model (see [30], equation 2) up to the substitution \( \mu = 1 \). Thus, the conditional ergodic capacity in the case of \( m \in \mathbb{Z}^+ \) can be derived as

\[
C_x = (1)^{m-1} \frac{\sum_{i=0}^{m-1} (1-m)^i}{\Gamma(m) \ln 2} \sum_{i=0}^{m-1} \frac{(1-m)^i}{(i!)^2} G_{1,0}^{1,1,0,0,1,1,2,3}(m, m-1, m-1, m+i | 0, 1, 0, m-k+1). \tag{13}
\]

Combining (13) and (6) yields the following:

\[
C = \left( \frac{\gamma}{k+1} \right)^{m-1} \frac{1}{\ln 2} \sum_{i=0}^{m-1} \frac{(1-m)^i}{(i!)^2} \int_0^\infty x^{m-i-1} G_{3,2}^{1,3}(2-m, 2-m, 1-m-i | 0, 1, 0, m-k+1) e^{-\frac{k(k+1)\gamma}{x(k+mx)\gamma}} dx, \tag{14}
\]

where the following property of the Meijer G-function was used (see equality 16.19.2 in [20]):

\[
\varepsilon^n G_{p,q}^{m,n}(a_p | z) = G_{p+\alpha,q+\alpha}^{m+n}(a_p + \alpha | z). \tag{15}
\]
The Meijer G-function can be represented via a contour integral in complex domain (see definition 16.17.1 in [20])

\[ G_{3,2}^{1,3}\left(\frac{2-m, 2-m, 1-m-i}{2-m, 1-m}\right) = \frac{1}{2\pi i} \int_{\mathcal{L}_x} \frac{\Gamma(2-m-s)\Gamma(m+i+s)}{\Gamma(m+s)\Gamma^{2-m-s}(m+s-1)} \left(\frac{\hat{y}(k+mx)}{m(k+1)}\right)^s \, dx \]  

(16)

with the contour \( \mathcal{L}_x \) satisfying the convergence of the integral (i.e. defined as in [20] (see 16.17.1, case “i”)).

Combining (16) and (14), switching the order of integration and noting that the integral over the variable \( x \) evaluates to the confluent Kummer hypergeometric function \( U(\cdot) \), i.e.

\[ \int_0^\infty x^{m-i-1}(k+mx)^s e^{-x} \, dx = m^{-m}(m-i)k^{m-i-1}U\left(m-i, m-i+s+1, \frac{k}{m}\right), \]  

(17)

and applying Kummer’s transformations (see definition 13.2.40 in [20]) one can get the following representation for \( C \):

\[ C = \frac{\left(\frac{\hat{y}}{k+1}\right)^{m-1} \Gamma(m) \Gamma(m-1)}{2\pi j \ln 2} \sum_{i=0}^{m-1} \left(\frac{\hat{y}}{k+1}\right)^i \int_{\mathcal{L}_x} \frac{\Gamma(2-m-s) \Gamma(m+i+s)}{\Gamma(m+s) \Gamma^{2-m-s}(m+s-1)} U\left(-s, i+1-m-s, k/m, \frac{\hat{y}}{k+1}\right)^s \, ds. \]  

(18)

Using the Mellin-Barnes transform for \( U(\cdot) \), i.e.,

\[ U\left(-s, i+1-m-s, k/m\right) = \frac{1}{2\pi j \Gamma(-s)\Gamma(m-i)} \int_{\sigma-j\infty}^{\sigma+j\infty} \Gamma(t)\Gamma(-s-t)\Gamma(m-i+s+t)\left(\frac{m}{k}\right)^t \, dt \]  

(19)

with \( \sigma \) satisfying the integral convergence region. Applying the definition of the extended generalized bivariate Meijer G-function (see (8)) with the proper choice of the integration contours \( \mathcal{L}_x, \mathcal{L}_y \) (defined, for instance, as in [26]) completes the proof.

Although the derived expression can be successfully evaluated via numeric computational modules for EGBMG calculation (see [29] or [30]), the procedure is quite complex: special care is needed to choose the integration contours that guarantee the convergence (they will heavily depend upon the channel parameters), and the double numerical integration process is computationally expensive.

Thus, from a practical point of view, it would be valuable to have at hand a computationally efficient approximation of (12). Since we are mainly interested in the expression valid for any possible varying SNR for a given channel (i.e. fixed channel parameters), it is useful to assume the asymptotical behavior of the integrand depending on the ratio \( k/m \).

**Theorem 3.** The ergodic capacity of the fluctuating double-Rayleigh with line-of-sight fading channel model with \( m \in \mathbb{Z}^+ \) in case of the optimal rate adaptation strategy can be approximated as

- in cases of small Rician factor \( k \) (with moderate values of shadowing factor \( m \approx 1 \)) or high \( m \) (with moderate \( k \))

\[ C_{ap}^{low} \approx \frac{1}{\ln 2} G_{4,2}^{1,4}\left(1, 1, 0, 0 \middle| \frac{\hat{y}}{k+1}, 1, 0 \right) + \frac{k(m-1)}{m \ln 2} G_{4,2}^{1,4}\left(1, 1, -1, -1 \middle| \frac{\hat{y}}{k+1}, 1, 0 \right). \]  

(20)

- in cases of high Rician factor \( k \) (with moderate values of shadowing factor \( m \)):

\[ C_{ap}^{hi} \approx \Gamma(m) \left[\sum_{i=0}^{m-1} \sum_{l=0}^{m-1} (-1)^i \left(\frac{\hat{y}}{m}\right)^i \left(\frac{\hat{y}}{m}\right)^{m-i} \frac{(m-i)!}{(l)!^2} G_{4,3}^{1,3}\left(1, 1, -i, m-l \middle| 1, l + m - 1, 0 \right) \right] \frac{k\hat{y}}{m(k+1)}. \]  

(21)

\[ C_{ap}^{hi} \approx \frac{k \Gamma(m)}{m \ln 2} \sum_{i=0}^{m-1} \frac{\left(\frac{\hat{y}}{m}\right)^{m-i}}{(l)!^2} G_{4,3}^{2,3}\left(1, 1, -i, m-l \middle| 1, l + m - 1, 0 \right) \frac{k\hat{y}}{m(k+1)}. \]  

(22)

where \( (-)_l \) is the Pochhammer symbol and \( n \) is the number of terms, defining the approximation quality.
PROOF. To prove Theorem 3, one starts with the expression (18). It is obvious that the summands depend on the ratio \( \frac{k}{m} \) and thus an asymptotic series expansion of \( U(\cdot) \) for the cases \( \frac{k}{m} \rightarrow 0 \) and \( \frac{k}{m} \rightarrow \infty \) can be applied.

In the first case (i.e., \( \frac{k}{m} \rightarrow 0 \)),

\[
U\left( -s, i + 1 - m - s, \frac{k}{m} \right) \bigg|_{\frac{k}{m} \rightarrow 0} \sim \frac{\Gamma(m + i + s)}{\Gamma(m + i)}.
\]

(23)

Thus, the expression for \( C_{\text{ap}}^{\text{low}} \) turns into

\[
C_{\text{ap}}^{\text{low}} = \left( \frac{\gamma}{k + 1} \right)^{m-1} \frac{1}{\ln 2} \Gamma(m) \sum_{l=0}^{m-1} \frac{1}{(l!)^2} \int_{L_1} \frac{\Gamma(2 - m - s) \Gamma(m + i + s) \Gamma(m - i + s)}{\Gamma(m + s - 1) \Gamma(m + s - i)} \left( \frac{\gamma}{k + 1} \right)^s ds.
\]

(24)

It should be specifically pointed out that the contour-integral represents Meijer G-function only in the case, when the singularities of the numerator on the positive (with \(+s\)) and negative (with \(-s\)) sides of the real axis can be separated. But this is possible only when \( m < 2 \), and since \( m \in \mathbb{Z}^+ \), the sum degenerates into two terms, thus completing the first part of the proof.

In the second case,

\[
U\left( -s, i + 1 - m - s, \frac{k}{m} \right) \bigg|_{\frac{k}{m} \rightarrow \infty} \sim \frac{1}{k} \sum_{l=0}^{m-1} \frac{(-s)(m-l)}{l!} \left( -\frac{k}{m} \right)^l,
\]

(25)

where \( n \) defines the approximation quality. Combining this expansion with (18) and noting that the contour integral represents Meijer G-function yields (21). Extensive numeric simulations demonstrated that for most of the practical applications only the first 2-3 terms are enough to deliver approximation error less than 2%. Moreover, (21) can be further simplified by setting \( l = 0 \) in Meijer G-function and evaluating the resultant series under the assumption of \( n \rightarrow \infty \), yielding (22).

It should be noted that rather than applying the asymptotic series representation on the first step, as it is widely done (see, for instance, [31], [30]), it is applied on the next to last step, yielding the improved approximation. Moreover, the derived expressions are evaluated in terms of the classical Meijer G-functions that are readily implemented in most of the modern computer algebra systems, like Matlab, Wolfram Mathematica, etc.

It can be noted that for given fading environment (i.e., fixed \( k \) and \( \mu \)), capacity improvement is mainly associated with the SNR improvement, thus, from a practical point of view, the knowledge of the capacity high-SNR behaviour is critical for the estimation of the achievable communication rate.

**Theorem 4.** The ergodic capacity expression for fluctuating double-Rayleigh with line-of-sight fading channel model in case of the optimal rate adaptation strategy for high signal-to-noise ratio regime can be approximated by

\[
C_{\text{ap}}^{\text{SNR-hi}} \approx \log_2 \left( \frac{\gamma}{k + 1} \right) - \frac{2C_{\text{c}}}{\ln 2} + \frac{1}{\ln 2} \sum_{i=0}^{\infty} \frac{H_i}{(m!)^2} G^{2,1}_{1,2} \left( 1 - m \left| \begin{array}{c}
\frac{k}{m} \\
\frac{i}{m}
\end{array} \right. \right),
\]

(26)

where \( H_i \) is the harmonic number and \( C_{\text{c}} \approx 0.577 \) is the Euler-Mascheroni constant.

PROOF. To prove Theorem 4 one starts with the high SNR definition of ORA capacity [32]. Substituting (3), (2) and applying series representation of the confluent hypergeometric function, one obtains:

\[
C \approx \int_0^\infty \log_2 (\gamma) f_\gamma (\gamma) d\gamma = \frac{1}{\ln 2} \sum_{i=0}^{\infty} \frac{(m)_i}{(i!)^2} \int_0^\infty \frac{m^m (k + 1)^{i+1}}{(k + mx)^{m+i}} \frac{x^{m-1-i} k^i}{\gamma^{i+1}} e^{-x} \int_0^\infty \gamma^i \ln \gamma e^{-\frac{dx^{i+1}}{xy}} d\gamma dx.
\]

(27)

Using the fact that (see [33], equation 4.352.2)

\[
\int_0^\infty \gamma^i \ln \gamma e^{-\frac{(k+1)}{xy}} d\gamma = \frac{i!}{(xy)^{i+1}} \left( H_i - C_{\text{c}} - \ln \left( \frac{k+1}{xy} \right) \right),
\]

(28)

the expression (27) can be represented as
\[ C \approx \frac{1}{\ln 2} \sum_{i=0}^{\infty} \frac{(m)_i}{i!} \int_0^{\infty} \frac{(mx)^m k^i}{(k + mx)^{m+i}} \left( H_i - C_e - \ln \left( \frac{k + 1}{xy} \right) \right) e^{-x} \, dx. \]  
\( (29) \)

Owing to the relation (17):

\[ C \approx \frac{1}{\ln 2} \sum_{i=0}^{\infty} \frac{(m)_i}{i!} \left( \frac{k}{m} \right)^i \left( H_i - C_e - \ln \left( \frac{k + 1}{\gamma} \right) \right) \Gamma(m+1)U\left( m+i, i, \frac{k}{m} \right) \]

\[ + \frac{1}{\ln 2} \sum_{i=0}^{\infty} \frac{(m)_i}{i!} \left( \frac{k}{m} \right)^i \int_0^{\infty} \frac{x^m}{(x + \frac{k}{m})^{m+i}} \ln xe^{-x} \, dx. \]  
\( (30) \)

At this stage, it should be noted that the series in (29) converges only for \( i/m < 1 \), that implies a restriction on the further derivations. Assuming the summation in (30) as an integration with the respect to the counting measure, and applying the Fubini’s theorem [34] (which justifies the correctness of the summation and the integration interchanging), and using the facts that

\[ \sum_{i=0}^{\infty} \frac{(m)_i}{i!} \left( \frac{k}{m} \right)^i = \frac{x^m}{(x + \frac{k}{m})^{m+i}}, \]

\[ \int_0^{\infty} \ln x e^{-x} \, dx = C_e, \]

one obtains the result for the high-SNR approximation of the ergodic capacity (under ORA policy) for the fdRLoS channel model:

\[ C \approx \frac{\Gamma(m+1)}{\ln 2} \sum_{i=0}^{\infty} \frac{(m)_i}{i!} \left( \frac{k}{m} \right)^i \left( H_i - C_e + \ln \left( \frac{\bar{\gamma}}{(k + 1)} \right) \right) U\left( m+i, i, \frac{k}{m} \right) - \frac{C_e}{\ln 2}. \]  
\( (33) \)

The result can be further simplified by using the relation between the confluent Kummer hypergeometric function and the Meijer G-function:

\[ U\left( m+i, i, \frac{k}{m} \right) = \frac{G_{2,1}^{1,2}\left( \frac{1-m-i}{1-i} \right)}{\Gamma(m+i)\Gamma(m+1)}. \]  
\( (34) \)

Using (15) and applying the following argument inversion (see equation 16.19.1 in [20]) and summation (see [27] equation 6.11.1.5) properties of the Meijer G-function:

\[ G_{p,q}^{m,n}\left( \frac{(a_p)}{(b_q)} \middle| z \right) = G_{q,p}^{n,m}\left( \frac{1 - (b_q)}{1 - (a_p)} \middle| \frac{1}{z} \right), \]

\[ \left. \sum_{i=0}^{\infty} \frac{1}{i!} G_{p+1,q}^{m,n+1}\left( a - i, (a_p) \middle| (b_q) \right) \right| z = z^{a-1} \prod_{j=1}^{m} \Gamma(b_j - a + 1) \prod_{j=1}^{n} \Gamma(a - a_j). \]  
\( (36) \)

helps to state that

\[ \sum_{i=0}^{\infty} \frac{G_{2,1}^{1,2}\left( \frac{1-m}{i, 1} \middle| \frac{k}{m} \right)}{i!} = \Gamma(m). \]  
\( (37) \)

Assuming (37) and reorganizing the terms in (33), one obtains (26), finalizing the proof.
3.2. OPRA case

**Theorem 5.** The ergodic capacity expression for fluctuating double-Rayleigh with line-of-sight fading channel model in the case of the optimal power and rate adaptation strategy can be represented as

$$
\mathcal{C} = \frac{k}{\Gamma(m+1) \ln 2} \sum_{i=0}^{\infty} G_{1,1}^{1,0} \left( \begin{array}{c|c|c}
-m & -i, 1 & 1 \\
1+i & 0, 0 & 0
\end{array} \right) \frac{\gamma_i}{\gamma_0(k+1)^m}.
$$

(38)

**Proof.** To prove Theorem 5 one starts with the change of variables $\gamma = \gamma_0 t$ in initial definition (5):

$$
\mathcal{C} = \int_{\gamma_0}^{\infty} \log_2 \left( \frac{\gamma}{\gamma_0} \right) f_\gamma(\gamma) d\gamma = \frac{\gamma_0}{\ln 2} \int_1^{\infty} \ln t f_\gamma(\gamma_0 t) dt
$$

$$
= \frac{\gamma_0}{\ln 2} \int_1^{\infty} \frac{m^m(k+1)^{m-1}}{(k+mx)^m} e^{-x} \sum_{i=0}^{\infty} \frac{\gamma_i}{(i!)^2} \frac{k(k+1)}{x(k+mx)} \gamma_0 \int_1^{\infty} \ln t e^{-\frac{\gamma_i t}{x}} \gamma_0 dt dx.
$$

(39)

(40)

The inner integral in (40) can be evaluated in the following manner:

$$
\int_1^{\infty} \ln t e^{-\frac{\gamma_i t}{x}} \gamma_0 dt = \left. \frac{d}{da} \left[ \int_1^{\infty} e^{-\frac{\gamma_i t}{x} \gamma_0} dt \right] \right|_{a=0}
$$

$$
= \frac{d}{da} \left[ E_{\gamma}(a+1) \frac{(k+1)}{x} \gamma_0 \right]_{a=0}
$$

$$
= \frac{G_{3,0}^{1,1} \left( \begin{array}{c|c|c}
0, i+1, 1 \\
1, -i, -i
\end{array} \right)}{x^i \gamma_0 (k+1)}
$$

$$
= \frac{G_{2,3}^{1,1} \left( \frac{(k+1)}{x} \gamma_0 \right)}{G_{3,0}^{1,1} \left( \begin{array}{c|c|c}
0, i+1, 1 \\
1, -i, -i
\end{array} \right)}
$$

(41)

(42)

(43)

where $E_\gamma(z)$ is generalized exponential integral [20].

Applying the argument inversion property of the Meijer G-function (see equality (35)), reorganizing the terms, and applying the identity (15) yield:

$$
\mathcal{C} = \frac{m^m}{\ln 2} \sum_{i=0}^{\infty} \frac{(m)_i}{(i!)^2} \frac{\gamma_i}{(k+mx)^m} \int_0^{\infty} x^{m-i} \left( \frac{\gamma_i}{\gamma_0 (k+1)} \right) e^{-x} dx.
$$

(44)

Sequentially applying the change of variable $z = \frac{\gamma x}{\gamma_0 (k+1)}$, the transformation (10) for the exponential term in (44), and the following connection:

$$
\left( z + \frac{k \gamma_x}{\gamma_0 (k+1)} \right)^{-i-m} = \frac{\gamma_x}{\gamma_0 (k+1)} \left( \frac{\gamma_x}{\gamma_0 (k+1)} \right)^{1-i-m} G_{1,1}^{1,1} \left( \begin{array}{c|c|c}
1-m-i & 0 \\
1 & \gamma_x
\end{array} \right)
$$

(45)

yields the representation for the OPRA channel capacity:

$$
\mathcal{C} = \left( \frac{\gamma_x}{\gamma_0 (k+1)} \right)^{1-i-m} \frac{k}{\Gamma(m+1) \ln 2} \sum_{i=0}^{\infty} \frac{1}{(i!)^2} \int_0^{\infty} G_{1,1}^{1,1} \left( \begin{array}{c|c|c}
1-m-i & 0 \\
1 & \gamma_x
\end{array} \right) \frac{\gamma_x (k+1) m}{k \gamma_x} z \times
$$

$$
\times G_{3,2}^{0,3} \left( \begin{array}{c|c|c}
-1, 1, 1 \\
0, 0
\end{array} \right) G_{1,0}^{1,1} \left( \begin{array}{c|c|c}
0, 0 \\
0 & \gamma_x
\end{array} \right) \frac{\gamma_x (k+1) \gamma_x}{z \gamma_x} dz.
$$

(46)

Making use of the Meijer G-function integration theorem (see [28]) finalizes the proof.

It should be specifically pointed out that the derived expression is valid for arbitrary positive values of the shadowing parameter $m$. Although the result is given in terms of the infinite series, as it was already mentioned above, only several terms are needed for reasonable accuracy that helps to obtain a computational speedup compared to the direct numerical integration in (5). Moreover, a further series convergence improvement can be obtained via Shanks transformation or Richardson extrapolation [35] used herein for further numerical analysis.

Similarly to the ORA case, the capacity analysis is completed by deriving the high SNR asymptotics of the expression (38).
Theorem 6. The ergodic capacity expression for fluctuating double-Rayleigh with line-of-sight fading channel model in case of the optimal power and rate adaptation strategy for high signal-to-noise ratio regime can be approximated by

\[
C_{\text{ap}}^{\text{SNR-hi}} \approx \log_2 \left( \frac{\tilde{\gamma}}{\gamma_0(k+1)} \right) - \frac{C_e}{\ln 2} + \frac{1}{\Gamma(m) \ln 2} \sum_{i=0}^{\infty} \frac{\psi^{(1)}(i+1)}{i!} \left( 1 - m \left| \frac{k}{m} \right. \right),
\]

where \( \psi^{(1)}(i+1) \) is the digamma function [20].

Proof. To prove Theorem 6 one starts with the expression (44) and expand Meijer G-function in case of \( \tilde{\gamma} \to \infty \):

\[
G_{3,2}^{0,3} \left( \frac{\tilde{\gamma}x}{\gamma_0(k+1)} \right| \tilde{\gamma} \to \infty \right) \approx \left( \frac{\tilde{\gamma}x}{\gamma_0(k+1)} \right) \ln \left( \frac{\tilde{\gamma}x}{\gamma_0(k+1)} \right) \psi^{(1)}(i+1).
\]

Combining (44) and (48) yields:

\[
C_{\text{ap}}^{\text{SNR-hi}} \approx \frac{1}{\ln 2} \sum_{i=0}^{\infty} \frac{1}{i!} \left( \frac{k}{m} \right) \int_0^\infty x^m \left( \frac{k}{m} + x \right)^{-m-i} \ln \left( \frac{\tilde{\gamma}x}{\gamma_0(k+1)} \right) e^{-x} dx + \psi^{(1)}(i+1) \int_0^\infty x^m \left( \frac{k}{m} + x \right)^{-m-i} e^{-x} dx \right).
\]

For the first part of the right hand side of the equation (49) one can switch integration and summation (by virtue of the Fubini’s theorem), and, verifying the convergence, with the help of (31)-(32) express it as:

\[
\frac{1}{\ln 2} \sum_{i=0}^{\infty} \frac{1}{i!} \left( \frac{k}{m} \right) \int_0^\infty x^m \left( \frac{k}{m} + x \right)^{-m-i} dx = \log_2 \left( \frac{\tilde{\gamma}}{\gamma_0(k+1)} \right) - \frac{C_e}{\ln 2}.
\]

For the second term of the right hand side of the equation (49) one can use the integral representation of the confluent Kummer hypergeometric function (17). Performing the transformation (34) and simplifying the expression finally yield:

\[
C_{\text{ap}}^{\text{SNR-hi}} \approx \log_2 \left( \frac{\tilde{\gamma}}{\gamma_0(k+1)} \right) - \frac{C_e}{\ln 2} + \frac{1}{\Gamma(m) \ln 2} \sum_{i=0}^{\infty} \frac{\psi^{(1)}(i+1)}{i!} \left( 1 - m \left| \frac{k}{m} \right. \right),
\]

which justifies the claim of Theorem 6.

Corollary 6.1. The high-SNR ergodic capacity approximations for the fdRLoS channel in cases of ORA and OPRA policies are equal up to the change of variable \( \tilde{\gamma}^{\text{ORA}} = \tilde{\gamma}^{\text{OPRA}} \).

Proof. The derived expressions for ORA (26) and OPRA (47) high-SNR capacity approximations can be easily connected by noting the relation between the digamma function and harmonic number, i.e., \( \psi^{(1)}(i+1) = H_i - C_e \) (see equation 5.4.14 in [20]) and using the obtained result (37).

It can be pointed out that for an increasing average SNR the threshold value \( \gamma_0 \to 1 \) thus the expressions for ORA and OPRA capacities coincide.

To the best of the author’s knowledge, the capacity analysis of the fdRLoS channel is absent in current technical literature, and the results (7), (12), (20)-(22), (26), (38), (47) are novel and have not been reported previously.

4. Simulation and results

To verify the correctness of the derived closed-form solutions (see Theorems 2 and 5) and approximations (see Theorems 3, 4 and 6) numeric simulation was performed.
4.1. Capacity analysis

The results for the average SNR dependence of the ergodic capacity are presented in Fig (1) for ORA and Fig (2) for OPRA. For both plots, the notation is as follows:
Figure 3: Ergodic capacity per unit bandwidth of the fdRLoS fading channel for ORA scheme with variable $m$ and $k$ and $\bar{\gamma} = 10$ dB

- the solid lines are obtained via the derived closed-form solutions (12) (for ORA) and (38) (for OPRA);
- the dashed lines represent the derived high-SNR approximations (26) (for ORA) and (47) (for OPRA) respectively;
- the filled markers are obtained with direct numerical integration with (2), (3) substituted in to (4) (for ORA) and (5) (for OPRA);
- the empty circled-markers are obtained with Monte-Carlo simulation (averaged over $10^8$ samples).

The results clearly show that the derived expressions perfectly match numerical solution (derived via brute-force integration) and simulation. Moreover, the proposed approximations are tight enough for not very high values of the average SNR, i.e., for $\gamma \geq 15 + 20$ dB in case of ORA and $\gamma \geq 7 + 10$ dB in case of OPRA. The approximation improves with the increase in $k$. It was determined that the change of $m$ does not impact $\bar{C}$ sufficiently (as will be demonstrated further).

It can be observed that the results for OPRA are very close (within several percent) to the ones for ORA with the sight advantage in the case of low SNR (as expected from Corollary 6.1). Thus, for further analysis, only the ORA case will be considered.

To study the joint impacts of $m$ and $k$ on the ergodic capacity, a contour map was plotted (see Fig (3)). It was obtained with the combination of the derived solutions for $m \notin \mathbb{Z}_0^+$ and $m \in \mathbb{Z}_0^+$ to cover all the possible cases for $m \geq 0.5$. It was observed that for all possible range of parameters...
Table 1: The ergodic capacity of the fluctuating double-Rayleigh with line-of-sight fading channel for ORA scheme

| \( \bar{C} \), dB | \( C_{th}^{\kappa = 20} \) | \( C_{num}^{\kappa = 20} \) | \( C_{approx}^{\kappa = 20} \) | \( C_{th}^{\kappa = 200} \) | \( C_{num}^{\kappa = 200} \) | \( C_{approx}^{\kappa = 200} \) |
|----------------|-----------------|----------------|-----------------|----------------|----------------|----------------|
| 0              | 0.91            | 0.91           | 0.94            | 0.92           | 0.92           | 0.92           |
| 10             | 3.13            | 3.13           | 3.32            | 3.16           | 3.16           | 3.18           |
| 20             | 6.22            | 6.22           | 6.70            | 6.27           | 6.27           | 6.32           |
| 30             | 9.56            | 9.56           | 10.32           | 9.62           | 9.62           | 9.65           |
| 40             | 12.84           | 12.84          | 13.97           | 12.89          | 12.89          | 13.01          |

2.4 bit/s/Hz ≤ \( \bar{C} \) ≤ 3.5 bit/s/Hz. In real-life applications the channel parameters are usually unknown and should be estimated in the process from the available measurements, and the estimation accuracy impacts the overall performance. This means that it is necessary to understand the effect of the estimated parameters fluctuation on the system capacity. For instance, if the impact is negligible (i.e., an asymptotic regime in the corresponding parameter), coarse yet fast inference methods are preferable; elsewise, more complex algorithms (which are generally slower) are required.

Analyzing the obtained results, one can notice that in the region with low \( k \) the impact of the shadowing parameter’s variation is negligible (as it was observed in Fig (1) and Fig (2)); therefore, even \( m = 1 \) can be assumed as asymptotic. The situation changes for the high Rician factor: the increase of \( m \) delivers some gain in \( \bar{C} \): about 0.5 bit/s/Hz. Moreover, for reasonable values of the Rician factor (i.e. \( k \leq 30 \) dB) the sufficient change appears for \( m \leq 4 \).

4.2. Proposed approximation analysis

As it was already mentioned, the derived expressions for the high-SRN approximation demonstrate good correspondence with the closed-form results even in the case of moderate values of \( \bar{C} \). To estimate the quality of \( C_{approx} \) approximations (see Theorem 3), numerical simulation was performed.

Table 1 exemplifies the comparison of the results for the case \( k/m \to \infty \), \( m = 2 \) and variable \( \bar{C} \). The results for \( C_{num} \) were derived via numerical integration in (4) with (3) and (2) being substituted, \( C_{th} \) was derived via (12) and algorithm, proposed in [30], and \( C_{approx} \) was evaluated via the simplified approximation (22). The obtained results demonstrated the complete agreement between the derived solution and numerical integration (up to the computational accuracy of the applied-for numeric integration algorithms) and high correspondence with the proposed approximation. Since the difference is relatively small for further analysis, it is appropriate to study the relative error (see Fig (4)-(5)) defined as \( \delta_{C} = \left| \frac{C_{approx} - C_{num}}{C_{approx}} \right| \), where

- for plots in Fig (4) \( C_{approx} = C_{approx}^{low} \), and evaluated with approximation (20);
- for plots in Fig (5) \( C_{approx} = C_{approx}^{hi} \), and evaluated via expression (22).

Moreover, since one can achieve \( k/m \to 0 \) and \( k/m \to \infty \) in two ways: increasing/decreasing the numerator, keeping a fixed denominator, and vice versa, both cases were plotted, but in such a way to maintain the same ratio \( k/m \).

It can be noted (see Fig (1)) that for most of the practically meaningful average SNRs (no exceeding 25 ÷ 30 dB) the relative error for \( C_{approx} \) does not exceed 5 ÷ 10%, for small \( m \) (i.e. \( m = 2 \)) in combination with \( k \leq 1/100 \), \( \delta_{C} \leq 1.5\% \) for all of the assumed \( \bar{C} \). It should be noted that the approximation quality improves with the decrease of \( k \) and degrades with an increase of \( m \). That means that it can be efficiently used in cases of high-to-moderate shadowing and small Rician k-factor (i.e. −16 dB or smaller, as in Fig (1)).

For the high \( k/m \) approximation (see Fig (1)), the overall dependence from the parameters is the same, but with a sufficient difference in behavior depending on \( \bar{C} \): for the increasing \( m \), the relative error of the proposed approximation becomes almost insensitive to \( \bar{C} \), whereas the increase of \( k \) (with fixed \( m \)) actually improves \( \delta_{C} \) with SNR. Moreover, it should be noted that \( \delta_{C} \leq 2\% \) (see solid lines), even when the 1-term approximation was used (i.e., \( n = 1 \) in (21)). Increasing the number of terms, for example, to \( n = 3 \) helps to even more increase the approximation quality, i.e., \( \delta_{C} < 0.5\% \).
5. Conclusions

The research presents the derived results for the ergodic capacity of a communication system in the presence of fading described by the fluctuating double-Rayleigh with line-of-sight channel model for the cases of the optimal rate adaptation strategy with constant transmit power and the optimal simultaneous
power and rate adaptation strategy. For the ORA case with arbitrary noninteger fading parameter $m$, a closed-form expression was derived for the conditional capacity, which can be further used to evaluate the ergodic capacity, and for the case of the integer fading parameter, a closed-form expression for the ergodic capacity was derived in terms of the extended generalized bivariate Meijer G-function. To facilitate the computations, approximating expressions are deduced for the high average signal-to-noise ratio scenario, the cases of $\frac{1}{m} \to 0$ and $\frac{1}{m} \to \infty$. A connection between the ORA and OPRA ergodic capacity expressions in the case of high signal-to-noise ratio is established. All the derived expressions are verified by comparing with the brute-force numerical integration and simulation and demonstrated high correspondence with one another.
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