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Abstract: Induction machines have been key components in the industrial sector for decades, owing to different characteristics such as their simplicity, robustness, high energy efficiency and reliability. However, due to the stress and harsh working conditions they are subjected to in many applications, they are prone to suffering different breakdowns. Among the most common failure modes, bearing failures and stator winding failures can be found. To a lesser extent, High Resistance Connections (HRC) have also been investigated. Motor power connection failure mechanisms may be due to human errors while assembling the different parts of the system. Moreover, they are not only limited to HRC, there may also be cases of opposite wiring connections or open-phase faults in motor power terminals. Because of that, companies in industry are interested in diagnosing these failure modes in order to overcome human errors. This article presents a machine learning (ML) based fault diagnosis strategy to help maintenance assistants on identifying faults in the power connections of induction machines. Specifically, a strategy for failure modes such as high resistance connections, single phasing faults and opposite wiring connections has been designed. In this case, as field data under the aforementioned faulty events are scarce in industry, a simulation-driven ML-based fault diagnosis strategy has been implemented. Hence, training data for the ML algorithm has been generated via Software-in-the-Loop simulations, to train the machine learning models.
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1. Introduction

Induction motors (IM), especially squirrel cage motors, constitute the core of many electric drives. They are widely used in industrial applications such as machining tools, electric vehicles and railway traction systems. Their simplicity, robustness and ease of maintenance have made them popular in industry. However, like any component, they are not totally free from failures. Therefore, in the last decades, numerous studies have been carried out analysing their failure modes, their probabilities of happening and proposing fault detection and diagnosis (FDD) strategies.

From the point of view of a generic electric drive, the electric machine can be defined as one of the main subsystems together with the invert block, the power source and the sensors. Bearing in mind this schema, it is worth summarizing the different failure modes that may appear in these subsystems due to the influence they can have on the behaviour of the induction machine. Regarding the inverter, the main failure modes can be summarized regarding power semiconductors (MOSFET, IGBT, Diode) and electrolytic filtering capacitors faults. When referring to semiconductors, the most typical faults are short- and open-circuit faults. The former is normally considered a destructive fault because of its high overcurrent effects, therefore, it typically requires the adoption of actions to shut down the drive immediately. The latter, which usually leads to complete or partial losses of the current at the exit of the inverter, is not usually classified as catastrophic. This
means that these faults can remain undetected for a long time since the entire system can continue to operate in a degraded mode, so, it is interesting to develop health management strategies to detect the anomalies in advance [1–5]. In the case of the electrolytic capacitors that usually make up the DC link, the most frequent failure mode tends to be the ageing of the component because of operating in hard working conditions. This mainly leads to the variation of the capacitance (C) and the equivalent series resistance (ESR) which may cause not fulfilling the tasks of maintaining a constant DC voltage value, neither protecting power converters from over-voltages and sudden drops in the energy voltage source, nor presenting a high impedance against the harmonics generated by the inverter [6–8]. Concerning the sensors, they are usually used for control and protection tasks of the electric drive. However, when they operate in harsh working environments, they sometimes become prone to failure, causing abnormal operation of the electrical machine, reducing the efficiency of the traction force, or even causing an emergency stop. The most common failure modes can be summarized in gain or offset in the measurement or direct disconnection of the device, as they can be understood in [3,9–12].

Focussing on the electric machine subsystem, as summarised in [13–16], the failure modes of induction motors can be grouped into stator failures and rotor failures. Among the most common stator failures, stator winding short-circuits (in their different modes), vibration problems and phase connection failures can be found. The most common rotor failures are bar breakages, rotor misalignments or bearing problems, either due to bearing failures, lack of lubrication or misalignment. As a result, several FDD strategies have been proposed for these types of problems in different applications [17], such as electric vehicles, railway traction drives or renewable energy systems.

On the one hand, model-based techniques are usually used for the identification of motor parameters in order to monitor their deviation from the nominal values [18–21]. On the other hand, in the field of signal-based methods, there are alternatives such as the Park’s Vector monitoring for stator short-circuit [22,23], stator imbalance [24] and rotor bar breakage [25] detection. However, the most widely used technique in induction motor FDD has been the frequency analysis of phase currents. This frequency analysis known as Motor Current Signature Analysis (MCSA) is the most popular one [26–29].

In recent years, the emergence of Industry 4.0 and the use of artificial intelligence methods, such as machine learning (ML) or deep learning (DL) have led to the development of data-driven FDD techniques. ML or DL have been used as a complement to the aforementioned techniques to help in the classification and prediction of failure modes. For example, there are many examples that use vibration or current measurements to diagnose stator and rotor failures [30–35]. Article [36] presents an extensive review of the application of data-driven methods for electric drives.

However, among all the IM failure modes, the one that has perhaps been studied the least is motor wiring or connection failures. It is worth mentioning that failure modes such as open-phase, High Resistance Connections or opposite-phase wiring in IM connections are usually catastrophic. In other words, although these failure modes are not frequent, when they occur, the maintenance tasks become very costly because most of the time the rolling stock must be stopped and the electric machine must be repaired. Furthermore, in the majority of cases, they is often a link to human errors during manufacture, resulting in incorrectly tightened terminals or poor wirings. In an industrial context, there are situations where due to manufacturing or maintenance mistakes, current imbalance and opposite-phase wiring problems can occur. For example, when a faulty inverter is replaced in a depot, the wiring can be deficiently installed and faulty equipment is put in service. As a result, they are considered high-cost, low-probability cases.

For example, the detection of HRC has been approached using different techniques. Thermal imaging can be a useful and effective technique for manual inspections [37]. However, it can be costly and difficult to automatise. During the last decades, online detection methods have been developed mainly based on resistance estimation or current sequence analysis. The first method consists of estimating the resistance by injecting voltage
pulses with the inverter already installed in the drive, as proposed in [38]. The authors of this paper propose to measure the voltage between the neutral point of the motor and the negative of the DC-link. The main disadvantage of this method is the need for an additional sensor, as well as the fact that the neutral point is usually not accessible. In [39], the authors use the same method but without additional sensors. They inject two voltage vectors and with the measurements of their respective currents calculate the phase resistance. It is mentioned that with this method the effect of inverter nonlinearities on the estimation can be eliminated. Furthermore, ref. [40] proposes a similar method but while compensating for the effect of the inverter by pre-calculating the voltage drop across the semiconductors. The second method proposes to detect the negative sequence of currents due to system unbalance. In [41,42], the authors develop an induction motor model taking into account the effect of HRC and stator short circuits. From these models, a negative sequence of current and voltage due to unbalance can be estimated and used as a fault indicator. They also make an effort to be able to identify the specific failure mode (HRC or short-circuit). Furthermore, in [43] a similar technique is presented, but this time the drive control strategy is used to calculate the negative sequence and to implement a fault-tolerant control.

As far as open-circuit faults are concerned, few papers refer to the detection of this failure mode when it occurs at the motor connection. However, the effect of this failure mode is similar regardless of whether it occurs in the wiring, the inverter or the motor. Therefore, the techniques proposed in the literature could be used for all of them. Park’s Vector Approach is one of the most widely used methods [44]. In [45–47], condition monitoring using this technique is proposed to detect open-circuit faults in inverters. The same fault is detected in [48] by calculating indicators from the mean value of the currents. Moreover, there are also model-based techniques, such as the one presented in [49], where a model is proposed and validated, which takes into account open-circuit faults in the phases and in the wiring.

All these strategies need to be executed at high frequency and usually embedded in the controller of the drive. This can be challenging in some applications such as electric transportation or renewable energy systems, where controller memory and computational capacity is limited. Furthermore, increasing the cost of a drive by adding FDD functionalities is not justified nowadays, especially in view of the rise of communication and cloud-based technologies. As mentioned in [36], FDD strategy trends show that data-driven methodologies based on ML or DL have emerged as a valid solution for electric drives. As an example, several publications show the application of ML or DL for the detection of faults in stator, rotor and bearings [32,50–52]. In the case of HRCs in electric motors, ref. [53] shows the training, validation and testing of an artificial neural network. It can be said that this is an evolution of the classical negative/zero sequence technique, where the neural network models the healthy state and classifies faulty states.

In applications such as a railway traction, fault detection and isolation is more difficult due to the composition of the system. Usually, a rolling stock is composed by several inverter boxes that can feed more than one induction motor in parallel (see Figure 1). As an example, a train can have six motors, each of them controlled in pairs by three controllers/inverters. Thus, when the driver sets a general torque command for the whole traction chain, the motors are controlled independently dividing the total command by the number of inverters. As a result, in some failure modes, this structure can be defined as catastrophic, because even if there is a faulty motor in the total 6, the rest ones will keep working. As the rotor of the motor and the axle of the boogie are coupled mechanically, even if the motor is faulty, the rotor will continue turning due to the train inertia. While the control unit tries to control the torque of the motor, high overcurrent and overvoltages can generate irreversible failures.
Seeing the potential that ML and DL techniques have had on other failure modes, this paper proposes a data-driven strategy for the detection and classification of HRC, open-phase and opposite-phase wiring faults in induction machines implemented in railway applications. For this, a Software-in-the-Loop (SiL) simulation platform is used in order to generate the data to train the ML models. Concretely, the SiL simulation replicates the behaviour of an electric drive from a tram traction application. The rest of the paper is organized as follows: Section 2 introduces the SiL platform used for data generation. Afterwards, Section 3 presents the development of the ML-based fault diagnosis strategy. Step-by-step data preprocessing, feature engineering and ML model training and testing are explained. Finally, Section 4 presents the main conclusions of the work.

2. SiL Simulation-Based Data Generation

As it has been mentioned before, one of the challenges in developing data-driven strategies for FDD is data availability. Electric machines are designed not to fail, so it is difficult to find a sufficient volume of information to allow reliable training, validation and testing of ML algorithms. Hence, data from healthy machine operation is available in abundance, while data from representative faulty operating conditions is limited. That is why, in many applications it is very common to deal with unbalanced datasets [54]. Furthermore, still nowadays, little field datasets from real industrial applications are available. Normally, implementing an effective data acquisition approach can be interpreted as expensive, as well as time-consuming. As a result, this data scarcity and imbalance has become an important drawback when trying to design data-driven condition monitoring strategies, specially those based on Machine Learning and Deep Learning.

In order to overcome these limitations, one of the used techniques is to generate the training dataset via simulations. In a digital environment, simulation-driven synthetic data generation is used to emulate conditions that are not easily available in existing field data, such as different working conditions, specific failure modes, etc. Therefore, in the present work, a SIL simulation platform developed in Matlab/Simulink platform, has been used to obtain synthetic data on the effects of deficient connections in induction motors. Specifically, it emulates the operation of a 160 kW electric traction drive from a railway traction application with two induction motors connected in parallel. It is worth mentioning that this platform has been validated by our industrial partner, using it in the development of railway traction systems. Furthermore, the results of the platform in healthy cases were previously compared with laboratory results. At the same time, both its nominal behaviour and the fault insertion block have been discussed in other publications of our research group [55–57].

The Matlab/Simulink platform consists of several blocks that simulate the operation of an electric drive (see Figure 2). The plant of this electric drive is composed of an input stage (contactors, filter and braking crowbar), a three-phase inverter and two induction motors fed in parallel. Moreover, the mechanical system is simplified to an inertia and
a static load. It is worth mentioning that power electronics and traction motors can be simulated either using basic blocks from Simulink or Simscape blocks, depending on the required accuracy and simulation speed.

The control functionalities are integrated following the Software-in-the-Loop strategy. Here, the control software used in the real device is embedded into the simulation so that its operation is as close as possible to the real application. Concretely, the TCU is built with three different control levels. In control level 3, the references for the control strategy of level 2 are calculated. Typically, level 2 implements some variant of vector control, so torque and flux references are obtained first in level 3. In this level, other control functionalities, such as bus voltage control or torque reference limitations, can be activated. Once level 2 obtains the voltage references for the inverter, in level 1, modulation strategies calculate the switching states for the inverter and the crowbar. It is worth mentioning that the vector control of the IM is an average control, because two motors are fed in parallel with only one inverter and one current sensor per inverter phase. Therefore, the measured current is the total current flowing from the inverter.

This platform allows the control strategy to be validated in different scenarios. As a result, and with the aim of analysing the effects of power connection faults, first a set of baseline healthy simulations has been defined. Torque is controlled following a predefined profile in order to obtain the desired acceleration and deceleration rates, as well as target speed. In this case, 3 target speed profiles have been simulated in the conditions shown in Table 1.
Table 1. Simulation scenarios for faulty data generation.

| Speed Ref. [rpm] | Load Torque [Nm] |
|------------------|------------------|
| 900              | 50               |
|                  | 100              |
| 2400             | 50               |
|                  | 100              |
| 4500             | 50               |
|                  | 100              |

Figure 3 shows the torque, phase currents, speed and DC-link voltage for a 2400 rpm target speed and 50 Nm load torque simulation environment. Furthermore, Figure 4 shows the detail of the phase currents.

Figure 3. Torque, speed, phase currents and DC-link voltage signals at 2400 rpm and 50 Nm load (healthy state).

Figure 4. IM phase currents detail at 2400 rpm and 50 Nm load (healthy state).
Using the baseline simulations shown previously, power connection failures have been injected in the plant model. In particular, HRC faults, open-phase faults and opposite-phase wiring connection faults were simulated. Thanks to the use of Simulink’s Simscape toolbox, these faults can be easily injected in the simulation. As it is shown in Figure 5, the HRC was emulated connecting a series resistor in a phase of the motor, while the other two faults were provoked by changing directly the motor connections.

Using this modified model and the operation conditions described in Table 1, faulty operation scenarios were simulated. In total, 72 simulations were launched for the generation of faulty data (6 scenarios, with 3 fault modes injected at 4 different instants). In this way, a database of 355 million samples at 50 µs was created.

In the following lines, some of the simulation results are presented. Figure 6 shows the different signals obtained from the simulation while causing an open-phase fault in the induction motor number 1. Looking at the IM-1 phase currents, phase A is disconnected and, as a consequence, the rest of the phase currents increase. As it was mentioned before, the vector control of the motors is an average control as two motors are fed in parallel with only one inverter. Hence, any failure in one of the motors causes the abnormal operation of the other one. At the same time, current imbalance causes torque oscillations due to the current measurement feedback and the vector control structure. It is important to remark that the high value of the load inertia filters torque oscillations mitigating them in the speed (bottom right graph). Therefore, as the simulation does not implement any speed control loop, when the fault occurs, the average value of the real torque and the speed decrease. In the real application, this speed loss would be compensated by the user increasing the torque command.
Figure 6. Phase currents of motor 1 and motor 2 at 2400 rpm and 50 Nm load (open-phase fault at $t = 10$ s).

In the case of HRC, it can be said that it is a less severe version of the open-phase failure. Current imbalance is translated to the torque as low frequency oscillations, as it is presented in Figure 7.
Finally, in the opposite-phase wiring mode (see Figure 8), since there is a closed torque control loop, it sets the current necessary for the estimated torque to follow the reference. However, as one of the motors is wired incorrectly, the actual torques of the motors do not follow the reference and the target speed is not achieved.
In the following sections, the development of the data-driven FDD strategy for the detection and classification of these fault modes will be presented. However, as it was shown previously, the HRC and the open-phase faults have similar effects in terms of torque oscillations, speed deviations and current in the healthy motor, therefore, they will be grouped in the same cluster, labelled as current imbalance. Therefore, the main task of the FDD strategy is to distinguish current imbalance and opposite-phase wiring anomalies from the healthy behaviour.

3. ML-Based Fault Diagnosis Strategy

Once the synthetic data have been generated, it is time to develop the machine learning-based fault diagnosis strategy for induction machines power connection failures. As mentioned in Section 1, these approaches developed via data-driven strategies seek to generate computer systems capable of performing tasks that normally require human intelligence, through artificial intelligence. In this research, the analysis of the health status of induction machine power connexions is proposed by differentiating the aforementioned

Figure 8. Phase currents of motor 1 and motor 2 at 2400 rpm and 100 Nm load (opposite-phase wiring fault at t = 0 s).
failure modes from the healthy behaviour. For this, the synthetic data acquired from the simulation platform were used to train and validate ML classification algorithms, in order to categorise the different health status in groups.

In this way, it is important to mention that in order to implement these data-driven solutions efficiently, a specific and standardized ML workflow is generally put into practice. As it can be seen in Figure 9, it is not only based on selecting and optimizing the ML algorithm, but it also consists of carrying out different tasks, such as the acquisition and organization of raw data, the raw data preprocessing and the implementation and integration of the algorithm in the application [58–60].

Figure 9. Standardized workflow to apply effectively machine learning approaches.

Thus, in this section, the main steps of this workflow have been developed and optimized taking into account the application requirements. The solution should be able to distinguish the healthy behaviour from the opposite-phase wiring faults and the current imbalance faults. Furthermore, false positives should be avoided. It has to be taken into account that a false positive could cause an unnecessary maintenance shutdown of the equipment, which in applications such as railway could cause important availability and economic losses.

In addition, it is important to mention that one of the main advantages of simulations is their flexibility to create faulty environments, since different failure modes can be injected. Therefore, the supervised ML method becomes an effective alternative to face this classification problem. In these cases, the task of labelling data samples becomes much easier, owing to the fact that the exact failure injection time and even its characteristics are known. In a real application environment, the labelling task is much more time-consuming, as it demands considerable expert knowledge. Figure 10 shows schematically the Supervised ML approach.

Figure 10. Schematic of the supervised ML methodology.
In supervised ML methods, a certain label ($Y_{in}$) is attached to each training dataset sample ($X_{in}$) with information about their momentary state of health. Therefore, it is easier to interpret the output predictions ($Y_{out}$) of the ML model from the new unseen dataset ($X_{in}'$). Specifically, in this article, a three-class classification ML algorithm was trained. Although in Section 1 more than three health statuses are explained, in a first approximation the open-phase fault and the HRC fault are unified due to their similar effects in phase current imbalance. Therefore, these are the different health status labels that the supervised ML algorithm should differentiate: healthy (H), current imbalance (CI) and opposite-phase wiring fault (OPW).

Moreover, before starting with each of the stages from the ML workflow, it is worth mentioning that Amazon Web Services (AWS) is the cloud service platform where the fault diagnosis approach was developed. Apart from the development of the FDD strategy, a secondary objective of the work has been to use commercial cloud-based tools. The use of these tools has several advantages: the management of big datasets is easier (than with software such as Matlab) and the proposed solution will be closer to a future industrial implementation. Figure 11 shows the architecture of the platform for development of the data-driven FDD strategy.

![Figure 11. Data pipeline for the ML-based FDD strategy developed in Amazon Web Services.](image)

3.1. Data Acquisition and Organization

As mentioned before, simulated data should be generated in the way that is as similar as possible to how it is acquired in the real application, in terms of recorded variables, sampling frequency and acquisition mode (average, RMS, etc.). Therefore, output data from simulation must be modified to replicate a real application environment.

As an example, the simulation explained previously runs at 50 µs. Therefore, it provides many different variables with a 20 kHz sampling rate. However, in a real application, not all the variables are accessible, nor is the acquisition frequency that high. In this research, 11 variables that can be recorded in real applications were downsampled at a 64 ms rate, replicating the limitation of sensors installed in real applications. Table 2 shows a summary of the recorded variables from the simulation. Consequently, the complete raw dataset contains approximately 27,700 samples per each variable.

Finally, all the signals were saved in .csv files. In each of these files, an acceleration/deceleration profile with different health status and fault injection times was recorded. These .csv files were uploaded to AWS platform, specifically to the AWS S3 service which is an object storage service that offers industry-leading scalability, data availability, security and performance.
Table 2. Recorded variables from the SiL simulation platform.

| Variable Name   | Acq. Freq [ms] | Acq. Mode | Explanation                                                                 |
|-----------------|----------------|-----------|-----------------------------------------------------------------------------|
| Torque_Motores  | 64             | Inst.     | Sum of the two parallel IM torques [Nm]                                    |
| Tem_ref         | 64             | Inst.     | Torque reference for each of the IMs [Nm]                                  |
| Tem_ref_TL      | 64             | Inst.     | Torque reference after control limitations [Nm]                            |
| wm1             | 64             | Inst.     | Speed of IM1 [Hz]                                                          |
| wm2             | 64             | Inst.     | Speed of IM2 [Hz]                                                          |
| Ia_medida       | 64             | RMS       | Total output current of the inverter in phase A [A]                        |
| Ib_medida       | 64             | RMS       | Total output current of the inverter in phase B [A]                        |
| Ic_medida       | 64             | RMS       | Total output current of the inverter in phase C [A]                        |
| Icat            | 64             | Inst.     | Input measured current to the system [A]                                  |
| Icrw            | 64             | Inst.     | Crowbar current [A]                                                        |
| Vbus            | 64             | Inst.     | BUS voltage [V]                                                            |

3.2. Raw Data Preprocessing

After acquiring and organizing the raw data in AWS S3 service, the next step is preprocessing it. That means cleaning and manipulating the raw data to train different machine learning algorithms. This stage is normally divided into two levels of preprocessing—on the one hand, the general preprocessing and, on the other hand, the feature engineering. To do this, the raw dataset was exploited with the AWS SageMaker service.

As for general preprocessing, it involves data cleaning, which consists of filtering messy data, detecting outliers and missing values, applying standardization [61,62] and even segmentation [63,64]. However, since the raw data source for this research is a simulation platform, it can be said that cleaning tasks are not as necessary as they are for the data from a real application environment.

As an example of the general preprocessing, a search for outliers was performed. Therefore, different samples that can distort the training dataset were removed, as can be seen in Figure 12.

![Figure 12](image-url)  
Figure 12. Example of outlier detection tasks. The outliers circled in purple were removed. (a) IM phase currents plot with outliers. (b) Scatterplot of the raw dataset with outliers. (c) IM phase currents plot without outliers. (d) Scatterplot of the raw dataset without outliers.
Furthermore, the entire independent set of variables was normalized, using Z-score normalization [61,62], which rescales independent variables with a zero mean and unit-variance range, as shown in Equation (1):

$$Z_{\text{score}} = \frac{x^{(i)} - \mu_i}{\sigma_i}$$

(1)

where Z-score is the normalized instance, $\mu_i$ and $\sigma_i$ are the mean value and standard deviation of the $i$th acquired variable, respectively.

After cleaning the raw data, feature engineering is applied to extract important information from the dataset, in order to efficiently feed the ML algorithms. In particular, feature engineering can be divided into two main tasks, feature extraction (FE) and feature selection (FS).

The main goal of feature extraction is to transform raw data into numerical features, while preserving important information from the original data set. This can be done manually by calculating features in domains such as time, frequency or time-frequency, or automatically by applying modifications such as principal component analysis (PCA), linear discriminant analysis (LDA), etc. In this research, 5 time-domain features were extracted per each of the 11 initially recorded variables with a dynamic window, jumping each 10 samples. These new statistical features are maximum, minimum, mean, variance and standard deviation. As a result, from having a raw dataset matrix of 11 variables with 27,700 samples each, now we have 55 time-domain features with 2770 samples. This FE operation is explained in Figure 13.

Then, feature selection is implemented, which means ranking the importance of the extracted features by applying certain evaluation criteria, while discarding the less important ones. In this article, the SelectKBest function with the F-test filter method from sklearn library in Python was implemented. Therefore, the best 14 statistical features were selected to train the ML algorithms. Figure 14 shows a list of the selected feature names, as well as a barplot with the different scores of the features.

![Figure 13. Schematic of the time-domain feature extraction method.](image-url)
### Figure 14.

Scores of the feature selection step and list of t-domain features.

At the end of this ML workflow step, the definitive dataset which will be used to train and test the ML algorithms is obtained. Figure 15 shows a 3D scatterplot of the distribution of three important features from the definitive dataset. In blue the healthy samples are shown, in red the instances with unbalanced phase fault, and finally, in yellow the samples with opposite-phase faults. If a physical interpretation of the different clusters is created, it can be seen that while the samples with nominal health status (blue) have positive speed values and stable ranges of torque and phase current, for both the samples with failure due to imbalance and opposite connection phasing this is not the case. Regarding the first fault mode (red), it can be seen that the variance of both the torque and the current is considerable. This is due to the effect of the appearance of the phase current ripple that translates into torque vibrations due to the control strategy. In the case of the opposite connection phasing fault (yellow), the clearest effect can be seen in the speed, which in the majority of the samples contains negative values without normalizing, as well as in the mechanical torque, which never reaches the reference.
Although the different classes can be differentiated visually by colours, the classification task of new unseen instances should be performed by a previously trained ML algorithm. Therefore, the main objective of this preprocessing step is to improve the separability of classes as much as possible to facilitate the training process.

3.3. ML Model Selection and Training

The third step of this workflow consists of choosing the Machine Learning topology, as well as training and validating the algorithm to leave it ready to be integrated into the required application. For that, it is helpful to rely on the specific procedure shown in Figure 16.

In the Model Selection phase, an empirical comparison of different algorithms from the same topology is carried out and the one with the best results is selected. This phase is divided into two basic tasks. On the one hand, in the former (Model Learning), algorithms with similar characteristics (supervised, unsupervised, semi-supervised) are trained with the training sub-dataset. That is to say, adjusting the internal parameters of each algorithm to efficiently estimate the outputs. In this way, four different algorithms have been trained.
in these research: logistic regression (LR), support vector machine (SVM), random forest (RF), and k-nearest neighbors (k-NN). On the other hand, the second task (Model Validation) requires optimizing the hyperparameters, as well as validating the different algorithms with the validation sub-dataset. When we refer to validation, we think of evaluating the performance of the algorithms by different criteria. In this research, as we have been working with supervised classification algorithms, the evaluation criterion applied is the confusion matrix. From here, accuracies and precision values were analysed to select the best algorithm. When speaking about accuracy, we refer to the percentage of the correct classified values over the total classified samples. Regarding precision, it quantifies the ability to classify the real positive samples correctly. It is worth mentioning that, given that the analysed failure modes are considered catastrophic (when one of these failures occurs, the entire system must be stopped to guarantee safety), within the misclassified samples those classified as false negative are more important than the false positives.

Finally, in the Model Assessment phase, the trained and selected algorithm is tested with new unseen data. If this last evaluation is positive, the ML model is supposed to be ready to implement in the respective application.

In addition, it is important to have in mind that the most efficient way to perform this training and testing process is to use independent sub-datasets at each stage. Therefore, in this research, the dataset obtained from the preprocessing step of the workflow has been split into three sub-datasets, namely, training, validation and testing sub-datasets. As a result, 70% of the initial dataset was used for the Model Selection step and the remaining 30%—for the Model Assessment step.

The results obtained during the whole process of the ML workflow are collected in Table 3.

Table 3. Accuracy and Precision results of the different algorithms during different steps of the ML workflow.

| Steps                     | Accuracy [(TP + TN)/(Total Samples)] | Precision [TP/(TP + FP)] |
|---------------------------|--------------------------------------|--------------------------|
|                           | LR        | SVM   | RF      | k-NN     | LR        | SVM   | RF      | k-NN     |
| Training with raw dataset | 0.719     | 0.806 | 0.967   | 0.938    | 0.753     | 0.831 | 0.978   | 0.932    |
| Training with t-domain features | 0.848     | 0.921 | 0.975   | 0.933    | 0.872     | 0.923 | 0.982   | 0.933    |
| Optimized algorithms testing | 0.923     | 0.967 | 0.985   | 0.942    | 0.911     | 0.953 | 0.976   | 0.934    |

Regarding the accuracy of the algorithms, it is clear that this increases, on the one hand, when preprocessing the raw data and, on the other hand, when optimizing the hyperparameters of the algorithms. As a result, best values while classifying healthy, current unbalanced and opposite-phase wiring health status have been obtained with the random forest algorithm, with 98.5% accuracy. In terms of precision, something similar happens. The algorithm which classified fewer samples as false positive is also random forest, with 97.6% accuracy. Therefore, the trained, validated and tested RF model was selected at the end of the training/testing process.

4. Conclusions

This article presents a ML-based FDD strategy for induction motor High Resistance Connection faults, open-phase faults and opposite-phase wiring faults. In order to develop this strategy, and due to the lack of faulty samples from field working conditions, these data were generated using a Matlab/Simulink-based Software-in-the-Loop simulation. To this end, these synthetic samples were used for training, validating and testing different algorithms, such as logistic regression, support vector machine, random forest and k-nearest neighbours. Previously, raw data preprocessing tasks, as well as feature extraction and selection methods have been performed to improve the efficiency of the ML workflow. The best results were obtained by optimizing the random forest ML algorithm, reaching values of 98.5% for accuracy, and 97.6% for precision. Among all the available metrics for
the evaluation of the ML algorithms, the false positive rate was prioritized, taking into account the cost of maintenance shutdowns which can occur in industry.

As it was shown, the proposed method is capable of distinguishing the unbalanced operation of the motor from opposite wiring problems. This will improve future maintenance tasks, since the algorithm could guide the process of failure detection and isolation, even preventing further damages. A data-driven approach has been applied in failure modes that were previously approached using model-based or signal-based methods. Moreover, the proposed solution was designed and implemented using the Amazon Web Services cloud service, reducing the adaptation time for future industrial applications. With regard to future lines of research, firstly, work must be done to improve the separability of classes by means of advanced feature engineering techniques. In addition, the validation of this method with Hardware-in-the-Loop, laboratory and field data will be performed.
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