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ABSTRACT. This work presents a general principle, in the spirit of convex integration, leading to a method for the characterization of Young measures generated by gradients of maps in $W^{1,p}$ with $p$ less than the space dimension, whose Jacobian determinant is subjected to a range of constraints. Two special cases are particularly important in the theories of elasticity and fluid dynamics: (a) the generating gradients have positive Jacobians that are uniformly bounded away from zero and (b) the underlying deformations are incompressible, corresponding to their Jacobian determinants being constantly one. This characterization result, along with its various corollaries, underlines the flexibility of the Jacobian determinant in subcritical Sobolev spaces and gives a more systematic and general perspective on previously known pathologies of the pointwise Jacobian. Finally, we show that, for $p$ less than the dimension, $W^{1,p}$-quasiconvexity and $W^{1,p}$-orientation-preserving quasiconvexity are both unsuitable convexity conditions for nonlinear elasticity where the energy is assumed to blow up as the Jacobian approaches zero.
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1. INTRODUCTION

In this work we continue the investigation started in [KRW13] into the positive Jacobian constraint in the Calculus of Variations. There, using a convex integration-type argument, we characterized all Young measures generated by sequences in $W^{1,p}(\Omega; \mathbb{R}^d)$, where $\Omega \subset \mathbb{R}^d$ is a bounded open set and $p < d$, with the property that every element of the sequence has positive Jacobian almost everywhere.

Here we extend this characterization to more restrictive pointwise constraints on the Jacobian determinant, e.g. the condition that it be bounded below by a positive constant or even be equal to a given positive constant almost everywhere. These requirements are very natural in elasticity theory, where they correspond to limited compressibility or incompressibility of an elastic solid.

On a more theoretical level, our characterization and its various corollaries display the vast flexibility of the pointwise Jacobian determinant in Sobolev spaces $W^{1,p}(\Omega; \mathbb{R}^d)$ below the critical exponent $p = d$. While it is well-known [Bal77, BM84, Sve88, Mül90, Mül93, Hen11] that the Jacobian loses many of its usual geometric properties for $p < d$, thus leading to the failure of weak continuity or of the change-of-variables formula (i.e., in terms of elasticity theory, to cavitation), one of our aims in this work is to systematize and generalize these observations within a convex integration framework.

We refer to Sections 3 and 6 below for a precise formulation of our results. Before that, however, we wish to give an informal discussion of our findings, highlighting various different aspects.

1.1. Kinderlehrer–Pedregal theory. It is a recurrent theme in the Calculus of Variations to obtain characterization results for Young measures generated by sequences of maps with specific properties. The prototypical result is that of Kinderlehrer–Pedregal [KP91, KP94], which applies
to sequences of gradients. Various generalizations have been studied, e.g. to so-called $\mathcal{A}$-free sequences [FM99] or generalized Young measures involving concentrations [FMP98,KR10,Rin14]. An additional difficulty is posed by requiring that the generating sequence satisfies not only a linear differential constraint (like the gradient constraint), but also a nonlinear and nonconvex pointwise constraint. Such a problem was treated in [SW12], where the constraint was related to the incompressible Euler equations, and in [KRW13], where the Jacobian determinant was required to be positive almost everywhere. This article presents a significant extension of the latter result, see Theorem 3.1 below. Note, however, that [KRW13] is not strictly contained in the present work as the side constraint is open in loc. cit. and closed here.

1.2. First-order PDEs. A corollary of our characterization (Theorem 6.3) is an existence statement for Dirichlet problems of the form

$$\begin{cases} \det \nabla v(x) = J(x), \\
u|_{\partial \Omega} = g. \end{cases}$$

(1.1)

This problem was first stated in this form by B. Dacorogna and J. Moser [DM90], motivated by earlier work of Moser [Mos65] on diffeomorphisms between volume forms on manifolds. They answered the existence question positively provided $g = \text{id}$ and $J$ is positive, lies in $C^{k,\alpha}$, and satisfies a compatibility condition. Their solution $v$ then is a $C^{k+1,\alpha}$-diffeomorphism. When the positivity assumption on $J$ is dropped or different boundary conditions are considered, similar results are available [CDK09,Kne12], but then $v$ may no longer be chosen as a diffeomorphism. For a similar result and a discussion of this problem in Sobolev spaces we refer the reader to Y94.

Here, in Section 6.2 we establish the following result: If $g \in W^{1-1/p,p}(\partial \Omega)$ for some $1 < p < d$ and $J \in L^{p/d}(\Omega)$ is measurable, then there exists a solution $v \in W^{1,p}(\Omega)$ of (1.1). The fact that our result requires no compatibility condition on $J$ and $g$ underscores the pathological behaviour of the Jacobian for $p < d$ and the loss of its classical geometric properties.

1.3. The distributional determinant. The properties of the pointwise determinant of matrix-valued maps in $L^p$, $p < d$, led to the definition of the distributional determinant [Bal77], which may no longer be defined as a function, but only as a distribution. In [M93] examples were constructed of maps for which the difference of the distributional and the pointwise determinant is supported on sets of arbitrary Hausdorff dimension $\alpha \in (0,d)$. We also exhibit in the present paper, by completely different methods, examples of maps whose distributional and pointwise determinants differ (any solution of (1.1) with $g = \text{id}$ and $\int_\Omega J(x) \, dx \neq |\Omega|$ will have this property).

Of course, our results do not answer the intriguing problem [M93] under what conditions (1.1) can be solved in $W^{1,p}$ if one replaces the pointwise determinant by the distributional one. In fact it would be interesting to know what can be said about the distributional Jacobian of the maps that we construct.

1.4. Cavitation. A related phenomenon in elasticity theory is cavitation [Bal82,Sve88,MS95,SS00,HMC10], which refers to the formation of holes in an elastic solid. Consider the problem (1.1) with $\Omega = B_1(0)$ (the unit ball in $\mathbb{R}^d$), $J \equiv 1$, and $g(x) = 2x$. If an elastic solid is to be deformed according to this data, the deformation necessarily has to be discontinuous, thus exhibiting cavitation. Since our convex integration construction is in a sense local and does not distinguish particular points in the domain, the discontinuous solutions in $W^{1,p}$ produced in this paper include a kind of “diffuse cavitation”.

A further consequence of these observations in conjunction with [Sve88] is that for the maps we construct, the cofactor matrix $\text{cof} \, \nabla v$, which is easily seen to be in $L^{p/(d-1)}$, cannot be expected to lie in general in $L^q$ for any $q \geq p/(p-1)$.
1.5. **Relaxation.** We prove a relaxation theorem (Corollary 6.5 below) under the constraint that the gradients of admissible maps have determinants greater or equal to $r > 0$, or determinants precisely equal to $r$, almost everywhere. This follows immediately from our results. No relaxation results under these constraints seem to exist in the literature. We note [AM08] where a relaxation theorem is proved for $p \in (1, \infty)$ under the assumption that the integrand $f$ satisfies $f(A) \to \infty$ as $\det A \to 0^+$, nevertheless without accounting for the requirement that $f(A) = \infty$ if $\det A \leq 0$ which is natural in elasticity. A very interesting relaxation result was also recently proved in [CD14] for functionals relevant in elasticity theory and $p \geq d$. Of course it would be very interesting to find similar relaxation results with the pointwise Jacobian replaced by the distributional one.

1.6. **Weak continuity of the determinant.** It is well-known that if $u_j \to u$ in $W^{1,p}$ with $p \geq d$, then $\det \nabla u_j \to \det \nabla u$ in the sense of distributions, whereas this weak continuity property may fail for $p < d$ (see e.g. [BM84, FLM05] and the references therein). This is again related to the discrepancy between the pointwise and the distributional determinant. In fact, for $p < d$, it is shown in [GMS98, Ex. 3, p. 284] that the map $u(x) = x$ can be approximated weakly in $W^{1,p}$ by a sequence $(u_j)$ such that $\det \nabla u_j = 0$ a.e., making the determinant weakly discontinuous in $W^{1,p}$. The same result can be extended to any smooth function $u$ (see [DP72]) and by density to $u \in W^{1,p}$, so that the determinant is weakly discontinuous everywhere in $W^{1,p}$.

In Corollary 6.6 we strongly exhibit this everywhere discontinuity by showing that any $u \in W^{1,p}$ ($p < d$) can be approximated weakly in $W^{1,p}$ by a sequence of maps with Jacobian even prescribed almost everywhere.

1.7. **Lower Semicontinuity.** As a final application, in Section 2 we make the perhaps surprising observation that, for $p < d$, neither the class of $W^{1,p}$-quasiconvex stored-energy functions, cf. [BM84], nor the seemingly larger class of $W^{1,p}$-orientation-preserving quasiconvex functions are suitable for the minimization problems of nonlinear elastostatics under realistic growth assumptions. We accomplish this by showing that an integrand cannot be $W^{1,p}$-(orientation-preserving) quasiconvex and satisfy natural growth conditions at the same time. In particular, this essentially rules out that $W^{1,p}$-orientation-preserving quasiconvex functions can satisfy the condition

$$f(A) \to \infty \quad \text{as} \quad \det A \to 0^+ \quad \text{and} \quad f(A) = \infty \quad \text{if} \quad \det A \leq 0,$$

which one imposes on realistic integrands in nonlinear elasticity, see [Bal02]. In this context, we remark that the energies are formulated in terms of the pointwise Jacobian.

1.8. **Convex integration.** Finally, we give some remarks on the method of proof of our results, which can be viewed as an instance of convex integration. In this general technique, one uses an iteration scheme which starts, in our case, from any map $u \in W^{1,p}$ and approaches the determinant constraint by adding suitable oscillatory perturbations at each step, the frequencies increasing rapidly from step to step. The crucial observation (Proposition 5.1) is that the $p$-quasiconvex hull (cf. [KRW13]) of the set of matrices with given determinant is sufficiently large such as to provide for enough suitable perturbations.

Convex integration has been used in a variety of situations in topology, differential geometry, nonlinear PDE, and the Calculus of Variations [Nas54, Gro86, DM97, EM02, Kir03, MS03, AFS08, DSS12]. A common feature of these very different problems is that there exists a “threshold regularity” above which the situation is “rigid”, whereas below the threshold the problem displays “flexible” behavior. For instance, the only $C^2$ isometric embedding of $S^2$ into $\mathbb{R}^3$ is the canonical embedding, whereas J. Nash [Nas54] constructed infinitely many $C^1$ embeddings with unexpected behavior. The loss of rigidity in this example is due to the lack of a well-defined curvature of
the embedded submanifold. Another, more recent, example is given by the incompressible Euler equations \cite{DS12}. There, the kinetic energy is conserved ("rigidity") for sufficiently regular solutions, but can become subject to dissipation ("flexibility") for less regular solutions.

Similarly, the main thrust of this work entails that the Jacobian determinant is "rigid" in \( W^{1,p} \) for \( p \geq d \), yet becomes "flexible" and loses many of its classical properties for \( p < d \), as showcased in the course of our previous discussion.

On a more technical level, our method allows one to distinguish via convex integration between different levels of Sobolev regularity (the only other results of this kind, as far as we are aware, are found in \cite{APS08} and the work of Yan \cite{Yan96,Yan01,Yan03}). Moreover, our convergence argument via Young measure generation (proof of Proposition 4.5) is new and may be helpful to facilitate future convex integration-type arguments.

1.9. Plan of the paper. The plan of this paper is as follows: First, in Section 2 we give a brief introduction to Young measures and introduce terminology. Section 3 provides all the necessary definitions and present our convex integration principle (Proposition 4.5) leading to a general method (Theorem 4.4) for the characterization of Young measures generated by gradients that satisfy a differential inclusion of the form \( \nabla u(x) \in S_{R(x, \cdot)} \) a.e., where \( S_{R(x, \cdot)} \) is the zero-sublevel set of a Carathéodory function \( R \). For this, we require a "tightness condition" on the \( p \)-quasiconvex hull of \( S_{R(x, \cdot)} \) (see Definition 4.2).

In Section 5 we restrict attention to constraint functions of the form \( R(x, A) = \max \{ J_1(x) - \det A, \det A - J_2(x), 0 \} \) with corresponding sublevel set \( S_{R(x, \cdot)} = \{ A \in \mathbb{R}^{d \times d} : J_1(x) \leq \det A \leq J_2(x) \} \). We prove that the above sets satisfy the hypotheses of Theorem 4.4 and the characterization of the corresponding gradient Young measures follows. For the convenience of the reader, the result is first proved in the physically most relevant dimension \( d = 3 \). The case \( d = 2 \) is significantly simpler and the proof is omitted, whereas the case \( d > 3 \) is, at least notionally, more involved and is presented separately in Section 5.2. Sections 6 and 7 are devoted to the applications mentioned above.
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2. Setup

On the space \( \mathbb{R}^{d \times d} \) of \( (d \times d) \)-matrices \( M = (M^j_i) \) \((i,j = 1, \ldots, d)\) we use the Frobenius norm

\[
|M| = |M|_F := \left[ \sum_{i,j=1}^d (M^j_i)^2 \right]^{1/2} = \left[ \sum_{k=1}^d \sigma_k^2 \right]^{1/2},
\]

where \( \sigma_k, k = 1, \ldots, d \) are the singular values of \( M \).

Let \( 1 \leq p < \infty \). A \( p \)-Young measure is a parametrized family \( v = (v_x)_{x \in \Omega} \subset \mathcal{M}^1(\mathbb{R}^N) \) of probability measures on \( \mathbb{R}^N \), where \( \mathcal{M}^1(\mathbb{R}^N) \) denotes the space of probability measures, such that:

1. The family \( (v_x) \) is weakly* measurable, that is, for every Borel set \( B \subset \mathbb{R}^N \) the map \( x \mapsto v_x(B) \) is \( (\mathcal{L}^d, \mathcal{L}(\Omega)) \)-measurable.

2. The map \( x \mapsto |A|^p \, dv_x \) lies in \( L^1(\Omega) \).

Many properties of Young measures are collected in \cite{Pec97}, we recall only some of them: The barycenter of a \( p \)-Young measure \( v \) is

\[
[v](x) := \int A \, dv_x(A), \quad x \in \Omega,
\]
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and $|v| \in L^p(\Omega; \mathbb{R}^N)$. A Young measure $\nu$ is homogeneous if $x \mapsto v_x$ is an almost everywhere constant map, i.e. $v_x = v \in M^1(\mathbb{R}^N)$ for a.e. $x \in \Omega$.

We say that a (necessarily norm-bounded) sequence $(u_j) \subset L^p(\Omega; \mathbb{R}^N)$ generates the Young measure $\nu$ if

$$\int_{\Omega} f(x, u_j(x)) \, dx \to \int_{\Omega} \int f(x, A) \, d\nu(A) \, dx$$

for all Carathéodory functions $f : \Omega \times \mathbb{R}^N \to \mathbb{R}$ (that is, $f$ is measurable in the first and continuous in the second argument) such that $(f(\cdot, u_j))$ is equiintegrable. We express generation in symbols as $u_j \rightharpoonup \nu$.

It can be shown that if $(u_j)$ and $(v_j)$ are $L^p(\Omega)$-bounded sequences with $\|u_j - v_j\|_p \to 0$ as $j \to \infty$ and $(u_j)$ generates the Young measure $\nu$, then also $(v_j)$ generates $\nu$. It can further be proved that all $p$-Young measures are generated by some sequence of uniformly $L^p(\Omega; \mathbb{R}^N)$-bounded functions.

3. Statement of the main result

We consider in this article differential inclusions of the form

$$\nabla u(x) \in S_{R(x, \cdot)} \quad \text{a.e.,} \quad \nabla u \in L^p(\Omega; \mathbb{R}^{d \times d}),$$

where $S_{R(x, \cdot)}$ is the zero-sublevel of $R(x, \cdot)$ for a Carathéodory constraint function $R : \Omega \times \mathbb{R}^{d \times d} \to \mathbb{R}$, i.e.

$$S_{R(x, \cdot)} := \{ A \in \mathbb{R}^{d \times d} : R(x, A) \leq 0 \}.$$

This principle generalizes some of the methods presented in [KRW13] to arbitrary constraints of the form (3.1) satisfying certain properties (see Definition 4.2). As an application of the general principle, we provide a characterization of Young measures generated by gradients bounded in $L^p(\Omega, \mathbb{R}^{d \times d}), 1 < p < d$, and satisfying a constraint of the form

$$J_1(x) \leq \det \nabla u_j(x) \leq J_2(x) \quad \text{for all } j \text{ and a.e. } x \in \Omega,$$

where

$$J_1 : \Omega \to [-\infty, +\infty), \quad J_2 : \Omega \to (\infty, +\infty]$$

are given functions such that

$$J_1(x) \leq J_2(x) \quad \text{for a.e. } x \in \Omega.$$

This characterization gives rise to a number of special cases which are discussed after the statement of the main result:

Theorem 3.1. Let $1 < p < d$. Suppose that $\Omega \subset \mathbb{R}^d$ is open and bounded, $|\partial \Omega| = 0$, and let $\nu = (v_x)_{x \in \Omega} \subset M^1(\mathbb{R}^{d \times d})$ be a $p$-Young measure. Moreover let $J_1 : \Omega \to [-\infty, +\infty)$, $J_2 : \Omega \to (\infty, +\infty]$ be measurable and such that $J_1(x) \leq J_2(x)$ for a.e. $x \in \Omega$. Also, assume that for $i = 1, 2$,

$$\int_{\Omega} J_1^+(x)^{p/d} \, dx < \infty \quad \text{and} \quad \int_{\Omega} J_2^-(x)^{p/d} \, dx < \infty,$$

where $J_i^+$ denotes the positive or negative part of $J_i$, respectively. Then the following statements are equivalent:

(i) There exists a sequence of gradients $(\nabla u_j) \subset L^p(\Omega; \mathbb{R}^{d \times d})$ that generates $\nu$, such that

$$J_1(x) \leq \det \nabla u_j(x) \leq J_2(x) \quad \text{for all } j \in \mathbb{N} \text{ and a.e. } x \in \Omega.$$

(ii) The conditions (I)-(IV) hold:
(I) \( \int_{\Omega} |A|^p \, dv_x (A) < \infty; \)

(II) the barycenter \([v](x) := \int A \, dv_x (A)\) is a gradient, i.e. there exists \( \nabla u \in L^p (\Omega; \mathbb{R}^{d \times d}) \) with \([v] = \nabla u \) a.e.;

(III) for every quasiconvex function \( h: \mathbb{R}^{d \times d} \to \mathbb{R} \) with \( |h(A)| \leq c(1 + |A|^p) \), the Jensen-type inequality
\[
h(\nabla u (x)) \leq \int h(A) \, dv_x (A) \quad \text{holds for a.e.}\ x \in \Omega;
\]

(IV) \( \text{supp } v_x \subset \{ A \in \mathbb{R}^{d \times d} : J_1 (x) \leq \det A \leq J_2 (x) \} \) for a.e. \( x \in \Omega \).

Furthermore, in this case the sequence \((u_j)\) can be chosen such that \((\nabla u_j)\) is \( p \)-equiintegrable\(^1\) and \( u_j - u \in W^{1,p}_0 (\Omega, \mathbb{R}^d) \), where \( u \in W^{1,p} (\Omega, \mathbb{R}^d) \) is the deformation underlying \( v \) (i.e. the function whose gradient is the barycenter of \( v \)).

Recall that a locally bounded Borel function \( h: \mathbb{R}^{d \times d} \to \mathbb{R} \) is called quasiconvex if
\[
h(A_0) \leq \int_{\mathbb{R}^d} h(\nabla v (x)) \, dx
\]
for all \( A_0 \in \mathbb{R}^{d \times d} \) and all \( v \in C^\infty (\mathbb{B}^d; \mathbb{R}^d) \) with \( v(x) = A_0 x \) on \( \partial \mathbb{B}^d \), see [Dac08] for more on this fundamental class of functions.

The conditions (I)-(III) are the well-known criteria of Kinderlehrer–Pedregal [KP91, KP94] characterizing gradient \( p \)-Young measures. Observe also that the conditions on \( J_1 \) only concern the sets where the functions are finite and hence the constraints are active. For example, if \( J_1 \equiv -\infty \), then the lower bound is inactive and the condition on \( J_1 \) is trivially true.

As an important special case, for \( J_1 (x) = J_2 (x) = J(x) \) a.e. in \( \Omega \), measurable and in \( L^{p/d} \), we obtain a characterization under a constraint of the Dacorogna–Moser [DM90] form
\[
\begin{cases}
\det \nabla u_j (x) = J(x) & \text{for all } j \text{ and a.e. } x \in \Omega \\
J: \Omega \to \mathbb{R} \text{ a given function}
\end{cases}
\]
Moreover, the generating sequence also satisfies \( u_j - u \in W^{1,p}_0 (\Omega, \mathbb{R}^d) \) where \( u \) is the deformation underlying \( v \).

In the cases relevant to elasticity, we choose \( J_1 (x) = r > 0 \) a.e. and \( J_2 \equiv +\infty \), corresponding to a uniform positivity constraint on the Jacobian, i.e.
\[
\det \nabla u_j (x) \geq r > 0 \quad \text{for all } j \text{ and a.e. } x \in \Omega.
\]
In this context we note that requiring the Jacobian to be not only positive but uniformly positive, is often the appropriate condition when considering stored-energy functions \( f \) under realistic growth conditions, i.e.
\[
f(A) \to \infty \quad \text{as } \det A \to 0^+ \quad \text{and} \quad f(A) = \infty \quad \text{if } \det A \leq 0,
\]
see e.g. [Bal02].

We stress that \( p < d \) is necessary for our results to hold. This restriction, however, includes for instance the prototypical case of quadratic growth in three dimensions. This constraint comes as a consequence of the \( d \)-growth of the determinant, cf. the discussion in [KRW13] and also Remark 4.3 below.

Furthermore, choosing \( J_1 (x) = J_2 (x) = 1 \) a.e. our result also pertains to Young measures generated by gradients of “incompressible” maps, i.e.
\[
\det \nabla u_j (x) = 1 \quad \text{for all } j \text{ and a.e. } x \in \Omega.
\]

\(^1\)We say that a sequence \((\nabla u_j)\) is \( p \)-equiintegrable if the sequence \((|\nabla u_j|^p)\) is equiintegrable.
This constraint is particularly relevant in the study of solids and fluids. We remark again, however, that the terminology “incompressibility” should only be interpreted as a pointwise Jacobian constraint and not as a geometric condition.

The proofs of our results are based on two main pillars: On one hand, an explicit construction of laminates in matrix space allows us to build special homogeneous gradient Young measures expressing an arbitrary matrix as a hierarchy of oscillations along rank-one lines, see Section 5. On the other hand, the abstract convex integration principle mentioned above then enables us to construct generating sequences consisting of gradients and such that the aforementioned differential inclusions are satisfied exactly (it is of course easy to satisfy them only approximately, but the real challenge is to make them satisfied exactly; cf. e.g. Chapter 5 of [Mül99]). This is contained in Section 4.

4. A GENERAL CONVEX INTEGRATION PRINCIPLE

In order to state our convex integration principle and main result, we need two definitions:

Definition 4.1. For $1 \leq p, q < \infty$, we denote by $\mathcal{B}^{p,q}(\Omega; \mathbb{R}^{d \times d})$ the class of all Carathéodory functions $R : \Omega \times \mathbb{R}^{d \times d} \to \mathbb{R}$ for which there exists a measurable function $\kappa : \Omega \to [0, \infty)$ and a constant $C > 0$ (independent of $x$) such that
\[
\int_{\Omega} \kappa(x)^{p/q} \, dx < \infty \quad \text{and} \quad |R(x,A)| \leq \kappa(x) + C|A|^q.
\]

Definition 4.2. Suppose $R \in \mathcal{B}^{p,q}(\Omega, \mathbb{R}^{d \times d})$, where $\Omega \subset \mathbb{R}^d$, $1 \leq p, q < \infty$, and let
\[S_{R(x, \cdot)} := \{ A \in \mathbb{R}^{d \times d} : R(x,A) \leq 0 \}.
\]

For fixed $x \in \Omega$, we say that a set $D \supseteq S_{R(x, \cdot)}$ is contained tightly in the $p$-quasiconvex hull of $S_{R(x, \cdot)}$ if there exists a constant $C > 0$ such that for every $M \in D$ there is a homogeneous gradient $p$-Young measure $\nu$ satisfying the following properties:

(i) $|\nu| = M$;

(ii) $\text{supp} \, \nu \subset S_{R(x, \cdot)}$;

(iii) $\int |A - M|^p \, d\nu(A) \leq C \max \{ R(x,M), 0 \}^{p/q}$.

We say that a set $D \supseteq \bigcup_{x \in \Omega} S_{R(x, \cdot)}$ is contained tightly in the $p$-quasiconvex hull of $(S_{R(x, \cdot)})_{x \in \Omega}$ uniformly in $x$ if there exists a constant $C > 0$ (independent of $x$) such that for every map $M : \Omega \to D$ with $M = \nabla u$ for some $u \in W^{1,p}(\Omega)$, there exists a gradient $p$-Young measure $(\nu_x)_{x \in \Omega}$ for which (i)-(iii) hold for almost every $x \in \Omega$ (with $M$ replaced by $M(x)$ and $\nu$ replaced by $\nu_x$).

Remark 4.3. (1) In [KRW13] it is shown that for the function $R(A) = -\det A$, $\mathbb{R}^{d \times d}$ is tightly contained in the $p$-quasiconvex hull of $S_R$.

(2) The closed $p$-quasiconvex hull of a set $S$, denoted $S_{p-qc}$, is classically defined as the set of all $M$ for which there exists a homogeneous gradient $p$-Young measure $\nu$ so that (i), (ii) hold in the above definition with $S$ in place of $S_{R(x, \cdot)}$.

(3) Note that in the case that $R(x, \cdot)$ quasiconvex (see (3.3)) and $p \geq q$, the closed $p$-quasiconvex hull of $S_{R(x, \cdot)}$ is $S_{R(x, \cdot)}$ itself: Let $M \in S_{p-qc}^{R(x, \cdot)}$. By the Jensen-type inequality in the Kinderlehrer–Pedregal characterization of gradient Young measures, we obtain
\[R(x,M) \leq \langle R(x, \cdot), \nu \rangle \leq 0,
\]

thus $M \in S_{R(x, \cdot)}$. In particular, in this case, no strict superset of $S_{R(x, \cdot)}$ can satisfy conditions (i) and (ii) of Definition 4.2 and hence cannot be contained tightly in the $p$-quasiconvex hull of $S_{R(x, \cdot)}$. 


(4) Also, note that by (iii) we infer
\[
\int |A|^p \, d\nu(A) \leq C \left[ \int |A - M|^p \, d\nu(A) + |M|^p \right] \leq C \left[ |R(x,M)|^{p/q} + |M|^p \right].
\]

Recall that, by the characterization of Kinderlehrer–Pedregal [KP91, KP94], \( v = (v_x)_{x \in \Omega} \) is a gradient \( p \)-Young measure, that is, it is generated by a sequence of \( L^p \)-norm-bounded gradients, if and only if the following conditions hold:

(I) \( \int_\Omega \int |A|^p \, d\nu(A) < \infty \);

(II) the barycenter \( [v](x) := \int A \, d\nu_x(A) \) is a gradient, i.e. there exists \( \nabla u \in L^p(\Omega; \mathbb{R}^{d \times d}) \) with \( [v] = \nabla u \) a.e.;

(III) for every quasiconvex function \( h: \mathbb{R}^{d \times d} \rightarrow \mathbb{R} \) with \( |h(A)| \leq C(1 + |A|^p) \), the Jensen-type inequality
\[
\int h(\nabla u(x)) \, d\nu_x(A) \leq \int h(A) \, d\nu_x(A)
\]
holds for a.e. \( x \in \Omega \).

We also introduce, for \( R \in \mathbb{R}^{p,q}(\Omega; \mathbb{R}^{d \times d}) \), the following pointwise condition, expressing that \( \nu \) satisfies our side constraint:

(IV) \( \text{supp} \, \nu_x \subset S_{R(x,\cdot)} \) for a.e. \( x \in \Omega \).

Our abstract characterization result for gradient \( p \)-Young measures is the following:

**Theorem 4.4.** Let \( \Omega \subset \mathbb{R}^d \) be open and bounded with \( |\partial \Omega| = 0 \), let \( R \in \mathbb{R}^{p,d}(\Omega; \mathbb{R}^{d \times d}) \) for \( 1 \leq q < \infty \), \( 1 < p < \infty \), and suppose that \( \mathbb{R}^{d \times d} \) is tightly contained in the \( p \)-quasiconvex hull of \( (S_{R(x,\cdot)})_{x \in \Omega} \) uniformly in \( x \). Then, the following are equivalent for a \( p \)-Young measure \( \nu = (\nu_x)_{x \in \Omega} \subset M^1(\mathbb{R}^{d \times d}) \):

(i) There exists a sequence of gradients \( (\nabla u_j) \subset L^p(\Omega; \mathbb{R}^{d \times d}) \) that generates \( \nu \), such that
\[
\nabla u_j(x) \in S_{R(x,\cdot)} \quad \text{for all} \; j \in \mathbb{N} \; \text{and a.e.} \; x \in \Omega.
\]

(ii) The conditions (I)–(IV) hold.

Furthermore, in this case the sequence \( (u_j) \) can be chosen such that \( (\nabla u_j) \) is \( p \)-equiintegrable and \( u_j - u \in W^{1,p}_0(\Omega, \mathbb{R}^d) \) where \( u \in W^{1,p}(\Omega, \mathbb{R}^d) \) is the deformation underlying \( \nu \) (i.e. the function whose gradient is the barycenter of \( \nu \)).

We first prove a key proposition, representing a convergence principle in the spirit of convex integration.

**Proposition 4.5.** Assume that \( \Omega, R, p, q \) are as in the preceding theorem and suppose that \( \mathbb{R}^{d \times d} \) is contained tightly in the \( p \)-quasiconvex hull of \( (S_{R(x,\cdot)})_{x \in \Omega} \) uniformly in \( x \), and let \( u \in W^{1,p}(\Omega; \mathbb{R}^{d}) \). Then there exists \( v \in W^{1,p}(\Omega; \mathbb{R}^d) \) such that

(i) \( \nabla v(x) \in S_{R(x,\cdot)} \) for a.e. \( x \in \Omega \),

(ii) \( v - u \in W^{1,p}_0(\Omega, \mathbb{R}^d) \),

(iii) \( \|\nabla v - \nabla u\|_p^p \leq C \int_\Omega \mathbbm{1}_{\{y: R(y,\nabla u(x)) > 0\}}(x) |R(x,\nabla u(x))|^{p/q} \, dx \),

where \( C > 0 \) is a constant independent of \( u \).

**Remark 4.6.** The preceding theorem and proposition also hold in the more general situation where a family \( (D_x)_{x \in \Omega} \) is tightly contained in the \( p \)-quasiconvex hull of \( S_{R(x,\cdot)} \) uniformly in \( x \) (note that Definition 4.2 can be suitably generalized to \( x \)-dependent sets \( D_x \) in an obvious way).
under the additional assumption that any gradient $p$-Young measure $\nu$ with $\text{supp} \nu \subset D$ a.e. can be generated by a $p$-equiintegrable sequence of gradients $(\nabla u_j)$ such that $\nabla u_j(x) \in D$, a.e. and $u_j - u \in W^{1,p}_0(\Omega, \mathbb{R}^d)$ ($u$ denotes the map underlying $\nu$).

Proof of Proposition 4.5. Assume without loss of generality that

$$\int_{\Omega} \mathbb{1}_{\{x : R(x, \nabla u(x)) > 0\}}(x) |R(x, \nabla u(x))|^{p/q} \, dx > 0. $$

We construct a sequence of functions $\{v^j\}_{j \in \mathbb{N}}$, bounded in $W^{1,p}(\Omega; \mathbb{R}^d)$, such that

$$v^j - u \in W^{1,p}_0(\Omega; \mathbb{R}^d), \quad \text{for all } j \in \mathbb{N}, \quad \text{for all } x \in \Omega, \text{ with } \text{supp} \nu \subset D. $$

Let us construct the sequence inductively. Set $v^0 = u$ so that (4.1) and (4.2) are satisfied. If $v^j \in W^{1,p}(\Omega; \mathbb{R}^d)$ has been constructed to satisfy (4.1) and (4.2), we find $v^{j+1}$ in the following way: since $\mathbb{R}^{d \times d}$ is tightly contained in the $p$-quasiconvex hull of $D_{R(x, \cdot)}$ uniformly in $x$, there exists a gradient $p$-Young measure $(\nu^j)_x \in \mathcal{M}$ with $\nu^j_x = \nabla v^j(x)$ and with support in the set $D_{R(x, \cdot)}$ almost everywhere. Observe that by (iii) in Definition 4.2, for $x \in \Omega$ such that $R(x, \nabla v^j(x)) \leq 0$ we have $\nu_x = \delta_{\nabla v^j(x)}$.

By standard Young measure arguments (see for example [Ped97]), there exists a $p$-equiintegrable sequence of gradients $(\nabla v^j)_m \subset L^p(\Omega; \mathbb{R}^{d \times d})$ generating $v^j$ such that $v^{j+m} - v^j \in W^{1,p}_0(\Omega; \mathbb{R}^d)$ and hence $v^{j+m} - u \in W^{1,p}_0(\Omega; \mathbb{R}^d)$ for all $m \in \mathbb{N}$.

We define $g : \Omega \times \mathbb{R}^{d \times d} \to \mathbb{R}$ by

$$g(x, A) = \mathbb{1}_{\{y : R(y, A) > 0\}}(x) |R(x, A)|^{p/q} = \begin{cases} R(x, A)|^{p/q} & \text{if } R(x, A) > 0, \\ 0 & \text{otherwise.} \end{cases} \quad \text{for all } x \in \Omega, \text{ all } A \in \mathbb{R}^{d \times d}. $$

Using $g$ as a test function and the fact that $\nu^j_x$ is supported in $D_{R(x, \cdot)}$, by Young measure representation, we may choose $m$ large enough, say $m = M$, and define $\nabla v^{j+1} := \nabla v^{j,M}$ such that

$$\int_{\Omega} \mathbb{1}_{\{x : R(x, \nabla v^{j+1}(x)) > 0\}}(x) |R(x, \nabla v^{j+1}(x))|^{p/q} \, dx \leq 2^{-(l+1)p} \int_{\Omega} \mathbb{1}_{\{(x, y) : R(y, \nabla u(x)) > 0\}}(x) |R(x, \nabla u(x))|^{p/q} \, dx,$$

i.e. (4.1) as well as (4.2) hold for $v^{j+1}$. Also, by taking $M$ even larger if necessary, we can ensure that also

$$\int_{\Omega} |\nabla v^{j+1}(x) - \nabla v^j(x)|^p \, dx \leq 2^p \int_{\Omega} |A - \nabla v^j(x)|^p \, d\nu^j_x(A) \, dx$$

Indeed, this follows again from Young measure representation for the integrand $|A - \nabla v^j(x)|^p$.

Next, for any $l \in \mathbb{N}$, by property (iii) of Definition 4.2 and (4.2) we infer that

$$\int_{\Omega} |A - \nabla v^j(x)|^p \, d\nu^j_x(A) \, dx \leq C \int_{\Omega} \mathbb{1}_{\{x : R(x, \nabla v^j(x)) > 0\}}(x) |R(x, \nabla v^j(x))|^{p/q} \, dx \leq 2^{-lp} C \int_{\Omega} \mathbb{1}_{\{x : R(x, \nabla u(x)) > 0\}}(x) |R(x, \nabla u(x))|^{p/q} \, dx$$
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for a constant $C > 0$ independent of $x$. Combining with (4.3) we get the estimate
\[
\int_{\Omega} |\nabla v^{l+1}(x) - \nabla v^{l}(x)|^p \, dx \leq 2^{-(l-1)p} C \sum_{j=0}^{\infty} \int_{\Omega} |\nabla R(x, \nabla u(x))|^{p/q} \, dx,
\]
which is (4.3), completing the definition of our sequence.

The result then follows readily: by (4.3), $(\nabla v^l)_{l \in \mathbb{N}}$ is a Cauchy sequence in $L^p(\Omega; \mathbb{R}^{d \times d})$ and therefore has a strong $L^p$-limit $\nabla v$. In particular, it holds that $v - u \in W^{1,p}_0(\Omega; \mathbb{R}^d)$ and (ii) follows. Using the triangle inequality and (4.3), we deduce that
\[
||\nabla v - \nabla u||_p \leq \sum_{l=0}^{\infty} ||\nabla v^{l+1} - \nabla v^{l}||_p
\]
\[
\leq C^{1/p} \left( \int_{\Omega} \sum_{j=0}^{\infty} |\nabla R(x, \nabla u(x))|^{p/q} \, dx \right)^{1/p} \sum_{l=0}^{\infty} 2^{-(l-1)}
\]
\[
\leq 4C^{1/p} \left( \int_{\Omega} \sum_{j=0}^{\infty} |\nabla R(x, \nabla u(x))|^{p/q} \, dx \right)^{1/p},
\]
proving (iii). Lastly, $\nabla v^l$ is $p$-equiintegrable (being Cauchy in $L^p$), and since $|\nabla R(x, \nabla v(x))|^{p/q} \leq C(|\nabla v(x)|^{p/q} + |\nabla v^l(x)|^p)$, also $\{|\nabla (\cdot, \nabla v)|^{p/q}\}_{l \in \mathbb{N}}$ is equiintegrable and converges, up to a subsequence, to $|\nabla (\cdot, \nabla v)|^{p/q}$. Therefore, by Vitali’s Convergence Theorem,
\[
\int_{\Omega} \sum_{j=0}^{\infty} |\nabla R(x, \nabla v^l(x))|^{p/q} \, dx = 0,
\]
which implies $R(x, \nabla v(x)) \leq 0$ for a.e. $x \in \Omega$, i.e. (i), and the proof is complete. 

Proof of Theorem 4.4 (ii) \(\Rightarrow\) (i): Conditions (I)–(III) follow from the usual Kinderlehrer–Pedregal Theorem in [KP94]. Regarding (IV), let $h \in L^\infty(\Omega \times \mathbb{R}^{d \times d})$ be Carathéodory and such that $\text{supp} h(x, \cdot) \subset \mathbb{R}^{d \times d} \setminus S_{R(x, \cdot)}$ for almost every $x$. Then, by the assumptions on $\nabla u_j$,
\[
\int_{\Omega} h(x, A) \, d\nu_{\varepsilon}(A) \, dx = \lim_{j \to \infty} \int_{\Omega} h(x, \nabla u_j(x)) \, dx = 0.
\]

Varying $h$, we infer that $\text{supp} \nu_{\varepsilon} \subset S_{R(x, \cdot)}$ for a.e. $x \in \Omega$.

(iii) \(\Rightarrow\) (i): For $1 < p < q < \infty$, $1 \leq q < \infty$ as in Definition 4.2, let $\nu$ be a gradient $p$-Young measure with $\text{supp} \nu_{\varepsilon} \subset S_{R(x, \cdot)}$ for a.e. $x \in \Omega$. Standard results yield that there exists a generating sequence $(\nabla u_j)$ for $\nu$ which is $p$-equiintegrable and satisfies $u_j - u \in W^{1,p}_0(\Omega; \mathbb{R}^d)$ where $\nabla u = [\nu]$. By Young measure representation applied to the test function $g$ in (4.4) and the assumption on the support of $\nu$, we may assume (after passing to a subsequence if necessary) that
\[
\int_{\Omega} \sum_{j=0}^{\infty} |\nabla R(x, \nabla u_j(x))|^{p/q} \, dx < \frac{1}{j^p}.
\]

Applying Proposition 4.5 to each $u_j$, we obtain a new sequence $(v_j)$, such that $\nabla v_j(x) \in S_{R(x, \cdot)}$ a.e., $v_j - u \in W^{1,p}_0(\Omega; \mathbb{R}^d)$ and, by (4.6) and part (iii) of Proposition 4.5
\[
||\nabla u_j - \nabla v_j||_p < \frac{C^{1/p}}{j}.
\]

Hence $(\nabla v_j)$ is $p$-equiintegrable and generates $\nu$. 

\[\square\]
5. Differential Inclusions and Young Measures Involving Prescribed Jacobians

In this section we show that all of \( \mathbb{R}^{d \times d} \) is tightly contained in the \( p \)-quasiconvex hull of \((S_{R(x,\cdot)})_{x \in \Omega}\) uniformly in \( x \) for all \( p \in [1,d) \), where for \( J_1 \) and \( J_2 \) as in Theorem 3.1

\[
R(x,A) := \max \{ J_1(x) - \det A, \det A - J_2(x), 0 \}
\]

and the corresponding sublevel sets are given by

\[
S_{R(x,\cdot)} = \{ A \in \mathbb{R}^{d \times d} : J_1(x) \leq \det A \leq J_2(x) \}.
\]

Then Theorem 4.4 establishes Theorem 3.1. We note that the above function \( R \) is indeed an element of \( \mathcal{A}^{p,d}(\Omega,\mathbb{R}^{d \times d}) \). To see this, note that

\[
0 \leq R(x,A) \leq \max \{ J_1^+(x) - \det A, \det A + J_2^-(x), 0 \}
\]

with \( \kappa \in L^{p/(d)}(\Omega) \). Of course, since \( R(x,\cdot) \) is quasiconvex for a.e. \( x \in \Omega \), by Remark 4.3 (3) we are forced to restrict attention to \( p < d \).

The fact that \( \mathbb{R}^{d \times d} \) is contained tightly in the \( p \)-quasiconvex hull of the above \( (S_{R(x,\cdot)})_{x \in \Omega} \) will be a corollary to the following proposition, which vastly generalizes Proposition 3.1 in [KRW13]:

**Proposition 5.1.** Let \( 1 \leq p < d \), \( r \in L^{p/d}(\Omega) \), and set \( R(x,A) = |\det A - r(x)| \). Then \( R \in \mathcal{A}^{p,d}(\Omega,\mathbb{R}^{d \times d}) \) and \( \mathbb{R}^{d \times d} \) is tightly contained in the \( p \)-quasiconvex hull of \( (S_{R(x,\cdot)})_{x \in \Omega} \) uniformly in \( x \).

Before proving Proposition 5.1 we state and prove in the form of a corollary the result concerning the function \( R(x,A) = \max \{ J_1(x) - \det A, \det A - J_2(x), 0 \} \).

**Corollary 5.2.** Let \( 1 \leq p < d \) and \( J_1, J_2 \) as in Theorem 3.1. Set

\[
R(x,A) = \max \{ J_1(x) - \det A, \det A - J_2(x), 0 \}.
\]

Then \( \mathbb{R}^{d \times d} \) is tightly contained in the \( p \)-quasiconvex hull of \( (S_{R(x,\cdot)})_{x \in \Omega} \) uniformly in \( x \).

**Proof.** Suppose \( M = \nabla u \) for some \( u \in W^{1,p}(\Omega;\mathbb{R}^d) \). Define the function \( r_M : \Omega \to \mathbb{R} \) in the following way:

\[
r_M(x) = \begin{cases} 
\det M(x) & \text{if } J_1(x) \leq \det M(x) \leq J_2(x), \\
J_1(x) & \text{if } \det M(x) < J_1(x), \\
J_2(x) & \text{if } \det M(x) > J_2(x).
\end{cases}
\]

It then follows from the assumptions on \( J_1 \) and \( J_2 \) that \( r_M \in L^{p/d}(\Omega) \), and therefore Proposition 5.1 applied to \( r_M \) yields a \( p \)-gradient Young measure \( (v_k)_x \) such that, for almost every \( x \in \Omega \),

\begin{enumerate}
\item \( |v_k(x) = M(x)|; \)
\item \( \text{supp } v_k \subset \{ A \in \mathbb{R}^{d \times d} : \det A = r_M(x) \} \subset S_{R(x,\cdot)}; \)
\item \( \int |A - M|^p \, dv_k(A) \leq C |r_M(x) - \det M(x)|^{p/d}, \)
\end{enumerate}

where \( C \) is independent of \( M \) and \( x \). The claim now follows from the observation, using the definitions of \( r_M \) and \( R \), that

\[
|r_M(x) - \det M(x)| \leq R(x,M(x))
\]

for almost every \( x \). \( \square \)
5.1. Three dimensions. We first prove Proposition 5.1 for \(d = 3\) only. The proof for \(d = 2\) is similar but simpler and the proof for \(d > 3\) is outlined in the next section.

Proof of Proposition 5.1 for \(d = 3\). In the first steps of the proof, we fix a matrix \(M_0\) and a real number \(r\).

Step 1. Following [KRW13], we transform an arbitrary matrix \(M_0\) to diagonal form using the real singular value decomposition and write \(M_0 = \tilde{P} D_0 \tilde{Q}^T\) where \(D_0 = \text{diag}(\sigma_1, \sigma_2, \sigma_3)\) with \(0 \leq \sigma_1 \leq \sigma_2 \leq \sigma_3\), and \(\tilde{P}, \tilde{Q}\) orthogonal matrices. If \(\det M_0 < 0\), either \(\tilde{P}\) or \(\tilde{Q}\) has negative determinant, say \(\det \tilde{P} < 0\) (the other case is similar). Then, \(M_0 = \tilde{P} D_0 \tilde{Q}^T\) where

\[
D_0 := \text{diag}(\sigma_1, \sigma_2, -\sigma_3), \quad P := \tilde{P} \text{diag}(1, 1, -1), \quad Q := \tilde{Q},
\]

with \(P, Q \in \text{SO}(3)\) and \(\det D_0 < 0\). Similarly, if \(\det M_0 \geq 0\), we may write \(M_0 = \tilde{P} D_0 \tilde{Q}^T\), where \(P, Q \in \text{SO}(3)\) and \(\det D_0 \geq 0\) for

\[
D_0 = \text{diag}(\sigma_1, \sigma_2, \sigma_3).
\]

Note that if \(D_0\) can be written as a laminate then the same holds for \(M_0\) since \(P(a \otimes b)Q^T = (Pa) \otimes (Qb)\) for any \(a, b \in \mathbb{R}^3\). Also, we remark that the matrices \(D_0\) and \(M_0\) share the same determinant and (Frobenius) matrix norm. Consequently, we may henceforth assume without loss of generality that

\[
M_0 = \text{diag}(\sigma_1, \sigma_2, \pm \sigma_3).
\]

with \(0 \leq \sigma_1 \leq \sigma_2 \leq \sigma_3\).

We now distinguish the cases \(\sigma_3 \geq (\frac{|r|}{T})^{1/3}\) and \(\sigma_3 < (\frac{|r|}{T})^{1/3}\).

Case I: \(\sigma_3 \geq (\frac{|r|}{T})^{1/3}\).

Step 1.2. Set \(\gamma := \frac{|r| - \det M_0 |^{1/2}}{\sigma_3^2}\) and decompose \(M_0\) twice along rank-one lines:

\[
M_0 = \frac{1}{4}[M_0 + \gamma(e_1 \otimes e_2) + \gamma(e_2 \otimes e_1)] + \frac{1}{4}[M_0 + \gamma(e_1 \otimes e_2) - \gamma(e_2 \otimes e_1)]
\]

\[
+ \frac{1}{4}[M_0 - \gamma(e_1 \otimes e_2) - \gamma(e_2 \otimes e_1)] + \frac{1}{4}[M_0 - \gamma(e_1 \otimes e_2) + \gamma(e_2 \otimes e_1)].
\]

Direct computation yields that two of these four matrices (either those where both \(\gamma\)’s come with the same sign, or those where the \(\gamma\)’s have different signs, depending on the sign of \(\sigma_1\)) have determinant \(r\), and the other two have determinant \(2 \det M_0 - r\). We call the former ones \(M_{1,G1}\) and \(M_{1,G2}\) (\(G\) for good) and the latter ones \(M_{1,B1}\) and \(M_{1,B2}\) (\(B\) for bad), so that we have the decomposition

\[
M_0 = \frac{1}{4}M_{1,B1} + \frac{1}{4}M_{1,G1} + \frac{1}{4}M_{1,G2} + \frac{1}{4}M_{1,B2}
\]

with

\[
\det M_{1,G1} = \det M_{1,G2} = r,
\]

\[
\det M_{1,B1} = \det M_{1,B2} = 2 \det M_0 - r.
\]

Now, if \(|\det M_0| \leq |r|\), it holds that \(\frac{|r|}{T} \geq \frac{1}{2}|r - \det M_0|\) and, taking into account that \(\sigma_3 \geq (\frac{|r|}{T})^{1/3}\), \(\sigma_3 \geq 4^{-1/3}|r - \det M_0|^{1/3}\).

On the other hand, if \(|\det M_0| > |r|\), we can use the fact that \(\sigma_3 \geq |\det M_0|^{1/3}\) to infer that

\[
\sigma_3 \geq |\det M_0|^{1/3} \geq 2^{-1/3}(|r| + |\det M_0|)^{1/3} \geq 2^{-1/3}|r - \det M_0|^{1/3}.
\]
This implies that there is a constant $C > 0$, independent of $M_0$ and $r$, such that in either case

$$\sigma_3 \geq C|r - \det M_0|^{1/3}.$$

It then follows that for $J = G1, G2, B1, B2$,

$$|M_{1,J} - M_0| = \left(2\frac{|r - \det M_0|}{\sigma_3}\right)^{1/2} \leq C\frac{|r - \det M_0|^{1/2}}{|r - \det M_0|^{1/6}} = C|r - \det M_0|^{1/3} \quad (5.1)$$

for a constant $C > 0$ independent of $M_0$ and $r$, and also

$$|r - \det M_{1,J}| \leq 2|r - \det M_0|. \quad (5.2)$$

Moreover, the singular value $\sigma_3$ is not altered by this construction, and so there is still a singular value of $M_{1,B1}$ and $M_{1,B2}$ with modulus at least $(|J|)^{1/3}$. Therefore we may recursively apply the procedure from the preceding steps to decompose $M_{1,B1}$ and $M_{1,B2}$ in turn taking the role of $M_0$. This yields matrices $M_{2,G1}, \ldots, M_{2,G4}, M_{2,B1}, \ldots, M_{2,B4}$ such that

$$M_{1,B1} = \frac{1}{4}M_{2,G1} + \frac{1}{4}M_{2,G2} + \frac{1}{4}M_{2,B1} + \frac{1}{4}M_{2,B2},$$

$$M_{1,B2} = \frac{1}{4}M_{2,G3} + \frac{1}{4}M_{2,G4} + \frac{1}{4}M_{2,B3} + \frac{1}{4}M_{2,B4},$$

and so on.

The laminate which we get after $k$ steps is then given by

$$v_k := \sum_{i=1}^{k} \sum_{j=1}^{2^i} \frac{1}{4^i} \delta_{M_{i,G_j}} + \sum_{j=1}^{2^k} \frac{1}{4^k} \delta_{M_{k,B_j}}$$

where, for all $i, j, \det M_{i,G_j} = r$.

**Step I.3.** It is clear that each $v_k$ satisfies $|v_k| = M_0$ and we turn attention to the distance integral in (iii) of Definition 4.2. That is,

$$\int |A - M_0|^p \, d\nu_k(A) = \sum_{i=1}^{k} \sum_{j=1}^{2^i} \frac{1}{4^i} |M_{i,G_j} - M_0|^p + \sum_{j=1}^{2^k} \frac{1}{4^k} |M_{k,B_j} - M_0|^p.$$

Let us define $X_i := M_{i,G_j}, X_0 := M_0$, and $X_{i-1}$ to be the matrix $M_{i-1,B_j}$ with $j \in \{1, \ldots, 2^{i-1}\}$ such that $X_i$ is constructed from $X_{i-1}$ by laminating as in the previous proof step (with the convention $M_{0,B1} := M_0$); similarly, let $Y_k := M_{k,B_j}, Y_0 := M_0$, and $Y_{k-1}$ defined analogously to $X_{k-1}$. Then, $\sum_{i=1}^{k} X_{i} - X_{i-1} = M_{i,G_j} - M_0$ and $\sum_{j=1}^{2^k} Y_{i} - Y_{i-1} = M_{k,B_j} - M_0$, and by the virtue of the triangle inequality

$$\int |A - M_0|^p \, d\nu_k(A) \leq \sum_{i=1}^{k} \sum_{j=1}^{2^i} \frac{1}{4^i} \left( \sum_{l=1}^{2^i} |X_{i} - X_{i-1}| \right)^p + \sum_{j=1}^{2^k} \frac{1}{4^k} \left( \sum_{j=1}^{k} |Y_{i} - Y_{i-1}| \right)^p.$$

In order to get bounds on $|X_{i} - X_{i-1}|$, we use (5.1) and then (5.2) recursively. Thus,

$$\sum_{i=1}^{k} |X_{i} - X_{i-1}| \leq \sum_{i=1}^{k} C |r - \det X_{i-1}|^{1/3} \leq \sum_{i=1}^{k} C 2^{(i-1)/3} |r - \det M_0|^{1/3} \leq \frac{C \left| r - \det M_0 \right|^{1/3}}{2^{1/3} - 1} 2^{i/3}.$$
and a similar estimate holds for the sum involving the $Y_i$’s with $i$ replaced by $k$. Hence,

$$
\int |A - M_0|^p \, dv_k(A) \leq C|r - \det M_0|^{p/3} \left[ \sum_{i=1}^{k} \left( (2^{p/3} - 1)^i + (2^{p/3} - 1)^k \right) \right]
$$

$$
\leq C|r - \det M_0|^{p/3} \left[ \frac{1}{1 - \rho} + \rho^k \right]
$$

$$
\leq C_p|r - \det M_0|^{p/3},
$$

(5.3)

where $\rho := 2^{p/3} - 1 < 1$ (since $p < 3$) and $C_p > 0$ is a constant depending on $p$ (but not on $M_0$ or $r$) which blows up as $p \to 3$. Also, each $v_k$ is a probability measure and by (5.3) we deduce that

$$
\int |A|^p \, dv_k(A) \leq 2^p \left( \int |A - M_0|^p \, dv_k(A) + |M_0|^p \right)
$$

$$
\leq 2^p C_p|r - \det M_0|^{p/3} + 2^p |M_0|^p.
$$

(5.4)

Observe moreover that the mass of $v_k$ carried by the matrices outside $S_R$ is

$$
v_k \left( \{ A \in \mathbb{R}^{3 \times 3} : \det A \neq r \} \right) = \frac{2^k}{4^k} \to 0 \quad \text{as } k \to \infty
$$

(5.5)

**Case II: $\sigma_3 < \left( \frac{|r|}{2} \right)^{1/3}$**.

**Step II.2.** Again, we assume that $M_0$ is given by

$$
M_0 := \text{diag}(\sigma_1, \sigma_2, \pm \sigma_3)
$$

with $0 < \sigma_1 \leq \sigma_2 \leq \sigma_3$, but now $\sigma_3 < \left( \frac{|r|}{2} \right)^{1/3}$. We decompose $M_0$ along a rank-one line as

$$
M_0 = \frac{1}{2} [M_0 + \delta(e_3 \otimes e_3)] + \frac{1}{2} [M_0 - \delta(e_3 \otimes e_3)] =: \frac{1}{2} M_0^+ + \frac{1}{2} M_0^-,
$$

where we choose $\delta = 2 \left( \frac{|r|}{2} \right)^{1/3}$. Then, the singular values $\sigma_3 + \delta$ and $\sigma_3 - \delta$ of $M_0^+$ and $M_0^-$, respectively, have absolute value at least $\left( \frac{|r|}{2} \right)^{1/3}$. Moreover, we have the estimates

$$
|M_0^± - M_0| = 2 \left( \frac{|r|}{2} \right)^{1/3} \leq 2|r - \det M_0|^{1/3},
$$

(5.6)

$$
|r - \det M_0^±| \leq 3|r - \det M_0|.
$$

(5.7)

Indeed, both inequalities follow from the observation that $|\det M_0| \leq \sigma_3^3 < |r|/2$, and therefore $|r - \det M_0| > |r|/2$.

**Step II.3.** We can treat $M_0^±$ exactly as in Case I, which is now applicable to $M_0^+$ and $M_0^-$. This gives us two sequences of laminates $v_k^±$ and $v_k^-\overline{\ }$ with $[v_k^±] = M_0^±$.

$$
v_k^± \left( \{ A \in \mathbb{R}^{3 \times 3} : \det A \neq r \} \right) \to 0
$$

(5.8)

as $k \to \infty$, and the estimate

$$
\int |A - M_0^±|^p \, dv_k^±(A) \leq C_p|r - \det M_0^±|^{p/3}
$$

(5.9)

for $1 \leq p < 3$, where $C_p$ does not depend on $k$, $M_0$ or $r$. It follows that the measure $v_k$ defined by $v_k = \frac{1}{2} v_k^+ + \frac{1}{2} v_k^-$ satisfies $[v_k] = M_0$ and $v_k \left( \{ A \in \mathbb{R}^{3 \times 3} : \det A \neq r \} \right) \to 0$. Moreover,
combining (5.9) with (5.6) and (5.7), we have
\[
\int |A - M_0|^p \, d\nu_k(A) = \frac{1}{2} \int |A - M_0|^p \, d\nu_k^+(A) + \frac{1}{2} \int |A - M_0|^p \, d\nu_k^-(A)
\]
\[
\leq C_p \left[ |M_0^+ - M_0|^p + |M_0^- - M_0|^p + \int |A - M_0|^p \, d\nu_k^+(A) + \int |A - M_0|^p \, d\nu_k^-(A) \right]
\]
\[
\leq C_p \left[ |r - \det M_0|^p/3 + |r - \det M_0|^p/3 \right]
\]
\[
\leq C_p |r - \det M_0|^p/3.
\] (5.10)

Step 4. In this last step, let \( M(x) = \nabla u(x) \) for some \( u \in W^{1,p}(\Omega; \mathbb{R}^d) \) and \( r \in \mathbb{L}^{p/d}(\Omega) \). Applying the previous steps to \( M_0 = M(x) \) and \( r = r(x) \) for almost every \( x \), we obtain a sequence \( (\nu_{k,x})_{k \in \mathbb{N}} \) of parametrized probability measures. Note that, for every \( k \), \( (\nu_{k,x})_x \) is weakly* measurable. Indeed, \( M : \Omega \to \mathbb{R}^{d \times d} \) is measurable by assumption, and the matrices obtained from the rank-one splittings of \( M_0 \) in the previous steps depend continuously on \( M_0 \) (to be more precise, there is a discontinuity at \( \sigma_3 = (|r|/2)^{1/3} \), which is where Cases I and II bifurcate, thus rendering the dependence of the matrices \( M_{i,j} \) on \( M_0 \) only piecewise continuous).

Moreover, by the bounds (5.4) and (5.10), we obtain that \( (\nu_{k,x})_k \) is a bounded sequence in the space \( L^p(\Omega; \mathbf{M}^1(\mathbb{R}^{d \times d})) \) of weakly* measurable maps from \( \Omega \) into \( \mathbf{M}^1(\mathbb{R}^{d \times d}) \). Therefore (cf. [498], Sections 3.1 and 3.4), there exists a subsequence (not relabeled) and a Young measure \( \nu = (\nu_k)_k \in \mathbf{M}^1(\Omega; \mathbf{M}^1(\mathbb{R}^{d \times d})) \) such that
\[
\int_\Omega \int_{\mathbb{R}^{d \times d}} f(x,A) \, d\nu_{k,x}(A) \, dx \to \int_\Omega \int_{\mathbb{R}^{d \times d}} f(x,A) \, d\nu_x(A) \, dx
\]
(5.11) as \( k \to \infty \), for every Carathéodory function \( f : \Omega \times \mathbb{R}^{d \times d} \to \mathbb{R} \) such that the family \( (\int f(x,A) \, d\nu_{k,x}(A))_k \) is equiintegrable.

We claim that \( (\nu_k)_k \) is a \( p \)-gradient Young measure that satisfies (i)-(iii) from Definition 4.2, which then implies the proposition. First, a standard diagonal argument together with the bounds (5.4) and (5.10) implies that indeed \( \nu \) is a \( p \)-gradient Young measure.

Property (i) follows from the fact that \( \nu_{k,x} = M(x) \) for almost every \( x \), and from (5.11) with \( f(x,A) = \psi(x)A \) for any \( \psi \in L^\infty(\Omega) \). Varying over \( \psi \) then gives \( \nu_k = M(x) \) almost everywhere.

Property (ii) is a consequence of (5.5), (5.8) as well as the choice \( f(x,A) = \psi(x)1_{\{|M : \det M^r(x)\leq r\}}(A) \) in (5.11) (the characteristic function is lower semicontinuous with respect to \( A \), which makes it admissible as a test function; see [498], Section 3.4).

Finally, (iii) is a consequence of (5.4) and (5.10) in conjunction with (5.11) using \( f(x,A) = |A - M(x)|^p \). Notice that the equiintegrability of \( (\int f(x,A) \, d\nu_{k,x}(A))_k \) for this choice of \( f \) follows from (5.3) and (5.10) and the assumptions on \( r \) and \( M \).

\[ \square \]

5.2. Arbitrary dimensions. In this part, we briefly outline the proof of Proposition 5.1 for arbitrary dimensions. The cases \( d = 3 \) and \( d > 3 \) are quite similar, so that we only provide the basic estimates, everything else remaining the same.

Proof of Proposition 5.1 for \( d > 3 \). Step 1. As before we bring a matrix \( M_0 \in \mathbb{R}^{d \times d} \) into diagonal form and write
\[ M_0 := \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_d), \]
for which \( 0 \leq \sigma_1 \leq \sigma_2 \leq \ldots \leq \sigma_d \).
We now distinguish the cases \( \sigma_3 \cdots \sigma_d \geq \left( \frac{|r|}{2} \right)^{(d-2)/d} \) and \( \sigma_3 \cdots \sigma_d < \left( \frac{|r|}{2} \right)^{(d-2)/d} \).

**Case I:** \( \sigma_3 \cdots \sigma_d \geq \left( \frac{|r|}{2} \right)^{(d-2)/d} \).

**Step I.2.** Set \( r' := \frac{|r|}{2} \text{det} M_0^{1/2} \) and decompose \( M_0 \) twice along rank-one lines:

\[
M_0 = \frac{1}{4} [M_0 + \gamma(e_1 \otimes e_2) + \gamma(e_2 \otimes e_1)] + \frac{1}{4} [M_0 - \gamma(e_1 \otimes e_2) - \gamma(e_2 \otimes e_1)]
\]

\[
+ \frac{1}{4} [M_0 - \gamma(e_1 \otimes e_2) + \gamma(e_2 \otimes e_1)] + \frac{1}{4} [M_0 - \gamma(e_1 \otimes e_2) - \gamma(e_2 \otimes e_1)]
\]

\[
= \frac{1}{4} M_{1,1} + \frac{1}{4} M_{1,2} + \frac{1}{4} M_{1,3} + \frac{1}{4} M_{1,4},
\]

where the “good” and the “bad” matrices are again labeled such that \( \text{det} M_{1,1} = \text{det} M_{1,2} = \frac{|r|}{2} \text{det} M_0 \) and, taking into account that \( \sigma_3 \cdots \sigma_d \geq \left( \frac{|r|}{2} \right)^{(d-2)/d} \),

\[
\sigma_3 \cdots \sigma_d \geq \left( \frac{1}{4} \right)^{(d-2)/d} |r - \text{det} M_0|^{(d-2)/d}.
\]

If however \( |\text{det} M_0| > |r| \), we need a more involved estimate: Note that

\[
(\sigma_1 \sigma_2)^{(d-2)/d} \leq (\sigma_3 \cdots \sigma_d)(\sigma_3 \cdots \sigma_d) = (\sigma_3 \cdots \sigma_d)^2.
\]

Then, through \( \text{det} \), we obtain that

\[
|\text{det} M_0|^{(d-2)/d} \leq (\sigma_3 \cdots \sigma_d)^{(d-2)/d} = \sigma_3 \cdots \sigma_d,
\]

i.e.

\[
(\sigma_3 \cdots \sigma_d)^{d/(d-2)} \geq |\text{det} M_0| \geq \frac{1}{2} (|r| + |\text{det} M_0|) \geq \frac{1}{2} |r - \text{det} M_0|.
\]

This shows that there is a constant \( C > 0 \), independent of \( M_0 \) and \( r \), such that in either case

\[
\sigma_3 \cdots \sigma_d \geq C |r - \text{det} M_0|^{(d-2)/d}.
\]

Then the following estimates hold:

\[
|M_{1,2} - M_0| = \left( \frac{1}{2} \frac{|r - \text{det} M_0|}{\sigma_3 \cdots \sigma_d} \right)^{1/2} \leq C \frac{|r - \text{det} M_0|^{1/2}}{|r - \text{det} M_0|^{(d-2)/2d}} = C |r - \text{det} M_0|^{1/d},
\]

\[
|r - \text{det} M_{1,2}| \leq 2 |r - \text{det} M_0|.
\]

We may now proceed as in the case \( d = 3 \).

**Case II:** \( \sigma_3 \cdots \sigma_d < \left( \frac{|r|}{2} \right)^{(d-2)/d} \).

**Step II.2.** We may still assume that \( M_0 \) is given by

\[
M_0 := \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_d)
\]

with \( 0 < \sigma_1 \leq \sigma_2 \leq \ldots \leq \sigma_d \), but now \( \sigma_3 \cdots \sigma_d < \left( \frac{|r|}{2} \right)^{(d-2)/d} \). We decompose \( M_0 \) along rank-one lines as

\[
M_0 = \frac{1}{2} [M_0 + \delta(e_3 \otimes e_3)] + \frac{1}{2} [M_0 - \delta(e_3 \otimes e_3)]
\]

\[
= \frac{1}{2} M_0^+ + \frac{1}{2} M_0^-,
\]
where we choose \( \delta = 2(\frac{|r|}{2})^{1/d} \). Then, the singular values \( \sigma_3 + \delta \) and \( \sigma_3 - \delta \) of \( M_0^+ \) and \( M_0^- \), respectively, have absolute value at least \( (\frac{|r|}{2})^{1/d} \). Note that by (5.12)
\[
|\det M_0| \leq (\sigma_3 \cdots \sigma_d)^{2/(d-2)} \sigma_3 \cdots \sigma_d \leq \left( \frac{|r|}{2} \right)^{2/d} \left( \frac{|r|}{2} \right)^{(d-2)/d} = \frac{|r|}{2}.
\]
Therefore,
\[
|M_0^+ - M_0| = \delta = 2 \left( \frac{|r|}{2} \right)^{1/d} \leq 2|r - \det M_0|^{1/d},
\]
and
\[
|r - \det M_0^\pm| \leq |r - \det M_0| + |\det M_0 - \det M_0^\pm|.
\]
But
\[
|\det M_0 - \det M_0^\pm| = |\delta \sigma_1 \sigma_2 \sigma_3 \cdots \sigma_d|
\]
\[
\leq 2 \left( \frac{|r|}{2} \right)^{1/d} \sigma_3 \sigma_3 \cdots \sigma_d
\]
\[
\leq 2 \left( \frac{|r|}{2} \right)^{1/d} \left( \frac{|r|}{2} \right)^{1/d} \left( \frac{|r|}{2} \right)^{(d-2)/d}
\]
\[
= |r| \leq 2|r - \det M_0|^{1/d},
\]
where we have used the fact that
\[
\sigma_3^{d-2} \leq \sigma_3 \cdots \sigma_d \leq \left( \frac{|r|}{2} \right)^{(d-2)/d}
\]
and \( |\det M_0| \leq \frac{|r|}{2} \).

If \( |\sigma_3 + \delta \sigma_4 \cdots \sigma_d| \geq (\frac{|r|}{2})^{(d-2)/d} \), we can continue as in Case I. If not, we repeat the argument of Step II.2 (after reordering the singular values), which can be done exactly as above. It is easy to see that after at most \((d - 2)\) steps, we are in the situation of Case I. \(\square\)

6. Applications

In the following we give precise statements and proofs of the applications mentioned in the introduction.

6.1. Characterization of Young measures. We first prove our main theorem:

**Theorem 6.1.** Let \( 1 < p < d \). Suppose that \( \Omega \subset \mathbb{R}^d \) is open and bounded, \( |\partial \Omega| = 0 \), and let \( \nu = (\nu_x)_{x \in \Omega} \subset M^1(\mathbb{R}^{d \times d}) \) be a \( p \)-Young measure. Moreover let \( J_1: \Omega \to (-\infty, +\infty) \), \( J_2: \Omega \to (-\infty, +\infty) \) be measurable and such that \( J_1(x) \leq J_2(x) \) for a.e. \( x \in \Omega \). Also, assume that for \( i = 1, 2 \),
\[
\int_{\Omega} J_i^+(x)^{p/d} \, dx < \infty \quad \text{and} \quad \int_{\Omega} J_i^-(x)^{p/d} \, dx < \infty,
\]
where \( J_i^+ \) denotes the positive or negative part of \( J_i \), respectively. Then the following statements are equivalent:

(i) There exists a sequence of gradients \( (\nabla \nu_j) \subset L^p(\Omega; \mathbb{R}^{d \times d}) \) that generates \( \nu \), such that
\[
J_1(x) \leq \det \nabla \nu_j(x) \leq J_2(x) \quad \text{for all} \, j \in \mathbb{N} \text{ and a.e.} \, x \in \Omega.
\]

(ii) The conditions (I)-(IV) hold:

(I) \( \int \int |A|^p \, d
\nu_x(A) < \infty; \)
Furthermore, in this case the sequence following two conditions hold:

\( v \in C(\Omega; \mathbb{R}^{d \times d}) \)

\[ \int_{\Omega} \kappa(\det A) \, d\nu_0(A) < \infty \quad \text{for a.e. } x \in \Omega. \]  

(IV) \( \text{supp} \nu_0 \subset \{ A \in \mathbb{R}^{d \times d} : J_1(x) \leq \det A \leq J_2(x) \} \) for a.e. \( x \in \Omega \).

Furthermore, in this case the sequence \( (u_j) \) can be chosen such that \( (\nabla u_j) \) is \( p \)-equiintegrable and \( u_j - u \in W^{1,p}_0(\Omega, \mathbb{R}^d) \), where \( u \in W^{1,p}(\Omega, \mathbb{R}^d) \) is the deformation underlying \( v \) (i.e. the function whose gradient is the barycenter of \( v \)).

**Proof.** The result follows by Theorem 4.4 and Corollary 5.2 \( \square \)

Let us also state a refinement of the sufficiency part of the preceding theorem (and also of the main result of [KRW13]):

**Theorem 6.2.** For \( 1 < p < d \) and a bounded open Lipschitz domain \( \Omega \subset \mathbb{R}^d \), let \( \kappa \) be a singular growth modulus, that is, a convex function \( \kappa : (0, \infty) \rightarrow [0, \infty) \) with \( \kappa(s) \rightarrow +\infty \) as \( s \rightarrow 0 \), which we extend by setting \( \kappa(s) := +\infty \) for \( s \leq 0 \). Assume furthermore that we are given a Young measure \( \nu = (\nu_x)_{x \in \Omega} \subset M^1(\mathbb{R}^{d \times d}) \) satisfying (I)–(III) from Theorem 6.1 as well as

\[ \int \kappa(\det A) \, d\nu_x(A) < \infty \quad \text{for a.e. } x \in \Omega. \]  

Then, there exists a sequence of gradients \( (\nabla u_j) \subset L^p(\Omega; \mathbb{R}^{d \times d}) \) that generates \( \nu \) and such that

\[ \{ |\nabla u_j|^p + \kappa(\det \nabla u_j) \} \]  

is an equiintegrable family. \( \tag{6.2} \)

**Proof.** The condition \( \tag{6.1} \) entails in particular that \( \nu_{\omega_0}(\{ A \in \mathbb{R}^{d \times d} : \det A > 0 \}) = 1 \) for almost every \( x_0 \in \Omega \). Fix such an \( x_0 \in \Omega \) and denote by \( A_0 := [\nu_{x_0}] = \nabla u(x_0) \in \mathbb{R}^{d \times d} \) the barycenter of \( \nu_{x_0} \). Let \( (v_j) \subset (W^{1,p}(\Omega) \cap C^0)^*(\mathbb{R}^d, \mathbb{R}^d) \) such that \( (\nabla v_j) \) is a \( p \)-equiintegrable generating sequence for \( \nu_{x_0} \) satisfying the additional constraint \( v_j(y) = [\nu_{x_0}](y) = A_0 y \) for \( y \in \partial \mathbb{B}^d \); the existence of this sequence follows from standard Young measure results, see for example Lemmas 8.3 and 8.15 in [Ped97].

Let \( n \in \mathbb{N} \) and select \( k = k(n) \in \mathbb{N} \) so large that \( k(n) \geq n, \kappa(1/k) \geq 1 \), and

\[ \kappa(1/k) \cdot \nu_{x_0}(\{ A \in \mathbb{R}^{d \times d} : \det A \leq 1/k \}) \leq \int_{J_{\det A \leq 1/k}} \kappa(\det A) \, d\nu_{x_0}(A) \leq \frac{1}{n}. \]

Here we have used implicitly that \( \kappa \) is decreasing on an interval \((0, s_0)\) with \( s_0 > 0 \) since it is convex and \( \kappa(s) \rightarrow +\infty \) as \( s \rightarrow 0 \); choose \( k \geq 1/s_0 \).

Using the Young measure representation of limits and discarding some elements at the beginning of the sequence \( (v_j) \) if necessary, we may pick \( j = j(n) \) such that with \( \omega_d := |\mathbb{B}^d| \) the following two conditions hold:

\[ \int_{E_j} \left| \frac{1}{k} - \det \nabla v_j \right|^{p/d} dy + |E_j| \leq \frac{4\omega_d}{\kappa(1/k)n} \leq \frac{C}{n} \quad \text{and} \quad \tag{6.3} \]

\[ \int_{\{1/(k+1) \leq \det \nabla v_j \leq 1/\ell \}} \kappa(\det \nabla v_j) dy \leq \omega_d \int_{\{1/(k+1) \leq \det A \leq 1/\ell \}} \kappa(\det A) \, d\nu_{x_0}(A) + \frac{1}{n} \quad \tag{6.4} \]
for all \( \ell = 1, \ldots, k = k(n) \), where

\[
E_j := \{ y \in \mathbb{B}^d : \det \nabla v_j(y) \leq 1/k \}
\]

and \( C = C(d) \) is a dimensional constant. For (6.4) we used the Young measure upper semi-representation for the \( \text{bounded} \) upper semicontinuous integrand \( g(A) := \mathbb{1}_{1/(k+1) \leq \det A \leq 1/\ell} \cdot \kappa(\det A) \),

\[
\limsup_{j \to \infty} \int_{\mathbb{B}^d} g(\nabla v_j(y)) \, dy \leq \int_{\mathbb{B}^d} g(A) \, d\nu_0(A) \, dx.
\]

Since the above are only finitely many conditions, they can be satisfied by discarding only finitely many leading terms in the sequence \( (v_j) \). As an immediate consequence, however, the assertion (6.4) in fact holds for all \( \ell \in \mathbb{N} \) since for \( \ell > k + 1 \) it is trivially satisfied.

Next, we choose an open set \( D_j \) with Lipschitz boundary and such that

\[
B_j := \{ y \in \mathbb{B}^d : \det \nabla v_j(y) < 1/(k+1) \}
\]

\[
\subset D_j \subset \{ y \in \mathbb{B}^d : \det \nabla v_j(y) \leq 1/k \} = E_j.
\]

This is always possible: since \( \nabla v_j \) is continuous, \( \partial B_j \) and \( \partial E_j \) can meet only in \( \partial \mathbb{B}^d \), so we can construct \( D_j \) with a Lipschitz (or even smooth) boundary. Invoking Proposition 4.5 for the function \( v_j \) restricted to the set \( D_j \), we get a new function \( w_j \in W^{1,p}(D_j; \mathbb{R}^d) \) with

\[
\det \nabla w_j \geq 1/k \quad \text{a.e. in } D_j, \quad w_j = v_j \quad \text{on } \partial D_j,
\]

where as usual the boundary assertion is to be understood in the sense of trace. If \( \partial D_j \) intersects \( \partial \mathbb{B}^d \), the boundary assertion is to include \( w_j(y) = v_j(y) = A_0 y \) for \( y \in \partial D_j \cap \partial \mathbb{B}^d \). Moreover, we have

\[
\| \nabla w_j - \nabla v_j \|_{L^p(D_j; \mathbb{R}^d, dx)} \leq C_p \int_{E_j} \left| \frac{1}{k} \det \nabla v_j(y) \right|^{p/d} \, dy \leq \frac{C_p}{n},
\]

where the constant \( C_p = C(d, p) \) changes from expression to expression.

Now extend our new \( w_j \), which at the moment is defined in \( D_j \) only, to a function on all of \( \mathbb{B}^d \) by setting

\[
w_j(y) := v_j(y) \quad \text{for } y \in \mathbb{B}^d \setminus D_j.
\]

Since \( w_j \) agrees with \( v_j \) on the boundary of \( D_j \), we deduce \( w_j \in W^{1,p}(\mathbb{B}^d, \mathbb{R}^d) \) and also

\[
\| \nabla w_j - \nabla v_j \|_p \leq \frac{C_p}{n}.
\]

We will show next the crucial fact that the family of functions \( \{ \kappa(\det \nabla w_j) \} \) is equiintegrable. For this, we estimate for any \( \ell \in \mathbb{N} \) (large enough so that \( \kappa \) is decreasing on \( (0, 1/\ell) \)):

\[
\int_{\{\det \nabla w_j \leq 1/\ell\}} \kappa(\det \nabla w_j(y)) \, dy \leq \kappa(1/k) \cdot |E_j| + \int_{\{1/(k+1) \leq \det \nabla v_j \leq 1/\ell\}} \kappa(\det \nabla v_j(y)) \, dy \leq C \left( \frac{1}{n} + \int_{\{\det A \leq 1/\ell\}} \kappa(\det A) \, d\nu_0(A) \right).
\]

Here, for the first integral we used that \( \det \nabla w_j \geq 1/k \) on \( D_j \subset E_j \) and (6.3); the second integral was estimated using (6.4). Now recall that \( j = j(n) \) was chosen depending on \( n \) (and also on \( k \), but this is again chosen depending on \( n \)). Thus, we may take the limit superior as \( n \to \infty \) or, equivalently, as \( j \to \infty \), to get

\[
\limsup_{j \to \infty} \int_{\{\det \nabla w_j \leq 1/\ell\}} \kappa(\det \nabla w_j(y)) \, dy \leq C \int_{\{\det A \leq 1/\ell\}} \kappa(\det A) \, d\nu_0(A)
\]

for all \( \ell = 1, \ldots, k = k(n) \), where
and this vanishes as $\ell \uparrow \infty$.

Hence, we conclude that $\{\kappa(\det v_{W_j(n)})\}_n$, or, without labeling the subsequence of $j$’s, $\{\kappa(\det v_{W_j})\}_j$, is an equiintegrable family, i.e. after renaming the sequence we arrive at (6.2). More precisely, given $K > 0$ we choose $\ell \in \mathbb{N}$ such that $\kappa(1/\ell) < K \leq \kappa(1/(\ell + 1))$, whereby $\{\kappa(\det A) > K\} \subset \{\det A < 1/\ell\}$ and since $\ell \uparrow \infty$ as $K \uparrow \infty$ the above assertion implies the sought equiintegrability.

\section*{6.2. Connection to the Dacorogna–Moser theory and extensions.}

We investigate a similar question as in [DM90]; however, in subcritical Sobolev spaces, the geometric interpretation no longer holds (which is manifested in the absence of compatibility conditions on the boundary).

\textbf{Theorem 6.3.} Let $\Omega \subset \mathbb{R}^d$ be a bounded Lipschitz domain, $1 < p < d$, $J : \Omega \to \mathbb{R}$ be measurable with

$$
\int_{\Omega} |J(x)|^{p/d} \, dx < \infty,
$$

and let $g \in W^{1,1/p}((\partial\Omega); \mathbb{R}^d)$. Then, there exists $v \in W^{1,p}(\Omega; \mathbb{R}^d)$ such that

$$
\begin{cases}
\det \nabla v(x) = J(x) & \text{for a.e. } x \in \Omega, \\
v|_{\partial\Omega} = g & \text{in the sense of trace.}
\end{cases}
$$

\textbf{Proof.} Since the trace operator is surjective from $W^{1,p}(\Omega)$ to $W^{1,1/p}((\partial\Omega); \mathbb{R}^d)$, there exists $u \in W^{1,p}(\Omega)$ such that $u|_{\partial\Omega} = g$ in the trace sense. The statement then follows immediately by Corollary 5.2 combined with Proposition 4.5 taking $R(x, A) = |\det A - J(x)| \in \mathcal{L}^{p,d}(\Omega; \mathbb{R}^{d \times d})$. \hfill $\square$

\textbf{Corollary 6.4.} Let $\Omega \subset \mathbb{R}^d$ be a bounded Lipschitz domain, $1 < p < d$ and $g \in W^{1,1/p}((\partial\Omega); \mathbb{R}^d)$. Then, there exists a map $v \in W^{1,p}(\Omega; \mathbb{R}^d)$ such that

$$
\begin{cases}
\det \nabla v(x) = 1 & \text{for a.e. } x \in \Omega, \\
v|_{\partial\Omega} = g & \text{in the sense of trace.}
\end{cases}
$$

Of course, also the constraint $\det \nabla u(x) = J(x)$ for a given $J : \Omega' \to \mathbb{R}$, satisfying the usual assumptions, can be treated.

\section*{6.3. Relaxation.}

Consider the following two functionals for a Carathéodory function $f : \Omega \times \mathbb{R}^{d \times d} \to \mathbb{R}$ and a function $\bar{u} \in W^{1,p}(\Omega)$:

- $\mathcal{F}[u] := \int_{\Omega} f(x, \nabla u(x)) \, dx$, defined over the set $\mathcal{S} := \{u \in W^{1,p}(\Omega, \mathbb{R}^d) : u|_{\partial\Omega} = \bar{u}, \nabla u(x) \in S_R \text{ a.e.}\}$,
- $\mathcal{G}^{YM}(v) := \int_{\Omega} \int f(x, A) \, d\nu_{v}(A) \, dx$, defined over the set $\mathcal{S}^{YM} := \{v \cdot p\text{-GYM} : \supp v_t \subset S_R \text{ a.e.}, |v| = \nabla u, u \in W^{1,p}(\Omega; \mathbb{R}^d), u|_{\partial\Omega} = \bar{u}\}$,

where we used “$p$-GYM” as an abbreviation for “gradient $p$-Young measure”.

The following relaxation theorem holds:

\textbf{Corollary 6.5.} Suppose that $\Omega \subset \mathbb{R}^d$ is a bounded Lipschitz domain, $1 < p < d$, $\bar{u} \in W^{1,p}(\Omega)$, and $f : \Omega \times \mathbb{R}^{d \times d} \to \mathbb{R}$ is a Carathéodory function satisfying

$$
c(|A|^p - 1) \leq f(x, A) \leq C(1 + |A|^p)
$$

for all $x \in \Omega$ and $A \in \mathbb{R}^{d \times d}$.
for all \((x, A) \in \Omega \times \mathbb{R}^{d \times d}\) and constants \(0 < c \leq C\). Then,
\[
\inf_{\mathscr{A}} I = \min_{\mathscr{A}^{YM}} \mathcal{F}^{YM}.
\]
In particular, whenever \((u_j)\) is an infimizing sequence of \(I\) in \(\mathscr{A}\), a subsequence of \((\nabla u_j)\) generates a Young measure \(\nu \in \mathscr{A}^{YM}\) minimizing \(\mathcal{F}^{YM}\) over \(\mathscr{A}^{YM}\). Conversely, whenever \(\nu\) minimizes \(\mathcal{F}^{YM}\) in \(\mathscr{A}^{YM}\), there exists an infimizing sequence \((u_j)\) of \(I\) in \(\mathscr{A}\) such that \((\nabla u_j)\) generates \(\nu\).

**Proof.** Given the characterization of gradient \(p\)-Young measures with support in \(S_R\) above, the proof is standard. \(\square\)

Note that, in our regime of \(p < d\), the determinant is not in general weakly continuous along infimizing sequences and one cannot take
\[
\mathscr{A}_{YM} = \left\{ \nu \; p\text{-}GYM : \supp \nu_y \subset S_R \text{ a.e., } \nu \neq \nabla u, \text{ where } u \in \mathscr{A} \right\}
\]
as the set of admissible measures in the above relaxation theorem.

### 6.4. Approximation

**Corollary 6.6.** Let \(\Omega \subset \mathbb{R}^d\) be open and bounded with \(|\partial \Omega| = 0\). Suppose that \(1 < p < d\) and \(u \in W^{1,p}(\Omega, \mathbb{R}^d)\). For \(S_R\), where either \(R = r - \det A\) or \(R = |r - \det A|\), there exists a sequence \((u_j) \subset W^{1,p}(\Omega, \mathbb{R}^d)\) bounded such that for all \(j \in \mathbb{N}\), \(u_j \rightharpoonup u \in W^{1,p}_0(\Omega, \mathbb{R}^d)\), \(\nabla u_j(x) \in S_R\) for a.e. \(x \in \Omega\) and as \(j \to \infty\)
\[
u_j \rightharpoonup \nu\]

In particular, \(\|u_j - u\|_p \to 0\) as \(j \to \infty\).

**Proof.** Let \(u \in W^{1,p}(\Omega, \mathbb{R}^d)\) and define a gradient \(p\)-Young measure \((\nu_x)\) with \([\nu] = \nabla u\) by
\[
\nu_x = \left\{ \begin{array}{ll}
\delta_{\nabla u(x)}, & \nabla u(x) \in S_R \\
\mu_x, & \nabla u(x) \notin S_R
\end{array} \right.,
\]
where \(\mu_x\) is the homogeneous gradient \(p\)-Young measure provided by the fact that \(\mathbb{R}^{d \times d}\) is tightly contained in the \(p\)-quasiconvex hull of \(S_R\) for either \(S_{\det \geq r}\) (see Step 1 in the proof of Corollary 5.2) or \(S_{\det = r}\) (see Proposition 5.1). By Theorem 6.4, there exists \((u_j) \subset W^{1,p}(\Omega, \mathbb{R}^d)\) generating \((\nu_x)\) such that \(\nabla u_j(x) \in S_R\), \(u_j \rightharpoonup u \in W^{1,p}_0(\Omega, \mathbb{R}^d)\) and \(u_j \rightharpoonup u \in W^{1,p}(\Omega, \mathbb{R}^d)\). \(\square\)

For simplicity, we only stated this result for the constraints \(\det \geq r\) and \(\det = r\) which are relevant in elasticity; nevertheless, we note that the same result holds for the more general constraint
\[
J_1(x) \leq \det \nabla u_j(x) \leq J_2(x)
\]
for all \(j\) and a.e. \(x\),
with \(J_1, J_2\) are as in Theorem 6.1. We note that this produces arbitrary counterexamples to the weak continuity of the determinant in \(W^{1,p}(\Omega, \mathbb{R}^d)\) for \(p < d\).

### 7. Lack of Lower Semicontinuity for a Class of Functionals

A **singular growth modulus** (cf. Theorem 6.2) is a convex function \(\kappa : (0, \infty) \to [0, \infty)\) with \(\kappa(s) \to +\infty\) as \(s \to 0\). We extend \(\kappa\) by setting \(\kappa(s) := +\infty\) for \(s \leq 0\). For \(p < d\), let us assume the growth condition
\[
\limsup_{s \to +\infty} \frac{\kappa(s)}{s^{p/d}} < \infty.
\]
(7.1)
In what follows, $f : \Omega \times \mathbb{R}^{d \times d} \to [0, \infty]$ will be a Carathéodory integrand satisfying the \textit{elastic coercivity/growth estimates}

$$\frac{1}{M}(|A|^p + \kappa(\det A)) \leq f(x, A) \leq M(1 + |A|^p + \kappa(\det A)) \quad (7.2)$$

for a constant $M > 0$.

In this section, we want to show that under these assumptions, the functional

$$\mathcal{F}[u] := \int_{\Omega} f(x, \nabla u(x)) \, dx,$$

where $u \in W^{1,p}(\Omega; \mathbb{R}^d)$ with $\det \nabla u > 0$ a.e.,

is not $W^{1,p}$-weakly lower semicontinuous along sequences $u_j \rightharpoonup u$ in $W^{1,p}(\Omega; \mathbb{R}^d)$ satisfying the additional constraint

$$\det \nabla u > 0 \quad \text{a.e.}$$

We show this in two steps: First we show that this form of lower semicontinuity implies a certain quasiconvexity condition on $f$; secondly, we prove that no such integrands exist under the growth conditions (7.2).

More precisely, let $h : \mathbb{R}^{d \times d} \to (-\infty, +\infty]$ be a Borel function that is locally bounded on (i.e. bounded on any compact subset of) the set $\{A \in \mathbb{R}^{d \times d} : \det A > 0\}$. We call $h$ \textit{$W^{1,p}$-orientation-preserving quasiconvex} if

$$h(A_0) \leq \int_{\mathbb{R}^d} h(\nabla v(x)) \, dx$$

for all $A_0 \in \mathbb{R}^{d \times d}$ with $\det A_0 > 0$ and all $v \in W^{1,p}(\mathbb{B}^d; \mathbb{R}^d)$ with $v(x) = A_0 x$ on $\partial \mathbb{B}^d$ (in the sense of trace) and $\det \nabla v > 0$ almost everywhere (recall that $\mathbb{B}^d$ denotes the unit ball in $\mathbb{R}^d$).

We note that under the additional $p$-growth condition $|h(A)| \leq M(1 + |A|^p)$ the notion of $W^{1,p}$-orientation-preserving quasiconvexity is weaker than the usual quasiconvexity [Mor52, Dac08], since it is clearly weaker than $W^{1,p}$-quasiconvexity.

\textbf{Remark 7.1.} We remark that, starting from the prototypical example of the determinant, there is a sizeable literature on the weak lower semicontinuity of polyconvex and quasiconvex functionals below the critical exponent $p = d$. As this lies outside the scope of the present work the reader is referred to [FM97, Mar86, Mal93, ADM94, DMS95] and references therein.

Returning to our result, we then have:

\textbf{Proposition 7.2.} For $1 < p < d$ and a bounded open Lipschitz domain $\Omega \subset \mathbb{R}^d$, let $\kappa$ be a singular growth modulus with (7.1) and assume that $f : \Omega \times \mathbb{R}^{d \times d} \to [0, \infty)$ is a Carathéodory integrand satisfying the elastic coercivity/growth estimates (7.2). Also, let the functional $\mathcal{F}$ be defined as in (7.3). If $\mathcal{F}$ is $W^{1,p}$-weakly lower semicontinuous along sequences $u_j \rightharpoonup u$ in $W^{1,p}(\Omega; \mathbb{R}^d)$ satisfying the additional assumption $\det \nabla u > 0$ a.e., then

$$f(x, \cdot) \text{ is orientation-preserving quasiconvex for almost every } x \in \Omega.$$ 

\textbf{Proof.} We assume that $f(x, A) = h(A)$ does not depend on $x$ (otherwise, one needs to use an additional localization argument).

Let $A_0 \in \mathbb{R}^{d \times d}$ with $\det A_0 > 0$ and let $v \in W^{1,p}(\mathbb{B}^d; \mathbb{R}^d)$ with $v(x) = A_0 x$ on $\partial \mathbb{B}^d$ (in the sense of trace) and $\det \nabla v > 0$ a.e. By virtue of the Vitali Covering Theorem, find a covering of $\mathbb{B}^d$-almost all of $\mathbb{B}^d$ by balls $B(x_k, r_k) \subset \mathbb{B}^d$ such that $r_k \leq 1/j$, $k \in \mathbb{N}$, and define

$$w_j(x) := \sum_k r_k 1_{B(x_k, r_k)}(x) v\left(\frac{x - x_k}{r_k}\right) + A_0 x_k,$$
hence \( w_j(x) = A_0 x \) for \( x \in \partial B^d \) (in the sense of trace) and
\[
\nabla w_j(x) = \sum_k I_{B(\xi_k, r_k)}(x) \nabla v\left( \frac{x - \xi_k}{r_k} \right).
\]
Then,
\[
\int_{B^d} h(\nabla w_j(x)) \, dx = \sum_k \int_{B(\xi_k, r_k)} h\left( \nabla v\left( \frac{x - \xi_k}{r_k} \right) \right) \, dx = \sum_k r_k \int_{B^d} h(\nabla v(y)) \, dy
\]
\[
= \int_{B^d} h(\nabla v(y)) \, dy.
\]
Also, \( w_j \) converges weakly to the linear function \( x \mapsto A_0 x \) in \( W^{1,p}(B^d; \mathbb{R}^d) \). Thus, since \( \det \nabla u(x) = \det A_0 > 0 \), the assumed lower semicontinuity implies
\[
h(A_0) \leq \liminf_{j \to \infty} \int_{B^d} h(\nabla w_j(x)) \, dx = \int_{B^d} h(\nabla v(y)) \, dy,
\]
and \( h \) is \( W^{1,p} \)-orientation-preserving quasiconvex. \qed

Next, we prove:

**Proposition 7.3.** Suppose that \( h \) satisfies the growth conditions (7.2) for some \( p \in (1,d) \). Then \( h \) is not \( W^{1,p} \)-orientation-preserving quasiconvex.

**Proof.** For \( \varepsilon > 0 \), define \( A^\varepsilon = \varepsilon I \), where \( I \) denotes the \( d \times d \) identity matrix. By Propositions (4.5) and (5.1) with \( r = 1 \), there exists \( v^\varepsilon \in W^{1,p}(B^d) \) such that \( \nabla v^\varepsilon = 1 \) almost everywhere and \( v^\varepsilon - A^\varepsilon x \in W^{1,p}_0(B^d) \). Moreover, by Proposition (4.5),
\[
\| \nabla v^\varepsilon - A^\varepsilon \|_p \leq C \int_{B^d} |\det A^\varepsilon - 1|^{p/d} \, dx,
\]
whence it follows (observing \( \det A^\varepsilon = \varepsilon^d \)) that \( \| \nabla v^\varepsilon \|_p < C \) for a constant independent of \( \varepsilon \) (at least when \( \varepsilon \) is small). By (7.2), on one hand
\[
\lim_{\varepsilon \searrow 0} h(A^\varepsilon) = +\infty,
\]
but on the other hand
\[
\int_{B^d} h(\nabla v^\varepsilon(x)) \, dx \leq M \int_{B^d} (1 + |\nabla v^\varepsilon(x)| + \kappa(1)) \\
\leq M(1 + \kappa(1) + |\nabla v^\varepsilon|_p^p) \leq C.
\]
Since \( \varepsilon > 0 \) was arbitrary, it follows that \( h \) cannot be \( W^{1,p} \)-orientation-preserving quasiconvex. \qed

The combination of Propositions (7.3) and (7.2) finally yields:

**Theorem 7.4.** For \( 1 < p < d \) and a bounded open Lipschitz domain \( \Omega \subset \mathbb{R}^d \), let \( \kappa \) be a singular growth modulus with (7.1) and assume that \( f : \Omega \times \mathbb{R}^{d \times d} \to [0,\infty) \) is a Carathéodory integrand satisfying the elastic coercivity/growth estimates (7.2). Also, let the functional \( \mathcal{F} \) be defined as in (7.3). Then, \( \mathcal{F} \) is not \( W^{1,p} \)-weakly lower semicontinuous along sequences \( u_j \to u \) in \( W^{1,p}(\Omega;\mathbb{R}^d) \) satisfying the additional assumption \( \det \nabla u > 0 \) a.e.

**Remark 7.5.**

a) Since every \( W^{1,p} \)-quasiconvex function, cf. [BMS84], is clearly \( W^{1,p} \)-orientation-preserving quasiconvex, it follows from the theorem that there exist no \( W^{1,p} \)-quasiconvex functions with the growth conditions (7.2).

b) It is apparent from the proof of Proposition (7.3) that the theorem still holds if the upper bound in (7.2) is weakened to \( f(x,A) \leq M(1 + |A|^p) \) for all matrices such that \( \det A = r \) for some \( r > 0 \).
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