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ABSTRACT

This paper proposes a method for determining the stabilizing parameter regions for general delay control systems based on randomized sampling. A delay control system is converted into a unified state-space form. The numerical stability condition is developed and checked for sample points in the parameter space. These points are separated into stable and unstable regions by the decision function obtained from some learning method. The proposed method is very general and applied to a much wider range of systems than the existing methods in the literature. The proposed method is illustrated with examples.

Keywords: Stabilizing Parameter Regions; Delay Control Systems; Randomized Sampling; LMI Stability Criterion; Support Vector Machines

1. Introduction

Finding stabilizing regions for control systems in parameter space becomes important in recent years. Stabilizing parameter regions will be instructive for controller tuning with greatest robustness or controller optimization with regard to other specific indexes. Most papers in the literature discuss about the stabilizing parameter regions for proportional-integral-derivative (PID) controllers. Wang et al. [1] designed a quasi-Linear Matrix Inequality method to compute the stabilizing parameter regions of multi-loop PID controllers, but it only dealt with systems with no time delays. Lee et al. [2-4] established some stability conditions by simple P or PI controllers for a class of unstable processes with time delays, but the application of their methods is confined to single-input single-output (SISO) systems whose transfer functions only have one zero. Nie et al. [5] gave a frequency method to calculate the loop gain margins of multivariable feedback system. Liu et al. [6] introduced a fast calculation approach for PI controller stable region based on D-partition method. Wang et al. [7] presented an effective graphical method to obtain exact P controller gain ranges for two input two output (TITO) systems with input time delay. However, this approach could not handle systems with state-delays. Some other methods can be found in [8-13]. All the methods seek the solutions for the stabilizing parameter regions for limited classes of plants or controllers.

In this paper, we design a general algorithm for determining stabilizing parameter regions for delay control systems based on randomized sampling. Each unknown parameter is assumed to follow the uniform distribution in a given range and a certain number of independent and identically distributed (i.i.d.) random sample points are generated in the parameter space based on randomized algorithms [14]. Next, given a delay control system, we convert it into a unified state-space form. Efficient LMI stability criterion is developed for a control system with multiple delays in both input and state. Then each point in the parameter space is checked by the developed stability criterion. After that, these points are separated into stable and unstable regions by the decision function obtained from some learning method. The effectiveness of the proposed method is illustrated by simulation examples.

The rest of this paper is organized as follows. Section 2 presents the idea of proposed method. Section 3 develops the stability criterion. Determining stabilizing parameter regions is discussed in Section 4. Section 5 gives...
simulation examples and Section 6 concludes the paper.

2. The Proposed Method

We consider a unity feedback control system as shown in Figure 1. The plant may have some unknown parameters that may affect the system stability and the parameters of the controller are also needed to be designed. Hence, knowing stabilizing parameter regions is instructive for robustness analysis and design. Some methods [2-4] can give analytical solutions for stabilizing parameter regions, but these methods usually have many constraints and could only be applied to limited plants or controllers. Some numerical methods [11,12] also have some restrictions on system structures and their algorithms might be difficult to be implemented. The objective of this paper is to provide stabilizing parameter regions with a new approach which is totally different from the existing methods in this specific area. We illustrate the idea of our method with a simple example.

We consider the model in [10] as follows,

$$G(s) = \frac{s^3 + 4s^2 - s + 1}{s^3 + 2s^2 + 32s^2 + 14s - 4s + 50},$$

with a PI controller

$$C(s) = K_p + \frac{K_i}{s},$$

where $K_p$ and $K_i$ are unknown parameters. With the method in [10], the stabilizing parameter region is shown in Figure 2(a).

The randomized algorithms have been applied to design robust controllers [14]. In their context, a fixed single controller is obtained for an uncertain plant. The uncertainty lies in some plant parameters. These parameters are sampled randomly to get a set of plants which represent and replace the original uncertain plant. One single controller (fixed controller parameters) is found to meet a performance measure such as $H_\infty$ for these sampled points. In our context, we want to find the entire regions of controller parameters which stabilize a plant. Furthermore, the plant may also have some uncertain parameters such as delay. In the later case, we want to find the regions of combined parameter vector $p$ from the controller and the plant which stabilize the control system. We employ the idea of randomized sampling. Suppose that each unknown parameter follows the uniform distribution in a given range, that is $K_p \in [-10,15]$, $K_i \in [10,40]$ and they distribute uniformly in their respective range. Then a certain number of i.i.d. random points are sampled in the parameter space. Repeated samples are omitted. According to the randomized algorithms [14], the number of points, $N$, should satisfy

$$N \geq \frac{1}{2e^2 \ln \frac{2 \varepsilon}{\delta}},$$

where we set a priori $\varepsilon \in (0,1)$ as the accuracy parameter and $\delta \in (0,1)$ as the confidence level. Both $\varepsilon$ and $\delta$ are usually taken small values, say less than 0.1. We choose $\varepsilon = 0.02$ and $\delta = 0.05$ for our example. It could be calculated from (1) that $N \geq 4611$ and then we choose $N = 5000$. Throughout this paper, $N = 5000$ is used for all simulation cases.

Next, we check whether each of these points could stabilize the system by some stability criterion. The characteristic equation of the closed-loop system is

$$s^6 + 2s^5 + (K_p + 3)s^4 + (4K_p + K_i + 14)s^3 + (4K_i - K_p - 4)s^2 + (K_p - K_i + 50)s + K_i = 0.$$
We can simply calculate the closed-loop poles for stability testing. If a point of $\mathbf{K}$ could stabilize the system, it is labeled as “stable”. Otherwise, if a point could not stabilize the system, it is labeled as “unstable”. However, calculating the closed-loop poles is not possible for systems with time delays. In this case, we present a Linear Matrix Inequality (LMI) stability criterion which will be discussed in next section.

Lastly, the points in the parameter space are divided into stable and unstable regions by the decision function obtained from some learning method, such as the Neural Networks and the Support Vector Machines (SVM) [15]. We choose SVM as the classification tool and employ the LibSVM [16] kit with its arguments “-t” = 2 (Radial Basis Function (RBF) as kernel) and “-c” = 1,000,000 (penalty parameter) to solve the problem. The resulting stabilizing parameter region is shown in Figure 2(b). It is seen from Figures 2(a) and (b) that the stable region from the proposed method is almost same as that in [10]. Hence, our method is effective and straightforward.

3. Stability Criterion

As stated in previous section, it is impossible to calculate the closed-loop poles for systems with time delays. Therefore, in this section, we present an effective algorithm for stability testing which can be applied to a much wider range of systems. Given a delay system with PI or PID controller, we first convert it into a unified state-space form, which is a generalization of the method in [17] where a delay-free system is considered. Next, we present a conversion of delay systems with general dynamic controllers. Lastly, we present an LMI stability criterion for the unified state-space form.

3.1. PI Control for Input-Delay Plant

Consider a plant:

$$
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t-d), \\
y(t) &= Cx(t),
\end{align*}
$$

with a PI controller:

$$
\dot{y}(t) = \int_0^t y(\tau) d\tau.
$$

Let

$$
z(t) = \begin{bmatrix} z_1(t) \\ z_2(t) \end{bmatrix} = \begin{bmatrix} x(t) \\ \int_0^t y(\tau) d\tau \end{bmatrix},
$$

so that

$$
z(t-d) = \begin{bmatrix} z_1(t-d) \\ z_2(t-d) \end{bmatrix} = \begin{bmatrix} x(t-d) \\ \int_0^t y(\tau) d\tau \end{bmatrix}.
$$
with a PID controller:

\[ u(t) = F_1 y(t) + F_2 \int_0^t y(\tau) d\tau + F_3 \frac{dy(t)}{dt}. \]

Let \( z_1(t) = x(t) \) and \( z_2(t) = \int_0^t y(\tau) d\tau \). We have

\[ \dot{z}_1(t) = \dot{x}(t) = Az_1(t) + A\dot{z}_1(t-d) + Bu(t), \]

and

\[ \dot{z}_2(t) = y(t) = Cz_2(t). \]

Denoting \( z(t) = [z_1^T(t), z_2^T(t)]^T \), we have

\[ \dot{z}(t) = \mathcal{A}z(t) + \mathcal{A}\dot{z}(t-d) + \mathbf{B}u(t), \]

where

\[ \mathcal{A} = \begin{bmatrix} A & 0 \\ C & 0 \end{bmatrix}, \quad \mathcal{A}_d = \begin{bmatrix} A_d & 0 \\ 0 & 0 \end{bmatrix}, \quad \mathbf{B} = \begin{bmatrix} B \end{bmatrix}. \]

Combining (7) and the definition of \( z \) yields

\[ y(t) = Cz_2(t) = \begin{bmatrix} C \\ 0 \end{bmatrix} \begin{bmatrix} z_1(t) \\ z_2(t) \end{bmatrix}, \]

and

\[ \int_0^t y(\tau) d\tau = z_2(t) = \begin{bmatrix} 0 \\ I \end{bmatrix} \begin{bmatrix} z_1(t) \\ z_2(t) \end{bmatrix}, \]

and

\[ \frac{dy(t)}{dt} = Cx(t) = C_1 x(t) + C_2 x(t-d) + CBu(t) = \left[ C_1, 0 \right] z(t) + \left[ C_2, C_d \right] z(t-d) + CBu(t). \]

Denoting \( C_1 = \begin{bmatrix} C \\ 0 \end{bmatrix}, \quad C_2 = \begin{bmatrix} 0 \\ I \end{bmatrix}, \quad C_d = \begin{bmatrix} C_d \\ 0 \end{bmatrix}, \)

\( \mathcal{C}(t) = \mathcal{C}_z(t) + C_d z(t-d) \), and \( \mathcal{C}_d = \begin{bmatrix} 0 \\ C_d \end{bmatrix} \), and \( \mathcal{C}_d = \begin{bmatrix} C_1^t \\ C_2^t \\ C_d^t \end{bmatrix} \), and \( \mathcal{C}_d = \begin{bmatrix} 0 \\ C_d \end{bmatrix} \), and \( \mathcal{F}_1 = (I - F_CB)^{-1} F_1 \),

\[ \mathcal{F}_2 = (I - F_CB)^{-1} F_2, \quad \mathcal{F}_3 = (I - F_CB)^{-1} F_3. \]

Then (7) is equivalent to

\[ \begin{bmatrix} \dot{z}(t) \\ \mathcal{Y}(t) \end{bmatrix} = \begin{bmatrix} \mathcal{A}z(t) + \mathcal{A}\dot{z}(t-d) + \mathbf{B}u(t) \\ \mathcal{C}_z(t) + \mathcal{C}_d z(t-d) \end{bmatrix}, \]

with

\[ \mathcal{U}(t) = \mathcal{F} \mathcal{Y}(t), \]

i.e.,

\[ \dot{z}(t) = \mathcal{A}z(t) + \mathcal{A}\dot{z}(t-d) + \mathbf{B} \mathcal{C}_z(t) + \mathbf{B} \mathcal{C}_d z(t-d) = (\mathcal{A} + \mathbf{B} \mathcal{C}) z(t) + (\mathcal{A} + \mathbf{B} \mathcal{C}_d) z(t-d), \]

which is also in the form of (6) with \( \mathcal{A} = (\mathcal{A} + \mathbf{B} \mathcal{C}) \) and \( \mathcal{A}_d = (\mathcal{A} + \mathbf{B} \mathcal{C}_d). \)

**Remark 1.** The systems (2) and (7) only contain one time delay. However, it would not be difficult to make conversion for systems with multiple time delays, which is omitted here for brevity.

The previous two cases only tackle delay systems with PI or PID controller whose parameters appear in a linear form. In practical control systems, the controllers may be of higher orders and the parameters of controllers may also appear in a nonlinear form, such as the lead-lag compensators [18]. Thus, we consider the conversion for delay systems with general dynamic controller as follows.

### 3.3. General Dynamic Controller for a Plant with Multiple Delays in Input and State

Consider a plant (9)

\[ \begin{aligned}
    \dot{x}(t) &= A x(t) + A_1 x(t-d_1(t)) + A_2 x(t-d_2(t)) + \cdots + A_m x(t-d_m(t)) \\
    &\quad + A_s x(t-d_s(t)) \\
    y(t) &= C x(t) \end{aligned} \]

under the following dynamic controller:

\[ C(s) = \frac{b_1 s^n + b_2 s^{n-1} + \cdots + b_s s + b_m}{s^n + a_1 s^{n-1} + \cdots + a_m s + a_n}, \]

whose minimal state-space realization can be expressed by

\[ \begin{bmatrix} \dot{v}(t) \\ u(t) \end{bmatrix} = A v(t) + B_1 y(t), \quad \begin{bmatrix} u(t) \end{bmatrix} = C v(t), \]

Let \( z_1(t) = x(t) \) and \( z_2(t) = y(t) \). Denoting \( z(t) = [z_1^T(t), z_2^T(t)]^T \), we have

\[ z(t) = \begin{bmatrix} z_1(t) \\ z_2(t) \end{bmatrix} = \begin{bmatrix} x(t) \\ y(t) \end{bmatrix}, \]

and

\[ z(t-d_i) = \begin{bmatrix} z_1(t-d_i) \\ z_2(t-d_i) \end{bmatrix} = \begin{bmatrix} x(t-d_i) \\ y(t-d_i) \end{bmatrix}. \]

Combining the above expressions gives (10)
\[ \dot{z}_i(t) = A z_i(t) + A_1 z_i(t-d_i) + \cdots + A_h z_i(t-d_h) + B D C z_i(t) + B C z_i(t) + B D C z_i(t-d_{h+1}) + B C z_i(t-d_{h+1}) + B D C z_i(t-d_{h+1}) + B C z_i(t-d_{h+1}). \] (10)

and

\[ \dot{z}_i(t) = B C z_i(t) + A z_i(t), \]
i.e.,

\[ \dot{z}(t) = \tilde{A} z(t) + \sum_{i=1}^{h} \tilde{A}_i z(t-d_i), \] (11)

where

\[ \tilde{A} = \begin{bmatrix} A + B D C & B C \\ B C & A_i \end{bmatrix}, \]

and \( k = h + l. \)

**Remark 2.** The system (6) is a special case of (11).

### 3.4. The LMI Stability Criterion for a System with Multiple Delays in Input and State

**Theorem 1.** The system (11) is asymptotically stable if there exist symmetric positive definite matrices \( P, Q_i, \ldots, Q_k, \) and \( W_1, \ldots, W_k, \) such that

\[ \begin{bmatrix} \Omega & \Psi \\ * & \Lambda \end{bmatrix} < 0, \] (12)

where (13) holds,

\[ \Omega = \begin{bmatrix} \tilde{A}^T P + PA + \sum_{i=1}^{h} Q_i - \sum_{i=1}^{h} W_i & PA_1 + W_1 & PA_2 + W_2 & \cdots & PA_h + W_h \\ * & -Q_1 - W_1 & 0 & \cdots & 0 \\ * & * & -Q_2 - W_2 & \cdots & \vdots \\ * & * & * & \cdots & 0 \\ * & * & * & * & -Q_k - W_k \end{bmatrix}, \]

\[ \Psi = \begin{bmatrix} d_1\tilde{A}_1^T W_1 & \cdots & d_h\tilde{A}_h^T W_1 \\ d_1\tilde{A}_1^T W_2 & \cdots & d_h\tilde{A}_h^T W_2 \\ \vdots & \ddots & \vdots \\ d_1\tilde{A}_1^T W_k & \cdots & d_h\tilde{A}_h^T W_k \end{bmatrix}, \]

and \( \Lambda = \begin{bmatrix} -W_1 & 0 & \cdots & 0 \\ * & -W_2 & \vdots & \vdots \\ * & * & \ddots & 0 \\ * & * & \ddots & -W_k \end{bmatrix}. \)

Here and in the sequel, a block induced by symmetry is denoted by an ellipsis *.

**Proof.** Define the Lyapunov functional as

\[ V(z(t)) = z^T(t) P z(t) + \sum_{i=1}^{h} \int_{t-d_i}^{t} z^T(s) Q_i z(s) ds - \sum_{i=1}^{h} \int_{-d_i}^{0} z^T(s) W_i z(s) ds \alpha. \]

The derivative of \( V(z(t)) \)

\[ \dot{V}(z(t)) = z^T(t) P \dot{z}(t) + \dot{z}^T(t) P z(t) + \sum_{i=1}^{h} \int_{t-d_i}^{t} z^T(s) Q_i z(s) ds - \sum_{i=1}^{h} \int_{t-d_i}^{0} z^T(s) W_i z(s) ds \alpha. \]

It follows from Jensen’s inequality [19] that

\[ -d_i \int_{t-d_i}^{t} z^T(s) W_i z(s) ds \leq -[z(t) - z(t-d_i)]^T W_i [z(t) - z(t-d_i)]. \]

Then we have (14).
\[
\dot{V}(z(t)) \leq z^T(t)P[\tilde{A}z(t) + \sum_{i=1}^k \tilde{A}_i z(t - d_i)] + [\tilde{A}z(t) + \sum_{i=1}^k \tilde{A}_i z(t - d_i)]^TPz(t)
\]
\[
+ \sum_{i=1}^k (z^T(t)Qz(t)) - \sum_{i=1}^k (z^T(t - d_i)Qz(t - d_i))
\]
\[
+ \sum_{i=1}^k \left[ d_i^T[\tilde{A}z(t) + \sum_{i=1}^k \tilde{A}_i z(t - d_i)]^T W_i [\tilde{A}z(t) + \sum_{i=1}^k \tilde{A}_i z(t - d_i)] \right]
\]
\[
- \sum_{i=1}^k \left[ (z(t) - z(t - d_i))^T W_i (z(t) - z(t - d_i)) \right].
\]

Let
\[
w(t) = \left[ z^T(t) \quad z^T(t - d_1) \quad \cdots \quad z^T(t - d_k) \right]^T,
\]
and
\[
\Gamma = \left[ \tilde{A} \quad \tilde{A}_1 \quad \cdots \quad \tilde{A}_k \right].
\]
One sees
\[
\dot{V}(z(t)) \leq w^T(t) \left[ \Omega + \sum_{i=1}^k (d_i^2 \Gamma^T W_i \Gamma) \right] w(t).
\]
By Schur complement, (12) guarantees
\[
\left[ \Omega + \sum_{i=1}^k (d_i^2 \Gamma^T W_i \Gamma) \right] < 0.
\]
Therefore, the system (11) is asymptotically stable.

### 4. Stabilizing Parameter Regions

Each point in the parameter space corresponds to a sample of the parameter vector \( p_i \), which is denoted by \( p_i \), \( i = 1, \ldots, N \). We check whether each of these points could stabilize the system by the developed LMI stability criterion. If a point \( p_i \) could stabilize the system, it is labeled as “stable”. Otherwise, if \( p_i \) could not stabilize the system, it is labeled as “unstable”.

The points in the parameter space can be separated into stable and unstable regions by the decision function obtained from some learning method. Support Vector Machines (SVM), which was first introduced by Vapnik [20], has shown many attractive features in the fields of small sample, non-linear and high dimensional pattern recognition [21]. It can be promoted to classification and regression problems. It employs the Structural Risk Minimization principle [21]. The goal of SVM is to find a decision function that minimizes the structural risk, which could be converted into a quadratic programming problem. In addition, the solution of an SVM problem is a globally optimal solution [22].

In this paper, SVM is employed to solve a binary classification problem. Given the data set
\[
\mathcal{S} = \{S_1, S_2, \ldots, S_N\} \quad \text{with} \quad S_i = (p_i, y_i), i = 1, 2, \ldots, N,
\]
where \( p_i \) is a point in the parameter space and \( y_i = 1 \) (stable) or \(-1\) (unstable) is the label of the point, SVM is to solve the following problem:
\[
\max_{\alpha} \sum_{i=1}^N \alpha_i - \frac{1}{2} \sum_{i=1}^N \sum_{j=1}^N \alpha_i \alpha_j y_i y_j \phi(p_i)^T \phi(p_j),
\]
subject to \( \sum_{i=1}^N \alpha_i y_i = 0, 0 \leq \alpha_i \leq C, \)
\[
\text{where} \quad \alpha \quad \text{is the Lagrange multiplier,} \quad C > 0 \quad \text{is the penalty parameter which can be set by users and} \quad \phi(\cdot) \quad \text{is a mapping from} \quad p_i \quad \text{to a higher dimensional space.}
\]

There have already been many SVM tool kits that can be used to solve the classification problems. LIBSVM [16] is a simple and effective one developed by Chih-Jen Lin’s research group. Throughout this paper, the LibSVM kit is employed to do simulation with proper arguments.

### 5. Simulation Examples

In this section, four examples are presented to illustrate the effectiveness of the proposed method.

**Example 1.** The analytical method in [2] cannot deal with a process containing multiple zeros, while our method does not have this constraint. Consider the plant:
\[
G(s) = \frac{(0.4s + 1)(0.2s + 1)}{(s - 1)(0.5s + 1)(0.1s + 1)}e^{-\delta s},
\]
with a \( P \) controller \( C(s) = kI_2 \). This control system is converted to the form in (11) with
\[
\tilde{A} = \begin{bmatrix} -11 & -8 & 20 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix},
\]
\[
\tilde{A}_t = \begin{bmatrix} -1.6k & -12k & -20k \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}.
\]

Let \( p = [d, k] \). Performing our method with the LibSVM arguments “-t” = 2 and “-e” = 100, the stabilizing parameter region is obtained and shown in Figure 3.
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Figure 3. Stabilizing parameter region for Example 1.

Example 2. The graphical method in [7] cannot deal with a process containing state-delays. However, our method does not have this restriction. Consider the plant:

$$\begin{bmatrix} x(t) \\ y(t) \end{bmatrix} = \begin{bmatrix} -12.5 & -25 \\ 1 & 0 \end{bmatrix} x(t) + \begin{bmatrix} 0 & 10 \\ 1.5 & 0 \end{bmatrix} x(t-d) + \begin{bmatrix} 1 \\ 0 \end{bmatrix} u(t), \quad (15)$$

with a P controller $u = -ky$. This control system is converted to the form in (11) with

$$\tilde{A} = \begin{bmatrix} -12.5 & -25 \& a \\ 0 & 0 \end{bmatrix}, \quad \tilde{A}_i = \begin{bmatrix} 0 \\ 1.5 \end{bmatrix}$$

Let $p = [d, k]$. Performing our method with “-t” = 2 and “-c” = 1000, the stabilizing parameter region is obtained and shown in Figure 4.

Example 3. Consider the plant (15) with $d = 0.5$ under the controller

$$C(s) = \frac{a}{s + b}. \quad (16)$$

Note that $b$ appears in a nonlinear fashion, which is different from parameters of PID controllers. We can rewrite (16) as

$$\begin{cases} \dot{v}(t) = -bv(t) + y(t), \\ u(t) = av(t). \end{cases}$$

This control system is converted to the form in (11) with

$$\tilde{A} = \begin{bmatrix} -12.5 & -25 \\ 1 & 0 \end{bmatrix}, \quad \tilde{A}_i = \begin{bmatrix} 0 \\ 1.5 \end{bmatrix}$$

Let $p = [d, a]$. Performing our method with “-t” = 2 and “-c” = 1000, the stabilizing parameter region is obtained and shown in Figure 5.

Example 4. The proposed method also works well with a high-dimensional parameter space. Consider the plant:

$$\begin{bmatrix} x(t) \\ y(t) \end{bmatrix} = \begin{bmatrix} -12.5 & -25 \& a \\ 1 & 0 \end{bmatrix} x(t) + \begin{bmatrix} 0 & 10 \\ 1.5 & 0 \end{bmatrix} x(t-d) + \begin{bmatrix} 1 \\ 0 \end{bmatrix} u(t-d), \quad (15)$$

with a controller:

$$\begin{cases} \dot{v}(t) = -bv(t) + y(t), \\ u(t) = v(t). \end{cases}$$

This control system is converted to the form in (11) with

$$\tilde{A} = \begin{bmatrix} -12.5 & -25 \\ 1 & 0 \end{bmatrix}, \quad \tilde{A}_i = \begin{bmatrix} 0 \\ 1.5 \end{bmatrix}$$

and $\tilde{A}_2 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}$.

Let $p = [d_1, d_2, b]$. Performing our method with “-t” = 2 and “-c” = 1000, the stabilizing parameter region is obtained and shown in Figure 6.
6. Conclusions

This paper proposes a new and general method for determining the stabilizing parameter regions for delay control systems. We first take a certain number of random sample points in the parameter space. Next, we represent a delay control system in a unified state-space form. Then the numerical stability condition is developed and checked for sample points in the parameter space. These points are divided into two classes according to whether they can stabilize the system. The stabilizing parameter regions could be well defined by the decision function obtained from some learning method. The effectiveness of the proposed method is well illustrated with examples. The proposed method does not have essential constraints and has a wide range of applications. Note that our method could be applied to a higher-dimensional parameter space, though the stabilizing parameter regions are difficult to be shown by graphics.

It should be pointed out that the presented LMI stability criterion is only sufficient since it is based on Lyapunov theory. A sufficient and necessary stability criterion and the additional potential values of the proposed method are to be investigated in future works.
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