Matching post-Newtonian and numerical relativity waveforms: systematic errors and a new phenomenological model for non-precessing black hole binaries
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We present a new phenomenological gravitational waveform model for the inspiral and coalescence of non-precessing black hole binaries. Our approach is based on a frequency domain matching of post-Newtonian inspiral waveforms with numerical relativity based binary black hole coalescence waveforms. We quantify the various possible sources of systematic errors that arise in matching post-Newtonian and numerical relativity waveforms, and we use a matching criteria based on minimizing these errors; we find that the dominant source of errors are those in the post-Newtonian waveforms near the merger. An analytical formula for the dominant mode of the gravitational radiation of non-precessing black hole binaries is presented that captures the phenomenology of the hybrid waveforms. Its implementation in the current searches for gravitational waves should allow cross-checks of other inspiral-merger-ringdown waveform families and improve the reach of gravitational wave searches.
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I. INTRODUCTION

As a generalization of the classic Kepler problem in Newtonian gravity, the binary black hole (BBH) system in general relativity is of great interest from a fundamental physics viewpoint. Equally importantly, this system has received a great deal of attention for its relevance in astrophysics and, in particular, as one of the most promising sources of detectable gravitational radiation for the present and future generations of gravitational wave detectors, such as LIGO [1], Virgo [2], GEO600 [3], LISA [4] or the Einstein Telescope [5]. The Kepler problem can be solved exactly in Newtonian gravity and it leads to the well-known elliptical orbits when the system is gravitationally bound. In contrast, in general relativity, closed orbits do not exist and the BBH system emits gravitational waves (GWs) which carry away energy, thereby causing the black holes to inspiral inwards, and to eventually coalesce. The emitted GWs are expected to carry important information about this process, and it is one of the goals of gravitational wave astronomy to detect these signals and decode them.

No analytic solutions of Einstein’s equations of general relativity are known for the full inspiral and merger of two black holes. Post-Newtonian (PN) methods can be used to calculate an accurate approximation to the early inspiral phase, using an expansion in powers of \(v/c\) (where \(v\) is the orbital velocity and \(c\) is the speed of light). As for the coalescence phase, starting with \([6,8]\), the late inspiral and merger has been calculated by large-scale numerical solutions of the full Einstein field equations. Since the initial breakthroughs in 2005, there has been dramatic progress in numerical relativity (NR) simulations for GW astronomy, including many more orbits before merger, greater accuracy and a growing sampling of the black hole-binary parameter space. A summary of the published “long” waveforms is given in the review \([9]\), and a complete catalog of waveforms is being compiled at \([10]\); more recent work is summarized in \([11]\). NR results are now accurate enough for GW astronomy applications over the next few years \([12]\), and have started playing a role in GW searches \([13,14]\).

Given PN and NR results, it is promising to try and combine them to produce “complete” inspiral-merger-ringdown waveforms. PN techniques in their standard formulation become less accurate as the binary shrinks, and the approximation breaks down completely somewhere prior to the merger. NR waveforms, on the other hand, become more and more computationally expensive the larger the number of cycles that one wishes to simulate; the longest published data spans 16 orbits for the equal-mass non-spinning case \([15]\). We therefore would hope to combine PN and NR results in the region between the point where NR simulations start and where PN breaks down. To do this it is critical to verify that the PN and NR results are in good agreement in this region and that there is a consistent PN-NR matching procedure. Much work has been done in comparing PN and NR results over the last 5-15 orbits before merger for a variety of physical configurations, such as the equal-mass non-spinning case \([16,22]\), the equal-mass non-precessing-spin case \([23]\), and the unequal-mass spinning case \([26]\).
consistency of PN amplitudes during the merger and ringdown has also been studied \cite{24, 25}. These studies suggest that a sufficiently accurate combination of PN and NR results should be possible. One topic that has not received much attention, however, is the systematic errors that are introduced by different choices of matching procedure.

One of the aims of this paper is to further understand and quantify the various systematic errors that arise in the matching procedure. There are thus far two kinds of approaches to the PN-NR matching problem, both of which have yielded successful results. The first is the Effective-One-Body (EOB) approach \cite{27, 30}. Originally motivated by similar techniques in quantum field theory, the idea is to map the two body problem into an effective one-body system with an appropriate potential and with the same energy levels as the two-body system. It was shown \cite{27} that the appropriate one-body problem (for non-spinning black holes) is that of a single particle moving in a deformed Schwarzschild spacetime. It turns out that most parameters of this one-body system can be found by using the appropriate PN calculations, and the remaining parameters are calculated by calibrating to NR simulations. This approach has been successful so far for non-spinning systems where only a few parameters need to be calibrated by NR \cite{31, 35}. The spinning case is more complicated, and work is underway to extend the parameter space described by the model \cite{33}.

A complementary approach is to perform a phenomenological matching of the GW waveforms in a window (which could be either in the time or frequency domain) where both PN and NR are expected to be good approximations to the true waveform. The first step is to construct a hybrid PN-NR waveform by matching the two waveforms within the matching window. The waveform is completely PN before this window, completely NR afterward, and it interpolates between the two in the matching window. Once the hybrid waveform is constructed and we are confident about the matching procedure, the second step is to fit the hybrid waveform to a parametrized model containing a number of phenomenological coefficients and finally to map them to the physical parameters of the system. The resulting model would thus be parametrized by the masses and spins of the two black holes (and eccentricity if appropriate). Most of the work in this approach has thus far been based on matching PN and NR waveforms in the time domain, but then producing a phenomenological model in the frequency domain, which is often more convenient for data-analysis applications \cite{31, 30}. See also \cite{34} for a complementary construction. In this paper we take a slightly different approach: both the construction of the PN-NR hybrid waveform and the matching to a phenomenological model are carried out in the frequency domain. The reasons for this are twofold. First, we find it easier to work in the frequency domain since the quantities used to estimate the errors of our matching procedure and the goodness of the fit, such as waveform overlaps, are conveniently formulated in Fourier space. Second, and more importantly, in light of the potential errors in the hybrid construction, comparing results between two independent methods is a valuable way of ensuring that the matching procedure is robust. The frequency domain construction presented here is complementary to the time domain method of \cite{33}.

The phenomenological waveform family presented in \cite{40} used a simple piecewise ansatz for the phase of the hybrid PN-NR waveform, and another for the amplitude. The resulting analytic model was found to agree with the hybrid waveforms with overlaps above 98% for most black hole binary systems that would be observable by the current LIGO detectors. In this paper we investigate whether the fidelity of the phenomenological waveforms can be improved by using ansätze that make smooth transitions between their inspiral, merger and ringdown forms. This procedure also allows us to further test the robustness of the phenomenological model’s construction to variations in its analytic form.

The main results of this paper are the following. We construct hybrid waveforms for binary black hole systems with aligned spins in the frequency domain. We do this by combining 3.5PN waveforms in the stationary phase approximation with a number of NR results. We show that this construction is internally consistent and it yields hybrids which are, for the most part, sufficiently accurate for the initial and advanced LIGO detectors. Notably, the difference between the different PN approximants is a more significant source of error than the numerical errors in the NR waveforms. Using these hybrid waveforms, we construct a phenomenological frequency-domain waveform model depending on three parameters (as in \cite{40}) and covering the space of aligned spins and moderate mass ratios. We show that the model fits the original hybrid waveforms with overlaps better than 98% for Advanced LIGO, and for the most part, better than 99% for essentially all black hole systems observable with Advanced LIGO, i.e. for systems with total mass ranging up to \(400\, M_\odot\). These results are comparable to those obtained in \cite{40}, suggesting that the phenomenological construction is indeed robust.

Sections \cite{11} and \cite{13} describe the post-Newtonian waveform model and the numerical waveforms that we employ. Section \cite{14} describes the fitting procedure and the various systematic errors that appear in this procedure. It quantifies the reliability of the waveforms for specific GW detector and signal-to-noise ratios (SNRs). Section \cite{15} fits these hybrid waveforms to an analytic model. It shows that the model provides a good representation of the hybrid waveforms and can be used in GW searches in the appropriate parameter space. Finally, section \cite{16} concludes with a summary and suggestions for future work.
II. NUMERICAL SIMULATIONS OF NON-PRECESSING BLACK HOLE BINARIES

In this section we summarize the numerical waveforms used in this paper. Since the first successful numerical simulations of equal-mass, non-spinning binary black hole mergers were published [6–8], the NR community has continued exploring the parameter space of the BBH system. Each black hole is described by a mass and a spin vector, and the binary’s trajectory is described by adiabatically evolving Keplerian orbits, so 17 parameters are needed to describe the binary system (see e.g. [42]). Besides the two masses and spin vectors, we need a fiducial time $t_0$ and orbital phase $\phi_0$ at $t_0$, the distance to the source and its sky-location, two parameters for the unit vector normal to the orbital plane, and finally, if non-circular orbits are considered, we additionally need the eccentricity and the direction of the semi-major axis. Sufficiently close to or during the merger, this description in terms of Keplerian orbits will break down, and higher order black hole multipoles might play a role as well.

Due to the complexity of this parameter space, most match-filtered searches for coalescing binaries have so far employed non-spinning templates, neglecting the effect of the spin by assuming a small, tolerable loss in SNR [43–54]. Dedicated searches for spinning binaries have attempted to model an enlarged parameter space by using a template family designed to capture the spin-induced modulations of the gravitational waveform [55]. However, it would be desirable to devise searches for spinning systems based on strictly physical parameters. Indeed, [52] showed that from the point of view of detection efficiency at a given false-alarm rate, a search based on non-physical spinning templates is not superior to a non-spinning search unless specific signal-based vetoes and other tools are devised. The performance of spinning searches would increase with the use of templates determined by physical rather than phenomenological parameters. That was the motivation for the waveform family presented in [40], where as a first step in modeling the full spinning-binary parameter space, only binaries with non-precessing spins were considered. Additionally, it is known from PN treatments of the inspiral and from numerical simulations of the merger [53–54], that the dominant spin effect on the waveform is from the total spin of the system. Indeed, in [10] it was found that the effect of the black hole spins can be accurately modeled with only one spin parameter, roughly corresponding to the total spin of the two black holes. We adopt the same approach here.

There are a number of NR simulations of non-precessing systems for a variety of spin values and mass ratios. Results with the BAM code are reported in [23] for the orbital hang-up case and in [55] for anti-aligned spins. The CCATIE simulations are presented in [10, 45, 50, 56]; a long spectral simulation with anti-aligned spins can be found in [55].

The NR waveforms employed in the construction of the hybrid model used in this paper are summarized in Table I. They have been produced with four independent NR codes, BAM, CCATIE, Llama and SpEC. The first 3 codes use the moving-puncture approach [7, 59] to solve the Einstein equations in a decomposed 3+1 spacetime while the last implements the generalized harmonic formulation [20, 60]. BAM and CCATIE use computational domains based on Cartesian coordinates, while the SpEC code uses a sophisticated series of spherical and cylindrical domains; in the wave zone, the outer computational domains have the same angular resolution, thus the computational cost only increases linearly with the radius of the outermost shell. A summary of the properties of the three codes is given in [12]. The Llama code [46, 61] is based on finite differencing but the set-up of the numerical grid in the outer wave zone is, as in SpEC, also based on spherical coordinates with constant angular separation. The large wave-zone enables accurate waveform extraction at large distances, accurate extraction of higher angular modes of the radiation, and it allows the outer boundary to be far enough away so that it is causally disconnected from the sphere where the radiation is extracted.

The BAM data-set #1 covers the parameter space of non-spinning systems for several mass ratios during at least the last 5 orbits before merger (length $\sim 1100 - 1450 M$, where $M$ is the total ADM mass of the system) [18, 53, 55]. Data-set #2 consists of moderately long simulations covering at least the last 8 orbits before merger (length $\sim 1500 - 2200 M$) for equal-mass systems with equal spins, and are described in depth in [23, 55]. Data-set #3 consists of unequal-mass, unequal-spins simulations [10]. Data-set #4 is a simulation with unequal mass and unequal spins employed in the verification of our fitting mode [10]. For the sets #1–4, initial momenta for quasi-circular orbits were computed for non-spinning cases according to the procedures described in [14], leading to low-eccentricity ($e < 0.006$) inspiral evolutions. A number of different methods were used for the spinning cases [23, 55, 62], depending on which method gave the lowest eccentricity for a given configuration. The GW radiation is calculated from the Weyl tensor component $\Psi_4$ (see e.g. [26]) and extracted at a sphere with radius $R \approx 90 M$. In all cases the uncertainty in the phase is less than 0.1 rad during inspiral (up to $M \omega = 0.1$), and less than 0.5 rad during merger and ringdown. The uncertainty in the amplitude is less than 0.5% during inspiral, and less than 5% during merger and ringdown.

The CCATIE data-sets #5, #6 and #7ab correspond to the $s$, $w$, $r$ and $t$-sequences studied in [54]. They span the last $\sim 4 - 5$ orbits before merger (length $\sim 500 - 1000 M$) and are in fact not sufficiently long for use in the hybrid construction. They are still useful to independently verify the reliability of our phenomenological fit. Data-set #5 corresponds to the hang-up con-
TABLE I. NR codes and configurations used for the construction and verification of our hybrid waveforms and phenomenological model. The mass ratio $q$ is defined as $m_1/m_2$, assuming $m_1 \gg m_2$; $\chi_{1,2}$ are the dimensionless spins defined in Eq. (2.1); a positive value of $\chi_{1,2}$ means that the spin is aligned with the orbital angular momentum $L$, and negative values are anti-aligned.

| Data Set | Code   | Mass ratios | Spins            | Extraction of GW signal |
|----------|--------|-------------|-------------------|-------------------------|
| #1       | BAM [13] [44] | $q \in \{1, 1.5, 2, 2.5, 3, 3.5, 4\}$ | $(\chi_1, \chi_2) = (0, 0)$ | at $r = 90M$ |
| #2       |        | $q = 1$     | $(\chi_1, \chi_2) = (a, a), a \in \pm\{0.25, 0.5, 0.75, 0.85\}$ |                |
| #3       |        | $q \in \{2, 3, 4\}$ | $(\chi_1, \chi_2) = (a, a), a \in \pm\{0.5, 0.75\}$ |                |
| #4       |        | $q = 3$     | $(\chi_1, \chi_2) = (-0.75, 0.75)$ |                |
| #5       | CCATIE [45] | $q = 1$     | $(\chi_1, \chi_2) = (a, a), a \in \{0, 0.2, 0.4, 0.6\}$ | at $r = 160M$ |
| #6       |        | $q = 1$     | $(\chi_1, \chi_2) = (a, -a), a \in \{0, 0.2, 0.4, 0.6\}$ |                |
| #7ab     |        | $q = 1$     | $(\chi_1, \chi_2) = (\pm 0.6, a), a \in \{0, 0.3, 0, -0.6\}$ |                |
| #8       | Llama [46] | $q \in \{1, 2\}$ | $(\chi_1, \chi_2) = (0, 0)$ | Null Infinity |
| #9       | SpEC [17] | $q = 1$     | $(\chi_1, \chi_2) = (0, 0)$ | at $r \rightarrow \infty$ |

a Only the GW radiation corresponding to the Llama $q = 1$ simulation has been extracted at future null-infinity using the Cauchy-characteristic method; the $q = 2$ waveform has been extracted at finite radius and extrapolated to $r \rightarrow \infty$.

b Using the extrapolation method described in [13] with extrapolation order $n = 3$.

The gravitational waveforms calculated using NR codes are typically reported in terms of the Weyl tensor component $\Psi_4$, which is a complex function that encodes the two polarizations of the outgoing transverse radiation. $\Psi_4$ is related to the two polarizations of the gravitational wave perturbation $h_{+,-}$ (in the transverse-traceless gauge) via two time derivatives

$$\Psi_4 = \frac{d^2}{dt^2} \left[h_+(t) - ih_-(t)\right].$$

(2.1)

Going from $\Psi_4$ to $h_{+,-}$ thus involves two time integrations and requires us to fix two integration constants appropriately, corresponding to the freedom to add a linear function to the strain.

The frequency domain offers a straightforward way of calculating the strain

$$h = h_+ - ih_-$$

(2.2)

from $\Psi_4$, since integration is replaced by division:

$$\tilde{h}^{NR}(f) = \frac{\tilde{\Psi}_4^{NR}(f)}{4\pi^2 f^2} = A^{NR}(f) e^{i\Phi^{NR}(f)},$$

(2.3)
FIG. 1. These figures demonstrate the strain waveform obtained by the frequency domain division method of calculating $h$ from $\Psi_4$. We consider the NR simulation from data-set #8 of Table I with $q = 1$, and we start with the dominant mode of $\Psi_4$ from this simulation. The upper panel shows $\tilde{h}(f)\big|_t$ (where $r$ is the extraction radius) obtained by the frequency domain division, and the lower panel shows $h_+(t)$. The window function employed by our inverse Fourier transform algorithm is responsible for the partial loss of the first cycle of the waveform. Nevertheless, a clean $|h(t)|$ during the rest of the inspiral is observed.

where $\tilde{x}(f)$ denotes the Fourier transform of $x(t)$ as defined in Eq. (1.2). In the limit of large signal durations, the integration constants only affect the zero-frequency component of the signal in the frequency domain. For finite duration signals, the effect of the integration constants will spill over into higher frequencies like $1/f$. Since for our purposes, the numerical simulation provides useful information only starting at a finite frequency, we conveniently apply a high-pass filter to the data, thus reducing the effect of the integration constants without using a fitting procedure. When performing the division in the frequency domain, tanh-window functions are employed to pass-filter the data before computing the Fourier transform. Fig. 1 illustrates the efficacy of our approach for the \textit{Llama} equal-mass waveform. Though we do not discuss it further here, in general we find that the time- and frequency-domain integration techniques, both with some fine-tuning, yield comparable results.

III. ANALYTICAL WAVEFORMS FOR SPINNING BINARIES USING THE POST-NEWTONIAN APPROACH

Coalescing compact binaries such as BBHs can be accurately modeled by the PN approximation to general relativity at least during the major part of the long inspiral phase, under the assumptions of a weak gravitational field [71]. In order to obtain an analytical description of the early inspiral in the Fourier domain we construct the TaylorF2 phase [72, 73] and the 3PN amplitude [76, 77] for compact binaries with comparable masses and spins (anti-)aligned with the orbital angular momentum.

The PN expansion of the binding energy $\mathcal{E}$ of such systems in the adiabatic approximation can be taken from the literature, see for instance [71, 78–80] and references therein. For the results shown here we include leading order and next-to-leading order spin-orbit effects [42, 81, 82] as well as spin-spin effects that appear at relative 2PN order [81, 83, 84]; note that the square terms in the individual spins are valid only for black holes as discussed in [80, 83, 84]. The notation used in this section adopts unit total mass $M = 1$ and $G = c = 1$. Each black hole is characterized by its mass $m_i$ and the magnitude of its spin

$$S_i = |\chi_i| m_i^2, \quad i = 1, 2. \quad (3.1)$$

The spin vectors are (anti-)aligned with the orbital angular momentum $L$, or equivalently $L \cdot \mathbf{S}_i$ defines the sign of $\chi_i$. With the aim of matching to available NR data, we use the PN spin definition that yields constant spin magnitudes [82, 85]. The quantity

$$\eta = \frac{m_1 m_2}{M^2} \quad (3.2)$$

is the symmetric mass ratio. The PN expansion is written in the dimensionless variable $x$, related to the orbital angular frequency $\omega$ of the binary via $x = \omega^{2/3}$. To summarize the structure of this derivation, we start by giving the energy for the considered scenario as

$$\mathcal{E} = -\frac{\eta}{2} \sum_{k=0}^{6} e_k x^{k/2}, \quad (3.3)$$

where the coefficients $e_k$ are listed in Eq. (A1).

The other ingredient needed to describe an inspiraling BBH as a sequence of quasi-circular orbits is the flux $\mathcal{F}$, which we take at 3.5PN order including the same spin effects as for the energy. We additionally take into account the 2.5PN correction of the flux due to the energy flow into the BHs, calculated in [80]. The final result is

$$\mathcal{F} = \frac{32}{5} \eta^2 x^5 \sum_{k=0}^{7} f_k x^{k/2}, \quad (3.4)$$

where the coefficients $f_k$ are given in Eq. (A2).

The energy loss of the system due to gravitational radiation is expressed as $d\mathcal{E}(t)/dt = -\mathcal{F}(t)$, which translates to an evolution equation for the orbital frequency, or equivalently

$$\frac{dx}{dt} = -\frac{\mathcal{F}(x)}{d\mathcal{E}(x)/dx}, \quad (3.5)$$
Starting from \( (3.5) \), different waveform models can be constructed, for overviews see [20, 87]. For the purpose of the results shown here, we shall give the relevant expressions in the frequency domain later and explicitly construct only the TaylorT4 approximant, which is obtained by expanding the right-hand side of Eq. (3.5) to 3.5PN order

\[
\frac{dx}{dt} = \frac{64}{5} \eta x^5 \sum_{k=0}^{7} a_k x^{k/2}, \tag{3.6}
\]

with \( a_k \) given in [A3]

Note that the formal re-expansion of the denominator and the multiplication with the numerator in Eq. (3.5) also yields contributions to higher orders than those in Eq. (3.6). However, since 4PN and higher terms in flux and energy are not fully determined, the expressions one can compute for \( a_k \) with \( k > 7 \) are incomplete. The same applies to contributions of the spins at relative PN orders higher than 2.5PN. When we later use the TaylorT4 expression (3.6) in this paper, we only expand it to 3.5PN order but keep all the spin terms that appear, i.e., incomplete contributions in \( a_k \) and \( \alpha_k \) are not neglected. Only if higher order spin corrections at 3 and 3.5PN order become available in energy and flux, the corresponding spin terms in the TaylorT4 (and TaylorF2) description can be completed.

In order to construct an analytical formula of the wave signal in the Fourier domain, the stationary phase approximation is commonly used to obtain the TaylorF2 signal in the Fourier domain, the stationary phase approximation (3.6) in this paper, we only expand it to 3.5PN order and the transformation to the frequency domain is carried out in the framework of the stationary phase approximation

\[
h^{\ell m}(t) = A^{\ell m}(t) e^{-im\phi(t)}, \tag{3.8}
\]

and the transformation to the frequency domain is carried out in the framework of the stationary phase approximation

\[
\tilde{h}^{\ell m}(f) = \int_{-\infty}^{\infty} h^{\ell m}(t) e^{2\pi if t} dt \tag{3.9}
\]

\[
\approx A^{\ell m}(t_f) \sqrt{\frac{2\pi}{m\phi(t_f)}} e^{i\psi^{\ell m}(f)}, \tag{3.10}
\]

where \( t_f \) is defined as the moment of time when the instantaneous frequency coincides with the Fourier variable, i.e., \( m\omega(t_f) = 2\pi f \). The phase in the frequency domain is given by

\[
\psi^{\ell m}(f) = 2\pi f t_f - m\phi(t_f) - \frac{\pi}{4}. \tag{3.11}
\]

Given \( t(x) \) and \( \phi(x) \) one can immediately change to the Fourier variable by

\[
x(t_f) = [\omega(t_f)]^{2/3} = \left(\frac{2\pi f}{m}\right)^{2/3}. \tag{3.12}
\]

Starting from the energy (3.3) and flux (3.4) consequently leads to

\[
\psi^{22}(f) = 2\pi f t_0 - \phi_0 - \frac{\pi}{4} + \frac{3}{128\eta} (\pi f)^{-5/3} \sum_{k=0}^{7} \alpha_k (\pi f)^{k/3}, \tag{3.13}
\]

with the corresponding coefficients \( \alpha_k \) of [A4]. From (3.11) one realizes that, in fact, Eq. (3.13) is valid for all spherical harmonics with \( m = 2 \). The quantities \( t_0 \) and \( \phi_0 \) are arbitrary and arise as integration constants when calculating \( t(x) \) and \( \phi(x) \). When implementing this Fourier domain phase we also take into account the spin terms that appear after re-expanding at 3PN and 3.5PN order, although they are not complete.

The time-domain amplitude of the gravitational wave was recently calculated at 3PN order by Blanchet et al. [70]. We use the expression given by them for the \( \ell = 2, m = 2 \) mode in combination with the spin corrections provided in [25, 77]. In our notation, the time-domain amplitude reads

\[
A^{22}(x) = \frac{8\pi x}{D_L} \sqrt{\frac{\pi}{5}} \sum_{k=0}^{6} A_k x^{k/2}, \tag{3.14}
\]

where \( D_L \) is the luminosity distance between source and observer and the coefficients \( A_k \) are given in [A5].

From (3.10) we see that, in order to construct the Fourier domain amplitude, an explicit expression for \( \psi = \phi + \frac{dt}{dx} = \dot{\omega} \) is needed. In [77] this is done by re-expanding \( \sqrt{1/\dot{\omega}} \) using the same ingredients as those underlying the TaylorT0 approximants. We may, however, look at \( \omega = (3/2)\sqrt{\pi f} \hat{x} \) and choose one “preferred” prescription for \( \hat{x} \) without re-expanding the quotient. Aiming at matching PN results to NR waveforms, we compare different possibilities of replacing \( \hat{x} \) (namely by its TaylorT1 and TaylorT4 description) and the re-expansion of the form

\[
\sqrt{\frac{\pi}{\omega}} \approx \sqrt{\frac{5\pi}{96\eta}} x^{-11/4} \sum_{k=0}^{7} S_k x^{k/2} \tag{3.15}
\]

(see [77]) with data of numerical simulations in full general relativity. The result in the equal-mass case can be seen in Fig. 2. Note that the transfer to the Fourier domain is completed by using (3.14) in (3.10) in combination with (3.12).
This can be used for the numerical relativity $h_{\text{NR}}(t)$ and the post-Newtonian waveform $h_{\text{PN}}(t)$, with the interval $[t_1, t_2]$ being chosen so that both waveforms are reasonably good approximations (in a sense to be quantified later). Thus, the PN waveform is taken up to $t_2$, and the NR waveform is taken to start at $t_1$, and they overlap within the interval $[t_1, t_2]$.

Let us consider the frequency domain equivalent. Our convention for the Fourier transform of a signal $x(t)$ is

$$\tilde{x}(f) = \int_{-\infty}^{\infty} x(t) e^{2\pi if t} dt . \quad (4.2)$$

One needs to be careful in converting the time interval $[t_1, t_2]$ to a frequency interval $[f_1, f_2]$. In principle, the Fourier transform is “global” in time; signals that have compact support in time cannot have compact support in frequency, and vice versa. However, for the binary black hole waveforms (prior to the ring-down stage) that we are considering, the frequency always increases in time, so that we can sensibly associate a frequency interval $[f_1, f_2]$ with a given time interval $[t_1, t_2]$. For these waveforms, we can consider the above distance definition in the frequency domain:

$$\delta_{f_1, f_2}(h, h') = \int_{f_1}^{f_2} \left| \tilde{h}(f) - \tilde{h}'(f) \right|^2 df . \quad (4.3)$$

We shall use such a norm (applied to the phase) for constructing the hybrid waveform.

When evaluating the goodness of a hybrid waveform for a particular detector, we need to consider detector-specific inner products, which are convenient to describe in the frequency domain. Let $S_n(f)$ be the single-sided power spectral density of the noise in a GW detector defined as

$$E[\tilde{n}(f)\tilde{n}^*(f')] = \frac{1}{2} S_n(f) \delta(f - f') . \quad (4.4)$$

Here $n(t)$ is the detector noise time series with $\tilde{n}(f)$ its Fourier transform, $^*$ denotes complex conjugation and $E$ refers to the expectation value over an ensemble of independent realizations of the noise, which is assumed to be a zero-mean, stationary, stochastic process. This equation implies that data at different frequencies are independent, and is one of the reasons why working in the frequency domain is so useful in data analysis. The time domain description of the noise is more complicated; $n(t)$ and $n(t + \tau)$ are in general not independent; $E[n(t)n(t + \tau)]$ is generally non-zero. For stationary noise this is a function $C(\tau)$ only of $\tau$, and is related to $S_n(f)$ via a Fourier transform (see e.g. [89]).

Given $S_n(f)$, we use the following definition of an inner product between two signals $x(t)$ and $y(t)$

$$(x|y) \equiv 4\text{Re} \int_0^{\infty} \frac{\tilde{x}(f)\tilde{y}^*(f)}{S_n(f)} df . \quad (4.5)$$

where $\tilde{x}(f), \tilde{y}(f)$ are the Fourier transforms of $x(t), y(t)$ respectively. This inner product is appropriate for Gaussian noise and forms the basis for matched filtering (see e.g. [90]). It can be used to define a suitable notion of distance between two signals $h(t)$ and $h'(t)$ as $(\delta h | \delta h)^{1/2}$, where $\delta h(t) = h'(t) - h(t)$.

The distinguishability between $h(t)$ and $h'(t)$ in the presence of noise can be understood with the following construction. Following [91], we define a 1-parameter
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**FIG. 2.** Different variants of constructing the PN Fourier amplitude in the stationary phase approximation for the equal-mass case. The labels explain how $(\pi/2)^{1/2}$ is treated in (3.10). The thick curve shows data obtained by a numerical simulation in full general relativity which begins at $Mf \approx 0.008$. The straight gray line illustrates the restricted PN amplitude, $|h|^2 D_{\text{L}} = \pi \sqrt{2\eta/3}(\pi f)^{-7/6}$.

All variants of the 3PN Fourier amplitude agree reasonably well with the numerical relativity data roughly up to the frequency of the last stable circular orbit in the Schwarzschild limit, $Mf = \pi^{-1} 6^{-3/2} \approx 0.022$. Due to a comparable behavior even beyond this point we choose to construct the Fourier amplitude of our post-Newtonian model by using the TaylorT4 $\tilde{x}$ [3.6]. The same choice was employed e.g. in [88].

### IV. MATCHING POST-NEWTONIAN AND NUMERICAL RELATIVITY WAVEFORMS

#### A. Basic notions

The basic criteria for evaluating the goodness of fit for the hybrid waveform require a notion of distance between two GW signals $h(t)$ and $h'(t)$. The simplest notion is the distance in the least-squares sense over an interval $t_1 \leq t \leq t_2$ [37,39]

$$\delta_{t_1, t_2}(h, h') = \int_{t_1}^{t_2} |h(t) - h'(t)|^2 dt . \quad (4.1)$$

This can be used for the numerical relativity $h_{\text{NR}}(t)$ and the post-Newtonian waveform $h_{\text{PN}}(t)$, with the interval $[t_1, t_2]$ being chosen so that both waveforms are reasonably good approximations (in a sense to be quantified later). Thus, the PN waveform is taken up to $t_2$ and the NR waveform is taken to start at $t_1$, and they overlap within the interval $[t_1, t_2]$.
family of waveforms which interpolates linearly between $h(t)$ and $h'(t)$ as

$$h''(t; \lambda) = h(t) + \lambda \delta h(t).$$  \hspace{1cm} (4.6)

We obviously have $h''(t; 0) = h(t)$, and $h''(t; 1) = h'(t)$. The question of distinguishability between $h(t)$ and $h'(t)$ now becomes one of estimating the value of $\lambda$ (for the extended signal model $h''(t; \lambda)$) in the presence of noise. If we use an unbiased estimator for $\lambda$, the variance $\sigma_\lambda^2$ of the estimator is bounded from below by the Cramer-Rao bound (see e.g. \[92\])

$$\sigma_\lambda^2 \geq (\delta h|\delta h)^{-1}. \hspace{1cm} (4.7)$$

This can be a useful bound for large SNRs, which is in fact what we are interested in here; it is easier to distinguish between two loud waveforms and demands on the waveform model are correspondingly more stringent. Thus, a useful condition for being able to distinguish between the two waveforms is $\sigma_\lambda < 1$. If $h(t)$ is the true waveform and $h'(t)$ our approximation to it, then we say that $h'(t)$ is a sufficiently accurate approximation if $(\delta h|\delta h) \leq 1$. Assuming that $(h|h) \approx (h'|h')$, it is clear that $(\delta h|\delta h) \propto \rho^2$ where $\rho = (h|h)^{1/2}$ is the optimal SNR. Hence, as we just remarked, the two signals are easier to distinguish when the detector is more sensitive, or when the signal amplitude is larger. It will be convenient to normalize the norm of $\delta h$ and write this distinguishability criterion as

$$\frac{1}{\rho^2} (\delta h|\delta h) \geq \frac{1}{\rho^2}. \hspace{1cm} (4.8)$$

Thus, for a given detector, we choose a reasonable guess $\rho_0$ for the largest expected SNR and compute the normalized distance between the two waveforms $(\delta h|\delta h)/\rho^2$. If this exceeds $1/\rho_0^2$, then we consider that the detector is able to distinguish between the two waveforms.

If we are interested in the less stringent requirement of detection rather than in strict distinguishability, then a sufficient condition is \[91\]

$$\frac{1}{\rho^2} (\delta h|\delta h) < 2\epsilon, \hspace{1cm} (4.9)$$

where $\epsilon$ is the maximum tolerated fractional loss in SNR. More explicitly: if $h(t)$ is the exact waveform and $h'(t)$ an approximation thereof, then the approximation is potentially useful for detection purposes if \[19\] is satisfied for an appropriate choice of $\epsilon$. If we are willing to accept, e.g. a 10% loss in detection rate, then a suitable choice is $\epsilon \approx 0.10/3 \approx 0.03$ (corresponding to sources uniformly distributed in space). This value of $\epsilon$ does not take into account the additional loss in SNR due to discrete template banks used in realistic searches. In practice one might need to choose $\epsilon$ an order of magnitude smaller than this so that the total fractional loss in SNR remains acceptable. Since a more precise value is pipeline dependent, we shall ignore this caveat and use $\epsilon = 0.03$ as a convenient reference; the reader can easily scale the results of this paper appropriately for different choices.

A useful way to describe the efficacy of approximate waveform models is through the concepts of effectualness and faithfulness introduced in \[93\]. Let $h_\lambda(t)$ be the exact waveform with parameters $\lambda$ and the approximate waveform model be $h^{\text{app}}(t)$. The ambiguity function is defined as the normalized inner product maximized over extrinsic parameters

$$A(\lambda, \lambda') = \max_{t_0, \phi_0} \frac{(h_\lambda h^{\text{app}}_{\lambda'})}{\sqrt{(h_\lambda|h_\lambda)(h^{\text{app}}_{\lambda'}|h^{\text{app}}_{\lambda'})}}, \hspace{1cm} (4.10)$$

where $t_0$ is the time offset between the two waveforms, and $\phi_0$ is the initial phase. Performing a further maximization over the parameters $\lambda'$ of the model waveforms, we define $A(\lambda) = \max_{\lambda'} A(\lambda, \lambda')$. If $A(\lambda)$ exceeds a chosen threshold, e.g. 0.97, then the waveform model $h^{\text{app}}$ is said to be effectual. Effectual models are sufficient for detection. In order to be able to estimate parameters we also need the model to be faithful. This means that the value of $\lambda'$ which maximizes $A(\lambda, \lambda')$ should not be biased too far away from $\lambda$.

B. Issues in matching PN with NR

It is useful at this stage to discuss some of the issues that arise in combining PN and NR results. The discussion here will be short and incomplete, and the topic merits an in-depth investigation that is beyond the scope of the present work. Our immediate aim is simply to spell out some of the reasons why black hole parameters in the PN and NR frameworks may not necessarily refer to the same physical quantities. One should therefore not be surprised that when combining PN and NR waveforms, it might become necessary to vary the intrinsic black hole parameters as well. This is not to say that either PN or NR use incorrect definitions for black hole parameters, both frameworks are in fact consistent within their domains of applicability. The point rather is that the two formalisms are quite different when viewed as approximation schemes to general relativity, and these differences might need to be taken into account depending on the accuracy requirements for the matching.

Since PN and NR are both used to address the BBH problem, one could imagine starting with the two black holes very far apart, evolve them using appropriate PN equations of motion and compute the resulting waveforms. As one gets close to the merger, terminate the PN evolution and use this end-point to construct initial data for the full NR simulation which then evolves the black holes through the merger and ringdown. However, the formalisms and methods employed in the two cases are radically different and there are potential difficulties in carrying out this procedure.

The PN formalism is based on a perturbative expansion in powers of the small parameter $\epsilon = v/c$, where
\(v\) is the orbital velocity and \(c\) is the speed of light. In the usual formulations, PN theory uses a point-particle description of the black holes, and their parameters can be viewed as effective parameters which couple in the appropriate manner with the external background gravitational field (see e.g. [23] [25]). The goal of PN theory is to find a 1-parameter sequence of solutions to the field equations \(g_{\mu\nu}\) to any specified order in \(c\). It has recently been shown rigorously [96] that, in the cosmological setting with gravitating perfect fluids, the 1-parameter family of solutions exists and admits an expansion in \(c^\epsilon\) to any order. While similar results in the asymptotically-flat case are not yet available, it is certainly reassuring to know that PN works well in this non-trivial setting (in fact it can be persuasively argued that the cosmological setting is more relevant to GW observations than strict asymptotic flatness). The errors in PN waveforms are then due to the systematic differences between the true waveform and the asymptotic series expansion in \(c^\epsilon\) truncated at a finite order, and this error depends on which particular PN expansion one chooses to use.

In contrast, numerical relativity is based on the 3+1 formulation of general relativity as an initial value problem, and one solves the resulting partial differential equations numerically. The GW signal is typically measured at a large, but finite, coordinate distance from the source, and encoded in \(\Psi_4\), the frame-dependent outgoing transverse component of the Weyl tensor component. The data from multiple coordinate radii are extrapolated to asymptotic distances, or evaluated at null infinity in the case that characteristic extraction is used [65] [69]. For a given physical configuration (choice of masses, spins, separation etc.), one specifies the initial data consisting of the spatial metric and extrinsic curvature of the initial spatial slice. The physical initial data parameters should be chosen to be as compatible as possible with the spacetime computed in the PN formalism, and significant progress has been made in this regard [77] [95]. The black holes here are not point particles but rather black hole horizons. The parameters of the black hole are often computed as integrals over the apparent horizon, and in most cases the parameters used in constructing the initial data are also useful approximations to the true ones. There are however possible systematic errors. For example, if we are using the quasi-local horizon definitions, an important requirement is that the horizon should locally be approximately axisymmetric. The methods for finding the approximate symmetry vectors have become increasingly accurate and reliable [99] [103]. However, it should be kept in mind that the assumption of approximate axisymmetry is expected to become increasingly worse closer to the merger. Furthermore, the very use of apparent horizons is gauge dependent; using a different time coordinate will lead to a different set of apparent horizons and possibly also different values of the parameters. In the inspiral phase when the horizons are sufficiently isolated this gauge issue is not expected to be a problem, but as we get closer to the merger (this has not yet been quantified), the variation in the parameters due to gauge choices could become significant [104].

Let us elaborate a little more on the spin. Most post-Newtonian treatments are based on the equations of motion derived in [105] [106]. The starting point is the spin tensor \(S^\mu\nu\) constructed from moments of the stress energy tensor \(T^\mu\nu\). Since \(S^\mu\nu\) has potentially 6 non-zero independent components, the system for the 4 equations of motion \(\nabla_\mu T^{\mu\nu} = 0\) is over-determined. One thus imposes the so-called spin supplementary conditions such as \(S^{\mu\nu}p_\nu = 0\) or \(S^{\mu\nu}u_\nu = 0\) with \(p_\mu\) being the 4-momentum and \(u_\nu\) the 4-velocity. These different conditions lead to physically different equations of motion and trajectories [107]. On the other hand, for black holes in NR, a common method for evaluating spin employs the formalism of quasi-local horizons [108]. The final result for the magnitude of the horizon angular momentum is an integral over the apparent horizon \(S\):

\[
J = -\frac{1}{8\pi} \oint_S K_{\mu\nu} \phi^\mu dS^\nu,
\]

(4.11) where \(K_{\mu\nu}\) is the extrinsic curvature of the Cauchy slice, \(\phi^\mu\) is a suitable approximate axial symmetry vector on \(S\) [99] [103], and \(dS^\nu\) is the area element on the apparent horizon. The direction of the spin is harder to find, but some approximate methods are available [100] [109]. There is yet no detailed study of possible analogs of the spin supplementary conditions in this formalism, or on the equations of motion for horizons with a given set of multipole moments. For a horizon with area \(A\) and spin magnitude \(J\), the mass is given by the Christodoulou formula

\[
m = \sqrt{\frac{A}{16\pi} + 4\pi J^2}.
\]

(4.12) Hence, uncertainties in spin can also lead to uncertainties in the mass.

As long as we are dealing with just the numerical or PN waveforms by themselves, these small effects in the definitions of mass and spin are not important for most applications. In fact, we can treat them as just convenient parameterizations of the waveform without worrying about their detailed physical interpretation. However, when we wish to compare the results from frameworks as different as PN and NR this may no longer work. Depending on the details of the matching procedure, systematic differences between the various definitions might need to be taken into account, or at the very least they should be quantified. If a particular case requires matching a very long PN portion (depending on the total mass and the lower-frequency cutoff of a particular detector), then even a small change in the PN parameters at the matching frequency can translate into a large phase difference at lower frequencies. One valid approach is to not assume a priori that the PN and NR parameters are equal to each other but rather, for a given numerical waveform, we search over PN waveforms in a particular PN approximant and find the best fit values; we now turn our attention to this procedure in the next subsection.
C. An illustration for non-spinning systems

Let us now move to a concrete case of constructing hybrid waveforms, considering the non-spinning Llama waveforms, i.e. data set #7 in Table I. Recall that this data set consists of two waveforms with non-spinning black holes with mass ratios 1:1 (used in left and central panels of Fig. 9) and 1:2 (Figs. 3, 4, 5 and right panel of 6). Since these waveforms are calculated using the Llama code with extraction at future null-infinity with the Cauchy-characteristic method for the equal mass case, or well into the wave-zone for the 1:2 case, we are confident that systematic effects of waveform extraction are small. Even for these waveforms, based on the discussion above, in principle we should not rule out a small mismatch in the values of the spin (and perhaps also eccentricity) between the NR and PN waveforms. For simplicity, let us consider only the possibility that the symmetric mass ratio \( \eta \) could be different, and restrict ourselves to non-spinning black holes and zero eccentricity. We would like to match the Llama waveforms with the frequency domain PN waveforms discussed in Sec. III with the values of the spins set to zero. The total mass \( M \) sets the scale for the time (and frequency); in addition we have the extrinsic parameters for the time offset and initial phase \( t_0 \) and \( \varphi_0 \). Furthermore, we only consider the \( \ell = m = 2 \) mode, so that the PN waveform is of the form \( h_{\text{PN}}(Mf; \varphi_0, t_0, \eta_{\text{PN}}) \) in the frequency domain.

1. Fitting errors

For a given NR waveform \( h_{\text{NR}}(t) \) we consider a time window \((t_0, t_0 + \Delta t)\) or, alternatively, in the frequency domain the matching region consists of a lower starting frequency \( f_L \) and a width \( \Delta f \). We match the two waveforms in a least-squares sense by minimizing the phase difference in Fourier space

\[
\delta = \min_{t_0, \varphi_0, \eta_{\text{PN}}} \int_{f_L}^{f_L+\Delta f} |\delta \phi(f; \eta_{\text{NR}}, \eta_{\text{PN}}, t_0, \varphi_0)|^2 Mdf ,
\]

\[
\delta \phi(f) \equiv \phi_{\text{NR}}(f; \eta_{\text{NR}}) - \phi_{\text{PN}}(f; t_0, \varphi_0, \eta_{\text{PN}}).
\]

We optimize \( \delta \) over all allowed time and phase shifts, i.e. \((t_0, \varphi_0)\), and the PN intrinsic parameters \( \eta_{\text{PN}} \). Given the previous discussion on the possible differences between the intrinsic parameters \( \lambda \) between the PN and NR frameworks, here we have distinguished between the intrinsic parameter \( \eta \) appearing in \( h_{\text{PN}} \) and \( h_{\text{NR}} \). Note that we are not only neglecting spins and eccentricity but also assume \( M_{\text{PN}} = M_{\text{NR}} = M \). Future analyses should successively drop these simplifications.

Let us now consider the choice of the optimal matching window \((f_L, f_L + \Delta f)\), and the best fit values of \((\varphi_0, t_0, \eta_{\text{PN}})\). For each window, the least squares procedure gives a best fit value \( \eta_{\text{PN}} = \eta(f_L, \Delta f) \) and 1-\( \sigma \) error estimates \( \Delta \eta, \Delta \varphi_0, \Delta t_0 \). Our principle for choosing \((f_L, \Delta f)\) is to pick the one for which the quality of fit between the NR and PN waveforms is the best, i.e. to minimize the fitting errors.

We first fix \( \eta_{\text{PN}} = \eta_{\text{NR}} \), choosing the 1:2 waveform, and consider fitting for \((\varphi_0, t_0)\). The result for \( \Delta \varphi_0 \) is shown in Fig. 3 as a contour plot in the \((f_L, \Delta f)\) plane. There are clearly multiple best-fit islands but we already see that the optimal window choice turns out to be a long frequency width starting at low frequencies, or a relatively short window starting closer to the merger. Regarding the increasing error PN most likely introduces towards higher frequencies, we prefer using an early and long matching window. Though we do not show it here, the result is similar for the time offset \( t_0 \).

It is more interesting instead to generalize this and allow all three parameters \( (\varphi_0, t_0, \eta_{\text{PN}}) \) to vary. The main result is displayed in Fig. 4, which shows contour plots of the fitting errors \( \Delta \eta, \Delta \varphi_0, \Delta t_0 \) in the \((f_L, \Delta f)\) plane. There are now clear and consistent minima for all errors and thus a clear best choice for \( f_L \) and \( \Delta f \). At this optimal choice, we see that we can fit \( \eta, \varphi_0 \) and \( t_0 \) to better than \( 10^{-3} \), 0.06 and 0.15M, respectively. Apart from the error \( \Delta \eta \), the actual best fit value \( \eta \) is also of great interest. Fig. 5 shows the value of \( \eta \) as a function of the start frequency of the matching window \( f_L \) and \( \Delta f \). The x-axis on this plot is the start point of the fitting window \( f_L \), and the color bar indicates \( \Delta f \). The most trustworthy values correspond to the optimal choice of \((f_L, \Delta f)\) obtained in Fig. 4. We indicate the union of all three minimal-error islands as a rectangle in Fig. 5.

To summarize, from Figs. 4 and 5 we deduce that, if we were to ignore \( \eta_{\text{NR}} \) (the value that the numerical simulation nominally assumes) and simply try to find the best fit with the PN waveforms described in Sec. III then we can clearly estimate the best matching region \((f_L, f_L + \Delta f)\) and a best fit value \( \eta_{\text{PN}} = \eta \pm \Delta \eta \). This procedure illustrates a trade-off between trying to match

![FIG. 3. A contour plot for the fitting error \( \Delta \varphi_0 \) in the \((f_L, \Delta f)\) plane. Here \( \eta \) is kept fixed to the NR value and we optimize over \( \varphi_0 \) and \( t_0 \).](image-url)
FIG. 4. Dependence of the fitting errors in $\eta$, $\phi_0$ and $t_0$ on the frequency window $(f_L, \Delta f)$. Note that there is a clear choice of $(f_L, \Delta f) \approx (0.0093, 0.014)$ that optimizes the fit between the NR waveform and the PN waveforms with different $\eta$. For a binary of total mass $10 M_\odot$, for which the last stable orbit happens at 440 Hz, this corresponds to frequencies $(f_L, \Delta f)_{10 M_\odot} \approx (189, 284) \text{ Hz}$. This indicates that the optimal window for matching should start at the lowest reliable frequency available from the NR waveform and extend roughly up to the last stable orbit, which usually quantifies the point when the PN approximation starts to break down. Moreover, the plot on the left shows that the accuracy in $\eta$ decreases slowly with different choices of $(f_L, \Delta f)$, assuring that small changes in these values do not lead to large errors in the hybrid construction. At the best fit point, the accuracy in $\eta$ by this fitting procedure is better than $10^{-3}$.

FIG. 5. Best fit value of $\eta$ as a function of the start frequency $f_L$ of the matching window for the waveform which corresponds nominally to a mass ratio 1:2, i.e. $\eta_{\text{NR}} = 2/9 = 0.222 \ldots$; this is shown by a horizontal dashed line. The vertical dashed line at $Mf_L = 0.009$ is the start frequency of the NR waveform. A rectangle highlights the region of minimal fitting errors from Fig. 4. We see that the best determined values of $\eta$ are clearly less than $\eta_{\text{PN}}$.

at early frequencies, where our PN model is more reliable and having a sufficiently long fitting window, in which a considerable frequency evolution leads to an accurate estimate of the fitting parameters. The difference between $\eta_{\text{NR}}$ and $\eta_{\text{PN}}$ for this case is seen to be $\sim 10\%$. This by itself does not say that the uncertainty in $\eta$ is $10\%$ because as we shall soon see, the uncertainties in the hybrid waveform are dominated by the uncertainties in the PN model. In other words, the NR waveform is closer to the true physical waveform within the matching window, and we should not actually use the best fit value of $\eta_{\text{PN}}$ to construct the hybrid.

2. Accuracy of the hybrid waveform

Later we shall show a phenomenological fit for the hybrid waveform and we shall claim that the fit reproduces the hybrid waveform sufficiently accurately, but here we first ask whether the hybrid waveform is itself sufficiently accurate subject to various errors. The basic criteria for evaluating this is the notion of a distance between two signals whose difference is $\delta h$, as given in Eq. (4.8). For two signals $h$ and $h'$, we shall consider the normalized distance squared $(\delta h/|\delta h|)^2$, where $\rho$ is calculated from our best model (3PN amplitude, 3.5PN TaylorF2 phase combined with highest resolution NR waveform). Now the total mass $M$ becomes important. Previously, when we looked at the least square fits in Eq. (4.13), the total mass appeared just as a scale factor. However, in the inner product Eq. (4.5), the power spectral density $S_n(f)$ sets a frequency scale, and the value for $(\delta h/|\delta h|)$ becomes mass-dependent. We shall consider two design noise curves, Initial and Advanced LIGO and Advanced LIGO [110] [111]. We are then addressing the question of how different our hybrids would be if we were to use a slightly different result on either the NR or PN side.

On the NR side, we first consider data computed at different resolutions. The Llama waveforms for the equal-mass case have been computed at low, medium and high resolutions corresponding to spacing $\delta h = 0.96, 0.80$ and 0.64 on the wave extraction grid. The finest grid, i.e. the grid covering the black hole, has a resolution of 0.02 for the finest resolution. This is scaled by 0.80/0.64 and 0.96/0.64 for the medium and low resolution runs respectively. We combine these waveforms with the TaylorF2 model from Sec. [111] by using the optimal matching win-
dow discussed around Fig. 3 and $\eta_{\text{PN}} = \eta_{\text{NR}}$. The result is shown in the left panel of Fig. 4. Hybrids constructed with medium- and high-resolution waveforms would be indistinguishable even with Advanced LIGO at a SNR of 80 over the considered mass range. Thus, we conclude that the numerical errors related to a finite resolution are not relevant in the hybrid construction process.

The uncertainties increase when comparing NR data produced by different codes. Similar to the analysis of different resolutions we calculate the distance of hybrid waveforms for non-spinning black holes with mass ratio 1:1 and 1:2. Results from data set #1 and #8 (see Table I) were used, and the distance plot in the central panel of Fig. 5 shows that the 1:2 waveform would be distinguishable for Advanced LIGO at SNR 20 for a total masses between $\sim 30M_\odot$ and $\sim 65M_\odot$. Note that these errors are dominated by our matching to PN which possibly yields different fit parameters for the PN model and therefore amplifies small differences in the NR data. Towards higher masses, the influence of this matching decreases as well as the distance of both waveform. However, as we shall show next, all these errors are still small compared to the intrinsic uncertainties introduced by PN and they do not matter for Initial LIGO. If we care only about detection with a minimal match $\epsilon = 0.03$ [see Eq. (4.9)], we have even less to worry about.

The errors on the PN side turn out to be much more important. The right panel of Fig. 5 illustrates the effect of using different PN approximants combined with the same SpEC equal mass simulation. We first use the fitting window discussed above, although the exceptionally long SpEC waveform would allow a much earlier matching. The dashed curve shows the difference in the hybrid waveforms when we match the 3PN or 3.5PN phase following the TaylorF2 frequency domain approximants described in Sec. III (the amplitude is taken at 3PN order in both cases). We see that the difference between these hybrids becomes significant even for Initial LIGO at SNR of 8 between a total mass of $\sim 5M_\odot$ and $\sim 35M_\odot$. Similarly, the differences between the F2 and Taylor T1 & T4 approximants are also significant. For detection with $\epsilon = 0.03$ [see Eq. (4.9)], we need to look at the horizontal line with $(\delta h/\delta h)/\rho^2 = 0.06$ in the right panel of Fig. 5. Both in the 3PN/3.5PN distance (dashed line) and the TaylorT1/TaylorF2 comparison (upper black solid line), there is a small range of masses for which the difference between the hybrids would matter even for detection.

As a reference, we make use of the fact that the numerical data #9 (Table I) actually contains physical information to frequencies considerably smaller than the matching window used for our hybrid production. We therefore match the TaylorF2 phase at 3PN and 3.5PN order also with a much earlier fitting window (roughly a factor of 2 lower in frequency). The right panel of Fig. 6 shows that the difference indicated as “early match” remains undetectable for a larger range of total masses.

Having carried out this study of errors for non-spinning waveforms, we can now draw some conclusions for the aligned-spin case. In principle, the procedure outlined here remains valid; we should search over not only $\{f_0, \phi_0\}$, but now also over the spins $\{\chi_1, \chi_2\}$. We would not expect the results to be better than shown here for non-spinning waveforms because (i) we are adding two more parameters and (ii) the waveforms #1-4 are expected to have more wave-extraction systematic errors than the Llama results considered here. Most importantly, as we have just seen, the intrinsic errors in PN are more significant whereas the numerical accuracy is not the bottleneck. The intrinsic parameter biases in PN also show up when different PN models are compared with each other. An extensive comparison of different PN models is made in [87]; this paper quantifies the mutual effectiveness and faithfulness of the different PN models and shows that errors of $\sim 20\%$ are not uncommon for Advanced LIGO. The less than $10\%$ discrepancy in $\eta$ shown in Fig. 5 is thus entirely consistent with the differences between different PN models. To address this, one needs either improved PN models or a greater variety of longer NR waveforms such as the long SpEC simulation.

As a simplification, in what follows below we will choose the matching window based on maximizing over the extrinsic parameters $(t_0, \phi_0)$ motivated by Fig. 3. In that figure, we observe the best fit region extending diagonally from $\Delta f \approx 0.013$ on the y-axis, to the bottom right corner. It turns out that for this diagonal, the upper frequency of the window does not vary much, $0.020 \lesssim Mf_\eta + \Delta f \lesssim 0.024$, and we shall use this fact below for constructing hybrid waveforms for aligned spinning systems.

### D. Construction of hybrid waveforms for aligned spinning systems

Let us now proceed to the construction of a hybrid waveform model for non-precessing, spinning systems with comparable mass. Again, the waveforms described in Sec. III will be the basis for our model at low frequencies corresponding to the inspiral stage. On the other hand, the NR simulations described as data-sets #1–3 in Table II contain physical information for frequencies above $Mf_\eta \approx 0.009$. We will refer to Fig. 3 to justify our choice of an overlapping window at $Mf \in (0.01, 0.02)$.

Once this interval is fixed, we now carry out the following matching procedure for all NR simulations of data-sets #1–3: PN and NR phases are aligned by fitting the free parameters $t_0$ and $\phi_0$ in Eq. (4.13); with a standard root-finding algorithm (starting at the mid point of the fitting interval) we find a frequency $f_\alpha$ where PN and NR phase coincide and construct the hybrid phase consisting of TaylorF2 at $f \leq f_\alpha$ and NR data at $f > f_\alpha$. An analogous procedure is applied to the amplitude, but in this case there is no freedom for adjusting any parameters. Hence, we use an educated guess for the matching frequency (compatible with that for the phase) and find the root $f_A$ where the difference of PN and NR am-
plamplitude vanishes. The hybrid amplitude consists of PN before and NR after $f_A$. Small wiggles in the NR amplitude, due to the Fourier transform, do not affect the phenomenological fit significantly. The most important ingredient for arriving at an effectual model is the phase.

Fig. 6 illustrates the above-described hybrid construction method for matching PN and NR data in the frequency domain. The procedure does not require any resizing the PN or NR data and allows for the construction of waveforms containing all the information from the TaylorF2 approximant at low frequencies and input from the NR simulations for the late inspiral, merger and ringdown. The resulting hybrid PN-NR data cover a part of the parameter space corresponding to equal-valued, (anti)-aligned spins for $0.16 \leq \eta \leq 0.25$ and constitute the “target” waveforms to be fitted by the analytical phenomenological model described in Section V.

V. PHENOMENOLOGICAL MODEL

In this section we present the phenomenological model developed in order to fit the hybrid PN-NR waveforms of Section IV to an analytical formula. A geometric description of the procedure for constructing phenomenological waveforms parameterized by just the physical parameters is detailed in [39], and here we just summarize it. Let $\mathcal{M}$ be the space of intrinsic physical parameters that we are interested in. In the present case, this is the four-dimensional space of the component masses and spins $\lambda = \{ M, \eta, \chi_1, \chi_2 \}$. For each point $\lambda$ in $\mathcal{M}$, let $h(t; \lambda)$ be the true physical waveform that we wish to approximate; we consider only the dominant $\ell = m = 2$ mode in this paper. We start with some known signals in this parameter space at $N$ points $\lambda_1, \lambda_2, \ldots, \lambda_N$. We take these known signals to be the hybrid waveforms whose construction we described earlier. Here the NR waveforms are the B&H waveforms of data sets #1-3 summarized in Table IV and the PN model is the 3.5PN frequency domain model for aligned spins described in Sec. III.

Given the finite set of hybrid waveforms constructed from these ingredients, we wish to propose a phenomenological model $h_{\text{phen}}(t; \lambda)$ that interpolates between the hybrid waveforms with sufficient accuracy. In constructing this phenomenological model, it is convenient to work not with the physical parameters $\lambda$, but rather with a larger set of phenomenological parameters $\tilde{\lambda}$, which we shall shortly describe. If $\mathcal{M}$ is the space of phenomenological parameters, then we need to find a one-to-one mapping $\mathcal{M} \rightarrow \tilde{\mathcal{M}}$ denoted $\tilde{\lambda}(\lambda)$, and thus the subspace of $\mathcal{M}$ corresponding to the physical parameters. As the end result of this construction, for every physical parameter $\lambda$, we will know the corresponding phenomenological parameter $\tilde{\lambda}(\lambda)$ and thus the corresponding phenomenological waveform $h_{\text{phen}}(t; \tilde{\lambda}(\lambda))$.

Following the construction procedure of Section IV D, we split our waveforms in amplitude and phase, both of which shall be fitted to a phenomenological model

$$h_{\text{phen}}(f) = A_{\text{phen}}(f) e^{i\Phi_{\text{phen}}(f)},$$

For both the amplitude and the phase of the dominant mode of the GW radiation, we make use of the insight from PN and perturbation theory for the description of the inspiral and ringdown of the BBH coalescence respectively, and introduce a phenomenological model to complete the description of the waveforms in the merger.
with this ansatz in mind, we propose a pre-merger phase
expression are required to capture the features of the evolution.
With this ansatz in mind, we propose a pre-merger phase
$A_{22}^\text{PM}(f)$ of the form
\begin{equation}
A_{22}^\text{PM}(f) = \frac{1}{\eta} \left( \alpha_1 f^{-1/3} + \alpha_2 + \alpha_3 f^{2/3} + \alpha_4 f \right),
\end{equation}
where the $\alpha_k$ coefficients are inspired by the SPA phase, redefined and phenomenologically fitted to agree with the hybrid waveforms in the region between the frequencies $f_{\text{ISCO}} = (\pi 6^{1/2})^{-1}$ and $f_{\text{RD}}$ given in Eq. (5.4).
As for the post-merger phase, the Teukolsky equation \cite{112} describes the ringdown of a slightly distorted spinning black hole. The metric perturbation for the fundamental mode at large distances can be expressed as an exponential damped sinusoidal
\begin{equation}
h_{22}^\text{ring}(t) = \frac{A_{22}^\text{ring} M}{r} e^{-\pi f_{\text{RD}} t} e^{-2\pi f_{\text{RD}} t},
\end{equation}
where $M$ is the mass of the ringing black hole, $r$ the distance from the source, and $Q$ and $f_{\text{RD}}$ correspond, respectively, to the quality factor of the ringing down and the central frequency of the quasi-normal mode. These can be approximated with an error $\leq 2.5\%$ in the range $a \in [0, 0.99]$ by the following fit \cite{113}
\begin{equation}
f_{\text{RD}}(a, M) = \frac{1}{2\pi GM} \left[ f_1 + f_2 (1-a)^{f_3} \right],
\end{equation}
\begin{equation}
Q(a) = q_1 + q_2 (1-a)^{q_3},
\end{equation}
where $f_i = \{1.5251, -1.1568, 0.1292\}$ and $q_i = \{0.7000, 1.4187, -0.4990\}$, $i = 1, 2, 3$ as given in Table VIII of \cite{113} for the $(l, m, n) = (220)$ mode. A full description of quasi-normal modes can be found in the review \cite{114}. The quantity $aM^2$ is the spin magnitude of the final black hole after the binary has merged, which can be inferred from the spins of the two black holes. In our case, we use the fit presented in \cite{57}, which maps the mass-ratio and spins of the binary to the total spin $a$ of the final black hole.

The analytical treatment of the ringdown \cite{53} motivates a linear ansatz for the post-merger phase $\psi_{22}^\text{RD}(f)$ of the form
\begin{equation}
\psi_{22}^\text{RD}(f) = \beta_1 + \beta_2 f.
\end{equation}
The transition between the different regimes is smoothed by means of tanh-window functions
\[ w_{f_0}^\pm = \frac{1}{2} \left[ 1 \pm \tanh \left( \frac{4(f - f_0)}{\sigma} \right) \right] \]
(5.7)
to produce the final phenomenological phase
\[ \Phi_{\text{phen}}(f) = \psi_{\text{SPA}}^2 w_{f_1}^- + \psi_{\text{PM}}^2 f_{f_2}^- + \psi_{\text{RD}}^2 f_{f_2}^+, \]
(5.8)
with \( f_1 = 0.93 f_{\text{ISCO}}, f_2 = 1.1 f_{\text{RD}} \) and \( \sigma = 0.015 \).
We choose these particular transition points after having found them to provide the best match between the hybrids and the phenomenological model.

B. Amplitude model

In a similar manner to the phase, we approach the problem of fitting the amplitude of the GW by noting that the PN amplitude obtained from the SPA expression could be formally re-expanded as
\[ \tilde{A}_{\text{PN}}(f) = C \Omega^{-7/6} \left( 1 + \sum_{k=2}^{5} \gamma_k \Omega^{k/3} \right), \]
(5.9)
where \( \Omega = \pi M f \). We introduce a higher-order term to model the pre-merger amplitude \( \tilde{A}_{\text{PM}}(f) \)
\[ \tilde{A}_{\text{PM}}(f) = \tilde{A}_{\text{PN}}(f) + \gamma_1 f^{5/6}, \]
(5.10)
where the \( \gamma_1 \) coefficient is introduced to model the amplitude in the pre-merger regime.

The ansatz for the amplitude during the ringdown is
\[ \tilde{A}_{\text{RD}}(f) = \delta_1 \mathcal{L}(f, f_{\text{RD}}(a, M), \delta_2 Q(a)) f^{-7/6}, \]
(5.11)
where only the width and overall magnitude of the Lorentzian function \( \mathcal{L}(f, f_0, \sigma) \equiv \sigma^2 / \left( (f - f_0)^2 + \sigma^2 / 4 \right) \) are fitted to the hybrid data. The factor \( f^{-7/6} \) is introduced to correct the Lorentzian at high frequencies, since the hybrid data shows a faster fall-off. The phenomenological amplitude is constructed from these two pieces in a manner analogous to the phase
\[ \tilde{A}_{\text{phen}}(f) = \tilde{A}_{\text{PM}}(f) w_{f_0}^- + \tilde{A}_{\text{RD}}(f) w_{f_0}^+, \]
(5.12)
with \( f_0 = 0.98 f_{\text{RD}} \) and \( \sigma = 0.015 \). Fig. 8 demonstrates how this phenomenological ansatz fits the hybrid amplitude in a smooth manner through the late inspiral, merger and ringdown.

C. Mapping the phenomenological coefficients

Our models for the amplitude and phase involve 9 phenomenological parameters \( \{\alpha_1, \ldots, \alpha_4, \beta_1, \beta_2, \gamma_1, \delta_1, \delta_2\} \) defined in Eqs. (5.2), (5.6), (5.10) and (5.11). We now need to find the mapping \( \mathcal{M} \rightarrow \mathcal{M} \) from the physical to these phenomenological parameters. Following [10] we construct the quantity \( \chi \equiv (1+\delta)\chi_1/2 + (1-\delta)\chi_2/2 \) with \( \delta \equiv (m_1 - m_2)/M \) that encodes the BH spins weighted by their relative masses. Thus, our phenomenological waveforms are parametrized only by the symmetric mass ratio \( \eta \) and the spin parameter \( \chi \), as well as by the total mass of the system \( M \) through a trivial rescaling. Fig. 9 shows the mapping of \( \alpha_k, \beta_k, \gamma_k \) and \( \delta_k \) to surfaces in the \( (\eta, \chi) \)–plane.

The 9 phenomenological coefficients introduced in our model, denoted generically by \( \Lambda_k \), are expressed in terms of the physical parameters of the binary as
\[ \Lambda_k = \sum_{i+j \in \{1,2\}} \zeta_k^{(ij)} \eta^i \chi^j, \]
(5.13)
which yields 5 coefficients \( \zeta^{(ij)} \) for each of the 9 parameters, as given in table 1.

We evaluate the goodness of fit between the phenomenological model and the hybrid waveforms in terms of the overlap, i.e. \( O = \mathcal{A}(\lambda, \lambda) \), with \( \mathcal{A} \) being the ambiguity function defined in Eq. (4.10). In evaluating the
TABLE II. Coefficients to map the 9 free parameters $\Lambda_k$ of our phenomenological model to the physical parameters of the BBH binary.

| $\Lambda_k$ | $\zeta^{(01)}$ | $\zeta^{(02)}$ | $\zeta^{(11)}$ | $\zeta^{(10)}$ | $\zeta^{(20)}$ |
|------------|---------------|---------------|---------------|---------------|---------------|
| $\alpha_1$ | 1.77          | 0.76          | 0.79          | 16.25         | -43.96        |
| $\alpha_2$ | 32.19         | -8.39         | -37.76        | -181.51       | 462.75        |
| $\alpha_3$ | 19.59         | -3.80         | 57.95         | 153.35        | -1589.01      |
| $\alpha_4$ | -825.04       | -5.00         | 880.73        | 2085.25       | -3335.87      |
| $\beta_1$  | 352.77        | -34.25        | -947.46       | -950.10       | 2854.37       |
| $\beta_2$  | -7073.81      | -253.57       | 19724.30      | 15328.10      | -48961.30     |
| $\gamma_1$ | 5.05          | -4.58         | -79.08        | -58.61        | 708.25        |
| $\delta_1$ | -0.63         | 0.02          | 0.25          | 0.15          | 0.85          |
| $\delta_2$ | -0.95         | 0.38          | 4.85          | 6.39          | -12.91        |

overlap, we maximize over the extrinsic parameters $t_0, \phi_0$ as indicated in Eq. (1.10), but for the results shown in Fig. 10 and upper panel of Fig. 11 we do not perform the additional maximization over the model parameters $\lambda$. Thus, the results discussed below can be viewed as a lower bound on the effectualness.

Figs. 10 and 11 illustrate the result using the design curve of the Advanced LIGO detector. Fig. 10 shows the overlap between the hybrid waveforms constructed in Sec. V(D) and their corresponding phenomenological fit. The match approaches unity by construction at low masses and degrades with increasing total mass. Nevertheless, for none of the hybrid waveforms employed in the construction of our model does the overlap fall below a value of 0.98, thus reflecting the fact that the phenomenological model effectively represents the target signals.

We have constructed a gravitational waveform model for binary black hole inspiral and coalescence starting with a particular set of simulations, and using a particular ansatz for the waveform. Is this model robust, and is it consistent with waveforms from other numerical simulations? In the upper panel of Fig. 11 and as a further test to assess the robustness of our model, we compute the overlap between the phenomenological waveforms and the NR data-sets #4-7 that were not used in the construction of the model. At low masses, there is no contribution of these short NR waveforms in the frequency band of interest for Advanced LIGO, and it turns out that the overlaps can be computed only for $M \gtrsim 100M_\odot$.

From the upper panel of Fig. 11 we see that overlaps $> 0.98$ are obtained for most of the configurations; again calculated without any maximization over the intrinsic model parameters $\eta$ and $\chi$. This is roughly consistent with Fig. 10 which shows the overlap of the model with the original set of hybrid waveforms. This is reassuring, but two particular configurations, corresponding to one BAM waveform from data-set #4 and one CCATIE waveform from data-set #7b (t-sequence) present overlaps $< 0.98$, clearly below the rest of the data shown. We note that these simulations correspond to asymmetric spins and/or unequal masses, and lie in the region of the parameter space for which we have less input from NR simulations. Nevertheless, a real GW search for these systems would in principle proceed by searching over the (unknown) physical parameters of the system. In this spirit, we have maximized the overlap between our phenomenological model and the NR data over $\eta$ and $\chi$ but keeping $M$ fixed, obtaining overlaps $> 0.99$ for the two mentioned worse cases, as shown in the lower panel of Fig. 11. The bias in the maximized parameters are $\Delta \eta \approx 6 \times 10^{-3}, \Delta \chi \approx 8 \times 10^{-2}$ in both cases. These improved overlaps obtained by maximizing the ambiguity function prove that our model is effectual and, thus, sufficient for detection. We shall study its effectualness and faithfulness in greater detail in a forthcoming paper.

VI. SUMMARY AND FUTURE WORK

The aim of this paper has been to construct an analytical model for the inspiral and coalescence of binary black hole systems with aligned spins and comparable masses in circular orbits. Since this requires merging post-Newtonian and numerical relativity waveforms, one of the main themes has been to quantify the internal consistency of hybrid waveforms. This is important because even if one succeeds in finding a useful fit for a family of hybrid waveforms, one still needs to show that the hybrid one started with is sufficiently good approximation to the true physical waveforms. We investigated the sys-
the short duration of the NR data prevents us from computing overlaps at lower masses. Lower panel: maximization over the model parameters \( \lambda' \) for the two configurations that presented the worse overlaps in the above panel. The arrows point towards the result of computing the ambiguity function with a maximization over \( \eta \) and \( \chi \), keeping \( M \) fixed. The maximum bias on the maximized parameters is \( \Delta \eta \approx 6 \times 10^{-3}, \Delta \chi \approx 8 \times 10^{-2} \).

With the hybrid waveforms for non-precessing systems in hand, we constructed an analytical model for the waveform which has an overlap of better than 98% for Advanced LIGO with the hybrid waveforms for systems with a total mass ranging up to \( \sim 400M_\odot \). Since these overlaps are comparable to those achieved with the alternative phenomenological waveform construction presented in [40], we conclude that this process is robust, and, in particular, its accuracy is not affected by the way in which the transitions between inspiral, merger and ring-down are modeled.

In the future we will study in greater detail the effectualness and faithfulness of this waveform model, thereby quantifying more precisely its performance for detection and parameter estimation. In this context it is important to extend this work to modes higher than the dominant \( \ell = 2, m = \pm 2 \) spherical harmonics. It was shown recently [115] that the overlap with the real signal can possibly be affected by the inclusion of higher modes up to the order of \( \sim 1\% \), which is comparable or greater than the disagreement we find between hybrid and phenomenological model.

We will further quantify the behavior of our templates in real non-Gaussian detector noise, and use them in real searches for gravitational wave signals. Eventually, work is underway in extending the model to include precessing spins. Our phenomenological model can be readily applied to existent GW detection efforts within the LIGO/Virgo Scientific Collaborations. Ongoing searches are already making use of inspiral-merger-ringdown waveforms, such as the EOBNR family and the phenomenological family of [37–40] in the form of software injections and as filter approximants. Our newly developed frequency-domain matching procedure should serve to cross-check the validity of these alternative approaches and to complement them.
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Appendix A: PN expansion coefficients

For the convenience of the reader we explicitly give all the PN expansion coefficients used in Section III as functions of the symmetric mass ratio \( \eta \), the dimensionless spin magnitudes \( \chi_i = (S_i \cdot \hat{L})/m_i^2 \), where \( \hat{L} \) is the unit angular momentum vector, and \( \chi = \chi_1 m_1/M + \chi_2 m_2/M \). The energy (3.3) is given in terms of

\[
e_0 = 1, \quad e_1 = 0, \quad e_2 = \frac{3}{4} - \frac{\eta}{12}, \quad e_3 = \frac{8}{3} \chi - \frac{2}{3} \eta (\chi_1 + \chi_2),
\]

\[
e_4 = -\frac{27}{8} + \frac{19 \eta}{8} - \frac{\eta^2}{24} - \chi^2,
\]

\[
e_5 = \frac{72 - 31 \eta}{9} \chi - \frac{45 \eta - \eta^2}{9} (\chi_1 + \chi_2),
\]

\[
e_6 = -\frac{675}{64} + \eta \left( \frac{34445}{576} - \frac{205 \pi^2}{96} \right) - \frac{155 \eta^2}{96} - \frac{35 \eta^3}{5184}.
\]

The flux coefficients read

\[
f_0 = 1, \quad f_1 = 0, \quad f_2 = -\frac{1247}{354} - \frac{35 \eta}{12}, \quad f_3 = 4\pi - \frac{11}{4} \chi + \frac{3 \eta}{2} (\chi_1 + \chi_2),
\]

\[
f_4 = -\frac{4471}{9072} + 2 \chi^2 + \eta \left( \frac{9271}{504} - \frac{\chi_1 \chi_2}{8} \right) + \frac{65 \eta^2}{18},
\]

\[
f_5 = -\pi \left( \frac{8191}{672} + \frac{583}{24} \chi \right) + \chi \left( \frac{135}{112} + \frac{1189}{126} \eta \right) (\chi_1 + \chi_2) \left( \frac{111}{56} \eta - \frac{1459}{126} \eta^2 \right) - \frac{3 \chi^3}{4} + \frac{9 \eta}{4} \chi_1 \chi_2.
\]

\[
f_6 = 6\pi^2 \left\{ \frac{6643739519}{69584400} - \frac{1712}{105} \gamma_E \left( \ln (16 \pi) + \eta \left( \frac{41 \pi^2}{48} - \frac{134543}{776} \right) - \frac{94403 \eta^2}{3024} - \frac{775 \eta^3}{324} \right) \right\},
\]

\[
f_7 = \pi \left\{ \frac{16285}{504} + \frac{214745 \eta}{1728} + \frac{193385 \eta^2}{3024} \right\}.
\]

\( \gamma_E \approx 0.5772 \) is the Euler constant.

The TaylorF4 approximant can be written as a series \[A3\] with the following coefficients

\[
a_0 = 1, \quad a_1 = 0, \quad a_2 = \frac{743}{336} - \frac{11 \eta}{4}, \quad a_3 = 4\pi - \frac{113}{12} \chi + \frac{19 \eta}{6} (\chi_1 + \chi_2),
\]

\[
a_4 = \frac{34103}{18144} + 5 \chi^2 + \eta \left( \frac{13661}{2016} - \frac{\chi_1 \chi_2}{8} \right) + \frac{59 \eta^2}{18},
\]

\[
a_5 = -\pi \left( \frac{4159}{672} + \frac{189}{8} \eta \right) - \chi \left( \frac{26387}{1008} - \frac{6427}{168} \eta \right) + (\chi_1 + \chi_2) \left( \frac{20711}{1008} \eta - \frac{673}{42} \eta^2 \right) - \frac{3 \chi^3}{4} + \frac{9 \eta}{4} \chi_1 \chi_2.
\]

\[
a_6 = \frac{16447322263}{139708800} - \frac{1712}{105} \gamma_E + \frac{16 \pi^2}{3} - \frac{856}{105} \ln (16 \pi) + \eta \left( \frac{45 \pi^2}{48} - \frac{217728}{56198689} \right) + \frac{541 \eta^2}{896} - \frac{5605}{2592} \eta^3
\]

\[\]

\[\]

\[\]

\[\]

\[\]

\[\]

Note that the spin-dependent terms that appear at 3 and 3.5 PN order (i.e., in \( a_6 \) and \( a_7 \)) are not complete since the corresponding terms are not known in energy and flux. However, in this re-expansion they do appear as contributions from lower order spin effects and we keep them.

The TaylorF2 description of the Fourier phase (3.13) is expressed in terms of

\[
a_0 = 1, \quad a_1 = 0, \quad a_2 = \frac{3715}{756} + \frac{55 \eta}{9}, \quad a_3 = -16\pi + \frac{113}{3} \chi - \frac{38 \eta}{3} (\chi_1 + \chi_2),
\]

\[\]

\[\]
\[ \alpha_4 = \frac{15293365}{508032} - 50 \chi^2 + \eta \left( \frac{27145}{504} + \frac{5}{4} \chi \chi_2 \right) + \frac{3085\eta^2}{72}, \]

\[ \alpha_5 = [1 + \ln (\pi f)] \left[ \pi \left( \frac{38645}{756} - \frac{65}{9} \eta \right) - \chi \left( \frac{683665}{2268} + \frac{3790}{63} \eta \right) + (\chi + \chi_2) \left( \frac{87070}{867} \eta + \frac{130}{21} \eta^2 \right) \right] - \frac{10}{3} \chi^3 + 10 \eta \chi \chi_2, \]

\[ \alpha_6 = \frac{1158321326531}{4694215680} - \frac{640\pi^2}{3} - \frac{21}{21} \gamma_E - \frac{6848}{63} \ln (64\pi f) + \eta \left( \frac{2255\pi^2}{12} - \frac{1573776535}{3041892} \right) + \frac{76055}{1728} \eta^2 - \frac{127825}{1296} \eta^3 + \frac{2920\pi}{3} \chi - \frac{175 - 1490\eta}{3} \chi^2 - \left( \frac{1120\pi}{3} - \frac{1085}{3} \right) \eta (\chi + \chi_2) + \left( \frac{26945}{336} \eta - \frac{2365}{6} \eta^2 \right) \chi \chi_2. \]

\[ \alpha_7 = \pi \left( \frac{254016}{77096675} + \frac{378515}{1512} \eta \right) - \chi \left( \frac{2645291945}{435456} + \frac{2053025}{1568} \eta - \frac{525745}{3024} \eta^2 \right) + (\chi + \chi_2) \left( \frac{665102575}{217728} \eta + \frac{5026505}{7056} \eta^2 - \frac{991535}{1512} \eta^3 - \frac{830}{3} \chi^2 + \frac{350}{3} \chi \chi_2 \right) - \frac{560}{\eta} \chi^2 + \frac{20}{\eta} \chi \chi_2 + \chi^3 \left( \frac{94555}{168} - \frac{85}{\eta} \right) + \chi \chi_2 \left( \frac{39665}{168} \eta + \frac{255}{\eta} \right). \]

The comment we just made about the spin contributions at 3 and 3.5 PN order holds for the \( \alpha \)-coefficients of the TaylorF2 phase as well. Also, note that the contributions in \( \alpha_5 \) that are not proportional to \( \ln (\pi f) \) could be absorbed in a re-definition of the undetermined additional phase \( \phi_0 \) that appears in Eq. (5.13). (A similar discussion can be found in [72].) However, since we chose to set \( \phi_0 = 0 \) when combining this phase description with other analytical formulas in our phenomenological model [5], it is important to keep all terms in \( \alpha_5 \).

The time-domain amplitude coefficients collected from [25, 76, 77] read

\[ A_0 = 1, \quad A_1 = 0, \quad A_2 = -\frac{107}{42} + \frac{55}{42} \eta, \quad A_3 = 2\pi - \frac{4}{3} \chi + \frac{2}{3} (\chi + \chi_2), \]

\[ A_4 = \frac{2173}{1512} - \eta \left( \frac{1069}{216} - 2 \chi \chi_2 \right) + \frac{2047}{1512} \eta^2, \quad A_5 = -\frac{107}{21} \pi + \eta \left( \frac{34}{21} \pi - 24i \right), \]

\[ A_6 = \frac{27027409}{646800} - \frac{856}{105} \eta^2 + \frac{428i\pi}{105} + \frac{2e^2}{3} + \eta \left( \frac{41\pi^2}{96} - \frac{278185}{33264} \right) - \frac{20261\eta^2}{2772} + \frac{114635\eta^3}{99792} + \frac{428}{105} \ln (16\eta). \]
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