Weakly-Supervised Gaze Estimation from Synthetic Views
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Abstract

3D gaze estimation is most often tackled as learning a direct mapping between input images and the gaze vector or its spherical coordinates. Recently, it has been shown that pose estimation of the face, body and hands benefits from revising the learning target from few pose parameters to dense 3D coordinates. In this work, we leverage this observation and propose to tackle 3D gaze estimation as regression of 3D eye meshes. We overcome the absence of compatible ground truth by fitting a rigid 3D eyeball template on existing gaze datasets and propose to improve generalization by making use of widely available in-the-wild face images. To this end, we propose an automatic pipeline to retrieve robust gaze pseudo-labels from arbitrary face images and design a multi-view supervision framework to balance their effect during training. In our experiments, our method achieves improvement of 30% compared to state-of-the-art in cross-dataset gaze estimation, when no ground truth data are available for training, and 7% when they are. We make our project publicly available at https://github.com/Vagver/dense3Deyes

1. Introduction

Eye gaze serves as a cue for understanding human behavior and intents, including attention, communication and mental state. As a consequence, gaze information has been exploited by a lot of applications of various fields of interest, ranging from medical and psychological analysis [6, 32, 56] to human-computer interaction [2], efficient rendering in VR/AR headset systems [4, 7, 34], virtual character animation [51, 68] and driver state monitoring [29, 44].

Several methods have been proposed recently to improve automatic 3D gaze estimation from monocular RGB images. Typically, these methods predict gaze as either a 3D vector or spherical coordinates indicating the direction that someone is looking at, without considering any geometric representation of the eyes. Nevertheless, it has been shown that unconstrained face and body pose estimation from single images benefit from replacing predicting few pose or model parameters by directly predicting dense 3D geometry [12, 21, 38, 52]. To our knowledge, this observation has
not been leveraged for eyes, and thus recovering gaze as a by-product of dense 3D eye mesh reconstruction remains open for investigation.

Training to predict 3D geometry from images requires supervision from related ground truth. In [17] the authors have proposed a dataset of IR images and 3D eyes parameterized by the radius and eye center. However, IR images cannot be directly employed for RGB based methods. In addition, several gaze datasets have become recently available [16, 18, 30, 37, 46, 53, 54, 70, 71]. A straightforward approach to obtain 3D ground truth for these data, is to fit an eyeball using sparse eye landmarks and the available gaze labels. Still, collecting gaze datasets is a costly and challenging process which restricts them being captured in controlled environments and often consisting of limited different identities. This causes the most common challenge in gaze estimation, which is cross-domain generalization. Nevertheless, images and videos of people in-the-wild are abundantly available in the internet. Thus, a reasonable question would be: “Is it possible to utilize in-the-wild face images for improving generalization of gaze-estimation models?”.

In this work, we propose to tackle gaze estimation as end-to-end regression of dense 3D eye coordinates. We acquire compatible 3D ground truth by defining a unified eye representation for all employed datasets, i.e. a rigid 3D eyeball template (Fig. 3 (a)), which we fit on existing gaze datasets based on sparse landmarks and the available gaze labels. Furthermore, we tackle the challenge of cross-domain generalization by taking advantage of largely available in-the-wild face data and recent advances in weak-supervision of training CNNs for human perception tasks [5, 13, 26, 39, 57]. An overview of our method is presented in Fig. 1.

To obtain viable supervision from arbitrary face data, we propose a pipeline to automatically generate robust 3D pseudo-ground truth without any prior gaze information. To balance errors coming from automatic 3D eye mesh generation, we implement a weak-supervision, multi-view constraint which encourages our model to maintain consistency between the 3D eyes across multiple synthetic views of the same subject. We acquire novel views of a face by employing HeadGAN [15], a recently proposed method for face reenactment, which enables us to animate single images. HeadGAN manages to synthesize novel head poses while maintaining the relative difference between the gaze direction and head orientation in the generated image. This happens because in HeadGAN image synthesis is conditioned on dense 3D representations of the face, which includes the eye regions.

We evaluate our method on common gaze estimation datasets including the in-the-wild Gaze360 [30], which is the most challenging yet appropriate benchmark in literature for in-the-wild gaze estimation. We demonstrate that adding dense 3D eye coordinates in the training targets of a gaze estimation system, leads to improved performance in within-dataset experiments. Additionally, we showcase that learning meaningful gaze information from in-the-wild face images, is possible by utilizing pseudo-ground truth within a multi-view training approach, even when no gaze ground truth is available. In this way, we are able to improve gaze estimation generalization to unseen domains and close the gap between common gaze datasets and in-the-wild, real-world environments.

To summarize, the key contributions of our work are:

- We revise the common approach of tackling 3D gaze estimation and propose to learn gaze as a by-product of dense regression of 3D eye meshes from images. To the best of our knowledge, we are the first to adopt an end-to-end dense 3D eye regression approach to support gaze estimation.
- We design an automatic method to generate robust pseudo-ground truth of eyes and gaze from arbitrary face images and utilize them for improving gaze estimation generalization to unseen domains.
- We propose a weakly-supervised framework to balance the effect of inaccurate pseudo-ground truth during training. In particular, we employ synthetic views of face images and employ multi-view consistency constraints, which allow us to further improve gaze model generalization.

2. Related Work

3D Gaze Estimation Undoubtedly, the most common approach to tackle gaze estimation has been by learning a direct mapping between eye or face images and few gaze coordinates or angles. To this end, numerous model design settings have been investigated recently, including the face region to use as input [8, 37, 73], the model architecture [10, 40, 58] and what external stimuli to utilize to improve performance [46]. Nevertheless, much effort has also been made to design domain adaptation methods, to generalize well to unseen subjects and environments, by employing either few labeled samples [24, 47, 64] or completely unlabeled data of the target domain [3, 22, 41, 59, 61].

Better yet, in recent works it has been shown that learning gaze from images can be achieved in fully unsupervised settings. Particularly, valuable gaze representations can be extracted from image encoder-decoder architectures by applying gaze redirection [65] or disentanglement [55] constraints. In addition, [35] shown that it is possible to train gaze estimation by employing geometric constraints in scenes depicting social interaction and particularly scenes of people looking at each other (LAEO). We believe that [35] is the closest work to ours, as it is the
only method which utilizes arbitrary face-data to learn gaze information. Lastly, even though [69] proposes a method in the same line of research, the presented experiments are conducted on their proposed dataset MPSGaze which has not become available yet.

Differently from the above, sparse or semantic representations of the eye geometry have also been employed by some methods to infer gaze from images [48,49,58,62,63]. However, such representations do not convey information about the 3D substance of eyes and are prone to noisy predictions. In contrast, by predicting 3D eye meshes we are able to learn a much more robust representation, from which we can retrieve any other sparse or semantic one just by indexing. Moreover, recovering dense 3D geometry of the eye region from images by fitting parametric models of the shape and texture has been previously proposed [62]. However, restrictions posed by building large-scale parametric models and fitting in-the-wild images have resulted in low gaze accuracy compared to learning-based methods.

Face Reenactment and Learning from synthetic data

Synthetic image data have been previously used in training deep networks, mainly for data augmentation and pseudo-ground truth generation. For instance, [75] used CycleGAN [74] to create a new training corpus in order to balance emotion classes in the task of emotion classification. More recently, GANcraft [23] employed SPADE [50] to generate pseudo-ground truth images that were used to supervise their neural rendering framework. In this work, we obtain access to image pairs of the same subject in different views, by taking advantage of HeadGAN [15], a face reenactment system. In contrast to person-specific reenactment methods [14,31,36] or person-generic landmark-driven approaches [60,66,67], HeadGAN is able to perform free-view synthesis using a single source image.

3. Methodology

3.1. Problem Definition and Motivation

In this work, our goal is to design a method to predict 3D gaze from images in-the-wild, as a by-product of estimating dense 3D eye meshes. That is, given a face image I, our model estimates \(2 \times N_v\) 3D coordinates \(V = [V_l^T, V_r^T]^T\), where \(V_l \in \mathbb{R}^{N_v \times 3}\) are coordinates corresponding to the left eyeball while \(V_r \in \mathbb{R}^{N_v \times 3}\) to the right. Inspired by recent work in self-supervised 3D body pose estimation [26, 39, 57], we adopt multi-view constraints to train dense 3D eye mesh regression based on face images in-the-wild and automatically generated gaze pseudo-labels.

To employ multi-view losses, we assume that images of the same subject with different head poses and the same gaze direction relatively to the head are available. For example, this condition is satisfied when a face picture is taken from different angles at the same time. As such images are not commonly available for in-the-wild datasets, we employ HeadGAN [15], a recent face reenactment method, to generate novel face poses from existing images. HeadGAN is able to synthesize face animations, using dense face geometry as driving signal and single source images. Using dense geometry guaranties that the relative angle between the head and eyes is maintained when synthesizing novel poses, as it is shown in Fig. 2.

3.2. Unified 3D Eye Representation

Learning meaningful and consistent eye geometry across different images and datasets, requires establishing a unified 3D representation of eyes. To that end, we define a 3D eyeball template as a rigid 3D triangular mesh with spherical shape, consisting of \(N_v = 481\) vertices and \(N_t = 928\) triangles. We create two mirrored versions, \(M_{l}\) and \(M_{r}\), of the above mesh to represent a left and a right reference eyeball respectively. This representation allows us to allocate semantic labels to different sets of vertices of the eyeball, such as the cornea and iris, as well as retrieving sparse point sets, such as the iris border (Fig. 3 (a)).

3D Eyes Ground-Truth from Gaze Datasets

When gaze labels are available, as for example in gaze estimation datasets, exact supervision can be acquired by automatically fitting the eyeball template on face images, based on sparse landmarks around the iris and the available gaze labels, as also described in Fig. 3 (b). To create such ground truth data for our experiments, we employed the method of [49] to extract sparse iris landmarks from images, but any similar method could have been used.

3D Eyes Pseudo-Ground Truth from In-The-Wild Images

To extract 3D eyes from images without gaze labels, we have developed an automatic pipeline based on 3D face alignment and 2D iris localization. Having recovered 3D face coordinates in image space, we first align our eyeball templates to the 3D face. Then, we lift 2D iris predictions...
Figure 3. (a) Our rigid eyeball mesh template consisted of $N = 481$ vertices and $T = 928$ triangles. (b) Ground truth data generation pipeline, applied on samples of gaze estimation datasets for which gaze ground truth is available. (c) Pseudo-ground-truth data generation pipeline, applied on arbitrary face images without the need for gaze information. Notice how the “corrected eyeballs” (the result of the pipeline) are visually closer to the subjects true gaze than the original “aligned eyeballs”.

to 3D by finding the nearest vertexes from the aligned 3D eye templates (we use only $x$ and $y$ coordinates to find the nearest neighbours). Finally, we compute the rotation between the initially aligned eyes and the 3D-lifted iris center and rotate the eyeballs accordingly. For 3D face alignment we employ [12] and for 2D iris localization [49] as above. The process is graphically presented in Fig. 3 (c).

### 3.3. 3D Eye Mesh Regression

Given an input face image $I$, we utilize 5 face detection landmarks to crop patches around each one of the two eyes. We resize the patches to $128 \times 128 \times 3$ and stack them channel wise along with a cropped image of the face. We employ a simple model architecture consisting of a ResNet-18 [25] to extract features, followed by two fully connected layers to map features to two separate eye modalities, which are a) dense 3D eye coordinates and b) a 3D gaze vector. As final gaze output, we consider the mean direction calculated from the two modalities. From our experiments, training with eye coordinate targets alone, usually resulted in similar or slightly worse results than training with gaze direction targets. However, when combining both eye modalities we were able to achieve the best model performance, as also discussed in Sec. 4.2.

To train the above network we employ standard 3D mesh regression losses, as well as gaze constraints to boost gaze accuracy. In particular, for mesh regression we enforce a vertex loss and an edge length loss between the model outputs and the respective ground truth or pseudo-ground truth. The vertex loss can be expressed as follows:

$$L_{\text{vert}} = \frac{1}{N_v} \sum_{j=\{l,r\}} \sum_{i=1}^{N_v} \| V_{j,i} - V_{j,i}^* \|_1,$$  (1)

where $V_{j,i} \in \mathbb{R}^{N_v \times 3}$ and $V_{j,i}^* \in \mathbb{R}^{N_v \times 3}$ for $j = \{l, r\}$ are the output and the (pseudo-)ground truth coordinates, while the edge length loss (based on the fixed mesh triangulation of our template meshes) can be written as:

$$L_{\text{edge}} = \frac{1}{3N_t} \sum_{j=\{l,r\}} \sum_{i=1}^{3N_t} \| E_{j,i} - E_{j,i}^* \|_2,$$  (2)

where $E_{j,i} \in \mathbb{R}^{3N_t}$ and $E_{j,i}^* \in \mathbb{R}^{3N_t}$ for $j = \{l, r\}$ are the edge lengths of the predicted and the (pseudo-)ground truth eyes. As edge length we define the euclidean distance between two vertices of the same triangle. In addition to the mesh regression losses, we enforce the following gaze loss to the gaze output of our model:

$$L_{\text{gaze}} = \frac{1}{3} \arccos(g^T g^*)$$  (3)

where $g$ and $g^*$ are the model output and the gaze (pseudo-)ground truth respectively. We combine losses Eq. (1), Eq. (2) and Eq. (3) in a single loss function to train eye 3D mesh regression models with supervision from ground truth or pseudo-ground truth coordinates and gaze vectors. The combined loss is written as:

$$L_{(P)\text{GT}} = \lambda_v L_{\text{vert}} + \lambda_e L_{\text{edge}} + \lambda_g L_{\text{gaze}},$$  (4)

where $\lambda_v$, $\lambda_e$ and $\lambda_g$ are parameters which regularize the contribution of the loss terms in the overall loss. From our experiments we have selected their values to be $\lambda_v = 0.1$, $\lambda_e = 0.1$ and $\lambda_g = 1$.

### 3.4. Multi-View Consistency Supervision

Extending our training dataset with in-the-wild images and training using pseudo-ground truth, usually improves the ability of models to generalize to unseen domains, as can be seen by our experiments in Sec. 4.4.1. However,
automatically generated 3D eyes and gaze labels include errors and inconsistencies which are hard to identify and filter out, when no real gaze information is available. To balance feedback of direct supervision from pseudo-ground truth, we design a multi-view supervision framework, based on pairs of real and synthetic images with different head pose, generated by HeadGAN as described in Sec. 3.2.

Recovering dense 3D face coordinates and pose from images has recently been quite reliable [1, 12, 19]. Having a pair of images $I_1$ and $I_2$ of the same subject and their reconstructed 3D faces, we can compute a transformation matrix $P \in \mathbb{R}^{3 \times 4}$ which aligns the two faces in image space. Assuming that gaze direction in both images remains still relative to the face, as is the case with images created by HeadGAN, we are able to additionally supervise 3D regression of eyes without depending on ground truth. That is, we are able to restrict our model’s predictions to be consistent over an image pair, as output vertices should coincide when transformation $P$ is applied to one of the pair’s outputs. Particularly, we form the following pair vertex loss:

$$
L_{MV,\text{vertex}} = \frac{1}{N_v} \sum_{j=\{l,r\}} \sum_{i=1}^{N_v} \|V_{1,j,i}P_p - V_{2,j,i}\|_1, \tag{5}
$$

where $V_{1,j,i}, V_{2,j,i} \in \mathbb{R}^{N_v \times 4}$ for $j = \{l, r\}$ are the output matrices for left and right eyes, which correspond to input images $I_1$ and $I_2$. $V_{1,j,i}, V_{2,j,i} \in \mathbb{R}^4$ are the specific homogeneous 3D coordinates indexed by $i$ in the above matrices.

To enforce consistency constraints to the gaze head of our model, we analyse matrix $P$ to scale $s$, rotation $R$ and translation $t$ components and employ $R$ in the following loss:

$$
L_{MV,\text{gaze}} = (180/\pi) \arccos((g_1^TR^T)g_2) \tag{6}
$$

where $g_1$ and $g_2$ are the model outputs for input images $I_1$ and $I_2$ respectively. We combine losses Eq. (5), and Eq. (6) in a single loss function to enforce multi-view consistency in mesh regression and direct gaze estimation, between model outputs coming from pairs of input images. The combined loss is written as:

$$
L_{MV} = \lambda_{MV,v}L_{MV,\text{vertex}} + \lambda_{MV,g}L_{MV,\text{gaze}}, \tag{7}
$$

where $\lambda_{MV,v}$ and $\lambda_{MV,g}$ are parameters which regularize the contribution of the loss terms in the overall loss. In our experiments we have selected their values to be $\lambda_{MV,v} = 0.1$ and $\lambda_{MV,g} = 1$.

To train models with all three available supervision signals, i.e. ground truth ($L_{GT}$), pseudo-ground truth ($L_{PGT}$) and multi-view supervision ($L_{MV}$), we utilize the following overall loss function:

$$
L = \lambda_{GT}L_{GT} + \lambda_{PGT}L_{PGT} + \lambda_{MV}L_{MV}, \tag{8}
$$

which regularization parameters $\lambda_{GT}$, $\lambda_{PGT}$ and $\lambda_{MV}$ all set to one.

4. Experiments

4.1. Datasets

Gaze Datasets Collected in a lab environment, ETH-XGaze [70] consists of 756K frames of 80 subjects and
includes large head pose and gaze variation. Collected in uncontrolled indoor environments by the frontal camera of mobile devices, MPIIFaceGaze [71] includes smaller head pose and gaze variation and consists of 45K images of 15 subjects, while GazeCapture [37] contains almost 2M frontal face images of 1474 subjects. In contrast to the above datasets, Gaze360 [30] is the only gaze dataset captured both indoors and outdoors and consists of 127K training sequences from 365 subjects. The large variation in head pose and gaze as well as the variation in lighting and backgrounds, makes Gaze360 the most challenging yet appropriate benchmark for in-the-wild gaze estimation available in literature.  

**In-The-Wild Face Datasets** In contrast to gaze datasets, in-the-wild face datasets consist of significantly more unique subjects and capturing environments. For our experiments, we employed a collection of four publicly-available datasets FFHQ [28] (70K images), AFLW [33] (25K images), AVA [20, 42, 43] and CMU-Panoptic [27]. Among these, FFHQ and AFLW are in-the-wild face datasets commonly used for face analysis, AVA is a large-scale in-the-wild human activity dataset annotated under the Looking-At-Each-Other condition and CMU-Panoptic is collected in a lab environment and captures interactions of multiple people in the same scene.

FFHQ and AFLW include few faces per image and thus, all faces are employed. Instead, AVA and CMU-Panoptic include frames with multiple faces. From these, we randomly select 80K faces from each dataset with maximum yaw angle in head pose of 90°. Similarly to [35], for CMU we employed only frames captured with cameras in eye height. We name this collection of 255K images as “In-The-Wild Gaze” dataset (ITWG). Lastly, to enforce multi-view supervision as described in Sec. 3.4, we synthesized one novel view for each image of ITWG using HeadGAN, sampling the pitch and yaw angles from Gaussians $\mathcal{N}(0, 20)$, relatively to the original head pose. We name this collection of images as “Multi-View In-The-Wild Gaze” dataset (ITWG-MV) and employ it in our experiments.

### 4.2. Gaze Estimation via 3D Eye Reconstruction

Here we experimentally evaluate our suggestion that gaze estimation accuracy benefits from replacing the training target from gaze vectors or angles to 3D dense eye coordinates. To this end we employ the fully supervised version of our model, utilizing data with exact ground truth and $\mathcal{L}_{GT}$ for training. We conduct within-dataset experiments on four commonly utilized gaze databases, namely MPIIFaceGaze (MPII) [71], GazeCapture (GC) [37], Gaze360 (G360) [30] and ETH-XGaze (EXG) [70] for which specific data split for training and testing are provided. In particular, for Gaze360 we consider only the frontal facing images with yaw angle up to 90°.

We compare against state-of-the-art methods [9, 11, 30, 35, 45, 47, 70, 72] and demonstrate that by combining training for 3D dense coordinates and gaze instead of just gaze vectors or angles, we are able to reach or beat their performance. We report results in Tab. 1. It is worth noting here that our methods employ a simple network architecture and training pipeline, while most methods consist of elaborate models or training schemes, designed to improve gaze accuracy. From the results we observe that when coordinates are employed alone performance slightly drops. However, when both eye modalities are employed performance overall increases. Thus, for the rest of our experiments we employ the combined target training scheme.

Table 1. Comparison between state-of-the-art gaze estimation methods and our models trained with gaze vectors (v), meshes (m) and the combination of the two (m+v), on within-dataset experiments. Combining the two modalities during training leads to better performance in the 3 out of 4 tested datasets.

| Dataset | Compared Methods | Supervision Type |
|---------|------------------|------------------|
| MPII    | 4.04            | 4.00             |
| G360    | 10.7            | 10.6             |
| GC      | -               | 14.9             |
| EXG     | -               | 11.1             |
| ITWG-MV| -               | 3.49             |

\[ \text{Table 1. Comparison between state-of-the-art gaze estimation methods and our models trained with gaze vectors (v), meshes (m) and the combination of the two (m+v), on within-dataset experiments. Combining the two modalities during training leads to better performance in the 3 out of 4 tested datasets.} \]
4.3. Multi-view Supervision Method Evaluation

In this section, we evaluate our multi-view supervision approach in both within-dataset and cross-dataset experiments. We believe that [35] is the most similar method to ours, as it is the only one in literature that attempts to improve gaze estimation generalization by utilizing in-the-wild face data. Additionally, even though GazeOnce [69] proposes an interesting method in this line of research, the presented experiments are conducted on the accompanied dataset MPSGaze which has not become available yet.

Cross-dataset Evaluation We design two cross-dataset experiments to test the performance of our method on Gaze360 (G360) and report the results on Tab. 2(a) and (b). Particularly, the experiments are the following: a) we train our method on the CMU, AVA, and ITWG-MV datasets utilizing only our pseudo-labels and multi-view supervision and b) we additionally employ ground truth supervision from GazeCapture (GC).

From the results on the above experiments, it becomes obvious that our geometry-aware pseudo-labels employed within our multi-view supervision training effectively support gaze estimation generalization to unseen domains, even without any available ground truth. In particular, in experiment a) our method outperforms [35] by 30% with AVA, 12% with CMU, 9.5% with AVA+CMU and 14% when we employ our large-scale ITWG-MV. Similarly, in experiment b) when additionally employing ground truth from GC our method outperforms [35] by 7%. Overall, our method always outperforms the compared one, while it yields significant improvement when no ground truth is available.

Within-dataset Evaluation Here we compare our method against state-of-the-art in within-dataset gaze estimation on Gaze360 (G360). Similarly to [35], we employ AVA for additional supervision, while we also examine the effect of the larger-scale ITWG-MV. The results, presented in Tab. 2 (c), show that multi-view supervision from AVA does not improve performance (which is in line with the compared method), but the large-scale ITWG-MV does.

| Dataset | [35] | Ours | Dataset | [35] | Ours | Dataset | [35] | Ours |
|---------|------|------|---------|------|------|---------|------|------|
| AVA     | 29.0 | 22.4 | GC      | 30.2 | 29.2 | G360    | 11.1 | 10.1 | 9.6   |
| CMU     | 26.0 | 20.3 | GC+AVA  | -    | 19.5 | G360+AVA| -    | 10.2 | 9.7   |
| CMU+AVA | 22.5 | 19.7 | GC+AVA+CMU | -    | -    | G360+AVA+CMU | -    | -    | 9.5   |
| ITWG-MV | 18.4 | -    | GC+ITWG-MV | -    | 17.6 | G360+ITWG-MV | -    | -    | 9.3   |

Table 3. The effect of incorporating pseudo-ground truth and multi-view supervision during training. Both components contribute towards improving results in cross-dataset gaze estimation experiments. Gaze accuracy is in degrees (lower is better).

| Dataset | Pseudo-GT | Multi-View loss | G360 | GC | EXG | MPII |
|---------|-----------|-----------------|------|----|-----|------|
| ITWG    | ✓         | -               | 23.1 | 14.8 | 24.3 | 13.6 |
| ITWG-MV | -         | ✓               | 47.4 | 33.2 | 41.1 | 32.8 |
| GC      | -         | -               | 27.5 | 3.1  | 28.4 | 10.4 |
| GC+ITWG | ✓         | -               | 21.4 | 3.2  | 23.7 | 9.1  |
| GC+ITWG-MV | ✓ | ✓             | 24.7 | 3.5  | 26.2 | 10.1 |
| GC+ITWG-MV | ✓ | ✓             | 17.6 | 3.0  | 21.5 | 8.6  |

4.4. Ablation studies

4.4.1 Gaze Pseudo-Labels and Multi-View Supervision

In this Section, we examine the contribution of our automatic, geometry-aware pseudo-labels and the multi-view supervision loss of our approach. To this end, we consider three training scenarios which are the following: a) training with ITWG and its pseudo-labels as ground truth, b) training with ITWG-MV utilizing only the multi-view consistency constraints and no pseudo-labels and c) training with ITWG-MV while employing both pseudo-labels and the multi-view consistency loss. To further evaluate the effect of the pseudo-labels and multi-view loss, we repeat the above experiments by adding ground truth supervision from GazeCapture (GC). We test our models on the frontal facing images of the test set of Gaze360 (up to 90° yaw), as well as in GazeCapture (GC), ETH-XGaze (EXG) and MPIIFaceGaze (MP), and report the results in Tab. 3.
Table 4. The effect of head pose variation of ITWG. Incorporating data with more diverse head pose, leads to increasingly higher accuracy (measured in degrees, lower is better.)

| Training Dataset | ITWG Yaw Variation |
|------------------|---------------------|
| MPII             | 26.7                |
| MPII+ITWG-MV     | 25.6 21.9 19.6 18.4 |

ITWG-MV leads to very high errors which is reasonable as no supervision for the eyeball topology exists.

4.4.2 The Effect of Head Pose Distribution of ITWG

Head pose variation differences between the train and test set, is one of the main reasons that gaze-estimation models fail in cross-dataset validation. To close the gap between different training and testing scenarios, we have designed ITWG, a large-scale dataset with widespread variation in head pose and gaze angles. Here, we study the effect of the head pose variation of ITWG, by employing subsets of ITWG with various levels of head pose variation and conducting cross-dataset experiments. In particular, we consider four subsets of ITWG, with maximum yaw angle of $5^\circ$, $20^\circ$, $40^\circ$ and $90^\circ$ (all) respectively.

We train the full version of our model with ground truth supervision from MPIIFaceGaze (MPII) as well as pseudo-labels and multi-view supervision from the four versions of ITWG-MV. The model is tested on the frontal facing images of the test set of Gaze360 (up to $90^\circ$ yaw) and results are reported in Tab. 4, from which it becomes obvious that the more diverse ITWG is with respect to head pose, the lower the gaze estimation error becomes. This effect can be graphically demonstrated by plotting the gaze predictions of the different models over the ground truth values of the test set. Starting with very limited prediction variation in Fig. 6 when only MPII is used for training, ground truth is represented increasingly better when more diverse versions of ITWG are utilized. Further analysis is included in the supplemental material.

4.5. Implementation Details

Data Augmentation. As mentioned above we center crop 3 patches (left eye, right eye and face) resize them to shape $128 \times 128 \times 3$ and stack them channel-wise. Before stacking the image patches we randomly scale, translate, flip, and add noise on the color channel with probability 0.5. Due to different image quality on each dataset we also add Gaussian blur to the image. The intensity of the blur is randomly selected from a set of kernels. Note that we augment each patch with the same augmentation parameters.

Training Details. We train our method using a Adam optimizer (weight decay at 0.0005, and batch size of 128) on a single Tesla V100-PCIE (32GB) GPU. The learning rate starts from 1e-6, linearly warming up to 1e-4 in the first 3 epochs and then divided by 10 at 60 and 80 epochs. The training process is terminated at 100 epochs.

5. Limitations

In the experiments of Sec. 4, we have shown that pseudo-ground truth can be effectively utilized in gaze estimation. However, our gaze pseudo-labels do not come without any limitations. From our experimentation, we have identified that our pseudo-label generation pipeline results in weaker labels in the pitch axis. Another drawback of this pipeline is that the outputs are highly related to the accuracy of 3D face and 2D iris alignment. Lastly, one limitation of our overall method is that it cannot operate on images without a visible face (when the face is looking away from the camera), which constitutes an area for future extensions.

6. Conclusion

In this work we present a novel, weakly-supervised method for gaze estimation, based on dense 3D eye mesh regression. We demonstrate that by utilizing both 3D eye coordinates and gaze labels during training, instead of just gaze labels, results in better performance. Moreover, we explore the possibility of exploiting the abundantly available in-the-wild face data for improving gaze estimation generalization. To that end, we propose a novel methodology to generate robust, 3D geometry-aware pseudo-ground truth labels, as well as a multi-view supervision framework for effective training. Employing both, we achieve improvements in cross-dataset and within-dataset experiments.
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**1. Model Demo**

To showcase the effectiveness of our method in real conditions, we have trained a general gaze estimation model based on 3D eye mesh regression. The model has been trained with the four gaze datasets discussed in this paper (MPIIFaceGaze [7], Gaze360 [3], ETH-XGaze [6] and GazeCapture [4]), as well as the in-the-wild images with pseudo-labels from our ITWG-MV dataset which we employ within our proposed framework. Combining the accuracy of gaze datasets and the diversity of ITWG-MV, our model is robust to a wide variety of scenarios, e.g. challenging head poses, lighting settings and occlusions, that are commonly encountered in real scenarios. A live demo of our method can be found here [http://35.92.148.85:7011/](http://35.92.148.85:7011/).

**2. Additional Ablation on the effect of ITWG Head Pose Variation**

In this section we present further analysis on the effect of head pose variation of ITWG on the model’s generalization ability (Sec. 4.4.2 of the main paper). For training we employ different subsets of ITWG based on head pose (< 5°, < 20°, < 40°, all) and additional ground truth supervision from MPIIFaceGaze (MPII) or GazeCapture (GC). We present results of our models for different subsets of Gaze360’s test set, based again on the head pose yaw angle (< 5°, < 20°, < 40°, 90°).

Results reported in Tab. 1 demonstrate that an improvement of 8° to 13° (31% to 37%) is achieved in all cases (for all subsets of Gaze360) between the baselines of training just with gaze datasets (MPII, GC) and our full method of including ITWG and multi-view supervision in training. Another interesting fact is that performance consistently increases when training with more diverse subsets of ITWG in all cases. Lastly, it is worth noticing that even though performance increase is expected for the subsets of Gaze360 with large head pose values (> 40°), as MPII and GC do not include such images at all, the larger increase in performance is seen for near-frontal images. This fact, validates the quality of our pseudo-labels in near-frontal head poses and the effectiveness of the overall pseudo-labelling method and our multi-view supervision algorithm.

**3. Additional Ablation on the effect of Pseudo-Labels and Multi-View Supervision**

In this section we present further evaluations on the effect of our pseudo-labels and multi-view consistency constraints during training. To this end, we repeat the experiments described in Sec. 4.4.1 of the main paper for 3 additional cases of available ground truth supervision and report the results in Tab. 2. In particular, we utilize Gaze360 (G360), ETH-XGaze (EXG) and MPIIFaceGaze (MPII) as source datasets with valid ground truth. From the results we can draw the conclusion that our method is always effective when there are large differences between the source and target dataset head pose and gaze variation. In such cases ITWG helps to close the gap and results in significant improvement. Only small improvement is noticed for the within-dataset experiment on Gaze360, while results do not improve for within-dataset experiments on ETH-XGaze and MPII.

**4. Calculating Gaze Direction from 3D Eye Meshes**

In this work we have proposed a method to estimate 3D eye meshes from images and employ them for gaze esti-
### 5. Qualitative Results for 3D Gaze Estimation

Here we visualize gaze predictions of our model for training scenarios discussed in Sec. 4.4.2 of the main paper. In particular, we present the results of our model in the two edge cases of Tab. 4 of the main paper, i.e. a) only MPIIFaceGaze is employed for training and b) MPIIFaceGaze and the whole ITWG are employed for training within our multi-view supervision framework. Testing is performed on the images of Gaze360. Fig. 2 includes results for the two cases as well as the ground truth labels of Gaze360. As can be seen, the predicted gaze directions are much closer to the real ones when in-the-wild face data from ITWG are employed for supervision. Especially for profile views, the effect of the pseudo-labels is visually significant.

To further evaluate our method, we apply the above two models on arbitrary in-the-wild face images and present the results on Fig. 3. As actual gaze accuracy cannot be measured for such images (ground truth data are not available), we attempt to draw conclusions based on observation. From the visualizations it can be seen that for side and profile views, our multi-view supervision method (MPII + ITWG) performs substantially better, while for near-frontal ones the predictions improve when occlusions are present (glasses, hair). These qualitative results demonstrate that our method improves cross-domain gaze generalization, without using any additional gaze information or data from the target domains.

### 6. Discussion

In this section we discuss limitations of our work, as well as possible solutions. One common challenge in dense 3D mesh regression is handling occlusions. In our case the biggest challenge comes from faces in profile pose and cases of people wearing glasses. Some examples of applying our model on such cases are depicted in Fig. 4. While transparent glasses do not pose a significant challenge, profile faces make one of the two eyes invisible and sunglasses cover the eyes completely, which causes our model’s accuracy to drop. These are challenges that our method attempts to solve by incorporating in-the-wild data in training. We believe that if progress continues to be made towards this direction, gaze estimation models will gradually become more accurate and robust for in-the-wild scenarios, using less annotated data.

Another limitation of our method lies in the use of synthetic images for weakly-supervised training. For this algorithm, we assume that images of the same subject with different pose but the same difference between head and eye orientation are available. To acquire such data we employ a face reenactment method, HeadGAN [2], which animates the human head given single input images. However, relying on synthetic data for training means that performance is compromised by the quality of image generation. Higher quality of face image synthesis, could lead to better performance for our method.

Lastly, another limitation of our model is that it does not consider the anatomical differences of eyes between people. In more detail, an offset angle exists between the optical and visual axes of eyes according to their real anatomy as shown in Fig. 5. This angle is subject-dependent and usually mentioned as the kappa coefficient of the eyes. Some methods have attempted to model this offset or incorporate it in their...
Figure 2. Results of our models trained with MPIIFaceGaze (blue vectors) and combined MPIIFaceGaze and ITWG with multi-view supervision (yellow vectors), applied on the test set of Gaze360 (red vectors). The predicted gaze directions are closer to the ground truth when ITWG is included in training. Especially for side and profile views, the effect of the pseudo-labels is visually significant.

Figure 3. Results of our models trained with MPIIFaceGaze (blue vectors) and combined MPIIFaceGaze and ITWG with multi-view supervision (yellow vectors), applied on arbitrary in-the-wild images. Our full model predicts robust gaze labels across all head pose angles for yaw in $[-90^\circ, 90^\circ]$. Especially for side and profile views, as well as for faces with occlusions (glasses, hair, sunglasses), the effect of the pseudo-labels is visually significant.

In our method, 3D gaze predictions are calculated by the orientation of the central axis of our 3D eyeball template, which coincides with the optical axis of the human eyes. To make our system robust...
Figure 4. Results from applying our model on faces with glasses (1st row), sunglasses (2nd row) and faces in near-profile pose (3rd row). While normal glasses and profile faces do not pose a significant challenge, sunglasses are more difficult to handle.

Figure 5. Eyeball anatomy demonstrating the offset between the optical and visual axis.

to variations of face identity, we rely on large in-the-wild face datasets. However, employing an anatomically aware 3D eyeball template or designing a strategy for personalizing our model constitutes an interesting direction for further research.
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