The investigation of interior spacetimes sourced by stationary cylindrical anisotropic fluids is pursued and specialized here to rigidly rotating fluids with an azimuthally directed pressure. Based on the occurrence of an extra degree of freedom in the equations, two general methods for constructing different classes of exact solutions to the field equations are proposed. Exemplifying such recipes, a bunch of solutions are constructed. Axisymmetry and regularity conditions on the axis are examined and the spacetimes are properly matched to a vacuum exterior. A number of classes and subclasses are thus studied and an analysis of their features leads to sorting out three classes whose appropriate mathematical and physical properties are discussed. This work is part of a larger study of the influence of anisotropic pressure in GR, using cylindrical symmetry as a simplifying assumption, and considering in turn each principal stress direction. It has been initiated in companion Papers 1 and 2 where the pressure was assumed to be axially directed, and is followed by Paper 4 considering radial pressure and Paper 5 contrasting the previous results with corresponding dust and perfect fluid solutions.

In Paper 1, a particular exact solution to the axial pressure issue has been displayed. Paper 2 is a generalization of this preliminary result. Actually, owing to the presence of an extra degree of freedom in the calculations, this case is likely to give rise to a number of different solutions, each corresponding to a given physical configuration. Hence, a general method allowing one to generate these different classes of solutions has been constructed and is described in that article where some particular classes have been integrated and analyzed.

Two other methods, based on the extra degree of freedom also available here, have been developed to construct azimuthal pressure solutions. They are displayed in the present Paper 3 where they are also exemplified through three different classes corresponding to some particular physical configuration.

A proposal of possible applications of such kind of results has already been given in Paper 2 to which the interested reader is referred. Note that, for a better overview of the issue, reading the full set of five papers is recommended.

The outlook of the present article reads as follows. In Sec. III the general equations determining the interior spacetimes, i.e., the field equations and the Bianchi identity, are displayed. Section III is devoted to the description of a general method for constructing exact solutions with azimuthal pressure. It is a key result of this work, since it allows one to built at will new solutions other than those depicted here. Indeed, in Sec. IV this method is applied to two different classes of spacetimes for which thorough mathematical and physical analyses are conducted. In Sec. V the main features of these classes of solutions are compared. Another method, adapted to the special form of the field equations corresponding to the present case of azimuthally directed pressure, is displayed in Sec. VI where the solutions for fluids with the widely used equation of state \( P_{\phi} = h \rho, h = \text{const.} \), are derived and discussed. This method is another key result of this work, since it allows one to choose a priori a given equation of state for the fluid, provided of course that the corresponding equations are integratable. The conclusions are given in Sec. VII

II. EQUATIONS DETERMINING THE INTERIOR SPACETIME

The cylinder of fluid is stationary and rigidly rotating around its axis of symmetry. It is an anisotropic nondissipative fluid bounded by a cylindrical surface \( \Sigma \). Its principal stresses \( P_\rho, P_\phi \) and \( P_z \) satisfy the equation of state \( P_\rho = P_\phi = 0 \), which allows one to write its stress-energy tensor – see (1) of Célérier and Santos for its general expression – under the form

\[
T_{\alpha\beta} = \rho V_{\alpha} V_{\beta} + P_\phi K_{\alpha} K_{\beta},
\] (1)
with $\rho$, the energy density of the fluid, $V_\alpha$, its timelike 4-velocity, and $K_\alpha$, a spacelike 4-vector, verifying
\[
V^\alpha V_\alpha = -1, \quad K^\alpha K_\alpha = 1, \quad V^\alpha K_\alpha = 0. \tag{2}
\]
The spacelike Killing vector $\partial_z$ is hypersurface orthogonal, such as to ease its subsequent matching to an exterior Lewis metric. The line element reads therefore
\[
d s^2 = -f \, d t^2 + 2k \, d r \, d \phi + e^\mu (d r^2 + d z^2) + l \, d \phi^2, \tag{3}
\]
with $f$, $k$, $\mu$, and $l$, real functions of the radial coordinate $r$ only, such as to allow for stationarity. Due to cylindrical symmetry, the coordinates are bound to conform to the following ranges:
\[
-\infty \leq t \leq +\infty, \quad 0 \leq r \leq +\infty, \quad -\infty \leq z \leq +\infty, \quad 0 \leq \phi \leq 2\pi, \tag{4}
\]
with the two limits of the coordinate $\phi$ topologically identified. These coordinates are denoted $x^0 = t$, $x^1 = r$, $x^2 = z$, and $x^3 = \phi$.

In the case of rigid rotation, a frame corotating with the fluid can be chosen. Thus, the 4-velocity of the fluid can be written as
\[
V^\alpha = v \delta^\alpha_0, \tag{5}
\]
with $v$ a function of $r$ only. Therefore, the timelike condition for $V^\alpha$ displayed in (2) reads
\[
f v^2 = 1. \tag{6}
\]
The spacelike 4-vector $K^\alpha$ satisfying conditions (2) can be written as
\[
K^\alpha = -kv \delta^\alpha_0 - f v \delta^\alpha_3, \tag{7}
\]
where the auxiliary function $D(r)$ is still defined as
\[
D^2 = f l + k^2. \tag{8}
\]

A. Field equations

Using (5)–(8) into (1), the components of the stress-energy tensor corresponding to the five nonvanishing components of the Einstein tensor are obtained, and the following five field equations for the spacetime inside $\Sigma$ can be written as
\[
G_{00} = \frac{e^{-\mu}}{2} \left[-f \mu'' - 2f \frac{D''}{D} + f'' - f' \frac{D'}{D} + \frac{3f(f' l' + k^2)}{2D^2}\right] = \kappa \rho f, \tag{9}
\]
\[
G_{03} = \frac{e^{-\mu}}{2} \left[k \mu'' + 2k \frac{D''}{D} - k'' + k' \frac{D'}{D} - \frac{3k(k' l' + k^2)}{2D^2}\right] = -\kappa \mu k, \tag{10}
\]
\[
G_{11} = \frac{\mu' D'}{2D} + \frac{f l' + k^2}{4D^2} = 0, \tag{11}
\]
\[
G_{22} = \frac{D''}{D} - \frac{\mu' D'}{2D} - \frac{f l' + k^2}{4D^2} = 0, \tag{12}
\]
\[
G_{33} = \frac{e^{-\mu}}{2} \left[l \mu'' + 2l \frac{D''}{D} - l'' + l' \frac{D'}{D} - \frac{3l(f' l' + k^2)}{2D^2}\right] = \frac{\kappa}{f} \left(\rho k^2 + P_\phi D^2\right), \tag{13}
\]
where the primes stand for differentiation with respect to $r$.
B. Conservation of the stress-energy tensor – Bianchi identity

The equation for the conservation of the stress-energy tensor is analogous to the Bianchi identity:

\[ T^{\beta}_{1;\beta} = 0. \]  

(14)

Writing the twice contravariant version of (1), one obtains

\[ T^{\alpha \beta} = \rho V^\alpha V^\beta + P \phi K^\alpha K^\beta, \]  

(15)

where \( V^\alpha \) is given by (5), and the spacelike vector \( K^\alpha \) is given by (7), which are inserted into (15). Using (3) and (6), the Bianchi identity (14) reduces to

\[ T^{\beta}_{1;\beta} = 1/2 \left( \rho + P \phi \right) f' - P \phi D' D = 0. \]  

(16)

With \( h(r) \) defined as \( h(r) \equiv \rho \phi(r)/\rho(r) \), (16) can be written as

\[ 1/2 (1 + h) f' - h D' D = 0. \]  

(17)

III. GENERAL METHOD FOR CONSTRUCTING THE SOLUTIONS

Adding both field equations (11) and (12) gives

\[ D'' = 0, \]  

(18)

which can be integrated as

\[ D = c_1 r + c_2 \]  

(19)

where \( c_1 \) and \( c_2 \) are integration constants.

The coordinate \( r \) can then be rescaled from a factor \( c_1 \), which gives

\[ D = r + c_2. \]  

(20)

Here again, as in the axial pressure case, only five independent differential equations are available for six unknowns, i.e., the four functions \( f, k, e^\mu \), and \( f \), the energy density \( \rho \), and the pressure defined either by \( P \phi \) or by \( h \). Therefore, the set of equations needs to be closed by an additional one. Assuming the choice to be that of a given expression \( f(h) \) for the \( f \) metric function, its derivative with respect to \( r \) can be written as

\[ f' = \frac{df}{dh} h', \]  

(21)

that yields

\[ \frac{f'}{f} = \frac{df}{dh} h', \]  

(22)

which gives, once inserted into the Bianchi identity (17),

\[ \frac{D'}{D} = \frac{(1 + h) df}{2h f} h', \]  

(23)

which can be integrated as

\[ \ln D = \frac{1}{2} \int_{h_0}^{h} \frac{(1 + u) df}{u} du. \]  

(24)
Hence, \( f(h) \) must be chosen such that the above integral should be fully integrated yielding thus an analytical expression for \( D(h) \), which, differentiated with respect to \( r \), gives

\[
D' = \frac{dD}{dh} h'.
\]  

(25)

Now, (20) differentiated with respect to \( r \), yields

\[
D' = 1,
\]  

(26)

which one equalizes to (25) and obtains

\[
h' = \frac{1}{2c}.
\]  

(27)

Now, the same reasoning as in Papers 1 and 2 combining (9) with (10), then integrating, gives

\[
k f' - f k' = 2cD,
\]  

(28)

where \( 2c \) is an integration constant and where the factor 2 is chosen for further convenience. Considered as a first-order ordinary differential equation for \( k(r) \), (28) possesses as a general solution

\[
k = f \left( c_k - 2c \int_{h_0}^{h} \frac{D(v)}{f(v)^2} h'(v) \, dv \right),
\]  

(29)

where \( c_k \) is a new integration constant and \( h_0 \) is the value of \( h \) on the axis of symmetry. With (27) inserted, (29) becomes

\[
k = f \left( c_k - 2c \int_{h_0}^{h} \frac{D(v)}{f(v)^2} \, dv \right).
\]  

(30)

Provided the above integral is solvable, an analytical expression for \( k(h) \) is thus obtained. Then, \( l \) can be calculated using (8) as

\[
l = \frac{D^2 - k^2}{f}.
\]  

(31)

Now, using (8) into (28), one obtains the expression for \( (f' l' + k^2)/2D^2 \) derived in Papers 1 and 2 and recalled here as

\[
\frac{f' l' + k^2}{2D^2} = \frac{f'D'}{fD} - \frac{f'^2}{2D^2} + \frac{2c^2}{f^2},
\]  

(32)

which, inserted into (11), yields

\[
\frac{\mu' D'}{D} + f' \frac{D'}{fD} - \frac{f'^2}{2f^2} + \frac{2c^2}{f^2} = 0,
\]  

(33)

where the Bianchi identity (17) is substituted, that gives

\[
\frac{1 + h}{2h} \left( \frac{d}{dh} f \right) h' \mu' + \frac{1}{2h} \left( \frac{d}{dh} f \right)^2 h'^2 + \frac{2c^2}{f^2} = 0.
\]  

(34)

Multiplying the last term of (34) by \( h'^2/h^2 = h'^2 (dD/dh)^2 = 1 \), one obtains

\[
\frac{1 + h}{2h} \left( \frac{d}{dh} f \right) h' \mu' + \frac{1}{2h} \left( \frac{d}{dh} f \right)^2 h'^2 + \frac{2c^2}{f^2} \left( \frac{dD}{dh} \right)^2 h'^2 = 0,
\]  

(35)

that gives

\[
\mu' = -\frac{2h}{1 + h} \left( \frac{f}{\frac{d}{dh} f} \right) \left[ \frac{1}{2h} \left( \frac{d}{dh} f \right)^2 + \frac{2c^2}{f^2} \left( \frac{dD}{dh} \right)^2 \right] h'.
\]  

(36)
Provided the right-hand-side is integrable, an expression for \( \mu(h) \) follows. Then, the axisymmetry condition
\[
l^0 = 0
\] (37)
and, if appropriate, the regularity condition
\[
e^{-\mu f^2} \frac{3f}{4l} = 0 \quad \text{on the } \Sigma \text{ boundary.}
\] (38)
where \( \mu \) denotes the value of the functions taken on the rotation axis, i.e., for \( r = 0 \), are implemented and give constraints on the integration constant parameters.

To enable applications of the resulting spacetimes to a representation of astrophysical processes, a proper junction to an exterior vacuum metric is necessary. As it has been chosen and justified in Papers 1 and 2, the Weyl class of the Lewis solution is selected to represent the vacuum exterior. Darmois’ junction conditions are thus applied to both inside and outside metrics on the \( \Sigma \) boundary. As mentioned in Papers 1 and 2, these conditions come down to \( P_\rho = 0 \) on the boundary. Since, by virtue of the equation of state imposed in the present configuration, \( P_r = 0 \) everywhere, this condition is obviously verified in particular on the \( \Sigma \) hypersurface.

Now, to derive an expression for the energy density \( \rho(h) \) is arranged with the help of (11) and (18) to become
\[
-\mu'' + \frac{f''}{f} - \frac{f'D'}{D} - 3\frac{\mu'D'}{D} = 2\kappa \varepsilon \rho,
\] (39)
from which \( \rho \) is extracted, since, from the preceding, \( f(h), D(h), \mu(h) \) and \( h'(h) \) are known. Then, \( P_\phi \) follows, from the definition of \( h \), as
\[
P_\phi = h\rho.
\] (40)

Once the metric and the physical properties issued from the field equations coupled to the choice of \( f(h) \) are determined, other different mathematical and physical features can be exhibited and analyzed as it has been done in Papers 1 and 2 for the equations of state studied there.

IV. EXEMPLIFYING THE GENERAL METHOD WITH FULLY INTEGRATED SOLUTIONS

To exemplify the method displayed in Section II, two classes of exact solutions are proposed here. They are obtained through two different expressions for the metric function \( f(h) \) and their properties are analyzed and contrasted.

A. Class 1 solutions

The expression for the metric function \( f \) is chosen to be
\[
f = \frac{cf}{1 + h},
\] (41)
Differentiated with respect to \( r \), this becomes
\[
f' = -c_f \frac{h'}{(1 + h)^2}.
\] (42)
Then, (42) divided by (41) gives
\[
\frac{f'}{f} = -\frac{h'}{1 + h}
\] (43)
which, substituted into (17), yields
\[
\frac{D'}{D} = -\frac{h'}{2h},
\] (44)
that can be integrated as

\[ D = \frac{1}{c_1 \sqrt{h}}, \tag{45} \]

which can be inserted into (20) and give

\[ \frac{1}{\sqrt{h}} = c_1 r + c_1 c_2. \tag{46} \]

The coordinate \( r \) can thus be rescaled from a factor \( c_1 \rightarrow 1 \) which yields

\[ \frac{1}{\sqrt{h}} = r + c_2. \tag{47} \]

At the axis, where \( r = 0 \), \( h \) is denoted \( h_0 \) and (47) gives

\[ c_2 = \frac{1}{\sqrt{h_0}}, \tag{48} \]

which, inserted into (47), yields \( h(r) \) as

\[ h = \frac{1}{(r + \frac{1}{\sqrt{h_0}})^2}, \tag{49} \]

which implies, when differentiated with respect to \( r \),

\[ h' = -\frac{2}{(r + \frac{1}{\sqrt{h_0}})^3}, \tag{50} \]

where one can insert (49) such as to obtain

\[ h' = -2h\sqrt{h}. \tag{51} \]

Some straightforward relations, which will be needed further on, follow as

\[ D = \frac{1}{\sqrt{h}}, \tag{52} \]

\[ D = r + \frac{1}{\sqrt{h_0}}, \tag{53} \]

\[ r = \frac{1}{\sqrt{h}} - \frac{1}{\sqrt{h_0}}. \tag{54} \]

Now, (41), (51) and (52) are inserted into (29) that gives

\[ k = \frac{c_f}{1+h} \left( c_k + \frac{c}{c_f} \int_{h_0}^{h} \frac{(1+v)^2}{\sqrt{v^2}} \, dv \right), \tag{55} \]

which can be integrated as

\[ k = \frac{c_f}{1+h} \left[ c_k + \frac{c}{c_f} \left( \frac{1}{h_0} - \frac{1}{h} + 2\ln \frac{h}{h_0} + h - h_0 \right) \right]. \tag{56} \]

Then \( l \) follows from (31) as

\[ l = \frac{1+h}{c_f h} - \frac{c_f}{1+h} \left[ c_k + \frac{c}{c_f} \left( \frac{1}{h_0} - \frac{1}{h} + 2\ln \frac{h}{h_0} + h - h_0 \right) \right]^2. \tag{57} \]
To calculate $e^\mu$, $f$, $D$ and derivatives are inserted into (33) which becomes

$$\mu' = \frac{h'}{(1+h)^2} + \frac{c^2 (1+h)^2 h'}{c_f h^2},$$

(58)

which can be integrated as

$$\mu = -\frac{1}{1+h} + \frac{c^2}{c_f} \left( -\frac{1}{h} + 2 \ln h + h \right) + \ln c_\mu,$$

(59)

where $c_\mu$ is an integration constant. Equation (59) can be written as

$$e^\mu = c_\mu h^{\frac{2c}{c_f}} \exp \left[ -\frac{1}{1+h} + \frac{c^2}{c_f} \left( h - \frac{1}{h} \right) \right].$$

(60)

Now, the integration constant $c_\mu$ can be set to 1 by rescaling both coordinates $r$ and $z$ from a factor $\sqrt{c_\mu}$. Hence, $c_\mu$ disappears from the expression (60) of $e^\mu$.

1. **Axisymmetry and regularity conditions**

   For this class of solutions, the axisymmetry condition (37) becomes

$$c_f c_k = \frac{1+h_0}{\sqrt{h_0}},$$

(61)

where the sign indeterminacy issued from taking the square root has been absorbed into the definition of the constants.

The regularity condition given by (38) reads in this case

$$c_f = 2c \frac{(1+h_0)^2}{\sqrt{h_0(h_0-1)}},$$

(62)

which, substituted into (61), yields

$$c_k = \frac{h_0 - 1}{2c(1+h_0)}.$$  

(63)

2. **Updated expressions of the metric functions**

   Inserting (62) and (63) into (41), (56), (57) and (60), one obtains new expressions for the metric functions that read

$$f = \frac{2c(1+h_0)^2}{\sqrt{h_0(h_0-1)}},$$

(64)

$$k = \frac{1+h_0}{\sqrt{h_0(1+h)}} \left[ 1 + \frac{h_0(h_0-1)}{2(1+h_0)^3} \left( \frac{1}{h_0} - 1 + 2 \ln \frac{h}{h_0} + h - h_0 \right) \right],$$

(65)

$$l = \frac{\sqrt{h_0(h_0-1)} \left( 1+h \right)}{2c(1+h_0)^2} \frac{(h_0-1)}{h} - \frac{2c\sqrt{h_0(1+h)}}{h} \left[ 1 + \frac{h_0(h_0-1)}{2(1+h_0)^3} \left( \frac{1}{h_0} - 1 + 2 \ln \frac{h}{h_0} + h - h_0 \right) \right]^2,$$

(66)

$$e^\mu = h \frac{h_0(1-h_0)^2}{2(1+h_0)^2} \exp \left[ -\frac{1}{1+h} + \frac{h_0(1-h_0)^2}{4(1+h_0)^2} \left( h - \frac{1}{h} \right) \right].$$

(67)

At this stage, the metric depends only on two parameters, $h_0$ and $c$. However, it will be seen in Section IV A 6 that $c$ can be given an interpretation allowing it to be written as an expression involving only $h_0$ which will thus remain the single parameter characterizing each metric in class 1.
3. **Behaviour of the \( h(r) \) function**

The evolution of the ratio \( h \) from the axis to the \( \Sigma \) boundary is now considered. At the axis, a new constraint on its value \( h_0 \) can be exhibited from considering (62). Actually, to obtain a proper signature for the metric, the four metric functions have to be either all positive or all negative definite. Now, the occurrences of \( \sqrt{\Delta} \) and of \( \sqrt{h_0} \) into (45)–(54) imply \( h \) and \( h_0 \) positive since, for astrophysical purpose, the functions and parameters of the solutions are imposed to be real valued. From (67), the positiveness of \( h \) implies that of \( e^h \). Therefore, all the metric functions have to be positive definite which is, in particular, the case for \( f \). Hence, from (41), the parameter \( c_f \) must be positive. From (62), \( c_f \) positive requires \( c \) and \( h_0 - 1 \) both positive or both negative. The first case implies \( h_0 > 1 \) while the second one compels \( h_0 < 1 \). Since, from the foregoing, \( h_0 \) is positive, both cases are actually satisfied, and the second one reduces to \( 0 < h_0 < 1 \). The metric function \( f \) is therefore positive definite as required.

Now, since the \( r \) coordinate is anywhere positive or null, the expression (50) of the first derivative of \( h(r) \) with respect to \( r \) shows that \( h' < 0 \) whatever \( r \). Hence, the \( h(r) \) function is monotonically decreasing from \( h_0 > 0 \) to \( h_\Sigma > 0 \) on the boundary.

4. **The energy density and pressure**

To obtain \( \rho(h), f \) given by (64), \( e^\mu \) given by (67), \( D \) given by (52) and their derivatives, where \( h' \) given by (51) is substituted, are inserted into (39) such as to give

\[
\rho = \frac{4}{\kappa h^2(1+h)^3} \left[ h_0(1-h_0)^2 \left( \frac{h_0(1-h_0)^2}{1+h} \right) - \frac{h^2}{(1+h)^3} \right] \exp \left[ \frac{1}{1+h} + \frac{h_0(1-h_0)^2}{4(1+h_0)^4} \left( \frac{1}{h} - h \right) \right],
\]

(68)

Now, the weak energy condition, \( \rho \geq 0 \), implies

\[
w = \frac{h_0(1-h_0)^2}{4(1+h_0)^4} (1+h) - \frac{h^2}{(1+h)^3} \geq 0.
\]

(69)

On the axis where \( h = h_0 \), inequality (69) becomes

\[
1 - 6h_0 + h_0^2 \geq 0,
\]

(70)

which imposes

\[
h_0 > 3 + 2\sqrt{2} \quad \text{or} \quad h_0 < 3 - 2\sqrt{2}.
\]

(71)

The result obtained in Section IV A 3 i.e., \( h_0 > 0 \), is consistent with both constraints in (71), i.e., either it reads \( h_0 > 3 + 2\sqrt{2} \) or it reduces to \( 0 < h_0 < 3 - 2\sqrt{2} \).

Assuming one or the other above inequality is satisfied, if \( w \) does not vanish before reaching the boundary \( \Sigma \), it remains always positive and the weak energy condition is fulfilled in the whole interior spacetime.

However, if \( w \) vanishes at some \( r \) value, denoted \( r_0 \), smaller than \( r_\Sigma \), there will be a cylindrical shell where \( \rho < 0 \), implying that the weak energy condition is not satisfied. Now, \( w \) vanishes if

\[
\frac{h^2}{(1+h)^4} = \frac{h_0(1-h_0)^2}{4(1+h_0)^4},
\]

(72)

of which we take the square root that yields a second degree equation in \( h \) which can be written as

\[
\sqrt{\frac{h_0(1-h_0)}{2(1+h_0)^2}} + \left[ \sqrt{\frac{h_0(1-h_0)}{(1+h_0)^2}} - 1 \right] h + \sqrt{\frac{h_0(1-h_0)}{2(1+h_0)^2}} h^2 = 0,
\]

(73)

which possesses real roots, provided the discriminant \( \Delta \) is positive or null. Now, since \( \Delta \)

\[
\Delta = 1 - 2\sqrt{\frac{h_0(1-h_0)}{(1+h_0)^2}},
\]

(74)

it is easy to infer that, for both admissible intervals for \( h_0, \Delta > 0 \) and \( w \) vanishes for two real values of \( h \), collectively denoted \( h_a \) and expressed as

\[
h_a = \frac{(1+h_0)^2}{\sqrt{h_0(1-h_0)}} \left( 1 \pm \sqrt{\Delta} \right) - 1.
\]

(75)
Therefore, for each value of \( h_0 \) defining a particular solution belonging to Class 1, there exists a limiting value of \( r_\Sigma \), denoted \( r_a \), and such that

\[
r_a = \frac{1}{\sqrt{h_a}} - \frac{1}{\sqrt{h_0}},
\]

(76)

owing to (54).

Now, the energy density as a function of the radial coordinate \( r \) is obtained by substituting (49) into (68) which gives

\[
\kappa \rho \frac{4}{9} = \left( r + \frac{1}{\sqrt{h_0}} \right) \frac{h_0(1-h_0)^2}{(1+h_0)^2} \left( 1 + \frac{1}{r^2} \right) - \frac{1}{(r+1)^4} \left( 1 + \frac{1}{r^2} \right)^3 \left( r + \frac{1}{\sqrt{h_0}} \right)^2 - \frac{1}{(r+1)^4} \left( 1 + \frac{1}{r^2} \right)^2 \left( r + \frac{1}{\sqrt{h_0}} \right)^2 \right).
\]

(77)

An analysis of the function \( \rho(r) \), not detailed here since it is rather lengthy and cumbersome, gives the following interesting result. The energy density \( \rho \) decreases from \( r = 0 \) to \( r_\Sigma \), the coordinate of the boundary having indeed to satisfy \( r_\Sigma \leq r_a \).

Considering that the pressure \( P_\phi \) can be written as \( P_\phi = h \rho \) and that both the functions \( \rho(r) \) and \( h(r) \) are decreasing when \( r \) increases, it comes that \( P_\phi(r) \) is also a decreasing function of \( r \) which never vanishes inside the cylinder.

Moreover, from (49), it is obvious that \( h \) is positive whatever the value of \( r \) which conforms the statement in Sec. IV.A.3. Hence the weak energy condition \( \rho > 0 \) implies the strong energy condition, \( P_\phi > 0 \).

5. Metric signature and sign constraints

So that Class 1 solutions be eligible, the metric must exhibit a Lorentzian signature which implies, due to the positiveness of \( e^\phi \), that all the other metric functions should be positive definite.

Owing to \( c_f > 0 \) and \( h > 0 \), the metric function \( f \) given by (41) is indeed correct from this point of view.

Now, \( h_0 \) and \( h \) being positive, the sign of \( k \) is given by the second factor in (65). This second factor is obviously positive near the axis where \( h \sim h_0 \). However, for each given value of \( h_0 \), there exists a ratio \( h_1 \), defined by

\[
1 + \frac{h_0(h_0-1)}{2(1+h_0)^2} \left( \frac{1}{h_0} - \frac{1}{h_1} + 2 \ln \frac{h_1}{h_0} + h_1 - h_0 \right) = 0,
\]

(78)

and such that \( k > 0 \) for \( h > h_1 \) and \( k < 0 \) for \( h < h_1 \). To avoid an improper sign for \( k \) when approaching the boundary the value of \( h \) there must verify \( h_\Sigma > h_1 \).

The sign of \( l \) is now considered. From the axisymmetry condition, at the axis, \( l(h_0) = 0 \). The derivative of \( l \) with respect to \( h \) evaluated in the vicinity of the axis, i.e., for \( h = h_0 - \epsilon \), with \( \epsilon \) a small positive increment, reads

\[
\frac{dl}{dh} = -\frac{\epsilon(h_0-1)}{4\epsilon h_0^3} (1+h_0)^3 \left( -1 + 5h_0 + 2h_0^2 \right),
\]

(79)

which is negative provided

\[
-1 + 5h_0 + 2h_0^2 > 0.
\]

(80)

Recall indeed that, as required in Sec. IV.A.3, \( (h_0-1)/\epsilon \) is positive and so is \( h_0 \). Moreover, inequality (80) is actually satisfied for positive values of \( h_0 \) such that \( h_0 > 0.193419 \). Hence, near the axis, \( l \) is decreasing with \( h \) increasing, itself decreasing with \( r \) increasing. Therefore, \( l \) is increasing with \( r \) increasing. Since it has already been shown that \( l' \) vanishes only for \( r = 0 \), \( l' \) cannot change sign elsewhere. Thus, \( l \) is monotonically increasing from \( l = 0 \) at the axis to \( l(h_\Sigma) \) on the boundary.

Every metric function being positive definite, the signature of the metric exhibits the proper feature, provided (80) is satisfied.
6. Hydrodynamical properties

As it is well-known, the timelike 4-vector $V_{\alpha}$ can be invariantly decomposed into the acceleration vector, the rotation or twist tensor and the shear tensor. The expressions for these quantities have been displayed by Célérier and Santos for a rotating cylindrical fluid such as the one considered here.

The only nonzero component of the acceleration vector can be written as

$$\dot{V}_1 = \frac{1}{2} \frac{f'}{f},$$

which becomes, with (43) and (51) inserted,

$$\dot{V}_1 = \frac{h \sqrt{h}}{1 + h}.$$  \(81\)

Its modulus follows as

$$\dot{V}_1 \dot{V}_1 = \frac{1}{4} \frac{f'^2}{f^2} e^{-\mu},$$

which becomes, with (43) and (67) inserted,

$$\dot{V}_1 \dot{V}_1 = \frac{h}{1 + h}.$$

The rotation scalar takes the form

$$\omega^2 = c^2 f^2 e^\mu,$$

which becomes, after inserting (41) and (67),

$$\omega^2 = \frac{h}{1 + h} \left[ \frac{1}{1 + h} + \frac{h_0(1 - h_0)^2}{4(1 + h_0)^4} \left( \frac{1}{h} - h \right) \right].$$

On the axis, its value is

$$\omega^2 = \frac{1}{1 + h} \left[ \frac{1}{1 + h} + \frac{h_0(1 - h_0)^2}{4(1 + h_0)^4} \left( \frac{1}{h} - h \right) \right].$$

As it has been shown in Appendix A of Paper 2, the $c$ parameter measures the amplitude of the rotation scalar, provided (19) and (A1) of Paper 2 are satisfied which is indeed the case here. Therefore, $c$ can be obtained as the square root of (87) that gives

$$c = \frac{h_0(1 - h_0)^2}{2(1 + h_0)^2} \left( h_0 - 1 \right) \exp \left[ \frac{1}{2(1 + h_0)} + \frac{(1 - h_0)^3}{8(1 + h_0)^3} \right],$$

the sign in (88) being chosen such that the signs of $c$ and $h_0 - 1$ be equal as required in Section IV A 3.

As it is well-known and already recalled in Papers 1 and 2, rigid rotation implies a vanishing shear.

7. Parameter of the solutions

Inserting (88) into (64) and (66), one obtains metric coefficients depending on a single parameter which is the value of the ratio $h_0$ on the axis.

Each Class 1 solution is therefore fully determined once the ratio $h_0$ has been measured or imposed on the axis provided of course it should be larger than 0.193419.
8. **Singularities**

An interesting property of this class is that its metrics do not exhibit any singularity. This is due to the limit imposed on the ratio \( h \), which prevent the metric functions to vanish or to diverge.

9. **Final form of the class 1 solutions**

In order to present in a concise form the main quantities describing the solutions of this class, the metric functions, the energy density, the pressure and the main intermediate functions are updated to their final form and summarized below.

\[
f = \frac{1 + h_0}{h_0^{4(1 + h_0)}(1 + h)} \exp \left[ \frac{1}{2(1 + h_0)} + \frac{(1 - h_0)^3}{8(1 + h_0)^3} \right], \tag{89}
\]

\[
e^\mu = h \frac{h_0(1 - h_0)^2}{2(1 + h_0)^3} \exp \left[ -\frac{1}{1 + h} + \frac{h_0(1 - h_0)^2}{4(1 + h_0)^4} \left( h - \frac{1}{h} \right) \right], \tag{90}
\]

\[
k = \frac{1 + h_0}{\sqrt{h_0(1 + h)}} \left[ 1 + \frac{h_0(h_0 - 1)}{2(1 + h_0)^4} \left( \frac{1}{h_0} - \frac{1}{h} + 2 \ln \frac{h}{h_0} + h - h_0 \right) \right], \tag{91}
\]

\[
l = h_0 \frac{h_0(1 - h_0)^2}{(1 + h_0)^4} \exp \left[ -\frac{1}{2(1 + h_0)} - \frac{(1 - h_0)^3}{8(1 + h_0)^3} \right] \left\{ \frac{(1 + h)}{(1 + h_0)h} - \frac{1 + h_0}{h_0(1 + h)} \right\} \times \left[ 1 + \frac{h_0(h_0 - 1)}{2(1 + h_0)^4} \left( \frac{1}{h_0} - \frac{1}{h} + 2 \ln \frac{h}{h_0} + h - h_0 \right) \right]^2, \tag{92}
\]

\[
\rho = \frac{4}{\kappa h} \frac{h_0(1 - h_0)^2}{2(1 + h_0)^4} (1 + h) - \frac{h^2}{(1 + h)^3} \exp \left[ \frac{1}{(1 + h)} + \frac{h_0(1 - h_0)^2}{4(1 + h_0)^4} \left( \frac{1}{h} - h \right) \right], \tag{93}
\]

\[
P_0 = \frac{4h^2}{\kappa} \frac{h_0(1 - h_0)^2}{4(1 + h_0)^4} (1 + h) - \frac{h^2}{(1 + h)^3} \exp \left[ \frac{1}{(1 + h)} + \frac{h_0(1 - h_0)^2}{4(1 + h_0)^4} \left( \frac{1}{h} - h \right) \right], \tag{94}
\]

\[
D = \frac{1}{\sqrt{h}} = r + \frac{1}{\sqrt{h_0}}, \tag{95}
\]

\[
h = \frac{1}{\left( r + \frac{1}{\sqrt{h_0}} \right)^2}, \tag{96}
\]

\[
h' = -2h\sqrt{h} = -\frac{2}{\left( r + \frac{1}{\sqrt{h_0}} \right)^3}, \tag{97}
\]

\[
r = \frac{1}{\sqrt{h}} - \frac{1}{\sqrt{h_0}}. \tag{98}
\]

The function \( h(r) \) evolves according to

\[
h_0 > h > h_2 > \text{Max} \{ h_1, 0.193419 \} > 0, \tag{99}
\]

\( h_1 \) being defined by (78).
B. Class 2 solutions

1. Integration of the field equations

The choice of the $f(h)$ metric function made here, equivalent to the one made in Paper 1 dealing with axially directed pressures, amounts to setting

$$\frac{f'}{f} = \frac{2h'}{1-h'},$$

which can be integrated as

$$f = \frac{c_f}{(1-h)^2},$$

where $c_f$ is an integration constant. Inserting (100) into the Bianchi identity (17), one obtains

$$\frac{1+h}{h(1-h)}h' = \frac{D'}{D},$$

which can be written as

$$\frac{h'}{h} + \frac{2h'}{1-h} = \frac{D'}{D},$$

and then, integrated as

$$D = \frac{h}{c_5(1-h)^2},$$

c_5 being another integration constant.

Now, (20) inserted into (104) yields

$$\frac{h}{(1-h)^2} = c_5r + c_2c_5.$$  \hspace{1cm} (105)

Thus, the coordinate $r$ can, once again, be rescaled, now from a factor $c_5$, and then (105) becomes

$$\frac{h}{(1-h)^2} = r + c_2,$$  \hspace{1cm} (106)

with $c_5 = 1$.

Differentiating (106) with respect to $r$ yields

$$h' = \frac{(1-h)^3}{1+h},$$  \hspace{1cm} (107)

which is substituted, together with (101) and (104), into (29) such as to obtain

$$k = \frac{c_f}{(1-h)^2} \left[ c_k - \frac{2c}{c_f} \int_{h_0}^{1} \frac{v(1+v)}{1-v} dv \right].$$  \hspace{1cm} (108)

This equation can be integrated as

$$k = \frac{c_f}{(1-h)^2} \left\{ c_k - \frac{2c}{c_f} \left[ 2 \ln \left( \frac{1-h_0}{1-h} \right) + 2(h_0 - h) + \frac{h_0^2 - h^2}{2} \right] \right\}. $$  \hspace{1cm} (109)

Thus, the metric function $l$ follows from (8) as

$$l = \frac{h^2}{c_f(1-h)^2} \left\{ c_k - \frac{2c}{c_f} \left[ 2 \ln \left( \frac{1-h_0}{1-h} \right) + 2(h_0 - h) + \frac{h_0^2 - h^2}{2} \right] \right\}^2.$$  \hspace{1cm} (110)
Then, (100) and (101) inserted into (35) give
\[
\frac{(1 + h) h'}{h(1 - h)} \mu' + \frac{2h'^2}{h(1 - h)^3} + \frac{2c^2 (1 + h)^2 h'^2}{c_f^2 (1 - h)^2} = 0,
\] (111)
that can be written as
\[
\mu' = -\frac{h'}{1 - h} - \frac{h'}{1 + h} + \frac{2c^2}{c_f^2} \left[ hh' + 2h' - \frac{2h'}{1 - h} \right],
\] (112)
which can be integrated as
\[
\mu = \ln \frac{(1 - h)}{(1 + h)} + \frac{4c^2}{c_f^2} \ln(1 - h) + \frac{c^2}{c_f^2} (h^2 + 4h) + \ln c_\mu,
\] (113)
where \(c_\mu\) is another integration constant, and that yields
\[
e^\mu = c_\mu \frac{(1 - h)^{\frac{4}{3} - \frac{4c^2}{c_f^2}}}{(1 + h)} \exp \left[ \frac{c^2}{c_f^2} h(4 + h) \right].
\] (114)

2. Energy density and pressure

To obtain an expression for \(\rho\), the two metric functions \(f\) and \(e^\mu\), together with the intermediate function \(D\), and their derivatives, are inserted into (39) such as to yield
\[
\rho = 2(1 - h)^{\frac{3 - 4c^2}{c_f}} \left[ \frac{1 - h}{h(1 + h)^3} + \frac{2c^2}{c_f} \right] \exp \left[ -\frac{c^2}{c_f^2} h(4 + h) \right].
\] (115)
The pressure \(P_\phi\) follows by multiplying (115) by \(h\) which gives
\[
P_\phi = 2(1 - h)^{\frac{4 - 4c^2}{c_f}} \left[ \frac{1 - h}{h(1 + h)^3} + \frac{2c^2}{c_f} \right] \exp \left[ -\frac{c^2}{c_f^2} h(4 + h) \right].
\] (116)

3. Axisymmetry and regularity conditions

To represent an axisymmetric spacetime the solution obtained above must verify (37). With (110) inserted into this condition, it yields
\[
I \overset{\text{def}}{=} \frac{h_0^2}{c_f(1 - h_0)^2} - \frac{c_f c_k^2}{(1 - h_0)^2} = 0,
\] (117)
which can be written
\[
c_f c_k = h_0,
\] (118)
where the sign indeterminacy due to the extraction of the square root has been absorbed into the definition of the integration constants.

Now, the regularity condition (38) with the first derivative of (110) and with (114) inserted, yields
\[
(1 + h_0) \left[ \frac{2h_0}{c_f(1 + h_0)} - \frac{2c_f c_k}{1 + h_0} + \frac{4c c_k h_0}{c_f} \right] = 0,
\] (119)
which has two solutions. First
\[
h_0 = -1.
\] (120)
This value of $h_0$ substituted into (118) gives

$$c_k = -\frac{1}{c_f}.$$  \hfill (121)

The second solution becomes, after inserting (118) into the second factor of (119),

$$c_f = -\frac{2ch_0(1+h_0)}{1-h_0},$$  \hfill (122)

which substituted into (118) gives

$$c_k = -\frac{(1-h_0)}{2c(1+h_0)}.$$  \hfill (123)

Now, evaluating both expressions of $D$, (20) and (104), at the axis where $r = 0$ and $h = h_0$, while using $c_5 = 1$, one obtains

$$c_2 = \frac{h_0}{(1-h_0)^2}.$$  \hfill (124)

4. **Subclass (i): generalities**

It is the subclass of class 2 which includes the solutions verifying (120), hence (121). Inserting (120) into (124) yields

$$c_2 = -\frac{1}{4},$$  \hfill (125)

which gives, once inserted into (20),

$$D = r - \frac{1}{4},$$  \hfill (126)

and once inserted into (106),

$$r = \frac{h}{(1-h)^2} + \frac{1}{4}.$$  \hfill (127)

Now, inserting (120) and (121) into (109), then into (110), give

$$k = -\frac{1}{(1-h)^2} \left\{ 1 + \frac{2c}{c_f} \left[ 2\ln\left(\frac{2}{1-h}\right) - 2(1+h) + \frac{1-h^2}{2} \right] \right\},$$  \hfill (128)

$$l = \frac{1}{c_f(1-h)^2} \left\{ h^2 \left\{ 1 + \frac{2c}{c_f} \left[ 2\ln\left(\frac{2}{1-h}\right) - 2(1+h) + \frac{1-h^2}{2} \right] \right\}^2 \right\}. $$  \hfill (129)

In this case, the expressions (115) and (116) for the energy density and the azimuthal pressure stay unchanged.

5. **Subclass (ii): generalities**

It is the subclass of class 2 which includes the solutions verifying (122) and (123). Here, there is no definite value imposed to $h_0$, therefore $c_2$ is merely given by (124), which yields, once inserted into (20),

$$D = r + \frac{h_0}{(1-h_0)^2},$$  \hfill (130)

and once inserted into (106),

$$r = \frac{h}{(1-h)^2} - \frac{h_0}{(1-h_0)^2}.$$  \hfill (131)
Now, inserting (122) and (123) into (101), (109), (110) and (114) gives the expressions for the metric functions of this subcase (ii) as

\[
f = \frac{2 ch_0(1 + h_0)}{(h_0 - 1)(1 - h)^2},
\]

(132)

\[
k = \frac{h_0}{(1 - h)^2} \left(1 + \frac{1 - h_0}{h_0^2(1 + h_0)} \left[2 \ln \left(\frac{1 - h_0}{1 - h}\right) + 2(h_0 - h) + \frac{h_0^2 - h^2}{2}\right]\right),
\]

(133)

\[
l = \frac{h_0(1 - h_0)}{2c(1 + h_0)(1 - h)^2} \left(1 + \frac{1 - h_0}{h_0^2(1 + h_0)} \left[2 \ln \left(\frac{1 - h_0}{1 - h}\right) + 2(h_0 - h) + \frac{h_0^2 - h^2}{2}\right]\right)^2 - \frac{h^2}{h_0^2},
\]

(134)

\[
e^\mu = c_\mu \frac{(1 - h)^{1 + \frac{(1 - h_0)^2}{h_0^2(1 + h_0)^2}}}{(1 + h)} \exp \left[-\frac{(1 - h_0)^2}{4h_0^2(1 + h_0)^2} h(4 + h)\right].
\]

(135)

Then, inserting (122) and (123) into (115) and (116), one obtains the expressions for the energy density and the azimuthal pressure for case (ii) as

\[
\rho = \frac{2(1 - h)^{\frac{3}{2} \frac{(1 - h_0)^2}{h_0^2(1 + h_0)^2}}}{\kappa c_\mu} \left[\frac{1 - h}{h(1 + h)^3} + \frac{(1 - h_0)^2}{2h_0^2(1 + h_0)^2}\right] \exp \left[-\frac{(1 - h_0)^2}{4h_0^2(1 + h_0)^2} h(4 + h)\right].
\]

(136)

Then, \(P_\phi\) follows by multiplying (136) by \(h\).

6. Behaviour of the \(h(r)\) function

Equalizing both expressions of \(D_5\), (20) and (104) with \(c_5 = 1\), one obtains \(h\) as a function of the radial coordinate \(r\) that reads

\[
h = \frac{1 + 2(r + c_2) + \varepsilon \sqrt{1 + 4(r + c_2)}}{2(r + c_2)},
\]

(137)

where \(\varepsilon = \pm 1\). Then, differentiating (137) with respect to \(r\), one obtains

\[
h' = -\frac{\varepsilon(1 + 3r + 3c_2) + \sqrt{1 + 4(r + c_2)}}{(r + c_2)^2 \sqrt{1 + 4(r + c_2)}}.
\]

(138)

The analysis of the \(h(r)\) behaviour is now straightforward.

First, notice that the expression inside the square roots must be positive to obtain real-valued \(h\) and \(h'\). The extremum of this expression being reached for \(r = 0\), this implies

\[
c_2 \geq -\frac{1}{4}.
\]

(139)

The equality is achieved within subcase (i), owing to (125), while, for subcase (ii), it is easy to verify that the inequality is satisfied whatever the value of \(h_0\), and, of course, whatever the sign of \(\varepsilon\).

Another feature independent of the sign of \(\varepsilon\) proceeds from (106) where the consequences of \(r > 0\) are considered. The ratio \(h\) and thus the pressure can only vanish provided \(c_2 \leq 0\). For subclass (i), \(c_2 = -1/4\) and the condition is fulfilled without imposing extra constraints. For subclass (ii), (124) implies that the pressure can only vanish if, at the axis \(h_0 < 0\).

One can also conclude from (107) that, whatever \(\varepsilon\),

\[
h' > 0 \quad \text{if} \quad -1 < h < +1,
\]

(140)

\[
h' < 0 \quad \text{if} \quad h < -1 \quad \text{or} \quad h > +1.
\]

(141)

Now, the sign of \(\varepsilon\) drives other aspects of the behaviour of \(h(r)\) which are described below.
a. Subclass (i) This subclass obeys (120) and (125) which, once inserted into (137) and (138), give

\[
h = \frac{1 + 4r + 4\varepsilon\sqrt{r}}{4r - 1},
\]
\[
h' = -\frac{\varepsilon (\frac{1}{4} + 3r) + 2\sqrt{r}}{2(r - \frac{1}{4})^2 \sqrt{r}},
\]
From (143), a possible vanishing of \(h'\) is seen to occur for a negative value of the radial coordinate \(r\) which is never realized. Therefore \(h'\) is bound to keep the same sign in the whole spacetime and the function \(h(r)\) is monotonically increasing or decreasing depending on the sign of \(h'\). Still from (143) this sign appears to be the inverse of the sign of \(\varepsilon\), therefore: \(h(r)\) should be monotonically increasing for \(\varepsilon = -1\) and monotonically decreasing for \(\varepsilon = +1\).

Case \(\varepsilon = +1\). From (142), it is easy to see that, in this case, \(h\) diverges towards \(-\infty\) in the vicinity of \(r = 1/4\), which would imply a diverging negative pressure at this locus. This drawback can be prevented provided the radial coordinate of the boundary \(r_\Sigma\) shows that, for any couple \(\{h_0, h\}\) such that

\[
\frac{r}{h_0} \rightarrow -\varepsilon
\]

which implies the ruling out of the case \(\varepsilon = +1\).

Case \(\varepsilon = -1\). A more standard configuration is obtained for \(\varepsilon = -1\). In this case \(h(r)\) is monotonically increasing with \(r\). From (142), it is easy to see that, in the vicinity of \(r = 1/4\), \(h \rightarrow 1\). Moreover, (142) still yields \(h = -1\) at the axis, i.e., \(h_0 = -1\). The behaviour of \(h\) in this case can thus be summarized as such:

- for \(r_\Sigma < 1/4\), \(h\) is increasing from \(h_0 = -1\) at the axis to \(h < 0\). Hence the strong energy condition is nowhere satisfied.
- for \(r_\Sigma > 1/4\), \(h\) is increasing from \(h_0 = -1\) at the axis to some \(h_\Sigma > 0\). Hence the strong energy condition, \(h > 0\), is only satisfied inside some cylindrical shell near the boundary of the spacetime. Such a behaviour lacking any known physical meaning, this case is very unlikely.

b. Subclass (ii) The \(c_2\) parameter of this subclass is determined by (124) with no a priori constraint on the value of \(h_0\).

Case \(\varepsilon = +1\). Inserting (124) and the sign of \(\varepsilon\) into (137), it can be inferred that \(h\) vanishes at a locus \(r\) given by

\[
-\frac{2h_0}{(1 - h_0)^2} = 1 + 2r + \sqrt{1 + 4 \left(1 + \frac{h_0}{(1 - h_0)^2}\right)},
\]

which implies \(h_0 < 0\).

Now, for the case \(h_0 > 0\), (137) shows that \(h > 0\) all along from \(r = 0\) to \(r_\Sigma\) and (138) implies \(h' < 0\) for any \(r\). Hence, the ratio \(h(r)\) decreases monotonically from \(h_0 > 0\) to \(h_\Sigma > 0\).

From (141), \(h' < 0\) and \(h > 0\) would imply \(h > +1\) and therefore \(1 < h_\Sigma < h < h_0\). However, an analysis of \(\rho(h)\) given by (136) shows that, for any couple \(\{h_0, h\}\) such that \(h_0 > 1\) and \(h > 1\), \(\rho < 0\) and therefore the weak energy condition is not satisfied which implies the ruling out of the case \(\varepsilon = +1\) in Subclass (ii).

Case \(\varepsilon = -1\). Inserting \(\varepsilon = -1\) and (124) into (138), one can conclude that \(h'\) vanishes for two values of \(r\) which are

\[
r_1 = -\frac{h_0}{(1 - h_0)^2},
\]

for which \(r > 0\) imposes \(h_0 < 0\). And

\[
r_2 = -\frac{2}{9} - \frac{h_0}{(1 - h_0)^2},
\]

which is positive provided \(-2 < h_0 < -1/2\). Hence, whenever the pressure is positive at the axis, \(h'\) never vanishes in this subclass with \(\varepsilon = -1\) and the \(h(r)\) function is monotonically increasing or decreasing depending on the sign of \(h'\). Moreover, for \(h_0 > 0\), the inequality

\[
\sqrt{1 + 4r + \frac{4h_0}{(1 - h_0)^2}} < 1 + 2r + \frac{2h_0}{(1 - h_0)^2} < 1 + 3r + \frac{3h_0}{(1 - h_0)^2}
\]

holds and gives, when compared to (138), \(h' > 0\). Now, from (140), \(h' > 0\) implies \(h < +1\) and, in particular, \(h_\Sigma < +1\).

A summary of the above remarks for subclass (ii) and case \(\varepsilon = -1\) runs as follows. The behaviour of the ratio \(h\) depends on its initial value \(h_0\) at the axis. For \(h_0 > 0\), \(h(r)\) is monotonically increasing from \(h_0\) at \(r = 0\) to \(h_\Sigma\) verifying \(0 < h_\Sigma < +1\) at the boundary. For \(-1/2 < h_0 < 0\) or \(h_0 < -2\), \(h'\) vanishes once at \(r = -h_0/(1 - h_0)^2\). For \(-2 < h_0 < -1/2\), \(h'\) vanishes twice, at \(r = -h_0/(1 - h_0)^2\) and \(r = -2/9 - h_0/(1 - h_0)^2\).
7. Metric signature and sign constraints

**Subclass (i)** To display a proper Lorentzian signature $+2$ or equivalently $-2$, the metric functions must be all positive or all negative definite in the whole spacetime. It is in particular sufficient to show that this property does not hold in the vicinity of the axis to rule out the whole subclass. Its defining property $h_0 = -1$ will be needed to carry out the reasoning. In the vicinity of $h_0$, the ratio $h$ can be written as

$$h_a = -1 + \eta,$$

(148)

where $\eta$ is a small positive increment.

The metric function $f(h_a)$, as given by (101), thus reads

$$f(h_a) = \frac{c_f}{(2 - \eta)^2},$$

(149)

which has the same sign as $c_f$.

The metric function $e^\mu$, given by (114), becomes, in the vicinity of the axis,

$$e^\mu = c_\mu \frac{2}{\eta} \exp \left( -\frac{3c^2}{c_f^2} \right),$$

(150)

which has the same sign as $c_\mu$.

As regards $k$, described by (128), its behaviour near the axis is dominated by

$$k(h_0) = -\frac{1}{4}.$$  

(151)

The function $k$ is therefore negative definite.

Finally, the metric function $l$, given by (129), becomes near $r = 0$

$$l(h_a) = -\frac{\eta}{4c_f}(2 - \eta),$$

(152)

which has an inverse sign with respect to that of $c_f$.

Both metric functions $f$ and $l$ exhibiting an inverse sign in a given region of the class (i) spacetimes, the signature is improper and class (i) is therefore ruled out.

**Subclass (ii)** For this subclass, the value of $h_0$ is not fixed a priori as it was for subclass (i). Therefore, the reasoning will have to take into account a wide range of $h_0$ values that will be restricted in the course of the analysis. Here, the behaviours of the metric functions are more involved and more entangled. Therefore, they have been subjected to a numerical analysis as follows.

For a number of values of $h_0$ in the allowed interval $-1 < h_0 < +1$, the functions $k(h)$ and $2c_l(h)$, given by (133) and (134), have been plotted. Then, for each couple of plots, one has identified the common range of $h$, including $h_0$ for continuity sake, for which each function $k$ and $c_l$ are either positive or negative definite, independently one from the other. Indeed, the actual sign of $l$ has then been adjusted to that of $k$, by virtue of a choice of the sign of $c$. Now, given the sign of $c$, (132) allows to specify that of $f$ in an interval including $h_0$. If $f$, $k$ and $l$ happen to be all three positive or all three negative on some range of $h$, the sign of $e^\mu$ is adjusted by a choice of the sign of $c_\mu$ and the allowed range of $h$ is once more reduced if it happens to include unity where $e^\mu / c_\mu$ can be shown to change sign.

Actually, from (122) inserted into (114), one obtains

$$e^\mu = \frac{1 - h}{1 + h} \frac{1 + h_0^2}{h_0^2} \exp \left[ \frac{(1 - h_0)^2}{4h_0^2(1 + h_0)^2}h(4 + h) \right],$$

(153)

which yields, whatever the value of $h_0$,

- $\frac{e^\mu}{c_\mu} > 0 \iff h < 1 \Rightarrow h \Sigma < 1$
- $\frac{e^\mu}{c_\mu} < 0 \iff h > 1$ and $1 + (1 - h_0^2) / h_0^2(1 + h_0)^2 \neq 2n$, with $n$ integer. However, it will be shown in the following that $h > 1$ never occurs in a well-behaved spacetime of this class.

Once this analysis completed for a particular value of $h_0$, either one obtains that for a given range of $h$ – bounded by $h_\Sigma$ – the four metric functions exhibit the same sign and therefore the corresponding $h_0$ is identified as defining a well-behaved
spacetime. Note that if this sign is positive, the signature is $+2$, if it is negative, the signature is $-2$. However, if no common range of common sign including $h_0$ can be found, the corresponding value of $h_0$ is ruled out as not able to determine a well-behaved spacetime within this class.

Then, another value of $h_0$ undergoes an analogous treatment, and so on until a range of proper $h_0$ values is identified. For this class 2 (ii) of solutions, the allowed range is

$$-1 < h_0 < -0.42. \quad (154)$$

Each value of $h_0$ between these two limits determines an allowed interval for $h$ reading

$$-1 < h_\Sigma < h < h_0 < 0. \quad (155)$$

For every genuine solution of this class, the signature of the metric is $-2$ and both signs of the parameters $c$ and $c_\mu$ are negative.

8. Hydrodynamical properties

The hydrodynamical properties of subclass (ii) fluids are displayed below, following the scheme developed in Section IV A 6. The only nonzero component of the acceleration vector is obtained by inserting (100) and (107) into (81) such as to obtain

$$\dot{V}_1 = \frac{(1 - h)^2}{1 + h}. \quad (156)$$

The modulus of this vector follows as

$$\dot{V}^\alpha \dot{V}_\alpha = \frac{(1 - h)^3}{1 + h} \frac{3 - \frac{(1 - h_0)^2}{h_0(1 + h_0)^2}}{4h_0^2(1 + h_0)^2} \exp \left[ -\frac{(1 - h_0)^2}{4h_0^2(1 + h_0)^2} h(4 + h) \right]. \quad (157)$$

The rotation scalar emerges, after inserting (132) and (135) into (85), from

$$\omega^2 = \frac{(h_0 - 1)^2}{4h_0^2(1 + h_0)^2} \frac{3 - \frac{(1 - h_0)^2}{h_0(1 + h_0)^2}}{1 + h} \exp \left[ -\frac{(1 - h_0)^2}{4h_0^2(1 + h_0)^2} h(4 + h) \right], \quad (158)$$

which becomes, once evaluated on the axis,

$$\omega^2 = \frac{(h_0 - 1)}{4h_0^2(1 + h_0)^3} \exp \left[ -\frac{(1 - h_0)^2}{4h_0^2(1 + h_0)^2} h(4 + h) \right]. \quad (159)$$

As it has been shown in Appendix A of Paper 2, the rotation scalar is equal to the squared value of the $c$ parameter. The following expression for $c$ emerges therefore from (159):

$$c = -\frac{(h_0 - 1)^2}{2h_0(1 + h_0)^2} \frac{3 - \frac{(1 - h_0)^2}{2h_0(1 + h_0)^2}}{8h_0(1 + h_0)^2} \exp \left[ -\frac{(1 - h_0)^2}{8h_0(1 + h_0)^2} h(4 + h) \right], \quad (160)$$

where the minus sign in (160) has been chosen so that $c$ be always negative when $h_0$ spans its whole allowed range (155). As already recalled in Section IV A 6 rigid rotation implies a vanishing shear.

9. Parameter of the solutions

Owing to the form of the metric function $e^{\mu}$ as given by (153) the coordinate $r$ and $z$ can be rescaled from a factor $\sqrt{-c_\mu}$ which implies $c_\mu = -1$ in (153).

Inserting (160) into (132) and (134), one obtains metric coefficients depending on a single parameter which is the value $h_0$ of the ratio $h$ on the axis. Each Class 2 (ii) solution is therefore fully determined once the ratio $h_0$ has been measured on the axis or imposed, provided of course (155) should be satisfied.
10. **Weak energy condition**

Now, the weak energy condition \( \rho \geq 0 \) is considered. Inserting \( c_\mu = -1 \) into (115), one obtains

\[
\rho = -\frac{2(1-h)}{\kappa} \left[ \frac{1-h}{h(1+h)^3} + \frac{2c^2}{c_f^2} \right] \exp \left[ -\frac{c^2}{c_f^2} h(4+h) \right].
\]  

(161)

Since \(-1 < h < 0\), the weak energy condition reduces to

\[
\frac{1-h}{h(1+h)^3} + \frac{2c^2}{c_f^2} \leq 0,
\]  

(162)

which can be written

\[
0 \leq \frac{2c^2}{c_f^2} \leq \frac{h-1}{h(1+h)^3}.
\]  

(163)

With (122) inserted, (163) becomes

\[
0 \leq \frac{(1-h_0)^2}{2h_0^2(1+h_0)^2} \leq \frac{h-1}{h(1+h)^3},
\]  

(164)

which defines, for each particular solution, i.e., for each value of \( h_0 \), an admissible range for \( h \), between \(-1\) and \(0\), such that (164) is verified and the weak energy condition is fulfilled.

11. **Singularities**

For this class also, the metrics do not exhibit any singularity. This is due once more to the values imposed to the ratio \( h \), which prevent the metric functions to vanish or to diverge.

12. **Final form of the Class 2 solutions**

Since it has been shown that subclass (i) is ruled out, class 2 will subsequently denote previous class 2 subclass (ii). Taking into account all the previous results and conventions which have been used to build the expressions of the functions determining the solutions, one obtain

\[
f = -\frac{(h_0 - 1)^2}{(1 + h_0)^{3/2} (1-h)^2} \exp \left[ -\frac{(1-h_0)^2}{8h_0(1+h_0)^2} (4+h_0) \right],
\]  

(165)

\[
e^\mu = -\frac{(1-h)^{3/2} (1-h_0)^2 h_0^2 (1+h)}{4h_0^2 (1+h_0)^2} \exp \left[ \frac{(1-h_0)^2}{4h_0^2 (1+h_0)^2} h(4+h) \right],
\]  

(166)

\[
k = \frac{h_0}{(1-h)^2} \left\{ 1 + \frac{1-h_0}{h_0^2 (1+h_0)} \left[ 2 \ln \left( \frac{1-h_0}{1-h} \right) + 2(h_0 - h) + \frac{h_0^2 - h^2}{2} \right] \right\},
\]  

(167)

\[
l = \frac{h_0^2 \sqrt{1+h_0}}{(h_0 - 1)^{3/2} \frac{(1-h_0)^2}{2h_0^2 (1+h_0)^2} \exp \left[ \frac{(1-h_0)^2 (4+h_0)}{8h_0(1+h_0)^2} \right]}
\times \frac{1}{(1-h)^2} \left\{ 1 + \frac{1-h_0}{h_0^2 (1+h_0)} \left[ 2 \ln \left( \frac{1-h_0}{1-h} \right) + 2(h_0 - h) + \frac{h_0^2 - h^2}{2} \right] \right\} - \frac{h^2}{h_0},
\]  

(168)
\[ \rho = -2(1 - h) \frac{3 - (1 - h_0)^2}{h_0(1 + h_0)^2} \left( \frac{(1 - h_0)^2}{2h_0^2(1 + h_0)^2} + \frac{1 - h}{h(1 + h)^3} \right) \exp \left[ -\frac{(1 - h_0)^2}{4h_0^2(1 + h_0)^2} h(4 + h) \right], \]  
(169)

\[ P_0 = -2(1 - h) \frac{3 - (1 - h_0)^2}{h_0(1 + h_0)^2} \left( \frac{(1 - h_0)^2 h}{2h_0^2(1 + h_0)^2} + \frac{1 - h}{(1 + h)^3} \right) \exp \left[ -\frac{(1 - h_0)^2}{4h_0^2(1 + h_0)^2} h(4 + h) \right], \]  
(170)

\[ D = \frac{h}{(1 - h)^2} = r + \frac{h_0}{(1 - h_0)^2}, \]  
(171)

\[ h = \frac{1 + 2 \left[ r + \frac{h_0}{(1 - h_0)^2} \right] - \sqrt{1 + 4 \left[ r + \frac{h_0}{(1 - h_0)^2} \right]}}{2 \left[ r + \frac{h_0}{(1 - h_0)^2} \right]}, \]  
(172)

\[ h' = \frac{1}{\left[ r + \frac{h_0}{(1 - h_0)^2} \right]^2} \left\{ \frac{1 + 3 \left[ r + \frac{h_0}{(1 - h_0)^2} \right]}{\sqrt{1 + 4 \left[ r + \frac{h_0}{(1 - h_0)^2} \right]}} - 1 \right\}, \]  
(173)

\[ r = \frac{h}{(1 - h)^2} - \frac{h_0}{(1 - h_0)^2}. \]  
(174)

The allowed ranges for the parameter \( h_0 \) and for the function \( h(r) \) are

\[ -1 < h_0 < -0.42, \]  
(175)

\[ -1 < h < h_0 < 0. \]  
(176)

Moreover, it is easy to verify that the weak energy density condition is satisfied by this class of solutions provided \( (164) \) is verified by \( h \) for each value of \( h_0 \) defining a given solution of the class.

V. CLASS 1 VERSUS CLASS 2–(II) SOLUTIONS

These classes are distinguished through the assumption made for the expression of the \( f \) metric function from which they are built according to the method displayed in Sec. [III].

The solutions pertaining to both classes are determined by a unique parameter, \( h_0 \), the ratio of the non-zero component of the pressure over the energy density evaluated at the symmetry axis. As it has been stressed in Paper 2, this property is to be contrasted to the four independent parameters appearing in the vacuum Lewis solutions. This implies that the presence of a fluid with pressure reduces the number of degrees of freedom of the induced spacetimes. To any given value of \( h_0 \) corresponds a given solution and, in particular, a given energy density and a given pressure both evolving as functions of the radial coordinate whose expressions have been displayed here.

Another common property is the fact that an explicit expression involving the radial coordinate \( r \) has been established for the \( h(r) \) function in each class. This makes easier the calculations and analyses using these metrics and any quantities pertaining to these solutions.

As in Paper 2, the amplitude of the rotation scalar of the fluid on the symmetry axis \( \omega_0 \) is given by the integration constant \( c \) which appears as a parameter in the vacuum exterior Lewis solution. This is consistent with the result of Appendix A of Paper 2 and, since \( c \) and therefore \( \omega_0 \) are both displayed as functions of \( h_0 \), any of these quantities can be retained as a parameter defining each solution of the set.

Finally, both classes satisfy the axisymmetry and the regularity conditions, the weak energy condition and a proper matching to an exterior Lewis-Weyl vacuum. All these properties qualify them as describing well-behaved spacetimes, potentially able to be used for different physical applications. Even though the regularity condition can, in some instance, see, e. g., Paper 2 for
examples, constitute an unnecessary constraint for otherwise well-behaved solutions, this is not the case here where it merely contributes to reducing the number of independent parameters.

Now, some other physical behaviours of the solutions are different depending on the class to which they belong. For Class 1 fluids, the positive energy density decreases from the axis down to the outer boundary whose radial coordinate $r_{\Sigma}$ is either bounded by $r_1$ displayed here as a function of the $h_0$ parameter or is unbounded, depending on two different allowed intervals for $h$. Two subclasses can therefore be distinguished depending on the belonging of $h$, and therefore of $h_0$, to one or to the other interval. Here, the azimuthal component of the pressure is equally a decreasing function of $r$ while the strong energy condition, $P_\phi > 0$ is strictly satisfied. Solutions exhibiting such features might possibly be useful for the study of the gravitational behaviour of cylinders of standard fluids.

Conversely, for Class 2 fluids, the pressure is negative. Hence, their physical use is limited to less standard configurations, e.g., potentially, cosmic (super)strings. The ratio $h$ is decreasing from the axis to the boundary $\Sigma$, which means, since the pressure is negative, that its amplitude with respect to that of the energy density increases while departing from the axis. Since the expression for $\rho$ is a rather complicated function of $h_0$ and $h$ and since therefore no general behaviour can be induced independently of any actual value of $h_0$, determining such a behaviour is left to the study of each particular application when needed. Such a remark applies equally to the hydrodynamical quantities displayed in Sec. IV B 8.

VI. OTHER INTEGRATION METHOD AND THE EXAMPLE OF THE $h = \text{const.}$ CLASS

The method for solving the field equation displayed in Sec. [III] does not cover the whole set of admissible solutions. Indeed, only solutions possessing metric functions which can be written as analytical functions of the quantity $h(r)$ are involved. Solutions whose metric functions cannot be explicitly written as functions of $P_\Phi/\rho$ are excluded.

Now, in the present case of an azimuthally directed pressure, another set of solutions can be explored. Assuming a barotropic equation of state written as $h = h(r)$, instead of assuming an expression for the metric function $f(h)$, the forms of the Einstein and Bianchi equations allow the following reasoning.

The addition of (11) and (12) yields (18) which can be integrated by (20). Then, by inserting (20) and $h(r)$ into the Bianchi identity (17), we obtain $f'/f$ as a function of $r$. Provided this expression is integrable, we obtain $\ln f(r)$ an then, by exponentiation, $f(r)$. The other quantities of interest are then obtained by an easy adaptation of the reasoning displayed in Sec. [III].

As an example, the solutions generated by fluids with equations of state $h = \text{const.}$ are worked out in the following.

A. Integration of the field equations with $h = \text{const.}$

Starting from (20), which we recall here as

\begin{equation}
D = r + c_2,
\end{equation}

we can write

\begin{equation}
\frac{D'}{D} = \frac{1}{r + c_2},
\end{equation}

which we insert into (17) and obtain

\begin{equation}
\frac{f'}{f} = \frac{2h}{1 + h r + c_2},
\end{equation}

which, since $h$ is here a constant, can be integrated to yield

\begin{equation}
f = c_f (r + c_2)^{\frac{2h}{1+h}},
\end{equation}

where $c_f$ is an integration constant.

Then we use our usual equation for $k$ written as

\begin{equation}
k = f \left( c_k - 2e \int_{r_1}^{r} \frac{D(v)}{f(v)} dv \right),
\end{equation}

where we insert (177) and (180), and then integrate to obtain

\begin{equation}
k = c_f (r + c_2)^{\frac{2h}{1+h}} \left[ c_k - c_f \frac{1 + h}{1 - h} (r + c_2) \frac{2(1-h)}{1+h} \right].
\end{equation}
Now, let proceeds from \((31)\) where we substitute \((177), (180)\) and \((182)\) which gives
\[
I = \frac{(r + c_2)^{1/\beta}}{c_f} - c_f(r + c_2)\frac{2h}{c_f} \left[ c_k - \frac{c}{c_f} \frac{1 + h}{1 - h} \left( r + c_2 \right)^{2(1 - h)/1 + h} \right] .
\] (183)

Then, we insert \((177), (180), (182)\) \((183)\) and derivatives into \((11)\) such as to obtain
\[
\mu' = -\frac{2h}{(1 + h)^2(r + c_2)} - \frac{2c^2}{c_f} \frac{r + c_2}{(1 + h)^{1 + h}} ,
\] (184)

which can be integrated, and the result exponentialized, which yields
\[
e^\mu = \frac{c\mu}{(r + c_2)^{2(1 + h)/1 + h}} \exp \left[ -\frac{c^2}{c_f} \frac{1 + h}{1 - h} \frac{(r + c_2)^{2(1 - h)/1 + h}}{1 - h} \right] .
\] (185)

By rescaling the \(r\) and \(z\) coordinates, we can reset \(c\mu\) to unity.

Now, to calculate the energy density \(\rho\), we insert the above functions and their derivatives of interest into, e. g., \((9)\) and obtain
\[
\rho = \frac{4c^2}{\kappa c_f (1 + h)} \frac{1}{1 + h/2c_f / c_f} \exp \left[ -\frac{c^2}{c_f} \frac{1 + h}{1 - h} \frac{(r + c_2)^{2(1 - h)/1 + h}}{1 - h} \right] .
\] (186)

The pressure follows as
\[
P_\phi = h\rho
\] (187)

At this stage, each solution corresponding to a given value of \(h\) depends on four integration constants. This set will be reduced to one independent parameter through the implementation of the conditions already applied to the previous classes of solutions.

B. Axisymmetry and regularity conditions

The axisymmetry condition, \(l = 0\), applied to the above solution by setting \(r = 0\) in \((183)\) reads
\[
\frac{c^{2h}}{c_f} \left[ 1 + 2cc_k \frac{(1 + h)}{1 - h} \right] - c^2 c_f c_2^{2h} + \frac{c^2}{c_f} \frac{(1 + h)^2}{1 - h} = 0 .
\] (188)

The regularity condition given by \((38)\) where we insert \((183)\) and \((185)\) taken for \(r = 0\) can be written as
\[
\frac{c_2^{2(1 - h)/1 + h}}{c_f} - \frac{c^{2h}}{c_f} + 4cc_k c_2^{2(1 - h)/1 + h} c_k - \frac{c}{c_f} \frac{1 + h}{1 - h} c_2^{2(1 - h)/1 + h} + 2 \frac{c^2}{c_f} c_2^{2(1 - h)/1 + h} \left( c_k - \frac{c}{c_f} \frac{1 + h}{1 - h} c_2^{2(1 - h)/1 + h} \right)^2
\]
\[- 4c c_k \frac{h}{1 + h} \left( c_k - \frac{c}{c_f} \frac{1 + h}{1 - h} c_2^{2(1 - h)/1 + h} \right)^3 + \frac{c^2}{c_f} \frac{h^2}{1 + h} \left( c_k - \frac{c}{c_f} \frac{1 + h}{1 - h} c_2^{2(1 - h)/1 + h} \right)^4
\]
\[+ \left( c_f c_2^{2(1 - h)/1 + h} \right)^2 \left( c_k - \frac{c}{c_f} \frac{1 + h}{1 - h} c_2^{2(1 - h)/1 + h} \right)^2 \exp \left[ -\frac{c^2}{c_f} \frac{(1 + h)}{1 - h} c_2^{2(1 - h)/1 + h} \right] = 0 .
\] (189)

C. Hydrodynamical properties

The nonzero component of the acceleration vector is given by \((81)\) where we insert \((180)\) and derivative such as to obtain
\[
\dot{V}_1 = \frac{h}{1 + h} \frac{1}{(r + c_2)} .
\] (190)
Its modulus follows as
\[
\Psi^\alpha \Psi_\alpha = \frac{h^2}{(1+h)^2} \frac{1}{(r+c_2)^2} \exp \left[ \frac{c^2 (1+h)}{c_f^2 (1-h)} \frac{2(1+h)}{r+c_2} \right].
\] (191)

The square of the rotation scalar is given by (85), where we insert (180) and (183) to obtain
\[
\omega^2 = \frac{c^2}{c_f^2} \frac{1}{(r+c_2)^2} \exp \left[ \frac{c^2 (1+h)}{c_f^2 (1-h)} \frac{2(1+h)}{r+c_2} \right].
\] (192)

Now we apply the rotation scalar theorem as derived in Appendix A of Paper II, i.e., \( \omega^2 \not= c^2 \), which we write as
\[
\omega^2 = \frac{c_2^2}{c_f^2 (1+h)^2} = \exp \left[ \frac{c^2 (1+h)}{c_f^2 (1-h)} \frac{2(1+h)}{r+c_2} \right].
\] (193)

As already recalled in Section [IV.A.6] rigid rotation implies a vanishing shear.

D. One parameter solutions

For each value of \( h \) determining a given equation of state, we have three constraint equations, (188), (189) and (192), for four integration constants, \( c, c_2, c_f \) and \( c_k \). Depending on the considered problem, one can therefore keep any of these constants as the solution parameter, and express explicitly or implicitly the three other constants in terms of this parameter.

E. Weak energy condition

Imposing the weak energy condition, i.e., \( \rho \) given by (186) positive, implies
\[
h > -1, \quad c_2 > 0.
\] (194)

The set of the appropriate equations of state is therefore restricted such as to include, in particular, all those with \( h > 0 \) which are the most usually used.

F. Metric signature

The metric function \( e^\mu \), with \( c_\mu = 1 \) and the weak energy condition \( c_2 > 0 \) satisfied, is positive definite. Hence, for a well-behaved Lorentzian signature of the metric, such must be the other three metric functions.

The positiveness of the \( f \) function implies \( c_f > 0 \).

That of the \( k \) function yields
\[
c_k > \frac{c}{c_f} \frac{(1+h)}{(1-h)} \left( r_\Sigma + c_2 \right)^{\frac{2(1-h)}{r+c_2}},
\] (195)

where \( r_\Sigma \) is the radial coordinate of the bordering cylinder.

The positiveness of the \( l \) function depends on the value of \( h \) and cannot be studied in a fully general setting. A possible analysis method runs as follows. Since the axisymmetry condition imposes \( l \not= 0 \), the first derivative of \( l \) with respect to \( r \) must be positive for \( r = 0 \) such as to imply \( l \) increasing and therefore positive in the vicinity of the axis. Then, there are two possibilities. Either \( l \) does not vanish anywhere else than at \( r = 0 \), and thus \( r_\Sigma \) can take any value at will. Or \( l \) vanishes for some \( r_{\text{max}} \not= 0 \) and this imposes a maximum width to the fluid cylinder such that \( r_\Sigma \leq r_{\text{max}} \).

We have thus displayed and analyzed another class of exact solutions, for spacetimes sourced by the simplest case of barotropic equation of state. Notice that the existence of such a solution for \( h = \text{const.} \) is specific to the azimuthal pressure case. In particular, it has been shown by Célérier and Santos, that an equation of state corresponding to \( h = \text{const.} \) is ruled out in the case of an axially directed pressure. This is due to the specific form of the field equations, implying in addition an integrable Bianchi identity, that allows two ways to address the problem. The first is described in Sec. [III] and the second in the present section.
VII. CONCLUSIONS

Following the investigations of the interior spacetimes sourced by stationary cylindrical anisotropic fluids initiated in [38], and in Papers 1 and 2, the rigidly rotating fluid case with the particular equation of state $P_r = P_z = 0$ has been examined here. Two general methods for constructing such solutions to the equations of GR have been proposed. The introduction of a new auxiliary function $h(r)$, defined as the ratio of the pressure over the energy density, as a tool designed to facilitate the integration of the field equations is of great benefit. Together with that of the auxiliary function $D$, known for long and which can be found elsewhere in the literature, its use has allowed the general methods described here to be finalized.

To exemplify the first method, where a given expression for the metric function $f$ is assumed, two such classes of exact solutions have been exhibited under the form of functions of $h(r)$ for the metric, the density, the pressure and other physical quantities of interest. Explicit expressions for $h$ as a function of $r$ have also been displayed and can be used to obtain exact expressions for the metric and the physical quantities as functions of the radial coordinate $r$. To ease the comparison between this set of solutions and the ones displayed in the other articles of the series, the expressions of interest have been presented here as functions of $h$. Of course, as usual, these solutions are valid in a given system of coordinates which, however, has been chosen such as to allow a direct physical interpretation. The axisymmetry and regularity conditions on the axis have been examined and discussed. As for the axial pressure case $[13]$, the solutions match trivially to the Weyl class of the Lewis vacuum solution on a cylindrical hypersurface $\Sigma$ acting as a boundary for the fluid. This is important in view of potential further uses for astrophysical purposes.

A number of physical and mathematical properties of these solutions have been calculated for each class, among them the hydrodynamical quantities. According to a result displayed in Appendix A of Paper 2, the intermediate parameter $c$, expressed as a function of $h_0$, has been physically interpreted as the amplitude of the vorticity of the fluid on the axis.

Constraints issued from thorough analyses of features of the solutions, e.g., the metric signature or the behaviour of the $h(r)$ function, have led to a sorting out among the different subclasses and subcases appearing in the course of the calculations. At the end of the day, only Class 1, with energy density and pressure decreasing from the axis to the boundary, and Class 2–subclass (ii), whose solutions exhibit different physical behaviour depending on the value of the ratio $h$ at the axis, satisfy the whole set of conditions. Indeed, the value $h_0$ of this ratio on the axis emerges as the only independent parameter by which any given solution in a class is determined.

Owing to the particular form of the field equations corresponding to the present case of azimuthally directed pressure, another integration method has been displayed. Here, instead of the function $f(h)$ in the first method, an equation of state $h(r)$ is assumed. This method has been applied to the case of fluids with equation of state $P_\phi = h P_r$, $h = \text{const.}$, for which another class of exact analytical solutions has been exhibited. As done for Class 1 and Class 2, the physical constraints and properties of these solutions have been thoroughly examined.

One might of course object that, at first sight, the proposed scheme could seem special from a standard physical point of view. Save perhaps in the case of purely axial pressure where some hints for direct astrophysical applications have been given, the rough equations of state considered in turn can be discussed. One could wonder, e.g., what about a fluid with purely azimuthal or axial pressure whose amplitude varies with the radial coordinate while the radial pressure remains null? The interest of the present approach is not to exhibit solutions to be considered at face value, but to provide a set of exact solutions from which quasi-anisotropy in quasi-cylindrical objects could be better understood. Of course, given the non-linearity of Einstein’s field equations, the use of solutions of this kind for the study of a generalised anisotropic fluid is not simple, but one can suspect that such exact solutions might be used as, e.g., starting points for numerical or perturbative approaches. In such designs, each principal stress might be no more required to be in turn the only non vanishing component, but merely to dominate the other two. Therefore the above remark formulated as a question should no more be considered as a drawback. A possible application to cosmic topological defects has also been suggested in Paper 2. For a general discussion of the results presented in this series of articles and of their possible applications, the reader is referred to forthcoming Paper 5.
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