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Abstract

INTRODUCTION: As the use of the internet is increasing rapidly, cyber-attacks over user’s personal data and network resources are on the rise. Due to the easily accessible cyber-attack tools, attacks on cyber resources are becoming common including Distributed Denial-of-Service (DDoS) attacks. Intruders are using enhanced techniques for executing DDoS attacks.

OBJECTIVES: Machine Learning (ML) based classification modules integrated with Intrusion Detection System (IDS) has the potential to detect cyber-attacks. This research aims to study the performance of several machine learning algorithms, namely Naïve Bayes, Decision Tree, Random Forest, and Support Vector Machine in classifying DDoS attacks from normal traffic.

METHODS: The paper focuses on DDoS attacks identification for which multiclass dataset is being used including Smurf, SIDDoS, HTTP-Flood and UDP-Flood. balanced datasets are used for both training and testing purposes in order to obtain biased free results. four experimental scenarios are conducted in which each experiment contains a different set of reduced features.

RESULTS: Result of each experiment is computed individually and the best algorithm among the four is highlighted by mean of its accuracy, detection rates and processing time required to build and test the classifiers.

CONCLUSION: Based on all experimental results, it is found that Decision Tree algorithm has shown promising cumulative performances in terms of the metrics investigated.
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1. Introduction

Intrusion is defined when a user tries to access any kind of information whose access is not authorized to use, making the user an intruder who can be an internal or external. Internal intruders have limited access but overstep legitimate access of rights. In comparison, external intruders don’t have rights to access the systems, but do so through illegitimate ways. In the present world, cyber-attacks can occur at any time and over any system comprising a cyber-component connecting it to the Internet or even to a local network. The universal use of computers and computer networks in today’s culture has made computer network security a universal issue [1].

The risk of cyber-attacks increases with internet connection and recently it was suggested that more sensitive data have higher probability to become the target to cyber- attacks, such as banks that have millions of customer records [2]. In such attacks, the attackers steal sensitive data and attempt to blackmail organizations as...
well as individuals. The concept of Intrusion Detection System (IDS) was introduced by Anderson in 1980 with the purpose to assist a network to identify cyber-attacks. IDS has become an important area of research to detect undesired intrusion to a sensitive system. Intrusion is any set of actions that intimidates the reliability, accessibility, or privacy of a network resource. Whereas intrusion detection is the process of monitoring and analysing the occurring events and activities in the system or network to find out unusual behaviours.

As existing network systems have gaps and weaknesses, similarly the conventional IDS also lags in performance and fails on many occasions to discriminate Distributed Denial-of-Service (DDoS) attacks from normal traffic. The main purpose of DDoS attacks is to deny services availability to legitimate users by increasing the rate of requests to the server. The following points summarize the need for a more sophisticated ID to tackle trending cyber-attacks:

- Current IDS are non-intelligent systems requiring manual configuration.
- Many advanced types of attacks can go undetected such as day zero viruses.
- There are many cutting-edge algorithms that can be incorporated with the IDS, but still researchers are not fully aware of which is more efficient.
- Different data mining algorithms exist that can fit well with IDS.

Figure 1 identifies the typical placement of an IDS within a network that monitors a network or system for malicious activities or policy violations. The IDS deployment could be hardware, software or a combination of both [3]. An IDS finds out the unusual behaviour in data traffic by considering the following two steps:

- Checking and evaluating the received traffic.
- Identifying irregular activities in data.

IDS can be classified into two categories. Based on the analysis methods, the IDS can be classified as misuse-based IDS and anomaly-based IDS. On the other hand, based on the sources of data, the IDS can be classified as host-based IDS and network-based IDS.

**Misuse Detection IDS:** Misuse detection technique matches the sequence of actions for known intrusion scenarios with a predefined signature. The limitation of this category is that it is limited to find only known cyber-attacks and fails to find new attacks, such as zero-day attacks [4, 5].

**Anomaly Based IDS:** This detection technique uses profiles, which present the normal behavior of the system. The disadvantage of this category is sometimes incorrect profile data causes false alarms for normal data traffic, hence being identified as an attack [4, 5].

**Host-Based IDS:** Host-based IDS aims to collect information and perform analysis on a particular host or system and host agent monitor. It prevents intruding on a particular system but does not support to monitor the whole network. HIDs rely upon heavy audit trails and system logs to identify unusual activity in the system [4].

**Network-Based IDS:** Network-based IDS are active systems deployed on networks to monitor internal network traffic [4, 5]. Intruders are using enhanced techniques for executing DDoS attacks due to which such attackers are mimicking authentic users while accessing network resources, hence making it difficult for the security mechanisms to block such DDoS attacks. However, Machine Learning (ML) based classification modules integrated with IDS has the potential to detect such cyber-attacks. Such techniques can play a vital role in identifying attacks leading towards improvement in overall accuracy rate in classifying DDoS attacks from normal traffic. This research aims to study the performance of several machine learning algorithms for their capabilities to classify DDoS attacks from normal network traffic.

Rest of the paper is organized as follows. Section 2 discusses the related work. Section 3 describes the proposed mechanism adopted for building the classification model. Section 4 presents and discusses the obtained results. Finally, Section 5 concludes this work and provides future directions.

### 2. Literature Survey

In present literature, several works have been performed already related to classifications and surveys on IDS in Cyber System using data mining, but none of them has proposed the authentic DM techniques for IDS. In our research, we will use supervised learning and compare their results along with suggesting the authentic techniques for detection of the intrusion.

In [6], the author discussed the importance of IDS along with the classification process of data mining. Classification is the process to assign data items to a predefined class and it follows two steps which are training and testing. Firstly, classifier is trained to predict the class of labelled and un-labelled data instances, Binary class has one or two classes while for multiclass survival classes are involved, there are many techniques of classification including naïve Bayes, support vector...
machine, decision tree, genetic algorithm, fuzzy logic, neural networks etc. However, in this paper authors have used misuse detection to identify intruders [7].

In a decision tree algorithm, a tree-like structure expresses a classification rule. The algorithm uses the divide and conquers method to split data according to the given attribute values [8]. Splitting process considers every child node till all selected attributes. Decision tree converts given data set to tree structure node of the tree presents features and edges which represent an association between features [9]. J48 is an extension of C4.5 and labelled as C4.5 algorithm uses gain ratio in procedure, J48 tree is a non-binary tree, data set split through the value of the root node and the value of the root node depends on the feature whose value is highest [10]. In [10], the paper is divided into six parts, the first part consists of the introduction. In second part data-driven framework is presented in terms of cyber security situational awareness after this author discusses about the data mining base attack detection from data analysis and data pre-processing author briefly define the techniques of the DM which includes classification, clustering, association rule mining, and outlier.

Random forest is a supervised ML algorithm established on a group of trees where each tree produces random selection. Naïve Bayes is based on naïve notion, where the notion denotes that the presence of one variable in the problem has no impact on the presence of another variable. Naïve Bayes uses conditional probability to classify the problem by combining prior calculated likelihood and probabilities to make the next probability [11]. In [11] author briefly discussed the concept of the AI with IDS, mentioned review of the related studies for most popular used AI algorithms from the comparisons and results of the studies concludes that IDS based on naïve Bayes and decision tree gives more accurate results in terms of performance and accuracy.

In [12], the author used rule-based and ML algorithms to improve efficiency of the IDS, used Neural Networks (NN), Random Forest and support vector machine algorithms (SVM) with KDDcup 99 dataset, the accuracy of SVM is better than other algorithms. In [13] author used three algorithms Naïve Bayes (NB), Support Vector Machine (SVM), and K-nearest neighbour (KNN) with KDDcup 99 dataset, detect the accuracy by reducing the processing time compared results of all algorithms, confusion matrix have created for better comparison, with help of the confusion matrix author have suggested that SVM gives better results as compared to NB and KNN. In [14], the author did literature studies using different data sets reviewed all datasets in detail, perform normalization on these datasets. For classification, different algorithms are used which includes support vector machine (SVM), K-Nearest neighbour (KNN) and Decision Tree (DT).

In [15], the authors highlight network security as a central non-functional requirement of the system along with defining types of IDS, necessity of the intrusion detection system, and a genetic block of IDS. Moreover, the concept and the need of misuse and anomaly-based IDS are briefly described. In this paper, two techniques of data mining have been used, which are J48 and Naïve Bayes algorithm. In [16] author has proposed a survey paper in which he covered the most common ML techniques. In [17] author used association rule for detection of anomaly-based IDS, also defines association rule in relation with database.

In [18], the author proposed a comparative study for this purpose compared performance of three classification algorithms which includes Naïve Bayes, J48 and random forest algorithm. KDDcup 99 dataset have been used for comparison of all algorithms after experiment author concludes that random forest gives better results in terms of rate detection and accuracy as compared to other two algorithms and security is compromised when IDS takes place. In [19], the author used DM to build an IDS model to increase the security of the network system. It also discusses the approach to improve efficiency at run time, describes the basic concepts of anomaly and signature-based IDS, used the bi-clustering technique to analyse the network traffic.

In [20], the author mentioned types of IDS, briefly discussed network-based IDS and the spasms which take place at an enterprise level, classification rule has been used for identification of the attack/intruder, author explained different types of network attacks, suggested a classification-based model for the identification of intrusion.

In [21], the author discussed anomaly-based IDS in detail, also mentioned issues of anomaly-based IDS, proposed anomaly-based IDs with network-based for identification of the intrusion. In [22], the author proposed that the attack detection rate increased after integration with DM techniques, for the experiment author has used the NSSL-KDD cup dataset, captured results that the detection rate has been increased after integration with data mining techniques.

In [23], the author presents a survey in which he covered types of a network attacks, machine learning, and data mining technique integration for identification of attack in-network, covered complexity of ML/DM. In [24] author performed a survey on the existing work of the researchers and finalize the results that most of the researchers have used anomaly ID, use DARPA1998 and KDDcup1999 datasets mostly. Cyber-security structure is mainly composed on the network security system, IDS is used to find out the duplicates and safety breaks, these breaks could be external or internal. Cyber-security structure is mainly composed on the network security system, IDS is used to find out the duplicates and safety breaks these breaks could be external or internal.

In [25], author has proposed integration of IDS with DM, apply IDS with different DM techniques which are Association Rule, Clustering, Decision tree, SVM furthermore discuss about different types of the data. Detecting cyber-attacks indisputably has become a big data problem. IDS is used to find the activities which compromise privacy. In [25], the author presented a new approach called outlier detection method for detection of
the interruption, author chose network-based IDS. KDD has been dataset which received from real-world, from end results author concluded that the performance of the proposed IDS is better than the existing.

In [26], the author used a decision tree and random forest algorithm, to avoid overfitting problems author obtained the accuracy by using 10-fold-cross validation, from the evaluation concluded that the random forest is the finest DM algorithm for identification of intrusion. In [27], researcher introduced a hybrid algorithm for the identification of intrusion in the network for this purpose using the Naïve Bayesian and ID3 algorithms with KDD99 dataset. Gets 99% accuracy from the suggested method. In [28] author proposed a multi-layer IDS, in which author compared results of MLP, Naïve Bayes and C4.5 algorithms, result shows that C4.5 achieved the highest accurate results as compared to the remaining algorithms.

In [29] author has proposed a comparative study for this purpose author examines the performance of four supervised algorithms to detect attack results, results indicate that C 4.5 algorithm performs outclass prediction accuracy other than three algorithms Naïve Bayes, Based learning, Multilayer perceptron.

In [30] author tried to figure out the best ML classification algorithm for identification of the intrusion, for this purpose author used KDD99 dataset, ML algorithms J48, Bayes Net, OneR, and BN. Compared results of all four procedures and concluded end results that J48 is the finest ML algorithm.

In [31] Jain presented a study about the drawbacks of generic-based IDS and IDS with real-time applications. In [32] author explained DM practices and different types of attacks, suggested a method in which integrated DM techniques with IDS for detection of the attack in the network. From the review, author concluded that mostly used DM techniques are classification, clustering and association rule which most researchers used for the identification of intrusion/intruders. Author implemented DT and GA approach for the detection of the known attacks, for better results author combined both DT and GA together which gives more accuracy [33]. In the research paper [34], author implement machine learning technique C4.5 for identification of the intrusion, for this purpose author used NSL-KDD data set with signature-based IDS, signature-based IDS is used to identify known attacks only which is the major drawback of this system.

Link flooding attack (LFA) is a dangerous type of DDoS attack which targets the modern-day network by blocking important links and eventually bringing the entire network down. In [35] author performed a survey of LFA pattern on all layers of software-defined network (SDN) with comparative analysis of migration techniques. In [35], the authors also discussed LFA different types, techniques, and behaviour over wire and wireless SDNs. A deep analysis of mitigation techniques is performed with their appropriateness for each SDN.

In [36], the authors proposed Machine Learning-based security framework, termed as CyberPulse++. The authors cover gaps in an existing solution of LFA in SDN where a trained machine learning repository is utilized to test captured network statistics in real-time to identify the abnormal path performance on network links. Experiments have been conducted to evaluate the efficiency and effectiveness of CyberPulse++ on a testbed.

Learning-based classifiers are shown to have the potential to ensure the security of online systems [37]. Recent studies suggested that classifiers merged together manage to be stronger than a single classifier against attacks. In [46], the authors show that discrete-valued random forest classifiers can be easily run away from opposed inputs. It was shown that random forest can be more exposed than support vector machine (SVM) either single or in a group to evasion attacks.

In [38], the authors proposed a framework named ExBERT which will predict if vulnerability can be manipulated or not. ExBERT is an improved Bidirectional Encoder Representations from Transformers (BERT) model, and results showed that the proposed framework achieves 91.1% accuracy and 91.8% precision [38].

## 3. Proposed Mechanism

This section presents the used methodology in which four different ML algorithms have been utilized, namely Decision Tree, Naïve Bayes, Support Vector Machine and Random Forest. Each of these algorithms is investigated for its performance while considering its features. As depicted in Figure 2, the methodology includes seven steps which mainly encompasses the selection of data, feature selection, transformation, training and testing of the model. Each step is discussed in detail in the following sub-sections.

### 3.1. Mechanisms followed in the proposed methodology

#### Dataset Selection

A survey for identification and analysis of the dataset is conducted where it is observed that the most used datasets...
are KDD, DARAPA and NSL KDD [30, 39–42]. We have selected a suitable dataset that contains both DDoS attack records and normal traffic records, taken from [43]. This dataset contains recent types of DDoS attacks which are exactly of four types, encompassing HTTP Flood, SIDDOS, UDP Flood and Smurf attack records. Originally, the instances of each class in the given dataset are in imbalanced form, as shown by Table 1.

Table 1. Distribution of DDoS Attack and Normal Instances.

| Class   | Attack type | No of samples |
|---------|-------------|---------------|
| DDoS   | UDP Flood   | 12,514        |
| DDoS   | Smurf       | 12,777        |
| DDoS   | SIDDOS      | 12,739        |
| DDoS   | HTTP        | 12,602        |
| Normal | Normal      | 50,224        |
| **Total** |             | **100,856**   |

Transformation
After selection of the dataset, normalization is applied by removing duplicate and redundant records. Further, the dataset is transformed by class balancing process where each class, i.e., DDoS and normal traffic, makes 50% of the total records taken for executing training and testing processes.

Feature Selection
Several attributes present within the adopted dataset would not play any significant role in the classification process. In fact, their presence would become a potential reason for the overfitting phenomenon, which is an undesired outcome to have. Furthermore, greater number of involved attributes would lead towards a larger amount of processing time required by the classification model. We have used Weka (a machine learning tool) to identify the correlations between the set of attributes used in the considered dataset. Table 3 shows the correlation values between each attribute within the dataset. Correlation is mainly the degree of relationship between variables, where the condition is defined w.r.t. the correlation between attributes. We get different datasets having a different number of attributes in it, as shown below along with the defined conditions:

- **Scenario#01**: Select all attributes in the original dataset, hence all 27 attributes are selected.
- **Scenario#02**: Select all attributes having correlation value ≥ 0.1, hence the top 24 attributes are only selected.
- **Scenario#03**: Select all attributes having correlation value ≥ 0.2, hence top 18 attributes are only selected.

- **Scenario#04**: Select all attributes having correlation value ≥ 0.3, hence the top 7 attributes are only selected.

Splitting of Dataset
The dataset is split into 60% & 40%. Training data is 60% of the whole dataset, while the created classification models are evaluated against test records which are 40% of the whole dataset. Table 2 and Table 3 show the number of records used for training and testing, along with the detailed breakup of normal and attack traffics.

Table 2. Distribution of DDoS Attack and Normal Instances for Training Set.

| Class   | Attack type | No of samples |
|---------|-------------|---------------|
| DDoS   | UDP Flood   | 7,504         |
| DDoS   | Smurf       | 7,594         |
| DDoS   | SIDDOS      | 7,598         |
| DDoS   | HTTP        | 7,493         |
| Normal | Normal      | 30,219        |
| **Total** |             | **60,408**    |

Table 3. Distribution of DDoS Attack and Normal Instances for Test Set.

| Class   | Attack type | No of samples |
|---------|-------------|---------------|
| DDoS   | UDP Flood   | 5,010         |
| DDoS   | Smurf       | 5,183         |
| DDoS   | SIDDOS      | 5,141         |
| DDoS   | HTTP        | 5,109         |
| Normal | Normal      | 20,005        |
| **Total** |             | **40,448**    |

Training of Classification Model
In this step, classification algorithm is being used to train classification algorithm on each dataset one by one, we have tested the dataset on all selected algorithms.

Table 4. Time taken to build Training Model.

| No of attributes (Features) | Processing Time NB | Processing Time DT | Processing Time SVM | Processing Time RF |
|-----------------------------|--------------------|--------------------|---------------------|--------------------|
| 27                          | 0.81 sec           | 27.35 sec          | 902.8 sec           | 72.3 sec           |
| 24                          | 0.38 sec           | 21.87 sec          | 890.1 sec           | 89.2 sec           |
| 18                          | 0.3 sec            | 17.09 sec          | 818.9 sec           | 52.6 sec           |
Table 5. Balanced Dataset.

|               | Training | Testing |
|---------------|----------|---------|
| Normal Traffic| 30219    | 20005   |
| Attack Traffic| 30189    | 20443   |
| Total         | 60408    | 40448   |

Table 6. Test Results of 27 attributes.

| Time taken to test model | NB  | SVM | RF  | DT  |
|--------------------------|-----|-----|-----|-----|
| sec                      | 3.16| 4.0 sec | 7.45 sec | 2.7 sec |
| Accuracy                 | 84% | 86.7% | 98.1% | 97.2% |
| Recall                   | 84% | 86%  | 98%  | 97.6% |
| Precision                | 79% | 86%  | 98%  | 97.6% |

Table 7. Test Results of 24 attributes.

| Time taken to test model | NB  | SVM | RF  | DT  |
|--------------------------|-----|-----|-----|-----|
| sec                      | 3.0 sec | 3.34 sec | 6.9 sec | 2.1 sec |
| Accuracy                 | 84%  | 86.2 % | 98%  | 97.2% |
| Recall                   | 84.1% | 86%  | 98.1% | 97.2% |
| Precision                | 79.2% | 86%  | 98%  | 97.2% |

Table 8. Test Results of 18 attributes.

| Time taken to test model | NB  | SVM | RF  | DT  |
|--------------------------|-----|-----|-----|-----|
| sec                      | 2.27 sec | 2.98 sec | 5.3 sec | 1.5 sec |
| Accuracy                 | 84%  | 86.7 % | 97.9% | 97.1% |
| Recall                   | 84.1% | 86%  | 97.9% | 97.1% |
| Precision                | 79%  | 86%  | 97%  | 97%  |

Table 9. Test Results of 07 attributes.

| Time taken to test model | NB  | SVM | RF  | DT  |
|--------------------------|-----|-----|-----|-----|
| sec                      | 1.88 sec | 2.0 sec | 4.39 sec | 0.9 sec |
| Accuracy                 | 83.8%  | 86.63 % | 97.2%  | 96.6% |
| Recall                   | 83%  | 86.6%  | 97%  | 96.7% |
| Precision                | 78.8% | 86.3%  | 97%  | 96.7% |

Figure 3 presents the accuracy rate comparison between all investigated algorithms. While considering all four experimental scenarios, the highest recorded accuracy is 98% at scenario#1 in which the total number of attributes were 27. However, while having attributes as low as 7 only, the RF algorithm still shows a high level of accuracy, i.e., of 97%. In general, RF algorithm is displaying the highest rates of accuracy in all experimental scenarios. Although, RF has the highest accuracy, it also displays the highest amount of time needed in solving the classification, graph for classification needed time shown in Figure 4.

Confusion Matrix: In [2-4], the basic concept of the confusion Matrix is identification of false alarm rate, undetectorate and new techniques for attribute selection. Confusion Matrix is used to define the performance of
the classification algorithm; it is a technique that summarizes the performance of the algorithm in which each row contains values showing instances of the predicted class while each column contains values representing an instance of the actual class.

**False Alarm Rate (FAR):** This represents the percentage (%) of the normal traffic classified as an attack by the model:

\[
\text{FAR} \% = \frac{FP}{FP + TN} \times 100. \quad (1)
\]

**Un-Detection Rate (UND):** The division of the attack that are misclassified as normal by the model:

\[
\text{UND} \% = \frac{FN}{FN + TP} \times 100. \quad (2)
\]

The below tables depict the confusion matrix of all algorithms with respect to all scenarios which we have mentioned in the methodology section. Table 10, Table 11, Table 12, and Table 13 shows the confusion matrix of Scenario#1, Scenario#2, Scenario#3 and Scenario#4, respectively.

### Table 10. Experiment with 27 Attributes.

|        | NB   | SVM  | RF   | DT   |
|--------|------|------|------|------|
| Positive | 19658 | 19752 | 19869 | 19978 |
| True    | 16539 | 16428 | 19942 | 19817 |
| Negative| 347   | 280   | 136   | 27   |
| False positive | 3904 | 3988 | 501   | 626  |

### Table 11. Experiment with 24 Attributes.

|        | NB   | SVM  | RF   | DT   |
|--------|------|------|------|------|
| Positive | 19661 | 19764 | 19861 | 19989 |
| True    | 16537 | 16419 | 19949 | 19820 |
| Negative| 344   | 278   | 144   | 16   |
| False positive | 3906 | 3987 | 494   | 623  |

### Table 12. Experiment with 18 Attributes.

|        | NB   | SVM  | RF   | DT   |
|--------|------|------|------|------|
| Positive | 19645 | 19749 | 19875 | 19959 |
| True    | 16536 | 16425 | 19843 | 19797 |
| Negative| 360   | 282   | 130   | 46   |
| False positive | 3907 | 3992 | 600   | 646  |

### Table 13. Experiment with 7 Attributes.

|        | NB   | SVM  | RF   | DT   |
|--------|------|------|------|------|
| Positive | 19608 | 19712 | 19750 | 19925 |
| True    | 16527 | 16431 | 19889 | 19716 |
| Negative| 397   | 293   | 255   | 80   |
| False positive | 3916 | 4012 | 554   | 727  |
Figure 5 shows rate of false positive for all classification algorithms. It can be seen that NB has the highest rate of false positive while DT has the lowest. In addition, Figure 6 shows rate of the false alarm, which is the percentage of the regular traffic misclassified as an attack by the model (equation 02). Figure 7 shows rate of false negative for all classification algorithms. With respect to all experiments for false negative, we have observed that SVM has the highest rate of false negative and RF has the lowest. Figure 8 shows the rate of un-detection UND (equation 02) which represents a percentage of the traffic as an attack but is classified as normal traffic (opposite of FAR).

4. Conclusion

The objective of our research is to build machine learning based classification model using different classification algorithms. Firstly, an unbalanced dataset initially containing redundant data is selected for pre-processing, followed by balancing and dividing the data into an equal ratio for training and testing purpose. We have used four types of multiclass data of DDoS attack including Smurf, SIDDoS, HTTP-Flood and UDP-Flood on which evaluation is performed using different experiments and each experiment contains a different set of attributes. We have changed the set of attributes with the help of value of the correlation between attributes. Four experiments on the same dataset with different attribute rates have been conducted and from the experimental results we have observed that the random forest has the highest accuracy rate as compared to other classification algorithms including Naïve Bayes, Support Vector Machine and Decision Tree (J48). However, the algorithm Random Forest is not time-efficient when it comes to testing and training. In addition, it has also been observed from confusion matrix that the decision tree has the lowest rate of false positive while for false negative RF has the
lowest rate but the difference between RF and DT for false negative is very slight. From the results we concluded that the decision tree is the best classification algorithm as compared to other algorithms in term of time efficiency, accuracy percentage, and false positive and false negative.
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