APPLICATIONS OF OPTIMAL TRANSPORT METHODS IN THE LEAST GRADIENT PROBLEM
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Abstract. We study the consequences of the equivalence between the least gradient problem and a boundary-to-boundary optimal transport problem in two dimensions. We extend the relationship between the two problems to their respective dual problems, as well as prove several regularity and stability results for the least gradient problem using optimal transport techniques.

1. Introduction

The main goal of this paper is to study the relationship between the least gradient problem (see for instance \[2,8,13,17,19,25\])

\[
\text{(LGP)} \quad \inf \left\{ \int_{\Omega} |Du| : u \in BV(\Omega), \ u|_{\partial \Omega} = g \right\},
\]

and the boundary-to-boundary Monge-Kantorovich optimal transport problem (see \[3\])

\[
\text{(KP)} \quad \min \left\{ \int_{\Omega \times \Omega} |x - y| \, d\gamma : \gamma \in \mathcal{M}^+(\Omega \times \Omega), \ (\Pi_x)_# \gamma = f^+ \text{ and } (\Pi_y)_# \gamma = f^- \right\}.
\]

In the first problem, \(g \in BV(\partial \Omega)\) and the boundary condition is understood as a trace of a BV function, while in the second problem \(f^\pm \in \mathcal{M}^+(\partial \Omega)\) and a mass balance condition \(f^+(\partial \Omega) = f^-(\partial \Omega)\) is satisfied. Let us stress that because the source and target measures are located on \(\partial \Omega\), this is not the standard setting for the optimal transport problem, when at least one of the source and target measures is assumed to be absolutely continuous with respect to the Lebesgue measure (see for instance \[23,27\]). We will study the two-dimensional situation: throughout the rest of the paper, unless noted otherwise, \(\Omega \subset \mathbb{R}^2\) denotes an open bounded convex set. Then, the two problems are equivalent in the following sense: if \(f^\pm = (\partial_r g)^\pm\), i.e. \(f^+\) is a positive part of the tangential derivative of \(g\) and \(f^-\) is its negative part, then the infimal values coincide and from a solution of one problem we may construct a solution of the other problem (see \[5,11\]). The goal of this paper is to explore this relationship in more depth and use it to prove new regularity and stability results for solutions of the least gradient problem.

Let us briefly recall already known results in this direction. The least gradient problem in the form \((\text{LGP})\) has been first studied in \[25\] for continuous boundary data (although problems of this type have been studied earlier, see for instance \[2,14,20\]). It appears naturally in the study of minimal surfaces, namely boundaries of superlevel sets of solutions to \((\text{LGP})\)-area-minimising (see \[2\]). Indeed, existence of solutions for continuous boundary data has been proved in \[25\] under an assumption slightly weaker than strict convexity of \(\Omega\). Since then, the theory developed in several directions: existence of solutions in the trace sense for less regular boundary data (see \[\text{LGP}\] and \[(\text{KP})\]); non-strictly convex domains (see \[\text{LGP}\] and \[(\text{KP})\]); the relaxed formulation for general \(f \in L^1(\partial \Omega)\) and arbitrary Lipschitz domains (see \[\text{LGP}\] and \[(\text{KP})\]); and extensions to metric measure spaces (see \[\text{LGP}\] and \[(\text{KP})\]). In particular, in two dimensions we have existence of solutions on strictly convex domains for BV boundary data (see \[\text{LGP}\]), so both problems \((\text{LGP})\) and \((\text{KP})\) admit solutions for \(g \in BV(\partial \Omega)\) and \(f^\pm = (\partial_r g)^\pm \in \mathcal{M}^+(\partial \Omega)\).

The equivalence between the least gradient problem \((\text{LGP})\) and the boundary-to-boundary optimal transport problem \((\text{KP})\) on strictly convex domains in two dimensions was proved in \[\text{LGP}\] under an assumption slightly weaker than strict convexity of \(\Omega\). Since then, the theory developed in several directions: existence of solutions in the trace sense for less regular boundary data (see \[\text{LGP}\] and \[(\text{KP})\]); anisotropic cases (see \[\text{LGP}\] and \[(\text{KP})\]); non-strictly convex domains (see \[\text{LGP}\] and \[(\text{KP})\]); the relaxed formulation for general \(f \in L^1(\partial \Omega)\) and arbitrary Lipschitz domains (see \[\text{LGP}\] and \[(\text{KP})\]); and extensions to metric measure spaces (see \[\text{LGP}\] and \[(\text{KP})\]). In particular, in two dimensions we have existence of solutions on strictly convex domains for BV boundary data (see \[\text{LGP}\]), so both problems \((\text{LGP})\) and \((\text{KP})\) admit solutions for \(g \in BV(\partial \Omega)\) and \(f^\pm = (\partial_r g)^\pm \in \mathcal{M}^+(\partial \Omega)\).

The equivalence between the least gradient problem \((\text{LGP})\) and the boundary-to-boundary optimal transport problem \((\text{KP})\) on strictly convex domains in two dimensions was proved in two steps. First, it was proved in \[\text{LGP}\] that on convex domains problem \((\text{LGP})\) is related to the
Beckmann problem

\[ \text{(BP)} \quad \inf \left\{ \int_\Omega |p| : p \in M(\bar{\Omega}; \mathbb{R}^2), \quad \text{div} \, p = f \right\}, \]

where the equation \( \text{div} \, p = f \) is understood in the distributional sense: for every \( \phi \in C^1(\bar{\Omega}) \), we have \( \int_\Omega \nabla \phi \cdot dp = \int_{\partial \Omega} \phi \, df \). On strictly convex domains, problems \((\text{LGP})\) and \((\text{BP})\) are equivalent in the following sense: if \( f \in M(\partial \Omega) \) and \( f = \partial_x g \), the infimal values coincide and given a minimiser of one problem, we may construct a minimiser of the other problem. The relationship between a minimiser \( p \in M(\bar{\Omega}; \mathbb{R}^2) \) to \((\text{BP})\) and a minimiser \( u \in BV(\Omega) \) of \((\text{LGP})\) is given by \( p = R_{-\frac{1}{2}} Du \). On convex domains, the situation is a bit more complicated, but some version of this equivalence still holds; for details we refer to Section 2. On the other hand, on convex domains the Beckmann problem is known to be completely equivalent to the optimal transport problem \((\text{KP})\) (see [23] and the references therein). This equivalence holds for general \( f \in M(\bar{\Omega}) \); in fact, a typical assumption in the study of the Monge-Kantorovich problem \((\text{KP})\) is that either \( f^+ \) or \( f^- \) is absolutely continuous with respect to the Lebesgue measure (see [23,27]). Here, since both measures are supported on \( \partial \Omega \), which is a set of zero Lebesgue measure, this is clearly not the case. The boundary-to-boundary problem \((\text{KT})\) was studied in depth in [3]; there, the authors proved that the equivalence with the least gradient problem holds also in anisotropic cases and that \( L^p \) estimates for the transport density imply \( W^{1,p} \) estimates in the corresponding least gradient problem. Since then, the optimal transport methods proved to be powerful tools in the study of the least gradient problem; the authors of [5] proved \( L^p \) estimates for the transport density in a few settings on uniformly convex domains for \( L^p \) boundary data, which imply \( W^{1,p} \) regularity of solutions to \((\text{LGP})\) for \( W^{1,p} \) boundary data with \( p \leq 2 \). Optimal transport methods were also used in [4] to study the least gradient problem on an annulus, which could not be handled by the previously known techniques due to the fact that its boundary is not connected.

The main goal of this paper is to study in more depth the equivalence between the two problems \((\text{LGP})\) and \((\text{KP})\). We start by studying the dual problems to the least gradient problem and to the Monge-Kantorovich problem. The dual to problem \((\text{KP})\) is the well-known maximisation problem (see [23,27])

\[ \text{(dKP)} \quad \sup \left\{ \int_{\bar{\Omega}} \phi \, d(f^+ - f^-) : \phi \in \text{Lip}_1(\bar{\Omega}) \right\}, \]

whose solutions are known as Kantorovich potentials, while the dual problem to \((\text{LGP})\) is the following maximisation problem (see [5,19])

\[ \text{(dLGP)} \quad \sup \left\{ \int_{\partial \Omega} [z, \nu] \, g \, d\mathcal{H}^1 : z \in \mathcal{Z} \right\}, \]

where

\[ \mathcal{Z} = \left\{ z \in L^\infty(\Omega; \mathbb{R}^2), \quad \text{div}(z) = 0, \quad \|z\|_{\infty} \leq 1 \text{ a.e. in } \Omega \right\}, \]

and \([z, \nu]\) denotes the normal trace of a vector field whose divergence is a Radon measure (see [1,3]). It turns out that these problems are again equivalent, in the sense that their supremal values coincide and from a solution to one of the two problems we may construct a solution of the other problem; this is proved in Theorem 3.1. Then, we exploit this relationship to study the structure of solutions to the least gradient problem.

Then, we use the equivalence between problems \((\text{LGP})\) and \((\text{KP})\) for two purposes. The first one is to give new results on the regularity of solutions to the least gradient problem. In contrast to the results in [5], we focus on the case when the boundary datum is discontinuous, and the optimal transport plan in \((\text{KP})\) is not necessarily unique nor induced by a map. The main result in this direction is Theorem 4.1 which states that for \( g \in SBV(\partial \Omega) \), then even though solutions to problem \((\text{LGP})\) may no longer be unique, then every solution lies in \( SBV(\Omega) \). It is complemented by a few results on local properties of solutions in the case when the jump set is finite.

The second purpose is to study stability of families of solutions to the least gradient problem. We study two main cases: in the first one, we approximate the boundary datum in the strict topology of \( BV(\partial \Omega) \), and prove that then the sequence of solutions converges in the strict topology of \( BV(\Omega) \) to a solution of the original problem; this is done in Theorem 5.3. In the second one, we instead approximate the domain by a decreasing sequence of strictly convex domains converging in the Hausdorff distance, with particular applications to the case when \( \Omega \) is only convex. In the process, we also prove an estimate on the total variation of the solution interesting in its own right.
The structure of the paper is as follows. In Section 2, we recall known results about the equivalence between problems (LGP) and (KP) and some basic properties of solutions to both problems. In Section 3, we study the relationship between the problems (dLGP) and (dKP), namely the duals of the original problems (LGP) and (KP), and its consequences for the structure of solutions to the least gradient problem. Then, in Section 4, we study the consequences of the equivalence between the two problems for the regularity of solutions to the least gradient problem. In the final Section 5, we study stability properties of sequences of solutions to approximate problems. Finally, let us note that all the results are valid also in the anisotropic case, when the distance is constructed from a strictly convex norm. Nonetheless, in order to simplify the notation, throughout the paper, we will give the results for the Euclidean norm and only comment on the anisotropic case at the end of each Section; we do this partly because the results are already new in the Euclidean case and their validity in the anisotropic case is simply a useful byproduct of the proofs.

2. Preliminaries

In this Section, we present the equivalences between the least gradient problem (LGP), the Beckmann problem (BP), and the classical Monge-Kantorovich problem (KP), together with some properties of solutions to these problems. Recall that throughout the paper, unless noted otherwise, \( \Omega \subset \mathbb{R}^2 \) denotes an open bounded convex set.

First, let us focus on the relationship between the least gradient problem (LGP)

\[
\min \left\{ \int_{\Omega} |Du| : u \in BV(\Omega), u|_{\partial \Omega} = g \right\},
\]

and the Beckmann problem (BP)

\[
\min \left\{ \int_{\Pi} |p| : p \in M(\Pi; \mathbb{R}^2), \text{ div } p = f \right\}.
\]

The boundary condition in (LGP) is understood as a trace of a BV function and the divergence condition in (BP) is understood in the distributional sense. In other words, we have \( \text{div } p = 0 \) in \( \Omega \) and \( |p| = f \) on \( \partial \Omega \); here, \( |p| \) denotes the normal trace of a vector field whose divergence is a Radon measure (for a precise definition see [1] or [3]). Suppose that \( g \in BV(\partial \Omega) \) and suppose that \( f \in M(\partial \Omega) \) satisfies a mass balance condition, i.e. \( \int_{\partial \Omega} df = 0 \). Then, both problems admit solutions (see [8] for the least gradient problem and [23] for the Beckmann problem). Notice that such \( f \) and \( g \) are in a one-to-one correspondence (up to an additive constant in \( g \)) via the relation \( f = \partial_{\tau} g \).

It was observed in [11] that problems (LGP) and (BP) are closely related. Namely, if we take an admissible function \( u \in BV(\Omega) \) in (LGP), then \( p = \text{div } u \) is admissible in (BP). Indeed, in dimension two a rotation of a gradient by \( \frac{\pi}{2} \) is a divergence-free field in \( \Omega \) and it interchanges the normal and tangent components at the boundary. In the other direction, given a vector field \( p \in L^1(\Omega; \mathbb{R}^2) \) admissible in (BP), we can recover \( u \in W^{1,1}(\Omega) \) admissible in (LGP); the following result has been proved in [11, Proposition 2.1].

**Proposition 2.1.** Suppose that \( p \in L^1(\Omega; \mathbb{R}^2) \) and \( \text{div } p = 0 \) in the sense of distributions. Then, there exists \( u \in W^{1,1}(\Omega) \) such that \( p = R_{-\frac{\pi}{2}} \nabla u \). Moreover, we have \( |p| = \partial_{\tau} (Tu) \).

In [3], the authors noticed that this result may be improved: if \( p \in M(\Omega; \mathbb{R}^2) \) is such that \( |p|(\partial \Omega) = 0 \), then there exists \( u \in BV(\Omega) \) such that \( p = \text{div } u \) and \( |p| = \partial_{\tau} (Tu) \). In particular, notice that \( |p| = |Du| \) as measures on \( \Pi \); hence, the infimal values in (LGP) and (BP) coincide. Let us sum up these considerations as follows.

**Theorem 2.2.** Let \( \Omega \subset \mathbb{R}^2 \) be an open bounded convex set. Then, the problems (LGP) and (BP) are equivalent in the following sense:

1. Their infimal values coincide, i.e. \( \inf (\text{LGP}) = \inf (\text{BP}) \);
2. Given a solution \( u \in BV(\Omega) \) of (LGP), we can construct a solution \( p \in M(\Omega; \mathbb{R}^2) \) of (BP); moreover, \( p = \text{div } u \);
3. Given a solution \( p \in M(\Omega; \mathbb{R}^2) \) of (BP) with \( |p|(\partial \Omega) = 0 \), we can construct a solution \( u \in BV(\Omega) \) of (LGP); moreover, \( p = \text{div } u \).

Now, we turn to the equivalence between the Beckmann problem (BP)

\[
\min \left\{ \int_{\Pi} |p| : p \in M(\Pi; \mathbb{R}^2), \text{ div } p = f \right\}.
\]
and the Monge-Kantorovich problem (KP)
\[
\min \left\{ \int_{\Omega \times \Omega} |x - y| \, d\gamma : \gamma \in \mathcal{M}^+(\Omega \times \Omega), (\Pi_x)_#\gamma = f^+ \text{ and } (\Pi_y)_#\gamma = f^- \right\}.
\]
This equivalence is standard in the optimal transport theory (see for instance [23, Chapter 4]), but we will describe it shortly for completeness. Here, \(\Omega \subset \mathbb{R}^d\) is a bounded open convex set, \(f \in \mathcal{M}(\Omega)\) and \(f = f^+ - f^-\) is its decomposition into a positive and negative part. In order for the problem to be well defined, we assume that the mass balance condition \(f^+(\Omega) = f^- (\Omega)\) holds.

In particular, this setting covers our case, when the measures are concentrated on \(\partial \Omega\).

First, let us recall a few standard results in the optimal transport theory. The fact that \((d\text{KP})\) is the dual problem to (KP) is well-known, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27].

As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27]. As a corollary of its proof, we get that there exist solutions to both problems, and that any optimal transport plan \(\gamma\) is the dual problem to (KP) is well-defined, see for instance [23,27].
Theorem 2.3. Let $\Omega \subset \mathbb{R}^d$ be an open bounded convex set. Then, the problems $\text{KP}$ and $\text{BP}$ both admit solutions, and are equivalent in the following sense:  
(1) Their minimal values coincide, i.e. $\min \text{KP} = \min \text{BP}$;  
(2) Given an optimal transport plan $\gamma \in \mathcal{M}^+(\Omega \times \overline{\Omega})$ in $\text{KP}$, we can construct a solution $p_\gamma \in \mathcal{M}(\Omega; \mathbb{R}^d)$ to $\text{BP}$; moreover, $|p_\gamma| = \sigma_\gamma$;  
(3) Given a solution $p \in \mathcal{M}(\overline{\Omega}; \mathbb{R}^d)$ to $\text{BP}$, we can construct an optimal transport plan $\gamma \in \mathcal{M}^+(\Omega \times \overline{\Omega})$ in $\text{KP}$ such that $p = p_\gamma$; moreover, $|p_\gamma| = \sigma_\gamma$.

The equivalence between the two-dimensional least gradient problem $\text{LGP}$ and the Monge-Kantorovich problem $\text{KP}$ comes from combining Theorems 2.2 and 2.3. Given a solution to $\text{LGP}$, we may construct an optimal transport plan $\gamma$ for $\text{KP}$ with $f^\pm = (\partial_y g)_\pm$; in the other direction, since $|p_\gamma| = \sigma_\gamma$, we may recover a solution to $\text{LGP}$ from an optimal transport plan $\gamma$ as soon as the transport density $\sigma_\gamma$ gives no mass to the boundary, i.e. $\sigma_\gamma(\partial \Omega) = 0$. An important special case is when $\Omega$ is strictly convex. Using an equivalent formula for transport density, i.e. for every Borel set $A \subset \overline{\Omega}$

\begin{equation}
\sigma_\gamma(A) = \int_{\gamma(x,y) \cap A} d\gamma(x,y),
\end{equation}

we have that if $\Omega$ is strictly convex, then for any optimal transport plan we have that $\sigma_\gamma(\partial \Omega) = 0$, and the correspondence between problems is one-to-one.

This link between the two problems was exploited for the first time in [5]. For a strictly convex domain $\Omega$, the authors studied the boundary-to-boundary optimal transport problem. The setting is a bit unusual, since a standard assumption used to prove estimates on the transport density is that either $f^+$ or $f^-$ is in $L^1(\Omega)$; here, this is clearly not the case, since both measures are supported on the boundary $\partial \Omega$. Nonetheless, the authors showed that if at least one of the measures $f^\pm$ is atomless, then the optimal transport plan is unique and induced by a map, and proved several variants of regularity estimates on the transport density; let us recall the version most useful to us in the course of the paper (see [5] Proposition 3.2, Remark 3.4); for the exact definition of uniform convexity, see Section 4.

Theorem 2.4. Suppose that $\Omega \subset \mathbb{R}^d$ is an open, bounded, uniformly convex set. Suppose that $f^+ \in L^p(\partial \Omega)$ with $p \in [1,2)$. Let $\gamma$ be the optimal transport plan between $f^+$ and some $f^- \in \mathcal{M}^+(\partial \Omega)$. Then, $\sigma_\gamma \in L^p(\Omega)$.

The main application of this result so far is the $W^{1,p}$ regularity of solutions to the least gradient problem. Suppose that $d = 2$ and $g \in W^{1,p}(\partial \Omega)$, where $g$ is the boundary datum in problem $\text{LGP}$; then, $f = \partial_y g \in L^p(\partial \Omega)$. By Theorem 2.4, we have $\sigma_\gamma \in L^p(\Omega)$. Let $u \in BV(\Omega)$ be the unique solution to $\text{LGP}$, constructed from the unique optimal transport plan $\gamma$. Since we have $|Du| = |p_\gamma| = \sigma_\gamma$, we actually have $\nabla u \in L^p(\Omega)$; since by a maximum principle we also have $u \in L^{1+p}(\Omega)$, we have that $u \in W^{1,p}(\Omega)$.

Finally, let us note that the equivalence presented above (and Theorem 2.4) holds also in an anisotropic version of the least gradient problem. Suppose that $\varphi$ is a strictly convex norm on $\mathbb{R}^d$; then, in light of the analysis performed in [6], for strictly convex domains $\Omega$ we still have a one-to-one correspondence between gradients of $BV$ functions and vector-valued measures with zero divergence, and the reasoning presented in this Section still works in the anisotropic case. We summarise this in the following Remark.

Remark 2.5. Suppose that $\Omega \subset \mathbb{R}^d$ is an open bounded convex set. Suppose that $\varphi$ is a strictly convex norm on $\mathbb{R}^d$. Then, the infimal values in the anisotropic least gradient problem

\begin{equation}
\text{(aLGP) } \min \left\{ \int_{\Omega} \varphi(Du), \quad u \in BV(\Omega), \quad u|_{\partial \Omega} = g \right\}
\end{equation}

and the anisotropic Beckmann problem

\begin{equation}
\text{(aBP) } \min \left\{ \int_{\Omega} \varphi(R_{-\frac{\pi}{2}} p), \quad p \in \mathcal{M}(\overline{\Omega}; \mathbb{R}^d), \quad \text{div } p = f \right\}
\end{equation}

coincide. Moreover, there is a correspondence between minimisers of the two problems as in Theorem 2.2. The anisotropic Beckmann problem is in turn equivalent to the Monge-Kantorovich problem with the cost given by the rotation norm of $\varphi$, i.e. $\varphi(R_{-\frac{\pi}{2}})$, as in Theorem 2.3.

A weaker version of this statement holds also when $\varphi$ is not strictly convex; the correspondence between the anisotropic least gradient problem and the anisotropic Beckmann problem remains in
place, but in Theorem 2.3 the last point is no longer true. Note that whenever $\varphi$ is strictly convex, the transport rays are line segments and they may not intersect at an interior point; on the other hand, when $\varphi$ is not strictly convex, these properties may fail. Since any solution of the form $p_x$ is concentrated on transport rays which are line segments, it is clear that in the non-strictly convex case it is possible that not every solution to the Beckmann problem is of the form $p_x$. For these reasons, any regularity results require that the norm $\varphi$ is strictly convex. At the end of each Section, we will remark whether the results in this Section hold also for anisotropic norms and whether we need the norm to be strictly convex.

3. Dual formulations

In this Section, we extend the relationship between the least gradient problem $\text{(LGP)}$ and the Kantorovich problem $\text{(KP)}$ to their respective dual problems. Namely, we study the relationship between the maximisation problem $\text{(dLGP)}$ (see [23,27])

$$
\sup \left\{ \int_{\partial \Omega} [z, \nu] g dH^1 : z \in \mathcal{Z} \right\},
$$

where $g \in BV(\partial \Omega)$ and

$$
\mathcal{Z} = \left\{ z \in L^\infty(\Omega; \mathbb{R}^2) : \text{div}(z) = 0, \|z\|_\infty \leq 1 \text{ a.e. in } \Omega \right\},
$$

with the maximisation problem $\text{(dKP)}$ (see [23,27])

$$
\sup \left\{ \int_{\Omega} \phi d(f^+ - f^-) : \phi \in \text{Lip}_1(\Omega) \right\}
$$

whose solutions are known as Kantorovich potentials. Here, $f^\pm \in M(\partial \Omega)$ with $f^+(\partial \Omega) = f^-(\partial \Omega)$. Moreover, the normal trace $[z, \nu]$ is understood in the weak sense, for details see [1] or [3]. By a standard reasoning in duality theory, both problems admit solutions; this is proved for problem $\text{(dLGP)}$ in [19] and for problem $\text{(dKP)}$ for instance in [23,27]. Since the infimal values in the primal problems are equal, it is clear that the supremal values in the dual problems coincide. The goal of this Section is to prove that from a solution of one problem we may recover a solution of the other problem and to study some consequences of this fact for the structure of solutions to the least gradient problem.

The following result is the main result in this Section and describes the relationship between the dual problems $\text{(dLGP)}$ and $\text{(dKP)}$.

**Theorem 3.1.** Let $\Omega \subset \mathbb{R}^2$ be an open bounded convex set. Then, the problems $\text{(dKP)}$ and $\text{(dLGP)}$ are equivalent in the following sense:

1. Their supremal values coincide, i.e. $\sup \text{(dKP)} = \sup \text{(dLGP)}$;
2. Given a maximiser $\phi \in \text{Lip}_1(\Omega)$ of $\text{(dKP)}$, we can construct a maximiser $z \in L^\infty(\Omega; \mathbb{R}^2)$ of $\text{(dLGP)}$; moreover, $z = R_{\hat{z}} \nabla \phi$ in $\Omega$;
3. Given a maximiser $z \in L^\infty(\Omega; \mathbb{R}^2)$ of $\text{(dLGP)}$, we may construct a maximiser $\phi \in \text{Lip}_1(\Omega)$ of $\text{(dKP)}$; moreover, $z = R_{\hat{z}} \nabla \phi$ in $\Omega$.

Notice that the direction of the rotation is opposite to the direction of rotation in Theorem 2.2.

**Proof.** (1) This follows immediately from point (1) of Theorem 2.2, because

$$
\sup \text{(dLGP)} = \inf \text{(LGP)} = \inf \text{(KP)} = \sup \text{(dKP)}.
$$

(2) Suppose that $\phi \in \text{Lip}_1(\Omega)$ is a maximiser in $\text{(dKP)}$. Take $z = R_{\hat{z}} \nabla (\phi|_{\Omega}) \in L^\infty(\Omega; \mathbb{R}^2)$. Then, $z$ is admissible in $\text{(dLGP)}$, since $\text{div}(z) = 0$ as distributions and $\|z\|_\infty = \|\nabla \phi\|_\infty \leq 1$.

Note that since $\phi$ is Lipschitz and $g \in BV(\partial \Omega)$, we have that $\phi g \in BV(\partial \Omega)$ and it satisfies a mass balance condition

\begin{equation}
0 = \int_{\partial \Omega} d\partial_\tau(\phi g) = \int_{\partial \Omega} \phi d(\partial_\tau g) + \int_{\partial \Omega} (\partial_\tau \phi) g dH^1.
\end{equation}

Since $z = R_{\hat{z}} \nabla (\phi|_{\Omega}) = -R_{\hat{z}} \nabla (\phi|_{\Omega})$, Proposition 2.1 implies that $[z, \nu] = -\partial_\tau \phi$. By equation (3.1),

$$
\sup \text{(dLGP)} = \sup \text{(dKP)} = \int_{\partial \Omega} \phi d f = \int_{\partial \Omega} \phi d(\partial_\tau g) = \int_{\partial \Omega} (-\partial_\tau \phi) g dH^1 = \int_{\partial \Omega} [z, \nu] g dH^1,
$$

hence $z$ is a maximiser of $\text{(dLGP)}$. 

Suppose that \( z \in L^\infty(\Omega; \mathbb{R}^2) \) is a maximiser in (dLGP). Since \( \Omega \) is bounded, we also have \( z \in L^1(\Omega; \mathbb{R}^2) \), so by Proposition 2.1 there exists \( u \in W^{1,1}(\Omega) \) such that \( z = R_{-z} \nabla u \). Since \( z \in L^\infty(\Omega; \mathbb{R}^2) \) with \( \|z\|_\infty \leq 1 \), we also have \( \nabla u \in L^\infty(\Omega; \mathbb{R}^2) \) with \( \|\nabla u\|_\infty \leq 1 \). Hence, \( u \in W^{1,\infty}(\Omega) \), so it is 1-Lipschitz in \( \Omega \); in particular, it can be extended to a 1-Lipschitz function on \( \overline{\Omega} \) (we identify \( u \) with its extension and write \( u \in \mathrm{Lip}_1(\Omega) \)), so it is admissible in problem (dKP).

Moreover, Proposition 2.1 implies that \([z, \nu] = \partial_r u\). Again using equation (3.1), we get
\[
\sup \{dK\} = \sup \{dL\} = \int_{\partial\Omega} [x, \nu] g dH^1 = \int_{\partial\Omega} (\partial_r u) g dH^1 = \int_{\Omega} u d(\partial_r g) = \int_{\partial\Omega} (-u) df,
\]
and \( \phi = -u \) is a maximiser of (dKP). In particular, \( z = R_{-z} \nabla u = R_{-z} \nabla \phi \).

Hence, we may express the solution to the dual problem (dLGP) to the least gradient problem via a Kantorovich potential of the corresponding optimal transport problem and vice versa. Of course, solutions to both problems are in general not unique; for instance, when \( f \equiv 0 \) any 1-Lipschitz function is a solution to problem (dKP). In light of this, an important point is that any solution to problem (dKP) determines the frame of transport rays for all solutions to the Monge-Kantorovich problem, see for instance [23]; similarly, any solution to problem (dLGP) determines the frame of level sets to all solutions to the least gradient problem in the following sense (see [19]): the vector field \( \mathbf{z} = -\mathbf{z} \) satisfies the Euler-Lagrange equations for the least gradient problem introduced in [17], in particular it is divergence-free

\[ (\mathbf{z}, Du) = |Du| \]

as measures in \( \Omega \),

where \((\mathbf{z}, Du)\) is the Anzelotti pairing defined in [1], which is a generalisation of the pointwise product \( \mathbf{z} \cdot \nabla u \) to the case when \( u \in BV(\Omega) \) and \( \mathbf{z} \) is a bounded vector field with divergence in \( L^N(\Omega) \). Hence, if \( \phi \) is a Kantorovich potential, then \( \mathbf{z} = R_{-z} \nabla \phi \). We illustrate this by revisiting a classical example, attributed to John Brothers and appearing for instance in [17,26].

**Example 3.2.** Suppose that \( \Omega = B(0,1) \subset \mathbb{R}^2 \). We will first give an example with continuous boundary data and then modify it to an example with discontinuous boundary data. Set \( q_1(x,y) = x^2 - y^2 \); since the boundary datum is continuous, the solution to the least gradient problem is unique (see [25]) and we may easily check that it is given by the formula

\[
\begin{align*}
u(x,y) = \begin{cases}
2x^2 - 1 & \text{if } |x| > \sqrt{2}, \\
1 - 2y^2 & \text{if } |y| > \sqrt{2}, \\
0 & \text{otherwise}.
\end{cases}
\end{align*}
\]

Since \( u \) is Lipschitz, the condition \((\mathbf{z}, Du) = |Du|\) reduces to \( \mathbf{z} = \frac{\nabla u}{|\nabla u|} \) almost everywhere on the support of \( \nabla u \). Hence, up to choosing a representative, we have that \( \mathbf{z} = (\text{sgn}(x),0) \) if \( |x| > \sqrt{2} \), \( \mathbf{z} = (0,-\text{sgn}(y)) \) if \( |y| > \sqrt{2} \), and \( \mathbf{z} \) is not uniquely defined on the square \( |x|, |y| < \sqrt{2} \). For instance, we may take

\[
\begin{align*}
\mathbf{z}(x,y) = \begin{cases}
(1,0) & \text{if } -x < y < x, \\
(0,-1) & \text{if } y > x \text{ and } y > -x, \\
(-1,0) & \text{if } x < y < -x, \\
(0,1) & \text{if } y < x \text{ and } y < -x.
\end{cases}
\end{align*}
\]

Now, we look at the problem from the optimal transport angle. Using angular coordinates on \( \partial\Omega \), we see that \( g_1(\theta) = \cos(2\theta) \). Clearly, \( g_1 \in C(\partial\Omega) \cap BV(\partial\Omega) \), and its tangential derivative is given by the formula \( f(\theta) = -2\sin(2\theta) \). By Theorem 3.1, a Kantorovich potential corresponding to \( f \) can be obtained by taking \( \nabla \phi_1 = R_{-\frac{x}{2}} \mathbf{z} = R_{-\frac{x}{2}} \mathbf{z} \), so up to an additive constant we get

\[
\begin{align*}
\phi_1(x,y) = \begin{cases}
-y + x^2 & \text{if } -x < y < x, \\
-x + y^2 & \text{if } y > x \text{ and } y > -x, \\
y + x^2 & \text{if } x < y < -x, \\
x + y^2 & \text{if } y < x \text{ and } y < -x.
\end{cases}
\end{align*}
\]

We chose the additive constant in the standard way, so that the minimal value of \( \phi \) equals zero.

The situation is presented on the left hand side of Figure 7. However, it is not difficult to construct another Kantorovich potential. Notice that the function \( \phi_2 \) such that its level sets are horizontal line segments for \( |x| > \frac{\sqrt{2}}{2} \) (and vertical line segments for \( |y| > \frac{\sqrt{2}}{2} \)) and in the square \(|x|,|y| < \frac{\sqrt{2}}{2} \)
each level set is a part of a circle with centre at a point \((\pm \sqrt{2}, \pm \sqrt{2})\), has the same boundary values as \(\phi_1\) and that it is \(1\)-Lipschitz. Hence, it is admissible in problem \((dKP)\) and it is optimal by optimality of \(\phi_1\). The situation is presented on the right hand side of Figure 1.

![Figure 1. Two possible Kantorovich potentials](image)

Finally, when we modify the boundary datum a bit, so that

\[
g_2(x, y) = \begin{cases} 
  x^2 - y^2 + 1 & \text{if } |x| > \sqrt{2}, \\
  x^2 - y^2 - 1 & \text{if } |y| > \sqrt{2}, \\
  \lambda & \text{otherwise}
\end{cases}
\]

then the functions of the form

\[
u_\lambda(x, y) = \begin{cases} 
  2x^2 & \text{if } |x| > \sqrt{2}, \\
  -2y^2 & \text{if } |y| > \sqrt{2}, \\
  \lambda & \text{otherwise}
\end{cases}
\]

where \(\lambda \in [-1, 1]\) are all possible solutions to the least gradient problem (see [7,17]). The situation is presented in Figure 3. It was shown in [17] that the vector fields \(\mathbf{z}\) which solve the Euler-Lagrange equations (so \(\mathbf{z}\) is a solution of \((dLGP)\)) for \(g_1\) and \(g_2\) are the same. Hence, by Theorems [7,17] also the Kantorovich potentials corresponding to \(f_1 = \partial_1 g_1\) and \(f_2 = \partial_2 g_2\) are the same. Notice that even though the solution to problem \((LGP)\) is not unique, all the solutions share the same frame of superlevel sets, and it can be described using Theorem 3.1 in terms of any Kantorovich potential: for any solution \(u\) of \((LGP)\) and any Kantorovich potential \(\phi\), whenever a level line of \(u\) and a level line of \(\phi\) intersect, they make a right angle.

In fact, given boundary data \(g \in BV(\partial \Omega)\), it may be easier to construct Kantorovich potentials and from it reconstruct the vector field \(\mathbf{z}\) which is the solution of problem \((dLGP)\), as we saw in the Example above. Furthermore, notice that on the set on which the solution \(u\) to the least gradient problem was not constant, level lines of the Kantorovich potentials were perpendicular to level lines of \(u\); indeed, Theorem 3.1 can be understood as an informal link between solutions of the primal problem \((LGP)\) and \((KP)\) namely; suppose that \(l_t\) is a connected component of the boundary of a superlevel set \(\{u > t\}\) of \(u\), a solution to \((LGP)\); by [2, Theorem 1], it is a line segment. If \(u\) is regular enough, then the condition \((\mathbf{z}, Du) = |Du|\) implies that \(\mathbf{z}\) is a unit vector perpendicular to \(l_t\), at least for almost all \(t\). The gradient of the corresponding Kantorovich potential \(\phi\) is in turn a unit vector perpendicular to \(\mathbf{z}\), hence it is parallel to \(l_t\); but since the gradient of the Kantorovich potential is well-defined and of length one, this means that \(l_t\) is a transport ray. Hence, level sets of a solution to \((LGP)\) have the interpretation of transport rays.

Finally, let us note that the equivalence given in Theorem 3.1 holds also in an anisotropic version of the least gradient problem. Strict convexity of the norm is not required; we only use Proposition 2.1 which is a pointwise result regardless of the norm used. Hence, we get the following result.
Remark 3.3. Suppose that $\Omega \subset \mathbb{R}^2$ is an open bounded convex set. Suppose that $\varphi$ is any norm on $\mathbb{R}^2$. Then, the supremal values in the dual of the anisotropic least gradient problem

$$\sup \left\{ \int_{\partial \Omega} [z, \nu] g \, dH^1 : z \in Z \right\},$$

where

$$Z = \left\{ z \in L^\infty(\Omega; \mathbb{R}^2), \quad \text{div}(z) = 0, \quad \varphi^0(z(x)) \leq 1 \text{ a.e. in } \Omega \right\},$$

and the dual of the Kantorovich problem with the cost given by the rotation norm of $\varphi$, i.e.

$$\sup \left\{ \int_{\Omega} \phi (f^+ - f^-) : \quad \phi \in \text{Lip}(\Omega), \quad \varphi^0(R_{-\frac{\pi}{2}} \nabla \phi) \leq 1 \text{ a.e. in } \Omega \right\}$$

coincide. Here, $\varphi^0$ denotes the polar norm of $\varphi$. Moreover, there is a correspondence between minimisers of the two problems as in Theorem 3.1.

4. Applications to regularity

In this Section, we inspect the regularity of solutions to the least gradient problem. The first results in this direction obtained using optimal transport methods were proved for uniformly convex domains in [5]. There, assuming $W^{1,p}(\partial \Omega)$ regularity of the boundary datum with $p \leq 2$, the authors proved that the (unique) solution lies in $W^{1,p}(\Omega)$. This was achieved in the following way: $W^{1,p}$ regularity of the boundary datum in problem (LGP) corresponds to $L^p$ regularity of the boundary datum in problem (KP). Then, the authors prove $L^p$ estimates on the transport density $\sigma$; using the relation $|Du| = |p| = |\sigma|$ between solutions of problems (LGP), (KP) and (BP), we see that this corresponds to $W^{1,p}$ regularity of the solution to the least gradient problem.

The goal of this Section is to study the case when the boundary datum is less regular than in the situation studied in [5]. We start by proving the main result in this Section, namely Theorem 4.1 which says that on uniformly convex domains if the boundary datum lies in $SBV(\partial \Omega)$, then any solution lies in $SBV(\Omega)$. Note that the boundary data are of bounded variation, but they are no longer continuous; hence, there exists solutions to problem (LGP) and they may fail to be unique (as we saw in Example 3.2). In the corresponding Kantorovich problem, it means that the optimal transport plan may fail to be unique or induced by a map. Nonetheless, the result holds for every minimiser. Then, we focus on some consequences of the proof, in particular on structure results in the case when $g$ has only finitely many discontinuities.
Since at some point we will rely on results in [5], we will assume that \( \Omega \) is uniformly convex. The definition used there is a bit more general than the standard one used in the literature (i.e. \( \partial \Omega \) is smooth and the mean curvature is bounded from below by a positive constant); namely, the authors of [5] assume that there exists \( R > 0 \) such that for every \( x \in \partial \Omega \) and every inner unit vector \( n \) we have \( \Omega \subset B(x + Rn, R) \). For smooth domains, this corresponds to the fact that all principal curvatures are larger than \( \frac{1}{n} \), so the two definitions coincide. We will adopt this definition of uniform convexity in order not to require \( \partial \Omega \) to be smooth.

**Theorem 4.1.** Suppose that \( \Omega \subset \mathbb{R}^2 \) is uniformly convex. Let \( g \in SBV(\partial \Omega) \). If \( u \in BV(\Omega) \) is a solution to problem \((LGP)\) with boundary data \( g \), then \( u \in SBV(\Omega) \).

In the course of the proof, supposing that \( \mu \) and \( \nu \) are two positive measures, we say that \( \mu \leq \nu \) if for all Borel sets \( B \) we have \( \mu(B) \leq \nu(B) \). In particular, in this case \( \mu \) is absolutely continuous with respect to \( \nu \).

**Proof.** Denote \( f = \partial_x g \). Since \( g \in SBV(\Omega) \), we have that \( f = f_{ac} + f_{at} \), where \( f_{ac} \) is absolutely continuous and \( f_{at} \) is atomic; there is no Cantor part. We decompose \( f \) into a positive and negative part, namely \( f = f^+ - f^- \) and recall that the least gradient problem corresponds to the optimal transport problem between \( f^+ \) and \( f^- \) to every \( u \in BV(\Omega) \) which is a solution of the least gradient problem, there exists an optimal transport plan \( \gamma \in M^+(\Omega \times \Omega) \) with marginals \( f^+ \) and \( f^- \).

We will decompose the Monge-Kantorovich problem

\[
(4.1) \quad \min \left\{ \int_{\Omega \times \Omega} |x - y| \, d\gamma : \gamma \in M^+(\Omega \times \Omega), (\Pi_x)_\# \gamma = f^+ \text{ and } (\Pi_y)_\# \gamma = f^- \right\}
\]

into several problems of the same type. Then, we will compute the transport densities and prove that they are either absolutely continuous or concentrated on a set of Hausdorff dimension one. This will imply that \( Du \) contains no Cantor part, so \( u \in SBV(\Omega) \).

**Step 1.** Let us introduce the following notation: denote by \( D^+ \) the (at most countable) set of atoms of \( f^+ \) and by \( D^- \) the (at most countable) set of atoms of \( f^- \). Since \( f^+ \) and \( f^- \) have no common mass, these sets are disjoint. Moreover, for \( x \in \overline{\Omega} \), denote by \( \Delta_x \) the set of all points from transport rays passing through the point \( x \). It is clear that \( \Delta_x \) is closed: if we denote

\[
h_x(y) = |\phi(y) - \phi(x)| - |x - y|,
\]

then since \( \phi \) is 1-Lipschitz, we have that \( h \leq 0 \) and \( \Delta_x = h^{-1}(0) \), hence it is a closed set.

Now, we will separate \( \overline{\Omega} \) into a few Borel subsets. Denote

\[
A_1 := \bigcup_{p \in D^+, q \in D^-} [p, q].
\]

Clearly, \( A_1 \) is a Borel set and its Hausdorff dimension equals one (although its \( \mathcal{H}^1 \) measure may be infinite). In particular, all transport rays with both endpoints in the atoms of \( f^+ \) lie in \( A_1 \); in other words, \( A_1 \) is the set on which the transport between atomic parts of \( f^+ \) and \( f^- \) takes place. We will later see that the jump set of \( u \) will be a subset of this set.

Denote

\[
A_2 := \left( \left( \bigcup_{p \in D^+} \Delta_p \right) \setminus A_1 \right) \cup D^+.
\]

Since \( \Delta_x \) is closed for every \( x \in \overline{\Omega} \), \( A_2 \) is a Borel set. In particular, all transport rays with one endpoint in an atom of \( f^+ \) and the other endpoint not in an atom of \( f^- \) lie in \( A_2 \). In other words, \( A_2 \) is the set on which the transport between atomic parts of \( f^+ \) and the absolutely continuous part of \( f^- \) takes place.

Similarly, denote

\[
A_3 := \left( \left( \bigcup_{q \in D^-} \Delta_q \right) \setminus A_1 \right) \cup D^-.
\]

Again, \( A_3 \) is a Borel set and all transport rays with one endpoint in an atom of \( f^- \) and the other endpoint not in an atom of \( f^+ \) lie in \( A_3 \). In other words, \( A_3 \) is the set on which the transport between the absolutely continuous part of \( f^+ \) and the atomic part of \( f^- \) takes place.

Finally, denote

\[
A_4 := \left( \Omega \setminus \left( A_1 \cup A_2 \cup A_3 \right) \right) \cup \left( \partial \Omega \setminus \left( D^+ \cup D^- \right) \right).
\]
Clearly, $A_4$ is a Borel set and all transport rays with both endpoints not in an atom of $f$ lie in $A_4$. In other words, $A_4$ is the set on which the transport between the absolutely continuous parts of $f^+$ and $f^-$ takes place.

Note that the union of the sets $A_n$ (for $n = 1, 2, 3, 4$) equals $\Omega$. These sets are not disjoint, but we have some control over the intersections: in particular, $A_1 \cap A_2 = D^+$ and $A_1 \cap A_3 = D^-$. Moreover, since the set of points which belong to at least two transport rays is countable, the other intersections are at most countable and do not contain any atom of $f$.

**Step 2.** First, notice that the optimal transport plan $\gamma$ is concentrated on $\partial \Omega \times \partial \Omega$. Namely, since $(\Pi_x)\# \gamma = f^+$, we have $\gamma(\Omega \times \Omega) = (\Pi_x)\# \gamma(\Omega) = f^+(\Omega) = 0$; similarly, since $(\Pi_y)\# \gamma = f^-$, we have $\gamma(\Omega \times \Omega) = (\Pi_y)\# \gamma(\Omega) = f^-(\Omega) = 0$. Hence, we have $\gamma = \gamma|_{\partial \Omega \times \partial \Omega}$. Now, we will separate $\partial \Omega \times \partial \Omega$ into a few Borel subsets and study restrictions of $\gamma$ to these subsets. Recall that two transport rays may only intersect at their endpoints and whenever $(x_0, y_0)$ belongs to the support of an optimal transport plan, then $x_0$ and $y_0$ must belong to a common transport ray.

We make the following decomposition of $\partial \Omega \times \partial \Omega$: for $n = 1, 2, 3$ we set

$$B_n = (A_n \cap \partial \Omega) \times (A_n \cap \partial \Omega)$$

and we set

$$B_4 = \{(x, y) \in \partial \Omega \times \partial \Omega : x, y \notin B_1 \cup B_2 \cup B_3\}.$$ 

By definition, we have $\bigcup_{n=1}^4 B_n = \partial \Omega \times \partial \Omega$. As was the case with the sets $A_n$, again the sets $B_n$ are not disjoint, but we have some control over the intersections: namely, for $n = 1, 2, 3$ we have $B_n \cap B_4 = \emptyset$, $B_1 \cap B_2 = \bigcup_{p \in D^+} \{(p, p)\}$, $B_1 \cap B_3 = \bigcup_{q \in D^-} \{(q, q)\}$, and $B_2 \cap B_3$ is countable and each of the points is of the form $\{(x, x)\}$, where $x \in A_2 \cap A_3 \cap \partial \Omega$.

Then, we decompose the optimal plan $\gamma$ as follows: for $n = 1, 2, 3, 4$, we set $\gamma_n = \gamma|_{B_n}$. Since all the sets $B_n$ are Borel, all the measures $\gamma_n$ are positive Radon measures. It is clear that $\gamma_n \leq \gamma$ as measures. Moreover, notice that an optimal transport plan gives no mass to any single point in the diagonal $(x, x)$ - otherwise $x$ would be an atom of both $f^+$ and $f^-$. Hence, since all the intersections $B_m \cap B_n$, for $m, n = 1, 2, 3, 4$ are at most countable unions of such points, we have that $\sum_{n=1}^4 \gamma_n = \gamma|_{\partial \Omega \times \partial \Omega} = \gamma$.

**Step 3.** Now, we construct the auxiliary problems. First, let us notice that since for all $n = 1, 2, 3, 4$ we have $\gamma_n \leq \gamma$ as measures, then

$$\begin{align*}
(\Pi_x)\# \gamma_n \leq (\Pi_x)\# \gamma &= f^+ \\
(\Pi_y)\# \gamma_n \leq (\Pi_y)\# \gamma &= f^-.
\end{align*}$$

Then, let us notice that since $\sum_{n=1}^4 \gamma_n = \gamma$, we also have

$$\sum_{n=1}^4 (\Pi_x)\# \gamma_n = f^+ \quad \text{and} \quad \sum_{n=1}^4 (\Pi_y)\# \gamma_n = f^-.$$

Now, notice that each $\gamma_n$ solves the problem

$$(4.4) \quad \min \left\{ \int_{\Pi \times \Pi} |x - y| d\gamma : \gamma \in \mathcal{M}^+(\Pi \times \Pi), \ (\Pi_x)\# \gamma = (\Pi_x)\# \gamma_n \text{ and } (\Pi_y)\# \gamma = (\Pi_y)\# \gamma_n \right\}.$$

By standard optimal transport theory, this problem has a solution $\gamma'_n$. If $\gamma_n$ is not a solution, then we may replace $\gamma_n$ by $\gamma'_n$, and then

$$\gamma' = \sum_{i=1}^4 \gamma'_i$$

is admissible in the Kantorovich problem (4.1) and satisfies

$$\int_{\Pi \times \Pi} |x - y| d\gamma' \leq \sum_{n=1}^4 \int_{\Pi \times \Pi} |x - y| d\gamma_n' \leq \sum_{n=1}^4 \int_{\Pi \times \Pi} |x - y| d\gamma_n = \int_{\Pi \times \Pi} |x - y| d\gamma,$$

hence $\gamma$ was not an optimal transport plan, contradiction.

**Step 4.** Since $\gamma = \sum_{n=1}^4 \gamma_n$, the transport densities $\sigma_{\gamma}$ of $\gamma$ and $\sigma_{\gamma_n}$ of $\gamma_n$ defined by equation (2.2) satisfy

$$\sigma_{\gamma} = \sum_{n=1}^4 \sigma_{\gamma_n}.$$
We will study separately the transport densities $\sigma_{\gamma_n}$. First, we will prove that for $n = 2, 3, 4$ we have $\sigma_{\gamma_n} \in L^1(\Omega)$; then, we will study in more detail the structure of $\sigma_{\gamma_n}$.

First, notice that by equation (1.2), each of the measures $(\Pi_x)_{\gamma \gamma_n}$ is a sum of an absolutely continuous measure and an atomic measure, and any atom of $(\Pi_x)_{\gamma \gamma_n}$ is also an atom of $f^+$ (a point in $D^+$). Similarly, by (4.3), also each $(\Pi_y)_{\gamma \gamma_n}$ is a sum of an absolutely continuous measure and an atomic measure, and any atom of $(\Pi_y)_{\gamma \gamma_n}$ is also an atom of $f^-$ (a point in $D^-$).

We will prove that $(\Pi_y)_{\gamma \gamma_2}$ is absolutely continuous. By the previous paragraph, it suffices to show that no point $q \in D^-$ is its atom. We write

$$(\Pi_y)_{\gamma \gamma_2}(\{q\}) = \gamma_2((\Omega \times \{q\}) = \gamma_2(\{q\} \cap (A_2 \times A_2)) = \gamma(0) = 0,$$

where the first equality follows from the definition of the marginal, the second and third ones from the definition of $\gamma_2$, and the fourth one from the fact that $q \notin A_3$ for all $q \in D^-$. Hence, $(\Pi_y)_{\gamma \gamma_2}$ is absolutely continuous, so Theorem 2.4 implies that $\sigma_{\gamma_2} \in L^1(\Omega)$.

Similarly, we see that $(\Pi_x)_{\gamma \gamma_3}$ is absolutely continuous: again, it suffices to show that no point $p \in D^+$ is its atom, but then $p \notin A_4$ implies

$$(\Pi_x)_{\gamma \gamma_3}(\{p\}) = \gamma_3((p) \times A_3) = \gamma_3((p) \times (A_3 \times A_3)) = H(\{0\} = 0,$$

hence $(\Pi_x)_{\gamma \gamma_3}$ is absolutely continuous, so Theorem 2.4 implies that $\sigma_{\gamma_3} \in L^1(\Omega)$. A minor variation of the above arguments shows that both $(\Pi_x)_{\gamma \gamma_4}$ and $(\Pi_y)_{\gamma \gamma_4}$ are absolutely continuous, so also $\sigma_{\gamma_4} \in L^1(\Omega)$.

Finally, we study the transport density $\sigma_{\gamma_1}$. First, notice that by property (2.3) we have

$$\sigma_{\gamma_1}(\Omega \setminus A_1) = \int_{\partial \Omega \setminus \partial \Omega} \mathcal{H}^1([x,y] \setminus A_1) \, d\gamma_1(x,y) = \int_{\partial \Omega \setminus \partial \Omega} \mathcal{H}^1((x,y) \setminus A_1) \, d\gamma_1(x,y).$$

Recall that $A_1$ is an at most countable union of line segments connecting two points in $\partial \Omega$, one of which belongs to $D^+$ and the other one to $D^−$. Notice that $A_1 \cap \partial \Omega = D^+ \cup D^−$, in particular it is countable. Then, for any $x, y \in A_1 \cap \partial \Omega$, we have two possibilities: if $x, y \in D^+$ (or $x, y \in D^−$), then $\gamma([x,y]) = 0$. On the other hand, if $x \in D^+$ and $y \in D^−$ (or $x \in D^−$ and $y \in D^+$), then $[x,y] \subset A_1$, so $\mathcal{H}^1([x,y] \setminus A_1) = 0$. In either case, we have $\mathcal{H}^1([x,y] \setminus A_1) \gamma([x,y]) = 0$, so

$$\sigma_{\gamma_1}(\Omega \setminus A_1) = 0.$$

By equation (2.4), $\sigma_{\gamma_1}$ is absolutely continuous with respect to $\mathcal{H}^1$. Hence, actually $\sigma_{\gamma_1}$ a finite positive Radon measure which is absolutely continuous with respect to $\mathcal{H}^1|A_1$.

**Step 5.** Finally, since $|Du| = |p| = \sigma_\gamma$, where $p$ is the solution to the Beckmann problem corresponding to $u$ and $\gamma$ is the optimal transport plan corresponding to $p$, we have that

$$|Du| = \sigma_\gamma = \sigma_{\gamma_2} + \sigma_{\gamma_3} + \sigma_{\gamma_4},$$

hence $|Du|$ is a sum of an absolutely continuous measure $(\sigma_{\gamma_2} + \sigma_{\gamma_3} + \sigma_{\gamma_4})$ and a measure concentrated on a set of Hausdorff dimension one $\sigma_{\gamma_1}$, so $u \in SBV(\Omega)$.

Actually, the proof of the Theorem works in a slightly general setting. In higher dimensions, with $\mathbb{R}^d$ equipped with the Euclidean norm, transport rays are still line segments, and the same proof yields the following result.

**Corollary 4.2.** Suppose that $\Omega \subset \mathbb{R}^d$ is uniformly convex. Suppose that $f \in M(\partial \Omega)$ may be decomposed in the following way: $f = f_{ac} + f_{at}$, where $f_{ac} \in L^1(\partial \Omega)$ and $f_{at}$ is atomic. Then, when $\gamma$ is an optimal transport plan corresponding to the optimal transport problem between $f^+$ and $f^-$, we have

$$\sigma_{\gamma} = \sigma_{ac} + \sigma_{at},$$

where $\sigma_{ac} \in L^1(\Omega)$ and $\sigma_{at}$ is concentrated on a set of Hausdorff dimension one.

However, this is an a bit unusual setting to study the optimal transport problem, and in higher dimensions we do not have the correspondence between the least gradient problem and the optimal transport problem, so we prefer to state Theorem 1.1 in its current form.

In fact, a careful inspection of the proof of Theorem 1.1 enables us to study in more detail the regularity and structure of solutions in the case when $g$ has only finitely many discontinuities. We will give some of the properties obtained in this way below.

**Corollary 4.3.** Suppose that $\Omega \subset \mathbb{R}^2$ is uniformly convex. Let $g \in BV(\partial \Omega)$ and suppose that the set $D$ of its discontinuity points is finite. Suppose further that $g \in W^{1,p}(\partial \Omega \setminus D)$ with $p \in (1, 2)$. Set $J = \bigcup_{p \in D} [p, q]$; then, if $u \in BV(\Omega)$ is a solution to problem (LGP) with boundary data $g$, then $u \in W^{1,p}(\Omega \setminus J)$. □
The requirement that $D$ is finite is required to be able to formulate the result in this setting, so that $J$ is a relatively closed set and $u$ is actually a function in a broken Sobolev space: by writing $u \in W^{1,p}(\Omega \setminus J)$, we mean that $\Omega \setminus J$ is an open set with finitely many connected components $(\Omega_i)_{i=1}^m$ and $u \in W^{1,p}(\Omega_i)$ for all $i = 1, \ldots, m$. We use the same notation on $\partial \Omega$. Without this assumption, the statement of Corollary 4.2 with $\sigma \in L^p(\Omega)$ is still valid.

The situation is different for $p > 2$. The results in [5] in this case require higher regularity of both $f^+$ and $f^-$; assuming regularity of one of them does not suffice. Indeed, if $u \in W^{1,p}(\Omega)$, then actually $u$ is Hölder continuous on $\overline{\Omega}$; but this in turn implies that $f$ is atomless, a contradiction.

Hence, in the second part of this Section we will instead focus on local regularity of solutions to (LGP), the main result being that any solution is Lipschitz in a neighbourhood of a generic point in $\Omega$. We start by proving the following Proposition.

**Proposition 4.4.** Suppose that $\Omega \subset \mathbb{R}^d$ is uniformly convex, where $d \geq 2$. Let $f^+ \in L^\infty(\partial \Omega)$ and take any $f^- \in M(\partial \Omega)$. Then, if $\sigma$ is the (uniquely defined) transport density between $f^+$ and $f^-$, for all $\varepsilon > 0$ we have $\sigma \in L^\infty(\Omega \setminus (\text{supp}(f^-))^\varepsilon)$.

Here, $A^\varepsilon$ denotes the $\varepsilon$-neighbourhood of a compact set $A$.

**Proof.** We will use a similar strategy as in the proof of [5] Proposition 3.1. First, suppose that $f^- \in M(\partial \Omega)$ is finitely atomic. Denote by $D^- = \{x_i : i = 1, \ldots, m\}$ the set of atoms of $f^-$, and denote by $T$ the (unique) optimal transport map from $f^+$ to $f^-$ (its existence follows from [5] Proposition 2.6). By Theorem 2.4 the transport density $\sigma$ is absolutely continuous. For all $i = 1, \ldots, m$, consider the set $T^{-1}(x_i)$, and without loss of generality suppose that each $T^{-1}(x_i)$ is represented by a single Lipschitz chart (if it were not, we can partition this set into finitely many parts with this property). Denote by $\Omega_i$ the set of all transport rays from $T^{-1}(x_i)$ to $x_i$ and notice that the sets $\Omega_i$ are disjoint (up to a set of zero Lebesgue measure). Now, for $\tau \in (0, 1)$ denote

$$\Omega_i^{(\tau)} = \{(1-t)x + tx_i, \quad x \in T^{-1}(x_i), \quad t \leq \tau\}.$$  

Note that $\Omega_i^{(\tau)} \subset \Omega_i$. Moreover, given $\varepsilon > 0$ there exists a constant $\tau_0 < 1$ depending on $\varepsilon$ such that $\Omega_i \setminus (D^-)\varepsilon \subset \Omega_i^{(\tau_0)}$ for all $i = 1, \ldots, m$ (for instance, we can take $\tau_0 = 1 - (2\text{diam}(\Omega))^{-1}\varepsilon$).

Fix $\tau \leq \tau_0$. Up to choosing a suitable coordinate system, $T^{-1}(x_i)$ is contained in a graph of a Lipschitz function $\alpha_i$. By definition, for every $y \in \Omega_i^{(\tau)}$ there exists a point $x = (s, \alpha_i(s))$ such that $y = (1-t)x + tx_i$ with $t \leq \tau$. Set $\sigma_i(\tau) = \sigma_{|\Omega_i^{(\tau)}}$; then, exactly as in the proof of [5] Proposition 3.1, we get that

$$\sigma_i(\tau)(y) = \frac{|x - x_i|f^+(x)}{1 - t}|\nabla^{-1}(x_i - x) \cdot n(x)|$$

for all $y \in \Omega_i^{(\tau)}$,

where $n(x)$ is the inner normal unit vector at $x$. By uniform convexity of $\Omega$, for all $y \in \Omega_i^{(\tau)}$

$$\sigma_i(\tau)(y) = \frac{|x - x_i|f^+(x)}{(1 - t)|\nabla^{-1}(x_i - x) \cdot n(x)|} \leq \frac{|x - x_i|f^+(x)}{C(1 - t)|\nabla^{-1}(x_i - x)|} \leq \frac{f^+(x)}{C(1 - \tau)|\nabla^{-1}(x_i - x)|}.$$  

Choose a representative of $f^+$ such that it is bounded by $\|f^+\|_{L^\infty(\partial \Omega)}$ for all $x \in \partial \Omega$. Hence, for all $y \in \Omega_i^{(\tau)} \setminus (D^-)\varepsilon$ we have

$$\sigma_i(\tau)(y) \leq \frac{f^+(x)}{C\varepsilon(1 - \tau)^{N-1}} \leq \frac{\|f^+\|_{L^\infty(\partial \Omega)}}{C\varepsilon(1 - \tau_0)^{N-1}}.$$  

This bound does not depend on $i$ or $\tau$ (as long as $\tau \leq \tau_0$), hence it is valid for all points $y \in \Omega \setminus (D^-)\varepsilon$ and we have

$$\|\sigma\|_{L^\infty(\Omega \setminus (D^-)\varepsilon)} \leq \frac{\|f^+\|_{L^\infty(\partial \Omega)}}{C\varepsilon(1 - \tau_0)^{N-1}},$$  

where $C$ is a constant depending only on the curvature of $\partial \Omega$ and $\tau_0$ depends on $\varepsilon$.

Now, we prove the result for any target measure $f^- \in M(\partial \Omega)$. Again, the optimal transport map from $f^+$ to $f^-$ exists and is unique by virtue of [5] Proposition 2.6, so in particular the transport density $\sigma$ is uniquely defined. Take a sequence of finitely atomic measures $f_n^- \in M(\partial \Omega)$ such that $\supp(f_n^-) \subset \supp(f^-)$. For $\tau \in (0, 1)$,

$$\Omega^{(\tau)} = \{(1-t)x + tx, \quad x \in \partial \Omega \setminus (\supp(f^-))\varepsilon, \quad t \leq \tau\}.$$  

Given $\varepsilon > 0$, there exists a constant $\tau_0 < 1$ depending on $\varepsilon$ such that $\Omega \setminus (\supp(f^-))\varepsilon \subset \Omega^{(\tau_0)}$ (we may again take $\tau_0 = 1 - (2\text{diam}(\Omega))^{-1}\varepsilon$). In particular, we can use this $\tau_0$ in the computation.
above for any \( f_n \). Denote by \( \sigma_n \) the sequence of transport densities corresponding to the (unique) optimal transport plans \( \gamma_n \) between \( f^+ \) and \( f_n^+ \). By [5, Proposition 2.4], up to a subsequence \( \gamma_n \to \gamma \), where \( \gamma \) is an optimal transport plan between \( f^+ \) and \( f^- \). Hence, by lower semicontinuity of the \( L^\infty \) norm and equation (4.8), we have

\[
\|\sigma\|_{L^\infty(\Omega; (\text{supp}(f^-))^c)} \leq \liminf_{n \to \infty} \|\sigma_n\|_{L^\infty(\Omega; (\text{supp}(f^-))^c)} \leq \frac{\|f^+\|_{L^\infty(\partial \Omega)}}{C\varepsilon(1 - \tau_0)^{N-1}},
\]

because the bound on \( \sigma_n \) is uniform and is preserved in the limit.

If the supports of \( f^+ \) and \( f^- \) are disjoint, the bounds on \( \sigma \) are actually up to the boundary. In general, this needs not be the case, as the counterexample in [5, Section 4] shows.

**Corollary 4.5.** Suppose that \( \Omega \subset \mathbb{R}^d \) is uniformly convex, where \( d \geq 2 \). Let \( f^\pm \in L^\infty(\partial \Omega) \). Suppose that \( \text{supp}(f^+) \cap \text{supp}(f^-) = \emptyset \). Then, if \( \sigma \) is the (uniquely defined) transport density between \( f^+ \) and \( f^- \), for all \( \varepsilon > 0 \) we have \( \sigma \in L^\infty(\Omega) \).

**Proof.** We use Proposition 4.4 twice: first, for the pair \( f^+ \) and \( f^- \), and we get that for all \( \varepsilon > 0 \) we have \( \sigma \in L^\infty(\Omega \setminus (\text{supp}(f^-))^c) \). Then, we use it for the pair \( f^- \) and \( f^+ \), and we get that for all \( \varepsilon > 0 \) we have \( \sigma \in L^\infty(\Omega \setminus (\text{supp}(f^+))^c) \). Since the supports of \( f^+ \) and \( f^- \) are disjoint, for sufficiently small \( \varepsilon > 0 \) we have that

\[
\Omega = (\Omega \setminus (\text{supp}(f^+))^c) \cup (\Omega \setminus (\text{supp}(f^-))^c),
\]

so actually \( \sigma \in L^\infty(\Omega) \).

In the setting of the least gradient problem, the results above easily translate to results on local boundedness of the gradient of the solution; below, we state an analogue of Proposition 4.4.

**Corollary 4.6.** Suppose that \( \Omega \subset \mathbb{R}^2 \) is uniformly convex. Suppose that \( g \in \text{Lip}(\partial \Omega) \). Then, if \( u \in BV(\Omega) \) is the (unique) solution to problem [LGP] with boundary data \( g \), then \( u \in \text{Lip}_{loc}(\Omega) \).

**Proof.** Since \( g \in \text{Lip}(\partial \Omega) \), its tangential derivative \( f = \partial_{\nu} g \) is such that \( f^\pm \in L^\infty(\partial \Omega) \). Since \( f \) is atomless, by [6, Proposition 2.5] the optimal transport plan is unique and induced by a map, so the transport density is unique; denote it by \( \sigma \). We apply Proposition 4.4 to get that \( \sigma \in L^\infty(\Omega \setminus (\text{supp}(f^-))^c) \) for all \( \varepsilon > 0 \); because \( f^- \) is supported on \( \partial \Omega \), this means that \( \sigma \) is locally bounded in \( \Omega \). Using Theorems 2.2 and 2.3 in particular the correspondence \( |D u| = |p| = \sigma \), we get that \( \nabla u \in L^\infty_{loc}(\Omega) \).

Now, we proceed to give the main result for regularity of solutions to the least gradient problem in the case when the boundary datum has only a finite number of discontinuities. It is optimal in the sense that in general we cannot expect Sobolev regularity of the solution on any larger set.

**Proposition 4.7.** Suppose that \( \Omega \subset \mathbb{R}^2 \) is uniformly convex. Let \( g \in BV(\partial \Omega) \) and suppose that the set \( D \) of its discontinuities points is finite. Suppose further that \( g \in \text{Lip}(\partial \Omega \setminus D) \). Set \( J = \bigcup_{p,q \in D} [p,q] \); then, if \( u \in BV(\Omega) \) is a solution to problem [LGP] with boundary data \( g \), then \( u \in \text{Lip}_{loc}(\Omega \setminus J) \).

Again, by writing \( u \in \text{Lip}_{loc}(\Omega \setminus J) \), we mean that \( \Omega \setminus J \) is an open set with finitely many connected components \( (\Omega_i)_{i=1}^n \) and \( u \in \text{Lip}_{loc}(\Omega_i) \) for all \( i = 1, \ldots, m \). We use the same notation on \( \partial \Omega \). In particular, the result \( u \in \text{Lip}_{loc}(\Omega \setminus J) \) means that the solution to the least gradient problem is Lipschitz in a neighbourhood of a generic point.

**Proof.** The assumption \( g \in \text{Lip}(\partial \Omega \setminus D) \) corresponds to the fact that \( f = \partial_{\nu} g \in L^\infty(\partial \Omega \setminus D) \); in particular, \( f \) is a sum of a finite sum of Dirac deltas at points in \( D \) and an \( L^\infty \) function. We proceed as in the proof of Theorem 4.4 and keep the same notation. By Step 4, we know that the transport densities \( \sigma_n \) for \( n = 2, 3, 4 \) are absolutely continuous; we will improve on this result.

Note that since \( D \) is finite, both sets \( D^+ \) and \( D^- \) are finite. By Step 4 of the proof of Theorem 4.4, (II) is \( \# \gamma_2 \) is absolutely continuous and \( (II)_x \# \gamma_2 \leq f^- \). Hence, \( (II)_y \# \gamma_2 \in L^\infty(\partial \Omega) \). By Proposition 4.4, we get that \( \sigma_{\gamma_2} \in L^\infty(\Omega \setminus (D^+)^c) \). Similarly, \( (II)_y \# \gamma_3 \) is absolutely continuous and \( (II)_x \# \gamma_3 \leq f^+ \); hence, \( (II)_y \# \gamma_3 \in L^\infty(\partial \Omega) \), and by Proposition 4.4, we get that \( \sigma_{\gamma_3} \in L^\infty(\Omega \setminus (D^-)^c) \).

Now, we estimate \( \sigma_{\gamma_4} \). We will separate this transport density into a few parts. For \( i = 1, \ldots, m \), denote by \( x_i \) the points in \( D \), and by \( \chi_i \) the open arcs between the points in \( x_i \) and \( x_{i+1} \) (with the
converges to a solution to (LGP) for boundary data $u$.

We set
\begin{equation}
\gamma_4 = \sum_{i=1}^{m} \gamma_{4,i} + \gamma_{4,0},
\end{equation}
where $\gamma_{4,i}$ is the part of the transport taking place from $\chi_i$ to $\chi_i$, namely
\begin{equation}
\gamma_{4,i} := \gamma_{4}\chi_i \times \chi_i = \gamma\chi_i \times \chi_i,
\end{equation}
and $\gamma_{4,0}$ is the part of $\gamma_4$ which corresponds to transport between some $\chi_i$ and $\chi_j$ for $i \neq j$.

Since transport rays cannot intersect at an interior point, and every point in $D$ lies in at least one transport ray, there exists a neighbourhood of every point $x_i$ in $D$ in which there is no transport from $\chi_{i-1}$ to $\chi_i$; since the number of points in $D$ is finite, there exists $\delta > 0$ such that for $x \in \chi_i$ and $y \in \chi_j$ with $(x, y) \in \text{supp}(\gamma)$ we have that $|x - y| \geq \delta$. Hence, by Corollary 4.5 we get that $|x - y| \geq \delta$. This implies that $\gamma_{4,i} \geq \delta$.

Finally, we need to estimate $\sigma_{\gamma_{4,i}}$, away from the boundary of $\Omega$. Fix $\varepsilon > 0$. By Step 4 of the proof of Theorem 4.1, $(\Pi_\sigma)\# \gamma_4$ is absolutely continuous and $(\Pi_\sigma)\# \gamma_4 \leq f$, so $(\Pi_\sigma)\# \gamma_4 \in L^\infty(\partial\Omega)$; similarly, we get that $(\Pi_\sigma)\# \gamma_{4,i} \in L^\infty(\partial\Omega)$.

Collecting the estimates on the transport density of $\gamma_2, \gamma_3, \gamma_{4,0}$ and $\gamma_{4,i}$, we get that
\begin{equation}
\sigma_{\tau} - \sigma_{\gamma_1} = \sigma_{\gamma_2} + \sigma_{\gamma_3} + \sigma_{\gamma_{4,0}} + \sum_{i=1}^{m} \sigma_{\gamma_{4,i}} \in L^\infty(\Omega \setminus (\partial\Omega)^c).
\end{equation}
Since $\sigma_{\gamma_1}$ is concentrated on $J$, we get that $\sigma_{\tau} \in L^\infty(\Omega \setminus (J \cup (\partial\Omega)^c))$. Using Theorems 2.2 and 2.3 in particular the correspondence $|Du| = |\sigma_{\tau}| = \sigma_{\tau}$, we get that $\nabla u \in L^\infty_{\text{loc}}(\Omega \setminus J)$. □

Obviously, in some special cases a variation of the proof above may be used to prove regularity of the solution up to the boundary (except for the discontinuity set $D$). This can be done when some of the expressions have a simple form: for instance, in the Brokken example (Example 3.2), for any solution $u$ to problem (LGP) we have that $\gamma_2$ and $\gamma_3$ disappear and marginals of $\gamma_{4,i}$ are smooth, so we may use [5 Proposition 3.5] to get that $\sigma_{\gamma_{4,i}} \in L^\infty(\Omega)$; hence, $u \in \text{Lip}(\Omega \setminus J)$. On the other hand, we cannot expect better regularity of $u$ than the one given in Proposition 4.7. Lipschitz continuity of $u$ may break down in several ways: when $\gamma_2$ (or $\gamma_3$) does not disappear, then $u$ cannot be Lipschitz in the neighbourhood of the discontinuity point in its support; for instance, consider boundary data $g$ which are increasing on $\partial\Omega \setminus \{p\}$ with a drop in value at $p$. Then, it is clear that the solution is not Lipschitz around $p$. Also, the counterexample in [5] Section 4 shows that $\sigma_{\gamma_{4,i}}$ may fail to be bounded near $\partial\Omega$.

Finally, let us comment on the anisotropic case. All the results in this Section are also valid for any strictly convex norm $\varphi$. We used strict convexity of $\varphi$ on several occasions: apart from the equivalence described in Section 3. strict convexity of $\varphi$ is required in order for Theorem 2.3 to be valid and the fact that transport rays are line segments is used in Step 4 of the proof of Theorem 4.1 to prove that the transport density $\sigma_{\gamma_1}$ is concentrated on a set of Hausdorff dimension one.

5. Stability

Our aim in this Section is to prove a general stability result for solutions of the least gradient problem using optimal transport techniques. This issue has been first studies by Miranda in [18] using the concept of least gradient functions, i.e. functions which are solutions to the least gradient problem for the boundary data equal to their trace (actually, the author uses a slightly different definition which is also valid on unbounded domains). Miranda proved that an $L^1$ limit of least gradient functions is itself a least gradient function. Since then, Miranda’s theorem was often used to prove existence of solutions to (LGP) in the following way (see for instance [5][8][11][21]): approximate the boundary data $g \in L^1(\partial\Omega)$ by a well-chosen sequence of functions $g_n \in L^1(\partial\Omega)$ and take the solutions $u_n \in BV(\Omega)$ to (LGP) for the approximate boundary data $g_n$. Then, prove that we can pass to the limit $u_n \to u$ in $L^1(\Omega)$, so that $u \in BV(\Omega)$ is a least gradient function; hence, $u$ is a solution to the least gradient problem with boundary data $g$. A similar technique, involving also an approximation of the domain, was used in [11][21] to prove existence of solutions on convex polygons under some admissibility conditions on the boundary data.

However, since the trace operator is not continuous with respect to $L^1$ convergence, this reasoning depends on choosing an approximating sequence which is best suited to the problem at hand. In general, Miranda’s theorem does not imply that solutions to (LGP) for boundary data $g_n$ converges to a solution to (LGP) for boundary data $g$ whenever $g_n \to g$ in $L^1(\partial\Omega)$; indeed, it was shown in [24] that there exist boundary data in $L^\infty(\partial\Omega)$ for which there is no solution. Therefore,
to the best of the author’s knowledge, the results in this Section are the first stability results for least gradient problem which do not require a special form of the approximating sequence. Note that since we use optimal transport techniques, the boundary data necessarily lie in $BV(\partial \Omega)$, so the counterexample from [24] does not apply; on the other hand, this means that our results are close to optimal.

The first result in this Section is an estimate on the total variation of a solution to the least gradient problem in terms of the total variation of its boundary datum. To the best of the author’s knowledge, this type of estimate appeared in the literature only once, in [22, Lemma 2.13]. However, the authors of [21] prove it under very restrictive conditions on boundary data. Here, we give a much simpler proof of this result using optimal transport methods; moreover, we do not require any structural assumptions on $\Omega$ (apart from the usual assumption of convexity) and $g$, and the constant we obtain is sharp.

**Proposition 5.1.** Suppose that $u \in BV(\Omega)$ is a solution to the least gradient problem (LGP) for boundary data $g \in BV(\partial \Omega)$. Then,

$$|Du|(\Omega) \leq \frac{\text{diam}(\Omega)}{2} |Dg|(\partial \Omega).$$

**Proof.** As usual, denote by $p$ the corresponding solution to the Beckmann problem (BP), by $\gamma$ the solution to the corresponding Monge-Kantorovich problem (KP), and by $\sigma, \gamma$ its transport density. By formula (2.4), we have

$$|Du|(\Omega) = \sigma(\Omega) = \iint_{\Omega \times \Omega} \mathcal{H}^1([x,y] \cap \Omega) \, d\gamma(x,y) \leq$$

$$\leq \text{diam}(\Omega) \gamma(\Omega \times \Omega) = \text{diam}(\Omega) f^+(\partial \Omega) = \frac{\text{diam}(\Omega)}{2} |f|((\partial \Omega) = \frac{\text{diam}(\Omega)}{2} |Dg|(\partial \Omega).$$

The following Example shows that the the constant in inequality (5.1) is sharp.

**Example 5.2.** Let $\Omega = B(0,1)$. Take $g \in BV(\partial \Omega)$ given by the formula $g(x,y) = \chi_{\{x,y\in \partial \Omega : y > 0\}}$. Then, $u \in BV(\Omega)$, the solution to problem (LGP) with boundary data $g$, is given by the formula $u(x,y) = \chi_{\{x,y\in \Omega : y > 0\}}$. In particular, we have

$$|Du|(\Omega) = 2 = \frac{\text{diam}(\Omega)}{2} |Dg|(\partial \Omega),$$

so we have equality in (5.1).

We proceed to prove some stability results for least gradient functions. Our main tool will be a stability result for optimal transport plans, see [23, Theorem 1.50]. For simplicity, we state it here for the Euclidean cost.

**Theorem 5.3.** Suppose that $X$ and $Y$ are compact metric spaces. Suppose that $\gamma_n \in \mathcal{P}(X \times Y)$ is a sequence of optimal transport plans between $\mu_n$ and $\nu_n$. If $\gamma_n \rightharpoonup \gamma$, then $\mu_n \rightharpoonup \mu$, $\nu_n \rightharpoonup \nu$ and $\gamma$ is an optimal transport plan between $\mu$ and $\nu$.

Here, $\mathcal{P}(X \times Y)$ denotes the set of all probability measures on $X \times Y$. In particular, Theorem 5.3 implies that the infimum in (KP) for $f^+ = \mu$ and $f^- = \nu$ is the limit of the infima for $f^+ = \mu_n$ and $f^- = \nu_n$, see [23, Theorem 1.51].

We will use Theorem 5.3 to obtain several stability results in the least gradient problem. In the first result, we will keep the domain fixed, i.e. take $X = Y = \Omega$, and prove that on strictly convex domains the convergence of optimal transport plans given by Theorem 5.3 corresponds to strict convergence of solutions to the least gradient problem.

**Theorem 5.4.** Suppose that $\Omega \subset \mathbb{R}^2$ is strictly convex. Suppose that $g, g_n \in BV(\partial \Omega)$ and that $g_n \rightharpoonup g$ strictly in $BV(\partial \Omega)$. Suppose that $u_n \in BV(\Omega)$ are solutions to problem (LGP) with boundary data $g_n$. Then, there exists $u \in BV(\Omega)$, a solution to problem (LGP), such that (possibly after passing to a subsequence) we have $u_n \rightharpoonup u$ strictly in $BV(\Omega)$.

Note that because $\Omega$ is strictly convex, we have existence of solutions $u_n \in BV(\Omega)$ to problem (LGP) with boundary data $g_n \in BV(\partial \Omega)$, see [5,8].
Proof. Step 1. We will modify the sequence \( g_n \) in order to be able to apply Theorem 5.3. First, suppose that \(|Dg|((\partial \Omega)) > 0\); since \(|Dg_n|((\partial \Omega)) \to |Dg|(\partial \Omega)|\), for sufficiently large \( n \) we also have \(|Dg_n|((\partial \Omega)) > 0\). We set

\[
\bar{g}_n = \frac{|Dg|((\partial \Omega))}{|Dg_n|((\partial \Omega))} g_n.
\]

Notice that

\[
\|\bar{g}_n - g\|_{L^1(\partial \Omega)} \leq \|g_n - g\|_{L^1(\partial \Omega)} + \|\bar{g}_n - g_n\|_{L^1(\partial \Omega)} \leq \|g_n - g\|_{L^1(\partial \Omega)} + \|g_n\|_{L^1(\partial \Omega)} \left| \frac{|Dg|((\partial \Omega))}{|Dg_n|((\partial \Omega))} - 1 \right|,
\]

hence \( \bar{g}_n \to g \) in \( L^1(\partial \Omega) \). Moreover, by definition we have \(|D\bar{g}_n|((\partial \Omega)) = |Dg|(\partial \Omega)|\).

Since we assumed that \( u_n \) are solutions to the least gradient problem with boundary data \( g_n \), then the functions

\[
\bar{u}_n = \frac{|Dg|((\partial \Omega))}{|Dg_n|((\partial \Omega))} u_n
\]

are solutions to problem \([LGP]\) with boundary data \( \bar{g}_n \). The sequence \( \bar{u}_n \) is uniformly bounded in \( BV(\Omega) \): since \( g_n \to g \) strictly in \( BV(\partial \Omega) \), we have that \( \sup_n \|g_n\|_{\infty} < \infty \). Hence, by the maximum principle (see for instance \([12, \text{Theorem 5.1}]\)), we have that \( \sup_n \|u_n\|_{\infty} < \infty \). The total variations are uniformly bounded by Proposition 5.1. Hence, possibly passing to a subsequence, we have that \( \bar{u}_n \to u \) weakly* in \( BV(\Omega) \). In the next steps, we will upgrade the weak* convergence to strict convergence; in particular, this will imply that the trace of \( u \) equals \( g \).

Step 2. Denote \( \bar{f}_n = \partial_x \bar{g}_n \) and \( f = \partial_x g \). Notice that since \( \bar{g}_n \to g \) strictly in \( BV(\partial \Omega) \), we also have \( \bar{f}_n^+ \to f^+ \) and \( \bar{f}_n^- \to f^- \). Let \( p_n = R_{-\frac{n}{2}} Du_n \in \mathcal{M}(\overline{\Omega}; \mathbb{R}^2) \) be a sequence of solutions to the Beckmann problem with boundary data \( \bar{f}_n \). Possibly passing to a subsequence, we have \( p_n \to p \) weakly in \( \mathcal{M}(\overline{\Omega}; \mathbb{R}^2) \). Moreover, by uniqueness of the weak limit, we have \( p = R_{-\frac{n}{2}} Du \) in \( \Omega \); however, we do not yet know if \( p \) gives no mass to the boundary.

Step 3. Denote by \( \gamma_n \) the optimal transport plan between \( \bar{f}_n^+ \) and \( \bar{f}_n^- \) induced by the solution \( p_n \) to the Beckmann problem. Since \( \overline{\Omega} \times \overline{\Omega} \) is compact and all \( \gamma_n \) have the same measure, by Prokhorov’s theorem we have that \( \gamma_n \rightharpoonup \gamma \) (possibly after passing to a subsequence). Hence, we are in position to apply Theorem 5.3 in the original formulation, \( \gamma_n \) are probability measures, but we may apply it since all of them have the same mass (because all the measures \( f_n^+ \) have the same mass). We get that \( \gamma \) is an optimal transport plan between \( f^+ \) and \( f^- \). Since \( \Omega \) is strictly convex, we get that

\[
\sigma_\gamma(\partial \Omega) = \int_{\overline{\Omega} \times \overline{\Omega}} \mathcal{H}^1(\partial \Omega \cap [x, y]) \, d\gamma(x, y) = 0.
\]

Hence, \( \gamma \) corresponds to a minimiser of the Beckmann problem \( p_\gamma \) which gives no mass to the boundary. Moreover, by equation 2.1 since \( \gamma_n \rightharpoonup \gamma \), we have that \( p_n \rightharpoonup p_\gamma \) weakly in \( \mathcal{M}(\overline{\Omega}; \mathbb{R}^2) \); by the uniqueness of the weak limit, we have \( p = p_\gamma \). Hence, \( p \) is a minimiser of the Beckmann problem with boundary data \( f \) and we have \(|p|((\partial \Omega)) = \sigma_\gamma((\partial \Omega)) = 0 \). This in turn implies that \( u \) is a solution of the least gradient problem with boundary data \( g \). Moreover, we have

\[
\lim_{n \to \infty} |D\bar{u}_n|((\Omega)) = \lim_{n \to \infty} |p_n|((\Omega)) = \lim_{n \to \infty} |p_n|((\overline{\Omega})) = |p|((\overline{\Omega})) = |p|((\Omega)) = |Du|((\Omega)),
\]

hence \( \bar{u}_n \to u \) strictly in \( BV(\Omega) \).

Step 4. Now, we go back to the original sequence \( u_n \). Notice that

\[
\|u_n - u\|_{L^1(\Omega)} \leq \|\bar{u}_n - u\|_{L^1(\Omega)} + \|\bar{u}_n - u_n\|_{L^1(\Omega)} \leq \|\bar{u}_n - u\|_{L^1(\Omega)} + \|u_n\|_{L^1(\Omega)} \left| \frac{|Dg|((\partial \Omega))}{|Dg_n|((\partial \Omega))} - 1 \right|,
\]

so \( u_n \to u \) in \( L^1(\Omega) \). Moreover,

\[
\lim_{n \to \infty} |Du_n|((\Omega)) = \lim_{n \to \infty} \frac{|Dg|((\partial \Omega))}{|Dg_n|((\partial \Omega))} \cdot \lim_{n \to \infty} |D\bar{u}_n|((\Omega)) = |Du|((\Omega)),
\]

so \( u_n \to u \) strictly in \( BV(\Omega) \), which finishes the proof. \( \square \)

Since the formulation of Theorem 5.3 is quite general, we may adapt the argument used in the proof of Theorem 5.4 to other settings. In the remainder of this Section, we will present a few results obtained in this way. First, let us focus on approximation of a convex domain \( \Omega \) in the Hausdorff distance by a decreasing sequence of strictly convex domains \( \Omega_n \). We will show that then the solutions to the approximate least gradient problems converge (after restriction to \( \Omega \)) to a solution of the original problem. This type of approximation has been used to prove existence of solutions on a convex domain, namely a rectangle, in the proof of \([\overline{11}, \text{Theorem 4.1}]\) (see also
Theorem 3.8). However, these results were proved in very specific settings; on the other hand, the result we give in Theorem 5.7 does not depend on the form of the approximating sequence $\Omega_n$ and allows for arbitrary boundary data $g \in BV(\partial \Omega)$.

Given a convex domain $\Omega$ and a strictly convex domain $\Omega'$ such that $\Omega \subset \Omega'$, we denote by $\pi : \partial \Omega' \to \partial \Omega$ the (unique) orthogonal projection onto the closed convex set $\overline{\Omega}$. Since we assumed $\Omega \subset \Omega'$, the image of this map necessarily equals $\partial \Omega$. Moreover, by strict convexity of $\Omega'$ for $x, y \in \partial \Omega$ and any points $x' \in \pi^{-1}(x)$ and $y \in \pi^{-1}(y)$ the line segments $[x, x']$ and $[y, y']$ may intersect only if $x = y$. Now, for $g \in BV(\partial \Omega)$, we define $g' : \partial \Omega' \to \mathbb{R}$ by the formula

$$
g'(x) = g(\pi(x)).
$$

This definition requires a bit of clarification. Since $g \in BV(\Omega)$, $g$ admits a representative with the following properties: it is continuous everywhere except for its jump set, which is countable, and for every point in the jump set the value of $g$ equals the mean of its one-side limits. We define $g'$ using this representative. Clearly, $g' \in L^\infty(\partial \Omega')$; as we will see in the Lemma below, it actually lies in $BV(\partial \Omega')$.

**Lemma 5.5.** Let the sets $\Omega, \Omega'$ and the functions $g, g'$ be defined as above. Then $g' \in BV(\partial \Omega')$.

Furthermore, $|Dg'| (\partial \Omega') = |Dg| (\partial \Omega)$.

**Proof.** We will use the one-dimensional definition of BV functions. We say that $\{p_0, p_1, \ldots, p_k\}$ is a partition of $\partial \Omega'$, if the points are ordered in such a way that on one of the arcs on $\partial \Omega'$ between $p_i$ and $p_{i+1}$ there are no other points from this set. We complement this by setting $p_{k+1} = p_0$.

Moreover, we make an analogous definition on $\partial \Omega$, and denote by $\mathcal{P}$ the family of partitions of $\partial \Omega$ and by $\mathcal{P}'$ the family of partitions of $\partial \Omega'$. Then, we have

$$
|Dg'|(\partial \Omega') = \sup_{\mathcal{P}'} \sum_{i=0}^k |g'(p_{i+1}) - g'(p_i)| = \sup_{\mathcal{P}'} \sum_{i=0}^k |g(\pi(p_{i+1}) - g(\pi(p_i))| \leq |Dg|(\partial \Omega),
$$

because if $\{p_i\}$ is a partition of $\partial \Omega'$, then $\{\pi(p_i)\}$ is a partition of $\partial \Omega$ (with possibly some points being equal); this is immediate if we recall that for any $x, y \in \partial \Omega$ the line segments between $x, y$ and points in their preimages cannot intersect unless $x = y$.

On the other hand, take any $\varepsilon > 0$ and fix a partition $\{q_i\}$ of $\partial \Omega$ which is almost optimal, i.e.

$$
|Dg|(\partial \Omega) \leq \sum_{i=0}^k |g(q_{i+1}) - g(q_i)| + \varepsilon.
$$

Then, notice that the value of $g'$ is the same for all points in the preimage of any given point and fix any points $p_i \in \pi^{-1}(q_i)$. Hence,

$$
|Dg|(\partial \Omega) \leq \sum_{i=0}^k |g(q_{i+1}) - g(q_i)| + \varepsilon = \sum_{i=0}^k |g'(p_{i+1}) - g'(p_i)| + \varepsilon \leq |Dg'| (\partial \Omega') + \varepsilon,
$$

because using the same argument as before we see that if $\{q_i\}$ is a partition of $\partial \Omega$, then $\{p_i\}$ is a partition of $\partial \Omega'$. Since $\varepsilon > 0$ was arbitrary, we get that $g' \in BV(\partial \Omega')$ and that $|Dg'| (\partial \Omega') = |Dg|(\partial \Omega)$. \hfill $\square$

We will apply the above results to a sequence of approximations of the original domain $\Omega$. Namely, suppose that $\Omega_n$ is a decreasing sequence of open, bounded, strictly convex sets. Suppose additionally that $\text{dist}_H(\partial \Omega_n, \partial \Omega) \to 0$, i.e. the Hausdorff distance between $\Omega_n$ and $\Omega$ converges to zero. Then, we set $\pi_n : \partial \Omega_n \to \partial \Omega$ to be the projection onto the closed convex set $\overline{\Omega}$ and set $g_n(x) = g(\pi_n(x))$ for any $x \in \partial \Omega_n$. By Lemma 5.5 whenver $g \in BV(\partial \Omega)$, we have $g_n \in BV(\partial \Omega_n)$.

Hence, the tangential derivatives $f_n = \partial_\tau g_n$ are finite measures; in the Lemma below, we prove that they converge weakly to the tangential derivative $f = \partial_\tau g$.

**Lemma 5.6.** With $f_n$ as defined above, up to a subsequence we have $f_n^\pm \to f^\pm$ weakly in $\mathcal{M}(\overline{\Omega})$.

**Proof.** First, notice that by construction of $g_n$ we have $f = (\pi_n)_# f_n$. It is sufficient to show that for any open arc $\Gamma \subset \partial \Omega$ we have $f(\Gamma) = f_n(\pi_n^{-1}(\Gamma))$. Assume that the endpoints of $\Gamma$ are $p$ and $q$; then, up to choosing an orientation of $\partial \Omega$, we have $f(\Gamma) = g(p) - g(q)$ (to be exact, in this formula and the next we have one-sided limits of $g$ at $p$ and $q$). By properties of $\pi_n$, we also have that $\pi_n^{-1}(\Gamma)$ is an open arc on $\partial \Omega_n$ with endpoints $p_n$ and $q_n$; as before, we have $f_n(\pi_n^{-1}(\Gamma)) = g_n(p_n) - g_n(q_n)$. But this implies

$$
f_n(\pi_n^{-1}(\Gamma)) = g_n(p_n) - g_n(q_n) = g(\pi(p_n)) - g(\pi(q_n)) = g(p) - g(q) = f(\Gamma),
$$

hence \( f = (\pi_n)_# f_n \).

Now, suppose that \( \varphi \in \text{Lip}(\Omega) \) with Lipschitz constant \( L \). Then,
\[
\left| \int_{\Omega} \varphi \, df_n - \int_{\Omega} \varphi \, df \right| = \left| \int_{\Omega} \varphi \, df_n - \int_{\Omega} \varphi \, d((\pi_n)_# f_n) \right| = \left| \int_{\Omega} \varphi \, df_n - \int_{\Omega} \varphi \circ \pi_n \, df_n \right| = \\
= \left| \int_{\Omega} (\varphi - \varphi \circ \pi_n) \, df_n \right| \leq \int_{\Omega} |\varphi - \varphi \circ \pi_n| \, df_n \leq \int_{\Omega} L \text{dist}_H(\partial \Omega, \partial \Omega) \, d|f_n|,
\]
which goes to zero as \( n \to \infty \), because \( \text{dist}_H(\partial \Omega, \partial \Omega) \to 0 \) and by Lemma 5.5 we have \( |f_n|]\text{d}(\Omega) = |f_n|\text{d}(\partial\Omega) = |f|\text{d}(\partial\Omega) \). Hence, \( f_n \to f \) as measures on \( \Omega \). Now, decompose it into \( f_n = f_n^+ - f_n^- \); up to a subsequence we have \( f_n^+ \to \mu \) and \( f_n^- \to \nu \) weakly as measures on \( \Omega \), where \( \mu \) and \( \nu \) are positive measures with total mass equal to \( \frac{1}{2}|f|\text{d}(\partial\Omega) \). Since \( f_n = f_n^+ - f_n^- \to \mu - \nu \) and \( f_n \to f \), by uniqueness of the weak limit we have that in fact \( \mu = f^+ \) and \( \nu = f^- \).

\[\square\]

**Theorem 5.7.** Suppose that \( \Omega \) is strictly convex, \( g \in BV(\partial\Omega) \) and \( \Omega_n \) and \( g_n \) are constructed as above. Then, if \( u_n \in BV(\Omega_n) \) are solutions to problem \( \text{[LGP]} \) with boundary data \( g_n \), then on a subsequence we have \( u_n|_{\partial\Omega} \to u \) strictly in BV(\( \Omega \)). Moreover, \( u \) is a solution to the least gradient problem with boundary data \( g \).

**Proof.** **Step 1.** Denote \( f_n^+ = \partial_+(\gamma_n) \) and \( f = \partial_+ g \). By Lemma 5.6 we have \( f_n^+ \to f^+ \) and \( f_n^- \to f^- \). Let \( p_n = R_{-\frac{1}{n}} D u_n \in \mathcal{M}(\Omega; \mathbb{R}^2) \) be a sequence of solutions to the Beckmann problem on \( \Omega_n \) with boundary data \( f_n^- \). As in the proof of Theorem 5.4, possibly passing to subsequences, we have \( p_n \to p \) weakly in \( \mathcal{M}(\Omega; \mathbb{R}^2) \) and \( u_n|_{\partial\Omega} \to u \) in \( L^1(\Omega) \). Moreover, by uniqueness of the weak limit, we have \( p = R_{-\frac{1}{n}} D u \); however, we do not yet know if \( p \) gives no mass to the boundary.

**Step 2.** Denote by \( \gamma_n \) the optimal transport plan between \( f_n^+ \) and \( f_n^- \) induced by the solution \( p_n \) to the Beckmann problem on \( \Omega_n \). Since \( \Omega_1 \times \Omega_1 \) is compact and all \( \gamma_n \) have the same measure, by Prokhorov’s theorem we have that \( \gamma_n \to \gamma \) (possibly after passing to a subsequence). We apply Theorem 5.4 and get that \( \gamma \in \mathcal{M}^+(\Omega \times \Omega) \) is an optimal transport plan between \( f^+ \) and \( f^- \).

Since all the transport rays corresponding to \( \gamma \) are inside the convex hull of \( \partial\Omega \), by convexity of \( \Omega \) we may require that \( \gamma \in \mathcal{M}^+(\Omega \times \Omega) \), so \( \gamma \) is an optimal transport plan between \( f^+ \) and \( f^- \) in the Monge-Kantorovich problem defined on \( \Omega \). Moreover,
\[
\sigma_{\gamma}(\partial\Omega) = \int_{\Omega \times \Omega} \mathcal{H}^1(\partial\Omega \cap [x,y]) \, d\gamma(x,y) = 0.
\]

As in the proof of Theorem 5.4, this implies that \( p \) is a minimiser of the Beckmann problem on \( \Omega \) with boundary data \( f \) and we have \( |p|\text{d}(\partial\Omega) = \sigma_{\gamma}(\partial\Omega) = 0 \). This in turn implies that \( u \) is a solution of the least gradient problem with boundary data \( g \). Moreover, we have
\[
|Du|(\Omega) \leq \liminf_{n \to \infty} |D(u_n)||\Omega| = \liminf_{n \to \infty} |p_n|\text{d}(\Omega) \leq \lim_{n \to \infty} |p_n|\text{d}(\Omega_n) = |p|\text{d}(\Omega) = |p|\text{d}(\Omega) = |Du|(\Omega),
\]

hence \( u_n|_{\partial\Omega} \to u \) strictly in BV(\( \Omega \)).

\[\square\]

A simple application of the above result is that if we want to directly compute the minimiser or study its structure, it may be more convenient to approximate the domain by a sequence of domains with smooth boundary. Moreover, given a boundary datum \( g \in BV(\partial\Omega) \) we may combine Theorems 5.4 and 5.7 to construct an approximating sequence with better regularity properties than \( g \circ \pi_n \).

Finally, let us comment on the case when \( \Omega \) is a domain which is convex but not strictly convex. The least gradient problem for such domains has been first studied on a rectangle in \( \mathbb{R}^2 \), and then on polygonal domains in \( \mathbb{R}^2 \) and \( \mathbb{R}^3 \). On non-strictly convex domains, existence of solutions may fail even in the simplest settings: suppose that \( \Omega \) is a polygon and \( g \) equals one on on of its sides (denoted by \( l \)) and zero on all the other sides. Then, \( f = \partial_+ g \) is the difference of two Dirac deltas at the endpoints of \( l \). We easily compute the (unique) optimal transport plan \( \gamma \) and notice that it gives nonzero mass to \( l \). But if a solution to problem \( \text{[LGP]} \) existed, there would be a corresponding optimal transport plan which gives no mass to the boundary, contradiction. Hence, in order to prove existence of solutions to problem \( \text{[LGP]} \), the authors introduce different sets of admissibility conditions. Let us focus on one such condition; when \( g \) restricted to every maximal line segment \( l_i \subset \partial\Omega \) is monotone.

**Corollary 5.8.** Suppose that \( \Omega \subset \mathbb{R}^2 \) is convex. Denote by \( l_i \) the maximal line segments \( l_i \subset \partial\Omega \).
Suppose that \( g \in BV(\partial\Omega) \) is such that for every \( i \) the function \( g \) is continuous at endpoints of \( l_i \) and \( g|_{l_i} \) is monotone. Then:
(1) There exists a solution to problem \((LGP)\):
\[
\left\{ \begin{array}{ll}
\min\left(\int_{\Omega} |\nabla u|^2 + (\partial u)\cdot g \right) & \\
\text{s.t. } u \in BV(\Omega), f = \partial u & \end{array} \right.
\]
(2) Let \(g_n \in BV(\partial \Omega)\) be such that \(g_n \rightarrow g\) strictly in \(BV(\partial \Omega)\). Suppose that \(u_n \in BV(\Omega)\) are solutions to problem \((LGP)\) with boundary data \(g_n\). Then, there exists \(u \in BV(\Omega)\), a solution to problem \((LGP)\), and (possibly after passing to a subsequence) we have \(u_n \rightarrow u \) strictly in \(BV(\Omega)\).

**Proof.** (1) In light of the discussion in Section 2, it is sufficient to prove that there exists an optimal transport plan between \(f^\pm = (\partial_i g)_\pm\) which gives no mass to the boundary. Our assumption on \(g\) implies that \(f\) has no atoms at endpoints of \(l_i\) and that for each \(i\) we either have \(f^+(l_i) = 0\) or \(f^-(l_i) = 0\). Hence,
\[
\sigma_i(\partial \Omega) = \int_{\Omega \times \Omega} H^1(\partial \Omega \cap [x,y])\,d\gamma(x,y) = 0;
\]
to see this, note that whenever \([x,y]\) is not a subset of any \(l_i\), we have \(H^1(\partial \Omega \cap [x,y]) = 0\). On the other hand, if \([x,y] \subset l_i\) for some \(i\), then
\[
0 \leq \gamma(l_i \times l_i) \leq \min(\gamma(l_i \times \Omega), \gamma(\Omega \times l_i)) = \min(f^+(l_i), f^-(l_i)) = 0.
\]
Hence, \(\sigma_i(\partial \Omega) = 0\), so we may construct a solution to \((LGP)\).

(2) We replicate the proof of Theorem 5.4. Note that strict convexity of \(\Omega\) was used in the proof only once, in order to conclude that \(\sigma_i(\partial \Omega) = 0\). But our assumptions on \(g\) guarantee this, as we just proved in point (1).

Also, notice that using the optimal transport framework enabled us to easily handle the case of arbitrary convex domains, while the analysis in [21] is restricted to polygonal domains. The result presented above suggests that some parts of the analysis performed in [21][22] could be not only replicated, but also generalised to arbitrary convex domains using optimal transport techniques. We will focus on one more such instance: approximation of a convex domain \(\Omega\) by a decreasing sequence of strictly convex domains \(\Omega_n\), with suitable approximation of the boundary data.

**Corollary 5.9.** Suppose that \(\Omega\) convex. Denote by \(l_i\) the maximal line segments \(l_i \subset \partial \Omega, g \in BV(\partial \Omega)\) is such that for every \(i\) the function \(g\) is continuous at endpoints of \(l_i\) and \(g_{l_i}\) is monotone. Suppose that \(\Omega_n\) and \(g_n\) are constructed as above. Then, if \(u_n \in BV(\Omega_n)\) are solutions to problem \((LGP)\) with boundary data \(g_n\), then on a subsequence we have \(u_n(\Omega) \rightarrow u\) strictly in \(BV(\Omega)\). Moreover, \(u\) is a solution to the least gradient problem with boundary data \(g\).

**Proof.** We replicate the proof of Theorem 5.4. Again, strict convexity of \(\Omega\) was used in the proof only once, in order to conclude that \(\sigma_i(\partial \Omega) = 0\). But our assumptions on \(g\) guarantee this, as we just proved in point (1) of Corollary 5.8.

Finally, let us comment on the anisotropic case. All the results in this Section are also valid for any strictly convex norm \(\varphi\). We used strict convexity of \(\varphi\) on several occasions: apart from the equivalence described in Section 2 we used the fact that transport rays are line segments to prove that \(\sigma_i(\partial \Omega) = 0\) and that every solution to the Beckmann problem is of the form \(p = p_i\) for an optimal transport plan \(\gamma\) in the proofs of Proposition 5.1, Theorems 5.4 (Step 3), Theorem 5.7 (Step 2), and Corollaries 5.8 and 5.9.

**Acknowledgements.** This work was partially supported by the DFG-FWF project FR 4083/3-1/14354, by the OeAD-WTZ project CZ 01/2021, and by the project 2017/27/N/ST1/02418 funded by the National Science Centre, Poland.

**References**

[1] G. Anzelotti, *Pairings between measures and bounded functions and compensated compactness*, Ann. di Matematica Pura ed Appl. IV 135 (1983), 293–318.
[2] E. Bombieri, E. de Giorgi, and E. Giusti, *Minimal cones and the Bernstein problem*, Invent. Math. 7 (1969), 243–268.
[3] G-Q. Chen and H. Frid, *Divergence-measure fields and hyperbolic conservation laws*, Arch. Rational Mech. Anal. 147 (1999), 89–118.
[4] S. Dweik and W. Górny, *Least gradient problem on annuli*, Analysis & PDE, to appear.
[5] S. Dweik and F. Santambrogio, *L^p bounds for boundary-to-boundary transport densities, and W^{1,p} bounds for the BV least gradient problem in 2D*, Calc. Var. Partial Differential Equations 58 (2019), no. 1, 31.
[6] W. Górny, *Existence of minimisers in the least gradient problem for general boundary data*, Indiana Univ. Math. J., to appear.
[7] W. Górny, *Nonuniqueness of minimizers in the least gradient problem*, J. Math. Anal. Appl. 468 (2018), 913–938.
[8] , *Planar least gradient problem: existence, regularity and anisotropic case*, Calc. Var. Partial Differential Equations 57 (2018), no. 4, 98.
APPLICATIONS OF OPTIMAL TRANSPORT METHODS IN THE LEAST GRADIENT PROBLEM

[9] ______, Least gradient problem with Dirichlet condition imposed on a part of the boundary, arXiv:2009.04048 (2020).
[10] ______, Least gradient problem with respect to a non-strictly convex norm, Nonlinear Anal. 200 (2020), 112049.
[11] W. Górny, P. Rybka, and A. Sabra, Special cases of the planar least gradient problem, Nonlinear Anal. 151 (2017), 66–95.
[12] H. Hakkarainen, R. Korte, P. Lahti, and N. Shanmugalingam, Stability and continuity of functions of least gradient, Anal. Geom. Metr. Spaces 3 (2014), 123–139.
[13] R.L. Jerrard, A. Moradifam, and A.I. Nachman, Existence and uniqueness of minimizers of general least gradient problems, J. Reine Angew. Math. 734 (2018), 71–97.
[14] R.V. Kohn and S. Strang, The constrained least gradient problem, Non-classical continuum mechanics. Proceedings of the London Mathematical Society Symposium, Durham, July 1986, pp. 226–243.
[15] R. Korte, P. Lahti, X. Li, and N. Shanmugalingam, Notions of Dirichlet problem for functions of least gradient in metric measure spaces, Rev. Mat. Iberoamericana 35 (2019), 1603–1648.
[16] J.M. Mazón, The Euler-Lagrange equation for the anisotropic least gradient problem, Nonlinear Anal. Real World Appl. 31 (2016), 452–472.
[17] J.M. Mazón, J.D. Rossi, and S. Segura de León, Functions of least gradient and 1-harmonic functions, Indiana Univ. Math. J. 63 (2014), 1067–1084.
[18] M. Miranda, Comportamento delle successioni convergenti di frontiere minimali, Rend. Semin. Mat. Univ. Padova 38 (1967), 238–257.
[19] A. Moradifam, Existence and structure of minimizers of least gradient problems, Indiana Univ. Math. J. 67 (2018), no. 3, 1025–1037.
[20] H.R. Parks and J.T. Pitts, The least-gradient method for computing area minimizing hypersurfaces spanning arbitrary boundaries, J. Comput. Appl. Math. 66 (1996), no. 1, 401–409.
[21] P. Rybka and A. Sabra, The planar least gradient problem in convex domains, the case of continuous datum, arXiv:1911.08403 (2019).
[22] ______, The planar least gradient problem in convex domains: the discontinuous case, arXiv:2007.06361 (2020).
[23] F. Santambrogio, Optimal transport for applied mathematicians, Progress in Nonlinear Differential Equations and Their Applications 87, Birkhäuser, Basel, 2015.
[24] G. Spradlin and A. Tamasan, Not all traces on the circle come from functions of least gradient in the disk, Indiana Univ. Math. J. 63 (2014), 1819–1837.
[25] P. Sternberg, G. Williams, and W.P. Ziemer, Existence, uniqueness, and regularity for functions of least gradient, J. Reine Angew. Math. 430 (1992), 35–60.
[26] P. Sternberg and W.P. Ziemer, Generalized motion by curvature with a Dirichlet condition, J. Differential Equations 114 (1994), 580–600.
[27] C. Villani, Topics in optimal transportation, American Mathematical Society, Graduate Studies in Mathematics Vol. 58, 2003.
[28] A. Zuniga, Continuity of minimizers to the weighted least gradient problems, Nonlinear Analysis 178 (2019), 86–109.