Constraining energy-momentum-squared gravity by binary pulsar observations
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In this paper, we introduce the post-Minkowskian approximation of energy-momentum-squared gravity (EMSG). This approximation is used to study the gravitational energy flux in the context of EMSG. As an application of our results, we investigate the EMSG effect on the first time derivative of the orbital period of the binary pulsars. Utilizing this post-Keplerian parameter, the free parameter of the EMSG theory, $f_0$, is estimated for six known binary pulsars. Taking the binaries that have the most accurate observations, it turns out that $-6 \times 10^{-37}\text{m s}^{-1}\text{kg}^{-1} < f_0 < +10^{-36}\text{m s}^{-1}\text{kg}^{-1}$. This bound is in agreement with the precedent studies.

PACS numbers:

I. INTRODUCTION

There are several motivations behind attempts for generalizing the standard gravitational theory, namely the general theory of relativity (GR). These motivations come from both pure theoretical and also observational issues. For example, in the past decades, the dark energy enigma has been one of the main motivations to construct new gravity theories [1]. An older motivation belongs to attempts for answering the dark matter problem without invoking any new particle [2–4]. This story began by modifying the Newtonian dynamics. However, currently, there are covariant relativistic theories that in principle are significantly different from GR and claim at replacing dark matter by introducing corrections to GR, for example, see nonlocal gravity [5] and the scalar-tensor-vector-gravity theory [6].

On the other hand, changing GR is not a simple task and there are serious restrictions on the deviations from GR. The recent detection of gravitational waves (GWs), already anticipated by GR, has provided a strong tool to rule out or constrain some modified gravity theories. It is necessary to mention that modified gravity theories mostly bring new gravitational fields in addition to the metric. This means that the dynamical/gravitational degrees of freedom is increased. Consequently, the equations governing the propagation of GWs are different, in principle, from GR. More importantly, the propagation speed of GWs can be different from that of the light speed. However, we know that the event GW170817 for GWs from a binary neutron star system [7, 8], proved that at least at redshift $z \simeq 0$, the fractional relative difference in propagation speeds of GWs ($c_W$) and light ($c$) is less than $10^{-15}$. Therefore, modified theories that are incapable of satisfying $c_W = c$, are ruled out. For example, one may mention the covariant Galileon that has been ruled out by this implication [9]. There are other kinds of modified gravity theories which are still viable, e.g., see [10].

Another pertinent test bed for modified theories of gravity is studying the post-Keplerian parameters associated with binary pulsars [11–14]. These parameters provide an indirect evidence of GW emission. Historically, the time derivative of the orbital period in the relativistic binary pulsar B1913+16 has been studied in [15]. In this paper, we investigate the flux of energy due to the GW emissions from the binary systems, and consequently we obtain the first time derivative of the orbital period of several binary pulsars in the context of energy-momentum-squared gravity (EMSG). To do so, we introduce the post-Minkowskian (PM) approximation of this gravitational theory based on the Landau-Lifshitz formulation of the field equations. We apply the modern approach to the PM theory introduced in [16–18].

The outline of the paper is as follows. First, in Sec. II, we briefly review EMSG and its current status among other modified gravity theories. In Sec. III, we clarify the strategy of our calculations. In this section, we introduce the Landau-Lifshitz formulation of the EMSG field equations and the general expression for the flux of energy in this theory. Then, by using this reformulation, the PM approximation of EMSG is comprehensively obtained in Sec. IV. The gravitational energy flux with EMSG cor-
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rection is studied in Sec. V. As an application of our results, we next investigate the EMSG effect on the first time derivative of the orbital period of the binary pulsar in Sec. VI. We use this post-Keplerian parameter for six known binary pulsars to constrain one of the free parameters of the EMSG in this section. Finally, in Sec. VII, our results are discussed.

II. STANDARD FORMULATION OF EMSG

EMSG has been introduced to resolve the big bang singularity \cite{19, 20}. The main idea is to allow the scalar $T^2 = T^\alpha\beta T_{\alpha\beta}$ in the generic action of the theory, where $T^\alpha\beta$ is the energy-momentum tensor. The existence of this term induces some quadratic corrections to the Friedmann equations that are reminiscent of the corrections reported in the context of loop quantum gravity, see \cite{19} for more detail. It has been shown in \cite{19} that EMSG has a bouncing solution preventing the early Universe singularity. However, recently in \cite{21} the viability of this bouncing solution has been doubted. EMSG in the Palatini formulation has been investigated in \cite{22}. It has been shown that in this approach there are viable bouncing solutions. It is important to mention that interest in EMSG, has not been limited to the early Universe and bouncing solutions. For instance, this model has been used to manipulate the cosmic microwave background quadrupole temperature fluctuation \cite{23}. Furthermore, this model explains the accelerated expansion of the Universe without the cosmological constant. In other words, the normal matter would be enough to speed up the cosmic expansion, see \cite{24} and references therein. For the phase space view of EMSG, we refer the reader to \cite{25}. For some other papers on the cosmological and astrophysical issues in EMSG see \cite{26–29}. Although the original version of EMSG does not raise significant corrections to GR at low energy scales, the current versions are necessary to be consistent with the classical tests of gravity in the solar system \cite{30}.

Now let us discuss the action and the corresponding field equations of EMSG. The general action of this theory is given by

$$ S = \int \sqrt{-g} \left( \frac{1}{2k} R + f(T^2) \right) d^4x + S_M, \quad (1) $$

where $g$ is the determinant of the metric $g^{\alpha\beta}$, and $k = 8\pi G/c^4$. Here, as usual, $R$ is the Ricci scalar, and $S_M$ is the matter action. Of course, this is not the most general action of the theory. More specifically, one may take a function of $R$, namely $f(R)$. This branch of modified gravity theories has been widely investigated in the literature. On the other hand, our focus here is on the consequences of the scalar $T^2$. Therefore, we take the standard linear contribution for the curvature part. In contrast, we take an arbitrary function for $T^2$. We consider that $f(T^2)$ is a Taylor expandable function in terms of $T^2$ and can then be written as

$$ f(T^2) \simeq f(T_0^2) + f'(T_0^2)(T^2 - T_0^2) + \cdots, \quad (2) $$

in which the prime stands for the differentiation with respect to $T^2$. Here, the suffix “0” returns to the $T^2$ value in the background. On the other hand, since our focus is on the gravitational flux of energy in EMSG, we omit the dark energy contribution and assume that there is no matter field in the background. Therefore, the background is described by the flat-Minkowski metric. Then, we have $T_0^2 = 0$ and consequently $f(T_0^2) = 0$. So, the above relation reduces to

$$ f(T^2) \simeq f_0' T^2 + \cdots. \quad (3) $$

Here, $f_0' = \left. \frac{df}{dT^2} \right|_{T^2=0}^2$ and regarding Eq. (1) its SI unit is in $m^2 s^{-1}$. Inserting Eq. (3) within the general form of the EMSG action (1), and varying each term with respect to the metric, one can obtain the field equations of EMSG as

$$ G_{\mu\nu} = kT^\text{eff}_{\mu\nu}. \quad (4) $$

where $G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R$ is the Einstein tensor and

$$ T^\text{eff}_{\mu\nu} = T_{\mu\nu} + f_0' \left[ g_{\mu\nu} T^2 - 4T^\alpha_{\mu} T_{\nu\sigma} - 4\Psi_{\mu\nu} \right], \quad (5) $$

is the effective conserved energy-momentum tensor:

$$ \nabla_{\mu} T^\text{eff}_{\mu\nu} = 0. \quad (6) $$

In the relation (5), the tensor $\Psi_{\mu\nu}$ is given by

$$ \Psi_{\mu\nu} = -L_m \left( T_{\mu\nu} - \frac{1}{2} T g_{\mu\nu} \right) - \frac{1}{2} TT_{\mu\nu} - 2T^\alpha_{\mu} \frac{\partial^2 L_m}{\partial g^{\alpha\beta}} \partial g^{\mu\nu}, \quad (7) $$

where $L_m$ is the matter Lagrangian density and $T = g^{\alpha\beta} T_{\alpha\beta}$. To indicate the EMSG portion of the effective energy-momentum tensor and separate it from the standard part, we call the second part of Eq. (5)

$$ T^\text{EMS}_{\mu\nu} = f_0' \left[ g_{\mu\nu} T^2 - 4T^\alpha_{\mu} T_{\nu\sigma} - 4\Psi_{\mu\nu} \right]. \quad (8) $$

Given the definition of $\Psi_{\mu\nu}$, for the different Lagrangian densities describing a perfect fluid \cite{31, 32}, $T^\text{EMS}_{\mu\nu}$ and consequently the field equations (4) would be different in this theory. In fact, using different Lagrangian densities for the perfect fluid produces different field equations which indeed describe two distinct theories in the EMSG framework. This is also the case in the $f(R)$ theories of gravity \cite{33, 34}. In the following calculations, in order to follow the literature on the EMSG theory, we use
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1 In this paper, $f_0'$ is equivalent to $-\eta/2k$ in \cite{19}.

2 For a more detailed discussion, we refer the reader to \cite{19}.
the Lagrangian density $L_m = p$ where $p$ is the pressure to describe a perfect fluid. We leave a supplementary study on the difference between Lagrangian densities in this theory for a future work.

We should mention that in addition to the effective energy-momentum conservation (6), we consider that the conservation of the rest-mass density $\rho$ is established in EMSG, i.e., $\nabla_\mu (\rho u^\mu) = 0$. Here, $u^\alpha = (c, \mathbf{v})$ is the four-velocity field where $v$ is the three-velocity field and $\gamma = u^0/c$. This relation is simplified so that the rescaled mass density $\rho^\ast = \sqrt{-g}\gamma\rho$ satisfies the following relation [35]:

$$\partial_t \rho^\ast + \partial_j (\rho^\ast v^j) = 0.$$  

(9)

In fact, $\rho^\ast$ is the rescaled mass density that satisfies the continuity equation. In the following calculations, we use this useful definition of the mass density.

III. THE STRATEGY OF CALCULATIONS

To solve the modified version of the Einstein field equations and study the gravitational flux of energy in EMSG, we apply the PM theory. In fact, this theory provides an excellent framework in which we can approximately study the GW signals up to the required degree of accuracy. In the following, we first introduce the PM theory to the EMSG field equations, and next investigate the gravitational flux of energy in this alternative theory of gravity.

In the PM approximation, it is assumed that the gravitational field is weak. As we know, this weak field limit is equivalent to the slow-motion condition for the gravitationally bound system. Since our goal is to study the bound systems, we apply these two conditions throughout our calculation.

The modern approach to the PM approximation of the gravitational field is based on the Landau-Lifshitz formulation of the Einstein field equations. Here, we apply the modern approach and introduce the Landau-Lifshitz formulation of EMSG.

A. Landau-Lifshitz formulation of EMSG

To obtain the Landau-Lifshitz formulation of the EMSG field equations, we utilize the similar procedure introduced in [35]. The following identity is the main relation in this approach:

$$\partial_{\mu}H^{\alpha\beta\gamma} = 2(-g)G^{\alpha\beta} + \frac{16\pi G}{c^4} (-g)T_{\mu}^{\alpha\beta} ,$$  

(10)

where $H^{\alpha\beta\gamma}$ is the pseudotensor constructed from the gothic metric $g^{\alpha\beta} = \sqrt{-g}g^{\alpha\beta}$ as follows

$$H^{\alpha\beta\gamma} = g^{\alpha\beta}g^{\mu\nu} - g^{\alpha\nu}g^{\beta\mu},$$

(11)

and it has the same symmetries as the Riemann tensor. In the above identity, $(-g)T_{\mu}^{\alpha\beta}$ is the Landau-Lifshitz pseudotensor given by Eq. (6.5) of [35]$^3$. It should be noted that the identity (10) is valid for every field. Inserting the modified EMSG field equations, i.e., Eq. (4), within Eq. (10), we obtain

$$\partial_{\mu}H^{\alpha\beta\gamma} = \frac{16\pi G}{c^4} (-g)T_{\mu}^{\alpha\beta}.$$  

(12)

This relation is the nontensorial form of the EMSG field equations in the Landau-Lifshitz formalism. In the next step toward this derivation, we consider that $g^{\alpha\beta} = \eta^{\alpha\beta} - h^{\alpha\beta}$. Here, $h^{\alpha\beta}$ is a gravitational potential and $\eta^{\alpha\beta}$ is the Minkowski metric. Furthermore, we use the harmonic gauge condition $\partial_{\beta}h^{\alpha\beta} = 0$. Applying this new definition of $g^{\alpha\beta}$ and imposing the harmonic gauge condition in Eq. (12), after some manipulations, one can arrive at

$$\Box h^{\alpha\beta} = - \frac{16\pi G}{c^4} T^{\alpha\beta}_{\text{eff}},$$

(13)

where $\Box = \eta^{\alpha\beta}\partial_{\alpha\beta}$ is the Minkowski wave operator and

$$T^{\alpha\beta}_{\text{eff}} = (-g)(T^{\alpha\beta}_{\text{EM}} + T_{\text{LL}}^{\alpha\beta} + T_h^{\alpha\beta}),$$

(14)

is the effective energy-momentum pseudotensor. Here, $(-g)T_{\text{LL}}^{\alpha\beta}$ is given by

$$(-g)T_{\text{LL}}^{\alpha\beta} = \frac{c^4}{16\pi G} \left( \partial_{\mu}h^{\alpha\nu} \partial_{\nu}h^{\beta\mu} - h^{\mu\nu} \partial_{\mu}h^{\alpha\beta} \right).$$

(15)

The wave equation (13) is the cornerstone to derive the PM approximation to the EMSG field equations. By applying the systematic method in the PM theory, we can approximately solve the highly nonlinear wave equation (13) in the wave zone where the radiation effects are significant. As expected, by dropping $T_{\text{EM}}^{\alpha\beta}$ in this relation, the standard Landau-Lifshitz formulation of the Einstein field equations in GR is recovered, cf. Eq. (6.51) in [35]. In this case, the general form of the solution of the wave equation is comprehensively introduced in chapter 6 in [35]. Regarding the mathematical similarity of Eq. (13) and that of in GR, we can use the same general form of the solutions here. Therefore, we drop the relevant calculations. Instead, the general form of the solutions are presented in Appendix B.

As the final point in this subsection, we should mention that the pseudotensor $(-g)T_{\text{LL}}^{\alpha\beta}$ satisfies the following identity:

$$\partial_{\beta}(-g)T_{\text{LL}}^{\alpha\beta} = 0.$$   

(16)

In fact, this is a statement of the conservation equations in this formalism. The wave equation (13) and the conservation equations (16) are the main relations to find the PM approximation to the EMSG field equations.

$^3$ In Appendix B, for the sake of convenience, the definition of this pseudotensor is also given by Eq. (B1).
Let us introduce the energy-balance equation in the Landau-Lifshitz formalism of EMSG. As we know, by studying this equation, one can obtain the relation between the time dependent physical properties of the systems and the amount of energy carried away by the GW emissions. To do so, in a similar fashion to the method introduced in the Landau-Lifshitz formalism of GR, we first introduce the total four-vector momentum as

\[
P^\alpha[V] = \frac{1}{c} \int_V (-g)(T_{\text{eff}}^{\alpha0} + t_{\text{LL}}^{\alpha0}) d^3x.
\]

Here, \(V\) is the volume of the three-dimensional region where \(P^\alpha[V]\) is defined. The time and space components of this four-vector momentum represent the total energy \(P^0[V] = c^{-1}E[V]\) and three-vector momentum \(P^j[V]\) associated with \(V\), respectively. It is also considered that there is no matter field on the boundary of this region. In other words, \(V\) is large enough so that the surface \(\partial V\), indicated by \(S\), does not intersect the matter distribution. Bearing this fact in mind and also using the conservation equations (16), one can arrive at

\[
P^\alpha[V] = - \oint_S (-g) t_{\text{LL}}^{\alpha k} dS_k,
\]

for the conservation statement of the total four-vector momentum. Here, the overdot stands for the derivative with respect to time \(t\). At the first glance, this relation reveals that not only the standard energy-momentum tensor but also the EMSG portion \(T_{\mu\nu}^{\text{EMS}}\) have no contribution in this conservation statement and the mathematical form of this equation is the same as in GR [35]. However, it should be mentioned that the Landau-Lifshitz pseudotensor is not necessarily similar in these two theories. In the following section, we obtain this pseudotensor in EMSG and illustrate the differences.

As we aim to study the rate at which the energy is removed from the GW sources, we focus our attention on the time component of Eq. (18). Then for \(\alpha = 0\), we have

\[
E[V] = -c \oint_S (-g) t_{\text{LL}}^{jk} dS_k.
\]

Here,

\[
E[V] = \int_V (-g)(T_{\text{eff}}^{00} + t_{\text{LL}}^{00}) d^3x,
\]

is the total energy of the system. Regarding Eq. (19), one can define the energy-balance equation in EMSG as

\[
\frac{dE}{dt} = -\mathcal{P},
\]

where

\[
\mathcal{P} = c \oint_S (-g) t_{\text{LL}}^{jk} dS_k,
\]

is the flux of energy across the surface \(S\).

The next step toward studying the energy-balance equation is to find the Landau-Lifshitz pseudotensor in terms of the gravitational potential \(h^{\alpha\beta}\). It is shown in the shortwave approximation where the characteristic wavelength of the GW signals \(\lambda_c\) is much smaller than the distance to the center of the mass of the GW system \(r = |x|\), i.e., where \(\lambda_c/r \ll 1\), one can simplify the definition (B1) as

\[
(-g) t_{\text{LL}}^{jk} = \frac{c^2}{32\pi G} (\partial_\tau h_{TT}^{jk} \partial_\tau h_{TT}^{kl}) k^\alpha k^\beta,
\]

where \(\partial_\tau\) shows the derivative with respect to retarded time \(\tau = t - r/c\) and four vector \(k^\alpha\) is defined by \(k^0 = (1, \mathbf{n})\). Here \(h_{TT}^{jk} = (q_j q_m - \frac{1}{2}\eta^{jk}\eta_{lm})h^{lm}\) represents the transverse-tracefree (T-T) portion of the gravitational potential \(h^{jk}\) in which \(q_j = \delta_k j - n_j n_k\) and \(n_j = \partial_j r\). As seen, the mathematical appearance of Eqs. (21) and (22) is similar to the GR one. However, \(h_{TT}^{jk}\) can be basically different in EMSG. So, it is not trivial how GW systems will behave in the context of this modified theory of gravity.

To sum up, in order to obtain \((-g) t_{\text{LL}}^{jk}\) and consequently the flux of energy in EMSG, we should find T-T part of the gravitational potential in this theory. So, we turn to solve the EMSG field equations (13). In the next section, we attempt to solve these equations by utilizing the PM approximation and obtain \(h_{TT}^{jk}\) to the leading order in the EMSG theory. Those readers who are unfamiliar with the PM approximation, or have no interest in the detailed derivation, can directly skip to Sec. V.

In this section, applying the results of Sec. IV, we study the flux of energy due to the GW emissions in EMSG.

C. Crude estimation

Before starting the main calculations, let us approximately obtain the GW field \(h_{TT}^{jk}\) for a specific distribution of the matter in EMSG. We consider the famous quadrupole formula for \(h_{TT}^{jk}\), i.e., \(h_{TT}^{jk} = (2G/c^4) \partial_\tau T^{jk}\), in which

\[
T^{jk}(\tau) = \int e^{-2\tau^{00}(\tau, x') x^i x'^i} d^3x',
\]

is the quadrupole-moment tensor of the matter distribution. In the EMSG case, one may replace \(\tau^{00}\) with \(\tau_{\text{eff}}^{00}\). To find \(h_{TT}^{jk}\), we should then derive the time-time component of the effective energy-momentum pseudotensor (14). To do so, choose a perfect fluid for describing the matter distribution in the Minkowski spacetime.

---

4 To see more detailed discussions on this issue, we refer the reader to Sec. 12.2.3 of [35].
as $T^{\alpha \beta} = (\rho + \epsilon/c^2 + p/c^2)u^\alpha u^\beta + p\,\eta^{\alpha \beta}$. Here, $\epsilon$ is the proper internal energy density and $p$ is the pressure. We also consider that the velocity of the fluid elements is slow compared to the speed of light and the following set of conditions is established in this fluid system ($v^2/c^2 \ll 1$, $p/\rho c^2 \ll 1$, and $\epsilon/\rho c^2 \ll 1$). With this in mind, regarding Eqs. (5), (B2), and (15), one can show that $\tau_{00}^{\text{eff}}$ up to the leading order is given by

$$\tau_{00}^{\text{eff}} = c^2 \rho^{\text{EMS}} + O(1),$$

where $\rho^{\text{EMS}} = (1 + c^2 f_0^2 \rho)$ represents the effective mass density in EMSG. So, we can conclude that finding the quadrupole moment

$$T^{jk}(\tau) = \int \rho^{\text{EMS}}(\tau, x') x'^j x'^k d^3 x',$$  

will be the main task toward deriving $h_{TT}^{\alpha \beta}$ in EMSG. This crude estimation clearly shows that not only does $\rho$ play a role but $\rho^2$ also has a contribution to the GW field $h_{TT}^{\alpha \beta}$. On the other hand, it should be emphasized that as this estimation is based on the behavior of the perfect fluid in the flat spacetime, the matter field indeed does not respond to gravity. In other words, enforcing Eq. (6) for the matter field in the Minkowski spacetime reveals that the matter is not subjected to the gravitational interaction in this estimation. Moreover, the Landau-Lifshitz and harmonic pseudotensors vanish here. Therefore, to incorporate the role of the gravity into the result, it is necessary to obtain $\tau_{00}^{\text{eff}}$ more precisely. Toward this goal, in the next section, we introduce the PM expansion of the gravitational potentials in EMSG.

As it will be shown, we also need to indicate the order of magnitude of the free parameter of this theory. To do so, let us recall the time-time component of the metric up to the Newtonian order: $g_{00} = -1 + 2U/c^2$ where $U$ is the gravitational potential and given by $\nabla^2 U = -4\pi G \rho$. One may deduce that this metric component will be $g_{00} = -1 + 2U_{N}/c^2 + 2f_0^2 U_{\text{EMS}}$ after changing $\rho$ to the effective mass density $\rho^{\text{EMS}}$. Here, $\nabla^2 U_{N} = -4\pi G \rho$ and $\nabla^2 U_{\text{EMS}} = -4\pi G \rho^2$ are the Poisson equations for the Newtonian and EMSG potentials $U_{N}$ and $U_{\text{EMS}}$, respectively. Considering the weak field limit and comparing the first, second, and third terms in this component of the metric reveal that $U_{N}/c^2$ and $f_0^2 U_{\text{EMS}}$ should be very small, i.e., $U_{N}/c^2 \ll 1$ and $f_0^2 U_{\text{EMS}} \ll 1$. So, we consider that $f_0^2 U_{\text{EMS}}$ is at most of the order of $U_{N}/c^2$.\footnote{In the following, for the sake of simplification, we drop the index “N”.

IV. PM APPROXIMATION IN EMSG

As mentioned earlier, in the context of the PM approximation, the system is restricted by two constraints: the slow-motion condition and weak-field limit, i.e., $v^2/c^2 \ll 1$ and $U/c^2 \ll 1$, respectively. Regarding the last paragraph in the previous subsection, we would also have $f_0^2 U_{\text{EMS}} \ll 1$ in the weak-field limit. Given this point, hereafter, we treat each order of $f_0^2$ as a correction of the order $c^{-2}$. In this approximate context, the spacetime deviates slightly from the flat spacetime. It is considered that its deviation, i.e., the gravitational potential $h^{\alpha \beta}$, can be expanded in the power of the gravitational constant $G$ asymptotically \cite{35}. This is known as the PM expansion of the gravitational potentials. Moreover, in this framework, each order $c^{-2}$ is considered as a post-Newtonian (PN) correction which indicates the order of the magnitude of each term. In the modern approach to the PM theory, using the PM expansion of the gravitational potentials and applying the iterative procedure, one can approximately solve the highly nonlinear field equations and obtain $h^{\alpha \beta}$ to the required PN order. The main point in the iterative procedure is that the source term of the wave equation (13) in the $n$-th iterated step is constructed in the previous step, i.e., $(n-1)$th iterated step. Then the wave equation will be linear and can be solved systematically. In the following, we take the advantages of this method to solve Eq. (13) in the wave zone.

The PN expansion of the spacetime metric is the main material required at least in the first steps of our derivation. To construct the PN expansion of the metric, we need to have information about the PN order of the gravitational potentials. For a survey of the PN order of $h^{\alpha \beta}$, let us estimate the leading PN order of the first term in the PM expansion of the gravitational potentials, $h^{\alpha \beta}_{(1)} = O(G)$, by using the following crude scheme. We will obtain the complete PN expansion of $h^{\alpha \beta}$ to the required degree of accuracy in the subsequent subsections. Let us introduce the standard and EMSG portions of the energy-momentum tensors of a specific system. Here, we consider that the system is a perfect fluid. So, we have

$$T^{\alpha \beta} = (\rho + \frac{\epsilon}{c^2} + \frac{p}{c^2})u^\alpha u^\beta + p\eta^{\alpha \beta},$$

for the standard energy-momentum tensor. Moreover, utilizing the perfect fluid description, we find

$$T^{\alpha \beta}_{\text{EMS}} = f_0^2 \left( \frac{c^4}{\epsilon} \rho^2 g^{\alpha \beta} + 2c^2 (\epsilon \rho g^{\alpha \beta} + \rho^2 u^\alpha u^\beta) + (3p^2 + \epsilon^2)g^{\alpha \beta} + 8\rho \rho + 4\rho + \frac{1}{c^2} (6p^2 + 8\rho + 2c^2) u^\alpha u^\beta \right),$$

for the EMSG part of energy-momentum tensor \cite{8}. To arrive at this relation, we use the normalization condition $g_{\alpha \beta} u^\alpha u^\beta = -c^2$ and assume that $L_m = p$ for a perfect fluid \cite{31}. In the simplest case, we assume that the spacetime is described by the flat Minkowski metric $\eta^{\alpha \beta}$. So, it is obvious that leading PN order of $T^{\alpha \beta}_{00}$ is $O(c^2)$, $T^{0j}$ is $O(c)$, and $T^{jk}$ is $O(1)$. Also, $T^{00}_{\text{EMS}}$ is of the order $c^2$, $T^{0j}_{\text{EMS}}$ is of the order $c$ and $T^{jk}_{\text{EMS}}$ is of the order $c^2$ when $j = k$.
and of the order \( \delta^3 \) when \( j \neq k \). Regarding the coefficient \( c^{-4} \) in Eq. (13), we then conclude that in EMSG, the leading PN correction of \( h^{00} \) is of the order \( c^{-2} \), \( h^{0j} \) is of the order \( c^{-3} \), and \( h^{jk} \) is of the order \( c^{-2} \) when \( j = k \) and of the order \( c^{-4} \) when \( j \neq k \). This crude estimation of the PN order of \( h^{\alpha\beta} \)'s components illuminates our path toward finding the correct required degree of accuracy for the PN metric.

A. Post-Minkowskian expansion of metric

Regarding the estimation of the PN order of the \( h^{\alpha\beta} \) components stated before as well as utilizing Eq. (B3), we find the PM expansion of the metric components in terms of the gravitational potentials as

\[
\begin{align}
g_{00} &= -1 + \frac{1}{2} h^{00} - \frac{3}{8} (h^{00})^2 + \frac{1}{2} h^{kk} (1 - \frac{1}{2} h^{00}) - \frac{1}{8} (h^{kk})^2 + O(c^{-6}), \\
g_{0j} &= -h^{0j} + O(c^{-5}), \\
g_{ij} &= \delta_{ij} \left( 1 + \frac{1}{2} h^{00} \right) + h^{ij} - \frac{1}{2} \delta_{ij} h^{kk} + O(c^{-4}).
\end{align}
\]

These equations provide sufficient PN corrections for the metric components that we need in the following computation. In an equivalent manner, using the general equation (B4), we arrive at

\[
(-g) = 1 + h^{00} - h^{kk} + O(c^{-4}), \quad (30)
\]

for the PM expansion of \( g \) containing the PN corrections to \( O(c^{-4}) \) order. As expected from the high order of \( h^{kk} \), in this modified theory of gravity, the PM expansions of the metric and its determinant are more complicated than the GR ones.

B. Gravitational potentials in the first iteration

After choosing the matter portion of the system, we are now in the position to solve the EMSG version of the field equations in the Landau-Lifshitz formalism. To do so, we utilize the iteration procedure. We recall that although our aim is to obtain \( h^{jk} \) in the wave zone, enough information about the metric in the near zone, especially in the first iteration step is required. Let us mention that, in the PM theory, the near zone is restricted to a three-dimension sphere with the radius \( R \approx \lambda_c \). Beyond this region is called the wave zone. Given the position of the source point in the solution of the wave equations, the gravitational potential is separated into two parts. In a similar fashion to [35], we call these parts the near-zone and wave-zone portions of the gravitational potential when the source point is situated in the near and wave zones, respectively. Of course, the solution of the wave equations also depends on the position of the field point. In each case, we specify the field point position.

We now launch the iteration procedure. In the zeroth iterated step, we assume that \( h^{(0)}_{\alpha\beta} = 0 \) and \( g^{(0)}_{\alpha\beta} = \eta_{\alpha\beta} \). It should be emphasized that the assumption \( h^{(0)}_{\alpha\beta} = 0 \) is equivalent to what we have considered to derive Eq. (3). In fact, here, it is assumed that there is no matter field in the background. Therefore, we have \( \sqrt{-g^{(0)}} = 1 \) and \( \gamma = 1 + \frac{1}{2} \frac{v^2}{c^2} + O(c^{-4}) \). By considering the definition of rescaled mass density, one can simply deduce that \( \rho = (1 - \frac{1}{2} \frac{v^2}{c^2} + O(c^{-4})) \rho^* \) in the zeroth iteration. We then turn to find \( h^{(1)}_{\alpha\beta} \) in the first iterated step. As we will see in the second iterated step, in order to extract the correct and required PN order for \( h^{(2)}_{\alpha\beta} \), we need to find \( h^{(1)}_{0j} \) to \( O(c^{-2}) \), \( h^{(1)}_{ij} \) to \( O(c^{-3}) \), and \( h^{(1)}_{kk} \) up to \( O(c^{-4}) \) in the first iterated step. So, we should derive the sources of these gravitational potentials, i.e., the components of the effective energy-momentum tensor, as follows: \( \tau_{00}^{(0)\text{eff}} \) to \( O(c^2) \), \( \tau_{0j}^{(0)\text{eff}} \) to \( O(c) \), \( \tau_{ij}^{(0)\text{eff}} \) up to \( O(1) \). In the following, we introduce each part of \( \tau_{\alpha\beta}^{(0)\text{eff}} \) separately. For the usual energy-momentum tensor, \( T_{(0)}^{\alpha\beta} \), we have

\[
\begin{align}
c^{-2} T_{(0)}^{00} &= \rho^* + O(c^{-2}), \\
c^{-1} T_{(0)}^{0j} &= \rho^* v^j + O(c^{-2}), \\
T_{(0)}^{ij} &= O(1). \quad (31a, 31b, 31c)
\end{align}
\]

Also, for the EMSG energy-momentum tensor (28) up to the similar PN order, we find that

\[
\begin{align}
c^{-2} T_{(0)\text{EMSG}}^{00} &= 2 c^2 f_0^* \rho^*^2 + O(c^{-2}), \\
c^{-1} T_{(0)\text{EMSG}}^{0j} &= 2 c^2 f_0^* \rho^{*2} v^j + O(c^{-2}), \\
T_{(0)\text{EMSG}}^{ij} &= c^4 f_0^* \rho^{*2} \delta^{ij} + O(1). \quad (32a, 32b, 32c)
\end{align}
\]

Furthermore, since in the zeroth iterated step \( h^{(0)}_{\alpha\beta} = 0 \), we arrive at \( h^{(0)\text{LL}}_{\alpha\beta} = 0 = h^{(0)\text{MS}}_{\alpha\beta} \). Hence, we obtain the main materials desired to construct the gravitational potentials in the next iteration of the gravitational field equations. Now, we attempt to find the gravitational potentials where both the field and source points are situated in the near zone in the first iterated step, i.e., \( h^{(1)N}_{\alpha\beta} \). To do so, we insert Eqs. (31a)-(32c) into integral (B5). For the time-component of \( h^{(1)}_{00} \), we have

\[
h^{(1)N}_{00} = \frac{4}{c^2} U + 4 f_0^* U_{\text{EMSG}} + O(c^{-3}), \quad (33)
\]

in which \( U \) is the Newtonian potential in terms of \( \rho^* \) and \( U_{\text{EMSG}} \) is the EMSG gravitational potential. The Poisson integrals of \( U \) and \( U_{\text{EMSG}} \) are given by

\[
\begin{align}
U &= G \int_{\mathcal{M}} \frac{\rho^*}{|x - x'|} d^3 x', \\
U_{\text{EMSG}} &= G \int_{\mathcal{M}} \frac{\rho^{*2}}{|x - x'|} d^3 x'. \quad (34a, 34b)
\end{align}
\]
respectively. Here, $\mathcal{M}$ represents the three-dimension region which in fact separates the near zone from the wave zone. Similarly, for the time-space components of $h^{\alpha\beta}_{(1)}$ in the required order, we find that

$$h^{0j}_{(1)N} = \frac{4}{c^3} U^j + \frac{8}{c} f^j_0 U^j_{\text{EMS}} + O(c^{-4}), \quad (35)$$

where $U^j$ is the well-known PN vector potential

$$U^j = G \int_{\mathcal{M}} \frac{\rho^* v^j}{|x - x'|} d^3 x',$$  \quad (36)

while $U^j_{\text{EMS}}$ is the new vector potential in the EMSG framework defined as

$$U^j_{\text{EMS}} = G \int_{\mathcal{M}} \frac{\rho^* v^j}{|x - x'|} d^3 x'.$$  \quad (37a)

Finally, for the space-space components, we arrive at

$$h^{ij}_{(1)N} = 4 f^i_0 v^j + (U_{\text{EMS}} - \frac{G}{c} \frac{d}{dt} \mathcal{M}) + O(c^{-4}), \quad (38)$$

in which

$$\mathcal{M} = \int_{\mathcal{M}} \rho^* v^i d^3 x',$$  \quad (39)

is a new quantity in EMSG. It should be noted that all integrands in the above relations are a function of $t$ and $x'$. So far, we have found the near-zone portion of the gravitational potential. To complete our derivation in this iterated step, we should also find the wave-zone part of the gravitational potential, i.e., $h^{\alpha\beta}_{(1)W}$ where the source point is in the wave zone and the field point is situated in the near zone. In this case, as mentioned before, the source term of the potential $h^{\alpha\beta}_{(1)}$ is equal to $\tau^{\alpha\beta}_{(0)\text{eff}}$ and $\rho^\alpha_{\text{LL}}$ and $\rho^\alpha_{\text{RM}}$ have no portion. Therefore, the source term is completely constructed from the matter part in this step. On the other hand, the matter part of the system is completely restricted to the near zone when the slow-motion condition is established [35]. As we consider a gravitationally bound system, this assumption is also true throughout our derivation. This fact reveals that the wave-zone part of the gravitational potential in the first iterated step is zero. Subsequently, we have $h^{\alpha\beta}_{(1)W} = 0$ and $h^{\alpha\beta}_{(1)} = h^{\alpha\beta}_{(1)N}$.

To sum up, we obtain the PN expansion of the EMSG potential’s components required to construct the near-zone metric in the first iterated step. Substituting Eqs. (33), (35), and (38) within Eqs. (29a), (29b), (29c), and (30), we finally arrive at

$$g^{(1)}_{00} = -1 + \frac{2U}{c^2} + 8 f^0_0 U^j_{\text{EMS}} + O(c^{-3}), \quad (40a)$$

$$g^{(1)}_{0j} = -\frac{4U^j}{c^3} - \frac{8}{c} f^j_0 U^j_{\text{EMS}} + O(c^{-4}), \quad (40b)$$

$$g^{(1)}_{ij} = \left(1 + \frac{2U}{c^2}\right) \delta_{ij} + O(c^{-4}), \quad (40c)$$

$$-g^{(1)}_{(1)} = 1 + \frac{4U}{c^2} - 8 f^0_0 U^j_{\text{EMS}} + O(c^{-3}). \quad (40d)$$

Here, we discard some extra PN orders.

As seen, the components and determinant of the near-zone metric are constructed from the usual potentials $U$ and $U^j$ as well as the EMSG potentials $U_{\text{EMS}}$ and $U^j_{\text{EMS}}$. Notice that in order to describe a relativistic system to the first PN ($1_{\text{PN}}$) order, one should find the PN corrections of $g^{00}$, $g^{0j}$, and $g^{ij}$ to $O(c^{-4})$, $O(c^{-3})$, and $O(c^{-2})$, respectively. It is obvious from the above terms, in this iterated step, the required PN orders for the time-space metric component are not completely evaluated. It means that one should continue the journey toward the next iterated step and find $g^{(2)}_{ij}$. It is worth noting that the odd order $c^{-3}$ that appears in the determinant and time-space component of the metric is entirely built of the EMSG term that is proportional to $d\mathcal{M}/dt$. In Appendix C, we simplify this term. However, because in this step, the required PN orders of the metric to describe a relativistic system are not built, we are not concerned about this odd-power order. In other words, after finding the metric components at least to the $1_{\text{PN}}$ order, one can truly interpret the role of the odd PN orders and examine the time-reversal invariance of solutions.

### C. Gravitational potentials in the second iteration

In the following, we attempt to obtain the appropriate PN corrections for $\tau^{ij}_{(1)\text{eff}}$ that are necessary to derive $h^{\alpha\beta}_{(2)}$. Regarding the relationship between the effective energy-momentum pseudotensor and gravitational potential components, we deduce that the source terms of the gravitational potential should be built to $O(c^2)$ for $\tau^{00}_{(1)\text{eff}}$, $O(c)$ for $\tau^{0j}_{(1)\text{eff}}$, and $O(1)$ for $\tau^{jk}_{(1)\text{eff}}$. This fact will be clarified in the following calculations.

By inserting Eqs. (40a)-(40c) into the normalization condition $g^{\alpha\beta} u^{\alpha} u^{\beta} = -c^2$, we find that $\gamma^{(1)} = 1 + 4 f^0_0 U_{\text{EMS}} + \frac{1}{c^2} \left(\frac{1}{2} v^2 + U\right) + O(c^{-3})$. Then, using $\gamma^{(1)}$ and $g^{(1)}$, we have $\rho^* = \left[1 + \frac{1}{c^2} \left(\frac{1}{2} v^2 + 3U\right)\right] \rho + O(c^{-4})$ for the rescaled mass density. Now, by applying these parameters and the components of $g^{(1)}_{ij}$ in Eq. (27), we arrive at

$$T^{00}_{(1)} = \rho^* c^2 + O(1), \quad (41a)$$

$$T^{0i}_{(1)} = \rho^* v^i c + O(c^{-1}), \quad (41b)$$

$$T^{jk}_{(1)} = p \delta^{jk} + \rho^* v^j v^k + O(c^{-2}), \quad (41c)$$

for the contravariant components of the energy-momentum tensor in the first iterated step. We keep terms up to the desired PN order mentioned earlier. It is worth mentioning that in Eq. (41a), the $O(1)$ term is entirely constructed from the EMSG term and it is given by $\rho^* c^2 f^0_0 U_{\text{EMS}}$.

We now obtain the EMSG part of the energy-momentum tensor $T^{\beta}_{(1)\text{EMS}}$. According to the original definition of this tensor, i.e., Eq. (8), we first obtain $T^{\beta}_{(1)}$
for the perfect fluid up to $O(1)$. This is the appropriate PN order to find the required PN expansion of $T_{\alpha\beta}^{(1)\text{EMS}}$'s components. In this step, one can deduce

$$T_{(1)}^{00} = \rho^2 c^4 - \rho^2 c^2 (v^2 \mp 2\Pi + 6U) + O(1).$$

Here, $\Pi = \epsilon/\rho^*$. Then using the above relation and the PN expansion of the metric and energy-momentum tensor components in the first iterated step, we arrive at

$$T_{(1)\text{EMS}}^{00} = \rho^2 c^4 f_0^{(1)} + O(1),$$

$$T_{(1)\text{EMS}}^{0j} = 2\rho^2 c^2 f_0^j + O(1),$$

$$T_{(1)\text{EMS}}^{jk} = \rho^2 c^2 f_0^{jk} + O(1),$$

after some simplifications. Here, we again truncate the PN expansion of these components to the required accuracy. It should be mentioned that the $c^0$ order in $T_{(1)\text{EMS}}^{00}$ is built of the EMSG term that is proportional to $\rho^2 c^4 f_0^{2} U_{\text{EMS}}$.

The remaining source terms of the gravitational potential $h_{(2)}^{\alpha\beta}$ are $(-g^{(1)})_{(1)\text{LL}}^{00}$ and $(-g^{(1)})_{(1)\text{H}}^{\alpha\beta}$. As we have mentioned before, these pseudotensors are constructed from the gravitational potential. In the first iterated step, they are built of $h_{(1)}^{\alpha\beta}$. We keep those PN orders in the expansion of $h_{(1)}^{\alpha\beta}$ which construct the order $c^2$ for $(-g^{(1)})_{(1)\text{LL}}^{00}$, order $c^3$ for $(-g^{(1)})_{(1)\text{LL}}^{0j}$, and order $c^4$ for $(-g^{(1)})_{(1)\text{LL}}^{jk}$. We start with the Landau-Lifshitz pseudotensor. After inserting Eqs. (33), (35), and (38) within the definition (B2), we find

$$(-g^{(1)})_{(1)\text{LL}}^{00} = O(1),$$

$$(-g^{(1)})_{(1)\text{LL}}^{0j} = O(c^{-1}),$$

$$(-g^{(1)})_{(1)\text{LL}}^{jk} = \frac{1}{4\pi G} \left[ \frac{\partial U}{\partial x^j} \partial^k U + \frac{1}{2} \frac{\partial^j U^\alpha U_{\alpha \delta} U^\delta k}{\partial x^k} \right]$$

For the PN expansion of the Landau-Lifshitz pseudotensor components. The last task here is to evaluate $(-g^{(1)})_{(1)\text{H}}^{\alpha\beta}$. To do so, we substitute Eqs. (33), (35), and (38) into Eq. (15). After some simplifications, we deduce that

$$(-g^{(1)})_{(1)\text{H}}^{00} = O(1),$$

$$(-g^{(1)})_{(1)\text{H}}^{0j} = O(c^{-1}),$$

$$(-g^{(1)})_{(1)\text{H}}^{jk} = \frac{c^2 f_0^{2}}{4\pi G} \left[ \frac{\partial U^\alpha U_{\alpha \delta} U^\delta k}{\partial x^k} - \frac{\partial^j U_{\alpha \delta} U^\delta k}{\partial x^k} \right]$$

After gathering together Eqs. (41a)-(41c), and (43a)-(45c), one can construct the components of the EMSG effective pseudotensor as follows:

$$c^{-2} \tau_{(1)\text{eff}}^{00} = \rho^* + c^2 f_0^{1} \rho^* + O(c^{-2}),$$

$$c^{-2} \tau_{(1)\text{eff}}^{0j} = \rho^* v^j + 2c^2 f_0^{1} \rho^* v^j + O(c^{-2}),$$

$$c^{-2} \tau_{(1)\text{eff}}^{jk} = \rho^* v^j v^k + \frac{1}{4\pi G} \left[ \partial^j U \partial^k U - \frac{1}{2} \partial_n U \partial^n U \delta^{jk} \right]$$

$$+ c^4 f_0^{1} \left[ \rho^* \delta^{jk} + \frac{1}{c^2} \left( \rho^2 v^j v^k - (v^2 - 2\Pi) \right) \right] + O(c^{-1}).$$

Here, to simplify the last constant, we utilize the Poisson equation $\nabla^2 U_{\text{EMS}} = -4\pi G \rho^*$. As seen, except for the space-space component, the standard and EMSG parts of $\tau_{(1)\text{eff}}^{00}$ and those of $\tau_{(1)\text{eff}}^{0j}$ have the same order of the magnitude. Only the term $c^4 f_0^{1} \rho^* v^j$ in $\tau_{(1)\text{eff}}^{jk}$ has an unusual PN order, $O(c^2)$, compared to the standard terms in this component. In the following computations, we investigate the possible role of this term in the final result.

So far, we have found some source terms which we need to build the gravitational potential tensor in the second iterated step. This tensor in fact has two portions. One part comes from the near-zone solution of the wave equation (13) and another one is the wave-zone solution of this equation. The general form of these solutions is given in Appendix B.

1. **Near-zone portion**

Here, we choose the field point within the wave zone and the source point within the near zone. For this case, the general solution form of $h_{(2)N}^{\alpha\beta}$ is given in (B6). We should also recall that according to what was mentioned in Sec. III B, we finally aim to obtain $\partial^k_{(1)\text{LL}}$, which appears in the energy-balance equation. Therefore, we just need to find the space-space component of $h_{(2)N}^{\alpha\beta}$, cf. Eq. (23).

Rewriting Eq. (B6) for $h_{(2)N}^{jk}$, we have

$$h_{(2)N}^{jk}(t, x) = \frac{4G}{c^4} \sum_{l=0}^{\infty} \frac{(-1)^l}{l!} \int_{M} \tau_{\text{eff}}^{jk}(\tau, x') \delta_{1j_1 \cdots j_l} d^3 x'.$$  \hspace{1cm} (47)

As this step is the very last iterated step of this derivation, we can now apply the gauge condition $\partial_\beta h_{(2)N}^{\beta\beta} = 0$ or equivalently the conservation equation $\partial_\beta \tau_{(1)\text{eff}}^{\beta\beta} = 0$ in order to simplify the general solution (47). In fact, in the final step where the metric truly describes the spacetime
with sufficient PN corrections, we enforce the gauge condition/conservation equation to investigate the dynamical behavior of the system [35]. Utilizing $\partial_\beta \tau_{\alpha\beta}^{(1)\text{eff}} = 0$, one can then show that

$$\tau_{\alpha\beta}^{(1)\text{eff}} = \frac{1}{2} \partial_{\alpha} (\tau_{\beta\beta}^{(0)\text{eff}} x^\beta x^\kappa) + \frac{1}{2} \partial_{\beta} (2 \tau_{\alpha\beta}^{(1)\text{eff}} x^\kappa) - \partial_\nu \tau_{\alpha\nu}^{(1)\text{eff}} x^\beta x^\kappa, \quad (48a)$$

$$\tau_{\alpha\beta}^{(1)\text{eff}} x^\kappa = \frac{1}{2} \partial_{\beta} (2 \tau_{\alpha\beta}^{(1)\text{eff}} x^\kappa x^\rho - \tau_{\alpha\beta}^{(1)\text{eff}} x^\rho x^\kappa) + \frac{1}{2} \partial_\nu (2 \tau_{\alpha\beta}^{(1)\text{eff}} x^\kappa x^\rho - \tau_{\alpha\beta}^{(1)\text{eff}} x^\rho x^\kappa). \quad (48b)$$

Now, we return to Eq. (47). For the case $l = 0$, after replacing the integrand in Eq. (47) with Eq. (48a), we arrive at

$$4G \frac{1}{c^4} \int_{\partial M} \tau_{\alpha\beta}^{(1)\text{eff}} (\tau, x') d^3 x' = 2G \frac{1}{c^4} \frac{\partial}{\partial t} \int_{\partial M} c^{-2} \tau_{\alpha\beta}^{(0)\text{eff}} x^\alpha x^\beta d^3 x' + \frac{2G}{c^4} \frac{1}{r} \int_{\partial M} \left( \tau_{\alpha\beta}^{(1)\text{eff}} x^\alpha x^\beta \right) dS_q, \quad (49)$$

where the Gauss divergence theorem has been used. We first focus our attention on the surface integrals. As mentioned before, the matter portion of our system is completely restricted to the near zone, and consequently $T^{\alpha\beta}$ and $T^{\alpha\beta}_{\text{EMSG}}$ are zero on the boundary between the near and wave zones, i.e., the surface $\partial M$. So, the surface integrals in the above relation reduce to

$$\int_{\partial M} \left( \tau_{\alpha\beta}^{(1)\text{eff}} [F] x^\beta x^\kappa - \partial_\nu \tau_{\alpha\beta}^{(1)\text{eff}} [F] x^\alpha x^\beta x^\kappa \right) dS_q, \quad (50)$$

where $\tau_{\alpha\beta}^{(1)\text{eff}} [F]$ representing the field portion of the effective energy-momentum tensor is given by

$$\tau_{\alpha\beta}^{(1)\text{eff}} [F] = \frac{1}{4\pi G} \left[ \partial_\alpha U \partial_\beta U x^\kappa - \frac{1}{2} \partial_\alpha U \partial^\nu U \partial^\kappa \delta_{\beta\nu} \right] + \frac{c^4 f_0}{\pi G} \left( \frac{1}{c^2} \left( 2 \partial_\alpha U_{\text{EMSG}} \partial_\beta U - \partial_\alpha U_{\text{EMSG}} \partial^\nu U \partial^\beta \delta_{\nu\kappa} \right) \right) + \frac{f_0}{c^4} \left( \partial_\alpha U_{\text{EMSG}} \partial^\nu U_{\text{EMSG}} - U_{\text{EMSG}} \partial_\alpha \partial^\nu U_{\text{EMSG}} \right) \delta_{\beta\kappa} \right] + O(c^{-1}). \quad (51)$$

In fact, this pseudotensor is entirely constructed from $(-g^{(1)\text{eff}})^{\alpha\beta}_{(N)}$ and $(g^{(1)\text{eff}})^{\alpha\beta}_{(H)}$, which can exist beyond the near zone, cf. Eqs. (44c) and (45c). As seen, the Newtonian gravitational potential $U$ and the EMMSG gravitational potential $U_{\text{EMSG}}$ appear in this source term. So, to derive the surface integral, let us estimate the order of magnitude of $U$ and $U_{\text{EMSG}}$ on the surface region $\partial M$.

In Appendix. D, by applying the N-body description of the fluid system, we find two expansions (D5) and (D9) in terms of the distance to the field point for $U$ and $U_{\text{EMSG}}$ respectively. In fact, using these relations, one can approximately evaluate the Newtonian and EMMSG gravitational potentials of $N$ separated bodies at a considerable distance from each body. Taking advantage of this description and using Eq. (D5), we deduce that $U = O(R^{-1}) + O(R^{-3}) + \cdots$ and $\partial_\alpha U = O(R^{-2}) + O(R^{-4}) + \cdots$ on the surface $\partial M$. For the EMMSG potential, using Eq. (D9), we also find that $U_{\text{EMSG}} = O(R^{-2}) + O(R^{-4}) + \cdots$ on the surface $\partial M$.

Keeping this fact in mind and substituting the first term of Eq. (51) into the first part of the surface integral (50), we have

$$\frac{1}{2\pi G} \int_{\partial M} \left( \partial^\alpha U \partial^\beta U x^\kappa \right) dS_q = \frac{2}{G} R^3 \langle \partial^\alpha U \partial^\beta U x^\kappa n_q \rangle = \frac{2}{G} R^{-1} \langle n^\alpha n^\beta \rangle + O(R^{-m}), \quad (52)$$

In which $m > 1$. Here, we use that $dS_q = R^2 n_q d\Omega$ and $x^\kappa = R n^\kappa$ on the surface $\partial M$. We also use this fact that $n^\alpha n_q = 1$. In the above relation, the angular bracket denotes an average over the surface of a sphere, i.e., $\langle \cdots \rangle = (4\pi)^{-1} \int \cdots d\Omega$. As seen, this term is a function of $R$. It is argued that the $R$-dependent terms in the gravitational potential should be omitted from the main results [35]. In fact, $R$-dependent terms in the near-zone portion of $h^{\alpha\beta}$ are finally canceled by those in the wave-zone portion of $h^{\alpha\beta}$. Therefore, we implement this scheme in our calculation and freely discard this term from our results. We use the same analysis for the other terms in Eq. (51). It should be mentioned that here, we use the fact that the angular average of the odd number of $\mathbf{n}$ is zero. Furthermore, as we aim to obtain the T-T part of the gravitational potential $h^\kappa$ for $l = 0$, in the expansion of the gravitational potential $h^{\kappa}_{(2)N}(t, \mathbf{x})$, we have

$$\frac{1}{2\pi G} \int_{\partial M} \left( \partial^\alpha U \partial^\beta U x^\kappa \right) dS_q = \frac{2}{G} R^3 \langle \partial^\alpha U \partial^\beta U x^\kappa n_q \rangle = \frac{2}{G} R^{-1} \langle n^\alpha n^\beta \rangle + O(R^{-m}), \quad (52)$$

Now, we try to obtain the first volume integral in the above relation. As mentioned earlier, our goal is to find $h^\kappa_{(2)N}(t, \mathbf{x})$ to the leading PN order. So, the PN expansion of $c^{-1} \tau_{\alpha\beta}^{(1)\text{eff}}$ is limited to $O(c^{-2})$. This component is
obtained to the required order in Eq. (46b). We start our calculation in this part by finding the order of magnitude of the first term in the above relation. In this case, after inserting $\rho \nu^{j}$ into the volume integral of Eq. (53), one can easily grasp that this volume integral is proportional to $I^{jk} = \int (2 \rho \nu^{(j} x^{k)}) d^{3}x'$. Regarding this relation, we deduce that $I^{jk}$ is of the order $O(m_{c}v_{c}c^{2})$. Here, the quantities $m_{c}$ and $v_{c}$ represent the characteristic mass and length scale of the system, respectively. Moreover, $\nu_{c}$ is the characteristic velocity of the system. So, we deduce that the time derivation of this term is of the order $j^{jk} = O(m_{c}v_{c}c^{2})$ in which $t_{c}$ is the characteristic time scale during which the source changes. In the other words, $t_{c} = r_{c}/v_{c}$. We should recall that $I^{jk}$ is a function of the retarded time $\tau$. Therefore, the first term in Eq. (53) becomes

$$
-2G\frac{\partial}{\partial r}(\hat{I}^{jk}) = \frac{2G}{c^{3}}(\frac{1}{c^{2}} J^{jk}n_{p} + \frac{1}{r} J^{jk}n_{p}) = O\left(\frac{G m_{c}v_{c}c^{2}}{c^{3} r_{c}^{2}}\right). \tag{54}
$$

To simplify the above relation, we use $\partial \tau/\partial x^{p} = -c^{-1}n_{p}$ and also consider that $\lambda_{c} \ll r$ where $\lambda_{c} = c t_{c}$ is the characteristic wavelength of the radiation. This condition reveals that the field point is situated in the wave zone. In fact, as we aim to study the gravitational potential in the wave zone, the assumption $\lambda_{c} \ll r$ is completely suitable here. Now, we compare this term with the volume integral in the case $l = 0$. By substituting the leading term of Eq. (46a) within the volume integral of Eq. (49), we evaluate the order of magnitude of this term as

$$
\frac{4G}{c^{3}} \frac{1}{r} \hat{I} \int_{\mathcal{M}} \rho c^{2} x^{j} x^{k} d^{3}x' = O\left(\frac{G m_{c}v_{c}c^{2}}{c^{3} \tau_{c}^{2}}\right). \tag{56}
$$

From these estimations, one can easily grasp that the volume integral in the $l = 1$ case compared to the leading term in the $l = 0$ case is of the order $O(v_{c}/c)$. By applying a similar analysis, we find that the second term in Eq. (46b) compared to Eq. (56) is also of the order $O(v_{c}/c)$. Therefore, this term in total will add a $0.5\nu_{c}$ correction to the PN expansion of the gravitational potential. On the other hands, if the leading term of the $l = 0$ case is considered as the $1\nu_{c}$ correction, the biggest contribution of the $l = 1$ case to Eq. (47) will be of the $1.5\nu_{c}$ order.

As the final part of our calculation in this subsection, it is important to obtain the surface integral in the $l = 1$ case, cf. Eq. (53). To do so, we again restrict the source of this surface integral to the field portion of the effective energy-momentum tensor introduced in Eq. (51). So, we have

$$
\int_{\partial \mathcal{M}} \left(2 \tau_{\alpha\beta(1)\text{eff}}\left[F\right] x^{j} x^{k} - \tau_{\alpha\beta(1)\text{eff}}\left[F\right] x^{j} x^{k}\right) dS_{n}, \tag{57}
$$

for this surface integral. By applying a similar analysis mentioned above, one can show that this integral is simplified to the angular average of the odd number of $n$ times the $R$-dependent terms. So, this surface integral eventually vanishes and has no contribution to $I^{jk}_{(2)N}$. It should be emphasized that the unusual high-order term appearing in the space-space component of $\tau_{\alpha\beta(1)\text{eff}}$ just contributes to the surface integrals. Completely depending to the matter part of the system, this term then has no role up to the leading order. To sum up, we deduce that each $l$-pole term in Eq. (47) will be the $(l/2)\nu_{c}$ correction in the PN expansion of the near-zone gravitational potential.

Considering the above discussion, we finally deduce that the PN expansion of the near-zone gravitational potential (47) is simplified as

$$
h^{jk}_{(2)N} = 2G\frac{\hat{\tau}^{jk}_{(2)}(\tau)}{r} + O(c^{-5}), \tag{58}
$$

where

$$
\hat{\tau}^{jk}_{(2)} = \int_{\mathcal{M}} c^{-2} \tau_{\alpha\beta(1)\text{eff}}(\tau, x') x^{j} x^{k} d^{3}x'. \tag{59}
$$

To find the leading PN order of Eq. (58) and consequently the leading term in the energy-balance equation, we should only insert the order $c^{2} \tau_{\alpha\beta(1)\text{eff}}$ into the definition (59). This order is derived in the previous part. As seen, in comparison with the GR system, for two cases $f'_{0} > 0$ or $f'_{0} < 0$, the gravitational potential can be stronger or weaker in EMSG, respectively. So far, we have derived the near-zone portion of $h^{jk}$ described by Eqs. (58). To complete our calculation, we obtain the wave-zone portion of the gravitational potential in the rest of this section.

### 2. Wave-zone portion

In order to find the wave-zone portion of the total gravitational potential, $h^{jk}_{W}$, enough information about the source terms, cf. Eq. (14), is required. It means we should obtain the effective energy-momentum pseudotensor $\tau_{\alpha\beta(1)\text{eff}}^{\nu}$ in the wave zone. We recall that in the previous part, we obtained this pseudotensor in the near zone. To construct $\tau_{\alpha\beta(1)\text{eff}}^{\nu}$ existing in the wave zone, we first calculate its foundations, i.e., $h^{\alpha\beta(1)}$ in which the field point is situated in the wave zone. By using relations mentioned in Appendix B, we find $h^{\alpha\beta(1)}$ where $|x| \geq R$ as follows. After substituting Eqs. (31a) and (32a) within Eq. (B6), we have

$$
h^{\alpha\beta(1)}_{(1)N} = 4G\frac{1}{c^{3}} \frac{1}{r} \left(M_{0}(\tau) + c^{2} f'_{0}|\delta R(\tau)|\right) + O(c^{-3}), \tag{60}
$$

for the time-space component of the gravitational potential in the first iteration of the wave equation. Here,

$$
M_{0} = \int_{M} \rho^{*} d^{3}x', \tag{61}
$$
in principle, represents the total matter inside the near zone. As before, we consider that \( f'_0 \) is a constant. In the above relation, one can show that \( O(c^{-3}) \) comes from \( l = 1 \) terms in the expansion (B6). In a similar way, for the time-space component of the potential, we arrive at

\[
h_{(1)NN}^{0j} = \frac{4G}{c^3} \frac{1}{r} \left( P_0^j(\tau) + 2c^2 f'_0 \Psi^j(\tau) \right) + O(c^{-4}), \tag{62}\]

where

\[
P_0^j = \int_{\mathcal{M}} \rho^* v^j d^3 x', \tag{63}\]

and

\[
\Psi^j = \int_{\mathcal{M}} \rho^* v^j d^3 x'. \tag{64}\]

In this component, \( l = 1 \) terms contribute at \( O(c^{-4}) \) and its \( O(c^{-3}) \) term is purely built of the \( l = 0 \) pole. Finally, for the space-space component, we obtain

\[
h_{(1)NN}^{jk} = 4G \frac{f'_0}{r} \mathfrak{M} \delta^{jk} + O(c^{-3}). \tag{65}\]

Notice \( M_0, P_0^j, \mathfrak{M}, \) and \( \Psi^j \) all are functions of the retarded time \( \tau \) here. In this component, the \( c^{-3} \) order is also constructed from \( l = 1 \) terms of the expansion (B6). In general, one can show that each \( l \)-pole term in this expansion adds an \( l/2\pi c \) contribution to \( h^{\alpha\beta} \). Until now, we derive the near-zone portion of the gravitational potential, i.e., \( h_{(1)NN}^{\alpha\beta} \). To complete the gravitational potential, we should also find \( h_{(1)W}^{\alpha\beta} \), where both the field and source points are in the wave zone. On the other hand, regarding Eqs. (31a)-(32c), one can easily conclude that \( h_{(1)W}^{\alpha\beta} \) vanishes and then \( h_{(1)NN}^{\alpha\beta} = h_{(1)NN}^{\alpha\beta} \). As seen in this part of the derivation, in the EMSG theory, the gravitational potential can exist in the wave zone even at the first iteration step. At the first glance, it shows that one can study the energy-balance equation with the information derived in the first iteration. However, considering the coefficient \( \delta^{jk} \) in Eq. (65), this potential in fact has no T-T portion to construct the Landau-Lifshitz pseudotensor at this order, cf. Eqs. (22) and (23). From this point, we continue our computation until the second iteration.

Now, applying the components of \( h_{(1)NN}^{\alpha\beta} \), we can find \( \tau_{(1)NN}^{\alpha\beta} \) in the wave zone. We first turn to find the Landau-Lifshitz pseudotensor \( (-g^{(1)}) t_{(1)LL}^{\alpha\beta} \). To do so, we insert Eqs. (60), (62), and (65) into definition (B2). After some simplifications, we arrive at

\[
(-g^{(1)}) t_{(1)LL}^{00} = -\frac{G}{\pi^2 c^4} \left( \frac{7}{8} M_0^2 + c^4 f'_0 \mathfrak{M} \left( f'_0 \mathfrak{M} + \frac{1}{c^2} M_0 \right) \right) + O(c^{-1}), \tag{66a}\]

\[
(-g^{(1)}) t_{(1)LL}^{0j} = O(c^{-1}), \tag{66b}\]

\[
(-g^{(1)}) t_{(1)LL}^{jk} = \frac{G}{\pi^2 c^4} \left( \frac{1}{4} M_0^2 - c^4 f'_0 \mathfrak{M} \left( f'_0 \mathfrak{M} \right. \right. \right.
\left. \left. - \frac{2}{c^2} M_0 \left( n^j n^k - \frac{1}{2} \delta^{jk} \right) + \frac{1}{2} c^4 f'_0 \mathfrak{M}^2 \delta^{jk} \right) + O(c^{-1}). \tag{66c}\]

We will see that the PN order of the space-space component is indeed sufficient to calculate the \( h_{(2)W}^{jk} \) to the leading order. Here, we use this fact that \( \partial_\tau \tau = -1/c n^j \). We also use that \( \partial_j F(\tau) = -1/c n^j \partial_\tau F \) where \( F \) is an arbitrary function of the retarded time. Moreover, due to Eq. (9), one can conclude that \( dM_0/dt = 0 \). To find the harmonic portion, we substitute the components of \( h_{(1)NN}^{\alpha\beta} \) within the definition (15). So, we have

\[
(-g^{(1)}) t_{(1)H}^{00} = -\frac{2G}{\pi^2 c^4} \left( f'_0 \mathfrak{M} \left( f'_0 \mathfrak{M} + \frac{1}{c^2} M_0 \right) \right) + O(c^{-1}), \tag{67a}\]

\[
(-g^{(1)}) t_{(1)H}^{0j} = O(c^{-1}), \tag{67b}\]

\[
(-g^{(1)}) t_{(1)H}^{jk} = \frac{G}{\pi^2 c^4} c^4 f'_0 \mathfrak{M}^2 \left( n^j n^k - 2\delta^{jk} \right) + O(c^{-1}). \tag{67c}\]

Here, we use that \( \partial_j n_k = \frac{1}{r} (\delta_{jk} - n_j n_k) \). On the other hand, since the matter part of the system cannot exist in the wave zone, the entire energy-momentum pseudotensor \( \tau_{(1)eff}^{\alpha\beta} \) in the wave zone is constructed from \( (-g^{(1)}) t_{(1)LL}^{\alpha\beta} \) and \( (-g^{(1)}) t_{(1)LL}^{\alpha\beta} \). Regarding this point and gathering together Eqs. (66a)-(67c), we finally arrive at

\[
\tau_{(1)eff}^{00} = -\frac{G}{\pi^2 c^4} \left( \frac{7}{8} M_0^2 + 3c^4 f'_0 \mathfrak{M} \left( f'_0 \mathfrak{M} + \frac{1}{c^2} M_0 \right) \right) + O(c^{-1}), \tag{68a}\]

\[
\tau_{(1)eff}^{0j} = O(c^{-1}), \tag{68b}\]

\[
\tau_{(1)eff}^{jk} = \frac{G}{\pi^2 c^4} \left( \frac{1}{4} M_0^2 + 2c^2 f'_0 \mathfrak{M} M_0 \left( n^j n^k - \frac{1}{2} \delta^{jk} \right) - c^4 f'_0 \mathfrak{M}^2 \delta^{jk} \right) + O(c^{-1}). \tag{68c}\]

It should be mentioned that, here, we only need to obtain the space-space component of \( \tau_{(1)eff}^{\alpha\beta} \). However, for the sake of completeness, we have found the other components as well.

Before deriving \( h_{(2)W}^{jk} \), let us simplify the source term of this potential, i.e., \( \tau_{(1)eff}^{jk} \) so that the symmetric trace-free tensors appear in it. To do so, we rewrite Eq. (68c)
as follows:

\[
\tau^{jk}_{(1) = \frac{G}{\pi r^4} \left( \left( \frac{1}{4} M_0^2 + 2c^2 f_0^2 \mathcal{M}_0 \right) (n^{<jk> - \frac{1}{6} \delta^{jk})ight. - c^4 f_0^2 \mathcal{M}^2 \delta^{jk} \right) + O(c^{-1}),
\]

(69)

in which \(n^{<jk>} = n^j n^k - 1/3 \delta^{jk}\) is a symmetric trace-free tensor. Now, by comparing this relation with Eq. (B7), we can simply deduce that in this case, the source of the gravitational potential \(h^{jk}_{(2)W}\) is a function of \(r^{-n}\) with \(n = 4\) and

\[
f_{(l=0)}^{jk} = -\frac{G}{6} \delta^{jk} \left( M_0^2 + 8c^2 f_0^2 \mathcal{M} (3f_0^2 \mathcal{M} + \frac{1}{c^2} M_0) \right), \quad (70a)
\]

\[
f_{(l=2)}^{jk} = G M_0 (M_0 + 8c^2 f_0^2 \mathcal{M}). \quad (70b)
\]

Up to this point, we have achieved adequate materials to calculate the integral (B8). Considering \(n = 4\) and applying Eqs. (70a)-(70b) for \(l = 0\) and \(l = 2\) respectively, after some simplifications, we eventually arrive at

\[
h^{jk}_{(2)W} = \frac{G^2}{c^4 r^4} \left( \left( M_0^2 + 8c^2 f_0^2 \mathcal{M} M_0 \right) n^j n^k + 8c^4 f_0^2 \mathcal{M}^2 \delta^{jk} \right), \quad (71)
\]

for the space-space component of the gravitational potential in the wave zone. Note that as already mentioned, we drop the \(c\)-dependent terms. It is obvious from this relation that the wave-zone contribution of the gravitational potential is proportional to the inverse squared of \(r\). However, because we aim to find the flux of the energy in the far-away wave zone, in comparison to \(h^{jk}_{(2)A}\) which falls as \(r^{-1}\), we may discard this contribution to \(h^{jk}_{(2)}\). Furthermore, this part is 0.5cN order higher than the leading term in Eq. (58). To show this fact, regarding Eqs. (58) and (71), we deduce that \(h^{jk}_{(2)W}/h^{jk}_{(2)A} = O(G M t^2 / r c^2)\). Considering the Newtonian acceleration, one can show that \(GM\) is of the \(r_c^3 / t_c^2\) order. By applying this order for \(GM\) and also setting \(r = \lambda_c = c t_c\), one can conclude that \(h^{jk}_{(2)W}/h^{jk}_{(2)A} = O(\nu c / c).\) Therefore, this portion of the potential adds a 0.5cN correction to \(h^{jk}_{(2)}\), i.e., \(h^{jk}_{(2)W} is actually of the 1.5 cN order. To sum up, with regard to both former and latter facts, we can ignore this part in our calculation. So, we have \(h^{jk}_{(2)} \approx h^{jk}_{(2)A}\).

V. GRAVITATIONAL ENERGY FLUX IN EMSG

It is comprehensively shown that the leading order of the gravitational potential in the EMSG theory is described by Eq. (58) and the only difference with the GR case comes from the definition of quadrupole-moment tensor \(I^{jk}\) in this theory. Rewriting Eq. (59) up to the leading order, we have

\[
\mathcal{I}^{jk} = \int_M (\rho + c^2 f_0^2 \rho^2) x^j x^k d^3 x.
\]

(72)

As seen in addition to the usual term \(\rho^2\), a new quadratic term \(\rho^2\) plays a role in this order. Since we focus on the leading order, hereafter, we drop \(\rho^2\) and exhibit the density with \(\rho\). Therefore, one can straightforwardly deduce that the EMSG version of the instantaneous gravitational energy flux is given by

\[
\mathcal{P} = \frac{G}{6 c^5} \mathcal{I}^{<jk>} \mathcal{I}_{<jk>},
\]

(73)

in which \(\mathcal{I}^{<jk>} = I^{jk} - 1/3 \delta^{jk} \mathcal{I}^{qq}\) is the symmetric-tracefree sector of \(I^{jk}\). It should be mentioned that to derive \(\mathcal{P}\), the angular average of the radial vectors \(\mathbf{n}\) is used here. The difference with GR is that instead of the Newtonian mass quadrupole moment \(I^{jk}\), we insert \(\mathcal{I}^{jk}\). It is obvious that, like in GR (cf. [36]), the monopole and dipole terms vanish here and in this PN order, the quadrupole term contributes to the flux of energy.

In order to clarify the role of the EMSG correction in this relation practically, we investigate \(\mathcal{P}\) for a binary system containing two compact bodies with mass \(m_A\) where the index “A” stands for the body \(A\) and \(A = 1, 2\). As usual, we choose the barycenter coordinate system to study the binary system. In this coordinate system, the position of each body \(\mathbf{r}_A(t)\) is given with respect to the system’s barycenter. We also have

\[
\mathbf{r}_1 = \frac{m_2}{m} \mathbf{r}, \quad \mathbf{r}_2 = -\frac{m_1}{m} \mathbf{r}, \quad (74a)
\]

\[
\mathbf{v}_1 = \frac{m_2}{m} \mathbf{v}, \quad \mathbf{v}_2 = -\frac{m_1}{m} \mathbf{v}, \quad (74b)
\]

where \(m = m_1 + m_2\) is total mass of the system. Here, \(\mathbf{r} = \mathbf{r}_1 - \mathbf{r}_2\) is the separation vector of the bodies and \(\mathbf{v} = d\mathbf{r}/dt\) is their relative velocity. It should be noted, because of the presence of the quadratic term \(\rho^2\) in the integral \(\mathcal{I}^{jk}\), we cannot simply utilize the point-mass description and take the advantage of the delta function \(\delta(\mathbf{x})\) to solve this integral. In this case, the integral (72) diverges. Therefore, to carry out our calculation, we consider compact bodies that are well separated. In the framework of this description, we have \(\rho = \sum_A \rho_A\) in which \(\rho_A\) is the density of the body \(A\) and vanishes outside the volume \(V_A\) occupied by this body. We also introduce the vector \(\mathbf{x} = \mathbf{x} - \mathbf{r}_A\) that shows the fluid element position with respect to the center of mass of the body \(A\). This description is also mentioned in Appendix. D. Applying these definitions, for the second term of Eq. (72), we have

\[
\int_M \rho^2 x^j x^k d^3 x \simeq \int_{M_1} \rho_1^2 (\mathbf{x}^j + r_1^j) (\mathbf{x}^k + r_1^k) d^3 \mathbf{x} + \int_{M_2} \rho_2^2 (\mathbf{x}^j + r_2^j) (\mathbf{x}^k + r_2^k) d^3 \mathbf{x}.
\]

(75)

In the above relation, the domain of the first integral is a sphere centered at the binary system’s center of mass with a radius \(|\mathbf{x}| < R\). One can approximately simplify this integral in terms of the new domain \(M_A\) which this time is a sphere with a radius \(|\mathbf{x}| < R\) and its center
corresponds to the body $A$’s center of mass. As the integrands are completely related to the matter sector, these domains are eventually restricted to the volumes occupied by these bodies. Therefore, we arrive at

$$\int_{M} \rho x^{i} x^{j} d^{3}x \simeq M_{1} r_{1}^{i} r_{1}^{j} + M_{2} r_{2}^{i} r_{2}^{j}$$

$$+ \mathcal{Y}^{ik} [cm_{1}] + \mathcal{Y}^{jk} [cm_{2}], \quad (76)$$

where $M_{A}$ and $\mathcal{Y}^{jk} [cm_{A}]$ are given by Eqs. (D8a) and (D8b). Here, “cm” shows that the mentioned quantity is obtained with respect to the center of mass of the body $A$. To simplify this relation, we consider the symmetry $\rho(t, r_{A} - \vec{x}) = \rho(t, r_{A} + \vec{x})$. Following a similar computation for the first term in Eq. (72), we have

$$\int_{M} \rho x^{i} x^{j} d^{3}x \simeq m_{1} r_{1}^{i} r_{1}^{j} + m_{2} r_{2}^{i} r_{2}^{j}$$

$$+ I^{ik} [cm_{1}] + I^{jk} [cm_{2}], \quad (77)$$

in which $I^{ik} [cm_{A}] = \int_{A} \rho_{A} \vec{r}^{i} \vec{x}^{k} d^{3}x$ is the quadrupole-moment tensor relative to the center of mass of the body $A$. Gathering together the above results and applying Eq. (74a), we obtain $I^{ik}$ for the binary system as

$$I^{ik} = \left( \eta m + c^{2} f_{0} \frac{1}{l^{2}} (\mathcal{M}_{1} m_{1}^{2} + \mathcal{M}_{2} m_{2}^{2}) \right) r^{i} r^{k}$$

$$+ I^{ik} [cm_{1}] + I^{ik} [cm_{2}] + c^{2} f_{0} (\mathcal{Y}^{ik} [cm_{1}] + \mathcal{Y}^{jk} [cm_{2}]), \quad (78)$$

where $\eta = m_{1} m_{2}/m^{2}$.

The next step toward finding $P$ is to compute the time derivative of this quadrupole-moment tensor. To do so, we consider that the temporal variations of the internal tensors $I^{ik} [cm_{A}]$ and $\mathcal{Y}^{jk} [cm_{A}]$ are insignificant compared to those related to the orbital motion. Consequently, we set $I^{ik} [cm_{A}] = 0 = \mathcal{Y}^{jk} [cm_{A}]$. For the sake of simplification, we also assume that the density inside each body is uniform so that $\nabla \rho_{A} = 0$. Under this condition, given the result of Appendix. C, we find that $d\mathcal{M}_{A}/dt = 0$. Moreover, one can simplify the second term in Eq. (78) as $(\mathcal{M}_{1} m_{1}^{2} + \mathcal{M}_{2} m_{2}^{2})/m^{2} = \eta (\rho_{1} m_{2} + \rho_{2} m_{1})$. Therefore, to complete our derivation, we only need to compute $d^{3}(r^{j} r^{k})/dt^{3}$. Since, we aim to obtain $P$ to the leading order, we can use the Keplerian equations to describe the motion of the binary system. We consider that the orbit is in the $(x, y)$ plane. Consequently, we have

$$\frac{d^{3}}{dt^{3}} (r^{j} r^{k}) = -2 \frac{(Gm)^{2}}{l^{2}} (1 + e \cos \varphi) ^{2} \left[ e \sin \varphi n^{j} n^{k} + 2 (1 + e \cos \varphi) (n^{j} \lambda^{k} + \lambda^{j} n^{k}) \right], \quad (79)$$

in which $l$ and $e$ are the semilatus rectum and eccentricity of the orbit, respectively. Here, $n$ and $\lambda$ are the orbital plane’s unit vectors of the binary system that are given by $n = [\cos \varphi, \sin \varphi, 0]$ and $\lambda = [-\sin \varphi, \cos \varphi, 0]$ where $\varphi$ is the true anomaly. Inserting these results within Eq. (73), after some manipulations, we finally arrive at

$$P = \frac{32 \eta^{2}}{5} \left( \frac{G m}{c} \right)^{5} (1 + 2 \alpha)$$

$$\times \left[ 1 + e \cos \varphi + \frac{1}{12} e^{2} (1 + 11 \cos^{2} \varphi) \right], \quad (80)$$

in which

$$\alpha = \frac{c^{2} f_{0}}{m} (\rho_{1} m_{2} + \rho_{2} m_{1}). \quad (81)$$

Notice that given the EMSG correction $\alpha$ is a small parameter, $|\alpha| \ll 1$, we have expanded our results in powers of $\alpha$, kept only linear terms in $\alpha$, and then obtained Eq. (80). This relation describes the flux of energy in the EMSG theory. Obviously, dropping the EMSG correction $\alpha$, the relation (80) reduces to the GR version. It should be emphasized that when the density inside each body is not uniform, this relation would dramatically change. In fact, in a more realistic case where $\rho$ is not constant, $d\mathcal{M}_{A}/dt$ should be considered in calculating the EMSG energy flux.

In order to visualize the effect of the EMSG correction on $P$, we display Eq. (80) in Fig. 1. To do so, we choose a specific case $e = 0.7$ and then numerically solve $\varphi = (Gm/l^{3})^{1/2} (1 + e \cos \varphi)^{2}$ in terms of the retarded time. Here, we also assume that the density of the two bodies in the binary system is of the same order and it is constant. We set $\rho_{1} = \rho_{2} = \rho$. Under this assumption, the EMSG correction (81) reduces to $\alpha = c^{2} f_{0}/\rho$. As seen from this figure, even for the small value of $\alpha$, the flux of energy near the pericenter of the orbit dramatically changes comparing with the GR one. Therefore, one may conclude that studying this relation could strongly restrict the free parameter of this theory $f_{0}$.

In the following section, by studying the post-Keplerian parameter, the time derivative of the orbital period $P$, of several binary pulsars, we attempt to find a bound on $f_{0}$.

As a final point in this section, let us return to the energy flux derived in Eq. (80). As shown, in the EMSG theory, this relation depends on the densities of each component of the binary system in addition to their masses. So, for dense systems like double-neutron star binaries, the EMSG correction will be considerable. On the other hand, it means that the gravitational radiation in this theory may implicitly be affected by the internal structure of each component. Now the question is whether it can be a consequence of the violation of the Strong Equivalence Principle (SEP) in this theory. To demonstrate the latter state, we consider the near-zone metric obtained in Sec. IV B, cf. Eqs. (40a)-(40c). According to the relations represented in Appendix. D, one can show that in the framework of the N-body description, for instance, the time-time component of the spacetime metric

\[3\] Notice that hereafter, the symbol $P$ stands for the orbital period and almost the same symbol $P$ represents the flux of energy.
outside a single sphere with mass \( m \) and constant density \( \rho \) is given by \( g_{00} = -1 + 2Gm/(rc^2)(1 + 4c^2 f_0^0 \rho) \). It illustrates that two compact stars with the same rest mass \( m \) but different densities would induce different spacetimes. In other words, not only their mass but also their density could affect the trajectory of a test particle [30]. This reveals that the interior of the bodies could play a role here. Therefore, we conclude that SEP is indeed violated in this theory. This is expected in the sense that the standard conservation equation for \( T_{\mu\nu} \) does not hold in EMSG. This means that particles do not necessarily move on geodesics. More specifically, the internal properties of the massive bodies appear at the right-hand side of the conservation equation. It should be mentioned that to examine the bodies’ internal structure on the near-zone spacetime completely, one should at least find the metric up to the second iteration where the required PN order is faithfully constructed.

VI. APPLICATION TO THE BINARY PULSARS

As an application of our derivation, we investigate the EMSG effect on the time average of the power radiated due to GWs of the binary system. Then, applying this relation, we study the EMSG version of the post-Keplerian parameter \( \dot{P} \). As the orbital period variation is the best-observed parameter, we choose this post-Keplerian parameter to find a reasonable restriction on the free parameter of the EMSG theory. Of course, to examine the EMSG relativistic effects comprehensively, the other post-Keplerian parameters should also be studied. Moreover, studying all post-Keplerian parameters, one can check the self-consistency of the theory, e.g., in the case of the tensor-scalar theories of gravity, see [41–43]. We next find \( \dot{P}_{\text{EMSG}} \) of several known binary pulsars; and by comparing our result with their observed orbital period variation \( \dot{P}_{\text{obs}} \), we try to set a bound on \( f_0^0 \).

Regarding Eq. (80), we obtain the orbital average of the flux of energy, \( \langle P \rangle \), and then according to the energy-balance equation (21), we arrive at

\[
\langle \frac{dE}{dt} \rangle = -\frac{32}{5} \frac{\eta^2}{\alpha} \left( \frac{Gm}{c} \right)^3 \left( 1 + 2\alpha \right) \times (1 - e^2)^{3/2} \left[ 1 + \frac{73}{24} e^2 + \frac{37}{96} e^4 \right].
\]

for the time average of the radiated power. Inserting the orbital energy and the Kepler third law into the above relation yields

\[
\dot{P}_{\text{EMSG}} = -\frac{192\pi}{5} \left( \frac{GM}{c^3} \right) \left( \frac{2}{\eta^2} \right)^{1/2} \left( 1 + 2\alpha \right) \times (1 - e^2)^{-3/2} \left[ 1 + \frac{73}{24} e^2 + \frac{37}{96} e^4 \right],
\]

for the first time derivative of the orbital period \( P \). Here, \( \eta = \eta^{3/5} m \) is the chirp mass. As seen, the quadrupolar gravitational radiation in the EMSG theory is obviously dictated in this post-Keplerian parameter. Therefore, this relativistic parameter can be a sound test bed for this theory.

Given the sign of \( f_0^0 \), \( \dot{P}_{\text{EMSG}} \) can be smaller or larger than the GR case \( \dot{P}_{\text{GR}} \). Here, we assume that the free parameter of the theory can take both positive and negative values. In [44], by studying the masses and radii of neutron stars, a bound on the EMSG parameter is fixed. It is shown that \(-10^{-37} \text{ m s}^2 \text{ kg}^{-1} < f_0^0 < +10^{-35} \text{ m s}^2 \text{ kg}^{-1} \). This limitation is also consistent with what is provided in [45]. Applying this bound, we examine the time derivative of the orbital period for the well-known Hulse-Taylor binary pulsar, J1915+1606, in EMSG. To do so, we consider that the density of both the pulsar and the companion is of the order of the neutron star density \( \sim 10^{17} \text{ kg m}^{-3} \). In this case, we find that \(-2.447 \times 10^{-12} < \dot{P}_{\text{EMSG}} < -2.399 \times 10^{-12} \). On the other hand, the observed orbital period variation of this system is of the order \( \dot{P}_{\text{obs}} = -2.423 \times 10^{-12} \) [15, 38]. So, one can conclude that, at least this specific binary system does not rule out EMSG.

We apply the method described in [11] to restrict the EMSG parameter. We consider that the EMSG orbital period variation could fully justify the observed one, i.e., we set \( \dot{P}_{\text{EMSG}} = \dot{P}_{\text{obs}} \) or equivalently \( \dot{P}_{\text{GR}} (1 + 2\alpha) = \dot{P}_{\text{obs}} \). So, the free parameter \( f_0^0 \) is restricted as

\[
f_0^0 = \frac{1}{2c^2} \frac{m}{(\rho_1m_2 + \rho_2m_1)} \left[ \frac{\dot{P}_{\text{obs}}}{\dot{P}_{\text{GR}}} - 1 \right].
\]
Moreover, we assume that uncertainty on $f'_0$ is given by

$$f'_0 \pm \delta = \frac{1}{2\epsilon^2} \left( \frac{m}{\rho_1 m_2 + \rho_2 m_1} \right) \left[ \left( \frac{\dot{P}_{\text{obs}}}{\dot{P}_{\text{GR}}} \right) \delta \right],$$

where $\delta$ shows the experimental error on $\dot{P}_{\text{obs}}$. Here, we do not add the contributions resulting from the Galactic and kinematic/Shklovskii accelerations, $\dot{P}_{\text{Gal}}$ and $\dot{P}_{\text{kin}}$ [46], to the orbital decay. After these values are provided in the literature, the ratio $\dot{P}_{\text{obs}}/\dot{P}_{\text{GR}}$ in Eq. (84) should be changed to $(\dot{P}_{\text{obs}} - \dot{P}_{\text{Gal}} - \dot{P}_{\text{kin}})/\dot{P}_{\text{GR}}$. We select the binary pulsars whose characteristics like the mass of pulsar $m_p$ and mass of companion $m_c$, orbital eccentricity $e$, orbital period $P$, and observed orbital period deviation are introduced with a good precision in the literature. In Table I, the J-name of these binary pulsars and their characteristics needed during our calculations are shown. For the first relativistic binary pulsar, J2129+1210C, we exhibit our method in Fig. 2. As seen in this figure, the function $P_{\text{EMSG}}$ intersects the horizontal line of $\dot{P}_{\text{obs}}$. This point is indicated with the green arrow. Therefore, for this value of $f'_0$, this theory can justify the observed orbital period variation. Here, we assume that the density of both neutron stars in this binary pulsar is of the order $10^{17}$ kg m$^{-3}$. Moreover, the upper and lower limits of this parameter are obtained according to Eq. (85). These are also displayed with the blue arrows. Furthermore, one can see that for the value $f'_0 = 0$, our result reduces to the GR case. We display this with $f'_{\text{GR}} = 0$ in this figure.

A similar interpretation is applied for the rest of the binary pulsars. The results are summarized in Table II. In this table, for each system, we obtain a numerical value for $f'_0$ which satisfies the observed results. For the double neutron star binary pulsars, we set $\rho_1 = \rho_2 = 10^{17}$ kg m$^{-3}$; and for the last two systems in this table, which are the pulsar-white-dwarf binaries, we consider that the density of pulsar and companion is of the order $10^{17}$ and $10^9$ kg m$^{-3}$, respectively. Also, we introduce the interval $\Delta f'_0$ as $|f'_{0+\delta} - f'_{0-\delta}|/2$. In fact, twice this interval shows where $P_{\text{EMSG}}$ would intersect the observed case.

**TABLE I: The binary pulsars and their characteristics**

| System       | $P$     | $e$   | $m_p$ (d) | $m_c$ (M$_\odot$) | $\dot{P}_{\text{obs}}$ (×10$^{-12}$) | $\dot{P}_{\text{GR}}$ (×10$^{-12}$) | References |
|--------------|---------|-------|-----------|-------------------|-------------------------------------|-------------------------------------|------------|
| J2129+1210C | 0.335   | 0.681 | 1.358     | 1.354             | −3.96                               | 0.05                                | −3.94      |
| J1915+1606  | 0.322   | 0.617 | 1.438     | 1.3886            | −2.423                              | 0.001                               | −2.403     |
| J0737-3039A | 0.102   | 0.087 | 1.338     | 1.2489            | −1.252                              | 0.017                               | −1.248     |
| J1537+1155  | 0.420   | 0.273 | 1.332     | 1.3452            | −0.138                              | 0.0001                              | −0.192     |
| J1141-6545  | 0.197   | 0.171 | 1.27      | 1.02              | −0.403                              | 0.025                               | −0.387     |
| J1738+0333  | 0.354   | 0.017 | 1.46      | 0.181             | −0.017                              | 0.0031                              | −0.0277    |

The first three systems reveal that the $f'_0$ value of the order $10^{-37}$ ms$^{-2}$ kg$^{-1}$ improves the theoretical predictions. In fact, in these cases, the same order of the EMSG parameter can fill the gap between the observed results and the GR predictions. On the other hand, the next double neutron star binary pulsar, J1537+1155, behaves differently. For this relativistic system, we find that $f'_0$ is negative and its value is different from that of the previous double neutron star binary pulsars. However, it is necessary to emphasize that for this system, the percent error $|(|\dot{P}_{\text{obs}} - \dot{P}_{\text{GR}}|)/\dot{P}_{\text{GR}}| \times 100$ is about 28%, while the percent error of the previous systems is less than 1%, making it of less interest and reliability in this investigation. Modifying Eq. (84) by inserting $\dot{P}_{\text{Gal}} = (0.037 \pm 0.011) \times 10^{-12}$ [40] for J1537+1155 improves the results and increases $f'_0$ up to $2.46 \times 10^{-36}$ ms$^2$ kg$^{-1}$. Moreover, we simply assume that the density of the components is constant with the order $10^{17}$ kg m$^{-3}$. For the
TABLE II: The value of the EMSG parameter and its uncertainty by analyzing the orbital decay of the specific binary pulsars. In SI units, the dimension of this parameter is m s² kg⁻¹. It should be mentioned, the best previous constraint on \( f'_0 \) is introduced in [44] which is in the range \(-10^{-37} \text{ m s}^2 \text{ kg}^{-1} < f'_0 < +10^{-36} \text{ m s}^2 \text{ kg}^{-1}\).

| System               | \( f'_0 \) (×10⁻³⁷) | \( f'_{0+\delta} \) (×10⁻³⁷) | \( f'_{0-\delta} \) (×10⁻³⁷) | \( \Delta f'_0 \) (×10⁻³⁷) |
|----------------------|----------------------|----------------------|----------------------|----------------------|
| J2129+1210C          | 2.82                 | -4.24               | 9.89                 | 7.06                 |
| J1915+1606           | 4.49                 | 4.25                | 4.72                 | 0.23                 |
| J0737-3039A          | 1.64                 | -5.94               | 9.23                 | 7.58                 |
| J1537+1155           | -157.54              | -157.83             | -157.25              | 0.29                 |
| J1141-6545           | 52.02                | -28.69              | 132.73               | 80.71                |
| J1738+0333           | -1922.75             | -2491.89            | -1353.62             | 569.13               |

higher density range, \( f'_0 \) deduced from J1537+1155 may also enter the mentioned bound.

For the last two pulsar-white-dwarf binaries, J1141-6545 and J1738+0333, we assume that the white dwarf density is of the order \( 10^9 \text{ kg m}^{-3}\). For these two cases, one can see that the value of \( f'_0 \) is not of the order of the first three cases. It can be a result of the effect of the Galactic and kinematic accelerations, the constant density assumption, or the magnitude of the density inside these systems. To clarify the latter fact, we study Eq. (84) for the different range of \( f'_0 \) and \( \rho \) in Fig. 3. It should be mentioned in the case of white-dwarf-pulsar binaries, we assume that the density of the companion is of the order \( 10^9 \text{ kg m}^{-3}\), and we consider that the density of the pulsar can change between \( 10^{17} - 8 \times 10^{17} \text{ kg m}^{-3}\). For Four binary pulsars J2129+1210C, J1915+1606, J0737-3039A, and J1141-6545, we obtain reliable values for \( f'_0 \) in terms of \( \rho \). As seen, the value of \( f'_0 \) is completely sensitive to the density, and at the high-density regime, it decreases to 1 order of magnitude. We also find that the binary pulsars J1537+1155 and J1738+0333 have no solution in the range shown in this figure. It should be emphasized that for these systems, the percent error \( |(P_{\text{obs}} - P_{\text{GR}})/P_{\text{GR}}| \times 100 \) is more than 25%. Because of this high percent error, we ignore these two systems in the following analysis and focus our attention on the rest systems in Table II where the percent error is less than 5%.

VII. CONCLUSION

In this paper, we have introduced the PM approximation of EMSG. Utilizing this approximation, the gravitational energy flux has been studied in this theory. As an application of our derivation, we have investigated the EMSG effect on the post-Keplerian parameter \( P \). Comparing \( P_{\text{EMSG}} \) with \( P_{\text{obs}} \) of six binary pulsars categorized in Table I, the free parameter of the EMSG theory has been fixed. The results are summarized in Table II.

It has been shown that for the first three binary pulsars in this table, the parameter \( f'_0 \) is of the order of \( 10^{-37} \text{ m s}^2 \text{ kg}^{-1}\). In other words, for this value of the EMSG parameter, the gap between the observed results and the GR predictions can be filled. However, the order of magnitude of \( f'_0 \) is quite different for the next three binary pulsars. This discrepancy is visualized in Fig. 4. In this figure, the absolute value of \( f'_0 \)s in terms of \( |(P_{\text{obs}} - P_{\text{GR}})/P_{\text{GR}}| \times 100 \) for the six binary pulsars is displayed.

Some assumptions taken during our derivation can be the origin of this discrepancy. As mentioned, we have considered that the density of the binary components is constant, and for the neutron star, we set \( \rho = 10^{17} \text{ kg m}^{-3}\). On the other hand, determining the EMSG parameter strongly depends on the density of the subject system. We have shown that increasing the density to \( 8 \times 10^{17} \text{ kg m}^{-3}\), the value of \( f'_0 \) can change about 1 order of magnitude. In Figs. 3 and 4, it is exhibited that at the higher density range, the binary pulsar J1141-6545 may also behave like the first three so that \( f'_0 \) enters the range \( < 10^{-36} \text{ m s}^2 \text{ kg}^{-1}\). This case is displayed by an asterisk in the J-name of this binary pulsar in Fig. 4.

In addition, another reason for this discrepancy may be the mass dependence of \( f'_0 \). In Eq. (84), we have
illustrated that the mass-dependent terms exist in the definition of $f'_0$. Notice that some part of this dependency lies in $\dot{P}_{\text{GR}}$. So, in an accurate analysis to determine $f'_0$, one needs to study the mass of the binary components in the EMSG framework. To do so, one should obtain the other post-Keplerian parameters in EMSG. In this paper, as the first step to estimate the order of the free parameter in this theory by studying $\dot{P}$, we have utilized the masses derived in the GR context. We leave the complete analysis for future work.

More importantly, other causes may come from the considerable contributions of the Galactic and kinematic/Shklovskii accelerations to the orbital decay [46]. In this case, the ratio $P_{\text{obs}}/P_{\text{EMSG}}$ can dramatically change and affect the value of $f'_0$. We have argued that by adding the Galactic acceleration, the value of $f'_0$ obtained from the system J1537+1155 is improved so that it approaches that of the first three systems. So, to estimate the free parameter of EMSG truly, besides obtaining the mass and density of the binary components more accurately, we need to consider the role of the Galactic and kinematic/Shklovskii accelerations. So, to estimate the value of $f'_0$, we ignore systems with high percent error and focus our attention on the rest systems where the percent error is less than 5%.

Figure 5 represents the value of $f'_0$ and its error bar for the systems with percent error < 5%. As seen from this figure, for the binary pulsars J2129+1210C, J1915+1606, and J0737-3039A with the percent error less than 1%, for $f'_0 < 10^{-36}$, one can fill the gap between the observed results and the GR predictions. Considering the error bars, we conclude that $-6 \times 10^{-37} \text{m s}^2 \text{kg}^{-1} < f'_0 < +10^{-36} \text{m s}^2 \text{kg}^{-1}$ from these binary pulsars. This constraint on $f'_0$ is in agreement with the specified range $-10^{-37} \text{m s}^2 \text{kg}^{-1} < f'_0 < +10^{-36} \text{m s}^2 \text{kg}^{-1}$ introduced in [44]. On the other hand, adding J1141-6545, one can estimate $-2.8 \times 10^{-36} \text{m s}^2 \text{kg}^{-1} < f'_0 < +1.3 \times 10^{-35} \text{m s}^2 \text{kg}^{-1}$ for the range of the free parameter of theory. Although,
because of the different nature of this white-dwarf–pulsar binary from the first three systems, more effects like the mass transfer in the binary system and the accurate density of the components should be considered. In conclusion, the first three binary pulsars in Table II do not rule out the theory, and by analyzing these systems, we estimate that the bound $-6 \times 10^{-37} \text{m}^2\text{s}^{-2}\text{kg}^{-1} < f_0 < +10^{-36} \text{m}^2\text{s}^{-2}\text{kg}^{-1}$ for the free parameter of EMSG. However, for the last three binaries where the percent error is high, further study on the density, the mass of the binary pulsar components, (in the case of white-dwarf–pulsar binaries) the hydrodynamics effects due to the mass transfer, and the contributions of the Galactic and kinematic/Shklovskii accelerations to the orbital decay are required to improve the free parameter estimation.
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Appendix A: Symbols and Acronyms

In this appendix, for the convenience of the reader, symbols and acronyms are summarized in Tables III and IV.

Appendix B: Essential Relations

In this Appendix, we introduce the essential relations required to study the balance-energy equation in the context of the EMG theory. The first one is the definition of the Landau-Lifshitz pseudotensor $(-g)^{\alpha\beta}_{LL}$. Its general definition in terms of the gothic metric $g^{\alpha\beta}$ is given by

$$
(-g)^{\alpha\beta}_{LL} = \frac{c^4}{16\pi G} \left\{ \partial_\lambda g^{\alpha\beta} \partial_\mu g^{\lambda\mu} - \partial_\lambda g^{\alpha\lambda} \partial_\mu g^{\beta\mu} + \frac{1}{2} g^{\alpha\beta} g_{\lambda\mu} \partial_\rho g^{\lambda\nu} \partial_\tau g^{\mu\rho} - g^{\alpha\lambda} g_{\mu\nu} \partial_\rho g^{\tau\nu} \partial_\lambda g^{\mu\rho} - g^{\beta\lambda} g_{\mu\nu} \partial_\rho g^{\nu\sigma} \partial_\lambda g^{\mu\rho} + g_{\lambda\mu} g^{\nu\rho} \partial_\rho g^{\alpha\lambda} \partial_\mu g^{\beta\nu} + \frac{1}{8} (2g^{\alpha\lambda} g^{\beta\mu} - g^{\alpha\beta} g^{\lambda\mu}) \left( 2g_{\nu\rho} g^{\tau\sigma} - g^{\nu\sigma} g^{\rho\tau} \right) \partial_\lambda g^{\nu\tau} \partial_\mu g^{\rho\sigma} \right\} .
$$

By defining the gravitational potential $h^{\alpha\beta} = \eta^{\alpha\beta} - \bar{g}^{\alpha\beta}$ and imposing the harmonic gauge condition $\partial_\beta h^{\alpha\beta} = 0$, one can simplify the above definition as

$$
(-g)^{\alpha\beta}_{LL} = \frac{c^4}{16\pi G} \left\{ \frac{1}{2} \eta^{\alpha\beta} \eta_\mu \partial_\nu h^{\lambda\nu} \partial_\lambda h^{\mu\rho} - \eta^{\alpha\lambda} \eta_{\mu\nu} \partial_\rho h^{\beta\nu} \times \partial_\lambda h^{\mu\rho} - \eta^{\beta\lambda} \eta_{\mu\nu} \partial_\nu h^{\alpha\lambda} \partial_\lambda h^{\mu\rho} + \eta_{\mu\nu} \eta^{\rho\sigma} \partial_\lambda h^{\alpha\lambda} \partial_\mu h^{\beta\nu} + \frac{1}{8} (2\eta^{\alpha\lambda} \eta^{\beta\mu} - \eta^{\alpha\beta} \eta^{\lambda\mu}) \left( 2\eta_{\nu\rho} \eta^{\tau\sigma} - \eta^{\nu\sigma} \eta^{\rho\tau} \right) \partial_\lambda h^{\nu\tau} \partial_\mu h^{\rho\sigma} \right\}. \tag{B1}
$$

The second set of the important relations we need during our calculation is the PM expansion of the metric and its determinant in terms of the gravitational potentials. In [35], by utilizing the Landau-Lifshitz formalism and introducing the modern approach to the PM theory, it is shown that these PM expansions are given by the following general forms:

$$
g_{\alpha\beta} = \eta_{\alpha\beta} + h_{\alpha\beta} - \frac{1}{2} h \eta_{\alpha\beta} + h_{\alpha\mu} h^\mu_{\beta} - \frac{1}{2} h h_{\alpha\beta}
+ \left( \frac{1}{8} h^2 - \frac{1}{4} h^\mu_{\nu} h_{\mu\nu} \right) \eta_{\alpha\beta} + O(G^3), \tag{B3}
$$

$$
(-g) = 1 - h + \frac{1}{2} h^2 - \frac{1}{2} h^\mu_{\nu} h_{\mu\nu} + O(G^3), \tag{B4}
$$

in which $h = \eta_{\alpha\beta} h^{\alpha\beta} = -\eta_{\alpha\beta}^\mu \eta_{\nu}^{\mu} + h^{kk}$. It should be noted that to derive these relations, according to the PM expansion of $h_{\alpha\beta}$, it is considered that the gravitational potentials are at least of the order $O(G)$. We use this general relation to find the near-zone metric in Sec. IV A.

The third set of the essential relations is the solutions of the wave equation (13). All general forms of these solutions with respect to the position of the field and source points are completely derived and classified in [35]. Here, we rewrite the solutions that we use in our calculation. The general solution of the wave equation when the source and field points both are situated within the near zone is given by

$$
h_{\alpha\beta}^{\text{eff}}(t, x) = \frac{4G}{c^4} \sum_{l=0}^{\infty} \frac{(-1)^l}{l!} \nabla \left( \frac{\partial}{\partial t} \right) \int_{\mathcal{M}} \tau^{\alpha\beta}_{\text{eff}}(t, x') |x - x'|^{-l-1} d^3x'. \tag{B5}
$$

Here, $\mathcal{M}$ represents the three-dimension region which in fact separates the near zone from the wave zone. The length scale and surface of this boundary are displayed by $R$ and $\partial\mathcal{M}$, respectively. We should recall that in the primary stage of the iterated method, we are not allowed to impose the harmonic gauge conditions, $\partial_\alpha h^{\alpha\beta} = 0$, or equivalently the conservation equations, $\partial_\alpha \tau^{\alpha\beta}_{\text{eff}} = 0$. In fact, we postpone this condition until the last step of the iterative procedure, cf. [35]. So, in our calculation, if we are in the primary stage of the iterated method, we use Eq. (B5) to find the near-zone portion of the potential in the near zone; and if we are in the very last iterated step, we can freely use $\partial_\alpha \tau^{\alpha\beta}_{\text{eff}} = 0$ to simplify this integral and find the potential.

The next solution we need to complete our derivation is the near-zone solution of the wave equation where the field point is in the wave zone and the source point is situated in the near zone. In this case, unlike the previous near-zone solution, the field point is located in the wave

| Acronyms | Extended name |
|----------|----------------|
| GR       | General theory of relativity |
| GW       | Gravitational wave |
| EMG      | Energy-momentum-squared gravity |
| PM       | Post-Minkowskian |
| T-T      | Transverse-tracefree |
| cm_A     | Center of mass of the body $A$ |
| SEP      | Strong equivalence principle |

**Table III:** List of abbreviations frequently used in the paper.
The general form of this solution is given by
\[
\frac{\partial}{\partial x_j} \left[ \frac{1}{\tau_{\text{eff}}} \sqrt{-g} \partial_{\text{eff}} \right] \left( \tau, x', x^{j_1, j_2 \cdots j_l} \right) d^3 x' = \sum_{l=0}^{\infty} \frac{(-1)^l}{l!} \int_{\mathcal{M}} h^{\alpha\beta}_{\mathcal{N}}(\tau, x') x^{j_1, j_2 \cdots j_l} d^3 x'.
\]

Here \( x^{j_1, j_2 \cdots j_l} \) stands for \( x^{j_1}, x^{j_2} \cdots x^{j_l} \) and \( \partial_{j_1, j_2 \cdots j_l} \) shows \( \partial_{j_1} \partial_{j_2} \cdots \partial_{j_l} \). We recall that \( \tau = t - r/c \) is the retarded time and the integrand in this integral unlike the previous solution is a function of \( \tau \).

Another solution that we will encounter during our calculation, is the wave-zone solution where the field and source points both are situated in the wave zone. In this case, considering the source of the wave-zone portion of the gravitational potential as
\[
\tau_{\text{EMSG}}^{\alpha\beta} = \frac{1}{4\pi} \frac{f^{\alpha\beta}(\tau)}{r^n} n_{<j_1 j_2 \cdots j_l>},
\]

the wave-zone portion of the gravitational potential is given in the following form
\[
h^{\alpha\beta}_{\mathcal{W}}(t, x) = 4G \frac{n_{<j_1 j_2 \cdots j_l>}}{c^4} \left[ \int_0^R f^{\alpha\beta}(\tau - 2s/c)A(s, r)ds + \int_R^\infty f^{\alpha\beta}(\tau - 2s/c)B(s, r)ds \right],
\]
in which \( A(s, r) = \int_s^{s+r} P_1(\zeta) p^{1-n} dp \) and \( B(s, r) = \int_s^{s+r} P_1(\zeta) p^{1-n} dp \). Here, \( P_1(\zeta) \) is a Legendre polynomial, \( \zeta = (r+2s)/r-2s(r+s)/(rp) \), and \( n_{<j_1 j_2 \cdots j_l>} \) is an angular symmetric trace-free tensor introduced in Eq. (1.154) of [35].

Appendix C: On the time derivative of \( \mathfrak{M} \)

During our calculations in Sec. IV, we have encountered the new EMSG parameter \( \mathfrak{M} \) introduced by Eq. (39). We have then shown that the time derivative of this parameter is entered in several PN corrections. Here, we try to simplify \( d\mathfrak{M}/dt \). Given Eq. (39), we have
\[
\frac{d\mathfrak{M}}{dt} = \int_{\mathcal{M}} \frac{\partial}{\partial t} \rho^* v^3(t, x) d^3 x.
\]

Utilizing the conservation of the rest-mass density (9), we find that
\[
\frac{d\mathfrak{M}}{dt} = -2 \int_{\mathcal{M}} \rho^* v \partial_j (\rho^* v^3) d^3 x.
\]

One can simply show that this relation can be written as
\[
\frac{d\mathfrak{M}}{dt} = -2 \int_{\partial\mathcal{M}} v \rho^* \rho^* v^3 dS_j + 2 \int_{\mathcal{M}} \partial_j \rho^* (\rho^* v^3) d^3 x,
\]
after applying the Gauss divergence theorem. Noting that the matter part vanishes on the boundary of \( \mathcal{M} \), the first surface integral is zero. So, this term is reduced to
\[
\frac{d\mathfrak{M}}{dt} = 2 \int_{\mathcal{M}} \rho^* v \partial_j \rho^* v^3 d^3 x.
\]
Appendix D: N-body description of the gravitational potentials

As we have seen in Sec. IV C, it is important to know the order of the magnitude of the Newtonian and EMSG potentials \( U \) and \( U_{\text{EMSG}} \) on the boundary between the near and wave zones. We have called it \( \partial M \). For this purpose, in this Appendix, we benefit from the N-body description of the fluid system to derive an appropriate relation which can approximately define these gravitational potentials on the surface \( \partial M \).

To do so, we consider that the fluid is constructed from \( N \) well-separated bodies. In this description, we can rewrite the gravitational potential as

\[
U(t, x) = \sum_{A=1}^{N} G \int_{A} \frac{\rho^s(t, x')}{|x - x'|} d^3x', \tag{D1}
\]

where the index “\( A \)” stands for the body \( A \) and \( A = 1, 2, \ldots, N \). We assume that the body \( A \) occupies the volume \( V_A \) in space with length scale \( R_A \). To simplify this integral, we change the variable as \( x' = \bar{x}' + r_A \). Here, \( r_A(t) \) is the position of the center of mass of the body \( A \) and the vector \( \bar{x} \) is the distance between a fluid element and \( r_A(t) \). So, we have

\[
U(t, x) = \sum_{A=1}^{N} G \int_{A} \frac{\rho^s(t, r_A + \bar{x}')}{|s_A - \bar{x}'|} d^3x', \tag{D2}
\]

in which \( s_A = |x - r_A| \) is the position of the field point relative to the center of mass of the body \( A \). Now, we assume that this distance is much larger than the dimension of the body \( A \), i.e., we have \( R_A \ll s_A \). Using this condition, we can expand \( |s_A - \bar{x}'|^{-1} \) in powers of \( \bar{x}' \). Regarding this fact, one can simplify Eq. (D2) to

\[
U = \sum_{A=1}^{N} \left( \frac{Gm_A}{s_A} + \frac{1}{2} I^j_A \partial_j \frac{1}{s_A} + \cdots \right), \tag{D3}
\]

where

\[
m_A = \int_{A} \rho^s d^3\bar{x}', \tag{D4a}
\]

\[
I^j_A = \int_{A} \rho^s \bar{x}' \partial_j \bar{x}' d^3\bar{x}', \tag{D4b}
\]

are the material mass and quadrupole moment of the body \( A \), respectively. This derivation is comprehensively introduced in chapter 9 of [35]. Now, we assume that each compact body is located in the near zone, i.e., \( r_A \ll R \). Bearing this assumption in mind, one can deduce that Eq. (D3) reduces to

\[
U = \sum_{A} \frac{Gm_A}{r} + O(r^{-3}), \tag{D5}
\]

when we want to study the gravitational potential in the wave zone, i.e., \( |x| \geq R \). Here, we set \( s_A \simeq |x| = r \). In Sec. IV C, we use this potential as a source of the surface integrals. We then set \( r = R \) in that derivation.

In order to obtain the EMSG potential, the other source term of the surface integrals, we apply the same strategy introduced above. In the N-body description, for Eq. (34b), we have

\[
U_{\text{EMSG}}(t, x) = \sum_{A} G \int_{A} \frac{\rho^{s^2}(t, x')}{|x - x'|} d^3x'. \tag{D6}
\]

Changing the integration variable like before and using the Taylor expansion of \( |s_A - \bar{x}'|^{-1} \), we arrive at

\[
U_{\text{EMSG}} = \sum_{A} \left( \frac{G\mathfrak{M}_A}{s_A} + \frac{1}{2} \gamma^j_A \partial_j \frac{1}{s_A} + \cdots \right), \tag{D7}
\]

where

\[
\mathfrak{M}_A = \int_{A} \rho^{s^2} d^3\bar{x}', \tag{D8a}
\]

\[
\gamma^j_A = \int_{A} \rho^{s^2} \bar{x}' \partial_j \bar{x}' d^3\bar{x}'. \tag{D8b}
\]

It should be mentioned that to simplify this relation, we consider the following symmetry for the matter density \( \rho^s(t, r_A - \bar{x}) = \rho^s(t, r_A + \bar{x}) \) and deduce that the integral \( \int_{A} \rho^{s^2} \bar{x}' d^3\bar{x}' \) vanishes. The same scheme is also applied in the previous case. One can easily show that this relation is simplified to

\[
U_{\text{EMSG}} = \sum_{A} \frac{G\mathfrak{M}_A}{r} + O(r^{-3}), \tag{D9}
\]

when \( |x| \gg |r_A| \).