Demonstration of nanosecond operation in stochastic magnetic tunnel junctions
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Magnetic tunnel junctions operating in the superparamagnetic regime are promising devices in the field of probabilistic computing, which is suitable for applications like high-dimensional optimization or sampling problems. Further, random number generation is of interest in the field of cryptography. For such applications, a device’s uncorrelated fluctuation time-scale can determine the effective system speed. It has been theoretically proposed that a magnetic tunnel junction designed to have only easy-plane anisotropy provides fluctuation rates determined by its easy-plane anisotropy field, and can perform on nanosecond or faster time-scale as measured by its magnetoresistance’s autocorrelation in time. Here we provide experimental evidence of nanosecond scale fluctuations in a circular shaped easy-plane magnetic tunnel junction, consistent with finite-temperature coupled macrospin simulation results and prior theoretical expectations. We further assess the degree of stochasticity of such signal.

In recent years, probabilistic computing based architectures, such as Ising and Boltzmann Machines have seen a revival. These offer improved efficiency compared to the traditional deterministic von Neumann approach to solving computational hard problems such as the traveling salesman problem and factorization. These computation approaches require a large number of independent sources of stochastic signal since they are often based on Markov Chain Monte Carlo techniques like Gibbs sampling. Thus an economical, low-power, high-density hardware true-random noise source is of interest. Magnetic tunnel junctions (MTJ) have already been integrated into CMOS technologies on scale for memory applications. These MTJs with low uniaxial anisotropy energy barriers, operating in the relatively slow, millisecond time regime. For macropin in the limit $E_b/k_BT > 1$, the superparamagnetic fluctuation rate follows an Arrhenius-like relation, with the fluctuation rate $1/T_F \propto (1/\tau_0) \exp(-E_b/k_BT)$. An exponential increase in fluctuation rate is expected upon lowering of the energy barrier height $E_b/k_BT$, with a frequency scale set approximately by the attempt frequency of $1/\tau_0 \propto \alpha \gamma H_k$, where $\alpha$ is the macrospin’s Landau-Lifshitz damping coefficient, $H_k$ the anisotropy field, and $\gamma \sim 2\mu_B/h$ the magnitude of the gyro-magnetic ratio. Since both energy barrier $E_b = mH_k/2$ (with $m$ being the total moment of the macrospin) and attempt frequency decrease with decreasing $H_k$, there is a limit in fluctuation rate. The low anisotropy limit $E_b/k_BT < 1$ distributes magnetic states more isotropically, with a fluctuation rate of the order $\alpha \gamma k_BT/m^{[19,22]}$. For common materials and device parameters, this limiting speed is $\sim 10$ to 100 MHz.

A potential way to increase the fluctuation speed, proposed recently, is to utilize easy-plane anisotropy that can allow super-paramagnetic fluctuation confined in-plane, while preserving some high-speed fluctuation dynamics. In this configuration, the energy barrier is primarily set by the shape of the magnetic tunnel junction. A low energy barrier can be achieved by constructing a circular in-plane junction. The attempt frequency for this configuration is then related to the free layer’s easy-plane anisotropy field, which can be significantly higher than easy-axis anisotropy field $H_k$, allowing for a faster fluctuation. Nanosecond scale dwell times have been reported in earlier in-plane structures with uniaxial anisotropies, however, the autocorrelation time of such structures has not been thoroughly investigated.

In this letter, we experimentally explore an in-plane MTJ’s fluctuation behavior, and measure its fluctuation speed and stochasticity. We fabricate MTJs with $\sim 60$ nm circular diameters based on CoFeB (Methods). The resulting device structure is represented schematically in Fig.1. Here the top CoFeB above MgO is the free layer (FL), the reference layer (RL) below MgO consists of two CoFeB ferromagnets antiferromagnetically coupled through Ru, forming a so-called synthetically antiferromagnetic (SAF) structure for dipole field compensation.

Figure 1d shows the quasi-static ($\ll 10$ kHz) magnetoresistance of the MTJ as a function of applied magnetic field measured at $+20$ mV of DC bias across the MTJ. We define +bias as the direction where tunnel-current related spin-torque favors the parallel (P) alignment of the FL with respect to the RL. The resistance thus measured is the low-pass time-averaged mean value. At zero applied field, the MTJ is in the high resistance anti-parallel (AP) state, due to incomplete compensation of the dipole field from the SAF RL. At higher field, both FL and RL are nearly saturated along the applied field direction, resulting in a lower resistance near the P state. When the same measurement is performed at $+0.6$ V in Fig 1f, we observe the the magnetoresistance behavior is changed.
This polarity of bias voltage results in a spin torque that encourages parallel orientation of two layers. Interestingly, we observe that the resistance near zero field is not the AP or P state resistance, but rather an in-between value. Measurement at negative voltages in Fig. 1 shows that at low field the junction tends to stay in the AP state, consistent with the sign change of spin torque.

The data in Figure 1 show that the mean MTJ resistance at zero field is bias dependent. To probe for faster dynamics, the real time MTJ state is read with an oscilloscope (Methods). Figure 2a shows the signal as a function of time for three different biases. At 0.62 V, the oscilloscope read time series \( V(t) \) has larger amplitude than the measurement noise shown as 0.0 V of MTJ bias. Comparatively, at -0.62 V we observe a signal that is at a similar level as the 0.0 V bias noise floor. This suggests that the signal increase seen at +0.62 V originates from MTJ magnetoresistance (MR), and that the dynamics determining MR time series amplitude is asymmetric against MTJ bias voltage.

To establish the time-scale for randomness in such fluctuating signals, we evaluate the time domain oscilloscope readout’s autocorrelation in discrete time-step as

\[
R_{VV}(t_k) = \sum_{l=0}^{N-1} \overline{V(t_l)V^*(t_l-k+N-1)}
\]

where \( N = \|V\| \) is the length in time-step numbers of time-series voltage signal \( V(t) \), with \( t_l = l\Delta t \) representing integer time-steps of the digital scope, with \( V(t) \) set to zero for \( t < 0 \) or \( t > N\Delta t \) for evaluation in Eq. 1.

The width of the resulting \( R_{VV}(t) \) near \( t = 0 \) is used as a measure for the time-scale of \( V(t) \)’s stochasticity.

Figure 2b gives an example of such autocorrelation, normalized at its maximum, for a time-series of 10 \( \mu \text{s} \) in total length at 50 ps time-step, at an MTJ bias of +0.62 V. We extract the width \( \Delta\tau_{ac} \) of the autocorrelation numerically, based on 10% to 90% of integrated intensity, corresponding to the grey region in the time-axis in Fig. 2b. Multiple bias voltages are used for such time traces and autocorrelation curves. The resulting autocorrelation width’s bias dependence is shown in Fig. 2c. For low and negative bias, the autocorrelation is dominated by the noise floor of our measurement system, as evidenced by its apparent independence on bias-voltage across the MTJ. For \( V_{bias} \gtrsim +0.3 \) V, on the other hand, a systematic change is seen in the autocorrelation width, accompanied by the increase in signal amplitude of \( V(t) \) as in Fig. 2a.

To clarify the bias-voltage regions where the autocorrelation time could be reasonably assigned to MTJ signal, Figure 2c shows as a function of MTJ bias voltage both the width of the autocorrelation function on the left-y axis, and the scope-recorded \( V(t) \) swing amplitude on the right y-axis. The signal swing is defined by \( V(t) \)’s 2% and 98% boundary from its cumulative distribution at a given MTJ bias voltage. Note that \( V(t) \)’s mean is artificially leveled by the bias-T isolation and by the low-frequency cutoff of the RF amplifier. For biases below \( \sim +0.2 \) V and negative, we observe little change in \( V(t) \) amplitude, where the time series’ autocorrelation width appears dominated by the intrinsic noise characteristics of the measurement setup. For \( V_{bias} \gtrsim +0.3 \) V a clear increase is seen in the signal amplitude, together with an initial increase of the autocorrelation width. As bias is increased further, the correlation time starts to decrease again.

The signal amplitude increase for \( V_{bias} \gtrsim +0.3 \) V suggests the measured time series \( V(t) \) is becoming more dominated by MTJ resistance fluctuation above system noise. Therefore, the resulting autocorrelation width change in Fig. 2c has its origin in the dynamics of MTJ magnetic moment fluctuation under spin-torque bias. We will compare these observed \( \Delta\tau_{ac} \) bias dependence with modeling analysis later in this study and in supplemental note 1.

To visualize the nature of stochasticity in observed

---

1. See, for example: https://docs.scipy.org/doc/scipy/reference/generated/scipy.signal.correlate.html
FIG. 2. (a) Time traces of the MTJ signal with no bias voltage and high bias. (b) The autocorrelation function of the measured time traces. (c) The linewidth of the autocorrelation as a function of bias voltage (blue) and the max and minimum time domain signal amplitudes (red). (d-g) The time domain signal plotted against the same signal delayed 5 ns for the voltages shown by the dotted lines in (c). The scales for signal voltage in (a),(c) and (d-g) are normalized against the highest amplitude obtained at +0.62V bias.

The time series $V(t)$, lag plots of representative 500 ns time traces are shown in Fig.2 at different $V_{bias}$ points. The autocorrelation width, such as in Fig.2, suggests that after $\sim 5$ ns the state of the MTJ should be independent of its prior. If so, the resulting lag plot of the delayed MTJ state $V(t-5 \text{ ns})$ vs $V(t)$ would resemble an uncorrelated MTJ resistance fluctuation that visits the full space of possible states. This is indeed what one sees with our time series’ lag plots at high positive biases in Fig.2-g, where a square-shaped cluster or one bounded by signal-voltage-high is seen, corresponding to the full fluctuation of the MTJ’s signal, bounded by its magnetoresistances in parallel (P) and antiparallel (AP) states between the free-layer (FL) and reference-layer (RL).

At lower applied bias, a smaller amplitude, more rounded distribution of values is seen. This represents a cross-over into where measurement noise in the setup starts to dominate. At large negative bias, a slightly larger region of space is occupied, with the distribution relatively circular around zero. This is consistent with the MTJ’s anti-parallel state being stabilized further by STT, and the fluctuation amplitude and probability out of AP state being suppressed – thus $V(t)$ remains limited by measurement noise primarily. Indeed as shown by our R-H data in Fig.1, these junctions under study have an excess of AP-preferred coupling from the partially SAF-compensated RL.

Taking these factors together, we conclude that an MTJ magnetoresistance fluctuation related autocorrelation time of $\sim 2$ to $5$ ns (depending on bias) has been observed from such MTJ devices as shown here, as expected from earlier model calculations.[22, 23].

Such observed behavior shown in Fig.2 is consistent with expected dynamics of an easy-plane superparamagnetic MTJ under thermal agitation. This can be illustrated by comparing these measured data with numerical simulation using a simple, three-moment coupled Landau-Lifshitz-Gilbert equation-set incorporating Langevin fields for finite-temperature fluctuations[1]. The FL, top and bottom RL, shown in Fig.1, are represented by macrospin moments $m_{1,2,3}$ respectively. The LLG equation set includes interlayer coupling. Both dipolar and exchange interactions are included with a simplified effective exchange form. Also included is the Slonczewski-type of antidamping spin torque terms between $m_{1,2}$. Same as in measurements, we define the positive direction of spin-current (i.e. bias current) to be the direction that stabilizes the FL into P-state with respect

\[ \text{see } \text{https://www.itl.nist.gov/div898/handbook/eda/section3/ lagplot.htm} \]
Figure 3 shows the simulated junction tunnel magnetoresistance time series $R(t)$ over a 50 ns interval. For negative STT-bias as well as zero (not shown), the junction remains mostly in the AP state with minor thermal fluctuations, consistent with the experimental situation where an imbalance of the SAF reference layer stabilizes the AP state. A positive bias on the other hand, enhances the fluctuation out of AP state towards P. Applying the same numerical procedure as with experiment to these simulated time series, the autocorrelation of the simulated traces is obtained. Figure 3b shows the autocorrelation time (left y-axis) together with time series amplitude (right y-axis) as a function of STT bias current. These simulated autocorrelation width agrees with the experimentally observed width of ~2 to 5 ns in our MTJ. As observed experimentally, at high, positive direction STT-bias, a decrease of autocorrelation time appears, as the MTJ fluctuates more out of the AP state towards P.

The autocorrelation time of ~2 to 5 ns thus estimated does indeed reflect the time-scale for achieving stochasticity. As done with experimental data, the simulated time series are also presented in lag-plots form in Figure 3c. For -150 µA of equivalent spin-current, the junction remains mostly in the AP state (red points), while the states it fluctuate out of appears uncorrelated. Simulation of positive voltages at +150 µA shows a square cluster, similar to experimental results, indicating that the simulated junction MR excursion covers nearly the full range of AP and P states with no apparent correlation.

We note that these devices selected for testing have partial interface-mediated perpendicular anisotropy [26–28], which significantly reduces the easy-plane anisotropy field of the FL from that of its full demagnetization value of $4\pi M_s$. Indeed, to establish the simulation time scale consistent with our observations, we need to directly measure the easy-plane anisotropy field on the same device. This is done using spin-transfer-torque ferromagnetic resonance (STT-FMR) [29, 30]. For the device shown in Figs. 1, 2, the directly measured FL easy-plane anisotropy is 1.7 kOe, and not the full $4\pi M_s$ value of likely in excess of 10 kOe. This choice of materials parameters is fortuitous, as it allows for better signal to noise ratio in our measurement setup with limited bandwidth and with impedance mismatch. Increases in fluctuation speed should be obtainable by decreasing perpendicular anisotropy.

As a further test for the stochastic nature of our MTJ signal as a true random number generator, we convert the MTJ’s analog signal time series into a binary digital series, and test their stochasticity by applying the National Institute of Standards and Technology Statistical Test Suite (NIST STS) [31] (See Supplementary Note 2). The analog time series signal measured at 0.62 V (as illustrated in Fig. 2a) is transformed to a random bit-stream of 0s and 1s (the so-called Bernoulli sequence) by thresholding the signal at its analog median. This procedure ensures proper probability distribution of the resulting Bernoulli series at 50% probability for the NIST STS tests, which is important to achieve high test performance. For this test, the stochastic MTJ signal is measured for a total of $8 \times 10^6$ sampling points at different sampling frequencies. XOR-combined Bernoulli series are also generated to whiten the distribution for reference, with this method being a common approach to improve the quality of the random bitstream [1]. In this process, the measured sequences are divided into 8 subsequences of $10^6$ sampling points each. The NIST STS test is run for the directly converted Bernoulli series and its XOR-derived series for different sampling times $t_{samp}$ for a total of $10^6$ sampling points each. For the XORn
FIG. 4. Percentage of tests passed of the NIST STS for the raw Bernoulli series and XOR2, XOR4, XOR8 for different sampling times $t_{\text{samp}}$. Raw Bernoulli series is obtained from the MTJ fluctuation signal at +0.62 V bias, as illustrated in Fig. 2a.

processed series, the number $n$ indicates how many independent bitstream are XOR combined. The 188 tests with 15 different tests types that are part of the NIST STS are run. The percentage of tests passed for the different configurations is shown in Fig. 4. More information about what test types are passed for each configuration is described in Supplementary Note 2.

It can be clearly seen that larger sampling times, as well as the whitening of the signal by multiple XOR combinations, improve the quality of the randomness of the stochastic bitstream. For applications like true random number generators for probabilistic computing, an important criteria is the limit of how fast we can sample and still obtain a completely uncorrelated random bit. The test performance for the raw digital series reproduces a time scale of 2 to 5 ns, similar to the auto correlation length of the analog signal discussed above. For XOR2 (from two series with one XOR-combine operation), the quality of the stochastic signal is close to 100% for sampling times of $t_{\text{samp}} \geq 1$ ns. The test performance is further improved for XOR4 and XOR8. This shows that the stochastic MTJ can generate good quality random numbers on a nanosecond rate.

We have to note that in the context of the NIST STS, we have analyzed the stochastic MTJ signal for the case that the Bernoulli sequence is balanced with equal numbers of 0s and 1s. For some applications in the context of Ising and probabilistic computing, tunability of the random sequence’s mean-value is important. In our experiment, tunability can for example be achieved by moving the threshold value for binarization away from the median or by varying the bias voltage $V_{\text{bias}}$ at a fixed threshold value. In hardware, compact tunable random number generator designs or p-bits incorporating stochastic MTJs have been presented by references [23, 32, 33]. Further analysis of a biased Bernoulli sequence is beyond the scope of this paper.

In conclusion, we provide experimental evidence that for easy-plane MTJs with very small in-plane anisotropy, the thermal fluctuation related magnetoresistance time series indeed show stochasticity with an autocorrelation time below 5 ns, dictated by the easy-plane anisotropy field. Our experimental results are consistent with prior expectation from theoretical models, and with our own numerical simulation. Easy-plane superparamagnetic MTJ could therefore be a viable device component for probabilistic computing and related applications.

METHODS

MTJs are patterned from sputtered films based of $\parallel$ Bottom contact $|$ 20 CoFeB $|$ 8 Ru $|$ 30 CoFeB $|$ 10 MgO $|$ 30 CoFeB $|$ Top contact $\parallel$ (numbers are for thickness, in Å). They are patterned into junction devices using photolithography and Ar ion milling techniques. The completed junction diameter is 60 nm.

Electrical measurements are performed at a constant voltage bias provided through the DC side of a bias tee. MTJ resistance is calculated from the current flowing through a sense resistor in series with the MTJ. The high frequency behavior is measured through the rf side of the bias tee. The MTJ signal is amplified by a 26 dB broadband amplifier (30 kHz to 12 GHz) and measured by a digital oscilloscope with a 20 Gs/s max sampling rate. All measurements reported are performed at ambient temperature of about 20 C.
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Supplementary Material for
Demonstration of nanosecond operation in stochastic magnetic tunnel junctions

SUPPLEMENTARY NOTE 1: THREE MOMENT COUPLED MACROSPIN MODEL DEFINITION AND MAGNETORESISTANCE

These observed behavior can be understood semi-quantitatively within a simple, three-moment coupled Landau-Lifshitz-Gilbert equation-set incorporating Langenon fields for finite-temperature fluctuations[4]. The three layers shown in Fig.1(a) are represented by three macrospins $m_{1,2,3} = M_{s1,2,3} t_{1,2,3} a^2$, with $t_{1,2,3}$ representing the thicknesses, and $a$ the lateral size of the device pillar[4]. A Slonczewski-type of “anti-damping” spin-torque[2, 3] is included between the FL moment $m_1$ and top RL moment $m_2$. The RL $m_2$ is exchange coupled to the bottom reference layer $m_3$ with energy $E_{ex23}$. One assumes $m_{1,2,3}$ are collinear in the film normal direction, and are in their easy-plane anisotropy limit, with a small in-plane uniaxial anisotropy for each, also a co-axial fashion in the film plane. The small in-plane anisotropy is necessary to account for imperfections in MTJ pillar shape definition as well as possible crystalline anisotropies formed during the in-field annealing of the film stack. The three moments are further coupled together via dipolar fields among them. A model thus defined can be written as

\[
\begin{align*}
\frac{d n_{m1}}{dt} &= \gamma H_{t1} \times n_{m1} + \alpha_1 n_{m1} \times \frac{d n_{m1}}{dt} + \left( \frac{J_s}{M_{s1} t_1} \right) n_{m1} \times (n_{m1} \times n_{m2}) \\
\frac{d n_{m2}}{dt} &= \gamma H_{t2} \times n_{m2} + \alpha_2 n_{m2} \times \frac{d n_{m2}}{dt} - \left( \frac{J_s}{M_{s2} t_2} \right) n_{m2} \times (n_{m2} \times n_{m1}) \\
\frac{d n_{m3}}{dt} &= \gamma H_{t3} \times n_{m3} + \alpha_3 n_{m3} \times \frac{d n_{m3}}{dt}
\end{align*}
\]

\[(S1)\]

with

\[
\begin{align*}
H_{t1} &= -H_{p1} (n_{p1} \cdot n_{m1}) n_{p1} + H_{k1} n_{k1} + \frac{E_{ex12}}{M_{s1} t_1} n_{m2} + \frac{E_{ex13}}{M_{s1} t_1} n_{m3} + H_a + H_{L1} \\
H_{t2} &= -H_{p2} (n_{p2} \cdot n_{m2}) n_{p2} + H_{k2} n_{k2} + \frac{E_{ex12}}{M_{s2} t_2} n_{m1} + \frac{E_{ex23}}{M_{s2} t_2} n_{m3} + H_a + H_{L2} \\
H_{t3} &= -H_{p3} (n_{p3} \cdot n_{m3}) n_{p3} + H_{k3} n_{k3} + \frac{E_{ex13}}{M_{s3} t_3} n_{m1} + \frac{E_{ex23}}{M_{s3} t_3} n_{m2} + H_a + H_{L3}
\end{align*}
\]

\[(S2)\]

where (with $i \in 1, 2, 3$) $n_{m}$ are unit vectors for the directions of moment $m_i$, $n_{p}$ for the directions of easy-plane norm of each layers (set collinear to $e_z$ the z-direction); $H_{p}$ the easy-plane anisotropy field, $H_{k}$ the in-plane uniaxial anisotropy’s easy-axes for each (assumed collinear along $e_z$), and $E_{exi}$ with $i, j \in 1, 2, 3$ the exchange-energy among the respective moments. Here $E_{exij}$ includes both interlayer exchange coupling and an approximate dipolar coupling. $H_{L}$ are Langevin fields for thermal fluctuation as defined by

\[
\begin{align*}
\langle H_{Li(u,v,w)} \rangle &= 0 \\
\langle H_{Li} (t - \tau) H_{Lj} (t) \rangle &= 2 D_{hi} \delta_{u,v} \delta (\tau)
\end{align*}
\]

\[(S3)\]

where $u, v, w \in 1, 2, 3$ representing $e_{x,y,z}$ the three Cartesian components, $i \in 1, 2, 3$ for the three moments $m_i$, and $D_{hi}$ the corresponding Fokker-Planck diffusion constants from fluctuation-dissipation constraint as[1]

\[
D_{hi} = \frac{\alpha_i k_B T}{(1 + \alpha_i^2)} \frac{1}{\gamma M_{si} t_i a^2}
\]

\[(S4)\]

$\alpha_i$ are the LLG-damping factor for the moments; $J_s$ is the spin current flowing through the layer in units of magnetic moment, generating spin-torque across the interface between $m_1$ and $m_2$. For simplicity, we assume equal charge to

\[3\] The factor $\pi/4$ is taken as one for simplicity without loss of generality.
Supplementary Table I. Material parameters used in the three macrospin-moment model.

| $m_i$  | $H_m$ (emu/cm$^3$) | $H_p$ (Oe) | $H_L$ (Oe) | $\alpha$ | $t$ (nm) | $H_{ac}$ (Oe) |
|--------|--------------------|------------|------------|----------|---------|--------------|
| $m_1$  | 800                | 1700       | 50         | 0.005    | 1.25    | $(-900)_{31}$ |
| $m_2$  | 1400               | 0.5 $\times$ 4$\pi$ $M_s$ | 100       | 0.03     | 3       | $(-725)_{31}$ |
| $m_3$  | 1435               | 0.75 $\times$ 4$\pi$ $M_s$ | 100       | 0.03     | 3       | $(-1000)_{32}$ |

* Here one writes $(H_{ex})_{ij}$ so that $E_{ij} = E_{ji} = (H_{ex})_{ij} m_j = (H_{ex})_{ji} m_i$, with $i, j \in [1, 2, 3]$ for $m_{1,2,3}$ respectively.

Spin conversion efficiency for both layers. $\gamma = 2\mu_B/\hbar$ is the magnitude of the gyro-magnetic ratio, and $H_a$ is the applied field, in $e_z$ direction, collinear with the in-plane uniaxial anisotropy axis. A representative set of parameters used in the numerical simulation is shown in Supplementary Table I.

A representative set of simulation results is shown in Supplemental Fig. S1 for an MTJ’s magnetoresistance dependence on applied field. Only data from up-sweep of magnetic field is shown, and with the magnetic field applied in the direction of the weak in-plane anisotropy. These traces reproduce the main features observed in our experimental device in Fig.1, and is in semi-quantitative agreement with Fig.1. Here we only simulate the magnetodynamics with stochastic LLG, the magnetoresistance is taken from the inner product $n_{m_1} \cdot n_{m_2}$ in the form of $R_{MTJ}[H_a] = \langle 4/(3 + n_{m_1} \cdot n_{m_2}) \rangle$, where the $\langle \ldots \rangle$ is averaging taken over the 200 ns simulated time series length (excluding the initial 10 ns to avoid any residual initial state transient). The values in $R_{MTJ}[H_a]$ are chosen so that $R_{min} = 1$ and $R_{max} = 2$, representing the full swing of a tunnel magnetoresistance of 100%.

The corresponding time domain behavior is shown in the main text as Fig.3.

**SUPPLEMENTARY NOTE 2: STATISTICAL TEST OF THE STOCHASTIC SIGNAL GENERATED BY THE MTJ**

In this section, additional information about the results of the NIST STS described in the main manuscript are given. Table I shows the passed tests for the raw signal with $10^6$ sampling points for different sampling times $t_{samp}$. Table II contains the same information for the case where 8 independent bitstreams are XOR-combined. A total of 188 tests are run where 148 tests belong to the test type ‘Non-overlapping Template Matching’. This test type searches the Bernoulli sequences for 148 predefined templates of bit length 9 and tests if these templates occur too often or too little. This test type dominates the overall numbers of tests. The remaining 40 tests are divided between the 14 remaining tests where some tests types consist of more than one test. In Fig. 4 of the main manuscript, the number of passed tests is divided by the number of all tests to obtain the percentage of tests passed.

As shown in Table II for the raw signal, only the Binary-Matrix-Rank test is passed for all sampling frequencies. However, most tests are passed for times $\geq 2$ ns. For the XOR8 signal shown in Table III all test are (nearly) passed for sampling times of $t_{samp} \geq 0.1$ ms. This shows that the stochastic MTJs can generate random numbers of cryptographic quality on a nanosecond rate.

In the context of Ising and probabilistic computing where compact hardware implementations of entropy sources are desired, the performance of a raw signal belonging to a single stochastic MTJ is important since additional overhead in form of XOR gates or similar should ideally be avoided. While our results show that the raw signal does not achieve perfect performance in terms of cryptographic quality according to the NIST STS, the requirements on the quality of randomness for Ising and probabilistic computing differ from the NIST STS. The observed fluctuations
characteristics from the stochastic MTJ should hence be sufficient to achieve good system-level performance on tasks like optimization. This shows that the stochastic MTJ signal without any post-processing should be sufficient to be utilized for applications in Ising or probabilistic computing.
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