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Abstract—Koopman operator theory has served as the basis to extract dynamics for nonlinear system modeling and control across settings, including non-holonomic mobile robot control. Despite its widespread use, research on safety guarantees for systems the dynamics of which are extracted via the Koopman operator, has started receiving attention only recently. In this paper, we propose a way to quantify the prediction error because of noisy measurements when the Koopman operator is approximated via Extended Dynamic Mode Decomposition. We further develop an enhanced robot control strategy to endow robustness to a class of data-driven (robotic) systems that rely on Koopman operator theory, and we show how part of the strategy can happen offline in an effort to make our algorithm capable of real-time implementation. We perform a parametric study to evaluate the (theoretical) performance of the algorithm using a Van der Pol oscillator, and conduct a series of simulated experiments in Gazebo using a non-holonomic wheeled robot.

I. INTRODUCTION

Employing models for mobile robot motion planning and control can be beneficial for integrating motion constraints in planning [1, 2] and deriving control performance guarantees (e.g., robustness guarantees [3, 4]). Yet, there exist many instances in which robots interact physically with their environment and that these interactions are uncertain. Examples include robots operating in partially-known dynamic environments [5]; legged robots traversing non-smooth terrains [6, 7]; quadrotors flying under the influence of uncertain aerodynamic effects [8–11]; underwater robots affected by uncertain ocean currents [12]; and steerable needles interacting with soft tissue [13]. Thus, employing pre-selected models may restrict the capability to predict actual robot behaviors when operating under uncertainty [14–17].

A different way to address uncertainties in robot-environment interactions is by extracting dynamics from data. Multiple distinct approaches have been proposed—including stochastic model extension [17], (deep) reinforcement learning [18], (deep) neural networks [19, 20], and spectral methods [21], to name a few—and deployed in robotics (e.g., [11, 17, 22–25]). The advent of data-driven methods for modeling complex dynamical systems creates a need for theoretical safety and/or performance guarantees.

Deriving guarantees for methods that rely on extracting dynamics from data for mobile robots is a rapidly-growing focus area [26]. Several efforts focus on cases that involve deep neural networks, e.g., by developing spectrally-normalized margin bounds [27] or by embedding and/or extending Lyapunov stability theory in neural network-based systems for safety (e.g., [28–32]). Despite their high expressiveness, neural network-based systems continue to require large training data sets, and might lead to instability and unpredictable outputs because of overfitting.

Besides (deep) neural networks, dimensionality reduction and spectral approaches play an important role in data-driven algorithms [21]. Methods like Proper Orthogonal Decomposition [33, 34], Dynamic Mode Decomposition (DMD) [35] and Extended DMD (EDMD) [36], and their various extensions [37–40] have been successfully applied across areas. Most of the techniques turn out to be strongly related to the Koopman operator theory [41], which is a powerful tool to extract complex dynamics from data.

The Koopman operator theory can be used to map a finite-dimensional nonlinear system to an infinite-dimensional linear system that evolves by a linear operator. The Koopman operator has been used for model-based control of dynamical systems, including feedback stabilization [42], optimal control [43, 44], and model predictive control [45–47]. Recent research efforts have also sought to use the Koopman operator in robotics, such as in robot control [44, 48], modeling of soft robots [49, 50], and human-machine interaction [51]. There also exist some works to derive guarantees for methods employing the Koopman operator, including investigation of convergence of estimation [47, 52, 53] and global error bounds for the operator [48]. However, investigating the prediction error of, or providing robustness guarantees for, the perturbed systems’ performance when the data used for modeling are noisy remains under-developed.

The present paper addresses this gap.

Contrary to traditional robust control [54], noisy observations disturb not only the controller itself but also the data used to estimate a model for the system (and which is used for control). Hence, there is need for new tools that can capture the intricacies of concurrent data-driven analysis and control, and which are fundamentally different from traditional robust control theory.

In this paper, we first develop an approach to quantify the prediction error because of noisy data when approximating a model for control of a data-driven system via the Koopman operator. To estimate the Koopman operator we employ a variant of EDMD with control (EDMDc) [55] which generalizes EDMD to forced systems. The proposed formulation relies on studying the sensitivity of components
of the Koopman operator to noisy data. (Table I contains some key notation used in this paper.) Further, we propose an algorithm for an enhanced robot control structure that endows robustness to the data-driven system at hand. The proposed algorithm is designed to work in unison with an existing data-driven robot control architecture to add robustness without replacing parts of the underlying architecture (Fig. 1). We address practical aspects on how to deploy the proposed algorithm across nonlinear dynamical systems and mobile robots, and show how to make (parts of) the algorithm run online to enable real-time implementation. Lastly yet importantly, the proposed approach may generalize across data-driven systems. We show evidence of generalizability via a parametric simulation study using a Van der Pol oscillator and experimentation in Gazebo with a non-holonomic wheeled robot (ROSBot2.0) under distinct noise levels.

Succinctly, the main contributions of this work include:

- Quantification of prediction error caused by noisy data for control of data-driven systems that employ the Koopman operator to approximate the systems’ model.
- Development of an algorithm to endow robustness to data-driven systems that employ the Koopman operator.
- Evaluation of the method’s efficacy and generalizability via testing with a nonlinear dynamical system and with a non-holonomic wheeled robot.

**TABLE I**

| Notation | Description |
|----------|-------------|
| $N_x$    | Dimension of state $x$ |
| $N_u$    | Dimension of input $u$ |
| $t$      | Index for online system propagation |
| $\mathcal{K}$ | Koopman operator |
| $\hat{\mathcal{K}}$ | Approximated Koopman operator |
| $q_0$    | $q$-th Koopman mode |
| $\lambda_q$ | $q$-th Koopman eigenvalue |
| $\varphi_q$ | $q$-th Koopman eigenfunction |
| $Q$      | Dimension of observables’ dictionary; Size of estimated Koopman operator |
| $\xi_q$  | $q$-th right eigenvector of Koopman operator |
| $w_q$    | $q$-th left eigenvector of Koopman operator |
| $\Psi$   | Vector-valued observation |

**II. PRELIMINARY TECHNICAL BACKGROUND ON KOOPMAN OPERATOR THEORY AND EDMD**

The Koopman operator is an infinite-dimensional linear operator that governs the evolution of observables $g(x_t, u_t)$ of the original states. The evolving operator $f$ of the original system can be represented by Koopman modes, eigenvalues, and eigenfunctions. In this section, we give an overview of key relevant results on Koopman operator theory and EDMD on how to extract system dynamics from data.

In its original formulation, Koopman operator theory applies to unforced systems. There are two ways to generalize to forced systems. The first is to lift states and inputs into two spaces separately, and then design controllers for the lifted system [56]. The other way is to extend the Koopman operator theory with control for systems with nonlinear input-output characteristics [55]. We adopt the second approach.

Consider the forced nonlinear dynamical system
\[
x_{t+1} = f(x_t, u_t),
\]
where $x \in \mathbb{R}^{N_x}$ and $u \in \mathbb{R}^{N_u}$. Define a set of observables that are functions of both the states and inputs where $g : \mathbb{R}^{N_x} \times \mathbb{R}^{N_u} \to \mathbb{R}^{N_x+N_u}$. The propagation law of observables $g$ with the Koopman operator is $\mathcal{K}g(x_t, u_t) = g(f(x_t, u_t), x_{t+1})$. Then, under the full-observability assumption such that $g(x_{t+1}, u_{t+1}) = [x_{t+1}; u_{t+1}]$ and decomposing with $Q$ Koopman modes $v_q$, eigenvalues $\lambda_q$ and eigenfunctions $\varphi_q$, we obtain as in [36]:
\[
[x_{t+1}; u_{t+1}] = g(f(x_t, u_t), u_{t+1}) = \mathcal{K}g(x_t, u_t)
\]
\[
\to [x_{t+1}; u_{t+1}] = \sum_{q=1}^{Q} v_q \lambda_q \varphi_q(x_t, u_t).
\]

The predicted state $x_{t+1}$ is obtained by taking the first $N_x$ elements of the vector in the right-hand part of (2).

Consider sets (termed snapshots) of $M + 1$ state measurements and $M + 1$ associated control inputs, that is $X = [x_1, x_2, \ldots, x_M, x_{M+1}]$, and $U = [u_1, u_2, \ldots, u_M, u_{M+1}]$. A way to estimate the Koopman operator $\mathcal{K}$ from $M + 1$ state and control snapshots is via Extended Dynamic Mode Decomposition (EDMD). EDMD generates a finite dimensional approximation $\hat{\mathcal{K}}$ of $\mathcal{K}$. It does so by employing a dictionary of functions to lift state variables to a space where dynamics is approximately linear.

Given a dictionary of observables of size $Q$, $\mathcal{D} = \{\psi_1, \psi_2, \ldots, \psi_Q\}$, where each dictionary element $\psi_q$, $q = 1, \ldots, Q$ is a differentiable function containing $x_m$ and $u_m$ terms, set the vector-valued dictionary as $\Psi = [\psi_1, \ldots, \psi_Q]$.

We consider the most general formulation in which inputs are generated from an exogenous forcing term. For details on other formulations the reader is referred to [55, Section 3.1].

Examples of dictionaries include polynomial function bases, Fourier modes, spectral elements or other sets of (differentiable) functions of the full state observables. The choice of the specific dictionary to employ is a hyper-parameter inherent to EDMD, and is typically done empirically; see [36] for a discussion on this topic.
imulated by minimizing the total residual between snapshots, that is

\[
J = \frac{1}{2} \sum_{m=1}^{M} (\Psi(x_{m+1}) - \Psi(x_m)K)^2 ,
\]

Solving the least-square problem (3) with truncated singular value decomposition yields

\[
K \triangleq G^\dagger A
\]

where \( \dagger \) denotes the pseudoinverse, and \( G, A \) are given by

\[
\begin{align*}
G &= \frac{1}{M} \sum_{m=1}^{M} \Psi^*_m \Psi_m , \\
A &= \frac{1}{M} \sum_{m=1}^{M} \Psi^*_m \Psi_m + 1 ,
\end{align*}
\]

with \( T \) and \( * \) denoting transpose and conjugate transpose operations, respectively. (For clarity we use \( \Psi_m \) to abbreviate \( \Psi(x_m, u_m) = [\psi_1(x_m, u_m), \ldots, \psi_Q(x_m, u_m)] \).)

Given \( K \) computed via (4)-(5), the associated Koopman modes, eigenvalues and eigenfunctions are then computed as

\[
\begin{align*}
\psi_q &= (\psi^*_q B)^T , \\
\lambda_q \xi_q &= K \xi_q , \\
\varphi_q &= \Psi \xi_q ,
\end{align*}
\]

where \( \xi_q \) is the \( q \)-th eigenvector, \( \psi_q \) is the \( q \)-th left eigenvector of \( K \) scaled so \( \psi^*_q \xi_q = 1 \), and \( B \) is the matrix of appropriate weighting vectors so that \( x = (\Psi B)^T \). By plugging expressions (6) back to (2) we can then describe the evolution of the system using the estimated Koopman operator. Note that \( \Psi_t = [\psi_1(x_t, u_t), \ldots, \psi_Q(x_t, u_t)]^T \), is the only term that needs (contains) information of current states. By using the Koopman operator and EDMD, all other terms can be computed from \( M + 1 \) (training) measurements.

III. QUANTIFICATION OF PREDICTION ERROR

The Koopman operator theory can thus be used to estimate the dynamics of a system directly from data (as described above). However, when training measurements are noisy, the prediction will be inaccurate. In this section, we present the main technical result of the paper which seeks to quantify the prediction error because of noisy measurements.

We first investigate the sensitivity of the approximated Koopman operator \( K \) to noisy training measurements, followed by the sensitivity of the eigendecomposition to disturbed elements of \( K \). Then, we combine them together to quantify the prediction error caused by noisy data when Koopman operator theory is employed.

A. Sensitivity Analysis of Koopman Operator

Perturbations on an element \( x_{m} \) (i.e. the \( i \)th state of measurement at snapshot \( m \) with \( i \in \{1, \ldots, N_z\} \)), will cause an error \( \Delta K^i \). This can be obtained by chain rule on (4) and (5) as

\[
\Delta K^i = [\Delta k_{ab}]_{Q \times Q} = \sum_{m=1}^{M+1} \left\{ \frac{\partial G^\dagger}{\partial x_m^i} A + G^\dagger \frac{\partial A}{\partial x_m^i} \right\} \Delta x_m^i ,
\]

where \( \Delta k_{ab} \) is perturbed, \( \Delta x_m^i \) is the \( i \)th element of the \( \Delta x_m \). The matrix \( H_{ij} \) represents the \( i \)th row and \( j \)th column element of matrix \( H_{ij} \) (similar for \( h_{ij}^\dagger \)). The matrix \( H_{ij} \) is computed by \( \psi_q \xi_q \). That is, to get the eigendecomposition sensitivity of each element \( k_{ab} \), we first need to obtain \( (Q \times Q - Q) H \) matrices, and then every entry of these matrices will be used as parameters in (8).

B. Sensitivity Analysis of Eigendecomposition

As described in [58], if a generic element \( k_{ab} \) is perturbed, the eigenvalues and eigenvectors of the matrix \( K = [k_{ab}] \in \mathbb{R}^{Q \times Q} \) are affected. The sensitivity of left eigenvectors \( \psi_q \), right eigenvectors \( \xi_q \), and eigenvalues \( \lambda_q \) can be written as

\[
\begin{align*}
\frac{\partial \lambda_q}{\partial k_{ab}} &= \lambda_q \frac{\partial \psi_q}{\partial k_{ab}}, \quad (a, b, q = 1, 2, \ldots, Q) , \\
\frac{\partial \psi_q}{\partial k_{ab}} &= \sum_{j=1}^{Q} h_{aq}^\dagger h_{bq}^\dagger \xi_j, \quad (a, b, q = 1, 2, \ldots, Q) , \\
\frac{\partial \xi_q}{\partial k_{ab}} &= -\sum_{j=1}^{Q} h_{aq} h_{bq}^\dagger \psi_j, \quad (a, b, q = 1, 2, \ldots, Q) ,
\end{align*}
\]

where \( \psi^*_q \xi_q \) is perturbed, \( \psi_q^* \xi_q^\dagger \) is the \( b \)th element of the \( q \)th right-eigenvector \( \xi_q \), and \( h_{aq}^\dagger \) represents the \( a \)th row and \( b \)th column element of matrix \( H_{aq} \) (similar for \( h_{aq} \)). The matrix \( H_{aq} \) is computed by \( \frac{\partial \psi_q}{\partial \lambda_q} \). That is, to get the eigendecomposition sensitivity of each element \( k_{ab} \), we first need to obtain \( (Q \times Q - Q) H \) matrices, and then every entry of these matrices will be used as parameters in (8).

C. Sensitivity Analysis of Predicted Output

We are now ready to derive the perturbation in predicted outputs as a result of measurement noise. Setting \( [I_{N_x \times N_x}, O_{N_x \times N_x}] \) as \( R \), where \( I_{N_x \times N_x} \) denotes the \( N_x \times N_x \) identity matrix and \( O_{N_x \times N_x} \) denotes a \( N_x \times N_x \) zero matrix. For the fully-observable forced nonlinear discrete time system (2), we can describe its deviation as

\[
\Delta x_{t+1} = R \sum_{m=1}^{M} \left( \sum_{q=1}^{Q} \sum_{k=1}^{N_z} \frac{\partial (v_q \psi_q \varphi_q (x_t, u_t))}{\partial x_m^i} \right) \Delta x_m^i
\]

\[
= R \sum_{m=1}^{M} \left( \sum_{a=1}^{Q} \sum_{b=1}^{Q} \sum_{q=1}^{Q} \sum_{k=1}^{N_z} \frac{\partial (v_q \psi_q \varphi_q (x_t, u_t))}{\partial k_{ab}} \frac{\partial k_{ab}}{\partial x_m^i} \Delta x_m^i \right)
\]

\[
= R \sum_{m=1}^{M} \sum_{b=1}^{Q} \left( \sum_{a=1}^{Q} \sum_{q=1}^{Q} \frac{\partial (v_q \psi_q \varphi_q (x_t, u_t))}{\partial k_{ab}} \frac{\partial k_{ab}}{\partial x_m^i} \Delta x_m^i \right)
\]

\[
\Delta k_{ab} = \sum_{m=1}^{M} \frac{\partial k_{ab}}{\partial x_m^i} \Delta x_m^i .
\]

\( ^3 \)For details on the proof of the following pseudo-inverse terms see [57].
we deduce
\[
\Delta x_{t+1} = R \sum_{a=1}^{Q} \sum_{b=1}^{Q} \left( \sum_{q=1}^{N_q} \sum_{i=1}^{N} \frac{\partial (v_q \lambda_q \varphi_q(x_t, u_t))}{\partial k_{ab}} \Delta k_{ab} \right) .
\]  
(10)

Note that as illustrated in (8), for a dynamical system evolving by \(K\), \(\frac{\partial K}{\partial \lambda_q} = c^{ab}_q\), \(\frac{\partial K}{\partial \varphi_q} = c^{ab}_{\psi_q}\), and \(\frac{\partial K}{\partial \xi_q} = c^{ab}_{\xi_q}\) are finite (bounded) constants. Then, for every \(k_{ab}\) we have
\[
\frac{\partial (v_q \lambda_q \varphi_q(x_t, u_t))}{\partial k_{ab}} = \frac{\partial v_q \lambda_q \varphi_q}{\partial k_{ab}} + v_q \lambda_q \frac{\partial \varphi_q}{\partial k_{ab}} + v_q \lambda_q \varphi_q \frac{\partial (\varphi_q)}{\partial k_{ab}}
\]
\[
= ((c^{ab}_q)^\top B)^T \lambda_q \Psi_t \xi_q + (w_q^b)^T c^{ab}_q \Psi_t \xi_q + (w_q^b)^T \lambda_q \Psi_t \xi_q c^{ab}_q.
\]

Using matrix format of (11) and \(\Delta K^i = [\Delta k_{ab}]_{Q \times Q}\) from (7), we can first compute the dot product of these two matrices and then obtain the prediction error as the sum of each element of the dot product, that is
\[
\Delta x_{t+1} = \text{Re}^T \left( \sum_{q=1}^{Q} \frac{\partial (v_q \lambda_q \varphi_q(x_t, u_t))}{\partial k_{ab}} \right)_{Q \times Q} \sum_{i=1}^{N} \Delta K^i) \epsilon ,
\]  
(12)
where \(\epsilon = [1, 1, \ldots, 1]^T\).

It is worth noting that in our proposed formulation, \(\Delta K^i\) is estimated using only measurements and information about the noise, so it can be obtained offline. Similarly, the eigendecomposition sensitivity analysis of \(K\) is predetermined and can yield the complex parameters \(c^{ab}_q\) \(c^{ab}_\psi\) \(c^{ab}_\xi\) ahead of time. These allow part of our approach to be executed during training, and enable the computation of the prediction error to take place at run-time, to adjust to measurements errors and thus endow robustness to the overall data-driven robot control architecture (Fig. 1). Finally the perturbed prediction is written as a function of the training measurements on states and inputs \((X, U)\) of length \(M + 1\) and current observation \(\Psi(x_t, u_t)\). For clarity of presentation, we will use the following abbreviation in the remainder of the paper
\[
\Delta x_{t+1} = \eta(X, U, \Psi(x_t, u_t)) .
\]  
(13)
The relation between the offline (at training-time) and online (at run-time) components of our approach is shown in Fig. 2 and is discussed next.

IV. ALGORITHMIC IMPLEMENTATION

The proposed quantification of prediction error approach describes analytically how to accommodate for measurement noise in data-driven control systems that are based on the Koopman operator. To make the approach amenable to robot control applications, where real-time implementation is required, we demonstrate in this section how the most computationally-intense aspects of the proposed approach can in fact be precomputed. Then, we present the algorithmic implementation of our approach in Algorithm 1.

A. Enabling Real-time Operation

Reformulation of dynamics-extraction expression: Recall that only the observation at current time \(t\), \(\Psi_t\), requires information gathered during run-time for making a prediction. We can thus rewrite (2) to extract the terms that can be precomputed. Consider the dynamics
\[
x_{t+1} = [I_{N_x \times N_x}, O_{N_x \times N_x}] \sum_{q=1}^{Q} v_q \lambda_q \varphi_q(x_t, u_t) .
\]

Combining (6) yields
\[
\sum_{q=1}^{Q} v_q \lambda_q \varphi_q(x_t, u_t) = \sum_{q=1}^{P} (w_q^b)^T \lambda_q \Psi_t \xi_q
\]
\[
= \left( \sum_{q=1}^{Q} (\Psi_t \xi_q)^T ((w_q^b)^T \lambda_q)^T \right)^T
\]
\[
= \left( \sum_{q=1}^{Q} \Psi_t \xi_q \ (w_q^b)^T \lambda_q \right)^T
\]
\[
\rightarrow x_{t+1} = [I_{N_x \times N_x}, O_{N_x \times N_x}] (\Psi_t F)^T ,
\]  
(14)
where \(F = \sum_{q=1}^{Q} \xi_q \lambda_q \theta_q^b B\). Thus, we have separated (2) into offline (\(F\)) and online (\(\Psi_t\)) parts.

Information of noise: In the original formulation (9), we require the noise in measurements \(\Delta x_m\) at every time instant. However, in practice we only have access to (or make assumptions about) noise statistics, for example mean \(E(\Delta x)\) and standard deviation \(\delta(\Delta x)\) in the case of Gaussian noise. We can thus replace each \(\Delta x_m\) by \(E(\Delta x)\) directly. Also, we can randomly sample a training dataset \(\Delta X \sim (E(\Delta x), \delta^2(\Delta x))\), applying it to (9), and repeat the process for several times to get the average values for accuracy. 4

4The case of Gaussian noise herein is used as an example. Our proposed approach does not depend on the type of noise employed. Rather, noise statistics is a hyper-parameter that can be manually selected by the user or approximated via any available training data.
Algorithm 1 Estimation Procedure

Initialization: Collect measurements of states $X$ and inputs $U$ that might be noisy.

Offline training:

Extracting dynamics:
- Utilize $X$, $U$ to estimate the Koopman operator $K$ as well as matrices $G$, $A$ with (4) and (5).
- Compute parameter matrix $F$ in (14) with estimated $K$.

Estimation of prediction error:
- Obtain $\Delta K^t$ with information of noise in measurements and the approximated $K$, $G$, $A$ using (7).
- Get the parameters for eigendecomposition sensitivity $c_{\lambda_b}^b$, $c_{\xi^b}^b$ and $c_{w_b}^b$ through (8) with estimated $K$.

Online propagation for $t$

\begin{algorithmic}
\Repeat
\textbf{Robotic System:} Use learned prediction error $\Delta x_t$ at last timestep to complement model constraints used in controller design. Then, drive the robot with this control signal.
\textbf{Extracting dynamics:}
- Use $F$ to estimate the system dynamics and do prediction as described in (14).
\textbf{Estimate prediction error:}
- Get eigen-sensitivity matrix (11) with pretrained $c_{\lambda_b}^b$, $c_{\xi^b}^b$, $c_{w_b}^b$ and current observation $\Psi_t$.
- Compute prediction error $\Delta x_{t+1}$ with $\Delta K$ and the eigen-sensitivity matrix by (12).
\State $t \leftarrow t + 1$
\Until control task is finished;
\end{algorithmic}

V. PARAMETRIC TESTING AND EVALUATION

A. Simulation with a Van der Pol Oscillator

To evaluate the proposed approach outlined in Algorithm 1, we first test it using the Van del Pol oscillator [47],

$$
\begin{aligned}
\dot{x}_1 &= 2x_2 \\
\dot{x}_2 &= -0.8x_1 + 2x_2 - 10x_1^2x_2 + u
\end{aligned}
$$

The system (15) is discretized with period $T_s = 0.01$ s. $M + 1$ pairs of data generated from the system are used to estimate Koopman operator $\hat{K}$, and are further implemented as dynamic constraint in the controller. A random input vector is applied to propagate the system.

The whole process is implemented in a parametric study as follows. We consider four distinct cases for measurement sets with $M = \{2 \times 10^3, 1 \times 10^4, 2 \times 10^4, 2 \times 10^5\}$. We also consider three distinct noise levels for the disturbance. The amplitudes of the disturbances are chosen randomly from uniform distributions over the intervals $c_1 = [0, 0.1x(0)]$, $c_2 = [0, 0.2x(0)]$ and $c_3 = [0, 0.4x(0)]$ for ‘low’ (10%), ‘middle’ (20%)’ and ‘high’ (40%)’ noise levels, respectively.

These to lead to a total of 12 distinct case studies. For each case study, we train the system according to the selected measurements and noise settings, then give a random input vector to propagate the trained system for 50 time steps, collect the output, and finally measure the true and predicted errors. To avoid bias and randomness, we evaluate the trained system under each case study in 5 repeated trials, and averaged results are reported. For instance, Fig. 3 shows the average predicted error and the average true error when $M = 2 \times 10^4$ and under the $c_2$ noise case (middle).

To compare over all the cases, we define the absolute difference $D_{\text{abs}}$ and relative difference $D_r$ as:

\begin{align*}
D_{\text{abs}} &= \sum_{t=1}^{50} \left( \left\Vert \Delta x_2^{\text{prediction}}(t) \right\Vert - \left\Vert \Delta x_2^{\text{true}}(t) \right\Vert \right) \\
D_r &= \sum_{t=1}^{50} \frac{\left( \left\Vert \Delta x_2^{\text{prediction}}(t) \right\Vert - \left\Vert \Delta x_2^{\text{true}}(t) \right\Vert \right)}{\left\Vert \Delta x_2^{\text{true}}(t) \right\Vert}
\end{align*}

Results (the average of $D_{\text{abs}}$ and $D_r$) are depicted and compared in Fig 4. We observe that 1) although low density noise leads to smaller absolute prediction error, it can cause a larger relative difference for most choices of $M$. 2) The method performs better with a large enough size of training data set (e.g., greater than $2 \times 10^4$ as shown in that simulation). If we keep increasing the size (e.g., $2 \times 10^5$ in this one), its accuracy may not be improved further. 3) As the level of noise density increases, we can better approximate the prediction error generated by noisy training data.
B. Simulation Experiments with a Wheeled Robot

Simulation experiments are conducted in the Gazebo environment using a ROSbot 2.0 robot, a differential-drive wheeled robot (Fig. 5). The ROSbot 2.0 is an autonomous, open source robot platform and the embedded software allow us to send motion commands by manipulating the \(x\) component of linear speed vector as \(u_x\) and the \(z\) component of the angular speed vector as \(u_z\). The state vector contains the geometric center position \(\{x, y\}\) and orientation \(\theta\).

![Fig. 5. ROSBot 2.0 and its Gazebo model.](image)

We test the efficiency of our proposed approach by building on top of an existing Koopman operator based controller [11],\(^5\) which is a data-driven hierarchical structure that refines the nominal input \(u_o\) as \(\hat{u} = u(K, u_o)\) to improve the performance of the controller under uncertainty. Accurate and noisy data are used to generate the deterministic Koopman operator \(K\) and stochastic one \(K_n\). Then, these two are worked as model constraints to design the ‘Nominal’ and ‘Noisy’ controllers separately. To reduce the effect of noise in the learned model \(K_n\), which is the contribution of our paper, we try to learn the prediction error generated by \(K_n\) compared to \(K\) using the Algorithm 1. Then, this prediction error is used to complement the ‘Noisy’ controller to yield the ‘Proposed’ control signal. Finally, the trajectories of the robot are generated by applying these three controllers, and are compared against a desired ‘Reference’ trajectory.

We compute the approximated Koopman operator using data captured when the robot is operating in open loop based on a random chattering linear velocity and angular velocity input signals. We perform 10 such open-loop trials. The noisy training data set is created by adding disturbance in the position states \(x\) and \(y\). We sample the magnitude of noise for each state from the uniform distribution over the interval \(c_1 = [0, 0.25 \max(\xi_r)], c_2 = [0, 0.50 \max(\xi_r)], c_3 = [0, 0.75 \max(\xi_r)], c_4 = [0, 1.00 \max(\xi_r)]\).

During testing, the robot is required to follow a semicircle trajectory for length \(\frac{\pi}{2}\), i.e. \(\xi_r = [\sin(\frac{\pi}{2} t), 1 - \cos(\frac{\pi}{2} t), \frac{\pi}{2}]\). To avoid bias, testing trials are repeated for 10 consecutive times for an average with the same training set. We compute the Mean Square Error (MSE) among all trials for the output trajectories (MSE = \(\frac{1}{N} \sum_{t=1}^{N} (|x, y| - |x_r, y_r|)^2\)) and for the direct prediction error (MSE = \(\frac{1}{N} \sum_{t=1}^{N} (\Delta u - (u(K_n) - u(K)))^2\)). Results \(^6\) are illustrated in Fig. 6 and Fig. 7. It can be observed that, 1) our proposed method can approximate the prediction uncertainty because of noise with a small MSE (Fig. 6). 2) When we implement the estimated uncertainty to a Koopman-based data-driven structure, our ‘Proposed’ controller can drive the ‘Noisy’ one closer to a desired trajectory. 3) Our approach performs better as noise levels increase (which is our target). 4) There appears to be a threshold on the noise level above which there may be no significant improvement (in the specific case considered here this happens as we reach the ‘100%’ noise level case). Further investigation along this line is part of future work.

![Fig. 6. Mean Square Error (MSE) and the relative MSE of the prediction difference under different levels of noise.](image)

![Fig. 7. Mean Square Error of output trajectories under distinct noise levels.](image)

VI. CONCLUSIONS

In this paper we focus on motion control of data-driven systems that are based on the Koopman operator theory to extract system models from data. We investigate the prediction error of a perturbed systems’ performance when the data used for training the Koopman operator are noisy. The prediction error is then used to develop a new enhanced mobile robot motion control algorithm that endows robustness to data-driven systems. We show how certain aspects of our approach can happen offline, thus making the proposed algorithm amenable to real-time implementation. We test the proposed approach in a parametric simulated study using a Van der Pol oscillator to evaluate its performance as the number of training data and the level of noise corrupting them vary. We further test in Gazebo simulation with a non-holonomic wheeled robot tasked to track a reference trajectory. Results from both types of testing confirm that the proposed approach can apply across systems, including practical robotics, and that it performs better as noise levels increase (which is the main reason motivating this work) up to a certain threshold.

In all, our work provides robustness (safety) guarantees for systems using Koopman operator for control, and it can be viewed as a step toward developing new motion planners and controllers for data-driven mobile robots. Future research directions include integration with motion planning algorithms, and porting from Gazebo to hardware implementation.

---

\(^5\)We use EDMD here to approximate the Koopman operator instead of DMD as in [11].

\(^6\)As the magnitude of absolute value of error data under different level of noise is different, we divide the MSE with the true error to attain the relative one for authenticity.
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