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ABSTRACT

In the past decade, the social networks platforms and micro-blogging sites such as Facebook, Twitter, Instagram and Sina Weibo have become an integral part of our day-to-day activities and is widely used all over the world by billions of users to share their views and circulate information in the form of messages, pictures, and videos. These are even used by government agencies to spread important information through their verified Facebook accounts and official Twitter handles, as it can reach a huge population within a limited time window. However, many deceptive activities like propaganda and rumour can mislead users on a daily basis. In this COVID times the fake news and rumours are very prevalent and are shared in a huge number which has created chaos in this tough time. And hence, the need of Fake News Detection it the present scenario is inevitable. In this paper, we survey the recent literature about different approaches to detect fake news over the Internet. In particular, we firstly discuss about fake news and the various terms related to it that have been considered in the literature. Secondly, we highlight the various publicly available datasets and various online tools that are available and cam debunk Fake News in real time. Thirdly, we describe fake news detection methods based on two broader areas i.e., it’s content and the social context. Finally, we provide a comparison of various techniques that are used to debunk fake news.
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1. INTRODUCTION

Social media has become an important information platform from where people gain and share information. Its increasing popularity has also enabled the wide dissemination of misinformation causing significant negative effects on society. Therefore, to maintain social harmony it is highly crucial to detect fake news on these platforms and also regulate these to ensure that the users receive genuine information. The social media users are mostly naïve, and get affected by the false information circulated on these platforms. They may unintentionally share the fake content and support them by commenting on the fake news. Some political experts believe that the victory of Donald Trump in 2016 U.S. presidential election was an outcome of propaganda and rumors[1]. Since last two years also the social media networks in different countries are continuously being flooded with all kinds of fake news and rumors on COVID-19. Today we are living in the information age, where the users are a content generator but most of the information generated lack of trust and verification because of the lack of debunking tools. The fake news detection on social media platforms have become an emerging research topic and is gaining attention of researchers all over the world. Many technical giants also like Google and Facebook are looking for solutions to debunk online fake information. In 2016, Facebook started a third-party fact-checking program to rate and review the accuracy of content on their platform in collaboration with IFCN-certified fact-checkers around the globe. Similarly, Google announced Google’s News Initiative to fight misinformation, and controversial breaking news. The social media posts contain information in a multi-modal fashion, e.g., a mixture of text, pictures and videos which has evolved the traditional print media to an online based multimedia. The multiple information modality makes the claim more believable and presents a new horizon of opportunities to detect features in fake news[2]. A powerful and competent method for detection of misinformation has recently attracted serious attention from different research communities.

Our major contributions of this paper are summarized as follows:

- We discuss the definition of fake news and the various terms related to it that are used interchangeably.
- We give an overview of existing fake news detection methods on the two broad categories i.e. 1) Content and 2) Social Context of the news.
• We present the publicly available datasets and various approaches which have been adopted to gather the data for this research purpose.
• In addition to this we provide a comprehensive literature survey of the methods used for fake news detection.

The remainder of this paper is organized as follows. In Section 2, we present the definition of fake news, rumour, propaganda and other related terms. In Section 3, we provide an overview of the methods to detect fake news. In Section 4, we summarize the existing datasets. We briefly discuss the existing literature on fake news detection and related areas in Section 5 and finally, we conclude this survey in Section 6.

2. FAKE NEWS, RELATED TERMS AND VARIOUS DEBUNKING TOOLS

According to Cambridge Dictionary Fake News is defined as “false stories that are created and spread on the Internet to influence public opinion and appear to be true”. Fake news is not a new term and has a long legacy reaching back centuries since the development of the earliest writing systems but with the advent of social media the past decade has seen a shift in how the news is propagated that is quite different from the traditional media. The social media platforms have become fertile ground for computational propaganda, and trolling. There are several terms that are used interchangeably for fake news like satire, yellow journalism, hoax, propaganda, misinformation, disinformation, rumor etc, some of them are described below. Figure 1 gives the visual description about the same.

**Propaganda:** Propaganda refers to news stories which are created and propagated by a political entity to influence political view.

**Misinformation:** It is inaccurate information that is deliberately created and is intentionally or unintentionally disseminated disregarding the true intent.

**Disinformation:** It refers to a false or incomplete information that is disseminated with the intention to manipulate facts and mislead the target audience.

**Rumors and hoaxes** are interchangeably used to refer to deliberate falsification or fabrication of information that is constructed to seem valid. They present the unverified and inaccurate claims as validated by traditional news outlets.

**Parody and Satire** usually use humor to give news updates and typically mimic mainstream news media.

**Clickbait:** Sensational headlines are often used as clickbaits to draw the attention of users and encourage them to click and thus redirecting the reader to a different site. More clicks on the advertisements means more money.

![Figure 1: Key terms related to Fake News](image)

The rise in the use of propaganda, hoaxes, satire, along with real news and credible content makes it challenging for regular Internet users to distinguish between real and fake news content. But there are various online tools available for debunking fake news like AltNews, APF Fact Check, BS Detector, Hoaxy, Reverse Image Search, Snopes, PolitiFact, Additionally, there are various IFCN-certified fact-checkers around the world that review and rate the credibility of content on various online platforms.
3. FAKE NEWS DETECTION METHODS

The wide usage of social media platforms worldwide has provided a fertile ground for the widespread dissemination of online fake news in an unprecedented way. The social network is flooded with massive, diverse, and heterogeneous information (both real and fake), and spreads rapidly on these platforms causing severe impact to the whole society. Therefore, many researchers and technical giants are working together to detect fake news on online media. The traditional automatic rumour detection methods were based on hand crafted feature but with the advent of big data and a huge base of user generated data we have seen a shift to deep-level features. In this section, we discuss various state-of-the-art studies on fake news detection under the broader umbrella of content and social context of the news article.

3.1. CONTENT BASED

The content-based fake news detection method aims to detect fake news by analyzing the content[3] of the article, i.e., either the text or image or both within the news article. For automatically detecting the fake news, the researchers often relying on either latent [4],[5],[6],[7],[8],[9] or hand-crafted features [10] of the content.

3.1.1. KNOWLEDGE BASED

Knowledge-based approaches utilize fact checking method in which the given claim is compared with the external sources to verify the authenticity of the given claim. The existing fact checking methods can be categorized as manual (using experts or by crowdsourcing) and automatic fact checking.

Manual fact checking
The manual fact-checking can be broadly divided into (I) expert-based and (II) crowd-sourced fact-checking. Expert Based: The expert-based methods use expert-oriented approach and rely on human experts working in specific domains for decision making. The fact-checking websites like Snopes, PolitiFact, GossipCop use this approach. These methods are reliable but are time consuming and do not scale well with the huge volume of content available on social media. Many researches use these websites for creating their own datasets among these are the benchmark datasets LIAR[11] and FakeNewsNet[12].

Crowd sourced: For crowdsourced approaches, “wisdom of crowd” helps to check the accuracy of the news articles. A similar approach is used by Fiskkit that provides a platform for people to discuss important news articles and finds out their accuracy. Crowd-sourced fact-checking is even though relatively difficult to manage, biased, has conflicting annotations, is less credible but has better scalability as compared to expert-based fact-checking[13]. CREDBANK[14] is a publicly available large-scale benchmark fake news dataset that is annotated by fact-checkers. The datasets that are created using this approach needs to be filtered for non-credible users and the conflicting annotations need to be resolved beforehand. Some similar datasets can also be created and then be annotated using crowd-sourcing marketplaces such as AMT (Amazon Mechanical Turk).

Automatic fact checking
The Manual fact-checking approaches do not scale well with the huge volume of data especially generated with the use of social media as a result, to address this issue automatic fact-checking techniques have been deployed. Instead of relying on human intelligence these methods heavily rely on Natural Language Processing (NLP), Data Mining, Machine Learning (ML) techniques and network/graph theory[13]. The automatic fact-checking process can be divided into two stages: (1) fact extraction which is related to collection of facts and construction of a Knowledge Base and (2) fact-checking which is used to assess the authenticity of news articles by comparing that with the facts in the knowledge base. It uses open web source and knowledge base/graph to check whether the given claim is true/false. The real-world datasets for fake news detection are usually incomplete, unstructured, unlabeled and noisy[15] which make automatic detection a bit complex.

3.1.2. STYLE BASED
Style-based fake news detection follows the same approach like knowledge-based fake news detection of analyzing the news content. However, instead of evaluating the authenticity of news content this method assess the intention of writer to mislead the public[13]. Fake news publishers usually have an intent to influence large communities while spreading distorted and misleading information. To make the titles catchy fake titles use mostly all capitalized words, significantly more proper nouns, and fewer stop words [16]. Style-based approaches captures the distinguishing characteristics of writing styles between legitimate users and anomalous accounts to detect fake news. [17] reports the writing style analysis of hyperpartisan news in connection to fake news. The major contribution of [18] is detecting stylistic deception in written documents.

![Figure 2. Fake News Detection Methods](image)

### 3.1.3. LINGUISTIC BASED

Twenty-six linguistic based textual features were proposed in [19]. In [20] authors proposed an enhanced set of linguistic features to discriminate between fake and real news. [21] used network account features in addition to the linguistic features whereas [22] proposed Social Article Fusion (SAF) model that uses social engagements features along with linguistic. The authors in [23] have used linguistic features along with syntactic and semantic features to distinguish real form a fake news content. [7] proposes model to detect fake news having different lengths of news claims by using different variations of word embedding. [3] investigates a given news content at lexicon-level, syntax-level, semantic-level, and discourse-level. HDSF proposed in [24] learns a hierarchical structure for a given document by dependency parsing at the sentence level. Despite the success of this method in various scenarios, it poses a limitation in case of detecting misinformation on popular social media platforms where the messages are short and thus, the linguistic features extracted from them are often inadequate for machine learning algorithms to make accurate predictions[25]. Additionally, these approaches cannot be used to detect fake news that contains no text content but only a photo or a video.

### 3.1.4. VISUAL BASED

Visual content is often viewed as evidence that can increase the credibility of the news article[2] and hence the fake news publishers tend to utilize provocative visual content to attract and mislead readers. In [10] various visual and statistical image features are extracted for news authentication. Verifying Multimedia Use task [26] under the MediaEval-16 benchmark addresses the problem of detecting digitally manipulated (tampered) images.

### 3.2. SOCIAL CONTEXT BASED

There are three major aspects of the social context i.e.: user profiles, user posts and responses, and network structures[12]. It represents how the news proliferates over time and provides useful information to determine
the veracity and stance of news articles. Recent studies [27]–[32] have explored various context based approaches for fake news detection.

3.2.1. NETWORK BASED

Network-based fake news detection studies different social networks like friendship, tweet-retweet, post-repost networks to detect fake news. It detects who spreads the fake news, relationships among the spreaders and how fake news propagates on social networks. Users tend to create various networks on online platforms media in terms of their common interests and similarities, these networks serve as paths for information diffusion. [33], [27], [34] studies various networks on social media which gives valuable insights about spreaders of the news and how spreaders connect with each other. [35] models the pattern of message propagation as a tree, which along with the relation among posts give additional information about the temporal behavior and the sentiment of the posts.

3.2.2. TEMPORAL BASED

Studies have shown that news stories on the Internet are not static but are constantly evolved over time by adding new information or twisting the actual claim. This is very much evident in cases where the rumors resurge multiple times after the original news article is posted. The lifecycle analysis of rumor helps in understanding this phenomenon and [36] examines the recurring rumors at the message level across different time periods. [37] provides deep understanding into the diffusion patterns of rumors over time.

3.2.3. CREDIBILITY BASED

The credibility of claim, publisher, spreader is often assessed by its news quality and trustworthiness/credibility. [38] identifies the users spreading rumor by leveraging the concept of believability. [39] focusses on assessing credibility of the given claim. [40] proposed a credibility analysis system for evaluating credibility of a Tweet and prevents the proliferation of fake or malicious information. TweetCred is a web-based system that evaluates credibility of the tweet in real time.

4. DATASETS FOR FAKE NEWS DETECTION

With several researchers working on this area there are many various fake news datasets that are available, but only a few benchmark fake news datasets are released publicly. In [41] the authors have highlighted the key requirements like homogeneity in length, news genres, topics etc., that are need for creating a reliable fake news detection dataset along with the collection of both real and fake news articles to verify the ground truth for each element in the dataset. For the authors, key factors include. We here present several publicly available datasets along with their comparative analysis. Table 1 gives a brief overview of various fake news datasets available.

| Dataset     | Task                  | Task Label                                      | Content Type                  | Total claims |
|-------------|-----------------------|------------------------------------------------|------------------------------|--------------|
| BuzzFace[42]| news veracity assessment and social bot detection | mostly true, mostly false, mixture of true and false, and no factual content. | news items posted to Facebook by nine news outlets | 2263 articles |
| CredBank[43]| Credibility assessment | 5-point credibility scale                       | news items posted on Twitter  | 1049 real-world events |
| Emergent[44]| Rumor stance detection | true, false or unverified                       | world and national U.S. news and technology stories. | 300 claims and 2,595 associated news articles |
| FacebookHoax[45] | Fake news detection | Hoax, non-hoax | Scientific, conspiracy | 15.5K |
| Fake News Challenge | Stance detection | Agreed, disagrees, discusses, unrelated | News Article | 50K |
| FakeNewsNet[32] | Fake news detection | | US Politics, Entertainment |
| FakeNewsVsSatire [46] | Fake news detection | fake news or satire | American politics |
| Fa-Kes [47] | Fake news detection | Fake, True | Syrian War | 804 |
| FEVER[48] | Fact extraction | Supported, refuted, not enough info | | 185K |
| LIAR[11] | Fake news detection | pants-fire, false, barely true, half-true, mostly-true, and true | Political statements | 12.8K |
| MediaEval-VMU [26] | Fake News Detection | Fake, real, unknown | it contains posts related to the 17 events | 15.8K posts |
| PHEME [49] | Rumor Detection and Veracity Classification | True, False or Unverified | nine different newsworthy events | 4,842 tweets |
| RumorEval [50] | Detecting and verifying rumours | supporting, denying, querying or commenting | well-known breaking news | 5.5K Tweets |

5. REVIEW OF LITERATURE OF TECHNIQUES USED

Traditionally, the majority of approaches for detecting fake news focus on analyzing the textual content only and utilized hand crafted textual features for the same. But, with an increasing number of articles which are attached with images over the Internet and the extensive use of social media networks, the multimodal features and social-context play a very vital role in better understanding the overall heuristics of the content. The traditional machine learning and rule-based algorithms are inefficient to detect the patterns in today’s information age. Hence, to take advantage of big data Deep learning techniques are investigated for fake news detection. Jin et al. [51] first proposed att-RNN which fuses the multimodal features i.e. textual and visual features along with the user profile features and uses attention mechanism for feature alignment. Wang et al [52] proposed a model named Event Adversarial Neural Network (EANN) that detects fake news on newly arrived events, which can learn both textual and visual features and measures the dissimilarities among different events using an event discriminator. A similar idea is used by Zhang et al. [53] that proposes an end-to-end Multi-modal Knowledge-aware Event Memory Network (MKEMN) that not only learns event invariant features among different events but also exploits the external knowledge connections for accurate news verification. Khattar et al. [8] proposed a Multimodal Variational Autoencoder (MVAE) trained to find correlations across different modalities in a given tweet at post-level. Similarity-Aware Multi-modal Fake News Detection SAFE [54] is proposed by Zhou et al. that jointly learns the textual and visual features in a news article and similarity between them to evaluate whether the news is fake or not. C Song et.al. [55] proposed a Crossmodal Attention Residual and Multichannel convolutional neural Networks (CARMN) which mitigates the influence of noise generated by crossmodal fusion of components at post-level. FND-SCTI proposed by Zeng et.al in [6] not only mines the Semantic Correlations between Text content and Images attached but also uses attention mechanism to highlight the important parts of the given news article. Nguyen et al.[56] proposed FANG, a graph learning based fake news detection framework that captures the social interactions between users, articles, and media for source factuality and fake news prediction. Cui et al. [57] combines the multi-modal data with adversarial learning and incorporates user sentiment with it. An end-to-end neural network based model that automatically calculates the credibility of the given claims was
proposed by Popat et al. [58]. Similarly to this, FAKEDETECTOR proposed by Zhang et al. [59] aims to provide the credibility labels to not only the claim, but also of the creators and subjects simultaneously.

**Table 2. Literature Review**

| Model                  | Features          | Content based | Social Context based |
|------------------------|-------------------|---------------|----------------------|
|                        | Text Based | Visual Based | Credibility Features | Temporal Based | Network Based |
| Att-RNN[51]            | ✓         | ✓             | ✓                    | ✓              | ✓              |
| DeClarE[58]            | ✓         |               |                      |               |               |
| EANN[52]               | ✓         | ✓             |                      |               | ✓              |
| MKEMN[53]              | ✓         | ✓             |                      | ✓              | ✓              |
| MVAE[8]                | ✓         |               |                      |               |               |
| SAFE[54]               | ✓         | ✓             |                      |               |               |
| CARMN[55]              | ✓         |               |                      |               |               |
| FAKEDETECTOR[59]       | ✓         |               | ✓                    |               |               |
| FANG[56]               | ✓         | ✓             | ✓                    | ✓              | ✓              |
| FND-SCTI[6]            | ✓         |               |                      |               |               |
| SAME[57]               | ✓         | ✓             | ✓                    |               |               |

6. CONCLUSION

With an increase in the popularity and usage of social media over the past few years, a huge population of readers prefer to consume news from social media instead of traditional news media. Keeping this in mind, many publishers use social media and Internet in general as a breeding grounds for spreading propaganda and rumours rapidly which has strong negative impacts on the society. In this text we have mentioned several freely available Fake News Detection tools that should be used so that we forward only credible and genuine news. In this paper, we have explored the present fake news detection methods by reviewing existing literature under two categories: The Content Based and The Social Context Based Fake news detection. In the content based method, the article/post is considered that may contain the textual or visual content or both. In the social context based method, the propagation structure and the credibility of the publisher is considered. While the content based methods can be used for early detection of fake news the context based methods fail to do so because of the absence of the propagation details in the very beginning of the proliferation of misinformation. Additionally, despite many researchers are focusing on this area but still there are only a few publicly available benchmark datasets.
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