Method of robot episode cognition based on hippocampus mechanism
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ABSTRACT This paper proposes a method to realize the robot’s self-learning of unknown environment by using an episode cognitive model inspired by the hippocampus. The episode cognitive map constructed through self-learning is suitable for robot navigation in an unknown environment. Which solve the problem of robustness of the robot’s perception in complex and dynamic environments. The model we propose is called the hippocampus episode cognitive network (HEC), which is based on the physiological functions of the hippocampus CA1, CA3 and the dentate gyrus combined with the adaptive resonance theory (ART) network. Extract new events through the incremental generation of cognitive neurons, and encode the events into episode through spatio-temporal connections. The episode nodes can be connected to generate a episode cognitive map. This method can realize learning, storage, and update information for autonomous mobility robots in unknown environment. On the basis of the episode cognitive map, the path trajectory can be predicted through the playback of the episode neuron. The experimental results on the mobile robot show that this method can effectively improve the robot’s adaptability for positioning and mapping in a complex and dynamic environment.

INDEX TERMS Episode cognition, Hippocampus, Self-learning, Environmental cognition, Robot navigation

I. INTRODUCTION

It is a challenging task for robots to navigate autonomously in a complex and dynamic unknown environment [1] [2]. Robots need the abilities of perceiving environment, learning environment, self positioning, path planning and navigation. Cognitive map [3] [4] is a representation method that records the relationship between environmental landmarks. It is the subjective experience memory of the agent’s environmental information, and it is the basis for positioning and navigation. Inspired by the navigation capabilities of mammals (such as rats), research on how mammals conduct map construction, positioning and navigation has gained great interest in the field of robotics [5] [6] [7]. Compared with robots, mammals can adapt to complex environments and tasks well, study knowledge, and retrieval previous experiences to complete new work. And this critical behavior is often promoted by experience and needs to rely on their learning. In the same way, for robots, it is necessary to have the ability to learn and remember experience [8]. The learned experience can be integrated into a episode cognitive map, allowing the robot to perceive and navigate freely in an environment. Seeking inspiration from biological experience to achieve bionic environmental adaptability and cognitive abilities is an important way for the research of intelligent navigation robots.

This paper proposes a continuous learning, self-adaptive episode cognitive network model, which is used to realize the episode recognition and memory of environmental information by mobile robots. The biology of episode cognition is inspired by the hippocampus of mammals [9] [10], which
is a collection of experiences that occurred in a specific time and space in the past. At present, most of the realization of memory is from the perspective of engineering and learning specific actions, such as literature [11] [12] [13], and its versatility and adaptability are very weak. Jockel S et al. [14] proposed episodic robot memory, which uses images, appearance and behavior to improve action planning based on past experience. It can provide a fixed episodic memory for the robot and retain a series of experienced observations, behaviors and rewards. But it cannot continue learning. Stachowicz and Kruijff [15] used an indexed data structure to store episodic memory to provide knowledge for the robot cognitive model, and conducted many long-term simulation experiments. Kelley [16] implemented a memory storage that allows robots to construct events based on images that retain knowledge from previous experience. Park et al. [17] proposed an integrated adaptive neural model of episodic memory and task memory, which is used for robots that perform service tasks. The above-mentioned research on bionic cognition is based on the expression of symbolic information, which is inconsistent with the biological neural processing and expression mechanism of perceptual information. Therefore, there are many limitations in the fusion of perceptual information and expansibility.

The Hippocampus Episode Cognition model (HEC) proposed in this paper is inspired by the biological basis of hippocampal neurons, using adaptive resonance theory network (ART) as the basic unit module, combined with our previous research on the spatial cognition model of hippocampal structure, which extracts and encodes sensing and motion information in the space and time dimensions to form episode cognition. The episode cognitive model based on HEC can effectively organize the robot’s experience, including the internal state of the robot and the cognitive memory of the external environment.

Physiological studies have shown that the mammalian hippocampus converges spatial information from the entorhinal cortex and visual information from the visual cortex to form episode memory in the CA1 area of the hippocampus. In addition, research found that there are a series of neural cells with spatial cognitive functions in the hippocampus and its accessory structures, such as head-direction cells, grid cells, and place cells. In the previous studies, we used the continuous attractor model to construct the hippocampus spatial cell model, which is used to simulate the cognitive process and information expression to space. The HEC model studied in this paper combines the neural expression results of spatial cognition with visual perception information to form a robot bionic episode cognitive memory.

The hippocampus’ cognition memory of environmental episode is realized through the learning of neuronal synaptic connections. In the field of neural learning, "Hebb Theory" describes the principle of synaptic plasticity, that is, the continuous and repeated stimulation of presynaptic neurons to postsynaptic neurons can lead to an increase in the efficiency of synaptic transmission. ART network is a self-learning model of neural synapses based on "Hebb Theory". It is an efficient, unsupervised learning algorithm that has been used to explain how location cells learn [18]. ART solves the stability-plasticity problem, it explains how the brain has inherited learning knowledge [19], how to quickly learn to classify and remember information in the real world.

The main contribution of this paper is to propose a set of bionic episode cognitive models and robot episode cognitive methods, which can simulate the biological episode memory mechanism and construct a episode cognitive map for robot navigation in uncertain environments. According to the episode cognitive map, the robot can predict the optimal behavior strategy by activating the episode neurons to adapt to the complex, dynamic, and unknown environment and navigation tasks.

II. HEC EPISODE COGNITION MODEL

Current research in brain science and neurobiology has a clearer understanding of the internal neural pathways and functional mechanisms of the hippocampus of mammals (such as rats). As shown in Figure 1, perceive information is projected from the cerebral cortex to the hippocampus through neural pathway 1. The fibers in the channel form synaptic connections with the apical dendrites of the dentate granular cells and CA3 pyramidal cells. The granular cells in the dentate gyrus project through the mossy fiber 2 to the pyramidal cells in CA3. The pyramidal cells in CA3 project to the pyramidal cells of CA1 through the Schaffer branch 3, and the CA1 pyramidal cells are connected to the inferior colliculus through the 4 channel. The dentate gyrus performs pattern separation through competitive learning to produce a sparse representation. The dentate granule cells are connected to CA3 through a small amount of mossy fibers, which produces a random pattern separation effect, which separates the pattern represented by CA3 discharge and distinguishes it from other different patterns. CA1 records the information from CA3 and establishes associative learning to the neocortex. The information of the neocortex can be retrieved during the recall process. Related research on hippocampal subregional analysis and hippocampal knockout experiments support this theory. [20]

In the field of bionic cognition, the computational theory that uses the hippocampus structure as the mechanism of the episode cognition system has been described a lot. The CA3
area is a functional area for perception fusion and comprehensive episode cognition. The episode cognition model that mimics this area needs to meet the following basic functions: (1) Support for rapid association of any spatial location, perception, and behavior; (2) Recall from any part the whole episodic memory; (3) The cognition of the episodic needs time correlation to realize the time sequence memory.

Neuroscience research has shown that stimulation can change the firing pattern of neurons in the CA1 area of the hippocampus. This change is related to the change of the episode. Statistical methods show that neurons activate in low-dimensional space to form an obvious cluster coding pattern. Anatomical studies have shown that there are spatial cognition cells such as head-direction cells, grid cells, and place cells in the hippocampus, which can integrate its own movement cues to form spatial cognition. These spatial cognition information is finally projected to the CA3 area of the hippocampus and combined with other perceptual information to form a biological comprehensive cognition of the environment. These spatial cognition information are finally projected to the CA3 area of the hippocampus and combined with other perceptual information to form a biological comprehensive cognition of the environment.

Based on the above-mentioned physiological research foundation, using nerve cell coding information as the information expression method, and drawing on the previous research on the cognitive memory model [21], we propose the HEC robot episode cognitive model that mimics the hippocampal structure of the episode cognitive mechanism. It is composed of four layers: input layer, event layer, scene layer, and map layer, as shown in Figure 2. The input layer is to stack the perception information from the environment to form an activation value vector representing the environment characteristics. The activation pattern of the input layer will be projected to the event layer, and event neurons can be selectively activated through event recognition. This process continuously learns the activation pattern of incoming events by updating the connection weights between the input layer and the event layer. In the environment perception task of mobile robots, events are mainly identified by environment perception features. In our model, the environment feature information comes from head-direction cells, grid cells, place cells, and visual landmark cells.

The event neurons have a short-term memory function and store the event activation pattern in the event layer itself. The information of the input layer causes the neurons of the event layer to be activated, and the activation value of each event neuron gradually decays with the passage of time, so that an activation sequence with time information can be obtained. Then, these activation sequences are transmitted to the episode layer, and a corresponding episode neuron will be activated as a result of episode recognition.

Once a episode is successfully identified, the entire episode can be retrieved, from the event level to the input level. Since the episode cognitive map connects each episode node together, the robot can automatically find other nodes according to the plan of the map, and complete certain tasks without instructions.

The algorithm details of the learning, mapping and retrieval of the proposed HEC model will be further explained below.

A. CODING OF PERCEPTUAL INFORMATION

1) Neural code of head-direction cell

When the head of a mammal (such as a rat) faces a specific direction, the corresponding head-direction cell to produce the maximum firing. When the head direction deviates from the specific direction, the firing gradually weakens [22]. We build a ring attractor model as shown in Figure 7(a), and encode a specific angle head orientation through the group firing pattern. When the rat’s head orientation is $\theta_i$, the phase angle of the $i$th head-direction cell in the attractor model is $\theta_i$, so each head-direction cell can be set to produce the following firing rate signal:

$$s_i(t) = \cos(\theta - \theta_i)$$  \hspace{1cm} (1)

2) Neural code of grid cell

In 2005, Hafting et al.[23] changed the size and shape of the test chamber and found that there are grid cells in the rat’s hippocampus that have a strong discharge to specific locations in space. When the rat moves in a two-dimensional space, Grid cells generate repetitive and regular discharges at specific locations. This spatial range is called the grid field of the grid cells. The hexagonal activation field formed by multiple activation areas is connected throughout the entire space environment that the mouse passes through; The grid cells can be represented by the neural plate model shown in Figure 7(b). $N_gN_g$ grid cells are uniformly arranged on the neural plate, and the firing rate of each grid cell will periodically change with the change of spatial position. The firing period between the grid cells is the same but the phase changes uniformly. In this way, when the rat is in a certain
spatial position, the neural plate firing will show a grid-like pattern, and when the rat moves, the grid pattern will move in the direction of displacement accordingly.

The periodic firing characteristics of grid cells can be obtained in one-dimensional space with the Von Mises function, which is a periodic extension of the Gaussian function:

$$\Omega_j(x) = n_{max} \cdot \exp\left\{ \kappa \left[ \cos\left(2\pi (x - c_j)/\lambda \right) - 1 \right] \right\}$$

Where $\lambda$ refers to the grid spacing, $c_j$ is the phase of each grid cell, $\kappa$ is the gain coefficient, $n_{max}$ is the maximum firing rate, and $\Omega_j(x)$ is the firing rate of the grid cell. It is actually a stride on the neural plate pattern. The grid pattern can be considered as the superposition of three stride patterns with an angle of 60 degrees. Therefore, the grid cells model in the two-dimensional space can be expressed by this function:

$$\Omega_j(\vec{x}) = n_{max} \cdot \exp\left\{ \kappa/3 \sum_{l=1}^{3} \left[ \cos(\omega l \cdot \vec{x}) - 1 \right] \right\}$$

Where $\vec{x}$ is the spatial displacement, and $\omega l$ is the direction of the wave vector of each stride.

3) Neural code of place cell

The place cell is a kind of firing cell that is selective to the spatial location. Only when the rat is in a specific position in the space, the cell will fire, while other positions in the space do not produce firing. We arrange the place cells on the neural board as shown in Figure 3c, and the peak firing position of each position cell corresponds to its phase on the neural board. Therefore, the place cell population will present a single peak pattern, which maps the current position of the rat. We use the place cell mathematical model proposed by Oâ˘A ´ZKeefe et al. [24] to calculate the cell firing rate at the rat in the environment. The firing field center of place cell $i$ is $\vec{x}_{i0}$ and the adjustment coefficient of the place cell firing field.

$$R_{pc}^i(\vec{r}) = \exp\left(-\frac{\|\vec{r} - \vec{r}_{i0}\|^2}{\delta^2}\right)$$

where $R_{pc}^i(\vec{r})$ is the firing rate of place cell $i$ at position $\vec{r}$, $\vec{r}_{i0}$ is the current position coordinates of the rat in the environment, $\vec{x}_{i0}$ is the position coordinate corresponding to the firing field center of place cell $i$. $\delta^2$ is the adjustment coefficient of the place cell firing field.

4) Neural code of landmark cell

Biological visual information is perceived by retinal neurons, and landmark information is extracted by the visual cortex then input into the hippocampus to merge with other perceptual information. A similar process is also used in our cognitive model. We collect the pixel information by the camera (corresponding to the biological retinal nerve stimulation) through visual cognition model (corresponding to the visual cortex) to obtain the statistical information of the visual landmark and then input it into our bionic episode cognitive model. The landmark cognition algorithm is similar to the event encoding algorithm in the following section, which will not be elaborated in this section. The block diagram of the algorithm model is shown in Figure 4.

The first step is to uniformly set grid points in the picture obtained by the camera, and then use the grid point as the center of the field of view to obtain small pictures as the unit of landmark recognition. The second step is to input the unit pictures to the feature layer to extract visual features. We use the SHIFT feature descriptor as the visual feature, and each unit picture can get a 128-dimensional feature vector. In the third step, the feature vector is inputed to the landmark layer for pattern matching and weight learning. If there is no match, a new landmark neuron is added. Finally, the statistical data of the landmark numbers by all the picture units are used as the visual coding information, and finally as the input information of the visual channel of the episode cognition model.

B. EVENT ENCODING AND RETRIEVAL

Set the number of head-direction cells is $N_d$, the number of grid cells is $N_g$, the number of position cells is $N_p$, and the number of landmark cells is $N_l$, the characteristic vector of the input information of each channel is shown in Figure 5.

From the input layer to the event layer is composed of multiple ART networks, each perceptual channel corresponds to an ART network, and each network learns each charac-
teristic attribute of the event through the weight connection between the input layer and the event layer. The neuron in the event layer represents an event activated by the robot. Table 2 lists the symbols that will be used in the description of the algorithm in this paper.

The event layer cognitive learning process solves the method in the literature [21], including the following four main steps.

1) Activation of event neurons
when the a new activation vector from the input layer to event layer, then calculated activation value of every neuron in the event layer to find the neuron that match the input pattern. The activation value of each neuron \( J \) in the event layer is calculated as follows:

\[
T_j = \sum_{k=1}^{n} \gamma_k \frac{|x^k \wedge w^k_j|}{(\alpha_k + |w^k_j|)} \quad (5)
\]

The \( \wedge \) operation is defined by \( (p \wedge q)_i = \min(p_i, q_i) \), and the norm \( | \cdot | \) is defined by \( |p| = \sum_i p_i \).

2) Competition of event neurons
This process selects the neuron with the biggest activation value in the event layer. The selected neuron \( J \) has the biggest \( T_j \) value, that is

\[
T_j = \max(T_j; \text{foreacheventneuron}j) \quad (6)
\]

Once the neuron \( J \) is selected, by the “winner takes all” rule, the activation value \( y_J = 1 \), when \( J = j \), others as zero.

3) Matching of event neurons
This process is also called rematch evaluation. It is checked whether the matching value of the winning neuron \( J \) for each channel \( k \) meets its alert threshold as follows:

\[
m^k_J = \frac{|x^k \wedge w^k_j|}{|x^k|} \geq \rho^k \quad (7)
\]

If any channel \( k \) does not meet the Vigilance, a mismatch will occur, and the winning neuron will be deactivated in the competition. Use Eq.(1) and (2) to select next neuron \( J − 1 \) until one neuron satisfies Eq.(3). If no one neuron in the event layer pass the vigilance test, adds a new event neuron to response the current event.

4) Learning of event neurons
If a selected neuron satisfies Eq.(3),the synapse weight \( \vec{w}^k_j \) will be updated:

\[
\vec{w}^k(new) = (1 - \beta^k)\vec{w}^k(old) + \beta^k(x^k) \]

Then the activation value \( y_J \) is set to one, and \( y_J \) is used as the input of the episode layer to perform episode cognition in the space-time dimension.

The HEC cognition model is a framework that can learn and classify multiple perceptual pattern inputs to produce specific cognitive outputs. An important feature is that the cognitive learning and recognition process happened at the same time. The network can continuously learn the new perceptual information by adjusting the weight vector. When none of the existing neurons match, a new one will be added. Therefore, it can gradually learn new knowledge and can inherit the knowledge learned before.

The cognitive process in the event is a bottom-up activation method for the input vector, while the recall retrieval is achieved by top-down tracing. The algorithm for event learning and retrieval is show in Algorithm 1.

### C. EPISODE LEARNING AND RETRIEVAL

The advantage of episode cognition is that it can encode the time relationship between input patterns (event sequences). In HEC the newly activated event neuron has the biggest activation value \( y_j = 1 \), and the previously selected neuron will be attenuated in each learning iteration, \( y^new_j = y^old_j(1 - \tau) \), where \( \tau \in (0,1) \), represents the decay speed of the event activation value. Therefore, an event activation vector with a time sequence is generated in the event layer, and the activation vector is input to the episode layer, then the episode neurons are activated by various sequential patterns.

#### TABLE 1: HEC algorithm notions

| Symbol | Definition |
|--------|------------|
| \( k \) | Number of input channel of input layer |
| \( x_k \) | Activity vector of input layer of channel \( k \) |
| \( y^a_k \) | Activity vector of Event layer, where \( n \) is the number of neurons |
| \( w^k_j \) | Weight vector of \( j \) neuron of channel \( k \) |
| \( \gamma_k \) | Contribution coefficient |
| \( \alpha_k \) | Selective coefficient |
| \( \beta_k \) | Alert coefficient |

#### ALGORITHM 1 LEARNING AND RETRIEVAL OF EVENTS

1. Input the neural coding vector \( P \) of perceptual information to input layer
2. Active every neuron \( j \) in event layer by choice function \( T_j = \sum_{k=1}^{n} \frac{y^k_j |w^k_j|}{\alpha_k + |w^k_j|} \)
3. Select neuron \( J \) with biggest activation value \( T_j \)
4. Set neuron \( J \) activation \( y_J = 1 \)
5. WHILE match function \( m^k_j = \frac{|w^k_j|}{|x^k|} < \rho^k \)
   - Deselect and reset \( y_J = 0 \)
   - Select another node \( J \) with biggest activation value \( T_j \)
6. IF no matching \( J \) can be selected in event layer
   - THEN \( y^new_J = P^J \), where \( P^J \) is a newly generated event neuron in event layer
7. Learn \( J \) as a novel event with \( \vec{w}^k_J(new) = x^k \)

The HEC model is a framework that can learn and classify multiple perceptual pattern inputs to produce specific cognitive outputs. An important feature is that the cognitive learning and recognition process happened at the same time. The network can continuously learn the new perceptual information by adjusting the weight vector. When none of the existing neurons match, a new one will be added. Therefore, it can gradually learn new knowledge and can inherit the knowledge learned before.

The cognitive process in the event is a bottom-up activation method for the input vector, while the recall retrieval is achieved by top-down tracing. The algorithm for event learning and retrieval is show in Algorithm 1.
Algorithm 2 presents the episode learning and coding process. When the event sequence $y$ changes in the event layer, the activation value of each neuron in the episode layer is calculated by the activation function. Then, if there are any similar episode that satisfy the vigilance test ($m_s > \rho^s$), the matching is successful, if all existing neurons do not match in the episode layer, a new episode neuron is created.

Different from the activation of event neurons, we have created a new activation function that not only reflects the consistency between the weights of the neurons obtained and the input pattern, but also evaluates the directional similarity between the vectors to improve the accuracy of episode recognition accuracy. The activation function is:

$$T_s = T^1_s \cdot (1 - T^2_s)$$

where

$$T^1_s = \frac{|\vec{y} \wedge \vec{w}_s|}{||\vec{w}_s||}$$

$$T^2_s = \frac{(|\vec{y} \cdot \vec{w}_s|)^2}{||\vec{w}_s||^2 \cdot ||\vec{y}||^2}$$

When the episode learning is completed, it can be identified and recalled based on the environmental cues, and the entire environmental episode can be regenerated by predictive methods based on the cues. An important feature of the HEC model is that the activation and matching have strong robustness, which is very practical in the case of environmental information deficiency and interference. For example, reducing the vigilance parameter $\rho^s$ of the event layer can improve the ability to tolerate noise or incomplete information. Retrieve a episode with less obvious environmental characteristics, such as a sub-sequence of a episode, in the continuous retrieval process. When the neurons in the episode layer are activated, the activation mode is generated in the event layer through resonance search. As long as no event neuron with resonance matching (less than $\rho^e$) is found, the next event will be received and another neuron in the event layer will be activated, so that it can supplement the environmental characteristics.

Algorithm 3 presents the process of episode recognition and prediction. When an event occurs, if a episode neuron $S$ is activated and satisfies the vigilance test, its complete modality in the event layer will be regenerated through top-down calculations. However, to reproduce a complete episode information, the information in the input layer is also reproduced in sequence. To facilitate the calculation, a compensation vector is used to replace the predicted event activation vector. Suppose the sequence mode of the event layer is predicted from the episode layer as $\vec{y}^p$, and its compensation vector is $\vec{y}^p$, for each event neuron $\vec{y}_i^p = 1 - \vec{y}_i^p$. For a given vector $\vec{y}^p$, the event neuron with the largest activation value is selected and the input information of its input layer is predicted. Subsequently, the activation value of the currently selected event neuron is suppressed to zero. Then, the next event neuron with the largest activation value is selected, and the process is repeated until all event neurons are inhibited. The events of the episode retrieved in this way can be reproduced in order.

D. CONSTRUCTION OF EPISODE COGNITIVE MAP

The existing situational cognitive network focuses on event coding and memory management, and there is no connection between episodes in the episode layer, so it is not suitable for robot path planning.

In order to overcome this problem, we have extended the HEC architecture to create a cognitive map that connects the episode nodes on the basis of the episode layer. The construction of the episode cognitive map depends on the generation of episode neurons in the episode layer. Whenever a new neuron is generated, a new node will be added to the episode map. Each node $M_i$ contains a specific situational neuron $e$, a hippocampal space cell discharge mode $p$, and visual landmark information $v$. The edges between nodes represent the time-space relationship between nodes. In a sense, this map connects the episode neurons in the episode layer. Therefore, the nodes in the map can be defined as triples:

$$M_i = \{e^i, p^i, v^i\}$$

The node link $L_{ij}$ marks the connection from the previ-
ously activated node \( C_i \) to the nearest active node \( C_j \), and encodes the changes in the spatial position obtained from the bionic cognitive model. With the episode map, path planning can be achieved through a top-down retrieval process. We use tree search to select the connecting node (path) from the current position of the robot to the target point. Each node of the episode cognitive map represents a specific neuron in the episode layer. Therefore, the path from the scene cognitive map is the episode trajectory. After selecting the episode trajectory, HEC determines the resonance event neuron of the event layer according to the current episode. Once the resonance event neuron is selected, the top-down connection will recall the event in the sequence event layer and retrieve the attributes of the event. The retrieved event attributes include robot space perception and visual perception, which are used for robot navigation and positioning. The whole process is shown in Figure 4.

### III. EXPERIMENTS AND RESULTS

The models and methods we propose are suitable for learning, positioning, and mapping of real scenes including dynamic pedestrian passing and local environmental changes. We use a mobile robot made in the laboratory. As shown in Figure 7, it is equipped with a USB camera, encoder and inertial navigation to measure the mileage and direction. In order to facilitate the most comparative experiments, it is also equipped with a three-dimensional lidar.

The images obtained from the camera are cut into blocks with fixed steps as landmarks, the SHIFT[25] descriptor sub-vector is extracted for each landmark as landmark features, and the landmarks are classified and coded through cognitive learning. Then, the code composition of the road signs on each original image is counted as the input value of the visual information. Assuming that the starting position of the robot is the zero coordinate, the encoder collects the displacement between adjacent sampling moments as the step displacement. The grid cell mode learned by the robot in the previous sampling step is driven by the step displace-

The HEC receives the normalized feature vectors of the four channels as the input of each learning iteration. Set the parameters of the model, and the set parameters are shown in Table 1. We control the robot to move autonomously in office areas and corridors. The perceived internal motion information and external visual information are processed into feature vectors of the input layer. The learning algorithm continuously classifies similar events according to the feature vectors, and classifies similar events in the event layer. They are represented as event neurons. The time series of the activated event neuron is used as the input feature vector of the context layer to activate the context neuron. The learning algorithm continuously classifies similar scenarios based on event neurons to form a series of scenario neurons. Each situational neuron is connected as a node to store memory, and finally these learning experiences form a situational cognitive map. The detailed experimental process and results are as follows.

| Table 2 | Parameter Settings |
|---------|-------------------|
| Parameter | Description | Value |
| \( \alpha \) | Visual neuron selection coefficient | 0.1 |
| \( \rho \) | Visual neuron alert threshold | 0.85 |
| \( \beta \) | Visual neuron learning rate | 0.95 |
| \( \gamma \) | Weight of each sensing channel | (0.25,0.25,0.25,0.25) |
| \( \tau \) | Event activation value decay rate | 0.15 |
| \( \rho^k \) | Event matching alert threshold of each channel | (0.75,0.75,0.75,0.9) |
| \( \beta^k \) | Event neuron learning rate of each channel | (0.95) |
| \( \sigma^k \) | Event neuron selection coefficient for each channel | (0.1,0.1,0.1,0.1) |
| \( \rho_e \) | Episode neuron matching alert threshold | 0.85 |
| \( \beta_e \) | Episode neuron learning rate | 0.95 |
| \( \sigma_e \) | Episode neuron selection coefficient | 0.1 |
| \( N_h \) | Number of head-direction cells | 360 |
| \( N_g \) | Number of grid cells | 32-32 |
| \( N_p \) | Number of place cells | 32-32 |
| \( I_M \) | Pixel size of landmark image | 80 |
| \( I_M^L \) | Landmark image pixel interval | 40 |
A. PREPROCESSING OF ENVIRONMENTAL PERCEPTION INFORMATION

According to the perceptual information encoding method described in the aforementioned model and method, the number of various types of nerve cells are set as: 360 head-direction cells, 32 × 32 grid cells, 32 × 32 place cells, and 5000 visual landmark cells. The direction information of the moving chassis is encoded into the firing rate of each head-direction cell; the mileage information is converted into the displacement between each adjacent sampling step, and the displacement drives the grid cells pattern to obtain the current grid firing pattern, and then the firing rate of the grid cell realizes neural coding; the place cell information comes from the position decoding of the grid cells. The purpose of using it as a separate sensing channel is because it has a one-to-one correspondence with the physical space. It can be used as a spatial mapping of episode neurons to form a episode cognitive map. Figure 7 shows the environmental perception information of four channels of neural coding. The neural firing information of each channel is expanded into a vector, and each element of the vector is used as the input attribute value of the channel.

B. CONSTRUCTION OF EPISODE COGNITIVE MAP

Figure 9 shows the robot system based on the HEC model episode recognition process and results. The robot roamed autonomously in the experimental area, including pedestrians passing by and changes in the local environment, and relevant perceptual information is learned as a series of episodic memories. Figure 9(a) shows the robot’s learning trajectory. The robot circulates in the office, and the robot learned 200 sampling points in total. As shown in Figure 9(b), at the 1st to 94th sampling points, the robot went back and forth for the first time. The robot had no memory information and everything around was new, so it continued to generate new event neurons and episode neurons. All the information has been saved. At the 95th to 194th sampling points, when the robot visits the round-trip route for the second time, some of the original event neurons and episode neurons were reactivated, so the number of new neurons generated is greatly reduced, indicating that the system could continue to learn new sequence of events instead of repeated training. When the robot recognized the activated episode neuron again, it updates the synaptic weight of the episode neuron according to the current environment information. At the end of the study, the cognitive model generated 78 episode neurons and 64 event neurons. Based on the learning results of the HEC episode cognition model, map each episode neuron node to the corresponding position of the peak firing position of the place cells, and connected the nodes to generate a redundant episode cognition map. The constructed episode cognition map is shown in the figure Shown in Figure9(c).

In order to verify the anti-interference performance of the episode cognition model, after the first cognition learning, the camera was blocked several times during the second cognition learning on the same path. The event and episode recognition process is shown in Figure 10. Figure 10(a)
shows the activation of event neurons and episode neurons during the first cognition learning. It can be seen that the neurons are gradually increasing. Figure 10(b) shows that after being disturbed (occluded), the perception information cannot match the previously recognized events, and new events are generated in step 2, 10, and 22. Episode recognition cannot be matched due to limited event sequence information in step 2. Except that the perceptual information in other time steps can accurately identify the existing context neurons. Therefore, the proposed episode recognition model is robust to interference.

Next, we did repeated experiments in a controllable environment. We controlled the robot to go back and forth in the office area for cognition learning five times, and then walk along the original route four times. The environmental conditions are static, slightly changed, moderately changed, and greatly changed. We used three indicators: average similarity, event neuron matching rate, and average error to evaluate the results of the experiment. The average similarity refers to the average value of the matching degree between the current environment information and the episode neurons in the previous cognition memory, and the event neuron matching rate refers to the correct response degree of the model to the event neurons in the memory under the current environment information. The average The error refers to the REMS error between the current actual position and the position of the activated event neuron. The final experimental results are shown in Table 3. The results show that as the environment changes more dynamically, the cognition model will add a lot of event neurons and episode neurons to adapt to the new episode, and the accuracy of cognition will also decrease, but the impact relatively small.

C. ROBOT EPISODE PREDICTION

As mentioned earlier, each node in the episode cognition map represents a specific episode neuron in the episode layer. Therefore, we conducted robot relocation experiments to evaluate the performance of episode prediction. For example, after receiving a series of input environment information, the robot first activates a specific episode node in the scene cognition map accordingly. Then predict the position of the robot from the memory information mapped by this episode node, and calculate the Euclidean distance between the predicted position and the current actual position of the robot. If the Euclidean distance is less than the set threshold, the robot is considered to be successfully positioned. In the experiment, we set the threshold to 0.1 meters.

In the cognitive learning process, the robot is controlled to randomly traverse 10 times between a fixed starting point and an ending point to learn sufficient environmental information. During each movement, the environmental conditions are not controlled, and try to conform to the real scene. Therefore, the robot faces different environmental conditions in each circle, such as the opening and closing of the door, the movement of pedestrians, and the change of light. In order to verify the advantages of the proposed situational recognition model, a comparative experiment was carried out with the 3D laser SLAM (simultaneous mapping and positioning) model, and the robot relocation accuracy of HEC and [26] was compared. The positioning accuracy comparison is shown in Table 4. Show. The experimental results show that the HEC model has obvious robustness advantages, and the advantages are more obvious in the weak texture environment such as the corridor.

IV. DISCUSSION

We verified the adaptability of HEC’s perception in robot contextual cognition learning without pre-defined environ-
mental knowledge. HEC can classify the perceptual features of each channel as event neurons, and encode the spatiotemporal relationship of event neurons as context neurons. The learning and coding process does not require any human intervention, which makes it possible to work in a natural environment. HEC can adapt to changes in the environment by updating neurons, so it can adapt to long-term operations. Robot positioning is not like other methods such as SLAM. It not only compares perceptual information, but also matches through the spatio-temporal relationship of events in event neurons. Therefore, this method can further eliminate the ambiguity of places with similar perceptual information and overcome the problem of perceptual confusion.

When the robot path planning, because the episode cognition map connects all the episode nodes together, the robot can search for the shortest path among these connected episode nodes, and then perform navigation. Of course, this method has limitations, since the planned path only relies on the robot’s previous traversal experience, it may not be the optimal navigation path (shortcut), which is similar to a human being along the previously traversed route to reach the target location. In addition, for advanced mammals, they can navigate through unknown areas to vector navigation to the target. We will study in-depth in the follow-up research.

V. CONCLUSION

In this article, we propose a method to build a cognition map for robot navigation in a complex environment by mimicking the contextual memory of the hippocampus mechanism. It can learn and recognize the episode experienced by the robot, predict the current state and planned behaviors. Combined with the biological basis of neural expression of perceptual information, the mapping relationship from spatial and visual information to contextual cognitive neurons is established, and a set of contextual cognitive models and methods are proposed. The learning method realizes learning by changing the synaptic weight connection of the neuron network, and has the self-learning ability of imitating nerve synapses. It can realize the real-time storage, integration and update of robot memory. In the future, the activation of the contextual neuron can be used to predict the behavior sequence and realize the robot navigation based on the contextual cognitive map. Experimental results show that the robot can realize robust environmental cognition and prediction under dynamic and complex environments.
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