Pruning by explaining: A novel criterion for deep neural network pruning

Seul-Ki Yeom\textsuperscript{a,1}, Philipp Seegerer\textsuperscript{a,2}, Sebastian Lapuschkin\textsuperscript{c}, Alexander Binder\textsuperscript{d,e}, Simon Wiedemann\textsuperscript{c}, Klaus-Robert Müller\textsuperscript{d,f,g,h,i}, Wojciech Samek\textsuperscript{c,h,i}

\textsuperscript{a} Machine Learning Group, Technische Universität Berlin, 10587 Berlin, Germany
\textsuperscript{b} BIFOLD – Berlin Institute for the Foundations of Learning and Data, Berlin, Germany
\textsuperscript{c} Department of Artificial Intelligence, Fraunhofer Heinrich Hertz Institute, 10587 Berlin, Germany
\textsuperscript{d} ISTD Pillar, Singapore University of Technology and Design, Singapore 487372, Singapore
\textsuperscript{e} Department of Informatics, University of Oslo, 0317 Oslo, Norway
\textsuperscript{f} Department of Artificial Intelligence, Korea University, Seoul 136–713, Korea
\textsuperscript{g} Max Planck Institut für Informatik, 66123 Saarbrücken, Germany
\textsuperscript{h} Agnostics GmbH, 10557 Berlin, Germany
\textsuperscript{i} Nota AI GmbH, 10117 Berlin, Germany

\textbf{ARTICLE INFO}

\textbf{Article history:}
Received 18 December 2019
Revised 28 January 2021
Accepted 8 February 2021
Available online 22 February 2021

\textbf{Keywords:}
Pruning
Layer-wise relevance propagation (LRP)
Convolutional neural network (CNN)
Interpretation of models
Explainable AI (XAI)

\textbf{ABSTRACT}

The success of convolutional neural networks (CNNs) in various applications is accompanied by a significant increase in computation and parameter storage costs. Recent efforts to reduce these overheads involve pruning and compressing the weights of various layers while at the same time aiming to not sacrifice performance. In this paper, we propose a novel criterion for CNN pruning inspired by neural network interpretability: The most relevant units, i.e., weights or filters, are automatically found using their relevance scores obtained from concepts of explainable AI (XAI). By exploring this idea, we connect the lines of interpretability and model compression research. We show that our proposed method can efficiently prune CNN models in transfer-learning setups in which networks pre-trained on large corpora are adapted to specialized tasks. The method is evaluated on a broad range of computer vision datasets. Notably, our novel criterion is not only competitive or better compared to state-of-the-art pruning criteria when successive retraining is performed, but clearly outperforms these previous criteria in the resource-constrained application scenario in which the data of the task to be transferred to is very scarce and one chooses to refrain from fine-tuning. Our method is able to compress the model iteratively while maintaining or even improving accuracy. At the same time, it has a computational cost in the order of gradient computation and is comparatively simple to apply without the need for tuning hyperparameters for pruning.
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1. Introduction

Deep CNNs have become an indispensable tool for a wide range of applications [1], such as image classification, speech recognition, natural language processing, chemistry, neuroscience, medicine and even are applied for playing games such as Go, poker or Super Smash Bros. They have achieved high predictive performance, at times even outperforming humans. Furthermore, in specialized domains where limited training data is available, e.g., due to the cost and difficulty of data generation (medical imaging from fMRI, EEG, PET etc.), transfer learning can improve the CNN performance by extracting the knowledge from the source tasks and applying it to a target task which has limited training data.

However, the high predictive performance of CNNs often comes at the expense of high storage and computational costs, which are related to the energy expenditure of the fine-tuned network. These deep architectures are composed of millions of parameters to be trained, leading to overparameterization (i.e. having more parameters than training samples) of the model [2]. The run-times are typically dominated by the evaluation of convolutional layers, while dense layers are cheap but memory-heavy [3]. For instance,
the VGG-16 model has approximately 138 million parameters, taking up more than 500MB in storage space, and needs 15.5 billion floating-point operations (FLOPs) to classify a single image. ResNet50 has approx. 23 million parameters and needs 4.1 billion FLOPs. Note that overparameterization is helpful for an efficient and successful training of neural networks, however, once the trained and well generalizing network structure is established, pruning can help to reduce redundancy while still maintaining good performance [4].

Reducing a model's storage requirements and computational cost becomes critical for a broader applicability, e.g., in embedded systems, autonomous agents, mobile devices, or edge devices [5].

Neural network pruning has a decades long history with interest from both academia and industry [6] aiming to eliminate the subset of network units (i.e. weights or filters) which is the least important w.r.t. the network's intended task. For network pruning, it is crucial to decide how to identify the “irrelevant” subset of the parameters meant for deletion. To address this issue, previous researches have proposed specific criteria based on Taylor expansion, weight, gradient, and others, to reduce complexity and computation costs in the network. Related works are introduced in Section 2.

From a practical point of view, the full capacity (in terms of weights and filters) of an overparameterized model may not be required, e.g., when

1) parts of the model lie dormant after training (i.e., are permanently "switched off"),

2) a user is not interested in the model's full array of possible outputs, which is a common scenario in transfer learning (e.g. the user only has use for 2 out of 10 available network outputs), or

3) a user lacks data and resources for fine-tuning and running the overparameterized model.

In these scenarios the redundant parts of the model will still occupy space in memory, and information will be propagated through those parts, consuming energy and increasing runtime.

Thus, criteria able to stably and significantly reduce the computational complexity of deep neural networks across applications are relevant for practitioners.

In this paper, we propose a novel pruning framework based on Layer-wise Relevance Propagation (LRP) [7]. LRP was originally developed as an explanation method to assign importance scores, so called relevance, to the different input dimensions of a neural network that reflect the contribution of an input dimension to the model's decision, and has been applied to different fields of computer vision (e.g., 8–10]). The relevance is backpropagated from the output to the input and hereby assigned to each unit of the deep model. Since relevance scores are computed for every layer and neuron from the model output to the input, these relevance scores essentially reflect the importance of every single unit of a model and its contribution to the information flow through the network — a natural candidate to be used as pruning criterion. The LRP criterion can be motivated theoretically through the concept of Deep Taylor Decomposition (DTD) (c.f. [11-13]). Moreover, LRP is scalable and easy to apply, and has been implemented in software frameworks such as iNNvestigate [14]. Furthermore, it has linear computational cost in terms of network inference cost, similar to backpropagation.

We systematically evaluate the compression efficacy of the LRP criterion compared to common pruning criteria for two different scenarios.

**Scenario 1:** We prune pre-trained CNNs followed by subsequent fine-tuning. This is the usual setting in CNN pruning and requires a sufficient amount of data and computational power.

**Scenario 2:** In this scenario a pretrained model needs to be transferred to a related problem as well, but the data available for the new task is too scarce for a proper fine-tuning and/or the time consumption, computational power or energy consumption is constrained. Such transfer learning with restrictions is common in mobile or embedded applications.

Our experimental results on various benchmark datasets and four different popular CNN architectures show that the LRP criterion for pruning is more scalable and efficient, and leads to better performance than existing criteria regardless of data types and model architectures if retraining is performed (Scenario 1).

Especially, if retraining is prohibited due to external constraints after pruning, the LRP criterion clearly outperforms previous criteria on all datasets (Scenario 2). Finally, we would like to note that our proposed pruning framework is not limited to LRP and image data, but can be also used with other explanation techniques and data types.

The rest of this paper is organized as follows: Section 2 summarizes related works for network compression and introduces the typical criteria for network pruning. Section 3 describes the framework and details of our approach. The experimental results are illustrated and discussed in Section 4, while our approach is discussed in relation to previous studies in Section 5. Section 6 gives conclusions and an outlook to future work.

### 2. Related work

We start the discussion of related research in the field of network compression with network quantization methods which have been proposed for storage space compression by decreasing the number of possible and unique values for the parameters [15,16]. Tensor decomposition approaches decompose network matrices into several smaller ones to estimate the informative parameters of the deep CNNs with low-rank approximation/factorization [17].

More recently, [18] also propose a framework of architecture distillation based on layer-wise replacement, called Lightweight-Net for memory and time saving. Algorithms for designing efficient models focus more on acceleration instead of compression by optimizing convoluted operations or architectures directly (e.g. [19]).

Network pruning approaches remove redundant or irrelevant units — i.e., nodes, filters, or layers — from the model which are not critical for performance [6,20]. Network pruning is robust to various settings and gives reasonable compression rates while not (or minimally) hurting the model accuracy. Also it can support both training from scratch and transfer learning from pre-trained models. Early works have shown that network pruning is effective in reducing network complexity and simultaneously addressing over-fitting problems. Current network pruning techniques make weights or channels sparse by removing non-informative connections and require an appropriate criterion for identifying which units of the model are not relevant for solving a problem. Thus, it is crucial to decide how to quantify the relevance of the parameters (i.e., weights or channels) in the current state of the learning process for deletion without sacrificing predictive performance. In previous studies, pruning criteria have been proposed based on the magnitude of their 1) weights, 2) gradients, 3) Taylor expansion/derivative, and 4) other criteria, as described in the following section.

**Taylor expansion:** Early approaches towards neural network pruning — optimal brain damage [4] and optimal brain surgeon [21] — leveraged a second-order Taylor expansion based on the Hessian matrix of the loss function to select parameters for deletion. However, computing the inverse of Hessian is computationally expensive. The work of [22,23] used a first-order Taylor expansion as a criterion to approximate the change of loss in the objective function as an effect of pruning away network units. We contrast our novel criterion to the computationally more comparable first-order Taylor expansion from [22].
Gradient: Liu and Wu [24] proposed a hierarchical global pruning strategy by calculating the mean gradient of feature maps in each layer. They adopt a hierarchical global pruning strategy between the layers with similar sensitivity. Sun et al. [25] proposes a sparsified back-propagation approach for neural network training using the magnitude of the gradient to find essential and non-essential features in Multi-Layer Perceptron (MLP) and Long Short-Term Memory Network (LSTM) models, which can be used for pruning. We implement the gradient-based pruning criterion after [25].

Weight: A recent trend is to prune redundant, non-informative weights in pre-trained CNN models, based on the magnitude of the weights themselves. Han et al. [26] and Han et al. [27] proposed the pruning of weights for which the magnitude is below a certain threshold, and to subsequently fine-tune with an $l_p$-norm regularization. This pruning strategy has been used on fully-connected layers and introduced sparse connections with BLAS libraries, supporting specialized hardware to achieve its acceleration. In the same context, Structured Sparsity Learning (SSL) added group sparsity regularization to penalize unimportant parameters by removing some weights [28]. Li et al. [29], against which we compare in our experiments, proposed a one-shot channel pruning method using the $l_p$-norm of weights for filter selection, provided that those channels with smaller weights always produce weaker activations.

Other criteria: [30] proposed the Neuron Importance Score Propagation (NISP) algorithm to propagate the importance scores of final responses before the softmax, classification layer in the network. The method is based on — in contrast to our proposed metric — a per-layer pruning process which does not consider global importance in the network. Luo et al. [31] proposed ThiNet, a data-driven statistical channel pruning technique based on the statistics computed from the next layer. Further hybrid approaches can be found in, e.g. [32], which suggests a fusion approach to combine with weight-based channel pruning and network quantization. More recently, Dai et al. [33] proposed an evolutionary paradigm for weight-based pruning and gradient-based growing to reduce the network heuristically.

3. LRP-based network pruning

A feedforward CNN consists of neurons established in a sequence of multiple layers, where each neuron receives the input data from one or more previous layers and propagates its output to every neuron in the succeeding layers, using a potentially non-linear mapping. Network pruning aims to sparsify these units by eliminating weights or filters that are non-informative (according to a certain criterion). We specifically focus our experiments on transfer learning, where the parameters of a network pre-trained on a source domain is subsequently fine-tuned on a target domain, i.e., the final data or prediction task. Here, the general pruning procedure is outlined in Algorithm 1.

Even though most approaches use an identical process, choosing a suitable pruning criterion to quantify the importance of model parameters for deletion while minimizing performance drop (Step 1) is of critical importance, governing the success of the approach.

3.1. Layer-wise relevance propagation

In this paper, we propose a novel criterion for pruning neural network units: the relevance quantity computed with LRP [7]. LRP decomposes a classification decision into proportionate contributions of each network unit to the overall classification score, called “relevances”.

When computed for the input dimensions of a CNN and visualized as a heatmap, these relevances highlight parts of the input that are important for the classification decision. LRP thus originally served as a tool for interpreting non-linear learning machines and has been applied as such in various fields, amongst others for general image recognition, medical imaging and natural language processing, cf. [34]. The direct linkage of the relevances to the classifier output, as well as the conservatism constraint imposed on the propagation of relevance between layers, makes LRP not only attractive for model explaining, but can also naturally serve as pruning criterion (see Section 4.1).

The main characteristic of LRP is a backward pass through the network during which the network output is redistributed to all units of the network in a layer-by-layer fashion. This backward pass is structurally similar to gradient backpropagation and has therefore a similar runtime. The redistribution is based on a conservation principle such that the relevances can immediately be interpreted as the contribution that a unit makes to the network output, hence establishing a direct connection to the network output and thus its predictive performance. Therefore, as a pruning criterion, the method is efficient and easily scalable to generic network structures. Independent of the type of neural network layer — that is pooling, fully-connected, convolutional layers — LRP allows to quantify the importance of units throughout the network, given a global prediction context.

3.2. LRP-based pruning

The procedure of LRP-based pruning is summarized in Fig. 1. In the first phase, a standard forward pass is performed by the network and the activations at each layer are collected. In the second phase, the score $f(x)$ obtained at the output of the network is propagated backwards through the network according to LRP propagation rules [7]. In the third phase, the current model is pruned by eliminating the irrelevant (w.r.t. the “relevance” quantity $R$ obtained via LRP) units and is (optionally) further fine-tuned.

LRP is based on a layer-wise conservation principle that allows the propagated quantity (e.g. relevance for a predicted class) to be preserved between neurons of two adjacent layers. Let $R^{(l)}_i$ be the relevance of neuron $i$ at layer $l$ and $R^{(l+1)}_j$ be the relevance of neuron $j$ at the next layer $l+1$. Stricter definitions of conservation
that involve only subsets of neurons can further impose that relevance is locally redistributed in the lower layers and we define $R_{i,j}^{(l-1)}$ as the share of $R_j^{(l+1)}$ that is redistributed to neuron $i$ in the lower layer. The conservation property always satisfies

$$\sum_i R_{i,j}^{(l-1)} = R_j^{(l+1)},$$

where the sum runs over all neurons $i$ of the (during inference) preceeding layer $l$. When using relevance as a pruning criterion, this property helps to preserve its quantity layer-by-layer, regardless of hidden layer size and the number of iteratively pruned neurons for each layer. At each layer $l$, we can extract the global importance of node $i$ as its attributed relevance $R_i^{(l)}$.

In this paper, we specifically adopt relevance quantities computed with the LRP-$\alpha_1\beta_0$-rule as pruning criterion. The LRP-$\alpha\beta$-rule was developed with feedforward-DNNs with ReLU activations in mind and assumes positive (pre-softmax) logit activations $\logit(x) > 0$ for decomposition. The rule has been shown to work well in practice in such a setting [35]. This particular variant of LRP is tightly rooted in DTD [11], and other than the criteria based on network derivatives we compare against [22,25], always produces continuous explanations, even if backpropagation is performed through the discontinuous (and commonly used) ReLU nonlinearity [12]. When used as a criterion for pruning, its assessment of network unit importance will change less abruptly with (small) changes in the choice of reference samples, compared to gradient-based criteria.

The propagation rule performs two separate relevance propagation steps per layer: one exclusively considering activatory parts of the forward propagated quantities (i.e., all $a_{i,j}^{(l)}w_{ij} > 0$) and another only processing the inhibitory parts ($a_{i,j}^{(l)}w_{ij} < 0$) which are subsequently merged in a sum with components weighted by $\alpha$ and $\beta$ (s.t. $\alpha + \beta = 1$) respectively.

By selecting $\alpha = 1$, the propagation rule simplifies to

$$R_i^{(l)} = \sum_j \left( a_{i,j}^{(l)}w_{ij} \right)^+ R_j^{(l+1)},$$

where $R_i^{(l)}$ denotes relevance attributed to the $i^{th}$ neuron at layer $l$, as an aggregation of downward-propagated relevance messages $R_i^{(l+1)}$. The terms $(\cdot)^+$ indicate the positive part of the forward propagated pre-activation from layer $l$ to layer $(l+1)$. The $i'$ is a running index over all input activations $a_i$. Note that a choice of $\alpha = 1$ only decomposes w.r.t. the parts of the inference signal supporting the model decision for the class of interest.

Equation (2) is locally conservative, i.e., no quantity of relevance gets lost or injected during the distribution of $R_i$, where each term of the sum corresponds to a relevance message $R_{i',k}$. For this reason, LRP has the following technical advantages over other pruning techniques such as gradient-based or activation-based methods:

(1) Localized relevance conservation implicitly ensures layer-wise regularized global redistribution of importance from each network unit.

(2) By summing relevance within each (convolutional) filter channel, the LRP-based criterion is directly applicable as a measure of total relevance per node/filter, without requiring a post-hoc layer-wise renormalization, e.g., via $l_p$-norm.

(3) The use of relevance scores is not restricted to a global application of pruning but can be easily applied to locally and (neuron- or filter-)group-wise constrained pruning without regularization. Different strategies for selecting (sub-)parts of the model might still be considered, e.g., applying different weightings/priorities for pruning different parts of the model: should the aim of pruning be the reduction of FLOPs required during inference, one would prefer to focus on primarily pruning units of the convolutional layers. In case the aim is a reduction of the memory requirement, pruning should focus on the fully-connected layers instead.

**Fig. 1.** Illustration of the LRP-based sequential process for pruning. A. Forward propagation of a given image (i.e., here, of a cat) through a pre-trained model. B. Evaluation on relevance for weights/filters using LRP. C. Iterative pruning by eliminating the least relevant units (depicted by circles) and fine-tuning if necessary. The units can be individual neurons, filters, or other arbitrary grouping of parameters, depending on the model architecture.
In the context of Algorithm 1, Step 1 of the LRP-based assessment of neuron and filter importance is performed as a single LRP backward pass through the model, with an aggregation of relevance per filter channel as described above, for convolutional layers, and does not require additional normalization or regularization. We would like to point out that instead of backpropagating the model output \( y(x) \) for the true class \( c \) of any given sample \( x \) (as it is commonly done when LRP is used for explaining a prediction \([78] \)), we initialize the algorithm with \( R_c^{(L)} = 1 \) at the output layer \( L \). We thus gain robustness against the model’s (in)confidence in its predictions on the previously unseen reference samples \( x \) and ensure an equal weighting of the influence of all reference samples in the identification of relevant neural pathways.

4. Experiments

We start by an attempt to intuitively illuminate the properties of different pruning criteria, namely, weight magnitude, Taylor, gradient and LRP, via a series of toy datasets. We then show the effectiveness of the LRP criterion for pruning on widely-used image recognition benchmark datasets — i.e., the Scene 15 \([36] \), Event 8 \([37] \), Cats & Dogs \([38] \), Oxford Flower 102 \([39] \), CIFAR-10\(^2\), and ILSVRC 2012 \([40] \) datasets — and four pre-trained feed-forward deep neural network architectures, AlexNet and VGG-16 with only a single sequence of layers, and ResNet-18 and ResNet-50 \([41] \), which both contain multiple parallel branches of layers and skip connections.

The first scenario focuses specifically on pruning of pre-trained CNNs with subsequent fine-tuning, as it is common in pruning research \([22] \). We compare our method with several state-of-the-art criteria to demonstrate the effectiveness of LRP as a pruning criterion in CNNs.

In the second scenario, we tested whether the proposed pruning criterion also works well if only a very limited number of samples is available for pruning the model. This is relevant in case of devices with limited computational power, energy and storage such as mobile devices or embedded applications.

4.1. Pruning toy models

First, we systematically compare the properties and effectiveness of the different pruning criteria on several toy datasets in order to foster an intuition about the properties of all approaches, in a controllable and computationally inexpensive setting. To this end we evaluate all four criteria on different toy data distributions qualitatively and quantitatively. We generated three \( k \)-class toy datasets (“moon” \( (k = 2) \), “circle” \( (k = 2) \) and “multi” \( (k = 4) \)), using respective generator functions\(^2,3\).

Each generated 2D dataset consists of 1000 training samples per class. We constructed and trained the models as a sequence of three consecutive ReLU-activated dense layers with 1000 hidden neurons each. After the first linear layer, we have added a Dropout layer with a dropout probability of 50\%. The model receives inputs from \( R^2 \) and has — depending on the toy problem set — \( k \in \{2, 4\} \) output neurons:

- \( \text{Dense}(1000) \rightarrow \text{ReLU} \rightarrow \text{DropOut}(0.5) \)
- \( \text{Dense}(1000) \rightarrow \text{ReLU} \rightarrow \text{Dense}(1000) \rightarrow \text{ReLU} \rightarrow \text{Dense}(k) \)

We then sample a number of new datapoints (seen during training) for the computation of the pruning criteria. During pruning, we removed a fixed number of 1000 of the 3000 hidden neurons that have the least relevance for prediction according to each criterion. This is equivalent to removing 1000 learned (yet insignificant, according to the criterion) filters from the model. After pruning, we observed the changes in the decision boundaries and re-evaluated for classification accuracy using the original training samples and re-sampled datapoints across criteria. This experiment is performed with \( n \in \{1, 2, 5, 10, 20, 50, 100, 200\} \) reference samples for testing and the computation of pruning criteria. Each setting is repeated 50 times, using the same set of random seeds (depending on the repetition index) for each \( n \) across all pruning criteria to uphold comparability.

Fig. 2 shows the data distributions of the generated toy datasets, an exemplary set of \( n = 5 \) samples generated for criteria computation, as well as the qualitative impact to the models’ decision boundary when removing a fixed set of 1000 neurons as selected via the compared criteria. Fig. 3 investigates how the pruning criteria preserve the models’ problem solving capabilities as a function of the number of samples selected for computing the criteria. Fig. 4 then quantitatively summarizes the results for specific numbers of unseen samples \( \{n \in \{1, 5, 20, 100\} \} \) for computing the criteria. Here we report the model accuracy on the training set in order to relate the preservation of the decision function as learned from data between unpruned (2nd column) to pruned models and pruning criteria (remaining columns).

The results in Fig. 4 show that, among all criteria based on reference samples for the computation of relevance, the LRP-based measure consistently outperforms all other criteria in all reference set sizes and datasets. Only in the case of \( n = 1 \) reference sample per class, the weight criterion preserves the model the best. Note that using the weight magnitude as a measure of network unit importance is a static approach, independent from the choice of reference samples. Given \( n = 5 \) points of reference per class, the LRP-based criterion already outperforms also the weight magnitude as a criterion for pruning unimportant neural network structures, while successfully preserving the functional core of the predictor. Fig. 2 demonstrates how the toy models’ decision boundaries change under influence of pruning with all four criteria. We can observe that the weight criterion and LRP preserve the models’ learned decision boundary well. Both the Taylor and gradient measures degrade the model significantly. Compared to weight- and LRP-based criteria, models pruned by gradient-based criterion misclassify a large part of samples.

The first row of Fig. 3 shows that all (data dependent) measures benefit from increasing the number of reference points. LRP is able to find and preserve the functionally important network components with only very little data, while at the same time being considerably less sensitive to the choice of reference points than other metrics, visible in the measures’ standard deviations. Both the gradient and Taylor-based measures do not reach the performance of LRP-based pruning, even with 200 reference samples for each class. The performance of pruning with the weight magnitude based measure is constant, as it does only depend on the learned weights itself. The bottom row of Fig. 3 shows the test performance of the pruned models as a function of the number of samples used for criteria computation. Here, we tested on 500 samples per class, drawn from the datasets’ respective distributions, and perturbed with additional Gaussian noise \( \mathcal{N}(0, 0.3) \) added after data generation. Due to the large amounts of noise added to the data, we see the prediction performance of the pruned and unpruned models to decrease in all settings. Here we can observe that two out of three times the LRP-pruned models outperforming all other criteria. Only once, on the “moon” dataset, pruning based on the weight criterion yields a higher performance than the LRP-pruned model. Most remarkably though, only the models pruned with the LRP-based criterion exhibit prediction performance and behavior — measured in mean and standard deviation of accuracies measured over all 50 random seeds per \( n \) reference samples on the deliberately heavily

---

1. https://www.cs.toronto.edu/~kriz/cifar.html.
2. https://scikit-learn.org/stable/datasets.
3. https://github.com/seulkiyoom/LRP_Pruning_toy_example.
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| Criteria | Columns: | Figures: |
|----------|----------|----------|
| Training | 1st column: scatter plot of the training data and decision boundary of the trained model. 2nd column: data samples randomly selected for computing the pruning criteria. 3rd to 6th columns: changed decision boundaries after the application of pruning w.r.t. different criteria. |
| Performance | 2. | 3. |
| Accuracy | | |
computation, it is expected that the resulting neuron order is perfectly consistent with itself in all settings (cf. Table 2). What is unexpected however, given the results in Fig. 3 and Fig. 4 indicating similar model behavior after pruning to be expected between LRP- and weight-based criteria, at least on the training data, is the minimal set overlap between LRP and weight, given the higher set similarities between LRP and the gradient and Taylor criteria, as shown in Table 1. Overall, the set overlap between the neurons ranked in the extremes of the orderings show that LRP-derived pruning strategies have very little in common with the ones originating from the other criteria. This observation can also be made on more complex networks at hand of Fig. 7, as shown and discussed later in this Section.

Table 2 reports the self-similarity in neuron selection in the extremes of the ranking across random seeds (and thus sets of reference samples), for all criteria and toy settings. While LRP yields a high consistency in neuron selection for both the pruning (first-k) and the preservation (last-k) of neural network units, both gradient and more so Taylor exhibit lower self-similarities. The lower consistency of both latter criteria in the model components ranked last (i.e., preserved in the model the longest during pruning) yields an explanation for the large variation in results observed earlier: although gradient and Taylor are highly consistent in the removal of neurons rated as irrelevant, their volatility in the preservation of neurons which constitute the functional core of the network after pruning yields dissimilarities in the resulting predictor function.

A supplementary analysis of the neuron selection consistency of LRP over different counts of reference samples n, demonstrating the requirement of only very few reference samples per class in order to obtain stable pruning results, can be found in Supplementary Results 1.

Taken together, the results of Tables 1 to 2 and Supplementary Tables 1 and 2 elucidate that LRP constitutes — compared to the other methods — an orthogonal pruning criterion which is very consistent in its selection of (un)important neural network
units, while remaining adaptive to the selection of reference samples for criterion computation. Especially the similarity in post-pruning model performance to the static weight criterion indicates that both metrics are able to find valid, yet completely different prunning solutions. However, since LRP can still benefit from the influence of reference samples, we will show in Section 4.2.2 that our proposed criterion is able to outperform not only weight, but all other criteria in Scenario 2, where pruning is used instead of fine-tuning as a means of domain adaptation. This will be discussed in the following sections.

4.2. Pruning deep image classifiers for large-scale benchmark data

We now evaluate the performance of all pruning criteria on VGG-16, AlexNet as well as ResNet-18 and ResNet-50, — popular CNNs in compression research [42] — all of which are pre-trained on ILSVRC 2012 (ImageNet). VGG-16 consists of 13 convolutional layers with 4224 filters and 3 fully-connected layers and AlexNet contains 5 convolutional layers with 1552 filters and 3 fully-connected layers. In dense layers, there exist 4,096+4,096+4,096 neurons (i.e. filters), respectively, where k is the number of output classes. In terms of complexity of the model, the pre-trained VGG-16 and AlexNet on ImageNet originally consist of 138.36/60.97 million of parameters and 154.77/22.7 Giga Multiply-Accumulate Operations (GMACs) (as a measure of FLOPs), respectively.

ResNet-18 and ResNet-50 consist of 20/53 convolutional layers with 4,800/26,560 filters. In terms of complexity of the model, the pre-trained ResNet-18 and ResNet-50 on ImageNet originally consist of 11.18/23.51 million of parameters and 1.82/4.12 GMACs, respectively.

Furthermore, since the LRP scores are not implementation-invariant and depend on the LRP rules used for the batch normalization (BN) layers, we convert a trained ResNet into a canonicalized version, which yields the same predictions up to numerical errors. The canonicalization fuses a sequence of a convolution and a BN layer into a convolution layer with updated weights4 and resets the BN layer to be the identity function. This removes the BN layer effectively by rewriting a sequence of two affine mappings into one updated affine mapping [43]. The second change replaced calls to torch.nn.functional methods and the summation in the residual connection by classes derived from torch.nn.Module which then were wrapped by calls to torch.autograd.module to enable custom backward computations suitable for LRP rule calculations.

Experiments are performed within the PyTorch and torchvision frameworks under Intel(R) Xeon(R) CPU E5-2660 2.20GHz and NVIDIA Tesla P100 with 12GB for GPU processing. We evaluated the criteria on six public datasets (Scene 15 [36], Event 8, Cats and Dogs [38], Oxford Flower 102 [39], CIFAR-10, and ILSVRC 2012 [40]). For more detail on the datasets and the pre-processing, see Supplementary Methods 1. Our complete experimental setup covering these datasets is publicly available at https://github.com/seulljeyoon/LRP_pruning.

In order to prepare the models for evaluation, we first fine-tuned the models for 200 epochs with constant learning rate 0.001 and batch size of 20. We used the Stochastic Gradient Descent (SGD) optimizer with momentum of 0.9. In addition, we also apply dropout to the fully-connected layers with probability of 0.5. Fine-tuning and pruning are performed on the training set, while results are evaluated on each test dataset. Throughout the experiments, we iteratively prune 5% of all the filters in the network by eliminating units including their input and output connections. In Scenario 1, we subsequently fine-tune and to re-evaluate the model to account for dependency across parameters and regain performance, as it is common.

4.2.1. Scenario 1: Pruning with fine-tuning

On the first scenario, we retrain the model after each iteration of pruning in order to regain lost performance. We then evaluate the performance of the different pruning criteria after each pruning-retraining-step.

That is, we quantify the importance of each filter by the magnitude of the respective criterion and iteratively prune 5% of all filters (w.r.t. the original number of filters in the model) rated least important in each pruning step. Then, we compute and record the training loss, test accuracy, number of remaining parameters and total estimated FLOPs. We assume that the least important filters should have only little influence on the prediction and thus incur the lowest performance drop if they are removed from the network.

Fig. 5 (and Supplementary Fig. 2) depict test accuracies with increasing pruning rate in VGG-16 and ResNet-50 (and AlexNet and ResNet-18, respectively) after fine-tuning for each dataset and each criterion. It is observed that LRP achieves higher test accuracies compared to other criteria in a large majority of cases (see Fig. 6 and Supplementary Fig. 1). These results demonstrate that the performance of LRP-based pruning is stable and independent of the chosen dataset.

Apart from performance, regularization by layer is a critical constraint which obstructs the expansion of some of the criteria toward several pruning strategies such as local pruning, global pruning, etc. Except for the LRP criterion, all criteria perform substantially worse without l2 regularization compared to those with l2 regularization and result in unexpected network interruptions during the pruning process due to the biased redistribution of importance in the network (cf. top rows of Fig. 5 and Supplementary Fig. 2).

Table 3 shows the predictive performance of the different criteria in terms of training loss, test accuracy, number of remaining parameters and FLOPs, for the VGG-16 and ResNet-50 models. Similar results for AlexNet and ResNet-18 can be found in Supplementary Table 2. Except for CIFAR-10, the highest compression rate (i.e., lowest number of parameters) could be achieved by the proposed LRP-based criterion (row “Params”) for VGG-16, but not for ResNet-50. However, in terms of FLOPs, the proposed criterion outperformed the weight criterion, but not the Taylor and gradient criteria (row “FLOPs”). This is due to the fact that a reduction in number of FLOPs depends on the location where pruning is applied within the network: Fig. 7 shows that the LRP and weight criteria focus the pruning on upper layers closer to the model output, whereas the Taylor and gradient criteria focus more on the lower layers.

Throughout the pruning process usually a gradual decrease in performance can be observed. However, with the Event 8, Oxford Flower 102 and CIFAR-10 datasets, pruning leads to an initial performance increase, until a pruning rate of approx. 30% is reached. This behavior has been reported before in the literature and might stem from improvements of the model structure through elimination of filters related to classes in the source dataset (i.e., ILSVRC 2012) that are not present in the target dataset anymore [44].

Supplementary Table 3 and Supplementary Fig. 2 similarly show that LRP achieves the highest test accuracy in AlexNet and ResNet-18 for nearly all pruning ratios with almost every dataset.

Fig. 7 shows the number of the remaining convolutional filters for each iteration. We observe that, on the one hand, as pruning rate increases, the convolutional filters in earlier layers that are associated with very generic features, such as edge and blob
Fig. 5. Comparison of test accuracy in different criteria as pruning rate increases on VGG-16 (top) and ResNet-50 (bottom) with five datasets. Pruning with fine-tuning. Prematurely terminated lines in above row of panels indicate that during pruning, the respective criterion removed filters vital to the network structure by disconnecting the model input from the output.

Fig. 6. Performance comparison of the proposed method (i.e., LRP) and other criteria on VGG-16 and ResNet-50 with five datasets. Each point in the scatter plot corresponds to the performance at a specific pruning rate of two criteria, where the vertical axis shows the performance of our LRP criterion and the horizontal axis the performance of a single other criterion (compare to Fig. 5 that displays the same data for more than two criteria). The black dashed line shows the set of points where models pruned by one of the compared criteria would exhibit identical performance to LRP. For accuracy, higher values are better. For loss, lower values are better.

Fig. 7. An observation of per-layer pruning performed w.r.t the different evaluated criteria on VGG-16 and two datasets. Each colored line corresponds to a specific (global) ratio of filters pruned from the network (black (top): 0%, red: 15%, green: 30%, blue: 45%, violet: 75% and black (bottom) 90%). The dots on each line identify the ratio of pruning applied to specific convolutional layers, given a global ratio of pruning, depending on the pruning criterion. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
detectors, tend to generally be preserved as opposed to those in latter layers which are associated with abstract, task-specific features. On the other hand, the LRP- and weight-criterion first keep the filters in early layers in the beginning, but later aggressively prune filters near the input which now have lost functionality as input to later layers, compared to the gradient-based criteria such as gradient and Taylor-based approaches. Although gradient-based criteria also across the greedy layer-by-layer approach, we can see that gradient-based criteria pruned the less important filters uniformly across almost all the layers due to re-normalization of the criterion in each iteration. However, this result contrasts with previous gradient-based works [22,25] that have shown that units deemed unimportant in earlier layers, contribute significantly compared to units deemed important in later layers. In contrast to this, LRP can efficiently preserve units in the early layers — as long as they serve a purpose — despite of iterative global pruning.

4.2.2. Scenario 2: Pruning without fine-tuning

In this section, we evaluate whether pruning works well if only a (very) limited number of samples is available for quantifying the pruning criteria. To the best of our knowledge, there are no previous studies that show the performance of pruning approaches when acting w.r.t. very small amounts of data. With large amounts of data available (and even though we can expect reasonable performance after pruning), an iterative pruning and fine-tuning procedure of the network can amount to a very time consuming and computationally heavy process. From a practical point of view, this issue becomes a significant problem, e.g., with limited computational resources (mobile devices or in general; consumer-level hardware) and reference data (e.g., private photo collections), where capable and effective pruning approaches are desired.

To investigate whether pruning is possible also in these scenarios, we performed experiments with a relatively small number of data on the 1) Cats & Dogs and 2) subsets from the ILSVRC 2012 classes.

On the Cats & Dogs dataset, we only used 10 samples each from the “cat” and “dog” classes to prune the (on ImageNet) pre-trained AlexNet, VGG-16, ResNet-18 and ResNet-50 networks with the goal of domain/dataset adaptation. The binary classification (i.e., “cat” vs. “dog”) is a subtask within the ImageNet taxonomy and corresponding output neurons can be identified by its WordNet\(^3\) associations. This experiment implements the task of domain adaptation.

In a second experiment on the ILSVRC 2012 dataset, we randomly chose \(k = 3\) classes for the task of model specialization, selected only \(n = 10\) images per class from the training set and used them to compare the different pruning criteria. For each criterion, we used the same selection of classes and samples. In both experimental settings, we do not fine-tune the models after each pruning iteration, in contrast to Scenario 1 in Section 4.2.1. The obtained post-pruning model performance is averaged over 20 random selections of classes (ImageNet) and samples (Cats & Dogs) to account for randomness. Please note that before pruning, we first restructured the models' fully connected output layers to only preserve the task-relevant \(k\) network outputs by eliminating the \(1000 - k\) redundant output neurons.

Furthermore, as our target datasets are relatively small and only have an extremely reduced set of target classes, the pruned models could still be very heavy w.r.t. memory requirements if the pruning process would be limited to the convolutional layers, as in Section 4.2.1. More specifically, while the convolutional layers dominantly constitute the source of computation cost (FLOPs), fully connected layers are proven to be more redundant [29]. In this respect, we applied pruning procedures in both fully connected layers and convolutional layers in combination for VGG-16.

\(^3\) http://www.image-net.org/archive/wordnet.is_a.txt.
For pruning, we iterate a sequence of first pruning filters from the convolutional layers, followed by a step of pruning neurons from the model’s fully connected layers. Note that both evaluated ResNet architectures mainly consist of convolutional- and pooling layers, and conclude in a single dense layer, of which the set of input neurons are only affected via their inputs by pruning the below convolutional stack. We therefore restrict the iterative pruning filters from the sequence of dense layers of the feed-forward architecture of the VGG-16.

The model performance after the application of each criterion for classifying a small number of classes ($k = 3$) from the ILSVRC 2012 dataset is indicated in Fig. 8 for VGG-16 and Fig. 9 for ResNets (please note again that ResNets do not have fully-connected layers). During pruning at fully-connected layers, no significant difference across different pruning ratios can be observed. Without further fine-tuning, pruning weights/filters at the fully connected layers can retain performance efficiently. However, there is a certain difference between LRP and other criteria with increasing pruning ratio of convolutional layers for VGG-16/ResNet-18/ResNet-50, respectively: (LRP vs. Taylor with $l_2$-norm; up to 9.6/61.8/51.8% LRP vs. gradient with $l_2$-norm; up to 28.0/63.6/54.5%, LRP vs. weight with $l_2$-norm; up to 27.1/48.3/30.2%). Moreover, pruning convolutional layers needs to be carefully managed compared to pruning fully connected layers. We can observe that LRP is applicable for pruning any layer type (i.e., fully connected, convolutional, pooling, etc.) ef-
ficiently. Additionally, as mentioned in Section 3.1, our method can be applied to general network architectures because it can automatically measure the importance of weights or filters in a global (network-wise) context without further normalization.

Fig. 10 shows the test accuracy as a function of the pruning ratio for the domain adaptation task from ImageNet to Cats&Dogs. As the pruning ratio increases, we can see that even without fine-tuning, using LRP as pruning criterion can keep the test accuracy not only stable, but close to 100%, given the extreme scarcity of data in this experiment. In contrast, the performance decreases significantly when using the other criteria requiring an application of the $l_2$-norm. Initially, the performance is even slightly increasing when pruning with LRP. During iterative pruning, unexpected changes in accuracy with LRP (for 2 out of 20 repetitions of the experiment) have been shown around 50 – 55% pruning ratio, but accuracy is regained quickly again. However, only the VGG-16 model seems to be affected for this task. For both ResNet models, this phenomenon occurs for the other criteria instead. A series of in-depth investigations of this momentary decrease in performance did not lead to any insights and will be subject of future work.

By pruning close to 99% of convolutional filters in the networks using our proposed method, we can have 1) greatly reduced computational cost, 2) faster forward and backward processing (e.g. for the purpose of further training, inference or the computation of attribution maps), and 3) a lighter model even in the small sample case, all while adapting off-the-shelf pre-trained ImageNet models towards a dog-vs.-cat classification task.

5. Discussion

Our experiments demonstrate that the novel LRP criterion consistently performed well compared to other criteria across various datasets, model architectures and experimental settings, and often times outperformed the competing criteria. This is especially pronounced in our Scenario 2 (cf. Section 4.2.2), where only little resources are available for criterion computation, and no fine-tuning after pruning is allowed. Here, LRP considerably outperformed the other metrics on toy data (cf. Section 4.1) and image processing benchmark data (cf. Section 4.2.2). The strongly similar results between criteria observed in Scenario 1 (cf. Section 4.2.2) are also not surprising, as an additional fine-tuning step after pruning may allow the pruned neural network model to recover its original performance, as long as the model has the capacity to do so.

From the results of Table 3 and Supplementary Table 3 we can observe that with a fixed pruning target of $n\%$ filters removed, LRP might not always result in the cheapest sub-network after pruning in terms of parameter count and FLOPs per inference, however it consistently is able to identify the network components for removal and preservation leading to the best performing model after pruning. Latter results resonate also strongly in our experiments of Scenario 2 on both image and toy data, where, without the additional fine-tuning step, the LRP-pruned models vastly outperform their competitors. The results obtained in multiple toy settings verify that only the LRP-based pruning criterion is able to preserve the original structure of the prediction function (cf. Figs. 2 and 3).

Unlike the weight criterion, which is a static quantity once the network is not in training anymore, the criteria Taylor, gradient and LRP require reference samples for computation, which in turn may affect the estimation of neuron importance. From the latter three criteria, however, only LRP provides a continuous measure of network structure importance (cf. Sec 7.2 in [12]) which does not suffer from abrupt changes in the estimated importance measures with only marginal steps between reference samples. This quality of continuity is reflected in the stability and quality of LRP results reported in Section 4.1, compared to the high volatility in neuron selection for pruning and model performance after pruning observable for the gradient and Taylor criteria. From this observation it can also be deduced that LRP requires relatively few data points to converge to a pruning solution that possesses a similar prediction behavior as the original model. Hence, we conclude that LRP is a robust pruning criterion that is broadly applicable in practice. Especially in a scenario where no fine-tuning is applied after pruning (see Section 4.2.2), the LRP criterion allows for pruning of a large part of the model without significant accuracy drops.

In terms of computational cost, LRP is comparable to the Taylor and Gradient criteria because these criteria require both a forward and a backward pass for all reference samples. The weight criterion is substantially cheaper to compute since it does not require to evaluate any reference samples; however, its performance falls short in most of our experiments. Additionally, our experiments demonstrate that LRP requires less reference samples than the other criteria (cf. Fig. 3 and Fig. 4), thus the required computational cost is lower in practical scenarios, and better performance can be expected if only low numbers of reference samples are available (cf. Fig. 10).

Unlike all other criteria, LRP does not require explicit regularization via $l_2$-normalization, as it is naturally normalized via its enforced relevance conservation principle during relevance back-propagation, which leads to the preservation of important network substructures and bottlenecks in a global model context. In line with the findings by [22], our results in Fig. 5 and Supplementary Fig. 2 show that additional normalization after criterion computation for weight, gradient and Taylor is not only vital to obtain good performance, but also to avoid disconnected model

---

*We consequently have to assume that this phenomenon marks the downloaded pre-trained VGG-16 model as an outlier in this respect. A future line of research will dedicate inquiries about the circumstances leading to intermediate loss and later recovery of model performance during pruning.
segments — something which is prevented out-of-the-box with LRP.

However, our proposed criterion still provides several open questions that deserve a deeper investigation in future work. First of all, LRP is not implementation invariant, i.e., the structure and composition of the analyzed network might affect the computation of the LRP-criterion and “network canonization” — a functionally equivalent restructuring of the model — might be required for optimal results, as discussed early in Section 4 and [43]. Furthermore, while our LRP-criterion does not require additional hyperparameters, e.g., for normalization, the pruning result might still depend on the chosen LRP variant. In this paper, we chose the $\alpha_{1,0}$ rule in all layers, because this particular parameterization identifies the network’s neural pathways positively contributing to the selected output neurons for which reference samples are provided, and is robust against the detrimental effects of shattered gradients affecting especially very deep CNNs [11] (i.e., other than gradient-based methods, it does not suffer from potential discontinuities in the backpropagated quantities), and has a mathematical well-motivated foundation in DTD [11,12]. However, other work from literature provide [14] or suggest [8,9] alternative parameterizations to optimize the method for explanatory purposes. It is an interesting direction for future work to examine whether these findings also apply to LRP as a pruning criterion.

6. Conclusion

Modern CNNs typically have a high capacity with millions of parameters as this allows to obtain good optimization results in the training process. After training, however, high inference costs remain, despite the fact that the number of effective parameters in the deep model is actually significantly lower (see e.g. [45]). To alleviate this, pruning aims at compressing and accelerating the given models without sacrificing much of predictive performance. In this paper, we have proposed a novel criterion for the iterative pruning of CNNs based on the explanation method LRP, linking for the first time two so far disconnected lines of research.

LRP has a clearly defined meaning, namely the contribution of an individual network unit, i.e. weight or filter, to the network output. Removing units according to low LRP scores thus means discarding all aspects in the model that do not contribute relevance to its decision making. Hence, as a criterion, the computed relevance scores can easily and cheaply give efficient compression rates without further postprocessing, such as per-layer normalization.

Besides, technically LRP is scalable to general network structures and its computational cost is similar to the one of a gradient backward pass.

In our experiments, the LRP criterion has shown favorable compression performance on a variety of datasets both with and without retraining after pruning. Especially when pruning without retraining, our results for small datasets suggest that the LRP criterion outperforms the state of the art and therefore, its application is especially recommended in transfer learning settings where only a small target dataset is available.

In addition to pruning, the same method can be used to visually interpret the model and explain individual decisions as intuitive relevance heatmaps. Therefore, for future work, we propose to use these heatmaps to elucidate and explain which image features are most strongly affected by pruning to additionally avoid that the pruning process leads to undesired Clever Hans phenomena [8].
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