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Abstract. In this article, we considered a fractal image as a fractal curve, that is, as a walk on a grid in Euclidean space $\mathbb{R}^d$. We placed integers on the generating vectors of a grid, such that opposite directions have opposite numbers. This numbering system converts a curve on that grid into a sequence of integers, corresponding with the curve’s edges. The corresponding sequence contains the same fractal structure, i.e., an approximant of the curve corresponds to that of the sequence. We introduced a normalized sequence which is unique for a curve. The morphisms of the grid generators were translated into signed permutations on the alphabet of all the numbers used. By ordering the fractal sequences, we obtained an encyclopedia of fractals. A variety of examples and images enriched the text.

1 Introduction

Assuming we have both an integer sequence $(1, 2, -1, 2, 2, 1, -2, 1, 2, 1, -2, -1, -2, 1)$ and a drawing rule that states for 1 you draw one unit to the right, for $-1$ one unit to the left, for 2 draw one unit up, and for $-2$ one unit down. The drawing would then be as shown in the left picture in fig. 1. Alternatively, we provide the sequence $(1, 2, -1, 3, 1, -2, 1)$, plus the rule that 3 is one unit backward, then the drawing is as shown in the right picture in fig. 1.

Figure 1: Hilbert’s second approximant and the third approximant of the Gray curve.
The main objective of this article is: to describe a system in which we can represent fractal curves in all dimensions as integer sequences.

In sec. 2 we give an axiomatic description of the tools required to handle the two objects in the paper, sequences and fractals.

Section 2.1 is dedicated to defining the basics surrounding sequences, that is the alphabet, including its inverses, morphisms, and the property of being normalized. Additionally, we also define some unique morphisms because of their vital role. The second subsection we dedicate to a peculiar morphism sub-type, represented by signed permutations on the alphabet. Section 2.3 defines what we need for fractals, i.e., grids, directions, and isometries. The following sub-section describes the other object from the title, i.e., fractals and their approximations. In sec. 2.5 a geometric tool gives us the possibility to indicate the substitution of that edge. Finally, in sec. 2.6 we propose a concise way to display a fractal and all its characteristics.

The section Examples is devoted to some divergent examples where our method is applied. The last section discusses conclusions and considerations.

In the appendices, appendix A is for an overview of the dihedral group of transformations of the square grid, whereas the second one, Normalized Fractal Encyclopedia, is for a setup and start of an encyclopedia of fractals.

Remark 1. This article uses one numbering for (sub)sections and another for figures, definitions, theorems, remarks, lemmas, observations, and examples. However, there is no rule without exception: occasionally, we will use a framed box of text that we think is important enough to call this block an Intermezzo.

2 Axiomatic description

2.1 Alphabet, sequences, morphism, and normalized

In this subsection we sketch four definitions for: alphabet, sequence, normalized, and morphism, respectively, to build our environment of sequences. Notice we use a less standard definition for an alphabet, including the inverse elements, and using natural numbers plus their negatives. Consequently, integer sequences, together with concatenation as operand, directly constitute a free group over this alphabet. In the morphisms on that group we distinguish three particular kinds, being reverse, inverse, and substitution, which appear to be helpful in our approach. This subject’s thorough and more general treatment is provided in [1].

Definition 2. An alphabet of order \( n \) is \( \Sigma_n = \{k \mid k \in \mathbb{Z}; 0 < |k| \leq n\} \), for some \( 0 < n \in \mathbb{N} \), a subset of the integers, that we abbreviate to \( \Sigma_n = \{\pm 1, \pm 2, \ldots, \pm n\} \). For \( n = \infty \) we have the infinite alphabet \( \Sigma_\infty = \mathbb{Z} \setminus \{0\} \).

Definition 3. An integer sequence, also known as a sequence\(^1\), is a countable, ordered multiset with elements taken from an alphabet \( \Sigma_n \). Let \( \Sigma_n^* \) constitute the set of all finite sequences, where

\(^1\) In sequence theory, this is usually called a word, since the alphabet is often a set of letters. However, we only use integers.
we denote each sequence by \( S = \langle s_1, s_2, \ldots \rangle \)\(^2\) with \( s_k \in \Sigma_n \), and with commas and angle brackets. This notation represents the empty sequence by \( \langle \rangle = \varepsilon \). By \(|S|\) we denote the absolute sequence \(|S| = \langle |s_1|, |s_2|, \ldots \rangle\), whereas the length of a sequence, i.e., its number of elements, we indicate by \( ||S|| \). Let \( \Sigma^k_n = \{ S \in \Sigma_n; ||S|| = k \} \) for \( 0 \leq k \), be the set of sequences with length \( k \), so \( \Sigma^0_n = \langle \rangle \), then \( \Sigma^*_n = \bigcup_{k \geq 0} \Sigma^k_n \).

For clarity, we use commas to separate items within a sequence to avoid confusion between the different numbers. To introduce a normalized sequence, we define a (normalized) ordering of the non-zero integers as follows: \( 1, -1, 2, -2, 3, -3, \ldots \). That is, a positive integer comes before its negation, the positive numbers occur in ascending order, and the negative numbers in descending order, i.e., \( n < m \iff (|n| < |m|) \lor (0 < n = -m) \). A sequence \( S \) of integers we call normalized if the integers in the sequence \( S \) appear to be ordered in a normalized way. More precisely:

**Definition 4.** For a sequence \( S = \langle s_1, s_2, \ldots \rangle \) and for \( 0 < k \in \Sigma_n \), let \( n_k \) be the lowest index \( i \) such that \( s_i = k \), and \( n_k = \infty \) if \( k \notin S \), i.e., \( s_{n_k} = k \) and for \( j < n_k \) we have \( s_j \neq k \). This sequence is normalized if \( |s_j| < k \) for \( 1 \leq j < n_k \) and \( 0 < k \in \Sigma_n \). Therefore, for a normalized sequence, we have \( n_1 = 1 \), and \( n_{k-1} < n_k \) for \( k > 1, k \in \Sigma_n \).

A finite sequence can be normalized in two ways because its reverse can also be normalized, for instance, \( \langle 1, 2, -1, 1 \rangle \). In this case, we prefer the lexicographically smaller of the two. Therefore, \( \langle 1, -1, 2, 1 \rangle \) will be the minimal normalized version. See def. 20 (page 11) for how we order sequences.

Because the set \( \Sigma^*_n \) is a monoid (even a free group, as we will see) with concatenation (of sequences) as multiplication, denoted by a comma, and \( \langle \rangle = \varepsilon \) as the identity element, it is natural to consider mappings that respect this operation.

**Definition 5.** A mapping \( \phi : \Sigma^*_n \rightarrow \Sigma^*_n \) such that \( \phi(S,T) = (\phi(S),\phi(T)) \), where \( S,T \in \Sigma^*_n \) is a homomorphism, or morphism for short.

However, some unique morphisms deserve a memorable name: reverse, inverse, and substitution.

**Definition 6.** We define the reverse, which we denote by \( R \), for a sequence \( \langle s_1, s_2, \ldots, s_n \rangle \), by

\[
\mathcal{R}\langle s_1, s_2, \ldots, s_n \rangle = \langle s_n, s_{n-1}, \ldots, s_1 \rangle.
\]

\( R : \Sigma^*_n \rightarrow \Sigma^*_n \) is a peculiar mapping because it is an anti-homomorphism, i.e., \( R(S,T) = (\mathcal{R}(T),\mathcal{R}(S)) \) for \( S, T \in \Sigma^*_n \). Notice that \( R \) is only defined for sequences with finite length and that \( R(x) = \langle x \rangle \) for \( x \in \Sigma_n \).

There is a natural embedding of \( \Sigma_n \) into \( \Sigma^*_n \) by the injection \( x \mapsto \langle x \rangle \); therefore, we identify \( \Sigma_n \) with \( \Sigma^1_n \). With \( \alpha : \Sigma_n \rightarrow \Sigma^*_n \) a morphism, there is a natural extension to \( \alpha^* : \Sigma^*_n \rightarrow \Sigma^*_n \) by \( \alpha^*(s_1, s_2, \ldots, s_k) = (\alpha(s_1), \alpha(s_2), \ldots, \alpha(s_k)) \). However, we will use \( \alpha \) instead of \( \alpha^* \).

A morphism \( \sigma \) on \( \Sigma^*_n \) with \( \|\sigma(x)\| = 1 \) or \( x \in \Sigma_n \) we call a coding. Defined on \( \Sigma_n \) only, it extends naturally to a bijection on \( \Sigma^*_n \). For a coding \( \alpha : \Sigma_n \rightarrow \Sigma_n \), its extension \( \alpha : \Sigma^*_n \rightarrow \Sigma^*_n \) is length-preserving, i.e., \( \|\alpha(S)\| = \|S\| \) for \( S \in \Sigma^*_n \). Examples of trivial codings on \( \Sigma_n \) are the identity we denote by \( \iota \) and the negation, which maps an integer to its inverse, indicated by \( -\iota \), or only by its sign \( - \), in expressions.

\(^2\) Eventually, we use \( S = \langle s(1), s(2), \ldots \rangle \) with \( s(k) \in \Sigma_n \).
Definition 7. The inverse (for concatenation) on $\Sigma_n^*$, denoted by $S^{-1}$ for $S \in \Sigma_n^*$, we define as $(S,T)^{-1} = (T^{-1},S^{-1})$ for $S,T \in \Sigma_n^*$, and $\langle x \rangle^{-1} = \langle -x \rangle$ for $x \in \Sigma_n$.

We use the inverse for concatenation to transform $\Sigma_n^*$ from a monoid into a free group. We observe $-R(S) = S^{-1}$ for $S \in \Sigma_n^*$, where $R$ is the reverse from def. 6. Hence, we use $-R$ as the inverse on $\Sigma_n^*$. The inverse is an anti-morphism because it is a combination of two mappings, of which the reverse is an anti-homomorphism, and the negation is a homomorphism.

Definition 8. A substitution is a morphism $T : \Sigma_n^* \rightarrow \Sigma_n^*$ that is expansive, i.e., for at least one $x \in \Sigma_n$, we have $\|T\langle x \rangle\| \geq 2$. Also, for every morphism $\sigma$ and substitution $T$, we have $T\sigma = \sigma T$.

2.2 Signed permutations

We recall that a signed permutation\(^4\) is a signed binary matrix, i.e., with elements 0, 1, and $-1$, where each row and column has only one element distinct from 0. Clearly, such a permutation has determinant $\pm 1$ and therefore forms a member of the special orthogonal group.

Lemma 9. If $\Omega = \omega(i,j)$ is the matrix of order $n$ of a signed permutation, then there is a permutation $\sigma$ of $\Sigma_n$, such that $\sigma(a) = -\sigma(-a)$ for $a \in \Sigma_n$.

Proof. Determine $\sigma(k)$; $k = 1, 2, \ldots, n$, by the unique $1 \leq i \leq n$ such that $\omega(i,k) \neq 0$ and $\omega(j,k) = 0$ for $j \neq i$, and define $\sigma(k) = i \ast \omega(i,k)$ for $1 \leq k \leq n$. Thus, we have $\text{sgn}(\sigma(k)) = \omega(|\sigma(k)|, k)$, where $\omega(m,k) = 0$ for $m \neq |\sigma(k)|$ and $1 \leq k \leq n$. Further, we define $\sigma(-k) = -\sigma(k)$ for $1 \leq k \leq n$ and the condition is fulfilled. Then we get $\sigma(k) = \text{sgn}(k) \ast \omega(|\sigma(k)|, |k|)$ for $k \in \Sigma_n$. As an illustration for the above, see eq. (1).

In Cauchy’s two-line notation\(^5\), a permutation looks like $\begin{bmatrix} x & y & z & \cdots \\ a & b & c & \cdots \end{bmatrix}$, where the first row contains elements from the domain, and the second row contains their respective images. A signed permutation is also a bijective morphism $\sigma$ on the alphabet $\Sigma_n$ with the property $\sigma(-x) = -\sigma(x)$ for $x \in \Sigma_n$. Thus, we use the one-line notation $[\sigma(1), \sigma(2), \sigma(3), \ldots, \sigma(n)]$, by which $\sigma$ is completely determined.\(^6\)

Examples are the identity $\iota = [1, 2, 3, \ldots, n]$ and its negation $-\iota = [-1, -2, \ldots, -n]$. As $[-2, 4, -1, 3]$ indicates the images of the four unit-vectors, the matrix becomes,

$$\begin{bmatrix} -2, 4, -1, 3 \end{bmatrix} = \begin{bmatrix} 0 & 0 & -1 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \end{bmatrix}.$$

\(^3\) A morphism is called expanding [1, p. 9] if for all $x \in \Sigma_n$, we have $\|T\langle x \rangle\| \geq 2$.

\(^4\) Following Knuth [12], we also use perm to denote a signed permutation.

\(^5\) [22, p. 94], “Cauchy used his permutation notation – in which the arrangements are written one below the other, and both are enclosed in parentheses – for the first time in 1815.”

\(^6\) Bjöner et al. [3, p. 246] called this a window notation. Section (8.1) [3] is devoted to the properties of signed permutations and their group.
Lemma 10. Signed permutations $\sigma = [\sigma(1), \sigma(2), \ldots, \sigma(n)]$ and $\tau = [\tau(1), \tau(2), \ldots, \tau(n)]$, have as a product

$$\sigma\tau = [\sigma(|\tau(1)|) \ast \text{sgn}(\tau(1)), \sigma(|\tau(2)|) \ast \text{sgn}(\tau(2)), \ldots, \sigma(|\tau(n)|) \ast \text{sgn}(\tau(n))].$$

Proof. This product follows immediately from $\sigma(x) = \text{sgn}(x) \ast \sigma(|x|)$ for $x \in \Sigma_n$. □

For instance, $[-2, 4, -1, 3][3, -1, 4, -2] = [-1, -(-2), 3, -(4)] = [-1, 2, 3, -4]$. If we multiply from the right with e.g., $[1, 3, 2, 4]$, we swap two values in positions 2 and 3, as in $[-2, 4, -1, 3][1, 3, 2, 4] = [-2, -1, 4, 3]$. Multiplying from the left swaps the corresponding values, as we see in $[1, 3, 2, 4][-2, 4, -1, 3] = [-3, 4, -1, 2].$

From the matrix representation of signed permutations, we know the determinant equals ±1. The perms with matrices with positive determinants preserve the orientation of the vector space, and we call them rotations; those with negative determinants alter the orientation in the opposite one, and we call them reflections. We now investigate whether a signed permutation is a reflection by observing its one-line notation.

Definition 11. Let $\sigma = [\sigma(1), \sigma(2), \ldots, \sigma(n)]$ be a signed permutation. Then, we define the number of negative items [8] by $\text{neg}(\sigma) = |\{1 \leq i \leq n : \sigma(i) < 0\}|$, and the number of inversions [8] by $\text{inv}(\sigma) = |\{(i, j) : 1 \leq i < j \leq n, |\sigma(i)| > |\sigma(j)|\}|$.

Theorem 12. $\det(\sigma) = -1^{\text{neg}(\sigma) + \text{inv}(\sigma)}$.

Proof. We know that the number of inversions, $\text{inv}(\sigma)$, equals the number modulo 2 of transpositions of two values in the one-line notation. Such a transposition, say $\sigma(i)$ and $\sigma(j)$, corresponds to swapping the two columns $i$ and $j$ in the corresponding matrix, which leads to an additional factor of $-1$ in the determinant. Multiplying a value in the one-line notation by $-1$ equals multiplying the corresponding column in the matrix with $-1$. Therefore, if we add the inversions and the minus signs in the one-line notation, we get the exponent of $-1$ in the determinant. We refer to the signed permutation $\mu = [2, 3, 4, \ldots, n, -1]$ as the minimal rotation because $\text{neg}(\mu) = 1 = \text{inv}(\mu)$. □

A sequence $S = \langle s_1, s_2, \ldots \rangle$ is generally not normalized (c.f. def. 4), but we can easily construct a signed permutation to transform such an array into an isomorphic, normalized sequence. For this, we need the first occurrence $|s_i| = k$ in the series for each $0 < k \in \Sigma_n$, along with the sgn($s_i$) of that first occurrence. In that order, these first occurrences for $0 < k \in \Sigma_n$ constitute the inverse of the normalizing permutation of the original sequence.

Definition 13. Given a sequence $S = \langle s_1, s_2, \ldots \rangle$ over $\Sigma_n$, define $i_k$ for $1 \leq k \leq n$ such that $|s_{i_k}| = k$, and $|s_j| \neq k$ for $1 \leq j < i_k$, then we get $\{|s_1|, |s_2|, \ldots, |s_{i_n}|\}$. This determines the normalizing permutation of $S$ to be $\sigma = \left[\begin{array}{cccc}
s_1 & s_{i_2} & \cdots & s_{i_n} \\
1 & 2 & \cdots & n\end{array}\right]$, or $\sigma^{-1} = [s_{i_1}, s_{i_2}, \ldots, s_{i_n}]$.

A constant morphism $\gamma : \Sigma_n \rightarrow \Sigma_n$ is such that for $x \in \Sigma_n$, we have $\gamma(x) = c$. A constant substitution $\gamma^* : \Sigma_n^* \rightarrow \Sigma_n^*$ is a mapping such that for $S \in \Sigma_n^*$, we have $\gamma(S) = \langle c \rangle$. We use $\Sigma$ instead of $\Sigma_n$ if $n$ is evident from the context.
2.3 Grid, direction, and isometry

Definition 14. Let \( \{ u(1), u(2), \ldots, u(n) \} \subset \mathbb{R}^d \) be a set of vectors \(^7\), not necessarily independent, where \( 0 < d \leq n \), such that the vectors span \( \mathbb{R}^d \). Furthermore, we have \( u(j) \neq \alpha \ast u(i) \) for \( \alpha \in \mathbb{R} \) and \( 1 \leq i \neq j \leq n \), i.e., every pair of vectors is independent. The set \( \Gamma_n = \bigl\{ \sum_{i=1}^{n} k_i \ast u(i) \bigr\} \) with \( k_i \in \mathbb{R} \) and \( |\{ k_i \notin \mathbb{Z} \}| \leq 1 \), is called a grid. A grid has \( 2n \) directions, i.e., its generators and their negations \( \{ \pm u(k) \} \). Each direction with its opposite forms an axis. The generators of a grid \( \Gamma_n \) relate to an alphabet \( \Sigma_n \) by the mapping \( u(k) \mapsto \langle k \rangle \) and \(-u(k) \mapsto \langle -k \rangle \).

Using the relation between the alphabet and the generators of the grid, we have an association between number sequences and fractal images, i.e., subsets of the grid, as the title of this study suggests.

Example 15. The most crucial grid we encounter is the cubic grid \( \mathbb{Z}^d \) for \( 1 \leq d \), with the \( 2d \) directions \( \langle \pm 1 \rangle, \langle \pm 2 \rangle, \ldots, \langle \pm d \rangle \), see fig. 2 the left picture for the square grid in the plane.

![Figure 2: Square, triangular and square-diagonal grids, with directions indicated by integers.](image)

The triangular grid is also essential. Notice that a grid can have more generators than its dimension, as observed in the triangular and square-diagonal grids. We determine a grid using a matrix in which the columns represent the generators in the appropriate order. The grids in fig. 2 are given by \( \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \), \( \begin{pmatrix} 1 & \frac{1}{2} \sqrt{3} & \frac{1}{2} \sqrt{3} \\ 0 & \frac{1}{2} \sqrt{3} & \frac{1}{2} \sqrt{3} \end{pmatrix} \) and \( \begin{pmatrix} 1 & 1 & 0 & -1 \\ 0 & 1 & 1 & 1 \end{pmatrix} \).

Contrary to a point lattice, which consists of only vertices, a grid is a graph with vertices and edges. To the best of our knowledge, the only line fractals in higher dimensions are those on the cubic grid based on the cubic lattice.

Example 16. The following grids are associated with the triangular and square-diagonal grids: the tri-hexagonal grid, hexagonal (honeycomb) grid, and truncated square grid, see fig. 3.

---

\(^7\) We identify points, vertices, and vectors in \( \mathbb{R}^d \).
We use directions from the triangular and square-diagonal grids, but with restrictions, as displayed in fig. 4.

In fig. 4, the edges that can follow a specific direction are shown in each of the central polygons. In the tri-hexagonal grid, three directions follow one direction. By contrast, there are two possible directions at a vertex of the honeycomb or the truncated square grid.

Generally, a fractal is represented as a geometrical figure, where the approximants undergo shrinking, such as \( F_{n+1} = \varphi \ast T(F_n) \) with \( 0 < \varphi < 1 \) and an (expansive) substitution \( T \). Therefore, we define the fractal as \( F = \lim_{n \to \infty} F_n \). Our infinite sequence, with the integers interpreted as directions in a grid, becomes a geometrical object of infinite size, where the size or length of each approximant is less than that of the next.

In our approach, the approximants of a fractal are finite curves, i.e., directed graphs with all vertices of degree two, except for the first and the last one, which have both degree one. Therefore, an entry (point) is the first vertex on the curve, and we depict it by \( \circ \), an exit (point) is the last vertex on the curve, and we depict this by \( \bullet \).

A fractal, being an infinite limit of finite curves, has a single entry. Therefore, we refer to
a fractal as a \textit{curve} and replace the term “approximant” with \textit{k-curve} or \textit{curve of level k}. The \textit{orientation} of a \textit{k-curve} is the vector directly from entry to exit.

We define a vertex as the 0-curve, or a curve without edges \cite{1}, denoted by $\epsilon = \langle \rangle$. Most of the curves we generate from a substitution that uses the 1-curve, i.e., the first approximant, as the start.

\textbf{Remark 17.} A sequence represents subsequent edges; therefore, an edge and its opposite are more than a single vertex, and they graph-wise indicate two successive edges in opposite directions. Hence, we do not use annihilation, i.e., we do not identify $\langle \rangle$ with $(S, -R(S))$ or $\langle a, -a \rangle$.

\textbf{Definition 18.} An \textbf{isometry} is a distance-preserving transformation on the grid. If necessary, we denote two isometric sets by $A \cong B$.

Notice that an isometry also \textit{preserves the angles} between vectors. Whether a signed permutation is an isometry depends on the difference in the length of the generators, for instance, the square-diagonal grid in fig. 2.

The inverse $-R$ of an (only finite) curve is a mapping from the curve to itself, with entry and exit swapped, the ordered multiset of edges reversed, and the direction of each edge reversed. The reverse $R$ only reverses the multiset of edges; hence, the entry and exit remain fixed. Therefore, if $S = \langle e_1, e_2, \ldots, e_n \rangle$ are the edges of a curve, then $-R(S) = \langle -e_n, \ldots, -e_2, -e_1 \rangle$ and $R(S) = \langle e_n, \ldots, e_2, e_1 \rangle$. See Intermezzo 1 on page 10.

\section{2.4 Fractals and approximants}

Fractals are difficult to define. Mandelbrot, who coined the term \cite{15}, described them as “(...) a rough or fragmented geometric shape that can be split into parts, each of which is - at least approximately - a reduced-size copy of the whole.” Falconer \cite{7} stated “My personal feeling is that the definition of a ‘fractal’ should be regarded in the same way as a biologist regards the definition of ‘life.’” He refers to a fractal as an object with five different, explicit properties, not all of which he describes with sufficient precision. Finally, Kimberling \cite{11} wrote “A search of \cite{17} for ‘fractal sequence’ reveals that in recent years, different kinds of sequences have been called ‘fractal’ and what many of them have in common is that they are SCSs.” (= Self-Contained Sequences).

We define a fractal sequence as the limit of an (infinite number of) mutually related, finite sequences of increasing length, resulting in an infinite sequence.

\textbf{Definition 19.} A \textbf{fractal} is the limit of an ordered, infinite set of extending sequences, i.e., each sequence of finite length is larger than the length of the previous sequence, which we call \textbf{approximants}. Each one is a concatenation of the images of the former approximants, usually only the previous one. Therefore, if we have a countable infinite set of finite sequences $\{S_1, S_2, \ldots \}$ and a set of morphisms $\{\alpha_{i,k} : \Sigma^* \rightarrow \Sigma^*; i = 1,2,\ldots; n; n \in \mathbb{N} \}$, and substitutions $T_k : \Sigma^* \rightarrow \Sigma^*$, such that $S_{k+1} = T_k(S_1, \ldots, S_k) = (\alpha_{1,k}(S_1,k), \alpha_{2,k}(S_2,k), \ldots, \alpha_{n,k}(S_n,k))$, for $S_{j,k} \in \{S_1, \ldots, S_k\}; j = 1,2,\ldots, n$, then the fractal is $S = \lim_{k \to \infty} S_k \in \Sigma^\mathbb{N}$, the set of (right-)infinite sequences.

A fractal is called \textbf{self-similar} if $S_{j,k} = S_k$ and $\alpha_{j,k} = \alpha_j$ for $k > 0$ and $j = 1,2,\ldots, n$, thus $S_{k+1} = T(S_k) = (\alpha_1(S_k), \alpha_2(S_k), \ldots, \alpha_n(S_k))$. Henceforth, we assume all our curves to be
self-similar. Furthermore, without loss of generality, we assume the fractals to be extending, i.e., with identity $\alpha_1 = \iota$ such that $S = (S_k, \ldots)$ and $S_k$ is a prefix of $S_{k+1}$ for $k > 0$. We generally identify a fractal with one of its approximants.

For a self-similar fractal, we write

$$T(S_k) = (S_k, \alpha_2(S_k), \ldots, \alpha_n(S_k))$$

and denote this by $T = [\iota, \alpha_2, \ldots, \alpha_n]$ \(^8\) \(2\)

### 2.5 Ventrella’s flags

Suppose we have a fractal whose 1-curve is identical to the first image in fig. 5, under “identity.” If this is the image under the substitution of a horizontal unit line segment, then we investigate what the images of the other line segments are, either horizontal or vertical. We can choose the transformations of the first curve, with similar entry and exit, as in the rest of fig. 5.

![Figure 5: Different directions of a 1-curve.](image)

Ventrella [19], who was not a mathematician but an artist, suggested a one-sided, flag-like arrow [20] to indicate different oriented edges (see the center drawing of the first row of fig. 25), which led to various images of those edges. We place the flag at the center and create the drawings in fig. 6, which correspond with those in fig. 5.

![Figure 6: Ventrella’s flags and its isometries.](image)

\(^8\) For $\sigma \in \Omega$, the group of morphisms on $\Sigma^*$, a substitution $T : \Sigma^* \to \Sigma^*$ implies a dual substitution $\sigma T : \Omega \to \Omega$, by $\sigma T(\sigma) = T \sigma$. 
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In fig. 7, we observe similar figures as in fig. 5 and fig. 6, with their corresponding transformations, but we swap the directions, just like the entry and exit. This figure completes the list of all the isometries of the original figure, except the (infinite number of) rotations.

| $-R$ \hspace{1cm} inverse | $R_{\tau_x} = R[-1, 2]$ | $-\iota = [-1, -2]$ \hspace{1cm} rotation over $\pi$ | $\tau_x = [-1, 2]$ \hspace{1cm} horizontal reflect. |
|--------------------------|--------------------------|--------------------------|--------------------------|
| ![Diagram 1](image1.png) | ![Diagram 2](image2.png) | ![Diagram 3](image3.png) | ![Diagram 4](image4.png) |

Figure 7: Similar drawings as fig. 5 and fig. 6, other isometries swapping entry/exit and directions.

**Intermezzo 1**

There is an issue in terms of the difference between reverse, negation, and rotation over $\pi$, since we can swap the order of the edges, swap the direction of each edge, in which case the entry and exit are swapped as well, or both.

In figure fig. 8, we illustrate different ways to reverse a directed graph with entry and exit. As we can see, $-\iota = \text{negate}$ produces a rotation over $\pi$ without changing the entry and exit, although they changed their relative position. $-R = \text{inverse}$, which annihilates the original by reversing everything, the order of edges, the directions of edges, and consequently, the entry and exit.

However, $R = \text{reverse}$ keeps the entry and exit fixed, by swapping the directions of the edges, so it appears to be the rotation over $\pi$ of the inverse.

When we use a rotated $k$-curve in the build-up of the next version, we can reverse the order of the edges without swapping the entry and exit, but we can also switch the edges themselves. We refrain from using the phrase “rotate over $\pi,” and use one of the three different formulas, $-R$, $-\iota$, or $R$, for the sake of clarity.

Figure 8: Rotate by reverse or negate.
We can decorate the original 1-curve by choosing one of the flags from fig. 6 or fig. 7 for each edge to determine in which image of the 1-curve this edge can be substituted. The (open) question remains: how many different, i.e., non-isometric curves can we construct using only normalized curves?

2.6 Representing fractals concisely

One of our objectives is establishing an encyclopedia of normalized fractals as an independent database. However, such an encyclopedia could be considered as a subset of OEIS.

Definition 20. The ordering of the sequences in the database is such that for the normalized sequences $S = \langle s(1), s(2), \ldots, s(k), s(k+1), \ldots \rangle$ and $S' = \langle s(1), s(2), \ldots, s(k), s'(k+1), \ldots \rangle$ with $s(k+1) \neq s'(k+1)$, we have

$$S \prec S' \iff |s(k+1)| < |s'(k+1)| \text{ or } 0 < s(k+1) = -s'(k+1)$$

Notice that the absolute values we sort non-descending, and those numbers with equal absolute values, we sort positives first, like $1, -1, 2, -2, 3, -3, \ldots$.

The bold number in a sequence is the first number that makes this sequence differ from, and larger than the previous one in the encyclopedia.

We describe the fractal by the first twenty or so items of the sequence, its index in OEIS, if any, and subsequently give the alphabet, start sequence, substitution, and grid with its generators, and finally the figure of the geometric fractal. See the example below of the first sequence (appendix B.3) in the database.

B.3 Dekking’s Flowsnake

sequence: $\langle 1, 1, 2, -1, 2, 1, 2, -1, -1, 2, 1, 1, 2, 1, -2, -2, -1, -2, -2, 1, 2, 1, -2, -2, 1, \ldots \rangle$

in OEIS: A356112.

alphabet: $\Sigma = \{1, 2\}$

start sequence: $\langle 1 \rangle$

substitution: Let $\tau = [1, -2]$ and $\mu = [2, -1]$, then, conform eq. (2) on page 9 we get

$$T(\iota) = (\iota, \iota, \mu \tau, -\tau, \mu, \iota, \tau, -\iota, \mu \tau, \iota, \tau, \mu, -\mu, -\tau, -\mu, -\mu \tau, \tau, \mu, -\mu \tau, -\mu \tau).$$

grid: The square, plane grid.

generators: $(1, 0); (1, 0)$

figure: The 1-curve (first row left), two 2-curves (anti-diagonal), the 3-curve (below right).
Figure 9: First row is drawings of the 1st and 2nd approximants. The second row is the 2nd and 3rd approximants, separating the space into two parts, black and white, both with tree-like structures.

3 Examples

The following examples highlight different aspects of representing fractals as integer sequences.

3.1 Hilbert’s original curve

In this subsection, we study one of the oldest and most famous fractals, the curve Hilbert presented in his two-page paper [10], with the drawing he depicted and we redrew in fig. 10, as the primary explanation.
We propose a new and thorough way of generating the fractal sequence discussed in the introduction. The Hilbert approximants are part of the square grid, as shown in the left drawing of fig. 2. We make some preparations first, by enhancing the Hilbert $k$-approximant into two versions, both with an extra edge after the exit, one, $H'_k$, in the direction of the orientation\footnote{Remember that the orientation of $k$-approximant, or $k$-curve, is the direction from entry to exit.}; the other one, $H''_k$, with the extra edge orthogonal to that orientation, see fig. 11.

Let the signed permutation on the square grid $\tau_d = [2, 1]$ be the diagonal reflection in the line $y = x$.

**Observation 21.** The substitution $T$, which generates the normalized and extending sequence that...
represents the Hilbert curve, we define by

\[ H'_{k+1} = T(H'_k) = \left( H'_k, \tau_d(H'_k), \tau_d(H''_k), -H''_k \right); \]

\[ H''_{k+1} = T(H''_k) = \left( H''_k, \tau_d(H'_k), \tau_d(H''_k), -H'_k \right). \]  (3)

This substitution produces the sequence

\[ \lim_{k \to \infty} H'_k = \langle 1, 2, -1, 2, 1, -2, 1, 2, 1, -2, -1, -2, 1, 2, 1, -2, 1, 2, 1, -2, 1, 2, 1, -2, -1, -1, \ldots \rangle, \]

known in OEIS as A163540, when we replace 1, 2, -1, -2 by 0, 1, 2, 3, respectively.

**Proof.** Since Hilbert himself gave only the three drawings of fig. 10 to characterize his curve, we can only show that our substitution generates the corresponding sequences. For \( k = 0 \) we have \( H'_0 = \langle 1 \rangle \) and \( H''_0 = \langle -2 \rangle \), thus we get for \( H'_1 = (H'_0, [2, 1]H'_0, [2, 1]H''_0, -H''_0) = \langle 1, 2, -1, 2 \rangle \) and \( H''_1 = (1, 2, -1, -1, 1) \), and, apart from their exit edge, both coincide with Hilbert’s Fig. 2. Then, \( H'_2 = (H'_1, [2, 1]H'_1, [2, 1]H''_1, -H''_1) = \langle 1, 2, -1, 2, 1, -2, 1, 2, 1, -2, -1, -2, 1, 1 \rangle \) and \( H''_2 = (H'_1, [2, 1]H'_1, [2, 1]H''_1, -H'_1) = \langle 1, 2, -1, 2, 1, -2, 1, 2, 1, -2, -1, -2, 1, -2 \rangle \). Notice that only the exit edge between \( H'_k \) and \( H''_k \) is different.

An advantage of these enlarged Hilbert curves is that they can be generalized to higher dimensions to produce high-dimensional (Hilbert) curves with unique properties [4].

This Hilbert sequence we can also construct by a simple substitution on 4 axes represented by \( \Sigma_4 = \{ \pm 1, \pm 2, \pm 3, \pm 4 \} \), and then “projecting” this sequence to the two axes represented by \( \Sigma_2 = \{ \pm 1, \pm 2 \} \).

\[
T = \begin{cases} 
1 \rightarrow (1, 2, 3, 4) \\
2 \rightarrow (2, 1, -4, -3) \\
3 \rightarrow (2, 1, -4, 2) \\
4 \rightarrow (-1, -2, -3, 1) 
\end{cases}
\]

\[ T(-x) = -T(x) \text{ for } x \in \{ \pm 1, \pm 2, \pm 3, \pm 4 \}. \]

Note we found no isometry \( \Sigma_4 \) such that \( T(\sigma(x)) = \sigma(T(x)) \) for all \( x \in \Sigma_4 \).

The 4-axes Hilbert sequence is

\( (1, 2, 3, 4, 2, 1, -4, -3, 2, 1, -2, -1, -2, 3, 4, 1, 2, 3, -1, -2, \ldots) \).

After replacing \( \mp 3 \) by \( \pm 1 \) and \( \pm 4 \) by \( \pm 2 \), we get our Hilbert sequence

\( (1, 2, -1, 2, 1, -2, 1, 2, 1, -2, -1, 2, 1, 2, 1, -2, 1, 2, 1, -2, 1, 2, 1, -1, -2, \ldots) \).
3.2 The $\beta, \Omega$ curves

In this section, we construct a pair of intertwining curves, which can be considered the nephews of the Hilbert curve. We introduce the $\beta, \Omega$-curves, as referred by their inventor [21], see fig. 13.

![Figure 13](image)

Figure 13: On the left are the letters to justify the naming, in the middle is the corresponding artist’s impression, and on the right are the normalized $\beta$ and $\Omega$-2-curves.  

The approximants of the Hilbert curve have entry and exit on the vertices of the surrounding square, whereas the $k$-curves for $k \geq 2$ of the $\beta$- and $\Omega$-curve have entry and exit on (approximately) one-third of different edges of that square. Therefore, the general picture of a $k$ curve for the $\beta$ and $\Omega$-curves should look like the upper row of fig. 14. As we did before with the Hilbert approximants, we added an extra exit edge.

---

11 Notice that there can be another non-isomorphic normalization of the $\beta$-curve if you reverse the $\beta$-curve first.
Figure 14: The first row shows the two general forms of the \( k \)-curves of type \( \beta \), and the general form of the \( k \)-curves of type \( \Omega \). We display the substitutions for the next generation underneath. See appendix A for the dihedral group D4 of transformations of the square grid, where the isometries \( \pm \iota, \tau_x, \tau_d \), and \( \mu \) are described.

**Intermezzo 2**

We require the extra curve \( \beta' \) because of the asymmetry of the \( \beta \)-curve. \( \beta' \) is approximately the inverse of the \( \beta \)-curve, as one can observe from the two first figures of the upper row of fig. 15. Or, if \( \beta = \langle s(1), s(2), \ldots, s(n-1), s(n) \rangle \), then \( \beta' = \langle -s(n-1), \ldots, -s(2), -s(1), -\tau_d(s(n)) \rangle \).

Likewise, we could redefine the \( \Omega \)-curve: if \( \beta = (\alpha_1, \alpha_2, \alpha_3, \alpha_4) \) consists of four sub-curves of equal sizes, then \( \Omega_k = (\alpha_1, \alpha_2, \alpha_3, (-\iota)^{k+1} \tau_d(\alpha_4)) \). We neglect these more complicated isometries and prefer the alternate curves \( \beta' \) and \( \Omega \).

Therefore, we start with the 1-curves \( \beta_1 = (1, 2, -1, -1); \beta'_1 = (1, -2, -1, -2) \) and \( \Omega_1 = (1, 2, -1, 2) \), conform to the first row of fig. 14.\(^{12}\)

As shown in the bottom row of fig. 14, the next generation of the \( \beta, \Omega \) curves is not normalized if the former one is. Thus, we apply the horizontal reflection \( \tau_x \) alternately. To normalize the \( k \)-curves, we combine the constructions in the lower part of fig. 14, and obtain the following

\(^{12}\) In fig. 14, a non-normalized version of \( \beta' \) is given and used further because we do not use it at the start of a next approximant.
substitutions for $k \geq 1$:

$$T_{\beta}(k + 1) = \tau^k_x(\beta_{k+1}); \quad \beta_{k+1} = \left(\tau_x(\beta_k), -\mu(\beta_k), \tau_d(\beta'_k), \mu(\Omega_k)\right)$$

$$T_{\beta'}(k + 1) = \tau^k_x(\beta'_{k+1}); \quad \beta'_{k+1} = \left(\tau_d(\Omega_k), \tau_d(\beta_k), -\mu(\beta'_k), \tau_x(\beta'_k)\right)$$

$$T_{\Omega}(k + 1) = \tau^k_x(\Omega_{k+1}); \quad \Omega_{k+1} = \left(\tau_x(\beta_k), -\mu(\beta_k), \tau_d(\beta'_k), -\iota(\beta'_k)\right)$$

Refer to appendix A for the dihedral group D4 of transformations of the square grid. For $k = 2$, we get the 2-curves, as in the right-hand side part of fig. 13:

$$\beta_2 = \langle 1, 2, -1, -1, -2, 2, 2, 1, -2, 1, 2, 1, -2, 1 \rangle,$$

$$\beta'_2 = \langle 2, -1, -2, -1, 2, -1, -2, -2, 1, 2, 1, -2, -1, -2 \rangle,$$

$$\Omega_2 = \langle 1, 2, -1, -1, -2, -1, 2, 2, 2, 1, -2, 1, 2, -1, 2 \rangle.$$

The $\beta$ and $\Omega$ curves are also mutually dependent, similar to the Hilbert curve with its extended approximants. Their two approximants only differ in the last constituent.

As $\lim_{k \to \infty} \beta_k = \lim_{k \to \infty} \Omega_k$, the corresponding sequence for $\beta$ suffices and equals

$$\langle 1, 2, -1, -1, -2, -1, 2, 2, 1, -2, 1, 2, 1, -2, -2, -1, -2, 1, 1, 2, -1, 2, 1, 2, \ldots \rangle.$$
There is a number-substitution possible, albeit not very simple. The one we find counts three variables in each direction, so it represents a curve on a 6-axes grid, fig. 16. The substitution is

\[
T = \begin{cases} 
1 & \to \langle 1, 2, 3, 4 \rangle \\
2 & \to \langle -2, -1, 5, 6 \rangle \\
3 & \to \langle 6, 1, -5, -3 \rangle \\
4 & \to \langle 2, 1, -5, -3 \rangle \\
5 & \to \langle -4, 2, 3, 5 \rangle \\
6 & \to \langle 1, 2, 3, 5 \rangle.
\end{cases}
\]

The corresponding normalized 6-axes $\beta\Omega$-sequence equals
\[
\langle 1, 2, 3, 4, -2, -1, 5, 6, 1, -5, -3, 2, 1, -5, -3, 2, 1, -5, -6, -1, -2, -3, -4, -4, 2, 3, 5, 1, 2, 3, 5, \ldots \rangle.
\]

To obtain the $\beta, \Omega$ sequence, we replace $\pm 1, \pm 2, \pm 5$ with axis $\{\pm 1\}$ and $\pm 3, \pm 4, \pm 6$ with axis $\{\pm 2\}$. Notice $T(-x) = -T(x)$. We did not find an isometry $\sigma$ on the alphabet $\Sigma_6$, such that $T(\sigma(x)) = \sigma(T(x))$ for all $x \in \Sigma_6$.

![Figure 16: The 6-axes $\beta\Omega$ fractal on the renumbered 12th-root grid.](image)

### 3.3 Gray curve

The following example is distinctive: a fractal from which the $k$-curve exists in $k$-dimensional space and not in fewer dimensions. We call the resulting curve the *Gray curve* because the coordinates of the vertices of the curve form the *binary reflected Gray code.*
In fig. 17, we construct the binary reflected Gray code in dimension $d$, an ordered set of the binary vertices of the unit cube. First, we take the vertices in dimension $d-1$ and suffix each vertex with a 0 coordinate. Second, we reflect the same $d-1$-dimensional vertices, i.e., place them in reverse order, and suffix them with a coordinate 1. Finally, we join these two sets of vertices with the last coordinate of 0 and 1 in that order, respectively.

Besides the binary reflected Gray code, different other Gray codes on the unit cube are possible. Nevertheless, we use the term “Gray code” for the binary reflected Gray code, and “Gray curve” for the curve of that code.

Figure 17: binary reflected Gray code

Define the Gray function as $g_d : \{1, 2, \ldots, 2^d - 1\} \rightarrow \{\pm 1, \pm 2, \ldots, \pm d\}$ such that if the subsequent vertices $v(n-1)$ and $v(n)$ in the Gray code differ 1 in coordinate $k$, then $g_d(n) = k$, and if they differ $-1$, then $g_d(n) = -k$. This gives the sequence $\langle g_d(1), g_d(2), \ldots, g_d(2^d - 1) \rangle = \langle 1, 2, -1, 3, \ldots, -1 \rangle$ and the next definition as a consequence.

**Definition 22.** The (binary reflected) Gray sequence $G$ is an infinite-dimensional sequence in $\Sigma^\mathbb{N}$, where $\Sigma = \mathbb{Z}\setminus\{0\}$. Its approximants $G(d)$ we define as $G(0) = \langle \rangle$ and for $d > 0$, $G(d) = \langle g_d(1), g_d(2), \ldots, g_d(2^d - 1) \rangle = \langle G(d-1), d, -R(G(d-1)) \rangle$, where $-R$ is the inverse.

Note that $-R(G(d)) = -R(G(d-1), d, -R(G(d-1))) = \langle G(d-1), -d, -R(G(d-1)) \rangle$; therefore, $-R(G(d)) = [1, 2, \ldots, d-1, -d] G(d)$ as shown in fig. 18.

**Figure 18:** Visual of the Gray sequence. A grey block represents the sub-sequence $G(k-1)$, followed by $(\pm k)$, which is followed by a black block representing $-R(G(d-1))$, the inverse of a grey block. Each block is equal to the corresponding part of one of its upper lines. Notice that we have $G(k-1) \supset G(k-2) \supset \cdots \supset G(2) \supset G(1)$ and $-R(G(k-1)) \supset -R(G(k-2)) \supset \cdots \supset -R(G(2)) \supset -R(G(1))$ for each $1 < k$.

This Gray sequence appears under \texttt{A164677} in [17]. It is normalized and starts with $g_d$ Knuth called a “delta” function [13, p. 293].

\textsuperscript{13}
Sloane A164677 observed that the Gray sequence is the paper-folding sequence \( \text{Fold}(1, 2, 3, 4, \ldots) \), mentioned in Exercise 15 in [1, p. 203]. This folding map is defined iteratively by 
\[
\text{Fold}(x_1, \ldots, x_{n+1}) = \langle \text{Fold}(x_1, \ldots, x_n), x_{n+1}, -R(\text{Fold}(x_1, \ldots, x_n)) \rangle
\]
and \( \text{Fold}(x_1) = \langle x_1 \rangle \), similar to our definition of the Gray sequence. We notice that the absolute value of the Gray sequence is the ruler function in A001511 [17].

There exist two substitutions that generate the Gray sequence: \( T_1 \) is uniform (of length 2), c.f. [1], that is, \( \|T_1(x)\| = \|T_1(y)\| \) for \( x, y \in \Sigma \), and \( T_2 \) is non-uniform.

\[
\begin{cases}
T_1(x) = \langle 1, x + \text{sgn}(x) \rangle \text{ for } |x| = 1, \\
T_1(x) = \langle -1, x + \text{sgn}(x) \rangle \text{ for } |x| \neq 1
\end{cases}
\]

\[
\begin{cases}
T_2(1) = \langle 1, 2, -1 \rangle; T_2(-1) = -R(T_2(1)) \\
T_2(x) = \langle x + \text{sgn}(x) \rangle \text{ for } |x| \neq 1
\end{cases}
\]

**Definition 23.** The (binary reflected) Gray curve \( G \) is the curve on \( \mathbb{Z}^N \), which has the Gray sequence as description and the Gray code (with subsequent vertices connected) as a graph; \( G(d) \), the \( d \)-th approximant, lives on \( \mathbb{Z}^d \).

Notice that \( G(d) \) is a Hamiltonian path on the unit cube \( C_d \), with the origin as the entry and the last vertex of the Gray code, \( (0, 0, \ldots, 0, 1) \), as the exit. Therefore, adding orientation to \( G(d) \) transforms the Hamiltonian path into a Hamiltonian cycle. Figure 19 shows the first few approximants, where the association with “paper folding” is evident.

![Figure 19: First three approximants of the Gray curve. The 3-curve resembles a paperclip.](image)

**Observation 24.** For \( k = 1, 2, \ldots, \) any set of \( 2^k \) subsequent edges in a Gray curve spans a \( (k + 1) \)-dimensional unit cube \( C_{k+1} \).

**Proof.** For no dimension \( d \), there is a vertex in the Gray code outside the unit cube \( C_d \) because all the vertices are in \( L_\infty \)-distance 1 from the origin and have non-negative coordinates. The number of vertices in the unit cube \( C_d \) is \( 2^d \), all traced by the Gray curve \( G(d) \). Hence, the number of edges in that path that trace each of these vertices only once is \( 2^d - 1 \). As we observe from fig. 18, there

\[ 14 \] This is the first of a series of uniform substitutions defined for \( n > 1 \) by \( T_n(x) = \langle G(n), x + n * \text{sgn}(x) \rangle \) for \( |x| = 1 \) and \( T_n(x) = \langle R(G(n)), x + n * \text{sgn}(x) \rangle \) for \( |x| \neq 1 \)
are different sub-curves \( H(j) \subset G(d) \) for \( 0 \leq j < d \) that are isometric with \( G(j) \) because each gray block is a \( G(j) \), and a black block is a \(-R(G(j))\).

Let \( A = \langle a_1, a_2, \ldots, a_{2^k} \rangle \), of length \( ||A|| = 2^k \), be a (consecutive) sub-sequence \( A \subseteq G(d) \), with \( a \in A \) such that \( |a| = \max\{|a_i|; 1 \leq i \leq 2^k\} \). Because \( ||A|| = 2^k > 2^k - 1 \), it follows that \( A \not \subseteq H(k) \), where \( H(k) \equiv G(k) \) (isometric); thus, \( |a| > k \).

Therefore, we have \( A = \langle a_1, a_2, \ldots, a_m, a = a_{m+1}, a_{m+2}, \ldots, a_{m+n+1} = a_{2^k} \rangle \) with \( 0 \leq m < 2^k \) and \( m + n + 1 = 2^k \); thus, \( m \neq n \). Thus, either \( m < n \), in which case \( 2^k = m + n + 1 < 2n + 1 \) and \( 2^{k-1} \leq n \), or \( n < m \) and \( 2^{k-1} \leq m \). In the first case, \( \langle H(k - 1), (k) \rangle \subseteq \langle a_{m+2}, \ldots, a_{m+n+1} \rangle \), and in the second case \( \langle (k), H(k - 1) \rangle \subseteq \langle a_1, a_2, \ldots, a_m \rangle \). In both cases, \( A \setminus \{a\} \) counts \( k \) directions, and hence the number of directions in \( A \) equals \( k + 1 \).

If we consider \( k = 1 \), then every two subsequent edges in a Gray curve are mutually orthogonal.

**Definition 25.** A curve is \( n \)-**hyper-orthogonal** if for \( k = 1, 2, \ldots, n \) any set of \( 2^k \) subsequent edges in the curve span a \((k + 1)\)-dimensional unit cube \( C_{k+1} \).

Notice that if a curve is \( n \)-hyper-orthogonal, so are its isometric images. Clearly, the Gray curve is \( k \)-hyper-orthogonal for \( k > 0 \), and its approximant \( G(d) \) is \( k \)-hyper-orthogonal for \( k \leq d - 1 \).

We say that a curve in \( \mathbb{R}^d \) is hyper-orthogonal if the curve is \((d - 2)\)-hyper-orthogonal. In three dimensions, this implies that a curve is hyper-orthogonal if and only if all subsequent edges are orthogonal to each other.

We can extend \( G(d) \) with additional edges preceding the entry and succeeding the exit without losing the \((d - 1)\)-hyper-orthogonality by adding an edge \( \langle d \rangle \) before and after the curve. We can build a chain of \( G(d) \)s, mutually connected by the edge \( \langle d \rangle \), which is still \((d - 1)\)-hyper-orthogonal.

We used hyper-orthogonality \([4]\) to construct Hilbert curves with excellent properties, as discussed in the following section.

### 3.4 Dekking’s Gosper-type curve

This curve was described by Dekking \([5]\) in 1982; McKenna \([16]\) found it in 1978, called it “E-curve”, but only published it in 1994. Dekking gave an extensive treatment for the method we apply here, be it in another notation. We have the following translation table for the items he used in his example \((4.9)\).

\[
\begin{align*}
    s_{00} & \mapsto \langle 1 \rangle & s_{10} & \mapsto \langle -3 \rangle \\
    s_{01} & \mapsto \langle 4 \rangle & s_{11} & \mapsto \langle 2 \rangle \\
    s_{02} & \mapsto \langle -1 \rangle & s_{12} & \mapsto \langle 3 \rangle \\
    s_{03} & \mapsto \langle -4 \rangle & s_{13} & \mapsto \langle -2 \rangle \\
\end{align*}
\]

Here we map \( \langle 1 \rangle \mapsto (1,0) \leftrightarrow \langle -3 \rangle \), whereas \( \langle 4 \rangle \mapsto (0,1) \leftrightarrow \langle 2 \rangle \). Hence, the isometries used are

\[
\rho = \begin{bmatrix}
1 & 4 & -3 & 2 \\
-3 & 2 & 1 & 4
\end{bmatrix} = [-3, 4, -1, 2],
\]

which swaps the columns in the matrix above, and geometri-
cally is the identity, and $\sigma = \begin{bmatrix} 1 & 4 & -3 & 2 \\ 4 & -1 & 2 & 3 \end{bmatrix} = [4, 3, -2, -1]$, which rotates each column one step downward (in the matrix above), and geometrically is the rotation over $\pi/2$. Dekking defined the substitution that we derive using our toolkit.

**Theorem 26.** The normalized sequence for Dekking’s Gosper-type curve is $(1, 1, 2, -1, 2, 1, 2, -1, -1, 2, 1, 1, 2, 1, -2, -2, -1, -2, -2, 1, 2, 1, -2, -2, 1, 1, 2, -1, 2, \ldots)$. This sequence is obtained by $(1)$ as the start and the substitution $S(t) = (t, t, \mu \tau_y, -\tau, \mu, t, \mu \tau_y, -\tau, -t, \mu \tau_y, t, t, \tau, \mu, \tau, -\mu, -\mu, -\mu, -\mu \tau_y, \tau, \mu, t, -\mu \tau_y, -\mu \tau_y)$ where $\mu = [2, -1]$ is the rotation over $\pi/2$, $\tau_y = [1, -2]$ is the vertical reflection, $t = [1, 2]$ the identity and $-t = [-1, -2]$ the inverse. The first two approximants are shown in fig. 20.

![Figure 20: The 1 and 2-curve of Dekking’s Gosper-type curve. See the last two drawings on fig. 33 (p. 37) in appendix B.3 for an artistic impression of the second and third approximant.](image)

**Proof.** In fig. 21, we show the derivation of the sequence and the substitution for the 1-curve of this Gosper-type curve. In the drawing on the left, we observe that the primary edge below, $(1)$, covers the $5 \times 5$ square on its left side. Therefore, we determine the mapping between squares and edges in the center image by starting with the $(13)$ dark gray colored squares with a unique edge. Each square contains the direction of its unique edge, $\pm 1, \pm 4$ if the square is at the left of the directed edge, or $\pm 2, \pm 3$ otherwise. Subsequently, in the middle drawing, the $(4)$ edges in a unique, light gray colored square we map to the corresponding squares. Finally, we similarly treat the $(8)$ remaining unattached edges and white squares, as shown in the drawing rightward to fig. 21. This process leads to the substitution $S(1) = (1, 1, 2, 3, 4, 1, 2, 3, -1, 2, 1, 1, -3, 4, -3, -4, -4, 3, -4, -2, -3, 4, 1, -2, -2, -2)$. 
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Figure 21: Construction of sequence and substitution of the 1-curve of Dekking’s Gosper-type curve. See fig. 33 (p. 37) in appendix B.3 for an artistic impression of the second and third approximants.

If we split Dekking’s \( \rho \) by the two reflections \( \tau_y' = [-3, -4, -1, -2] \) and \( \tau_x' = [3, 4, 1, 2] \), and replace his \( \sigma \) by the rotation \( \mu' = [4, 3, -2, -1] \), we see that \( \mu' \tau_y'(1) = \langle 2 \rangle \), \( -\tau_y'(1) = \langle 3 \rangle \), and \( \mu'(1) = \langle 4 \rangle \). As for the substitution \( S \), we have \( S(\varphi) = \varphi S(\iota) \); for all isometries \( \varphi \), and we get

\[
\begin{align*}
S(\iota) &= (\iota, \iota, \mu' \tau_y', -\tau_y', \mu', \iota, \mu' \tau_y', -\tau_y', -\iota, \mu' \tau_y', \iota, \tau_y', \mu', -\mu', -\tau_y', -\mu', -\mu' \tau_y', \tau_y', \mu', \iota, -\mu' \tau_y', -\mu' \tau_y').
\end{align*}
\]

Figure 22: The arrows left from which we learn that \( \mu' = [4, 3, -2, -1] \) is the rotation over \( \pi/2 \) and \( \tau_y' = [-3, -4, -1, -2] \) and \( \tau_x' = [3, 4, 1, 2] \) are the vertical and horizontal reflection in the 4-axes plane.

We project \( -3 \mapsto 1 \) and \( 4 \mapsto 2 \), and if we apply that, we find that replacing \( \mu' \) by \( \mu = [2, -1] \), the rotation over \( \pi/2 \) in the plane, and \( \tau_y', \tau_x' \) by \( \tau_y = [1, -2], \tau_x = [-1, 2] \), the vertical and horizontal reflection. The substitution and the resulting sequence then become

\[
S(\iota) = (\iota, \iota, \mu \tau_y, -\tau_y, \mu, \iota, \mu \tau_y, -\tau_y, -\iota, \mu \tau_y, \iota, \tau_y, \mu, \tau_y, -\mu, -\mu, -\tau_y, -\mu, -\mu \tau_y, \tau_y, \mu, \iota, -\mu \tau_y, -\mu \tau_y),
\]

\[
\langle 1, 1, 2, -1, 2, 1, 2, -1, -2, -1, -2, 1, 2, -2, 1, -2, 1, 2, -2, 1, 1, 2, -1, 2, \ldots \rangle.
\]

As Dekking’s Gosper-type curve is normalized from the beginning, we submitted this sequence to the OEIS as A356112.
3.5 Arndt’s Peano curve

Arndt [2] investigated all the fractal space-filling curves that can be constructed using a Lindenmayer system [14] with only one variable, using a result from Dekking [6]. This section discusses his case R9–1, the Peano curve on the square grid [18]. As Arndt showed, we can also draw this curve on the truncated square grid.

We observe that the substitution is relatively simple because it only uses the minimal rotation \( \mu = [2, -1] \) over \( \pi/2 \), i.e., \( T(\iota) = (\iota, \mu, \iota, -\mu, -\iota, \mu, \iota, \mu, \iota) \). Note that the last four transformations are equal to the first four in reverse order, which displays the folding characteristic of the curve. But Dekking [5, Example (4.1)] already pointed out in his first example that the substitution \( T_D \) given by \( T_D(\iota) = (\iota, \mu, \iota) \) and \( T_D(\mu) = (-\mu, -\iota, -\mu) \), is enough. The normalized sequence is \( \langle 1, 2, 1, -2, -1, -2, 1, 2, -1, 2, 1, 2, -1, 2, 1, 1, 2, -1, 2, 1, 1, 2, -1, 2, 1, -2, 1, -2, \ldots \rangle \) which has as simple substitution \( T_D \) with \( T(-x) = -T(x) \)

\[
T = \begin{cases} 
1 & \rightarrow \langle 1, 2, 1, -2, -1, -2, 1, 2, 1 \rangle \\
2 & \rightarrow \langle 2, -1, 2, 1, -2, 1, 2, -1, 2 \rangle 
\end{cases}, \text{ or even simpler: } T_D = \begin{cases} 
1 & \rightarrow \langle 1, 2, 1 \rangle \\
2 & \rightarrow \langle -2, -1, -2 \rangle 
\end{cases}
\]

![Figure 23: First two approximants of Arndt’s R9–1, the Peano curve on the square grid.](image)

This curve is peculiar because the curve exhibits a higher degree of space-filling. Usually, similar to the Hilbert curve, a space-filler visits each vertex of the grid the curve lives on only once, and some edges of that grid the curve never visits; these are called space-filling curves and are, in fact, vertex-covering curves. However, this Peano curve visits each edge of the square grid once and consequently each vertex exactly twice, and these curves are called edge-covering curves.

The author [2] used the R9–1 square grid curve, fig. 23, to extend it to the truncated square grid, as we depict on the right-hand side of fig. 3 (page 7). This extension is relatively simple by considering the right-hand side drawing of fig. 4 (page 7). Here, we can observe that a direction in the square grid generates a pair of subsequent directions in the truncated square grid, such as \( \langle 1 \rangle \rightarrow \langle 1, 2 \rangle \), if the first edge was part of a pair \( \langle 1, 2 \rangle \), and \( \langle 1 \rangle \rightarrow \langle 1, -4 \rangle \), if the first edge was part of a pair \( \langle 1, -2 \rangle \).

Therefore, to get the fractal on the truncated square grid, we split the sequence for the square grid into overlapping pairs, such as \( \langle 1, 2 \rangle, \langle 2, 1 \rangle, \langle 1, -2 \rangle, \ldots \), and then apply the following

\[ T_D(\mu) = \mu \circ T_D(\iota) \]
substitution from sequences in the alphabet $\Sigma_2 \times \Sigma_2$ to sequences in $\Sigma_4 \times \Sigma_4$.

$$
T' = \begin{cases} 
\langle 1, 2 \rangle &\rightarrow \langle 1, 2 \rangle \\
\langle 1, -2 \rangle &\rightarrow \langle 1, 4 \rangle \\
\langle 2, 1 \rangle &\rightarrow \langle 3, 2 \rangle \\
\langle 2, -1 \rangle &\rightarrow \langle 3, -4 \rangle 
\end{cases}
$$

and after concatenating all pairs from $\Sigma_4 \times \Sigma_4$, we get the sequence for the truncated square grid $(1, 2, 3, 2, 1, 4, -3, -2, -1, -2, -3, 4, 1, 2, 3, 2, 1, 2, 3, -4, -1, -4, 3, 2, 1, 4, -3, 4, 1, 2, 3, \ldots)$. This sequence has the drawings in fig. 24 as the first two approximants, which are similar to those of Arndt [2, sec. 4.1.2]. We did not find any simpler substitution for this sequence.

![Figure 24](image_url)

Figure 24: First two approximants of R9-1 on the truncated square grid, with its generators.

### 3.6 Ventrella’s Box 4

Ventrella [20] studied a fractal called “Box 4,” clearly indicated by his original flags, which conform to the center drawing of the first row of fig. 25, where the 2-curve of the fractal is at the right-hand side. We added the first two columns, “integers” and “transformations,” using his notation, plus the column using our notation, with $\mathcal{R}, \tau_y$, and $\mu$, as in figs. 5 to 7. Using our centered flags with their corresponding transformations in the second row, we transformed his curves to be normalized and extending (c.f. page 9).
Theorem 27. With \( T(\iota) = (\iota, \tau_{-d} \mathcal{R}, \tau_y, \mu \mathcal{R}) \) we have \( S_k = \tau_y^k T(S_{k-1}) \), where \( \iota = [1, 2] \) is the identity, \( \tau_y = [1, -2] \) the vertical reflection, \( \tau_{-d} = [-2, -1] \) the anti-diagonal reflection, and \( \mu = [2, -1] \) the minimal rotation over \( \pi/2 \).  

Proof. We can use the 2-curve (right-hand side of the first row in fig. 25) to determine the four transformations of the 1-curve with which we construct the 2-curve. First, we normalize Ventrella’s approximants by applying reverse \( \mathcal{R} \) and setting \( \langle 1, 2, 1, -2 \rangle \) for the 1-curve and \( \langle 1, 2, 1, -2, 1, -2, -1, -2, 1, 2, 1, 2, -1, 2 \rangle \) for the 2-curve (right-hand side of the second row in fig. 25). We partition the 2-curve into discrete curves of length four and determine their isometric images of the 1-curve, the first being \( \iota \). The other images are \( \langle 1, -2, -1, -2 \rangle = \tau_{-d} \mathcal{R} \langle 1, 2, 1, -2 \rangle \), then \( \langle 1, -2, 1, -2 \rangle = \tau_y \langle 1, 2, 1, -2 \rangle \), and finally \( \langle 1, 2, -1, 2 \rangle = \mu \mathcal{R} \langle 1, 2, 1, -2 \rangle \), which brings the substitution of the isometries into \( T(\iota) = (\iota, \tau_{-d} \mathcal{R}, \tau_y, \mu \mathcal{R}) \).

However, we must overcome an obstacle that did not occur in Ventrella’s approach. We not only want our sequences to be normalized but also to be “extending” (p. 9). If we apply our substitution \( T(\iota) = (\iota, \tau_{-d} \mathcal{R}, \tau_y, \mu \mathcal{R}) \) to the 0-curve, which is edge \( \langle 1 \rangle \), we obtain for a 1-curve \( \langle 1, -2, 1, 2 \rangle \), which is not the start of the 2-curve. Fortunately, we can resolve this by applying an additional \( \tau_y \) after the substitution to get a \( k \)-curve, where \( k \) is odd. Therefore, we get \( S_k = \tau_y^k T(S_{k-1}) \) because \( \tau_y^2 = \iota \). Figure 26 shows a few approximations of the normalized and extending Box4-fractal. If we apply this substitution to the start edge \( \langle 1 \rangle \), we get \( \langle 1, 2, 1, -2, 1, -2, -1, -2, 1, -2, 1, 2, 1, 2, -1, 2, 1, 2, -1, 2, -1, 2, \ldots \rangle \).

\[ ^{16} \text{In appendix A, we describe the group of isometries of the square grid with the signed permutations.} \]
3.7 Ventrella’s V1 Dragon

This example uses the square-diagonal grid, which is peculiar because not all directions have the same lengths; refer to the grid on the left-hand side in fig. 27. On comparing the two grids, the 8th roots of unity span the right one, where all directions have equal lengths. However, there is a significant difference between the two grids. The minimal rotation in the 8th roots grid is $\mu = [2, 3, 4, -1]$, since all generators have equal length. However, the minimal rotation in the square diagonal grid is $\mu = [3, 4, -1, -2]$ because we have two sets of generators of different lengths. Thus, we could ask whether we would need the square diagonal grid. The essential difference between the two grids is that the vertices of the square diagonal grid are equal to $\mathbb{Z}^2$, whereas the vertices of the 8th roots grid are dense in $\mathbb{R}^2$. In this example, we will show how grids on the square-diagonal grid can be constructed with all features of the 8th roots grid.

The minimal rotation in 8th roots grid is over $\pi/4$, and is given by $\mu = [2, 3, 4, -1]$, whereas the vertical reflection is $\tau_y = [1, -4, -3, -2]$. As the directions are mutually dependent, the two
signed permutations do not generate the entire hyper-octahedral group of four dimensions. However, they generate the symmetry group of the octagon, i.e., the dihedral group $D_8$.

We consider another example of Ventrella [20], called the “V1 Dragon,” that “lives” on the square-diagonal grid. We slightly altered his sample to make it normalized and extending. In fig. 28, we observe its 1- en 2-curves. Similar to the previous sec. 3.6, we can “read” the transformations involved from the first picture by using only reverse $R$ and rotation $\mu$ (and the identity $\iota$). Therefore, $T(\iota) = (\iota, R\mu^2, \sqrt{2} \ast \mu^3)$.

Here, we notice an important difference with previous fractals, which only had edges of length one. Apart from the transformations $\mu$ and $R$, we multiply the last length with $\sqrt{2}$. Note that the 2-curve (second picture in fig. 28) has last edge with length $2 = (\sqrt{2})^2$.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure28.png}
\caption{1- and 2-curves of Ventrella’s V1 Dragon.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure29.png}
\caption{Same 1- and 2-curves on the 8th-root grid.}
\end{figure}

If we draw the same sequence in the 8th-roots grid, we have almost the same fractal, but with edges of length one, as shown in fig. 29. As this grid is dense in $\mathbb{R}^2$, the geometric picture is less pleasing than the one in the square-diagonal grid, as can be seen in fig. 30.
As we cannot determine the length of a fractal sequence from the directions in its representation, we introduce a separate sequence of lengths using its length substitution, which, completely independent from the directional substitution, determines the geometrical fractal from both series.

In fig. 30, we see the 4-curves of Ventrella’s V1 dragon, with the upper one on the 8th-root grid and the lower one on the square-diagonal grid. The lower one is larger because some of the edges have grown in length, and the vertices of this curve are on the lattice $\mathbb{Z}^2$. By contrast, the upper curve has edges that partially overlap, which, to the best of our knowledge, is unseen in geometrical fractals. A fractal curve only shares vertices with itself, or edges, or neither of the two.

As we are more interested in fractals as number sequences than geometrical figures, we have the same sequence for directions in both grids, and a length sequence in the case of the square-diagonal grid. Therefore, we first split the substitution $T$ into two: $dT$ for the directions and $lT$ for
the lengths, which lead to the sequences \( dS \) and \( lS \), respectively. Thus, we get

\[
T(o) = (o, R\mu^2, \sqrt{2} \cdot \mu^3) = \begin{cases} 
T_d(o) = (o, R\mu^2, \mu^3) \\
T_l(o) = (o, R, \sqrt{2}) 
\end{cases}
\]

Starting with \( S_x(0) = \langle 1 \rangle \) for both \( x = d, l \), this leads to the sequences

\[
S_d = \langle 1, 3, 4, -2, 1, 3, 4, -2, -3, 1, -4, 2, -3, 1, -4, -2, -3, 1, -4, -2, \ldots \rangle \quad \text{and} \quad S_l = \langle 1, 1, \sqrt{2}, 1, 1, \sqrt{2}, 2, 2, \sqrt{2}, \sqrt{2}, 1, 1, \sqrt{2}, 2, 2, \sqrt{2}, 2, 2, \ldots \rangle.
\]

The latter can be simplified by taking the \( \sqrt{2} \) logarithm, which gives

\[
\log_{\sqrt{2}}(S_l) = \langle 0, 0, 1, 1, 0, 0, 1, 1, 2, 2, 1, 1, 0, 1, 1, 2, 2, 1, 1, 2, 2, 3, 3, 2, 2, 1, 1, 2, 2 \ldots \rangle,
\]

which is the double (i.e., \( \langle x, x \rangle \) versus \( \langle x \rangle \)) of A062756 [17].

The sequence \( S_d \) is not normalized because the numbers 3 and 4 are used before 2, as can be observed from the first directions with different axes in our definition of V1 dragon, which are 1, 3, 4, -2; check the 2-curve in fig. 28 or 29. For this case, we have the normalizing permutation (c.f. def. 13), which happens to be \([1, -4, 2, 3]\) and brings the sequence back to:

\[
S_d' = \langle 1, 2, 3, 4, -1, 2, 3, 4, -2, 1, -3, 4, -1, 2, 3, 4, -2, 1, -3, 4, -2, 1, -4, 3 \ldots \rangle.
\]

Therefore, we changed the numbering of the directions, such that 1, 3, 4, -2 becomes 1, 2, 3, 4, as in fig. 31, i.e., with \([1, 3, 4, -2]^{-1} = [1, -4, 2, 3] = \sigma\). The transformations we derive from fig. 28, are the same; however, the minimal rotation we now represent by \( \mu' = [\bar{-}4, 3, 1, -2] \), which is equal to \( \mu' = \sigma \mu \sigma^{-1} \), where \( \mu = [2, 3, 4, -1] \) is the minimal rotation in the original directions, and \( \sigma \) is the “base transformation.” Therefore, the new substitutions become \( T_d'(o) = (o, R\mu'^2, \mu'^3) \) and \( T_l' = T_l \), and we get the same geometric pictures as fig. 30.
4 Considerations and conclusions

4.1 Conclusions

In this study, we have an alphabet that we use to describe the fractal sequence. This alphabet is our translation of the grid on which the fractal image exists. We explicitly map the set of geometrical line-fractals to the set of signed integer sequences. We provide a substitution, and a starter sequence from which the fractal grows, via its approximants, which are finite approximations of the limit fractal.

The advantage of our approach is threefold. First, we can order the set of normalized, signed, and integer sequences, which implies an ordering on the set of fractal images. Second, we can use the machinery of signed permutations as isometries of signed integer sequences. Notably, the “reverse” appears to be an essential anti-morphism. Finally, the “mapping” of a fractal image to a signed integer sequence makes it sufficiently simple to obtain the image from that sequence.

We describe our finding using seven examples with eight? sequences to illustrate the different peculiarities encountered when representing a fractal sequence as a signed integer sequence.

Finally, we set up an inventory of the fifteen fractal integer sequences, most of which are unknown in the On-Line Encyclopedia of Integer Sequences [17].

4.2 Considerations

We recognize our preference for integer numbers, contrary to others who prefer natural numbers, letters, or other systems. In our opinion, it is a matter of taste, and we like to work with signed permutations, while others work with L-systems or finite machines.

The fractal sequences we discuss here to illustrate the method of mapping a fractal to a signed integer sequence are superficial. Therefore, the primary task should be to scan all publications describing fractals, convert them into integer sequences, and add them to the list we started in our study, which can build an ordered catalog of fractal sequences. The fractals in the publications of Mandelbrot, Dekking, Arndt, and Ventrella we will describe first, not necessarily in that order.

Subsequent research could use the method described here to generate new fractal sequences comparable to what Arndt did with the Lindenmayer systems.

In further studies, emphasis should be given to (line) fractals in higher dimensions, i.e., above two, as most known fractals are on the cubic grid, like the Gray curves and their offspring, i.e., the Hilbert curves.

Finally, the fractals occurring in this study are line-fractals. We are anxious to know how to represent fractals with higher dimensional structures, like planes or volumes.
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Appendices

A Dihedral group $D_4$

\[ \iota = \langle 1, 2 \rangle \quad \mu = \langle 2, -1 \rangle \quad -\iota = \langle -1, -2 \rangle \quad -\mu = \langle -2, 1 \rangle \]

\[ \tau_x = \langle -1, 2 \rangle \quad -\tau_x = \langle 1, -2 \rangle \quad \tau_d = \langle 2, 1 \rangle \quad -\tau_d = \langle -2, -1 \rangle \]

Figure 32: Cayley table of some transformations of the square grid with their pictorial description below and its results on flags. It indicates the reflections, such as $\tau_x$ because the $x$-coordinate changes, $\tau_d$ because the reflection is diagonal.

**Observation 28.** The group of signed permutations in dimension $d$ is the hyper-octahedral group of order $(2d)!! = 2^d d!$. In two dimensions, this group is generated, among others, using the minimal rotation $\mu = [2, -1]$ and the vertical reflection $\tau_y = [1, -2]$, which we use for the square grid throughout this study.
B Normalized Fractal Encyclopedia

B.1 Description

An (integer) sequence essentially determines its fractal, and because we cannot characterize an infinite sequence, we use a picture and need the determining alphabet and its substitution. To depict the fractal, we need the generators of a grid and their relation with the alphabet. What follows is a template of how we store a fractal.

**sequence:** We will provide approximately the first 20 numbers of the sequence.
**in OEIS:** its occurrence (signed) in the OEIS, plus the inspection date.
**alphabet:** The alphabet of the fractal.
**substitution:** The substitution of the fractal.
**grid:** The grid on which the fractal is depicted.
**generators:** The generators of the grid in the order of the positive elements of the alphabet.

In most cases, we provide the graphs of some initial $k$-curves. In all cases, we use the following nomenclature

- The identity isometry $[1, 2, \ldots, d - 1, d]$ we denote by $\iota$.
- With $\mu$ we represent the minimal rotation $[2, 3, 4, \ldots, d - 1, d, -1]$.
- The notation $-\iota$ is shorthand for the isometry $[-1, -2, \ldots, -d]$.
- The reverse $\mathcal{R}$, only defined on a finite sequence, by $\mathcal{R}(s(1), s(2), \ldots, s(n-1), s(n)) = \langle s(n), s(n-1), \ldots, s(2), s(1) \rangle$, is the anti-morphism, such as an approximant of a fractal.

The **bold** number in a sequence is the first number that makes this sequence differ from, and larger than the previous one.

B.2 Index of fractal sequences

\[\langle 1, 1, 2, -1, 2, 1, 2, -1, -1, 2, 1, 1, 2, 1, -2, -2, -1, -2, -2, \ldots \rangle,\]
c.f. B.3, Dekking’s Gosper-type curve on the square grid.

\[\langle 1, 1, 2, 3, 4, 1, 2, 3, -1, 2, 1, 1, -3, 4, -3, -4, -4, 3, -4, -3, 4, 1, -2, -2, 1, 1, 2, 3, 4, \ldots \rangle,\]
c.f. B.4, Dekking’s Gosper-type curve on a 4-axes grid.

\[\langle 1, 2, 1, -2, 1, -2, -1, -2, 1, -2, 1, 2, -1, 1, 2, -1, 2, 1, -2, 1, 2, \ldots \rangle,\]
c.f. B.5, Ventrella’s Box4 curve on the square grid.

\[\langle 1, 2, 1, -2, -1, -2, 1, 2, -1, 2, 1, -2, 1, 2, -1, 2, 1, -2, 1, 2, \ldots \rangle,\]
c.f. B.6, Arndt’s Peano curve on the square grid.

\[\langle 1, 2, -1, -1, -2, -1, 2, 2, 1, -2, 1, 2, 1, -2, 1, 2, 1, -2, -2, \ldots \rangle,\]
c.f. B.7, $\beta$-$\Omega$ curve on the square grid.
(1, 2, −1, 2, 2, 1, −2, 1, 2, 1, −2, −1, −2, 1, 2, 1, −2, 1, ...),
c.f. B.8, Hilbert’s Original on the square grid.
(1, 2, −1, 3, 1, −2, −1, 4, 1, 2, −1, −3, 1, −2, −1, 5, 1, 2, −1, 3, ...),
c.f. B.9 Gray curve on the infinite cubic grid.
(1, 2, 3, 2, 1, 4, −3, −2, −1, −2, −3, 4, 1, 2, 3, 2, 1, 2, 3, −4, ...),
c.f. B.10, Arndt’s Peano curve on truncated square grid.
(1, 2, 3, 4, −1, 2, 3, 4, −2, 1, −3, 4, −1, −2, −3, 4, −1, 2, 3, 4, ...),
c.f. B.11, Ventrella’s V1 Dragon curve on the 4-axes grid.
(1, 2, 3, 4, 2, 1, −4, −3, 2, 1, −4, −2, −1, −2, −3, 1, 2, 1, −4, −3, 1, 2, 3, 4, 1, 2, 3, −1, −2, −1, 4, 2, 2, ...),
c.f. B.12, the 4-axes Hilbert sequence.
(1, 2, 3, 4, −2, −1, 5, 6, 6, 1, −5, −3, 2, 1, −5, −3, 2, 1, −5, −6, −1, −2, −3, −4, −4, 2, 3, 5, 1, ...),
c.f. B.13, \(\beta\)-\(\Omega\) curve on a 6-axes grid.

B.3 Dekking’s Gosper-type curve

sequence: \(\langle 1, 1, 2, −1, 2, 1, 2, −1, −1, 2, 1, 1, 2, 1, −2, −2, −1, −2, −2, 1, 2, 1, −2, −2, 1, ... \rangle\)
in OEIS: A356112
alphabet: \(\Sigma_2 = \{\pm 1, \pm 2\}\)
start sequence: \(\langle 1 \rangle\)
substitution:
\[T(t) = (\tau_y, \mu t \tau_y, -\mu t \tau_y, \mu t \tau_y, \tau_x, \mu \tau_x, -\mu \tau_x, -\tau_x, \mu \tau_x, -\mu \tau_x, \mu t \tau_y, -\mu t \tau_y, -\mu t \tau_y, -\mu t \tau_y)\]
where \(\tau_y = -\tau_x = [1, -2]\) and, as usual, \(\mu = [2, -1]\).
grid: The square, plane grid.
generators: \(\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}\)
Figure 33: Drawings of the 1st and 2nd approximants in the first row, below the second and third approximants, separating two parts of space in black and white, both with tree-like structures.

B.4 Dekking’s Gosper-type curve on 4-axes

sequence: \( \langle 1, 1, 2, 3, 4, 1, 2, 3, -1, 2, 1, 1, -3, 4, -3, -4, 3, -4, -2, -3, 4, 1, -2, -2, 1, 1, 2, 3, \ldots \rangle \)

in OEIS: Not (12-12-22)

alphabet: \( \Sigma_4 = \{ \pm 1, \pm 2, \pm 3, \pm 4 \} \)

start sequence: \( \langle 1 \rangle \)

substitution: \( T(\iota) = (\iota, \iota, \mu \tau_y, -\tau_y, \iota, \mu, \mu \tau_y, -\tau_y, -\iota, \mu \tau_y, \iota, \tau_y, \mu, \tau_y, -\mu, -\mu, -\mu \tau_y, -\mu \tau_y, -\mu \tau_y, -\mu \tau_y, \tau_y, \mu, \iota, -\mu \tau_y, -\mu \tau_y) \), where \( \tau_y = [-3, -4, -1, -2] \) and \( \mu = [4, 3, -2, -1] \).

grid: The 8th-root grid.
generators: \[
\begin{pmatrix}
1 & 0 & -\frac{1}{2}\sqrt{2} & \frac{1}{2}\sqrt{2} \\
0 & 1 & \frac{1}{2}\sqrt{2} & \frac{1}{2}\sqrt{2}
\end{pmatrix}.
\]

Figure 34: The first 2 approximants of Dekking’s Gosper-type curve on 4-axes.

### B.5 Ventrella’s Box4

sequence: \(1, 2, 1, -2, 1, -2, -1, 1, 2, 1, 2, 1, 1, 2, 1, 2, 1, 1, 2, 1, 2, 1, 2, -1, 2, -1, -2, \ldots\)

in OEIS: Not (18-01-2022)

alphabet: \(\Sigma_2 = \{\pm 1, \pm 2\}\)

start sequence: \(1\)

substitution: \(T(\iota) = (\iota, (-\iota)^k \mu \tau_y \mathcal{R}, \tau_y, (-\iota)^{k+1} \mu \mathcal{R})\), where \(\tau_y = [1, -2]\) and \(\mu = [2, -1]\)

grid: The square grid.

generators: \[
\begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}
\]

Figure 35: The \(k\)-curves for \(k = 1, 2, 3, 5\), with corners rounded for the last two.
B.6 Arndt’s Peano curve

sequence: \( \langle 1, 2, 1, -2, -1, -2, 1, 2, 1, -2, 1, 2, 1, -2, -1, -2, 1, 2, 1, -2, -1, -2, 1, 2, 1, \ldots \rangle \)
in OEIS: Not (18-01-22)
alphabet: \( \Sigma_2 = \{ \pm 1, \pm 2 \} \)
start sequence: \( \langle 1, 2, 1, -2, -1, -2, 1, 2, 1 \rangle \)
substitution: \( T(\iota) = (\iota, \mu, \iota, \mu^{-1}, -, -\mu^{-1}, \mu, \iota), \) where \( \mu = [2, -1] \).
grid: The square grid.
generators: \( \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \)
simple substitution:

\[
T = \begin{cases} 
1 & \rightarrow \langle 1, 2, 1, -2, -1, -2, 1, 2, 1 \rangle \\
2 & \rightarrow \langle 2, -1, 2, -2, 1, 2, -1, 2 \rangle 
\end{cases}
\]
or even simpler: \( T_D = \begin{cases} 
1 & \rightarrow \langle 1, 2, 1 \rangle \\
2 & \rightarrow \langle -2, -1, -2 \rangle 
\end{cases} \)

Add this with \( T(-x) = -T(x) \).

Figure 36: The first two approximants of Arndt’s R9-1, the Peano curve, on the square grid.

B.7 The \( \beta, \Omega \) curve

sequence: \( \langle 1, 2, -1, -1, -2, 1, 2, 1, -2, 1, 2, 1, -2, -1, -2, 1, 2, 1, \ldots \rangle \)
in OEIS: Not (18-01-2022)
alphabet: \( \Sigma_2 = \{ \pm 1, \pm 2 \} \)
start sequences: \( \beta_1 = \langle 1, 2, -1, -1 \rangle; \beta_1' = \langle 1, -2, -1, -2 \rangle; \Omega_1 = \langle 1, 2, -1, 2 \rangle \)
substitution:

\[
\begin{align*}
\beta_{k+1} &= \langle \tau_x(\beta_k), -\mu(\beta_k), \tau_x\mu(\beta_k), \mu(\Omega_k) \rangle \\
\beta_{k+1}' &= \langle \tau_x\mu(\Omega_k), \tau_x\mu(\beta_k), -\mu(\beta_k'), \tau_x(\beta_k') \rangle \\
\Omega_{k+1} &= \langle \tau_x(\beta_k), -\mu(\beta_k), \tau_x\mu(\beta_k'), -\iota(\beta_k') \rangle
\end{align*}
\]
for \( k \geq 1 \), where \( \mu = [2, -1] \) is the minimal grid rotation and \( \tau_x = [-1, 2] \) the horizontal reflection. Note that \( \lim_{k \to \infty} \beta_k = \lim_{k \to \infty} \Omega_k \). The normalized curve we obtain by \( T_\beta(k + 1) = \tau_x^k(\beta_{k+1}) \).

grid: The square grid.

generators: \( \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \)

Figure 37: The 2, 3- and 4-curves of the \( \beta \) fractal, respectively, with entries (o) and exits (•)

B.8 Hilbert’s original and the 4-axes Hilbert sequence

sequences: \( \langle 1, 2, -1, 2, 1, -2, 1, 2, 1, -2, -1, -2, 1, 1, 2, 1, -2, 1, 1, 2, 1, 2, -1, \ldots \rangle, \) 
\( \langle 1, 2, 3, 4, 2, 1, -4, -3, 2, 1, -4, -2, -1, -2, -3, 1, 2, 1, -4, -3, 1, 2, 3, 4, 1, 2, 3, -1, -2, \ldots \rangle \).

in OEIS: A163540, with \( 1, 2, -1, -2 \) replaced by \( 0, 1, 2, 3 \), respectively.

alphabet: \( \Sigma_2 = \{ \pm 1, \pm 2 \} \)

start sequence: \( \langle 1 \rangle \)

substitution: \( A(k + 1) = T(A(k)) = \left( H(k), \tau_d(H(k)), \tau_d\phi(H(k)), -\phi(A(k)) \right) \) with \( A(k) \in \{ H(k), \phi(H(k)) \} \) and \( \phi(S) = \phi(\langle s(1), s(2), \ldots, s(2^n) \rangle) = \langle s(1), s(2), \ldots, \tau_d(s(2^n)) \rangle \) with \( \tau_d = [2, 1] \).

grid: The square grid.

generators: \( \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \)
Figure 38: The 1-, 2- and 3-curves of the original Hilbert curve.

B.9 Gray curve

sequence: $\langle 1, 2, -1, 3, 1, -2, -1, 4, 1, 2, -1, -3, 1, -2, -1, 5, 1, 2, -1, 3, 1, -2, -1, -4, 1, \ldots \rangle$

in OEIS: A164677 (02-11-2021)

alphabet: $\Sigma_N = \{1, 2, 3, \ldots \} = N \setminus \{0\}$

start sequence: $\langle 1 \rangle$

substitution:

$$T(x) = \langle 1, x + \text{sgn}(x) \rangle \text{ for } |x| = 1,$$

$$T(x) = \langle -1, x + \text{sgn}(x) \rangle \text{ for } |x| \neq 1$$

grid: The cubic grid $[0, 1]^N$

generators: $\{(\delta_{1k}, \delta_{2k}, \delta_{3k}, \ldots)\}; k = 1, 2, \ldots$, where $\delta_{jk}$ is Kronecker delta.

Figure 39: The first three approximants of the Gray curve.
B.10 Arndt’s Peano curve on the truncated square grid

sequence: \(\langle 1, 2, 3, 2, 1, 4, -3, -2, -1, -2, -3, 4, 1, 2, 3, 2, 1, 2, 3, -4, -1, -4, 3, 2, 1, 4, -3, \ldots \rangle\)
in OEIS: Not (18-01-2022)
alphabet: \(\Sigma_4 = \{\pm 1, \pm 2, \pm 3, \pm 4\}\)
start sequence: subsequent pairs of B.6, Arndt’s Peano curve
substitution:
\[
T = \begin{cases} 
(1, 2) & \rightarrow (1, 2) \\
(1, -2) & \rightarrow (1, 4) \\
(2, 1) & \rightarrow (3, 2) \\
(2, -1) & \rightarrow (3, -4) 
\end{cases}
\]
together with \(T(-x, -y) = -T(x, y)\)
grid: The truncated square grid spanned by the 8th-roots of unity (c.f. fig. 27).
generators: \[
\begin{pmatrix}
1 & \frac{1}{2}\sqrt{2} & 0 & -\frac{1}{2}\sqrt{2} \\
0 & \frac{1}{2}\sqrt{2} & 1 & \frac{1}{2}\sqrt{2}
\end{pmatrix}.
\]

Figure 40: The first two approximants of Arndt’s Peano on the truncated square grid.

B.11 Ventrella’s V1 Dragon on 8th-root plane grid

sequence: \(\langle 1, 2, 3, 4, -1, 2, 3, 4, -2, 1, -3, 4, -1, -2, -3, 4, -1, 2, 3, 4, -2, 1, -3, 4, -2, 1, \ldots \rangle\)
in OEIS: Not (18-01-2022)
alphabet: \(\Sigma_4 = \{\pm 1, \pm 2, \pm 3, \pm 4\}\)
start sequence: \(\langle 1 \rangle\)
substitution: \(T(\iota) = (\iota, R\mu^2, \mu^3)\), where \(\mu = [-4, 3, -1, -2]\)
grid: The 8th-root plane grid.
generators: \[
\begin{pmatrix}
1 & 0 & -\frac{1}{2}\sqrt{2} & -\frac{1}{2}\sqrt{2} \\
0 & 1 & \frac{1}{2}\sqrt{2} & -\frac{1}{2}\sqrt{2}
\end{pmatrix}.
\]
Below the same fractal sequence as above, but on the square-diagonal grid, together with its length sequence $s$.

length sequence: $\langle 1, 1, \sqrt{2}, \sqrt{2}, 1, 1, \sqrt{2}, \sqrt{2}, 2, \sqrt{2}, 2, \sqrt{2}, 1, 1, \sqrt{2}, \sqrt{2}, 1, 1, \sqrt{2}, \sqrt{2}, 2, 2 \ldots \rangle$

length substitution: $lT(\iota) = (\iota, R, \iota \ast \sqrt{2})$

in OEIS: $\log_{\sqrt{2}}(s) = \langle 0, 0, 1, 1, 0, 0, 1, 1, 2, 2, 1, 1, 0, 1, 0, 1, 1, 2, 2, 1, 1, 2, 2, 3, 3, 2, \ldots \rangle$ that is the double (i.e., $\langle x, x \rangle$ versus $\langle x \rangle$) of A062756

B.12 Hilbert’s original on the 4-axes grid

sequences: $\langle 1, 2, 3, 4, 2, 1, -4, -3, 2, 1, -4, -2, -1, -2, -3, 1, 2, 1, -4, -3, 1, 2, 3, 4, 1, 2, 3, \ldots \rangle$.

in OEIS: Not (12-12-2022)

alphabet: $\Sigma_4 = \{ \pm 1, \pm 2, \pm 3, \pm 4 \}$

start sequence: $\langle 1 \rangle$
substitution:

\[
T = \begin{cases} 
  1 & \to \langle 1, 2, 3, 4 \rangle \\
  2 & \to \langle 2, 1, -4, -3 \rangle \\
  3 & \to \langle 2, 1, -4, -2 \rangle \\
  4 & \to \langle -1, -2, -3, 1 \rangle 
\end{cases}
\]

\[T(-x) = -T(x) \quad \text{for} \quad x \in \{1, 2, 3, 4\}.
\]

grid: The 8th-root grid.

generators: \[
\begin{pmatrix} 
  1 & 0 & -\frac{1}{2}\sqrt{2} & -\frac{1}{2}\sqrt{2} \\
  0 & 1 & -\frac{1}{2}\sqrt{2} & \frac{1}{2}\sqrt{2} 
\end{pmatrix}.
\]

After replacing ±3 by ±1 and ±4 by ±2, we get our Hilbert sequence, appendix B.8.

Figure 43: The 4-axes Hilbert fractal on the renumbered 8th-root grid.

B.13 The β, Ω curve on 6 axes

sequence: \(\langle 1, 2, 3, 4, -2, -1, 5, 6, 6, 1, -5, -3, 2, 1, -5, -6, -1, -2, -3, -4, -4, 2, \ldots \rangle\)

in OEIS: Not (12-12-2022)

alphabet: \(\Sigma_6 = \{\pm 1, \pm 2, \ldots, \pm 6\}\)

start sequences: \(\langle 1 \rangle\)

substitution: With \(T(-x) = -T(x)\) we get

\[
T = \begin{cases} 
  1 & \to \langle 1, 6, -2, -3 \rangle \\
  2 & \to \langle -5, -1, 4, -2 \rangle \\
  3 & \to \langle -6, -1, 4, -2 \rangle \\
  4 & \to \langle 3, 6, -2, 4 \rangle \\
  5 & \to \langle 1, 6, -2, 4 \rangle \\
  6 & \to \langle -6, -1, 4, 5 \rangle 
\end{cases}
\]

44
To obtain \( \beta, \Omega \) sequence (appendix B.7), we replace \( \pm 1, \pm 2, \pm 3 \) by axis \( \{ \pm 1 \} \) and \( \pm 4, \pm 5, \pm 6 \) by axis \( \{ \pm 2 \} \).

**grid:** The 12\(^{\text{th}}\)-root grid.

**generators:**

\[
\begin{pmatrix}
1 & \frac{1}{2} \sqrt{3} & -\frac{1}{2} \sqrt{3} & -\frac{1}{2} \sqrt{3} & \frac{1}{2} \sqrt{3} & 0 \\
0 & -\frac{1}{2} & -\frac{1}{2} \sqrt{3} & -\frac{1}{2} & -\frac{1}{2} \sqrt{3} & -1
\end{pmatrix}.
\]

Figure 44: The six axes fractal on the renumbered 12\(^{\text{th}}\)-root grid (page 18).
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