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Grover search is one of the most important quantum algorithms. In this paper, we consider a kind of search that the conditions of satisfaction $T$ can be rewritten as $T = T_1 \cap T_2$. Then we present a new Grover search with smaller oracles. The time complexity of this algorithm $O(\frac{\pi}{\sqrt{N}} + \frac{\sqrt{2}}{1})$, which is smaller than the time complexity of original Grover search, i.e. $O(\frac{\pi}{\sqrt{N}})$.

PACS numbers:

I. INTRODUCTION

Search on an unordered database is one of the NP-hard problems. The classical way to execute the exhaustive search is by querying each item in the database of $N$ items by a oracle to identify the solution. In the worst case, the total number of queries to the oracle is $N - 1$.

Grover search is one of the most important quantum algorithm, which is presented by Grover in Ref.[1, 2]. Grover’s algorithm can find one target item with oracle complexity $O(\sqrt{N})$, which quadratically outperforms the classical algorithm.

Grover partial search is presented from the view that only some part of bits of the database are interested [4, 5]. The authors use a local Grover operator to make the partial search easier. Then Choi, Zhang and Korepin consider quantum partial search of a database with several target items [6, 7]. Then Zhang and Korepin discuss how to optimise the Grover’s algorithm from the view of depth [8].

By borrowing the idea of local Grover operator, we present the Grover search algorithm with smaller oracles in this paper. By consider the conditions of satisfaction $T$ as $T = T_1 \cap T_2$, the time complexity of the new Grover search is smaller than the original Grover’s search.

The paper is structured as follows. In Sect.II, we review the Grover search algorithm. In Sect.III, the Grover search algorithm with smaller oracles and its quantum circuit are presented. And the time complexity of this algorithm is discussed. Finally, a short conclusion is given in Sect.IV.

II. GROVER SEARCH ALGORITHM

The quantum search algorithm consists of repeated application of a quantum subroutine, know as the Grover iteration, which we denote $G$. The Grover iteration, whose quantum circuit is illustrated in Fig1XXXXX, may be broken up into two steps:

1. Apply the oracle $O_T$;

2. Apply the Grover operator $D_1$.

$O_T$ is a quantum oracle with the ability to recognize solutions to the search problem. The action of the oracle may be written as:

$$O_T = I - 2 \sum_x |x\rangle\langle x|$$

which in fact has the effect $|x\rangle \xrightarrow{O_T} -|x\rangle$ for all target items.

The Grover operator $D_1$ is

$$D_1 = 2|\psi_1\rangle\langle \psi_1|-I,$$

which is the inversion about mean operation. $|\psi_1\rangle$ is the equal superposition of all items in the database.

Suppose $N$ is the size of database, $M$ is the number of targets. The initial state is $|\psi_1\rangle$. Let $CI(x)$ denote the integer closest to the real number $x$. Then the number of Grover iteration is

$$R = CI(\frac{\arccos\sqrt{M/N}}{\arccos(1 - 2M/N)}),$$

which is $O(\sqrt{N/M})$.

III. THE ALGORITHM OF GROVER SEARCH WITH SMALLER ORACLES

By borrowing the idea of local Grover operator, we present the algorithm of Grover search with smaller oracles.

Suppose the conditions of satisfaction $T$ can be rewritten as $T = T_1 \cap T_2$. $T_1$ is the condition of satisfaction of the first $\log(k)$ qubits, while $T_2$ is the condition of satisfaction of all qubits, i.e. $T$ or part of them. Based on the above limitations, $T \subset T_1$ and $T \subseteq T_2$.

A database of $N$ items is divided into $k$ blocks with $N = bk$. Here $b$ is the number of items in each block.

The idea of this algorithm is shown in Fig.2XXX.
Firstly, consider all items that satisfy $T_1$ as target items, after the global Grover iterations, amplitudes of the target blocks which satisfy $T_1$ get higher while amplitudes of non-target blocks are close to 0.

Secondly, consider items that satisfy $T_2$ as target items, then after the local Grover iterations, amplitudes of the items in the target blocks get higher more. Because the total of amplitudes of a non-target block is close to 0, after the local Grover iterations, amplitudes of target items in non-target blocks are still close to 0.

Blocks that satisfy the condition $T_1$ are denoted by $YY_i$, whose number is $\lambda_Y$. And the set of target items, i.e. satisfy $T_2$, in these blocks are denoted by $AY_i$, whose size is $\tau_i$, while the set of non-target items in these blocks are denoted by $XY_i$, whose size is $\lambda_Y - \tau_i$.

Blocks which include items that satisfy the condition $T_2$, but do not satisfy the condition $T_1$, are denoted by $NY_i$, whose number is $\lambda_N$. And the set of items which satisfy $T_2$ in these blocks are denoted by $AN_i$, whose size is $\omega_i$, while the complementary set of them in each block is denoted by $XN_i$, whose size is $\lambda_N - \omega_i$.

Blocks that do not satisfy the condition $T_1$ or $T_2$ are denoted by $B$. The number of these blocks is $k - \lambda_Y - \lambda_N$.

Here we define some states.

$$|AY_i\rangle = \frac{1}{\sqrt{\tau_i}} \sum_{x \in AY_i} |x\rangle$$  
(4)

$$|XY_i\rangle = \frac{1}{\sqrt{b - \tau_i}} \sum_{x \in XY_i} |x\rangle$$  
(5)

$$|YY\rangle = \frac{1}{\sqrt{b\lambda_Y}} \sum_{x \in \bigcup YY_i} |x\rangle$$  
(6)

$$= \sum_i \sqrt{\frac{\tau_i}{b\lambda_Y}} |AY_i\rangle + \sum_i \sqrt{\frac{b - \tau_i}{b\lambda_Y}} |XY_i\rangle$$  
(7)

$$|AN_i\rangle = \frac{1}{\sqrt{\omega_i}} \sum_{x \in AN_i} |x\rangle$$  
(8)

$$|XN_i\rangle = \frac{1}{\sqrt{b - \omega_i}} \sum_{x \in XN_i} |x\rangle$$  
(9)

$$|NY\rangle = \frac{1}{\sqrt{b\lambda_N}} \sum_{x \in \bigcup NY_i} |x\rangle$$  
(10)

$$= \sum_i \sqrt{\frac{\omega_i}{b\lambda_N}} |AN_i\rangle + \sum_i \sqrt{\frac{b - \omega_i}{b\lambda_N}} |XN_i\rangle$$  
(11)

$$|NN\rangle = \frac{1}{\sqrt{N - b(\lambda_Y + \lambda_N)}} \sum_{x \in B} |x\rangle$$  
(12)

$$|B\rangle = \frac{1}{\sqrt{N - b\lambda_Y}} \sum_{x \in NY \cup NN} |x\rangle$$  
(13)

$$= \frac{1}{\sqrt{N - b\lambda_Y}} \sum_{x \in NY \cup NN} |x\rangle$$  
(14)

Fig. 1: The two Grover iterations $G_1$ and $G_2$. Items, No.1-4, satisfy $T_1$, Items, No.4,8, satisfy $T_2$.

**Step1: $j_1$ the Grover iteration $G_1$;**

The Grover iteration $G_1$ is defined as

$$G_1 = D_1 \ast O_{T1},$$  
(15)

where

$$O_{T1} = I - 2 \sum_{x \in \bigcup YY_i} |x\rangle\langle x|$$  
(16)

$$D_1 = 2|\psi_1\rangle\langle \psi_1| - I$$  
(17)

The effect of $G_1$ on $|YY\rangle$ and $|B\rangle$ is

$$\hat{G}_1 = \begin{pmatrix} \cos(2\theta) & \sin(2\theta) \\ -\sin(2\theta) & \cos(2\theta) \end{pmatrix}$$  
(18)

where $\sin^2(\theta) = \frac{b\lambda_Y}{b\lambda_N}$.

Therefore, after step 1, the state of the system is
where $a_1 = \sin[(2j_1 + 1)\theta]$, $a_2 = \cos[(2j_1 + 1)\theta]$.

**Step 2: $j_2$ the Grover iteration $G_2$;**

The Grover iteration $G_2$ is defined as

$$G_2 = D_2 \ast O_{T_2},$$

where

$$O_{T_2} = I - 2 \sum_{x \in \bigcup AY_i \cup \overline{AN_i}} |x\rangle \langle x|$$

$$D_2 = I_k \bigotimes (2|\psi_2\rangle \langle \psi_2| - I)$$

$$|\psi_2\rangle = \frac{1}{\sqrt{b}} \sum_{x_2 \in \{1, \ldots, b\}} |x_2\rangle$$

The effect of $G_2$ on $|AY_i\rangle$ $|XY_i\rangle$ $|AN_i\rangle$ $|XN_i\rangle$ and $|B\rangle$ is

$$\hat{G}_2 = \begin{pmatrix} \cos(2\theta_{Y_i}) & \sin(2\theta_{Y_i}) & 0 \\ -\sin(2\theta_{Y_i}) & \cos(2\theta_{Y_i}) & 0 \\ 0 & 0 & 1 \end{pmatrix}$$

where $\sin^2(\theta_{Y_i}) = \frac{\tau_i}{b}, \sin^2(\theta_{N_i}) = \frac{\omega_i}{N}$.

Therefore, after step 2, the state of the system is

$$\hat{G}_2^j \hat{G}_1^i |\psi_1\rangle = \sum_i \sqrt{\frac{\tau_i}{b\lambda_Y}} a_1 b_1 + \sqrt{\frac{b - \tau_i}{b\lambda_Y}} a_1 b_2 |AY_i\rangle$$

$$+ \sum_i \left( \frac{\omega_i}{N - b\lambda_Y} a_2 c_1 + \sqrt{\frac{b - \omega_i}{N - b\lambda_Y}} a_2 c_2 |XY_i\rangle \right)$$

$$+ \sum_i \left( \frac{\omega_i}{N - b\lambda_Y} a_2 c_1 + \sqrt{\frac{b - \omega_i}{N - b\lambda_Y}} a_2 c_2 |XY_i\rangle \right)$$

$$+ \sum_i \left( \frac{\omega_i}{N - b\lambda_Y} a_2 c_1 + \sqrt{\frac{b - \omega_i}{N - b\lambda_Y}} a_2 c_2 |XY_i\rangle \right)$$

$$+ \sum_i \left( \frac{\omega_i}{N - b\lambda_Y} a_2 c_1 + \sqrt{\frac{b - \omega_i}{N - b\lambda_Y}} a_2 c_2 |XY_i\rangle \right)$$

$$+ \sum_i \left( \frac{\omega_i}{N - b\lambda_Y} a_2 c_1 + \sqrt{\frac{b - \omega_i}{N - b\lambda_Y}} a_2 c_2 |XY_i\rangle \right)$$

$$+ \sum_i \left( \frac{\omega_i}{N - b\lambda_Y} a_2 c_1 + \sqrt{\frac{b - \omega_i}{N - b\lambda_Y}} a_2 c_2 |XY_i\rangle \right)$$

$$+ \sum_i \left( \frac{\omega_i}{N - b\lambda_Y} a_2 c_1 + \sqrt{\frac{b - \omega_i}{N - b\lambda_Y}} a_2 c_2 |XY_i\rangle \right)$$

where $b_1 = \sin[2j_2 \theta_Y i]$, $b_2 = \cos[2j_2 \theta_Y i]$, $c_1 = \sin[2j_2 \theta_N i]$, $c_2 = \cos[2j_2 \theta_N i]$.

**Estimating the number of Grover iterations**

The first step of this algorithm is to magnify the amplitude of blocks $YY_i$, i.e. the amplitude of $|YY\rangle$. Therefore, the optimal number of Grover iteration $G_1$ is

$$j_1 = CI(\frac{\arccos(\frac{b\lambda}{N})}{\arccos(1 - \frac{b\lambda}{N})}).$$

The second step of this algorithm is to magnify the amplitude of items that satisfy $T_2$ in each block. In non-target blocks $NY_i$, amplitudes of all items are close to 0. So the number of Grover iteration $G_2$ does not affect greatly the amplitudes. In target blocks, items which satisfy $T_2$ are items satisfy $T$. The optimal number of Grover iteration $G_2$ for each target block $YY_i$ is $CI(\frac{\arccos(\frac{b\lambda}{N})}{\arccos(1 - \frac{b\lambda}{N})})$. Due to the number of target items in each target blocks may not same, in order to minimize the number of Grover iteration $G_2$, the optimal number of Grover iteration $G_2$ is $j_2 = CI(\frac{\arccos(\frac{b\lambda}{N})}{\arccos(1 - \frac{b\lambda}{N})})$, where $\tau = max(\tau_i)$.

For Grover search, the number of Grover iteration is $O(\frac{\pi}{\sqrt{N}})$. For the Grover search with smaller oracles in this paper, the time complexity is $O(\frac{\pi}{\sqrt{N}} + \frac{\pi}{\sqrt{b}})$, which is smaller than $O(\frac{\pi}{\sqrt{N}})$.

**IV. SUMMARY**

By borrowing the idea of local Grover operator, we present a new Grover search algorithm with smaller oracles. This algorithm is suitable for search questions whose conditions of satisfaction $T$ can be rewritten as $T = T_1 \cap T_2$, where $T_1$ and $T_2$ are conditions of satisfaction for part of qubits.

The algorithm is divided into two parts: global Grover iteration, local Grover iteration. Global Grover iteration magnify the amplitude of items that satisfy $T_1$, while local Grover iteration magnify the amplitude of items that satisfy $T_2$.

On one hand, the time complexity of this algorithm is $O(\frac{\pi}{\sqrt{N}} + \frac{\pi}{\sqrt{b}})$, which is smaller than the time complexity of original Grover search, i.e. $O(\frac{\pi}{\sqrt{N}})$. On the other hand, this algorithm needs more to evaluate the number of target items that satisfy $T_1$ and $T_2$.

In conclusion, this algorithm is not as general as the original Grover search, but in specific situation, it is more fast, and only need smaller oracles.
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