**Abstract**

The $p$-value has been treated as a benchmark of reliability for an experimental output in biology. In biological research, results with $p \leq 0.05$ are conventionally regarded as statistically significant. However, a criticism is currently being emerged claiming that statistical significance in biology has now become very fragile. Simultaneously, proposals for review of statistical inference based on $p$-value $< 0.05$ are surfacing as alternate strategy of statistical significance. The present review discusses emerging issues related to $p$-value $< 0.05$ in biological research and some possible ways to address such issues.
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1. **Introduction**

$p$-value was first formally introduced by Karl Pearson, in the context of his Pearson’s chi-square test. But the use of $p$-value was popularized by Ronald Fisher, in 1920. In his path breaking book “Statistical methods for research workers” (1925), he proposed a cut off level of $p$-value as $p=0.05$. His aim was to look for an objective method for comparing data to the null hypothesis thereby devaluing the other existing informal eyeball methods prevalent at that time. However, over the years, this cut-off has grown as a biologists’ bull’s eye. The more the dependency on it more begets the misinterpretations of $p$-value by non-statistical researchers [1-2]. The common incorrect interpretation is that ‘$p$-value gives the probability of committing a mistake by rejecting a true null hypothesis’ or a $p$-value $>0.05$ means ‘no effect’ on the tested hypothesis. Most of the times, in scientific experiments, routine explanation of ‘$p=0.05$’ pops as ‘there is 5% probability of not getting any outcome if the experiment is repeated’.

---

2. **Why Is $p = 0.05$?**

This is obviously the million-dollar question. The blind adoption of $p \leq 0.05$ as significant level stems from the Gaussian assumption of data. In normal distribution, 95% of the data falls within 2 standard deviation on either side of the line of central tendency and rest 5% comes under the outer rejection region. This idea triggers the cut-off $p$-value as 0.05.

Owing to multiple reasons like ignorance or publication pressure, scientific communities have been misusing the


$p$-value to differentiate their results as statistically significant or non-significant. In a recent call by Amrhein et al. [5], it is advocated that statistical significance must stop justifications like ‘no difference’ or ‘no association’ just because $p$-value is larger than a cut-off such as 0.05. Quite logically, it is clear that a decision rule leading to different interpretations of $p$-values of 0.049 and 0.051 is not very rational.

### 3. Beyond $p = 0.05$

Recently, it is echoed through several leading research journals that the use of $p<0.05$ is not at all meaningful to find actual difference with the control [6-8]. The binary concept of supporting null hypothesis on the basis 0.05 is getting disparaged. One resolution of the problem of this randomness of a cut-off is to abandon the idea of the binary decision rule, rather incorporating some intermediate range of $p$-values as well [9].

With the advancement of new ventures on statistical significance and technological proficiency to handle large set of data, there are proposals for the consideration of change of cut-off to $p<0.005$ [10]. The question next arises whether the approval of null hypothesis based on $p$-value as $0.005 < p$-value $< 0.05$ throws suspicions on the reproducibility of scientific findings? We believe that it is always safer to shift from a suggestive $p$-value (e.g. 0.05) to a more convincing $p$-value (e.g. 0.005) (Figure 1). However, of late, in statistical testing of hypotheses a number of alternatives of $p$-value techniques are emanating. Amidst the plethora of all available options, here we believe, the following takeaways may be pertinent in judicious use of $p$-value technique. First, it is now an established fact that many researchers simply execute $p$-value without compromising the Power [11]. In numerous research papers in biology, the sample size is kept as low as 3 ($n=3$), projecting a complete deviation from the rule of normality (Gaussian). In spite of that, the practice of finding parametric $p$-values in such cases may appear as statistically significant. Researchers in biology often misinterpret such outcomes as true rejection of null hypothesis.
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**Figure 1.** Schematic representation of $p$-value shifting from a suggestive binary concept with $p=0.05$ (modified from Ramsey and Schafer [9])

Second, it is often ignored that the $p$-value depends not only on the magnitude of association but also on the precision of the estimate (the sample size). There is common misperception that ‘magnitude of association’ (or significance) depends only on $p$-value. This juncture is critical, because, for a controlled laboratory experiment with smaller sample size (violating rule of normality), a polished ‘magnitude of association’ may be created through setting several other factors as constant. That is why the laboratory experiments can ‘produce’ $p$ value $< 0.05$ without dealing much of a-priori conditions of hypothesis testing.

For instance, while testing the effect of a drug on mice in laboratory with $n=3$ to 6, a researcher controls temperature, time of dosage, weight of mice, food etc within a specified range and sets the ‘magnitude of association’, not the ‘statistical significance’. On the contrary, we must keep in mind that if the magnitude of association is small and clinically unimportant, the $p$-value can still exhibit "significance" given the large sample size. In that case, even though sample size remains around 100, it is possible to get smaller $p$ without natural ‘magnitude of association’.

If the objective is on describing the association for which there is no particular null-hypothesized value (in the observational experiments), confidence interval endows a better precision. A 95% confidence interval for a parameter $\theta$ is the set of all values $\theta^*$ for which we would fail to reject the null hypothesis $\theta = \theta^*$ at level 5%. Simply put, if the 95% confidence interval contains zero (more precisely, the parametric value under null hypothesis), then the effect will not be significant at 5% level. In other way round, an effect should be significant if all values in confidence interval are on the same side of zero (either all positive or negative). Confidence interval technique is recommendable in controlled experiments in laboratory where researcher is not sure about the sample size of the data for a desired effect.

Third, statistical significance does not buy practical significance. Practical significance can be interpreted via ‘effect size’ of a hypothesis. Nowadays, reporting ‘effect size’ is often prescribed in statistical analysis of biological experiments along with documentation of $p$-value [12-13]. The best example is the case of effect of aspirin on myocardial infection, where $p<0.0001$ with $n=22000$, but the effect size was reported to be a mere 0.001. The reliance on such cut off $p$-value may not be justified in this regard. Effect size is a statistic which estimates the magnitude of an effect. So far, around seventy effect size measures, emerged for particular sort of experimental method, are listed [14]. They can be classified in following three categories satisfying most situations: r statistics (correlation coefficients including Pearson’s, Spearman’s, biserial, and phi), d statistics (Cohen’s d or Hedges’ g), and the odds ratio. For instance, effect of mean difference can be measured by the value of Cohen’s d. No matter how small $p$-value arises for a test of significance, Cohen’s d less than 0.2 signifies trivial practical significance. So with
the small $p$-value, $d$ should be reasonably big ($>0.8$ projecting large effect) to be sure on rejection of null hypothesis.

Fourth, the current criticism on use of $p<0.05$ or $1/20$ in biological research is arbitrarily used as probabilistic measure to reject null hypothesis [3-4]. Depending on the nature of association and its actual effect, $p=0.10$ (or similar value) may be as important as $p<0.05$. In bioscience, precision of instruments and methods are the vital determinants to influence variability in experiments [15]. The need of data precision in survey work is high compared to laboratory work. Accordingly, the probability of 'errors' are also different in different experiments. We advise that there must not be a fixed threshold (e.g. $p<0.05$) to bucketing out significance /insignificance of null hypothesis under statistical inference of all biological experiments.

Fifth, recently information-based criteria like Akaike Information Criterion (AIC) emerged as a superior tool for choosing between a statistical model under null hypothesis and alternative hypothesis respectively. In the prestigious academic journal ‘Ecology’, Murtaugh [16] showed that $p$ values are intimately linked to difference in AIC’s and use of AIC could be another alternative of $p$-value. Larger difference in AIC’s ($\Delta$AIC= AIC under null hypothesis–AIC under alternative hypothesis) stronger evidence against the null. $\Delta$AIC as high as 14 certifies the superiority of the model under alternative hypothesis over model under null hypothesis. $\Delta$AIC shares a one-to-one relation with $p$-value [17].

$$p = Pr(\chi^2_\delta > \Delta\text{AIC} + 2k)$$

Where $\chi^2_\delta$ is the chi-square variable with degrees of freedom (difference of parameters under null and alternative hypothesis) $k$. From the relation stated above, for a $\Delta$AIC cut off of 10 with $k=1$, $p$-value turns 0.0005 which is pretty low. So, $\Delta$AIC based comparison comes up as more conservative than the conventional test done by $p<0.05$. So, $\Delta$AIC based comparison comes up would guarantee better precision than $p<0.05$, its complete removal might deepen the problem of absurd claimant of ‘promising and genuine research’ among biologists. In an earlier issue in Nature, Leek and Pang [7] stated, “... in practice, deregulating statistical significance opens the door to even more ways to game statistics — intentionally or unintentionally — to get a result”. Reverberating with their words, we would say that the scientific researches should embrace statistical significance as a limit of quality assessment of the methods and data, not the universality of the outcome.

4. Conclusions

Since $p$-value, confidence interval and $\Delta$AIC evolved from the same statistical information, all three have some positives and limitations in the context of statistical test of significance. The choice of which to use should be based on experimental structure, not by any indoctrinated approach. Therefore, unleashing statistical significance out of the ‘Pandora box of $p<0.05$’ is highly advisable in biological data analysis.

Simultaneously, researchers are expected to look into the effect size as more reliable device to interpret ‘statistical significance, irrespective of the $p$-value. As it is now agreed that in biological research, ‘abysmal and inaccurate science’ can be turned into literally ‘acceptable science’ through rampant abuse of $p<0.05$, its complete removal might deepen the problem of absurd claimant of ‘promising and genuine research’ among biologists. In an earlier issue in Nature, Leek and Pang [7] stated, “... in practice, deregulating statistical significance opens the door to even more ways to game statistics — intentionally or unintentionally — to get a result”. Reverberating with their words, we would say that the scientific researches should embrace statistical significance as a limit of quality assessment of the methods and data, not the universality of the outcome.
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