Inverse dispersion method for calculation of complex photonic band diagram and $\mathcal{PT}$-symmetry.
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We suggest an inverse dispersion method for calculating photonic band diagram for materials with arbitrary frequency-dependent dielectric functions. The method is able to calculate the complex wave vector for a given frequency by solving the eigenvalue problem with a non-Hermitian operator. The analogy with $\mathcal{PT}$-symmetric Hamiltonians reveals that the operator corresponds to the momentum as a physical quantity and the singularities at the band edges are related to the branch points and responses for the features on the band edges. The method is realized using plane wave expansion technique for two-dimensional periodical structure in the case of TE- and TM-polarization. We illustrate the applicability of the method by calculation of the photonic band diagrams of an infinite two-dimension square lattice composed of dielectric cylinders using the measured frequency dependent dielectric functions of different materials (amorphous hydrogenated carbon, silicon, and chalcogenide glass). We show that the method allows to distinguish unambiguously between Bragg and Mie gaps in the spectra.

I. INTRODUCTION

In the past decades, a significant progress has been achieved in the fabrication of light-controlling nanostructures including metamaterials and photonic crystals. Hence the ability to accurately calculate photonic properties is required for designing novel devices, while the photonic band diagram, i.e., frequency $\omega$ vs. wave vector $k$, being the most important inherent property of periodic media. The common approach to the problem consists in reducing Maxwell’s equations to the standard eigenproblem for the frequency as an eigenvalue. The first successful approach assumed that the dielectric function does not vary with frequency. The authors used the plane wave expansion technique to solve the wave equation with a Hermitian operator for the magnetic field. The subsequent papers suggested numerical improvements such as application of the fast Fourier transform method, simultaneous calculations of a block of eigenvectors, etc. In the case of a cylindrical or spherical symmetry of the scatterer the Green’s function method was proposed. With these methods the photonic band diagram of the most important structures as well as the conditions for the appearance of a complete photonic band gap were determined.

At the same time, most materials strongly interacting with light have a frequency dependence of dielectric function $\varepsilon(\omega)$ and accurate methods should take this circumstance into account. A number of approaches suggesting that $\varepsilon(\omega)$ is a Lorentz-like single pole function have been proposed. The following techniques have been used to calculate the photonic band diagram: excluding the frequency from the operator to yield a generalized eigenproblem; considering the polarization field and solving it in the time domain; including the mechanical problem for charged particles along with the electric and magnetic fields into the operators. However, the optical range of electronic interband transition is not described correctly by the Lorentz-type functions and other advanced methods should be employed. In addition, the traditional methods calculate only propagating modes with a real wave vector. They cannot provide any information about the light propagation within the bandgap frequencies, and about the rate at which the evanescent mode disappears. Also a study of modes within the forbidden band is important for understanding the transition between two regimes of light propagation in a dielectric periodical structure, i.e. the regime where the propagation of light is mainly influenced by the interference between multiple scattered Bragg waves (photonic crystals), and the regime where the propagation of light is mainly determined by the properties of each single element of the materials (Mie modes of metamaterials). The transition is accompanied by complicated interactions of multiple bands and the correct interpretation is a key to creating a phase diagram photonic crystal/all-dielectric metamaterial. Therefore we need a tool to explore evanescent modes within a bandgap and distinguish whether it is the Bragg gap related to the non-localized Bragg resonance or the Mie gap originated from a localized Mie-like resonance.

An alternative to the conventional techniques is to consider methods for calculating complex wave vector while the frequency is treated as parameter. We can find it from transcendental KKR equation (Green’s function method) using so called on-shell approach (the term is borrowed from scattering theory that means solutions on the energy shell). Another method is based on Wannier function. Using these methods we eliminate two limitation of the direct $\omega(k)$ approaches. The first one is related to the strong frequency dependence of $\varepsilon(\omega)$. For traditional numerical techniques to be applicable, $\omega$ should be excluded from the operator but this can only be done for restricted classes of $\varepsilon(\omega)$ function. The second limitation is that the direct methods are intended for calculating the propagating modes. By contrast, in implementation of the inverse $k(\omega)$ method the wave vector $k$ should be excluded from the operator. Fortunately, in most cases the spatial dispersion $\varepsilon(k)$ is negligible and the dielectric function is independent of the wave vector considered to be the eigenvalue. Also we can study prohibited evanescent modes by setting $\omega$ within the bandgap and finding whether or not the mode originates from the localized resonance and the structure can be homogenized. However both Green’s function method and the Wannier method are quite complicated techniques relative to straightforward plane wave expansion techniques. On the other hand plane wave based methods (so-called rigorous coupled wave analysis) are widely used for
calculating transport properties of periodic slab by fixing tangential component of the wave vector and the frequency\textsuperscript{30–34}.

In this paper we propose an alternative to the conventional methods by introducing an inverse dispersion method for calculating the photonic band diagram. We reduce Maxwell’s equations to a problem with the eigenvalue \( k \), while \( \omega \) is considered to be a real parameter. We name this method the \textit{inverse \( k(\omega) \) problem} instead of the \textit{direct \( \omega(k) \) problem}. These method has straightforward implementations in plane wave basis as well as in real space. By way of illustration, we consider three periodic structures with the same geometry but different materials, namely amorphous hydrogenated carbon a-C:H (low dielectric contrast with air \( \varepsilon \approx 4 \) in VIS), silicon (\( \varepsilon \approx 16 \) in VIS), and chalcogenide glass Ge\(_2\)Sb\(_2\)Te\(_5\) (high dielectric contrast \( \varepsilon \approx 30 \) in IR). We note that the 2D square lattice of dielectric cylinders acts as a photonic crystal at a low dielectric contrast\textsuperscript{34}, whereas in a special structural condition the same structure with a high enough contrast behaves as a metamaterial with \( \mu < 0 \).\textsuperscript{35} In the present study we use dielectric function \( \varepsilon(\omega) \) measured in Refs. \textsuperscript{37–40} to calculate the photonic band diagram.

II. INVERSE PROBLEM

In this section we formulate the electrodynamic equations in the form suitable for the inverse dispersion approach. In general, the electromagnetic field is described by the Maxwell’s equations which for the frequency harmonics
\[
\exp(-i\omega t) \quad \text{read}
\]
\[
\begin{align*}
\nabla \times \mathbf{E} &= i\omega \varepsilon_0 \mu_0 \mathbf{r} \mathbf{H}, \\
\nabla \times \mathbf{H} &= -i\omega \varepsilon_0 \varepsilon \mathbf{r} \mathbf{E}.
\end{align*}
\]
Here \( \mathbf{E} \) and \( \mathbf{H} \) are respectively the electric and magnetic vectors, \( \varepsilon(\mathbf{r}) \) and \( \mu(\mathbf{r}) \) are the dielectric permittivity and the magnetic permeability. In periodic structures the solutions can be written as the Bloch waves \( \mathbf{E}(\mathbf{r}) = \varepsilon_k(\mathbf{r}) e^{i\mathbf{k} \cdot \mathbf{r}} \) and \( \mathbf{H}(\mathbf{r}) = \mathcal{H}_k(\mathbf{r}) e^{i\mathbf{k} \cdot \mathbf{r}} \). By substituting these into Eqs. (1) we obtain the generalized eigenproblem for the frequency
\[
(\nabla + i\mathbf{k}) \begin{pmatrix} \varepsilon \\ \mathcal{H} \end{pmatrix} = i\omega \begin{pmatrix} 0 & \mu_0 \mu \\ -\varepsilon_0 \varepsilon & 0 \end{pmatrix} \begin{pmatrix} \varepsilon \\ \mathcal{H} \end{pmatrix}.
\]

Instead of applying the operator at r.h.s. once again to get the direct problem we extract the wave vector from the operator at l.h.s. and move the matrix with the frequency to l.h.s. Now, we obtained generalized eigenproblem for the wave vector
\[
\begin{pmatrix} i\nabla \times & \omega_0 \mu \\ -\omega_0 \varepsilon & i\nabla \times \end{pmatrix} \begin{pmatrix} \varepsilon \\ \mathcal{H} \end{pmatrix} = k \begin{pmatrix} \mathbf{n} \times & 0 \\ 0 & \mathbf{n} \times \end{pmatrix} \begin{pmatrix} \varepsilon \\ \mathcal{H} \end{pmatrix},
\]
where \( \mathbf{n} \) is the direction of the wave vector and \( \mathbf{k} = k \mathbf{n} \).

It is known that the direct wave vector \( \mathbf{k} \) corresponds to the Schrödinger equations\textsuperscript{36}. For the loss-free photonic structure the operator is Hermitian and all eigenfrequencies are real. However, in the past several years non-Hermitian \( \mathcal{PT} \)-symmetric Hamiltonians have caught a lot of attention\textsuperscript{41}. An interesting property of \( \mathcal{PT} \)-symmetric operators is the transition between the completely real spectrum and the complex spectrum, which are called exact/spontaneously-broken \( \mathcal{PT} \)-symmetry. The common situation of the transition is the coalescence of two eigenvalues at a branch point, which is referred to as an exceptional point in the operator theory\textsuperscript{42}. If we consider a finite dimensional space and a generalized eigenproblem with a perturbed operator in the form \( (\mathcal{L} + \omega \mathcal{V}) \psi = k \mathcal{M} \psi \) the eigenvalues satisfy the characteristic equation having the form of an algebraic equation in \( \omega \) or \( k \). Let us return to Eq. (3). For a material with a real dielectric constant we suppose the wave vector \( \mathbf{k} \) to be a given real parameter and write the direct problem with real \( \omega(k) \). But now we consider \( \omega \) to be a given parameter. In the periodic structure for which \( \omega \) falls within the allowed frequency bands we have a real \( k \), whereas for the forbidden bands the wave vector becomes complex. Hence we can regard the bandgap boundaries as the branch points and there is an analogy between the band theory and the problem of a spontaneously broken \( \mathcal{PT} \)-symmetry.

Let us describe a complex band diagram that accounts for both the propagating and evanescent modes. We start from the empty-lattice approximation (i.e., consider homogeneous media) to give a branch notation. For simplicity we consider a two dimensional reciprocal space. For the constant \( \varepsilon \) and \( \mathcal{H} \) there is a conical relation \( \omega^2 = \varepsilon_0 \mu |\mathbf{k}|^2 / \varepsilon^2 \). However the periodicity results in that this light cone has many repeti-
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\caption{(color online) Complex photonic band diagram for the empty-lattice approximation. (a) Light cone repetitions. The intersections of the cones are marked by the red dotted lines. The cross-section of the cones by the scanning plane \( \Gamma \rightarrow X \) is shown by the black dashed lines. (b) Photonic band diagram for complex wave vectors in the \( \Gamma \rightarrow X \) direction of the square lattice (black solid lines); its projection on the real (red dashed lines) and imaginary planes (blue dotted lines).}
\end{figure}
tions with the origin at any reciprocal lattice vector \( g_{k,l} \) [see. Fig. 1(a)]. The Bragg resonances that lead to the scattering from one cone to another arise in vicinity of the intersection of the cones, whereas outside the intersection we can identify the cones by \((hl)\) indices. As an example we consider a scanning plane in the \( \Gamma \rightarrow X \) direction of the Brillouin zone of the square lattice. Only the cones \((bl)\) with the origin lying along this direction intersect the scanning plane at the low frequency range [Fig. 1(b)]. This is a common situation for the direct \( \omega(k) \) method. If, however, we use the inverse \( k(\omega) \) method we obtain the evanescent modes \((hl)\) because the cone apex is out of the scanning plane and the conical relation gives complex solutions. However in the empty-lattice approximation all the modes are orthogonal and there is no coupling between any modes, and hence the evanescent modes can be neglected, but for the case of a nonzero number of plane waves we cannot do this anymore. Note that in this paper we plot band diagrams in the scale of the dimensionless frequency \( \omega/\lambda \), where \( \lambda \) is the wavelength in a vacuum and \( \alpha \) is the lattice constant. Below we consider the case of the two-dimensional structure however the general case is quite similar.

A. TE-polarization

In the TE-polarization we deal with the \( z \)-component of the magnetic Bloch’s wave \( h = \sqrt{\mu_0}H_z \), as well as with the tangential \( \epsilon = \sqrt{\varepsilon_0}E_z \) and the normal \( f = \sqrt{\varepsilon_0}E_n \) components of the electric Bloch’s wave. Equation (3) can be rewritten as

\[
-i\left(n_x \frac{\partial}{\partial x} + n_y \frac{\partial}{\partial y}\right) e(r) - i\left(n_x \frac{\partial}{\partial y} - n_y \frac{\partial}{\partial x}\right) f(r) + \frac{\omega}{c} \mu(r) h(r) = -ke(r),
\]

(4a)

\[
i\left(n_x \frac{\partial}{\partial x} + n_y \frac{\partial}{\partial y}\right) h(r) - \frac{\omega}{c} \varepsilon(r) e(r) = kh(r),
\]

(4b)

\[
i\left(n_x \frac{\partial}{\partial y} - n_y \frac{\partial}{\partial x}\right) h(r) - \frac{\omega}{c} \varepsilon(r) f(r) = 0.
\]

(4c)

Note that the functions \( h, e \) and \( f \) are periodic. To proceed further we have to reduce these equations to those of the algebraic type. There are two relatively simple abilities. The first one is to represent operators in plane wave basis, and the second is to use a finite difference scheme in real space. The latter ability is simpler in realization, however it is not work perfectly if the calculating grid is too rare being pure numerical technique In contrast plane wave basis makes it possible to evaluate mode properties within two-wave approximations if the modulation of dielectric function is moderate. On the other hand if we consider periodic structure with metal components, plane wave basis is not an optimal choice since zero-order approximation (approximation of free-photons) cannot describe the system correctly, because of free-photon averages dielectric function: positive air with negative dielectric index of metallic inclusions. As a result averaged dielectric index is negative and propagation of light is prohibited that is completely disagree with the correct answer. Hence, to calculate structures with metallic inclusions we should take into account a very large number of plane waves and this technique is worse than finite difference scheme. However, even if we deal with a pure dielectric structure that possesses strong dielectric contrast we have to consider convergence problems as well, and the usage of only few number of plane waves is inappropriate. To be sure in correctness of our study we examine convergence of traditional \( \omega(k) \) plane wave method and find that 625 (25 by 25) plane waves are sufficient to obtain reliable results.

Because the functions \( h, e \) and \( f \) are proportional to the Bloch’s amplitudes they can be represented as Fourier series. We expand \( h, e \) and \( f \) in the r.h.s., find Fourier amplitudes of both sides of Eqs. (4), and finally write these equations in the matrix form

\[
\begin{align*}
D e + L f + \frac{\omega}{c} M h &= -k e, \\
- D h - \frac{\omega}{c} E e &= k h, \\
- L h - \frac{\omega}{c} E f &= 0.
\end{align*}
\]

(5)

(6)

(7)

Here \( D \) and \( L \) are diagonal matrices with elements \( D_{g,k} = n_x g_x + n_y g_y \) and \( L_{g,k} = n_x g_y - n_y g_x \), \( E \) and \( M \) are Toeplitz matrices with elements \( E_{g,k'} = \varepsilon_g \varepsilon_{k'} \), and \( M_{g,k'} = \mu_g \mu_{k'} \), which are the Fourier amplitudes of \( \varepsilon(r) \) and \( \mu(r) \) respectively. On eliminating the component \( f \), we obtain the conventional eigenproblem

\[
- \left( \begin{array}{cc} D & (\frac{\omega}{c} M - (\frac{\omega}{c})^{-1} L E^{-1} L) \\ \frac{\omega}{c} E & D \end{array} \right) \left( \begin{array}{c} e \\ h \end{array} \right) = k \left( \begin{array}{c} e \\ h \end{array} \right).
\]

(8)

B. TM-polarization

Following similar procedure we write linear eigenproblem for the electromagnetic field in TM-polarization

\[
- \left( \begin{array}{cc} D & - (\frac{\omega}{c} M + (\frac{\omega}{c})^{-1} M E^{-1} L) \\ - \frac{\omega}{c} M & D \end{array} \right) \left( \begin{array}{c} h \\ e \end{array} \right) = k \left( \begin{array}{c} h \\ e \end{array} \right).
\]

(9)

Here \( h \) and \( e \) define tangential component of magnetic field and \( z \)-component of electric field. Matrices \( E, M, D, \) and \( L \) was defined above in TE-polarization subsection. In most cases material does no posses magnetic properties and \( M \) is the identity matrix. Hence Eq. (9) is somewhat simpler than Eq. (8) since in case of TM polarization the matrix does not contain the inverse of \( E \).

III. BAND DIAGRAM FOR PHOTONIC CRYSTALS AND DIELECTRIC METAMATERIALS

To illustrate the inverse dispersion method we consider here three types of structures with the same geometry. Periodic all-dielectric systems are known to be in two scattering regime
either as a photonic crystal with the Bragg fundamental gap or as a metamaterial with the Mie fundamental gap\(^1\). By the fundamental gap we mean the gap between the first and second photonic bands. Here we consider 2D square lattices of parallel dielectric circular rods infinitely long in the \(z\) direction in air with lattice constant \(a\) and radius of \(r = 0.3a\). We study three different dielectric functions \(\varepsilon (\omega)\) for the rods corresponding to a-C:H, Si, and Ge\(_2\)Sb\(_2\)Te\(_5\).

### A. Constant dielectric function

As a reference point we calculated the photonic band diagram by the traditional \(\omega(k)\) method in the implementation of Ref. 9 by using constant values for the dielectric function: \(\varepsilon^0_{\text{a-C:H}} = 4\), \(\varepsilon^0_{\text{Si}} = 16\), and \(\varepsilon^0_{\text{GeSbTe}} = 30\) (the thin magenta dash-and-dot curves in Fig. 2). There are bandgaps within the frequency spectra and we have no information about the evanescent modes. However these modes define the scattering, transmission and other light transport properties. Next, we calculate the photonic band diagram by the inverse dispersion method which yields both propagating and evanescent modes (Fig. 2). The bands for the propagating modes (with real wave vector) obtained by using \(\omega(k)\) and \(k(\omega)\) demonstrate a complete agreement, but now we obtain the dispersion for the evanescent modes. First we consider TE-polarization.

#### 1. TE-polarization

The spatial modulation of the dielectric function \(\varepsilon (r)\) perturbs eigenmodes calculated in the empty-lattice approximation. If the perturbation is small enough (photonic crystal regime) we can identify the branches as (00) and (01). Their interaction produces a pair of branch points at the band gap edges marked by the green circles in Fig. 2a,d. We describe the frequency dependence of the branches (00) and (01). In the low frequency range the wave vector is real. In the interval \(0.38 < a/\lambda < 0.44\) defined by a pair of the branch points the real part of the wave vector is constant while the imag-
binary part varies in amplitude, with $\Delta \text{Im}(2\pi k/a)$ of about 0.1. As a result the branches form an narrow elliptical feature (NEF) that is prolate along the frequency axis. The feature corresponds to the bandgap. With increasing dielectric contrast, the higher frequency modes cannot be adequately identified with the ($hl$) modes due to the strong interband interaction. In the intermediate case of $\varepsilon = 16$ [Fig. 2(b)] we can emphasize three NEF: one centered at $[a/\lambda \approx 0.3$, $\text{Im}(2\pi k/a) = 0]$ and a pair of similar NEF at $[a/\lambda \approx 0.4$, $\text{Im}(2\pi k/a) = \pm 0.5]$, which do not intersect the real plane $\text{Im}(2\pi k/a) = 0$. In the metamaterial regime [Fig. 2(c)] we recognize the NEF at $[a/\lambda \approx 0.45$, $\text{Im}(2\pi k/a) = 0]$. In addition, we observe two wide features of complicated shape (WCF). The first WCF is bounded by $0.22 < a/\lambda < 0.34$ with a width $\Delta \text{Im}(2\pi k/a) \approx 1.6$, and the second lies at $0.37 < a/\lambda < 0.49$ with a width $\Delta \text{Im}(2\pi k/a) \approx 1.8$. We notice that all the NEF and WCF in Fig. 2 originate at the surface of the Brillouin zone (X point). Analysis of the band diagrams reveals that the wave vector of the branch may vary in its real or imaginary part only and these two types of behavior are switched by the branch point. In addition, the NEF keeps modes connected while the WCF splits the modes to be disconnected at the X point (i.e., we cannot join points at the lower and upper bands).

2. **TM-polarization**

Now we describe band diagrams for TM-polarization. When the dielectric contrast is small [Fig. 2(d)] the band diagram is similar to the case of TE-polarization [Fig. 2(a)]. We identify NEF with parameters $0.31 < a/\lambda < 0.42$ and $\Delta \text{Im}(2\pi k/a) \approx 0.15$ being wider than in Fig. 2(a). Now let us consider band diagram for $\varepsilon = 16$, which differs from TE-polarization. Figure 2(e) demonstrates just one NEF shifts down $0.17 < a/\lambda < 0.28$ and increases its width $\Delta \text{Im}(2\pi k/a) \approx 0.14$ and a WCF $0.35 < a/\lambda < 0.5$ and $\Delta \text{Im}(2\pi k/a) \approx 1.0$. With increasing dielectric index $\varepsilon$ up to 30 the NEF moves down to the interval $0.12 < a/\lambda < 0.20$ ($\Delta \text{Im}(2\pi k/a) \approx 0.3$) and does not disappear (as in TE-polarization) remaining fundamental gap. Also we identify another NEF $0.40 < a/\lambda < 0.49$ and $\Delta \text{Im}(2\pi k/a) \approx 0.5$) and a pair of slightly overlapped WCF $0.26 < a/\lambda < 0.37$, $\Delta \text{Im}(2\pi k/a) \approx 1.07)$ and $0.36 < a/\lambda < 0.53$, $\Delta \text{Im}(2\pi k/a) \approx 1.08)$. Being similar to the case of TE-polarization the NEF keeps modes connected while the WCF splits the modes to be disconnected at the X point (i.e., we cannot join points at the lower and upper bands).

B. **Experimental dielectric function**

We can calculate photonic band diagrams for the three systems under consideration by using the experimentally measured dielectric response of a material plotted in Fig. 3 since the inverse dispersion method is applicable for calculation of an arbitrary dielectric function. As far as Maxwell’s equations are not frequency-scalable for non-constant dielectric functions we have to specify both the material and the geometrical sizes of the 2D structures: (i) for a-C:H the lattice constant is set to $a = 400$ nm and the dielectric function is taken from Ref. 39; (ii) for Si the lattice constant is set to $a = 200$ nm, the dielectric function is taken from Refs. 37, 38; and (iii) $a = 900$ nm for a metamaterial fabricated form Ge$_2$Sb$_2$Te$_5$ (fcc phase of a GeSbTe chalcogenide glass). Calculated photonic band diagrams are presented in Fig. 4 and comparison with Fig. 2 reveals a number of essential differences in the mode behavior. The imaginary part of the dielectric function lifts the degeneracy at the branch points marked by the green circles in Fig. 2. It is convenient to introduce the density of states per interval of a real part of wave vector $\rho(k')$ for the branches. In the case of real dielectric function both types of features NEF and WCF lie at the surface of the Brillouin zone [Re$(k) = X$] with the density of states $\rho(k')$ becoming a delta-function at the X point. With increasing imaginary part of the dielectric function, the density of states broadens away from the surface of the Brillouin zone.

Also, there is a difference in the mode behavior at NEF and WCF when it is fundamental gap. We notice that WCF becomes fundamental gap only in TE-polarization.
The inverse dispersion method is applicable for accurate calculating of the photonic band diagram for periodic structures composed of materials with an arbitrary dielectric response whereas the conventional techniques cannot describe the photonic properties correctly. Also the method provides a deep insight into the physics of propagation of traveling of electromagnetic waves in periodic media including photonic crystals and metamaterials. The photonic band diagram calculated by the direct $\omega(k)$ method hides the branch points because this method is inapplicable to finding of the evanescent modes. At the same time the linear operator theory describes singular properties of eigenmodes at the branch points.\(^42\)

In the imaginary plane of the band diagram, the NEF is unambiguously associated with the Bragg resonance, because it increases at very small dielectric contrast and involves a pair of modes [Fig. 5(b)]. The wide complicated feature is associated with the Mie resonance because of being related to the Mie gap in all-dielectric structures as shown in Ref. 36. The complex photonic band diagram in Fig. 2(c) demonstrates that the Mie resonance feature extends from $a/\lambda = 0.22$ to 0.35 (in the imaginary plane) being much wider than the Mie-band gap $0.22 \leq a/\lambda \leq 0.26$ (thin dash-and-dot curves in the real plane). Analysis of the frequency ranges of the resonant Mie modes\(^34,45\) shows that the lower Mie feature in Fig. 2(c) is associated with the TE\(_{01}\) Mie mode while the higher feature is related to the TE\(_{11}\) mode. In a similar way WCF in Fig. 2(c) are originated from the TM\(_{01}\) and TM\(_{11}\) Mie modes. We also demonstrate that the Mie-related WCF make the band diagram disconnected at the X point [Fig. 2(c)].
Turning to the Eqs. (8) and (9), we notice that they are non-Hermitian operators with the wave vector length as an eigenvalue. Therefore we can consider these operators to be a wave vector operator for the periodic media. Inspired by the results obtained from non-Hermitian $\mathcal{PT}$-symmetric Hamiltonians, we assume that the wave vector operator possesses a certain symmetry. The symmetry $\mathcal{T}$ is related to the time-reversal symmetry, while the parity $\mathcal{P}$ should be applied to the fields represented in the $k$-space (we notice that the real space representation is no better than the $k$-space representation). The important consequence of the description of operator $\mathcal{PT}$-symmetry is that we should not consider these operators as a mathematical trick only and reject them as being unphysical because they violate the axiom of Hermiticity. Conversely we do consider these operators as physical quantities that are related to momentum of excitation in periodical media. At the branch point the symmetry changes from exact to spontaneously-broken that makes this excitation prohibited.

In addition, using the results of the inverse dispersion method we can separate the Bragg and Mie gaps by introducing a small amount of loss. The modes forming Bragg gaps do not change their direction, while modes forming the Mie gaps show a repulsive behavior. Using this criteria we explicitly identify the lower bandgap as a Bragg gap (Fig. 5).

V. CONCLUSION

We have suggested the inverse dispersion method for calculating the complex photonic band diagram for periodic media with an arbitrary dielectric function. The method makes it possible to calculate both the propagating and evanescent modes. We have calculated the band diagram of periodical structures composed of the following materials: low-refractive index amorphous hydrogenated carbon (constituting a photonic crystal), high-refractive index silicon, and chalcogenide glass (constituting an all-dielectric metamaterial) by using the experimentally measured properties of the material. Our analysis demonstrated the essential difference between the fundamental gaps that originates from Bragg or Mie evanescent modes. This result is of fundamental importance for studies of the light scattering regimes of photonic crystals and metamaterials. Moreover we note that the inverse dispersion method is not restricted to only photonic diagrams, being rather applicable to any waves in periodic media: electrons, phonons, magnons etc.
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