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Abstract—Recently, image dehazing task has achieved remarkable progress by convolutional neural network. However, those approaches mostly treat haze removal as a one-to-one problem and ignore the intra-domain gap. Therefore, haze distribution shift of the same scene images is not handled well. Also, dehazing models trained on the labeled synthetic datasets mostly suffer from performance degradation when tested on the unlabeled real datasets due to the inter-domain gap. Although some previous works apply translation network to bridge the synthetic domain and the real domain, the intra-domain gap still exists and affects the inter-domain adaption. In this work, we propose a novel Two-Step Dehazing Network (TSDN) to minimize the intra-domain gap and the inter-domain gap. First, we propose a multi-to-one dehazing network to eliminate the haze distribution shift of images within the synthetic domain. Then, we conduct an inter-domain adaption between the synthetic domain and the real domain based on the aligned synthetic features. Extensive experimental results demonstrate that our framework performs favorably against the state-of-the-art algorithms both on the synthetic datasets and the real datasets.

Index Terms—Image dehazing, intra-domain adaption, inter-domain adaption.

I. INTRODUCTION

Image dehazing task aims to recover the clear images from their corresponding hazy images. The whole procedure can be formulated as

\[ I(x) = J(x)t(x) + A(1 - t(x)) \] (1)

where \( I(x) \) denotes the hazy image and \( J(x) \) denotes the clear image, \( x \) denotes a pixel position in the image, \( A \) denotes the global atmospheric light and \( t(x) \) denotes the transmission map. In homogeneous situation, the transmission map can be represented as \( t(x) = e^{-\beta d(x)} \), where \( \beta \) and \( d(x) \) is the atmosphere scattering parameter and the scene depth, respectively.

Obviously, image dehazing is an ill-posed problem. So, many researchers try to transform this problem into a well-posed problem by estimating the atmospheric light intensity and the transmission map via certain priors [2], [3], [4]. However, those methods are not robust and tend to fail in some scene, especially where the color of objects are similar to the atmospheric light. More recently, to avoid hand-craft priors, other researchers apply convolutional neural network to directly predict the transmission map and the atmospheric light intensity from training data [5], [6], [7]. However, those methods split the whole dehazing framework into two parts, without considering the inherent connection between them. In addition, inaccurate estimation of the transmission map and the atmospheric light intensity would lead to undesirable results.

To overcome those problems, the end-to-end dehazing frameworks [8], [9], [10], [11] are proposed to predict clear images directly from hazy inputs. However, those methods mainly focus on the one-to-one dehazing task, i.e., dehazed result is generated by a single hazy image. The intra-domain gap that haze distribution shift among hazy images of the same scene receives little attention. Therefore, when the haze distribution changes, the performance of those methods will change simultaneously. As shown in Figure 1, MSBDN-DFF [1] suffers from performance drop due to the intra-domain gap. In addition, previous approaches mostly train models on the labeled synthetic datasets because it is difficult to obtain sufficient hazy images with ground truth in real world. Naturally, those approaches perform poorly on real hazy images due to the inter-domain gap. To address this issue, Shao et al. [11] attempt to bridge the synthetic domain and the real domain by applying bidirectional translation.
network. Nevertheless, they only deal with the inter-domain gap between the synthetic domain and the real domain while ignoring the intra-domain gap.

In order to improve the robustness of the model under different haze distributions and the generalization under different domains, we propose a two-step image dehazing network (TSDN), which comprises an intra-domain adaption step and an inter-domain adaption step. First, we extract features of hazy images which are in the same scene but with different haze distributions. Then, we pick the base feature according to loss-based deep supervision and align other features to the base feature. Thus, the distribution shift of images within the synthetic domain is eliminated in the feature space. Finally, we apply the similar alignment in the inter-domain adaption step to close the inter-domain gap. For image dehazing on synthetic datasets and real datasets, our proposed framework achieves state-of-the-art performance against previous algorithms. The contributions of this work are summarized as follows:

- We propose a novel intra-domain adaption on feature layer which closes the haze distribution gap of the same scene images.
- We propose an inter-domain adaption for image dehazing on the real hazy images based on the aligned intra-domain features.
- We conduct extensive experiments and comprehensive ablation studies on the synthetic datasets and the real datasets which validate the effectiveness of our proposed method.
- Our domain adaption module can be integrated into existing dehazing frameworks for performance improvement.

II. RELATED WORKS

In this section, we briefly review the image dehazing, domain adaption and deeply-supervised learning methods, which are related to our work.

A. Image Dehazing

Previous image dehazing approaches can be divided into two mainstreams, where one is based on prior and the other is based on learning.

1) Prior-based methods: Those methods recover clear images through statistics prior, e.g., the albedo of the scene in [12]. Recently, researchers have explored different priors for image dehazing [2], [3], [13], [4]. Specifically, based on the observation that clear images have higher contrast than hazy images, Tan et al. [2] enhance the visibility of hazy images by maximizing local contrast. He [3] proposes dark channel prior (DCP) that the intensity of pixels in haze-free patches is very low in at least one color channel to achieve image dehazing. Besides, based on a generic regularity that small image patches typically exhibit a one-dimensional distribution in the RGB color space, Fattal [13] proposes a color-lines approach to recover the scene transmission. Zhu et al. [4] propose color attenuation prior to recover the scene depth of the hazy image with a supervised learning method.

All above methods heavily rely on hypothetical priors. However, those priors tend to lose effectiveness in complex scene, leading to performance drop.

2) Learning-based methods: Different from the above methods, learning-based methods use convolutional neural networks to recover clear images from hazy images directly [5], [14], [8], [9], [10], [11], [1]. Specifically, an end-to-end system for transmission estimation is proposed in [5]. Ren et al. [14] design a multi-scale neural network for learning transmission maps from hazy images in a coarse-to-fine manner. Qiu et al. [9] propose a pix2pix model with an enhancer block which reinforces the dehazing effect in both color and details. A multi-scale boosted decoder with dense feature fusion is proposed to restore clear images in [1]. However, those methods only focus on the one-to-one image dehazing while ignores the intra-domain gap.

B. Domain Adaption

The purpose of domain adaption is to eliminate the distribution difference between labeled source domain and target domain. Recently, numerous domain adaption approaches have been proposed, including aligning the source domain and target domain distributions, generating a mapping between two domains, or creating ensemble models [15]. The alignment based methods can be divided into pixel-level alignment [16], [17], [18], [19], [20] and feature-level alignment [21], [22], [23]. The feature-level alignment methods mostly try to produce feature maps with the same distribution from images with different distributions. And the pixel-level alignment methods usually learn a transformation in the pixel space from one domain to the other [16].

With the introduction of GAN [24], adversarial learning begins to be used in other computer vision tasks, e.g., image generation [25], [26], [27], image-to-image translation [18], [28], [29], [30], etc. Among them, adversarial-based unsupervised domain adaption (UDA) utilizes adversarial learning to learn domain invariant features. This framework usually consists of a generator and a discriminator, where they play min-max games to obtain the distribution migration from the source domain to the target domain.

In image dehazing field, Shao et al. [11] propose a bidirectional translation network to bridge the domain gap. However, they only consider the inter-domain gap. In this work, we further minimize the intra-domain gap to achieve extra performance gains.

C. Deeply Supervised Learning

The deeply supervised learning is proposed in [31]. They apply the classifier on the deep feature layers of the neural networks to promote better convergence. Also, they draw a conclusion that more discriminative features will improve the final performance of the classifier. Recently, the deeply supervised learning is widely used in image classification [32], semantic segmentation [33], human pose estimation [34].

In this work, we append auxiliary supervision branch on the feature layer. Unlike classification tasks which want to make features more discriminative, we want to make features of the same scene images less discriminative, i.e., eliminating haze distribution shift in feature space. Furthermore, our supervised learning is based on the dehazing loss so that we can ensure all features are aligned to the best one.
Fig. 2: Illustration of our proposed method. The overall framework consists of two main modules, the dehazing module and the domain adaption module. The dehazing module that comprises a feature extractor $G$ and a reconstruction network aims to recover clear images from hazy images as depicted by red arrows and green arrows. The domain adaption module is divided into two steps, intra-domain adaption and inter-domain adaption, aiming to close the intra-domain gap and the inter-domain gap. In intra-domain phase, we propose a loss-based deep supervision and an intra-domain feature alignment to eliminate haze distribution shift of the same scene images. In inter-domain phase, we apply inter-domain feature alignment based on the aligned synthetic feature to close the inter-domain gap.

Fig. 3: Illustration of the intra-domain adaption. First, we apply loss-based deep supervision to select the base feature $F_b$ from all features of the same scene images. Then, we align all other features to the base feature in order to eliminate haze distribution shift. This alignment is achieved by the intra-domain discriminator $D_{intra}$ and the GRL [35] module, where $D_{intra}$ tries to distinguish $F_b$ and GRL module reverses the gradient so that feature extractor $G$ will generate similarly distributed features to confuse $D_{intra}$.

III. METHOD

In this section, we introduce our overall method in section III-A intra-domain adaption in section III-B inter-domain adaption in section III-C and loss functions in section III-D.

A. Method Overview

The overall framework comprises a dehazing module and a domain adaption module which is illustrated in Figure 2. The goal of the dehazing module is to recover clear images from hazy images and the goal of the domain adaption module is to achieve intra-domain adaption and inter-domain adaption. We first minimize the intra-domain gap then the inter-domain gap. In the intra-domain phase, we take a set of hazy images in the same scene but with different haze distributions as input and get their corresponding features by the feature extractor $G$. We align all other features to the base feature $F_b$ by the intra-domain discriminator $D_{intra}$. In the inter-domain phase, we take real hazy images and synthetic hazy images as input and get their features by the same feature extractor $G$. We align real domain features to synthetic domain features through the inter-domain discriminator $D_{inter}$.

B. Intra-domain Adaption

Generally, a clear image corresponds to multiple hazy images with different haze distributions. The goal of intra-domain adaption is to align those hazy images and improve the performance on each image. To this end, we apply adversarial alignment in feature space via intra-domain discriminator $D_{intra}$. 

Suppose we have $n$ hazy images $\{x_i \in \mathbb{R}^{H \times W \times 3}\}_{i=1}^{n}$ that belong to the same scene, we can extract $n$ features $\{F_i \in \mathbb{R}^{h \times w \times k}\}_{i=1}^{n}$ with a designed feature extractor network $G$. To find the base feature $F_b$ to which all other features
are aligned, we apply deeply supervised learning based on the dehazing loss. Specifically, we input all features into the reconstruction module to get their corresponding haze-free predictions and dehazing losses \( L_{sys} \). According to those losses, we pick the feature with the lowest dehazing loss as base feature \( F_b \). Then, base feature \( F_b \) along with other features \( F_j \) (\( j = 1, 2, ..., n \) and \( j \neq b \)) are fed into a fully-convolutional network \( D_{intra} \) to generate intra-domain classification score maps. The score map has the same spatial resolution as the feature where each pixel position represents the intra-domain prediction of the same position in the feature. The loss function between the predicted classification score map and the label is binary cross-entropy loss which can be written as

\[
L_{intra} = -\frac{1}{n-1} \sum_{j, h, w} y \log(D_{intra}(F_b^{(h,w)})) + (1-y) \log(1-D_{intra}(F_j^{(h,w)}))
\]

where \((h, w)\) denotes a pixel position in the feature and \(y\) denotes intra-domain label. In our work, we set \( y = 1, 0 \) respectively. Correspondingly, base feature \( F_b \) is the intra-domain source and other features \( F_j \) are the intra-domain target. For the discriminator \( D_{intra} \), we optimize it using loss function Eq. 2. For feature extractor \( G \), we apply gradient reversal layer (GRL) \[35\] to perform adversarial learning. The pipeline of the deeply supervised learning and the intra-domain adaptation is illustrated in Figure 3. The discriminator \( D_{intra} \) tries to distinguish \( F_b \) from \( F_j \) \((j = 1, 2, 4)\) while feature extractor \( G \) tries to generate similarly distributed \( F_b \) and \( F_j \) to confuse \( D_{intra} \). Thus, the haze distribution shift is eliminated in feature space.

C. Inter-domain Adaption

The goal of the inter-domain adaption is to close the inter-domain gap between the synthetic domain and the real domain. In order to prevent the intra-domain alignment process from affecting the inter-domain alignment, we apply inter-domain adaption after we finish our intra-domain alignment.

We perform inter-domain adaption in feature space by adversarial learning. Particularly, given a synthetic hazy image \( x_s \in \mathbb{R}^{H \times W \times 3} \) and a real hazy image \( x_r \in \mathbb{R}^{H \times W \times 3} \), we extract their features \( F_s \in \mathbb{R}^{h \times w \times k} \) and \( F_r \in \mathbb{R}^{h \times w \times k} \) by extractor network \( G \), respectively. Note that \( F_s \) is already aligned within the synthetic domain. Then, we obtain domain classification prediction maps of \( F_s \) and \( F_r \) by a fully-convolutional discriminator network \( D_{inter} \). The prediction map has the same spatial shape as input and each position on it denotes domain label of the same position on input. We apply binary cross-entropy loss between the classification score map and the label which can be written as

\[
L_{inter} = -\sum_{h, w} z \log(D_{inter}(F_s^{(h,w)})) + (1-z) \log(1-D_{inter}(F_r^{(h,w)}))
\]

where \((h, w)\) denotes a pixel position in the feature and \(z\) denotes inter-domain label. We set the synthetic domain as source and real domain as target, where source label is 1 and target label is 0.

D. Loss Functions

Given a synthetic dataset \( D_{sys} \) and a real dataset \( D_{real} \), where \( D_{sys} \) consists of a hazy subset \( I_{haze} = \{x_h\}_{h=1}^{Nh} \) and a clear subset \( I_{clear} = \{x_r\}_{r=1}^{Nr} \) while \( D_{real} \) only contains a hazy set \( J_{haze} = \{x_r\}_{r=1}^{N_f} \). We adopt following loss functions in our framework.

1) Domain Adversarial Losses: As described in section II-B and II-C domain adversarial losses are generated by \( D_{intra} \) and \( D_{inter} \). On the scale of the entire dataset, the intra-domain loss can be written as

\[
L_1 = \sum_{c=1}^{N_c} L_{intra}
\]

and the inter-domain loss can be written as

\[
L_2 = \sum_{i=1}^{N_i} L_{inter}
\]

where \( N_i \) denotes minimum of \( N_c \) and \( N_r \).

2) Image Dehazing Losses: Those losses measure the difference between the predicted images and the ground truth. In the synthetic domain, we apply \( L^1 \) loss to make sure the dehazed results are close to the clear images. Since a clear image corresponds to multiple hazy images, we further define the hazy subset as \( I_{haze} = \{x_h^{(c)}\}_{h=1}^{Nc} \) where \( x_h^{(c)} \) represents the \( h \)-th hazy image corresponding to the \( c \)-th clear image. Thus, the predicted clear images can be defined as \( I_{pre} = \{y_h^{(c)}\}_{h=1}^{Nc} \). The dehazing loss between \( I_{pre} \) and \( I_{clear} \) are defined as

\[
L_{sys} = \frac{1}{Nh} \sum_{h=1}^{Nh} \| y_h^{(c)} - x_c \|_1
\]

Besides, in order to improve the performance of our model in the real domain, we add the dark channel prior loss \[3\] and the total variation loss on the predicted real images following Shao \[11\]. The dark channel prior of an image is defined as

\[
I_{dark}(x) = \min_{p \in P(x)} \left( \min_{c \in \{r,g,b\}} I^c(p) \right)
\]

where \( I \) is an image and \( c \) is a color channel of \( I \), \( x \) represents a pixel position of \( I \) and \( P(x) \) represents a local patch centered at \( x \). We divide an image into \( n \) patches and define the overall dark channel loss as

\[
L_{dc} = \frac{1}{n} \sum_{x} \| I_{dark}(x) \|_1
\]

The total variation loss is defined as

\[
L_{tv} = \frac{1}{w} \sum_{i=1}^{w} \| I_{i+1,j} - I_{i,j} \|_1
\]

where \( i \) and \( j \) denote the horizontal position and the vertical position of an image, respectively, \( w \) is the width of the image and \( h \) is the height. So, the image dehazing loss in the real domain can be written as

\[
L_{real} = \lambda_{dc} L_{dc} + \lambda_{tv} L_{tv}
\]
TABLE I: Configurations of dehazing module. “Conv” represents the convolution layer, “ResBlocks-9” represents 9 residual blocks.

| Layer     | Channels (In) | Channels (Out) | Output |
|-----------|---------------|----------------|--------|
| Conv      | 3             | 64             | -      |
| DownSampling | 64            | 128            | -      |
| DownSampling | 128           | 256            | -      |
| ResBlocks-9 | 256           | 256            | Feature|
| ResBlocks-9 | 256           | 256            | -      |
| UpSampling | 256           | 128            | -      |
| UpSampling | 128           | 64             | -      |
| Conv      | 64            | 3              | Dehazed image |

3) Overall Loss: The overall loss is defined as weighted sum of all losses. In intra-domain training phase, the overall loss can be written as

\[
L_{\text{alter}} = \lambda_1 L_1 + \lambda_3 L_{\text{sys}}
\]

while in inter-domain training phase, the overall loss can be written as

\[
L_{\text{alter}} = \lambda_2 L_2 + \lambda_3 L_{\text{sys}} + \lambda_4 L_{\text{real}}
\]

IV. EXPERIMENTS

We introduce related experiments and ablation studies in this section to verify our proposed method.

A. Experimental details

B. Datasets

We choose RESIDE [36] dataset as our training dataset. For the intra-domain adaption step, we randomly sample 8000 hazy images from ITS (Indoor Training Set) and 8000 hazy images from OTS (Outdoor Training Set). Every four hazy images correspond to one clear image, in other words, there are total 20,000 images in the synthetic training set. For the inter-domain adaption step, we randomly sample 3000 images from URHI (Unannotated Realistic Hazy Images). To achieve inter-domain adaption step, we randomly sample 3000 images from OTS (Outdoor Training Set). Every four hazy images from ITS (Indoor Training Set) and 8000 hazy images from OTS (Outdoor Training Set) are total 20,000 images in the synthetic training set. For the intra-domain adaption step, we randomly sample 8000 images and one clear image) are consistent in each iteration.

C. Implementation details

We implement our proposed method TSDN using PyTorch [37] framework, and we conduct experiments on both our designed network architecture (Table I) and MSBDN-DFF [1] network architecture. First, we train the dehazing module and the intra-domain discriminator within the synthetic domain for 200 epochs. For the dehazing module, we apply the SGD [38] optimizer with learning rate $1.25 \times 10^{-4}$, momentum 0.9 and weight decay $5 \times 10^{-4}$. For the intra-domain discriminator, we apply the Adam [39] optimizer with learning rate $1 \times 10^{-4}$, $\beta_1 = 0.9$ and $\beta_2 = 0.99$. We set parameter of reversed gradients as 0.1 in GRL module. For the overall loss in the intra-domain phase, we set $\lambda_1$ and $\lambda_3$ as 1.

Then, we adapt model to real hazy images by training model with inter-domain discriminator for 20 epochs. Also, we apply SGD optimizer with learning rate $1 \times 10^{-4}$ for the dehazing module and Adam optimizer with learning rate $1 \times 10^{-4}$ for the inter-domain discriminator. For the overall loss in the inter-domain phase, we set $\lambda_2 = 1$, $\lambda_3 = 1$, $\lambda_4 = 1$, $\lambda_{tv} = 10^{-1}$ and $\lambda_{dc} = 10^{-3}$.

D. Results on Synthetic Datasets

We evaluate our proposed framework and compare it with other previous methods on SOTS [36] dataset. The dehazed results of same scene images with haze distribution shift are shown in Figure 4. From the results, we can observe that previous algorithms all encounter the phenomenon of performance gap when facing different haze distributions, e.g., magnified area in the images. Normally, if a hazy image has thicker haze, the dehazed image has higher chance that it remains haze in global or detail. Compared with previous methods, our approach generates clearer images under different haze situations which verifies the effectiveness of the intra-domain adaption (more detailed proof can be found in IV-F).

The quantitative evaluation are shown in Table II. Our method achieves the best performance on both PSNR and SSIM. Compared with the state-of-the-art method MSBDN-DFF [1], our method achieves performance gain with 1.47dB on PSNR and 0.002 on SSIM.

E. Results on Real Images

To evaluate our method in the real domain, we conduct experiments on the real dataset RTTS [36] and compare visual results with other previous methods.

The visual results are shown in Figure 5. From the results, we can observe that previous dehazing methods have different limitations on real images. Specifically, DCP [3] suffers from serious color distortion and overexposure, e.g., the first, third and fourth rows of Figure 5 (b). Besides, the dehazed results of Dehazenet [5], FFA [10] and MSBDN-DFF [1] all have residual haze, e.g., the first, third and sixth rows of Figure 5 (c), (f) and (g). In addition, the dehazed results of EPDN [9] suffer from brightness issues (much darker), e.g., the third row and the traffic signs in the seventh row of Figure 5 (d) and color distortion (some results are more yellow than other methods), e.g., the sixth and seventh rows of Figure 5 (d). Furthermore, DAdhealing [11] reaches better visual results than the other previous methods. The overall brightness and the color are well-maintained during dehazing process. However, there is still some residual haze, e.g., the trees in the fourth row of Figure 5 (e). More importantly, some results of DAdhealing become less realistic or blur due to the effect of GAN, e.g., the people in the first row, the trees in the fourth row and the people in the sixth row of Figure 5 (e). Overall, the method we proposed achieves the best performance in removing haze, maintaining the color and brightness of the images, and restoring details.
Table II: Quantitative evaluation of the dehazing results on SOTS [36] dataset.

|                | DCP [3] | DehazeNet [5] | DCPDN [6] | EPDN [9] | GDN [41] | DAdehazing [11] | MSBDN-DFF | Ours  |
|----------------|---------|---------------|-----------|----------|----------|-----------------|-----------|-------|
| **PSNR**       | 15.49   | 21.14         | 19.39     | 23.82    | 22.30    | 31.51           | 27.76     | 33.79 | 35.26 |
| **SSIM**       | 0.646   | 0.853         | 0.659     | 0.893    | 0.886    | 0.982           | 0.928     | 0.983 | 0.985 |

Table III: Ablation study on SOTS [36] dataset. “ITA” denotes the intra-domain adaption, “LDS” denotes the loss-based deep supervision and “ResBlocks” is the dehazing module in Table I.

| SOTS           | BS      | ITA | LDS | PSNI  | SSIM  |
|----------------|---------|-----|-----|-------|-------|
|                | ResBlocks | ✓   | ✓   | 23.80 | 0.881 |
|                | ResBlocks | ✓   |     | 27.32 | 0.929 |
|                | ResBlocks | ✓   | ✓   | 28.13 | 0.941 |
|                | MSBDN-DFF | ✓   |     | 33.79 | 0.983 |
|                | MSBDN-DFF | ✓   | ✓   | 34.45 | 0.984 |
|                | MSBDN-DFF | ✓   | ✓   | 35.26 | 0.985 |

F. Ablation Study

In order to verify the effectiveness of each module in our proposed method, we conduct ablation studies on the intra-domain adaption and the inter-domain adaption.

In the intra-domain adaption part, we conduct ablation study using the following settings: 1) **BS**: base network; 2) **BS+ITA**: base network with the intra-domain adaption; 3) **BS+ITA+LDS**: base network with the intra-domain adaption and the loss-based deep supervision.

The quantitative results of the intra-domain adaption are shown in Table III which demonstrates that base network with the intra-domain adaption and the loss-based deep supervision achieves the best performance. To further prove that the improvement on performance is promoted by the intra-domain adaption, we compare the intra-domain gap under all three methods. Instead of directly measuring the distribution similarity of the features which is not intuitive, we utilize dehazing losses to measure the intra-domain gap. In other words, if the dehazing losses of the same scene are less discrete, the features of the same scene are more closely aligned. Specifically, we calculate the range, the standard deviation and the coefficient of variation of the dehazing losses in each scene and take the average of all scenes. The results are shown in Figure 6. From the results, we can observe that dehazing losses decrease faster after we apply the intra-domain adaption to base network. Moreover, dehazing losses are more compact in methods with the intra-domain adaption which demonstrates that the features of the same scene images are aligned in feature space.

In the inter-domain part, we conduct ablation study with the following settings: 1) **BS**: base network; 2) **BS+ITE**: base
network with the inter-domain adaption; 3) BS+ITA: base network with the intra-domain adaption; 4) BS+ITA+ITE: base network with the intra-domain and the inter-domain adaption.

The visual results are shown in Figure 7. The result of base network has residual haze due to the domain gap. This phenomenon is alleviated by the intra-domain adaption or the inter-domain adaption. However, color distortion appears if the inter-domain adaption is directly applied because the network is sensitive to the haze distribution of the input image. Base network with intra-domain adaption and inter-domain adaption achieve the best performance.

V. CONCLUSION

In this paper, we propose a novel two-step dehazing network (TSDN) which consists of an intra-domain adaption step and an inter-domain adaption step. First, we apply the intra-domain adaption within the synthetic domain by adversarial learning and deeply supervised learning. Specifically, we extract features of the same scene images with different haze distributions and seek base feature from those features by dehazing loss. Then, we align other features to the base feature to eliminate distribution difference of input images. Furthermore, we apply the inter-domain adaption between the synthetic domain and the real domain based on the aligned synthetic features. Our proposed methods can be easily integrated into existing dehazing frameworks. Extensive experimental results demonstrate
that our method perform favorably against the state-of-the-art algorithms both on the synthetic datasets and the real datasets.
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