Toward Robust Neural Image Compression:
Adversarial Attack and Model Finetuning

Tong Chen∗, Graduate Student Member, IEEE, and Zhan Ma†, Senior Member, IEEE

Abstract—Deep neural network-based image compression has been extensively studied. However, the model robustness, which is crucial to practical application, is largely overlooked. We propose to examine the robustness of prevailing learned image compression models by injecting negligible adversarial perturbation into the original source image. Severe distortion in decoded reconstruction reveals the general vulnerability in existing methods regardless of their settings (e.g., network architecture, loss function, quality scale). A variety of defense strategies including geometric self-ensemble based pre-processing, and adversarial training, are investigated against the adversarial attack to improve the model’s robustness. Later the defense efficiency is further exemplified in real-life image recompression case studies. Overall, our methodology is simple, effective, and generalizable, making it attractive for developing robust learned image compression solutions. All materials are made publicly accessible at https://njuvision.github.io/RobustNIC for reproducible research.

Index Terms—Neural image compression, model robustness, adversarial attack, adversarial training.

I. INTRODUCTION

IN THE past few years, we have witnessed an exponential growth of deep neural network (DNN) based image coding approaches. These neural network-based image coding (NIC) methods [1], [2], [3], [4], [5], [6], [7], [8], [9], [10] have emerged with noticeable compression gains over conventional solutions like JPEG [11], JPEG 2000 [12], and even the latest Versatile Video Coding (VVC) based Intra Profile (VVC Intra) [13], promising an encouraging prospects of NIC-based applications and services, particularly for those rate-constrained or bandwidth-limited networked scenarios.

Unprecedented coding gains of aforementioned NIC methods mostly came from the introduction of variational autoencoder (VAE) framework [2], adaptive context modeling in entropy coding [4], attention mechanism [6], [7], etc. It is also worth pointing out that learning-based NIC offered great flexibility for promptly supporting different image sources (e.g., RGB, YUV, Bayer raw image, etc [14]) and loss functions (quality metrics) [15], [16] in task-oriented applications. On the contrary, it requires substantial efforts to enable additional functionalities in traditional image codecs because we have to fully understand the statistical properties of newly-introduced image sources and optimization metrics to develop effective coding toolkits. For example, it takes several years to facilitate the efficient compression of screen content sources when standardizing the extensions of High-Efficiency Video Coding (HEVC) [17].

Recently, after serial exploration studies, the ISO/IEC JPEG (Joint Photographic Experts Group) committee has made concrete progress on the performance and complexity evaluation of various NIC solutions and is now standardizing the next-generation image codec using deep learning techniques. Besides the superior compression efficiency, model robustness/generalization is yet another critical factor for the potential success of such learned approaches, which is often overlooked and not thoroughly examined in the past.

A. Observation and Motivation

We first present a real-life application example in Fig. 1. As seen, unexpected pixel impairments are observed if the image is compressed multiple times using learned approaches, while similar phenomena are not detected in images recompressed using rules-based conventional methods like JPEG. Such iterative or successive compression is a common practice for image-based applications over the Internet where images may be re-edited, re-compressed, and re-distributed often. Similar observations are also reported by Kim et al in [18].

Nevertheless, such instability may not be solely in image recompression scenarios [18]. A systematic stability and generalization study of popular VAE-based compression models on full-resolution images still remains untouched and is urgently needed for the pursuit of robust NIC methods because the signal fidelity of image reconstruction plays a vital role in vast applications such as medical imaging, autonomous self-driving, face recognition, security surveillance, etc. For instance, having incorrect (unexpected) spatial textures in decoded images may lead to very different outcomes of specific tasks (e.g., image classification) [19] (see Fig. 24 and Fig. 25 in the supplemental material), or may also present annoying/disturbing artifacts [18] with severely-degraded user experience (see Fig. 9).

Technically, an image compression network sometimes might be roughly categorized as one type of image-to-image task model. However, we would like to note that there are fundamental differences between image compression and popular
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image-to-image tasks. A typical image-to-image processing task mainly optimizes the distance (distortion) between the output target and ground truth, while image compression deals with the rate and distortion jointly.

Generally, an image compression network separates the encoder and decoder, and applies the quantization upon the activation elements at the bottleneck layer for rate-distortion optimization. Various quantization levels would affect the sparsity of the latent representation and finally result in different quality scales (or target bitrates). As illustrated in Fig. 2, we try to generate adversarial examples by adding negligible perturbation into the original source images, but the compression of adversarial examples would lead to severe distortion in decoded reconstruction. As seen, the robustness of an image compression algorithm has affected the reconstruction quality and compression bitrate jointly.

All of these thus make the robustness analysis of existing image compression networks an issue worthy of a separate and in-depth study.

B. Approach

Unfortunately, it is almost impossible to manually search for all potential cases that may cause model instability and deteriorate performance. As inspired by recent adversarial attack studies on high-level vision tasks [20], [21], [22], [23] and low-level image-to-image tasks [24], [25], [26] to respectively examine their model robustness, we suggest implementing the adversarial attack to analyze and characterize its impacts on the robustness and coding efficiency of the underlying NIC models, quantitatively and qualitatively.

Later we extensively explore possible defense strategies and their effects on the robustness improvement of NIC methods to adversarial attacks. An implementation of our defense strategy in practical application is also exemplified. As shown in Fig. 1 and Fig. 19, the proposed defense strategies can effectively eliminate the distortions induced by image recompression.

C. Contributions

1) To the best of our knowledge, this is the first work that performs the adversarial attack to systematically study the model robustness of learned image compression on full resolution images (Sec. III); Different from most existing works that mainly qualitatively evaluate the attack and defense methods, we propose a metric – $\Delta$PSNR for quantitative analysis which is shown to be effective in experiments.

2) Our extensive experiments report the general vulnerability of existing learning-based image compression methods regardless of the underlying model settings and the perturbation generation strategy (Sec. IV); A novel Fast Threshold-constrained Distortion Attack (FTDA) approach is proposed to generate adversarial examples with balanced performance and complexity while existing methods like CW [27] or I-FGSM [28] mostly satisfy one aspect, i.e., performance or complexity.

3) We further improve the model’s robustness against attacks through the use of various defense strategies including geometric self-ensemble, adversarial training as well as image pre-processing techniques like spatial resizing and bit depth reduction. Their impact on compression efficiency is thoroughly examined and discussed (Sec. V). As a result, adversarial training and geometric self-ensemble are suggested because of their convincing efficiency, while spatial resizing or bit depth
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Fig. 1. **Image Recompression.** Row-wisely visual comparison of image reconstructions after being repetitively compressed 50 times using the JPEG (http://libjpeg.sourceforge.net/), a pretrained NIC baseline model (Ballé2018 [2] is used as an example), and an adversarially retrained Ballé2018 model, referred to as NIC (AT). More details can be found in Sec. V.

Fig. 2. **Impact of adversarial attack in image compression.** Adversarial examples are generated to test whether the overall coding performance of NIC models would be affected.
reduction induced pre-processing distortion inherently deteriorates the performance of the underlying compression model which is not acceptable for applications.

Overall, our methodology which includes the adversarial example generation and the defense strategies for improving the model robustness is simple, effective, and generalizable to popular learned image compression approaches, making it attractive and necessarily desired for practical application.

II. RELATED WORKS

This section briefs relevant techniques on respective lossy image compression and adversarial attack.

A. Lossy Image Compression

Lossy image compression approaches like JPEG [11], JPEG 2000 [12], VVC Intra [13], etc, search for appropriate compact representation through rate-distortion optimization (RDO). Typically, they adopt the “transform coding” or “hybrid transform/prediction coding” to transform input pixels, or pixel residuals (after intra prediction) into frequency domain coefficients for quantization and entropy coding. These transforms are generally comprised of a set of basis functions that are weighted to represent arbitrary pixel-domain blocks/patches using a few sparse, nonzero coefficients.

1) Classical Methods: Classical transforms include Discrete Cosine Transform (DCT) [32], Wavelet Transform [33], and so on. Taking DCT as an example, transformed coefficients are usually clustered at a few low-frequency positions which can be leveraged for energy compaction. The DCT is invertible, i.e., the original image $x$ can be reconstructed losslessly by applying the inverse DCT (IDCT), e.g., $x = f_{\text{dct}}^{-1}(f_{\text{dct}}(x))$. Here $f_{\text{dct}}$ and $f_{\text{dct}}^{-1}$ are DCT and IDCT respectively.

2) Over-Complete Dictionary: Image data typically exhibit non-stationary behavior, making it difficult to be de-correlated sufficiently by existing DCT or wavelets. Dictionary learning is then introduced to use a number of content-adaptive, over-complete dictionary atoms to represent image blocks using more sparse and easy-to-compress coefficients [34], [35].

3) Neural Transform: Built upon the excessive representation capacity of high-dimensional data, deeply stacked convolutional neural networks (CNNs) are therefore utilized to construct neural transforms to represent image blocks in a more compact means (see Fig. 3b). Figure 3a plots a popular VAE architecture that applies neural transform and demonstrates superior coding efficiency [1], [2], [4], [6], [7], [36].

The forward transform in the encoder analyzes the original image source $x$ and represents it using compact, vectorized latent features $z$ for quantization (e.g., $\hat{z} = Q(z)$) and entropy coding with learned adaptive contexts. Oppositely, the backward transform in the decoder mirrors the forward steps in the encoding process to generate the reconstruction $\hat{x}$. As usual, the RDO module controls the compression trade-off by a hyperparameter $\lambda$, e.g.,

$$R + \lambda D = E[-\log_2 p(\tilde{z})] + \lambda E[|x - \hat{x}|^2].$$

with $p(\tilde{z})$ standing for the estimated probability of feature elements at the bottleneck layer [7].

Unlike DCT or wavelet transform, the neural transforms $f_E()$ in the encoder and $f_D()$ in the decoder are usually non-linear functions. Although formally the encoder and decoder are of symmetrical structure, their coefficients are independently random-initialized and then optimized by specific stochastic gradient descent algorithms, thus their invertibility is not mathematically guaranteed even without quantization error, i.e.,

$$x \neq f_D(f_E(x)).$$

Even having invertible neural transform as studied in [37] and [38], the quantization error in lossy compression may also be amplified during the layer-by-layer decoding process. For either case, $f_D()$ and $f_E()$ are made up of a stack of convolutional layers that consist of linear convolution, non-linear activation, and optional spatial re-sampling, with which it would potentially amplify specific perturbation through layer-by-layer computation and finally lead to unexpected impairments.

As explained in previous works [20], [39], nonlinear neural networks are still too linear to resist linear adversarial perturbation. By iteratively updating the adversarial perturbation with smaller steps, linear adversarial perturbation in high-dimensional spaces is sufficient to cause the vulnerability issue of underlying deep neural networks. A successful attack to image-to-image networks also implies that deep neural transform based NIC methods are potentially vulnerable to adversarial perturbation.

B. Adversarial Attack and Defense

1) Attack: Adversarial attacks have been widely utilized to evaluate the robustness of DNN models in various approaches, particularly for those high-level vision tasks as aforementioned. As known, these DNN models basically wish to construct a non-linear mapping function $g$ to effectively characterize the relationships between input data and output results.

An adversarial attack can be either targeted or untargeted. Given a vectorized input $x$ and a mapping function $y = g(x)$, for an untargeted attack, adversarial examples $x^*$ are used to produce undesigned but incorrect output. They can be derived using:

$$\arg\min_{x^*} d(x, x^*) \text{ s.t. } g(x^*) \neq g(x).$$

Here $d(\cdot)$ measures the signal distance between original $x$ and adversarial example $x^*$, for which conventional MSE or other metrics can be used.

The adversarial attack can be also targeted. Taking image classification as an example, a targeted attack, as the name...
Fig. 3. Neural Image Compression (NIC). (a) Basic architecture of VAE-based NIC Solutions. Q denotes the quantization. The entropy estimator provides the probability estimation for both AE (Arithmetic Encoding) and AD (Arithmetic Decoding); x is the input source image, and correspondingly Ox is the output reconstruction (after decoding). (b) Typical paired Encoder and Decoder components used in NIC framework, such as normal Convolutional layer (Conv) or ResNet block (Resblock) [29], resolution re-sampling (upsampling s2↑ and downscaling s2↓ at a factor of 2), nonlinear activations using GDN (Generalized Divisive Normalization) [30] or ReLU (rectified linear unit) [31]. Deconv and IGDN are inverted processes of respective Conv and GDN.

TABLE II
TESTED NIC APPROACHES AND THEIR KEY COMPONENTS

| Methods          | Nonlinear Transform | Entropy Model                     | Loss              |
|------------------|---------------------|-----------------------------------|-------------------|
| Ballé 2016 [1]   | Conv+GDN            | factorized                        | MSSE / MS-SSIM    |
| Ballé 2018 [2]   | Conv+GDN            | hyperprior                        | MSSE / MS-SSIM    |
| Minnen [4]       | Conv+GDN            | joint hyperprior & autoregressive | MSE               |
| Cheng 2020 [6]   | Resblock+Spatial-Channel Attention | joint hyperprior & autoregressive | MSE               |
| NLaIC [7]        | Resblock+Nonlocal Attention | joint hyperprior & autoregressive | MS-SSIM           |
| HiFiC [5]        | Conv+Channel Normalization | hyperprior                        | MSE + LPIPS [40] + GAN |
| Wei2021 [41]     | Fixed-point NLaIC   | joint hyperprior & autoregressive | MSE               |
| InvCompress [38] | INN+Attention+Feature Enhancement | joint hyperprior & autoregressive | MSE               |

implies, attempts to use example x* that has limited perturbation compared with original input x, to “fool” the classifier f to misclassify x* to some targeted label y\* = f(x*) that is different from the original outcome y. Such targeted adversarial examples can be generated through:

$$\arg\min_{x^*} d(x, x^*) \text{ s.t. } f(x^*) = y^*. \quad (4)$$

It was first observed in [42] that deep neural networks are vulnerable to adversarial perturbation. Since then, researchers have further explored several attack strategies [20], [27], [28], [39], [43], [44] for generating adversarial examples. Fast gradient-based techniques like FGSM [20] used the sign of gradient to generate a coarse approximation of optimal examples in one step. Further, I-FGSM [28] extended the FGSM method by iterating the process with a smaller step size to improve the attack performance. Later, I-FGSM was further refined with multiple random starts in [43] (PGD), or with momentum item in [45] (MI-FGSM). However, our experiments revealed almost negligible differences among I-FGSM, PGD, and MI-FGSM regarding the attack performance quantitatively measured by the proposed ΔPSNR. Thus, we mainly use I-FGSM for comparative study in the paper. Carlini and Wagner [27] then introduced a more effective algorithm (referred to as CW) to best guarantee a successful attack with minimal perturbation injected. The CW method can be formulated under l_0, l_2, l_\infty norms, and is able to take advantage of modern optimizers such as Adam [46] to generate adversarial examples for the attack.

2) Defense: To deal with the threat caused by adversarial attacks, many defense techniques have also been proposed. Pre-processing based approaches like JPEG compression [47], random resizing [48], bit depth reduction [49] and geometric self ensemble [50] attempt to pre-process the input image to eliminate the effects caused by perturbations. Another very effective way of defense is adversarial training that augments adversarial examples in training set [20], [28], [51], [52], [53] to directly improve the robustness of the underlying learned model for various vision tasks.

Existing attempts of adversarial attacks on VAE-based methods [54], [55] only focus on generative models like VAE-GAN [56] and mainly use very low-resolution (e.g. 28×28), simple digital number datasets like MNIST and SVHN [57]. To the best of our knowledge, there has been no existing work on attacking full-resolution image compression frameworks. As aforementioned, the stability of decoded reconstruction in image compression tasks is critical to vast applications. Therefore, in this paper, we will first demonstrate how existing image compression models are affected by the untargeted attack and then show how to defend them for robust image compression.

3) Robustness Evaluation: Most previous works have focused on attacking computer vision systems. Therefore, they generally use the performance drop in their corresponding tasks (e.g., classification accuracy in classification tasks) to evaluate the attack performance. For adversarial attacks in image-to-image tasks (super-resolution [24], [26], [58], optical flow [25], denoising/deblurring [26], etc.), attack performance is often evaluated by qualitatively showing visual examples together with some objective metric results. To better evaluate the vulnerability of a given image compression model, a proper
metric is highly desired to measure and compare the degree of vulnerability quantitatively. In this case, we propose the ΔPSNR metric to quantify them effectively.

III. ADVERSARIAL EXAMPLES

Images are mostly compressed for vast applications due to rate/bandwidth constraints in practice. The compression technology behind is mandated to guarantee interoperability across heterogeneous platforms, client devices, etc, which is often presented as an international standard or industrial recommendation that is reproducible and publicly accessible. Hence, we generally assume that the attacker can have full access to the NIC codec and model parameters to best generate adversarial examples for attacks [55]. As a result, technically the proposed attack strategies belong to white-box attack. Besides, such an adversarial attack is referred to as the “untargeted” attack without a designated purpose that particularly aims for misleading the semantic understanding of the reconstructed content. In the companion supplemental material, we also demonstrate how a targeted attack can affect the outcome of NIC methods.

Without making any modification to the parameters of pretrained encoder \(f_E()\) and decoder \(f_D()\) of a specific NIC method, the attacker wishes to inject perturbation \(n\) upon the original source image \(x\) to generate the adversarial example \(x^* = x + n\). These images are respectively encoded and decoded to have the original reconstruction \(\hat{x} = f_D(f_E(x))\), and the adversarial reconstruction \(\hat{x}^* = f_D(f_E(x^*))\). Both \(x^*\) and \(\hat{x}^*\) are constrained in the range of \([0, 1]\). The generated \(x^*\) shall present negligible perturbation compared with the original input \(x\), while the decoded adversarial reconstruction \(\hat{x}^*\) is expected to largely differ from the original reconstruction \(\hat{x}\) with visible distortion. Therefore, the adversarial examples for such undistorted distortion attacks can be formally defined as follows:

\[
\text{maximize} \quad D(\hat{x}, \hat{x}^*) \\
\text{s.t.} \quad D(x, x^*) < \epsilon, \\
x^*, \hat{x}^* \in [0, 1].
\]  \hspace{1cm} (5)

Here \(D\) is the distance metric that can be the MSE or MS-SSIM, and \(\epsilon\) is the threshold used to control the input perturbation.

A. Fast Threshold-Constrained Distortion Attack (FTDA)

To solve (5), we proposed the FTDA to optimize the adversarial example generation:

\[
\arg \min_n L_d = \begin{cases} 
\frac{||n||_2}{N}, & \frac{||n||_2^2}{N} \geq \epsilon, \\
\frac{||n||_2^2 - ||(\hat{x}^*-\hat{x})||_2^2}{1-\epsilon}, & ||n||_2^2 < \epsilon.
\end{cases}
\]  \hspace{1cm} (6)

where \(\epsilon\) is the \(l_2\) threshold and \(N\) is the total sum of image pixels. In this paper, we mainly use \(l_2\) distance for \(D\) because \(l_2\) related PSNR metric is widely used for image compression quality measurement. We also show some examples in Fig. 19 in the supplemental material that other distance metrics, such as the \(l_1\) distance and MS-SSIM [15], can be used to guide the example generation.

Equation (6) is a piecewise function. When augmented noise is strong, e.g., \(\frac{||n||_2^2}{N} \geq \epsilon\), the objective function is first to decrease the noise intensity until \(\frac{||n||_2^2}{N} < \epsilon\); hereafter, we use the negative \(l_2\) distance between the original reconstruction \(\hat{x}\) and adversarial reconstruction \(\hat{x}^*\) to maximize their distance. The threshold \(\epsilon\) can enforce the same level of perturbation added in the input and maximize the output distortion in the meantime. We can easily adapt \(\epsilon\) to get proper adversarial examples as expected. The proposed perturbation generation strategy in (6) is a general approach that is effective for any NIC models used in practice. As will be shown in Sec. V, these generated adversarial examples can be used to retrain existing NIC models and effectively mitigate the artifacts induced by adversarial attacks and successive image compression.

Besides, existing attack approaches can also be extended to solve (5), where certain adjustments are implemented to adapt them for the untargeted distortion attack. Here we choose commonly used I-FGSM [28] and CW-\(l_2\) [27] for evaluation in the following section.

B. I-FGSM

Here is the optimization function used for I-FGSM. \(\text{sgn}()\) is a sign function applied to the backpropagated gradient. At the \(i\)-th step,

\[
x_{i+1} = x_i + \frac{\epsilon}{T} \text{sgn} \left( \nabla \cdot (\hat{x} - \hat{x}^*) \right).
\]  \hspace{1cm} (7)

Similar to (6), here \(\epsilon\) also controls the level of input perturbation. \(T\) is the iterations needed for example generation which is set to 16 in default.

C. CW-\(l_2\)

The original version of the CW attack was designed for the targeted attack as:

\[\begin{align*}
\text{minimize} & \quad ||\delta||_p + c \cdot f(x + \delta), \\
\text{such that} & \quad x + \delta \in [0, 1].
\end{align*}\]  \hspace{1cm} (8)

where \(||\delta||_p\) is the \(l_p\) norm of perturbation \(\delta\) and \(f(x + \delta)\) is predefined objective function. For a fair comparison, the \(l_2\) norm is used in our experiments and the negative \(l_2\) distance is applied as the objective function. The final adjusted CW-\(l_2\) used in this work is formulated as:

\[
\begin{align*}
\text{minimize} & \quad \frac{||n||^2_2}{N} + \left( 1 - c \cdot \frac{||\hat{x}^* - x||^2_2}{N} \right), \\
\text{such that} & \quad x^*, \hat{x}^* \in [0, 1].
\end{align*}\]  \hspace{1cm} (9)

Here \(c\) is a constant that needs to be suitably chosen. In order to achieve the optimal attack performance and also control the input perturbation level, we use a binary search strategy to find the optimal \(c\) following the implementation suggested by the authors of the original CW method [27]. For each \(c\) under consideration, we run 1000 iterations in default to minimize (9) with the Adam optimizer.
Fig. 4. Vulnerability metric comparison. $\Delta$PSNR can better represent the quality degradation at various input perturbation levels controlled by $\epsilon$ in (6). Kodak images are used in this example. (a) A toy linear network using one-layer convolution for both encoder and decoder; (b) non-linear NIC; (c) NIC with clipping to ensure $x^*, O^* \in [0, 1]$ as in (5). For (b) and (c), a pretrained Ballé2018 model is tested.

IV. ATTACK EVALUATION

A. $\Delta$PSNR

Recalling the attack formulation in (5), we hope the negligible perturbation at the input would bring severe distortion to the output, which implies that the underlying network enlarges the input perturbation through layer-wise computation. In this case, we suggest measuring the vulnerability by the level of the perturbation amplification. Therefore, a $\Delta$PSNR is used:

$$\Delta\text{PSNR} = -10 \log_{10} \frac{|x^*-x|^2}{|x^*-O|^2} = \text{PSNR}_{\text{in}} - \text{PSNR}_{\text{out}}.$$  \hspace{1cm} (10)

$\Delta$PSNR means the quality degradation measured by PSNR. As seen, $\Delta$PSNR $> 0$ means that the input perturbation is magnified by the network so the output distortion is larger than the input perturbation, while $\Delta$PSNR $< 0$ means that the input perturbation is suppressed to a smaller level.

Alternatively, a Vulnerability Index (VI) metric was used in [26] for evaluating the vulnerability of image processing networks. It is calculated as the PSNR ratio between the input and output:

$$\text{VI} = \frac{-10 \log_{10} |x^*-x|^2}{-10 \log_{10} |x^*-x|^2} = \frac{\text{PSNR}_{\text{in}}}{\text{PSNR}_{\text{out}}}.$$  \hspace{1cm} (11)

Figure 4 provides a comparison of these two measurements. For a tested model with fixed parameters, the VI metric shows obvious sensitivity to the absolute level of input perturbation even for linear networks as in Fig. 4a. However, the magnification level presented by $\Delta$PSNR is more stable across different perturbation levels. As a result, the $\Delta$PSNR is a preferred metric to measure the intrinsic vulnerability of an image compression model without being biased by the absolute magnitude of input perturbation. More details are given in the supplemental material.

In the following sections, $\Delta$PSNR will be used for performance evaluation. For measuring the attack performance, higher $\Delta$PSNR means better attack performance; while for the defense efficiency, lower $\Delta$PSNR indicates better defense efficiency.

B. Channel-Wise Activation Variation (CAV)

Besides, we offer another perspective by visualizing and comparing the channel-wise activation in latent feature space. As shown in Fig. 5, the safe zone indicates the range of activation magnitudes counted over 10,000 training images. The activation intensity of the original natural image (without noise injection) is very likely to stay within this region. However, for the activation intensity of adversarial examples, noticeable outliers are observed, especially for some channels that are much less activated by natural images. Such qualitative visualization of CAV well supplements the objective $\Delta$PSNR. Having them together provides a comprehensive evaluation to study the impact of the adversarial attack on image compression models.

C. Adversarial Example Generation Settings

In order to find optimal settings for adversarial example generation, a variety of experiments are conducted first.

1) Attack Strategy Comparison: Figure 6 presents the attack performance of I-FGSM, CW-$l_2$, and the proposed FTDA (Ours). As a comparative anchor, we also provide the PSNR degradation caused by random noise attack and blurry degradation. As you can observe, compression networks tend to suppress the effect of random noise but dramatically amplify...
Fig. 6. Attack performance of different strategies measured by ΔPSNR. The input perturbation is controlled at the same level of 1e-4 for different methods including the gaussian random noise and blur. Results for each method are averaged over all quality scales and metrics in Table I on Kodak images.

The adversarial perturbation generated by other attack methods. Among them, the CW-l2 algorithm shows slightly better performance than our proposed method measuring by ΔPSNR.

In addition to the attack performance, computational complexity is another vital factor for the successful adoption of a potential attack strategy. Therefore, when comparing different attack methods, we also take the computational complexity (measured by the time duration in seconds for example generation) into consideration.

The results are illustrated in Fig. 7. As mentioned earlier, I-FGSM is very fast because of its gradient sign computation. But the coarse adversarial examples it generates are less effective with the least ΔPSNR (see the subplot embedded). The CW-l2 in (9) needs to search for the best c in order to get optimal adversarial attack performance. The searching process inevitably leads to much higher computational complexity. If setting no computational complexity constraint for all strategies, the CW-l2 can reach at the best attack performance. However, it is impractical to use the CW-l2 for large-scale adversarial example generation and subsequent adversarial training. In this case, our proposed FTDA finds a justified balance between complexity and performance.

2) Perturbation Level ε: Figure 8 further visualizes adversarial examples when having different levels of input perturbation adapted by the ε. The results are consistent with the intuition, i.e., larger ε leads to stronger noise for the input image, and thus yields more severely-degraded reconstructions. Surprisingly, even with negligible visual artifacts when ε = 1e-5, impaired pixels are still presented in decoded reconstructions, implying the general vulnerability of NIC models. As also observed in Fig. 8, the input perturbation would become visible when ε is increased to 1e-3. To control the input perturbation basically imperceptible, the default noise threshold ε in (6) is set to 1e-4 for the following experiments, having the PSNR between the original natural image and corresponding adversarial example equal to 40 dB.

D. Evaluation on NICs

Experiments in the previous section have shown some preliminary evidence that existing NIC models are vulnerable to adversarial attacks. In this section, we will perform more tests and further explore the influence of different NIC settings on the model vulnerability.

1) General Observation: We choose a variety of VAE-based NICs listed in Table II to demonstrate the general existence of vulnerability issue among these recently emerged solutions. These NICs exemplify major milestones during the development of learning-based image coding. 
Theoretically, image coding efficiency is highly related to the efficiency of nonlinear transform and entropy context modeling. Earlier attempts made in Ballé2016 [1] first introduced the GDN (Generalized Divisive Normalization) with convolutional layers and applied a simple factorized entropy model that was further improved in Ballé2018 [2] and Minnen [4] by hyperprior, and joint hyperprior and autoregressive neighbors for better entropy modeling; Because of the superior efficiency by using joint hyper prior and autoregressive neighbors, succeeding works almost reused the same mechanism in context modeling.

Given that convolution is calculated using equal weights at all spatial locations, Cheng2020 [6] and NLAIC [7] suggested the attention mechanism to aggregate local or nonlocal correlations to enhance the performance. Previous discussions mainly applied the MSE or MS-SSIM as the loss function in training while HiFiC [5] combined the MSE, LPIPS (Learned Perceptual Image Patch Similarity), and GAN (Generative Adversarial Network) loss to noticeably improve the perceptual quality of reconstructed images.

In addition to the coding efficiency, other aspects were considered as well. For example, the aforementioned models with floating point computation were platform-dependent and complexity intensive. In Weixin2021 [41], it developed the fixed point strategy to optimize the NLAIC [7], yielding negligible performance loss but significant complexity reduction. Note that nonlinear transforms in [1], [2], [4], [6], and [7] were not invertible and could not avoid the information loss, the InvCompress [38] used invertible neural network (INN) as its core transform to resolve this issue.

We generally utilize open-source code and pretrained models of these methods (e.g., compressAI1 [59], NLAIC,2 Weixin2021,3 HiFiC4 and InvCompress5 to avoid any ambiguity and inconsistency. For those missing models, we strictly follow the training procedures to reproduce them from scratch. The hyperparameter λs used for different quality scales follow the setting provided by CompressAI as listed in Table I. For a fair comparison, we run 1k steps with a learning rate at 0.01 with three times learning rate decay and noise threshold $\epsilon$ at 1e-4 to generate adversarial examples for each NIC method listed in Table II using images from Kodak dataset [60]. Adam [46] optimizer is used to optimize the (6).

In Fig. 9, the adversarial inputs and corresponding reconstructions are visualized for multiple methods.6 Visible impairments are clearly presented in these reconstructions. Quantitative results in Table III with significant PSNR degradation (e.g., >10 dB) also confirm the subjective loss, implying the general vulnerability issue in prevalent learning-based image coding frameworks regardless of their transforms, entropy models, and optimization methods utilized (see more details in Table II). Even for InvCompress [38] that applied a quite different invertible neural network to avoid information loss, the model vulnerability is still presented with obvious distortion in Fig. 9, which might be caused by the use of (non-linear) feature enhancement modules before and after the invertible neural network transforms.

As also listed in Table III, besides the degradation in reconstruction quality, the compressed bitrate is generally increased for adversarial examples, which reveals that the injected noise

---

1https://github.com/InterDigitalInc/CompressAI
2https://njuvision.github.io/NIC/
3https://njuvision.github.io/fixed-point/
4https://github.com/tensorflow/compression/tree/master/models/hific
5https://github.com/InterDigitalInc/CompressAI
6We use different images for diverse NIC solutions to exemplify the severe quality degradation of decoded images incurred by the model vulnerability. Such visible distortions are presented for other images as well.
is more difficult to model for efficient compression.

\[ R = - \sum \hat{z} p(\hat{z}) \log_2 q(\hat{z}) \]  

(12)

We thus visualized the actual distribution of the latent features \( p(\hat{z}) \) and the corresponding distribution \( q(\hat{z}) \) predicted by the entropy estimator in Fig. 9a. The final bitrate \( R \) is determined by the cross entropy between \( p(\hat{z}) \) and \( q(\hat{z}) \) as in (12). As seen, the actual distribution of the adversarial example diverges significantly from the predicted distribution, yielding inaccurate entropy modeling and bitrate increase.

2) NIC Settings: Different from existing rules-based JPEG, VVC Intra, etc, the learning-based NIC solutions usually train separate models for different quality metrics and target bitrates.

a) Loss functions: The MSE and MS-SSIM are two commonly used quality metrics in image compression. They have also been widely applied as loss functions for training NIC models. As in Table III, we test various MSE and MS-SSIM optimized methods and mixed loss function (MSE+LPIPS+GAN) based HiFiC, exhibiting successful attacks regardless of the loss function used in model optimization.

When comparing MSE and MS-SSIM optimized models from the perspective of latent activations in Fig. 10a and Fig. 10c, we can clearly see that the activations of compressed adversarial example using the MS-SSIM optimized model vary more significantly than that using the MSE optimized model, which is consistent with the overall measurement of \( \Delta \text{PSNR} \) in

Fig. 10. Illustration of the divergence between predicted distribution (pred) by the entropy estimator and actual distribution (gt) of the latent features to be entropy coded. The model used here is MS-SSIM optimized Ballé2018 with quality level q=5. ‘Kodim03’ in Kodak is used as the natural image and for generating the corresponding adversarial example. Three channels with the largest divergence are exemplified for illustration.

Fig. 11. The magnitude range of channel-wise activation at the bottleneck layer for both the original baseline model and adversarially retrained model. Both MSE and MS-SSIM optimized Ballé2018 models are tested and ‘Kodim09’ is used as an example here as the natural image and also for generating the corresponding adversarial example. The channels are sorted in descending order of the activation magnitude of the natural example.
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tion up-bound or AE limit φ in (13) as mentioned in [37] no matter how the bitrate r increases, i.e.,
\[
\lim_{r \to +\infty} ||x - f_D(f_E(x))|| = \phi \eta
\]
(13)
It explains why it is applicable to generate adversarial examples for models trained for arbitrary bitrates.

Along with the increase of compressed bitrate, the quality of adversarial reconstruction gets even worse. We believe that it is because, at low bitrates, even though adversarial examples are with the perturbation, a higher quantization level would remove more details as well as noises, which could partially stop the noise accumulation and present fewer distortions. However, when the bitrate gets higher, the model tries to retain more information of the input image, which may also accumulate the perturbation layer by layer to produce severer distortion.

c) Attack transferability: Another area that has received extensive attention is the transferability [61], [62], [63], [64] of adversarial perturbations. In Fig. 13 we present some preliminary tests of the transferability. For cross-image transferability, specifically, the adversarial perturbations generated for a specific image are directly added to other images to test the transferability of the adversarial perturbation. Noticeable distortions are consistently presented in adversarial reconstructions with ΔPSNR measurement shown in Fig. 13(a), which means it is possible to generate universal perturbations that can widely affect the rate-distortion performance of multiple samples. Besides the transferability of adversarial perturbation across different images, there are many other aspects worth deep investigation, such as the transferability across different networks, which we also present in Fig. 13b–c. The results indicate that the transferability across different models is relatively small. This is mainly because our approach was not specifically designed for cross-model transferability. Nevertheless, we believe that exploring strategies to improve cross-model transferability is an interesting and challenging direction for future research.

V. ATTACK DEFENSE

Extensive experiments in the last section report that existing NIC models are vulnerable to adversarial attacks, despite different network structures and settings. In this section, we will explore possible defense strategies against adversarial attacks.

A. Defense Strategies

1) Pre-Processing: Some pre-processing based defense strategies such as random resizing and JPEG compression would degrade the coding performance even without attack, making them not suitable for image compression tasks (see Fig. 16 and Fig. 17). However, there still exist certain transformations such as flipping and rotations at specific angles (90°, 180°, 270°) that do not have negligible impact on the coding performance without attack. Also, such geometric transformations have been proven to be able to mitigate the effect of adversarial perturbation [26], [65], [66]. Therefore we choose the geometric self-ensemble [50] as one of the defense strategies for evaluation.

Geometric self-ensemble (ensemble for short) was first proposed to improve the performance of super-resolution networks. It generates several augmented adversarial inputs \( x_i^* = T_i(x) \) for each input image by flipping and rotation, where \( T_i \) represents eight geometric transformations in total. With these augmented inputs, we can generate corresponding reconstruction images \( \{\hat{x}_i^1, \ldots, \hat{x}_i^8\} \) using the NIC networks.

We then apply inverse transform to those output images to get \( \tilde{x}_i^* = T_i^{-1}(\hat{x}_i^*) \). Finally, we select the transformed output with minimum distortion compared with the original input x as the final self-ensemble result. Besides, an extra transformation index \( i \) needs to be stored in the bitstream to help the decoder to apply the correct inverse transform.

2) Adversarial Training: Note that preprocessing (transformation) based defense strategies only apply process on the input images while keeping the models unchanged. Besides, multiple transformed input images need to be compressed and reconstructed to find the optimal output, making the computational complexity multiple times greater. Therefore, the robustness improvement of the model itself is also highly worth investigating.

Existing NIC approaches often use noise-free (or at least less noise), high-quality, uncompressed image datasets to train respective models. They work well on clean and uncompressed content but are possibly vulnerable to noisy inputs as aforementioned. Experiments in previous sections have shown that such noisy inputs can be simulated by adversarial example generation, we then propose to utilize these generated adversarial examples for model finetuning, by which we can enrich the distribution of training data and effectively improve the model generalization.

As described in Algorithm 1, we iteratively implement the attack-and-finetune strategy to update the pretrained model.
Algorithm 1 Adversarial Training

**Input:** Encoder \( f_E() \) parameters \( \theta \), Decoder \( f_D() \) parameters \( \phi \), Dataset \( \mathbb{D} \), finetuning iterations \( N \), adversarial example generation iterations \( M \), RDO penalty \( \lambda \);

**Output:** \( \theta^*, \phi^* \)

1. \( \theta^*, \phi^* = \theta, \phi \) //initialize using pretrained baseline model
2. for \( i < N \) do
3. \( \bar{x}_{ori} = \text{RANDOM\_SAMPLE\_FROM}(\mathbb{D}) \)
4. \( n = \text{RANDOM\_NOISE}() \), \( \bar{x}^* = \bar{x}_{ori} + n \)
5. for \( j \leq M \) do
6. optimize \( \bar{x}^* \) by Eq. (6)
7. \( j = j + 1 \)
8. end for
9. \( dloss = \text{DISTORTION\_FUNCTION}(f_D(f_E(\bar{x}^*))), \bar{x}^* \)
10. \( rloss = \text{RATE\_FUNCTION}(f_E(\bar{x}^*)) \)
11. loss = \( \lambda dloss + rloss \)
12. \( \theta^* = \text{OPTIMIZER}(\theta^*, \text{loss}) \)
13. \( \phi^* = \text{OPTIMIZER}(\phi^*, \text{loss}) \)
14. \( i = i + 1 \)
15. end for
16. return \( \theta^*, \phi^* \)

Here \( \theta, \phi \) are trainable parameters in encoder \( f_E() \) and decoder \( f_D() \) respectively. \( N \) is the total iteration of adversarial training and in each iteration, a batch of 8 images are randomly sampled from the training dataset \( \mathbb{D} \). These original images \( \bar{x}_{ori} \) will be used to generate adversarial examples \( \bar{x}^* \) with \( M \) steps of optimization following (6), and then \( \bar{x}^* \) will be fed into the network to update the pretrained models with Adam optimizer. In this paper, we set \( N = 1000, M = 300 \). Randomly-cropped 256 \( \times \) 256 \( \times \) 3 patches from Vimeo90K [67] are used as the training baseline dataset \( \mathbb{D} \). Note that \( l_2 \) distance is used and two noise threshold level settings (\( \epsilon = 1e^{-3} \) and \( 1e^{-4} \)) are applied and compared. The generation of each batch of adversarial examples costs about 22s on the platform with Intel Xeon Silver 4210 CPU@2.20GHz and a single NVIDIA RTX 2080Ti GPU.

**B. Defense Efficiency**

We mainly show the efficiency of attack defense in two folds: one aspect is about the robustness improvement both visually and quantitatively; the other one is about the coding efficiency of the NIC models with the defense algorithm integrated. Here, the Ballé2018 method is first used as an example to evaluate the impact of different defense strategies on defense efficiency in Fig. 14-17. More comprehensive results for different models and settings can be found in Table IV.

1) **Robustness Improvement:** In Fig. 14, the defense efficiency measured by \( \Delta \text{PSNR} \) is displayed. The ensemble strategy, two input perturbation threshold levels during adversarial training (AT), and their combination (AT+ensemble) are tested and compared. Note that the AT (\( \epsilon = 1e^{-4} \) and \( 1e^{-3} \)) here only indicates the perturbation levels used in training. While testing the defense efficiency, the input perturbation is consistently set to \( 1e^{-4} \).

Experiments clearly show that both the self-ensemble strategy and adversarial training can effectively improve the robustness of underlying models and usually AT models can achieve better defense performance compared with the self-ensemble strategy. For AT models, more robustness improvement can be achieved with a larger perturbation level \( \epsilon \) during adversarial training. Besides, when \( \epsilon \) during training is set low (\( \epsilon = 1e^{-4} \)), the combination of AT and self ensemble can further improve defense efficiency, while when \( \epsilon \) is already high, the additional application of self ensemble can no longer provide an obvious performance gain. Figure 15 further visualizes the reconstructions of adversarial examples with different defense strategies. It is also well observed that the distortions caused by the adversarial attack are effectively suppressed.

In addition to the above subjective and objective comparisons, Fig. 11 shows the activation magnitude comparison between natural images and adversarial examples for both the baseline model and adversarially retrained model. For model trained on natural images in Fig. 10a and 11c, the activation of adversarial examples shows distinct changes compared with natural images. While for AT models retrained on adversarial examples, the activation inconsistency in Fig. 10b and 11d is greatly alleviated. Previous work on the defense of image classification networks [68] has also presented similar phenomena. Besides, compared with the distribution of the baseline model shown in Fig. 9a, Here in Fig. 9b for the adversarially trained model, the divergence between the predicted distribution and actual distribution is greatly alleviated. As a result, the bitrate gain caused by adversarial perturbation can also be better controlled now. More experimental results on different methods can be found in Table IV.
Another two preprocessing-based defense strategies (spatial resizing and bit depth reduction) are also included for comparison. For the methods using bit-depth reduction, the original input image with a bit depth equal to 8 is truncated to lower bit depths, e.g., 2, 4, 6, to reduce the impact of adversarial perturbations. Similarly, spatial resizing downsamples the original image to a smaller size at a factor of 0.5, 0.75, or 0.85 and correspondingly upsamples them to the original resolution for future applications. As shown in Fig. 15, these methods can alleviate the PSNR degradation incurred by the adversarial perturbation. However, both spatial resizing and bit depth reduction in pre-processing inevitably introduce additional quality degradation, leading to similar or even worse overall degradation when compared with the anchor using baseline models without applying any defense strategies at all.

2) Coding Efficiency: Previous discussions show that NIC models can effectively defend against attacks through defense strategies. Another important question then arises: whether the coding efficiency for original natural images is retained after applying defense strategies. Figure 17 shows the rate-distortion curves averaged over Kodak images. As aforementioned, preprocessing strategies like spatial resizing and bit depth reduction significantly degraded the performance even for clean natural images, while self-ensemble based defense strategy will not degrade the original coding performance for both baseline models as well as AT models.

For the adversarially trained models with two perturbation levels during training, when the perturbation level is lower ($\epsilon = 1e^{-4}$), the coding efficiency of AT models roughly aligns with the pretrained baseline models. However, as the input perturbation increases to $\epsilon = 1e^{-3}$, although the robustness can be further improved as in Fig. 15, the coding efficiency of AT models starts to deteriorate significantly, especially at high bitrates. Therefore, by setting appropriate input perturbation thresholds during training, the adversarial training could not only effectively improve the model robustness, but also clearly retain the coding efficiency of the original model.

In summary, these defense strategies can be easily integrated into existing learned compression codecs without requiring any

Fig. 15. Visual comparison of the defense efficiency of different strategies. The tested models here are MS-SSIM optimized Ballé2018 with quality scale $q = 5$.

Fig. 16. Defense efficiency using different pre-processing strategies. $\Delta \text{PSNR}_{\text{pre}}$ indicates the PSNR degradation directly caused by the pre-processing strategies like resizing or bit depth reduction. $\Delta \text{PSNR}_{\text{attack}}$ is the further quality degradation caused by adversarial attack after applying the defense. The overall quality degradation equals the sum of $\Delta \text{PSNR}_{\text{pre}}$ and $\Delta \text{PSNR}_{\text{attack}}$. Here pretrained Ballé2018 models are tested and used as the baseline.

Fig. 17. Coding Efficiency. Rate-distortion efficiency averaged over Kodak images. Balle2018 [2] models are exemplified.

| Methods | Defense Strategy | $\Delta \text{bpp}_{\text{pre}}$ | $\Delta \text{PSNR}_{\text{pre}}$ |
|---------|-----------------|-----------------|-----------------|
| Balle2016 | baseline (no defense) | 4.74% | 17.29 |
| | ensemble | 3.66% | 12.73 |
| | AT | 2.23% | 11.54 |
| | AT+ensemble | 3.15% | 8.96 |
| Balle2018 | baseline (no defense) | 8.37% | 13.80 |
| | ensemble | 7.62% | 8.60 |
| | AT | 6.51% | 9.79 |
| | AT+ensemble | 5.63% | 8.27 |
| Minnen | baseline (no defense) | 10.46% | 12.68 |
| | ensemble | 9.27% | 10.86 |
| | AT | 9.89% | 8.90 |
| | AT+ensemble | 9.32% | 8.62 |
| Cheng2020 | baseline (no defense) | 62.90% | 16.13 |
| | ensemble | 9.26% | 10.82 |
| | AT | 12.60% | 10.60 |
| | AT+ensemble | 9.01% | 9.14 |
C. Recompression Application

Looking back to the instability problem of learned image recompression mentioned at the beginning of the paper, to tackle it, Kim et al. [18] proposed to include images that were repeatedly compressed in training to improve the model robustness on purpose. Here, we want to evaluate whether our proposed defense strategies that are not designed for any specific scenario can also improve the model robustness more generally.

Examples in Fig. 18 show that some of the distortions caused by recompression are of high similarity to examples generated by adversarial attacks. Such similar patterns prove that the adversarially trained models can also be generalized to practical applications like image recompression. The visual comparison using Kodak images is shown in Fig. 1. After 50 repetitions of recompression, severe distortions can be found in reconstructions encoded using the pretrained baseline model, while these unexpected distortions are greatly alleviated in decoded images that were compressed using the AT model.

Figure 19 further shows the overall rate-distortion comparison for recompression at different bit rates. As seen, the performance of the baseline model degrades significantly after 50 times recompression. We can also clearly see from the rate-distortion curves that models with higher quality scales are with severer quality degradation, which is consistent with our observation in Sec. IV-D by the adversarial attack. This also evidences that our proposed adversarial attack-based robustness evaluation method can really be indicative of the robustness of the NIC models in practical applications.

For different defense strategies, the self-ensemble strategy provides limited performance improvement, while the adversarial training strategy still works well by significantly decreasing the quality degradation caused by image recompression. This clearly shows the generalization of our proposed adversarial training strategy. We also expect that our methodology can be applied to other pixel domain regression tasks for robustness evaluation and improvement in future works such as quality enhancement, super-resolution, etc.

VI. Conclusion

In this paper, we propose to generate adversarial examples to examine the model robustness of existing learned image compression methods. Experiments show that all tested methods are vulnerable to adversarial attacks regardless of their network architectures, loss functions, and quality settings. To tackle it, we then explore defense strategies to improve the robustness of NIC models. Results have shown the effectiveness of our methodology, not only successfully defending the adversarial attack with great distortion alleviation in reconstruction, but also retaining the outstanding compression performance. It is also demonstrated that our methodology can be easily extended to the targeted attack. Our proposed method is generalizable to the most popular learned image compression frameworks and can be applied to other pixel domain regression tasks as well in future works.
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