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Abstract

A further analysis of inelastic diffraction data at the ISR and SPS-Collider confirms the relatively flat $s$–independent Pomeron trajectory in the high–$|t|$ domain, $1 < |t| < 2 \text{ GeV}^2$, reported earlier by the UA8 Collaboration. At $|t| = 1.5 \text{ GeV}^2$, $\alpha = 0.92 \pm 0.03$ is in agreement with the trajectories found in diffractive photoproduction of vector mesons at HERA. This suggests a universal fixed Pomeron trajectory at high–$|t|$. We also show that a triple–Regge Pomeron–exchange parametrization fit to the data requires an $s$–dependent (effective) Pomeron trajectory intercept, $\alpha(0)$, which decreases with increasing $s$, as expected from unitarization (multi–Pomeron–exchange) calculations. $\alpha(0) = 1.10$ at the lowest ISR energy, 1.03 at the SPS–Collider and perhaps smaller at the Tevatron.

in press: Physics Letters B
1 Introduction

Single diffraction, or the inclusive inelastic production of beam-like particles with momenta within a few percent of the associated incident beam momentum, as in:

\[ p(\bar{p}) + p_i \rightarrow X + p_f \]  

has been studied for more than 30 years. The chief characteristic of data from these processes is the existence of a pronounced enhancement at Feynman-\(x_p\) of \(p_f\) near unity, with the absence of other particles nearby in rapidity (“rapidity gap”). This is interpreted using Regge phenomenology\[1–6\] as evidence for the dominance of color-singlet Pomeron–exchange (see Fig. 1). The observed \(x_p\) spectrum reflects the distribution of the exchanged Pomeron’s momentum fraction in the proton, \(\xi \equiv x_{\bar{p}p} = 1 - x_p\).

A relatively recent idea\[7, 8, 9\] underlying the phenomenology is that, although the Pomeron’s existence in the proton is due to non-perturbative QCD, once the Pomeron exists, perturbative QCD processes can occur in proton-Pomeron and \(\gamma^*\)-Pomeron interactions. Ref. \[7\] proposed the study of such hard processes in order to determine the Pomeron structure. First “hard diffraction” results were obtained by the UA8 collaboration\[10\] using React. 1, and by the H1\[11\] and ZEUS\[12\] collaborations using ep interactions. Hard diffraction results on React. 1 also exist from the CDF\[13\] and D0\[14\] collaborations at the Tevatron.

Factorization of Pomeron emission and interaction in the inclusive React. 1 is expressed by writing the single-diffractive differential cross section as a product of a “Flux Factor” of the Pomeron in the proton, \(F_{P/p}(t, \xi)\), and a proton-Pomeron total cross section (see Sect. 2):

\[ \frac{d^2\sigma_{sd}}{d\xi dt} = F_{P/p}(t, \xi) \cdot \sigma_{pp}^{total}(s') \]  

\(s'\) is the squared invariant mass of the \(X\) system and, to good approximation, is given by: \(s' = \xi s\). \(t\) is the Pomeron’s four–momentum transfer. There are many examples in the literature of the validity of factorization (see for example Refs. \[10, 11, 12, 13, 14\]), and our working assumption in the present paper is that Eq. 2 is a good approximation. There is, however, a long–standing unitarity problem with the Pomeron–exchange prediction for React. 1 which deserves re-examination.

The rising total cross sections observed at Serpukhov (\(K^+p\)) and the ISR (\(pp\)) in the early 1970s led to the conclusion\[17, 18, 19\] that the effective Pomeron Regge trajectory intercept at \(t = 0\), \(\alpha(0) = 1 + \epsilon\), was larger than unity\[2\]. Although this violates the Froissart-Martin unitarity bound\[23, 24\] for total cross sections, it presents no difficulty at present and foreseeable collider energies. However, this is not the case for partial cross sections such as diffraction. This is easily seen by examining the dominant \(\xi\)-dependent

\(^4\)We use the symbol \(\xi\) for this variable in view of its simplicity and its increasing use in the literature.

\(^5\)The fit result for the trajectory in Ref. \[17\] was 1.06 + 0.25t; the latest refined fits\[21, 22\] to the \(s\)-dependences of all total cross sections yield \(\epsilon \sim 0.10\).
Regge factor in Eq. 2 at small $\xi$ and small $t$:

$$F_{P/p}(t, \xi) \propto \xi^{1-2\alpha(0)} = \frac{1}{\xi^{1+2\epsilon}},$$  \hspace{1cm} (3)

Kinematically, $\xi$ has a minimum value in React. 1, $\xi_{\text{min}} = s'_{\text{min}}/s$, which decreases with increasing energy, such that the rise in $F_{P/p}(t, \xi)$ at small $\xi$ becomes more and more pronounced. With $\epsilon = 0.10$, this leads to a rapidly increasing predicted total single diffractive cross section, $\sigma_{sd}^{\text{total}}$, with $s$, shown as the solid curve in Fig. 2 [25]. Of course, the observed $\sigma_{sd}^{\text{total}}$ does not display this behavior, but rises much more modestly with $s$.

This discrepancy between the predictions and the observed $\sigma_{sd}^{\text{total}}$ should be understandable in the framework of Gribov’s Reggeon calculus [27] through multi-Pomeron-exchange effects (Regge cuts), described variously in the literature as screening, shadowing, absorption or damping [28, 29, 30, 31]. Eq. 2, traditionally used with the $\epsilon$ obtained from fitting to the $s$-dependence of total cross section data, does not take these effects into account.

It is expected that multi-Pomeron-exchange effects increase with $s$. This corresponds to a decreasing effective $\epsilon$ [29] which will suppress $\sigma_{sd}^{\text{total}}$ corresponding to the observed behavior. To the best of our knowledge, effective $\epsilon$ values have never been directly extracted from $\sigma_{sd}^{\text{total}}$ data on React. 1, although Schuler and Sjöstrand [32] have developed a model of hadronic diffractive cross sections in which they use $\epsilon = 0$ as a reasonable approximation at the highest energies.

It was also suggested [33, 34, 35] that the observation in $\gamma^* p$ interactions at HERA, of an $Q^2$-dependent effective Pomeron intercept [36, 37, 38] could be the result of the decrease of screening with increasing $Q^2$.

In the present paper we use the measured $\sigma_{sd}^{\text{total}}$ values to determine the effective $\epsilon$ values as a function of energy. We then fit to the $t$-dependence of $d\sigma_{sd}^{\text{total}}/dt$ ($\xi < 0.05$) at the ISR and SPS-Collider to obtain more reliable values of $\epsilon$ as well as the slope, $\alpha'$ at $t = 0$. These latter fits also provide confirming evidence of the relatively flat $s$-independent trajectory in the higher–$|t|$ region, 1.0–2.0 GeV$^2$, which was previously reported by the UA8 Collaboration [15]. The value of this trajectory at $|t| = 1.5$ GeV$^2$ is consistent with the trajectory obtained from photoproduction of vector mesons at HERA.

We note that a decreasing effective intercept has the effect of suppressing the event yield at small–$\xi$ and small–$|t|$, as suggested by the data [25]. In Ref. 25, we introduced an ad hoc Damping Factor to account for the observed suppression of the total diffractive cross section. However, since it was observed that the damping effects extend to larger $\xi$ at the largest Tevatron energy, our fixed Damping Factor had limited applicability. In the present paper, we show that the $s$-dependent effective intercept, as a manifestation of multi-Pomeron-exchange, offers a physics explanation for the effect and seems to be applicable up to the highest available energies.

Sect. 2 summarizes the analysis by the UA8 collaboration [15], in which they fit Eq. 2 to ISR and SPS data; they obtain parametrizations of $F_{P/p}(t, \xi)$ and $\sigma_{sd}^{\text{total}}$ which embody features not previously known and specify the Pomeron trajectory at high–$|t|$. Sect. 3

\footnote{For reasons explained below in Sect. 3.1, we tend to discount the smaller of the two $\sigma_{sd}^{\text{total}}$ values at $\sqrt{s} = 546$ GeV [26].}
shows how the effective Pomeron intercept depends on interaction energy in React. 1 and how predictions at $\sqrt{s} = 1800$ GeV agree with the CDF collaboration’s results[20]. The analysis in Sect. 4 yields a new Pomeron trajectory which depends on $s$ only at low–$|t|$. Finally, Sect. 5 contains our conclusions and a discussion of some consequences.

2 UA8 Triple–Regge fits and the Pomeron trajectory at high–$|t|$?

The UA8[15] collaboration analyzed data from their experiment at the CERN SPS–Collider ($\sqrt{s} = 630$ GeV) in the $|t|$–range, 0.90–2.00 GeV$^2$, and from the CHLM experiment at the CERN ISR[39] ($\sqrt{s} = 23–62$ GeV) in the $|t|$–range, 0.15–2.35 GeV$^2$.

Eq. 2 was fit to the data, using the dominant two terms in the Mueller–Regge expansion [1, 2, 4], $\mathcal{PPP}$ and $\mathcal{PPR}$ (see Fig. 1), for the differential cross section of React. 1. These correspond, respectively, to Pomeron exchange and the exchange of other non–leading, C=+ Reggeon trajectories (e.g., $f_2$) in the proton–Pomeron interaction$^7$. 

$$d^2\sigma_{sd} / d\xi dt = [K F_1(t)^2 e^{bt} \xi^{1-2\alpha(t)}] \cdot \sigma_0[(s')^{\epsilon_1} + R (s')^{\epsilon_2}]$$.

Comparing with Eq. 2, the left–hand bracket is the Pomeron flux factor, $F_{p/P}(t, \xi)$, and the right–hand bracket (together with $\sigma_0$) is the proton–Pomeron total cross section, $\sigma_{pP}^{total}$. Because this expression for $\sigma_{pP}^{total}$ is identical to that used in the fits to real particle cross sections[20, 21] (where $\epsilon_1 = 0.10$, and $\epsilon_2 = -0.32$ are found - the latter for $f/A_2$ exchange) and the value of $R$ found in the UA8 fits (4.0 ± 0.6) is similar to the values found in the fits to real particle cross sections, we take as a working assumption that $\sigma_{pP}^{total}$ is like a real particle cross section (as is done in predicting hard diffractive cross sections$^7$). Thus, $\epsilon_1$ and $\epsilon_2$ are fixed at the above values.

In Eq. 4, $|F_1(t)|^2$ is the standard Donnachie–Landshoff$^{[10]}$ form–factor$^8$ which is multiplied by a possible correction at high–$|t|$, $e^{bt}$. Thus, the product, $|F_1(t)|^2 e^{bt}$, carries the $t$–dependence of $G_{PPP}(t)$ and $G_{PPR}(t)$ in the Mueller-Regge expansion and is assumed to be the same in both. Physically, this means that the Pomeron has the same flux factor in the proton, irrespective of whether the proton–Pomeron interaction proceeds via Pomeron–exchange or Reggeon–exchange. The products, $K\sigma_0 = G_{PPP}(0)$, and $K\sigma_0 R = G_{PPR}(0)$.

The Pomeron trajectory, $\alpha(t)$ in $F_{p/P}(t, \xi)$, was assumed to have the usual linear form with a quadratic term added to allow for a flattening of the trajectory at high–$|t|$, as required by the data:

$$\alpha(t) = 1 + \epsilon + 0.25t + \alpha'' t^2$$

$^7$In reality, the $(s')^{\epsilon}$ terms have the form $(s'/s_0)^{\epsilon}$ with $s_0 = 1$ GeV$^2$.

$^8$ $F_1(t) = \frac{1}{4m_p^2 - t} \cdot \frac{1}{(1-t/0.71)^2}$
\( \epsilon \) was fixed at 0.10 in the fits. Although we show in the next section that the effective intercept decreases with \( s \), the only low–\(|t|\) data used in the UA8 fits was that from the lower ISR energies, where 0.10 is a good approximation. We return to this point in Sec. 4.

To avoid difficulties with differing experimental resolutions in the combined ISR–UA8 data sample, simultaneous fits of Eq. (4) were first made to data in the range 0.03 < \( \xi < 0.04 \) and \(|t| < 2.25 \text{ GeV}^2\), assuming zero non–\( \mathcal{P} \)omeron–exchange background; then fits were made to the entire region, 0.03 < \( \xi < 0.10 \), including a background term of the form \( Ae^{\epsilon t} \xi^4 \). All fits gave self–consistent results. The fit values\[15, 25\] of the four free parameters in Eq. (4) were:

\[
K\sigma_0 = 0.72 \pm 0.10 \text{ mb GeV}^{-2}
\]
\[
\alpha'' = 0.079 \pm 0.012 \text{ GeV}^{-4}
\]
\[
b = 1.08 \pm 0.20 \text{ GeV}^{-2}
\]
\[
R = 4.0 \pm 0.6
\]

The fitted \( \mathcal{P} \)omeron trajectory, Eq. (5) with \( \alpha'' = 0.08 \), is shown as the shaded band in Fig. 3. The band edges correspond to \( \pm 1\sigma \) error limits on \( \alpha'' \).

Independent confirmation of the \( \alpha(t) \) values at high–\(|t|\) seen in Fig. 3 was obtained by fitting (resolution–smeared) Eq. (4) to the \( \xi \)–dependence of the UA8 data at fixed–\( t \) in the different \( \xi \)–region, \( \xi < 0.03 \), where non–\( \mathcal{P} \)omeron–exchange background could be ignored. Although, in Eq. (4), the dominant \( \xi \)–dependence is in \( F_{P/P}(t, \xi) \) and has the form \( \xi^{1-2\alpha(t)} \), there are the additional (weaker) \( (s')^\epsilon \sim \xi^\epsilon \) dependences in the \( \mathcal{PPP} \) and \( \mathcal{PPR} \) terms of \( \sigma^{total}_{pp} \), both of which must be included in the fit. Because the \( \mathcal{PPR} \) term is more sharply peaked at small values of \( \xi \) than is the \( \mathcal{PPP} \) term, leaving it out of the fit\[9\] causes a systematic upward shift in the resultant \( \alpha(t) \).

The solid points in Fig. 3 show the fit values\[15\] of \( \alpha(t) \) at four \( t \)-values, when both \( \mathcal{PPP} \) and \( \mathcal{PPR} \) terms in Eq. (4) are used in the fit (with \( R = 4.0 \)). The solid points and the band in the figure are in good agreement. The two different, but self–consistent, fits to the data in the high–\(|t|\) region give confidence in the value of the overall normalization constant, \( K\sigma_0 \), and in the \( t \)–dependence, \(|F_1(t)|^2 e^{bt}\).

Table 1 summarizes the two types of fits performed by the UA8 collaboration\[15\] in determining \( \alpha(t) \) at high \( t \), and shows which data sets were used in each. In Sect. 4, a third independent type of fit is described which also yields essentially the same results for \( \alpha(t) \) at high–\(|t|\) at both ISR and SPS-Collider.

### 3 An \( s \)-dependent effective intercept

As explained above, a \( \sigma^{total}_{sd} \) prediction depends sensitively on the value of \( \epsilon \) used in the Flux Factor. For each of the ISR, SPS and Tevatron\[6\] points in Fig. 2, we have therefore found the value of the effective \( \epsilon \) which yields the measured \( \sigma^{total}_{sd} \). Eq. (4) is integrated over \( \xi < 0.05 \) and all \( t \), with the following assumptions:

\[^9\text{Note that this would mean assuming } R = 0, \text{ which is in blatant disagreement with the value, } R = 4.0, \text{ quoted above.}\]
We assume that screening only affects the Flux Factor, \( F_{\bar{p}/p}(t, \xi) \), and therefore only allow the \( \epsilon \) which appears therein to change. As stated above, our working assumption is that the proton–\( \mathcal{P} \)omeran total cross section, \( \sigma_{\bar{p}P}^{\text{total}}(s') = \sigma_0|(s')^{0.10} + R(s')^{-0.32} \) with \( R = 4.0 \), is like a real–particle total cross section and hence has fixed parametrization.

\( K\sigma_0, R, b \) and \( \alpha'' \) are fixed at the UA8 fit values given in Sect. 3. Although using these fixed values is not self-consistent with allowing \( \epsilon \) to vary, any corrections are of order \( \sim 10\% \) and do not obscure the essential results.

Fig. 4 shows the resulting \( \epsilon \) values vs. \( \sqrt{s} \); their errors only reflect the measurement errors in the \( \sigma_{sd}^{\text{total}} \) points. Starting with \( \epsilon = 0.10 \) at the lowest end of the ISR region, the points display a pronounced downward trend with \( s \), reaching \( \sim 0.03 \) at the SPS–Collider and \( \sim 0.01 \) at the Tevatron. From the fits in Sect. 4, \( \alpha' \) also decreases with decreasing \( \epsilon \) (this is not surprising since the trajectory has to match up with its \( s \)-independent part at higher \( t \)). Since \( \alpha' = 0.15 \) is preferred at SPS and Tevatron energies, the dashed line in Fig. 4 is a fit to the solid points (\( \alpha' = 0.25 \)) at the ISR and the open points at SPS–Tevatron (\( \alpha' = 0.15 \)). The solid line shows \( \epsilon \) vs. \( s \) which results from the fits to the ISR data in Sect. 4. The difference between solid points and the solid line is that \( \alpha' \) is not fixed at the arbitrary value of 0.25 GeV\(^{-2} \) in the latter.

### 3.1 Predictions for the Tevatron

Fig. 5 shows Eq. 4 plotted vs. \( \xi \) at \( \sqrt{s} = 1800 \) GeV and small momentum transfer, \(|t| = 0.05 \) GeV\(^2\), for several different values\(^\dagger\) of \( \epsilon \). The figure also shows the results of the CDF experiment\(^{26}\), which they give in the form of a function which, after convoluting with their experimental resolution and geometric acceptance, was fit to their observed differential cross section\(^\dagger\). The CDF function (solid curve) in Fig. 5 is seen to agree in both absolute magnitude and shape to a prediction with \( \epsilon \sim 0.03 \pm 0.02 \). Similar results are found for the CDF function at \( \sqrt{s} = 546 \) GeV (not shown here).

We have integrated these same CDF functions for \( \xi < 0.05 \), to obtain \( d\sigma_{sd}/dt \) at both 546 and 1800 GeV. At \(|t| = 0.05 \) GeV\(^2\), both CDF values agree with UA4\(^{41, 42}\). However, the CDF \(|t|\)-slope at 546 GeV is much steeper \( (b = 7.7 \) GeV\(^{-2} \)\) than are all other ISR, SPS and Tevatron (1800 GeV) measurements. Since its magnitude is sufficient to account for the difference between UA4 and CDF \( \sigma_{sd}^{\text{total}} \) at 546 GeV, we have therefore ignored that CDF point in preparing Fig. 4.

### 4 The \( \mathcal{P} \)omeron trajectory

From the results in Sect. 3 at low–\(|t|\), we have an \( s \)-dependent effective \( \mathcal{P} \)omeron

\(^{10}\alpha' = 0.15 \) is used for these curves; however, the results are almost identical for \( \alpha' = 0.25 \).

\(^{11}\)For reasons explained in Sects. 5.2 and 5.3 of Ref. [15], we add the CDF “signal” and “background” as a good representation of their corrected differential cross section at small \( \xi \) (after unfolding experimental resolution).
intercept which reflects multi–Pomeron–exchange effects. However, as already mentioned, at high–$|t| (> 1 \text{ GeV}^2)$ the trajectory\footnote{We ignore the small (~3\%) difference in $\sigma_{sd}^{total}$ between the two $\sqrt{s}$ values, 546 and 630 GeV.} shows no signs of an $s$–dependence\footnote{In the fits, $K_0$, $b$ and $R$ are fixed at the UA8 values given above.}, since the triple–Regge formalism describes the data between ISR and SPS with no apparent need of damping.

In order to parametrise the full $P$omeron trajectory, we resort to a somewhat unorthodox procedure and fit the $\xi < 0.05$ integral of Eq. (4) (with free parameters to describe the effective $P$omeron trajectory), to the $t$–dependence of the total differential cross section, $d\sigma_{sd}/dt$ ($\xi < 0.05$). This method relies on our knowledge of the remaining $t$–dependence, $|F_1(t)|^2 e^{\Delta t}$ in $F_{P/P}(t, \xi)$, which we believe is reliable since the results from our fits yield a $P$omeron trajectory at high–$t$ which agrees with $\alpha$ values obtained in the UA8 fits\footnote{This justifies its use in the fits of Ref. \cite{15}.} to the shape of $d\sigma/d\xi$ vs. $\xi$ at fixed $t$ values.

There is only one set of $d\sigma_{sd}/dt$ data above ISR energies which covers the complete $|t|$ range from 0–2 GeV$^2$. Fig. 6 shows the measurements at the SPS–Collider by the UA4 collaboration\cite{41, 42} (open points) and by the UA8 collaboration\cite{15} (solid points). The UA4 data cover most of the $t$–range because they come from independent high–$\beta$ and low–$\beta$ runs at the SPS. The UA8 data only cover the high–$|t|$ part of the range, but they are in good agreement with the UA4 points where they overlap\footnote{In the fits, $K_0$, $b$ and $R$ are fixed at the UA8 values given above.}. Although the poor $\xi$ resolution of the low–$\beta$ run precludes use of the data for fits to the $\xi$–dependence, the $d\sigma_{sd}/dt$ distribution is hardly influenced.

The solid and dashed curves in Fig. 6 are fits (row 3 in Table 1) of the $\xi < 0.05$ integrated version\footnote{This justifies its use in the fits of Ref. \cite{3}.} of Eq. (4) to the $d\sigma_{sd}/dt$ data points in the figure. They correspond to the two different, but similar, parametrizations of $\alpha(t)$ shown in Fig. 6(a) (those with lower intercepts). One is the quadratic trajectory (solid), $\alpha(t) = 1 + \epsilon + \alpha' t + \alpha'' t^2$, with three free parameters ($0.035 \pm 0.001$, $0.165 \pm 0.002$ GeV$^{-2}$ and $0.059 \pm 0.001$ GeV$^{-4}$, respectively). The dashed trajectory consists of two straight lines, and also has three free parameters, the intercept, slope and the $|t|$ value at which the trajectory continues horizontally to larger–$|t|$ values ($0.033 \pm 0.001$, $0.134 \pm 0.003$ GeV$^{-2}$ and $0.80 \pm 0.02$ GeV$^2$, respectively). The two fitted trajectories are nearly identical. Remarkably, they are seen to agree with the two previous independent determinations\footnote{We ignore the small (~3\%) difference in $\sigma_{sd}^{total}$ between the two $\sqrt{s}$ values, 546 and 630 GeV.} of $\alpha(t)$ in the high–$|t|$ region with $\xi > 0.03$.

Encouraged by this result, we turn to the corresponding ISR measurements\cite{13, 14} of $d\sigma_{sd}/dt$ (see Fig. 7). The solid curves in Fig. 7 are the result of a single 6–parameter fit ($\chi^2/DF = 1.4$) of the $\xi < 0.05$ integrated version of Eq. (4) to all data points shown, using $\alpha(t) = 1 + \epsilon + \alpha' t + \alpha'' t^2$. The 6 parameters arise from assuming that $\epsilon$, $\alpha'$ and $\alpha''$ each has an $s$–dependence of the type, $\epsilon(s) = \epsilon(549) + A \cdot \log(s/549)$. At $s = 549$ GeV$^2$, the fit parameters, $\epsilon$, $\alpha'$ and $\alpha''$ are, respectively, $0.096 \pm 0.004$, $0.215 \pm 0.011$ GeV$^{-2}$ and $0.064 \pm 0.006$ GeV$^{-4}$. $\epsilon(549) = 0.10$ agrees perfectly with the value obtained from fitting to the $s$–dependence of total cross sections\footnote{This justifies its use in the fits of Ref. \cite{4}.} \cite{20, 21}, while $\alpha'(549) = 0.215$ is smaller than the conventional 0.25.

The fit also yields the energy dependence parameter, “$A$”, for each of $\epsilon$, $\alpha'$ and $\alpha'':$
−0.019 ± 0.005, −0.031 ± 0.012 and −0.010 ± 0.006, respectively. This allows us to plot the fitted $\epsilon$ vs $s$ in Fig. 4 (solid line) over the ISR energy range. The curve is more reliable than the points obtained in Sect. 3 from $\sigma_{sd}^{total}$ values, because $\alpha'$ is not fixed at the arbitrary value, 0.25. The areas under the fitted curves in Figs. 6 and 7 are in good agreement with the published $\sigma_{sd}^{total}$ values.

The effective trajectories corresponding to the fits in Fig. 7 are plotted in Fig. 3(b) at the lowest ($s = 549$ GeV$^2$) and highest ($s = 3892$ GeV$^2$) ISR energies. Also shown is the same SPS-Collider trajectory as in Fig. 3(a). At $|t| = 1.5$ GeV$^2$, all trajectory values agree to within about ±0.01. We therefore refit the ISR data of Fig. 7, constraining all ISR trajectories to have the same value at $|t| = 1.5$ GeV$^2$. With $\chi^2$/DF = 1.4, we find $\alpha(1.5) = 0.923 ± 0.002$ ($\alpha(0)$ and $\alpha'(0)$ do not change significantly). When the uncertainty in $b = 1.08 ± 0.20$ is taken into account, the error enlarges to $\alpha(1.5) = 0.92 ± 0.03$, shown as the square point in Fig. 3(b).

5 Discussion

Using Refs. [15, 25] and the work in the present paper, we have seen that the triple–Regge formula with both PPP and PPR terms describes all available inclusive single–dissractive data from ISR to Tevatron, provided that the effective Pomeron Regge trajectory intercept, $\alpha(0)$, is $s$–dependent and decreases from a value, 1.10, at low energies to a value about 1.03 at the SPS-Collider and perhaps smaller at the Tevatron. The data also require [15] a “flattening” of the Pomeron trajectory at $\alpha \approx 0.92$, for momentum transfer, $|t| > 1$ GeV$^2$. Together, these two characteristics specify a new effective Pomeron trajectory in inelastic diffraction, which is in disagreement with the “traditional” soft Pomeron trajectory obtained from fits to the energy dependence of hadronic total cross sections. An $s$–dependent effective intercept which decreases with increasing energy is expected from multi–Pomeron–exchange (screening/damping) calculations.

We find it remarkable that, despite the presence of multi–Pomeron–exchange contributions, Eq. 2 and the factorization of Pomeron emission and interaction seem to retain a high degree of validity. This suggests that multi–Pomeron–exchange effects behave in an approximately factorizable way [45].

It is also remarkable that single–Pomeron–exchange with a fixed trajectory describes inelastic diffraction so well in the higher–$|t|$ domain, when it is known that high–$|t|$ elastic scattering has multiple exchange contributions [10] there. It will be useful to elaborate the evidence for a dominant fixed Pomeron trajectory at high–$|t|$ in inelastic diffraction:

(a) First, we note that elastic and inelastic diffraction are very different. There is no evidence in inelastic diffraction (see Figs. 3 and 4) for the characteristic presence of the $s$–dependent dip (and break) seen in $pp$ elastic scattering and very differently in $\bar{p}p$ elastic scattering. Indeed, we have a self–consistent set of single–Pomeron–exchange fits to the $pp$ data at the ISR (Fig. 4) and to the $\bar{p}p$ data at the SPS–Collider (Fig. 3).

(b) The $x_p$ (or $\xi$) distribution in React. 1 shows similar $x_p \sim 1$ peaking at high–$|t|$ (> 1 GeV$^2$) as at low–$|t|$ (see Ref. [15]), which is a signature for the flattening of the
Pomeron trajectory at high–|t|. It is extremely interesting to note that the trajectory value we obtain, $\alpha = 0.92 \pm 0.03$ at $|t| = 1.5$ GeV$^2$, is consistent with the Pomeron trajectory obtained at high–|t| in $\rho^0$ and $\phi$ photoproduction by the ZEUS collaboration$^{[46]}$ and in $J/\Psi$ photoproduction by the H1 Collaboration$^{[47]}$. This suggests a universal fixed Pomeron trajectory in the high–|t| domain.

(c) The fits of Eq. 1 with its embedded Regge factor, $\xi^{1-2\alpha(t)}$, to the entire set of differential cross section data and their s–dependences are highly overconstrained and yield good results. Thus, additional complications are not required by the data. It is particularly impressive that the three different and independent ways of determining $\alpha(t)$ (see Table 1) for $|t| > 1$ GeV$^2$ in Fig. 3 all give the same result. In one case, the fits$^{[15]}$ are to all data points at ISR and SPS-Collider with $\xi > 0.03$ (including non–Pomeron–exchange background). Secondly, there are fits$^{[13]}$ to the shapes of $d^2\sigma/d\xi dt$ vs. $\xi$ with $\xi < 0.03$ at fixed–$t$. And, in the present paper, we fit to all available $d\sigma_{sd}/dt$ with $\xi < 0.05$ over the entire range of $t$ at both ISR and SPS-Collider.

(d) An additional argument in favor of one–Pomeron–exchange at high–$t$ is that, in Ref. $^{[48]}$, the extracted Pomeron–Pomeron total cross section, $\sigma_{PP}^{total}$, agrees with factorization expectations above the few–GeV mass region.

(e) Finally, the UA8 results on hard scattering$^{[10]}$ at high–$t$ yield essentially the same picture of the Pomeron’s partonic structure as do the low–$|t|$ experiments at HERA and Tevatron.

On another point, we understand that, naively, screening effects are expected to increase with |t|. This appears to contradict our observations. Indeed, the flattening of the Pomeron trajectory at high–|t|, as well as the apparent absence of damping there$^{[25]}$ (damping effects are seen to “fade away” as $|t|$ increases from 0.5 to 1.0 GeV$^2$) suggests that the trajectory is entering the perturbative domain. For example, this change in dynamics at high–$|t|$ from the simple eikonal approximation could arise from the dominance of “small–size configurations” in the recoil nucleon$^{[49]}$. It is, in any case, an intriguing situation which should be given further attention.

One hopes that future calculations of multi–Pomeron–exchange effects will account for the effective intercept and slope at $t = 0$ which we have presented, as well as preserve the high degree of factorization exhibited by the data. An additional factor which should be taken into account in multi–Pomeron–exchange calculations can be inferred from a recent result of the UA8 Collaboration on the analysis$^{[18]}$ of double–Pomeron–exchange data, where both final state observed $p$ and $\bar{p}$ are in the momentum transfer range, $|t| > 1.0$ GeV$^2$. The extracted Pomeron–Pomeron total cross section agrees with factorization expectations in the invariant mass range, $9 < \sqrt{s'} < 25$ GeV. However, at smaller masses, there is a pronounced enhancement of the Pomeron–Pomeron cross section, peaking in the few–GeV mass region, with about a factor of ten larger cross section than expected from factorization. Although, with a mass resolution about $\sigma = 2$ GeV, it is impossible to observe structure in the Pomeron–Pomeron spectrum, this result implies that there is at least a strong interaction in the low–mass Pomeron–Pomeron system, which can have a significant, and perhaps simplifying, impact on the nature of multiple Pomeron exchange.
Table 1: The three types of fits which yield self-consistent Pomeron Regge trajectories in the $|t| > 1 \text{ GeV}^2$ domain, shown in Fig. 3. The fits labeled “shaded band” include non-Pomeron-exchange background.
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Figure 1: Upper: The diffractive $\bar{p}p$ process. The exchanged Pomeron has a momentum transfer, $t$, and momentum fraction, $\xi \equiv x_p = 1 - x_{\bar{p}}$, of the incident proton. The squared invariant mass of the $X$ system is $M_X^2 = s' = \xi s$. Lower: The triple–Regge version of the upper process.
Figure 2: Measured total single diffractive cross section for $\xi < 0.05$ in $pp$ or $p\bar{p}$ interactions vs. $\sqrt{s}$. A factor of two is included to account for both hemispheres (see the experiment references in Ref. [25]). The insert is a blow-up of the ISR energy range. The solid curve is the UA8 Triple–Regge prediction; the dashed curve shows the consequence of multiplying it by a “toy” damping factor [25].
Figure 3: Pomeron Regge trajectory with $s$–dependent effective intercept; (a) Shaded band is from a simultaneous fit to all ISR/UA8 SPS data in the range $0.03 < \xi < 0.10$; Solid points are fits to the UA8 data with $\xi < 0.03$ at fixed $t$ (see Table I). The solid and dashed curves correspond to new fits to the UA4 + UA8 SPS $d\sigma_{sd}/dt$ with $\xi < 0.05$ as described in the text; (b) The curve labeled “SPS” is the same as in (a). “ISR” curves correspond to highest and lowest ISR energies from fit to all energies shown in Fig. I. The fit intercept values have small errors (see text). The point is our best estimate of $\alpha(t)$ at $|t| = 1.5$ GeV$^2$. 

Figure 4: The solid and open points are calculated effective $\epsilon$ values vs. $s$, which are required to make the predicted $\sigma_{sd}^{total}$ values in Fig. 2 (solid curve) agree with the various measured values. To emphasize the trend, the dashed line is a fit to the solid points at the ISR and the open points, UA4 at the SPS-Collider and CDF at the Tevatron. As discussed in the text, the more reliable solid line is the result of fitting to the ISR $d\sigma_{sd}/dt$ points in Fig. 4, with $\alpha'$ and $\alpha''$ also allowed to vary with $s$. 

\[ \epsilon = 0.25 \]
\[ \epsilon = 0.15 \]
Figure 5: The solid line is the CDF parametrization of their single diffractive differential cross section [26] (single hemisphere) vs. $\xi$ at $|t| = 0.05$ GeV$^2$ and $\sqrt{s} = 1800$ GeV; there is a $\pm 17\%$ quoted normalization uncertainty in $\sigma^{total}_{sd}$. As discussed in the text, the dashed, dotted and dash–dotted curves show the predicted differential cross section vs. $\xi$ at three values of effective $\epsilon$ in $F_{P/p}(t, \xi)$, calculated using Eq. [4], the UA8 fit parameters and $\alpha = 0.15$. 
Figure 6: Inclusive differential cross sections for protons (and antiprotons) in the reaction for $x_p > 0.95$, from experiments UA4 [41, 42] with $\sqrt{s} = 546$ GeV and UA8 [15] with $\sqrt{s} = 630$ GeV. The integral is $\sigma_{sd}^{total} = 9.4 \pm 0.7$ mb. The solid and dashed curves are fits ($\chi^2$/DF values are 4.2 and 2.0, respectively), corresponding to the solid and dashed Pomeron trajectories shown in Fig. 3(a) and described in the text.
Figure 7: ISR inclusive differential cross sections [33, 34], $d\sigma_{sd}/dt$, for protons with $x_p > 0.95$ in the $pp$ version of React. 1 (both arms) at the indicated $s$–values. The solid curves result from a single 6–parameter fit of the $\xi < 0.05$ integrated version of Eq. 4 to all data points shown, using $\alpha(t) = 1 + \epsilon + \alpha' t + \alpha'' t^2$, where each of the parameters is assumed to have an $s$–dependence of the type, $\epsilon(s) = \epsilon(549) + A \cdot \log(s/549)$. $\chi^2/DF = 1.4$ for the combined fit.