The nonlinear initiation of side-branching by activator-inhibitor-substrate (Turing) morphogenesis
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An understanding of the underlying mechanism of side-branching is paramount in controlling and/or therapeutically treating mammalian organs, such as lungs, kidneys, and glands. Motivated by an activator-inhibitor-substrate approach that is conjectured to dominate the initiation of side-branching in pulmonary vascular pattern, I demonstrate a distinct transverse front instability in which new fingers grow out of an oscillatory breakup dynamics at the front line, without any typical length scale. These two features are attributed to unstable peak solutions in 1D that subcritically emanate from the Turing bifurcation and that exhibit repulsive interactions. The results are based on a bifurcation analysis and numerical simulations, and provide a potential strategy toward developing a framework of side-branching also of other biological systems, such as plant roots and cellular protrusions.

Reaction-diffusion type models are widely employed as a laboratory for the study of pattern formation in spatially extended systems that are driven far from equilibrium, ranging from biological and ecological realizations to technological applications. In the biomedical context, multi-variable reaction-diffusion models are often referred to as activator-inhibitor-substrate systems. While complete modeling of the morphogenesis of organs is difficult to realize, uncovering partial mechanisms responsible for it remains of utmost importance for understanding functional aspects and application design. This study demonstrates a distinct type of transverse front instability and is related to the nucleation of side-branches. As such, the results open new vistas that are likely to be relevant in a variety of biological and ecological systems.

I. INTRODUCTION

Several essential organs in mammals, such as the lungs, kidneys, pancreas, and mammary glands, self-organize in tree-like branched architectures, a form that enables the exploitation of a large active surface area while preserving a small volume. Two types of basic processes are noticeable in the structural development with respect to locations along the “mother” branch: (i) Tip splitting, where the “mother” branch deforms into “daughter” branches and (ii) side-branching, where “daughter” branches nucleate along the “mother” branch (far from the tip position). The interest here is in the mechanism of side-branching and, in particular, in the puzzling suppression of the side-branches, which has been observed through an excess of the matrix GLA protein (MGP) in the lungs vasculature, as shown in Fig. 1. The experiments show that under excess MGP, which is the inhibitor of the bone morphogenetic protein (BMP), the nucleation of side-branches becomes sporadic as compared to the wild type. This phenomenon points toward a nonlinear nucleation mechanism, which may become essential upon the integration of biochemical and mechanic components.

The mechanism of side-branching is a multiscale process involving cues ranging from the molecular level to tissue compositions. A growing number of experiments indicate that biochemical signaling at the mesoscale dominates the initiation of side-branches. In other words, similar feedback loops, although in each developmental process these interactions are mediated by different proteins, were identified as operating in the development of the lungs, salivary gland, and kidney, see details in [1,2]. Traditionally, biochemical circuits point towards Turing’s morphogenesis mechanism. This mechanism underlies the interaction between molecules of activator and inhibitor substances and indeed has also been adopted to shed light on certain aspects related to the branching phenomenon, ranging from mammalian organs to plant roots [17,18,21,32]. While numerical simulations show a similarity to the empirically observed dichotomy of branching mechanisms, the explicit instability mechanism of side-branching remains unclear. Therefore, it is of importance to clarify the role played by biochemical signaling in side-branching initiation and, especially, to address the pattern formation mechanism under excess inhibitor (e.g., MGP) as in [17].

Motivated by lung-vasculature development, I use an activator-inhibitor-substrate (AIS) model and reveal a distinct nonlinear nucleation mechanism. Analysis of the model suggests that spatially localized activator
tively tackle vascular and lung development\textsuperscript{22}

\[
\begin{align*}
\frac{\partial A}{\partial t} &= \frac{cSA^2 - \mu A + \rho AY + D_A \nabla^2 A = F_A + D_A \nabla^2 A,}{}
\frac{\partial H}{\partial t} &= \frac{cSA^2 - vH + \rho HY + D_H \nabla^2 H = F_H + D_H \nabla^2 H,}{}
\frac{\partial S}{\partial t} &= \frac{c_0 - \gamma S - \varepsilonYS + D_S \nabla^2 S = F_S + D_S \nabla^2 S,}{}
\frac{\partial Y}{\partial t} &= \frac{dA - cY + \frac{Y^2}{1 + fy^2} = F_Y,}{}
\end{align*}
\]

where $A$, $H$, and $S$ are diffusible concentrations of the activator (BMP), inhibitor (MGP), and substrate (TGF-β/ALK1), respectively, while $Y$ represents an irreversible marker for differentiated endothelial cells. The activator $A$ follows autocatalysis, also accompanied by a positive feedback from the substrate $S$, and inhibited by $H$. The activator triggers cell differentiation at rate $d$, representing a commitment to differentiate via the $Y$ field. For a detailed description of the biochemical signaling, the reader is referred to Yao et al., 2007\textsuperscript{12}.

For consistency, I also use here the rate of inhibitor secretion by cells, $\rho_H$, as a control parameter, while keeping all other parameters fixed, as in\textsuperscript{17} $c = 0.002, \mu = 0.16, \rho_A = 0.005, \nu = 0.04, c_0 = 0.02, \gamma = 0.02, \varepsilon = 0.1, d = 0.008, \varepsilon = 0.1, f = 10, D_A = 0.001, D_H = 0.02, D_S = 0.01$.

System (1) has several uniform solutions: In addition to the “trivial” stable solution $P_0 \equiv (A_0, H_0, S_0, Y_0) = (0, 0, c_0/\gamma, 0)$, there are regions in which a multiplicity of nontrivial solutions coexist\textsuperscript{20}. Of these, only one is linearly stable under uniform perturbations, and is referred to as $P_\ast \equiv (A_\ast, H_\ast, S_\ast, Y_\ast)$ (see Fig. 2); other solutions are not of interest here and thus are not shown. While $P_0$ is also linearly stable under nonuniform perturbations, $P_\ast$ goes through a Turing (finite wavenumber) instability\textsuperscript{20}, where periodic perturbations with wavenumber $k$,

\[
P - P_\ast \propto e^{i(k + \frac{\alpha}{2}x)},
\]

begin to grow exponentially at a rate $\sigma = \sigma(k) > 0$. The instability sets in at $\rho_H = \rho_H^* \approx 1.0 \cdot 10^{-5}$ and the critical wavenumber is $k = k_T \approx 2.18$; see inset in Fig. 2(a).

Examination of the experimental results\textsuperscript{17}, however, does not indicate any undulations accompanying the differentiated “mother” branch or a typical length scale of the side–branches emanating from it (see Fig. 1). Thus, our interest is in the bistable region (coexistence of stable $P_\ast$ and $P_0$ states), $\rho_H > \rho_H^*$, in which a front solution exists, i.e., differentiated and non-differentiated endothelial cells. Additionally, previous numerical simulations show\textsuperscript{17,24} another persistent feature that is related to the differentiation region, a strong local overshoot in expression of the activator that appears in all spatial dimensions, a characteristics that is consistent with experimental observations\textsuperscript{27,28}.

II. MODEL EQUATIONS AND BISTABILITY

In 1976, Meinhardt\textsuperscript{15} proposed several AIS model equations to describe different aspects of the branching framework. One system has been employed to qualita-
In what follows, it will be shown that this overshoot is, in fact, related to an isolated peak solution embedded in a background of uniform state $P_*$, whose role is twofold: To serve as a triggering event in a direction perpendicular to the tip motion and as an underlying pattern selection mechanism through which side-branches may appear. This phenomenon is summarized in DNS for a slightly perturbed (near the edges in $x$ direction) planar front-like initial condition, as shown in Fig. 3. For a high value of $\rho_H$ (corresponding to the excess MGP), the interface between $P_*$ and $P_0$ is stable with no peak formation (Fig. 3(a)), while for the lower $\rho_H$ value (wild type), yet above $\rho_T$, peaks do form not only at the perturbed locations but also in the middle of the domain and far from the initially created side-branches. Some of them then stabilize and form 2D propagating side-branches, as shown in Fig. 3(b). To understand this surprising pattern formation mechanism, I analyze (1) in the context of nonuniform solutions and the role they play in applied perturbations.

For the existence of stationary peak solutions in (1), I exploit the spatial dynamics method by seeking solutions after rewriting (1) as first-order differential equations, where the time variable is replaced by the space variable:

$$A_x = -a, \quad H_x = -h, \quad S_x = -s, \quad Y_x = -z$$

$$\frac{d x}{d t} = \frac{F_A}{D_A}, \quad h_x = \frac{F_H}{D_H}, \quad s_x = \frac{F_S}{D_S}, \quad z_x = \frac{F_T}{D_Y}$$

Note that an inconsequential weak diffusion for the $Y$ field ($D_Y = 10^{-7} \ll D_A$) was added for numerical regularity. Stability is complemented by standard eigenvalue computations using a linearized version of (1). Using (3), it is possible to numerically obtain (using the path-continuation package AUTO [45]), the primary branch of bifurcating Turing solutions $\rho_H = \rho_T$, i.e., solutions with periodicity $L_T = 2\pi/k_T \simeq 2.88$, where $k_T$ is the critical wavenumber at the instability onset $\rho_H = \rho_T$. The periodic solutions, $L_T$, bifurcate subcritically, that is, towards the stable direction of $P_*$ (see}

---

**FIG. 2.** (a) Bifurcation diagram showing the activator field ($A$) on the top and the differentiation field ($Y$) on the bottom, as computed on a rectangular domain $[x, y] \in [16, 5]$ with Neumann boundary conditions. The initial condition is an interface that connects $P_*$ and $P_0$, and dark colors indicate higher values of $A$ and differentiated $Y$ fields. The (red) contour lines in the bottom panel mark the locations of the localized $A$ states shown in the top panel. Parameters: (a) $\rho_H = 3.0 \cdot 10^{-5}$ and (b) $\rho_H = 2.0 \cdot 10^{-5}$. See supplementary movie (multimedia view) in 2D grey-scale for the time evolution of the $A$ field for (b).

**III. THE EMERGENCE OF PEAK SOLUTIONS FROM THE TURING ONSET**

For the existence of stationary peak solutions in (1), I exploit the spatial dynamics method by seeking solutions after rewriting (1) as first-order differential equations, where the time variable is replaced by the space variable:

$$A_x = -a, \quad H_x = -h, \quad S_x = -s, \quad Y_x = -z$$

$$\frac{d x}{d t} = \frac{F_A}{D_A}, \quad h_x = \frac{F_H}{D_H}, \quad s_x = \frac{F_S}{D_S}, \quad z_x = \frac{F_T}{D_Y}$$

Note that an inconsequential weak diffusion for the $Y$ field ($D_Y = 10^{-7} \ll D_A$) was added for numerical regularity. Stability is complemented by standard eigenvalue computations using a linearized version of (1). Using (3), it is possible to numerically obtain (using the path-continuation package AUTO [45]), the primary branch of bifurcating Turing solutions $\rho_H = \rho_T$, i.e., solutions with periodicity $L_T = 2\pi/k_T \simeq 2.88$, where $k_T$ is the critical wavenumber at the instability onset $\rho_H = \rho_T$. The periodic solutions, $L_T$, bifurcate subcritically, that is, towards the stable direction of $P_*$ (see}
are chosen to be at or outside the subcritical region, as results in stability of planar fronts in 2D and therefore, (Fig. 4(a)). Stability of the front in 1D (in the front propagates without any structural changes showing that after a transient overshoot at early times, is linearly stable as demonstrated by a space-time plot, side the peak existence region, the differentiation front the former as the case (ii). Consequently, the peaks approach equidistant separation

\[ \rho_T \lesssim 2.24 \cdot 10^{-5} \]

which means that the length scale depends on the domain size and the nonlinear perturbations throughout the domain as opposed to the typical Turing patterns.

The saddle-node (SN) bifurcation at which the peak solutions disappear (on the branch that is labeled as \( L_p \)) extends beyond the existence region of periodic Turing states \( (L_T) \), i.e., for larger values of \( \rho_H \). The inset in Fig. 2(b) shows that the periodic and the peak solutions have the similar form, although \( L_T \ll L_p \), as demonstrated via the profiles at both SN bifurcations; for the peak solution (red line) only part of the domain is shown. All periodic and peak solutions are linearly unstable to oscillations in 1D (where large amplitude solutions are additionally unstable to oscillations) while in 2D peak solutions (which are in fact spots) become unstable, even beyond the SN of the \( L_p \) branch; it is common that existence and stability regions differ from 1D to 2D. This explains why, in 2D DNS, the peaks are locked to the differentiation-front region. Temporal stability will be studied in detail, elsewhere.

**IV. NONLINEAR TRANSVERSE FRONT INSTABILITY AND SIDE–BRANCHING**

The existence of peak solutions in 1D triggers the side–branching nucleation in 2D (see Fig. 3 and the supplementary movie (multimedia view)) by two processes that act simultaneously in the differentiated front \( y \) direction and in the transverse to the front line direction, i.e., in the longitudinal \( x \) direction. These two processes underline a distinct nonlinear transverse front instability for bistable systems. For convenience, we discuss the impacts of these two processes separately by referring to the former as the case (i) and to the latter as the case (ii).

Case (i) is related to the differentiation process that exhibits qualitatively different behaviors if the parameters are chosen to be at or outside the subcritical region, as summarized in Fig. 4. For high values of \( \rho_H \) that are outside the peak existence region, the differentiation front is linearly stable as demonstrated by a space-time plot, showing that after a transient overshoot at early times, the front propagates without any structural changes (Fig. 4(a)). Stability of the front in 1D (in \( y \) direction) also results in stability of planar fronts in 2D and therefore, side–branches do not form, which is consistent with the DNS demonstrated in Fig. 3(a). For \( \rho_H \) values that are inside the subcritical Turing regime (Fig. 2(b)), fronts are unstable and their propagation involves strong peak oscillations at the front line, as shown in Fig. 4(b). The fluctuations in the peak amplitude are attributed to relatively sharp oscillations (see inset in bottom panel of Fig. 4(b)) that are difficult to resolve on discrete grids in space and time before reaching asymptotic oscillations (not shown here). The locked peak oscillations at the propagating front line can be understood through the AIS kinetics using the dynamics along the nullclines, i.e., in the \((A, Y)\) phase plane with invariant manifolds \( F_A = 0 \) and \( F_Y = 0 \). Figure 4(c) depicts two typical front profiles in the \((A, Y)\) phase plane, the first at times be-
FIG. 5. Snapshots of DNS of (1) showing the cell differentiation field, $Y$, computed on a circular domain of diameter 30 and with Neumann boundary conditions, where the initial condition is depicted in (a); dark color indicates higher values of $Y$. Notably, images (b) and (c) are not asymptotic solutions. Parameters: (b) $\rho_H = 3.0 \cdot 10^{-5}$, (c) $\rho_H = 2.0 \cdot 10^{-5}$.

Therefore peak formation (bottom blue line) while the second through the peak formation (top green line), the inset shows the nullclines (solid blue/yellow lines) together with the heuristic trajectories (dashed blue/green lines, respectively) of the profiles.

The front is a nonlinear perturbation as it connects two uniform states (i.e., it is a heteroclinic connection) so that any local fluctuation in the front line, such as propagation, increases the $A$ field due to an abrupt increase in the $Y$ field. Therefore, if the $\rho_H$ value is within the subcritical region, the trajectory follows the top nullcline (as indicated by the arrow in the inset) along the manifold of the peak solution, which is unstable. Since the peak solutions are of order one in their amplitudes, their height is above $A \approx 0.5$ (see inset in Fig. 2(b)), the trajectory makes a large excursion (the overshoot) before connecting to the trivial state $P_0$ at $(A, Y) = (0, 0)$. Consequently, the “flow” about the unstable peak manifold (in $y$ direction) provides a robust symmetry breaking mechanism through which nonuniform perturbations along the transverse front line (in $x$ direction) lead to the formation of stable localized spots (side–branching stems in Fig. 2(b)) out of the planar rim oscillations, as shown in the supplementary movie (multimedia view). Notably, this trajectory is absent to the right of the subcritical regime and thus, in the absence of peak solutions, side–branching is suppressed, as shown in Fig. 3(a).

Case (ii) is related to the wavenumber selection of the nucleated peaks along the transverse front line (in $x$ direction) and is associated with the repulsive nature of the formed side–branches that are driven by the nature of the spatially localized perturbations. This stems from the foliated homoclinic organization of peaks in 1D and thus, results in the formation of isolated side–branches, in which separation distances depend on the applied perturbations. In DNS shown in Fig. 3, I used weak (yet finite) transverse perturbations along the front line that indeed in the subcritical region, resulted in formation of side–branches. However, the stability of spot solutions in 2D (as opposed to 1D) implies that large localized perturbations may also trigger side–branches. In biological context, such perturbations can be attributed to mechanical instabilities or relatively localized biochemical stimuli, such as Fgf10 and the VEGF family.

To test the roles of large perturbations, I performed DNS using circular domains and with a square shape initial condition that has well-defined high curvature regions (Figs. 5(b)), i.e., strong localized (nonlinear) perturbations. Figure 5(b) shows that for high $\rho_H$ values that are beyond the subcritical regime, the side–branches form only from the corners of the initial condition. This behavior implies that to the right of the subcritical region only sporadic side–branches can form, a situation that resembles excess MGP that is shown in Fig. 1(b), i.e., the side–branches are not expected to have any typical length scale. On the other hand, if $\rho_H$ is in the subcritical region, side–branches form also along the planar portions, in accordance with case (i). This equidistant space filling patterning implies that in this regime, side–branches are likely to form a defined periodicity (see Fig. 1(a)) that may be confused with a classical Turing mechanism.

Notably, the subcritical nature of nonuniform solutions explains the (artificial) need for parameter fluctuations as nonlinear perturbations that have been employed in previous DNS to trigger side–branching, i.e., fluctuations in the value of $\epsilon_0$ at each time step. Here it is shown that such fluctuations are not essential.

V. DISCUSSION

By using a bifurcation analysis of an activator–inhibitor-substrate system in the bistable regime of homogeneous states, it is possible to reveal a distinct nonlinear transverse front mechanism that may explain the different forms of side–branching development, such as in the case of pulmonary vascular pattern[27] as explained in Fig. 1(a). Owing to repelling peaks that emerge subcritically from the Turing onset, the nucleation mechanism of side–branches involves a transverse front instability that is different from other linear and nonlinear fingering instabilities in bistable reaction–diffusion type systems[39,62], not only by the presence of the oscillatory phase that precedes the break up into fingers but also in the absence of a typical length scale. The pattern formation mechanism appears as robust since it is related to global bifurcations, i.e., homoclinic and heteroclinic connections in space describing peaks and fronts, respectively. In the context of pulmonary vascular pattern, the results suggest that the excess amount of the inhibitor (MGP) corresponding to high values of $\rho_H$ suppresses in general the formation of side–branches. However, in the presence of large nonlinear perturbations, such as mechanical instabilities or spatially localized biochemical stimuli, side–branches may still sporadically form, as shown in Fig. 1(b).

More broadly, similar nonlinear transverse instabil-
ity is expected to be a generic feature of other systems, where isolated peaks along with bistability have been reported, such as plant root-hairs,\(^1{\text{2}}\) transition of epithelial/mesenchymal phenotypes to metastasis,\(^1{\text{3}}\) formation of filopodia by actin polymerization,\(^1{\text{4}}\) and nonlinear optics.\(^1{\text{5}}\)
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