I. INTRODUCTION

Magnetic materials are of great interest even before the beginning of the application of quantum physics to the solid-state physics\(^1\). The domain patterns are essential for understanding the magnetic materials since the macroscopic properties of magnetic materials are largely affected by the domain patterns\(^2\). In the light of recent progress in experimental methods to observe the magnetic domain patterns, it is now convincing that one may obtain information on the magnetic dynamics, e.g., the material parameters, the external magnetic fields, and the size of the magnetic materials from the domain patterns. Among such experimental methods, X-ray magnetic circular dichroism (XMCD)\(^3\) and the detection of the Kerr effect\(^4\) via visible light\(^5\) are well-known methods to detect the magnetization normal to the surface of the materials. In the realm of theoretical- and simulation physics, researchers have already made progress towards this aim. Jagra\(^6\) and Kudo et al.\(^7\) performed numerical simulations using similar models to reproduce the magnetic domain patterns on two-dimensional magnetic materials. The latter proposed a relation between the sweep rate of the external magnetic field and the final magnetic domain patterns in the equilibrium state. They utilized the two-dimensional kinetic Ising spin system with spins on the square lattice lying on the \(xy\)-plane, while the magnetization is restricted in the \(z\)-direction, which is normal to the \(xy\)-plane. Assuming that the high-wavenumber components of the Green’s function of the dipole-dipole interaction play few roles, they succeeded in explaining the various domain patterns resulting from different sweep rates by solving the time-dependent Ginzburg-Landau (TDGL) equation numerically\(^8\). Iwano et al.\(^8\) adopted a numerically evaluated effective two-dimensional Green’s function for the dipole-dipole interaction.

In the early history of the researches of the TDGL dynamics, the probability density functions (PDFs) of the spin systems under the TDGL dynamics have been studied by Kawasaki\(^9\)-\(^11\) in the 1970s. Suzuki et al.\(^12\) also studied the same system using the Markov chain. Their major interests were to obtain the global characteristics of the spin configuration, e.g., the dynamic magnetic susceptibility\(^9\) and the critical exponents\(^12\), using the analytical tools including the diagrammatic methods. In the 1980s, Grant et al.\(^13\) investigated the similar system in a context of the phase separation, and developed a theory using the spatial wavenumbers of the fields. On the other hand, Kawasaki\(^14\) also investigated the kink dynamics in the one-dimensional TDGL model, whose achievements have been inherited to the researches on the dynamical phase-transition in the TDGL dynamics of the XY-model\(^15,16\). In the late 1980s, numerical simulations have been performed using the TDGL equation in the real-space\(^17\).

In the realm of magnetic materials, the explanations of the magnetic domain patterns have been developed for decades\(^18\)-\(^20\). The Kooy-Enz model\(^21\) and its variants\(^19,22\) assume simple domain patterns specified by
functions with one or more parameters and minimize the total energy (the sum of the contributions from the domain and the domain wall) with respect to the parameters. The forms of the functions that determine the domain patterns are chosen \textit{a priori} so that the entire problem simplifies into an optimization problem of real functions. Garel \textit{et al.} analyzed the behavior of the similar system under finite temperature \(T\) and external magnetic field \(H\) thermodynamically and plotted the \(T-H\) phase diagram with three phases named \textit{uniform}, \textit{bubble}, and \textit{striped}. These phases are also defined by simple analytic functions with a few parameters.

In this Paper, we take a new strategy that does not involve any \textit{a priori} defined functions. The effects of the material thickness and other parameters to the TDGL pattern formation are explained by the newly proposed \textit{equation of balance} that describes the balances between the linear- and nonlinear forces in the equilibrium state reached after appropriate numerical time-evolutions with a realistic initial condition. This equation enables us to predict the phase that a specific TDGL equation with a given set of parameters forms in the equilibrium state. In the language of the magnetism, we can predict the pattern of the magnetic domain formed in thin magnetic materials for a given set of the TDGL parameters with the proposed method.

In this Paper, we use a numerical method to construct an effective two-dimensional Green's function by analytically averaging the dipole-dipole interactions along the \(z\)-direction for each grid point on the \(xy\)-plane as proposed in Ref.\textsuperscript{8}, enabling us to take the effects of the thickness into account more precisely.

## II. MODEL AND METHODS

We utilize the Ising-like spin model with TDGL dynamics\textsuperscript{7,13,17,24,25}, also referred as the \textit{kinetic Ising model}\textsuperscript{26}. We prepare an array of complex variables \(\{\phi(r)\}\) with \(r\) being an element of two-dimensional discrete space \(D = \{(x, y) : 1 \leq x, y \leq L\} \subset \mathbb{Z}^2\) for a positive integer \(L\). Each variable \(\phi\) is regarded as a magnetic dipole restricted in the \(z\)-direction, while the vector \(r\) represents a coordinate on the \(xy\)-plane, normal to the \(z\) axis. Note that the \(x\)- and \(y\)-components of spins are set to zero in this model. Introducing the saturation magnetization \(\rho > 0\), the TDGL equation for the spin system above with time parameter \(t\) is,

\[
\frac{d\phi(r)}{dt} = W(r|\phi) + B(t),
\]

where \(B\) is the explicitly time-dependent external magnetic field (restricted in the \(z\)-direction), and \(W(r|\phi)\) is a function of \(r\) and a functional of \(\phi\), defined as

\[
W(r|\phi) = \alpha |\phi(r) - \rho^{-2} \phi^3(r)| + \beta \nabla^2 \phi(r) - \gamma F[\phi],
\]

\[
F[\phi] = \int d^2r' G(r - r') \phi(r'),
\]

The terms containing \(\alpha\), \(\beta\), and \(\gamma\) correspond to the anisotropy-, exchange- and the dipole-dipole interactions, respectively. The last term is represented via the Green's function for the magnetic dipole-dipole interaction \(G(-)\).

By moving into the wavenumber space by the (non-unitary) Fourier transform

\[
\langle f \rangle_k = L^{-2} \sum_{r \in D} f(r) e^{ik \cdot r},
\]

the TDGL above becomes,

\[
\frac{d\phi_k}{dt} = W_k[\phi] + B_k(t),
\]

with \(W_k[\phi], \phi_k\) and \(B_k\) being the spatial Fourier transformation of \(W(r|\phi), \phi(r)\) and \(B(t)\). Performing the Fourier transform, one obtains

\[
W_k[\phi] = \alpha \left( \phi - \frac{\phi^3}{\rho^2} \right)_k - \beta |k|^2 \phi_k - \gamma L^2 \cdot G_k \phi_k.
\]

Here, the Fourier transformation of \(G\) is introduced via the convolution theorem, and the prefactor \(L^2\) is due to the choice of the Fourier transform Eq. (4).

The effects of thickness are not apparent but introduced via the Fourier transform of the Green's function of the dipole-dipole interaction \(G_-\) as already performed in\textsuperscript{8}. Hereafter, we assume that spin variables have the same value along with the \(z\)-direction for each \(r\). The thickness (the spatial extension along the \(z\)-direction) of the material is assumed to take a positive value \(A > 0\). By introducing the virtual \(z\)-coordinate \(0 \leq z \leq A\), we define an effective two-dimensional Green's function under the conditions specified above, as

\[
G(r; A) = \frac{1}{A^2} \int_0^A dz \int_0^A dz' G(r; z - z'),
\]

with,

\[
G(r; \Delta z) = \frac{1}{(|r|^2 + \Delta z^2)^{3/2}} - \frac{3 |\Delta z|^2}{(|r|^2 + \Delta z^2)^{5/2}}.
\]

The integral Eq. (7) can be performed analytically, and

\[
G(r; A) = \frac{2}{A^2} \left( \frac{1}{|r|} - \frac{1}{\sqrt{|r|^2 + A^2}} \right).
\]

Note that in the limit \(A \to 0\), \(G(r)\) converges to the inverse-cubic law point-wise.

One may consider the \textit{continuum limit}, which corresponds to the case when the correlation length measured in the unit of the grid spacing becomes positive infinity. In that case, the Fourier transform of the Green's function is obtained from the real-space function \(G(-)\) and has the analytical form

\[
G_k(A) = \frac{1}{\pi A^2} \frac{1 - e^{-A|k|}}{|k|}.
\]

The weight of the Fourier transformation is taken to be \((2\pi)^{-d}\), where \(d = 2\) is the spatial dimension.
this limit, the right-hand side of the equation of motion Eq. (6) becomes

\[ W_k[\phi] = \alpha \left\langle \phi - \frac{\phi^3}{\rho^2} \right\rangle_k - \beta |k|^2 \phi_k - \gamma (2\pi)^2 G_k(\alpha) \phi_k. \]  

(11)

Note that this representation is formally obtained simply by a replacement \( L \rightarrow 2\pi \).

### III. NUMERICAL SIMULATIONS

In the \( xy \)-plane, we use the non-unitary fast Fourier transform (FFT) corresponding to Eq. (4) to construct the modes \( \phi_k = \langle \phi \rangle_k \) and the wavenumber representation of the Green’s function \( G_k \). We adopt the periodic boundary condition for \( x \)- and \( y \)-direction, hence the entire topology of the simulation space is a torus. The spacing of the grid on the \( xy \)-plane is set to unity. We introduce a randomness of the coefficient of the anisotropy as \( \alpha \rightarrow \alpha \Lambda(r) \) with \( \Lambda(r) = 1 + \lambda(r)/4 \) and Gaussian noise \( \lambda(r) \sim N(0, 0.3) \) independently and identically for all \( r \), as in Ref.\(^7\). The external magnetic field intensity is represented by the rectified linear unit function \( R(-) \) as \( B(t) = R(B_0 - v_B t) \) with \( B_0, v_B \geq 0 \).

The initial spin configuration is prepared in the real-space by distributing \( \phi(r) \) randomly in a range \( -1.1 \leq \phi(r) \leq -1 \) using the uniform distribution. The equation of motion is realized in the wavenumber space so that we can achieve low computational costs for a larger system using the FFT. The resulting spin configuration in the next step is then moved back to the real-space using the inverse FFT (IFFT). The computationally heavy tasks, including the convolutions of the modes \( \phi_k \) in the cubic term, are now circumvented by this method simply by performing the algebraic operation \( \phi(r) \rightarrow [\phi(r)]^3 \) for each \( r \in D \). The time-evolutions are performed efficiently with the ETDRK4 method\(^2\), one of the multi-step exponential integrator methods, with relatively large time step \( \delta t = 0.2 \). The scalability to the system size \( L^2 \) is quite good, with the computational time roughly proportional to \( L^2 \), up to the largest case considered here \( L = 512 \). In Fig. 1, one can see qualitatively different final magnetic domain patterns depending on different values of the thickness of \( A \).

In this system we can define the two-dimensional translational- and rotational symmetry in the coordinate space and the \( \mathbb{Z}_2 \) symmetry of the spin. Thus the patterns above can be naturally classified into four phases according to these symmetries: Symmetric Fig. 1 (a)), T-breaking [(b)], TZ-breaking [(c)], and Z-breaking [(d)] phases, with “T” standing for “translational and rotational” while “Z” standing for \( \mathbb{Z}_2 \). Literatures e.g.\(^6,7,28\) use more descriptive terms referring (b) and (c), such as “labyrinth” and “sea-island”, respectively.

![FIG. 1. Left Panels: The magnetic domain patterns at the end of the simulation for various \( A \). Right Panels: The time dependencies of the external magnetic field (marked by B), the average magnetization \( \langle \phi \rangle_0 \) (marked by M), and the correlation \( \langle \delta \phi^2 \rangle_0 \) (marked by C). Simulation size: \( L = 512 \), duration of the time-evolution: \( t_{\text{max}} = 300 \), the external magnetic field intensity: \( B(t) = R(B_0 - v_B t) \) with \( B_0 = 1.5 \), \( v_B = 0.01 \) and \( R(x) = \max(x, 0) \). The TDSE parameters are: \( \alpha = \beta = 1 \), \( \gamma = 0.2 \). The white regions has positive magnetization, while the black region has negative magnetization.

### IV. NORMALIZATION OF THE TDGL DYNAMICS

The physical- or dimension-full TDGL equation Eq. (1) is to be normalized by the linear temporal- and spatial coordinate transformations to compare with other results. One of the most convenient choices is to eliminate the dimensionfull saturation magnetization \( \rho \). In this case, using the new time variable \( \tau \), spatial coordinate \( \zeta \), the laplacian \( \partial^2 \) and magnetization \( \phi \), one finds the normalized TDGL equation for the dynamics under the external magnetic field swept from \( B_0 > 0 \) to zero with a constant
sweep rate $v_B$ is,

$$\frac{d\varphi}{d\tau} = \varphi - \varphi^3 + \partial^2 \varphi - p_1 F[\varphi] - R(p_2 - p_3\tau), \quad (12)$$

$$F[\varphi] = \int d^2\zeta G(\zeta - \zeta')\varphi(\zeta'). \quad (13)$$

Here the linear functional $F$ denotes the dipole-dipole interaction, while the coefficients $p_i$ ($i = 1, 2, 3, 4$) are defined as,

$$p_1 = \frac{\gamma}{\sqrt{\alpha\beta}}, \quad p_2 = \frac{B_0}{\sqrt{\rho\alpha}}, \quad p_3 = \frac{v_B}{\rho\alpha^2}, \quad p_4 = \sqrt{\frac{\alpha}{\beta}} A. \quad (14)$$

The last parameter $p_4$ represents the normalized thickness and is used to construct the effective two-dimensional Green’s function as in Eq. (7).

V. EQUATION OF BALANCE AND RPSA

If the spin configuration $\phi$ is in the equilibrium state, $\delta\phi_k = 0$ for all $k$, and the generic (whether it is normalized or not) equation of motion [Eqs. (1,2)] simplifies into a set of simultaneous time-independent equations. We now introduce a new idea equation of motion (EOM), that is, the equation of motion in the equilibrium state with zero external magnetization, as shown below.

$$\langle\delta\phi^3\rangle_k = Q_k \langle\phi\rangle_k; \quad Q_k = \frac{\alpha - \beta|k|^2 - \gamma L^2 G_k}{\alpha}. \quad (15)$$

Let us rewrite Eq. (15) in the average magnetization $\langle\phi\rangle_0$ and the modes $\langle\delta\phi\rangle_k$ with $\delta\phi(r) = \phi(r) - \langle\phi\rangle_0$. By noting that $\langle\delta\phi\rangle_0 = 0$ and $\langle\delta\phi\rangle_k = 0$ for any constant $c$ and $k \neq 0$, we immediately obtain the relations governing the balance between the first-, second-, and the third-order moments of the field variables at the equilibrium state. For $k = 0$,

$$[Q_0 - 3 \langle\delta\phi^2\rangle_0] \langle\phi\rangle_0 = \langle\delta\phi^3\rangle_0 + \langle\phi\rangle_0^3, \quad (16)$$

and for $k \neq 0$,

$$D_k \langle\delta\phi\rangle_k = \langle\delta\phi^3\rangle_k + 3 \langle\delta\phi^2\rangle_k \langle\phi\rangle_0, \quad (17)$$

with

$$D_k = Q_k - 3 \langle\phi\rangle_0^2. \quad (18)$$

These equations do not specify the equilibrium state uniquely. This lack of uniqueness is obvious if one notes that the entire dynamics led to the equilibrium state is not included in the EOB. Thus the EOB must be understood as the restrictions that an equilibrium state must satisfy.

Since the third-order moment in the EOB can hardly be estimated, we apply the restricted phase-space approximation (RPSA) to the equation above. In our current context, it is equivalent to a replacement

$$\langle\delta\phi^3\rangle_k \rightarrow 3 \langle\delta\phi^2\rangle_0 \langle\delta\phi\rangle_k \quad (k \neq 0). \quad (19)$$

In general, the RPSA truncates the interaction terms $\langle\delta\phi^3\rangle_k$ systematically, and known to be exact in special models, e.g. $O(N)$ scalar model with $N \to \infty$.

In the diagrammatic notation, the RPSA is a restriction of the convolution in the Ginzburg-Landau pseudo free energy [corresponding to the equation of motion Eq.(6)] as shown below.

In the diagram above, “perm.” indicates the permutations of the vertices. Noting that $\langle\delta\phi\rangle_0 = 0$, it must be emphasized that the RPSA approximates $\langle\delta\phi^3\rangle_0$ by 0. Thus we obtain the RPSA-EOB as shown below. For $k = 0$,

$$[Q_0 - 3 \langle\delta\phi^2\rangle_0] \langle\phi\rangle_0 = \langle\phi\rangle_0^3. \quad (20)$$

For $k \neq 0$,

$$[Q_k - 3 \langle\phi\rangle_0^2 - 3 \langle\delta\phi^2\rangle_0] \langle\delta\phi\rangle_k = 3 \langle\delta\phi^2\rangle_k \langle\phi\rangle_0. \quad (22)$$

We confirm that the RPSA agrees with the results of the time-evolutions in the relatively small ($L = 128$) system with $\alpha = 3.5, \beta = 2.0$ and $\gamma = 2/\pi$. The average magnetization $\langle\phi\rangle_0$ obtained via the RPSA equation of balance using the numerical results of $Q_0$ and $\langle\delta\phi^2\rangle_0$ matches with the simulation, except for the range $1 < A < 2.2$, where $\langle\delta\phi^3\rangle_0$ has nonzero values. This is due to the fact that the RPSA neglects the third-order moment $\langle\delta\phi^3\rangle_0$ of the distribution.

VI. PHASE-PREDICTION METHOD BY THE RPSA-EQUATION OF BALANCE

The RPSA-EOB described in the previous Section is applicable for phase predictions of the TDGL dynamics. We simply predict the types of the patterns based on the nonzero modes under the restrictions imposed by the RPSA-EOB [Eqs. (21,22)]. We use the continuum EOM [Eq. 11] to use the analytic form of the Green’s function.
Note that this choice causes a modification to the definition of $Q_k$:

$$Q_k = \frac{\alpha - \beta|k|^2 - \gamma(2\pi)^2 G_k(A)}{\alpha}, \quad (23)$$

with $G_k(A)$ being the continuum limit of the Green’s function shown in Eq. (10). The method PhasePrediction is schematically shown below. This is a procedure that maps a set of parameters $(\alpha, \beta, \gamma, A)$ to the output Phase $\in \{\text{Symmetric, T-breaking, *Z-breaking}\}$, with *Z-breaking means either TZ-breaking or Z-breaking.

1: procedure PhasePrediction($\alpha, \beta, \gamma, A$)
2:   $g(k) = (1 - e^{-Ak})/(\pi A^2 k)$
3:   $Q(k) = 1 - \alpha^{-1}\beta k^2 - \alpha^{-1}\gamma(2\pi)^2 g(k)$
4:   if $Q(0) < 0$ then
5:     if $\max(Q) < 0$ then
6:       Phase $\leftarrow$ Symmetric
7:     else
8:       Phase $\leftarrow$ T-breaking
9:   end if
10: else
11:   Phase $\leftarrow$ *Z-breaking
12: end if
13: end procedure

VII. DISCUSSION

The phase diagram for the normalized TDGL dynamics [Eq. (12)] predicted by the method PhasePrediction described in Sec. VI is shown in Fig. 2. The overall tendency matches our physical instinct well. As $p_1$ becomes large, the demagnetization effect from the dipole-dipole interactions supersedes the anisotropy to yield the symmetric phase, while for larger $p_4$, it is partly relaxed by the thickness to have more complexed structures.

We also compared the numerical results of time-evolution with the phase prediction. The results are shown in Table I. The computational cost for each sample point $(p_1, p_4)$ is significantly small compared to the corresponding numerical time-evolutions.

The agreement between the time-evolution and the phase prediction is good, except in the cases $(p_1, p_4) = (0.1, 1.0), (0.4, 2.5), (0.4, 3.0)$. This is due to the relatively small absolute values of $\max(Q)$ and $Q(0)$ at these sample points. Since the RPSA neglects the third-order moments in the EOBs, the results obtained by the RPSA-EOB based method may differ from the time-evolution for small $|Q(0)|$ and $|\max(Q)|$. This mismatch may improve by further developments of the approximation; in other words, it is considered that the third-order moments play crucial roles in the region where the mismatch is seen.

Note that the external magnetic sweep rate $v_B$ is an important parameter in the pattern formation. It is reported that the domain formation is largely affected by $v_B$. Our results here must be understood as an approximated result, not only in the RPSA but also in the elimination of the effects of the magnetic sweep rate. In the $v_B \to \infty$ limit, our method will have the same results, while that of the time-evolutions can be quite different.

Although this method does not have a perfect concordance with the numerical simulations, it has no a priori parameters or functions in any form, but only approximated in a systematic, physically reasonable way. Hence it is considered as a method without any a priori assumptions on the domain patterns. This fact means that one can add new features, e.g., tuning parameters, and

![FIG. 2. The phase diagram of the TDGL dynamics corresponding to Eq. (12) estimated by the method PhasePrediction proposed in Sec. VI. Orange area (marked with "*Z"): TZ- or Z-breaking phase, blue area ("T"): T-breaking phase, green area ("Symmetric"): symmetric phase.]

| $p_1$ | 0.1 | 0.2 | 0.4 | 0.8 | 1.6 |
|-------|-----|-----|-----|-----|-----|
| 1.0   | Z(−) | S(−) | S(−) | S(−) | S(−) |
| 1.5   | Z(+) | T(−) | S(−) | S(−) | S(−) |
| 2.0   | Z(++) | TZ(−) | S(−) | S(−) | S(−) |
| 2.5   | Z(++) | Z(++) | T(−) | S(−) | S(−) |
| 3.0   | Z(++) | Z(++) | T(−) | S(−) | S(−) |
without doubting the physical meaning of this method, provided the approximation is reasonable.

VIII. CONCLUSIONS

The long history of the research in the magnetism and the mathematical structure of the TDGL dynamics show a wide variety of approaches to the pattern formation in the magnetic materials\textsuperscript{18–22}. Although most of the existing methods use artificial functions that specify the magnetic domain patterns, we focus on the equation of balance (EOB) that a magnetic material must satisfy in its equilibrium state. Applying the restricted phase-space approximation (RPSA)\textsuperscript{29} to EOB enables us to predict the phase in the equilibrium state. The prediction matches the actual numerical time-evolution results qualitatively without any tuning parameters. Although the prediction is not perfect, our method has no a priori assumptions, i.e., it does not involve any artificial function or experimentally justified parameters but only approximated systematically. Thus it is very extensive, applicable for various applications.

Another aspect that must be noted is that the object of the new method is not limited to the magnetic systems; it is applicable for a vast class of natural/social phenomena that seemingly have nothing in common but described by the equation of motion of type Eqs.(1,2).

One of such applications is parameter estimation in material- and statistical physics. Using the Bayesian inference methods, we can estimate the parameters of a system with huge degrees of freedom by relatively small observation/numerical data, e.g.,\textsuperscript{30}. Our method is expected to serve for such parameter estimations in various systems as the theoretical- and numerical basis by giving information on the phase for each parameter using a few computational costs, with physically justifiable reasons.
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