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Abstract: The recently proposed non-Gaussian Matérn random field models, generated through Stochastic Partial differential equations (SPDEs), are extended by considering the class of Generalized Hyperbolic processes as noise forcings. The models are also extended to the standard geostatistical setting where irregularly spaced observations are modeled using measurement errors and covariates. A maximum likelihood estimation technique based on the Monte Carlo Expectation Maximization (MCEM) algorithm is presented, and it is shown how the model can be used to do predictions at unobserved locations. Finally, an application to precipitation data over the United States for two months in 1997 is presented, and the performance of the non-Gaussian models is compared with standard Gaussian and transformed Gaussian models through cross-validation.

1. Introduction. Latent Gaussian models are at the heart of modern spatial statistics. The prime reasons for this are that they are both theoretically and practically easy to work with; there exists a well-developed theory for likelihood-based estimation of parameters and the important problem of spatial reconstruction is easily solved using the standard kriging prediction which is optimal for Gaussian models. For non-Gaussian datasets, the standard approach is to try to find some non-linear transformation that enables the use of Gaussian models. This approach is commonly referred to as trans-Gaussian Kriging (Cressie, 1993) and common transformations include the square root transform, (Cressie, 1993; Huerta, Sansó and Stroud, 2004; Berrocal, Gelfand and Holland, 2010; Sahu and Mardia, 2005) and the log transform (Cressie, 1993; Cameletti et al., 2013; Bolin and Lindgren, 2011). An effect of using such transformations is that these induce a certain dependence structure between the mean and the covariance for the data in the untransformed scale. This dependence is often not unreasonable for real data, and it has even been used to generate covariance structures (Azaïs et al., 2011). However, as the models grows more complex, for example by introducing...
non-stationary covariance functions, spatially varying measurement errors, or covariates, the effects of the transformation methods become less transparent and more stale. In these situations, one would like to use latent non-Gaussian models without resorting to transformation and the aim of this work is to develop such models.

We state three goals: First, we want to find a class of non-Gaussian models that share some of the desirable properties of the Gaussian models while allowing for heavier tails and asymmetry in the data. Secondly, we want to provide tools for fitting these models to real data, assuming a latent structure with covariates and measurement noise. Finally, we want to provide tools for using the models for spatial reconstruction.

We will extend the work of Bolin (2011), where non-Gaussian models with Matérn covariances (Matérn, 1960) formulated as stochastic partial differential equations (SPDEs) driven by non-Gaussian noise were investigated. The work consisted of providing an existence result for such SPDEs, and in some detail study parameter estimation of SPDEs driven by generalized asymmetric Laplace (GAL) noise. Although this is a good starting point for providing the tools we seek, there are some major issues that have to be resolved in order to use those methods for real applications: The estimation procedure proposed in Bolin (2011) was based on using the Expectation Maximization (EM) algorithm, and it works well as long as there is no measurement noise and all nodes in the field are observed. Unfortunately, these requirements are too restrictive for practical applications. However, we will show that these requirements can be avoided, utilizing an Monte-Carlo Expectation Maximization (MCEM) algorithm, and extend the estimation technique to a larger class of non-Gaussian models.

The structure of the paper is as follows. In Section 2, a brief overview of the methodology used for representing the SPDE models is given. This section also introduces the class of models that is considered in this work, namely SPDE models driven by either GAL noise or Normal inverse Gaussian (NIG) noise and we argue that these two cases are the only relevant cases to consider in the class of generalized hyperbolic distributions for non regular sampled observations. In section 3, we introduce the full hierarchical model that can be used to model spatially irregular observations with covariates and measurement error. In Section 4, a parameter estimation procedure based on the MCEM is derived. Section 5 shows how to do spatial prediction and kriging variance estimation using these models. Section 6 contains an application of these models to a real dataset consisting of monthly precipitation measurements in the US, and results of the non-Gaussian models are compared with results obtained using standard Gaussian models as well as
2. Non-Gaussian SPDE-based models. The Gaussian Matérn fields are perhaps the most widely used models in spatial statistics. These are stationary and isotropic Gaussian fields with a covariance function on the form

\[ C(h) = \frac{2^{1-\nu}\phi^2}{(4\pi)^{\frac{d}{2}}\Gamma(\nu + \frac{d}{2})\kappa^{2\nu}}(\kappa||h||)^\nu K_\nu(\kappa||h||), \quad h \in \mathbb{R}^d, \nu > 0, \]

where \( d \) is the dimension of the domain, \( \nu \) is a shape parameter, \( \kappa^2 \) a scale parameter, \( \phi^2 \) a variance parameter, and \( K_\nu \) is a modified Bessel function of the second kind. Since the Matérn-type spatial structure has proven so useful in practice, we want to construct models with this type of spatial structure but with non-Gaussian marginal distributions. In order to do this, we use the fact that a Matérn field \( X(s) \) can be viewed as a solution to the SPDE

\[ (\kappa^2 - \Delta)^{\frac{\alpha}{2}}X = \dot{M}, \]

where \( \Delta = \sum_{i=1}^{d} \frac{\partial^2}{\partial s_i^2} \) is the Laplacian, and \( \alpha = \nu + d/2 \) (Whittle, 1963). The Gaussian Matérn fields are recovered by choosing \( \dot{M} \) as Gaussian white noise scaled by a variance parameter \( \phi \), and the mathematical details of this construction in the case when \( \dot{M} \) is non-Gaussian are given in Bolin (2011).

To use these models in practice, we need a method for producing efficient representations of their solutions. One such method is the Hilbert space approximation technique by Lindgren, Rue and Lindström (2011) which was extended by Bolin (2011) to the non-Gaussian case when \( \dot{M}(s) \) is a type G Lévy process.

Recall that a Lévy process is of type G if its increments can be represented as a Gaussian variance mixture \( V^{1/2}Z \) where \( Z \) is a standard Gaussian variable and \( V \) is a non-negative infinitely divisible random variable. Rosiński (1991) showed that every type G Lévy process of can be represented as a series expansion, and for a compact domain \( D \subset \mathbb{R}^d \) it can be written as

\[ M(s) = \sum_{k=1}^{\infty} Z_k g(\gamma_k)^{1/2} \mathbb{I}(s \geq s_k), \]

where the function \( g \) is the generalized inverse of the tail Lévy measure for \( V \), \( Z_k \) are iid \( N(0,1) \) random variables, \( \gamma_k \) are iid standard exponential random variables, \( s_k \) are iid uniform random variables on \( D \), and

\[ \mathbb{I}(s \geq s_k) = \begin{cases} 1 & \text{if } s_i \geq s_{k,i} \text{ for all } i \leq d, \\ 0 & \text{otherwise.} \end{cases} \]
Since $V$ is infinitely divisible, there exists a non-decreasing Lévy process $V(s)$ with increments distributed the same as $V$. This process has the series representation $V(s) = \sum_{k=1}^{\infty} g(\gamma_k) \mathbb{1}(s \geq s_k)$.

In the following sections, we briefly describe the Hilbert space approximation technique for the case when $M$ is a type G process, and then introduce a subclass of the type G process that are suitable for the model (2).

2.1. Hilbert space approximations. Assume that $M$ in (2) is a type G Lévy process. The starting point for the Hilbert space approximation method is to consider the stochastic weak formulation of the SPDE,

$$ (\kappa^2 - \Delta)^{\frac{\alpha}{2}} X(\psi) = \dot{M}(\psi), $$

where $\psi$ is in some appropriate space of test functions. A finite element approximation of the solution $X$ is then obtained by representing it as a finite basis expansion $X(s) = \sum_{i=1}^{n} w_i \varphi_i(s)$, where $\{\varphi_i\}$ is a set of predetermined basis functions and the stochastic weights are calculated by requiring (3) to hold for only a specific set of test functions $\{\psi_i, i = 1, \ldots, n\}$. By assuming that $\{\psi_i\} = \{\varphi_i\}$, one obtains a method which is usually referred to as the Galerkin method and this gives an expression for the distribution of the stochastic weights conditionally on the variance process,

$$ w|V \sim N(K^{-1}_\alpha m, K^{-1}_\alpha \Sigma K^{-1}_\alpha). $$

Here $K_\alpha = C(C^{-1}K)^{\alpha/2}$ and the matrices $K$, $C$, and $\Sigma$ have elements given by $C_{ij} = \langle \varphi_i, \varphi_j \rangle$, $K_{ij} = \kappa^2 \langle \nabla \varphi_i, \nabla \varphi_j \rangle$, $\Sigma_{ij} = \int \nabla \varphi_i(s) \nabla \varphi_j(s) V(ds)$, and $m_i = \int \varphi_i(s) V(ds)$.

In order to get a practically useful representation, we need to be able to evaluate the integrals $\Sigma_{ij}$ and $m_i$ efficiently. Whether this is possible or not depends on the basis $\{\varphi_i\}$ and the variance process $V(s)$. For the purpose of this work we choose to work with piecewise linear, compactly supported, finite element bases induced by triangulations of the domain of interest. For bases of this type, a mass-lumping procedure gives that $m_i = V_i$ and $\Sigma = \text{diag}(V_1, V_2, \ldots, V_n)$, where

$$ V_i = \int_{h_i} V(ds) $$

and $h_i$ is the area associated with $\varphi_i(s)$. For further details, see Bolin (2011) and Lindgren, Rue and Lindström (2011).
2.2. The generalised hyperbolic processes. The most well known sub-class of the type G Lévy process is the class of generalised Hyperbolic (GH) distribution (see Barndorff-Nielsen, 1978; Eberlein and von Hammerstein, 2004). The GH distribution covers a wide range of distributions including the NIG distribution, the Normal inverse Gamma distribution, the GAL distribution, and the \( t \)-distribution.

The GH distribution has five parameters \( \sigma, \nu \in \mathbb{R}^+, \delta, \mu, \tau \in \mathbb{R} \), and a density function

\[
f(x) = c_1 \left( \frac{\sqrt{\nu \sigma^2 + (x - \mu)^2}}{c_2} \right)^{\tau/2} K_{\tau-1/2} \left( c_2 \sqrt{\nu \sigma^2 + (x - \mu)^2} \right),
\]

where \( c_1^{-1} = \left( \frac{\nu \sigma^2}{\tau} \right)^{\tau/2} \sqrt{2\pi K_\tau(\sqrt{2\nu \sigma})} \) and \( c_2 = \sqrt{\frac{1}{\sigma^2} \left( 2 + \frac{\mu^2}{\sigma^2} \right)} \). A GH r.v. \( X \) can be represented as

\[
X = \delta + \mu V + \sigma \sqrt{V} Z,
\]

where \( V \) is a generalized inverse Gaussian r.v. \( V \sim GIG(\tau, \nu^2, 2) \) and \( Z \sim N(0, 1) \). The GIG distribution has the density function

\[
f(x) = \frac{(a/b)^{p/2}}{2K_p \left( \sqrt{ab} \right)} x^{p-1} e^{-\frac{ax+b}{2x}},
\]

where the parameters satisfy \( a > 0, b \geq 0 \) if \( p > 0 \), \( a > 0, b > 0 \) if \( p = 0 \), and \( a \geq 0, b > 0 \) if \( p < 0 \). Two special cases of the GIG distribution are the inverse Gaussian (IG) distribution which is obtained for \( p = -1/2 \) and the Gamma distribution which is obtained for \( b = 0 \). We denote the gamma distribution by \( \Gamma(a,b) \) and the inverse Gaussian distribution by \( IG(a,b) \). For more details of the GIG distribution see Jørgensen (1982).

A property of the GH distribution which is important for likelihood-based parameter estimation is that the variance component \( V \) is GIG distributed also conditionally on \( X \). However, integrals of the variance process \( V(s) \) of a GH process will in general not have known parametric distributions, and thus the random variable \( V_i \) in equation (5) will therefore not have known parametric distributions in general. Without this property we are not able to derive likelihood-based parameter estimation procedures, nor make spatial predictions, for the models in this work.

The random variables \( V_i \) would have known parametric distributions if the variance process belonged to a class of distributions that is closed under convolution. There are only two special cases of the GH distribution for
which the variance components are closed under convolution (Podgórski and Wallin, 2013). The first special case is the GAL distribution, in finance is known as the variance gamma distribution, which was studied in the context of the SPDE models in Bolin (2011), and the second is the NIG distribution. Thus, from now on, we focus on the SPDE model (2) driven by either GAL noise or NIG noise.

Remark 1. If we would work on regular lattices, there are certain distributions in the GH family, such as the $t$-distribution, where one could imagine fixing the distributions such that the variance process has known distributions for the lattice points; however, having to work on regular lattices is a too strong restriction for us to consider such models any further. Also, even in situations where one has data on a regular lattice and only is interested in predictions to that same lattice, it is not clear what the corresponding continuous model would be if a model of this kind would be used.

For the purpose of this work, the most important thing to know about the GAL and NIG distributions is how they affect the Hilbert space approximation procedure. For both distributions, we get that $\mathbf{m}$ and $\Sigma$ in the Hilbert space approximation (4) can be written as $m_i = \gamma \tau h_i + \mu V_i$, and $\Sigma = \text{diag}(V_1, \ldots, V_n)$ respectively. For the GAL distribution $V(s)$ is a gamma process, and the variance components $V_i$ are therefore gamma distributed, $V_i \sim \Gamma(h_i \tau, 1)$. For the NIG distribution the $V(s)$ is a Inverse Gaussian (IG) process, and the variance components are therefore IG distributed, $V_i \sim \text{IG}(\nu^2 h_i, 2)$.

3. Model extensions, covariates, and measurement noise. To use the models discussed above for real data, we assume a hierarchical model structure. The field of interest, $X(s)$, is modelled using one of the SPDE models, with observations, $y_1, \ldots, y_N$, at locations $s_1, \ldots, s_N$. In practice, these observations are often affected by measurement noise, and we thus need to include this in the model. Furthermore, we allow covariates for the mean value of the field by assuming that $X(s)$ is on the form

\begin{equation}
X(s) = \sum_{i=1}^{n_x} B_i(s) \beta_i + \xi(s),
\end{equation}

where $\xi(s)$ is a SPDE field and $\{B_1, \ldots, B_n\}$ are known covariates, note that $\xi(s)$ not necessarily has zero mean in the non-Gaussian case. Using the representation (4) for $\xi(s)$, where the noise process is on the form of (7), we
obtain the following hierarchical model, expressed in terms of the stochastic weights \( w \) for the basis expansion of \( \xi(s) \)

\[
y = B\beta + Aw + \varepsilon,
\]

\[
w = \mathbf{K}^{-1}_\alpha \left( \tau \mathbf{a}\gamma + \mathbf{V}\mu + \sigma \sqrt{\mathbf{V}\mathbf{Z}} \right).
\]

Here \( A \) is the observation matrix with elements \( A_{ij} = \varphi_i(s_j) \) linking the measurements to the latent field, \( B \) is a matrix containing the covariates \( \{B_i\} \) evaluated at the measurement locations, and \( \varepsilon \) is a vector of iid \( N(0, \sigma^2_\varepsilon) \) variables representing the measurement noise. The vector \( Z \) contains iid standard Gaussian variables and the distribution of \( V_i \) is determined by the noise process, specifically \( V_i \sim \Gamma(\tau h_i, 1) \) for GAL noise and \( V_i \sim IG(\nu^2 h_i, 2) \) for NIG noise and the \( V_i \) are independent, recall that \( h_i = \int \varphi_i(s) \, ds \). To recover the latent field \( X(s) \) at the measurement locations, one has to calculate \( X = B\beta + Aw \).

For the SPDE representation of the Gaussian Matérn fields it is easy to introduce non-stationarity in the model by allowing the covariance parameters to vary with space. In practice, this is achieved by representing the covariance parameters as regressions on some smooth covariates, e.g. assuming that \( \kappa(s) = \exp(\sum B_{\kappa,i}(s)\beta_{\kappa,i}) \) where \( \{B_{\kappa,i}\} \) are known covariates would generate a model with a spatially varying covariance range. In the case of the model above, we have several parameters for the noise process, and it might be of interest to allow for these to vary with space as well, especially in cases when one has covariates that not only affect the mean value of the field. This can be achieved in the same way as for the covariance parameters, by assuming regressions on some smooth covariates. For example, we can replace \( \gamma \) and \( \mu \) in (10) by \( \gamma(s) = \sum B_{\gamma,i}(s)\gamma_i \) and \( \mu(s) = \sum B_{\mu,i}(s)\mu_i \) respectively, where \( \{B_{\gamma,i}\} \) and \( \{B_{\mu,i}\} \) are smooth covariates. Adding the covariates to (10) generates the following hierarchical model:

\[
y = B\beta + Aw + \varepsilon,
\]

\[
w = \mathbf{K}^{-1}_\alpha \left( \tau \mathbf{B}_\gamma \gamma + \mathbf{I}_V \mathbf{B}_\mu \mu + \sigma \sqrt{\mathbf{V}\mathbf{Z}} \right),
\]

where \( \mathbf{I}_V = \text{diag}(V_1, V_2, \ldots, V_n) \). The matrices \( \mathbf{B}_\gamma \) and \( \mathbf{B}_\mu \) are respectively given by \( \{B_{\gamma,i}\} \) and \( \{B_{\mu,i}\} \) evaluated at the node locations. This is a highly flexible model; however, one needs to be careful in defining the model so that the parameters are identifiable. One needs to be especially careful if using location covariates for both \( X \) (\( B \)) and \( w \) (\( B_\gamma \)) since this easily leads to a non-identifiable model unless the covariates are chosen carefully to avoid this issue.
4. Parameter estimation. Fitting the model above to data requires a parameter estimation method. In this section, we discuss how the parameters \( \Theta = \{ \kappa, \beta, \sigma_e, \tau, \nu, \gamma, \mu, \sigma \} \) can be estimated through likelihood methods for the NIG and GAL-driven SPDEs. The idea is to modify the EM-algorithm in Bolin (2011). The modification needed turns out to be the addition of Monte Carlo simulations to estimate the required expectations. We begin with a brief overview of the MCEM-algorithm and then cover the details needed to implement the procedure for our models.

4.1. Monte Carlo EM. The EM-algorithm (Dempster, Laird and Rubin, 1977) is convenient to use when the data-likelihood is difficult to work with but there exists some latent variables \( \{ w, V \} \) so that the augmented data \( \{ y, w, V \} \) has a simpler likelihood (we utilize the same variable names in this subsection as in the rest of the paper for readability, but the result in this subsection is more general than for the models in this paper). The EM-algorithms uses the augmented likelihood \( \pi(y, w, V | \Theta) \) instead of the original likelihood \( \pi(y | \Theta) \), but requires the ability to compute expectations of the augmented likelihood.

The \( p \)th iteration of the EM-algorithm is done in two steps denoted the E-step and the M-step. In the E-step, one computes the function

\[
Q(\Theta, \Theta^{(p)}) = E_V \left[ \log \pi(y, w, V | \Theta) | y, \Theta^{(p)} \right],
\]

and in the M-step, one maximizes \( Q(\Theta, \Theta^{(p)}) \) and obtains the \( (p+1) \)th iterate \( \Theta^{(p+1)} \). The new iterate has the property \( \pi(y | \Theta^{(p+1)}) \geq \pi(y | \Theta^{(p)}) \) and under quite general conditions the procedure converges to a local maximum of the likelihood (Wu, 1983).

In certain cases when the E-step cannot be calculated analytically, one can use the MCEM algorithm, introduced in Wei and Tanner (1990). The idea of the MCEM algorithm is to replace \( Q \) in the E-step with

\[
Q^{MC}(\Theta, \Theta^{(p)}) = \frac{1}{k} \sum_{i=1}^{k} \log \pi(y, V^{(i)}, w^{(i)} | \Theta),
\]

where \( \{ w^{(i)}, V^{(i)} \} \) is a sample from the distribution \( \pi(V, w | y, \Theta^{(p)}) \). In situations where it is not possible sample from the joint density for a set of variables \( \{ w, V \} \), but the conditional densities are available one can use the Gibbs sampling algorithm. The algorithm generates \( k \) samples from the joint density by sampling sequentially \( w^{(i)} | V^{(i-1)} \) then \( V^{(i)} | w^{(i)} \) for \( i = 1, \ldots, k \). A downside is that the samples \( \{ w^{(i)}, V^{(i)} \}_{i=1}^{k} \) will not be independent and also a starting point \( V^{(0)} \) is required.
4.2. The E-step. For the model (11), the function $Q$ in (12) cannot be calculated analytically, and numerical integration is not feasible for the large dimensions of both $w$ and $V$. We therefore use the Monte Carlo method described above to evaluate the E step.

Ideally we would simulate from $\pi(V, w, y, \Theta^{(p)})$ in the MC sampler, but the joint distribution for $\{w, V\}$ is not known. However, a key observation is that the conditional distributions $\pi(V|y, \Theta)$ and $\pi(w|V, y, \Theta)$ are known, so we can use a Gibbs sampler to sample from the joint density.

Note that $\pi(w|V, y, \Theta) \propto \pi(y|w, V, \Theta)\pi(w|V, \Theta)$ where, by construction, $\{y|w, V, \Theta\}$ and $\{w|V, \Theta\}$ are Gaussian, and $\{w|V, y, \Theta\}$ is therefore also Gaussian. The explicit form of $\pi(w|\{V, y, \Theta\})$ is $N(\hat{m}, \hat{Q}^{-1})$ where

$$\hat{m} = \hat{Q}^{-1}\left(Qm + \frac{1}{\sigma^2}A^\top(y - B\beta)\right), \quad \hat{Q} = Q = \frac{1}{\sigma^2}A^\top A,$$

$$\hat{m} = K^{-1}_\alpha(B_\gamma + I_VB\mu\mu), \quad \hat{Q} = \frac{1}{\sigma^2}K_\alpha I_V^{-1}K_\alpha.$$

The density of $\{V|w, y, \Theta\}$ is proportional to

$$\pi(y|w, V, \Theta)\pi(w|V, \Theta)\pi(V|\Theta) \propto \pi(w|V, \Theta)\pi(V|\Theta).$$

For both GAL and NIG processes, $\pi(V|\Theta)$ can be written as $GIG(p, a, b)$ and we therefore get

$$\pi(V|w, y, \Theta) \propto \left(\prod_j V_j^{p_j^{-1}}\right)\left(\prod_j V_j^{1/2}\right) \exp\left(-\frac{1}{2}\left(1^\top I_Va - 1^\top I_V^{-1}b\right)\right)$$

$$- \frac{1}{2\sigma^2}\left(K_\alpha w - B_\gamma y - I_VB\mu\mu\right)^\top I_V^{-1}\left(K_\alpha w - B_\gamma y - I_VB\mu\mu\right)$$

$$= \prod_j V_j^{p_j^{-1}/2} \exp\left(-\frac{1}{2}\left(\frac{(K_\alpha w - B_\gamma y)^2}{\sigma^2}\right) + b_j\right) V_j^{-1}$$

$$- \frac{1}{2}\left(\frac{(B\mu\mu)^2}{\sigma^2} + a_j\right) V_j,$$

which is a GIG distribution with parameters given in Table 1 for the NIG and GAL cases.

4.3. The M-step. To find the updating equations for the parameters, $Q^{MC}$ should be maximized. The log-likelihood $\log \pi(y, V^{(i)}, w^{(i)}|\Theta)$ can be divided into three terms

$$\log \pi(y|w^{(i)}, V^{(i)}, \Theta) + \log \pi(w^{(i)}|V^{(i)}, \Theta) + \log \pi(V^{(i)}|\Theta).$$

(14)
The first term on the right hand side is a function of $\Theta$ only through $\{\beta, \sigma\}$, the second term only through $\{\gamma, \mu, \sigma, \kappa\}$, and the third term only through $\{\tau, \nu\}$, together with that the first term is independent of $V(i)$ enables us to rewrite equation (14) as
\begin{equation}
\log \pi(y(i)|w(i), \beta, \sigma) + \log \pi(w(i)|V(i), \gamma, \mu, \sigma, \kappa) + \log \pi(V(i)|\tau, \nu).
\end{equation}
Thus, the joint maximization of (15) for $\Theta$ can be split into three separate steps, where maximization over $\{\tau, \nu\}$, $\{\beta, \sigma\}$ and $\{\gamma, \mu, \sigma, \kappa\}$ is preformed independently.

The part of the log-likelihood depending on $\{\tau, \nu\}$ is
\[
\log \pi(V|\tau, \nu^2) = c + \left\{ \begin{array}{ll}
\tau h^T \log V - \sum_{i=1}^n \log \Gamma(\tau h_i) & \text{for GAL,} \\
n \log(\nu) + \sqrt{2} \frac{1}{1} h^T \nu - \frac{1}{2} h^T V^{-1} \nu^2 & \text{for NIG,} 
\end{array} \right.
\]
where $c$ is a constant. The maxima with respect to these parameters are given in Table 2. Note that this is the only part of the M step where the estimation for the NIG and GAL models differ. For the NIG model, the updating equation for $\nu^2$ is given analytically whereas one has to do numerical optimization to update $\tau$ in the GAL model.

To update $\{\beta, \sigma\}$, one should maximize $\sum_i \log \pi(y, w(i)|\beta, \sigma)$, where
\[
\log \pi(y, w|\beta, \sigma) = -\frac{1}{2 \sigma^2} (y - Aw - B\beta)^T (y - Aw - B\beta) \\
- n \log(\sigma) - \frac{n}{2} \log(2\pi).
\]
The function is maximized by $\beta = (B^\top B)^{-1}b_x$ and $\sigma^2 = (H_x - B_x^\top \beta)\sigma^2 = (H_x - B_x^\top \beta)$ where

$$b_x = \frac{1}{k} \sum_{i=1}^k (y - Aw^{(i)})^\top B, \quad H_x = \frac{1}{k} \sum_{i=1}^k (y - Aw^{(i)})^\top (y - Aw^{(i)}).$$

In the third step, we find the maximum of the likelihood for $\{\gamma, \mu, \sigma, \kappa\}$, which only requires maximization of $\sum_i \log \pi(w^{(i)} | V^{(i)}, \gamma, \mu, \sigma, \kappa)$. The estimation needs to be done jointly for these parameters, and in general there is no closed form solution. However, it is possible to split this estimation step into two conditional maximization steps as described in Bolin (2011). An alternative is to use the fact that we can calculate the maximum of the function for a fixed $\kappa$ by maximizing $\sum_i \log \pi(w^{(i)} | V^{(i)}, \gamma, \mu, \sigma, \kappa)$ over $\{\gamma, \mu, \sigma\}$. For a fixed $\kappa$, this function is maximized by

$$\begin{bmatrix} \mu \\ \gamma \end{bmatrix} = Q_{par}^{-1} b, \quad \sigma^2 = \frac{1}{n} \left( H - b^\top \begin{bmatrix} \mu \\ \gamma \end{bmatrix} \right),$$

where

$$Q_{par} = \frac{1}{k} \sum_{i=1}^k \begin{bmatrix} B_\mu^\top I_{V^{(i)}} B_\mu & B_\mu^\top B_\gamma \\ B_\mu B_\gamma & B_\gamma^\top I_{V^{(i)}}^{-1} B_\gamma \end{bmatrix}, \quad b = \frac{1}{k} \sum_{i=1}^k \begin{bmatrix} (K_\alpha w^{(i)})^\top B_\mu \\ (K_\alpha w^{(i)})^\top I_{V^{(i)}}^{-1} B_\gamma \end{bmatrix},$$

$$H = \frac{1}{k} \sum_{i=1}^k (K_\alpha w^{(i)})^\top I_{V^{(i)}}^{-1} K_\alpha w^{(i)}.$$

Inserting these expressions for $\{\gamma, \mu, \sigma\}$ into $\sum_i \log \pi(w^{(i)} | V^{(i)}, \gamma, \mu, \sigma, \kappa)$ yields an equation which is maximized numerically with respect to $\kappa$ to find the new values for $\{\gamma, \mu, \sigma, \kappa\}$. For $\alpha = 2$, this equation is given by

$$-\log(|K_\alpha|) + \frac{n}{2} \log(H - b^\top Q_{par} b)$$

and similar, though more involved expressions can be found for other even values of $\alpha$ since $K_\alpha$ can be written as a matrix polynomial in these cases.

A potential problem with the MCEM algorithm is that it could require a lot of memory if all values of $\{V^{(i)}, w^{(i)}\}$ for $i = 1, \ldots, k$ needed to be stored in order to evaluate the M step. However, as seen above, we only need to store a number of sufficient statistics in order to evaluate the M step.
α = 2, these are given by

\[
\sum_{i=1}^{k} (Cw^{(i)})^\top I_{V(i)}^{-1} Cw^{(i)}, \quad \sum_{i=1}^{k} (Cw^{(i)})^\top I_{V(i)}^{-1} B_\gamma, \quad \sum_{i=1}^{k} (Gw^{(i)})^\top B_\mu, \\
\sum_{i=1}^{k} (Cw^{(i)})^\top I_{V(i)}^{-1} Gw^{(i)}, \quad \sum_{i=1}^{k} (Gw^{(i)})^\top I_{V(i)}^{-1} B_\gamma, \quad \sum_{i=1}^{k} (Cw^{(i)})^\top B_\mu, \\
\sum_{i=1}^{k} (Gw^{(i)})^\top I_{V(i)}^{-1} Gw^{(i)}, \quad \sum_{i=1}^{k} B_\gamma^\top I_{V(i)}^{-1} B_\gamma, \quad \sum_{i=1}^{k} B_\mu^\top I_{V(i)} B_\mu.
\]

Thus, for α = 2, we only need to store nine values to evaluate the M step. As α increases number of sufficient statistics required for storage will increase, but for any reasonable value of α the number of sufficient statistics is much smaller than the number of elements in \( \{V^{(i)}, w^{(i)}\} \).

**Remark 2.** For the GIG distribution, \( E(V^{-1}) \) can be unbounded when \(|p|\) is small and \( b \to 0 \). This makes the estimation of \( \kappa \) and \( \gamma \) problematic when \( \min(|\tau h - 1/2|) \) is small for the GAL model. The same problem exists for the EM algorithm in Bolin (2011), and that work gives some suggestions on how to improve the estimation in this situation.

4.4. **Rao-Blackwellization.** For each MC sample in the E-step, a sample \( w^{(i)} \), from \( \pi(w|y, \Theta, V) \), is required. Sampling \( w^{(i)} \) requires a Cholesky decomposition of \( Q \) which in general has a computational cost of \( O(n^{3/2}) \) for the SPDE models on \( \mathbb{R}^2 \), where \( n \) is the number of elements in \( w \). The Cholesky factorization dominates the total computational cost of the E-step, which in turn dominates the total computational cost of the MCEM algorithm. Thus, in order to reduce the computational cost of the estimation it is crucial to reduce the number of MC simulations in the E-step.

A common trick that can be used to reduce the number of required MC simulations to achieve a certain variance of the estimator is to note that for any function \( h \) and any two random variables \( X \) and \( Y \), one has that \( \mathbb{E}[h(X)|Y] = \mathbb{E}[h(X)] \) and \( \mathbb{V}[\mathbb{E}[h(X)|Y]] \leq \mathbb{V}[h(X)] \). When this is used in estimation, it is usually referred to as Rao-Blackwellization (see Robert and Casella, 2004) due to its association with the Rao-Blackwell Theorem (see Ferguson, 1967).

To apply Rao-Blackwellization to \( Q^{MC} \), we note that \( Q(\Theta, \Theta^{(p)}) \) can be written as \( \mathbb{E}[\log \pi(y, V, w|\Theta)|\star] \{y, \Theta^{(p)}\} \), where \( \star \) denotes \( \{y, w, \Theta^{(p)}\} \), the inner expectation is taken over \( V \), and the outer expectation is taken over \( w \). Viewing the log likelihood in equation (14) as a function of \( V \), one
sees that

\[ E[\log \pi(y, V, w|\Theta)|s] = -\frac{1}{2\sigma^2} \left( (K_\alpha w - B_\gamma)^T E[I_{V^{-1}}|s](K_\alpha w - B_\gamma) + \mu^T B_\mu E[I_{V}|s]B_\mu \mu \right) - E[\log \pi(V|\tau, \nu^2)|s] \]

up to an additive constant, as a function of \( V \), where the last term is

\[ E[\log \pi(V|\tau, \nu^2)|s] = c + \begin{cases} 2^{-1} h^T \nu^2 E[V^{-1}|s], & \text{for NIG noise,} \\ \tau h^T E[\log V|s], & \text{for GAL noise.} \end{cases} \]

We therefore have the option to replace \( Q^{MC} \) with

\[ Q^{RB}(\Theta, \Theta^{(p)}) = \frac{1}{k} \sum_{i=1}^{k} E \left[ \log \pi(Y, V, w^{(i)}|\Theta)|Y, w^{(i)}, \Theta^{(p)} \right], \]

which is a Rao-Blackwellization of \( Q^{MC}(\Theta, \Theta^{(p)}) \). Here, the expectations \( E[V|s], E[V^{-1}|s], \) and \( E[\log V|s] \) can be computed numerically using the following formulas for the expectations of a \( GIG(p, a, b) \) random variable \( V \)

\[ E[V^\lambda] = (b/a)^{\lambda/2} \frac{K_{p+\lambda} \left( \sqrt{ab} \right)}{K_p \left( \sqrt{ab} \right)}, \quad \lambda \in \mathbb{R} \]

\[ E[\log(V)] = \log(\sqrt{a/b}) + \frac{\partial}{\partial p} \log K_p \left( \sqrt{ab} \right). \]

The expectation \( E[\log(V)] \) can be approximated by approximating

\[ \frac{\partial}{\partial p} \log K_p \left( \sqrt{ab} \right) \approx \left( \log K_{p+\varepsilon} \left( \sqrt{ab} \right) - \log K_p \left( \sqrt{ab} \right) \right) / \varepsilon \]

for some small \( \varepsilon > 0 \).

5. Prediction. One of the main problems in spatial statistics is prediction of the latent field at locations where there are no observations. The two main characteristics that are reported in such predictions are the mean and variance of the predictive distribution. In this section, we show how to generate these two quantities for predictions, using the models described previously, at a set of locations \( s_1, \ldots, s_p \).

Let \( A_p \) be a \( p \times n \) observation matrix, constructed the same way as the observation matrix in Section 3, for the locations \( s_1, \ldots, s_p \). The desired mean values and variances are \( E[A_p w|y, \Theta] \) and \( V[A_p w|y, \Theta] \) respectively. Since the density of \( w|y \) is not known, the mean and variance cannot be calculated analytically, and we therefore utilize MC methods to approximate the mean as \( E[A_p w|y, \Theta] \approx \frac{1}{k} \sum_{i=1}^{k} A_p w^{(i)} \) and the variance as
\[ V[A_p w|y, \Theta] \approx \frac{1}{k} \sum_{i=1}^{k} (A_p w^{(i)} - E[A_p w|y, \Theta])^2, \]
where \( w^{(i)} \) is generated using the Gibbs-sampler described in Section 4.2.

Rao-Blackwellization can again be used to reduce the variance of the MC estimates. For the mean, write

\[ \mathbb{E}[A_p w|y, \Theta] = \int w A_p w \pi(w|y, \Theta) \, dw \]
\[ = \int \int V A_p w \pi(w|V, y, \Theta) \pi(V|y, \Theta) \, dV \, dw \]
\[ = \int V A_p \hat{w} \pi(V|y, \Theta) dV \approx \frac{1}{k} \sum_{i=1}^{k} A_p \hat{w}^{(i)}, \]

which is a Rao-Blackwellization of \( \mathbb{E}[A_p w|y, \Theta] \) where \( \hat{w} \) is the conditional mean of \( w \), defined in Section 4.2. Since the Gibbs-sampler uses \( \hat{w}^{(i)} \) to simulate \( w^{(i)} \), the Rao-Blackwellization can be produced from the MC sample in the estimation step with no extra cost. The Rao-Blackwellization for the variance of the prediction is derived similarly as

\[ \begin{align*}
V[A_p w|y, \Theta] &= \int w A_p (w - \hat{w})^\top (w - \hat{w}) \pi(A_p w|y, \Theta) \, dw \\
&= \int V A_p \hat{w} \pi(V|y, \Theta) dV \approx \frac{1}{k} \sum_{i=1}^{k} A_p \hat{w}^{(i)} (\hat{Q}^{(i)})^{-1} A_p.
\end{align*} \]

(16)

It would seem as one needs to calculate the inverse of \( \hat{Q}^{(i)} \), which is computationally expensive, to use Rao-Blackwellization of the variances. However, because of the structure of \( A_p \), only the elements of the inverse of \( \hat{Q}^{(i)} \) that corresponds to the non-zero elements in \( \hat{Q}^{(i)} \) are needed to evaluate (16).

Using the methods in Campbell et al. (1995), one can compute these elements at a computational cost of \( O(n^{3/2}) \), making Rao-Blackwellization for the variances computationally feasible.

To illustrate the effect of the Rao-Blackwellization, we examine the convergence of the Monte-Carlo estimator and the Rao-Blackwellization for the estimation of two conditional means at two distinct locations, \( m_1 = \mathbb{E}[A_1 w|y, \Theta] \) and \( m_2 = \mathbb{E}[A_2 w|y, \Theta] \), of the precipitation data used in Section 6. The results can be seen in Figure 1, the convergence of the estimation of \( m_1 \) is seen in the left panel and the convergence of the estimation of \( m_2 \) is seen in the right panel. As seen in the figure, the Rao-Blackwellization has a large effect on the convergence for \( m_1 \) whereas it has no visible effect on the convergence for \( m_2 \). The reason for this difference is that the largest part of variance of the MC method for \( m_1 \) comes from \( w|V \) whereas the largest part of variance for \( m_2 \) comes from the variance of \( V|w \).
Figure 1: The figure shows the convergence of the Rao-Blackwellization estimator (red lines) and the regular Monte-Carlo estimator (blue lines) when estimating the conditional mean of a field at two distinct locations. For the first location (left panel), the Rao-Blackwellization improves the convergence, whereas the Rao-Blackwellization has no noticeable effect for the second location (right panel).

6. An application to precipitation modeling. One of the most important aspects of geostatistical models is the ability to do spatial infilling of environmental data to produce high-resolution maps of the modeled quantities, and an equally important property is the ability to produce uncertainty estimates for those infilled maps. Such high-resolution maps are used for a number of different purposes, ranging from aiding in getting a better understanding of the earth system to studying the effects of climate change and assessing climate models. In this section, we consider an application of the non-Gaussian latent models of the previous sections to producing high-resolution maps of precipitation. The purpose of this application is twofold. Firstly, it serves as an illustration of the fact that the models we have proposed can be used for analyzing large environmental datasets. Secondly, we want to investigave if anything is gained by using a fully non-Gaussian model compared with the simpler alternative of using Gaussian models for transformed data, which has previously been used for this dataset.

The data we use is available online\(^1\) and was created from the data archives of the National Climatic Data Center. The data is measured at 11918 unique sites throughout the United States, and has a temporal coverage for the period 1895-1997. The spatial coverage varies over the time period, with fewer stations reporting in the beginning. The actual measurements are reports of total monthly precipitation in mm scale, see Figure 2 for data from January and June 1997. For more details on the data, see Johns et al. (2003).

\(^1\) www.image.ucar.edu/Data/US.monthly.met
6.1. Models. We will use four different models to analyze the data. The first three are models for the data in the original scale and the fourth is a Gaussian model for square-root transformed data.

For the first three models, we assume that the measurements, $y_i$, are generated as $y_i = X(s_i) + \varepsilon_i$, where $\varepsilon$ is Gaussian measurement noise with variance $\sigma^2_\varepsilon$ and $X(s) = \beta + \xi(s)$ is the latent precipitation field which we model as a stationary Matérn field. We fix the shape parameter $\alpha$ of the Matérn covariance function at two, but estimate the other parameters from the data. The SPDE representation is used for $\xi$, and the basis for the Hilbert space approximation is chosen as the basis of piecewise linear basis functions induced by the triangulation in Figure 3. The three different models are obtained by choosing the forcing noise in the SPDE as either Gaussian noise, GAL noise, or NIG noise.

For the final model, the precipitation measurements are modeled as $\sqrt{y_i} = X(s_i) + \varepsilon_i$, where $X$ is a Gaussian Matérn field as described above and $\varepsilon_i$ again is Gaussian measurement noise.

For the Gaussian and transformed Gaussian model the parameters are estimated using direct optimization of the likelihood given $y$ or $\sqrt{y}$, as de-
Table 3

Parameter estimates for the different models for the precipitation data from January and June. Note that the Gaussian parameters are for transformed data while NIG and GAL parameters are for raw data and hence should not be compared directly. This is, for example, the reason for the large differences in measurement noise variances.

---

6.1.1. Models with a PRISM covariate for the mean. The models described above used no covariates. It is not easy to find good covariates for precipitation modeling; however, Johns et al. (2003) used a climate estimate for precipitation obtained using the PRISM method (Gibson, Daly and Taylor, 1997; Daly, Neilson and Phillips, 1994) as a covariate when analysing the dataset. The PRISM covariate explains much of the variation in the data, but it should be noted that it is partially based on the same measurements as we are studying.
The PRISM covariate is included in the models as a covariate for the mean value. Thus, for the untransformed models, $\beta$ is replaced with $\beta_1 + \beta_2 B_2(s)$, and for the transformed Gaussian model, $\beta$ is replaced with $\beta_1 + \beta_2 \sqrt{B_2(s)}$, where $B_2(s)$ is the PRISM covariate. The parameters are estimated in the same way as for the models without the PRISM covariate and the parameter estimates for all models with the PRISM covariate can be seen in Table 3.

Before going further into the analysis of the different models and the data, it might be of interest to see if there are any reasons for considering anything else than a transformed Gaussian model with PRISM as a covariate. If this model was correct, 

$$\left(\sqrt{\mathbf{y}} - \mathbf{E}(\mathbf{X}|\mathbf{y}, \Theta)\right)/\left(\mathbf{V}(\mathbf{X}|\mathbf{y}, \Theta) + \sigma^2 \mathbf{I}\right)^{1/2}$$

should approximately follow a standard Gaussian distribution if $\mathbf{X}$ is the latent field evaluated at the measurement locations. Quantile-quantile plots of these standardized prediction residuals are shown in Figure 4. As seen in the figure, the Gaussian fit is far from perfect for both June and January which serves as a motivation for considering the other models.

6.2. Model selection using cross-validation. A natural question is which model that fits the data best. Since the main goal of the analysis is to do spatial infilling, we focus the model comparison on the accuracy of the spatial predictions and their corresponding error estimates. To compare the different models ability to do spatial prediction, we use cross-validation. The dataset is divided into ten equally large groups $\mathbf{y}_1, \ldots, \mathbf{y}_{10}$, by doing a random permutation of the dataset and then choosing the first tenth of the dataset as $\mathbf{y}_1$, the second tenth as $\mathbf{y}_2$, etc. For each $k = 1, \ldots, 10$, the expectations $\mathbf{E}(\mathbf{y}_k|\mathbf{y}_{(-k)})$ and the variances $\mathbf{V}(\mathbf{y}_k|\mathbf{y}_{(-k)})$ are calculated, which are the spatial predictions and their variances for the locations in
group \( k \) using all data except the data in that group. By calculating these values for all groups, predictions are performed at all measurement locations, and by subtracting the measurements from these predictions we obtain a complete set of cross-validation residuals \( r \). By dividing each value in \( r \) with the predicted kriging variance for that location, we obtain a set of standardized residuals \( r_s \) which should have variance one if the model is correct.

In Table 4, the estimated variance of the standardized residuals, \( \text{V}(r_s) \), is reported, together with several other measures of the residuals: The estimated mean, \( \text{E}(r) \), which should be close to zero, the estimated variance, \( \text{V}(r) \), which should be as small as possible, the estimated mean of the absolute values, \( \text{E}(|r|) \), which should be close to zero, as well as the continuous ranked probability score (CRPS) (Matheson and Winkler, 1976) and the energy score, \( \|es\| \) (Gneiting et al., 2008). To calculate CRPS, we define \( \hat{Y}_i, \hat{Y}_i^{(1)}, \hat{Y}_i^{(2)} \) as independent random variables with distribution \( \pi(y_i | y - k(i)) \) where \( k(i) \) is the group that observation \( i \) belongs to, then

\[
\text{CRPS} = m^{-1} \sum_{i=1}^{m} \text{E}[|y_i - \hat{Y}_i|] + \text{E}[|\hat{Y}_i^{(1)} - \hat{Y}_i^{(2)}|].
\]

The CRPS is the most employed scoring role in probabilistic forecasts and the energy score is a multivariate extension of the CRPS.

There are several things to note in the tables. First of all, the mean and variance are similar for all models, except for NIG model. The reason for the large variance for the NIG model could be that the estimation puts too much emphasis on allowing for big jumps in the variance process to account for outliers in the data, and as a result, the tails of the distribution fits the data well but the fit in general is poor. Also, a peculiar effect for the NIG model is that the addition of the PRISM covariate actually worsens cross-validation results for the June data, whereas it improves the performance for all other models. After further analysis of the NIG results, we found that the addition of the PRISM covariate reduces the size of the residuals when fitting the model to the whole dataset but increases cross-validation residuals, which indicates overfitting and the NIG model is therefore likely not a suitable model for this dataset.

The Gaussian model severely underestimates the variance of the Kriging estimator, which can be seen in the variance of the standardized residuals. Overall, the transformed Gaussian model and the GAL model seems to preform the best, both with and without the PRISM covariate, and we therefore choose two study the difference between these two models in more detail.
6.3. A comparison between the GAL and transformed Gaussian models. The posterior mean for the GAL model and the transformed Gaussian model as well as the difference between the two can be seen in Figure 5 for the models without the PRISM covariate and in Figure 6 for the models with the PRISM covariate. As seen in the figures, the posterior means are not that different between the models. The GAL model has more distinct peaks around the extremes whereas estimate using the transformed Gaussian model is smoother, but the overall pictures are very similar.

The posterior standard deviations for the transformed Gaussian and the GAL models with the PRISM covariate can be seen in Figure 7. While there was no large difference in the posterior means between the models, the estimates of the posterior variances are completely different between the models. The reason for this can easily be seen by calculating the variance of $X^2$ in the transformed Gaussian model, which is the precipitation in the original scale. Standard calculations give that

$$V[X(s)^2|y] = 2V[X(s)|y]^2 + 4E[X(s)|y]^2V[X(s)|y].$$
Figure 5: The posterior mean of the fields for January and June 1997 using the GAL model (top), the transformed Gaussian model (mid), and the difference between the two (bottom).

Hence, the actual values of $y$ affects the kriging variance for the transformed Gaussian model, through the term $E[X(s)|y]$, whereas only the distribution of the measurement locations affects the variance for the GAL model. The model’s different variance structures are reflected in their respective CPRS in Table 4. There is little precipitation and small variation in the amount of precipitation over large areas in the US. This is effect is modeled best with the transformed Gaussian model, and the second term in (17) is therefore smaller for the transformed Gaussian model than for the GAL model.

The reason for the poor values of the standardized variances of the transformed Gaussian model is that the linear interpolation method used in the SPDE method induces a large bias in the variance if a non-linear transformation is used. This can be avoided by using a basis induced by a triangulation with nodes at each observation and prediction location, since this avoids using linear interpolation. Rerunning the cross-validation with nodes at each observation location results in standardized variances close to one for all transformed Gaussian models. However, the goal is to produce high resolution maps of precipitation and adding nodes at each prediction location in
Figure 6: The posterior mean of the fields using the PRISM covariate for January and June 1997 using the GAL model (top), the transformed Gaussian model (mid), and the difference between the two (bottom).

these maps results in models that are not computationally feasible to use for either estimation or prediction. Thus, we cannot use the ideal grid for the transformed Gaussian model in practice.

Figure 8 shows local estimates of the standard deviation of the residuals for the GAL and transformed Gaussian models. Clear spatial structures are seen in the figure for both models, indicating that neither model manage to use all spatial information contained in the observations.

In the light of these results, it is interesting that the cross-validation results were not that different between the models, at least for the June data, and this indicates that the cross-validation procedure we used might not be appropriate for selecting the best model. However, the transformed Gaussian model, on its ideal grid, would perform best overall, which indicates that the model variance needs to be non-stationary and proportional to the mean.

7. Conclusions. In this work, we have extended the models of Bolin (2011) to a larger class of non-gaussian models and have shown how to handle both missing data and measurement noise, which is crucial for practical
implementations.

The models and the estimation procedure can be extend and improved in several directions. For example, as previously mentioned, for models defined on regular grids the full generalized hyperbolic class could be used and thus give a very large class of non-Gaussian fields on lattices. Also, the estimation procedure was derived assuming that the field was observed under Gaussian measurement error, but it would require only small modification to extend it to Generalised hyperbolic measurement noise.

It is well-known that the convergence of the EM algorithm is slow, which often means that a large number of iterations are needed to achieve convergence of the parameter estimates, and the algorithm in this article is no exception. The author plans to study other stochastic estimation methods to improve the speed of the estimation. Changing to other estimation methods could also solve the problem that we are currently only able to estimate the parameters when \( \alpha \) is an even integer.

Unlike for Gaussian models, the models described here are not completely determined by the mean and covariance structures. This allows for interesting characteristics when applying other PDEs to the G-type processes. For example, one can create a spatio-temporal model that is not time reversible by considering a spatio-temporal extension of the models discussed in this work.

For the precipitation data, the results indicate that the model should allow for kriging variances proportional to the kriging predictions, as the
transformed Gaussian model does. This means that one needs to find ways to extend the models presented here to incorporate non-stationary variances.
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