Quantum Neuronal Sensing of Quantum Many-Body States on a 61-Qubit Programmable Superconducting Processor
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Classifying many-body quantum states with distinct properties and phases of matter is one of the most fundamental tasks in quantum many-body physics. However, due to the exponential complexity that emerges from the enormous numbers of interacting particles, classifying large-scale quantum states has been extremely challenging for classical approaches. Here, we propose a new approach called quantum neuronal sensing. Utilizing a 61 qubit superconducting quantum processor, we show that our scheme can efficiently classify two different types of many-body phenomena: namely the ergodic and localized phases of matter. Our quantum neuronal sensing process allows us to extract the necessary information coming from the statistical characteristics of the eigenspectrum to distinguish these phases of matter by measuring only one qubit. Our work demonstrates the feasibility and scalability of quantum neuronal sensing for near-term quantum processors and opens new avenues for exploring quantum many-body phenomena in larger-scale systems.

It is well known that one of the exciting applications for quantum processors is associated with the probing and characterization of complex phenomena in quantum many-body systems [1–14]. Quantum many-body systems are known to exhibit various fascinating phases of matter, including high-temperature superconductivity, spin liquids, and quantum Hall effects to mention but a few [15, 16]. However, both theoretical and experimental approaches to explore such systems suffer severe limitations due to the complex and high dimensional nature of these systems [17–20]. By contrast, quantum processors are expected to be able to generate these interesting phases of matter in a highly controllable and coherent manner [2, 3, 7, 21]. The size of the Hilbert space associated with a 60+ qubit quantum processor [21–23] should be sufficient to explore various quantum statistical properties of such phases of matter without resorting to the usual approximations [24–26]. This should allow us to explore their properties beyond the understanding conventional techniques provide [27–29]. However, using these powerful noisy intermediate-scale quantum (NISQ) processors brings several serious complications associated with their use - beyond those associated with noise and imperfections. It is well-known that the amount of the information that can be extracted from quantum states is limited, and although we can reconstruct the quantum state or process through tomographic techniques [10], the number of measurements usually grows exponentially with the processor size [30, 31]. This could make the entire effort for many-body dynamics simulation on a quantum information processor inefficient. To overcome these limitations and enable efficient quantum
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simulation of such systems, we need not only an appropriate means to generate our required dynamics, but more importantly, a measurement scheme to observe it that scales favorably with the processor size.

In this work, we propose a quantum neuronal sensing approach to determine the statistical properties associated with the states of quantum many-body systems. It combines quantum sensing in which one observes the fluctuation of a system parameter with the computational power of quantum neural networks (QNNs). The usual quantum information approaches [32] to explore quantum many-body physics and confirm their properties, such as the particular quantum phase of matter, tend to be computationally intensive. Further such approaches tend to be rather sensitive to finite system size effects. Instead, we consider the state generated in the many-body system as a quantum input to the sensor where a QNN is used to preprocess the state for the targeted information to be efficiently extracted onto just one qubit. That qubit is then measured. As the input data to the QNN is a quantum state, and the QNN can directly process the information encoded in that quantum state, it has a natural advantage against its classical counterparts. If the QNN can help the readout extract more information about the knowledge we aim to have, this quantum neuronal sensing is positive in extending its sensing abilities. Our quantum neuronal sensing approach could have a quantum advantage for both the direct quantum information processing before the measurement and the use of the quantum computational power of the process. We demonstrate our quantum sensing scheme using a NISQ-era 61-qubit programable superconducting quantum processor. This is first used to generate nontrivial quantum statistical properties, including the quantum ergodic and localized phases of matter. Then, quantum neuronal sensing probes the system to determine whether it is in an ergodic or localized phase by measuring only one qubit.

At the core of our quantum neuronal sensing scheme is a digital-analog QNN whose task is to distinguish the quantum states, namely ergodic and localized states in this case. Our experiments generate these two distinct groups of many-body states by a superconducting quantum processor composed of 64 qubits in a square $8 \times 8$ lattice arrangement. Among them, two qubits are not functional while another is not fast tunable (see Supplementary Materials [33]), reducing the maximum number of operational qubits to 61. This scheme requires the preparation of training states which we achieve in the following way. All qubits in our processor are first initialized in their ground $|0\rangle$ states and then prepared to the Neel state by exciting every alternate qubit. Our system then evolves under the interaction Hamiltonian

$$H_d = \sum_{i,j} g_{i,j} (\sigma^x_i \sigma^x_j + \sigma^y_i \sigma^y_j) / 2 + \sum_i d_i \sigma^z_i$$

for a time $t_d = 200 \text{ ns}$ where $g_{i,j}$ is the effective coupling strength between neighboring qubits with the average coupling for all neighboring qubit sets given by $g / 2\pi = 2.75 \text{ MHz}$. Further $d_i$ is the disorder for qubit $Q_i$ randomly selected from a uniform distribution $[-\hbar, \hbar]$ with $h_{\text{erg}} / 2\pi = 1 \text{ MHz}$ ($h_{\text{loc}} / 2\pi = 50 \text{ MHz}$) chosen for the generation of ergodic (localized) states respectively. We note that while the existence of exact two-dimensional localization is still debated, in a finite-size system, localized states are observed in both numerical analysis [34] and experimental demonstration [35, 36]. As shown in the Supplementary Materials Fig.S7 [33], the dynamics of the time evolutions of the system imbalance at different disorder strengths signal evidence of the systems entrance into the localized phase under strongly disordered two-dimensional systems, which are observed for the first time in a large-scale programmable superconducting quantum processor.

Now that we have generated our quantum states, we can directly process and analyze them using a QNN based on a variational quantum circuit [37–39] built in a hybrid digital-analog architecture. The variational circuit consists of $N_q + 1$ single qubit rotations $R(\theta_i, \phi_i) = Z(\theta_i)X(\phi_i)Z(-\theta_i)$ (digital part) and a multi-qubit unitary operation $U = e^{-iH_0 t_0 / \hbar}$ (analog part) in the two layers. In the first layer the single qubit rotations are parameterized by the trainable parameters $\theta$ and $\phi$ while for the analog circuit $H_0 = \sum h g (\sigma^x_i \sigma^x_j + \sigma^y_i \sigma^y_j) / 2$ is the $N_q$-qubit system Hamiltonian with zero disorder on each site. The analog circuit operates for a time $t_0 = 200 \text{ ns}$. Next the second layer of the QNN contains only one single-qubit rotation for the measured qubit (see Fig. 1B). This means the total number of parameters in this configuration for $N_q$ qubits is $2(N_q + 1)$, which can be extended, if necessary, to $N_l + 1$ layers with $2(N_q N_l + 1)$ parameters.

The natural question is how our quantum neuronal

![FIG. 1. The scheme for quantum neuronal sensing of quantum many-body states using QNNs. The experiment is performed on a superconducting quantum processor Zuchongzhi 1.0. It begins with the state preparation, where we generate either the localized or ergodic state. The state is the input state of the QNN, which in our case is a double-layered digital-analog variational quantum circuit. Here we use $N_q + 1$ trainable single-qubit rotations $R(\theta_i, \phi_i)$ and a multi-qubit unitary operation $U$ as the ansatz. A quantum-classical hybrid architecture implements the training of the QNN. The classical computer is used to evaluate gradient from the measurement results marked as “P”, which is the probability of measuring the readout qubit in its $|1\rangle$ state. After the training, the QNN can classify the states in localization or ergodicity with the readout of only one qubit.](image-url)
sensing scheme works, noting that the analog circuit part quickly generates entanglement while the digital elements are utilized for training the expression of the circuit. The features of the input data are expected to be extracted through the trained variational quantum circuit and then mapped to a state that is easy to recognize with deterministic measurement outcomes. Here that binary classification is achieved by measuring only one qubit. The input state is recognized as a localized state if the probability of measuring the readout qubit in its $|1\rangle$ state is smaller than 0.5; otherwise, we consider it an ergodic state. The threshold of 0.5 is the default value for the binary classification problem, if the normalized predicted probabilities are in the range between 0 and 1. However, the threshold does not have to be 0.5, and it can easily be adjusted to the optimal value if a class imbalance appears after the neural network.

Next, the training of the QNN is accomplished by a gradient-based method generally preferred with large parameter spaces \cite{40}. Given we are trying to determine if the state is ergodic or localized, we use the binary cross-entropy loss function \cite{41–43}

$$L(\theta, \phi) = \frac{1}{N} \sum_i -[(y_i \cdot w_i \cdot \log(p_i)) + (1 - y_i) \cdot w_i \cdot \log(1 - p_i)]$$ \hspace{1cm} (1)

where $y_i$ is the label of the $i$-th training data with $y_i = 1$ if the state is ergodic and 0 otherwise. Next $w_i$ is the weight of $i$-th data with it set as 3 (1) for the ergodic (localized) states respectively for a better training performance. Further $p_i$ and $1 - p_i$ are the probabilities for the class of ergodic states and localized states, respectively. The gradient of the loss function (1) can be evaluated by the parameter-shift rules \cite{40, 44}

$$\frac{\partial L(\theta, \phi)}{\partial \theta_j} = \frac{1}{2} \left( L[(\theta, \phi) + (0, ..., \pi/2, ..., 0)] - L[(\theta, \phi) - (0, ..., \pi/2, ..., 0)] \right)$$ \hspace{1cm} (2)

where the $\pi/2$ factor appears at the $j$-th position.

We need to verify the effectiveness of our quantum neuronal sensing scheme on a small-scale quantum processor to enable us to check the results using classical simulations. As such, we start with the simplest case with nine qubits arranged in $3 \times 3$ grid as depicted in Fig.2(a) where we use the middle qubit, marked as A, for readout. We train the QNN for several epochs until it converges, where an epoch is one complete pass through the training data. At each epoch, there are 20 (50) individual states in the training (testing) data, respectively, of which half are ergodic states and the remaining localized states. In Fig.2(a) we plot the loss and accuracy values of 25 epochs during the training of the QNN, where each point is the average of 10 independent training of the QNN with initial parameters and dataset randomly generated. We can observe that the loss function gradually decreases to convergence. Meanwhile, the accuracy of the QNN on the testing set is improved synchronously. The accuracy averaged over ten different training instances converges to greater than 0.90 in 10 epochs and finally approaching 0.95. In Fig. 2(b), we also provide the results for the QNN with another position as the readout qubit. In all these cases, a final classification accuracy close to 0.95 was achieved, showing that there is no specificity for different readout positions. To investigate the details during the optimization, we present intermediate data for the first and last epochs in a complete training cycle (see Fig. 2(c)). A distinct improvement of the distinguishability is observed. A more intuitive comparison is provided in Fig. 2(d), which shows the measurement results of the readout qubit to the testing set with and without applying the trained QNN. The testing data are clearly distinguished into two groups after applying the trained QNN, whereas without QNN there is a large overlap between the measurement results of the two classes of states. To further verify the effect of QNN, we specially design an experiment, in which we set the qubits $Q_1$-$Q_4$ and $Q_6$-$Q_9$ as system qubits, and $Q_5$ as a probe qubit. $Q_5$ is not involved in the preparation of many-body quantum state in the state generation stage, however, it participates in the process of QNN and acts as the readout qubit. In this case, after training the QNN, measuring $Q_5$ can still clearly distinguish the two classes of quantum states (see Fig 2(e) with further details provided in Supplementary Materials [33]). This series of experiments clearly shows that QNN act as quantum-enhanced data processor for classifying many-body quantum states, and such high-quality training performance lays down a solid basis for further applications.

The small-scale $3 \times 3$ qubit processor was able to demonstrate the effectiveness of our quantum neuronal sensing scheme for distinguishing ergodic and localized states while being simple enough to be classically simulated. An increased number of parameters with a larger $N_c$ indicates the difficulty of the QNN optimization. However, the simplicity of the second layer of QNN helps the optimization to be feasible. In general, the training of the neural network is highly interdependent with the initial parameters. Thus, a parameter initialization strategy is employed to search for a good starting point. To achieve this good initial parameter set, we randomly generated 50 sets of parameters. Then we used a quantum data set containing 100 individual states (50 ergodic and 50 localized states) to establish the value of loss function and classification accuracy for each parameter set. In the 61 qubit instance arranged in $8 \times 8$ grid (Fig.3(a)), we show the relationship between the accuracy and the loss function with the 50 randomly generated sets of parameters in Fig.3(b). It clearly shows the trajectory that the lower loss function is associated with higher accuracy. Moreover, with only 50 randomly generated parameter sets, three sets of parameters allow the QNN to reach an accuracy greater than 0.9, showing the high availability of suitable parameters provided by our initialization strategy.
FIG. 2. The training and testing of the QNN for qubits arranged in 3 × 3 grid. (a) The loss and accuracy at every epoch during the training. The solid black lines are averaged over ten independent training instances, while the blue shadows are the corresponding standard deviations. The inset is the arrangement of the nine qubits used in this case. The orange-filled circles are the qubits excited to |1⟩ state in state input. The qubit in the center is the qubit for readout. (b) The testing accuracy of the readout qubit in the center (A), in the edge (B), and in the corner (C). The average accuracies are 0.946 ± 0.058, 0.940 ± 0.083, and 0.947 ± 0.089, respectively. (c) The intermediate data for the first and last epochs in a complete training cycle, where the ordinate represents the probability P of measuring the single qubit in the |1⟩ state. Each epoch can be divided into three stages, Forward, Backward, and Testing. The Forward and Testing stages can be understood as testing the QNN on the training and testing sets, respectively. In the Backward stage, for each quantum state in the training data set (20 quantum states), we use the parameter-shift rule to train the 20 trainable parameters in the neural network. For each quantum state, a total of 40 different circuits need to be implemented and measured to calculate the gradient of those 20 training parameters. It was found that the results of the first epoch (orange dots) are not distinguishable, while those of the last epoch (blue dots) are clearly distinguishable. (d) The results of the readout qubit in the center with and without the trained QNN. The separation of the two different groups is clearly enhanced after 25 epochs of training. The solid lines represent Gaussian fitting to the distributions of data. (e) The classification of states using the QNN where the probe qubit is not involved in state preparation. The ergodic and localized states can be classified with an accuracy 0.98. The inset is the layout of the qubits, where the qubit in the center Q5 is not involved in state preparation while being used as the probe qubit.

Now starting with the best initial parameters previously established, we finished our training procedures with the decreasing of the loss function and the increasing of accuracy for different system size: 4 × 4, 5 × 5, 7 × 7, and 8 × 8 (see Fig.3(a)). Fig.3(c) shows each curve averaged over five individual training instances. It is essential to mention here that although we start with the best initial parameters with relatively low loss function already, our training procedure can still reduce the loss function further enabling increased separation of the ergodic and localized distributions. As shown in Fig.3(d), the trained QNN at each system size can accurately predict the previously unseen quantum state in the testing set, by measuring only one qubit, instead of measuring the entire quantum state (or populations) as in conventional methods. Our protocol avoids the exponential cost of quantum state readout, making it more valuable and scalable for large-scale quantum systems. We might expect in ideal conditions that increasing the system size can help the state classification, but Fig.3(d) shows a slight decrease which we attribute to noise and imperfections in our processor’s operations, which goes with system size. Regardless, our ability to predict properties of unseen quantum states also shows the potential of our scheme to assist us in detecting and characterizing different phases of matter. Finally, we also found that the time cost for training increases linearly in system size (Fig.3(e)), with the largest 61 qubit system taking 22 hours, indicating the scalability of our protocol for larger systems. Moreover, the trained QNN can be applied to a wider set of unseen data (shown in the Supplementary Materials [33]), i.e., the quantum systems with different disorders and evolution times compared to the training set, showing the strong generalization of QNN.

Our successful demonstration of quantum neuronal sensing of the quantum many-body system using one measurement qubit is an essential step forward for NISQ era near-term applications. Our QNN based scheme can learn and extract the highly relevant features from the information hidden in the exponentially high-dimensional
FIG. 3. The training and testing of the QNN for larger-scale systems. (a) The active qubit arrangement used in our quantum processor to realize four different system sizes ranging from $4 \times 4$ to $8 \times 8$, with the number of qubits (shown in the brackets) increasing from 16 to 61. The qubits excited to $|1\rangle$ state in state generation are represented as orange-filled circles. (b) The relationship between the loss function and the accuracy for the $8 \times 8$ case. Before the training of the QNN, we randomly sampled 50 sets of parameters to choose the best initial parameter set with the lowest loss. (c) The loss and accuracy as a function of the epoch during the training. The blue, orange, green, and red solid lines are averaged over five independent instances for the four system sizes. The corresponding shadow is the error estimated via the standard deviation in different instances. (d) The distribution of testing data after 25 epochs of training. In all four cases, the results for ergodic and localized states are well-separated into two different groups. The solid lines are the Gaussian fittings to the distributions of data. (e) The training time in hours as a function of qubit number $N_q$. The solid black line is the linear fitting to the data.

Hilbert space by directly processing the information of the input state without measurement. The quantum neural sensing could bypass the fundamental limit of the extractable information from a quantum state, which would be a huge advantage in the future quantum sensing design. The digital-analog quantum framework we used for the simulation of many-body dynamics is hardware-efficient and also offers universality for quantum computing [45]. The simplicity and efficiency of our approach can naturally be extended to explore a wide range of fascinating quantum phenomena, as well as practical quantum computing, such as probing the complex phase diagram [37], identifying the entanglement of different structures, and been designed as a decoder for quantum error-correcting codes.
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I. QUANTUM PROCESSOR PERFORMANCE

The experiment is performed on a superconducting quantum computing platform as in [Science 372, 948-952 (2021)] \footnote{[? ? ]}. The quantum processor, namely “Zuchongzhi 1.0”, contains 64 transmon qubits arranged in an 8-by-8
array, among them two qubits are not functional, and one qubit that is not frequency fast-tunable (Fig. S1). Between neighboring qubits, a coplanar waveguide resonator couples both qubits. Through the virtual photon interaction via the quantum bus, an effective coupling between neighboring qubits is realized.

![Zuchongzhi 1.0 quantum processor](image)

**FIG. S1. Sketch of the Zuchongzhi 1.0 quantum processor.** Each ball with an arrow represents a qubit while link between qubits represents the coupling resonators. The qubits and resonator colored dark gray are non functional while the qubit colored yellow are not fast-tunable.

In realizing the high-fidelity continuous time Hamiltonian evolution, where $H_d = \hbar \sum g_{i,j}(\sigma^x_i \sigma^x_j + \sigma^y_i \sigma^y_j)/2 + \hbar \sum d_i \sigma^z_i$, we need to realize a high-precision control of qubit frequency. In this work, we utilize two technologies to realize the requirement: the Z pulse distortion correction, and the alignment of qubit frequency.

The Z pulse distortion correction is to remove the unwanted distortion of the control pulse applied on the flux bias of the qubit. The goal of the correction is to obtain a constant frequency $d_i$ for the time-independent evolution of the system. We utilized the calibration and correction discussed in Ref. [46]. We show the results before and after the correction in Fig. S2. After correcting the Z pulse distortion, we utilized the calibration of the qubit-frequency alignment with multi-qubit swapping at different qubit sites as discussed in Ref. [47]. Examples of the calibrations are shown in Fig. S3, where disorders have been corrected, and coherent oscillations can be observed for at least 500 ns.

There are two qubit frequencies in this experiment: the idle points and the interacting points. The qubits are biased at their idle points to perform the single-qubit and readout operations. For each qubit, the idle points are designed to be away from their neighbors to avoid the unnecessary microwave crosstalk. Meanwhile, we optimize the idle points to maximize the single-qubit operation fidelity and readout performances following the procedures listed in Ref. [47]. The interacting point is set at 5.192 GHz for 3 by 3 instances, and 5.09 GHz for the 4 by 4 to 8 by 8 instances, respectively. Using the interacting point as the reference, we detune the qubits to the corresponding frequencies to utilize disorders. At the interacting point, the average effective coupling strength for all nearest-neighboring qubit pairs is 2.185 MHz for 3 by 3 instances, and 2.75 MHz for 4 by 4 to 8 by 8 instances.

For state readout, we utilize the second-excited state readout technology [47] to reduce the impact of state relaxation. The readout fidelity is 0.971 (0.937) for $|0\rangle$ ($|1\rangle$) state for all qubits in average. We benchmark the single-qubit gate error using cross-entropy benchmarking (XEB) [48]. The average XEB Pauli error is 0.65%, among which 0.47% is the speckle purity benchmarking (SPB) [49] error and 0.18% is the control error. We summarize the performances of the quantum processor in Tab. S1 and Fig. S4.

Now let’s discuss the effect of ramping up and ramping down time. In our experiment, we need to tune all qubits to the chosen detuning or interacting frequency for state preparation and quantum neural network, respectively. In the tuning operation, there are a ramping up stage, a constant amplitude stage, and a ramping down stage. The ramping up and down time are extremely short in comparing with the coupling strength. In our experiment, the ramping up and down time is only 4 ns. We numerically simulated the process with 0 to 100 ns as the ramping up and down time. As shown in Fig. S5, we use the squared statistical overlap as a quantification of fidelity defined.
by $F = \frac{\left(\sum \sqrt{p_{i,j}q_{i,j}}\right)^2}{\sum p_{i,j} \sum q_{i,j}}$, and find that the fidelity keeps in a high level for the ramping time short than 10 ns. The ramping up and down in such a short time mostly contribute to the single qubit phase. In our experiment, in the state preparation, such local single qubit phase will not affect the property of the state whether it is an ergodic or localized state. In the quantum neural network, such single qubit phase can also be regarded as part of the parameters of the QNN, thus will not introduce error.

![Wave sequence and results for pulse distortion correction](image)

**FIG. S2.** The wave sequence and results for pulse distortion correction.

| Parameters                                      | Median | Mean  | Stddev. |
|------------------------------------------------|-------|-------|---------|
| Qubit idle frequency (GHz)                     | 5.204 | 5.202 | 0.196   |
| $T_1$ at idle frequency ($\mu$s)               | 12.94 | 13.50 | 5.54    |
| $T_1$ at working point ($\mu$s)                | 11.05 | 12.13 | 5.55    |
| $T_2^*$ at idle frequency ($\mu$s)             | 1.34  | 1.41  | 0.56    |
| Effective coupling strength $g/2\pi$ between neighboring qubits (MHz) | 2.174 | 2.185 | 0.070   |
| Readout fidelity of $|0\rangle$ $f_{00}$       | 0.975 | 0.971 | 0.016   |
| Readout fidelity of $|1\rangle$ $f_{11}$       | 0.940 | 0.937 | 0.023   |
| Effective qubit temperature (mK)               | 65    | 66    | 11      |
| Single-qubit SPB Pauli error                   | 0.0042| 0.0047| 0.0029  |
| Single-qubit XEB Pauli error                   | 0.0050| 0.0065| 0.0046  |
| Single-qubit control error                     | 0.0007| 0.0018| 0.0026  |

**TABLE S1.** Performance parameter of the “Zuchongzhi 1.0” quantum processor.

### II. LEVEL STATISTICS

The quantum system can be in distinct regimes [34? –36], ergodic and localized regimes, depending on the disorder strength $h/g$. The system thermalizes under the dynamics and follows the eigenstate thermalization hypothesis [51] for low disorder strengths, and would be in the localized phase for large disorder strengths [34? –36].

Level statistics is one of the standard approach to distinguish the different phases [52–56]. The gap ratio of consecutive spacings between energy levels

$$r_n = \frac{\min\{\delta_n, \delta_{n-1}\}}{\max\{\delta_n, \delta_{n-1}\}}$$  \hspace{1cm} (S1)
FIG. S3. The coherent oscillation for different number of qubits from 2 to 5 qubits. In the experiment, the qubit marked in orange is excited, then all qubits are detuned to the same interaction frequency, and the population of all involved qubits are measured. The solid lines correspond to numerical simulations with no disorders and the dots correspond to the experimental data. We fit the experimental data with simulations with disorder considered to extract the disorders. In these examples, the disorders are mostly negligible.

is introduced as a simple probe of the level statistics in Ref. [57], where \( \delta_n = E_{n+1} - E_n \) is an energy difference between two consecutive levels. The average gap ratio, \( \bar{\tau} \), is different for ergodic systems (\( \bar{\tau} \approx 0.527 \)) and for localized systems (\( \bar{\tau} \approx 0.386 \)), as analyzed in Ref. [56].

We perform numerical simulation to analyze the level statistics of the 3 \( \times \) 3 system. Figure S6 shows the average gap ratio \( \bar{\tau} \) as a function of disorder strength \( h/g \) and captures the phase transition from the ergodic to the localized phase. We note that although level statistics can be used to probe these two phases, the calculation of level statistics is very expensive for large system, since the complexity of calculating the eigenvalues of a \( N \)-qubit system is \( O(2^N) \), which grows exponentially over the number of qubits.

III. IMBALANCE DYNAMICS

In our experiment, the ergodic states and localized states are generated by the system’s evolution in the absence and presence of disorder, respectively. Here, we apply the order parameter of imbalance, defined as \( I = (N_e - N_o)/(N_e + N_o) \), to monitor the evolution of the system, where \( N_e \) (\( N_o \)) is the total number of excitation quanta on the even (odd) number sites. Imbalance is an effective order parameter that reflects the preservation of the local magnetizations of the initial state. The evolution of the imbalance of the quantum system with different system sizes and different disorder strengths is depicted in Fig. S7A. We found that at long times above 150 ns, the imbalance reaches a steady state. The imbalance of the steady-state approaches 0 for \( h/g \approx 0 \), where \( h \) is the disorder strength and \( g \approx 2.185 \) MHz the effective average coupling strength between neighboring qubits. However, if the disorder strength increases, the steady-state imbalance becomes larger, signaling the breakdown of the ergodicity. Meanwhile, we also provide the results of imbalance at time \( t = 200 \) ns as a function of the disorder strength for different system sizes (see Fig. S7B). We can observe that as the system size increases, the slope of the curve becomes smaller, indicating that more disorder is required to enter the localized phase for a larger system. It is worth noting that these experimental results have gone beyond the classical simulatable area and have never been produced in theory or experiment to the best of our
knowledge, which can provide good guidance for future research.

### IV. NUMERICAL SIMULATIONS

Here we provide the numerical simulation results of applying the quantum neuronal sensing to the small-scale 3 × 3 quantum system (see Fig. S8). The setting of the parameters in our simulation is consistent with the experiment. The training (testing) data has 20 (50) individual states, respectively, of which half are ergodic states and the remaining localized states. In Fig. S8A,B we plot the loss and accuracy values of 25 epochs during the training of the QNN, where each point is the average of 10 independent training instances of the QNN with initial parameters and dataset randomly generated. In Fig. S8C, we show the measurement results of the readout qubit when the QNN of the last training epochs is applied to the testing data. The testing data are clearly distinguished into two groups at the end of the last epoch. By comparing with Figure 2 in the main text, we can find that the experiment is in good agreement with the numerical simulation, indicating the high quality of our experiment.

Besides, we note that the QNN with single-qubit measurement is sufficient for the classification task on 3 × 3 quantum systems. This brings great convenience to the scalability of QNN, mainly due to the following two factors:

1) As proven in Ref. [58], cost function with global observables leads to exponentially vanishing gradients (i.e., barren plateaus), while cost function with local observables leads to at worst a polynomially vanishing gradient.
2) Experimentally, the noise introduced by single-qubit measurement is obviously much smaller than multi-qubit measurements, and single-qubit measurements are immune to correlated measurement noise.

Since we need to scale the system to 61 qubits, we chose local observables to alleviate the problems of barren plateau and measurement noise as it scales up. Fortunately, the results of our large-scale experiments (see Fig. 3 in the main text) show that our employed architecture works for the given problem, indicating that this architecture has
the expressive power to solve this specific problem.

FIG. S8. Numerical simulation of Quantum Neuronal Sensing for the 3x3 system size. (a) The loss and accuracy at every epoch during the training, respectively, where each point is the average of 10 independent training instances of the QNN. (b) Results of applying the QNN at the last epochs to the testing data set containing 50 quantum states. The two different groups are well separated after 25 epochs of training. The solid lines represent the Gaussian fitting to the distributions of data.

V. EXTENDED DATA

In our experiment, the evolution time of the analog circuit part in the QNN is set to 200 ns. These settings can also be regarded as hyperparameters of our QNN.

A. The hyperparameter of evolution time in the analog circuit part

We also experimentally tested the performance of the QNNs with different evolution times $t_d$ in the analog circuit part. Figure S9 shows the classification accuracy of the QNNs for various times $t_d = 100$ ns, 200 ns, 300 ns, and 400 ns used in the analog circuit part, respectively. In all four cases, the trained models can achieve high classification accuracy on the testing data. And the stability of the results and the classification accuracy are relatively higher when $t_d = 200$ ns. Thus, we finally set the default evolution time of the analog circuit part in the QNN as $t_d = 200$ ns.

B. Classification of quantum states at other evolution times

As analyzed in Section 2, at long times around 200 ns or above, the system reaches a steady-state. In our experiments, after the system has evolved for 200 ns, we then distinguish whether the system’s state at this time is ergodic or localized. As a general quantum neuronal sensing, our approach, in principle, can be used to distinguish the quantum states with different properties. Figure S10 shows the results of applying the quantum neuronal sensing to distinguish the quantum states generated from the system in the absence and presence of disorder, after system
FIG. S9. **Classification accuracy of the QNN with different evolution times $t_d$ in the analog circuit part.** For the $3 \times 3$ system, the classification accuracy of the trained QNN model for various evolution times $t_d = 100 \text{ ns}, 200 \text{ ns}, 300 \text{ ns},$ and $400 \text{ ns}$ used in the analog circuit part on the testing data, where each point is the average of 5 individual trainings of the QNN.

FIG. S10. **Classification accuracy of the QNN at different evolution time $t_0$.** Presented are the classification accuracy of the QNN on the testing data for the $3 \times 3$ system at different evolution time $t_0 = 100 \text{ ns}, 200 \text{ ns}, 300 \text{ ns},$ and $400 \text{ ns},$ where each point is the average of 5 individual trainings of the QNN. The solid line and the shadow correspond to the numerical simulations.

has evolved for different times $t_0 = 100 \text{ ns}, 200 \text{ ns}, 300 \text{ ns},$ and $400 \text{ ns}$. For quantum states at different evolutionary moments, our approach can distinguish the quantum state from a system with or without a disorder with a high success rate, showing the universality and scalability of our approach.

C. **Generalization of the trained QNN**

The above results demonstrate that our approach has the ability to discriminate each quantum state produced by the given two types of systems with high accuracy. We further investigate more potential applications of the trained QNN by applying it to identify the statistics of quantum systems with different settings than the training set. In
FIG. S11. The results of applying the trained QNN to the quantum states generated by different evolution time and disorder strengths. (a) Statistical results for the quantum states generated with different Hamiltonian evolution time and two different disorder strengths for $3 \times 3$ system. After training the QNN using the quantum states generated with 200 ns evolution time, the trained QNN is applied to monitor the dynamical evolution of two types of quantum states. The evolution time for state preparation is arranged logarithmically between 6 and 501 ns. At each time point, 50 sets of parameters in the testing set, of which $h/g = 0.36$ and 18.18 each account for half, are used to generate the two classes of states. In this series of experiments, the initialization strategy is used before training the QNN, to achieve better performance in a small number of training epochs. Besides, we optimize the threshold for separation as 0.47 (the intersection of the Gaussian fitting of the classification results of the two classes in the training set), as the classification results are somewhat imbalanced. (b) The probability of quantum states classified in localization for the states generated with a variety of disorder strength. For each disorder strength, we randomly generated 50 disorder profiles and the Hamiltonian evolution time for state preparation is 200 ns. $h/g$ are equally spaced ranging from 0.46 to 18.3.

FIG. S12. The experimental results of classification with trained QNN and the numerical results of level statistics for the $3 \times 3$ system with various disorder strengths. The black solid line is the experimental probabilities of quantum states classified in localization by the trained QNN. The blue shadow is the standard deviation of the results from 10 individual instances. The green solid line is the numerical level statistics. These two curves show a strong correlation.

Fig.S11(a), we show that the trained QNN can be used to monitor the dynamical evolution of quantum states with large and small disorder strength, and statistically the localized and ergodic states can be clearly distinguished by QNN when the evolution time is higher than about 40 ns. In Fig.S11(b), we show that the trained QNN can be used to predict the probability of the localized quantum states with different disorders. We select 20 values equally spaced in between $h_{\text{erg}}$ and $h_{\text{loc}}$. For each selected $h$, we randomly generate 50 sets of disorders uniformly distributed in $[-h, h]$. We count the probability that the quantum state in each data set being classified as a localized state. This probability reflects the closeness of the quantum states generated under a given disorder to the trained localized state.
Then, with the well-trained QNN for different system size, we also predicted the probability of the localized quantum states with different disorders. As shown in Fig. S11(b), it is observed that the probability of the quantum states in localization increases together with the increment of the disorder as expected, which shows highly consistent with the prediction by level statistics [55, 59] (see Section D for more discussion), suggesting that our protocol can provide us a different perspective to the study of quantum phases such as ergodic and localized states. These observations clearly demonstrate the strong generalization of QNN, providing us a positive signal that our quantum enhanced processing technique might have a wide range of applications in the study of many-body physics.

D. Correlation between QNN and level statistics

We have shown in Fig. S11(b) that the trained QNN can be utilized to predict the probability of the localized quantum states with different disorders. The level statistics can be also utilized for comparable tasks, as shown in section II. Figure S12 shows the experimental result of trained QNN and the numerical result of level statistics for the 3 × 3 system with various disorders. We calculate the correlation coefficient \( R \) of the covariance matrix of these two arrays of results in Fig S12. The correlation coefficient \( R \) of two arrays is defined as

\[
R = \frac{C_{12}}{\sqrt{C_{11}C_{22}}}
\]

where \( C \) is the covariance matrix of two arrays. The value of \( R \) range from -1 to +1, and the larger the absolute value of \( R \), the larger is the correlation value. If the correlation coefficient \( R \) is less than 0 then it negatively correlated. And if it’s greater than 0 then it’s positively correlated. The calculated correlation between the two arrays of results is \(-0.936 \pm 0.044\). It shows that these two arrays of results are highly negatively correlated, indicating the trained QNN has the potential to be an order parameter like the level statistics for many-body quantum physics. Moreover, the computational cost of level statistic grows exponentially over the number of qubits, as shown in section II. However, our QNN is very efficient, it only requires a shallow parametered quantum circuit and only single-qubit measurement.

E. Classification of quantum states using an ancilla qubit

We particularly designed an experiment to further demonstrate that our quantum neuronal sensing approach can be utilized as a probe to learn the properties of the quantum system. In this experiment, the qubit measured, which is called ancilla or probe qubit, after running the quantum neural network were not among those involved in the many-body quantum state. Specifically, our experiment uses the middle qubit, marked as Q5 in Fig. S13(a) in the 3 × 3 grid for this role, and the 8 outer qubits for preparing the many-body state. The equivalent quantum circuit is shown on the right side of Fig. S13(a). The experimental results are shown in Fig. S13(b,c). During the training procedure, the parameter initialization strategy introduced in the main text is employed to determine a good initial parameters. As can be seen from the curves of loss and accuracy (see Fig. S13(b)), the training procedure can further improve the performance of QNN. And finally, the two classes of ergodic and localized states can be distinguished by detecting the probe qubit (see Fig. S13(c)). After the QNN, there appears to be a minor class imbalance; however, by simply adjusting the threshold to around 0.41, we can get classification accuracy as high as 0.960 \pm 0.018, which is averaged over five instances.

We note that the probe qubit is completely unaware of the quantum system’s state prior to QNN processing because it is not involved in the quantum system’s evolution. However, following QNN processing, the probe qubit can be used to distinguish whether the system is local or ergodic. Such an experiment shows clearly that the distinguishability could credibly be attributed to a non-trivial behavior of the QNN.
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