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ABSTRACT

We present the calibration between the dust continuum luminosity and interstellar gas content obtained from the Valparaíso ALMA Line Emission Survey (VALES) sample of 67 main-sequence star-forming galaxies at 0.02 < z < 0.35. We use CO (1–0) observations from the Atacama Large Millimetre/submillimetre Array to trace the molecular gas mass, \( M_{\text{H}_2} \), and estimate the rest-frame monochromatic luminosity at 850 \( \mu \)m, \( L_{850} \), by extrapolating the dust continuum from MAGPHYS modelling of the far-ultraviolet to submillimetre spectral energy distribution sampled by the Galaxy And Mass Assembly survey. Adopting \( \alpha_{\text{CO}} = 6.5 \) (K km s\(^{-1}\) pc\(^2\))\(^{-1}\), the average ratio of \( L_{850}/M_{\text{H}_2} = (6.4 \pm 1.4) \times 10^{19} \text{ erg s}^{-1} \text{ Hz}^{-1} \text{ M}_\odot^{-1} \), in excellent agreement with literature values. We obtain a linear fit of \( \log_{10}(M_{\text{H}_2}/M_\odot) = (0.92 \pm 0.02) \log_{10}(L_{850}/\text{erg s}^{-1} \text{ Hz}^{-1}) - (17.31 \pm 0.59) \). We provide relations between \( L_{850} \), \( M_{\text{H}_2} \), and \( M_{\text{ISM}} \) when combining the VALES and literature samples, and adopting a Galactic \( \alpha_{\text{CO}} \) value.

Key words: ISM: lines and bands – galaxies: ISM – submillimetre: galaxies.

1 INTRODUCTION

Disentangling the physical processes contributing to the decline in the overall cosmic star formation rate density (\( \rho_{\text{SF}} \)) since the observed peak at \( z \sim 2 \) (e.g. Madau & Dickinson 2014) requires the measurement of the gas content in the interstellar medium (ISM) of galaxies out to high redshift. The most reliable technique is to use the neutral hydrogen 21-cm line to trace the atomic gas phase and/or the CO molecule lines arising from rotational transitions to trace the molecular gas component (see e.g. Carilli & Walter 2013, and references therein). However, the linear relationship between the 21-cm line brightness and the column density of gas breaks for optically thick gas (Braun et al. 2009). Furthermore, the \( \alpha_{\text{CO}} \)
factor’, the constant of proportionality between the mass of the molecular phase gas and the CO line emission, typically from the J = 1–0 or J = 2–1 line, is highly uncertain with a possible dependence on gas-phase metallicity (Wilson 1995; Israel 2005), galaxy kinematics, and excitation conditions (Solomon & Vanden Bout 2005). The standard CO/21-cm method may also overlook a significant fraction of lower column density molecular gas, which is not CO bright and so traced by neither line (Abdo et al. 2010; Planck Collaboration XIX 2011a). Technologically, it remains impossible to detect the H I line from galaxies at z > 0.4 with the current generation of facilities, and the detection of CO line emission typically requires long exposure times (several tens of hours) for normal, high redshift targets.

Faced with these observational difficulties, an alternative to the standard CO/21-cm methods for estimating the mass of the ISM in a galaxy at high redshift might be to use instead the continuum dust emission (see e.g. Hildebrand 1983; Dunne et al. 2000; Boselli, Lequeux & Gavazzi 2002). The Herschel Space Observatory (Pilbratt et al. 2010) with the Photodetector Array Camera and Spectrometer (PACS; Poglitsch et al. 2010) and the Spectral and Photometric Imaging Receiver (SPIRE; Griffin et al. 2010) were jointly capable of detecting the far-infrared (FIR) to submillimetre (submm) continuum emission originating from the dust component in six wavebands (70 to 500 µm) with significantly higher sensitivity and angular resolution than previous FIR/submm experiments, making it possible to derive a calibration between the dust emission and the ISM mass, MISM (Eales et al. 2012; Magdis et al. 2013), though the calibration is dependent on a accurate knowledge of the dust temperature.

Most recently, Scoville et al. (2016) used a calibration between the dust continuum at λ = 850 µm and the molecular gas content to infer the properties of higher redshift (z ≤ 6) galaxies. The empirical calibration was obtained considering Planck observations of the Milky Way (Planck Collaboration XXI 2011b; Planck Collaboration XXV 2011c) and samples of low-redshift star-forming galaxies (Dale et al. 2005; Clements, Dunne & Eales 2010), ultraluminous infrared galaxies (ULIRGs) and high-redshift (z = 2–3) submillimetre galaxies (SMGs) from the literature. Although they report that each method yields a similar rest-frame 850 µm luminosity per unit ISM mass, the calibration based on the sample of 70 star-forming galaxies, SMGs and ULIRGs, gave L850/MH = (6.7 ± 1.7) × 10^{19} erg s^{-1} Hz^{-1} M⊙^{-1}. By applying their calibration to ALMA observations of galaxies in three redshift bins up to z = 4.4, Scoville et al. conclude that starburst galaxies above the main sequence are largely the result of having greatly increased gas masses rather than an increased efficiency of converting gas to stars, with star-forming galaxies at z > 1 exhibiting ~2–5 times shorter gas depletion times than low-z galaxies. Whilst the application of this empirical calibration (see also Scoville et al. 2017) has clear advantages, being much faster (~20 ×) at estimating the ISM mass than molecular line observations and applicable to more readily obtainable continuum observations at higher redshift, the method assumes a solar metallicity and so may not apply to lower mass, metal-poor galaxies at higher redshifts. It is crucial to test the robustness of this calibration to ensure that any evolution with redshift is in fact physical.

In this Letter, we present the calibration between the dust continuum and molecular gas content derived from measurements of L850, MH, and MISM for an expanded, homogeneous sample of 67 main-sequence star-forming galaxies at 0.02 < z < 0.35 in the Valparaíso ALMA Line Emission Survey (VALES; Hughes et al. 2016; Villanueva et al. 2017), based on a combination of Band-3 CO(1–0) observations taken with the Atacama Large Millimetre/submillimetre Array (ALMA) and FUV/submm photometry from the GAMA survey (Driver et al. 2016; Wright et al. 2016). We adopt a Λ cold dark matter cosmology with H0 = 70 km s^{-1} Mpc^{-1}, ΩM = 0.27 and ΩΛ = 0.73.

2 THE SAMPLE AND DATA

2.1 Sample selection

Our sample of galaxies was originally drawn from the Herschel Astrophysical Terahertz Large Area Survey (Eales et al. 2010; Bourne et al. 2016; Valiante et al. 2016), a Herschel programme capable of providing a sufficient number of far-IR bright galaxies over ~600 deg^2 with a wealth of high-quality ancillary data. From the three equatorial fields spanning ~160 deg^2 covered by H-ATLAS, galaxies were selected based on the following criteria: (1) a flux of S_{60,µm} > 150 mJy; (2) no neighbours with S_{60,µm} > 160 mJy; (3) within 2 arcmin from their centroids; (3) an unambiguous identification (RELIABILITY > 0.8; Bourne et al. 2016) in the Sloan Digital Sky Survey (SDSS DR7; Abazajian et al. 2009); (4) a Petrosian SDSS r-band radius < 15 arcsec, i.e. smaller than the PACS spectroscopic field of view; (5) high-quality spectroscopic redshifts (QZ = 3) from the Galaxy and Mass Assembly survey (GAMA; Liske et al. 2015); and (6) a redshift between 0.02 < z < 0.35 (median of 0.05), beyond which the CO(1–0) line is redshifted out of ALMA Band 3. After applying these criteria, 324 galaxies remain to comprise a statistically-significant sample spanning a wide range of optical morphological types and IR luminosities. Of these, 67 objects have follow-up ALMA CO(1–0) line observations as part of VALES, and GAMA FUV to FIR/submm photometry. These galaxies have stellar masses from 6 to 11× 10^{9} M☉, SFRs between 0.6 and 100 M⊙ yr^{-1}, and metallicities of 8.7 < 12 + log(O/H) < 9.2 (see Villanueva et al. 2017).

2.2 ALMA CO(1–0) line observations

We exploit our VALES observations targeting the CO(1–0) line in Band 3 for 67 galaxies obtained during cycle-1 and cycle-2. Villanueva et al. (2017) present the observations, data reduction and a detailed characterization for the complete sample. All observations were reduced homogeneously within the Common Astronomy Software Applications (CASA; McMullin et al. 2007) using a common pipeline, developed from standard pipelines, for calibration, concatenation and imaging, with standard bandpass, flux and phase calibrators. Velocity-integrated CO(1–0) flux densities, S_{CO}Δν, in units of Jy km s^{-1} were obtained by collapsing the cleaned, primary-beam-corrected data cubes between ν_{obs} − ν_{WHM} and ν_{obs} + ν_{WHM} and fitting these cubes with a Gaussian. We detect >73 per cent (49 of 67) of the targets with a >5σ peak line detection. We estimate upper limits as 5× the measured rms from the collapsed cubes set at 100 km s^{-1} spectral resolution and adopting ν_{WHM} = 250 km s^{-1}.

2.3 Gama multimwavelength photometry

All of our galaxies are present in the GAMA Panchromatic Data Release2 (Driver et al. 2016) that provides imaging for over 230 deg^2 with photometry in 21 bands extending from the far-ultraviolet to
FIR from numerous facilities, currently including: GALaXY Evolution 
explorer (GALEX), Sloan Digital Sky Survey (SDSS), Visible 
and Infrared Telescope for Astronomy (VISTA), Wide-field Infrared 
Survey Explorer (WISE), and Herschel. These data are processed 
to a common astrometric solution from which homogeneous pho-
tometry is derived for ~221 373 galaxies with $r < 19.8$ mag (see 
Wright et al. 2016), meaning the spectral energy distribution (SED) 
between 0.1 and 500 µm is available for each galaxy.

3 THE $L_{\text{FIR}}$–$M_{\text{ISM}}$ CALIBRATION

3.1 Estimating the dust continuum luminosity

In the absence of measurements of the dust continuum at 850 µm, 
we adopt an estimate of the $L_{\text{FIR}}$ based on an extrapolation of the 
modelled SED. Our primary approach to estimate $L_{\text{FIR}}$ exploits the 
FUV–FIR/submm $H$-ATLAS/GAMA photometry available for all 
our galaxies modelled with the Bayesian SED fitting code, MAGPHYS 
(da Cunha, Charlot & Elbaz 2008). The code fits the panchromatic 
SED, giving special consideration to the dust–energy balance, from 
a library of optical and infrared SEDs derived from a generalized 
multicomponent model of a galaxy. The FIR/submm dust emission 
is modelled with five modified black bodies, of which two compo-
tents have variable temperatures representing thermalized cold 
and warm dust and the other three components represent hot dust 
at 130, 250 and 850 K. Two geometries describe the dust distribu-
tion: Birth clouds of new stars contain only warm and hot circumstellar 
dust, whereas all five dust components may contribute to the dust in 
the diffuse ISM. As our focus is solely on estimating the rest-frame 
850 µm continuum luminosity, we refer the reader to Driver et al. 
in preparation for details of the complete analysis of the MAGPHYS 
modelling of all the GAMA SEDs, yet note that Villanueva et al. 
(2017) demonstrate how the stellar masses, IR luminosities, $L_{\text{IR}}$, and 
SFRs derived from MAGPHYS are consistent within the uncertainties 
to empirical estimates found in Ibar et al. (2015).

Using the best-fitting SEDs, we calculate the median model flux 
from 800 and 900 µm, $S_{\nu}$, and convert this flux - that ranges 
from 1 to 15 mJy - into a monochromatic rest-frame luminosity, $L_{\nu}$, in 
units of erg s$^{-1}$ Hz$^{-1}$, via

$$L_{\nu} = 1.19 \times 10^{37} S_{\nu} (\text{Jy}) (1 + z)^{-2} D_L^2 K \text{ erg s}^{-1} \text{ Hz}^{-1},$$

where $D_L$ is the luminosity distance in Mpc and $K$ is the $K$-correction 
given by equation (2) in Dunne et al. (2011), following their exact 
methodology. In addition to FUV–FIR/submm SED modelling 
through MAGPHYS, we also examine the results of fitting the five 
$H$-ATLAS PACS/SPIRE photometric bands with a one-component 
modified blackbody as originally presented by Hildebrand (1983), 
assuming a power-law dust emissivity and either keeping the spec-
tral index $\beta$ as a free parameter or fixing the value at 1.8 (e.g. 
Galametz et al. 2012). In both cases, our best-fitting model fluxes 
are consistent and produce results that support the conclusions reached 
with the MAGPHYS SED fitting results. We then compute the uncer-
tainty in $L_{\nu}$ from the standard deviation of the three luminosity 
values, we obtain from modelling the SEDs with MAGPHYS and the 
two fits with one-component modified black bodies adopting variable 
and fixed spectral indices.

3.2 Measurement of the interstellar gas content

From our velocity-integrated CO(1–0) flux densities, $S_{\text{CO}} \Delta \nu$, in 
units of Jy km s$^{-1}$, we calculate the CO line luminosity, $L_{\text{CO}}$, in 
units of K km s$^{-1}$ pc$^2$ following equation (3) of Solomon & Vanden 
Bout 2005, given as

$$L_{\text{CO}} = 3.25 \times 10^7 S_{\nu} \Delta \nu \nu_{\text{obs}}^2 D_L^2 (1 + z)^{-3},$$

where $\nu_{\text{obs}}$ is the observed frequency of the emission line in 
GHz. The values for $L_{\text{CO}}$ are in the range of $(0.03 \pm 3.51) 
\times 10^{20}$ K km s$^{-1}$ pc$^2$, with an average value of $(0.67 \pm 0.06) 
\times 10^{20}$ K km s$^{-1}$ pc$^2$. The CO line luminosity can then be converted 
into the molecular gas mass (including the mass of He), $M_{\text{H}_2}$, by 
assuming an $\alpha_{\text{CO}}$ conversion factor (see equation 5 in Solomon & 
Vanden Bout 2005). Our VALES galaxies have high stellar masses 
($\geq 10^{10}$ M$_\odot$), thus avoiding metal-poor systems in which the dust-
to-gas abundance ratio is expected to decrease nor where signifi-
cant molecular gas exists without CO emission (see e.g. Bolatto, 
Wolff & Leroy 2013).

We first exclude from our analysis, the merger/interacting sys-
tems identified using a K-band-based morphological classification 
as outlined in Villanueva et al. (2017). To facilitate a direct com-
parison with the results of Scoville et al., we primarily adopt 
$\alpha_{\text{CO}} = 6.5$ (K km s$^{-1}$ pc$^{-1}$)$^{-1}$ for the bulge- 
disc-dominated galaxies with normal star formation. In our 43 normal galaxies 
with detected CO emission, we derive $M_{\text{H}_2}$ values in the range of 
$\log M_{\text{H}_2}/M_\odot = 9.35 \pm 11.12$ with a median of 10.46 ± 0.01. Fi-
nally, to estimate the atomic hydrogen content, $M_{\text{HI}}$, we use the 
H i–colour scaling relation given by equation (4) of Zhang et al. 
(2009) with the $g – r$ colour and $i$–band surface brightness avail-
able from the GAMA photometry. The H i mass ranges between 
$\log M_{\text{HI}}/M_\odot = 8.55 \pm 10.54$ with an average of 9.57 ± 0.03 and 
typical errors of ±0.30 per cent. We then calculate the ISM gas mass 
as $M_{\text{ISM}} = M_{\text{H}_2} + M_{\text{HI}}$ using standard error propagation.

3.3 The $L_{\text{FIR}}$/$M_{\text{ISM}}$ calibration

Bringing these measurements together, we now examine the cal-
ibrations between the dust continuum and gas content found for 
the galaxies in our VALES sample considering only those galaxies 
with CO line detections. The VALES sample exhibits a mean ratio 
$S_{\text{CO}} \Delta \nu / S_{\text{FIR}}$ of 1081 ± 265 km s$^{-1}$, corresponding to a mean $L_{\text{CO}}$ 
to $L_{\text{FIR}}$ ratio of $(2.91 \pm 0.66) \times 10^{-21}$ in units of the luminosity 
ratio dimensions (see Fig. 1), which is in agreement with that found 
$(3.02 \times 10^{-21})$ for the three galaxy samples analysed in Scoville 
et al. (2016). In particular, the VALES galaxies have properties more 
akin to the low-z normal star-forming galaxies and ULIRGs than 
the SMG sample. After converting the CO luminosity into molecu-
lar gas mass, we find average ratios of $S_{\text{FIR}}/M_{\text{H}_2}$ = $(6.9 \pm 5.6) 
\times 10^{-13}$ Jy M$_\odot$ and $L_{\text{FIR}}/M_{\text{H}_2}$ = $(6.4 \pm 1.4) \times 10^{10}$ erg s$^{-1}$ Hz$^{-1}$ M$_\odot$,
also in excellent agreement with the mean values found by Scoville et al. 
(2016) and with near-matching scattering.

Although a constant ratio is appropriate to describe the average 
properties of the both the Scoville et al. and VALES samples across the 
luminosity range, there is a very minor trend that galaxies with 
$L_{\text{FIR}} > 10^{39}$ erg s$^{-1}$ Hz$^{-1}$ tend to lie on or above the average ratio 
(see Fig. 2). Galaxies with $L_{\text{FIR}}$ fainter than this luminosity have 
slightly lower ratios than the average. Our results suggest that adopt-
ing a constant $L_{\text{FIR}}/M_{\text{H}_2}$ ratio to estimate the ISM mass would un-
derestimate $M_{\text{H}_2}$ in galaxies where $L_{\text{FIR}} > 10^{39}$ erg s$^{-1}$ Hz$^{-1}$ (and 
vice versa) and so a linear fit (in logarithmic space) may be more

---

3 The mean scatter between $L_{\text{FIR}}$ calculated via the method presented in appendix A of Scoville et al. (2016) and that used here is ±5 per cent, and both methods yield similar scaling relations.
Figure 1. The correlation between \( L_{850} \) and \( L'_{\text{CO}} \) found for galaxies in our VALES sample observed with ALMA (Hughes et al. 2016; Villanueva et al. 2017). For galaxies with CO detections (blue circles), we show the average ratio (black dashed line) and compare to the mean value (black dotted line) found for the low-z samples of star-forming galaxies (SF; squares), ultraluminous infrared galaxies (ULIRGs; triangles) and submillimetre galaxies (SMGs; diamonds) studied in Scoville et al. (2016). The average of these combined samples is superimposed (dashed–dotted line).

Figure 2. The ratio of \( L_{850} \) to \( M_{\text{H}_2} \) found for galaxies in our VALES sample observed with ALMA (Hughes et al. 2016; Villanueva et al. 2017). From galaxies with CO detections (blue circles), we show the average ratio (black dashed line) with the ±1σ range (light grey region) and the best linear fit (black solid line) with ±1σ confidence limits (dark grey region). The low-z samples of SF galaxies (squares), ULIRGs (triangles) and SMGs (diamonds) are shown together with the mean value (black dotted line), taken from fig. 1 of Scoville et al. (2016).

Table 1. The best-fitting relations between the dust continuum luminosity at 850 μm (in units of erg s\(^{-1}\) Hz\(^{-1}\)) and various parameters considered in this work, expressed as \( \log_{10} y = m \log_{10} L_{850} + c \), with the corresponding 1σ errors. We also state the scatter in dex (σ), Spearman (\( \rho_S \)) and Pearson (\( \rho_P \)) coefficients, where the values have probabilities P(\( \rho_P \)) and P(\( \rho_S \)) of >99.9 per cent that each of the two variables correlate for sample size \( N = 43 \) or 113. \(^4\)Combined sample of 113 galaxies in VALES and Scoville et al. (2016).

| y       | m        | c        | σ         | ρ_P     | ρ_S     |
|---------|----------|----------|-----------|---------|---------|
| VALES sample only; \( \alpha_{\text{CO}} \) ≡ 4.6 (K km s\(^{-1}\) pc\(^2\))\(^{-1}\) | \( L'_{\text{CO}} \) | 0.92 ± 0.02 | −18.13 ± 0.59 | 0.12 | 0.94 | 0.92 |
| \( \rho_{\text{H}_2}/M_\odot \) | 0.92 ± 0.02 | −17.46 ± 0.59 | 0.12 | 0.94 | 0.92 |
| \( \rho_{\text{ISM}}/M_\odot \) | 0.84 ± 0.02 | −14.95 ± 0.54 | 0.11 | 0.94 | 0.92 |
| Combined samples\(^4\); \( \alpha_{\text{CO}} \) ≡ 4.6 (K km s\(^{-1}\) pc\(^2\))\(^{-1}\) | \( L'_{\text{CO}} \) | 0.93 ± 0.01 | −18.56 ± 0.05 | 0.12 | 0.98 | 0.98 |
| \( \rho_{\text{H}_2}/M_\odot \) | 0.93 ± 0.01 | −17.90 ± 0.05 | 0.12 | 0.98 | 0.98 |
| VALES sample only; \( \alpha_{\text{CO}} \) ≡ 6.5 (K km s\(^{-1}\) pc\(^2\))\(^{-1}\) | \( L'_{\text{CO}} \) | 0.92 ± 0.02 | −18.13 ± 0.59 | 0.12 | 0.94 | 0.92 |
| \( \rho_{\text{ISM}}/M_\odot \) | 0.92 ± 0.02 | −17.31 ± 0.59 | 0.12 | 0.94 | 0.92 |
| \( \rho_{\text{H}_2}/M_\odot \) | 0.86 ± 0.02 | −15.38 ± 0.53 | 0.12 | 0.94 | 0.92 |
| Combined samples\(^4\); \( \alpha_{\text{CO}} \) ≡ 6.5 (K km s\(^{-1}\) pc\(^2\))\(^{-1}\) | \( L'_{\text{CO}} \) | 0.93 ± 0.01 | −18.56 ± 0.05 | 0.12 | 0.98 | 0.98 |
| \( \rho_{\text{H}_2}/M_\odot \) | 0.93 ± 0.01 | −17.74 ± 0.05 | 0.12 | 0.98 | 0.98 |

appropriate for the galaxies. For the VALES sample, we obtain

\[
\log_{10} M_{\text{H}_2} = (0.92 ± 0.02) \log_{10} L_{850} - (17.31 ± 0.59),
\]

\[
\log_{10} M_{\text{ISM}} = (0.86 ± 0.02) \log_{10} L_{850} - (15.38 ± 0.55),
\]

in which \( M \) and \( L_{850} \) have units of \( M_\odot \) and erg s\(^{-1}\) Hz\(^{-1}\), respectively. This relation is valid between \( 1 \times 10^{59} < L_{850} < 2 \times 10^{61} \) erg s\(^{-1}\) Hz\(^{-1}\) for normal main-sequence star-forming galaxies and is based on the assumption that \( \alpha_{\text{CO}} = 6.5 \) (K km s\(^{-1}\) pc\(^2\))\(^{-1}\). Furthermore, we consider the calibrations we obtain from combining the 70 galaxies of Scoville et al. (2016) with the 43 CO-detected star-forming galaxies in our VALES sample. The \( L_{850}−M_{\text{H}_2} \) calibration for this combined sample of 113 objects is then

\[
\log_{10} M_{\text{H}_2} = (0.93 ± 0.01) \log_{10} L_{850} - (17.74 ± 0.05)
\]

with a scatter of ~0.1 dex. However, the dominant error is on \( \alpha_{\text{CO}} \) and is not included in our error calculations. We note that although Scoville et al. (2014) include the H\(_2\) mass contribution to \( M_{\text{ISM}} \) (estimated as 50 per cent of the \( H_2 \) mass), Scoville et al. (2016) only consider the \( H_2 \) mass component, therefore we do not include a \( L_{850}−M_{\text{ISM}} \) calibration for the combined sample. We summarize these best-fitting relations and the corresponding correlation coefficients in Table 1, in which we also present the relations we obtain when adopting the Galactic value of \( \alpha_{\text{CO}} = 4.6 \) (K km s\(^{-1}\) pc\(^2\))\(^{-1}\) for our sample.

4 DISCUSSION

We have reported an updated calibration between the dust continuum and molecular gas content for an expanded sample of 67 main-sequence star-forming galaxies at 0.02 < z < 0.35 drawn from the H-ATLAS, using gas mass measurements from ALMA Band-3 CO(1–0) observations and estimates of the monochromatic luminosity at 850 μm (rest frame), \( L_{850} \), through an extrapolation of the dust continuum from MAGPHYS modelling of the FUV to
FIR/submm SED observed by the GAMA survey. Although we confirm an average $L_{\nu,850}/M_{H_2}$ ratio in close agreement with literature values (see Scoville et al. 2016, and references therein), the linear fit given by equation (4) alleviates the issue that the ISM mass may be overestimated for galaxies with lower continuum luminosities. Whilst we recommend using this best-fitting calibration rather than the constant calibration for estimating the gas content from dust continuum observations of main-sequence galaxies at high redshift, we stress that the largest uncertainty in this work remains in the $\alpha_{CO}$ factor.

Whichever value of $\alpha_{CO}$ we choose to adopt, using these Galactic-type values assumes that the CO emission comes from virialized molecular clouds bound by self-gravity. However, it remains possible that the CO line emission may actually trace material bound by the total potential of the galactic centre consisting of a mass of stars and dense gas clumps equal to the dynamical mass, $M_{\text{dyn}}$, and a diffuse interclump medium the CO emitting gas of mass $M_{\text{gas}}$. In this case, $M_{\text{gas}} = M_{\text{dyn}}(\alpha_{CO} L_{CO})^2$ [see equation (6) in Solomon & Vanden Bout 2005], meaning the usual relation of $\alpha_{CO}$ will be changed if a fraction of the CO emission in our galaxies originates from an intercloud medium bound by the galaxy potential. Unfortunately, we currently have too few normal disc-dominated galaxies with spatially resolved CO emission (seven sources in total) to robustly identify whether such a change to the $\alpha_{CO}$ factor is warranted in our sample. We would also require more accurate estimates covering a greater dynamic range of metallicity in order to test the effect of the $\alpha_{CO}$ dependence on metallicity. In future VALES studies, we aim to use ALMA and MUSE to further investigate the robustness of the calibration between the dust continuum and molecular gas content with an $\alpha_{CO}$ constrained by 3D kinematical modelling for a larger sample of resolved galaxies.
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