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Abstract

We study unit disk visibility graphs, where the visibility relation between a pair of geometric entities is defined by not only obstacles, but also the distance between them. That is, two entities are not mutually visible if they are too far apart, regardless of having an obstacle between them. This particular graph class models real world scenarios more accurately compared to the conventional visibility graphs.

We first define and classify the unit disk visibility graphs, and then show that the 3-coloring problem is NP-complete when unit disk visibility model is used for a set of line segments (which applies to a set of points) and for a polygon with holes.

1 Introduction

A visibility graph is a simple graph $G = (V, E)$ defined over a set $P = \{p_1, \ldots, p_n\}$ of $n$ geometric entities (points, vertices of a polygon, endpoints of a set of line segments) where a vertex $u \in V$ represents a geometric entity $p_u \in P$, and the edge $uv \in E$ exists if and only if $p_u$ and $p_v$ are mutually visible (or see each other). In the literature, visibility graphs were studied considering various geometric sets such as a simple polygon [21], a polygon with holes [27], a set of points [3], a set of line segments [8], along with different visibility models such as line-of-sight visibility [10], $\alpha$-visibility [11], and $\pi$-visibility [26].

Visibility graphs are used to describe real-world scenarios majority of which concern the mobile robots and path planning [2, 16, 20]. While modeling the environment in which the robots move, a very common tool is to interpret the geometric entities and the relations among them as visibility graphs [1, 9, 22, 23].

However, the physical limitations of the real world are usually overlooked or ignored while using visibility graphs. Since no camera, sensor, or guard (the objects represented by vertices of the visibility graph) has infinite range, two objects might not sense each other even though there are no obstacles in-between. Based on such a limitation, we assume that if a pair of objects are too far from each other, then they do not see each other. To model this notion, we adapt the unit disk graph model.

$G$ is called a unit disk visibility graph of $P$ if the existence of an edge $uv \in E$ means that $p_u$ and $p_v$ see each other, and the Euclidean distance between them is less than 1 unit. In other words, an element of the geometric set cannot see another element if they are too far apart [1]. Unit disk point visibility graphs directly follows from this definition while for unit disk segment and polygon visibility graphs, the additional constraints are the followings: i) the edges of unit disk segment visibility graphs cannot to intersect any segment, and ii) the edges of unit disk polygon visibility graphs must totally lie inside the polygon.

In this paper, we tackle the 3-coloring problem in unit disk visibility graphs. The 3-coloring problem is a famous combinatorial decision problem which asks if a graph has a proper 3-coloring (or in short, 3-coloring). A graph is said to have a 3-coloring (or to be 3-colorable) when all the vertices receive one of the three pre-given colors, and no two adjacent vertices receive the same color. This problem is NP-complete for graphs in general [14], and in this paper we show that it is also NP-complete on unit disk visibility graphs of a set of line segments, and a polygon with holes. We refer the reader to the Appendix for the full proofs of axioms marked with (*).
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1In a unit disk intersection graph, there exists an edge between two vertices, if the corresponding disks intersect. This means that a distance $\leq 2$ is enough. However, our paper is based on wireless sensors and their ranges. For two sensor nodes to communicate, they must be inside each other’s communication range. Thus, instead of the radius, we assume that the diameter of a unit disk is one unit.
2 Preliminary results

In this section, we first show that visibility graphs are a proper subclass of unit disk visibility graphs. We assume that the given geometric set is a set of points, since every visibility graph considered in this paper can be embedded in the Euclidean plane; points, endpoints of a set of line segments, and the vertices of a polygon.

2.1 The classification of the visibility graphs and the unit disk visibility graphs

Lemma 1. (*) Consider a set $P = \{p_1, \ldots, p_n\}$ of points, and the visibility graph $G(P)$ of $P$. There exists an embedding $\Sigma(P)$ of $P$, such that the Euclidean distance between every pair $p, q \in P$ is less than one unit, preserving the visibility relations.

Proof. Let $\Phi = \{x_1, y_1, x_2, y_2, \ldots, x_n, y_n\}$ be the set of all coordinates used to represent the set $P$, and let $\varphi \in \Phi$ be a coordinate whose absolute value is the largest number in $\Phi$.

The circle $C$ with center $(0, 0)$ and radius $\varphi$ contains all the points in $P$. Now imagine we shrink $C$ into a unit circle, and scale the point set accordingly. In order to do that, we divide every coordinate in $\Phi$ by $2\varphi$. That is, the new coordinates for the points are $(x_1/2\varphi, y_1/2\varphi), \ldots, (x_n/2\varphi, y_n/2\varphi)$.

Considering any pair $s_i, s_j \in S$, and the straight line $\ell(i, j)$ passing through these points, the slope of $\ell$ does not change. Therefore, the visibility relations are preserved for $P$.

By Lemma 1, a given set $P$ of points can be scaled down to obtain $P'$ so that every point in $P'$ is inside a unit circle, and the visibility graph $G(P)$ of $P$ is exactly the same as the visibility graph $G(P')$ of $P'$. Thus, the unit disk visibility graph of $P'$ is also isomorphic to $G(P')$ since no pair of points in $P'$ has Euclidean distance greater than one unit. We easily get the following.

Lemma 2. (*) If a problem $\Omega$ is NP-hard for point visibility graphs, then $\Omega$ is also NP-hard for unit disk point visibility graphs.

Proof. Let $P = \{p_1, \ldots, p_n\}$ be a geometric set (points, vertices of a polygon, endpoints of a set of line segments) in the Euclidean plane, with coordinates $(x_1, y_1), \ldots, (x_n, y_n)$, respectively. Let $\mathcal{A}$ be an algorithm that solves an instance $Q$ of the problem $\Omega$ on $P$, in polynomial time.

As shown in Lemma 1, a given set $P$ of points can be scaled down into a unit circle, preserving the relations. To avoid the possible coordinates with exponentially many digits, instead of making the transformation $(x_i, y_i) \rightarrow (x_i/2\varphi, y_i/2\varphi)$ for each $(x_i, y_i)$, we let $M$ be the smallest integer larger than $|\varphi|$, which can be expressed as $2^k$. Since dividing a number $n$ by $2^k$ requires at most $k = O(\log n)$ many digits, applying the transformation $(x_i, y_i) \rightarrow (x_i/2M, y_i/2M)$ does not create coordinates with exponentially many digits.

Figure 1: Unit disk visibility relations of (a) a set of points, (b) a set of line segments, (c) a simple polygon, and (d) a polygon with a hole.
So, let $P' = \{p'_1, \ldots, p'_n\}$ be a point set with coordinates $(x_1/2M, y_1/2M), \ldots, (x_n/2M, y_n/2M)$, respectively. If $A$ solves the problem $Q$ on $P'$ in polynomial time, then $A$ solves $Q$ on $P$ also in polynomial time.

Therefore, any $Q$ is also NP-hard for unit disk point visibility graphs.

Remark 1. By Lemma 2, the maximum dominating set, the minimum vertex cover, the maximum independent set and the minimum dominating set problems which have been shown to be NP-hard for visibility graphs by [17, 18] are also NP-hard for unit disk visibility graphs.
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**Figure 2:** (A) A graph with an induced $K_{1,6}$ (indicated with red edges). Unit disk visibility graphs for (B) a set of points, (C) a set of segments, and (D) a simple polygon, each containing an induced $K_{1,6}$.

We now prove the classification of the unit disk graphs and the unit disk visibility graphs.

### 2.2 The classification of the unit disk graphs and the unit disk visibility graphs

**Lemma 3.** (*) Unit disk visibility graphs are not a subclass of unit disk graphs.

**Proof.** Unit disk graphs cannot contain an induced $K_{1,6}$ [19] while a unit disk visibility graph of a set of points, a set of line segments, and a simple polygon can contain it. In Figure 2a, we have a graph which contains $K_{1,6}$ as an induced subgraph shown with red vertices and red edges. Our purpose is to show that an induced $K_{1,6}$ can be contained in the unit disk visibility graph of a set of points, a set of line segments and a simple polygon. In Figure 2b, we are given a set of twelve points where all of them except $u$ are collinear. Observe that among the collinear points, we can choose at most six pairwise non-adjacent points to be in our induced subgraph, otherwise at least two of them see each other. With the addition of $u$, we obtain an induced $K_{1,6}$ since the distance between $u$ and the farthest point is one unit. In Figure 2c, we have a similar configuration where we can choose at most five pairwise non-adjacent endpoints among the collinear segments. By adding both endpoints $u$ and $v$, we obtain an induced $K_{1,6}$ since $u$ does not see other points than $v$ due to distance and $v$ sees all endpoints. In Figure 2d, we also have a similar configuration to Figure 2b. The vertices of a polygon do not see each other if the straight line joining them is outside of the polygon. Therefore, among the vertices except $u$, we can choose at most six pairwise non-adjacent points to be in our induced subgraph. With the addition of $u$, we obtain an induced $K_{1,6}$.

The idea used to prove Lemma 3 is that unit disk graphs cannot contain an induced $K_{1,6}$ [19] while unit disk point, segment and polygon visibility graphs can contain it as in Figure 2.

**Lemma 4.** (*) Unit disk graphs are a proper subclass of unit disk point visibility graphs, and not a subclass of unit disk segment and polygon (simple or with holes) visibility graphs.

**Proof.** Given a representation of unit disk graphs, we can simply perturb the disk centers slightly to obtain a set of points in general position, creating a configuration in which no three points are collinear [6]. This way, we have obtained a setting that is exactly a unit disk graph, in which a pair of vertices are adjacent only if they are close enough. It is still a question whether the new positions of the disk centers can be represented by using polynomially many decimal digits with respect to the input size. However, this shows that every unit disk graph can be represented as the unit disk visibility graph of the new set of points. Lemma 4 shows that there are unit disk visibility graphs of a set of points which cannot be recognized as unit disk graphs. Therefore, unit disk graphs are a “proper” subclass of unit disk visibility graphs for a set of points.

By definition, a set of $n$ (disjoint) line segments contains $2n$ endpoints. Therefore, unit disk visibility graphs for a set of segments have even number of vertices while there unit disk graphs can have odd number.
of vertices. Combined with Lemma 4, unit disk graphs are neither a subclass nor a superclass of unit disk visibility graphs of a set of line segments.

Unit disk visibility graphs for a simple polygon contain a Hamiltonian cycle which acts as the border of the given polygon. However, unit disk graphs may not contain an Hamiltonian cycle. Combined with Lemma 4, unit disk graphs are neither a subclass nor a superclass of unit disk visibility graphs for a simple polygon.

Unit disk visibility graphs for a polygon with holes contain one cycle $C$ to act as the exterior border of the given polygon and at least one other cycle $C'$ disjoint from $C$ to act as the border of a hole. By definition, a cycle of a simple graph is of length at least three and this means that unit disk visibility graphs for a polygon with holes have at least 6 vertices. Therefore, unit disk graphs of order $< 6$ are not unit disk visibility graphs for a polygon with holes. We now show that unit disk graphs of order $\geq 6$ are not unit disk visibility graphs for a polygon with holes using the following fact: The cycle $C'$ corresponding to the border of a hole is an induced “chordless” cycle of the graph. However, unit disk graphs may not contain any induced cycle of length $\geq 3$. Combined with Lemma 4, unit disk graphs are neither a subclass nor a superclass of unit disk visibility graphs for a polygon with holes.

3 Main results

In this section, we mention our NP-hardness reductions. A polynomial-time (NP-hardness) reduction from a (NP-hard) problem $Q$ to another problem $P$ is to map any instance $\Phi$ of $Q$ to some instance $\Psi$ of $P$ such that $\Phi$ is a YES-instance of $Q$ if and only if $\Psi$ is a YES-instance of $P$, in polynomial-time and polynomial-space. We first show that the 3-coloring problem for unit disk segment visibility graphs is NP-hard, using a reduction from the Monotone not-all-equal 3-satisfiability (Monotone NAE3SAT) problem which is a variation of 3SAT with no negated variables, and to satisfy the circuit, at least one variable must be true, and at least one variable must be false in each clause.

3.1 The 3-coloring problem for unit disk segment visibility graphs

Before proving Theorem 1, we describe the gadgets used to construct a unit disk segment visibility graph from a given Monotone NAE3SAT formula in more detail, and show that they correctly transform an instance of the Monotone NAE3SAT problem to an instance of the 3-coloring problem for unit disk segment graphs.

3.1.1 The long edges and NAE3SAT clauses

First, let us describe how we model the long edges to transfer the colors from one vertex to the others. In Figure 3c, there are six line segments on two rows, drawn with thick lines. Their endpoints, which correspond to the vertices of the unit disk visibility graph, are shown by three different shapes: square, triangle, and circle. The disks drawn around the endpoints are the unit disks. The dashed red lines between the endpoints are the visibility edges.

By definition, if two unit disks do not intersect, then the corresponding endpoints are not mutually visible. Thus, even though there is no obstacle between some endpoints, they do not share a visibility edge since they are farther than one unit. Note that if two endpoints see each other, then they are of different shape. Therefore, assigning a unique color for each unique shape gives us a proper 3-coloring in the unit disk visibility graph of this particular configuration.

Observation 1. In a proper 3-coloring of the unit disk visibility graph of the line segment configuration given in Figure 3c, a pair of vertices receive the same color if and only if their corresponding endpoints are of same shape.

Observe that on each row, the shapes of the endpoints are repeating sequentially. Given such a configuration with arbitrarily many line segments, if we consider the ordering $(1, 2, \ldots)$ of the endpoints from left to right on a single row, then the color of $r$th endpoint will have the same color with $(i + 3)$th endpoint. This helps us to transfer a color from one side of the configuration to the desired position, enabling the usage of long edges in the circuit.
(a) An NAE3SAT formula with variables $q, r, s, t$, and clauses $A = (q \lor s \lor t)$, $B = (q \lor r \lor t)$, and $C = (r \lor s \lor t)$.

(b) The wires transferring one of two colors.

(c) A long edge gadget constructed by six line segments having a unique 3-coloring.

(d) The clause gadget for $x \lor y \lor z$.

(e) The edge crossing gadget transferring the color from $a$ to $r$, and from $h$ to $a$.

(f) The segment embedding of (e) on a grid. Only endpoint that is not on the grid is $i$, which is at $(1.85, 2.15)$.

Figure 3: The gadgets used in the proof of Theorem 1.
Figure 4: Setting up the long edge gadget to transfer the color of square endpoints given in Figure 3a and Figure 3b.

Consider the circuit given in Figure 3a. There are four boolean variables, $q$, $r$, $s$, $t$, and three clauses, $A$, $B$, $C$. Each variable has a long edge, representing its “wire.” On each row, three shapes are repeating, square, triangle, and circle, in this precise order. These three shapes are in the same order with the configuration given in Figure 3c. If a variable appears in a clause, then it is shown by an edge from the corresponding row to the clause. Thus, when a color is assigned to a square endpoint, the same color repeats along the wire, and eventually is transferred to the clause.

The truth assignments of the variables are determined by a pair of colors. In this case, every square endpoint on a wire should receive one of these two colors. We guarantee this by setting up the gadget shown in Figure 3b. The color of the triangle vertex is the “neutral” color, which means that the remaining two colors represents “true” and “false” for the variables. Thus, by picking a color for the triangle, we enforce every variable to transfer either true or false. Important part is that a variable connects to a clause only by one of the squares. Therefore, the truth assignment of a variable is transferred to the clause by the color of a square endpoint. Let us assume that the triangles in Figure 3b are colored green. In Figure 4, we see an embedding of line segments, in which the variables transfer either blue, or red to the clauses below.

Three components given in Figure 3a, Figure 3b, and Figure 4 guarantee that two colors representing true and false are transferred properly to the NAE3SAT clauses. In a NAE3SAT instance, a clause should be not-all-equal i.e., in a clause at least one variable must be false, and at least one variable must be true. Now, let us show that if a clause receives three variables with the same truth assignment, then the gadget is not 3-colorable.

Regardless of the number of variables, and number of clauses, the long vertical edges in Figure 3a never intersect. This is because a variable transfers its color from different endpoints on the corresponding row, for every clause it appears in. In Figure 3d we see that the variables are connected to clauses via vertical edges these are close to each other. In other words, every clause has its own area, and no two vertical edges intersect. This allows us to design a gadget that is able to connect three variables, even if they are far apart.

Up to this point, we showed how we model the long edges to transfer the colors. However, given an instance of the Monotone NAE3SAT problem, there is no guarantee that the circuit can be drawn without edge crossings. Note that the circuit given in Figure 3a, the vertical edges passes through several long edges. Since our embedding is in 2D, we need a gadget which has no edge crossings, and also can be used to transfer the colors properly when two edges intersect in the circuit.

### 3.1.2 The edge crossings

We now describe a certificate that transfers the colors safely in case of edge crossings. The certificate that we use is similar to the certificate given by Gräf et al. for the reduction of unit disk graph coloring problem (see Figure 4 in [12]).

In Figure 3e and Figure 3f we give the gadget to replace the edge crossings in the 3SAT circuit, and its embedding as line segments, respectively. As we have mentioned previously, the colors repeat.
**Claim 1.** There are exactly two distinct (proper) 3-colorings of the edge crossing gadget gadget given in Figure 3a, all of which require the vertex pairs \(a, r\) and \(h, o\) to receive the same color.

**Proof.** Observe that there is a unique coloring of the induced subgraph \(G'\) by the vertex subset \(\{d, e, f, g, i\}\) up to a permutation of colors. Since \(f\) is adjacent to all vertices in \(G'\), it has to obtain a unique color \(c_g\). Then, coloring any of \(\{d, e, g, i\}\) uniquely determines the colors of the rest of these vertices where \(e\) and \(g\) get the same color \(c_e = c_g\), and \(d\) and \(i\) get the same color \(c_d = c_g\). We continue by choosing any of the triangles \(\{e, k, n\}, \{i, j, l\}, \{a, c, d\}\) and \(\{b, g, h\}\) whose one vertex is already colored by the coloring of \(G'\). Assume that we choose \(\{e, k, n\}\) where \(e\) has the color \(c_e\). There are two cases which may occur.

The first case is when \(k\) is colored with \(c_g\) and \(n\) is colored with \(c_r\). In this case, the color of every uncolored vertex is determined and as in Figure 5a. Note that this case is the same as the following cases: i) choosing the triangle \(\{i, j, l\}\) and coloring \(j\) with \(c_r\) and \(l\) with \(c_{e'}\), ii) choosing the triangle \(\{a, c, d\}\) and coloring \(a\) with \(c_b\) and \(c\) with \(c_g\), and iii) choosing the triangle \(\{b, g, h\}\) and coloring \(b\) with \(c_g\) and \(h\) with \(c_r\).

The second case is when \(k\) is colored with \(c_r\) and \(n\) is colored with \(c_g\). In this case, the color of every uncolored vertex is determined and as in Figure 5b. Note that this case is the same as the following cases: i) choosing the triangle \(\{i, j, l\}\) and coloring \(j\) with \(c_g\) and \(l\) with \(c_{e''}\), ii) choosing the triangle \(\{a, c, d\}\) and coloring \(a\) with \(c_g\) and \(c\) with \(c_b\), and iii) choosing the triangle \(\{b, g, h\}\) and coloring \(b\) with \(c_r\) and \(h\) with \(c_g\).

![Figure 5](image.png)

(a) Case 1 after the coloring of \(G'\) is fixed.  
(b) Case 2 after the coloring of \(G'\) is fixed.

Figure 5: Exactly two possible colorings of the edge crossing gadget (up to a permutation of colors).

In both cases, the color of \(a\) is the same as the color of \(r\), and the color of \(h\) is the same as the color of \(o\). Therefore, our gadget transfers the color from \(a\) to \(r\) and the color from \(h\) to \(o\) correctly. Moreover, in case 1, \(a\) and \(h\) are assigned different colors while in case 2 they are assigned the same color. Therefore, when \(a\) and \(h\) are forced to be true or false and not neutral, our gadget corresponds to all possible truth assignments for these vertices. In Figure 5 these two unique colorings are demonstrated. \(\square\)

### 3.1.3 The proof of Theorem 1

**Theorem 1.** (\^) There is a polynomial-time reduction from the Monotone NAE3SAT problem to the 3-coloring problem for unit disk segment visibility graphs.

**Proof.** Given an instance of the Monotone NAE3SAT problem, we construct a circuit where every boolean variable is a wire placed horizontally in the plane, on a different row. The clauses are placed on the bottommost row. The truth assignment of the variables are transferred to the clauses via vertical wires, one end connected to the horizontal wire, other end connected to the clause (See Figure 3a).

We replace the wires in the described construction by a series of line segments such that the set of segments on a wire has a unique 3-coloring. Three main components of our reduction described in detail can be summarized as follows.

1. A long edge shown in Figure 3c is used to transfer a color from one end to the other (similar to transferring the truth assignment of a variable). The horizontal line segments are placed on two rows in the Euclidian plane. This configuration, no matter how long, always has a unique 3-coloring. Thus, by assigning a color to any endpoint, one automatically decides which color to appear in the clause gadget.
(2) A clause gadget shown in Figure 3d is modeled by three line segments $xx'$, $yy'$, and $zz'$, not allowing three variables to have the same truth assignment. In our case, the transferred colors. One endpoint from each segment, $x'$, $y'$, $z'$ yield a $K_3$. The remaining endpoints, $x, y, z$ do not see each other. The color of $x$ is transferred using long edges, and since $x'$ is the other endpoint, the color of $x'$ must be different. The same rule applies to $y$ and $z$ as well. Thus, if all $x, y, z$ have the same color, then this clause gadget cannot be 3-colored.

(3) An edge crossing gadget shown in Figure 3e describes a certificate for an edge crossing in the circuit so that it can be realized as a set of non-intersecting line segments.

The truth assignments of the variables are determined by a pair of colors. In this case, every square endpoint on a wire should receive one of these two colors. We guarantee this by setting up the gadget shown in Figure 3f. The color of the triangle vertex is the “neutral” color, which means that the remaining two colors represents “true” and “false” for the variables. Thus, by picking a color for the triangle, we enforce every variable to transfer either true or false. Important part is that a variable connects to a clause only by one of the squares. Therefore, the truth assignment of a variable is transferred to the clause by the color of a square endpoint.

Given a Monotone NAE3SAT formula with $m$ clauses $C_1, \ldots, C_m$ and $n$ variables $q_1, \ldots, q_n$, we construct the corresponding unit disk segment visibility graph $G$ as follows:

- For each variable $q_i$, add a vertex $v_i$ to $G$ together with a long horizontal edge $H_i$ transferring its color.
- For each clause $C_i$ and each variable $q_j$ in $C_i$, add a triangle $T_i$ to $G$ together with a long vertical edge $V_j$ transferring the color of $v_j$.
- For each $V_j$ crossing a $H_i$, add an edge crossing gadget (certificate) to $G$ replacing the vertices in the intersection $V_j \cup H_i$.

Since we have shown that our gadgets interpret a given Monotone NAE3SAT formula and transfer colors correctly, the constructed unit disk segment visibility graph is 3-colorable if and only if the given Monotone NAE3SAT formula has a satisfying assignment.

The time and space complexity. For $n$ variables and $m$ clauses, the number of segments on a vertical long “wire” is at most $O(m)$, since the colors repeat every three endpoints. Since there are $n$ variables, total number of segments for vertical edges is at most $O(nm)$. For every edge crossing, and for every clause, a constant number of line segments is needed. In the worst case, there will be $O(nm)$ edge crossings, hence $O(nm)$ line segments for a constant $c$. There are $m$ clauses, and thus $O(m)$ edges are needed for the clauses. In total, $O(m + nm + nm + m) = O(m + nm)$ segments are enough to model a NAE3SAT instance with $n$ variables and $m$ clauses.

It is trivial to see that the configurations given in Figures 3c and 3a take up polynomial space. The edge crossing gadget given in Figure 3e has an embedding with polynomially many digits which can be verified by the coordinate system given in Figure 3f. Notice that when a horizontal edge and a vertical edge cross, because of the embedding, two ends of the edge crossing gadget have slightly different $y$-coordinates for the endpoints of the horizontal segments ($a$ and $r$ in Figure 3f) and slightly different $x$-coordinates for the endpoints of the vertical segments ($h$ and $o$ in Figure 3f). At first, it seems like the total space that the gadget uses will grow with respect to the number of edge crossings. However, this is not the case since we can simply use a pair of diagonal segments to shift the position of the upcoming horizontal (resp. vertical) segments back to the initial $y$-coordinate (resp. $x$-coordinate). Because of the repeating color patterns, the distance between a pair of adjacent variables can be adjusted such that the crossings have enough space to be embedded in.

As we proved the correctness of our reduction and showed that it is a polynomial-time reduction, the theorem holds. Since the Monotone NAE3SAT problem is NP-complete [25], the 3-coloring problem for unit disk segment visibility graphs is also NP-complete.

Sketch proof. Three main components of our reduction are as follows.

(1) A long edge shown in Figure 3c is used to transfer a color from one end to the other (similar to transferring the truth assignment of a variable). This configuration, no matter how long, always has a unique 3-coloring (up to permutation).
(2) A clause gadget shown in Figure 3d is modeled by three line segments $xx'$, $yy'$, and $zz'$, not allowing three variables to have the same truth assignment, in our case, the transferred colors. If all $x, y, z$ have the same color, then this clause gadget cannot be 3-colored.

(3) An edge crossing gadget shown in Figure 3e describes a certificate for an edge crossing in the circuit so that it can be realized as a set of non-intersecting line segments.

Given a Monotone NAE3SAT formula with $m$ clauses $C_1, \ldots, C_m$ and $n$ variables $q_1, \ldots, q_n$, we construct the corresponding unit disk segment visibility graph $G$ as follows:

- For each variable $q_i$, add a vertex $v_i$ to $G$ together with a long horizontal edge $H_i$ transferring its color.
- For each clause $C_i$ and each variable $q_j$ in $C_i$, add a triangle $T_i$ to $G$ together with a long vertical edge $V_j$ transferring the color of $v_j$.
- For each $V_j$ crossing a $H_i$, add an edge crossing gadget (certificate) to $G$ replacing the vertices in the intersection $V_j \cup H_i$.

This reduction correctly maps any instance of the Monotone NAE3SAT problem to some instance of the 3-coloring problem for unit disk segment visibility graphs, in polynomial-time and polynomial-space.

Since the Monotone NAE3SAT problem is NP-complete [25], the 3-coloring problem for unit disk segment visibility graphs is also NP-complete by Theorem 1.

Remark 2. Since the 3-coloring problem for unit disk graphs [12] is NP-complete, it is also NP-complete for unit disk point visibility graphs by Lemma 4. For an alternative reduction to [12], the mentioned gadgets can be utilized with small modifications.

3.1.4 An example embedding

We show an example embedding of a single clause $(q \lor s \lor t)$. Note that the figures given throughout Section 3 are to describe the idea behind the proof. In an actual embedding, we might need some supplementary segments to transfer the colors properly. In Figure 7, there are some extra segments around the edge crossing gadgets. These segments have no function other than transferring the last seen color. This can also be done by altering the length of each segment.

In Figure 6, we show a zoom-in view of a crossing which appear in the example embedding given in Figure 7. The shaded area is the edge crossing gadget described in Figure 3e. The bold lines denote the segments, and the thin, red lines denote how a color from a long edge is transferred to and from the edge crossing gadget.

3.2 The 3-coloring problem for unit disk point visibility graphs

The idea behind the gadgets used to prove NP-hardness of the 3-coloring problem for unit disk segment visibility graphs can be utilized in order to informally prove the NP-hardness of unit disk point visibility graphs as well, with some small modifications. Having this stated, we give the following remark.

Remark 3. Kára et al. showed that there are exactly five cases when the visibility graph of a set of points is 3-colorable (see Figure 3 in [15]). However, note that our model considers also the Euclidean distances and thus this particular result does not apply to our case when the set of points are not bounded by a circle of diameter 1.

The NP-completeness reduction for unit disk point visibility graphs are straightforward from Gräf et al.’s proof of 3-colorability of unit disk graphs [12].

In Figure 8a, we show the gadget to transfer the color on a long edge for a unit disk point visibility graph. In Figure 8b, we give the gadget to replace edge crossings. In Figure 8, we show the embedding of the points in the Euclidean plane. Then, the same reduction given in Section 3 for unit disk segment visibility graphs can be utilized to prove the NP-completeness of 3-coloring problem for unit disk point visibility graphs.
Figure 6: An embedding of an edge crossing gadget zoomed in.
Figure 7: An example embedding and coloring of a single clause \((q \lor s \lor t)\) using line segments.
3.3 The 3-coloring problem for unit disk visibility graphs for polygons with holes

Before proving Theorem 2, we describe the gadgets used to construct a polygon with holes (which has a corresponding unit disk visibility graph for the constructed polygon) from a given 4-regular planar graph in more detail, and show that they correctly transform an instance of the 3-coloring problem for 4-regular planar graphs to an instance of the 3-coloring problem for unit disk visibility graphs of polygons with holes.

3.3.1 The corridors

We first describe how we model the edges of a given 4-regular planar graph. In Figure 9a, there are two nodes, u and v, and a "corridor" which connects them. The interior of the polygon is shaded, and the boundaries are indicated with bold lines. The visibility edges are indicated using thin lines, and colored red. When the number of vertices on each side of the corridor (excluding u and v) is a positive multiple of 3, it is trivial to verify that u and v receive different colors in a proper 3-coloring. Therefore, a corridor shown in Figure 9a replaces the edges in a given planar graph. We use the same idea which we used to model edges in unit disk segment visibility graphs. However, unlike the wires, instead of transferring a color along a long edge, our gadget makes sure that two ends of an edge receives different colors since these ends correspond to adjacent vertices of the given 4-regular planar graph. A corridor consists of two polygonal chains A and B with edges a_1a_2, a_2a_3, ..., a_k−1a_k and b_1b_2, b_2b_3, ..., b_k−1b_k, respectively. It is trivial to see that we can obtain a unit disk visibility graph for a polygon with holes, where for each i, the visibility edges a_ib_i and b_ia_i+1 exist as visibility edges. This basically describes an induced subgraph with 2k vertices, 2k−2 boundary edges, and 2k−1 visibility edges. Moreover, the largest induced cycle is 3 (which means this is a chordal graph), and each triplet (a_i, a_{i+1}, b_i) and (b_i, b_{i+1}, a_i) yields a C_3. Now, suppose that the polygonal chain A has two neighboring vertices u and v where ua_1 and va_k are two polygonal edges. Assuming that k = 3c for some constant c ∈ N^+, u and v receive different colors in a 3-coloring of the polygon.

Even if we assume that no three vertices can be collinear, we can slightly perturb the vertices by ε units where ε is some positive number which can be represented using polynomially many decimal digits.

Figure 8: Three main components to build the NP-hardness gadget for unit disk visibility graph of a set of points.
described subgraph.

3.3.2 The chambers

Now, let us describe the gadget which replaces the vertices in a given planar graph, which we refer to as a “chamber”. A chamber is an induced subgraph with 12 vertices \( c_1, \ldots, c_{12} \) with boundary edges \( c_1c_2, c_3c_4, c_4c_5, c_6c_7, c_7c_8, c_9c_{10}, c_{10}c_{11}, \) and \( c_{12}c_1 \). Figure 9a shows an embedding of a chamber of a polygon \( P \) where the interior of the polygon is shaded. The vertex \( c_1 \) is at the center of some circle \( C \) with radius 1. Let us refer to such a vertex as the central vertex of the chamber. The vertices \( c_i \) for \( i = 2, 3, 5, 6, 8, 9, 11, 12 \) are on the boundary of \( C \), and the remaining vertices \( c_4, c_7, \) and \( c_{10} \) are outside \( C \), which means they do not see \( c_1 \). The vertices that are on the boundary of \( C \) are four pair of “openings” to the corridors which connect chambers together since the given planar graph is 4-regular. A unit disk is drawn around the central vertex to demonstrate the visibility relations between it and the opening of the corridors. The eight vertices on that unit disk are called the corridor vertices of a chamber, and the remaining three vertices are called the connecting vertices of a chamber. The connecting vertices are essential because the color of the corridor vertices must be dependent only on the central vertex. In this case, if the input graph has two adjacent vertices \( u \) and \( v \), then there exists a pair of chambers \( U \) and \( V \), and a corridor with 3c vertices which connects \( U \) and \( V \), and the central vertices \( c_u \) and \( c_v \) of \( U \) and \( V \) must receive different colors.

3.3.3 The proof of Theorem 2

We now show that the 3-coloring problem for unit disk visibility graphs of polygons with holes is NP-hard by giving a reduction from the 3-coloring problem for 4-regular planar graphs [7].

**Theorem 2.** (*) There is a polynomial-time reduction from the 3-coloring problem for 4-regular planar graphs to the 3-coloring problem for unit disk visibility graphs of polygons with holes.

**Proof.** Given a 4-regular planar graph, we construct a polygon with holes. Two main components of our reduction are as follows.

1. A corridor shown in Figure 9b replaces the edges in a given planar graph. We use the same idea which we used to model edges in unit disk segment visibility graphs. However, instead of transferring a color along a long edge, our gadget makes sure that two ends of an edge receives different colors since the colors of these ends are determined by the colors of the corresponding adjacent vertices of the given 4-regular planar graph. Assuming that \( k = 3c \) for some constant \( c \in \mathbb{N}^+ \), \( u \) and \( v \) receive different colors in a 3-coloring of the described subgraph.

2. A chamber shown in Figure 9a replaces the vertices in a given planar graph. Since we give a reduction from 4-regular planar graphs, each chamber has exactly four corridors connected to it. The big vertex in the center, which is called the central vertex of the chamber, corresponds to a vertex of the given planar graph. In this case, if the input graph has two adjacent vertices \( u \) and \( v \), then there exists a pair of chambers \( U \) and \( V \), and a corridor with 3c vertices which connects \( U \) and \( V \), and the central vertices \( c_u \) and \( c_v \) of \( U \) and \( V \) must receive different colors.

Given a 4-regular planar graph \( H \) on \( n \) vertices \( v_1, \ldots, v_n \), we construct the corresponding polygon \( P \) with holes as follows:

- For each vertex \( v_i \), add a chamber to \( P \) whose central vertex is vertex \( u_i \).
- For each pair of adjacent vertices \( (v_i, v_j) \), add a corridor to \( P \) between the chambers with central vertices \( u_i \) and \( u_j \).

Considering any 3-coloring of \( H \), the color given to the vertex \( v_i \in H \) can be given to the central vertex \( u_i \) of the chamber of \( P \) replacing \( v_i \), and the colors of central vertices determines the colors of the vertices of corridor, thus a 3-coloring of \( P \). Considering any 3-coloring of \( P \), the color given to the central vertex \( u_i \) of the chamber of \( P \) can be given to the vertex \( u_i \in H \) replaced by \( u_i \). Therefore, \( P \) has a 3-coloring if and only if the corresponding color given to the vertices of \( H \) yields a 3-coloring.

**The time and space complexity.** Given a 4-regular planar graph \( H \) on \( n \) vertices, we add \( n \) chambers to \( P \), each having 12 vertices. The positions of the centers of chambers can be determined with respect to
any planar embedding of $H$. For each pair of adjacent vertices in $H$, we add a corridor to $P$ between the chambers corresponding to these vertices. The number of vertices on each polygonal chain of a corridor is at most $O(n)$, therefore at most $O(n + n) = O(n)$ vertices in a corridor, in total. Thus, both chambers and corridors take up polynomial space. Since there are $2n$ edges in $H$, there are at most $O(n + 2n^2) = O(n^2)$ vertices in $P$, thus polynomially many edges in $P$. As a result, the given reduction can be done in polynomial time and space.

As we proved the correctness of our reduction and showed that it is a polynomial-time reduction, the theorem holds. Since the 3-coloring problem for 4-regular planar graphs is NP-complete [7], the 3-coloring problem for unit disk visibility graphs of polygons with holes is also NP-complete.

Since the 3-coloring problem for 4-regular planar graphs is NP-complete [7], the 3-coloring problem for unit disk visibility graphs of polygons with holes is also NP-complete by Theorem 2.

4 Conclusion

We have introduced the unit disk visibility graphs, which models the real-world scenarios more accurately compared to the conventional visibility graphs, and proved the followings:

- Visibility graphs are a proper subclass of the unit disk visibility graphs.
- Unit disk graphs are a proper subclass of unit disk point visibility graphs while they are neither a subclass nor a superclass of unit disk visibility graphs of a set of line segments, simple polygons and polygons with holes.
- The 3-coloring problem for unit disk segment visibility graphs is NP-complete.
- The 3-coloring problem for unit disk visibility graphs of polygons with holes is NP-complete.
In the gadget used to prove NP-completeness of 3-coloring of unit disk segment visibility graphs, all line segments can be exactly one unit long except the edge crossings. Moreover, the rest of the gadget contains line segments either horizontal or vertical (parallel to $x$ or $y$-axis). Considering these facts, we pose these two interesting questions for reader’s consideration:

**Open problem 1.** Is the 3-colorability of unit disk visibility graphs of line segments NP-hard when all the segments are exactly 1 unit long?

**Open problem 2.** Is the 3-colorability of unit disk visibility graphs of line segments NP-hard when all the segments are either vertical or horizontal?

As the above results show that unit disk visibility graphs are not included in the (hierarchic) intersection of unit disk graphs and visibility graphs, we would like to study the following problems which may have interesting results on unit disk visibility graphs.

**Open problem 3.** The maximum clique problem on unit disk visibility graphs.

This problem for unit disk graphs can be solved in polynomial time given [5] or even without [24] the representation. Since the algorithm described by Clark et al. [5] does not apply to unit disk visibility graphs due to possible obstacles between disks, it is an interesting problem to study for unit disk visibility graphs.

**Open problem 4.** The chromatic number problem on unit disk visibility graphs of polygons.

In [4], it was proven that for visibility graphs of simple polygons, the 4-coloring problem can be solved in polynomial time, and the 5-coloring problem is NP-complete. The 3-coloring (even 4-coloring) problem for the unit disk visibility graphs of simple polygons is yet to be solved.

**Open problem 5.** The Hamiltonian cycle problem for unit disk segment visibility graphs.

Hoffman and Tóth showed that every segment visibility graph yields a Hamiltonian cycle [13]. It is clearly not the case for unit disk segment visibility graphs considering two segments with endpoints on (0,0), (1,0), (0,1), (0,2). Thus, it is left as an open question.
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