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SUMMARY An optimized low-power optical memory access network is proposed to alleviate the cost of microring resonators (MRs) in kilocore systems, such as the pass-by loss and integration difficulty. Compared with traditional electronic bus interconnect, the proposed network reduces power consumption and latency by 80% to 89% and 21% to 24% respectively, of the new network decreases the number of MRs by 90.6% without an increase in power consumption and latency when making a comparison with Optical Ring Network on Chip (ORNoC).

1. Introduction

The number of cores on a single chip and corresponding memory capacity are increasing dramatically to meet the requirement for memory access network of future exascale computer. In order to respond to this change, three-dimensional integration technology as well as optical interconnect technology is proposed and applied. Some classic networks, such as crossbar, \( \lambda \)-router, have strong scalability but they are constricted by huge power consumption due to many waveguide crossings when network scales.

Ring architecture is put forward to alleviate waveguide crossings. D. Vantrease et al. [1] propose Corona, whose 64 clusters communicate through an optical broadcast ring. Le Beux et al. [2] bring forward ORNoC using multiple waveguides and diverse directions of rotation to provide sufficient communication optical links considering the limited available wavelengths and waveguides. K. Wang et al. [3] design a ring-based waveguide bundle to contain the cores and ranks. K. Wen et al. [4] put forward a reconfigurable optical memory interconnect based on ring-based NoC to connect cores and ranks. However, the longest optical link has to go across half of the MRs in ring architecture, which dramatically increases the pass-by loss and cannot be integrated easily. Therefore, in views of the unsolved problem about heavy use of MRs in ring architecture, the trade-off between the requirement for high performance and the cost of MRs, including pass-by loss and integration difficulty, becomes a very urgent problem.

In this letter, we propose a low-power optical memory access network for kilocore systems. Compared with classical optical network, such as ORNoC, the new network greatly decreases the cost of MRs without an increase in power consumption and latency, which will be more evident as network scales.

2. Architecture

2.1 Overview of the Architecture

The proposed low-power optical memory access network takes full advantage of BMRs to alleviate the scaling bottlenecks such as the cost of MRs. In order to alleviate integration difficulty, we adopt a 2.5D layout of \( N \)-core 4-memory (4 + 2)-layer memory access architecture in Fig. 1 (a). \( M \) layers each place the same \( N/M \) cores and the other two layers place optical subnetworks and memory respectively. Each of core and memory layers is connected to the optical subnetworks by through-silicon vias (TSVs). Because the architecture is expanded as four-core groups each layer in all designs, the relationship between \( N \), \( M \), and the number of groups \( k \) can be defined as \( N = 4Mk \).

On the optical layer, there are \( N/2M \) optical subnetworks in total. Half of them are responsible for the core-to-memory communication, while others are applied into the memory-to-core communication.

Take the 1024-core 4-memory 6-layer architecture for example. Each core layer contains 64 groups of cores with the same color in Fig. 1 (a) and each group has four cores. The communication from core to memory uses switch units of 64 optical subnetworks, while the remaining 64 optical subnetworks are used to make the communication from memory to core possible.

2.2 Optical Subnetwork

To better explain the architecture, Fig. 1 (b), taking \( M \) as 4, gives a close-up to two optical subnetworks in Fig. 1 (a). A subnetwork concludes optical transmitters/receivers and optical switch units. Laser sources supply optical power for several subnetworks. Optical transmitters use BMRs to modulate transactions, while optical receivers use BMRs to demodulate core-to-memory transactions and use narrow-band microring resonators (NMRs) to demodulate memory-to-core transactions since cores sharing the same optical subnetwork are located in different layers.

The crucial components of the optical subnetwork are the new optical switch units. Each subnetwork has 6 BMRs. The realization of BMRs is determined and limited by two
major factors: the free spectral range (FSR) of the MRs, which represents the maximum available bandwidth for the wavelength-parallel system, and the wavelength channel spacing utilized by the optical transmission system [5]. The FSR of a MR is approximated by:

$$FSR \approx \frac{\lambda_0^2}{n_{\text{Group}} \times L} = \frac{\lambda_0^2}{n_{\text{Group}} \times 2\pi r}$$

Here, $n_{\text{Group}}$ is the group index of the waveguide that forms the MR, $L$ is the optical path length for one round trip through the MR, and $r$ is the radius of the MR. The relationship between the serial number of BMRs and all the resonant wavelengths $\lambda_1, \lambda_2, \ldots, \lambda_M$ can be defined as follows.

$$BMR_i = \{\lambda_j \mid j = i + 7 \times a\}, \quad 0 < a < M, \quad a \in \mathbb{N}^+$$

When $M$ equals 4, the relationship between them can be depicted in Fig. 1(c). Compared with NMRs where one wavelength is allowed to couple at a time, BMRs with proper radius in Fig. 1(c) can couple four different wavelengths. Instead of arranging independent optical subnetwork for each core layer, the new network enables cores to share the optical subnetwork with those with different $z$ coordinate but the same $x$ and $y$ coordinates, which decreases the number of MRs drastically in kilocore systems.

3. Communication Method

3.1 Overview of Communication Method

By using the technology of Wavelength Division Multiplexing (WDM), the proposed architecture can send multiple core-to-memory and memory-to-core transactions in parallel. When core-to-memory transactions are ready to send, the transmitters will convert electronic signals into optical signals and the control units will switch on specific BMR to couple optical signals based on the routing table. After being detected and converted by optical receivers, transactions will be sent to memory stacks and be processed in order. Specially, when multiple core-to-memory transactions from different cores are sent simultaneously, memory controllers rotate the scheduling priority in a round-robin fashion from bank to bank [13] to alleviate overhead caused by pending transactions.

When it comes to memory-to-core transactions, the case is similar except for the way of demodulating. Because cores sharing the same optical subnetwork are located in different layers, we use NMRs to demodulate these transactions to different cores.

3.2 Case Study

In order to elaborate the routing table, a $N$-core 4-memory 6-layer system is taken as an example. $N$-core system is divided into $N/16$ identical parts and each part has two independent optical subnetworks. According to Fig. 1(a)(b), we construct Table 1 to show the details about adopted wavelength, and corresponding BMR and optical links in the cases of specific core-to-memory (optical link1) and memory-to-core (optical link2) transactions of one part. For example, when core 2, 6, 10, 14 send transactions to memory 0 simultaneously, the control units will switch on the BMR2 to couple optical signals with wavelength $\lambda_2, \lambda_9, \lambda_{16}, \lambda_{23}$ and these signals from I2 can transmit in parallel through optical waveguides. After receiving electronic signals converted by receivers at O4, the memory will record which subnetwork and core they come from and adopt round-robin,
bank-rotation scheduling to process transactions.

The case is similar when memory 0 sends transactions to one of core 2, 6, 10, 14, except for switching on one of NMRs at O2 to couple optical signals from I4 with one of wavelengths λ2, 3, 4 respectively. The other NMRs NMR1, NMR3, NMR7 in detail enlargement of Fig. (b) are used when memory 1, 3, 2 send transactions to core 2 respectively.

4. Analysis and Simulation

DRAMSim2 is employed to simulate the transactions between cores and ranks [6] and analyze the performance improvement of the proposed network. The 100,000 transactions of three applications are extracted from Netrace with PARSEC benchmark in chronological order and the results of latency, power consumption, and the number of MRs are shown and analyzed. In this simulation, the total memory storage is set up to 4GB, which means the size of each rank is 1GB.

4.1 Latency

Figure 2 (a) shows simulation results of average latency and the worst case latency, in which the electronic bus, ORNoC, and the new network running three applications from Netrace. The x axis represents the type of the applications, while the y axis is on behalf of the corresponding cycle interval to accomplish 100,000 traces. Since we mainly focus on latency difference caused by different interconnect links, we adopt different parameters of bandwidth (electronic bus 16Gbps per lane based on PCIe 4.0 standard, optical network 25Gbps per lane [12]), but we derive the same parameters of memory related operations from initialization file “DDR3_micron_64M_8B_x4_sg15.ini” in DRAMSim2. The results indicate that the new network and ORNoC are similar when it comes to latency, while the new network reduces average delay and worst case delay by 21% to 44% and 25% to 41% when compared with the electronic bus interconnect.

4.2 Power Consumption

The total power consumption of optical network can be calculated by following equation sets.

\[
P = P_{\text{receiver}} + P_{\text{transmitter}} + P_{\text{memory}}
\]

\[
P_{\text{receiver}} = \left( 10^{(5 \times L_{\text{drop}} / \eta) / 10} \right) / \eta
\]

\[
P_{\text{transmitter}} = 10^{(5 \times L_{\text{drop}} / \eta) / 10} / \eta
\]

\[
P_{\text{memory}} = \frac{P_{\text{memory}}}{\text{bit}}
\]

where \(P_{\text{receiver}}, P_{\text{transmitter}}, P_{\text{memory}}\) respectively refer to the power consumed by all lasers, by tuning MRs, by transmitters, by receivers, by memory stacks and memory controllers. Except for \(P_{\text{receiver}}\), other four kinds of power consumption are relative to network bandwidth, influenced by specific applications. Table 2 shows specific parameters used in calculation.

Figure 2 (b) shows parts and sum of the worst case power consumption of the electronic bus, ORNoC, and the new network. Due to the huge difference in power consumption between the optical network and the electronic bus, we use the primary vertical axis to represent the power consumption of the optical network, while the power consumption of the electronic bus is represented by the secondary vertical axis. The results demonstrate that the power consumption of the new network is similar to that of ORNoC but less than that of the electronic bus interconnect by 80% to 89%.

4.3 The Number of MRs

Figure 2 (c) shows the number of MRs in 64-/256-/1024-core networks. As a whole, the number of MRs of the new network is 90.6% smaller than that of ORNoC since the application of BMRs enables cores in different vertical layers to share the same optical subnetwork. As network scales, this advantage will be more evident in kilocore systems.

5. Conclusion

In this letter, we propose a low-power optical memory access network for kilocore systems. The unmatched feature
of the new network is that BMRs are fully used to decrease the cost of MRs, including pass-by loss and integration difficulty. The proposed communication method implements wavelength routing. The simulation results show that the new network decreases power consumption and latency by 80% to 89% and 21% to 24% when compared with traditional electronic bus interconnect. Moreover, the new network reduces the number of MRs by 90.6% without sacrificing the performance of power consumption and latency when making a comparison with ORNoC.
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