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Abstract

This technical note addresses the distributed fixed-time consensus protocol design problem for multi-agent systems with general linear dynamics over directed communication graphs. By using motion planning approaches, a class of distributed fixed-time consensus algorithms are developed, which rely only on the sampling information at some sampling instants. For linear multi-agent systems, the proposed algorithms solve the fixed-time consensus problem for any directed graph containing a directed spanning tree. In particular, the settling time can be off-line pre-assigned according to task requirements. Compared with the existing results for multi-agent systems, to our best knowledge, it is the first-time to solve fixed-time consensus problems for general linear multi-agent systems over directed graphs having a directed spanning tree. Extensions to the fixed-time formation flying are further studied for multiple satellites described by Hill equations.
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I. INTRODUCTION

Over the past few years, the coordinative control problems of multi-agent systems are of great interest to various scientific and engineering communities [1], [2], [3], [4], [5], due to its broad applications in such fields as spacecraft formation flying, distributed sensor network, automated highway systems, and so forth [6], [7], [8], [9]. Compared to the traditional monolithic systems, the coordination control reduces the systems cost, breaches the size constraints and prolongs the life span of the systems. One interesting and important issue arising from coordination control of multi-agent systems is to design distributed protocols based only on the local relative information to guarantee the states of all agents to reach an agreement, known as the consensus problem. According to convergence rate, existing consensus algorithms can be roughly categorized into two classes, namely, asymptotic consensus [10], [11], [12], [13], [14] and finite-time consensus [15], [16], [17], [18]. For the consensus control problem, a key task is to design appropriate distributed controllers which are usually called consensus protocols. Due to the practical engineering requirements of networked agents, designing finite-time consensus protocols has been a hot research topic in the area of consensus problem.
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Previous works of study the finite-time consensus problem was firstly shown in [15] for first-order multi-agent systems, where the signed gradient flows of a differential function and discontinuous algorithms were used. Since then, a variety of finite-time consensus algorithms have been proposed to solve the finite-time consensus problem under different scenarios; see [16], [17], [19] and references therein. Then, over directed graphs having a spanning tree, the finite-time consensus protocol designing problems was studied in [20], [21], [22]. Further, a class of finite-time consensus protocols for second-order multi-agent systems are given in [23], [24], [18], [27]. Then, the finite-time consensus problems for multiple non-identical second-order nonlinear systems in [28] with the settling time estimation, where the settling time functions is depend on initial states of the agents. It prohibits their practical applications if the knowledge of initial conditions is unavailable in advance. Recently, the authors in [25], [26] present a novel class of nonlinear consensus protocols for integrator-type multi-agent networks, called fixed-time consensus which assumes uniform boundedness of a settling time regardless of the initial conditions. Also, for multiple linear systems, fixed-time formation problems were studied in [29]. However, most of the above-mentioned works in [25], [26], [29] are derived for multi-agent systems under undirected topologies. It is significant and challenging to solve the fixed-time consensus problem for linear multi-agent systems over directed topologies.

Motivated by the above observations, by using motion planning approaches, this technical note investigates the fixed-time consensus problem of general linear multi-agent systems over directed graphs. Main contributions of this technical note can be summed up in the following aspects. Firstly, by using motion planning approaches, a novel framework is introduced to solve fixed-time consensus problems. In this framework, for general linear multi-agent systems considered in this technical note, a novel class of distributed protocols are designed to solve fixed-time consensus problems. In particular, the settling time can be off-line pre-specified according to task requirements. Secondly, the communication topologies among the networked agents in this technical note is directed and contains a directed spanning tree. To the best of authors' knowledge, it is the first time to solve fixed-time consensus problems for general linear multi-agent systems over directed graphs. Finally, the protocols designed in this technical note are based only on sampling measurements of the relative state information among its neighbors, which greatly reduces cost of the network communication.

Notations: Let $\mathbb{R}^n$ and $\mathbb{R}^{n \times n}$ be the sets of real numbers and real matrices, respectively. $I_n$ represents the identity matrix of dimension $n$. Denote by $1$ a column vector with all entries equal to one. The matrix inequality $A > (\geq) B$ means that $A - B$ is positive (semi-) definite. Denote by $A \otimes B$ the Kronecker product of matrices $A$ and $B$. For a vector $x \in \mathbb{R}^n$, let $\|x\|$ denote 2-norm of $x$. For a set $V$, $|V|$ represents the number of elements in $V$. 

II. Notation and Preliminaries

Let $\mathbb{R}^{n \times n}$ be the set of $n \times n$ real matrices. The superscript $T$ means transpose for real matrices. $I_n$ represents the identity matrix of dimension $n$, and $I$ denotes the identity matrix of an appropriate dimension. Let $1_n$ denote the vector with all entries equal to one. For $\xi \in \mathbb{C}$, $\text{Re}(\xi)$ denote by its real part. $\text{diag}(A_1, \cdots, A_N)$ represents a block-diagonal matrix with matrices $A_i$, $i = 1, \cdots, n$, on its diagonal. The Kronecker product [30] of matrices $A \in \mathbb{R}^{m \times n}$ and
A ∈ ℝ^{p×q} is defined as

\[ A ⊗ B = \begin{bmatrix}
  a_{11}B & \cdots & a_{1n}B \\
  \vdots & \ddots & \vdots \\
  a_{m1}B & \cdots & a_{mn}B
\end{bmatrix} \]

which satisfies the following properties:

\[
\begin{align*}
(A ⊗ B)(C ⊗ D) &= (AC ⊗ BD), \\
(A ⊗ B)^T &= A^T ⊗ B^T, \\
A ⊗ B + A ⊗ C &= A ⊗ (B + C).
\end{align*}
\]

For systems with \(n\) agents, a directed graph \(G = (\mathcal{V}, \mathcal{E})\) is developed to model the interaction among these agents, where \(\mathcal{V} = \{1, 2, \cdots, N\}\) is the vertex set and \(\mathcal{E} \subset \{(v_i, v_j) : v_i, v_j \in \mathcal{V}\}\) is the edge set, where an edge is an ordered pair of vertices in \(\mathcal{V}\) which means that agent \(j\) can receive information from agent \(i\). If there is a directed edge from \(i\) to \(j\), \(i\) is defined as the parent node and \(j\) is defined as the child node. The neighbors of node \(i\) are denoted by \(\mathcal{N}_i = \{j ∈ \mathcal{V} | (v_i, v_j) ∈ \mathcal{E}\}\), and \(|\mathcal{N}_i|\) is the neighbors number of agent \(i\). A directed tree is a directed graph, where every node, except the root, has exactly one parent. A spanning tree of a directed graph is a directed tree formed by graph edges that connect all the nodes of the graph. We say that a graph has (or contains) a spanning tree if a subset of the edges forms a spanning tree.

The adjacency matrix \(A\) associated with \(G\) is defined such that \(a_{ij} = 1\) if node \(i\) is adjacent to node \(j\), and \(a_{ij} = 0\) otherwise. The Laplacian matrix of the graph associated with adjacency matrix \(A\) is given as \(L = (l_{ij})\), where \(l_{ii} = \sum_{j=1}^{N} a_{ij}\) and \(l_{ij} = -a_{ij}, i \neq j\).

### III. Distributed fixed-time consensus control for linear multi-agent systems over directed graphs

In this section, the distributed fixed-time consensus problem for linear multi-agent systems over directed graphs is studied. Consider a multi-agent systems with \(N\) agents with general linear dynamics, which may be regarded as the linearized model of some nonlinear systems \([5, 6]\). The dynamics of each agents in networks is described by

\[
\dot{x}_i(t) = Ax_i(t) + Bu_i(t), \quad i = 1, 2, \cdots, N,
\]

where \(x_i(t) = [x_{i1}(t), x_{i2}(t), \cdots, x_{in}(t)]^T ∈ \mathbb{R}^n\) is the state of agent \(i\), \(u_i ∈ \mathbb{R}^m\) is its control input. \(A, B\), are constant matrices with compatible dimensions, and \((A, B)\) is controllable.

**Assumption 1.** Suppose that the graph \(G\) of the communication topology is directed and has a spanning tree.

**Lemma 1.** \([57]\) Assume that directed graph \(G\) has a spanning tree. Then, zero is a simple eigenvalue of \(L\) with 1 as an eigenvector and all of the nonzero eigenvalues are in the open right half plane.

**Lemma 2.** \([2]\) Let \(M = [m_{ij}] ∈ M_N(\mathbb{R})\) be a stochastic matrix, where \(M_N(\mathbb{R})\) represents the set of all \(N × N\) real matrices. If \(M\) has an eigenvalue \(\lambda = 1\) with algebraic multiplicity equal
to one, and all the other eigenvalues satisfy $|\lambda| < 1$, then $M$ is SIA, that is, $\lim_{k \to \infty} M^k = 1 \xi^T$, where $\xi = (\xi_1, \xi_2, \cdots, \xi_N)^T \in \mathbb{R}^N$ satisfies $M^T \xi = \xi$ and $1^T \xi = 1$. Furthermore, each element of $\xi$ is nonnegative.

**Definition 1.** The fixed-time consensus problem for multi-agent systems (7) is said to be solved if and only if for an off-line pre-specified finite settling time $T_s > 0$, states of multi-agent systems (7) satisfy

$$\lim_{t \to T_s} \|x_i(t) - x_j(t)\| = 0, \quad \forall i, j \in \mathcal{V},$$

and $x_i(t) = x_j(t)$ when $t > T_s$ for any initial conditions.

In this technical note, it is assumed that only relative measurements information can be used to develop the distributed consensus protocols. Moreover, the $i$th agent can only obtain the consensus error from its neighborhood. The objective of this technical note is to design a distributed control law $u_i$ based on the above-mentioned relative information such that the states of all the agents in networks reach fixed-time consensus over directed graphs. In order to achieve the control objective in this technical note, the following sampled-type protocol is proposed:

$$u_i(t) = -\frac{1}{|\mathcal{N}_i| + 1} B^T P \sum_{j \in \mathcal{N}_i} (x_i(t_k) - x_j(t_k)),$$

where

$$P = e^{-A^T(t-t_k)} \Phi^{-1} e^{A(t_{k+1}-t_k)},$$

$$\Phi = \left( \begin{array}{cc} I_n & 0_n \\ 0_n & I_n \end{array} \right) e^{M(t_{k+1}-t_k)} \left( \begin{array}{c} 0_n \\ I_n \end{array} \right),$$

$$M = \left( \begin{array}{cc} A & BB^T \\ 0_{n \times n} & -A^T \end{array} \right),$$

$$t_k \leq t < t_{k+1}, \quad i = 1, 2, \cdots, N,$$

with the sampling time sequence $\{t_k|t_k = t_0 + T_k, T_k = \frac{6}{(\pi k)^2} T_s\}$, where $T_s > 0$ is an off-line pre-specified settling time according to task requirements.

The above fixed-time consensus protocol is designed by considering the following Hamiltonian function:

$$H_{i,k} = -\frac{1}{2} \sum_{i=1}^N u_i^T(t) u_i(t) + \sum_{i=1}^N p_i^T(t)(Ax_i(t) + Bu_i(t)),$$

where $p_i(t) \in \mathbb{R}^n$ represents the costate. Then, (3) is the Hamiltonian function of the cost function proposed as follows:

$$J_{i,k} = \frac{1}{2} \int_{t_k}^{t_{k+1}} \sum_{i=1}^N u_i^T(t) R_i u_i(t) dt,$$
where $t_k$ and $t_{k+1}$ can be seen as the initial and terminal times, respectively. Then, according to Pontryagin’s principle \[32\] that the necessary condition of optimality are written as
\[
\begin{align*}
\dot{x}_i(t) &= \frac{\partial H_{i,k}}{\partial p_i(t)} = A x_i(t) + B u_i(t), \\
\dot{p}_i(t) &= -\frac{\partial H_{i,k}}{\partial x_i(t)} = -A^T p_i(t).
\end{align*}
\tag{5a, 5b}
\]
Besides, according to the extremal condition
\[
\frac{\partial H_{i,k}}{\partial u_i(t)} = -u_i(t) + B^T p_i(t) = 0,
\]
on one has
\[
u_i(t) = B^T p_i(t).
\tag{6}
\]
Therefore, the determination of the optimal control (6) is boiled down to computing $p_i(t)$.

By substituting (6) into (5a) and (5b), one gets
\[
\begin{pmatrix} \dot{x}_i(t) \\ \dot{p}_i(t) \end{pmatrix} = \begin{pmatrix} A & BB^T \\ 0_{n \times n} & -A^T \end{pmatrix} \begin{pmatrix} x_i(t) \\ p_i(t) \end{pmatrix}.
\tag{7}
\]
Integrating the above equation form $t_k$ to $t_{k+1}$, it follows that
\[
\begin{pmatrix} x_i(t_{k+1}) \\ p_i(t_{k+1}) \end{pmatrix} = e^{A(t_{k+1}-t_k)} \begin{pmatrix} x_i(t_k) \\ p_i(t_k) \end{pmatrix}.
\tag{8}
\]
Further, by designing the terminal condition of (5) over $[t_k, t_{k+1}]$ as follows,
\[
x_i(t_{k+1}) = \frac{1}{|N_i|+1} e^{A(t_{k+1}-t_k)} \left[ \sum_{j \in N_i} x_j(t_k) + x_i(t_k) \right],
\tag{9}
\]
from (8) and (9), one has
\[
e^{A(t_{k+1}-t_k)} \frac{1}{|N_i|+1} \left[ \sum_{j \in N_i} x_j(t_k) + x_i(t_k) \right] = e^{A(t_{k+1}-t_k)} x_i(t_k) + \Phi p_i(t_k).
\]
If $\Phi$ is invertible, then, it is followed that
\[
p_i(t_k) = \Phi^{-1} e^{A(t_{k+1}-t_k)} \frac{1}{|N_i|+1} \sum_{j \in N_i} [x_j(t_k) - x_i(t_k)].
\]
Therefore, for the time sequence $t_k$, one has the distributed protocol (2).

To summarize so far, with the fixed-time control protocol (2), the states of linear multi-agent systems (1) are derived from $x_i(t_k)$ to $\frac{\sum_{j \in N_i} x_j(t_k) + x_i(t_k)}{|N_i|+1}$, $i = 1, 2, \cdots, N$. That is to say, with the distributed controller (2), the states of each agent in systems (1) will be derived to the average state of all its neighbors. From an intuitional point of view, after enough times such motion planning steps, the states of all agents in systems (1) will achieve consensus.
Note that, the above proposed protocol exists only if $\Phi$ is invertible. Thus, before moving on, the following lemma is given.

**Lemma 3.** $\Phi$ is invertible if and only if $(A, B)$ is controllable.

**Proof:** It follows from (2) that

$$\Phi = I_N \otimes ((t_{k+1} - t_k)BB^T + \frac{(t_{k+1} - t_k)^2}{2!}(ABB^T - BB^T A^T)$$

$$+ \frac{(t_{k+1} - t_k)^3}{3!}(A^2 BB^T - ABB^T A^T + BB^T A^T^2)$$

$$+ \frac{(t_{k+1} - t_k)^4}{4!}(A^3 BB^T - A^2 BB^T A^T + ABB^T A^T^2$$

$$- BB^T A^T^3) + \cdots).$$

First, the proof of the sufficiency is given as follows. Let

$$\Pi = tBB^T + \frac{t^2}{2!}(ABB^T - BB^T A^T) + \frac{t^3}{3!}(A^2 BB^T$$

$$- ABB^T A^T + BB^T A^T^2) + \frac{t^4}{4!}(A^3 BB^T$$

$$- A^2 BB^T A^T + ABB^T A^T^2 - BB^T A^T^3) + \cdots.$$ 

By reductio, assume that $\Pi$ is singular. Thus, there is at least one nonzero vector $\alpha \in \mathbb{R}^n$, which makes that

$$\alpha^T \Pi = 0.$$

Taking the derivatives of the above equation to $(n - 1)$ order with respect to the time $t$ and setting $t = 0$, we get

$$\alpha^T BB^T = 0,$$

$$\alpha^T (ABB^T - BB^T A^T) = 0,$$

$$\alpha^T (A^2 BB^T - ABB^T A^T + BB^T A^T^2) = 0,$$

$$\alpha^T (A^3 BB^T - A^2 BB^T A^T + ABB^T A^T^2 - BB^T A^T^3) = 0,$$

$$\cdots$$

$$\alpha^T (A^{n-1} BB^T - A^{n-2} BB^T A^T + A^{n-3} BB^T A^T^2 -$$

$$\cdots + (-1)^{n-1} BB^T A^{T^{n-1}}) = 0.$$

Simplifying the above equations, we have

$$\alpha^T BB^T = 0, \quad \alpha^T ABB^T = 0, \quad \alpha^T A^2 BB^T = 0,$$

$$\alpha^T A^3 BB^T = 0, \quad \cdots, \quad \alpha^T A^{n-1} BB^T = 0.$$ 

Let

$$Q = \begin{bmatrix} BB^T & ABB^T & A^2 BB^T & \cdots & A^{n-1} BB^T \end{bmatrix}.$$
Then, we have $\alpha^T Q = 0$. It follows from $\alpha \neq 0$ that the matrix $Q$ is linearly dependent. Note that $(A, BB^T)$ is controllable, if and only if $(A, B)$ is controllable. This contradicts with the condition that $(A, B)$ is controllable. Thus, it is proved that $\Pi$ is nonsingular. Further, $\Phi$ is invertible.

Similarly, the proof of the necessity is given. By reductio, it is assumed that $(A, B)$ is uncontrollable. Thus, there is at least one nonzero vector $\beta \in \mathbb{R}^n$, which makes that $\beta^T Q = 0$.

It follows that

\[
\beta^T BB^T = 0, \quad \beta^T ABB^T = 0, \quad \beta^T A^2 BB^T = 0,
\]

\[
\beta^T A^3 BB^T = 0, \quad \cdots, \quad \beta^T A^{n-1} BB^T = 0.
\]

Then, it is obtained that $\beta^T \Pi = 0$. This contradicts with the condition that $\Phi$ is invertible. Thus, it is proved that $(A, B)$ is controllable. The proof is completed.

**Remark 1.** From the Lemma 3, one has that the proposed protocol exists if $(A, B)$ is controllable, which is a fundamental requirement for control of linear systems.

**Remark 2.** Existing works [5] usually design consensus protocols using the smallest real part of the nonzero eigenvalues of the Laplacian matrix associated with the communication graph. Some researchers have used the adaptive control approaches [6] to overcome the requirements of nonzero eigenvalues of the Laplacian matrix. In this technical note, the above proposed protocol (2) does not require the knowledge of the Laplacian matrix associated with the communication graph.

Then, the following theorem provides the main result in this technical note.

**Theorem 1.** Suppose that Assumption 1 holds. For an off-line pre-specified settling time $T_s$, the distributed sampling protocol (2) can solve the fixed-time consensus problem of linear multi-agent system (1) if $(A, B)$ is controllable.

**Proof:** First, it is to prove that at the sampling time series $\{t_k\}$, the states of systems (1) with (2) will achieve consensus. Substituting (2) into (1), one gets

\[
\dot{x}_i(t) = Ax_i(t) - \frac{1}{|N_i| + 1} BB^T e^{-A^T(t-t_k)} \cdot \Phi^{-1} e^{A(t_{k+1}-t_k)} \sum_{j \in N_i} (x_j(t_k) - x_i(t_k)).
\]

By integrating (10) from $t_k$ to $t_{k+1}$, $k = 0, 1, \cdots$, one gets

\[
x_i(t_{k+1}) - e^{A(t_{k+1}-t_k)} x_i(t_k) = e^{A(t_{k+1}-t_k)} \sum_{j \in N_i} (x_j(t_k) - x_i(t_k)).
\]
Let \( X(t_k) = (x_1^T(t_k), x_2^T(t_k), \cdots, x_N^T(t_k))^T \). It follows that
\[
X(t_{k+1}) - I_N \otimes e^{A(t_{k+1} - t_k)}X(t_k)
= -(N \otimes e^{A(t_{k+1} - t_k)})(\mathcal{L} \otimes I_n) \cdot X(t_k),
\]
where \( N = \text{diag}(\frac{1}{|N_1|+1}, \frac{1}{|N_2|+1}, \cdots, \frac{1}{|N_N|+1}) \). Then,
\[
X(t_{k+1}) = (I_N - N\mathcal{L}) \otimes e^{A(t_{k+1} - t_k)}X(t_k)
= (I_N - N\mathcal{L})\mathcal{L}+1 \otimes e^{A(t_{k+1} - t_0)}X(t_0).
\]
Under Assumption 1, the directed graph \( G \) has a spanning tree. Thus, \( I_N - N\mathcal{L} \) is a stochastic matrix. According to Lemma 1, one gets that \( I_N - N\mathcal{L} \) has an eigenvalue \( \lambda_1 = 1 \) with algebraic multiplicity equal to one, and all the other eigenvalues satisfy \( |\lambda_i| < 1, \ i = 2, \cdots, N \). Thus, it followed from Lemma 2 that for matrix \( I_N - N\mathcal{L} \), there exist a column vector \( \xi \) such that
\[
\lim_{k \to \infty} (I_N - N\mathcal{L})^k = 1\xi^T.
\] (11)
Besides, since \( t_k \to T_s \) as \( k \to \infty \), one has \( t_{k-1} - t_0 \) is bounded, which ensures each item of matrix \( e^{A(t_{k+1} - t_0)} \) is bounded. It follows that
\[
\lim_{k \to \infty} [(I_N - N\mathcal{L})^k - 1\xi^T] \otimes e^{A(t_{k+1} - t_0)} = 0.
\] (12)
Let \( x^*(t) = \sum_{i=1}^{N} \xi_i e^{A(t-t_0)}x_i(t_0) \) and \( X^*(t) = 1 \otimes x^*(t) \). One has
\[
X^*(t) = [1\xi^T \otimes e^{A(t-t_0)}]X(t_0).
\]
Thus,
\[
\lim_{k \to \infty} (X(t_{k+1}) - X^*(t_{k+1}))
= \lim_{k \to \infty} [((I_N - N\mathcal{L})^{k+1} - 1\xi^T) \otimes e^{A(t_{k+1} - t_0)}]X(t_0)
= 0.
\]
Note that
\[
X^*(t_k) = 1 \otimes \left[ \sum_{i=1}^{N} \xi_i e^{A(t_k-t_0)}x_i(t_0) \right].
\]
Thus, one has the discrete states \( x_i(t_k) \) will achieve consensus in exponential rate as \( k \to \infty \), i.e., \( \lim_{k \to \infty} \|x_i(t_k) - x_j(t_k)\| = 0 \).
Secondly, for the off-line pre-specified finite-time \( T_s \), we will proof that the discrete states \( x_i(t_k) \) can achieve fixed-time consensus as \( t_k \to T_s \). According to \( \{t_k|t_{k+1} = t_k + T_{k+1}, T_k = \frac{6}{\pi \varphi^2}T_s, \ k = 1, 2, \cdots \} \), one has \( \lim_{k \to \infty} t_k = T_s \). Thus,
\[
\lim_{t_k \to T_s} \|x_i(t_k) - x_j(t_k)\|
= \lim_{k \to \infty} \|x_i(t_k) - x_j(t_k)\|
= 0, i, j = 1, 2, \cdots, N
\]
Therefore, for the pre-specified settling time \( T_s \), the distract states \( x_i(t_k) \) will achieve fixed-time consensus in exponential rate as \( t_k \to T_s \).
Finally, we will proof that the continuous states $x_i(t)$ can achieve fixed-time consensus as $t \to T_s$. By integrating \([10]\) from $t_k$ to $t$, it is obtained that

$$x_i(t) - e^{A(t-t_k)}x_i(t_k) = -\frac{1}{|\mathcal{N}_i| + 1} \int_{t_k}^{t} e^{A(t-\tau)}BB^Te^{-A^T(\tau-t_k)}d\tau \cdot \Phi^{-1}e^{A(t_{k+1}-t_k)} \sum_{s \in \mathcal{N}_i} (x_i(t_k) - x_s(t_k)),$$

$t_k \leq t < t_{k+1}$.

Let

$$\delta_i(t) = -\frac{1}{|\mathcal{N}_i| + 1} \int_{t_k}^{t} e^{A(t-\tau)}BB^Te^{-A^T(\tau-t_k)}d\tau \cdot \Phi^{-1}e^{A(t_{k+1}-t_k)} \sum_{s \in \mathcal{N}_i} (x_i(t_k) - x_s(t_k)).$$

Thus,

$$x_i(t) - x_j(t) = e^{A(t-t_k)}(x_i(t_k) - x_j(t_k)) + \delta_i(t) - \delta_j(t).$$

Further,

$$\|x_i(t) - x_j(t)\| \leq \|e^{A(t_{k+1}-t_k)}\| \cdot \|x_i(t_k) - x_j(t_k)\| + \|\delta_i(t_k)\| + \|\delta_j(t_k)\|.$$

Besides, note that

$$\|\delta_i(t)\| \leq \frac{\|e^{A(t_{k+1}-t_k)}\|}{|\mathcal{N}_i| + 1} \int_{t_k}^{t_{k+1}} BB^Te^{-A^T(\tau-t_k)}d\tau \cdot \|\Phi^{-1}\| \|e^{A(t_{k+1}-t_k)}\| \sum_{s \in \mathcal{N}_i} \|x_i(t_k) - x_s(t_k)\|.$$ 

Since the length of the time interval $t_k - t_{k-1} = T_k = \frac{6}{(2k)^r}T_s$, $k = 1, 2, \ldots$ is upper bounded. One has $\|e^{A(t_{k+1}-t_k)}\|$ and $\int_{t_k}^{t_{k+1}} BB^Te^{-A^T(\tau-t_k)}d\tau$ are bounded. Furthermore, since $(A, B)$ is controllable, it follows from Lemma [3] that $\Phi$ is invertible and $\Phi^{-1} = \frac{\Phi^*}{\|\Phi\|}$ where $|\Phi| \neq 0$. Thus, by assuming that $|\Phi| = \sum_{s=0}^{\infty} f_s(t_{k+1}-t_k)^s$, where $f_s, s = 0, 1, \ldots$ are coefficients, there exists at least a finite constant $m$ such that coefficient $f_m \neq 0$ and $f_0 = f_1 = \cdots = f_{m-1} = 0$. Thus, $|\Phi|$ can be rewritten as $|\Phi| = f_m(t_{k+1}-t_k)^m + \mathcal{O}(t_{k+1}-t_k)$ when $t_{k+1}-t_k$ is very small, where $\mathcal{O}(t_{k+1}-t_k)$ presents the higher-order infinitesimal of $t_{k+1}-t_k$. Since $\lim_{k \to \infty}(t_k - t_{k-1}) = \lim_{k \to \infty} T_k = \frac{6}{(2k)^r}T_s = 0$ in polynomial rate, one has $\lim_{k \to \infty} \frac{|\Phi|}{|\Phi^*|} = 0$. According to $\lim_{k \to \infty} \frac{t_k}{T_s}$, therefore, $\lim_{k \to \infty} \frac{\Phi^{-1} \parallel \parallel x_i(t_k) - x_j(t_k)\parallel = 0$. It is obtained that $\lim_{k \to \infty} \frac{\delta_i(t)}{= 0.}$ Similarly, one gets $\lim_{k \to \infty} \frac{\parallel \parallel \delta_j(t)\parallel = 0}$. Therefore, $\lim_{t \to T_s} \frac{x_i(t) - x_j(t)}{= 0}$. To sum up, under the protocol \([2]\), linear multi-agent systems \([1]\) can achieve consensus in the pre-specified fixed settling time $T_s$. The proof is completed.
Remark 3. Under undirected graphs, finite-time and fixed-time consensus problems have been investigated in some interesting papers [16], [17], [18], [24], [26], [29], [28], [27]. Under directed graphs, the finite-time consensus problem of first-order multi-agent systems has been solved in [20], [21], [22]. However, the algorithms in [20], [21], [22] are difficult to develop for solving the finite-time consensus problem of high-order multi-agent systems under directed graphs. In this technical note, by using motion planning approaches, the designed protocol 2 successfully solves the fixed-time consensus problems for general linear multi-agent systems over directed graphs.

Remark 4. Compared with the existing works [18], [16], [23], [28] on finite-time consensus problems, in this article, the settling time can be off-line pre-specified according to task requirements, which not only realizes the consensus in the state space but also controls the settling time in the time axis.

Remark 5. It is worth of mentioning that the fixed-time protocols designed in this technical note are based only on sampling measurements of the relative state information among its neighbors, which greatly reduces cost of the network communication [33], [34], [35].

Remark 6. On connected undirected graphs, fixed-time consensus algorithms have been studied in [25], [26]. As a special case of the result in Theorem 1 of this paper, on directed graphs containing a directed spanning tree, the fixed-time consensus problems for the multi-agent systems with dynamics such as single-integrator [25], double-integrator [26] and harmonic oscillators [23] can be solved in this technical note.

IV. APPLICATION TO SPACECRAFT FORMATION FLYING.

In this section, the application of the preceding control laws to spacecraft formation flying in the low Earth orbit is addressed. Spacecraft formation flying needs precise coordination among multiple spacecraft whose dynamics are coupled through a common control law [36]. Early pertinent works for spacecraft formation flying with variable dynamics, such as second integrators, linear systems, precise nonlinear models, have been launched by Ren [37], Li [5], and so on, where control laws are developed for spacecraft to asymptotically convergent to the desired formation. In order to simplify the analysis, in this section, it is assumed that the reference orbit is a circular or near-circular orbit of radius \( R_0 \), i.e., \( e_r = 0 \), where \( e_r \) is the eccentricity of the reference orbit. The relative motion of the spacecraft with respect to the reference orbit can be described in the local vertical local horizontal (LVLH) frame. Let \( r = [x, y, z]^T \) be the position vector of the spacecraft and \( r = |r| \). For the circular or near-circular reference orbit, the relative position dynamics of spacecraft with respect to the reference orbit can be written as given in [29]. Further, assume that the relative orbit radius between the \( i \)th spacecraft and the reference orbit is very small compared to the radius of the reference orbit. The linearized equations of the relative dynamics of the \( i \)th spacecraft with respect to the reference orbit are given by Hill’s equations

\[
\begin{align*}
\ddot{x} - 3n_r^2 x - 2n_r \dot{y} &= u_{xi}, \\
\ddot{y} + 2n_r \dot{x} &= u_{yi}, \\
\ddot{z} + n_r^2 z &= u_{zi},
\end{align*}
\]

(13)
where \( n_r \) is the natural frequency of the reference orbit, \( u_{xi}, u_{yi} \) and \( u_{zi} \) are the control inputs. Let \( u_i = [u_{xi}, u_{yi}, u_{zi}]^T \). Thus, for the Hill’ equations, one has the following form

\[
\begin{bmatrix}
\dot{r}_i \\
\dot{\dot{r}}_i
\end{bmatrix} =
\begin{bmatrix}
0 & I_3 \\
A_1 & A_2
\end{bmatrix}
\begin{bmatrix}
r_i \\
\dot{r}_i
\end{bmatrix} +
\begin{bmatrix}
0 \\
I_3
\end{bmatrix} u_i,
\]

where

\[
A_1 = \begin{bmatrix}
3n_r^2 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -n_r^2
\end{bmatrix},
A_2 = \begin{bmatrix}
0 & 2n_r & 0 \\
-2n_r & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}.
\]

Spacecraft are said to achieve formation flying in fixed settling time if their velocity vectors converge to the same value and their positions maintain a prescribed separation, i.e., \( r_i - h_i \rightarrow \dot{r}_j - h_j, \dot{r}_i \rightarrow \dot{r}_j, i, j = 1, \ldots, N \), at the terminal time \( T_s \), where \( h_i - h_j \in \mathbb{R}^3 \) denotes the desired constant separation between spacecraft \( i \) and \( j \), and \( T_s \) can be given in advance. Based on algorithm (2), the distributed fixed-time formation control law for spacecraft \( i \) is proposed as

\[
u_i(t) = -A_1 h_i - \frac{1}{|N_i| + 1} B^T e^{-A^T (t-t_k)} \Phi^{-1} e^{A (t_{k+1} - t_k)} \sum_{j \in N_i} \begin{bmatrix}
r_i(t_k) - r_j(t_k) - h_i + h_j \\
\dot{r}_i - \dot{r}_j
\end{bmatrix},
\]

\[
t_k \leq t < t_{k+1}, \ i = 1, 2, \ldots, N,
\]

where \( A = \begin{bmatrix} 0 & I_3 \\ A_1 & A_2 \end{bmatrix} \), \( B = \begin{bmatrix} 0 \\ I_3 \end{bmatrix} \). Note that \((A, B)\) is controllable. Thus, according to Theorem 1, the following theorem is given.

**Theorem 2.** Assume that the directed topology graph \( G \) among the \( N \) satellites satisfies Assumption 1. Then, for an off-line pre-specified settling time \( T_s > 0 \), the fixed-time formation protocol (14) with the sampling time sequence \( \{t_k\} |t_k = t_0 + T_k, T_k = \frac{6}{(k+1)T_s} \} \) solves the fixed-time formation flying problem of multiple satellites systems described by (13), i.e.,

\[
\lim_{t \to T_s} ||r_i(t) - r_j(t) + h_i - h_j|| = 0, \ \lim_{t \to T_s} ||\dot{r}_i(t) - \dot{r}_j(t)|| = 0, \ i, j = 1, \ldots, N.
\]

**Example** Consider the formation flying of six spacecraft with respect to a circular reference orbit with the orbital radius \( R_0 = 4.224 \times 10^7 m \). Note that the gravitation constant of the earth \( \mu = GM_e = 3.986 \times 10^{14} m^3/s^2 \), where \( G \) is the universal constant of gravity and \( M_e \) is the mass of the Earth. Therefore, the natural frequency of the reference orbit \( n_r = 7.273 \times 10^{-5} s^{-1} \). All the spacecraft have mass \( m = 410 kg \). The directed communication topology between the spacecrafts is given in Fig. 1. The desired formation is that the six satellites will maintain a regular hexagon with a separation of 1000m. Thus, it is given that \( h_1 = [0, 1000, 0]^T m, h_2 = [-866, 500, 0]^T m, h_3 = [-866, -500, 0]^T m, h_4 = [0, -1000, 0]^T m, h_5 = [866, -500, 0]^T m, h_6 = [866, 500, 0]^T m \). To simplify things, let the initial time be \( t_0 = 0 h \). The off-line pre-specified
Fig. 1. Communication topology with 6 spacecrafts over a directed graph having a spanning tree.

Fig. 2. The positions of the spacecrafts.

formation time is 200h. Select the initial states for spacecraft as following:

\[
\begin{align*}
[r_1(t_0)] &= [0, 966000, 10000]^T m, \quad [\dot{r}_1(t_0)] = [10, 0, 0]^T m/s, \\
[r_2(t_0)] &= [0, 900000, 20000]^T m, \quad [\dot{r}_2(t_0)] = [15, 0, 0]^T m/s, \\
[r_3(t_0)] &= [0, 866000, 30000]^T m, \quad [\dot{r}_3(t_0)] = [20, 0, 0]^T m/s, \\
[r_4(t_0)] &= [0, 800000, 40000]^T m, \quad [\dot{r}_4(t_0)] = [25, 0, 0]^T m/s, \\
[r_5(t_0)] &= [0, 766000, 50000]^T m, \quad [\dot{r}_5(t_0)] = [30, 0, 0]^T m/s, \\
[r_6(t_0)] &= [0, 700000, 60000]^T m, \quad [\dot{r}_6(t_0)] = [35, 0, 0]^T m/s.
\end{align*}
\]

Figs.2 and 3 depict the positions and the velocities of spacecrafts, respectively. The control forces are shown in Fig. 4. It can be seen that the desired formation is derived at the fixed settling time $T_s = 200h$. The motion trajectories of these six spacecraft in three-dimensional space are illustrated in Fig.5. Fig. 6 shows the final formation configurations. The six agents
Fig. 3. The velocities of the spacecrafts.

Fig. 4. The control signals of the spacecrafts.

Fig. 5. The trajectories of the spacecrafts in three-dimensional space.
form a regular hexagon about $1000m$ on each side.

V. CONCLUSIONS

This technical note has studied the distributed fixed-time consensus protocol design problem for multi-agent systems with general continuous-time linear dynamics over directed graphs. By using motion planning approaches, a class of distributed fixed-time consensus algorithms are developed, which rely only on the sampling information at some sampling instants. For linear multi-agent systems, the proposed algorithms solve the fixed-time consensus problem for any directed graph containing a directed spanning tree. In particular, the fixed settling time can be offline pre-specified according to task requirements. Extensions to the fixed-time formation flying are further studied for multiple satellites described by Hill equations. Future works will focus on solving distributed fixed-time consensus problem for mobile agents modeled by nonlinear dynamics over directed switching graphs.
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