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Abstract

Centre Manifold analysis of a 3 – D nonlinear system with general second order nonlinearities have been worked out. The system is shown to possess two fixed points on the reduced 2 – D centre manifold. By introducing a 2 – D centre manifold one can show how an oscillatory dynamics may be generated in the system. We also state and prove a theorem to find the stability of the resultant centre manifold equation apriori from the parity of the nonlinear terms in the original equations. For a 2 – D nonlinear model with the example picked up from biochemistry, the protein molecules in assembly, kinetic stability analysis is provided for the chosen example and establish herewith the validity of the theorem for our chosen example.
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1 Introduction

Stability analysis of vector fields around an equilibrium point is a subject of interest in nonlinear dynamical systems. For the nonlinear system if the eigenvalues of the linearized Jacobian has a mixture of positive, negative and zero real parts the analysis is not so straightforward and we have to go to the centre manifold theory to properly analyse the dynamics. The eigenspaces of the eigenvectors

\textsuperscript{1}Email: souma.mazumdar@bose.res.in
\textsuperscript{2}Email: gautam@bose.res.in
corresponding to positive, negative and zero real parts are considered. We assign a 3-D coordinate system for representing the eigenspaces of these three particular types of eigenvectors. But in case of centre manifold theory we consider only a 2-D coordinate system for representing the eigenspaces of the eigenvectors of negative and zero real parts of eigenvalues. They are termed as the stable and centre directions along the Y and X axis, respectively so that it boils down only to the analysis along the centre direction to determine stability. In case the spectrum of the linearized Jacobian contains purely imaginary eigenvalues, a slowly decaying oscillatory amplitude can appear. An investigation with application of centre manifold theory for limit cycle behaviour\cite{1} are also made in the context of nonlinear aeroelasticity. Limit cycle stability reversal of a two and three degrees of freedom airfoils has been investigated in \cite{2,3}. Limitations of centre manifold theory for limit cycle calculation has been shown in \cite{4}.

In our work we primarily focus on application of centre manifold theory for a 3 − D system with general second order nonlinear terms. We perform the stability analysis by reducing the state equations on a 2 − D centre manifold. The centre manifold is found to possess two fixed points one stable and another unstable. The system moves towards the stable fixed point starting from the unstable fixed point in asymptotic time. Along the course of discussion we also state and prove a theorem along with a conjecture made in the theorem. Then we present an example of a system which describes the kinetics of the protein molecules\cite{5,6} in an assembly. Stability analysis is done for it in the light of centre manifold theory.

The paper is organised as follows. In the prelude we introduce the centre manifold theory, its various ramifications and technical details like eigenbasis and similarity transformations, block diagonal representation of the system, seek for the leading order term through centre manifold equation. All these are discussed at length to adapt the mathematical concepts for applied dynamical systems\cite{7,8} with a few degrees of freedom. Then we discuss about a general 3-D system with second order nonlinearities for the stability analysis. Then we state and prove a theorem for the condition of stability and in our example of the 2 − D model through centre manifold theory we have shown the verification of the theorem in the light of obtained results. Finally we conclude with a short and modest concluding paragraph.

\section{Centre Manifold Theory}

Consider a $n \times n$ nonlinear system represented by the following vector equation.

$$\dot{\vec{z}} = \vec{f}(\vec{z})$$  \hspace{1cm} (1)

where $\vec{f}(\vec{z})$ is comprised of linear and nonlinear terms of the individual variables. To analyse the system using centre manifold theory we have to transform the
equations into the following form

\[
\begin{align*}
\dot{x} &= A\vec{x} + \vec{f}(\vec{x}, \vec{y}) \\
\dot{y} &= B\vec{y} + \vec{g}(\vec{x}, \vec{y})
\end{align*}
\] (2)

where \(\vec{x}\) is a \(c\) dimensional vector and \(A\) is a \(c \times c\) constant matrix having eigenvalues of zero real parts. Similarly \(\vec{y}\) is a \(s\) dimensional vector and \(B\) is a \(s \times s\) constant matrix having eigenvalues of negative real part. We have \(c + s = n\). Here \(\vec{f}(\vec{x}, \vec{y})\) and \(\vec{g}(\vec{x}, \vec{y})\) are the nonlinear parts of the system. The advantage of such a transformation is twofold. On one hand we decouple the centre direction from the stable direction and also separate the linear part from the nonlinear part. But if the system cannot be written in this form then we have to go for a change of basis transformation. We have to transform the system in its eigenbasis. Transforming the system in its eigenbasis may lead to interpret the system in its simplest form and brings the system in the form as represented by the equation (2). For converting to eigenbasis we follow the following procedure.

### 2.1 Eigenbasis analysis

For converting to eigenbasis we have to first compute the linearized Jacobian (\(J\)) around the equilibrium point. Then we have to compute the eigenvalues of the Jacobian. Let there be \(c\) eigenvalues with zero real parts and \(s\) eigenvalues with negative real parts. The eigenvectors of the eigenvalues of the zero real part span the centre eigenspace represented by the axis \(X\). The eigenvectors of the eigenvalues of negative real part span the stable eigenspace represented by \(Y\) axis. Let the eigenvectors of the zero real part eigenvalues be \(n_{c_1} \ldots n_{c_c}\). Let the eigenvectors of negative real part eigenvalues be \(n_{s_1} \ldots n_{s_s}\). Let the vector field in the eigenbasis be represented by \(U\). We do the following transformation.

\[
\vec{X} = P\vec{U}
\] (3)

where \(\vec{X}\) is the original vector field and \(P\) is a \(n \times n\) matrix which is constructed as follows.

\[
P = \begin{bmatrix}
n_{c_1} \ldots n_{c_c} & n_{s_1} \ldots n_{s_s}
\end{bmatrix}
\] (4)

If \(\dot{\vec{X}} = E\vec{X} + \vec{f}(\vec{x}, \vec{y})\), where \(\vec{f}\) represents the nonlinear part and thereby the original system of equations on transformation of \(\vec{X} = P\vec{U}\) the equation takes the form, 

\[
P\dot{\vec{U}} = EP\vec{U} + \vec{f}(\vec{x}, \vec{y})
\]

\[
\Rightarrow \dot{\vec{U}} = P^{-1}EP\vec{U} + P^{-1}\vec{f}(\vec{x}, \vec{y}).
\] (5)

The transformation of \(E \rightarrow P^{-1}EP\) is known as similarity transformation. Now it can be checked the matrix \(P^{-1}EP\) is in block diagonal form and in case of
real eigenvalues it will be a diagonal matrix with all the eigenvalues (both zero and negative) aligned along the diagonal. The system can be reduced to the form as given by equation (2) with centre directions decoupled from the stable directions. If it is a two dimensional system with $n = 2$ we should have $c = 1$ and $s = 1$. Then the matrix $A$ in equation (2) will be just the eigenvalue of the centre direction that is 0 and matrix $B$ will just be the eigenvalue of the stable direction that is a negative number.

### 2.2 Centre Manifold analysis

Once the system is in the form as given by equation (2) we can carry forward our analysis from that point.

Consider the decoupled directions $\vec{x}$ and $\vec{y}$. We write,

$$\vec{y} = \vec{h}(\vec{x})$$

where $\vec{h}$ represent the expressions we use to represent $\vec{y}$ in terms of $\vec{x}$. We call the above equation is the centre manifold equation. We consider $\vec{h}(0) = 0$ and $D\vec{h}(0) = 0$ where 0 is the equilibrium point. The first condition implies that $y = 0$ at the equilibrium point and the second condition implies that the centre manifold is tangent to the centre eigenspace at the point 0. We expand $\vec{h}(x)$ in Taylor series expansion. Then we can write,

$$\vec{y} = \vec{h}(\vec{x}) = a_0 x^2 + a_1 x^3 + \mathcal{O}(4)$$

Then,

$$\dot{\vec{y}} = D\vec{h}(\vec{x}) \dot{\vec{x}} = (2a_0 x + 3a_1 x^2 + \mathcal{O}(3)) \dot{\vec{x}}$$

where $D$ stands for the jacobian of the vector $\vec{h}$. For 2 dimensional system $D\vec{h}$ will be just the derivative of function $h$ with respect to $x$. The above equation can be written as,

$$\mathcal{N}(\vec{x}) = (2a_0 x + 3a_1 x^2 + \mathcal{O}(3)) \dot{\vec{x}} - \dot{\vec{y}} = 0$$

$$\implies \mathcal{N}(\vec{x}) = (2a_0 x + 3a_1 x^2 + \mathcal{O}(3))(A \vec{x} + f(\vec{x}, \vec{y})) - (B \vec{y} + g(\vec{x}, \vec{y})) = 0$$

$$\implies \mathcal{N}(\vec{x}) = (2a_0 x + 3a_1 x^2 + \mathcal{O}(3))(A \vec{x} + f(\vec{x}, \vec{h}(\vec{x}))) - (B \vec{h}(\vec{x})) + g(\vec{x}, \vec{h}(\vec{x}))) = 0$$

(9)

Now $\mathcal{N}(\vec{x})$ is a system of equations containing only $\vec{x}$. For a two dimensional system $\mathcal{N}$ will be just a expression in a single variable $x$. We can equate the coefficients of various powers of $x$ to zero and solve for $a_0$, $a_1$ etc. We will always consider the leading order term. If $a_0 = 0$ then we go to the next higher order term and solve for $a_1$ and so on. Then the centre manifold will be given by the equation,

$$\vec{y} = \vec{h}(\vec{x}) = a_0 x^2 + a_1 x^3 + \mathcal{O}(4)$$

(10)
upto leading order. Once we obtain $\vec{y}$ in terms of $\vec{x}$ that is the centre manifold equation we no longer consider the $\vec{y}$ direction. We consider only the $\vec{x}$ direction and write,

$$\dot{\vec{x}} = A\vec{x} + \vec{f}(\vec{x}, \vec{h}(\vec{x}))$$

(11)

The above equation is called the reduced system of equations. We can use it to analyse stability around the equilibrium point.

2.3 Centre Manifold Analysis of a general 3-D system of second order nonlinearities

Let the linearized Jacobian around the equilibrium point yields eigenvalues $i\lambda_1, -i\lambda_1, -\lambda_2$. We consider $\lambda_1 > 0$ and $\lambda_2 > 0$. The real parts of first two eigenvalues is 0, so there is a centre manifold. The third eigenvalue is real negative, so there is a stable manifold. Let on eigenbasis transformation the system equations take the form

$$\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{bmatrix} = \begin{bmatrix}
0 & \lambda_1 & 0 \\
-\lambda_1 & 0 & 0 \\
0 & 0 & -\lambda_2
\end{bmatrix} \begin{bmatrix}
x \\
y \\
z
\end{bmatrix} + \begin{bmatrix}
f_1(x, y, z) \\
f_2(x, y, z) \\
f_3(x, y, z)
\end{bmatrix}$$

(12)

where $f_1, f_2, f_3$ are the nonlinear parts containing second order nonlinearities in $x, y, z$. We can assume some second order polynomial structure in $x, y, z$ for $f_1, f_2, f_3$. Let,

$$\begin{align*}
f_1(x, y, z) &= c_0 x^2 + c_1 y^2 + c_2 z^2 + c_3 xy + c_4 yz + c_5 zx \\
f_2(x, y, z) &= d_0 x^2 + d_1 y^2 + d_2 z^2 + d_3 xy + d_4 yz + d_5 zx \\
f_3(x, y, z) &= e_0 x^2 + e_1 y^2 + e_2 z^2 + e_3 xy + e_4 yz + e_5 zx
\end{align*}$$

(13)

Therefore the system equations are given by,

$$\begin{align*}
\dot{x} &= \lambda_1 y + c_0 x^2 + c_1 y^2 + c_2 z^2 + c_3 xy + c_4 yz + c_5 zx \\
\dot{y} &= -\lambda_1 x + d_0 x^2 + d_1 y^2 + d_2 z^2 + d_3 xy + d_4 yz + d_5 zx \\
\dot{z} &= -\lambda_2 z + e_0 x^2 + e_1 y^2 + e_2 z^2 + e_3 xy + e_4 yz + e_5 zx
\end{align*}$$

(14)

The equilibrium point is the origin $(0, 0, 0)$. If the equilibrium point is a point other than the origin say $(x_0, y_0, z_0)$ then we would have made the transformation $x \rightarrow x - x_0, y \rightarrow y - y_0, z \rightarrow z - z_0$ and have brought the equilibrium position to the origin. The centre manifold is two dimensional and the stable manifold is one dimensional. Let the centre manifold is given by the following taylor series expansion.

$$z = h(x, y) = a_0 x^2 + a_1 xy + a_2 y^2 + O(3)$$

(15)

We take upto $O(2)$. So

$$z = h(x, y) = a_0 x^2 + a_1 xy + a_2 y^2$$

(16)
Therefore,
\[
\dot{z} = \frac{\partial h}{\partial x} \dot{x} + \frac{\partial h}{\partial y} \dot{y}
\]
\[
\implies \dot{z} - (2a_0x + a_1y)\dot{x} - (2a_2y + a_1x)\dot{y} = 0
\]
(17)

Substituting the values of \(\dot{x}, \dot{y}, \dot{z}\) from the system equations and replacing \(z\) by \((a_0x^2 + a_1xy + a_2y^2)\) in the equations we have,
\[
- \lambda_2(a_0x^2 + a_1xy + a_2y^2) + e_0x^2 + e_1y^2 + e_2(a_0x^2 + a_1xy + a_2y^2)^2 + e_3xy
\]
\[+ e_4y(a_0x^2 + a_1xy + a_2y^2) + e_5x(a_0x^2 + a_1xy + a_2y^2)
\]
\[- (2a_0 + a_1y)[\lambda_1y + c_0x^2 + c_1y^2 + c_2(a_0x^2 + a_1xy + a_2y^2)^2 + c_3xy
\]
\[+ c_4y(a_0x^2 + a_1xy + a_2y^2) + c_5x(a_0x^2 + a_1xy + a_2y^2)]
\]
\[
- (2a_2 + a_1x)[-\lambda_1x + d_0x^2 + d_1y^2 + d_2(a_0x^2 + a_1xy + a_2y^2)^2 + d_3xy
\]
\[+ d_4y(a_0x^2 + a_1xy + a_2y^2) + d_5x(a_0x^2 + a_1xy + a_2y^2)] = 0
\]
(18)

Considering only \(O(2)\) and equating the coefficients of \(x^2, xy, y^2\) to 0 respectively we have,
\[
- \lambda_2a_0 + e_0 + a_1\lambda_1 = 0
\]
\[- \lambda_2a_1 + e_3 - 2a_0\lambda_1 + 2a_2\lambda_1 = 0
\]
\[- \lambda_2a_2 + e_1 - a_1\lambda_1 = 0
\]
(19)

Solving for \(a_0, a_1, a_2\) we have,
\[
a_0 = \frac{\lambda_2(e_0\lambda_2 + e_3\lambda_1) + 4e_0\lambda_1^2}{\lambda_2^2 + 4\lambda_1^2}
\]
\[\lambda_3^2 + 4\lambda_1^2
\]
\[
a_1 = \frac{\lambda_2^2e_3 + 2\lambda_1\lambda_2(e_1 - e_0)}{\lambda_2^2 + 4\lambda_1^2}
\]
\[\lambda_3^2 + 4\lambda_1^2
\]
\[
a_2 = \frac{\lambda_2(e_1\lambda_2 - e_3\lambda_1) + 4e_1\lambda_1^2}{\lambda_2^2 + 4\lambda_1^2}
\]
\[\lambda_3^2 + 4\lambda_1^2
\]
(20)

Therefore the centre manifold equation is given by,
\[
z = \frac{\lambda_2(e_0\lambda_2 + e_3\lambda_1) + 4e_0\lambda_1^2 + 2\lambda_1^2(e_1 - e_0)}{\lambda_2^2 + 4\lambda_1^2}x^2 + \frac{\lambda_2^2e_3 + 2\lambda_1\lambda_2(e_1 - e_0)}{\lambda_2^2 + 4\lambda_1^2}xy
\]
\[+ \frac{\lambda_2(e_1\lambda_2 - e_3\lambda_1) + 4e_1\lambda_1^2}{\lambda_2^2 + 4\lambda_1^2}y^2
\]
(21)

The reduced equations on the centre manifold on considering terms of \(O(2)\) and neglecting higher order terms is given by,
\[
\dot{x} = \lambda_1y + e_0x^2 + c_1y^2 + c_3xy
\]
\[
\dot{y} = -\lambda_1x + d_0x^2 + d_1y^2 + d_3xy
\]
(22)
Now we seek to find if there is any oscillations on this reduced phase space. For this we write,

\[ x = r \cos \theta \]
\[ y = r \sin \theta \]  

(23)
on transformation to \( r, \theta \) coordinate. Then

\[ r^2 = x^2 + y^2 \]  

(24)

Differentiating both sides with respect to time \( t \) we have,

\[ r \dot{r} = x \dot{x} + y \dot{y} \]
\[ \Rightarrow \dot{r} = \frac{x \dot{x} + y \dot{y}}{r} \]  

(25)

On putting the values of \( \dot{x}, \dot{y} \) and simplifying we have,

\[ \dot{r} = \frac{x(x^2 + y^2 + xy) + y(x^2 + y^2 + xy)}{r} \]  

(26)

At this point for the sake of simplification we assume values for \( c_0, c_1, c_3, d_0, d_1, d_3 \). We consider \( c_0 = c_1 = c_3 = d_0 = d_1 = d_3 = 1 \). Then the above equation takes the form,

\[ \dot{r} = \frac{x(x^2 + y^2 + xy) + y(x^2 + y^2 + xy)}{r} \]
\[ \Rightarrow \dot{r} = r^2(\cos \theta + \sin \theta)(1 + \cos \theta \sin \theta) \]  

(27)
on putting \( x = r \cos \theta, y = r \sin \theta \). Now for fixed point prediction we should solve for \( r \) from \( \dot{r} = 0 \). Therefore we have to solve for \( r \) from the equation,

\[ r^2(\cos \theta + \sin \theta)(1 + \cos \theta \sin \theta) = 0 \]  

(28)

Now equating each of the factors to 0 we have,

\[ r = 0 \]
\[ \cos \theta = -\sin \theta \]  

(29)
\[ \cos \theta \sin \theta = -1 \]

The solution \( r = 0 \) implies a fixed point at the origin which is a sink as we will see. The third solution is discarded because \( \cos \theta \sin \theta > -1 \) for any \( \theta \). From the second solution we have,

\[ \cos \theta = -\sin \theta \]
\[ \Rightarrow \theta = n\pi + \frac{3\pi}{4} \]  

(30)
Putting in equation (23),

\[
x = -\frac{r}{\sqrt{2}} \\
y = \frac{r}{\sqrt{2}}
\]  
(31)

for \(\theta = 2n\pi + \frac{3\pi}{4}\) and

\[
x = \frac{r}{\sqrt{2}} \\
y = -\frac{r}{\sqrt{2}}
\]  
(32)

for \(\theta = (2n + 1)\pi + \frac{3\pi}{4}\).

Putting the first solution of \(x, y\) in the first equation of (22) and recalling we have considered \(c_0 = c_1 = c_3 = 1\) we have,

\[
-\frac{\dot{r}}{\sqrt{2}} = \lambda_1 \frac{r}{\sqrt{2}} + \frac{r^2}{2} + \frac{r^2}{2} - \frac{r^2}{2} \\
\implies -\dot{r} = r(\lambda_1 + \frac{r}{\sqrt{2}})
\]  
(33)

Now the above equation is a equation only in \(r\). For solving the amplitude \(r\) we equate \(\dot{r} = 0\). Thus we have,

\[
r(\lambda_1 + \frac{r}{\sqrt{2}}) = 0 \\
\implies r = 0, -\sqrt{2}\lambda_1
\]  
(34)

Now \(r = 0\) implies a sink at the origin since \(\dot{r} < 0\) for \(r > 0\) in the neighbourhood of origin. \(r = -\sqrt{2}\lambda_1\) is discarded because amplitude cannot be negative.

Putting the second solution of \(x, y\) in the first equation of (22) we have,

\[
\frac{\dot{r}}{\sqrt{2}} = -\lambda_1 \frac{r}{\sqrt{2}} + \frac{r^2}{2} + \frac{r^2}{2} - \frac{r^2}{2} \\
\implies \dot{r} = r(\frac{r}{\sqrt{2}} - \lambda_1)
\]  
(35)

For solving for amplitude we equate \(\dot{r} = 0\). Thus we have,

\[
r(\frac{r}{\sqrt{2}} - \lambda_1) = 0 \\
\implies r = 0, \sqrt{2}\lambda_1
\]  
(36)

\(r = 0\) gives a sink at the origin since \(\dot{r} < 0\) for \(r > 0\) in the neighbourhood of origin. \(r = \sqrt{2}\lambda_1\) gives a source because \(\dot{r} < 0\) for \(r < \sqrt{2}\lambda_1\) and \(\dot{r} > 0\) for \(r > \sqrt{2}\lambda_1\) in the neighbourhood of \(r = \sqrt{2}\lambda_1\). We want to show as \(t \to \infty\) the system approaches \(r = 0\) starting from \(r = \sqrt{2}\lambda_1\).
For this we make the following coordinate transformation. We write \( r' = r - \sqrt{2} \lambda_1 \). Then \( r = r' + \sqrt{2} \lambda_1 \). We have to do this transformation because \( r = \sqrt{2} \lambda_1 \) is the starting point of the system. Putting the value of \( r \) in terms of \( r' \) in equation (35) we have,

\[
\dot{r}' = \frac{(r' + \sqrt{2} \lambda_1)r'}{\sqrt{2}}
\]

\[\implies \sqrt{2} \frac{dr'}{dt} = (r' + \sqrt{2} \lambda_1)r'
\]

\[\implies \frac{\sqrt{2} \lambda_1}{(r' + \sqrt{2} \lambda_1)r'} dr' = \lambda_1 dt \quad (37)
\]

\[\implies \frac{(r' + \sqrt{2} \lambda_1) - r'}{(r' + \sqrt{2} \lambda_1)r'} dr' = \lambda_1 dt
\]

\[\implies \left[ \frac{1}{r'} - \frac{1}{r' + \sqrt{2} \lambda_1} \right] dr' = \lambda_1 dt
\]

Integrating both sides we have,

\[\ln \frac{r'k}{r' + \sqrt{2} \lambda_1} = \lambda_1 t \quad (38)
\]

where \( k \) is the constant of integration. Then from the above equation,

\[\frac{r' + \sqrt{2} \lambda_1}{r'k} = e^{-\lambda_1 t}
\]

\[\implies r' = \frac{\sqrt{2} \lambda_1}{ke^{-\lambda_1 t} - 1} \quad (39)
\]

Putting \( t = \infty \) in the above equation we get \( r' = -\sqrt{2} \lambda_1 \). Since \( r' = r - \sqrt{2} \lambda_1 \) when \( r' = -\sqrt{2} \lambda_1 \) we have \( r = 0 \). So the system approaches \( r = 0 \) as \( t \to \infty \).

For the \( \theta \) dynamics we write,

\[\theta = \tan^{-1} \frac{y}{x} \quad (40)
\]

Differentiating the above equation with respect to time \( t \) we have,

\[
\dot{\theta} = \frac{x \dot{y} - y \dot{x}}{x^2 + y^2}
\]

\[\implies \dot{\theta} = \frac{x(-\lambda_1 x + x^2 + y^2 + xy) - y(\lambda_1 y + x^2 + y^2 + xy)}{x^2 + y^2} \quad (41)
\]

on putting the values of \( \dot{x}, \dot{y} \) and recalling \( c_0 = c_1 = c_3 = d_0 = d_1 = d_3 = 1 \). On simplication it gives,

\[
\dot{\theta} = \frac{-\lambda_1 + x - y + \frac{xy(x - y)}{x^2 + y^2}}{x^2 + y^2}
\]

\[= -\lambda_1 + r(\cos \theta - \sin \theta)(1 + \cos \theta \sin \theta) \quad (42)
\]
on putting \( x = r \cos \theta, y = r \sin \theta \). Since \( r \) and \( \theta \) are functions of \( t \), \( \dot{\theta} \) is also a function of \( t \). \( \dot{\theta} \) is not explicitly solvable in terms of \( t \) since \( r \) and \( \theta \) are not explicitly solvable in terms of \( t \). Still we can do some analysis and prediction. If \( \dot{\theta}(0) \neq 0 \) due to the nonzero angular velocity the system will exhibit a periodic spiral motion with approach towards the point \( r = 0 \). For oscillation prediction we look into the equations.

\[
\begin{align*}
  x &= r \cos \theta \\
  y &= r \sin \theta
\end{align*}
\]  

(43)

Since \( r \) is approaching towards 0 we can say the amplitude is decreasing so in the \( x-t \) and \( y-t \) plane the amplitude becomes small and small as \( t \to \infty \) and eventually becomes 0.

Now we proceed to prove a theorem.

**Theorem 1.** Consider the system.

\[
\begin{align*}
  \dot{x} &= Ax + f(x, y) \\
  \dot{y} &= By + g(x, y)
\end{align*}
\]  

(44)

If the nonlinear parts \( f(x, y) \) and \( g(x, y) \) are even that is \( f(x, y) = f(-x, -y) \) and \( g(x, y) = g(-x, -y) \) then \( h(x) \) is even that is \( h(x) = h(-x) \)

**Proof.** We have

\[
\begin{align*}
  \dot{y} &= D\tilde{h}(\tilde{x}) \tilde{x} \\
  \implies B\tilde{y} + g(\tilde{x}, \tilde{y}) &= D\tilde{h}(\tilde{x})(Ax + \tilde{f}(\tilde{x}, \tilde{y})) \\
  \implies B\tilde{h}(x) + g(x, y) &= D\tilde{h}(x) A\tilde{x} + D\tilde{h}(\tilde{x}) \tilde{f}(\tilde{x}, \tilde{y})
\end{align*}
\]  

(45)

Now, \( \tilde{h}(\tilde{x}) = a_0 \tilde{x}^2 + a_1 \tilde{x}^3 + O(4) \). Upto leading order \( \tilde{h}(\tilde{x}) \) will be \( \tilde{h}(\tilde{x}) = a_0 \tilde{x}^2 \). Then \( D\tilde{h}(\tilde{x}) = 2a_0 \tilde{x} \). Then we should have

\[
B\tilde{h}(x) + g(x, y) = (2a_0 \tilde{x}) A\tilde{x} + (2a_0 \tilde{x}) \tilde{f}(\tilde{x}, \tilde{y})
\]  

(46)

Putting \(-\tilde{x}\) at both sides of the equation we have,

\[
B\tilde{h}(-x) + g(-\tilde{x}, -\tilde{y}) = (-2a_0 \tilde{x}) A(-\tilde{x}) + (-2a_0 \tilde{x}) \tilde{f}(-\tilde{x}, -\tilde{y})
\]  

(47)

Since \( \tilde{f}(\tilde{x}, \tilde{y}) \) and \( g(\tilde{x}, \tilde{y}) \) are even we should have,

\[
B\tilde{h}(-x) + g(x, y) = (2a_0 \tilde{x}) A\tilde{x} + (2a_0 \tilde{x}) \tilde{f}(\tilde{x}, \tilde{y})
\]  

(48)

Now \( \tilde{f}(\tilde{x}, \tilde{y}) \) being nonlinear is at least of \( O(2) \). Therefore \( (2a_0 \tilde{x}) \tilde{f}(\tilde{x}, \tilde{y}) \) is at least of \( O(3) \) which we do not want to consider. Therefore the last terms in
equations (46) and (48) go to 0. Therefore from equations (46) and (48) we have.

\[ B\vec{h}(x) + \vec{g}(\vec{x}, \vec{y}) = (2a_0\vec{x})A\vec{x} \]
\[ B\vec{h}(-x) + \vec{g}(\vec{x}, \vec{y}) = (2a_0\vec{x})A\vec{x} \]

(49)

Subtracting one from the other we have

\[ B(\vec{h}(\vec{x}) - \vec{h}(\vec{-x})) = 0 \]
\[ \implies \vec{h}(\vec{x}) = \vec{h}(\vec{-x}) \]

(50)

If in \( \vec{h}(\vec{x}) \), \( a_0 = 0 \) we go to the next leading order term and consider \( \vec{h}(\vec{x}) = a_1\vec{x}^3 \). Then we have \( D\vec{h}(\vec{x}) = 3a_1\vec{x}^2 \). Therefore in the equation \( B\vec{h}(\vec{x}) + \vec{g}(\vec{x}, \vec{y}) = D\vec{h}(\vec{x})A\vec{x} + D\vec{h}(\vec{x})\vec{f}(\vec{x}, \vec{y}) \) we put \( \vec{h}(\vec{x}) = a_1\vec{x}^3 \). Therefore we have,

\[ B(a_1x^3) + \vec{g}(\vec{x}, \vec{y}) = (3a_1x^2)A\vec{x} + (3a_1x^2)\vec{f}(\vec{x}, \vec{y}) \]

(51)

Putting \( \vec{x} = -\vec{x} \) in the above equation we have,

\[ B(a_1x^3) + \vec{g}(-\vec{x}, -\vec{y}) = (3a_1x^2)A(-\vec{x}) + (3a_1x^2)\vec{f}(-\vec{x}, -\vec{y}) \]
\[ \implies -B(a_1x^3) + \vec{g}(\vec{x}, \vec{y}) = -(3a_1x^2)A\vec{x} + (3a_1x^2)\vec{f}(\vec{x}, \vec{y}) \]

(52)

Now \( \vec{f}(\vec{x}, \vec{y}) \) being nonlinear is at least of \( O(2) \). So \( (3a_1x^2)\vec{f}(\vec{x}, \vec{y}) \) is at least of \( O(4) \) which we do not want to consider in equations (51) and (52). Therefore from equations (51) and (52) we have,

\[ B(a_1x^3) + \vec{g}(\vec{x}, \vec{y}) = (3a_1x^2)A\vec{x} \]
\[ -B(a_1x^3) + \vec{g}(\vec{x}, \vec{y}) = -(3a_1x^2)A\vec{x} \]

(53)

Adding these two equations we have,

\[ 2\vec{g}(\vec{x}, \vec{y}) = 0 \]
\[ \implies \vec{g}(\vec{x}, \vec{y}) = 0 \]

(54)

which is absurd since \( \vec{g}(\vec{x}, \vec{y}) \) is a defined function in the problem. So we can say the leading order term in \( \vec{h}(\vec{x}) \) cannot be \( x^3 \) if coefficient of \( x^2 \) is 0. So we go to the next leading order term that is \( x^4 \). Considering \( \vec{h}(\vec{x}) = a_2x^4 \) and following the procedure as shown for the case when the leading order term is of \( O(2) \), we can show \( \vec{h}(\vec{x}) = \vec{h}(\vec{-x}) \). We can make the conjecture that the leading order term in \( \vec{h}(\vec{x}) \) will be always of even power of \( \vec{x} \) if the nonlinear parts are even functions of \( \vec{x} \) and \( \vec{y} \).

\[ \Box \]

In the example that we consider to illustrate the centre manifold problem we show that our above theorem and conjecture are true.
3 Kinetic Stability analysis of protein assembly around a fixed point

We pick up the nonlinear equations as given in the article[10]. The Nonlinear equations describe the kinetics of protein molecules. We write down the equation as follows.

\[
\begin{align*}
\dot{x} &= -(D_1 - aX_e - k)x + (-bX_e + p)z + ax^2 - bxz \\
\dot{z} &= (k - cY_e)x + pz + cx^2 + cxz
\end{align*}
\] (55)

The above two equations form the master equations for the analysis that follows. Following the path as shown in the paper[10] we consider sufficiently small values of \(D_1, k, Y_e, p\). They can be set to 0. Then the equations (55) can be written down as follows.

\[
\begin{align*}
\dot{x} &= aX_e x - bX_e z + ax^2 - bxz \\
\dot{z} &= cx^2 + cxz
\end{align*}
\] (56)

The equilibrium point is \((0, 0)\). The linearized Jacobian(\(J\)) around the equilibrium point \((0, 0)\) is given by

\[
J = \begin{bmatrix} aX_e & -bX_e \\ 0 & 0 \end{bmatrix}
\] (57)

The eigenvalues of \(J\) are \(\lambda = 0, aX_e\). So we see one of the eigenvalues is 0 which indicates that it has a centre eigenspace and permits us to do the centre manifold analysis. The other eigenspace is a stable eigenspace corresponding to negative eigenvalue. This prompts us to consider \(aX_e < 0\) which implies \(a < 0\) because \(X_e\) cannot be negative. The eigenvector corresponding to 0 eigenvalue is \(\begin{bmatrix} b \\ a \end{bmatrix}\) and the eigenvector corresponding to \(aX_e\) eigenvalue is \(\begin{bmatrix} 1 \\ 0 \end{bmatrix}\). As the Jacobian \(J\) is not block diagonal we have to resort to eigenbasis transformation. As mentioned in the theory we consider a transformation \(\vec{X} = P\vec{U}\) where \(\vec{X}\) is the original vector and \(\vec{U}\) is the vector in the changed basis. In our case the system being two dimensional \(\vec{X}\) and \(\vec{U}\) are two dimensional vectors and \(P\) is a 2 \times 2 matrix formed by the eigenvectors of the Jacobian. We place the eigenvector of the centre direction as the first vector and that of the stable direction as the second vector. So,

\[
P = \begin{bmatrix} b & 1 \\ a & 0 \end{bmatrix}
\] (58)

The inverse is given by

\[
P^{-1} = \begin{bmatrix} 0 & \frac{1}{b} \\ 1 & -\frac{a}{b} \end{bmatrix}
\] (59)
Following equation (5) we have

\[ \dot{\vec{U}} = P^{-1} A P \vec{U} + P^{-1} \vec{f}(x, y) \] (60)

Now as mentioned in the theory \( P^{-1} A P \) will be a block diagonal matrix which in our case will be just a diagonal matrix with the eigenvalues along the diagonal. We make the first diagonal entry as the eigenvalue of the centre direction and the second diagonal entry as the eigenvalue of the stable direction. Therefore we have,

\[ P^{-1} A P = \begin{bmatrix} 0 & 0 \\ 0 & aX_e \end{bmatrix} \] (61)

Therefore,

\[ \dot{\vec{U}} = \begin{bmatrix} \dot{u} \\ \dot{v} \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ 0 & aX_e \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} + \begin{bmatrix} 0 & \frac{1}{a} \\ 1 & -\frac{b}{a} \end{bmatrix} \begin{bmatrix} ax^2 - bxz \\ cx^2 + cxz \end{bmatrix} \] (62)

Now the nonlinear part in the above equation is still in terms of \( x, z \) which we would like to convert in terms of \( u, v \) using the equation \( \vec{X} = P \vec{U} \). Therefore we have

\[ \begin{bmatrix} x \\ z \end{bmatrix} = \begin{bmatrix} b & 1 \\ a & 0 \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} \] (63)

Therefore we have,

\[ x = bu + v \]
\[ z = au \] (64)

Putting in equation (62) we have

\[ \begin{bmatrix} \dot{u} \\ \dot{v} \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ 0 & aX_e \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} + \begin{bmatrix} 0 & \frac{1}{a} \\ 1 & -\frac{b}{a} \end{bmatrix} \begin{bmatrix} a(bu + v)^2 - b(bu + v)au \\ c(bu + v)^2 + c(bu + v)au \end{bmatrix} \] (65)

Therefore we have the system of equations as,

\[ \dot{u} = \frac{1}{a} [c(bu + v)^2 + c(bu + v)au] \] (66)
\[ \dot{v} = aX_e v + a(bu + v)^2 - b(bu + v)au - \frac{b}{a} [c(bu + v)^2 + c(bu + v)au] \]

From equation (63) we have

\[ (2a_0x + 3a_1x^2 + O(3))(Ax + f(x, h(x))) - (Bh(x) + g(x, h(x))) = 0 \] (67)

But here we replace \( x \) by \( u \) because we are working in the eigenbasis. Therefore we have,

\[ (2a_0u + 3a_1u^2 + O(3))(Au + f(u, h(u))) - (Bh(u) + g(u, h(u))) = 0 \] (68)
Now we recall,
\[ h(u) = a_0u^2 + a_1u^3 + \mathcal{O}(4) \]  
(69)

We consider upto \( \mathcal{O}(2) \). Therefore,
\[ Au + f(u, h(u)) = \frac{1}{a} \left[ c(bu + a_0u^2) + c(bu + a_0u^2)au \right] \]
\[ Bh(u) + g(u, h(u)) = aX_e(a_0u^2) + a(bu + a_0u^2) - b(bu + a_0u^2)au - \frac{b}{a} [c(bu + a_0u^2)^2 + c(bu + a_0u^2)au] \]  
(70)

As we consider upto \( \mathcal{O}(2) \) we search for the coefficient of \( u^2 \) that is \( a_0 \). If \( a_0 = 0 \), then we go to the next higher order term that is \( u^3 \). Putting in equation (68) we have,
\[ (2a_0u + 3a_1u^2) \frac{1}{a} \left[ c(bu + a_0u^2) + c(bu + a_0u^2)au \right] \]
\[ - \left[ aX_e(a_0u^2) + a(bu + a_0u^2)^2 - b(bu + a_0u^2)au - \frac{b}{a} [c(bu + a_0u^2)^2 + c(bu + a_0u^2)au] \right] = 0 \]  
(71)

The coefficient of \( u^2 \) in the above expression is \( aX_ea_0 - \frac{bc}{a}b^2 - b^2c \).

Equating the coefficient of \( u^2 \) to 0 we have,
\[ aX_ea_0 - b^2c(1 + \frac{b}{a}) = 0 \]
\[ \Rightarrow a_0 = \frac{b^2c}{aX_e(1 + \frac{b}{a})} \]  
(72)

### 3.1 Equation of Centre manifold and reduced system

Equation of centre manifold is given by
\[ v = h(u) = a_0u^2 + \mathcal{O}(3) \]  
(73)

Considering upto \( \mathcal{O}(2) \) which is the leading order and substituting the value of \( a_0 \) we have,
\[ v = \frac{b^2c}{aX_e}(1 + \frac{b}{a})u^2 \]  
(74)

The above equations is the equation of Centre Manifold. From the first equation of the set (66) we have
\[ \dot{u} = \frac{1}{a} \left[ c(bu + v)^2 + c(bu + v)au \right] \]  
(75)

Putting the value of \( v \) as obtained in the centre manifold equation, in the above equation we have,
\[ \dot{u} = \frac{1}{a} \left[ c \left( bu + \frac{b^2c}{aX_e}(1 + \frac{b}{a})u^2 \right)^2 + c \left( bu + \frac{b^2c}{aX_e}(1 + \frac{b}{a})u^2 \right)au \right] \]  
(76)
Considering upto $O(2)$ of the power of $u$ in the above equation we have,

\[ \dot{u} = cb(1 + \frac{b}{a})u^2 \tag{77} \]

This gives the reduced system of equations.

### 3.1.1 Stability Analysis of Equilibrium Point

After we obtain the reduced system we no longer consider the equation of $\dot{v}$. We know the stable direction that is the $v$ direction will converge exponentially fast towards the equilibrium. So for analysis of stability of equilibrium point we can only consider equation (77). We have,

\[ \dot{u} = cb(1 + \frac{b}{a})u^2 \tag{78} \]

Now consider the neigbourhood of equilibrium point $(0, 0)$ along the $u$ direction. Two cases may arise.

**Case 1**: $cb(1 + \frac{b}{a}) > 0$. In this case if $u > 0$ near the origin that is the equilibrium point, we have $cb(1 + \frac{b}{a})u^2 > 0$. If $u < 0$ near the origin we have $cb(1 + \frac{b}{a})u^2 > 0$. In both case we have $\dot{u} > 0$ that is the velocity vector of the $u$ direction is along the positive $u$ axis. So the origin that is the equilibrium point is unstable.

**Case 2**: $cb(1 + \frac{b}{a}) < 0$. In this case if $u > 0$ near the origin that is the equilibrium point, we have $cb(1 + \frac{b}{a})u^2 < 0$. If $u < 0$ near the origin we have $cb(1 + \frac{b}{a})u^2 < 0$. In both case we have $\dot{u} < 0$ that is the velocity vector of the $u$ direction is along the negative $u$ axis. So the origin that is the equilibrium point is unstable.

So we see in either of cases Case 1 and Case 2, the origin that is the equilibrium point is unstable.

### 3.1.2 Verification of Theorem 1

We have the system in the eigenbasis as,

\[ \dot{u} = \frac{1}{a} \left[ c(bu + v)^2 + c(bu + v)au \right] \]

\[ \dot{v} = aXv + a(bu + v)^2 - b(bu + v)au - \frac{b}{a} \left[ c(bu + v)^2 + c(bu + v)au \right] \tag{79} \]

Denote,

\[ f(u, v) = \frac{1}{a} \left[ c(bu + v)^2 + c(bu + v)au \right] \]

\[ g(u, v) = a(bu + v)^2 - b(bu + v)au - \frac{b}{a} \left[ c(bu + v)^2 + c(bu + v)au \right] \tag{80} \]
These are the nonlinear parts of the system.

In the above equations putting \( u = -u \) and \( v = -v \) we see that

\[
\begin{align*}
    f(u, v) &= f(-u, -v) \\
    g(u, v) &= g(-u, -v)
\end{align*}
\]

that is they are even. On the other hand the centre manifold equation is,

\[
h(u) = \frac{b^2 c}{a X_e} (1 + \frac{b}{a}) u^2
\]

which is even and has leading order term as an even power of \( u \). This verifies our Theorem 1 and the conjecture made in Theorem 1.

4 Conclusion

Through our work we have discussed the centre manifold theory with application to a general \( 3 - D \) nonlinear system with second order nonlinearities. We did the stability analysis of the system after reducing the state equations on a \( 2 - D \) centre manifold. The reduced phase space was found to possess a stable and unstable fixed point. The system approaches the stable fixed point which is the origin from the unstable fixed point in asymptotic time with a spiral motion towards the origin. In the \( x - t \) and \( y - t \) plane it was shown to exhibit a oscillatory behaviour with amplitude decaying with time. Then we cast the example of protein molecules which is a \( 2 - D \) nonlinear system. Stability analysis is done around a fixed point which happens to be the origin in our case. The equations obtained point towards a unstable system which very much matches with the predictions of standard theory. With reference\[[10]\] to the chosen example of the kinetics of protein assembly, the success of our study lies in the fact that we have shown mathematically for the oscillation to occur we require a minimum of three original dimensions with a reduced system of 2- dimensions on the centre manifold for obtaining the phase plane where the oscillations take place. If the dimension of the original system is two we can only predict the stability around the equilibrium point as we have shown in our example.

Along the course of discussion we also state and prove a theorem along with a conjecture made in the theorem. We showed that our theorem and conjecture are true in the light of obtained results for the example that we consider. The significance of the theorem that we prove lies in the fact that we can at once do the stability analysis around the equilibrium point without delving into detailed analysis. Centre manifold analysis requires finding the centre manifold equation and further the reduced system of equations on the centre manifold. But if the nonlinear parts of the decoupled equations are either even or odd we can at once guess the parity of the centre manifold equation and subsequently the stability of the system around the equilibrium point without doing the detailed analysis.

As a future extension of our work we would like to mention the above analysis could be done along the line shown in our work for a standard \( n - D \) system with
higher order nonlinearities. Higher dimensional systems often arise in physics for example a Hamiltonian system with two degrees of freedom where the two positions and two momenta give rise to a 4-D system of O.D.E in position and momentum. Higher dimensional systems with high degrees of nonlinearities are also encountered frequently in engineering problems specifically those related to aerodynamical models. So investigating such a system is of natural interest to see if the predictions of the theory also incorporates the higher order nonlinearities of a higher dimensional system and if the theory works well in all different ranges and all different situations.
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