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Bulk properties and free interfaces of mixtures of charged platelike colloids and salt are studied within density-functional theory. The particles are modeled by hard cuboids with their edges constrained to be parallel to the Cartesian axes corresponding to the Zwanzig model. The charges of the particles are concentrated in their center. The density functional is derived by functional integration of an extension of the Debye-Hückel pair distribution function with respect to the interaction potential. For sufficiently small macroion charges, the bulk phase diagrams exhibit one isotropic and one nematic phase separated by a first-order phase transition. With increasing platelet charge, the isotropic and nematic binodals are shifted to higher densities. The Donnan potential between the coexisting isotropic and nematic phases is inferred from bulk structure calculations. Non-monotonic density and nematic order parameter profiles are found at a free interface interpolating between the coexisting isotropic and nematic bulk phases. Moreover, electrically charged layers form at the free interface leading to monotonically varying electrostatic potential profiles. Both the widths of the free interfaces and the bulk correlation lengths are approximately given by the Debye length. For fixed salt density, the interfacial tension decreases upon increasing the macroion charge.
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I. INTRODUCTION

Platelike colloidal particles play a decisive, constitutive role in processes like agriculture, construction, oil drilling, or coating. This wide range of applicability mirrors a very rich phase behavior of suspensions of platelets, including liquid crystalline phases, sol-gel transitions, and flocculation, depending on numerous material parameters, like size, shape, or charge of the particles, as well as on effective, solvent mediated interactions which can be tuned, e.g., by the choice of the solvent, salt concentration, or pH-value. Whereas bulk properties of suspensions of charged platelets have been investigated for decades [1], free interfaces between coexisting fluid phases in such systems have not yet been studied. Here we focus on this latter issue by proposing and studying a density-functional theory of such inhomogeneous multicomponent systems of charged anisotropic particles.

On the experimental side, characterization of bulk phases have been conducted for several model systems like natural clay [2, 3], laponite [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14], sterically stabilized gibbsite [15, 16, 17, 18], or nickel(II)hydroxide [19, 20] using methods like polarized light analysis [2, 15, 16, 17, 18], light scattering [4, 11, 12], small-angle scattering with neutrons or x-rays [4, 5, 6, 10, 19, 20], rheological measurements [4, 8, 10], or NMR [18, 14]. Since coexistence between bulk phases of charged gibbsite platelets has already been observed experimentally [17, 18], we expect that the spatially varying structural properties between them are also experimentally accessible using, e.g., scattering [21] or optical [22] techniques.

The theoretical description of suspensions of charged platelets is rather complicated due to long-ranged, anisotropic interactions and many different length scales. Interfaces and surfaces in such systems add further difficulties induced by the partial loss of translational symmetry. Under these circumstances it is advisable to start with simplified models. In the presented one, the particles are modeled as hard cuboids with pointlike charges concentrated in their center. Furthermore, the platelet orientations are restricted to three mutually perpendicular directions, which is commonly known as the Zwanzig model [23]. Finally, in order to gain computational advantages, distances between particles are not measured by the usual Euclidean norm but by the so-called supremum norm.

Density-functional theory [24] is a very effective method to investigate inhomogeneous fluid systems. It has recently been applied to describe suspensions of platelets with pure hard-core interactions near interfaces and surfaces [25, 26, 27]. Here we study platelets interacting via a hard-core plus a Coulomb potential; further interactions like dispersion forces are not considered, which corresponds to a suspension in which the indices of refraction between solvent and solute are matched. The density functional is constructed by functional integration of the two-particle density with respect to the
interaction potential \(24\), which is the analogue to a Debye-charging process \(28\). The two-particle density can be obtained, e.g., by interaction site model calculations \(29, 30\) or expressed in terms of the potential of mean force which may be approximated by effective pair potentials \(31, 32, 33\). For reasons of computational advantages, here we choose an extension of the even simpler Debye-Hückel pair distribution function \(28\), in which the Debye screening factor is replaced by a spatially varying quantity.

In view of these approximations, this theoretical model can be expected to be only qualitatively correct. The most subtle point is the choice of the pair distribution function, which requires further improvements in order to increase the quantitative reliability. However, the other parts of the formalism are expected to remain valid and thus provide the basis for future efforts. In this sense, the following sections present a generic formalism for free interfaces in fluids of charged plate-like colloids, implemented exemplarily for the above-mentioned extended Debye-Hückel pair distribution function.

The text is structured as follows. In Sec. II the general formalism with a detailed derivation of the actual density functional is presented. Section III is devoted to bulk phase diagrams of the model. The structures of free interfaces between an isotropic and a nematic bulk phase are calculated in Sec. IV. Section V discusses the current advantages, here we choose an extension of the even simpler Debye-charging process \(28\). The two-particle density \(\rho(1)\) is described in the centers of the particles. The particles of size \(D_M \times D_M \times L_M, D_M \neq L_M\), with charge \(Q_M\), whereas anions \(A\) and cations \(C\) are cubes of side length \(D_S\) with charges \(Q_S\) and \(-Q_S\), respectively. The pointlike charges \(\bullet\) are localized in the centers of the macroions. The macroions can adopt three possible orientations \(M_x, M_y, M_z\) corresponding to the \(L_M\)-edges being parallel to the \(x-, y-, z\)-axis, respectively.

![FIG. 1: Macroions M are square cuboids of size \(D_M \times D_M \times L_M, D_M \neq L_M\) with charge \(Q_M\), whereas anions \(A\) and cations \(C\) are cubes of side length \(D_S\) with charges \(Q_S\) and \(-Q_S\), respectively. The pointlike charges \(\bullet\) are localized in the centers of the macroions. The macroions can adopt three possible orientations \(M_x, M_y, M_z\) corresponding to the \(L_M\)-edges being parallel to the \(x-, y-, z\)-axis, respectively.](image)

**II. GENERAL FORMALISM**

**A. Definitions**

We consider a ternary mixture of charged hard square cuboids with their edges required to be parallel to the Cartesian axes (Zwanzig model \(24\)) dissolved in a dielectric solvent (e.g., water) with dielectric constant \(\varepsilon\). The solvent is treated as a continuum. For simplicity, the charges are fixed, monodisperse, and concentrated in the centers of the particles. The particles of the first component, representing the macroions \(M\), have size \(D_M \times D_M \times L_M, D_M \neq L_M\), and charge \(Q_M\) \(\leq 0\). Within the Zwanzig approximation, macroions can take three different orientations, denoted as \(M_x, M_y, M_z\) corresponding to whether the \(L_M\)-edges are parallel to the \(x-, y-, z\)-axis, respectively (see Fig. 1). The second component consists of salt anions \(A\) modeled as cuboids of side length \(D_A := D_S\) and charge \(Q_A := Q_S < 0\) (see Fig. 1). Finally, the third component consists of salt cations \(C\) and counterions guaranteeing overall charge neutrality. They are also described by cubes with the same side length \(D_C := D_S\) but opposite charge \(Q_C := -Q_S > 0\) (see Fig. 1).

We denote as \(g_i(\mathbf{r}), i \in \{M_x, M_y, M_z, A, C\}\), the number density at point \(\mathbf{r}\) of the centers of macroions with orientation \(M_{x,y,z}\), anions, and cations, respectively. Note that the position \(\mathbf{r} \in V \subseteq \mathbb{R}^3\), with \(V\) denoting the system volume, is a *continuous* variable in contrast to the orientation of macroions, which varies within a *discrete* set. As an abbreviation, we introduce \(\rho(\mathbf{r}) := (\rho_{M_x}(\mathbf{r}), \ldots, \rho_{C}(\mathbf{r}))\).

The system under consideration is coupled to two particle reservoirs: One supplies neutralized macroions (chemical formula \(C_kM, k := \frac{Q_M}{Q_S}\)) and the other neutral salt (chemical formula \(CA\)); \(\mu_{C_kM}\) and \(\mu_{CA}\) denote the corresponding chemical potentials. Upon entering the solvent, these molecules dissociate:

\[
C_kM \rightarrow kC^{Q_C} + M^{Q_M}, \\
CA \rightarrow C^{Q_C} + A^{Q_A}.
\]

These equilibrium chemical reactions lead to the following relations between the reservoir chemical potentials \((\mu_{C_kM} \text{ and } \mu_{CA})\) and the particle chemical potentials \((\mu_i, i \in \{M_x, M_y, M_z, A, C\})\):

\[
\mu_{C_kM} = k\mu_C + \mu_{M_x,y,z}, \quad \mu_{CA} = \mu_C + \mu_A.
\]

**B. Density-functional theory**

The configurations of this system are characterized by the set of number density profiles \(\rho\). The equilibrium states minimize the grand canonical density functional \(\mu\):

\[
\Omega(\rho) = \sum_i \int_V d^3r \ g_i(\mathbf{r}) (\ln (g_i(\mathbf{r})) - 1 - \mu_i^*) + F^{ex}(\rho),
\]
where $F^{\text{ex}}$ is the free energy in excess over the ideal gas contribution. Here, the reduced particle chemical potentials $\mu^*_i := \mu_i - \ln (\Lambda_i^3)$ with the thermal de Broglie wavelength $\Lambda_i$ ($\Lambda_{M_{x}} = \Lambda_{M_{y}} = \Lambda_{M_{z}}$) for particles of class $i$ have been introduced. With the reduced reservoir chemical potentials

$$
\mu^*_{C_{M}} := \mu_{C_{M}} - \left( \ln \left( \Lambda_{M_{x},y,z}^3 \right) + k \ln \left( \Lambda_{C}^3 \right) \right)
$$

$$
\mu^*_{CA} := \mu_{CA} - \left( \ln \left( \Lambda_{A}^3 \right) + k \ln \left( \Lambda_{C}^3 \right) \right),
$$

(4)

Eq. (2) takes the form

$$
\mu^*_{C_{M}} = k \mu^*_C + \mu^*_M, \quad \mu^*_{CA} = \mu^*_C + \mu^*_A.
$$

(5)

For given reservoir chemical potentials $\mu^*_{C_{M}}$ and $\mu^*_{CA}$, the particle chemical potentials $\mu^*_i$ are fixed by Eq. (5) and the constraint of global charge neutrality:

$$
\int_V d^3r \sum_i Q^*_i g_i(r) = 0.
$$

(6)

The Euler-Lagrange range of the minimization problem read

$$
\frac{\delta \Omega}{\delta g_i(r)} = \ln (\varrho_i(r)) - \mu^*_i - c_i(r) = 0
$$

(7)

with the one-particle direct correlation function

$$
c_i(r) := -\frac{\delta F^{\text{ex}}}{\delta g_i(r)}.
$$

(8)

If $\varrho = \varrho^{\text{eq}}$ minimizes the density functional in Eq. (3), the grand potential $\Omega(T, V, \mu^*_{C_{M}}, \mu^*_{CA}) = -p(T, V, \mu^*_{C_{M}}, \mu^*_{CA})V$ with the osmotic pressure $p(T, V, \mu^*_{C_{M}}, \mu^*_{CA})$ equals $\Omega(\varrho^{\text{eq}})$. Phase coexistence corresponds to different states with equal values of the pressure $p$, the chemical potential $\mu^*_{C_{M}}$ of the reservoir of neutralized platelets, and the chemical potential $\mu^*_{CA}$ of the salt reservoir. In particular, coexistence does not imply equal values of the particle chemical potentials $\mu^*_i$, $i \in \{M_{x}, M_{y}, M_{z}, A, C\}$. Rather, coexisting bulk phases give rise to a Donnan potential maintaining different chemical potentials $\mu^*_i$.

### C. Excess free energy

The above considerations are valid for any interaction between the particles. In this subsection, our choice of the model and the resulting excess free energy $F^{\text{ex}}$ are specified.

The interaction energy $U_{ij}(r, r')$ of a particle of class $i$ at position $r$ with a particle of class $j$ at position $r'$ comprises a hard-core potential $U^h_{ij}(r, r')$, which prevents the particles from overlapping, and a contribution $U^{c}_{ij}(r, r')$ due to the charges: $U = U^h + U^c$. As stated in the Introduction (Sec. I), we do not consider dispersion forces.

The interactions between the charges are approximated as

$$
U^{c}_{ij}(r, r') := \frac{Q_i Q_j}{\|r-r'\|_\infty},
$$

(9)

where the usual Euclidean norm $\|r\|_2 = \sqrt{x^2 + y^2 + z^2}$ is replaced by the supremum norm $\|r\|_\infty = \max(|x|, |y|, |z|)$ because of computational advantages. Since these two norms are equivalent, i.e., $\|r\|_\infty \leq \|r\|_2 \leq \sqrt{3} \|r\|_\infty$, we do not expect that the results change qualitatively due to this approximation. Furthermore, $\|\cdot\|_\infty$-spheres are cubes with their edges parallel to the Cartesian axes; therefore, the supremum norm is the most natural and adapted norm in the context of a Zwanzig model for cuboids.

As described in Ref. [24], the exact relation

$$
\frac{\delta F^{\text{ex}}}{\delta U_{ij}(r, r')} = \frac{1}{2} \varrho_i(r) \varrho_j(r') g_{ij}(r, r')
$$

(10)

with the pair distribution function $g$ corresponding to the pair potential $U$ can be functionally integrated along the path $U^{(n)} := U^{h} + \eta U^{c}$, $\eta \in [0, 1]$, which yields

$$
F^{\text{ex}}[\varrho] = F^{\text{ex}, h}[\varrho] + \frac{1}{2} \sum_{ij} \int_V d^3r \int_V d^3r' \int_0^1 d\eta \varrho_i(r) \varrho_j(r') U_{ij}(r, r'),
$$

(11)

where $F^{\text{ex}, h}$ is the excess free energy corresponding to the pure hard-core potential $U^{h}$, and $g^{(n)}$ denotes the (inhomogeneous) pair distribution function for the pair potential $U^{(n)}$. $F^{\text{ex}, h}$ is chosen as the fundamental measure functional introduced by Cuesta and Martínez-Ratón [33, 34]:

$$
F^{\text{ex}, h}[\varrho] := \int_V d^3r \Phi [\varrho(r)]
$$

(12)

with the weighted densities

$$
n_\alpha(r) = \sum_i \int_V d^3r' \omega_{\alpha, i}(r-r') \varrho_i(r')
$$

(13)

for $\alpha \in \{0, 1x, 1y, 1z, 2x, 2y, 2z, 3\}$ and the excess free energy density

$$
\Phi[\varrho] = -n_0 \ln(1-n_3) + \sum_{q \in \{x,y,z\}} \frac{n_1 n_2}{1-n_3} + \frac{n_2 n_3}{1-n_3} \frac{n_2 n_3}{1-n_3}.
$$

(14)

Due to Eq. (9), the $\varrho$-integration in Eq. (11) may be interpreted as a Debye charging process [28, 37]. This motivates to approximate $g^{(n)}$ by an expression similar to
the pair distribution function of the Debye–Hückel theory:

\[ g_{ij}^{(n)}(r, r') =: \exp \left( -U_{ij}^{b}(r, r') \right) \max \left[ 0, 1 - U_{ij}^{c}(r, r') \right] \times \eta \exp \left( -\sqrt{\eta} \kappa(r, r'; [g]) \|r - r'\|_\infty \right) \]  \hspace{1cm} (15)

This pair distribution function has non-negative values, it vanishes within the hard-core, and it approaches unity at infinitely large distances. Again, here the Euclidean norm \( \|\cdot\|_\infty \) has been replaced by the supremum norm \( \|\cdot\|_\infty \). The factor \( \sqrt{\eta} \) in Eq. (15) is introduced because in a Debye charging process all charges \( Q_i \) are replaced by \( \sqrt{\eta} Q_i \). Furthermore, the charges \( Q_i \) have to be interpreted as effective charges in order to reproduce the actual effective interactions between charged particles within Debye–Hückel theory.

The screening factor \( \kappa(r, r'; [g]) \) is chosen as

\[ \kappa(r, r'; [g]) := \frac{1}{2} \left( \kappa(r; [g]) + \kappa(r'; [g]) \right) \]  \hspace{1cm} (16)

where only anions and cations contribute to the screening.

Our analysis rendered that, for a spatially constant screening factor \( \kappa \), the above model does not yield stable interfacial profiles. This led us to introduce the spatially varying expression in Eq. (16). Alternative expressions for inhomogeneous screening factors are known from the theory of electrolytes: In Refs. [39, 42] non-symmetric screening factors are provided whereas in Ref. [43] \( \kappa \) is calculated from the mean salt density. We prefer the definition in Eqs. (16) and (17) because it is symmetric and the screening is determined by the salt concentration at the actually investigated positions.

The expansion of \( \Omega[g = g^{(\text{hom})} + \delta g] \) around a spatially homogeneous state \( g^{(\text{hom})} \) in powers of perturbations \( \delta g \) shows that the spatially homogeneous state \( g^{(\text{hom})} \) is unstable with respect to spatial variations if the macroion charge \( |Q_M| \) is sufficiently large because the second order term can become negative. Thus, the choice for \( g^{(n)} \) in Eq. (15) leads to spatially inhomogeneous bulk phases if the macroion charge \( |Q_M| \) is larger than some threshold value. Here, we restrict ourselves to the case of spatially homogeneous bulk phases, i.e., only sufficiently small macroion charges are considered.

With Eq. (17), the innermost integral in Eq. (11) can be evaluated leading to an expression

\[ \int_0^1 d\eta \ g_{ij}^{(n)}(r, r') = \exp \left( -U_{ij}^{b}(r, r') \right) \left( 1 + G_{ij}(\kappa(r, r'; [g]), \|r - r'\|_\infty) \right) \]  \hspace{1cm} (18)

with functions

\[ G_{ij}(\kappa, s) := -\int_0^1 d\eta \ \min \left[ 1, U_{ij}^{c}(s)\eta \exp \left( -\sqrt{\eta} \kappa s \right) \right] \]  \hspace{1cm} (19)

which decay for \( s \to \infty \) as

\[ G_{ij}(\kappa, s) \to -\int_0^1 d\eta \ \eta \exp \left( -\sqrt{\eta} \kappa s \right) \]

\[ = -\frac{Q_i Q_j}{s} \int_0^1 d\zeta \ 2\zeta^3 \exp (-\zeta) \]

\[ = \frac{2Q_i Q_j}{\kappa^2 s^5} \gamma(4, \kappa s) \]

\[ \approx -\frac{12Q_i Q_j}{\kappa^2 s^5} \]  \hspace{1cm} (20)

where \( \gamma \) denotes the incomplete gamma function.

Therefore, the integrand in Eq. (11) vanishes at small distances \( \|r - r'\|_\infty \) due to \( U_{ij}^{b} \), whereas it decays as \( \|r - r'\|_\infty \) for \( \|r - r'\|_\infty \to \infty \). In order to isolate the \( \|r - r'\|_\infty \) asymptotics, we add and subtract unity on the right-hand side of Eq. (18), which, after insertion into Eq. (11), results in the following decomposition of the excess free energy

\[ F^{\text{ex}} = F^{\text{ex,h}} + F^{\text{ex,c}} + F^{\text{corr}} \]  \hspace{1cm} (21)

with the electrostatic part

\[ F^{\text{ex,c}}[g] := \frac{1}{2} \sum_{ij} \int_V d^3r \ \int_V d^3r' \ g_i(r) g_j(r') U_{ij}^{c}(r, r') \]

\[ = \frac{1}{2} \int_V d^3r \ \int_V d^3r' \ \frac{\theta^2 r \theta^2 (r')}{\|r - r'\|_\infty} \]

\[ = \frac{1}{2} \int_V d^3r \ \theta^2 r \psi(r) \]  \hspace{1cm} (22)

and the correlation part.
Here, the local charge density

\[ \varrho^Q(r) := \sum_i Q_i \varrho_i(r) \]  

and the electrostatic potential

\[ \psi(r) := \int d^3r' \frac{\varrho^Q(r')}{|r - r'|} \]  

have been introduced. Note that, although the integrands in Eqs. (22) and (23) are undefined for \( r = r' \), the three-dimensional integrals exist due to the \( |r - r'|^{-1} \) asymptotics for \( |r - r'| \to 0 \). Since the integrand in Eq. (23) decays as \( |r - r'|^{-3}_\infty \) for \( |r - r'| \to \infty \), \( F_{\text{ex,c}}^{\text{corr}} \) is well-defined for all finite system volumes \( V \) and the thermodynamic limit of the ratio \( \frac{1}{V} F_{\text{ex,c}}^{\text{corr}} \) exists. According to the last expression in Eq. (22), the same statements are true for the electrostatic contribution \( F_{\text{ex,c}}^{\text{el}} \) provided the electrostatic potential \( \psi \) is well-defined. For locally charge neutral systems (\( \varrho^Q = 0 \)), e.g., for bulk phases, the latter holds because of Eq. (23). In the next subsection it is shown that \( \psi \) can also be calculated in systems with only lateral translational symmetry.

### D. Planar geometry

By imposing suitable boundary conditions, we consider only systems with translational symmetry in the lateral \( x \) and \( y \) directions. Hence, in the absence of spontaneous symmetry breaking, all densities \( \varrho_i \) depend at most on the \( z \) coordinate. Since the thermodynamic limit of globally charge neutral systems of Coulomb interacting hard particles exists [46], i.e., the bulk free energy density depends neither on the shape nor on the boundaries of the system volume \( V \), the following system volumes of size \( 2L \times 2L \times L \) are considered in the limit \( L \to \infty \):

\[ V(L) := A(L) \times \left[ \frac{-L}{2}, \frac{L}{2} \right]_z, \]  

where \( A(L) \) is a square in the \( x-y \) plane of side length \( 2L \) with periodic boundary conditions.

The electrostatic potential in Eq. (26) can be expressed as

\[ \psi(z) = \int_{-\frac{L}{2}}^{\frac{L}{2}} dz' \varrho^Q(z') \int d^2a' \frac{1}{\|a', z - z'\|}_\infty, \]  

where \( a' \) denotes a two-dimensional vector in the \( x-y \) plane. The inner integral in Eq. (27) leads to

\[ \int d^2a' \frac{1}{\|(a', z - z')\|}_\infty \]  

In conjunction with the global charge neutrality constraint of Eq. (6), Eq. (27) reduces to

\[ \psi(z) = -4 \int dz' \varrho^Q(z') |z - z'|. \]  

By differentiating twice, one finds that \( \psi \) fulfills the Poisson equation: \( \psi'' = -8 \varrho^Q \). Furthermore, by making use of global charge neutrality (Eq. (11)), one finds

\[ \psi \left( \frac{L}{2} \right) = -4 \int dz' \varrho^Q(z') \left( z' + \frac{L}{2} \right). \]  

Thus, the density functional in Eq. (6) takes the final form

\[ \Omega[\varrho] = 4L^2 \sum_i \int dz \varrho_i(z) \left( \ln \left( \varrho_i(z) \right) - 1 - \mu^*_i \right) + \frac{1}{2} Q_i \psi(z) + F_{\text{ex,hi}}^{\text{corr}}[\varrho] + F_{\text{ex,ci}}^{\text{corr}}[\varrho] \]  

which has to be minimized under the constraint of global charge neutrality (Eq. (43)). This is carried out by numerically solving the Euler-Lagrange equations (Eq. (7)) with a Picard-iteration scheme on a one-dimensional grid.
In the isotropic and nematic bulk fluid, the densities \( \varrho \) are spatially constant. In this case, the Euler-Lagrange equations Eq. (32) comprise five coupled equations:

\[
\ln(\varrho_i^{(\text{bulk})}) - \mu_i^{*} + Q_i \psi(z) - c_{i,\text{corr}}^{(\text{bulk})}(z) = 0, \tag{32}
\]

where the chemical potentials \( \mu_i^{*} \) fulfill Eq. (30) and the local charge neutrality condition \( \sum_i Q_i \varrho_i^{(\text{bulk})} = 0 \). The electrostatic contribution \( -c_{i,\text{corr}}^{(\text{bulk})} = Q_i \psi^{(\text{bulk})} \) is absent in Eq. (32) because the electrostatic potential \( \psi \) vanishes in locally charge neutral systems (see Eq. (25)).

For determining the number density profiles at free interfaces between coexisting bulk phases \( B_1 \) and \( B_2 \), the Euler-Lagrange equations

\[
\ln(\varrho_i(z)) - \mu_i^{*} + Q_i \psi(z) - c_i^{(\text{bulk})}(z) - c_{i,\text{corr}}^{(\text{bulk})}(z) = 0 \tag{33}
\]

are to be solved with the boundary conditions

\[
\varrho_i \left( z = -\frac{L}{2} \right) = \varrho_i^{(B_1)}, \quad \varrho_i \left( z = \frac{L}{2} \right) = \varrho_i^{(B_2)}. \tag{34}
\]

In order that for \( z = -\frac{L}{2} \) and \( z = \frac{L}{2} \) Eq. (33) reduces to Eq. (32) for \( B_1 \) and \( B_2 \), respectively, one has the requirements

\[
-\mu_i^{*} + Q_i \psi \left( -\frac{L}{2} \right) = -\mu_i^{*(B_1)},
\]

\[
-\mu_i^{*} + Q_i \psi \left( \frac{L}{2} \right) = -\mu_i^{*(B_2)}. \tag{35}
\]

Using Eq. (33), one readily concludes

\[
\mu_i^{*} = \frac{1}{2} \left( \mu_i^{*(B_1)} + \mu_i^{*(B_2)} \right) \tag{36}
\]

and

\[
\psi_D := \psi \left( -\frac{L}{2} \right) - \psi \left( \frac{L}{2} \right) = \frac{1}{Q_i} \left( \mu_i^{*(B_1)} - \mu_i^{*(B_2)} \right). \tag{37}
\]

\( \psi_D \) is known as Donnan potential \( \psi_{\text{D}} \) between the two bulk phases \( B_1 \) and \( B_2 \). It maintains a density gradient of the mobile particles at the interface between two coexisting bulk phases. Its definition given above is unique, i.e., the rightmost expression is in fact independent of \( i \) due to Eq. (14), e.g.,

\[
\frac{\mu_A^{*(B_1)} - \mu_A^{*(B_2)}}{Q_A} = \frac{\mu_C^{*(B_1)} - \mu_C^{*(B_2)}}{Q_C} = \frac{\mu_C^{*(B_1)} - \mu_C^{*(B_2)}}{Q_C}. \tag{38}
\]

### III. BULK FLUID

As a first step in the investigation of the density functional developed in the last section, bulk phase diagrams are determined for various macroion charges \( Q_M \) by solving the bulk Euler-Lagrange equations (32).

The macroion and the salt number densities are given by \( \varrho_m := \varrho_m + \varrho_M + \varrho_M \) and \( \varrho_s := \varrho_s \), respectively. In order to detect the formation of liquid crystalline phases of the macroions, the equilibrium nematic order parameter for the director oriented relative to the \( z \)-direction,

\[
s_M := \frac{3 \varrho_M - \frac{1}{2}}{2 \varrho_M - \frac{1}{2}} \in \left[ -\frac{1}{2}, 1 \right], \tag{39}
\]

and the equilibrium biaxial order parameter,

\[
q_M := \frac{\varrho_{M_x} - \varrho_{M_y}}{\varrho_M}, \tag{40}
\]

have been determined. The definition of \( s_M \) agrees with the well-known scalar liquid-crystal order parameter \( S = (P_2(\cos \theta) - \frac{1}{8}((\cos \theta)^2 - \frac{1}{2})^2 \right. \) because within the Zwanzig model only macroion orientations \( M \) parallel \( (\cos \theta = 1) \) and \( M_X \) perpendicular \( (\cos \theta = 0) \) to the \( z \)-axis are possible. \( s_M \) vanishes in an isotropic phase \( (\varrho_{M_x} = \varrho_{M_y} = \varrho_M) \), whereas it is positive in a nematic phase with director parallel to the \( z \)-axis \( (\varrho_{M_x} > \varrho_{M_y} = \varrho_M) \). A discrimination of the orientation \( M_x \) leads to negative values of \( s_M \).

It turned out that the biaxial order parameter \( q_M \) vanishes throughout the whole inspected range of reduced chemical potentials \( \mu_C^{\text{corr}} \) and \( \mu_A^{\text{corr}} \), whereas the nematic order parameter \( s_M \) indicates either an isotropic fluid \( (s_M = 0) \) or a nematic fluid \( (s_M > 0) \).

Figure 4 shows phase diagrams for the parameters (compare Fig. 3) \( D_M = 20 \ell_B = 14 \text{nm} \), \( L_M = \ell_B \approx 0.72 \text{nm} \), \( D_S = \ell_B = 0.72 \text{nm} \), \( Q_S = -e \) with \( Q_M = 0 \), \( Q_M = 0.25Q_S \), \( Q_M = 0.5Q_S \), \( Q_M = 0.75Q_S \), and \( Q_M = Q_S \) in terms of the macroion packing fraction \( \eta_M = \varrho_M^{(M)} L_M \) and the salt density \( \varrho_S \).

One isotropic phase \( (I) \) and one nematic phase \( (N) \) are found separated by first-order phase transitions. Whereas for coexisting phases \( \varrho_M \) is always smaller in the isotropic phase than in the nematic phase, \( \varrho_S \) of coexisting phases is higher in the isotropic and lower in the nematic phase. A similar displacement of salt from regions of large concentrations of charged macroions is known as Donnan effect \( \psi_{\text{D}} \). Whereas the original Donnan effect has been discovered in systems subdivided by membranes which are impermeable for macroions, here the density difference of the macroions occurs due to two coexisting bulk phases.

As for the case of membrane equilibrium, here a Donnan potential \( \psi_{\text{D}} \) (Eq. 47) maintains the density gradients between the coexisting phases. Figure 3 shows its dependence on the macroion charge \( Q_M \) and the salt density \( \varrho_S \). \( \psi_{\text{D}} \) decreases with increasing salt density \( \varrho_S \). This tendency is intuitively expected as the Donnan effect becomes more pronounced with increasing macroion charge whereas increasing the salt density gives rise to a stronger screening of the macroion charge. For fixed salt density \( \varrho_S \) well below \( \approx 0.1 \text{mM} \), \( \psi_{\text{D}} \) decreases

...
FIG. 2: Bulk phase diagrams of mixtures of plate-like macroions \((D_M = 20\ell_B, L_M = \ell_B)\) and monovalent salt \((D_S = \ell_B, Q_S = -e)\) for macroion charges \(Q_M = 0\) (a), \(Q_M = 0.25Q_S\) (b), \(Q_M = 0.5Q_S\) (c), \(Q_M = 0.75Q_S\) (d), and \(Q_M = Q_S\) (e) in terms of the platelet packing fraction \(\eta_M = q_M D_M^2 L_M\) and the salt density \(q_S\). Note that \(q_S = 1\) mM for \(D_S = 0.72\) nm corresponds to a salt packing fraction \(q_S D_S^3 = 2.2 \cdot 10^{-4}\). Coexisting states are connected by (non-horizontal) tie lines. The model exhibits one isotropic (I) and one nematic (N) phase separated by first-order phase transitions. The salt density of coexisting phases is higher in the isotropic and lower in the nematic phase (Donnan effect) as can be inferred from the negative slope of the tie lines. For increasing macroion charge, the isotropic and the nematic binodals are shifted to larger macroion packing fractions \(\eta_M\). With increasing salt density \(q_S\), the isotropic-nematic binodals for systems of charged macroions bend towards lower values of the macroion packing fraction.

with increasing \(|Q_M|\), whereas this behavior is reversed for fixed salt density \(q_S\) above \(\approx 0.1\) mM.

Upon an increase of the macroion charge \(|Q_M|\), the isotropic and the nematic binodals are shifted to larger values of the macroion packing fraction \(\eta_M\). This may be qualitatively understood by introducing the notion of an effective shape, which, in the present case, for macroions is given by a hard core surrounded by a soft \(\|\cdot\|_{\infty}\)-sphere, i.e., a cube, with its linear extension proportional to \(Q_M^2\) due to the pairwise Coulomb repulsion. For small macroion charges, the effective shape is still platelike whereas for highly charged colloids, the effective shape tends towards a cube leading to a shift of the two-phase region to larger macroion packing fractions.

For fixed macroion charge as well as particle shape and increasing salt density \(q_S\), the isotropic-nematic binodals in Fig. 2 bend towards smaller macroion packing fractions. This behavior is expected intuitively, because high ionic strength causes strong screening which in turn leads to effectively quasi-hard platelets (see Fig. 2(a)).
FIG. 3: Donnan potential $\psi_D$ (see Eq. [37]) between the coexisting nematic (N) and isotropic (I) bulk phases in mixtures of platelike macroions and salt (see Fig. [2]). For fixed macroion charge $Q_M$, the Donnan potential decreases with increasing salt density $\varrho_S$. For salt densities $\varrho_S \approx 0.01 \text{mM}$, $\psi_D$ decreases with increasing $|Q_M|$, whereas for salt densities $\varrho_S \approx 1 \text{mM}$, $\psi_D$ increases with increasing $|Q_M|$.

IV. FREE INTERFACES

Based on the bulk properties provided in the previous section, we are now able to calculate the density profiles at the free interfaces between the coexisting isotropic and nematic phases by solving the spatially varying Euler-Lagrange equations (Eq. [33]). The density and order parameter profiles corresponding to the parameters used in the previous section (see also Figs. [2] and [3]) and to nematic bulk salt density $\varrho_S^{(N)} = 2.2 \cdot 10^{-5} \pm 0.1 \text{mM}$ [34] are depicted in Figs. [4] and [5] respectively. The interface position $z = 0$ is chosen such that $\varrho_M(0) = \frac{1}{2} \left( \varrho_M^{(I)} + \varrho_M^{(N)} \right)$.

First, and most important, the formalism described in Sec. [10] renders stable free interfaces between coexisting bulk phases. This should be regarded as an accomplishment which can be traced back to using the spatially varying screening factor $\kappa$ introduced in Eq. [10]; trials with spatially constant $\kappa$ were not successful.

For a given density profile $\varrho_M(z)$ (Fig. [4]), the corresponding interface width $\zeta$ is defined as the spatial distance between the loci, where the tangent at the density profile at position $z = 0$ reaches the values of the nematic bulk density $\varrho_M^{(N)}$ and the isotropic bulk density $\varrho_M^{(I)}$, respectively. This interface width $\zeta$ decreases monotonically with increasing macroion charge from $\zeta = 1.8D_M$ for $Q_M = 0.25Q_S$ to $\zeta = 1.3D_M$ for $Q_M = Q_S$ (see Fig. [4]). The Debye length $\kappa^{-1}$ decreases monotonically from $\kappa^{-1} = 1.5D_M$ for $Q_M = 0.25Q_S$ to $\kappa^{-1} = D_M$ for $Q_M = Q_S$. Finally, the bulk correlation lengths $\xi$ of the coexisting isotropic and nematic bulk phases, inferred from the exponential decay lengths of $\varrho_M(z) - \varrho_M^{(N)}$, also decrease monotonically upon increasing $|Q_M|$ and the values are by and large equal to those of $\kappa^{-1}$.

The nematic order parameter profiles $s_{MN}(z)$ (Fig. [5]) interpolate almost monotonically between $s_{MN}(\infty) > 0$ in the nematic bulk phase (N) and $s_{MN}(\infty) = 0$ in the isotropic bulk phase (I). Note that $s_{MN}$ has been defined for a director in $z$-direction, i.e., platelets on the nematic side ($z < 0$) are preferably oriented parallel to the free interface. At a fixed position on the nematic side ($z < 0$), $s_{MN}(z)$ decreases with increasing macroion charge $|Q_M|$. This behavior is consistent with the picture of an increasingly isotropic effective shape, introduced in the previous section.

The charge density profiles $\varrho^Q(z)$ (Eq. [24]) displayed in Fig. [6] show deviations from local charge neutrality within the interfacial region $-4D_M \leq z \leq 4D_M$. A negative charge density occurs on the nematic side ($N$) and a positive charge density on the isotropic side ($I$). Such a local charging is necessary for the appearance of the non-vanishing Donnan potentials $\psi_D$ shown in Fig. [5]. The full electrostatic potential profiles $\psi(z)$ are depicted in Fig. [7]. They increase monotonically from
the macroion-rich nematic phase \( N \) to the macroion-poor isotropic phase \( I \), maintaining the density gradients occurring in the interface region. The potential difference \( \psi(\infty) - \psi(-\infty) \) equals the Donnan potential \( \psi_D \) (see Eq. (37) and Fig. 5).

The interfacial tensions \( \gamma \) of the interfaces shown in Fig. 4 decrease monotonically from \( \gamma = 1.33 \cdot 10^{-5} \approx 108 \text{nN} \cdot \text{m}^{-1} \) for \( Q_M = 0.25Q_S \) to \( \gamma = 6 \cdot 10^{-7} \approx 5 \text{nN} \cdot \text{m}^{-1} \) for \( Q_M = Q_S \), which are comparable to experimental findings for laponite suspensions [15]. The corresponding wetting parameters \( \omega = (4\pi\gamma\xi^2)^{-1} \) are in the range 6...340. If these values for \( \gamma \) are indeed so small, the free isotropic-nematic interfaces are expected to be strongly affected by capillary wave-like fluctuations which are not captured by the present theory.

Calculating bulk phase diagrams and density profiles for macroion charges \( Q_M \geq 1.25Q_M \) along the lines described above lead to unphysical results like, e.g., negative interfacial tensions. The reason for this phenomenon is that the bulk phases determined in Sec. III are assumed to be spatially homogeneous, whereas it can be shown that the equilibrium bulk states are spatially inhomogeneous for sufficiently large macroion charges (see Subsec. III C).

V. DISCUSSION AND SUMMARY

The numerical results for the bulk systems and the free interfaces presented in Secs. III and IV respectively, are in good qualitative agreement with intuitive expectations. Within the density functional theory described in Sec. III one gains access not only to interfacial density profiles at free interfaces between coexisting bulk phases but also to local charge densities and electrostatic potential profiles.

Since here we have been interested in spatially homogeneous (isotropic or nematic) bulk phases, only very small macroion charges \((|Q_M| \leq e)\) have been considered. Determining phase coexistence for larger platelet charges is computationally more demanding because spatially inhomogeneous bulk phases are involved. Note that, according to Subsec. III C, charges have to be interpreted as effective charges.

A further difficulty related to the choice of the pair distribution functions \( g_{ij}^{(n)} \) used in Eq. (11) may appear if, as for Eq. (15), the effective shape of the macroions becomes more and more isotropic upon increasing the macroion charge: In this case, the two-phase region between isotropic and anisotropic phase is shifted to unrealistically large packing fractions. Therefore, the pair distribution functions must be chosen properly in order to yield anisotropic effective macroion shapes up to large macroion charges. Unfortunately, deriving analytical expressions for pair distribution functions of platelike par-
particles with inhomogeneous charge distributions is still a big challenge.

In conclusion, the density-functional theory of charged platelike particles developed here can be regarded as a first step to understand qualitatively free interfaces between isotropic and nematic bulk phases of suspensions of charged platelets and salt. Here, we have constructed a density functional for charged platelike particles and applied it to a ternary mixture of platelike macroions and salt ions (Fig. 1) in the bulk and at free interfaces between coexisting isotropic and nematic phases. For sufficiently small macroion charges, the bulk phase diagrams in terms of densities (Fig. 3) exhibit one isotropic phase and one nematic phase. For increasing macroion charge and fixed salt density, the two-phase coexistence region is shifted to larger macroion packing fractions. For fixed macroion charge and increasing salt density, the limit of quasi-hard platelets is approached. The Donnan potential between coexisting phases (Fig. 4) can be expressed in terms of the particle chemical potentials gained from bulk structure calculations. Density and nematic order parameter profiles at free interfaces between isotropic and nematic phases at coexistence (Figs. 4 and 5) show non-monotonic behavior. The value of the nematic order parameter in the nematic bulk phase decreases upon increasing the macroion charge. The width of the interface and the bulk correlation lengths are approximately given by the Debye length. The interfacial tension decreases upon increasing the macroion charges. Electrically charged layers form at the free interface (Fig. 3). The corresponding electrostatic potential profiles (Fig. 6) exhibit monotonic behavior. Investigations of spatially inhomogeneous bulk phases are necessary in order to apply the theory to larger macroion charges. Improvements of the present theory call for more accurate analytical expressions for the pair distribution function between charged platelike particles.

FIG. 7: Electrostatic potential profiles at the free isotropic-nematic interfaces shown in Figs. 4-6. The potential difference between the nematic and the isotropic bulk is given by the Donnan potential $\psi_D$ displayed in Fig. 3 it is indicated for $Q_M = Q_S$.
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Dimensionless quantities are used in units of $\beta^{-1} = k_B T$ (thermal energy), $e$ (proton charge), and $\ell_B = \frac{e^2}{4\pi\varepsilon_0\varepsilon}$ (Bjerrum length) with the solvent dielectric constant $\varepsilon$. For $T = 300$ K and $\varepsilon = 78$ (water) the latter is $\ell_B \approx 0.72$ nm. In order to avoid a clumsy notation, the corresponding dimensional quantities are denoted by the same symbol and can be recognized by the presence of units. Dimensional number densities are sometimes given in units of $1$ mM $= 1$ mol $\cdot$ m$^{-3} \approx 6 \cdot 10^{23}$ m$^{-3}$.