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ABSTRACT
Despite the overwhelming success of deep learning in various speech processing tasks, the problem of separating simultaneous speakers in a mixture remains challenging. Two major difficulties in such systems are the arbitrary source permutation and unknown number of sources in the mixture. We propose a novel deep learning framework for single channel speech separation by creating attractor points in high dimensional embedding space of the acoustic signals which pull together the time-frequency bins corresponding to each source. Attractor points in this study are created by finding the centroids of the sources in the embedding space, which are subsequently used to determine the similarity of each bin in the mixture to each source. The network is then trained to minimize the reconstruction error of each source by optimizing the embeddings. The proposed model is different from prior works in that it implements an end-to-end training, and it does not depend on the number of sources in the mixture. Two strategies are explored in the test time, K-means and fixed attractor points, where the latter requires no post-processing and can be implemented in real-time. We evaluated our system on Wall Street Journal dataset and show 5.49% improvement over the previous state-of-the-art methods.

Index Terms— Source separation, multi-talker, deep clustering, attractor network

1. INTRODUCTION
Despite the recent advances in deep learning methods for various speech processing tasks such as automatic recognition[1], enhancement[4, 5, 6], speech separation remains unresolved. Two main difficulties hinder the efficacy of deep learning algorithms to tackle the famous “cocktail party problem”[7].

The first difficulty is referred as the “permutation problem”[8]. Most neural network methods are trained to map the input signal to a unique target output which can be a label, a sequence, or regression reference. Permutation problem in speech separation arises due to the fact that the order of targets in the mixture is irrelevant. For example, in separating speakers A and B, both (A, B) and (B, A) solutions are acceptable. However, training the neural network with more than one target label per sample will produce conflicting gradients and thus lead to convergence problem, because the order of targets cannot be determined beforehand. For instance, assigning speaker A to the first target position in (A, B) and (A, C) will cause confusions when the mixture is (B, C), since they both need to be in the second position for consistency.

The second problem in using neural network framework for speech separation is the output dimension mismatch problem. Since the number of sources in the mixture can vary, a neural network with fixed number of output nodes does not have the flexibility to separate arbitrary number of sources.

Two deep learning based methods have been proposed to resolve these problems, which are known as “deep clustering (DC)[8]” and “permutation invariant training (PIT)[9]”. In deep clustering, a network is trained to generate discriminative embedding for each time-frequency (T-F) bin with points belonging to the same source forced to be closer to each other. DC is able to solve both permutation and output dimension problem to produce the state of the art separation performance. The main drawback of DC is its inefficiency to perform end-to-end mapping, because the objective function is the affinity between the sources in the embedded space and not the separated signals themselves. Minimizing the separation error is done with an unfolding clustering system and a second network, which is trained iteratively and stage by stage to ensure convergence[10]. The PIT algorithm solves the permutation problem by pooling over all possible permutations for N mixing sources (N! permutations), and use the permutation with lowest error to update the network. PIT was first proposed in[8], and was later shown to have comparable performance as DC[9]. However, PIT approach suffers from its computation efficiency, where the prediction window has to be much shorter than context window due to the inconsistency of the permutation both across and within sample segments.

In this work, we propose a novel deep learning framework which we refer to as the attractor network to solve the source separation problem. The term attractor refers to the well-studied perceptual effects in human speech perception which suggest that the brain circuits create perceptual attractors (magnets) that warp the stimulus space such that to draws the sound that is closest to it, a phenomenon that is called Perceptual Magnet Effect[11]. Our proposed model works on the same principle by forming a reference point (attractor)
for each source in the embedding space which draws all the T-F bins toward itself. Using the similarity between the embedded points and each attractor, a mask is estimated for each source in the mixture. Since the mask is directly related to the attractor point, the proposed framework can potentially be extended to arbitrary number of sources without the permutation problem. Moreover, the mask learning enables a very efficient end-to-end training scheme and highly reduces the computation complexity compared with DC and PIT.

In Section 2, the proposed model is explained and discussed in more detail. In Section 3 we evaluate the performance of proposed system, and the conclusion is drawn in Section 4.

2. ATTRACTOR NEURAL NETWORK

2.1. Model

The neural network is trained to map the mixture sound $X$ to a $k$ dimensional embedding space, such that it minimizes the following objective function:

$$L = \sum_{f,t,c} \| S_{f,t,c} - X_{f,t} \times M_{f,t,c} \|^2_2$$

(1)

where $S$ is the clean spectrogram (frequency $F \times$ time $T$) of $C$ sources, $X$ is the mixture spectrogram (frequency $F \times$ time $T$), and $M$ is the mask formed to extract each source. The mask is estimated in the $K$ dimensional embedding space of each T-F bin, represented by $V \in \mathbb{R}^{F \times T \times K}$:

$$M_{f,t,c} = \frac{1}{1 + \exp(\sum_k A_{c,k} \times V_{f,t,k})}$$

(2)

where $A \in \mathbb{R}^{C \times K}$ are the attractors for the $C$ sources in the embedding space, learnt during training, which are defined as

$$A_{c,k} = \frac{\sum_{f,t} V_{k,f,t} \times Y_{c,f,t}}{\sum_{f,t} Y_{c,f,t}}$$

(3)

which $Y \in \mathbb{R}^{F \times T \times K}$ is the source membership function for each T-F bin, i.e., $Y_{f,t,c} = 1$ if source $c$ has the highest energy at time $t$ and frequency $f$ compare to the other sources.

The objective function in Equation 1 consists of three parts. During training, we first compute an embedding $V$ through a forward pass of the neural network for each given mixture. Then an attractor vector is estimated for each source using Equation 3. This can be done in several ways which we will elaborate in Section 2.2. The most straightforward method for attractor generation is to find the source centroid, as defined in Equation 3.

Next, we estimate a reconstruction mask for each source by finding the similarity of each T-F bin in the embedding space to each of the attractor vectors $A$, where the similarity metric is defined in Equation 2. This particular metric uses the inner product followed by a sigmoid function which monotonically scales the masks between $[0, 1]$. Intuitively, if an embedding of a T-F bin is closer to one attractor means that it belongs to that source, and the resulting mask for that source will produce larger values for that T-F bin.

Finally, a standard $L2$ reconstruction error is used to generate the gradient, as shown in Equation 1. Therefore, the error for each source reflects the difference between the masked signal and the clean reference, forcing the network to optimize the global reconstruction error for better separation. We refer the proposed net as deep attractor network (DANet).

In comparison with previous methods, DANet network has two distinct advantages. Firstly, DANet removes the step-wise pre-training required in DC method to enable end-to-end training. Another big advantage of DANet arises from the flexibility in source dependent training, where the source-dependent knowledge could be easily incorporated by the attractor (e.g. speaker identity).

2.2. Estimation of attractor points

Attractor points can be estimated using various methods other than the average used in Equation 3. One possibility is to use weighted average. Since the attractors represents the source center of gravity, we can include only the embeddings of the most salient T-F bins, which leads to more robust estimation. We investigate this strategy by using an amplitude threshold in the estimation of the attractor. Alternatively, a neural network model may also be used to pick the representative embedding for each source, an idea which shares similarities with encoder-decoder attention networks [12, 13].

During test time, because the true assignment $Y$ is unknown, we incorporate two strategies to form the attractor points. The first is similar to the strategy used in DC, where the centers are found using post K-means algorithm. The second method is based on the observation that the location of the attractors in the embedding space is relatively stable. This observation is shown in Figure 1, where each pair of dots corresponds to the attractor found for the two speakers in a given mixture. Figure 1 shows two principle stable attractor pairs for all the mixtures used, however, this observation needs to be tested in more depth and different tasks and datasets.

2.3. Relation with DC and PIT

The objective function of DC is shown in Equation 4, where $Y$ is the indicator function which is equivalent to a binary mask, and $V$ is the learnt embedding:

$$L = \sum_{f,t} \left( \sum_c YYY^T - VVV^T \right)^2$$

(4)

Since $Y$ is orthonormal and constant for each mixture, by multiplying $Y^T$ to both term, we can get an objective function that is a special case of the attractor network, as in Equation 5.
\[
\mathcal{L} = \sum_{j,c} \left\| \sum_{c} Y^{T} - Y^{T}VV^{T} \right\|_{2}^{2}
\]  

In Equation 5, \(Y^{T}V\) can be viewed as an averaging step, where the embeddings are summed according to the label, and the resulted center is multiplied with the embedding matrix \(V\) to measure the similarity between each embedding and the center, and compared with the ground truth binary mask. Therefore, the transformed DC object can be viewed as a special example using binary mask as target and averaging-based attractor vector.

On the other hand, when the attractor vectors are considered as free parameters in the network, DANet reduces to a classification network [4, 5], and Equation 1 becomes a fully-connected layer. In this case, PIT becomes necessary since the mask has no information about the source and the problem of fixed output dimension arises. In contrast, the freedom of the network to form attractor points during the training allows the system to use the affinity between samples where no constraint is on the number of patterns found, therefore allowing the network to be independent of the number of sources. The flexibility of the network in choosing the attractor points is helpful even in two-source separation problem, because the two sources may have very different structures. As can be seen in Figure 2, our proposed method trained in speaker separation tasks has ended up finding 2 attractor pairs (4 points in the embedding space), which can be expected to increase in harder problems.

3. EVALUATION

3.1. Experimental setup

We evaluate our proposed model on the task of single-channel overlapped two-speaker separation. We use the corpus introduced in [8], which contains a 30 h training set and a 10 h validation set generated by randomly selecting utterances from different speakers in the Wall Street Journal (WSJ0) training set. We split the input features into non-overlapping chunks of 100-frame length as the input to the network. RMSprop algorithm [13] is used for training with an exponential learning rate decaying strategy, where the learning rate starts at \(10^{-4}\) and ends at \(3 \times 10^{-6}\). The total number of epochs was set to 150, and we used the cost function in Equation 1 on the validation set for early stopping. The criteria for early stopping is no decrease in the loss function on validation set for 10 epochs. We constructed a Deep Clustering (DC) network with the same configuration which is used as the baseline.

We report the results in terms of signal-to-distortion ratio (SDR, which we define as scale-invariant SNR here), signal-to-artifacts ratio (SAR), and signal-to-interference ratio (SIR). The results are shown in Table 3.3.

3.2. Separation examples

Figure 1 shows an example of mixture, the difference between the two speakers in the mixture, and the separated spectrograms of the two speakers using DANet. Also visualized in Figure 1 is the embeddings of the mixture projected onto its first Principal Components. In Figure 1, each point represents one T-F bin in the embedding space. Red and blue dots correspond to the T-F bins where speaker one or two have greater energy accordingly. The location of attractors are marked by x. It shows that two symmetric attractor centers are formed, each corresponding to one of the speakers in the mixture. A clear boundary can be observed in the figure, showing that the network successfully pulled the two speakers apart toward their corresponding attractor points.

Figure 2 shows the location of attractors for 10,000 mixture examples, mapped onto the 3-dimensional space for visualization purpose using Principal Component Analysis. It suggests that the network may have learned two attractor pairs (4 symmetric centers), marked by A1 and A2. This observation confirms our intuition of the DANet mentioned in Section 3.2. The network successfully pulled the two speakers apart toward their corresponding attractor points.

3.3. Results

Table 3.3 shows the evaluation results for different networks (example sounds can be found here [16]). Although the plain DANet already outperforms the DC baseline, adding a simple example using binary mask as target and averaging-based attractor vector.
In the last experiment in Table 3.3, a fixed pair of attention vector collected from the training data is used, corresponding to the A1 pair in Figure 2. This pre-set attractor is able to generalize well to the unseen mixtures and produced high quality separation, however it was slightly worse than the best model. Compared with K-means, this has the advantage that it can be easily implemented in real-time using a frame-by-frame pipeline. Based on this observation, when more attractors are required (e.g. in more complex tasks), a collection of attractor codebook and a simple classifier could be implemented for real-time processing.

4. CONCLUSION

In this work, we proposed a novel neural network framework called deep attractor network for general source separation problem. The network forms attractor points in a high-dimensional embedding space of the signal, and the similarity between attractors and time-frequency embeddings are then converted into a soft separation mask. We showed that the proposed framework can perform end-to-end, real-time separation, is number-of-sources independent, and is more general comparing to deep clustering and classification based approaches. The experiment on two speaker separation task confirmed its efficacy and potential for extension to general source separation problems.
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|                | GNSDR | GSAR | GSIR |
|----------------|-------|------|------|
| DC             | 9.1   | 9.5  | 22.2 |
| DANet          | 9.4   | 10.1 | 18.8 |
| DANet-50%      | 9.4   | 10.4 | 17.3 |
| DANet-70%      | 9.6   | 10.3 | 18.7 |
| DANet-90%      | **9.6** | **10.4** | **18.1** |
| DANet-90%\*    | 9.5   | 10.4 | 17.8 |

Table 1. Evaluation metrics for networks with different configurations. The percentage suffixes stand for the salient weight threshold used during training. \*: Use fixed attractor points calculated by training set.
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