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Abstract

In this paper, we present BEVerse, a unified framework for 3D perception and prediction based on multi-camera systems. Unlike existing studies focusing on the improvement of single-task approaches, BEVerse features in producing spatio-temporal Birds-Eye-View (BEV) representations from multi-camera videos and jointly reasoning about multiple tasks for vision-centric autonomous driving. Specifically, BEVerse first performs shared feature extraction and lifting to generate 4D BEV representations from multi-timestamp and multi-view images. After the ego-motion alignment, the spatio-temporal encoder is utilized for further feature extraction in BEV. Finally, multiple task decoders are attached for joint reasoning and prediction. Within the decoders, we propose the grid sampler to generate BEV features with different ranges and granularities for different tasks. Also, we design the method of iterative flow for memory-efficient future prediction. We show that the temporal information improves 3D object detection and semantic map construction, while the multi-task learning can implicitly benefit motion prediction. With extensive experiments on the nuScenes dataset, we show that the multi-task BEVerse outperforms existing single-task methods on 3D object detection, semantic map construction, and motion prediction. Compared with the sequential paradigm, BEVerse also favors in significantly improved efficiency. The code and trained models will be released†.

Figure 1. The traditional paradigm (a) follows the sequential design, where the perception, prediction, and planning&control are conducted one by one. Note that the perception includes the detection for dynamic objects and the map construction for static environments. Since the sequential paradigm inevitably suffers from repeated feature extraction and severe error propagation, we propose BEVerse (b) for joint perception and prediction. With shared feature extraction and parallel multi-task inference, BEVerse achieves a better trade-off between performance and efficiency.

Since the driving scenarios are rapidly changing, the task of prediction [9,11,14,19,52,73] is needed to speculate the future movements of recognized obstacles. With the information from perception and prediction, planning [8,18,39,42] tries to determine the accurate and secure driving behavior towards the defined target, while the control system drives the vehicle to carry out the desired behavior.

As shown in Figure 1, the traditional paradigm is to stack these subtasks sequentially, where the output of one subtask is fed into the next as input. The sequential design enables the slicing of single task from the whole system, which creates independent and specific problems for academic researches. However, the propagation of errors can significantly influence the downstream tasks. Also, the sequential paradigm can inherently bring extra computational burden due to repeated feature extraction and propagation.

*Corresponding author.
†https://github.com/zhangyp15/BEVerse

1. Introduction

Modern industrial systems generally follow the principle of problem decomposition. For self-driving vehicles, the whole problem is divided into perception, prediction, and planning&control. The task of perception is to perceive the surrounding environment, including the dynamic objects [5,20,25,41,45,62–64,68] and static streets [29,49].
Recent studies [30, 38, 51, 65] have been exploring the joint reasoning of perception and prediction for LiDAR-centric autonomous driving systems. These methods have demonstrated that the multi-task paradigm can be more efficient due to shared computations and can also achieve the state-of-the-art performance, benefiting from temporal fusion and joint learning. Considering the expensive costs of LiDAR sensors, the vision-centric method relies on multiple surrounding cameras as the input information. Though the cost-effective alternative has been widely studied in the perception [20, 29, 61, 62, 64] and prediction [19], the multi-task paradigm for vision-centric autonomous driving has not been discussed before.

To this end, we are motivated to propose the first Birds-Eye-View metavere (BEVerse), for joint perception and prediction in vision-centric autonomous driving. With consecutive frames from multiple surrounding cameras as input, BEVerse constructs 4D feature representations in BEV and jointly reasons about 3D object detection, semantic map construction, and motion prediction. Specifically, we first perform parallel feature extraction for multi-frame and multi-view images and construct the BEV features for each frame with the image-to-BEV view transformer. To further exploit temporal information, we transform past BEV features to the present coordinate system with the egomotions and process the aligned 4D features with the spatiotemporal BEV encoder. Finally, the present BEV feature is used as the shared input for multiple task decoders. To satisfy the specific requirement of BEV range and granularity for each task, we propose the grid samplers to crop and transform the input BEV feature before decoding. Also, we observe that existing methods of generating future states for motion prediction can be heavily memory-consuming and prevent multi-task learning. Therefore, we propose the method of iterative flow for efficient future prediction. To sum up, the proposed BEVerse is a one-stage and multi-task framework which takes 4D sensory input, constructs spatiotemporal BEV feature representations, and jointly reasons about the perception and prediction for autonomous driving. We demonstrate the effectiveness of BEVerse with experimental results on the nuScenes [3] dataset. For 3D object detection, BEVerse achieves 53.1% NDS on the test set. For semantic map construction, BEVerse scores 51.7% mIoU and surpasses the previous arts by 7.1 points. For motion prediction, BEVerse obtains 40.9% IoU and 36.1% VPQ, which are 4.2% IoU and 6.2% VPQ higher than FIERY [19]. Compared with the sequential paradigm, the multi-task paradigm of BEVerse can also significantly improve the efficiency.

The main contributions of the paper can be summarized in three aspects: (1) We propose BEVerse, the first framework for unified perception and prediction in Birds-Eye-View with multi-camera autonomous driving systems. (2) We propose the method of iterative flow for efficient future prediction and enabling multi-task learning. (3) With one multi-task model, BEVerse achieves the state-of-the-art performance for 3D object detection, semantic map construction, and motion prediction on the nuScenes [3] dataset and is more efficient than the sequential paradigm.

2. Related Work
2.1. 3D Object Detection

Considering the utilized sensors, existing methods for 3D object detection can include LiDAR-based, stereo-based, monocular, and multi-modal subcategories. In this paper, we focus on methods with surrounding monocular cameras. Since the release of the KITTI [13] 3D object detection benchmark, plenty of studies [2, 5, 28, 31, 34, 37, 40, 45, 63, 69, 71] have been proposed to improve the monocular 3D object detection. However, the front-view camera in the KITTI dataset cannot perceive the entire environment. The release of nuScenes [3], Waymo Open Dataset [57], and other modern datasets for autonomous driving has come to provide sufficient training samples for 3D object detection with multiple surrounding cameras.

FCOS3D [62] extends the fully convolutional 2D detector FCOS [58] to monocular 3D object detection by proposing the 3D center-ness and providing a good practice for learning 3D attributes. PGD [61] further improves the instance depth estimation of FCOS3D [62] by utilizing geometric relation across objects and probabilistic depth representation. However, both methods separately process the image of each view and merge the outputs with heuristic post-processing. This paradigm fails in taking full advantage of the information from surrounding cameras, especially in the overlap regions, and leads to sub-optimal performance. DETR3D [64] extracts multi-scale features from multiple camera images and uses a set of 3D object queries to index corresponding camera features through geometric back-projection. Finally, these queries generates the bounding box predictions in the DETR-like [4] style. PETR [32] encodes the information of 3D coordinates as positional encodings to generate 3D position-aware features for DETR-like [4] decoding. BEVDet [20] constructs the BEV feature representation from multiple camera images following Lift-Splat-Shoot [50] and proposes the isolated image-view and BEV augmentation strategies to achieve satisfactory performance. In this paper, we basically follow the practices of BEVDet [20] to build the 3D object detection branch of BEVerse. Also, BEVerse demonstrates the effectiveness of temporal information for 3D object detection.

2.2. Semantic Map Construction

High-definition maps (HD maps) can provide fine-grained information about the road scenes and play a vital role for autonomous vehicles. Most HD maps are
Figure 2. The framework of BEVerse. With consecutive frames from surrounding cameras as input, BEVerse first constructs the BEV feature representation for each timestamp. The process includes the image-view feature extraction and the view transformation. Then, the BEV features from past frames are aligned to remove ego-motions and processed by the temporal model. Finally, the well-established BEV feature with both spatial and temporal information is sent to multiple task decoders for joint reasoning of perception and prediction.

manually annotated, while some studies use SLAM algorithms [10, 26, 43, 55, 67] to generate HD maps from repeated scanning of the environments with LiDAR sensors. These approaches involve large-scale data collections, long-term iterations, and expensive human annotations. Therefore, building local maps directly from onboard sensors becomes an affordable alternative. Besides, the ability to build semantic maps online is important as a redundant design. HDMapNet [29] first introduces the problem of local semantic map learning, which aims to construct semantic maps online from the observations of LiDAR sensors and cameras. It also proposes a learning method to build BEV features from sensory input and predicts vectorized map elements. BEVSegFormer [49] proposes the multi-camera deformable attention to transform image-view features to BEV representations for semantic map construction. Different from these single-task approaches, our BEVerse incorporates the semantic map construction as part of the multi-task framework and uses vanilla convolutional layers for segmentation prediction. We also show that the temporal information can improve the learning of semantic maps.

2.3. Motion Prediction

The future behavior of other road agents is important for self-training systems to make safe planning decisions. A number of camera-based methods [9, 19, 22, 27, 60] have been proposed for motion prediction. [60] learns to predict the future visual appearances in an unsupervised manner. [22] jointly predicts the semantic segmentation and optical flow in the perspective view. However, these methods operate in the image domain and cannot offer enough information for 3D planning. Recent methods [9, 27] produce raster images of semantic maps and states of road agents as the input for motion prediction. These frameworks are based on the results of detection and require the presence of HD maps. FIERY [19] proposes the first framework for BEV motion prediction directly from the videos of surrounding cameras. The concurrent StretchBEV [1] further proposes to sample the latent variables at each timestamp and predict residual changes for producing future states. Similar to FIERY [19], our method also takes the raw sensory input for joint perception and prediction in BEV coordinates. To reduce the memory consumption of FIERY [19] and enable the inference of multiple tasks, we propose the iterative flow for the efficient generation of future states.

2.4. Multi-Task Learning

Multi-task learning [53, 72] aims to jointly solve multiple related tasks with shared network structures and mutual promotions across tasks. General studies for multi-task learning focus on how to design the shared structures [12, 16, 35, 44, 54] and how to balance the multi-task optimization [6, 7, 23, 70]. For autonomous driving, multi-task frameworks [30, 38, 51, 65] have been widely discussed for LiDAR-centric systems. FAFNet [38] proposes a holistic model that jointly reasons about detection, perception, and tracking. MotionNet [65] proposes a hierarchical spatio-temporal pyramid network to encode BEV features from a sequence of LiDAR sweeps. Then, it performs joint perception and motion prediction without using bounding boxes. In this paper, we propose the first multi-task approach for unified perception and prediction in BEV for camera-centric systems.

3. Approach

BEVerse takes $M$ surrounding camera images from $N$ timestamps and the corresponding ego-motions and camera parameters as input. With multi-task inference, the outputs include the 3D bounding boxes and semantic map for the
present frame, and the future instance segmentation and motion for the following 7 frames. As shown in Figure 2, the proposed framework BEVerse consists of four sub-modules that are sequentially applied, including the image-view encoder, the view transformer, the spatio-temporal BEV encoder, and the multi-task decoders. We elaborate on these modules in the following subsections.

3.1. Image-view Encoder

Assuming each input image is of shape $H \times W \times 3$, the image-view encoder performs the feature extraction in the perspective view, which is shared across different cameras and timestamps. Since the complex driving scenario includes elements of various sizes, multi-scale features are exploited within the encoder. Specifically, we use the recently proposed SwinTransformer [33] as the backbone network to create multi-level features $C_2$, $C_3$, $C_4$, $C_5$, where $C_i$ denotes the feature of spatial size $H_i \times W_i$. To enable a efficient fusion, we follow BEVDet [20] to upsample $C_5$ by $2 \times$ resolution and concatenate it with $C_4$. Then two convolutional layers are carried out to form the output feature map $F$ with shape $H' \times W' \times C$, where $C$ refers to the feature channel.

3.2. View Transformer

With the requirement of learning 3D temporal information and predicting multiple BEV tasks, the image-to-BEV transformation is one essential procedure in enabling BEVerse. For each time stamp, the view transformer takes the multi-view features $F \in \mathbb{R}^{M \times H' \times W' \times C}$ and outputs the BEV feature $G \in \mathbb{R}^{X \times Y \times C}$, where $X$ and $Y$ are the sizes of defined BEV grids. Specifically, we adopt the method proposed in Lift-Splat-Shoot [50] for view transformation. The multi-view features $F$ are processed by one $1 \times 1$ convolution to predict the categorical depth distribution $F \in \mathbb{R}^{M \times H' \times W' \times D}$, where $D$ is the number of predefined depth bins. Then each pixel on the feature map is lifted to $D$ points with these depths and camera matrices. The generated dense point cloud with $M \times H' \times W' \times D$ points is then processed with pillar pooling [25] to create the BEV feature representation $G \in \mathbb{R}^{X \times Y \times C}$.

3.3. Spatio-temporal BEV Encoder

After the view transformation, we acquire the BEV features $G \in \mathbb{R}^{N \times X \times Y \times C}$ from $N$ past timestamps. Since movements of the ego-vehicle can cause the coordinate misalignment of different timestamps, we first warp past features to the present reference frame with known ego-motions. The aligned 4D tensor is then processed with a spatio-temporal BEV encoder to further extract both spatial and temporal information. Following FIERY [19], the BEV encoder is formulated as the stack of temporal blocks. Each
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Figure 3. The qualitative comparison between the methods for future prediction from FIERY [19] and the proposed iterative flow.

block mainly consists of 3D convolutions, global pooling operations, and in-between feature compression layers. Finally, we get the spatio-temporal BEV feature of the present frame $G_p \in \mathbb{R}^{X \times Y \times C_p}$ as the input for multi-task decoders.

3.4. Task Decoders

With the BEV feature $G_p$ as input, BEVerse employs independent and parallel decoders for the joint reasoning of perception and prediction. Each task decoder includes the grid sampler, the task encoder, and the task head. In the following paragraphs, we first introduce the sampler and encoder, which share similar structures across tasks. Then we detail the design of three different task heads.

**Grid sampler.** Since different tasks may require specific range and granularity, the spatial scope and resolution of the input BEV feature cannot directly serve for decoding. For example, the learning of semantic map requires fine-grained features because the traffic lines are quite narrow in the 3D space. Therefore, the grid sampler is proposed to crop task-specific regions and transformed to ideal resolution through bi-linear interpolation. In our experiments, we set the base BEV grid to be large and coarse for efficiency.

**Task encoder.** After the feature sampling, a lightweight task encoder is applied to encode task-specific features in the corresponding BEV grids. Following BEVDet [20], we utilize the basic block in ResNet [17] to build the backbone and combine the multi-scale features similar to the image-
view encoder in 3.1. The output feature is upsampled to the input resolution and sent to the task head.

**Head for 3D object detection.** Since the BEV feature representation has been constructed from multiple camera videos, the dimension gap between monocular and LiDAR-based methods has been bridged. Therefore, the state-of-the-art detection heads designed for LiDAR can be directly adopted without modification. In this paper, we simply use the first stage of CenterPoint [68] as the head for 3D object detection.

**Head for semantic map construction.** We construct the head for semantic map construction with two vanilla convolutional layers with BatchNorm [21] and ReLU. The output channel is the number of classes $C_{\text{map}}$ in semantic maps.

**Head for motion prediction.** Different from the above heads which only care about the present frame, motion prediction also requires the forecast of future states. As illustrated in Figure 3, FIERY [19] first predicts the parameters of future Gaussian distributions and samples a latent vector $\phi_t \in \mathbb{R}^L$, where $L$ is the latent dimension. The sampled $\phi_t$ is spatially expanded to shape $\mathbb{R}^{X_{\text{motion}} \times Y_{\text{motion}} \times L}$ and used to initialize the future states. Then, the convolutional gated recurrent unit network and the bottleneck block [17] are repeated applied for generating the future states $\{s_{t+1}, s_{t+2}, \cdots, s_{t+T}\}$. Two important factors influence the effectiveness of FIERY’s [19] prediction module:

1. The sampled global latent vector $\phi_t$ is shared for each BEV pixel and cannot represent the uncertainties of many different agents.
2. Initializing future states from only sampled latent vectors can increase the difficulty of prediction. To this end, we propose the iterative flow for future prediction. Different from FIERY [19], we directly predict and sample a latent map $\mathbb{R}^{X_{\text{motion}} \times Y_{\text{motion}} \times L}$ so that the uncertainties of different objects can be separated. Also, the state of next timestamp is generated by warping the current state with predicted flows, which naturally adapts to the problem of motion prediction and simplifies the learning process. After the future states are generated, we use the same output heads like FIERY [19] to predict future instance segmentation and motion.

### 4. Experiments

#### 4.1. Dataset

To demonstrate the effectiveness of BEVerse, we conduct comprehensive experiments on the nuScenes [3] dataset, which is widely used as the benchmark for both perception and prediction in autonomous driving. The nuScenes [3] dataset includes 1000 driving video clips collected in Boston and Singapore. Each clip is 20 seconds long and annotated with 3D bounding boxes at 2Hz, generating up to 40k key-frames and 1.4M object bounding boxes. All clips are officially divided into the splits for training, validation, and test with 700, 150, and 150 clips. For vision-centric methods, the provided sensory input includes six surrounding cameras, intrinsic/extrinsic matrices,
Table 4. Ablation on the influence of multi-task learning.

| Method         | #param. | GFLOPs | FPS | Detection | Semantic map | Motion |
|----------------|---------|--------|-----|-----------|--------------|--------|
|                |         |        |     | NDS mAP  | Divider mIoU | IoU    | VPQ   |
| BEVerse-Det    | 55.8M   | 220.0  | 12.6| 0.474 0.327 | -            | -      | -     |
| BEVerse-Map    | 54.9M   | 434.4  | 14.2| - -      | 56.1 44.9 58.7 | 53.2    | -     |
| BEVerse-Motion | 62.4M   | 1558.7 | 5.6 | - -      | -            | -      | 37.5 32.0 |
| Sequential     | 173.1M  | 2213.1 | 3.0 | 0.474 0.327 | 56.1 44.9 58.7 | 53.2    | 37.5 32.0 |
| BEVerse        | 102.5M  | 1921.9 | 4.4 | 0.466 0.321 | 53.2 39.0 53.9 | 48.7    | 38.7 33.3 |

Table 5. Ablation on the strategies for data-augmentation.

| Augmentation | BEVerse | Detection | Semantic map | Motion |
|--------------|---------|-----------|--------------|--------|
| Image-view   |         | NDS mAP   | Divider mIoU | IoU    |
|               |         |           | Ped Cross    | VPQ    |
| BEV          | ✓       | 0.323 0.152 | 49.2 34.9    | 45.3 31.2 |
|              | ✓       | 0.383 0.203 | 51.6 37.8    | 47.8 32.9 |
|              | ✓ ✓     | 0.393 0.208 | 47.2 34.6    | 43.7 32.8 |

and ego-motions.

4.2. Metrics

3D object detection. The official evaluation metrics for 3D object detection include the Average Precision metric and a set of True Positive metrics. The former is formulated as the mean Average Precision (mAP), which measures the area under the precision-recall curve. To match predictions and ground-truth objects, nuScenes requires the BEV center distance to be less than a given threshold. The average is performed over four thresholds and ten classes. The True Positive metrics include Average Translation Error (ATE), Average Scale Error (ASE), Average Orientation Error (AOE), Average Velocity Error (AVE), and Average Attribute Error (AAE). Finally, the weighted summation of mAP and these True Positive metrics is computed to form the nuScenes detection score (NDS) as the ranking metric.

Semantic map construction. Following [29], the semantic classes for map construction include lane dividers, pedestrian crossings, and lane boundaries. For quantitative evaluation, we compute the intersection-over-union (IoU) for each class between the predicted and ground-truth maps. The mean IoU (mIoU) is computed as the ranking metric.

Motion prediction. Following [19], we use IoU and VPQ (Future Video Panoptic Quality) to evaluate the performance of motion prediction. The IoU measures the segmentation of objects at present and future frames, while the VPQ evaluates both the recognition and segmentation quality of the predicted trajectories. The VPQ is computed as (1):

$$\text{VPQ} = \frac{\sum_{t=0}^{T} \sum_{(p_t,q_t) \in TP_t} \text{IoU}(p_t,q_t)}{|TP_t| + \frac{1}{2}|FP_t| + \frac{1}{2}|FN_t|}$$

where $TP_t$, $FP_t$, and $FN_t$ are the set of true positives, false positives, and false negatives at timestamp $t$. Similar to [19], we also compute both metrics under two different spatial settings: 30m × 30m (Short) and 100m × 100m (Long) around the ego vehicle.

4.3. Experimental Settings

We construct two versions of BEVerse, namely BEVerse-Tiny and BEVerse-Small, for different trade-offs between performance and efficiency. BEVerse-Tiny uses the Swin-T [33] as the backbone and scales the input image to 704 × 256, while BEVerse-Small uses the stronger Swin-S [59] and scales the image to 1408 × 512. Note that the raw resolution is 1600 × 900 in the nuScenes [3] dataset. Following the settings of FIERY [19], BEVerse takes the past three frames (including the present), perceives the present environment, and predicts the instance motion in the upcoming four frames (2.0s for nuScenes). We construct the BEV coordinates based on the ego-vehicle system in nuScenes [3].

For 3D object detection, we define the BEV ranges are [-51.2m, 51.2m] for both X-axis and Y-axis, with the interval as 0.8m. For semantic map construction, the ranges are [-30.0m, 30.0m] for X-axis and [-15.0m, 15.0m] for Y-axis, with the interval as 0.15m. For motion prediction, the ranges are [-50.0m, 50.0m] for both X-axis and Y-axis, with the interval as 0.5m. The BEV grids of the view transformer follow the settings for detection.

For implementations of the model architecture, the output channel of the image-view encoder is 512 and is further reduced to 64 during the view transformation. After the temporal model and task-specific encoder, the feature channel increases to 256 for decoding. For the loss weights
Table 6. Comparison with the state-of-the-art methods for 3D object detection on the nuScenes [3] validation set. †: the feature encoder is initialized from a FCOS3D [62] checkpoint. §: with test-time augmentation. #: with model ensemble.

| Methods           | Image Size | Modality       | NDS† | mA3P† | mA3TE↓ | mA3SE↓ | mAOE↓ | mAVE↓ | mAAE↓ |
|-------------------|------------|----------------|------|-------|--------|--------|-------|-------|-------|
| CenterNet [75]    | -          | Camera         | 0.328| 0.306 | 0.716  | 0.264  | 0.609 | 1.426 | 0.658 |
| FCOS3D [62]       | 1600×900   | Camera         | 0.372| 0.295 | 0.806  | 0.268  | 0.511 | 1.315 | 0.170 |
| DETR3D [64]       | 1600×900   | Camera         | 0.374| 0.303 | 0.860  | 0.278  | 0.437 | 0.967 | 0.235 |
| PGD [61]          | 1600×900   | Camera         | 0.409| 0.335 | 0.732  | 0.263  | 0.423 | 1.285 | 0.172 |
| PETR-R50 [32]     | 1056×384   | Camera         | 0.381| 0.313 | 0.768  | 0.278  | 0.564 | 0.923 | 0.225 |
| PETR-R101 [32]    | 1408×512   | Camera         | 0.421| 0.357 | 0.710  | 0.270  | 0.490 | 0.885 | 0.224 |
| PETR-Tiny [32]    | 1408×512   | Camera         | 0.431| 0.361 | 0.732  | 0.273  | 0.497 | 0.808 | 0.185 |
| BEVDet-Tiny [20]  | 704×256    | Camera         | 0.392| 0.312 | 0.691  | 0.272  | 0.523 | 0.909 | 0.247 |
| BEVDet-Base [20]  | 1600×640   | Camera         | 0.472| 0.393 | 0.608  | 0.259  | 0.366 | 0.822 | 0.191 |
| BEVerse-Tiny      | 704×256    | Camera         | 0.466| 0.321 | 0.681  | 0.278  | 0.466 | 0.328 | 0.190 |
| BEVerse-Small     | 1408×512   | Camera         | 0.495| 0.352 | 0.625  | 0.270  | 0.401 | 0.330 | 0.183 |
| FCOS3D [50, 62]   | 1600×900   | Camera         | 0.415| 0.343 | 0.725  | 0.263  | 0.422 | 1.292 | 0.153 |
| DETR3D [64]       | 1600×900   | Camera         | 0.434| 0.349 | 0.716  | 0.268  | 0.379 | 0.842 | 0.200 |
| PGD [61]          | 1600×900   | Camera         | 0.428| 0.369 | 0.683  | 0.260  | 0.439 | 1.268 | 0.185 |
| PETR-R101 [32]    | 1600×900   | Camera         | 0.442| 0.370 | 0.711  | 0.267  | 0.383 | 0.865 | 0.201 |
| BEVDet-Base [20]  | 1600×640   | Camera         | 0.477| 0.397 | 0.595  | 0.257  | 0.355 | 0.818 | 0.188 |
| BEVerse-Small     | 1408×512   | Camera         | 0.497| 0.352 | 0.618  | 0.266  | 0.394 | 0.326 | 0.183 |

Table 7. Comparison with the state-of-the-art methods for semantic map construction on the nuScenes [3] validation set. *: results reported in HDMapNet [29].

| Method            | Divider | Semantic Map IoU | mIoU |
|-------------------|---------|-----------------|------|
| IPM (B)*          | 25.5    | 27.1            | 21.6 |
| IPM (BC)*         | 38.6    | 39.3            | 32.4 |
| LSS* [50]         | 38.3    | 39.3            | 30.8 |
| VPN* [47]         | 36.5    | 35.6            | 29.3 |
| HDMapNet* [29]    | 40.6    | 39.5            | 32.9 |
| BEVerse-Tiny      | 53.2    | 53.9            | 48.7 |
| BEVerse-Small     | 53.9    | 56.4            | 51.7 |

within each task, we follow the settings of CenterPoint [68] and FIERY [19]. To balance the learning of multiple tasks, we set the weights for detection, map, and motion as [1.0, 1.0, 1.0]. Unless specified, all reported results are produced with our multi-task framework.

For training, the AdamW [36] optimizer is utilized, with initial learning rate as 2e-4, weight decay as 0.01, and gradient clip as 35. The model is trained for 20 epochs with CBGS [75]. For learning schedule, we apply the one-cycle policy [66] with the peak learning rate as 1e-3. We train the model with a batch size of 64/32 on 32 NVIDIA GeForce RTX 3090 GPUs for BEVerse-Tiny/Small. The backbone is pretrained on ImageNet [24] and other parameters are randomly initialized. For inference, the scale-NMS and acceleration trick proposed in BEVDet [20] is adopted.

For the augmentation strategy, we strictly follow the settings of BEVDet [20] to perform both the image-view and BEV augmentations. The image-view operations include random scaling, rotation, and flip of the input images. The BEV augmentation include similar operations, but applied to the BEV representations and corresponding learning targets. We apply the same augmentation operations for every past frame for consistency.

4.4. Ablation Studies

For all experiments in the ablation studies, we follow the settings of the backbone and input image sizes for BEVerse-Tiny. Also, we use BEVerse-Det, BEVerse-Map, and BEVerse-Motion to represent the single-task variants of BEVerse.

**Temporal information.** In Table 1 and 2, we analyze the effectiveness of temporal information. For 3D object detection, using the information from past frames can improve mAP by 2.5 points possibly because some occluded objects can be detected with past clues. Also, the estimation of object velocity and orientation is much more accurate with temporal information. For semantic map construction, the incorporation of temporal information also brings a significant improvement.

**Future prediction.** In Table 3, we compare different methods for generating the future states. Since the future prediction module of FIERY [19] involves repeated structures of ConvGRU and Bottleneck blocks [17], the module requires
Multi-task learning. To analyze the influence of multi-task learning for each task, we train multiple single-task variants of BEVerse and summarize the experimental results in Table 4. We can observe that BEVerse underperforms the single-task models for 3D object detection and semantic map construction. Since these two tasks focus, respectively, on the dynamic and static elements of the environment, the performance drop is understandable with the shared capacity. However, the joint reasoning of detection and semantic map can greatly improve the performance of motion prediction. It can be explained that the consideration of detection can improve the discriminative ability for objects and the information of semantic maps can provide priors about the roads. Also, we can find that the multi-task framework favors in reducing the network parameters and improving efficiency.

Data-augmentation strategies. As shown in Table 5, both the image-view and BEV augmentation techniques are crucial for the performances of all three tasks, especially for 3D object detection and motion prediction. With the enhancement of temporal information, BEVerse is more likely to overfit to limited training samples and requires stronger regularization for better performance. Also, applying the BEV augmentation alone can hurt the learning of semantic map construction, possibly because the traffic lines usually follow specific directions.

4.5. Main Results

3D object detection. We compare BEVerse and previous methods for 3D object detection on the nuScenes detection benchmark. As shown in Table 6, BEVerse-Tiny can achieve 46.6% NDS and 32.1% mAP, significantly outperforming BEVDet-Tiny with the same input size. BEVerse-Small further achieves the new state-of-the-art performance of 49.5% NDS for 3D object detection, even with the multi-task framework. Also, the test-time augmentation can continue to boost the performance. The result on the test set is
Figure 4. The qualitative results for 3D object detection, semantic map construction, and instance motion prediction. For the visualization of semantic maps, we represent lane dividers, pedestrian crossings, and lane boundaries with red, green, and blue colors. For the visualization of motions, the future trajectories of road agents are shown with transparent paths. Best viewed in color.

shown in Table 8. BEVerse with 53.1% NDS outperforms all existing published methods, without using external depth data for pre-training.

Semantic map construction. In Table 7, we benchmark the performance of BEVerse for semantic map construction. We can observe that BEVerse-Tiny already obtains the mIoU of 48.7 and outperforms existing methods. Furthermore, BEVerse-Small achieves 51.7 mIoU, which is 7.1 points higher than the previous best method [49].

Motion prediction. The quantitative comparison for motion prediction between BEVerse and existing methods is summarized in Table 9. Considering the long ranges, BEVerse-Tiny achieves 38.7 IoU and 33.3 VPQ and significantly outperforms the only published method FIERY [19]. The performance is further improved with larger image sizes and backbones.

Joint perception and prediction. To demonstrate the superiority of our multi-task framework, we compare BEVerse and the sequential paradigm in Table 10. The sequential framework simply stacks three state-of-the-art methods for 3D object detection, semantic map construction, and motion prediction. We can observe that the proposed BEVerse not only outperforms in all three tasks, but operates much faster. We demonstrate that the multi-task framework BEVerse provides a better trade-off with shared features and joint reasoning.

4.6. Qualitative Results

As shown in Figure 4, we visualize the multi-task predictions of BEVerse-Small on the nuScenes [3] validation set. BEVerse can generate highly-accurate 3D bounding boxes for vehicles, pedestrians, cyclist and other objects. Also, the predicted semantic maps and future trajectories of vehicles are very close to the ground truth. However, some errors in depth prediction can be observed for both faraway objects and traffic lines.

5. Conclusion

In this paper, we present BEVerse, the first unified framework for 3D perception and prediction based on multi-camera systems. Unlike existing methods for single tasks, BEVerse generates 4D BEV representations from multi-camera videos and jointly reasons about 3D object detection, semantic map construction, and motion prediction. With comprehensive experiments on the nuScenes dataset, we show that the multi-task paradigm of BEVerse can achieve the state-of-the-art performance on three tasks and is more efficient than the sequential paradigm. We also show that the joint learning of perception tasks can implicitly improve the motion prediction.
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