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Abstract

India now ranks 3rd in the list of countries affected due to the COVID-19 pandemic. With more than 0.7 million confirmed COVID–19 cases and a gradual withdrawal of nation-wide lockdown, it is expected India may see a further surge in the number of cases. So, predicting the expected number of cases is the need of the hour. Most of the existing methodologies work well for the short term but perform poorly when it comes to predicting the long term. Hence, in this study, we propose a novel strategy for the prediction of COVID–19 cases by employing Multiple Aggregation Prediction Algorithm (MAPA) with two different ways of predictions called the Principal and the Exponential Predictions. Exponential Prediction has been performed using MAPA on the number of cases, derived from predicted $R_0$. From the Principal and Exponential prediction, a third prediction called Mean prediction was derived by averaging both. We have validated this strategy using data of the different states of India and show that Principal, Mean, and the Exponential Predictions together capture a range in which the actual number of cases lies. We have used this strategy to forecast the range of COVID-19 cases for 45 days.
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1. Introduction

The COVID pandemic has recorded over 11 million positive cases worldwide and India is one of the top countries that is severely affected. As India enters the Unlock 2.0 phase of the country wide lockdown, imposed to control the COVID - 19 pandemic, the tally of infected individuals crosses half a million. The disease has taken a toll on the lives of people suffering from other ailments or having a weak immune system. In this current scenario, researchers across the globe are striving hard to devise a treatment strategy to cure the critically ill patients as well as prevent the spread of the disease any further. Studies indicate
that with the current rate of spread of the disease, the number of infected cases in India will rise exorbitantly by October, 2020, which may exceed the infrastructural capacity for providing the necessary treatment to all infected individuals. On the other hand, the huge economic crash suffered by the country and the precarious situation of the stranded migratory workers have compelled the dismissal of lockdowns any further. Under such a scenario, a validated model for long term prediction of the expected COVID – 19 cases has become an essential prerequisite to be able to form strategic plans for effective clinical management.

Although various models have already been proposed for India for short term predictions using mathematical modelling as well as data driven approaches (Chakraborty and Ghosh 2020; Poonia and Azad 2020), very few models perform well for long term predictions. Mathematical compartmental models developed for the study of epidemiology such as the SEIR (Susceptible-Exposed-Infected-Recovered) models are able to capture the disease dynamics over periods of time. The key advantage of SEIR models is that it can accommodate additional compartments (such as Asymptomatic Class, Mildly Symptomatic, Hospitalized, Quarantined, etc.) as well as various factors that influence the transmission of the disease (Kumar et al.; Das 2020; Dhanwant and Ramanathan 2020; Kumar 2020; Mandal et al. 2020; Pandey et al. 2020; Sardar et al. 2020; Sarkar and Khajanchi 2020; Ranjan 2020). Researchers have exploited this modelling strategy extensively for study of the spread the COVID – 19 pandemic where such factors such as lockdown implementations, migration, transport networks, influx of migrant workers have been considered for a near-accurate estimate of the when and how the pandemic can be controlled. However the major challenge for developing these models for the COVID – 19 predictions is that their accuracy is dependent on a host of unknown parameters that are often difficult to estimate given the scanty data that is available for the novel Coronavirus and also the due to the fact that the parameters regulating the implementation of the lockdowns, population density, and migration pattern is hugely different for the different states in India. This is another huge challenge for the development of parameterized models, especially now, when different states are gradually coming out of the nation-wide lockdown and following different rules customized for each state. In order to solve that, district level studies, using statistical modelling techniques such as hierarchical Bayesian, have been performed that predicts the expected number of cases that can be expected with the removal of lockdowns (Dutta et al. 2020). However, such statistical models have only been developed for a few states and hotspots that are severely affected by the pandemic (Dutta et al. 2020; Gupta and Shankar 2020).

On the other hand, most of the data driven models used to forecast the COVID – 19 pandemic relies less on the unknown parameters and more on the available time series data. On the other hand, most of the data driven models used to forecast the COVID – 19 pandemic relies less on the unknown parameters and more on the available time series data. Sujath et. al. have compared Linear Regression (LR), MultiLayer Perceptron (MLP), and Vector AutoRegression (VAR) models to predict the number of cases, deaths and recoveries for 69 days and have shown the MLP model to be the best amongst the three (Sujath et al. 2020). The AutoRegressive Integrated Moving Average (ARIMA) models have been the most commonly used strategy for predicting the number of COVID - 19 cases (Deb and Majumdar 2020; Gupta and Pal 2020; Marbaniang 2020; Sathish et al. 2020). For the study of the COVID – 19 cases in India, Khimya et. al. have employed a strategic
implementation of ARIMA by combining multiple models (Tinani et al. 2020). Rafiq et. al. have employed predictive error minimization (PEM) based system identification technique to identify a discrete-time, single-input, single-output (SISO) model and have identified different models for different states based on the data collected (Rafiq et al. 2020). However, there are two main shortcomings of this family of models. The first is model selection. Even a theoretically sound selection of an ARIMA model may not result in selection of the optimal model order. The second is that the models are not suited over long term forecasts because the AutoRegressive part of the model converges to the mean of the time series. Yet, another challenge here is the parameterisation of the model.

In order to address these issues, we have developed a validated workflow for the forecast of COVID – 19 cases that gives a range of expected COVID – 19 cases that may be expected in the next 45 days in each state in India. The strategy developed uses the Multiple Aggregation Prediction Algorithm (MAPA) that creates multiple time series from the original data provided using temporal aggregation at multiple levels simultaneously (Kourentzes et al. 2014). This is one of the key advantages of using MAPA where the problem of model selection and parameterization are mitigated by repeating the process at each temporal aggregation level and combining the resulting models (Kourentzes et al. 2014). This ensures the utilization of the information of each aggregated level as well as the original time series data. Here, since no particular level is selected, multiple forecasts are projected for the same point. Thereafter, the resulting information is combined in a single prediction which is the output of MAPA. Hence the three main steps of this algorithm consist of temporal aggregation of original time series, forecasting at every aggregation level, and finally the combination of forecasts. The MAPA models the information of the past to predict values for the future. The data to be modeled for this study is COVID-19 incidence data. The incidence may be dependent on different factors for different regions and the nature of the data may vary as a complex function of these factors over time, especially for long term forecasts. We have performed MAPA on the data in two different ways to account for underlying complex functions governing the nature of data. The first method is to apply the general MAPA strategy directly onto the original time series data which gives us the Principal Prediction (PP) which forecasts the expected number of COVID – 19 cases based on the trend of the original time series data. In the second way, we have implemented MAPA in a novel strategy where we have utilized the prediction of the Reproductive number ($R_0$) of the disease. This strategy gives another forecast which accounts for sudden unprecedented exponential growth after the model training period which cannot be captured from the trend of the original time series data alone. We call this the Exponential Prediction (EP). The range in between the PP band and EP band, called the transition zone is the range which we expect the number of cases to lie within. The mean of the PP and EP is called the Mean Prediction (MP) which is calculated to make interpretation of the range easier and also provides better predictions in some states. In this study we have also shown that the actual number of cases lies in the range spanned by PP-MP-EP. Further we have shown that one of the PP, EP or MP predicts the expected number of COVID – 19 cases with better accuracy as compared to ARIMA for long term predictions. Thereafter, we have employed this validated novel integrative approach to forecast the expected range of the number of COVID – 19 cases for each state in India for 45 days till the 8th August, 2020 and suggest region wise selection of appropriate bands of the range, based on the verification of throw predictions with real data a few days into the 45 day long forecast horizon. Till the last date of this verification, the range spanned by EP, MP and PP is of reasonable width. This will help in gaining
knowledge, a priori, of the expected number of cases in each state in India which will help in the development of better clinical management and policies to control the pandemic.

2. Materials & Methods

2.1 Data collation & processing

In this study, we require the incidence data of COVID-19 in India and its states. The data is collected from publicly available repository COVID-19 India (https://www.covid19india.org/) which sources data from the Ministry of Health and Family Welfare, Govt. of India (https://www.mohfw.gov.in/), Indian Council of Medical Research (https://covid.icmr.org.in/index.php) and other state government’s COVID-19 information portals.

The data is a time series of the daily incidence state wise. The cumulative series is derived from the data. First day in the dataset starts from 14\textsuperscript{th} March, 2020, i.e. 45 days since COVID-19 arrival in India. (Supplementary Table S1)

2.2 Calculation of Basic Reproductive Number (R\textsubscript{0})

Basic reproduction number (R\textsubscript{0}) is an epidemiological metric defined as the expected number of secondary infections that can develop from a single infectious source in a completely susceptible population (Delamater et al. 2019).

To estimate R\textsubscript{0} of COVID-19 we consider the following equations (Lipsitch et al. 2003),

\[ R_0 = 1 + r_0 v + f(1-f)(r_0 v)^2 \]  (Eq. 1)
\[ r_0 = \frac{\ln(Y(t))}{t} \]  (Eq. 2)

Where, \( r_0 \) is the exponential growth rate, \( Y(t) \) is the number of total confirmed cases on the \( t \)\textsuperscript{th} day after the first reported case and hence the total number of cases has been derived. Taking the first difference of \( Y(t) \) will return the daily incidence series. In Eq. (1), we assume the serial interval (\( f \)) to be 5.1 days and assume the ratio of the latent period and mean serial interval (\( f' \)) as 0.99 (Zhang et al. 2020). To get the number of cases from \( R_0 \) we make use of \( r_0 \) in Eq. (1) after estimating it from Eq. (2). As we are computing the value of exponential growth rate \( r_{0h}(t) \) from Eq. (3) using the evaluated basic reproductive number from Eq. (1). Transforming the exponential growth rate gives an estimated total number of cases \( Y_h(t) \) from Eq. (4).

\[ r_{0h}(t) = \frac{(-1 + \sqrt{1 - 4f(1-f)(1-R_{0h}(t))})}{2vf(1-f)} \]  (Eq. 3)
\[ Y_h(t) = exp(tr_{0h}(t)) \]  (Eq. 4)
2.3 Proposed Workflow using MAPA

Multiple Aggregation Prediction Algorithm (MAPA) creates multiple time series from the original series using temporal aggregation (Kourentzes and Petropoulos 2014). The workflow proposed in this study utilises MAPA in two ways. The first is to apply MAPA on the total number of cases data and the second is to apply MAPA on the $R_0$ series.

Fig. 1: Proposed Workflow: The data is processed in the required format and is treated in two ways (Blue and Purple Blocks). The Blue block results in the EP of the total number of cases ($Y(t)$) denoted by $YE(t)$ and the Purple block results in the PP denoted by $YP(t)$. $R_0 E(t)$ and $R_0 P(t)$ are the Exponential Prediction (EP) and Principal Prediction (PP) of $R_0(t)$ respectively. The mean of the $YP(t)$ and $YE(t)$ is the Mean Prediction (MP) denoted by $YM(t)$ (cyan block).

In the first strategy (right purple panel, Fig. 1), MAPA has been directly implemented on the original time series data $Y(t)$. To perform MAPA on our data we used the MAPA: Multiple Aggregation Prediction Algorithm 2.0.1 package in R (Kourentzes and Petropoulos 2014). The forecasts for $h$ days after training on $Y(t)$ is called the Principal Prediction (PP), denoted by $YP(t)$. $R_0 P(t)$, the Principal Prediction of $R_0(t)$ is derived by applying Eq. (1) and Eq. (2) on $YP(t)$.

In the second way (right blue panel, Fig. 1), Eq. (1) and Eq. (2) are applied on $Y(t)$ to obtain $R_0(t)$. MAPA is implemented on this $R_0(t)$. The forecast for $h$ day is obtained after training on $R_0(t)$. This is called the Exponential Prediction (EP) of $R_0(t)$ and is denoted by $R_0 E(t)$. Eq. (3) and Eq. (4) have been implemented on $R_0 E(t)$ to obtain the corresponding total number of cases denoted by $Y1(t)$. Since Eq. (4) is exponential in nature, so is $Y1(t)$. $Y1(t)$ is cut off after first $n$ forecasts, where $n$ is suitably chosen. This subset of $Y1(t)$ is denoted by $Y2(t)$. MAPA is performed on $Y2(t)$ and forecasts are made for the remaining number of $(h - n)$
days. These forecasts are the EP of Y(t). The second way is performed so as to account for the case where \( R_0(t) \) may be almost constant or be increasing for a few days after the training is complete.

To allow for easier interpretation, the mean of the PP and EP is also calculated. This mean is called the Mean Prediction (MP) denoted by \( Y_M(t) = \frac{(Y_P(t)+Y_E(t))}{2} \) (cyan block, Fig. 1). If the MP is a better predictor of the actual number of cases, it will justify the need for the EP, PP and the MP itself.

### 2.4 Error Metrics

Estimation of model performance is essential to determine the accuracy and precision of both short- and long-term predictions. To estimate the performance of our strategy, Root mean squared (RMSE) and Mean Absolute Percentage Error (MAPE) were calculated to quantify the deviation of estimates to the actual value. Equations are defined in \( \text{Eq. 5-7} \).

#### a. RMSE:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (\text{observed}(i)-\text{predicted}(i))^2}{n}} \quad (\text{Eq. 5})
\]

We use the normalised RMSE (nRMSE), which is derived by dividing the RMSE by the mean of the actual data.

#### b. Percentage Error

\[
PE(t) = \left( \frac{\text{observed}(t)-\text{predicted}(t)}{\text{observed}(t)} \right) \quad (\text{Eq. 6})
\]

#### c. Mean Absolute Percentage Error:

It is the mean of the absolute values of PE for a set of \( n \) time points.

\[
MAPE = \frac{1}{n} \left( \sum_{t=1}^{n} |PE(t)| \right) \quad (\text{Eq. 7})
\]

### 2.5 Model Validation, Comparison and Use Case

In order to validate our strategy, the proposed workflow is performed on the state wise data from the first day of incidence or 14th March (whichever is later) in a region till 25th May, 2020 and predictions are made for the next 30 days, i.e. from 26th May, 2020 to 24th June, 2020 (Supplementary Table S1). Here \( h = 30, n = 7 \). It is to be mentioned here that no real data has been considered for modelling purposes after 25th May.

A comparison between ARIMA and MAPA was performed for India and the top 6 regions (Delhi, Gujarat, Madhya Pradesh, Maharashtra, Rajasthan and Tamil Nadu) with respect to the number of reported cases. Training was done till 30 April and forecasts were made for 30 days, from May 1 to May 30. Here \( h = 30, n = 7 \).

For the use case, the proposed workflow is performed on the state wise data from the first day of incidence in a region or 14th March (whichever is later) till 24th June, 2020 and
predictions are made for the next 45 days, i.e. from 25\textsuperscript{th} June, 2020 to 08\textsuperscript{th} August, 2020 (Supplementary Table S1). Here $h = 45$, $n = 7$. No real data is taken for modelling purposes after 24\textsuperscript{th} June. Here, ARIMA was performed using the \texttt{auto.arima} function from the \texttt{forecast package} in R after suitable data transformations and MAPA has been performed using the \texttt{mapa} function from the \texttt{MAPA package} in R.

Lakshadweep, Nagaland and Sikkim have not been considered in this study due to lack of data. COVID - 19 has not been reported in Lakshadweep yet and was first reported in Nagaland and Sikkim on 25\textsuperscript{th} May and 23\textsuperscript{rd} May respectively.

3. Results

3.1 Model development & validation

COVID - 19 dataset of all states was considered for training and testing. The proposed workflow provides two main prediction bands, one for the Principal Prediction (PP) (purple dots surrounded by yellow confidence bands of 99%, 90% and 80%) and one for Exponential Prediction (EP) (solid blue line surrounded by red confidence bands). The Mean Prediction (MP) (solid cyan line) is also depicted. Thegrey area in between these two bands is the transition zone (Fig. 2-6).

Based on the nature of the actual data from 26\textsuperscript{th} May to 15\textsuperscript{th} June, the 34 regions considered in this study (India, states and UTs) are categorised into 3 groups: A) Exponential, B) Rising and C) Plateauing. Some states were classified under an exception category, as the workflow was unable to capture the trends due to low order of magnitude of the data and/or lack of data. Principal prediction as such captures the underlying trend of data, whereas exponential prediction derived from $R_0$ value accounts for possible spurious cases (Fig. 2-6).

The range between the PP bands and the EP bands is called the transition zone. The MP lies right in the middle of the range. In this transition zone, a state reporting a spike in the number of cases can tread into exponential prediction zones. Noting the fact that a country continuously can never be in the exponential prediction zone, the number of cases may eventually stride into the transition zone then to the principal prediction zone. As mentioned before, the data coming from different regions may be dependent on different factors and hence the generalisation of a single band of EP, PP or MP for all regions may not be optimal. This has been demonstrated during the testing of the model performance. Box plots of the EP, MP and PP were compared with the actual data that depicts the cumulative number of reported cases; and percentage errors that are observed temporally for the validation period are depicted in Supplementary Fig. S1-S4. Out of the 34 regions, 10 regions were categorised as exceptions (Fig 6 - A, C, E, G, I, K, M, O, Q, S). For the remaining 24 regions, with respect to MAPE, for 9 regions the PP (MAPE in the range 1.14-22.7\%) performed better than EP and MP, for 9 regions the MP (MAPE in the range 2.23-19.38\%) performed better than PP and EP and for 6 regions the EP (MAPE in the range 5.09-13.84\%) performed better than PP and MP (Supplementary Table S2).
India is shown in Fig. 2. The number of cases is on the edge of the principal bands and the transition zone. Exponentially rising states are represented in Fig. 3. States included in this category did not show sudden spurt in COVID-19 cases till training. Strategy used captures this sudden rise. In the case of Delhi, Jharkhand, Tripura, West Bengal, Bihar and Assam (Fig. 3-G, K, S, U, C, E) this rise in number of cases can be attributed to the movement of stranded urban migrant labourers from the metropolitan cities such as Delhi (Economic Times 2020a), Bengaluru (Times of India 2020), Chennai (The Hindu 2020a), Mumbai (Times Now News 2020) and Thiruvananthapuram (The Hindu 2020b) who were severely affected due to lockdown and were transported back to their respective States via train. It is entirely possible that the migratory population moving away from the urban centres could have individuals who had contracted COVID-19 and remained asymptomatic during the journey and spread it to the co-passengers and some even carrying the virus to their respective villages (Hindustan Times 2020a). It has to be noted that the states screened the arriving passengers and mandated them to institutional and home quarantine. On the other hand, Delhi being the centre of health infrastructure for adjacent districts of Uttar Pradesh and Haryana, back and forth movement of people could have carried the virus to and fro. This evidence can be validated by the closure of borders of districts adjoining Haryana and Uttar Pradesh government (ThePrint.in 2020). In Karnataka, COVID-19 cases were rising steadily and Kerala showed signs of plateauing and the exponential rise in cases can be linked to internal migration and overseas Indian citizen expatriation. This could be noted as a probable second wave of COVID-19 in the state of Kerala. Karnataka’s case is curious. A sizable population from North Karnataka reside in various cities of Maharashtra namely, Mumbai, Pune, Solapur and Kolhapur, reverse migration resulted in formation of COVID-19 clusters in Kalburgi, Vijayapura and Belagavi (Hindustan Times 2020b; The Hindu 2020c; The New Indian Express 2020a).
Fig. 3: Model Training and Validation of COVID-19 cases along with Use Case Prediction for Group A States: Figure depicts Model Training (up to dotted line) and Validation for 30 days from 26th May to 24th June, 2020 by comparison of Actual number of cases (black line) with the Principal Prediction (purple circles in yellow confidence bands), Mean Prediction (MP, cyan line) and Exponential Prediction (blue line in red confidence bands) for (A) Andhra Pradesh, (C) Assam, (E) Bihar, (G) Delhi, (I) Jammu & Kashmir, (K) Jharkhand, (M) Karnataka, (O) Kerala, (Q) Telangana, (S) Tripura and (U) West Bengal; (B, D, F, H, J, L, N, P, R, T, V) depicts use case prediction for the subsequent 45 days for the duration 25th June to 08th August, 2020 for the same states respectively. The shaded background represents the 4 lockdowns (L1 to L4) and the first phase of opening (UL1).
Fig. 4 represents the Rising states which showed sustained increase in COVID-19 cases. This category includes states such as Maharashtra, Tamilnadu, Rajasthan, Punjab, Madhya Pradesh and Gujarat (Fig. 4 - I, Q, O, M, G, C) which saw a sudden increase in reporting of COVID-19 during the early phases of Lockdown 1.0 and Lockdown 2.0. Mode of spread of COVID-19 in these states are different. Maharashtra, Gujarat and Tamilnadu being industrialised states, movement of goods and people from the urban working centers such as Chennai, Mumbai City, Surat, Ahmedabad are the primary reason for the spread. Increased testing, tracing led to identification of 700 super-spreaders in Ahmedabad (Economic Times 2020b), whereas in Chennai’s largest wholesale market Koyambedu, testing led to identification of more than 1700 COVID-19 cases (Deccan Herald 2020). This market receives goods from several districts within Tamilnadu and neighbouring states, it is still possible that individuals exposed and infected in this market may have carried infection back to their districts. COVID-19 cases in Madhya Pradesh and Punjab infection started with religious congregations. To compound that in Punjab it was reported that a single super-spreader was responsible for quarantining around 26000 people from 20 villages (The New Indian Express 2020b). Rajasthan was among the initial states that reported COVID-19 infection, individuals returning from abroad were identified as a super-spreader which led to imposing of curfew in the town of Ramganj. Subsequently, the state saw spurt in COVID-19 cases in Jaipur, Bhilwara, Jodhpur and Bharatpur (Hindustan Times 2020c).
Fig. 4: Model Training and Validation of COVID-19 cases along with Use Case Prediction for Group B States: Figure depicts Model Training (up to dotted line) and Validation for 30 days from 26th May to 24th June, 2020 by comparison of Actual number of cases (black line) with the Principal Prediction (purple circles in yellow confidence bands), Mean Prediction (MP, cyan line) and Exponential Prediction (blue line in red confidence bands) for (A) Chandigarh, (C) Gujarat, (E) Himachal Pradesh, (G) Madhya Pradesh, (I) Maharashtra, (K) Odisha, (M) Punjab, (O) Rajasthan, (Q) Tamil Nadu and (S) Uttar Pradesh; (B, D, F, H, J, L, N, P, R, T) depicts use case prediction for the subsequent 45 days for the duration 25th June to 08th August, 2020 for the same states respectively. The shaded background represents the 4 lockdowns (L1 to L4) and the first phase of opening (UL1).
The Plateauing states are plotted in Fig. 5, which include Andaman and Nicobar Islands and Meghalaya (Fig. 5 - A, C). At the time of training these states showed signs of control over spread of COVID-19. In addition to these three groups, states that didn’t fall under any of these categories were classified under Exception (Fig. 6). This group consists of Goa, Haryana, Chhattisgarh, Uttarakhand, Union Territories and North-Eastern states (Fig. 6 - G, I, C, S, E, K, Q, A, M, O). Steep rise in COVID-19 cases neither occur till training nor the number of cases followed Exponential bands. This sudden change in the slope of the curve could be attributed to relaxation of lockdown and reverse migration.

Fig. 5: Model Training and Validation of COVID-19 cases along with Use Case Prediction for Group C States: Figure depicts Model Training (up to dotted line) and Validation for 30 days from 26th May to 24th June, 2020 by comparison of Actual number of cases (black line) with the Principal Prediction (purple circles in yellow confidence bands), Mean Prediction (MP, cyan line) and Exponential Prediction (blue line in red confidence bands) for (A) Andaman & Nicobar Islands and (C) Meghalaya; (B, D) depicts use case prediction for the subsequent 45 days for the duration 25th June to 08th August, 2020 for the same states respectively. The shaded background represents the 4 lockdowns (L1 to L4) and the first phase of opening (UL1).
Fig. 6: Model Training and Validation of COVID-19 cases along with Use Case Prediction for Exception States: Figure depicts Model Training (up to dotted line) and Validation for 30 days from 26th May to 24th June, 2020 by comparison of Actual number of cases (black line) with the Principal Prediction (purple circles in yellow confidence bands), Mean Prediction (MP, cyan line) and Exponential Prediction (blue line in red confidence bands) for (A) Arunachal Pradesh, (C) Chhattisgarh, (E) Dadra & Nagar Haveli and Daman & Diu, (G) Goa, (I) Haryana, (K) Ladakh, (M) Manipur, (O) Mizoram, (Q) Puducherry, (S) and Uttarakhand; (B, D, F, H, J, L, N, P, R, T) depicts use case prediction for the subsequent 45 days for the duration 25th June to 08th August, 2020 for the same states respectively. The shaded background represents the 4 lockdowns (L1 to L4) and the first phase of opening (UL1).

The predictions of $R_0(t)$ for the first and last date of validation are compared with the values obtained from the real data (Supplementary Table S3). At the start of validation, as many
as nine states showed $R_0$ above 1.57, highest among those were Gujarat and Maharashtra having values of 1.714 and 1.709 respectively. MAPA prediction closely matched $R_0$, closest among the three MAPA predictions was Principal prediction, closely matching the real $R_0$ value for six states and UTs. From the Actual data it is seen that fifteen states and UTs had $R_0$ value between 1.38 - 1.57, seven states and UTs between 1.19 - 1.38 and three between 1 - 1.19. It has to be noted from Supplementary Table S3, at the start of validation, value of $R_0$ was closer to Principal prediction barring few such as Assam, Tripura, Haryana, Telangana (Exponential prediction), Puducherry, Bihar, Odisha and Gujarat (Mean prediction). Mizoram is an exception as it had reported very few cases on 26th May, 2020, thereby $R_0$ remained 1 throughout the validation period for MAPA model.

Subsequently, high $R_0$ value decreased at the end of validation $R0$ for different states. Maharashtra reported the highest $R_0$ value of 1.563, Principal prediction predicted $R_0$ to be 1.559 which is closer to the actual value compared to Exponential Prediction (1.676) and Mean Prediction (1.618). Minimum was $R_0$ reported by Andaman and Nicobar Island. Overall, out of 34 states and UTs, Principal Prediction performed better for 13 states compared to 12 for Exponential and 9 for Mean prediction when compared with Actual $R_0$.

Many states and UTs see a drop in $R_0$ at the end of validation. Taking the difference of $R_0$ at the start and end of validation, we see that Gujarat and Madhya Pradesh report the biggest drop in $R_0$ value of 0.177 and 0.170 respectively. States classified in Exceptional category (except Chhattisgarh, Haryana and Uttarakhand) which did not see any rise in COVID-19 cases at the start of training, subsequently due to relaxation saw uptick in number of cases, thus leading to increase in $R_0$. Dadar and Nagar Haveli & Daman and Diu, Mizoram and Arunachal Pradesh see a rise in difference of $R_0$ to be 0.332, 0.276 and 0.244 respectively.

### 3.2 Model Comparison between ARIMA and MAPA

COVID-19 dataset of all states was considered for training and testing. A comparison between ARIMA and MAPA was performed for India and the top 6 regions with respect to the number of reported cases. The ARIMA model is the green line (Fig. 7). For Gujarat, Madhya Pradesh and Rajasthan (Fig. 7, C-D, E-F, I-J) ARIMA and the PP are similar in capturing the nature of the actual data with MAPE values in the range of 10-15%. For Delhi, Tamil Nadu and India (Fig. 7, A-B, K-L, M-N) the EP is better than ARIMA and PP with MAPE values of EP in the range of 6-16%. For Maharashtra (Fig. 7, G-H) the number of cases is in the transition zone making the MP the best predictor of the actual data as compared to PP and EP. This comparison demonstrates the need of the range spanned by PP-MP-EP to capture the nature of the data over a long duration and in all cases.
3.3 Use case prediction

After validation of our model for long term prediction, forecasting of cumulative number of COVID - 19 cases for 45 days (25th June to 08th August, 2020) was performed. States that were classified during validation were retained for prediction. Questions may arise regarding selection of Exponential or Principal band for Actual data during prediction. But it has to be noted that Actual curve will vary due to rampant spreading of the virus and the states will move from one band to another during the forecasting period.

Based on the nature of the actual data from 25th June to 01st July, the states of India are re-categorised into 3 groups: A) Exponential, B) Rising and C) Plateauing to accommodate for change in nature of the Exception group. Chhattisgarh, Manipur, Mizoram and Puducherry have been classified under Group A as these states see steep rise in reported cases and lower number base. During training and validation, data points for the above-mentioned states were minimum; therefore our pipeline was not able to provide correct predictions, hence classified under exceptional category. Likewise, Arunachal Pradesh, Goa, Haryana,
Ladakh and Uttarakhand have been classified under group B, these states see their COVID-19 numbers rising. Only Dadra and Nagar Haveli & Daman and Diu is the only exception hence retained in the exceptional group.

Error metrics for the validated forecast is presented in Supplementary Table S4. The predictions of $R_0(t)$ for the first and last date of use case are compared between the PP, MP and EP (Supplementary Table S5). At the end of the 45 days, i.e. on 08th August, the PP, MP and EP for all states and UTs $R_0$ is lesser than that on the first day, but is greater than 1. The PP and MP of $R_0$ for all states and UTs is less than 1.5. Maharashtra, Tamil Nadu, Delhi and Gujarat have the highest $R_0$ between 1.39 and 1.42 values indicating a drop in values in the range 0.099-0.143 over the course of the forecast while Andaman Nicobar Islands, Meghalaya, Mizoram and Chandigarh have lowest $R_0$ values between 1.17 and 1.22 indicating a drop in the range 0.05-0.09 over the course of the forecast.

According to our analysis and predictions, by 08th August India can expect 1.21-1.57 million cases, Maharashtra 0.31-0.53 million cases, Tamil Nadu 0.19-0.46 million cases, Delhi 0.24-0.36 million cases, Gujarat 0.054-0.056 million cases, Uttar Pradesh 0.047-0.06 million cases and West Bengal 0.034-0.074 million cases. (Supplementary Table S7, Fig. 2-6).
**Fig. 8: Total Number of reported COVID-19 Cases in India one day before each Lockdown phase:**

Figure depicts the distribution of the total number of reported COVID-19 cases grouped state-wise in India on (A) 24th March, 2020; (B) 14th April, 2020; (C) 03rd May, 2020; (D) 17th May, 2020; and (E) 31st May, 2020.
Fig. 9: Comparison of Total Number of reported COVID - 19 Cases in Indian states with the first and last date of Validation along with Forecast for 08th August, 2020: Figure depicts the comparison of the total number of reported COVID - 19 cases grouped state wise in India on 26th May, 2020 with the (A) Total number of cases, (B) Exponential Prediction (EP), (C) Mean Prediction (MP) and(D) Principal Prediction (PP); on 24th June,2020 with (E,F,G,H) for Total number of cases, EP, MP and PP respectively; Forecast for 08th August, 2020 with (I,J,K) for EP, MP and PP respectively.
4. Discussions

In this study, we propose a strategy to predict the expected number of positive COVID-19 cases for 45 days ahead using a data-driven approach. Here, using the MAPA, we provide the range of values from our principal prediction to the exponential prediction that provides an idea of the exact range where the number of cases may lie assuming that no drastic changes in nature (rate) of the calculated $R_0(t)$ occur during this period.

The model has been validated for 30 days prediction for the period 26th May, 2020 to 24th June, 2020 and then forecasts have been made for the period 25th June, 2020 to 08th August, 2020. In addition to our validation, we further report a verification of our forecasts with the recent available data from 25th June to 06th July, 2020. Here we observe that, out of the 34 regions (India, states & UT) in the study, for 4 states, the EP is performing better than MP and PP with MAPE values in the range 0.82-9.46%. For 8 states the MP is performing better with MAPE in the range 1.46-7.78%. For the remaining 22 regions, the PP is performing better than EP and MP with MAPE values in the range 0.99-10% for 20 of these regions (Supplementary Table S4, Supplementary Table S6). Based on this verification the PP, EP or MP can be chosen for the respective states. For $R_0$, a similar verification is done. Here it is noted that for all states and UTs, the MAPE values are in the range of 0.027-1.14%. Only for 3 regions (Gujarat, Karnataka and Puducherry) the EP is performing better than MP and PP. For 9 regions the MP is best (India, Andhra Pradesh, Arunachal Pradesh, Assam, Dadra and Nagar Haveli, Goa, Maharashtra, Tamil Nadu and Telangana). For the remaining 22 regions the PP is performing the best. For all 34 regions, the $R_0$ has been decreasing, but is still above 1.

Fig. 8 shows the heat map of the total number of cases state wise one day before each phase of the lockdown and the first unlock. Here we observe that the total number of cases have been increasing uniformly throughout each phase of lockdown. Nevertheless, through each phase of lockdown, the Government of India has intended to prevent the spread of COVID - 19 in the population. Fig. 9 (A, B, C, D, E, F, G, H) shows the heat map comparison between the first and last days of validation. Given the sheer population of India, it would not have been possible to mitigate the spread of the virus especially if it is carried from urban centres to the rural setting where medical infrastructure is scanty. The time thus sought using lockdown has been utilised to create awareness among the citizens regarding onset and symptoms of COVID - 19, benefit of masks and social distancing to control the spread. In addition, medical infrastructures such as hospital beds, ventilators, testing equipment were ramped to meet the rising cases (Hindustan Times 2020d; LiveMint 2020; The Hindu 2020d). Meanwhile, under the aegis of Ministry of Textile and Ministry of Commerce production of Personal Protective Equipments were increased from producing 47000 kits annually to 450000 per week (India News Briefing 2020) by involving Khadi and Village Industries Commission, Micro, Small and Medium Enterprises. As of 28th June, 2020 India stands 4th globally in number of COVID - 19 cases, given the costs the lockdown has come with (Economic, Human), nonetheless it has helped the Government of India to establish various infrastructure in a short period of time to mitigate the long-term damages that could have been caused if COVID - 19 spread was unchecked. Delhi, Gujarat, Maharashtra and Tamil Nadu have been in the top 5 states with highest number of reported cases throughout each phase of lockdown (Fig. 8, A-D) and naturally during the course of unlock (Fig. 8.E) as well. Although Kerala witnessed one of the first cases in the country
(Fig. 8.A) the state was able to control the number of cases throughout the course of the lockdown (Fig. 8 - B, C, D, E). Uttar Pradesh is the most densely populated state in India, but has not reported many cases (Fig. 8 - A, B, C, D, E). Recently it has seen a surge. This may be attributed to low testing rates earlier during infrastructure ramp-up.

Additionally, in this study, we have also tried to compare the long-term prediction results using our strategy against ARIMA and error minimization technique (Tinani et al. 2020; Rafiq et al. 2020). Here we are able to show that the range provided by our strategy is able to capture long term movement of the number of cases. Further, the EP, MP or PP predicts the actual number of cases with better accuracy (Supplementary Table S8). Selection of PP, MP or EP can be made by verification with real data a few days into the long forecast period.

However, one major shortcoming of this strategy is that the workflow can sometimes provide a large range of values in some cases depending on the nature of the EP. Also, in some exceptional cases, sudden changes in the number of new cases may sometimes not be detected even with the EP. In the future, an adaptive extension to the workflow may be included that will help to update the model every few days. A further improvement to the EP can be made by updating the $v$ and $f$ values state wise, if available.

Nevertheless, this strategy with the help of the $R_0$ values effectively captures the range spanned by PP-MP-EP within which the total number of cases will lie for the next 45 days. This will help with better insights and serve overall as a tool for decision makers that will aid them with planning more than a month in advance.
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