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Abstract

Now a days, Internet plays a major role in our day to day activities e.g., for online transactions, online shopping, and other network related applications. Internet suffers from slow convergence of routing protocols after a network failure which becomes a growing problem. Multiple Routing Configurations [MRC] recovers network from single node/link failures, but does not support network from multiple node/link failures. In this paper, we propose Enhanced MRC [EMRC], to support multiple node/link failures during data transmission in IP networks without frequent global re-convergence. By recovering these failures, data transmission in network will become fast.
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1. INTRODUCTION

The demand on the Internet has been increased by transforming it from a special purpose network to a common platform for many online services such as online transactions, entertainment and for other e-commerce applications. Internet suffers from slow convergence of routing protocols after a network failure. The central goal in the Internet is the ability to recover from failures [1]. Generally in IP networks, when a node/link failure occurs, the IGP routing protocols like OSPF are used to update the forwarding information based on the changed topology and the updated information is distributed to all routers in the network domain and each router individually calculates new valid routing tables.

The IGP convergence process is slow, as it is reactive i.e., it reacts to a failure after it has happened, and global i.e., it involves all the routers in the domain. This global IP re-convergence is a time consuming process, and a link/node failure is followed by a period of routing instability which results in packet drop. This phenomenon has been studied in both IGP [2] and BGP context [3], and has an adverse effect on real-time applications [4]. Though the different steps of the convergence of IP routing, i.e., detection, dissemination of information and shortest path calculation has been optimized, the convergence time is still too large for applications with real time demands [5]. Since most network failures are short lived [6], too rapid triggering of the re-convergence process can cause route flapping.

Multiple Routing Configurations [MRC] [7] is a proactive and local protection mechanism that allows fast recovery. When a failure is detected, MRC forwards the packets over pre-configured alternative next-hops immediately. Since no global re-routing is performed, fast failure detection mechanisms like fast hellos or hardware alerts can be used to trigger MRC without compromising network stability [8]. The shifting of recovered traffic to the alternative link may lead to congestion and packet loss in parts of the network [9]. Ideally, a proactive recovery scheme should not only guarantee connectivity after a failure, but also do so in a manner that does not cause an
unacceptable load distribution. This requirement has been noted as being one of the principal challenges for pre-calculated IP recovery schemes [10]. MRC is a proactive routing mechanism, and it improves the fastness of the routing but it does not protect network from multiple failures. It can protect only from the single link/node failures. Hence, in this paper, using the timeslot mechanism, we propose Enhanced Multiple Routing Configurations [EMRC] for fast multiple nodes/links failure recovery.

2. ENHANCED MULTIPLE ROUTING CONFIGURATIONS

2.1 Motivation
Even though the MRC provides an elegant and powerful hybrid routing framework, it doesn’t protect the network from multiple failures and MRC is expensive as it requires more number of backup configurations. Hence, EMRC is designed to support multiple failures by utilizing time slot mechanism and less number of backup configurations.

2.2 Basic idea of EMRC
The basic idea of EMRC is as follows: Each source to destination transmission maintains original route. First shortest path is taken as an original route. These shortest paths are calculated by using the OSPF algorithm. Initially, data packets will be transmitted using this original route. In this source to destination transmission, any sudden occurrence of node or link failure happens, total transmission is collapsed. At this time EMRC uses the timeslot mechanism. If a failure is occurred we will give the timeslot, means give some time to failure recovery before changing the route. Within the timeslot, if the failure is recovered then data is transmitted by using the original route only and if the failure is not recovered, then the data is transmitted by using the backup route and send the probing for failure recovery. During the backup route transmission, if failure is recovered, then backup route transmission is stopped and again reuses the original route. By reusing the original route we can improve the fastness of routing, since the backup route is longer than the original route.

2.3 EMRC Approach
EMRC is a threefold approach. First, a set of backup configurations are created, such that every network component is excluded from packet forwarding in one configuration. Second, for each configuration, a routing algorithm like OSPF is used to calculate configuration specific shortest paths and create forwarding tables in each router. Third, a forwarding process is designed which uses the backup configurations to provide fast recovery from a component failure.

2.4 Generating Backup Configurations
For generating backup configurations, we adopt an algorithm proposed by Hansen [7]. Our algorithm takes as input the directed graph $G$ and the number $n$ of backup configurations that is intended created. The algorithm will typically be run once at the initial start-up of the network, and each time a node or link is permanently added or removed. We use the notation shown in TABLE1.EMRC configurations are defined by the network topology, which is the same in all configurations, and the associated link weights, which differ among configurations. We formally represent the network topology as a graph $G = (N, A)$, with a set of nodes $N$ and a set of links $A$. In order to guarantee single-fault tolerance, the topology graph $G$ must be bi-connected. A configuration is defined by this topology graph and the associated link weight function:

Definition: A configuration $C_i$ is an ordered pair $(G, W_i)$ of the graph $G$ and a function $W_i : A \rightarrow \{1, \ldots, W_{\text{max}}, \infty\}$ that assigns an integer weight $W_i(a)$ to each link $a \in A$.

We distinguish between the normal configuration $C_0$ and the backup configurations $C_i$, $i > 0$. In the normal configuration $C_0$, all links have “normal” weights $W(a) \in \{1, \ldots, W_{\text{max}}\}$. We assume that $C_0$ is given with finite integer weights. EMRC is agnostic to the setting of the link weights in $C_0$. In the backup configurations, selected links and nodes must not carry any transit traffic. Still, traffic must be able to depart from and reach all operative nodes. These traffic regulations are imposed by assigning high weights to some links in the backup configurations.
Definition: A link $a \in A$ is isolated in $C_i$ if $W_i(a) = \infty$.

Definition: A link $a \in A$ is restricted in $C_i$ if $W_i(a) = W_r$.

| Notation | Description |
|----------|-------------|
| $G = (N,A)$ | Graph with set of nodes $N$ and set of links $A$ |
| $C_i$ | The graph having link weights as in configuration $i$ |
| $S_i$ | The set of isolated nodes in configuration $C_i$ |
| $B_i$ | The backbone in configuration $C_i$ |
| $A(u)$ | The set of links from node $u$ |
| $(u,v)$ | The directed link from node $u$ to node $v$ |
| $P_i(u,v)$ | A given shortest path between nodes $u$ and $v$ in $C_i$ |
| $N(p)$ | The nodes on path $p$ |
| $A(p)$ | The links on path $p$ |
| $W_i(u,v)$ | The weight of the link $(u,v)$ in configuration $C_i$ |
| $W_i(p)$ | The total weight of the links in path $p$ in configuration $C_i$ |
| $W_r$ | The weight of a restricted link |
| $n$ | The number of backup configurations to be generated |

TABLE 1: Notation

Isolated links do not carry any traffic. Restricted links are used to isolate nodes from traffic forwarding. The restricted link weight $W_r$ must be set to a sufficiently high, finite value to achieve that. Nodes are isolated by assigning at least the restricted link weight to all their attached links. For a node to be reachable, we cannot isolate all links attached to the node in the same configuration. More than one node may be isolated in a configuration. The set of isolated nodes in $C_i$ is denoted $S_i$, and the set of normal (non-isolated) nodes $S_n = N \setminus S_i$.

The purpose of the restricted links is to isolate a node from routing in a specific backup configuration $C_i$, such as node 5 in FIGURE 1.a. In many topologies, more than a single node can be isolated simultaneously. In the example in FIGURE 1.b, three nodes and three links are isolated. Restricted and isolated links are always given the same weight in both directions. EMRC guarantees single-fault tolerance by isolating each link and node in exactly one backup configuration. In each configuration, all node pairs must be connected by a finite cost path that does not pass through an isolated node or an isolated link. A configuration that satisfies this requirement is called valid.

Termination: The algorithm runs through all nodes trying to make them isolated in one of the backup configurations and will always terminate with or without success. If a node cannot be isolated in any of the configurations, the algorithm terminates without success. However, the algorithm is designed so that any bi-connected topology will result in a successful termination, if the number of configurations allowed is sufficiently high.

Complexity: The complexity of the proposed algorithm is determined by the loops and the complexity of the connected method. This method performs a procedure similar to determining whether a node is an articulation point in a graph, bound to worst case $O(|N|+|A|)$. Additionally, for each node, we run through all adjacent links, whose number has an upper bound in the maximum node degree $\Delta$. In the worst case, we must run through all $n$ configurations to find a
configuration where a node can be isolated. The worst case running time for the complete algorithm is then bound by $O(n^\Delta |N| |A|)$.

2.5 Forwarding Procedure for EMRC

When we want to transmit any data from source to destination in the network, first we identify the source node and destination node, after that we look at the shortest path in between them in the original routing table and the data packets are transmitted by using that shortest route. When a data packet reaches a point of failure, the node adjacent to the failure, called the detecting node stops the transmission. At that time, the detecting node gives the timeslot to failure recovery before shifting to the backup route. Within the timeslot, if the failure is recovered then data is transmitted by using the original route only and if the failure is not recovered, then the detecting node is responsible for finding a backup configuration where the failed component is isolated. The detecting node marks the packet as belonging to this configuration, and forwards the packet. From the packet marking, all transit routers identify the packet with the selected backup configuration, and forward it to the egress node avoiding the failed component. Packet marking is most easily done by using specific values in the DSCP field in the IP header. If this is not possible, other packet marking strategies like IPv6 extension headers or using a private address space and tunneling [11] could be used. During the backup route transmission, the detecting node sends the probing signals for failure recovery and if failure is recovered, then backup route transmission is stopped and the data packets are transmitted by reusing the original route. By reusing the original route we can improve the fastness of routing, since the backup route is longer than the original route. If a failure lasts for more than a specified time interval, a normal re-convergence will be triggered. EMRC does not interfere with this convergence process, or make it longer than normal. However, EMRC gives continuous packet forwarding during the convergence, and hence makes it easier to use mechanisms that prevents micro-loops during convergence, at the cost of longer convergence times [12]. If a failure is deemed permanent, new configurations must be generated based on the altered topology.
2.6 Comparison of MRC and EMRC

EMRC is developed from MRC. So, all the processes in EMRC such as backup route finding, shortest path finding and forwarding is same as the MRC. These all are explained and compared by using the following in FIGURE 3 and FIGURE 4.

As shown in FIGURE 3, we want to transmit the data from node 1 to node 0 by using the shortest path. Hence, in FIGURE 3 the source node is 1 and destination node is 0 and the shortest route is 1-4-5-0. 1-4-5-0 route is taken as a original route. Another route i.e. 1-4-7-0 is a backup configuration, where the node 5 is isolated. In original route, at middle of the transmission, any sudden occurrence of failure of node 5, data transmission is stopped at node 4. At that time MRC selects the backup route i.e. 1-4-7-0 and transmit the data to destination. By using the backup route, total transmission time increases and fastness of the routing decreases.

Using EMRC, at the time of failure of node 5, it gives the timeslot for failure recovery before shifting to the backup route i.e. 1-4-7-0. Within the timeslot if the failure is recovered, then the data is transmitted by using the original route i.e. 1-4-5-0 only. If the failure is not recovered, then the transmission is shifted to the backup route i.e. 1-4-7-0. During the time of backup route transmission we send the probes for failure recovery to the node 5. If at any time, failure is
recovered, we again reuse the original route i.e. 1-4-5-0 and backup route transmission is stopped. In EMRC, by using the timeslot and reusing mechanism, we can improve both i.e. fastness of routing and as well as data transmission.

3. EXPERIMENTAL WORK

The Enhanced Multiple Routing Configurations (EMRC) scheme is implemented in C++ and TCL (Tool Command Language) by using “ns-allinone-2.30” tool and the whole experiment is carried out on the LINUX operating system.

The following FIGURE 5.1 shows the process of simulation in which we have to observe the simulation time as well as the nodes advertising themselves.

![FIGURE 5.1: Screenshot of nodes advertising themselves.](image)

The following FIGURE 5.2 shows the route discovery process to the destination. In this process every node tries to know the nearest neighbours for finding the shortest route.
FIGURE 5.2: Screenshot of route discovery process.

The following FIGURE 5.3 represents the process of sending acknowledgements to senders after receiving request or data i.e., node 6 send acknowledgements to node 5 and node 13.

FIGURE 5.3: Destination node sends acknowledgements to the best routes.

The following FIGURE 5.4 represents the node 4 receiving the packet from node 14 and sending the acknowledgement to node 14. After that node 4 send data to node 5.
FIGURE 5.4: Receives the packet and send acknowledgement to the source.

From the following FIGURE 5.5, one can observe that the node 4 is out of range from node 14 i.e. node 4 is a failure node. So node 14 gives timeslot for failure recovery.

FIGURE 5.5: Movement of node 4 out of range of node14, breakage of best route.

From the following FIGURE 5.6, one can observe that within the timeslot, node 4 is not recovered from failure. So, the node 14 transmits the data by using the backup route and probes for node 4 from failure recovery.
The following FIGURE 5.6 shows the selection of backup route and probing for node 4.

The following FIGURE 5.7 shows the selection of backup route in the trace file.

```
break
Node 14 = i didn't receive ack
Main Route Failure
sending packet through Backup Route

Sending through backup route
Route ::
10
14
12
13
15
7
6
Route ::
10
14
12
13
15
7
6
s - t 3.914209689
hs 14
hd 12
ni 14
nx 120.00
ny 420.00
nz 0.00
ne -1.000000
nl rtr
nw .....
ma 0
md 0
ms 0
mt 0
ls 14.255
ld 12.255
it amrc
ll 1044
lf 0
li 52
lv 32

Probing for node 4
0
r - t 3.923975329
hs 12
hd 12
ni 12
nx 250.00
ny 320.00
nz 0.00
ne -1.000000
nl rtr
nw .....
```

The following FIGURE 5.8 shows that after the recovery of node 4 from failure, it sends the reply to the node 14 for the probing signal.
FIGURE 5.8: Sending the reply to node 14 for the probing signal after the node 4 is recovered from failure.

The following FIGURE 5.9 shows the use of recovered original route after the node 4 is recovered from failure.

FIGURE 5.9: Reconstruction of the original route.

The following FIGURE 5.10 shows the reconstruction of original route after the node 4 failure recovery in the trace file.
From the experimental results we obtained, the following graphs (FIGURE 6.1 and FIGURE 6.2) can be drawn which represents the comparison between MRC and EMRC for the time taken to transmit the data from source to destination. In this graph, X-axis represents the packets that are transmitted in the network and Y-axis represents the time taken in seconds for transmission of each packet. The graph shows that the packets are transmitted using the backup route (long route) in MRC and original route (short route) in EMRC after link/node failure recovery which shows that the performance of the EMRC scheme is better than the MRC scheme.

In this graph, X-axis represents the number of packets transmitted in the network and Y-axis represents the average time taken for each packet transmission in seconds. The graph shows that the average time taken for each packet transmission in MRC is more than that of in EMRC which shows that the EMRC scheme is more efficient than the MRC scheme.

FIGURE 5.10: Reconstruction of the original route, see from the trace file.

FIGURE 6.1: Time taken for transmission of each packet in MRC and EMRC.
4. CONCLUSIONS
Multiple Routing Configurations [MRC] recovers network from single node and link failures, but does not support for multiple node/link failures. Enhanced Multiple Routing Configurations [EMRC] is an approach to achieve fast recovery from multiple failures in IP Networks by using the timeslot mechanism. EMRC is based on providing the routers with additional routing information, allowing them to forward packets along routes that avoid a failed component. EMRC guarantees recovery from any failures in source to destination transmission, by calculating the alternate backup configurations in advance.

After the occurrence of original route failure, it is not discarded before completion of timeslot. Within the timeslot, if the failure is recovered, data is transmitted by using the original route. If the failure is not recovered; data is transmitted by using the backup route. During this transmission at any time, if the original route is recovered, data transmission using backup route is stopped and again shifted to the original route. By using this configuration one can improve the fastness of failure recovery and data transmission. EMRC thus achieves fast recovery with a very limited performance penalty.

EMRC does not take any measures towards a good load distribution in the network in the period when traffic is routed on the recovery paths. Existing work on load distribution in connectionless IGP networks has either focused on the failure free case or on finding link weights that work well both in the normal case and when the routing protocol has converged after a single link failure. Hence, EMRC leaves more room for optimization with respect to load balancing.

In spite of these encouraging results, this configuration is not to explain some of the issues those are like that this configuration can’t develop for some multiple data failures at a time like occurrence of isolated nodes. It is recovered by improving the efficiency of isolated nodes by using the isolated links as restricted links.

5. REFERENCES
[1] D. Clark. “The design philosophy of the DARPA internet protocols.” in Proc. SIGCOMM ’88, 1988, pp. 106-114.

[2] A. Basu and J.G. Riecke. “Stability issues in OSPF routing.” in Proc. ACM SIGCOMM, 2001, pp. 225–236.

[3] C. Labovitz, A. Ahuja, A. Bose, and F. Jahanian. (2001, June). “Delayed internet routing convergence.” IEEE/ACM Trans. Networking, 9(3), pp. 293–306. Available: http://portal.acm.org/citation.cfm?doid=347059.347428 [Jan. 10, 2011]
[4] C. Boutremans, G. Iannaccone and C. Diot. “Impact of link failures on VoIP performance.” in Proc. Int. Workshop on Network and Operating System Support for Digital Audio and Video, 2002, pp. 63-71.

[5] P. Francois, C.Filisfils, J. Evans and O. Bonaventure. (July 2005). “Achieving sub-second IGP convergence in large IP networks.” SIGCOMM Comput. Commun. Rev. 35(3), pp. 35-44. DOI=10.1145/1070873.1070877. [Mar. 15, 2011]

[6] A. Markopoulou, G. Iannaccone, S. Bhattacharyya, C.N. Chuah and C. Diot, (August 2008). “Characterization of failures in an IP backbone network,” IEEE/ACM Trans. Netw. 16(4) pp. 749-762. DOI=10.1109/TNET.2007.902727. [Mar. 25, 2011]

[7] A. F. Hansen, T. Cicic, S. Gjessing, A. Kvalbein, and O. Lysne. (April 2009). “Multiple Routing Configurations For Fast IP Network Recovery,” IEEE/ACM Trans. Netw. 17(2), pp. 473-486. DOI=10.1109/TNET.2008.926507. [June. 25, 2010]

[8] S. Nelakuditi, S. Lee, Y. Yu, Z.-L. Zhang, and C.-N. Chuah. (April 2007). “Fast local rerouting for handling transient link failures,” IEEE/ACM Trans. Netw. 15(2), pp. 359-372. DOI=10.1109/TNET.2007.892851. [Aug. 25, 2010]

[9] S. Iyer, S. Bhattacharyya, N. Taft, and C. Diot. “An approach to alleviate link overload as observed on an IP backbone.” in Proc. IEEE INFOCOM, 2003, pp. 406–416.

[10] S. Rai, B. Mukherjee, and O. Deshpande. (Oct. 2005). “IP resilience within an autonomous system: Current approaches, challenges, and future directions.” IEEE Commun. Mag. 43(10), pp. 142–149.

[11] S. Bryant, M. Shand, and S. Previdi. “IP fast reroute using not-via addresses.” Internet Draft (work in progress), draft-ietf-rtgwg-ipfrrnotvia-addresses-01, 2007.

[12] P. Francois, M. Shand, and O. Bonaventure. “Disruption free topology reconfiguration in OSPF networks.” in Proc. IEEE INFOCOM, 2007, pp. 89–97.