Multi-UAV Collaborative Sensing and Communication: Joint Task Allocation and Power Optimization

Kaitao Meng, Member, IEEE, Xiaofan He, Senior Member, IEEE, Qingqing Wu, Senior Member, IEEE, and Deshi Li

Abstract—Due to the features of on-demand deployment and flexible observation, unmanned aerial vehicles (UAVs) are promising for serving as the next-generation aerial sensors by using their onboard sensing devices. Compared to a single UAV with limited sensing coverage and communication capability, multi-UAV cooperation is able to realize more effective sensing and transmission (S&T) services, and delivers the sensory data to the control center more efficiently for further analysis. Nevertheless, most existing works on multi-UAV sensing mainly focus on mutually exclusive task allocation and independent data transmission, which did not fully exploit the benefit of multi-UAV sensing and communication. Motivated by this, we propose a novel multi-UAV cooperative S&T scheme with overlapped sensing task allocation. Although overlapped task allocation may sound counter-intuitive, it can actually foster cooperative transmission among multiple UAVs through a virtual multi-antenna system and thus reduce the overall sensing mission completion time. To obtain the optimal task allocation and transmit power of the proposed scheme, a mission completion time minimization problem is formulated. To solve this problem, a condition that specifies whether it is necessary for the UAVs to perform overlapped sensing is derived. For the cases of overlapped sensing, this time minimization problem is transformed into a monotonic optimization and is solved by the generic Polyblock algorithm. To efficiently evaluate the mission completion time in each iteration of the Polyblock algorithm, new auxiliary variables are introduced to decouple the otherwise sophisticated joint optimization of transmission time and power. While for the degenerated case of non-overlapped sensing, the closed-form expression of the optimal transmission time is derived, which provides insights into the optimal solution and facilitates the design of an efficient double-loop binary search algorithm to optimally solve the degenerated problem. Finally, simulation results demonstrate that the proposed scheme significantly reduces the mission completion time over benchmark schemes.

Index Terms—Multi-UAV, sensing, task allocation, virtual multi-antenna, cooperative transmission, monotonic optimization.

I. INTRODUCTION

D RIVEN by its high mobility and flexibility, unmanned aerial vehicle (UAV) is expected to play an increasingly important role in future sensing systems to provide larger sensing coverage, more flexible observation, and richer target information [1], [2], [3]. In particular, sensor-equipped UAVs can act as data providers to perform sensing tasks in areas that are difficult to reach by terrestrial vehicles, such as disaster rescue, power-line inspection, aerial 3D reconstruction, etc [4], [5]. Benefited from the line-of-sight (LoS)-dominated channels of cellular-connected UAVs [6], the collected sensory data can be directly transmitted to the base station (BS) more efficiently via wireless communications, instead of forcing UAVs to fly back to the control centers. In this way, faster mission response can be achieved as compared to the traditional data collection systems [7], [8]. Nonetheless, due to its limited sensing and communication capabilities, single-UAV sensing may not perform well, especially when multiple geographically distributed tasks are involved [9], [10]. Therefore, there is an urgent need to develop multi-UAV cooperative sensing and transmission (S&T) mechanisms that can provide more effective data collection and transmission services [11].

In the literature, the idea of using UAV-relay to improve the latency performance in multi-UAV sensing and communication systems has been widely explored [12], [13], [14]. For example, a multi-UAV collaboration S&T scheme was developed in [12], where the sensory data was transmitted in a store-and-forward mode along minimum latency paths to satisfy the predefined latency requirements. In [13], a cooperative multi-UAV transfer and relay protocol was proposed to maximize the uplink sum-rate by optimizing the channel allocation and UAV flight speed. Moreover, the sensory data collected by
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one sensing UAV can be compressed and transmitted to the BS through the cooperation of multi-hop relay UAVs, and the compression ratio and UAV location can be jointly optimized to improve the data freshness [14]. Although employing UAVs to relay sensory data can reduce communication latency, such dedicated utilization of UAVs as relays will inevitably lead to lower sensing efficiency. On the other hand, relay communication requires each UAV to amplify/decode the received signal from the previous hop before sending it to the next UAV, which unfavorably brings transmission noise and delay [15]. Besides relay communication, the cooperative transmission via distributed multi-antenna technique is another effective way to improve the communication capability of multi-UAV systems [16], [17], [18], [19]. Specifically, when multiple UAVs possess identical sensory data, they can form a virtual multi-antenna system in the sky and transmit cooperatively to improve communication performance. For instance, multiple UAVs equipped with a single antenna can work as a coordinate multipoint (CoMP) system to enhance interference mitigation and maximize the network throughput by exploiting the high mobility of UAVs [20]. The authors in [21] studied a multi-UAV-based antenna array system where the service time is minimized by optimizing the wireless transmission time as well as the movement time of UAVs. Moreover, in [22], authors proposed a UAV swarm backhaul scheme with high multiplexing gain, where UAV’s positions are jointly optimized to enhance the channel gain of the virtual multiple-input and multiple-output (MIMO) backhaul links. Besides, UAV swarm-enabled virtual MIMO communications were investigated with consideration of physical layer security in [23] and practical features of signal propagation in [24], respectively. However, the mechanisms considered in [18], [19], [20], [21], [22], [23], and [24] generally require explicit data sharing among multiple UAVs before cooperative transmission, causing extra time and energy consumption.

In multi-UAV cooperative sensing and communication systems, effective task allocation can further reduce mission completion time [25], [26], [27]. Especially, UAVs with high mobility can provide new degrees of freedom to flexibly assign the sensing tasks and form a dynamic sensor team [28]. It is worth noting that the conventional wisdom of sensing task allocation is to prevent UAVs from repeating the same tasks, since it is commonly believed that such task allocation strategies can improve the efficiency of data acquisition and enlarge sensing coverage [29], [30], [31], [32], [33], [34], [35]. For example, a UAV swarm-based hierarchical network architecture was developed to jointly schedule sensing, computing, and communication resources, thereby reducing the delay caused by overlapping sensing operations [29]. In [30], multiple UAVs and ground vehicles are employed to cooperatively perform inspection tasks in parallel, thereby enhancing efficiency and expanding service areas. In [31], a cooperative crowd sensing mechanism is developed, by employing multiple UAVs to perform tasks in different sub-regions simultaneously, so as to improve energy efficiency. A novel joint sensing and communication scheme was proposed in a multi-UAV cooperation system to simultaneously conduct radar sensing and sensing data transmission, where the sensing mission is allocated to the UAVs without overlapped tasks [32]. In [33], two multi-UAV-enabled collaborative data collection methods were proposed, where each UAV collects data from sensors in the disjoint cluster. In [34], the sensory data collected by each UAV is transmitted through the UAV-to-device link or the UAV-BS link independently according to the communication channel gain. However, with these conventional task allocations, the UAVs often hold different sensory data and cannot form a virtual multi-antenna system for efficient collaborative transmission.

Motivated by the above, a multi-UAV cooperative S&T mechanism with overlapped task allocation is proposed in this work. Specifically, in the proposed scheme, part of the mission (termed common task) is repetitively allocated to all the UAVs. In this way, the UAVs can form a virtual multiple-input and single-output (MISO) system [36] without using extra communications to share sensing data among each other, and cooperatively transmit the sensory data of the common task to the BS, as shown in Fig. 1. To the best of our knowledge, this work is among the first to reveal the benefits of overlapped sensing task allocation for multi-UAV cooperative S&T systems. With proper optimization, the gain in data transmission rate will override the loss due to overlapped task allocation, eventually leading to a reduction of the overall mission completion time. To minimize the mission completion time, the task allocation and transmit power of the proposed scheme are jointly optimized under energy budget constraints. Nevertheless, solving the resulting problem (c.f. (P1) in Section II-B) is highly non-trivial. First, to increase the transmission rate, one may increase the portion of the common task to promote cooperative transmission, which however, may unfavorably increase the total workload (e.g., sensing time) and energy consumption [37]. This implies a fundamental trade-off between sensing time and transmission time, and hence the portion of the common task needs to be optimized properly. Furthermore, task assignment/association and transmit power allocation are tightly coupled and lead to non-convex constraints. In addition, due to the information-causality constraint of sensory data, the objective function has a complicated multi-level nesting structure. To overcome the above technical challenges, a necessary condition for multi-UAV overlapped sensing is analyzed. For the general cases of overlapped sensing, the resulting problem is transformed into a monotonic optimization (MO) and is solved by the generic Polyblock algorithm. To efficiently evaluate the mission completion time in each iteration of the Polyblock algorithm, new auxiliary variables are introduced to decouple the sophisticated joint optimization of transmission time and power. While for the degenerated case of
TABLE I

| Notation   | Physical meaning                                |
|------------|------------------------------------------------|
| $T$        | Total mission completion time                  |
| $P_{th}$   | Transmit power of cooperative transmission     |
| $P_{in}$   | Transmit power of independent transmission     |
| $h_m$      | Channel gain of UAV $m$                        |
| $T_{co}$   | Cooporative transmission time                  |
| $T_{in}$   | Independent transmission time of UAV $m$       |
| $\beta$    | Total workload of the entire mission           |
| $\omega_m$ | Individual sensing task ratio of UAV $m$       |
| $E_m$      | Energy consumption of UAV $m$                  |

non-overlapped sensing, an efficient double-loop binary search algorithm is proposed to optimally solve the resulting problem and the closed-form expression of the optimal transmission time is derived.

The main contributions of this work are summarized as follows:

- We propose a novel multi-UAV cooperative S&T scheme to minimize the mission completion time. This scheme reveals the potential benefits of overlapped sensing for multi-UAV cooperative transmission, which implies an important insight into sensing-assisted communication and provides more flexibility for balancing sensing and communication in multi-UAV cooperative S&T schemes.
- To solve this problem, we derive a necessary condition for overlapped sensing. For the general overlapped sensing cases, the problem is transformed into an MO problem, where the transmit power is optimally obtained by introducing new auxiliary variables and decoupling the transmit time and power. For the degenerated case of non-overlapped sensing, the optimal transmission time for a given task allocation is derived in closed-form, and a double-loop binary search algorithm is proposed to optimally solve the degenerated problem.
- Finally, through simulations, it is observed that the UAVs tend to raise the portion of the common task when the sensing data acquisition time is short and the energy budget is high, and also that the proposed scheme can significantly reduce the overall mission completion time.

The rest of this paper is organized as follows. In Section II, the problem formulation and system model are presented. In Section III, a necessary condition of overlapped sensing and a sufficient condition of fully overlapped sensing are analyzed. The proposed algorithms for the cooperative S&T scheme are developed in Section IV. In Section V, simulation results are presented. Finally, conclusions and future works are discussed in Section VI.

II. PROBLEM FORMULATION AND SYSTEM MODEL

In this section, the proposed multi-UAV cooperative S&T scheme is presented first, followed by the formulation of the mission completion time minimization problem. Important notations and symbols used in this work are given in Table I.

A. System Model

A multi-UAV cooperative S&T system is investigated, as depicted in Fig. 1, where $M$ UAVs, indexed by $m \in M = \{1, \ldots, M\}$, cooperatively perform a sensing mission. To reduce the mission completion time, the entire mission is divided into two parts: A common task and $M$ individual sensing tasks. The common task is repeatedly executed by all UAVs, i.e., overlapped sensing task allocation, and the corresponding sensory data is transmitted to the BS through the virtual MISO technique [38], [39]. The common task accounts for the portion of the entire mission. The remaining $(1 - \omega_0)$ portion of the entire mission is further divided into $M$ individual sensing tasks and allocated to $M$ UAVs. The $m$th individual task constitutes $\omega_m$ portion of the entire mission and will be transmitted by UAV $m$ to the BS independently.

The proposed multi-UAV S&T scheme consists of a sensing phase and two transmission phases, as shown in Fig. 2. It is assumed that all UAVs start sensing simultaneously and the common task will be performed first. The independent transmission phase aims to deliver the data of the individual sensing tasks and begins right after the first UAV completes sensing. To avoid mutual interference among the UAVs, time division multiple access (TDMA) is adopted in the proposed scheme, in which each UAV will start to transmit when its sensing tasks are completed and the channel is idle. Note that as shown in Fig. 2, the sensing phase and the independent

1 In this work, it is assumed that the UAVs share a common field of view. This is reasonable for many practical scenarios, especially when the UAVs fly at high altitudes and are relatively close to each other. When the sensing area is very large, the UAVs could be further divided into several groups according to whether they can have overlapped fields of view. For each group, the proposed collaborative scheme can be adopted in the same way as presented in this work.

2 In our considered model, multiple UAVs each equipped with a single antenna form the multi-input part of the virtual MISO, and the BS with a single antenna forms the single-output part.

3 In this work, it is assumed that the mission can be divided continuously for ease of analysis [40], [41].

4 The original sensing mission can be divided into multiple tasks with proper granularity and these sensing tasks can be indexed based on a certain rule, such as locations, directions, etc. After obtaining the task allocation result from the proposed algorithm, the indices of the common tasks and those of the individual tasks can be sent to the UAVs through a control link. Note that the cost of sending this information could be negligible, since the mapping between the task indices and the actual task locations can be made available to the UAVs beforehand.

5 In case of competing, the channel will be assigned to the UAV that finishes sensing earlier.
transmission phase may overlap. After delivering all the data of the individual sensing tasks, the UAVs begin to transmit the data of the common task cooperatively in the second transmission phase, by forming a virtual MISO. Generally, to reduce the mission completion time, the UAV with larger channel power gain tends to perform more tasks. Hence, it is assumed that the UAVs are indexed based on their channel power gains in our proposed scheme and the task allocation satisfies \( \omega_m \leq \omega_{m+1} \), \( \forall m \in \mathcal{M} \setminus \{M\} \). With the aforementioned model, it is not difficult to verify that, the total mission completion time \( T \) of the proposed scheme is given by

\[
T = \max \left( \max \left( \ldots, T_{M-1}^s + T_{M-1}^n, T_M^s \right), T_M^s + T_c \right),
\]

(1)

where \( T_m^s \) is the total sensing time of UAV \( m \) including both the individual tasks and the common tasks, \( T_m^n \) is the independent transmission time of UAV \( m \) for delivering the data of its individual tasks, and \( T_c \) is the cooperative transmission time of all UAVs for delivering the data of the common task.

In this work, it is assumed that the sensing time is generally proportional to the amount of tasks [26], and hence, the total sensing time of UAV \( m \) can be modeled as

\[
T_m^s = (\omega_m + \omega_0) \beta^s,
\]

(2)

where \( \beta^s \) represents the total required time (measured in seconds) of performing the entire mission by a single UAV, namely workload. The power gain of the wireless channel from UAV \( m \) to the BS is denoted by \( |h_m|^2 \) [42]. When UAV \( m \) transmits independently, the corresponding SNR is given by

\[
p_m^n = |h_m|^2 / \sigma^2,
\]

(3)

where \( p_m^n \) is the transmit power of UAV \( m \) for its individual tasks and \( \sigma^2 \) is the variance of the channel noise. In the subsequent discussions, let \( \gamma_m = |h_m|^2 / \sigma^2 \) for notation convenience. Hence, the independent transmission rate from UAV \( m \) to the BS can be expressed as [11]

\[
r_m^n = B \log_2 \left( 1 + p_m^n \gamma_m \right),
\]

(4)

where \( B \) is the bandwidth. Accordingly, the time of transmitting 1-bit of sensory data from UAV \( m \) to the BS is given by

\[
t_m^n \leq \frac{1}{B \log_2 \left( 1 + p_m^n \gamma_m \right)}.
\]

In this work, it is assumed that the amount of data is proportional to the number of tasks. Hence, it takes \( T_m^n = \omega_m C t_m^n \) seconds for UAV \( m \) to transmit the data of its individual sensing tasks, where \( C \) represents the amount of sensory data of the entire mission. On the other hand, in the cooperative transmission phase, the data rate from \( M \) UAVs to the BS via virtual MISO is given by [43], [44], [45]

\[
r_c = B \log_2 \left( 1 + \sum_{m=1}^{M} p_m^n \gamma_m \right),
\]

(5)

where \( p_m^n \) is the transmit power of UAV \( m \) for cooperative transmission. In this work, it is assumed that the UAVs and the BS are synchronized, as existing synchronization methods for conventional wireless communications [46], [47] may be applied. In this case, interaction among the UAVs is not required, since all UAVs can start to perform the sensing tasks and transmit the sensory data based on the timeline specified by the proposed scheme. The corresponding transmission time of 1-bit sensory data is given by

\[
t_c = \frac{1}{B \log_2 \left( 1 + \sum_{m=1}^{M} p_m^n \gamma_m \right)}.
\]

(6)

Hence, the cooperative transmission time is \( T_c = \omega_0 C t_c \). The total energy consumption of UAV \( m \) in these two transmission phases is given by

\[
E_m = \omega_0 C t_c p_c^m + \omega_m C t_m^n p_m^n.
\]

(7)

B. Problem Formulation

In this work, we aim to minimize the mission completion time by optimizing task allocation and transmit power. Mathematically, this problem can be formulated as follows:

\[
(P1) : \min_{\omega, p_c^m, p_m^n} T \quad \text{s.t.} \quad 0 \leq E_m \leq \bar{E}, \quad \forall m \in \mathcal{M}, \quad \sum_{m=0}^{M} \omega_m = 1, \quad 0 \leq \omega_m \leq 1, \quad \forall m \in \mathcal{M} \cup \{0\}, \quad 0 \leq p_m^n \leq p_m^{\max}, \quad \forall m \in \mathcal{M}, \quad 0 \leq p_c^m \leq p_c^{\max}, \quad \forall m \in \mathcal{M}. \quad (8a) \quad (8b) \quad (8c) \quad (8d) \quad (8e) \quad (8f)
\]

In (P1), vector \( \omega = \{\omega_m\}_{m=1}^{M} \) represents the task allocation ratios, vectors \( p^n = \{p_m^n\}_{m=1}^{M} \) and \( p^c = \{p_c^m\}_{m=1}^{M} \) denote the transmit power of the UAVs for the individual tasks and the common task, respectively, and \( p^{\max} \) is the maximum transmit power of the UAVs. Constraints (8b) denote that the total transmit energy per UAV should not exceed \( \bar{E} \) [48], [49]. Constraint (8c) guarantees the completion of the entire mission. Solving (P1) optimally is highly non-trivial due to the non-convex constraints (8b), the coupled optimization variables, and the nested structure of the non-convex objective function (c.f. (1)). To tackle this issue, a necessary condition for overlapped sensing will be analyzed first, and based on which, (P1) can be solved efficiently as presented in the next section.

III. CONDITIONS FOR OVERLAPPED SENSING

In this section, the necessary conditions for overlapped sensing (i.e., \( \omega_0 > 0 \)) and the sufficient conditions for the special case of fully overlapped sensing (i.e., \( \omega_0 = 1 \)) are analyzed to facilitate subsequent derivations of the optimal task and power allocations. To this end, the following lemma is useful to work around relevant technical difficulties caused by the nested structure of the objective function in (P1).

Lemma 1: Problem (P1) can be equivalently rewritten as:

\[
(P1.1) : \min_{\omega, p_c^m, p_m^n} T_i^s + \sum_{m=1}^{M} T_m^n + T_c \quad \text{s.t.} \quad (8b) - (8f), \quad T_m^{\max} + T_m^n \geq T_{m+1}^s, \quad \forall m \in \mathcal{M} \setminus \{M\}, \quad (9a) \quad (9b)
\]
where $T_{m}^{\text{max}} = T_{m}^{s}$, $T_{m}^{\text{max}} = T_{m}^{\text{max}} + T_{m-1}$ for $m \in \mathcal{M} \setminus \{1\}$, and $T_{m}^{\text{max}}$ represents the time instant when UAV $m$ can start data transmission.

**Proof:** Please refer to Appendix A.

By Lemma 1, the nested structure in the objective function of (P1) is removed by introducing the auxiliary variables $T_{m}^{\text{max}}$ and adding constraint (9b). However, it is still challenging to solve (P1.1), since the task allocation, independent transmit power $p^{\ast}$, and cooperative transmit power $p^{c}$ in (P1.1) are coupled in the non-convex constraints (8b). To overcome this difficulty, the relation between the optimal independent transmit power $p_{m}^{\ast}$ and the optimal cooperative transmit power $p_{m}^{c}$ is derived below.

**Proposition 1:** At the optimal solution of (P1), if the common task ratio $\omega_{0}^{\ast} > 0$, the following condition holds:
\[
p_{m} = \begin{cases} 
\min \left( \sum_{m=1}^{M} \frac{p_{m}^{c}}{\gamma_{m}} - p^{\max} \right), & m = M \\
\min \left( \sum_{m=1}^{M} \frac{p_{m}^{c}}{\gamma_{m}}, \min(p_{m}^{c}, p^{\max}) \right), & \text{otherwise}, 
\end{cases}
\]

where $\bar{p}_{m}^{c} = \frac{1}{\gamma_{m}} \left( \frac{C_{x} - \gamma_{m} m}{m+1} \right) - 1$, $m \in \mathcal{M} \setminus \{M\}$.

**Proof:** Please refer to Appendix B.

By Proposition 1, the relationship between the transmission times of the common task and the individual tasks can be derived.

**Corollary 1:** At the optimal solution of (P1), if the common task ratio $\omega_{0}^{\ast} > 0$, the optimal transmission time satisfies $t^{c} \leq t^{s}$, $\forall m \in \mathcal{M}$.

**Proof:** Please refer to Appendix C.

Corollary 1 indicates that if the optimal common task ratio $\omega_{0}^{\ast} > 0$, the cooperative transmission time of 1-bit sensory data is always less than that of the independent transmission time. Based on Corollary 1, a necessary condition for overlapped sensing is further derived for problem analysis as follows.

**Proposition 2:** The necessary condition for overlapped sensing (i.e., $\omega_{0} > 0$) is $x > p^{\max} \gamma_{M}$, where $x$ can be obtained via binary search for the following equation:
\[
\frac{C_{x}}{\log_{2}(1 + x)} = E \sum_{m=1}^{M} \gamma_{m}.
\]

**Remark 1:** By Proposition 2, if the solution $x$ of (11) satisfies $x \leq p^{\max} \gamma_{M}$, it is not necessary to conduct overlapped sensing. In this case, (P1.1) reduces to an optimization problem with only $\omega$ and $p^{\ast}$. Moreover, Proposition 2 indicates that, when the energy budget $E$ is sufficiently large and the amount of sensing tasks $C$ is relatively small, the UAVs tend to cooperate, so as to reduce the mission completion time. Otherwise, they tend to perform tasks independently.

Although overlapped sensing enables faster cooperative transmission of sensory data, it increases the overall sensing workload of the UAVs and thus the corresponding sensing time. This implies a fundamental trade-off between the sensing time and the transmission time. Therefore, the workload $\beta^{s}$ is an important factor in determining the necessity of overlapped sensing in the proposed multi-UAV S&I scheme. In particular, the following result holds.

**Proposition 3:** If $\beta^{s} \to 0$, the optimal cooperative task ratio $\omega_{0}^{\ast} = 1$; if $\beta^{s} \to \infty$, the optimal cooperative task ratio $\omega_{0}^{\ast} = 0$.

**Proof:** Please refer to Appendix E.

Proposition 3 is consistent to the intuition. If the workload $\beta^{s}$ is negligible, the overlapped sensing is more time-efficient due to cooperative transmission, and thus fully overlapped sensing, i.e., $\omega_{0}^{\ast} = 1$, is optimal. On the other extreme that $\beta^{s} \to \infty$, individual sensing ratio ($\omega_{0} = 0$) is preferred to improve the sensing efficiency.

**IV. OPTIMAL SENSING AND TRANSMISSION**

The algorithms for solving (P1) are developed in this section, by exploiting the analytical results in Section III. In particular, Proposition 2 will be used to check if overlapped sensing is needed. For the general cases where the necessary condition (11) holds, an MO-based algorithm is proposed. While for the degenerated case where (11) does not hold, it follows that $\omega_{0} = 0$ and an efficient double-loop search algorithm is proposed.

**A. General Cases**

Some preliminaries about MO are presented first to streamline the subsequent discussions [50], [51].

**Definition 1 (Conormal):** A set $\mathcal{H} \subset \mathbb{R}_{+}^{N}$ is conormal if $x \in \mathcal{H}$ and $x^{t} \geq x$ implies $x^{t} \in \mathcal{H}$. Here, $x^{t} \geq x$ means that $x^{t}$ is component-wise no less than $x$.

**Definition 2 (Monotonic Optimization):** An optimization problem can be transformed to an MO if it can be written as
\[
\max_{x} g(x),
\]
\[
\text{s.t. } x \in \mathcal{H},
\]
where $\mathcal{H} \subset \mathbb{R}_{+}^{N}$ is a non-empty conormal set and $g(x)$ is decreasing over $\mathcal{H}^{N}$.

**Definition 3 (Box):** Let $y, z \in \mathbb{R}^{N}$ and $z \succeq y$. The hyper-rectangle determined by $y$ and $z$ is called a box in $\mathbb{R}^{N}$, i.e., $[y, z] = \prod_{n=1}^{N} [y_{n}, z_{n}]$, where $[y_{n}, z_{n}]$ is the $n$th dimension of the box. The points $y$ and $z$ are called the lower bound vertex and the upper bound vertex, respectively.

**Definition 4 (Copolyblock):** A set $Q \subset \mathbb{R}_{+}^{N}$ is called a copolyblock if it is a union of a finite number of boxes $[y, b]$, where $y \in \mathcal{V}$, i.e., $Q = \cup_{y \in \mathcal{V}} [y, b]$. Clearly, Polyblock is a normal set.

**Definition 5 (Projection):** Given any non-empty normal set $\mathcal{H} \subset \mathbb{R}^{N}$ and any box $[y, z]$, $\Phi(y)$ is the projection of $z$ onto the boundary of $\mathcal{H}$, $\Phi(y) = y + \lambda(z - y)$, where $\lambda = \max \{ \mu | y + \mu(z - y) \in \mathcal{H} \}$ and $\mu \in \mathbb{R}_{+}$.

**Proposition 4:** Problem (P1.1) is an MO (c.f. Definition 2).

**Proof:** The objective function of (P1.1) increases monotonically in $\omega$, since both the sensing time $(T_{m})_{m=1}^{M}$ and the transmission time $(T_{m})_{m=1}^{M}$ increase monotonically with $\omega$.

Based on Proposition 4, (P1.1) can be solved using the Polyblock algorithm [51]. Specifically, in the $r$th iteration of
the Polyblock algorithm, the vector \( \omega^{(r)} = [\omega_0^{(r)}, \ldots, \omega_M^{(r)}] \) corresponding to the minimum mission completion time is selected, and then its projection point \( \Phi(\omega^{(r)}) = [\Phi_1(\omega^{(r)}), \ldots, \Phi_{M+1}(\omega^{(r)})] \) can be calculated. The \( m \)-th coordinate \( \Phi_m(\omega^{(r)}) \) of the projection point is given by

\[
\Phi_m(\omega^{(r)}) = \left( \bar{\omega}_m - \omega_m^{(r)} \right) \frac{1}{\sum_{m=1}^{M} \bar{\omega}_m - \omega_{m}^{(r)} + \omega_m^{(r)}}, \tag{13}\]

where \( \bar{\omega}_m \) denotes the upper bound of the interval task ratio of UAV \( m \). After each iteration, a smaller copolyblock \( Q^{(r+1)} \) can be constructed by replacing the vertices \( \omega^{(r)} \) with the newly generated vectors in copolyblock \( Q^{(r)} \). Note that, to find the mission completion time corresponding to each possible allocation vector \( \omega \) in the iterations of the Polyblock algorithm, one needs to solve the following sub-problem:

\[
(P2) : \min_{t^c, p^c, t^r} T^r_1 + C \sum_{m=1}^{M} \omega_m t_m^m + C \omega_0 t^c \tag{14a}\]

s.t. (8e),

\[
C \omega_m t_m^m \left( 2 - \frac{1}{\gamma_m} \right) + C \omega_0 p^c t^c \leq E, \quad \forall m \in \mathcal{M}, \tag{14b}\]

\[
\omega_j \beta^m + C \sum_{\iota=1}^{m} \omega_\iota t_\iota^n \geq T_m^n + 1, \quad \forall m \in \mathcal{M} \setminus \{M\}, \tag{14c}\]

\[
0 \leq t^r_m \leq t_{m,\min}, \quad \forall m \in \mathcal{M}, \tag{14d}\]

\[
0 \leq t^c \leq t^c_{\min}. \tag{14e}\]

To resolve the non-convex constraints (14b) and (14c) in (P2), new auxiliary variables \( \{E_m^c\} \), which represents the energy budget of cooperative transmission, are introduced to decouple the cooperative transmit power \( p^c_m \) and transmission time \( t^c \). As such, (P2) can be equivalently written as

\[
(P2.1) : \min_{t^r, t^c, \{E_m^c\}} T^r_1 + C \sum_{m=1}^{M} \omega_m t_m^m + C \omega_0 t^c \tag{15a}\]

s.t. (8e), (14c) - (14e),

\[
C \omega_m t_m^m \left( 2 - \frac{1}{\gamma_m} \right) + E_m^c \leq E, \quad \forall m \in \mathcal{M}, \tag{15b}\]

\[
\omega_j \beta^p + C \sum_{\iota=1}^{m} \omega_\iota t_\iota^n \leq E_m^c, \quad \forall m \in \mathcal{M}, \tag{15c}\]

\[
0 \leq E_m^c \leq E. \tag{15d}\]

It is readily proved that \( t_m^r \left( 2 - \frac{1}{\gamma_m} \right) - 1 \) is convex about \( t_m^r \) for \( t_m^r \geq 0 \). Although the constraints in (15c) are still non-convex, they can be transformed into a form only related to \( t^c \) according to the definition in (6). Specifically, multiplying both sides of (8b) with \( \gamma_m \) and accumulating these energy consumption constraints yield

\[
C \omega_0 t^c \left( 2 - \frac{1}{\gamma_m} \right) \leq \sum_{m=1}^{M} E_m^c \gamma_m, \tag{16}\]

Furthermore, plugging (6) into (15c) leads to the following equivalent form of (P2.1)

\[
(P2.2) : \min_{t^r, t^c, \{E_m^c\}} T^r_1 + C \sum_{m=1}^{M} \omega_m t_m^m + C \omega_0 t^c \tag{17}\]

### Algorithm 1: Monotonic Optimization-Based Algorithm

1. Set \( r = 0, \bar{\omega}_m = \min \left( 1, \frac{1}{M+1-m} \right) \) and \( \omega_0^{(r)} = 0 \), put vector \( \omega \) into vertex set \( \mathcal{V}(r) \), and construct copolyblock \( Q^{(r)} \) based on \( \mathcal{V}(r) \).
2. Let \( CBV^{(r)} = \infty \) and set the convergence accuracy as \( \epsilon \).
3. while \( \frac{CBV^{(r)} - CBV^{(r-1)}}{CBV^{(r-1)}} > \epsilon \) do
   4. Select the vertex \( \omega^{(r)} \) with the minimum mission completion time from vertex set \( \mathcal{V}(r) \). Calculate projection point \( \Phi(\omega^{(r)}) \) according to (13).
   5. Obtain \( CBV^{(r+1)} = T(\Phi(\omega^{(r)})) \) by solving (P2.2) by CVX, where \( T(\Phi(\omega^{(r)})) \) is the mission completion time under task allocation \( \Phi(\omega^{(r)}) \).
   6. Construct a smaller copolyblock \( Q^{(r+1)} \) by replacing vertices \( \omega^{(r)} \) in \( \mathcal{V}(r) \).
   7. Find vertex \( \omega^{(r+1)} = \arg \min \{ T(\omega) \} \), and the lower bound of task completion is \( T^{(r+1)} = T(\omega^{(r+1)}) \).
   8. \( r = r+1 \).
9. end while
10. Recover cooperatively transmit power, i.e., \( p^c_m = \frac{E_m^c}{C \omega_0 t^c} \).

s.t. (14c) - (14e), (15b), (15d),

\[
C \omega_0 t^c \left( 2 - \frac{1}{\gamma_m} \right) \leq \sum_{m=1}^{M} E_m^c \gamma_m, \tag{17a}\]

where constraint (17b) ensures that a unique optimal transmit power \( p^c_m \) can be recovered based on the obtained optimal solution of (P2.2), i.e., \( p^c_m = \frac{E_m^c}{C \omega_0 t^c} \), which is also feasible for (P2.1) and (P2). On the other hand, it can be readily proved that the optimal solution of (P2.1) satisfies the constraints in (P2.2). Therefore, the minimum mission completion time under any given task allocation can be obtained by only finding the optimal transmission times \( t_m^n \) and \( t^c \), thus reducing the algorithm complexity.

With the above discussions, (P1.1) can be solved via Algorithm 1 as follows. In the outer loop, a feasible task allocation vertex \( \{\omega_m\}_{m=0}^{M} \) is obtained via point projection (c.f. Definition 5) while generating a smaller copolyblock. For each \( \{\omega_m\}_{m=0}^{M} \) in the outer loop, the corresponding optimal transmission times \( t_m^n \) and \( t^c \) are obtained by solving (P2.2) via the standard convex optimization solvers [52].

### B. Degenerated Cases

In the degenerated case (i.e., \( \omega_0 = 0 \)), (P1.1) reduces to

\[
(P3) : \min_{\omega, p^c, t^r} \omega_0 \beta^m + \sum_{m=1}^{M} T_m^n \tag{18a}\]

s.t. (8f), (9b),

\[
\omega_0 C t^c p_{\max} \leq E, \quad \forall m \in \mathcal{M}, \tag{18b}\]

\[
\sum_{m=1}^{M} \omega_m = 1, \quad 0 \leq \omega_m \leq 1, \quad \forall m \in \mathcal{M}. \tag{18c}\]

where with a slight abuse of notation, \( \omega = \{\omega_m\}_{m=1}^{M} \) is used to represent the task allocation in the degenerated case with
after dropping $\omega_0$. To solve this non-convex problem (P3), the following result is useful.

**Lemma 2:** Problem (P3) can be equivalently transformed to the following problem:

$$
(P3.1): \min T^1_1 + \sum_{m=1}^M C_\omega m \tau_m(\omega_m) \quad (19a)
$$

s.t. \ (18c), (18d),

$$
T^s_{m+1} - T^{max}_m \leq C_\omega m \tau_m(\omega_m), \quad \forall m \in M \setminus \{1\}. \quad (19b)
$$

In (P3.1), $\tau_m(\omega_m)$ represents the optimal transmission time of 1-bit sensory data under the energy budget constraints and is given by

$$
\tau_m(\omega_m) = \begin{cases}
- \ln 2 & \omega_m \geq \tilde{\omega}_m \\
B \omega_m - A_\omega m e^{-A_\omega m} + A_\omega m, & \omega_m < \tilde{\omega}_m,
\end{cases}
$$

where $A_\omega m = \frac{C \ln 2}{B_\gamma m E}$, $\tilde{\omega}_m = \frac{B \log_2(1 + p_{max}^m \gamma_m) E}{p_{max}^m C}$, and $W^{-1}()$ is the Lambert-W function [53].

**Proof:** Please refer to Appendix F.

By Lemma 2, (P3) is converted into a single-variable optimization about task allocation $\omega$. However, the resulting problem (P3.1) is still non-convex due to the non-convex constraint (19b). To tackle (P3.1), an efficient algorithm is proposed by exploiting its inherent monotonic properties.

**Lemma 3:** At the optimal solution of (P3.1), for UAV $m \in M \setminus \{1\}$, one of the following conditions holds:

- $T^s_{m+1} - T^{max}_m = C \omega^*_m \tau_m(\omega^*_m)$ and $\frac{\partial T(\omega_m)}{\partial \omega_m}|_{\omega_m^*} \geq 0$
- $T^s_{m+1} - T^{max}_m < C \omega^*_m \tau_m(\omega^*_m)$ and $\frac{\partial T(\omega_m)}{\partial \omega_m}|_{\omega_m^*} = 0$

where $\{\omega_m^*\}$ is the optimal task allocation of UAV $m$, $T(\omega_m) = T^1_1 + \sum_{m=1}^M C_\omega m \tau_m(\omega_m)$, and $\frac{\partial T(\omega_m)}{\partial \omega_m}|_{\omega_m^*}$ is the corresponding derivative with respect to (w.r.t) $\omega_m^*$ of different UAVs. To further facilitate the search of the optimal task allocation, the following result is useful.

**Proposition 5:** When $\omega^*_1$ increases, the task ratios of other UAVs $\{\omega^*_m\}_{m=2}^M$ admitting Lemma 3 will increase, and the corresponding mission completion time will also increase monotonically with $\omega^*_1$.

**Proof:** Please refer to Appendix H.

Proposition 5 implies that, (P3.1) can be solved via a double-loop binary search as in Algorithm 2. Specifically, in the outer loop, a binary search of $\omega^*_1$ is conducted over the interval $[0, \frac{1}{M}]$. For each $\omega^*_1$ found in the outer loop, the corresponding optimal mission completion time $T$ can be obtained by searching the optimal task allocation based on Lemma 3 in the inner loop, so as to check whether condition (18c) in (P3.1) is satisfied.

To solve the equation $\frac{\partial T(\omega_m)}{\partial \omega_m}|_{\omega_m^*} = 0$ more efficiently, the relationship among the optimal task ratios of the UAVs is analyzed.

**Proposition 6:** If there exists an optimal solution of (P3.1) in the vector set $P = \{\omega^*_m > \tilde{\omega}_m, T^s_{m+1} - T^{max}_m \leq T^n_m, \forall m\}$, the following conditions hold:

$$
\frac{\omega^*_m}{\gamma_m} = \frac{\omega^*_m}{\gamma_m}, \quad (21)
$$

**Proof:** Please refer to Appendix I.

**Remark 2:** Proposition 6 provides an intuitive task allocation principle, i.e., more tasks tend to be allocated to UAVs with better channels. The main reason is that with the same energy budget and the amount of sensing tasks, the transmission time of the UAV with a better channel is lower than that with a worse channel.

### C. Computational Complexity Analysis

In this subsection, the complexity of the proposed S&T scheme is analyzed. Specifically, the proposed scheme consists of three parts: the necessity check for overlapped sensing, the MO-based algorithm, and the double-loop binary search algorithm. The complexity of verifying the necessity for overlapped sensing is $O(1)$. The main complexity of the MO-based algorithm comes from solving (P2.2), i.e., step 5. In this step, the complexity of computing the optimal mission completion time is $O((2M + 1)^{1.5})$ [54],
where \(2M + 1\) stands for the number of variables. Therefore, the total complexity of the MO-based algorithm is \(O(L_{\text{outer}}(2M + 1)^{3.5})\), where \(L_{\text{outer}}\) denotes the number of outer loop iterations required for convergence. The complexity of the double-loop binary search algorithm is \(O((\log_2 n)^2)\). Hence, the complexity of the overall procedure is \(O(L_{\text{outer}}(2M + 1)^{3.5}) + (\log_2 n)^2)\).

V. SIMULATION RESULTS

In this section, simulation results are provided to evaluate the performance of the proposed scheme. Unless otherwise stated, the simulation parameters are set as follows. The maximum transmit power and the energy budget are set to \(p_{\text{max}} = 10\) mW and \(\bar{E} = 1\) J, respectively. In addition, the total workload \(\beta^s = 2\) s, and the amount of sensory data \(C = 20\) Mbits. The bandwidth is set to \(B = 100\) kHz, the number of UAVs \(M = 3\), and \(\{\gamma_1, \gamma_2, \gamma_3\}\) of these UAVs are set to \(\{9 \times 10^3, 1.2 \times 10^4, 1.5 \times 10^4\}\). Besides, the following baselines are considered for comparison:

- **Uniform task allocation without cooperation (UTA-WC):** The entire mission is equally divided into \(M\) parts, i.e., \(\omega_m = \frac{1}{M}, \forall m \in \mathcal{M}\), and the common task ratio is set to \(\omega_0 = 0\).

- **Uniform task allocation with cooperation (UTA-C):** The entire mission is equally divided into \(M\) individual tasks and a common task with equal size, i.e., \(\omega_m = \frac{1}{M + 1}, \forall m \in \mathcal{M} \cup \{0\}\).

- **Full cooperation (Full-C):** Each UAV performs the entire mission, i.e., \(\omega_m = 0, \forall m \in \mathcal{M}\), and \(\omega_0 = 1\), and all UAVs cooperatively transmit the sensory data.

- **Optimal Allocation without cooperation (Opt-WC):** The UAVs take the optimal task allocation and power control without cooperative transmission, i.e., \(\omega_0 = 0\).

The optimal transmit power in the above benchmarks can be obtained by solving problem (P2.2) via CVX tools.

A. Illustration of the S&T Process

The S&T process of each UAV under the proposed scheme is illustrated in Fig. 3 for different workload \(\beta^s\) and energy budget \(\bar{E}\), where the corresponding sensing time and transmission time are shown in the same color as in Fig. 2. It can be seen from Figs. 3(a) and 3(c) that when \(\bar{E}\) is sufficiently large, the optimal common task ratio \(\omega_0 = 0\), which verifies the analysis in Proposition 2. In addition, it can be observed from Figs. 3(b) and 3(d) that, as \(\beta^s\) increases, the optimal common task ratio \(\omega_0\) decreases since more overlapped sensing tasks will lead to a longer sensing time. The relationship among the
common task ratio $\omega_0$, the workload $\beta^s$, and the energy budget $\bar{E}$ is presented in Fig. 4. When the workload $\beta^s$ approaches zero, the optimal $\omega_0 = 1$, which implies that each of the UAVs will perform the entire mission; this conforms well to the analysis in Proposition 3. Besides, it can be seen that the optimal common task ratio is higher when $\beta^s$ is small and $\bar{E}$ is large. Also, it can be observed that, there is no need to perform overlapped sensing (i.e., $\omega_0 = 0$) when $\beta^s$ exceeds 4.5 s and $\bar{E}$ is below 0.025 J in the considered scenario.

B. Task Completion Time Versus Sensing Time

The mission completion time $T$ achieved by different schemes are compared in Fig. 5 under different workload $\beta^s$ and energy budgets $\bar{E}$. Specifically, it can be seen that, the Opt-WC scheme and the Full-C scheme lead to 14.3% and 18.6% longer mission completion time as compared to the proposed scheme, respectively. Besides, it can be observed that the reduction of the mission completion time achieved by our proposed scheme over the Full-C scheme increases as the workload $\beta^s$ increases, while that over the Opt-WC scheme decreases as the workload increases. The main reason is that when the time cost of acquiring sensory data (proportional to $\beta^s$) is small, the improvement of transmission rate due to overlapped sensing is more significant as compared to the corresponding sensing time increment, thereby leading to a significant reduction of the overall mission completion time compared to the Opt-WC scheme. On the other hand, when the time cost of acquiring sensory data is high, compared to the Full-C scheme, the main reason for the reduction in task completion time is due to the proper optimization of the sensing task allocation ratio by the proposed algorithm. This observation conforms well to our analysis in Proposition 3.

Moreover, it is worth noting that in Fig. 5(b), with energy budget $\bar{E} = 1$ J, the mission completion time of the proposed algorithm partially coincide with those of the “Opt-WC” and “Full-C” schemes. In Fig. 5(b), the UAVs tend to perform all tasks together when the workload is less than 4.3 s, since the cooperative data transmission can reduce the total mission completion time. As a result, the corresponding performance is very close to that of the “Full-C” scheme. On the other hand, when the workload exceeds 4.5 s, the time reduction brought by cooperative transmission cannot compensate for the extra sensing time caused by overlapped sensing. In this case, the UAVs tend to perform the sensing tasks independently, and hence the corresponding performance approaches to that of the “Opt-WC” scheme. Actually, this indicates that the proposed scheme can achieve a good trade-off between transmission and sensing in different settings.

C. Task Completion Time Versus Transmit Power and Energy Budget

The mission completion time is compared in Fig. 6 for different energy budget $\bar{E}$ and maximum transmit power $p_{\max}$. As shown in Fig. 6, under different energy budgets $\bar{E}$ and different maximum transmit power $p_{\max}$, the Opt-WC scheme and the Full-C scheme lead to 20.4% and 14.1% longer mission completion time as compared to the proposed scheme, respectively. It is worth noting that the mission completion time of our proposed method is significantly lower compared to the Full-C scheme when the energy budget is small or the maximum transmit power is large. The main reason for this improvement is the following. The ratio of overlapped sensing in Full-C is too large and thus leads to a significant increment in sensing time which cannot be compensated by collaborative transmission. In contrast, the proposed scheme can take the optimal ratio of overlapped sensing to achieve a better tradeoff between transmission time and sensing time, thereby leading to a reduction of the overall mission completion time. On the other hand, the mission completion time of our proposed method is reduced significantly compared to the Opt-WC scheme when the energy budget is larger or the maximum transmit power is smaller. The main reason is that the gain in data transmission rate due to overlapped sensing will be more pronounced when the given energy budget $\bar{E}$ is sufficient.

D. Task Completion Time Versus UAV Number

In Fig. 8(a), it can be seen that the mission completion time decreases when the number of UAVs increases. In addition,
it can be observed that as compared to the single-UAV scenario ($M = 1$), the proposed algorithm under multi-UAV scenarios can bring a greater reduction of the mission completion time, especially when the workload is large. Moreover, Fig. 8(b) shows that under a smaller energy budget, the reduction in mission completion time is more pronounced as the number of UAVs increases. The main reason is that when the energy budget is large, the mission completion time is mainly determined by the workload.

VI. CONCLUSION AND FUTURE WORKS

In this paper, the mission completion time minimization problem for multi-UAV S&T systems is studied and a novel multi-UAV cooperative S&T scheme with overlapped sensing is proposed. A necessary condition for overlapped sensing is derived. For the cases of overlapped sensing, an MO-based algorithm is proposed by decoupling the transmit time and power variables. For the degenerated case of non-overlapped sensing, by deriving the optimal transmission time in closed-form, a double-loop binary search algorithm is proposed to find the optimal solution. Finally, simulation results demonstrate that our proposed scheme achieves a significantly shorter mission completion time over the benchmark schemes and that the common task ratio plays an important role in optimizing S&T time.

The study of clustering-based solutions when the UAVs do not have overlapped field of view and the extension to more sophisticated scenarios with imperfect synchronization are both worthwhile future works.

APPENDIX A

PROOF OF LEMMA 1

In the following, we first prove that at the optimal solution of (P1), $T_1 + T_2 \geq T_2 \ast$ always holds by contradiction. It is assumed that there exists an optimal solution of (P1) which satisfies $T_1 + T_2 < T_2 \ast$, the corresponding task ratio and the energy consumption for independent transmission of UAV 1 (UAV 2) are denoted by $\omega_1 \ast$ and $E_1 \ast$ ($\omega_2 \ast$ and $E_2 \ast$), respectively. Since $T_1 + T_2 < T_2 \ast$, there always exists a variable $\Delta \omega > 0$, making the following condition holds:

$$
\begin{align*}
(\omega_1 \ast + \Delta \omega) c_{t_1} + (\omega_2 \ast + \Delta \omega) c_{t_2} = T_2 \ast
\end{align*}
$$

where $t_1 \ast$ is the optimal transmission time of UAV 1 with task ratio $\omega_1 + \Delta \omega$ under the energy consumption $E_1 \ast$ for
independent transmission. It can be readily proved \( t_{T}^{\text{up}} > t_{T}^{\text{up}} \).

Accordingly, if \( \omega^*_m \) is increased by \( \Delta \omega \) and \( \omega^*_m \) is decreased by \( \Delta \omega \), the transmission time of UAV 2 can be further reduced due to the decreased amount of tasks, thus reducing the total mission completion time \( T \). Therefore, \( T \) can be reduced by increasing \( \omega^*_m \) until \( T_{T}^{\text{up}} + T_{T}^{\text{up}} = T_{T}^{\text{up}} \). In a similar way, we can readily prove that at the optimal solution of (P1), the following conditions hold:

\[
T_{m}^{\text{max}} + T_{m}^{n} \geq T_{m+1}^{n+1}, \forall m \in \mathcal{M} \setminus \{M\},
\]

where \( T_{T}^{\text{up}} = T_{T}^{1} \) and \( T_{m}^{\text{max}} = T_{m-1}^{\text{max}} + T_{m}^{n} \). In (23), \( T_{m}^{\text{max}} \) represents the time instant when UAV \( m \) can start data transmission. Then, (P1) can be rewritten as

(P1.1) : \[
\begin{aligned}
\min_{\omega, \{p_{m}^{c}\}, \{p_{m}^{n}\}} & \quad T_{T}^{1} + \sum_{m=1}^{M} T_{m}^{n} + T_{c}^{c}, \\
\text{s.t.} \quad (8b) - (8f), & \\
T_{m}^{\text{max}} + T_{m}^{n} \geq T_{m+1}^{n+1}, & \forall m \in \mathcal{M} \setminus \{M\}.
\end{aligned}
\]  

(24)

### APPENDIX B

### PROOF OF PROPOSITION 1

If the energy budget in (8b) satisfies strict inequality for UAV \( m \), \( p_{m}^{c} = p_{m}^{\text{max}} \) and \( p_{m}^{n} = \min \left( \frac{1}{\gamma_{m}} \left( 2 \left( \frac{1}{\gamma_{m+1}} - 1 \right) \right) \right) \). Proposition 1 obviously holds. In the following, we will prove that Proposition 1 holds when there are parts of constraints in (8b) satisfying equality constraints. For ease of analysis, (9a) is ignored first to analyze the relationship between the objective function of (P1.1) and the independent transmit power \( p_{m}^{n} \) of UAV \( m \). For given task allocation ratios \( \omega \), when \( E_{m} = \bar{E} \), multiplying both sides of constraint (8b) with \( \gamma_{m} \) yields

\[
\frac{\omega_{m} C_{m} p_{m}^{c} \gamma_{m}}{\log_{2} \left( 1 + \sum_{m=1}^{M} p_{m}^{c} \gamma_{m} \right)} + \frac{\omega_{m} C_{m} p_{m}^{n} \gamma_{m}}{\log_{2} \left( 1 + p_{m}^{n} \gamma_{m} \right)} = \bar{E}_{m},
\]

where \( \bar{E}_{m} = \bar{E}_{m} \gamma_{m} \). If \( E_{m} < \bar{E} \), there must exist a constant parameter \( \bar{E}_{m} \) making the following condition holds:

\[
\frac{\omega_{m} \gamma_{m} C_{m}^{\text{max}}}{\log_{2} \left( 1 + \sum_{m=1}^{M} p_{m}^{c} \gamma_{m} \right)} + \frac{\omega_{m} C_{m}^{\text{max}} \gamma_{m}}{\log_{2} \left( 1 + p_{m}^{n} \gamma_{m} \right)} = \bar{E}_{m}.
\]

Then, by accumulating the corresponding energy consumption of each UAV, the total energy consumption of all UAVs is given by

\[
\frac{\omega_{m} \sum_{m=1}^{M} C_{m} p_{m}^{c} \gamma_{m}}{\log_{2} \left( 1 + \sum_{m=1}^{M} p_{m}^{c} \gamma_{m} \right)} + \sum_{m=1}^{M} \frac{\omega_{m} p_{m}^{n} \gamma_{m}}{\log_{2} \left( 1 + p_{m}^{n} \gamma_{m} \right)} = \sum_{m=1}^{M} \bar{E}_{m}.
\]

(26)

Then, (27) can be transformed into

\[
\sum_{m=1}^{M} \frac{\bar{E}_{m} + \sum_{m=1}^{M} \frac{\omega_{m} p_{m}^{n} \gamma_{m}}{\log_{2} \left( 1 + p_{m}^{n} \gamma_{m} \right)}}{\log_{2} \left( 1 + \sum_{m=1}^{M} p_{m}^{c} \gamma_{m} \right)} = \sum_{m=1}^{M} \frac{\bar{E}_{m} + \sum_{m=1}^{M} \omega_{m} p_{m}^{n}}{\log_{2} \left( 1 + p_{m}^{n} \right)}
\]

(28)
• Case A: All constraints in (8b) satisfy with strict inequality;
• Case B: Parts of constraints or no constraints in (8b) satisfy with strict inequality.

First, for Case A, all constraints in (8b) satisfy with strict inequality at the optimal solution of (P1), if the energy budget constraint in (8b) satisfies strict inequality for UAV $m$, we have $p_{m}^c = p_{m}^{\max}$ and $p_{m}^n = p_{m}^\max$. Since $\sum_{m=1}^{M} p_{m}^{\max}_{\gamma_{m}} \geq p_{m}^{\max}_{\gamma_{m}}, \forall m \in M$, it follows that $t^* \leq t_{m}^0$. Corollary 1 obviously holds.

For Case B, according to proof of Proposition 1 in Appendix B, the objective function of (P1.1) is an increasing function of $\bar{p}_{m}^{c}$ when $\frac{1}{\log_2(1+\frac{1}{\sum_{m=1}^{M} p_{m}^c})} > \frac{1}{\log_2(1+\frac{1}{\sum_{m=1}^{M} p_{m}^n})}$. Accordingly, at the optimal solution of (P1.1), $\frac{1}{\log_2(1+\frac{1}{\sum_{m=1}^{M} p_{m}^n})} \geq \frac{1}{\log_2(1+\frac{1}{\sum_{m=1}^{M} p_{m}^c})}, m \in M$. Therefore, $t^* \leq t_{m}^0, \forall m \in M$. This completes the proof.

APPENDIX D

PROOF OF PROPOSITION 2

In the following, it will be proved that there is no need for overlapped sensing if $x \leq p_{m}^{\max_{\gamma_{m}}}$. First, it will be proved that, the minimum total transmission time is achieved when $\omega_{0} = 1$. Since $f(x) = \frac{1}{\log_2(1+x)}$ is convex about $x$, for any given task allocation $\{\omega_1, \ldots, \omega_M\}$ and transmit power $p^n$, the following condition holds:

$$\sum_{m=1}^{M} \frac{\omega_m C}{B_2(1+\sum_{m=1}^{M} p_{m}^{\gamma_{m}})} \geq \frac{\Omega C_{\text{cooperative transmission}}}{B_2(1+\sum_{m=1}^{M} p_{m}^{\gamma_{m}})}.$$  (33)

where $\Omega = \sum_{m=1}^{M} \omega_m$ and (c) holds due to the convexity of $f(x)$. Moreover, condition (c) in (33) becomes active when $p_{m}^{\gamma_{m}} = p_{m}^{\max_{\gamma_{m}}}, \forall m \in M \setminus \{M\}$. It can be readily proved that the transmission time for cooperative transmission is $t^* \leq t_{m}^0$, when the energy budget is enough. In (33), $\frac{\omega_m C}{B_2(1+\sum_{m=1}^{M} p_{m}^{\gamma_{m}})}$ represents the transmit power for cooperative transmission of UAV $m$ and the equivalent SNR for cooperative data transmission, where the energy consumption of UAV $m$ for this cooperative transmission satisfies

$$\frac{\omega_m C}{B_2(1+\sum_{m=1}^{M} p_{m}^{\gamma_{m}})} \leq \frac{\omega_m C}{B_2(1+p_{m}^{\max_{\gamma_{m}}})} \leq \frac{\omega_m C}{B_2(1+p_{m}^{\max_{\gamma_{m}}})} \leq E.$$  (37)

Hence, both the transmission time and the energy consumption of cooperative transmission are no more than those of independent transmission, i.e., the minimum total transmission time is achieved when $\omega_0 = 1$.

Then, it will be proved that the total transmission time for cooperative transmission equals to that for independent transmission if the energy budget is not enough, i.e., the solution $x$ of (34) satisfies $x > p_{m}^{\max_{\gamma_{m}}}$.

$$\frac{C_x}{B_2(1+x)} = \tilde{E} \sum_{m=1}^{M} \gamma_m.$$  (34)

Specifically, multiplying both sides of (8b) with $\gamma_m$ and accumulating these energy consumption constraints yields

$$\frac{C \sum_{m=1}^{M} p_{m}^{\gamma_{m}}}{B_2(1+\sum_{m=1}^{M} p_{m}^{\gamma_{m}})} = \tilde{E} \sum_{m=1}^{M} \gamma_m.$$  (35)

Since the energy consumption and the transmission times of all UAV are equal for cooperative transmission, the transmission power of each UAV is also equal, i.e., $p_{m}^{c} = p_{m}^{\max_{\gamma_{m}}}, \forall m \in M \setminus \{M\}$. In the following, it will be proved that we could always construct another solution with $\omega_0 = 0$ if $\sum_{m=1}^{M} p_{m}^{c} \gamma_m \leq p_{m}^{\max_{\gamma_{m}}}$.

Specifically, for individual tasks, the task allocation $\omega$ and the transmit power $p^n$ are constructed as follows:

$$\omega_m = \frac{\gamma_m}{\sum_{m=1}^{M} \gamma_m}, \quad p_m = \sum_{m=1}^{M} p_m^{c} \gamma_m,$$  (36)

where $p_m^c \leq p_m^{\max_{\gamma_{m}}}$. In this case, it is not difficult to verify that the total transmission time for individual tasks is equal to that for $\omega_0 = 1$. Also, the energy consumption of UAV $m$ satisfies

$$\frac{\omega_m C}{B_2(1+p_{m}^{\gamma_{m}})} = \frac{\sum_{m=1}^{M} \omega_m C}{B_2(1+p_{m}^{\gamma_{m}})} \leq \tilde{E}.$$  (37)

Therefore, when the constructed transmit power satisfies $p_m^c \leq p_m^{\max_{\gamma_{m}}}, \forall m$, the energy consumption of each UAV for the data transmission of individual tasks is equal to that of the common task with $\omega_0 = 1$. On the other hand, the sensing time with non-overlapped sensing (i.e., $\omega_0 = 0$) is also no more than that with fully overlapped sensing (i.e., $\omega_0 = 1$). Thus, there is no need for overlapped sensing if the obtained SNR of cooperative transmission is large than $p_{m}^{\max_{\gamma_{m}}}, \forall m$, i.e., $\sum_{m=1}^{M} p_{m}^{\max_{\gamma_{m}}} > p_{m}^{\max_{\gamma_{m}}}$. 

APPENDIX E

PROOF OF PROPOSITION 3

If $T_{s} \rightarrow 0$, i.e., the sensing time is negligible, the constraints in (9b) always hold. In this case, all the sensory data can be obtained by each UAV without time consuming. It has been proved in Proposition 2 that the minimum total transmission time is achieved when $\omega_0 = 1$. Since $T_s \rightarrow 0$, the total mission completion time is minimized when $\omega_0 = 1$. Hence, it is proved that if $\beta_s \rightarrow 0$, the optimal cooperative task ratio $\omega_0^* = 1$.

If $\beta_s \rightarrow \infty$, the transmission time can be ignored since the mission completion time approximately equals the maximum sensing time of the UAVs. Thus, it is not necessary to repetitively perform the tasks, i.e., $\omega_0^* = 0$.

APPENDIX F

PROOF OF LEMMA 2

In the following, this lemma will be proved in two cases: 1) $T_{m+1}^* - T_{m}^* = T_{m}^*$, 2) $T_{m+1}^* - T_{m}^* < T_{m}^* - T_{m}$.

For the first case $T_{m+1}^* - T_{m}^* = T_{m}^*$, it is assumed that there exists an optimal solution $\omega^* = \{\omega_{1}^*, \ldots, \omega_M^*\}$ of (P3.1) that makes $\frac{\partial T(\omega_{m})}{\partial \omega_m} < \frac{\partial T(\omega_{m+1})}{\partial \omega_m}$. Let $\omega_{m} = \omega_{m}^* + \Delta \omega_{m}$ and $\omega_{m+1} = \omega_{m+1}^* - \Delta \omega_{m}$, then $\omega_{m}^* \leq \omega_{m+1}^*$. Let $\omega_{m}^* T_{m+1}^* (\omega_{m+1}^* T_{m+1}^*) < \omega_{m}^* T_{m+1}^* (\omega_{m+1}^* T_{m+1}^*)$. Hence, the optimal solution $\omega^*$ can always be improved if $\frac{\partial T(\omega_m)}{\partial \omega_m} < \frac{\partial T(\omega_{m+1})}{\partial \omega_m}$. Hence, Lemma 2 for the first case is proved.

For the second case $T_{m+1}^* - T_{m}^* < T_{m}^* - T_{m}$, if there exists an optimal solution $\omega^* = \{\omega_{1}^*, \ldots, \omega_M^*\}$ of (P3.1) that makes
\[
\frac{\partial T(\omega_m)}{\partial \omega_m} \big|_{\omega_m^n} < \frac{\partial T(\omega_m)}{\partial \omega_m} \big|_{\omega_m^{n+1}} \quad \text{or} \quad \frac{\partial T(\omega_m)}{\partial \omega_m} \big|_{\omega_m^n} > \frac{\partial T(\omega_m)}{\partial \omega_m} \big|_{\omega_m^{n+1}},
\]

similarly, the mission completion time can be improve until \(\omega_m = \omega_m^{n+1}\). If \(\gamma_m \neq \gamma_{m-1}\), \(\omega_m = \omega_m^{n+1}\) has a unique solution since \(\frac{\partial T(\omega_m)}{\partial \omega_m} \big|_{\omega_m} \) is a monotonically increasing function w.r.t \(\omega_m\).

**APPENDIX G**

**Proof of Lemma 3**

If constraints in (8b) satisfy with strict inequality, i.e., \(E_m < \bar{E}\), then \(p_m^n = p_{\max}\), and \(t_m^n = \frac{1}{\log_2(1 + p_{\max}\gamma_m)}E\). If \(\omega_m \geq \frac{\log_2(1 + p_{\max}\gamma_m)}{p_{\max}\beta}\), constraints in (8b) will satisfy with strict equality, the following condition holds,

\[
\omega_m^C t_m^n \left(2^{\frac{1}{\omega_m^C}} - 1\right) \gamma_m^{-1} = \bar{E}.
\]

(38) can be transformed into (39), i.e.,

\[
2^{\frac{1}{\omega_m^C}} - 1 = \frac{B_t m^C \cdot \bar{E}}{\omega_m^C B t_m^n}.
\]

Let \(x = \frac{1}{B t_m^n} \), the following condition holds

\[
Q^2x = x + Q,
\]

where \(Q = \omega_m^C / (B t_m^n \bar{E})\), and multiply both sides of (39) by \(2^{(x-Q)}\), the following condition holds:

\[
-\ln 2 Q e^{-\ln 2 Q} = \ln 2 (x - Q) e^{\ln 2 (x - Q)}.
\]

The above equation has the form of \(ye^y = \eta (\eta > 0)\). Let \(x = \frac{-\ln 2 W_1 (-\ln 2 Q) - Q}{-\ln 2 W_1 (-\ln 2 Q)}\). Then, \(t_m^n\) can be given by

\[
t_m^n = \frac{-\ln 2}{B (W_1 (-A_m w_m e^{-A_m w_m}) + A_m w_m)},
\]

where \(A_m = \frac{C \ln 2}{B \gamma_m E}\). Hence, the optimal transmission time \(t_m^n\) can be given by

\[
\tau_m(\omega_m) = \begin{cases} 
-\ln 2 \\
\frac{1}{B (W_1 (-A_m w_m e^{-A_m w_m}) + A_m w_m)} \\
\frac{\log_2 (1 + p_{\max}\gamma_m)}{p_{\max}\beta m}\end{cases} \quad \omega_m \geq \tilde{\omega}_m;
\]

\[
\omega_m \leq \tilde{\omega}_m.
\]

Constraints (8c)–(8d) are convex. For the objective function of (P3.1), when \(\omega_m < \tilde{\omega}_m\), \(f_m(\omega_m) = \omega_m \tau_m(\omega_m)\) is convex about \(\omega_m\) since \(f_m(\omega_m)\) is a linear function of \(\omega_m\). In the following, it will be proved that \(f_m(\omega_m) = \omega_m \tau_m(\omega_m)\) is convex when \(\omega_m \geq \tilde{\omega}_m\), i.e.,

\[
f_m(\omega_m) = -\omega_m \ln 2 \\
B (W_1 (-A_m w_m e^{-A_m w_m}) + A_m w_m),
\]

For ease of analysis, define \(g_m(x)\) as

\[
g_m(x) = \frac{-x}{W_1 (-A_m x e^{-A_m x}) + A_m x}.
\]

Function \(f_m(\omega_m)\) and function \(g_m(x)\) share the same concavity and convexity. Specifically, the first derivative of \(g_m(x)\) can be given by

\[
g_m'(x) = \frac{W_1 (-A_m x e^{-A_m x}) - W_1 (-A_m x e^{-A_m x}) + W_1 (-A_m x e^{-A_m x}) - x}{W_1 (-A_m x e^{-A_m x}) + A_m x},
\]

where \(x_m = -A_m x\). Since \(W_1 (-A_m x e^{-A_m x}) - x < 0\) and \(W_1 (-A_m x e^{-A_m x}) < 0\), \(g_m'(x) > 0\). The second derivative of \(g_m(x)\) can be given by

\[
g_m''(x) = \frac{W_1 (-A_m x e^{-A_m x})}{x (1 + W_1 (-A_m x e^{-A_m x}))^2} > 0.
\]

\(g_m(x)\) is convex about \(x\) and \(f_m(\omega_m)\) is also convex about \(\omega_m\) when \(\omega_m \geq \tilde{\omega}_m\).

**APPENDIX H**

**Proof of Proposition 5**

For a given \(\omega_m\), the optimal task ratio \(\omega_{m+1}\) of UAV can be obtained by solving the equations \(T_{m+1} = T_{\max}\) via binary search, since both \(\frac{\partial T(\omega_m)}{\partial \omega_m}\) and \(\omega_m \tau_m(\omega_m)\) monotonically increases w.r.t \(\omega_m\) (c.f. (46) in Appendix G). As a result, the task ratio \(\omega_m\) of UAV \(m + 1\) admitting Lemma 3 will monotonically increase as \(\omega_m\) increases. Hence, when \(\omega_1\) increases, the task ratios of other UAVs \(\{\omega_m\}_{m=2}^{M}\) admitting Lemma 3 will increase. As a result, the corresponding mission completion time will also increase monotonically with \(\omega_1\).

**APPENDIX I**

**Proof of Proposition 6**

For variable set \(\mathcal{P}, \omega_m > \tilde{\omega}_m, \forall m \in \mathcal{M}, \) and \(T_{m+1} = T_m, \forall m \in \mathcal{M} \setminus \{M\}\). Construct Lagrange function \(L(\omega, \ldots, \omega, \mu) = \omega_m \mu + \sum_{m=1}^{M} \omega_m C \tau_m(\omega_m) + \mu \left(\sum_{m=1}^{M} (\omega_m - 1)\right)\), where \(\mu\) is Lagrange dual factor. The Lagrange dual problem can be given by

\[
(P3.2) : \max \inf L(\omega_1, \ldots, \omega_M),
\]

s.t. \(\mu \geq 0\). At the optimal solution of (P3.2), \(\frac{\partial L(\omega_1, \ldots, \omega_M)}{\omega_m} = 0\), as \(\omega_m > \tilde{\omega}_m\) and \(\omega_m > \omega_m' \), the following condition holds.

\[
\frac{\partial L(\omega_1, \ldots, \omega_M)}{\omega_m} = \frac{-W_1 (x_m e^{x_m})}{(W_1 (x_m e^{x_m}) - x_m) (1 + W_1 (x_m e^{x_m}))} + \mu
\]

\[
= \frac{-W_1 (x_m e^{x_m})}{(W_1 (x_m e^{x_m}) - x_m) (1 + W_1 (x_m e^{x_m}))} + \mu,
\]

where \(x_m = A_m \cdot \omega_m, x_m' = A_m' \cdot \omega_m\), and \(A_m = \frac{C \ln 2}{B \gamma_m E}\). As \(\frac{\partial L(\omega_1, \ldots, \omega_M)}{\omega_m}\) increases monotonically with \(\omega_m\), at the optimal solution of (P3.2), \(A_m w_m = A_m' w_m\). Hence, the following condition holds:

\[
\frac{\omega_m}{\gamma_m} = \frac{\omega_m'}{\gamma_m'}
\]
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