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Abstract. This paper introduces algorithms to select/design kernels in Gaussian process regression/kriging surrogate modeling techniques. We adopt the setting of kernel method solutions in \textit{ad hoc} functional spaces, namely Reproducing Kernel Hilbert Spaces (RKHS), to solve the problem of approximating a regular target function given observations of it, \textit{i.e.} supervised learning. A first class of algorithms is kernel flow, which was introduced in the context of classification in machine learning. It can be seen as a cross-validation procedure whereby a "best" kernel is selected such that the loss of accuracy incurred by removing some part of the dataset (typically half of it) is minimized. A second class of algorithms is called spectral kernel ridge regression, and aims at selecting a "best" kernel such that the norm of the function to be approximated is minimal in the associated RKHS. Within Mercer's theorem framework, we obtain an explicit construction of that "best" kernel in terms of the main features of the target function. Both approaches of learning kernels from data are illustrated by numerical examples on synthetic test functions, and on a classical test case in turbulence modeling validation for transonic flows about a two-dimensional airfoil.

1. Introduction

Cruise flight conditions of commercial aircraft are mostly transonic, such that the flow is locally supersonic due to the geometry of actual wing profiles. Acceleration of the flow on the profile upper surface induces a depression yielding the lift force. A discontinuity, or shock wave, arises if this depression is too sharp in order to balance the pressure gradient at the trailing edge between the upper and lower surfaces. Both the location and strength of the shock wave are responsible for a significant part of the drag force. These features are thus critical in view of optimizing a wing profile, for instance minimizing the drag force considering constant lift force. Mild alterations of profiles can alleviate these issues by smoothing out the discontinuity, hence increasing the lift force while decreasing the drag force.

Such complex aerodynamic design and analysis typically use high-fidelity computational fluid dynamics (CFD) tools for optimization or uncertainty quantification, considering in addition some uncertain operational, environmental, or manufacturing parameters. High-fidelity simulations are needed to detail the flow structures, while non-intrusive methods are further required when variable parameters have to be taken into account for sensitivity and robustness analyses. Due to their complexity, flow solvers are indeed preferably treated as black boxes computing output quantities of interest as functions of input parameters. In aerodynamic applications with CFD software, one single function evaluation can take up to several hours. It is then not conceivable to use this type of complex models for all function evaluations that may
be needed to estimate an optimum or an average output, say. A middle ground has thus to be found. One way to solve this issue is to accept to evaluate the complex model at some sample points while using an approximation at the remaining points to mimic the behavior of that complex model. This approximation is called a metamodel, or a surrogate model. Obviously, its quality will strongly influence the trustworthiness of the obtained optimum or average. In that respect, one may wish the surrogate model to fulfill the following two properties:

- It has to be cheap to evaluate in order to be able to possibly obtain tens of thousands of function evaluations in a reasonable time; typically, an evaluation should be less than 1 second;
- It has to be as accurate as possible (given some metric) in order to be confident in these multiple evaluations.

This problem can be summed up as follows, in the setting of supervised learning:

**Problem 1.** Let $F : \mathcal{X} \rightarrow \mathcal{Y}$ be a smooth function mapping an input set $\mathcal{X} \subset \mathbb{R}^d$ to an output set $\mathcal{Y} \subseteq \mathbb{R}$, where $d \in \mathbb{N}^*$ is the dimension of the input set. Given $I$ observations of that function denoted by $(\mathbf{X}, \mathbf{Y}) = (\mathbf{X}_i, \mathbf{Y}_i = F(\mathbf{X}_i))_{i=1}^I$, approximate $F$.

Here $F$ can be for instance a very complex CFD computation requiring several hours to obtain one observation $(\mathbf{X}_i, \mathbf{Y}_i)$. There exist many different methods to construct a surrogate model. These methods depend on the available information and to cite a few among others: Polynomial Chaos Expansion (PCE) and polynomial regression [26, 30, 46, 50, 63, 78, 94], Proper Orthogonal Decomposition (POD) [2, 7, 14, 44, 50], Kriging [27, 43, 69, 67, 70], Artificial Neural Networks (ANN) [1, 31, 55, 76, 83, 85, 88, 97], more recently Physics Informed Neural Networks (PINN) for PDEs [41, 84], etc. In this paper, we will focus on so-called kernel methods [67, 74] within the framework of Reproducing Kernel Hilbert Spaces (RKHS) [62] to construct a surrogate model, or metamodel, or approximation of $F$ solving Problem 1. This setting is chosen because it has a solid theoretical background and it is quite flexible, in terms of numerical implementation, regularization, convergence, automatization, and interpretability. Also its connections with Kriging and Gaussian process regression [67, 74] are well established. These methods have been applied in machine learning, pattern recognition, signal analysis, and more recently to approximate numerical solutions of linear and nonlinear partial differential equations [17, 66]. Besides, the link between ANN and kernel methods is outlined in e.g. [59].

A decisive aspect of these methods, though, is the choice of hyperparameters in hierarchical models of kernel functions and, possibly more importantly, the choice of a relevant kernel base function in this hierarchical modeling. We basically address this issue in the present work, and the remainder of this paper is structured as follows. Section 2 presents classical kernel regression methods together with their connections. These methods raise the issue of finding a “best” kernel function, which is addressed here in two ways. First, the Kernel Flow algorithm initially implemented in a classification context in [16, 58] is applied to the regression context in Section 3. Second, a spectral version of the classical Kernel Ridge Regression algorithm within the framework of Mercer’s theorem is developed in Section 4. Mercer’s framework is reminded in the appendix [8.3] and subsequently used in Section 4.3 and Section 4.4 to introduce two algorithms based on regression and projection approaches. The Polynomial Chaos Expansion (PCE) method is briefly reviewed in Section 4.5 for completeness. The proposed algorithms are finally tested on synthetic examples in Section 5 and on a more complex aerodynamic example in Section 6. Also a summary of the theory of RKHS is provided in the appendix [8.1].
2. Regression setting

We adopt the setting of kernel method solutions to construct an approximation to Problem 1 in a functional Hilbert space; see e.g. [40, 57].

2.1. Optimal recovery solution. Let $K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ be a positive definite kernel function and let $\mathcal{H}_K$ be the Reproducing Kernel Hilbert Space (RKHS) associated with that kernel; see the definitions 1 and 3 in the appendix 8.1. Using the norm $\| \cdot \|_{\mathcal{H}_K}$ in that functional space as the loss, the Optimal Recovery Solution (ORS) of Problem 1 is the minimizer of (see [57, Theorems 12.4 and 12.5]):

$$\min_{F \in \mathcal{H}_K} \|F\|_{\mathcal{H}_K}^2,$$

subjected to $F(X_i) = Y_i, \ i = 1, \ldots, I$.

This regression provides a minimax optimal approximation of $F$ in $\mathcal{H}_K$ [52]. From the representer theorem [53], the solution of Equation (1) reads:

$$G(x) = \sum_{i=1}^I \alpha_i K(x, X_i).$$

The expansion coefficients $\alpha = \{ \alpha_i \}_{i=1}^I$ are obtained by solving:

$$\mathbf{K}(X, X) \alpha = \mathbf{Y},$$

where $\mathbf{Y} = (Y_1, \ldots, Y_I)^T$ and $\mathbf{K}(X, X)$ is the Gram matrix defined by:

$$\mathbf{K}(X, X) = \begin{bmatrix} K(X_1, X_1) & \cdots & K(X_1, X_I) \\ \vdots & \ddots & \vdots \\ K(X_I, X_1) & \cdots & K(X_I, X_I) \end{bmatrix}.$$

Thus one has:

$$F(x) \simeq G(x) = \mathbf{K}(x, X) \mathbf{K}(X, X)^{-1} \mathbf{Y},$$

where:

$$\mathbf{K}(x, X) = \left( K(x, X_1) \cdots K(x, X_I) \right).$$

Equation (5) implies that the ORS is interpolant, that is, $G(X_i) = Y_i, \ \forall i = 1, \ldots, I$. In some cases, depending on the position of the data points $X$ and their number, the kernel matrix $\mathbf{K}(X, X)$ might be ill-conditioned and thus numerically non invertible. Therefore, kernel ridge regression is often preferred because it ensures that the kernel matrix is indeed invertible by adding a smoothing term.

2.2. Kernel ridge regression solution. Let $\lambda > 0$. The Kernel Ridge Regression (KRR) solution of Problem 1 is [59]:

$$\min_{F \in \mathcal{H}_K} \sum_{i=1}^I (Y_i - F(X_i))^2 + \lambda \|F\|_{\mathcal{H}_K}^2.$$

The parameter $\lambda$ adds a penalization term that controls the smoothness of the KRR solution. It is useful to avoid overfitting and is often called nugget. From the representer theorem [53], the solution of Equation (7) reads:

$$G_\lambda(x) = \sum_{i=1}^I \alpha_i K(x, X_i).$$
The expansion coefficients $\alpha = \{\alpha_i\}_{i=1}^l$ are obtained by solving:

\begin{equation}
(K(X, X) + \lambda I) \alpha = Y,
\end{equation}

where $K(X, X)$ is the Gram matrix defined by Equation (4) and $I$ is the $I \times I$ identity matrix. The matrix $K(X, X) + \lambda I$ is invertible if $\lambda \geq 0$. Thus the prediction at an unobserved point $x$ reads:

\begin{equation}
F(x) \approx G_\lambda(x) = K(x, X)(K(X, X) + \lambda I)^{-1} Y.
\end{equation}

The main difference with Equation (1) is that the KRR solution is not interpolant because of the addition of the parameter $\lambda$, that controls its possible overfitting. In practical cases, this parameter is usually chosen as $\lambda \ll 1$. It may also be interpreted as the variance of some measurement noise. For $\lambda = 0$, $G_0 \equiv G$.

2.3. Deterministic error estimation of the KRR solution. Let $F \in H_{K}$ be the ground truth function and let $G_\lambda$ be its KRR approximation with $\lambda \geq 0$. From [59] Theorem 8.4, one has for any $x \in X$:

\begin{equation}
|F(x) - G_\lambda(x)| \leq \sigma(x) \|F\|_{H_{K}}
\end{equation}

with $\|F\|_{H_{K}} < +\infty$, and:

\begin{equation}
|F(x) - G_\lambda(x)| \leq \sqrt{\sigma^2(x) + \lambda \|F\|_{H_{K+\lambda}}}
\end{equation}

with $\|F\|_{H_{K+\lambda}} < +\infty$, $H_{K+\lambda}$ being the RKHS associated with the kernel $K + \lambda$, and:

\begin{equation}
\sigma^2(x) = K(x, x) - K(x, X)(K(X, X) + \lambda I)^{-1} K(X, x)
\end{equation}

with $K(X, x) = K(x, X)^T$. Thus Equation (11) and Equation (12) provide with bounds on the deterministic error $|F(x) - G_\lambda(x)|$, which depend on the norms $\|F\|_{H_{K}}$, $\|F\|_{H_{K+\lambda}}$, and the variance $\sigma^2(x)$ which is independent of $F$. Therefore, reducing the discrepancy between the ground truth function $F$ and its approximation $G_\lambda$ at some point $x \in X$ amounts to lowering $\sigma^2(x)$ independently of $F$, and/or finding a “best” kernel $K$ in a sense that is elaborated further on in Section 3 and Section 4 below.

3. Kernel Flow algorithm

A challenging aspect of kernel methods is to determine which kernel $K$ to select in order to address Problem 1. A kernel may be either a parametric or a non parametric function. In the former case, a certain number of parameters have to be determined for each type of kernel, for instance the kernels presented in the appendix. They are often called the hyperparameters of the kernel. Multiple methods exist in order to determine them, including maximum likelihood (choosing the parameters which maximize the probability of observing the data), Bayesian inference (placing a prior on the kernel and conditioning with respect to the data), cross-validation (splitting $(X, Y)$ into training data and validation data in a controlled or uncontrolled way), etc. Here we follow another approach to find a “best” kernel $K$ in a sense that is clarified below in Section 3.1, the Kernel Flow (KF) iterative algorithm of [53]. It was first used in a machine learning context for classification [58] [96] and more recently in geophysical forecasting [36] and with dynamical systems [21] [35]. Actually it can be seen as an equivalent of cross-validation in a regression context, performing double, or nested cross-validation [16] [81]. Early attempts to learn kernels from data can be found in geostatistics, for example, where the spatial correlation structures of data are described in terms of so-called variograms introduced by Matheron [51] and their estimates; see e.g. [20] [22] [80].
The main objective of the KF algorithm is to learn kernels $K_n$ of the following form:

$$K_n(X_1, X_2) = K(f_n(X_1), f_n(X_2); \theta),$$

where $K$ is a base kernel, for instance the Gaussian kernel defined by Equation (48), and $f_n : \mathcal{X} \to \mathcal{X}$ is called the flow in the input space at the $n$-th iteration step. This can be understood as a non-parametric approach to iteratively find a “best” kernel $K_n$, where instead of searching for hyperparameters $\theta$, a whole flow function $f_n$ is sought for. The KF algorithm can also be used in a parametric way when one rather seeks to iteratively learn the hyperparameters $\theta$ of a base kernel, for example the length scales $\theta \equiv (\gamma_i)_{i=1}^d$ of a Gaussian kernel (49). That is,

$$K_n(X_1, X_2) = K(X_1, X_2; \theta_n),$$

where $\theta_n$ are the hyperparameters at the $n$-th iteration step of the parametric KF algorithm. This approach is the one retained in the remainder of the paper.

3.1. **What is the “best” kernel?** We still have to define when a kernel is considered as the “best” one. Here, a kernel $K$ is selected as the “best” one if the number of regression points can be halved without losing too much accuracy, where the latter is measured with the RKHS norm associated with that kernel [16, 58].

We start by selecting $I_f \leq I$ observations of $F$ with which we construct an approximation $G_f$ using Equation (6), or Equation (10) and a yet to be selected nugget $\lambda$, with kernel $K_n$ at the $n$-th iteration of the form (15). We also select $I_c = \lfloor \frac{I_f}{2} \rfloor$ observations among these $I_f$ ones and construct an approximation $G_c$ of $F$ with the same kernel $K_n$ using the same foregoing methods; see Figure 1 where $\lfloor \cdot \rfloor$ is the floor function. Then we introduce the following function $\rho_n \in [0, 1]$ to quantify the accuracy of the surrogate model at iteration $n$ as:

$$\rho_n(X_{\pi_f^n}, X_{\pi_c^n}; \theta_n) = \frac{\|G_f - G_c\|_{\mathcal{H}_n}^2}{\|G_f\|_{\mathcal{H}_n}^2},$$

where the functional space $\mathcal{H}_n$ is the unique RKHS associated with the kernel $K_n$; $\pi_f^n$ and $\pi_c^n$ are the indices corresponding to the $I_f$ and $I_c$ observations, respectively, at iteration $n$; and $X_{\pi_f^n}$...
and \( X_{\pi_n^i} \) are the corresponding inputs. In that way, the smaller \( \rho_n \) is, the better the kernel \( K_n \) is. That is, if \( \rho_n \) gets close to zero, the kernel \( K_n \) is the “best” one according to the definition stated above. It is shown in [58] that \( \rho_n \) in Equation (16) also reads:

\[
\rho_n(X_{\pi_n^i}, X_{\pi_n^i}; \theta_n) = 1 - \frac{Y_{\pi_n^i}^T K(X_{\pi_n^i}, X_{\pi_n^j}; \theta_n)^{-1} Y_{\pi_n^i}}{Y_{\pi_n^i}^T K(X_{\pi_n^i}, X_{\pi_n^i}; \theta_n)^{-1} Y_{\pi_n^i}},
\]

where \( Y_{\pi_n^i} \) and \( Y_{\pi_n^j} \) are the observed outputs corresponding to the indices \( \pi_n^i \) and \( \pi_n^j \), respectively; and \( K(X_{\pi_n^i}, X_{\pi_n^j}; \theta_n) \) are the matrices (4) constructed with the kernel \( K_n \) of Equation (15) and the inputs \( X_{\pi_n^i} \) and \( X_{\pi_n^j} \), respectively. The formula (17) enables the numerical computation of the accuracy \( \rho_n \), and stems from the identity \( \| G \|_{\mathcal{H}_K}^2 = Y^T K(X, X)^{-1} Y \) whenever \( G(x) = K(x, X)K(X, X)^{-1} Y \). The parametric KF algorithm is summarized below.

### 3.2. Parametric KF algorithm

The parametric KF algorithm aims to determine one or more parameters of a chosen base kernel. Considering a family of kernels \( \mathcal{K}_\theta(X_1, X_2) = K(X_1, X_2; \theta) \) parameterized by the parameters \( \theta \), the parametric version of the KF algorithm runs as follows from iteration \( n \) to \( n + 1 \):

1. Select \( I_\ell \leq I \) observations at random among the \( I \) observations;
2. Select \( I_c = \lfloor \frac{I}{2} \rfloor \) observations among these \( I_\ell \) observations;
3. Compute the accuracy \( \rho_n(X_{\pi_n^i}, X_{\pi_n^j}; \theta_n) \) given by Equation (16). The \( I_c \) observations are used only in this step;
4. Compute the gradient \( \nabla_\theta \rho_n \) of \( \rho_n \) with respect to the parameters \( \theta_n \);
5. Move \( \theta_n \) in the gradient descent direction \( \nabla_\theta \rho_n \) of \( \rho_n \);
6. Return to step 1.

This parametric version is applied to synthetic test functions in Section [5], and to an aerodynamic test case using synthetic observations from a CFD software in Section [6].

### 4. Spectral Kernel Ridge Regression algorithms

In this section, we adopt a different perspective to determine what is a “best” kernel. New algorithms that we call Spectral Kernel Ridge Regression (SKRR) are introduced in this respect. Recalling Section 2.3 and the deterministic error bounds of Equation (11) and Equation (12), we observe that the pointwise error induced by the surrogate model is controlled by the norms \( \| F \|_{\mathcal{H}_K} \) and \( \| F \|_{\mathcal{H}_{K+\lambda}} \) apart from the local variance \( \sigma^2(x) \) which is, again, independent of the ground truth \( F \). Therefore, we suggest to study the effect of the kernel \( K \) on the norm \( \| F \|_{\mathcal{H}_K} \) and in this way to find a “best” kernel by minimizing the latter with respect to \( K \). That is, we aim to find the kernel \( K^* \) such that:

\[
K^* = \arg \min_K \| F \|_{\mathcal{H}_K}.
\]

For that purpose, we resort to Mercer’s theorem and the spectral expansion of the integral operator associated to a Mercer kernel. These notions are summarized in the appendix [8.3]. Therefore, we assume from now on that \( \mathcal{X} \subset \mathbb{R}^d \) is compact.

#### 4.1. Minimizing the norm \( \| F \|_{\mathcal{H}_K} \): the SKRR core

We assume that a family \( \{ e_i \}_{i \in \mathbb{N}} \) of continuous functions on \( \mathcal{X} \) is given (these are the “features” in machine learning techniques, for example), which forms an orthonormal basis of \( L^2(\mathcal{X}, \mu) \), the set of square integrable functions with respect to a Borel probability measure \( \mu \) on \( \mathcal{X} \). It is a Hilbert space endowed with the inner product \( \langle \cdot, \cdot \rangle_{L^2} \). We aim to construct a Mercer kernel \( K = \sum_i \sigma_i e_i \otimes e_i \) where the
eigenvalues $\{\sigma_i > 0\}_{i \in \mathbb{N}}$ are to be chosen such that, if $F \in \mathcal{H}_K$, its norm $\|F\|_{\mathcal{H}_K}$ is minimal. By Equation (33), the latter reads:

$$\|F\|^2_{\mathcal{H}_K} = \sum_{i=0}^{+\infty} \frac{|F_i|^2}{\sigma_i},$$

where $F_i = \langle F, e_i \rangle_{L^2}$, $i \in \mathbb{N}$, such that $\sum_i |F_i|^2 < +\infty$ because $F \in L^2(\mathcal{X}, \mu)$. The minimization problem thus reads:

$$\min_{\{\sigma_i\}} \sum_i \frac{|F_i|^2}{\sigma_i} \text{ subjected to } \sum_i \sigma_i = \kappa,$$

where $0 < \kappa < +\infty$; this condition arises from Equation (52). The minimization problem (20) can be solved by the method of Lagrange multipliers. Let $\nu$ be a Lagrange multiplier and $\{\sigma_i^*\}_{i \in \mathbb{N}}$ be the solution of Equation (20), one has:

$$\frac{\partial}{\partial \sigma_i} \left[ \sum_i \frac{|F_i|^2}{\sigma_i^*} + \nu \left( \sum_i \sigma_i^* - \kappa \right) \right] = 0 \quad \text{for } k = 0, 1, 2, \ldots,$$

or:

$$\frac{\partial}{\partial \nu} \left[ \sum_i \frac{|F_i|^2}{\sigma_i^*} + \nu \left( \sum_i \sigma_i^* - \kappa \right) \right] = 0.$$

Then one finds that:

$$\nu = \frac{1}{\kappa^2} \left( \sum_i |F_i| \right)^2, \quad \sigma_i^* = \frac{|F_i|}{\nu \sqrt{\sigma_i}}, \quad i = 0, 1, 2, \ldots,$$

or:

$$\sigma_i^* = \frac{\kappa |F_i|}{\sum_j |F_j|}, \quad i = 0, 1, 2, \ldots$$

In this way we built a Mercer kernel $K^* = \sum_i \sigma_i^* e_i \otimes e_i$ which minimizes the norm $\|F\|_{\mathcal{H}_K}$. Practically, the sum extends up to a finite rank $R$. It remains to compute the expansion coefficients $\{F_i\}_{i \in \mathbb{N}}$ (the "feature extraction" step, say): two approaches based on regression are outlined in the next section. We note at this stage that although the family $\{e_i\}_{i \in \mathbb{N}}$ may depend on the measure $\mu$, the RKHS $\mathcal{H}_K$ associated to $K$ does not; see for example [62, Prop. 11.17] and the comment after the proof of this proposition, and Remark 2 in the appendix 8.3.

4.2. Computing the expansion coefficients. Given the orthonormal basis $\{e_i\}_{i \in \mathbb{N}}$ of $L^2(\mathcal{X}, \mu)$ and $F \in L^2(\mathcal{X}, \mu)$, one has thus the following expansions:

$$F(X_j) = \sum_{i=0}^{+\infty} \langle F, e_i \rangle_{L^2} e_i(X_j) = Y_i, \quad j = 1, \ldots, I,$$

because the functions $\{e_i\}_{i \in \mathbb{N}}$ are continuous. Let $\mathcal{K}$ be a set of indices such that $\# \mathcal{K} = R$ and let the corresponding orthonormal family $\{e_k\}_{k \in \mathcal{K}} \subset \{e_i\}_{i \in \mathbb{N}}$ in $L^2(\mathcal{X}, \mu)$ be the basis $\mathcal{B}^R$. Let $\Theta$ be the $I \times R$ measurement matrix and $c$ be the expansion coefficients vector in $\mathbb{R}^R$ such that:

$$\Theta = \begin{bmatrix} e_{k_1}(X_1) & \cdots & e_{k_R}(X_1) \\ \vdots & \ddots & \vdots \\ e_{k_1}(X_I) & \cdots & e_{k_R}(X_I) \end{bmatrix}, \quad c = \begin{bmatrix} c_{k_1} \\ \vdots \\ c_{k_R} \end{bmatrix} = \begin{bmatrix} \langle F, e_{k_1} \rangle_{L^2} \\ \vdots \\ \langle F, e_{k_R} \rangle_{L^2} \end{bmatrix}.$$

then one arrives at the following $I \times R$ system:

$$Y = \Theta c + \eta,$$
where \( \eta = (\eta_1, \ldots, \eta_I)^T \) is an error vector with \( \| \eta \|_2 \leq \eta \) accounting for the truncation of the ground truth function \( F \) on the orthonormal set of \( R \) vectors \( \{ e_k \}_{k \in \mathcal{K}} \), and possible noise.

### 4.2.1. Least-squares regression

We first assume that \( I \geq R \). Finding the expansion coefficients \( c \) can be done through a regression approach formulated as a least-squares minimization problem, that is, solving the following problem:

\[
(25) \quad \mathbf{c}^* = \arg \min_{\mathbf{h} \in \mathbb{R}^R} (\Phi \mathbf{h} - \mathbf{Y})^T (\Phi \mathbf{h} - \mathbf{Y}).
\]

This approach is detailed in e.g. [39] and references therein. Here, we are more interested in the case where \( I < R \) or even \( I \ll R \), namely when the number of possible "features" \( R \) is way more larger than the number of observations \( I \) of \( F \). This is the topic of the following section.

### 4.2.2. Sparse regression

We now assume that \( I \ll R \), and that the "features" are actually chosen such that the ground truth function \( F \) is expected to be sparse or nearly sparse on this basis: many components of the vector \( c \) of its expansion coefficients are negligible. Such expansion is known as compressible in the terminology of compressed sensing, or compressive sampling (CS) [10] [12] [23]. Thus one introduces the sparsity \( S \) defined by:

\[
(26) \quad S = \# \{ i : |c_i| > \delta \},
\]

where \( \delta > 0 \) is some tolerance, and assume that \( S \ll R \). In other words, only a small number of vectors within the basis \( \mathcal{B}^R \) is relevant to reconstructing the ground truth function \( F \) without much loss, and this number is that sparsity \( S \). Then Equation (24) in this context may be solved by adaptative methods such as least angle regression as in e.g. [4], or by non-adaptive methods such as the following convex \( \ell_1 \)-minimization known as Basis Pursuit Denoising (BPDN) [15]:

\[
(27) \quad \min_{\mathbf{h} \in \mathbb{R}^R} \| \mathbf{h} \|_1 \text{ subjected to } \| \Phi \mathbf{h} - \mathbf{Y} \|_2 \leq \eta,
\]

where \( \| \mathbf{h} \|_p = (\sum_{j=1}^R |h_j|^p)^{\frac{1}{p}}, p > 0 \). BPDN is non-adapted because it identifies both the sparsity pattern, that is the order of the negligible components in the sought vector \( c \), and the leading components at the same time. This is clearly a desirable feature for practical industrial applications. Therefore this approach is favored in the subsequent numerical examples. The conditions on the measurement matrix \( \Phi \) for which Equation (27) yields a unique solution, and associated recovery bounds are analyzed in e.g. [9] [11] [12] [13] for the noiseless (\( \eta = 0 \)) and noisy (\( \eta > 0 \)) cases.

It should be noted that in practical applications, the sparsity of \( F \) is typically seen \textit{a posteriori} and not \textit{a priori}. If the orthonormal set of vectors \( \{ e_k \}_{k \in \mathcal{K}} \) and \( \eta \) are well chosen, Equation (27) will yield a sparse solution which approximates well the ground truth function \( F \), i.e. a solution where only a few terms are non vanishing. In this paper, the selection of the value \( \eta \) is done arbitrarily but it can actually be chosen through cross-validation [5] [24] [90], for example.

### 4.3. Sparse SKRR algorithm

We propose the following algorithm that we coin Sparse Spectral Kernel Ridge Regression (SSKRR) which couples the sparse reconstruction by, say, \( \ell_1 \)-minimization presented in the foregoing section, and the KRR approximation detailed in Section 2.2. The main idea of this algorithm is to minimize the RKHS norm of the ground truth function \( F \) with respect to the eigenvalues of a Mercer kernel, which are obtained by Equation (22) where the expansion coefficients \( \{ F_i \}_{i \in \mathcal{K}} \) in a finite basis \( \mathcal{B}^R \) are computed by \( \ell_1 \)-minimization. The procedure is sketched in Algorithm 1. It is organized as follows. First, starting from an orthonormal set of \( R \) vectors \( \mathcal{B}^R \equiv \{ e_k \}_{k \in \mathcal{K}} \) in \( L^2(X, \mu) \), \( I \) observations of \( F \), and the parameter \( \eta \), the BPDN minimization of Equation (27) is solved, yielding a solution.
If the set $\mathcal{B}^R$ of “features” is well chosen, only a limited number of terms in the vector $c^*$ is not close to zero. Then one builds the KRR approximation (10), which allows us to get a prediction of the ground truth function $F$ at an unobserved location $x$ with a nugget $\lambda$ and using the kernel obtained at the previous step. One of the main advantages of the proposed algorithm is that it provides the prediction variance $\sigma^2(x)$ at the unobserved point $x$, as in the Gaussian Process Regression framework.

Obviously, the algorithm will strongly depend on the performance of $\ell_1$-minimization to approximate the expansion coefficients $\{F_i\}_{i \in K}$. Also, several remarks can be made about the parameter $\kappa$ in Equation (22). The SKRR approximation at an unobserved point $x$ is:

$$G^*_x(x) = K^*(x, X) (K^*(X, X) + \lambda I_f)^{-1} Y,$$

and using Equation (22) one arrives at:

$$G^*_x(x) = \sum_{k \in K} \sum_{j \in K} |F_k| e_k(x) \otimes e_k(X) \left( \sum_{k \in K} \sum_{j \in K} |F_j| e_k(X) \otimes e_k(X) + \frac{\lambda}{\kappa} I_f \right)^{-1}.$$

So, one can see that the SKRR approximation only depends on the ratio between the nugget $\lambda$ and the parameter $\kappa$. Likewise for the prediction variance of Equation (13), one has:

$$\sigma^2(x) = K^*(x, x) - K^*(x, X) (K^*(X, X) + \lambda I_f)^{-1} K^*(X, x)$$

$$= \kappa \left[ \sum_{k \in K} \sum_{j \in K} |F_k| e_k(x) \otimes e_k(x) - \sum_{k \in K} \sum_{j \in K} |F_j| e_k(X) \otimes e_k(X) \right]$$

$$\times \left( \sum_{k \in K} \sum_{j \in K} |F_k| e_k(X) \otimes e_k(X) + \frac{\lambda}{\kappa} I_f \right)^{-1} \sum_{k \in K} \sum_{j \in K} |F_k| e_k(X) \otimes e_k(X) \right].$$

The parameter $\kappa$ fixing the trace of the integral operator with kernel $K^*$ can be understood as a scaling factor on the prediction variance. At last, when the nugget $\lambda$ vanishes one arrives at:

$$G^*_x(x) = \sum_{k \in K} \sum_{j \in K} |F_k| \langle e_j(X), e_k(X) \rangle \mathbb{I} \langle e_j(X), Y \rangle \mathbb{I} e_k(x),$$

where $\langle e_j(X), e_k(X) \rangle \mathbb{I} = \sum_{i=1}^t e_j(X_i) e_k(X_i)$ and $\langle e_j(X), Y \rangle \mathbb{I} = \sum_{i=1}^t e_j(X_i) Y_i$.

**Algorithm 1:** Sparse Spectral Kernel Ridge Regression (SSKRR).

**Input:** Basis $\{e_k\}_{k \in K}$; $I$ observations of $F$; parameters $\eta$, $\lambda$ and $\kappa$.

**Output:** SSKRR approximation $G^*_x$ and prediction variance $\sigma^2(x)$.

1. Build the observation matrix $\Theta$ from the basis $\{e_k\}_{k \in K}$;

2. Solve the BPDN minimization to find the projection coefficients $c^*$:

$$c^* = \arg \min_{h \in \mathbb{R}^K} \|h\|_1 \text{ subject to } \|\Theta h - Y\|_2 \leq \eta;$$

3. Solve $\sigma^* = \arg \min_{(\sigma_k)_{k \in K}} \|\sigma\|_2^2 \text{ subject to } \sum_{k \in K} \sigma_k = \kappa$ following Equation (22);

4. Form the new kernel as $K^*(x, y) = \sum_{k \in K} \sigma_k^2 e_k(x) \otimes e_k(y)$;

5. Obtain the SSKRR approximation and the prediction variance at an unobserved point $x$ by:

$$G^*_x(x) = K^*(x, X) (K^*(X, X) + \lambda I_f)^{-1} Y,$$

$$\sigma^2(x) = K^*(x, x) - K^*(x, X) (K^*(X, X) + \lambda I_f)^{-1} K^*(X, x).$$
4.4. Non-sparse SKRR algorithm. If the ground truth function $F$ is not sparse on the basis $\mathcal{B}^R$, one can compute the expansion coefficients $c$ by projection since $\mathcal{B}^R$ is orthonormal. We propose the following procedure sketched in Algorithm 2 where projections are carried out iteratively using iterated surrogate approximations to mimic the ground truth function $F$. We call this algorithm the Non-sparse Spectral Kernel Ridge Regression (NSKRR).

Algorithm 2: Non-sparse Spectral Kernel Ridge Regression (NSKRR).

\begin{algorithm}
\begin{algorithmic}[1]
\State \textbf{Input}: Basis \{\epsilon_k\}_{k \in \mathcal{K}}; eigenvalues \{\sigma_k^{(0)}\}_{k \in \mathcal{K}}; \ I \ observations \ of \ F, \ parameters \ \lambda \ and \ \kappa, \ and \ the \ number \ of \ iterations \ \mathcal{N}.
\State \textbf{Output}: NSKRR approximation $G^{(N)}(\mathbf{x})$ and prediction variance $\sigma^2(\mathbf{x})$.
\State \textbf{Initialization:} At step $n = 0$, define the initial kernel as $\mathbf{K}^{(0)}(\mathbf{x},\mathbf{y}) = \sum_{k \in \mathcal{K}} \sigma_k^{(0)} \epsilon_k(\mathbf{x}) \otimes \epsilon_k(\mathbf{y})$;
\For{$n \leftarrow 1 \ to \ \mathcal{N}$}
\State Approximate $F$ by its NSKRR approximation: $G^{(n-1)}(\mathbf{x}) = \mathbf{K}^{(n-1)}(\mathbf{x},\mathbf{X}) \left( \mathbf{K}^{(n-1)}(\mathbf{X},\mathbf{X}) + \lambda \mathbf{I}_n \right)^{-1} \mathbf{Y}$;
\For{$k \in \mathcal{K}$}
\State Compute $c_k^{(n-1)} = \langle \mathbf{G}^{(n-1)}_\lambda(\mathbf{x}), \epsilon_k \rangle_{\mathcal{L}_2}$;
\EndFor
\State Solve $\sigma^{(n)} = \arg \min_{\sigma_k \in \mathcal{K}} \| \mathbf{G}^{(n-1)}_\lambda(\mathbf{x}) \|_{\mathcal{L}_2}^2 = \arg \min_{\langle \sigma_k \rangle_{k \in \mathcal{K}}} \sum_{k \in \mathcal{K}} \left( c_k^{(n-1)} \right)^2$ subject to $\sum_{k \in \mathcal{K}} \sigma_k = \kappa$;
\State Form the new kernel as $\mathbf{K}^{(n)}(\mathbf{x},\mathbf{y}) = \sum_{k \in \mathcal{K}} \sigma_k^{(n)} \epsilon_k(\mathbf{x}) \otimes \epsilon_k(\mathbf{y})$;
\EndFor
\State Obtain the NSKRR approximation and the prediction variance at an unobserved point $\mathbf{x}$ by:
\begin{equation}
\begin{aligned}
G^{(N)}_\lambda(\mathbf{x}) &= \mathbf{K}^{(N)}(\mathbf{x},\mathbf{X}) \left( \mathbf{K}^{(N)}(\mathbf{X},\mathbf{X}) + \lambda \mathbf{I}_n \right)^{-1} \mathbf{Y}, \\
\sigma^{(N)}(\mathbf{x})^2 &= \mathbf{K}^{(N)}(\mathbf{x},\mathbf{x}) - \mathbf{K}^{(N)}(\mathbf{x},\mathbf{X}) \left( \mathbf{K}^{(N)}(\mathbf{X},\mathbf{X}) + \lambda \mathbf{I}_n \right)^{-1} \mathbf{K}^{(N)}(\mathbf{X},\mathbf{x}).
\end{aligned}
\end{equation}
\end{algorithmic}
\end{algorithm}

It is worth mentioning at this stage that the SKRR algorithms we propose here are not competing with the KF algorithms of Section 3. Actually the nugget $\lambda$ in Equation (29) or Equation (30) could be determined by a parametric KF algorithm once a "best" kernel is found in the sense of [15]. This is the approach retained in the numerical example of Section 6 below. Also the minimal conditions on kernels for our algorithms to apply are the ones stated in Definition 5 of the appendix 8.3. Non-smooth triangular kernels, for example, fulfill these conditions. Our approach does not require any explicit knowledge of a kernel function, though.

4.5. Polynomial Chaos Expansion. The remaining question is: how to choose a basis \{\epsilon_k\}_{k \in \mathcal{N}} of $L^2(\mathcal{X},\mu)$? In this section, we focus on orthonormal polynomial bases. Such kind of representations are referred to as Polynomial Chaos (PC) expansions in the case where $\mu$ is a Gaussian probability measure [30, 91]. For more general probability measures, they are called generalized Polynomial Chaos (gPC) expansions [26, 16, 78, 44]. gPC expansions with non-Gaussian probability measures are considered in the synthetic numerical examples of Section 5 and the aerodynamic example of Section 6 below for comparisons with our proposed algorithms. Besides, the use of polynomial bases with Gaussian process regression is illustrated in e.g. [85]. We also note that mixtures of models may be worth considering to improve the accuracy of surrogates, as in Polynomial Chaos-Kriging for example [73]. We leave that possibility to future works.

In the context of gPC expansions, the input variables $\mathbf{X}$ with values in $\mathcal{X} \subset \mathbb{R}^d$ are assumed to be mutually independent random variables with probability distribution $\mu$. One can then build a gPC surrogate model $G_R$ of $F$ by a standard $L^2$ projection on a finite dimensional subspace of $L^2(\mathcal{X},\mu)$ spanned by a truncated orthonormal family of $d$-variate polynomials up
to total order \( p \) denoted by \( B^R = \{ \phi_{i| i|} \leq p \} \), where \( R = \binom{p + d}{p} \). Here \( i = (i_1, i_2, \ldots, i_d) \) is a multi-index in \( \mathbb{N}^d \) and \( |i|_1 = \sum_{j=1}^d i_j \). These \( d \)-variate polynomials read:

\[
\phi_i(x) = \prod_{j=1}^d \phi_{i_j}^{(j)}(x_j),
\]

where \( x = (x_1, x_2, \ldots, x_d) \), and \( \{ \phi_{i_j}^{(j)} \}_{i_j \in \mathbb{N}} \) are the univariate orthonormal polynomials with respect to the law of the \( j \)-th input variable. Renumbering the \( R \) polynomials in the truncated family \( B^R \) with a single index \( k \in \mathbb{K} = \{ 0 \leq k \leq R - 1 \} \), the orthonormality condition reads:

\[
\langle \phi_j, \phi_k \rangle_{L^2} = \int_X \phi_j(x)\phi_k(x) \mu(dx) = \delta_{j,k}, \quad j, k \in \mathbb{K},
\]

where \( \delta_{j,k} \) is the Kronecker symbol such that \( \delta_{j,k} = 1 \) if \( j = k \), and \( \delta_{j,k} = 0 \) otherwise. Consequently, the gPC surrogate model \( G_R \) using the truncated basis \( B^R \) reads:

\[
G_R(x) = \sum_{k \in \mathbb{K}} F_k \phi_k(x) = \sum_{k \in \mathbb{K}} \langle F, \phi_k \rangle_{L^2} \phi_k(x).
\]

Such an expansion is amenable to a direct computation of moments, \( \text{e.g.} \) expectation and variance: \( E(G_R) = \langle G_R, 1 \rangle_{L^2} = F_0 \), and

\[
\text{Var}(G_R) = \langle G_R - E(G_R), G_R - E(G_R) \rangle_{L^2} = \sum_{k=1}^{R-1} F_k^2,
\]

resorting to the orthonormality condition \([32]\). Higher-order moments and Sobol’ sensitivity indices can be computed along the same lines \([72, 82]\).

This gPC surrogate can be compared to the surrogate \([28]\) with \( c_k \equiv \phi_k \):

\[
G^*(x) = \sum_{j \in \mathbb{K}} \sum_{k \in \mathbb{K}} \frac{|F_k|}{|F_j|} \langle \phi_j(X), \phi_k(X) \rangle \langle \phi_j(X), Y \rangle \phi_k(x).
\]

Both approaches are considered in the numerical examples below, using however a nugget \( \lambda > 0 \). In gPC expansion, the expansion coefficients \( F_k = \langle F, \phi_k \rangle_{L^2} \) are usually computed by a numerical quadrature rule:

\[
F_k \approx F_{k,q} = \sum_{l=1}^q \omega_l F(\theta_l) \phi_k(\theta_l),
\]

where \( \{ \omega_l \}_{l=1}^q \) are positive weights and \( \{ \theta_l \}_{l=1}^q \) are nodes in \( X \). The number of nodes \( q \) that is needed depends on the selected rule. A classical Gauss quadrature rule requires \( q \) nodes to exactly integrate univariate polynomials up to order \( 2q - 1 \). If one quadrature node is fixed, a Gauss-Radau (GR) rule is obtained, which exactly integrates univariate polynomials up to order \( 2q - 2 \). If two quadrature nodes are fixed, a Gauss-Lobatto (GL) rule is obtained, which exactly integrates univariate polynomials up to order \( 2q - 3 \). Thus using quadrature rules one needs about \( I \approx \left( \frac{L}{2} \right)^d \) sampling points to exactly integrate \( d \)-variate polynomials of total order \( p \). For complex models with high dimensional input spaces, the expansion \([33]\) can be unaffordable; this is the so-called curse of dimensionality. Sparse quadrature rules based on Smolyak’s algorithm can be used to circumvent this limitation \([17]\). In practical examples though, the ground truth function \( F \) is often sparse or nearly sparse owing to a “sparsity-of-effects” principle \([54]\) whereby the vector \( c = (c_k)_{k \in \mathbb{K}} \equiv (F_k)_{k \in \mathbb{K}} \) of the expansion coefficients of the polynomial surrogate \( G_R \) has many negligible components \([13, 65]\). In these situations, they can be evaluated within the framework of compressed sensing outlined in Section \([4.2.2]\). This is the approach retained in \( \text{e.g.} [24, 49] \); see also \([34]\) and references therein, or \([71]\) for an application to aerodynamics.
5. Synthetic numerical examples

The foregoing algorithms are first applied on two synthetic test functions: the three-dimensional \((d = 3)\) Ishigami function in Section 5.1, and the ten-dimensional \((d = 10)\) Rosenbrock function in Section 5.2. For these examples and for comparison purposes, a surrogate \(G\) is built using actually four different methods: (i) a fully tensorized gPC surrogate model \((33)\) where the expansion coefficients are obtained by fully tensorized GL quadrature nodes in \((35)\); (ii) a sparse gPC surrogate model \((33)\) where the expansion coefficients are obtained by solving the problem \((27)\); (iii) a classical KRR surrogate model \((10)\) using a Gaussian kernel \((49)\); and finally (iv) a SSKRR surrogate model obtained by Algorithm 1.

The \(I\) observations of the ground truth function \(F\) (Ishigami or Rosenbrock) are obtained by Latin Hypercube Sampling (LHS) with a minimax criterion using the python package smt \([6]\). For the fully tensorized gPC surrogate model, the number of observations \(I\) is chosen in order to exactly integrate the orthonormality condition of Equation (32) for polynomials of total order \(p\).

We recall that given \(q\) nodes, the GL quadrature rule exactly integrates univariate polynomials of order \(2q - 3\). The surrogate models are subsequently tested on a test set consisting of \(I_T\) observations. Therefore, we have two sets:

- The learning set which consists of \(I\) observations: \((X, Y = F(X))\);
- The test set which consists of \(I_T\) observations: \((X_{I_T}, Y_{I_T} = F(X_{I_T}))\).

The test set can be understood as an unseen set and it is used to validate the surrogate models. For both test functions, we replicate the four surrogate models through ten independent runs. As we are considering synthetic functions, we are not limited in the choice of the size of the test set. Therefore, we choose \(I_T = 1 \times 10^5\) observations taken at random. One can notice that we do not use a validation set, because we know the ground truth functions \(F\) and we assume that the test set is large enough to ensure generalization.

The performance of each surrogate model \(G\) is quantified by computing the empirical Normalized Root Mean Square Error \(e_{\text{NRMSE}}\) defined by:

\[
e_{\text{NRMSE}} = \sqrt{\frac{\sum_{i=1}^{I_T} (Y_i - G(X_i))^2}{\sum_{i=1}^{I_T} Y_i^2}},
\]  

and the empirical Root Mean Square Error \(e_{\text{RMSE}}\) defined by:

\[
e_{\text{RMSE}} = \sqrt{\frac{1}{I_T} \sum_{i=1}^{I_T} (Y_i - G(X_i))^2}.
\]

The only difference between \(e_{\text{NRMSE}}\) and \(e_{\text{RMSE}}\) is that \(e_{\text{RMSE}}\) is divided by \(\sum_{i=1}^{I_T} Y_i^2\) in order to remove any scaling factor of the ground truth function \(F\). In addition, the prediction coefficient \(Q^2\), or coefficient of determination \([4]\), defined by:

\[
Q^2 = 1 - \frac{\sum_{i=1}^{I_T} (Y_i - G(X_i))^2}{\sum_{i=1}^{I_T} \left( Y_i - \frac{1}{I_T} \sum_{i=1}^{I_T} Y_i \right)^2}
\]

is computed. A prediction coefficient \(Q^2\) close to one indicates that the surrogate model is accurate over the \(I_T\) test samples. In other words, the closer \(Q^2\) is to one, the more accurate
the surrogate model is. All the three metrics above are computed on the test set. The results concerning the errors $e_{\text{RMSE}}$ and $e_{\text{NRMSE}}$ are presented using box plots. In more details, the central horizontal line is the median value over the ten independent runs, and the edges of the boxes correspond to the 25th $q_{25}$ and 75th $q_{75}$ percentiles. The circles are the outliers defined as being either smaller than $q_{25} - 1.5(q_{75} - q_{25})$, or larger than $q_{75} + 1.5(q_{75} - q_{25})$.

Here in this paper, the Spectral Projected Gradient Algorithm (SPGL1) developed by van den Berg and Friedlander in python [86, 87] is considered in order to compute the solution of (27). This algorithm is based on primal-dual interior point methods. In order to tune the nugget $\eta$ of the kernel of the SSKRR surrogate (29) in Algorithm 1, we use a grid search algorithm on the $I_T$ data points with the error $e_{\text{RMSE}}$ as the metric. That is, we compute $e_{\text{RMSE}}$ with respect to $\lambda$ and then select the parameter $\lambda = \lambda_{\text{min}}$ corresponding to the minimum of $e_{\text{RMSE}}$. This can be done because the ground truth function $F$ is known and inexpensive to evaluate. In addition, the parameter $\kappa$ of the kernel of the SSKRR surrogate is set to $\kappa = \text{Var}(Y)$. Finally, the parameters $\theta = (\lambda_{\text{KRR}}, \{\gamma_i\}_{i=1}^d)$ of the Gaussian kernel of the KRR surrogate are determined using the parametric KF algorithm presented in Section 3.2.

5.1. Ishigami function. The Ishigami function [38] is commonly used for benchmarking global sensitivity analyses and uncertainty quantification. The analytic expression of this three-dimensional ($d = 3$) function is:

$$F(X) = \sin(X_1) + a \sin^2(X_2) + bX_3^4 \sin(X_1),$$

with $a = 7$, $b = 0.1$ [37], and $X = (X_1, X_2, X_3) \in [-\pi, \pi]^3$. The input variables $X$ are assumed to be mutually independent and uniformly distributed:

$$X_i \sim U(-\pi, \pi), \quad i = 1, 2, 3.$$

The expectation and variance of $F$ are given by:

$$E(F) = \frac{a}{2}, \quad \text{Var}(F) = \frac{1}{2} + \frac{a^2}{8} + \frac{b^2\pi^8}{18} + \frac{b\pi^4}{2}.$$

We select polynomials of total order up to $p = 10$ to form the polynomial basis $B_R$, which corresponds to $R = \binom{p+d}{d} = \binom{10+3}{3} = 286$ multi-dimensional Legendre polynomials. The latter are indeed orthonormal with respect to the uniform probability distribution. $B_R$ is considered for the construction of the fully tensorized gPC, the sparse gPC, and the SSKRR surrogates. For the fully tensorized gPC surrogate model, $q = 12^3 = 1728$ GL quadrature nodes are needed to exactly recover the orthonormality condition of Equation (32) since we have chosen a total order $p = 10$. For the sparse gPC and the SSKRR surrogates, two learning sets with $I = 50$ and $I = 100$ observations of the ground truth function $F$ are considered to test the influence of $I$ on the recovery of the expansion coefficients by the BPDN minimization (27). The values $I = 50$ and $I = 100$ are chosen because they are significantly lower than the size of the polynomial basis $B_R$, while $I = 100$ is shown to yield stable solutions of (27) in Section 5.1.1 below. Also $\eta = 1 \times 10^{-6}$ is chosen there. Finally, the KRR surrogate is built using a learning set with $I = 100$ observations.

5.1.1. Sparsity on Legendre polynomials. The first step is to determine the sparsity as it is observed a posteriori. In that respect, we increase the number of observations in the learning set from $I = 50$ to $I = 100$ and keep track of the expansion coefficients $e^*$ solving Equation (27) that do not significantly change over ten independent runs of the positions of the observations in either set. One run of the positions of the observations can be seen on Figure 2 for $I = 50$ and $I = 100$ observations of $F$. 

$$F(39) = \sin(X_1) + a \sin^2(X_2) + bX_3^4 \sin(X_1),$$

with $a = 7$, $b = 0.1$ [37], and $X = (X_1, X_2, X_3) \in [-\pi, \pi]^3$. The input variables $X$ are assumed to be mutually independent and uniformly distributed:

$$X_i \sim U(-\pi, \pi), \quad i = 1, 2, 3.$$
The evolution of the expansion coefficients \( c^\star \) with respect to the random sampling of the positions of the observations are shown on Figure 3 and Figure 4 with \( I = 50 \) and \( I = 100 \) observations of \( F \) respectively. One can notice that for \( I = 50 \), the coefficients \( c^\star \) are fluctuating greatly from one sampling to another; see for instance the difference between the first and fifth seeds. Now, looking at Figure 4 where \( I = 100 \) observations are used, one can notice that the coefficients \( c^\star \) are similar from one sampling to another, and that the sparsity is about \( S \approx 15 \). Note that such a sparsity is expected as the sine function can be well approximated by polynomials. A common observation is that \( I \gtrsim 4S \) observations are usually enough for a successful recovery of \( c^\star \) by Equation (27) (see for example [12]). From this rule of thumb and from now on we choose a learning set with \( I = 100 \) observations of \( F \) to construct its sparse gPC, KRR, and SSKRR surrogate models. The fully tensorized gPC surrogate is constructed using \( q = 1728 \) quadrature nodes to compute the expansion coefficients.

5.1.2. Comparisons between the surrogate models. We now compare the performance of each surrogate model using ten independent runs with \( I_T = 1 \times 10^5 \) samples in the test set. A comparison of the RMSE error \( e_{\text{RMSE}} \) and the NRMSE error \( e_{\text{NRMSE}} \) over the ten independent runs is shown on Figure 5 and Figure 6. The prediction coefficient \( Q^2 \) for each surrogate model is given on Table 1. One can see that the surrogate model obtained by SSKRR Algorithm 1 performs slightly better than the sparse gPC surrogate model while the KRR surrogate model performs way worse than the others. The fully tensorized gPC surrogate model ("Full gPC" in Table 1) performs slightly better than the SSKRR surrogate model but at a much higher computational cost. Indeed, we only used \( I = 100 \) observations of \( F \) to obtain the expansion coefficients \( c^\star \) by \( \ell_1 \)-minimization while \( q = 1728 \) observations of \( F \) are needed to obtain the expansion coefficients for the fully tensorized gPC surrogate model. Notice the circles on Figure 5 and Figure 6; they are outliers. It shows that even with \( I = 100 \) observations of \( F \), one can still deviate from recovering the true expansion coefficients. Moreover, the low values of the errors \( e_{\text{RMSE}} \) and \( e_{\text{NRMSE}} \) of both approaches can be explained by the fact that the Ishigami
Figure 3. Evolution of the expansion coefficients $c^\star$ with respect to the random samplings of the positions of the observations with $I = 50$ observations of $F$. 
Figure 4. Evolution of the expansion coefficients $c^*$ with respect to the random samplings of the positions of the observations with $I = 100$ observations of $F$. 
function is a smooth function consisting of sine functions, which can be well approximated by polynomials over a bounded domain.

**Figure 5.** The empirical root mean square error $e_{\text{RMSE}}$ over the ten independent runs for the Ishigami function.

**Figure 6.** The empirical normalized root mean square error $e_{\text{NRMSE}}$ over the ten independent runs for the Ishigami function.
| Ishigami function | Median | Minimum | Maximum |
|-------------------|--------|---------|---------|
| Full gPC          | 0.999997 | 0.999997 | 0.999997 |
| Sparse gPC        | 0.999991 | 0.999962 | 0.99993 |
| KRR               | 0.853325 | 0.797717 | 0.902461 |
| SSKRR             | 0.999993 | 0.999973 | 0.99995 |

Table 1. Prediction coefficient $Q^2$ over the ten independent runs for the Ishigami function.

We finally compare several quantities of interest of the surrogate models using the test set over the ten independent runs, namely: the expectation, the variance, and the Kullback-Leibler (KL) divergence. The expectations and variances of the fully tensorized and sparse gPC surrogate models are obtained using the expansion coefficients directly; see Equation (34). The KL divergence $D_{\text{KL}}$ is computed between each surrogate model and the ground truth function $F$ by first estimating the PDF from the $I_T = 1 \times 10^5$ observations and then smoothing out the resulting histograms by a normal kernel density function [89]. An example of such PDFs obtained for one run is shown on Figure 7. Here the PDFs obtained from the SSKRR, sparse gPC, and fully tensorized gPC surrogates are all superimposed onto the true PDF, whereas the PDF obtained from the KRR surrogate does not fit it well. The comparison between the surrogate models can be seen on Table 2. One can notice that we obtain roughly the same expectations, variances, and KL divergences with the SSKRR, sparse gPC, and fully tensorized gPC ("Full gPC" in Table 2) surrogate models. These values are close to the exact values; see the last column. Nevertheless, for probabilistic quantities of interest such as the expectation or the variance, the gPC surrogate models perform better because these quantities of interest can be directly computed from the expansion coefficients, while they were estimated from a Monte-Carlo simulation for the KRR and SSKRR surrogates. The KRR surrogate with Gaussian kernel gives the worst results as hinted by the errors $e_{\text{RMSE}}$ and $e_{\text{NRMSE}}$ computed previously.

5.2. Rosenbrock function. The Rosenbrock function is an analytical function widely used in benchmarks for optimization [68]. It is non-convex and reads:

$$F(X) = \sum_{i=1}^{d-1} \left[ 100 \left( X_{i+1} - X_i^2 \right)^2 + (1 - X_i)^2 \right]$$

with $d = 10$ and $X \in [-2, 2]^{10}$. The input variables $X$ are assumed to be mutually independent and uniformly distributed:

$$X_i \sim \mathcal{U}(-2, 2), \quad i = 1, \ldots, 10.$$  

We proceed as in Section 5.1. We select polynomials of total order up to $p = 4$ to form the polynomial basis $B^R$, which corresponds to $R = \binom{p+d}{d} = \binom{4+10}{10} = 1001$ multi-dimensional Legendre polynomials. The latter are indeed orthonormal with respect to the uniform probability distribution. $B^R$ is considered for the construction of the fully tensorized gPC, the sparse gPC, and the SSKRR surrogates. For the fully tensorized gPC surrogate model, $q = 6^{10} = 60, 466, 176$ GL quadrature nodes are needed to exactly recover the orthonormality property given by Equation (32) since we have chosen a total order $p = 4$. The fully tensorized gPC surrogate model is not doable due to the numbers of points needed: this is the curse of dimensionality invoked in Section 4.5. Therefore this model will not be considered in this example. For the
Figure 7. PDFs obtained for one run with $I = 100$ observations of $F$. The PDFs were obtained from the $I_T = 1 \times 10^5$ data points and then smoothing out by a normal kernel density function.

| Ishigami function | Expectation | Variance | Kullback-Leibler divergence |
|-------------------|-------------|----------|-----------------------------|
|                   | Mean  | Minimum | Maximum  | Exact  | Mean  | Minimum | Maximum  | Exact  | Mean  | Minimum | Maximum  | Exact  |
| Full gPC          | 3.500 | 3.500   | 3.500    | 3.500 | 13.844 | 13.844  | 13.844   | 13.845 | 2.126 | 2.037    | 2.176    | –      |
| Sparse gPC        | 3.500 | 3.498   | 3.501    | 3.500 | 13.819 | 13.804  | 13.834   | 13.845 | 1.512 | 0.927    | 2.752    | –      |
| KRR               | 3.451 | 3.292   | 3.760    | 3.500 | 11.211 | 10.198  | 12.165   | 13.845 | 0.0186 | 0.0313  | 0.0316   | –      |
| SSKRR             | 3.501 | 3.490   | 3.516    | 3.500 | 13.775 | 13.590  | 13.902   | 13.845 | 1.735 | 1.033    | 2.562    | –      |

Table 2. Expectation, variance, and KL divergence over the ten independent runs for the different surrogate models of the Ishigami function.
sparse gPC and the SSKRR surrogates, one learning set with $I = 400$ observations of the ground truth function $F$ is considered. The value $I = 400$ is chosen because it is significantly lower than the size of the polynomial basis $B^R$, and it yields stable solutions of (27) as detailed in Section 5.2.1 below. Also $\eta = 1 \times 10^{-6}$ is chosen there. Finally, the KRR surrogate is built using the same learning set.

5.2.1. Sparsity on Legendre Polynomials. To determine the sparsity $S$ needed to obtain a lower bound on the number of observations required to have a successful recovery of the expansion coefficients, we gradually increase this number and stop when the solution $c^*$ of Equation (27) do not change significantly over ten independent runs of the positions of the observations. The foregoing study is carried out and we find that $I = 400$ observations are enough to observe sparsity over these ten runs. This justifies our choice of the size of the learning set picked above. The evolution of the expansion coefficients $c^*$ with respect to the random samplings of the positions of the observations are shown on Figure 8. Here one can see that the sparsity is $S \approx 38$. Incidentally one can notice that $S = 38$ is exactly the number of terms in the expression of the Rosenbrock function.

5.2.2. Comparison between the surrogate models. We now compare the performance of the sparse gPC, KRR, and SSKRR surrogate models using ten independent runs with $I_T = 1 \times 10^5$ samples in the test set. Here the fully tensorized gPC surrogate model is not feasible due to the considerable number of quadrature nodes needed. A comparison of the RMSE error $e_{\text{RMSE}}$ and the NRMSE error $e_{\text{NRMSE}}$ over the ten independent runs is shown on Figure 9 and Figure 10. The prediction coefficient $Q^2$ for each surrogate model is given in Table 3. Notice that the prediction coefficient $Q^2$ is sometimes negative for the KRR surrogate model with Gaussian kernel. It means in this case that the mean of the data provides a better approximation than the KRR surrogate. One can see that the SSKRR surrogate obtained by our algorithm performs better than the sparse gPC surrogate while the KRR surrogate performs way worse than the others. One observe that only 400 observations of $F$ are indeed enough to obtain nearly exactly the expansion coefficients $c^*$ by $\ell_1$-minimization, while $Nq = 6^{10}$ observations of $F$ would have been needed to obtain them through the fully tensorized method. Moreover, the very low values of $e_{\text{RMSE}}$ and $e_{\text{NRMSE}}$ of the sparse gPC and SSKRR surrogates can be explained by the fact that the Rosenbrock function is a polynomial expansion. These values are close to machine precision.

| Rosenbrock function | Median | Minimum | Maximum |
|---------------------|--------|---------|---------|
| Full gPC            | –      | –       | –       |
| Sparse gPC          | $\approx 1.00000$ | $\approx 1.00000$ | $\approx 1.00000$ |
| KRR                 | $-0.17561$ | $-0.61829$ | $0.27424$ |
| SSKRR               | $\approx 1.00000$ | $\approx 1.00000$ | $\approx 1.00000$ |

Table 3. Prediction coefficient $Q^2$ over the ten independent runs for the Rosenbrock function.

We finally compare several quantities of interest of the surrogate models using the test set over the ten independent runs, namely: the expectation, the variance, and the KL divergence. The expectations and variances of the sparse gPC surrogate models are obtained using the expansion coefficients directly; see Equation (34). The KL divergence $D_{\text{KL}}$ is computed between
Figure 8. Evolution of the expansion coefficients $c^*$ with respect to the random samplings of the positions of the observations with $I = 400$ observations of $F$. 
Figure 9. The empirical root mean square error $e_{\text{RMSE}}$ over the ten independent runs for the Rosenbrock function.

Figure 10. The empirical normalized root mean square error $e_{\text{NRMSE}}$ over the ten independent runs for the Rosenbrock function.
Figure 11. PDFs obtained for one run with $I = 400$ observations of $F$. The PDFs were obtained from the $I_T = 1 \times 10^5$ data points and then smoothing out by a normal kernel density function.

Each surrogate model and the ground truth function $F$ by first estimating the PDF from the $I_T = 1 \times 10^5$ observations and then smoothing out the resulting histograms by a normal kernel density function [89]. An example of such PDFs obtained for one run is shown on Figure 11. Here the PDFs obtained from the SSKRR and sparse gPC surrogates are superimposed onto the true PDF, whereas the PDF obtained from the KRR surrogate does not fit it well. The comparison between the surrogate models can be seen on Table 4. The exact results are computed by taking the mean of the ground truth function $F$ on the test set for the ten independent runs. One can notice that we obtain similar expectations, variances, and KL divergences with the SSKRR surrogate compared to the sparse gPC surrogate. It has to be noted that we only needed 400 observations to obtain the nearly exact expansion coefficients $c^\star$. The KRR surrogate with Gaussian kernel gives the worst results as hinted by the errors $\epsilon_{\text{RMSE}}$ and $\epsilon_{\text{NRMSE}}$ computed previously.

6. Application to the RAE2822 transonic airfoil

We now apply the methods of Section 5 to a complex aerodynamic test case: the two-dimensional RAE2822 airfoil of which geometry is depicted on Figure 12. The RAE2822 wing profile is a supercritical airfoil which has become a standard test case for turbulence modeling validation in transonic regimes [19]. Here we aim to build a surrogate model of the lift coefficient $C_L$—this is the ground truth function $F$ of Problem 1—of that airfoil when some characteristics of the flow and/or the profile are variable and only a finite number of observations of $C_L$ is available. More precisely, three (random) input variables are considered: the free-stream Mach number $M$, the angle of attack $\alpha$, and the thickness-to-chord ratio $r$ of the airfoil. These three parameters define the input vector $X = (r, M, \alpha) \in \mathcal{X} = \mathcal{X}_1 \times \mathcal{X}_2 \times \mathcal{X}_3$. We compare the performances of four surrogate modeling methods: KF as sketched in Section 3 and fully tensorized gPC, sparse gPC [71], and SKRR as sketched in Section 4. We note that ordinary Kriging has already been applied to the RAE2822 airfoil in a different input space in [25].
6.1. Problem setup. Observations of the ground truth function $C_L$ are obtained by solving the steady-state Reynolds-Averaged Navier-Stokes (RANS) equations together with a Spalart-Allmaras turbulence model closure [79]. The CFD solver elsA [8] is used to simulate two-dimensional transonic flows around that airfoil and construct the learning set. The nominal flow conditions correspond to the ones described in [19, Test case #6] together with the correction formulas for the wall interference derived in [29, pp. 386–387], and their slight modifications proposed in [32]. The operational parameters considered here are thus $M = 0.729$ for the freestream Mach number, $\alpha = 2.31^\circ$ for the angle of attack, and $Re = 6.50 \times 10^6$ for the Reynolds number based on the chord length $c$, fluid velocity, temperature, and molecular viscosity at infinity. They arise from the corrections $\Delta M = 0.004$ and $\Delta \alpha = -0.61^\circ$ given in [32, pp. 130] for the test case #6 outlined in [19], for which $M = 0.725$, $\alpha = 2.92^\circ$, and $Re = 6.50 \times 10^6$. 

---

Table 4. Expectation, variance, and KL divergence over the ten independent runs for the different surrogate models of the Rosenbrock function.

| Surrogate Model | Expectation | Variance | Kullback-Leibler divergence |
|-----------------|-------------|----------|-----------------------------|
|                 | Mean        | Minimum  | Maximum                     | Exact         |
| Full gPC        | –           | –        | –                           | 4101.391      |
| Sparse gPC      | 4101.000    | 4101.000 | 4101.000                    | 4101.391      |
| KRR             | 3162.772    | 2847.550 | 3518.393                    | 4101.391      |
| SSKRR           | 4101.391    | 4089.939 | 4122.100                    | 4101.391      |
| Full gPC        | –           | –        | –                           | –             |
| Sparse gPC      | 4105081.752 | 4105081.752 | 4105081.752               | 4092724.179   |
| KRR             | 1484933.564 | 1128976.833 | 1811692.945              | 4092724.179   |
| SSKRR           | 4092724.179 | 4046013.350 | 4133221.629           | 4092724.179   |
| Full gPC        | –           | –        | –                           | –             |
| Sparse gPC      | ≈ 0         | ≈ 0      | ≈ 0                         | –             |
| KRR             | 0.198       | 0.142    | 0.323                       | –             |
| SSKRR           | ≈ 0         | ≈ 0      | ≈ 0                         | –             |

---

gradient-enhanced Kriging has been applied to this very profile in [45], and universal Kriging with a PC expansion of the trend has been applied to the NACA4412 airfoil (another classical example of turbulence modeling validation) in [92].
More details about this example and the numerical parameters used for elsA runs can be found in [71]. The random input variables are mutually independent and follow Beta distributions of the first kind $\beta_I(a,b)$:

$$\beta_I(x, a, b) = \mathbb{I}_{[X_l, X_u]}(x) \frac{\Gamma(a + b) (x - X_l)^a (X_u - x)^b}{\Gamma(a) \Gamma(b) (X_u - X_l)^{a+b-1}},$$

where $a = (4, 4, 4)$, $b = (4, 4, 4)$, and $[X_l, X_u]$ is the compact support of the random parameter $X \sim \beta_I$. Table 5 gathers the ranges $X_i$, $i = 1, 2, 3$, of each random input variable and their associated parameters $(a, b)$.

| $X_l$    | $X_u$    | $(a, b)$ |
|----------|----------|----------|
| $X_1 = r$ | $0.97 \times r$ | $1.03 \times r$ | $(4, 4)$ |
| $X_2 = M$ | $0.95 \times M$ | $1.05 \times M$ | $(4, 4)$ |
| $X_3 = \alpha$ | $0.98 \times \alpha$ | $1.02 \times \alpha$ | $(4, 4)$ |

Table 5. Range and probability distribution of each input parameter, with $r = 1$.

For this example, surrogates $G$ are built for the ground truth function $C_L$ using four different methods: (i) a KRR surrogate model [10] using the parametric KF algorithm of Section 3.2 to estimate both the nugget and the length scales of a Gaussian base kernel [49]; (ii) a fully tensorized gPC surrogate model [33] where the expansion coefficients are obtained by tensorized GL quadrature nodes in (35); (iii) a sparse gPC surrogate model [33] where the expansion coefficients are obtained by solving the problem (27); and (iv) a SSKRR surrogate model obtained by Algorithm 1 where the nugget is tuned by the parametric KF algorithm.

The $I$ observations of $C_L$ used to construct the sparse gPC, KRR, and SSKRR surrogates are obtained by random trials of the random input variables following Beta distributions. For the fully tensorized gPC surrogate, the number of observations is chosen in order to exactly integrate the orthonormality property given by Equation (32) for polynomials of total order up to $p$. We recall that given $q$ nodes, the GL quadrature rule exactly integrates uni-variate polynomials of order $2q - 3$. The four surrogates are subsequently validated on a validation set consisting of $I_V$ observations, and tested on a test set consisting of $I_T$ observations where the input variables are again drawn randomly following Beta distributions with parameters as in Table 5. These $I_{Tot} = I + I_V + I_T$ observations are thus split as follows:

- The learning set which consists of $I = 80$ observations, that is 67% of the $I_{Tot}$ observations: $(X, C_L(X))$;
- The validation set which consists of $I_V = 15$ observations, that is 12% of the $I_{Tot}$ observations: $(X_{I_V}, C_L(X_{I_V}))$;
- The test set which consists of $I_T = 25$ observations, that is 21% of the $I_{Tot}$ observations: $(X_{I_T}, C_L(X_{I_T}))$.

These different sets are shown on Figure 13. Other splitting choices could have been made, for instance the classical 60/20/20 splitting (60% for the learning set, 20% for the validation set, 20% for the test set) as in [37].

The performance of each surrogate model is quantified by computing the empirical Normalized Root Mean Square Error $e_{NRMSE}$ of Equation (36) and the empirical Root Mean Square Error $e_{RMSE}$ of Equation (37) using the validation and test sets. However the knowledge of $e_{RMSE}$ and $e_{NRMSE}$ might not be enough to assess the performance of a surrogate model. Indeed, $e_{RMSE}$ only gives the global error over the whole domain but does not give any information about the
distribution. For instance, two similar values of $e_{\text{RMSE}}$ for two different surrogate models can be obtained: in one case the surrogate provides a reliable approximation of the ground truth function for the majority of the domain but a poor one for a few points, while in another case the other surrogate provides a less reliable approximation of the ground truth function in the entire domain. In that respect, we compute an additional metric, the maximum relative error $e_{\text{MRE}}$ defined by:

\[
e_{\text{MRE}} = \max_{i=1, \ldots, I_T} \left( \frac{|Y_i - G(X_i)|}{|Y_i|} \right) \times 100 .
\]

Following [71], we choose a total order up to $p = 8$ which corresponds to $R = \binom{p+d}{d} = \binom{8+3}{3} = 165$ multi-dimensional Jacobi polynomials. The latter are indeed orthonormal with respect to the Beta distribution. They constitute the basis $\mathcal{B}^R$ considered for the construction of the fully tensorized gPC, the sparse gPC, and the SSKRR surrogates. Since $p = 8$, $N = 1000$ GL quadrature nodes are needed to exactly recover the orthonormality property given by Equation (32) and are selected to compute the expansion coefficients of the fully tensorized gPC surrogate by Equation (35). SPGL1 in python [86, 87] is again considered in order to compute the solution of (27) for the expansion coefficients in the sparse gPC surrogate (33) and the SSKRR surrogate (29) obtained by Algorithm 1. Also $\eta = 1 \times 10^{-5}$ has been chosen in (27). In [71] it has been observed that $S \approx 10$ and that $I = 80$ observations of the learning set yielded satisfactory results below.

The KRR surrogate model is built by the parametric KF algorithm of Section 3.2 using the framework GPyTorch [28]. The optimization of the parameters is done by the optimizer Adam [42] implemented in PyTorch [61], which is run to compute the gradients by automatic differentiation [60]. We initialize the length scales $\gamma_i$, $i = 1, 2, 3$, as:

$$
\gamma_i = \frac{2}{I(I-1)} \sum_{j=1}^I \sum_{k=j+1}^I \|X_j - X_k\|_2 ,
$$

and the nugget as $\lambda = 1 \times 10^{-6}$. Also the nugget of the SSKRR surrogate [29] is tuned by the parametric KF algorithm as well, starting from the same initial guess $\lambda = 1 \times 10^{-6}$. In addition, the trace parameter $\kappa$ is chosen as $\kappa = \text{Var}(Y)$. The selected values of the parameters from the parametric KF algorithm with $I_t = I$, $I_c = I_t/2$, and the accuracy $\rho$ defined by Equation (17), are chosen as their values at the iteration for which the $e_{\text{RMSE}}$ on the $I_v$ observations of the validation set is minimal; see Figure 15 below for the parametric KF algorithm applied to the KRR surrogate, and Figure 16 for the parametric KF algorithm applied to the SSKRR surrogate. This choice aims to evade possible overfitting.

A pick-freeze estimator [39, 63] is subsequently used to compute Sobol’ main-effect sensitivity indices obtained from the KRR and SSKRR surrogates. A matrix size of $1 \times 10^6$ samples is selected, corresponding to a total number of $(d+1) \times 10^6 = 4 \times 10^6$ evaluations of the surrogate model. This method is a Monte-Carlo based one and thus it may be difficult to obtain accurate estimates of small sensitivity indices. On the other hand, these indices are directly obtained from the expansion coefficients of the fully tensorized and sparse gPC surrogates [82].

6.2. Results. The polynomial expansion coefficients $c^*$ of $C_L$ in $\mathcal{B}^R$ given by $\ell_1$-minimization (27) are shown on Figure 14 using the learning set of Figure 13. We note that only low order
Figure 13. Random sampling points in (a) the learning set, (b) the validation set, and (c) the test set with $I = 80$, $I_V = 15$, and $I_T = 25$ points used to derive the sparse gPC, KRR, and SSKRR surrogates.

polynomials are relevant. Indeed, one can see that:

\begin{equation}
G_R(x) \approx c_1 \phi_{(0,0,0)}(x) + c_2 \phi_{(1,0,0)}(x) + c_3 \phi_{(0,1,0)}(x) + c_4 \phi_{(0,0,1)}(x) + c_5 \phi_{(1,1,0)}(x) + c_6 \phi_{(0,2,0)}(x) + c_7 \phi_{(0,3,0)}(x),
\end{equation}

where $\phi_{(i_1,i_2,i_3)}$ is defined as in Equation (31), and $|c_1| \gg |c_2| \approx |c_3| \approx |c_4| \approx |c_5| \approx |c_7| \gg |c_6|$. The highest order polynomial of $G_R(x)$ has order 3 and its expansion coefficient is small compared to the others. From Figure 14, the sparsity is observed to be $S \approx 7$ for a threshold $\delta$ of about $10^{-3}$. Also we observe in practice that $I = 80$ observations are enough for an accurate recovery in (27).

| $\epsilon_{\text{RMSE}}$ | SSKRR | Sparse gPC | Full gPC | KRR |
|-------------------------|-------|------------|----------|-----|
| $7.574 \times 10^{-4}$  | 3.715 $\times 10^{-4}$ | 1.159 $\times 10^{-4}$ | 4.425 $\times 10^{-4}$ |
| $1.040 \times 10^{-4}$  | 5.103 $\times 10^{-4}$ | 8.437 $\times 10^{-5}$ | 6.079 $\times 10^{-4}$ |
| $0.0319\%$              | 0.232\% | 0.0368\% | 0.223\% |
| $0.99996$               | 0.99911 | 0.99995 | 0.99874 |

Table 6. Comparison of the errors between the surrogate models of $C_L$ with $I = 80$ and $I_T = 25$ sampling points.

The evolution of the accuracy $\rho$, the nugget $\lambda$, the length scales $\gamma_i$, $i = 1, 2, 3$, and the error $\epsilon_{\text{RMSE}}$ on the validation set as functions of the number of iterations of the parametric KF algorithm applied to the KRR surrogate, are shown on Figure 15. We find $\lambda_{\text{min}} = 1.48 \times 10^{-4}$ in this case, which corresponds to the green vertical lines on Figure 15. Likewise, the evolution of the accuracy $\rho$, the nugget $\lambda$, and the error $\epsilon_{\text{RMSE}}$ on the validation set as functions of the number of iterations of the parametric KF algorithm applied to the SSKRR surrogate, are shown on Figure 16. We find $\lambda_{\text{min}} = 1.30 \times 10^{-7}$ in this case, which corresponds to the green vertical lines on Figure 16. Here one can notice that for the initial choice of $\lambda = 1 \times 10^{-3}$, the accuracy $\rho$ is already very small (about $1 \times 10^{-3}$). Therefore, the decrease in the error $\epsilon_{\text{RMSE}}$ on the validation set is marginal and the changes in $\lambda$ are not substantial.
Figure 14. Expansion coefficients $c^*$ with $I = 80$ observations of $C_L$.

The comparison of the errors $\varepsilon_{\text{RMSE}}$, $\varepsilon_{\text{NRMSE}}$ and $\varepsilon_{\text{MRE}}$ between the surrogate models on the test set are given in Table 6 where $\lambda = \lambda_{\text{min}}$. Figure 17 shows the values of $C_L$ with respect to the input parameters on the learning set, the verification set, the test set, and the predictions of the SSKRR surrogate. A strong non-linear dependence between $C_L$ and the Mach number $M$ can be seen on Figure 17. The PDFs of $C_L$ using the three surrogate models are estimated from $I_s = 1 \times 10^6$ random data points taken at random following the Beta distributions of Table 5 and then smoothing out the resulting histograms by a normal kernel density function [89]. They are shown on Figure 18 together with their corresponding expectation and variance in Table 7. The expectations from the PDFs obtained by each surrogate model are shown on Figure 18 with vertical lines. Notice that we obtain comparable results except at the tails of the distributions and at their peaks. Finally, Sobol’ main-effect sensitivity indices are gathered in Table 8. As expected from the previous results, the variable $X_2 = M$ is more influential than the variables $X_1 = r$ or $X_3 = \alpha$ where $X_1 = r$ has almost no influence on $C_L$. The SSKRR surrogate slightly outperforms the fully tensorized gPC one. Both have a much better performance than the sparse gPC and KRR surrogates.

| Surrogate | Expectation | Variance |
|-----------|-------------|----------|
| Full gPC  | $72.273 \times 10^{-2}$ | $2.787 \times 10^{-4}$ |
| Sparse gPC| $72.278 \times 10^{-2}$ | $2.782 \times 10^{-4}$ |
| SSKRR     | $72.274 \times 10^{-2}$ | $2.777 \times 10^{-4}$ |
| KRR       | $72.266 \times 10^{-2}$ | $2.802 \times 10^{-4}$ |

Table 7. The expectation and variance of $C_L$ estimated from the four surrogates with $I_s = 1 \times 10^6$ sampling points.
Figure 15. Evolutions of the accuracy $\rho$, the nugget $\lambda$, the lengthscales $\gamma_i$, $i = 1, 2, 3$, and the error $e_{\text{RMSE}}$ on the validation set as functions of the number of iterations for the parametric KF algorithm applied to the KRR surrogate of $C_L$. The green vertical lines correspond to the iteration where the error $e_{\text{RMSE}}$ is minimal on the validation set.
Figure 16. Evolutions of the accuracy $\rho$, the nugget $\lambda$, and the error $e_{RMSE}$ on the validation set as functions of the number of iterations for the parametric KF algorithm applied to the SSKRR surrogate of $C_L$. The green vertical lines correspond to the iteration where the error $e_{RMSE}$ is minimal on the validation set.

|       | $X_1 = r$ | $X_2 = M$ | $X_3 = \alpha$ |
|-------|-----------|-----------|----------------|
| Full gPC | 0.00345   | 0.955     | 0.0286         |
| Sparse gPC | 0.00358   | 0.953     | 0.0298         |
| SSKRR  | 0.00425   | 0.956     | 0.0296         |
| KRR    | 0.00392   | 0.952     | 0.0316         |

Table 8. Sobol’ main-effect sensitivity indices of $C_L$ with $I = 80$ sampling points. They were estimated from a pick-freeze estimator with a matrix size of $1 \times 10^6$ samples for the KRR and SSKRR surrogates, and from the polynomial expansion coefficients for the fully tensorized and sparse gPC surrogates.

7. Conclusions

In this paper we have devised two classes of algorithms to design a kernel from data in kernel methods aimed to approximate regular functions. The first class is kernel flow which iteratively learns the parameters of a base kernel in a variant of cross-validation, albeit a non
Figure 17. Distribution of the difference between the prediction given by SSKRR surrogate and the observations on the test set for $C_L$ with $I = 80$ and $I_T = 25$ sampling points. The red circles are the observations defining the learning set. The purple stars are the observations defining the validation set. The green squares are the observations defining the test set with their corresponding predictions given by the SSKRR surrogate, depicted by the blue diamonds.

The parametric version exists where observations in the dataset are moved along directions that minimize the metric used for learning. The second class is coined spectral kernel ridge regression. It builds on a suitable representation of the data in a carefully chosen basis to design a kernel which is expanded on that basis. Both approaches can be implemented concurrently. For example, we have used kernel flow to tune the nugget in a regressor derived by the spectral kernel ridge approach. Our numerical experiments suggest that the second class of algorithms increases the accuracy of the obtained approximations. However, it has been shown in some numerical experiments that the accuracy of kernel flow can be improved if it is trained with alternative metrics such as maximum mean discrepancy. Here we have only considered a relative error, and parameterized base kernels instead of mixtures of parameterized base kernels. The algorithm proposed to address non sparse functions by spectral kernel ridge regression has not been tested so far, so we also aim to explore its performances in future works. Time series are ubiquitous in engineering science and we shall consider the application of kernel methods in transient aerodynamic forecasting as well, with kernels learned from data. In this respect,
greedy approaches whereby the accuracy of the surrogates is improved by incrementally adding observations of the ground truth function may be worth considering, with the use of e.g. Newton bases.
8. Appendices

8.1. Reproducing kernel Hilbert space. This appendix follows [3, Chapter 1] and [62, Chapters 1 and 2]. It is a short reminder on reproducing kernel Hilbert spaces (RKHS). The set of functions from $\mathcal{X}$ to $\mathbb{R}$ is denoted by $\mathcal{F}(\mathcal{X}, \mathbb{R})$, which is a vector space over $\mathbb{R}$ with the operations of addition and scalar multiplication.

**Definition 1** (RKHS). Let $\mathcal{X}$ be a non-empty set. A subset $\mathcal{H} \subseteq \mathcal{F}(\mathcal{X}, \mathbb{R})$ is called a RKHS on $\mathcal{X}$ if:

- $\mathcal{H}$ is a vector subspace of $\mathcal{F}(\mathcal{X}, \mathbb{R})$;
- $\mathcal{H}$ is endowed with an inner product $\langle \cdot, \cdot \rangle_\mathcal{H}$, with respect to which $\mathcal{H}$ is a Hilbert space;
- for every $x \in \mathcal{X}$, the linear evaluation functional $E_x : \mathcal{H} \to \mathbb{R}$ defined by $E_x(f) = f(x)$ is bounded: $\exists C_x > 0$, $\forall f \in \mathcal{H}$, $|f(x)| = |E_x(f)| \leq C_x \|f\|_\mathcal{H}$, where $\|f\|_\mathcal{H} = \sqrt{\langle f, f \rangle_\mathcal{H}}$.

If $\mathcal{H}$ is a RKHS, then the Riesz representation theorem shows that the linear evaluation functional $E_x$ is given by the inner product with a unique vector in $\mathcal{H}$; that is, $\forall x \in \mathcal{X}$, $\exists K(x, \cdot) \in \mathcal{H}$ such that $\forall f \in \mathcal{H}$, $E_x(f) = f(x) = \langle f, K(x, \cdot) \rangle_\mathcal{H}$.

**Definition 2** (Reproducing kernel [62]). The function $K(x, \cdot)$ is called the reproducing kernel for $x$. The function $x, y \mapsto K(x, y) : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ defined by $K(x, y) = \langle K(y, \cdot), K(x, \cdot) \rangle_\mathcal{H}$ is called the reproducing kernel for $\mathcal{H}$.

In other words, $K(x, y)$ is for $x, y$ in $\mathcal{X}$ the evaluation of the function $K(y, \cdot)$ of $\mathcal{H}$ at $x$. Following the previous definition, we introduce a kernel function as follows:

**Definition 3** (Kernel function [62]). Let $\mathcal{X}$ be a non-empty set and let $K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ be a function. $K$ is called a kernel function if it is symmetric and positive semi-definite that is, for any $m \geq 1$, for any $(a_1, \ldots, a_m) \in \mathbb{R}^m$, for any $(x_1, \ldots, x_m) \in \mathcal{X}^m$,

$$\sum_{i=1}^m \sum_{j=1}^m a_i a_j K(x_i, x_j) \geq 0. \tag{46}$$

**Proposition 1.** Let $\mathcal{X}$ be a non-empty set and let $\mathcal{H}$ be a RKHS on $\mathcal{X}$ with reproducing kernel $K$. Then $K$ is a kernel function.

Indeed let $m \geq 1$ and $(x_1, \ldots, x_m) \in \mathcal{X}^m$, $(a_1, \ldots, a_m) \in \mathbb{R}^m$; then one has:

$$\sum_{i=1}^m \sum_{j=1}^m a_i a_j K(x_i, x_j) = \left\langle \sum_{j=1}^m a_j K(x_j, \cdot), \sum_{i=1}^m a_i K(x_i, \cdot) \right\rangle_\mathcal{H} = \left\| \sum_{i=1}^m a_i K(x_i, \cdot) \right\|_\mathcal{H}^2 \geq 0. \tag{46}$$

In addition, let $x, y \in \mathcal{X}$; one has:

$$K(x, y) = \langle K(y, \cdot), K(x, \cdot) \rangle_\mathcal{H} = \langle K(x, \cdot), K(y, \cdot) \rangle_\mathcal{H} = K(y, x),$$

which shows that $K$ is symmetric. From Proposition 1 a RKHS $\mathcal{H}$ defines a reproducing kernel $K$ which is a symmetric kernel function. Although Proposition 1 is quite elementary, it has a deep converse known as the Moore-Aronszajn theorem.

**Theorem 1.** [3, Theorem 3], [62, Theorem 2.14] Let $\mathcal{X}$ be a non-empty set and let $K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ be a function. If $K$ is a kernel function, then there exists a unique RKHS $\mathcal{H}$ of functions on $\mathcal{X}$ such that $K$ is the reproducing kernel of $\mathcal{H}$.

Therefore, Proposition 1 and Theorem 1 show there is a one-to-one correspondence between RKHS on a set and kernel functions on this set. In this paper, the unique RKHS associated with the kernel function $K$ is denoted by $\mathcal{H}_K$ and $\langle \cdot, \cdot \rangle_{\mathcal{H}_K}$ is its inner product with the associated norm $\|\cdot\|_{\mathcal{H}_K}$.
Definition 4. Given a kernel function $K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$, $\mathcal{H}_K$ denotes the unique RKHS with reproducing kernel $K$.

One more useful assumption about the kernel function $K$ is made in this work, namely:

**Assumption 1 (Positive definite).** Let $\mathcal{X}$ be a non-empty set and let $K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ be a kernel function. $K$, which is thus symmetric, is assumed to be positive definite, or non-degenerate, that is, for any $m \geq 1$, for any $a = (a_1, \ldots, a_m) \in \mathbb{R}^m$, $a \neq 0$, for any $(x_1, \ldots, x_m) \in \mathcal{X}^m$,

$$\sum_{i=1}^{m} \sum_{j=1}^{m} a_i a_j K(x_i, x_j) > 0.$$  

8.2. Examples of parametric kernel. We denote by $\|x\|_p = (\sum_{j=1}^{d} |x_j|^p)^{\frac{1}{p}}$, $p > 0$ with $\|x\|_0 = \#\{j : x_j \neq 0\}$ the $p$-norm of the vector $x$. For practical cases, many different kernels $K$ are available and for citing the most encountered ones [67, 80], with $x, y \in \mathbb{R}^d$:

- Polynomial kernel defined as
  \begin{equation}
  K(x, y; \theta) = (b + x^T y)^p,
  \end{equation}
  where $b \geq 0$ and $p > 0$ are parameters, and $\theta \equiv (b, p)$;

- Gaussian kernel (also known as squared exponential) defined as
  \begin{equation}
  K(x, y; \theta) = \exp\left(-\frac{\|x - y\|_2^2}{\gamma^2}\right),
  \end{equation}
  where $\gamma > 0$ is called the length scale, and $\theta \equiv \gamma$ is a unique parameter. Alternatively, different length scales $\theta \equiv (\gamma_i)_{i=1}^{d}$ can be chosen for the input dimensions:
  \begin{equation}
  K(x, y; \theta) = \exp\left(-\sum_{i=1}^{d} \frac{|x_i - y_i|^2}{\gamma_i^2}\right);
  \end{equation}

- Matérn-like kernels defined as
  \begin{equation}
  K(x, y; \theta) = \frac{2^{1-\nu}}{\Gamma(\nu)} \left(\frac{\sqrt{2\nu} \|x - y\|_2}{\gamma}\right)^\nu B_{\nu} \left(\frac{\sqrt{2\nu} \|x - y\|_2}{\gamma}\right),
  \end{equation}
  where $\gamma > 0$ is called the length scale, $\nu$ is a positive parameter, $\theta \equiv (\gamma, \nu)$, and $B_{\nu}$ is the modified Bessel function. The most used ones are for $\nu = 3/2$ and $\nu = 5/2$. Note that for $\nu \to +\infty$, the Gaussian kernel (48) is recovered. Stein in [80] named this type of kernels after the work of Matérn [48];

- Rational Quadratic (RQ) kernel defined as
  \begin{equation}
  K(x, y; \theta) = \left(1 + \frac{\|x - y\|_2^2}{2\alpha\gamma^2}\right)^{-\alpha},
  \end{equation}
  with $\alpha > 0$, $\gamma > 0$, and $\theta \equiv (\alpha, \gamma)$. The case $\alpha \to +\infty$ corresponds to the Gaussian kernel [48].

Stein [80] argues that the Gaussian kernel is too smooth for modeling many physical systems and recommends to use Matérn-like kernels.
8.3. **Mercer’s theorem.** This appendix is a brief summary on Mercer’s framework, which allows us to express a Mercer kernel as a function of eigenvalues and eigenvectors of its associated integral operator.

**Definition 5.** Let $\mathcal{X}$ be a compact subset of $\mathbb{R}^d$. A function $K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ is called a Mercer kernel if it is continuous, symmetric, and positive semi-definite in the sense of Equation (16).

This definition allows us to state Mercer’s theorem [62, Chapter 11]:

**Theorem 2** (Mercer’s theorem). Let $\mu$ be a finite Borel measure with support $\mathcal{X}$ and let $L^2(\mathcal{X}, \mu)$ be the set of square integrable functions on $\mathcal{X}$ with respect to $\mu$. Let $K$ be a Mercer kernel on $\mathcal{X}$ and let $T_K : L^2(\mathcal{X}, \mu) \to L^2(\mathcal{X}, \mu)$ be the associated integral operator defined by $\forall f \in L^2(\mathcal{X}, \mu), \forall x \in \mathcal{X}, T_K f(x) = \int_{\mathcal{X}} K(x, y) f(y) \mu(dy)$. Then there exists a countable, orthonormal collection of functions $\{e_i\}_{i \in \mathbb{N}}$ of $L^2(\mathcal{X}, \mu)$ which are eigenvectors of $T_K$ with associated non-negative eigenvalues $\{\sigma_i \geq 0\}_{i \in \mathbb{N}}$. Moreover, taking the eigenvectors corresponding to the non-zero eigenvalues, they are continuous functions on $\mathcal{X}$ and $K(x, y)$ has the following representation:

$$K(x, y) = \sum_{i=0}^{+\infty} \sigma_i e_i(x) \otimes e_i(y),$$

where the series converges absolutely and uniformly:

$$\lim_{n \to +\infty} \sup_{x, y \in \mathcal{X}} \left| K(x, y) - \sum_{i=0}^{n} \sigma_i e_i(x) \otimes e_i(y) \right| = 0.$$

From Mercer’s theorem, $T_K$ is a trace class operator with:

$$\text{Tr}(T_K) = \int_{\mathcal{X}} K(x, x) \mu(dx) = \sum_{i=0}^{+\infty} \sigma_i < +\infty. \tag{52}$$

**Remark 1.** Since $T_K$ is self-adjoint and compact, $\{e_i\}_{i \in \mathbb{N}}$ is a basis of $L^2(\mathcal{X}, \mu)$. We remind that a family of functions $\{e_i\}_{i \in \mathbb{N}}$ is a basis of a Banach space $H$ if $\forall f \in H$, $\exists! \{\alpha_i\}_{i \in \mathbb{N}}$ such that $\forall \varepsilon > 0$, $\exists N$ such that $\forall n \geq N$

$$\left\| f - \sum_{i=0}^{n} \alpha_i e_i \right\|_H \leq \varepsilon.$$

Mercer’s theorem also allows us to define explicitly the RKHS $\mathcal{H}_K$ associated with the kernel $K$, on the condition that $K$ is a Mercer kernel. Indeed, one has [62, Theorem 11.18]:

$$\mathcal{H}_K = \left\{ f \in L^2(\mathcal{X}, \mu), f = \sum_{i=0}^{+\infty} \langle f, e_i \rangle_{L^2} e_i \quad \text{with} \quad \sum_{i=0}^{+\infty} \frac{\langle f, e_i \rangle_{L^2}^2}{\sigma_i} < +\infty \right\},$$

where $\langle \cdot, \cdot \rangle_{L^2}$ is the inner product of $L^2(\mathcal{X}, \mu)$. The inner product of $\mathcal{H}_K$ is given as $\forall (f, g) \in \mathcal{H}_K \times \mathcal{H}_K,$

$$\langle f, g \rangle_{\mathcal{H}_K} = \sum_{i=0}^{+\infty} \frac{\langle f, e_i \rangle_{L^2}^2 \langle g, e_i \rangle_{L^2}}{\sigma_i}.$$ 

Consequently, the norm $\|f\|_{\mathcal{H}_K}$ reads:

$$\|f\|_{\mathcal{H}_K}^2 = \sum_{i=0}^{+\infty} \frac{\langle f, e_i \rangle_{L^2}^2}{\sigma_i}, \tag{53}$$
which gives its expression in terms of the eigenvalues and eigenvectors of \(K\). One can notice that \(\langle f, e_i \rangle_{L^2} = \sigma_i \langle f, e_i \rangle_{\mathcal{H}_K}\), so one also has:

\[
\langle f, g \rangle_{\mathcal{H}_K} = \sum_{i=0}^{+\infty} \sigma_i \langle f, e_i \rangle_{\mathcal{H}_K} \langle g, e_i \rangle_{\mathcal{H}_K}.
\]

**Remark 2.** The functional space \(\mathcal{H}_K\) does not depend on the measure \(\mu\), actually. Only the eigenvectors \(\{e_i\}_{i \in \mathbb{N}}\) and the eigenvalues \(\{\sigma_i \geq 0\}_{i \in \mathbb{N}}\) do.

**Remark 3.** It can be shown that \(\{\sqrt{\sigma_i} e_i\}_{i \in \mathbb{N}}\) is an orthonormal basis of \(\mathcal{H}_K\); see [62, Theorem 11.18].
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