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Abstract

In this paper, a sparse Kronecker-product (SKP) coding scheme is proposed for unsourced multiple access. Specifically, the data of each active user is encoded as the Kronecker product of two component codewords with one being sparse and the other being forward-error-correction (FEC) coded. At the receiver, an iterative decoding algorithm is developed, consisting of matrix factorization for the decomposition of the Kronecker product and soft-in soft-out decoding for the component sparse code and the FEC code. The cyclic redundancy check (CRC) aided interference cancellation technique is further incorporated for performance improvement. Numerical results show that the proposed scheme outperforms the state-of-the-art counterparts, and approaches the random coding bound within a gap of only 0.1 dB at the code length of 30000 when the number of active users is less than 75, and the error rate can be made very small even if the number of active users is relatively large.
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I. INTRODUCTION

Massive machine-type communication (mMTC) is one of the most important scenarios for future wireless communications [1], [2]. Unsourced multiple access (UMA), first proposed by Polyanskiy in [3], provides a new paradigm for mMTC. Different from traditional multiple access protocols, UMA assumes that the access point (AP) only needs to recover the set of messages transmitted by active users. By further assuming that all users adopt the same codebook, the function of the AP reduces to determine the list of active messages in this common codebook. This provides an attractive solution for mMTC. The achievability bound in [3] was derived based on random coding at the transmitters and maximum likelihood (ML) decoding at the AP. Based on this analysis, it is shown that traditional methods such as ALOHA are very inefficient. Significant performance gains have been reported by some recent designs, like the T-fold ALOHA scheme [4] and the low density parity check (LDPC) coding scheme with successive interference cancellation (SIC) [5]. Nevertheless, these schemes perform far away from the bound.

Recently, new approaches have been developed to significantly reduce the gap towards the bound in [3]. For example, the authors in [6] proposed to segment the long data packet into several short sections with different sections combined by the tree code, and the best result so far with no power allocation when the number of the active users $K_a \geq 250$ is obtained in [7]. Combining the ideas of approximate message passing (AMP), tree code, as well as power allocation, further performance improvement is demonstrated by Fengler et al. in [8], providing the state-of-the-art results for $K_a \geq 225$. An alternative approach is to segment the data packet into a short head and a long body with the head also serving as (or determining) the identification of the body such as signature (or interleaver) [9], [10]. Using polar codes aided by cyclic redundancy check (CRC) and SIC, [11] provides the state-of-the-art solution for $K_a \leq 200$.

However, the above two approaches have their own limitations. First, the error correction capability of the segmented tree code is generally weak, and it may cause a substantial performance loss when $K_a$ is small. Second, the complexity of decoding head information is proportional to the size of the random codebook used for head encoding; hence, the codebook cannot be large, which in turn worsens its collision performance when $K_a$ is large.

In this paper, we propose a novel sparse Kronecker-product (SKP) coding scheme. Specifically, the data of each active user is encoded as the Kronecker product of two component codewords, with one component sparse code to facilitate the compressed sensing based multi-user detection
and the other component forward-error-correction (FEC) code to obtain coding gain with low complexity. Note that our SKP coding reduces to sparse code multiple access (SCMA) [12] when the component sparse code of SKP does not carry information (and thus can be treated as a sparse spreading sequence). On the other extreme, SKP coding reduces to sparse modulation when the component FEC code does not carry information. Indeed, the extra coding gain of our SKP potentially comes from the enlarged design space of manipulating the information and code-length allocation between the two component codes. At the receiver, an iterative decoding algorithm is developed, consisting of bilinear generalized approximate message passing (BiG-AMP) [13], [14] based matrix factorization for the decomposition of the Kronecker product and soft-in soft-out decoding for the component sparse code and the FEC code. To suppress the effects of bad initializations in BiG-AMP, the cyclic redundancy check (CRC) aided interference cancellation technique is also incorporated for further performance improvement. Numerical results under the popular setting in [3] show that the proposed scheme outperforms all the existing schemes, and approaches the random coding bound within a gap of only 0.1 dB at the code length of 30000 when the number of active users is less than 75, and the error rate can be made very low by adjusting the signal-to-noise ratio (SNR) even if the number of active users is relatively large.

The rest of this paper is organized as follows. Section II outlines the system model. Section III delineates the proposed scheme. Numerical results are provided in Section IV. Finally, Section V concludes the paper.

Notation: \( \mathcal{CN}(\mu, \sigma^2) \) denotes the complex Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \); \( \mathcal{CN}(a; \mu, \sigma^2) \) denotes the probability density value of random variable \( x \sim \mathcal{CN}(\mu, \sigma^2) \) at \( x = a \); \( \lfloor x \rfloor \) denotes the floor function of \( x \); \( \otimes \) denotes the Kronecker product; \( \mathbb{C} \) denotes the complex number field; and \( \| \cdot \|_F \) denotes the Frobenius norm.

II. SYSTEM MODEL

For UMA, we follow the common system model in [3]–[5], [7]–[11]. Specifically, consider a Gaussian random access system with \( K \) users. Denote by \( K_a \) the number of active users in a frame. Each active user transmits a packet of \( B \) bits to the AP on the complex channel over \( N_{\text{tot}} \) real degrees of freedom (rdof) totally, i.e., \( N_{\text{tot}}/2 \) complex channel usages. The received signal \( y \) at the AP is modeled as
\[ y = \sum_{k=1}^{K} u_k \cdot v_k(b_k) + w \]  

(1)

where \( u_k = 1 \) if the user \( k \) is active and \( u_k = 0 \) otherwise, yielding \( \sum_{k=1}^{K} u_k = K_a \). Vectors \( b_k \in \{0, 1\}^B, v_k, \) and \( w \sim \mathcal{CN}(0, N_0 I_{N_{tot}/2}) \) denote the original data packet of user \( k \), the transmit signal of user \( k \), and the additive white Gaussian noise (AWGN) respectively. All \( \{u_k\} \) and \( \{b_k\} \) are assumed to be independent and identically distributed (i.i.d.) with respect to the user index \( k \). All active users \( \{k \mid u_k = 1\} \) are subject to the power constraint \( ||v_k||^2 \leq P \). The average bit SNR is defined as

\[ \frac{E_b}{N_0} \triangleq \frac{P}{BN_0} \]  

(2)

In the UMA framework, the task of the receiver is to decode all packets based on \( y \) and provide the resulting list \( \mathcal{L}(y) \), which includes at most \( K_a \) packets. The per-user probability of error (PUPE) is defined as [3]

\[ P_e \triangleq \frac{1}{K_a} \sum_{j=1}^{K_a} \Pr \{ \mathcal{E}_j \} \]  

(3)

where \( j \) denotes the index of active users’ list; i.e., \( u_j = 1, \forall j, \mathcal{E}_j \triangleq \{ b_j \notin \mathcal{L}(y) \} \cup \{ \exists i \neq j, b_j = b_i \} \) is the error event of active user \( j \).

Given \( N_{tot} \) and \( B \), the design target is to optimize the coding schemes to meet the performance requirement \( P_e \leq \varepsilon \) with the lowest \( E_b/N_0 \) value.

### III. Sparse Kronecker-Product Coding

In this section, we develop the proposed SKP coding scheme. We start with the encoding process in Sec. III-A, introduce the decoding operations in Sec. III-B, and then propose the CRC-aided interference cancellation technique for further performance improvement in Sec. III-C.

#### A. Encoder

The encoding process of the proposed design is shown in Fig. 1. For any user \( j \), the \( B \) bits in one packet are divided into two parts: the first \( B_a \)-bit \( b_j^{(a)} \) is encoded (including channel coding and modulation) as a length-\( L_a \) vector and the remaining \( (B_x = B - B_a) \)-bit \( b_j^{(x)} \) is encoded as
a length-\((L_x = \lfloor N_{\text{tot}}/(2L_a) \rfloor)\) vector. The transmit signal is obtained by the Kronecker product of the two vectors. Then the received signal \(y\) at the AP can be written as

\[
y = \sum_{j=1}^{K_a} a_j(b_j^{(a)}) \otimes x_j(b_j^{(x)}) + w
\]

(4)

where \(a_j\) denotes the encoded vector with message \(b_j^{(a)}\), and \(x_j\) denotes the other encoded vector with message \(b_j^{(x)}\).

![Fig. 1. The encoding process. “C-ENC” stands for the component encoder.](image)

Let \(A = [a_1, \cdots, a_{K_a}] \in \mathbb{C}^{L_a \times K_a}\), \(X = [x_1, \cdots, x_{K_a}]^T \in \mathbb{C}^{K_a \times L_x}\), and reshape \(y\) to \(Y \in \mathbb{C}^{L_a \times L_x}\), and \(w\) to \(W \in \mathbb{C}^{L_a \times L_x}\) accordingly. The received signal at the AP can be rewritten in a matrix form as

\[
Y = \sum_{j=1}^{K_a} a_j x_j^T + W = AX + W.
\]

(5)

The structures of the matrices \(A\) and \(X\) in (5) are determined by the selection of the two component codes. At the receiver, matrix factorization can be used to estimate \(A\) and \(X\) (and thereby the original packets \(\{b_j\}\)) from \(Y\). Notice that sparse structure is usually preferred for such factorization. For this reason, we require that \(A\) is sparse. Further considering the complexity of utilizing such structured information in the decoding algorithm, we construct \(A\) by index modulation (IM) [15] and \(X\) by FEC codes, as detailed next.

For each column \(a_j\) in the matrix \(A\), the length-\(L_a\) vector is divided into \(g_a\) segments with each segment having length \((I_a = L_a/g_a)\) and only one nonzero element taking its value from the
constellation $S$. It can be verified that each segment (i.e., IM symbol) carries $(\log_2 I_a + \log_2 |S|)$ bits and $\mathbf{a}_j$ carries $B_a = g_a(\log_2 I_a + \log_2 |S|)$ bits with sparsity ratio $\lambda = 1/I_a$. Notice that each $\mathbf{a}_j$ consists of multiple IM symbols. The probability that different active users select the same $\mathbf{a}_j$ can be very low with the coding parameters properly selected.

For each row $\mathbf{x}_j^T$ in matrix $\mathbf{X}$, the FEC code is utilized. As the packet in mMTC is usually short, the FEC code having good performance at short code-length should be selected. To facilitate the iterative decoding, the selected code should also have a soft decoding algorithm. To this end, a tail-biting convolutional code (CC), used in LTE and LTE-A, is adopted. Additionally, to eliminate the phase ambiguity of matrix factorization, $e_{Ref}$ reference symbols (denoted by $s_p$) are included in each $\mathbf{x}_j$. The tail-biting CC is then used to encode the $B_x$ bits, and the encoded sequence is modulated with the constellation $S$ to generate a length-$(L_x - e_{Ref})$ vector.

Finally, the signal of each user is generated by the Kronecker product $\mathbf{a}_j \otimes \mathbf{x}_j$, and is transmitted over the channel.

**B. Decoder**

Theoretically, the maximum a posteriori (MAP) decoding can be used to recover $\{\mathbf{b}_j\}_{j=1}^{K_a}$ by solving the following optimization problem:

$$
\{\hat{\mathbf{b}}_j\} = \arg\max_{\{\mathbf{b}_j\}} \exp\left( - \frac{||\mathbf{Y} - \mathbf{A}(\{\mathbf{b}_j^{(a)}\})\mathbf{X}(\{\mathbf{b}_j^{(x)}\})||_F^2}{N_0} \right) \cdot p_A(\{\mathbf{b}_j^{(a)}\}) \cdot p_X(\{\mathbf{b}_j^{(x)}\})
$$

(6)

where $p_A(\mathbf{A})$ and $p_X(\mathbf{X})$ denote the a priori distributions of $\mathbf{A}$ and $\mathbf{X}$ respectively, which are determined by their specific coding structures.

Iterative decoding provides a low complexity alternative [13], [14], [16], [17]. In particular, for the bilinear problem in (6), the algorithms in [13], [14] can be applied when $\mathbf{A}$ and $\mathbf{X}$ are uncoded. In our design, both $\mathbf{A}$ and $\mathbf{X}$ have their specific coding structures, and accurate messages are hard to obtain. To solve the problem, we propose the iterative decoding scheme illustrated in Fig. 2. The basic decoding module contains three submodules: a matrix factorization submodule to decompose $\mathbf{A}$ and $\mathbf{X}$ from $\mathbf{Y}$ by ignoring the coding constraints of $\mathbf{A}$ and $\mathbf{X}$, an IM decoder to refine the estimate of $\mathbf{A}$, and an FEC decoder to refine the estimate of $\mathbf{X}$. 
1) **Matrix factorization submodule:** This submodule estimates \( A \) and \( X \) based on the received signal \( Y \) and the feedback information of \( A \) and \( X \) from the other two submodules.

The BiG-AMP algorithm is adopted for the matrix factorization, which is an extension of generalized AMP (GAMP) to the bilinear system model. Similar to GAMP, BiG-AMP is derived according to the message passing principle and Gaussian message approximation based on the Taylor series expansion and the central-limit theorem with arbitrary input distributions.

BiG-AMP consists of four main steps. Denote by \( Z = AX \). Firstly, the messages of \( Z \) are calculated based on the messages of \( A \) and \( X \). Secondly, by further combining the observation \( Y \), the \textit{a posteriori} means and variances of the elements in \( Z \) are obtained. Thirdly, the messages of \( A \) (or \( X \)) are calculated by using the messages of \( Z \) and \( X \) (or \( A \)) according to the constraint \( Z = AX \). Finally, the \textit{a posteriori} means and variances of the elements in \( A \) (or \( X \)) are obtained by further combining the \textit{a priori} information of \( A \) (or \( X \)). The four steps iterate to obtain the estimates of \( A \) and \( X \).

More details about the BiG-AMP algorithm are shown in the Appendix A.

As shown in Fig. 2, the feedback messages \( p_A(A), p_X(X) \) are given as the inputs of BiG-AMP. Note that the input messages are element-wise, and \( a_{l_a,j} \in \{0\} \cup S \) and \( x_{l_x,j} \in S \). The element-wise marginal distributions of \( \{a_{l_a,j}\} \) and \( \{x_{l_x,j}\} \) are given in the following forms

\[
p_{a_{l_a,j}}(a_{l_a,j}) = \Phi_{a_{l_a,j}}(0)\delta(a_{l_a,j} - s_i) + \sum_{i=1}^{|S|} \Phi_{a_{l_a,j}}(s_i)\delta(a_{l_a,j} - s_i) \tag{7}
\]

\[
p_{x_{l_x,j}}(x_{l_x,j}) = \sum_{i=1}^{|S|} \Phi_{x_{l_x,j}}(s_i)\delta(x_{l_x,j} - s_i) \tag{8}
\]

where \( s_i \in S \), and \( \Phi_{a}(s_i) \) denotes the probability \( \Pr \{a = s_i\} \). In the first iteration, there is no feedback from the other submodules and the initial values in (7) and (8) are set as \( \Phi_{a_{l_a,j}}(0) = 1-\lambda \), \( \Phi_{a_{l_a,j}}(s_i) = \lambda/|S| \), and \( \Phi_{x_{l_x,j}}(s_i) = 1/|S| \).
The outputs of BiG-AMP to other submodules are the extrinsic element-wise Gaussian messages of $A$ and $X$, characterized by mean matrix $\hat{A}$ and variance matrix $v_A$, as well as mean matrix $\hat{X}$ and variance matrix $v_X$, in an element-wise form as

$$
\begin{align*}
\alpha_{l_a,j} &\sim \mathcal{CN} (\hat{\alpha}_{l_a,j}, v_{\alpha l_a,j}) \\
x_{l_x,j} &\sim \mathcal{CN} (\hat{x}_{l_x,j}, v_{x l_x,j})
\end{align*}
$$

(9)

The detailed calculation of (9) is given by Eqs. (A9)–(A12) in Table II in the Appendix A.

With $\{\hat{A}, v_A, \hat{X}, v_X\}$ in (9) and the structured information of $A$ and $X$ in Sec. III-A, the estimates of $A$ and $X$ can be further refined as detailed below.

2) $X$-matrix decoding submodule: This submodule refines the estimates of $X$ based on the feedback $\{\hat{X}, v_X\}$ from the matrix factorization submodule and the structured information of $X$ described in Sec. III-A. We apply the message passing algorithm [18] as follows.

Before decoding, the phase ambiguity in the estimation is first eliminated based on the reference symbols $s_p$ by finding:

$$
\theta_{j}^{(x)} = \operatorname{arg\,max}_{\theta \in \Theta} \prod_{l'_{x}=1}^{e_{\text{Ref}}} \mathcal{CN}(s_{p}, \hat{x}_{l'_{x},j} e^{i\theta}, v_{x l'_{x},j})
$$

(10)

where $\Theta$ contains all possible phase ambiguities in $S$. Then we obtain $\hat{x}_{l_x,j} = \hat{x}_{l_x,j} e^{i\theta_{j}^{(x)}}$ based on $\theta_{j}^{(x)}$.

Since all the $e_{\text{Ref}}$ reference symbols take the same value, the messages of $\{x_{l_x,j}\}_{l_x=1}^{e_{\text{Ref}}}$ are calculated as:

$$
\Phi_{x l_x,j}(s_i) \propto \prod_{l'_{x}=1, l'_{x} \neq l_x}^{e_{\text{Ref}}} \mathcal{CN}(s_{i}, \hat{x}_{l'_{x},j}, v_{x l'_{x},j}), \forall s_i \in S.
$$

(11)

Finally, the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [19] is used for the decoding of the remained $\{\hat{x}_{l_x,j}\}_{l_x=e_{\text{Ref}}+1}^{L_x}$. The extrinsic information $\Phi_{x l_x,j}(s_i)$ for each symbol of CC in $X$ can be calculated based on the log-likelihood ratio (LLR) of each encoded bit output by the BCJR algorithm.

With $\{\Phi_{x l_x,j}(s_i)\}$, the distribution $p_X(X)$ in (8) is updated to provide a finer estimate of $X$.

\(^{1}\)Here we calculate the soft information of $\{x_{l_x,j}\}_{l_x=1}^{e_{\text{Ref}}}$, rather than using its deterministic value $s_p$, to facilitate the design of the iterative algorithm.
3) A-matrix decoding submodule: This submodule refines the estimates of $A$ based on the feedback $\{\hat{A}, v_A\}$ from the matrix factorization submodule, the structured information of $A$ described in Sec. III-A, and $\{\hat{\theta}_j^{(x)}\}$ given by the $X$-matrix decoding submodule.

Recall that each column $a_j$ in $A$ is IM modulated. Denote by $a_{l_a,j}$ the $l_a$-th symbol of user $j$, and $I_f(l_a), I_l(l_a)$ the first and the last indices of the IM segment including index $l_a$, i.e., $[a_{I_f(l_a),j}, \cdots, a_{l_a,j}, \cdots, a_{I_l(l_a),j}]$ forms an IM symbol. The message of each $a_{l_a,j}$ can be calculated as:

$$\hat{a}_{l_a,j} = \hat{a}_{l_a,j} \cdot e^{-i\theta_j^{(x)}}$$

$$\Phi_{a_{l_a,j}}(\hat{s}_i) \propto \sum_{d \in D(\hat{s}_i)} \prod_{l_a = I_f(l_a), l'_a \neq l_a} \mathcal{CN}(d_{l_a}; \hat{a}_{l_a,j}', v_{a_{l_a,j}'})$$

where $\hat{s}_i \in \{0\} \cup S$ and $D(\hat{s}_i)$ denotes the set of IM symbols $\{[d_{I_f(l_a)}, \cdots, d_{l_a}, \cdots, d_{I_l(l_a)}]\}$ with $d_{l_a} = \hat{s}_i$.

With $\{\Phi_{a_{l_a,j}}(\hat{s}_i)\}$, the distribution $p_A(A)$ in (7) is updated to provide a finer estimate of $A$.

The operations of the above three submodules iterate until convergence. With the obtained $\{\hat{A}, v_A, \hat{X}, v_X\}$, the a posteriori distribution of $\{b_j\}$ can be calculated to yield the estimates $\{\hat{b}_j\}$ of $\{b_j\}$.

C. Further Improvement

Due to the suboptimality of BiG-AMP for matrix decomposition, the aforementioned basic decoding module may suffer from the bad initializations in BiG-AMP. To improve the decoding performance, we further consider the following CRC aided interference cancellation scheme.

Specifically, at the encoder, an $e_{CRC}$-bit CRC code is added to each $x_j$ at the end of $B_x$ bits, then the $(B_x + e_{CRC})$ bits are encoded and modulated to generate a length-$(L_x - e_{Ref})$ vector. At the decoder, the hard decision and interference cancellation (HD-IC) module is then added, as shown in Fig. 2.

In HD-IC module, we first calculate the uncertainty of each data packet. The uncertainty $H_j$ is defined as the entropy of $\hat{b}_j = [\hat{b}_j^{(a)}; \hat{b}_j^{(x)}]$ (the soft estimate of $b_j = [b_j^{(a)}; b_j^{(x)}]$). Specifically, for $\hat{b}_j^{(a)}$, denote by $a_j$ the encoded codeword of $b_j^{(a)}$ which consists of $g_a$ IM symbols, written as $a_j = [a_{1,j}, \cdots, a_{g_a,j}, \cdots, a_{g_a,j}]$, and denote by $\mathcal{D}$ the constellation for each IM symbol. The entropy of $\hat{b}_j^{(a)}$ can be readily obtained as
\[ H_j^{(a)} = \sum_{b_j^{(a)} \in \{0,1\}^{L_a}} H(\Pr\{b_j^{(a)} | \hat{b}_j^{(a)}\}) \]
\[ = \sum_{a_j \in \mathbb{D}^{G_a}} H(\Pr\{a_j | \hat{a}_j\}) \]
\[ = \sum_{g=1}^{G_a} \sum_{a_{g,j} \in \mathbb{D}} H(\Pr\{a_{g,j} | \hat{a}_j\}) \]

(13)

where \( H(x) = -x \log_2 x \).

For \( b_j^{(x)} \), the BCJR algorithm is used for calculating the LLR of each bit, based on which the entropy of \( \hat{b}_j^{(x)} \) can be obtained as

\[
\begin{align*}
\Pr\{b_{i,j}^{(x)} = 0\} &= \frac{\exp(LLR_{i,j}^{(x)})}{\exp(LLR_{i,j}^{(x)}) + 1} \\
H_j^{(x)} &= \sum_{l_x=1}^{L_x} \left( H(\Pr\{b_{i,j}^{(x)} = 0\}) + H(1 - \Pr\{b_{i,j}^{(x)} = 0\}) \right)
\end{align*}
\]

(14)

Finally, the uncertainty \( H_j \) can be obtained as

\[ H_j = H_j^{(a)} + H_j^{(x)}. \] (15)

Then, we make a hard-decision on the packets with relatively high reliability \( \{\hat{b}_j | H_j < H_{thr}\} \), and check the results by the CRC code. Packets passing CRC (or passing after their most unreliable bits are inverted) are added to pending queue \( Q(Y) \). If any \( b_j \) is added to \( Q(Y) \) within \( T_{thr} \) iterations, it is added to the final resulting list \( L(Y) \), and cancelled from \( Y \) to get \( Y_{new} \):

\[ Y_{new} = Y - a_j(b_j^{(a)}) \cdot x_j^T(b_j^{(x)}). \] (16)

Finally, the decoder returns to the basic decoding module with \( Y = Y_{new} \), and runs until \( |L(Y)| = K_a \), or no improvement over \( T_{max} \) iterations.

D. Outline of the Scheme

The overall SKP encoding and decoding algorithms are summarized in Algorithms 1 and 2 respectively.
Algorithm 1 Overall SKP encoding algorithm

**Input:** Original data packet \( b_j \) of active user \( j \).

**Output:** The transmit signal \( v_j \) of active user \( j \).

1: Split \( b_j \) to get the \( B_a \)-bit \( b_j^{(a)} \) and \( B_x \)-bit \( b_j^{(x)} \).
2: Get \( e_{CRC} \)-bit CRC code for \( b_j \).
3: Encode \( b_j^{(a)} \) as a length-\( L_a \) vector \( a_j \) by IM.
4: Encode \( b_j^{(x)} \) and CRC code by tail-biting CC and modulate the obtained codeword to a length-\( (L_x - e_{Ref}) \) vector \( x_j^{(CC)} \).
5: Add \( e_{Ref} \) reference symbols in front of \( x_j^{(CC)} \) to get \( x_j \).
6: Get \( v_j \) by Kronecker product \( a_j \otimes x_j \).

The complexity of the encoding algorithm is \( \mathcal{O}(B) \), which is very low and especially suitable for mMTC scenarios.

Algorithm 2 Overall SKP decoding algorithm

**Input:** \( Y, N_0, K_a \), and all encoding parameters.

**Output:** Resulting list \( \mathcal{L}(Y) \) (\(|\mathcal{L}(Y)| \leq K_a \)).

1: Initial \( Q(Y) = \emptyset \); \( \mathcal{L}(Y) = \emptyset \); \( T_{iter} = 0 \).
2: repeat
3: Run basic decoding module to obtain the estimates \( \{\hat{A}, v_A, \hat{X}, v_X\} \) using (7)–(12).
4: Do soft decision to obtain \( \{\hat{b}_j\} \).
5: Run HD-IC module based on \( \{\hat{b}_j\} \) to update \( Q(Y) \), \( \mathcal{L}(Y) \), and get \( Y_{new} \) using (16).
6: Let \( Y = Y_{new}, T_{iter} = 0 \) if \( Y_{new} \neq Y \), otherwise \( T_{iter} = T_{iter} + 1 \).
7: until \(|\mathcal{L}(Y)| = K_a \) or \( T_{iter} > T_{max} \).

The complexity of the decoding algorithm, which is dominated by that with the matrix factorization, is \( \mathcal{O}(L_a L_x) \) (normalized for each active user). This complexity is generally low since \( L_a L_x \leq N_{tot}/2 \). Hence the sizes of the codebooks used for \( A \) and \( X \) can be both selected flexibly to improve the performance.

**Remark 1:** For SKP coding, each component codeword can be seen as the spreading signature of the other. The key difference here is that a spreading signature does not carry information in a conventional coding scheme, but here both components of the SKP code carry information. Particularly, when the information carried by component \( a_j \) reduces to zero (i.e., \( a_j \) is fixed),
the SKP code reduces to the well-known SCMA scheme [12]; on the other extreme, when the information carried by component \( x_j \) reduces to zero (i.e., \( x_j \) is fixed), the SKP code reduces to an IM scheme [15]. As such, the coding gain of SKP over the conventional SCMA and IM schemes can be achieved by judiciously manipulating the information allocation between the two code components as well as the corresponding code lengths.

IV. NUMERICAL RESULTS

Here we use the popular setting in [3] to compare performance of the SKP coding scheme with existing state-of-the-art schemes [7], [8], [10], [11]. Assume \( 25 \leq K_a \leq 300 \), \( N_{tot} = 30000 \) (i.e., \( L_a L_x \leq 15000 \)), \( B = 100 \), and \( \varepsilon = 0.05 \) (\( N_{tot} = 26229 \), \( B = 89 \) in [8]). The parameters of the encoder are set as in Table I, where GP stands for the generator polynomial of tail-biting CC \((R = 1/2)\) in octal form, and \( I_a \) (i.e. \( \lambda = 1/I_a \)) is chosen empirically to make a good balance between the coding gain of the single user and the multiple access capability of the whole system. Additionally, we use \( \pi/4\)-quadrature phase shift keying (QPSK) modulation, i.e., \( S = \{ \pm \sqrt{2}/2, \pm \sqrt{2}/2 i \} \), and set \( H_{thr} = 32 \), \( T_{thr} = 4 \) and \( T_{max} = 15 \) in the decoder.

| \( K_a \) | \( |B_a| \) | \( L_a \) | \( g_a \) | \( I_a \) | \( B_x \) | \( L_x \) | GP         | \( \epsilon_{Ref} \) | \( \epsilon_{CRC} \) |
|----------|-----------|-----------|----------|----------|-----------|-----------|-----------|--------------|--------------|
| 25 – 125 | 37        | 220       | 5        | 44       | 63        | 68        | [561 753]  | 4            | 1            |
| 150      | 30        | 192       | 4        | 48       | 70        | 78        | [561 753]  | 5            | 3            |
| 175 – 200| 23        | 174       | 3        | 58       | 77        | 86        | [561 753]  | 5            | 4            |
| 225 – 250| 16        | 160       | 2        | 80       | 84        | 93        | [133 171]  | 4            | 5            |
| 275 – 300| 16        | 160       | 2        | 80       | 84        | 93        | [23 33]    | 4            | 5            |

1 We set \( |B_a| \leq B_a < |B_a| + 1 \) (\( B_a = g_a(\log_2 I_a + \log_2 |S|) \)) to match the setting and compare with other schemes fairly.

The required SNR with the proposed SKP coding scheme for the given \( K_a \) is shown in Fig. 3. It is observed that our scheme outperforms all existing schemes in the full range of \( 25 \leq K_a \leq 300 \), and narrows the gap towards the random coding bound to less than 0.1 dB when \( K_a \leq 75 \).

Additionally, different from the limited-size codebook used for the short heads in [10], [11], the size of the codebook used for \( A \) and \( X \) in the SKP coding scheme can be very large under

TABLE I
PARAMETERS OF THE ENCODER
appropriate parameters; as a result, it provides a potentially very low per-user probability of error (PUPE) even when \( K_a \) is large, as in Fig. 4.

![Fig. 3. Performance comparison of different schemes.](image-url)
Fig. 4. The PUPE performance under different $E_b/N_0$ values. $[B_a] = 30$, $L_a = 192$, $g_a = 4$, $I_a = 48$, $B_x = 70$, $L_x = 78$, GP = [23 33], $e_{Ref} = 4$ and $e_{CRC} = 4$; $H_{thr} = 16$, $T_{thr} = 2$ and $T_{max} = 3$.

V. CONCLUDING REMARKS

In this paper, we develop a novel SKP coding scheme for unsourced multiple access. The data of each active user is encoded as the Kronecker-products of one sparse IM code and one conventional channel code. At the receiver, an iterative decoding algorithm consisting of matrix factorization for the decomposition of the Kronecker product and two individual decoders for the two component codes is derived, and the CRC aided interference cancellation technique is further adopted for performance improvement. Numerical results show that the proposed scheme outperforms the existing schemes, and approaches the random coding bound within 0.1 dB when the number of active users is less than 75.

Looking forward, there are a number of possible extensions of the work in this paper. For example, in this paper, we assumed a single-antenna AWGN channel between the AP and each user. How to extend the proposed design to multiple-antenna fading channels will be an interesting research direction to pursue in our future work.
APPENDIX A

DETAILS OF THE BiG-AMP ALGORITHM

The Bilinear Generalized Approximate Message Passing (BiG-AMP) algorithm [13] is to estimate $A$ and $X$ based on the noisy observation of $Z = AX$ denoted by $Y$, the conditional distribution $p_{y_{ml}|z_{ml}}(y_{ml}|z_{ml})$, and the a priori distribution of $A$ and $X$. For the special AWGN case of $Y = Z + W$, the whole BiG-AMP algorithm is shown in TABLE II. The derivation of the BiG-AMP algorithm is based on sum-product message passing.

The whole algorithm can be divided into four parts. Firstly, in (A1)–(A4), the likelihood distribution of each $z_{ml}$ is obtained, denoted by the Gaussian approximation $\mathcal{CN}(\hat{p}_{ml}, \nu_{ml}^p)$. Secondly, in (A5)–(A6), the a posteriori mean and variance of each $z_{ml}$ are obtained. Thirdly, in (A7)–(A12), the likelihood distributions of $x_{nl}$ and $a_{mn}$ are obtained, denoted by the Gaussian approximations $\mathcal{CN}(\hat{x}_{nl}, \nu_{nl}^x)$ and $\mathcal{CN}(\hat{a}_{mn}, \nu_{mn}^a)$ respectively. Finally, in (A13)–(A16), the a posteriori mean and variance of each $x_{nl}$ and $a_{mn}$ are obtained, denoted by $\hat{r}_{nl}, \nu_{nl}^r$ and $\hat{q}_{mn}, \nu_{mn}^q$ respectively. In BiG-AMP algorithm, all the distributions are passed based on message passing algorithm, and the above four parts iterate until convergence, and finally the likelihood distribution in the form of the element-wise Gaussian distribution, and the a posteriori mean and variance of each $x_{nl}$ and $a_{mn}$ are determined.

Initially, an initial value of $\{\nu_{nl}^r, \hat{r}_{nl}, \nu_{mn}^a, \hat{q}_{mn}\}$ should be chosen. One approach (used in our scheme) is choosing randomly based on the a priori distribution of $A$ and $X$. 
TABLE II
The BIG-AMP Algorithm

| Definitions | Equation |
|-------------|----------|
| $p_{m,l|m} \left[ z \mid \hat{p}; \nu^p \right]$ | $P_{m,l|m} \left[ z \mid \nu^p \right]$ |
| $p_{m,l|n} \left[ r \mid \hat{p}; \nu^p \right]$ | $P_{m,l|n} \left[ r \mid \nu^p \right]$ |
| $P_{q_{m,n}} \left[ q \mid \hat{a}; \nu^p \right]$ | $P_{q_{m,n}} \left[ q \mid \nu^p \right]$ |

Initialization:

$\forall m,l : \hat{s}_{ml}(0) = 0$

$\forall m,n,l : \text{choose} \quad \nu_{ml}^+(1), \hat{r}_{nl}(1), \nu_{mn}^+(1), \hat{q}_{mn}(1)$

for $t = 1, \ldots, T_{\text{max}}$

$\forall m,l : \hat{p}_{ml}^p(t) = \sum_{n=1}^N \left[ \hat{q}_{mn}(t) \nu_{ml}^p(t) + \nu_{mn}^+(1) \nu_{ml}^p(t) \right] \hat{r}_{nl}(t)$ (A1)

$\forall m,l : \tilde{p}_{ml}(t) = \sum_{n=1}^N \hat{q}_{mn}(t) \hat{r}_{nl}(t)$ (A2)

$\forall m,l : \nu_{ml}(t) = \nu_{ml}^p(t) + \sum_{n=1}^N \nu_{mn}^+(1) \nu_{ml}^p(t) \nu_{ml}^p(t)$ (A3)

$\forall m,l : \tilde{p}_{ml}(t) = \tilde{p}_{ml}(t) - \hat{s}_{ml}(t-1) \nu_{ml}^p(t)$ (A4)

$\forall m,l : \nu_{ml}^+(1) = \text{var} \left[ z_{ml} \mid p_{ml} = \tilde{p}_{ml}(t); \nu_{ml}^p(t) \right]$ (A5)

$\forall m,l : \tilde{z}_{ml}(t) = \mathbb{E} \left[ z_{ml} \mid p_{ml} = \tilde{p}_{ml}(t); \nu_{ml}^p(t) \right]$ (A6)

$\forall m,l : \nu_{ml}^+(t) = (1 - \nu_{ml}^+(1)/\nu_{ml}^p(t))/\nu_{ml}^p(t)$ (A7)

$\forall m,l : \hat{s}_{ml}(t) = (\tilde{z}_{ml}(t) - \tilde{p}_{ml}(t))/\nu_{ml}^p(t)$ (A8)

$\forall n,l : \nu_{nl}(t) = \left( \sum_{m=1}^M \nu_{mn}^+(1) \nu_{mn}^+(1) \right)^{-1}$ (A9)

$\forall m,n : \nu_{mn}^+(t) = \left( \sum_{l=1}^L \tilde{r}_{nl}(t)^2 \nu_{nl}^+(1) \right)^{-1}$ (A10)

$\forall m,n : \tilde{a}_{mn}(t) = \tilde{q}_{mn}(t) \left( 1 - \nu_{mn}(1) \sum_{l=1}^L \nu_{mn}(1) \nu_{nl}^+(1) \right)$

$\forall m,n : \nu_{mn}(t) = \left( \sum_{l=1}^L \tilde{r}_{nl}(t)^2 \nu_{nl}^+(1) \right)^{-1}$ (A11)

$\forall m,n : \tilde{a}_{mn}(t) = \tilde{q}_{mn}(t) \left( 1 - \nu_{mn}(1) \sum_{l=1}^L \nu_{mn}(1) \nu_{nl}^+(1) \right)$

$\forall m,n : \nu_{mn}(t) = \left( \sum_{l=1}^L \tilde{r}_{nl}(t)^2 \nu_{nl}^+(1) \right)^{-1}$ (A12)

$\forall n,l : \nu_{nl}(t+1) = \text{var} \left[ r_{nl} \mid a_{ml} = \tilde{x}_{nl}(t); \nu_{mn}^+(1) \right]$ (A13)

$\forall n,l : \tilde{r}_{nl}(t+1) = \mathbb{E} \left[ r_{nl} \mid a_{ml} = \tilde{x}_{nl}(t); \nu_{mn}^+(1) \right]$ (A14)

$\forall m,n : \nu_{mn}(t+1) = \text{var} \left[ q_{mn} \mid a_{mn} = \tilde{a}_{mn}(t); \nu_{mn}^+(1) \right]$ (A15)

$\forall n,m : \tilde{q}_{mn}(t+1) = \mathbb{E} \left[ q_{mn} \mid a_{mn} = \tilde{a}_{mn}(t); \nu_{mn}^+(1) \right]$ (A16)

if $\sum_{m,l} \left| \tilde{p}_{ml}(t) - \hat{p}_{ml}(t-1) \right| < \tau_{\text{BIG-AMP}} \sum_{m,l} \left| \tilde{p}_{ml}(t) \right|$, stop
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