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ABSTRACT

The relative velocity distribution of wide binary (WB) stars is sensitive to the law of gravity at the low accelerations typical of galactic outskirts. I consider the feasibility of this wide binary test using the 'line velocity' method. This involves considering only the velocity components along the direction within the sky plane orthogonal to the systemic proper motion of each WB.

I apply this technique to the WB sample of Hernandez et. al. (2018), carefully accounting for large-angle effects at one order beyond leading. Using Monte Carlo trials, the uncertainty in the one-dimensional velocity dispersion is \( \approx 100 \text{ m/s} \) when using sky-projected relative velocities. Using line velocities reduces this to \( \approx 30 \text{ m/s} \) because these are much less affected by distance uncertainties.

My analysis does not support the Hernandez et. al. (2018) claim of a clear departure from Newtonian dynamics beyond a radius of \( \approx 10 \text{ kAU} \), partly because I use 2\( \sigma \) outlier rejection to clean their sample first. Nonetheless, the uncertainties are small enough that existing WB data are nearly sufficient to distinguish Newtonian dynamics from Modified Newtonian Dynamics. I estimate that \( \approx 1000 \text{ WB systems} \) will be required for this purpose if using only line velocities.

In addition to a larger sample, it will also be important to control for systematics like undetected companions and moving groups. This could be done statistically. The contamination can be minimized by considering a narrow theoretically motivated range of parameters and focusing on how different theories predict different proportions of WBs in this region.
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1 INTRODUCTION

The standard cosmological paradigm relies on the assumption that General Relativity applies accurately to all astronomical systems. On Solar System and galaxy scales, it can be well approximated by Newtonian gravity due to the non-relativistic speeds (Rowland 2015; de Almeida et al. 2016). Newtonian gravity was originally designed to explain motions in the Solar System. However, it appears to break down when extrapolated to galaxies, where the gravitational field can often be estimated from rotation curves (e.g. Babcock 1939; Rubin & Ford 1970; Rogstad & Shostak 1972). These acceleration discrepancies are thought to be caused by halos of cold dark matter (CDM) surrounding each galaxy (Ostriker & Peebles 1973).

Unfortunately, the nature of this CDM remains elusive. Gravitational microlensing experiments indicate that the Galactic CDM can’t be made of compact objects like stellar remnants (Alcock et al. 2000; Tisserand et al. 2007). The microlensing timescale would become longer than the survey duration if the CDM was made of heavier objects like primordial black holes (e.g. Carr et al. 2016; Clesse & García-Bellido 2018). However, this idea runs into difficulties when confronted with data on gravitational lensing of quasars (Mediavilla et al. 2017) and supernovae (Zumalacárregui & Seljak 2018).

Thus, CDM is generally considered to be an undiscovered weakly interacting particle beyond the well-tested standard model of particle physics (Peebles 2017, and references therein). Despite extensive searches for such particles, none have so far been detected, ruling out a large part of the available parameter space (Liu et al. 2017). Searches for the effects of dynamical friction on the extensive CDM halos have also turned up empty-handed (Angus et al. 2011; Kroupa 2015; Oehm et al. 2017; Oehm & Kroupa 2018). Major tensions between observations and theory also indicate that a revision of CDM-based models may be needed.
Given these results so far, it is prudent to question the underlying assumption of Newtonian gravity (Zwicky 1937). Its successes on Solar System scales do not prove that the same law can be extrapolated to the much larger scale of galaxies. In fact, a failure of this extrapolation can naturally explain the remarkably tight correlation between the internal accelerations within galaxies and the predictions of Newtonian gravity applied to the distribution of their luminous matter (e.g. Famaey & McGaugh 2012, and references therein). This ‘radial acceleration relation’ (RAR) has recently been tightened significantly with near-infrared photometry from the Spitzer Space Telescope (Lelli et al. 2016), considering only the most reliable rotation curves (see their section 3.2.2) and exploiting reduced variability in stellar mass-to-light ratios at near-infrared wavelengths (Bell & de Jong 2001; Norris et al. 2016). These improvements show that the RAR holds with very little scatter over ≈ 5 orders of magnitude in luminosity and a similar range in surface brightness (McGaugh et al. 2016). Fits to individual rotation curves show that the intrinsic scatter in the RAR must be < 13% and is consistent with 0 (Li et al. 2018).

Although Rodrigues et al. (2018) claimed that some rotation curves do not satisfy the RAR, it was later shown that these cases mostly arise when the distance is particularly uncertain (Kroupa et al. 2018). For galaxies where this is known well, discrepancies with the RAR are rather mild and may be caused by small yet unmodelled effects like disk warping and gradients in the stellar mass-to-light ratio.

These recent observations were predicted several decades earlier by the theory called Modified Newtonian Dynamics (MOND, Milgrom 1983). In MOND, the dynamical effects usually attributed to CDM are instead provided by an acceleration-dependent modification to gravity. The gravitational field strength $g$ at distance $r$ from an isolated point mass $M$ transitions from the Newtonian $\frac{GM}{r^2}$ law at short range to

$$g = \frac{\sqrt{GMa_0}}{r} \text{ for } r \gg \frac{GM}{a_0}$$  \hspace{1cm} (1)

MOND (or Milgromian dynamics) introduces $a_0$ as a fundamental acceleration scale of nature below which the deviation from Newtonian dynamics becomes significant and the equations of motion become spacetime scale invariant (Milgrom 2009). Empirically, $a_0 \approx 1.2 \times 10^{-10} \text{ m/s}^2$ to match galaxy rotation curves (McGaugh 2011). Remarkably, this is within an order of magnitude of the acceleration at which the classical energy density in a gravitational field (Peters 1981, equation 9) becomes comparable to the dark energy density $\rho_\Lambda \equiv \rho_c c^2$ that conventionally explains the accelerating expansion of the Universe (Ostriker & Steinhardt 1995; Riess et al. 1998; Perlmutter et al. 1999).

$$\frac{g^2}{8\pi G} < u_\Lambda \iff g \lesssim 2\pi a_0$$  \hspace{1cm} (2)

MOND could thus be a result of poorly understood quantum gravity effects (e.g. Milgrom 1999; Pazy 2013; Verlinde 2016; Smolin 2017). Regardless of its underlying microphysical explanation, it can accurately match the rotation curves of a wide variety of both spiral and elliptical galaxies across a vast range in mass, surface brightness and gas fraction (Lelli et al. 2017, and references therein). MOND does all this based solely on the distribution of luminous matter. Given that most of these rotation curves were obtained in the decades after the MOND field equation was first published (Bekenstein & Milgrom 1984), these achievements are successful a priori predictions. These predictions work due to regularities in rotation curves that are difficult to reconcile with collisionless halos of CDM whose nature is very different to baryons (Salucci & Turini 2017; Desmond 2017a,b).

Because MOND is an acceleration-dependent theory, its effects could become apparent in a rather small system if this has a sufficiently low mass (Equation 1). In fact, the MOND radius $r_M$ is only 7000 astronomical units (7 kAU) for a system with $M = M_*$. This suggests that the orbits of distant Solar System objects might be affected by MOND (Pauço & Kláčka 2016), possibly accounting for certain correlations in their properties (Pauço & Kláčka 2017). However, it is difficult to accurately constrain the dynamics of objects at such large distances.

Such constraints could be obtained more easily around other stars if they have distant binary companions. As first suggested by Hernandez et al. (2012), the orbital motions of these wide binaries (WBs) should be faster in MOND than in Newtonian gravity. Moreover, it is likely that many such systems would form (Kouwenhoven et al. 2010; Tokovinin 2017), paving the way for the wide binary test (WBT) of gravity that I discuss in this contribution.

WBs are likely to comprise at least a few percent of stellar systems given that the nearest star to the Sun is in a WB. Proxima Centauri orbits the close (18 AU) binary α Centauri A and B at a distance of 13 kAU (Kervella et al. 2017). The Proxima Centauri orbit would thus be significantly affected by MOND (Beech 2009, 2011). Given the billions of stars in our Galaxy, it almost certainly contains a vast number of systems well suited to the WBT. This is especially true given the high (74%) likelihood that our nearest WB was stable over the last 5 Gyr despite the effects of Galactic tides and stellar encounters (Feng & Jones 2018). This system was probably also stable in MOND (Banik & Zhao 2018, section 9).

Proxima Centauri is far from the only WB within reach of existing observations. Data from the Gaia mission (Perryman et al. 2001) strongly suggests the presence of several thousand WBs within ≈ 150 pc (Andrews et al. 2017). The candidate systems they identified are mostly genuine, with a contamination rate of ≈ 6% (Andrews et al. 2018) estimated using the second data release of the Gaia mission (Gaia DR2, Gaia Collaboration 2018).

The WBT was considered in more detail by Pittordis & Sutherland (2018), who set up simulations of WBs in Newtonian gravity and several theories of modified gravity, including MOND. These calculations were revisited by Banik & Zhao (2018) using self-consistent MOND simulations that include the external field from the rest of the Galaxy (Section 4.1) and use an interpolating function consistent with the RAR. Their main result was that MOND enhances the orbital velocities of Solar neighbourhood WBs by ≈ 20% above Newtonian expectations, consistent with their analytic estimate (see their section 2.2). Using statistical meth-
ods they developed, they showed that ≈ 500 WB systems would be required to detect this effect if measurement errors are neglected but only sky-projected quantities are used as these are expected to be more accurate. They also considered various systematic errors which could hamper the WBT, in particular the presence of a low mass undetected companion to one of the stars in a WB (see their section 8.2).

The WBT was first attempted by Hernandez et al. (2012) using the WB catalogue of Shaya & Olling (2011), who analyzed Hipparcos data with Bayesian methods to identify WBs within 100 pc (van Leeuwen 2007). Typical relative velocities \(v_{rel}\) between WB stars seemed to remain constant with increasing separation instead of following the expected Keplerian decline (Hernandez et al. 2012, figure 1). However, it was later shown that their typical velocity uncertainty of 800 m/s was too large to draw strong conclusions about the underlying law of gravity (Scarpa et al. 2017, section 1). This is because the typical velocity scale of the WBT is \(\sqrt{\frac{G M}{a}} = 360 \text{ m/s} \) (Equation 1 at \(r = r_{3D}\)).

Recently, Hernandez et al. (2018) revisited their earlier WB sample using Gaia DR2, focusing on only sky-projected relative velocities due to the time required to obtain follow-up spectroscopic redshift measurements and difficulties in correcting these for stellar convective blueshifts (Kervella et al. 2017, section 2.2). Unfortunately, the Hernandez et al. (2018) analysis suffers from a deficiency related to incorrect visualisation of how spherical co-ordinate systems work (El-Badry 2018). These perspective effects were discussed in more detail by Shaya & Olling (2011, section 3.2) and Pittordis & Sutherland (2018, section 2.4).

Such effects can broadly be understood by considering a WB composed of stars \(A\) and \(B\) in sky directions \(\vec{n}_A\) and \(\vec{n}_B\), respectively. If we are interested in their sky-projected relative velocity \(v_{sky}\) and define this as that part of \(v_{rel}\) within the plane orthogonal to \(\vec{n}_A\), then only the proper motion of star \(A\) is required. However, for star \(B\), we also need to know its radial velocity because \(\vec{n}_B \neq \vec{n}_A\), causing \(\vec{n}_B\) to partly lie within the plane orthogonal to \(\vec{n}_A\). In general, knowledge of both stars’ radial velocities is required under other definitions of the sky plane such as Equation 4. However, the analysis of Hernandez et al. (2018) did not consider radial velocity information, implicitly assuming that \(\vec{n}_B = \vec{n}_A\) (El-Badry 2019).

As well as correcting this deficiency, I consider how to reduce the uncertainty in \(v_{rel}\). Part of this is due to uncertainty in the relative heliocentric distances to the stars in a WB, which can be difficult to constrain (Section 5). To quantify the effect this has, suppose that the typical heliocentric tangential velocity of the system is 30 km/s (Gaia Collaboration 2018). With a 1% distance uncertainty, even a perfectly measured proper motion implies a velocity uncertainty of \(\approx 300 \text{ m/s}\). This is nearly the same as WB relative velocities of \(\approx 300 \text{ m/s}\) (Banik & Zhao 2018, figure 7). Thus, if \(v_{rel}\) is parallel to the WB systemic proper motion, even rather small distance uncertainties would make it very challenging to accurately infer \(v_{rel}\). This is a serious limitation of the WBT because distances are expected to be less accurately known than proper motions (Section 5). For example, Gaia DR2 parallaxes have a zero-point offset which probably varies with magnitude and colour (Gaia Collaboration 2018; Riess et al. 2018). This might seriously complicate the WBT or weaken its statistical significance by restricting it to only those WBs that consist of similar stars.

To a large extent, the distance issue can be avoided if \(v_{rel}\) is orthogonal to the WB systemic proper motion (Equation 9). I consider the feasibility of exploiting this using the ‘line velocity method’ for the WBT. The idea is to use only one component of \(v_{rel}\), namely that within the sky plane and orthogonal to the systemic proper motion of the WB (Shaya & Olling 2011, section 3.2). Because the WBT is statistical in any case, it is possible using line velocities in a similar way to if using both components of the sky-projected velocity. In the following, when discussing use of the sky-projected velocity, I mean both components thereof.

After explaining the line velocity method more precisely in Section 2, I apply it to the Hernandez et al. (2018) dataset to confirm that it significantly reduces uncertainties compared to the use of sky velocities (Section 3). Even so, the use of essentially half as much data from each WB roughly doubles the number of systems required for the WBT if measurement uncertainties are neglected for both methods (Section 4). I discuss future prospects for the WBT in Section 5, where I explain why the line velocity method is likely to prove very fruitful in the long run. My conclusions are given in Section 6.

2 THE LINE VELOCITY METHOD

The basic idea behind the line velocity method is to focus on the directions rather than the magnitudes of the proper motion vectors of the stars in a WB. This is because converting a difference in proper motion directions into a relative velocity only requires the distance to the WB system as a whole. However, a difference in proper motion magnitudes can only be converted into a relative velocity if observers also know the relative distances to its stars. Because distances are likely to be less accurately known than proper motions (Section 5), the line velocity method uses only the most reliably known component of \(v_{rel}\). In this section, I explain how to apply this method.

2.1 The sky-projected separation

The WBT is ideally performed using accurate 3-dimensional (3D) positions and velocities. Unfortunately, Gaia DR2 distance uncertainties are \(\approx 80 \text{ kAU}\) for a system 100 pc from the observatory (Banik & Zhao 2018, section 6.2). This is much larger than the 3 – 20 kAU range of separations recommended by that work for the WBT. Even if a slightly larger range is used, it is clear that observers do not reliably know the true 3D separation \(r_{rel}\) for the vast majority of WBs. An exception arises for very nearby systems like \(\alpha\) Centauri (Kervella et al. 2016), though I expect there will be too few such systems to enable the WBT unless more distant systems are also considered.

Fortunately, these systems can be utilised in a statistical sense if one uses their accurately known sky-projected separation \(r_{sky}\) (Pittordis & Sutherland 2018). Thus, the WBT in the short term will be based on \(r_{sky}\) and \(v_{rel}\). It is possible that not all components of \(v_{rel}\) will be used as they are not all equally well measured. This is the main issue I consider in this contribution.
To understand how \( \mathbf{v}_{rel} \) can be obtained from the observables of a WB, I define unit vectors \( \mathbf{n}_i \) and \( \mathbf{n}_2 \) towards each of its stars. I use the convention that any vector \( \mathbf{v} \) has length \( v \equiv |\mathbf{v}| \) such that the unit vector parallel to \( \mathbf{v} \) is \( \mathbf{n} \equiv \mathbf{v} / v \). Given the observed heliocentric distance \( d_i \) of star \( i \), its position is thus

\[
r_i \equiv d_i \mathbf{n}_i \quad (i = 1, 2).
\]

The separation vector between the stars is \( \mathbf{r}_{rel} \equiv r_2 - r_1 \) and their relative velocity is \( \mathbf{v}_{rel} \equiv \mathbf{v}_2 - \mathbf{v}_1 \). The velocity \( \mathbf{v}_i \) is found for each star individually from its radial velocity, proper motion, distance and sky position.

To define \( r_{sky} \), I need to estimate the line of sight \( \mathbf{n}_{sys} \) towards the system as a whole. Given the small angular separation of the WB, I assume \( \mathbf{n}_{sys} \) is directed towards the mid-point of its stars.

\[
\mathbf{n}_{sys} \propto \frac{1}{2} (d_1 \mathbf{n}_1 + d_2 \mathbf{n}_2).
\]

Their sky-projected separation is thus

\[
r_{sky} \equiv |\mathbf{r}_{rel} - (\mathbf{r}_{rel} \cdot \mathbf{n}_{sys}) \mathbf{n}_{sys}|.
\]

### 2.2 The relative velocity

I calculate the sky-projected relative velocity \( v_{sky} \) analogously to Equation 5.

\[
v_{sky} \equiv |v_{rel} - (v_{rel} \cdot \mathbf{n}_{sys}) \mathbf{n}_{sys}|.
\]

To apply the line velocity method, I need to estimate the systemic motion \( \mathbf{v}_{sys} \) of the WB. Given that this is typically much larger than \( \mathbf{v}_{rel} \), I determine \( \mathbf{v}_{sys} \) under the simplifying assumption of an equal mass WB.

\[
v_{sys} = \frac{1}{2} (v_1 + v_2).
\]

The line velocity method involves finding the component of \( \mathbf{v}_{rel} \) along the direction \( \mathbf{v}_{line} \), the line within the sky plane orthogonal to \( \mathbf{v}_{sys} \).

\[
\mathbf{v}_{line} \propto \mathbf{n}_{sys} \times \mathbf{v}_{sys}.
\]

It is also possible to think of \( \mathbf{v}_{line} \) as the direction within the sky plane orthogonal to the systemic tangential velocity \( \mathbf{v}_{tan} \) of the WB.

\[
\mathbf{v}_{tan} \equiv \mathbf{v}_{sys} - (\mathbf{v}_{sys} \cdot \mathbf{n}_{sys}) \mathbf{n}_{sys}.
\]

Having determined \( \mathbf{v}_{line} \), it is simple to determine the relative velocity of the stars along this line.

\[
v_{line} \equiv |v_{rel} \cdot \mathbf{v}_{line}|.
\]

In the rest of this work, I use three different measures of relative velocity, corresponding to using 1, 2 or 3 of its components in the co-ordinate system defined by the orthogonal vectors \( \mathbf{n}_{line} \) and \( \mathbf{n}_{sys} \). The simplest case is when using the full \( \mathbf{v}_{rel} \). The 2D case corresponds to using \( v_{sky} \) while the 1D case involves \( v_{line} \) alone.

### 3 APPLICATION TO THE Hernandez et al. (2018) SAMPLE

To see how the line velocity method works with real data, I apply it to the WB sample of Hernandez et al. (2018, table...
gravity theory (Section 4.1) and in three-body systems more generally.

For my analysis, I bin the remaining 79 systems in $r_{sky}$. The bins correspond as closely as possible to those used by Hernandez et al. (2018), who used bins of width 0.7 dex. The bins used in this work are listed in Table 1.

I then apply my line velocity method to determine the root mean square (rms) $v_{line}$, of the systems in each bin. My results in Section 4 show that their line velocities should follow a roughly Gaussian distribution. Thus, I apply a basic outlier rejection system to remove WBs whose $v_{line}$ exceeds twice the rms value for the systems in its $r_{sky}$ bin. This reduces the estimated one-dimensional velocity dispersion $\sigma_{1D}$, so the process is continued iteratively until it converges and no more WBs are rejected. In this way, I am left with 65 systems for the rest of my analysis.

3.2 Measurement uncertainties

To better estimate the uncertainty in $\sigma_{1D}$, I conduct a control analysis in which I set $v = v_{sys}$, (Equation 7) for both stars in a WB. The idea is to determine the rms relative velocity in different $r_{sky}$ bins if no actual velocity dispersion exists.

To account for uncertainties in distances, radial velocities and proper motions, I perform $10^6$ Monte Carlo (MC) trials where I vary these randomly according to their measurement errors, which I take to follow independent Gaussian distributions.¹ Each time, I recompute $v_{rel}$, $v_{sky}$ and $v_{line}$. To speed up the computations, I make use of the fact that changes in the distance or proper motion have a linear effect on the velocity. I include the cross-term that arises because in general both the distance and proper motion differ from their observed values and these must be multiplied to obtain a velocity.

Measurement uncertainties influence the stellar velocities and thus the systemic velocity (Equation 7), slightly affecting the direction of $\hat{v}_{line}$ (Equation 8). Because $v_{rel} \ll v_{sys}$, I use a small angle approximation to estimate how much $\hat{v}_{line}$ should be rotated within the plane orthogonal to $\hat{v}_{sys}$, which I assume is unaffected by changes in the individual $d_i$ (Equation 4).

I initially focus my analysis on bin 2 (Table 1), the most relevant for the WBT. The control distribution of the rms $v_{line}$ is shown in Figure 1 along with the rms $v_{line}$ of the original data. For comparison, I also show the corresponding quantities if $v_{sky}$ is used instead. In this case, the results are divided by $\sqrt{2}$ to allow a fair comparison.

Figure 1 shows that the observed rms $v_{sky}$ can be adequately explained if $v_{rel} = 0$ for the 22 WBs analysed therein. Consequently, the WBT is likely to prove very difficult using $v_{sky}$. The prospects look much better if using $v_{line}$, because its observed rms value clearly requires $\sigma_{1D}$ to have a non-zero latent value.

To summarise probability distributions like those shown in Figure 1, I extract the most likely value and 68.3% confidence interval, equivalent to the central standard deviation of a Gaussian. The most likely value of any quantity $x$ is simply the mode of its probability distribution $P(x)$, normalised so that $\int P(x) \, dx = 1$. To get the confidence interval, I find the value $\alpha$ such that $\int P(x) \, dx = 0.683$ if the integral is taken over only that range of $x$ for which $P(x) > \alpha$. This range is easily determined for unimodal distributions of the sort which arise in this work. Once the appropriate value of

¹ Because the distances to the stars I analyze are generally known to within 10%, a Gaussian error on the parallax very nearly translates into a Gaussian distance distribution (Luri et al. 2018).
3.3 Inferred velocity dispersions

My results in Section 4 show that line velocities are expected to follow a roughly Gaussian distribution. Therefore, I repeat my MC trials with an extra Gaussian dispersion of \( \sigma_{1D} \) added to each component of \( \mathbf{v}_{rel} \). I then find the proportion of MC trials in which the rms \( v_{l_{\text{inc}}} \) of this mock dataset falls within a narrow range around the observed value. This is the relative probability of the particular \( \sigma_{1D} \) value used.

As discussed in Section 3.2, the result is very small for \( \sigma_{1D} = 0 \). As \( \sigma_{1D} \) is increased, the probability rises up to some maximum before decreasing again. This is because adding a very high \( \sigma_{1D} \) causes the rms \( v_{l_{\text{inc}}} \) to exceed the observed value in nearly all MC trials.

Having obtained an inference on \( \sigma_{1D} \), I determine its 68.3% confidence interval (Section 3.2) and show the results in Figure 3. This allows a comparison with the observed rms \( v_{l_{\text{inc}}} \) and the results of my control analysis (Section 3.2). For bins 2 and 3 which are most relevant to the WBT (Table 1), \( \sigma_{1D} \) is clearly detected. For comparison, I repeat my analyses using the sky-projected and 3D relative velocities, though the results need to be scaled down by factors of \( \sqrt{2} \) and \( \sqrt{3} \), respectively. Because radial velocities are missing for some stars, the 3D results should be considered illustrative only.

Figure 3 shows that using \( v_{l_{\text{inc}}} \) and \( v_{sk} \) yield rather similar errors. This will change over time because uncertainties in distances are expected to drop slower than those in proper motions (Section 5). Moreover, the small sample size imposes a rather high floor on the uncertainties, even if perfect data were available. It will be interesting to apply the line and sky velocity methods to a larger sample of WBs.

The results in Figure 3 allow for a preliminary comparison with theory. Thus, I plot my \( \sigma_{1D} \) inferences against the mean \( r_{sk} \) for the WBs in each \( r_{sk} \) bin (Figure 4). Theoretical expectations require knowledge of the WB masses, which I hope to estimate and use in a future analysis. For now, I simply assume that all WBs have a total mass of \( 1 M_\odot \), the same assumption made in Banik & Zhao (2018, figure 7).

Due to the use of logarithmic axes, I determine the mean and dispersion in \( \ln r_{sk} \) and then exponentiate.
4 TESTING GRAVITY WITH LINE VELOCITIES

In the short term, the WBT will involve $r_{sky}$ rather than the true 3D separation $r_{rel}$ (Section 2.1). Thus, I follow Pittordis & Sutherland (2018) and Banik & Zhao (2018) in defining the scaled relative velocity

$$\vec{v} \equiv \frac{v_{rel}}{\sqrt{\frac{GM}{r_{sky}}}}. \quad (11)$$

The sky-projected component of this is $\vec{v}_{sky}$ while the line-projected component is $\vec{v}_{line}$. Because $r_{sky}$ measures only part of the 3D $r_{rel}$, $\vec{v}$ is smaller than what it would be if it had been based on the full $r_{rel}$. Thus, $\vec{v} < \sqrt{2}$ in Newtonian gravity. The same limit applies to $\vec{v}_{sky}$ and $\vec{v}_{line}$, though projection effects imply smaller typical values.

Banik & Zhao (2018, section 2.2) derived an analytic estimate for the corresponding upper limit in MOND, which they confirmed using numerical simulations (see their section 5).

$$\vec{v} \leq \sqrt{2v_{r_{sky}}^2 \left(1 + \frac{1}{3} \frac{\partial \ln v_{r_{sky}}^2}{\partial \ln g_{N,MW}}\right)} \quad (12)$$

Here, $v_{r_{sky}}$ is the MOND enhancement to $\frac{GM}{r_{sky}}$, the Newtonian gravity exerted by the rest of the Galaxy on the Solar neighbourhood. Although the Galaxy is a disk, the Sun is sufficiently far from the Galactic Centre that the spherically symmetric MOND interpolating function $v$ can be used with negligible loss of accuracy (Banik & Zhao 2018, section 9.3.1). Thus, $g_{N,MW}$ can be inferred from the amplitude of the Galactic rotation curve near the Sun.\(^1\) By combining the latest measurements of the Galactic rotation curve with an interpolating function consistent with the RAR, Banik & Zhao (2018) showed that the upper limit on $\vec{v}$ is expected to be 1.68 in MOND, $\approx 20\%$ higher than the Newtonian value.

To quantify the distribution of $\vec{v}_{line}$, it is necessary to consider WBs with a range of properties. The semi-major axis probability distribution is carefully chosen such that the distribution of $r_{sky}$ matches observations (Banik & Zhao 2018, section 3.2). Similarly to that work, I assume that observational difficulties will prevent the WBT from using systems with $r_{sky} > 20$ kAU. This is likely conservative as the WB catalogue of Andrews et al. (2018) maintains a low contamination rate out to 40 kAU. Increasing the upper limit on $r_{sky}$ would somewhat improve prospects for the WBT (Banik & Zhao 2018, figure 5). However, the improvement is not dramatic because the frequency of WBs declines $\propto r_{sky}^{-1.6}$ (Lépine & Bongiorno 2007; Andrews et al. 2017) and the MOND enhancement to gravity is nearly flat beyond 20 kAU (Banik & Zhao 2018, figure 1).

In addition to a range of WB orbit sizes, it is also important to consider a variety of shapes. These are parameterized by the orbital eccentricity $e$ and its generalisation to non-Newtonian gravity theories (Pittordis & Sutherland 2018, section 4.1).\(^2\) I assume a linear distribution in $e$.

$$P(e) = 1 + \gamma \left(e - \frac{1}{2}\right). \quad (13)$$

I use $\gamma_N$ to denote the value of $\gamma$ used for Newtonian WB models while $\gamma_M$ is used for MOND models. If the context makes clear which gravity theory is being discussed, then I just use $\gamma$. In both cases, the allowed range of values is between $-2$ and 2.

The distribution of system masses is explained in Banik & Zhao (2018, section 3.3). Due to the EFE, I also consider systems covering all possible angles between the orbital pole and the direction of the Galactic Centre (see their section 3.4). The parameter space is explored using a full grid method, making the procedure deterministic.

Motivated by difficulties in correcting observed redshifts for stellar convective motions (Kervella et al. 2017, section 2.2), I previously considered the case where only the sky-projected components of $v_{rel}$ are used in the WBT (Banik & Zhao 2018, section 3). Observed redshifts still provide a consistency check on whether a system really is a WB.

\(^1\) Note that this constrains the product $v_{r_{sky}} g_{N,MW}$, so analytic or numerical root-finding procedures are required to obtain $v_{r_{sky}}$.\(^2\) For the general case that the mutual gravity is not parallel to $r_{rel}$, I use the definition in Banik & Zhao (2018, section 2.3.1).
but the accuracies were assumed to be insufficient for direct use in the WBT. Restricting the WBT in this way roughly doubles the required number of systems to \( \approx 300 \) \citep{Banik2018}. This is much less than the \( \approx 2000 \) WBs identified by \cite{Andrews2018}, suggesting there is significant scope for prioritising data quality over quantity.

To see how my line velocity method further inflates the number of systems needed for the WBT, I begin by obtaining the \( \tilde{v}_{\text{line}} \) distribution \( P(\tilde{v}_{\text{line}}) \) in the different models. In general, a WB system has \( \tilde{v}_{\text{line}} = \tilde{v}_{\text{sky}} \sin \phi \) for some angle \( \phi \) between its sky-projected relative velocity and systematic proper motion. Thus, a particular value of \( \tilde{v}_{\text{line}} \) can arise from any situation where \( \tilde{v}_{\text{sky}} > \tilde{v}_{\text{line}} \). The probability of doing so depends on \( P(\tilde{v}_{\text{sky}}) \) and the likelihood that \( |\sin \phi| = \frac{\lambda_{\text{sky}}}{\gamma_{\text{sky}}} \), which is needed to achieve the correct projection effect. As the distribution of \( \phi \) is expected to be uniform, I only need to consider the range \( (0, \frac{\pi}{2}) \). Using standard trigonometric results, I get that

\[
P(\tilde{v}_{\text{line}}) = \int_{\tilde{v}_{\text{line}}}^{\infty} P(\tilde{v}_{\text{sky}}) \frac{d\tilde{v}_{\text{sky}}}{\sqrt{1 - \left( \frac{\tilde{v}_{\text{line}}}{\gamma_{\text{sky}}} \right)^2}} \tag{14}
\]

This allows me to take advantage of the \( P(\tilde{v}_{\text{sky}}) \) distributions calculated in \cite{Banik2018}. Some representative examples of \( P(\tilde{v}_{\text{sky}}) \) are shown in Figure 5 for different model assumptions. Within the context of either gravity theory, changing \( \gamma \) affects \( P(\tilde{v}_{\text{line}}) \) to a much smaller extent than the difference in \( P(\tilde{v}_{\text{line}}) \) between the different theories. These differences are especially pronounced in the high-velocity tail of the distribution.

Having obtained \( P(\tilde{v}_{\text{line}}) \) for Newtonian and MOND gravity, I use a publicly available method of comparing probability distributions to estimate the probability \( P_{\text{detection}} \) that these models can be distinguished with accurate data from \( N \) systems \citep[section 4]{Banik2018}. By repeating these ‘detection probability’ calculations for different \( N \), I estimate how many systems are required for the WBT and the optimal range in \( (r_{\text{sky}}, \tilde{v}_{\text{line}}) \) that astronomers should focus on. For a fixed value of \( \gamma_{\text{sky}} \), I consider all possible values of \( \gamma_N \) in order to find that which minimizes \( P_{\text{detection}} \).

Roughly speaking, this makes the Newtonian \( P(\tilde{v}_{\text{line}}) \) as similar as possible to the MOND \( P(\tilde{v}_{\text{line}}) \). This mimics how future astronomers might try to fit observations of intrinsically Milgromian systems using Newtonian dynamics by adjusting its model parameters.

Having obtained \( P_{\text{detection}} \) in this way, I compare it with similar results based on using \( \tilde{v}_{\text{sky}} \) in the WBT (Figure 6). As these calculations assume no measurement errors, the line velocity method roughly doubles the \( N \) required to reach a fixed \( P_{\text{detection}} \). This is unsurprising given that \( \tilde{v}_{\text{line}} \) is based on only one component of \( \sigma_{\text{rel}} \) whereas \( \tilde{v}_{\text{sky}} \) is based on two components.

My calculations yield an a priori estimate of the optimal parameter range for the WBT based on the proportion of systems expected to be in this range under the different gravity models. For my nominal assumption that \( \gamma_{\text{sky}} = 1.2 \), the best \( r_{\text{sky}} \) range is \( 3 \text{–} 20 \) kAU while the optimal \( \tilde{v}_{\text{line}} \) range starts at \( 0.94 \pm 0.02 \) and ends at \( 1.68 \), the expected analytic limit (Equation 12) and also the maximum value which arises in my MOND models. Out of all WBs with \( r_{\text{sky}} = 1 \text{–} 20 \) kAU, the MOND model predicts that \( 3.4 \pm 0.3\% \) should fall within this \( (r_{\text{sky}}, \tilde{v}_{\text{line}}) \) range. This is nearly triple the Newtonian expectation of \( 1.1 \pm 0.2\% \) for the ‘best-fitting’ \( \gamma_N \) of \( \approx -0.5 \), the value which minimizes \( P_{\text{detection}} \). These results are unchanged for \( \gamma_{\text{sky}} = 2 \) apart from the fact that the best \( \gamma_N \) rises to \( \approx 0.1 \). Physically motivated constraints on \( \gamma_N \) could improve the prospects for the WBT somewhat, for example if it becomes clear that negative values should not arise.

These results are rather similar to those obtained using \( \tilde{v}_{\text{sky}} \) \citep[section 5]{Banik2018}. The main difference with line velocities is that projection effects significantly re-

\begin{figure}
\centering
\includegraphics[width=\columnwidth]{figure5.pdf}
\caption{The distribution of \( \tilde{v}_{\text{line}} \) for different eccentricity distributions parameterized by \( \gamma \) (Equation 13) in Newtonian (red) and Milgromian (blue) dynamics. The results shown here are obtained by applying Equation 14 to \( \tilde{v}_{\text{sky}} \) distributions calculated using the methods described in \cite{Banik2018}. Different model parameters are marginalized over using a full grid method, as discussed in their section 3.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\columnwidth]{figure6.pdf}
\caption{The probability of detecting a significant departure from Newtonian expectations if WB dynamics are governed by MOND and \( \gamma_{\text{sky}} = 1.2 \) (solid) or \( 2 \) (dotted or dot-dashed). Results are shown using line velocities (red) and sky-projected velocities (blue) for different numbers of systems with projected separations of \( 1 \text{–} 20 \) kAU. The values shown here are the minimum attained over all values of \( \gamma_N \) \citep[section 4]{Banik2018}.}
\end{figure}
duce the proportion of systems in the optimal parameter range. This makes it more difficult to conduct the WBT, though my results in Figure 6 indicate that it should still be feasible with $\approx 1000$ systems.

4.1 MOND without the external field effect

The EFE is a non-linear effect in MOND which arises directly from its governing equations (Milgrom 1986, section 2g). If a WB system orbits a galaxy with acceleration $a$, then the internal dynamics of the WB will be governed by Newtonian gravity regardless of how low the internal accelerations are. This is because the total acceleration enters the governing equations. Therefore, the EFE is not tidal in nature – it arises even if the galaxy exerts a uniform gravitational field across the WB.

So far, the EFE has been directly included in my models (Banik & Zhao 2018, section 2.1). Its section 7.4 discussed the possibility of MOND models without an EFE, as arises in some modified inertia interpretations of MOND (Milgrom 2011). Despite lacking a self-consistent theory of this type, it is straightforward to repeat my calculations without the EFE as neglecting it greatly simplifies the problem (Banik & Zhao 2018, equation 13).

In Figure 7, I compare the $P(\tilde{v}_{\text{line}})$ distribution in Newtonian gravity against MOND models with and without the EFE. MOND models without the EFE extend out to $\tilde{v}_{\text{line}} = 3.2$ because some systems are much larger than their MOND radius, leading to a large difference compared to more conventional MOND models with the EFE. However, the differences are limited by the rapidly declining $r_{\text{sky}}$ distribution of WBs as this implies a similar decline in the distribution of semi-major axes (Andrews et al. 2017).

Using my $r_{\text{sky}}$ and $\tilde{v}_{\text{line}}$ distributions for MOND without the EFE, I repeat my $P_{\text{detection}}$ calculations and show them in Figure 8. These models are much more easily distinguished from Newtonian dynamics (compare with Figure 6). Thus, MOND models lacking the EFE will be the first ones to become directly testable using the WBT.

Neglecting the EFE slightly changes the optimal parameter range for the WBT. The best $r_{\text{sky}}$ range now becomes $4 - 20$ kAU while the best $\tilde{v}_{\text{line}}$ range starts at $0.96 \pm 0.02$ and extends up to the maximum value of 3.2 reached in my simulations. The best-fitting Newtonian model ($\gamma_N \approx 1.7$) predicts that $0.8 \pm 0.2\%$ of WBs will fall in this parameter range, much smaller than the $5.5 \pm 0.2\%$ expected in MOND without the EFE. The model predictions would differ even more if accurate data is available for systems with $r_{\text{sky}} > 20$ kAU because the lack of an EFE allows MOND to enhance accelerations by an unlimited amount compared to Newtonian gravity.

5 DISCUSSION

My results in Figure 2 show that the line velocity technique yields relative velocities with an accuracy of $\approx 30$ m/s. This is very small compared to the expected 1D velocity dispersion of $\approx 150$ m/s in my $r_{\text{sky}}$ bin 3 (Figure 4). As $\tilde{v}_{\text{line}}$ should broadly follow a Gaussian distribution (Figure 7), measurement errors would increase the width of this distribution by only $\approx (30/150)^2 \approx 4\%$, much less than the $\approx 20\%$ difference between orbital velocities in Newtonian and Milgromian dynamics (Banik & Zhao 2018). Future releases of Gaia data will improve the situation further.

The line velocity method yields such precise results due to its significantly reduced sensitivity to distance uncertainties, which are expected to be larger and decline slower than uncertainties in proper motions. This is because proper motions arise due to the true motion of stars relative to the Sun, which is typically $\approx 30$ km/s (Gaia Collaboration 2018). This is about the same as the orbital velocity of Earth around the Sun (Hornsby 1771), which underlies distance measurements via trigonometric parallax. Therefore, the annual parallax is similar to the proper motion over a

1 Similar results would be obtained for bin 2.
For a fixed astrometric precision, the uncertainty in \( v_{\text{rel}} \) thus receives similar contributions from distance and proper motion errors after \( \approx 1 \) year of observations.

As observatories such as Gaia (Perryman et al. 2001) collect data over a longer mission duration \( T \), proper motion uncertainties are expected to fall as \( T^{-3/2} \) because the signal (change in \( \bar{n} \)) grows linearly with \( T \) while measurement errors fall as \( \sqrt{T} \) if the frequency of astrometric observations is maintained. However, distances must be inferred from the annual parallax, a cyclical change in \( \bar{n} \). Because parallax alone does not cause a long term drift in \( \bar{n} \), the distance uncertainty should decrease only as \( T^{-1/2} \). Thus, in the long term, the WBT is probably best achieved using line velocities.

If observers achieve better astrometric precision, this would not change the argument because it would improve both distance and proper motion measurements. The only exception arises if distance uncertainties somehow ‘catch up’ to those in proper motions, for example if the latter hit a noise floor. But this would need to be an unusual kind of noise floor because a minimum astrometric precision still allows proper motion measurements to improve with time while making it difficult to tighten distance constraints.

The smaller uncertainties resulting from the line velocity method suggest that it can be applied to more distant WBs, where the larger uncertainties in \( v_{\text{sky}} \) might make it unusable. Similarly, the reduced uncertainties might allow the WBT to utilise systems with fainter stars. Assuming such WBs have a lower mass, their reduced MOND radius (Equation 1) would cause their velocity distribution to differ more significantly between Newtonian and Milgromian dynamics. These considerations must be set against the simple fact that the line velocity method uses less data per WB, thus inflating the number of WBs needed to distinguish these theories (Section 4). Which method will prove more fruitful is unclear at present as this partly depends on the level of contamination (see below), which would affect line velocities more severely. The best option is to try both and check if they give consistent results.

In addition to errors in velocity measurements, various other uncertainties would also affect the WBT. Some of these have previously been considered, in particular whether one of the stars in a WB has a close undetected companion as well as its more distant known companion (Banik & Zhao 2018, section 8.2). That work also looked into WBs that were previously ionised by interaction(s) with other stars (see their section 8.1).

If a WB is only marginally ionised, then it will take a long time to disperse. This is quite possible if the ionisation is caused by a series of rather weak encounters, as might arise in a star cluster. The end result might be somewhat similar to a moving group of stars (Wielen 1977). This could add to a background of non-genuine WBs that makes the WBT more difficult. For the particular case of moving groups, the issue could be alleviated somewhat by focusing on systems older than e.g. 1 Gyr. The required stellar age estimates could perhaps be provided by gyrochronology, taking advantage of the increase in stellar rotation periods with age (Barnes 2003). Very precise ages would not be necessary for this purpose.

By definition, such contamination involves systems whose \( \bar{v} \) exceeds the limit for bound systems. Due to projection effects, it is possible that \( \bar{v}_{\text{sky}} \) or \( \bar{v}_{\text{line}} \) does not exceed this limit. Statistically, however, it very often will. Thus, observers can estimate the prevalence of contaminating systems by looking at how many WBs have \( \bar{v}_{\text{line}} > 2 \), a value almost never exceeded even in versions of MOND without the EFE (Section 4.1).

Nonetheless, contamination would still make the WBT more difficult for the same reason that the brightness of the sky makes it harder to identify a faint astronomical object. To get a feel for how this works, suppose accurate information is available for \( N = 1000 \) systems. My results show that, in the absence of contamination, the WBT will simply be a matter of focusing on a particular range of \( (r_{\text{sky}}, \bar{v}_{\text{line}}) \) and distinguishing between theories which predict 11 vs 34 WBs in this range. Because both numbers are \( < N \), it is reasonable to assume Poisson statistics. The feasibility of the WBT in this case is just the feasibility of distinguishing Poisson distributions with rates of 11 or 34. Whether these distributions are widely separated can be judged by adding their variances and comparing it to the difference in modes, which correspond to mean values for Poisson distributions. In this case, the means differ by 23 while the difference between random variables following these distributions has an error of \( \sqrt{11 + 34} = 6.7 \), suggesting a statistically significant exclusion of one or other theory should be possible in the vast majority of cases. This is indeed what my results show (Figure 6).

Now suppose that contamination from e.g. moving groups adds an extra 1% of WBs to this parameter range and that this fact is known based on the distribution of \( \bar{v}_{\text{line}} \) above 2. The gravity theories now predict 21 vs 44 systems in the same parameter range. The difference remains the same but is harder to distinguish, with the uncertainty increasing by a factor of \( \sqrt{65/45} \approx \sqrt{2} \). To maintain the same statistical significance, roughly twice as many WBs would therefore be required. Clearly, the WBT would be very challenging if \( > 1\% \) of systems fell in the relevant parameter range while not being genuine WBs.

Fortunately, the vast majority of contaminating systems would fall outside this range. For example, if the contamination is uniform in \( \bar{v}_{\text{line}} \) over the range 0 – 5 (corresponding to a maximum of 2.1 km/s for two Sun-like stars separated by 10 kAU), then only 14% of all contaminants would enter the \( \bar{v}_{\text{line}} \) range relevant for the WBT. Thus, the contaminants could comprise up to 7% of all catalogued WBs with \( r_{\text{sky}} = (1 - 20) \) kAU.

In reality, an even larger fraction would be tolerable because the contamination can be significantly reduced by using a narrower ‘aperture’ on \( \bar{v}_{\text{line}} \). Figure 5 shows that MOND predicts almost no systems with \( \bar{v}_{\text{line}} > 1.35 \), even though the distribution extends up to 1.68. Thus, the \( \bar{v}_{\text{line}} \) aperture could be narrowed to a width of only 0.4 rather than the 0.7 assumed so far, with only a negligible loss of genuine WBs. Once the prevalence and properties of contaminants are better known, calculations including it will further optimise the best parameter range to focus on.

In this context, it should be mentioned that the WB catalogue of Andrews et al. (2018) has a contamination rate

\[ \text{1 The information required for such calculations means it would be difficult to consider them a priori predictions.} \]
of $\approx 6\%$ while extending out to double the $r_{\text{sky}}$ limit of 20 kAU that I assume is observationally accessible. Moreover, the number of WBs they identified greatly exceeds my estimate of how many are required for the WBT (Figure 6). This remains true even if my estimate is doubled to account for other sources of uncertainty like contamination.

It must also be borne in mind that I have focused on the feasibility of the WBT using only one component of WB relative velocities. At least some information is available regarding the other components, further aiding the WBT.

### 6 CONCLUSIONS

If the anomalous rotation curves of galaxies are caused by a low-acceleration departure from the standard laws of gravity, then this will have significant effects on WB systems with separations $\geq 3$ kAU. To conclusively perform this WBT and thereby detect or rule out such effects, accurate data is required for systems with separations up to $\approx 20$ kAU (Hernandez et al. 2012; Scarpa et al. 2017; Pittordis & Sutherland 2018; Banik & Zhao 2018). This may already be within reach given that the WB catalogue of Andrews et al. (2018) extends out to 40 kAU while maintaining a low contamination rate.

At its heart, the WBT requires relative velocities $v_{\text{rel}}$. Since the test is statistical in nature, it could benefit from considering only the most accurately known component(s) of $v_{\text{rel}}$. In particular, Banik & Zhao (2018) considered minimising the effect of radial velocity uncertainties by using only the sky-projected part of $v_{\text{rel}}$. Shaya & Olling (2011, section 3.2) went a step further by suggesting that only one of the sky-projected velocity components be used. This involves projecting $v_{\text{rel}}$ onto the direction given by Equation 8 and using only this projected quantity in the WBT. The basic principle is to focus on the relative velocity along the direction within the sky plane orthogonal to the systemic proper motion of the WB, thereby minimising the effect of distance uncertainties.

To demonstrate this line velocity method, I applied it to the WB catalogue of Hernandez et al. (2018, table 2) by conducting MC simulations where measurement errors are included but the stars in each WB have identical latent velocities equal to the mean for the stars in each system. In these control simulations, the typical 1D velocity dispersion is $\approx 100$ m/s when using sky-projected relative velocities but only $\approx 30$ m/s using line velocities (Figure 2).

I then performed a preliminary MC analysis of the original Hernandez et al. (2018) data, finding no evidence of a clear departure from Newtonian expectations at the MOND radii of the systems. My analysis assumed all WBs have a total mass of $1.5M_\odot$ and suffered from a small sample. Even so, the error bars are comparable to the size of the difference between Newtonian and Milgromian expectations. Thus, the WBT should soon become feasible.

To check this, I estimated how many WBs are required to distinguish these theories using the line velocity method. The use of only one component of $v_{\text{rel}}$ roughly doubles the required number of systems compared to the case where the WBT fully utilises sky-projected relative velocities. Even so, the WBT should still be feasible with $\approx 1000$ systems (Figure 6).

With a longer observing duration $T$, the line velocity method becomes more compelling because it is almost immune to distance uncertainties, which are expected to decrease as $T^{-1/2}$. The method is mainly reliant on proper motions, which should exhibit a more rapid improvement as $T^{-3/2}$. Because distance and proper motion uncertainties should be similar after $\approx 1$ year of observations (Section 5), the line velocity technique should be much better after a few years. Its higher accuracy increases the number of usable systems, at least partially offsetting the reduction in how much information is used from each system.

I also discuss how the WBT might be hampered by contamination from unbound systems like moving groups. The effect can be minimized by defining a narrow theoretically motivated range in $\tilde{v}_{\text{rel}}$ (Equations 8 and 11) such that the WBT is best performed by quantifying the proportion of systems in this range (Banik & Zhao 2018). Using this method, it is likely that the WBT is feasible with the number of WBs reported by Andrews et al. (2018) if their estimated level of contamination is correct. Moreover, the WBT will benefit at least somewhat from considering other components of $v_{\text{rel}}$, even if they do have larger uncertainties.

Therefore, the next few years promise to bring strong constraints on the behaviour of gravity at the low accelerations typical of galactic outskirts. This will cast a much-needed light on what fundamental new assumptions are required to explain their anomalous behaviour.
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