A CHARACTERIZATION OF GRAPHS WITH AT MOST FOUR BOUNDARY VERTICES
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Abstract. Steinerberger defined a notion of boundary for a graph and established a corresponding isoperimetric inequality. Hence, “large” graphs have more boundary vertices. In this paper, we first characterize graphs with three boundary vertices in terms of two infinite families of graphs. We then completely characterize graphs with four boundary vertices in terms of eight families of graphs, five of which are infinite. This parallels earlier work by Hasegawa and Saito as well as Müller, Pór, and Sereni on another notion of boundary defined by Chartrand, Erwin, Johns, and Zhang.

1. Introduction

A priori, the boundary of a graph is not a meaningful concept, as graphs do not have interiors or complements. However, the boundary for subsets in $\mathbb{R}^n$ is induced by a metric, which graphs are also equipped with. Hence, one can ask more generally on any metric space how to find an axiomatic approach to defining subsets that behave in a boundary-like manner. Chartrand, Erwin, Johns, and Zhang proposed one definition for graphs in [7], and Steinerberger proposed another in [15].

Figure 1. The CEJZ (top) and the Steinerberger (bottom) boundaries of three graphs, with boundary vertices shown in red.

In the Chartrand, Erwin, Johns, and Zhang definition, a vertex $v$ is in the boundary of $G$ if there is a vertex $u$ such that no neighbor of $v$ is farther away from
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than $v$. However, when considering subsets in $\mathbb{R}^n$ with the Euclidean metric, many boundary points do not satisfy a condition analogous to this. Motivated by this, Steinerberger proposed an alternative notion, where $v$ is a boundary vertex if there is a vertex $u$ such that on average, the neighbors of $v$ are closer to $u$ than $v$ is. Examples of both boundaries are shown in Figure 1.

Formally, the Chartrand-Erwin-Johns-Zhang (CEJZ) boundary of a connected graph $G = (V, E)$ is
\[
(1) \quad (\partial G)' = \left\{ v \in V \mid \exists u \in V \text{ such that } d(w, u) \leq d(v, u) \text{ for all } (v, w) \in E \right\}.
\]
The Steinerberger boundary of a connected graph $G = (V, E)$ is defined as
\[
(2) \quad \partial G = \left\{ v \in V \mid \exists u \in V \text{ such that } \frac{1}{\deg(v)} \sum_{(v, w) \in E} d(w, u) < d(v, u) \right\},
\]
where we use the convention $\partial G = V$ when $|V| = 1$. We call any $u \in V$ establishing that $v \in \partial G$ or $v \in (\partial G)'$ a witness for $v$. It is an immediate consequence of the definitions that the condition for $\partial G$ is a relaxation of the condition for $(\partial G)'$.

**Proposition 1.1** (Steinerberger [15], Proposition 1). For any connected graph $G$, $(\partial G)' \subseteq \partial G$.

The CEJZ boundary has been studied in a variety of contexts, and we refer the reader to [1, 4, 5, 6, 8, 10, 11, 14, 16] for details. When discussing notions of boundary, one natural question is what sets minimize or maximize the size of the boundary. Our work will parallel prior work on characterizing graphs with small CEJZ boundary. The cases of $|\partial G| = 2$ or $|\partial G'| = 3$ were classified by Hasegawa and Saito [9], and graphs with $|\partial G'| = 4$ were classified by Müller, Pór, and Sereni [12]. The main result of our paper is the following theorem classifying graphs with Steinerberger boundary size at most 4.

**Theorem 1.2.** Let $G = (V, E)$ be a connected graph.

1. $|\partial G| = 2$ if and only if $G$ is a path graph with at least two vertices.
2. $|\partial G| = 3$ if and only if $G$ is a tree with three leaves or a tripod.
3. $|\partial G| = 4$ if and only if $G$ is a tree with four leaves or one of the graphs in Figure 2 with paths of arbitrary lengths attached to boundary vertices $v$ with boundary stability number $\max_{u \in V} \sum_{w \in N(v)} [d(v, u) - d(w, u)] = 1$.
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**Figure 2.** Non-tree graphs with $|\partial G| = 4$, where $\partial G$ is shown in red. The boundary stability number is given beside each vertex.
Note that a tripod is a graph formed by starting with the complete graph on three vertices and attaching a path of arbitrary length (possibly 0) to each vertex. Additionally, the boundary stability number is a new parameter that we introduce to establish this theorem. For any \( v \in \partial G \), this parameter is an integer that measures how stable the condition in Equation (2) is under certain operations. It allows us to more accurately describe what happens when we build larger graphs from smaller ones, which is one of the techniques used in the classification of graphs with small CEJZ boundary.

In Euclidean space, regions with larger volume typically have larger boundaries. One formal statement of this is the isoperimetric inequality, which gives a lower bound on the surface area or perimeter of a region in terms of its volume. Steinerberger established a corresponding isoperimetric inequality for \( \partial G \) in [15, Theorem 1] given by

\[
|\partial G| \geq \frac{1}{2\Delta} \cdot \frac{|V|}{\text{diam}(G)},
\]

where \( \Delta \) is the maximum degree of \( G \). Hence, graphs with a large number of vertices have more boundary vertices unless these graphs contain large paths. We see that the results of Theorem 1.2 are consistent with the above isoperimetric inequality for \( \partial G \).

Note that the CEJZ boundary does not exhibit this general behavior. From generalizations of the first graph in Figure 1 and other grid-like graphs, (\( \partial G \))' can remain very small for very large graphs that are not formed from paths. A lower bound on \( |(\partial G)'| \) in terms of the maximum degree was previously studied in [13], where the authors established a bound that is logarithmic with respect to \( \Delta \) and showed that this bound is sharp up to constants. However, this bound is entirely independent of \( |V| \).

We start in Section 2 by summarizing previous results for the CEJZ and Steinerberger boundaries. In particular, we will summarize the characterizations of graphs with small CEJZ boundary. In Section 3, we will introduce the boundary stability number of a vertex and establish several lemmas. We then apply these results in Section 4 to prove Theorem 1.2. In Section 5, we apply some of our results to describe some graphs with large Steinerberger boundary. We then conclude with open questions in Section 6.

2. Preliminaries

In this section, we outline necessary definitions and notation, and we then summarize previous results for both the CEJZ and Steinerberger boundaries. Throughout this paper, all graphs are assumed to be simple and undirected. We assume basic familiarity with these graphs and refer the reader to [2] or [3] for this information. We summarize the definitions and notation relevant for this paper.

Graphs will be denoted \( G = (V, E) \). An edge in \( E \) will be denoted as a pair, such as \( (v, w) \). Note that graphs in this paper are undirected, so this is equivalent to \( (w, v) \). We use \( N_G(v) \) to denote the set of neighbors of \( v \) in the graph \( G \) and \( \deg_G(v) \) to denote the degree of \( v \) in \( G \).

For any graph \( G = (V, E) \), a walk is a sequence of vertices \( W = v_0v_1 \ldots v_\ell \) such that \( (v_i, v_{i+1}) \in E \) for \( i = 0, 1, \ldots, \ell - 1 \). We call \( v_0 \) the initial vertex and \( v_\ell \) the terminal vertex of \( W \). We also call \( \ell \) the length of the walk \( W \). A walk is a path if all vertices are distinct, and a shortest path from \( v \) to \( w \) is a path of minimum
length with \( v \) as its initial vertex and \( w \) as its terminal vertex. A walk is \emph{closed} if \( v_0 = v_\ell \), and a closed walk is called a \emph{cycle} if no vertices are repeated except for \( v_0 = v_\ell \).

A graph \( G = (V, E) \) is \emph{connected} if for every \( v, w \in V \), there exists a path with \( v \) as its initial vertex and \( w \) as its terminal vertex. The \emph{connected components} of \( G \) are the maximal connected subgraphs of \( G \). For a connected graph \( G = (V, E) \), a vertex \( v \in V \) is a \emph{cut vertex} if \( G - v \), the graph obtained by deleting \( v \) and all edges incident to it, is not connected.

For a connected graph \( G = (V, E) \) and any \( v, w \in V \), the \emph{distance} from \( v \) to \( w \), denoted \( d_G(v, w) \), is the length of a shortest path with \( v \) as its initial vertex and \( w \) as its terminal vertex. It is straightforward to verify that \( d_G \) satisfies the properties of a metric. For any \( v \in V \), the \emph{eccentricity} of \( v \) is \( \text{ecc}_G(v) = \max_{w \in V} \{d_G(v, w)\} \). Note that a vertex has eccentricity 1 if and only if it is a universal vertex, i.e., a vertex adjacent to all other vertices. The \emph{diameter} of a graph is \( \text{diam}(G) = \max_{v \in V} \{\text{ecc}_G(v)\} \). If \( v \in V \) satisfies \( \text{ecc}_G(v) = \text{diam}(G) \), then we call \( v \) a \emph{peripheral vertex}. When the context is clear, we omit the subscript \( G \) in \( N_G, \deg_G, d_G, \) and \( \text{ecc}_G \). An example of these definitions is given in Figure 3.
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**Figure 3.** A graph \( G \) with \( \text{diam}(G) = 5 \), where \( v_1, v_2, v_3, v_7, v_9, \) and \( v_{10} \) are all peripheral vertices. The vertices \( v_4, v_5, v_6, \) and \( v_8 \) are cut vertices, as removing any of them disconnects \( G \).

We now summarize previous results. We start with the following observation, which is used throughout the study of both the CEJZ and Steinerberger boundaries.

**Observation 2.1.** For any connected graph \( G = (V, E) \), peripheral vertices are always in \( (\partial G)' \). Combined with Proposition 1.1, this implies that peripheral vertices are always in \( \partial G \).

For \( \partial G \), the following results were established by Steinerberger in \cite{15}. The first result immediately implies part (a) of Theorem 1.2. Hence, it remains to show parts (b) and (c).

**Proposition 2.2** (Steinerberger \cite{15}, Proposition 3). For any connected graph with at least two vertices, we have \( |\partial G| \geq 2 \). If \( |\partial G| = 2 \), then \( G \) is a path.

**Proposition 2.3** (Steinerberger \cite{15}, Proposition 2). If \( G \) is a tree, then \( \partial G \) are the vertices of degree 1. For any connected graph, vertices of degree 1 are in \( \partial G \).

To establish the remaining parts of our main theorem, we will use the characterization of graphs with small CEJZ boundary, which we summarize here. We start with the results of Hasegawa and Saito characterizing graphs with CEJZ boundary size 2 or 3.

**Theorem 2.4** (Hasegawa and Saito \cite{9}, Theorem 7). Let \( G \) be a connected graph. If \( |(\partial G)'| = 2 \), then \( G \) is a path.
Theorem 2.5 (Hasegawa and Saito [9], Theorem 9). A connected graph $G$ has $|\partial G'| = 3$ if and only if $G$ is either a tree with three leaves or a tripod.

The characterization of graphs with CEJZ boundary size 4 is significantly more complex. We start by defining several families of graphs and axis slice convex sets in $\mathbb{R}^2$.

Definition 2.6 (Müller, Pór, and Sereni [12], Definition 2). Let $a$ and $c$ be two positive integers. Define the vertex sets

$$
V_{a \times c}^{0} = \{(x, y) \in \mathbb{N}^2 \mid 0 \leq x \leq a \text{ and } 0 \leq y \leq c\}
$$

$$
V_{a \times c}^{1} = \left\{(x, y) \in \mathbb{N}^2 \mid 0 \leq x < a, \text{ and } 0 \leq y < c\right\}.
$$

(a) The grid graph $G_{a \times c}$ has vertex set $V_{a \times c}^{0}$ and edges between any vertices of Euclidean distance 1. Note that $|V_{a \times c}^{0}| = (a + 1)(c + 1)$.

(b) The graph $N_{a \times c}$ has vertex set $V_{a \times c}^{0} \cup V_{a \times c}^{1}$ and edges between vertices of Euclidean distance at most 1.

(c) For $a > 2$, the graph $X_{a \times c}$ is the subgraph of $N_{(a-1)\times c}$ induced by $V_{(a-1)\times c} \setminus \{(x, y) \in \mathbb{N}^2 \mid 0 < x < a - 1 \text{ and } y \in \{0, c\}\}$.

If $a = 2$, then $X_{2 \times c}$ is the subgraph of $N_{1 \times c}$ obtained by removing the edge between the vertices $(0, 0)$ and $(1, 0)$, and the edge between the vertices $(0, c)$ and $(1, c)$. If $a \geq 1$ and $c > 1$, define $X_{a \times c} = X_{c \times a}$. Finally, define $X_{1 \times 1} = K_4$.

(d) The graph $T_{a \times c}$ is the subgraph of $N_{a \times (c+1)}$ induced by $V_{a \times (c+1)} \setminus \{(0, y) \mid y \in \mathbb{N}\} \cup \{(x, y) \mid x < a \text{ and } y \in \{0, c + 1\}\}$.

(e) Let $G_{a \times c}^{1}$ and $G_{a \times c}^{2}$ be two grid graphs with vertex sets respectively labeled by $v_{x,y}$ and $w_{x,y}$ for $0 \leq x \leq a, 0 \leq y \leq c$. The graph $D_{a \times c}$ is obtained by identifying $v_{x,y}$ with $w_{x,y}$ whenever $x \in \{0, a\}$ or $y \in \{0, c\}$, adding an edge between $v_{x,y}$ and $w_{x,y}$ for $0 \leq x \leq a, 0 \leq y \leq c$, and adding an edge between $v_{x+1,y}$ and $w_{x,y+1}$ whenever $0 \leq x < a$ and $0 \leq y < c$.

(f) The graph $L_{a \times c}$ is obtained from $D_{a \times c}$ by removing the vertices $w_{x,y}$ for $0 < x < a$ and $0 < y < c$.

Definition 2.7 (Müller, Pór, and Sereni [12], Definition 3). A set $W \subseteq \mathbb{R}^2$ is axis slice convex if

- whenever $(x_1, y_1), (x_2, y_2) \in W$ and $x_1 < x_2$, then $(x, y) \in W$ for all $x$ in $\{x_1, x_1 + 1, \ldots, x_2\}$, and
- whenever $(x, y_1), (x, y_2) \in W$ and $y_1 < y_2$, then $(x, y) \in W$ for all $y$ in $\{y_1, y_1 + 1, \ldots, y_2\}$.

An example of these definitions is shown in Figure 4. We now state the main theorem of Müller, Pór, and Sereni.

Theorem 2.8 (Müller, Pór, and Sereni [12], Theorem 4). A connected graph $G$ has $|\partial G'| = 4$ if and only if $G$ is one of the following graphs:

(a) a subdivision of the star graph $K_{1,4}$,

(b) a subdivision of the tree with exactly four leaves and two vertices of degree 3,

(c) a graph obtained from one of the trees in (b) by removing a vertex of degree 3 and adding all edges between its neighbors,
Figure 4. The graphs $N_{3 \times 2}$, $X_{3 \times 2}$, and $T_{3 \times 2}$ are shown in the top row. The graphs $D_{3 \times 2}$, $L_{3 \times 2}$, and a subgraph of $N_{3 \times 2}$ induced by $V_{3 \times 2}^0 \cup (W \cap V_{3 \times 2}^1)$ for some axis slice convex $W \subseteq \mathbb{R}^2$ are shown in the second row. Vertices in $(\partial G)'$ are shown in red. Observe that in each case, $\partial G \setminus (\partial G)' \neq \emptyset$.

Remark 2.9. Müller, Pór, and Sereni show that the graphs in (d)-(h) without any attached paths have CEJZ boundary vertices given by the points with extreme $x$ and $y$ coordinates. For example, $N_{a \times c}$ has CEJZ boundary $\{(0,0), (0,c), (a,0), (a,c)\}$, and $T_{a \times c}$ has boundary $\{(1/2,1/2), (1/2,c+1/2), (a,0), (a,c+1)\}$. Attaching paths to the vertices $v \in (\partial G)'$ replaces $v$ with the new leaf produced from the attachment, and hence preserves the number of CEJZ boundary vertices.

3. The boundary stability number of a vertex

In this section, we introduce a new parameter called the boundary stability number of a vertex. We will establish several results involving this parameter, some of which we will use for the proof of Theorem 1.2. We start with the following observation, which can be verified directly from definitions.

Observation 3.1. Let $G = (V,E)$ be a connected graph, and let $v \in V$. If $w \in N(v)$, then for any $u \in V$, $|d(v,u) - d(w,u)| \leq 1$. Additionally, if $v \neq u$, then there exists some $w \in N(v)$ such that $d(w,u) = d(v,u) - 1$, as some neighbor of $v$ is on a shortest path from $v$ to $u$. 

With this observation in mind, notice that for graphs on at least two vertices, \( u \) being a witness for \( v \in \partial G \) corresponds to when there are more neighbors of \( v \) at distance \( d(v, u) - 1 \) than at distance \( d(v, u) + 1 \). We define a new parameter that records precisely this difference.

**Definition 3.2.** For a connected graph \( G = (V, E) \) and \( v, u \in V \), define

\[
\beta_G(v, u) = \sum_{w \in N_G(v)} [d_G(v, u) - d_G(w, u)],
\]

and define the boundary stability number of \( v \) in \( G \) to be \( \beta_G(v) = \max_{u \in V} \beta_G(v, u) \).

When the context is clear, we omit the subscript in \( \beta_G \).

Observe that \( \beta(v) \) is always an integer, and it is straightforward to show that when a connected graph \( G \) has at least two vertices, \( \beta(v) \geq 1 \) is equivalent to \( v \in \partial G \). When this occurs, any \( u \in V \) with \( \beta(v, u) \geq 1 \) is a witness for \( v \in \partial G \). However, the exact value of \( \beta(v) \) provides some additional information, which we will use later to consider the effect of certain graph operations. Note that if \( G = (V, E) \) is the single vertex graph, then \( \beta(v) = 0 \) for the unique \( v \in V \). Since we use the convention that \( \partial G = V \) when \( |V| = 1 \), this is the only case in which a boundary vertex does not satisfy \( \beta(v) \geq 1 \). Examples of \( \beta(v) \) are shown in Figure 5.
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**Figure 5.** Several graphs with the boundary stability number of each vertex shown next to it. In general, leaves in any graph and all vertices in the complete graph \( K_n \) for \( n \geq 2 \) have boundary stability number 1.

We now establish a characterization of when vertices of degree 2 are in \( \partial G \). Our method for this is based on part of the proof of [7, Proposition 1.2].

**Lemma 3.3.** Let \( G = (V, E) \) be a connected graph. A vertex \( v \in V \) with \( \deg(v) = 2 \) is a boundary vertex if and only if there exists a cycle in \( G \) that contains \( v \).

**Proof.** Let \( N(v) = \{v_1, v_2\} \). Suppose there exists a cycle in \( G \) that contains \( v \). Then choose such a cycle \( C \) so that the number of vertices in it is minimal and let \( k \) denote the number of vertices in \( C \). Observe that both neighbors of \( v \) are in this cycle, and \( d(v, w) \leq \lceil k/2 \rceil \) for any \( w \in C \). Since \( C \) is a minimal cycle containing \( v \), there exists \( u \in C \) where equality holds. Additionally, \( d(v_i, u) \leq \lceil k/2 \rceil \) for \( i \in \{1, 2\} \), and combined with Observation 3.1 we see that

\[
\beta(v, u) = [d(v, u) - d(v_1, u)] + [d(v, u) - d(v_2, u)] \geq 1.
\]

Hence, \( \beta(v) \geq 1 \) and \( v \in \partial G \).

Conversely, suppose \( v \in \partial G \). Fix a witness \( u \in V \), and assume without loss of generality that some shortest path from \( u \) to \( v \) has the form \( P_1 = v_0 v_1 w_2 \ldots w_{i-1} v \), so \( d(v_1, u) = d(v, u) - 1 \). Combining Observation 3.1 with \( v \in \partial G \), it must be that
\[d(v_2, u) \leq d(v, u)\]. This implies that a shortest path \(P_2 = v_2w'_2w'_3...w'_{k-1}u\) from \(v_2\) to \(u\) cannot contain \(v\). Then \(W = vv_1w_2...w_{k-1}w'_{k-1}...w'_3v_2v\) is a closed walk that contains \(v, v_1\), and \(v_2\). Finding the first vertex \(w\) in \(w_2w_3...w_{k-1}u\) that also appears in \(v_2w'_2w'_3...w'_{k-1}u\) and removing all vertices in between them in \(W\) produces a cycle containing \(v\).

It is straightforward to show that for a graph \(G = (V, E)\), a vertex \(v \in V\) of degree 2 is either a cut vertex or contained in some cycle. Hence, we have the following alternative characterization for when \(v\) is in \(\partial G\).

**Corollary 3.4.** Let \(G = (V, E)\) be a connected graph. A vertex \(v \in V\) with \(\text{deg}(v) = 2\) is either a boundary vertex of \(G\) or a cut vertex of \(G\).

We now consider the effects of certain graph operations. Observe that in Theorem 2.8, attaching paths to vertices in \((\partial G)'\) results in a graph \(H\) with \(|(\partial H)'| = |(\partial G)'|\). This is not always true for vertices in \(\partial G\), and we will see that the boundary stability number allows us to determine precisely when the number of boundary vertices is preserved. We will use the following observation that is straightforward to establish.

**Observation 3.5.** If \(G = (V, E)\) is connected, \(v\) is a cut vertex of \(G\), and \(u\) and \(w\) are in different components of \(G - v\), then \(d(u, w) = d(u, v) + d(v, w)\).

**Lemma 3.6.** Let \(G_1 = (V_1, E_1)\) be a connected graph on at least two vertices with \(v_1 \in V_1\), and \(G_2 = (V_2, E_2)\) be a connected graph where \(V_2\) is disjoint from \(V_1\). For any \(v_2 \in V_2\), define \(G = (V_1 \cup V_2, E_1 \cup E_2 \cup \{(v_1, v_2)\})\). Then \(\beta_G(v_1) = \beta_{G_1}(v_1) - 1\), and for \(v \in V_1 \setminus \{v_1\}\), we have \(\beta_G(v) = \beta_{G_1}(v)\).

**Proof.** Observe that \(v_1\) is a cut vertex of \(G\), and \(N_G(v_1) = N_{G_1}(v_1) \cup \{v_2\}\). Additionally, for \(u, w \in V_1\), we have \(d_G(w, u) = d_{G_1}(w, u)\). Combining this with Observation 3.5, we see that for any \(u \in V_1\),

\[
\beta_G(v_1, u) = \beta_{G_1}(v_1, u) + [d_G(v_1, u) - d_{G_2}(v_2, u)] = \beta_{G_1}(v_1, u) + [d_G(v_1, u) - (1 + d_G(v_1, u))] = \beta_{G_1}(v_1, u) - 1.
\]

Additionally, for any \(u \in V_2\), we again use Observation 3.5 to find

\[
\beta_G(v_1, u) = [d_G(v_1, u) - d_G(v_2, u)] + \sum_{w \in N_{G_1}(v_1)} [d_G(v_1, u) - d_G(w, u)] = [d_G(v_1, u) - d_G(v_2, u)] + \sum_{w \in N_{G_1}(v_1)} [d_G(v_1, u) - (1 + d_G(v_1, u))] = 1 - |N_{G_1}(v_1)|.
\]

Since \(|V_1| \geq 2\), choosing some \(u \in V_1\) distinct from \(v_1\) and applying Observation 3.3 implies that

\[
\beta_{G_1}(v_1) \geq \beta_G(v_1, u) \geq 1 - (|N_{G_1}(v_1)| - 1) = 2 - |N_{G_1}(v_1)|.
\]

Hence,

\[
\beta_G(v_1) = \max_{u \in V_1 \cup V_2} \{\beta_G(v_1, u)\} = \max_{u \in V_1} \{\beta_{G_1}(v_1, u) - 1\} = \beta_{G_1}(v_1) - 1.
\]
In particular, we have
\[ \beta_G(v, u) = \sum_{w \in \partial G} [d_G(v, u) - d_G(w, u)] \]
\[ = \sum_{w \in \partial G} [(d_G(v, v_1) + d_G(v_1, u)) - (d_G(w, v_1) + d_G(v_1, u))] \]
\[ = \sum_{w \in \partial G} [d_G(v, v_1) - d_G(w, v_1)] \]
\[ = \sum_{w \in \partial G} [d_G(v, v_1) - d_G(w, v_1)] \]
Hence, we conclude that
\[ \beta_G(v) = \max_{u \in V_1 \cup V_2} \{ \beta_G(v, u) \} = \max_{u \in V_1} \{ \beta_G(v, u) \} = \beta_G(v). \]

An example of Lemma 3.6 is shown in Figure 6. One consequence of this result is that we can determine precisely how \( \partial G \) relates to \( \partial G_1 \) and \( \partial G_2 \).

![Figure 6. Example of Lemma 3.6](image)

The graphs \( G_1, G_2, \) and \( G \) are given with boundary vertices shown in red. For each \( v \in V_1, V_2, V \), \( \beta(v) \) is shown next to \( v \).

**Theorem 3.7.** Let \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) be connected graphs on disjoint vertex sets, and let \( v_1 \in V_1 \) and \( v_2 \in V_2 \). Define \( G = (V_1 \cup V_2, E_1 \cup E_2 \cup (v_1, v_2)) \).

(a) If \( \beta_{G_1}(v_1) \neq 1 \) and \( \beta_{G_2}(v_2) \neq 1 \), then \( \partial G = \partial G_1 \cup \partial G_2 \).
(b) If \( \beta_{G_1}(v_1) = 1 \) and \( \beta_{G_2}(v_2) \neq 1 \), then \( \partial G = (\partial G_1 \cup \partial G_2) \setminus \{v_1\} \).
(c) If \( \beta_{G_1}(v_1) \neq 1 \) and \( \beta_{G_2}(v_2) = 1 \), then \( \partial G = (\partial G_1 \cup \partial G_2) \setminus \{v_2\} \).
(d) If \( \beta_{G_1}(v_1) = 1 \) and \( \beta_{G_2}(v_2) = 1 \), then \( \partial G = (\partial G_1 \cup \partial G_2) \setminus \{v_1, v_2\} \).

In particular, we have \( |\partial G| \geq \max\{|\partial G_1|, |\partial G_2|\} \).

**Proof.** First, suppose that \( |V_1| > 1 \) and \( |V_2| > 1 \). Then Lemma 3.6 implies that for any vertex \( v \in V_1 \setminus \{v_1\} \), we have \( v \in \partial G_i \) if and only if \( v \in \partial G \). For \( v_i \), observe that the same is true except when \( \beta_{G_1}(v_i) = 1 \), and in this case \( v_i \in \partial G_i \) and \( v_i \notin \partial G \). The theorem then follows from the various cases.

Now suppose \( |V_1| > 1 \) and \( |V_2| = 1 \). In this case, \( \partial G_2 = \{v_2\} \) and \( \beta_{G_2}(v_2) = 0 \), so it suffices to show (a) and (b) with \( \partial G_2 = \{v_2\} \). Since \( v_2 \) is a leaf in \( G \), Proposition 2.3 implies \( v_2 \in \partial G \). Applying the above argument with Lemma 3.6...
on $V_1$, we conclude (a) and (b). The case $|V_1| = 1$ and $|V_2| > 1$ is similar. Finally, when $|V_1| = |V_2| = 1$, we see that $\partial G_i = \{v_i\}$ and $\beta_{G_i}(v_i) = 0$ for all $i$. In this case, $G$ is a path graph on two vertices, and (a) is clear. □

We conclude this section with results on subgraphs. Using the boundary stability number, we can sometimes determine when boundary vertices in a subgraph of $G$ are also boundary vertices in $G$ itself.

**Lemma 3.8.** Let $G$ be a connected graph with a connected subgraph $H$ on at least two vertices. Suppose $v \in \partial H$, and let $u$ be a witness for $v$. If $N_H(v) = N_G(v)$ and $d_H(v, u) = d_G(v, u)$, then $v \in \partial G$.

*Proof.* Notice that for any $w \in N_G(v) = N_H(v)$, we have $d_G(w, u) \leq d_H(w, u)$. Then a direct calculation shows

$$
\beta_G(v) \geq \beta_G(v, u) = \sum_{w \in N_G(v)} [d_G(v, u) - d_G(w, u)] \geq \sum_{w \in N_H(v)} [d_H(v, u) - d_H(w, u)] = \beta_H(v, u) \geq 1.
$$

□

**Corollary 3.9.** Let $G$ be a connected graph with a connected subgraph $H$ on at least two vertices. Suppose $v \in \partial H$, and let $u$ be a witness for $v$. If $N_H(v) = N_G(v)$ and $d_H(v, u) = 2$, then $v \in \partial G$.

*Proof.* Since $H$ is a subgraph of $G$, we have $d_G(v, u) \leq d_H(v, u) = 2$. Observe that $d_H(v, u) = 2$ implies $u \notin N_H(v)$, and the assumption $N_H(v) = N_G(v)$ implies $u \notin N_G(v)$. Then $d_G(v, u) > 1$, and combined, we conclude that $d_G(v, u) = 2$. The result then follows from Lemma 3.8. □

## 4. Graphs with at most four boundary vertices

In this section, we establish the proof of Theorem 1.2. We start by applying the results of Section 3 to establish lemmas for graphs with $|\partial G| = 3$ or $|\partial G| = 4$.

**Lemma 4.1.** Let $G = (V, E)$ be a connected graph. If $|\partial G| = 3$, then $|\partial G| = 3$.

*Proof.* We use the characterization of $|\partial G| = 3$ given in Theorem 2.5. If $G$ is a tree on three leaves, then Proposition 2.3 implies that $|\partial G| = 3$. For tripods, we start by considering the complete graph $K_3$. A direct calculation shows that $|\partial K_3| = 3$, and each vertex $v \in V$ has $\beta(v) = 1$. Tripods are formed by attaching arbitrary length paths to the vertices of $K_3$. By applying Lemma 3.6 for each nontrivial path attached, we conclude that tripods have three boundary vertices. □

**Lemma 4.2.** Let $G = (V, E)$ be a connected graph with $|\partial G| = 4$. Then $|\partial G| = 4$ if and only if $G$ is one of the following graphs:

(a) a subdivision of the star graph $K_{1,4}$,
(b) a subdivision of the tree with exactly four leaves and two vertices of degree 3,
(c) a graph obtained from one of the trees in (b) by removing a vertex of degree 3 and adding edges between all of its neighbors, or
(d) one of the graphs in Figure 7 with a path of arbitrary length attached to each $v \in \partial G$ with $\beta(v) = 1$.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure7.png}
\caption{Graphs from Theorem 2.8 (d)-(h) with $|\partial G| = 4$.}
\end{figure}

\textbf{Proof.} We show this by considering each case of Theorem 2.8. Note that graphs (a), (b), and (c) match Theorem 2.8, and the results for (a) and (b) follow directly from Proposition 2.3. For (c), notice that these graphs $G$ can alternatively be constructed by starting with a tripod $H$ and attaching two nontrivial paths to some $v \in \partial H$. Observe that $H$ is constructed by attaching paths of arbitrary lengths to $K_3$. Using Lemma 3.6 once for each path attached to $v \in \partial H$, we conclude that $|\partial G| = 4$.

Now consider the remaining cases in Theorem 2.8. Notice that if $G$ is constructed as a subgraph of $N_{axc}$, $X_{axc}$, $T_{axc}$, $D_{axc}$, or $L_{axc}$ and $|\partial G| \geq |(\partial G')| \geq 5$, then by Theorem 3.7, a graph $H$ formed by attaching paths to $G$ has $|\partial H| \geq |\partial G| \geq 5$. Hence, we must consider constructions where $|\partial G'| = 4$ to obtain a graph $H$ with $|\partial H| = 4$. We do this using the graphs in Figure 8, which will allow us to show the existence of additional Steinerberger boundary vertices in addition to the four CEJZ boundary vertices described in Remark 2.9. Notice that for each $G_i$ in the figure, $v \in \partial G_i$ with witness $u$, and $d_{G_i}(v, u) = 2$.

First, consider $N_{axc}$, and suppose $G$ is the subgraph induced by $V_{axc} \cup (W \cap V_{axc})$ for axis slice convex $W$. If $a > 1$ and $W$ contains both, one, or none of the vertices in $\{(1/2, 1/2), (3/2, 1/2)\}$, then $G$ will respectively contain $G_1$, $G_2$, or $G_3$ from Figure 8 as a subgraph with $N_G(v) = N_{G_i}(v)$, where in each case, $v$ corresponds to the vertex $(1, 0)$ in $N_{axc}$. A similar argument applies if $c > 1$, where $v$ corresponds to the vertex $(0, 1)$. In these cases, Corollary 3.9 implies that $v \in \partial G$ and $|\partial G| \geq 5$.

From this, we see that the only graphs $G$ that have four boundary vertices must be constructed using $N_{1 \times 1}$, which are $N_{1 \times 1}$ itself or the cycle graph $C_4$. A direct verification shows $|\partial G| = 4$ for both of these graphs, and they are shown in Figure 7.

Now consider $G = X_{axc}$. Recall that $X_{axc}$ is isomorphic to $X_{axa}$, so assume without loss of generality that $a \leq c$. If $c \geq 2$ and $a = 2$, then $X_{axc}$ contains $G_4$ as a subgraph with $N_G(v) = N_{G_4}(v)$, where $v$ corresponds to the vertex $(0, 1)$ in $X_{axc}$. If $c \geq a \geq 2$, then $X_{axc}$ contains $G_5$ as a subgraph with $N_G(v) = N_{G_5}(v)$, where $v$ corresponds to the vertex at $(1/2, 1/2)$. In these cases, Corollary 3.9 implies
In each $G_i$, observe that $v \in \partial G_i$ with witness $u$, and $d_{G_i}(v,u) = 2$.

$|\partial G| \geq 5$. The graphs $X_{1 \times 1} = K_4$ and $X_{1 \times c}$ are depicted in Figure 7, and a direct calculation shows that when $G$ is one of these graphs, $|\partial G| = 4$.

Next, consider $T_{a \times c}$, and suppose that $G$ is the subgraph of $T_{a \times c}$ induced by $V_{a \times (c+1)}^1 \cup (W \cap V_{a \times (c+1)}^0)$ for some axis slice convex $W$ that contains $(a,0)$ and $(a,c+1)$. If $a > 1$ and $(a-1,c) \in W$, then $G$ will contain $G_5$ from Figure 8 as a subgraph with $N_G(v) = N_{G_5}(v)$, where $v$ corresponds to $(a-1/2,c+1/2)$. If $a > 1$ and $(a-1,c) \notin W$, then a similar statement is true for $G_6$, where $v$ again corresponds to $(a-1/2,c+1/2)$. If $a = 1$ and $c > 1$, then $G$ contains $G_7$ from Figure 8 as a subgraph with $N_G(v) = N_{G_7}(v)$, where $v$ corresponds to $(1,1)$. In all of these cases, Corollary 3.9 implies that $|\partial G| \geq 5$. Finally, when $a = c = 1$, note that any axis slice convex set containing $(1,0)$ and $(1,2)$ must also contain $(1,1)$. Hence, the only graph in this case is $T_{1 \times 1}$. Direct verification shows $|\partial T_{1 \times 1}| = 4$, and this graph is shown in Figure 7.

Now consider $G = D_{a \times c}$. If $a \geq 2$ and $c \geq 2$, then the graph $G_8$ from Figure 8 is a subgraph with $N_G(v) = N_{G_8}(v)$, where $v$ corresponds to the $(0,1)$ in $D_{a \times c}$. If either $a = 1$ and $c \geq 2$, or $a \geq 2$ and $c = 1$, then $G_9$ from Figure 8 is a subgraph of $G$ with $N_G(v) = N_{G_9}(v)$. Thus in each of these cases, Corollary 3.9 implies $v \in \partial G$ and $|\partial G| \geq 5$. Finally, if $a = c = 1$ then $|\partial G| = 4$, and $D_{1 \times 1}$ is depicted in Figure 7.

Finally, consider $G = L_{a \times c}$. If $a > 1$, then $G$ contains $G_9$ as a subgraph with $N_G(v) = N_{G_9}(v)$, where $v$ corresponds to $(1,0)$. When $a = 1$, observe that by definition, $D_{1 \times c} = L_{1 \times c}$, and we have already considered these cases above.

Combined, we see that the only graphs described in Theorem 2.8 parts (d)-(h) with $|\partial G| = 4$ are those formed by attaching paths to the graphs in Figure 7 at the vertices in $\partial G = (\partial G)'$. By applying Lemma 3.6 repeatedly, we conclude that
attaching nontrivial paths at \( v \in \partial G \) preserves the number of boundary vertices if and only if \( \beta(v) = 1 \).

We are now able to prove our main theorem characterizing graphs with small Steinerberger boundary.

**Proof of Theorem 1.2.** By Theorem 2.4 and Proposition 2.2, \( |\partial G| = 2 \) and \( |(\partial G)'| = 2 \) are equivalent, corresponding precisely to paths. This establishes Theorem 1.2(a).

Combined with \( (\partial G)' \subseteq \partial G \), we also see that a necessary condition for \( |\partial G| = 3 \) is that \( |(\partial G)'| = 3 \). Applying Lemma 4.1, we conclude that \( |\partial G| = 3 \) if and only if \( |(\partial G)'| = 3 \), implying Theorem 1.2(b).

Using similar reasoning, we see that a necessary condition for \( |\partial G| = 4 \) is that \( |(\partial G)'| = 4 \). We consider each case in Lemma 4.2. By Proposition 2.3, any tree on four leaves has \( |\partial G| = 4 \), and this accounts for Lemma 4.2 (a) and (b). For Lemma 4.2(c), observe that this is the last graph in Figure 2. The remaining graphs in Lemma 4.2 (d) are also given in Figure 2. Hence, we conclude Theorem 1.2(c). \( \square \)

5. Some graphs with large boundary

In this section, we consider some graphs with large Steinerberger boundary. Observe that the cycle and complete graphs consist entirely of boundary vertices, as each vertex is peripheral. In the case of \( \text{diam}(G) = 2 \), Chartrand, Erwin, Johns, and Zhang showed the following result on the CEJZ boundary.

**Lemma 5.1.** (Chartrand, Erwin, Johns, and Zhang [7], Lemma 2.1). Let \( G = (V, E) \) be connected graph of diameter 2. Then every vertex \( v \) is in \( (\partial G)' \) unless \( v \) is the unique vertex of \( G \) having eccentricity 1.

The same result holds for the Steinerberger boundary. We now show this, with some additional results.

**Theorem 5.2.** Let \( G = (V, E) \) be a connected graph on at least two vertices with \( \text{diam}(G) \leq 2 \). If \( G \) has a single vertex \( v \) with eccentricity 1, then \( \partial G = V \setminus \{v\} \). Otherwise, \( \partial G = V \). Furthermore, the bound \( \text{diam}(G) \leq 2 \) is sharp.

**Proof.** If \( G \) has diameter 1, then \( G \) is the complete graph \( K_n \), which satisfies \( \partial G = V \). Otherwise, by Proposition 1.1 and Lemma 5.1 every vertex in \( G \) with eccentricity greater than 1 is a Steinerberger boundary vertex. If \( G \) has no vertices of eccentricity 1, then \( \partial G = V \). If \( G \) has two or more vertices of eccentricity 1, then by Lemma 5.1 these vertices are in \( \partial G \). Thus, \( \partial G = V \).

Now suppose that \( G \) has a single vertex \( v \) of eccentricity 1. Then \( N_G(v) = V \setminus \{v\} \), implying \( d(v, w) = 1 \) for all \( w \in V \setminus \{v\} \). Let \( u \in N_G(v) \) satisfy \( \beta(v) = \beta_G(v, u) \). Because no vertex other than \( v \) has eccentricity 1, we know that \( \text{ecc}(u) \geq 2 \). In particular, there exists at least one vertex \( x \in N(v) \) such that \( d(u, x) = 2 \).

Therefore,

\[
\beta_G(v) = \beta_G(v, u) = \sum_{w \in N_G(v)} [d(v, u) - d(w, u)]
\]

\[
= [d(v, u) - d(u, w)] + [d(v, u) - d(x, u)] + \sum_{w \in N_G(v) \setminus \{u, x\}} [d(v, u) - d(w, u)]
\]

\[
= 1 + (-1) + \sum_{w \in N_G(v) \setminus \{u, x\}} [1 - d(w, u)] \leq 0.
\]
To show that our bound is sharp, let $G = (V, E)$ be the $n$-barbell graph for $n \geq 2$, which is formed by adding an edge between two disjoint copies of $K_2$, as shown in Figure 9. Observe that $\text{diam}(G) \geq n$. Denote the two $K_2$ graphs $G_1 = (V_1, E_1), G_2 = (V_2, E_2)$, and let $v_1 \in G_1, v_2 \in G_2$ be the vertices where an edge is added. Since $\beta_{G_1}(v_1) = \beta_{G_2}(v_2) = 1$, Theorem 5.7 implies that $\partial G = (\partial G_1 \cup \partial G_2) \setminus \{v_1, v_2\}$. Hence, $|\partial G| = |V| - 2$. \hfill $\square$

![Figure 9. The 4-barbell graph with $\partial G$ shown in red.](image)

**Corollary 5.3.** Let $G = (V, E)$ be a graph on at least two vertices with minimum degree $\delta(G) \geq \frac{1}{2}(|V| - 1)$. If $G$ has a single vertex $u$ of eccentricity 1, then $\partial G = V \setminus \{u\}$. Otherwise, $\partial G = V$. Furthermore, the bound $\frac{1}{2}(|V| - 1)$ is sharp.

**Proof.** Suppose $v \in G$ has $\text{ecc}(v) > 1$. We claim that $\text{ecc}(v) = 2$ by showing that $d(v, u) \leq 2$ for any $u \in V$. Let $u \in V$ be any vertex. If $u \in N_G(v)$, then $d(v, u) = 1$. Otherwise, $u \notin N_G(v)$ and $v \notin N_G(u)$. The assumption $\delta(G) \geq \frac{1}{2}(|V| - 1)$ implies $|N_G(v)| \geq \frac{1}{2}(|V| - 1)$ and $|N_G(u)| \geq \frac{1}{2}(|V| - 1)$. If $N_G(v) \cap N_G(u) = \emptyset$, then

$$|V| \geq |N_G(u) \cup N_G(v) \cup \{u, v\}| = |N_G(u)| + |N_G(v)| + 2 \geq |V| + 1,$$

which is a contradiction. Hence, $d(v, u) \leq 2$ for all $u$ and $\text{ecc}(v) = 2$. We conclude that when $\text{diam}(G) \neq 1$, it must be that $\text{diam}(G) = 2$. The result now follows from Theorem 5.2 where the $n$-barbell graph also establishes that the bound $\frac{1}{2}(|V| - 1)$ is sharp, as the minimum degree in the $n$-barbell graph is $\frac{1}{2}(|V| - 1) - \frac{1}{2}(|V| - 1)$. \hfill $\square$

### 6. Open questions

We have characterized the graphs with $|\partial G|$ at most 4. Hence, we propose the natural next step.

**Problem 6.1.** Classify connected graphs $G = (V, E)$ for which $|\partial G| = 5$.

Our characterization of $|\partial G| = 4$ relied on a characterization of $|(|\partial G)| = 4$. However, a characterization of graphs with $|(|\partial G)| = 5$ is not currently known. Hence, this problem requires new methods for studying Steinerberger boundary vertices. Since the Steinberger boundary has more vertices, we expect the characterization problem to be easier than for the CEJZ boundary.

In Section 5, we described some graphs where all or almost all vertices are in $\partial G$. We propose identifying some additional cases when this occurs. Note that a complete characterization is likely difficult. Data on random graphs suggests that they often consist entirely of boundary vertices.

**Problem 6.2.** Describe some additional cases when $|\partial G| = |V| - 1$ or $|\partial G| = |V|$.

In Section 3, we characterized when vertices of degree 2 are in $\partial G$, and one case of our results in Section 5 was on graphs with large minimum degree. We propose a problem related to vertices with low degree.
Problem 6.3. Characterize when vertices of degree 3 or 4 are in $\partial G$. Apply this characterization to find properties of $\partial G$ for graphs with maximum degree $\Delta = 3$ or $\Delta = 4$.

Finally, we propose a question of the boundary stability number, a central tool in establishing our results. To prove our characterization of graphs with small boundary, we explicitly characterized the effect on boundary stability number when adding an edge between two graphs, and we described a case when boundary vertices of a subgraph are also boundary vertices in the graph itself. One natural question is the effect on boundary stability number for other operations.

Problem 6.4. Describe the effect on the boundary stability number of a vertex under other graph operations, such as edge contraction and Cartesian products.
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