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ABSTRACT

Cyberbullying, identified as intended and repeated online bullying behavior, has become increasingly prevalent in the past few decades. Despite the significant progress made thus far, the focus of most existing work on cyberbullying detection lies in the independent content analysis of different comments within a social media session. We argue that such leading notions of analysis suffer from three key limitations: they overlook the temporal correlations among different comments; they only consider the content within a single comment rather than the topic coherence across comments; they remain generic and exploit limited interactions between social media users. In this work, we observe that user comments in the same session may be inherently related, e.g., discussing similar topics, and their interaction may evolve over time. We also show that modeling such topic coherence and temporal interaction are critical to capture the repetitive characteristics of bullying behavior, thus leading to better predicting performance. To achieve the goal, we first construct a unified temporal graph for each social media session. Drawing on recent advances in graph neural network, we then propose a principled approach for modeling the temporal dynamics and topic coherence throughout user interactions. We empirically evaluate the effectiveness of our approach with the tasks of session-level bullying detection and comment-level case study.
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1 INTRODUCTION

Cyberbullying is identified as a form of bullying or harassment through electronic means, which is typically characterized by posting rumors, threats, or pejorative labels on social media [43]. Due in part to the low cost and easy access to social networking sites, Cyberbullying has become increasingly prevalent in recent decades. According to the 2019 Youth Risk Behavior Surveillance System (Centers for Disease Control and Prevention), an estimated 15.7% of high school students were electronically bullied in the 12 months prior to the survey [17]. In response to the rapidly growing number of cyberbullying cases, numerous efforts (e.g., [13, 47, 50]) have been put into computational detection and mitigation of cyberbullying behaviors to tackle the socio-technical problem.

Despite the remarkable progress made towards computational cyberbullying detection, we argue that it is still essential to understand how users in a social media session interact with each other in order to mitigate the long-term impact of cyberbullying. Whereas offline bullying (or “traditional” bullying) relates to face-to-face interactions, cyberbullying typically takes place throughout a sequence of (intensive) user interactions in social media sites[9], as illustrated in Fig. 1. Modeling user interaction is important to cyberbullying detection for several reasons. First, one essential aspect that differs cyberbullying from offline bullying is its persistence & repetition [14, 53] characteristic. Decades of research in psychology [16] and social science [40] have shown that cyberbullying is carried out repeatedly against victims. Studies of user interactions allow us to characterize the repetition by both content and temporal analysis. Second, user interaction is a strong signal for detecting cyberbullying instances. Recent analysis of cyberbullying activity from an interdisciplinary research [21] manifests that the intensity of user activities within a bullying session is inherently different from that within a non-bullying session. Third, what makes cyberbullying detection particularly challenging compared to offline bullying is that it is not uncommon to see that users play multiple roles such as bully, victim, and witness in the same session [39, 48]. Therefore, modeling user interaction provides an alternative for the implicit monitor of users’ roles over time.

However, modeling user interaction in a social media session confronts multi-faceted challenges: (1) Sparsity. Whereas a social media session is often involved with multiple interactions among numerous users, the interaction with a specific user can be very low. Further, most of the comments are directed towards the owner of the social media session, resulting in a “hub” where the owner degree is much higher than the degrees of users who post comments [29, 37].
Therefore, the user-user interaction graph constructed from reply relation can be sparse and less informative. (2) Repetition. Characterizing the repetition of cyberbullying behavior is particularly challenging because we need to satisfy at least two constraints simultaneously: similar in content and close in time [41]. Therefore, the desired models should be able to jointly capture content similarities and temporal correlations. (3) User Characteristics. Empirical findings within psychology identify that users’ personality traits are important indicators of computer-mediated behaviors [1, 31]. However, it is rather difficult to discover such user characteristics solely based on the content in a session due to the extremely limited comments from an individual user.

To tackle these challenges, we propose TGBully, a Temporal-Graph-based cyberbully detection framework. TGBully is composed of three modules, i.e., a semantic context modeling module, a temporal graph interaction learning module and a session classification module. In the first module, we contrast the standard content analysis of a lump of comments with a hierarchical construction of a sequence of comments, each of which comprises a sequence of words. To incorporate characteristics of users who post these comments, we further extract users’ historical comments, from which we infer their language behavior. The temporal graph interaction learning module implicitly constructs the user-user interaction graph by encoding the topic coherence and temporal dynamics of user comments in a graph attention network (GAT). In particular, we consider content similarities and time intervals between comments, and the user interactions are learned through the continuous update of the edge weights in the GAT. By doing so, TGBully models user interaction through the propagation of interactive signals in the constructed temporal graph. The session classification module aggregates the information representation learned from user interactions and performs the final session-level classification, i.e., determining whether a session is bullying or not. To summarize, the main contributions of this work are:

- We make novel observations of dynamic user interactions reflected by the inherently related and continuously evolved comments in a social media session. We show the importance of modeling user interactions in improving the performance of cyberbullying detection.
- We propose a principled and effective approach that models user interaction from two key aspects: temporal dynamics and topic coherence. This is achieved by a temporal graph constructed for each session and a GAT for learning the interactions in the graph.
- We evaluate TGBully on both session-level detection tasks and comment-level case study. Empirical results on two benchmark datasets validate the effectiveness of our approach and shed light on its practical implications for policy-makers.

2 RELATED WORK

Our work is closely related to cyberbullying detection and graph attention networks. Here, we briefly review the related literature.

2.1 Cyberbully Detection

Previous work on cyberbully detection typically builds their approaches upon natural language processing (NLP) methods [15, 35, 38]. Their goal is to identify aggressive and harassing mentions via text analysis. Hosseinnardi et al. [24] compared Linguistic Inquiry and Word Count (LIWC) values of different categories of words, they found that words connected to negative feelings such as “depress”, “stressful”, and “suicide” are prominent identifiers of cyberbully. Dani et al. [13] added sentiment consistency features to a unigram model with TF-IDF values as content features.

More recent work highlighted the importance of temporal information for cyberbully detection [7, 8, 41]. For example, Soni and Sign [41] characterized each comment on Instagram by an exponential time factor. They empirically evaluated a set of time-related features derived from the exponential factor and concluded several essential temporal traits of cyberbully. Cheng et al. [7, 8] unified cyberbully detection and time interval prediction in a multi-task learning framework. Built upon the hierarchical attention network, their approach aggregated contextualized comment representation for session classification meanwhile predicted time intervals from comment representations. In addition to text, numerous methods incorporated social information into cyberbully detection [4, 28, 53]. By correlating cyberbullying behavior with online sociability, they primarily measured the power imbalance between users by the social network and interaction network. Ziems et al. [53] utilized the neighborhood overlap, verified status, number of followers, and recent tweets to indicate users’ visibility among peers. Chatzakou et al. [4] extracted and compared numerous text, user, and network-based attributes. They found that compared with aggressors, bullies are less popular and participate in fewer online communities.

Prior research has put a large number of efforts into modeling user-generated contents but overlooked the interactions of users themselves within a session. Findings from various fields have evidenced the critical role user interactions play in cyberbullying detection. We thereby complement earlier work with the consideration of user interactions by jointly modeling the temporal dynamics and topic coherence in an established temporal graph.

2.2 Graph Attention Network

Recent years have witnessed the increasing popularity of graph neural networks (GNNs), which have become powerful tools to model real-world data in various domains [22, 32, 33]. Among the widely recognized GNNs, graph attention networks (GATs) [45] use self-attentional layers with automatically learned weights to attend over neighborhoods’ features. Due to their prominent capability of learning salient interaction, a surge of attempts have been made to apply GATs to various text mining tasks. For instance, Hu et al. [26] proposed a Heterogeneous Graph Attention networks (HGAT) for semi-supervised short text classification. At its core, HGAT embeds heterogeneous information (topics, short texts, and entities) via a dual-level attention mechanism. Huang et al. [27] designed a novel target-dependent graph attention network (TDGAT) to explicitly utilize the dependency relation among words for aspect-level sentiment classification.

Our work is more related to another line of research exploiting GAT for fact verification [34, 51, 52]. In both cases, characterizing interactions between facts (or users in our task) are central to the modeling process. For instance, Zhong et al. [51] constructed an XLNet-based word graph. Then they formed argument-level representations using a graph convolution network to propagate over
the word graph. At last, GAT was incorporated to aggregate useful evidence for the verification task. Similarly, Zhou et al. [52] also employed GAT to perform fact reasoning where each graph node was constructed by concatenating a claim and the corresponding evidence. In these approaches, edge weights are automatically optimized during the propagation process. However, these approaches are not applicable to our task due to the unique challenges of the session-based cyberbullying detection [9]. Therefore, to make the most of GAT, we propose to explicitly introduce the two important bully-indicative features—temporal dynamics and topic coherence—into the edge weight calculation.

3 PROBLEM FORMULATION

We use the following information extracted from a social media session for cyberbullying detection:

- **Comment**: It is a sequence of comments posted by different users in a session. There are two types of comments in general: an initial comment posted by the owner and the subsequent comments. They comprise of the textual information of a session. We represent words in a comment as embeddings and analyze their contextual relation using neural networks.

- **Time**: It is the time stamp of each comment. Informed by previous work [7], we represent time by calculating the time intervals (in minutes) between comments and the initial comment.

- **User**: It denotes the username of each posted comment. Since a user may mention a previous username, we embed each username as a word and encode it into comment representation. We also add the username embedding before the first token of a comment to identify its poster.

- **History**: The historical comments of each user. We collect historical comments from previous sessions and concatenate them into a unified paragraph. 1

Suppose that we have a corpus of sessions \( C \) and each session consists of \( n \) comments, denoted as \( S = \{c_1, c_2, ..., c_n\} \), where \( c_i \) is the \( i \)-th comment in the session. Along with the sessions is the label set \( Y \) indicating whether a session is a bullying (\( y = 1 \)) or non-bullying (\( y = 0 \)) session. A user \( u \in U \) posts comment \( c_i \) with \( p \) words at time \( t_i \). Besides, the user \( u \) also has a set of historical comments, and we concatenate them into one paragraph with \( q \) words as \( h_u = \{w_1^u, w_2^u, ..., w_q^u\} \), \( \forall h_u \in H \). We then define the session-based cyberbullying detection task as:

**Definition.** Given the corpus of sessions \( C \), the associated label set \( Y \), the group of users \( U \), and the historical comments \( H \), the goal of this work is to classify a social media session into the bullying/non-bullying category using the multi-modal information extracted from Comment, Time, User, and History.

4 TGBULLY: THE PROPOSED APPROACH

The goal of this work is to study user interaction in a session to improve the session-level cyberbullying detection. We herein propose TGBully, a principled framework consisting of three modules: (1) a semantic context modeling module that encodes each comment by considering both its textual content and user’s language behavior reflected from her/his historical comments, (2) a temporal graph interaction learning module that constructs a temporal graph and models the dynamic user interaction with a bully-featured GAT. The proposed GAT jointly captures topic coherence and temporal dynamics in the modeling process; and (3) a session classification module that attentively aggregates information from user interaction into a session representation, based on which it then classifies the session into a bullying/non-bullying session. The overall framework of TGBully is illustrated in Fig. 2.

4.1 Semantic Context Modeling

Towards the semantic understanding of texts in a session, the semantic context modeling module utilizes a hierarchical pipeline [7, 49] to form two types of contextualized representations. One is comment representation, which uncovers user intent and emotion through their utterances in the current session. The other is history representation, which encodes user characteristics, e.g., personalities and language patterns reflected from their historical comments.

4.1.1 Comment Encoding. The comment encoding mainly consists of four layers. The first layer is the word embedding, which transforms a \( p \)-word comment \( c = \{w_c^0, w_c^1, ..., w_c^p\} \) to a sequence of high dimensional vectors \( \{w_c^0, w_c^1, ..., w_c^p\} \) via an embedding matrix. The second is a word-level gated recurrent units (GRU) [10] layer. It aims to encode long-term contextual dependency among words. It has been shown that GRU achieves better performance than typical LSTM [23] on small datasets [20], therefore, we use a stack of bidirectional GRUs to model word sequences from both forward and backward directions. The contextualized representation \( r_i^w \) of the \( i \)-th word \( w_i^c \) is calculated as:

\[
 r_i^w = [GRU_u(w_c^i), GRU_d(w_c^i)]. \tag{1}
\]

However, the words in a comment are not equally significant to cyberbullying. To automatically select informative words from a comment, we herein employ word-level attention as the third layer. For the \( j \)-th comment, the aggregated comment representation \( e_j \) is learned as:

\[
 a_j^w = \frac{\exp (\text{tanh}(v_w^w r_j^w + b_w))}{\sum_{k=1}^{p} \exp (\text{tanh}(v_w^w r_k^w + b_w))}, \tag{2}
\]

\[
 e_j = \sum_{i=1}^{p} a_j^w r_i^w, \tag{3}
\]

where \( v_w \) and \( b_w \) are the parameters of the attention network. \( a_j^w \) is the attention weight of the \( i \)-th word. The final layer of this sub-module consists of comment-level bidirectional GRUs that model comments in a temporal order. Then the bi-GRU output representation of the \( j \)-th comment is formulated as:

\[
 r_j^w = [GRU_u(e_j), GRU_d(e_j)]. \tag{4}
\]

4.1.2 History Encoding. As the number of comments posted by a user is rather limited, the goal of history encoding is to better capture users’ language behavior and personality traits mirrored by their historical comments. Survey studies find that bullying behavior has strong connections with both hostility and neuroticism [3, 11]. Neurotic users are more emotional and sometimes even
We argue that these challenges can be effectively tackled by jointly with corresponding comments in the current session. We then use Temporal graph interaction learning module (middle) implicitly encodes the topic coherence and temporal dynamics in the temporal interaction graph where nodes represent user comments and edges represent time intervals between two comments. The session classification module (right) first aggregates the information learned from user interactions into user representation \( u \). It then performs the session-level classification by aggregating all user representations within the session into the session representation.

More irrational, thereby, they are more likely to engage in cyberbullying activities [1]. Further, it has been advocated that the use of historical information in social media is effective for personality prediction [19]. We first associate the learned user characteristics with corresponding comments in the current session. We then use the same semantic context modeling approach described above for user history modeling. In particular, given \( n \) users’ history in a session as inputs, where each history comment comprises \( q \) words, the output contextualized history sequence is \( \{ r^h_1, r^h_2, \ldots, r^h_n \} \).

### 4.2 Interaction Learning in Temporal Graph

The Temporal graph interaction learning module seeks to learn user interaction and capture the repetitive characteristics of cyberbullying behavior. To accomplish this goal, the module first constructs a temporal interaction graph for each social media session. Since GAT can selectively aggregate principle neighbor information via its attentional layers, we use it to implicitly encodes the topic coherence and temporal dynamics between different users in the graph.

We begin by illustrating how the temporal graph interaction learning module can effectively address the two major challenges for modeling user interactions in a session. To recall, as most comments are directed towards the owner of the session, the first challenge is that social graph based on reply and friendship relation can be sparse; the second challenge relates to the unique characteristic of cyberbullying – repetition: content similarity and time proximity. We argue that these challenges can be effectively tackled by jointly modeling the topic coherence and the temporal dynamics in a session. The two aspects improve our understandings of the discussed topics and temporal correlation across time.

We first construct the temporal graph where the nodes are user comments and the edges are time intervals between comments. Each comment in our graph is inherently connected, consequently, they will not be bounded by sparse and uneven reply relationships between their users. We then propose to encode the topic coherence and temporal dynamics in the temporal graph jointly in a unified framework. The affinity level of two neighbor user comments, namely, their content similarity and time proximity, is automatically determined and propagated through the edges of the temporal graph. At its core, the temporal graph interaction learning module leverages GATs to aggregate neighbor information (i.e., comments) according to their affinity levels.

#### 4.2.1 Temporal Graph

The user interaction is implicitly learned by capturing their comment interaction in the temporal graph. Specifically, we first transform the session into a fully connected graph, where we establish connectivity between two arbitrary comments. In the temporal graph, comments are viewed as graph nodes and time intervals between them are viewed as edges. Informed by recent advances in GNNs [26, 27], we incorporate a graph attention neural network [46] to automatically aggregate information from neighbor nodes to the central node. Different significance levels of neighbor nodes are weighted by their edge weights. The GAT network encodes the temporal-level and topic-level relatedness between the central node and neighbors by introducing them into the calculation of edge weights. Then it propagates interactive signals to the central nodes by aggregating neighbors nodes according to their edge weights. Additionally, we consider self-propagation to reserve the original content information of each node. Since our temporal graph is already fully-connected, instead of stacking multiple graph layers, we only perform one-hop graph aggregation. For the \( j^{th} \) comment in the temporal graph, we denote its node

---

*Empirical experimental results also prioritize the one-hop graph aggregation.*
we detail how to learn the topic coherence and temporal dynamics

where \( W_c \) is the transformation matrix of the graph network. \( t_{k,j} = t_j - t_k \) is the time interval between two comments. \( \pi(r^c_k, r^c_j, t_{k,j}) \) denotes the weight of edge connecting node \( r^c_k \) and \( r^c_j \). It is a decaying factor that controls the relative contribution each neighbor makes to the central node. We detail the implementation of \( \pi(r^c_k, r^c_j, t_{k,j}) \) later.

4.2.2 Topic coherence. Semantic relatedness between comments in a session can reveal users’ reactions and attitudes towards the commenting behavior of other users. For instance, a group of users may repeat the offensive terms used in a previous post to humiliate the victim. Such language repetition reflects and reinforces their aggressive motivations and potential power imbalance between bullies and victims. Crucially, capturing such topic-level repetition is useful for cyberbullying detection.

Our proposed approach is based on an important observation: In the embedding space, two comments usually locate in close proximity if they share similar content or they are coherent in the topical discussion. To measure such proximity, we compute the embedding similarity \( \pi_{\text{topic}} \) of comments by taking dot products of their transformed node vectors in the graph. Formally,

\[
\pi_{\text{topic}}(r^c_k, r^c_j) = \langle W_c r^c_k, W_c r^c_j \rangle, \tag{6}
\]

where \( r^c_k \) and \( r^c_j \) are two nodes representing two arbitrary user comments. \( W_c \) is the graph transformation matrix.

4.2.3 Temporal dynamics. In addition to the topic coherence, temporal proximity is also an important feature for repetition. Instead of being immediate one-off responses, previous research discovered that cyberbullying sessions receive a more steady stream of comments that are consecutive in time [41]. It is also common to observe bursts of comments in which several bully users gang up on a victim in a bullying session [2]. Both the steady stream of replies and a sudden burst of comments can be recognized by capturing intervals between each chronological pair of comments. Thus, we further integrate the time-lapse factor into the constructed temporal graph. Specifically, we calculate the time interval of comments and project it into the graph embedding space as below:

\[
\pi_{\text{time}}(t_{k,j}) = W_{t_{k,j}} = W_t(t_j - t_k), \tag{7}
\]

where \( W_t \) is the time transformation coefficient and \( t_{k,j} \) denotes the time interval.

4.2.4 Joint modeling. The ultimate goal of this work is to improve cyberbullying detection with user interaction modeling. Here, we detail how to learn the topic coherence and temporal dynamics of user interaction in a unified framework such that the cyberbullying detection performance can be optimized. One empirical observation is that the affinity level of two comments should be enhanced when they: (1) discuss consistent and coherent topics; and (2) appear closely in the time scope. Therefore, we integrate the topical factor \( \pi_{\text{topic}} \) and the temporal factor \( \pi_{\text{time}} \) into the learning of the edge weight \( \pi(r^c_k, r^c_j, t_{k,j}) \):

\[
\pi(r^c_k, r^c_j, t_{k,j}) = \tanh(\pi_{\text{topic}}(r^c_k, r^c_j) + \pi_{\text{time}}(t_{k,j})). \tag{8}
\]

Note that for simplicity, we only utilize dot products of two nodes and add the results to the transformed time intervals. Further explorations of the edge weight calculation, such as alternative forms of attention mechanism and different ways of combining the two components, are left as future work. By modeling user interactions via the bully-featured GAT – GAT that encodes topic coherence and temporal dynamic jointly, we mimic the information flow in the social network to capture the evolution of the discussed topics and the repetitive characteristics of cyberbully.

4.3 Session Classification

The session classification module aims to classify a social media session into a bullying or non-bullying session. In particular, it first aggregates user’s history representation \( h^u \) and graph representation \( g \) into a unified user representation \( u \). Then it incorporates a user-level attention network to select informative users to form the final session representation \( s \), which is used for the final classification task.

While examining users’ historical comments, an important notion is that some users show similar language behavior over time. For example, a user who constantly bullies others comments with offensive remarks whatever s/he is involved in an online discussion. By contrast, a user who occasionally bullies others may make offensive comments only once. Under such circumstance, her/his historical comments may not be informative enough to recognize the user’s bullying tendency in the current session. Considering the relative importance of historical information for each user, we here use a gating mechanism to automatically weigh the relative importance of comments in the current session and user history. For the \( j \)-th comment in session \( s \), the merged user representation \( u_j \) is formulated as below:

\[
u_j = \beta_j \odot r^h_j + (1 - \beta_j) \odot g_j, \tag{9}\]

\[
\beta_j = \sigma(W_h r^h_j + W_g g_j + b_c), \tag{10}\]

where \( W_h, W_g \) and \( b_c \) are trainable parameters. \( \sigma \) is the sigmoid activation function, and \( \beta_j \) is the controlling weight. Since different user comments are not equally relevant to cyberbullying detection, we aggregate them using a user-level attention mechanism. The final session representation \( s \) is learned as:

\[
\alpha_j^s = \frac{\exp(\tanh(v^s_f \times u_j + b_s))}{\sum_{k=1}^{n} \exp(\tanh(v^s_f \times u_k + b_s))}, \tag{11}\]

\[
s = \sum_{j=1}^{n} \alpha_j^s u_j, \tag{12}\]

where \( v_s \) and \( b_s \) are parameters of the attention network, and \( \alpha_j^s \) is the attention weight of the \( j \)-th user. For session-level cyberbullying detection, we feed \( s \) into a single-layer dense network and predict its label \( y \), where \( y = 1 \) indicates a bullying case.

5 EXPERIMENTS

In this section, we begin by an introduction of the benchmark datasets for session-based cyberbullying detection. We then detail the experimental setup including the baselines, evaluation metrics,
We conduct experiments on two benchmark datasets collected from Vine and Instagram: one of the top five networks with the highest percentage of users reporting experience of cyberbullying [42]. For each media-session, this dataset provides the labeled image content, the textual content of comments and the arrival time of comments. In addition, the user-post relationship and sentiment similarity between posts are used to guide the prediction. 

**SelfAtt** [44]. It incorporates multi-head self-attention mechanism to model context dependency in sentences. In addition to word-level attention, we apply a similar comment-level attention to model relation between different comments.

**HAN** [49]. A hierarchical bi-directional GRU framework is used to model sessions at both word level and comment level.

**SICD** [13]. A sentiment enhanced feature-based cyberbullying model. User-post relationship and sentiment similarity between posts are used to guide the prediction.

**Soni & Sign** [41]. A cyberbullying model that exploits temporal information and activity levels in sessions. Textual, social and temporal features are simultaneously utilized for classification.

**HANCD** [7]. A multi-task cyberbullying model based on HAN. It adds a time interval prediction subtask to exploit temporal dynamics within sessions.

For LR, SVM, and XGBoost, we use word-level tf-idf of user comments as textual features and number of likes and follows as social features. We use the same word embedding for TG-Bully and all neural text classification models. Hyperparameters are tuned to optimize performance. We set the parameters as reported in the original papers for all cyberbullying detection models. One of the challenges in cyberbullying detection is the data scarcity problem.

### 5.2 Experimental Setup

For each dataset, we randomly sample 80% sessions for training, 10% for validation, and 10% for testing. Session length is set as 140 and sentence length is 30. We use the pretrained 400-dim Twitter embedding [18] as the textual input. The sentence-level Bi-GRU has 2×32 hidden states and the session-level Bi-GRU has 2×64. The dropout rate is 0.2. We repeat each experiment 5 times and report their average performances and standard deviations.

**Evaluation Metrics.** We use three widely recognized evaluation metrics in cyberbullying detection tasks, i.e., recall, micro F1, and AUC. We pay special attention to recall scores as the frequency of bullying sessions in the real-world is typically much lower compared to that of non-bullying sessions. Further, we report the micro F1 score for the interest of cyberbullying instances.

**Baselines.** We compare TG-Bully with three categories of baselines: feature-based models (LR, SVM and XGBoost), neural text classification models (CNN, LSTM, SelfAtt and HAN), and cyberbullying detection models (SICD, Soni & Sign and HANCD). Specifically,

- **LR.** Logistic Regression is a commonly used binary classifier. It estimates and optimizes parameters of a logistic model.
- **SVM** [12]. Support Vector Machine (SVM) is a non-probabilistic binary classifier. It maximizes the functional margin between positive and negative classes.
- **XGBoost** [6]. It is a highly scalable and efficient tree boosting system. The decision tree-based algorithm uses several regularization and parallelization techniques to improve overall performances.
- **CNN** [30]. The original implementation uses convolutional neural network (CNN) to classify single sentences. We apply it at comment level and average comment representations to form session representations.
- **LSTM** [23]. It designs long short-term memory units for context modeling. Similarly, we use it to model comments and classify sessions with averaged comment representations.
- **SelfAtt** [44]. It incorporates multi-head self-attention mechanism to model context dependency in sentences. In addition to word-level attention, we apply a similar comment-level attention to model relation between different comments.
- **HAN** [49]. A hierarchical bi-directional GRU framework is used to model sessions at both word level and comment level.
- **SICD** [13]. A sentiment enhanced feature-based cyberbullying model. User-post relationship and sentiment similarity between posts are used to guide the prediction.
- **Soni & Sign** [41]. A cyberbullying model that exploits temporal information and activity levels in sessions. Textual, social and temporal features are simultaneously utilized for classification.
- **HANCD** [7]. A multi-task cyberbullying model based on HAN. It adds a time interval prediction subtask to exploit temporal dynamics within sessions.

For LR, SVM, and XGBoost, we use word-level tf-idf of user comments as textual features and number of likes and follows as social features. We use the same word embedding for TG-Bully and all neural text classification models. Hyperparameters are tuned to optimize performance. We set the parameters as reported in the original papers for all cyberbullying detection models. One of the challenges in cyberbullying detection is the data scarcity problem.

### Table 1: Statistics of the Instagram and Vine dataset.

| Datasets  | # Sessions | # Bully | # Non-bully | # Comments |
|-----------|------------|---------|-------------|------------|
| Instagram | 2,218      | 678     | 1,540       | 155,260    |
| Vine      | 970        | 304     | 666         | 78,250     |

and implementations. The focus of this section lies in answering the following questions:

- **RQ1:** How does TG-Bully fare against existing cyberbullying detection models w.r.t. predictive performance?
- **RQ2:** How does each module of TG-Bully contribute to the overall model performance?
- **RQ3:** As real-world cyberbullying datasets are often imbalanced, how does the data imputation techniques (e.g., oversampling) influence the session-level cyberbullying detection?
- **RQ4:** Apart from the session-level prediction, can TG-Bully effectively recognize cyberbullying instances at the comment-level?

### 5.1 Data

We conduct experiments on two benchmark datasets collected from Instagram [25] and Vine [36]. Both datasets were crawled using a snowball sampling method and manually annotated via the crowd-sourcing platform CrowdFlower. Definitions of cyberbullying were provided for five annotators at the beginning of the labeling process. A session is considered a cyberbullying session if no less than three people labeled it as bully. Sessions were removed from the dataset if they contain less than 15 comments. Statistics of the two datasets are illustrated in Table 1.

**Instagram:** Instagram³ is a media-based social network where users post, like, and comment on images. It has been reported as one of the top five networks with the highest percentage of users reporting experience of cyberbullying [42]. For each media-session, this dataset provides the labeled image content, the textual content of comments and the arrival time of comments. In addition, the user of each comment is identified along with social network properties (user IDs of their likes, followers, and followings) and historical information (comments and likes in earlier sessions). In total, this dataset contains 2,218 media sessions with an average number of 72 comments in each session. For each comment, the average number of words is 12.

**Vine:** Vine⁴ is a mobile application that allows users to upload, like, and comment on six-second looping videos. For each video session, along with the video content, this dataset also records content, time, and associated user IDs of each comment. However, different from the Instagram dataset, this dataset doesn’t provide users’ historical comments. Instead, it provides user profile information such as location, profile description, and social network properties (user IDs of their followers and followings). In implementation, we substitute user historical comments in the history encoding module with their profile description. On average, there are 81 comments per session and 8 words per comment.

³https://www.instagram.com/
⁴https://vine.co/
To answer the question in RQ1, we compare the performances of all baseline methods with TGBully’s on the Instagram and Vine datasets. The results are reported in Table 2 and 3.

Table 2: Evaluation results of different methods on the Instagram dataset.

|               | 50%    | 100%    |
|---------------|--------|---------|
|               | Recall | F1     | AUC  | Recall | F1     | AUC  |
| LR            | 52.74±4.48 | 64.05±2.93 | 73.89±1.94 | 59.06±3.79 | 69.12±2.86 | 76.97±1.75 |
| SVM           | 55.93±4.80 | 66.31±3.36 | 75.28±2.20 | 59.32±3.85 | 69.03±2.94 | 76.94±1.77 |
| XGBoost       | 69.05±5.71 | 72.25±1.59 | 79.63±1.16 | 71.55±3.64 | 75.25±2.09 | 81.68±1.57 |
| CNN           | 67.41±4.53 | 66.67±0.95 | 83.39±1.15 | 70.51±5.84 | 67.12±1.53 | 84.00±1.37 |
| LSTM          | 64.18±2.24 | 66.63±1.37 | 82.22±2.45 | 70.01±8.37 | 67.42±1.60 | 83.87±1.59 |
| SelfAtt       | 66.73±6.24 | 72.17±5.40 | 90.30±1.92 | 74.05±4.88 | 74.45±3.00 | 89.32±1.37 |
| HAN           | 71.69±4.24 | 75.01±1.74 | 90.07±1.40 | 78.21±7.02 | 76.99±1.99 | 91.16±1.02 |
| SICD          | 62.53±4.53 | 69.71±2.38 | 79.92±1.27 | 76.87±3.79 | 70.55±1.29 | 86.24±1.16 |
| Soni & Sign   | 65.67±5.32 | 70.68±1.87 | 84.19±0.82 | 72.06±4.01 | 72.59±1.43 | 88.06±1.24 |
| HANCD         | 78.39±3.69 | 76.40±2.17 | 91.63±2.13 | 76.91±5.46 | 77.55±2.14 | 91.32±1.29 |
| TGBully       | 77.64±4.70 | **78.12±2.04** | **91.81±0.98** | **82.57±3.10** | **80.97±2.03** | **92.91±1.30** |

Table 3: Evaluation results of different methods on the Vine dataset.

|               | 50%    | 100%    |
|---------------|--------|---------|
|               | Recall | F1     | AUC  | Recall | F1     | AUC  |
| LR            | 47.42±5.32 | 55.92±3.21 | 63.72±2.25 | 50.00±4.06 | 59.65±3.31 | 65.85±2.30 |
| SVM           | 47.69±4.98 | 57.22±3.17 | 64.31±2.42 | 48.48±3.28 | 60.38±2.76 | 66.81±1.78 |
| XGBoost       | 63.11±4.95 | 61.32±2.89 | 69.82±1.88 | 64.54±3.77 | 64.00±3.12 | 70.75±1.42 |
| CNN           | 60.50±6.90 | 53.97±2.43 | 67.07±0.70 | 61.61±2.27 | 56.56±1.40 | 72.65±2.01 |
| LSTM          | 60.12±8.23 | 57.76±1.78 | 73.64±4.17 | 62.76±9.77 | 58.91±2.61 | 73.04±5.05 |
| SelfAtt       | 53.00±7.29 | 59.46±4.33 | 81.77±1.60 | 59.83±6.56 | 64.49±3.18 | 81.39±1.74 |
| HAN           | 71.11±6.28 | 66.54±2.11 | 82.13±1.77 | 70.04±2.93 | 68.10±2.26 | 82.32±1.18 |
| SICD          | 61.72±5.24 | 58.43±5.75 | 76.74±1.64 | 66.82±3.92 | 62.76±2.38 | 78.56±2.52 |
| Soni & Sign   | 64.50±5.98 | 60.47±2.43 | 80.27±1.35 | 64.48±5.24 | 63.49±1.97 | 80.33±3.27 |
| HANCD         | 68.39±3.94 | 67.10±3.08 | **83.62±2.08** | **71.05±4.66** | **68.01±2.86** | **82.76±3.13** |
| TGBully       | **75.17±6.52** | **68.64±3.78** | **83.54±3.35** | **70.18±6.65** | **69.35±2.04** | **83.05±2.67** |

Therefore, to investigate how much these models rely on the labeled data, we also construct another training set by randomly sampling half of the original training data. We report results for both cases with half and full training data.

5.3 Performance Evaluation

To answer the question in RQ1, we compare the performances of all baseline methods with TGBully’s on the Instagram and Vine datasets. The results are reported in Table 2 and 3.

Comparing TGBully with other cyberbullying baselines that also consider temporal analysis, we observe that: (1) TGBully consistently achieves the best performances in most cases with different datasets and training ratios. This is in part because our approach effectively models user interactions in a graph attention neural network with a focus on temporal dynamics and topic coherence of a session. The joint modeling of the two bully-indicative aspects further leads to better recognition of the repetitive characteristics of cyberbullying behavior. The improvement also comes from the modeling of user personality traits and language behavior from users’ historical comments while learning user interaction. (2) Large variations are observed in the results of all methods, especially when there is less training data. This reveals the necessity of using larger datasets in order to further improve the performance of cyberbullying detection. This result is also evidenced by recent findings in [9], which states that TGBully improves the performance by a smaller margin over baselines with the Vine dataset as Vine has fewer samples and we do not have access to the historical comments of its users.

By comparing different methods’ performances, we also conclude that: (1) Neural models achieve substantially better performances than feature-based methods, especially w.r.t. Recall and AUC. Rather than representing session information with raw features, neural networks incorporate pretrained word embeddings that have rich semantic meanings and are fine-tuned during the training process. Another important reason is that neural models can better capture context dependency between words, leading to high-quality session representations, even with highly imbalanced datasets. (2) Another observation is that explicitly modeling the hierarchical structure
can further improve the performance. Hierarchical neural models (SelfAtt, HAN, HANCD, and TGBully) outperform standard neural models (CNN and LSTM) partly because they better capture the interaction between different comments and consider their relative importance in a session. (3) Introducing additional temporal and sentiment information enhances both feature-based models and text classification models. For instance, SICD and Soni & Sign introduce sentiment and temporal modeling respectively, and both methods outperform LR and SVM methods by a large margin. Similarly, HANCD and TGBully improve over HAN model by modeling the temporal dynamics in a session.

5.4 Ablation Study

This set of experiments seeks to examine the impact of each module of TGBully on the overall performance (RQ2). Here, we use the Instagram dataset as a working example because similar findings can be observed with Vine. Results are reported in Fig. 3. We use the leave-one-out scheme to evaluate the impact of each of the three aspects − topic coherence, temporal dynamics, and historical comments − on the performance of TGBully. We also include HAN for reference because TGBully will be converted to HAN when the modeling of the three aspects is removed simultaneously.

From Fig. 3, we observe that all three aspects are important to session-level cyberbullying detection. In particular, the performance of TGBully exacerbates the most when topic coherence is removed from the learning process. Therefore, it is crucial to model semantic interaction between comments. By explicitly connecting the edge weights to the modeling of topic coherence, TGBully enforces the correlations between semantically related comments meanwhile reduces the noise induced by unrelated comments. Modeling temporal dynamics also brings substantial performance improvement. Results show that transforming time intervals between comments into edge weights in the temporal graph can help capture the evolving characteristics of sessions. Moreover, the consideration of historical comments also enhances the performance of TGBully, indicating the effectiveness of modeling users’ personalities and language behavior for cyberbullying detection. By combining all three aspects together, TGBully can achieve the best performance overall.

5.5 Influence of Data Imbalance

Cyberbullying datasets are typically imbalanced. A common solution to extremely skewed data is data imputation, e.g., data oversampling. To further examine how the common data imputation techniques impact the model performance (RQ3), we artificially create a balanced dataset by oversampling data from the minority class. Specifically, We use SMOTE [5] to synthesize new bullying examples in the feature space and illustrate the performance comparisons of various methods in Table 4. We observe that oversampling brings converse effects to different methods. It improves performances of LR, SVM, XGBoost, and LSTM, and decreases that of HAN, HANCD, and TGBully. Two reasons may account for this. First, methods such as LR, SVM, XGBoost, and LSTM only exploit semantic information of comments. Since they capture information from a single modality, their classifiers may benefit from a more balanced data distribution in the feature space. Second, other approaches (HAN, HANCD, and TGBully) exploit multi-model information, e.g., comment hierarchy, temporal dynamics, and user history. Nevertheless, synthetic data assumes independence between different modalities and ignores their correlation. Thus, they may add extra noise to models and harm their performances.

5.6 Case Study

To answer RQ4, we investigate the capability of our model to detect bullying instances at the comment-level. Here, we use the comment-level attention weights that indicate the relative importance of each user comment for classification. The underlying assumption is that comments with higher attention weights are more likely to be bullying instances. To validate this, we ask three graduate students (two from computer science and one from psychology) to manually annotate the user comments in a total number of 100 sessions. The final label of each comment is determined by a majority vote. Among the 100 sessions with comment-level labels, we randomly select a cyberbullying session and a non-bullying session for illustration. We aim to visually testify the effectiveness of our method and answer RQ4. The results can be seen in Fig. 4. In addition to the user-level attention weights, we also present graph weights and word-level attention weights in TGBully.

From Fig. 4, we make the following observations: (1) TGBully can effectively recognize bullying users (comments) based on the learned attention weights. As illustrated in Fig. 4(a), as the 2nd, 4th, and 5th comments contain humiliating words, they are predicted with higher weights indicating a high probability of being bullying comments. We found that the results are lined with ground-truth labels. In contrast, comments in Fig. 4(b) are non-bullying and their attention weights are more evenly distributed. (2) TGBully encodes temporal dynamics and topic coherence between comments via
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Figure 4: Visualization of various types of weights within a session. Shades of purple and blue denote user-level and word-level attention weights respectively. Green mesh grids denote graph weights between users (i.e., their comments), where grid at the $i^{th}$ row and $j^{th}$ column represents weight $w_{ij}$. Darker color represents higher weights.

(a) A bullying example.

(b) A non-bullying example.

6 CONCLUSION AND FUTURE WORK
In this work, we make a novel observation that in a social media session, user interaction is embodied by the relations between their posted comments, and such interaction dynamically evolves with time. We further show that the topic coherence and temporal dynamics in the modeling of user interactions jointly contribute to capturing the repetitive characteristic of cyberbullying behavior.

The core contribution of this work is the proposed TGBully, a temporal graph-based cyberbully detection framework with a focus on user interaction. TGBully consists of three modules. The first semantic context modeling module hierarchically constructs user comments from sequences of words and infers users’ language behavior and personality from their historical comments. The second temporal graph interaction learning module first constructs the user interaction graph. It then encodes the topic coherence and temporal proximity through a bully-featured GAT. The third session classification module aggregates the information learned from user interaction in a session and performs the final session-level classification. We empirically evaluate the effectiveness of our approach with the tasks of session-level bullying detection and comment-level case study.

Our work opens several key avenues for future work. One such direction is to combine the explicit reply/social network with the introduced implicit temporal graph to together model the user interaction in a social media session. Additionally, we can incorporate other important aspects of cyberbullying into the temporal interaction graph. For instance, we can consider different roles of users (e.g., bullies and victims) and study how the role of a user evolves over time in the graph modeling process. Further investigations are needed to apply TGBully to detecting comment-level cyberbullying instances at scale.
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