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Abstract

While state-of-the-art contrastive Self-Supervised Learning (SSL) models produce results competitive with their supervised counterparts, they lack the ability to infer latent variables. In contrast, prescribed latent variable (LV) models enable attributing uncertainty, inducing task specific compression, and in general allow for more interpretable representations. In this work, we introduce LV approximations to large scale contrastive SSL models. We demonstrate that this addition improves downstream performance (resulting in 96.42% and 77.49% test top-1 fine-tuned performance on CIFAR10 and ImageNet respectively with a ResNet50) as well as producing highly compressed representations (588× reduction) that are useful for interpretability, classification and regression downstream tasks.

1 Introduction

Learning meaningful representations without human domain knowledge has been a long-standing goal of machine learning. Recent work in large scale SSL (Chen et al., 2020a,b; Alayrac et al., 2020; Grill et al., 2020; Caron et al., 2020; Zbontar et al., 2021; Caron et al., 2021) has advanced this pursuit and narrowed the gap against fully supervised models, all the while relaxing the use of potentially biased human labels. And yet, the SSL methods and toolkits lack a method to add interpretable, prescribed distributions into the representation learning process. In this work, we address this shortcoming through the introduction of Bernoulli and Isotropic-Gaussian latent variables into the SimCLR (Chen et al., 2020a) contrastive learning framework.

The use of Bernoulli latent variables enables extracting meaningful discrete representations of image data, providing a natural means of data dependent compression that is useful for downstream tasks such as classification and regression. Interestingly, we find that the use of discrete latent variables improves downstream performance when fully finetuning the representation learning backbone, outperforming SimCLR (Chen et al., 2020a) on CIFAR10 and ImageNet1000 (Deng et al., 2009).

2 Background

In this work we focus on large scale contrastive learning, where we optimize the InfoNCE objective (van den Oord et al., 2018; Chen et al., 2020a). InfoNCE generalizes Noise Contrastive Estimation (NCE) by using variates from the empirical data distribution, \( \{x_i, x_j\} \sim p(x) \), mapping them through networks, \( g_\theta \) and \( f_\theta \), to a representation \( v = (g_\theta \circ f_\theta)(x) \). \( f_\theta \) is typically referred to as the backbone and \( g_\theta \) as the InfoNCE head. While NCE samples negative variates from a naive prior, \( v \sim p(v) \), InfoNCE uses true variates in a multi-sample un-normalized bound: (Poole et al., 2019)

\[
L_{\text{InfoNCE}}^{(i,j)} = -\log \frac{\exp(\text{sim}(v_i, v_j)/\tau)}{\sum_{k=1}^{2N} \mathbb{1}_{[k \neq i]} \exp(\text{sim}(v_i, v_k)/\tau)}.
\]
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The similarity operator \((\text{sim})\) from Equation 1 typically is modeled with a cosine-similarity on the representation feature vectors \(\{v_i, v_j\}\), with a controllable temperature hyper-parameter \(\tau\).

### 3 Stochastic Contrastive Learning (StochCon)

Figure 1: StochCon without multi-crop (Caron et al., 2020) using plate notation. Following Chen et al. (2020a), two data augmentation operators \(t, t'\) are sampled from the augmentation family \(\mathcal{T}\), producing views \(\hat{x}, \hat{x}'\). A backbone network \(f\) is applied to each example, producing \(h, h' \in \mathbb{R}^{D_{\text{Backbone}}}\) (we include spatial pooling in our definition of \(f\)). On the bottom branch, the \(h'\) specifies the natural parameters of a distribution \(q(z; \pi(h))\), via an encoder \(\pi : \mathbb{R}^{D_{\text{Backbone}}} \rightarrow \mathbb{R}^{D_{\text{Latent}}}\). Variates \(z' \sim q\) are decoded by \(\rho : \mathbb{R}^{D_{\text{Latent}}} \rightarrow \mathbb{R}^{D_{\text{Backbone}}}\) and compared using the standard \(L_{\text{InfoNCE}}\) (Equation 1) using the head \(g\). This work’s contribution is the stochastic mapping \(\phi' \mapsto z' \mapsto h''\). Gray circles denote random variables. Bottom branch negative variates are reparameterized in the same manner.

```
Algorithm 1 StochCon

\textbf{Require:} Data: \(x \sim p(x), t \sim \mathcal{T}(x)\)
\textbf{Require:} Models: \(f_\theta :\) backbone, \(g_\theta :\) head, \(\{\pi_\theta, \rho_\theta\} :\) projectors

\textbf{while} not converged \textbf{do}
\hspace{1em}\{\hat{x}, \hat{x}'\} = \{t \circ x, t' \circ x\} \quad \triangleright \text{Augment input with \(\{t, t'\}\)}
\hspace{1em}\{h, h'\} = \{f_\theta(\hat{x}), f_\theta(\hat{x}')\} \quad \triangleright \text{Produce representations}
\hspace{1em}\phi' = \pi_\theta(h') \quad \triangleright \text{(optional) Bottleneck projection}
\hspace{1em}z' \sim q_\theta(z|x) \quad \triangleright \text{Pathwise differentiable (Mohamed et al., 2020) latent variable.}
\hspace{1em}h'' = \rho_\theta(z') \quad \triangleright \text{(optional) Bottleneck upsampler}
\hspace{1em}\{v, v'\} = \{g_\theta(h), g_\theta(h')\} \quad \triangleright \text{InfoNCE projection}
\hspace{1em}\min_\theta L_{\text{InfoNCE}}(v, v')
\textbf{end while}
```

We describe our model in Algorithm 1 and Figure 1. We modify SimCLR (Chen et al., 2020a) by forcing bottom branch variates through a pathwise differentiable (Mohamed et al., 2020) distribution, \(z' \sim q_\theta(z|x)\). Importantly, \(z'\) can be optionally projected to a lower dimensional space, \(|z'| \ll |h|\), through linear projection layers, \(\{\pi_\theta, \rho_\theta\}\). Upon ablation, we observe minimal performance degradation when projecting one branch of the SimCLR model through a low dimensional distribution, with the advantage of having more interpretable features (Section 4.1).

In this work, we explore the isotropic-Gaussian (Kingma & Welling, 2014) and Gumbel-Bernoulli (Jang et al., 2017; Maddison et al., 2017) distributions. We apply the differentiable distribution on the output of the backbone model \(f_\theta\), given an optional bottleneck projection \(\pi_\theta\).

### 4 Experiments

**Training details** Following Chen et al. (2020a), all models train with a batch size of 4096, the LARS optimizer (Huo et al., 2021) with linear warmup (Goyal et al., 2017) and a single cycle cosine annealed learning rate schedule (Goyal et al., 2017; Smith & Topin, 2017). We use DINO augmentations (Caron et al., 2021) (2-global views + 8-local views (Caron et al., 2020)) for all SimCLR
variants. For the Gumbel-Bernouilli distribution, the temperature is annealed from 1.0 → 0.1 using a single cycle cosine schedule during training. Finetuning procedure is described in Appendix A.3. Model performance for linear-probes on a non-updated (Frozen) and fine-tuned (Fine-Tuned) backbone is given in Table 1. We observe that StochCon (Fine-Tuned) outperforms an equally tuned SimCLR model, as well as a supervised model with the same ResNet50 and ResNet200 (He et al., 2016) architectures, while the Frozen probe is competitive. We validate that this performance difference does not arise purely from the Gumbel-Bernoulli through ablations presented in Appendix A.2.

Table 1: Summary test top-1% for CIFAR10 and ImageNet1000.

| Model          | CIFAR10-ResNet50 | ImageNet-ResNet50 | ImageNet-ResNet200 |
|----------------|------------------|-------------------|--------------------|
|                | Fine-Tuned       | Frozen            | Fine-Tuned         | Frozen            | Fine-Tuned        | Frozen            |
| StochCon Bern  | 96.42            | 91.96             | 77.49              | 67.00             | 80.24             | 64.25             |
| StochCon Iso-Gauss | 96.08         | 92.40             | -                  | -                 | -                 | -                 |
| Supervised     | 95.00            | -                 | 76.13              | -                 | -                 | -                 |
| SimCLR         | 94.35            | 91.67             | 76.37              | 71.34             | 79.82             | 73.52             |

4.1 Ablations

To evaluate the benefits of our StochCon framework, we propose a series of ablations. In Figure 2-Left, we train StochCon Bernoulli models with varying bottleneck $d'$ dimensions and present the top-1 Frozen performance of each model. Results show that StochCon is robust to variadic sized latents. We believe this robustness is due to the model learning to compare a full $h \in \mathbb{R}^{2048}$ dimensional vector to an upsampled low dimensional latent, $z' \in \mathbb{R}^{D}$.

In Figure 2-Right, we analyze the mean $F_1$ performance for a multi-class Random Forest evaluated by varying the number of feature units. Surprisingly, we find that to accurately classify CIFAR10, the StochCon model with a 64 dimensional latent Gumbel-Bernoulli only requires 11 binary feature units. We also observe that performance decreases for the Isotropic-Gaussian as we increase the latent dimensionality, holding the number of Random Forest units constant. Note that this does not happen in the Gumbel-Bernoulli case, as this variable does form distributed representations in the way an Isotropic-Gaussian does.

Figure 2: Left: Ablation over bottleneck latent dimensions for Bernoulli-StochCon. Right: Mean $F_1$ performance across all classes on CIFAR10 for a multi-class Random Forest, varying the number of feature units. Units are identified on the training set using Random Forest feature importance under 5-fold stratified sampling. Performance is the mean over the held-out test sets.

4.2 Isotropic-Gaussian StochCon and variance collapse

Since StochCon does not constrain the latent variable distribution, we observed that in the case of a learned variance where $z' \sim \mathcal{N}(\mu(h'), \sigma^2(h'))$, the learned variance, $\sigma^2(h')$ would triv-
ially collapse to 0. To work around this and provide meaningful uncertainties, we force the network to learn to estimate variances of the opposing set of views, so that $z' \sim N(\mu(h'), \sigma^2(\pi(h)))$.

We validate this below in Figure 3 and find that as the bottleneck dimension reduces, the model learns to rely more on the available stochasticity.

Figure 3: CIFAR10 test top-1 (Left) and test aggregate variance, $\text{Var}_x[q_0(z|x)]$, (Right) for varying isotropic-Gaussian bottleneck dimensions.

### 4.3 Countable metrics for Bernoulli-StochCon

Since StochCon works with discrete representation vectors, it enables analysis through countable metrics. We present the average count of representation bits for the $\mathbb{R}^{2048}$ dimensional StochCon Bernoulli model in Figure 4. We ablate four different variants: {hard bottom, hard top, soft bottom, soft top}. The difference between these variants is where the distribution is applied: the top-* models apply the reparameterization on the global image views (Caron et al., 2020), while the bottom-* models apply them on the local views (Caron et al., 2020). The hard-* models use a differentiable mechanism to always feed-forward discrete variates (see Appendix Section A.1), while the soft-* models use the standard variates extracted from the Gumbel-Bernoulli distribution.

Figure 4: CIFAR10 average bit counts, aggregated across training (Left) and test (Right) datasets.

At the beginning of training we observe that the average number of active bits is approximately half of the available $\mathbb{R}^{2048}$ but as training progresses this quantity decreases. Note that this does not imply that the model does not use the zero valued bits, but rather provides an alternative method to analyze model performance. For reference in Figure 4-Right we also include the test active bits for the 512 dimensional bottleneck model (soft-top 512). We observe that when the model is capacity restricted it uses all available Bernoulli latents (50% of its representation for zeros, 50% for ones).
5 Conclusion

In this work, we present a novel formulation that enables the use of latent variables in large scale contrastive self-supervised models. We demonstrate that in addition to improving downstream performance these models reveal that in practice competitive discriminative performance on CIFAR10 can be achieved with as few as 11 bits (Figure 2). Future work will explore further latent variable models such as the pathwise Beta distribution (Figurnov et al., 2018) and non-parametric latents such as normalizing flows (Rezende & Mohamed, 2015).
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A Appendix

A.1 Discrete Gumbel-Bernoulli variates

The Gumbel-Bernoulli distribution in its naive form returns non discretized variates when the temperature, $\tau$, is high. However, a well known trick to extract proper discrete variates is summarized in the pytorch code below.

```python
import torch

def compute_hard(relaxed: torch.Tensor) -> torch.Tensor:
    """Produce a hard version of relaxed as a differentiable tensor.
    :param relaxed: the relaxed estimate
    :returns: hard bernoulli with 0s and 1s
    :rtype: torch.Tensor
    """

    hard = relaxed.clone()
    hard[relaxed < 0.5] = 0.0
    hard[relaxed >= 0.5] = 1.0
    hard_diff = hard - relaxed  # sub the relaxed tensor backprop path
    return hard_diff.detach() + relaxed  # add back to keep bp path
```

Listing 1: Hard Gumbel-Bernoulli variates.

A.2 SimCLR Finetuning and Supervised Bernoulli

To validate that the performance difference in Table 1 was not purely from the finetuning process we perform two experiments:

1. **ImageNet finetuning**: In Figure 5-Left we finetune multiple SimCLR models over various epoch intervals: {20, 40, 60, 80, 100} and observe that SimCLR does not exceed the reported 76.37% top-1 reported in Table 1 for ImageNet.

2. **CIFAR10 Bernoulli**: In Figure 5-Right we add a Gumbel Bernoulli layer to the final layer of a standard ResNet-50 model (after spatial pooling) and train the model in a standard supervised setting, dropping out the Gumbel-Bernoulli layer with $p = 0.5$. The dropout of the layer functions as a proxy to the branch mechanism used in StochCon. We present the best performing model $^3$ and note that StochCon outperforms the baseline by 1.78%.

---

$^3$Note that supervised learning typically does not benefit from longer training durations without the use of strong augmentations (Cubuk et al., 2018, 2020).

Figure 5: **Left**: Test top-1 performance of multiple trials of SimCLR finetuning on ImageNet. **Right**: Adding a Gumbel Bernoulli to the representation layer (with $p = 0.5$) of a standard ResNet-50 and training end-to-end on CIFAR10.
A.3 Finetuning procedure

To finetune StochCon, we retain the pre-trained backbone and latent variable distribution, and fine-tune with Adam (Kingma & Ba, 2015). The Finetuned model updates the parameters of the entire network (including the backbone and newly attached linear head), while the Frozen model only updates the added linear projection head. We use a learning rate of $3 \times 10^{-4}$, coupled with a simple step scheduler that scales the learning rate by 0.1 at 80% of training. All our models (including baselines) are trained for various epoch ranges using standard ImageNet augmentations (random flip, random-resized crop), and we report the best performing model in Table 1.

For the Bernoulli-StochCon model, we set the temperature to 0.1 for the entire finetuning process, while the Isotropic-Gaussian distribution only uses the mean (similar to Variational Autoencoders (Kingma & Welling, 2014) at inference time). We suspect that the performance of the Frozen Bernoulli-StochCon will match the Frozen Isotropic-Gaussian-StochCon model with a properly tuned Gumbel-Bernoulli temperature schedule (Jang et al., 2017; Maddison et al., 2017), but leave this for future work.