Algorithm for predicting the health of an information system after exposure to cyberattacks
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Abstract. The presented work proposes a systematic approach to the development of software for cyberattack detection systems and predicting the health of the information system. A formalized descriptive model of an intrusion detection system is presented. A complex of models is described that allow making diagnostic decisions about the state of software performance.
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1. Introduction
The analysis performed allows us to state the fact that the information system (IS) [1] is an object of destructive influences (DI) aimed at violating information security. An example of such destructive information influences are cyber attacks [2], with the help of which criminals try to penetrate the databases, block or disable electronic objects, disrupt the work of the security service, destabilize the work of the IS. In these conditions, in the course of the structural-parametric synthesis of IS, the issues of comprehensive information security support come to the fore by: a) timely detection, identification and monitoring of destructive influences on IS [3]; b) operational control of the functional efficiency of the IS in conditions of destructive influences [4]; c) assessing the impact of cyberattacks on the functioning of IS and managing protection measures and actively countering cyberattacks [5].

2. Formulation of the problem
We represent the structure of the IS in the form of a classical unit [6-8]. With its help, it is possible to give a unified description of the deterministic and stochastic objects both in continuous and in discrete time, subject to development. For the purpose of a formalized description of information processing processes in an IS and counteraction to destructive influences, we will proceed from the fact that a set of functional components (FC) make up the designed IS. They can be developed independently or purchased from other manufacturers. At the same time, the set of externally system characteristics of these functional components (FC) is set by control commands, performed functions, needs for information and resource support [9-11].

It is necessary to develop an intrusion detection system (IDS) model that can be used to describe the processes and algorithms for diagnosing the operability of IS software.
3. Formalized description of information processing processes and intrusion detection systems

Let’s depict in fig. 1 the structure of the IS software, taking into account the parameters controlled by the IDS.

![Diagram](image)

Figure 1. Block diagram of the IS software, taking into account the parameters controlled by IDS

A description of a structured IDS that maintains the required level of security in a cyberattack environment. \( C_{I,Is} = \{c_{I,Is} \times T\} \) - set of control actions \((C_{I,Is} \subseteq C_I \subseteq C)\) on the interface at different points in time \( T \) from the FC control subsystem (IDS) at the level \( I \). With its help, there is a rational distribution of \( I \) level resources \( c_{I,Is} : R_I \rightarrow \{R_{I,Is}\} \), as well as control of the parameters of the interface functioning \( O_{I,Is} \).

When determining the efficiency of the interface, it is necessary to adhere to the following rule: all quality indicators must be higher or equal to the required values:

\[
\{q_{I,Is} \geq q_{I,Is}^{\text{required}}\} \in Q_{I,Is}.
\]  

(1)

The compliance of all QoS indicators from the set \( Q_{I,Is} \) with the efficiency criterion (1) determines the quality of the interface.

The required level of the criterion can be provided by a variety of control actions \( C_{I,Is} \) that depend on the allocation of interface \( Isc_I \) resources \( R_{I,Is} \), or by changing the parameters \( P_{a_{I,Is}} \) of the algorithms \( A_{I,Is} \) on the basis of which the interface functions.

The software quality control subsystem, implemented by IDS through the interface \( Isc_I \) observation channel \( Ch_{I,Isc}^{(mon)} \), collects data on the interface state \( pos_{I,Is} \) by fully or partially determining the output parameters \( P_{I,Is}^{(out)} \) and quality indicators \( Q_{I,Is} \) for the interface \( Isc_I \).

At the same time, the purpose of monitoring is to determine the state \( pos_{I,Is} \) of the interface \( Isc_I \) and control the impact accordingly \( C_{I,Is} \). Channel observation \( Ch_{I,Isc}^{(mon)} \) can be represented by a vector that includes many observed parameters:

\[
CH_{I,Isc}^{(mon)} = \{P_{I,Is,Cha}^{(out)} \times Q_{I,Is,Cha}\},
\]  

(2)

where \( P_{I,Is,Cha}^{(out)} \subseteq P_{I,Is}^{(out)} \) and \( Q_{I,Is,Cha} \subseteq Q_{I,Is} \) are the components of the sets \( P_{I,Is}^{(out)} \) and \( Q_{I,Is} \) determined by the software quality control subsystem.

Current state of the interface \( pos_{I,Is} \) under parametric narrowing conditions...
\[
p_{\text{fc}} \rightarrow \{ \{ q_{\text{fc}} \}, \{ p_{\text{fc}}^{(i)} \} \} \rightarrow \{ \{ q_{\text{Ch1 fc}} \}, \{ p_{\text{Ch1 fc}}^{(i)} \} \} \rightarrow \text{Ch1}_{\text{fc}}^{(\text{mon})}
\]

and the narrowing of the reaction due to the limitation of the observation time \( 0 \leq T \leq t^{\text{observation}} \) in expression (2) can be determined on the basis of the theory of observation of dynamic systems [12-14] and control systems [15].

Based on the foregoing, we will consider the features of diagnosing the operability of the FC software of the IS following dynamic model.

4. Development of a complex of dynamic models

Based on the results of the model for diagnosing the operability of the IS software, a dynamic model is constructed, the purpose of which is to describe the cause-and-effect relationships between the IS FC, taking into account the space-time dependencies.

To create a DM, we will use the apparatus of Petri-Markov nets [16, 17]:

\[
M_{\text{d}} = \{ \Psi, \Omega \}. \tag{4}
\]

For the most complete description of the structure of the diagnostic process, it is advisable to use a Petri net

\[
\Psi = \{ I, O, A, Z \}, \tag{5}
\]

where we introduce the following notation of finite sets: \( I \) – system inputs; \( O \) – system outputs; \( A \) – positions; \( Z \) – transitions.

The process that determines the probabilistic characteristics of software diagnostics is denoted as

\[
\Omega = \{ P, f(p), \Lambda \}, \tag{6}
\]

where \( P \) is the probability matrix; \( f(p) \) is the matrix of the probability distribution function; \( \Lambda \) is a matrix of logical conditions.

In fig. 2 shows a diagram of making diagnostic decisions. It displays the operation of the software diagnostics algorithm and risk assessment of the system operability [18, 19].

The stages of the diagnostic process are the vertices of the graph. The sequence of actions is as follows: obtaining diagnostic data \( \alpha_1 \); additional tests \( \alpha_2 \); determination of functional diagnostic parameters \( \alpha_3 \); \( \alpha_4 \) data patterning; application of an alternative method of forming the \( \alpha_5 \) data pattern; state classification of IC \( \alpha_6 \); application of an alternative method for classifying the state of the IC \( \alpha_7 \); interpretation of \( \alpha_8 \) classification results.

The matrix of transition probabilities of the dynamic model can be represented in the following form:

\[
P = \begin{pmatrix}
  p_{11} & p_{12} & p_{13} & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}. \tag{7}
\]
In this case, the vertices of the graph \( (a_1, \ldots, a_k) \) form the rows of the matrix, and the transitions \( (z_1, \ldots, z_{10}) \) – the columns. Transition \( z_1 \) will be triggered with probability \( p_{11} = 1 \) in case of receiving input information \( I_1 \). Since the transitions \( z_2 \) and \( z_3 \) are asynchronous, then

\[
p_{13} = 1 - p_{12}.
\]

By analogy for asynchronous transitions \( z_4, z_5; z_6, z_7; \) and \( z_8, z_9 \) can be written:

\[
\begin{align*}
p_{35} &= 1 - p_{34}; \\
p_{47} &= 1 - p_{46}; \\
p_{69} &= 1 - p_{68}.
\end{align*}
\]

Reachability condition for chain vertices

\[
\sum_{ij} p_{ij} > 0
\]

can be performed by introducing feedbacks for each step of the transition conditions. This leads to the fact that the sum of the probabilities of transitions along the columns of the matrix is always nonzero.

The resulting dynamic model can be used as the basis for a generalized classification algorithm.

In fig. 3 shows the decision-making logic for determining the degree of software performance in the form of a Markov chain.
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Figure 3. Graph for determining the degree of software performance

Here, the health of the software is determined by the health of each component. Accordingly, the condition for the transition of \( N \) to the next degree \( S \) is sequentially checked. When constructing the graph, the following designations are adopted: \( N_{i1} \) – the component failure level is minimal, that is, the time of the component \( i \) function \( f \) execution \( t_f \leq \min(t_f) \); \( N_{i2} \) – component failure level is higher than the minimum; \( N_{i3} \) – average component failure level; \( N_{i4} \) – component failure rate above average; \( N_{i5} \) – component failure level is high; \( N_{i6} \) – maximum level, when the time of the component \( i \) function \( f \) execution \( t_f \geq \max(t_f) \); \( N_{i1}, N_{i2}, N_{i3}, N_{i4}, N_{i5}, N_{i6} \) – respectively, automatic elimination of a component malfunction in a short period of time, for a sufficient period of time, for a non-critical period of time, for a significant period of time, for a long period of time, requiring an additional function; \( N_{i6} \) – the malfunction is not eliminated, a complete software replacement is required for a long period of time.

Thus, the probabilities of diagnosing software operability are respectively equal:

\[
P_{S1} = p_{N_{i1}1} + p_{N_{i1}d1};
\]

\[
P_{S6} = p_{N_{i6}1} + p_{N_{i6}d6}.
\]

where \( p_{S1}, p_{S2}, p_{S3} \) – the probability of determining, respectively, the optimal, normal and high levels of software performance; \( p_{S4}, p_{S5}, p_{S6} \) – the probability of determining, respectively, degrees 1, 2, 3 of software failure. In Fig. 4, the graph for determining the diagnostic results of the software operability is presented, corresponding to the decision logic.
Depending on the degree of damage to target components in accordance with the methodology [20],
the following classification can be carried out: $M_1$ – the functions of the software components are not
impaired or slightly impaired; $M_2$ – functions of software components are moderately impaired; $M_3$ –
the functions of software components are significantly impaired.

![Figure 4. Graph for determining the diagnostic results of software performance](image)

Accordingly, the probabilities of diagnosing the degree of software operability are respectively equal
to:

$$
P_{D1} = p_{S4} + p_{M1};
$$
$$
P_{D2} = p_{S5} + p_{M2};
$$
$$
P_{D3} = p_{S6} + p_{M3};
$$

where $p_{D1}$ – probability of software malfunction (stage I); $p_{D2}$ – probability of software malfunction
(stage II); $p_{D3}$ – probability of software malfunction (stage III).

The decision-making logic in the form of a directed graph for determining the risk of software
performance is shown in Fig. 5. At the same time, the following factors influence the level of risk in
accordance with the methodology [21]: the degree of software performance in the presence of risk
factors $F$; defeat of target components $M$; list of faults $A$ of the IS associated with failure or partial
failure of the corresponding components.

![Figure 5. Oriented graph for determining the risk of software performance](image)

The corresponding probabilities of determining the level of risk of software performance can be
represented as follows:

$$
p_{R1} = p_{S4} r_1;
$$
$$
p_{R2} = p_{S5} r_2 = p_{S6} r_2 = p_{S4} F r_2 = p_{S5} F r_2 = p_{S6} F r_2 = p_{S6} F + p_{FR2};
$$
$$
p_{R3} = p_{FM} + p_{MR3} = p_{SM} + p_{MR3} = p_{SM} + p_{MR3} = p_{S6} M + p_{MR3};
$$
$$
p_{R4} = p_{MA} + p_{ARA} = p_{SA} + p_{ARA} = p_{SA} + p_{ARA} = p_{S6} A + p_{ARA};
$$

where $p_{R1}, p_{R2}, p_{R3}, p_{R4}$ – respectively, the probabilities of determining risks 1, 2, 3, 4.
Thus, the logic of the operation of the intrusion detection system subsystems that control and diagnose is described by a set of proprietary dynamic models and makes it possible to make a decision on the operability of the software. Probabilistic estimates obtained in the course of calculations can be used to determine the prior probabilities of diagnostic estimates. Thus, the paper describes a set of models that allow making diagnostic decisions about the state of software performance.

5. Conclusion
This paper describes the algorithm and models for diagnosing the IS operability in the context of cyber attacks. The implementation of these proposals in the form of software products makes it possible to start designing new intrusion detection systems for ICs that allow continuous diagnostics of the software performance. A complex of mathematical models, with the help of which it is possible to describe the processes of making managerial decisions when diagnosing IS components, make it possible to determine the level of software performance; assess risks taking into account risk factors, the health of software components and the list of IC malfunctions associated with the failure or partial failure of the corresponding components. Thus, the paper describes a set of models that make it possible to make diagnostic decisions about the state of software performance in the context of cyber attacks.
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