A Taxonomy of Polytomous Item Response Models

Gerhard Tutz
Ludwig-Maximilians-Universität München
Akademiestraße 1, 80799 München

October 6, 2020

Abstract

A common framework is provided that comprises classical ordinal item response models as the cumulative, sequential and adjacent categories models as well as nominal response models and item response tree models. The taxonomy is based on the ways binary models can be seen as building blocks of the various models. In particular one can distinguish between conditional and unconditional model components. Conditional models are by far the larger class of models containing the adjacent categories model and the whole class of hierarchically structured models. The latter is introduced as a class of models that comprises binary trees and hierarchically structured models that use ordinal models conditionally. The study of the binary models contained in latent trait models clarifies the relation between models and the interpretation of item parameters. It is also used to distinguish between ordinal and nominal models by giving a conceptualization of ordinal models. The taxonomy differs from previous taxonomies by focusing on the structured use of dichotomizations instead of the role of parameterizations.
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1 Introduction

Various latent trait models for ordered response data have been proposed in the literature, for an overview see, for example, [Van der Linden (2016)]. One can in particular distinguish between three basic types of models, cumulative models, sequential models and adjacent categories models. One of the objectives of the present paper is to show how these models are easily built from binary latent trait models. The way how the binary models are used to construct models helps to understand the structure of the models and to clarify the meaning of the parameters. It also provides a framework that allows to embed more recently developed ordinal item response models as, for example, tree-based models, yielding a general taxonomy of ordinal item response models.
The proposed taxonomy is quite different from that given by Thissen and Steinberg (1986). Their classification into “difference” models and “divide-by-total” models is based on the form of the response probabilities, which may be represented as differences or as a ratio obtained by dividing by sums of terms. The third class of models they consider are “left-side added models”, which arise if the parameterization is extended to account for guessing parameters. The taxonomy proposed here is of a different nature. It is based on exploiting how ordinal models can be constructed by using (conditional or unconditional) dichotomizations of response categories. It also works the other way, by clarifying which binary models (or dichotomizations) are contained in ordinal models. By investigating this structural aspect one obtains a taxonomy that uses that ordinal models can be characterized by the way they determine the choice of specific subsets of categories.

As a preview let us consider how classical models can be described by considering dichotomizations. The basic building blocks are binary models, which in its simplest form specify that the responses of person \( p \) on item \( i \) are determined by

\[
P(Y_{pi} = 1) = F(\theta_p - \delta_i),
\]

where \( F(\cdot) \) is a cumulative distribution function, \( \theta_p \) is the person parameter, and \( \delta_i \) is the item parameter, typically a difficulty or threshold. An important member of this class of models is the Rasch model, which is obtained if \( F(\cdot) \) is the logistic distribution function \( F(\eta) = \exp(\eta)/(1 + \exp(\eta)) \).

Given one has a response in ordered categories \( \{0, 1, \ldots, k\} \) there are several ways to construct an ordinal model from binary models of the form (1). The binary models can be used to compare specific categories or groups of categories from \( \{0, 1, \ldots, k\} \).

One can, in particular,

- compare groups of categories that result from splitting the categories into the subsets \( \{0, 1, \ldots, r - 1\} \) and \( \{r, \ldots, k\} \),
- compare (conditionally) between two categories, for example, adjacent categories,
- compare (conditionally) between a category and a set of adjacent categories, for example, \( \{r - 1\} \) and \( \{r, \ldots, k\} \).

The different ways to compare categories correspond to cumulative models, adjacent categories and sequential models in that order. The taxonomy given in Figure 1 distinguishes between conditional and non-conditional models, a distinction which follows from the consideration of the binary models that are contained in the ordinal models. The cumulative or graded response model is the only non-conditional model from this class of models. The other two use some sort of conditioning in the binary building blocks within the models.

The graded response model corresponds to the difference models, and the adjacent categories models to the divide-by-total models in the Thissen-Steinberg taxonomy. Thissen and Steinberg (1986) did not consider sequential models, which were not known in 1986. Although in the present taxonomy and the Thissen-Steinberg taxonomy two model classes cover the same types of models, the focus is different. Here, the models are not characterized by the form of the probability but by their building
blocks. The consideration of building blocks allows not only to include the sequential models and other models, but is also helpful to obtain a valid interpretation of the parameters of the models, which has not always been correct and has been a subject of debate in the literature on ordinal models, see, for example, Adams et al. (2012), Andrich (2013, 2015), García-Pérez (2017), Tutz (2020b).

The focus on building blocks allows to identify common structures beyond the choice of the response function \(F(\cdot)\) in (1) and the parameterization. For the structuring it does not matter if one chooses the logistic response function, the normal ogive or any other strictly monotone distribution function. One might also extend the linear term to include an item discrimination parameter by using \(\alpha_i(\theta_p - \delta_i)\) instead of \(\theta_p - \delta_i\), or extend it to include guessing parameters. Although parameterization is considered secondary when characterizing model types it can be important as a source of ordinality in latent trait models. This will be investigated separately when considering nominal models.

In Section 2 classical ordered response models are considered. It is used that they can be characterized as parameterizations of split variables, which yield the preliminary structure given in Figure 1. Section 3 is devoted to tree structured models. In particular binary IR-tree models are considered, which have been introduced as flexible models to account for response styles. Within the general hierarchically structured models it is distinguished between binary IR-tree models and partitioning models that contain ordinal building blocks. Both are embedded into the proposed framework yielding the taxonomy given in Section 4. In Section 5 the role of parameterizations and the order in ordinal models are discussed. It is in particular investigated how ordinal models can be obtained by using constraints on parameters in nominal models. The final chapter completes the taxonomy by including the class of finite mixture models, which are divided into homogeneous and heterogeneous mixture models.

2 Classical Ordered Response Models

In the following let \(Y_{pi} \in \{0, 1, \ldots, k\}, p = 1, \ldots, P, i = 1, \ldots, I\), denote the ordinal response of person \(p\) on item \(i\). An important partition of the response categories is the
partition into the subsets \( \{0, \ldots, r - 1\} \) and \( \{r, \ldots, k\} \), which can be represented by

\[
Y^{(r)}_{pi} = \begin{cases} 
1 & Y_{pi} \geq r \\
0 & Y_{pi} < r.
\end{cases}
\]  

(2)

The variables \( Y^{(1)}_{pi}, \ldots, Y^{(k)}_{pi} \) are called *split variables* because they split the response categories into two subsets. As shown by [Tutz (2020b)] they play a major role in the construction of the traditional ordered latent trait models. In the following we use these results to derive a taxonomy of the traditional models.

### 2.1 Simultaneous Modelling of Splits: The Graded Response Model

Let us assume that the response categories represent levels of performance in an achievement test. Then one can consider two groups of categories, \( \{0, 1, \ldots, r - 1\} \) for low performance and \( \{r, \ldots, k\} \) for high performance, where low and high are relative terms that refer to “below category \( r \)” and “above or in category \( r \)”. One might assume that the split into low and high performance is determined by a binary model with person ability \( \theta_p \) and a threshold that depends on the category at which the categories have been split by specifying

\[
P(Y^{(r)}_{pi} = 1) = F(\theta_p - \delta_{ir},) \]  

(3)

for each dichotomization into categories \( \{0, 1, \ldots, r - 1\} \) and \( \{r, \ldots, k\} \) a binary model is assumed to hold. Importantly, the models are assumed to hold simultaneously with the same person ability \( \theta_p \) but different item difficulties \( \delta_{ir} \). Simple rewriting yields the *cumulative model*

\[
P(Y_{pi} \geq r) = F(\theta_p - \delta_{ir}), \quad r = 1, \ldots, k,
\]

(4)

which is equivalent to a version of Samejima’s *graded response model* [Samejima 1995 2016]. Thus, the graded response model can be seen as a model for which the dichotomizations into the categories \( Y_{pi} < r \) and \( Y_{pi} \geq r \) are simultaneously modeled.

One consequence is that item difficulties are ordered. Since \( P(Y_{pi} = r) = P(Y_{pi} \geq r) - P(Y_{pi} \geq r + 1) = F(\theta_p - \delta_{ir}) - F(\theta_p - \delta_{i,r+1}) \geq 0 \), one obtains that \( \delta_{ir} \leq \delta_{i,r+1} \) has to hold for all categories.

The strong link between the binary responses and the ordinal response yields a specific view of the graded response model that differs from traditional ones. In an achievement test the sequence of binary responses \( (Y^{(1)}_{pi}, \ldots, Y^{(k)}_{pi}) \) can be seen as referring to tasks with increasing difficulties. More concrete, because item difficulties are ordered, one has \( P(Y^{(r)}_{pi} = 1) = P(Y^{(r+1)}_{pi} = 1) \), which means the “task” represented by \( Y^{(r)}_{pi} \) is simpler than the “task” \( Y^{(r+1)}_{pi} \). Moreover, if the task \( Y^{(r)}_{pi} \) was completed \( (Y_{pi} = 1 \text{ or, equivalently, } Y_{pi} \geq r) \), the simpler tasks \( Y^{(s)}_{pi}, s < r \) \( (Y^{(s)}_{pi} = 1 \text{ or, equivalently, } Y_{pi} \geq s) \) were also completed. Therefore, the outcome of the sequence of binary variables has the specific form

\[
(Y^{(1)}_{pi}, \ldots, Y^{(k)}_{pi}) = (1, \ldots, 1, 0, \ldots, 0),
\]

which means a sequence of ones is followed by a sequence of zeros. Binary variables that follow this pattern have been called *Guttman variables* and the resulting response...
space is usually referred to as Guttman space, a term that was used by Andrich (2013) when discussing partial credit models.

The more classic derivation of the cumulative model suggests that the item parameters may be seen as thresholds. Let $\tilde{Y}_{pi} = \theta_p + \varepsilon_{pi}$, where $\varepsilon_{pi}$ is a noise variable with symmetric continuous distribution function $F(.)$, denote a latent variable that is invoked if person $p$ tries to solve item $i$. $\tilde{Y}_{pi}$ is essentially the ability of the person plus a noise variable and can be seen as the random ability of the person. The category boundaries approach assumes that category $r$ is observed if the latent variable is between thresholds $\delta_{ir}$ and $\delta_{i,r+1}$. More formally, one has $Y_{pi} = r$ if $\delta_{ir} \leq \tilde{Y}_{pi} < \delta_{i,r+1}$. It is easily seen that one obtains the cumulative model and thresholds have to be ordered.

Thissen and Steinberg (1986) called the graded response models “difference” models because the probabilities are given as differences, $P(Y_{pi} = r) = F(\theta_p - \delta_{ir}) - F(\theta_p - \delta_{i,r+1})$. Although they also start with binary models they do not further investigate that the models have to hold simultaneously.

2.2 Conditional Comparison of Categories: the Partial Credit and General Adjacent Categories Models

Rather than compare groups of categories by utilizing a binary model one can also compare two categories from the set of categories $\{0, 1, \ldots, k\}$. A choice that suggests itself are adjacent categories. Let the binary models that compare two adjacent categories be given by

$$P(Y_{pi} = r | Y_{pi} \in \{r - 1, r\}) = F(\theta_p - \delta_{ir}), \quad r = 1, \ldots, k. \quad (5)$$

Again all the models contain the same person parameter but model-specific item parameters. For the logistic distribution function one obtains the partial credit model

$$P(Y_{pi} = r) = \frac{\exp(\sum_{l=1}^{r}(\theta_p - \delta_{il}))}{\sum_{s=0}^{k}\exp(\sum_{l=1}^{s}(\theta_p - \delta_{il}))}, \quad r = 1, \ldots, k,$$

which was propagated by Masters (1982) and Masters and Wright (1984). It is equivalent to the polytomous Rasch model, which is just a different parameterization, see, for example, Andrich (2010). Thissen and Steinberg (1986) called the partial credit model model a “divide-by-total” model because of the denominator in the probabilities. However, the family of adjacent categories models is much larger because in (5) any strictly monotone distribution function can be used, for example, the use of the normal distribution yields a probit version of the adjacent categories model. In the logistic version sufficient statistics for item and person parameters are available. While the existence of sufficient statistics is an advantage if one wants to estimate parameters conditionally it is of lesser importance if one uses marginal estimates. We refer to this model class more generally as adjacent categories models, of which the polytomous Rasch model or partial credit model are just the most prominent members.

An alternative form of the partial credit model, which emphasizes the implicit comparison of categories is

$$\log \left( \frac{P(Y_{pi} = r)}{P(Y_{pi} = r - 1)} \right) = \theta_p - \delta_{ir}, \quad r = 1, \ldots, k. \quad (6)$$
That means, the PCM directly compares two adjacent categories, and \( \theta_p \) determines the strength of the preference for the higher category.

It should be emphasized that the binary models used as building blocks are conditional models, it is assumed that a binary model holds \textit{given} the response is in two categories from the set of available categories. This is seen from the representation (5) but hidden in the representation (6). However, it has consequences for the interpretation of parameters. The item parameters represent thresholds \textit{given} the response is in categories \( \{r-1, r\} \) and the trait parameters are the abilities to score \( r \) rather than \( r-1 \) \textit{given} the response is in categories \( \{r-1, r\} \). Therefore, the parameters refer to a local conditional decision or preference although changing the item parameter changes the probabilities of all possible outcome values since the PCM assumes that the binary models hold simultaneously.

The conditional structure is also seen if the model is represented by using split variables. Since the condition \( Y_{pi}^{(r-1)} = 1, Y_{pi}^{(r+1)} = 0 \) is equivalent to \( Y_{pi} \in \{r-1, r\} \) one obtains that the PCM is equivalent to postulating for all split-variables

\[
P(Y_{pi}^{(r)} = 1 | Y_{pi}^{(r-1)} = 1, Y_{pi}^{(r+1)} = 0) = F(\theta_p - \delta_{ir}),
\]

where \( F(.) \) is the logistic distribution function. It means that a Rasch model holds for the split-variable \( Y_{pi}^{(r)} \) given the split \( Y_{pi}^{(r-1)} \) is in favor of higher categories while the split \( Y_{pi}^{(r+1)} \) is in favor of lower categories.

The class of adjacent categories model also contains simplified versions that use sparser parameterizations. By assuming that the item parameters can be decomposed into two terms in the form \( \delta_{il} = \delta_i + \tau_l \), one obtains the Rasch rating scale model (Andrich, 1978, 2016). The model can also be extended to include a slope parameter if it is included in the binary model that distinguishes between adjacent categories (Muraki, 1990, 1997).

2.3 Conditional Comparison of a Single Category and a Group of Categories: Sequential Models

In achievement tests frequently items are used that are solved in consecutive observed steps. For example, a mathematical problem may have the form: \( (\sqrt{49} - 9)^3 = ? \). One can distinguish four levels: no problem solved (level 0), \( \sqrt{49} = 7 \) solved (level 1), \( 7 - 9 = -2 \) solved (level 2), \( (-2)^3 = -8 \) solved (level 3). Obviously the sub problems have to be solved in a consecutive way. A sub problem can only be solved if all the previous sub problems have been solved. A model that explicitly models the solving of sub problems has the form

\[
P(Y_{pi} \geq r | Y_{pi} \geq r - 1) = F(\theta_p - \delta_{ir}), \quad r = 1, \ldots, k.
\]

The model is known as \textit{sequential model} (Tutz, 1990) or \textit{step model} (Verhelst et al., 1997). It is a process model for consecutive steps. One models the transition to higher categories given the previous step was successful. The first step is the only non-conditional step. If it fails, the response is in category 0 (first sub problem not solved), if it is successful, the response is larger than 0 (first sub problem solved). In the latter case the person tries to take the second step. If it is not successful, the response is in category 1 (second sub problem not solved), if it is successful, the response
In the \( r \)-th step it is distinguished between \( Y_{pi} = r - 1 \) and \( Y_{pi} \geq r \) given at least level \( r - 1 \) is reached \((Y_{pi} \geq r - 1)\). In the model the parameter \( \theta_p \) represents the person’s ability to successfully perform each of the steps while \( \delta_{ir} \) is the difficulty in step \( r \). Of course, later steps can be easier than early steps, thus item difficulties are not necessarily ordered. In the example step 2 \((7 - 9)\) is certainly easier to master than step 1 \((\sqrt{49} = 7)\). However, sub problem 2 can be only solved after step 1 was successful. Therefore, the item parameters have local meaning, they refer to the difficulty in a step given that all previous steps were successful. In contrast, the same ability parameter is present in each of the steps, which makes the model uni-dimensional in terms of person parameters.

The logistic version of the model, also called logistic sequential model, can be given in the alternative form of a continuation ratio model,

\[
\log \left( \frac{P(Y_{pi} \geq r)}{P(Y_{pi} = r - 1)} \right) = \theta_p - \delta_{ir}, \quad r = 1, \ldots, k, \tag{8}
\]

(Agresti, 2013). The logits on the left hand side compare the categories the probability of a response in the categories \( \{r, \ldots, k\} \) to the probability of a response in category \( \{r - 1\} \). In this sense the binary models contained in the sequential model compare groups of categories to single categories. This comparison is also seen from the tree representation of the model given in Figure 2, which shows the sequence of (conditional) binary splits in a sequential model with four categories. In the \( r \)-th step a decision between category \( \{r - 1\} \) and categories \( \{r, \ldots, k\} \) is obtained. The split is conditional, given categories \( \{r - 1, \ldots, k\} \), that means, under the condition that the previous step was successful.

A disadvantage of the model representation (8) is that it does not directly show the underlying process. The implicit conditioning on responses \( Y_{pi} \geq r \), which is essential for the interpretation of the model parameters, gets lost. It is however seen in the model representation with split variables given by

\[
P(Y_{pi}^{(r)} = 1 | Y_{pi}^{(r-1)} = 1, \ldots, Y_{pi}^{(1)} = 1) = F(\theta_p - \delta_{ir}) , \quad r = 1, \ldots, k, \tag{9}
\]

which again shows that the split variables \((Y_{pi}^{(1)}, \ldots, Y_{pi}^{(k)})\) form a Guttman space.

A rating scale version of the model, in which the parameter \( \delta_{ir} \) is split up into an item location parameter \( \delta_i \) and a step parameter \( \tau_r \), with \( \sum_r \tau_r = 0 \) has been considered by Tutz (1990), extended versions with predictor \( \alpha_{ir} \theta_p - \delta_{ir} \) and nonparametric versions have been considered by Hemker et al. (2001).

### 2.4 Overview on Classical Ordinal Models

The fact that all the models contain binary models that split categories into two subsets can be exploited to distinguish between models by focusing on the underlying conditioning. In particular, in the partial credit model and the sequential model the splits are conditional whereas in the cumulative model the splits are simultaneous but not conditional. Figure 1 visualizes the resulting hierarchy of models.

In Table 1 the models are given in various representations. The left column shows the logistic versions of the models. It shows which categories or groups of categories
**First Step**
Unsuccessful: level 0
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**Third Step**
Unsuccessful: level 2

**Figure 2:** The sequential model as a hierarchically structured model.

**Table 1:** Overview of traditional ordinal models.

| Category Representation | Conditional Representation | Conditional Representation |
|-------------------------|----------------------------|----------------------------|
| Logistic Version        | $P(\cdot) = F(\theta_p - \delta_{ir})$ | $P(\cdot) = F(\theta_p - \delta_{ir})$ |
| Cumulative              | $\log \left( \frac{P(Y_{pi} \geq r)}{P(Y_{pi} < r)} \right)$ | $P(Y_{pi} \geq r)$ |
| Adjacent                | $\log \left( \frac{P(Y_{pi} = r)}{P(Y_{pi} = r - 1)} \right)$ | $P(Y_{pi} = r | Y_{pi} \in \{r - 1, r\})$ |
| Sequential              | $\log \left( \frac{P(Y_{pi} \geq r)}{P(Y_{pi} = r - 1)} \right)$ | $P(Y_{pi} \geq r | Y_{pi} \geq r - 1)$ |

are compared. In particular it is seen which type of logits are determined by the difference between person parameter and item parameter, $\theta_p - \delta_{ir}$. For example, in the partial credit model one has the adjacent categories logits $\log (P(Y_{pi} = r) / P(Y_{pi} = r - 1))$, in the sequential model one has the continuation ratios $\log (P(Y_{pi} \geq r) / P(Y_{pi} = r - 1))$.

In the middle column the general conditional representations of the models are given. In these representations the distribution function $F(\cdot)$ can be any strictly monotonic distribution function. It shows which *conditional* binary response models are contained in the ordinal model. In the case of the graded response model the condition is empty since it is a non-conditional model.

The right column shows the representation of the general models with split variables. It also shows clearly the conditioning implicitly contained in the models. It should be emphasized that in *all* the models the split variables $(Y_{pi}^{(1)}, \ldots, Y_{pi}^{(k)})$ form a Guttman space with outcomes having the form $(1, \ldots, 1, 0, \ldots, 0)$. They can be seen as generating the Guttman space, which is always defined and is not linked to any specific model, see Tutz (2020b). The dichotomizations or Guttman variables also clarify the meaning of parame-
ters. In the graded response model the split variables $Y_{pi}^{(r)}$, which distinguish between a response $Y_{pi} \geq r$ (strong performance) and $Y_{pi} < r$ (weak performance), are directly linked to the difference between ‘ability’ and item parameter, $\theta_p - \delta_{ir}$. The corresponding binary models for split variables are unconditional and have to hold simultaneously. This allows to see the item difficulties as thresholds that are necessarily ordered, and which have to be exceeded to obtain higher levels. The variables $Y_{pi}^{(r)}$ should not be seen as steps. $Y_{pi}^{(r)} = 1$ simply denotes that a person has at least performance level $r$. Since performance levels are ordered, that means, its performance cannot be below level $r$, or, in split variables, $Y_{pi}^{(1)} = \cdots = Y_{pi}^{(r)} = 1$, which is the Guttman property of the binary responses. One observes $Y_{pi} = r$, if, in addition $Y_{pi}^{(r+1)} = 0$, which means that the performance is below level $r + 1$. However, no steps or transitions are needed to explain the level of performance. As Andrich (2015) argues, if a performance like acting is to be classified according to some protocol, the judge places the person’s performance in one of the categories on the trait, not how the person transitioned in getting to the category. Even in simple binary models for problem solving one observes if the problem was solved or not, but not the transition. Thus, when considering ordinal models and the binary models contained in them there is no reason to construct a transition. It might be misleading and is not compatible with the underlying process, which is determined by simultaneous dichotomizations or the placing on the continuum of the latent scale, which is divided by the thresholds $\delta_{i1} \leq \cdots \leq \delta_{i,k}$.

Interpretation of parameters is quite different in conditional models. Let us start with the sequential model since it is by construction a step or transition model. The split variables representation, $P(Y_{pi}^{(r)} = 1 | Y_{pi}^{(r-1)} = 1) = F(\theta_p - \delta_{ir})$, shows that the difference between ability and item difficulty determines if the performance is above or in category $r$ given at least performance level $r - 1$ has been reached. It makes the parameter $\delta_{ir}$ a local threshold parameter. There is no ordering of thresholds involved since later steps might be easier than previous steps.

In the partial credit model the decision that the performance is in category $r$ as a function of the difference between ability and item parameter is under the condition $Y_{pi} \in \{r - 1, r\}$, or equivalently, $Y_{pi}^{(r-1)} = 1, Y_{pi}^{(r+1)} = 0$. Thus, the binary models are conditional models and parameters should be interpreted with reference to the conditional structure. One consequence of the conditional parameterization is that thresholds do not have to be ordered though there has been some discussion on the ordering of thresholds (Adams et al., 2012; Andrich 2013, 2015; Tutz 2020b).

Consideration of the binary models contained in ordinal models also explains why some models are robust against the collapsing of categories. In general, if a model holds for the original categories it does not necessarily hold if adjacent categories are grouped yielding a smaller set of response categories, although that might be an attractive feature of a model, see also Jansen and Roskam (1986) where the extreme case of dichotomization in the polytomous Rasch model is considered in detail. The graded response model (with a logistic distribution function) holds also for dichotomized responses (or other groupings of adjacent categories) since the splits themselves follow a Rasch model. This is different for the adjacent categories and the sequential model. They are not robust against collapsing of categories because the Rasch models that are contained are conditional. However, collapsing of categories changes the conditioning. If, for example, categories $r$ and $r + 1$ are collapsed to form a new category, the condi-
Figure 3: A tree for six ordered categories, categories 1, 2, 3 represent levels of disagreement, categories 4, 5, 6 represent levels of agreement (compare Figure 3 in Böckenholt (2017)).

3 Hierarchically Structured Modeling: Tree-Based Models

The classical models considered in the previous section represent different types of modelling concerning the conditioning. While the graded response model is a model that does not rely on conditioning, the partial credit model conditions on a response in adjacent categories. The sequential model is conditional but, in contrast to the partial credit model, it can be represented as a tree (see Figure 2). This makes it a special model, it is hierarchical, that means, it can be represented by a sequence of conditional splits. Neither the graded response models nor the partial credit model are hierarchical. More recently with IRTrees a whole class of hierarchical models has been introduced. In the following we will first consider binary IRTrees and then consider alternative approaches. For simplicity in the following the response categories are \{1, \ldots, m\}, which is the common notation in IR-Trees.

3.1 Binary IRTree Models

Tree-based models assume a nested structure with the building blocks given as binary models. They were considered, among others, by De Boeck and Partchev (2012), Böckenholt (2012), Khorramdel and von Davier (2014), Böckenholt (2017) and Böckenholt and Meiser (2017). In the following we use the presentation of IRTree models given by Böckenholt (2017). IR-tree models are sequential process models, a response is constructed based on a series of mental questions. For illustration we consider an ordinal response with six categories representing ordinal outcomes ranging from "strongly disagree" to "strongly agree". Figure 3 shows the corresponding tree, which is equivalent to Figure 3 in Böckenholt (2017). The first query determines a respondent’s agreement or disagreement. The second query determines the extremity of the (dis)agreement and the third query assesses whether the agreement is weak or not. For each query in the tree, which corresponds to a conditional binary decision one uses a
binary model. For query $q$ the model is given by

$$P(Y_{(q)\pi i} = 1) = F(\theta_p^{(q)} - \delta_i^{(q)}),$$

and the (local) response variable $Y_{(q)\pi i}$ is often referred to as a pseudo-item.

Pseudo-items are conditional dichotomizations, and can also be represented by split variables. For example, the query that determines the extremity within agreement categories, distinguishing between category 6 and categories $\{4, 5\}$ corresponds to modelling the split variable $Y_{(6)\pi i}|Y_{\pi i} \in \{4, 5, 6\}$, or alternatively $Y_{(6)\pi i}|Y_{(4)\pi i} = 1$. Thus, tree models implicitly use the same dichotomizations as traditional ordinal models.

However, there is one crucial difference between traditional models and IRTree models. While the former typically use one person parameter (and split-specific item parameters) the majority of IRTree models uses query-specific person parameters as given in (10). This makes the models multi-dimensional in terms of person parameters and person parameters are interpreted with reference to the specific query, that is, the conditional decision. In the tree given in Figure 3 the basic propensity to agree or disagree is modelled in the first query. The person parameters in the next queries refer to response styles, whether a person prefers extreme or middle categories. The parameterization seems not to efficiently use the information in the ordered categories since the propensity to agree or disagree is not present in later queries, though it might also determine the choice between category groups $\{1\}$ and $\{2, 3\}$.

Only recently more efficient binary trees have been proposed that use the same traits in more than one query [Tutz and Draxler, 2019; Meiser et al., 2019]. In particular the approach of Meiser et al. (2019) is very attractive. They do not simply use the same trait in different queries but use scaled versions, which may be seen as factor loadings. Let, for example, $\theta_p^{(1)}$ denote the trait in the first pseudo-item, which distinguishes between agreement and disagreement, then the pseudo item $Y_{(2)\pi i}$, which distinguishes between $\{1\}$ and $\{2, 3\}$, can be parameterized by

$$P(Y_{(2)\pi i} = 1) = F(\theta_p^{(2)} + \alpha \theta_p^{(1)} - \delta_i^{(2)}),$$

where the term $\theta_p^{(2)}$ represents the tendency to prefer categories $\{2, 3\}$ (given the response is in categories $\{1, 2, 3\}$), and $\alpha \theta_p^{(1)}$ represents the scaled tendency to higher response categories. In a similar way scaled versions of traits from previous queries are used in other pseudo-items, for details see Meiser et al. (2019). The strength of such parameterizations is that the same person parameter is present on several levels of the tree, and parameters that are specific to pseudo-items get a distinct meaning, for example as a tendency to extreme or less extreme categories.

A major topic in binary trees is the modelling of response styles. However, IRTrees provide a wide class of flexible modelling tools that is not limited to response styles. For example, the first query may assess a person’s tendency to select a midscale answer indicating neutrality in five or seven-grade Likert scales. Then the first split distinguishes between the middle category and other categories, the following splits model the response if the neutral middle category is avoided. The resulting tree has an asymmetric form, see Figure 4. Models of this type are useful since the role of the neutral category is ambivalent. Kulas et al. (2008) investigated whether it is used to indicate a moderate standing on a trait/item, or rather is viewed by the respondent as a ‘dumping ground’ for unsure or non-applicable response. In the latter case the use of the
neutral or not

within disagreement/agreement categories

**Figure 4:** A tree for five ordered categories, categories 1, 2 represent low response categories, categories 4, 5 represent high response categories, 3 is the neutral middle category.

middle category as part of the integer protocol might yield strongly biased results. An initial binary split that distinguishes between the neutral category and other categories can avoid bias. Binary trees of this type have been considered by Jeon and De Boeck (2016); Böckenholt (2017) and, more recently, by Plieninger (2020); Tutz (2020a).

### 3.2 Hierarchical Partitioning Using Ordinal Models

Binary splits are simple but yield rather large trees with many nodes. An alternative that exploits the ordering of categories and provides sparser parameterizations is to use ordinal models as building blocks.

Let us again consider an example with six ordered categories. Instead of using the binary splits tree given in Figure 3 one can work with the tree given in Figure 5. It has a simpler structure with only two levels in addition to the 0-level, which contains all categories. One can model the propensity to agree or disagree by

\[
P(Y_{pi} \geq r) = F(\theta_p - \delta_i^{(r)}),
\]

where \(\delta_i^{(r)}\) is the level 1 item parameter. The conditional propensity to choose from one of the categories in level 2 can be specified by any simple ordinal model, for example, by conditional graded response models,

\[
P(Y_{pi} \geq r | Y_{pi} \leq 3) = F(\alpha \theta_p - \delta_i^{(r)}), \quad r = 2, 3,
\]

\[
P(Y_{pi} \geq r | Y_{pi} \geq 4) = F(\alpha \theta_p - \delta_i^{(r)}), \quad r = 5, 6,
\]

where \(\alpha\) scales the person parameter at the second level. The model has just one parameter more than the simple graded response model, however, order restrictions are weaker. One just has \(\delta_{i2}^{(2)} \leq \delta_{i3}^{(2)}\) and \(\delta_{i5}^{(2)} \leq \delta_{i6}^{(2)}\) whereas in the simple cumulative model five thresholds have to be ordered. Thissen-Roe and Thissen (2013) considered a two-decision model of this type, which uses a modified graded response model in the second level.

Within the model it is straightforward to include response styles by adding just one person parameter. In the extended model \(P(Y_{pi} \geq r | Y_{pi} \leq 3) = F(\alpha \theta_p + \gamma_p - \delta_i^{(r)}), \quad r = 2, 3, P(Y_{pi} \geq r | Y_{pi} \geq 4) = F(\alpha \theta_p - \gamma_p - \delta_i^{(r)}), \quad r = 5, 6,\) the parameter \(\gamma_p\) is a response style parameter that contains the tendency to middle categories. In a
binary tree as given in Figure 3 several additional parameters are needed to account for response styles whereas in the simpler structured tree in Figure 5 only one additional parameter is needed. For the estimation one can use similar methods as in binary trees, exploiting that likelihood contributions can be written as products of conditional probabilities (Tutz and Draxler, 2019).

The class of hierarchical partitioning models is characterized by containing ordinal models for more than two categories as constituents. Instead of using just binary splits the order in responses is exploited efficiently by using ordinal models as building blocks. When modeling the response within agreement and disagreement categories any simple ordinal model can be used. Since the ordinal models can be represented by split variables the same holds for the model built from these blocks. They are in particular helpful to obtain sparse parameterizations.

4 A Taxonomy of Polytomous Item Response Models Including Tree Structured Models

The taxonomy of ordinal models given in Figure 1 covers only the basic models. An extended taxonomy of polytomous IRT models that also contains the general class of hierarchically structured models is given in Figure 6. It also includes the nominal model and mixture models to be considered later. Here we focus on the structure that is obtained by they way how ordinal models can be constructed from binary models as building blocks. At the outset it is distinguished between conditional models and simultaneous splits, that is, graded response models. The former use binary models in a conditional way by assuming that the choice between categories has already been narrowed down to a reduced set of categories. In contrast, the latter assume no conditioning but assume that the splits between categories are simultaneously determined by the same person parameter.

There are two groups of conditional models. In the first group pairs of categories are compared by utilizing a binary response model to obtain, for example, the partial credit model and its simplified or extended versions. The second group is formed by hierarchical models. The crucial difference between non-hierarchical and hierarchical models is that in the former the conditions under which binary models are assumed to hold are overlapping. For example, in the partial credit model one binary sub model
Hierarchically structured models can be divided into two types of models, binary IRTrees and hierarchical partitioning approaches. The former use only binary models to describe the conditional response in subsets of categories while the latter use traditional models with more than two categories as building blocks.

One can further distinguish between symmetric and asymmetric tree models. Symmetric models are in particular useful for Likert items to account for the symmetry in answer categories. Symmetric tree models can be defined by considering subsets of categories $S_1, S_2 \subset \{1, \ldots, a\}$, where $a = m/2$ if $m$ is even, and $a = (m-1)/2$ if $m$ is odd. An IRTree model is symmetric if for any (conditional) split between $S_1$ and $S_2$ there is a split between $S_3 = \{r|m - r + 1, r \in S_2\}$ and $S_4 = \{r|m - r + 1, r \in S_1\}$. An example with an even number of categories is the splitting structure shown in Figure 3. If the number of categories is odd, and Likert items are considered, the first split typically distinguishes between the neutral category and the other categories. Although the visual appearance of the corresponding tree shows some asymmetry, see Figure 4, the corresponding model is symmetric, and treats categories in a proper way. Therefore, it is essential to distinguish between the symmetry of a tree and the symmetry of the model. While the former refers to the tree structure the latter refers to the corresponding model.

A classical example of a tree model that is not symmetric is the sequential model. It is, in particular, not invariant under the reverse permutation of categories; if the order
of categories is reversed the corresponding sequential model differs from the sequential model for the original categories. In contrast, most symmetric models in common use are invariant under the reverse permutation, namely symmetric models, in which the response function \( F(\cdot) \) is a symmetric distribution function. The distinction between asymmetric and symmetric models can be made for all hierarchically structured models. It is included in the taxonomy only for binary IRTrees, which have been investigated in the literature more intensively than other hierarchical models.

In general, the graded response model and the adjacent categories models can be used for any form of graded responses, in achievement tests as well as in the investigation of attitudes. Hierarchically structured models are somewhat different, they are process models tailored to model a specific process. The sequential model assumes that levels of performance are reached successively, and therefore is most useful in items that are constructed with categories that represent successive solutions levels. Binary IRTrees and hierarchical partitioning approaches assume a specific conditional structure that aims at modeling the way how respondents generate a response. In hierarchically structured models, as in all conditional models, item parameters have to be interpreted locally since they refer to conditional decisions.

5 Nominal Models, Ordinal Models and the Role of Parameterizations

All the polytomous IRT models considered so far can be considered ordinal models in the sense that they exploit the ordering of categories. A model that is different in this aspect is the so-called nominal model. It can be seen as a model that aims at detecting the order rather than using it, but also as a sort of background model from which specific ordinal models can be derived. In a taxonomy of polytomous IRT models, which essentially is a taxonomy of ordinal models, it should be included and its role be investigated.

Another major topic in the following is the role of the parameterization of a model, which also plays a role in the transformation of the nominal model into an ordinal model. Variations in parameterizations yield more or less complex models of specific model types in the hierarchy given in Figure 6, various parameterizations can be used on every level of the hierarchy (Section 5.2). Another aspect of the parameterization within the taxonomy considered here concerns the link between parameterization and the exploitation of the ordering of categories. It is argued that the split variables and their specific parameterization make models ordinal models.

5.1 Nominal Models

The taxonomy uses that ordinal models can be seen as composed from simpler, in particular binary models. This is most obvious in IRTrees but holds also for basic models as the graded response model. What makes the models ordinal ones is that the binary models are assumed to hold only for specific subsets of categories. For example, the graded response model assumes binary models to hold for subsets \( \{0, \ldots, r\} \) and \( \{r+1, \ldots, k\} \). None of the ordinal models are built from binary models that distinguish between subsets such as \( \{3, 7\} \) and \( \{5\} \). All subsets that are used reflect the ordering of the categories \( \{0, \ldots, k\} \). More concrete, binary models are assumed to hold, possibly conditionally, for subsets \( S_1, S_2 \), with \( c_1 < c_2 \) for \( c_1 \in S_1, c_2 \in S_2 \), and the binary
models distinguish between $S_1$ and $S_2$ in a way such that an increase in $\theta_p$ increases the probability of a response in $S_2$. It can be seen as an ‘ordered subsets’ characterization of ordinal models, which is linked to split variables as considered later.

This aspect is emphasized since ordinal models are sometimes derived from models that do not use the order of categories. The most widely used model to this end is Bock’s nominal model \cite{Bock1972}

$$P(Y_{pi} = r) = \frac{\exp(\alpha_{ir}\theta_p - \beta_{ir})}{\sum_{s=0}^{k} \exp(\alpha_{is}\theta_p - \beta_{is})}, \quad r = 1, \ldots, k, \quad (14)$$

in which additional constraints are needed to ensure identifiability of parameters, see \cite{Bock1972, Thissen2016}. In the basic form the model uses only the nominal scale of the response, however, it can be transformed to use the order information.

A first step is to set $\alpha_{ir} = \phi_r$, where $\phi_r$ are considered scoring functions for the categories, yielding Andersen’s version of the model \cite{Andersen1977}. If, in addition, it is assumed that the scores are ordered, that is, $\phi_1 \leq \cdots \leq \phi_k$, one obtains a model that actually uses the ordering of categories. If one assumes equi-distant scores, $\phi_r = r$ one obtains the partial credit model, which has been noted among others by \cite{Thissen1986}, where much more general transformations were considered. Also a general-purpose multidimensional model was considered by \cite{Thissen2010}.

The nominal model can be seen as a useful background model from which various ordinal models can be derived as special cases. It is also interesting from a conceptual point of view since it has also been used in a different way, namely to check the order of categories if that is not clear. This use is linked to different conceptualizations of ordinal and nominal models. An ordinal model, in the sense used here, exploits the order of categories while a nominal model is a model that is invariant against permutations of response categories. In its general form the model \cite{Thissen2016} is a nominal model but not an ordinal one since it is stable under permutations.

On the other hand it uses a uni-dimensional trait, which implicitly assumes an order of the latent trait and therefore on the responses. This makes it a model that can be used to investigate the order of categories. Fitting the unconstrained model might yield information on the order, and it can be used to fit responses constructed for testlets, see, for example, \cite{Thissen2016}. It can also be used to provide scores using information from all responses even when the response categories are not clearly ordered. When used in this way it does not exploit the order of categories but aims at investigating the order empirically. This is a different concept of dealing with ordinality, namely using the model to examine the expected, or empirical, ordering of response categories. In its general form the model \cite{Thissen2016} is a nominal model but not an ordinal one since it is stable under permutations.

On the other hand it uses a uni-dimensional trait, which implicitly assumes an order of the latent trait and therefore on the responses. This makes it a model that can be used to investigate the order of categories. Fitting the unconstrained model might yield information on the order, and it can be used to fit responses constructed for testlets, see, for example, \cite{Thissen2016}. It can also be used to provide scores using information from all responses even when the response categories are not clearly ordered. When used in this way it does not exploit the order of categories but aims at investigating the order empirically. This is a different concept of dealing with ordinality, namely using the model to examine the expected, or empirical, ordering of response categories \cite{Thissen2016}.

It becomes an ordinal model in the sense used here if restrictions are imposed. Moreover, it generates a whole family of models that is strongly linked to the partial credit model. It should be noted that it does not generate the general adjacent categories model, but only models that use the logistic link, which, however, are the most widely used ones. This is visualized in the tree structure given in Figure 6. Adjacent categories models are sub models of nominal models (if the logistic link is used) but can also be considered as specific conditional models (for any response function $F(\cdot)$).
5.2 Models and Parameterizations

In the proposed taxonomy the parameterization is considered secondary. That does not mean that parameterization is not important. It is important, and much of the more recent latent trait literature is devoted to account for specific features like response styles or differential item functioning, which can be investigated by using specific parameterizations. However, parameterizations do not alter the structure given in Figure 6. They may be seen as special cases within this framework.

Given the conditional or unconditional structure of a model quite differing parameterizations can be used. Instead of the simple difference between person parameters \( \theta_p - \delta_{ir} \) one can include slope parameters yielding \( \alpha_i(\theta_p - \delta_{ir}) \). Response style effects can be modeled by adding additional person parameters yielding models with a multi-dimensional person parameter, see [Johnson (2003)] for cumulative type models with extreme response styles, and [Wetzel and Carstensen (2017), Plieninger (2016), Jin and Wang (2014), Tutz et al. (2018)] for partial credit models that account for response styles.

The taxonomy given in Figure 6 also includes models that make much weaker assumptions on the response functions. Introduced by [Mokken (1971)] nonparametric IRT models have been extended to a wide class of models nonparametric IRT models, see, for example, [Sijtsma and Molenaar (2002)]. Assumptions are much weaker, only local independence, uni-dimensionality and some form of monotonicity are needed. Ordinal nonparametric models can be derived by using more general functions in the binary models that are the building blocks of the models in the taxonomy. Instead of using the parametric form \( F(\theta_p - \delta_i) \) one uses a uni-dimensional monotonic function. For example, the cumulative version is obtained by assuming \( P(Y_{pi} \geq r) = M_{ir}(\theta_p) \), where \( M_{ir} \) is a strictly increasing function that can depend on the item \( i \) and the response category \( r \). Corresponding adjacent categories and sequential models are obtained by using on the left hand side \( P(Y_{pi} = r|Y_{pi} \in \{ r - 1, r \}) \) or \( P(Y_{pi} = r|Y_{pi} \geq r - 1) \), respectively. Models of this form have been considered by [Hemker et al. (1997, 2001)].

Parameterizations yield specific hierarchies if the conditioning (the type of model) and the response function are fixed. An example is the hierarchy given by [Hemker et al. (2001)] in their Figure 2 for sequential models, which starts with the very restrictive sequential rating scale model, in which the location parameter is split into an item location parameter and a step parameter. The most general models in this hierarchy are Samejima’s acceleration model [Samejima (1995)] and the nonparametric sequential model. Similar hierarchies may be built for all of the models identified in Figure 6 but they are hierarchies generated by parameterization within the taxonomy. The taxonomy itself, which shows the relationship of models characterized by their conditioning, is unchanged.

Taxonomies that focus on parameterizations have been given by [Hemker et al. (1997), Hemker et al. (2001) and Sijtsma and Hemker (2000)]. They study carefully which parameterizations are special cases of other ones and display the structure in Venn diagrams. They also investigate so-called measurement properties of models as the monotone likelihood ratio, stochastic ordering properties and invariant item ordering, and show which models have these properties.
5.3 Characterization of Ordinal Models

In the following the fundamental structure of ordinal models is investigated. It is argued that binary models for split variables are the essential constituents of models that are able to exploit the ordering of categories. Although typically there is some intuition why models are appropriate for ordered responses, for example the ordered thresholds on the latent scale in cumulative models, and the process from which the sequential model is derived, these motivations do not yield a general conceptualization of ordinal models. Nevertheless, in a taxonomy of polytomous models it seems warranted that one distinguishes between ordinal and nominal models.

All the models considered here contain binary submodels of the form

\[ P(Y_{pi+} \in S_1| Y_{pi} \in S_2) = g(\theta_p, \{\delta_{is}\}), \]

where \( S_1 \subset S_2 \) and \( \{\delta_{is}\} \) is a set of item parameters. For example, the tree in Figure 3 contains a binary model that distinguishes between \( \{1\} \) and \( \{2, 3\} \) given \( \{1, 2, 3\} \). The corresponding model for \( P(Y_{pi} \in \{2, 3\}| Y_{pi} \in \{1, 2, 3\}) \) can also be described by split variables, it is equivalent to modelling \( P(Y_{pi}^{(2)} = 1| Y_{pi}^{(4)} = 0) \). Also in partitioning models that have ordinal components binary models for split variables are contained. If a cumulative model is used to model the response given \( \{1, 2, 3\} \) in the structure given in Figure 5 the model contains a binary model \( P(Y_{pi} \in \{2, 3\}| Y_{pi} \in \{1, 2, 3\}) \), which is equivalent to \( P(Y_{pi}^{(2)} = 1| Y_{pi}^{(4)} = 0) \).

However, binary models for split variables are not only submodels of ordinal model but are also the building blocks of the models. Therefore, a general class of models can be defined by postulating that there exists a finite number of submodels for split variables

\[ P(Y_{pi}^{(l)} = 1| Y_{pi}^{(s)} = 1, Y_{pi}^{(r)} = 0) = g_l(\theta_p^{(l)}|\{\delta_{is}\}), \quad s < r, \quad (15) \]

such that

(i) the function \( g_l(\cdot|\{\delta_{is}\}) \) is nondecreasing for at least one \( l \) with \( s \leq l \leq r \),

(ii) the response probabilities are uniquely determined by these submodels.

The set of submodels are called the model generating binary models, and the class of generated models split variables generated ordinal models.

The second condition just ensures that the polytomous model can be constructed from the set of binary models. The crucial ingredients in the definition are the form of the conditioning in (15) and that the function is nondecreasing. The condition \( Y_{pi}^{(s)} = 1, Y_{pi}^{(r)} = 0 \) means that conditioning refers to a sequence of categories since it is equivalent to \( Y_{pi} \in \{s, s+1, \ldots, r-1\} \). It can also be empty, which is the case if \( s = 0, r = k + 1 \), and one defines \( Y_{pi}^{(k+1)} = 0 \). The postulate that the function is nondecreasing ensures that the order of categories is used in a consistent way. It implies that, whatever the conditioning, an increase in \( \theta_p^{(l)} \) in favor of higher categories, the probability of lower categories can not increase. It excludes, in particular, that one constructs a binary tree, in which, for example, the response in the lower category 1 given \( \{1, 2\} \) and the response in the higher category 6 given \( \{5, 6\} \) are modeled by binary Rasch models. This construction would violate the order of categories, and is avoided by using split variables to define the condition.
With the exception of the nominal model, all models considered here are split variables generated ordinal models. In the traditional models, that is, the cumulative, sequential, and adjacent categories model, it is typically assumed that the trait does not depend on the the split, that means, one has in all models generating binary models with \( \theta^{(l)}_p = \theta_p \) for all \( l \). The model generating binary models are the ones given in Table 1. In IRTrees the parameters \( \theta^{(l)}_p \) are not necessarily the same, they can vary over the binary models.

It is instructive to investigate why the nominal model is not among the class of models specified by (13). In particular, it clarifies the conditions in the definition of this class of models. The nominal model (14) is certainly a nominal but not an ordinal model since it is invariant under permutations. Nevertheless, it can be constructed from binary submodels \( \log(P(Y_{pi} = r)/P(Y_{pi} = 1)) = \gamma_{ir}\theta_p - \xi_{ir} \) with \( \gamma_{ir} \geq 0 \). These submodels yield \( \log(P(Y_{pi} = r)/P(Y_{pi} = r - 1)) = (\gamma_{ir} - \gamma_{i,r-1})\theta_p + \xi_{i,r-1} - \xi_{i,r} \). This model is equivalent to the nominal model, which is seen by using the reparameterization \( \alpha_{ir} = \gamma_{ir} - \gamma_{i,r-1}, \beta_{ir} = \xi_{i,r} - \xi_{i,r-1} \). Thus, a nominal model is constructed from binary models that are nondecreasing in person parameters because \( \gamma_{ir} \geq 0 \) is assumed. The crucial point is that the model generating submodels \( \log(P(Y_{pi} = r)/P(Y_{pi} = 1)) = \gamma_{ir}\theta_p - \xi_{ir} \) are based on the conditioning \( Y_{pi} \in \{1, r\} \), which is not of the type used in the definition of the class of split variables generated ordinal models. This clarifies that one has to postulate for the (conditional) model generating binary models that the condition is of the form \( Y_{pi}^{(s)} = 1, Y_{pi}^{(r)} = 0 \) or, equivalently, \( Y_{pi} \in \{s, s+1, \ldots, r-1\} \). Without that condition it would not be ensured that a model exploits the ordering of categories.

The class of split variables generated ordinal models comprises all the traditional ordinal models as well as the hierarchical models considered previously. It does not depend on specific parameterizations, it is just assumed that response functions are nondecreasing, and that the condition in the generating model has a specific form determined by split variables. Although it can not be totally excluded that there might be alternative ways to find models that use the order in categories, the considered class of models seems rather exhaustive.

An additional advantage of characterizing ordinal models by the binary submodels that are contained is that it is rather flexible and avoids questionable criteria. For example, Adams et al. (2012) consider categories in an item response model as ordered if the expectation \( E(Y_p|\theta_p) \) is an increasing function of \( \theta_p \). That means, if a person has a higher value of \( \theta_p \) than another person, then the person with the higher value will, on average, score more. The problem with the definition is that the expectation is a sensible measure only if the response \( Y_p \) is measured on a metric scale level, however, one wants to characterize the use of the ordinal scale level. The expectation is not helpful for this purpose because it uses a scale level that is not assumed to be available. Alternative ways of characterizing the use of \( \theta_p \) rely on specific functions. As Adams et al. (2012) suggest a model uses the order if for any ordered pair \( s < r \) the function \( m_{sr}(\theta_p) = P(Y_{pi} = r|\theta_p)/P(Y_{pi} = s|\theta_p) \) is an increasing function of \( \theta_p \). It can be seen as a stochastic ordering property since it implies that for \( \theta_{p1} < \theta_{p2} \) one has \( m_{sr}(\theta_{p1}) < m_{sr}(\theta_{p2}) \). However, one might use quite different functions, for example, that \( P(Y_{pi} \geq r|\theta_p) \) is an increasing function of \( \theta_p \), yielding quite different conceptualizations of ordinal models that are not compatible. The strength of the conceptualiza-
tion based on split variables is that no specific functions, which are somewhat arbitrary, are needed.

6 Mixture Models

An alternative class of models that has been included in Figure 6 are mixture models. They follow a quite different reasoning to account for heterogeneity in responses and response styles and therefore are included as a separate class of models. General finite mixture models for latent traits have the form

\[
P((Y_{p1}, \ldots, Y_{pI})) = \sum_{m=1}^{M} \pi_m P_m((Y_{p1}, \ldots, Y_{pI})|\theta_p, \{\delta_{ir}^{(m)}\}).
\]

That means the population is subdivided into \( M \) latent classes, where \( P_m(\cdot) \) denotes the model in the latent class \( m \) with parameters \( \theta_p, \{\delta_{ir}^{(m)}\} \), and \( \pi_1, \ldots, \pi_M \) denotes the mixture probabilities of the latent classes (\( \sum_m \pi_m = 1 \)).

Mixture item response models, originally developed for Rasch models by Rost (1991), are strong tools to investigate unidimensionality, the presence of response styles, and differential item functioning without assuming that the relevant grouping variable that induces differential item functioning to be known. Extensions to ordinal responses have been considered by Rost et al. (1997), Eid and Rauber (2000), Gollwitzer et al. (2005), Majj-de Meij et al. (2008), Moors (2010), Van Rosmalen et al. (2010), Von Davier and Yamamoto (2004), for an overview see also Von Davier and Yamamoto (2007).

It seems sensible to distinguish between two approaches to specifying mixture models, the homogeneous modelling strategy and the heterogeneous strategy. In homogeneous finite mixture models the same functional form is used in all the mixture components, for example, a partial credit model (Eid and Rauber, 2000; Gollwitzer et al., 2005). It is assumed that respondents are from different latent classes but only model parameters, not the structure of the model vary across classes. The approach is not without problems. Typically the number of classes is unknown and has to be chosen driven by data. However, one gets quite different model parameters when fitting, for example, three or four classes, since all the parameters change when considering one more class. Even if a number of classes has been chosen it is sometimes still difficult to interpret the difference between classes and explain what exact features are represented by classes, they might indicate a response style or some other dimension that is involved when responding to items. Homogeneous models do not explicitly model which trait is to be detected and are primarily exploratory tools.

Heterogeneous finite mixture models are sharper tools, they allow to use different models in the components specifying explicitly which specific trait is to be detected. Moreover, typically the number of components is fixed. Early mixture models of this type are HYBRID models as proposed by Von Davier (1996); Von Davier and Yamamoto (2007). Although some HYBRID models can be represented as mixture models that have the same functional form in the components but with constraints in some of the components (Von Davier and Yamamoto, 2007), the constraints specify which traits are modelled. Further models with constraints have been proposed by De Boeck et al. (2011), Shu et al. (2013).
A specific mixture with fundamentally different components as been considered more recently by Tijmstra et al. (2018). They proposed a two-class mixture of a generalized partial credit model and an IRTree model, carefully designed to distinguish between respondents who consider the middle category of a five-category Likert item as representing one category in a sequence of ordered categories and respondents who use the middle category as a non-response option. While the former follow a partial credit model the response of the latter is described by a specific IRTree model that separates the middle category.

All mixture models, in which at least one of the components is an ordinal model account for the order of categories. Therefore, they are included in the taxonomy, but they are a separate class of models with specific purposes. In particular they can be used to model response styles in a quite different way than IRTrees and extensions of classical models as the partial credit model with response style. In the following possible approaches are considered briefly.

To avoid the pitfalls of homogeneous mixture models it might be sensible to use structured mixtures, in which the type of response style is explicitly specified. With response vector $Y_p = (Y_{p1}, \ldots, Y_{pI})$ a simple two-components model has the form

$$P(Y_p) = \pi_M P_M(Y_p|\theta_p, \{\delta_{ir}\}) + (1 - \pi_M) P_RS(Y_p|\text{par}),$$

where

- in the first component responses are determined by model M with $P_M(Y_p|\theta_p, \{\delta_{ir}\})$ referring to a partial credit or some other ordinal model,

- the second model $P_RS(Y_p|\text{par})$ specifies the response style that is suspected to be present.

For example, one might investigate if a portion of respondents shows non-contingent response style, which is found if persons have a tendency to respond carelessly, randomly, or nonpurposefully (Van Vaerenbergh and Thomas, 2013; Baumgartner and Steenkamp, 2001) by specifying

$$P_RS(Y_p|\text{par}) = \prod_{i=1}^I P(Y_{pi}|\{\delta_{ir}^m\}),$$

where $\{\delta_{ir}^m\}$ are parameters that determine the marginal distribution of responses item $i$. The specification means that responses on items are independent and determined only by the item parameters. An alternative is a mixture with the component

$$P_RS(Y_p|\text{par}) = P_M(Y_p|\theta_p, \{\delta_{ir}^{RS}\}, \gamma_p),$$

where $\gamma_p$ are additional response style parameters in a partial credit model if, for example, a partial credit model determines the first mixture component. The parameters $\{\delta_{ir}^{RS}\}$ are parameters for model M in the second mixture component. Then it is assumed that respondents that are affected by response style have different parameters than respondents without response style. However, it may also be assume that the parameters are the same as in the first component. Then one allows for respondents to be affected by response styles in differing degrees.
Approaches like that go beyond the classical modelling of response styles in mixture models. In classical mixture model respondents are affected by response styles or not, response style is considered a discrete trait (Bolt and Johnson [2009]). In contrast, in parametric models response styles are represented by parameters, which may be small or large, varying across persons, and making response style a continuous trait. The mixture given above combines these two worlds. Respondents may not be be affected by response style, or may be affected, but in different degrees.

Models of this type seem not to have been considered, although there has been some development on modelling uncertainty, which is related to non-contingent response styles, however approaches were proposed mainly in the regression context not for repeated measurements as item responses. For an overview of uncertainty modelling in regression see Piccolo and Simone (2019), repeated measures were considered by Colombi et al. (2018).

7 Concluding Remarks

It has been shown that an easily comprehensible taxonomy of ordinal item response models can be obtained by investigating the role of building blocks and split variables within the structure of ordinal models. The structure contains traditional models, IRTree models, and the class of hierarchical partitioning models. Although it is well known that ordinal models contain binary models their role in the construction of ordinal models seems not to have been investigated in a systematic way to obtain a taxonomy. In particular the distinction between non-conditional and conditional models, the split of the latter into hierarchical and non-hierarchical models, the role of the nominal model and how it is to be distinguished from ordinal models contribute to clarify the structuring of polytomous models.

One of the advantages of having a distinct taxonomy of models is that the meaning of parameters becomes clear. In particular, effects in conditional models should be interpreted with regard to the conditioning, which holds for parametric and nonparametric approaches. Parameterizations do not determine the taxonomy. They primarily determine the complexity of the model, and specify which effects are included in the model. Alternative parameterization have different meanings, and an additional slope parameter has a quite different interpretation if it is included in an adjacent categories model or an IRTree. Their meaning depends on the model type, and therefore on the placement in the taxonomy.
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