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Abstract

Bayesian Student-\(t\) linear regression is a common robust alternative to the normal model, but its theoretical properties are not well understood. We aim to fill some gaps by providing analyses in two different asymptotic scenarios. The results allow to precisely characterize the trade-off between robustness and efficiency controlled through the degrees of freedom (at least asymptotically).
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1 Introduction

Let us assume that we have access to a data set of the form \((\mathbf{x}_i, y_i)_{i=1}^n\), where \(\mathbf{x}_1 := (x_{11}, \ldots, x_{1p})^T, \ldots, \mathbf{x}_n := (x_{n1}, \ldots, x_{np})^T \in \mathbb{R}^p\) are \(n\) vectors with data points from \(p\) covariates and \(y_1, \ldots, y_n \in \mathbb{R}\) are \(n\) observations of a dependent variable, with \(n\) and \(p\) being positive integers. The context is the following: one is interested in modelling the dependent variable using the covariates and a Bayesian linear regression model is assumed. We consider that \(x_{11} = \ldots = x_{n1} = 1\) to introduce an intercept in the model. As typically done in linear regression, we treat (at least for now) the vectors \(\mathbf{x}_1, \ldots, \mathbf{x}_n\) as fixed and known, i.e. not as realizations of random variables, contrarily to \(y_1, \ldots, y_n\). The posterior distribution will thus be conditional on the latter only.

In linear regression, the random variables \(Y_1, \ldots, Y_n\) are more precisely modelled as \(Y_i = \mathbf{x}_i^T \mathbf{\beta} + \sigma \varepsilon_i, i = 1, \ldots, n\), where \(\mathbf{\beta} := (\beta_1, \ldots, \beta_p)^T \in \mathbb{R}^p\) is the vector of regression coefficients, \(\sigma > 0\) is a scale parameter, and \(\varepsilon_1, \ldots, \varepsilon_n \in \mathbb{R}\) are random standardized errors. We assume that the \(n + 2\) random variables \(\varepsilon_1, \ldots, \varepsilon_n, \mathbf{\beta}\) and \(\sigma\) are independent, implying that \(\varepsilon_i \mid \mathbf{\beta}, \sigma \overset{\text{d}}{=} \varepsilon_i \sim f, i = 1, \ldots, n\), where “\(\overset{\text{d}}{=}\)” denotes an equality in distribution and \(f\) is used to denote a probability density function (PDF). This independence assumption is common.

The most common choice of PDF \(f\) is a standard normal density. This choice is however well known for yielding a model that lacks robustness against outliers; see, e.g., Box and Tiao (1968), West (1984), Peña et al. (2009) and Gagnon et al. (2020) in which Bayesian robust alternatives to normal linear regression are proposed. The preferred alternative is the Student-\(t\) linear regression, meaning that \(f\) is replaced by a Student-\(t\) density; hereafter, we write Student instead of Student-\(t\) to simplify. That
strategy dates back at least to West (1984). Its scope of application is wide, ranging from modelling of mobility trends (Boonstra et al., 2021) to spatial modelling in ecological epidemiology (Congdon, 2017). The model can be automatically estimated using the probabilistic programming language Stan (Carpenter et al., 2017).

Even though the Student linear regression is the preferred Bayesian robust alternative to normal linear regression, not a lot is known about the theoretical properties of that model. Robustness properties of simple special cases are understood, such as the location model (O’Hagan, 1979) and the location–scale model (Andrade and O’Hagan, 2011), corresponding to linear regression models with only an intercept and with a known $\sigma$ in the former model, but not beyond that. With this paper, we aim to improve understanding of the general model by studying some of its theoretical properties. From now on, we thus consider that $f$ is a Student density with $\gamma > 0$ degrees of freedom, a parameter that is fixed and chosen by the user. This parameter can be considered as being unknown, as in Fernández and Steel (1999), Fonseca et al. (2008), and He et al. (2021), in which considerations specific to this situation are addressed and in which the proposed approaches are theoretically and empirically studied. We here focus on the situation where $\gamma$ is fixed as it is also an important and practical situation. To simplify, we will consider that $\gamma$ is a positive integer. Again to simplify, we will consider that all covariates are continuous; the theoretical results presented in the next sections hold even when this is not the case, but under more technical assumptions.

In Section 2, we present a condition on the prior density which, together with the framework presented above, guarantee that the posterior distribution is proper if $n > p + 1$, this latter condition being similar to what is required under the frequentist paradigm to perform inference. The condition on the prior density is weak; for instance, it is satisfied by the improper Jeffreys prior. Even though a proper posterior distribution is required to perform inference under the Bayesian paradigm, theoretical guarantees that it is the case are scarce.

We next turn in Section 3 to a characterization of the robustness of the model under an asymptotic scenario where outliers are considered to be further and further away from the bulk of the data. We prove that the posterior distribution converges towards one for which the PDF terms of the outlying data points in the original posterior density are each replaced by $\sigma^\gamma$ in the limiting one, but everything else remains the same. The term $\sigma^\gamma$ represents a trace asymptotically left by each outlier, which makes them partially rejected. The trace increases the limiting posterior variability of all coefficients. The increase is seen to be more or less significant depending on several factors, as explained and shown in Section 3. The increase is small for certain combinations of those factors, but the degrees of freedom are of crucial importance; larger degrees of freedom imply larger variability increases. Also, larger degrees of freedom imply that a greater distance between the outliers and the bulk of the data is required for the former to be (partially) rejected, which translates into a stronger influence on inference of outliers that are not far enough to be (partially) rejected.

We finish our study of Bayesian Student linear regression in Section 4 with an analysis of its efficiency in a large-sample asymptotic regime where the true generating process is the normal linear regression in order to compare a Bayesian Student estimator with the ordinary-least-squares (OLS) one when the latter is the benchmark. We prove that the efficiency of the regression-coefficient estimator is comparable: the Bayesian Student estimator has an asymptotic variance (where the randomness here comes from the data) which is proportional to that of the OLS estimator, with a factor of proportionality that is greater than 1 but that converges to 1 as $\gamma$ increases.

With the findings presented in Sections 3 and 4 in hand, one is able to precisely measure the impact of one’s choice of value of $\gamma$ (at least asymptotically), with smaller values yielding greater robustness and larger values producing more efficient estimators. Our findings suggest that degrees of freedom
around 4 are generally suitable, supporting previous evidence. Note that the proofs of all theoretical results are deferred to Appendix A.

2 Properness

Under the linear-regression framework described in Section 1, the posterior density is such that

$$\pi(\beta, \sigma | y) := \pi(\beta, \sigma) \left[ \prod_{i=1}^{n} \left( \frac{1}{\sigma} \right) f \left( \frac{(y_i - x_i^T \beta)}{\sigma} \right) \right] / m(y), \quad \beta \in \mathbb{R}^p, \sigma > 0,$$

(1)

where $y := (y_1, \ldots, y_n)^T$, $\pi(\cdot, \cdot)$ is the prior density and

$$m(y) := \int_{\mathbb{R}^p} \int_{0}^{\infty} \pi(\beta, \sigma) \left[ \prod_{i=1}^{n} \left( \frac{1}{\sigma} \right) f \left( \frac{(y_i - x_i^T \beta)}{\sigma} \right) \right] \, d\sigma \, d\beta,$$

if $m(y) < \infty$, a situation where the posterior distribution is proper and thus well defined. It is crucial to identify conditions under which this posterior distribution is proper given that any Bayesian analysis based on the Student linear regression rests on this distribution (and the fact that it is proper). We present in Proposition 1 sufficient conditions allowing the use of improper prior distributions. The conditions cover the Jeffreys prior, i.e. $\pi(\beta, \sigma) \propto \frac{1}{\sigma}$, and $\pi(\beta, \sigma) \propto 1$. The conditions require $n > p + 1$. Of course, other sets of conditions requiring less observations are possible, for instance, when assuming proper prior distributions.

**Proposition 1.** Assume that $\pi(\beta, \sigma) \leq \max(C, C/\sigma)$ for all $\beta, \sigma$, where $C$ is a positive constant. If $n > p + 1$, then the posterior distribution is proper.

One can establish that moments of order $M$ exist if the condition $n > p + 1$ is replaced by $n > p + 1 + M$. In variable selection, when the joint posterior of the models and parameters is considered, this joint posterior is proper if the prior distributions of the parameters of all models satisfy the upper bound in Proposition 1 and if $n > p_{\text{max}} + 1$, where $p_{\text{max}} < \infty$ is the number of covariates in the complete model (the model with all covariates). In the analogous situation where $y$ is considered unknown, the joint posterior of $\gamma$ and the parameters is proper if we assume that $\gamma$ takes values in a finite subset of the positive integers and the prior distributions of the parameters of all models (resulting from different values for $\gamma$) satisfy the upper bound in Proposition 1.

3 Robustness

In this section, we state a result characterizing the robustness of the Student linear regression against outliers. An outlier here is defined as a data point $(x_i, y_i)$ with an extreme error $y_i - x_i^T \beta$, for $\beta$ belonging to the set of probable values according to the bulk of the data. An error can be extreme because, for a given $x_i$, the value of $y_i$ makes it extreme or because, for a given $y_i$, the value of $x_i$ makes it extreme. We mathematically represent such extreme situations by considering an asymptotic scenario where the outliers move away from the bulk of the data along particular paths (see Figure 1). More precisely, we consider that the outlying data points $(x_i, y_i)$ are such that $y_i \to \pm \infty$, with $x_i$ being kept fixed (but perhaps extreme). Our result states that, for the outlying data points with fixed $x_i$, there exist $y_i$ values
Figure 1. Data with two outliers: one can be seen as having an extreme $y_i$, while the other as having an extreme $x_i$

such that the posterior distribution is similar to one for which the PDF terms of the outliers are each replaced by $\sigma^\gamma$.

We consider that each outlier goes to $\pm\infty$ at its own specific rate, to the extent that the ratio of two outliers is bounded: $y_i = a_i + b_i\omega$, for $i = 1, \ldots, n$, where $a_i, b_i \in \mathbb{R}$ are constants such that $b_i = 0$ if the data point is a non-outlier and $b_i \neq 0$ if it is an outlier, and then, we let $\omega \to \infty$. We define the index set of outlying data points by: $O := \{i : b_i \neq 0\}$. The index set of non-outlying data points is thus given by: $O^c = \{1, \ldots, n\} \setminus O$. We also define the set of non-outlying observations: $y_{O^c} := \{y_i : i \in O^c\}$.

Central to the characterization of the robustness of the Student linear regression is the limiting behaviour of the Student PDF evaluated at an outlying point: for any $i \in O$ and fixed $(\beta, \sigma)$,

$$\lim_{\omega \to \infty} \frac{(1/\sigma)f((y_i - x_i^T\beta)/\sigma)}{f(y_i)} = \lim_{\omega \to \infty} \frac{1}{\sigma} \left( \frac{\gamma + y_i^2}{\gamma + (y_i - x_i^T\beta)^2/\sigma^2} \right)^{\frac{\gamma + 1}{2}} = \sigma^\gamma. \quad (2)$$

This result is a consequence of the polynomial behaviour of the Student PDF tails which makes them regularly varying; for details on regularly varying function, see Resnick (2007). The result suggests that the PDF term of an outlier in the posterior density behaves in the limit like $\sigma^\gamma f(y_i) \propto \sigma^\gamma$ (recall (1)). This is confirmed in a theorem below.

An outlier can be seen as a source of information that is in conflict with others. The sources with which it is in conflict represent, among others, the non-outliers. Here, we consider that the prior distribution is not in conflict with the non-outliers. A line of research called resolution of conflict studies how conflicting sources of information are dealt with by Bayesian models. This line of research was started by de Finetti (1961) with a first analysis in Lindley (1968), followed by an introduction of a formal theory in Dawid (1973), Hill (1974) and O’Hagan (1979). For a review of Bayesian heavy-tailed models and conflict resolution, see O’Hagan and Pericchi (2012). In the latter paper, it is noted that there exists a gap between the models formally covered by the theory of conflict resolution and models commonly used in practice. The present paper contributes to the expansion of the theory of conflict resolution by covering a model used in practice, namely the Student linear regression.

In the presence of conflicting sources of information and when using the Student linear regression, conflicting information is partially rejected as a trace remains, i.e. $\sigma^\gamma$. Ideally, conflicting information is wholly rejected as its source becomes increasingly remote, which translates into a PDF which behaves asymptotically like $f(y_i) \propto 1$ (West, 1984). The Student model is thus said to be partially robust. Recently, research on resolution of conflict in linear-regression frameworks have shown that in order to attain whole robustness, it is required to assume that the error PDF has heavier density tails than those of the Student PDF (Desgagné and Gagnon, 2019; Gagnon et al., 2020, 2021; Hamura et al., 2022); in Gagnon et al. (2020), it is proved that it is sufficient to assume that the error PDF has tails which are log-regularly varying, a concept introduced in Desgagné (2015).
The trace $\sigma^\gamma$ left asymptotically by each outlier has an impact on the limiting posterior variability of all coefficients which is seen to be more or less significant depending on the sample size, the number of outliers, the number of covariates in the model and the degrees of freedom. When the sample size is large relatively to the number of outliers, the number of covariates and the degrees of freedom, the impact is small. The regularly-varying Student tails however make the convergence to the limiting posterior distribution slower, comparatively to other alternatives with heavier tails such as log-regularly tails, implying a slower (in this case, partial) resolution of conflict. In Figure 2 and Table 1, we present numerical results to make some of that concrete. They are based on an analysis of a simulated data set with $n = 20$, $p = 2$, $(x_{12}, \ldots, x_{n2}) = (1, 2, \ldots, n)$, and where $y_1, \ldots, y_n$ were sampled using intercept and slope coefficients both equal to 1, an error scaling of 1 and errors sampled independently from the standard normal distribution; we then gradually increase the value of $y_n$. We observe the impact on the posterior mean of $\beta_2$ for different values of $\gamma$ in Figure 2. In Table 1, we show the difference between the posterior means and standard deviations (SDs) of $\beta_2$ based on the limiting posterior distribution (in which $(1/\sigma)(y_i - x_i^T\beta)/\sigma$ is replaced by $\sigma^\gamma$) and the posterior distribution without $y_n$ (corresponding to the limiting distribution as if the approach were wholly robust). From these results, we observe that models with degrees of freedom around 4 are almost as robust as the model with $\gamma = 1$, with a limited impact on the posterior coefficient variability due to their partial robustness, while being closer to normal linear regression, which is an advantage when non-outlying data points are normally distributed. The posterior means and SDs were computed using Hamiltonian Monte Carlo (Duane et al., 1987) and Markov-chain samples of size 10,000,000 (see Appendix B for details). For an extensive simulation study, we refer the reader to Gagnon et al. (2020).

The theoretical result that we demonstrate is a convergence of the posterior distribution towards

$$
\pi(\cdot, \cdot | y_{\text{O}_c}) := \pi(\beta, \sigma | y_{\text{O}_c}) \sigma^{\text{O}_c} \prod_{i \in \text{O}_c} \left(1/\sigma\right) f((y_i - x_i^T\beta)/\sigma) / m(y_{\text{O}_c}), \quad \beta \in \mathbb{R}^p, \sigma > 0,
$$

The code to reproduce all numerical results is available online; see ancillary files on arXiv:2204.02299.
where \(|O|\) is the cardinality of the set \(O\), i.e. the number of outliers, and

\[
m(y^O) := \int_{\mathbb{R}^p} \int_{0}^{\infty} \pi(\mathbf{\beta}, \sigma) \sigma^{\lvert O \rvert} \prod_{i \in O} \left(1/\sigma \right) f((y_i - x_i^T \mathbf{\beta})/\sigma) \, d\sigma \, d\mathbf{\beta}.\]

To prove the result, we essentially need to prove that we can interchange the limit and the integral in

\[
\lim_{\omega \to \infty} \int_{\mathbb{R}^p} \int_{0}^{\infty} \pi(\mathbf{\beta}, \sigma) \left[ \prod_{i = 1}^{n} \left(1/\sigma \right) f((y_i - x_i^T \mathbf{\beta})/\sigma) \right] \prod_{i \in O} f(y_i) \, d\sigma \, d\mathbf{\beta} = \lim_{\omega \to \infty} \frac{m(y)}{\prod_{i \in O} f(y_i)},
\]

which is the main difficulty of proving our asymptotic result.

To be able to establish such a result, we need a guarantee that \(\pi(\cdot, \cdot | y^O)\) is well defined. The following proposition provides conditions under which this guarantee exists.

**Proposition 2.** Assume that \(\pi(\mathbf{\beta}, \sigma) \leq \max(C, C/\sigma)\) for all \(\mathbf{\beta}, \sigma\), where \(C\) is a positive constant. If \(n - |O|(\gamma + 1) = |O^C| - |O|\gamma > p + 1\), then \(\pi(\cdot, \cdot | y^O)\) is proper.

We now present the asymptotic result.

**Theorem 1.** Assume that \(\pi(\mathbf{\beta}, \sigma) \leq \max(C, C/\sigma)\) for all \(\mathbf{\beta}, \sigma\), where \(C\) is a positive constant. If \(|O^C| \geq \max\{n/2 + p - 1/2, |O|\gamma + p + 2\}\), then, as \(\omega \to \infty\),

(a) the asymptotic behaviour of the marginal distribution is: \(m(y)/\prod_{i \in O} f(y_i) \to m(y^O)\);

(b) the posterior density converges pointwise: for any \(\mathbf{\beta} \in \mathbb{R}^p, \sigma > 0\), \(\pi(\mathbf{\beta}, \sigma | y) \to \pi(\mathbf{\beta}, \sigma | y^O)\);

(c) the posterior distribution converges: \(\pi(\cdot, \cdot | y) \to \pi(\cdot, \cdot | y^O)\).

For the Student linear regression, once the prior distribution has been set such that \(\pi(\mathbf{\beta}, \sigma) \leq \max(C, C/\sigma)\) for all \(\mathbf{\beta}, \sigma\), it is seen that **Theorem 1** holds as long as the number of non-outliers is large enough. A sufficient number of non-outliers is \(|O^C| \geq \max\{n/2 + p - 1/2, |O|\gamma + p + 2\}\) which is equivalent to having an upper bound on the number of outliers: \(O\) must be such that \(|O| \leq n/2 - p + 1/2\) and \(|O| \leq (n - p - 2)/(\gamma + 1)\). This condition suggests that the breakdown point, generally defined as the proportion of outliers \(|O|/n\) that an estimator can handle, is the minimum of \(1/2 - (p - 1/2)/n\) and \((n - p - 2)/(n(\gamma + 1))\), which is close to \(1/(\gamma + 1)\) if \(n\) is large relatively to \(p\). This is another argument in favour of small degrees of freedom, with the smaller trace left asymptotically by outliers in \(\pi(\cdot, \cdot | y^O)\).

In **Theorem 1**, Result (a) represents the centrepiece: it leads relatively easily to the other results of the theorem, but its demonstration requires considerable work. The convergence of the posterior density in Result (b) enables to state that the maximum a posteriori estimate is partially robust. Given that this estimate corresponds to the maximum likelihood estimate when the prior is proportional to 1, the frequentist estimate is, as a result, also partially robust. This allows establishing a connection between Bayesian and frequentist robustness. Result (c) indicates that any estimation of \(\mathbf{\beta}\) and \(\sigma\) based on posterior quantiles (e.g. using posterior medians or Bayesian credible intervals) is partially robust to outliers. Note that the convergence of posterior expectations holds if it is instead assumed that \(|O^C| \geq \max\{n/2 + p - 1/2, |O|\gamma + p + 2\} + 1\). All these results characterize the limiting behaviour of a variety of Bayes estimators. Finally, we note that in variable selection, when the joint posterior of the models and parameters is considered, this joint posterior converges if the prior distributions of the parameters of all models satisfy the upper bound in **Theorem 1** and if \(|O^C| \geq \max\{n/2 + p_{\max} - 1/2, |O|\gamma + p_{\max} + 2\}\).
4 Efficiency

To study the efficiency of estimators produced by Bayesian Student linear regression, we consider another asymptotic framework than that of the previous section: we perform an analysis under a large-sample regime \( n \to \infty \). The analysis rests heavily on the theoretical results in Bunke and Milhaud (1998) about asymptotic behaviour of Bayes estimates under possibly incorrect models. The analysis consists essentially in verifying the assumptions of Theorems 2.1, 2.2 and 4.1 in that paper which are stated in great generalities, thus requiring considerable work. The analysis allows to establish that the posterior distribution concentrates as \( n \to \infty \) around pseudo-true parameters and that pseudo-Bayes estimators are strongly consistent and asymptotically normally distributed; these estimators are called pseudo-Bayes because they converge towards the pseudo-true parameters, the latter being values which make the model as close as possible to the true generating process in a sense specified below. To perform the analysis, we assume, contrarily to before, that each \( x_i \) is an observation from a random vector \( X_i \). Also, we assume that the true generating model is the following: \( Z_i := (Y_i, X_i), \ldots, Z_n := (Y_n, X_n) \) are independent and identically distributed (IID) random variables such that \( X_i \sim \mu_X \) and \( Y_i = X_i^T \beta_0 + \sigma_0 \varepsilon_i \) with \( \beta_0 \in \mathbb{R}^p \) being the true (fixed) coefficient vector, \( \sigma_0 > 0 \) being the true (fixed) scale parameter. \( \varepsilon_1, \ldots, \varepsilon_n \sim g \) being \( n \) IID random variables, \( g \) being a PDF and \( \mu_X \) being a probability measure. Given that measuring the efficiency of estimators in linear-regression frameworks is often done in the situation where normal linear regression is the gold standard to compare to the latter, we further assume that \( g \) is the PDF of the standard normal distribution.

We will consider that all the components in \( X_i \) are random, except the first one (the intercept). The distribution \( \mu_X \) is thus that of all the components in \( X_i \), except the first one. We will continue to write \( \mu_X \) to simplify. This distribution thus has a density with respect to Lebesgue measure (because the covariates are all assumed to be continuous); this density is denoted by \( f_X \).

In our Bayesian model, we proceed as before, but we need to consider that the posterior distribution is a conditional distribution given both \( y_1, \ldots, y_n \) and \( x_1, \ldots, x_n \). We assume in our model that \( Z_1, \ldots, Z_n \) are such that \( Y_i = X_i^T \beta + \sigma \varepsilon_i \) for all \( i \). We can show that, by assuming that \( X_1, \ldots, X_n, \varepsilon_1, \ldots, \varepsilon_n, \beta, \sigma \) are independent random variables, the posterior distribution does not in fact depend on the assumed distribution of \( X_i \); we can thus assume in our model that \( X_i \sim \mu_X \), i.e. that each \( X_i \) has the correct distribution. We have, similarly to before, that \( \varepsilon_i \mid X_i, \beta, \sigma \overset{d}{=} \varepsilon_i \sim f_i \), \( i = 1, \ldots, n \); it is thus assumed that each error has a Student distribution. The model is thus misspecified and the pseudo-true parameters are the closest (in some sense) to \( (\beta_0, \sigma_0) \) when using a Student linear regression instead of a normal one. The pseudo-true parameters are characterized precisely below.

Let us define the conditional PDF of \( Y_i \) given \( X_i = x \), indexed by fixed \( (\beta, \sigma) \) under the Student model to be \( p_{(\beta,\sigma)}(\cdot \mid x) \). Let us also define the conditional PDF of \( Y_i \) given \( X_i = x \), under the true model to be \( p_0(\cdot \mid x) \). The first step in the analysis is the identification of pseudo-true parameters \( (\beta^*, \sigma^*) \) which minimizes the divergence

\[
K(\beta, \sigma) := \mathbb{E} \left[ \log \frac{p_0(Y \mid X) f_X(X)}{p_{(\beta,\sigma)}(Y \mid X) f_X(X)} \right] = \mathbb{E} \left[ \log \frac{p_0(Y \mid X)}{p_{(\beta,\sigma)}(Y \mid X)} \right],
\]

where the expectations during this analysis are always taken under the true model, i.e. with \( X \sim \mu_X \) and \( Y \mid X \sim p_0(\cdot \mid X) \). We now state a result which allows to characterize the pseudo-true parameters and presents conditions under which the posterior distribution concentrates around the pseudo-true parameters as \( n \to \infty \) and the pseudo-Bayes estimators are strongly consistent and asymptotically normally distributed. The pseudo-Bayes estimators \( (\hat{\beta}_n, \hat{\sigma}_n) \) that we consider are posterior means; they are thus pseudo-Bayes with respect to the quadratic loss. Other pseudo-Bayes estimators can be considered.
under more technical assumptions. Note that the randomness in the posterior distribution and \((\hat{\beta}_n, \hat{\sigma}_n)\) comes from the data points \(Z_1, \ldots, Z_n\).

**Theorem 2.** Consider the framework described in this section.

(a) For any \(\beta_0, \sigma_0\) and \(\gamma\), the function \(K(\beta, \sigma)\) has a unique minimum that is attained at \((\beta_0, \sigma^*)\), where \(\sigma^*\) is the (unique) solution to

\[
(\gamma + 1) \left[ 1 - \sqrt{2\pi (\sigma/\sigma_0)^2 \gamma} \exp\left( (\sigma/\sigma_0)^2 \gamma / 2 \right) \Phi\left( -\sqrt(\sigma/\sigma_0)^2 \gamma \right) \right] - 1 = 0, \tag{3}
\]

where \(\Phi\) is the cumulative distribution function of the standard normal distribution.

(b) Assume that \(f_X\) is bounded, \(\mathbb{E}[\|X\|^{4(p+2)}] < \infty\) and \(\|\beta\|^{1/32} \mathbb{E}[\|X^T \beta\|^{-1/32}] < \infty\) for any \(\beta\), where \(\| \cdot \|\) is the Euclidean norm. Assume that the prior density \(\pi(\cdot, \cdot)\) is strictly positive and such that \(\pi(\beta, \sigma) \leq \max(C, C/\sigma)\) for all \(\beta, \sigma\). The posterior distribution concentrates around \((\beta_0, \sigma^*)\) as \(n \to \infty\) with probability 1 and the posterior means are strongly consistent:

\[
\lim_{n \to \infty} (\hat{\beta}_n, \hat{\sigma}_n) = (\beta_0, \sigma^*) \quad \text{with probability 1.}
\]

(c) Further assume that \(\mathbb{E}[XX^T]\) is a positive-definite matrix and that the prior density \(\pi(\cdot, \cdot)\) is continuous. The posterior means are asymptotically normally distributed, i.e. we have the following convergence in distribution:

\[
\sqrt{n}((\hat{\beta}_n, \hat{\sigma}_n) - (\beta_0, \sigma^*)) \to N(0, M^{-1}IM^{-1}),
\]

where

\[
M := -\mathbb{E}[l''(Z, (\beta_0, \sigma^*))], \quad I := \mathbb{E}[l'(Z, (\beta_0, \sigma^*))l'(Z, (\beta_0, \sigma^*))^T],
\]

\(l(z, (\beta, \sigma)) := \log p_{(\beta, \sigma)}(y | x)\) and \(l'(z, (\beta, \sigma))\) and \(l''(z, (\beta, \sigma))\) are the vector of first derivatives and matrix of second derivatives with respect to \((\beta, \sigma)\), respectively; see Appendix A for the detailed expressions.

We now make a few remarks about Theorem 2. Firstly, it establishes that even if the Bayesian Student model is misspecified, the latter allows to retrieve the true regression coefficients \(\beta_0\) as \(n \to \infty\), but the scale-parameter value around which the posterior distribution concentrates differs from \(\sigma_0\) by a factor; see Figure 3.

![Figure 3. \(\sigma^*/\sigma_0\) as a function of \(\gamma\); the values have been found by numerically solving (3)](image)

Secondly, the assumptions made to derive the results are mainly about the distribution of \(X\) and are mainly regularity conditions. There is one that is more technical: \(\|\beta\|^{1/32} \mathbb{E}[\|X^T \beta\|^{-1/32}] < \infty\) for any \(\beta\).
It can be seen to be satisfied when the elements in \( X \) (except the intercept) are independent random variables each having a standard normal distribution. Indeed, in this case, for any \( \beta \),

\[
\|
\beta\|
^{1/32} E [ |X^T \beta|^{-1/32} ] = E \left[ \left\| \frac{\beta_1}{\|eta\|} + \frac{\sqrt{\beta_2^2 + \ldots + \beta_p^2}}{\|eta\|} Z \right\|^{-1/32} \right] < \infty, \quad Z \sim N(0, 1).
\]

We finish with a remark about the efficiency of the Bayesian estimators under the misspecified Student-linear-regression model. When one wants to compare the efficiency of an estimator to that of the benchmark estimator, a measure that is often used is the asymptotic relative efficiency. It consists in comparing the variances in the asymptotic distributions (which are often normal) after standardizing the estimators in the same manner. The benchmark estimator here is that associated with the normal linear regression when the latter is the true model, meaning the OLS estimator. The efficiency of the scale estimators cannot be compared because the posterior mean \( \hat{\sigma}_n \) under the Student model does not converge to \( \sigma_0 \) as \( n \to \infty \); we will thus focus on comparing the efficiency of the coefficient estimators, which is of main interest. Under the framework presented in this section, we have the following convergence in distribution for the OLS estimator:

\[
\sqrt{n}(\hat{\beta}^{\text{OLS}}_n - \beta_0) \to N(0, \sigma_0^2 E [X^T X]^{-1}).
\]

When focusing on the asymptotic behaviour of \( \hat{\beta}_n \) under the Student model, the asymptotic variance is relatively simple:

\[
\sqrt{n}(\hat{\beta}_n - \beta_0) \to N(0, \sigma_0^2 E [X^T X]^{-1} \phi(\gamma)),
\]

where

\[
\phi(\gamma) := E \left[ \frac{Z^2}{1 + \frac{Z^2}{(\sigma^*/\sigma_0)^2 \gamma}} \right] E \left[ \frac{1 - \frac{Z^2}{(\sigma^*/\sigma_0)^2 \gamma}}{1 + \frac{Z^2}{(\sigma^*/\sigma_0)^2 \gamma}} \right]^2, \quad Z \sim N(0, 1).
\]

We wrote \( \phi \) as a function of \( \gamma \) only, because the ratio \((\sigma^*/\sigma_0)\) is itself a function of \( \gamma \) (as seen in Theorem 2 and Figure 3). Figure 4 presents values of \( \phi \) for several values of \( \gamma \); the expectations in \( \phi \) have been numerically evaluated using adaptive quadrature. With this figure and the results presented above, we are able to conclude that the Bayesian coefficient estimator under the misspecified Student-linear-regression model is comparable in terms of efficiency to the OLS coefficient estimator, in the sense that their asymptotic variances are the same, up to a factor \( \phi(\gamma) \). This factor is seen to converge to 1 as \( \gamma \) increases, which is expected given that the Student distribution resembles more and more the normal one as \( \gamma \) increases. With \( \gamma = 4 \), the factor by which the asymptotic variance of the Bayesian coefficient estimator is inflated is around 10%, which seems a reasonable price to pay for robustness in the presence of outliers.
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A Proofs

Proof of Proposition 1. The result follows from Proposition 2.1 in Gagnon et al. (2020). It can indeed be readily verified that the assumptions required to apply Proposition 2.1 are verified.

Proof of Proposition 2. To prove this result, we show that $m(y_{O^c})$ is finite. We proceed as follows: we find an upper bound for the integral, which will turn out to be a special case of the integral that is
shown to be finite in the proof of Proposition 2.1 in Gagnon et al. (2020). Without loss of generality, we consider that \( O^c = \{1, \ldots, |O^c|\} \). We have

\[
m(y_{O^c}) = \int_{\mathbb{R}^p} \int_0^{1/\nu} \pi(\beta, \sigma) \omega^{O^c} \left[ \prod_{i=1}^{|O^c|} \frac{1}{\sigma} f((y_i - x_i^T \beta)/\sigma) \right] d\sigma d\beta
\]

\[
\leq C^{O^c} \int_{\mathbb{R}^p} \int_0^{1/\nu} \pi(\beta, \sigma) \left[ \prod_{i=1}^{|O^c|} \frac{1}{\sigma} f((y_i - x_i^T \beta)/\sigma) \right] d\sigma d\beta,
\]

using that we can choose \( C \) such that \( f \leq C \). It can be readily verified that this integral is a special case of the integral in the proof of Proposition 2.1 in Gagnon et al. (2020) that is shown to be finite when the number of terms in the product \( |O^c| - |O|_{\gamma} = n - |O| - |O|_{\gamma} > p + 1 \).

We now present a lemma that will be useful in the next proofs.

**Lemma 1.** For any \( \nu \geq 1 \), we have

\[
\frac{f(z/\nu)}{\nu^{\nu+1} f(z)} \leq 1, \quad \text{for all } z \in \mathbb{R}.
\]

**Proof of Lemma 1.** Given that \( \nu \geq 1 \), we have

\[
\frac{1}{\nu^2} + \frac{z^2/\nu^2}{\gamma} \leq 1 + \frac{z^2/\nu^2}{\gamma},
\]

implying that

\[
\frac{f(z/\nu)}{\nu^{\nu+1} f(z)} = \left(1 + \frac{z^2/\nu^2}{\gamma}\right)^{-\frac{\nu+1}{\gamma}} \leq 1.
\]

**Proof of Theorem 1.** We start with the proof of Result (a), which is quite lengthy. We next turn to the proofs of Results (b) and (c) which are shorter. Recall that we assume that \( |O^c| \geq \max(n/2 + (p - 1/2), |O|_{\gamma} + p + 2) \), which implies that \( |O^c| \geq n/2 + (p - 1/2) \) which is equivalent to \( |O^c| \geq |O| + 2p - 1 \) because \( n = |O^c| + |O| \). For the proof, we will assume that \( |O| \geq 1 \), i.e. that there is at least one outlier, otherwise the proof is trivial.

First, we note that \( m(y) < \infty \) for all \( \omega \) and \( m(y_{O^c}) < \infty \) because \( |O^c| \geq |O|_{\gamma} + p + 2 \), which implies that \( n > p + 1 \). Therefore, both \( \pi(\cdot, \cdot | y) \) (for all \( \omega \)) and \( \pi(\cdot, \cdot | y_{O^c}) \) are proper.

We next observe that

\[
\frac{m(y)}{m(y_{O^c}) \prod_{i \in O} f(y_i)} = \int_{\mathbb{R}^p} \int_0^{1/\nu} \pi(\beta, \sigma | y) d\sigma d\beta
\]

\[
= \int_{\mathbb{R}^p} \int_0^{1/\nu} \pi(\beta, \sigma | y_{O^c}) \prod_{i \in O} \frac{1}{\sigma} f((y_i - x_i^T \beta)/\sigma) d\sigma d\beta
\]

\[
= \int_{\mathbb{R}^p} \int_0^{1/\nu} \pi(\beta, \sigma | y_{O^c}) \prod_{i \in O} \frac{1}{\sigma^{\gamma} f(y_i)} \left(1/\sigma f((y_i - x_i^T \beta)/\sigma) \right) d\sigma d\beta.
\]

(4)
We show that the last integral converges towards 1 as $\omega \to \infty$ to prove Result (a). Let us assume for now that we are allowed to interchange the limit $\omega \to \infty$ and the integral:

$$
\lim_{\omega \to \infty} \int_{\mathbb{R}^p} \int_0^\infty \pi(\beta, \sigma \mid y_{O^c}) \prod_{i \in O} \left( \frac{1}{\sigma} f((y_i - x_i^T \beta)/\sigma) \right) d\sigma d\beta 
= \int_{\mathbb{R}^p} \int_0^\infty \lim_{\omega \to \infty} \pi(\beta, \sigma \mid y_{O^c}) \prod_{i \in O} \left( \frac{1}{\sigma} f((y_i - x_i^T \beta)/\sigma) \right) d\sigma d\beta 
= \int_{\mathbb{R}^p} \int_0^\infty \pi(\beta, \sigma \mid y_{O^c}) d\sigma d\beta = 1,
$$

using (2) and Proposition 2. To prove that we are indeed allowed to interchange the limit and the integral, we use Lebesgue’s dominated convergence theorem. Note that pointwise convergence is sufficient, for any value of $\beta \in \mathbb{R}^p$ and $\sigma > 0$, once the limit is inside the integral. In order to use Lebesgue’s dominated convergence theorem, we need to prove that the integrand is bounded above by an integrable function of $\beta$ and $\sigma$ that does not depend on $\omega$, for any value of $\omega \geq y$, where $y$ is a constant. The constant $y$ can be chosen as large as we want, and minimum values for $y$ will be given throughout the proof.

As mentioned, the main difficulty in proving Theorem 1 is to find an upper bound for the integrand. To facilitate the understanding of the technical arguments that follow, we now present a sketch of how the proof.

We assumed that $y_i$ can be written as $y_i = a_i + b_i \omega$, where $\omega \to \infty$, and $b_i$ is a constant such that $b_i \neq 0$ if $i \in O$. Therefore, the ranking of the elements in the set $\{|y_i| : i \in O\}$ is primarily determined by the values $|b_1|, \ldots, |b_n|$, and we can choose the constant $y$ larger than a certain threshold to ensure that...
this ranking remains unchanged for all $\omega \geq y$. Without loss of generality, we assume for convenience that

$$\omega = \min_{|i| \in \mathbb{O}} |y_i| \quad \text{and consequently} \quad \min_{|i| \in \mathbb{O}} |b_i| = 1.$$  

We now bound above the integrand on the first area.

**Area 1:** Consider $1 \leq \sigma < \infty$ and assume without loss of generality that $y_1 \ldots, y_{|\mathbb{O}|+2p-1}$ are $|\mathbb{O}|+2p-1$ non-outliers (therefore $\{1, \ldots, |\mathbb{O}| + 2p - 1\} \subset \mathbb{O}^c$). We have

$$\pi(\beta, \sigma \mid \mathbb{y}_{\mathbb{O}^c}) \prod_{i \in \mathbb{O}} \frac{(1/\sigma)f((y_i - x_i^T\beta)/\sigma)}{\sigma^{y_i} f(y_i)} \leq C^{|\mathbb{O}^c| - (|\mathbb{O}|+2p-1)} \frac{\pi(\beta, \sigma)}{m(y_{\mathbb{O}^c}) \sigma^{|\mathbb{O}^c| - p - |\mathbb{O}|}} \prod_{i=1}^p (1/\sigma)f((y_i - x_i^T\beta)/\sigma) \prod_{i=p+1}^{|\mathbb{O}|+2p-1} f((y_i - x_i^T\beta)/\sigma) \prod_{i \in \mathbb{O}} \frac{(1/\sigma)f((y_i - x_i^T\beta)/\sigma)}{\sigma^{y_i} f(y_i)},$$

using that we can choose $C$ such that $f \leq C$ and that $\pi(\beta, \sigma) \leq C \max(1, 1/\sigma) = C$.

Now, we prove that

$$\frac{1}{\sigma^{|\mathbb{O}^c| - p - |\mathbb{O}|}} \prod_{i=1}^p (1/\sigma)f((y_i - x_i^T\beta)/\sigma)$$

is an integrable function of $\beta$ and $\sigma$ (note that it does not depend on $\omega$), and next we prove that

$$\prod_{i=p+1}^{|\mathbb{O}|+2p-1} f((y_i - x_i^T\beta)/\sigma) \prod_{i \in \mathbb{O}} \frac{(1/\sigma)f((y_i - x_i^T\beta)/\sigma)}{\sigma^{y_i} f(y_i)}$$

is bounded above by a constant. We have

$$\int_1^{\infty} \frac{1}{\sigma^{|\mathbb{O}^c| - p - |\mathbb{O}|}} \prod_{i=1}^p (1/\sigma)f((y_i - x_i^T\beta)/\sigma) \, d\beta \, d\sigma = \left| \det \begin{pmatrix} x_1^T & \vdots & x_p^T \end{pmatrix} \right|^{-1} \int_1^{\infty} \frac{1}{\sigma^{|\mathbb{O}^c| - p - |\mathbb{O}|}} \, d\sigma < \infty,$$

where
using the change of variables $u_i = (y_i - x_i^T \beta) / \sigma$, $i = 1, \ldots, p$, and that $|O| - p - |O|\gamma \geq 2$. The determinant is different from 0 because all the explanatory variables are continuous.

In order to prove that (5) is bounded by a constant, we split the domain of $\beta$ as follows:

$$
\mathbb{R}^p = [\cap \mathcal{O}_i] \cup \left[ \bigcup_i \left( \mathcal{O}_i \cap \mathcal{F}_i \right) \right] \cup \left[ \bigcup_{i,j} \left( \mathcal{O}_i \cap \mathcal{F}_i \cap \mathcal{F}_j \right) \right] \\
\cup \ldots \cup \left[ \bigcup_{i_1, \ldots, i_p} \left( \mathcal{O}_i \cap \mathcal{F}_i \cap \cdots \cap \mathcal{F}_i \right) \right] \\
\cup \left[ \bigcup \left( \mathcal{O}_i \cap \mathcal{F}_i \cap \cdots \cap \mathcal{F}_i \right) \right],
$$

where

$$
\mathcal{O}_i := \{ \beta : |y_i - x_i^T \beta| < \omega / 2 \}, \forall i \in \mathcal{I}_O,
$$

$$
\mathcal{F}_i := \{ \beta : |x_i^T \beta| < \omega / \kappa \}, \forall i \in \mathcal{I}_F,
$$

$\mathcal{I}_O := O$ and $\mathcal{I}_F := \{ p + 1, \ldots, |O| + 2p - 1 \}$ being the sets of indexes of outliers and remaining fixed observations (non-outliers) among observations 1 to $|O| + 2p - 1$, respectively, $\kappa$ being a positive constant to be defined. We find an upper bound on each of these subsets, and because there is a finite number of subsets, we will be able to bound (5) by the maximal bound. Note that we change the notation of $O$ to $\mathcal{I}_O$ to be aligned with $\mathcal{I}_F$; it will facilitate the reading of the rest of the proof.

The set $\mathcal{O}_i$ represents the hyperplanes $x_i^T \beta$ characterized by the different values of $\beta$ that satisfy $|y_i - x_i^T \beta| < \omega / 2$. In other words, it represents the hyperplanes that pass at a vertical distance of less than $\omega / 2$ of the point $(x_i, y_i)$, which is considered as an outlier given that $i \in \mathcal{I}_O$. Analogously, the set $\mathcal{F}_i$ represents the hyperplanes that pass at a vertical distance of less than $\omega / \kappa$ of the point $(x_i, 0)$, which is considered to be a non-outlier. Therefore, the set $\cap \mathcal{O}_i$ represents the hyperplanes that pass at a vertical distance of at least $\omega / 2$ of all the points $(x_i, y_i)$ with $i \in \mathcal{I}_O$ (all the outliers). The set $\cup_i (\mathcal{O}_i \cap \cap \mathcal{F}_i)$ represents the hyperplanes that pass at a vertical distance of less than $\omega / 2$ of at least one outlier $(x_i, y_i)$, but at a vertical distance of at least $\omega / \kappa$ of all the points $(x_i, 0)$ (the non-outliers). For each $i_1 \in \mathcal{I}_F$, the set $\cup_i (\mathcal{O}_i \cap \mathcal{F}_i \cap \cdots \cap \mathcal{F}_i)$ represents the hyperplanes that pass at a vertical distance of less than $\omega / 2$ of at least one outlier $(x_i, y_i)$, at a vertical distance of less than $\omega / \kappa$ of the point $(x_i, 0)$ (a non-outlier), but at a vertical distance of at least $\omega / \kappa$ of all the other non-outliers. And so on.

Now, we claim that $\mathcal{O}_i \cap \mathcal{F}_i \cap \cdots \cap \mathcal{F}_i = \emptyset$ for all $i, i_1, \ldots, i_p$ with $i_j \neq i_s, \forall i_j, i_s$ such that $j \neq s$, meaning that there is no hyperplane that passes at a vertical distance of less than $\omega / 2$ of the outlier $(x_i, y_i)$ and at the same time at a vertical distance of less than $\omega / \kappa$ of $p$ points $(x_i, 0)$. To prove this, we use the fact that $x_i$ (a vector of size $p$) can be expressed as a linear combination of $x_i, \ldots, x_i$. This is true because all explanatory variables are continuous, therefore the space spanned by the vectors $x_i, \ldots, x_i$ has dimension $p$. As a result, considering that $\beta \in \mathcal{F}_i \cap \cdots \cap \mathcal{F}_i$ and $x_i = \sum_{s=1}^p c_s x_{i_s}^T$ for some $c_1, \ldots, c_p \in \mathbb{R}$, we have

$$
|y_i - x_i^T \beta| = \left| y_i - \left( \sum_{s=1}^p c_s x_{i_s} \right)^T \beta \right| \geq |y_i| - \left( \sum_{s=1}^p c_s x_{i_s}^T \beta \right) \geq \left| \sum_{s=1}^p c_s x_{i_s}^T \beta \right| \geq \omega - \omega / \kappa \sum_{s=1}^p |c_s| \\
\geq \omega - \omega / 2.
$$

In Step a, we use the reverse triangle inequality. In Step b, we use that $\omega = \min_{i \in \mathcal{I}_O} |y_i|$ and $|\sum_{s=1}^p c_s x_{i_s}^T \beta| \leq \sum_{s=1}^p |c_s| |x_{i_s}^T \beta| \leq \sum_{s=1}^p |c_s| \omega / \kappa$ because $\beta \in \mathcal{F}_i \cap \cdots \cap \mathcal{F}_i$, which implies that $|x_{i_s}^T \beta| < \omega / \kappa$ for all $s \in \{i_1, \ldots, i_p\}$. In Step c, we consider that the constant $\kappa$ is such that $\kappa \geq 2 \sum_{s=1}^p |c_s|$ (we define $\kappa$...
such that it satisfies this inequality for any combination of $i$ and $i_1, \ldots, i_p$; without loss of generality we consider that $\kappa \geq 1$). Therefore, we have that if $\beta \in F_i \cap \cdots \cap F_{i_p}$, then $\beta \notin O_i$. This proves that $O_i \cap F_i \cap \cdots \cap F_{i_p} = \emptyset$ for all $i, i_1, \ldots, i_p$ with $i_j \neq i_i, \forall i_j, i$ such that $j \neq i$. This in turn implies that (6) can be rewritten as

$$
\mathbb{R}^p = [\cap_i O_i^c] \cup \left[ \cup_i \{O_i \cap (\cap_i F_i^c)\} \right] \cup \left[ \cup_{i,i_1} \left\{O_i \cap F_i \cap (\cap_{i \neq i_1} F_i^c)\right\}\right] \\
\cup \cdots \cup \left[ \cup_{i,i_1,\ldots,i_p} \left\{O_i \cap F_i \cap \cdots \cap F_{i_p} \cap (\cap_{i \neq i_1,\ldots,i_p} F_i^c)\right\}\right].
$$

This decomposition of $\mathbb{R}^p$ is comprised of $1 + \sum_{i=0}^{p-1} (\binom{O_i \cup \cdots \cup F_{i_p}}{i})$ mutually exclusive sets given by $\cap_i O_i^c$, $\cup_i (O_i \cap (\cap_i F_i^c))$, $\cup_i (O_i \cap F_i \cap (\cap_{i \neq i_1} F_i^c))$ for $i_1 \in I_F$, and so on.

We are now ready to bound (5). We first show that the function is bounded on $\beta \in \cap_i O_i^c$. Recall that $1 \leq \sigma < \infty$. For all $i \in I_O$, we have

$$\frac{(1/\sigma) f((y_i - x_i^T \beta)/\sigma)}{\sigma^\gamma f(y_i)} \leq \frac{f(\omega/(2\sigma))}{\sigma^\gamma+1 f(2|b_i|/\omega)} \leq (4|b_i|)^{\gamma+1},$$

using the monotonicity of $f$ twice: 1) $|y_i - x_i^T \beta|/\sigma \geq \omega/(\sigma^\gamma)$, and 2) $|y_i| \leq |a_i| + b_i \omega \leq |a_i| + |b_i| \omega \leq 2|b_i| \omega$, and then Lemma 1 with $z = 2|b_i| \omega$ and $\nu = 4|b_i| \sigma \geq 4$. Therefore, on $\beta \in \cap_i O_i^c$ and $1 \leq \sigma < \infty$,

$$\prod_{i=p+1}^{O+2p-1} f((y_i - x_i^T \beta)/\sigma) \prod_{i \in I_O} \frac{(1/\sigma) f((y_i - x_i^T \beta)/\sigma)}{\sigma^\gamma f(y_i)} \leq C^{(O+p-1)} \prod_{i \in I_O} (4|b_i|)^{\gamma+1},$$

using that $C$ can be chosen such that $f \leq C$.

Now, we consider the area defined by: $1 \leq \sigma < \infty$ and $\beta$ belongs to one of the $\sum_{i=0}^{p-1} (\binom{O_i \cup \cdots \cup F_{i_p}}{i})$ mutually exclusive sets $\cup_i (O_i \cap (\cap_i F_i^c))$, $\cup_i (O_i \cap F_i \cap (\cap_{i \neq i_1} F_i^c))$ for $i_1 \in I_F$, etc. We have

$$\prod_{i=p+1}^{O+p-1} f((y_i - x_i^T \beta)/\sigma) \prod_{i \in I_O} \frac{(1/\sigma) f((y_i - x_i^T \beta)/\sigma)}{\sigma^\gamma f(y_i)} \leq C^{(O+p-1)} \prod_{i \in I_O} \frac{f(\omega/(2\sigma))}{\sigma^\gamma+1 f(2|b_i|/\omega)} \leq C^{(O+p-1)} \prod_{i \in I_O} (4|b_i|)^{\gamma+1}.$$
**Area 2:** Consider $0 < \sigma < 1$. We actually need to show that

$$\lim_{\omega \to \infty} \int_{\mathbb{R}^p} \int_0^1 \pi(\beta, \sigma \mid y_{0\infty}) \prod_{i \in \mathcal{O}} \frac{(1/\sigma)f((y_i - x_i^T \beta)/\sigma)}{\sigma^\gamma f(y_i)} \, d\sigma \, d\beta = \int_{\mathbb{R}^p} \int_0^1 \pi(\beta, \sigma \mid y_{0\infty}) \, d\sigma \, d\beta.$$  

For Area 2, we proceed in a slightly different manner than for Area 1. We begin by dividing the first integral above into two parts as follows:

$$\lim_{\omega \to \infty} \int_{\mathbb{R}^p} \int_0^1 \pi(\beta, \sigma \mid y_{0\infty}) \prod_{i \in \mathcal{O}} \frac{(1/\sigma)f((y_i - x_i^T \beta)/\sigma)}{\sigma^\gamma f(y_i)} \, d\sigma \, d\beta$$

$$= \lim_{\omega \to \infty} \int_{\mathbb{R}^p} \int_0^1 \pi(\beta, \sigma \mid y_{0\infty}) \prod_{i \in \mathcal{O}} \frac{(1/\sigma)f((y_i - x_i^T \beta)/\sigma)}{\sigma^\gamma f(y_i)} \mathbb{1}_{\cap \mathcal{O}_i}(\beta) \, d\sigma \, d\beta$$

$$+ \lim_{\omega \to \infty} \int_{\mathbb{R}^p} \int_0^1 \pi(\beta, \sigma \mid y_{0\infty}) \prod_{i \in \mathcal{O}} \frac{(1/\sigma)f((y_i - x_i^T \beta)/\sigma)}{\sigma^\gamma f(y_i)} \, d\sigma \, d\beta,$$

where $\mathbb{1}_{\cap \mathcal{O}_i}(\beta)$ is the indicator function that, in this case, takes the value 1 if $\beta \in \cap \mathcal{O}_i$, and 0 otherwise, $\mathcal{O}_i$ being defined as before. We show that the limit of the first integral on the right-hand side (RHS) is equal to $\int_{\mathbb{R}^p} \int_0^1 \pi(\beta, \sigma \mid y_{0\infty}) \, d\sigma \, d\beta$ and that the limit of the second integral is equal to 0.

For the first part, we again use Lebesgue's dominated convergence theorem in order to interchange the limit $\omega \to \infty$ and the integral; assuming the theorem holds,

$$\lim_{\omega \to \infty} \int_{\mathbb{R}^p} \int_0^1 \pi(\beta, \sigma \mid y_{0\infty}) \prod_{i \in \mathcal{O}} \frac{(1/\sigma)f((y_i - x_i^T \beta)/\sigma)}{\sigma^\gamma f(y_i)} \mathbb{1}_{\cap \mathcal{O}_i}(\beta) \, d\sigma \, d\beta$$

$$= \int_{\mathbb{R}^p} \int_0^1 \pi(\beta, \sigma \mid y_{0\infty}) \lim_{\omega \to \infty} \prod_{i \in \mathcal{O}} \frac{(1/\sigma)f((y_i - x_i^T \beta)/\sigma)}{\sigma^\gamma f(y_i)} \mathbb{1}_{\cap \mathcal{O}_i}(\beta) \, d\sigma \, d\beta$$

$$= \int_{\mathbb{R}^p} \int_0^1 \pi(\beta, \sigma \mid y_{0\infty}) \times 1 \times 1_{\mathbb{R}^p}(\beta) \, d\sigma \, d\beta = \int_{\mathbb{R}^p} \int_0^1 \pi(\beta, \sigma \mid y_{0\infty}) \, d\sigma \, d\beta,$$

using (2), and $\lim_{\omega \to \infty} \mathbb{1}_{\cap \mathcal{O}_i}(\beta) = 1 \Rightarrow \lim_{\omega \to \infty} \mathbb{1}_{\cup \mathcal{O}_i}(\beta) = 0$. Indeed, if $i \in \mathcal{I}_\gamma$ and $b_i > 0$ (which implies that $y_i > 0$), $\beta \in \mathcal{O}_i$ implies that $|y_i - x_i^T \beta| < \omega/2 \leq y_i/2$, which in turn implies that $y_i/2 < x_i^T \beta < 3y_i/2$, and in the limit (implying $y_i \to \infty$ in this case), no fixed $\beta \in \mathbb{R}^p$ satisfies the inequality; we have the same conclusion if $b_i < 0$. Note that pointwise convergence is sufficient, for any value of $\beta \in \mathbb{R}^p$ and $1 > \sigma > 0$, once the limit is inside the integral. We now demonstrate that the integrand is bounded above, for any value of $\omega \geq y_i$ by an integrable function of $\beta$ and $\sigma$ that does not depend on $\omega$.

Consider that $\beta \in \cap \mathcal{O}_i$, that is $\{\beta : |y_i - x_i^T \beta| \geq \omega/2 \text{ for all } i \in \mathcal{I}_\gamma\}$, and $0 < \sigma < 1$. Note that the integrand is equal to 0 if $\beta \notin \cap \mathcal{O}_i$. We have

$$\pi(\beta, \sigma \mid y_{0\infty}) \prod_{i \in \mathcal{O}} \frac{(1/\sigma)f((y_i - x_i^T \beta)/\sigma)}{\sigma^\gamma f(y_i)} \leq \pi(\beta, \sigma) \prod_{i \in \mathcal{O}} \frac{(1/\sigma)f((y_i - x_i^T \beta)/\sigma)}{\sigma^\gamma f(y_i)} \prod_{i \in \mathcal{O}} \frac{f(\omega/2)}{f(y_i)},$$

$$\leq \pi(\beta, \sigma) \prod_{i \in \mathcal{O}} \frac{(1/\sigma)f((y_i - x_i^T \beta)/\sigma)}{\sigma^\gamma f(y_i)} \prod_{i \in \mathcal{O}} \frac{f(\omega/2)}{f(2|b_i|\omega)},$$

$$\leq \pi(\beta, \sigma) \prod_{i \in \mathcal{O}} \frac{(1/\sigma)f((y_i - x_i^T \beta)/\sigma)}{\sigma^\gamma f(y_i)} \prod_{i \in \mathcal{O}} (4|b_i|)^{y+1},$$
which is an integrable function. Indeed, it is proportional to the numerator of a posterior density with a prior given by \( \pi(\cdot, \cdot) \) and based on \(|O|\) data points, which is integrable because \(|O|\) \( p + 2 > p + 1 \), by Proposition 1. In Step a, we use the monotonicity of the tails of the function \( z \mapsto |z|f(z) \) and next the monotonicity of \( f \), because \( |v_i - x_i^T \beta|/\sigma \geq |y_i - x_i^T \beta| \geq \omega/2 \geq \frac{y}{2} \), implying \((|y_i - x_i^T \beta|)/\sigma) f((y_i - x_i^T \beta)/\sigma) \leq |y_i - x_i^T \beta| f(y_i - x_i^T \beta) \Leftrightarrow (1/\sigma) f((y_i - x_i^T \beta)/\sigma) \leq f(y_i - x_i^T \beta) \leq f(\omega/2).\)

In Step b, we use the monotonicity of \( f \): \(|y_i| \leq |a_i + b_i\omega| \leq |a_i| + |b_i|\omega \leq 2|b_i|\omega \). In Step c, we use Lemma 1 with \( z = 2|b_i|\omega \) and \( \nu = 4|b_i| \geq 4 \).

We now prove that

\[
\lim_{\omega \to \infty} \int_{\cup O} \int_0^1 \pi(\beta, \sigma | y_{O^c}) \prod_{i \in O} \frac{(1/\sigma) f((y_i - x_i^T \beta)/\sigma)}{\sigma f(y_i)} \, d\sigma \, d\beta = 0.
\]

We first bound above the integrand and then prove that the integral of the upper bound converges towards 0 as \( \omega \to \infty \). Using a similar strategy as when we bounded (5), we split the domain of \( \beta \) as follows:

\[
\cup_i O_i = \left[ \cup_j \left( \cup_{i \in G_j} \left( \cap_{i \neq i_j} F_{i_j}^c \right) \right) \right] \cup \left[ \cup_{i \in G} \left( \cup_{i \neq i_j} \cap_{i \neq i_j} F_{i_j}^c \right) \right] \cup \cdots \cup \left[ \cup_{i \in G_p} \left( \cup_{i \neq i_j} \cap_{i \neq i_j} F_{i_j}^c \right) \right].
\]

\( F_i \) being defined as before, but we consider that \( I_F = \{1, \ldots, |O| + 2p - 1\} \) (we assume as previously that the first \(|O| + 2p - 1 \) data points are non-outliers; recall that \(|O| \geq |O| + 2p - 1 \). We can use the same argument as before to show that \( \cap_{i \neq i_j} \cap_{i \neq i_j} F_{i_j}^c \) for all \( i, i_1, \ldots, i_p \) with \( i_j \neq i_i, \forall i_j \neq i_s \) such that \( j \neq s \). Therefore,

\[
\cup_i O_i = \left[ \cup_j \left( \cup_{i \in G_j} \left( \cap_{i \neq i_j} F_{i_j}^c \right) \right) \right] \cup \left[ \cup_{i \in G} \left( \cup_{i \neq i_j} \cap_{i \neq i_j} F_{i_j}^c \right) \right] \cup \cdots \cup \left[ \cup_{i \in G_p} \left( \cup_{i \neq i_j} \cap_{i \neq i_j} F_{i_j}^c \right) \right].
\]

This decomposition of \( \cup_i O_i \) is comprised of \( \sum_{i=0}^{p-1} (|O|+2p-1) \) mutually exclusive sets given by \( \cup_i (O_i \cap (\cap_{i \neq i_j} F_{i_j}^c)) \), \( \cup_i (O_i \cap (\cap_{i \neq i_j} F_{i_j}^c)) \) for \( i \in I_F \), and so on. We now consider the area defined by: \( 0 < \sigma < 1 \) and \( \beta \) belongs to one of these \( \sum_{i=0}^{p-1} (|O|+2p-1) \) mutually exclusive sets. We have

\[
\pi(\beta, \sigma | y_{O^c}) \prod_{i \in O} \frac{(1/\sigma) f((y_i - x_i^T \beta)/\sigma)}{\sigma f(y_i)} \\
\leq \frac{a}{(C/\sigma)} \prod_{i \in O^c} \frac{(1/\sigma) f((y_i - x_i^T \beta)/\sigma)}{\sigma f(y_i)} \\
\leq \frac{b}{(C/\sigma)} \frac{(1/\sigma) f(\omega/(2k\sigma))}{\sigma f(y_i)} \prod_{i \in O^c} \frac{1/\sigma f((y_i - x_i^T \beta)/\sigma)}{f(y_i)} \\
\leq \frac{c}{(2kC^2/\omega)(1/\sigma)} \prod_{i \in O^c} \frac{(1/\sigma) f((y_i - x_i^T \beta)/\sigma)}{f(y_i)} \prod_{i \in O} \frac{(1/\sigma) f(\omega/(2k\sigma))}{f(y_i)}
\]

where \( a, b, c \) are constants depending on \( |O|, |O^c|, \) and \( \sigma \).
\begin{align*}
\bar{d} & \leq (2\kappa C^2/\omega)(1/\sigma) \prod_{i=1}^{n} (1/\sigma) f((y_i - x_i^T \beta)/\sigma) \prod_{i \in \Omega} f(\omega/(2\kappa)) / f(2|b_i|\omega) \\
\bar{c} & \leq (2\kappa C^2/\omega)(1/\sigma) \prod_{i=1}^{n} (1/\sigma) f((y_i - x_i^T \beta)/\sigma) \prod_{i \in \Omega} (4|b_i|\kappa)^{\gamma+1} \\
& \propto (1/\omega)(1/\sigma) \prod_{i=1}^{n} (1/\sigma) f((y_i - x_i^T \beta)/\sigma).
\end{align*}

In Step a, we use that \(\pi(\beta, \sigma) \leq C \max(1, 1/\sigma) = C/\sigma\). In Step b, we use that in any of the sets in which \(\beta\) can belong, there are at least \(|\Omega| + 1\) non-outlying points such that \(|x_i^T \beta| \geq \omega/\kappa\) (corresponding to \(\beta \in F_i^C\) for at least \(|\Omega| + 1\) non-outlying points). Indeed, as explained before, the case in which there are the least non-outliers such that \(|x_i^T \beta| \geq \omega/\kappa\) corresponds to \(\beta \in \cup_{i(O_1 \cap F_1) \cap \cdots \cap F_{i(p-1)} \cap (\cap_{i \in \{i_0, \ldots, i_{p-1}\}} F_i^C)}\). In this case there are \(p-1\) non-outliers such that \(|x_i^T \beta < \omega/\gamma\), which leaves at least \(|\Omega| + 2p - 1 - (p - 1)\) non-outliers such that \(|x_i^T \beta| \geq \omega/\kappa\) (i.e. that \(\cap_{i \in \{i_0, \ldots, i_{p-1}\}} F_i^C\) is an intersection of \(|\Omega| + 2p - 1 - (p - 1)\) sets), and we know that \(|\Omega| + 2p - 1 - (p - 1) = |\Omega| + p \geq |\Omega| + 1\). This implies that there exists a set of \(|\Omega| + 1\) indices, that is considered to be without loss of generality \(i_0, \ldots, i_{O+1}\) \(\in I_\beta\), such that for all \(i \in \{i_0, \ldots, i_{O+1}\}\),

\[
\begin{aligned}

f((y_i - x_i^T \beta)/\sigma) & \leq f(\omega/(2\kappa\sigma)),
\end{aligned}
\]

using the monotonicity of \(f\): \(|y_i - x_i^T \beta| \geq |x_i^T \beta| \geq \omega/(2\kappa)\) given that for non-outliers \(|y_i| = |a_i| \leq \omega/(2\kappa)\). In Step c, we use that \((1/\sigma)f(\omega/(2\kappa\sigma)) \leq (2\kappa/\omega)C\), because the function \(z \mapsto zf(z)\) is bounded above (we can thus choose \(C\) to be large enough to bound that function), and the monotonicity of the tails of \(z \mapsto |zf(z)\) to obtain \((\omega/(2\kappa\sigma)) f(\omega/(2\kappa)) \leq (\omega/(2\kappa)) f(\omega/(2\kappa)) \leq (1/\sigma)f(\omega/(2\kappa\sigma)) \leq f(\omega/(2\kappa))\) for \(|\Omega|\) terms, because \(\omega/(2\kappa) \geq \omega/(2\kappa) \geq \gamma/2\kappa\) (which is in the tails of the function for \(y\) large enough). In Step d, we use the monotonicity of \(f\): \(|y_i| \leq |a_i + b_i\omega| \leq |a_i| + |b_i|\omega \leq 2|b_i|\omega\). In Step e, we use Lemma 1 with \(z = 2|b_i|\omega\) and \(\nu = 4|b_i|\kappa \geq 4\).

We have that

\[
(1/\omega) \int_{\Omega} \int_{0}^{1} (1/\sigma) \prod_{i=1}^{n} (1/\sigma) f((y_i - x_i^T \beta)/\sigma) \, d\sigma \, d\beta
\]

\[
\leq (1/\omega) \int_{\mathbb{R}^p} \int_{0}^{\infty} (1/\sigma) \prod_{i=1}^{n} (1/\sigma) f((y_i - x_i^T \beta)/\sigma) \, d\sigma \, d\beta.
\]

In order to prove that the term on the RHS vanishes as \(\omega \to \infty\), it suffices to prove that the integral is bounded by a constant that does not depend on \(\omega\), because \(1/\omega \to 0\). The integral corresponds to a marginal density of \(n - (|\Omega| + 1) = |\Omega^C| - 1\) data points, based on a prior distribution such that \(\pi(\beta, \sigma) = 1/\sigma\). In the proof of Proposition 2.1 in Gagnon et al. (2020), it is shown that such a marginal density is bounded above by a constant that does not depend on \(\omega\) if the number of data points is greater than or equal to \(p + 1\), provided that the prior density, divided by \(1/\sigma\) is bounded, which is the case. We have that \(|\Omega^C| - 1 \geq |\Omega|\gamma + p + 1 \geq p + 1\). Therefore, the marginal density is bounded above by a constant that does not depend on \(\omega\). This concludes the proof of Result (a).

We now turn to the proof of Result (b). We have that

\[
\pi(\beta, \sigma | y) = \pi(\beta, \sigma | y_{\Omega^C}) \frac{m(y_{\Omega^C}) \prod_{i \in \Omega} f(y_i)}{m(y)} \prod_{i \in \Omega} (1/\sigma)f((y_i - x_i^T \beta)/\sigma) / \sigma f(y_i),
\]
and
\[
\frac{m(y_{0'}) \prod_{i \in O} f(y_i)}{m(y)} \prod_{i \in O} \frac{(1/\sigma)f((y_i - x_i^T \beta)/\sigma)}{\sigma^\gamma f(y_i)} \to 1,
\]
as \omega \to \infty, for any \( \beta \in \mathbb{R}^p, \sigma > 0 \), using Result (a) and (2). This concludes the proof of Result (b).

We finish with the proof of Result (c). This result is a direct consequence of Result (b) using Scheffé’s theorem (see Scheffé (1947)).

\textbf{Proof of Theorem 2.} Let us define the vector of unknown model parameters to be \( \theta := (\beta, s) \in \mathbb{R}^{p+1} \), where \( \sigma \) will now be viewed as a function of \( s \) defined through:
\[
\sigma = \begin{cases} 
(s + 1)^2 + 2s^2 & \text{if } s \geq 0, \\
(1 - s)^2 & \text{if } s < 0.
\end{cases}
\]
This function is strictly increasing and thus defines a bijection. It is smooth, in the sense that its two first derivatives are continuous. These are technical requirements to prove Theorem 2.

We now present the proof of Result (a). We have that
\[
\mathbb{E}[\log p_{\theta}(Y \mid X)] = -\log \sigma_0 - (2\sigma_0^2)^{-1} \mathbb{E}[(Y - X^T \beta_0)^2] + \text{cst} = -\log \sigma_0 - 1/2 + \text{cst},
\]
where \text{cst} will be used to denote a generic constant that does not depend on \( \beta, \sigma, \beta_0, \sigma_0 \). We omitted the index given that the random variables \( Z_1, \ldots, Z_m \) are IID.

Also,
\[
\mathbb{E}[\log p_{\theta}(Y \mid X)] = \int \mu_X(dx) \int \left( -\log \sigma - \frac{\gamma + 1}{2} \log \left( 1 + \frac{(y - x^T \beta)^2}{\sigma^2 \gamma} \right) \right) \sigma_0^{-\gamma} g(\sigma_0^{-1}(y - x^T \beta_0)) dy + \text{cst}
\]
\[
= \int \mu_X(dx) \int \left( -\log \sigma - \frac{\gamma + 1}{2} \log \left( 1 + \frac{(u - x^T \beta)^2}{\sigma^2 \gamma} \right) \right) g(u) du + \text{cst}
\]
\[
= -\eta - \log \sigma_0 - \frac{\gamma + 1}{2} \int \mu_X(dx) \int \log \left( 1 + \frac{(u - x^T \xi)^2}{e^{2\eta \gamma}} \right) g(u) du + \text{cst}
\]
using the change of variable \( u = \sigma_0^{-1}(y - x^T \beta_0) \) and the reparametrization \( (\xi, \eta) := ((\beta - \beta_0)/\sigma_0, \log \sigma/\sigma_0) \) that is used specifically for the proof of Result (a). Therefore, the divergence in the new parametrization is given by
\[
K(\xi, \eta) = \frac{\gamma + 1}{2} \int \mu_X(dx) \int \log \left( 1 + \frac{(u - x^T \xi)^2}{e^{2\eta \gamma}} \right) g(u) du + \eta + \text{cst}.
\]

We now prove that
\[
\int \log \left( 1 + \frac{(u - x^T \xi)^2}{e^{2\eta \gamma}} \right) g(u) du > \int \log \left( 1 + \frac{u^2}{e^{2\eta \gamma}} \right) g(u) du,
\]
for any \( \xi \neq 0, x, \eta \) and \( \gamma \), which implies that the divergence is minimized at \( \xi = 0 \) for any \( \eta \) and \( \gamma \). Recall that the explanatory variables are assumed to be continuous, which implies that \( x^T \xi = 0 \) with probability 0 when \( \xi \neq 0 \). We proceed by proving that
\[
\int \left( \log \left( 1 + \frac{(u - x^T \xi)^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{u^2}{e^{2\eta \gamma}} \right) \right) g(u) du > 0.
\]
Let us consider that $\xi \neq 0$ and $\mathbf{x}^T \xi < 0$. The proof for the case $\mathbf{x}^T \xi > 0$ is analogous. We have

\[
\int \left( \log \left( 1 + \frac{(u - \mathbf{x}^T \xi)^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{u^2}{e^{2\eta \gamma}} \right) \right) g(u) \, du \\
= \int_{x \xi}^{\infty} \left( \log \left( 1 + \frac{(u - \mathbf{x}^T \xi)^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{u^2}{e^{2\eta \gamma}} \right) \right) g(u) \, du \\
- \int_{-\infty}^{x \xi} \left( \log \left( 1 + \frac{(u - \mathbf{x}^T \xi)^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{u^2}{e^{2\eta \gamma}} \right) \right) g(u) \, du.
\]

We find an upper bound for the second integral on the RHS:

\[
\int_{-\infty}^{x \xi} \left( \log \left( 1 + \frac{u^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{(u - \mathbf{x}^T \xi)^2}{e^{2\eta \gamma}} \right) \right) g(u) \, du \\
\leq \int_{-\infty}^{\infty} \left( \log \left( 1 + \frac{z^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{(-z - \mathbf{x}^T \xi)^2}{e^{2\eta \gamma}} \right) \right) g(z) \, dz \\
= \int_{-\infty}^{\infty} \left( \log \left( 1 + \frac{(z + \mathbf{x}^T \xi)^2}{e^{2\eta \gamma}} \right) \right) g(z) \, dz.
\]

In Step $a$, we use the change of variable $z = -u$. In Step $b$, we use that $z > z + \mathbf{x}^T \xi \geq 0$, implying that $g(z) < g(z + \mathbf{x}^T \xi)$. In Step $c$, we use the change of variable $w = z + \mathbf{x}^T \xi \Leftrightarrow w - \mathbf{x}^T \xi = z$.

Therefore,

\[
\int \left( \log \left( 1 + \frac{(u - \mathbf{x}^T \xi)^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{u^2}{e^{2\eta \gamma}} \right) \right) g(u) \, du \\
> \int_{x \xi}^{\infty} \left( \log \left( 1 + \frac{(u - \mathbf{x}^T \xi)^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{u^2}{e^{2\eta \gamma}} \right) \right) g(u) \, du \\
- \int_{0}^{\infty} \left( \log \left( 1 + \frac{(w - \mathbf{x}^T \xi)^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{w^2}{e^{2\eta \gamma}} \right) \right) g(w) \, dw \\
= \int_{x \xi}^{0} \left( \log \left( 1 + \frac{(u - \mathbf{x}^T \xi)^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{u^2}{e^{2\eta \gamma}} \right) \right) g(u) \, du.
\]

We proceed similarly as before to show that this integral is greater than 0:

\[
\int_{x \xi}^{0} \left( \log \left( 1 + \frac{(u - \mathbf{x}^T \xi)^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{u^2}{e^{2\eta \gamma}} \right) \right) g(u) \, du \\
= \int_{x \xi/2}^{-x \xi/2} \left( \log \left( 1 + \frac{(t - \mathbf{x}^T \xi/2)^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{(t + \mathbf{x}^T \xi/2)^2}{e^{2\eta \gamma}} \right) \right) g(t + \mathbf{x}^T \xi/2) \, dt \\
= \int_{0}^{-x \xi/2} \left( \log \left( 1 + \frac{(t - \mathbf{x}^T \xi/2)^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{(t + \mathbf{x}^T \xi/2)^2}{e^{2\eta \gamma}} \right) \right) g(t + \mathbf{x}^T \xi/2) \, dt \\
- \int_{-x \xi/2}^{0} \left( \log \left( 1 + \frac{(t + \mathbf{x}^T \xi/2)^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{(t - \mathbf{x}^T \xi/2)^2}{e^{2\eta \gamma}} \right) \right) g(t + \mathbf{x}^T \xi/2) \, dt.
\]

Theoretical properties of Bayesian Student-$t$ linear regression
using the change of variable $t = u - x^T \xi / 2$. We find an upper bound for the second integral on the RHS:

$$
\int_{x^T \xi / 2}^{0} \left( \log \left( 1 + \frac{(t + x^T \xi / 2)^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{(t - x^T \xi / 2)^2}{e^{2\eta \gamma}} \right) \right) g(t + x^T \xi / 2) \, dt \\
\overset{a}{=} \int_{0}^{-x^T \xi / 2} \left( \log \left( 1 + \frac{(z - x^T \xi / 2)^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{(z + x^T \xi / 2)^2}{e^{2\eta \gamma}} \right) \right) g(z - x^T \xi / 2) \, dz \\
\overset{b}{<} \int_{0}^{-x^T \xi / 2} \left( \log \left( 1 + \frac{(z - x^T \xi / 2)^2}{e^{2\eta \gamma}} \right) - \log \left( 1 + \frac{(z + x^T \xi / 2)^2}{e^{2\eta \gamma}} \right) \right) g(z + x^T \xi / 2) \, dz.
$$

In Step $a$, we use the change of variable $z = -t$. In Step $b$, we use that $(z - x^T \xi / 2)^2 > (z + x^T \xi / 2)^2$ when $-x^T \xi / 2 \geq z > 0$, implying that $g(z - x^T \xi / 2) < g(z + x^T \xi / 2)$. Indeed,

$$(z - x^T \xi / 2)^2 = (z + x^T \xi / 2 - x^T \xi / 2)^2 = (z + x^T \xi / 2)^2 - 2x^T \xi z > (z + x^T \xi / 2)^2,$$

because $(x^T \xi)^2 \geq -2x^T \xi z > 0$. This concludes the proof that the divergence is minimized at $\xi = 0$ for any $\eta$ and $\gamma$.

To minimize the divergence with respect to $\eta$, we thus set $\xi = 0$ and proceed, meaning that we minimize the following with respect to $\eta$:

$$
K(0, \eta) = \frac{\gamma + 1}{2} \int \mu_X(dx) \int \log \left( 1 + \frac{u}{e^{2\eta \gamma}} \right) g(u) \, du + \eta + \text{cst}
$$

We proceed by differentiating the function with respect to $\eta$:

$$
\frac{\partial}{\partial \eta} K(0, \eta) = \frac{\gamma + 1}{2} \frac{\partial}{\partial \eta} \int \log \left( 1 + \frac{u^2}{e^{2\eta \gamma}} \right) g(u) \, du + 1.
$$

We show that we can differentiate under the under the integral (see, e.g., Rosenthal (2006)). First, we need to show the integral is finite for any $\eta$ and $\gamma$. Using Jensen’s inequality,

$$
\int \log \left( 1 + \frac{u^2}{e^{2\eta \gamma}} \right) g(u) \, du \leq \log \int \left( 1 + \frac{u^2}{e^{2\eta \gamma}} \right) g(u) \, du = \log \left( 1 + \frac{1}{e^{2\eta \gamma}} \right) < \infty.
$$

Second, we show that the derivative of the integrand is bounded, which is sufficient and allows to conclude:

$$
\left| \frac{\partial}{\partial \eta} \log \left( 1 + \frac{u^2}{e^{2\eta \gamma}} \right) \right| = \left| \frac{-2u^2}{e^{2\eta \gamma} + u^2} \right| \leq 2,
$$

given that $e^{2\eta \gamma} \geq 0$. Therefore,

$$
\frac{\partial}{\partial \eta} K(0, \eta) = \frac{\gamma + 1}{2} \int \frac{-2u^2}{e^{2\eta \gamma} + u^2} g(u) \, du + 1.
$$

We now show that $K(0, \eta)$ is minimized at $\eta^*$, which is the solution to

$$
(\gamma + 1) \int \frac{u^2}{e^{2\eta \gamma} + u^2} g(u) \, du - 1 = 0.
$$
For any $\gamma$, the function on the RHS in (9) is a continuous and strictly increasing function of $\eta$ that has a minimum of $-\gamma$ and a maximum of 1, implying that the solution exists and is unique. This also implies that the function $K(0, \eta)$ is strictly decreasing for $\eta < \eta^*$ and then strictly increasing for $\eta > \eta^*$, which concludes the proof. This function is for instance minimized at $\eta^* = -0.4910$ when $\gamma = 1$, which implies that $\sigma^*/\sigma_0 = 0.6120$ (see Figure 6).

The integral in (10) is equal to

$$1 - \sqrt{2\pi e^{2\gamma}} \exp\left(e^{2\gamma}/2\right) \left(1 - \Phi\left(\sqrt{2\gamma}\right)\right),$$

which explains why (10) is equivalent to (3).

![Figure 6. Function $K(0, \eta)$ when $\gamma = 1$](image-url)

We turn to the proof of Result (b). To prove this result, we verify the assumptions of Theorems 2.1 and 2.2 in Bunke and Milhaud (1998).

A1: the parameter space $\Theta = \mathbb{R}^{p+1}$ is a closed (possibly unbounded) convex set in $\mathbb{R}^{p+1}$ with a non-empty interior, the density $p_\theta(\cdot | \cdot) f_X(\cdot)$ is bounded for all $\theta$ and $(y, x)$, and its carrier $\{(y, x) : p_\theta(y | x) f_X(x) > 0\}$ is the same for all $\theta$.

This assumption is seen to be verified.

A2: for all $\theta$, there is a sphere $S[\theta, r]$ of center $\theta$ and radius $r > 0$ which may depend on $\theta$ with

$$\mathbb{E} \left[ \sup \left\{ \left| \log \left( \frac{p_\theta(y | x)}{p_{(\theta,w)}(y | x)} \right) f_X(x) \right| : (t, w) \in S[\theta, r] \right\} \right] = \mathbb{E} \left[ \sup \left\{ \left| \log \left( \frac{p_\theta(y | x)}{p_{(\theta,w)}(y | x)} \right) \right| : (t, w) \in S[\theta, r] \right\} \right] < \infty.$$

For fixed $(y, x)$, we find an upper bound for

$$\left| \log \left( \frac{p_\theta(y | x)}{p_{(\theta,w)}(y | x)} \right) \right|$$

that does not depend on $(t, w)$ and that is valid for any $(y, x)$ using that $(t, w) \in S[\theta, r]$. Using the triangle inequality,

$$\left| \log \left( \frac{p_\theta(y | x)}{p_{(\theta,w)}(y | x)} \right) \right| \leq \left| \log p_\theta(y | x) \right| + \left| \log p_{(\theta,w)}(y | x) \right|.$$

The first term on the RHS does not depend on $(t, w)$; we can thus focus on the second term.

Using the triangle inequality again and writing the scale parameter as $\sigma$ to simplify (which here is a function of $w$),

$$\left| \log p_{(\theta,w)}(y | x) \right| = -\log \sigma + \frac{\gamma + 1}{2} \log \left(1 + \frac{(y - x^T t)^2}{\sigma^2 \gamma} \right).$$
\[ \leq \log \sigma + \frac{\gamma + 1}{2} \log \left( 1 + \frac{(y - x^T t)^2}{\sigma^2 \gamma} \right) \]

\[ \leq \log \sigma + \frac{\gamma + 1}{2} \log \left( 1 + \frac{(y - x^T t)^2}{\sigma^2 \gamma} \right), \]

where \( \sigma \) and \( \sigma \) are the minimum and maximum of \( \sigma \) (viewed as a function of \( w \)) in \( S[\theta, r] \), respectively. We have the following upper bound on \( (y - x^T t)^2 \) using that \((a + b)^2 \leq 2a^2 + 2b^2\) for any \(a, b \in \mathbb{R}\),

\[ (y - x^T t)^2 = (y - x^T \beta + x^T (\beta - t))^2 \leq 2(y - x^T \beta)^2 + 2(x^T (\beta - t))^2 \leq 4y^2 + 4(x^T \beta)^2 + 2(x^T (\beta - t))^2, \]

and \( x^T (\beta - t) \leq \|x\| \|\beta - t\| \leq \|x\| r \), where \( \| \cdot \| \) is the Euclidean norm.

Therefore, for any \((y, x)\)

\[ \left| \log \frac{p_0(y | x)}{p(t,w)(y | x)} \right| \leq \left| \log p_0(y | x) \right| + \log \sigma + \frac{\gamma + 1}{2} \log \left( 1 + \frac{4y^2 + (4\|\beta\|^2 + 2r^2)\|x\|^2}{\sigma^2 \gamma} \right), \]

implying that

\[ \mathbb{E} \left[ \sup \left\{ \log \frac{p_0(Y | X)}{p(t,w)(Y | X)} : (t, w) \in S[\theta, r] \right\} \right] \leq \mathbb{E} \left[ \left| \log p_0(Y | X) \right| + \log \sigma + \frac{\gamma + 1}{2} \log \left( 1 + \frac{4Y^2 + (4\|\beta\|^2 + 2r^2)\|X\|^2}{\sigma^2 \gamma} \right) \right]. \]

Now we prove that the expectation on the RHS is finite. Using the triangle inequality,

\[ \mathbb{E}||\log p_0(Y | X)|| \leq \log \sigma_0 + (2\sigma_0^2)^{-1} \mathbb{E}[(Y - X^T \beta_0)^2] + \text{cst} = \log \sigma_0 + 1/2 + \text{cst}. \]

Using Jensen’s inequality, that \( Y = X^T \beta_0 + \sigma_0 \varepsilon \) with \( \varepsilon \sim \mathcal{N} \), that \((a + b)^2 \leq 2a^2 + 2b^2\) for any \(a, b \in \mathbb{R}\),

and the Cauchy–Schwarz inequality,

\[ \mathbb{E} \left[ \log \left( 1 + \frac{4Y^2 + (4\|\beta\|^2 + 2r^2)\|X\|^2}{\sigma^2 \gamma} \right) \right] \leq \log \left( 1 + \frac{\mathbb{E}[4Y^2 + (4\|\beta\|^2 + 2r^2)\|X\|^2]}{\sigma^2 \gamma} \right) = \log \left( 1 + \frac{\mathbb{E}[4(X^T \beta_0 + \sigma_0 \varepsilon)^2 + (4\|\beta\|^2 + 2r^2)\|X\|^2]}{\sigma^2 \gamma} \right) \leq \log \left( 1 + \frac{\mathbb{E}[8(X^T \beta_0)^2 + 8(\sigma_0 \varepsilon)^2 + (4\|\beta\|^2 + 2r^2)\|X\|^2]}{\sigma^2 \gamma} \right) \leq \log \left( 1 + \frac{8\sigma_0^2 + (8\|\beta_0\|^2 + 4\|\beta\|^2 + 2r^2)\mathbb{E}[\|X\|^2]}{\sigma^2 \gamma} \right), \]

which is finite given that \( \mathbb{E}[\|X\|^2] < \infty \).

\textbf{A3: for all fixed \((y, x)\), the density \(p_0(y | x)f_x(x)\) has a continuous derivative \(p'_0(y | x)f_x(x)\) with respect to \( \theta \) and there are positive constants \(c, b_0\) such that}

\[ \int \mu_X(dx) \int \left| \|p_0(y | x)\|^{-1} p'_0(y | x) \right|^2 p_0(y | x) dy < c (1 + \|\theta\|^{b_0}), \]

\textit{for all \( \theta \), where \( \| \cdot \| \) denotes a norm in \( \mathbb{R}^{p+1} \).}
We have that
\[
\sigma = \begin{cases} 
(s + 1)^2 + 2s^2 & \text{if } s \geq 0, \\
(1 - s)^{-2} & \text{if } s < 0.
\end{cases}
\]
Therefore,
\[
\frac{\partial \sigma}{\partial s} = \begin{cases} 
2(s + 1) + 4s & \text{if } s \geq 0, \\
2(1 - s)^{-3} & \text{if } s < 0.
\end{cases}
\]
We use \(\sigma_s\) to denote the latter derivative, viewed as a function of \(s\).

In our case,
\[
[p_\theta(y \mid x)]^{-1} p_\theta'(y \mid x) = \begin{pmatrix}
\sigma^{-1} \gamma^2 \left(1 + \frac{(y - x^T \beta)^2}{\sigma^2} \right) - \sigma \sigma_s + \sigma^{-1} \sigma_s \gamma^2 \left(1 + \frac{(y - x^T \beta)^2}{\sigma^2} \right)
\end{pmatrix}.
\]

Taking the Euclidean norm, we have
\[
||[p_\theta(y \mid x)]^{-1} p_\theta'(y \mid x)||^2 \leq \sigma^{-2} \left( \left( \frac{\gamma^2 + 1}{\gamma} \right)^2 ||x||^2 + \sigma_s^2 \left(1 + \left( \frac{\gamma + 1}{\gamma} \right)^2 \right) \right)
\leq 36(||x||^2 + 1)^2 \left( \left( \frac{\gamma^2 + 1}{\gamma} \right)^2 ||x||^2 + \left(1 + \left( \frac{\gamma + 1}{\gamma} \right)^2 \right) \right),
\]
using that
\[
0 \leq \left(1 + \frac{(y - x^T \beta)^2}{\sigma^2} \right)^{-1} \left| \frac{y - x^T \beta}{\sigma} \right| \leq 1,
\]
\[
0 \leq \left(1 + \frac{(y - x^T \beta)^2}{\sigma^2} \right)^{-1} \left( \frac{y - x^T \beta}{\sigma} \right)^2 \leq 1,
\]
and
\[
1, \sigma_s \leq 6(||x||^2 + 1) \quad \text{and} \quad \sigma^{-1} \leq (||x||^2 + 1)^2.
\]

Therefore,
\[
\int \mu_X(dx) \int ||[p_\theta(y \mid x)]^{-1} p_\theta'(y \mid x)||^4 \{||x||^2 \}^2 \{p_\theta(y \mid x)\} dy 
\leq 6^4 \{||x||^2 \}^2 \{p_\theta(y \mid x)\} \{||x||^2 \}^2 \{1 + \left( \frac{\gamma + 1}{\gamma} \right)^2 \}^{2(||x||^2 + 1)^2}.
\]

The integral is finite given that \(\mathbb{E}||X||^4 \{p_\theta(y \mid x)\} < \infty\). Also, there exists a positive constant \(c\) such that \((||x||^2 \}^{2(||x||^2 + 1)^2})\) is upper bounded by \(c(1 + ||x||^2 ||X||^4)\), which allows to conclude that A3 is verified.

**A4: for some positive constant \(b_1\), the affinity has the following behaviour:**
\[
\int \mu_X(dx) \int [p_\theta(y \mid x)p_0(y \mid x)]^{1/2} dy < c||\theta||^{-b_1}, \quad \theta \in \mathbb{R}^{n+1}.
\]

First, we show that the affinity has this behaviour when the parameters are considered to be in a compact set such that \(|x|, |\beta_1|, \ldots, |\beta_p| \leq k\), where \(k\) is a positive constant. Using the Cauchy–Schwarz inequality,
\[
\int \mu_X(dx) \int [p_\theta(y \mid x)p_0(y \mid x)]^{1/2} dy \leq 1.
\]
Therefore, if \( \|\theta\| \leq 1 \), then
\[
\int \mu_X(\mathbf{d}x) \int [p_\theta(y \mid \mathbf{x})p_0(y \mid \mathbf{x})]^{1/2} \, dy \leq \|\theta\|^{-b_1}
\]
for any \( b_1 \). If \( \|\theta\| > 1 \), but \( \theta \) belongs to the compact set,
\[
\int \mu_X(\mathbf{d}x) \int [p_\theta(y \mid \mathbf{x})p_0(y \mid \mathbf{x})]^{1/2} \, dy \leq \frac{\|\theta\|^{b_1}}{\|\theta\|^{b_1}} \leq \frac{(p + 1)^{b_1/2}k^{b_1}}{\|\theta\|^{b_1}}
\]
for any \( b_1 \).

We can thus focus on the case where the parameters are outside of the compact set and are such that \(|s|, |\beta_1|, \ldots, |\beta_p| > k\). We have that
\[
\int [p_\theta(y \mid \mathbf{x})p_0(y \mid \mathbf{x})]^{1/2} \, dy = \int \frac{1}{\sigma^{1/2}} f^{1/2} \left( \frac{y - \mathbf{x}^T \beta}{\sigma} \right) \frac{1}{\sigma_0^{1/2}} g^{1/2} \left( \frac{y - \mathbf{x}^T \beta_0}{\sigma_0} \right) \, dy
\]
\[
\leq \sigma_0^{1/2} \int \frac{1}{\sigma^{1/2}} f^{1/2} \left( \frac{u - \mathbf{x}^T (\beta - \beta_0)/\sigma_0}{\sigma/\sigma_0} \right) g^{1/2} (u) \, du
\]
\[
\leq \sigma_0 \max\{1, \sigma_0^{-\tau_1} \} \int \frac{1}{\sigma^{1/2}} f^{1/2} \left( \frac{u - \mathbf{x}^T (\beta - \beta_0)/\sigma_0}{\sigma} \right) g^{1/2} (u) \, du
\]
\[
\leq \int \frac{1}{\sigma^{1/2}} \left( 1 + \left( \frac{u - \mathbf{x}^T (\beta - \beta_0)/\sigma_0}{\sigma^2} \right) \right) \frac{1}{\sigma_0^{1/2}} g^{1/2} (u) \, du
\]
\[
\leq \gamma^{\tau_1} \sigma_0^{1/32} |x^T (\beta - \beta_0)|^{-1/32} \text{cst} \times \begin{cases} (|s| + 1)^{-1/16} & \text{if } s \geq 0, \\ (|s| + 1)^{-1/2} & \text{if } s < 0. \end{cases}
\]
\[
\leq \gamma^{\tau_1} \sigma_0^{1/32} |x^T (\beta - \beta_0)|^{-1/32} \text{cst} (|s| + 1)^{-1/2}.
\]

In Step \( a \), we used the change of variable \( u = \sigma_0^{-1} (y - \mathbf{x}^T \beta_0) \). In Step \( b \), we used that
\[
f^{1/2} \left( \frac{u - \mathbf{x}^T (\beta - \beta_0)/\sigma_0}{\sigma/\sigma_0} \right) \leq f^{1/2} \left( \frac{u - \mathbf{x}^T (\beta - \beta_0)/\sigma_0}{\sigma} \right) \max\{1, \sigma_0^{-\tau_1} \}.
\]

Indeed, if \( \sigma_0 > 1 \), \((\sigma/\sigma_0)^{-1} (u - \mathbf{x}^T (\beta - \beta_0)/\sigma_0) > \sigma^{-1} (u - \mathbf{x}^T (\beta - \beta_0)/\sigma_0)\), then by monotonicity of \( f \),
\[
f^{1/2} \left( \frac{u - \mathbf{x}^T (\beta - \beta_0)/\sigma_0}{\sigma/\sigma_0} \right) \leq f^{1/2} \left( \frac{u - \mathbf{x}^T (\beta - \beta_0)/\sigma_0}{\sigma} \right) = f^{1/2} \left( \frac{u - \mathbf{x}^T (\beta - \beta_0)/\sigma_0}{\sigma} \right) \max\{1, \sigma_0^{-\tau_1} \}.
\]

If \( \sigma_0 \leq 1 \), we apply Lemma 1 to obtain
\[
f^{1/2} \left( \frac{u - \mathbf{x}^T (\beta - \beta_0)/\sigma_0}{\sigma/\sigma_0} \right) \leq f^{1/2} \left( \frac{u - \mathbf{x}^T (\beta - \beta_0)/\sigma_0}{\sigma} \right) \sigma_0^{-\tau_1} \]
\[
= f^{1/2} \left( \frac{u - \mathbf{x}^T (\beta - \beta_0)/\sigma_0}{\sigma} \right) \max\{1, \sigma_0^{-\tau_1} \}.
\]
In Step c, we used that
\[ \frac{1}{\gamma} + \frac{(u - x^T(\beta - \beta_0)/\sigma_0)^2}{\sigma^2 \gamma} \leq 1 + \frac{(u - x^T(\beta - \beta_0)/\sigma_0)^2}{\sigma^2 \gamma}, \]
because \( \gamma \geq 1 \), implying that
\[ \left(1 + \frac{(u - x^T(\beta - \beta_0)/\sigma_0)^2}{\sigma^2 \gamma}\right)^{-\frac{\gamma + 1}{\gamma}} \leq \left(1 + \frac{(u - x^T(\beta - \beta_0)/\sigma_0)^2}{\sigma^2 \gamma}\right)^{-\frac{\gamma + 1}{\gamma}} \]
\[ = \gamma^{\frac{1}{\gamma + 1}} \left(1 + \frac{(u - x^T(\beta - \beta_0)/\sigma_0)^2}{\sigma^2 \gamma}\right)^{-\frac{\gamma + 1}{\gamma}}. \]

We also used that
\[ \left(1 + \frac{(u - x^T(\beta - \beta_0)/\sigma_0)^2}{\sigma^2 \gamma}\right)^{-\frac{\gamma + 1}{\gamma}} \leq \left(1 + \frac{(u - x^T(\beta - \beta_0)/\sigma_0)^2}{\sigma^2 \gamma}\right)^{-\frac{\gamma + 1}{\gamma}}. \]

In Step d, we used Lemma A.9 in Bunke and Milhaud (1998).
We assumed that
\[ \|\beta - \beta_0\|^{1/32} \|X^T(\beta - \beta_0)^{-1/32} < \infty. \]

We now show that this allows to conclude that A4 is verified. Note that the assumption above is verified when, for instance, the components in \( X \) are independent normal random variables.

What we prove is that
\[ \|\beta - \beta_0\|^{-1/32}(s + 1)^{-1/2} \]
is bounded above by a constant times \( ||\theta||^{-1/2} \). We consider that \( k \) has been chosen such that there exists a constant \( 0 < k_0 < 1 \) such that \( (\beta_i - \beta_0s)^2 \geq k_0^2 \beta_i^2 \). Therefore,
\[ \|\beta - \beta_0\|^{-1/32}(s + 1)^{-1/2} \leq k_0^{-1/32} \|\beta\|^{-1/32}(s + 1)^{-1/2} \leq k_0^{-1/32} \|\beta\|^{-1/2}(s + 1)^{-1/2}, \]
using that \( \|\beta\| \geq 1 \). Also
\[ \|\beta\|^2(s + 1)^2 \]
\[ = \|\beta\|^2(s^2 + 2s + 1)^{-1/4} \leq \|\beta\|^2(s^2 + 1)^{-1/4} \]
\[ = \|\beta\|^2s^2 + \|\beta\|^2 \]
\[ \leq s^2 + \|\beta\|^2 \]
using again that \( \|\beta\| \geq 1 \). This allows to conclude that A4 is verified.

A5: there are positive constants \( b_2, b_3 \) such that for all \( \theta \in \mathbb{R}^{r+1} \) and \( r > 0 \) it holds that the measure of \( S[\theta, r] \) under the prior distribution is bounded above by \( cr^{b_2}(1 + (||\theta|| + r)^{b_3}) \). Moreover, the measure of \( S[\theta, r] \) under the prior distribution is strictly positive.

We assumed that the prior density is strictly positive which implies that the measure of \( S[\theta, r] \) under the prior distribution is strictly positive. Also, if we consider that the prior density is given by \( \pi(\cdot, \cdot) \) when using the parametrization \((\beta, \sigma)\), then, when evaluated at \((\beta, s)\), it is equal to \( \pi(\beta, \sigma) \sigma_s \) under the parametrization \((\beta, s)\) where in \( \pi, \sigma \) is viewed as a function of \( s \). We assumed under the parametrization \((\beta, \sigma)\) that \( \pi \) is such that
\[ \pi(\beta, \sigma) \leq \begin{cases} C & \text{if } \sigma \geq 1, \\ C/\sigma & \text{if } \sigma < 1, \end{cases} \]
Theorem 4.1 in Bunke and Milhaud (1998).

for any positive constants with $A_5$ is thus verified.

Moreover, there is a positive function $w$ which is a continuous function of $\theta$ under the prior distribution is bounded above by

$$6C \int_{S[\theta, r]} (|s| + 1)^3 \, d\beta \, ds \leq 6C(r + 1)^3 \int_{S[\theta, r]} \, d\beta \, ds.$$ 

A5 is thus verified.

A6: let $L : \mathbb{R}^{p+1} \times \mathbb{R}^{p+1} \rightarrow \mathbb{R}^+$ be a measurable loss function with $L(\theta, \theta) = 0$, $c_1, c_2, c_3, b_4, b_5$ be positive constants with

$$(c_1 \Vert \beta - \theta \Vert^{b_4}) \wedge c_2 \leq L(\theta, \theta) \leq c_3 \Vert \beta - \theta \Vert^{b_5},$$

for all $t, \theta$.

The quadratic loss is seen to satisfy this assumption.

A7: the pseudo-true value $\theta^*$ is unique and belongs to the interior of $\mathbb{R}^{p+1}$.

This assumption is verified. This concludes the proof of Result (b).

We turn to the proof of Result (c). To prove this result, we verify the rest of the assumptions of Theorem 4.1 in Bunke and Milhaud (1998).

A8: the function $l(z, \theta) := \log p_\theta(y \mid x)/p_0(y \mid x)$ has for fixed $z$ continuous derivatives of second-order with respect to $\theta$ in the interior of $\mathbb{R}^{p+1}$,

$$l'(z, \theta) := \frac{\partial}{\partial \theta} l(z, \theta), \quad l''(z, \theta) := \frac{\partial^2}{\partial \theta \partial \theta^T} l(z, \theta).$$

Moreover, there is a positive function $H$ on $\mathbb{R}^{p+1}$ and a positive integer $b_0$ with $E[H(Z)] < \infty$,

$$\Vert l''(z, \theta_1) - l''(z, \theta_2) \Vert \leq H(z) \Vert [1 + \Vert \theta_1 \Vert^{b_0} + \Vert \theta_2 \Vert^{b_0}] \Vert \theta_1 - \theta_2 \Vert,$$

$$\Vert l''(z, \theta_1) \Vert \leq H(z) \Vert [1 + \Vert \theta_1 \Vert^{b_0}] \Vert,$$

for any $\theta_1, \theta_2$ in the interior of $\mathbb{R}^{p+1}$, $\Vert \cdot \Vert$ denoting the Euclidean norm on $\mathbb{R}^{p+1}$ or the analogous norm on the set of $(p + 1) \times (p + 1)$ matrices.

We note that the matrix norm that will be used is the Frobenius norm. The first-order derivatives have already been computed (see A3):

$$l'(z, \theta) = [p_\theta(y \mid x)]^{-1} p'_\theta(y \mid x) = \left(\begin{array}{c}
\sigma^{-1} \gamma + 1 \left(1 + \frac{(y-x^T \beta)^2}{\sigma^2} \right)^{-1} \frac{y-x^T \beta}{\sigma} x \\
-\sigma^{-1} \sigma_s + \sigma^{-1} \sigma_s \gamma + 1 \left(1 + \left(\frac{(y-x^T \beta)^2}{\sigma^2} \right)^{-1} \frac{(y-x^T \beta)^2}{\sigma^2} \right) \end{array}\right),$$

which is a continuous function of $\theta$.

The matrix of second derivatives is given by

$$l''(z, \theta) = \left(\begin{array}{cc}
A & B \\
B^T & D
\end{array}\right),$$

where

$$A := -\sigma^{-2} \gamma + \frac{1}{\gamma} \left(1 + \frac{(y-x^T \beta)^2}{\sigma^2} \right)^{-1} xx^T,$$
obtained similarly and they can all be put together to obtain the desired bound. We have

\[ B := -2 \sigma^{-2} \sigma_s \gamma + 1 \frac{\gamma - x^T \beta}{\sigma} \left( 1 + \frac{(y - x^T \beta)^2}{\sigma^2 \gamma} \right)^2 \mathbf{x}, \]

\[ D := -\sigma^{-1} \sigma_{ss} \left( (\gamma + 1) \frac{(y - x^T \beta)^2}{\sigma^2 \gamma} \right) \left( 1 + \frac{(y - x^T \beta)^2}{\sigma^2 \gamma} \right) \]

\[ - \sigma^{-2} \sigma_s^2 \left( 2(\gamma + 1) \frac{(y - x^T \beta)^2}{\sigma^2 \gamma} \right)^2 + (\gamma + 1) \frac{(y - x^T \beta)^2}{\sigma^2 \gamma} \left( 1 + \frac{(y - x^T \beta)^2}{\sigma^2 \gamma} \right) - 1, \]

\( \sigma_{ss} \) being the second derivative of \( \sigma \) (viewed as a function of \( s \)) with respect to \( s \):

\[ \frac{\partial^2 \sigma}{\partial s^2} = \begin{cases} 6 & \text{if } s \geq 0, \\ 6(1-s)^4 & \text{if } s < 0. \end{cases} \]

\( l''(z, \theta) \) is a continuous function of \( \theta \). We now show that we are able to obtain a bound of the form:

\[ ||l''(z, \theta_1) - l''(z, \theta_2)||^2 \leq H^2(z)[1 + ||\theta_1||_{b_n}^2 + ||\theta_2||_{b_n}^2] ||\theta_1 - \theta_2||^2, \]

for the part of the matrix associated with Block A. The bounds associated to the other blocks can be obtained similarly and they can all be put together to obtain the desired bound. We have

\[ \left\| -\sigma^{-2} \gamma + 1 \frac{\gamma - x^T \beta}{\sigma} \mathbf{x} \mathbf{x}^T + \sigma^{-2} \gamma + 1 \frac{\gamma - x^T \beta}{\sigma} \mathbf{x} \mathbf{x}^T \right\|^2 \]

\[ = \left( \gamma + 1 \right)^2 \left\| \mathbf{x} \mathbf{x}^T \right\|^2 (\sigma^{-2} \phi(\beta_1) - \sigma^{-2} \phi(\beta_2))^2 \]

\[ \leq 2 \left( \gamma + 1 \right)^2 \left\| \mathbf{x} \mathbf{x}^T \right\|^2 [\sigma^{-2} \phi(\beta_1) - \sigma^{-2} \phi(\beta_2)]^2, \]

using that for any real numbers \( a, b, (a + b^2) \leq 2a^2 + 2b^2 \) and where

\[ \phi(\beta) := \frac{1}{\left( 1 + \frac{(y - x^T \beta)^2}{\sigma^2 \gamma} \right)^2}. \]

We now look at the first term in the squared brackets above. We have that \( 0 \leq |\phi| \leq 1 \). Therefore,

\[ (\sigma^{-2} \phi(\beta_1) - \sigma^{-2} \phi(\beta_2))^2 \leq (\sigma^{-2} - \sigma^{-2})^2 \]

\[ = (\sigma_1^{-1} \sigma_1^{-3/2} - \sigma_1^{-1/2} \sigma_1^{-3/2} + \sigma_1^{-1/2} \sigma_1^{-3/2}) \]

\[ \leq 2\sigma_1^{-3} (\sigma_1^{-1/2} - \sigma_1^{-1/2})^2 \]

\[ \leq 2\sigma_1^{-3} (\sigma_1^{-1/2} - \sigma_1^{-1/2})^2 + 4\sigma_1^{-1} \sigma_1^2 (\sigma_1^{-1/2} - \sigma_1^{-1/2})^2 \]

\[ + 8\sigma_1^{-3} \sigma_1^{-2} (\sigma_1^{-1/2} - \sigma_1^{-1/2})^2 \]

\[ (\text{repeated argument}) \]

\[ \leq 12(\sigma_1^{-1/2} - \sigma_1^{-1/2})^2 (\sigma_1^{-3} + \sigma_1^{-1} \sigma_1^{-2} + \sigma_1^{-2} \sigma_1^{-1}) \]

\[ \leq 12(\sigma_1^{-1/2} - \sigma_1^{-1/2})^2 (\sigma_1^{-3} + (1/2)\sigma_1^{-2} + (1/2)\sigma_1^{-4} + (1/2)\sigma_1^{-4} + (1/2)\sigma_1^{-2}) \]
Also, we assume that $E$ determinant: the upper left 1-by-1 corner, the upper left 2-by-2 corner, ..., the matrix itself. Recall that to exist and to be positive-definite matrices in a neighbourhood of $\theta$ and

It can be verified that the derivative of the function $\phi$ is given by a function, which is bounded in absolute value by 1, to which we multiply $x$. Therefore,

$$
(\phi(\beta_1) - \phi(\beta_2))^2 \leq \max |x_i|^2||\beta_1 - \beta_2||^2 \leq ||\sigma||^2||\beta_1 - \beta_2||^2.
$$

Also,

$$
\sigma_2^{-4} \leq b_9 b_{10} (1 + ||s_1||^4 + ||s_2||^4)^2.
$$

We thus have an upper bound which is given by

$$
\left\| -\sigma_1^{-2} \frac{\gamma + 1}{\gamma} \phi(\beta_1) xx^T + -\sigma_2^{-2} \frac{\gamma + 1}{\gamma} \phi(\beta_2) xx^T \right\|^2 
\leq 48 \left( \frac{\gamma + 1}{\gamma} \right)^2 ||xx^T||^2 (1 + ||x||^2) b_9 b_{10} (1 + ||s_1||^4 + ||s_2||^4)^2 ||\theta_1 - \theta_2||^2.
$$

All the other bounds are of the same form.

We now show that we are able to obtain a bound of the form:

$$
||l''(z, \theta_1)||^2 \leq H^2(z)[1 + ||\theta_1||^{k+1}]^2,
$$

for the part of the matrix associated with Block $A$. The bounds associated to the other blocks can be obtained similarly and they can all be put together to obtain the desired bound. We have

$$
\left\| -\sigma_1^{-2} \frac{\gamma + 1}{\gamma} \phi(\beta_1) xx^T \right\|^2 \leq \left( \frac{\gamma + 1}{\gamma} \right)^2 \sigma_1^{-4}||xx^T||^2 \leq \left( \frac{\gamma + 1}{\gamma} \right)^2 b_9 b_{10} (1 + ||s_1||^4)^2 ||xx^T||^2.
$$

All the other bounds are of the same form.

We therefore have that $H^2(z) = 48 \left( \frac{\gamma + 1}{\gamma} \right)^2 ||xx^T||^2 (1 + ||x||^2) b_9 b_{10}$. We have that $\mathbb{E}[H(Z)] < \infty$ because we assumed that $\mathbb{E}[|X|^{4+p+2}] < \infty$.

**A9: We assume the expectations**

$$
I(\theta) := \mathbb{E}[l'(Z, \theta)l'(Z, \theta)^T]
$$

and

$$
M(\theta) := -\mathbb{E}[l''(Z, \theta)]
$$

to exist and to be positive-definite matrices in a neighbourhood of $\theta = (\beta_0, \sigma^2)$.

We show that the assumption holds for $M(\theta)$. The proof is similar for $I(\theta)$. We proceed by using Sylvester’s criterion: a matrix is positive definite if and only if all the following matrices have a positive determinant: the upper left 1-by-1 corner, the upper left 2-by-2 corner, ..., the matrix itself. Recall that we assume that $\mathbb{E}[XX^T]$ is a positive-definite matrix.
We now show that the matrix defined by $-\mathbb{E}[A]$ has a positive determinant. The proof that the same is true for the smaller matrices is similar. We have

$$-\mathbb{E}[A] = \sigma^{-2} \frac{\gamma + 1}{\gamma} \int \mu_X(\mathbf{d}x) \mathbf{x} \mathbf{x}^T \int \frac{1 - \frac{(y-x^T \mathbf{b})^2}{\sigma^2 \gamma}}{1 + \frac{(y-x^T \mathbf{b})^2}{\sigma^2 \gamma}} p_0(y \mid \mathbf{x}) \, dy \int$$

$$= \sigma^{-2} \frac{\gamma + 1}{\gamma} \int \mu_X(\mathbf{d}x) \mathbf{x} \mathbf{x}^T \int \frac{1 - \frac{(u-x^T (\mathbf{b} - \mathbf{b}_0))/\sigma_0^2}{(\sigma/\sigma_0)^2 \gamma}}{1 + \frac{(u-x^T (\mathbf{b} - \mathbf{b}_0))/\sigma_0^2}{(\sigma/\sigma_0)^2 \gamma}} g(u) \, du$$

$$= \sigma^{-2} \frac{\gamma + 1}{\gamma} \mathbb{E} \left[ \mathbf{x} \mathbf{x}^T \int \frac{1 - \frac{(U-X^T (\mathbf{b} - \mathbf{b}_0))/\sigma_0^2}{(\sigma/\sigma_0)^2 \gamma}}{1 + \frac{(U-X^T (\mathbf{b} - \mathbf{b}_0))/\sigma_0^2}{(\sigma/\sigma_0)^2 \gamma}} \right],$$

using the change of variable $u = \sigma^{-1}_0 (y - x^T \mathbf{b}_0)$. We view the random variable inside the expectation as a sequence indexed by $k$ where the terms that vary are $\mathbf{b}$ and $\sigma$ with $(\mathbf{b}_k, \sigma_k) \to (\mathbf{b}_0, \sigma^*)$ as $k \to \infty$. We have that

$$\sigma^{-2} \frac{\gamma + 1}{\gamma} \mathbb{E} \left[ \mathbf{x} \mathbf{x}^T \int \frac{1 - \frac{(U-X^T (\mathbf{b}_k - \mathbf{b}_0))/\sigma_0^2}{(\sigma/\sigma_0)^2 \gamma}}{1 + \frac{(U-X^T (\mathbf{b}_k - \mathbf{b}_0))/\sigma_0^2}{(\sigma/\sigma_0)^2 \gamma}} \right] \to (\sigma^*)^{-2} \frac{\gamma + 1}{\gamma} \mathbb{E} \left[ \mathbf{x} \mathbf{x}^T \int \frac{1 - \frac{U^2}{(\sigma^*/\sigma_0)^2 \gamma}}{1 + \frac{U^2}{(\sigma^*/\sigma_0)^2 \gamma}} \right].$$

This follows from Lebesgue’s dominated convergence theorem and the fact that

$$0 \leq \frac{1 - \frac{(U-X^T (\mathbf{b}_k - \mathbf{b}_0))/\sigma_0^2}{(\sigma/\sigma_0)^2 \gamma}}{1 + \frac{(U-X^T (\mathbf{b}_k - \mathbf{b}_0))/\sigma_0^2}{(\sigma/\sigma_0)^2 \gamma}} \leq 1.$$

We thus have that the limiting matrix has a positive determinant because the determinant of $\mathbb{E} \left[ \mathbf{x} \mathbf{x}^T \right]$ is positive, $(\sigma^*)^{-2}, \frac{\gamma + 1}{\gamma} > 0$ and

$$\mathbb{E} \left[ \frac{1 - \frac{U^2}{(\sigma^*/\sigma_0)^2 \gamma}}{1 + \frac{U^2}{(\sigma^*/\sigma_0)^2 \gamma}} \right] > 0$$

for any $\gamma$. Therefore, by taking the neighbourhood around $(\mathbf{b}_0, \sigma^*)$ small enough, we know that the determinant of $-\mathbb{E}[A]$ is positive.

There remains to prove that the determinant of $M(\mathbf{f})$ is positive. We use a limiting argument again. We know that

$$-\mathbb{E}[A] \to (\sigma^*)^{-2} \frac{\gamma + 1}{\gamma} \mathbb{E} \left[ \mathbf{x} \mathbf{x}^T \int \frac{1 - \frac{U^2}{(\sigma^*/\sigma_0)^2 \gamma}}{1 + \frac{U^2}{(\sigma^*/\sigma_0)^2 \gamma}} \right],$$

which has a positive determinant. We now show that

$$-\mathbb{E}[B] \to 0.$$
which implies that the determinant of $M(\theta)$ is approximately equal to that of $-\mathbb{E}[A]$ times the determinant of $-\mathbb{E}[D]$, the latter expectation being of dimension one and converging to a positive constant (which will be shown as well). This will allow to conclude.

We have

$$-\mathbb{E}[B] = 2\sigma^2 \gamma + 1 \gamma \int \mu_X(dx) x \int \frac{y-x^T \beta}{\sigma^2} \left( 1 + \frac{(y-x^T \beta)^2}{\sigma^2} \right) p_0(y \mid x) dy$$

$$= 2\sigma^2 \gamma + 1 \gamma \int \mu_X(dx) x \int \frac{u-x^T (\beta - \beta_0)/\sigma_0}{\sigma_0} \left( 1 + \frac{(u-x^T (\beta - \beta_0)/\sigma_0)^2}{\sigma_0^2} \right) g(u) du$$

$$= 2\sigma^2 \gamma + 1 \gamma \mathbb{E}[X] \left[ \frac{u-X^T (\beta - \beta_0)/\sigma_0}{\sigma_0} \right] \left( 1 + \frac{u^2}{\sigma_0^2} \right)$$

using the change of variable $u = \sigma_0^{-1} (y-x^T \beta_0)$. As before, we view the random variable inside the expectation as a sequence indexed by $k$ where the terms that vary are $\beta$ and $\sigma$ with $(\beta_k, \sigma_k) \to (\beta_0, \sigma^*)$ as $k \to \infty$. We have that

$$2\sigma^2 \gamma + 1 \gamma \mathbb{E}[X] \left[ \frac{u-X^T (\beta - \beta_0)/\sigma_0}{\sigma_0} \right] \left( 1 + \frac{u^2}{\sigma_0^2} \right)$$

This follows from Lebesgue’s dominated convergence theorem and the fact that

$$0 \leq \frac{u-X^T (\beta - \beta_0)/\sigma_0}{\sigma_0} \left( 1 + \frac{u^2}{\sigma_0^2} \right) \leq 1.$$

A similar analysis allows to show that

$$-\mathbb{E}[D] \to (\sigma^*)^{-1} \sigma_s \left[ 1 - (\gamma + 1) \mathbb{E} \left[ \frac{u^2}{(\sigma^* / \sigma_0)^2} \right] \right]$$

$$+ (\sigma^*)^{-2} (\sigma_s^*)^2 \left[ 2(\gamma + 1) \mathbb{E} \left[ \frac{u^2}{(\sigma^* / \sigma_0)^2} \right] + (\gamma + 1) \mathbb{E} \left[ \frac{u^2}{(\sigma^* / \sigma_0)^2} \right] - 1 \right],$$

which allows to conclude because for any $\gamma$

$$\left[ 1 - (\gamma + 1) \mathbb{E} \left[ \frac{u^2}{(\sigma^* / \sigma_0)^2} \right] \right] > 0.$$
and
\[
\left(2(\gamma + 1) + (\gamma + 1)\right)E\left[\frac{U^2}{(\sigma^*/\sigma_0)^2}\gamma \right] + 1 > 0.
\]

**A10:** in the interior of \(\mathbb{R}^{p+1}\), the loss function \(L\) has continuous partial derivatives
\[
L^{(i,j)}(\theta_1, \theta_2) := \frac{\partial^{i+j}}{\partial \theta_1^i \partial \theta_2^j} L(\theta_1, \theta_2), \quad i, j = 1, 2.
\]
Moreover we assume with \(c, b_7 > 0\) and for \(i, j = 1, 2\),
\[
||L^{(i,j)}(\theta_1, \theta_2)|| \leq c(1 + ||\theta_1|| + ||\theta_2||),
\]
for any \(\theta_1, \theta_2\) in the interior of \(\mathbb{R}^{p+1}\).

It can be readily verified that this assumption is verified when the loss function corresponds to the squared Euclidean norm.

**A11:** the prior measure has a density \(\pi\) with respect to the Lebesgue measure on \(\mathbb{R}^{p+1}\), which is continuous on \(\mathbb{R}^{p+1}\) and fulfills for \(b_8 > 0\),
\[
0 < \pi(\theta) < c(1 + ||\theta||^{b_8}), \quad \theta \in \mathbb{R}^{p+1}.
\]
We assume that the prior density is strictly positive and that it is continuous. While verifying A5 we showed that it is bounded above by \(6C(||s|| + 1)^3\). There exists a positive constant \(c\) such that \(6C(||s|| + 1)^3 < c(1 + ||s||^3)\), which allows to verify A11. This concludes the proof of Result (c).

**B** Details of the numerical experiment in Section 3

We use a HMC algorithm to sample from the posterior distribution. We thus apply a transformation on \(\sigma\) to make it a variable on the real line. The original target density is such that:
\[
\pi(\beta, \sigma \mid y) \propto \frac{1}{\sigma} \prod_{i=1}^{n} \frac{1}{\sigma} f\left(\frac{y_i - x_i^T \beta}{\sigma}\right).
\]
We define \(v := \log \sigma\), and thus,
\[
\pi(\beta, v \mid y) \propto \frac{1}{e^v} \prod_{i=1}^{n} f\left(\frac{y_i - x_i^T \beta}{e^v}\right).
\]
The log density is such that (if we forget about the constants):
\[
\log \pi(\beta, v \mid y) = -nv + \sum_{i=1}^{n} \log f\left(\frac{y_i - x_i^T \beta}{e^v}\right).
\]
The gradient is such that:
\[
\frac{\partial}{\partial \beta} \log \pi(\beta, v \mid y) = e^{-v} \gamma + 1 \sum_{i=1}^{n} \left[1 + \frac{(y_i - x_i^T \beta)^2}{e^{2iv}}\right]^{-1} \frac{y_i - x_i^T \beta}{e^v} x_i.
\]
\[
\frac{\partial}{\partial \nu} \log \pi(\beta, \nu \mid y) = -n + \frac{\gamma + 1}{\gamma} \sum_{i=1}^{n} \left( 1 + \frac{(y_i - x_i^T \beta)^2}{e^{2\nu \gamma}} \right)^{-1} \frac{(y_i - x_i^T \beta)^2}{e^{2\nu}}.
\]

We now perform the same calculations for the limiting posterior from which we sample. The original target density is such that:

\[
\pi(\beta, \sigma \mid y_{O^c}) \propto \frac{1}{\sigma} \sigma^{-|O^c|} \prod_{i \in O^c} f \left( \frac{y_i - x_i^T \beta}{\sigma} \right).
\]

After the change of variable \( \nu = \log \sigma \), we have

\[
\pi(\beta, \nu \mid y_{O^c}) \propto \frac{1}{e^{\nu(|O^c| - |O|)\gamma}} \prod_{i \in O^c} f \left( \frac{y_i - x_i^T \beta}{e^{\nu}} \right).
\]

The log density is such that (if we forget about the constants):

\[
\log \pi(\beta, \nu \mid y_{O^c}) = -\nu(|O^c| - |O|\gamma) + \sum_{i \in O^c} \log f \left( \frac{y_i - x_i^T \beta}{e^{\nu}} \right).
\]

The gradient is such that:

\[
\frac{\partial}{\partial \beta} \log \pi(\beta, \nu \mid y_{O^c}) = e^{-\nu} \gamma + 1 \sum_{i \in O^c} \left( 1 + \frac{(y_i - x_i^T \beta)^2}{e^{2\nu \gamma}} \right)^{-1} \frac{y_i - x_i^T \beta}{e^{\nu}} x_i,
\]

\[
\frac{\partial}{\partial \nu} \log \pi(\beta, \nu \mid y_{O^c}) = -(|O^c| - |O|\gamma) + \gamma \sum_{i \in O^c} \left( 1 + \frac{(y_i - x_i^T \beta)^2}{e^{2\nu \gamma}} \right)^{-1} \frac{(y_i - x_i^T \beta)^2}{e^{2\nu}}.
\]

In Section 3, we also present numerical results for the normal linear regression. We use that the posterior mean of \( \beta \) is \((X^T X)^{-1}X^T y\) and that the posterior covariance matrix of \( \beta \) is

\[
\frac{\|y - \hat{y}\|^2}{n - p - 2} (X^T X)^{-1},
\]

\( X \) being here the design matrix and \( \hat{y} := X(X^T X)^{-1}X^T y \).