Spontaneous symmetry breaking in a driven-dissipative system
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Spontaneous symmetry breaking (SSB) is a key concept in physics that for decades has played a crucial role in the description of many physical phenomena in a large number of different areas. In particle physics, for example, the spontaneous symmetry breaking of non-Abelian symmetries provides through the Higgs mechanism the mass of $W$ and $Z$ particles, and introduces the masses of quarks and charged leptons \cite{1,2,3}. In cosmology, SSB plays an important role in our universe through the different stages of its development, not only during the electro-weak transition just mentioned, but also during inflation \cite{4}. In condensed-matter physics spatial isotropy is broken spontaneously below the Curie temperature to provide a well-defined direction of magnetization to a magnetic material and the phase invariance of the macroscopic wavefunction in superfluid helium is broken below the condensation temperature, to name just two examples \cite{5,6}. SSB is thus an ubiquitous concept connecting several, both “high” and “low” energy, areas of physics and many textbooks describe its basic features in great detail. However, to study the dynamics of symmetry breaking in the laboratory is extremely difficult. In areas like particle physics and cosmology, the state of matter cannot be studied by changing the control parameter and the symmetry breaking has played its role. In condensed-matter physics tiny external disturbances cause a preference for the breaking of the symmetry in a particular configuration, like a small magnetic field in ferromagnetism, and typically those disturbances cannot be avoided in experiments. Although the latter is not necessary true for a superfluid, the detection of the phase of a superfluid relies on the interferometric observation with another superfluid possessing a well-defined phase, and requires unprecedented phase-stability over long periods. Notwithstanding these complications, here we describe an experiment, in which we directly observe the spontaneous breaking of the temporal phase of a driven system with respect to the drive into two distinct values differing by $\pi$.

Consider a domino stone standing on its edge. In a classical world, in the absence of any external perturbation the stone will remain on its edge forever and the situation remains symmetric. In practice, it will eventually always be a small perturbation that pushes the stone either to the left or to the right. The choice for one of two directions is thus not spontaneous in this case. In a quantum world, however, the quantum domino will remain in a linear superposition falling simultaneously both to the left and right and it is not until the domino will be detected that the domino will be found on one of its two sides with exactly equal probability. The symmetry is broken and since there is no force acting on the domino stone to push the stone to a particular side, the symmetry is broken spontaneously. In our experiment we drive a superfluid droplet shaped like a cigar with an oscillatory field, which excites a high-order mode visible as a stripped density modulation. The oscillation of the axial mode has a phase delay with respect to the drive, which is determined up to a phase difference of $\pi$. This indeterminacy is spontaneously broken in the experiment.
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\caption{Schematic diagram of the experiment. A superfluid droplet at rest is excited by quickly modulating the trap frequency. The superfluid starts oscillating in a breathing mode in the short (radial) direction, which acts as the drive. The drive excites in the long (axial) direction a high-order mode visible as a stripped density modulation. The oscillation of the axial mode has a phase delay with respect to the drive, which is determined up to a phase difference of $\pi$. This indeterminacy is spontaneously broken in the experiment.}
\end{figure}
the energy depends on the square of the amplitude of the mode. Whether a phase lag $\phi$ or $\phi + \pi$ is preferred, is thus undetermined at the start of the experiment. These two phases are analogues to the two sides of the domino stone. Since we can detect the shape of the superfluid non-destructively, we can detect all the collective modes of the superfluid as a function of time and thus extract the phase lag $\phi$ for any particular realization of the experiment.

The experiment is conducted in the following way. Cold atoms are trapped in a magnetic trap and evaporatively cooled to temperatures below the critical temperature for Bose-Einstein condensation [8,9]. The resulting Bose-Einstein condensate is a superfluid and at the temperatures in the experiment, approximately 90% of atoms are condensed leaving 10% as thermal atoms. The thermal atoms induce a small amount of dissipation for excitations in the superfluid. The magnetic trap is harmonic, and the trap frequency in the radial direction is much larger than the trap frequency in the axial direction. The resulting cloud of atoms will thus have an elongated, cigar-like shape. At $t = 0$ the superfluid is excited by modulating the radial trap frequency by quickly ramping the current through the magnetic coils responsible for the radial confinement. This excitation induces a long-lasting oscillation of the radial size (width) of the cloud. The oscillation of the width, which is commonly referred to as the radial breathing mode [10], functions as the drive in the experiment.

Through the non-linearity of the interactions in the superfluid different collective modes of the superfluid become coupled and in particular the drive couples to an axial mode. The drive is weak and as a result the amplitude of the axial mode is small as well. Because the coupling between the two modes is small and the axial mode grows exponentially in time, it is only possible to detect its magnitude after a certain waiting time. After this waiting time we acquire a sequence of nearly non-destructive images of the density of the superfluid using an holographic imaging technique [11]. From the dynamics of the width of the superfluid we can deduce the frequency and phase of the drive with high accuracy. The axial mode is visible as an oscillation of the density profile in the axial direction and from its magnitude in time the frequency and phase of the axial mode are determined. The experiment is repeated approximately hundred times under identical initial conditions to deduce the statistics of the phase lag $\phi$ between axial mode and drive.

Figure 2 shows the results of two measurements with identical excitation of the drive. In one case the phase lag is $\phi$, whereas in the other measurement the phase lag is $\phi + \pi$. The amplitude of the axial mode is determined by fitting the mode profile of the axial mode in each image [14]. Due to the broken discrete time symmetry in our system, the axial mode oscillates with a subharmonic of the drive [13][10]. From the data we can extract the phase lag $\phi$, as indicated by the shift of the maxima of the two oscillatory patterns. The experiment is repeated using the same parameters and a nearly identical drive is observed owing to the remarkable coherence properties of the superfluid. The axial mode, shown in Fig. 2.b,c also occurs in a reproducible manner, except for a phase lag difference of $\pi$ between the two cases. The $\pi$ phase difference between different realizations is a result of the broken discrete time symmetry that mathematically is identical to a SSB of the $\mathbb{Z}_2$ (Ising-like) symmetry of the Hamiltonian [14].

In Fig. 3 we plot the complex amplitude of the axial mode for different experimental runs using the same parameters for the excitation. The absolute value of the amplitude can be obtained from the experimental results as shown in Fig. 2.b,c. The phase of the amplitude is determined with respect to the driving amplitude. As the figure clearly shows, the results are binned in two areas, where the absolute values are approximately constant, but the phases differ by $\pi$. In total we have 140 experimental runs, and 69 runs have a phase lag close to 0 and 71 runs have a phase lag close to $\pi$. This indicates that the probability $p$ to obtain a phase lag close to 0 becomes $p = 0.49 \pm 0.04$, which is a clear signature that the symmetry breaking is indeed spontaneous with $p = 1/2$.

In general, there can be small perturbations (noise) that can also lead to an explicit symmetry breaking.
However, in our case the axial mode has a strongly oscillating spatial pattern and a well-defined oscillation frequency. This spatial and temporal pattern is impossible to induce with our magnetic coils, that are located far away from the center of our experiment. Furthermore, from the simulations that we have carried out of the process, as discussed below, we find that the axial mode grows out of an initial state with on the order of fifty quanta reminiscent of thermal fluctuations. In the case of technical noise, the number of induced quanta can have any magnitude. Finally, for technical noise the probability \( p \) can be anywhere between 0 and 1 and it is coincidental that its value becomes so close to \( 1/2 \).

In Ref. [14] we have shown that our system can be very well described by the following Hamiltonian:

\[
\hat{H} = -\hbar \delta \hat{a}^\dagger \hat{a} + \frac{\hbar \omega_D A_D}{8} (\hat{a}^\dagger \hat{a}^\dagger + \hat{a} \hat{a}) + \frac{\hbar g}{2} \hat{a}^\dagger \hat{a}^\dagger \hat{a} \hat{a},
\]

where \( \delta \) is the detuning from resonance in the rotating frame, \( \omega_D \) is the driving frequency, \( A_D \) is the relative driving amplitude, \( \hat{a}^\dagger \) is the annihilation (creation) operator of a quantum in the axial mode, and \( g = g' + ig'' \) is a complex-valued fourth-order interaction parameter. This Hamiltonian fully describes our driven-dissipative system, where the drive is given by the term proportional to \( A_D \) and the dissipation induced by the thermal cloud is determined by the imaginary part \( g'' \) of the parameter \( g \). The Hamiltonian in Eq. (1) has a \( \mathbb{Z}_2 \) symmetry \( \hat{a} \rightarrow -\hat{a} \), but this symmetry is spontaneously broken when \( \langle \hat{a} \rangle \neq 0 \). Once the system has chosen one particular sign, the “domino” symmetry is broken and leads to the growth of the axial mode amplitude with this sign.

The time-evolution of the probability distribution \( P(\hat{a}^\dagger, \hat{a}; t) \) of the eigenvalue of the annihilation operator is determined by a Fokker-Planck equation based on the Hamiltonian of Eq. (1) [17]. Here, we simulate this numerically in a semi-classical way solving the equations of motion for \( \hat{a} \) and \( \hat{a}^\dagger \) (see Methods). In order to include the fluctuations due to the nonlinear dissipation, we add Stratonovich multiplicative noise with a strength given by \( g'' \) and a random phase, as dictated by the fluctuation-dissipation theorem. This yields a random term to the growth with a Gaussian spread. The initial distribution is \( P(\hat{a}^\dagger, \hat{a}; 0) \propto \text{exp}\left[-|\hat{a}|^2/(N + 1/2)\right] \), where \( N = 45 \) is the number of initial thermal quanta (see Methods). For the starting value of \( \langle \hat{a} \rangle \) we take for each run a random initial value using this distribution. The results are similar to the experimental results, but the spread in the simulation is smaller compared to the spread in the experiment.

Although the experimental runs are performed under identical conditions, there are always small technical fluctuations that contribute to the final result. In the experiment, superfluidity is obtained due to Bose condensation and the preparation of the superfluid droplet leads to fluctuations in the experimental parameters. There are schemes to reduce those fluctuations [15], but this is beyond the scope of the present paper. Here, we can include those technical fluctuations in our simulation by taking the corresponding parameters \( \delta \) and \( g \) Gaussian distributed around their average value, where the spread is small compared to the average value. The results of Fig. 3 show that such technical fluctuations in combination with fluctuations due the dissipation can explain the observed width in the experiment. Note that the technical fluctuations ultimately are number fluctuations and these do not break the \( \mathbb{Z}_2 \) symmetry. Again the probability \( p \) is close to \( 1/2 \), showing that the SSB is well predicted by the simulation and is fully encapsulated in the model.

The simulation allows us to investigate the initial stage of the growth of \( \langle |\hat{a}| \rangle \). In Fig. 4 we show the individual trajectories for \( \hat{a}(t) \) for only driving the system for 10 pe-
FIG. 4. Quantum trajectories for the expectation value $\langle \hat{a} \rangle$, where the initial value is shown by the solid dots and the value after 10 periods by the open dots. The dashed line shows the division between initial values, where all points below the line yield a phase lag of $\phi$ and all points above the line yield a phase lag of $\phi + \pi$. Since the initial phase in the simulation is randomly chosen, the breaking of the symmetry is spontaneous.

In conclusion, we have observed the spontaneous symmetry breaking in a driven-dissipative system. Our experiment breaks the most simple symmetry that can be broken, namely a $\mathbb{Z}_2$ symmetry, with only two possible outcomes of the experiment. Our space-time crystal is a new state of matter and allows us to further explore this symmetry breaking. For instance, by applying an excitation to the system we can induce tunneling in the system, where the phase lag will tunnel from one value to the other [19]. Another possibility is to apply a $\pi/2$-type pulse to our system and drive the system from a linear superposition of both phase lags to one particular phase lag. This engineering of excitations in space and time is a rich field that requires future experiments to fully exploit all possibilities.
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I. METHODS

A. Experiment

The superfluid mentioned in the main paper is a Bose-Einstein condensate of sodium atoms. Using a combination of laser cooling and evaporative cooling, a Bose-Einstein condensate of approximately $5 \times 10^6$ sodium atoms is created. The sodium atoms are confined in a cylindrically symmetric magnetic trap with effective trapping frequencies $(\omega_\rho, \omega_z) = 2\pi \times (92, 5) \text{ Hz}$. Initially the superfluid is at rest in the trap, since the evaporative cooling damps any residual motion in the superfluid due to the interaction with the thermal cloud. For the drive we only want to excite the radial breathing mode, but since all modes are coupled in the superfluid and the magnetic coils are not perfectly symmetric, many modes can become excited during the kick. The kick is induced by modulating the current through the coils providing the radial confinement. This modulation consists of two V-shaped pulses with a modulation depth of 5\% and a total duration of 10 ms per pulse. The procedure is optimized in such a way that mainly the breathing mode becomes excited.

In order to detect the different modes, the superfluid is observed using a minimally destructive holographic imaging technique. After a waiting time of $\approx 0.75$ s over 250 images are taken. By fitting each image with a Thomas-Fermi distribution, we can determine the position, width, angle and phase shift of the superfluid. Figure 5 shows the position, width and angle of the superfluid in the radial and axial direction, respectively. The center-of-mass mode is fully decoupled from the other modes (Kohn theorem) in our harmonic trap. However, it does allow for a detection of the trap frequencies and the adjustment of the data to a sinusoidal function yields for this measurement trap frequencies of $\omega_\rho/2\pi = 92.002 \pm 0.005 \text{ Hz}$ and $\omega_z/2\pi = 4.98 \pm 0.03 \text{ Hz}$. Note that the trap frequencies show a large ratio between the frequencies in the radial and axial direction. Also, the oscillation of the cloud in axial direction is small.
In Fig. 5c the width of the superfluid is shown. The oscillation of the breathing mode in the radial direction acts as the drive in the experiment. The frequency of the radial breathing mode is \( \omega_D/2\pi = 183.74 \pm 0.09 \) Hz, which is close to twice the frequency of the breathing mode as expected for a trap with a large aspect ratio. In the axial direction the breathing mode frequency is \( \omega_B/2\pi = 8.1 \pm 0.2 \) Hz, which is close to \( \sqrt{5}/2 \) of the trap frequency in the axial direction, again as expected for a trap with a large aspect ratio. Note that the amplitude of the breathing mode in the axial mode is very small (2% of the width). If the axial width oscillates strongly in time, the resonance condition for the high-order mode in the axial direction depends on time and thus not one mode becomes excited. In our case, the excitation scheme causes only a single mode to become excited.

In Fig. 5e the angle of the superfluid is shown. The angle oscillates in time and this is due to the scissor mode in the superfluid [20]. The scissor mode is a clear sign of the superfluidity in the fluid and the frequency is \( \omega_{sc}/2\pi = 91.887 \pm 0.014 \) Hz. The frequency of the scissor mode is close to the trap frequency in the radial direction, since the axial frequency is much smaller than the radial frequency. Note that the amplitude of the scissor mode is constant and that the spatial symmetry of the scissor mode is uneven with respect to reflection in the plane containing the long axis of the condensate, and thus does not couple to the high-order axial mode.

In Fig. 6 the ratio between the period of the high-order axial mode and the period of the drive is shown for the experimental runs on one day. The figure shows that the ratio is exactly two within experimental uncertainty, as expected for the discrete time crystal [12, 13]. The results show that the SSB experiment can be carried out in a reproducible way over a long period of time.

In the off-axis holography we also detect the phase shift of the center of the superfluid, and together with the width of the superfluid in the axial and radial direction we can determine the total number of atoms in the superfluid. In Fig. 7a the number of atoms is shown as function of the time during the detection. The time constant determined by the imaging technique. (b) Fluctuation of the number of atoms as a function of time.
stant τ for decay due to the imaging is τ = 0.93 ± 0.04 s, and since the dwell time between images is 1 ms, the loss rate per images is only 0.09%, which is extremely low. In Fig. 7b the fluctuations in the imaging between subsequent images is shown, corrected for the exponential decay caused by the imaging. The results show that the statistical uncertainty in the detection technique is 4%, which makes the technique very reliable for imaging the superfluid.

B. Analysis

From each measurement run, the experimental data is analyzed as described in previous work [14]. The images are fitted with a function which contains the density profile of the high-order axial mode. From the fit we obtain the position and widths of the cloud, and the amplitude $A_X$ of the axial profile, for which the results are shown in Fig. 2. From the fit of the breathing mode, we choose a zero crossing of the oscillation with positive ramp at a time $t_0$ after a fixed number of oscillations after the kick. We identify the zero crossing in the fit of the axial mode closest to $t_0$ and determine the phase lag $\phi$ based on the time between the zero crossing and $t_0$. In case of a zero crossing with negative ramp, we add an additional factor $\pi$ to the phase lag. This method properly takes into account the difference between $\omega_D$ and $2\omega_X$ in the fit.

To rule out the possibility that the high-order axial mode is driven by the scissor mode, we have determined the phase lag of the scissor mode with respect to the drive using the same method. The scissor mode is found to be always pinned at approximately a phase lag of $\pi$, as shown in Fig. 8. This precludes the possibility that the scissor mode drives the high-order axial mode.

C. Number of quanta

The high-order axial mode is quantized, as shown in Ref. [10]. The density of the mode $n_X(z,t)$ in the axial direction is given by $n_X(z,t) = -\dot{\kappa}(t)L_j(\bar{z})$, where the dot represents the time-derivative and $L_j(\bar{z}) = P_j(\bar{z}) - P_{j-2}(\bar{z})$ is the mode profile and $j$ the mode number. Here $\bar{z} \equiv \bar{z}/R_z$ is the reduced distance in the $z$-direction with $R_z$ the Thomas-Fermi width and $P_j(\bar{z})$ are Legendre polynomials of order $j$. It is assumed that there is no dependence of the mode in the radial direction and that the density of the axial profile is only non-zero, where the superfluid has a non-zero density. In the frame rotating with the drive frequency $\omega_D$, the amplitude $\kappa$ can be related to the annihilation operator $\hat{a}$ using $\kappa = q\hat{a}$, where $q = \sqrt{\hbar/(\eta Q\omega_D)}$ is the normalization parameter. Here $Q$ is the overlap of the mode function,

$$Q = \int_{-1}^{+1} \mathrm{d}\bar{z}(1 - \bar{z}^2)L_j(\bar{z})^2,$$

and $\eta = \pi T^{2B} R_p R_z$ is the effective mass parameter. Using the experimental parameters the density modulation for one quantum in the axial mode becomes 1.03×10$^{15}$ atoms/m$^3$, which is far too small to be observable in our setup. However, the axial mode grows exponentially in time and after a wait time of about 1 s, the density modulation has become sufficiently large to be observable. This analysis allows us to scale the value of $\alpha$ from the simulation to the amplitude $A_X$ and plot its value in Fig. 8. The density modulation is proportional to the time-derivative of $\kappa$ and thus we have to add a factor $\pi/4$ to the phase of $\kappa$ to compare our results with the experimental values.

D. Initial number of quanta

The initial number of quanta $N$ in the axial mode is determined by the thermal fraction of this mode, as determined by the Bose-Einstein distribution. The temperature of the thermal cloud is in our case $T \approx 200$ nK and the energy of the mode becomes $\hbar\omega_X$, where $\omega_X/2\pi = 92$ Hz is the frequency of the high-order axial mode. So the number of quanta becomes $N_{\text{init}} = 45$, which is much larger than the quantum fluctuation of $1/2$.

E. Fluctuations in the growth

The semi-classical analysis starts with the equations of motion for $a(t)$ and $a(t)^*$ as given in Ref. [14]:

$$i\frac{\mathrm{d}}{\mathrm{d}t}a = (-\delta + g|a|^2)a + \frac{\omega_D A_D}{4}a^*, \quad (2)$$

and the complex conjugate for $a^*(t)$. In order to include the fluctuations we have to include multiplicative noise $\eta(t)a^*(t)$ with $\langle \eta^*(t)\eta(t) \rangle = D\delta(t-t')$ in the model, where $D$ in our case is given by $D = 2\hbar(N_{\text{thc}} + \frac{1}{2})g''$ as determined by the fluctuation-dissipation theorem. Here, $N_{\text{thc}}$ accounts for the increase of noise due to thermal fluctuations. Its value is estimated by first determining the oscillation frequency $\omega_{\text{eff}}$ in the effective potential $V(|a|)$, as given in Eq. (7) of Ref. [14]. Given our experimental parameters we find $\omega_{\text{eff}} = 8.5$ Hz and assuming that our system is in equilibrium with the thermal cloud.
FIG. 9. Comparison between the experiment and the simulations for the high-order axial mode amplitude $A_X$. In each case the histogram contains 140 runs. (a) Contour plot of the results of the experiments. (b) Contour plot of the simulations, where only the thermal fluctuations are taken into account. (c) Contour plot of the simulations, where both the thermal and technical fluctuations are taken into account.

at a temperature $T = 200$ nK, the number of quanta becomes $N_{\text{fluc}} = 456$.

To include the fluctuations to the model we add a stochastic noise term $a^*(t)\sqrt{D/\Delta t}x_i$ to Eq. (2) and the complex conjugate to the equation for $a^*(t)$, with $\Delta t$ the step-size in time in the integration. Here, $x_i$ is a Gaussian-distributed complex variable with unit absolute value, which is randomly selected for each time step.

F. Dependencies on system parameters

To exclude the possibility of the phase being pinned at either $\phi$ or $\phi + \pi$ by some underlying phenomena related to particle number, mode function or a date-specific parameter, the data set has been split in two parts along different criteria, see Fig. 10. Fig. 10a shows the same histogram as in the main paper. The chance to get phase $\phi$ is calculated from the data as $p = N_0/(N_0 + N_\pi)$, with uncertainty $\sigma_p = \sqrt{p(1-p)/(N_0 + N_\pi)}$. For the full data set, this results in $p = 0.49 \pm 0.04$. Figure 10bc show the data split by particle number. In Fig. 10bc, all data points with a particle number below the median particle number are taken, which results in $p = 0.51 \pm 0.06$. In Fig. 10cd, all data points with a particle number above the median particle number are taken, which results in $p = 0.47 \pm 0.06$. As calculated probabilities are within a margin of error of $p = 1/2$, the particle number does not appear to prefer one solution for the phase over the other. Figure 10e show the data split by mode number (see Sec. I C). In Fig. 10e, all data points with an odd mode are shown, which results in $p = 0.41 \pm 0.07$. In Fig. 10f, all data points with an even mode are shown, which results in $p = 0.55 \pm 0.05$. For odd modes, the calculated probability deviates from $p = 1/2$ with a margin of error which is a little larger than one standard deviation, however, the number of data points is small. Finally, since data was acquired on two separate days, the data set was split in Fig. 10g by measurement series. Data acquired on the first day is shown in Fig. 10f. Analysis of this data results in $p = 0.47 \pm 0.06$. Data acquired on the second day is shown in Fig. 10g. Analysis of this data results in $p = 0.52 \pm 0.06$. From this it is concluded that from day to day there is no preference between either the $\phi$ or $\phi + \pi$ solutions.

Note added after completion of this work: In the appendix of Ref. [21] we have found in the Methods section also experimental results for the breaking of a different
$Z_2$ symmetry in a driven-dissipative system.
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