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ABSTRACT Enabling machines to emotion recognition in conversation is challenging, mainly because the information in human dialogue innately conveys emotions by long-term experience, abundant knowledge, context, and the intricate patterns between the affective states. We address the task of emotion recognition in conversations using external knowledge to enhance semantics. We propose KES model, a new framework that incorporates different elements of external knowledge and conversational semantic role labeling, where build upon them to learn interactions between interlocutors participating in a conversation. We design a self-attention layer specialized for enhanced semantic text features with external commonsense knowledge. Then, two different networks composed of LSTM are responsible for tracking individual internal state and context external state. In addition, the proposed model has experimented on three datasets in emotion detection in conversation. The experimental results show that our model outperforms the state-of-the-art approaches on most of the tested datasets.

INDEX TERMS Affective computing, text emotion classification, emotion recognition in conversation.

I. INTRODUCTION

In recent years, due to the development of deep learning, enhanced learning, and the construction of a large dataset for dialogue, the research on emotion recognition in conversation (ERC) has received attention. ERC is emerging research, which aims to detect the emotion expressed in discourse in the dialogue between two or more interlocutors. The task is important to research in several areas, such as affective dialogue systems [1]–[3], healthcare [4], [5] recommendation system [6], and so on.

For a long time, whether there is an emotion or not is one of the most essential to distinguish between human and machine. In other words, whether the machine has emotion is also one of the key factors for the degree of humanization of the machine [7].

As a comprehensive technology, emotional computing is a key step of artificial intelligence’s emotionalization, including emotion recognition, expression, and decision [8], [9]. “Recognition” is to let the machine accurately recognize human emotions and eliminate uncertainty and ambiguity; “Expression” means that artificial intelligence expresses emotions with suitable information carriers, such as language, sound, posture, and expression; “Decision-making” mainly studies how to use emotional mechanism to make better decisions [10].

Recognition and expression are two key technical links in emotional computing [11]. Emotion recognition can extract the features of emotion signals and get the emotion feature data that can represent human emotions to the maximum extent. Based on this model, the mapping relationship between the external representation data of emotion and the internal emotional state is found out, and then the current internal emotion types of human beings are identified, including voice emotion recognition, facial expression recognition, and physiological signal emotion recognition.

Different from other emotion recognition tasks, conversational emotion recognition is not only for sentences/utterances, but also depends on the context and the state of participants for modeling [12]. Natural dialogues are complex, and they are governed by many variables, which depend on the time sequence of discourse and affect the emotional dynamics of participants. These variables include topic, argumentation logic, intention, interlocutors' personality, and so on [12].
Recent works on ERC use recurrent neural networks (RNNs) to model the utterance [13], [14], which relies on spreading context and order information to utterance. RNNs, such as long short-term memory (LSTM) [15] and gated recurrent unit (GRU) [16], are used to simulate the dependence between utterances, so as to perceive the context at speaker level or situation level. In theory, such a network should be able to transmit long-term contextual information, but in practice, it is not always the case. To mitigate this issue, graph-based methods are introduced [17], which consider distant utterances and sequence information by time coding utterances. However, graph-based methods tend to use information from recent utterances that are relatively limited to update the status of query utterances, which makes it difficult for them to obtain satisfactory performance.

Although the method of the above genres has made well progress, we argue that current techniques which only focus on context modeling at the present limit the ability of language representation. The main limitation of these methods is that they only consider simple contextual features as representation and training objectives, and seldom consider well-defined contextual semantic cues. The common knowledge of conversation plays an indelible role in inferring the potential variables of a conversation. Even though a well-trained language model can express context semantics more or less implicitly, the introduction of a common sense-oriented framework can further enhance this point [18].

Most studies have found that deep learning Frameworks might not really understand the semantics of the natural language [19] and vulnerably suffer from adversarial attacks [20]. Deep learning models often ignore important words and choose relatively safe and unimportant ones. Briefly, semantic role labeling (SRL) [21] aims to restore the predicate-argument structure of sentences, and fundamentally discover change from who did what to whom, when and why did what as the central meaning of sentences, which naturally matches the task goal target ERC. In the conversation task, the conversation content of the participants usually involves various predicate-argument structures. A predicate is a statement or explanation of the subject, pointing out “what to do” or “how to do,” which represents the core of an event, and the question formed with who, what, how, when, and why can be conveniently formalized into the predicate-argument relationship in terms of contextual semantics. Motivated by these, this paper attempts to integrate extra SRL knowledge into the pre-trained model, and model the context and the emotional state of the participants to understand the conversation context.

In this paper, we propose a KES for emotion recognition in conversation. By introducing SRL information and clear context semantic clues into the pre-training language model, the algorithm enriches the sentence context semantics in multiple predicate-specific argument sequences. The proposed model incorporates the concept of external knowledge and SRL information, at the same time, it learns representation in a fine-grained manner on plain context representation and explicit semantics in order to achieve deeper meaning representation. Through an individual internal state encoder, our model tracks and predicts the speaker’s continuous emotional self-dependence. The information reflecting the contextual state of context and the speaker’s influence and dependence on others is encoded and processed by the global state, so that the proposed model can understand the contextual information and the emotional transfer among the participants in the conversation. We conduct extensive experiments on three different conversation corpus and comparisons with several baseline models. The results show that the proposed method achieves comparable performance with the state-of-the-art models. To sum up, the main contributions in this research are summarized as below:

- We introduce SRL information to enrich the semantic structure in conversation, and obtain commonsense knowledge from external knowledge graph to promote emotion detection in conversation.
- We design the attention mechanism to integrate external commonsense knowledge and conversation level SRL information, and utilize a transformer structure to replace the recurrent attention neural networks commonly used for emotion detection in conversation.
- We conduct extensive experiments, which prove that SRL information and commonsense knowledge are beneficial to the performance of emotion detection. The proposed model KES is superior to the state-of-the-art models in most test datasets.

The rest of the paper is organized as follows: Section II discusses related works. Section III shows an overview of the proposed method. Section IV introduces the relevant situation of the experiment. Section V provides experimental results and analysis of Section IV. Section VI presents our conclusions and future work.

II. RELATED WORK

A. CATEGORIZATION OF EMOTIONS

Emotion recognition has been an active research field for many years and has been explored in interdisciplinary fields such as machine learning, signal processing, social and cognitive psychology, etc [22].

The discrete emotion model uses adjective labels to express emotion. Simply divides discrete emotions into two basic emotions: pain and happiness [23]; Furthermore, Ekman [24] concludes six basic emotions: anger, disgust, fear, happiness, sadness and surprise. Although there are more than 10 emotion description models used within the field, Ekman’s six basic emotions and seven basic emotions added with neutrality are the most used ones [25]. The discrete emotion model is simple, intuitive and widely used, but its description accuracy is not high, its continuity is not good, and the emotions that can be represented by the model are limited. Scholars established dimensional categorization models to overcome these deficiencies instead.
Most dimensional categorization models [26], [27] adopt two dimensions: valence and arousal. Valence represents the degree of emotion, and arousal represents the intensity of emotion. The commonly used ERC dataset IEMOCAP [28] is compatible with classification and dimension models. However, some later ERC datasets like DailyDialogue [29] can only be used for classification models. Most datasets use simple classifications, similar to variations of Ekman. Each emotional utterance in the EmoContext dataset is labeled as one of the following emotions: sadness, happiness and anger. Annotators of the EmoContext dataset are more consistent compared because its emotion classification is very simple. However, the short context length and simple sentiment classification make the ERC task less challenging on this dataset.

### B. EMOTION RECOGNITION IN CONVERSATION

ERC is a research topic under the spotlight in the field of natural language processing in recent years, which has potential significance in many fields, such as healthcare, opinion mining, education, recommendation system, and so on. Along with the open-source of numerous conversation datasets that include acoustic, textual, and visual features, many deep learning methods have been implemented in conversational emotion recognition tasks.

Numerous efforts have been devoted to the modeling of conversation context. Basically, they can be divided into two categories: graph-based methods and recurrence-based methods [48]. For graph-based methods, they collect the information of surrounding utterances in a specific window at the same time, while ignoring distant utterances and sequential information. For recurrence-based methods, they consider distant utterances and continuous information by time coding the utterances. However, they tend to use only the relatively limited information from recent utterances to update the status of query utterances, which makes it difficult for them to obtain satisfactory performance. DialogueRNN [14] proposes to model dynamic emotion through GRU, and capture context information by using an attention mechanism. DialogueGCN [17] applies graphs to model conversations and regards both speakers and utterances as graph nodes, thus solving the problem of context propagation in DialogueRNN. HiGRU [49] contains two GRUs, one for the utterance encoder and the other for the conversation encoder. Zhong et al. [45] propose KnowledgeEnriched Transformer (KET), which learns structured conversation representation through layered self-attention and external common knowledge. DialogXL [46] improves XLNet [47] enhanced memory to store longer historical context and dialog-aware self-attention to deal with the multi-party structures. COSMIC [18] proposes a neural network structure framework that introduces external knowledge which introduces external knowledge to improve performance by establishing a huge knowledge base. Different from the existing methods, we propose a model to enhance the knowledge of external commonsense built on a Transformer Encoder-Decoder structure for conversation emotion detection.

### C. CONVERSATIONAL SEMANTIC ROLE LABELING

Semantic role labeling systems aim to recover the predicate-argument structures of sentences – basically to determine “who did what to whom,” “when,” and “where.” Traditional SRL often failed to analyze conversations since only a single utterance can be analyzed by traditional SRL whereas ellipsis and anaphora occur in conversation as well. Conversation semantic role labeling (CSRL) [30] directly models the predicate-argument structure of the whole conversation instead of a single utterance. Most of the discarded or referenced components in the latest conversation can actually be found in the conversation history. CSRL allows arguments to be indifferent utterances as the predicate, while SRL can only work on every single utterance. Compared with the standard SRL, which needs utterance rewriting or co-referential parsing as the preprocessing step of analyzing dialogues, CSRL can directly deal with conversation and avoid error propagation.

### D. KNOWLEDGE ENHANCED LANGUAGE

Researchers have paid more attention to enhancing natural language models with knowledge graphs these days, since knowledge graph has gained a lot of systematic knowledge. Liu et al. [31] combined the knowledge triple in the knowledge graph with the original text and then modeled it with BERT to get more hidden information. Lin et al. [32] proposed a knowledge-aware graph network model based on a graph convolution network, which has a path-based attention mechanism. Zhang et al. [33] combined entity information with BERT to enhance language representation, which can utilize vocabulary, syntax and knowledge information at the same time. More recently, Bosselut et al. [34] proposed COMmonsEnse Transformers (COMET), which learned to generate commonsense descriptions in natural language by fine-tuning the pre-trained language model in ATOMIC knowledge base. Compared with the extraction method, the fine-tuned language model in the knowledge base has unique advantages of generating knowledge for invisible events; These advantages are very important for tasks that need to combine common knowledge in conversation. Ghosal et al. [18] proposed COMmonsSense knowledge for eMotion Identification in Conversations (COSMIC) model based on DialogueRNN structure, which uses external commonsense knowledge generated by COMET and obtains advanced results in ERC. Compared with the extraction method, the fine-tuned language model in the knowledge base has the unique advantage of generating knowledge for invisible events, which is very important for tasks that need to combine common knowledge such as emotion detection in conversation.

The ERC task in our proposed method also extracts external commonsense knowledge information based on a knowledge graph. Different from the COSMIC model, we use
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FIGURE 1. Overview of KES. Enhanced Language Representation Layer takes the textual feature \( u_t \) of the \( t \)th utterance and its SRL labels in conversation as input and generates code the enhanced semantic feature \( h_t \), which is input to the transformer structure network. We design the first layer self-attention mechanism of the transformer structure to integrate the candidate knowledge, and \( h_t \) and external commonsense knowledge \( c_t \) as the input of this attention mechanism to generate \( r_t \). The transformer structure network generates encoding \( s_t \) and inputs it into the individual internal encoder LSTM to generate \( e_t \). Also, \( r_t \) is fed into the individual context encoder BiLSTM to outputs another encoding \( g_t \). Each \( e_t \) and \( g_t \) to obtain the final prediction for each utterance in the conversation.

III. METHODOLOGY

A. TASK DEFINITION

ERC task aims to recognize the emotion of each utterance from several predefined emotions within/among the provided conversation records and participant information of each utterance in a conversation emotion recognition task. In a conversation between two people, each utterance is marked by latent emotion. Formally, let there be \( M \) participant/parties \( \{p_1, p_2, \ldots, p_M\} \) in a conversation, which is defined as a sequence of utterances \( \{u_t = u_1, u_2, \ldots, u_N\} \), where \( N \) is the number of utterances. The task is to predict the emotion labels (happy, sad, frustrated, excited, angry, and neutral) of the constituent utterances \( u_t \), where utterance \( u_t \) is uttered by participant \( p_s(u_t) \), where \( s \) representing the mapping between utterance and index of its corresponding participant. In related research, the traditional method is to first produce context-independent representations by pre-trained language model and then perform context modeling to classify each of the constituting utterances into its appropriate emotion category.

B. UTTERANCE FEATURE EXTRACTION

He et al. [21] presented a deep highway BiLSTM architecture with constrained decoding, which is simple and effective. In the practice of data preprocessing, each utterance is annotated into several semantic sequences by the pre-trained semantic annotator.

The original utterance sequence and semantic role tag sequences are expressed as embedding vectors to feed a pre-trained BERT. The input utterance is a sequence of words of length \( n \), which is first labeled as a word fragment. Then, the transformer captures the context information of each token through self-attention and generates a sequence of context embeddings. For \( m \) SRL label sequences associated with each predicate, we have \( \{t_1, t_2, \ldots, t_m\} \) where \( t_i \) contains \( n \) labels denoted as \( \{\text{label}_{i1}, \text{label}_{i2}, \ldots, \text{label}_{in}\} \). We employ SemBert [35] to extract semantically enhanced language representation by SRL semantic sequences, and fine-tune SemBert large-scale emotional label prediction model from the transcript of the utterances. It can be trained jointly with KES, so its gradient will be updated in the whole building training process. It can also be trained as an individual task of discourse classification with emotional labels. However, related experiments show that although the traditional SRL system (even with the help of common reference parsing or rewriting) does not perform well in analyzing conversation,
modeling the conversation history and participants is of great help to the performance, which indicates that adapting SRL to conversations is very promising for general conversation understanding. Therefore, we introduce the concept of external knowledge to try to further extract the missing features in the conversation.

C. KNOWLEDGE FEATURE EXTRACTION

In this work, we employ an external knowledge graph ATOMIC [36] to extract the knowledge sources. ATOMIC is a collection of if-then common knowledge that describes the daily reasoning of an organization through text. It is composed of nine different types of if-then relationships to distinguish between agents and themes, causes and effects, voluntary and non-voluntary events, and actions and mental states. Due to the expressiveness of events and the improved relationship type, ATOMIC is used in the If-Then reasoning task to achieve the result competing with human evaluation. Items with weights less than the threshold or containing words that are not in the selected vocabulary will be removed from the knowledge graphs. Items are triples with the form \{subject, relation, object\}. Given an event in which the speaker participates, the 9 relation types are inferred as follows: intent of speaker, need of speaker, attribute of speaker, effect on speaker, wanted by speaker, reaction of speaker, effect on others, wanted by others and reaction of others. For example, given an event or topic phrase: “PersonX puts PersonY in touch,” from ATOMIC’s inference of relation phrases, PersonX’s intention and reaction of others would be “PersonX want to keep the relationship” and “others want to express gratitude,” respectively. There are a total of 9 relation types, of which four are used: the intent of speaker (denoted as XI), effect on speaker (denoted as XE), the reaction of speaker (denoted as XR), and reaction of others (YR).

Given an utterance \(u_t\), we can compare it with each node in the knowledge graph and retrieve the most similar one. Each utterance \(u_t\) is annotated with a part-of-speech (POS) tag by NLTK [37]. Usually, nouns, adjectives, and verbs with parts of speech contain more information than other tokens. Therefore, the items related to them are searched preferentially of speech contain more information than other tokens. There-\(\text{fore, we introduce the concept of external knowledge to try to further extract the missing features in the conversation.}

D. MODEL

It is crucial to consider contextual information when classifying discourse in a sequence, since other discourses in the sequence have a great influence on the emotion of the current discourse. In other words, the dependence between speakers is important for the emotional dynamics in a conversation. For example, the current speaker’s emotions can be changed by the other’s words, and it is crucial to consider context information for simulating the emotional dynamics in a conversation.

The conversation is a sequence of coherent and orderly discourses. For neural networks, the capture of long-range context information is a weakness. We adopt Transformer [39] a structure composed of self-attention and feed forward neural network, instead of the traditional RNN model, aiming at capturing remote context information.

1) KNOWLEDGE ENHANCED LANGUAGE REPRESENTATION LAYER

With the knowledge source extracted, the commonsense features from the knowledge graph are obtained. We design an attention mechanism to integrate the candidate knowledge in Transformer. We modified the structure of the transformer so that it separately encodes the internal state information of the individual in the conversation and the contextual global state information. The Attention mechanism in the encoder is used to fuse different common sense and knowledge information, and integrate and filter effective information into the connected layer. A conversation consists of \(N\) utterances \(\{u_1, u_2, \ldots, u_N\}\), in which \(M\) distinct participants \(\{p_1, p_2, \ldots, p_M\}\) take part. For every \(t \in \{1, 2, \ldots, N\}\), we apply the enhanced semantic features \(h_t\) obtained by fusion Bert feature vector and SRL information to generate new knowledge representation. The attention mechanism is used to refine the result of each knowledge source and aggregate the representation of each feature as follows:

\[
\begin{align*}
    v_t &= \text{tanh}(c_t, h_t)W_v, \\
    \alpha_t &= \frac{\exp(v_t^T)}{\sum_{k=1}^{K} \exp(v_t^T)}, \\
    r_t &= \sum_{k=1}^{K} \alpha_t c_t.
\end{align*}
\]

We further integrate the knowledge feature through the self-attention mechanism and the final event representation is denoted \(r_t\).

The context encoder takes enhanced textual features and knowledge features of utterances as input and applies multi-head self-attention attention operation to it by a feed-forward layer which is completely concatenated point by point, so as to generate the contextualized cultural vectors of utterances:

\[
s_t = \text{FFN}(r_t).
\]

2) CONTEXT STATE

It is essential to consider the contextual information when classifying the emotions of a conversation discourse in a sequence since other discourse information in the sequence has a great influence on the emotions of the current discourse, and the contextual state stores and transmits the information of the whole utterance-level along the sequence of the conversation flow. In other words, the current speaker’s mood will be forced to change by the other’s words. This fact reflects the dependence between speakers, which is closely related to the tendency of speakers to imitate each other in
conversation dynamics [32] and is important for simulating the emotional dynamics in a conversation. Our work is not only to extract the emotional influence information between speakers from the knowledge graph but also to encode the context state of the current discourse to obtain the dynamic emotional changes [50]. In view of the sequence of conversation, we use BiLSTM to capture the contextualized cultural vectors. The upper and lower cultural vectors generated by the Transformer structure are fed to the BiLSTM layer, and the BiLSTM layer fuses remote sequential contextual information to generate context coding.

Finally, the contextualized feature representation is input into BiLSTM, and context feature is obtained:

$$g_t = \text{BiLSTM}_t(r_t).$$

3) INDIVIDUAL INTERNAL STATE
The individual internal state tracks each utterance in the conversation, which reflects the speaker’s emotional influence on himself in the conversation. The individual internal state of participants depends on their feelings and the effects they feel from other participants. Participants may not always express their feelings or opinions clearly through external positions or reactions. This state can also be considered to include aspects that participants actively try not to express or features that are considered common sense and do not need explicit communication. Under the influence of emotional inertia, every speaker in the conversation tends to keep a stable emotional state until the other person causes changes.

We model the individual internal state of the participants using LSTM, which is the internal encoder to output all speaker states for timestep $t$. It exploits the currently integrated knowledge discourse representation to update the state of the corresponding speaker:

$$e_t = \text{LSTM}_t(s_t).$$

In time-step $t$, the output of each LSTM corresponds to the speaker and is updated by the knowledge discourse representation $r_t$ of the current utterance $u_t$.

4) EMOTION CLASSIFICATION
Finally, we connect the global feature vectors generated by the context state and the internal feature vectors generated by the individual internal state, calculate the probabilities of six emotion-class and select the most possible emotion class.

$$P_t = \text{softmax}(W_{smax}(g_t \oplus e_t) + b_{smax}),$$
$$\hat{y}_t = \arg\max_i P_t[i].$$

IV. EXPERIMENTAL SETUP
For ease of comparison with state-of-the-art methods, we evaluate our model on three benchmark datasets: IEMOCAP [28], DailyDialogue [29], and MELD [40], and mention their properties. Further, our report summarizes the experimental results of conversational emotion recognition from the text information of all three benchmark data sets.

A. DATASETS
Information about the datasets is shown in Table 1.

IEMOCAP is a multimodal ERC dataset, which contains videos of two-way conversations of ten unique speakers. The trainset conversations come from the first eight speakers, whereas the testset conversations are from the last two. Each video in IEMOCAP contains a single dyadic conversation from the performance based on a script by two actors. Each discourse has 2476 annotations, with one of the following six emotions: happiness, sadness, neutrality, anger, excitement and depression.

DailyDialogue is a human-written dyadic conversation dataset from daily communications. DailyDialogue takes the Ekman’s six emotion types [24] as the annotation protocol and reflects daily communication way and covers various topics about human daily life. The emotion can belong to one of the following seven labels: anger, disgust, fear, joy, neutral, sadness, and surprise. The dataset contains more than 83% neutral emotion labels, which were excluded during the evaluation of Micro F1.

MELD is a multi-modal ERC dataset extended from Emotionlines dataset [41]. MELD is constructed from the script of the urban life TV series Friends, which contains more than 1400 dialogues and 13000 words of contains textual, acoustic, and visual information. Each utterance has seven emotional labels, including neutrality, happiness, surprise, sadness, anger, disgust and fear.

| Table 1. The statistics of three datasets. |
|------------------------------------------|
| Dataset       | # Conversations | # Utterances |
|              | Train | Val | Test | Train | Val | Test |
| IEMOCAP       | 120   | 31  | 5810 | 1623 |
| DailyDialogue | 11118 | 1000| 87170| 7740 |
| MELD          | 1038  | 114 | 9989 | 2610 |

B. BASELINES
To comprehensively evaluate the proposed model KES, we use the following methods to compare its performance:

1) CNN [42]
CNN is a convolutional neural network model, which is trained on the basis of pre-trained GloVe [43]. It is the only baseline model without modeling contextual information.

2) CNN + cLSTM [44]
CNN is used to extract Textual features, and LSTM is used to model context information based on CNN.

3) DialogueRNN [14]
An RNN-based method uses the speaker, context, and emotion information from adjacent utterances to model the emotion of utterance in conversation.

In this model, CNN is used to extract text features, and independent GRU networks are used to model speaker state and contextual information respectively.
4) DialogueGCN [17]
DialogueGCN creates a graph based on the interaction to take into account the conversation structure between the participants of speakers. A Graph Convolutional Network (GCN) is employed to encode the speakers. Contextual features and speaker-level features are connected, and an attention mechanism based on similarity is used to obtain the final classified discourse representation.

5) KET [45]
KET is the first model which integrates the external commonsense knowledge and emotion information in emotion lexicon into conversation text feature. The model uses the Transformer decoder to predict the emotional label of the target utterance.

6) COSMIC [18]
In this model, COMET [34] is used to retrieve commonsense knowledge of event eccentricity from ATOMIC [36]. Based on DialogueRNN structure, this model is applied to ERC tasks with common sense knowledge and has achieved advanced results.

### V. RESULTS AND ANALYSIS

#### A. COMPARISON WITH BASELINES

We compare the performance of the proposed model KES with the baseline method, and the experimental results are shown in Table 2. The overall results of all the compared methods on the three datasets are reported. We can note from the results that the proposed KES model competitive performances across the three datasets and reaches a new state-of-the-art on the IEMOCAP, DailyDialogue, and MELD datasets.

| Model          | IEMOCAP | DailyDialogue | MELD          |
|----------------|---------|---------------|---------------|
|                | Happy   | Sad           | Neutral       | Angr           | Excit          | Frustrat       | W-Avg F1 | Macro F1 | W-Avg F1 |
| CNN            | 33.34   | 53.66         | 51.61         | 62.17          | 50.66          | 55.36          | 51.28    | 36.87    | 55.02    |
| CNN+LSTM       | 33.90   | 69.76         | 48.40         | 57.55          | 62.37          | 57.64          | 56.04    | 51.84    | 56.87    |
| DialogueRNN    | 37.94   | 78.08         | 58.95         | 64.86          | 68.11          | 58.85          | 62.26    | 41.80    | 57.03    |
| DialogueGCN    | 42.75   | 84.54         | 63.54         | 64.19          | 63.08          | 66.99          | 64.18    | 49.95    | 58.10    |
| KET            | -       | -             | -             | -              | -              | -              | -        | -        | -        |
| COSMIC         | -       | -             | -             | -              | -              | -              | -        | -        | -        |
| KES            | 47.74   | 84.63         | 64.25         | 62.48          | 73.26          | 63.48          | 66.32    | 52.28    | 66.46    |

#### TABLE 3. Ablation results on three datasets.

| Method | IEMOCAP | DailyDialogue | MELD |
|--------|---------|---------------|------|
| KES    | 66.32   | 52.28         | 66.46|
| w/o SRL| 64.86   | 51.03         | 65.78|
| w/o KG | 61.54   | 50.24         | 63.96|

2) DailyDialogue
In the DailyDialogue dataset, neutral emotion accounts for more than 80% of the test dataset. Because of the unbalanced data distribution, we use the macro F1 score excluding the neutral class as the evaluation index. DailyDialogue dataset contains many short utterances with an average length of 8. In this case, using a speaker encoder to model speaker-level information can release more capabilities to improve performance. According to Xu et al. [30], conversational semantic role labeling information is more sensitive to the information of single sentence dialogue, and it is easier to find the central semantic information fundamentally.
TABLE 4. Case study from the IEMOCAP dataset.

| Utterances                  | Commonsense knowledge                     | Emotion  |
|-----------------------------|-------------------------------------------|----------|
| A: I’m just so tired all the time. | XI: rest, XI: gets hurt, XR: exhausted, YR: - | Sad      |
| B: Have you been trying to get a job? | XI: to be supportive, XE: gets yelled at, XR: proud, YR: becomes annoyed with B | Neutral  |
| A: I’ve been looking for like eight months. | XI: - , XE: gives up, XR: worried, YR: regret | Frustrated|
| B: It’s really hard to find a job.      | XI: to be better, XE: accomplish, XR: worried, YR: regret | Frustrated|
| A: I’m tired of the same excuses.       | XI: to escape from responsibility, XE: lie, XR: stupid, YR: disappointed | Frustrated|
| B: Well, okay                      | XI: - , XE: okay, XR: relieved, YR: -     | Neutral  |

3) MELD
MELD dataset consists of multiparty conversations, and we follow the same metrics used on the IEMOCAP dataset. Utterances in MELD are much shorter compared to other datasets, and rarely contain emotion-specific expressions, which means that emotion modeling is highly dependent on context. Many dialog scenes contain conversations of more than five speakers, but the average conversation length is only 10 and the minimum length is only 1, which means that emotion modeling is highly dependent on context. Most participants in MELD conversation have only a few words. It is difficult to build a self-reliance model for short conversations. The advantages of transformer over RNNs in capturing the dependence between long-distance speakers are not obvious. Additionally, the discourse in MELD lacks specific emotional expression, which further increases the difficulty of emotional modeling. Nevertheless, the proposed model achieves better results than other baselines, because of the screening and fusion of commonsense knowledge, the utterances in the conversation show more emotional connection in the dialogue context.

B. THE ROLE OF EXTERNAL KNOWLEDGE
In Table 3, we also report the results of ablation studies by removal of various components from the proposed model KES. It can be observed that the performance of KES continues to decline in all datasets. In IEMOCAP dataset, compared with all other datasets, we observed a more severe performance decline without using an external knowledge graph (KG), and the weighted macro F1 dropped by nearly 5%. This might be attributed to considering that the average conversation length in IEMOCAP is at least 50, it is difficult to grasp the core meaning that affects emotion in the absence of commonsense knowledge. It confirms the importance of using commonsense knowledge to identify conversation emotions. Comparing two different knowledge features extracted based on BERT, using ATOMIC knowledge graph or using conversational semantic role labeling, we observe mixed results and can prove the effectiveness of the self-attention-based fusion method.

C. CASE STUDY
We illustrate a case study on a conversation instance from the IEMOCAP dataset in Table 4. We introduce four key commonsense knowledge relations: intent of speaker (denoted as XI), effect on speaker (denoted as XE), reaction of speaker (denoted as XR), and reaction of others (YR). The whole conversation transited from negative emotion to neutral utterance, but then the situation quickly turned to negative emotion and ended with neutral utterance. When there is a sudden mood change, it is difficult to find this scene by traditional methods. These models can cause confusion when analyzing similar emotions, such as Frustrated and sad. As can be seen from Table 4, due to the intervention of common knowledge, the model is easier to deal with sudden emotional transition and has better sensitivity to similar emotions. The commonsense knowledge model not only predicts the emotional type of the next utterance from the current emotional state of itself, but also predicts the emotional state of the listener. When the conversational utterance is neutral, the commonsense knowledge model predicts that the reaction of others is a negative emotion, which plays a huge role in determining the contextual emotional state of the conversation.

D. IMPACT OF COMMONSENSE RELATION TYPE
We investigate the impact of commonsense relation types on the performance of our proposed model KES. Considering that five of the nine relation types of ATOMIC are used in the COSMIC model, that is, the intent of speaker, effect on speaker, reaction of speaker, Effect of others and reaction of others. Intentions and effects on the speaker and others can be divided into psychological states, and their reactions are events. Intention is also a causal variable, and the rest is effect. There are other relation types, which determine the preconditions and post-conditions of a given event and describe how the subject is perceived by others. We expand the relation set to five relation types and all nine relation types, respectively. We calculate the F1 scores of KES with these two categories of relation types added step by step.

TABLE 5. Impact of relation types on KES.

| Dataset | 4 Relation Types | 5 Relation Types | All   |
|---------|------------------|------------------|-------|
| IEMOCAP | 66.32            | 66.23            | 65.68 |
| DailyDialogue | 52.28            | 51.47            | 50.96 |
| MELD    | 66.46            | 65.92            | 65.14 |
been developed for fusion extraction. Based on the utterance language representation layer based on self-attention has shown high performance in conversation. A knowledge enhanced semantics network architecture that incorporates context information modeling.

However, as the conversation length exceeds 36, KES encoders have similar effects on relatively short conversations. KES improves performance on all datasets. The two context encoders and the contrast model using only LSTM length and feed into two models: our semantic enhanced global context encoder and the contrast model using only LSTM global context encoder.

The F1 scores of different lengths in the two models are shown in figure 2. It is clear that incorporating context into KES improves performance on all datasets. The two context encoders have similar effects on relatively short conversations. However, as the conversation length exceeds 36, KES has more obvious advantages, which proves the contribution of the enhanced semantic encoder based on Transformer to remote context information modeling.

VI. CONCLUSION

This paper proposes utilizing external knowledge to enhance semantics network architecture that incorporates conversational semantic role labeling Information and the commonsense knowledge feature from ATOMIC for emotion recognition in conversation. A knowledge enhanced language representation layer based on self-attention has been developed for fusion extraction. Based on the utterance representations rich in external knowledge, the contextual external state, and individual internal state are modeled to predict the emotional label of conversation. We have done a lot of experiments on three benchmark data sets. KES has made new state-of-the-art advanced achievements, which proves the effectiveness of the proposed model in external knowledge integration.

Future work will focus on integrating more diversified external knowledge. We also plan to incorporate multimodal information into KES and evaluate it on more natural conversation datasets.
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