StyLandGAN: A StyleGAN based Landscape Image Synthesis using Depth-map
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Figure 1. Our proposed StyLandGAN framework can synthesize diverse structure and style landscape images from a single segmentation map. (Left) Our ‘2-phase inference’ firstly generates diverse depth maps from a single segmentation map (Phase1:S2D), and then generates landscape images from both segmentation and depth map inputs (Phase2:SD2I). (Right) We also show that shifting the local region of the depth map (Here, the sky and mountain areas) can achieve the desired result.

Abstract

Despite recent success in conditional image synthesis, prevalent input conditions such as semantics and edges are not clear enough to express ‘Linear (Ridges)’ and ‘Planar (Scale)’ representations. To address this problem, we propose a novel framework StyLandGAN, which synthesizes desired landscape images using a depth map which has higher expressive power. Our StyleLandGAN is extended from the unconditional generation model to accept input conditions. We also propose a ‘2-phase inference’ pipeline which generates diverse depth maps and shifts local parts so that it can easily reflect user’s intend. As a comparison, we modified the existing semantic image synthesis models to accept a depth map as well. Experimental results show that our method is superior to existing methods in quality, diversity, and depth-accuracy.

1. Introduction

Visual contents creation tools have been developed to allow users to embody their own abstract ideas into concrete images. In particular, tools for landscape creation are also spotlighted in the field of environment concept art, which shows a glimpse of world in computer games [22]. These tools are developed mainly in the name of ‘conditional image synthesis’ based on GANs [6].

Although previous conditional models can synthesize visually pleasing landscape images either from segmentation map or edge scribbles (Sec. 2), these conditional inputs are not sufficient to convey user’s intention due to low expressive power. Comparison between conditional inputs is shown in Figure 2. Although most of the previous works use segmentation map to control the contents of the image, it does not contain both linear (Ridge) and planar (Scale, Texture) representations. There are also works exploiting edge scribbles to control images. Even if humans can perceive depth from edge drawings [7], the edge itself lacks planar representation which leads to depth ambiguity. Therefore, synthesizing landscape images only from those inputs leaves depth representation unclear. Unlike these input modalities, we observe that depth map can express both linear and planar representations. Furthermore, with recent improvements in monocular depth map estimation [4,5,20,25], it becomes much easier to acquire a pseudo...
depth map even from a single image. Thus, one can build an image-depth pair dataset without any ground truth depth maps.

In this paper, we present the StyLandGAN framework that uses multiple input conditions including segmentation and depth map to convey user intentions. Our framework extends the previous StyleMapGAN [13] as a conditional-GAN framework. In order to synthesize landscape images, we first suggest a segmentation and depth-to-image translation model (SD2I). Moreover, we propose a segmentation-to-depth translation model (S2D) which provides diverse global depth suggestions for users to acquire the desired depth map more easily. In addition, we design a segmentation-wise depth shift technique to enable local region editing. Combining all of the above, we provide a ‘2-phase inference’ pipeline that first generates structure information using S2D translation, edits local parts if needed, and finally generates landscape images using SD2I translation. Experimental results show that StyLandGAN outperforms previous works with an identical depth map input setting.

2. Related Work

Image Synthesis Approach. Image synthesis has been developed using two different approaches. The first approach is the create-from-simple approach. This method generates a complex image from a relatively simple condition input. This scheme can have various input modalities, from semantic segmentation map [3, 11, 17, 22, 28], edges [1, 11], or even from text prompts [24, 26, 29]. There are also methods using various conditional inputs [3, 10, 21]. Secondly, with the choose-from-many approach, multiple images may be created from a single input. In the line of research on image-to-image translation (I2I), many approaches have been developed not only for single-modal translation [11, 14, 22, 31, 33, 37] but also for multi-modal translation [2, 9, 15, 16, 27, 36]. Our framework is designed to use both approaches, which starts with simple condition input, then outputs relatively complex multiple outputs.

Representation Disentanglement. Previous I2I translation research has attempted to separate ‘content information’ and ‘style information’ in the image [2, 9, 15, 16, 23, 27]. However, this separation is an ill-defined and ill-posed problem. As suggested in [21], we also define the conditioning information as ‘content’. This approach leads to define ‘style’ as information that contents do not capture. To be more specific in our segmentation and depth-to-image translation (SD2I) model, it can be said that depth and segmentation maps are mainly responsible for content information and the rest are style information.

3. StyLandGAN

Our goal is to obtain a model capable of generating diverse images with a given conditions. Here, we describe our proposed model that exploits two different modalities, i.e., semantic segmentation and depth map. We propose StyLandGAN which adopts a condition latent code, an intermediate 2D spatial latent code representing segmentation and depth maps. We denote a single image as \( I \), and the corresponding segmentation map and depth map as \( S \), and \( D \), respectively.

3.1. StyLand Generator

The generator consists of three components as shown in Figure 3: (1) Condition preparation module, (2) Condition fusion module, and (3) Image synthesis module. These three modules are composed separately, but sequentially the previous result is given to the next module to synthesize the final image.

Condition preparation module prepares random latent code and condition latent code separately. Thus, this module consists of mapping network for random latent code and condition blocks for condition latent codes. As in [13], our mapping network produces random latent code \( w^0 \in \mathbb{R}^{C_0 \times H_0 \times W_0} \) with initial spatial size. Each condition blocks firstly resizes input condition \( D \in \mathbb{R}^{C \times H \times W} \) into \( S_i \), \( D_i \in \mathbb{R}^{C_i \times H_i \times W_i} \) for each \( i \)-th layer. Then, these resized maps are concatenated in channel-wise direction, and output condition latent code \( m_i \in \mathbb{R}^{C_i \times H_i \times W_i} \) by convolution operation.

Condition fusion module merges random latent code \( w \) and condition latent code \( m_1 \) of the first layer by element-wise addition operation. Then, it outputs the intermediate latent code \( w^1 \) by convolution operation for next layer. All the intermediate latent code \( w_i \in \mathbb{R}^{C_i \times H_i \times W_i} \) is passed to the \( i \)-th layer of image synthesis module, and also fused with the \( (i+1) \)-th condition latent code, \( m_{i+1} \). This operation continues till it reaches the size of original image \( I \in \mathbb{R}^{C \times H \times W} \) to convey more detailed spatial information.

Finally, Image synthesis module progressively synthesizes image with affine transformed latent code of each
layer, \( w_i^+ \). We add per-pixel noise which is introduced in [12], so that it can generate a diverse and delicate changes of landscape images.

We follow the training scheme procedure in StyleMapGAN [13] training scheme which uses adversarial loss [6], R1 regularization [19], Perceptual loss [34], Domain-guided loss [35], and reconstruction loss. Like [15], we also use the encoder and jointly train with generator and discriminator.

### 3.2. Depth Map Acquisition

As we have argued in Figure 2, a depth map is beneficial for handling linear and planar representation. However, it requires additional delicate effort to obtain the desired depth map. Thus, we suggest the global acquisition method ‘S2D translation’ and the local editing method ‘Segment-wise depth shift’ to acquire the desired depth map.

**Global: S2D translation.** We have argued a basic model that translates the segmentation map and depth map into the corresponding image, which is the SD2I translation model. Likewise, we also train the segmentation-to-depth (S2D) translation model, with an identical StyLand generator. Through this model, users can acquire diverse corresponding depth maps from single segmentation input.

**Local: Segment-wise depth shift.** Here, we suggest a simple method to edit the selected global depth map. We observed that the semantic label ‘sky’ have smaller depth values than the semantic label ‘grass’. In other words, the local depth value can be shifted to a certain level only to the extent that the relative depth order of semantics does not change. Under this constraint, we show that shifting the depth of local parts can change the local view of a landscape. The representative example is depicted in Figure 1.

### 3.3. Two-phase inference

As a final inference model, we suggest a ‘2-phase inference’ as shown in Figure 3. It consists of two StyLand generators, i.e., S2D and SD2I. The depth maps are synthesized from user drawn semantic segmentation map by the first generator (Phase1), and both segmentation and selected depth are passed to the second generator to produce final landscape image (Phase2). Note that one can now easily get the desired depth map by selecting a candidate from diverse depth suggestions and by editing it locally. Since depth map mainly determines the structure of a landscape, the proposed inference model can be divided into ‘structure selection’ and ‘style selection’, respectively.

### 4. Experiments and Results

**Implementation details.** Our StyLandGAN uses an input image size of 256 × 256 for all experiments. The shape of the random latent code is set to \( w \in \mathbb{R}^{54 \times 8 \times 8} \). We use the ADAM optimizer with \( (\beta_1, \beta_2) = (0.0, 0.99) \), with a learning rate of 0.002, and a batch size of 8.

**Dataset.** Like all other previous methods [3, 18, 22, 23], we also scrape landscape images from flickr.com to construct a dataset named Flickr-Landscape. We randomly collected 48K images as a training set and 1K images as a test set. To build a segmentation-depth pair sets, we use the monocular depth estimation module [20], and semantic segmentation estimation module [32].

**Baselines.** To compare the performance of the proposed method, we first select previous segmentation-to-image(S2I) translation models: Pix2PixHD [31], SPADE [22], CC-FPSE [17], and OASIS [28]. Secondly, we extended Pix2Pix and SPADE for the SD2I translation task to compare our model fairly. The same concatenation approach for multi-modal inputs is applied to all methods.
Figure 4. Qualitative comparison of SD2I translation model on Flickr-Landscape. Our model produces images with higher visual quality. More results are shown in supplementary materials.

| S2I Model       | FID(↓) | LPIPS(↑) | RMSE(↓) |
|-----------------|--------|----------|---------|
| Pix2PixHD [31]  | 56.08  | N/A      | 9.40    |
| SPADE [22]      | 47.34  | 0.39     | 9.43    |
| CC-FPSE [17]    | 48.43  | 0.18     | 9.29    |
| OASIS [28]      | 31.92  | 0.51     | 9.34    |
| StyLandGAN (Ours) | 34.50  | 0.56     | 9.36    |

| SD2I Model      | FID(↓) | LPIPS(↑) | RMSE(↓) |
|-----------------|--------|----------|---------|
| Pix2PixHD [31]  | 48.22  | N/A      | 8.95    |
| SPADE [22]      | 43.33  | 0.23     | 9.10    |
| StyLandGAN (Ours) | 33.60  | 0.45     | 8.80    |

Table 1. Quantitative results of S2I and SD2I (Phase2 of 2-phase inference) model on Flickr-Landscape. The best scores are highlighted in bold, and the second-best are underlined. The arrow ↓ (or ↑) indicates that a lower (or higher) score is better.

5. Conclusion

In this paper, we present a novel conditional landscape synthesis framework, StyLandGAN, with depth map which is capable of expressing ridge and scale representation. We show that our ‘2-phase inference’ makes it possible to acquire diverse structure and style of landscape images in a row. Our framework exceeds previous I2I translation method in image quality, image diversity, and depth-accuracy.
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**Supplementary materials for StyLandGAN: A StyleGAN based Landscape Image Synthesis using Depth-map**

**A. Additional comparison with previous works**

**PoE-GAN.** Recently, a conditional image synthesis framework called PoE-GAN has been proposed. Through PoE-GAN, it adopts various input modalities, and even handles contradictory modalities. StyLandGAN currently uses a fixed number of modalities, and it is hard to properly reflect the results of applying contradictory conditions. Though PoE-GAN can probably be extended to incorporate depth maps, StyLandGAN has the advantage of creating contents in a progressive way. Our ‘2-phase inference’ first translates a segmentation map, which is two-dimensional information, into a depth map, which is three-dimensional information. In each phase, our model suggests various styles while fixing previous constraints. By separating structure and style selection process within two different phases, StyLandGAN has the great advantage of allowing users to progressively embody their ideas and intentions into the landscape image to be synthesized.

**Taming Transformers.** We find that the Taming Transformers (T.T) tries a depth map input condition for image synthesis tasks. Even though T.T only tried synthesizing images with the main subject like birds and dogs, we assume this model could be extended to synthesize landscape images. However, our StyLandGAN not only focuses on using a depth map to synthesize landscape images but also suggests synthesizing various depth maps with ‘two-phase inference’. Moreover, we find that our Stylegan-based architecture makes inference much faster than T.T.

**B. S2D translation result analysis**

Our S2D translation model should produce a plausible depth map to properly generate a final image. To verify the effectiveness of S2D translation model, we illustrate the depth distribution of the synthesized images and ground truth (GT) images. We extracted depth from Flickr-landscape test set as a ground-truth, and translated depth from semantic segmentation of test set. We divide the depth distribution of each segmentation label to observe each tendency. The distribution of the average depth value for each semantic label is shown in Fig 2. The x-axis represents the mean depth value of an image, where 0 represents the near area and 255 represents the far area. The y-axis represents the number of images. More overlaps between two distributions means that the estimated depth are similar to the ground truth, hence, realistic. Furthermore, we can also see the intuition that the sky is furthest, the mountains are closer than the sky, and the other semantics such as tree, grass, and earth lie almost everywhere in an landscape image.

**C. Additional qualitative examples**

We show extensive qualitative results in this section. Fig 3 illustrates the advantage of a depth map by comparing S2I and SD2I translation models. Fig 4 shows the additional qualitative results of SD2I translation models with other baselines. More results on our ‘2-phase Inference’ framework are shown in Fig 5. Lastly, we show advantage in Fig 6.

**D. Limitation**

Although our model obtains convincing results in terms of both qualitative and quantitative evaluations compared to other models, we find out that StyLandGAN model does not work well when expressing close objects as depicted in Fig 1. Our model fails to produce plausible image due to the unrealistic depth map synthesized from segmentation of cluttered objects such as trees.

In addition, it is difficult to perfectly control the perspective of objects only by shifting the value of depth. For a more dramatic and more realistic editing of an object, its size also should be changed according to its depth value at the same time. We leave this point as future work for the development of content creation tools utilizing a depth map.
Figure 2. Distribution of mean depth maps for each representative segmentation label. We compare the depth value of the ground truth (GT) and the S2D translation result. Note that the S2D translation model synthesizes an almost similar depth distribution as GT.

Figure 3. Example of generated StyLandGAN results trained on S2I and SD2I translation models. Note that even if a specific structure cannot be expressed in the segmentation map as in the first row, the depth map can have a more detailed expressions.
Figure 4. Additional qualitative comparisons of SD2I translation model on Flickr-landscape.
Figure 5. Additional results of ‘2-phase inference’. The S2D translation model takes the first column images and generates various depth maps as in the second column. With the first and second images, the SD2I translation model generates multimodal stylized outputs.
Figure 6. Examples of high resolution (1024 × 1024) image synthesis with the SD2I translation model. Conditions are shown on the bottom right of the corner, which is extracted from the real landscape image.