A Modified Chaotic Binary Particle Swarm Optimization Scheme and Its Application in Face-Iris Multimodal Biometric Identification
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Abstract: In order to improve the recognition rate of the biometric identification system, the features of each unimodal biometric are often combined in a certain way. However, there are some mutually exclusive redundant features in those combined features, which will degrade the identification performance. To solve this problem, this paper proposes a novel multimodal biometric identification system for face-iris recognition. It is based on binary particle swarm optimization. The face features are extracted by 2D Log-Gabor and Curvelet transform, while iris features are extracted by Curvelet transform. In order to reduce the complexity of the feature-level fusion, we propose a modified chaotic binary particle swarm optimization (MCBPSO) algorithm to select features. It uses kernel extreme learning machine (KELM) as a fitness function and chaotic binary sequences to initialize particle swarms. After the global optimal position (Gbest) is generated in each iteration, the position of Gbest is varied by using chaotic binary sequences, which is useful to realize chaotic local search and avoid falling into the local optimal position. The experiments are conducted on CASIA multimodal iris and face dataset from Chinese Academy of Sciences. The experimental results demonstrate that the proposed system can not only reduce the number of features to one tenth of its original size, but also improve the recognition rate up to 99.78%. Compared with the unimodal iris and face system, the recognition rate of the proposed system are improved by 11.56% and 2% respectively. The experimental results reveal its performance in the verification mode compared with the existing state-of-the-art systems. The proposed system is satisfactory in addressing face-iris multimodal biometric identification.
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1. Introduction

With the progress of the society and the development of science and technology, people pay more and more attention to protect their privacy information. Biometric recognition technology is a new information security protection measures. It has been used widely nowadays. Biometric recognition is a process that uses some inherent and unique physiological or behavioral characteristics of human beings to collect and judge the information and finally determine the identity [1]. Common biological features include face [2–5], fingerprint [6–8], palmprint [9,10], iris [11,12], ear [13], EEG [14] and behavioral features such as signature [15,16], gait [17], lip [18,19]. Unimodal biometric recognition is a kind of human physiological or behavioral characteristic identifying method which is based on single biological features.
Although some breakthroughs have been made in practice, there are still some shortcomings:

1. Noise interferences. Due to the changes of illumination, sound, experimental environment and acquisition mode, noise is always introduced.
2. Theoretical upper limitation. The differences in the same biometric among different individuals may be very small, which will cause great difficulties for identification [20].
3. Being easy to be stolen. For example, the face is always exposed to the open environment for a long time. As a result, it is easy to be stolen and to be used by criminals [21].

In order to solve those shortcomings mentioned above, some scientists often fuse multiple unimodal biometrics features into a multimodal biometric system [22]. Compared with unimodal feature recognition, multimodal biometric recognition has the following advantages:

1. Higher system reliability. Multimodal technology increases the complementary information in the identification process by integrating multiple biometrics. It can improve the fault tolerance of the system and reduce the impact of noise.
2. Greater robustness. If a certain biometric is missing, the multimodal system can still identify the identity according to the other biometric.
3. Better anti-counterfeiting performance. Compared with forged unimodal biometrics features, it is more difficult to forge multiple modal features at the same time.

The multimodal biometric recognition system has better anti-counterfeiting performance. To complete the identification task with biometrics, we need to conduct four steps. They are data collection, feature extraction, feature matching and identity decision. According to these four steps, the fusion methods of multimodal biometric recognition system can be divided into four types: collection level, feature level, matching score level and decision level fusion [23]. On the basis of the biometrics feature extraction of each unimodal, the feature level fusion combines the features of each unimodal in a certain way to get a unified feature. The key problem of feature level fusion of multimodal biometric system is how to construct fusion feature subspace. Otherwise, some mutually exclusive redundant features may affect the recognition results [24]. Many scientists have proposed some solutions to the problem of feature level fusion. Haghighat et al. [25] presented a fusion method named Discriminant Correlation Analysis (DCA). It combined different feature vectors extracted from a single modality. Similarly, Yang et al. [26] proposed a method to create fingerprint-vein feature vectors (FPVFVs) in the feature level fusion. This method was a novel supervised local-preserving canonical correlation analysis. Shekhar et al. [27] proposed a multimodal sparse representation method, by which iris, fingerprint and face were fused. In this method, the sparse coefficients of different modals were fused to realize the feature level fusion of multimodal biometrics. Chin et al. [28] extracted features from fingerprint and palmprint with Gabor filter. Then the fusion feature subspace was selected according to the random tiling model (RTM). Raghavendra et al. [29] presented an efficient fusion schemes of complementary biometric modalities. Particle swarm optimization (PSO) was used to reduce the number of features of face and palmprint at the feature level while keeping the same level of performance.

Iris and human face are usually fused because they are distributed on the face. That fusion has the following advantages: (1) Iris and face can be acquired simultaneously by the same acquisition device; (2) Their features are complementary. Iris is rich in texture information, while face is rich in structure and shape. The fusion of the two modals can improve the accuracy of system identification. Based on the above reasons, the paper constructs a novel face-iris multimodal identification system. The extracted iris and face features are fused at the feature level.

At present, chaos has been widely investigated. Its applications have attracted considerable interest of researchers. Chaotic motion has features such as ergodicity and randomness. Due to those features, it can traverse all the states within a certain range without repeat according to some specific rules. This means that we can use chaotic var-
ables to optimize the parameters of PSO [30,31]. As a result, many PSO algorithms based on chaos have been designed [32,33]. In this paper, we propose a multimodal biometric identification system based on the chaotic BPSO algorithms for face-iris recognition. The main contributions of this work are summarized as follows:

1. A new face feature extraction algorithm is proposed. Firstly, 2D Log-Gabor filter is performed on the face region to generate some sub feature images; Secondly, Curvelet transform is performed on each sub feature image to extract features. Then, features of all sub features image are concatenated. The recognition rate of the algorithm is similar to the traditional 2D Log-Gabor + LBP feature extraction method, but the number of feature dimensions is greatly reduced.

2. Kernel extreme learning machine is used as a fitness function of the PSO. The performance of feature selection depends on the selection of the fitness function. In this paper, the classification accuracy of KELM for the selected feature is considered as the fitness function value.

3. A modified chaotic binary particle swarm optimization (MCBPSO) algorithm is proposed. Firstly, the particle swarms are initialized by chaotic binary sequences. Secondly, the position of Gbest after each iteration is varied by chaotic binary sequences, so as to realize chaotic local search and avoid falling into the local best.

The structure of the paper is as follows: Section 2 describes some related works about the face-iris multimodal biometric system. Section 3 presents the feature extraction and fusion strategy of face and iris. Section 4 shows the experimental results. Section 5 summarizes the whole paper.

2. Related Work

In the last decade, people have done a lot of research on the fusion of face and iris. The recognition rate of iris and face multimodal depends on the fusion type, the feature extraction method and the datasets involved. The following Table 1 briefly summarizes the latest technology of face iris multimodal biometric recognition system.

Table 1. Several works of Face–iris multimodal biometric system.

| Authors | Fusion Level/Classification Method | Multimodal Dataset | Feature Extraction Method |
|---------|-----------------------------------|--------------------|---------------------------|
| B. Ammour et al. (2020) [34]    | Hybrid fusion level/fuzzy k-nearest neighbor(FK-NN) | Chimeric database [34] | Iris features are extracted by 2D Log-Gabor filter. Facial features are computed using singular spectrum analysis (SSA). |
| B. Ammour et al. (2018) [20]    | Hybrid fusion level/Euclidean distance | CASIA Iris Distance database | Iris and face features are extracted by 2D Log-Gabor filter combined with SRKDA. |
| Y. Bouzouina et al. (2017) [35] | Match score level/Support vector machine(SVM) | Chimeric database | PCA and DCT are used for face feature. 1D log Gabor filtering and Zernike moment are used for iris feature. Genetic algorithm (GA) is used to select features. |
| O. Sharifi et al. (2016) [23]   | Match score level,feature level and decision level fusion/Manhattan distance | CASIA Iris Distance database | Iris and face features are extracted by 2D Log-Gabor filter. |
| Authors | Fusion Level/Classification Method | Multimodal Dataset | Feature Extraction Method |
|---------|-----------------------------------|--------------------|--------------------------|
| M. Eskandari et al. (2015) [36] | Score level, feature level fusion/Weighted sum rule | CASIA Iris Distance database | Iris feature extraction algorithm is 1D Log-Gabor. Five local and global kinds of face features are extracted by subspace PCA, modular PCA and LBP. PSO was used to select features. |
| G. Huo et al. (2015) [37] | Feature level fusion/Support vector machine(SVM) | Chimeric database | Face and iris feature extraction algorithm are 2D Gabor filter. PCA method is used to reduce the dimension |
| K. Roy et al. (2014) [38] | Feature level fusion/Manhattan distance | Chimeric database | Modified local binary pattern (MLBP). Random Forest (RF) is proposed to select the optimal subset of features. |
| H.M. Sim et al. (2014) [24] | Match score level/Euclidean Distance for face, Hamming Distance for iris | Chimeric database | Face and iris features was extracted by eigenface and NeuWave Network respectively |
| M. Eskandari et al. (2014) [39] | Match score level/Weighted Sum Rule | Chimeric database | Face and iris features was extracted by LBP and subspace LDA respectively. |
| Z. Wang et al. (2011) [40] | Feature level fusion/Euclidean distance. | Chimeric database | Face features was extracted by eigenface, while iris features are based on Daugman’s algorithm. |
| A. Rattani et al. (2009) [41] | Feature level fusion/Euclidean distance. | Chimeric database | Compute the SIFT (Scale invariant feature transform) features from both biometric and spatial sampling method are used for feature selection. |

There are many traditional multimodal biometric fusion strategies such as simple fusion strategy, support vector machine fusion strategy [42], maximum minimum probability machine fusion strategy [43], Bayesian belief network [44], and so forth. They are difficult to meet the requirements of further development of multimodal biometric fusion and recognition technology research. Therefore, it is necessary to optimize the fusion by using some evolutionary computing methods. In 2011, Raghavendra et al. [29] presented a fusion method based on binary particle swarm optimization (BPSO). One of the defects of the traditional BPSO is that it is easy to fall into the local best and lead to premature convergence [45]. Some people tried to improve the traditional BPSO to solve the problem. For example, in [46], chaos search was introduced into BPSO algorithm to solve this problem. The algorithm kept the best particle unchanged, while the other particles whose position were close to the best particle were mapped into a chaotic variable space and chaotic motion was adopted as a chaotic variable. Then the newly created chaotic variable was remapped into the search space as a new particle, and replaces the original one. This approach is adequate for the particle whose dimension is not very high. But it is not suitable for the particle whose dimension is more than 8000. Quantum-behaved particle swarm optimization with binary encoding (QBPSO) was another kind of improved BPSO, where the quantum behavior was introduced to evolve the traditional BPSO [47]. The author claimed that algorithm might improve the evolution speed of BPSO, but I do not think it is ideal for high-dimensional feature selection. Motivated by the above discussions, in this paper, we design a novel BPSO to address the existing problems.
3. Proposed Multimodal Biometric System

The framework of face-iris multimodal biometric identification system is presented in Figure 1. In Figure 1, the original fusion features of human face, left iris and right iris are concatenated. We proposed a binary coding method to encode the subspace of those original fusion features. According to the feature subspace represented by the particles, the training set and the test set of the KELM are constructed. The classification accuracy of the test set in the trained KELM model is taken as the fitness value of the particle. Then the optimal feature subspace is selected according to the particle evolution process of PSO. In order to construct the optimal feature subspace more effectively, we develop a modified chaotic BPSO, which is described in detail in the Section 3.3.2.

3.1. Iris Feature Extraction

3.1.1. Preprocessing

Before extracting iris features, the image is preprocessed in order to find the effective iris region to extract features. We first use Harris corner detection method to locate and segment the human eye area [48]. Then the iris location algorithm based on improved

Figure 1. Framework of face-iris multimodal biometric identification system.
calculus operator is used to find the iris region. After the iris region is segmented and normalized, the preprocessing is completed. The steps are shown in Figure 2. The details of the iris preprocessing method is described in [49]. It can be seen from Figure 2d that the upper half circle part of the whole iris region is greatly affected by the eyelids and eyelashes. In order to avoid their interference to the iris texture, the paper only extracts features from the lower half circle part of the iris region.

![Figure 2](image)

Figure 2. Process of iris preprocessing (a) original image (b) eye location (c) eye segmentation (d) iris location and segmentation (e) iris normalized, size 64 × 512 (f) iris lower semicircle, size 64 × 256.

3.1.2. Feature Extraction Algorithm

Curvelet transform has great advantages in the expression of curves in images. The second generation Curvelet transform is very effective in the extraction of edge, weak linear and curve structure. Therefore, the discrete form of the second generation Curvelet is used in the current paper and is expressed as follows [50]

\[
C^D(j, l, k) = \sum_{0 \leq t_1, t_2 < n} f[t_1, t_2] \psi_{j, l, k}^{D}[t_1, t_2],
\]

where \(C(j, l, k)\) denotes Curvelet coefficients, the superscript \(D\) denotes the discrete form, \(f[t_1, t_2]\) is the image given in Cartesian coordinates, \(\psi_{j, l, k}\) stands for Curvelet function, while \(j, l, k\) denotes the variables of scale, orientation and position, respectively. According to [51], we use the first layer curvelet coefficient as the feature of iris in this paper.

3.2. Face Feature Extraction

From the Table 1, we can see 2D log-Gabor is one of the very popular tools which extract features from face and iris [34]. The specific function expression of the 2D log-Gabor filter in the frequency domain of polar coordinates is denoted as follows:

\[
H(f, \theta) = \exp \left\{ \frac{-[\ln(f/f_0)]^2}{2[\ln(\sigma_f/f_0)]^2} \right\} \times \exp \left\{ \frac{-(\theta - \theta_0)^2}{2\sigma_\theta^2} \right\},
\]

where \(f_0\) is the center frequency, \(\sigma_f\) is the width parameter for the frequency, \(\theta_0\) is the filter orientation, and \(\sigma_\theta\) is the width parameter of the orientation.

Due to the multi-scale and multi-directional characteristics of 2D log-Gabor, a lot of information will be generated after the image is filtered. Many scientists proposed various methods on how to extract features from the information, such as taking its amplitude, standard deviation, or LBP, or PCA, and so forth. In this paper, we use curvelet to extract
features from the information. The steps are shown in Figure 3. In the Figure 3, the C[1] is a coefficient of the first layer of Curvelet. It is used to represent the features.

![Figure 3. Flow Chart of face feature extraction.](image)

3.3. Feature Fusion Strategy of Iris and Face

According to the method above, the features of dual iris and face are extracted and normalized. We may obtain the original fusion features by simply concatenating the left and right iris features and face features. Those fusion features usually contain more redundant information. Those information will not only increase the computational complexity, but also may have some mutually exclusive information, which will affect the result of fusion recognition. Therefore, we propose a feature selection strategy based on a modified chaotic binary particle swarm optimization (MCBPSO) and a kernel extreme learning machine (KELM). Each dimension of the original fusion features is represented by a binary code (0 or 1). The feature subspace is constructed randomly. The KELM classification accuracy is taken as a fitness value of the MCBPSO. It is used to optimize the particle, so as to select the optimal feature space and construct the final fusion feature. The details are visualized in Figure 4.

![Figure 4. Principle of the chaotic BPSO.](image)

In Figure 4, the binary particle of N dimension is used to filter the original fusion features. “1” means to select the corresponding feature, while “0” means not to select. The selected fusion features are obtained by this way. The dimension of the particle N is equal to the dimension of the original fusion feature.

3.3.1. Kernel Extreme Learning Machine

Extreme learning machine (ELM) is a fast learning algorithm of single hidden layer feed forward neural networks (SLFNs), which was proposed by Huang et al. [52] in 2006.
In the learning process of ELM algorithm, there is no need to adjust the weights between the input layer and the hidden layer. It only needs to set the number of hidden layer nodes. Compared with the traditional BP neural network, ELM has fast training speed and strong generalization ability. However, due to the randomization of the initial input weights and hidden layer bias of the ELM, more hidden layer nodes are needed and it is easy to overfit. Therefore, on this basis, Huang et al. [53] introduced the idea of kernel function into ELM and proposed kernel extreme learning machine (KELM) algorithm. The expression for KELM is,

$$f(x) = \begin{bmatrix} K(x, x_1) \\ \vdots \\ K(x, x_N) \end{bmatrix} (\frac{I}{C} + \Omega_{ELM})^{-1} T.$$

(3)

where $\Omega_{ELM}$ is a kernel matrix. $T$ is the training data target matrix. $C$ is a KELM regularization coefficient. $\Omega_{ELM}$ is a kernel function.

There are many kernel functions. In this paper, RBF kernel function is selected and defined as

$$K(x_i, x_j) = \exp\left(-\frac{\|x_i - x_j\|^2}{\gamma^2}\right).$$

(4)

where $\gamma$ is a parameter. More details about KELM can be found in [52,53].

3.3.2. The MCBPSO Algorithm

BPSO is an intelligent search strategy inspired by biological behaviors [29]. Its main idea is as follows: first, a group of particles are randomly initialized; then the fitness value of each particle is calculated with the fitness function. After this, particles update their positions by tracking the “personality best” ($P_{best}$) and the “global best” ($G_{best}$) positions. The $G_{best}$ position of the particle is searched iteratively as the final feasible solution.

While implementing the method, we improve the traditional BPSO in the following points: (1) The initial position of BPSO is optimized by chaotic sequences. (2) Chaotic binary sequences are used to change the $G_{best}$ position to avoid falling into the local best. The specific steps of iris and face fusion are as follows:

Step 1: Determine the encoding format and the dimension $N$ of binary particles.

In order to implement KELM training and classification, we need to set KELM regularization coefficient $C$ and the parameter $\gamma$. So, the encoding format of each binary particle is shown in Figure 5.

```
Xi a1 a2 ... an1 b1 b2 ... bn2 c1 c2 ... cn3
γ C Feature mask
```

Figure 5. Encoding format of each binary particle.

In Figure 5, the value of $a_i$, $b_i$, $c_i$ is either 1 or 0. $a_i$ is a binary code of the parameter $\gamma$, $b_i$ is a binary code of KELM regularization coefficient $C$, $c_i$ is a binary code of feature mask. $n_1$, $n_2$, $n_3$ are the dimensions of $\gamma$, $C$ and feature mask respectively. So the dimension of particle $N = n_1 + n_2 + n_3$

Step 2: Initialize particle positions with chaotic binary sequences.

Generally, the logistic map as shown in Equation (5) is selected to generate pseudo-random sequence [45], such as:

$$Z : a_{n+1} = \mu a_n (1 - a_n),$$

(5)

where, $a_n$ is the $n$th chaotic number, $n$ denotes the iteration number. $Z$ is a chaotic variable sequence. Obviously, if the initial $a_0 \in (0, 1)$ and $a_0 \notin \{0.0, 0.25, 0.5, 0.75, 1.0\}$, $a_n \in (0, 1)$. 

When \( \mu = 4 \), the sequence \( Z \) can be guaranteed to be in a fully chaotic state without periodicity. We use chaos method to optimize the traditional BPSO algorithm.

\( N \) chaotic real value sequences \( \{x_d, d = 1, 2, \cdots, N\} \) in the range of \([0, 1]\) are generated for each particle according to Equation (5). For the \( ith \) particle, these chaotic real value sequences are transformed into chaotic binary sequences according to Equation (6), which is given by

\[
x_d = \begin{cases} 1, & x_d > \text{aver} \\ 0, & x_d \leq \text{aver} \end{cases},
\]

where, \( \text{aver} \) is the average value of chaotic real value sequence \( \{x_d\} \).

**Step 3:** Construct the initial feature subspace to obtain the initial \( P_{\text{best}} \) and \( G_{\text{best}} \).

According to the principle shown in Figure 4, each \( N \)-dimensional binary particle can be regarded as a feature selection tool used to construct a feature subspace. In Figure 5, if \( c_i = 1 \), the corresponding bit of the original fusion feature is kept to construct feature subspace; otherwise, it is deleted. According to these feature subspaces, the training data and testing data of KELM are obtained. The KELM parameters, such as the regularization coefficient \( C \) and the parameter \( \gamma \) of Gaussian kernel function, are set according to Equations (7) and (8) respectively. The training data are used to train the KELM. The classification accuracy of the testing data by the trained KELM is taken as the fitness value of the current particle, which is the initial \( P_{\text{best}} \). The maximum fitness value of all particles is the initial \( G_{\text{best}} \).

\[
\gamma = (\max_\gamma - \min_\gamma) \sum_{i=1}^{n_1} a_i \cdot 2^{i-1} + \min_\gamma
\]

\[
C = \sum_{i=1}^{n_2} b_i \cdot 2^{i-1}
\]

where, \( \max_\gamma \) and \( \min_\gamma \) denote the maximum and minimum values of \( \gamma \), respectively.

**Step 4:** Iteratively update the position and velocity of particles.

In BPSO algorithm, the initial velocity is a random decimal of \([0,1]\), and the particle velocity is limited to \([v_{\min}, v_{\max}]\). In each iteration, the velocity and position of each particle are calculated according to Equations (9)–(12). Then the fitness value of each particle is calculated using the fitness function. Particles update their positions by tracking the \( P_{\text{best}} \) and \( G_{\text{best}} \). We can describe the process by the following Algorithm 1.

\[
v_{ij}(t+1) = \omega v_{ij}(t) + c_1 r_1 (p_{\text{best}ij} - x_{ij}(t)) + c_2 r_2 (g_{\text{best}j} - x_{ij}(t)),
\]

\[
v_{ij}(t+1) = \begin{cases} v_{\max}, & v_{ij}(t+1) > v_{\max} \\ v_{\min}, & v_{ij}(t+1) < v_{\min} \end{cases},
\]

\[
S(v_{ij}(t+1)) = \frac{1}{1 + e^{v_{ij}(t+1)}},
\]

\[
x_{ij}(t+1) = \begin{cases} 1, & S(v_{ij}(t+1)) > \text{rand}(i) \\ 0, & S(v_{ij}(t+1)) \leq \text{rand}(i) \end{cases}.
\]

Here, \( t \) is the \( ith \) iteration, \( \omega \) is the inertia weight, taking the random number between \([0,1]\); \( r_1 \) and \( r_2 \) are random numbers between \([0,1]\), \( c_1 \) and \( c_2 \) are learning factors, which affect the speed of particle swarm following the best solution. \( v_{ij}(t) \) and \( v_{ij}(t+1) \) are the velocity of the particle before and after the update; \( x_{ij}(t) \) and \( x_{ij}(t+1) \) are the position of the particle before and after the update. Equation (10) limits the velocity of the particle. Equation (11) determines the probability of the particle position updating. Equations (11) and (12) determine the positions of particles needed to be updated in the next iteration.
Algorithm 1 Update the position and velocity of particles in the particle swarm algorithm.

while \( \text{iter} < \text{Maxiter} \) do
  update \( v_{ij}, x_{ij} \) by Equations (9)–(12)
  \( f_{\text{selected}} \) created by \( x_i \). \( f_{\text{selected}} \) was selected as fusion features
  if \( \text{fitness}(f_{\text{selected}}) \geq Pbest_{i-1} \) then \% \( \text{fitness}() \) is the Fitness function
    \( Pbest_i = \text{fitness}(f_{\text{selected}}) \) \% \( Pbest \) was acquired
  end if
  if \( \text{Max}(Pbest_i) \geq Gbest_{i-1} \) then
    \( Gbest_i = \text{Max}(Pbest_i) \) \% \( Gbest \) was acquired
  end if
end while

Step 5: Perform chaotic local search.
We use chaotic binary sequences to change the \( G_{\text{best}} \) position generated by each iteration. It can avoid the PSO falling into the local best. Through many trials, we develop the following Algorithm 2, which is the most effective and easiest way to select features from fusion features.

Algorithm 2 Select fusion features.

Generating 20 \( N \)-dimensional binary chaotic sequences \( \{Z_{id}\}, i = 1, 2, \cdots, 20, d = 1, 2, \cdots, N \)

for \( j = 1 \) to 20 do
  \( Z_i = \text{And}(Z_i, Gbest) \) \% \( Gbest \) is modified by the logical operation And
  \( \text{Fit}(i) = \text{Fitness}(Z_i) \) \% Calculate the fitness value of the new particle
  if \( \text{Fit}(i) \geq Gbest \) then
    \( Gbest = Z_i \)
  end if
end for

Step 6: Judge whether the iteration termination condition is satisfied. If satisfied, terminate the iteration and output the \( G_{\text{best}} \). Otherwise, proceed to the next step.

3.3.3. Weight and Parameter Setting
In the early stage of search, particle swarm optimization algorithm needs a high speed to complete a wide range of search. With the development of evolution, the search point is getting closer to the optimal value. At this time, we need to slow down the search speed and conduct a small-scale search. Therefore, the inertia weight should be larger in the early stage and smaller in the later stage. The weight we take decreases with the iteration, from 0.95 to 0.4, as shown in Equation (13).

\[
\text{weight} = W_{\text{max}} - (W_{\text{max}} - W_{\text{min}}) \ast (\text{iter} / \text{Maxiter}),
\]

where \( W_{\text{max}} \) is the maximum weight and \( W_{\text{min}} \) is the minimum weight. \( \text{iter} \) is the current number of iterations and \( \text{Maxiter} \) is the maximum number of iterations. In our experiment, the fine tuning of parameters \( C_1 \) and \( C_2 \) has little effect on the results, and the default value is taken, that is, \( C_1 = C_2 = 2 \) [54].
4. Experimental Results and Analysis

4.1. Iris and Face Multimode Dataset

In our experiments, we choose CASIA iris distance dataset as iris and face multimodal dataset. This dataset was produced by Chinese Academy of Sciences. It used an advanced biometric sensor, which searched iris and facial patterns in the field of vision 3 m away. The images of the dataset were captured by a high resolution camera so that both dual-eye iris and face patterns were included in the image region of interest [55]. This dataset contains 142 subjects and a total number of 2567 images. Each image has $2352 \times 1728$ pixels. Figure 6 shows example images from CASIA-Iris-Distance.

![Example images from CASIA-Iris-Distance.](image)

4.2. Experiments on Face System

We select 90 subjects from CASIA iris distance dataset in our experiments. Each subject contains 10 images. The number of training sets is increased from 1 to 5. The kernel extreme learning machine is used as a classifier. Table 2 shows the face recognition rate. For comparison, the recognition rates of the traditional 2D Log-Gabor + LBP and 2D Log-Gabor + Curvelet algorithms are listed in Table 2.

| Algorithm                  | Dimension of the Feature | 1 Pic  | 2 Pic  | 3 Pic  | 4 Pic  | 5 Pic  |
|----------------------------|--------------------------|--------|--------|--------|--------|--------|
| 2D Log-Gabor + LBP         | 22,656                   | 0.879  | 0.960  | 0.976  | 0.980  | 0.989  |
| 2D Log-Gabor + Curvelet    | 5304                     | 0.784  | 0.906  | 0.930  | 0.972  | 0.978  |

From Table 2, the recognition rate of traditional 2D Log-Gabor + LBP is slightly higher than that of 2D Log-Gabor + Curvelet. However, it is more than 4 times of the number of feature dimensions produced by 2D Log-Gabor + Curvelet.

4.3. Experiments on Iris

The iris features of left eyes are extracted from the 900 faces mentioned in Section 4.2. Using KELM as a classifier, the number of training sets is increased from 1 to 5. The recognition rate and feature dimension of different feature extraction algorithms are recorded in Table 3.
Table 3. Recognition rate of face based on different algorithms.

| Algorithm                  | Dimension of the Feature | 1 Pic | 2 Pic | 3 Pic | 4 Pic | 5 Pic |
|----------------------------|--------------------------|-------|-------|-------|-------|-------|
| 2D Log-Gabor + LBP         | 5664                     | 0.60  | 0.738 | 0.786 | 0.802 | 0.864 |
| 2D Log-Gabor + Curvelet    | 42,840                   | 0.684 | 0.826 | 0.860 | 0.883 | 0.898 |
| Curvelet                   | 1785                     | 0.670 | 0.799 | 0.846 | 0.857 | 0.882 |

From Table 3 we can see although the iris recognition rate using Curvelet algorithm is between 2D Log-Gabor+Curvelet and 2D Log-Gabor+LBP, it produces the least feature dimensions. Considering the need of feature fusion, Curvelet algorithm is most suitable for iris feature extraction.

4.4. Experiments on Face-Iris Multimodal System

The features of the left & right eyes and face are extracted from 90 subjects and each subject has 10 images. The total dimension of the fusion features can be calculated using Tables 2 and 3 as follows $1785 \times 2 + 5304 = 8874$. For each subject, we select 2, 3, 4 and 5 images as the training set, and the rest as the testing set. By using the traditional BPSO, QBPSO and the modified CBPSO proposed in this paper, the numbers of selected features are shown in Table 4.

Table 4. The number of selected features by different BPSO algorithms.

| Algorithms      | 2 Pic | 3 Pic | 4 Pic | 5 Pic |
|-----------------|-------|-------|-------|-------|
| Traditional BPSO| 4422  | 4433  | 4465  | 4420  |
| Traditional QBPSO| 4524  | 4487  | 4457  | 4385  |
| Modified CBPSO  | 1630  | 811   | 699   | 866   |

It can be seen from Table 4 that the feature dimension is reduced to about one tenth of its original size after the modified CBPSO. This indicates that the MCBPSO can achieve an excellent dimension reduction result. However, the traditional BPSO and QBPSO can only reduce one half dimensions.

In the experiment, we use GAR (Genuine Acceptance Rate), FRR (False Rejection Rate) and FAR (False Accept Rate) to verify the effect of the particle optimization. They are computed as:

$$\text{FRR} = \frac{FR}{AA} \times 100\%, \quad \text{GAR} = 1 - \text{FRR}, \quad \text{FAR} = \frac{FA}{IA} \times 100\%,$$

where, $FR$ is the number of false rejections, that is, falsely rejecting a legal user as an illegal user, $AA$ is the number of legal users, $FA$ is false acceptances, that is, falsely accepting an illegal user as a legal user, $IA$ is the number of illegal users.

The number of training samples for each subject in the database is increased from 1 to 5. The corresponding feature subspace of each subject is generated by using 866 features in Table 4. Taking the rest images of the user as the test pictures of the corresponding user. Then, the images of all objects that do not belong to this kind of pictures are taken as negative test samples. That is, when the training sample objects belong to class 001, all pictures of 002-090 objects are taken as negative testing examples to calculate the overall. The results are shown in Table 5.
Table 5. Identification results of the proposed face-iris multimodal biometric system.

| Training Numbers | GAR (%) | FRR (%) | FAR (%) |
|-------------------|---------|---------|---------|
| 1                 | 90.49   | 9.51    | 0.07    |
| 2                 | 96.40   | 3.6     | 0.02    |
| 3                 | 97.78   | 2.22    | 0.01    |
| 4                 | 98.89   | 1.11    | 0.0037  |
| 5                 | 99.78   | 0.22    | 0.003   |

We also compare the proposed multimodal system with some traditional methods, such as BPSO, QBPSO. Table 6 shows the comparison results when the training samples is 5.

Table 6. Comparison of the proposed method with some traditional BPSO.

| Fusion Method           | GAR (%) | FRR (%) | FAR (%) | Time Cost (s) |
|-------------------------|---------|---------|---------|---------------|
| Traditional BPSO        | 99.11   | 0.89    | 0.62    | 0.064         |
| Traditional QBPSO       | 99.33   | 0.67    | 0.75    | 0.063         |
| Modified CBPSO          | 99.78   | 0.22    | 0.003   | 0.016         |

Though the number of selected features produced by MCBPSO is far less than the traditional methods, we can see its GAR is the highest and it is the fastest from Table 6. Those indicate the redundant features not only contains a lot of mutually exclusive information, but also slows down the process. We also compare the proposed multimodal system with some recent similar face iris multimodal biometric recognition systems. Table 7 shows the comparison results using CASIA iris distance database in verification mode.

Table 7. Comparison of proposed method with some recent state-of-the-art methods.

| Authors                  | Fusion Method                      | GAR (%) | FAR (%) |
|--------------------------|------------------------------------|---------|---------|
| M. Eskandari and O. Toygar [36] (2015) | score level and feature level fusion | 94.44   | 0.01    |
| O. Sharifi and M. Eskandari et al. [23] (2016) | score level, feature level and decision level fusion | 98.93   | 0.01    |
| B. Ammour et al. [20] (2018)          | hybrid level of fusion              | 99.5    | 0.06    |
| Proposed method           | feature Level fusion                | 99.78   | 0.003   |

The results reveal that our face iris multimodal biometric recognition system achieves the best performance (in FAR and GAR). Figure 7 shows the comparison of CMC curves between before and after MCBPSO optimization. Due to the pseudo randomness of chaotic system, the feature subspace selected after each experiment is different. As a result, the corresponding recognition rate is also different. We need to do the experiment several times to obtain an optimal result. From those experiments, we have to choose the feature subspace with less features but the best recognition performance.
5. Conclusions and Future Work

Aiming at the low recognition rate of unimodal biometric, this paper propose a novel face-iris multimodal recognition system with excellent performance and easy implementation. Curvelet transform is used for iris feature extraction. 2D Log-Gabor combined with Curvelet algorithm is employed for face feature extraction. A modified chaotic binary particle swarm optimization (MCBPSO) algorithm is proposed to select features. It uses kernel extreme learning machine (KELM) as fitness function and chaotic binary sequence to initialize particle swarms. After feature combination, the recognition rate of multimodal can reach up to 98.5%, while recognition rate of iris and face is 88.22% and 97.78% respectively. Although the fusion of face features and iris features can improve the recognition rate, the original fusion features contain a lot of redundant information. In order to optimize the dimensions of fusion features, reduce the running time and further improve the recognition rate, we use a modified chaotic binary particle swarm optimization to select features. Meanwhile, the classification accuracy of KELM is used as the fitness value of particles. Experimental results show that the proposed algorithm can not only reduce the number of features to one tenth of its original size, but also improve the recognition rate. CMC curve also reveals that the recognition rate can reach 99.78% after MCBPSO optimization, higher than no optimization. The principle of the system is easy to understand and flexible to implement. It is significant in practice.

Although the proposed method works well, it is still need to be improved in the future. The original features of face and iris are all tensors. In order to facilitate feature fusion, these features are transformed into vectors in the proposed approach. In this process, some feature information is lost. Therefore, we will try to use tensor for feature fusion and identity recognition.
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