High-resolution surface structure determination from bulk X-ray diffraction data
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Abstract:

The key to most surface phenomenon lies with the surface structure. Particularly it is the charge density distribution over surface that primarily controls overall interaction of the material with external environment. It is generally accepted that surface structure cannot be deciphered from conventional bulk X-ray diffraction data. Thus, when we intend to delineate the surface structure in particular, we are technically compelled to resort to surface sensitive techniques like High Energy Surface X-ray Diffraction (HESXD), Low Energy Electron Diffraction (LEED), Scanning Transmission Electron Microscopy (STEM) and Grazing Incidence Small Angle X-ray Scattering (GISAXS). In this work, using aspherical charge density models of crystal structures in different molecular and extended solids, we show a convenient and complementary way of determining high-resolution experimental surface charge density distribution from conventional bulk X-ray diffraction (XRD) data. The usefulness of our method has been validated on surface functionality of boron carbide. While certain surfaces in boron carbide show presence of substantial electron deficient centers, it is absent in others. Henceforth, a plausible correlation between the calculated surface structures and corresponding functional property has been identified.

Several physico-chemical processes proceed via interaction of external factors with the material’s surface [1-3]. For example, in gas sensing, it is the interaction of target gas molecule with material’s surface which determines the result of a sensing phenomenon [4-5]. For catalysis and dye degradation, it is the mutual interaction of target molecule with the catalyst surface which determines the route in which the reaction may proceed [6-7]. Similar procedures are followed in other processes like H₂ generation by photo catalytic water splitting, solar energy harvesting, gas separation through membranes and water purification by removal of heavy elements [8-10]. The wide applicability of surface mediated phenomena makes the role of material’s surface very important and decisive, preparing scope for detailed analysis of surface and surface structures in functional materials [1-5]. Understanding surface structure has remained a major concern for scientists since decades. Consequently, there have been several definitions of surfaces of solids. Surface has been defined as a particularly simple type of interface at which the solid is in contact with the surrounding world, i.e. the atmosphere or in
ideal case, the vacuum [11]. In crystallographic terms, surface is an entity which differs from the bulk by the fact that the periodic unit cell stacking is finite in one of the three dimensions [12]. This allows the near-surface unit cells to modify their geometric arrangements to give rise to a specific surface structure [12]. However, while the surface is an inevitable entity in every material system, till date the tools to elucidate surface charge density are very limited.

While X-ray diffraction remains as the most popular and effective tool for identifying and analyzing bulk crystal structures [13-17], the processes involved for determining surface structures have been perceived to be complex and has been both considered and executed separately from bulk XRD studies [18]. Gustafon et al. devised a method of analyzing surfaces by high-energy surface X-ray diffraction (HESXD) using photons of energy 85 keV [19]. Several other works on surface structure analysis have been conducted by the methods of Low Energy Electron Diffraction (LEED) and diffused LEED (DLEED) [20-21]. However, technical problems with all the methods mentioned above except X-ray diffraction involve special and elaborate experimental facilities with considerable expertise in data interpretation as well [20-21]. While the experiments are too sophisticated and unavailable to most researchers, the complication with their execution adds significantly to above difficulties. A recent development in this respect has been introduction of real space imaging technique to map local charge density of crystalline materials in four dimensions with sub-angstrom resolution for imperfect structures like interfaces, boundaries and defects [22]. However, the drawbacks of the technique lie in complexity and availability of experimental set-up which involves scanning transmission electron microscopy (STEM) alongside an angle-resolved pixellated fast-electron detector [22]. Grazing Incidence Small Angle X-ray Scattering (GISAXS) is another technique to estimate surface structures [23-24]. However, the utility of this method has been till date confined to thin films and nanostructures only. This calls for need to develop a convenient complementary method by which elucidation of surface structure (charge density distribution) with higher precision is feasible.

The charge density at any point is determined by the contribution of charge densities of surrounding atoms/sources [25-26]. Using the concept of Green’s function, the contributions from different atomic basins towards a particular point can be calculated based on the formula [25-26]

\[
\rho(r) = \int \frac{-\nabla^2 \rho(r')}{4\pi|r-r'|} dr' \quad \text{............... (1)}
\]

Where \( \rho(r) \) is the charge density at position \( r \) due to densities at other points indicated by \( \rho(r') \). As evident from equation (1), if the contributions of atoms above a surface towards a point on the surface are not included, then the charge density calculated at that point should be different than that in bulk. This indicates that when surface truncation occurs, due to above explanation, the charge density distribution in the truncated surface will be different than that of bulk [18, 27]. Thus if contribution of charge density sources above a plane (surface) could be excluded and
rearrangement of charge density due to that exclusion could be made, then in-principle, surface charge density can be obtained from bulk charge density.

In an X-ray diffraction experiment from a crystal, the diffracted intensity is the time averaged scattering intensity of all electrons in the crystal [28]. In principle one can thus obtain time averaged charge density distributions in bulk and in turn on a plane. If this plane is considered to be the surface, then technically, after removing the charge density contributions from the atoms above the plane, surface structure can be determined from bulk X-ray diffraction. However, this was never realized, as in conventional Independent Atom Model (IAM), the atoms are considered as discrete and independent of one another; neglecting deformation of charge densities due to atom-atom interactions [29]. As a result there cannot be any difference between the charge density distribution in bulk and surface in IAM. During the 2nd half of last century, the development of methods for aspherical charge density analysis changed this picture where aspherical charge density models such as multipole (MP) formalisms have been introduced [30-32]. One such formalism by Hansen and Coppens has been expressed as [30]:

$$\rho_{\text{at}}(r) = P_c \rho_{\text{core}}(r) + P_v k^3 \rho_{\text{valence}}(kr) + \sum_{l=0}^{l_{\text{max}}} k'^2 R_l (k'r) \sum_{m=0}^{l} P_{lm} \cdot d_{lm}(\theta, \phi) \ldots \ldots (2)$$

where the density of each atom ($\rho_{\text{at}}$) is divided into core, valence and deformation parts. The parameters $P_c$ and $P_v$ in first two terms of the equation denote the core shell and valence shell population coefficients [30]. The third term stands for the aspherical features of valence charge density, introducing the idea of deformation of charge density due to chemical bonding and other inter-atomic interactions [30]. The concept of bonding between atoms via charge transfer, otherwise ignored by IAM was thus included in such aspherical charge density formalisms [30]. Hence, using aspherical charge density models, the charge density contributions of an atom on other atoms could be calculated and excluded, making the formalism relevant to determining surface of a material [30]. The present work devises a simple method by which experimental surface charge distribution of materials can be determined from conventional bulk XRD data, employing concepts of aspherical charge density analysis [30-32]. An idea has been introduced as how to utilize information obtained from above studies in correlating surface structures with associated surface properties.

Charge density models based on low temperature, high-resolution single-crystal X-ray diffraction data of molecular solid $\alpha$-glycine and extended solids $\alpha$-boron, boron carbide and calcium mono-silicide (CaSi) were taken as the test cases for this study (see Supplementary Information for crystal structures) [33-37]. Accurate multipole (MP) models have been derived for all samples using high-resolution single crystal X-ray diffraction data from bulk crystals [33-37]. For calculating the surface charge density of a particular solid, three atoms in the solid were chosen in such a way that they constitute a triangle (Fig. 1). Then the geometrical centre of the triangle was identified. Depending on the values of unit cell lengths and keeping the centre of the analyses at the above geometrical centre, an $x\times y\times z$ ($x$: length extending along x axis, $y$: length extending along y axis and $z$: length extending along z axis) block of the crystal was considered.
Then with respect to the plane defined as midway of a particular crystallographic axis, the whole block was considered to be composed of two segments: one segment consisting of the plane and the region below it; other is the whole block with the plane midway (Fig. 1). Topological properties [38] like critical points on a definite plane were calculated using the XDPROP module of XD2006 software [39]; first with the segment consisting of the plane (surface) and the region below it, and secondly for the whole block (bulk) (Fig. 2). Then, the difference in values of charge density ($\rho$) in $e/Å^3$ between both the above cases were calculated (Table 1). The above calculations were conducted both considering atom-atom interactions using the multipole (MP) formalism and avoiding atom-atom interaction using IAM [37]. Final charge density plots were generated using XDGRAPH module of XD2006 software [39] to visualize the surface from a perspective of difference in charge density plots (Fig. 3-4 and Supplementary Information).

Charge density studies for boron carbide [36, 40] conducted on a plane drawn by central B(3) atom of a C(4)-B(3)-C(4) chain and two carbon atoms from a neighbouring chain (C(4)-X1_B(3)-X5_C(4)) forming a triangular pattern reveal difference in charge density values between the two segments, therefore elucidating charge density distribution patterns in a surface containing C(4), X1_B(3) and X5_C(4) atoms (Fig. 3). For the C(4)-B(3) bond, a difference in charge density value of 0.001 $e/Å^3$ was found at the bond critical point (Table 1) [38]. Whereas for bond between X5_C(4) and B(3) atoms; the difference is 0.033 $e/Å^3$ at the corresponding bond critical point (Table 1). For other bonds on the studied plane like those between X1_C(4), X1_B(3); X1_C(4), B(3), the differences in charge density values were calculated to be 0.002 $e/Å^3$ (Table 1) [22]. And, for the plane drawn using two polar and one equatorial boron atoms (X4_B(2)-X5_B(2)-X6_B(2)) [36], the difference in charge density values at critical points has been calculated to be negligible (Table 1 and Supplementary Information). Figure 3(a-d) demonstrates the charge density and deformation density maps of plane drawn using C(4), X1_B(3) and X5_C(4) atoms in the boron carbide system with difference in charge density marked as red contour lines at the surface.

Analysis on a plane drawn using (X3_B(1), B(1), X2_B(1)) atoms using multipole (MP) formalism for intra-icosahedral interactions of $\alpha$-boron [35] reveals that between the atoms X2_B(1), X3_B(1) and B(1), there exists a ring critical point [38] (Table 1). Difference calculation between charge density values of two segments has been found to be 0.014 $e/Å^3$. In between atoms X3_B(1), B(1); X2_B(1), B(1) and X2_B(1), X3_B(1) there exists a bond critical point [38] with difference charge density of 0.016 $e/Å^3$. However for the bond between two asymmetrical boron atoms B(1) and B(2), the difference is 0.004 $e/Å^3$ (Table 1). For bond between X5_B(2), B(2); the difference is 0.005 $e/Å^3$. For atoms X5_B(2), B(2), B(1); X5_B(2), X2_B(1), B(1), there exists ring critical points [22] with difference charge density 0.002 and 0.007 $e/Å^3$ respectively (Table 1). For inter-icosahedral interactions [35] like between X3_B(2), B(2), bond critical point exists with difference in charge density value 0.006 $e/Å^3$ (Table 1). However for ring critical points lying between X5_B(2), X3_B(2), B(2); X3_B(2), X4_B(2), X5_B(2), B(2); the difference exists as 0.003 $e/Å^3$. Analysis on (X4_B(1)-X6_B(1)-X3_B(1))
plane reveals almost no difference in charge density except for the ring critical point formed by X6_B(1), X4_B(1), X3_B(1) atoms with value 0.003 $e/\text{Å}^3$ (Table 1). Analyses of (X4_B(1)-X6_B(1)-X3_B(1)) plane revealed that while for the ring critical point between atoms X6_B(1)-X4_B(1)-X3_B(1), there exists a difference in charge density value by 0.003 $e/\text{Å}^3$, that for the bond X6_B(1)-X4_B(1) is zero (Table 1). Figure 3 (e-h) demonstrates the charge density and deformation density maps of specific planes in the α-boron system drawn using X3_B(1), B(1) and X2_B(1) atoms with difference in charge density marked as red contour lines at the surface. Similar charge density maps for plane drawn using X4_B(1), X6_B(1) and X3_B(1) atoms are demonstrated in Figure 4 (a-d).

Similar studies on CaSi were conducted on a plane defined by three atoms [37], namely Ca, X9_Si and X11_Si. For the X9_Si-X11_Si bond, the bond critical point shows a difference in charge density of magnitude 0.005 $e/\text{Å}^3$ (Table 1). While for the Ca-X11_Si bond the difference stands out to be 0.006 $e/\text{Å}^3$; for Ca-X9_Si, the difference is 0.008 $e/\text{Å}^3$ and for Si-X2_Si bond, the difference is 0.010 $e/\text{Å}^3$ (Table 1). Ring critical point for Ca, X9_Si and X11_Si atoms records a charge density difference of 0.003 $e/\text{Å}^3$ (Table 1). However for the Ca-Si bond, the difference stands out to be zero (upto 3 decimal places). Similar calculations were performed for α-glycine molecule [33] as well. But, for all critical points, the difference in charge density was zero (upto 3 decimal places) (Table 1). However, slight differences between surface and bulk can be seen in the charge density and deformation density maps (Fig. 4). All the above calculations for α-glycine, α-boron, boron carbide and calcium mono-silicide (CaSi) were repeated in IAM mode [38] but in all cases, expectedly no change in charge density values were observed (Table 2). This indicates that for molecular materials, surface truncation effects are least. However, significant differences might be expected for molecular solids where extended network is formed with the aid of various intermolecular interactions, such as hydrogen bonds. The charge density maps highlighting differences are provided in Fig. 4 (e-h) and the Supplementary Information.

The above findings find their interpretation as sources of charge density on a plane when a crystal in continuum encounters a truncation and therefore forms an interface between the bulk crystal and external environment or vacuum that we define as surface [41-42]. As evident from the values of difference in charge density on a plane, the surface in particular has its own charge density picture that involves variable charge densities at different regions of the surface. Since like in bulk, the surface consists of features like bonds, rings, etc. [38], the difference in charge density at the critical points in all these topological features actually contribute in defining the properties of that particular surface [30, 38]. Like for the (C(4)-X1_B(3)-X5_C(4)) plane in boron carbide, charge densities calculated at bond critical points for C(4)-B(3) bond and X5_C(4)-B(3) bond for contribution from atoms below the plane is smaller than what is calculated for contribution from atoms both above and below the plane (Table 1, Fig. 3). The value is 1.553 $e/\text{Å}^3$ for C(4)-B(3) bond for atoms below and it is 1.555 $e/\text{Å}^3$ for atoms both above and below the plane. For X5_C(4)-B(3) bond, the values are 1.522 $e/\text{Å}^3$ and 1.555 $e/\text{Å}^3$ respectively. This suggests that the surface defined by above plane bears a deficiency of electrons (Table 1, Fig. 3).
In order to check the practical applicability of surface charge density using our method, we have performed chemiresistive gas sensing with boron carbide at high temperatures (see Supplementary Information). The sample showed a steady p-type response to ammonia (Fig. 5). Hence when a reducing gas like ammonia interacts with the chemisorbed oxygen layer on boron carbide surface, there is a transfer of electrons back into the boron carbide system [14, 43]. As can be seen from figure 3, the surface containing \((C(4)-X1_B(3)-X5-C(4))\) plane is substantially more electron deficient than the bulk. Thus the ammonia molecules shall have greater chance of donating electrons to the system via mentioned surface. This leads to a rise in electrical resistance of the typical p-type boron carbide system, making the material sense reducing gas like ammonia (Fig. 5) [14, 43]. Moreover it is evident that while some surfaces under consideration posses these differences in charge densities, several others don’t posses that (Table 1, Fig. 4 and Supplementary Information). This can be anticipated to be one of the reasons why certain surfaces in materials are found to be experimentally active for certain external phenomenon while some are not (Fig. 5) [44]. This also bears the cause behind differential behavior of different material planes under external factors. Observance of these differences on considering the multipole atom model categorically substantiates the necessity of considering atom-atom interactions in order to define an entity on some surface (Table 1 and 2).

The above discussion explains why surface behaves differently than the bulk, as evident from numerous surface dependent phenomena like gas sensing, catalysis, etc. [1-10]. Since the contribution of surrounding atoms depend on the crystal structures, chemical interaction/bonding and atomic planes, it is obvious that the difference between bulk and surface will be different depending on which plane has been truncated (Table 1). For compounds with heavy element, modelling the outer core electrons besides valence electrons will provide more accurate picture of charge density distribution [45]. This mechanism of elucidating surface structure from bulk crystal structure will not only open the possibility to determine surface structure from bulk crystal structure but also enable researchers to study surface using the popular technique of XRD. This technique avoids involvement of sophisticated experimental tools specialized for surface analyses and ensures charge density estimation accurately upto two decimal places in \(e/\AA^3\), yet unachieved by methods adopted till date. The generality of this method ensures that this method will be applicable to theoretically calculated charge densities or invariom model densities [46]. As the surface in this work has been defined as ideally truncated plane with respect to vacuum (Fig. 1), the surface charge density picture may vary based on post truncation internal and external interactions. Including charge density contributions of the atoms of surface layers towards the atoms that were above those layers before truncation from the bulk, back to the surface layer atoms by source function calculation and using other complementary methods could yield more accurate picture of surface structure [25-26]. Further developments using dynamic charge density [33, 47] and source function calculations [26] for extended solids shall provide more information and enable evolution of greater insights into surface structure determination from bulk X-ray diffraction data.
Conclusion

In this work, using the concept of aspherical charge density models of bulk crystal structures in different molecular and extended solids, we have shown a convenient way of determining high-resolution surface structures both in qualitative and quantitative manner from bulk X-ray diffraction data. Differences in charge density at different critical points on the planes in different molecular and extended solids were calculated, based on presence and absence of atoms above the plane. While for molecular solids like α-glycine no such detectable difference was observed, for extended solids like α-boron, boron carbide and CaSi, significant differences in charge density distributions between bulk and surface were found. This was observed only when atom-atom interactions were considered while calculating charge densities at different parts of the plane, highlighting importance of considering inter-atomic interactions for defining a surface. While for some planes this difference is significant, it is negligible for others. This indicates a plausible reason for different behavior of one surface in a material than the other. The magnitude and nature of charge densities calculated are expected to delineate the surface structure which can be anticipated to explain significant surface phenomena.
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### Table 1: Comparison of charge density values at different bond critical points for α-glycine, α boron, boron carbide and CaSi using multipole (MP) formalism.

| bonds/rings | \( \rho_{\text{base}}(e/Å^3) \) | \( \rho_{\text{base+top}}(e/Å^3) \) | \( \Delta \rho(e/Å^3) \) |
|------------|-----------------|-----------------|-----------------|
| **a boron (X3_B(1)-B(1)-X2_B(1))**                |                      |                      |                      |
| Intra-icosahedral:                                |                      |                      |                      |
| X2_B(1)-X3_B(1)-B(1)                             | 0.776               | 0.790              | 0.014              |
| X3_B(1)-B(1)                                     | 0.800               | 0.816              | 0.016              |
| X2_B(1)-B(1)                                     | 0.800               | 0.816              | 0.016              |
| X2_B(1)-X3_B(1)                                  | 0.800               | 0.816              | 0.016              |
| B(1)-B(2)                                        | 0.756               | 0.760              | 0.004              |
| X5_B(2)-B(2)                                     | 0.802               | 0.797              | 0.005              |
| X5_B(2)-B(2)-B(1)                               | 0.709               | 0.711              | 0.002              |
| X5_B(2)-X2_B(1)-B(1)                            | 0.693               | 0.700              | 0.007              |
| Inter-icosahedral:                               |                      |                      |                      |
| X3_B(2)-B(2)                                     | 0.559               | 0.553              | 0.006              |
| X5_B(2)-X3_B(2)-B(2)                             | 0.237               | 0.240              | 0.003              |
| X3_B(2)-X4_B(2)-X5_B(2)-B(2)                    | 0.237               | 0.240              | 0.003              |
| **a boron (X4_B(1)-X6_B(1)-X3_B(1))**            |                      |                      |                      |
| bonds/rings                                      | \( \rho_{\text{base}}(e/Å^3) \) | \( \rho_{\text{base+top}}(e/Å^3) \) | \( \Delta \rho(e/Å^3) \) |
| X6_B(1)-X4_B(1)-X3_B(1)                          | 0.104               | 0.107              | 0.003              |
| X6_B(1)-X4_B(1)                                  | 0.816               | 0.816              | 0.000              |
| **boron carbide (C(4)-X1_B(3)-X5_C(4))**         |                      |                      |                      |
| bonds/rings                                      | \( \rho_{\text{base}}(e/Å^3) \) | \( \rho_{\text{base+top}}(e/Å^3) \) | \( \Delta \rho(e/Å^3) \) |
| C(4)-B(3)                                        | 1.553               | 1.555              | 0.002              |
| X5_C(4)-B(3)                                     | 1.522               | 1.555              | 0.033              |
| X1_C(4)-X1_B(3)                                  | 1.553               | 1.555              | 0.002              |
| X1_C(4)-B(3)                                     | 0.122               | 0.124              | 0.002              |
| **boron carbide (X4_B(2)-X5_B(2)-X6_B(2))**      |                      |                      |                      |
| bonds/rings                                      | \( \rho_{\text{base}}(e/Å^3) \) | \( \rho_{\text{base+top}}(e/Å^3) \) | \( \Delta \rho(e/Å^3) \) |
| X4_B(2)-X5_B(2)                                  | 0.722               | 0.722              | 0.000              |
| X4_B(2)-X5_B(2)-X6_B(2)                          | 0.631               | 0.632              | 0.001              |
| X5_B(2)-X6_B(2)                                  | 0.722               | 0.722              | 0.000              |
| **CaSi (X9_Si(1)-Ca(1)-X11_Si(1))**              |                      |                      |                      |
| bonds/rings                                      | \( \rho_{\text{base}}(e/Å^3) \) | \( \rho_{\text{base+top}}(e/Å^3) \) | \( \Delta \rho(e/Å^3) \) |
| X9_Si-X11_Si                                     | 0.455               | 0.460              | 0.005              |
| Ca-X11_Si                                        | 0.106               | 0.112              | 0.006              |
| Ca-X9_Si                                         | 0.115               | 0.123              | 0.008              |
| Ca-X9_Si-X11_Si                                  | 0.109               | 0.112              | 0.003              |
| Si-X2_Si                                         | 0.450               | 0.460              | 0.010              |
| Ca-Si                                            | 0.143               | 0.143              | 0.000              |
| **α-glycine (C(1)-C(2)-O(2))**                   |                      |                      |                      |
| bonds/rings                                      | \( \rho_{\text{base}}(e/Å^3) \) | \( \rho_{\text{base+top}}(e/Å^3) \) | \( \Delta \rho(e/Å^3) \) |
| Bond                | Length 1 | Length 2 | Torsion |
|---------------------|----------|----------|---------|
| C(1)-C(2)           | 1.735    | 1.735    | 0.000   |
| C(1)-O(1)           | 2.770    | 2.770    | 0.000   |
| C(1)-O(2)           | 2.733    | 2.733    | 0.000   |
| C(2)-N              | 1.691    | 1.691    | 0.000   |

Symmetry related atomic co-ordinates for B sites in α boron: X2 –y, x-y, z; X3 -x+y,-x,z; X4 y,x,-z; X5 x-y,-y,-z; X6 -x,-x+y,-z

Symmetry related atomic co-ordinates for B sites in boron carbide: X1 x,y,z; X4 y,x,-z; X5 x,y,-y,-z; X6 –x,-x+y,-z

Symmetry related atomic co-ordinates for Si sites in CaSi: X2 –x,-y,1/2+z; X9 1/2+x,1/2+y,z; X11 1/2+x,1/2-y,-z
Table 2: Comparison of charge density values at different bond critical points for α-glycine, α boron, boron carbide and CaSi using independent atom model (IAM).

| bonds/rings | \( \rho_{\text{base}}(e/Å^3) \) | \( \rho_{\text{base+top}}(e/Å^3) \) | \( \Delta\rho(e/Å^3) \) |
|-------------|----------------|----------------|----------------|
| **α boron (X3_B(1)-B(1)-X2_B(1))** | | | |
| Intra-icosahedral: | | | |
| X2_B(1)-X3_B(1)-B(1) | 0.628 | 0.628 | 0.000 |
| X3_B(1)-B(1) | 0.673 | 0.673 | 0.000 |
| X2_B(1)-B(1) | 0.673 | 0.673 | 0.000 |
| X2_B(1)-X3_B(1) | 0.673 | 0.673 | 0.000 |
| B(1)-B(2) | 0.636 | 0.636 | 0.000 |
| X5_B(2)-B(2) | 0.645 | 0.645 | 0.000 |
| X5_B(2)-B(2)-B(1) | 0.305 | 0.305 | 0.000 |
| | | | |
| Inter-icosahedral: | | | |
| X3_B(2)-B(2) | 0.448 | 0.448 | 0.000 |
| **α boron (X4_B(1)-X6_B(1)-X3_B(1))** | | | |
| bonds/rings | \( \rho_{\text{base}}(e/Å^3) \) | \( \rho_{\text{base+top}}(e/Å^3) \) | \( \Delta\rho(e/Å^3) \) |
| C(4)-B(3) | 0.958 | 0.958 | 0.000 |
| X5_C(4)-B(3) | 0.943 | 0.943 | 0.000 |
| X1_C(4)-X1_B(3) | 0.958 | 0.958 | 0.000 |
| X1_C(4)-B(3) | 0.063 | 0.063 | 0.000 |
| **boron carbide (C(4)-X1_B(3)-X5-C(4))** | | | |
| bonds/rings | \( \rho_{\text{base}}(e/Å^3) \) | \( \rho_{\text{base+top}}(e/Å^3) \) | \( \Delta\rho(e/Å^3) \) |
| X4_B(2)-X5_B(2) | 0.564 | 0.564 | 0.000 |
| X5_B(2)-X6_B(2) | 0.621 | 0.621 | 0.000 |
| **α-glycine (C(1)-C(2)-O(2))** | | | |
| bonds/rings | \( \rho_{\text{base}}(e/Å^3) \) | \( \rho_{\text{base+top}}(e/Å^3) \) | \( \Delta\rho(e/Å^3) \) |
| C(1)-C(2) | 1.190 | 1.190 | 0.000 |
| C(1)-O(1) | 2.041 | 2.041 | 0.000 |
| C(1)-O(2) | 2.034 | 2.034 | 0.000 |
| C(2)-N | 1.405 | 1.405 | 0.000 |

**Symmetry related atomic co-ordinates for B sites in α boron:** X2 –y, x-y, z; X3 -x+y,-x,z; X4 y,x, -z; X5 x-y,-y,-z; X6 -x,-x+y,-z

**Symmetry related atomic co-ordinates for B sites in boron carbide:** X1 x,y,z; X4 y,x,-z; X5 x,-y,-z; X6 -x,-x+y,-z

**Symmetry related atomic co-ordinates for Si sites in CaSi:** X2 –x,-y,1/2+z; X9 1/2+x,1/2+y,z; X11 1/2+x,1/2-y,-z
Fig. 1: Scheme for drawing planes with atoms above and below the plane (a) boron carbide [(C(4)-X1_B(3)-X5-C(4)) corresponding to (0 1 0) plane] (b) α boron [(X3_B(1)-B(1)-X2_B(1)) corresponding to (1 0 0) plane] (c) CaSi (X9_Si(1)-Ca(1)-X11_Si(1)) corresponding to (-1 2 0) plane] and (d) α-glycine [(C(1)-C(2)-O(2)) corresponding to (1 -1 3) plane].
Fig. 2: Schematic diagram delineating methodology of defining surface. (a) A cut introduced through the bulk. (b) Removal of the region above the cut. (c) The plane (0 1 0) exposed is now defined as surface.
Fig. 3: Comparison of (a-b, e-f) charge density (contours at 0.1upto2.5 electron Å$^{-3}$) and (c-d, g-h) deformation density maps (contours at 0.05 upto 1.0 electron Å$^{-3}$) in boron carbide ($C(4)$-$X1_B(3)$-$X5-C(4)$) [(01 0) plane] and α-boron ($X3_B(1)$-$B(1)$-$X2_B(1)$) [(0 0 -1) plane] respectively. (a, c) Plane containing B(1), B(3) and C(4) atoms representing surface (b, d) bulk. Plane containing B(1) atoms representing (e, g) surface (f, h) bulk. The contour lines on surface different from bulk are separately shown in red color. Solid contour lines are for positive values, dashed lines for negative values, and dotted lines for zero contour.
Fig. 4: Comparison of (a-b, e-f) charge density (contours at 0.1 upto 2.5 electron Å$^{-3}$) and (c-d, g-h) deformation density maps (contours at 0.05 upto 1.0 electron Å$^{-3}$) in α-boron ($X4_B(1)$-$X6_B(1)$-$X3_B(1)$)[(1 0 0) plane] and α-glycine ($C(1)$-$C(2)$-$O(2)$)[(1 -1 3) plane] respectively. (a, c) Plane containing B(1), B(2) atoms representing surface (b, d) bulk. Plane containing C(1), C(2), O(2) atoms representing (e, g) surface (f, h) bulk. The contour lines on surface different from bulk are separately shown in red color. Solid contour lines are for positive values, dashed lines for negative values, and dotted lines for zero contour.
Fig. 5: Dynamic sensing characteristics of boron carbide sensor to 10 ppm NH$_3$ at an elevated temperature of 600°C.
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Gas sensing experiments

For developing the gas sensor, 0.1 g of boron carbide powder was thoroughly mixed in isopropyl alcohol into a consistent slurry and drop-casted on a flat alumina substrate with interdigitated electrodes made using screen printing technique. The coating was allowed to dry at 60°C for 6 hours and then connections were made using platinum wires. The whole sensor along with the wires was placed in a tube furnace and the sensor resistance was measured by a 7 1/2 digit multimeter (Keysight 34470A) interfaced with the Keysight GUI software. For sensing purposes, standard calibrated cylinders of ammonia in various ppm concentrations were used. They were connected using a Mass Flow Controller (MFC) with gas flow regulated at 50 sccm/min. Sensing experiments were conducted at different temperatures with NH₃ gas flow by operating the tube furnace. Optimum sensing response was recorded at 600°C for 10 ppm ammonia gas in air medium.

Fig. S1: (a) Powder XRD pattern (b-d) Surface morphology and (e) Surface elemental composition using Energy Dispersive X-ray (EDX) spectroscopy of boron carbide powder used for gas sensing application.
Fig. S2: Crystal structures of (a) boron carbide (b) α-boron (c) calcium monosilicide and (d) α-glycine respectively, identifying the different atoms in crystal.
Fig. S3: Comparison of (a-b, e-f) electron density (contours at 0.1 upto 2.5 electron Å\(^{-3}\)) and (c-d, g-h) deformation density maps (contours at 0.05 upto 1.0 electron Å\(^{-3}\)) in boron carbide (\(X4_B(2)-X5_B(2)-X6_B(2)\)) \([-1\ 1\ 4\) plane\] and CaSi (\(X9_Si(1)-Ca(1)-X11_Si(1)\)) \([-1\ 2\ 0\) plane\].
plane] respectively. (a, c) Plane containing B(2) atoms representing surface (b, d) bulk. Plane containing Si(1), Ca(1) atoms representing (e, g) surface (f, h) bulk. The contour lines on surface different from bulk are separately shown in red color. Solid contour lines are for positive values, dashed lines for negative values, and dotted lines for zero contours.

Fig. S4: Comparison of (a-b) Laplacian of charge density maps [contours at $\pm(2, 4, 8)\times10^n$ electron $\text{Å}^{-5}$ ($-3 \le n \le 3$)] in boron carbide $(C(4)-X1_B(3)-X5-C(4))$. (a) Plane containing B(1), B(3) and C(4) atoms representing surface (b) bulk. The contour lines on surface different from bulk are separately shown in red color. Solid contour lines are for positive values, dashed lines for negative values.

Fig. S5: High temperature ammonia sensing set up for studying surface properties of boron carbide in presence of ammonia gas.
Fig. S6: (a) Bright field Transmission Electron Microscopy (TEM) (b) Selected Area Electron Diffraction (SAED) pattern (c, d) High resolution TEM images of boron carbide powder used for sensing application.