Generation and control of spin-polarized photocurrents in GaMnAs heterostructures
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Photocurrents are calculated for a specially designed GaMnAs semiconductor heterostructure. The results reveal regions in the infrared range of the energy spectrum in which the proposed structure is remarkably spin-selective. For such photon energies, the generated photocurrents are strongly spin-polarized. Application of a relatively small static bias in the growth direction of the structure is predicted to efficiently reverse the spin-polarization for some photon energies. This behavior suggests the possibility of conveniently simple switching mechanisms. The physics underlying the results is studied and understood in terms of the spin-dependent properties emerging from the particular potential profile of the structure.

PACS numbers: 78.67.De, 85.75.-d, 75.50.Pp

---

Generation and control of spin-polarized carriers are two basic ingredients required for a spintronic device. Systems yielding these ingredients have been intensively studied in the last few years.\textsuperscript{1–5} In particular, diluted magnetic semiconductors (DMS) have been under renewed attention.\textsuperscript{6–12} The revival is due in part to the evidence of the existence of ferromagnetism observed in DMS with a consistent increase of the Curie temperature.\textsuperscript{13–16} Recently, a study on laser-assisted spin-polarized current in DMS heterostructures showing the mechanisms that produce the spin-polarization and the photocurrents induced by THz radiation has been reported.\textsuperscript{17} The findings show a behavior of the photocurrent with an external magnetic field that evidences the spin-polarization of the photocurrent.

Improvements of the growth techniques have been increasing the potential for new designs based on III-V DMS, like GaMnAs, for spin devices. Some advances, like the significant increase of maximum Mn concentration which can be incorporated substitutionally,\textsuperscript{18–20} and the understanding of GaAs-related structures give motivation for new studies on GaMnAs structures.

In this work we propose a GaMnAs-based DMS nanostructure that enables the generation of a spin-polarized photocurrent and its control through a static electric field (that we call “bias”) applied in the growth direction. We investigate this system through the direct analysis of the time-dependent solution of the Schrödinger equation for the potential profile’s design in the presence of an oscillating electric field playing the role of excitation photons shed on the system. The photocurrent is calculated from the full time-dependent solution and from the imaginary time solution we are able to compute ground and excited states’ properties, like energies and couplings. Thanks to the special design of the quantum-well, varying the bias yields control the oscillator strengths, directly affecting the absorption probabilities. In addition, a design-generated spin selectivity due to different potential pro-
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files for different spins, results in spin-dependent couplings, leading to a spin dependent response to the external bias, thus allowing the control of the photocurrent’s spin polarization.

The potential profile of the proposed structure is depicted in Fig 1. It consists of a 30 nm thick quantum well formed by two layers: a 21 nm thick GaAs layer, adjacent to a 9 nm thick Ga0.91Mn0.09As layer. On the left-hand side of the well, we include a wider barrier of Al0.19Ga0.81As which is intended to block the electron flux towards the left region, that can be different from zero even in the absence of static biases. On the right-hand side of the well, we include a 3 nm Al0.19Ga0.81As narrow barrier, followed by a Al0.15Ga0.85As wide layer. When a magnetic field is applied along the axis perpendicular to the layers, it causes an energy splitting in the DMS due to the well known Giant Zeeman Splitting. This is known to be caused by a hole-mediated narrow barrier, followed by a Al0.2427 ferromagnetic interaction.

In what follows the zero even in the absence of static biases. On the right-hand side of the well, we include a wider barrier of Al0.19Ga0.81As which is intended to block the electron flux towards the left region, that can be different from zero even in the absence of static biases. On the right-hand side of the well, we include a 3 nm Al0.19Ga0.81As narrow barrier, followed by a Al0.15Ga0.85As wide layer. When a magnetic field is applied along the axis perpendicular to the layers, it causes an energy splitting in the DMS due to the well known Giant Zeeman Splitting. This is known to be caused by a hole-mediated narrow barrier, followed by a Al0.2427 ferromagnetic interaction.

The photocurrent of a single electron (placed initially in the ground state of this effective potential) is evaluated by a numerical approach that obtains the full time depend state from the time-evolution operator $e^{-i\mathcal{H}t/\hbar}$. The potential profile of the proposed structure is depicted in Fig 1. It consists of a 30 nm thick quantum well formed by two layers: a 21 nm thick GaAs layer, adjacent to a 9 nm thick Ga0.91Mn0.09As layer. On the left-hand side of the well, we include a wider barrier of Al0.19Ga0.81As which is intended to block the electron flux towards the left region, that can be different from zero even in the absence of static biases. On the right-hand side of the well, we include a 3 nm Al0.19Ga0.81As narrow barrier, followed by a Al0.15Ga0.85As wide layer. When a magnetic field is applied along the axis perpendicular to the layers, it causes an energy splitting in the DMS due to the well known Giant Zeeman Splitting. This is known to be caused by a hole-mediated narrow barrier, followed by a Al0.2427 ferromagnetic interaction.

The potential profile of the proposed structure is depicted in Fig 1. It consists of a 30 nm thick quantum well formed by two layers: a 21 nm thick GaAs layer, adjacent to a 9 nm thick Ga0.91Mn0.09As layer. On the left-hand side of the well, we include a wider barrier of Al0.19Ga0.81As which is intended to block the electron flux towards the left region, that can be different from zero even in the absence of static biases. On the right-hand side of the well, we include a 3 nm Al0.19Ga0.81As narrow barrier, followed by a Al0.15Ga0.85As wide layer. When a magnetic field is applied along the axis perpendicular to the layers, it causes an energy splitting in the DMS due to the well known Giant Zeeman Splitting. This is known to be caused by a hole-mediated narrow barrier, followed by a Al0.2427 ferromagnetic interaction.

Another useful quantity that can be extracted directly from the split-operator method, using the imaginary time evolution, is the absorption spectrum, which is calculated through

$$\alpha(E) = \sum_n \frac{f_{1n}\Gamma}{2\pi[(E - E_n)^2 + 4\Gamma^2]},$$

where $f_{1n}$ is the oscillator strength between the ground state and the $n$th excited state, defined as

$$f_{1n} = \frac{2m^*}{\hbar^2} \Delta E_n |\langle \psi_n | x | \psi_1 \rangle|^2,$$

with $\Delta E_n = E_n - E_1$ being the energy separation between the $n$th state $\psi_n$ and the ground-state $\psi_1$ wave functions, whose moduli are depicted in Fig. 1 (panels a, c, d, and f). $\Gamma = 2$ meV has been adjusted to resolve the peaks in the curves of the absorption spectra.

We present in Fig. 1 potential profiles of the spin $\downarrow$ and $\uparrow$ components for zero electric field and $F_s = 6$ kVcm$^{-1}$. The width and depth of the QW have been engineered to yield the following differences for spins $\uparrow$ and $\downarrow$. For the spin $\downarrow$ component, there are four bound states in the well with a fifth state $E_5^\downarrow$ which can be either bound or continuum state for different biases, as shown in the Figs. 1(a) and (d). For the spin $\uparrow$ component, we have four bound states, however the fifth state $E_5^\uparrow$ is in the continuum independent on the bias (Figs. 1(c) and (f)). Thus, the structure is engineered to work as a spin-dependent quantum infrared detector (QWIP), for which the photocurrent’s spin polarization can be controlled by a static bias.

In order to explore these features, it is worth investigating numerically the contral controls, and the physical origin of the transitions involved. Whence, before looking at
the photocurrent obtained in our simulations, we turn to the absorption spectrum shown in Fig. 1. Fig. 1(b) shows the absorption for both spin-components, with the peaks aligned with the final state of the respective transition, and the results have been obtained using the ground state as the initially occupied state. The peaks correspond to the transitions between ground and excited states for spin \( \downarrow \) (solid black curve) and spin \( \uparrow \) (dotted red curve) components. In special we can observe the zero-energy peaks which correspond to the absorption between the ground state and the \( E_5^{\uparrow} \) states, majorly responsible for the generation of current. For zero bias, although this specific transition is allowed for the spin \( \downarrow \) component, the final state is bound and localized in the well (see Fig. 1(a)), thus no photocurrent is expected for the spin \( \downarrow \). We only expect generation of photocurrent for this state via multiphoton excitation processes, which are reduced when the dynamic field intensity is small (\( F_s = 1 \text{ kV cm}^{-1} \)). The transition for the spin \( \uparrow \) component is also allowed, but the latter is an extended state in the continuum for any bias. Therefore, for zero bias we expect to see only spin \( \uparrow \) photocurrent.

As the static bias is increased from \( F_s = 0 \) to \( F_s = 6 \text{ kV cm}^{-1} \), the \( E_5 \) state is dragged to the continuum as shown in Fig. 1(d), and becomes extended. The transition between spin \( \downarrow \) ground state and the \( E_5 \) state remains allowed, as shown by the persistence of a peak around 10 meV in the spin \( \downarrow \) absorption spectrum (full black curve in Fig. 1(e)). Thus, changing the static field from \( F_s = 0 \) to \( F_s = 6 \text{ kV cm}^{-1} \), will lead to the generation of spin \( \downarrow \) photocurrent. The spin \( \uparrow \) component is, however, expected to be reduced for the following reasons.

Although the \( E_5 \) state remains in the continuum for any value of the applied bias, its coupling to the ground state is reduced, as shown in the inset of the Fig. 1(e). We see that the oscillator strength of the transition between the spin \( \uparrow \) ground state and the \( E_5 \) state remains allowed, as shown by the persistence of a peak around 10 meV in the spin \( \downarrow \) absorption spectrum (full black curve in Fig. 1(e)). Thus, changing the static field from \( F_s = 0 \) to \( F_s = 6 \text{ kV cm}^{-1} \), will lead to the generation of spin \( \downarrow \) photocurrent. The spin \( \uparrow \) component is, however, expected to be reduced for the following reasons.

As noted, for the specific structural design presented, the QW structural asymmetry, imposed by keeping the DMS layer only in a limited region in the QW, and the effect this has upon the spin \( \uparrow \) ground state. Due the relatively large potential hights involved, the lower energy eigenfunctions may be seen as deviations from states of a symmetrical infinite quantum well, and hence they guard an approximate parity character in \( z \), about the center of the wave even though the potential has no parity defined in the \( z \) direction. By adjusting the bias this “parity” can be tuned in order to suppress (or reinforce) specific couplings, as shown in Fig. 1(f). The matrix element \( \langle \psi_1 | z | \psi_1 \rangle \) contains states that become nearly even in \( z \) as the bias is increased from \( F_s = 0 \) to \( 6 \text{ kV cm}^{-1} \), and the oscillator strength is drastically reduced for the spin \( \uparrow \) component as the bias is increased, with the suppression of the transition. As we can observe, for zero field, these reduced oscillator strength is already present for the spin \( \uparrow \) component, as shown by the reduced peaks in the absorption (Fig. 1(b)). For such a bias, the spin \( \uparrow \) ground state not fully resembles the whole QW ground state and the absorption of the even-like states in not totally suppressed. Further increasing the electric field, the spin \( \uparrow \) wave functions Stark shift to the right-hand side of the QW breaking the even-like condition and the oscillator strength is increased (see the inset in the Fig. 1(e)). The spin \( \downarrow \) ground state, independently of bias, stays zonalized in the right-hand side of the structure, see the Figs. 1(a) and (d). Therefore, the spin \( \downarrow \) oscillator strength is not directly affected by changes in the electric field.

This interesting behavior of the oscillator strength is highlighted in the absorption spectrum of the spin \( \uparrow \) component for \( F_s = 6 \text{ kV cm}^{-1} \) (dotted red curve in Fig. 1(e)). The transition between the spin \( \uparrow \) ground state and the \( E_5 \) state is quenched for such a bias. In this way, being the transition forbidden, even matching the energy separation between the spin \( \uparrow \) ground state and the \( E_5 \) state, we do not expect to generate spin \( \uparrow \) photocurrent for \( F_s = 6 \text{ kV cm}^{-1} \).

Finally, the photocurrent responses are shown in Figs. 2(a) and (b), for zero field, and 6 kV cm\(^{-1}\), respectively. In what follows, the photocurrent was evaluated in a purely coherent fashion, without considering ohmic effects. We achieved spin-polarized photocurrent with a peak around 110 meV for both spin polarizations, switched by the applied electric field. As expected, for zero field (Fig. 2(a)) we have predominance of the spin \( \uparrow \) photocurrent, whose polarization was obtained by maintaining the \( E_5^{\uparrow} \) bound and the \( E_5^{\downarrow} \) in the continuum. Increasing the field to \( F_s = 6 \text{ kV cm}^{-1} \), we have almost exclusively spin \( \downarrow \) current (Fig. 2(b)), thanks to decreasing of the spin \( \uparrow \) oscillator strength, which quenches the absorption probability between the spin \( \uparrow \) ground state and the \( E_5^{\uparrow} \) excited state, reducing drastically the spin \( \uparrow \) photocurrent.

As noted, for the specific structural design presented...
here, it were showed only the optimal electric field conditions which generate the bias-selective spin polarization, for instance, zero field and \( F_s = 6 \text{ kV cm}^{-1} \). The photocurrent behavior for other electric fields is summarized in the inset of the Fig 2(a), which shows the difference between the intensity of the photocurrent peaks for the spin ↑ and ↓ components as a function of the electric field. As shown in the inset, for zero electric field, we achieved the maximum spin ↑ polarization. Increasing the bias, the \( E_2 \) state is dragged through the continuum increasing the spin ↓ photocurrent. The spin ↑ oscillator strength is decreased with increasing the electric field (inset inf Fig. 1(e)), reducing the spin ↑ polarizations. Thus, up to \( F_s = 6 \text{ kV cm}^{-1} \), we have an intermediary scenario, presenting both spin polarizations. Moreover, for even higher bias, the remaining bound states can also be dragged to the continuum and contribute to the photocurrent. However this contribution occurs for different spectral domains.

In summary, we have shown a light-assisted generation and control of spin-polarized current in a DMS heterostructure. We proposed an asymmetric two-layered QW structure with a GaMnAs layer on the well. The oscillator strength of the transition between the spin-dependent ground states and the excited states. As observed, the proposed structure is sensitive to photons in the infrared (\( \sim 11 \mu \text{m} \)) region, offering the possibility of working as spin-sensitive infrared quantum well photodetectors. Notwithstanding, the method employed to control the spin-polarization of the photocurrent in GaMnAs materials can be also extended to other III-V family materials as the nitrates GaMnN, as well to the II-VI family materials as the ZnMnSe and CdMnTe, opening the possibility of different energy ranges of operation.
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