A Handwritten Chinese Character Recognition based on Convolutional Neural Network and Median Filtering
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Abstract: with the rapid growth of researches toward computer vision and pattern recognition, methods that based on convolutional neural network (CNN) have shown unique advantages on handwritten characters recognition, also provided impressive results. This paper proposes a model based on CNN to deal with matters of handwritten Chinese character recognition. Different with conventional recognition system, in this model, input images are preprocessed by median filtering to smooth and reduce noise. For testing the stability and performance of the model, two testes are managed respectively. In integral test, experimental results show that the accuracy rate of recognition approach to 90.91% after 5000 times training, mean square error is decreased to 0.0079 at last. Meanwhile, this system also has a good performance at real-time test.

1. Introduction
Handwritten Chinese character recognition is no only one of the research hotspots in pattern recognition, but also one of the most difficult research topics in the field of character recognition. It is being widely used at bank bill identification, mail sorting, office automation and etc. [1], provided a huge benefit to social and economic development. However, Chinese have been considered as one of the hardest languages to write at worldwide, due to its various typefaces and written forms. Therefore different individuals have different writing styles, this causes many difficulties while recognizing Chinese handwritten words. In the past few decades, researchers have proposed many traditional methods to improve the recognition performance of offline handwritten Chinese characters, but the recognition accuracy still lags far behind that of human beings [2].

Years ago, Deep learning and convolutional neural network were successfully applied in computer vision to solve complex problems of recognition, these methods also bring new inspiration and solutions to handwritten Chinese characters recognition (HCCR). In 2012, Ciresan D et al. [3] proposed a Multi-column deep neural networks for handwritten Chinese character classification to recognize 3755 classes of Chinese characters, gained 93.5% overall accuracy, said the accuracy of the model nearly approaches that of human recognizing the same characters. In 2015, Ming-Ke Zhou et al. [4] used both Discriminative quadratic feature learning and deep CNN on HCCR task, gained 94.44% and 94.47%
accuracy rate respectively, although these two results are extremely closed, the deep CNN method needs lesser preprocessing procedures on the input data than that of counterpart. Relative works have also done by HE Z, et al. [5] ZHANG X Y, et al. [6] and ZHONG Z, et al. [7] Recently, researches of CNN tend to focus more at optimizing the running speed and storage capacity [8], therefore many methods to optimize CNN model have come out, in order to improve these. Xiao et al. [9] proposed a 9-layer-CNN with an improved computational speed and a compact size that optimized by Global Supervised Low-rank Expansion (GSLRE) method and Adaptive Drop-weight (ADW) technique, this network has a 90% reduction of computational cost, but with only a 0.21% drop in accuracy.

Despite the advantage of CNN that it does not require strictly about input [10], noise of image (e.g., Gaussian, random, and salt pepper noises) influence the accuracy rate of recognition. Median filter is one of the well-known order-statistic filters to eliminate these noises [11], especially to reduce speckle noise and salt pepper noise. The main principle of a median filter is applying a median of the gray levels from a pixel neighborhood instead of average operation, to replace the gray level of each pixel [12].

In order to eliminate these potential effects as well as further improve the accuracy rate of handwritten Chinese characters recognition, this paper combines the advantages of both median filter and convolutional neural network. In this model, median filter acts as a preprocessor to reduce noise that may affect the accuracy of recognition, a 6 layers CNN was built to recognize and classify target images, the dataset used is from CASIA-HWDB1.1. This method enhances the efficiency of CNN with an increased accuracy rate and less time consumed.

2. Method

2.1. dataset
The features of handwritten Chinese in specific forms are selected as the discriminative features of the model. Since handwritten Chinese contains numerous writing forms that greatly different with each other, each form has distinctive features, accordingly a large number of data are required for training CNN. Here, CASIA-HWDB1.1 was used as the dataset for this model, CASIA-HWDB1.1 was published by Chinese Academy of Sciences, it contains 3755 classes of single Chinese word written by 300 more individuals. A total number of 20 characters are selected from this set with each of the characters contributing 100 images to train, 60 images for testing the accuracy in the final. Each of these images has unique features, as shown in Fig 1. These 20 characters are summarized below at Table 1.

![Fig.1. different features of same word in different writing forms](image-url)
2.2. Preprocessing
Here a preprocessing stage is needed before training the model, as to reduce noise that probably cause recognition accuracy to be lower, one more reason is the CNN required 28x28 input images. Hence, in the first state, we perform a median filtering method to these input image to mitigate effects. In image processing, a Two-dimensional median filtering method is based on a two-dimensional sliding window, it moves from left to right and from top to bottom on the pixel points of the image in turn. When each pixel is passed, the gray values in the window are sorted to generate monotonous gray sequence. The median value is chosen as the output for this pixel point [13]:

$$g(x,y) = med\{f(x - i, y - j); (i,j) \in S\}$$ (1)

Where, \(f(x, y)\) is the original image, \(g(x, y)\) is the image after the process, \(S\) is the two-domain pattern.

By applying median filtering method, input images are smoothed as shown below in fig.2, whereafter these images are downsized to 28x28 to fit the input size of CNN.

Fig.2. the median filtering of image: a. original image for “且”, b. filtered image for “且”, c. downsized image for “且”

2.3. Design of handwritten Chinese characters recognition
We implement the program in MATLAB, it consists of 3 main parts, the first part is mainly to read data, where all images are transferred to matrices, after that these images are randomly divided into two sets which are for training and testing respectively, i.e., 100 images for training and 60 images for test the accuracy. Finally, after all data are loaded, a 6-layers convolutional neural network is ready to construct.

Fig.3 shows the architecture of this handwritten Chinese character recognition system. In this system, there are two convolutional layers that involve six and twelve filters severally. In the first convolutional layer, matrices transferred from input are convoluted with different kernels according to different filters, each one matric output six feature maps. After subsampling in the first pooling layer, these feature maps are then preformed convolution with twelve kernels in the second convolutional layer, where outputs twelve feature maps to the second pooling layer. After second pooling, the network processes all images to 12 feature maps with 4x4 size each, whereafter, these maps are sent to full connected layer to determine the correct identification.
Fig. 3. Architecture of handwritten Chinese character recognition system based on CNN and median filtering.

Training and testing are proceeded after the network is constructed. By setting the epochs, which is according to the times that training set passing through the neural network for weights update, the network can be trained as needed. The weights of the neural network are randomly initialized to a small number, to mitigate the saturation of the model. The train algorithms and rules are generalized detailedly in the next part. When training is completed, images for testing are used to verify the recognition capability of the system, where output the main parameters such as accuracy rate and training mean square error.

2.4. Learning algorithm

When training the model, the error or cost function needs to be first calculated by present output of the network for every mini-batch. Gradient descent is then used to update the weights of the model. The algorithm sets to reduce the gradient of the error function with respect to the weights and biases by updating the parameters at a magnitude directly proportional to the current gradient. Compared to typical gradient descent, in mini-batch gradient descent, the update is done several times with smaller steps during one pass of the training set, where the updating terms are computed for every mini-batch [14]. The method has been proven to lead to faster convergence and mitigate over-shooting of the model. Details of the training algorithm is summarized in Algorithm 1 and the mini-batch size is set to 50 [15]. Mathematically, the updating rules can be summarized as:

\[ E_N = \frac{1}{2} \sum_{n=1}^{N} \sum_{k=1}^{C} (t^n_k - y^n_k)^2 \]  
\[ w_l = w_l - \eta \frac{\delta E(w,b)}{\delta w_l} \]  
\[ b_l = b_l - \eta \frac{\delta E(w,b)}{\delta b_l} \]

Where, \( E(w,b) \) is the cost function, \( w_l \) is the weight, \( b_l \) is the bias, and \( \eta \) is the learning rate.

3. Result and discussion

3.1. Testing

As mentioned above, dataset has been separated into two sets, one for training with the specific number of epochs, the else is used to test the performance of the model. After the training procedure, the matrices of the rest 1200 images (i.e., 60 images for 20 characters each) are loaded to the network to identify the characters shown in these images. For understanding the effect of epochs on recognition accuracy rate, 10 epochs of training is set as the baseline, to the end of 5000 epochs. By 10 epoch, it can be seen that the model fails to recognize the most of characters, with only 4.58% of 1200 samples have successfully been identified. Whereas the recognition accuracy rate shows a shift when the number of epochs increases to 100, with 46.92% of samples can be identified. The sharp increase has lasted to 200 times of epoch, to 80.75%. However, it becomes slow to grow, with 86.17% accuracy rate of 500 epochs,
87.08% of 1000 epochs, 89.01% of 2000 epochs, finally reached to 92.28% of 5000 epochs. As seen from Table 2, the model precedes to recognize better when the number of training epoch increase, showing an early sign of convergence at 100 epochs (Fig. 4). The curve graph of identification accuracy rate is shown in Fig. 5. Meanwhile, the mean square error decreases from 2.9718 of 10 epochs to 0.0083 at the end of 5000 epochs, yet the minimum occurs at nearly 2000 epochs with 0.0074, shown in Fig. 6.

Table 2. The prediction accuracy corresponding to different number of training epoch

| epoch | 10   | 100  | 300  | 500  | 1000 | 2000 | 5000 |
|-------|------|------|------|------|------|------|------|
| accuracy | 45.8% | 45.92% | 84.25% | 86.17% | 87.08% | 89.01% | 92.28% |

Fig. 4. The prediction results for different number of training epoch: a. 100, b. 5000 (if the red start matches the blue circle, that means the sample are identified properly)

Fig. 5. curve of accuracy rate with the increase of training epochs
Besides, the bar chart illustrated recognition accuracies for each single character is shown below at fig. 7, as seen here, the top specific accuracy is for character “丁”, with 96.67%. The lowest which is for character “丝” also shows a recognition accuracy over 80%.

3.2. Real-time recognition
To further test the performance of this model, a real-time recognition is arranged. This test is conducted based on a model that trained 5000 epochs, 5 characters have randomly been written in real-time to be used as the test samples, shown in Fig. 8. Result shows that 4 samples have been correctly identified, shown in fig. 9, although many of these words are written in complex background, except the image for character “丑”. The reason is that this character is composed of many small images which are also in different colors with each else, it may cause an enormous difficulty for the model only trained by uncomplex images of this character.
4. Conclusion
The proposed CNN and median filtering based handwritten Chinese recognition system can identify Chinese words with a good accuracy rate, proving its potential for future usage. Median filtering method has also enhanced the accuracy rate by 1.8%, compared with the 90.48% accuracy rate of a model without median filtering. However, there are few issues regarded the long training time and the small number of samples, the time cost for 5000 epochs is 10948 seconds. As a result, the future work will be focused on increasing the number of characters samples of this model, optimizing the architecture as well as algorithm of the network to reduce computational time, increase the computational efficiency with methods like incorporating hybridization into the architecture of the network to reduce the processing complexity.
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