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Abstract: We analyze the rate of convergence of the local statistics of Dyson Brownian motion to the GOE/GUE for short times $t = o(1)$ with deterministic initial data $V$. Our main result states that if the density of states of $V$ is bounded both above and away from 0 down to scales $\ell \ll t$ in a small interval of size $G = \sqrt{t}$ around an energy $E_0$, then the local statistics coincide with the GOE/GUE near the energy $E_0$ after time $t$. Our methods are partly based on the idea of coupling two Dyson Brownian motions from [6], the parabolic regularity result of [15], and the eigenvalue rigidity results of [21].

1 Introduction

Wigner ensembles consist of $N \times N$ real symmetric or complex Hermitian matrices $W$ whose entries are random variables that are independent up to the symmetry constraint $W = W^\ast$. Wigner’s global semicircle law [28] states that in the appropriate scaling the empirical distribution of the eigenvalues $(\lambda_i)$ converges to

$$\frac{1}{N} \sum_{i=1}^{N} \delta_{\lambda_i}(E) \to \rho_{sc}(E) := \frac{1}{2\pi} \frac{1}{\sqrt{4 - E^2}} \, (E \in \mathbb{R}) \quad (1.1)$$

in the weak sense as $N \to \infty$. The distribution $\rho_{sc}(E)$ is referred to as the semicircle law. Wigner obtained his global semicircle law by computing the moments $E^r \text{tr}(W^n)$ for each $n$.

We denote by $p_W(\lambda_1, ..., \lambda_N)$ the joint probability density of the unordered eigenvalues of $W$. If the entries of $W$ are independent real or complex Gaussian random variables with variance equal to $N^{-1}$ then the joint density is explicitly computable and is given by

$$p_G(\lambda_1, ..., \lambda_N) = \frac{1}{Z_G} \prod_{i < j} |\lambda_i - \lambda_j|^\beta e^{-\beta N \sum_1^N \lambda_i^2/4} \quad (1.2)$$

where $\beta$ is 1 or 2 for the real and complex cases, respectively. Above, $Z_G$ is a normalization constant which can be computed explicitly. These special cases are known as the Gaussian Orthogonal and Gaussian Unitary ensembles (GOE and GUE). The $n$-point correlation functions are defined by

$$p_W^{(n)}(\lambda_1, ..., \lambda_n) := \int_{\mathbb{R}^{N-n}} p_W(\lambda_1, ..., \lambda_N) d\lambda_1 ... d\lambda_N. \quad (1.3)$$

For the GOE and GUE, the $n$-point correlation functions have been computed explicitly by Dyson, Gaudin and Mehta (see, for example, [23]) using orthogonal polynomial techniques exploiting the Vandermonde determinant structure.

For the case $\beta = 2$, the work of Dyson, Gaudin and Mehta asserts that at every fixed energy $E \in (-2, 2)$ in the bulk of the spectrum,

$$\frac{1}{\rho_{sc}(E)} p_G(E + \frac{\alpha_1}{N \rho_{sc}(E)}), ..., E + \frac{\alpha_n}{N \rho_{sc}(E)} \to \det(K(\alpha_i - \alpha_j))_{i,j=1}^n \quad (1.4)$$
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where $K$ is the sine kernel

$$K(x - y) = \frac{\sin \pi (x - y)}{\pi (x - y)}. \quad (1.5)$$

The rescaling by a factor of $N^{-1}$ corresponds to the typical distance between consecutive eigenvalues, and we refer to laws under such a scaling as local statistics. There are similar but more complicated formulas for the GOE.

The Wigner-Dyson-Gaudin-Mehta conjecture, or the ‘bulk universality’ conjecture, states that the local eigenvalue statistics of Wigner matrices are universal in the sense that they depend only on the symmetry class of the random matrix ensemble (i.e., real symmetric or complex Hermitian) but are otherwise independent of the underlying law of the matrix entries. This conjecture has been established for all symmetry classes in the works [7, 8, 10, 12, 15, 19]. Parallel results were obtained independently in various cases in [26, 27].

We remark that when we refer to ‘bulk universality’ in this paper, we refer to the vague convergence of the correlation functions $p^{(n)}_W$ in the averaged energy sense of [7, 8, 10, 12, 15, 19]. Results at fixed energy for the real symmetric case were recently obtained in [6] but we will not address this type of convergence in this work.

In order to place the current work in context, we recall the three-step strategy of the proof of bulk universality of Wigner matrices.

1. Establish a local semicircle law controlling the density of eigenvalues down to the optimal scale.

2. Prove universality of Wigner matrices with a small Gaussian component by analyzing the convergence of Dyson Brownian motion to local equilibrium.

3. Prove universality of a general Wigner matrix by comparing its local statistics to an approximating Wigner ensemble with a small Gaussian component.

For an overview of this strategy and a survey of recent results we refer the reader to [16]. In this paper we are mainly interested in Step (2). The local ergodicity of Dyson Brownian motion (DBM) is the intrinsic mechanism behind the universality of local statistics.

In the present work we analyze the speed of convergence of Dyson Brownian motion for classical values of $\beta$ with deterministic initial data $V$. Our main result is that if the density of states of $V$ is bounded above and below at all scales down to $\ell \ll t$ in a window of size $G \gg \sqrt{t}$ around an energy $E_0$ then the local statistics of Dyson Brownian motion exhibit bulk universality at time $t$ near $E_0$. We allow for scales as small as $\ell = N^{-1}$, and $G$ can shrink as long as it satisfies $G \gg \sqrt{t}$.

A completely analytic approach to analyzing the time to convergence of Dyson Brownian motion was initiated in [12], and was further developed in [13, 17, 19]. In these works the optimal rate $t \sim N^{-1}$ was obtained when the initial data is a Wigner matrix. The key idea was to estimate the entropy flow of Dyson Brownian motion with respect to a global instantaneous equilibrium state constructed from the invariant semicircle law of the GOE/GUE.

For deterministic initial data, the study of the convergence of the local statistics of Dyson Brownian motion was initiated in [22]. Under some weak global conditions on the initial data, it was shown that the local statistics coincide with the GOE/GUE for times of order 1. In this case, the global statistics of Dyson Brownian motion are not close to the semicircle law and are in fact time dependent. Instead of comparing DBM to a global equilibrium state constructed from the GOE/GUE, an equilibrium state was constructed from a time dependent reference $\beta$-ensemble specifically chosen to match the global eigenvalue density of the DBM. The analysis of entropy flow with respect to time dependent local equilibrium states was initiated in the work [29]. This method allowed for the comparison of the local statistics of the DBM to that of a $\beta$-ensemble. Bulk universality for such $\beta$-ensembles was achieved in the series of works [3–5] and therefore the local statistics for DBM was also obtained. Recently, alternative approaches to the local statistics of $\beta$-ensembles have been presented in [25] and [1]. However, the key input in the proof of [22] was the universality of the local equilibrium measures which was only proved in [3–5].

As previously stated, we study the rate of convergence of DBM for short times with deterministic initial data satisfying only a local regularity condition. It is therefore not possible to compare the DBM
to a global equilibrium state as in the works \cite{12,13,17,19,22}. One may attempt to circumvent this and assume regularity globally. For the class of initial data we are interested in, the local density of the reference $\beta$-ensemble could have order 1 fluctuations on quite small scales and would therefore be quite rough. In order to complete the approach of \cite{22}, the results of \cite{3-5} would have to be extended to $\beta$-ensembles with order 1 fluctuations over small scales. While this approach may be possible, it is more appealing to approximate DBM locally.

We approximate DBM locally by constructing a rescaled and shifted GOE matrix $\tilde{H}$ whose eigenvalues match the DBM in a small window near $E_0$. We then apply two ideas from previous works. The first is an idea of \cite{6}: we couple the evolution of the eigenvalues of the two ensembles under the Dyson Brownian motion, so that their differences satisfy a system of difference equations which may be interpreted as a random walk in a random environment. The second idea is the parabolic regularity result for such systems of difference equations of \cite{15}. In order to use the approach outlined here, two main ingredients are needed. These are a rigidity result for DBM with deterministic initial data after a short time (i.e., the analogue of Step (1) above) and a level repulsion estimate. One of our key observations is that the regularity of the initial data down to scales $\ell$ guarantees that both rigidity and level repulsion occur after time $t \gg \ell$.

For times of order 1, rigidity was established in the paper \cite{21} and later refined in \cite{22}. The adaptation to short times is a minor modification of the proofs there, and we will only state which changes are necessary in lieu of a complete proof.

Previously, level repulsion estimates for Wigner ensembles whose entries have a smooth distribution were obtained in \cite{11}. Weaker level repulsion estimates but with no smoothness condition were obtained in \cite{24,27}. The proof of \cite{11} was modified in \cite{6} to include the case when the Wigner ensemble is not smooth but instead is the sum of a (possibly non-smooth) Wigner matrix and an independent Gaussian part. However, these estimates degenerate as the Gaussian component becomes small, and would therefore only be useful for our purposes if we were interested in times of the order $t = N^{-\varepsilon}$. We establish new level repulsion estimates which show that as long as $t \gg \ell$ then one already has (essentially) as much level repulsion as one would have for times of order 1.

Putting these ingredients together, we will prove that at a short time after the coupling is initiated, the eigenvalue gaps of the two ensembles coincide down to a scale $N^{-1-\varepsilon}$ with high probability. This proves the fixed label gap universality for DBM and also the bulk universality of the $n$-point correlation functions in the aforementioned locally averaged sense.

As an application of our work we prove bulk universality for deformed Wigner ensembles with a small Wigner component. The case of a large Wigner component was proved in \cite{22}. Another application of our result is the bulk universality of sparse Erdős-Rényi graphs. In a forthcoming paper with J. Huang \cite{20} we prove that Erdős-Rényi graphs where the probability $p$ of each edge occurring is as small as $p \geq N^\varepsilon/N$ exhibit bulk universality. The previous result obtained in \cite{7,9} allowed for $p$ only as small as $p \geq N^{2/3+\varepsilon}/N$.

We outline the rest of the paper. In Section 2 we define our model and state our main results on bulk and gap universality. In Section 3 we state the local law for deformed Wigner ensembles and state the rigidity estimates for the eigenvalues. We also state our level repulsion estimates. Section 4 contains the main novelty of this paper, our analysis of the Dyson Brownian motion with initial data $V$. In Section 5 prove our level repulsion estimates. In Section 6 we give the proofs of our main results. In Section 7 we state and prove some deterministic facts required for the proof of the local law, and then give a proof of the local law. We also derive the rigidity estimates from the local law.

After completing this manuscript we learned that similar results were obtained independently in \cite{14}.
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2 Main results

Before defining our model and stating our results, we remark that we will only state and prove our results in the real symmetric, i.e., $\beta = 1$ case. The adaptation to the complex Hermitian case, i.e.,
\( \beta = 2 \), requires only notational changes.

### 2.1 Definition of model

In this section we introduce the model under consideration.

**Definition 2.1.** Let \( \ell = \ell_N \) and \( G = G_N \) be two \( N \)-dependent parameters satisfying

\[
\frac{1}{N} \leq \ell \leq N^{-\varepsilon_1}, \quad \varepsilon_1 \ell \leq G^2 \leq N^{-\varepsilon_1}
\]

for some \( \varepsilon_1 > 0 \). A deterministic diagonal matrix \( V = \text{diag}(V_1, \ldots, V_N) \) is called \((\ell, G)\)-regular at \( E_0 \) if there are constants \( c_V > 0, C_V > 0 \) so that the following holds. On the interval

\[
\mathcal{I}_{E_0, G} := (E_0 - G, E_0 + G)
\]

we have

\[
c_V \leq \text{Im} \ m_V(E + i\eta) \leq C_V
\]

uniformly for \( E \in \mathcal{I}_{E_0, G} \) and \( \ell \leq \eta \leq 10 \), where

\[
m_V(z) := \frac{1}{N} \sum_{i=1}^{N} \frac{1}{V_i - z}
\]

is the Stieltjes transform of \( V \). Moreover, we assume that there are fixed numbers \( A_V \in \mathbb{R} \) and \( B_V > 0 \) s.t. \( A_V \leq V_i \leq N^{B_V} \) for every \( i \).

We will use the notation

\[
\mathcal{I}_{E, G} := (E - G, E + G).
\]

**Definition 2.2.** The Gaussian Orthogonal Ensemble (GOE) consists of symmetric matrices \( W \) whose entries are independent Gaussians (up to the constraint \( w_{ij} = w_{ji} \)) with variance

\[
\mathbb{E}[w_{ij}^2] = \frac{1 + \delta_{ij}}{N}.
\]

**Definition 2.3.** The deformed GOE consists of symmetric matrices

\[
H_T := V + \sqrt{T} W
\]

where \( V \) is a deterministic diagonal matrix and \( W \) is a GOE matrix and \( T \geq 0 \) is a real parameter.

**Remark.** Up to a trivial constant rescaling which goes to 1 in the \( N \to \infty \) limit, the solution of DBM with initial data \( V \) is equal to \( H_T \) at time \( t \) in law with \( T = t \), for \( t = o(1) \).

### 2.2 Semicircle and deformed semicircle laws

In order to state our results on the local eigenvalue statistics we must introduce the macroscopic eigenvalue densities of the GOE and deformed GOE. The macroscopic eigenvalue density of the GOE is given by the semicircle law:

\[
\rho_{sc}(E) := 1_{\{|E| \leq 2\}} \frac{\sqrt{4 - E^2}}{2\pi}.
\]

While the macroscopic eigenvalue density of Wigner (and generalized Wigner) matrices also follows the semicircle law, the deformed GOE follows a deformation of \( \rho_{sc} \), the so-called free convolution of the semicircle law and the empirical measure of \( V \). We define it through its Stieltjes transform. We let \( m_{k,T}^{(N)} \) be the solution to

\[
m_{k,T,T}^{(N)}(z) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{V_i - z - T m_{k,T}^{(N)}(z)}.
\]
Above, $V_i$ denote the entries of $V$. The properties of the above equation are well-studied. It is known that there is a unique solution to the above equation and that $m_{lc,T}^{(N)}$ is the Stieltjes transform of a measure which has a density $\rho_{lc,T}^{(N)}$. This density is compactly supported and analytic on the interior of its support. We refer the reader to, for example, [2] for details. We emphasize that $m_{lc,T}^{(N)}$ and $\rho_{lc,T}^{(N)}$ and their qualitative properties depend on $N$. For example, the density $\rho_{lc,T}^{(N)}$ can become quite rough as $N \to \infty$. For notational convenience we suppress the superscript and denote

$$m_{lc,T}(z) := m_{lc,T}^{(N)}(z), \quad \rho_{lc,T}(E) := \rho_{lc,T}^{(N)}(E). \quad (2.10)$$

When we wish to emphasize the $N$-dependence we will use $m_{lc,T}^{(N)}$ and $\rho_{lc,T}^{(N)}$ instead.

To state our result on gap universality we define the classical eigenvalue locations of the deformed law depend on $N$ but we again suppress this in our notation.

### 2.3 Bulk and gap universality

For a deformed GOE matrix $H = V + \sqrt{T}W$ we denote the $n$-point correlation function by $\rho_T^{(n)}$. It is defined by

$$\rho_T^{(n)}(\lambda_1, \ldots, \lambda_n) = \int_{\mathbb{R}^{n-n}} \rho_T^{(N)}(\lambda_1, \ldots, \lambda_N) d\lambda_{n+1} \ldots d\lambda_N \quad (2.12)$$

where $\rho_T^{(N)}$ is the joint density of the unordered eigenvalues of $H_T$. The $n$-point correlation functions of the GOE are denoted by $\rho_{GOE}^{(n)}$ and are defined similarly. For the joint eigenvalue density of the GOE we have the explicit expression

$$\rho_{GOE}^{(N)}(\lambda_1, \ldots, \lambda_N) = \frac{1}{Z_{GOE}^{(N)}} \prod_{i<j} |\lambda_i - \lambda_j| e^{-N \sum_{i=1}^{N} \lambda^2_i/4} \quad (2.13)$$

where $Z_{GOE}^{(N)}$ is a normalization constant. Our main result on bulk universality is the following.

**Theorem 2.4.** Let

$$H_T = V + \sqrt{T}W \quad (2.14)$$

be a deformed GOE matrix. Suppose that $V$ is $(\ell, G)$-regular at $E$ and that $N^{-\varepsilon} G^2 \geq T \geq N^\varepsilon \ell$ for some $\varepsilon > 0$. Let $O \in C_0^\infty(\mathbb{R}^n)$ be a test function. Fix a parameter $b = N^c / N$ for any $c > 0$ satisfying $c < \varepsilon/2$. We have,

$$\lim_{N \to \infty} \int_{E-b}^{E+b} \int_{\mathbb{R}^n} O(\alpha_1, \ldots, \alpha_n) \left( \frac{1}{(\rho_{lc,T}^{(N)}(E))^{n}} \rho_T^{(n)} \left( E' + \frac{\alpha_1}{N \rho_{lc,T}^{(N)}(E)}, \ldots, E' + \frac{\alpha_n}{N \rho_{lc,T}^{(N)}(E)} \right) \right) d\alpha_1 \ldots d\alpha_n \frac{dE'}{2b} = 0 \quad (2.15)$$

for any $E'' \in (-2, 2)$.

**Remark.** The upper bound on the size of the averaging window can be removed as long as it is contained in $I_{E,G/2}$ and one replaces $\rho_{lc,T}(E)$ by $\rho_{lc,T}(E')$. This is due to the fact that the macroscopic density $\rho_{lc,T}$ varies on the scale $T^{-1}$; see Lemma 3.2 below.

**Remark.** The scaling factor $\rho_{lc,T}^{(N)}(E)$ satisfies $c \leq \rho_{lc,T}^{(N)}(E) \leq C$ for all large $N$; see Lemma 3.2.

For the gap universality we have the following.
Theorem 2.5. Let
\[ H_T = V + \sqrt{T}W \]  
be a deformed GOE matrix. Suppose that \( V \) is \((\ell, G)\)-regular at \( E \) and that \( G^2 N^{-\varepsilon} \geq T \geq N^\varepsilon \ell \) for some \( \varepsilon > 0 \). There is a \( c_\varepsilon > 0 \) such that the following holds. Let \( O \in C^\infty_0(\mathbb{R}^n) \) be a test function. Let \( i \) be an index so that the \( i \)th classical eigenvalue of \( H_T \) (defined in (2.11)) lies in \( I_{E, G}\). Let \( i_1, \ldots, i_n \in \mathbb{N} \) with \( i_k \leq N^{c_\varepsilon} \) for each \( k \). Then for \( N \) large enough we have
\[
\left| \mathbb{E}^{(H_T)} \left[ O \left( N\rho^{(N)}_{\ell, T}(\gamma_{T,i})(\lambda_i - \lambda_{i+i},)\ldots,N\rho^{(N)}_{\ell, T}(\gamma_{T,i})(\lambda_i - \lambda_{i+i}) \right) \right] - \mathbb{E}^{\text{GOE}} \left[ O \left( N\rho_{\text{sc}}(\mu_i)(\lambda_i - \lambda_{i+i}),\ldots,N\rho_{\text{sc}}(\mu_i)(\lambda_i - \lambda_{i+i}) \right) \right] \right| \leq N^{-c_\varepsilon}. \tag{2.17}
\]

2.4 Bulk universality for deformed Wigner ensembles

In this section we summarize how Theorem 2.4 can be used to prove bulk universality for deformed Wigner ensembles with a small Wigner component. Deformed Wigner ensembles are of the form
\[ U_T := V + \sqrt{T}W' \]  
where \( V \) is a deterministic diagonal matrix and \( W' \) is a Wigner matrix. In [22], bulk universality was proven for such ensembles for \( T = 1 \) by following the three step strategy outlined in Section 1. Using our result one can use the three step strategy to show that if the density of states of \( V \) is bounded above and away from 0 down to scales \( \ell \ll T \) in a window of size \( G \approx T \) around \( E_0 \), then \( U_T \) exhibits bulk universality in the averaged \( n \)-point correlation sense at the energy \( E_0 \). As previously stated, we have shown how to adapt the proof of Step (1) in [21, 22] to short times in this paper. The adaptation of Step (3) to deformed ensembles was also achieved in [22], and the adaptation to small times is straightforward. We omit it in this paper. This completes the proof of bulk universality for such ensembles.

The above proof can clearly be extended to the case when \( V \) in (2.18) is random and independent of \( W' \), as long as the regularity properties are uniformly satisfied with high probability and the empirical Stieltjes transforms of \( V \) are close to some deterministic Stieltjes transform. This is a further simple modification of the arguments of [22] and we omit the details.

3 Local deformed semicircle law, rigidity and level repulsion

3.1 Conventions and notations

In this subsection we introduce some notation and conventions which will be used throughout the paper. We introduce two parameters \( \xi = \xi_N \) and \( \varphi = \varphi_N \). We let
\[ a_0 < \xi \leq A_0 \log \log N, \quad \varphi = (\log(N))^{C_1} \tag{3.1} \]
for some constants \( a_0 > 2, A_0 \geq 10 \) and \( C_1 > 1 \).

**Definition 3.1.** We say that an event \( \Omega \) has \((\xi, \nu)\)-high probability, if
\[
\mathbb{P}[\Omega^\xi] \leq e^{-\nu(\log(N))\xi}, \quad \nu > 0 \tag{3.2}
\]
for all large \( N \). We say that an event \( \Omega_1 \) holds with \((\xi, \nu)\)-high probability on an event \( \Omega_2 \) if
\[
\mathbb{P}[\Omega_1^\xi \cap \Omega_2] \leq e^{-\nu(\log(N))\xi}. \tag{3.3}
\]
3.2 Deformed semicircle law

For reasons that will be clear in Section 4 we modify the definition of $H_T$ slightly and introduce

$$H_t := e^{-t/2}V + (1 - e^{-t})^{1/2} W.$$  \hspace{1cm} (3.4)

The solution of DBM with initial data $V$ is equal to $H_t$ in law for each $t$. Up to a trivial rescaling $H_t$ corresponds to the deformed model $H_T$ with $T = t$, for times $t = o(1)$. Note that the assumptions (2.3) on $V$ are essentially invariant under rescaling $V \to e^{-t/2}V$ for $t = o(1)$.

The deformed semicircle law satisfies the equation

$$m^{(N)}_{fc,t}(z) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{e^{-t/2} V_i - z - (1 - e^{-t}) m^{(N)}_{fc,t}(z)}.$$  \hspace{1cm} (3.5)

As above, $m^{(N)}_{fc,t}$ is the Stieltjes transform of a measure that has a density $\rho^{(N)}_{fc,t}$ that is compactly supported and analytic on the interior of its support. For notational convenience we will suppress the superscript and use the notation

$$m_{fc,t}(z) := m^{(N)}_{fc,t}(z), \quad \rho_{fc,t}(E) := \rho^{(N)}_{fc,t}(E).$$  \hspace{1cm} (3.6)

When we wish to emphasize the $N$-dependence we will use $m^{(N)}_{fc,t}$ and $\rho^{(N)}_{fc,t}$ instead.

We now collect some properties of the density $\rho_{fc,t}$ and $m_{fc,t}$. We will assume that $V$ is $(\ell, G)$-regular at $E_0$. For $\omega > 0$ satisfying

$$\omega < \varepsilon_1/10$$  \hspace{1cm} (3.7)

where $\varepsilon_1$ is the constant appearing in (2.1) we define the time domain

$$T_\omega = \{ t : \ell N^\omega \leq t \leq N^{-\omega} G^2 \}.$$  \hspace{1cm} (3.8)

We defer the proof of the following lemma to Lemma 7.1 in Section 7.

**Lemma 3.2.** Fix $\omega > 0$ and $1 > q > 0$. There are constants $c, C$ depending only the constants in (2.3) such that

$$c \leq \rho_{fc,t}(E) \leq C, \quad |\rho'_{fc,t}(E)| \leq \frac{C}{t}$$  \hspace{1cm} (3.9)

for all $E \in I_{E_0,qG}, t \in T_\omega$, and $N$ large enough (where large enough depends on $\omega, q$ and the constants in (2.3)).

3.3 Local law and rigidity

Let $A_V$ be the number from Definition 2.1 s.t. $V_i \geq A_V$ for every $i$. Define the intervals $I_{V,1} := (A_V, \infty)$ and $I_{V,2} := (A_V - 10, E_0 + 10)$. For any $L \geq 12\xi$ and $0 < q < 1$ we define the spectral domain

$$D_{L,q} := D_1 \cup D_2$$  \hspace{1cm} (3.10)

where

$$D_1 := \{ z = E + i \eta : E \in I_{E_0,qG}, \varphi^L \leq N\eta \leq 10N \}$$

$$D_2 := \{ z = E + i \eta : E \in I_{V,2}, \epsilon^* \leq \text{dist}(z, I_{V,1}) \leq 10, \varphi^L \leq N\eta \leq 10N \}$$  \hspace{1cm} (3.11)

where $\epsilon^* > 0$ is a small constant which we take satisfying $\epsilon^* < 1/10$. The domain $D_1$ is where we prove the local deformed law down to the optimal scale $\eta \geq N^{-1}$, using our assumptions on $V$. On the domain $D_2$ we are only concerned with the behaviour of $m_N$ for $z$ a distance order 1 from the spectrum of $H_T$. Note that the bottom of the spectrum of $H_T$ will be at least $A_V - 1$ with high probability.

We define the empirical Stieltjes transform of $H_t$ as

$$m_{N,t}(z) = \frac{1}{N} \text{tr} \left( \frac{1}{H_t - z} \right).$$  \hspace{1cm} (3.12)
**Theorem 3.3.** Let $H_t$ be as in (3.4) where $V$ is $\ell$-regular on $\mathbb{I}$. Let

$$\xi = \frac{A_0 + o(1)}{2} \log \log N.$$  \hspace{1cm} (3.13)

Fix $0 < q < 1$. There are constants $\nu > 0$ and $c_1$ depending on $\mathcal{I}_V$, the constants appearing in (2.3), $A_0$ and $C_1$ in (3.2) and the choice of $q$, so that the following holds with $L \geq 40\xi$. For any $z \in \mathcal{D}_{L,q}$ and $t \in T_\omega$

$$|m_{N,t}(z) - m_{\ell,t}^{(N)}(z)| \leq (\varphi)^{c_1\xi} \frac{1}{N^\eta}$$  \hspace{1cm} (3.14)

with $(\xi, \nu)$-high probability for $N$ large enough (here, large enough depends on the choice of $\nu$, $\omega$ and $q$).

The proof follows closely that of the same result in [21, 22]. We summarize the changes in Section 7.

From this local law we derive the following result on the rigidity of the eigenvalues of $H_t$. We define the classical eigenvalue location $\gamma_{i,t}$ by

$$i = \frac{1}{N} \int_{-\infty}^{t_{i,t}} \rho_{\ell,t}(u) du.$$  \hspace{1cm} (3.15)

For a fixed constant $q > 0$ satisfying

$$0 < q < 1$$  \hspace{1cm} (3.16)

and a time $t$ we define the bulk index set by

$$\mathcal{A}_{q,t} := \{ i : \gamma_{i,t} \in \mathcal{I}_{E_0,qG} \}.$$  \hspace{1cm} (3.17)

We abbreviate

$$\lambda_{i,t} := \lambda_i(H_t)$$  \hspace{1cm} (3.18)

where $\lambda_i(A)$ denotes the $i$th largest eigenvalue of a matrix $A$. The following lemma shows that the definition of $\mathcal{A}_{q,t}$ is essentially independent of the chosen time $t$.

**Lemma 3.4.** Let $0 < q_1 < q_2 < 1$ and $\omega > 0$. Then for $N$ large enough, we have for all $s, t \in T_\omega$,

$$\mathcal{A}_{q_1,s} \subseteq \mathcal{A}_{q_2,t}.\hspace{1cm} (3.19)$$

We defer the proof to Section 7.

**Theorem 3.5.** Fix $1 > q > 0$. There are constants $\nu > 0$ and $c_2 > 0$ depending on $\mathcal{I}_V, A_0, a_0$, $C_1$ and the choice of $q$ such that the following holds. For $i \in \mathcal{A}_{q,t}$ we have

$$|\lambda_{i,t} - \gamma_{i,t}| \leq (\varphi)^{c_2\xi} \frac{1}{N}$$  \hspace{1cm} (3.20)

with $(\xi, \nu)$-high probability for all $t \in T_\omega$.

Deducing Theorem 3.5 from Theorem 3.3 is a minor modification of the usual approach given in, for example, [8], and so we will not provide all of the details. This is sketched in Section 7.3.

### 3.4 Level repulsion estimates

The following level repulsion estimates will be an important tool for our proof. The proof is given in Section 5.

**Theorem 3.6.** Let $\delta > 0$ and $r > 0$ and let $\lambda_{i,t}$ denote the eigenvalues of the deformed GOE matrix $H_t$ with $V (\ell, G)$-regular at $E_0$. Fix $\omega > 0$ and $1 > q > 0$. For $t \in T_\omega$ and $i \in \mathcal{A}_{q,t}$ we have:

$$\mathbb{P}[|\lambda_{i,t} - \lambda_{i+1,t}| \leq \varepsilon/N] \leq N^\delta \varepsilon^{-2-r}$$  \hspace{1cm} (3.21)
4 Optimal speed of convergence of Dyson Brownian motion

4.1 The approximating GOE ensemble and statement of result

In this section we implement our main strategy in proving gap universality with a fixed label by approximating \( H_t \) by a GOE matrix around a fixed eigenvalue. Let \( \hat{W} \) be a GOE matrix. We denote the semicircle law by

\[
\rho_{sc}(x) := 1_{\{|x| \leq 2\}} \frac{\sqrt{4 - x^2}}{2\pi} \tag{4.1}
\]

and the semicircle law for \( a \hat{W} + b \) by

\[
\rho^{(a,b)}_{sc}(x) := 1_{\{|x-b| \leq 2a\}} \frac{\sqrt{4a^2 - (x-b)^2}}{2a^2\pi} \tag{4.2}
\]

The classical eigenvalues \( \mu_k^{(a,b)} \) are defined by

\[
\frac{k}{N} = \int_{-2a+b}^{\rho^{(a,b)}_{sc}(u)du} \tag{4.3}
\]

and we abbreviate \( \mu_k = \mu_k^{(1,0)} \). The following lemma shows that at a fixed time we can locally approximate the classical eigenvalues of \( H_t \) by those of a GOE matrix. We omit the proof as it is elementary. The only ingredients are the bounds of Lemma 3.2.

**Lemma 4.1.** Let \( k_0 \in A_{\alpha,t} \) be a bulk index, and \( t \in T_\omega \). Fix \( \alpha > 0 \) and let \( j_0 \) satisfy \( \alpha N \leq j_0 \leq (1-\alpha)N \). Let \( a \) and \( b \) be

\[
a = \frac{\rho_{sc}(\mu_{j_0})}{\rho_{sc}(\gamma_{k_0,t})}, \quad b = \gamma_{k_0,t} - a\mu_{j_0}. \tag{4.4}
\]

Then there is a constant \( C \) depending only on \( \alpha \) and the constants in (2.3) so that

\[
|\mu_{j+j_0}^{(a,b)} - \gamma_{j+k_0,t}| \leq \frac{C}{N}, \quad \text{for } |j| \leq \sqrt{Nt} \tag{4.5}
\]

In the following we will implement a coupling argument to match the eigenvalue gaps of \( H_t \) by those of a GOE matrix down to a scale \( N^{-1-\varepsilon} \). We define \( \hat{\lambda}_i \) as the solutions to the SDEs

\[
d\hat{\lambda}_i(t) = \sqrt{\frac{2}{N}} dB_i + \left( \frac{1}{N} \sum_{k \neq i} \frac{1}{\lambda_i(t) - \lambda_k(t)} - \frac{1}{2} \hat{\lambda}_i(t) \right) dt \tag{4.6}
\]

with initial data

\[
\hat{\lambda}_i(0) = \lambda_i(V) \tag{4.7}
\]

the ordered eigenvalues of \( V \). For each fixed time \( t \) the vector \( \hat{\lambda} \) is distributed as \( \lambda(H_t) \). Fixing a time \( t_0 > 0 \) we define \( \hat{\mu}_i(t) \) for \( t \geq t_0 \) as the solution to the SDE

\[
d\hat{\mu}_i(t) = \sqrt{\frac{2}{N}} dB_{i+k_0-j_0} + \left( \frac{1}{N} \sum_{k \neq i} \frac{1}{\mu_i(t) - \mu_k(t)} - \frac{1}{2} \hat{\mu}_i(t) \right) dt \tag{4.8}
\]

with initial data \( \hat{\mu}_i(t_0) = \lambda_i(a\hat{W} + b) \) with \( \hat{W} \) a GOE matrix and constants \( a \) and \( b \) which will be chosen according to Lemma 4.1. The Brownian motions appearing above are the same as in equation (4.6). This idea of coupling two DBMs originated in [6] and is crucial to our work.

For fixed times \( t \) the vector \( \hat{\mu} \) is distributed as the eigenvalues of \( a_t \hat{W} + b_t \) with deterministic constants \( a_t \) and \( b_t \) which are easily computed and satisfy \( c \leq a_t \leq C \) and \( |b_t| \leq C \).

The goal of the remainder of the section is the proof of the following theorem on the differences of the gaps \( (\hat{\lambda}_i - \hat{\lambda}_j)(t) - (\hat{\mu}_{i+j_0-k_0} - \hat{\mu}_{j+j_0-k_0})(t) \) for a time \( t = t_0 + N^\varepsilon - 1 \).
Theorem 4.2. There exists universal constants \( a > 0 \) and \( c_1 > 0 \) such that the following holds. Let \( V \) be \((\ell, G)\)-regular at \( E_0 \). Let \( \tilde{\lambda}(t) \) be the solution to the SDE (4.6) with initial data \( V \) as described above. Fix \( \omega > 0 \), \( 1 > q > 0 \) and let \( t_0 = N^{\tau_0}/N \in \mathcal{T}_\omega \). Fix a bulk index \( k_0 \in \mathcal{A}_{q,t_0} \), \( \alpha > 0 \) and choose \( a, b, j_0 \) as in Lemma 4.1 for \( t = t_0 \), and let \( W \) be a GOE matrix independent of \( H_{t_0} \). Let \( \tilde{\mu} \) be the solution of (4.8) with initial data \( aW + b \) at time \( t_0 \) as described above.

Let \( 0 < \omega' \leq \tau_0 \). Then, there is an event \( \mathcal{F} \) with probability \( \mathbb{P}[\mathcal{F}] \geq 1 - N^{-c\omega'} \) on which the following holds.

\[
|\tilde{\lambda}_{j+k_0}(t_0 + t) - \tilde{\lambda}_{j+k_0}(t_0 + t) - (\tilde{\mu}_{j+j_0}(t_0 + t) - \tilde{\mu}_{j+j_0}(t_0 + t))| \leq \frac{1}{N^{\omega' + 1}},
\]

for \( |j| + |j'| \leq N^{\omega'/4000} \), and \( t \in \left[ \frac{N^{\omega'/10} - N^{\omega'/30}}{N}, \frac{N^{\omega'/10}}{N} \right] \) (4.9)

Over the next few subsections we will establish the estimates we will need to prove Theorem 4.2. In the last subsection we will provide the proof. The strategy is roughly as follows. Due to the fact that we have coupled the DBM of both ensembles, their differences satisfy a system of difference equations. The Hölder regularity result for such parabolic systems of [15] states that such solutions (neglecting edge effects) \( v \) satisfy an estimate of the form \( |v_i(t) - v_{i+1}(t)| \leq N^{-\varepsilon}||v(0)||_{X_\ell} \) after a short time \( t \). If we knew that the classical eigenvalue locations of our two ensembles matched throughout the spectrum then by the optimal rigidity results we would have \( ||v(0)||_{X_\ell} \leq N^{1+\varepsilon/2} \) with overwhelming probability, and we would deduce that the gaps of the two ensembles coincide. However, as we only have the matching for roughly \( N^\varepsilon \) eigenvalues we will have to cut off the non-matching eigenvalues. While this cut-off disrupts the location of the eigenvalues, the gaps remain unchanged down to a scale \( N^{-1-\varepsilon} \). However, due to the cut-off, the differences of the two eigenvalues will only be an approximate solution to the system of difference equations that we have the parabolic regularity result for. The error term will be controlled by the finite speed of propagation estimates obtained in [15], and we will see that the parabolic regularity result in fact applies to our approximate solution as well. We therefore obtain the desired statement about the gaps.

4.2 Rescaling, time shift and regularization

It is natural to rescale the problem and work in the microscopic scaling. We remark that we only work in microscopic coordinates for the proof of Theorem 4.2. In all other sections of this paper we state and prove our results in the macroscopic scaling in which the typical distance between consecutive eigenvalues is \( O(1/N) \). For this proof we also introduce a time shift and a relabeling which sets \( t_0 = k_0 = j_0 = 0 \). To be more precise, we define the variables

\[
x_j(t) = N\tilde{\lambda}_{k_0+j}(t_0 + N^{-1}t), \quad y_j(t) = N\tilde{\mu}_{j_0+j}(t_0 + N^{-1}t).
\]

They satisfy the stochastic differential equations

\[
dx_k(t) = \sqrt{2d}B_k + \sum_{j \neq k} \frac{1}{x_k(t) - x_j(t)}dt - \frac{1}{2N}x_k(t)dt
\]

\[
dy_k(t) = \sqrt{2d}B_k + \sum_{j \neq k} \frac{1}{y_k(t) - y_j(t)}dt - \frac{1}{2N}y_k(t)dt
\]

where \( B_k \) are independent Brownian motions. Note that the \( B_k \) for the \( x_k \)'s and \( y_k \)'s are the same.

We first show the existence of a set \( \mathcal{G}_\delta \) of good paths on which rigidity holds for the eigenvalues \( x_k \) and \( y_k \).

Lemma 4.3. For any \( \delta > 0 \) there is an event \( \mathcal{G}_\delta \) with \( \mathbb{P}[\mathcal{G}_\delta] \geq 1 - N^{-100} \) for all large \( N \) such that the following holds.

\[
c|i - j| \leq |x_i(t) - x_j(t)| \leq C|i - j|, \quad |i - j| \geq N^{\delta}, |i| + |j| \leq GN^{1-\omega/20}, 0 \leq t \leq G^2N^{1-\omega/2}
\]

\[
|x_i(t) - x_j(t)| \leq CN^{\delta}|i - j|, \quad |i| + |j| \leq GN^{1-\omega/20}, 0 \leq t \leq G^2N^{1-\omega/2},
\]

and the same estimates with the \( x_j \)'s replaced by \( y_j \)'s. The constants \( c, C \) depend only on the constants appearing in (2.3).
Proof. The result for the $x_j$’s for fixed times $t$ on a set of high probability follows from the rigidity estimates of Theorem 3.5. The extension to all times is a minor stochastic continuity argument almost identical to the proof of Lemma 9.3 in [15], with the input of the level repulsion bounds of Theorem 3.6. The result for the $y_j$’s is similar.

We will also need to regularize the dynamics. We define the regularized eigenvalues as the solution to the equations
\[
\text{(4.15)} \quad d\hat{x}_k = \sqrt{2}dB_k + \sum_{j \neq k} \frac{1}{x_k(t) - x_j(t) + \varepsilon_{kj}} dt - \frac{1}{2N} \hat{x}_k(t) dt, \quad \hat{x}_k(0) = x_k(0)
\]
with $\varepsilon_{kj} = \varepsilon$ for $k > j$ and $\varepsilon_{kj} = -\varepsilon$ for $k < j$. Here $\varepsilon = N^{-500}$. We make the same definition for the $y_j$’s and introduce the regularized $\tilde{y}_j$’s.

The following lemma is based on [6]. The main inputs are the level repulsion estimates stated in Theorem 3.6.

Lemma 4.4. Choose $\varepsilon$ as
\[
\varepsilon = N^{-500}
\]
Then there is an event $\mathcal{F}_1$ with probability $\mathbb{P}[\mathcal{F}_1] \geq 1 - N^{-100}$ on which
\[
|\hat{x}_k(t) - x_k(t)| \leq N^{-20}
\]
for every $k$ with $k + k_0 \in \mathcal{A}_{q,t_0}$ and all $0 \leq t \leq G^2 N^{1-\omega/2}$.

Proof. The rescaled difference $q_i(t) := e^{t/(2N)} (x_i(t) - \hat{x}_i(t))$ satisfies the equation
\[
\text{(4.18)} \quad dq_i = \Omega_i(t) dt, \quad \Omega_i(t) = e^{t/(2N)} \sum_{j \neq i} \left( \frac{\varepsilon_{ij}}{(x_i(t) - x_j(t))(x_i(t) - x_j(t) + \varepsilon_{ij})} \right).
\]
We bound
\[
\mathbb{E} \sup_{0 \leq t \leq G^2 N^{1-\omega/2}} \left| \int_0^t \Omega_i(s) ds \right| \leq N^2 \sup_{0 \leq t \leq G^2 N^{1-\omega/2}} \sup_{j \in \{i-1,i\}} \left( \mathbb{E} \frac{1}{|x_i - x_j|^{3/2}} \left( \mathbb{E} \frac{\varepsilon^3}{|x_i - x_j + \varepsilon_{ij}|^3} \right)^{1/3} \right).
\]
By (3.21), as we have restricted our attention to $i + k_0 \in \mathcal{A}_{q,t}$, we have
\[
\text{(4.20)} \quad \left( \mathbb{E} \frac{1}{|x_i - x_{i+1}|^{3/2}} \right)^{2/3} \leq N
\]
and for any $r > 0$
\[
\text{(4.21)} \quad \left( \mathbb{E} \frac{\varepsilon^3}{|x_{i+1} - x_i + \varepsilon|^3} \right)^{1/3} \leq \left( \mathbb{E} \frac{\varepsilon^{2-r}}{|x_{i+1} - x_i + \varepsilon|^{2-r}} \right)^{1/3} \leq N \varepsilon^{(2-r)/3} |\log \varepsilon|^{1/3}.
\]
The claim then follows from the Markov inequality and our choice of $\varepsilon$. \hfill \square

For the $y_j$’s we have even better level repulsion and so Lemma 4.4 holds for the $y_j$’s as well.

4.3 Cut-off of non-matching eigenvalues

Let now $\omega' > 0$ be as in the statement of Theorem 4.2 and let
\[
K = N^{\omega'/2}.
\]
Define $\tilde{x}_j$ for $|j| \leq K$ by
\[
\text{(4.22)} \quad d\tilde{x}_j(t) = \sqrt{2}dB_j + \sum_{l \neq k, ||l|| \leq K} \frac{1}{x_j(t) - x_l(t) + \varepsilon_{jl}} dt - \frac{1}{2N} \tilde{x}_j(t) dt, \quad \tilde{x}_j(0) = x_j(0),
\]
and a similar definition for $\tilde{y}_j$. We prove the following lemma to control the effect of the cut-off. The main inputs are the level repulsion estimates of Theorem 3.6 and the rigidity estimates of Lemma 4.3.
Lemma 4.5. Let $1/2 > \delta > 0$, and $t_1 \leq C^2 N^{1-\omega/2}$. There is an event $\mathcal{F}_{2,\delta}$ with $\mathbb{P}[\mathcal{F}_{2,\delta}] \geq 1 - K^{-\delta/10}$ on which the following estimates hold. We have,

$$\sup_{0 \leq t \leq t_1} |\tilde{x}_a(t) - \tilde{x}_b(t) - (\tilde{x}_a(t) - \tilde{x}_b(t))| \leq \frac{K^\delta(t_1 + 1)|a - b|}{K - |a| + 1}$$

(4.24)

for all $|a| \leq |b| \leq K$, and then same the estimates changing $\tilde{x}_j$ for $x_j$, and also the same estimates for the $y_j$’s.

**Proof.** By Lemmas 4.3 and 4.4 we can assume that $\mathcal{G}_\delta$ and $\mathcal{F}_1$ hold. Define for $|i| \leq K$,

$$w_i(t) = e^{i/(2N)}(\tilde{x}_a(t) - \tilde{x}_b(t) - (\tilde{x}_a(t) - \tilde{x}_b(t)))$$

(4.25)

to be the rescaled difference. We have,

$$w_i(t) = \int_0^t e^{s/(2N)} \sum_{|j| > K} \frac{x_a(s) - x_b(s)}{(x_a(s) - x_j(s) + \varepsilon_{aj})(x_b(s) - x_j(s) + \varepsilon_{bj})} \, ds$$

$$= \int_0^t e^{s/(2N)} \sum_{K + K^\delta \geq |j| > K} \frac{x_a(s) - x_b(s)}{(x_a(s) - x_j(s) + \varepsilon_{aj})(x_b(s) - x_j(s) + \varepsilon_{bj})} \, ds$$

$$+ \int_0^t e^{s/(2N)} \sum_{|j| > K + K^\delta} \frac{x_a(s) - x_b(s)}{(x_a(s) - x_j(s) + \varepsilon_{aj})(x_b(s) - x_j(s) + \varepsilon_{bj})} \, ds.$$  

(4.26)

We have split the sum into the terms involving $j$ near the edge $K$ and those with $j$ away from the edge $K$. We will use rigidity to estimate the terms away from $K$ and the level repulsion estimates for those near $K$. We get,

$$|w_i(t)| \leq \frac{K^\delta|a - b|}{K - |a| + 1} \left( \int_0^{t_1} \frac{1}{(x_K(s) - x_{K+1}(s) - \varepsilon)^2} + \frac{1}{(x_{-K}(s) - x_{-K-1}(s) + \varepsilon)^2} \, ds 
+ t_1 \sum_{K^\delta \geq |j| > K} \frac{1}{|b - j|} \right) + K^\delta|a - b| \frac{Ct_1}{N^{\omega/2}}.$$  

(4.27)

We have estimated the terms $||j| - K| \leq K^\delta$ using, for $j$ near $K$,

$$|x_a(s) - x_j(s) + \varepsilon_{aj}| \geq K^{-\delta}(K - |a| + 1)|x_K(s) - x_{K+1}(s) - \varepsilon|$$

(4.28)

and also

$$|x_b(s) - x_j(s) + \varepsilon_{bj}| \geq |x_K(s) - x_{K+1}(s) - \varepsilon|$$

(4.29)

and then similar estimates for $j$ near $-K$. Note that the last term in (4.27) comes from the estimate

$$\sum_{|j| \geq |i| N^{1-\omega/10}} \frac{|x_a(s) - x_b(s)|}{|x_j(s) - x_a(s)||x_j(s) - x_b(s)|} \leq K^\delta|a - b| \frac{N}{G^2 N^{2-\omega/4}} \leq K^\delta|a - b| \frac{1}{N^{\omega/2}}.$$  

(4.30)

where instead of using rigidity we just estimate the difference $|x_j - x_a|$, $|x_j - x_b| \geq GN^{1-\omega/10}$.

The summation in the brackets of (4.27) is less than $K^\delta$. For the other two, we have

$$\mathbb{E} \left[ \int_0^{t_1} \frac{1}{(x_K(s) - x_{K+1}(s) - \varepsilon)^2} \right] \leq t_1 K^\delta$$

(4.31)

by the level repulsion estimate (3.21) and the same for $-K$. By the Markov inequality there is an event of probability at least $1 - K^{-\delta}$ on which it less than $t_1 K^\delta$. This yields the first estimate. Since the event $\mathcal{F}_1$ of Lemma 4.4 holds we also get the estimate for differences of the $x_k$’s and $\tilde{x}_k$’s. The same proof works for the $y_k$’s.
Let $u_a(t) = e^{t/(2N)}(\tilde{x}_a(t) - \tilde{y}_a(t))$, $|a| \leq K$. For $u$ we have the equation
\[
\frac{du_j(t)}{dt} = e^{t/(2N)} \sum_{l \neq j, |l| \leq K} B_{jl}(t)(x_j(t) - x_l(t) - (y_j(t) - y_l(t)))dt
= \sum_{l \neq j, |l| \leq K} B_{jl}(t)(u_j(t) - u_l(t))dt + \xi_j(t)dt
\] (4.32)
where
\[
\xi_j(t) = e^{t/(2N)} \sum_{l \neq j, |l| \leq K} B_{jl}(t)((x_j(t) - x_l(t)) - (\tilde{x}_j(t) - \tilde{x}_l(t)) - (y_j(t) - y_l(t)) - (\tilde{y}_j(t) - \tilde{y}_l(t))
\] (4.33)
and
\[
B_{jl}(t) = \frac{1}{(x_j(t) - x_l(t) + \varepsilon_{jl})(y_j(t) - y_l(t) + \varepsilon_{jl})}.
\] (4.34)
Let $v_j$, $|j| \leq K$ be the solution to
\[
\frac{dv_j(t)}{dt} = \sum_{l \neq j, |l| \leq K} B_{jl}(t)(v_j(t) - v_l(t))dt
\] (4.35)
with initial data
\[
v_j(0) = u_j(0)
\] (4.36)
By the Duhamel formula we have
\[
u_a(t) - v_a(t) = \int_0^t \sum_{|j| \leq K} \mathcal{U}_{ap}^{(B)}(s, t)\xi_p(s)ds
\] (4.37)
where $\mathcal{U}^{(B)}$ is the semigroup associated to the equation (4.35), and $\mathcal{U}_{ij}^{(B)}$ denote its matrix elements. To estimate the RHS we require the following two lemmas.

**Lemma 4.6.** Let $\delta > 0$ and $0 \leq t_1 \leq G^2 N^{1-\omega/2}$. There is an event $\mathcal{F}_{3, \delta}$ with probability at least $\mathbb{P}[\mathcal{F}_{3, \delta}] \geq 1 - K^{-\delta/50}$ so that the following estimates hold.
\[
|\xi_a(t)| \leq \frac{(1 + t_1) K^\delta}{K - |a| + 1} \left(|B_{a,a+1}(t)| + |B_{a,a-1}(t)| \right)
\] (4.38)
for every $|a| \leq K$ and $0 \leq t \leq t_1$.

**Proof.** Let $\delta > 0$. We can assume that the events $G_{\delta}$, $\mathcal{F}_1$ and $\mathcal{F}_{2, \delta}$ of Lemmas 4.3, 4.4 and 4.5 hold. Proceeding directly from the definition, we estimate the numerator using Lemma 4.5 and obtain
\[
|\xi_a(t)| \leq 2(1 + t_1) \frac{K^\delta}{K - |a| + 1} \sum_{j \neq a, |j| \leq K} B_{a,j}|a - j| \\
\leq 2(1 + t_1) \frac{K^\delta}{K - |a| + 1} \left(K^{2\delta}(|B_{a,a+1}| + |B_{a,a-1}|) + \sum_{|j-a| \geq K^\delta} \frac{1}{|a - j|} \right) \\
\leq \frac{(1 + t_1) K^{4\delta}}{K - |a| + 1} (|B_{a,a+1}(t)| + |B_{a,a-1}(t)|)
\] (4.39)
where we have used Lemma 4.3 in the second last step to estimate the terms $|a - j| \geq K^\delta$. \(\square\)
4.4 Finite speed of propagation and Hölder regularity

We require the following finite speed of propagation estimate, the proof of which is a minor modification of the proof of Lemma 9.6 of [15].

**Lemma 4.7.** Fix $\delta_1 > 0$ and $\delta_2 > 0$ and $0 \leq t_1 \leq G^2 N^{1-\omega/2}$. Suppose that

$$B_{ij} \geq \frac{K^{-\delta_1}}{|i-j|^2}$$

and

$$\sup_{0 \leq M \leq K} \frac{1}{1+|t_1|} \int_{0}^{t_1} \frac{1}{M} \sum_{|i| \leq M} \sum_{|j| \leq M} B_{ij}(s) ds \leq CK^{\delta_2}$$

hold. Then for any $0 \leq s \leq t \leq t_1$ we have the estimate

$$U_{a,p}^{(B)}(s,t) \leq \frac{CK^{\delta_2+2\delta_1+1/2} \sqrt{t_1+1}}{|p-a|+1}$$

We can now estimate the difference between $u(t)$ and $v(t)$. Again, we will rely crucially on the level repulsion estimates of Theorem 3.6.

**Lemma 4.8.** Let $\delta > 0$ and $0 \leq t_1 \leq G^2 N^{1-\omega/2}$. For every $|a| \leq K^{1/2}$, there is an event $\mathcal{F}_{4,\delta,a}$ with $\mathbb{P}[\mathcal{F}_{4,\delta,a}] \geq 1 - K^{-\delta/500}$ on which

$$\sup_{0 \leq t \leq t_1} |u_a(t) - v_a(t)| \leq \frac{(1+t_1)^{5/2} K^{\delta}}{K^{1/2}}$$

**Proof.** In order to apply Lemma 4.7, we must check that the conditions (4.40)-(4.41) are satisfied on a set of high probability. Without the supremum, (4.41) with exponent $\delta > 0$ holds on a set of probability at least $1 - K^{-\delta/3}$ for fixed $M$. The supremum can be replaced by a dyadic choice of $M = 2^k$ for $k \leq C \log N$. Hence we have that (4.41) holds with exponent $\delta > 0$ on a set of probability at least $1 - K^{-\delta/4}$. The condition (4.40) is a consequence of rigidity (Lemma 4.3) which holds on a set of much higher probability. Let $\mathcal{F}_4$ be the event that all of this holds as well as the event $\mathcal{F}_{3,\delta}$ of Lemma 4.6. Then $\mathbb{P}[\mathcal{F}_4] \geq 1 - K^{-\delta/60}$. From (4.37) we have, for all times $0 \leq t \leq t_1$,

$$|u_a(t) - v_a(t)| \leq \sum_{|p| \leq K} \int_{0}^{t_1} |U_{a,p}^{(B)}(s,t)| |\xi_p(s)| ds$$

Using the estimates that hold on $\mathcal{F}_4$ provided by the previous two lemmas we get

$$\mathbb{E} \left[ \mathbf{1}_{\mathcal{F}_4} \sum_{|p| \leq K} \int_{0}^{t_1} |U_{a,p}^{(B)}(s,t_1)| \xi_p(s) \right] \leq 2(1+t_1)^{5/2} K^{\delta+1/2} \sum_{|p| \leq K} \sup_{|t| \leq t_1} \mathbb{E}[B_{a,p+1}(t)] \leq (1+t_1)^{5/2} K^{5\delta/2}$$

Hence, there is an event of probability at least $1 - K^{-\delta}$ on which the RHS of (4.44) is less than $K^{6\delta-1/2} (1+t_1)^{5/2}$. This yields the claim. $\square$

We now state the Hölder regularity theorem (Theorem 10.3 of [15]) from which Theorem 4.2 will follow. In order to do so, we need to introduce the following two conditions.

(C1)$_p$ At time $\sigma$ we have

$$\sup_{0 \leq s \leq \sigma} \sup_{1 \leq M \leq K} \frac{1}{1+|s-\sigma|} \int_{0}^{\sigma} \frac{1}{M} \sum_{|i| \leq K} \sum_{|j| \leq K} B_{ij}(u) du \leq K^p$$

for every $\sigma' \in \{\sigma \Xi + \sigma\}$ where

$$\Xi = \{-2^{-m}(1+2^{-k}) : 0 \leq k \leq m \leq C \log N\}$$
For every $0 \leq s \leq \sigma$ we have

$$B_{ij}(s) \geq \frac{K^{-\rho_2}}{|i - j|^2}$$

and

$$\frac{c}{|i - j|^2} \leq B_{ij}(s) \leq \frac{C}{|i - j|^2}, \text{ for } |i - j| \geq C'N^{\rho_2} \quad (4.49)$$

**Theorem 4.9.** There is a universal constant $\alpha > 0$ such that the following holds. Let $v(t)$ be a solution to the equation (4.35). Let $c_3 > 0$ be given, and let $\sigma \in [K^{-c_3}, K^{1-c_3}]$. Suppose that (C1)$_{\rho_1}$ and (C2)$_{\rho_2}$ hold for $\rho_1$ and $\rho_2$ small enough depending on $c_3$. Then we have

$$\sup_{|j| + |j'| \leq \sigma^{2/3}} |v_j(t) - v_j'(t)| \leq C\sigma^{-\alpha}||v(0)||_\infty \quad (4.50)$$

for all $t \in [\sigma - \sigma^{1/3}, \sigma]$.

### 4.5 Proof of Theorem 4.2

Recall our choice of $K = N^{a/2}$. Let $t_1 = K^{1/10}$ and $\delta = 1/10$. By Lemmas 4.5 and 4.8 there is an event $\mathcal{F}_4$ with probability $\mathbb{P}[\mathcal{F}_4] \geq 1 - K^{-1/2000}$ on which

$$\sup_{|j| + |j'| \leq K^{1/2000}} \sup_{0 \leq t \leq t_1} |x_j(t) - x_j'(t) - (y_j(t) - y_j'(t)) - (v_j(t) - v_j'(t))| \leq \frac{1}{K^{1/10}}, \quad (4.51)$$

where $v_j$ was defined in (4.35). We now apply Theorem 4.9 to the difference $v_j(t) - v_j'(t)$. We take $c_3 = 1/10$. By Lemma 4.3 we know that (C2)$_{\rho_2}$ occurs on a set of high probability. The other condition (C1)$_{\rho_1}$ occurs on a set of probability at least $1 - K^{-\rho_1/4}$. If there were no double supremum this would follow immediately from the level repulsion bounds (3.21) and Markov’s inequality. The double supremum can be replaced by a dyadic choice of $s = 2^{-a}\sigma$ and $M = 2^b$ for integers $a, b \leq C\log N$. Hence we see that there is a constant $c_1$ s.t. on an event of probability at least $1 - K^{-c_1}$ we have

$$\sup_{|j| + |j'| \leq K^{1/30}} |v_j(t) - v_j'(t)| \leq CK^{-a/10}||v(0)||_\infty. \quad (4.52)$$

for $t \in [K^{1/10} - K^{1/30}, K^{1/10}]$. By the rigidity estimates for $H_{t_0}$ and $\hat{H}_{t_0}$ and our choice of $a$ and $b$ (recall Lemma 4.1) we have that $||v(0)||_\infty \leq K^{a/20}$ on a set of high probability. This concludes the proof of the theorem. □

### 5 Level repulsion estimates: proof of Theorem 3.6

In this section we prove Theorem 3.6. Previous level repulsion estimates for Wigner ensembles were obtained in [11]. These estimates required a smoothness condition for the law of the entries of $W$. The dependence of the estimates on the smoothness of the matrix entries was analyzed in the work [6]. As a result, the smoothness condition could be relaxed at the cost of introducing an extra error prefactor in the level repulsion estimates depending on the size of the smoothness component of the matrix entries.

Due to the smoothness condition on the matrix entries, the estimates obtained in [6, 11] are not sufficient for our purposes. If we were interested only in times $t = N^{-\varepsilon}$ for small $\varepsilon > 0$, then these estimates would suffice. As we are interested in much smaller times, we must obtain new estimates. Our overall strategy is similar to the method of [11] but we will take advantage of the fact that the Wigner part of our ensemble is a GOE matrix which allows us to explicitly compute the expectations of Green’s function elements that arise in the proof.

We remark that a form of level repulsion was obtained in [24, 27] for Wigner ensembles under no smoothness assumptions on the matrix elements. However, the estimates obtained are not strong enough for our methods. As an additional remark, we note that gap universality implies a weak form
of level repulsion; still, such an estimate resulting from gap universality would not be enough for our proof.

The estimates we will obtain are not completely optimal but will suffice for our purposes. In this section, it will be more notationally convenient to work with the definition

$$H_T = V + \sqrt{T}W. \quad (5.1)$$

Before we proceed we remark that we have switched back to the macroscopic scaling, so that the typical distance between eigenvalues is $O(1/N)$, instead of the microscopic scaling which was only used in the proof of Theorem 4.2.

Theorem 3.6 will be derived as a consequence of the following theorem. For a $1/2 > \varepsilon > 0$ and $E \in \mathcal{I}_{E_0, qG}$ let

$$\mathcal{I}_\varepsilon := [E - \varepsilon/N, E + \varepsilon/N] \quad (5.2)$$

**Theorem 5.1.** For $k = 1, 2$, and $1 > q > 0$ and all $\delta > 0, r > 0$ we have for $E \in \mathcal{I}_{E_0, qG}$,

$$\Pr[N_{\mathcal{I}_\varepsilon} \geq k] \leq N^k \varepsilon^{k(k+1)/2} \quad (5.3)$$

**Proof.** Our starting point is the inequality

$$\Pr[N_{\mathcal{I}_\varepsilon} \geq 1] \leq \varepsilon^2 \mathbb{E}[\text{Im} \left[ m_N(E + i\eta) \right]^2] \leq \frac{\varepsilon^2}{N^2} \sum_{i,j} \mathbb{E}[|G_{ii}| |G_{jj}|] \leq \frac{\varepsilon^2}{N^2} \sum_{i,j} \mathbb{E}[|G_{ii}|^2]^{1/2} \mathbb{E}[|G_{jj}|^2]^{1/2} \quad (5.4)$$

where $N\eta = \varepsilon$. We will compute the expectations appearing on the right.

We have the formula

$$G_{ii} = \left( V_i + \sqrt{T}w_{ii} - E - i\eta - \sum_j d_j \xi_j - i \sum_j c_j \xi_j \right)^{-1} \quad (5.5)$$

where

$$c_j = \frac{\varepsilon}{N^2(\lambda_j^{(i)} - E)^2 + \varepsilon^2}, \quad d_j = \frac{N(\lambda_j^{(i)} - E)}{N^2(\lambda_j^{(i)} - E)^2 + \varepsilon^2} \quad (5.6)$$

and

$$\xi_j = N \left( \sum_{k, k \neq i} h_{ik} u_k^{(j)} \right)^2 \quad (5.7)$$

where $h_{ik} = V_i \delta_{ik} + \sqrt{T}w_{ik}$ are the entries of $H_T$, $u^{(j)}$ is the $j$th normalized eigenvector of the $i$th minor of $H_T$ and $\lambda_j^{(i)}$ is the $j$th eigenvalue of the $i$th minor.

From the formula

$$\frac{i}{a} = \int_0^\infty e^{iu} du, \quad \text{Im} \left[ a \right] > 0 \quad (5.8)$$

we have

$$|G_{ii}|^2 = \int_0^\infty \int_0^\infty \exp \left[ -(u+v) \sum_j c_j \xi_j + i(u-v) \sum_j d_j \xi_j + i(u-v)(E-V_i - \sqrt{T}w_{ii}) - (u+v)\eta \right] du dv. \quad (5.9)$$

We denote by $\mathbb{E}_i$ the expectation over the $i$th row of $W$. This is a Gaussian integral which we can compute explicitly, as conditionally on $H_T^{(i)}$, the variables $x_j = \sum_{k \neq i} N^{1/2} h_{ik} u_k^{(j)}$ are independent Gaussian random variables with variance $T$. Hence, we have

$$\mathbb{E}_i[|G_{ii}|^2] = \int_0^\infty \int_0^\infty \int_{\mathbb{R}^N} \exp \left[ -\sum_{j=1}^{N-1} \frac{x_j^2}{2} (1 + 2T(u+v)c_j + i(u-v)2Td_j) - y^2 + i(u-v)(E-V_i - \sqrt{T}N^{-1/2}y) - (u+v)\eta \right] \frac{dy}{(2\pi)^{N/2}} \frac{dx}{(2\pi)^{N}} \frac{dy}{(2\pi)^{N}} \quad (5.10)$$

$$= \int_0^\infty \int_0^\infty \frac{e^{-(u-v)^2 \frac{T}{2\pi}}}{(2\pi)^{N/2}} \frac{dy}{(2\pi)^{N}} \frac{dx}{(2\pi)^{N}} \frac{dy}{(2\pi)^{N}} \quad (5.10)$$
Note that we also integrated out the variable \(w_{ii}\). After the change of variables \(2T(u+v, u-v) \to (u, v)\) this becomes
\[
\mathbb{E}_v[|G_{ii}|^2] = \frac{1}{4T^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-\frac{v^2}{4v^2 + 2uv(2T)^{-1} + iv(E-V_i)(2T)^{-1}}} \left| \prod_{j=1}^{3} (1 + cu_j + iv_d_j)^{1/2} \right| \, du \, dv.
\] (5.11)

Let \(1 > q_1 > q\). We let \(G_{\delta,i}\) be the event
\[
G_{\delta,i} := \left\{ |l : \lambda_l(H_T^{(i)}) \in I_{\varepsilon} | \leq N^{\delta/10} \right\}
\] (5.12)

We know that \(G_{\delta,i}\) holds with \((\xi, \nu)\)-high probability. Furthermore, \(G_{\delta,i}\) is independent of the \(i\)th row and column of \(H_T\). Let us first get a bound for \(\mathbb{E}[1_{G_{\delta,i}} |G_{ii}|^2]\). On this event we know that there are at least 4 eigenvalues in \(I_{\varepsilon}\) and so there are at least 4 indices \(\alpha_j\) s.t. \(c_{\alpha_j} \geq \varepsilon^{-1}\). Choosing such indices we bound
\[
1_{G_{\delta,i}} \, \mathbb{E}_v[|G_{ii}|^2] \leq \frac{C_11_{G_{\delta,i}}}{T^2} \int_0^{\infty} \frac{1}{|1 + c_{\alpha_j} u|^{1/2}} \, du \times \int_{-\infty}^{\infty} e^{-v^2/(NT)} \, dv \leq NC_11_{G_{\delta,i}} \varepsilon
\] (5.13)

by our choice of \(c_{\alpha_j}\). Hence,
\[
\mathbb{E}[1_{G_{\delta,i}} |G_{ii}|^2] \leq \varepsilon NC_1 e^{-\nu \log(N)^6} \leq \varepsilon.
\] (5.14)

We now work on the event \(G_{\delta,i}\). Our goal is to obtain
\[
\mathbb{E}[1_{G_{\delta,i}} |G_{ii}|^2] \leq \frac{1}{(V_i - E)^2 + T^2 N^\delta \varepsilon^{-1-r}}.
\] (5.15)

This will be the result of obtaining two bounds on the integral on the RHS of (5.11) and taking the minimum at the end. We begin the derivation of the first bound. We choose distinct indices \(\alpha_i\) and \(\beta_i\) and use the bound
\[
1_{G_{\delta,i}} \, \mathbb{E}_v[|G_{ii}|^2] \leq 1_{G_{\delta,i}} \frac{1}{4T^2} \int_0^{\infty} \frac{1}{|1 + c_{\alpha_i} u|^{1/2}|1 + c_{\alpha_2} u|^{1/2}|1 + c_{\alpha_3} u|^{1/2}} \, du \times \int_{-\infty}^{\infty} \frac{1}{v^2} \, dv \leq \frac{1}{(1 + |d_{\beta_i} v|)^{1/2}(1 + |d_{\beta_2} v|)^{1/2}(1 + |d_{\beta_3} v|)^{1/2}}.
\] (5.16)

We now define a random variable \(\Delta_1\) as follows. On the complement of \(G_{\delta,i}\) it is 0. If \(G_{\delta,i}\) holds and there are at least 20 eigenvalues of \(H_T^{(i)}\) greater than \(E + \varepsilon/N\) we set it equal to \(N|\lambda_l(H_T^{(i)}) - E|\) where \(l\) is the index of the 20th such eigenvalue (i.e., the smallest \(l\) s.t. \(\lambda_{l-20}(H_T^{(i)})\) is still greater than \(E + \varepsilon/N\)). If \(G_{\delta,i}\) holds and there are less than 20 eigenvalues greater than \(E + \varepsilon/N\) then there are at least 20 eigenvalues less than \(E - \varepsilon/N\) and we set it equal to \(N|\lambda_l(H_T^{(i)}) - E|\) where \(l\) is the index of the 20th such eigenvalue. If \(G_{\delta,i}\) holds and \(\Delta_1 \leq 1\) we instead redefine it so \(\Delta_1 = 1\) (this is just so \(M \to \Delta_1^M\) is increasing). By rigidity, the decay of the entries of \(W\) and our assumption that \(|V_i| \leq N^{B_V}\) it is easy to see that
\[
\mathbb{E}[\Delta_1^M] \leq N^\delta
\] (5.17)

for any \(M \geq 1\) and \(\delta > 0\). By definition of \(G_{\delta,i}\) we can always find distinct indices so that \(c_{\alpha_i} \geq \varepsilon/(2\Delta_1^2)\) and \(|d_{\beta_i}| \geq (2\Delta_1)^{-1}\) (for example, take \(\alpha_i\) so that \(\lambda_{\alpha_i}\) are the closest eigenvalues to \(E\) and then the \(\beta_i\)’s to be the next eigenvalues that are closest to \(E\) but outside the interval \(I_{\varepsilon}\)). With this choice we get from (5.16) that
\[
\mathbb{E}[1_{G_{\delta,i}} |G_{ii}|^2] \leq \frac{1}{T^2} \varepsilon^{-1-r} \mathbb{E}[\Delta_1^4] \leq \frac{1}{T^2} \varepsilon^{-1-r} N^\delta.
\] (5.18)

For the other bound we start with the expression on the RHS of (5.11) and integrate by parts in \(v\) twice using
\[
-2T \, \frac{d}{E - V_i} \, e^{iv(E-V_i)(2T)^{-1}} = e^{iv(E-V_i)(2T)^{-1}}.
\] (5.19)
both times. Using \((NT)^{-1} \leq 1\), we bound the resulting integral by

\[
1_{\mathcal{G}_{\delta,i}} \mathbb{E}_i[|G_{ii}|^2] \leq \frac{C_1}{(V_i - E)^2} \int_0^\infty du \int_{-\infty}^\infty dv \frac{1}{\prod_i |1 + uc_i + ivd_i|^{1/2}}
\times \left(1 + |v|^2 + |v| \sum_{j} |d_j| |d_k| |d_k| + \sum_{j,k \in \mathcal{F}_\delta} \frac{|d_j| |d_k| |d_k|}{|1 + uc_j + ivd_j| |1 + uc_j + ivd_j|}ight).
\tag{5.20}
\]

Define the random set of indices

\[
\mathcal{F}_\delta := \{i : |\lambda_i (H_T^{(i)}) - E| \leq N^{\delta - 1}\}.
\tag{5.21}
\]

Note that by rigidity we have that

\[
\mathbb{E}[|F_\delta|^M] \leq N^{2\delta M}
\tag{5.22}
\]

for any \(M \geq 1\).

By the Schwarz inequality we have

\[
1_{\mathcal{G}_{\delta,i}} \mathbb{E}_i[|G_{ii}|^2] \leq \frac{C_1}{(V_i - E)^2} \int_0^\infty du \int_{-\infty}^\infty dv \frac{1}{\prod_i |1 + uc_i + ivd_i|^{1/2}}
\times \left(1 + |v|^2 + \sum_{j,k \in \mathcal{F}_\delta} \frac{|d_j|}{|1 + uc_j + ivd_j|} + \sum_{j,k \in \mathcal{F}_\delta} \frac{|d_k|}{|1 + uc_j + ivd_j|}ight)
\]

\[
=: A_1 + A_2 + A_3 + A_4
\tag{5.23}
\]

The argument above leading to the bound (5.18) yields

\[
\mathbb{E}[A_1] \leq \frac{1}{(V_i - E)^2} N^{\delta - 1 - r}
\tag{5.24}
\]

i.e., we bound \(A_1\) by the RHS of (5.16) except that we have a prefactor of \((V_i - E)^{-2}\) instead of \(T^{-2}\). The term \(A_2\) can be bounded similarly; to be more precise, it is bounded by the same thing as (5.16) (with of course \(T^{-2}\) replaced by \((V_i - E)^{-2}\) except we take 4 additional \(d_{\beta, i}\)’s for the denominator to deal with the \(v^2\) in the numerator. We get

\[
\mathbb{E}[A_2] \leq \frac{1}{(V_i - E)^2} N^{\delta - 1 - r}
\tag{5.25}
\]

We next handle \(A_4\). Define the random variable

\[
Q_\delta := \frac{1}{N} \sum_{j \not\in \mathcal{F}_\delta} |\lambda_j^{(i)} - E|^{-1}
\tag{5.26}
\]

We have the following bound which is a consequence of rigidity and the proof of Lemma 7.4:

\[
\mathbb{E}[Q_\delta^M] \leq N^{2M \delta}
\tag{5.27}
\]

We provide the proof of this in Lemma 5.3 below. Repeating the argument as before we then get that

\[
\mathbb{E}[A_4] \leq \frac{1}{(V_i - E)^2} \mathbb{E}[Q_\delta^2 |\Delta_i^2|] \leq N^{10\delta}
\tag{5.28}
\]

where we have used the Schwarz inequality in the last step together with (5.17) and (5.27).

The double sum in \(A_3\) contains only \(|F_\delta|^2\) terms. Since we have (5.22) we will just bound each term individually. We have,

\[
1_{\mathcal{G}_{\delta,i}} \int_0^\infty du \int_{-\infty}^\infty dv \frac{1}{\prod_i |1 + uc_i + ivd_i|^{1/2}} \frac{|d_j| |d_k|}{|1 + uc_j + ivd_j| |1 + uc_j + ivd_j|}
\leq 1_{\mathcal{G}_{\delta,i}} \int_0^\infty du \int_{-\infty}^\infty dv \frac{1}{(1 + c_{\alpha_1} u)^{1/2}(1 + c_{\alpha_2} u)^{1/2}(1 + uc_j)^{1/4}(1 + uc_j)^{1/4}}
\times \int_{-\infty}^\infty dv \frac{|d_j d_k|}{(1 + |d_j v|)^{1/2}(1 + |d_k v|)^{1/2}(1 + |d_{\beta, j} v|)^{1/2}} =: A_{jk}
\tag{5.29}
\]
Observe that due to the extra terms appearing in the denominator of the \( d_jd_k \) terms of (5.23) it is possible to make the choice \( \alpha_1 = j \) or \( k \) in the above inequality. This will be important later when we deal with the event \( \{N_{I_\varepsilon} \geq 2\} \). Let us first do the \( u \) integration. The region of integration is split into two parts: \([0, \infty) = [0, \varepsilon^{20}] \cup [\varepsilon^{20}, \infty)\). In the first region we bound the integrand by 1. The latter integral we bound by

\[
\int_{\varepsilon^{20}}^{\infty} \frac{1}{c_{\alpha_1}^{1/2}c_{\alpha_2}^{1/2}c_{\beta}^{1/2}c_{\gamma}^{1/2}u^{1+r}} \, du \leq \frac{\varepsilon^{-20r}}{c_{\alpha_1}^{1/2}c_{\alpha_2}^{1/2}c_{\beta}^{1/2}c_{\gamma}^{1/2}}.
\]  

(5.30)

Performing a similar split for the \( v \) integration we get the bound

\[
A_{jk} \leq (\varepsilon^{10} + \frac{\varepsilon^{-20r}}{c_{\alpha_1}^{1/2}c_{\alpha_2}^{1/2}c_{\beta}^{1/2}c_{\gamma}^{1/2}}) (\varepsilon^{10} + \frac{\varepsilon^{-20r}|d_j|^{1/2}|d_k|^{1/2}}{|d_\beta|^r}) \leq \varepsilon^5 N^{\alpha} \Delta_1^4 + \varepsilon^{-50r-1/2} \Delta_1^4 \frac{|d_j|^{1/2}}{c_j^{1/4}} \frac{|d_k|^{1/2}}{c_k^{1/4}}.
\]  

(5.31)

We have used the definition of \( G_{\delta,i} \) to choose \( c_{\alpha_i} \geq \varepsilon/(2\Delta_1^2) \) and \( |d_\beta| \geq (2\Delta_1)^{-1} \). Note also by the definition of \( F_\delta \) that \( c_j, c_k \geq \varepsilon N^{-\delta} \). We have used this bound for \( c_j \) and \( c_k \) as well as the bound \( |d_l| \leq \varepsilon^{-1} \) which holds for any \( l \), to bound the other terms that arise when the LHS of (5.31) is expanded (i.e., the terms of the form \( \varepsilon^{10} |d_j|^{1/2} |d_k|^{1/2} / |d_\beta|^r \), etc.). Observe that

\[
\frac{|d_l|^2}{c_l} \leq \frac{1}{\varepsilon}
\]  

(5.32)

for any \( l \). We have therefore derived the bound

\[
E[A_k] \leq N^{2\delta} \varepsilon^{-1-50r} \frac{1}{(V_i - E)^2} E[|F_\delta|^2(\Delta_1^4)] \leq N^{8\delta} \varepsilon^{-1-50r} \frac{1}{(V_i - E)^2}
\]  

(5.33)

where we have used the Schwarz inequality and (5.17), (5.22).

Collecting everything we get

\[
E[1_{G_{\delta,i}} |G_{ii}|^2] \leq \frac{1}{(V_i - E)^2 + T^2} N^{11\delta} \varepsilon^{-1-50r},
\]  

(5.34)

i.e., we have derived (5.15). As a consequence of (the proof of) Lemma 7.4 we have

\[
\frac{1}{N} \sum_i \frac{1}{\sqrt{(V_i - E)^2 + T^2}} \leq N^\delta.
\]  

(5.35)

Therefore after redefining \( \delta \) and \( r \) and using (5.14), (5.34) and (5.35) we get

\[
\varepsilon^2 N^2 \sum_{i,j} E[|G_{ii}|^2]^{1/2} E[|G_{jj}|^2]^{1/2} \leq C \varepsilon^2 \left( \varepsilon^{1/2} + \frac{1}{N} \sum_{i=1}^{N} \frac{N^{6\delta} \varepsilon^{-1-50r}}{\sqrt{(V_i - E)^2 + T^2}} \right)^2 \leq C N^{14\delta} \varepsilon^{-2r}
\]  

(5.36)

and so we obtain the bound in the case \( k = 1 \).

We now begin the \( k = 2 \) case. The starting point is the inequality

\[
P[N_{I_\varepsilon} \geq 2] \leq \varepsilon^2 E[1_{\{N_{I_\varepsilon} \geq 2\}} (\text{Im } [m_N])^2] \leq \frac{\varepsilon^2}{N^2} \sum_{i,j} E[1_{\{N_{I_\varepsilon}^{(i)} \geq 1\}} |G_{ii}|^2]^{1/2} E[1_{\{N_{I_\varepsilon}^{(j)} \geq 1\}} |G_{jj}|^2]^{1/2}
\]  

(5.37)

where \( N_{I_\varepsilon}^{(i)} \) denotes the number of eigenvalues of the \( i \)th minor of \( H_T \) lying in the interval \( I_\varepsilon \). We have used the interlacing property which implies that if two eigenvalues lie in \( I_\varepsilon \) then at least one eigenvalue of any minor lies in \( I_\varepsilon \).

Define the event \( G_{\delta,i} \) as before. Due to (5.14) we have

\[
E[1_{G_{\delta,i}} 1_{\{N_{I_\varepsilon}^{(i)} \geq 1\}} |G_{ii}|^2] \leq \varepsilon.
\]  

(5.38)
On the event $\mathcal{G}_{\delta,i}$ we will prove the inequality
\begin{equation}
\mathbb{E}[1_{\mathcal{G}_{\delta,i}}1_{\{N_{x_i}^{(i)} \geq 1\}}|G_{ii}|^2] \leq N^\delta((V_i - E)^2 + T^2)^{-1} \varepsilon^{-r} \left(\mathbb{P}[N_{x_i}^{(i)} \geq 1]\right)^{1/(1+r)}.
\tag{5.39}
\end{equation}
Proceeding in the $k = 1$ case we use the identity (5.8) and take the expectation over the $i$th row. Note that $N_{x_i}^{(i)}$ is independent of the $i$th row of $H_T$. We see that
\begin{equation}
1_{\mathcal{G}_{\delta,i}}\mathbb{E}_i[(G_{ii})^21_{\{N_{x_i}^{(i)} \geq 1\}}] = 1_{\mathcal{G}_{\delta,i}}1_{\{N_{x_i}^{(i)} \geq 1\}} \frac{1}{4T^2} \int_0^\infty \int_{-\infty}^{\infty} e^{-(u^2 + v^2)/4T^2} \frac{\cdot \cdot \cdot}{\prod_{i} \left(1 + u_{c_1} + ivd_j\right)^{1/2}} \cdot \cdot \cdot .
\tag{5.40}
\end{equation}
Again, we get two bounds on the integral and minimize over the two at the end. The arguments are very similar to the $k = 1$ case, except that due to the fact that $N_{x_i}^{(i)} \geq 1$, we will always be able to choose the index $c_{\alpha_1}$ so that $c_{\alpha_1} \geq \varepsilon^{-1}$. In the case $k = 1$ we could only choose $c_{\alpha_1} \geq \varepsilon/(2\Delta_1^2) \sim \varepsilon N^{-\delta}$ by rigidity. This was one of the key observations in the work [11].

For the first inequality, we proceed as in (5.16) and derive
\begin{equation}
1_{\mathcal{G}_{\delta,i}}1_{\{N_{x_i}^{(i)} \geq 1\}} \mathbb{E}_i[(G_{ii})^2] \leq 1_{\mathcal{G}_{\delta,i}}1_{\{N_{x_i}^{(i)} \geq 1\}} \frac{C}{T^2} \int_0^\infty \int_{-\infty}^{\infty} \frac{1}{\prod_{i} \left(1 + |d_{j_1}v|\right)^{1/2}(1 + |d_{j_2}v|)^{1/2}(1 + |d_{j_3}v|)^r}. \tag{5.41}
\end{equation}
Since at least one eigenvalue of the minor lies in $\mathcal{I}_\varepsilon$ so we can choose $c_{\alpha_1} \geq \varepsilon^{-1}$. As before, we then choose the other indices so that $c_{\alpha_2} \geq \varepsilon/(2\Delta_1^2)$ and $|d_{j_3}| \geq (2\Delta_1)^{-1}$ which is possible by the definition of $\mathcal{G}_{\delta,i}$. Hence,
\begin{equation}
\mathbb{E}[1_{\mathcal{G}_{\delta,i}}1_{\{N_{x_i}^{(i)} \geq 1\}}|G_{ii}|^2] \leq \frac{1}{T^2} \varepsilon^{-r}\mathbb{E}[\Delta^2_{\theta_1}1_{\{N_{x_i}^{(i)} \geq 1\}}] \leq \frac{1}{T^2} N^{8\delta} \varepsilon^{-r} \mathbb{P}[N_{x_i}^{(i)} \geq 1]^{1/(1+r)} \tag{5.42}
\end{equation}
where we have used the Hölder inequality in the last step and (5.17). For the other bound we proceed as before and integrate (5.40) by parts twice in $v$. We obtain
\begin{equation}
1_{\mathcal{G}_{\delta,i}}1_{\{N_{x_i}^{(i)} \geq 1\}} \mathbb{E}_i[(G_{ii})^2] \leq 1_{\{N_{x_i}^{(i)} \geq 1\}}(A_1 + A_2 + A_3 + A_4) =: B_1 + B_2 + B_3 + B_4 \tag{5.43}
\end{equation}
where the $A_i$ are defined as in (5.23). The same argument leading to (5.42) (i.e., the same arguments we used to obtain (5.24) and (5.25) except taking $c_{\alpha_1} \geq \varepsilon^{-1}$) yields
\begin{equation}
\mathbb{E}[B_1 + B_2] \leq \frac{C}{(V_i - E)^2} \varepsilon^{-r}\mathbb{E}[\Delta^2_{\theta_1}1_{\{N_{x_i}^{(i)} \geq 1\}}] \leq \frac{C}{(V_i - E)^2} \varepsilon^{-r} N^{12\delta} \mathbb{P}[N_{x_i}^{(i)} \geq 1]^{1/(1+r)}. \tag{5.44}
\end{equation}
Similarly we get
\begin{equation}
\mathbb{E}[B_4] \leq \frac{1}{(V_i - E)^2} \varepsilon^{-r}\mathbb{E}[Q^2_{\theta_1}\Delta^2_{\theta_1}1_{\{N_{x_i}^{(i)} \geq 1\}}] \leq \frac{1}{(V_i - E)^2} N^{12\delta} \varepsilon^{-r} \mathbb{P}[N_{x_i}^{(i)} \geq 1]^{1/(1+r)}. \tag{5.45}
\end{equation}
using (5.27), (5.17) and the Hölder inequality. We proceed as before in our estimation of $B_3$. We estimate the general term by
\begin{equation}
1_{\mathcal{G}_{\delta,i}}1_{\{N_{x_i}^{(i)} \geq 1\}} \int_0^\infty dv \int_{-\infty}^{\infty} \frac{1}{\prod_{i} \left(1 + u_{c_1} + ivd_j\right)^{1/2}} \frac{|d_j|}{|d_k|} \tag{5.46}
\end{equation}
Note that we can take \( \alpha_i = j \) or \( k \) due to the extra factors appearing in the denominator below the \( d_j \) and \( d_k \) terms in the first line of (5.46) (this was the observation made after (5.29)). Due to the fact that \( N_{\mathrm{e}}^{(i)} \geq 1 \) we can take \( c_{\alpha_1} \geq \varepsilon^{-1} \). By the definition of \( G_{\delta,i} \) we can take \( c_{\alpha_2} \geq \varepsilon/(2\Delta_1^2) \) and \( b_\alpha \geq (2\Delta_1)^{-1} \). Splitting the two integrals into the regions \([0, \varepsilon^{20}] \cup [\varepsilon^{20}, \infty)\) as in (5.30) we get, in the same fashion as (5.31), the bound

\[
B_{jk} \leq 1_{G_{\delta,i}} 1_{\{N_{\mathrm{e}}^{(i)} \geq 1\}} \left( e^{10} + \frac{e^{-20r}}{c_{\alpha_1} c_{\alpha_2} c_j c_k} \right) \left( e^{10} + \frac{e^{-20r} |d_j|^{1/2} |d_k|^{1/2}}{|d_{jk}|^r} \right)
\]

\[
\leq 1_{\{N_{\mathrm{e}}^{(i)} \geq 1\}} \left( e^{5N^{4\Delta_1^2}} \right.
\]

\[
+ e^{-50r + 1/2 \Delta_1^2} \frac{|d_j|^{1/2} |d_k|^{1/2}}{c_j^{1/4} c_k^{1/4}} \left. \right)
\]

\[
\leq e^{-50r \Delta_1^2} 1_{\{N_{\mathrm{e}}^{(i)} \geq 1\}}.
\]

From Hölder and (5.17), (5.22) we get

\[
E[B_j] \leq e^{-50r N^{4\Delta_1^2}} E[\Delta_1^2 |F_{\delta}|^2 1_{\{N_{\mathrm{e}}^{(i)} \geq 1\}}] \leq e^{-50r N^{12\Delta_1^2}} P[N_{\mathrm{e}}^{(i)} \geq 1]^{1/(1+r)}.
\]

Collecting everything and optimizing over our two bounds we get

\[
E[1_{G_{\delta,i}} 1_{\{N_{\mathrm{e}}^{(i)} \geq 1\}} |G_{ii}|^2] \leq \frac{1}{(V_i - E)^2 + T^2} N^\delta \varepsilon^{-r} P[N_{\mathrm{e}}^{(i)} \geq 1]^{1/(1+r)} \leq \frac{1}{(V_i - E)^2 + T^2} N^\delta \varepsilon^{-3r}
\]

where in the last step we have applied the \( k = 1 \) result to the \( i \)th minor of \( H_T \). Plugging this and (5.38) into (5.37) and summing over \( i,j \) yields the claim. \( \square \)

Outside the interval \( I_{E_0,qG} \) we still have the following bound. It is a corollary of the above proof. It may also be established using the methods of \([6,11]\).

**Corollary 5.2.** For all \( r > 0 \) there is a \( C_r > 0 \) so that

\[
P[N_{\mathrm{e}} \geq k] \leq N^C_r \varepsilon^{k(k+1)/2}(|E - E_0| + 1)^{C_r}
\]

for \( k = 1, 2 \).

**Proof.** The proof is essentially the same as the proof of Theorem 5.1. We illustrate the differences in the case \( k = 1 \). Since now the event \( G_{\delta,i} \) may have probability 1, the bound (5.14) becomes

\[
E[1_{G_{\delta,i}} |G_{ii}|^2] \leq \varepsilon N^C.
\]

On the event \( G_{\delta,i} \) there is no need to integrate by parts as we do not need to optimize the prefactor. We just use the argument leading to (5.18) and get

\[
E[1_{G_{\delta,i}} |G_{ii}|^2] \leq \frac{1}{T^2} e^{-1-r} E[\Delta_1^2] \leq N^2 \varepsilon^{-1-r} E[\Delta_1^2]
\]

Since all the eigenvalues of \( H_T^{(i)} \) lie in the interval \([A_V, N^{RB_V}] + [-||W^{(i)}||, ||W^{(i)}||]\) it is easy to see that

\[
E[\Delta_1^M] \leq N^{CM} (|E - E_0| + 1)^{CM}.
\]

This gives the \( k = 1 \) bound. The \( k = 2 \) bound is similar. \( \square \)

**Proof of Theorem 3.6.** We decompose the event \( \{|\lambda_{i,t} - \lambda_{i+1,t}| \leq \varepsilon/N\} \) as follows.

\[
\{|\lambda_{i,t} - \lambda_{i+1,t}| \leq \varepsilon/N\} = \{|\lambda_{i,t} - \lambda_{i+1,t}| \leq \varepsilon/N, |\lambda_{i,t} - \gamma_{i,t}| \leq N^\delta/N\}
\]

\[
\bigcup_{n=1}^{\infty} \{|\lambda_{i,t} - \lambda_{i+1,t}| \leq \varepsilon/N, |\lambda_{i,t} - \gamma_{i,t}| \geq N^\delta/N, n - 1 \leq ||H_T|| \leq n\}
\]

\[
=:\mathcal{F}_1 \cup \bigcup_n \mathcal{G}_n.
\]
Define
\[ I_j := [\gamma_{i,t} + \varepsilon(j - 2)/N, \gamma_{i,t} + \varepsilon(j + 2)/N]. \] (5.56)

Using Theorem 5.1 we have
\[ \mathbb{P}[F_1] \leq \sum_{|j| \leq N^{\delta}/\varepsilon} \mathbb{P}[N_{I_j} \geq 2] \leq N^{3\delta} \varepsilon^{3/2}. \] (5.57)

Let \( p_1, p_2 \) and \( p_3 \) satisfy \( p_1^{-1} + p_2^{-1} + p_3^{-1} = 1 \) with \( p_1 > 1 \). We have by Hölder’s inequality and Corollary 5.2
\[ \mathbb{P}[G_n] \leq \sum_{|j| \leq 4n^\varepsilon} \mathbb{P}[N_{I_j} \geq 2, |\lambda_{i,t} - \gamma_{i,t}| \geq N^\delta/N, n - 1 \leq ||W|| \leq n] \]
\[ \leq N^{Cr} \varepsilon^{(3-\varepsilon)/p_1 - 1} n^{Cr} \mathbb{P}[||W|| \geq n - 1]^{1/p_2} e^{-\nu \log(N)^{\delta}/p_3}. \] (5.58)

For large enough \( N \) depending on \( p_2 \) and \( p_3 \) and \( C_r \) we have due to the exponential decay of the entries of \( W \),
\[ \sum_{n=1}^{\infty} N^{Cr} n^{Cr} \mathbb{P}[||W|| \geq n - 1]^{1/p_2} e^{-\nu \log(N)^{\delta}/p_3} \leq 1. \] (5.59)

Hence choosing \( p_1 \) close to 1 we obtain the theorem. \( \Box \)

We required the following lemma in the proof of Theorem 5.1.

**Lemma 5.3.** We have,
\[ \mathbb{E}[Q_{\delta}^M] \leq N^{2M\delta}. \] (5.60)

for \( E \in I_{E_0,q} \) and \( F_\delta \) as in (5.21) and \( Q_\delta \) as in (5.26).

**Proof.** Let \( 1 > q_1 > q > 0 \) and define \( Q_1 \) to be the event that \( |\gamma_{j,T} - \lambda_j^{(i)}| \leq N^{\delta/10} \) for \( j \in \mathbb{A}_{q_1,T} \) and \( ||W^{(i)}|| \leq 3 \). Then \( Q_1 \) holds with \((\xi,\nu)\)-high probability. On the complement of \( Q_1 \) we just use the bound \( |Q_\delta| \leq N^{2M} \) and so we may assume that \( Q_1 \) holds. We write
\[ 1_{Q_1} \sum_{j \notin F_{\delta}} N|\lambda_j^{(i)} - E| = 1_{Q_1} \sum_{j \notin F_{\delta}} \frac{1}{N}|\lambda_j^{(i)} - E| + 1_{Q_1} \sum_{j \notin F_{\delta}} \frac{1}{N}|\lambda_j^{(i)} - E| =: A_2 + A_1. \] (5.61)

For the terms in \( A_2 \) we get directly from the definitions of \( Q_1 \) and \( F_{\delta} \) that
\[ A_2 \leq C \sum_{|k| \leq N} \frac{1}{|k|} \leq N^{2\delta}. \] (5.62)

Fix a \( q_2 \) satisfying \( q_1 > q_2 > q \). Define the intervals for \( k \geq 0 \)
\[ I_k^{(1)} = E_0 + [-2^k G q_2, 2^k G q_2] \] (5.63)
as in the proof of Lemma 7.4. By definition, on the event \( Q_1 \) the norm of \( W^{(i)} \) is less than 3. We have the bound \( |\lambda_j(A) - \lambda_j(B)| \leq ||A - B|| \) which holds for matrices \( A \) and \( B \). Hence we see that on the event \( G_{\delta,i} \),
\[ |\lambda_j(H_T^{(i)}(V)) - \lambda_j(V)| \leq \sqrt{T}. \] (5.64)

Therefore, for \( k \geq 1 \) we see that
\[ |\{i : \lambda_j(H_T^{(i)}(V)) \in I_k^{(1)} \cap I_{k-1}^{(1)}\}| \leq |\{i : V_i \in I_k^{(1)}\}| \leq CN^{2k}G \] (5.65)
where the last inequality is proven in Lemma 7.4 and holds as long as \( k \leq \lfloor \log(cG)/\log(2) \rfloor \) for some \( c > 0 \). From this we see that
\[ A_1 \leq \frac{1}{N} \sum_{k=1}^{C \log(G)} \frac{CN^{2k}G}{2kG} \leq C \log(N) \leq N^{\delta}. \] (5.66)

The claim follows. \( \Box \)
6 Proofs of main results

Proof of Theorem 2.5. Fix \( t = N^T/N \in T \omega \) and \( k_0 \in \mathcal{A}_{q,t} \). Let

\[
t_0 = t - \frac{N^\omega}{N} \tag{6.1}
\]

for \( \omega' < \tau/100 \). We apply Theorem 4.2 with the matching GOE matrix \( \hat{H}_{k_0} = a\hat{W} + b \) for \( a \) and \( b \) chosen as in Lemma 4.1. It follows that there is an \( \varepsilon > 0 \) and an event \( \mathcal{F} \) satisfying \( \mathbb{P}[\mathcal{F}] \geq 1 - N^{-\varepsilon} \) on which

\[
\left| \hat{\lambda}_{j+k_0,t} - \hat{\lambda}_{j'+k_0,t} - (\hat{\mu}_{j+k_0,t} - \hat{\mu}_{j'+k_0,t}) \right| \leq \frac{N^{-\varepsilon} \mathcal{N}}{N}, \tag{6.2}
\]

for \( |j| + |j'| \leq N^c \) for some \( c > 0 \). We take \( c < \omega/20 \). Recall that \( \hat{\lambda} \) are distributed as \( \lambda(H_t) \) and \( \hat{\mu} \) are distributed as \( \lambda(a_t\hat{W} + b_t) \). Clearly \( a_t \) satisfies \( |a - a_t| \leq |t - t_0| \).

By Lemma 7.5,

\[
|\rho_{tc,t_0}(\gamma_{k_0,t_0}) - \rho_{tc,t}(\gamma_{k_0,t})| \leq |\rho_{tc,t_0}(\gamma_{k_0,t_0}) - \rho_{tc,t_0}(\gamma_{k_0,t})| + |\rho_{tc,t_0}(\gamma_{k_0,t}) - \rho_{tc,t}(\gamma_{k_0,t})| \\
\leq \log(N)|t_0 - t| t_0 \leq \frac{1}{N^{\omega/2}} \tag{6.3}
\]

Since the eigenvalue differences appearing in (6.2) are bounded by \( N^{2c}/N \ll N^{\omega/4}/N \) with very high probability, we see that there is an event \( \mathcal{F}_2 \) with \( \mathbb{P}[\mathcal{F}_2] \geq 1 - N^{-\varepsilon/2} \) on which

\[
|\rho_{tc,t}(\gamma_{k_0,t})(\hat{\lambda}_{j,t} - \hat{\lambda}_{j',t}) - \frac{\rho_{sc}(\mu_{j_0})}{a_t}(\hat{\mu}_{j,t} - \hat{\mu}_{j',t})| \leq \frac{N^{-\varepsilon}}{N}, \tag{6.4}
\]

for \( |j - k_0| + |j' - k_0| \leq N^c \), after possibly decreasing \( \varepsilon \). Now note that \( a_t^{-1}\hat{\mu} \) is distributed as the eigenvalues of a standard GOE matrix. The claim follows by expanding the test function \( O \) on the set \( \mathcal{F}_2 \). \( \square \)

Proof of Theorem 2.4. The above proof establishes the fact that there is a \( c > 0 \) so that for any index \( i \in \mathcal{A}_{q,t} \) and positive integers \( k_1, ..., k_n \leq N^c \) we have

\[
\left| \mathbb{E}^H[O(\rho_{tc,t}(\gamma_{i,t})(\lambda_i - \lambda_{i+k_1}), ..., \rho_{tc,t}(\gamma_{i,t})(\lambda_i - \lambda_{i+k_n}))] - \mathbb{E}^{\text{GOE}}[O(\rho_{sc}(\mu_i)(\lambda_i - \lambda_{i+k_1}), ..., \rho_{sc}(\mu_i)(\lambda_i - \lambda_{i+k_n}))] \right| \leq N^{-c}. \tag{6.5}
\]

The method of going from the above estimate and optimal rigidity results to averaged bulk universality is standard and can be found for example in Section 7 of [13]. We omit the details and only mention that our result is stated with an upper bound on the size of the averaging window which ensures that

\[
|\rho_{tc,t}(E) - \rho_{tc,t}(E')| \leq N^{-c} \tag{6.6}
\]

for all energies satisfying \( |E' - E| \leq b \). If a larger averaging window is desired then \( \rho_{tc,t}(E) \) must be replaced by \( \rho_{tc,t}(E') \) in the theorem statement. \( \square \)

7 Proof of local deformed semicircle law

7.1 Stability estimates

In this section we will derive various qualitative properties of the deformed semicircle law. All statements and proofs here are deterministic. It will be notationally convenient to work with the definition

\[
H_T = V + \sqrt{T} W \tag{7.1}
\]

and

\[
m_{tc}(z) = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{1}{V_i - z} - \frac{1}{Tm_{tc}(z)} \right) \tag{7.2}
\]

where we have dropped the subscript \( T \) in \( m_{tc,T} \). Throughout this section we will assume that \( V \) is \((\ell, G)\)-regular at the point \( E_0 \).
Lemma 7.1. Assume that $V$ is $(\ell, G)$-regular at $E_0$. For $1 > q > 0$ and $\omega > 0$ all the following hold for $E \in \mathcal{I}_{E_0, qG}$ and $10 \geq \eta \geq 0$ and $T \in \mathcal{T}_\omega$, for $N$ large enough. Below the constants do not depend on the choice of $\omega$ or $q$. For the Stieltjes transform,

$$c \leq \text{Im} \left[ m_{fc}(z) \right] \leq C. \quad (7.3)$$

and therefore

$$cT \leq |V_i - z - Tm_{fc}(z)| \leq C. \quad (7.4)$$

For the density $\rho_{fc}$ we have

$$c \leq \rho_{fc}(E) \leq C, \quad |\rho_{fc}'(E)| \leq \frac{C}{T}. \quad (7.5)$$

Finally,

$$c \leq |1 - TR_2(z)| \leq C, \quad |T^2R_3(z)| \leq C \quad (7.6)$$

where

$$R_k(z) := \frac{1}{N} \sum_i \frac{1}{(V_i - z - Tm_{fc}(z))^k}. \quad (7.7)$$

**Proof.** First we see by Jensen’s inequality that

$$|m_{fc}(z)|^2 \leq \frac{1}{N} \sum_{i=1}^{N} \frac{1}{|V_i - z - Tm_{fc}(z)|^2} \leq \frac{\text{Im} \left[ m_{fc}(z) \right]}{\text{Im} \left[ z + Tm_{fc}(z) \right]} \leq \frac{1}{T} \quad (7.8)$$

and so $|m_{fc}(z)| \leq T^{-1/2}$. We have the equation

$$\text{Im} \left[ m_{fc}(z) \right] = \text{Im} \left[ m_V(z + Tm_{fc}(z)) \right]. \quad (7.9)$$

Fix $E \in \mathcal{I}_{E_0, qG}$. Let $\eta^* = \sup \{ \eta : \text{Im} \left[ m_{fc}(z) \right] < cv/2, 0 \leq \eta \leq 10 \}$. Assume that $\eta^*$ exists. By continuity, $\text{Im} \left[ m_{fc}(E + i\eta^*) \right] = cv/2$. Note that $E + T\text{Re}[m_{fc}(E + i\eta^*)] \in \mathcal{I}_{E_0, \sqrt{T}G}$ and that $Tcv/2 \geq \ell$ for $N$ large enough. Hence, by (2.3),

$$\text{Im} \left[ m_{fc}(E + i\eta^*) \right] = \text{Im} \left[ m_V(z + Tm_{fc}(z)) \right] \geq cv \quad (7.10)$$

which is a contradiction. We conclude (7.3), (7.4) and the first bound of (7.5).

Taking imaginary parts on both sides of (7.2) and rearranging we obtain

$$\text{Im} \left[ m_{fc}(z) \right] \left( 1 - \frac{T}{N} \sum_{i=1}^{N} \frac{1}{|V_i - z - Tm_{fc}(z)|^2} \right) = \eta \left( \frac{1}{N} \sum_{i=1}^{N} \frac{1}{|V_i - z - Tm_{fc}(z)|^2} \right) \quad (7.11)$$

and so

$$1 - \frac{T}{N} \sum_{i=1}^{N} \frac{1}{|V_i - z - Tm_{fc}(z)|^2} \geq 0. \quad (7.12)$$

Denote $z + Tm_{fc}(z) = a + bi$ for $a, b \in \mathbb{R}$. We have,

$$\text{Re}[1 - TR_2(z)] = 1 - \frac{T}{N} \sum_{i=1}^{N} \frac{1}{|V_i - a - bi|^2} + 2b^2 \frac{T}{N} \sum_{i=1}^{N} \frac{1}{|V_i - a - bi|^4}. \quad (7.13)$$

By the hypothesis on $V$ and the fact that $|a - E| \leq \sqrt{T}$ we see that there is a $C > 0$ so that if $b \geq CT$ then

$$1 - \frac{T}{N} \sum_{i=1}^{N} \frac{1}{|V_i - a - bi|^2} \geq \frac{1}{2}. \quad (7.14)$$

We have by Lemma 7.3 below that there are at least $NT$ entries of $V$ less than distance $CT$ from $a$. Hence in the regime $CT \geq b \geq cT$ we have

$$b^2 \frac{T}{N} \sum_{i=1}^{N} \frac{1}{|V_i - a - bi|^4} \geq b^2 \frac{T}{N} \frac{NT}{(CT)^4} \geq c \quad (7.15)$$
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and we conclude the first part of (7.6), using (7.12) (note that by (7.3) we always \( b \geq cT \)). The second part of (7.6) is an obvious consequence of (2.3). The last thing to prove is the second bound of (7.5). Differentiating (7.2) gives

\[
\tilde{\partial}_z m_{\ell c}(z) = \left(1 - \frac{T}{N} \sum_{i=1}^{N} \frac{1}{(V_i - z - Tm_{\ell c}(z))^2}\right)^{-1} \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(V_i - z - Tm_{\ell c}(z))^2}.
\] (7.16)

Therefore, by the first bound of (7.6),

\[
|\tilde{\partial}_z m_{\ell c}(z)| \leq C \frac{1}{N} \sum_{i=1}^{N} \frac{1}{|V_i - z - Tm_{\ell c}(z)|^2} \leq \frac{C}{T}
\] (7.17)

where in the second inequality we have used (2.3) (note that we have used the fact that \(|\text{Re}[m_{\ell c}]| \leq T^{-1/2}\) which implies that if \(E \in \mathcal{I}_{E_0,G}\) then \(E + T\text{Re}[m_{\ell c}(E + i\eta)] \in \mathcal{I}_{E_0,\sqrt{G}}\). We conclude the bound for \(\rho_{\ell c}\) by the Stieltjes inversion formula. \(\square\)

Lemma 7.2. For \(z \in \mathcal{D}_2\) where \(\mathcal{D}_2\) is defined in (3.11) we have for some constants depending on \(c^*\) and the constants appearing in (2.3),

\[
c \leq |V_i - z - Tm_{\ell c}(z)| \leq C, \quad c \leq |1 - TR_2(z)| \leq C, \quad |T^2R_3(z)| \leq C
\] (7.18)

and

\[
|m_{\ell c}(z)| \leq C
\] (7.19)

Proof. The first bound of (7.18) follows from the bound \(|Tm_{\ell c}(z)| \leq T^{1/2}\) and the fact that by the definition of \(\mathcal{D}_2\) we have \(c^* \leq |z - V_i| \leq C\). The other two bounds are consequences of the fact that we have \(|R_k| \leq C\) for \(z \in \mathcal{D}_2\). The bound (7.19) follows from (7.2) and the definition of \(\mathcal{D}_2\). \(\square\)

For the above proofs we required the following elementary result.

Lemma 7.3. Fix \(1 > q > 0\) and \(\omega > 0\), and \(V\) be \((\ell,G)\)-regular at \(E_0\). Then for \(N\) large enough we have uniformly for \(E \in \mathcal{I}_{E_0,\sqrt{G}}\) and \(\eta \in \mathcal{T}_\omega\),

\[
cN\eta \leq |\{i : V_i \in [E - \eta, E + \eta]\}| \leq CN\eta
\] (7.20)

for some constants depending only on the constants in (2.3).

Proof. Let \(\mathcal{I}_\eta = [E - \eta, E + \eta]\). The upper bound follows immediately from the fact that

\[
V_i \in \mathcal{I}_\eta \implies (V_i - E)^2 + \eta^2 \leq 2\eta^2.
\] (7.21)

Denote by \(C^*\) the constant appearing in the upper bound just obtained for (7.20). For \(k \in \mathbb{Z}\) denote

\[
\mathcal{T}_\eta^{(k)} = \eta k + \mathcal{T}_\eta,
\] (7.22)

and define

\[
k_0 = \inf \left\{ |k| : \mathcal{I}_\eta^{(k)} \cap \left[ \mathbb{R} \setminus \mathcal{I}_{E_0,\sqrt{G}} \right] \neq \emptyset \right\}.
\] (7.23)

We have,

\[
\text{Im} \left[ m_V(E + i\eta) \right] \leq \sum_{|k| \leq k_0} \frac{1}{N} \sum_{V_i \in \mathcal{I}_\eta^{(k)}} \frac{\eta}{(V_i - E)^2 + \eta^2} + C\frac{\eta}{G^2}.
\] (7.24)

Note that \(C\eta/G^2 \leq CN^{-\omega}\) by assumption on \(\eta\). Fix \(L > 0, L \in \mathbb{N}\) and let \(N_L := |\{i : V_i \in [E - L\eta, E + L\eta]\}|\). We have,

\[
\sum_{|k| \leq k_0} \frac{1}{N} \sum_{V_i \in \mathcal{I}_\eta^{(k)}} \frac{\eta}{(V_i - E)^2 + \eta^2} \leq \sum_{|k| \leq L} \frac{1}{N} \sum_{V_i \in \mathcal{I}_\eta^{(k)}} \frac{\eta}{(V_i - E)^2 + \eta^2} + \sum_{k_0 \geq |k| > L} \frac{1}{N} \sum_{V_i \in \mathcal{I}_\eta^{(k)}} \frac{\eta}{(V_i - E)^2 + \eta^2}
\]

\[
\leq N_L \frac{C^*}{N\eta} + \sum_{|k| > L} \frac{4C^*}{k^2} \leq N_L \frac{C^*}{N\eta} + \frac{20C^*}{L}.
\] (7.25)
Choosing \( L > 100C^*/c_Y \) where \( c_Y \) is the lower bound from (2.3) we get for large \( N \),
\[
N_L \geq (N\eta) \frac{c}{2}
\]  
which yields the claim.

Define
\[
g_i(z) = \frac{1}{V_i - z - Tm_{fc}(z)}.
\]  
(7.27)

We will require the following bound later.

**Lemma 7.4.** For all \( z \in \mathcal{D}_{L,q} \), we have
\[
\frac{1}{N} \sum_{i} |g_i(z)| \leq C \log N.
\]  
(7.28)

**Proof.** This is clear for \( z \in \mathcal{D}_2 \). For \( z \in \mathcal{D}_1 \) we write
\[
\frac{1}{N} \sum_{i} |g_i(z)| = \frac{1}{N} \sum_{i : V_i \in \mathcal{I}_{E_0qG}} |g_i(z)| + \frac{1}{N} \sum_{i : V_i \notin \mathcal{I}_{E_0qG}} |g_i(z)| =: A_2 + A_1.
\]  
(7.29)

We first bound \( A_1 \). Define for \( k \geq 0 \)
\[
\mathcal{I}_k^{(1)} := E_0 + [-2^k \sqrt{G}, 2^k \sqrt{G}], \quad N_k^{(1)} := |\{i : V_i \in \mathcal{I}_k^{(1)}\}|.
\]  
(7.30)

For \( k \leq k_1 := \lceil -\log(G)/\log(2) + 1 \rceil \) we have by the assumptions (2.3) and the proof of Lemma 7.3 the bound
\[
N_k^{(1)} \leq C2^k GN.
\]  
(7.31)

Hence,
\[
A_1 = \frac{1}{N} \sum_{1 \leq k \leq k_1} \sum_{V_i \in \mathcal{I}_k^{(1)}, \mathcal{I}_{k-1}^{(1)}} |g_i(z)| + \frac{1}{N} \sum_{V_i \notin \mathcal{I}_k^{(1)}} |g_i(z)|
\leq C \frac{N_k^{(1)}}{2^k G} + C
\leq Ck_1 + C \leq C \log(N).
\]  
(7.32)

For the term \( A_2 \) we define the intervals for \( k \in \mathbb{Z} \)
\[
\mathcal{I}_k^{(2)} := E + TR[e^{m_{fc}(z)}] + 2Tk + [-T, T]
\]  
(7.33)

and let
\[
N_k^{(2)} := |\{i : V_i \in \mathcal{I}_k^{(2)}\}|.
\]  
(7.34)

Let \( k_2 \) and \( k_3 \) be the index of the leftmost and rightmost intervals \( \mathcal{I}_k^{(2)} \) that intersect \( \mathcal{I}_{E_0qG} \), respectively. By Lemma 7.3,
\[
N_k^{(2)} \leq CTN, \quad \text{for } k_2 \leq k \leq k_3.
\]  
(7.35)

Then,
\[
A_1 \leq \frac{1}{N} \sum_{k_2 \leq k \leq k_3} \sum_{V_i \in \mathcal{I}_k^{(2)}} |g_i(z)|
\leq C \frac{N_k^{(2)}}{T(|k| + 1)} \leq C \log N.
\]  
(7.36)

We also require some results about the qualitative properties of the time evolution of \( m_{fc,t} \).
Lemma 7.5. Let $m_{i\ell,t}$ satisfy (3.5). Then
\[ \partial_t m_{i\ell,t}(z) = \frac{1}{2} \partial_z [m_{i\ell,t}(z)(m_{i\ell,t}(z) + z)]. \] (7.37)

We also have
\[ \partial_t \gamma_{i,t} = -\text{Re}[m_{i\ell,t}(\gamma_{i,t})] - \frac{1}{2} \gamma_{i,t}. \] (7.38)

Fix $\omega > 0$ and $q > 0$. We have uniformly for $i \in A_{q,t_0}$ and $t,t_0 \in T_\omega$,
\[ |\partial_t \gamma_{i,t}| \leq C \log N. \] (7.39)

as well as
\[ |\partial_t \rho_{i\ell,t}(E)| \leq \frac{C}{t} \] (7.40)

for $E \in T_{E_0,qG}$.

Proof. Equation (7.37) is a straight-forward exercise differentiating (3.5). The equation (7.38) follows as in the proof of Lemma 4.4 of [22]. The resulting bound (7.39) follows from the bound $|m_{i\ell,t}| \leq C \log N$ which is obtained from Lemma 7.4. The bound (7.40) follows from (7.37) and the fact that we bounded $|\partial_z m_{i\ell,t}| \leq C/t$ in the proof of Lemma 7.1.

Proof of Lemma 3.4. This follows directly from (7.39). Alternatively, this can be proved by combining the rigidity estimates of Theorem 3.5, the standard perturbation bound
\[ ||\lambda_j(A) - \lambda_j(B)|| \leq ||A - B|| \] (7.41)

and the fact that the norm of $W$ is less than 3 with very high probability. From this we see that the classical eigenvalues $\gamma_{i,t}$ must be less than distance $\sqrt{t} \ll G$ from the $i$th eigenvalue of $V$.

\[ \square \]

7.2 Local deformed semicircle law

7.2.1 Preliminaries

We collect here some identities and tools required for our proofs. For a set of indices $\mathcal{T} \subset [1,N]$ we denote the minor of $H_T$ obtained by removing the columns and rows in $\mathcal{T}$ by $H_T^{(\mathcal{T})}$. Similarly we denote the Green’s function of $H_T^{(\mathcal{T})}$ by $G_{ij}^{(\mathcal{T})}$. For the minors we will still normalize the empirical Stieltjes transform as
\[ m_{i\ell}^{(\mathcal{T})}(z) = \frac{1}{N} \text{Tr} \frac{1}{H_T^{(\mathcal{T})} - z}. \] (7.42)

We use the notation $\mathcal{T}i = \mathcal{T} \cup \{i\}$ and $H_T^{(\mathcal{T}i)}$, $G_{jk}^{(\mathcal{T}i)}$ for $\mathcal{T} = \{i\}$. We use the notation
\[ \sum_{ij}^{(\mathcal{T})} := \sum_{j \notin \mathcal{T}} \sum_{i \in \mathcal{T}} \] (7.43)

to denote summation over all indices not in $\mathcal{T}$.

For a row $i$ and random variable $X$ we denote $P_i[X] = \mathbb{E}[X|H_T^{(i)}]$ and $Q_i[X] = X - P_i[X]$.

In the following lemma we collect the resolvent identities required for the proof. We refer the reader to, for example, [9] for a proof.

Lemma 7.6. The Schur complement formula is, for $i \notin \mathcal{T}$:
\[ G_{ii}^{(\mathcal{T})} = \frac{1}{h_{ii}^T - \sum_{k,l}^{(\mathcal{T})} h_{ik}^{(T)} G_{kl}^{(T)} h_{li}}. \] (7.44)

For $i,j,k \notin \mathcal{T}$ and $i,j \neq k$ we have
\[ G_{ij}^{(\mathcal{T})} = G_{ij}^{(Tk)} + \frac{G_{ik}^{(T)} G_{kj}^{(T)}}{G_{kk}^{(T)}}, \quad \frac{1}{G_{ii}^{(T)}} = \frac{1}{G_{ii}^{(Tk)}} - \frac{G_{ik}^{(T)} G_{ki}^{(T)}}{G_{ii}^{(Tk)} G_{kk}^{(T)}}. \] (7.45)
For $i, j \notin T$ and $i \neq j$,

$$G_{ij}^{(T)} = -G_{ii}^{(T)} \sum_k h_{ik} G_{kj}^{(T)} = -G_{jj}^{(T)} \sum_k G_{ik}^{(T)} h_{kj}$$

(7.46)

and

$$G_{ij}^{(T)} = -G_{ii}^{(T)} G_{jj}^{(T)} (h_{ij} - \sum_{m,n} h_{im} G_{mn}^{(T)} h_{nj}).$$

(7.47)

We have also the Ward identity

$$\sum_j |G_{ij}^{(T)}|^2 = \frac{1}{\eta} \text{Im} G_{ii}^{(T)}.$$  

(7.48)

We collect here the large deviations estimates we will require. We refer the reader to, for example, [18] for a proof.

**Lemma 7.7.** Let $(a_i)$ and $(b_i)$ be centered independent random variables with variance $\sigma^2$ and having subexponential decay

$$\mathbb{P}(|a_i| \geq x\sigma) \leq C_0 e^{-x^{1/3}}, \quad \mathbb{P}(|b_i| \geq x\sigma) \leq C_0 e^{-x^{1/3}}$$

for some positive constant $C_0$ and $\theta > 1$. Let $A_i, B_i \in \mathbb{C}$ and $C_i, D_i \in \mathbb{C}$. Then there exist constants $a_0 > 1$, $A_0 \geq 10$ and $C \geq 1$ depending on $\theta$ and $C_0$ s.t. for $a_0 \leq \xi \leq A_0 \log \log N$ and $\varphi = (\log N)^C$,

$$\mathbb{P}\left( \left| \sum_{i=1}^N A_i a_i \right| \geq \varphi^{1/2} \left( \sum_{i=1}^N |A_i|^2 \right)^{1/2} \right) \leq e^{-(\log N)^\xi}$$

(7.50)

$$\mathbb{P}\left( \left| \sum_{i=1}^N a_i B_i a_i - \sum_{i=1}^N \sigma^2 B_i \right| \geq \varphi^{1/2} \left( \sum_{i=1}^N |B_i|^2 \right)^{1/2} \right) \leq e^{-(\log N)^\xi}$$

(7.51)

$$\mathbb{P}\left( \left| \sum_{i \neq j} a_i B_{ij} a_j \right| \geq \varphi^{1/2} \left( \sum_{i \neq j} |B_{ij}|^2 \right)^{1/2} \right) \leq e^{-(\log N)^\xi}$$

(7.52)

$$\mathbb{P}\left( \left| \sum_{i,j=1}^N a_i B_{ij} b_j \right| \geq \varphi^{1/2} \left( \sum_{i,j=1}^N |B_{ij}|^2 \right)^{1/2} \right) \leq e^{-(\log N)^\xi}$$

(7.53)

for $N$ sufficiently large.

### 7.2.2 Proof of Theorem 3.3

The proof follows closely the proof of Theorem 2.10 in [21]. We will just note the differences here. The first difference is that we consider $V$ fixed instead of random. This change was already dealt with in the proof of Theorem 3.3 of [22]. The extra randomness in $V$ corresponds to the larger error terms which appear throughout [21]. For us, taking $V$ fixed corresponds to setting $\lambda = 0$ everywhere in the estimates appearing in Sections 3 and 4 of [21]. Additionally, in the paper [21] the local law is also proved at the edge of the spectrum. We will not deal with the edge case and will therefore avoid some of the technicalities encountered in [21].

The major difference is of course that we consider $H_T = V + \sqrt{T}W$ for small $T$ whereas in [21], $T$ is order 1. We summarize what difficulties this causes and how they are dealt with. The first lies in the stability estimate (7.4) which only gives a lower bound of $cT$ whereas the analogue in [21] is Corollary A.2 where the lower bound is $c$. This changes a few steps of the proof. Instead of (3.17) of [21], the Schur complement formula is written as

$$G_{ii} = \frac{1}{v_i - z - Tm_{ic} + T\psi + Y_i}$$

(7.54)
where
\[ \psi = m_K - m_N, \quad Y_i = \sqrt{T} w_{ii} + T (m_N - m_N^{(i)}) - Z_i \] (7.55)
and
\[ Z_i = \sum_{k,l} h_{ik} G_{kl}^{(i)} h_{li} - T m_N^{(i)} = Q_i \left[ \sum_{k,l} h_{ik} G_{kl}^{(i)} h_{li} \right] \] (7.56)
with \( m_N^{(i)} \) the empirical Stieltjes transform of the \( i \)th minor of \( H_T \).

Let
\[ \Lambda(z) := |\psi| = |m_N(z) - m_K(z)|, \quad \Psi(z) := \varphi \sqrt{\frac{\Lambda(z) + 1}{N\eta}}. \] (7.57)
Define
\[ g_i(z) := \frac{1}{v_i - z - T m_K(z)}. \] (7.58)

We have the following a priori bounds on \( Z_i \) and \( Y_i \) on the event that \( \Lambda(z) = o(1) \). This is our version of Lemma 3.8 of [21].

**Lemma 7.8.** On the event \( \{ \Lambda(z) \leq \varphi^{-2\xi} \} \) we have with \( (\xi, \nu) \)-high probability,
\[ \max_i |Z_i| \leq C T \Psi, \quad \max_i |g_i Y_i| \leq C \Psi \] (7.59)
and
\[ \max_i |Y_i| \leq C \left( \psi^2 \sqrt{\frac{T}{N}} + T \Psi \right) \] (7.60)
for a constant \( C \).

**Proof.** By the large deviations bounds (7.51), (7.52) we have with \( (\xi, \nu) \)-high probability
\[ |Z_i| \leq C \varphi \sqrt{T} \left( \frac{1}{N^2} \sum_{k,l} |G_{kl}^{(i)}|^2 \right)^{1/2} \leq C T \Psi \] (7.61)
where we have used (7.48) and the inequality [21]
\[ |m_N - m_N^{(i)}| \leq (N\eta)^{-1}. \] (7.62)
The bound (7.60) for \( Y_i \) follows from this and the subexponential decay assumption for \( w_{ii} \) which yields with \( (\xi, \nu) \)-high probability,
\[ \sqrt{T} |w_{ii}| \leq \sqrt{T} \frac{\varphi \xi}{\sqrt{N}}. \] (7.63)
For the bound (7.59) for \( Y_i \) we use (7.62), (7.63) and \( |g_i| \leq \min \{ \eta^{-1}, T^{-1} \} \). \[ \square \]

Using these estimates, we can prove the following analog of the weak-self consistent equation which is Lemma 3.9 of [21].

**Lemma 7.9.** On the event \( \{ \Lambda(z) \leq \varphi^{-2\xi} \} \) we have with \( (\xi, \nu) \)-high probability,
\[ |(1 - TR_2(z))\psi - T^2 R_3(z) \psi^2| \leq C \Psi + C \frac{\Lambda^2}{\log N}. \] (7.64)

**Proof.** By Lemma 7.8 we have on the event \( \{ \Lambda(z) \leq \varphi^{-2\xi} \} \) that \( |Y_i| \leq T o(1) \). Therefore, by the stability bounds (7.4) and (7.18) we can expand (7.54) and obtain
\[
\begin{aligned}
\frac{1}{N} \sum_i G_{ii} &= \frac{1}{N} \sum_i g_i + \frac{1}{N} \sum_i g_i^2 (T \psi + Y_i) + \frac{1}{N} \sum_i g_i^3 T^2 \psi^2 \\
&\quad + \frac{1}{N} \sum_i g_i^3 (2T \psi Y_i + Y_i^2) + O \left( \max_i |g_i|^3 (|Y_i|^3 + T^3 \Lambda^3) N^{-1} \sum_j |g_j| \right).
\end{aligned}
\] (7.65)
We use a simple Schwarz inequality $|\psi Y_i| \leq C|Y_i|^2(\log N) + \log(N)^{-1}A^2$ on the first term in the second line of (7.65). By Lemmas 7.8 and 7.4 we have

$$\frac{1}{N} \sum_i |g_i^{1+\tau}|Y_i|^r \leq C \log(N)\Psi^r,$$

(7.66)

for $r \geq 0$. This, together with (7.59) yields the claim. □

With this, one can derive the weak local deformed semicircle law.

**Theorem 7.10 (Weak local deformed semicircle law).** The event

$$\bigcap_{T \in \mathcal{T}_L, z \in \mathcal{D}_{L,q}} |m_N(z) - m_{fc}(z)| \leq C \frac{\varphi^\xi}{(N\eta)^{1/3}}$$

(7.67)

holds with $(\xi, \nu)$-high probability.

This is derived from the weak self-consistent equation exactly as Theorem 3.1 is derived in [21]. To be more precise, one proves the initial estimates for $\eta = 2$ in the same fashion as Lemma 3.10 of [21]. The dichotomy argument of Lemma 3.12 is easier as we have that the LHS of (3.45) of [21] can be taken to be 1, and so one only needs to do the ‘Bulk case’ argument in the proof of Lemma 3.12 of [21]; i.e., we will only be considering the regime $\eta \geq \tilde{\eta}(U,E)$. The stability of the coefficients in the self-consistent equation is provided by the estimates of Lemmas 7.1 and 7.2 (as we are in the bulk the coefficient $(1 - TR_2(z))$ does not degenerate which means that $\alpha \geq c$ where $\alpha$ is defined as in [21]).

The proof of the weak local deformed semicircle law is then completed as in [21]. We record here the following corollary of the above proof. We will not need it in this paper but record it for possible future use.

**Corollary 7.11.** Suppose that one has that $c \leq \text{Im} \left[ m_V(E + i\eta) \right] \leq C$ for $\eta \geq \eta_0$ where $\eta_0$ satisfies (for example) $N^{-1} \leq \eta_0 \leq N^{-c}$, and all $E \in \mathcal{I}$ where $\mathcal{I}$ is some fixed interval. Let $\eta_j = \varphi^{10j\xi}\eta_0$ for $j = 1, 2$. Then with $(\xi, \nu)$-high probability, one has

$$|m_N(z) - m_{fc}(z)| \leq C \frac{\varphi^\xi}{(N\eta)^{1/3}}$$

(7.68)

for all $0 \leq T \leq N^{-c}$, $E \in \mathcal{I}'$ and $\eta_2 \leq \eta \leq 10$ where $\mathcal{I}'$ is an interval compactly contained in $\mathcal{I}$.

**Proof.** It is easy to see that the above proof directly implies the weak law for $T \geq \eta_1$ with $T \ll G^2$ for $\eta$ down to the optimal scale $\eta \approx N^{-1}$. On the other hand, the above proof also yields the weak law for $0 \leq T \leq \eta_1$ for $\eta \geq \eta_2$. For this, the key input is that the bounds (7.3), (7.4), and (7.6) hold in the regime $\eta \geq \eta_2$. The first two are obvious as we have $\text{Im} \left[ m_{fc} \right] = \text{Im} \left[ m_V(z + Tm_{fc}) \right]$ and $\text{Im} \left[ z + Tm_{fc} \right] \geq \eta_2 \gg \eta_0$. The upper bounds of (7.6) are clear as $\eta_2 \gg T$. The lower bound is slightly nontrivial but we have,

$$\text{Re}[1 - TR_2(z)] \geq 1 - \frac{T}{\eta_2} \text{Im} [m_V(z + Tm_{fc}(z))] \geq \frac{1}{2}$$

(7.69)

for large enough $N$. The expansion in the proof of Lemma 7.9 is still possible as now one has the stability bound $|v_1 - z - Tm_{fc}(z)| \geq \eta_2$ and $|T\psi| + |Y_i| \leq T_0(1) + (T/N)^{1/2}\varphi^\xi \leq \eta_2o(1)$.

□

We now return to the proof of Theorem 3.3. In order to get the strong self-consistent equation, Lemma 7.13 below, we require the following fluctuation averaging lemma. As the proof is somewhat lengthy, we defer it to the next subsection. We introduce deterministic control parameters $\gamma(z)$ and $\Phi(z)$ by requiring

$$\gamma(z) \leq \varphi^{-2\xi}, \quad \Phi(z) = \varphi^\xi \sqrt{\frac{1 + \gamma(z)}{N\eta}}.$$**
Lemma 7.12. Suppose that the event
\[ \Lambda(z) \leq \gamma(z), \quad \forall z \in D_{L,q} \] holds with \((\xi, \nu)\)-high probability. Then,
\[ \left| \frac{1}{N} \sum_{i=1}^{N} g_i^2 Q_i \left( \frac{1}{G_{ii}} \right) \right| \leq C \varphi^{10\xi} \Phi^2. \] (7.72)
with \((\xi - 2, \nu)\)-high probability.

The above lemma allows us to deduce the strong self-consistent equation. It is our version of Lemma 4.5 of [21].

Lemma 7.13. Suppose that the event
\[ \Lambda(z) \leq \gamma(z), \quad \forall z \in D_{L,q} \] holds with \((\xi, \nu)\)-high probability. Then,
\[ |(1 - TR_2)\psi - T^2 R_3 \psi^2| \leq C \frac{\Lambda^2}{\log N} + C \varphi^{10\xi} \Phi^2 \] (7.74)
with \((\xi - 2, \nu)\)-high probability.

Proof. We proceed as in the proof of Lemma 7.9 and expand (7.54). We get
\[ \frac{1}{N} \sum_i G_{ii} = \frac{1}{N} \sum_i g_i + \frac{1}{N} \sum_i g_i^2 (T \psi_i + Y_i) + \frac{1}{N} \sum_i g_i^3 T^2 \psi^2 \]
\[ + \frac{1}{N} \sum_i g_i^3 (2T \psi Y_i + Y_i^2) + O \left( \max_i |g_i|^3 (|Y_i|^3 + T^3 \Lambda^3) N^{-1} \sum_j |g_j| \right). \] (7.75)
Note that we have
\[ Q_i \left[ \frac{1}{G_{ii}} \right] = Q_i \left[ v_i + \sqrt{T} w_{ii} - z - \sum_{k,l} h_{ik} G_{kl}^i h_{li} \right] = \sqrt{T} w_{ii} - Z_i. \] (7.76)
Hence,
\[ Y_i = T (m_N - m_N^{(i)}) + Q_i \left[ \frac{1}{G_{ii}} \right]. \] (7.77)
Therefore, by Lemma 7.12 and (7.62) we have
\[ \left| \frac{1}{N} \sum_i g_i^2 Y_i \right| \leq C \varphi^{10\xi} \Phi^2 \] (7.78)
with \((\xi - 2, \nu)\)-high probability. The other terms on (7.75) are bounded as in the proof of Lemma 7.9 using the a-priori bounds in Lemma 7.8.

The proof of Theorem 3.3 now follows from the strong self-consistent equation as it does in the proof of Theorem 2.10 at the end of Section 4 in [21].

7.2.3 Proof of Lemma 7.12

Lemma 7.12 follows directly from the following moment bound and Chebyshev’s inequality.
Lemma 7.14. If the event
\[ \Lambda(z) \leq \gamma(z), \quad \forall z \in \mathcal{D}_{L,q} \] (7.79)
holds with \((\xi, \nu)\)-high probability, then
\[ \mathbb{E} \left| \frac{1}{N} \sum_i g_i^2 Q_i \left( \frac{1}{G_{ii}} \right)^{2r} \right| \leq (Cr)^{Cr} (\varphi^{3x} \Phi)^{4r} \] (7.80)
for every \( r \leq \nu (\log N)^{\xi-3/2}/2 \).

For its proof we will require the following a-priori bounds on the Green’s function matrix elements.

Lemma 7.15. Suppose that the event
\[ \Lambda(z) \leq \gamma(z), \quad \forall z \in \mathcal{D}_{L,q} \] (7.81)
holds with \((\xi, \nu)\)-high probability. We then have uniformly for \(|T| \leq (\log N)^{\xi-1}\),
\[ \left| \frac{g_i}{G_{ii}^{(T)}} - 1 \right| \leq \varphi^x \Phi + \varphi^{-x} \] (7.82)
and for \( 0 \leq s \leq 1 \) and \( i \neq j \)
\[ \frac{|G_{ij}^{(T)}|}{|g_i|^{\epsilon} |g_j|^{1-s}} \leq \varphi^{2x} \Phi \] (7.83)
and
\[ |g_i| \left| Q_i \left( \frac{1}{G_{ii}^{(T)}} \right) \right| \leq \varphi^{2x} \Phi. \] (7.84)

Proof. From the Schur complement formula we have
\[ \left| \frac{g_i}{G_{ii}^{(T)}} - 1 \right| = |g_i| \left| T \psi + Y_i^{(T)} \right| \] (7.85)
where
\[ Y_i^{(T)} := \sqrt{T} w_{ii} + T (m_N - m_N^{(T)}) - Z_i^{(T)}, \quad Z_i^{(T)} := \sum_{k,l} h_{ik} G_{kl}^{(T)} h_{lj} - T m_N^{(T)}. \] (7.86)
The proof of Lemma 7.8 extends to \( Y_i^{(T)} \) and \( Z_i^{(T)} \) uniformly for \(|T| \leq (\log N)^{\xi-1}\) and we conclude (7.82). Moreover, we see that this observation also proves (7.84) after using
\[ Q_i \left( \frac{1}{G_{ii}^{(T)}} \right) = \sqrt{T} w_{ii} - Z_i^{(T)}. \] (7.87)

For (7.83) we start with (7.47) and obtain with \((\xi, \nu)\)-high probability by the large deviations bounds, (7.82) and (7.48)
\[
|G_{ij}^{(T)}| = |G_{ii}^{(T)} G_{jj}^{(T)}| \left| h_{ij} - \sum_{m,n} h_{im} G_{mn}^{(T)} h_{mj} \right| \\
\leq \varphi^x |g_i g_j| \left( \frac{\sqrt{T}}{\sqrt{N}} + T \sqrt{\frac{\text{Im} m_N^{(T)}}{N \eta}} \right) \\
\leq \varphi^{2x} |g_i|^{\epsilon} |g_j|^{1-s} \Phi. \] (7.88)
In the last line we have used \(|g_i| \leq T^{-1} \) or \(|g_i| \leq \eta^{-1} \) as appropriate. \( \square \)
Proof of Lemma 7.14. We illustrate the method by doing \( r = 1 \). We have,
\[
\mathbb{E} \left| \frac{1}{N} \sum_i g_i^2 Q_i \left[ G_{ii}^{-1} \right] \right|^2 = \frac{1}{N^2} \sum_{i,j} \mathbb{E} \left[ g_i^2 Q_i \left[ G_{ii}^{-1} \right] g_j^2 Q_j \left[ G_{jj}^{-1} \right] \right] \\
= \frac{1}{N^2} \sum_{i=1}^N |g_i|^4 \mathbb{E} \left| Q_i \left[ G_{ii}^{-1} \right] \right|^2 + \frac{1}{N^2} \sum_{i \neq j} \mathbb{E} \left[ g_i^2 Q_i \left[ G_{ii}^{-1} \right] g_j^2 Q_j \left[ G_{jj}^{-1} \right] \right] \\
= A_1 + A_2. \tag{7.89}
\]
For the first sum we apply (7.84). Hence,
\[
A_1 \leq \varphi^{4 \xi} \Phi^2 \frac{1}{N^2} \sum_{i=1}^N |g_i|^2 \leq \varphi^{4 \xi} \Phi^2 \frac{1}{N \eta} \leq (\varphi^{2 \xi} \Phi)^4 \tag{7.90}
\]
where we have used
\[
\frac{1}{N} \sum_{i=1}^N |g_i|^2 \leq \frac{1}{\eta}. \tag{7.91}
\]
We apply the second identity of (7.45) to the summand in \( A_2 \). We have
\[
\mathbb{E} \left[ g_i^2 Q_i \left[ G_{ii}^{-1} \right] g_j^2 Q_j \left[ G_{jj}^{-1} \right] \right] = \mathbb{E} \left[ g_i^2 Q_i \left[ \frac{1}{G_{ii}} - \frac{G_{ij} G_{ji}}{G_{ii} G_{jj}} \right] g_j^2 Q_j \left[ \frac{1}{G_{jj}} - \frac{G_{ji} G_{ij}}{G_{ij} G_{jj}} \right] \right] \\
= \mathbb{E} \left[ g_i^2 Q_i \left[ \frac{G_{ij} G_{ji}}{G_{ii} G_{jj}} \right] g_j^2 Q_j \left[ \frac{G_{ji} G_{ij}}{G_{ij} G_{jj}} \right] \right] \tag{7.92}
\]
where we have used
\[
\mathbb{E}[XQ_i[Y]] = \mathbb{E}[Q_i[XY]] = 0 \tag{7.93}
\]
for \( X \) measureable wrt to the \( i \)th minor of \( H_{ij} \). From Lemma 7.15 we see that
\[
\left| \frac{g_i}{G_{ii}^{(T_1)}} \right| \leq 2, \quad \left| \frac{G_{ik}^{(T_1)}}{G_{kk}^{(T_2)}} \right| \leq \varphi^{2 \xi} \Phi, \quad \left| \frac{G_{ik}^{(T_1)}}{G_{ii}^{(T_2)}} \right| \leq \varphi^{2 \xi} \Phi, \quad l \neq k \tag{7.94}
\]
holds with \((\xi - 2, \nu)\)-high probability uniformly for \(|T_1|, |T_2| \leq (\log N)^{\xi - 1}\). From these inequalities we deduce
\[
\mathbb{E} \left[ g_i^2 Q_i \left[ G_{ii}^{-1} \right] g_j^2 Q_j \left[ G_{jj}^{-1} \right] \right] \leq |g_i g_j| (\varphi^{2 \xi} \Phi)^4 \tag{7.95}
\]
and so
\[
A_2 \leq (\varphi^{2 \xi} \Phi)^4 \frac{1}{N^2} \sum_{i,j} |g_i g_j| \leq (\varphi^{3 \xi} \Phi)^4 \tag{7.96}
\]
where we have used the fact from Lemma 7.4 that
\[
\frac{1}{N} \sum_i |g_i| \leq C \log N. \tag{7.97}
\]
This proves the case \( r = 1 \).

For the general case we will just explain how to adapt the proof of (4.5) of [21] to our set-up. We start with (4.28) of [21]:
\[
\mathbb{E} \left| \frac{1}{N} \sum_{i=1}^N g_i^2 Q_i \left( \frac{1}{G_{ii}} \right)^{2r} \right| = \frac{1}{N^{2r}} \sum_{\Gamma \in \mathcal{P}_{2r}} \sum_{i_1, \ldots, i_r} 1_{\{\Gamma = \Gamma(\bar{\mathbf{a}})\}} \mathbb{E} \left[ g_{i_1}^2 Q_{i_1} (G_{i_1}^{-1}) \cdots g_{i_r}^2 Q_{i_r} (G_{i_r}^{-1}) \right] \tag{7.98}
\]
where \( \mathcal{P}_{2r} \) denotes the set of partitions on \( 2r \) letters and \( \Gamma(\bar{\mathbf{a}}) \) denotes the element of \( \mathcal{P}_{2r} \) defined by the equivalence relation \( a \sim b \) iff \( i_a = i_b \), and \( \bar{\mathbf{a}} = (i_1, \ldots, i_{2r}) \).
Fix now a partition \( \Gamma \) and let \( i \) satisfy \( \Gamma(i) = \Gamma \). We apply the same algorithm as in [21] to the summand on the RHS of (7.98). We omit the precise details of the algorithm. The result is the expansion into the sum

\[
\mathbb{E}[g_1^2 Q_{11}(G_{i_1i_1}^{-1}) \cdots g_{i_r}^2 Q_{i_2r}(G_{i_r,i_r}^{-1})] = \sum_{\sigma_1, \ldots, \sigma_r} \mathbb{E} \left[ g_1^2 Q_{11}(F_{11}) \sigma_1 \cdots g_{i_r}^2 Q_{i_2r}(F_{i_2r}, \sigma_{i_r}) \right]
\]

where the \( \sigma_k \) run over the finite binary sequences generated by the algorithm and \( (F_{ik})_{\sigma_k} \) are the associated monomials in the resolvent entries. We will eventually apply (7.94) to the monomials \( (F_{ik})_{\sigma_k} \) in the above expression. To see that we can do so, we require the following lemma. It is an easy consequence of the definition of the algorithm generating the monomials which uses the identities (7.45). We give the full details of the proof. We encourage the reader unfamiliar with the algorithm to consult [21] or Appendix B of [8].

**Lemma 7.16.** Let \( (F_{ik})_{\sigma_k} \) be a monomial generated by the algorithm outlined after (4.29) in [21]. Let \( F_1 \) be the set of off-diagonal resolvent entries in the numerator and \( F_2 \) be the set of diagonal resolvent entries in the denominator. Suppose that \( F_1 \neq \emptyset \). Note that \( |F_2| = |F_1| + 1 \). There exists an injective function \( \pi : F_1 \to F_2 \) such that,

1. For \( G_{xy}^{(T)} \in F_1 \), the lower index of \( \pi(G_{xy}^{(T)}) \) is either \( x \) or \( y \).
2. The unique diagonal resolvent entry \( G_{xx}^{(T)} \in F_2 \setminus \pi(F_1) \) not lying in the image of \( \pi \) satisfies \( x = i_k \).

That is, its lower index is the same as the index \( Q_{ik} \) over which the partial expectation is taken.

**Proof.** Recall that the off-diagonal resolvent entries are generated by applying either of the rules in (7.45) to an existing monomial. Let \( \sigma_k = a_1 a_2 \cdots a_n \) for \( a_i \in \{0, 1\} \). For each step \( j \) we construct \( \pi_j : F_1 \to F_2 \) satisfying the lemma, where \( F_{1,j} \) and \( F_{2,j} \) are the off-diagonal and diagonal resolvent entries of \( (F_{ik})_{a_1 \cdots a_j} \), respectively.

If the first step \( a_1 = 0 \) then there is nothing to do as there are no off-diagonal resolvent entries yet. If \( a_1 = 1 \) then

\[
(F_{ik})_{a_1} = \frac{G_{ik,j} G_{j,i_k}}{G_{ik,i_k} G_{i_k}^{(j)} G_{jj}} \tag{7.100}
\]

for some index \( j \). We can take

\[
\pi_1(G_{ik,j}) = G_{ik,i_k}^{(j)}, \quad \pi_1(G_{j,i_k}) = G_{jj}^{(j)}. \tag{7.101}
\]

We proceed by induction. Assume that we have constructed \( \pi_j \). First consider the case \( a_{j+1} = 0 \). If the second rule of (7.45) was applied then we can let \( \pi_{j+1} = \pi_j \) if the rule was applied to a diagonal resolvent entry not lying in the image of \( \pi_j \). If the rule substituted \( G_{ii}^{(T)} \to G_{ii}^{(T)} \) with \( \pi_j(G_{ii}^{(T)}) = G_{ii}^{(T)} \), then we only have to define \( \pi_{j+1}(G_{ii}^{(T)}) = G_{ii}^{(T)} \). For all other off-diagonal entries we just let \( \pi_{j+1} = \pi_j \), because the other elements of \( F_{1,j+1} \) coincide with the other elements of \( F_{1,j} \) and the other diagonal resolvent entries remain unchanged.

On the other hand suppose that the first rule was applied to \( G_{xy}^{(T)} \) which became \( G_{xy}^{(T)} \). We can let \( \pi_{j+1}(G_{xy}^{(T)}) = \pi_j(G_{xy}^{(T)}) \). The other elements of \( F_{1,j+1} \) coincide with the other elements of \( F_{1,j} \) and we set \( \pi_{j+1} = \pi_j \) on these elements.

Now we can suppose that \( a_{j+1} = 1 \). Suppose that the first rule was applied and that we have the replacement

\[
G_{xy}^{(T)} \to \frac{G_{12}^{(T)} G_{21}^{(T)}}{G_{ll}^{(T)}}. \tag{7.102}
\]

Suppose that the lower index of \( \pi_j(G_{xy}^{(T)}) \) was \( x \). Then we set

\[
\pi_{j+1}(G_{12}^{(T)}) = \pi_j(G_{xy}^{(T)}), \quad \pi_{j+1}(G_{21}^{(T)}) = G_{ll}^{(T)} \tag{7.103}
\]

and set \( \pi_{j+1} = \pi_j \) on the other elements of \( F_{1,j+1} \) which coincide with the other elements of \( F_{1,j} \). The case when the lower index of \( \pi_j(G_{xy}^{(T)}) \) is \( y \) is similar.
If the second rule was applied then we have the replacement
\[
\frac{1}{G_{xx}^{(T)}} \rightarrow - \frac{G_{xy}^{(T)} G_{yx}^{(T)}}{G_{xx}^{(T)} G_{xy}^{(T)} G_{yy}^{(T)}}. \tag{7.104}
\]
We then set
\[
\pi_{j+1}(G_{xy}^{(T)}) = G_{xx}^{(T)}, \quad \pi_{j+1}(G_{yx}^{(T)}) = G_{yy}^{(T)} \tag{7.105}
\]
and set \(\pi_{j+1} = \pi_j\) on the other elements of \(F_{1,j+1}\). This yields the lemma. □

As a corollary we have
\[
|g_{i_1} Q_{i_1}(F_{i_1}) \sigma_1 \ldots g_{i_2} Q_{i_2}(F_{i_2}) \sigma_2 r| \leq (\varphi^{2e} \Phi)^{2r+s} \tag{7.106}
\]
where \(b(\sigma_k)\) is the number of ones in the string \(\sigma_k\). If \(b(\sigma_k) = 0\) this follows from (7.84). If \(b(\sigma_k) > 0\) then note that the number of off-diagonal entries in the numerator equals \(b(\sigma_k) + 1\). The bound (7.106) then follows from Lemma 7.16 and (7.94).

For a label \(a \in \{1, \ldots, 2r\}\) we let \([a]\) denote the block of \(a\) in \(\Gamma\). We let \(S(\Gamma) := \{a : |[a]| = 1\}\) denote the set of single labels in \(\Gamma\) and denote by \(s = |S(\Gamma)|\) its cardinality. We wish to prove that any nonzero term on the RHS of (7.99) satisfies
\[
|g_{i_1} Q_{i_1}(F_{i_1}) \sigma_1 \ldots g_{i_2} Q_{i_2}(F_{i_2}) \sigma_2 r| \leq C(\varphi^{2e} \Phi)^{2r+s}. \tag{7.107}
\]
First, suppose that one of the monomials, say \((F_{i_k})_{\sigma_k}\), is not maximally expanded (recall that a monomial is maximally expanded if each resolvent \(G_{xy}^{(T)}\) in the monomial satisfies \(S(\Gamma) \subseteq \{x, y, T\}\)). By the definition of the algorithm generating the monomials, we must have that \((F_{i_k})_{\sigma_k}\) contains at least \(4r\) off-diagonal resolvent entries in the numerator. Then \(b(\sigma_k) \geq 4r - 1\) and so from (7.106) we have
\[
|g_{i_1} Q_{i_1}(F_{i_1}) \sigma_1 \ldots g_{i_2} Q_{i_2}(F_{i_2}) \sigma_2 r| \leq (\varphi^{2e} \Phi)^{1+1+\ldots+(4r)+1\ldots} \leq (\varphi^{2e} \Phi)^{4r} \leq (\varphi^{2e} \Phi)^{2r+s}. \tag{7.108}
\]
So we may assume that each monomial in (7.107) is maximally expanded. As in [21] we observe that for every single label \(a \in S(\Gamma)\) there is a label \(b \in \{1, \ldots, 2r\}\{a\}\) s.t. the monomial \((F_{i_b})_{\sigma_b}\) contains an off-diagonal resolvent entry with \(i_a\) as a lower index.

Hence,
\[
\sum_{k=1}^{2r} b(\sigma_k) \geq s \tag{7.109}
\]
and we get the claim from (7.106).

For our fixed partition \(\Gamma\) denote its size by \(l = |\Gamma|\). It follows from (7.107) that
\[
\left| \frac{1}{N^{2r}} \sum_{\Gamma = \Gamma(\Omega)} 1_{\Gamma} \mathbb{E} \left[ g_i^2 Q_i (G_{i_1 i_1}^{-1}) \ldots g_i^2 Q_i (G_{i_r i_r}^{-1}) \right] \right| \leq C \frac{1}{N^{2r}} \sum_{k_1=1}^{N} \ldots \sum_{k_r=1}^{N} |g_{k_1}|^{d_1} \ldots |g_{k_r}|^{d_r} (\varphi^{2e} \Phi)^{2r+s} \tag{7.110}
\]
where \(d_i\) is the size of the \(i\)th block of the partition \(\Gamma\). Using \(|g_k| \leq \eta^{-1}\) we then bound the sum
\[
\frac{1}{N^{2r}} \sum_{k_1=1}^{N} \ldots \sum_{k_r=1}^{N} |g_{k_1}|^{d_1} \ldots |g_{k_r}|^{d_r} \leq \frac{1}{N^{r-\eta}} \sum_{k_1=1}^{N} \ldots \sum_{k_r=1}^{N} |g_{k_1}| \ldots |g_{k_r}| \leq \left( \frac{1}{N^{\eta}} \right)^{2r-\log(N)^l} \leq \varphi^{d} (\Phi)^{4r-l}. \tag{7.111}
\]
We have the inequality \(2r + s + 2(2r - 2l) \geq 4r\). Inserting the two bounds just derived into the RHS of (7.98) we get
\[
\mathbb{E} \left[ \left( \frac{1}{N} \sum_{i=1}^{N} g_i^2 Q_i \right)^{2r} \right] \leq \sum_{\Gamma \in \mathcal{P}_{2r}} (\varphi^{3e} \Phi)^{4r} \leq (Cr)^{Cr} (\varphi^{3e} \Phi)^{4r}. \tag{7.112}
\]
□
7.3 Proof of Theorem 3.5

While we do not have control down to the optimal scale $\eta \gtrsim N^{-1}$ throughout the entire spectrum of $H_t$, the following lemma shows that Theorem 3.3 suffices in order to control the eigenvalue counting function of $H_t$ down to the optimal scale in the interval $\mathcal{I}_{E_0, G}$. The proof follows from the proofs of similar results in [5, 18].

Lemma 7.17. Let $\tilde{\rho}$ be a signed measure on $\mathbb{R}$ and let $S$ be its Stieltjes transform. Fix two energies $E_1 < E_2$. Suppose that for some $0 < \tilde{\eta} < 1/2$ and $U > 0$ we have

$$|S(x + iy)| \leq \frac{U}{y} \text{ for any } x \in [E_1, E_1 + \tilde{\eta}] \cup [E_2, E_2 + \tilde{\eta}] \text{ and } \tilde{\eta} \leq y \leq 1$$  \quad (7.113)

$$|\text{Im } S(x + iy)| \leq \frac{U}{y} \text{ for any } x \in [E_1, E_1 + \tilde{\eta}] \cup [E_2, E_2 + \tilde{\eta}] \text{ and } 0 < y < \tilde{\eta}$$  \quad (7.114)

$$|\text{Im } S(x + iy)| \leq \frac{U}{y} \text{ for any } x \in [E_1, E_2 + \tilde{\eta}] \text{ and } 1/2 \leq y \leq 1.$$  \quad (7.115)

Define two functions $f_j = f_{E_j, \tilde{\eta}} : \mathbb{R} \to \mathbb{R}$ so that $f_j(x) = 1$ for $x \in (-\infty, E_j]$, $f_j(x)$ vanishes for $x \in [E_j + \tilde{\eta}, \infty)$; moreover, $|f_j'(x)| \leq C\tilde{\eta}^{-1}$ and $|f_j''(x)| \leq C\tilde{\eta}^{-2}$ for some constant $C$. Then for some other constant $C > 0$ independent of $U$ or $\tilde{\eta}$ we have

$$\left|\int (f_2 - f_1)\tilde{\rho}(\lambda)d\lambda\right| \leq CU||\tilde{\rho}||_{TV}|\log \tilde{\eta}|$$  \quad (7.116)

where $|| \cdot ||_{TV}$ denotes the total variation norm of a signed measure.

Define the empirical eigenvalue counting function and the eigenvalue counting function of the deformed semicircle law by

$$n_t(E) = |\{i : \lambda_i(H_t) \leq E\}|, \quad n_{t, c}(E) = \int_{c}^{E} \rho_{t, c}(E')dE'$$  \quad (7.117)

respectively. The key observation is that the hypotheses (7.113) - (7.115) only require control on $S(x + iy)$ for small $y$ when $x$ is near $E_1$ or $E_2$. Therefore, we deduce from the above and Theorem 3.3 the following lemma. It is a minor modification of the usual approach, which may be found in, for example [8].

Lemma 7.18. Let $q > 0$ be as above and let $\omega > 0$ and $t \in \mathcal{T}_\omega$. With $(\xi, \nu)$-high probability we have uniformly for $E \in \mathcal{I}_{E_0, qG}$,

$$|n_t(E) - n_{t, c}(E)| \leq \frac{\phi_3^{c_3}}{N}$$  \quad (7.118)

for a constant $c_3 > 0$ depending on $\mathcal{I}_V$, $A_0$, $C_1$ in (3.2), the constants appearing in (2.3) and the choice of $q$.

Proof. We apply Lemma 7.17 to the difference of the empirical measure of $H_t$ and $\rho_{t, c}$, with $E_2 = E \in \mathcal{I}_{E_0, qG}$ and $E_1$ being any point $A_V - 9 \leq E_1 \leq A_V - 2$. We choose $\tilde{\eta} = \phi_3^{c_3}/N$ for some $c > 0$. The only condition of (7.113-7.115) not guaranteed by the local law is (7.114). This follows easily using the fact that $y \to \text{Im } [m(x + iy)]$ is increasing for Stieltjes transforms of positive measures and the fact that $\text{Im } [m_{t, c}(E)]$ is bounded in $\mathcal{D}_{L, q}$. See, for example [8].

With $(\xi, \nu)$-high probability the spectrum of $H_t$ is at least $A_V - 1$. The left endpoint $E_-$ of the support of $\rho_{t, c}$ is the smallest solution to the equation

$$T^{-1} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(V_i - E_- - Tm_{t, c}(E))^2}$$  \quad (7.119)
which is greater than $A_V - 1$. Let $f_j$ be as above. Then with $(\xi, \nu)$-high probability we have by the above lemma the above support properties of $\rho_{fc, t}$ and $H_t$ that
\[
n_t(E) \leq \int f_2(E')dn_t(E') = \int (f_2(E') - f_1(E'))dn_t(E') \leq \int (f_2(E') - f_1(E'))\rho_{fc,t}(E') + \varphi^{c_3\xi} = \int f_2(E')d\rho_{fc,t}(E') + \varphi^{c_3\xi} \leq n_{fc,t}(E + \tilde{\eta}) + \varphi^{c_3\xi} \leq n_{fc,t}(E) + \varphi^{(c_3+c)\xi} \tag{7.120}
\]
using the fact that $\rho_{fc,t} \leq C$ in $I_{E_0, qG}$. The lower bound is similar.

The conclusion of Theorem 3.5 from Lemma 7.18 is standard and is similar to, for example, the proof of Theorem 7.6 in [8].
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