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Abstract—This paper introduces the problem of Private Information Retrieval with Reusable and Single-use Side Information (PIR-RSSI). In this problem, one or more remote servers store identical copies of a set of $K$ messages, and there is a user that initially knows $M$ of these messages, and wants to privately retrieve one other message from the set of $K$ messages. The objective is to design a retrieval scheme in which the user downloads the minimum amount of information from the server(s) while the identity of the message wanted by the user downloads the minimum amount of information from the server(s) while the identity of the message wanted by the user.

$M$ servers while the identity of the message wanted by the user is a user that initially knows $M$ messages. The goal of the user is to privately retrieve one other message from the set of $K$ messages. We characterize the capacity of this setting for the cases of $M = 1$, $M = 2$, and in reducing the download cost only if they are kept private; and for larger values of $K$, the reusable side information messages cannot help in reducing the download cost.

I. INTRODUCTION

In this work, we introduce the problem of Private Information Retrieval with Reusable and Single-use Side Information (PIR-RSSI). In this problem, there is a single (or multiple) remote server(s) storing (identical copies of) $K$ messages, and there is a user that is interested in privately retrieving one message from the set of $K$ messages. The user has a prior side information about a subset of messages. In particular, the user initially knows $M$ messages from the set of $K$ messages, distinct from the message required by the user, and the servers do not initially know which $M$-subset of messages is known by the user. The goal of the user is to privately retrieve their desired message by downloading the minimum amount of information from the server(s) while protecting the identities of some of their side information messages. In particular, the identities of $M_1$ (out of $M$) side information messages must be protected, whereas the identities of the remaining $M_2 := M - M_1$ side information messages do not need to be protected. We refer to the $M_1$ side information messages whose identities need to be protected as reusable side information (RSI), and refer to the remaining $M_2$ side information messages as single-use side information (SSI).

The PIR-RSSI problem is motivated by several practical scenarios. For example, the user may want to use some part of their side information to minimize the download cost in one round of retrieval while keeping the other part of their side information reusable for future rounds. As another example, consider a scenario in which the server stores a dataset that contains information about individuals including the user themselves, and the user’s side information consists of their own data and the data pertaining to some other individuals. In this scenario, the identity of the user’s own data—which is part of the user’s side information—needs to be kept private in order to protect the user’s identity.

The PIR-RSSI problem is a generalization of the classical Private Information Retrieval (PIR) problem [1], [2], the problem of PIR with Private Side Information (PIR-PSI) [3], [4], and the problem of PIR with Side Information (PIR-SI) [3], [5]. In particular, the PIR-RSSI problem with $M_1 = 0, M_2 = 0$ is equivalent to the classical PIR problem; the PIR-RSSI problem with $M_1 ≥ 1, M_2 = 0$ is equivalent to the PIR-PSI problem with $M_1$ side information messages, and the PIR-RSSI problem with $M_1 = 0, M_2 ≥ 1$ is equivalent to the PIR-SI problem with $M_2$ side information messages. This is because in the PIR-PSI problem, the identities of all side information messages must be kept private, and in the PIR-SI problem, the identity of none of the side information messages needs to be kept private. Similar to PIR-PSI and PIR-SI, several variants of the PIR-RSSI problem can also be considered, e.g., settings in which the user wishes to retrieve more than one message (see, e.g., [6]–[12]), or the user’s side information consists of some coded combinations or uncoded fractions of a subset of messages (see, e.g., [13]–[20]), or the servers store coded versions of the messages (see, e.g., [21], [22]). In this work, we consider the setting in which the user wants to retrieve only one message and the user’s side information is a subset of messages. In addition, we focus on the single-server setting, and only briefly discuss the multi-server setting.

As shown in [3], the capacity of single-server PIR-PSI and PIR-SI with $K$ messages and $M$ side information messages is given by $1/(K - M)$ and $1/[K/(M + 1)]$, respectively, where the capacity is defined as the maximum achievable download rate. These results were also extended to the multi-server setting of PIR-PSI and PIR-SI in [4] and [5], respectively. By combining the converse proof techniques of [3] for single-server PIR-PSI and PIR-SI, it can be shown that the capacity of single-server PIR-RSSI is up-
per bounded by $1/[(K - M_1)/(M_2 + 1)]$. Note that this converse bound is tight for the cases of $M_1 = 1, M_2 = 0$ (PIR-PSI) and $M_1 = 0, M_2 = 1$ (PIR-SI). Thus, a natural question that arises is whether this bound is tight for any $M_1 \geq 1, M_2 \geq 1$. A simple comparison of this bound and the capacity of single-server PIR-PSI and PIR-SI shows that if this bound was tight, then the $M_1$ RSI messages and the $M_2$ SSI messages could be leveraged to the full extent of their individual potential in reducing the download cost.

In this work, we characterize the capacity of single-server PIR-PSI for the cases of $M_1 = 1, M_2 \geq 1$ and $M_1 \geq 1, M_2 = 1$, and show that the converse bound $1/[(K - M_1)/(M_2 + 1)]$ is not tight in general. In particular, we prove that the capacity of single-server PIR-PSI is upper bounded by $1/\min\{K - M_2 - 1, [K/(M_2 + 1)]\}$ or $1/\min\{K - M_1 - 1, [K/2]\}$ when $M_1 = 1$ or $M_2 = 1$, respectively. Our converse proofs are based on information-theoretic and combinatorial arguments that rely on a necessary condition for any PIR-PSI scheme. In addition, we build up on the existing schemes for single-server PIR-PSI and PIR-SI, and prove the achievability of the rate $1/\min\{K - M_1 - M_2, [K/(M_2 + 1)]\}$ for any $M_1 \geq 1, M_2 \geq 1$. Our results show that for sufficiently small values of $K$, i.e., any $K$ such that $K - M_1 - M_2 < [K/(M_2 + 1)]$, the M2 SSI messages can help in reducing the download cost only if they are kept private; and for larger values of $K$, i.e., any $K$ such that $K - M_1 - M_2 \geq [K/(M_2 + 1)]$, the $M_1$ RSI messages cannot help in reducing the download cost.

**II. Problem Setup**

Throughout, random variables and their realizations are denoted by bold-face symbols and regular symbols, respectively. For any integer $i \geq 1$, we denote $\{1, \ldots, i\}$ by $[i]$. Let $F_q$ be a finite field of order $q$, and let $F_{q}^n$ be the $n$-dimensional vector space over $F_q$. Let $K, M_1, M_2$ be arbitrary integers such that $M_1, M_2 \geq 1$ and $K > M_1 + M_2$.

Consider a server that stores messages $X_1, \ldots, X_K$, where $X_k \in F_{q}^n$ for $k \in [K]$. We denote by $X_T$ the set of messages $\{X_k : k \in T\}$ for every $T \subseteq [K]$. Let $\mathcal{R}$ and $\mathcal{S}$ be the set of all $M_1$-subsets and all $M_2$-subsets of $[K]$, respectively. Consider a user who initially knows the $M_1 + M_2$ messages $X_R \cup X_S$ for a given $(R, S) \in \mathcal{R} \times \mathcal{S}$ such that $R \cap S = \emptyset$, and wishes to retrieve the message $X_W$ for a given $W \in [K] \setminus (R \cup S)$. We refer to $X_W$ as the demand message, $X_R$ as the reusable side information (RSI) message(s), $X_S$ as the single-use side information (SSI) message(s), $W$ as the demand index, $R$ as the index set of the RSI, $S$ as the index set of the SSI, $M_1$ as the size of the RSI, and $M_2$ as the size of the SSI.

In this work, we assume that:

1) $X_1, \ldots, X_K$ are independent and uniformly distributed over $F_{q}^n$. Thus, $H(X_T) = |T| \log_2 q$ for all $T \subseteq [K]$, where $B := n \log_2 q$ is the entropy of a message.

2) $(W, R, S)$ and $X_1, \ldots, X_K$ are independent.

3) The distribution of $(R, S)$ is uniform over all $(R, S) \in \mathcal{R} \times \mathcal{S}$ such that $R \cap S = \emptyset$, and the conditional distribution of $W$ given $(R, S) = (R, S)$ is uniform over all $W \in [K] \setminus (R \cup S)$.

4) The size of the RSI ($M_1$), the size of the SSI ($M_2$), and the distribution of $(W, R, S)$ are initially known by the server, whereas the realization $(W, R, S)$ is initially unknown to the server.

Given $(W, R, S)$, the user generates a query $Q^{W, R, S}$, simply denoted by $Q$, and sends it to the server. The query $Q$ is a deterministic or stochastic function of $(W, R, S)$, independent of $X_1, \ldots, X_K$. For the ease of notation, we denote $Q^{W, R, S}$ by $Q$. The query $Q$ must satisfy the following condition: $P(W = W^*, R = R^*|Q = Q) = P(W = W^*, R = R^*)$ for all $(W^*, R^*) \in [K] \times \mathcal{R}$ such that $W^* \notin R^*$. This condition is referred to as the privacy condition. The privacy condition ensures (i) the privacy of the demand index, i.e., $P(W = W^*|Q = Q) = P(W = W^*)$ for all $W^* \in [K]$, and (ii) the privacy of the RSI index set (and hence, the name “reusable side information”), i.e., $P(R = R^*|Q = Q) = P(R = R^*)$ for all $R^* \in \mathcal{R}$. Note that the privacy condition does not guarantee the privacy of the SSI index set (and hence, the name “single-use side information”), i.e., $P(S = S^*|Q = Q)$ and $P(S = S^*)$ are not necessarily equal for all $S^* \in \mathcal{S}$.

Upon receiving $Q$, the server generates an answer $A^{W, R, S}$, simply denoted by $A$, and sends it back to the user. The answer $A$ is a deterministic function of $Q$ and $X_1, \ldots, X_K$. For simplifying the notation, we denote $A^{W, R, S}$ by $A$. Thus, $H(A|Q, X_1, \ldots, X_K) = 0$. The user must be able to recover $X_W$ given $A$, $Q$, $X_R$, $X_S$, and $(W, R, S)$. That is, $H(X_W|A, Q, X_R, X_S) = 0$. This condition is referred to as the recoverability condition.

The problem is to design a protocol for generating a query $Q^{W, R, S}$ and the corresponding answer $A^{W, R, S}$ for any given $(W, R, S)$ such that both the privacy and recoverability conditions are satisfied. We refer to this problem as single-server Private Information Retrieval with Reusable and Single-use Side Information, or PIR-PSI for short.

The rate of a PIR-PSI protocol is defined as the ratio of the amount of information required by the user (i.e., $H(X_W)$) to the amount of information downloaded from the server (i.e., $H(A^{W, R, S})$), and the capacity of PIR-PSI is defined as the supremum of rates over all PIR-PSI protocols.

Our goal in this work is to characterize the capacity of PIR-PSI in terms of the parameters $K, M_1, M_2$.

**III. Main Results**

In this section, we present our main results. Theorem 1 provides an upper bound on the capacity for $M_1 = 1, M_2 \geq 1$ and $M_1 \geq 1, M_2 = 1$, and Theorem 2 provides a lower bound on the capacity for any $M_1 \geq 1, M_2 \geq 1$. The proof of converse and achievability are presented in Sections IV and V, respectively.

**Theorem 1.** For PIR-PSI with $K$ messages, RSI’s size $M_1$, and SSI’s size $M_2$, the capacity is upper bounded by $1/\min\{K - M_2 - 1, [K/(M_2 + 1)]\}$ or $1/\min\{K - M_1 - 1, [K/2]\}$ when $M_1 = 1$ or $M_2 = 1$, respectively.
To prove this result, we use a mix of information-theoretic and combinatorial arguments. These arguments rely on a necessary condition imposed by the privacy and recoverability conditions. For the case of \( M_1 = 1 \) or \( M_2 = 1 \), we show that for any PIR-RSSI protocol there exists a subset of messages of size at most \( \max\{M_1 + M_2, KM_2/(M_2 + 1)\} \) given which all \( K \) messages can be recovered from the query and the answer. This result yields a lower bound of \( (K - \max\{M_1 + M_2, KM_2/(M_2 + 1)\})B \), or subsequently, \( (\min\{K - M_1 - M_2, [K/(M_2 + 1)]\})B \), on the amount of information downloaded from the server, where \( B \) is the amount of information in a message. (Note that \( K - KM_2/(M_2 + 1) \geq [K/(M_2 + 1)] \)). Thus, the rate of any PIR-RSSI protocol for \( M_1 = 1 \) or \( M_2 = 1 \) is upper bounded by \( 1/\min\{K - M_1 - M_2, [K/(M_2 + 1)]\} \).

**Theorem 2.** For PIR-RSSI with \( K \) messages, RSI’s size \( M_1 \), and SSI’s size \( M_2 \), the capacity is lower bounded by \( 1/\min\{K - M_1 - M_2, [K/(M_2 + 1)]\} \).

The proof is based on a simple modification of the existing schemes for single-server PIR-PSI and single-server PIR-SI. In particular, the rate \( 1/(K - M_1 - M_2) \) is achievable by a modified version of the MDS Code scheme of [3]; and the rate \( 1/[K/(M_2 + 1)] \) is achievable by a modified version of the Partition-and-Code scheme of [3].

**Remark 1.** Using similar proof techniques as in [3], it can be shown that the capacity of PIR-RSSI is upper bounded by \( 1/[\min\{K - M_1, M_2 + 1\}] \). This bound suggests that the \( M_1 \) RSI messages can be leveraged to reduce the effective number of messages from \( K - M_1 \), and the \( M_2 \) SSI messages can be further leveraged to reduce the effective number of messages from \( K - M_1 \) to \( (K - M_1)/(M_2 + 1) \). The tightness of this bound for \( M_1 = 0, M_2 \geq 1 \) and \( M_1 \geq 1, M_2 = 0 \) follows from the results in [3] for single-server PIR-SI and single-server PIR-PSI, respectively. Interestingly, our results in this work disprove the tightness of this bound for \( M_1 = 1, M_2 \geq 1 \) and \( M_1 \geq 1, M_2 = 1 \). This shows that the RSI and the SSI cannot always be leveraged simultaneously so as to reduce the effective number of messages from \( K \) to \( (K - M_1)/(M_2 + 1) \).

**Remark 2.** We conjecture that the capacity of PIR-RSSI is given by \( 1/\min\{K - M_1 - M_2, [K/(M_2 + 1)]\} \) for all \( K, M_1, M_2 \). The correctness of this conjecture for \( M_1 = 0, M_2 \geq 1 \) and \( M_1 \geq 1, M_2 = 0 \) follows from the results of [3]; and Theorems 1 and 2 prove this conjecture for \( M_1 = 1, M_2 \geq 1 \) and \( M_1 \geq 1, M_2 = 1 \). The proof of this conjecture remains open in general for \( M_1 > 1, M_2 > 1 \). In addition, we conjecture that the capacity of multi-server PIR-RSSI is given by \( (1 - 1/N^K)/(1 - 1/N) \), where \( N \) is the number of servers each of which stores an identical copy of the \( K \) messages, and \( K^* := \min\{K - M_1 - M_2, [K/(M_2 + 1)]\} \). The achievability of this rate follows from a simple extension of the existing schemes for multi-server PIR-PSI [3, 4] and multi-server PIR-SI [3, 5]. The proof of converse for \( M_1 = 0, M_2 \geq 1 \) and \( M_1 \geq 1, M_2 = 0 \) follows from the results of [4] and [5], and remains open for \( M_1 \geq 1, M_2 \geq 1 \).
other messages can be recovered. By repeating this argument, it can be shown that there exist \( L \) messages given which all other \( K - L \geq \lceil L/M_2 \rceil \) messages can be recovered from the query and the answer. Solving the inequality \( K - L \geq \lceil L/M_2 \rceil \) for \( L \), it follows that \( L \leq \lceil KM_2/(M_2 + 1) \rceil \), as was to be shown.

Consider an arbitrary PIR-RSSI protocol. Let \( Q \) and \( A \) be a query and its corresponding answer generated by the protocol, respectively. For any \( W^* \in [K] \), any \( R^* \in R \) such that \( W^* \not\subseteq R^* \), and any \( S^* \in S \) such that \( W^* \not\subseteq S^* \) and \( R^* \cap S^* \neq \emptyset \), we define a tuple \((R^*, S^*, W^*)\) if \( X_{W^*} \) can be recovered from \( Q \) and \( A \) given \( X_{R^*} \cup X_{S^*} \). Note that the result of Lemma 1 implies that for any \( W^* \) and any \( R^* \), there exists a tuple \((R^*, S^*, W^*)\) for some \( S^* \).

Throughout the proof, we focus mainly on an arbitrary (but fixed) collection of tuples, \((R_1, S_1, W_1), \ldots, (R_T, S_T, W_T)\), for some integer \( T \geq 1 \) (depending on \( Q \) and \( A \)), satisfying the following conditions: (i) \( R_i = [M_i] \) for all \( i \in [T] \); (ii) \( W_i \not\subseteq [M_i] \) for all \( i \in [T] \); (iii) \( W_i \not\subseteq \bigcup_{j=1}^{i-1} (S_j \cup W_j) \) for all \( i \in [T] \); and (iv) \( \bigcup_{j=1}^{T} (S_j \cup W_j) = [K] \setminus [M_1] \). Note that Lemma 1 guarantees the existence of such a collection of tuples. For simplifying the notation, for every \( i \in \) \( [T] \), we denote \( \{j \in [T] \mid j < i\} \) by \( S_i \) and \( \{j \in [T] \mid j \geq i\} \) by \( S'_i \), respectively.

We use the notation \( I \rightarrow J \) to represent that the messages \( X_I \) can be recovered from \( Q \) and \( A \) given the messages \( X_J \). With an abuse of notation, we denote the set \{\( W \)\} by \( W \).

**Theorem 3.** For PIR-RSSI with \( K \) messages, RSI's size \( M_1 = 1 \), and SSI's size \( M_2 > 1 \), the capacity is upper bounded by \( 1/\min\{K - 2, [K/2]\} \).

**Proof:** In this case, \( K > M_1 + M_2 = 2 \). Note that for \( K = 3 \) (or \( K \geq 4 \), \( \min\{K - 2, [K/2]\} \) is given by \( K - 2 \) (or \( [K/2] \)). Thus, for \( K = 3 \) (or \( K \geq 4 \)), we need to show that there exist \( L \leq 2 \) (or \( L \leq [K/2] \)) messages given which all other \( K - L \) messages can be recovered.

**K = 3:** Taking \( R_1 = \{1\} \) and \( W_1 = \{3\} \), it is obvious that \( S_1 = \{2\} \), i.e., the tuple \((\{1\}, \{2\}, \{3\})\) exists. Thus, \( \{1, 2\} \rightarrow \{3\} \), i.e., given the two messages \( X_1, X_2 \) the other message \( X_3 \) can be recovered.

**K ≥ 4:** By Lemma 2 it suffices to show that there exist \( \alpha \geq [M_1 M_2/(M_2 + 1)] = 1 \) messages given which \( \beta \geq \lceil \alpha/M_2 \rceil = \alpha \) other messages can be recovered.

Let \( \{(R_i, S_i, W_i)\}_{i \in [T]} \) be a collection of tuples as defined earlier. Note that \( R_i = \{1\} \) for all \( i \in [T] \). There are two cases: (i) \( S_j = S_i \) or \( S_j = W_i \) for some \( 1 \leq i < j \leq T \); and (ii) \( S_j \neq S_i \) and \( S_j \neq W_i \) for all \( 1 \leq i < j \leq T \).

First, consider the case (i). In this case, \( \{1\} \cup S_i \cup W_i \rightarrow W_i \cup W_j \). This is because \( \{1\} \cup S_i \rightarrow W_j \), \( \{1\} \cup S_j \rightarrow W_j \), and \( S_j = S_i \) or \( S_i = W_j \) (by assumption). Note that \( \{1\} \cup S_i \) and \( W_i \cup W_j \) are disjoint. Moreover, \( \{1\} \cup S_i \subseteq 2 \) and \( |W_i \cup W_j| = 2 \). Thus, given \( \alpha = 2 \) messages indexed by \( \{1\} \cup S_i \), \( \beta = 2 \) other messages indexed by \( W_i \cup W_j \) can be recovered.

Now, consider the case (ii). Let \( W_k = S_k \) for any \( k \in [T] \), and let \( R_{k,l}^* = W_l \) for any \( k, l \in [T] \). By Lemma 1 there exists some \( S_{k,l}^* \) such that the tuple \((R_{k,l}^*, S_{k,l}^*, W_k)\) exists. That is, \( R_{k,l}^* \cup S_{k,l}^* \rightarrow W_k^* \), or equivalently, \( W_l \cup S_{k,l}^* \rightarrow W_k^* \).

First, suppose that \( S_{k,l}^* \neq S_k \). Let \( I := S_{k,l}^* \cap S_k \). Note that \( |I| \leq 1 \). This
is because $S^*_k \neq S_k$ and $|S^*_k| = |S_k| = 2$. It is easy to verify that $\{1, 2\} \cup S_T \cap (\{k\} \cup W_k)$. Note that $\{1\} \cup S_T \cap (\{k\} \cup W_k)$ and $W_T \cap \{k\} \cup W_k$ are disjoint. Moreover, $\{1\} \cup S_T \cap (\{k\} \cup W_k) \cup T$. This implies that there exist $\beta = 2T + |I| - 1$ and $|W_T \cap (\{k\} \cup W_k)| = T$. Next, suppose that for any $k \in [T]$, any $R^*_k, S^*_k \supset S_k$, and $W^*_k = W_k$, there exists a tuple $(R^*_k, S^*_k, W^*_k)$ such that $S^*_k = S_k$. Fix arbitrary $k, l \in [T]$. Consider the two tuples $(R^*_k, S^*_k, W^*_k)$ and $(R^*_l, S^*_l, W^*_l)$, or equivalently, the two tuples $(R^*_k, S^*_k, W^*_k)$ and $(R^*_k, S^*_k, W^*_l)$. Note that $R^*_k \cup S_k \rightarrow W_k$ and $R^*_l \cup S_l \rightarrow W_l$. Since $R^*_k \subset S_k$ and $W^*_k = W_k$, we have $\alpha = 4 \geq \alpha / 2 = 2$. Thus, there exist $\alpha = 4 \geq 3$ messages indexed by $S_k \cup W_k$ such that $\alpha = 3$ messages given which $\beta = 3 \geq 3$ other messages can be recovered.

Now, consider the case (ii). In this case, it can be shown that $\{1, 2\} \cup S_l \cup S_k \rightarrow W_l \cup W_k \cup W_l \cup W_k$. Note that $\{1, 2\} \cup S_l \cup S_k \rightarrow W_l \cup W_k \cup W_k \cup W_l$ are disjoint, and $\{1, 2\} \cup S_l \cup S_k \rightarrow W_l \cup W_k \cup W_l \cup W_k = 4$. This implies that there exist $\beta = 4$ messages given which $\beta = 4$ other messages can be recovered.

Next, consider the case (iii). Recall that in this case there exist unique $1 \leq i < j \leq T$ such that $S_j \subset S_i \cup W_i$. It is easy to verify that this case can only occur for odd $K$, i.e., $K \in \{7, 9, 11, \ldots\}$. In addition, one can easily see that $T = (K - 1) / 2 \geq 3$. Note that $|T| \{i, j\} \neq 0$. By assumption, for any $k \in [T] \{i, j\}$, $S_k \cup W_k$ and $\{S_k \cup W_k \cap (S_j \cup W_j)\}$ are disjoint.

Fix an arbitrary $k \in [T] \{i, j\}$. Let $R^*_k$ be an arbitrary 2-subset of $[K \setminus (S_k \cup W_k)]$. By Lemma 2, there exists a tuple $(R^*_k, S^*_k, W^*_k)$ for some $S^*_k$. That is, $R^*_k \cup S^*_k \rightarrow W^*_k$.

First, suppose that $S^*_k \neq S_k$. Thus, $S^*_k \subset [K \setminus \{S_k \cup W_k\}]$. It is easy to see that $\{1, 2\} \cup S_k \rightarrow W_k \cup W_k$. This is because $\{1, 2\} \cup S_k \rightarrow W_k \cup W_k$. Thus, there exist $\alpha = 4 \geq 3$ messages given which $\beta = 3 \geq 3$ other messages can be recovered.

Next, suppose that $S^*_k = S_k$ for all $l \in [T] \{i, j\}$. That is, for any $l \in [T] \{i, j\}$, $R^*_l \cup S_l \rightarrow W_l$ for any arbitrary 2-subset $R^*_l \subset \{K \setminus (S_k \cup W_k)\}$. Recall that $S_j \subset S_i \cup W_i$. We only present the proof for the case of $S_j = S_i$. The proof for the case of $S_j = W_i$ is the same except that $S_i$ needs to be replaced by $W_i$ everywhere.

Fix an arbitrary $k \in [T] \{i, j\}$. By Lemma 1, there exists a tuple $(S_k \cup W_k, S^*_k, W^*_k)$ for some $S^*_k$. That is, $S_k \cup W_k \cup S^*_k \rightarrow W_k$. There are four cases: (i) $S^*_k = S_i$; (ii-3) $S^*_k = W_j$; (iii-3) $S^*_k \subset \{1, 2\}$; and (iii-4) $S^*_k \subset S_T \cup (i, j) \cup W_T \cap (i, j)$.

First, consider the case (i). In this case, it can be shown that there exists a tuple $(S_k \cup W_k, S^*_k, W^*_k)$ for some $S^*_k$. That is, $S_k \cup W_k \cup S^*_k \rightarrow W_j$. There are two cases: $S^*_k \neq \{2\}$, and $S^*_k = \{2\}$. We present the proof for $S^*_k \neq \{2\}$. The proof for $S^*_k = \{2\}$ is the same except that $\{1\}$ needs to be replaced by $\{2\}$ everywhere. Assume that $S^*_k \neq \{2\}$. Take $R^*_k \cap \{k \setminus (S_k \cup W_k)\}$, then $R^*_k \cup S_k \rightarrow W_k$ (by assumption). Equivalently, $\{1\} \cup S_k \cup S_T \rightarrow W_k$. Similarly, it can be shown that $\{1\} \cup S_k \cup S_T \rightarrow W_k$ for all $l \in [T] \{i, j\}$. Thus, $\{1\} \cup S_l \cup S_T \rightarrow W_k \cap (i, j)$. Theorem 5. For PIR-RSSI with $K$ messages, $\alpha / 2 = 2$. Thus, $\beta = 4 \geq 3$ messages given which $\beta = 3 \geq 3$ other messages can be recovered.

First, consider the case (i). In this case, it can be shown that there exists a tuple $(S_k \cup W_k, S^*_k, W^*_k)$ for some $S^*_k$. That is, $S_k \cup W_k \cup S^*_k \rightarrow W_j$. There are two cases: $S^*_k \neq \{2\}$, and $S^*_k = \{2\}$. We present the proof for $S^*_k \neq \{2\}$. The proof for $S^*_k = \{2\}$ is the same except that $\{1\}$ needs to be replaced by $\{2\}$ everywhere. Assume that $S^*_k \neq \{2\}$. Take $R^*_k \cap \{k \setminus (S_k \cup W_k)\}$, then $R^*_k \cup S_k \rightarrow W_k$ (by assumption). Equivalently, $\{1\} \cup S_k \cup S_T \rightarrow W_k$. Similarly, it can be shown that $\{1\} \cup S_k \cup S_T \rightarrow W_k$ for all $l \in [T] \{i, j\}$. Thus, $\{1\} \cup S_l \cup S_T \rightarrow W_k \cap (i, j)$.
Thus, there exist messages given which $\beta = T$ other messages can be recovered.

Next, consider the case (iii-2). In this case, $S^* = W_j$. That is, $S_k \cup W_k \cup W_j \rightarrow W_i$. By Lemma 1, there exists a tuple $(S_k \cup W_k, S^*_j, S_i)$ for some $S^*_j$. That is, $S_k \cup W_k \supseteq S^*_j \rightarrow S_i$. There are two cases: $S^*_j \neq \emptyset$ and $S^*_j = \emptyset$. Similarly as in the case (iii-1), we present the proof for $S^*_j \neq \emptyset$. The proof for $S^*_j = \emptyset$ is the same except that $\{1\}$ needs to be replaced by $\{2\}$ everywhere. Assume that $S^*_j \neq \emptyset$. Using similar arguments as in the case (iii-1) and noting that $S_k \cup W_k \cup W_j \rightarrow W_i$, it can be shown that $\{1\} \cup S_{T_k}(i,j) \cup W_j \rightarrow W_{T_j}(i,j)$. Recall that $S_k \cup W_k \cup S^*_j \rightarrow S_i$. Since $S^*_j \neq \emptyset$ and $S^*_j \neq S_j$, then $S^*_j \subset \{1\} \cup S_{T_k}(i,j) \cup W_j \cup \{W_j\}$. Thus, by combining $\{1\} \cup S_{T_k}(i,j) \cup W_j \rightarrow W_{T_j}(i,j)$ and $S_k \cup W_k \cup S^*_j \rightarrow S_i$, it follows that $\{1\} \cup S_{T_k}(i,j) \cup W_j \rightarrow W_{T_j}(i,j) \cup S_i$. One can easily verify that $\{1\} \cup S_{T_k}(i,j) \cup W_j \rightarrow W_{T_j}(i,j) \cup S_i$ are disjoint, and $\{1\} \cup S_{T_k}(i,j) \cup W_j = |W_{T_j}(i,j) \cup S_i| = T$. Thus, there exist $\alpha = T$ messages given which $\beta = T$ other messages can be recovered.

Now, consider the case (iii-3). In this case, $S^* \subset \{1,2\}$. Without loss of generality, assume that $S^* = \{1\}$. That is, $S_k \cup W_k \in \{1\} \rightarrow W_i$. By Lemma 1, there exists a tuple $(S_k \cup W_k, S^*_2, S_j)$ for some $S^*_2$. That is, $S_k \cup W_k \supseteq S^*_2 \rightarrow S_j$. There are two cases: $S^*_2 \neq \emptyset$ and $S^*_2 = \emptyset$. First, suppose that $S^*_2 \neq \emptyset$. Using similar arguments as in the case (iii-2) and noting that $S_k \cup W_k \cup \{1\} \rightarrow W_j$ and $S_k \cup W_k \cup S^*_2 \rightarrow S_j$, one can show that $\{1\} \cup S_{T_k}(i,j) \cup W_j \rightarrow W_{T_j}(i,j) \cup S_j$. Similarly as in the case (iii-2), it then follows that there exist $\alpha = T$ messages given which $\beta = T$ other messages can be recovered. Now, suppose that $S^*_2 = \emptyset$. Using similar arguments as before, it can be shown that $\{1,2\} \cup S_{T_k}(i,j) \cup W_j \rightarrow W_{T_j}(i,j) \cup S_j$. It is easy to verify that $\{1,2\} \cup S_{T_k}(i,j) \cup W_j \rightarrow W_{T_j}(i,j) \cup S_j$ are disjoint, and $\{1,2\} \cup S_{T_k}(i,j) \cup W_j = |W_{T_j}(i,j) \cup S_j| = T$. Thus, there exist $\alpha = T$ messages given which $\beta = T$ other messages can be recovered.

Lastly, consider the case (iii-4). In this case, $S^* \subset S_{T_k}(i,j) \cup W_{T_j}(i,j)$. Using similar arguments as in the previous cases, it can be shown that $\{1\} \cup S_{T_k}(i,j) \rightarrow W_{T_j}(i,j) \cup S_j$. Note that $S_k \cup W_k \cup S^* \rightarrow W_j$ and $S^* \subset S_{T_k}(i,j) \cup W_{T_j}(i,j)$. Thus, $\{1\} \cup S_{T_k}(i,j) \rightarrow W_{T_j}(i,j) \cup S_j$. One can easily verify that $\{1\} \cup S_{T_k}(i,j) \rightarrow W_{T_j}(i,j) \cup S_j$ are disjoint, and $\{1\} \cup S_{T_k}(i,j) \rightarrow W_{T_j}(i,j) = T - 1$. Thus, there exist $\alpha = T - 1$ messages given which $\beta = T - 1$ other messages can be recovered.

Now, consider the case (iv). Recall that in this case there do not exist any $1 \leq i < j \leq T$ such that $S_j \subset (S_i \cup W_i)$. It is easy to verify that this case can only occur for even $K$, i.e., $K \in \{6,8,10,\ldots\}$. Note also that $T = K/2 - 1 \geq 2$.

Fix an arbitrary $i \in [T]$. Let $R_i^*$ be an arbitrary 2-subset of $\{K\} \setminus (S_i \cup W_i)$. By Lemma 1, there exists a tuple $(R_i^*, S_j^*, S_k^*)$ for some $S_j^*$. That is, $R_i^* \cup S_j^* \rightarrow S_k^*$. First, suppose that $S_j^* \neq \emptyset$. Thus, $S_j^* \subset \{K\} \setminus (S_i \cup W_i)$. Note that $\{1,2\} \cup S_{T_k}(i,j) \rightarrow W_{T_j}(i,j)$. This is because $\{1,2\} \cup S_{T_k}(i,j) \rightarrow W_{T_j}(i,j)$. By assumption, $R_i^* \cup S_j^* \subset \{1,2\} \cup S_{T_k}(i,j) \cup W_{T_j}(i,j)$. Moreover, $R_i^* \cup S_j^* \rightarrow S_k^*$. By combining these results, it follows that $\{1,2\} \cup S_{T_k}(i,j) \rightarrow W_{T_j}(i,j) \cup S_i$. Note that $\{1,2\} \cup S_{T_k}(i,j) \cup W_{T_j}(i,j) \cup S_i = \{K\} \setminus W_i$. Recall also that $\{1,2\} \cup S_{T_k}(i,j) \rightarrow W_{T_j}(i,j)$. Obviously, $S_j^* \subset \{K\} \setminus W_i$. This immediately implies that $\{1,2\} \cup S_{T_k}(i,j) \rightarrow W_{T_j}(i,j) \cup S_i$. Note that $\{1,2\} \cup S_{T_k}(i,j) \cup W_{T_j}(i,j) \cup S_i$ are disjoint, and $\{1,2\} \cup S_{T_k}(i,j) \cup W_{T_j}(i,j) = |W_{T_j}(i,j) \cup S_i| = T + 1$. Thus, there exist $\alpha = T + 1$ messages given which $\beta = T + 1$ other messages can be recovered.

Now, suppose that $S_j^* = W_i$ for all $i \in [T]$. That is, for any $i \in [T]$, $R_i^* \cup W_i \rightarrow S_l$ for any arbitrary 2-subset $R_i^* \subset \{K\} \setminus (S_i \cup W_i)$. Let $R_i^* = \{1\} \cup W_{i+1}$ for all $1 \leq i < T$, and let $R_{T}^* = \{1\} \cup W_i$. Observe that $\{1\} \cup W_i \rightarrow S_l$ for all $1 \leq i < T$, and $\{1\} \cup W_1 \rightarrow S_T$. Thus, $\{1\} \cup W_{T_j} \rightarrow S_{T_k}$. Note that $\{1\} \cup W_{T_j} \rightarrow S_{T_k}$. By Lemma 1, for any arbitrary 2-subset $R^* \subset \{K\} \setminus \{2\}$, there exists a tuple $(R^*, S^*, \{2\})$ for some $S^* \subset \{K\} \setminus \{\{2\} \cup R^*\}$. That is, $R^* \cup S^* \rightarrow \{2\}$. Since $R^* \cup S^* \subset \{K\} \setminus \{2\}$, then $\{1\} \cup W_{T_j} \rightarrow S_{T_k}$. Note that $\{1\} \cup W_{T_j} \rightarrow S_{T_k} \cup \{2\}$, and $\{1\} \cup W_{T_j} = |S_{T_k} \cup \{2\}| = T + 1$. Thus, there exist $\alpha = T + 1$ messages given which $\beta = T + 1$ other messages can be recovered.

V. PROOF OF THEOREM 2

In this section, we present the achievability scheme. To achieve the rate $1/(K-M_1-M_2)$ or $1/(K/(M_2+1))$, we use a modified version of the MDS Code scheme of [3] or a modified version of the Partition-and-Code scheme of [3], respectively. Note that the MDS Code scheme was originally designed for $M_1 \geq 1$, $M_2 = 0$, and the Partition-and-Code scheme was originally designed for $M_1 = 0$, $M_2 \geq 1$.

MDS Code based PIR-RSSI Scheme: For ease of notation, we define $P := K - M_1 - M_2$. First, the user constructs an arbitrary $P \times K$ matrix $G$ that generates a $\{K, P\}$ MDS code (over $F_q$). The user then sends $G$ to the server as the query. For each $i \in [P]$, let $g_{ij}$ be the $i$th row of $G$. Given $G$, the server computes $Y_i = g_{ij}X_i$, for each $i \in [P]$, and sends $Y_1, \ldots, Y_P$ back to the user as the answer.

The rate of the MDS Code based scheme is equal to $1/P$, or equivalently, $1/(K - M_1 - M_2)$. This is because $g_{i1}, \ldots, g_{iP}$ are linearly independent, and $X_1, \ldots, X_K$ are independent and uniformly distributed over $F_q^{M_2}$, and consequently, $Y_1, \ldots, Y_P$ are independent and uniformly distributed over $F_q^{M_2}$. Thus, the amount of information down-
loaded from the server is $PB$ bits, where $B = n \log_2 q$ is the amount of information required in a message (in bits). Since the amount of information required by the user is $B$ bits, the rate of the scheme is equal to $B/(PB) = 1/P$.

By the properties of MDS codes, it is easy to show that the MDS Code based scheme satisfies the privacy condition. Note that the minimum distance of the MDS code generated by the matrix $G$ is equal to $K - P + 1 = M_1 + M_2 + 1$. Thus, for any $M_1$-subset $R^* \subseteq [K]$, any $M_2$-subset $S^* \subseteq [K] \setminus R^*$, and any $W^* \subseteq [K] \setminus (R^* \cup S^*)$, there exists a row-vector--unique up to scalar multiplication--in the row space of $G$ whose support is $R^* \cup S^* \cup \{W^*\}$. This implies that given $G$, the probability that the RSI’s index set is $R^*$, the SSI’s index set is $S^*$, and the demand index is $W^*$, is the same for every $(R^*, S^*, W^*)$ defined as above. Thus, the MDS Code based scheme not only satisfies the privacy condition by preserving the privacy of the demand index and the RSI’s index set, but it also keeps the SSI’s index set private. It is also easy to see that the MDS Code based scheme satisfies the recoverability condition. Since $|R \cup S \cup W| = M_1 + M_2 + 1$, there exists a row-vector--unique up to scalar multiplication--in the row space of $G$ whose support is $R \cup S \cup W$. This implies that there exists $Y \in F_q^n$ in the linear span of $Y_1, \ldots, Y_P$ such that $Y$ is a linear combination of the demand message $X_W$, the RSI message(s) $X_R$, and the SSI message(s) $X_S$ (but no other message). Given $G$ and $Y_1, \ldots, Y_P$, the user can thus compute $Y$ and recover $X_W$ by subtracting off the contribution of $X_R$ and $X_S$ from $Y$.

**Partition-and-Code based PIR-RSSI scheme:** For ease of notation, we define $P := \lceil K/(M_2 + 1) \rceil$. First, the user partitions the $K$ message indices 1, $\ldots$, $K$ into $P$ parts as follows. The size of the first $P - 1$ parts is $M_2 + 1$, and the size of the last part is $K - (P - 1)(M_2 + 1) (\leq M_2 + 1)$. To partition the $K$ messages indices, the user randomly assigns the demand index $W$ and the RSI message indices $R$ to these $P$ parts. Let $i^* \in [P]$ be the index of the part that contains the demand index $W$. Let $\alpha_{i^*}$ be the size of the part $i^*$, and let $r_{i^*}$ be the number of RSI message indices that are assigned to the part $i^*$. Note that $r_{i^*} \geq 0$ and $\alpha_{i^*} \leq M_2 + 1$. Next, the user randomly selects $s_{i^*} := \alpha_{i^*} - r_{i^*} - 1$ SSI message indices from $S$, and assigns them to the part $i^*$. Note that $s_{i^*} = \alpha_{i^*} - r_{i^*} - 1 \leq \alpha_{i^*} - 1 \leq M_2$. Lastly, the user randomly assigns the remaining (not-yet-assigned) message indices to the remaining parts. The user then sends the constructed partition (with $P$ parts) to the server as the query. The server sends $Y_1, \ldots, Y_P$ back to the user as the answer, where $Y_i$ is the sum of the messages whose indices are assigned to the part $i$.

By construction, the combination coefficient vectors corresponding to $Y_1, \ldots, Y_P$ are linearly independent. This is because the parts of the partition are mutually disjoint. Similarly as in the case of the MDS Code based scheme, it then follows that $Y_1, \ldots, Y_P$ are independent and uniformly distributed over $F_q^n$, and consequently, the rate of the Partition-and-Code based scheme is equal to $1/P$, or equivalently, $1/[K/(M_2 + 1)]$.

The Partition-and-Code based scheme satisfies the privacy condition because the index of the demand message $(W)$ and the indices of the RSI messages $(R)$, are randomly assigned to the parts of the partition. The recoverability condition is also satisfied because the part $i^*$, i.e., the part that contains the demand index $W$, does not contain any message index not belonging to $W \cup R \cup S$. In particular, the part $i^*$ consists of the demand index, $r_{i^*}$ (out of $M_1$) RSI message indices, and $s_{i^*}$ (out of $M_2$) SSI message indices. Let $R_{i^*} \subseteq R$ and $S_{i^*} \subseteq S$ be the set of the RSI message indices and the set of the SSI message indices that are assigned to the part $i^*$, respectively. Then, the user can recover $X_{W_{i^*}}$ by subtracting off the contribution of $X_{R_{i^*}}$ and $X_{S_{i^*}}$ from $Y_{i^*}$.
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