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Abstract—The need for specialists with high-performance computing skills is growing day by day. This is due to the fact that the high-performance process of processing big data is one of the most pressing problems today. This is especially important in science, economics, physical modeling, medicine, bioinformatics, weather forecasting, etc. This article analyzes the conditions for teaching high-performance computing, the experience of leading universities in the world, and it is established that teaching high-performance computing requires study.

High performance computing training was carried out on 3 different hardware equipment (a personal computer, a supercomputer “Param-Bilim” India – Kazakhstan Centre of Excellence in ICT [IKCOEIICT] at L.N. Gumilyov Eurasian National University and a quantum computer in the cloud IBM Quantum Experience) using different algorithms in the C ++ and Phyton programming languages. The effectiveness of the calculation results in the educational process was determined as a result of the completed questionnaire.
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1 Introduction

It is known that in the modern world great changes and innovations are taking place in the field of computer technology, computing systems and computation methods. Especially multi-core computing systems, clusters, supercomputers, client-server technologies [1] began to be used in all areas of education and science, economics and industry. Problem solving and learning methods are also changing, and computing systems and computation methods are improving. In this regard, it is necessary to periodically update the features of training in high-performance computing.

High Performance Computing (HPC) is now accepted as a key enabling technology for scientific and industrial research; the phrase ‘To Out-Compute is to Out-Compete’ having been coined in the early 2000’s and reinforced since by European, Chinese, Japanese and American initiatives in this area [2].
I chapter «Development of human capital» of the state program «Digital Kazakhstan» was said: «At the present time, there is a shortage specialists in ICT specialties with professional knowledge and skills in the chosen profession» [3]. This conclusion emphasizes the need to include in educational programs areas of training IT specialists with professional skills. It is known that a great contribution to the development of science and technology is made by the competence of IT specialists in the field of high-performance computing.

In the order of the minister of education and science of the Republic of Kazakhstan approved «On approval of the Standard Rules for the activities of educational organizations of the respective types»: The objective of the Higher education will be to train personnel with higher and postgraduate education by creating the necessary conditions for the development of educational programs aimed at the professional development and development of the individual based on the achievements of science and practice [4].

The past three decades witnessed a vast increase in the use of HPC across different scientific, engineering and business communities on problems such as sequencing the genome, predicting climate changes, designing modern aerodynamics, or establishing customer preferences [5].

HPC is an area that requires students to acquire knowledge in a wide range of topics. At the same time, HPC is not theoretical subject and is best learned through non-trivial projects. Teaching HPC therefore lives with the tension of having to cover many small, disconnected areas while wanting to provide more feedback on student projects [6].

Therefore, the training of qualified specialists in this area is not only one of the tasks of higher education, but also the need of modern society.

The interest of students of leading universities in high-performance computing is growing. The training requirements are high, so learning different methods of high-performance computing is very important for students. The characteristics of modern computers are high. Therefore, in the teaching of programming disciplines, quantum computers can be used to conduct high-performance computing in the educational process, which can be accessed through a cloud platform, personal computers and supercomputers.

The purpose of the research: Determination of theoretical foundations and practical implementation of training future specialists in the field of information technology in high performance computing.

To achieve this goal, the objectives of our research work were outlined in this article:

- to analyze the state of the use of high performance computing in higher education;
- to determine the hardware and software framework, used in high-performance computing;
- to determine the basics of implementing high performance computing in the educational process.

This includes conducting a theoretical analysis of high-performance computing, introducing special topics for teaching high-performance computing, defining special programming languages for teaching high-performance computing, defining special
hardware for teaching high-performance computing, and teaching high-performance computing.

Currently, in universities, while studying the discipline of programming, we have introduced into the educational process topics related to high performance, learning a language and programming methods that are effective in high-performance computing and have demonstrated how to use computational tools.

2 Literature review

Currently, a large number of research papers and textbooks on the use of high-performance computing in the educational process in higher education are published.

In the book, «High performance computing: Modern systems and practices» Sterling T., Anderson M., Brodowicz M. authors domain scientists will learn how to use supercomputers as a key tool in their quest for new knowledge [7].

In the article, «High Performance Computing education in an Indian engineering institute» authors discusses the evolution and continuous upgrading of the HPC courses along with the issues and challenges experienced [8].

In the work, «Setting up and implementation of the parallel computing cluster in education» the authors describe in detail the setting up and implementation of the parallel computing cluster for education in the MatLab environment and how they solved the problems arising on this way [9].

In the paper, «Introducing High Performance Computing concepts into engineering undergraduate curriculum: A success story» the authors discusses the process of teaching and evaluating the students with respect to HPC concepts [10].

In the work «Model of education and training strategy for the high performance computing» the authors focuses on the issue of a high performance computing education based on systems such as grid, cloud, HPC cluster or systems with hybrid environments [11].

In the work «Jupyter notebooks and user-friendly HPC access» the authors discusses a basic understanding of high performance computing is critical even for undergraduate students. Authors give students their own personal HPC sandbox, including access to a fully functional, personalized Jupyter Notebook server [12].

In the paper «High-Performance Computing and Engineering Educational Development and Practice» the authors show unique perspectives and practical experiences on student capability, oriented toward HPC curricular development [13].

Analysis of scientific literature and Internet resources shows that high performance computing still requires scientific research in Higher education.

3 Materials and methods

High performance computing training in higher educational institutions has a number of features. Various programming languages can be used in teaching high performance computing. In the definition of high-performance computational features
of each of the programming languages, there are the following scientific studies published earlier.

Authors of work «Library for evolutionary algorithms in Python (LEAP)» pose here a new Python-based EC framework that uses an established generalized unified approach to EA concepts [14].

In the paper «Speeding-up the odetta calculation code for solving particle transport problems», authors consider and analyze a parallel version of the ODETTA calculation code using the Message Passing Interface library technology [15].

In the paper «Private and rateless adaptive coded matrix-vector multiplication» authors develop a private and rateless adaptive coded computation (PRAC) algorithm for distributed matrix-vector multiplication by taking into account [16] the privacy requirements of IoT applications and devices, and [17] the heterogeneous and time-varying resources of edge devices. They show that PRAC outperforms known secure coded computing methods when resources are heterogeneous [18].

Computing has been advanced to HPC throughout the past decades. However, undergraduate students are still lacking of experience in how HPC functions, because curricula do not adequately cover HPC contents [19]. To solve this problem, we have included in the content of disciplines topics about high-performance computing hardware and the basics of working with them, which were implemented in the educational process. As a means of implementing our calculations were taken a personal computer, a supercomputer Kazakh-Indian Training Center for Information and Communication Technologies, Param-Bilim IKCEICT in Eurasian National University L. N. Gumilyov and a 5-qubit quantum computer in the cloud IBM Quantum Experience.

3.1 Characteristics of hardware devices used in computing

1. Characteristics of a personal computer: processor Intel® Core ™i5-2410M CPU@2.3Ghz, 2.3Ghz, RAM 3 G.
2. Param bilim HPC facility is based on indigenous technologies developed by C-DAC. The HPC facility includes the nodes equipped with 5110p Xeon Phi, nVidia K20X Card, NAS storage with 20 TB of usable storage space and RCS cards. The facility has HPC Portal ‘CHReme’ for resource management and ‘ONAMA’ for scientific and engineering applications installation and execution. It will have applications ported in broad areas like Weather Forecasting and Bioinformatics [20].
3. IBM Quantum Experience - it is an online platform that provides users with cloud-based access to the most advanced quantum computers [21].

All calculations were performed on this hardware using various algorithms and the results were compared.
4 Results of research

In the experiment on the introduction of high-performance computing in the educational process, took part the students of L. N. Gumilyov Eurasian National University on the educational program of the Bachelor of Informatics and Shakarim University on the educational programs of the Bachelor of Information Systems and Computer Engineering and Software. The number of respondents is about 100 people. The content of several courses of these educational programs is supplemented by several topics on high-performance computing.

In the syllabus of the course "Algorithmization and Programming" on the educational program informatics of L.N. Gumilyov Eurasian National University introduced topics: methods of sorting arrays, high-performance methods of sorting arrays, methods for calculating a definite integral (number pi), multiplying a matrix by a vector, increasing the speed of multiplying a matrix by a vector using the vectorization method.

For these topics in the educational process, task programs were developed on C++ и Python, the results were compared, effective algorithms and programming environment were determined.

Depending on the type of task, a high-performance programming language, hardware, and an efficient method were selected. As one of such problems in our article, we gave several options for calculating the value of a definite integral (known number pi) up to 10,000 characters and indicated a rational method, an efficient algorithm and a programming language. The calculations were carried out on several computing devices.

We can say that calculating the value of a definite integral (number pi) up to a trillion symbols has no significant practical value. It turns out, that to launch a rocket, the value of the number pi up to 15 characters [22] is enough. However, improving its calculating formula, the value of offering up to a trillion characters, install world records in computing its value.

The most accurate value of pi is 50 trillion digits, and was achieved by Timothy Mullican on 29 January 2020 [23].

There are many known ways to determine the value of a definite integral (pi), such as the Bailey-Borwein-Plouffe method, the Chudnovsky method, the Monte Carlo’s method, the Bellard’s method, etc. In our article, we examined several of these methods and identified an effective algorithm. First, the calculations were carried out in languages C++ и Python using the formula Bailey-Borwein-Plouffe [Bailey-Borwein- Plouffe’s formula]:

$$
\pi = \sum_{n=0}^{\infty} \frac{1}{16^n} \left( \frac{4}{8n+1} - \frac{2}{8n+4} - \frac{1}{8n+5} - \frac{4}{8n+6} \right) \tag{1}
$$

At the first stage, the program code was written using these algorithms on C++ и Python and the results were compared.

**Program code in Python:**

```python
from time import time
```

**Program code in C++ [24]:**

```cpp
#include <iostream>
#include <cmath>
```
from decimal import Decimal
from decimal import getcontext

def calculate_BBP(k):
    pi = 0
    for i in range(k):
        p = Decimal(1) / (16**i) * (Decimal(4) / (8*i+1) - Decimal(2) / (8*i+4) - Decimal(1) / (8*i+5) - Decimal(1) / (8*i+6))
        pi += p
    return pi

k = 10000
getcontext().prec = k
start = time()
pi = calculate_BBP(k)
t = time() - start
print(pi)
print("time: ", t)

We noticed that a program written in C++ according to a given algorithm can calculate the value of a definite integral (pi) only up to 48 characters, but in language Python up to 10,000 characters. However, it should be noted that C++ is a more productive language than Python.

At the second stage, the calculations were performed first on a personal computer (figure 1).
Then the calculations were carried out on the second hardware - a supercomputer «Param-Bilim» of Eurasian National University L. N. Gumilyov. Its use was organized remotely. Due to the current pandemic, faculty members have been given VPN access to use university resources for their discipline. Thus, we were able to connect to a supercomputer.

For working with a supercomputer Param-Bilim as a program that provides work with the server, was used Putty. It allows you to Linux connect to the server using the protocol SSH (figure 2):
Enter the username and password of the user, go to the remote Linux servers window and after creating a new file, enter the necessary program lines (figure 3):

![PuTTY Configuration]

**Fig. 2.** Connecting to a Linux server

The result of the executed program (figure 4):

```
from decimal import Decimal

def calculate_BBP(k):
    pi = 0
    for i in range(k):
        p = Decimal(1)/(8*i+1) + Decimal(1)/(8*i+4) - Decimal(1)/(8*i+5) - Decimal(1)/(8*i+6)
        pi += p
    return pi

k = 100
getcontext().prec = k
print(calculate_BBP(k))
```

**Fig. 3.** Program code

```
from decimal import Decimal

def calculate_BBP(k):
    pi = 0
    for i in range(k):
        p = Decimal(1)/(8*i+1) + Decimal(1)/(8*i+4) - Decimal(1)/(8*i+5) - Decimal(1)/(8*i+6)
        pi += p
    return pi

k = 100
getcontext().prec = k
print(calculate_BBP(k))
```

**Fig. 4.** Result of the executed program
The third hardware is a quantum computer located on a cloud platform IBM Quantum Experience. There, the calculations were carried out using Quantum lab. First, we register on the cloud platform IBM Quantum Experience and go to the section Quantum lab (figure 5).

Create a new file and write the program code (figure 6).
Fig. 6. The result of calculating the definite integral (number pi)

Results of calculations performed on a personal computer, supercomputer and quantum computer located in the cloud on an online platform IBM Quantum Experiences, are presented in the following tables (table 1, table 2).

Table 1. Results of calculations on a personal computer and a quantum computer using Bailey-Borwein-Plouffe algorithm

| №  | n    | BBP in Phyton | Computer | IBM Quantum | acceleration coefficient |
|----|------|---------------|----------|-------------|--------------------------|
| 1  | 100  | 0,0009        | 0,0008   | 1,125       |
| 2  | 500  | 0,022         | 0,023    | 0,956522    |
| 3  | 1000 | 0,173         | 0,1547   | 1,18293     |
| 4  | 2000 | 1,097         | 0,8672   | 1,264991    |
| 5  | 3000 | 3,235         | 2,9365   | 1,101652    |
| 6  | 4000 | 7,694         | 6,7012   | 1,148153    |
| 7  | 5000 | 12,381        | 10,9494  | 1,130747    |
| 8  | 6000 | 20,864        | 17,9312  | 1,163558    |
| 9  | 7000 | 31,459        | 28,2737  | 1,112659    |
| 10 | 8000 | 46,464        | 41,1054  | 1,130362    |
| 11 | 9000 | 65,729        | 57,4261  | 1,144584    |
| 12 | 10000| 92,066        | 82,9312  | 1,110149    |
Table 2. Results of calculations on a supercomputer Param Bilim according to Bailey-Borwein-Plouffe algorithm

| t   | n     | Supercomputer | User | Sys |
|-----|-------|---------------|------|-----|
| 100 | 100   | 0.142s        | 0m0.061s | 0m0.0009s |
| 500 | 500   | 0m3.385s      | 0m1.673s | 0m0.019s |
| 1000| 1000  | 0m23.899s     | 0m11.923s | 0m0.008s |
| 2000| 2000  | 2m59.439s     | 1m29.616s | 0m0.158s |
| 3000| 3000  | 4m54.090s     | 4m54.090s | 0m0.158s |

Comparison of the results of finding the value of a definite integral (number π) up to 10,000 characters on a personal computer and a quantum computer is represented by a diagram (figure 7).

![Figure 7](http://www.i-jet.org)

**Fig. 7.** Comparison of a personal computer and a quantum computer

In the same way, using Bellard’s formula, we calculated the value of the definite integral (pi value) up to 10,000 characters on different hardware.

Bellard’s formula:

$$\pi = \frac{1}{2} \sum_{n=0}^{\infty} \frac{(-1)^n}{2^{10n}} \left( \frac{2^5}{4n+1} - \frac{1}{4n+3} + \frac{2^8}{10n+1} - \frac{2^6}{10n+3} - \frac{2^2}{10n+7} + \frac{1}{10n+9} \right)$$  \hspace{1cm} (2)

In our case, we compared the results of the Bailey-Borwein-Plouffe and Bellard algorithms, and note that the Bailey-Borwein-Plouffe algorithm is fast on both hardware. (table 3).

Table 3. The result of comparing the Bailey-Borwein-Plouffe and Bellard algorithms

| №  | n   | Computer, sec | acceleration coefficient | IBM Quantum, sec | acceleration coefficient |
|----|-----|---------------|--------------------------|-----------------|--------------------------|
|    | 100 | 0.0009        | 0.002                    | 2.2222          | 0.0006                   | 0.0011                   | 1.8333                   |
|    | 500 | 0.022         | 0.073                    | 3.3182          | 0.0250                   | 0.0643                   | 2.5720                   |
|    | 1000| 0.173         | 0.481                    | 2.7803          | 0.1547                   | 0.4111                   | 2.6574                   |
|    | 2000| 1.097         | 3.480                    | 3.1723          | 0.8672                   | 3.0227                   | 3.4856                   |

http://www.i-jet.org
Comparing the above results (figure 8), you can notice that the speed of a quantum computer located in the cloud on an online platform IBM Quantum Experience higher than a personal computer. So, in our case, a quantum computer has become an effective hardware tool.

As the result of the calculation showed, as the value of n increased, the speed coefficient also increased. In our case, with a value of n = 10000, the speed factor was 4. The most efficient of the two algorithms was the Bailey-Borwein-Plouffe algorithm.

Apart from these methods, at the we have shown a vectorization method for calculating the multiplication of matrices by a vector.

When studying the discipline "Algorithmization and Programming" to calculate a definite integral (number pi), sorting algorithms by bubble method, Shell and Hoare sorting (quick sort), applications of the vectorization method for calculating the multiplication of a matrix by a vector we used 3 hardware devices.

5 Discussions and conclusions

As a result of the set goal of "Determining the theoretical foundations and practical implementation of the training of future specialists in the field of information technology for high-performance calculations":

| n  | 3000  | 3,235  | 11,471 | 3,5459 | 2,9365 | 9,9862 | 3,4007 |
|----|-------|--------|--------|--------|--------|--------|--------|
| 6  | 4000  | 7,694  | 29,209 | 3,7963 | 6,7012 | 23,3743 | 3,4881 |
| 7  | 5000  | 12,381 | 48,631 | 3,9279 | 10,9494| 42,8407 | 3,9126 |
| 8  | 6000  | 20,864 | 83,770 | 4,0150 | 17,931 | 73,4827 | 4,0980 |
| 9  | 7000  | 31,459 | 131,074| 4,1665 | 28,2737| 115,4847| 4,0845 |
| 10 | 8000  | 46,464 | 198,390| 4,2698 | 41,1054| 167,8101| 4,0824 |
| 11 | 9000  | 65,729 | 276,030| 4,1995 | 57,426 | 242,306 | 4,2194 |
| 12 | 10000 | 92,066 | 376,679| 4,0914 | 82,931 | 332,828 | 4,0133 |

**Fig. 8.** Comparison of calculations on a personal computer and a quantum computer using different algorithms
1. The conditions for teaching high-performance computing, the experience of the world's leading universities and scientific papers published in research journals with a high rating are analyzed. As a result, it was found that learning high performance computing requires learning;

2. It was found that in higher educational institutions it is possible to use various hardware equipment used in teaching high-performance computing, as well as various programming languages. As a result, methods were chosen for constructing programs using 3 different hardware equipment for the educational process, using various high-performance computing algorithms in the C ++ and Phyton programming languages;

3. In the content of the discipline "Algorithmization and Programming" of L.N. Gumilyov Eurasian National University themes included: methods for sorting arrays, high-performance methods for sorting arrays, methods for calculating a definite integral (number pi), multiplying a matrix by a vector, increasing the speed of multiplying a matrix by a vector using the vectorization method. Shows how to use a personal computer, a Param-Bilim supercomputer and a quantum computer on the IBM Quantum Experience cloud platform in the educational process.

Based on the results of the survey, it was found that the method of teaching high-performance computing is effective.
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