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Abstract

A general framework for Maxwell-Oldroyd type differential constitutive models is examined, in which an unspecified nonlinear function of the stress tensor and rate-of-deformation tensor is incorporated into the well-known corotational version of the Jeffreys model discussed by Oldroyd. For medium amplitude simple shear deformations, the recently developed mathematical framework of medium amplitude parallel superposition (MAPS) rheology reveals that this generalized nonlinear Maxwell model can produce only a limited number of distinct signatures, which combine linearly in a well-posed basis expansion for the third order complex viscosity. This basis expansion represents a library of MAPS signatures for distinct constitutive models that are contained within the generalized nonlinear Maxwell model. We describe a framework for quantitative model identification using this basis expansion for the third order complex viscosity, and discuss its limitations in distinguishing distinct nonlinear features of the underlying constitutive models from medium amplitude shear stress data. The leading order contributions to the normal stress differences are also considered, revealing that only the second normal stress difference provides distinct information about the weakly nonlinear response space of the model. After briefly considering the conditions for time-strain separability within the generalized nonlinear Maxwell model, we apply the basis expansion of the third order complex viscosity to derive the medium amplitude signatures of the model in specific shear deformation protocols. Finally, we use these signatures for estimation of model parameters from rheological data obtained by these different deformation protocols, revealing that three-tone oscillatory shear deformations produce data that is readily able to distinguish all features of the medium amplitude, simple shear response space of this generalized class of constitutive models.
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1. Introduction

Accurate constitutive modeling of viscoelastic materials is essential for understanding rheological data and extrapolating the measured behavior of a material from one deformation history to another. Constitutive viscoelastic models span a diverse range of forms, from integral models such as the K-BKZ family to differential models such as the 8-constant framework introduced in the seminal work of J.G. Oldroyd. The merits of these constitutive models are varied; some are simple and easy to apply, some are general and able to describe the behavior of quite different materials, and some are linked directly to physical theories. As said by Oldroyd himself, “there may be many ways of generalizing the results of a single experiment, and the method of generalization so as to give a universally valid form of the equations of state is by no means obvious.” In other words, identifying the constitutive model that best describes a given material is a difficult task. It involves first determining the model or family of models that is most appropriate for a material given the available data, then using the data to determine the optimal values of the model parameters. The latter task can be performed in a mathematically rigorous manner through different regression or inference techniques. The former, however, tends to be imprecise and relies heavily on expertise in the field, thus is prone to bias from personal experience or preference. For the sake of generality and future automated data-driven approaches, it is desirable to minimize the role that subjective model selection plays in model identification.

One way to minimize the role of subjectivity in model identification is to develop general frameworks which encompass more specific constitutive models. Subjective decisions are then reduced to determining the appropriate framework, rather than the individual model, and model selection can be performed mathematically therein. In linear viscoelasticity, for instance, the generalized Maxwell model encompasses a diverse set of linear viscoelastic behavior by coupling a linear arrangement of springs and dashpots with either a discrete set of relaxation modes, or a continuous distribution of relaxation times. Within this framework, material properties such as the complex modulus can be described by a (potentially infinite) basis expansion, called a Prony series, with each basis function corresponding to a discrete Maxwellian relaxation mode. Though it may not be possible to associate each mode in the Prony series for a particular material with a distinct aspect of the material’s microstructural physics, this expansion provides a convenient mathematical tool for accurately characterizing the linear viscoelastic behavior of many materials, often using only
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a relatively small number of adjustable parameters \[11,12\].

Various extensions to the generalized Maxwell model in nonlinear viscoelasticity exist. For example, the Lodge-type model proposed by Yamamoto allows the distribution of relaxation times to vary with the instantaneous strength of the deformation \[13\]. Fitting this shear rate-dependent relaxation time distribution to discrete rheological data, however, remains a difficult task, thus this model has not seen widespread use outside of theoretical studies. Other models of the Maxwell type are much simpler to apply, including many differential tensorial constitutive models. Because these models employ one of Oldroyd’s objective derivatives to preserve frame-invariance, they are sometimes referred to as “Maxwell-Oldroyd type” models \[14\]. One well-known model of this form is the Oldroyd 8-constant framework \[5\], which encompasses common models such as the corotational Maxwell, Oldroyd B, and Johnson-Segalman models \[15,16,16,17\]. Within this framework, model selection equates to the purely quantitative task of parameter estimation. By its construction, however, the Oldroyd 8-constant framework excludes any differential constitutive models that possess terms that are nonlinear in the stress tensor. Notable examples of such models include the Giesekus and Phan-Thien–Tanner models, both of which have found success in modeling the rheology of many polymeric fluids \[18,19\]. Thus, even in the space of Maxwell-Oldroyd type models, the Oldroyd 8-constant framework is clearly not the most general framework possible.

Here, we study a more general framework for Maxwell-Oldroyd type constitutive models, which encapsulates all of the aforementioned differential constitutive models and many more. This framework, similar to that proposed previously by Leonov \[20\], simply appends a general nonlinear function of the stress tensor and rate-of-deformation tensor to the frame-invariant corotational Jeffreys model \[3\]. The details that distinguish individual nonlinear, Maxwell-Oldroyd type constitutive models lie entirely within this nonlinear function.

Though this abstraction may seem to render analytical studies of this framework impossible, we are able to systematically study this general framework asymptotically. Examining the asymptotic nonlinearities of complex fluids and soft solids has recently gained popularity, in particular through a framework called medium amplitude oscillatory shear (MAOS) that studies the third-order asymptotically nonlinear response, commonly called the medium amplitude response, of materials undergoing single-tone oscillatory deformation in simple shear \[21\]. Recently, the framework for medium amplitude parallel superposition (MAPS) has been proposed to describe the medium amplitude response of materials under arbitrary simple shear deformations, including single- and multi-tone oscillatory protocols \[22,23\]. As we show in the present paper, pairing the general framework for Maxwell-Oldroyd type constitutive models with MAPS rheology reveals all of the features that can possibly be observed in medium amplitude simple shear rheological studies of this class of models.

In this contribution, we will study this general framework for Maxwell-Oldroyd type constitutive models systematically using the tools of MAPS rheology. In Section 2, the framework will be precisely defined in terms of what we call the generalized nonlinear Maxwell model. Section 3 will then explore the medium amplitude signatures of this model in simple shear, both in the shear stress and normal stress responses. A critical step in this analysis is realizing that, in medium amplitude flows, we may construct a polynomial expansion for the unspecified nonlinear function in the generalized nonlinear Maxwell model, whose terms must obey the frame-invariant and isotropic properties expected from Oldroyd’s principles of rheological invariance \[6\]. In Section 4 we comment briefly on time-strain-separability in the context of this general framework.

The analysis in the first part of this work will reveal that the fusion of MAPS rheology and the generalized nonlinear Maxwell model results in a compact framework for model identification. In particular the stress response of the model to medium amplitude simple shear deformations can be represented as a basis expansion, and the coefficients of this expansion relate directly to material coefficients in the underlying constitutive model. Quantitative model identification is possible simply by determining these coefficients from data. It remains, however, to determine what data is best suited for this model identification problem. Sections 5 and 6 examine this question by applying the MAPS signatures determined in the previous sections to obtain asymptotic solutions for specific deformation protocols. We then perform simple numerical experiments using these analytical solutions to examine which experimental protocols produce data sets best suited for parameter estimation, in the sense that the uncertainty in the regressed parameters is minimal. This analysis simultaneously demonstrates the power of MAPS rheology as a framework for describing the material response to disparate flows, and for designing and interpreting experiments that produce data sets that are uniquely well-suited for the problem of model identification.

2. The Generalized Nonlinear Maxwell Model

In linear viscoelasticity, the Maxwell model is a well known and widely applied phenomenological constitutive model. The theoretical, single-mode Maxwell fluid contains two micromechanical elements, a Hookean spring and a Newtonian dashpot, which respond in series to imposed deformations \[8\]. The generalized Maxwell model is composed of a number of these single-mode Maxwell elements, which respond to imposed deformations in parallel. Each spring and each dashpot in this model may possess a distinct modulus of elasticity \(E\) and viscosity \(\eta\), respectively, thus the model may be represented by the set of equations:

\[
\sigma_k = \tau_k \frac{d\sigma_k}{dt} = \eta_k \dot{\gamma},
\]

\[
\sigma = \sum_k \sigma_k,
\]

where \(\sigma_k\) represents the shear stress in the \(k\)th Maxwell mode, \(\sigma\) is the total shear stress, \(\dot{\gamma}\) is the shear strain rate, and \(\tau_k = \eta_k / E_k\) is called the ‘relaxation time’ of the \(k\)th mode. The complex viscosity for this linear model is compactly represented as a
series of rational functions, each corresponding to the complex viscosity of a single Maxwell mode:

\[
\eta^*(\omega) = \sum_k \frac{\eta_k}{1 + i\delta_k \omega}.
\] (2)

For materials that are well-represented by a small number of Maxwell modes, equation (2) is a convenient basis expansion for the complex viscosity as a function of the frequency \(\omega\).

It is sometimes the case (e.g., especially for dilute solutions of a monodisperse polymer) that the linear viscoelastic response of a fluid is well-described by a single Maxwell element plus a Newtonian solvent (i.e., \(\tau_2 = 0\)). In this case, another compact representation of the total shear stress exists, called the Jeffreys model:

\[
\sigma + \lambda_1 \frac{d\sigma}{dt} = \eta_0 \left( \dot{\gamma} + \lambda_2 \frac{d\dot{\gamma}}{dt} \right),
\] (3)

where \(\eta_0 = \eta_1 + \eta_2\), \(\lambda_1 = \tau_1\) is still called the ‘relaxation time’ of the single Jeffreys element, and \(\lambda_2 = \lambda_1 \eta_2/\eta_0\) is called the ‘retardation time’ of the Jeffreys element. In principle, multiple Jeffreys elements with distinct \(\eta_k, \lambda_{1,k}, \lambda_{2,k}\) and \(\eta_{2,k}\) can be combined in parallel to produce a generalized multi-mode model equivalent to the generalized Maxwell model with one mode having \(\tau_2 = 0\).

Adapting the linear Maxwell model to nonlinear, three-dimensional flows involves only a few modifications. First, the scalar shear stress elements \(\sigma_k\) are replaced by tensorial contributions \(\sigma_k\) to the extra stress tensor \(\sigma\), which is equal to the total stress tensor \(\pi\) less an isotropic, hydrostatic pressure \(p\):

\[
\pi \equiv \sigma - p \delta, \quad \sigma = \sum_k \sigma_k,
\] (4)

where \(\delta\) represents the identity tensor. Similarly, the scalar shear rate is replaced by the rate-of-deformation tensor \(\dot{\gamma}\):

\[
\dot{\gamma} \equiv (\nabla \mathbf{u}) + (\nabla \mathbf{u})^T,
\] (5)

where \(\mathbf{u}\) is the velocity profile. Second, the scalar time derivative must be replaced by a materially-objective time derivative, which preserves invariance of the model to changes in the frame of reference. Objective time derivatives include the upper-convected derivative, the lower-convected derivative, and the corotational derivative [3]. Here, we employ the corotational derivative:

\[
\frac{D\mathbf{x}}{Dt} \equiv \frac{D\mathbf{x}}{dt} + \frac{1}{2} \left( \omega \cdot \mathbf{x} - \mathbf{x} \cdot \omega \right),
\] (6)

with \(\omega\) representing the vorticity tensor:

\[
\omega \equiv (\nabla \mathbf{u}) - (\nabla \mathbf{u})^T.
\] (7)

As a result of these modifications to the linear, scalar Maxwell model (equation [1a]), we arrive at the well-known corotational Maxwell model [15]:

\[
\sigma_k + \nabla \cdot \sigma_k \frac{D\sigma_k}{Dt} = \eta_k \dot{\gamma}.
\] (8)

Similarly, by applying these generalizations to equation [3], we arrive at the related corotational Jeffreys model [3]:

\[
\sigma_k + \lambda_{1,k} \frac{D\sigma_k}{Dt} = \eta_{0,k} \left( \dot{\gamma} + \lambda_{2,k} \frac{D\dot{\gamma}}{Dt} \right).
\] (9)

Though the corotational Maxwell and Jeffreys models represent direct nonlinear extensions of the flexible linear generalized Maxwell framework, which is capable of modeling the linear viscoelastic behavior of a broad range of materials, in the space of nonlinear models they are quite limited. In particular, both the number of modes and all of the model parameters may be determined from the linear viscoelastic response, leaving no adjustable parameters to model distinct nonlinear phenomena. Thus, even for materials that display a linear viscoelastic response consistent with a single-mode Maxwell model, the corotational Maxwell and Jeffreys models have been shown to fail at accurately describing nonlinear behavior, for example by over-predicting the extent of shear thinning in steady flow curves [24, 23].

Other forms have therefore been proposed to extend the linear Maxwell model to the nonlinear regime. Here, we focus solely on models that are represented by a set of differential equations, each of which is tensorial in nature and reduces to the linear Maxwell model for small deformations. The Oldroyd 8-constant framework is one such generalized model, which can reduce to either the corotational Maxwell or Jeffreys model with the appropriate parameter substitutions [3]. However, the Oldroyd 8-constant framework is unable to capture many models of the Maxwell-Oldroyd form, such as the Giesekus and Phan-Thien–Tanner models. Despite its flexibility, therefore, it is clearly not the most general framework possible in this space.

A simple model that dramatically expands the flexibility of a Maxwell-Oldroyd type framework is one that adds to each mode of the corotational Jeffreys fluid a nonlinear function of the \(k\)th contribution to the extra stress tensor and the rate-of-deformation tensor:

\[
\sigma_k + \lambda_{1,k} \frac{D\sigma_k}{Dt} + F_k(\sigma_k, \dot{\gamma}) = \eta_{0,k} \left( \dot{\gamma} + \lambda_{2,k} \frac{D\dot{\gamma}}{Dt} \right).
\] (10)

We refer to this model as the generalized nonlinear Maxwell model. The nonlinear function \(F_k(\sigma_k, \dot{\gamma})\) can take on relatively simple forms, capturing models such as the Giesekus or Johnson–Segalman models, or more complex forms, such as that for the Rolie-Poly model [25, 26]. With modern data-analytics tools such as neural differential equations, it may even be possible to learn the form of \(F_k(\sigma_k, \dot{\gamma})\) directly from data, without specifying any underlying structure for the function [27, 28].

The ability to distinguish different forms of \(F_k(\sigma_k, \dot{\gamma})\) is contingent on the type of data available. For example, not all forms may be distinguishable with shear stress data alone in simple shear experiments. Moreover, the specific deformation protocol used to obtain rheological data may limit our ability to distinguish certain features of this nonlinear function. In the medium amplitude regime, where only the leading order nonlinear response of a material is considered, it is possible to resolve the issue of deformation protocol-specific data via studies using MAPS rheology [22]. Therefore, in this work we closely examine the MAPS response of the generalized nonlinear Maxwell model (eq. [10]), beginning in the following section.

Although in this section the development of the generalized nonlinear Maxwell model has allowed for multiple response modes (each with time scale \(\tau_k\)), we will only consider the
single-mode version of this model for the remainder of this work. Therefore, the subscript \( k \) will be dropped in subsequent sections. Because the stress component generated by each mode is additive in the full extra stress tensor, the strain-controlled MAPS signatures also combine additively for the multi-mode case. Thus, it is straightforward to extend the following results to the multi-mode case.

3. MAPS Response of the Generalized Nonlinear Maxwell Model

3.1. MAPS Rheology

In MAPS rheology, the nonlinear functional relationship between the shear stress and shear strain rate in simple shear deformations is expanded as a truncated Volterra series in the frequency domain [22]:

\[
\hat{\sigma}(\omega) = \eta_1^*(\omega) \hat{\gamma}(\omega) + \frac{1}{(2\pi)^2} \int \int \int \eta_3^*(\omega_1, \omega_2, \omega_3) \hat{\gamma}(\omega_1) \hat{\gamma}(\omega_2) \hat{\gamma}(\omega_3) \times \delta(\omega - \sum \omega_m) d\omega_1 d\omega_2 d\omega_3 + O(\hat{\gamma}^4). \tag{11}
\]

The leading order response function, \( \eta_1^*(\omega) \equiv \eta^*(\omega) \), is the familiar complex viscosity from linear viscoelasticity (see equation [2]). The response function that appears at third order with respect to the shear strain rate, \( \eta_3^*(\omega_1, \omega_2, \omega_3) \), is called the third order complex viscosity. In equation [11] the shear stress has been written in terms of its Fourier transform:

\[
\hat{\sigma}(\omega) = \int_{-\infty}^{\infty} e^{-i \omega t} \sigma(t) dt, \tag{12}
\]

and likewise for the shear strain rate. An analogous expression exists in which the shear stress is written as an expansion in terms of the shear strain, in which case the linear and third order response functions are \( G_1^*(\omega) \) and \( G_3^*(\omega_1, \omega_2, \omega_3) \), which are called respectively the (linear) complex modulus and the third order complex modulus. Furthermore, the expansion can also be written for stress controlled experiments, in which the shear strain is expanded in terms of the shear stress. The appropriate response functions, \( J_1^*(\omega) \) and \( J_3^*(\omega_1, \omega_2, \omega_3) \), called the (linear) complex compliance and third order complex compliance, are related to the linear and third order complex moduli by a set of simple expressions. For more details on these representations of MAPS rheology, as well as important properties of the third order response functions, we refer readers to Lennon et. al [22].

Analytical expressions for the third order complex viscosity and other MAPS functions often require sums and products over their three arguments: \( (\omega_1, \omega_2, \omega_3) \). Throughout this work, we will employ the following shorthand notations for sums:

\[
\sum_j \overset{3}{\sum_{j=1}} \equiv \sum_{j}^{3}, \quad \sum_{k \neq j} \overset{3}{\sum_{k=1}} \equiv \sum_{k=1, k \neq j}^{3}, \tag{13}
\]

and likewise for products.

3.2. Cubic Expansion of the Generalized Nonlinear Maxwell Model

In any medium amplitude study, only effects up to third order in the amplitude \( \gamma_0 \) of the imposed deformation are observed and/or described. Because both the rate-of-deformation and extra stress tensors are at least \( O(\gamma_0) \) quantities, only the linear, quadratic, and cubic terms in a constitutive model are apparent in the medium amplitude regime. Thus, only the cubic expansion of \( F(\sigma, \dot{\gamma}) \) is identifiable in medium amplitude experiments. If we also specify the constraint that the model is isotropic, then there are only a finite number of terms in such an expansion; thus, it is possible to enumerate all features of \( F(\sigma, \dot{\gamma}) \) that are apparent in MAPS rheology.

Because \( F(\sigma, \dot{\gamma}) \) is a tensor-valued function of two tensors, and is furthermore expected to obey frame-invariance in order for the model to be physically meaningful, its polynomial expansion must be written with care. Spencer and Rivlin [29] developed a useful theory for matrix polynomials of one or more tensorial quantities, which we apply here. In essence, the theory states that each term in the polynomial should be some scalar coefficient multiplying one or more inner products of the tensorial arguments (in this case \( \sigma \) and \( \dot{\gamma} \)) and the identity tensor \( \delta \). The coefficients themselves should subsequently be written as polynomial expansions in terms of the invariants of each term in the polynomial expansion, for example \( I(\sigma) = tr(\sigma) = \sum_{i=1}^{3} \sigma_{ii} \) or \( II(\sigma) = (tr(\sigma)^2 - tr(\sigma^2))/2 \). Because the higher invariants of any term are related to the first invariants of that term and higher-order terms (e.g. \( II(\sigma) = (I(\sigma)^2 - I(\sigma \cdot \sigma))/2 \)) by the Cayley-Hamilton theorem, it is sufficient to only consider the first invariant, i.e. the trace. Moreover, we focus on incompressible materials in simple shear, for which \( tr(\dot{\gamma}) = 0 \) and the normal stress contributions that form \( tr(\sigma) \) are necessarily second order in the deformation amplitude. In this manner, it is possible to systematically enumerate each possible term in the expansion of \( F(\sigma, \dot{\gamma}) \) up to cubic order in the deformation amplitude. The result is an isotropic, frame-invariant differential constitutive model that we call the cubic Maxwell model, which is presented in equation [14].

The cubic expansion of \( F(\sigma, \dot{\gamma}) \) contains twenty distinct terms that may appear at third order in simple shear. In equation [14] the coefficients of these terms are constructed to be consistent with the nomenclature of the Oldroyd 8-constant framework, and such that every parameter has dimensions of time except for \( \eta_0 \), which has dimensions of (stress \times time), and \( \zeta \), which is dimensionless. We have also employed the shorthand notation of the double dot product: \( A : B \equiv tr(A \cdot B) \).

With the appropriate parameter assignments, equation [14] can be reduced to many different constitutive models. These include the Oldroyd 8-constant framework and all sub-models contained within it. In fact, Oldroyd in his 1958 paper originally proposed the 8-constant framework as a similar expansion of a general nonlinear function \( F(\sigma, \dot{\gamma}) \), but included only terms that were linear in the rate-of-deformation tensor and quadratic overall [5]. Therefore, the leading order nonlinearities produced by models such as the Giesekus and Phan-Thien–Tanner models, which are not included in the Oldroyd 8-constant framework, are
incorporated within the cubic Maxwell model. Other models, for which \( F(\sigma, \dot{\gamma}) \) is not a polynomial, are approximated exactly to third order by the general cubic Maxwell model in simple shear deformations. These include both the stretching and non-stretching Rolie-Poly models, among others. An extensive list of models that are either approximated exactly to third order by, or completely contained within the cubic Maxwell model is presented in Table 1, along with the appropriate parameter assignments. For instance, equation 14 reduces to the Oldroyd 8-constant framework when all parameters except \( \mu_0, \mu_1, v_1, \mu_2, v_2, \eta_0, \lambda_1, \) and \( \lambda_2 \) are set to zero. Note that, for many of the models listed in Table 1, equation 14 with the appropriate parameter assignments reflects the non-Newtonian extra stress tensor, which is typically added to a Newtonian solvent contribution to produce the extra stress. Though it is possible to capture Newtonian solvent effects within equation 14 via the retardation term, we leave \( \lambda_2 = 0 \) for many such models in order to reflect their familiar forms. Also, in Table 1 all models (aside from the Second Order Fluid) have nonzero \( \eta_0 \) and \( \lambda_1 \), but many of the other parameters in equation 14 are set to zero. Therefore, only the remaining non-zero parameters are listed.

In many of the models listed in Table 1 the coefficients of all cubic terms – those represented by Latin symbols in equation 14 – are set to zero. Therefore, retaining only the quadratic terms still results in an apparently quite general model. Moreover, for all of those models which contain only quadratic terms, the coefficient \( \zeta \) is zero as well. As we will find shortly, excluding this coefficient results in an especially simple form for the solution to the third order complex viscosity. Therefore, it is useful to define a more compact model, called the quadratic Maxwell model, which is presented in equation 15.

The quadratic Maxwell model contains only eight adjustable parameters multiplying nonlinear terms, but is still able to capture a wide range of behaviors. As demonstrated in Table 1, the Oldroyd 8-constant framework, and all models represented therein, as well as the Giesekus and linearized Phan-Thien–Tanner models, are all exactly captured by the quadratic Maxwell model.

3.3. MAPS Response of the Generalized Nonlinear Maxwell Model

Because only terms up to cubic overall order in the extra stress and rate-of-deformation tensor in a constitutive model influence the medium amplitude response of the model in simple shear, the MAPS response of the generalized nonlinear Maxwell model (equation 10) is the same as that of the cubic Maxwell model truncation (equation 14). Thus, while it may not be obvious that equation 10 possesses an analytical solution in any nonlinear flow, asymptotic solutions can indeed be derived using equation 14.

Every term in the cubic Maxwell model contains either the extra stress tensor, the rate-of-deformation tensor, or both. In simple shear, the invariants of the rate-of-deformation tensor are set by the shear rate. Therefore, it is most convenient to obtain the solution for one of the two MAPS response functions that relate the shear stress to the shear rate – either the third order complex fluidity \( \phi_3(\omega_1, \omega_2, \omega_3) \) in stress control or the third order complex viscosity \( \eta_3(\omega_1, \omega_2, \omega_3) \) in strain (rate) control. Previously, we noted that in the multi-mode generalization of the model, the strain-controlled MAPS response functions for each mode are additive. This is because, in strain control, the extra stress in the multi-mode cubic Maxwell model simply represents a sum of solutions to independent and linearly independent differential equations. In stress control, however, the multi-mode model represents a system of differential equations coupled by an algebraic equation. Therefore, for future ease in extending the results of the single-mode case to the multi-mode case, we will focus on the solution of the third order complex viscosity.

In strain-controlled MAPS rheology, we study the response of the model to a simple shear deformation with the shear rate \( \dot{\gamma}(t) = \gamma_0 s(t) \), where \( \gamma_0 \) represents the characteristic amplitude of the deformation. The velocity profile is therefore:

\[
\mathbf{u} = \gamma_0 s(t) x_2 \mathbf{e}_1,
\]

where \( \mathbf{e}_j \) represents a unit vector in the \( j \)th direction, with \( j = 1 \) here representing the direction of the flow, and \( x_2 \) representing
Table 1: Models included in or approximated by the cubic Maxwell model (equation 14). All parameters besides $\eta_0$, $\lambda_1$ that are non-zero in a model are listed, along with any necessary parameter assignments. All other (unlisted) parameters in each row entry are identically zero.

The position in the velocity gradient direction. To obtain the analytic form of the third order complex viscosity, we write the extra stress tensor as a power series in $\gamma_0$:

$$\sigma = \gamma_0 \sigma^{(1)} + \gamma_0^2 \sigma^{(2)} + \gamma_0^3 \sigma^{(3)} + O(\gamma_0^4).$$  (17)

This expression is substituted into equation 14, resulting in a differential equation for each component of $\sigma$. We then perform asymptotic analysis in the limit that $\gamma_0 \rightarrow 0$, grouping terms of like order in $\gamma_0$. At first order, we recover the linear Jeffreys...
model for the stress shear component, $\sigma_{12}^{(1)}$, from which we obtain the (linear) complex viscosity of the generalized nonlinear Maxwell model:

$$\eta^*_1(\omega) = \eta_0 \left(\frac{1 + i \lambda_2 \omega}{1 + i \lambda_1 \omega}\right).$$

At second and third order with respect to $\gamma_0$, the mathematics become more tedious. For the sake of brevity, we relegate the full derivation to the Supporting Information, and present here only the solutions.

The second order equations indicate that the second order shear stress component $\sigma_{12}^{(2)}$ is zero as expected from symmetry arguments. However, they also provide solutions for the leading order contributions to the normal stress differences in MAPS for the generalized nonlinear Maxwell model, which will be discussed further in Section 3.5.2. At third order, we find the analytical solution for the third order complex viscosity, which is presented in equations 19 and 20 on the following page.

In equation 19 $\eta^*_1(\omega_1, \omega_2, \omega_3)$ is written as a basis expansion in terms of ten rational functions $\Omega_n(\omega_1, \omega_2, \omega_3; r, s)$, which are given by equation 20. The coefficients $a_n^{(r)}$ and $b_n$ are, in general, nonlinear combinations of the coefficients in the cubic expansion of $F(\sigma, \zeta)$. Expressions for the coefficients in equation 19 are listed in Table 2. Equations 19 and 20 can be used along with the expressions in Table 2 to find the analytical solution for the third order complex viscosity for all models contained in Table 1. In this sense, equations 19 and 20 are a quite compact representation of a diverse set of constitutive models and nonlinear behavior.

Despite their ability to represent a very wide range of constitutive viscoelastic models, the expressions for many of the basis functions in equation 20 are rather tedious, which might make the task of parameter regression in this model difficult. The parameters $\eta_0$, $\lambda_1$, and $\lambda_2$ can be determined from linear viscoelastic data (equation 19), and MAPS data may be obtained with the goal of determining the coefficients in equation 19 as well as the parameter $\zeta$. Although equation 19 is nonlinear in $\zeta$, it is linear in all of the lumped coefficients appearing in Table 2. Therefore, a suitable protocol for fitting experimental data to equation 19 might be to perform linear-least squares fits to the data at different fixed values of $\zeta$, and performing cross-validation on those fits to determine the optimal $\zeta$, similar to how one would choose the optimal value for the regularization hyperparameter in a regularized regression problem.

It is notable that the parameter $\zeta$ has an effect on the third order complex viscosity that is distinct from all other parameters in the cubic Maxwell model. Outside of the parameters that contribute to the linear response ($\eta_0$, $\lambda_1$, and $\lambda_2$), all parameters besides $\zeta$ simply contribute to the coefficients listed in Table 2 defining only the scale of different elements in the weakly nonlinear response corresponding to the basis functions in equation 20. The parameter $\zeta$, however, fundamentally changes the behavior of each of these elements, and its effect is likely distinguishable across a wide range of time scales. Out of the models listed in Table 1 only the versions of the Rolie-Poly and cDCR-CS models for stretching Gaussian chains have nonzero $\zeta$, and in both cases $\zeta$ is related only to the entanglement number, denoted $Z_k$ or $Z_{cR}$ respectively. Thus, properly modeling the rheological consequences of chain entanglements alters the nonlinear response in ways that other physical effects, such as constraint release (associated with $\beta_k$ and $\beta_c$) cannot. Moreover, due to the unique effect of $\zeta$ on the basis functions in equation 20, MAPS provides a convenient framework for observing these entanglement effects.

If the parameter $\zeta$ is set to zero, however, as is the case for most of the models in Table 1 then we find that the basis functions in equation 20 depend only on $\lambda_1$ and $\lambda_2$, and the coefficients $b_n$ all become zero [c.f. Table 2], so the third order complex viscosity only depends on the parameters in the polynomial expansion of $F(\sigma, \zeta)$ through the coefficients $a_n^{(0)}$ and $a_n^{(3)}$. This makes the basis functions substantially more compact. In particular, when $\zeta = 0$, we need only consider the basis functions with $r = 0$ and $s = 0$, for which we define:

$$\Omega_n(\omega_1, \omega_2, \omega_3) \equiv \Omega_n(\omega_1, \omega_2, \omega_3; 0, 0).$$

Moreover, we can further combine the coefficients in the basis expansion for $\eta^*_1(\omega_1, \omega_2, \omega_3)$:

$$A_n \equiv a_n^{(0)} + a_n^{(3)},$$

resulting in a simpler basis expansion for the third order complex viscosity, $\eta^*_1(\omega_1, \omega_2, \omega_3)$:

$$\frac{\eta^*_1(\omega_1, \omega_2, \omega_3)}{\eta_0} = \sum_{n=1}^{N} A_n \Omega_n(\omega_1, \omega_2, \omega_3),$$

with $N = 10$. This expansion has the advantageous property that it depends linearly on the unknown coefficients $A_n$. Therefore,
\[
\frac{\eta^*_{\Omega}(\omega_1, \omega_2, \omega_3)}{\eta_0} = \sum_{n=1}^{10} \left[ a_n^{(0)} \Omega_n(\omega_1, \omega_2, \omega_3; 0, 0) + a_n^{(3)} \Omega_n(\omega_1, \omega_2, \omega_3; 3, 0) + b_n \Omega_n(\omega_1, \omega_2, \omega_3; 3, 1) \right].
\]

\[
\Omega_1(\omega_1, \omega_2, \omega_3; r, s) = \frac{1}{3} \left( \frac{1 + i \lambda_1 \sum \omega_j}{1 + r \zeta + i \lambda_1 \sum \omega_j} \right) \left( \frac{1 + i \lambda_1 \sum \omega_j}{1 + i \lambda_1 \sum \omega_j} \right) \left( \frac{1 + i \lambda_1 s \sum \omega_k}{1 + i \lambda_1 s \sum \omega_k} \right),
\]

\[
\Omega_2(\omega_1, \omega_2, \omega_3; r, s) = \frac{1}{6} \left( \frac{1 + i \lambda_1 \sum \omega_j}{1 + r \zeta + i \lambda_1 \sum \omega_j} \right) \left( \frac{1 + i \lambda_1 \sum \omega_j}{1 + i \lambda_1 \sum \omega_j} \right) \left( \frac{1 + i \lambda_1 s \sum \omega_k}{1 + i \lambda_1 s \sum \omega_k} \right),
\]

\[
\Omega_3(\omega_1, \omega_2, \omega_3; r, s) = \frac{1}{3} \left( \frac{1 + i \lambda_1 \sum \omega_j}{1 + r \zeta + i \lambda_1 \sum \omega_j} \right) \left( \frac{1 + i \lambda_1 \sum \omega_j}{1 + i \lambda_1 \sum \omega_j} \right) \left( \frac{1 + i \lambda_1 s \sum \omega_k}{1 + i \lambda_1 s \sum \omega_k} \right),
\]

\[
\Omega_4(\omega_1, \omega_2, \omega_3; r, s) = \frac{1}{6} \left( \frac{1 + i \lambda_1 \sum \omega_j}{1 + r \zeta + i \lambda_1 \sum \omega_j} \right) \left( \frac{1 + i \lambda_1 \sum \omega_j}{1 + i \lambda_1 \sum \omega_j} \right) \left( \frac{1 + i \lambda_1 s \sum \omega_k}{1 + i \lambda_1 s \sum \omega_k} \right),
\]

\[
\Omega_5(\omega_1, \omega_2, \omega_3; r, s) = \frac{1}{3} \left( \frac{1 + i \lambda_1 \sum \omega_j}{1 + r \zeta + i \lambda_1 \sum \omega_j} \right) \left( \frac{1 + i \lambda_1 \sum \omega_j}{1 + i \lambda_1 \sum \omega_j} \right) \left( \frac{1 + i \lambda_1 s \sum \omega_k}{1 + i \lambda_1 s \sum \omega_k} \right),
\]

\[
\Omega_6(\omega_1, \omega_2, \omega_3; r, s) = \frac{1}{3} \left( \frac{1 + i \lambda_1 \sum \omega_j}{1 + r \zeta + i \lambda_1 \sum \omega_j} \right) \left( \frac{1 + i \lambda_1 \sum \omega_j}{1 + i \lambda_1 \sum \omega_j} \right) \left( \frac{1 + i \lambda_1 s \sum \omega_k}{1 + i \lambda_1 s \sum \omega_k} \right),
\]

\[
\Omega_7(\omega_1, \omega_2, \omega_3; r, s) = \frac{1}{3} \left( \frac{1 + i \lambda_1 \sum \omega_j}{1 + r \zeta + i \lambda_1 \sum \omega_j} \right) \left[ \sum_j \left( \frac{1 + i \lambda_1 s \sum \omega_k}{1 + i \lambda_1 \sum \omega_j} \right) \right],
\]

\[
\Omega_8(\omega_1, \omega_2, \omega_3; r, s) = \frac{1}{3} \left( \frac{1 + i \lambda_1 \sum \omega_j}{1 + r \zeta + i \lambda_1 \sum \omega_j} \right) \left[ \sum_j \left( \frac{1 + i \lambda_1 s \sum \omega_k}{1 + i \lambda_1 \sum \omega_j} \right) \right],
\]

\[
\Omega_9(\omega_1, \omega_2, \omega_3; r, s) = \frac{1}{3} \left( \frac{1 + i \lambda_1 \sum \omega_j}{1 + r \zeta + i \lambda_1 \sum \omega_j} \right) \left[ \sum_j \left( \frac{1 + i \lambda_1 s \sum \omega_k}{1 + i \lambda_1 \sum \omega_j} \right) \right],
\]

\[
\Omega_{10}(\omega_1, \omega_2, \omega_3; r, s) = \frac{1}{3} \left( \frac{1 + i \lambda_1 \sum \omega_j}{1 + r \zeta + i \lambda_1 \sum \omega_j} \right) \left[ \sum_j \left( \frac{1 + i \lambda_1 s \sum \omega_k}{1 + i \lambda_1 \sum \omega_j} \right) \right].
\]

given \(\eta_0\), \(\lambda_1\), and \(\lambda_2\) from linear viscoelastic data, regressing the coefficients \(A_n\) from MAPS data is a linear problem. For example, given a MAPS data set with \(M\) data points at distinct three-frequency coordinates \((\omega_1, \omega_2, \omega_3)_m, m = 1 \ldots M\), we can construct a \(2M \times N\) matrix \(\Omega\) whose element \(\Omega_{m,n}\) is the value of \(\text{Re}[\Omega_n(\omega_1, \omega_2, \omega_3)]\) evaluated at the three-frequency coordinates \((\omega_1, \omega_2, \omega_3)_m\). Similarly, we can construct a \(2M \times 1\) column vector \(\eta_3\) whose \(n\)th element is the value of

\[
\text{Re}[\eta_3^*(\omega_1, \omega_2, \omega_3)] = \eta_3^*(\omega_1, \omega_2, \omega_3)
\]

(24)
measured at the three-frequency coordinates \( (\omega_1, \omega_2, \omega_3) \), and whose \((m + M)\)th element is the value of

\[
\text{Im}[\eta^*_n (\omega_1, \omega_2, \omega_3)] = -\eta^*_n (\omega_1, \omega_2, \omega_3)
\]

measured at the three-frequency coordinates \( (\omega_1, \omega_2, \omega_3) \). The coefficients \( A_n \) can then be determined straightforwardly by linear least-squares regression:

\[
A = (\Omega^T \Omega)^{-1} \Omega^T \eta_3,
\]

where \( A_n \) is the \( n \)th element of the \( N \times 1 \) column vector \( A \).

As previously discussed, many of the models listed in Table 1 fall within the framework of the quadratic Maxwell model presented in equation 15. In the quadratic Maxwell model, \( \zeta = 0 \); therefore, the third order complex viscosity for this model takes the form of equation 23. Moreover, no cubic terms appear in the quadratic Maxwell model, thus \( A_7 = A_8 = A_9 = A_{10} = 0 \). Therefore, the third order complex viscosity for the quadratic Maxwell model is equivalent to equation 23 with \( N = 6 \).

Equations 19 and 23 represent one of this work’s primary results, in that they provide, in combination with Table 1, a library of constitutive model solutions in MAPS rheology. At the same time, they represent the foundation for another problem explored in this work: the problem of quantitative model identification. In this context, model identification may be viewed as the problem of obtaining a suitable parameterization of the underlying constitutive framework in equation 14 which may correspond to one of the specific constitutive models in Table 1. This parameterization may be obtained simply by fitting medium-amplitude data obtained in simple shear to either equation 19 or 23 perhaps by using one of the regression protocols discussed previously. In Section 3.4 the details of the model identification problem will be explored in greater depth for selected medium-amplitude experiments. For now, though, it is worthwhile to briefly discuss certain important aspects of this problem, especially to identify its limitations.

### 3.4. Model Identification Using MAPS Rheology

Using the tools of MAPS rheology to study the medium-amplitude response of the generalized nonlinear Maxwell model, we have realized one of the principal goals of this work: to obtain a general framework within which quantitative model identification is possible. Once the decision to employ the generalized Maxwell model has been made, model identification involves:

- determining \( \eta_3, \lambda_1, \) and \( \lambda_2 \) from linear viscoelastic data for \( \eta^*_3 (\omega) \), and
- performing parameter regression on medium amplitude data to determine the parameter \( \xi \) and the remaining model parameters using equation 19.

We have also shown how one can sacrifice some generality by setting \( \xi = 0 \) in order to obtain a simpler regression problem, in the form of equation 26.

Regardless of the framework employed for model identification, the MAPS response of the generalized nonlinear Maxwell model presented in Section 3.3 reveals some fundamental limitations of MAPS rheology, and any other medium-amplitude simple shear experiments. In particular, the expressions for the coefficients in Table 2 show that, even if it is possible to accurately determine the coefficients \( a_n(0), a_n(3), \) and \( b_n \) for the cubic Maxwell model, or the coefficients \( A_n \) for the quadratic Maxwell model, it is not possible to distinguish all of the coefficients that appear in equations 14 and 15. For example, it is clear that the coefficients \( c_2 \) and \( c_3 \) can only be inferred as the linear combination \( c_3 + f_3 \). Therefore, the effects of the cubic terms \( (\sigma : \sigma) \sigma \) and \( \sigma \cdot \sigma \cdot \sigma \), which may be distinct in more highly nonlinear shear deformations or different flow kinematics, are not distinguishable by medium amplitude simple shear measurements. In the quadratic Maxwell model, moreover, there are only six coefficients \( A_n \) distinguishable from the MAPS response, which relate to eight of the parameters in equation 15. Thus it is not possible to fully parameterize the quadratic Maxwell model from MAPS measurements of the shear stress. Because each term in the quadratic Maxwell model may produce distinct signatures in highly nonlinear shear stress deformations or other kinematics, we again see that medium amplitude shear stress measurements alone cannot distinguish all nonlinear features of a material’s stress-strain relationship.

Though measurements of the linear and weakly nonlinear shear stress response through MAPS rheology evidently cannot fully characterize every aspect of a material’s nonlinear response space, shear stress data may not be the only data available in MAPS experiments. In particular, viscoelastic materials undergoing shear deformation produce normal stresses, which may also carry independent information about this response space. In the context of the generalized nonlinear Maxwell model, the normal stress response may provide the remaining information necessary to distinguish all terms in the polynomial expansions of \( F(\sigma, \dot{\gamma}) \). In the following section, we explore these medium amplitude normal stress effects.

### 3.5. Normal Stresses in MAPS Rheology

The present mathematical framework for MAPS rheology is a scalar description of the functional relationship between the shear stress and shear strain (or strain rate) in time-varying simple shear flow. In general, however, stresses in non-Newtonian fluids are fundamentally tensorial. As Oldroyd notes in his 1958 paper, the “essential features of observed non-Newtonian behavior” include “normal stresses which, in addition to shear stresses, are present in such a liquid in a state of simple shearing flow” [5]. These normal stresses contribute to a variety of interesting and industrially important phenomena, such as the Weissenberg effect. Though it has been demonstrated that shear stress measurements using the tools of MAPS rheology provide a detailed characterization of viscoelastic materials, the preceding analysis has revealed that the weakly nonlinear shear stress response is insufficient to distinguish some potentially distinct features of a material’s nonlinear response. Because many rheometers that measure the shear stress response of a material to a simple shearing deformation are also capable of measuring some normal stress effects, it is worth exploring what new information
\[ \tau_e(t) = \int_{-\infty}^{0} M_1(t-t') \gamma(t',t) dt' + \int_{0}^{t} M_{II}(t-t',t-t'') \bigl( \gamma(t',t) \cdot \gamma(t'',t) + \gamma(t'',t) \cdot \gamma(t',t) \bigr) dt' dt'' + O(\gamma^4). \] (29)

This additional independent data may provide in the context of MAPS rheology.

Experimentally, the normal stresses that exist within a sample can be measured only relative to an isotropic contribution. Thus, rheologists typically study normal stress differences. The first normal stress difference in simple shear, \( \sigma_1(t) - \sigma_2(t) \), is typically denoted by \( N_1(t) \) and the second normal stress difference, \( \sigma_2(t) - \sigma_3(t) \), is denoted by \( N_2(t) \) [36]. The mathematical framework for MAPS rheology may be extended to include descriptions of these normal stress differences by defining two additional Volterra series expansions:

\[ \hat{N}_1(\omega) = \sum_{n=1}^{\infty} \frac{1}{(2\pi)^n} \int_{-\infty}^{\infty} \Psi_1^{(n)}(\omega_1, \ldots, \omega_n) \cdot \delta(\omega - \sum_{m=1}^{n} \omega_m) \prod_{m=1}^{n} \hat{\gamma}(\omega_m) d\omega_m, \] (25)

\[ \hat{N}_2(\omega) = \sum_{n=1}^{\infty} \frac{1}{(2\pi)^n} \int_{-\infty}^{\infty} \Psi_2^{(n)}(\omega_1, \ldots, \omega_n) \cdot \delta(\omega - \sum_{m=1}^{n} \omega_m) \prod_{m=1}^{n} \hat{\gamma}(\omega_m) d\omega_m, \] (26)

which have been written in terms of the Fourier transforms of the time-varying normal stress differences and the shear strain rate. These expressions are analogues to the Volterra series expansion of the shear stress in terms of the strain rate, though they now reflect the necessarily even symmetry of the normal stresses. Thus we call the response function \( \Psi_1^{(n)}(\omega_1, \omega_2) \) (or \( \Psi_2^{(n)}(\omega_1, \omega_2) \)) the \( n \)th order first (or second) normal stress coefficient. In MAPS rheology, only the leading order nonlinear term in the Volterra series is considered. For normal stresses, which are inherently nonlinear phenomena in simple shear, this is equivalent to the leading order term in the Volterra series, which appears at second order. In MAPS rheology, therefore, expressions for the first and second normal stress differences are:

\[ \hat{N}_1(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \Psi_1^{(1)}(\omega_1, \omega_2) \cdot \delta(\omega - \omega_1 - \omega_2) \cdot \hat{\gamma}(\omega_1) \hat{\gamma}(\omega_2) d\omega_1 d\omega_2 + O(\hat{\gamma}^2), \] (27)

\[ \hat{N}_2(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \Psi_2^{(2)}(\omega_1, \omega_2) \cdot \delta(\omega - \omega_1 - \omega_2) \cdot \hat{\gamma}(\omega_1) \hat{\gamma}(\omega_2) d\omega_1 d\omega_2 + O(\hat{\gamma}^2), \] (28)

where we call \( \Psi_1^{(1)}(\omega_1, \omega_2) \equiv \Psi_1^{(2)}(\omega_1, \omega_2) \) the leading order first normal stress coefficient, and \( \Psi_2^{(2)}(\omega_1, \omega_2) \equiv \Psi_1^{(2)}(\omega_1, \omega_2) \) the leading order second normal stress coefficient.

Equations [27] and [28] along with equation [11] form the most general tensorial description of the stress-strain relationship in MAPS rheology. The four response functions \( \Psi_1^{(1)}(\omega_1, \omega_2), \Psi_2^{(2)}(\omega_1, \omega_2), \eta_1^{(2)}(\omega), \) and \( \eta_2^{(2)}(\omega_1, \omega_2, \omega_3) \) that govern these expressions are not necessarily related to each other in this most general case. However, many viscoelastic fluids and constitutive models – including, by construction, the cubic Maxwell model – fall into a more specific category: materials that are isotropic. For these materials and models, the response functions that govern the shear stress and normal stress responses in MAPS rheology are not independent, but rather are connected by a general, tensorial polynomial expansion called the memory integral expansion. In the following section, we will briefly introduce this expansion and demonstrate how it connects the response functions that govern this new tensorial description of MAPS rheology.

3.5.1. The Memory Integral Expansion in Simple Shear

In writing the scalar Volterra series expansion of shear stress in terms of shear strain, we have made the underlying assumption that the shear stress is described exactly by some nonlinear, time-invariant functional of the shear strain. For isotropic materials, we can make the broader statement that the extra stress tensor is a nonlinear, time-invariant functional of some suitable frame-invariant tensor describing the accumulated deformation in a material. One commonly employed choice for this tensorial measure of the deformation is the relative finite strain tensor, denoted here by \( \gamma(t,t') \), which measures the deformation accumulated between the present time \( t \) and a time \( t' \) in the past. Such a functional relationship should still possess a polynomial approximation, which we may write using the same theory of matrix polynomials used to develop the cubic Maxwell model [29]. Using the simplifications proposed by Pipkin, this polynomial approximation reduces to the memory integral expansion [37], which is presented in equation [29].

To third order in the relative finite strain tensor, the memory integral expansion is described by only four response functions, \( M_1, M_2, M_{II}, \) and \( M_{IV} \). This echoes the structure of the tensorial description of MAPS rheology, which also includes only four independent response functions.

In simple shear, we are able to relate the MAPS response functions to the response functions in the memory integral expansion. To do so, we first note that the relative finite strain
tensor in simple shear takes the form:

$$\gamma(t', t) = \begin{pmatrix} \dot{\gamma}(t', t) & \gamma(t', t) & 0 \\ \gamma(t', t) & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},$$

(30)

with the accumulated strain measure:

$$\gamma(t', t) = \int_{t''}^{t'} \dot{\gamma}(t'') dt''.$$  

(31)

At first order in the shear rate $\dot{\gamma}$, the relationship between the first memory kernel $M(t)$ and the accumulated strain measure $\gamma(t')$ is given by:

$$\eta_1^*(\omega) = -\frac{1}{i\omega} [M_1^*(\omega) - M_1^*(0)],$$

(32)

which has been compactly represented in terms of the Fourier transform of $M_1(t)$:

$$M_1^*(\omega) = \int_{-\infty}^{\infty} M_1(t) e^{-i\omega t} dt.$$  

(33)

The relationship between the first memory kernel $M_1(t - t')$ and familiar linear viscoelastic properties is well-known, though typically represented in terms of $M_1(t - t')$ and the linear relaxation modulus $G(t - t')$,

$$G(t - t') = \frac{\partial G(t - t')}{\partial t'}.$$  

(34)

At second order in the shear rate, we find relationships between $\Psi_1^*(\omega_1, \omega_2)$, $\Psi_2^*(\omega_1, \omega_2)$, $M_1(t)$, and $M_{II}(t)$. Interestingly, $\Psi_1^*(\omega_1, \omega_2)$ relates only to the linear response function, $M_1(t)$, and does so in a manner such that it is possible to express $\Psi_1^*(\omega_1, \omega_2)$ entirely in terms of $\eta_1^*(\omega)$:

$$\Psi_1^*(\omega_1, \omega_2) = \frac{i}{\omega_1 \omega_2} \left[ (\omega_1 + \omega_2) \eta_1^*(\omega_1 + \omega_2) - \omega_1 \eta_1^*(\omega_1) - \omega_2 \eta_1^*(\omega_2) \right].$$

(35)

In simple shear rheology, the leading order first normal stress difference provides no more information about an isotropic simple fluid than does the linear shear stress response. While this result is known for steady and single-tone oscillatory flows, equation (35) extends this conclusion to all simple shear flows. Unfortunately, the first normal stress difference is often the easiest normal stress difference to measure experimentally. Therefore, in practice, nothing about an isotropic material is revealed by first normal stress differences in medium-amplitude experiments that is not already evident from the shear stress response. In the context of the cubic and quadratic Maxwell models, this means that those parameters that could only be identified in lumped coefficients by the third-order shear stress response cannot be segregated by the observed leading order contribution to the first normal stress difference. However, because the memory integral expansion is valid only for isotropic materials, any inconsistency between the leading order contribution to the first normal stress difference and the linear shear stress response is a useful indicator that a material is not deforming isotropically in simple shear.

Further examination of the memory integral expansion reveals that the leading order second normal stress coefficient relates only to the response function $M_{II}(t_1, t_2)$, and that the third order complex viscosity relates to a specific linear combination of $M_{III}(t_1, t_2)$, $M_{III}(t_1, t_2, t_2)$, and $M_{IV}(t_1, t_2, t_3)$. The specific mathematical expressions for these relationships are difficult to express compactly, and are not important for the present analysis; therefore, we present them in the Supporting Information. Still, we see that, in principle, a material’s observed second normal stress difference in a MAPS experiment may provide distinct information from that contained within its shear stress response. This observation will be exemplified shortly in the analytical solution to the generalized Maxwell model.

It is important to note that the third order complex viscosity only provides information about a specific linear combination of the two third-order functions in the memory integral expansion: $M_{III}(t_1, t_2, t_3)$ and $M_{IV}(t_1, t_2, t_3)$. For other flow kinematics, such as shear-free flows, these response functions may combine in different proportions or ways than in simple shear. Therefore, even if it is possible to fully characterize $\eta_1^*(\omega)$, $\eta_1^*(\omega_1, \omega_2, \omega_3)$, $\Psi_1^*(\omega_0, \omega_2)$, and $\Psi_2^*(\omega_0, \omega_2)$, this is not necessarily sufficient to predict the medium amplitude response to different kinematic histories. Further exploration of the weakly nonlinear signatures to flows of different kinematics, and their relationship to the MAPS response functions, is left to future studies.

### 3.5.2. Leading Order Normal Stress Response of the Generalized Nonlinear Maxwell Model

As discussed in Section 3.3, the process of obtaining the solution for the third order complex viscosity for the generalized Maxwell model by asymptotic analysis produces a set of differential equations at second order in $\gamma_0$ that describe the leading order normal stress contributions. These differential equations may be manipulated to obtain analytical expressions for the leading order first and second normal stress coefficients. These differential equations, as well as the mathematical steps to obtain the analytical forms for $\Psi_1^*(\omega_0, \omega_2)$ and $\Psi_2^*(\omega_0, \omega_2)$, are presented in the Supporting Information for the sake of brevity. The resulting leading order first and second normal stress differences for the generalized Maxwell model are compactly represented as basis expansions:

$$\frac{\Psi_1^*(\omega_0, \omega_2)}{\eta_0} = \sum_{n=1}^{3} B_n \psi_n(\omega_0, \omega_2),$$

(35)

$$\frac{\Psi_2^*(\omega_0, \omega_2)}{\eta_0} = \sum_{n=1}^{3} C_n \psi_n(\omega_0, \omega_2),$$

(36)

where the functions $\psi_n(\omega_0, \omega_2)$ are:

$$\psi_1(\omega_0, \omega_2) = \left(\frac{1}{1 + i\lambda_1} \sum_{j=1}^{2} \omega_j \right),$$

(37)
\[ \psi_2(\omega_1, \omega_2) = \frac{1}{2} \left( \frac{1}{1 + i \lambda_1 \sum_{j=1}^2 \omega_j} \right) \left[ \sum_{j=1}^2 \left( 1 + i \lambda_2 \omega_j \right) \right]. \]  

(38)

\[ \psi_3(\omega_1, \omega_2) = \left( \frac{1}{1 + i \lambda_1 \sum_{j=1}^2 \omega_j} \right) \left[ \prod_{j=1}^2 \left( 1 + i \lambda_2 \omega_j \right) \right]. \]  

(39)

The coefficients \( B_3 \) and \( C_n \) are related to some of the coefficients in equation 14:

\[ B_3 = -2\lambda_2, \quad B_2 = 2\lambda_1, \quad B_3 = 0, \]  

(40)

and

\[ C_1 = \lambda_2 - \mu_2, \quad C_2 = - (\lambda_1 - \mu_1), \quad C_3 = - \alpha_1. \]  

(41)

Equations 35 through 41 represent the full solution for the leading order first and second normal stress coefficients for the generalized nonlinear Maxwell model, expressed in terms of the coefficients in the cubic expansion of the model in equation 14. Notably, the coefficients in equations 40 and 41 do not depend on the parameter \( \zeta \), which contributes in an isotropic manner to the normal stresses in the cubic Maxwell model, or on any parameter associated with a cubic term in the model. Therefore, equations 35 through 41 also represent the solution for the quadratic Maxwell model in equation 15. Furthermore, by setting \( \alpha_1 = 0 \) and applying equations 35 through 41 to a single-tone oscillatory shear protocol in equations 27 and 28, one can validate that these solutions reduce exactly to those previously obtained for the Oldroyd 8-constant model in MAOS 40,41. Specifically, the values of \( \Psi^1(\omega, \omega) \) and \( \Psi^2(\omega, \omega) \) dictate the second harmonic response, and the values of \( \Psi^1(\omega, -\omega) \) and \( \Psi^2(\omega, -\omega) \) set the constant offset from zero observed in these experiments.

The coefficients \( B_3 \) that dictate the form of the leading order first normal stress coefficient depend only on \( \lambda_1 \) and \( \lambda_2 \), which are both parameters that affect the linear shear stress response. This is expected for isotropic models such as the generalized nonlinear Maxwell model and its polynomial expansions. Indeed, substituting the linear complex viscosity for the model (equation 18) into the expected relationship between \( \eta^1_\gamma(\omega) \) and \( \Psi^1(\omega_1, \omega_2) \) (equation 34) recovers the solution defined by equations 35 and 37 through 40.

Unlike the leading order first normal stress coefficient, the leading order second normal stress coefficient does relate to the nonlinear parameters in the model. Interestingly, with \( \lambda_1 \) and \( \lambda_2 \) known from linear viscoelastic data, the coefficients \( C_n \) allow \( \mu_1, \mu_2, \) and \( \alpha_1 \) to be uniquely determined. This is indeed distinct from the information provided by the third order complex viscosity, from which \( \mu_1, \mu_2, \) and \( \alpha_1 \) can only be determined in combination with other model parameters. Therefore, if second normal stress data is available, it is possible to determine all parameters that appear in the quadratic Maxwell model. In principle, therefore, second normal stress data can be quite useful, though in practice it may be difficult to obtain.

4. Comment on Time-Strain Separability

A particularly interesting phenomenon in nonlinear rheology is that of time-strain separability (TSS). The principle of TSS is that the nonlinear rheological response of a material can be separated into a time-dependent component – the linear relaxation modulus \( G(t, t') \) – and a strain-dependent component, often called the damping function \( h(\gamma(t, t')) \) 42. In medium amplitude simple shear rheology, TSS dictates that the third-order material response should be specified up to a single scaling factor by the linear viscoelastic response. This has been expressed in terms of mathematical conditions for intrinsic nonlinear functions that are necessary, but not sufficient, for a material to be considered TSS 38. In MAPS rheology, the condition for TSS is 22:

\[ G^*_3(\omega_1, \omega_2, \omega_3) = \frac{\partial h}{\partial \gamma^*} \left|_{\gamma^*=0} \right. G^*_1 \left( \sum_{j=1}^3 \omega_j \right) \]  

(42)

which is expressed in terms of the leading order derivative of the damping function, and the first and third order complex moduli. The first and third order complex moduli may be computed directly from the first and third order complex viscosities:

\[ G^*_m(\omega_1, \ldots, \omega_n) = \left( \prod_{m=1}^n i \omega_m \right) \eta^*_m(\omega_1, \ldots, \omega_n). \]  

(43)

Other authors have used signatures in medium amplitude oscillatory shear (MAOS) to classify constitutive models as either non-TSS or consistent with TSS 43. Equation 42 imposes a slightly stricter condition, in that it is valid for arbitrary medium amplitude, simple shear deformations, rather than just for single-tone oscillations. However, the authors are not aware of any constitutive model that exhibits TSS signatures in MAOS but not in another medium amplitude shear deformation.

Substituting the linear response of the generalized nonlinear Maxwell model (equation 18) into equation 42 reveals a very simple condition for TSS within this framework:

\[ \frac{a_1^{(0)} + a_1^{(3)}}{a_2^{(0)} + a_2^{(3)}} = \frac{A_1}{A_2} = \frac{\lambda_2}{\lambda_1}, \]  

(44)

with \( \zeta \) and all other coefficients in Table 2 equaling zero. This is a necessary, but not sufficient, condition for any model within the framework of the generalized nonlinear Maxwell model to be considered TSS. These conditions can be applied to all models within Table 1 to classify the models as either non-TSS or consistent with TSS to third order in simple shear. The result of this classification is presented in Table 3. This classification is in agreement with that found in a recent study by Hyun and co-workers, with the notable exception that the Larson model was therein classified as TSS, while we have classified it as non-TSS 43. However, other authors have confirmed that the
Larson model is indeed non-TSS, in agreement with our results \[44].

With some algebra, the expression for the third order complex viscosity for TSS models with a single-mode Jeffrey linear response can be written in another form:

\[
\frac{\eta_3(\omega_1, \omega_2, \omega_3)}{\eta_0} = -\frac{\lambda_2}{\lambda_1} A_2 \Omega_1(\omega_1, \omega_2, \omega_3) + A_2 \Omega_2(\omega_1 \omega_2, \omega_3) = \left( 1 - \frac{\lambda_2}{\lambda_1} \right) A_2 \Omega_2(\omega_1, \omega_2, \omega_3; \lambda_2 = 0). \quad (45)
\]

That is, the third order complex viscosity can be rewritten with \(\lambda_2\) as a front factor only. That this manipulation is possible is perhaps unsurprising, as it is simply a statement that the retardation term associated with \(\lambda_2\) represents a Newtonian solvent mode in the generalized nonlinear Maxwell model. It is of course possible to instead write equation\[10\] without this term, then add a Newtonian solvent mode to the polymeric stress governed by the model. The solvent mode does not contribute to the nonlinear response, therefore the TSS expression for the third order complex viscosity would include only the TSS signature of equation\[10\] with \(\lambda_2 = 0\). The front factor in the second equality of equation\[45\] arises from the relationship between the zero shear viscosity in the single mode model that contains a retardation term, and the zero shear viscosity in the polymeric mode of the model with separate polymeric and solvent modes.

This reformulation is also useful from the perspective of model identification, in that a nonzero value of \(\lambda_2\) renders the inversion of equation\[26\] more poorly conditioned than for \(\lambda_2 = 0\). In fact, when \(\lambda_2 = \lambda_1\), many of the basis functions are no longer distinguishable from one another, thus equation\[26\] is no longer invertible. Therefore, in the following sections, we will consider only the case where \(\lambda_2 = 0\) unless otherwise specified. In any case, the effects of a nonzero \(\lambda_2\) can be recovered simply by adding a Newtonian solvent mode to the polymeric mode governed by the generalized nonlinear Maxwell model.

## 5. MAPS Rheology Applied to Simple Shear Flows

The previous analysis has used the tools of MAPS rheology to elucidate the medium amplitude response of the generalized Maxwell model to simple shear deformations, without making reference to any specific shear deformation protocol. In principle, the data from any simple shear deformation protocol could be used in the model identification problem; however, some data may be more useful than others. In this section, we will apply the MAPS response of the generalized nonlinear Maxwell model to obtain analytical solutions for the model in a few common simple shear deformation protocols, and these results will be used to inform a quantitative exploration of model identification in Section 6.

### 5.1. Three-Tone Oscillatory Shear

In recent work, it was demonstrated that a shear deformation protocol composed of three sinusoidal oscillations at different frequencies imposed in parallel provides an effective means for broadly studying the three-dimensional domain \((\omega_1, \omega_2, \omega_3)\) of the third order complex viscosity with high data throughput \[23\]. Measuring the weakly nonlinear stress response to a single three-tone oscillatory signal of the form:

\[
\gamma(t) = \eta_0 \sum_j \sin(n_j \omega_0 t)
\]

can reveal the value of the third order complex viscosity at 19 distinct points within its domain. Separating the real and imaginary components of the response function produces a large data set of 38 independent values. The integers \(n_j \in \mathbb{Z}\) set the locations on constant \(L^1\)-norm surfaces in three-frequency space studied by the experiment, irrespective of the frequency scale of this surface, which is set by the fundamental frequency \(\omega_0\). Figure\[1\] depicts such a constant \(L^1\)-norm surface, which in three dimensions is equivalent to the surface of a regular octahedron.

Due to certain symmetries of the MAPS response functions, only coordinates that fall within one of four identical hemi-equilateral triangular subspaces represent distinct values of the response functions. It can be shown that the vertices of these triangular subspaces relate to features observed in single-tone MAOS experiments and parallel superposition experiments, where a single-oscillatory tone is superimposed upon steady shear flow. The four subspaces are distinguished in Figure\[1\], and they are removed from the octahedral surface and laid flat in the plane in Figure\[1\]. Within each of these triangular subspaces we can establish a barycentric coordinate system \((r, g, b)\), and these coordinates can be used as color channels for distinguishing coordinates on shared \(L^1\)-norm surfaces. For instance, the

| Consistent with TSS | Non-TSS |
|---------------------|---------|
| Gordon-Schowalter    | Non-stretching Gaussian Rolie-Poly |
| Johnson-Segalman     | Stretching Gaussian Rolie-Poly |
| Oldroyd Fluid A      | Stretching Gaussian cDCR-CS |
| Oldroyd Fluid B      | Larson |
| Arbitrary Normal Stress Ratio (ANSR) | Oldroyd 8-Constant |
| Corotational Jeffreys | Oldroyd 6-Constant |
| Williams 3-Constant  | Oldroyd 4-Constant |
| Corotational Maxwell | Second Order Fluid |
| Upper Convected Maxwell | Denn Modified Maxwell |
| Lower Convected Maxwell | Giesekus |
|                     | Linearized |
|                     | Phan-Thien–Tanner |

Table 3: The classification of all models in Table\[1\] as either consistent with TSS to third order in simple shear or non-TSS based on the condition given by equation\[22\].
three-tone experiment with \( \{n_1, n_2, n_3\} = \{1, 4, 16\} \) produces the distribution of coordinates depicted in \( \textbf{1} \), regardless of the fundamental frequency \( \omega_0 \) of the experiment. By separating the frequency-scale and coordinate distribution features of the experimental design, it is possible to conduct three-tone frequency sweeps by varying \( \omega_0 \) with a constant set of \( n_i \). These sweeps can be visualized using familiar tools such as Bode or Nyquist diagrams, with the barycentric color channels used to denote different locations on the constant \( L^1 \)-norm surfaces. For more detail on the three-tone experimental protocol and on methods for visualizing MAPS data sets, we refer readers to the detailed development of MAPS rheology in \[22\] [23].

Figures 3 through 7 employ this visualization scheme, depicting Bode plots of the magnitude and phase of the functions \( \Omega_n(\omega_1, \omega_2, \omega_3) \) with \( \lambda_2 = 0 \) along the manifolds studied by a continuous three-tone frequency sweep with \( \{n_1, n_2, n_3\} = \{1, 4, 16\} \). The abscissa is made dimensionless as a Deborah number with respect to the \( L^1 \)-norm of the three-frequency coordinate \((\omega_1, \omega_2, \omega_3)\):

\[
\text{De}_1 \equiv \lambda_1 \sum_j |\omega_j|.
\] (47)

In Figures 3 through 7 only the functions \( \Omega_n(\omega_1, \omega_2, \omega_3) \) for \( n = 1 \ldots 6 \) that are active in the quadratic Maxwell model are shown, both for the sake of brevity and because many of the constitutive models presented in Table 1 fall within this more compact framework.

Figures 2 through 7 illustrate that the six basis functions that comprise the third order complex viscosity for the quadratic Maxwell model are clearly distinguishable in three-tone MAPS experiments. Firstly, many of these complex functions can be distinguished by the high-frequency (De \( \geq 1 \)) behavior of their magnitude. The function \( \Omega_5(\omega_1, \omega_2, \omega_3) \), for instance, is the only function whose magnitude exhibits a high frequency dependence of \( \text{De}_1^{-2} \), and likewise \( \Omega_6(\omega_1, \omega_2, \omega_3) \) is the only one whose magnitude scales like \( \text{De}_1^{-3} \) in this limit. Though the pair \( \Omega_2(\omega_1, \omega_2, \omega_3) \) and \( \Omega_3(\omega_1, \omega_2, \omega_3) \) and the pair \( \Omega_4(\omega_1, \omega_2, \omega_3) \) and \( \Omega_5(\omega_1, \omega_2, \omega_3) \) are not clearly distinguishable from their magnitudes alone, the dependence of the phase angle of these functions on \( \text{De}_1 \) is quite distinct. One simple way to distinguish \( \Omega_2(\omega_1, \omega_2, \omega_3) \) from \( \Omega_3(\omega_1, \omega_2, \omega_3) \), for example, is to note that all of the curves in subspaces B, C, and D for \( \Omega_2(\omega_1, \omega_2, \omega_3) \) asymptotically approach a phase angle of \( -\pi/2 \) at high frequency, while many of the curves in the same subspaces for \( \Omega_3(\omega_1, \omega_2, \omega_3) \) approach a phase of \( \pi/2 \). Similarly, the high-frequency limits of the phase for all curves in subspaces C and D for \( \Omega_4(\omega_1, \omega_2, \omega_3) \) from \( \Omega_5(\omega_1, \omega_2, \omega_3) \) are out of phase by \( \pi \). Because the behavior of the phase angle is similar for all basis functions at low frequencies, this distinct high-frequency behavior implies that all basis functions are linearly independent.

Because the features of each basis function \( \Omega_n(\omega_1, \omega_2, \omega_3) \) that are revealed by the three-tone MAPS experiment studied here are clearly distinct, it follows that this experimental protocol produces suitable data for model identification within the framework of the quadratic Maxwell model. Moreover, the 19 complex data points that can be obtained from just a single three-tone experiment are more than sufficient to determine the six coefficients \( A_n \) in the expansion of the third order complex viscosity for the quadratic Maxwell model (equation 23).

5.2 Single-Tone Oscillatory Shear

One of the most commonly applied deformation protocols in shear rheometry is the single-tone sinusoidal oscillation:

\[
\gamma(t) = \gamma_0 \sin(\omega t).
\] (48)

Small amplitude oscillatory shear (SAOS) experiments directly probe the linear complex viscosity, and SAOS frequency sweeps have been applied to fully characterize the linear response of complex fluids over many orders of magnitude in timescale \[8\] [54]. In nonlinear rheology, a combination of frequency and amplitude sweeps in large amplitude oscillatory shear (LAOS) have been used to construct detailed “rheological fingerprints” for a range of materials \[46\] [47]. Recently, the weakly nonlinear version of a single-tone oscillatory experiment, called medium amplitude oscillatory shear (MAOS), has gained traction as a method for effectively studying the intrinsic nonlinearities of complex fluids \[21\]. The response of a fluid in MAOS has
Figure 2: The magnitude (left) and phase (right) of the function $\Omega_1(\omega_1, \omega_2, \omega_3)$ with $\lambda_2 = 0$ along the manifolds studied by a three-tone frequency sweep with $\{n_1, n_2, n_3\} = \{1, 4, 16\}$, separated into subspaces A, B, C, and D within the MAPS domain. Colors distinguish different barycentric coordinates on the constant $L_1$-norm projection of the MAPS domain, corresponding to the locations in Figure 1.

Figure 3: The magnitude (left) and phase (right) of the function $\Omega_2(\omega_1, \omega_2, \omega_3)$ with $\lambda_2 = 0$ along the manifolds studied by a three-tone frequency sweep with $\{n_1, n_2, n_3\} = \{1, 4, 16\}$, separated into subspaces A, B, C, and D within the MAPS domain. Colors distinguish different barycentric coordinates on the constant $L_1$-norm projection of the MAPS domain, corresponding to the locations in Figure 1.

Figure 4: The magnitude (left) and phase (right) of the function $\Omega_3(\omega_1, \omega_2, \omega_3)$ with $\lambda_2 = 0$ along the manifolds studied by a three-tone frequency sweep with $\{n_1, n_2, n_3\} = \{1, 4, 16\}$, separated into subspaces A, B, C, and D within the MAPS domain. Colors distinguish different barycentric coordinates on the constant $L_1$-norm projection of the MAPS domain, corresponding to the locations in Figure 1.
Figure 5: The magnitude (left) and phase (right) of the function $\Omega_4(\omega_1, \omega_2, \omega_3)$ with $\lambda_2 = 0$ along the manifolds studied by a three-tone frequency sweep with $\{n_1, n_2, n_3\} = \{1, 4, 16\}$, separated into subspaces A, B, C, and D within the MAPS domain. Colors distinguish different barycentric coordinates on the constant $L^1$-norm projection of the MAPS domain, corresponding to the locations in Figure 1b.

Figure 6: The magnitude (left) and phase (right) of the function $\Omega_5(\omega_1, \omega_2, \omega_3)$ with $\lambda_2 = 0$ along the manifolds studied by a three-tone frequency sweep with $\{n_1, n_2, n_3\} = \{1, 4, 16\}$, separated into subspaces A, B, C, and D within the MAPS domain. Colors distinguish different barycentric coordinates on the constant $L^1$-norm projection of the MAPS domain, corresponding to the locations in Figure 1b.

Figure 7: The magnitude (left) and phase (right) of the function $\Omega_6(\omega_1, \omega_2, \omega_3)$ with $\lambda_2 = 0$ along the manifolds studied by a three-tone frequency sweep with $\{n_1, n_2, n_3\} = \{1, 4, 16\}$, separated into subspaces A, B, C, and D within the MAPS domain. Colors distinguish different barycentric coordinates on the constant $L^1$-norm projection of the MAPS domain, corresponding to the locations in Figure 1b.
been defined in terms of four real-valued, intrinsic nonlinear functions:

\[
\sigma(t) = \gamma_0 \left\{ G' (\omega) \sin(\omega t) + G'' (\omega) \cos(\omega t) \right\} \\
+ \gamma_0^2 \left\{ [e_1](\omega) \sin(\omega t) + \omega |v_1| (\omega) \cos(\omega t) \\
- [e_3](\omega) \sin(3\omega t) + \omega |v_3| (\omega) \cos(3\omega t) \right\} + O(\gamma_0^5),
\]

where \( G' (\omega) \) and \( G'' (\omega) \) represent the real and imaginary components of the complex modulus from linear viscoelasticity. The intrinsic nonlinear function \([e_1](\omega)\) measures the elastic component of the third order material response at the first harmonic of the input frequency, while \([v_1](\omega)\) measures the viscous component of the third order response at the first harmonic. Likewise, \([e_3](\omega)\) and \([v_3](\omega)\) measure the elastic and viscous components of the third order response at the third harmonic. These four intrinsic nonlinear functions each represent projections of the third order complex viscosity onto specific one-dimensional manifolds [22]:

\[
[e_1](\omega) = \frac{3 \omega^3}{4} \eta''' (\omega, -\omega, \omega),
\]

\[
[v_1](\omega) = \frac{3 \omega^2}{4} \eta'' (\omega, -\omega, \omega),
\]

\[
[e_3](\omega) = -\frac{\omega^3}{4} \eta'' (\omega, \omega, \omega),
\]

\[
[v_3](\omega) = -\frac{\omega^2}{4} \eta' (\omega, \omega, \omega).
\]

Each intrinsic MAOS function relates linearly to either the real or imaginary component of the third order complex viscosity, \( \eta'' (\omega_0, \omega_1, \omega_2) = \eta'' (\omega_1, \omega_2, \omega_0) - \eta'' (\omega_0, \omega_2, \omega_1) \), along a particular ray in three-frequency space. Therefore, equation (19) can be substituted into equation (50) to reveal series expansions for each intrinsic nonlinear MAOS function for the cubic Maxwell model, and likewise with equation (23) for the quadratic Maxwell model. With the appropriate parameter substitutions for the models defined in Table 1, these series expansions can be used to validate that equation (19) reduces to previously known solutions.
for the intrinsic nonlinearities in MAOS. Indeed, we find that equations [19] and [50] along with Tables [1] and [2] can be used to derive the MAOS solutions for the Johnson-Segalman, Phan-Thien–Tanner, Larson, stretching and non-stretching Gaussian Rolie-Poly, and Gaussian cDcR-CS models found by Hyun and co-workers [43]; the solution for the Giesekus model found by Garon and Wagner [24]; and the solution for the Oldroyd 8-constant framework found by Giacomini and co-workers [43].

That all of these solutions, which had previously been derived and represented separately, can be found as realizations of the solution for the cubic Maxwell model further demonstrates both the generality of this framework and its potential utility in model identification.

As discussed previously, the intrinsic nonlinear MAOS functions for the quadratic Maxwell model can be compactly expressed as series with contributions from each basis function \( \Omega_n(\omega_1, \omega_2, \omega_3) \):

\[
\begin{align}
|e_m|(\omega) &= \eta_0 \sum_{n=1}^{6} A_n |e_m|_n, \\
|v_m|(\omega) &= \eta_0 \sum_{n=1}^{6} A_n |v_m|_n,
\end{align}
\]

where each \(|e_m|_n\) and \(|v_m|_n\) can be obtained by replacing the terms \(\eta_1(\omega_1, \omega_2, \omega_3)\) and \(\eta_3(\omega_1, \omega_2, \omega_3)\) in equation [50] with \(\Omega_n(\omega_1, \omega_2, \omega_3)\) and \(2\Omega_n(\omega_1, \omega_2, \omega_3)\), respectively, which are the real and imaginary components of the function \(\Omega_n(\omega_1, \omega_2, \omega_3) - i\Omega_n(\omega_1, \omega_2, \omega_3)\). Figure 8 presents \(|e_m|_n\) and \(|v_m|_n\) for all six basis functions in the expansion for the quadratic Maxwell model, with \(\lambda_2 = 0\).

Examination of Figure 8 reveals that the basis functions \(\Omega_n(\omega_1, \omega_2, \omega_3)\) do not produce distinct signatures in every intrinsic nonlinear MAOS function. In particular, at the third harmonic, the pair of functions \(\Omega_2(\omega_1, \omega_2, \omega_3)\) and \(\Omega_3(\omega_1, \omega_2, \omega_3)\) produce the exact same frequency-dependent elastic and viscous signatures. The pair \(\Omega_4(\omega_1, \omega_2, \omega_3)\) and \(\Omega_5(\omega_1, \omega_2, \omega_3)\) also produce the same signatures of the third harmonic. Thus, third harmonic data from MAOS experiments alone are insufficient to distinguish all six distinct contributions from the quadratic Maxwell model. This is a significant realization, particular because the third harmonic nonlinear material functions in MAOS are more easily measured than the first harmonic nonlinear material functions, due to the fact that nonlinearities on the first harmonic are intermixed with the linear response [49].

At the first harmonic, the elastic and viscous MAOS signatures of each function \(\Omega_n(\omega_1, \omega_2, \omega_3)\) are distinct, but not necessarily easily distinguishable. In particular, the functions \(\Omega_1(\omega_1, \omega_2, \omega_3)\) and \(\Omega_2(\omega_1, \omega_2, \omega_3)\) produce signatures at the first harmonic that are qualitatively quite similar, as do the functions \(\Omega_3(\omega_1, \omega_2, \omega_3)\) and \(\Omega_6(\omega_1, \omega_2, \omega_3)\). Segregating these functions from first harmonic MAOS data alone is thus a poorly conditioned problem. Therefore, in order to distinguish all six basis functions from MAOS data, it is necessary to consider both first and third harmonic MAOS data. Because identifying the third order nonlinearities at the first harmonic in MAOS requires at least two experiments at different strain amplitudes [49], this expands the amount of experimentation necessary to build a data set for model identification purposes. Moreover, MAOS experiments at a single frequency produce only four real-valued data points, which alone are insufficient to infer the six \(A_n\) coefficients in equation [51]. Therefore MAOS experiments at a minimum of two frequencies are required for model identification within the framework of the quadratic Maxwell model, and even more are required for accurate model identification in more general frameworks such as the cubic Maxwell model. This is in stark contrast to the three-tone MAPS protocol, for which a single experiment provides enough distinct data for well-conditioned model identification in either of these frameworks.

5.3. Startup of Steady Shear

Oscillatory deformation protocols such as the single-tone and three-tone protocols measure material properties in the frequency-domain. Many deformation protocols exist that measure time-domain material functions instead, such as the startup of steady shear flow. The shear-rate deformation protocol in this experiment is given by a step function:

\[
\dot{\gamma}(t) = \gamma_0 H(t),
\]

where \(H(t)\) represents the Heaviside step function. The shear stress response to this deformation is often represented in terms of a “transient” or “startup” viscosity \(\eta^+ (t, \gamma_0)\) [9]:

\[
\sigma(t) = \eta^+ (t, \gamma_0) \dot{\gamma}_0.
\]

In a weakly nonlinear startup of steady shear experiment, the shear stress response can be written as an expansion in \(\gamma_0\):

\[
\sigma(t) = \eta_1^+(t) \dot{\gamma}_0 + \eta_3^+(t) \dot{\gamma}_0^3 + O(\dot{\gamma}_0^5),
\]

where \(\eta_1^+(t)\) and \(\eta_3^+(t)\) are the linear and weakly nonlinear contributions to the startup viscosity, both of which are independent of the deformation strength.

In relating \(\eta_1^+(t)\) and \(\eta_3^+(t)\) to the third order complex viscosity, it is convenient to define the time-domain Volterra series [50]:

\[
\sigma(t) = \sum_{n=1}^{\infty} \int_{-\infty}^{t} \int_{-\infty}^{t} G_n(t-t_1, \ldots, t-t_n) \prod_{m=1}^{n} \dot{\gamma}(t_m) dt_m,
\]

with kernels \(G_n(t_1, \ldots, t_n)\) called the \(n\)th order relaxation moduli, which are related to the \(n\)th order complex viscosities by the \(n\)-dimensional inverse Fourier transform:

\[
G_n(t_1, \ldots, t_n) = \frac{1}{(2\pi)^n} \int \cdots \int \eta_n^+(\omega_1, \ldots, \omega_n) \prod_{m=1}^{n} e^{i\omega_m t_m} d\omega_m.
\]

Substituting equation (52) into equation (55) and comparing to equation (54) we find that:

\[
\eta_n^+(t) = \int \cdots \int G_n(t-t_1, \ldots, t-t_n) dt_1 \cdots dt_n.
\]

Taking the inverse Fourier transform of \(\eta_n^+(\omega)\) for the generalized nonlinear Maxwell model (equation 18) and integrating is straightforward, giving:

\[
\eta_n^+(t) = \eta_0 \left[ 1 - \left( 1 - \frac{\lambda_2}{\lambda_1} \right) e^{-t/\lambda_1} \right].
\]
Due to the linearity of the inverse Fourier transform and the integral operator, each basis function $\Omega_n(\omega_1, \omega_2, \omega_3)$ from the quadratic Maxwell model produces an independent and additive contribution to $\eta_3^+(t)$, which therefore may be expressed as a basis expansion:

$$\eta_3^+(t) = \eta_0 \sum_{n=1}^{6} A_n \Sigma_n(t), \quad (59)$$

where $\Sigma_n(t)$ is the contribution arising from the basis function $\Omega_n(\omega_1, \omega_2, \omega_3)$. The functions $\Sigma_n(t)$ are presented in the Supporting Information, and each $\Sigma_n(t)$ is shown in Figure 9. Note that equations (58) and (59) along with the expressions for each $\Sigma_n(t)$ provided in the Supporting Information, reduce to the proper weakly nonlinear expansions of previously derived solutions for $\eta_3^+(t, \gamma)$ for the corotational Maxwell and Jeffreys models [3]. It also reduces to the cubic expansion of the solution recently derived for the Oldroyd 8-constant framework when $\lambda_2 = 0$ [51]. But for a nonzero value of $\lambda_2$ reveals an additional contribution from the impulse at $t = 0$. To validate this expansion, we provide a full derivation of $\eta_3^+(t, \gamma)$ for the Oldroyd 8-constant framework in the Supporting Information that includes this impulse feature.

Figure 9, firstly, demonstrates the stark difference in the dimensionality of data coming from a weakly nonlinear startup of steady shear experiment as compared to MAOS or three-tone MAPS experiments. In particular, a weakly nonlinear startup experiment provides only one-dimensional (real-valued) data on the real line defined by time. MAOS, on the other hand, accesses four-dimensional real-valued data on the real line defined by frequency. A three-tone MAPS experiment results in 19-dimensional complex-valued data, equivalent to 38-dimensional real-valued data, along the frequency line.

Though it is possible to obtain data across the real-line in a startup experiment with just two experiments, as opposed to the multiple experiments comprising a frequency sweep in oscillatory measurements, the severely reduced dimensionality of the output clearly limits the usefulness of weakly nonlinear startup data in model identification. Though the six basis functions $\Sigma_n(t)$ are distinct in Figure 2, they are qualitatively very similar, and in certain cases almost quantitatively identical. Inversion of equation (59) is therefore very poorly conditioned, and accurately distinguishing the six coefficients $A_n$ from even slightly noisy data may be practically impossible.

6. Model Identification with Weakly Nonlinear Data

To study which of the three deformation protocols outlined in the previous section is most suitable for the model identification task outlined in section 5, we will restrict ourselves to model identification within the quadratic Maxwell model, which is based on the linear system defined by equation (23) with $N = 6$. In this context, the model identification problem for each of the three deformation protocols can be expressed in the form:

$$y = MA, \quad (60)$$

where $y$ is an $N \times 1$ data vector, $A$ is a $6 \times 1$ vector whose elements are related to the coefficients $A_n$ defined by equation (22) and Table 2, and $M$ is a $N \times 6$ matrix representing a suitable basis for the data, whose elements are related to the basis functions $\Omega_n(\omega_1, \omega_2, \omega_3)$. We will assume that, in formulating this problem, the linear viscoelastic response of the material is known and has been fit to a single-mode Maxwell model with parameters $\eta_0$ and $\lambda_1$. Thus, the vectors $y$ and $A$, and the matrix $M$, can be made dimensionless such that the elements of $A$ correspond to the scaled lumped coefficients of the quadratic Maxwell model:

$$A = \frac{1}{\lambda_1^2} \begin{bmatrix} A_1 & A_2 & A_3 & A_4 & A_5 & A_6 \end{bmatrix}^T. \quad (61)$$

In the following three subsections, we relate $y$ and $M$ to these basis functions and to the data obtained by each of the three deformation protocols explored previously: MAPS, MAOS, and shear start-up. Though we focus here on the model identification problem with a single mode described by the quadratic Maxwell model, the same analysis may be directly applied to a fit to $K$ such modes by concatenating together one matrix $M_k$ per mode to form $M$ and one vector $A_k$ per mode to form $A$, and defining suitable parameters $\eta_0$ and $\lambda_1$ for non-dimensionalization.

6.1. Model Identification with Three-Tone MAPS Data

A single three-tone MAPS experiment, as discussed in Section 5.1 and in more detail by Lennon et al. [23], produces discrete measurements of the third order MAPS response functions at 19 distinct points in three-frequency space: $(\omega_1, \omega_2, \omega_3)$. Because of the generality of MAPS rheology, the measured data can be readily converted to any of the four defined MAPS response functions: the third order complex viscosity $\eta_3^*(\omega_1, \omega_2, \omega_3)$, the third order complex modulus $G_3^*(\omega_1, \omega_2, \omega_3)$, the third order complex compliance $J_3^*(\omega_1, \omega_2, \omega_3)$, and the third order complex fluidity $\phi_3^*(\omega_1, \omega_2, \omega_3)$. In strain-controlled rheometry, it is more natural to express the data in terms of one of the former two response functions. For instance, the third order complex...
viscosity can be measured in order to construct a regression problem that matches exactly the form of equation [23]. In this case, the elements of \( y \) in equation [62] are either the real or imaginary component of the measured third order complex viscosity, and elements of \( M \) are each values of a basis function \( \Omega_n(\omega_1, \omega_2, \omega_3) \) at distinct points in three-frequency space. While this is a well-posed problem, there is a practical concern associated with this formulation. In particular, we have seen that high-frequency (\( \text{Re}_1 > 1 \)) data is required to distinguish between the basis functions \( \Omega_n(\omega_1, \omega_2, \omega_3) \). At high frequencies, however, the magnitude of these basis functions decays rapidly with the frequency \( \Omega_1 \)-norm, thus individual values in the matrix \( M \) will be of vastly different scales. The resulting inverse problem of determining the least-squares fitting coefficients \( A \) is therefore likely to be poorly conditioned, and the regressed values of \( A \) highly sensitive to even small uncertainty in the third order complex viscosity data.

The condition number of the matrix \( M \) can be improved, however, by instead considering the third order complex modulus, \( G^*_3(\omega_1, \omega_2, \omega_3) \). The third order complex modulus in MAPS rheology can be computed from the third order complex viscosity:

\[
G^*_3(\omega_1, \omega_2, \omega_3) = \frac{3}{\pi} \sum_{n=1}^{3} \eta^*_n(\omega_1, \omega_2, \omega_3). \quad (62)
\]

Thus, in the quadratic Maxwell model, \( G^*_3(\omega_1, \omega_2, \omega_3) \) is related to the coefficients \( A_n \) by:

\[
G^*_3(\omega_1, \omega_2, \omega_3) = -i\omega_1 \omega_2 \omega_3 \sum_{n=1}^{6} \Omega_n(\omega_1, \omega_2, \omega_3) A_n. \quad (63)
\]

In this case, we may express the data vector \( y \) as:

\[
y = \begin{bmatrix} y_{\text{Re}} \\ y_{\text{Im}} \end{bmatrix}, \quad (64a)
\]

\[
\begin{align*}
(y_{\text{Re}})_q &= G^*_3(\omega_{1,q}, \omega_{2,q}, \omega_{3,q}) \times (\lambda_1 / \eta_1) \\
(y_{\text{Im}})_q &= G^*_3(\omega_{1,q}, \omega_{2,q}, \omega_{3,q}) \times (\lambda_1 / \eta_1)
\end{align*} \quad (64b)
\]

where \( q = 1, \ldots, Q \) represent measurements of \( G^*_3(\omega_1, \omega_2, \omega_3) = G^*_3(\omega_1, \omega_2, \omega_3) + iG^*_3(\omega_1, \omega_2, \omega_3) \) at \( Q \) distinct three-frequency coordinates. Because a three-tone MAPS experiment at a single fundamental frequency produces 19 distinct measurements of the MAPS response functions, three-tone MAPS experiments at \( p \) different fundamental frequencies will result in \( Q = 19p \) measurements. Therefore, \( y \) is a \( 38p \)-dimensional vector; thus, even a single \( p = 1 \) three-tone experiment produces more than enough data to infer each of the six coefficients \( A_n \) in the quadratic Maxwell model.

Based on equation [63], the matrix \( M \) has the construction:

\[
M = \begin{bmatrix} M_{\text{Re}} \\ M_{\text{Im}} \end{bmatrix}, \quad (65a)
\]

\[
\begin{align*}
(M_{\text{Re}})_{q,n} &= -\lambda^2 \omega_{1,q} \omega_{2,q} \omega_{3,q} \Omega^*_n(\omega_{1,q}, \omega_{2,q}, \omega_{3,q}) \\
(M_{\text{Im}})_{q,n} &= -\lambda^2 \omega_{1,q} \omega_{2,q} \omega_{3,q} \Omega^*_n(\omega_{1,q}, \omega_{2,q}, \omega_{3,q})
\end{align*} \quad (65b)
\]

for \( n = 1, \ldots, 6 \). Because elements of \( M \) are now multiplied by each of the frequency coordinates, these elements do not decay as strongly with the frequency \( L^1 \)-norm, which results in a better conditioned matrix \( M \). We will shortly explore how the details of the three-tone MAPS experiments used to formulate this matrix affect its condition number.

In addition to the formulation of the problem in terms of the third order complex modulus being more well-conditioned than the formulation in terms of the third order complex viscosity, it is also perhaps the more natural representation for strain-controlled rheometry. Commercial rheometers commonly measure the shear stress and shear strain directly, rather than the shear strain rate. The shear stress and strain are related directly by the third order complex modulus as shown previously. Thus, measurement errors should correlate more directly to values of the third order complex modulus than to the third order complex viscosity, and propagation of uncertainty to the coefficients of the quadratic Maxwell model is most naturally examined by using the \( G^*_3(\omega_1, \omega_2, \omega_3) \) in the regression problem.

Though we have chosen a strain-controlled representation of the regression problem here, it is possible to instead choose to represent the problem using the stress-controlled MAPS response functions, such as the third order complex compliance. Lennon et. al. [23] have demonstrated the advantages of stress-controlled rheometry in multi-tone MAPS measurements, which directly measure \( J^*_3(\omega_1, \omega_2, \omega_3) \). Because this function is, loosely speaking, the inverse of \( G^*_3(\omega_1, \omega_2, \omega_3) \), formulating the regression problem in terms of \( J^*_3(\omega_1, \omega_2, \omega_3) \) results in a similarly-conditioned problem to the previous formulation in terms of \( G^*_3(\omega_1, \omega_2, \omega_3) \).

For the remainder of this work, however, we will continue our discussion in the context of strain control, and simply note that the analysis may be extended straightforwardly to the stress-controlled case.

6.2. Model Identification with MAOS Data

Strain-controlled MAOS experiments directly measure the four intrinsically nonlinear MAOS functions: [\( e_1(\omega) \)], [\( v_1(\omega) \)], [\( e_3(\omega) \)] and [\( v_3(\omega) \)]. Measurement of the third harmonic functions [\( e_3(\omega) \)] and [\( v_3(\omega) \)] requires, at minimum, one experiment at a single amplitude, while measurement of the first harmonic functions [\( e_1(\omega) \)] and [\( v_1(\omega) \)] requires experiments at a minimum of two amplitudes. We have seen in Section[5.2] that certain basis functions are degenerate on the third harmonic in MAOS, therefore it is necessary to measure the first harmonic material functions in order for the regression problem to be non-singular. The data vector \( y \) in MAOS is therefore:

\[
y = \begin{bmatrix} y_{e_1} \\ y_{v_1} \\ y_{e_3} \\ y_{v_3} \end{bmatrix}, \quad (66a)
\]
with \( q = 1, \ldots, Q \). A single MAOS experiment measures these functions at only a single frequency, thus \( p \) MAOS experiments will result in \( Q = p \) measurements of each. Thus, \( y \) is a \( 4p \)-dimensional vector, and we see that MAOS experiments at a minimum of \( p = 2 \) frequencies (with a minimum of two input amplitudes per frequency) are required to uniquely determine all six coefficients \( A_n \).

From equations \( 23 \) and \( 50 \) we can construct the matrix \( M \):

\[
M = \begin{bmatrix}
M_{[e_1]}
M_{[v_1]}
M_{[v_3]}
M_{[v_3]}
\end{bmatrix},
\]

(67a)

\[
\begin{align*}
(M_{[e_1]})_{q,n} &= (3/4)(\lambda_1^2 \omega_0^3)\Omega_n^q(\omega_q, -\omega_q, \omega_q) \\
(M_{[v_1]})_{q,n} &= (3/4)(\lambda_1^2 \omega_0^3)\Omega_n^q(\omega_q, -\omega_q, \omega_q) \\
(M_{[v_3]})_{q,n} &= -(1/4)(\lambda_1^2 \omega_0^3)\Omega_n^q(\omega_q, \omega_q, \omega_q) \\
(M_{[v_3]})_{q,n} &= (1/4)(\lambda_1^2 \omega_0^3)\Omega_n^q(\omega_q, \omega_q, \omega_q)
\end{align*}
\]

(67b)

### 6.3. Model Identification with Shear Startup Data

The case of the startup of steady shear differs from the three-tone MAPS experiments and MAOS experiments, in that it is possible to measure the governing weakly nonlinear material function \( \eta_n^s(t) \), continuously across its domain with only a few experiments. In particular, isolating this weakly nonlinear component of the startup viscosity requires at minimum two startup experiments of the same duration and sampling frequency, but different shear rates \( \eta_0 \). With the values of \( \eta_n^s(t) \) determined at \( Q \) discrete points \( t_q \), the data vector \( y \) is simply:

\[
(y)_q = \eta_n^s(t_q)/\eta_0,
\]

(68)

for \( q = 1, \ldots, Q \), and the matrix \( M \) is found directly from equation \( 59 \):

\[
(M)_{q,n} = \lambda_1^2 \Sigma_n(t_q),
\]

(69)

where \( \Sigma_n \) are the basis functions for the quadratic Maxwell model in shear startup, defined in Section \( 5.3 \). Because \( Q \) can be controlled by either the duration of the experiment or the sampling rate, it is possible to obtain enough data for the regression problem by measuring \( \eta_n^s(t) \) only once, requiring just two experiments at different strain rates \( \eta_0 \). However, because the basis functions in shear startup behave quite similarly across the entire time domain, this regression problem is naturally ill-posed. Even the combination of long experiments and high sampling rates, resulting in very high values of \( Q \), cannot decrease the condition number of the matrix \( M \) substantially.

### 6.4. Propagation of Uncertainty

Model identification can in principle be performed using any of the previously considered data sets, and in the case where there is no uncertainty in the data, each of these data sets will produce the same result for a given material. In reality, however, uncertainty in the data will exist, and this uncertainty will not propagate to the results identically for data obtained by different experimental protocols. Therefore, our interests now turn to evaluating and comparing how uncertainty in experimental data will propagate to uncertainty in the regressed values of the coefficients \( A_n \) for each of the experimental protocols considered previously in this section.

An important metric for how uncertainty propagates in a linear problem of the form \( y = MA \) is the condition number of the matrix \( M \). The condition number of \( M \) represents an upper bound for the ratio of the magnitude of relative errors in the regressed vector \( A \) and the relative error in the data vector \( y \), where the magnitude is defined with respect to a suitable matrix norm. The condition number with respect to the \( L_2 \)-norm, for instance, can be expressed in terms of the largest and smallest singular values of the matrix \( M \):

\[
\text{cond}_2(M) = s_1/s_6
\]

(70)

where \( s_i, i = 1, \ldots, 6, \) is the \( i \)th largest singular value of \( M \).

To study the effect of the experimental protocol on the minimum condition number achievable, we will consider a few specific experimental designs. Firstly, we will consider two different three-tone MAPS frequency sweeps, with input tone sets \( \{n_1, n_2, n_3\} = \{5, 6, 9\} \) and \( \{1, 4, 16\} \). For these three-tone MAPS frequency sweeps, and for the MAOS frequency sweeps, we will allow the dimensionless fundamental frequency \( De = \lambda_1 \omega_0 \) to take on \( p \) distinct values spaced logarithmically between a value \( De_0 \equiv \lambda_1 \omega_0 \) and a value \( De_0 10^p \). For shear startup experiments, we will take data at \( Q \) discrete time points spaced linearly between \( t = 0 \) and \( t = t_f/\lambda_1 \). For the three-tone MAPS and MAOS sweeps with specific values of \( p, De_0 \), and \( b \), the matrix \( M \) can be constructed via equations \( 65 \) and \( 67 \) respectively, and for specific values of \( Q \) and \( t_f/\lambda_1 \) in shear startup, \( M \) can be constructed from equation \( 69 \).

Firstly, we find that even for very high values of \( t_f \) and \( Q \), the condition number of \( M \) for a shear startup experiment remains quite high, at a value near \( 10^{16} \). Thus, even small relative uncertainty in shear startup data may result in extremely large relative uncertainty in the regressed coefficients \( A_n \). This is unsurprising, since the functions \( \Sigma_n(t) \) in Figure \( 9 \) are quite similar, making the columns of \( M \) nearly identical such that \( s_6 \approx 0 \). Weakly nonlinear shear startup, therefore, is very poorly conditioned for model identification in this context, and therefore we will not consider it any further.

We next consider the optimal experimental design for three-tone MAPS and MAOS experiments. Though we could in principle optimize the condition number for these protocols over values of \( p, De_0 \), and \( b \) simultaneously, we would find that no local minima exist, because the condition number decreases monotonically with \( p \). Moreover, large values of \( p \) would result in excessively large experimental time. Therefore, we
instead consider minimization of the condition number at a fixed value of \( p = 10 \), representing an extensive, but not excessive, frequency sweep. Figure 10 shows the variation in the condition number of \( \mathbf{M} \) over a range of \( \mathbf{D}_{0} \) and \( b \) for each of the two three-tone MAPS frequency sweeps and for the MAOS frequency sweep. The local minimum, computed using Nelder-Mead optimization, is shown on each plot with a white cross. For the \{5, 6, 9\} three-tone MAPS experiment, the minimum condition number of 49.7 occurs at \((\mathbf{D}_{0}, b) = (10^{-1.44}, 0.846)\); for the \{1, 4, 16\} three-tone MAPS experiment, the minimum condition number of 20.0 occurs at \((\mathbf{D}_{0}, b) = (10^{-1.90}, 1.26)\); and for the MAOS experiment, the minimum of 91.5 occurs at \((\mathbf{D}_{0}, b) = (10^{-0.430}, 0.721)\).

From Figure 10 it is clear that the three-tone MAPS frequency sweeps are better conditioned for the model identification problem than the MAOS frequency sweep. In particular, the three-tone MAPS sweep with input tones \{1, 4, 16\} produces a minimal condition number that is more than a factor of four smaller than the minimal condition number for the MAOS experiment. Moreover, this three-tone experiment results in a much larger basin over which the condition number is small compared to the MAOS experiment, thus providing additional flexibility in the experimental design. Though the three-tone MAPS sweep with input tones \{5, 6, 9\} is not quite as well-conditioned as the sweep with input tones \{1, 4, 16\}, it still produces a minimal condition number that is a factor of two smaller than the minimal condition number for MAOS. These results are evidence that the dimensionality and diversity of the data coming from three-tone MAPS experiments, and in particular from the experiment with widely spaced input tones, is especially well suited for the problem of model identification.

To further investigate the extent to which each of the previous experimental protocols propagates uncertainty into the regressed value of \( A_\omega \), we may vary the number of frequencies in the frequency sweep \( p \) at constant \( \mathbf{D}_{0} \) and \( b \). In Figure 11, we vary \( p \) from 2 to 10, fixing the values of \( \mathbf{D}_{0} \) and \( b \) at the optimal coordinates found in Figure 10. This ensures that we are comparing the experimental protocols at the local optimum for each, rather than at points which may be sub-optimal for particular protocols. Figure 11a reveals that, for both of the three-tone MAPS experiments, the condition number decreases very slightly from \( p = 2 \) to \( p = 3 \), but remains otherwise quite flat. For the MAOS experiments, on the other hand, the condition number does not reach a plateau until \( p = 4 \) or 5, nearly twice the number of fundamental frequencies that need be considered to reach the optimal plateau as for three-tone MAPS experiments. Moreover, we have previously noted that obtaining the necessary first harmonic data in MAOS requires at least two experiments with different amplitude at the same frequency, while the full 38-dimensional MAPS data set can be obtained in principle from a single experiment. Not only do the three-tone MAPS experiments provide a better-conditioned model identification problem than MAOS experiments, they do so with substantially less experimentation.

Though the condition number provides a useful metric for the potential severity of uncertainty magnification in the linear least-squares problem, it is instructive to examine the mechanics of uncertainty propagation in more detail. We may do so by studying the covariance matrix for the least-squares problem:

\[
\mathbf{K} = \sigma^2_\omega (\mathbf{M}^T \mathbf{M})^{-1}. \tag{71}
\]

Assuming that the uncertainty in each input data point is normally distributed with variance \( \sigma^2_\omega \), the elements of this covariance matrix represent the variances and covariances of a 6-dimensional normal distribution for the values of the coefficients \( A_\omega \). We may diagonalize this covariance matrix:

\[
\mathbf{K} = \mathbf{V} \mathbf{D} \mathbf{V}^T, \tag{72a}
\]

\[
\mathbf{V} = \begin{bmatrix} v_1 & v_2 & v_3 & v_4 & v_5 & v_6 \end{bmatrix}, \tag{72b}
\]

\[
\text{diag}(\mathbf{D}) = \begin{bmatrix} \sigma^2_1 & \sigma^2_2 & \sigma^2_3 & \sigma^2_4 & \sigma^2_5 & \sigma^2_6 \end{bmatrix}, \tag{72c}
\]

with the eigenvectors \( \mathbf{v}_i \) representing an alternative basis with uncorrelated uncertainties, and the eigenvalues \( \sigma^2_i \) representing the magnitude of uncertainty in the direction of \( \mathbf{v}_i \). If we choose
$\sigma_i^2$ to represent the $i$th largest eigenvalue, then these eigenvalues are related directly to the singular values of the matrix $M$:

$$\sigma_i^2 = \frac{1}{s_{N+1-i}}.$$  \hspace{1cm} (73)

This spectral decomposition of the covariance matrix firstly provides a simple geometric interpretation to the definition of the $L^2$-norm condition number in equation \[70\] which may be rewritten as:

$$\text{cond}_2(M) = \frac{\sigma_1}{\sigma_6}. \hspace{1cm} (74)$$

In the context of the covariance matrix, $\sigma_1$ represents the maximum factor by which the $L^2$-norm of a vector may be stretched by $K$, while $\sigma_6$ represents the minimum factor by which the $L^2$-norm of a vector may be stretched by $K$. Therefore, the ratio of these eigenvalues indeed represents the worst case scenario in which the data vector $y$ is minimally stretched while the uncertainty vector $\Delta y$ is maximally stretched. Secondly, the spectral decomposition of the covariance matrix reveals the principal directions in which the uncertainty is concentrated. Because we have seen that some of the basis functions $\Omega_n(\omega_1, \omega_2, \omega_3)$ behave similarly, particularly near the MAOS vertices, it is likely that uncertainties in the coefficients $A_n$ will be more highly correlated.

In Figure 11, we present the values of all eigenvalues of the covariance matrix as a function of $p$ at the optimal values of $(De_0, b)$ for each experimental protocol. This shows that, in general, the eigenvalues can be decreased without bound by increasing the amount of data collected. We also see from this figure that the eigenvalues are lowest for the three-tone MAPS experiment with input tones $\{5, 6, 9\}$, and largest for the MAOS experiment. This indicates that, if the uncertainty in the data $\sigma_y^2$ is constant across experiments, rather than scaled relative to the magnitude of the data, the $\{5, 6, 9\}$ three-tone experiment actually will result in the smallest uncertainty in the regressed coefficients $A_n$. In this case, both of the three-tone MAPS experiments still result in lower uncertainties than comparable MAOS experiments. Lastly, this figure demonstrates that the largest eigenvalue is, in most cases, an order of magnitude or
more large than the second largest eigenvalue. Therefore, the uncertainty is especially concentrated in the direction of the first eigenvector, \( v_1 \).

In Figure 11, we depict the direction of each eigenvector \( v_i \) of the covariance matrix for \( p = 10 \) and the values of \((\mathcal{D}_{00}, b)\) from Figure 11 using radar plots. In these plots, the magnitude of the \( n \)th component of \( v_i \) is shown by the vertex of the irregular hexagon, whose color corresponds to the \( n \)th eigenvalue, along the axis in the direction labelled \( A_n \). These radar plots clearly demonstrate that the first eigenvector points strongly in the directions of \( A_4 \) and \( A_6 \), and slightly in the direction of \( A_2 \). Therefore, the uncertainty in the regressed values of these coefficients will be greatest in general, and their values correlated. From these radar plots, we also observe that the principal eigendirections are quite similar for the three experimental protocols considered. Certain features of the material response are therefore inherently more difficult to distinguish precisely in medium-amplitude, simple shear experiments, regardless of the type of data collected.

The uncertainty analysis presented in this section has revealed a few key features of the model identification problem posed in this work. Firstly, it is possible to perform model identification using a variety of data sets collected with different simple shear deformation protocols. However, not all of these data sets produce an equally well-conditioned regression problem. Therefore, even slight errors in experimental data from, for example, a startup of steady shear experiment, may result in large uncertainties in the regressed coefficients for the model. The condition number governing the propagation of relative uncertainty in the linear regression problem cannot be decreased arbitrarily by collecting more data; therefore, the relative uncertainty in the regressed coefficients must be controlled by thoughtful experimental design. In the end, however, each experimental protocol has inherent limits on its ability to decrease the condition number associated with the regression problem. Thus, experiments such as three-tone MAPS frequency sweeps, which produce a more diverse data set than single-tone MAOS frequency sweeps, are ultimately able to produce more well-conditioned regression problems, and often can do so with substantially less experimentation. Finally, though we have focused here on the simple linear regression problem relevant to the quadratic Maxwell model, we should expect the same observations to hold qualitatively for nonlinear problems, such as regularized regression or the nonlinear parameter estimation caused the parameter \( \xi \) in the cubic Maxwell model (equation 14).

7. Conclusions

This work develops a general framework for Maxwell-Oldroyd type constitutive models, which we call the generalized nonlinear Maxwell model. Expansions of this model in weakly nonlinear flows, called the cubic and quadratic Maxwell models, each encompass the Oldroyd 8-constant framework, along with many other commonly applied constitutive models. The derived expressions for the third order complex viscosity in this framework, therefore, represents a library of solutions for the constitutive models contained within. We have demonstrated how this solution provides a convenient framework for model identification, which in the case of the quadratic Maxwell model can be reduced to a simple linear regression problem. Moreover, the mathematical framework of MAPS rheology makes it straightforward to extend the solution for the third order complex viscosity to medium amplitude expansions of the response of the model to specific simple shear deformations, such as single- and multi-tone oscillations and the startup of steady shear flow. This demonstrates the principal advantages of both MAPS rheology and such a general constitutive framework. The expression for the third order complex viscosity within this general framework arises naturally from an asymptotic expansion, and can be subsequently used to derive the third order complex viscosity and other medium amplitude response functions for all of the models contained within the generalized nonlinear Maxwell model. Thus, the need to carry out a full derivation for each model and each material function is avoided.

Another focus of this work has been to leverage the MAPS response of the generalized nonlinear Maxwell model to devise a simple quantitative framework for model identification. We have demonstrated that using the solution for the third order complex viscosity in this model as a fitting function for experimental data, one can simultaneously compare the optimal fit to a library of predictions by different constitutive models. Pairing this simple parameter estimation problem with a suitable regularization condition, such as the Bayesian information criterion employed by other authors [21], results in a quantitative tool for assessing which of the many models captured within the generalized nonlinear Maxwell model best describes a particular complex fluid. In Section 6 we have demonstrated the model identification procedure explicitly using different types of medium amplitude rheological data, revealing that the choice of experimental protocol employed in this scheme can substantially influence one’s ability to infer the parameters for the model with minimal uncertainty. In particular, the three-tone oscillatory shear experiments motivated by MAPS rheology outperform other well-known techniques such as MAOS and startup of steady shear, both in terms of the eventual relative uncertainty in the regressed parameters and in the amount of experimentation needed to realize a well-posed regression problem.

The principal goal of this work has been to demonstrate by example the power of MAPS rheology in theoretical and experimental explorations of constitutive models, including for model identification. However, it is worthwhile to consider the merits of the constitutive framework that we have developed — that is, the generalized nonlinear Maxwell model — on its own. As Oldroyd notes in his 1950 paper [6], “a theory of rheological phenomena can […] be built up in two stages. First, it is necessary to specify the rheological properties […] of the material by means of a set of rheological equations of state.” Much in the spirit of Oldroyd’s seminal work, the generalized nonlinear Maxwell model may fulfill the first stage for a wide variety of materials. Moreover, although the generalized nonlinear Maxwell model is not the only constitutive model capable of describing a wide range of viscoelastic behaviors, it is one of the most general constitutive frameworks that takes the form of a compact set of differential equations. “The second stage” Oldroyd asserts,
“is the prediction of the behavior of the material in bulk [...] by making use of the equations of state, the stress equations of motion, and the equation of continuity”. The structure of the generalized nonlinear Maxwell model is especially useful in this second stage, as its governing differential equations can be integrated directly into computational fluid dynamics tools, which already contain the infrastructure for solving multidimensional, coupled partial differential equations. Thus, even if a viscoelastic material might be well-described by a physically-inspired model of a different form, describing the material’s response using the generalized nonlinear Maxwell model, for instance by parameterizing equation [4] for such a material, provides a pathway for using existing open source tools to simulate the material response in complex flow fields.

Along with being well-suited for computational fluid dynamics software, the generalized nonlinear Maxwell model is also primed for data-driven applications such as scientific machine learning. For instance, the nonlinear function $F(\sigma, \dot{\gamma})$ may be replaced by a neural network and this model trained on various sets of rheological data, creating what other authors have called a ‘universal differential equation’ (UDE) [23]. While detailed applications of rheological UDEs (or ‘rUDEs’, for short) have yet to be explored, they do provide an exciting opportunity. In particular, such a data-driven tool would require only stress and strain time-series data for training; the length of these signals is unconstrained, as is the deformation protocol that was used to generate the data. In principle, then, any rheological data could be translated into a form fit for training this rUDE, representing a novel and invaluable pipeline assimilating vastly different rheological data sets, which can ultimately produce highly accurate and portable modeling tools. Of course, when data-driven methods such as rUDEs are employed for rheological modelling, obtaining optimal data sets for training these models is crucial for computational efficiency. In light of the conclusion from the present study that MAPS rheology provides particularly well-suited data for the linear parameter estimation problem, we anticipate that the MAPS framework in conjunction with Oldroyd’s generalized formulation of differential constitutive models will be critical in building the data sets needed to train these next-generation computational rheological tools.
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