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Abstract

The last decade has witnessed enormous improvements in science and technology, stimulating the growing demand for economic and cultural exchanges in various countries. Building a neural machine translation (NMT) system has become an urgent trend, especially in the low-resource setting. However, recent work tends to study NMT systems for low-resource languages centered on English, while few works focus on low-resource NMT systems centered on other languages such as Chinese. To achieve this, the low-resource multilingual translation challenge of the 2021 iFLYTEK AI Developer Competition provides the Chinese-centric multilingual low-resource NMT tasks, where participants are required to build NMT systems based on the provided low-resource samples. In this paper, we present the winner competition system that leverages monolingual word embeddings data enhancement, bilingual curriculum learning, and contrastive re-ranking. In addition, a new Incomplete-Trust (In-trust) loss function is proposed to replace the traditional cross-entropy loss when training. The experimental results demonstrate that the implementation of these ideas leads better performance than other state-of-the-art methods. All the experimental codes are released at: https://github.com/WENGSYX/Low-resource-text-translation.

1 Introduction

Language, as the foundation of a nation and a symbol of culture, is the basis for the realization of the “Belt and Road” policy (Shisheng, 2019). It is of great significance to promoting economic and cultural exchanges. Recently, neural machine translation (NMT) (Kalchbrenner and Blunsom, 2013) mainly relies on the blessing of big data and computing power (Dabre et al., 2020), and has reached its usefulness in rich resource scenarios such as Chinese and English (Zheng et al., 2021). However, the machine translation technology in the low-resource setting is still not mature enough (Zoph et al., 2016). For Chinese-centric NMT in low-resource, there are also problems such as sparse data with low-quality and complex forms, leading to the poor performance of modern NMT systems (Wang et al., 2021a).

In order to promote low-resource research on Chinese-centric multilingual translation and study the above problems, the 2021 iFLYTEK AI Developer Competition\textsuperscript{1} supplies four Chinese-centric multilingual low-resource translation tasks, requiring participants to complete multilingual translation tasks with a few parallel data and a large amount of monolingual data as training samples.

In this paper, we discuss some effective methods used in the champion NMT system for the multilingual translation of Chinese in low-resource. Specifically, we adopt the idea of dividing and conquering to solve the problems in the existing competition data set one by one. The monolingual corpus provided by the competition is utilized to enhance the bilingual data for the sparse training samples. As for the problem of poor quality of training corpus, we propose a new Incomplete-trust (In-trust) (Huang et al., 2021) loss function replacing the traditional cross-entropy loss (Rubinstein and Kroese, 2004) for better translation. In the training and post-processing stages, we adopted bilingual curriculum learning (Creese, 2004) and contrastive learning re-ranking (Khosla et al., 2020) respectively to reduce the complexity of language translation in low-resource. Such methods can effectively improve the quality of the final results. Extensive experiments are conducted on different multilingual languages show that the implementation of our NMT system is competitive compared to other methods. In the end, we win the first place.

\textsuperscript{1}http://challenge.xfyun.cn/topic/info?type=multi-language-2021
in the competition.

The main contribution of this paper is the introduction and evaluation of the methods used in the Chinese-centric low-resource multilingual NMT competition, which can be mainly summarized as follows: (1) we train and open source monolingual word vectors with the monolingual data set released by the competition for data enhancement of bilingual translation. (2) We propose an In-trust loss function based on noise perception. Compared with the performance of the traditional cross-entropy loss, our method is competitive on two bilingual data sets. (3) A variety of practical training and post-processing methods are used for better results. In the end, compared with other advanced methods, we achieve a significant improvement.

2 Related works

In this section, we describe the background on neural machine translation (NMT) and some common methods under low resources.

2.1 Neural machine translation

The NMT (Kalchbrenner and Blunsom, 2013) model $\theta$ translates a sentence $x$ from the source language to a sentence $y$ in the target language. With a parallel training corpus $S = \{(x^i, y^i)\}_{i=1}^N$, NMT maximizes the log-likelihood of $y$ given $x$, assuming each $(x^i, y^i)$ pair is independently and identically distributed:

$$\max_\theta \sum_{(x^i, y^i) \in S} \log p_\theta (y^i | x^i).$$

The encoder-decoder structure is widely used in NMT, where the encoder converts the source sentence into a sequence of hidden representations and the decoder generates target words conditioned on the source hidden representations and previously generated target words. The encoder and decoder can be convolutional neural networks (Gehring et al., 2016), recurrent neural networks (Dong et al., 2015), and Transformer (Vaswani et al., 2017). NMT has demonstrated effectiveness in the supervised learning setting, where labeled data is available and in this case is a parallel-corpus (Ranathunga et al., 2021). The success of NMT methods has been reported in high-resource languages. However, paired sequences are usually expensive to collect, as it requires an expert to translate sequences $x$ into another language $y$.

2.2 The expansion of parallel corpus

In recent years, NMT has made some progress in low resources settings, especially low corpora (Ranathunga et al., 2021). Many improvements are brought about by data-augmentation through synthetic parallel-corpora (Sennrich et al., 2015). Transfer Learning approaches (Zoph et al., 2016) have an orthogonal set of improvements in low-resource languages.

2.3 The use of other data

Due to the lack of parallel sentence pairs, leveraging data other than parallel sentences is essential in low-resource NMT (Wang et al., 2021b). In this paper, we categorize existing algorithms on low-resource NMT into two categories according to the data that is helpful. One is monolingual data. Using unlabeled texts to enhance the NMT models is a popular and effective method in various fields. Similarly, unlabeled monolingual data attracts a lot of attention because collecting monolingual data is much easier and cheaper than parallel data (Sennrich et al., 2015). The other is the data from auxiliary languages. When training the NMT model, languages with similar syntax or semantics are both useful. Utilizing data from relevant and rich-resource languages has achieved great success in low-resource NMT. Recently, Neubig and Hu et al. consider choosing a resource-rich language in the same language family as an auxiliary language (Neubig and Hu, 2018), achieving significant improvements. Tan et al. (Tan et al., 2019) propose a language clustering method based on language embedding, which performs better than clustering by language family.

2.4 Contrastive learning

In general, methods based on contrastive learning (CL) can well learn the differences between the observed data from other negative samples. CL has achieved good performance in both computer vision (Chopra et al., 2005; Wang and Gupta, 2015) and natural language processing (Chen et al., 2020; Liu and Liu, 2021). In the field of NMT, Yang et al. (Yang et al., 2019) propose the method for leveraging CL for reducing word omission errors on NMT. Pan et al. (Pan et al., 2021) apply CL for multilingual MT with the data augmentation for obtaining both the positive and negative training examples. Inspired by the work (Liu and Liu, 2021), we adopt CL in low-resource NMT with negative
training examples being generated by the diverse beam search, thereby bridging the gap between the training and evaluation from various results.

3 Task introduction

3.1 Dataset

The competition provides two low-resource multilingual translation corpora for Chinese, i.e., Malaysian and Indonesian. More specifically, the bilingual text translations include Chinese-Malaysian (Ch-Ma), Malaysian-Chinese (Ma-Ch), Chinese-Indonesia (Ch-In), and Indonesia-Chinese (In-Ch). This competition also provides 200,000 Malay-Chinese parallel text pairs and 200,000 Indonesian-Chinese parallel text pairs, 10,000,000 Chinese, 10,000,000 Malay, and 10,000,000 Indonesian monolingual texts. The development set is 1,000 sentences in each direction. The test set is 10,000 sentences in each direction.

3.2 Evaluation metric

This competition uses the automatic evaluation metric BLEU (Papineni et al., 2002), for evaluation. As for the input text $S$ and the target text $T$. The calculation formula is as follows:

$$BLEU = b(S, T) \cdot \exp \left( \sum_{n=1}^{N} w_n \log P_n(S, T) \right)$$  \hspace{1cm} (1)

where $N$ is 4 and the weighted parameter $w_n$ is 1/4, the percentile fraction is 1000. Furthermore, the N-gram can be calculated as follows:

$$P_n(S, T) = \frac{\sum\text{min} \left( \text{Cnt}_{\text{clip}}(k, S), \text{Cnt}_{\text{clip}}(k, T) \right)}{\sum\text{Cnt}(k, S)}$$  \hspace{1cm} (2)

where $k$ traverses all the n-grams candidates, and the $\text{Cnt}_{\text{clip}}(k, T)$ is the clipped n-grams. The weight $b(S, T)$ can be represented as follows:

$$b(S, T) = \begin{cases} 1, & \text{if } |T| > |S| \\ e^{(1-|S|/|T|)}, & \text{if } |T| \leq |S| \end{cases}$$  \hspace{1cm} (3)

where $|T|$ represents the length of the target text, $|S|$ represents the length of the input text.

In addition, all the automatic evaluations are case-sensitive. The character-based evaluation will be adopted for Malaysian-Chinese and Indonesian-Chinese translations. The Malaysian-Chinese and Indonesian-Chinese evaluations will convert the characters in the A3 area encoded by GB2312 from full-width to half-width. Chinese-Malaysian and Chinese-Indonesian translations adopt a word-based evaluation. The final ranking is based on the four unidirectional translation BLEU score averages.

4 Method

4.1 System architecture

As shown in Figure 1, where the system is presented including competition corpus, data pre-processing, backbone model and post processing. The competition corpus includes the monolingual and bilingual data sets. The data pre-processing contains data cleaning and back-translation to obtain the high-quality data sets. The monolingual corpus is adopted for data enhancement with word embedding. We utilize the mBART model (Liu et al., 2020) as our baseline backbone model for multilingual NMT tasks in low-resource. The contrastive re-ranking is also used with MBERT (Sellam et al., 2021) in the post processing step for better results.

4.2 Data preprocessing

Since most of the competition data sets come from web crawling, and the submitted file is an extensible markup language (XML) type file that requires specific characters, we first deal with these special characters. The main operations include: 1) replace the & and with ; 2) Replace & in the target sentence with &; 3) If the Traditional Chinese
The calculation of two types of the feature can be shown as follows:

\[ L_{DCE} = -p \log(\delta p + (1 - \delta)q) \]

\[ L_{In-trust} = \alpha L_{CE} + \beta L_{DCE} \]  (4)

where \( L_{DCE} \) is an acceleration adjustment item, \( p \) refers to the output information of the translation model, \( q \) is the label, \( \alpha, \beta, \) and \( \gamma \) are three hyper-parameters. The loss function also uses the label information and model output. These items form the \( L_{DCE} \) item. \( L_{In-trust} \) can effectively alleviate the model over-fitting noise sample.

### 4.5 Contrastive re-ranking

Re-ranking the translation results is considered to be a wise choice to increase the diversity of translation results. Hence, we adopt the contrastive re-ranking method for our NMT systems.

As shown in Figure 3, where the re-ranking step is designed for better translation results from different models. After the decoded candidate results are obtained, we adopt the MBERT (Sellam et al., 2021) using the bilingual corpus to train the re-ranking model with contrastive learning. The positive samples are obtained from the bilingual corpus, while the negative samples are obtained from the Diverse Beam Search (Vijayakumar et al., 2016). Finally, we select the result with the highest confidence value of MBERT from multiple sets of translation candidate results.

More specifically, \( h_x \) is the final hidden feature of the input source text. The representation of the contrastive target samples can be represented as \( h_{T_j}, j \in [1, n]. \) The \( h_{T_j}^+ \) represents the feature of the positive sample \( T^+ \), and \( h_{T_j}^- \) is feature of negative sample \( T^- \).

A non-linear projection layer is added on top of the MBERT model for obtaining representation. The calculation of two types of the feature can be shown as follows:

\[ \mathcal{L} = -\log \frac{e^{\text{sim}(h_x, h_{T_j}^+)/\tau}}{\sum_{j=1}^n e^{\text{sim}(h_x, h_{T_j}^+)/\tau} + e^{\text{sim}(h_x, h_{T_j}^-)/\tau}} \]  (5)

### 5 Experiment

#### 5.1 Compared baselines

- **mBART model**: The mBART (Liu et al., 2020) adopts the BART model (Lewis et al., 2020) to perform on a large-scale monolingual corpus seq2seq denoising auto-encoding.
pre-training. The mBART can be fine-tuned via passing a variety of multilingual text of the language with a complete seq2seq module.

• **M2M model** The Many-to-many (M2M) multi-language translation model can directly translate between any 100 languages, and it also covers the competition corpus data. The model is composed of Transformer architecture (Vaswani et al., 2017). After large-scale pre-training, different variants can be obtained. We use 1.2B model as strong baseline models for comparison.

• **Google translation engine** Google Translate\(^2\) provide a strong and robust multilingual NMT system. We perform translation by calling open APIs, aiming to compare mature translation systems in a low-resource setting.

### 5.2 Bilingual curriculum learning

According to the provided datasets by the competition, we adopt the bilingual curriculum learning method, which is shown in the Figure 4. The training steps are from bottom to top, where the corpus used for the curriculum training needs to be carefully designed, so the shape is like a pyramid. By considering the language relationship between Indonesian and Malaysian and making reasonable use of the provided data, the following training steps are designed as follows in detail: 1). Based on the pre-trained model, we use bilingual language training under the same language family, such as the language family of the Indonesian and Malaysian. 2). After obtaining the same language family NMT models, we then train the short text of bilingual corpus. It is because the model can learn a well-formed bilingual alignment in this step. 3). Finally, we concatenate the short source text sentence by sentence, and then splice them into a long text. It is because that the translation performance of the long text is relatively bad in low-resource.

### 5.3 Implement details

As for the mBART (Liu et al., 2020), we adopt the large version following the default setting the same as the paper pan2021bert, where the mBART\(^3\) is adopted from the Transformers of the Huggingface (Wolf et al., 2019). Note that the language of Malaysian is not covered in this model, so we will fine-tune the Malaysian-Chinese and Chinese-Malaysian for the downstream task. The AdamW optimizer is used with an initial learning rate of 1e-4 and annealed gradually after a warm-up epoch until it reached 1e-5. The weight hyper-parameter \(\lambda\) is set to 0.5 to accelerate the whole training stage. Our fine-tuning stage is implemented with a batch size of 16 for 8 epochs.

The M2M model (Fan et al., 2021) can directly translate between the 9,900 directions of 100 languages, which covers the languages of this competition. This model is the strong baseline set in the zero-shot setting. We follow the walkthrough in the website\(^4\), adopting 1.2B model for experimental comparison.

The MBERT (Sellam et al., 2021) is utilized for contrastive re-ranking, The BERT-MT model is fine-tuned for 15 epochs with a batch size of 32.

---

\(^2\)https://translate.google.com/

\(^3\)https://huggingface.co/facebook/mbart-large-50-many-to-many-mmt

\(^4\)https://github.com/pytorch/fairseq/tree/main/examples/m2m_100
Table 1: Translation results in different directions.

| Direction | Method      | BLEU  |
|-----------|-------------|-------|
| Ch-Ma     | mBART       | 26.77 |
|           | M2M         | 27.72 |
|           | Google Engine| 27.41 |
|           | Ours        | 28.12 |
| Ma-Ch     | mBART       | 22.17 |
|           | M2M         | 23.14 |
|           | Google Engine| 21.87 |
|           | Ours        | 23.53 |
| Ch-In     | mBART       | 27.42 |
|           | M2M         | 28.15 |
|           | Google Engine| 27.51 |
|           | Ours        | 28.91 |
| In-Ch     | mBART       | 21.72 |
|           | M2M         | 22.54 |
|           | Google Engine| 22.43 |
|           | Ours        | 22.76 |

Table 2: Ablation study in final performance.

| Method                        | BLEU-avg |
|-------------------------------|----------|
| mBART (CE loss)               | 24.52    |
| + Monolingual word embedding  | 24.91    |
| + In-trust loss               | 25.47    |
| + Bilingual curriculum learning| 25.61    |
| + Contrastive re-ranking      | 25.83    |

The positive and negative samples are set at the ratio of 1:4. We first train the mBART model for 8 epochs to generate the negative samples for feeding the MBERT model. The initial learning rate for the first encoder is 1e-5, and the others are 2e-4. The minimum learning rate is 1e-8 with the AdamW optimizer (Loshchilov and Hutter, 2017).

6 Results

It can be found that in the Figure 1 four low-resource multilingual translation tasks are provided by the competition, where the proposed NMT system surpasses other baselines. It shows that the proposed method is competitive with other baselines in low-resource translation scenarios for Chinese-centric. Further conclusions can be observed that in the translation direction of the Ch-Ma, the proposed system is 1.35 BLEU higher than the mBART model, and the M2M model is higher than the result of the Google Translation Engine (Google Engine). At the same time, in the direction of Ma-Ch translation, the proposed system is 1.66 BLEU higher than the Google Engine. The reason may be that Google Translate has poor anti-noise ability in low-resource scenarios in Malaysian. By using the noise perception loss function, the aligned text information of these translation samples can be effectively learned. In the translation direction of Ch-In, the proposed system is higher than the 1.49 BLEU score of the mBART model. In the translation direction of In-Ch, our system is 1.04 BLEU higher than the mBART model. These improvements show that the proposed method can effectively improve the quality of the final translation.

On the basis of mBART backbone baseline, adding monolingual data enhancement can effectively increase the 0.39 BLEU-avg score. It shows that monolingual data enhancement can effectively improve the translation performance of translation models, especially for low-resource scenarios. After replacing the In-trust loss function with the original cross-entropy (CE) loss, it has the largest improvement on BLEU-avg score, which is 0.56. This shows that with the noisy data sets, the proposed noise perception loss function (In-trust loss) can improve the robustness of the model compared with the original CE loss function. At the same time, we have adopted bilingual curriculum learning in the training process. It can effectively utilize the translation features of different languages in the same language family, and increase the BLEU-avg score of 0.14. Finally, combined with the contrastive re-ranking method, the final result performance increases by 0.22 BLEU value. The contrastive re-ranking method can effectively increase the diver-
sity of results, and further improve the performance of the results.

In short, we finally rank first in the online rankings, as shown in the table 3, which is sufficient to prove the effectiveness and practicality of our proposed system.

7 Conclusion

In this paper, we discuss the champion NMT system for the Chinese-centric multilingual low-resource translation tasks held by the 2021 iFLYTEK AI Developer Competition. Many baselines are implemented to compare with the proposed system, including the mBART model, M2M model and Google translation engine. We design the system with monolingual word embedding data enhancement, bilingual curriculum learning, and contrastive re-ranking. The results demonstrate that the proposed system outperforms all other baselines, achieving the best performance (top-1) in this competition. We have also open-sourced datasets, codes, and monolingual word vectors to promote the study of the Chinese-centric low-resource translation research. In future work, we will continue to open source more low-resource translation datasets on Chinese-centric. At the same time, we will also consider more efficient methods on multilingual low-resource datasets by building counterfactual texts.
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