Modelling of hardfacing layers deposition parameters using robust machine learning algorithms
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Abstract. The study presents a data-driven framework for modelling parameters of hardfacing deposits by GMAW using neural models to estimate the influence of process parameters without the need of creating experimental samples of the material and detailed measurements. The process of GAS Metal Arc Welding (GMAW) hardfacing does sometimes create non-homogenous structures in the material not only in deposited material, but also in the heat-affected zone (HAZ) and base material. Those structures are not fully deterministic, so the modelling method should account for this unpredictable component and only learn the generic structure of the hardness of the resulting material. Artificial neural networks (ANN) were used to create a model of the process using only measured samples without any knowledge of equations governing the process. Robust learning was used to decrease the influence of outliers and noise in the measured data on the neural model performance. The proposed method relies on modification of the loss function and several of them are compared and evaluated as an attempt to construct general framework for analysing the hardness as a function of electric current and arc velocity. The proposed method can create robust models of the hardfacing layers deposition or other welding processes and predict the properties of resulting materials even for unseen parameters based on experimental data. This modelling framework is not typically used for metallurgy, and it requires further case studies to verify its generalisability.

1. Introduction

Increasing the tribological and mechanical properties of the manufactured materials is one of the main interests of material science research. One of the methods widely used for improving them is hardfacing. Hardfacing is a method, where the layer of material with specified properties is deposited on the base material to improve its surface properties such as hardness or grindability [1]. Due to the given various possibilities containing reconstruction, protective coatings or even composite materials, the allotment of hardfacing technologies increases [2, 3]. The economic advantages of its applications cannot be dissembled either since hardfacing is still one of the most financially rewarding methods for surface properties improvement.

In the hardfacing process, welding is used for depositing the alloy with specified properties on the base material (which is typically low carbon steel). The variety of alloys that can be used in the hardfacing process and methods itself gives numerous possible applications [1, 4]. Across many different methods used for hardfacing, the GMAW method, also known as gas-shielded metal arc welding, is one of the most used due to its numerous advantages like high deposition rate or no slag
formation. Similarly, to MMA welding, the heat in the GMAW process is produced by an arc formed between the workpiece surface and consumable electrode in form of a small diameter wire which melts to create the bead [5]. There are two groups of metal gas arc methods used dependently on the composition of shielding gas mixture: in Metal Inert Gas (MIG) welding argon and helium are typically used, while for Metal Active Gas (MAG) the shielding gas is usually a mixture of argon, carbon dioxide and oxygen.

Material science interests include not only improving the properties of the materials themselves, but also potentially useful methods and tools. Simulations are a useful tool for analysing many engineering processes [6–8]. They require a model of the process of interest, which can be derived using knowledge about the process itself or experimental measurements. Those are distinct cases of modelling, which are called white-box models and black-box models. White box models rely on knowledge of underlying rules governing the system, for example, laws of physics. Black box models on the other hand require only input and output measurements of the system. Machine learning is one of the largest active areas of research related to black-box modelling of various systems and it has been successfully applied to metallurgy, material science and simulation of different phenomena [9–11]. One particularly useful black-box modelling method is using artificial neural networks (ANN). Sigmoidal neural networks are universal approximators as shown in [12, 13], hence they are a perfect tool for creating a data-driven black-box model of hardfacing layers deposition parameters.

Steel demonstrates isotropic behaviour, although its microscopic structure is non-homogeneous. Alloying elements such as molybdenum, manganese, silicon or chromium even added in small amounts, highly affects steel properties and microstructure as well. However, material’s structure depends not only on its chemical formula, but also on the processes parameters, which impact physical and chemical phenomena, which cannot be ignored. These phenomena are leading to creating non-homogeneous structures containing elements segregation or carbide precipitation while properties (like hardness or grindability) of these elements vary from matrix properties. The problem is that character of these phenomena is partly randomized and hard to predict. A strong impact on the material properties of these elements may lead to problems when trying to model those properties. In that case, it is important to treat highly diverged measurements as outliers. This procedure additionally can be used for the elimination of human error since measurements are usually taken manually.

The concept of robustness often comes up in statistics and in general relates to creating models which are less influenced by outliers than by inliers. There are numerous statistical techniques of achieving robustness in simple regression models, such as Huber regression [14], LASSO [15, 16], Ridge regression [17] and other [18–21]. In this study outlier robust regression problem is considered, it is explained in detail in [22]. In machine learning, particularly using neural networks, a common method of achieving desired robustness concerning data with errors or some degree of randomness is usually done by modifications of loss function during training. This method applied to hardfacing layers deposition parameters is a novel technique, which can improve existing results of modelling in terms of robustness and generalizability. All regression models were created, trained and evaluated using Python scientific environment, including libraries such as numpy, pandas, scikit-learn, tensorflow and matplotlib. Experimental measurements were used as input data required by the models.

2. Materials and Method

2.1. Deposition of the hardfacing layers

For the following case, the structural steel S235 had been used as a base material in the form of a plate with dimensions 150 mm x 100 mm and thickness equal to 10 mm. The chemical composition of base material according to EN 10025 is shown in Table 1 [23]. Both the filler material and shielding gas were invariable. As shielding gas, a mixture of argon with 2 vol % of carbon dioxide was applied. The gas flow rate was c.a. 18 slpm. The filler material was a wire with a diameter equal to 1.2 mm. The chemical composition of the applied wire is shown in Table 2 [24].

The hardfacing process was carried out in KGHM Polish Copper, Copper Smelter Legnica using the GMAW method. The current source was Lincoln Electric POWERTEC 505S. Before surfacing, the
surfaces of the base material were prepared using subtractive processing - grinding. The process was carried out on a magnetic plane grinder. Just before hardfacing, preheating up to 150°C was applied. On the other hand, after the process, tempering also was applied.

Table 1. Chemical composition of S235 steel according to EN 10025 standard, [wt.%].

|     | C   | Si  | Mn  | P   | S   | Fe    |
|-----|-----|-----|-----|-----|-----|-------|
| Fe  | 0.22| 0.05| 1.6 | 0.05| 0.05| Balance|

Table 2. The chemical composition of filler material according to EN 14700 standard, [wt.%].

|     | C   | Si  | Mn  | Cr  | Fe  |
|-----|-----|-----|-----|-----|-----|
| Fe  | 0.5 | 3.0 | 0.5 | 9.5 | Balance|

The primary aim of the study was to create a model of the impact of different input parameters on basic material properties. From all input parameters, the electric current and welding speed were chosen as the variable parameters. The electric current used was direct with positive polarity (DC+) as it is preferred MAG welding polarity [25]. Sample codes and variable parameters were collected in Table 3. Another variable factor was beads configuration, which is presented in Figure 1.

![Diagram of bead placement](image)

Figure 1. Diagram of bead placement: a) single bead; b) second bead (2) next to the first one (1); c) second bead (2) on top of the first one (1).

Table 3. Variable parameters and sample codes.

|         | 1-1  | 1-2  | 1-3  | 2-1  | 2-2  | 2-3  |
|---------|------|------|------|------|------|------|
| Electric Current [A] | 136  | 170  | 204  | 170  | 170  | 170  |
| Welding Speed [mm/s] | 10   | 10   | 10   | 8    | 10   | 12   |
|         | 3-1  | 3-2  | 3-3  | 4-1  | 4-2  | 4-3  |
| Electric Current [A] | 136  | 170  | 204  | 170  | 170  | 170  |
| Welding Speed [mm/s] | 10   | 10   | 10   | 8    | 10   | 12   |
|         | 5-1  | 5-2  | 5-3  | 6-1  | 6-2  | 6-3  |
| Electric Current [A] | 136  | 170  | 204  | 170  | 170  | 170  |
| Welding Speed [mm/s] | 10   | 10   | 10   | 8    | 10   | 12   |

Single bead configuration was applied for 1- 2- samples (Fig. 1a). For the 3- and 4- series second bead was placed next to the first one (Fig. 1b), while for 5- 6- samples the second bead was deposited on top of the first one (Fig. 1c).
2.2. Measurement Process
The examination process included visual testing (VT), structure examination and hardness measurements. Visual tests were taken following ISO 6520-1 [26]. Materials structure examination performed using optical microscope consider both macroscopic and microscopic examination in search of weld imperfections (open porosity and discontinuities). Each sample had to be examined and evaluated with a view to carbides (mostly chromium) what was required due to proper interpretation of hardness measurements.

The hardness of the coatings was tested by the Vickers hardness test method (HV1) following ISO 6507 standard [27]. For modelling the characteristic, it was desirable to create multiple data points. The measurement was taken under 1 kgf load (test force 9.81 N) and hardness was conditioned not only on welding speed and electric current but also on the placement of measurement on the sample. In another case, it would not be possible to accurately model the dependency using neural networks. According to this requirement, the series of hardness measurements were taken vertically in the middle of the surface bead. The number of measurements taken for each sample was 19, with the first measure taken 0.5 mm from the weld face and the distance between each measurement had a constant value of 0.5 mm (Figure 2).

![Figure 2. Scheme of HV1 measurements.](image)

2.3. Robust Machine Learning
In this paper robust learning in terms of outlier robust regression using feedforward neural networks is discussed. The robustness is achieved by modifications of the loss function. There are other techniques of creating robust machine learning algorithms, for example, least trimmed squares algorithm for regression problems [28], robust support vector regression [29] and many others. This study aims at comparing various robust loss functions to improve the performance of neural modelling applied to modelling hardfacing layers deposition parameters. It also shows that for this problem tuneable loss function can be used, which can result in better performance and flexible robustness.

The most common loss function used for regression problems is mean squared error (abbreviated MSE), it gives the name to the least squares’ algorithm [30], which is fundamental for many applications used across machine learning. When used as a neural network loss function MSE is computed as:

$$L_M(y, \hat{y}) = \frac{1}{n} \sum_{t=1}^{n} (y_t - \hat{y}_t)^2$$

(1)
In the paper $y$ is used to denote target variable observed values, also called true values and $\hat{y}$ denotes predicted values, while $n$ denotes the number of predictions. Symbol $L$ with subscripts is used to denote different loss functions. MSE meets the requirements for the regression loss function of being non-negative and smooth. Its disadvantage is a heavy penalty for outliers. This can be seen in Figure 3.

One simple robust loss function is the Log-Cosh function. Close to a minimum, it behaves similarly to MSE loss, but for values far from the origin, it is much smoother. It was introduced in [31] and successfully applied [32]. The Log-Cosh function is expressed as:

$$L_C(y, \hat{y}) = \sum_{i=1}^{n} \log \left(cosh(y - \hat{y})\right)$$

This loss function is differentiable only two times, but this is sufficient to be used as a neural network loss function for regression since no currently used optimisation algorithm uses higher derivatives than second. Typically, loss functions are required to belong to a class $\mathbb{C}^\infty$ (infinite number of continuous derivatives), but for practical purposes $\mathbb{C}^2$ (two continuous derivatives) is enough.

Another commonly used robust loss function is Huber loss. It was introduced in [14] and has a parameter, which can control its shape, increasing or decreasing its sensitivity to outliers. The influence of the $\delta$ parameter can be seen in Figure 3. This loss function is formulated as:

$$L_H(y, \hat{y}) = \begin{cases} \frac{1}{2} (y - \hat{y})^2 & \text{for } |y - \hat{y}| \leq \delta \\ \delta (|y - \hat{y}| - \frac{1}{2} \delta) & \text{otherwise} \end{cases}$$

Huber loss can be intuitively thought of as a combination of $L_1$ for extreme cases and $L_2$ for values close to the minimum.

One particularly useful robust loss function is presented in [33]. It is more generic than any other previously mentioned function since it introduces robustness as a continuous parameter of the function itself and a parameter controlling the size of a quadratic region near the origin. This function is therefore tuneable and can be used to find the optimal trade-off between sensitivity to errors and robustness. The generic form of loss is given by:

$$L_A(y, \hat{y}, \alpha, c) = \frac{|\alpha - 2|}{\alpha} \left( 1 + \left( \frac{y - \hat{y}}{c \alpha} \right)^2 \right)^{\alpha/2} - 1$$

$\alpha \in \mathbb{R}$ is a shape parameter that controls the robustness of the loss function, meaning it decreases the influence of outliers when it is set to small values. For large values, the function becomes more similar to MSE. $c > 0$ is a scale parameter that controls the size of the quadratic region near the origin. The influence of the $\alpha$ parameter for $c = 1$ is shown in Figure 4. For the function to be well-defined for all possible values of $\alpha$ special cases are introduced, for $\alpha = 2, \alpha = 0$ and $\alpha = -\infty, \alpha = \infty$. When $\alpha = 2$ the function resembles the MSE loss function, and it is derived by taking the limit (function is not defined for $\alpha = 2$):

$$\lim_{\alpha \to 2} L_A(y, \hat{y}, \alpha, c) = \frac{1}{2} \left( \frac{y - \hat{y}}{c} \right)^2$$

For $\alpha = 1$ the adaptive loss function closely resembles Huber loss. It can be intuitively thought of as a smoothed version of $L_1$ loss. In such case, it is given by:

$$L_A(y, \hat{y}, 1, c) = 1 + \left( \frac{y - \hat{y}}{c} \right)^{1/2} - 1$$
For $\alpha = 0$ the loss is undefined, but taking the limit yields a special case, which is significantly less sensitive to outliers than two previous particular cases. The function is derived as:

$$\lim_{\alpha \to 0} L_A (y, \hat{y}, \alpha, c) = \log \left( \frac{1}{2} \left( \frac{y - \hat{y}}{c} \right)^2 + 1 \right)$$ (7)

The final special case is the least sensitive form of the loss, which is given by taking $\alpha = -\infty$. For this special case, the function is expressed using:

$$\lim_{\alpha \to -\infty} L_A (y, \hat{y}, \alpha, c) = 1 - \exp \left( -\frac{1}{2} \left( \frac{y - \hat{y}}{c} \right)^2 \right)$$ (8)

The loss function can be tuned to be more robust by decreasing $\alpha$ or to be more sensitive by increasing $\alpha$. Functions for $\alpha > 2$ are overly sensitive and are not used frequently, since they weight outliers heavier than the MSE loss, which is already not robust. However, in some cases, when an extremely sensitive loss function is required, those forms can also be useful. The paper also introduces a probabilistic interpretation of the function, which allows it to be self-adaptive.

![Figure 3. Generic and robust loss functions.](image1)

![Figure 4. Adaptive loss function with different values of $\alpha$.](image2)

### 2.4 Model Development

The black-box model of the process further referred to simply as a model was developed using measurement data from experiments with different samples of the material. Stand-off distance, welding speed, electric current, number of beads and their type were used as input features and measured hardness was used as outputs of the model. This is shown on the neural model diagram in Figure 5. Stand-off distance, welding speed, electric current and number of beads were numerical features fed to the neural model after simple pre-processing, consisting of mean substitution and standardization. For categorical features, which had three possible values ordinal encoding was used [34]. Outputs were pre-processed using the same procedure as numerical features. Data were divided into three sets, firstly three randomly chosen material samples were left out entirely, those will be referred to as test data. Then remaining samples were organised into input-output pairs, which created 19 data points per sample since there were 19 measurements for each of them. Those pairs were randomly split into two sets, 70% was used for training the model, further referred to as training data set and 30% was used to evaluate the model on partly seen data, further referred to as validation data set. Those are commonly used ratios of train and test data used for model development [35]. Validation data and test data are both used to evaluate the models. During training one cross-validation batch was used, which consisted of 10% of randomly sampled training examples. At each epoch, loss function was computed for this batch, and if for $k$ epochs the loss did not decrease the training was stopped. Values of $k$ were derived experimentally [36], but kept constant for different loss functions to compare them as accurately as possible.
2.4.1. Model Selection. Base architecture of the ANN model was selected using only training and validation data and comparing between different feedforward neural networks. The variables considered were activation functions, number of hidden units and layers. Loss function and optimisation algorithms were fixed during this step, the chosen loss was a mean squared error, which is traditional for regression problems and chosen optimisation algorithm was RMS Prop [37, 38]. Results were compared to benchmark models such as linear regression and support vector machines [39, 40]. Chosen based network architecture was then fixed and trained using different loss functions, comparing robust and traditional regression losses. Models were evaluated using both test and validation data. Results are covered in Section 3.

2.4.2. Evaluation. Models were evaluated using regression metrics to compare their performance. The same set of metrics was used both for the base and robust models. Used metrics were mean square error, abbreviated MSE, mean absolute error (MAE), median absolute error (MDE) and $R^2$ coefficient. Additionally, for each model maximal error and its ratio with maximal true value are included, denoted as MAX. All metrics were computed for absolute and normalised values, normalised metrics were computed as:

$$e = \frac{\|y - \hat{y}\|_n}{\|y\|_n}$$  \hspace{1cm} (9)

Where $\|\cdot\|_n$ refers to N-norm (used norms were $L_1$ or $L_2$). Metrics are computed per each pair of true and predicted values and aggregated using mean or median. Normalised metrics can be greater than 1 since prediction could be off by more than 100%, but this is a very undesirable result. Median is especially useful since it does not highlight the influence of outliers, which are present in all training, validation, and test data. Additionally, for test samples, trajectories for the dependency of hardness conditioned on stand-off distance were created and empirically compared.

3. Results

3.1. Materials
In the following research, testing of hardfacing layers was focused mainly on its hardness, however, the material’s structure and imperfections were also considered. In some cases, porosity in the weld bead could be observed (Figure 6). Microscopic observations revealed that in the structure of the hardfacing layers silicon oxides and chromium carbides could be found. Moreover, the amount of these carbides was explicitly dependent on the electric current value (Figure 7).
The Vickers hardness measured 1mm from the surface ranged from 377 for 1-3 up to 557 HV1 for samples 5-3, while the average base material hardness was c.a. 130 HV1. The average hardness for samples made by depositing one layer on top of another is visibly higher. For single bead samples, the correlation between welding speed and hardness is transparent and in accordance with the literature [41–43].

For samples 3-1, 3-2, 3-3, 4-1, 4-2 and 4-3, which beads are placed next to each other, it is noticeable that the hardness of beads vary from each other and for each sample it is possible to indicate one with higher average hardness. The results of hardness measurements taken for each sample are shown in Table 4. For samples with two beads next to each other, the higher score was taken into consideration.

|       | 1-1 | 1-2 | 1-3 | 2-1 | 2-2 | 2-3 |
|-------|-----|-----|-----|-----|-----|-----|
| **Hardness [HV1]** | 442 | 405 | 377 | 469 | 526 | 506 |
|       | 3-1 | 3-2 | 3-3 | 4-1 | 4-2 | 4-3 |
| **Hardness [HV1]** | 507 | 529 | 471 | 543 | 515 | 488 |
|       | 5-1 | 5-2 | 5-3 | 6-1 | 6-2 | 6-3 |
| **Hardness [HV1]** | 528 | 538 | 557 | 538 | 492 | 515 |

### 3.2. Model Architecture

The chosen architecture was an MLP with 5 hidden layers with 10 units in each hidden layer and sigmoid activation functions. The first and last layers used linear activation. This model did not achieve the best results, but was marginally worse and is a good entry point for evaluating the influence of robust loss functions, which is the goal of the study. The model was compared against a simple linear regression model, SVR with parameters chosen optimally for the problem, and a neural model with a single hidden layer (also with 10 neurons), referred to as simple MLP (Table 5). Computed metrics are rounded to whole numbers since for hardness measurements fractions do not have any meaningful physical interpretation.
Table 5. Results for base hardness models

|                        | Absolute |                       |       |       |       | Normalised |                       |       |       |       |
|------------------------|----------|------------------------|-------|-------|-------|------------|------------------------|-------|-------|-------|
|                        | MSE      | MAE                    | MDE   | MAX   | MSE   | MAE        | MDE                    | MAX   |       |       |
| Linear Regression      | 10941    | 88                     | 89    | 235   | 1.198 | 0.856      | 0.678                  | 0.377 | 0.563 |
| SVR                    | 6766     | 58                     | 33    | 231   | 0.127 | 0.255      | 0.160                  | 0.369 | 0.730 |
| Simple MLP             | 6323     | 57                     | 40    | 222   | 0.144 | 0.269      | 0.152                  | 0.355 | 0.747 |
| MLP                    | 5387     | 48                     | 30    | 266   | 0.103 | 0.212      | 0.125                  | 0.425 | 0.785 |

3.3. Robust Model
For chosen architecture, the model was trained using robust loss functions. Results for three modified functions and one benchmark (MSE) are compared. All used loss functions are described in detail in Section 2.3. For Huber loss function, the shape parameter was chosen to be $\delta = 0.4$ and for adaptive loss function best shape parameter found was $\alpha = 3/2$. Values were chosen using the manual trial and error method, tested values were in range (0.1, 10).

Results for validation (Table 6) and test data sets (Table 7) both show the properties of robust and traditional loss functions. MSE loss shows the best performance in terms of maximal errors from the whole data set, which is the expected behaviour. It is since it heavily penalises points, which are far from target values. All robust losses perform better in all other metrics, the most interesting one is a median normalised error (MDE), which says by what fraction of true values models were typically off. It clearly shows models with robust losses are usually closer to true values. $R^2$ coefficient is not the most informative metric for such problems, since it quantifies the proportion of variance explained by the model. It is not suitable for problems with outliers, since the goal of the model is not to explain all variance in measurements, but to learn the underlying characteristics. This is also contained in the results, since there is only a very minor difference between $R^2$ for MSE, Log-Cosh and Adaptive loss.

These results are not fully reproducible, since used neural networks are sensitive to initialization. They should however not vary by much when trained with the same data and parameters. Differences between initialization outcomes are a minor factor, but they should be considered when conducting experiments.

Table 6. Results for robust hardness models for validation data.

|                        | Absolute |                       |       |       |       | Normalised |                       |       |       |       |
|------------------------|----------|------------------------|-------|-------|-------|------------|------------------------|-------|-------|-------|
|                        | MSE      | MAE                    | MDE   | MAX   | MSE   | MAE        | MDE                    | MAX   |       |       |
| MSE                    | 5358     | 50                     | 28    | 239   | 0.104 | 0.220      | 0.133                  | 0.381 | 0.786 |
| Log-Cosh               | 5276     | 41                     | 15    | 292   | 0.085 | 0.169      | 0.075                  | 0.464 | 0.789 |
| Huber                  | 6440     | 41                     | 13    | 351   | 0.075 | 0.154      | 0.082                  | 0.559 | 0.743 |
| Adaptive               | 4559     | 40                     | 15    | 275   | 0.054 | 0.143      | 0.072                  | 0.538 | 0.790 |

Test data was completely unseen by the models, and it can be used to generate the dependency between stand-off distance and predicted hardness. Those results were created using fitted models and a linear spacing of stand-off distances, generated between first and last measured samples. There were 19 measurements for each sample, but model trajectories were generated with 100 equally spaced points to analyse the behaviour of the model, especially in the region of the fusion line. Learned trajectories are shown in Figure 8 and Figure 9. Model trajectories are smoother than measurements, especially for samples 6-3. It is possible to see that models learn underlying characteristics and do not exhibit partly
random behaviour of the measurements. Differences between loss functions are difficult to see empirically, but are quite clearly distinguishable in computed metrics.

### Table 7. Results for robust hardness models for test data.

| Loss Function | Absolute | Normalised |
|---------------|----------|------------|
|               | MSE      | MAE        | MDE | MAX | MSE      | MAE | MDE | MAX | $R^2$ |
| MSE           | 5631     | 49         | 23  | 245 | 0.052   | 0.162| 0.120| 0.430| 0.820 |
| Log-Cosh      | 5132     | 36         | 11  | 306 | 0.028   | 0.097| 0.049| 0.537| 0.836 |
| Huber         | 8526     | 43         | 11  | 368 | 0.040   | 0.110| 0.054| 0.646| 0.727 |
| Adaptive      | 3682     | 33         | 12  | 253 | 0.041   | 0.109| 0.053| 0.495| 0.864 |

**Figure 8.** Predicted hardness for 3-2 samples.  
**Figure 9.** Predicted hardness for 6-3 samples.

### 4. Conclusions

In this study, neural networks fitted using robust machine learning algorithms were used to predict the hardness value of hardfacing layers manufactured by the GMAW method. The general conclusions can be drawn as follow:

1. Hardfacing layers have been successfully deposited on S235 based material. Method and parameters used to provide appropriate quality. The number of imperfections (mostly open porosity) should not have a high impact on the overall quality of the hardfacing layer.
2. The experiments taken examine the impact of three different variables on hardfacing layer properties. The influence of electric current, welding speed and beads number were taken into consideration. Noticeable correlations between variables provide a rationale for using machine learning to create black-box models of the considered welding process.
3. Neural modelling was shown to be successful for considered material and welding processes. For unseen test data models predicted material hardness after hardfacing layer was deposited with typical errors around 5% of true hardness. Those predictions were based only on the processing parameters. Moreover, applying robust learning methods for neural models enables those models to learn true underlying characteristics, without being affected by partly non-deterministic processes and human measurement errors.
4. This modelling framework is not typically used in welding technologies, so it requires further studies. However, the proposed method is promising, and can be employed for modelling welding processes with more potential improvements possible using robust learning algorithms.
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