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Abstract. The $\beta$-ensembles of random matrix theory with classical weights have many special properties. One is that the loop equations specifying the resolvent and corresponding multipoint correlators permit a derivation at general order of the correlator via Aomoto’s method from the theory of the Selberg integral. We use Aomoto’s method to derive the full hierarchy of loop equations for Laguerre and Jacobi $\beta$ ensembles, and use these to systematically construct the explicit form of the $1/N$ expansion at low orders. This allows us to give the explicit form of corrections to the global density, and allows various moments to be computed, complementing results available in the literature motivated by problems in quantum transport.

1. Introduction

Many applications of random matrices, for example in theoretical physics [21, 4] and multivariate statistics [29] make use of the explicit functional form for the eigenvalue probability density function (PDF). In this context, let $H$ be a Hermitian random matrix with eigenvalue/eigenvector decomposition $H = ULU^\dagger$, where $L$ is the diagonal matrix of eigenvalues $\{\lambda_j\}$ and $U$ the corresponding unitary matrix of normalised eigenvectors. Let the entries of $H$ be either real ($\beta = 1$), complex ($\beta = 2$) or real quaternion ($\beta = 4$) with the latter represented as $2 \times 2$ matrices (see e.g. [16, Eq. (1.20)]); the label $\beta$ – sometimes referred to as the Dyson index – is the number of independent real numbers in an off diagonal entry. A fundamental result of random matrix theory (see e.g. [16, Prop. 1.3.4]) is that the volume form associated with $H$, $(dH) = \prod_{i=1}^N dx_i \prod_{1 \leq j < k \leq N} |\lambda_k - \lambda_j|^\beta \prod_{j=1}^N d\lambda_j \left(U^\dagger du\right)$, which is the product of the differentials of the independent real numbers in each entry, transforms in terms of the eigenvalues and eigenvectors according to

\begin{equation}
(dH) = \prod_{1 \leq j < k \leq N} |\lambda_k - \lambda_j|^\beta \prod_{j=1}^N d\lambda_j \left(U^\dagger du\right).
\end{equation}
One sees immediately from (1.1) that the simplest eigenvalue PDFs coming from this setting are the functional forms

\[
\frac{1}{C_N} \prod_{l=1}^{N} w(\lambda_l) \prod_{1 \leq j < k \leq N} |\lambda_k - \lambda_j|^\beta,
\]

where \( C_N \) denotes the normalisation and \( w(\lambda) \) is referred to as the weight function. Random matrices with eigenvalue PDF specified by (1.2) are said to belong to a \( \beta \)-ensemble, indexed by \( \beta \) and \( w \), and denoted by \( ME_{\beta,N}[w] \) (here \( ME \) stands for matrix ensemble). Within this class, the so-called classical weights

\[
w(x) = \begin{cases} 
  e^{-x^2}, & \text{Gaussian} \\
  x^{a_1}e^{-x} \chi_{x>0}, & \text{Laguerre} \\
  x^{a_1}(1-x)^{a_2} \chi_{0<x<1}, & \text{Jacobi} \\
  1/((1+ix)^{\beta}(1-ix)^{\delta}), & \text{Cauchy}
\end{cases}
\]

where \( \chi_A = 1 \) if \( A \) is true and \( \chi_A = 0 \) otherwise, exhibit some distinguished properties. One is that for all the cases (1.3), \( C_N \) in (1.2) can be evaluated as an explicit product of gamma functions for general \( \beta > 0 \), by virtue of the Selberg integral [33, 18, 16, Ch. 4]. Another is that the averaged characteristic polynomial can, for general \( \beta > 0 \), be evaluated in terms of the \( N \)th degree polynomial associated with these weights, e.g. a Jacobi polynomial in the Jacobi case [3].

For \( \beta = 1, 2 \) and 4 the \( \beta \)-ensemble with Gaussian weight results from a PDF on the space of Hermitian matrices with real, complex and real quaternion entries proportional to \( \exp(-\text{Tr} \ H^2) \). Analogous specifications of PDFs on Hermitian matrices implying the other three weights in (1.3) can be given. For general \( \beta > 0 \) the \( \beta \)-ensembles with classical weights can be realised as the eigenvalue PDF of certain tridiagonal and Hessenberg matrices [12, 22]; see also [16].

Consider the Cauchy weight \( \beta \)-ensemble and set \( \alpha = b_1 + ib_2 + \beta(N-1)/2 \). Under the change of variables \( \lambda_l = i(1-e^{i\theta_l})/(1+e^{i\theta_l}) \), \( -\pi < \theta_l \leq \pi \), corresponding to a stereographic projection from the real line to the unit circle, this transforms to

\[
\frac{1}{C_N} \prod_{l=1}^{N} e^{b_2\theta_l}|1 + e^{ib_1}|^{2b_1} \prod_{1 \leq j < k \leq N} |e^{ib_k} - e^{ib_j}|^{\beta}
\]

(see e.g. [16, Eq. (3.124)]). The eigenvalue PDF (1.4) specifies a \( \beta \)-ensemble for unitary matrices, and has been referred to as the circular Jacobi \( \beta \)-ensemble [16, §3.9].

In previous works by two of the present authors, a detailed analysis of the Gaussian \( \beta \)-ensemble [36] and circular \( \beta \)-ensemble (1.4) [37] was carried out in the so-called global regime. This is the large \( N \) limit, taken simultaneous to a scaling of the eigenvalues, so
that the eigenvalue support is a finite interval. The main method used in the analysis was the loop equation formalism [25], [21], which provides for a systematic $1/N$ expansion of the spectral density. In the Gaussian case, but restricted to $\beta = 1, 2$ and 4, this was supplemented by the derivation of a specific $3^{rd}$ order (for $\beta = 2$) and $5^{th}$ order (for $\beta = 1$ and 4) linear differential equation satisfied by the spectral density. It is the purpose of the present paper to undertake an analogous study of the Laguerre and Jacobi $\beta$-ensembles, thereby making available in the literature the details of the loop equations, and their primary consequences, in all of the classical cases.

Particularly for the Dyson indices $\beta = 1, 2$ or 4, moments of the spectral density for the Laguerre and Jacobi $\beta$-ensembles are relevant to analysing the conductance and Wigner delay time associated with quantum transport and quantum cavities [35], [30], [23], [26], [27], [9], [10]. However, we don’t pursue this further here, but instead focus on demonstrating that there is a common mathematical framework underlying our ability to analyse the $\beta$-ensembles with classical weights using loop equations, namely integration by parts in the theory of the Selberg integral [3], [16 Ch. 4].

After introducing the relevant correlators in §2, and notation for their $1/N$ expansion, §3 focuses first on the derivation of the loop equations for the Laguerre $\beta$-ensemble using Aomoto’s method from Selberg integral theory, and then on detailing some of the consequences. The primary consequence is the determination of the explicit functional form for the first few terms in the $1/N$ expansion of the resolvent of the spectral density, or equivalently the corresponding expansion of the moment generating function. Section 4 gives an extension to the Jacobi case. The final step in the derivation of the loop equations in both the Laguerre and Jacobi cases requires reducing a hierarchy of equations involving $n$-point correlators down to a form involving only connected correlators. This is done by induction, with the details presented in Appendix A. In distinction to the Gaussian and Laguerre cases, the moments $m_k^{(j)}$ in the Jacobi $\beta$-ensemble are rational functions rather than polynomials in $1/N$. Thus even for small $k$ their exact form can only be accessed indirectly by a finite $1/N$ expansion. Nonetheless, methods based on Jack polynomials have been used in an earlier work to specify $m_1^{(j)}$ and $m_2^{(j)}$ [25]. In Appendix B we similarly specify $m_3^{(j)}$ and furthermore relate the $m_k^{(j)}$ with $a_1, a_2$ specialised to moments in the circular $\beta$-ensemble known from [37].

2. Resolvent, Connected Correlators and Large $N$ Form

Generally the eigenvalue density corresponding to (1.2), $\rho_1(\lambda)$, is defined so that $\int_a^b \rho_1(\lambda) d\lambda$ is equal to the expected number of eigenvalues between $a$ and $b$. Its Stieltjes
transform – also referred to as the resolvent – is given by
\[
W_1(x) = \int_{-\infty}^{\infty} \frac{\rho_1(\lambda)}{x - \lambda} \, d\lambda.
\] (2.1)

Introducing the notation \( \langle \cdot \rangle_{ME\beta,N[w]} \) to denote the average with respect to the \( \beta \)-ensemble weight \( w \) (1.2), this can be written
\[
W_1(x) = \langle \sum_{j=1}^{N} \frac{1}{x - \lambda_j} \rangle_{ME\beta,N[w]}.
\] (2.2)

For a large class of weights \( w \), there is a scale \( x = c_N s \) such that in the variable \( s \) and as \( N \to \infty \) the eigenvalue support is a finite interval, and moreover \( W_1(c_N s) \) can be expanded as a series in \( 1/N \) \[7\],
\[
c_N W_1(c_N s) = N \sum_{l=0}^{\infty} \frac{W_l(s)}{(N\sqrt{\kappa})^l}, \quad \kappa = \beta/2.
\] (2.3)

The average (2.2) is an example of a one-point correlator. To calculate \( \{W_k(s)\} \) via loop equations requires consideration of the corresponding general \( n \)-point correlator
\[
\bar{U}_n(x_1, \ldots, x_n) = \left\langle \sum_{j_1, \ldots, j_n=1}^{N} \frac{1}{(x_1 - \lambda_{j_1}) \cdots (x_n - \lambda_{j_n})} \right\rangle_{ME\beta,N[w]}.
\] (2.4)

Moreover, these quantities must be arranged to occur only in certain linear combinations \( \bar{W}_n \), the connected components of \( \bar{U}_n \), specified by
\[
\bar{W}_1(x) = \bar{U}_1(x)
\]
\[
\bar{W}_2(x_1, x_2) = \bar{U}_2(x_1, x_2) - \bar{U}_1(x_1)\bar{U}_1(x_2)
\]
\[
\bar{W}_3(x_1, x_2, x_3) = \bar{U}_3(x_1, x_2, x_3) - \bar{U}_2(x_1, x_2)\bar{U}_1(x_3) - \bar{U}_2(x_1, x_3)\bar{U}_1(x_2) - \bar{U}_2(x_2, x_3)\bar{U}_1(x_1) + 2\bar{U}_1(x_1)\bar{U}_1(x_2)\bar{U}_1(x_3)
\] (2.5)

and in general
\[
\bar{W}_n(x_1, \ldots, x_n) = \sum_{m=1}^{n} \sum_{G} (-1)^{m-1}(m-1)! \prod_{j=1}^{m} \bar{U}_{|G_j|}(x_{g_j(1)}, \ldots, x_{g_j(|G_j|)}),
\] (2.6)

where the sum over \( G \) is over all subdivisions of \( \{1, \ldots, n\} \) into \( m \) subsets \( G_j = \{g_j(1), \ldots, g_j(|G_j|)\} \). It is also true that \( \bar{U}_n \) can be written in terms of the \( W_k \) according to the inductive formula
\( \mathcal{W}_n(x_1, J_n) = \mathcal{W}_n(x_1, J_n) + \sum_{\emptyset \neq J \subseteq J_n} \mathcal{W}_{n-|J|}(x_1, J_n \setminus J) \mathcal{U}_{|J|}(J), \) \hspace{1cm} (2.7)

The crucial feature of the connected correlators \( \mathcal{W}_n \) is that, in distinction to the unconnected correlators \( \overline{\mathcal{W}}_n \), for large \( N \) they permit an expansion decaying like \( N^{2-n} \) \cite{7},

\[ c_N^n \mathcal{W}_n(c_N s_1, \ldots, c_N s_n) = N^{2-n} \kappa^{1-n} \sum_{l=0}^{\infty} \frac{W_n^l(s_1, \ldots, s_n)}{(N\sqrt{\kappa})^l}, \quad \kappa = \frac{\beta}{2}. \] \hspace{1cm} (2.8)

in the global regime, the latter referring to the scaling \( \lambda_j = c_j s \) so that the eigenvalue support is a finite interval as already introduced in (2.3); in fact (2.3) corresponds to the case \( n = 1 \). The \( W_n^l \) are independent of \( N \), but may depend on \( \kappa \). The structure of (2.8) leads to a closed system of equations for the determination of any one of the \( W_n^l \), and in particular for \( \{ W_n^1 \} \).

Of the quantities in (2.8), \( W_2^0(s_1, s_2) \) is special. Thus, as first derived in a loop equation study of Hermitian matrix models \cite{11}, for settings that the global eigenvalue density is supported on a single interval \((a, b)\), \( W_2^0 \) for general \( \kappa \) is expected to exhibit the universal form

\[ W_2^0(s_1, s_2) = \frac{s_1 s_2 - (a + b)(s_1 + s_2)/2 + ab}{2(s_1 - s_2)^2 \sqrt{(s_1 - a)(s_1 - b)(s_2 - a)(s_2 - b)}} - \frac{1}{2(s_1 - s_2)^2}. \] \hspace{1cm} (2.9)

Our results below indeed conform with (2.9) in all cases considered.

3. Loop Equations for the Laguerre \( \beta \)-Ensemble

3.1. Aomoto’s Method. Let \( \epsilon_p(x_1, \ldots, x_n) = \sum_{1 \leq j_1 < \cdots < j_p \leq n} \prod_{i=1}^p x_{j_i} \) denote the \( p \)th elementary symmetric function. Aomoto \cite{3} (see also \cite{16} §4.6) showed how integration by parts could be used to deduce a first order recurrence in \( p \) for \( \langle \epsilon_p \rangle_{ME_{\beta,N}[\lambda^a(1-\lambda)^{e-\lambda}]} \). Here we will show how this same general strategy, applied to the averages

\[ \left\langle \sum_{j_1=1}^{N} \frac{\partial}{\partial \lambda_{j_1}} \sum_{j_2, \ldots, j_n=1}^{N} \frac{1}{(x_2 - \lambda_{j_2}) \cdots (x_n - \lambda_{j_n})} \right\rangle_{ME_{\beta,N}[\lambda^a(1-\lambda)^{e-\lambda}]}^+ \] \hspace{1cm} (3.1)

and

\[ \left\langle \sum_{j_1=1}^{N} \frac{\partial}{\partial \lambda_{j_1}} \sum_{j_2, \ldots, j_n=1}^{N} \frac{1}{x_1 - \lambda_{j_1} \cdots (x_n - \lambda_{j_n})} \right\rangle_{ME_{\beta,N}[\lambda^a(1-\lambda)^{e-\lambda}]}^+ \] \hspace{1cm} (3.2)

leads us to the general loop equation for the Laguerre \( \beta \)-ensemble. Here, the superscript \( + \) indicates that the derivative operation \( \frac{\partial}{\partial \lambda_{j_1}} \) is to act on all functions of \( \lambda_{j_1} \) to the right, including those present in the PDF when viewing the average as an integral. In particular,
one must take special care in the cases \( j_p = j_1 \) for \( p \neq 1 \). We take this opportunity to replace the notation \( \langle \cdot \rangle_{ME_{\beta,N}[\lambda^1 e^{-\lambda}]} \) with \( \langle \cdot \rangle^{(L)} \).

**Proposition 3.1.** Define \( \overline{U}_0 = 1 \). For \( \alpha_1 > 0 \) at least we have

\[
0 = -\chi_{n \neq 1} \sum_{k=2}^{n} \frac{\partial}{\partial x_k} \overline{U}_{n-1}(x_2, \ldots, x_n) + \alpha_1 \left( \sum_{j_1, \ldots, j_n = 1}^{N} \frac{1}{\lambda_{j_1}} \sum_{j_2, \ldots, j_n = 1}^{N} \frac{1}{\lambda_{j_2}} \cdots (x_2 - \lambda_{j_2}) \cdots (x_n - \lambda_{j_n}) \right)^{(L)}
- N \overline{U}_{n-1}(x_2, \ldots, x_n).
\]

(3.3)

**Proof.** By the fundamental theorem of calculus in the variable \( \lambda_j \), since with the assumption \( \alpha_1 > 0 \) the integrand vanishes at \( \lambda_j = 0 \), and it also vanishes as \( \lambda_j \to \infty \), the average \( \langle \cdot \rangle^{(L)} \) equals zero. On the other hand we can perform the differentiation directly, using the explicit functional form following from \( (1.2) \) for \( ME_{\beta,N}[x^2 e^{-x}] \), allowing us to conclude

\[
0 = -\chi_{n \neq 1} \sum_{k=2}^{n} \frac{\partial}{\partial x_k} \overline{U}_{n-1}(x_2, \ldots, x_n) + \alpha_1 \left( \sum_{j_1, \ldots, j_n = 1}^{N} \frac{1}{\lambda_{j_1}} \sum_{j_2, \ldots, j_n = 1}^{N} \frac{1}{\lambda_{j_2}} \cdots (x_2 - \lambda_{j_2}) \cdots (x_n - \lambda_{j_n}) \right)^{(L)}
+ \beta \left( \sum_{j_1, \ldots, j_n = 1}^{N} \frac{1}{\lambda_{j_1}} \sum_{j_2, \ldots, j_n = 1}^{N} \frac{1}{\lambda_{j_2}} \cdots (x_2 - \lambda_{j_2}) \cdots (x_n - \lambda_{j_n}) \right)^{(L)}
- \langle \sum_{j_1, \ldots, j_n = 1}^{N} \frac{1}{\lambda_{j_1}} \sum_{j_2, \ldots, j_n = 1}^{N} \frac{1}{\lambda_{j_2}} \cdots (x_2 - \lambda_{j_2}) \cdots (x_n - \lambda_{j_n}) \rangle^{(L)},
\]

where the notation \( \hat{j}_k \) denotes that the series does not sum over \( j_k \). Comparison with \( (3.3) \) and recalling \( (2.4) \) shows that the only remaining task is to show that the second average vanishes. This holds true since the quantity in the average is antisymmetric upon interchange of \( \lambda_{j_1} \) and \( \lambda_p \). \( \square \)

Applying analogous reasoning, beginning with \( (3.2) \) gives a companion identity to \( (3.3) \).

**Proposition 3.2.** In the same setting as Proposition 3.1

\[
0 = -\frac{\partial}{\partial x_1} \overline{U}_{n}(x_1, \ldots, x_n) - \chi_{n \neq 1} \sum_{k=2}^{n} \frac{\partial}{\partial x_k} \left\{ \overline{U}_{n-1}(x_1, \ldots, x_k, \ldots, x_n) - \frac{\overline{U}_{n-1}(x_2, \ldots, x_n)}{x_k - x_1} \right\}
+ \alpha_1 \left( \sum_{j_1, \ldots, j_n = 1}^{N} \frac{1}{\lambda_{j_1}} (x_1 - \lambda_{j_1}) \cdots (x_n - \lambda_{j_n}) \right)^{(L)}
- \overline{U}_n(x_1, \ldots, x_n)
+ \beta \left( \sum_{j_1, \ldots, j_n = 1}^{N} \frac{1}{\lambda_{j_1}} (x_1 - \lambda_{j_1}) \cdots (x_n - \lambda_{j_n}) \sum_{p=1}^{N} \frac{1}{\lambda_{j_1} - \lambda_p} \right)^{(L)},
\]

(3.4)
where the notation \( \hat{x}_k \) in \( \overline{U}_{n-1}(x_1, \ldots, \hat{x}_k, \ldots, x_n) \) denotes that \( x_k \) is not an argument of \( \overline{U}_{n-1} \).

We observe that upon use of the simple partial fraction formula

\[
\frac{1}{\lambda_{j_1}(x_1 - \lambda_{j_1})} = \frac{1}{x_1} \left( \frac{1}{\lambda_{j_1}} + \frac{1}{x_1 - \lambda_{j_1}} \right)
\]

in the third line of (3.4), the identity (3.3) can be used to express the relevant average entirely in terms of \( \overline{U} \)'s,

\[
\alpha_1 \left\langle \sum_{j_1, \ldots, j_n=1}^N \frac{1}{\lambda_{j_1}(x_1 - \lambda_{j_1}) \cdots (x_n - \lambda_{j_n})} \right\rangle^{(L)}
= \frac{\alpha_1}{x_1} \overline{U}_n(x_1, \ldots, x_n) + \chi_{n=1} \frac{N}{x_1} + \chi_{n \neq 1} \frac{N}{x_1} \overline{U}_{n-1}(x_2, \ldots, x_n)
+ \chi_{n \neq 1} \sum_{k=2}^n \frac{\partial}{\partial x_k} \overline{U}_{n-1}(x_2, \ldots, x_n)
\]

We're still faced with the task of identifying the final average in (3.4) in terms of the \( \overline{U} \)'s.

**Lemma 3.3.** With \( \kappa = \beta/2 \) we have

\[
\beta \left\langle \sum_{j_1, \ldots, j_n=1}^N \frac{1}{(x_1 - \lambda_{j_1}) \cdots (x_n - \lambda_{j_n})} \sum_{p=1}^n \frac{1}{\lambda_{j_1} - \lambda_p} \right\rangle^{(L)}
= \kappa \overline{U}_{n+1}(x_1, x_1, x_2, \ldots, x_n) + \kappa \frac{\partial}{\partial x_1} \overline{U}_n(x_1, \ldots, x_n).
\]

**Proof.** Interchanging \( \lambda_{j_1} \) and \( \lambda_p \) allows the replacement

\[
\frac{1}{(x - \lambda_{j_1})(\lambda_{j_1} - \lambda_p)} \mapsto \frac{1}{2} \frac{\lambda_{j_1} - \lambda_p}{\lambda_{j_1} - \lambda_{j_1}} \left( \frac{1}{x_1 - \lambda_{j_1}} - \frac{1}{x_1 - \lambda_{j_1}} \right) = \frac{1}{2} \frac{1}{(x_1 - \lambda_{j_1})(x_1 - \lambda_{j_1})}
\]

in the LHS of (3.7), and the RHS follows. \( \square \)

Substituting (3.6) and (3.7) in (3.4) all terms now involve the correlators (2.4), and we have

\[
0 = \left[ (\kappa - 1) \frac{\partial}{\partial x_1} + \left( \frac{\alpha_1}{x_1} - 1 \right) \right] \overline{U}_n(x_1, J_n) + \frac{N}{x_1} \overline{U}_{n-1}(J_n)
+ \chi_{n \neq 1} \sum_{k=2}^n \frac{\partial}{\partial x_k} \left\{ \frac{\overline{U}_{n-1}(x_1, \ldots, \hat{x}_k, \ldots, x_n) - \overline{U}_{n-1}(J_n)}{x_1 - x_k} + \frac{1}{x_1} \overline{U}_{n-1}(J_n) \right\}
+ \kappa \overline{U}_{n+1}(x_1, x_1, J_n),
\]

(3.8)
where \( J_n \) is as in (2.7). Moreover, this can be written in terms of the connected correlators \( \{ \overline{W}_k \} \) to give us the hierarchy of loop equations for the Laguerre \( \beta \)-ensemble.

**Proposition 3.4.** With \( \kappa = \beta / 2 \) and \( J_n \) as in (2.7), for \( n \in \mathbb{Z}^+ \) we have

\[
0 = \left[ (\kappa - 1) \frac{\partial}{\partial x_1} + \left( \frac{a_1}{x_1} - 1 \right) \right] \overline{W}_n(x_1, J_n) + \chi_{n=1} \frac{N}{x_1}
+ \chi_{n \neq 1} \sum_{k=2}^n \frac{\partial}{\partial x_k} \left\{ \frac{\overline{W}_{n-1}(x_1, \ldots, \hat{x}_k, \ldots, x_n) - \overline{W}_{n-1}(J_n)}{x_1 - x_k} + \frac{1}{x_1} \overline{W}_{n-1}(J_n) \right\}
+ \kappa \left[ \overline{W}_{n+1}(x_1, x_1, J_n) + \sum_{\{j \leq J_n\}} \overline{W}_{|j|+1}(x_1, J) \overline{W}_{n-|j|}(x_1, J_n \setminus J) \right].
\] (3.9)

**Proof.** In the case \( n = 1 \), (3.8) reads

\[
0 = \left[ (\kappa - 1) \frac{\partial}{\partial x_1} + \left( \frac{a_1}{x_1} - 1 \right) \right] \overline{U}_1(x_1) + \frac{N}{x_1} + \kappa \overline{U}_2(x_1, x_1).
\] (3.10)

Recalling (2.5), in terms of the \( \overline{W} \)’s this reads

\[
0 = \left[ (\kappa - 1) \frac{\partial}{\partial x_1} + \left( \frac{a_1}{x_1} - 1 \right) \right] \overline{W}_1(x_1) + \frac{N}{x_1} + \kappa \left[ \overline{W}_2(x_1, x_1) + \overline{W}_1(x_1) \overline{W}_1(x_1) \right]
\] (3.10)

which agrees with (3.9) for \( n = 1 \).

For \( n = 2 \), we again begin by replacing the \( \overline{U} \)’s by the \( \overline{W} \)’s according to (2.5). We then subtract (3.10) multiplied by \( \overline{W}_1(x_2) \) to arrive at (3.9).

The general \( n \) case of (3.8) can be deduced from (3.8) using induction on the cases \( n - 1, n - 2, \ldots, 1 \), with \( n = 1 \) and \( n = 2 \) as the base cases. This requires use of (2.7). The details are given in Appendix A; see also [32]. \[\square\]

**Remark 3.5.** For the Gaussian \( \beta \)-ensemble \( ME_{\beta,N}[e^{-x^2}] \) the \( n^{\text{th}} \) loop equation is \([6], [8], [56]\)

\[
0 = \left[ (\kappa - 1) \frac{\partial}{\partial x_1} - 2x \right] \overline{W}_n(x_1, J_n) + \chi_{n=1} (2N)
+ \chi_{n \neq 1} \sum_{k=2}^n \frac{\partial}{\partial x_k} \left\{ \frac{\overline{W}_{n-1}(x_1, \ldots, \hat{x}_k, \ldots, x_n) - \overline{W}_{n-1}(J_n)}{x_1 - x_k} \right\}
+ \kappa \left[ \overline{W}_{n+1}(x_1, x_1, J_n) + \sum_{\{j \leq J_n\}} \overline{W}_{|j|+1}(x_1, J) \overline{W}_{n-|j|}(x_1, J_n \setminus J) \right].
\] (3.11)

The structural similarity with (3.9) is evident.
3.2. **Global Scaling and a Triangular System for \( \{W_k^n\} \).** We see that the first loop equation (3.10) involves \( W_1 \) and \( W_2 \), while (3.9) shows that the \( n \)th loop equation involves \( \{W_j^{n+1}\}_{j=1}^n \). Thus there are always more unknowns than equations. This circumstance changes if we consider expansions of the loop equations in powers of \( 1/N \). To be able to expand the \( W_j \) in this manner, we know from (2.8) that global scaling of the eigenvalues is required so that for large \( N \) the eigenvalue density is supported on a compact interval. Since the Laguerre \( \beta \)-ensemble \( ME_{\beta,N}[x^\alpha e^{-x}] \) has its leading order eigenvalue support on \( (0,4N\kappa) \) [16 Prop. 3.2.3], we thus set \( C_N = N\kappa \) in (2.8) and we further define the global scaled connected correlator \( W_n \) by

\[
W_n(s_1, \ldots, s_n) = (N\kappa)^n W_n(N\kappa s_1, \ldots, N\kappa s_n).
\]

(3.12)

In terms of this scaled correlator, the \( n \)th loop equation reads

\[
0 = \left[ \frac{1}{N} \left( 1 - \frac{1}{\kappa} \right) \frac{\partial}{\partial s_1} + \left( \frac{\alpha_1}{N\kappa s_1} - 1 \right) \right] W_n(s_1, \ldots, s_n) + \frac{N}{s_1} \frac{\partial}{\partial s_1} W_n(s_1, \ldots, s_n) + \frac{1}{s_1} W_n-1(s_1, \ldots, s_n)
\]

\[
+ \frac{\kappa-1}{N\kappa} \sum_{k=2}^n \frac{\partial}{\partial s_k} \left\{ W_{n-1}(s_1, \ldots, s_k, \ldots, s_n) - W_{n-1}(s_2, \ldots, s_n) \right\}
\]

\[
+ \frac{1}{N} \left[ W_{n+1}(s_1, s_1, s_2, \ldots, s_n) + \sum_{J \subseteq \{s_2, \ldots, s_n\}} W_{|J|+1}(s_1, J) W_{n-|J|}(s_1, s_2, \ldots, s_n) \right].
\]

(3.13)

We now substitute the RHS of (2.8) for \( W_n \) and equate like powers of \( 1/N \). This gives a hierarchy of equations which in a sense to be made precise subsequently, permits a unique solution.

**Proposition 3.6.** In the case \( n = 1 \), we deduce from (3.13) that

\[
0 = \left( W_1^0(s_1) \right)^2 - W_1^0(s_1) + \frac{1}{s_1},
\]

(3.14)

and that for \( l \geq 1 \)

\[
0 = W_l^{l-2}(s_1, s_1) + \sum_{k=0}^l W_l^k(s_1) W_l^{l-k}(s_1) + h \frac{d}{ds_1} W_l^{l-1}(s_1) + \frac{\alpha_1}{\sqrt{\kappa s_1}} W_l^{l-1}(s_1) - W_l^1(s_1),
\]

(3.15)

where \( h := \sqrt{\kappa} - 1/\sqrt{\kappa} \) and \( W_{n-1}^0 := 0 \) for all \( n \geq 1 \).

For \( n \geq 2 \), we deduce from (3.13) that

\[
0 = -W_n^0(s_1, \ldots, s_n) + \sum_{J \subseteq \{s_2, \ldots, s_n\}} W_{|J|+1}^0(s_1, J) W_{n-|J|}^0(s_1, s_2, \ldots, s_n) \frac{\partial}{\partial s_1} \left\{ W_{n-1}^0(s_1, \ldots, s_k, \ldots, s_n) - W_{n-1}^0(s_2, \ldots, s_n) \right\}
\]

\[
+ \sum_{k=2}^n \frac{\partial}{\partial s_k} \left\{ W_{n-1}^0(s_1, \ldots, s_k, \ldots, s_n) - W_{n-1}^0(s_2, \ldots, s_n) \right\}
\]

(3.16)
and that for \( l \geq 1 \)
\[
0 = h \frac{\partial}{\partial s_1} W_{n-1}^l(s_1, \ldots, s_n) + \frac{\alpha_1}{\sqrt{ks_1}} W_{n-1}^l(s_1, \ldots, s_n) - W_n^l(s_1, \ldots, s_n)
\]
\[
+ \sum_{k=2}^n \frac{\partial}{\partial s_k} \left\{ \frac{W_{n-1}^l(s_1, \ldots, s_k, \ldots, s_n) - W_n^l(s_2, \ldots, s_n)}{s_1 - s_k} + \frac{1}{s_1} W_{n-1}^l(s_2, \ldots, s_n) \right\}
\]
\[
+ W_{n+1}^l(s_1, s_1, s_2, \ldots, s_n) + \sum_{j \subseteq \{s_2, \ldots, s_n\}} \sum_{k=0}^l W_n^j(s_1, J) W_n^{l-j}(s_1, (s_2, \ldots, s_n) \setminus J). \tag{3.17}
\]

**Remark 3.7.** We see from (3.15) and (3.17) that knowledge of \( W_{n'}^l \), with the first two arguments repeated is required; for example (3.15) with \( l = 2 \) needs \( W_2^0(s_1, s_1) \) as input. On the other hand, inspection of (3.16) shows
\[
0 = -W_2^0(s_1, s_2) + 2W_2^0(s_1, s_2)W_1^0(s_1) + \frac{\partial}{\partial s_2} \left\{ \frac{W_2^0(s_1) - W_2^0(s_2)}{s_1 - s_2} + \frac{1}{s_1} W_1^0(s_2) \right\}, \tag{3.18}
\]
so it is not possible to literally set \( s_1 = s_2 \) due to the removable singularity. Instead, a limiting process must be adopted.

**Remark 3.8.** In deducing the system of equations of Proposition 3.6 from (3.13) it has been assumed that \( \alpha_1 \) is of order unity. The case that \( \alpha_1 \) is of order \( N \) is considered in §3.7.

### 3.3. Solving for \( \{W_1^k\} \)

The equation (3.14) is a quadratic and so uniquely determines \( W_1^0 \) up to the branch of the square root. Since from (2.1), \( W_1(x) \sim N/x \) as \( x \to \infty \), it follows from (2.8) that \( W_1^0(s) \sim 1/s \) as \( s \to \infty \) thus uniquely determining the solution of (3.14) as
\[
W_1^0(s_1) = \frac{1}{2} \left( 1 - \sqrt{1 - \frac{4}{s_1}} \right). \tag{3.19}
\]
We can now use knowledge of \( W_1^0 \) to determine \( W_1^1 \) since (3.15) with \( l = 1 \) reads
\[
0 = 2W_1^0(s_1)W_1^1(s_1) + h \frac{d}{ds_1} W_1^0(s_1) + \frac{\alpha_1}{\sqrt{k}s_1} W_1^0(s_1) - W_1^1(s_1). \tag{3.20}
\]
Thus we have
\[
W_1^1(s_1) = \frac{\alpha_1}{2\sqrt{k}} \left( \frac{1}{t_1} - \frac{1}{s_1} \right) - \frac{h}{t_1^2}, \tag{3.21}
\]
where we have introduced the notation
\[
t_1 := s_1 \sqrt{1 - \frac{4}{s_1}}. \tag{3.22}
\]
Also, to solve (3.18) for \( W_2^0(s_1, s_2) \) only requires knowledge of \( W_1^0(s_1) \), allowing us to deduce the validity of (2.9) with interval of support corresponding to \( a = 0, b = 4 \). Generally in (2.9)
the singularity at \( s_1 = s_2 \) is removable and we have

\[
W^0_2(s_1, s_1) = \frac{(b - a)^2}{16(s_1 - b)^2(s_1 - a)^2},
\]

which in the present setting gives

\[
W^0_2(s_1, s_1) = \frac{1}{t_1^4}.
\]  

Setting \( l = 2 \) in (3.15) we see that \( W^2_l \) is determined by \( W^0_2(s_1, s_1), W^0_1(s_1) \) and \( W^1_1(s_1) \), all of which are known. Thus substituting (3.24), (3.21) and (3.19) shows

\[
W^2_1(s_1) = \frac{s_1}{t_1^2} + \frac{\alpha^2_1}{\kappa t_1^2} - \frac{h \alpha_1}{2 \sqrt{\kappa}} \left( \frac{4 - s_1}{t_1^2} + \frac{s_1^2}{t_1^4} \right) + \frac{h^2 2s_1^2 - 3s_1}{t_1^4}.
\]  

More generally, if \( l \) is even we first use (3.16) to compute \( W^0_{l/2 + 1}(s_1, \ldots, s_{l/2}) \). Then we successively use the loop equation for \( W^l_n \) (3.17) with \( l \geq 2 \) to compute \( W^l_n \) with \( l \) increasing by 2 and \( n \) decreasing by 1 at each step. If \( l \) is odd, we use (3.17) with \( l = 1 \) to compute \( W^1_{(l+1)/2}(s_1, \ldots, s_{(l+1)/2}) \) and repeat the above procedure to compute \( W^l_n \). The following table specifies the order in which the first ten coefficients of \( W_l \) are calculated in thirty six steps.

| \( l \) | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-----|----|----|----|----|----|----|----|----|----|----|----|
| 1   | 1  | 2  | 4  | 6  | 9  | 12 | 16 | 20 | 25 | 30 | 36 |
| 2   | 3  | 5  | 8  | 11 | 15 | 19 | 24 | 29 | 35 |    |    |
| 3   | 7  | 10 | 14 | 18 | 23 | 28 | 34 |    |    |    |    |
| 4   | 13 | 17 | 22 | 27 | 33 |    |    |    |    |    |    |
| 5   | 21 | 26 | 32 |    |    |    |    |    |    |    |    |
| 6   |    |    | 31 |    |    |    |    |    |    |    |    |

Due to space restrictions, we record only \( W^3_1(s_1) \),

\[
W^3_1(s_1) = -h \left( \frac{s_1^4 + 6s_1^3 - 6s_1^2}{t_1^8} \right) - h^3 \left( \frac{6s_1^4 - 12s_1^3 + 12s_1^2}{t_1^8} \right) + \frac{\alpha_1}{\sqrt{\kappa}} \left( \frac{s_1^3 + s_1^2}{t_1^4} \right)
\]

\[
- \frac{h^2 \alpha_1}{\sqrt{\kappa}} \left( \frac{s_1^3 - 6s_1^2 + 8s_1}{t_1^4} \right) - \frac{h \alpha_1^2}{2 \kappa} \left( \frac{1}{t_1^3} \right) + \frac{h^2 \alpha_1^2}{2 \kappa} \left( \frac{1}{t_1^3} \right) + \frac{\alpha_1^3}{\kappa \sqrt{\kappa}} \left( \frac{s_1}{t_1^5} \right).
\]  

Inspection of the explicit forms (3.16), (3.21), (3.25) and (3.26) of \( W^0_1, \ldots, W^3_1 \) reveals that each is a polynomial in \( h = \sqrt{\kappa} - 1/\sqrt{\kappa} \) and \( \alpha_1/\sqrt{\kappa} \) of degree \( l \). Moreover, for
With the renormalised global density specified by \( \tilde{\rho} \), which such oscillatory terms are absent.

\[ W^l_1(s_1) = O \left( \frac{1}{s_1} \right). \quad (3.27) \]

3.4. Smoothed Density. Recalling (2.1) and (3.12) we have

\[ W_1(s) = N \kappa \int_0^\infty \frac{\rho_1(Ns\lambda)}{s - \lambda} d\lambda. \quad (3.28) \]

If we knew \( W_1(s) \) as an analytic function of \( s \), \( \rho_1 \) would be reconstructed using the Sokhotski-Plemelj formula

\[ \rho_1(Ns) = \frac{1}{2\pi i} \lim_{\epsilon \to 0^+} (W_1(s - i\epsilon) - W_1(s + i\epsilon)) \quad (3.29) \]

for the inverse Stieltjes transform. However the loop equation formalism does not give an exact formula for \( W_1(s) \), but rather terms in the \( 1/N \) expansion

\[ W_1(s) = N \sum_{l=0}^\infty \frac{W^l_1(s)}{(N\sqrt{\kappa})^l}, \quad (3.30) \]

With the renormalised global density specified by \( \tilde{\rho}_1(s;N) = \kappa \rho_1(Ns) \), and thus the normalisation \( \int_0^\infty \tilde{\rho}_1(s;N)ds = 1 \), this suggests

\[ \tilde{\rho}_1(s;N) = \sum_{l=0}^\infty \frac{\tilde{\rho}^l_1(s)}{(N\sqrt{\kappa})^l}, \quad (3.31) \]

where the \( \tilde{\rho}^l_1(s) \) are independent of \( N \) and given by

\[ \tilde{\rho}^l_1(x) = \frac{1}{2\pi i} \lim_{\epsilon \to 0^+} \left( W^l_1(x - i\epsilon) - W^l_1(x + i\epsilon) \right). \quad (3.32) \]

However, unlike (3.30), (3.31) does not correspond to the true large \( N \) asymptotic expansion of \( \tilde{\rho}_1(s;N) \). Explicit calculation of the large \( N \) asymptotic expansion of \( \tilde{\rho}_1(s;N) \) for \( \beta = 1, 2 \) and 4 \cite{17, 20} and also for all even values of \( \beta \) \cite{11}, shows that in addition to a series in \( 1/N \) there are also oscillatory terms with frequency proportional to \( N \). Thus \( \tilde{\rho}_1(s;N) \) as corresponding to (3.31) is to be interpreted as the smoothed global density, in which such oscillatory terms are absent.

To make use of (3.32), we see from the explicit forms (3.19), (3.21), (3.25) and (3.26) of \( W^0_1, \ldots, W^3_1 \) that knowledge of the inverse Stieltjes transform of \( (s - c)^{-m} \) is required for positive integer \( m \), as is that of \( (1 - 4/s)^{1/2 - n} \) for integer \( n \). One can readily verify that the former is equal to the distribution given by the \( (m - 1)^{th} \) derivative of the Dirac delta function

\[ \frac{(-1)^{m-1}}{(m-1)!} \delta^{(m-1)}(x - c), \quad (3.33) \]
while the latter is equal to
\[ \frac{(-1)^{n+1}}{\pi} \left(\frac{4}{x} - 1\right)^{\frac{1}{2} - n} \chi_{x \in (0,4)}. \]

Explicit functional forms for \( \tilde{\rho}_0, \ldots, \tilde{\rho}_3 \) can now be given, although to save space only the first three are noted.

**Proposition 3.9.** With \( \tilde{\rho}_l(x) \) specified by (3.32) and corresponding to the coefficients in the \( 1/N \) expansion of the smoothed global density (3.31), we have
\[ \tilde{\rho}_0(x) = \frac{1}{2\pi} \sqrt{\frac{4}{x} - 1} \chi_{x \in (0,4)}, \]
\[ \tilde{\rho}_1(x) = \frac{h}{4} \left[ \delta(x) - \delta(x - 4) \right] + \frac{\alpha_1}{2\sqrt{\kappa}} \left[ \frac{1}{\pi x} \left(\frac{4}{x} - 1\right)^{-\frac{1}{2}} \chi_{x \in (0,4)} - \delta(x) \right], \]
\[ \tilde{\rho}_2(x) = \frac{1}{\pi x^4} \left(\frac{4}{x} - 1\right)^{-\frac{5}{2}} \chi_{x \in (0,4)} - \frac{\alpha_1^2}{\pi x^3 \kappa} \left(\frac{4}{x} - 1\right)^{-\frac{3}{2}} \chi_{x \in (0,4)} \]
\[ + \frac{h^2}{2\kappa} \left[ \frac{5}{\pi x^4} \left(\frac{4}{x} - 1\right)^{-\frac{5}{2}} \chi_{x \in (0,4)} - \frac{2}{\pi x^3} \left(\frac{4}{x} - 1\right)^{-\frac{3}{2}} \chi_{x \in (0,4)} \right] \]
\[ + \frac{h \alpha_1}{2\sqrt{\kappa}} \left[ \frac{1}{\pi x^2} \left(\frac{4}{x} - 1\right)^{-\frac{1}{2}} \chi_{x \in (0,4)} + \delta'(x - 4) \right]. \]

**Remark 3.10.** For \( l \geq 2 \) we see that the \( \tilde{\rho}_l(x) \) contain non-integrable singularities at \( x = 0 \) and \( x = 4 \). The analogous quantities for the Gaussian \( \beta \)-ensemble also have non-integrable singularities at the end-points of their support, and in that setting, it was shown that all averages of monomials become well defined upon interpreting the integrals according to the value implied by the gamma function evaluation of the beta integral
\[ \int_0^1 y^{a-1} (1 - y)^{b-1} \, dy = \frac{\Gamma(a) \Gamma(b)}{\Gamma(a + b)}. \quad (3.34) \]

This prescription similarly works in the present setting; in particular one can use (3.34) in conjunction with the explicit functional forms of Proposition 3.9 to verify that for \( p \in \mathbb{N}_0 \)
\[ \int_{-\infty}^{\infty} |x|^p \tilde{\rho}_l(x) \, dx = 0, \quad p < l, \quad (3.35) \]
which is equivalent to (3.27).
3.5. **Moments.** Recalling the definition of $\tilde{\rho}(1)(s;N)$ below (3.30), (3.28) reads

$$W_1(s) = N \int_0^\infty \frac{\tilde{\rho}(1)(s;N)}{s - \lambda} d\lambda. \quad (3.36)$$

Using the geometric series to expand $1/(1 - \lambda/s)$ for large $|s|$ and integrating term by term shows

$$\frac{1}{N} W_1(s) = \frac{1}{s} + \sum_{k=1}^\infty \frac{\tilde{m}_k}{s^{k+1}}, \quad (3.37)$$

where the $\tilde{m}_k$ are the moments of the scaled density,

$$\tilde{m}_k = \int_0^\infty s^k \tilde{\rho}(1)(s;N) ds. \quad (3.38)$$

A fundamental property of the $\tilde{m}_k = \tilde{m}_k^{(L)}$ in the Laguerre case derivable from Jack polynomial theory [13], [25] is that they are polynomials of degree $k$ in $1/N$,

$$\tilde{m}_k^{(L)} = \sum_{i=0}^k a_i^{(k)} N^{-i}. \quad (3.39)$$

Substituting the expansion (3.30) in the LHS of (3.37), and substituting (3.39) on the RHS, then equating like powers of $1/N$ shows

$$W_1^l(s) = \kappa^{l/2} \sum_{k=1}^\infty \frac{a_l^{(k)}}{s^{k+1}}. \quad (3.40)$$

Note in particular the consistency with (3.27).

Since from §3.3 we know the explicit functional form of $W_1^l(s)$ for $l = 0, \ldots, 3$, we can expand for large $s$ and make use of (3.39) and (3.40) to read off the exact expressions for the small order moments.

**Proposition 3.11.** We have

$$\tilde{m}_0^{(L)} = 1,$$

$$\tilde{m}_1^{(L)} = 1 + \frac{1 - \kappa + \alpha_1}{N\kappa},$$

$$\tilde{m}_2^{(L)} = 2 + \frac{4 - 4\kappa + 3\alpha_1}{N\kappa} + \frac{2 - 4\kappa + 2\kappa^2 + 3\alpha_1 - 3\kappa \alpha_1 + \alpha_1^2}{N^2\kappa^2},$$

$$\tilde{m}_3^{(L)} = 5 - \frac{2(8\kappa - 5\alpha_1 - 8)}{N\kappa} + \frac{17 - 33\kappa + 17\kappa^2 + 21\alpha_1 - 21\kappa \alpha_1 + 6\alpha_1^2}{N^2\kappa^2}$$

$$+ \frac{6 - 17\kappa + 17\kappa^2 - 6\kappa^3 + 11\alpha_1 - 21\kappa \alpha_1 + 11\kappa^2 \alpha_1 + 6\alpha_1^2 - 6\kappa \alpha_1^2 + \alpha_1^3}{N^3\kappa^3}.$$
Remark 3.12. Let $m^{(L)}_k = N^k \tilde{m}^{(L)}_k$, and write $m^{(L)}_k = m^{(L)}_k(\kappa, N, \alpha_1)$. Inspection of the above results reveals the symmetry

$$m^{(L)}_k(\kappa, N, \alpha_1) = (-\kappa)^{-k} m^{(L)}_k(1/\kappa, -\kappa N, -\alpha_1/\kappa). \quad (3.41)$$

This result can be deduced in general as a corollary of [13] Th.2.11. Writing $W^k_1(s) = W^k_1(s; \kappa, \alpha_2)$, it is in keeping with the symmetry

$$W^k_1(s; \kappa, \alpha_1) = (-1)^k W^k_1(s; 1/\kappa, -\alpha_1/\kappa), \quad (3.42)$$

which we observe is satisfied by (3.21), (3.25) and (3.26).

Also, we make the empirical observation that for $\alpha_1 = 0$ the denominator of a term with numerator $(N\kappa)^l$ is a reciprocal polynomial in $\kappa$ with its zeros on the unit circle in the complex $\kappa$ plane. See [36] for an analogous property in the case of the Gaussian $\beta$-ensemble. As a final remark, we note that the results of proposition 3.11 are also given in [25] Appendix A with the identification $m^{(L)}_k = \kappa^{-k-1} M^{(L)}_k$.

Inspection of Proposition 3.11 reveals the integer sequence $1, 1, 2, 5, \ldots$ as the leading term in the $1/N$ expansion of $\tilde{m}^{(L)}_0, \tilde{m}^{(L)}_1, \tilde{m}^{(L)}_2, \tilde{m}^{(L)}_3, \ldots$, or in the notation of (3.39) as the value of $\tilde{a}^{(k)}_0$ $(k = 0, 1, 2, 3, \ldots)$. On the other hand, (3.40) and (3.41) together tell us

$$\frac{1}{2} \left( 1 - \sqrt{1 - \frac{4}{s}} \right) = \sum_{k=0}^{\infty} \frac{a^{(k)}_0}{s^{k+1}}.$$  

The LHS is the generating function of the Catalan numbers, demonstrating the well known result (see e.g. [31])

$$a^{(k)}_0 = \frac{1}{k+1} \binom{2k}{k}. \quad (3.43)$$

Proposition 3.11 shows that the term proportional to $1/N$ in the expansion of $\tilde{m}_k$, which in the notation of (3.39) is denoted $a^{(k)}_1$, is a linear function of $1/\kappa$ and $\alpha_1$. According to (3.40) and (3.21)

$$\frac{\alpha_1}{2\kappa} \left( \frac{1}{s \sqrt{1 - 4/s}} - \frac{1}{s} \right) - \frac{(1 - 1/\kappa)}{s(s - 4)} = \sum_{k=1}^{\infty} \frac{a^{(k)}_1}{s^{k+1}}$$

and thus

$$a^{(k)}_1 = \frac{\alpha_1}{2\kappa} \left( \binom{2k}{k} - \delta_{k,0} \right) - \frac{(1 - 1/\kappa)}{4} (4^k - \delta_{k,0}). \quad (3.44)$$

Explicit formulas for $a^{(k)}_2$ and $a^{(k)}_3$ can be deduced from (3.25) and (3.26). Their structures are increasingly more complicated so we will not report on the actual expressions.
An alternative way to deduce (3.43) and (3.44) is to note from (3.31), (3.38) and (3.40) that
\[ a_j^{(k)} = \int_0^4 x^k \rho_j^i(x) \, dx, \]
and to evaluate the integrals using the explicit form of the \( \rho_1^j \) from Proposition 3.9 together with (3.34).

3.6. The Case of \( \alpha_1 \propto N \). This far we have investigated the case of \( \alpha_1 \) fixed independent of \( N \). We now turn our attention to the case of \( \alpha_1 \propto N \) by writing \( \alpha_1 = \tilde{\alpha}_1 N \) where \( \tilde{\alpha}_1 = O(1) \).

This setting is relevant to the study of the so-called proper delay times for scattering in a quantum cavity [5]; see also [16 §3.3.1]. Up to the derivation of the loop equation (3.13), the scaling of \( \alpha_1 \) is inconsequential. However Proposition 3.6, where we equate like powers of \( 1/N \), is no longer valid, as is to be replaced by the following hierarchy of equations.

**Proposition 3.13.** In the case \( n = 1 \), we deduce from (3.13) that
\[ 0 = (W_1^0(s_1))^2 + \left( \frac{\tilde{\alpha}_1}{s_1} - 1 \right) W_1^0(s_1) + \frac{1}{s_1}, \quad (3.45) \]
and that for \( l \geq 1 \)
\[ 0 = W_{l-2}^0(s_1, s_1) + \sum_{k=0}^{l} W_k^0(s_1) W_{l-k}^0(s_1) + h \frac{d}{ds_1} W_{l-1}^0(s_1) + \left( \frac{\tilde{\alpha}_1}{s_1} - 1 \right) W_l^0(s_1), \quad (3.46) \]
where \( h := \sqrt{k} - 1/\sqrt{k} \) and \( W_n^{-1} := 0 \) for all \( n \geq 1 \).

For \( n \geq 2 \), we deduce from (3.13) that
\[ 0 = \left( \frac{\tilde{\alpha}_1}{s_1} - 1 \right) W_n^0(s_1, \ldots, s_n) + \sum_{J \subseteq \{s_2, \ldots, s_n\}} W_{|J|}^0(s_1, J) W_{n-|J|}^0(s_1, (s_2, \ldots, s_n) \setminus J) \]
\[ + \sum_{k=2}^{n} \frac{\partial}{\partial s_k} \left\{ W_{n-1}^0(s_1, \ldots, \hat{s}_k, \ldots, s_n) - W_{n-1}^0(s_2, \ldots, s_n) \right\} \frac{1}{s_1 - s_k} \]
\[ + \frac{1}{s_1} W_{n-1}^0(s_2, \ldots, s_n) \quad (3.47) \]
and that for \( l \geq 1 \)
\[ 0 = h \frac{\partial}{\partial s_1} W_{n-1}^l(s_1, \ldots, s_n) + \left( \frac{\tilde{\alpha}_1}{s_1} - 1 \right) W_n^l(s_1, \ldots, s_n) \]
\[ + \sum_{k=2}^{n} \frac{\partial}{\partial s_k} \left\{ W_{n-1}^l(s_1, \ldots, \hat{s}_k, \ldots, s_n) - W_{n-1}^l(s_2, \ldots, s_n) \right\} \frac{1}{s_1 - s_k} \]
\[ + W_{n+1}^{l-2}(s_1, s_1, s_2, \ldots, s_n) + \sum_{J \subseteq \{s_2, \ldots, s_n\}} \sum_{k=0}^{l} W_{|J|+1}^k(s_1, J) W_{n-|J|}^{l-k}(s_1, (s_2, \ldots, s_n) \setminus J). \quad (3.48) \]
These equations contain the same $W_{n,\nu}$ as the equations given in Proposition 3.6 so they too form a triangular system. Moreover, this resulting system is solved by the technique outlined in §3.3. In particular, (3.45) tells us that

$$W^0_1(s_1) = \frac{1}{2} \left[ 1 - \frac{s_1}{\tilde{\alpha}_1} - \sqrt{\left( \frac{\tilde{\alpha}_1}{s_1} - 1 \right)^2 - \frac{4}{s_1} \right},$$

(3.49)

while (3.46) with $l = 1$ reveals that

$$0 = 2W^0_1(s_1)W^1_1(s_1) + h \frac{d}{ds_1} W^0_1(s_1) + \left( \frac{\tilde{\alpha}_1}{s_1} - 1 \right) W^1_1(s_1).$$

(3.50)

Thus we have

$$W^1_1(s_1) = \frac{h}{2} \left[ \frac{\tilde{\alpha}_1}{s_1 u_1} + \left( \frac{\tilde{\alpha}_1^2}{s_1} - \tilde{\alpha}_1 - 2 \right) \frac{1}{u_1} \right],$$

(3.51)

where we define

$$u_i := s_i \sqrt{\left( \frac{\tilde{\alpha}_1}{s_i} - 1 \right)^2 - \frac{4}{s_i}}. \tag{3.52}$$

Use of (3.49) in (3.47) with $n = 2$ gives (2.9) with endpoints of the interval of support

$$a = (\sqrt{\tilde{\alpha}_1 + 1} - 1)^2, \quad b = (\sqrt{\tilde{\alpha}_1 + 1} + 1)^2,$$

(3.53)

and these values substituted in (3.23) give

$$W^0_2(s_1, s_1) = (\tilde{\alpha}_1 + 1) \frac{1}{u_1^4}. \tag{3.54}$$

Setting $l = 2$ in (3.46) and using the above then reveals that

$$W^2_1(s_1) = (\tilde{\alpha}_1 + 1) \frac{s_1}{u_1^5} + h^2 \left[ (\tilde{\alpha}_1 + 2) \frac{1}{u_1^5} + (\tilde{\alpha}_1 + 2 - s_1) \frac{\tilde{\alpha}_1}{u_1^5} + (\tilde{\alpha}_1 + 1) \frac{5s_1}{u_1^5} \right]. \tag{3.55}$$

For the sake of comparison with (3.26), we also present $W^3_1(s_1)$,

$$W^3_1(s_1) = h \left[ (\tilde{\alpha}_1 + 1) \frac{5\tilde{\alpha}_1 s_1}{u_1^7} + \frac{\tilde{\alpha}_1 s_1}{2u_1^5} + (\tilde{\alpha}_1 + 14 (\tilde{\alpha}_1 + 1) - \tilde{\alpha}_1 + 32s_1) \frac{s_1}{2u_1^5} \right]$$

$$+ h \left( \tilde{\alpha}_1 (s_1^2 + 3s_1) + -s_1^3 + 3s_1^2 + 2s_1 \right) \frac{17s_1^2}{u_1^8}$$

$$+ h^3 \left[ (\tilde{\alpha}_1 - 3) \frac{2}{u_1^4} + (2\tilde{\alpha}_1 + 3s_1 + 4) \frac{\tilde{\alpha}_1}{u_1^3} + (\tilde{\alpha}_1 + 1) \frac{25\tilde{\alpha}_1 s_1}{u_1^4} \right]$$

$$+ h^3 \left( 5\tilde{\alpha}_1^2 (s_1 + 2) - \tilde{\alpha}_1 s_1 (5s_1 - 14) + 30s_1^2 - 6s_1 \right) \frac{1}{u_1^5}$$

$$+ h^3 (\tilde{\alpha}_1 (s_1 + 3) - s_1^3 + 3s_1^2 + 2) \frac{30s_1^2}{u_1^6}. \tag{3.56}$$
Like the $W_1^0, \ldots, W_1^3$ given in (3.19), (3.21), (3.25) and (3.26) of §3.3, the $\alpha_1 \propto N$ versions (3.49), (3.51), (3.55) and (3.56) are polynomials in $h = \sqrt{\kappa} - 1/\sqrt{\kappa}$ and $\tilde{\alpha}_1$, with $W_l^l$ being a polynomial of order $l$ in $h$. Moreover, for $l$ odd, $W_l^l$ only contains terms that have odd powers of $h$ as coefficients, so that when $h = 0$, $W_l^l = 0$ for all odd $l$. This is very similar to what is seen in the Gaussian $\beta$-ensemble [36, 24].

We again use (3.39) and (3.40) to compute small order moments for the $\alpha_1 \propto N$ case. Since the moments $\tilde{m}_k^{(l)}$ are polynomials in $1/N$ of degree $k$, the results can be anticipated from Proposition 3.11, and so this calculation serves more as a check on our working.

**Proposition 3.14.** The results of Proposition 3.11 remain valid upon substitution of $\alpha_1 = \tilde{\alpha}_1N\kappa$.

In keeping with the discussion of the paragraph including (3.43), at each order of $1/N^p$ the coefficients are given implicitly by $W_l^p$ as the latter is their generating function. Thus from (3.49) and (3.40), and with $s_1 = \tilde{\alpha}_1t$, for terms independent of $N$

$$\frac{1}{2t} \left( t - 1 - t \sqrt{1 - 2 \left( 1 + \frac{2}{\tilde{\alpha}_1} \right) \frac{1}{t} + \frac{1}{t^2}} \right) = \sum_{k=0}^{\infty} \frac{a_0^{(k)}}{(\tilde{\alpha}_1 t)^{k+1}}. \tag{3.57}$$

The LHS is the generating function for the Narayana polynomials [34], reclaiming the well known result (see e.g. [16, §3.4.2])

$$a_{0}^{(k)} = \frac{1}{k} \sum_{j=1}^{k} \binom{k}{j} \binom{k}{j-1} (\tilde{\alpha}_1 + 1)^{j-1}.$$ 

Since here the support of the eigenvalue density is away from the origin, the negative moments are also well defined. Consideration of the analogue of (3.57) shows that with $k \in \mathbb{Z}_{\geq 0}$

$$a_{0}^{(-k)} = \tilde{\alpha}_1^{1-2k} a_{0}^{(k-1)} \tag{3.58}.$$ 

This result is implied by [27, Eq. (39b)], and is shown therein to be relevant to the study of delay times in quantum dots.

According to (3.51) and (3.40), for the terms of order $1/N$ in $\tilde{m}_k$ we have

$$\frac{(1 - 1/\kappa)}{2} \left\{ \frac{1}{\tilde{\alpha}_1 t^2 \sqrt{1 - 2(1 + 2/\tilde{\alpha}_1)/t + 1/t^2}} + \left( \frac{\tilde{\alpha}_1}{t} - \tilde{\alpha}_1 - 2 \right) \frac{1}{\tilde{\alpha}_1^2 t^2 \left( 1 - 2(1 + 2/\tilde{\alpha}_1)/t + 1/t^2 \right)} \right\} = \sum_{k=0}^{\infty} \frac{a_1^{(k)}}{(\tilde{\alpha}_1 t)^{k+1}}.$$
Now, the Gegenbauer polynomials $C_{n}^{(\mu)}(x)$, 

$$C_{n}^{(\mu)}(x) = \sum_{k=0}^{\lfloor n/2 \rfloor} (-1)^{k} \frac{\Gamma(n-k+\mu)}{\Gamma(\mu) k! (n-2k)!} (2x)^{n-2k}$$

obey the generating function formula 

$$\sum_{n=0}^{\infty} C_{n}^{(\mu)}(x) t^{n} = (1 - 2xt + t^{2})^{-\mu}.$$ 

Using this in the previous formula we deduce 

$$a_{1}^{(k+1)} = \frac{\tilde{\alpha}_{1}^{k+1}(1-1/\kappa)}{2} \left\{ C_{k}^{(1/2)} \left( 1 + \frac{2}{\tilde{\alpha}_{1}} \right) + C_{k}^{(1)} \left( 1 + \frac{\tilde{\alpha}_{1} + 2}{\tilde{\alpha}_{1}} \right) \right\}$$

with $C_{n}^{(\mu)}(x) = 0$ for $n \in \mathbb{Z}_{<0}$. A similar strategy gives for the negative moments 

$$a_{1}^{(-k)} = \frac{\tilde{\alpha}_{1}^{-k}(1-1/\kappa)}{2} \left\{ -C_{k}^{(1/2)} \left( 1 + \frac{2}{\tilde{\alpha}_{1}} \right) + C_{k}^{(1)} \left( 1 + \frac{\tilde{\alpha}_{1} + 2}{\tilde{\alpha}_{1}} \right) \right\}. \ (3.59)$$

This has been reported, albeit in a different form, in [27] Eq. (91) with $\tilde{\alpha}_{1} = w - 1$, as has the corresponding generating function [27] Eq. (96)). The latter can be read off from the small $s_{1}$ expansion of (3.51) with $u_{1} \mapsto -u_{1}$ (this is necessary due to the change of branch).

Knowledge of $W_{1}^{0}, \ldots, W_{1}^{3}$ from (3.49), (3.51), (3.55) and (3.56) allow us to compute the coefficients $\tilde{\rho}_{1}^{0}, \ldots, \tilde{\rho}_{1}^{3}$ of the large $N$ asymptotic expansion of the smoothed global density given by (3.31). This is again accomplished through the Sokhotski-Plemelj formula (3.32). Due to the structure of $W_{1}^{0}, \ldots, W_{1}^{3}$ in the $\alpha_{1} \propto N$ case, in addition to the inverse Stieltjes transform of $(s-c)^{-m}$ for positive integer $m$, we also need the inverse Stieltjes transform of $((\tilde{\alpha}_{1} - s)^{2} - 4s)^{1/2-n}$ for integer $n$. We recall that the former is given by (3.33) and compute that the latter is 

$$\frac{(-1)^{n+1}}{\pi} (4x - (\tilde{\alpha}_{1} - x)^{2})^{1/2-n} \chi_{x \in (a,b)}$$

where $a, b$ are the endpoints of the support of the smoothed global density (3.53). According to (3.31), we can now give explicit functional forms for $\tilde{\rho}_{1}^{0}, \ldots, \tilde{\rho}_{1}^{3}$. To save space we only note the first three.

**Proposition 3.15.** With $\hat{\rho}_{1}^{i}(x)$ specified by (3.32) and corresponding to the coefficients in the $1/N$ expansion of the smoothed global density (3.31), we have in the $\alpha_{1} \propto N$ case

$$\tilde{\rho}_{1}^{0}(x) = \frac{1}{2\pi x} \sqrt{(x-a)(b-x)} \chi_{x \in (a,b)},$$
\[ \tilde{\rho}_1^1(x) = \frac{h}{2} \left[ \tilde{\alpha}_1 \frac{((x - a)(b - x))}{\pi x} - \frac{1}{2} \chi_{x \in (a, b)} - \tilde{\alpha}_1 + \frac{2}{4\sqrt{\tilde{\alpha}_1 + 1}} (\delta(x - b) - \delta(x - a)) \right] \\
+ \frac{h}{2} \left[ \frac{\tilde{\alpha}_1^2}{4\sqrt{\tilde{\alpha}_1 + 1}} \left( \frac{1}{b} \delta(x - b) - \frac{1}{a} \delta(x - a) \right) \right] \]

\[ \tilde{\rho}_1^2(x) = \frac{(\tilde{\alpha}_1 + 1)x}{\pi} \chi_{x \in (a, b)} \\
+ \frac{h^2}{\pi} \chi_{x \in (a, b)} \left[ 5(\tilde{\alpha}_1 + 1)x ((a - x)(b - x))^2 \right]^{-\frac{5}{2}} - (\tilde{\alpha}_1 + 2) \left( ((a - x)(b - x))^2 \right)^{-\frac{5}{2}} \\
- \frac{h^2}{16(\tilde{\alpha}_1 + 1)} \left[ \delta'(x - b) + \delta'(x - a) + \frac{1}{2\sqrt{\tilde{\alpha}_1 + 1}} (\delta(x - b) - \delta(x - a)) \right]. \]

We remark that for \( \tilde{\alpha}_1 = 0 \), the above results reduce to the formulas of Proposition 3.9 in the case \( \alpha_1 = 0 \). Also, at the endpoints of the support, \( \tilde{\rho}_1^2 \) contains non-integrable singularities, as with the corresponding quantity in Proposition 3.9. In keeping with the discussion of \( \tilde{\alpha}_1 \), the integration by parts regularisation

\[ \int_a^b \frac{x^p}{((a - x)(b - x))^{q/2}} \, dx = \frac{p}{(a + b)(1 - q/2)} \int_a^b \frac{x^{p-1}}{((a - x)(b - x))^{q/2-1}} \, dx, \quad p, q \in \mathbb{Z}^+ \]

applied iteratively allows this and higher order terms in the expansion \( \tilde{\rho}_1 \) to be integrated against monomials.

3.7. The General Case of \( \alpha_1 = O(N) \). In the interest of making contact with the problem of quantum transport as relevant to the Jacobi ensemble considered in the next section, we need to consider \( \alpha_1 \) as a general linear function of \( N \). We write \( \alpha_1 = \tilde{\alpha}_1 N \kappa + \delta_1 \) where \( \tilde{\alpha}_1, \delta_1 = O(1) \), and substitute this into \( \tilde{\rho}_1 \) along with the RHS of \( \tilde{\rho}_1 \) for \( W_n \). Equating like powers of \( O(N) \) terms reveals that \( W_1^0 \) is again given be \( \tilde{\rho}_1 \). Moreover, equating like powers of \( O(1) \) with \( n = 1 \) gives

\[ W_1^1(s_1) = \frac{h}{2} \left[ \frac{\tilde{\alpha}_1}{s_1 u_1} + \frac{\tilde{\alpha}_1^2}{s_1^2} - 2 \frac{1}{u_1^2} \right] + \delta_1 \frac{1}{2\sqrt{k}} \left[ \frac{1}{u_1} - \frac{1}{s_1} - \frac{\tilde{\alpha}_1}{s_1 u_1} \right]. \]

We remark that the first term is given by \( \tilde{\rho}_1 \) and that for \( \tilde{\alpha}_1 = 0 \) and \( \delta_1 \mapsto \alpha_1 \) we recover \( \tilde{\rho}_1 \).
4. Loop Equations for the Jacobi $\beta$-ensemble

4.1. Aomoto’s Method. To implement Aomoto’s method in the case of the Jacobi $\beta$-ensemble, in addition to considering the averages (3.1) and (3.2) for the ensemble $(J) := ME_{\beta,N}[\lambda^{a_1}(1 - \lambda)^{a_2}]$, we must also consider the third average

$$\left\langle \sum_{j_1=1}^{N} \frac{\partial}{\partial \lambda_{j_1}} \sum_{j_2,\ldots,j_n=1}^{N} \frac{1}{(x - \lambda_{j_2}) \cdots (x_n - \lambda_{j_n})} \right\rangle^{(J)\,+},$$

where the superscript $\,+\,$ retains the meaning introduced with (3.1).

**Proposition 4.1.** For $\alpha_1, \alpha_2 > 0$ we have

$$0 = -\chi_{\neq 1} \sum_{k=2}^{n} \frac{\partial}{\partial x_k} \overline{U}_{n-1}(x_2, \ldots, x_n) + \alpha_1 \left\langle \sum_{j_1=1}^{N} \frac{1}{1 - \lambda_{j_1}} \sum_{j_2,\ldots,j_n=1}^{N} \frac{1}{(x - \lambda_{j_2}) \cdots (x_n - \lambda_{j_n})} \right\rangle^{(J)} - \alpha_2 \left\langle \sum_{j_1=1}^{N} \frac{1}{1 - \lambda_{j_1}} \sum_{j_2,\ldots,j_n=1}^{N} \frac{1}{(x - \lambda_{j_2}) \cdots (x_n - \lambda_{j_n})} \right\rangle^{(J)}. \quad (4.2)$$

**Proof.** The derivation, starting with the Jacobi version of (3.1), is analogous to that for Proposition 3.1 □

**Proposition 4.2.** For $\alpha_1, \alpha_2 > 0$, the identity (3.4) with all averages now with respect to the Jacobi $\beta$-ensemble again holds true, except that the term $-\overline{U}_n(x_1, \ldots, x_n)$ is to be replaced by

$$-\alpha_2 \left\langle \sum_{j_1=1}^{N} \frac{1}{(1 - \lambda_{j_1})(x_1 - \lambda_{j_1}) \cdots (x_n - \lambda_{j_n})} \right\rangle^{(J)}.$$

**Proof.** This follows from the Jacobi version of (3.2), analogous to (3.4). □

Applying integration by parts to (4.1) gives a third identity, which determines (4.2) in terms of the $\overline{U}$’s.
Proposition 4.3. For \( \alpha_1, \alpha_2 > 0 \) we have

\[
0 = -\chi_{n \neq 1} \left( (n-1)\bar{U}_{n-1}(x_2, \ldots, x_n) + \sum_{k=2}^{n} x_k \frac{\partial}{\partial x_k} \bar{U}_{n-1}(x_2, \ldots, x_n) \right) \\
+ \left( \alpha_1 + \alpha_2 + 1 \right) N + \frac{\beta N (N-1)}{2} \bar{U}_{n-1}(x_2, \ldots, x_n) \\
- \alpha_2 \left( \sum_{j_1, \ldots, j_n=1}^{N} \frac{1}{1 - \lambda_{j_i}} \frac{1}{x_2 - \lambda_{j_i}} \cdots (x_n - \lambda_{j_i}) \right)^{(j)},
\]

\[ (4.4) \]

where \( \bar{U}_0 := 1. \)

Using (4.2) and (4.4) together allows all quantities in the identity of Proposition 4.2 after first making use of (3.7) and the partial fraction formulas (3.5) and

\[
\frac{1}{(1 - \lambda_{j_i})(x_1 - \lambda_{j_i})} = \frac{1}{1 - x_1} \left( \frac{1}{x_1 - \lambda_{j_i}} - \frac{1}{1 - \lambda_{j_i}} \right),
\]

to be written in terms of the \( \bar{U}'s. \) This then gives the Jacobi analogue of (3.8),

\[
0 = \left( (\kappa - 1) \frac{\partial}{\partial x_1} + \left( \frac{\alpha_1}{x_1} - \frac{\alpha_2}{1 - x_1} \right) \right) \bar{U}_n(x_1, J_n) \\
+ \chi_{n \neq 1} \sum_{k=2}^{n} \frac{\partial}{\partial x_k} \left\{ \bar{U}_{n-1}(x_1, \ldots, \hat{x}_k, \ldots, x_n) - \bar{U}_{n-1}(J_n) \right\} x_1 - x_k \\
+ \frac{1}{x_1(1 - x_1)} \left( \left( \alpha_1 + \alpha_2 + 1 \right) N + \kappa N (N-1) \right) \bar{U}_{n-1}(J_n) \\
- \frac{1}{x_1(1 - x_1)} \chi_{n \neq 1} \left( (n-1)\bar{U}_{n-1}(J_n) + \sum_{k=2}^{n} x_k \frac{\partial}{\partial x_k} \bar{U}_{n-1}(J_n) \right) \\
+ \kappa \bar{U}_{n+1}(x_1, x_1, J_n)
\]

\[ (4.5) \]

where \( J_n \) is as in (2.7) and \( \bar{U}_0 := 1. \)

Following the proof of Proposition 3.4, this can be rewritten in terms of the connected correlators \( \{ \bar{W}_k \} \), so giving the hierarchy of loop equations for the Jacobi \( \beta \)-ensemble. The approach outlined in Appendix A [32] applies.
Proposition 4.4. With \( \kappa = \beta/2 \) and \( J_n \) as in (2.7), for \( n \in \mathbb{Z}^{+} \) we have

\[
0 = \left( (\kappa - 1) \frac{\partial}{\partial x_1} + \left( \frac{\alpha_1}{x_1} - \frac{\alpha_2}{1 - x_1} \right) \right) \mathcal{W}_n(x_1,J_n) - \frac{n - 1}{x_1(1 - x_1)} \mathcal{W}_{n-1}(J_n)
\]

\[
+ \frac{\chi_{n=1}}{x_1(1 - x_1)} [(\alpha_1 + \alpha_2 + 1) N + \kappa N(N - 1)] - \frac{\chi_{n\neq 1}}{x_1(1 - x_1)} \sum_{k=2}^{n} x_k \frac{\partial}{\partial x_k} \mathcal{W}_{n-1}(J_n)
\]

\[
+ \kappa \left[ \mathcal{W}_{n+1}(x_1,J_n) + \sum_{J \subseteq J_n} \mathcal{W}_{|J|+1}(x_1,J) \mathcal{W}_{n-|J|}(x_1,J \setminus J) \right].
\]

(4.6)

We remark that both the loop equations (3.11) for the Gaussian \( \beta \)-ensemble, and (3.10) for the Laguerre \( \beta \)-ensemble, can be obtained from (4.6) via a limiting process. The latter is simply the same limiting process as is required to obtain the Gaussian and Laguerre weights from the Jacobi weight as specified by (1.3). Thus for the Gaussian weight, map \( x_1 \mapsto (1 - x_1/\alpha)/2 \), \( \mathcal{W}_n \mapsto (-2\alpha)^n \mathcal{W}_n \), set \( \alpha_1 = \alpha_2 = \alpha^2 \) and equate coefficients of \((-2\alpha)^{n+1}\) for \( \alpha \to \infty \) to deduce (3.11) from (4.6). For the Laguerre weight map \( x_1 \mapsto x_1/\alpha \), \( \mathcal{W}_n \mapsto \alpha^n \mathcal{W}_n \), set \( \alpha_1 = \alpha \) and equate coefficients of \( \alpha^{n+1} \) for \( \alpha \to \infty \) to deduce (3.9) from (4.6).

4.2. Triangular Systems for \( \{W^l_k\} \). Unlike the Laguerre case, the Jacobi weight is supported on a finite interval. Thus we do not need to introduce a scaling for the density or connected correlators, and instead expand the connected correlators as

\[
\mathcal{W}_n(s_1, \ldots, s_n) = N^{2-n} \kappa^{1-n} \sum_{l=0}^{\infty} \mathcal{W}^l_k(s_1, \ldots, s_n) (N\kappa)^l.
\]

We substitute this into (4.6) and equate like powers of \( 1/N \) while considering the following three cases regarding \( \alpha_1 \) and \( \alpha_2 \):

1. \( \alpha_1, \alpha_2 = O(1) \)
2. \( \alpha_1 = \tilde{\alpha}_1 N \kappa + \delta_1 \) with \( \tilde{\alpha}_1, \delta_1, \alpha_2 = O(1) \)
3. \( \alpha_1 = \tilde{\alpha}_1 N \kappa + \delta_1, \alpha_2 = \tilde{\alpha}_2 N \kappa + \delta_2 \) where \( \tilde{\alpha}_1, \tilde{\alpha}_2, \delta_1, \delta_2 = O(1) \).

We do not consider the case where \( \alpha_1 = O(1) \) while \( \alpha_2 = O(N) \) since \( \alpha_1 \) and \( \alpha_2 \) are dual under the change of variables \( s_i \mapsto 1 - s_i \). Also, for lack of present applicability, we do not report the cases that both \( n \geq 2 \) and \( l \geq 1 \).

Proposition 4.5. Throughout this proposition, if \( \alpha_i = O(1) \) we set \( \tilde{\alpha}_i = 0 \), else we set \( \alpha_i = \delta_i \).

In the case \( n = 1 \), we deduce from (4.6) that

\[
0 = \left( W^0_1(s_1) \right)^2 + \left( \frac{\tilde{\alpha}_1}{s_1} - \frac{\tilde{\alpha}_2}{1 - s_1} \right) W^0_1(s_1) + \frac{\tilde{\alpha}_1 + \tilde{\alpha}_2 + 1}{s_1(1 - s_1)},
\]

(4.7)
and that
\[
0 = \left( (\kappa - 1) \frac{\partial}{\partial s_1} + \left( \frac{\alpha_1}{s_1} - \frac{\alpha_2}{1 - s_1} \right) \right) W_0^1(s_1) + \left( \frac{\tilde{\alpha}_1}{s_1} - \frac{\tilde{\alpha}_2}{1 - s_1} \right) W_1^1(s_1) \\
+ \frac{\alpha_1 + \alpha_2 + 1 - \kappa}{s_1(1 - s_1)} + 2W_0^1(s_1)W_1^1(s_1),
\]
(4.8)

while for \( l \geq 2 \)
\[
0 = \left( (\kappa - 1) \frac{\partial}{\partial s_1} + \left( \frac{\alpha_1}{s_1} - \frac{\alpha_2}{1 - s_1} \right) \right) W_{l-1}^1(s_1) + \left( \frac{\tilde{\alpha}_1}{s_1} - \frac{\tilde{\alpha}_2}{1 - s_1} \right) W_l^1(s_1) \\
+ \kappa W_2^l(s_1, s_1) + \sum_{k=0}^{l} W_k^k(s_1)W_l^l-k(s_1).
\]
(4.9)

For \( n \geq 2 \), we deduce from (4.6) that
\[
0 = \frac{n - 1}{s_1(1 - s_1)} W_{n-1}^0(s_2, \ldots, s_n) + \frac{1}{s_1(1 - s_1)} \sum_{k=2}^{n} s_k \frac{\partial}{\partial s_k} W_{n-1}^0(s_2, \ldots, s_n) \\
- \sum_{k=2}^{n} \frac{\partial}{\partial s_k} \left\{ \frac{W_{n-1}^0(s_1, \ldots, s_k, \ldots, s_n) - W_{n-1}^0(s_2, \ldots, s_n)}{s_1 - s_k} + \frac{1}{s_1} W_{n-1}^0(s_2, \ldots, s_n) \right\} \\
- \left( \frac{\tilde{\alpha}_1}{s_1} - \frac{\tilde{\alpha}_2}{1 - s_1} \right) W_n^0(s_1, \ldots, s_n) - \sum_{|I|+1 \leq n} W_{|I|+1}^0(s_1, J) W_{n-|I|}^0(s_1, s_{2, \ldots, s_n} \setminus J).
\]
(4.10)

Using these equations, we can now compute the resolvent coefficients \( W_n^l \), which further allow us to compute the large \( N \) expansion of the density and the moments. Indeed, these equations form a triangular system, so we can compute these quantities up to whatever order we desire. We treat each of the three cases outlined in Proposition 4.5 separately, specifying \( W_0^0, W_1^1 \) and \( W_2^0 \).

4.3. Parameters \( \alpha_1, \alpha_2 \) of Order Unity.

**Proposition 4.6.** Suppose \( \alpha_1, \alpha_2 \) are fixed independent of \( N \). We have
\[
W_0^0(s_1) = \frac{1}{\sqrt{s_1(s_1 - 1)}},
\]
(4.11)
\[
W_1^1(s_1) = \frac{\kappa - 1 - 2\alpha_1}{4s_1} + \frac{\kappa - 1 - 2\alpha_2}{4(s_1 - 1)} + \frac{\alpha_1 + \alpha_2 + 1 - \kappa}{2\sqrt{s_1(s_1 - 1)}}
\]
(4.12)

and \( W_2^0(s_1, s_2) \) is given by (2.9) with \( a = 0, b = 1 \).
Proof. In the case that $\alpha_1, \alpha_2$ are fixed, (4.7) reads

$$0 = \left( W_1^0(s_1) \right)^2 + \frac{1}{s_1(1 - s_1)},$$

which implies the first equation in (4.11) upon using the requirement $W_1^0(s_1) \sim 1/s_1$ as $s_1 \to \infty$ to fix the branch. This result substituted into (4.8) gives the second equation in (4.11), while substituting it into (4.10) with $n = 2$ gives $W_2^0(s_1, s_2)$. □

Using this data and the approach outlined in §3 we compute

$$m_1^{(j)} = \frac{N}{2} + \frac{\alpha_1 - \alpha_2}{4\kappa} + \mathcal{O} \left( \frac{1}{N} \right). \quad (4.13)$$

This can be compared against the exact expression for finite $N$ [25 Eq. (B.7a)]

$$m_1^{(j)} = \frac{N((N - 1)\kappa + \alpha_1 + 1)}{2(N - 1)\kappa + \alpha_1 + \alpha_2 + 2}, \quad (4.14)$$

which indeed exhibits the large $N$ expansion (4.13). We remark that in distinction to the expansion (3.39), the $k^\text{th}$ moment in general is no longer a polynomial of degree $k$ in $1/N$, but rather an infinite series [15 Th. 5.1], as exhibited by the large $N$ expansion of (4.14). In fact each $m_k^{(j)}$ is a rational function in $N$ of degree $2k$ in the numerator, and $2k - 1$ in the denominator, the case $k = 1$ being given explicitly by (4.14) and $k = 2$ by [25 Eq. (B.7b)]; these exact expressions are supplemented by us presenting the explicit functional form of the case $k = 3$ in Appendix B below. Also, with $m_1^{(j)} = m_k^{(j)}(\kappa, N, \alpha_1, \alpha_2)$ the results of [15] imply the symmetry

$$m_k^{(j)} = m_k^{(j)}(\kappa, N, \alpha_1, \alpha_2) = (-\kappa)^k m_k^{(j)}(1/\kappa, -\kappa N, -\alpha_1/\kappa, -\alpha_2/\kappa) \quad (4.15)$$

(cf. (3.30)), which in turn requires that $W_k^0(s) = W_k^0(s; \kappa, \alpha_1, \alpha_2)$ exhibit the symmetry

$$W_k^0(s; \kappa, \alpha_1, \alpha_2) = (-1)^k W_k^0(s; 1/\kappa, -\alpha_1/\kappa, -\alpha_2/\kappa). \quad (4.16)$$

This last equation is indeed a feature of (4.12).

We expand the density $\rho_{(1)}$ corresponding to the resolvent $\overline{W}_1$ as

$$\rho_{(1)}(s) = N \sum_{l=0}^{\infty} \frac{\rho_l^1(s)}{(N\kappa)^l}, \quad (4.17)$$

where the $\rho_l^1$ are independent of $N$ and are given by the Sokhotski-Plemelj formula

$$\rho_l^1(s) = \frac{1}{2\pi i} \lim_{\epsilon \to 0^+} \left( W_l^1(x - i\epsilon) - W_l^1(x + i\epsilon) \right) \quad (4.18)$$

\footnote{V. Gorin has informed us that this result can also be deduced from results contained in the Appendix A of [19] written by A. Borodin and V. Gorin.
We recall that the inverse Stieltjes transform of \((s - c)^{-m}\) for positive integer \(m\) is given by (3.33) and further note that the inverse Stieltjes transform of \((s(s - 1))^{1/2-n}\) for integer \(n\) is given by

\[
\frac{(-1)^{n+1}}{\pi} \left( x(1 - x) \right)^{1/2-n} \chi_{x \in (0,1)} .
\]

Thus,

\[
\rho_1^0(x) = \frac{1}{\pi \sqrt{x(1 - x)}} \chi_{x \in (0,1)},
\]

\[
\rho_1^1(x) = \frac{\kappa - 1 - 2\alpha_1}{4} \delta(x) + \frac{\kappa - 1 - 2\alpha_2}{4} \delta(x - 1) + \frac{\alpha_1 + \alpha_2 + 1 - \kappa}{2\pi \sqrt{x(1 - x)}} \chi_{x \in (0,1)} .
\]

If we expand the moments

\[
m_k^{(f)} = N \sum_{i=0}^{\infty} b_i^{(k)} (N\kappa)^{-i}
\]

the fact that \(\frac{1}{\pi} \int_0^1 \frac{x^k}{\sqrt{x(1 - x)}} dx = 2^{-2k} \binom{2k}{k}\) used in (4.19) and (4.20) tells us that

\[
b_0^{(k)} = 2^{-2k} \binom{2k}{k}, \quad (k \geq 0) \quad b_1^{(k)} = \frac{\kappa - 1 - 2\alpha_2}{4} + \frac{\alpha_1 + \alpha_2 + 1 - \kappa}{2^{2k+1}} \binom{2k}{k},
\]

while \(b_1^{(0)} = 0\).

### 4.4 Parameter \(\alpha_1\) of Order \(N\), \(\alpha_2\) Fixed

Here we substitute \(\bar{\alpha}_2 = 0\) into (4.7), and then substitute the result in (4.8) and the case \(n = 2\) of (4.10) with \(\alpha_1 = \delta_1, \bar{\alpha}_2 = 0\) to deduce the analogue of Proposition 4.6.

**Proposition 4.7** Define

\[
c_- = \frac{\bar{\alpha}_1^2}{(\bar{\alpha}_1 + 2)^2} .
\]

With \(\alpha_1 = \bar{\alpha}_1 N\kappa + \delta_1\) we have

\[
W_1^0(s_1) = -\frac{\bar{\alpha}_1}{2s_1} + \frac{\bar{\alpha}_1 + 2}{2s_1(s_1 - 1)} \sqrt{(s_1 - 1)(s_1 - c_-)}
\]

\[
W_1^1(s_1) = \alpha_2 \left( \frac{1}{2(1 - s_1)} + \frac{1}{2 \sqrt{(s_1 - 1)(s_1 - c_-)}} \right) + (\kappa - 1) \frac{1 - c_-}{4(s_1 - 1)(s_1 - c_-)}
\]

\[
+(\kappa - 1 - \delta_1) \left( \frac{1}{2s_1} + \frac{\bar{\alpha}_1 - (\bar{\alpha}_1 + 2)s_1}{2(\bar{\alpha}_1 + 2)s_1 \sqrt{(s_1 - 1)(s_1 - c_-)}} \right)
\]

while \(W_2^0(s_1, s_2)\) is given by (2.9) with

\[
(a, b) = (c_-, 1) .
\]
We remark that taking the limit \( \tilde{\alpha}_1 \to 0 \) in the results of Proposition 4.7 reclaims the results of Proposition 4.6 with \( \alpha_1 = \delta_1 \).

In the special cases \( \beta = 1, 2 \) and \( 4 \) (4.23) and (4.24), have been calculated in [27] Eqns. (47b) and (108) with changes of notation, as corollaries of knowledge of the corresponding moment sequence. We refer then to [27] for the explicit forms of \( b_0^{(k)}, b_1^{(k)} \) in the moment expansion (4.21) in this setting.

4.5. Parameters \( \alpha_1 \) and \( \alpha_2 \) of Order \( N \). Proceeding as in the derivation of Propositions 4.6 and 4.7, gives us the explicit functional form of \( W_1^0, W_1^1 \) and \( W_2^0 \) in this setting.

**Proposition 4.8.** With \( \alpha_1 = \tilde{\alpha}_1 N \kappa + \delta_1 \) and \( \alpha_2 = \tilde{\alpha}_2 N \kappa + \delta_2 \), we have

\[
W_1^0(s_1) = \frac{\tilde{\alpha}_2}{2(1-s_1)} - \frac{\tilde{\alpha}_1}{2s_1} - \frac{\tilde{\alpha}_1 + \tilde{\alpha}_2 + 2}{2s_1(1-s_1)} \sqrt{(s_1 - c_-)(s_1 - c_+)}
\]

\[
W_1^1(s_1) = \left[ \frac{\kappa - 1}{2} \left( \frac{\tilde{\alpha}_1 (1 - s_1)}{s_1} + \frac{\tilde{\alpha}_2 s_1}{1 - s_1} \right) + \frac{\tilde{\alpha}_1 + \tilde{\alpha}_2}{2} s_1 - \tilde{\alpha}_1 \right] \left( \frac{\delta_1}{s_1} - \frac{\delta_2}{1 - s_1} \right) + \delta_1 + \delta_2 + 1 - \kappa \right]
\]

\[
\times \left[ 1 + \frac{\delta_1}{s_1} - \frac{\delta_2}{1 - s_1} \right]
\]

\[
\times \left[ \frac{\kappa - 1}{2} \left( \frac{1}{s_1} - \frac{1}{1 - s_1} - \frac{2 - c_- - c_+}{2(s_1 - c_-)(s_1 - c_+)} \right) - \frac{1}{2} \left( \frac{\delta_1}{s_1} - \frac{\delta_2}{1 - s_1} \right) \right]
\]

while \( W_2^0(s_1, s_2) \) is given by (2.9) with

\[
(a, b) = (c_-, c_+), \quad c_\pm = \frac{\tilde{\alpha}_1}{\tilde{\alpha}_1 + \tilde{\alpha}_2 + 2} + 2 \tilde{\alpha}_2 + 1 \pm \sqrt{(\tilde{\alpha}_1 + 1)(\tilde{\alpha}_2 + 1)(\tilde{\alpha}_1 + \tilde{\alpha}_2 + 1)} \frac{(\tilde{\alpha}_1 + \tilde{\alpha}_2 + 1)}{(\tilde{\alpha}_1 + \tilde{\alpha}_2 + 2)^2}
\]

We remark that taking the limit \( \tilde{\alpha}_2 \to 0 \) in the results of Proposition 4.8 reclaims the results of Proposition 4.7 with \( \alpha_2 = \delta_2 \).

Using (4.17) and (4.18) we read off from (4.26) that

\[
\rho_1(x) = \frac{(\tilde{\alpha}_1 + \tilde{\alpha}_2 + 2)}{2\pi x(1-x)} \sqrt{(x-c_1)(c_2-x)} \chi_{c_1 < x < c_2}
\]

which is in fact well known; see e.g. [27] Eq. (149) with \( u = \tilde{\alpha}_1 + 1, v = \tilde{\alpha}_2 + 1 \) and references therein.

**Acknowledgements**

The work of PJF was partially supported by the Australian Research Council Grant DP170102028 and the ARC Centre of Excellence for Mathematical and Statistical Frontiers, and that of AAR by Australian Research Council Grant DP140102613 and the ARC Centre of Excellence for Mathematical and Statistical Frontiers.
Appendix A.

Let \( I(x_1, \ldots, x_n) \) denote the right hand side of the \( n \)th loop equation (3.9), and for our induction hypothesis, assume that \( I(x_1, \ldots, x_m) = 0 \) for all \( 1 \leq m \leq n - 1 \). We repeatedly use (2.7),

\[
\overline{U}_n(x_1, J_n) = \overline{W}_n(x_1, J_n) + \sum_{\emptyset \neq J \subseteq J_n} \overline{W}_{n-|J|}(x_1, J_n \setminus J) \overline{U}_{|J|}(J),
\]

\( J_n = (x_2, \ldots, x_n), \quad J_1 = \emptyset. \)

Subtracting \( \overline{U}_{n-1}(J_n) I(x_1) \) from the right hand side of the loop equation for unconnected correlators (3.8) then leaves us with

\[
0 = \left[ (\kappa - 1) \frac{\partial}{\partial x_1} + \left( \frac{a_1}{x_1} - 1 \right) \right] \left\{ \overline{W}_n(x_1, J_n) + \sum_{\emptyset \neq J \subseteq J_n} \overline{W}_{n-|J|}(x_1, J_n \setminus J) \overline{U}_{|J|}(J) \right\} \\
+ \sum_{k=2}^n \frac{\partial}{\partial x_k} \left\{ \frac{\overline{U}_{n-1}(x_1, \ldots, \hat{x}_k, \ldots, x_n) - \overline{U}_{n-1}(J_n)}{x_1 - x_k} + \frac{1}{x_1} \overline{U}_{n-1}(J_n) \right\} \\
+ \kappa \overline{W}_{n+1}(x_1, J_n) + \kappa \sum_{\emptyset \neq J \subseteq J_n} \overline{W}_{n+1-|J|}(x_1, J_n \setminus J) \overline{U}_{|J|}(J) \\
+ \kappa \sum_{J \subseteq J_n} \overline{W}_{n-|J|}(x_1, J_n \setminus J) \overline{U}_{|J|+1}(x_1, J) - \kappa \overline{W}_1(x_1) \overline{W}_1(x_1) \overline{U}_{n-1}(J_n), \tag{A.1}
\]

where \( \subset \) denotes a strict or proper subset, and \( \subseteq \) denotes otherwise. Here, we have used the relation

\[
\overline{U}_{n+1}(x_1, J_n) = \overline{W}_{n+1}(x_1, J_n) + \sum_{\emptyset \neq J' \subseteq (x_1, J_n)} \overline{W}_{n-|J'|}(x_1, J_n \setminus J') \overline{U}_{|J'|}(J')
\]

and the fact that \( \{ \emptyset \neq J' \subseteq (x_1, J_n) \} = \{ \emptyset \neq J' \subseteq J_n \} \cup \{ J' = (x_1, J''), J'' \subseteq J_n \}. \)

Continuing on, we note that for any \( J \subseteq J_n, \)

\[
\overline{U}_{|J|}(J) \frac{\partial}{\partial x_1} \overline{W}_{n-|J|}(x_1, J_n \setminus J) = \frac{\partial}{\partial x_1} \left\{ \overline{W}_{n-|J|}(x_1, J_n \setminus J) \overline{U}_{|J|}(J) \right\},
\]

\[
\overline{U}_{|J|}(J) \frac{\partial}{\partial x_k} \frac{\overline{W}_{n-1-|J|}(x_1, (J_n \setminus J) \setminus \{x_k\}) - \overline{W}_{n-1-|J|}(J_n \setminus J)}{x_1 - x_k} \\
= \frac{\partial}{\partial x_k} \frac{\overline{W}_{n-1-|J|}(x_1, (J_n \setminus J) \setminus \{x_k\}) \overline{U}_{|J|}(J) - \overline{W}_{n-1-|J|}(J_n \setminus J) \overline{U}_{|J|}(J)}{x_1 - x_k}, \quad x_k \in (J_n \setminus J),
\]

\[
\overline{U}_{|J|}(J) \frac{\partial}{\partial x_k} \left\{ \frac{1}{x_1} \overline{W}_{n-1-|J|}(J_n \setminus J) \right\} = \frac{\partial}{\partial x_k} \left\{ \frac{1}{x_1} \overline{W}_{n-1-|J|}(J_n \setminus J) \overline{U}_{|J|}(J) \right\}, \quad x_k \in (J_n \setminus J),
\]
as the relevant partial derivatives do not depend on any of the variables present in our $\bar{U}$ multipliers. Hence, subtracting $\sum_{\emptyset \neq J \subseteq J_n} I(x_1, J_n \setminus J)\bar{U}_{|J|}(J)$ from our equation (A.1) results in

\[
0 \rightarrow \left[(\kappa - 1) \frac{\partial}{\partial x_1} + \left(\frac{\alpha}{x_1} - 1\right)\right]\bar{W}_n(x_1, J_n) + \kappa \bar{W}_{n+1}(x_1, x_1, J_n) + \sum_{k=2}^{n} \frac{\partial}{\partial x_k}\left\{\frac{\bar{W}_{n-1}(x_1, \ldots, x_k, \ldots, x_n) - \bar{W}_{n-1}(J_n)}{x_1 - x_k} + \frac{1}{x_1} \bar{W}_{n-1}(J_n)\right\} + \kappa \sum_{J \subseteq J_n} \bar{W}_{n-|J|}(x_1, J_n \setminus J)\bar{U}_{|J|+1}(x_1, J) - \kappa \bar{W}_1(x_1)\bar{W}_1(x_1)\bar{U}_{n-1}(J_n)
\]

\[
= \kappa \sum_{J \subseteq J_n} \bar{W}_{n-|J|}(x_1, J_n \setminus J)\bar{U}_{|J|+1}(x_1, J) - \kappa \bar{W}_1(x_1)\bar{W}_1(x_1)\bar{U}_{n-1}(J_n)
\]

The last two lines of the above (A.2) then simplifies,

\[
\kappa \sum_{J \subseteq J_n} \bar{W}_{n-|J|}(x_1, J_n \setminus J)\bar{U}_{|J|+1}(x_1, J) - \kappa \bar{W}_1(x_1)\bar{W}_1(x_1)\bar{U}_{n-1}(J_n)
\]

where we absorb the $\kappa \bar{W}_1(x_1)\bar{W}_1(x_1)\bar{U}_{n-1}(J_n)$ term into the latter sum, and extract the $J = \emptyset$ terms from it. Furthermore, interchanging the order of summation, the last two lines of (A.2) become

\[
\kappa \sum_{J \subseteq J_n} \bar{W}_{n-|J|}(x_1, J_n \setminus J)\bar{U}_{|J|+1}(x_1, J) + \kappa \sum_{K \subseteq J_n} \bar{W}_{|K|+1}(x_1, K)\bar{W}_{n-|K|}(x_1, J_n \setminus K)
\]

\[
= \kappa \sum_{J \subseteq J_n} \bar{W}_{n-|J|}(x_1, J_n \setminus J)\bar{U}_{|J|+1}(x_1, J) + \kappa \sum_{K \subseteq J_n} \bar{W}_{|K|+1}(x_1, K)\bar{W}_{n-|K|}(x_1, J_n \setminus K)
\]
which, after writing $L = J_n \setminus K$, simplifies to

$$
\kappa \sum_{J \subseteq J_n} \overline{W}_{n-|J|}(x_1, J_n \setminus J) \overline{U}_{|J|+1}(x_1, J) + \kappa \sum_{K \subseteq J_n} \overline{W}_{|K|+1}(x_1, K) \overline{W}_{n-|K|}(x_1, J_n \setminus K)
$$

$$
- \kappa \sum_{L \subseteq J_n} \overline{W}_{n-|L|}(x_1, J_n \setminus L) \overline{U}_{|L|+1}(x_1, L)
$$

$$
= \kappa \sum_{K \subseteq J_n} \overline{W}_{|K|+1}(x_1, K) \overline{W}_{n-|K|}(x_1, J_n \setminus K).
$$

Replacing the last two lines of (A.2) by this result then completes the proof.

**Appendix B**

**Jacobi $\beta$ Ensembles.** It was commented in the paragraph beginning with equation (4.13) that the moments of the Jacobi $\beta$-ensemble are rational functions in $N$, which can for low orders be computed explicitly using Jack polynomial theory. Aspects of the latter are available as a computer algebra package [14], which can used to obtain the explicit form of $m_3^{(j)}$, with $m_1^{(j)}$ and $m_2^{(j)}$ already known from [15]. Making use of a partial fraction expansion, we find

$$
m_3^{(j)} = \frac{5}{16} N + \frac{1}{32} \frac{5a_1 - 11a_2 + 3\kappa - 3}{\kappa}
$$

$$
- \frac{1}{128} \frac{(a_1 - a_2)(a_1 + a_2 - 2\kappa + 2)}{\kappa^3}
$$

$$
\times \left[ (a_1 - a_2)(a_1 + a_2 - 2\kappa + 2) - 4\kappa \right] \left[ (a_1 - a_2)(a_1 + a_2 - 2\kappa + 2) - 8\kappa \right]
$$

$$
+ \frac{1}{32} \frac{(a_1 - a_2 + 1)(a_1 - a_2 - 1)(a_1 + a_2 - 2\kappa + 1)(a_1 + a_2 - 2\kappa + 3)}{\kappa(\kappa + 1)(2\kappa + 1)}
$$

$$
\times \left[ (a_1 - a_2)(a_1 + a_2 - 2\kappa + 2) - 6\kappa - 3 \right]
$$

$$
\left[ (a_1 - a_2)(a_1 + a_2 - 2\kappa + 2) - 6\kappa - 3 \right]
$$

$$
+ \frac{1}{32} \frac{(a_1 - a_2 - \kappa)(a_1 - a_2 + \kappa)(a_1 + a_2 - 3\kappa + 2)(a_1 + a_2 - \kappa + 2)}{\kappa(\kappa + 1)(\kappa + 2)}
$$

$$
\times \left[ (a_1 - a_2)(a_1 + a_2 - 2\kappa + 2) - 3\kappa^2 - 6\kappa \right]
$$

$$
\left[ (a_1 - a_2)(a_1 + a_2 - 2\kappa + 2) - 3\kappa^2 - 6\kappa \right]
$$

$$
\frac{1}{128} \frac{(a_1 - a_2 + 2\kappa)(a_1 - a_2)(a_1 - a_2 - 2\kappa)}{\kappa(\kappa + 1)(2\kappa + 1)}
$$

$$
\times \left[ (a_1 + a_2 + 2\kappa)(a_1 + a_2 - 2\kappa + 2) - 4\kappa + 2 \right]
$$

$$
\left[ (a_1 + a_2 + 2\kappa)(a_1 + a_2 - 2\kappa + 2) - 4\kappa + 2 \right]
$$

$$
- \frac{1}{128} \frac{(a_1 - a_2 - 2\kappa)(a_1 + a_2)(a_1 - a_2 + 2\kappa)}{\kappa(\kappa + 1)(\kappa + 2)}
$$

$$
\times \left[ (a_2 + a_1 - 2\kappa)(a_1 - a_2 - 2\kappa + 4)(a_1 + a_2 - 2\kappa + 2) \right]
$$

$$
\left[ (a_2 + a_1 - 2\kappa)(a_1 - a_2 - 2\kappa + 4)(a_1 + a_2 - 2\kappa + 2) \right].
$$
Dyson Circular $\beta$ Ensemble. It follows from [16, Prop. 3.9.1] that the specialisation $\alpha_1 \mapsto -\kappa N + \kappa - 1$, $\alpha_2 \mapsto 0$ yields the moments $m^{(C)}_1$ of the connected two-point correlation (see [36, Eq. (1.12)]) for the Dyson Circular $\beta$ Ensemble according to the prescription

$$M_l = \frac{m^{(f)}_l(\kappa, N, \alpha_1, \alpha_2)}{(\kappa^{-1} \alpha_1 + \kappa^{-1} + \kappa^{-1} N - 1)} |_{\alpha_1 \mapsto -\kappa N + \kappa - 1, \alpha_2 \mapsto 0}, \quad M_l = \frac{\kappa}{T} \left( m^{(C)}_l(N, \kappa) + N \right). \quad (B.2)$$

This allows us to reclaim the equations for $M_1$ and $M_2$ of [36, Eq. (4.17) & (4.18)] and further allows us to compute, using knowledge of $m^{(f)}_3$, that

$$M_3 = 1 + \frac{(\kappa - 1)}{(\kappa N - \kappa + 1)}$$

$$-4 \frac{\kappa (\kappa - 1)(\kappa - 2)}{(\kappa + 1)(2\kappa + 1)(\kappa N - \kappa + 2)} + 4 \frac{(\kappa - 1)(2\kappa - 1)}{(\kappa + 1)(2\kappa - 1)(\kappa N - 2\kappa + 1)}$$

$$+ \frac{(\kappa - 1)(\kappa - 2)(\kappa - 3)}{(\kappa + 1)(\kappa + 2)(\kappa N - \kappa + 3)} + \frac{(\kappa - 1)(\kappa - 2)(\kappa - 3)}{(\kappa + 1)(2\kappa + 1)(\kappa N - 3\kappa + 1)}. \quad (B.3)$$
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