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Revised Notes from the 2009 Arizona Winter School – “Quadratic Forms and Automorphic Forms”
Notation and Conventions

We let $\mathbb{Z}$, $\mathbb{Q}$, $\mathbb{R}$, $\mathbb{C}$ denote the usual integers, rational numbers, real numbers, and complex numbers, and also denote the natural numbers as $\mathbb{N} := \mathbb{Z}_{>0} := \{1, 2, \cdots\}$. We say that an $n \times n$ matrix $A = (a_{ij}) \in M_n(R)$ over a ring $R$ is even if $a_{ii} \in 2R$, and symmetric if $a_{ij} = a_{ji}$ for all $1 \leq i, j \leq n$. The symmetric matrices in $M_n(R)$ are denoted by $\text{Sym}_n(R)$. We denote the trivial (mod 1) Dirichlet character sending all integers to $1$.

Suppose $R$ is an integral domain and $V$ is a (finite dimensional) vectorspace over its field of fractions $F$. By a lattice or $R$-lattice in $V$ we will mean a finitely generated $R$-module over $R$ that spans $V$. In particular, notice that we will always assume that our lattices have full rank in $V$.

If $F$ is a number field (i.e. a finite field extension of $\mathbb{Q}$), then we define a place or normalized valuation of $F$ to be an equivalence class of metrics $|\cdot|_v$ on $F$ that induce the same topology on $F$. We implicitly identify $v$ with the distinguished metric in each class agreeing with the usual absolute value when $F_v = \mathbb{R}$ or $\mathbb{C}$, and giving $|p|_v = |O_v/pO_v|$ when $v$ is non-archimedean and $F_v$ has valuation ring $O_v$ with maximal ideal $p$. If $p \in \mathbb{N}$ with $(p) = p \cap \mathbb{Z}$ then we have an associated valuation on $F_v^\times$ given by $\text{ord}_v(\cdot) := -\log_p(\cdot) = \text{ord}_p(\cdot)$. We define a (non-zero) squareclass of a field $K$ to be an element of $K^\times/(K^\times)^2$, and when $K$ is a non-archimedean local field then the valuation $\text{ord}_v$ descends to give a $(\mathbb{Z}/2\mathbb{Z})$-valued valuation on squareclasses.

We say that an $R$-valued quadratic form over a (commutative) ring $R$ is primitive if the ideal generated by its values $(Q(R))$ is $R$ and we say that $Q$ represents $m$ if $m \in Q(R)$.
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Chapter 1

Background on Quadratic Forms

1.1 Notation and Conventions

In these notes we will study aspects of the theory of quadratic forms over rings $R$ and fields $F$ of characteristic $\text{Char}(\cdot) \neq 2$ (i.e. where $1 + 1 \neq 0$). While one can discuss quadratic forms in characteristic 2, we can no longer equate them with symmetric bilinear forms, so the theory there is more complicated. For references valid in characteristic 2, we refer the reader to [Kap03, Knu91, EKM08, Bak81, Sah60].

Our main interest is in quadratic forms over the field $\mathbb{Q}$, the ring $\mathbb{Z}$, and their completions, though we may consider a more general setting (e.g. a number field and its ring of integers) when there are no additional complications in doing so.

1.2 Definitions of Quadratic Forms

In this chapter we give some basic definitions and ideas used to understand quadratic forms and the numbers they represent. We define a \textbf{quadratic form} $Q(\vec{x})$ \textbf{over a ring} $R$ to be a degree 2 homogeneous polynomial

$$Q(\vec{x}) := Q(x_1, \cdots, x_n) := \sum_{1 \leq i \leq j \leq n} c_{ij}x_ix_j$$

in $n$ variables with coefficients $c_{ij}$ in $R$.

When division by 2 is allowed (either in $R$ or in some ring containing $R$) we can also consider the quadratic form $Q(\vec{x})$ as coming from the symmetric \textbf{Gram bilinear form}

$$B(\vec{x}, \vec{y}) := \sum_{1 \leq i, j \leq n} b_{ij}x_i y_j = \vec{x}^T B \vec{y}$$

via the formula $Q(\vec{x}) = B(\vec{x}, \vec{x}) = \vec{x}^T B \vec{x}$, where the matrix $B := (b_{ij})$ and $b_{ij} = \frac{1}{2}(c_{ij} + c_{ji})$ (with the convention that $c_{ij} = 0$ if $i > j$). We refer to the symmetric matrix $B = (b_{ij})$ as
the Gram matrix of $Q$. It is common to relate a quadratic form $Q(\vec{x})$ to its Gram bilinear form $B(\vec{x}, \vec{y})$ by the polarization identity

$$Q(\vec{x} + \vec{y}) = B(\vec{x} + \vec{y}, \vec{x} + \vec{y})$$

$$= B(\vec{x}, \vec{x}) + 2B(\vec{x}, \vec{y}) + B(\vec{y}, \vec{y})$$

$$(1.2) = Q(\vec{x}) + 2B(\vec{x}, \vec{y}) + Q(\vec{y}).$$

From either of these formulas for $B(\vec{x}, \vec{y})$, we see that the matrix $B \in \frac{1}{2}\text{Sym}_n(R)$.

Since often $\frac{1}{2} \notin R$, it is somewhat unnatural to consider the Gram bilinear form since it is not an object defined over $R$. However the Hessian bilinear form $H(\vec{x}, \vec{y}) := 2B(\vec{x}, \vec{y})$ is defined over $R$ and can be seen to be very naturally associated to the quadratic form $Q(\vec{x})$ by the polarization identity. This definition is motivated by the fact that the matrix $H := 2B \in \text{Sym}_n(R)$ of the Hessian bilinear form is the Hessian matrix of second order partial derivatives of $Q(\vec{x})$ (i.e. $H = (H_{ij})$ where $a_{ij} = \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_j} Q(\vec{x})$). For this reason, it is often preferable to use the Hessian formulation when working over rings, and in particular when $R = \mathbb{Z}$. Notice that the diagonal coefficients $h_{ii}$ of the Hessian matrix are even, so $H$ is actually an even symmetric matrix. In the geometric theory of quadratic forms the Hessian bilinear form is often referred to as the polar form of $Q$ because of its close connection with the polarization identity (see [EKM08, p39]).

Another perspective on quadratic forms is to think of them as free quadratic $R$-modules, by which we mean an $R$-module $M \cong R^n$ equipped with a “quadratic function”

$$Q : M \to R$$

which is a function satisfying

1. $Q(a\vec{x}) = a^2 Q(\vec{x})$ for all $a \in R$, and for which

2. $H(\vec{x}, \vec{y}) := Q(\vec{x} + \vec{y}) - Q(\vec{x}) - Q(\vec{y})$ is a bilinear form.

This perspective is equivalent to that of a quadratic form because one can recover the quadratic form coefficients from $c_{ii} = Q(\vec{e}_i)$, and when $i < j$ we have $c_{ij} = H(\vec{e}_i, \vec{e}_j)$.

In the case when $R = \mathbb{Z}$, this perspective allows us to think of $Q$ as a “quadratic lattice” which naturally sits isometrically in a vector space over $\mathbb{Q}$ that is also equipped with a quadratic form $Q$. More precisely, we define a quadratic space to be a pair $(V, Q)$ where $V$ is a finite-dimensional vector space over $F$ and $Q$ is a quadratic form on $V$. We say that a module $M$ is a quadratic lattice if $M$ is a (full rank) $R$-lattice in a quadratic space $(V, Q)$ over $F$, where $F$ is the field of fractions of $R$. Notice that we can always realize a quadratic form $Q(\vec{x})$ over an integral domain $R$ as being induced from a free quadratic lattice $R^n$ in some quadratic space $(V, Q)$, by thinking of $Q$ as a function on $V = F^n$ where $F$ is the fraction field of $R$. (Note: However if $R$ is not a principal ideal domain then there will exist non-free quadratic lattices, which cannot be described as quadratic forms!)
We say that a quadratic form $Q(\vec{x})$ is $R$-valued if $Q(R^n) \subseteq R$. From the polarization identity we see that $Q(\vec{x})$ is $R$-valued iff $Q(\vec{x})$ is defined over $R$ (i.e. all coefficients $c_{ij} \in R$) because $c_{ij} = H(\vec{e}_i, \vec{e}_j)$ when $i \neq j$ and $c_{ii} = Q(\vec{e}_i)$.

1.3 Equivalence of Quadratic Forms

Informally, we would like to consider two quadratic forms as being “the same” if we can rewrite one in terms of the other by a change of variables. More precisely, we say that two quadratic forms $Q_1$ and $Q_2$ are equivalent over $R$, and write $Q_1 \sim_R Q_2$, if there is an invertible linear change of variables $\phi(\vec{x})$ with coefficients in $R$ so that $Q_2(\vec{x}) = Q_1(\phi(\vec{x}))$.

We can represent $\phi(\vec{x})$ (with respect to the generators $\vec{e}_i$ of the free module $R^n$) as left-multiplication by an invertible matrix $M$ over $R$ – i.e. $M \in M_n(R)$ and

$$\phi(\vec{x}) = M\vec{x}.$$  

Expressing this equivalence in terms of the associated Hessian and Gram matrices, we see that composition with $\phi$ gives the equivalence relations

$$H_1 \sim_R \trans H_1 M H_1 = H_2 \quad\text{and}\quad B_1 \sim_R \trans B_1 M B_1 = B_2$$  \hfill (1.3)

where

$$Q_1(\vec{x}) = \frac{1}{2} \trans\vec{x} H_1 \vec{x} = \trans\vec{x} B_1 \vec{x}.$$  

For quadratic lattices, the corresponding notion is to say that two quadratic $R$-modules are equivalent if there is a $R$-module isomorphism between the modules commuting with the quadratic functions (i.e. preserving all values of the the quadratic function). Because this $R$-module isomorphism preserves all values of the the quadratic function, it is often referred to as an isometry. We will see later that this idea of thinking of equivalent quadratic lattices as isometric lattices in a quadratic space is very fruitful, and can be used to give a very geometric flavor to questions about the arithmetic of quadratic forms.

1.4 Direct Sums and Scaling

Two important constructions for making new quadratic forms from known ones are the operations of scaling and direct sum. Given $a \in R$ and a quadratic form $Q(\vec{x})$ defined over $R$, we can define a new scaled quadratic form $a \cdot Q(\vec{x})$ which is also defined over $R$. We can also try to detect if a quadratic form is a scaled version of some other quadratic form by looking at its values, generated either as a bilinear form or as a quadratic form. We therefore define the (Hessian and Gram) scale and norm of $Q$ by

$$\text{Scale}_H(Q) := \{H(\vec{x}, \vec{y}) \mid \vec{x}, \vec{y} \in R^n\}$$ \hfill (1.4)

$$\text{Scale}_G(Q) := \{B(\vec{x}, \vec{y}) \mid \vec{x}, \vec{y} \in R^n\}$$ \hfill (1.5)

$$\text{Norm}(Q) := \{Q(\vec{x}) \mid \vec{x} \in R^n\}$$ \hfill (1.6)
and notice that Scale\(_{H/G}(a \cdot Q) = a \cdot Scale_{H/G}(Q)\) and Norm\((a \cdot Q) = a^2 \cdot \text{Norm}(Q)\).

Another useful construction for making new quadratic forms is to take the direct sum of two given quadratic forms. Given \(Q_1(x_1)\) and \(Q_2(x_2)\) in \(n_1\) and \(n_2\) distinct variables over \(R\) respectively, we define their (orthogonal) direct sum \(Q_1 \oplus Q_2\) as the quadratic form

\[
(Q_1 \oplus Q_2)(\bar{x}) := Q_1(x_1) + Q_2(x_2)
\]

in \(n_1 + n_2\) variables, where \(\bar{x} := (x_1, x_2)\).

1.5 The Geometry of Quadratic Spaces

Quadratic forms become much simpler to study when the base ring \(R\) is a field (which we denote by \(F\)). In that case we know that all finite-dimensional \(R\)-modules are free (i.e. every finite-dimensional vector space has a basis), and that there is exactly one of each dimension \(n\). This simplification allows us to replace commutative algebra with linear algebra when studying quadratic forms, and motivates our previous definition of a quadratic space as a pair \((V, Q)\) consisting of a quadratic form \(Q\) on a finite-dimensional vector space \(V\) over \(F\).

We will often refer to any quadratic form (in \(n\) variables) over a field as a quadratic space, with the implicit understanding that we are considering the vector space \(V := F^n\). We also often refer to an equivalence of quadratic spaces (over \(F\)) as an isometry.

We now present some very useful geometric classification theorems about quadratic spaces. To do this, we define the (Gram) inner product of \(\vec{v}_1, \vec{v}_2 \in V\) as the value of the Gram symmetric bilinear form \(B(\vec{v}_1, \vec{v}_2)\). We say that two vectors \(\vec{v}_1, \vec{v}_2 \in V\) are perpendicular or orthogonal and write \(\vec{v}_1 \perp \vec{v}_2\) if their inner product \(B(\vec{v}_1, \vec{v}_2) = 0\). Similarly we say that a vector \(\vec{v}\) is perpendicular to a subspace \(W \subseteq V\) if \(\vec{v} \perp \vec{w}\) for all \(\vec{w} \in W\), and we say that two subspaces \(W_1, W_2 \subseteq V\) are perpendicular if \(\vec{w}_1 \perp \vec{w}_2\) for all \(\vec{w}_i \in W_i\).

Our first theorem says we can always find an orthogonal basis for \(V\), which we can see puts the (Gram/Hessian) matrices associated to \(Q\) in diagonal form:

**Theorem 1.5.1.** [Orthogonal splitting/diagonalization] Every quadratic space \(V\) admits an orthogonal basis.

**Proof.** This is proved in Cassels’s book [Cas78, Lemma 1.4 on p13-14], where he refers to this as a “normal basis”.

Given a quadratic space \((V, Q)\), to any a choice of basis \(\mathcal{B} := \{\vec{v}_1, \ldots, \vec{v}_n\}\) for \(V\) we can associate a quadratic form \(Q_{\mathcal{B}}(\bar{x})\) by expressing elements of \(V\) in the coordinates of \(\mathcal{B}\):

\[
\mathcal{B} \quad \mapsto \quad Q_{\mathcal{B}}(\bar{x}) := Q(x_1 \vec{v}_1 + \cdots + x_n \vec{v}_n).
\]

\(^1\text{We could also have defined an inner product using the Hessian bilinear form, but this choice is less standard in the literature and the difference will not matter for our purposes in this section.}\)
1.5. THE GEOMETRY OF QUADRATIC SPACES

We can use this association to define the\textbf{ determinant} \( \det(Q) \) of \((V,Q)\) as the determinant \( \det(B) \) of the Gram matrix \( B \) of the associated quadratic form \( Q_{\mathcal{B}}(\vec{x}) \) for some basis \( \mathcal{B} \). However since changing the basis \( \mathcal{B} \) induces the equivalence relation \((1.3)\), we see that \( \det(Q) \) is only well-defined up to multiplication by \( \det(M)^2 \in \mathbb{K}^\times \), and so \( \det(Q) \) gives a well-defined square-class in \( \mathbb{K}/(\mathbb{K}^\times)^2 \). We say that \( Q \) is \textbf{degenerate} if \( \det(Q) = 0 \), otherwise we say that \( Q \) is \textbf{non-degenerate} (or \textbf{regular}). By convention, the zero-dimensional quadratic space has \( \det(Q) = 1 \) and is non-degenerate.

**Lemma 1.5.2.** If a quadratic space \((V,Q)\) is degenerate, then there is some non-zero vector \( \vec{v} \in V \) perpendicular to \( V \) (i.e., \( \vec{v} \perp V \)).

The next theorem states that we can always reduce a degenerate quadratic space to a non-degenerate space by (orthogonally) splitting off a \textbf{zero space} \((V,Q)\), which we define to be a vector space \( V \) equipped with the identically zero quadratic form \( Q(\vec{x}) = 0 \). Notice that a zero space has an inner product that is identically zero, so it is always perpendicular to itself. (In the literature a zero space is often referred to as a \textbf{totally isotropic space}.) We define the \textbf{radical of a quadratic space} \((V,Q)\) as the maximal (quadratic) subspace of \( V \) perpendicular to all \( \vec{v} \in V \), which is just the set of vectors perpendicular to all of \( V \).

**Lemma 1.5.3 (Radical Splitting).** Every quadratic space can be written as an orthogonal direct sum of a zero space (the radical of the quadratic space) and a non-degenerate space.

**Proof.** This is given in Cassels’s book \cite{Cas78} Lemma 6.1 on p28. \( \square \)

We say that a non-zero vector \( \vec{v} \in V \) is \textbf{isotropic} if \( Q(\vec{v}) = 0 \) and say that \( \vec{v} \) is \textbf{anisotropic} otherwise. Extending this definition to subspaces, we say that a subspace \( U \subseteq (V,Q) \) is isotropic if it contains an isotropic vector, and anisotropic otherwise. Notice that \( U \) is a totally isotropic subspace \( \iff \) every non-zero vector in \( U \) is isotropic.

For non-degenerate quadratic spaces, isotropic vectors play a key role because of their close relation to the \textbf{hyperbolic plane} \( H_2 \), which is defined as the two-dimensional quadratic space (say with coordinates \( x \) and \( y \)) endowed with the quadratic form \( Q(\vec{x}) = Q(x,y) = xy \). We also refer to the orthogonal direct sum of \( r \) hyperbolic planes as the \textbf{hyperbolic space} \( H_{2r} \), which has dimension \( 2r \).

**Theorem 1.5.4 (Totally Isotropic Splitting).** Suppose \((V,Q)\) is a non-degenerate quadratic space. Then for every \( r \)-dimensional zero subspace \( U \subseteq V \) we can find a complementary \( r \)-dimensional subspace \( U' \subseteq V \) so that \( V = U \oplus U' \oplus W \) as vector spaces, and (as quadratic subspaces) \( W \) is non-degenerate and \( U \oplus U' \) is equivalent to the hyperbolic space \( H_{2r} \).

**Proof.** This is shown in Lam’s Book \cite{Lam05} Thrm 3.4(1–2), p10, or by repeated application of \cite{Cas78}, Cor 1, p15. \( \square \)

In the case that \( W \) is isotropic, we can repeatedly apply this to split off additional hyperbolic spaces until \( W \) is anisotropic. So we could have initially taken \( U \) to be a totally
isotropic subspace of maximal dimension in \((V,Q)\), called a **maximal totally isotropic subspace**, and then concluded that \(W\) was anisotropic.

Another particularly useful result about quadratic spaces is that there is a large group of \(F\)-linear isometries of \((V,Q)\), called the **orthogonal group** and denoted as \(O_Q(V)\) or \(O(V)\), that acts on \((V,Q)\). We will see throughout these lectures that the orthogonal group is very closely connected to the arithmetic of quadratic forms, partly because of the following important structural theorem of Witt which classifies isometric quadratic subspaces within a given quadratic space in terms of the orbits of \(O(V)\).

**Theorem 1.5.5** (Witt’s Theorem). Suppose that \(U\) and \(U'\) are non-degenerate isometric (quadratic) subspaces of a quadratic space \(V\). Then any isometry \(\alpha : U \rightarrow U'\) extends to an isometry \(\alpha : V \rightarrow V\).

**Proof.** This is proved in almost every quadratic forms book, e.g. Cassels’s book [Cas78, Thrm 4.1 on p21], Shimura’s book [Shi10 Thrm 22.2 on p116-7], and Lam’s book [Lam05, Thrm 4.2 and 4.7 on pp 12-15].

Notice that Witt’s Theorem shows that the dimension of a maximal isotropic subspace of a quadratic space \((V,Q)\) is a well-defined number (independent of the particular maximal isotropic subspace of \(V\) that we choose), since otherwise we could find an isometry of \(V\) that puts the smaller subspace properly inside the larger one, violating the assumption of maximality.

### 1.6 Quadratic Forms over Local Fields

We now suppose that \((V,Q)\) is a non-degenerate quadratic space over one of the local fields \(F = \mathbb{R}, \mathbb{C}\) or \(\mathbb{Q}_p\) where \(p\) is a positive prime number. In this setting we can successfully classify quadratic spaces in terms of certain invariants associated to them. The major result along these lines is that in addition to the dimension and determinant, at most one additional invariant is needed to classify non-degenerate quadratic spaces up to equivalence.

**Theorem 1.6.1.** There is exactly one non-degenerate quadratic space over \(\mathbb{C}\) of each dimension \(n\).

**Proof.** From the orthogonal splitting theorem [1.5.1] we see that any such \(Q(\mathbf{x}) \sim \mathbb{C} \sum_{i=1}^{n} c_i x_i^2\) with \(c_i \in \mathbb{C}^\times\). However since \(\mathbb{C}^\times = (\mathbb{C}^\times)^2\) every \(c_i\) can be written as some \(a_i^2\), so we see that \(Q(\mathbf{x}) = \sum_{i=1}^{n} (a_i x_i)^2 \sim \mathbb{C} \sum_{i=1}^{n} x_i^2\).  

**Theorem 1.6.2.** The non-degenerate quadratic spaces over \(\mathbb{R}\) are in 1-1 correspondence with the pairs \((n,p_1)\) where \(0 \leq p_1 \leq n\).
1.6. QUADRATIC FORMS OVER LOCAL FIELDS

Proof. Since $\mathbb{R}^\times$ has two squareclasses $\pm (\mathbb{R}^\times)^2$, we see that the diagonal elements can be chosen to be either 1 or $-1$. Since the dimension of a maximal totally isotropic subspace is a well-defined isometry invariant, this characterizes the number of $(1, -1)$ pairs on the diagonal, and then the remaining diagonal entries all have the same sign. Its orthogonal complement is anisotropic, and is either $1_{n-2r}$ or $-1_{n-2r}$ depending on the sign of the values it represents.

In practice it is more standard to use the signature invariant $p := p_1 - p_2$ instead of $p_1$, however they are equivalent for our purpose of giving a complete set of invariants for quadratic spaces over $\mathbb{R}$.

Theorem 1.6.3. The non-degenerate quadratic spaces over $\mathbb{Q}_p$ are in 1-1 correspondence with the triples $(n, d, c)$ where $n = \dim(Q) \in \mathbb{Z} \geq 0$, $d = \det(Q) \in \mathbb{Q}_p^\times / (\mathbb{Q}_p^\times)^2$, and $c \in \{\pm 1\}$ is the Hasse invariant of $Q$, under the restrictions that

1. $c = 1$ if either $n = 1$ or $(n, d) = (2, -1)$, and also
2. $(n, d, c) = (0, 1, 1)$ if $n = 0$.

Proof. This is proved in Cassels's book [Cas78, Thrm 1.1 on p55].

Another area in which we can extract more information about quadratic forms over local fields is in terms of the maximal anisotropic dimension of $K$, which is defined to be the largest dimension of an anisotropic subspace of any quadratic space over $K$. This is sometimes called the $u$-invariant of $K$.

Theorem 1.6.4. The maximal anisotropic dimensions of $\mathbb{C}$, $\mathbb{R}$ and $\mathbb{Q}_p$ are $1$, $\infty$, and $4$. 

Proof. Over $\mathbb{C}$ any form in $n \geq 2$ variables is isotropic, and any non-zero form of dimension 1 is anisotropic. Over $\mathbb{R}$ we see that $Q(\vec{x}) = \sum_{i=1}^n x_i^2$ is anisotropic for any $n \in \mathbb{N}$. Over $\mathbb{Q}_p$ any form in $n \geq 5$ variables isotropic, and there is always an anisotropic form in four variables arising as the norm form from the unique ramified quaternion algebra over $\mathbb{Q}_p$ (see [Lam05, Thrm 2.12 and Cor 2.11, p158]).

In particular, over $\mathbb{R}$ says that it is possible for quadratic forms of any dimension to be anisotropic, which means that either $Q$ represents only positive or only negative values (using a non-zero vector), and in these cases we say $Q$ is positive definite or negative definite respectively. When a non-degenerate $Q$ is isotropic over $\mathbb{R}$ then it must represent both positive and negative values, in which case we say that $Q$ is indefinite. For $\mathbb{Q}_p$ there is no notion of positive and negative, but one can concretely understand the $u$-invariant $u(\mathbb{Q}_p) = 4$ from the existence of certain (non-split) quaternion algebras at every prime $p$, which will be discussed in more detail in Chapter 3. The norm forms of these quaternion algebras assume all values of $F$ and do not represent zero non-trivially.
CHAPTER 1. BACKGROUND ON QUADRATIC FORMS

1.7 The Geometry of Quadratic Lattices – Dual Lattices

Quadratic lattices also have a kind of geometry associated to them that is a little more subtle than the “perpendicular” geometry of subspaces of quadratic spaces. Given a (full rank) quadratic lattice \( L \) (over \( \mathbb{R} \)) in a quadratic space \((V, Q)\) (over the fraction field \( \mathbb{F} \) of \( \mathbb{R} \)), we can consider the elements of \( V \) where the linear form \( H(\cdot, L) \) is in any fixed ideal \( I \) of \( \mathbb{R} \). When \( \mathbb{R} = \mathbb{F} \) is a field, the only ideals are \( \mathbb{F} \) and \((0)\); taking \( I = \mathbb{F} \) imposes no condition, and taking \( I = (0) \) recovers the notion of the orthogonal complement \( L^\perp \) of \( L \). However when \( \mathbb{R} \neq \mathbb{F} \) then taking \( I = \mathbb{R} \) gives an interesting integral notion of “orthogonality” which is very useful for making other lattices that are closely related to \( L \).

We define the \textbf{(Hessian) dual lattice} \( L^\# \) of \( L \) to be the set of vectors in \( V \) that have integral inner product with all \( \vec{w} \in L \), i.e.

\[
L^\# := \{ \vec{v} \in V \mid H(\vec{v}, \vec{w}) \in \mathbb{R} \text{ for all } \vec{w} \in L \}.
\]

Notice that if \( H(\vec{x}, \vec{y}) \) is \( \mathbb{R} \)-valued for all \( \vec{x}, \vec{y} \in L \) then we have \( L \subseteq L^\# \). When an \( \mathbb{R} \)-valued lattice \( L \) is free as an \( \mathbb{R} \)-module, we also know that the matrix of \( H \) in any basis of \( L \) is symmetric with coefficients in \( \mathbb{R} \) and even diagonal (i.e. all \( a_{ii} \in 2\mathbb{R} \)), so \( H \) is an even symmetric matrix. We then define the \textbf{level} of \( L \) to be the smallest (non-zero) ideal \( n \subseteq \mathbb{R} \) so that the matrices in \( nH^{-1} \) are also even. The level is a very useful invariant of \( L \) which appears when we take dual lattices (because \( H^{-1} \) is the matrix of basis vectors for the dual basis of the given basis \( B \) of \( L \) in the coordinates of \( B \)), and in particular it plays an important role in the theory of theta functions (see Chapter 2).

In the special case where \( \mathbb{R} = \mathbb{Z} \) the level \( n \) can be written as \( n = (N) \) for some \( N \in \mathbb{N} \), and this (minimal) \( N \) is what is usually referred to as the level of the quadratic lattice (which is also a quadratic form since all \( \mathbb{Z} \)-lattices are free).

We say that a quadratic form over a ring \( \mathbb{R} \) is \textbf{(Hessian) unimodular} if its Hessian bilinear form has unit determinant (i.e. \( \det(H) \in \mathbb{R}^\times \)). In terms of quadratic lattices, this is equivalent to saying that the associated quadratic \( \mathbb{R} \)-lattice \((L, Q) = (\mathbb{R}^n, Q)\) is \textbf{(Hessian) self-dual} (i.e. \( L^\# = L \)).

\textbf{Remark 1.7.1.} It is somewhat more customary for authors to define the dual lattice \cite[§82F, p230]{O'M71} as the \textbf{Gram dual lattice},

\[
L_G^\# := \{ \vec{v} \in V \mid B(\vec{v}, \vec{w}) \in \mathbb{R} \text{ for all } \vec{w} \in L \}.
\]

and for the analogous notion of unimodular and self-dual to be \textbf{Gram unimodular} (i.e. \( \det(B) \in \mathbb{R}^\times \)) and \textbf{Gram self-dual} (i.e. \( L_G^\# = L \)). While either definition will suffice for a Jordan splitting theorem (Theorem \ref{thm: Jordan Splitting}) in terms of unimodular lattices (because Gram and Hessian unimodular lattices are simply scaled versions of each other), the Hessian

\footnote{For any subset \( S \subseteq V \) the set \( H(S, L) \) is an \( \mathbb{R} \)-module, and so it is natural to consider maximal subsets of \( V \) where \( H(S, L) \) is a fixed \( \mathbb{R} \)-module. From the bilinearity of \( H \), we see that these maximal sets \( S \) are also \( \mathbb{R} \)-modules.}
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1.8. QUADRATIC FORMS OVER LOCAL (P-adIC) RINGS OF INTEGERS

Definitions are more natural from an arithmetic perspective (e.g., in the definition of level, the proof of Theorem 1.8.2, and our discussion of neighboring lattices in Section 1.10). If 2 is invertible in \( R \), then there is no distinction between the Hessian and Gram formulations, so over local (p-adic) rings this only makes a difference over the 2-adic integers \( \mathbb{Z}_2 \).

1.8 Quadratic Forms over Local (p-adic) Rings of Integers

If we consider quadratic forms over the ring of integers \( \mathbb{Z}_p \) of the p-adic field \( \mathbb{Q}_p \), then the classification theorem is more involved because the valuation and units will both play a role. The main result along these lines involves the notion of a “Jordan splitting”, which breaks \( \mathbb{Q} \) into a sum of pieces scaled by powers of \( p \) which are as simple as possible.

**Lemma 1.8.1.** Suppose that \( R \) is a principal ideal domain, \( L \) is a quadratic \( R \)-lattice in the quadratic space \( (V,Q) \), and \( W \) is a non-degenerate subspace of \( (V,Q) \). If \( \text{Scale}(L \cap W) = \text{Scale}(L) \), then we can write \( L = (L \cap W) \oplus (L \cap W^\perp) \).

**Proof.** Since \( R \) is a principal ideal domain, we know that all finitely generated \( R \)-modules are free \([Lan95, Thrm 7.1, p146]\), giving \( L \equiv R^n \) and \( L \cap W \equiv R^k \) where \( V \) and \( W \) have dimensions \( n \) and \( k \) respectively. The structure theorem for finitely-generated \( R \)-modules \([Lan95, Thrm 7.8(i), p153]\) says that we can find a set of \( n \) vectors \( \{\vec{w}_1, \ldots, \vec{w}_k, \vec{v}_{k+1}, \ldots \vec{v}_n\} \) that generate \( L \) whose first \( k \) elements generate \( L \cap W \). Without loss of generality we can scale the quadratic form \( Q \) so that \( \text{Scale}_H(L) = R \), in which case the Hessian matrix of \( L \cap W \) in this basis is in \( \text{GL}_n(R) \). Therefore for each generator \( \vec{v}_j \) of \( L \), we can realize the vector \( (H(\vec{w}_i, \vec{v}_j))_{1 \leq i \leq k} \) as an \( R \)-linear combination of its columns, and this linear combination can be used to adjust each \( \vec{v}_j \) to be orthogonal to all \( \vec{w}_i \), completing the proof. \( \square \)

**Theorem 1.8.2 (Jordan Decomposition).** A non-degenerate quadratic form over \( \mathbb{Z}_p \) can be written as a direct sum

\[
Q(\vec{x}) = \bigoplus_{j \in \mathbb{Z}} p^j Q_j(\vec{x}_j)
\]

where the \( Q_j(\vec{x}_j) \) are unimodular. More explicitly, if \( p > 2 \) then each \( Q_j \) is a direct sum of quadratic forms \( u_i x^2 \) for some p-adic units \( u_i \in \mathbb{Z}_p^\times \), and if \( p = 2 \) then each \( Q_j \) is a direct sum of some collection of the unimodular quadratic forms \( u_i x^2, xy, \) and \( x^2 + xy + y^2 \).

**Proof.** This follows from successively applying Lemma 1.8.1 and noticing that the minimal scale for a sublattice of \( L \) can always be attained by a rank 1 sublattice when \( p \neq 2 \), and be a rank 2 sublattice when \( p = 2 \). The explicit statement for \( p = 2 \) follows from checking equivalences between the rank 2 unimodular lattices.

Most authors state this result in terms of Gram unimodular lattices. When \( p > 2 \) this is given in Cassels’s book \([Cas78, Lemma 3.4 on p115]\), while \( p = 2 \) is given in the very explicit form stated here as \([Cas78, Lemma 4.1 on p117]\). See also \([Ger08, Thrm 8.1, p187]\).
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p162 and Thrm 8.9, p168 and [O'M71, Thrm 93:29 on pp277]. For the general classification of integral quadratic forms over number fields at primes over \( p = 2 \) see O’Meara’s book [O'M71, Theorem 93:28 on pp267-276], though there only invariants (and not explicit representatives) are given.

Remark 1.8.3. As a convention, we consider the ring of integers of \( \mathbb{R} \) and \( \mathbb{C} \) to be just \( \mathbb{R} \) and \( \mathbb{C} \) again, so there is nothing new to say in that situation.

1.9 Local-Global Results for Quadratic forms

A useful idea for studying quadratic forms over either \( \mathbb{Q} \) or \( \mathbb{Z} \) is to consider them locally over all completions (by thinking of their coefficients in the associated local field \( \mathbb{Q}_v \) or ring \( \mathbb{Z}_v \)), and then try to use information about these “local” quadratic forms to answer questions about the original “global” quadratic form. While it is easy to pass from \( \mathbb{Q} \) to a local quadratic form \( Q_v \) defined over its completion at the valuation \( v \), it is more difficult to reverse this process to glue together a set of local forms \( Q_v \) for all \( v \) to obtain some “global” quadratic form \( Q \).

We now examine the extent to which this can be done. Our first theorem tells us that for quadratic spaces over \( \mathbb{Q} \) this “local-global” procedure works flawlessly, and we can check the (rational) equivalence of forms using only local information.

Theorem 1.9.1 (Hasse-Minkowski Theorem). Given two quadratic forms \( Q_1 \) and \( Q_2 \) defined over \( \mathbb{Q} \), we have

\[ Q_1 \sim Q_2 \iff Q_1 \sim Q_v Q_2 \text{ for all places } v \text{ of } \mathbb{Q}. \]

Proof. This is stated as the “Weak Hasse principle” in Cassels’s book [Cas78, Thrm 1.3 on p77], but proved in [Cas78 §6.7, p85–86].

Remark 1.9.2. The same result holds if we replace \( \mathbb{Q} \) with any number field \( K \), and replace the \( Q_v \) with all of the completions \( K_v \) at all places of \( K \).

We denote the \( \mathbb{Z} \)-equivalence class of \( Q \) by \( \text{Cls}(Q) \), and refer to it as the class of \( Q \). Given two quadratic forms \( Q_1 \) and \( Q_2 \) over \( \mathbb{Z} \), we always have that

\[ Q_1 \sim Z Q_2 \implies Q_1 \sim Z, Q_2 \text{ for all places } v \]

since the linear transformation giving the \( \mathbb{Z} \)-equivalence is also defined over each completion \( \mathbb{Z}_v \). (Recall that \( \mathbb{Z}_\infty := \mathbb{R} \) by convention.) However unlike with quadratic forms over \( \mathbb{Q} \), we are not guaranteed that local equivalence over all \( \mathbb{Z}_v \) will ensure equivalence over \( \mathbb{Z} \). The number of distinct \( \mathbb{Z} \)-equivalence classes of quadratic forms that are locally \( \mathbb{Z}_v \)-equivalent to \( Q \) at all places is called the class number \( h_Q \) of the quadratic form \( Q \), and the set of all forms with the same localization as \( Q \) is called the genus of \( Q \), so \( h_Q = |\text{Gen}(Q)| \).
It is a major result of Siegel from the reduction theory of (either definite or indefinite) quadratic forms over \( \mathbb{R} \) that \( h_Q < \infty \). The class number of an indefinite quadratic form of dimension \( n \geq 3 \) is particularly simple to compute, and can be found in terms of a few local computations, but the class number of a definite form is considerably more complicated to understand exactly.

**Theorem 1.9.3.** The class number \( h_Q \) is finite.

**Proof.** This follows from the reduction theory of quadratic forms, which shows that every class of quadratic forms over \( \mathbb{Z} \) has some representative (of the same determinant) whose coefficients lie in a compact set. This together with the discreteness of the (integer) coefficients of \( Q \) gives that there are only finitely many classes of quadratic forms of bounded discriminant. A proof can be found in [Cas78, Thrm 1.1, p128 and Lemma 3.1, p135] □

**Remark 1.9.4.** It is also useful to discuss the proper class of \( Q \), denoted \( \text{Cls}^+(Q) \) which is the set of all \( Q' \in \text{Cls}(Q) \) where \( Q'(\vec{x}) = Q(M\vec{x}) \) with \( \det(M) = 1 \). Since \( \det(M) \in \{ \pm 1 \} \), we see that there are at most two proper classes in a class, and so there are also finitely many proper classes in a given genus. The notion of proper classes is only meaningful when \( n \) is even (because when \( n \) is odd the \( n \times n \) scalar matrix \( M = -1_n \) has \( \det(-1_n) = -1 \), so \( \text{Cls}(Q) = \text{Cls}^+(Q) \)), and is important for formulating the connection between proper classes of binary quadratic forms and ideal classes in quadratic number fields. This connection is discussed further in the Bhargava’s notes [Bha].

There is also a somewhat more geometrical notion of the class and genus of a quadratic lattice \( L \subset (V,Q) \), by considering the orbit of \( L \) under the action of the rational or adelic orthogonal group. In the language of quadratic forms, this says that two (free) quadratic lattices are in the same class or genus iff any associated quadratic forms (by choosing bases for the lattices) are in the same class or genus (respectively). This gives rise to a class number \( h(L) \) which is the number of classes in the genus of \( L \) (and is again finite), and this agrees with the class number of the associated quadratic form when \( L \) is free. This notion of class and genus of a lattice is discussed in [Ger08, Defn 9.7, p180–181] and will be revisited in section 4.5.

Interestingly, while indefinite forms appear more complicated on the surface, their arithmetic is usually easier to understand than that of definite forms, as can be seen from the following theorems. The main idea is due to Eichler who discovered that the arithmetic of a certain simply connected algebraic group called the spin group, which is a double covering of \( \text{SO}(Q) \) and is very easy to understand via a property called “strong approximation”. This naturally leads to a notion of (proper) spinor equivalence, and we call the orbit of \( L \) under this equivalence the (proper) spinor genus \( \text{Spn}^+(L) \) of \( L \). We will discuss these notions briefly in section 3.5. Some references for further reading about this topic are [Cas78, pp186-191], [Shi10, pp177-8, 192], [O’M71, pp315-321], [PR94, §7.4, pp427-433], [Kne66].
1.10 The Neighbor Method

In this section we describe the method of neighboring lattices due to Kneser, which gives a useful construction for enumerating all classes in a given (spinor) genus of quadratic forms. The idea is that one can perform explicit operations on a given quadratic lattice $L$ to produce different lattices that are obviously locally integrally equivalent to $L$. By doing this carefully, one can find representatives of all classes in the genus $\text{Gen}(L)$.

**Definition 1.10.1.** Given two integer-valued quadratic lattices $L, L' \subset (V,Q)$ and some prime $p \in \mathbb{N}$, we say $L$ and $L'$ are $p$-neighbors if $[L : L \cap L'] = [L' : L \cap L'] = p$ and $H(L, L') \not\subseteq \mathbb{Z}$.

1.10.1 Constructing $p$-neighbors

Given a quadratic lattice $L$ in a non-degenerate quadratic space $(V,Q)$, we now explain how to construct all of its $p$-neighboring lattices $L'$ explicitly in terms of certain vectors in $L$.

**Theorem 1.10.2.** If $p \in \mathbb{N}$ is prime, then every $p$-neighboring lattice $L'$ of a given $\mathbb{Z}$-valued primitive quadratic lattice $L$ with $\text{Scale}_H(L) = \mathbb{Z}$ has the form

$$L' = \frac{1}{p} \bar{w} + L_{\bar{w},p,\perp},$$

where

$$L_{\bar{w},p,\perp} := \{ \bar{v} \in L \mid H(\bar{v}, \bar{w}) \equiv 0 \text{ (mod } p) \},$$

for some primitive vector $\bar{w} \in L$ with $p^2 \mid Q(\bar{w})$.

**Proof.** Any index $p$ superlattice $L'$ of $L''$ must be of the form $L' = L'' + \frac{1}{p} \bar{w}$ for some primitive vector $\bar{w}$ in $L''$, because by the structure theorem [Lan95, Thrm 7.8(i), p153] one can choose a basis for $L'$ starting with some $\bar{w}$ so that replacing $\bar{w}$ by $p\bar{w}$ gives a basis for $L''$. For such an $L'$ to be $\mathbb{Z}$-valued we must at least have $Q(\frac{1}{p} \bar{w}) \in \mathbb{Z}$, which is equivalent to $p^2 \mid Q(\bar{w})$. Further since every $\bar{x} \in L'$ can be written as $\bar{x} = \bar{y} + \frac{a}{p} \bar{w}$ for some $\bar{y} \in L_{\bar{w},p,\perp}$ and some $a \in \mathbb{Z}$, we have

$$Q(\bar{x}) = Q(\bar{y} + \frac{a}{p} \bar{w}) = Q(\bar{y}) + H(\bar{y}, \frac{a}{p} \bar{w}) + Q(\frac{a}{p} \bar{w}) = Q(\bar{y}) + \frac{a}{p} H(\bar{y}, \bar{w}) + aQ(\frac{1}{p} \bar{w}) \in \mathbb{Z},$$

and so we must have $H(\bar{y}, \bar{w}) \in p\mathbb{Z}$ for all $\bar{y} \in L''$. However this condition defines an index $p$ sublattice of $L$, since it is the kernel of the surjective homomorphism $L \to \mathbb{Z}/p\mathbb{Z}$ defined by $\bar{v} \mapsto H(\bar{v}, \bar{w})$. By reversing our reasoning, we see that all such $L'$ are $p$-neighbors of $L$. 

\qed
An important fact about $p$-neighbors $L'$ of $L$ is that they are all in the same genus $\text{Gen}(L)$. It is interesting to ask how many classes in the genus of $L$ can be created by taking repeated $p$-neighbors starting from $L$. If one is allowed to vary the prime $p$, then this $p$-neighbor procedure gives all (proper) classes in $\text{Gen}(Q)$.

**Theorem 1.10.3.**

1. If $L'$ is a $p$-neighbor of $L$ then $L' \in \text{Gen}(L)$.

2. If $p \nmid 2 \det(L)$ and $n \geq 3$, then any $L'' \in \text{Spn}^+(L)$ can be obtained by taking repeated $p$-neighbors of $L$.

3. If the prime $p$ is allowed to vary, then we can obtain all proper classes $\text{Cls}^+(L)$ in $\text{Gen}(L)$ by taking repeated $p$-neighbors of $L$.

**Proof.** This definition of $p$-neighbor and local equivalence of $p$-neighbors is proved in [Tor05, §3.1, pp31-35]. The spanning of the spinor genus is proved in [BH83, Prop1, p339], and the spanning of the genus is proved in [BH83, Thrm 2, p340].

In fact, one can make more precise statements about exactly which spinor genera appear by taking $p$ neighbors because the $p$-neighboring operation can always be realized by an element of spinor norm $p(\mathbb{Q}^\times)^2$. The image of this squareclass in the finite set of $\mathbb{Q}^\times$-squareclasses modulo spinor norms $\text{sn}(O^+_Q(V))$ and modulo the adelic spinor norms of the stabilizer of $O^+_A(L)$ of $L$ determines exactly which of the (at most two) spinor genera can be reached by taking repeated $p$-neighbors of $L$.

There is also a nice characterization of the $p$-neighbors of $L$ in terms of the non-singular points of the associated hypersurface $Q(\vec{x}) = 0$ over $\mathbb{F}_p$.

**Theorem 1.10.4.** The $p$-neighbors of $L$ are in bijective correspondence with the non-singular points of $Q(\vec{x}) = 0$ in $\mathbb{P}^{n-1}(\mathbb{F}_p)$.

**Proof.** See [Tor05, Thrm 3.5, p34] or [SH98, Prop 2.2, p739].

The $p$-neighbors can be organized into a weighted $p$-neighbor graph whose vertices are the classes in $\text{Gen}(L)$, where two vertices are connected by an edge iff they are $p$-neighbors, and where the multiplicity of each edge is the number of distinct $p$-neighboring lattices of $L$ which are equivalent $\sim_{\mathbb{Z}}$ to $L'$. From the above theorem, we see that the $p$-neighbor graph is regular and that if $p \nmid 2 \det(L)$ then the it is $p^{n-2}$-regular (i.e. every class has exactly $p^{n-2}$ neighbors for the prime $p$).
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Theta functions

2.1 Definitions and convergence

We say that $m \in \mathbb{Z}$ is represented by an integer-valued quadratic form $Q$ in $n$ variables if there is a solution $\vec{x} \in \mathbb{Z}^n$ to the equation $Q(\vec{x}) = m$. Similarly we say that $m$ is locally represented by $Q$ if there is a solution of $Q(\vec{x}) = m$ with $\vec{x} \in \mathbb{R}^n$ and also a solution $\vec{x} \in (\mathbb{Z}/M\mathbb{Z})^n$ for every $M \in \mathbb{N}$. Our main purpose in this chapter will be to study the representation numbers

$$r_Q(m) := \#\{\vec{x} \in \mathbb{Z}^n \mid Q(\vec{x}) = m\}$$

of a positive definite quadratic form $Q$ over $\mathbb{Z}$, in order to understand something about which numbers $m \in \mathbb{Z} \geq 0$ are represented by $Q$. Our assumption here that $Q$ is positive definite ensures that $r_Q(m) < \infty$, since there are only finitely many lattice points (in $\mathbb{Z}^n$) in the compact solid ellipsoid $E_m : Q(\vec{x}) \leq m$ when $\vec{x} \in \mathbb{R}^n$.

It will also be important to consider the (integral) automorphism group of $Q$, which is defined as the set of invertible integral linear transformations preserving $Q$, i.e.

$$\text{Aut}(Q) := \{M \in M_n(\mathbb{Z}) \mid Q(M\vec{x}) = Q(\vec{x}) \text{ for all } \vec{x} \in \mathbb{Z}^n\}.$$

Our previous compactness observation also tells us that $\#\text{Aut}(Q) < \infty$, since any automorphism of $Q$ is determined by its action on a basis of $\mathbb{Z}^n$ and by taking $m$ large enough we can arrange that the (finitely many) integral vectors in $E_m$ span $\mathbb{Z}^n$. Because automorphisms preserve the values $Q(\vec{x})$ of all vectors, they preserve the set of integral vectors inside the ellipsoid $E_m$, and so there are only finitely many possible images of any specified spanning set.

In this setting it makes sense to define the theta series of $Q$ as the Fourier series generating function for the representation numbers $r_Q(m)$ given by

$$\Theta_Q(z) := \sum_{m=0}^{\infty} r_Q(m) e^{2\pi i m z}.$$
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From this perspective, our main goal will be to understand the symmetries of this generating function very well, and to use them to obtain information about the representation numbers $r_Q(m)$.

In order to make $\Theta_Q(z)$ more than just a formal object, we should try to establish some convergence properties so it can be regarded as an honest function. For this series to converge absolutely we need the exponentials in the sum to be decaying, which happens for $z \in \mathbb{C}$ when $\text{Im}(z) > 0$. For convenience, we denote by $\mathcal{H}$ the complex upper half-plane

$$\mathcal{H} := \{ z \in \mathbb{C} \mid \text{Im}(z) > 0 \}.$$

The following theorem shows that any Fourier series with moderately (i.e. polynomially) growing coefficients will converge absolutely on $\mathcal{H}$.

**Lemma 2.1.1 (Convergence of Fourier series).** The Fourier series

$$f(z) := \sum_{m=0}^{\infty} a(m)e^{2\pi imz}.$$

converges absolutely and uniformly on compact subsets of $\mathcal{H}$ to a holomorphic function $f : \mathcal{H} \to \mathbb{C}$ if all of its coefficients $a(m) \in \mathbb{C}$ satisfy $|a(m)| \leq C m^r$ for some constant $C > 0$.

**Proof.** See [Miy06, Lemma 4.3.3, p117].

Because the number of lattice points in a smooth bounded region $\mathcal{R} \subset \mathbb{R}^n$ is approximately $\text{Vol}(\mathcal{R})$, we see that $\sum_{i=0}^{M} r_Q(m) < CM^n$ for some constant $C$. Therefore for each $m$ individually we must have that $r_Q(m) < C_1 M^{n-1}$ for some constant $C_1$, so the previous lemma shows that the theta function $\Theta_Q(z)$ converges (absolutely and uniformly) to a holomorphic function when $z \in \mathbb{C}$ and $\text{Im}(z) > 0$. This gives the following important result:

**Theorem 2.1.2.** The theta series $\Theta_Q(z)$ of a positive definite integer-valued quadratic form $Q$ converges absolutely and uniformly to a holomorphic function $\mathcal{H} \to \mathbb{C}$.

### 2.2 Symmetries of the theta function

While it is not obvious at first glance, $\Theta_Q(z)$ has a surprisingly large number of symmetries. From its definition as a Fourier series, it is clearly invariant under the transformation $z \mapsto z + 1$, but this is not particularly special since this holds for any Fourier series. However there is an additional symmetry provided to us by Fourier analysis because we can also view the theta function as a sum of a quadratic exponential function over a lattice $\mathbb{Z}^n$, i.e.

$$\Theta_Q(z) = \sum_{m=0}^{\infty} r_Q(m)e^{2\pi imz} = \sum_{\vec{x} \in \mathbb{Z}^n} e^{2\pi i Q(\vec{x})z}.$$
This additional lattice symmetry is realized through the Poisson summation theorem:

**Theorem 2.2.1 (Poisson Summation Formula).** Suppose that \( f(\vec{x}) \) is a function on \( \mathbb{R}^n \) which decays faster than any polynomial as \( |\vec{x}| \to \infty \) (i.e. for all \( r \geq 0 \) we know that \( |\vec{x}|^r f(\vec{x}) \to 0 \) as \( |\vec{x}| \to \infty \)). Then the equality

\[
\sum_{\vec{x} \in \mathbb{Z}^n} f(\vec{x}) = \sum_{\vec{x} \in \mathbb{Z}^n} \hat{f}(\vec{x})
\]

holds and the sums on both sides are absolutely convergent, where

\[
\hat{f}(\vec{x}) := \int_{\mathbb{R}^n} f(\vec{y}) e^{-2\pi i \vec{x} \cdot \vec{y}} \, d\vec{y}
\]

is the Fourier transform of \( f(\vec{x}) \).

**Proof.** See [Lan94, pp249-250] for a proof of this. \( \square \)

The important point here is that the Gaussian function \( f(x) = e^{-\pi x^2} \) transforms into a multiple of itself under the Fourier transform (which follows essentially from checking that \( e^{-\pi x^2} \) is its own Fourier transform). Writing \( z = x + iy \in \mathcal{H} \) in \( \Theta_Q(z) \), we see that the \( y \)-dependence of each term will look like a decaying Gaussian (while the \( x \)-dependence will just oscillate), so Poisson summation allows us to transform each term into itself after a little rescaling. This allows us to establish an additional symmetry for the theta function under the transformation \( z \mapsto \frac{-1}{4N}z \) for some \( N \in \mathbb{N} \). In the special case where \( Q(\vec{x}) = x^2 \) we can take \( N = 4 \) and have the two identities

\[
\Theta_{x^2}(-1/4z) = \sqrt{-2iz} \Theta_{x^2}(z) \quad \text{and} \quad \Theta_{x^2}(z + 1) = \Theta_{x^2}(z). \tag{2.1}
\]

By extending these to the group generated by the transformations \( z \mapsto \frac{-1}{4z} \) and \( z \mapsto z + 1 \), we obtain following prototypical theorem.

**Theorem 2.2.2.** For all \( \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{SL}_2(\mathbb{Z}) \) with \( 4 \mid c \), we have that

\[
\Theta_{x^2} \left( \frac{az + b}{cz + d} \right) = \varepsilon_d^{-1} \left( \frac{c}{d} \right) \sqrt{cz + d} \Theta_{x^2}(z)
\]

where \( -\frac{\pi}{2} < \arg(\sqrt{z}) \leq \frac{\pi}{2} \),

\[
\varepsilon_d := \begin{cases} 
1 & \text{if } d \equiv 1 \mod 4, \quad \text{and} \quad \left( \frac{c}{d} \right) := \begin{cases} 
\left( \frac{c}{d} \right) & \text{if } c > 0 \text{ or } d > 0, \\
-\left( \frac{c}{d} \right) & \text{if both } c, d < 0.
\end{cases}
\end{cases}
\]

Here when \( d > 0 \) the symbol \( \left( \frac{c}{d} \right) \) agrees with the usual quadratic character mod \( d \).


Proof. This is stated in [Shi73, (1.10), p440] and proved in Prop 2, p457. See also Iwaniec [Iwa97, Thm 10.10 with \( \chi = 1 \), pp177-8], Knopp [Kno70, Thrm 13, p46 and Thrm 3, p51], [Miy06, Cor 4.9.7, p194] and Andrianov-Zhuralev [AZ95, Prop 4.15, p42] for proofs. 

For a diagonal quadratic form \( Q(\vec{x}) = \sum_{i=1}^{n} a_{i}x_{i}^{2} \) of level \( N \), this formula is enough to see that \( \Theta_{Q}(z) \) transforms into a multiple of itself under the element \( z \mapsto \frac{-1}{Nz} \). However to obtain a transformation formula for a general theta series \( \Theta_{Q}(z) \) similar to Theorem 2.2.2, a more general strategy is needed. One approach is to compute the transformation formulae for more general theta series involving a linear term, and then to specialize this term to zero. Another approach is to obtain identities for how a related generalized higher dimensional theta function (similar to \( \Theta_{x^2}(z) \)) transforms with respect to a special subgroup of \( \text{Sp}_{2n}(\mathbb{Z}) \) called the theta group. In the case where \( n = 1 \), the theta group consists of the matrices \( \begin{bmatrix} a & b \\ c & d \end{bmatrix} \) of \( \text{Sp}_{2}(\mathbb{Z}) = \text{SL}_{2}(\mathbb{Z}) \) where both products \( ab \) and \( cd \) are even. Either approach allows one to show the following important transformation formula:

**Theorem 2.2.3.** Suppose \( Q \) is a non-degenerate positive definite quadratic form over \( \mathbb{Z} \) in \( n \) variables with level \( N \). Then for all \( \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{SL}_{2}(\mathbb{Z}) \) with \( N \mid c \), we have that

\[
\Theta_{Q}\left( \frac{az + b}{cz + d} \right) = \left( \frac{\det(Q)}{d} \right) \left[ \varepsilon_{d}^{-1} \left( \frac{c}{d} \right) \sqrt{cz + d} \right]^{n} \Theta_{Q}(z),
\]

where \( \sqrt{z} \), \( \varepsilon_{d} \), and \( \left( \frac{c}{d} \right) \) are defined in Theorem 2.2.2.

Proof. A nice discussion of theta series and their transformation formulas (by the first approach) can be found in [Iwa97, Ch. 10], and a somewhat simpler discussion of transformation formulas for theta series in an even number of variables along these lines is given in the appendix to Chapter 1 of Eichler’s book [Eic66, pp44-52]. The second approach described above can be found (in much greater generality) in [AZ95, Ch1, §3-4, pp11-37], especially Thrm 3.13 on p22.

Here the \( 2 \times 2 \) matrices that give symmetries of \( \Theta_{Q}(z) \) form a subgroup of \( \text{SL}_{2}(\mathbb{Z}) \) called the level \( N \) congruence group, which is usually denoted as

\[
\Gamma_{0}(N) := \left\{ \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{SL}_{2}(\mathbb{Z}) \mid c \equiv 0 \pmod{N} \right\}.
\]

### 2.3 Modular Forms

It is useful to understand theta series in the context of all functions that have symmetries with respect to the action of congruence subgroups \( \Gamma_{0}(N) \) by linear fractional transformations on \( \mathcal{H} \). This idea leads us to define a very important class of functions called modular forms, whose symmetry properties essentially depend on three parameters: the weight \( k \in \frac{1}{2} \mathbb{Z} \), the level \( N \in \mathbb{N} \), and the character \( \chi : (\mathbb{Z}/N\mathbb{Z})^{\times} \to \mathbb{C}^{\times} \). If the weight \( k \notin \mathbb{Z} \),
then we must specify an additional function $\varepsilon := \varepsilon(\gamma, k)$ called a **multiplier system**. For theta series this is called the “theta multiplier”, but we will not be concerned with its exact form here.

**Definition 2.3.1.** We define a **modular form** of weight $k$, level $N$, Dirichlet character $\chi$ and multiplier system $\varepsilon$ to be a holomorphic function $f : \mathcal{H} \to \mathbb{C}$ which transforms with respect to $\Gamma_0(N)$ under the rule

$$f \left( \frac{az + b}{cz + d} \right) = \varepsilon(\gamma, k)\chi(d)(cz + d)^k f(z) \quad (2.2)$$

for all $\gamma := \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \Gamma_0(N)$, and satisfies the additional technical condition that $f(z)$ is also “holomorphic” at the boundary values $\mathbb{P}^1(\mathbb{Q}) := \mathbb{Q} \cup \{\infty\}$ of the quotient $\Gamma_0(N) \backslash \mathcal{H}$.

It is standard notation to let $M_k(N, \chi)$ denote the $\mathbb{C}$-vector space of all modular forms of weight $k \in \frac{1}{2}\mathbb{Z}$, level $N$ and character $\chi$, where we assume the the **trivial multiplier system** $\varepsilon(\gamma, k) := 1$ if $k \in \mathbb{Z}$ and the **theta multiplier system** $\varepsilon(\gamma, k) := \varepsilon_d^{-1} \left( \frac{c}{d} \right)$ if $k \not\in \mathbb{Z}$.

We can now rephrase the symmetries of the theta function $\Theta_Q(z)$ using the language of modular forms. Good references for the general theory of modular forms are [Iwa97, DS05, Miy06, Kob93, Shi94], and the theta multiplier is described in detail in [Kno70, Ch 4] and [Iwa97, Ch 10]. One important observation to make about modular forms $f(z)$ is that the element $\begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} \in \Gamma_0(N)$, and so the transformation formula above shows that $f(z+1) = f(z)$. \footnote{To justify this, notice that both the trivial and theta multiplier systems have value 1 on this element.}

This periodicity together with the holomorphy of $f(z)$ shows that any modular form can be written as a complex **Fourier series**

$$f(z) = \sum_{m=0}^{\infty} a(m)e^{2\pi imz} = \sum_{m=0}^{\infty} a(m)q^m \quad \text{where } q := e^{2\pi iz} \quad (2.3)$$

and the **Fourier coefficients** $a(m) \in \mathbb{C}$.

**Corollary 2.3.2.** Suppose $Q$ is a non-degenerate positive definite quadratic form over $\mathbb{Z}$ in $n$ variables with level $N$. Then $\Theta_Q(z) \in M_{\frac{n}{2}}(N, \chi)$ is a modular form of weight $\frac{n}{2}$, level $N$ and character $\chi(\cdot) = \left( \frac{-1}{d} \frac{\frac{n}{2}}{\text{det}(Q)} \right)$ (and multiplier system $\varepsilon(\gamma, k)$ specified above).

**Proof.** This follows because $\varepsilon_d^2 \left( \frac{c}{d} \right) = \left( \frac{-1}{d} \left( \frac{c}{d} \right) \right)$, and so $\varepsilon_d^{-1} \left( \frac{c}{d} \right)^n = \left( \frac{-1}{d} \right)^{\frac{n}{2}} \begin{cases} \varepsilon_d^{-1} \left( \frac{c}{d} \right) & \text{if } n \text{ is odd,} \\ 1 & \text{if } n \text{ is even.} \end{cases}$

**Remark 2.3.3.** Note that here the “level” $N$ refers both the level of the quadratic form as well as the level of the modular form (i.e. we use symmetries from $\Gamma_0(N)$).
To understand modular forms structurally, it is important to understand the action of $\Gamma_0(N)$ on $\mathcal{H}$ by linear fractional transformations $z \mapsto \frac{az+b}{cz+d}$. When $N = 1$, then $\Gamma_0(N)$ is all of $\text{SL}_2(\mathbb{Z})$ and there is a well-known fundamental domain $\mathcal{F}$ for this action given by

$$\mathcal{F} := \{ z \in \mathcal{H} \mid |z| \geq 1 \text{ and } |\text{Re}(z)| \leq \frac{1}{2} \},$$

together with some identifications of its boundary. After these identifications have been made, the resulting fundamental domain $\mathcal{F}$ is not compact. However $\mathcal{F}$ can be naturally extended to a compact surface by adding one point (usually called $\infty$ or $i\infty$) which we imagine to be at the topmost end of the $y$-axis. This point is called a cusp of $\text{SL}_2(\mathbb{Z})$ due to the apparent pointyness of $\mathcal{F}$ as we move along the $y$-axis towards $i\infty$. In general, $\Gamma_0(N)$ has finite index in $\text{SL}_2(\mathbb{Z})$ and so its fundamental domain will be a union of finitely many translates of $\mathcal{F}$ (with slightly different boundary identifications). This larger fundamental domain is again not compact, but here it can be made compact by the addition of finitely many “boundary” points which we call cusps of $\Gamma_0(N)$. These cusps can always be represented by elements of $\mathbb{P}^1(\mathbb{Q})$ since they will be the image of the cusp $i\infty$ under some element of $\Gamma_0(N) \subset \text{SL}_2(\mathbb{Q})$, and we have the identification $i\infty = \infty \in \mathbb{P}^1(\mathbb{Q}) \subset \mathbb{P}^1(\mathbb{C})$.

These cusps play a very important role in the theory of modular forms. For example, they can be used to define a natural subspace of modular forms which vanish at all cusps, called the cusp forms $S_k(N, \chi) \subseteq M_k(N, \chi)$. Also, for each cusp $\mathcal{C}$ of $\Gamma_0(N)$ we can usually construct a special modular form $E_\mathcal{C}(z)$ associated to $\mathcal{C}$ which has value 1 at $\mathcal{C}$ and vanishes at all other cusps. We call the space spanned by all of these functions associated to cusps the space of Eisenstein series $E_k(N, \chi) \subseteq M_k(N, \chi)$.

The Eisenstein series associated to cusps can be understood very explicitly, and is usually considered to be the “easier” part of $M_k(N, \chi)$. For example, for the cusp $\mathcal{C} = i\infty$ of $\text{SL}_2(\mathbb{Z})$, the associated Eisenstein series $E_\mathcal{C}(z)$ of weight $k \in 2\mathbb{Z} > 2$ is given by

$$G_k(z) := \frac{1}{2} \sum_{(c,d) \in \mathbb{Z}^2 \atop \gcd(c,d)=1} \frac{1}{(cz+d)^k} = 1 - \frac{2k}{B_{2k}} \sum_{m \geq 1} \sigma_{k-1}(m) q^m \in M_k(N = 1, \chi = 1) \quad (2.4)$$

where $B_{2k}$ is the $(2k)^{th}$ Bernoulli number, $\sigma_{k-1}(m) := \sum_{d|m} d^{k-1}$ is the usual divisor function and $q := e^{2\pi iz}$. (See [Miy06, Lemma 4.1.6, p100 and Thrm 3.2.3, p90].) We can also interpret the Fourier expansion in (2.3) as being associated with the cusp $i\infty$, since we can view $q$ as a local parameter in the neighborhood of $i\infty$.

**Facts about Modular forms:** We now state several fundamental structural results in the theory of modular forms that are useful for understanding theta series:

1. The space of modular forms $M_k(N, \chi)$ with fixed invariants $(k, N, \chi)$ is a finite dimensional vector space over $\mathbb{C}$. [Miy06, §2.5, pp57-61]

2. The space $M_k(N, \chi)$ can be decomposed uniquely as a direct sum of cusp forms (of functions vanishing at all cusps) and Eisenstein series (spanned by the Eisenstein
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series associated to the cusps of $\Gamma_0(N)$). \cite[Thrm 2.1.7, p44 and Thrm 4.7.2, p179]{Miy06}

3. Any Eisenstein series has Fourier coefficients $a_E(m)$ which can be as large as $c_\varepsilon m^{k-1+\varepsilon}$ for any $\varepsilon > 0$ and some constant $c_\varepsilon \in \mathbb{R} > 0$. \cite[Thrm 4.7.3, p181]{Miy06}

4. Any cusp form has Fourier coefficients $a_f(m)$ which are (trivially) no larger than $c_\varepsilon m^{\frac{k}{2}+\varepsilon}$ for any $\varepsilon > 0$ and some constant $c_\varepsilon \in \mathbb{R} > 0$. \cite[Cor 2.1.6, p43]{Miy06}

For our purposes, it is important to note that the upper bound on Eisenstein coefficients is not far from the truth, and is best possible when $k > 2$. When $k \in 2\mathbb{Z} > 2$, this bound is attained by the Eisenstein series (2.4).

2.4 Asymptotic Statements about $r_Q(m)$

To apply our knowledge of modular forms to study the numbers $m$ represented by $Q$, we write the theta series as

$$\Theta_Q(z) = E(z) + C(z)$$

where $E(z)$ is an Eisenstein series and $C(z)$ is a cusp form. Looking at the $m^{th}$ Fourier coefficient of this equation gives a decomposition of the representation numbers as

$$r_Q(m) = a_E(m) + a_C(m).$$

From our informal discussion of modular forms above we know that the Eisenstein Fourier coefficients $a_E(m)$ are about as large as $m^{k-1}$ as $m \to \infty$, and when $n = 5$ one can show using (2.6) that

$$|a_E(m)| \gg m^{\frac{3}{2}},$$

when they are non-zero, and when $n \geq 4$ this occurs $\iff m$ is locally represented by $Q$. Similarly we know that the cusp form Fourier coefficients satisfy

$$|a_C(m)| \ll m^{\frac{5}{4}+\varepsilon},$$

so if the Eisenstein coefficients are non-zero, then we know that $r_Q(m)$ is non-zero and so $m$ is represented by $Q$ if $m$ is sufficiently large. This asymptotic estimate only improves when $Q$ has more variables, giving the following theorem originally due to Tartakowski:

**Theorem 2.4.1** (Tartakowski. \cite{Tar29}). If $Q$ is a positive definite quadratic form over $\mathbb{Z}$ in $n \geq 5$ variables, then every sufficiently large number $m \in \mathbb{N}$ that is locally represented by $Q$ is represented by $Q$. 
For $n \leq 4$, the above results are not enough to show that the Eisenstein coefficients are asymptotically larger than the cusp form coefficients, so more care is needed. The case $n = 4$ was first handled by Kloosterman by a clever refinement of the Circle Method (described briefly below), and has since been absorbed into the theory of modular forms as a consequence of the Ramanujan bound $|a_f(p)| \leq 2\sqrt{p}$ for prime coefficients of weight 2 cusp forms. This case also involves additional local considerations at finitely many primes $p$ where $Q$ is anisotropic over $\mathbb{Q}_p$.

The case $n = 3$ is even more delicate, and involves additional arithmetic and analytic tools to understand (e.g. spinor genera, the Shimura lifting of half-integral weight forms, analytic bounds on square-free coefficients of half-integral weight forms). In particular it was handled by Duke and Schulze-Pillot, and then by Schulze-Pillot in the papers [DSP90, SP00]. For more details on asymptotic results, see the survey papers [Han04, Duk97, Iwa87, SP04].

The case $n = 2$ of binary forms is a genuinely arithmetic problem (since for weight $k = 1$ both cusp forms and Eisenstein series coefficients satisfy $a(m) < < m^\varepsilon$ for any $\varepsilon > 0$ [Ser77 §5.2(c), p220]) and it exhibits a much closer connection to explicit class field theory for quadratic extensions than the asymptotic results described here.

### 2.5 The circle method and Siegel’s Formula

The origins of the many of the modern analytic techniques in the theory of quadratic forms have their origins in the famous “circle method” of Hardy, Littlewood and Ramanujan. The idea of this method is that one can express the number of representations $r_Q(m)$ for $Q = a_1x_1^2 + \cdots + a_nx_n^2$ as an integral over the unit circle which can be well-approximated by taking small intervals about angles which are rational multiples of $2\pi$ (where small here means small relative to the overall denominator of the rational multiples one considers). These rational angle contributions can be thought of locally (in terms of Gauss sums), and so we learn that local considerations give a good approximation of the number of representations $r_Q(m)$ for $Q = a_1x_1^2 + \cdots + a_nx_n^2$ when $n$ is large enough. In the language of modular forms this method produces an Eisenstein series $E_Q(z)$ (called a “singular series”) with multiplicative Fourier coefficients that agrees with the theta series $\theta_Q(z)$ at all rational points (and at $\infty$) so the difference $\theta_Q(z) - E_Q(z)$ is a cusp form and so must have asymptotically smaller Fourier coefficients than $E(z)$. This cusp form can be analyzed to various degrees, but the most naive bound for its Fourier coefficients gives non-trivial asymptotic information for the asymptotic behavior of $r_Q(m)$ for $m \geq 5$. (See [MW06, Ch 6, pp ??] and [Kno70, Ch 5, pp63–87] for details.) The case $n = 4$ can also be handled, but requires an essential refinement of Kloosterman to obtain additional cancellation. (See [Iwa97], §11.4–5, pp190–199 and [IK04, §20.3-5, pp467–486] for more details.)

Siegel used these ideas to give quantitative meaning to the Fourier coefficients in the singular series both in terms of the underlying space of modular forms (as an Eisenstein series), but also in terms of the “local densities” associated to the quadratic form $Q$. In
particular he proved the following theorem:

**Theorem 2.5.1 (Siegel).** Suppose $Q(\vec{x})$ is a positive definite integer-valued quadratic form in $n \geq 5$ variables, whose theta series $\Theta_Q(z)$ is written (uniquely) as a sum of an Eisenstein series $E(z)$ and a cusp form $C(z)$. Then the Eisenstein series

$$E(z) = \sum_{m \geq 0} a_E(m) e^{2\pi i m z}$$

can be expressed in two different ways:

Firstly, $E(z)$ can be recovered as a weighted sum of theta series over the genus of $Q$:

$$E(z) = \frac{\sum_{Q' \in \text{Gen}(Q)} \Theta_{Q'}(z)}{\sum_{Q' \in \text{Gen}(Q)} |\text{Aut}(Q')|},$$

(2.5)

showing that $E(z)$ is a genus invariant. (I.e., The theta series of any $Q' \in \text{Gen}(Q)$ will have the same Eisenstein series $E(z)$.)

Secondly, the Fourier coefficients $a_E(m)$ can be expressed as an infinite local product

$$a_E(m) = \prod_{\text{places } v} \beta_{Q,v}(m)$$

(2.6)

where the numbers $\beta_{Q,v}(m)$ are the local representation densities of $Q$ at $m$, defined by the limit

$$\beta_{Q,v}(m) := \lim_{U \to \{m\}} \frac{\text{Vol}_{\mathbb{Z}_v}(Q^{-1}(U))}{\text{Vol}_{\mathbb{Z}_v}(U)}$$

(2.7)

where $U$ runs over a sequence of open subsets of $\mathbb{Z}_v$, containing $m$ with common intersection $\{m\}$, and the volumes appearing are the natural translation-invariant volumes on $n$-dimensional and 1-dimensional affine space over $\mathbb{Z}_v$ of total volume one.

**Proof.** See Siegel's Lecture notes [Sie63] or his original series of papers [Sie35, Sie36, Sie37].

These formulas are extremely important for the analytical theory of quadratic forms, and can be used to provide precise asymptotics for $r_Q(m)$ as $m \to \infty$. Extensions of this technique led Siegel to prove analogous results for more general kinds of theta functions which count representations of a quadratic form by another quadratic form. These are examples of "Siegel modular forms" which have analogous symmetries for the symplectic group $\text{Sp}_{2r}$. (See [AZ95] for more details.)

The formulas of Siegel were later generalized by Weil to a more representation-theoretic context by means of a certain very simple representation of a symplectic group called the "Weil representation" that we will meet later. This representation can be used to give a
proof of Siegel’s formulas in the case where $Q$ is a positive definite quadratic form in $n \geq 5$ variables, and has been extended by Kudla and Rallis \cite{KR88b, KR88a} to cover many more cases, including $n \geq 3$. It is interesting to see the progression of ideas from the circle method to modular forms to the Weil representation, and to notice that while the language used to obtain these results changes to suit our deepening perspective and context, the essential features (and technical difficulties) of the result remain very much the same.

These structural results about theta series and modular forms can also be generalized to understand theta series of totally definite $O_F$-valued quadratic forms over totally real number fields $F$. These theta series are then Hilbert modular forms for a congruence subgroup of the group $GL_2(O_F)$ where $O_F$ is the ring of integers of $F$. They can also be generalized to understand the number of representations of a smaller quadratic form $Q'$ by $Q$, where this can be viewed in the lattice picture as counting the number of isometric embeddings of the quadratic lattice $L'$ into $L$ (which are quadratic lattices associated to $Q'$ and $Q$ respectively). In this context, the resulting theta series is a Siegel modular form for some congruence subgroup of the symplectic group $Sp_{2n'}(\mathbb{Z})$, where $Q'$ is a quadratic form in $n'$ variables. (Notice that in the special case where $n' = 1$ we have $Sp_2 = SL_2$.) In both of these settings, Siegel’s formulas remain essentially unchanged.

## 2.6 Mass Formulas

One useful application of the generalizations of Siegel’s formula to representing quadratic forms $Q'$ by a quadratic form $Q$ is when we take $Q' = Q$. In this case, a generalization of Siegel’s first formula (2.5) applied to the $Q$th-Fourier coefficient of the associated Siegel modular form gives

$$a_E(Q) = \frac{\sum_{Q'' \in \text{Gen}(Q)} r_{Q''}(Q)}{\sum_{Q'' \in \text{Gen}(Q)} 1} = \frac{1}{\sum_{Q'' \in \text{Gen}(Q)} 1}$$

(2.8)

because the number of representations $r_Q(Q'')$ of any quadratic form $Q'' \in \text{Gen}(Q)$ by $Q$ is given by

$$r_Q(Q'') = \begin{cases} \#\text{Aut}(Q) & \text{if } Q'' \sim_Z Q, \\ 0 & \text{if } Q'' \not\sim_Z Q. \end{cases}$$

From an extension of Siegel’s second formula (2.6), we also see that $a_E(Q)$ can be written as a product of local densities (though in this case an extra factor of 2 is needed). This motivates the definition of the **mass of a quadratic form** $Q$, denoted by $\text{Mass}(Q)$, as

$$\text{Mass}(Q) := \sum_{Q'' \in \text{Gen}(Q)} \frac{1}{|\text{Aut}(Q'')|}.$$ 

By Siegel’s theorems we see that the mass is a local quantity, and can be computed from local knowledge about $Q$ over $\mathbb{Z}_v$ at all places $v$. 
Explicit computations of the mass are simple in principle, but often a bit painful to make explicit. These are known as “exact mass formulas”, and they provide very useful information about the class number \( h_Q \) of a genus \( \text{Gen}(Q) \). As an example of this, using the fact that every quadratic form has at least two automorphisms (e.g. \( \vec{x} \mapsto \pm \vec{x} \)) we can see that

\[
\text{Mass}(Q) = \sum_{Q'' \in \text{Gen}(Q)} \frac{1}{|\text{Aut}(Q'')|} \leq \frac{h(Q)}{2}.
\]

Therefore if the \( \text{Mass}(Q) \) is large then we know that the genus must contain many distinct classes. However the size of the mass of a positive definite form can be shown by local considerations to grow as we vary \( Q \) in an infinite family (e.g. if \( n \) grows, or if \( \det(Q) \) grows and \( n \geq 2 \)), so the class number can also be shown to get very large in these situations. One interesting application of this is the following result of Pfeuffer and Watson:

**Theorem 2.6.1.** There are only finitely many (classes of) primitive positive definite quadratic forms \( Q \) over \( \mathbb{Z} \) in \( n \geq 2 \) variables with class number \( h_Q = 1 \).

In a long series of papers [Wat63], [Wat84], Watson enumerated many of these class number one forms. More generally, Pfeuffer showed that there are finitely many totally definite primitive integer-valued quadratic forms \( Q \) in \( n \geq 2 \) variables with \( h_Q = 1 \) as we vary over all totally real number fields. (See [Pfe71, Pfe78] for details.)

It should also be noted that this is not the end of the story for mass formulas. There are many other connections (e.g. to Tamagawa numbers, Eisenstein series on orthogonal groups, and computational enumeration of classes in a genus) that we do not have space to mention here. As an example of one continuation of the story, in the past few years Shimura has defined a somewhat different notion of “mass” and “mass formula” for quadratic forms which instead of dividing the number of representations by the number of automorphisms, it counts the number of equivalence classes of representations in a genus under the action of the automorphism group. For a nice discussion of these see [Shi06b, Shi06a] and [Shi10, §37], as well as the more detailed [Shi04, §12–13]. These are very interesting, but do not fit within the framework we are describing here. They are also a good example of how a well-established theory is still evolving in new ways, and that there are many avenues left for future researchers to explore!

### 2.7 An Example: The sum of 4 squares

We conclude with a concrete example of how Siegel’s formulas can be used to understand how many ways we can represent certain numbers as a sum of four squares. This question can be treated in many different ways, but the most definitive result is the following exact formula of Jacobi which he derived via the theory of elliptic functions.
Theorem 2.7.1 (Jacobi [Jac]). For \( m \in \mathbb{N} \), we have
\[
    r_{x^2+y^2+z^2+w^2}(m) = 8 \cdot \sum_{0 < d | m \atop 4 \nmid d} d.
\]

We will now derive some special cases of this result for certain \( m \) by using Siegel’s formulas in Theorem 2.5.1. To do this, we first note that \( Q(\vec{x}) = x^2 + y^2 + z^2 + w^2 \) has class number \( h_Q = 1 \), so Siegel’s first formula gives
\[
    a_E(m) = \sum_{Q'' \in \text{Gen}(Q)} \frac{r_{Q''}(m)}{|\text{Aut}(Q'')|} = \frac{r_Q(m)}{|\text{Aut}(Q)|} = r_Q(m).
\]
Now we can apply Siegel’s second formula to give the purely local formula
\[
    r_Q(m) = a_E(m) = \prod_v \beta_{Q,v}(m)
\]
for \( r_Q(m) \) in terms of local densities \( \beta_{Q,v}(m) \) defined in (2.7). We now compute this infinite product to evaluate \( r_Q(m) \) for some \( m \in \mathbb{N} \). For convenience of notation, from now on we use the abbreviation \( \beta_v(m) := \beta_{x^2+y^2+z^2+w^2,v}(m) \).

### 2.7.1 Canonical measures for local densities

To compute the local densities \( \beta_v(m) \) defined in (2.7) we use the “canonical” Haar measures \( \mu \) on \( \mathbb{Z}_v \) (i.e. additively invariant) uniquely defined by the normalizations
\[
    \mu_{\mathbb{Z}_p}(\mathbb{Z}_p) = 1, \quad \mu_{\mathbb{R}}([0,1]) = 1.
\]
Even if one is unfamiliar with the measure \( \mu_{\mathbb{Z}_p} \), the important thing is that we can easily compute the measure of any set we are interested in. In particular, because we can write \( \mathbb{Z}_p \) as the disjoint union
\[
    \mathbb{Z}_p = \bigsqcup_{a \in \mathbb{Z}/p^n\mathbb{Z}} a + p^n\mathbb{Z}
\]
and each of these cosets has the same measure (by the additive invariance), we see that \( \mu_{\mathbb{Z}_p}(p^n\mathbb{Z}_p) = \frac{1}{p^n} \) and also \( \mu_{\mathbb{Z}_p}(p^n\mathbb{Z}_p) = \frac{1}{p^n} \).

### 2.7.2 Computing \( \beta_\infty(m) \)

When \( v = \infty \) we have \( \mathbb{Z}_v = \mathbb{R} \), so we see that the local density \( \beta_\infty(m) \) is the volume of a thin “shell” around the ellipsoid \( x^2 + y^2 + z^2 + w^2 = m \) divided by the “thickness” of the shell (in \( m \)-space), which is some measure of the “surface area” of the 4-sphere of radius \( r = \sqrt{m} \).
To compute $\beta_\infty(m)$ we need to know the “volume” of the 4-ball $B_{4,r} : x^2 + y^2 + z^2 + w^2 \leq r^2$ is given by the well-known formula

$$\text{Vol}(B_{4,r}) = \frac{\pi^2}{2} r^4.$$  

(There are many ways to see this, for example as a consequence of Pappus’s Centroid Theorem [Eve76 §6.18, p166] once the volume of the 3-ball $B_{3,r}$ is known to be $\frac{4}{3} \pi r^3$.)

We now compute $\beta_\infty(m)$ using the open sets $U = U_\varepsilon := (m - \varepsilon, m + \varepsilon)$, giving

$$\beta_\infty(m) := \lim_{U \supseteq \{m\}, U \to \{m\}} \frac{\text{Vol}_\mathbb{R}^n(Q^{-1}(U))}{\text{Vol}_\mathbb{R}(U)} = \lim_{\varepsilon \to 0} \frac{\frac{\pi^2}{2} ((m + \varepsilon)^2 - (m - \varepsilon)^2)}{2\varepsilon} = \lim_{\varepsilon \to 0} \frac{\pi^2}{2} \left( \frac{\sqrt{m + \varepsilon}^4 - \sqrt{m - \varepsilon}^4}{4\varepsilon} \right)$$

$$= \lim_{\varepsilon \to 0} \frac{\pi^2}{2} \left( \frac{(m + \varepsilon)^2 - (m - \varepsilon)^2}{2\varepsilon} \right) = \lim_{\varepsilon \to 0} \frac{\pi^2}{2} \left( \frac{4m^2 + 2m\varepsilon + \varepsilon^2 - (m^2 - 2m\varepsilon + \varepsilon^2)}{2\varepsilon} \right) = \lim_{\varepsilon \to 0} \frac{\pi^2}{2} \frac{4m\varepsilon}{2\varepsilon} = \frac{\pi^2}{2} m.$$  

### 2.7.3 Understanding $\beta_p(m)$ by counting

When $v = p$, we can think of $\mathbb{Z}_p$ as coming from the quotients $\mathbb{Z}/p^i\mathbb{Z}$ where $i$ is very large (i.e. $\mathbb{Z}_p = \lim_{i \to \infty} \mathbb{Z}/p^i\mathbb{Z}$). Because of this we can interpret the local density $\beta_p(m)$ as a statement about the number of solutions of $Q(\bar{x}) \equiv m \pmod{p^i}$ for sufficiently large powers $p^i$. More precisely, we have

**Lemma 2.7.2.** When $v = p$ is a prime number and $Q(x)$ is a quadratic form in $n$ variables, then we may write $\beta_p(m)$ as

$$\beta_p(m) = \lim_{i \to \infty} \frac{\# \{ \bar{x} \in (\mathbb{Z}/p^i\mathbb{Z})^n \mid Q(\bar{x}) \equiv m \pmod{p^i} \}}{p^{(n-1)\varepsilon}}.$$  

**Proof.** This follows from the definition by choosing open sets $U_i := p^i\mathbb{Z}_p$. Then

$$\text{Vol}_{\mathbb{Z}_p}(U_i) = \frac{1}{p^i}.$$
and each solution $\vec{x}$ of $Q(\vec{x}) \equiv m \pmod{p^i}$ gives a $p$-adic coset $\vec{x} + p^i \mathbb{Z}_p^i$ of solutions in $Q^{-1}(U_i)$. Therefore since $\text{Vol}(p^i \mathbb{Z}_p^i) = \frac{1}{p^{ni}}$, we have

$$\text{Vol}_p(Q^{-1}(U_i)) = \frac{1}{p^{ni}} \cdot \# \{ \vec{x} \in (\mathbb{Z}/p^i \mathbb{Z})^n \mid Q(\vec{x}) \equiv m \pmod{p^i} \}$$

and so

$$\beta_p(m) = \lim_{i \to \infty} \frac{\text{Vol}_p(Q^{-1}(U_i))}{\text{Vol}_p(U_i)} = \lim_{i \to \infty} \frac{1}{p^i} \cdot \# \{ \vec{x} \in (\mathbb{Z}/p^i \mathbb{Z})^n \mid Q(\vec{x}) \equiv m \pmod{p^i} \} = \lim_{i \to \infty} \frac{\# \{ \vec{x} \in (\mathbb{Z}/p^i \mathbb{Z})^n \mid Q(\vec{x}) \equiv m \pmod{p^i} \}}{p^{(n-1)i}} .$$

Philosophically we should think of this formula as the number of solutions $\pmod{p^i}$ divided by the “expected number” of solutions (based solely on knowing the dimension of $Q(\vec{x}) = m$ is $n-1$). To see that this limit actually exists, we need to invoke Hensel’s lemma which (as a consequence) says that if $i$ is sufficiently large then the sequence defining $\beta_p(m)$ is constant. In particular, for $Q(\vec{x}) = x_1^2 + \cdots + x_n^2$ it is enough to compute the (non-zero) solutions $\pmod{p}$ if $p > 2$ and $\pmod{8}$ if $p = 2$. In the next few sections we compute the local densities $\beta_p(m)$ by counting these numbers of solutions.

### 2.7.4 Computing $\beta_p(m)$ for all primes $p$

Counting solutions to a polynomial equation over finite fields $\mathbb{Z}/p\mathbb{Z}$ can be done explicitly by the method of “exponential sums” (sometimes called Gauss sums or Jacobi sums), and this gives particularly simple formulas for degree 2 equations. One such formula is

**Lemma 2.7.3.** Suppose $p \in \mathbb{N}$ is a prime $> 2$, then

$$r_{x^2+y^2+z^2+w^2,p}(m) = \begin{cases} p^3 - p, & \text{if } p \nmid m, \\ p^3 + p(p-1), & \text{if } p \mid m. \end{cases}$$

which gives the following explicit local density formulas:

**Lemma 2.7.4.** Suppose $p \in \mathbb{N}$ is a prime $> 2$, then

$$\beta_{x^2+y^2+z^2+w^2,p}(m) = \begin{cases} 1 - \frac{1}{p^2}, & \text{if } p \nmid m, \\ \left(1 - \frac{1}{p^2}\right) \left(1 + \frac{1}{p}\right), & \text{if } p \mid m \text{ but } p^2 \nmid m. \end{cases}$$
Remark 2.7.5. The formula when \( p \mid m \) follows by counting all solutions except \( \vec{x} = \vec{0} \), since that solution will not lift by Hensel’s lemma to a solution of \( Q(\vec{x}) = m \pmod{p^2} \).

When \( p = 2 \) we need to understand the local densities \((\bmod 8)\), which we do by explicitly enumerating the values \( Q(\vec{x}) \) of all vectors \( \vec{x} \in (\mathbb{Z}/8\mathbb{Z})^4 \), giving

**Lemma 2.7.6.** Suppose \( p = 2 \), then

\[
\beta_{x^2+y^2+z^2+w^2,2}(m) = \begin{cases} 1 & \text{if } p \nmid m, \\ \frac{3}{2} & \text{if } p \mid m \text{ but } p^2 \nmid m. \end{cases}
\]

2.7.5 Computing \( r_Q(m) \) for certain \( m \)

We are now in a position to compute the number of representations \( r_Q(m) \) for some simple numbers \( m \). To warm up, we see that when \( m = 1 \) we have

\[
r_Q(1) = \prod_v \beta_v(1) = \beta_\infty(1) \beta_2(1) \prod_{p > 2} \beta_p(1) = (\pi^2 \cdot 1) \prod_{p > 2} \left(1 - \frac{1}{p^2}\right)
\]

\[
= \pi^2 \left(\frac{1}{1 - \frac{1}{2^2}}\right) \prod_{p} \left(1 - \frac{1}{p^2}\right) = \frac{4\pi^2}{3} \prod_{p} \left(1 - \frac{1}{p^2}\right)
\]

\[
= \frac{4\pi^2}{3} \frac{1}{\zeta(2)} = \frac{4\pi^2}{3} \frac{6}{\pi^2} = 8
\]

which we could also have worked out (perhaps more quickly) by observing that if \( Q(\vec{x}) = \sum_{i=1}^4 x_i^2 = 1 \), then we must have \( |x_i| \leq 1 \) and at all but one \( x_i \) is zero.

Now suppose that \( m = p > 2 \) is prime. Then our computation at of \( r_Q(p) \) looks almost the same as when \( m = 1 \) with the exception that the factors at \( v = \infty \) and \( v = p \) have
changed. This gives

\[ r_Q(p) = r_Q(1) \cdot \frac{\beta_\infty(p)}{\beta_\infty(1)} \cdot \frac{\beta_p(p)}{\beta_p(1)} \]

\[ = r_Q(1) \cdot \frac{p^2}{p^2} \cdot \frac{\left(1 - \frac{1}{p^2}\right)^2 \left(1 + \frac{1}{p}\right)}{\left(1 - \frac{1}{p^2}\right)} \]

\[ = r_Q(1) \cdot p \cdot \left(1 + \frac{1}{p}\right) \]

\[ = 8(p + 1) \] (2.17)

Finally, we suppose that \( m \) is an odd squarefree number \( t \). Then the computation changes at \( v = \infty \) and at all primes \( p \mid t \), giving

\[ r_Q(t) = r_Q(1) \cdot \frac{\beta_\infty(t)}{\beta_\infty(1)} \cdot \prod_{p \mid t} \frac{\beta_p(t)}{\beta_p(1)} \]

\[ = r_Q(1) \cdot t \cdot \prod_{p \mid t} \frac{p + 1}{p} \]

\[ = 8 \prod_{p \mid t} (p + 1). \] (2.20)

We see that this agrees with Jacobi’s divisor sum formula for \( r_Q(m) \) in Theorem 2.7.1 since the positive divisors of \( t \) are exactly the terms appearing when the product \( \prod_{p \mid t} (p + 1) \) is fully expanded. One could continue to prove Jacobi’s formula for \( r_Q(m) \) for any \( m \in \mathbb{N} \) by extending this computation, though the computations of the local densities \( \beta_p(m) \) when \( p = 2 \) and at primes where \( p^2 \mid m \) become somewhat more involved.
Chapter 3

Quaternions and Clifford Algebras

In this chapter, we describe some important algebraic structures naturally associated with quadratic forms. One of them is the Clifford algebra, which one can think of an algebra that enhances a quadratic space with a multiplication law. The other is the Spin group, which is an algebraic group that is the “double cover” of the special orthogonal group and can be constructed naturally in terms of the Clifford algebra.

3.1 Definitions

Quadratic forms are closely connected with quadratic extensions, both those which are commutative (quadratic fields and their rings of integers) and also non-commutative (quaternion algebras and their maximal orders). We now explore some connections with non-commutative algebras of a particularly nice kind (known as “central simple algebras”), and describe their basic structure. Good references for central simple algebras are [Jac89, §4.6], [GS06, §1–2], [Lam05, Ch III–IV] and [Shi10, Ch IV].

We begin by defining a central simple algebra $A$ as a finite-dimensional (possibly non-commutative) algebra over a field $k$ whose center is $k$ and which contains no proper non-zero two-sided ideals. To make the dependence on $k$ explicit, we sometimes write $A$ as $A/k$. We say that the dimension of $A/k$ is the dimension of $A$ as a vector space over $k$.

**Theorem 3.1.1.** Suppose that $A_1$ and $A_2$ are central simple algebras over $k$. Then the tensor product $A_1 \otimes_k A_2$ is also a central simple algebra over $k$.

*Proof.* See [Jac89, Cor 3, p219].

Another nice property of central simple algebras is that we can freely extend the base field $k$ and preserve the property of being central simple (though now with a larger center!):

**Theorem 3.1.2.** Suppose that $A/k$ is a central simple algebra and $K$ is a field containing $k$, then $A/K := A \otimes_k K$ is a central simple algebra over $K$ of the same dimension as $A/k$. 


Proof. See [Jac89, Cor 2, p219] and the discussion on the top of p220.

The simplest examples of central simple algebras are the matrix algebras $M_n(k)$ (which have dimension $n^2$). Notice that any central simple algebra over $k$ which is commutative must be just $k$ itself, so in general central simple algebras are non-commutative. The next simplest example of a central simple algebra which is not a field (i.e. non-commutative) is called a quaternion algebra, and can be defined in terms of a basis $B = \{1, i, j, \kappa\}$ satisfying the relations $i^2 = a$, $j^2 = b$, $\kappa := ij = -ji$ for some fixed $a, b \in k^\times$ (where we always assume that $\text{Char}(k) \neq 2$). This quaternion algebra is often referred to by the symbol $(a,b)_k$, though various different choices of $a$ and $b$ may give rise to isomorphic quaternion algebras (e.g. $(1,-1)_k \cong (4,-1)_k$).

If $A/k \cong M_n(k)$ for some $n$, we say that $A$ is split. If it happens that $A \otimes_k K$ is split for some extension $K$ of $k$, we say that $A/k$ is split by $K$, or that $K$ is a splitting field for $A/k$. The following theorem (and proof) shows that it is not too difficult to find a splitting field for any $A/k$:

**Theorem 3.1.3.** If $A/k$ is a central simple algebra over $k$, then $A/k$ is split by some finite separable extension $K/k$.

**Proof.** The existence of a finite extension splitting $A$ follows from [Jac89, Thrm 4.8, p221] and the discussion on the top of p220. To see that they are not hard to construct explicitly, see [Jac89, Thrm 4.12, p224]. Finally separability of the extension follows from (the proof of) [GS06, Prop 2.2.5, p22].

Since base change doesn’t change the dimension of a central simple algebra, and we can always enlarge our base field so that $A$ splits, we have the following useful corollary and definition:

**Corollary 3.1.4.** The dimension of a central simple algebra is always a square.

**Definition 3.1.5.** If $A/k$ has dimension $n^2$, then we say that $A$ has degree $n$.

We can use this idea to define a norm map $N_{A/k} : A \to k$ by extending scalars to the separable closure $k^\text{sep}$, which splits $A$ by Theorem 3.1.3 giving an isomorphism $A/k^\text{sep} \cong M_n(k^\text{sep})$. We then define the norm $N_{A/k}(x)$ as the determinant of $x$ under this isomorphism. Since $\text{det}(x)$ is constant on conjugacy classes, the norm is independent of the choice of isomorphism, and is invariant under the Galois action as well, hence is in $k$. Since the determinant is multiplicative, we see that

$$N_{A/k}(\alpha \beta) = N_{A/k}(\alpha)N_{A/k}(\beta) \quad \text{for all } \alpha, \beta \in A.$$

If it happens that every non-zero element of $A$ is invertible (i.e. $\alpha \in A - \{0\} \implies$ there is some $\alpha' \in A$ so that $\alpha \alpha' = 1$ and $\alpha' \alpha = 1$) then we say that $A$ is a division algebra.
3.1. DEFINITIONS

One can think of division algebras as natural non-commutative generalizations of (finite degree) field extensions $K/k$. In fact any non-zero element $\alpha$ of a central simple algebra $A$ of degree $n$ generates a commutative subalgebra $k[\alpha] \subseteq A$ of degree $[k[\alpha] : k]$ dividing $n$. In the case of a quaternion algebra one can realize the norm map in terms of a conjugation operation explicitly on the basis (by taking $\alpha = a + bi + cj + d\kappa \mapsto \bar{\alpha} := a - bi - cj - d\kappa$), giving the norm as $N_{A/k}(\alpha) = \alpha \bar{\alpha}$. The property of being a division algebra can be easily characterized in terms of the norm map.

**Theorem 3.1.6.** A central simple algebra $A$ over $k$ is a division algebra iff the condition $N_{A/k}(\alpha) = 0 \iff \alpha = 0$ holds.

**Proof.** Notice that $\alpha$ is invertible in $A \iff$ the left multiplication map $L_\alpha : A/k \to A/k$ is an invertible linear map (by taking $\alpha^{-1} := L_\alpha^{-1}(1)$). However $L_\alpha$ is invertible $\iff$ its linear extension $L^\text{sep}_\alpha : A/k^\text{sep} \to A/k^\text{sep}$ over the separable closure $k^\text{sep}$ of $k$ is invertible, which happens iff $\det(L^\text{sep}_\alpha) = N_{A/k}(\alpha)^n \neq 0$, where $n$ is the degree of $A$ over $k$. (See also [Pie82, §16.3, Cor. a, p300].)

In the special case where $A$ is quaternion algebra this follows more directly by noticing that if $\alpha$ is invertible then its unique two-sided inverse has the form $\alpha^{-1} = \bar{\alpha} \cdot (N_{A/k}(\alpha))^{-1}$, which exists iff $N_{A/k}(\alpha) \neq 0$.

The following important structural result of Wedderburn shows that division algebras play a crucial role in the study of central simple algebras. It is also the starting point for defining the Brauer group, which we will not discuss here, but is discussed in Parimala’s lecture notes [Par] in this volume.

**Theorem 3.1.7** (Wedderburn). Every central simple algebra $A$ over $k$ is isomorphic to a matrix ring over a division algebra, i.e.

$$A \cong M_n(D)$$

where $D$ is a (unique) division algebra over $k$, and $n \in \mathbb{N}$ is the degree of $A/k$.

**Proof.** See [GS06, Thrm 2.1.3, p18].

We now specialize to consider quaternion algebras, which are very closely related to quadratic spaces and questions about quadratic forms. One important connection is given by considering the associated quadratic space $(V, Q) := (A/k, N_{A/k})$ of the quaternion algebra $A/k$.

**Lemma 3.1.8.** A quaternion algebra $A/k$ is uniquely determined (up to isomorphism) by its associated quadratic space.

**Proof.** When $\text{Char}(k) \neq 2$ this is [Lam05, Thrm 2.5(a)-(b), pp57–8], and more generally this follows from [Kmu91, Ch V, Prop 2.4.1, p256].
In this language we have the following useful corollary of Theorem 3.1.6.

**Corollary 3.1.9.** A quaternion algebra \(A/k\) is a division algebra iff its associated (4-dimensional) quadratic space is anisotropic.

By combining this with the theory of local invariants of quadratic spaces in §1.6, we have the following uniqueness result:

**Theorem 3.1.10.** There is a unique quaternion division algebra over each of the local fields \(\mathbb{Q}_p\) and \(\mathbb{R}\).

**Proof.** Over \(\mathbb{R}\) we see that \(\left(\frac{a,b}{\mathbb{R}}\right)\) is determined by the signs of \(a\) and \(b\), and that this is split iff at least one of them is \(>0\). The remaining case gives \(a=b=-1\), which gives the Hamiltonian quaternions \(\mathbb{H}\) and is the unique division algebra over \(\mathbb{R}\).

Over \(\mathbb{Q}_p\) this follows from Lemma 3.1.8 and the fact that there is a unique 4-dimensional anisotropic quadratic space over \(\mathbb{Q}_p\) (characterized by the Hilbert symbol relation \(c_p = (-1,-d_p)_p\) [Cas78, Lemma 2.6, p59].)

Therefore, since every non-split quaternion algebra is a division algebra we see that

**Theorem 3.1.11.** There are exactly two quaternion algebras (up to isomorphism) over each of the local fields \(k = \mathbb{Q}_p\) or \(\mathbb{R}\): the split algebra \(M_2(k)\), and a division algebra \(D\).

When \(k = \mathbb{Q}_p\) or \(\mathbb{R}\), the dichotomy of Theorem 3.1.11 is often referred to as saying that a quaternion algebra \(A/k\) is either split or ramified (when it is a division algebra). The term “ramified” is used here because in the associated valuation theory of local division algebras (which is discussed in Shi10, §21, particularly Thrm 21.17, p108]), the division quaternion algebra \(D\) has a valuation ring with maximal ideal \(p\) satisfying \(p^2 = (p) := p\mathbb{Z}\), which agrees with the usual notion of ramification in algebraic number theory.

To decide whether the local quaternion algebra \(A/k\) above is split or ramified, one can use the easily computable (local) Hilbert symbol

\[
(a,b)_v : \mathbb{Q}_v^\times/(\mathbb{Q}_v^x)^2 \times \mathbb{Q}_v^\times/(\mathbb{Q}_v^x)^2 \to \{\pm 1\} \tag{3.1}
\]

which is a non-degenerate multiplicative symmetric bilinear form on the (non-zero) square-classes of \(\mathbb{Q}_v\). The Hilbert symbol arises naturally in the study of Class Field Theory [Neu99 Ch V, §3, with \(n = 2\)], and is defined by the (not obviously symmetric) relation \((a,b)_v = 1 \iff a \in N_{K_v/\mathbb{Q}_v}(K_v^x)\) where \(K_v := \mathbb{Q}_v(\sqrt{b})\). The Hilbert symbol has many interesting properties:

**Theorem 3.1.12.** The local Hilbert symbol defined in (3.1) satisfies the following properties:

1. \((a,b)_v = (b,a)_v\), (symmetry)
2. \((a_1a_2,b)_v = (a_1,b)_v(a_2,b)_v\), (bilinearity)
3.2. THE CLIFFORD ALGEBRA

3. \((a, b)_v = 1\) for all \(b \in \Q^\times_v / (\Q_v^\times)^2 \implies a \in (\Q_v^\times)^2\), (non-degeneracy)

4. \((a, -a)_v = (a, 1 - a)_v = 1\), (symbol)

5. \((a, b)_p = 1\) if \(p \neq 2\) and \(\ord_p(a), \ord_p(b) \in 2\Z\).

Proof. This follows from [Cas78, Lem 2.1, 42] except for \((a, 1 - a)_v = 1\), which follows since \(1 - a = N_{Q_v}((\sqrt{a})/Q_v(1 + \sqrt{a})\). See also [Neu99, Ch V, Prop 3.2, p334] for the analogous proofs over number fields.

Hilbert symbols are also an example of a “symbol” in the sense of K-theory (see [Lam05, Ch V, §6 and Ch X, §6, p362] and [NSW08, Ch VI, §4, p356]), but for our purposes it is enough to be able to explicitly compute them, which can be done with the tables on [Cas78, pp43–44]. The question of computing Hilbert symbols (and splitting of quaternion algebras) over number fields is discussed in Voight’s paper [Voi] in this volume.

Finally, the Hilbert symbol also satisfies the global “reciprocity” relation, from which quadratic reciprocity can be easily proved.

Theorem 3.1.13. For all \(a, b \in \Q^\times\), we have the product formula

\[
\prod_v (a, b)_v = 1,
\]

and all but finitely many factors are one.

Proof. See [Cas78, Lem 3.4, 46] or [Neu99, Ch VI, Thrm 8.1, p414] for the analogous result over number fields.

This theorem has the following important parity consequence for quaternion algebras \(A/\Q\).

Corollary 3.1.14. Given any quaternion algebra \(A/\Q\), the set of places \(v\) where \(A/Q_v\) is ramified has even cardinality.

Proof. By writing \(A/\Q\) as \(|a, b|\) for some \(a, b \in \Q^\times\), we see that \(A/Q_v\) is ramified \(\iff (a, b)_v = -1\), and the product formula guarantees this happens an even number of times.

3.2 The Clifford Algebra

Good basic references for Clifford algebras over fields of characteristic \(\neq 2\) are [Jac89, §4.8], [Lam05, Ch V], [Cas78, Ch 10]. The valuation theory of central simple algebras over number fields can be found in [Shi10], and Clifford algebras over general rings are discussed thoroughly in [Kum91, Ch IV–V]. A very in-depth treatment of Clifford algebras as well as automorphic forms on their associated Spin groups can be found in the recent book of Shimura [Shi04].
Given a quadratic space \((V,Q)\) over a field \(K\) (of characteristic \(\neq 2\)) of dimension \(n\), we define its **Clifford algebra** \(C(V)\) as the \(K\)-algebra generated by all formal multiplications of scalars \(k \in K\) and vectors \(\vec{v} \in V\) subject to the family of “squaring relations” that \(\vec{v}^2 = \vec{v} \cdot \vec{v} = Q(\vec{v})\) for all \(\vec{v} \in V\). More formally, we can construct the Clifford algebra as a quotient \(C(V) := T(V)/I(V)\) of the tensor algebra \(T(V) = \bigoplus_{i=0}^{\infty}(\otimes^i V)\) by the ideal of relations

\[
I(V) := \{\vec{v}^2 - Q(\vec{v}), k \cdot \vec{v} - k\vec{v} \mid \vec{v} \in V, k \in K\}.
\]

This shows that \(C(V)\) is well-defined (and we will soon see that it is non-zero!).

One useful observation is that there is also a nice relationship between multiplication in \(C(V)\) and the inner product \(B(\vec{v},\vec{w})\). We see this by expanding out

\[
Q(\vec{v} + \vec{w}) = (\vec{v} + \vec{w})^2
= \vec{v}^2 + \vec{v} \cdot \vec{w} + \vec{w} \cdot \vec{v} + \vec{w}^2
= Q(\vec{v}) + (\vec{v} \cdot \vec{w} + \vec{w} \cdot \vec{v}) + Q(\vec{w})
\]

and comparing this with the polarization identity \((1.2)\), which shows that

\[
\vec{v} \cdot \vec{w} + \vec{w} \cdot \vec{v} = 2B(\vec{v},\vec{w}).
\]

This relation can be used to give a unique presentation of any element \(\alpha \in C(V)\) in terms of a given choice of basis \(\mathcal{B} = \{\vec{v}_1, \ldots, \vec{v}_n\}\) of \(V\), since we can reverse the order of adjacent elements to present them in terms of the basis of all possible products of distinct vectors \(\vec{v}_i \in \mathcal{B}\) with indices \(i\) in increasing order. Because these products are indexed by the \(2^n\) subsets \(I\) of \(\{1, \ldots, n\}\), we see that

**Theorem 3.2.1.** The dimension of the Clifford algebra is \(\dim_K(C_0(V)) = 2^n\).

An interesting special case of the Clifford algebra is when the quadratic form \(Q\) is identically zero. In this case, by taking a basis \(\mathcal{B}\) for \(V\) and applying the relations above we see that \(\vec{v}_i \cdot \vec{v}_j = -\vec{v}_j \cdot \vec{v}_i\) when \(i \neq j\) and \(\vec{v}_i^2 = 0\). This shows that \(C(V)\) is just the exterior algebra \(\bigoplus_i (\bigwedge^i V)\). When \(Q\) is not identically zero we can think of \(C(V)\) as a deformation of the exterior algebra that encodes the arithmetic of \(Q\).

Another interesting fact about the Clifford algebra is that it has a natural \((\mathbb{Z}/2\mathbb{Z})\)-grading (called the **parity**) coming from the \(\mathbb{Z}\)-grading on the tensor algebra \(T(V)\) and the fact that the relations in \(I(V)\) only involve relations among elements of the same parity. We say that an element of \(C(V)\) is said to be **even** or **odd** if it can be written as a sum of elements of \(T(V)\) of even or odd degree respectively. Given this, we can consider the subalgebra \(C_0(V)\) of even elements in \(C(V)\), called the **even Clifford algebra** of \(V\). It follows from our basis description of \(C(V)\) above and simple facts about binomial coefficients that
Theorem 3.2.2. The dimension of the even Clifford algebra is \( \dim_K(C_0(V)) = 2^{n-1} \).

Both \( C(V) \) and \( C_0(V) \) have a canonical involution \( \alpha \mapsto \bar{\alpha} \) defined (on the pure tensor elements) by reversing the order of every product of vectors, i.e.

\[
\alpha := \vec{v}_1 \cdots \vec{v}_k \mapsto \bar{\vec{v}}_k \cdots \bar{\vec{v}}_1 =: \bar{\alpha},
\]

and then extending this map linearly to the entire algebra. We can use this involution to define a multiplicative norm function \( N : C(V) \to K \) by the product

\[
N(\alpha) := \alpha \cdot \bar{\alpha}.
\]

To see that \( N(\alpha) \in K \) notice that if \( \alpha := \vec{v}_1 \cdots \vec{v}_k \) then

\[
N(\alpha) = \alpha \cdot \bar{\alpha} = (\vec{v}_1 \cdots \vec{v}_k) \cdot (\bar{\vec{v}}_k \cdots \bar{\vec{v}}_1) = Q(\vec{v}_k) \cdots Q(\vec{v}_1) \in K,
\]

by repeatedly using the relation \( \vec{v}_i^2 = Q(\vec{v}_i) \). This also shows that \( N(\alpha) = \bar{\alpha} \cdot \alpha \).

We will be interested in multiplicative subgroups of \( C(V) \), so we say that an element \( \alpha \in C(V) \) is invertible if there is some \( \alpha^{-1} \in C(V) \) so that \( \alpha \cdot \alpha^{-1} = 1 \). Notice that if \( \alpha \) is invertible, then

\[
\alpha^{-1} = \frac{\bar{\alpha}}{N(\alpha)}
\]

and we also have \( \alpha^{-1} \cdot \alpha = 1 \), so our inverses are “two-sided”. It is also useful to notice that we already have a good understanding of what vectors \( \vec{v} \in V \) are invertible.

Lemma 3.2.3. Suppose that \( \vec{v} \in V \subset C(V) \). Then \( \vec{v} \) is invertible \( \iff \) \( \vec{v} \) is anisotropic.

Proof. This follows since \( \vec{v} \) is invertible \( \iff \) \( N(\vec{v}) = \vec{v} \cdot \bar{\vec{v}} = Q(\vec{v}) \neq 0 \).

Finally, we mention the following theorem that explains the structure of the Clifford algebra as a central simple algebra.

Theorem 3.2.4. Suppose that \( V \) is a non-degenerate quadratic space of dimension \( n \). Then \( C(V) \) is a central simple algebra if \( n \) is even and \( C_0(V) \) is a central simple algebra when \( n \) is odd.

Proof. See [Jac89 Thrm 4.14, p237], [Lam05 Thrm 2.4 and 2.5, p110], [Shi10 Thrm 23.8, p125]. A more general version of this holds over rings, where the word “Azumaya” replaces “central simple”. (See [Kum91 Ch IV, Thrm 2.2.3, p203 and Thrm 3.2.4(1), p210] for proofs, and [Sal99 Ch 2] for a discussion of Azumaya.)
3.3 Connecting algebra and geometry in the orthogonal group

One important feature of the orthogonal group $O(V)$ is that can be used to describe equivalences of quadratic spaces and quadratic lattices, however this is not very useful unless one can somehow describe the elements of $O(V)$. One approach for doing this is to try to use the geometry of $V$ to construct explicit transformations in $O(V)$. We now describe how this is done (over fields $K$ of characteristic $\text{Char}(K) \neq 2$).

Given some $\vec{v} \in V$ with $Q(\vec{v}) \neq 0$, we can define the reflection symmetry $\tau_{\vec{v}} \in O(V)$ defined by sending $\vec{v} \mapsto -\vec{v}$ and pointwise fixing all vectors in the orthogonal complement $(K\vec{v})^\perp$ of the line spanned by $\vec{v}$. Using the standard projection formulas of linear algebra (e.g. [Str09, §4.2]) we see that $\tau_{\vec{v}}$ can be written explicitly as

$$\tau_{\vec{v}}(\vec{w}) = \vec{w} - 2 \frac{B(\vec{v}, \vec{w})}{B(\vec{v}, \vec{v})} \vec{v},$$

which is only defined if $B(\vec{v}, \vec{v}) = Q(\vec{v}) \neq 0$. Notice that since we are reversing the direction of a line, and stabilizing its complement, we know $\det(\tau_{\vec{v}}) = -1$. One useful property of these reflection symmetries is that they can be explicitly seen to act transitively on vectors of a given non-zero length. More precisely,

**Lemma 3.3.1.** Suppose that $\vec{v}, \vec{w} \in V$ satisfy $Q(\vec{v}) = Q(\vec{w})$.

a) If $Q(\vec{v}) = Q(\vec{w}) \neq 0$. Then $\alpha \vec{v} = \vec{w}$ where $\alpha$ is a product of at most two reflection symmetries.

b) If $Q(\vec{v} - \vec{w}) \neq 0$, then

$$\tau_{\vec{v} - \vec{w}}(\vec{v}) = \vec{w}.$$

**Proof.** This can be found in [Cas78, pp19–20] among other places, though we give the argument here. Part b) follows from a direct computation with (3.7). Part a) follows from b) if $Q(\vec{v} - \vec{w}) \neq 0$, otherwise the polarization identity (1.2) ensures that $Q(\vec{v} + \vec{w}) \neq 0$, and so part b) allows us to find a symmetry interchanging $\vec{v}$ and $-\vec{w}$. From here the symmetry $\tau_{\vec{w}}$ interchanges $\vec{w}$ and $-\vec{w}$, giving $\alpha = \tau_{\vec{w}} \cdot \tau_{\vec{v} + \vec{w}}$. \qed

This transitive action of reflection symmetries shows that they generate the full orthogonal group $O(V)$ for any non-degenerate quadratic space.

**Theorem 3.3.2.** If $(V, Q)$ is a non-degenerate quadratic space, then every element $\beta \in O(V)$ can be written as a product of reflection symmetries, i.e.

$$\beta = \tau_{\vec{v}_1} \cdots \tau_{\vec{v}_k}$$

for some vectors $\vec{v}_i \in V$ with $Q(\vec{v}_i) \neq 0$. 
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Proof. This is proved [Cas78, Lemma 4.3, pp20–21]. This follows by induction on the dimension on \( V \), since for any \( \vec{v} \) with \( Q(\vec{v}) \neq 0 \) we can find some product of symmetries \( \alpha \) so that \( \alpha \vec{v} = \beta \vec{v} \). Therefore \( \alpha^{-1} \beta \) fixes \( K\vec{v} \) and also \( W := (K\vec{v})^\perp \), and we are reduced to showing that \( \alpha^{-1} \beta \) is a product of symmetries on \( W \). When \( \dim(W) = 1 \), this holds because \( \beta : \vec{v} \mapsto \pm \vec{v} \), completing the proof.

There is a particularly interesting map called the spinor norm map, denoted \( \text{sn}(\alpha) \), from \( O^+(V) \) to the squareclasses \( K^\times/(K^\times)^2 \) that can be defined easily by using the reflection symmetry description of \( O(V) \). To do this we write \( \alpha \in O^+(V) \) as a product of symmetries \( \tau_{\vec{v}} \) and define

\[
\alpha = \tau_{\vec{v}_1} \cdots \tau_{\vec{v}_k} \mapsto Q(\vec{v}_1) \cdots Q(\vec{v}_k) =: \text{sn}(\alpha). \tag{3.8}
\]

This gives a squareclass because we could have rescaled any of the \( \vec{v}_i \) without changing its associated symmetry \( \tau_{\vec{v}_i} \), but we would change \( Q(\vec{v}_i) \) by a non-zero square. However it is more work to show that \( \text{sn}(\alpha) \) is independent of our particular presentation of \( \alpha \) as a product of symmetries.

Lemma 3.3.3. Suppose that \((V,Q)\) is a non-degenerate quadratic space. Then any even element in the center of \( C(V) \) is a scalar.

Proof. This can be shown by taking an orthogonal basis \( \{\vec{e}_i\} \) for \( V \), which necessarily satisfies \( \vec{e}_i \vec{e}_j = -\vec{e}_j \vec{e}_i \), and imposing the commutation relation. This is done explicitly in [Cas78, Lemma 2.3, p174], [O'M71 §54:4, pp135–6], [Shi10 Cor 23.9, p126] and somewhat indirectly in [Lam05 Thrm 3.4, p92 and Thrm 2.2, p109].

Theorem 3.3.4. Suppose that \((V,Q)\) is a non-degenerate quadratic space. Then the spinor norm map \( \text{sn} : O(V) \rightarrow F^\times/(F^\times)^2 \) is a well-defined group homomorphism.

Proof. To see that \( \text{sn}(\alpha) \) is well-defined, notice that any two expressions for \( \alpha \) as a product of transpositions gives rise to an expression for the identity map as a product of an even number of reflection symmetries

\[
\prod_i \tau_{\vec{v}_i} = \text{id} \in SO(V),
\]

and \( \text{sn}(\alpha) \) is well-defined iff \( \prod_i Q(\vec{v}_i) \in (F^\times)^2 \). Lemma 3.4.1 allows us to interpret \( \tau_{\vec{v}} \) as conjugation by \( \vec{v} \) in \( C(V) \) and letting \( u := \prod_i \vec{v}_i \in C_0(V) \) we see that \( u \vec{w} u^{-1} = \vec{w} \) for all \( \vec{w} \in V \). Therefore by Lemma 3.3.3 we know that \( u \in K^\times \), and so \( \prod_i Q(\vec{v}_i) = u \vec{u} = u^2 \in (K^\times)^2 \). (This argument also appears in [Cas78 Cor 3, p178], [Shi10 §24.8, p131], [O'M71 §55, p137] and [Lam05 Thrm 1.13, p108].)
3.4 The Spin Group

Now that we understand some basic properties of the Clifford algebra and the orthogonal group, we are ready to construct a very useful “two-fold cover” of the special orthogonal group $SO(V)$ called the spin group. Aside from being interesting in its own right, the spin group plays a very important role in the theory of indefinite quadratic forms.

As a first step, we notice that conjugation in the Clifford algebra is a very interesting operation because it naturally produces elements of the orthogonal group. For example, if it happens that $u \in C(V)^\times$ satisfies $u^{-1}Vu \subseteq V$ then we claim that this conjugation gives an isometry of $V$, and so it is an element of the orthogonal group $O(V)$. To see this, for any $\vec{x} \in V$ we compute

$$Q(u^{-1}\vec{x}u) = (u^{-1}\vec{x}u)(u^{-1}\vec{x}u) = u^{-1} \cdot \vec{x} \cdot \vec{x} \cdot u = Q(\vec{x}).$$

Amazingly, we can even identify exactly which element of $O(V)$ this conjugation gives us.

**Lemma 3.4.1.** Suppose that $u \in V$ satisfies $Q(u) \neq 0$ and that for all $\vec{x} \in V$ the conjugation $\varphi_u : \vec{x} \mapsto u^{-1}\vec{x}u \in V$. Then $\varphi_u \in O(V)$ and $\varphi_u$ gives the negative reflection symmetry $-\tau_u$.

**Proof.** We have already seen that $\varphi_u \in O(V)$, so we only need to identify $\varphi_u$ explicitly as

$$\varphi_u = u^{-1}\vec{x}u = \frac{u}{Q(u)} \vec{x}u$$

$$= \frac{1}{Q(u)} [(u\vec{x} + \vec{x}u)u - xu^2]$$

$$= \frac{1}{Q(u)} [2B(x,u)u - xQ(u)]$$

$$= -x + \frac{2B(x,u)}{Q(u)}u$$

$$= -\tau_u(\vec{x}).$$

This leads us to define the multiplicative subgroup

$$U_0 := \{ u \in (C_0(V))^\times \mid u^{-1}Vu \subseteq V \} \subseteq C_0(V)$$

on which we have a natural conjugation map $\varphi : U_0 \rightarrow O(V)$ defined by sending $u \mapsto (\varphi_u : \vec{x} \mapsto u^{-1}\vec{x}u)$. It takes a little work to see that the image of this map is in $SO(V)$.

**Lemma 3.4.2.** The conjugation map above gives a homomorphism $\varphi : U_0 \rightarrow SO(V)$. 
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Proof. If \( u \in U_0 \) then by Theorem 3.3.2 we can find \( r \) anisotropic vectors \( \vec{v}_i \) so that \( \alpha := \prod_i \vec{v}_i \) gives \( \varphi(\alpha) = \varphi(u) \), and so \( \beta := \alpha \cdot u^{-1} \) has \( \varphi(\beta) = \text{id} \in O(V) \). This is equivalent to the commutation relation \( \beta \vec{v} = \vec{v} \beta \) for all \( \vec{v} \in V \). However by expressing \( \beta \) as a unique linear combination of ordered monomials with respect to some fixed orthogonal basis \( \{ \vec{w}_i \} \) for \( V \), this commutation relation for \( \vec{w}_i \) says that each monomial containing \( \vec{w}_i \) must have even degree, and so \( \beta \in C_0(V) \). Therefore \( \alpha \in C_0(V) \), \( r \) is even and \( \varphi(u) = \varphi(\alpha) \in SO(V) \).

This argument can be found in [Cas78, Thrm 3.1, pp176–7], [Shi10, Thrm 24.6, pp129–130], and there Shimura points out that this result is originally due to Lipschitz [1959], though a special case was shown by Clifford.

This map is very useful for connecting the Clifford algebra and the special orthogonal group, as it provides a natural and explicit covering.

**Lemma 3.4.3.** Suppose that \((V, Q)\) is non-degenerate quadratic space. Then the conjugation map \( \varphi : U_0 \to SO(V) \) is surjective with kernel \( K^\times \), and so \( U_0/(K^\times) \sim SO(V) \).

Proof. Surjectivity follows from Theorem 3.3.2 and Lemma 3.4.1. To see that \( \text{Ker}(\varphi) = K^\times \), use Theorem 3.3.2 and Lemma 3.3.3.

This can also be found in [Cas78 Thrm 3.1, p176] and [Shi10 Thrm 24.6(iii), p129].

Using this Lemma, we define the **spin group** \( \text{Spin}(V) \) as the elements of \( \alpha \in U_0 \) with norm \( N(\alpha) = 1 \). The spin group is an algebraic section of the covering map \( \varphi : U_0 \to SO(V) \), which we soon show is a “double covering” of its image. A helpful observation for doing this is that the spinor norm of an element of \( \text{Spin}(V) \) under this composition can be computed fairly easily.

**Lemma 3.4.4.** Suppose that \((V, Q)\) is non-degenerate quadratic space. Then for any \( u \in U_0 \) we have \( \text{sn}(u) = N(u)(K^\times)^2 \).

Proof. This is shown in [Cas78, Cor 1, p177] and [Shi10 §24.8 above (24.7a), p131], but we give the argument below.

We first show that any \( \alpha \in U_0 \) can be written as a product of an even number of anisotropic vectors \( \vec{v}_i \in V \). To see this, we use the proof of Lemma 3.4.2 to see that \( \alpha := \prod_i \vec{v}_i \in (C_0(V))^\times \) and that \( \varphi(\alpha \cdot u^{-1}) = \text{id} \in O(V) \). Therefore \( \alpha \cdot u^{-1} \) commutes with \( V \), hence is in the center of \( C(V) \), and applying Lemma 3.3.3 shows that \( u = c \prod_i \vec{v}_i \) for some \( c \in K^\times \).

Given that \( u \in U_0 \) can be written as a product of anisotropic vectors \( u = \vec{v}_1 \cdots \vec{v}_r \), the lemma follows from computing \( N(u) = \prod_{i=1}^r Q(\vec{v}_i) = \text{sn}(u) \) using (3.6).

From this it follows that the spinor norm of the image of any element of \( \text{Spin}(V) \) under \( \varphi \) must be trivial (i.e. \( \text{sn}(\varphi(\text{Spin}(V))) = (K^\times)^2 \)), and so the image of \( \text{Spin}(V) \) is contained in the **spinor kernel** \( \kappa(V) := \text{ker(sn)} \). In fact
Lemma 3.4.5. The map $\varphi : \text{Spin}(V) \to \text{SO}(V)$ has image $\kappa(V)$ and kernel $\{\pm 1\}$. The image $\text{Im}(\varphi(\text{Spin}(V))) = \kappa(V)$ since any element $\alpha \in U_0$ with $\text{sn}(\alpha) = (K^\times)^2$ must have $N(\alpha) = 1$, and also $\text{Ker}(\varphi(\text{Spin}(V))) = \{\pm 1\}$.

Proof. The image is $\kappa(V)$ because any $\alpha \in U_0$ with $\text{sn}(\alpha) = (K^\times)^2$ must have $N(\alpha) = 1$, and the kernel consists of the elements $c \in F^\times$ with $N(c) = c^2 = 1$. \hfill \Box

We can conveniently summarize our results in the following exact commutative diagram:

\[
\begin{array}{cccccc}
\{\pm 1\} & \downarrow & K^\times & \downarrow & 1 \\
\uparrow & & \downarrow & & \uparrow \\
1 & \longrightarrow & \text{Spin}(V) & \longrightarrow & U_0 & \text{Norm} \longrightarrow & K^\times & \longrightarrow & 1 \\
\uparrow & & \varphi & & \downarrow & & \varphi & & \downarrow & & \text{id} \\
1 & \longrightarrow & \kappa(V) & \longrightarrow & \text{SO}(V) & \longrightarrow & K^\times/(K^\times)^2
\end{array}
\]

This shows our main result

**Theorem 3.4.6.** $\text{Spin}(V)$ is a double covering of the spinor kernel $\kappa(V) \subseteq \text{SO}(V)$, and the obstruction to this being a covering map are presence of non-trivial squareclasses of $K^\times$ in the image of the spinor norm map $\text{sn}$.

In the special case where $K^\times$ has only one squareclass (e.g. when $K$ is algebraically closed), we have that

**Corollary 3.4.7.** If $K^\times = (K^\times)^2$, then $\text{Spin}(V)$ is a double cover of $\text{SO}(V)$.

Another interesting special case arises when $K = \mathbb{R}$ and $(V,Q)$ is positive definite. Here all spinor norms are positive, hence they are in the identity squareclass $(\mathbb{R}^\times)^2$, so $\kappa(V) = \text{SO}(V)$ and again $\text{Spin}(V)$ is a double cover of $\text{SO}(V)$.

### 3.5 Spinor Equivalence

In section 1.9 we have seen that equivalence of quadratic forms can be viewed as the equivalence of quadratic lattices in a quadratic space $(V,Q)$ by the action of $O(V)$. There are other more refined notions of equivalence that are useful as well. For example, equivalence of quadratic lattices under $\text{SO}(V)$ is called **proper equivalence**, and plays an essential role in the theory of binary quadratic forms. In this section we are interested in defining a notion of equivalence called “spinor equivalence” that comes from the action of the spin group $\text{Spin}(V)$ and plays an important role for understanding indefinite quadratic forms in $n \geq 3$ variables.
We say that two quadratic forms over \( \mathbb{Z} \) are **locally spinor equivalent** if for every place \( v \) their associated quadratic lattices are in the same \( \kappa(V_v) \)-orbit, where \( \kappa(V_v) \) is the local spinor kernel group at \( v \).

In our definition of the genus \( \text{Gen}(Q) \) earlier, we saw that it could also be locally realized by the action of a product of local groups \( O(V_v) \) giving local isometries, and in section \( 4.5 \) we will give a precise adelic version of this statement. One important thing to check is that the local equivalence defining the genus is weaker than the corresponding global equivalence defining classes. This is obvious for the definition of \( \text{Gen}(Q) \), but must be forcibly imposed in the case of the spinor genus (because \( O(V) \not\subseteq \prod_v \kappa(V_v) \)).

Suppose that \( Q \) has a corresponding quadratic lattice \( L \subset (V,Q) \). Then we define the **spinor genus** of \( Q \), denoted \( \text{Spn}(Q) \), to be the set of all quadratic forms \( Q' \) whose corresponding lattice \( L' \subset (V,Q) \) is locally spinor equivalent to \( L \) after performing a global isometry (in \( O(V) \)). The importance of the spinor genus comes from the following beautiful observation of Eichler that the associated spin groups have a “strong approximation” property, which essentially says that the \( \mathbb{Q} \)-rational points of the “adelic spin group” are dense in the adelic group \( \text{Spin}(V)_A \). While we avoid a more precise statement here, this adelic formulation of algebraic groups will play a central role in Chapter 4.

**Theorem 3.5.1** (Eichler [Eic52]). Suppose that \( Q \) is a non-degenerate indefinite quadratic form over \( \mathbb{Z} \) in \( n \geq 3 \) variables. Then there is exactly one class of quadratic forms in its spinor genus.

*Proof.* This is proved in [Cas78, Thrm 7.1, p186] and [Shi10, Theorem 32.15, p192].

This theorem allows us to understand statements about indefinite forms in \( n \geq 3 \) variables by performing various local computations. There is also a (somewhat modified) version of Siegel’s theorem 2.5.1 due to Schulze-Pillot [SP84] that holds for quadratic forms when one averages over Spinor genus \( \text{Spn}(Q) \) instead of a genus \( \text{Gen}(Q) \). From our computations in section 2.7, we see that this kind of formula gives direct access to the arithmetic of \( Q \) when there is only one class in its spinor genus.
Chapter 4

The Theta Lifting

4.1 Classical to Adelic modular forms for GL$_2$

It is convenient to understand the transformation property (2.2) of modular forms by viewing them as functions on the algebraic group GL$_2$ with certain invariance properties. We do this in two steps, first by lifting the function $f(z)$ on $\mathcal{H}$ to a function $\tilde{f}$ on GL$_2(\mathbb{R})$, and then by further lifting this to a function $F$ on the adelic group GL$_2(\mathbb{A})$ whose transformation properties can be seen most simply. This adelic perspective will also give us a very flexible language to use to describe the lifting of modular forms via the Weil representation. This passage from classical to adelic modular forms is described in [Gel75b, §3], [Shi97, §10] and [Hid00, §3.1.5].

Given a modular form $f : \mathcal{H} \rightarrow \mathbb{C}$ of integral weight $k \in \mathbb{Z}$, level $N$, Dirichlet character $\chi$ and trivial multiplier system as in Definition 2.3.1 (so $f \in M_k(N, \chi)$), we can express its defining transformation property (2.2) as the invariance property $(f|_{k, \chi} \gamma)(z) = f(z)$ for all $\gamma \in \Gamma_0(N)$ with respect to the weight-character slash operator

$$(f|_{k, \chi} \gamma)(z) := f(\gamma \cdot z)(cz + d)^{-k}\chi(d)^{-1}, \quad \text{where } \gamma = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \Gamma_0(N). \quad (4.1)$$

To create an invariant function on GL$_2^+(\mathbb{R})$, we first notice that the weight-character slash operator cannot be extended to allow $\gamma \in \text{GL}_2^+(\mathbb{R})$ because the character factor $\chi(d)$ does not make sense in this generality, though the weight factor $(cz + d)^k$ does make sense. However if we ignore the character $\chi$ in (4.1) (i.e. take $\chi = 1$ there), then we do get a well-defined weight slash operator

$$(f|_k g)(z) := f(g \cdot z)(cz + d)^{-k}, \quad \text{where } g = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{GL}_2^+(\mathbb{R}).$$

For these operators the transformation property of $f \in M_k(N, \chi)$ becomes the twisted invariance $(f|_k \gamma)(z) = \chi(d)f(z)$ for all $\gamma \in \Gamma_0(N)$. We can also use this to make a twisted invariant function $\tilde{f}$ on GL$_2^+(\mathbb{R})$ by noticing that the linear fractional transformation action
of $GL_2^+(\mathbb{R})$ on $\mathcal{H}$ is transitive. By choosing a distinguished point $i \in \mathcal{H}$, we can define $\tilde{f} : GL_2^+(\mathbb{R}) \to \mathbb{C}$ by

$$\tilde{f}(g) := (f|_K g)(i),$$

which satisfies $\tilde{f}(\gamma g) = \chi(d)\tilde{f}(g)$ for all $\gamma \in \Gamma_0(N)$.

At this point we do not yet have a truly invariant function on $GL_2^+(\mathbb{R})$ unless the character $\chi$ is trivial. To incorporate the character $\chi$ into our formalism, we need to find a natural place for this “mod $N$ character” to live. The necessary congruence structure is provided by the groups $GL_2(\mathbb{Q}_p)$ at the non-archimedean (i.e. $p$-adic) places, and the natural structure combining all of these completions $GL_2(\mathbb{Q}_v)$ is the “adelization” $GL_2(\mathbb{A})$ of the algebraic group $GL_2$ over $\mathbb{Q}$, defined in the next section. For our purposes in this chapter we will not be too interested in the role of the character when passing from a classical modular form to an adelic one, however we will be very interested in adelic modular forms in general as the natural “invariant” setting for discussing modular forms.

### 4.2 Adelizations and Adelic modular forms

In this section we give a general definition for adelic modular forms for a general algebraic group $G$. This agrees with the definitions above when $G = GL_2$, and in future sections we will want to consider $G$ to be either the symplectic group $Sp_{2n}$ or the special orthogonal group $SO(Q)$ of a definite rational quadratic form $Q$.

We first define the **adelization of an affine/linear algebraic group** $G$ over the ring of integers $O$ of a number field $F$ (defined as the zero set of an ideal of relations in a polynomial ring $O[\overline{x}]$) to be the **restricted direct product** $\prod_v G(F_v)$ of the local algebraic groups $G(F_v)$ over all places $v$ of $F$, which is the subset of the usual direct product $\prod_v G(F_v)$ satisfying the restriction that $g_v = (g_v)_v$ is subject to the restriction that $g_v \in G(O_v)$ for all but finitely many $v$. The restricted direct product has several advantages over the usual direct product – it is small enough to be locally compact (since every element has all but finitely many components in the compact group $G(O_v)$), but it is large enough to contain all rational points $G(F)$.

For the convenience of the reader, we will consistently use subscripts (e.g. $A, v, \infty, f$) to denote the kind of element (resp. adelic, local, archimedean, non-archimedean/finte) that the element $g_\bullet \in G(F_\bullet)$ represents. We also denote the center of $G$ by $Z$, to which the same conventions apply for $z \in Z(F_\bullet)$. Elements without subscripts will represent rational elements (i.e. we take $g \in G(F)$). In most cases $Z(F) = F^\times$ and $Z_\mathbb{A} := Z(F_\mathbb{A})$ are the ideles of $F$. It is also common to denote the compact groups $G(O_v)$ as $K_v$, with $K_v$ denoting a fixed choice of the maximal compact subgroup in $G(F_v)$ when $v$ is archimedean.

In the case where $G = SL_2$ and $F = \mathbb{Q}$, we can use this notion of an adelic group to further lift a classical modular form $f(z)$ to an “invariant” function on $SL_2(\mathbb{A})$. To do this we extend the original weight-character slash operator to an operator on $SL_2(\mathbb{A})$ by
writing the Dirichlet character $\chi(d)$ as a product of prime-power characters $\chi_p: \mathbb{Z}/p^{\nu} \mathbb{Z} \to \mathbb{C}$ where $\nu := \text{ord}_p(N)$. These $\chi_p$ can be thought of as characters on the $p$-adic congruence subgroups

$$K_p(N) := \{ g = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{SL}_2(\mathbb{Z}_p) \mid c \in p^{\nu} \mathbb{Z}_p \},$$

and so $\chi$ can be thought of as a character on the compact product group $K_f(N) := \prod_p K_p(N)$ by the formula

$$\chi : (x_p)_{p \in f} \mapsto \prod_p \chi_p(x_p)$$

in which all but finitely many factors $\chi_p(x_p) = 1$. With this reformulation of the Dirichlet character $\chi$, we define the adelic slash operator by the formula

$$(f|_{k,\chi,A} g_A)(z) := f(g_\infty \cdot z)(c_\infty z + d_\infty)^{-k} \prod_p \chi_p(d_p)^{-1}, \quad \text{where } g_A = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{SL}_2(\mathbb{A}),$$

and notice that for all $\gamma \in \Gamma_0(N)$ (considered as an elements of $\text{SL}_2(\mathbb{A})$ by the canonical diagonal embedding $\gamma \mapsto (\gamma, \gamma, \ldots)$) we have the invariance property that

$$(f|_{k,\chi,A} \gamma)(z) = (f|_{k,\chi} \gamma)(z) = f(z).$$

We can now lift the classical modular form $f(z) \in M_k(N,\chi)$ to an adelic function $F : \text{SL}_2(\mathbb{A}) \to \mathbb{C}$ by defining its dependence on $g_A$ through its action on the distinguished point $i \in \mathcal{H}$ as

$$F(g_A) := (f|_{k,\chi,A} g_A)(i).$$

One can easily verify that this adelic lift $F$ satisfies the following important invariance properties:

- $F(g'g_A) = F(g_A)$ for all $g' \in \text{SL}_2(\mathbb{Q})$,
- $F(g_A k_f) = F(g_A) \cdot \chi(k_f)$ for all $k_f \in K_f(N)$.

One could work a little harder to show that $F(g_A)$ is an “adelic automorphic form” for the group $G = \text{SL}_2$ in the sense defined below, but for our purposes in these notes the most important properties are the “rational left-invariance” and “right $K$-finiteness” properties just mentioned. These are the features of adelic automorphic forms that will be most prominent as we perform our explicit theta-lift.

Since our main goal is to move automorphic forms form one group to another, it will be important to have a definition of automorphic forms that is general enough to cover all cases of interest. In general, one defines an adelic automorphic form on a linear algebraic group $G$ to be a function $F : G_A \to \mathbb{C}$ satisfying:
1. $\mathcal{F}$ is left-invariant for the rational group: $\mathcal{F}(g \cdot g_A) = \mathcal{F}(g_A)$ for all $g \in G(F)$ and for all $g_A \in G_A$.

2. $\mathcal{F}$ has a central adelic (Hecke) character $\psi : Z_A : Z(\mathbb{A}) \to \mathbb{C}^\times$ so that $\mathcal{F}(z_A \cdot g_A) = \psi(z_A) \cdot \mathcal{F}(g_A)$ for all $z_A \in Z_A$ and for all $g_A \in G_A$.

3. $\mathcal{F}$ is right-"$K_A$-finite", meaning that the span of $\mathcal{F}$ as a function under the action of $K_A$ by the right regular representation $k_A : \mathcal{F} \mapsto \tilde{\mathcal{F}}(g_A) := \mathcal{F}(g_A \cdot k_f)$ is a finite-dimensional vector space over $F$.

4. $\mathcal{F}_\infty$ is smooth and "$\mathfrak{z}_\infty$-finite", where $\mathfrak{z}_\infty$ is the center of the universal enveloping algebra for $G_\infty$: meaning that the image of $\mathcal{F}$ under $\mathfrak{z}$ spans a finite-dimensional vector space over $F_\infty$. We note that $\mathfrak{z}_\infty$ can also be interpreted as the ring of bi-invariant differential operators on $G_\infty$, and in the case of $GL_2(\mathbb{R})$ that $\mathfrak{z}_\infty$ is the ring $\mathbb{C}[\Delta]$ where $\Delta$ is the hyperbolic Laplacian operator $-y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right)$.

5. $\mathcal{F}$ has moderate growth: meaning that there are constants $C$ and $M \in \mathbb{R} > 0$ so that $|\mathcal{F}(\begin{bmatrix} a & 0 \\ 0 & 1 \end{bmatrix} g_A)| \leq C |a|_A^M$ for all $a \in \mathbb{A}_F^\times$ with $|a|_A > c$ for some $c$, and all $g_A$ in any fixed compact subset of $G_A$.

The most important conditions for us will be conditions (1)-(3). Condition (4) is a generalization of the usual holomorphy condition for classical modular forms (since any real-analytic function is an eigenfunction of the Laplacian operator with eigenvalue zero), and condition (5) is a technical growth condition used to exclude poorly behaved functions. In the case where $G$ is an orthogonal group of a definite quadratic form conditions (4) and (5) can be safely omitted because the archimedean component is already compact.

References for this section: For adelizations of algebraic groups and modular forms for an adelic group see [Shi97 §8, 10, 11], for definitions of adelic modular forms on $GL_2$ [Gel75 §1.3, pp40-53] and [Hid00 §3.1]. Some motivation for this reformulation of the classical language can be found in the brief Corvallis article of Piatetski-Shapiro [PS79]. See also Bump’s book [Bum97 §3.1–2] for a discussion of the adelic approach to automorphic forms for the important groups $GL_1$ and $GL_2$.

### 4.3 The Weil representation

To see how theta functions arise in terms of representation theory, we now define the **Weil representation** whose symmetries will be closely related to the Fourier transform. We will not go through the explicit construction of the Weil representation, but instead content ourselves to list its defining properties below and go on to use the Weil representation to produce classical theta functions. Some references that explicitly construct the Weil...
representation are [LV80], or Gelbart’s book [Gel76]. Other places where the Weil representation is used in a similar way are [Pra93, Pra98, Gel79, Gel79], Kudla’s lecture notes [Kud08], and Gelbart’s book, [Gel75a, §7A, pp134–150].

These considerations give rise to the adelic Weil Representation \( W : \text{Sp}_2(F) \backslash \text{Sp}_2(A) \rightarrow \text{GL}(S(V_\mathbb{A})) \) on the space of Schwartz functions on \( V_\mathbb{A} \), defined by the following transformation formulas:

1. \( W\left( \begin{bmatrix} a & 0 \\ 0 & a^{-1} \end{bmatrix} \right) \Phi)(\vec{v}) = \chi_V(a) \cdot |a|_A^n \cdot \Phi(a\vec{v}) \)

2. \( W\left( \begin{bmatrix} 1 & x \\ 0 & 1 \end{bmatrix} \right) \Phi)(\vec{v}) = e_A(xQ(\vec{v})) \cdot \Phi(\vec{v}) \)

3. \( W\left( \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \right) \Phi)(\vec{v}) = \hat{\Phi}(-\vec{v}) \)

Here the character \( \chi_V(\cdot) := (\cdot, (-1)^n/2 \det(Q))_F \) and \( e_A \) denotes the adelic exponential, defined by

\[
e_A((x_v)_v) := e^{2\pi i x_{\infty}} \prod_p e^{-2\pi i \text{Frac}_p(x_p)}
\]

where \( \text{Frac}_p(x_p) \in \mathbb{Q}/\mathbb{Z} \) is defined as any rational number with \( p \)-power denominator for which \( x_p \in \text{Frac}_p(x_p) + \mathbb{Z}_p \). (Notice that the adelic exponential is always given by a finite product since any adele \( x_\mathbb{A} \) will have all but finitely many \( x_p \in \mathbb{Z}_p \).) The adelic exponential \( e_A \) is also used to define the adelic Fourier transform

\[
\hat{\Phi}(\vec{v}) := \int_{\vec{v} \in V_\mathbb{A}} e_A(H(\vec{v}, \vec{w}))\Phi(\vec{v}) \, d_\mathbb{A} \vec{v}
\]

of any Schwartz function \( \Phi \in S(V_\mathbb{A}) \), where the additive Haar measure \( d_\mathbb{A} \vec{v} \) is normalized so that \( \text{Vol}(V_\mathbb{A}) = 1 \). An explicit reference for these formulas are [Gel76, Thrm 2.22, p37]; also [Kud08, I.1.6, p3] (though there is a minor typo writing \( x \) for \( a \) in the second formula there).

These formulas uniquely define the Weil representation, since any element of \( \text{Sp}_2(F_\mathbb{A}) \) can be expressed as a product of these elements (using the Bruhat decomposition for \( \text{Sp}_2 = \text{SL}_2 \)). They are also visibly trivial on elements of \( \text{Sp}_2(F) \), because the adelic absolute value \( |\cdot|_A \), the rational Hilbert symbol \( (\cdot, \cdot)_F := \prod_v (\cdot, \cdot)_{F_v} \), and the adelic exponential \( e_A(\cdot) \) are all trivial on rational elements.

Remark 4.3.1. We have not explicitly defined (adelic) Schwartz functions on \( V_\mathbb{A} \), which are just finite linear combinations of an infinite product \( \prod_v \Phi_v(x_v) \) of Schwartz functions \( \Phi_v \) on \( F_v \) where \( \Phi_v \) is the characteristic function of \( \mathbb{Z}_p \) at all but finitely many places. For more details, see [Bum97, §3.1, pp256–7].
4.4 Theta kernels and theta liftings

For convenience, we now let $W$ denote the non-degenerate 2-dimensional symplectic vector space over $F$, and identify $\text{SL}_2(F)$ with $\text{Sp}(W)$. The Weil representation restricted to our pair $G \times H := \text{Sp}(W) \times O(V)$ incorporates both an invariance under the orthogonal group, and a Fourier transform from the Weyl element.

To produce theta functions from this, we will need to introduce the familiar classical features of a self-dual function on a lattice. In the adelic context, our lattice is provided by the rational points $V(F)$ and the adelic self-dual function is taken to be the local product $\phi_A(\vec{v}_A) := \prod_v \phi_v(\vec{v}_v)$ of the familiar Gaussian exponential $\phi_\infty(\vec{v}) := e^{-\pi Q(\vec{v})}$ at $\infty$ and the characteristic function of the completion of some fixed lattice $L$ on $V$ at all non-archimedean places $p$. (To fix ideas we can take $F = \mathbb{Q}$ and take the standard lattice $L = \mathbb{Z}^n$, giving $\phi_p(\vec{v}) := \text{characteristic function of } \mathbb{Z}_p^n$.)

Finally we must sum the values of our function $\phi_A$ over the rational lattice $V(F)$, which gives rise to a “theta distribution”

$$\theta : \phi \mapsto \sum_{\vec{v} \in V(F)} \phi(\vec{v})$$

on functions $\phi \in S(V)$. We will be interested in the behavior of this distribution under the action of the Weil representation, so we define the theta kernel

$$\theta_\phi(g, h) := \sum_{\vec{v} \in V(F)} (\mathcal{W}(g, h) \phi)(\vec{v}) = \sum_{\vec{v} \in V(F)} (\mathcal{W}(g) \phi)(h^{-1} \vec{v})$$

as the value of the theta distribution under this action. This theta kernel already feels very similar to a theta series (since we are summing a quadratic Gaussian over a rational lattice, and our choice $\phi_A$ is supported only on the integral lattice), though it depends on two variables $g \in \text{Sp}_2(A)$ and $h \in O_Q(A)$. However it is more appropriate to think of this as a part of an adelic “theta machine” that will allow us to produce many theta series on $\text{Sp}_2 = \text{SL}_2$ after eliminating the orthogonal variable $h$ in some way.

We now study the rational invariance properties of the theta kernel, which allow us to think of our a priori “adelic” construction as something “automorphic”. The main observation is

**Lemma 4.4.1.** The theta kernel $\theta_\phi(g, h)$ is a function on $\text{Sp}(W) \setminus \text{Sp}(W_A) \times O(V) \setminus O(V_A)$.

**Proof.** At the end of the previous section we noted that the Weil representation transformation 2 is invariant when $x \in F$. Transformation 1 with $a \in F^\times$ performs a rational scaling of the values, which leaves the rational lattice $V(F)$ invariant, and transformation 3 preserves the theta kernel because the (adelic) Poisson summation formula tells us that the sum of a function on the standard lattice is the same as the sum using its Fourier transform. Therefore the theta kernel has the rational lattice symmetries of being left-invariant under
4.5. SOME SIMPLE AUTOMORPHIC FORMS ON THE ORTHOGONAL GROUP

Sp(W). It is also left-invariant under \(O(V(F))\) because that action just permutes \(V(F)\). Therefore we have shown that the theta kernel is rationally left-invariant, and so it descends to a function on the rational left cosets as desired.

This rational bi-invariance is exactly what allows us to use the theta kernel to move automorphic forms between the orthogonal and symplectic groups. Given an automorphic form \(F(h_A)\) on the orthogonal group \(O(V_A)\), we can define its \textbf{theta lift} by the integral

\[
(\Theta(F))(g_A) := \int_{h_A \in O(V) \setminus O(V_A)} F(g_A) \theta(\phi(g_A, h_A)) dh_A
\]

(4.3)
of \(F\) against the theta kernel with respect to the choice of adelic Haar measure \(dh_A\) on \(O(V_A)\) giving the adelic stabilizer \(\text{Stab}_A(L) \subset O(V_A)\) volume 1. The theta lift \(\Theta(F)(g_A)\) formally inherits the symplectic invariance of the theta kernel, and gives an automorphic form on \(\text{Sp}(W_A)\) when the integral converges. In the next few sections we will give an explicit example of how this process can be used to produce the classical theta series of a positive definite integer-valued quadratic form.

4.5 Some simple automorphic forms on the orthogonal group

To actually use the theta lift, we must have at our disposal a supply of automorphic forms on the orthogonal quotient \(O(V) \setminus O(V_A)\). In this section we describe the simplest of these, characteristic functions of a point, which are surprisingly useful for our purposes.

We begin by giving a classical interpretation of the orthogonal quotient \(O(V) \setminus O(V_A)\). Given the rational quadratic quadratic space \((V, Q)\), we define an action of the adelic orthogonal group \(O(V_A)\) on the set of all (quadratic) \(O_F\)-lattices in \((V, Q)\) by using the following local-global statement for lattices in a rational vector space.

**Lemma 4.5.1.** There is a natural bijection between lattices \(L\) in an \(n\)-dimensional \(F\)-rational vector space \(V\) and the tuples \((L_p)_p\) of local lattices \(L_p \subset V_p := V \otimes_F F_p\) satisfying the property that all but finitely many \(L_p\) are equal to \(O^n_p\). (Here \(p\) runs over the set of (non-zero) primes of \(F\).)

**Proof.** This is proved in [Shi10, Lem 21.6, pp102–3] and [Wei67, Thrm 2, p84]. The relevant maps in each direction are

\[
L \mapsto (L_p := L \otimes_{O_F} O_p)_p \quad \text{and} \quad (L_p)_p \mapsto L := \bigcap_p (V \cap L_p).
\]

With this lemma, we define an action of \(h_A \in O(V_A)\) on the lattices in \((V, Q)\) by acting locally on the associated tuple of local lattices:

\[
h_A : L \mapsto (h_p L_p)_p \xrightarrow{\text{Lemma}} h_A L.
\]
This action produces a new tuple of local lattices, which differs from the first tuple at only finitely many places (by the restricted direct product condition on $O(V_A)$), and so corresponds to a unique lattice in $(V, Q)$. Notice that this action makes no use of the non-archimedian component $h_\infty$ of $h_A$.

We now fix a lattice $L$ in $(V, Q)$, and interpret the action of $O(V_A)$ on $L$ classically.

**Lemma 4.5.2.** The orbit of $L$ under $O(V_A)$ is the genus of $L$.

**Proof.** From the definition of the action, we see that the new lattice $L' := h_AL$ is locally isometric to the lattice $L$ at all primes $p$, so it is in the genus of $L$. Since $L' \subset (V, Q)$ we see they are also isometric at the archimedian place $\infty$, hence $L' \in \text{Gen}(L)$.

Similarly, any lattice in $\text{Gen}(L)$ can be realized as $h_AL$ by taking $h_p$ to be the element of the orthogonal group carrying $L_p$ to $L'_p$ at the finitely many primes where $L_p \neq L'_p$, and taking all other components $h_v$ as the identity.

This interpretation can be extended a little further, by trying to describe the classes in the genus $\text{Gen}(L)$ adelically. If we define the adelic stabilizer

$$K_A := \text{Stab}_A(L) := \{ h_A \in O(V_A) \mid h_AL = L \}$$

then we have a bijection

$$O(V_A)/\text{Stab}_A(L) \overset{1-1}{\longleftrightarrow} \text{Gen}(L)$$

$$h_A \quad \longmapsto \quad h_AL$$

Taking this one step further, we have the important bijection

$$O(V)\backslash O(V_A)/\text{Stab}_A(L) \overset{1-1}{\longleftrightarrow} \text{classes in Gen}(L)$$

because two lattices in $(V, Q)$ are in the same class if they are isometric, hence they differ by the action of an element of $O(V)$.

This finite quotient $O(V)\backslash O(V_A)/\text{Stab}_A(L)$ corresponding to the classes in the genus can also be thought of as the analogue of the usual upper half-plane $\mathcal{H}$ (for $SL_2$) for the orthogonal group $O(V)$. Under this analogy, we see that the analogue of modular functions for $O(V)$ are just functions on this finite set of points (labelled by the classes $L_i$ in $\text{Gen}(L)$). The simplest of these are the characteristic functions $\Phi_{L_i}$ of each point, and the constant function 1, both of which we will see play a special role the theory of theta series. Since the non-archimedian part of $\text{Stab}_A(L)$ is a compact group, we can easily verify that both of these functions are adelic automorphic forms in the sense of §4.2.
4.6 Realizing classical theta functions as theta lifts

We now compute the theta lifting of the characteristic function $\Phi_{L_j}$ of the double coset of $O(V_{\hbar})$ corresponding to a chosen quadratic lattice $L_j \in \text{Gen}(L)$, with respect to the fixed choice of function $\phi_{\hbar}(\vec{v}_{\hbar})$ described above. We will see that this an adelic automorphic form that classically corresponds to a certain multiple of the familiar theta series

$$\Theta_{L_j}(z) := \sum_{\vec{v} \in L_j} e^{2\pi i Q(\vec{v})z} = \sum_{m \in \mathbb{Z}_{\geq 0}} r_{L_j}(m) e^{2\pi imz}. $$

By our definition of the theta lift in (4.3), we are interested in computing

$$\Theta(\Phi_{L_j})(g_{\hbar}) = \int_{O(V)\backslash O(V_{\hbar})} \Phi_{L_j}(h_{\hbar}) \theta_{\phi}(g_{\hbar}, h_{\hbar}) \, dh_{\hbar}$$

(4.4)

as an automorphic form on $\text{SL}_2 = \text{Sp}_2$. To do this we first decompose $O(V_{\hbar})$ as a union of double cosets corresponding to the classes in the genus of $L$ (i.e. with respect to the adelic stabilizer $K_{\hbar}$), giving

$$O(V_{\hbar}) = \bigsqcup_{i \in I} O(V_F) \alpha_i K_{\hbar}$$

for some fixed choice of representatives $\alpha_i := \alpha_{i,\hbar} \in O(V_{\hbar})$ where $\text{Gen}(L) = \bigsqcup_{i \in I} \text{Cls}(L_i)$ and $L_i = \alpha_i L$. Since the action of $O(V_{\hbar})$ on lattices only depends on the non-archimedean components of $\alpha_{i,\hbar}$, to simplify our lives we choose the $\alpha_{i,\hbar}$ to have trivial archimedean components $\alpha_{i,\infty} = 1 \in O(V_{\infty})$. It will also be convenient to define the adelic stabilizers $K_{i,\hbar} := \text{Stab}_{\hbar}(L_i)$ of the other lattices $L_i \in \text{Gen}(L)$. With this we compute

$$\Theta(\Phi_{L_j})(g_{\hbar}) = \int_{O(V_F)\backslash O(V_{\hbar})} \Phi_{L_j}(h_{\hbar}) \theta_{\phi}(g_{\hbar}, h_{\hbar}) \, dh_{\hbar}$$

(4.5)

$$= \int_{O(V_F)\backslash \bigsqcup_{i \in I} O(V_F)\alpha_i K_{\hbar}} \Phi_{L_j}(h_{\hbar}) \theta_{\phi}(g_{\hbar}, h_{\hbar}) \, dh_{\hbar}$$

(4.6)

$$= \sum_{i \in I} \int_{O(V_F)\backslash O(V_F)\alpha_i K_{\hbar}} \Phi_{L_j}(h_{\hbar}) \theta_{\phi}(g_{\hbar}, h_{\hbar}) \, dh_{\hbar}$$

(4.7)

$$= \sum_{i \in I} \int_{O(V_F)\backslash O(V_F)\alpha_i K_{i,\hbar}^{-1}} \Phi_{L_j}(h_{\hbar}\alpha_i) \theta_{\phi}(g_{\hbar}, h_{\hbar}\alpha_i) \, dh_{\hbar}$$

(4.8)

$$= \sum_{i \in I} \int_{O(V_F)\backslash O(V_F)K_{i,\hbar}} \Phi_{L_j}(h_{\hbar}\alpha_i) \theta_{\phi}(g_{\hbar}, h_{\hbar}\alpha_i) \, dh_{\hbar}$$

(4.9)

$$= \sum_{i \in I} \int_{O(V_F)\cap K_{i,\hbar}} \Phi_{L_j}(h_{\hbar}\alpha_i) \theta_{\phi}(g_{\hbar}, h_{\hbar}\alpha_i) \, dh_{\hbar}$$

(4.10)

$$= \sum_{i \in I} \frac{1}{|\text{Aut}(L_i)|} \int_{K_{i,\hbar}} \Phi_{L_j}(h_{\hbar}\alpha_i) \theta_{\phi}(g_{\hbar}, h_{\hbar}\alpha_i) \, dh_{\hbar},$$

(4.11)
where the last step follows because $O(V_F) \cap K_{i,h}$ is the finite group of rational automorphisms Aut($L_i$), since $K_{i,h}$ is the adelic stabilizer of $L_i$. (Note: We are also implicitly using the invariance of the left Haar measure $dh_h$ under right multiplication, because the orthogonal group is unimodular. See [Wei82, p23], [Vos98, §14.4, p137] and [Ono66, §2, p123] for a justification of this bi-invariance.)

At this point we have “unfolded” our integral to the point where it factors as a product of local integrals (since $K_{i,h}$ is the product of the local stabilizers $K_{i,v}$ over all places $v$), each of which we can try to evaluate separately. We first notice that for each summand we have an integral over $K_{i,h} = \alpha_i K_h \alpha_i^{-1}$, giving

$$\Theta(\Phi_{L_i})(g_h) = \sum_{i \in I} \frac{1}{|\text{Aut}(L_i)|} \int_{K_{i,h}} \Phi_{L_i}(h_i \alpha_i) \theta_\phi(g_h, h_i \alpha_i) \, dh_h$$

$$= \sum_{i \in I} \frac{1}{|\text{Aut}(L_i)|} \int_{K_h} \Phi_{L_i}(\alpha_i h_h) \theta_\phi(g_h, \alpha_i h_h) \, dh_h$$

whose integrals do not depend on $i \in I$. To analyze the internal integral, notice that $h_h \in K_h$, giving that

$$\Phi_{L_i}(\alpha_i h_h) \neq 0 \iff \alpha_i h_h \in O(V_F) \cdot \alpha_j \cdot K_h$$

$$\iff \alpha_i \in O(V_F) \cdot \alpha_j \cdot K_h$$

$$\iff \alpha_i = \alpha_j$$

and so all terms with $\alpha_i \neq \alpha_j$ vanish. Thus

$$\Theta(\Phi_{L_i})(g_h) = \frac{1}{|\text{Aut}(L_j)|} \int_{h_h \in K_h} \theta_\phi(g_h, \alpha_j h_h) \, dh_h$$

At this point we have to unwind the theta kernel to evaluate the integral, now heavily using the fact that this is a product of local integrals. We can simplify the non-archimedean orthogonal action with the observation that

$$h_p^{-1} \alpha_j^{-1} \bar{v} \in L_p \text{ for all primes } p \iff \bar{v} \in \alpha_j h_p L_p = L_{j,p} \text{ for all } p \iff \bar{v} \in L_j.$$

This together with our choice that $\alpha_{j,\infty} = 1 \in O(V_\infty)$ gives

$$\Theta(\Phi_{L_j})(g_h) = \frac{1}{|\text{Aut}(L_j)|} \int_{h_h \in K_h} \theta_\phi(g_h, \alpha_j h_h) \, dh_h$$

$$= \frac{1}{|\text{Aut}(L_j)|} \int_{h_h \in K_h} \sum_{\bar{v} \in V_F} (W(g_h) \phi_h)(h_h^{-1} \alpha_j^{-1} \bar{v}) \, dh_h$$

$$= \frac{1}{|\text{Aut}(L_j)|} \int_{h_h \in K_h} \sum_{\bar{v} \in L_j} (W(g_h) \phi_h)(h_h^{-1} \bar{v}) \, dh_h.$$
4.6. REALIZING CLASSICAL THETA FUNCTIONS AS THETA LIFTS

To understand the non-archimedean symplectic action we take advantage of the invariance of the theta lift under $\text{Sp}(W_F)$ by invoking the “strong approximation” property of symplectic groups, (a special case of) which states that

$$\text{Sp}(W_A) = \text{Sp}(W) \cdot \text{Sp}(F_\infty) \prod_p \text{Sp}(O_p).$$

This means that we can adjust the element $g_A$ (by left-multiplying with some element $g_F \in \text{Sp}(W)$) so that its new local components $g_p$ live in $\text{Sp}(O_p)$ for all primes $p$. By using the transformation formulas of the Weil representation we see that each component $g_p$ acts trivially on the characteristic function $\phi_p(\vec{v})$ of $L_p$. Thus we can express our theta lift as depending only on the archimedean component $g_\infty$ of $g_A$, giving

$$\Theta(\Phi_{L_j})(g_A) = \frac{1}{|\text{Aut}(L_j)|} \int_{h_\infty \in K_\infty} \sum_{\vec{v} \in L_j} (\mathcal{W}(g_\infty)\phi_\infty)(h^{-1}_\infty \vec{v}) \, dh_\infty. \quad (4.23)$$

Since we are interested in the classical modular form $f(z)$ on $\mathcal{H}$ associated the adelic modular form $\Theta(\Phi_L)$, we need only evaluate this on elements $g_\infty \in \text{SL}_2(\mathbb{R})$ for which $g_\infty \cdot i = z \in \mathcal{H}$. We notice that when $x, y \in \mathbb{R}$ with $y > 0$, the elements

$$g_{\infty,z} := \begin{bmatrix} 1 & x \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \sqrt{y} & 0 \\ 0 & \sqrt{-1} \end{bmatrix}$$

satisfy $g_{\infty,z} \cdot i = x + iy \in \mathcal{H}$. For these elements $g_{\infty,z}$, the action of the Weil representation in (4.23) can be written more explicitly as

$$\mathcal{W}(g_{\infty,z})\phi_\infty(h^{-1}_\infty \vec{v}) = \mathcal{W} \left( \begin{bmatrix} 1 & x \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \sqrt{y} & 0 \\ 0 & \sqrt{-1} \end{bmatrix} \phi_\infty \right) (h^{-1}_\infty \vec{v}) \quad (4.24)$$

$$= y^{\frac{n}{2}} \mathcal{W} \left( \begin{bmatrix} 1 & x \\ 0 & 1 \end{bmatrix} \phi_\infty \right) (\sqrt{y} h^{-1}_\infty \vec{v}) \quad (4.25)$$

$$= y^{\frac{n}{2}} e^{2\pi i x Q(\vec{v})} \phi_\infty(\sqrt{y} h^{-1}_\infty \vec{v}) \quad (4.26)$$

$$= y^{\frac{n}{2}} e^{2\pi i y Q(\vec{v})} e^{-2\pi Q(\sqrt{y} h^{-1}_\infty \vec{v})} \quad (4.27)$$

$$= y^{\frac{n}{2}} e^{2\pi i x Q(\vec{v})} e^{2\pi i y Q(h^{-1}_\infty \vec{v})} \quad (4.28)$$

$$= y^{\frac{n}{2}} e^{2\pi i x Q(\vec{v})} e^{2\pi i y Q(\vec{v})} \quad (4.29)$$

$$= y^{\frac{n}{2}} e^{2\pi i x Q(\vec{v})} \quad (4.30)$$
Substituting this back into \((4.23)\) gives

\[
\Theta(\Phi_{\mathcal{L}_j})(g_{\infty, z}) = \frac{1}{|Aut(L_j)|} \int_{h_{k} \in K_{\mathcal{A}}} \sum_{\bar{v} \in L_j} (\mathcal{W}(g_{\infty, z}) \phi_{\infty})(h_{\infty}^{-1} \bar{v}) \, dh_{\mathcal{A}}
\]

\[(4.31)\]

\[
= \frac{1}{|Aut(L_j)|} \int_{h_{k} \in K_{\mathcal{A}}} \sum_{\bar{v} \in L_j} y^{\frac{n}{4}} e^{2\pi i Q(\bar{v})z} \, dh_{\mathcal{A}}
\]

\[(4.32)\]

\[
= \frac{Vol_{\mathcal{A}}(K_{\mathcal{A}})}{|Aut(L_j)|} \sum_{\bar{v} \in L_j} y^{\frac{n}{4}} e^{2\pi i Q(\bar{v})z}
\]

\[(4.33)\]

\[
= \frac{1}{|Aut(L_j)|} \sum_{\bar{v} \in L_j} y^{\frac{n}{4}} e^{2\pi i Q(\bar{v})z}.
\]

\[(4.34)\]

Now using the relation \((4.2)\) with \(k = n/2\) and trivial Dirichlet character \(\chi\) we have \(g_{\infty, z}\) has \((cz + d)^k = y^{-k/2}\) and can see that \(\Theta(\Phi_{\mathcal{L}_j})\) corresponds to the classical weight \(k\) modular form

\[
f(z) := \chi(d)(cz + d)^k \cdot \Theta(\Phi_{\mathcal{L}_j})(g_{\infty, z})
\]

\[(4.35)\]

\[
= y^{-n/4} \cdot \Theta(\Phi_{\mathcal{L}_j})(g_{\infty, z})
\]

\[(4.36)\]

\[
= \frac{1}{|Aut(L_j)|} \sum_{\bar{v} \in L_j} e^{2\pi i Q(\bar{v})z}.
\]

\[(4.37)\]

But this is just the usual theta series \(\Theta_{L_j}(z)\) weighed by the rational factor \(\frac{1}{|Aut(L_j)|}\), so we have indeed recovered the classical theta function as the theta lift of the characteristic function of the double coset \(O(V) \alpha_{j,A} K_{\mathcal{A}}\) of the adelic orthogonal group corresponding to the lattice \(L_j \in \text{Gen}(L)\).
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