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Abstract

In this note, we study a factorization result for graded decomposition maps associated with the specializations of graded algebras. We obtain results previously known only in the ungraded setting.

1 Introduction

Using the works of Khovanov and Lauda [11] and Rouquier [13], Brundan and Kleshchev have shown in [3] the existence of a \( \mathbb{Z} \)-grading on the Hecke algebras associated with the complex reflection groups of type \( G(l,1,n) \) over any field \( F \). The next natural step is to study the graded representation theory for these algebras. In the characteristic 0 case, using a grading on the Specht modules explicitly constructed in [5], Brundan and Kleshchev have shown in [3, 4] the existence of a certain “graded decomposition matrix” (with coefficients in \( \mathbb{N}[q, q^{-1}] \) for some indeterminate \( q \)). In addition, they have proved that this matrix, which may be viewed as a quantization of the usual decomposition matrix, corresponds to the canonical basis matrix in one realization of the irreducible highest weight module as a submodule of the Fock space in affine type \( A \). This gives a graded analogue of Ariki’s Theorem, which interprets the usual decomposition matrix in terms of canonical bases.

Actually, there exist several possible realizations of the irreducible highest weight modules as submodules of the Fock space, and thus several canonical bases matrices, in affine type \( A \). Therefore, it is natural to ask whether all these matrices can be expressed as graded decomposition matrices. From this perspective, one problem is to obtain a canonical way to define these graded decomposition matrices; indeed, Brundan and Kleshchev’s approach depends on the existence and the choice of the Specht modules for the Hecke algebras.

The aim of this note is to develop a general theory for graded decomposition matrices, using the concept of specialization. This pursuit is motivated by the works above, but can be also interesting as a subject in its own right, providing a graded analogue of the usual notion of decomposition matrices associated with specialization maps. In particular, we obtain a factorization result which is a graded analogue of the Proposition 2.6]. Combined with the results obtained in [11], the results of this note indicate the existence of several graded representation theories for Hecke algebras of type \( G(l,1,n) \) (see Section 3).

2 Decomposition map for graded algebras

The goal of this section is to define and study the graded decomposition map for graded algebras in a general setting. Here we adopt the same approach as the one used in [7] and [9, §7.3], where the usual decomposition matrix associated with a specialization is defined. Hence, our definition is slightly different from the one presented in, for example, [3, 4, 6].

2.1 Graded algebras and representations

We begin with some notation. Let \( R \) be a commutative integral domain with 1 and let \( H \) be an associative algebra, finitely generated and free over \( R \). We say that \( H \) is a \( \mathbb{Z} \)-graded algebra if \( H \) admits \( R \)-submodules \((H_i)_{i \in \mathbb{Z}}\) such that

- \( H = \bigoplus_{i \in \mathbb{Z}} H_i \), and
• $H_i H_j \subseteq H_{i+j}$ for all $(i, j) \in \mathbb{Z}^2$.

Note that $H_0$ is a subalgebra of $H$. A graded $H$-module $M$ is an $H$-module equipped with a grading

• $M = \bigoplus_{i \in \mathbb{Z}} M_i$ for $R$-submodules $M_i$ of $M$, and

• $H_i M_j \subseteq M_{i+j}$ for all $(i, j) \in \mathbb{Z}^2$.

If $M$ is a graded $H$-module, we denote by $M^\triangleright$ the (ungraded) $H$-module obtained from $M$ by forgetting the grading. For $j \in \mathbb{Z}$, we denote by $M(j)$ the graded module obtained by shifting $M$ up by $j$, that is, $M(j)_i := M_{i-j}$ for all $i \in \mathbb{Z}$.

Let $M$ and $N$ be graded $H$-modules. A morphism of graded modules $f : M \to N$ is a morphism of ungraded $H$-modules satisfying $f(M_i) \subseteq N_i$ for all $i \in \mathbb{Z}$. If moreover $f$ is bijective, then $f$ is an isomorphism of graded modules.

From now on, $R$ will be a field, and all modules (graded and ungraded ones) will be considered finite-dimensional.

We denote by $\text{Irr}(H)$ the set of simple $H$-modules. If $M \in \text{Irr}(H)$, then, by [2] Lemma 2.5.3, $M$ admits a unique $\mathbb{Z}$-grading up to shift. The associated modules $M(j)$ are pairwise non-isomorphic simple graded $H$-modules. In addition, all simple graded $H$-modules are obtained in this way (see [12, Theorem 9.6.8, Corollary 9.6.7]). If $L$ is a graded $H$-module, we denote by $[L : M]_\triangleright$ the multiplicity of the simple graded module $M$ in a graded composition series of $L$.

We denote by $\mathcal{R}_0(H)$ the Grothendieck group of finite-dimensional graded $H$-modules. It is well-known that the associated category is an abelian category. We denote by $\mathcal{R}_0^+(H)$ the subset of $\mathcal{R}_0(H)$ consisting of the elements $[V_i]$, where $V$ is a graded $H$-module. Let now $q$ be an indeterminate. If we fix one and for all a grading for each simple $H$-module $M$, we obtain an action of $\mathbb{Z}[q, q^{-1}]$ on $\mathcal{R}_0(H)$ given by $q^t[M] := M(j)$, for all $j \in \mathbb{Z}$. As a $\mathbb{Z}[q, q^{-1}]$-module, $\mathcal{R}_0(H)$ has a basis $\{ [M] \mid M \in \text{Irr}(H) \}$.

Finally, let $V = \bigoplus_{i \in \mathbb{Z}} V_i$ be a graded $H$-module. Then, for each $i \in \mathbb{Z}$, $V_i$ is an $H_0$-module and we denote by $\chi_V$ the character of the associated representation of $R$: $H_0 \to \text{End}_R(V_i)$. Let $t$ be an indeterminate. We define the graded character of $V$ to be the $R$-linear map $\chi^\triangleright_V : H_0 \to R[t, t^{-1}]$ such that $\chi^\triangleright_V(h_0) = \sum_{i \in \mathbb{Z}} t^i \chi_V(h_0)$ for all $h_0 \in H_0$. We can extend the definition of $\chi^\triangleright_V$ to $H$ linearly, by setting $\chi^\triangleright_V(h_k) := 0$ for all $h_k \in H_k$ with $k \neq 0$. Note that for $j \in \mathbb{Z}$, we have $\chi^\triangleright_V(j) = t^j \chi^\triangleright_V$. Note also that, for all $h \in H$, the element $\chi^\triangleright_V(h)$ evaluated at $t = 1$ is simply $\chi_V(h)$, where $\chi_V$ denotes the character of the representation of $H$ afforded by $V$. We denote by $\text{Irr}(H)$ the set of irreducible characters of $H$, and by $\text{Irr}^\triangleright(H)$ the set of irreducible graded characters of $H$. That is,

$$\text{Irr}(H) = \{ \chi_M \mid M \in \text{Irr}(H) \},$$

and

$$\text{Irr}^\triangleright(H) = \{ \chi^\triangleright_M(j) \mid M \in \text{Irr}(H), j \in \mathbb{Z} \}.$$ We have $\text{Irr}(H) \subset \text{Hom}_R(H, R)$ and $\text{Irr}^\triangleright(H) \subset \text{Hom}_R(H, R[t, t^{-1}])$.

**Lemma 2.1.** Assume that the set $\text{Irr}(H)$ is a linearly independent subset of $\text{Hom}_R(H, R)$. Then $\text{Irr}^\triangleright(H)$ is a linearly independent subset of $\text{Hom}_R(H, R[t, t^{-1}])$.

**Proof.** Suppose that

$$\sum_{M \in \text{Irr}(H)} \sum_{j \in \mathbb{Z}} a_{M, j} \chi^\triangleright_{M(j)} = 0$$

for elements $a_{M, j} \in R$. Then we obtain:

$$\sum_{M \in \text{Irr}(H)} \sum_{j \in \mathbb{Z}} a_{M, j} t^j \chi^\triangleright_M = \sum_{j \in \mathbb{Z}} t^j \sum_{M \in \text{Irr}(H)} a_{M, j} \chi^\triangleright_M = 0,$$

whence we deduce that, for all $j \in \mathbb{Z}$ and $h \in H$, we have

$$\sum_{M \in \text{Irr}(H)} a_{M, j} \chi^\triangleright_M(h) = 0.$$
Evaluating the above left-hand side element of $R[t, t^{-1}]$ at $t = 1$ yields that
\[ \sum_{\underline{M} \in \text{Irr}(H)} a_{\underline{M}, j} \chi_{\underline{M}}(h) = 0 \]
for all $h \in H$, that is,
\[ \sum_{\underline{M} \in \text{Irr}(H)} a_{\underline{M}, j} \chi_{\underline{M}} = 0. \]
Since $\text{Irr}(H)$ is a linearly independent subset of $\text{Hom}_R(H, R)$, we conclude that $a_{\underline{M}, j} = 0$ for all $\underline{M} \in \text{Irr}(H)$ and $j \in \mathbb{Z}$. \( \square \)

**Remark 2.2.** As noted in [9, §7.3.3], the assumption of Lemma 2.1 is satisfied when $H$ is split or $R$ is a perfect field.

### 2.2 A graded Brauer-Nesbitt Lemma

The definition of the graded decomposition map is based on a graded version of the Brauer-Nesbitt lemma, which we now give. Let $X$ be an indeterminate over the field $R$ and let $\text{Maps}(H_0, R[X])$ be the set of maps from $H_0$ to $R[X]$. We define
\[ p_R : \mathcal{R}_0^+(H) \to \text{Maps}(H_0, R[X]) \]
such that, for a graded $H$-module $V = \bigoplus_{i \in \mathbb{Z}} V_i$ and for $h_0 \in H_0$,\[ p_R([V])(h_0) = (\text{Poly}(\rho_{V_i}(h_0)))_{i \in \mathbb{Z}}, \]
where Poly denotes the characteristic polynomial and $\rho_{V_i}$ is the representation of $H_0$ afforded by $V_i$. If we consider $\text{Maps}(H_0, R[X])$ as a semigroup with respect to pointwise multiplication of maps, then $p_R$ is a semigroup homomorphism. Moreover, if $q$ is an indeterminate as before, we can define an action of $\mathbb{N}[q, q^{-1}]$ on $\text{Maps}(H_0, R[X])$ as follows: If $\psi \in \text{Maps}(H_0, R[X])$ and $h_0 \in H_0$, then $\left( q^j \psi \right)(h_0) := ((\psi(h_0))_{i-j})_{i \in \mathbb{Z}}$. One can easily check that $p_R$ preserves the action of $\mathbb{N}[q, q^{-1}]$ on $\mathcal{R}_0^+(H)$. Thus, we will say that $p_R$ is a $\mathbb{N}[q, q^{-1}]$-semigroup homomorphism. The proof of the following lemma is inspired by [9, Lemma 7.3.2].

**Lemma 2.3.** Assume that $\text{Irr}^{gr}(H)$ is a linearly independent subset of $\text{Hom}_R(H, R[t, t^{-1}])$. Then $p_R$ is injective.

**Proof.** Let $V$ and $W$ be graded $H$-modules such that $p_R([V]) = p_R([W])$. Since the classes $[V]$ and $[W]$ only depend on the graded composition factors of $V$ and $W$ respectively, without loss of generality, we may assume that there exist $a_j$ and $b_j$ for $j \in \mathbb{Z}$ such that
\[ V = \bigoplus_{j \in \mathbb{Z}} a_j M_j \quad \text{and} \quad W = \bigoplus_{j \in \mathbb{Z}} b_j M_j, \]
where $M_j$ are pairwise non-isomorphic simple graded $H$-modules. If, for some $j \in \mathbb{Z}$, we have both $a_j > 0$ and $b_j > 0$, then we can write $V = M_j \oplus V'$ and $W = M_j \oplus W'$. Since $p_R$ is a $\mathbb{N}[q, q^{-1}]$-semigroup homomorphism, we deduce that $p_R([V']) = p_R([W'])$. Thus, without loss of generality, we may also assume that, for all $j \in \mathbb{Z}$, we have either $a_j = 0$ or $b_j = 0$. Now, by hypothesis, we have that, for all $h_0 \in H_0$ and $i \in \mathbb{Z}$, $\text{Poly}(\rho_{V_i}(h_0)) = \text{Poly}(\rho_{W_i}(h_0))$. As the character values appear in the characteristic polynomial, this implies that $\chi_{V_i}(h_0) = \chi_{W_i}(h_0)$ for all $h_0 \in H_0$ and $i \in \mathbb{Z}$. We deduce that
\[ \chi_{\text{gr}_V} = \sum_{j \in \mathbb{Z}} a_j \chi_{M_j} = \sum_{j \in \mathbb{Z}} b_j \chi_{M_j} = \chi_{\text{gr}_W}. \]
Since the set $\text{Irr}^{gr}(H)$ is a linearly independent subset of $\text{Hom}_R(H, R[t, t^{-1}])$, we must have, for all $j \in \mathbb{Z}$, $(a_j - b_j)1_R = 0$. Since also $a_j = 0$ or $b_j = 0$, we must have $a_j 1_R = 0$ and $b_j 1_R = 0$ for all $j \in \mathbb{Z}$. We can thus conclude in characteristic 0. If the characteristic of $R$ is $p > 0$, then we deduce that $p$ divides all the $a_j$’s and $b_j$’s. We can then repeat the same argument by considering the elements $(1/p)[V]$ and $(1/p)[W]$ inside $\mathcal{R}_0^+(H)$ instead of $[V]$ and $[W]$. \( \square \)
Remark 2.4. Following Lemma 2.1 and Remark 2.2, the assumption of the graded Brauer-Nesbitt Lemma is satisfied whenever \( H \) is split or \( R \) is a perfect field.

We also obtain the following graded analogue of [9, Lemma 7.3.4].

**Lemma 2.5.** Let \( R' \) be a field such that \( R \subseteq R' \) and set \( R'H := R' \otimes_R H \). Then there exists a canonical map \( d_{R}^{R'} : \mathcal{R}_0(H) \to \mathcal{R}_0(R'H) \) such that, for a graded \( H \)-module \( V \), \( d_{R}^{R'}([V]) = [R' \otimes_R V] \). Furthermore, we have a commutative diagram

\[
\begin{array}{ccc}
\mathcal{R}_0^+(H) & \xrightarrow{\rho_R} & \text{Maps}(H_0, R[X]^\mathbb{Z}) \\
\downarrow{d_{R}^{R'}} & & \downarrow{\iota_{R,H}^{R'}} \\
\mathcal{R}_0^+(R'H) & \xrightarrow{\rho_{R',H}} & \text{Maps}(H_0, R'[X]^\mathbb{Z})
\end{array}
\]

where \( \iota_{R,H}^{R'} \) is the canonical embedding. If, in addition, \( H \) is split, then \( d_{R}^{R'} \) is an isomorphism which preserves isomorphism classes of simple graded modules.

### 2.3 Modular reduction for graded modules

From now on, we will work in the following setting: Let \( A \) be an integral domain and let \( H \) be an associative \( A \)-algebra, finitely generated and free over \( A \) such that \( H \) is \( \mathbb{Z} \)-graded:

\[
H = \bigoplus_{i \in \mathbb{Z}} H_i.
\]

Let \( K \) be the field of fractions of \( A \) and set \( KH := K \otimes_A H \). Note that \( KH \) is naturally equipped with a \( \mathbb{Z} \)-grading which comes form the grading of \( H \):

\[
KH = \bigoplus_{i \in \mathbb{Z}} KH_i.
\]

Let \( O \) be a valuation ring such that \( A \subseteq O \subseteq K \). Then the following lemma holds.

**Lemma 2.6.** Let \( V \) be a finite-dimensional graded \( KH \)-module. There exists a graded \( OH \)-lattice \( \tilde{V} \) satisfying

\[
V \cong K \otimes_O \tilde{V}.
\]

**Proof.** Assume that \( V = \bigoplus_{j \in \mathbb{Z}} V_j \) is the fixed grading of \( V \). For \( j \in \mathbb{Z} \), let \( \{v_1^j, v_2^j, \ldots, v_{r_j}^j\} \) be a \( K \)-basis of \( V_j \). Moreover, for \( i \in \mathbb{Z} \), let \( \{b_1^i, b_2^i, \ldots, b_{s_i}^i\} \) be an \( A \)-basis of \( H_i \). Then, for \( \ell \in \mathbb{Z} \), let \( \tilde{V}_\ell \) be the \( O \)-submodule of \( V \) spanned by the finite set

\[
\{b_m^i v_n^j \mid 1 \leq m \leq s_i, 1 \leq n \leq r_j, i + j = \ell\}.
\]

Set \( \tilde{V} := \bigoplus_{\ell \in \mathbb{Z}} \tilde{V}_\ell \). Then \( \tilde{V} \) is a finitely generated graded \( OH \)-module. Since it is contained in a \( K \)-vector space, it is also torsion-free. It is a well-known fact (see, for example, [9, 7.3.5]) that every finitely generated torsion-free module over a valuation ring is free. Thus, \( \tilde{V} \) is a graded \( OH \)-lattice satisfying \( V \cong K \otimes_O \tilde{V} \), as any \( O \)-basis of \( \tilde{V} \) is also a \( K \)-basis of \( V \). \( \square \)

Let \( V = \bigoplus_{j \in \mathbb{Z}} V_j \) and \( \tilde{V} = \bigoplus_{\ell \in \mathbb{Z}} \tilde{V}_\ell \) be as in the lemma above. Let \( i \in \mathbb{Z} \). By construction of \( \tilde{V}_i \), there exists a \( K \)-basis of \( V_i \) such that the corresponding matrix representation \( \rho_i : KH_0 \to M_{n_i}(K) \) (where \( n_i = \dim_K V_i \)) has the property that \( \rho_i(h_0) \in M_{n_i}(O) \) for all \( h_0 \in H_0 \). We deduce that \( \rho_K([V])(h_0) \in \mathcal{O}[X]^\mathbb{Z} \) for all \( h_0 \in H_0 \).

The following result is a direct application of the above construction. It uses the fact that the integral closure of \( A \) in \( K \) is equal to the intersection of all valuation rings \( O \) such that \( A \subseteq O \subseteq K \). For the same result in the ungraded setting, see [9, Proposition 7.3.8].
Proposition 2.7. Let $V$ be a finite-dimensional graded $KH$-module and let $A^*$ be the integral closure of $A$ in $K$. Then we have $p_K([V])(h_0) \in A^*[X]^\mathbb{Z}$ for all $h_0 \in H_0$. Thus, the map $p_K$ is in fact a map $p_K : \mathcal{R}_0^+(KH) \to \text{Maps}(H_0, A^*[X]^\mathbb{Z})$.

From now on, we will assume that $A$ is integrally closed in $K$, that is, $A^* = A$. Let $\theta : A \to L$ be a ring homomorphism into a field $L$ such that $L$ is the field of fractions of $\theta(A)$. We obtain an $L$-algebra $LH := L \otimes_A H$, where $L$ is regarded as an $A$-module via $\theta$. We have a canonical grading:

$$LH = \bigoplus_{i \in \mathbb{Z}} LH_i.$$

Let $O \subseteq K$ be a valuation ring with maximal ideal $J(O)$ such that $A \subseteq O$ and $J(O) \cap A = \text{Ker}(\theta)$. The existence of such a ring is guaranteed by a standard result on valuation rings (see, for example, [9, 7.3.5]). Let $k$ be the residue field of $O$ and set $OH := O \otimes_A H$ and $kH := k \otimes_A H$. The restriction of the canonical map $\pi : O \to k$ to $A$ has kernel $J(O) \cap A = \text{Ker}(\theta)$. Since $L$ is the field of fractions of $\theta(A)$, $L$ can be regarded as a subfield of $k$. One can now identify the graded Grothendieck groups of $LH$ and $kH$ if the following assumption holds (recall that if $LH$ is split, then the map $d_0^L$ of Lemma 2.5 is an isomorphism which preserves isomorphism classes of simple graded modules):

Assumption 2.8. Let $L$ and $k$ be as above. We have that

(a) $LH$ is split, or

(b) $L = k$ and $L$ is perfect.

In particular, following Remark 2.4 under the above assumption the graded Brauer-Nesbitt Lemma holds and the map $\rho_L$ is injective.

Now let $V = \bigoplus_{i \in \mathbb{Z}} V_i$ be any graded $KH$-module. By Lemma 2.6, there exists a graded $OH$-lattice $\widetilde{V} = \bigoplus_{i \in \mathbb{Z}} \widetilde{V}_i$ such that $V \cong K \otimes_O \widetilde{V}$. The $k$-vector space $k \otimes_O \widetilde{V}$ is a graded $kH$-module via $(\widetilde{v} \otimes 1)(h \otimes 1) = \widetilde{v}h \otimes 1 (\widetilde{v} \in \widetilde{V}, h \in H)$, which we call the modular reduction of $\widetilde{V}$. To simplify notation, we shall write

$$K\widetilde{V} := K \otimes_O \widetilde{V} \quad \text{and} \quad k\widetilde{V} := k \otimes_O \widetilde{V}.$$

Let $i \in \mathbb{Z}$. Following the remarks after Lemma 2.6, there exists a $K$-basis of $V_i$ such that the corresponding matrix representation $\rho_{V_i} : KH_0 \to M_{n_i}(K)$ (where $n_i = \dim_K V_i$) has the property that $\rho_{V_i}(h_0) \in M_{n_i}(O)$ for all $h_0 \in H_0$. The matrix representation $\rho_{k\widetilde{V}_i} : kH_0 \to M_{n_i}(k)$ afforded by $k\widetilde{V}_i$ is given by

$$\rho_{k\widetilde{V}_i}(h_0 \otimes 1) = \pi(\rho_{V_i}(h_0)). \quad (*)$$

2.4 Graded decomposition map

The aim of this subsection is to relate the graded representation theory of $LH$ with that of $KH$, in the setting of 2.3. Recall that we have fix a grading for the simple $KH$ and $LH$-modules once for all. We will define a decomposition map

$$d_0^{\mathbb{Z}} : \mathcal{R}_0(KH) \to \mathcal{R}_0(LH)$$

between the associated Grothendieck groups of finite-dimensional graded modules.

Theorem 2.9. Assume that $A$ is integrally closed in $K$ and let $\theta : A \to L$ be a ring homomorphism into a field $L$ such that $L$ is the field of fractions of $\theta(A)$. Let $O \subseteq K$ be a valuation ring with maximal ideal $J(O)$ such that $A \subseteq O$ and $J(O) \cap A = \text{Ker}(\theta)$. If Assumption 2.8 is satisfied, then the following assertions hold.

1. The modular reduction induces a $\mathbb{N}[q, q^{-1}]$-semigroup homomorphism

$$d_0^{\mathbb{Z}} : \mathcal{R}_0^+(KH) \to \mathcal{R}_0^+(LH)$$


by setting
\[ d_{\theta}^g([KV]) := [k\tilde{V}], \]
where \( \tilde{V} \) is a graded \( \mathcal{O}H \)-lattice and \([k\tilde{V}]\) is regarded as an element of \( R_0^+(LH) \) via the identification with \( R_0^+(kH) \).

(2) By Proposition 2.7, the image of \( p_K \) is contained in \( \text{Maps}(H_0, A[X]^Z) \). We have a commutative diagram
\[
\begin{array}{ccc}
R_0^+(KH) & \xrightarrow{p_K} & \text{Maps}(H_0, A[X]^Z) \\
\downarrow d_{\theta}^g & & \downarrow t_{\theta} \\
R_0^+(LH) & \xrightarrow{p_L} & \text{Maps}(H_0, L[X]^Z)
\end{array}
\]
where \( t_{\theta} : \text{Maps}(H_0, A[X]^Z) \rightarrow \text{Maps}(H_0, L[X]^Z) \) is the natural map obtained by applying \( \theta \) to the coefficients of the polynomials in \( A[X] \).

(3) The map \( d_{\theta}^g \) is the unique map satisfying the commutative diagram in (2); in particular, \( d_{\theta}^g \) does not depend on the choice of \( \mathcal{O} \).

Proof. For (1), we need to show that \( d_{\theta}^g \) is well-defined. Thus, we need to show that if \( \tilde{V} \) and \( \tilde{W} \) are graded \( \mathcal{O}H \)-lattices such that \([KV] = [K\tilde{W}]\), then \([k\tilde{V}] = [k\tilde{W}]\). Note that Equation (2) implies that
\[
p_L([k\tilde{V}]) = t_{\theta}(p_K([KV])) = t_{\theta}(p_K([K\tilde{W}])) = p_L([k\tilde{W}]).
\]
As mentioned in the previous subsection, under Assumption (2.8) the graded Brauer-Nesbitt Lemma holds and the map \( p_L \) is injective. Hence, we deduce that \([k\tilde{V}] = [k\tilde{W}]\), as desired. Thus, \( d_{\theta}^g \) is well-defined and (2) is also proved. Finally, since \( p_L \) is injective, there is at most one map \( d_{\theta}^g \) that makes the diagram in (2) commutative. This proves (3). \( \square \)

The map \( d_{\theta}^g \) will be called the **graded decomposition map** associated with the specialization \( \theta : A \rightarrow L \). We can now easily extend its definition to the Grothendieck groups \( R_0(KH) \) and \( R_0(LH) \).

Let us consider a simple \( KH \)-module \( V \). Then \( V \) is graded. Let \( V \) be a graded \( \mathcal{O}H \)-lattice such that \( V \cong KV \). Then we have
\[
d_{\theta}^g([KV]) = [k\tilde{V}] = \sum_{M \in \text{Ir}((LH))} \sum_{n \in \mathbb{Z}} [k\tilde{V} : M\langle n \rangle]^g [M\langle n \rangle] = \sum_{M \in \text{Ir}((LH))} \left( \sum_{n \in \mathbb{Z}} q^n [k\tilde{V} : M\langle n \rangle]^g \right) [M]
\]

We can then define a **graded decomposition matrix** with coefficients in \( \mathbb{N}[q, q^{-1}] \) as follows:
\[
D_{\theta}^g(q) := \left( \sum_{n \in \mathbb{Z}} q^n [k\tilde{V} : M\langle n \rangle]^g \right)_{V \in \text{Ir}(KH), M \in \text{Ir}(LH)}.
\]
One can see that \( D_{\theta}^g(1) \) is the usual decomposition matrix for \( H \) associated with the specialization \( \theta \).

2.5 Factorization property of the graded decomposition map

We wish to describe a factorization result which is a graded analogue of [7, Proposition 2.6]. Assume that \( A \) is an integrally closed ring. Let \( \theta : A \rightarrow L \) and \( \theta' : A \rightarrow L' \) be specializations such that \( L \) is the field of fractions of \( \theta(A) \) and \( L' \) is the field of fractions of \( \theta'(A) \). Let us assume that
\[
\text{Ker}(\theta) \subseteq \text{Ker}(\theta').
\]
Proposition 2.10. The following diagram is commutative:

\[
\begin{array}{ccc}
\mathcal{R}_0^+(KH) & \xrightarrow{d_{0}^{gr}} & \mathcal{R}_0^+(LH) \\
\downarrow{d_{0}^{\mathfrak{t}}} & & \downarrow{d_{0}^{\mathfrak{t}}} \\
\mathcal{R}_0^+(LH) & \xrightarrow{d_{0}^{\mathfrak{t}}} & \mathcal{R}_0^+(L'H) \\
\end{array}
\]

where the last map is defined with respect to \( t_{\theta, \theta'} : \text{Maps}(H_0, B[X]^Z) \rightarrow \text{Maps}(H_0, L'[X]^Z) \), which is the map obtained by applying \( \phi \) to the coefficients of the polynomials in \( B[X] \).

**Proposition 2.10.** The following diagram is commutative:

\[
\begin{array}{ccc}
\mathcal{R}_0^+(KH) & \xrightarrow{d_{0}^{gr}} & \mathcal{R}_0^+(L'H) \\
\downarrow{d_{0}^{\mathfrak{t}}} & & \downarrow{d_{0}^{\mathfrak{t}, \theta'}} \\
\mathcal{R}_0^+(LH) & \xrightarrow{d_{0}^{\mathfrak{t}, \theta'}} & \mathcal{R}_0^+(L'H) \\
\end{array}
\]

In particular, if \( D_{0}^{gr}(q) \), \( D_{0}^{gr}(q) \) and \( D_{0}^{gr}(q) \) are the associated graded decomposition matrices, then

\[
D_{0}^{gr}(q) = D_{0, \theta'}^{gr}(q) D_{0}^{gr}(q).
\]

**Proof.** We have the following commutative diagrams (note that \( t_{\theta} \) takes its values in \( \text{Maps}(H_0, B[X]^Z) \)):

\[
\begin{array}{ccc}
\mathcal{R}_0^+(KH) & \xrightarrow{PK} & \text{Maps}(H_0, A[X]^Z) \\
\downarrow{d_{0}^{gr}} & & \downarrow{t_{\theta}} \\
\mathcal{R}_0^+(LH) & \xrightarrow{PL} & \text{Maps}(H_0, B[X]^Z) \\
\downarrow{d_{0}^{\mathfrak{t}, \theta'}} & & \downarrow{t_{\theta, \theta'}} \\
\mathcal{R}_0^+(L'H) & \xrightarrow{PL'} & \text{Maps}(H_0, L'[X]^Z) \\
\end{array}
\]

We have \( t_{\theta'} = t_{\theta, \theta'} \circ t_{\theta} \). Thus, we obtain a commutative diagram:

\[
\begin{array}{ccc}
\mathcal{R}_0^+(KH) & \xrightarrow{PK} & \text{Maps}(H_0, A[X]^Z) \\
\downarrow{d_{0}^{gr}} \circ d_{0}^{\mathfrak{t}} & & \downarrow{t_{\theta'}} \\
\mathcal{R}_0^+(L'H) & \xrightarrow{PL'} & \text{Maps}(H_0, L'[X]^Z) \\
\end{array}
\]

By Theorem 2.9 (3), we conclude that \( d_{0}^{gr} = d_{0, \theta'}^{gr} \circ d_{0}^{gr} \). \( \square \)

**3 Open problems on Hecke algebras**

The above results induce interesting questions on the representation theory of Hecke algebras. Related problems have already been suggested in the introduction of [1]. We will discuss here another point of view.

Let \( l, n \in \mathbb{N} \). Let \( R \) be a ring and let \((v_1, \ldots, v_l, v)\) be a collection of invertible elements in \( R \). Let \( H_R \) be the associated Ariki-Koike algebra over \( R \) with...
• generators: \( T_0, T_1, \ldots, T_n \).
• relations: \((T_0 - v_1) \cdots (T_0 - v_l) = (T_i - v)(T_i + 1) = 0\) for all \( i = 1, \ldots, n - 1\), together with the braid relations of type \( B_n \).

Assume first that \( R = \mathbb{C}, v = \exp(2\pi i/e)\) and \( v_j = v^{s_j}\) for all \( j = 1, \ldots, l\) for some \( e > 1\) and some \( s = (s_1, \ldots, s_l) \in \mathbb{Z}^l\). Note that the associated Ariki-Koike algebra \( \mathcal{H}_C\) depends only on \( e\) and on the class of \( s\) modulo the natural action of the affine symmetric group \( \hat{S}_l\) (see, for example, [8] §6.2.9). We denote by \( \bar{s}\) the class of \( s\) modulo this action. In [3, 4] Brundan and Kleshchev have shown that the algebra \( \mathcal{H}_C\) can be endowed with a \( \mathbb{Z}\)-grading. Using a grading on the usual Specht modules [2] (see also [10]), a graded decomposition matrix \( D_{\bar{s}}(q)\) can be then defined by considering the graded composition series of these modules.

On the other hand, let us consider the quantum affine algebra \( \mathcal{U}_q(\hat{\mathfrak{sl}}_e)\) of type \( A\). There is an action of \( \mathcal{U}_q(\hat{\mathfrak{sl}}_e)\) on the Fock space \( \mathcal{F}_s\) parametrized by \( s = (s_1, \ldots, s_l) \in \mathbb{Z}^l\) which allows an explicit realization of the simple highest weight modules. The associated canonical bases (in the sense of Kashiwara-Lusztig) can be then encoded in a matrix \( D_s(q)\) with coefficients in \( \mathbb{N}[q, q^{-1}]\). More importantly, in general we have \( D_s(q) \neq D_{s'}(q)\) if \( s \neq s'\), even when \( s\) and \( s'\) are in the same class modulo the action of the affine symmetric group \( \hat{S}_l\).

Let us fix a class \( \bar{s}\) of \( Z^l\) modulo \( \hat{S}_l\). The main result of Brundan and Kleshchev asserts that for a special choice of an element \( s\) in the class \( \bar{s}\) (corresponding to the case where the Fock space may be seen as a tensor product of level one Fock spaces), \( D_s(q)\) coincides with the graded decomposition matrix \( D_{\bar{s}}(q)\). So it is natural to ask what happens with the other matrices \( D_s(q)\), where \( s' \in \bar{s}\) (that is, \( s' \equiv s\) (mod \( \hat{S}_l\))) and \( s' \neq s\).

Let us consider this problem using the concept of specialization. A factorization result for the matrices \( D_{\bar{s}}(q)\) has been obtained in [1] for arbitrary \( s\). Set now \( A := \mathbb{C}[v^{\pm 1}, v_1^{\pm 1}, \ldots, v_l^{\pm 1}]\), where \( v, v_1, \ldots, v_l\) are indeterminates, and assume that there exists a \( \mathbb{Z}\)-grading on the Ariki-Koike algebra \( \mathcal{H}_A\). If we consider the specialization \( \theta : A \rightarrow \mathbb{C}\) such that \( \theta(v) = \exp(2\pi i/e)\) and \( \theta(v_j) = \exp(2\pi is_j/e)\), the results of this note imply the existence of a “canonical” graded decomposition matrix. Moreover, this matrix verifies a factorization result (Proposition 2.11), which may be viewed as an analogue of the one obtained in [1] for the matrices \( D_s(q)\). This in turn suggests the existence of several gradings on \( \mathcal{H}_A\), each yielding a canonical graded decomposition matrix which corresponds to one of the \( D_s(q)\)’s.
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