Diagnosing Hydraulic Fracture Geometry, Complexity, and Fracture Wellbore Connectivity Using Chemical Tracer Flowback†
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Abstract: The productivity of a hydraulically fractured well depends on the fracture geometry and fracture–wellbore connectivity. Unlike other fracture diagnostics techniques, flowback tracer response will be dominated only by the fractures, which are open and connected to the wellbore. Single well chemical tracer field tests have been used for hydraulic fracture diagnostics to estimate the stagewise production contribution. In this study, a chemical tracer flowback analysis is presented to estimate the fraction of the created fracture area, which is open and connected to the wellbore. A geomechanics coupled fluid flow and tracer transport model is developed to analyze the impact of (a) fracture geometry, (b) fracture propagation and closure effects, and (c) fracture complexity on the tracer response curves. Tracer injection and flowback in a complex fracture network is modeled with the help of an effective model. Multiple peaks in the tracer response curves can be explained by the closure of activated natural fractures. Low tracer recovery typically observed in field tests can be explained by tracer retention due to fracture closure. In a complex fracture network, segment length and permeability are lumped to define an effective connected fracture length, a parameter that correlates with production. Neural network-based inverse modeling is performed to estimate effective connected fracture length using tracer data. A new method to analyze chemical tracer data which includes the effect of flow and geomechanics on tracer flowback is presented. The proposed approach can help in estimating the degree of connectivity between the wellbore and created hydraulic fractures.
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1. Introduction

The most common fracture diagnostic methods are microseismic [1,2], tiltmeter [3], well testing [4], radioactive tracers [5], chemical tracers [6,7], pressure interference [8–10] and water hammer measurements [11]. Each of these diagnostic methods has inherent advantages and limitations. Tiltmeter and microseismic mapping provide information about the dimensions and extent of the fracture network but cannot provide information about the fracture conductivity and the fracture connectivity to the wellbore. On the other hand, fluid and tracer transport are dominated by open and connected fractures and how well they are connected to the wellbore, and these are reflected in the tracer response curve. Chemical tracer flowback analysis can be used as an alternative fracture diagnostic method to extend or complement traditional diagnostic tools.

In conventional reservoirs, chemical tracer tests have been used to determine the flow of fluids in waterflooded reservoirs [12]. Two types of tracer tests; inter-well tracer tests (IWTTs) and single-well
tracer tests (SWTTs) have been widely performed. IWTTs have been used to obtain information about volumetric sweep, identification of offending injectors, directional flow trends, delineation of flow barriers, and evaluation of sweep improvement treatments [13]. Single-well tracer tests have been used to determine residual oil saturation [14,15]. In unconventional reservoirs, IWTTs have been used to understand fracture communication with offset wells [16–18], and to estimate the fracture volume between well pairs [7]. Recently, single-well chemical tracer tests have also been used to estimate the relative contribution of a stage to the overall flow from a multi-fractured well [19,20].

Single-well chemical tracer tests for hydraulic fracture diagnosis were first investigated by Gardien et al. [6]. They used tracer flowback simulations to investigate the influence of fracture geometry on the shape of the tracer response curve. Elahi and Jafarpour [21] investigated the sensitivity of tracer flowback to fracture length and conductivity. Tian et al. [22] presented a partitioning chemical tracer-based method to estimate fracture volume. These studies were based on static planar bi-wing fracture geometry and constant fracture conductivity during flowback.

Li et al. [23] analyzed chemical tracer flowback to evaluate the fracture network using temporal moment and classified the fracture network depending upon the degree of primary and secondary hydraulic fractures. In this study a correlation analysis between cumulative flow capacity and cumulative storage capacity was used and the tracer injection modeling during the fracture propagation was not considered in the analysis. Li et al. [24] improved previous tracer flowback analysis by conducting numerical experiments by generating the fracture network stochastically, and modeling tracer transport in discrete fracture networks. They introduced a new parameter, conductivity weighted effective fracture density, to describe the secondary fracture. Although fracture conductivity was not assumed to be uniform, there was no information about the impact of fracture propagation on tracer transport during tracer injection.

Existing flowback tracer analysis studies have ignored fracture propagation during tracer injection and fracture conductivity changes during flowback due to geomechanical effects. However, during flowback, as fracture pressure is reduced, the induced unpropped (IU) fracture can close over time and lead to tracer retention in the reservoir and fractures. The IU fracture closure affects the tracer recovery, and this is clearly reflected in the tracer response curve. Models that assume static planar fractures with no fracture closure due to pore pressure depletion are unable to capture these important features of the tracer response curve. In this paper, the tracer injection and flowback simulations coupled with fracture propagation and fracture closure modeling are presented. The fluid flow and tracer transport model developed for this study is described in next section.

2. Model Description

The tracer transport model is implemented in the finite-volume method based geomechanical reservoir simulator developed by Zheng et al. [25]. In the case of tracer transport modeling, two fundamental assumptions are applicable, tracers do not occupy any volume, and they do not affect the physical properties of the phases [26].

2.1. Fluid Flow and Geomechanics Model

Coupled flow between two different domains (reservoir and fracture) is modeled as shown in Figure 1. Equation (1) represents the fluid flow in the reservoir (matrix) domain. This equation was derived using the conservation of mass and Darcy’s law.

\[
\phi_m c_t \frac{\partial p^m}{\partial t} - \nabla \cdot \left( k_m \lambda_j \nabla p^m \right) - \alpha \nabla \cdot \left( \frac{\partial U}{\partial t} \right) = q_{\text{fracture-matrix}}
\]  

(1)

where \( \phi_m \) is the reservoir porosity, \( c_t \) is the total compressibility, \( p^m \) is the fluid pressure in the reservoir, \( k_m \) is the reservoir permeability tensor, \( \lambda_j \) is the relative fluid mobility (relative permeability/viscosity)
for phase \( j \), \( a \) is the Biot’s coefficient, \( U \) is the geomechanical displacement vector field, and \( q_{\text{fracture-matrix}} \) is the leak-off/injection from fracture to matrix (reservoir) domain.

\[
\frac{c_f}{\rho} \frac{\partial p_f}{\partial t} + \frac{1}{w_f} \frac{\partial w_f}{\partial t} - \nabla \left( \frac{w_f^2}{12 \mu} \nabla p_f \right) = q_{\text{well}} + q_{\text{matrix-fracture}}
\]  

(2)

where \( c_f \) is the fluid compressibility, \( p_f \) is the pressure in the fracture domain, \( w_f \) is the fracture width (fracture width is calculated using geomechanical displacement from Equation (3)), \( \mu \) is the relative fluid viscosity, \( q_{\text{well}} \) is the source/sink term corresponding to injection or production from a well, and \( q_{\text{matrix-fracture}} \) is the leak-off/injection from the matrix (reservoir) to the fracture domain.

The second term on the left-hand side in Equation (2) corresponds to pressure change in the fracture domain due to the change in fracture volume. The third term on the left-hand side corresponds to the flux between fracture cells.

For geomechanical modeling, the displacement Equation (3) was formulated in [27] using the condition of mechanical equilibrium and the linear elastic constitutive relations for the stress tensor and strain. Fracture pressure is applied as a traction boundary condition while solving the displacement equation.

\[
\rho \frac{\partial^2 U}{\partial t^2} = (2\mu + \lambda) \nabla^2 U + \nabla \left[ \mu U^{\top}T + \lambda \cdot \text{tr}(\nabla U)I - (\mu + \lambda) \nabla U + \sigma_0 \right] - a \nabla p_f^n
\]  

(3)

The equations mentioned above (fluid flow in matrix and fracture domain and displacement equation) are solved in a coupled manner which is described in detail in [25]. The displacement equation is coupled with a fracture closure model which will be described in the next section.

2.2. Fracture Closure Model

Barton-Bandis normal contact stiffness relationship [28] is used to model fracture closure. Bandis et al. [28] derived a relationship between the normal contact stress acting on a closing fracture surface and the amount of closure by conducting several experiments of rock joints deformation under normal loading. The magnitude of fracture closure can be related to offset width, stiffness, and fracture width. The contact relationship from Bandis et al. [28] is simplified in [29], which is shown in Equation (4).
\[ \sigma_n = \frac{(w_{offset} - w)}{a - b(w_{offset} - w)} \]  

where \( \sigma_n \) is the normal contact stress acting on the fracture surface, \( w \) is the current width of the closing fracture, \( w_{offset} \) is the fracture width at which asperities in the closing fracture come in contact, \( a \) and \( b \) are the coefficients which depend on the initial normal stiffness and offset width as follows:

\[ a = \frac{1}{K_{ni}} \quad b = \frac{1}{K_{ni}w_{offset}} \]  

where \( K_{ni} \) is the initial normal stiffness which is computed using the joint roughness coefficient, joint compressive strength, and joint aperture. The fracture closure model is described in detail in [29].

### 2.3. Mathematical Formulation for Tracer Transport

The continuity equation for a tracer component \( k \) in terms of volume of component \( k \) per unit pore volume [30] is shown in Equation (6).

\[
\frac{\partial}{\partial t} \left( \phi \sum_{l=1}^{n_p} \rho_k S_l C_{kl} \right) + \nabla \cdot \left[ \sum_{l=1}^{n_p} \rho_k S_l C_{kl} \nabla P_l \right] - \nabla \cdot \left[ \sum_{l=1}^{n_p} \rho_k \phi S_l D_{kl} \nabla C_{kl} \right] = R_k
\]  

where \( l \) denotes a phase (water, oil, or gas), \( n_p \) is the total number of phases, \( \rho_k \) is the density of pure component \( k \). \( D_{kl} \) is the dispersion tensor including molecular diffusion and mechanical dispersion. The source/sink term \( R_k \) corresponds to injection or production from the wells. The phase flux velocity can be calculated from Darcy’s law as shown in Equation (7).

\[ \rightarrow u_l = -\frac{K_{rl} \rightarrow P_l}{\mu_l} \]  

where \( K_{rl} \) is the relative permeability, \( K \) is the permeability tensor, \( \mu_l \) is the phase viscosity.

Tracers typically follow the phase they are going to trace. However, there are some partitioning tracers which can partition and flow with different phases. A water–oil partitioning tracer moves back and forth between the water and oil phases. The partitioning tracers move with the water phase velocity when they are in the water phase, and when they are in the oil phase, they move with the oil phase velocity [31]. Let \( T \) be a partitioning tracer which partitions between oil and water phase as per the distribution or partition coefficient (\( K_T \)) then concentration of the tracer in the oil and water phase will depend on \( K_T \) as per Equation (1).

\[ K_T = \frac{C_{To}}{C_{Tw}} \]  

where \( C_{To} \) and \( C_{Tw} \) are concentrations of tracer \( T \) in the oil and water phase, respectively. \( K_T \) is the distribution or partition coefficient of the tracer \( T \). The partition coefficient is a thermodynamic property having dependence on temperature, salinity, and concentration, and can be measured in the laboratory [32].

By combining Equations (6) and (7) and assuming two-phase (oil and water) flow, tracer transport equation can be written as follows:

\[
\frac{\partial}{\partial t} \left[ \phi (S_w C_{Tw} + S_o C_{To}) \right] - \nabla^2 \left[ K (\lambda_w C_{Tw} + \lambda_o C_{To}) \right] - \nabla^2 \left[ \phi (S_w D_{Tw} C_{Tw} + S_o D_{To} C_{To}) \right] = R_k
\]  

where \( S_w \) and \( S_o \) are water and oil saturation respectively, \( \lambda_w \) and \( \lambda_o \) are water and oil phase mobility, \( D_{Tw} \) and \( D_{To} \) are dispersion coefficients for the tracer \( T \) in water and oil phases, respectively.
Replacing $C_{To}$ in Equation (9) from Equation (8), the following equation is obtained:

$$\frac{\partial}{\partial t}[\phi(S_{iw} + S_iK_T)C_{Tw}] - \nabla^2 \left( K(\lambda_{iw} + \lambda_iK_T)C_{Tw} \right) - \nabla^2 [\phi(S_{iw}D_{Tw} + S_iD_{To}K_T)C_{Tw}] = R_k \quad (10)$$

Equation (10) with appropriate modification is used for modeling tracer transport in the reservoir and the fracture domain.

2.4. Tracer Transport Model in the Reservoir Domain

Equation (10) is used to solve for the tracer transport in the reservoir domain. This equation includes the effect of both convective and diffusive tracer transport. The finite-volume method is used for discretizing the tracer transport equation in the reservoir (matrix) domain. Equation (10) for the matrix domain in an integral form can be written as follows:

$$\int_{\Omega} \phi(S_{iw} + S_i^mK_T) \frac{\partial C_{Tw}}{\partial t} d\Omega - \int_{\Omega} \nabla \cdot \left( K(\lambda^m_{iw} + \lambda^m_iK_T)C_{Tw} \nabla \phi \right) d\Omega = - \int_{\Omega} \nabla \cdot \left( \phi(S_{iw}D_{Tw} + S_i^mD_{To}K_T) \nabla C_{Tw} \right) d\Omega = Q^m_{TL} \quad (11)$$

where $m$ subscript/superscript represents the properties in the matrix domain, $\Omega$ is the control volume, $C_{Tw}^m$ is the tracer $T$ concentration in the water phase in the matrix domain, $Q^m_{TL}$ is the tracer-leak off volume rate from fracture to the matrix. This tracer leak-off term also appears in the fracture domain equation with an opposite sign. Tracer leak-off coupling between matrix and fracture domain will be discussed in Section 2.6.

After applying the finite volume discretization for the cell “i” on Equation (11), the following equation is obtained:

$$\frac{\phi(S_{iw} + S_i^mK_T)\Omega}{\Delta t} \left( C_{Tw}^k + C_{Tw}^k \right) - \sum_{j=1}^{N_E} K(\lambda^m_{iw} + \lambda^m_iK_T) \Gamma_{ij} \frac{p_{i}^{k+1} - p_{Tij}^{k+1}}{\delta N_j} C_{Tw}^k$$

$$- \sum_{j=1}^{N_E} \phi(S_{iw}D_{Tw} + S_i^mD_{To}K_T) \Gamma_{ij} \frac{C_{Tw}^k - C_{Tw}^{k-1}}{\delta N_j} = Q^m_{TL} \quad (12)$$

where $\Gamma_{ij}$ is the face area between the owner and neighbor cells, $j$ refers to the neighbor cells of cell $i$. where superscript “u” represents the properties obtained by upwinding. Upwinding is required for stabilizing the numerical solution in the IMPEC (Implicit pressure explicit concentration) formulation used in our model. Upwinding helps in numerically simulating the direction of propagation of information in the flow field.

2.5. Tracer Transport Model in the Fracture Domain

Flow in the fracture is modeled as the flow between two variable-width parallel plates. Equation (10) is modified to include the effect of volume change (due to fracture opening/closure) on the tracer transport. Equation (13) describes the tracer transport equation in the fracture domain.

$$\frac{\partial}{\partial t}[w_f(S_{iw}^f + S_i^fK_T)C_{Tw}^f] - \nabla^2 \left( \frac{w_f^2}{\nabla^2} (\lambda^f_{iw} + \lambda^f_iK_T) C_{Tw}^f \right) - \nabla^2 [w_f(S_{iw}D_{Tw}^f + S_i^fD_{To}K_T) C_{Tw}^f]$$

$$= q_w C_{Tw}^f + q_o K_TC_{Tw}^f + Q_{TL}^{mf} \quad (13)$$

where superscript $f$ represents the property in the fracture domain, $w_f$ is the fracture width, $C_{Tw}^f$ is the tracer $T$ concentration in the water phase in the fracture domain, $q_w$ and $q_o$ are the water and oil production/injection rates respectively. $Q_{TL}^{mf}$ is the tracer-leak off volume rate from the matrix to fracture.

The first-term on the left-hand side (LHS) of Equation (13) corresponds to the change in the tracer concentration due to the tracer accumulation and also due to the fracture volume change. Convective
tracer flow between fracture elements is captured by the second term on the LHS. The third term on the LHS captures the tracer transport due to the dispersion.

Equation (13) is discretized using the finite area method as described in [33]. In the finite volume method, a three-dimensional region is discretized spatially into volumes (3D domains). Similarly, in the finite area method, a two-dimensional region is discretized spatially into surfaces (2D domains). Finite area domains are discretized by arbitrary polygons and require surface data along a finite volume boundary for discretization. Equation (13) in an integral form can be written as follows:

\[
\int_S w_f S'_w + S'_f K_T \frac{\partial C_f}{\partial t} \, dS + \int_S (S'_w + S'_f K_T)C_f \frac{\partial w_f}{\partial t} \, dS - \oint_{\partial S} \left( \lambda'_w + \lambda'_f K_T \right) \nabla p_f C_f Tw dL - \oint_{\partial S} n_w f (S'_w D_Tw + S'_f D_Ta K_T) \nabla C_f Tw dL = (q_w + q_o K_T)C_f Tw + \int_S \frac{K_w}{\bar{p}_f} (\lambda'_w + \lambda'_f K_T) \frac{p_w - p_f}{\delta_w} C_u Tw
\]

where superscript “u” represents the properties obtained by upwinding, and S is the control surface for the finite area discretization.

After applying the finite area discretization for face “i” on Equation (14), the following equation is obtained:

\[
\frac{w_f}{\Delta} \left( C_f Tw_{i+1}^{k+1} - C_f Tw_{i}^{k} \right) + \frac{(S'_w + S'_f K_T)}{\Delta} \left( w_f^{k+1} - w_f^{k} \right) = \sum_{j=1}^{N_e} \left( \frac{w_f^{k+1} }{\delta_{Nj}} \left( S'_w D_Tw + S'_f D_Ta K_T \right) \frac{C_f^{k+1}}{Tw} - C_f^{k+1} Tw_{i+1} \right) - \bar{K}_w \frac{p_w - p_f}{\delta_w} C_u^{k+1} Tw
\]

where \(\delta_n\) is the normal distance between the matrix cell center and the fracture face. “k” refers to the time-step. \(j\) refers to the neighbor faces of face \(i\). \(w_{fe}\) is the edge width width value which is the average of the width of the owner face and neighbor face.

2.6. Coupling of Matrix and Fracture Domain Tracer Equations

The discretized tracer transport Equations (12) and (15) for the reservoir and fracture domain are assembled in a single matrix to solve for the tracer transport.

Tracer flow across the matrix fracture interface depends upon the tracer concentration on the fracture faces and the tracer concentration in the crack boundary cells of the reservoir domain. The matrix-fracture tracer flux will, in turn, affect the tracer concentration in the fracture and reservoir domain. This will require multiple iterations to converge if matrix and fracture domain equations are solved sequentially. Iterative solution methodology may also lead to instability in the simulation. To avoid multiple iterations and instabilities, the matrix and fracture domain tracer equations are solved simultaneously. Reservoir and fracture tracer equation matrix coefficients are combined into a single matrix as shown in Figure 2.
2.7. Solution Algorithm

The developed tracer transport model is integrated with the geomechanical reservoir simulator [25]. The overall solution algorithm is shown in Figure 3. The tracer model is based on IMPEC (Implicit in pressure, explicit in concentration) implementation. At the start of a time-step, the fracture propagation loop is executed by solving coupled equations for displacement, pressure, fluid distribution, and wellbore [34]. Then the saturation equation is solved. Coupled tracer equations are solved after obtaining the converged values of pressure, saturation, and fracture width. GMRES solver [35] with an ILUT preconditioner [36] is used to solve the linear system of equations.

![Figure 3](image_url)

**Figure 3.** Block flow diagram for the tracer transport model integrated in the geomechanical reservoir simulator.

2.8. Multiple Tracer Option

The developed tracer model can be used to solve for any number of tracers. Based on the user-provided number of tracers, all tracer properties, concentration fields, and equations are populated and stored as a list of pointers. Once the coupled reservoir displacement, pressure, and saturation equations are solved, tracer transport equation for all tracers is solved.
3. Tracer Flowback Simulations with Fracture Propagation

Water-soluble tracer slug injection and flowback was simulated for a propagating planar fracture. Important reservoir and geomechanical properties for these simulations are summarized in Table 1.

Table 1. Reservoir and geomechanical properties for tracer flowback simulations.

| Property                          | Value                      |
|-----------------------------------|----------------------------|
| Porosity                          | 0.1                        |
| Reservoir Permeability            | Varied from 10 nD to 5 µD  |
| Initial Reservoir Pressure        | 40 MPa                     |
| Young’s Modulus                   | 20 GPa                     |
| Maximum Horizontal Stress (S_hmax) | 52 MPa                     |
| Minimum Horizontal Stress (S_hmin) | 50 MPa                     |
| Fracturing Fluid Injection Rate   | 10⁻⁴ m³/sec                |
| Total Injection Time              | 30 Minutes                 |
| Injected Tracer Concentration     | 0.01 by volume             |
| Flowback Pressure                 | 20 MPa                     |

Fracturing fluid was injected at a constant injection rate for 30 min. The tracer slug was injected for 15 min at a constant concentration (0.01 by volume). Tracer concentration inside the propagating fracture is shown in Figure 4. During the early time of fracture propagation, tracer concentration in the hydraulic fracture is the same as the injected tracer concentration. Once the tracer injection is stopped, injected fracturing fluid displaces the tracer towards the fracture tips and in the reservoir through leak-off. At the start of the flowback, tracer concentration near the wellbore is very low. Flowback tracer concentration starts with a very low value, and a Gaussian type tracer response curve with a single peak was observed, as shown in Figure 5.

Figure 4. Slug injection in a propagating planar fracture. Fracture surface plane is shown at different times during fracture propagation.
Figure 4. Slug injection in a propagating planar fracture. Fracture surface plane is shown at different times during fracture propagation.

Figure 5. Tracer response curve from a slug injection tracer flowback.

3.1. Impact of Fracture Length on Tracer Response Curves

Preliminary tracer tests were simulated to obtain tracer response curves by varying reservoir permeability from 10 nD to 5 µD. An increase in the reservoir permeability leads to a decrease in the created hydraulic fracture length due to higher leak-off rates (all other parameters are kept constant). The objective of these simulations was to analyze the difference in the tracer response curves to get some qualitative information about fracture length. An equal volume of tracer was injected in all cases, and the flowback was performed at the same constant bottom-hole pressure in each case. In these preliminary simulations, fracture closure during flowback was not considered. For this analysis, the tracer concentration in the flowback fluid was normalized against injected tracer concentration, as explained in Equation (16).

\[
\text{Normalized Tracer Concentration } (C_D) = \frac{\text{Tracer Concentration in Flowback}}{\text{ Injected Tracer Concentration}}
\]

Normalized tracer concentration \((C_D)\) vs. time is plotted on a semi-log scale for all reservoir permeability \((K_m)\) cases (Figure 6). It was observed that an increase in the reservoir permeability leads to an early peak in the tracer response curve. An increase in reservoir permeability leads to an increase in the tracer dilution due to the higher flow rate of reservoir fluids from the matrix to fracture during flowback. Also, in case of lower fracture length (higher matrix permeability), the tracer penetrates deeper into the matrix, and dilution of tracer occurs due to mixing with the reservoir fluid. This tracer dilution leads to a decrease in the tracer peak concentration in higher matrix permeability cases, and increased dispersion is observed in the tracer response curve. Figure 7 shows the plot of peak tracer concentration vs. fracture half-length. The peak tracer concentration during flowback was observed to increase with an increase in the fracture length. The time at which tracer concentration reaches the peak value was measured for each case and is plotted vs. fracture length (Figure 8). It was observed that the time of peak concentration is directly proportional to fracture length, and this correlation can be used to obtain qualitative information about fracture length.
Since fracture closure was not modeled in these simulations, almost 100% recovery of the injected tracer can be used to obtain qualitative information about fracture length. The time at which tracer concentration peaks increases with an increase in the fracture length. The peak tracer concentration during flowback was observed to increase with an increase in the fracture length. The time at which tracer concentration reaches the peak value was measured for each case and is plotted vs. fracture length (Figure 8). It was observed that the peak concentration decreases with an increase in fracture closure rate. Figures 12 and 13 demonstrate the impact of fracture closure on the tracer recovered during flowback. These cases, and increased dispersion is observed in the tracer response curve. Figure 7 shows the plot of peak tracer concentration vs. fracture half-length. The peak tracer concentration during flowback was observed to increase with an increase in fracture length. The time at which tracer concentration reaches the peak value was measured for each case and is plotted vs. fracture length (Figure 8). It was observed that the peak concentration decreases with an increase in fracture closure rate. Figures 12 and 13 demonstrate the impact of fracture closure on the tracer recovered during flowback. These cases, and increased dispersion is observed in the tracer response curve. Figure 7 shows the plot of peak tracer concentration vs. fracture half-length.

Figure 6. Tracer response curves during flowback for several reservoir permeability cases. An increase in reservoir permeability leads to an early peak and a decrease in the peak tracer concentration. Figure 7. Peak tracer concentration vs. fracture half-length.

Figure 8. Time at which peak tracer concentration is observed increases with an increase in the fracture length.

Figure 9 shows the plot of tracer recovery (as a percentage of tracer injected) against time. Since fracture closure was not modeled in these simulations, almost 100% recovery of the injected tracer was observed during flowback. However, several field studies have shown very low tracer
recovery [19,20,37]. The tracer retention due to fracture closure can help in understanding the low tracer recovery, which is explained in the next section.

![Graph showing tracer recovery vs. time](image)

**Figure 9.** Flowback tracer recovery vs. time when fracture closure is not modeled.

### 3.2. Impact of Fracture Closure on Tracer Flowback

The impact of fracture closure on the tracer response curve and tracer recovery was analyzed. During flowback, increased effective stress on the fracture faces can lead to fracture closure. This fracture closure hinders the tracer transport from the fracture to the wellbore. The fracture closure phenomenon is modeled using the Barton–Bandis normal contact stiffness relationship [28]. The magnitude of fracture closure depends on the fracture stiffness \( K_{ni} \) and offset width. In this section, the fracture stiffness was varied (from \( 10^8 \) Pa/m to \( 10^{11} \) Pa/m) to analyze the impact of fracture closure on the tracer flowback. Reservoir permeability (1 µD) was same for all cases. Figure 10 illustrates the sensitivity of stiffness on the fracture width during the closure. It was observed that the rate of fracture closure is inversely proportional to the stiffness.

![Graph showing fracture closure rate vs. stiffness](image)

**Figure 10.** Fracture closure rate is controlled by stiffness \( (K_{ni}) \).

Figure 11 shows the impact of the fracture closure rate on the tracer response curve. Flowback tracer concentration decreases sharply when fracture stiffness is lower (faster fracture closure). It was also observed that the peak concentration decreases with an increase in fracture closure rate. Figures 12 and 13 demonstrate the impact of fracture closure on the tracer recovered during flowback. These simulation results indicate that the tracer recovery decreases with an increase in the fracture closure rate.
These preliminary simulations were conducted using a planar bi-wing fracture. In the next few sections, this analysis is extended for complex fractures.

Figure 10. Fracture closure rate is controlled by stiffness ($K_{\text{fracture}}$).

Figure 11. Impact of fracture stiffness (rate of fracture closure) on the tracer response curve.

Figure 12. Flowback tracer recovery vs. time for several fracture stiffness values.

Figure 13. Percentage tracer recovered decreases with a decrease in the fracture stiffness. At lower fracture stiffness, fracture closure is faster, and this leads to tracer retention in the fracture and the reservoir.
3.3. Effect of Fracture Complexity

In this section, the effect of secondary fracture intensity on the flowback tracer concentration of a multifractured horizontal well was analyzed. A simulation case was set up with four static fractures on a single wellbore having a different spacing of secondary fractures (Figure 14). A dual porosity-dual permeability model was used, and secondary fracture spacing was varied from 0.61 m to 6.1 m (2 ft to 20 ft). The Barton–Bandis fracture permeability model [28] was used to analyze the secondary fracture closure effects. Each fracture was tagged with a unique tracer, and an equal volume of tracer was injected in all four fractures.

![A simulation model for a multifractured well with secondary fractures.](image)

Figure 14. A simulation model for a multifractured well with secondary fractures.

Decrease in fracture spacing leads to an increase in fracture complexity and an increase in the number of secondary fractures. In case of higher number of secondary fractures, leak-off of tracer from fracture to matrix is higher. Also, during flowback, the secondary fractures close because of the increase in the effective stress caused by pressure depletion due to production. A higher number of secondary fractures will lead to higher depletion and higher increase in effective stress. Hence an increase in the number of secondary fractures will lead to an increase in fracture closure effects. In the case of a higher number of secondary fractures, because of tracer leak-off and fracture closure, tracer flowback to the surface is lower. Simulation results (Figure 15) indicate that the tracer recovery decreases with an increase in fracture complexity (higher number of secondary fractures).

![Tracer Recovery in Flowback](image)

Figure 15. Effect of fracture complexity on tracer recovery.

4. Fracture Wellbore Connectivity Using Chemical Tracer Flowback

In this section, a simulation study is presented to model tracer injection and flowback in a complex fracture network with the help of an effective model to analyze the field tracer tests.
4.1. Complicated Tracer Response Curves Typically Observed in a Field Tracer Test

A typical field tracer test in a hydraulically fractured well shows very complex tracer response curves (Figure 16). There is no uniform trend observed in a tracer flowback test. A few stages have negligible tracer concentration during flowback/production, indicating that these stages have a minimal contribution towards flowback/production. By ignoring these small contributing stages, tracer response curves can be divided into two main categories.

- Simple tracer response curves with a single distinct early peak. (Figure 17a)
- Tracer response curves with multiple peaks. (Figure 17b)

As explained in the previous sections, if tracer flowback from a slug injection tracer test with a propped fracture that is connected to the wellbore is analyzed, a Gaussian type tracer response curve with one peak (Figure 5) is observed. Johnston et al. (2005) [38] classified the tracer response curves into four general types (Gaussian, backward tailed, bimodal, multimodal) based on the matrix and fracture flow segregation depending upon fracture network heterogeneity. In their study, fracture aperture was assumed to be constant, and geomechanical effects were not considered. However, in the case of a tracer flowback test in a hydraulic fracturing operation, fracture width may change during flowback due to changes in fracture pressure. Fracture closure in a complex fracture network can lead to a decrease in the fracture connectivity to the wellbore [29]. This reduction in fracture wellbore connectivity will be reflected in the tracer recovery and hydrocarbon production. The impact
of fracture closure on the number of peaks in a tracer response curve, tracer recovery, and hydrocarbon production are discussed in this work using a tracer flowback simulation model.

4.2. Simulation Model Description

In a naturally fractured reservoir, complex fracture networks are formed during hydraulic fracturing operations [39–42]. Figure 18 shows a hydraulic fracture network along with pre-existing natural fractures. The activated natural fractures in a complex fracture network aligned against maximum stress have relatively small fracture aperture, which makes it difficult for conventional size proppants to flow into them. These activated natural fractures do not contain proppant and can be referred to as induced unpropped (IU) fractures [43]. These IU fractures may close during flowback/production because of the high stress acting on them [44].

Fractures in a complex fracture network can be put into three categories based on the connectivity of a fracture to the wellbore: (1) closed fractures, (2) open and connected fractures, and (3) fractures open but not connected to the wellbore (Figure 19).

In the case of a low permeability reservoir, early flow in the reservoir at the matrix–fracture interface is mostly linear, and a complex fracture network can be simplified to an effective model comprised of multiple planar fracture segments connected to each other. Figure 20 shows a complex fracture network represented as an “effective” model having multiple segments with variable widths.
during flowback. Open fracture segments are assumed to have infinite conductivity (1000 mD in our simulations). The middle segment (F_{CL}) corresponds to activated natural fractures aligned against the maximum stress.

![Complex fracture network simplified to an effective model.](image)

**Figure 20.** Complex fracture network simplified to an effective model.

To analyze the effect of IU fracture closure, middle segment (F_{CL}) fracture closure was modeled using the Barton–Bandis contact relationship [26]. The impact of IU fracture closure on the tracer response curve, tracer recovery, and hydrocarbon production was analyzed. The effective model was used, as described in Figure 20. For the sensitivity analysis, the same volume of water-soluble tracer was injected in each case, and tracer flowback was performed at a constant bottomhole pressure. Tracer concentration at the producer well was normalized (C_D) against the injected tracer concentration and plotted against time.

4.3. Multiple Peaks in the Tracer Response Curve Due to the Fracture Closure in a Complex Fracture Network

First, the sensitivity of the fracture closure rate on the tracer response from a complex fracture network was analyzed. Fracture stiffness (K_{mt}) was varied from $2 \times 10^8$ to $2 \times 10^{11}$ Pa/m. Figure 21 shows the tracer concentration during flowback at different rates of IU fracture closure. Multiple peaks are observed in case of fast closure when the closed IU fracture permeability is lower than the propped fracture permeability. The closed IU fracture acts as a resistance to tracer flow from the fracture segments far away from the wellbore. This slower flow from the disconnected fracture segments leads to late time peaks in the tracer response curves.

![Impact of fracture stiffness (closure rate) on tracer response curves from a complex fracture.](image)

**Figure 21.** The impact of fracture stiffness (closure rate) on tracer response curves from a complex fracture.

Next, the impact of the closed IU fracture permeability on the tracer response curves was analyzed. As per the Barton–Bandis closure model, at a fixed fracture stiffness, the residual fracture permeability (after closure) depends on offset width. The offset width was varied so that the closed fracture permeability ranges from the matrix permeability (1 μD) to the propped fracture permeability (1 Darcy).
Figure 22 shows that multiple peaks are observed when the IU fracture is conductive enough to allow tracer flowback from the fracture segments away from the wellbore. When the residual permeability of the IU fractures is higher (comparable to the propped fracture conductivity), all fracture segments in a fracture network are connected to the wellbore, and flow in the fracture network is equivalent to the flow from a single open fracture. This results in a Gaussian type (single peak) tracer response curve. When the residual permeability of IU fractures is very low (comparable to the matrix permeability), fracture segments behind IU fractures are disconnected from the wellbore and flow in the fracture network is equivalent to the flow from a single fracture with a smaller created fracture network area, and this also results in a Gaussian type (single peak) tracer response curve. However, when the residual permeability of IU fractures has an intermediate value between the matrix and propped fracture permeability, multiple peaks are observed due to delayed flow from the fracture segments connected by IU fractures.

![Figure 22. Impact of residual fracture permeability of IU fractures on tracer response curves.](image)

Next, the impact of the created fracture area, which is open and connected ($F_{OC}$ as shown in Figure 20) to the wellbore was analyzed. Figure 23 shows that multiple peaks can be observed when IU fracture closure leads to a reduction in the open connected ($F_{OC}$) fracture area. It was observed that the first open-connected segment flows back early and contributes to the first peak. When the area of the open connected segments is smaller, then early time tracer recovery is lower, and the fracture segments connected via IU fractures lead to the late time tracer peaks. The first peak concentration is found to be proportional to the area of the open-connected segments. Hence, the volume of tracer recovered under the first peak can provide information regarding the fraction of the created fracture network that is open and connected to the wellbore.

![Figure 23. Impact of open connected ($F_{OC}$) fracture area on tracer response curves.](image)
4.4. Impact of Fracture Closure on the Tracer Recovery from Complex Fractures

Fracture closure during flowback results in tracer retention in fracture networks, which can lead to low tracer recovery during flowback. Field tracer tests have also indicated very low tracer recovery. Based on our simulation results, tracer recovery vs. the open connected fracture area was plotted. Figure 24a shows that tracer recovery decreases with a decrease in the open connected fracture area. It was also observed that a decrease in closed fracture permeability also leads to lower tracer recovery. Figure 24b shows the impact of initial water saturation on water-soluble tracer recovery. Lower water saturation reduces the water rate and water-soluble tracer production during flowback, and the tracer recovery decreases with a decrease in initial water saturation in the reservoir.

Figure 24. Impact of open connected (FOC) fracture area on tracer recovery (a). Effect of initial water saturation on tracer recovery (b).

4.5. Tracer Recovery vs. Hydrocarbon Production

For the sensitivity analysis, we varied effective model parameters, and simulated 176 cases. The cumulative oil production vs. tracer recovery was plotted for these simulation cases as shown in Figure 25. It was observed that there is a strong correlation between production from a stage and the tracer recovery from that stage. This information can be used to calculate the contribution of a stage to the overall flow from a multi-fractured well.

Figure 25. Cumulative oil production vs. tracer recovery.
4.6. Inverse Modeling with Neural Network

Based on the forward modeling of tracer injection and flowback, the importance of fracture closure on tracer response curves and hydrocarbon production has been identified. In this section, an inverse modeling approach is discussed to estimate the fracture parameters from a given set of tracer data.

In our effective model (Figure 26), there are six parameters, length, and permeability of all three segments. $K_1$, $K_2$, and $K_3$ are permeabilities of the fracture segments, and $LF_1$, $LF_2$, and $LF_3$ are lengths of the three fracture segments. These large number of parameters makes the inverse problem very difficult. These parameters were lumped to simplify the inverse problem. It is known that the flow from a fracture segment is proportional to the fracture length and permeability of the segment. However, the permeability of a segment will also affect the flow from the segments behind it. Based on these directional correlations, the fracture lengths and permeabilities were combined to define a lumped parameter called the effective connected fracture length (Equation (17)). Effective connected fracture length can be defined as follows:

$$\text{Effective Connected Fracture Length} = \frac{\log K_1}{\log K_f} \ast \left[ LF_1 + \frac{\log K_2}{\log K_f} \ast \left\{ LF_2 + \frac{\log K_3}{\log K_f} \ast (LF_3) \right\} \right]$$  \hspace{1cm} (17)$$

where $K_f$ is the propped fracture permeability. It was observed that lumping all parameters to a single parameter (effective connected fracture length) helps in finding a better fit to the tracer recovery (Figure 27). The lumped parameter has a good correlation with tracer recovery, and it can be used to predict production.

![Figure 26. Effective model representing three fracture segments.](image1)

![Figure 27. Advantage of lumping the fracture lengths and permeabilities to a single parameter (effective connected fracture length). The left plot shows a very weak correlation between tracer recovery and first connected fracture length. The right plot shows that lumping the parameters helps in finding a good correlation to the tracer recovery.](image2)
The inverse problem was formulated to estimate the effective connected fracture length from the following observations from a tracer test:

- Tracer recovery
- Number of peaks
- First peak concentration
- First peak time

A neural network-based inverse model was used. The neural network was trained for a set of known tracer response curves and the effective connected fracture length from the simulation cases. The trained neural network was then used for estimating the effective connected fracture length for cases not included in the training. Figure 28 shows that the trained neural network prediction has a good match (error around 5%) with the effective connected fracture length used as the simulation input. A similar type of inverse model can be used for data from an actual field tracer test to estimate the effective connected fracture length. This parameter has a good correlation with the cumulative production.

![Figure 28. Inverse model prediction comparison with the simulation input parameters.](image)

5. Conclusions

Understanding the connectivity of a hydraulic fracture network to the wellbore is important while analyzing multi-fractured well performance. In this paper, a tracer flowback based method is proposed to estimate the open connected fracture area in a created fracture network. An effective model was used to simulate tracer injection and flowback from a complex fracture network. IU fracture closure due to geomechanical effects was modeled using the Barton-Bandis fracture closure model. A sensitivity analysis was performed to quantify the impact of fracture closure on tracer response curves, tracer recovery, and hydrocarbon production. Important conclusions drawn from this paper are presented below:

- Multiple peaks in the tracer response curves can be explained by the closure of IU fractures during flowback.
- Tracer recovery (%) and the number of peaks can help determine the fraction of the created fracture area that is open and connected to the wellbore.
- Early time peaks correlate with fracture closure occurring near the wellbore. Late time peaks are observed due to tracer flowback from fractures that are connected to the wellbore through IU fractures.
- The area under the early time peak is directly correlated with the fraction of created fracture area that is in good hydraulic communication with the wellbore.
• The area under later peaks is related to the area of the fracture that is only connected to the wellbore through induced unpropped (IU) fractures. The timing of these peaks is related to the conductivity of the IU fractures.
• Low tracer recovery typically observed in the field can be explained by the closure of induced unpropped fractures and low initial water saturation in the reservoir.
• Production from a stage is directly proportional to the tracer recovery from that stage. This can help in comparing the production performance of a fracture stage with respect to overall flow from a multi-fractured well.
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