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ABSTRACT. In this paper, we consider the exterior Dirichlet problem for Hessian quotient equations with the right hand side $g$, where $g$ is a positive function and $g = 1 + O(|x|^{-\beta})$ near infinity, for some $\beta > 2$. Under a prescribed generalized symmetric asymptotic behavior at infinity, we establish an existence and uniqueness theorem for viscosity solutions, by using comparison principles and Perron’s method. This extends the previous results for Monge–Ampère equations and Hessian equations.

1. Introduction

The aim of this paper is to study the Dirichlet problem for Hessian quotient equation

$$S_{k,l}(D^2u) := \frac{\sigma_k(\lambda(D^2u))}{\sigma_l(\lambda(D^2u))} = g(x)$$

(1.1)

in the exterior domain $\mathbb{R}^n \setminus \overline{D}$, where $D$ is a bounded open set in $\mathbb{R}^n$ ($n \geq 3$), $0 \leq l < k \leq n$, $\lambda(D^2u) = (\lambda_1, \cdots, \lambda_n)$ denotes the eigenvalue vector of the Hessian matrix $D^2u$,

$$\sigma_j(\lambda(D^2u)) = \begin{cases} \sum_{1 \leq i_1 < \cdots < i_j \leq n} \lambda_{i_1} \cdots \lambda_{i_j}, & j = 1, \cdots, n, \\ 1, & j = 0, \end{cases}$$

and $g \in C^0(\mathbb{R}^n \setminus D)$ is a positive function satisfying

$$\inf_{\mathbb{R}^n \setminus D} g > 0 \quad \text{and} \quad \limsup_{|x| \to \infty} |x|^\beta |g(x) - 1| < \infty$$

(1.2)

for some constant $\beta > 0$. We are mainly concerned with the existence and uniqueness of viscosity solutions to (1.1), with prescribed boundary data and asymptotic behavior at infinity.

Note that equation (1.1) embraces several typical cases. When $l = 0$, it is Poisson equation

$$\sigma_1(\lambda(D^2u)) = \Delta u = g$$

(1.3)

if $k = 1$ and fully nonlinear $k$-Hessian equation

$$\sigma_k(\lambda(D^2u)) = g$$

(1.4)

if $2 \leq k \leq n$, which in particular corresponds to the famous Monge–Ampère equation

$$\det(D^2u) = g$$

(1.5)
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for \( k = n \). It is well-known that, as a special class of nonlinear, second-order elliptic equations of the form \( f(\lambda(D^2u)) = g(x) \), the classical solvability of the interior Dirichlet problem for equation \((1.1)\) has been extensively studied. We would like to mention the work of Caffarelli–Nirenberg–Spruck \([8, 9]\) on equations \((1.4) - (1.5)\), and that of Trudinger \([37]\) on general equation \((1.1)\); see also Ivochkina \([19, 20]\), Urbas \([38]\), Guan \([15]\), and the references therein.

In exterior domains, the study of the Dirichlet problem for equation \((1.1)\) also has received increasing attentions in recent years. It goes back to Meyers–Serrin \([33]\), who gave a sufficient condition for the source term \( g \) to obtain the existence and uniqueness of solutions to \((1.3)\) with an assigned limit at infinity. For nonlinear case of \((1.1)\), it started by Caffarelli–Li \([7]\), which is an extension of celebrated Jörgens–Calabi–Pogorelov theorem \([10, 24, 34]\) stating that any classical convex solution of

\[
\det(D^2u) = 1
\]  

in \( \mathbb{R}^n \) must be a quadratic polynomial (see also \([5, 13, 25]\)). They showed that if \( u \) is a convex viscosity solution of \((1.6)\) outside a bounded open convex subset of \( \mathbb{R}^n \) \( (n \geq 3) \), then there is a symmetric positive definite matrix \( A \in \mathbb{R}^{n \times n} \) with \( \det(A) = 1 \), a vector \( b \in \mathbb{R}^n \) and a constant \( c \in \mathbb{R} \) such that

\[
\limsup_{|x| \to \infty} \left( |x|^{n-2} \right) u(x) - \left( \frac{1}{2} x^T A x + b \cdot x + c \right) \right) < \infty. \tag{1.7}
\]

Moreover, by Perron’s method they established an existence and uniqueness theorem for exterior solutions of \((1.6)\) prescribed by \((1.7)\). Then Bao–Li–Zhang \([4]\) extended that to general equation \((1.5)\), assuming \((1.2)\) with \( \beta > 2 \). Recently, Li–Lu \([31]\) further obtained nonexistence results to the exterior problems considered in \([4, 7]\), giving a complete characterization for their solvability.

In spirit of \([7]\), when \( g \equiv 1 \) the exterior Dirichlet problem for Hessian equations \((1.4)\) and Hessian quotient equations \((1.1)\) was subsequently treated by Bao–Li–Li \([3]\) and Li–Li \([26]\) respectively, under proper prescribed asymptotic condition similar to \((1.7)\). Inspired by \([4]\), Cao–Bao \([11]\) further extended the result in \([3]\) to equation \((1.4)\) with a general right hand side \( g \) satisfying \((1.2)\). However, equation \((1.1)\) with general \( g \neq 1 \) is much more complicated to deal with than that since whenever \( l > 0 \) elementary symmetric functions \( \sigma_k \) and \( \sigma_l \), of different order of homogeneities, are involved simultaneously. In particular, in this case we are confronted with the effect of irreducible fraction involved in \((1.1)\), as will be explained in detail in Remark \(1.2\) (ii) below. More importantly, the comparison principle for viscosity solutions of equation \((1.1)\) have not been found in a general setting of the function \( g \), as far as we know, so that ones are unable to carry out the Perron process to construct the solution of the Dirichlet problem as in the Monge–Ampère case and \( k \)-Hessian case.

Regarding more related studies on exterior domains, we refer the readers to \([2, 23, 28, 32]\) where other Hessian type equations associated with \((1.1)\), including the special Lagrangian equations, are considered. Besides, the Liouville type results for equation \((1.1)\) can be found in \([1, 12, 27, 30]\) and the references therein.

In this paper, we shall prove the solvability of the exterior Dirichlet problem for equation \((1.1)\), under a prescribed quadratic condition of type \((1.7)\). Inspired by the discussions of Trudinger \([36]\) for the prescribed curvature equations, we investigate the comparison principles in a general setting of Hessian type fully nonlinear elliptic
equations which may embrace (1.1) as a special case; see Appendix A. Then in the spirit of Crandall, Ishii, and Lions [14], we are allowed to establish an existence and uniqueness theorem for viscosity solutions of (1.1) by applying an adapted Perron’s method. This extends previously known results on Monge–Ampère equation (1.5) in [4] and on $k$-Hessian equation (1.4) in [11], and also extends those obtained in [26] particularly for the case $g \equiv 1$ to the general $g$ fulfilling condition (1.2). In order to state the result specifically, we introduce below some notations.

Let

$$A_{k,l} = \{ A \in S^+(n) : S_{k,l}(A) = 1 \}$$

where $S^+(n)$ is the space of real $n \times n$ symmetric positive definite matrices. For $A \in S^+(n)$, we define

$$H_k(A) = \max_{1 \leq i \leq n} \frac{\sigma_{k-1,i}(\lambda(A))\lambda_i(A)}{\sigma_k(\lambda(A))}$$

where $\sigma_{k-1,i}(\lambda) := \sigma_{k-1}(\lambda)|_{\lambda_i=0}$. Then $H_k(A) \in \left(\frac{k}{n},1\right)$ for $1 \leq k \leq n-1$ and $H_n(A) \equiv 1$. Let

$$\mathcal{A}_{k,l} = \left\{ A \in A_{k,l} : H_k(A) < \frac{k-l}{2} \right\}.$$

To avoid $\mathcal{A}_{k,l}$ to be empty, we require the indices $k$ and $l$ to satisfy

$$\begin{cases} 0 \leq l \leq n-3 & \text{if } k \geq l+2, \\ 0 \leq l < \frac{n}{2} - 1 & \text{if } k = l+1. \end{cases}$$

(1.8)

Our main result is the following.

**Theorem 1.1.** Let $D$ be a smooth, bounded, strictly convex domain in $\mathbb{R}^n$ ($n \geq 3$) and let $\varphi \in C^2(\partial D)$. Assume that $g \in C^0(\mathbb{R}^n \setminus D)$ satisfies (1.2) with $\beta > 2$. Then for any $A \in \mathcal{A}_{k,l}$ and $b \in \mathbb{R}^n$, there exists a constant $c_*$ depending only on $n, A, b, D, g$ and $\|\varphi\|_{C^2(\partial D)}$, such that for every $c > c_*$ there exists a unique viscosity solution $u \in C^0(\mathbb{R}^n \setminus D)$ to the problem

$$\begin{cases} S_{k,l}(D^2u) = g & \text{in } \mathbb{R}^n \setminus D, \\ u = \varphi & \text{on } \partial D, \\ \limsup_{|x| \to \infty} \left( E(x) \left| u(x) - \left(\frac{1}{2} x^T A x + b \cdot x + c \right) \right| \right) < \infty, \end{cases}$$

(1.9)

where

$$E(x) := \begin{cases} |x| \min(\beta, \frac{k-l}{n\sigma_k(A)})^{-2} & \text{if } \beta \neq \frac{k-l}{n\sigma_k(A)}, \\ |x| \frac{k-l}{n\sigma_k(A)}^{-2} (\ln |x|)^{-1} & \text{if } \beta = \frac{k-l}{n\sigma_k(A)}. \end{cases}$$

(1.10)

**Remark 1.2.** (i) Notice that when $l = 0$ and $2 \leq k \leq n$, $\mathcal{A}_{k,0} = A_{k,0}$ by Proposition 2.3 and Theorem 1.1 was proved in [4] for equation (1.5) and in [11] for equation (1.4), respectively. We here extend to the general case (1.1) and are able to prove Theorem 1.1 in a systematic way for all of $(l, k)$ satisfying (1.8).

(ii) When $l \geq 1$ and $g \equiv 1$, Theorem 1.1 was proved in [26] by rewriting (1.1) as

$$\sigma_k(\lambda(D^2u)) = \sigma_{l}(\lambda(D^2u)),$$

namely, not considering it in a sense of fraction. However, whenever $g \neq 1$ one has to tackle the difficulty caused by the irreducible fraction in (1.1) when seeking subsolutions and supersolutions of (1.1) for carrying out the Perron process. Indeed, different from that adopted in [26], here we turn to solve a new ODE to construct
the desired subsolutions; see Remark 2.6 in Subsection 2.2 for more details. Also, we can obtain the desired supersolutions in a parallel way, since unlike \[26\] we are unable to directly pick quadratic polynomials \(\frac{1}{2}x^TAx + b \cdot x + c\) as such ones unless assuming \(\inf_{\mathbb{R}^n \setminus D} g = 1\).

Remark 1.3. It is not difficult to observe that Theorem 1.1 still holds with \(\mathcal{A}_{k,l}\) adapted to a slightly larger set \(\mathcal{A}_{k,l}^* := \{A \in \mathbb{R}^{n \times n} : A^* \in \mathcal{A}_{k,l}\}\) where \(A^* = \frac{A + A^T}{2}\).

The proof of Theorem 1.1 is based on Perron’s method, formulated in Theorem B.1 for the general fully nonlinear elliptic equation of form (A.1) which includes (1.1) as a specific case. We remark that Theorem B.1 is an adaption of arguments as in \([14, 17, 18]\) once the uniqueness and comparison results are well established (see Theorem A.3 and Corollary A.6). With the help of that, the key ingredient of our proof lies in finding a family of appropriate subsolutions and supersolutions of (1.1) both with uniformly quadratic asymptotics at infinity. As a realization, we work with the so-called generalized symmetric functions (an extension of radial functions, specified in Definition 2.1), on which \(k\)-Hessian operators \(S_{k,0}\) can be computed explicitly (see Lemma 2.2 below), thus helping us obtain the desired subsolutions and supersolutions by solving two corresponding second-order ODEs ((2.5) and (2.14)). We would like to point out that the reason why we restrict \(\beta > 2\) and \(A \in \mathcal{A}_{k,l}\) in Theorem 1.1 is to ensure the asymptotically quadratic property of subsolutions and supersolutions of (1.1) to be constructed in Propositions 2.5 and 2.7. One can see this from the computations performed in part (c) in Subsection 2.2.

The remainder of this paper is organized as follows. Section 2 is devoted to the construction of a family of subsolutions and supersolutions of (1.1) with asymptotically quadratic property. Then we apply Theorem B.1 to prove Theorem 1.1 in Section 3. In Appendix A, in a general setting of fully nonlinear elliptic equations related to the eigenvalues of the Hessian, we employ approximation arguments to prove comparison principles for viscosity solutions of the equations, both on bounded and unbounded domains. In Appendix B, we state precisely Perron’s method in Theorem B.1 and present the proof, for the reader’s convenience.

2. Generalized symmetric subsolutions and supersolutions

In this section, we first introduce the concept of generalized symmetric functions as well as their fine properties. Then by solving two second-order ODEs we obtain a family of generalized symmetric subsolutions and supersolutions of (1.1), both of which are uniformly \(k\)-convex and asymptotically quadratic near infinity; see Propositions 2.5 and 2.7. This is essential to apply the Perron’s arguments to prove Theorem 1.1 in the next section.

Throughout the section, we use the symbol

\[\lambda(A) := (\lambda_1(A), \lambda_2(A), \ldots, \lambda_n(A))\]

with the order \(\lambda_1(A) \leq \lambda_2(A) \leq \cdots \leq \lambda_n(A)\) to denote the eigenvalue vector of a real \(n \times n\) symmetric matrix \(A\).

2.1. Preliminary. We present some definitions and related facts which will be used later to seek proper subsolutions and supersolutions of (1.1).

As in [3], we define the generalized symmetric (abbreviated to G-Sym in the sequel) function in the following sense.
**Definition 2.1.** For a symmetric matrix $A$, we call $u$ a G-Sym function with respect to $A$ if it is a function of $s = \frac{1}{2} x^T A x$, $x \in \mathbb{R}^n$, that is

$$u(x) = u(s) := u(\frac{1}{2} x^T A x).$$

If $u$ is a subsolution (supersolution) of (1.1) and is also a G-Sym function, we say that $u$ is a G-Sym subsolution (supersolution) of (1.1).

There is an explicit formula (2.1) below for $k$-Hessian operators acting on smooth G-Sym functions and its proof can be found in Bao–Li–Li [3].

**Lemma 2.2.** Let $A = \text{diag}(a_1, \cdots, a_n)$. If $w \in C^2(\mathbb{R}^n)$ is a G-Sym function with respect to $A$, then

$$\sigma_k(\lambda(D^2 w)) = \sigma_k(\lambda(A))(w')^k + w''(w')^{k-1} \sum_{i=1}^{n} \sigma_{k-1;i}(\lambda(A))(a_i x_i)^2,$$

(2.1)

where $w' := \frac{dw}{dx}$ and $w'' := \frac{d^2w}{dx^2}$, $s = \frac{1}{2} x^T A x$.

Taking advantage of the following properties of the $k$-th elementary symmetric function $\sigma_k$:

$$\sigma_k(\lambda) = \frac{1}{k} \sum_{i=1}^{n} \lambda_i \sigma_{k-1;i}(\lambda) = \sigma_{k;i}(\lambda) + \lambda_i \sigma_{k-1;i}(\lambda), \quad \forall 1 \leq i \leq n, \forall \lambda \in \mathbb{R}^n,$$

(2.2)

we can easily verify that

$$H_k(A) = \frac{\sigma_{k-1;n}(\lambda(A))\lambda_n(A)}{\sigma_k(\lambda(A))}$$

and

$$\frac{k}{n} \leq H_k(A) < 1 \text{ for } 1 \leq k \leq n-1; \quad H_n(A) \equiv 1.$$

We close this preliminary by presenting the relation of $A_{k,l}$ and $\mathbb{A}_{k,l}$ as follows, which can be directly verified.

**Proposition 2.3.** Suppose $0 \leq l < k \leq n$ and $n \geq 3$.

(i) $c^*(k,l)I \in A_{k,l}$, where

$$c^*(k,l) := \left( \frac{C^l_k}{C^n_k} \right)^{\frac{1}{j-l}}, \quad \frac{n!}{(n-j)!j!}, \quad j = k,l.$$

(ii) If $k-l \geq 3$ or $k-l = 2$ with $k < n$, then $A_{k,l} = \mathbb{A}_{k,l}$.

2.2. Generalized symmetric subsolutions. We construct here the wanted G-Sym subsolutions of (1.1).

Throughout this subsection, let $A = \text{diag}(a_1, a_2, \cdots, a_n) \in A_{k,l}$, $a := \lambda(A)$ and $w := w(s)$ is a G-Sym function with respect to $A$, where $s = \frac{1}{2} x^T A x = \frac{1}{2} \sum_{i=1}^{n} a_i x_i^2$, $x \in \mathbb{R}^n$. We denote

$$D(s) := \left\{ x \in \mathbb{R}^n : \frac{1}{2} x^T A x < s \right\} \quad \text{for } s > 0.$$

(2.3)

Since $g$ satisfies (1.2), there exist $C_0$ and $s_0 > 1$ such that

$$g(x) \leq \bar{g}(x) = \bar{g}(s) := 1 + C_0 s^{-\frac{2}{n}}, \quad \text{when } s = \frac{1}{2} x^T A x \geq s_0.$$

(2.4)
In order to make $w$ be a smooth subsolution of (1.1), i.e. $S_{k,l}(D^2w) \geq g$, we consider the following ODE:

$$\begin{cases}
(w')^{k-l} + 2H_k(A)w''(w')^{k-l-1}s = \bar{g}(s), & s > 1, \\
w'(s) > 0, & w''(s) \leq 0, & s \geq 1.
\end{cases}$$

(2.5)

A uniformly $k$-convex (see (A.5)) solution of (2.5) will be a G-Sym subsolution of equation (1.1) with respect to $A$ when $s \geq s_0$. Indeed, applying Lemma 2.2, one has

$$S_{k,l}(D^2w) = \frac{\sigma_k(a)(w')^k + w''(w')^{k-1} \sum_{i=1}^n \sigma_{k-1,i}(a)(a_1x_i)^2}{\sigma_l(a)(w')^l}$$

$$= \frac{\sigma_k(a)(w')^k + w''(w')^{k-1} \sum_{i=1}^n \sigma_{k-1,i}(a)(a_1x_i)^2}{\sigma_l(a)(w')^l}$$

$$\geq (w')^{k-l} + w''(w')^{k-l-1} \sum_{i=1}^n \sigma_{k-1,i}(a)(a_1x_i)^2$$

$$\geq (w')^{k-l} + 2H_k(A)w''(w')^{k-l-1}s = \bar{g}(s).$$

(2.6)

For ODE (2.5), by the variation-of-constant formula we figure out it has a family of smooth solutions

$$w_{c_1,c_2}(s) := c_2 + \int_{s_0}^s \left( \eta^{-\mathcal{H}} \left( \int_1^\eta \mathcal{H}(t^{H-1}\bar{g}(t) + c_1) \right) \right)^{\frac{1}{1-k-l}} d\eta$$

(2.7)

where $c_i \in \mathbb{R}$ ($i = 1, 2$) are two constants and

$$\mathcal{H} = \mathcal{H}(k, l, A) := \frac{k - l}{2H_k(A)}.$$

We next perform a series of careful calculations, which contains three parts, to see whether $w_{c_1,c_2}$ given by (2.7) have the fine properties we expected.

(a) We claim $w'_{c_1,c_2} > 0$ and $w''_{c_1,c_2} \leq 0$ on $[1, +\infty)$.

After a direct calculation, we have

$$w'_{c_1,c_2}(s) = \left( s^{-\mathcal{H}} \left( \int_1^s \mathcal{H}(t^{-1}\bar{g}(t)dt + c_1) \right) \right)^{\frac{1}{1-k-l}} > 0$$

if $c_1 > 0$, and

$$w''_{c_1,c_2}(s) = -\frac{s^{-\mathcal{H}-1}}{2H_k(A)}(w')^{1-k+1} \left( \int_1^s \mathcal{H}(t^{-1}\bar{g}(t)dt + c_1 - s\mathcal{H}\bar{g}(s)) \right)$$

$$= -\frac{s^{-\mathcal{H}-1}}{2H_k(A)}(w')^{1-k+1}G(s),$$

where

$$G(s) = \begin{cases}
C_1 + \frac{C_0\mathcal{H}}{2(H-\frac{3}{2})}s^{H-\frac{3}{2}} - 1 - \frac{C_1\mathcal{H}}{\mathcal{H}-\frac{3}{2}} & \text{if } \mathcal{H} \neq \frac{3}{2}, \\
C_1 + C_0\mathcal{H}\ln s - 1 - C_0 & \text{if } \mathcal{H} = \frac{3}{2}.
\end{cases}$$

Hence, there is $\tilde{C} > 0$, dependent on $\beta$ but independent of $s$, such that $w'_{c_1,c_2}(s) > 0$ and $w''_{c_1,c_2}(s) < 0$ for $s \geq 1$ when $c_1 > \tilde{C}$.

(b) Claim: $w_{c_1,c_2}(s)$ are uniformly $k$-convex on $[1, +\infty)$, provided $c_1 > \tilde{C}$. 
For any $1 \leq m \leq k$ and $c_1 > \tilde{C}$,
\[
\sigma_m(\lambda(D^2w_{c_1,c_2})) = \sigma_m(a)(w'_{c_1,c_2})^m + w''_{c_1,c_2}(w'_{c_1,c_2})^{m-1} \sum_{i=1}^{n} \sigma_{m-1;i}(a)(a_i x_i)^2
\]
\[
= \sigma_m(a)(w'_{c_1,c_2})^{m-1} \left( w'_{c_1,c_2} + w''_{c_1,c_2} \sum_{i=1}^{n} \frac{\sigma_{m-1;i}(a)}{\sigma_m(a)}(a_i x_i)^2 \right)
\]
\[
\geq \sigma_m(a)(w'_{c_1,c_2})^{m-1} (w'_{c_1,c_2} + 2H_m(A)w''_{c_1,c_2}s).
\]
Since
\[
\sigma_m(a)\sigma_{k-1;n}(a) = (\sigma_m(a) + a_n \sigma_{m-1;n}(a)) \sigma_{k-1;n}(a)
\]
\[
\geq \sigma_{m-1;n}(a)\sigma_{k;n}(a) + a_n \sigma_{m-1;n}(a)\sigma_{k-1;n}(a)
\]
\[
= \sigma_{m-1;n}(a)\sigma_k(a)
\]
which follows from (2.2) and the Newtonian inequality (see [16]):
\[
\sigma_{k+1;n}(a)\sigma_{k-1;n}(a) \leq \sigma_{k;n}^2(a), \quad 1 \leq k \leq n - 1.
\]
So that
\[
H_m(A) = \frac{\sigma_{m-1;n}(a)a_n}{\sigma_m(a)} \leq \frac{\sigma_{k-1;n}(a)a_n}{\sigma_k(a)} = H_k(A) \quad \text{for} \quad 1 \leq m \leq k.
\]
Hence,
\[
\sigma_m(\lambda(D^2w_{c_1,c_2})) \geq \sigma_m(a)(w'_{c_1,c_2})^{m-1}(w'_{c_1,c_2} + 2H_k(A)w''_{c_1,c_2}s). \quad (2.8)
\]
We claim $w'_{c_1,c_2} + 2H_k(A)w''_{c_1,c_2}s > 0$ for any $s \geq 1$. Indeed, from (a) we obtain that
\[
\frac{H_k(A)w''_{c_1,c_2}}{w'_{c_1,c_2}} = -\frac{G(s)}{2(w_{c_1,c_2}^{k-1}s^{\mathcal{H}+1})} = -\frac{1}{2s} \left( \int_1^s \mathcal{H}^{\mathcal{H}-1}\bar{g}(t)dt + c_1 - s^{\mathcal{H}}\bar{g}(s) \right)
\]
\[
\geq -\frac{1}{2s}.
\]
Consequently, (2.8) shows
\[
\sigma_m(\lambda(D^2w_{c_1,c_2})) > 0, \quad 1 \leq m \leq k.
\]
Namely, $w_{c_1,c_2}$ are uniformly $k$-convex when $c_1 > \tilde{C}$.

(c) We determine the asymptotic behavior of $w_{c_1,c_2}(s)$ as $s$ tends to infinity.

We start by showing that $w'_{c_1,c_2}$ is close to 1 at infinity in both cases $\mathcal{H} \neq \frac{\beta}{\tau}$ and $\mathcal{H} = \frac{\beta}{2}$. When $\mathcal{H} \neq \frac{\beta}{2}$, we have
\[
w'_{c_1,c_2}(s) - 1 = \left( s^{-\mathcal{H}} \left( t^{\mathcal{H}}_{1} + \frac{2C_0^2\mathcal{H}}{\beta^{\mathcal{H} - \frac{\beta}{2}} t^{\mathcal{H} - \frac{\beta}{2}}_{1} + c_1} \right) \right)^{\frac{\mathcal{H}}{s-1}} - 1
\]
\[
= O \left( s^{-\min\{\frac{\beta}{\tau}, \mathcal{H}\}} \right), \quad \text{as} \quad s \to \infty. \quad (2.9)
\]
When $\mathcal{H} = \frac{\beta}{2}$,

$$w_{c_1,c_2}'(s) - 1 = \left( s^{-\mathcal{H}} \left( (1 + C_0 t^\beta) t^\mathcal{H} \left| \frac{s}{1 + C_0 t^\beta} \right|_1 + \frac{\beta}{2} \ln t \right|_1^{-1} + c_1 \right) \xrightarrow{s \to \infty} 1 = O \left( s^{-\mathcal{H}} \ln s \right), \quad \text{as } s \to \infty. \quad (2.10)$$

We now rewrite $w_{c_1,c_2}(s)$ as:

$$w_{c_1,c_2}(s) = c_2 + \int_{s_0}^{s} w_{c_1,c_2}'(\eta) \, d\eta = c_2 + \mu(c_1,c_2) - \int_{s_0}^{s} (w_{c_1,c_2}'(\eta) - 1) \, d\eta$$

where

$$\mu(c_1,c_2) = c_2 - s_0 + \int_{s_0}^{\infty} (w_{c_1,c_2}'(\eta) - 1) \, d\eta. \quad (2.11)$$

By (2.9) and (2.10), $\mu(c_1,c_2) < \infty$ only if $\frac{\beta}{2} > 1$ and $\mathcal{H} > 1$, and in this situation,

$$w_{c_1,c_2}(s) = s + \mu(c_1,c_2) + O(s^{1 - \min\{\frac{\beta}{2},\mathcal{H}\}}) \quad \text{if } \mathcal{H} \neq \frac{\beta}{2},$$

$$w_{c_1,c_2}(s) = s + \mu(c_1,c_2) + O(s^{1 - \mathcal{H} \ln s}) \quad \text{if } \mathcal{H} = \frac{\beta}{2}. \quad (2.12)$$

This indicates when $\beta > 2$ and $A \in \mathcal{A}_{k,1}$, $w_{c_1,c_2}$ given by (2.7) is asymptotically close to a quadratic polynomial at infinity.

Based on (a)–(c), we conclude that

Lemma 2.4. Assume $A \in \mathcal{A}_{k,1}$ and $\beta > 2$. Then there exists $\tilde{C} > 1$ dependent of $A$ and $\beta$, such that when $c_1 > \tilde{C}$ the G-Sym function $w_{c_1,c_2}(s)$ given by (2.7) is a uniformly $k$-convex solution of problem (2.5) and satisfies (2.12).

As a consequence of Lemma 2.4, we arrive at the following result.

Proposition 2.5. Assume that $A \in \mathcal{A}_{k,1}$ is diagonal and $g$ satisfies (1.2) for some $\beta > 2$. Let $s_0$ be as in (2.4) and $\tilde{C}$ be given in Lemma 2.4. Then when $c_1 > \tilde{C}$ the G-Sym function $w_{c_1,c_2}(x) = w_{c_1,c_2}(s)$ given by (2.7) is a uniformly $k$-convex subsolution of equation (1.1) in $\mathbb{R}^n \setminus D(s_0)$ and fulfills

$$w_{c_1,c_2}(x) = \frac{1}{2} x^T Ax + \mu(c_1,c_2) + O \left( |x|^{2 - \min\{\frac{\beta}{2},\mathcal{H}\}} \right) \quad \text{as } |x| \to +\infty$$

if $\beta \neq \frac{k-1}{\mathcal{H}(x)}$, or

$$w_{c_1,c_2}(x) = \frac{1}{2} x^T Ax + \mu(c_1,c_2) + O \left( |x|^{2 - \frac{k-1}{\mathcal{H}(x)}} \ln |x| \right) \quad \text{as } |x| \to +\infty$$

if $\beta = \frac{k-1}{\mathcal{H}(x)}$, where $\mu(c_1,c_2)$ is as in (2.11).

Proof. It follows directly by combining (2.4), (2.6) and Lemma 2.4. \qed

Remark 2.6. We would like to make some comparisons of Proposition 2.5 with related results available in literature. For $2 \leq k \leq n$ and $l = 0$, the G-Sym subsolutions given by Proposition 2.5 also are previously constructed in [4, 11] for equations (1.4) and (1.5), while for $l > 0$ and $g \equiv 1$ they are different from those obtained in [26] for equation (1.1) due to the ODE (2.5) satisfied by subsolutions.
disagrees that derived in [26]. Actually, if $g \equiv 1$, then (1.1) becomes $\sigma_k(\lambda(D^2u)) = \sigma_1(\lambda(D^2u))$, from which via (2.1) one can study the following ODE

$$(w')^k + 2H_k(A)w''(w')^{k-1}s = (w')^{l-1} + 2h_l(A)w''(w')^{l-1}s$$

(2.13)

to seek subsolutions of (1.1), where $h_l(A) \in \{0, \frac{1}{n}\}$ is defined by

$$h_l(A) = \min_{1 \leq i \leq n} \frac{\sigma_{l-1,i}(\lambda(A))\lambda_l(A)}{\sigma_l(\lambda(A))}.$$

Here introducing the quantities $H_k(A)$ and $h_l(A)$ at the same time is to strike a balance between different order of homogeneities and then (2.13) could be analyzed explicitly as in [26]. However, whenever $g \not\equiv 1$, the same idea is not helpful for removing the effect of irreducible fraction in (1.1). In order to treat this, here we drop part of the denominator $\sigma_i(\lambda(D^2w))$ as handled in (2.6) (equivalent to putting $h_l(A) = 0$ in (2.13)). As a result, our admissible set of $A$, $\mathcal{A}_{k,l}$, may be a subset of the one in [26] which is given by

$$\mathcal{A}_{k,l} := \left\{ A \in A_{k,l} : H_k(A) - h_l(A) < \frac{k-l}{2} \right\}.$$

Nevertheless, by Proposition 2.3 our method still works well in cases $k - l \geq 2$ where it holds

$$\mathcal{A}_{k,l} = \mathcal{A}_{k,l} = A_{k,l}.$$

2.3. Generalized symmetric supersolutions. We will construct a family of G-Sym supersolutions of (1.1) coinciding at infinity with the G-Sym subsolutions we just obtained in Proposition 2.5, which is necessary in Perron’s construction (Theorem B.1). Unlike the well-treated case $g \equiv 1$ in which one can directly pick $\frac{1}{2}x^TAx + c$ to be desired supersolutions (see for example [3, 7, 23, 26, 28]), here we adapt the idea in Subsection 2.2 to study the ODE:

$$\begin{cases} (w')^k + 2H_k(A)w''(w')^{k-1}s = g(s), & s > 1, \\
w'(s) > 0, & w''(s) \geq 0, \quad s \geq 1, \end{cases}$$

(2.14)

where $g$ is an increasing smooth function of $s$ satisfying, without loss of generality,

$$0 < \underline{g} \leq g \leq \overline{g} \text{ for } s \geq 1, \quad \text{and } \quad g = 1 - C_0s^{\frac{-1}{2}} \text{ when } s \geq s_0,$$

(2.15)

where $C_0$ and $s_0$ are as in (2.4). Replacing $\overline{g}$ by $\underline{g}$ in (2.7) and taking $c_1 = 0$, one can easily obtain the following uniformly $k$-convex solutions of (2.14):

$$\overline{w}_{c_2}(s) := c_2 + \int_1^s \left( \eta^{-1}\mathcal{H} \left( \int_1^\eta \mathcal{H}\mathcal{H}^{-1} \underline{g}(t) \, dt \right) \right)^{\frac{1}{k-1}} \, d\eta$$

(2.16)

Moreover, thanks to (2.15), arguing as in part (c) before we infer that $\overline{w}_{c_2}$ possess asymptotics (2.12) where $\mu(c_1, c_2)$ need to be replaced by

$$\overline{\mu}(c_2) = c_2 - 1 + \int_1^\infty (\overline{w}_{c_2}(\eta) - 1) \, d\eta.$$

(2.17)

Similarly as showed in (2.6), we can find for $s \geq 1$,

$$S_{k,l}(D^2\overline{w}_{c_2}) \leq (\overline{w}_{c_2})^{k-l} + 2H_k(A)\overline{w}''(\overline{w}_{c_2})^{k-l-1}s = \underline{g}(s) \leq g.$$

Namely, $\overline{w}_{c_2}$ are supersolutions of (1.1).

The following statement is a summary of above facts, which serves as a counterpart of Proposition 2.5.
Proposition 2.7. Assume that $A \in \mathcal{A}_{k,l}$ is diagonal and $g$ satisfies (1.2) for some $\beta > 2$. Let $c_2 \in \mathbb{R}$ and $s = \frac{1}{2} x^T A x$. Then the G-Sym function $\overline{u}_{c_2}(x) = \overline{u}_{c_2}(s)$ given by (2.16) is a uniformly $k$-convex supersolution of equation (1.1) in $\mathbb{R}^n \setminus D(1)$ and fulfills

$$\overline{u}_{c_2}(x) = \frac{1}{2} x^T A x + \overline{u}(c_2) + O \left( |x|^{2 - \min\{\beta, \frac{k-1}{n-1}\}} \right) \quad \text{as} \ |x| \to +\infty$$

if $\beta \neq \frac{k-1}{n-1}$, or

$$\overline{u}_{c_2}(x) = \frac{1}{2} x^T A x + \overline{u}(c_2) + O \left( |x|^{2 - \frac{k-1}{n-1}} \ln |x| \right) \quad \text{as} \ |x| \to +\infty$$

if $\beta = \frac{k-1}{n-1}$, where $\overline{u}(c_2)$ is as in (2.17).

Remark 2.8. One may wonder whether there are smooth G-Sym solutions of (1.1), provided that $g$ is of G-Sym. Generally, this cannot be expected for all $0 \leq l < k \leq n$. When $g \equiv 1$, [29, Proposition 1.1] states that (1.1) admits a G-Sym solution of $C^2$ with respect to a diagonal $A \in \mathcal{A}_{k,l}$ if and only if $l = 0$ and $k = n$, unless $A = c^*(k,l)I$ (see (i) of Proposition 2.3). The same rigidity result was also exploited in [11] for (1.4) with $g = \tilde{g}$, introduced in (2.4). That is the reason why we here look for G-Sym subsolutions and G-Sym supersolutions of (1.1) separately.

3. Proof of Theorem 1.1

In view of Theorem B.1, to prove Theorem 1.1 it suffices to demonstrate the existence of a viscosity subsolution $\overline{u}$ of equation (1.1) attaining the prescribed boundary value and asymptotic behavior at infinity, as well as that of a viscosity supersolution $\overline{u} \geq u$ but agreeing on $\overline{u}$ at infinity. Roughly speaking, such a subsolution can be obtained by splicing together the supremum of barriers over the boundary points of the domain and the G-Sym subsolution constructed in Proposition 2.5; the desired supersolution is prepared in Proposition 2.7. The uniqueness of the solution is guaranteed by comparison principle, Corollary A.6.

Set $\mathcal{G} = \sup_{\mathbb{R}^n \setminus D} g$. To process the boundary behavior of the solution, we need the following existence result of barrier functions.

Lemma 3.1. Let $D$ be a bounded strictly convex domain of $\mathbb{R}^n$ $(n \geq 3)$ with $\partial D \in C^2$ and let $\varphi \in C^2(\partial D)$. For an invertible and symmetric matrix $A$, there exists some constant $C$, depending only on $n, \mathcal{G}, \|\varphi\|_{C^2(\partial D)}$, the upper bound of $A$, the diameter and the convexity of $D$, and the $C^2$ norm of $\partial D$, such that for every $\xi \in \partial D$, there exists $\bar{x}(\xi) \in \mathbb{R}^n$ satisfying

$$|\bar{x}(\xi)| \leq C \quad \text{and} \quad w_\xi < \varphi \quad \text{on} \quad \partial D \setminus \{\xi\},$$

where

$$w_\xi(x) = \varphi(x) + \frac{\mathcal{G}}{2} [(x - \bar{x}(\xi))^T A(x - \bar{x}(\xi)) - (\xi - \bar{x}(\xi))^T A(\xi - \bar{x}(\xi))]$$

for $x \in \mathbb{R}^n$.

Proof. As proved in [11] for $A \in \mathcal{A}_{k,0}$, it is a direct adaption of the arguments as in the proofs of [7, Lemma 5.1] and [3, Lemma 3.1] for the case $\mathcal{G} = 1$. We thus omit it.

We now present the proof of Theorem 1.1.
Proof of Theorem 1.1. By an orthogonal transformation and by subtracting a linear function from \( u \), we need only to prove for \( A = \text{diag}(a_1, a_2, \ldots, a_n) \) and \( b = 0 \); see [26, Lemma 3.3] for a specific demonstration. Also, without loss of generality, we assume \( D(1) \subset D \subset D(s_0) \), where \( D(\cdot) \) is as in (2.3) and \( s_0 \) is as in (2.4).

**Step 1** We first construct a viscosity subsolution \( w \) of (1.1) with \( \varphi = \varphi \) on \( \partial D \) and the asymptotics as in (1.9).

Recalling \( w_{c_1,c_2}(s) \) given in (2.7), by Proposition 2.5 it is a uniformly \( k \)-convex subsolution of (1.1) satisfying
\[
w_{c_1,c_2}(x) = \frac{1}{2} x^T Ax + \mu(c_1, c_2) + O \left( E^{-1}(x) \right), \quad |x| \to \infty,
\]
provided \( c_1 > \tilde{C} \) and \( x \in \mathbb{R}^n \setminus D(s_0) \). Here \( E(x) \) is defined in (1.10). We later will pick suitable \( c_1 \) to make (3.1) reach asymptotics (1.9) as in (3.3) below. Now regarding the boundary value, we are going to find another viscosity subsolution \( w \) attaining \( \varphi \) on \( \partial D \), such that, for some fixed \( \bar{s} > s_0 \),
\[
\max_{\partial(D(s_0))} w_{c_1,c_2} \leq \min_{\partial(D(s_0))} w \quad \text{and} \quad \min_{\partial(D(\bar{s}))} w_{c_1,c_2} \geq \max_{\partial(D(\bar{s}))} w.
\]
For this aim, we set
\[
\bar{w}(x) = \max\{w_{\xi}(x) \mid \xi \in \partial D\},
\]
where \( w_{\xi} \) is introduced in Lemma 3.1. Clearly, \( \bar{w} = \varphi \) on \( \partial D \). Since
\[
S_{k,l}(D^2 w_{\xi}) = G S_{k,l}(A) = G \geq g \quad \text{in} \quad \mathbb{R}^n \setminus \overline{D},
\]
\( w_{\xi} \) is a smooth convex subsolution of (1.1). By Lemma B.2, \( \bar{w} \) is also a viscosity subsolution of (1.1). Let
\[
c_2 = m_{s_0} := \min\{w_{\xi}(x) \mid \xi \in \partial D, x \in \overline{D(s_0)} \setminus D\}.
\]
Thus, by (2.7) \( w_{c_1,m_{s_0}} \) satisfies the first condition in (3.2). To realize the second one, it suffices to choose a large \( c_1 \) (assume \( c_1 \geq \alpha > \tilde{C} \)) since \( w_{c_1, m_{s_0}} \) is monotonically increasing with respect to \( c_1 \).

We next fix \( c_2 \) such that given \( c > c_* \) one can find \( c_1(c) \) to fulfill
\[
\mu(c_1(c), m_{s_0}) = c.
\]
Notice from (2.11) that \( \mu(c_1, m_{s_0}) \) is strictly increasing in \( c_1 \), and
\[
\lim_{c_1 \to +\infty} \mu(c_1, m_{s_0}) = +\infty.
\]
Hence, if \( c_* \geq \mu(\alpha, m_{s_0}) \), then such \( c_1(c) > \alpha \) exists. This means that, for \( c > c_* \), \( w_{c_1(c), m_{s_0}} \) satisfies (3.2) and possesses asymptotic behavior:
\[
w_{c_1,c_2}(x) = \frac{1}{2} x^T Ax + c + O \left( E^{-1}(x) \right), \quad |x| \to \infty.
\]
For \( c > c_* \), we define
\[
\bar{u}(x) = \begin{cases} 
\bar{w}(x), & x \in D(s_0) \setminus D, \\
\max\{w_{c_1,c_2}(x), \bar{w}(x)\}, & x \in D(\bar{s}) \setminus D(s_0), \\
w_{c_1,c_2}(x), & x \in \mathbb{R}^n \setminus D(\bar{s}).
\end{cases}
\]
Then from Definition A.1 and Lemma B.2, \( \bar{u} \) is a viscosity subsolution of (1.1) satisfying (3.4), and \( \bar{u} = \bar{w} = \varphi \) on \( \partial D \).
Step 2 We construct a viscosity supersolution \( \bar{u} \) of (1.1) to satisfy
\[
\bar{u} \leq \bar{u} \text{ in } \mathbb{R}^n \setminus D \quad \text{and} \quad \lim_{|x| \to \infty} (\bar{u} - w)(x) = 0. \tag{3.5}
\]

By Proposition 2.7, \( \bar{w}_{c_2} \) given in (2.16) is a uniformly \( k \)-convex supersolution of (1.1) satisfying
\[
\bar{w}_{c_2}(x) = \frac{1}{2} x^T A x + \bar{m}(c_2) + O \left( E^{-1}(x) \right), \quad |x| \to \infty. \tag{3.6}
\]

Then for \( c > c^* \) the second condition in (3.5) holds for \( \bar{w}_{c_2(c)} \) where \( c_2(c) \) is determined by
\[
\bar{m}(c_2(c)) = c,
\]
which implies (3.6) agrees with (3.4). Actually, by definition of \( \bar{m} \) (see (2.17)),
\[
c_2(c) = c + 1 - \int_1^\infty \left( \int_1^t (s^{-n} \int_1^s h^{1/2} dt)^{n/2} dt \right) ds \geq c;
\]
here we have used the fact that \( q \leq 1 \) for \( s \geq 1 \). Next, with the help of comparison principles proved in Appendix A, we show that \( \bar{w}_{c_2(c)} \) also agrees the first condition in (3.5) for proper \( c \).

In Step 1, we fixed \( c^* \geq \mu(\alpha, m_{s_0}) \). We now further require that \( c^* > M_{s_0} \), where
\[
M_{s_0} := \max \{ w_\xi(x) \mid \xi \in \partial D, x \in \overline{D(s_0)} \setminus D \}.
\]

Then for \( c > c^* \),
\[
\bar{w}_{c_2(c)} \geq c_2(c) \geq c > c^* > M_{s_0} \geq w_{c_1(c), m_{s_0}} \quad \text{on } \partial D(s_0),
\]
and also
\[
\lim_{|x| \to \infty} (\bar{w}_{c_2(c)} - w_{c_1(c), m_{s_0}})(x) = 0.
\]

Applying Corollary A.6, we thus deduce that
\[
\bar{w}_{c_2(c)} \geq w_{c_1(c), m_{s_0}} \quad \text{in } \mathbb{R}^n \setminus \overline{D(s_0)}. \tag{3.7}
\]

On the other hand,
\[
\bar{w}_{c_2(c)} \geq c_2(c) \geq c > c^* > M_{s_0} \geq w \quad \text{on } \partial D,
\]
and by (3.2),
\[
\bar{w}_{c_2(c)} \geq w_{c_1(c), m_{s_0}} \geq w \quad \text{on } \partial D(\bar{s}).
\]

Hence, applying Theorem A.3 yields
\[
\bar{w}_{c_2(c)} \geq w \quad \text{in } D(\bar{s}) \setminus \overline{D}. \tag{3.8}
\]

By virtue of (3.7) and (3.8), we get
\[
\bar{w}_{c_2(c)} \geq \bar{u} \quad \text{in } \mathbb{R}^n \setminus \overline{D}
\]
for \( c > c^* \).

Based on the above arguments, we let \( \bar{u} = \bar{w}_{c_2(c)} \) for \( c > c^* \), which is a desired viscosity supersolution of (1.1).

Step 3 We show the existence and uniqueness of viscosity solutions to problem (1.9).

With \( \bar{u} \) and \( \bar{u} \), we define
\[
\begin{align*}
u(x) & := \sup \{ v(x) \mid v \in \text{USC}(\mathbb{R}^n \setminus \overline{D}), S_{k,l}(D^2 v) \geq g \text{ in } \mathbb{R}^n \setminus \overline{D} \text{ in the viscosity sense, with } \underline{u} \leq v \leq \bar{u} \text{ in } \mathbb{R}^n \setminus \overline{D} \text{ and } v = \varphi \text{ on } \partial D \}.\end{align*}
\]
Since \( u \) and \( \bar{u} \) both satisfy (3.4), one has
\[
\limsup_{|x| \to \infty} \left( E(x) \left| u(x) - \left( \frac{1}{2} x^T A x + c \right) \right| \right) < \infty.
\]

From Theorem B.1, we thus conclude that \( u \in C^0(\mathbb{R}^n \setminus D) \) is a viscosity solution of (1.9).

Finally, the uniqueness of viscosity solutions to problem (1.9) is forced by Corollary A.6. This completes the proof. \( \square \)

Remark 3.2. We remark that from the above demonstration the lowerbound \( c^* \) of \( c \) in Theorem 1.1 may not be removed. Actually, in [31, Theorem 1.3], Li and Lu proved that when \( l = 0 \) and \( k = n \), there is a sharp constant \( c^* \) such that problem (1.9) admits a viscosity solution if and only if \( c \geq c^* \). It would be interesting to see whether such a sharp characterization result holds for equation (1.1) with general \( 0 \leq l < k \leq n \) and will be left to study in our future work.

Appendix A. Comparison principles for viscosity solutions

In this appendix, we prove comparison principles for viscosity subsolutions and viscosity supersolutions of fully nonlinear, second-order partial differential equations of the form
\[
F(x, D^2 u) := f(\lambda(D^2 u)) - g(x) = 0 \quad \text{in } \Omega, \quad (A.1)
\]
where \( \Omega \) is an open subset of \( \mathbb{R}^n \), \( f \) is a symmetric function of \( C^1 \) defined on an open convex symmetric cone \( \Gamma \) in \( \mathbb{R}^n \), with vertex at the origin and containing the positive cone \( \Gamma^+ \), \( \lambda(D^2 u) = (\lambda_1, \cdots, \lambda_n) \) denotes the eigenvalue vector of the Hessian matrix \( D^2 u \), and \( g \in C^0(\Omega) \) is a given function with \( \inf_{\Omega} g > 0 \). Throughout the section, we assume that
\[
\frac{\partial f}{\partial \lambda_i} > 0 \quad \text{on } \Gamma, \quad i = 1, \cdots, n, \quad (A.2)
\]
by which \( F(x, D^2 u) \) in (A.1) is an elliptic operator on those functions \( u \in C^2(\Omega) \) such that \( \lambda(D^2 u) \in \Gamma \). Such functions will be called admissible. In addition, it is assumed
\[
\sum_{i=1}^{n} \lambda_i \frac{\partial f}{\partial \lambda_i} \geq \nu(f) \quad \text{on } \Gamma \quad (A.3)
\]
and
\[
\limsup_{\lambda \to \lambda_0} f(\lambda) < \inf_{\Omega} g \quad \text{for } \forall \lambda_0 \in \partial \Gamma, \quad (A.4)
\]
where \( \nu \) is some positive increasing function on \( \mathbb{R} \). Clearly, the quotient of elementary symmetric functions \( \sigma_k/\sigma_l \) (\( 0 \leq l < k \leq n \)) involved in (1.1) is an example of \( f \) fulfilling (A.2)–(A.4) if we define
\[
\Gamma = \Gamma_k := \{ \lambda \in \mathbb{R}^n \mid \sigma_j(\lambda) > 0, \ 1 \leq j \leq k \} \quad (A.5)
\]
(admissible functions are called uniformly \( k \)-convex in this case); indeed, for this example the validity of (A.2) as well as that of (A.4) is well-known (see for instance [9, 37]), and (A.3) holds obviously via the homogeneity.

We first recall the definition of the viscosity solution to equation (A.1) following [6, 14, 38]. For simplicity, let \( \text{USC}(\Omega) \) and \( \text{LSC}(\Omega) \) respectively denote the set of upper and lower semicontinuous real valued functions on \( \Omega \); let \( B(\Omega) \) be the set
of bounded functions on $\Omega$, and also let $B_p(\Omega)$ be the set of functions that are bounded in the intersection of $\Omega$ and any ball of $\mathbb{R}^n$.

**Definition A.1.** A function $u \in \text{USC}(\Omega)$ (LSC($\Omega$)) is said to be a viscosity subsolution (supersolution) of (A.1) (or say that $u$ satisfies $F(x, D^2 u) \geq (\leq)0$ in the viscosity sense), if for any open subset $A$ of $\Omega$, any admissible function $\psi \in C^2(A)$, and any local maximum (minimum) $x_0 \in A$ of $u - \psi$ we have

$$F(x_0, D^2 \psi(x_0)) \geq (\leq)0.$$  

A function $u \in C^0(\Omega)$ is said to be a viscosity solution of (A.1) if it is both a viscosity subsolution and a viscosity supersolution of (A.1).

**Remark A.2.** An admissible solution of (A.1) is clearly a viscosity solution. Conversely, as argued in [38, Proposition 2.2] for $k$-Hessian equations, under assumption (A.4) one would see that a viscosity subsolution of (A.1) is admissible at each point at which it is twice differentiable.

By adapting the ideas of Trudinger in [36] for the prescribed curvature equations, we derive the following comparison principle for equation (A.1) in bounded domains.

**Theorem A.3.** Let $\Omega$ be a bounded domain in $\mathbb{R}^n$. Assume that $u \in \text{USC}(\Omega) \cap B(\Omega)$ and $v \in \text{LSC}(\Omega) \cap B(\Omega)$ are respectively viscosity subsolution and viscosity supersolution of equation (A.1) with conditions (A.2)–(A.4) holding. Then

$$\sup_{\Omega}(u - v) = \sup_{\partial \Omega}(u - v).$$

To prove Theorem A.3, we establish below a preliminary result via regularizations.

**Lemma A.4.** Let $\Omega$ be a bounded domain in $\mathbb{R}^n$ and let (A.2)–(A.4) hold. Assume that $u \in \text{USC}(\Omega) \cap B(\Omega)$ and $v \in \text{LSC}(\Omega) \cap B(\Omega)$ satisfy

$$F(x, D^2 u) \geq \delta, \quad F(x, D^2 v) \leq 0$$

in $\Omega$ in the viscosity sense for some constant $\delta > 0$. Then

$$\sup_{\Omega}(u - v) = \sup_{\partial \Omega}(u - v).$$

**Proof.** As in [22, 38], for $\epsilon > 0$ we define the approximations of $u$ and $v$ as

$$u_\epsilon^+(x) = \sup_{y \in \Omega} \left\{ u(y) - \omega_0 \frac{|x - y|^2}{\epsilon^2} \right\}, \quad (A.6)$$

$$v_\epsilon^-(x) = \inf_{y \in \Omega} \left\{ v(y) + \omega_0 \frac{|x - y|^2}{\epsilon^2} \right\}, \quad (A.7)$$

where $\omega_0 = \max\{\text{osc}_\Omega u, \text{osc}_\Omega v\}$. The supremum in (A.6) and the infimum in (A.7) are respectively attained at points $x^\pm \in \Omega$ satisfying $|x - x^\pm| \leq \epsilon$, provided $x \in \Omega_\epsilon := \{x \in \Omega : \text{dist}(x, \partial \Omega) > \epsilon\}$. Clearly, $u_\epsilon^+, v_\epsilon^- \in C^{0,1}(\Omega_\epsilon)$ and

$$\sup_{\Omega_\epsilon}(u_\epsilon^+ - u), \ sup_{\Omega_\epsilon}(v_\epsilon^- - v) \to 0 \quad \text{as} \ \epsilon \to 0. \quad (A.8)$$

Moreover, the functions $u_\epsilon^+(x), v_\epsilon^-(x)$ are respectively semi-convex and semi-concave in $\Omega$, with

$$D^2 u_\epsilon^+, -D^2 v_\epsilon^- \geq -\frac{2\omega_0}{\epsilon^2}$$
in the sense of distributions, and they satisfy
\[ F(x^+, D^2 u^+_\epsilon) \geq \delta, \quad F(x^-, D^2 v^-_\epsilon) \leq 0, \]
in \( \Omega \) in the viscosity sense.

Considering now the semi-convex, Lipschitz continuous function \( w_\epsilon = u^+_\epsilon - v^-_\epsilon \), we claim for small \( \epsilon \),
\[ \sup_{\Omega \setminus \partial \Omega} w_\epsilon = \sup_{\partial \Omega} w_\epsilon. \]  \hfill (A.9)
If not, \( w_\epsilon \) has an interior maximum in \( \Omega \). By Lemma 3.10 in [21], the upper contact set \( K^+ \) of \( w_\epsilon \) is nonempty in \( \Omega \). Thus, for almost all \( x \in K^+ \), \( D^2 u^+_\epsilon \leq D^2 v^-_\epsilon \).

From Remark A.2, we see \( \lambda(D^2 u^+_\epsilon), \lambda(D^2 v^-_\epsilon) \in \Gamma \). Via (A.2), we obtain for almost all \( x \in K^+ \),
\[ F(x^-, D^2 v^-_\epsilon(x)) \geq F(x^-, D^2 u^+_\epsilon(x)) = F(x^+, D^2 u^+_\epsilon(x)) + o(1) \geq \delta + o(1), \]  \hfill (A.10)
where \( o(1) \to 0 \) as \( \epsilon \to 0 \). Given such \( x_0 \in K^+ \), where \( v^-_\epsilon \) is twice differentiable, we set for \( \tau > 0 \)
\[ \phi_\tau(x) = v^-_\epsilon(x_0) + Dv^-_\epsilon(x_0)(x - x_0) + \frac{1}{2}(x - x_0)^T D^2 v^-_\epsilon(x_0)(x - x_0) - \frac{\tau}{2}|x - x_0|^2. \]
Since \( D^2 \phi_\tau = D^2 v^-_\epsilon(x_0) - \tau I, \lambda(D^2 \phi_\tau) \in \Gamma \) if \( \tau \) is sufficiently small. Also, \( v^-_\epsilon - \phi_\tau \) has a local minimum at \( x_0 \). By Definition A.1,
\[ 0 \geq F(x^+_\epsilon, D^2 v^-_\epsilon(x_0) - \tau I) = F(x^+_0, D^2 v^-_\epsilon(x_0)) + o(1), \]  \hfill (A.11)
where \( o(1) \to 0 \) as \( \tau \to 0 \). Clearly, (A.11) contradicts (A.10) when \( \epsilon, \tau \) are small enough.

With facts (A.8) and (A.9) in hand, we conclude immediately the assertion of Lemma A.4 by letting \( \epsilon \to 0 \). \hfill \Box

Proof of Theorem A.3. Set \( u_t(x) = \frac{1}{t} u(x) \), for \( 0 < t < 1 \). We first show that \( u_t \) satisfies
\[ F(x, D^2 u_t) \geq (1 - t)\nu \]
in \( \Omega \) in the viscosity sense, where \( \nu := \nu(\inf_{\Omega} g) \). Let \( \phi \) be an admissible function with a local maximum of \( u_t - \phi \) at \( x_0 \). Since \( u \) is a viscosity subsolution of (A.1),
\[ F(x_0, tD^2 \phi(x_0)) \geq 0. \]

By virtue of (A.3), for some \( t_0 \in (t, 1) \),
\[ F(x_0, D^2 \phi(x_0)) = F(x_0, tD^2 \phi(x_0)) + (1 - t) \sum_{i=1}^n \lambda_i(D^2 \phi(x_0)) \frac{\partial f}{\partial \lambda_i}(t_0 \lambda(D^2 \phi(x_0))) \geq (1 - t)\nu(f(t \lambda(D^2 \phi(x_0)))) \geq (1 - t)\nu(\inf_{\Omega} g). \]

Applying Lemma A.4, we have
\[ \sup_{\Omega} (u_t - \nu) = \sup_{\partial \Omega} (u_t - \nu). \]

Consequently, the proof finishes by letting \( t \to 1 \). \hfill \Box
Remark A.5. Theorem A.3 may hold for equation (A.1) without requiring assumption (A.3). Indeed, if we let \( g \equiv C \) for some constant \( C > 0 \) (or modify assumption (A.2) as: there exists \( \lambda_0 > 0 \) such that
\[
f(\lambda(D^2 u + \eta)) - f(\lambda(D^2 u)) \geq \lambda_0 (\det \eta)^\frac{1}{2}
\] (A.12)
for any admissible function \( u \) and symmetric matrix \( \eta \geq 0 \), then Theorem A.3 could be proved under (A.2) ((A.12)) and (A.4) by applying the Aleksandrov maximum principle. For a view of such arguments, we refer to [35, 38], where uniformly elliptic equations and \( k \)-Hessian equations \((f = (\sigma_k)^{1/k})\), clearly satisfying (A.12) were considered.

Based on Theorem A.3, one can immediately prove a comparison principle for equation (A.1) in unbounded domains, provided that the given subsolution and supersolution coincide at infinity.

Corollary A.6. Let \( \Omega \) be an unbounded domain in \( \mathbb{R}^n \). Assume that \( u \in \text{USC}(\bar{\Omega}) \cap B_p(\bar{\Omega}) \) and \( v \in \text{LSC}(\bar{\Omega}) \cap B_p(\bar{\Omega}) \) are respectively viscosity subsolution and viscosity supersolution of equation (A.1) with conditions (A.2)–(A.4) holding. If \( u \leq v \) on \( \partial \Omega \) and
\[
\lim_{|x| \to \infty} (u - v)(x) = 0,
\]
then \( u \leq v \) in \( \Omega \).

Proof. For \( 0 < \epsilon \ll 1 \), there is \( R > 0 \) such that \( u(x) \leq v(x) + \epsilon \) when \( |x| > R \). Given arbitrary \( x_0 \in \Omega \), choose a large ball \( B_r \) with the radius \( r > R \) and the center at the origin and containing \( x_0 \). Note that \( u \leq v + \epsilon \) on \( \partial \Omega \cup \partial B_r \). Thus, applying Theorem A.3 to \( u \) and \( v + \epsilon \) on the domain \( \Omega \cap B_r \), we obtain \( u(x_0) \leq v(x_0) + \epsilon \). Then letting \( \epsilon \to 0 \) yields \( u(x_0) \leq v(x_0) \). The proof is done. \( \square \)

Appendix B. Perron’s method

With comparison principles established in Theorem A.3 and Corollary A.6, Perron’s method as in [14, 17, 18] could be immediately adapted to the Dirichlet problem for equation (A.1) to show the existence of its viscosity solutions. Precisely, we have the following theorem.

Theorem B.1. Let \( \Omega \) be a domain in \( \mathbb{R}^n \) and \( \varphi \in C^0(\partial \Omega) \). Let \( F(x, D^2 u) \) be given in (A.1) with (A.2)–(A.4) holding. Suppose that there exist \( \underline{u}, \bar{u} \in C^0(\bar{\Omega}) \) such that
\[
F(x, D^2 \underline{u}) \geq 0 \geq F(x, D^2 \bar{u})
\]
in \( \Omega \) in the viscosity sense, \( \underline{u} \leq \bar{u} \) in \( \Omega \) and \( \underline{u} = \varphi \) on \( \partial \Omega \) (and additionally
\[
\lim_{|x| \to \infty} (\underline{u} - \bar{u})(x) = 0,
\]
provided \( \Omega \) is unbounded). Then
\[
\begin{cases}
F(x, D^2 u) = 0 & \text{in } \Omega, \\
u = \varphi & \text{on } \partial \Omega.
\end{cases}
\] (B.1)
For a function \( v : \Omega \to \mathbb{R} \), we define its upper semicontinuous envelope \( v^* \) by

\[
v^*(x) = \limsup_{y \to x, y \in \Omega} v(y)
\]

and lower semicontinuous envelope \( v_* \) by

\[
v_* (x) = \liminf_{y \to x, y \in \Omega} v(y).
\]

To prove Theorem B.1, we need the following key lemmas.

**Lemma B.2** (Lemma 4.2 in [14]). Let \( \Omega \) be a domain in \( \mathbb{R}^n \) and let \( \mathcal{F} \) be a family of viscosity subsolutions of equation (A.1) in \( \Omega \). Let \( w(x) = \sup \{ u(x) : u \in \mathcal{F} \} \) and assume that \( w^*(x) < \infty \) for \( x \in \Omega \). Then \( w^* \) is a viscosity subsolution of (A.1) in \( \Omega \).

**Lemma B.3** (Lemma 4.4 in [14]). Let \( \Omega \) be a domain in \( \mathbb{R}^n \) and \( u \) be a viscosity subsolution of equation (A.1) in \( \Omega \). If \( u_\kappa \) fails to be a viscosity supersolution at some point \( \hat{x} \), i.e. there exists admissible function \( \psi \) for which \( F(\hat{x}, D^2\phi(\hat{x})) > 0 \), then for any small \( \kappa > 0 \) there is a viscosity subsolution \( U_\kappa \) of (A.1) satisfying

\[
\begin{align*}
U_\kappa(x) &\geq u(x) \quad \text{and} \quad \sup_{\Omega}(U_\kappa - u) > 0, \\
U_\kappa(x) &= u(x) \quad \text{for } x \in \Omega, |x - \hat{x}| \geq \kappa.
\end{align*}
\]

**Proof of Theorem B.1.** First, it is easily observed that \( u^* \in \text{USC}(\overline{\Omega}) \) and \( u_* \in \text{LSC}(\overline{\Omega}) \), and that they satisfy

\[
u \leq u_* \leq u \leq u^* \leq \bar{u} \quad \text{in } \Omega \quad \text{and} \quad u_* = u^* = u = \varphi \quad \text{on } \partial\Omega.
\]

From Lemma B.2, \( u^* \) is a viscosity subsolution of (A.1). By definition of \( u \), \( u^* \leq u \), and thus \( u = u^* \) in \( \Omega \), i.e. \( u \) is a subsolution of (A.1).

Then let us show \( u_* \) is also a viscosity supersolution of (A.1). If not, \( u_* \) fails to be a supersolution at \( \hat{x} \in \Omega \), then in this case we let \( U_\kappa \) be provided by Lemma B.3. Clearly, by (B.2)

\[
U_\kappa \geq u \geq \underline{u} \quad \text{in } \Omega \quad \text{and} \quad U_\kappa = u = \varphi \quad \text{on } \partial\Omega
\]

for sufficiently small \( \kappa \) (and additionally

\[
\lim_{|x| \to \infty} (U_\kappa - \underline{u})(x) = \lim_{|x| \to \infty} (u - \bar{u})(x) = 0
\]

provided \( \Omega \) is unbounded). By Theorem A.3 (Corollary A.6), \( U_\kappa \leq \bar{u} \). Again, by definition of \( u \) we deduce \( U_\kappa \leq u \) in \( \Omega \), contradicting the property \( \sup_{\Omega}(U_\kappa - u) > 0 \) in (B.2). Therefore, \( u_* \) is a viscosity supersolution.

Applying now Theorem A.3 (Corollary A.6), it follows that \( u^* = u \leq u_* \). This yields \( u = u_* = u^* \) in \( \overline{\Omega} \). Consequently, \( u \in C^0(\Omega) \) with \( u = \varphi \) is a viscosity solution of (B.1). \( \square \)
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