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Magnetizabilities and magnetically induced ring-current strength susceptibilities have been calculated at the Hartree–Fock, density functional theory and second order Møller–Plesset levels for a number of antiaromatic closed-shell carbaporphyrins, carbathiaporphyrins and isophlorins. The calculations yield a linear relation between magnetizabilities and ring-current strength susceptibilities. The calculations show that the porphyrinoids with the largest ring-current strength susceptibility are closed-shell paramagnetic molecules with positive magnetizabilities. The closed-shell paramagnetism is due to the large paramagnetic contribution to the magnetizability originating from the strong paratropic ring current in the antiaromatic porphyrinoids.

Paramagnetism is usually associated with the non-zero electronic spin of open-shell electronic configurations, whereas closed-shell paramagnetic molecules are rare. The classic example for a paramagnetic closed-shell molecule is BH and the isoelectronic CH2 and BeH+ ions, whose magnetic response is characterized by strong paratropic currents. Closed-shell paramagnetism has also been predicted for the MnO4− anion,9,10 aromatic molecules,7 carbon nanotube tori,8 and for molecules in strong magnetic fields.9-16 Recently, a large positive magnetic susceptibility was measured for a closed-shell molecular nanoring in its 4+ oxidation state.11

Here, we propose that strongly antiaromatic porphyrinoids according to the magnetic criterion may be closed-shell paramagnetic molecules. We have calculated the isotropic magnetizabilities and ring-current strength susceptibilities at the Hartree–Fock (HF), second-order Møller–Plesset (MP2) perturbation theory and density functional theory (DFT) levels. The magnetizabilities and ring-current strength susceptibilities of three carbaporphyrins, two carbathiaporphyrins and two synthesized isophlorins show that porphyrinoids sustaining strong paratropic ring currents when exposed to an external magnetic field may have positive magnetizabilities indicating paramagnetism.

Isophlorin belongs to a class of porphyrin derivatives with a formal aromatic pathway consisting of 20 π electrons making them antiaromatic. Aromatic pathways are discussed in the ESL. Tetraoxa-isophlorin and dioxa-dithia-isophlorin are the first air-stable isophlorins that have been synthesized. They are antiaromatic with formally 4n π electrons, since all four pyrrole nitrogen moieties are replaced by either oxygen or sulfur.

Classic aromatic porphyrins like porphin are considered to have 18 π electrons. However, since the ring current of the porphyrins flows along all chemical bonds of the macroring, the number of π electrons participating in the ring-current flow is 26 for the aromatic porphyrins and 28 for the antiaromatic isophlorins. The porphyrinoids fulfil Hückel’s (4n + 2) and (4n) aromaticity rules. Calculations on antiaromatic molecules show that they have a closed-shell singlet ground state.

Carbaporphyrins can be constructed by replacing one or several of the nitrogen moieties with CH2 units. Since CH2 is isoelectronic with oxygen, antiaromatic carbaporphyrins are obtained when all four nitrogen moieties in porphin are replaced with CH2. The first carbaporphyrins were synthesized 20 years ago. Recently, we studied the electronic structure and spectroscopic properties of isophlorins. Calculations of magnetically induced current densities showed that the isophlorins and carbaporphyrin with four CH2 moieties are strongly antiaromatic. Time-dependent density functional theory and approximate second-order coupled-cluster calculations showed that they have a closed-shell singlet ground state with an optical gap of about 1 eV. The lowest electronic excited state of the isophlorins is reached by an electronic dipole-forbidden (parity-forbidden) but magnetic dipole-allowed (angular-momentum-allowed) transition. Isophlorins have five low-lying excited singlet states as compared to the four Gouterman states of porphyrins.
The magnetically induced current density can be expressed using perturbation theory as a gauge-origin dependent sum of diamagnetic and paramagnetic contributions. Details are discussed in the ESI.\(^\dagger\)

\[
J = J^d + J^p = \left( \frac{e^2}{m_e} \right) A \psi_0^2 - i \left( \frac{e \hbar}{2m_e} \right) \sum_{n \neq 0} (c_n - c_n^*) (\psi_n \nabla \psi_0 - \psi_0 \nabla \psi_n)
\]

where \(J^d\) is the diamagnetic and \(J^p\) is the paramagnetic contribution to the current density, \(e\) and \(m_e\) are the charge and mass of the electron, \(A\) is the vector potential of the external magnetic field, \(\psi_0\) is the ground-state wave function and \(\psi_n\) are wave functions of the excited states. The expansion coefficients \((c_n)\) of the first-order perturbed wave function in the basis of the unperturbed excited states are given by

\[
c_n = \frac{\langle n|\hat{l}_z|0\rangle}{\Delta E_{n0}}
\]

where \(\Delta E_{n0}\) is the energy difference between the \(n\)-th electronic excited state and the ground state. \(\hat{l}_z\) is the \(z\)-component of the angular momentum operator. The terms containing the matrix elements \(\langle n|\hat{l}_z|0\rangle\) represent the paramagnetic contribution to the total current density, while the diamagnetic contribution is fully described by the ground-state wave function.

When discussing magnetizabilities one usually refers to the experimentally measurable bulk quantity as magnetic susceptibility and to the molecular property as magnetizability.\(^\dagger\) The magnetizability \(\chi_m\) of a molecule is defined as the second derivative of its ground-state energy \(E\) with respect to the external magnetic field \(B\),

\[
\chi_m = -\frac{d^2E}{dB^2}.
\]

where \(\mu_0\) is the vacuum permeability. The magnetizability can be divided into diamagnetic and paramagnetic contributions\(^\dagger\)

\[
\chi_m = \chi^d_m + \chi^p_m = \left( \frac{e^2 \hbar N_A}{6m_e} \right) \langle \hat{l}_z^2 \rangle + \left( \frac{e^2 \mu_0 N_A}{6m_e} \right) \sum_{n \neq 0} \frac{|\langle n|\hat{l}_z|0\rangle|^2}{\Delta E_{n0}}
\]

where \(\chi^d_m\) is the diamagnetic and \(\chi^p_m\) the paramagnetic part, \(N_A\) stands for Avogadro’s constant. The matrix elements over the angular momentum operator between electronic ground and excited states \(\langle n|\hat{l}_z|0\rangle\) also appear in the expression for the magnetizability. The largest contributions to \(\chi^p_m\) are expected from the lowest excited electronic states, because of the small energy denominator. We investigate how the magnetizability is related to the magnetically induced ring-current strength susceptibility of antiaromatic porphyrinoids. The similarities between the expressions in eqn (1) and (2) and in eqn (4) suggest that measurements of magnetic dipole-allowed transitions and magnetizabilities can be used for providing information about magnetically induced current densities, which are only indirectly detectable.\(^\dagger\)

The magnetizability can be obtained by integrating the current density susceptibility \((\chi^p_m)\) multiplied with the vector potential of the external magnetic field \((\mathbf{A})\)

\[
\chi_{\mathbf{A}} = \frac{1}{c^2} \epsilon_{abc} \int d\mathbf{r} \mathbf{J}(\mathbf{r}) \mathbf{A}(\mathbf{r})
\]

where \(\epsilon_{abc}\) is the Levi-Civita tensor. By using the theory of atoms in molecules, Bader and Keith showed that the magnetizability can be estimated by adding atomic or group contributions.\(^\dagger\) The same procedure was proposed by Pascal and Pacault much earlier.

Magnetizabilities were calculated at the DFT, HF, and MP2 levels. The ring-current strength susceptibilities have been obtained by integrating the current-density susceptibilities.\(^\dagger\)

The optimized molecular structures shown in Fig. 1 were taken from ref. 14, 15 and 37. The multi-configuration character of the ground-state of molecule VII having the largest ring-current strength susceptibility was investigated by performing calculations at the complete active space (CASSCF) and extended multi-configuration quasi-degenerate perturbation theory at second order (XMC-QDPT2) levels. The computational details are given in the ESI.\(^\dagger\)

The XMC-QDPT2 calculations show that molecule VII has a closed-shell singlet ground state with a weight of 0.94 for the main configuration. The XMC-QDPT2 calculations yield vertical excitation energies of 0.81 eV and 0.52 eV for the lowest singlet (S\(_1\)) and triplet (T\(_1\)) states, respectively, which can be compared to the lowest singlet excitation energy of 0.45 eV calculated at the B3LYP level.

The magnetizability calculations at the MP2 level are assumed to be the most reliable ones, because MP2 calculations consider electron correlation effects and do not suffer
Correlation effects are missing at the HF level, whereas self-interaction problems of the B3LYP functional are most likely the reason for overestimating the paramagnetic character at the DFT level. The performance of other DFT functionals was investigated by calculating the magnetizability of the most antiaromatic molecule (VII) using the CAM-B3LYP and B97D functionals, which have a more correct form of the long-ranged potential than the B3LYP functional has. At the CAM-B3LYP level, we obtained a magnetizability for molecule VII of 65.5 a.u. and the B97D functional yielded a value of 54.2 a.u. These values are in close agreement with the MP2 value of 48.3 a.u. suggesting that VII is indeed a paramagnetic molecule.

At the MP2 level, molecules I–III are diamagnetic even though molecule III sustains at the MP2 level a paratropic ring current of $-17.5 \, \text{nA T}^{-1}$. Molecules I and II are practically non-aromatic according to the ring-current criterion. The magnetizabilities and ring-current strength susceptibilities in Tables 1 and 2 show that porphyrinoids with a stronger ring-current strength susceptibility than about $-20 \, \text{nA T}^{-1}$ are paramagnetic.

A linear correlation between the paratropic ring-current strength susceptibility and the magnetizability is obtained as shown in Fig. 2. A similar relation has previously been proposed for small molecular rings. Since the diatropic ring-current strength susceptibility is almost constant for the studied molecules, the total ring-current strength susceptibility is also a linear function of the magnetizability implying that the ring-current strength susceptibility can be estimated for the investigated class of porphyrinoids by measuring the magnetizability. The linear relation is not completely unexpected, because the magnetizability can be calculated by integrating the current density susceptibility tensor multiplied with the vector potential of the external magnetic field as shown in eqn (5). Since the studied molecules have similar geometries, they have almost the same shape of the current density and the ring current. Thus, the value of the integral obtained in eqn (5) depends mainly on the size of the ring-current strength susceptibility. For the same reason, a linear relation between the magnetizability and the ring-current strength susceptibility is also expected for aromatic porphyrinoids. Thus, the magnetically induced ring-current strength susceptibility for porphyrinoids can be estimated by measuring magnetizabilities. The calculated
magnetizabilities and ring-current strength susceptibilities indicate that antiaromatic porphyrins with a stronger negative ring-current strength susceptibility than $-20$ nA T$^{-1}$ are paramagnetic molecules with positive magnetizabilities.
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