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Abstract
Lung cancer, similar to other cancer types, results from genetic changes. However, it is considered as more threatening due to the spread of the smoking habit, a major risk factor of the disease. Scientists have been collecting and analyzing the biological data for a long time, in attempts to find methods to predict cancer before it occurs. Analysis of these data requires the use of artificial intelligence algorithms and neural network approaches. In this paper, one of the deep neural networks was used, that is the enhancer Deep Belief Network (DBN), which is constructed from two Restricted Boltzmann Machines (RBM). The visible nodes for the first RBM are 13 nodes and 8 nodes in each hidden layer for the two RBMs. The enhancer DBN was trained by Back Propagation Neural Network (BPNN), where the data sets were divided into 6 folds, each is split into three partitions representing the training, validation, and testing. It is worthy to note that the proposed enhancer DBN predicted lung cancer in an acceptable manner, with an average F-measure value of 0.96 and an average Matthews Correlation Coefficient (MCC) value of 0.47 for 6 folds.
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1. Introduction

Deep learning is a type of computational neural network based on an enormous representation of given data from multiple layers. Deep learning is consisted of many architectures, each with its own structure [1]. One of the most notable developments in the recent decades is the wide use of deep learning in the bioinformatic field to transform colossal valuable data into invaluable knowledge [2]. One of the types of deep learning is the Deep Belief Network (DBN) which depends on the Restricted Boltzmann Machine (RBM). RBM consists of “visible” or input layers and “hidden” or output layers. The visible unit consists of visible units and multi hidden units and there is a bias in each unit [3].

Today, machine learning techniques such as neural networks, support vector machines, decision trees, and deep learning are used to improve predicting and classifying cancer types, such as breast, prostate, lung and other cancers [4]. Lung cancer is the most killing cancer in the world. It accounts for about 1 in 4 cancer deaths each year and it is more increasing among smokers than others. Nevertheless, smoking tobacco, especially in older people, causes the disabling of the TP53 tumor suppressor gene programming when there is a mutant or deleted codon. The prediction of these mutations that occur in the TP53 gene facilitates the classification, diagnosis, and development of treatment for cancer [5].

2. Related Works

Many researchers used AI algorithms for diagnosing cancer through many approaches, including image analysis or gene expression data. A previous study [6] used the data of gene expression to detect one cancer from other types of cancer. The authors proposed splitting the features regarding learning into two phases; the first phase is Principal Component Analysis (PCA-based, which is used to reduce the feature dimensionality. The second phase develops sparse encoding of data, followed by the use of unsupervised feature regarding learning with a labeled data for specific cancer type to learn a classifier.

Another investigation [7] compared three approaches (Stacked DenoisingAutoencoder, SDA; Convolutional Neural Network, CNN; and Deep Belief Networks, DBN) on the same data set, where the DBN showed the best accuracy. The data set used was collected from seven academic centers and eight medical imaging companies in the Lung Image Database Consortium (LIDC) database.

Authors of another publication [8] trained 3D Computed Tomography (3D-CT) scan images at U-net for nodule candidate detection after performing a preprocessing step on the scan images using segmentation, normalization, down sampling, and zero-centering. They finally classified the scanned images into positive or negative by the 3D CNN. The Kaggle Data Science Bowl 2017 (KDSB17) data set was used in that paper for learning.

Another published investigation [9] proposed three stages of work; the first stage was the preprocessing of the raw Computed Tomography (CT) scan image. The second stage was the pretraining of the nodule classifier for external data sets. Finally, nodules’ features were fed into the lung cancer classifier and the output determined if patients have lung cancer or not.

Another article [10] used a high-level medical image representation for learning into new deep learning architectures. TheKDSB17 wasthe data set used in order to be classified by the deep convolutional neural network.

3. Lung Cancer and TP53 Gene

In 1979, TP53 gene was described as an oncogene, but after 10 years, it was proved as a tumor suppressor gene [11]. Significantly, most human cancer types are related to mutations in TP53, as these mutations lead to the loss of TP53 role and the control of oncogenes and cancer cell activity [12]. The occurrence of mutations in the TP53 is strongly affected by tobacco smoking. Remarkably, exposure to tobacco whether by smoking or inhalation exposes the lungs to cancer. In all cases, this occurs as a result of mutations that cause the weakness or loss of certain genes for their function, especially theTP53 tumor suppressor gene [13]. In general, lung cancer is classified into two main types: Non-Small Cell Lung Cancer (NSCLC) which consists of several types and occurs in 50% of TP53 mutations, and Small Cell Lung Cancer (SCLC) which occurs in 70% of TP53 mutations [14]. Figure-1 contains information about the leading site of new cancer cases and deaths, depending on the date of the American cancer society 2018.
Figure 1- Leading site of new cancer cases and death- 2018 estimates [15].

4. Deep Belief Network (DBN) and Restricted Boltzmann Machine (RBM)

The DBN is an unsupervised machine learning algorithm that has been introduced by Professor Geoffrey Hinton. It consists of two types of neural networks: Deep Belief Network and Restricted Boltzmann Machine (RBM) [16]. RBM is a structure of multi deep neural networks; it is consisted of undirected connection between stochastic units in its network, which have pairs of visible and hidden units [17]. The visible unit represents the first layer, which is corresponding with samples that has been trained, while the hidden layer is corresponding with the feature of the input. All visible and hidden neurons are connected to the bias unit. In RBM, all neurons are connected to all neurons in other layers. On the contrary, there are no inner connections inside the same layer, and this restriction gives the RBM its name [18]. RBMs is used in the learning of DBN when the feature activation is produced in one RBM, which acts as a data for the training of the next RBM. DBN provides an efficient learning technique [19].

5. Data Set

Dr. Curt Harris and his cooperators established a database of TP53 mutations to simplify the analysis and utilize these mutations in scientific research [20]. This database was established in 1991 and since then the International Agency for Research on Cancer database has been continuously maintained [21]. The latest version of this database is R19, August 2018, which contains somatic and germ line mutations related to all types of cancer, in addition to other information about mutations. IARC database [22] is available free to all researchers on: (http://p53.iarc.fr/) website.

6. Material and Methods

The International Agency for Research on Cancer TP53 (IARC TP53) database of somatic mutation is used in this paper for learning the DBN. It consists of 3174 samples of mutant and normal cases. Out of 69 IARC TP53 selected features, 13 features were used to learn neural network. All selected features were converted to numerical forms to facilitate the learning for neural work. Features with high values were normalized with the min/max normalized equation to harmonize among all features.

The DBN is constructed by training a number of RBMs and additional output layers. Then, the enhancer DBN is optimized by training the DBN by Back Propagation Neural Network (BPNN). The Enhancer DBN classifier is constructed of two steps:

First: the unsupervised way in the two RBMs.
Second: the supervised way, when the DBN is trained with the output layer by BPNN.

The proposed DBN consists of 2 RBMs, each having its visible layer (v) and hidden layer (h). The nodes in the visible layer for the first RBM are 13, whereas the hidden layers for the two RBMs are 8.
nodes. The weights \((w)\) represent the interaction between the visible nodes and hidden nodes. The energy function can be expressed as:

\[
E(v, h; \theta) = -\sum_{ij}W_{ij}v_i h_j - \sum bi v_i - \sum aj h_j
\]
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Where \(\theta = \{W, a, b\}\) represents the model parameter, \(a_i\) is the bias of a visible node \(i\), and \(b_j\) is the bias of a hidden node \(j\). The probability distribution of the model is expressed as:

\[
P_\theta (v, h) = \frac{1}{Z(\theta)} \exp(-E(v, h; \theta))
\]
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\[
Z(\theta) = \sum_{h,v} \exp(-E(v, h; \theta))
\]
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Where \(Z(\theta)\) is the normalization constant.

6.1 Training the Enhancer DBN

The DBN is built with weights and bias as learned in two RBMs. The training data are loaded into the 1st RBM as a visible layer, and the data trained in its hidden layer are inserted into the 2nd RBM as a visible layer. Finally, the data trained in the 2nd RBM are in a hidden layer before going to the output layer.

The RBM is trained when

1. The visible layer is set according to the training data.
2. Calculating the binary state of the hidden nodes by using the sigmoid activation function with bias \(a\) according to equation 4:

\[
P(h_j=1 \mid v) = \text{sigmoid}(\sum_l W_{lj} v_l + a_j)
\]
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3. The state of visible nodes are calculated also by sigmoid activation function with bias \(b\) according to equation 5:

\[
P(v_i=1 \mid h) = \text{sigmoid}(\sum_j W_{ij} h_j + b_i)
\]
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4. The weights, bias \(a\) and bias \(b\) are updated by using the gradient descent algorithm, also the gradients of weight are evaluated by contrastive divergence (CD) learning algorithm.

After constructing the enhancer DBN with two RBMs, the enhancer DBN can classify the training dataset using PBNN. The 6 fold cross validation was performed positively, where each fold is divided into three partitions (Training, validation, and testing data) as in previous work [23].

The 3174 samples are used to train the enhancer DBN that is partitioned into 6 folds. The 529 samples for each fold are divided into 60%, 20%, and 20% for training, validation, and testing, respectively. Figure 2 explains the structure of the proposed DBN, while figure 3 demonstrates the block diagram of the proposed DBN classifier.

6.2 Validating and Testing the Enhancer DBN

The performance measures that are used to evaluate the work are the F-measure, MCC and accuracy, where the equation of the F-measure is:

\[
F = \frac{2 \times \text{Pre} \times \text{SN}}{\text{Pre} + \text{SN}}
\]
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Pre (precision) is the number of true positive over the number of true positive plus the number of false positive

\[
\text{Pre} = \frac{\text{TP}}{\text{TP} + \text{FP}}
\]

7

SN (Sensitivity) is the number of true positive over the number of true positive plus the number of false negative

\[
\text{SN} = \frac{\text{TP}}{\text{TP} + \text{FN}}
\]

8

While the equation of MCC depends on all basic terms in the confusion matrix:

\[
\text{MCC} = \frac{\text{TP} \times \text{TN} - \text{FP} \times \text{FN}}{\sqrt{(\text{TP} + \text{FP})(\text{TP} + \text{FN})(\text{TN} + \text{FP})(\text{TN} + \text{FN})}}
\]

9

Also, the equation of accuracy extent derives the quantity of accurately recognized cases in the aggregate number of test cases:

\[
\text{Accuracy} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{TN} + \text{FP} + \text{FN}}
\]
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7. Results and Discussion

The F – measure or F 1 score has been used in this paper to evaluate the results of the enhancer DBN. Moreover, MCC was measured due to the symmetric significance of both cancer and non – cancerous cases. Also, it is used when a dataset is unbalanced. Table-1 contains the values of F-measure and MCC for each fold.

Table 1-The performance measures for 6 folds of the proposed method.

| Performance measure | Fold 1 | Fold 2 | Fold 3 | Fold 4 | Fold 5 | Fold 6 |
|---------------------|--------|--------|--------|--------|--------|--------|
| F- measure          | 0.97   | 0.97   | 0.98   | 0.97   | 0.98   | 0.97   |
| MCC                 | 0.39   | 0.46   | 0.54   | 0.51   | 0.42   | 0.53   |
The accuracy and error values for the enhancer DBN were 0.96 and 0.03, respectively. The average of the F – measure equals 0.97 while the average of the accuracy equals 0.96 for 6 folds. This proves that the proposed system has the ability to classify both cases (cancer and non – cancerous) because the accuracy measured the correct cases that the classifier can identify, but the F – measure depends on the precision and recall, so that it measured all cases, whether correct or not correct. In comparison, with F – measure the average of MCC is 0.47, due to the few cases of normal cases comparing with the many cases of patients in the database.

When comparing the proposed DBN with a previously published work [10], we found that the effectiveness of the proposed DBN in this paper was higher (Table-2).

| Reference [10] | Preprocessing phase | Data set used | Network used | F- measure |
|----------------|---------------------|---------------|--------------|------------|
| Proposed DBN   | Yes                 | IARC TP53     | DBN with RBM | 0.96       |

8. Conclusion

Due to the great increase of biological data generated from high throughput studies, the neural network approach and deep learning were widely used to conclude valuable information from these data. This information is helpful in predicting the diseases in advance, as well as in classifying and analyzing the reasons for these diseases.

In this paper, an enhancer DBN classifier was proposed, that is related to the unsupervised phase using 2 RBMs and a supervised phase when the DBN is trained by BPNN. The RBM contains 13 nodes for the visible layer and 8 nodes for each hidden layer. The BPNN training had 6 folds with cross validation, where each fold was divided into training, validation, and testing samples representing 60%, 20%, and 20%, respectively.

The proposed enhancer DBN identified lung cancer with an accuracy that reached to 96% and an F-measure that reached to 97% as an average for 6 folds. However, the used data were unbalanced, containing 2672 cases of lung cancer and 502 normal cases. Dividing the data into 6 folds, then dividing each fold into 3 parts, facilitated the learning for BPNN and, therefore, the MCC reaches to a value of 0.47 as an average for 6 folds.

Future applications can use DBN to classify all types of cancer, depending on the mutations in the IARC database, and then infer the types of mutations that cause more than one cancer.
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