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**Abstract**

Currently, many database applications deal with large imprecise and uncertain datasets. Probabilistic data summarization has recently emerged and has already become an active research area in the database community. In this paper, we propose a data summarization method to summarize multidimensional probabilistic data using histograms. The proposed method iteratively constructs a histogram to represent the probabilistic data while maintaining a trade-off between minimizing the relative entropy among probability distributions and minimizing the space used by the histogram. The experimental results show that the proposed method achieves small errors for various compression ratios.
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1. Introduction

Uncertainty and impreciseness is a very common phenomenon in many real-world data, and probabilistic database has recently drawn much attention with its offer of representing such uncertainty. Probabilistic databases have already been found useful in many applications \cite{4-5, 8-15, 17, 23} including in large data integration, in information extraction from noisy data in the web, in RFID and other sensor data management, in data cleaning for data warehouses and data mining tasks, in social networks, in data management, in scientific data management, in risk prediction etc. However, despite their benefits, probabilistic databases also bring forward some associated challenges such as higher scalability to represent all possible worlds for probability distribution, and difficulty in representing the semantics for underlying uncertainties in a relation.

Although there exists a number of data summarization techniques for standard (deterministic) databases, histograms are the most popular among them. In this paper, we propose a histogram method to
summarize multidimensional data represented as a tuple-independent probabilistic model. The proposed method, using a dynamic programming approach, iteratively splits histogram buckets until the given space limit is reached. The optimal splitting decision is based on a trade-off between minimizing the relative entropy among probability distributions, and minimizing the space occupied by buckets. Finally, the probabilities for each leaf buckets are estimated either using the Haar wavelet technique, or just as the mean of probability distributions in the bucket.

We conducted experiments for multi-dimensional real-world datasets, and measured the error rates using some benchmark error functions. We found that the proposed method yields small errors which converge for various compression ratios.

2. Background and Related Work

2.1. Probabilistic Database Models

There exist a few prototypes for probabilistic databases [1-3, 18-19, 21]. Suciu et al. [20] classified probabilistic database models into three broad categories based on their level of uncertainties: tuple-independent databases (where each tuple has an associated probability assigned, and is independent to any other tuples in the database), block-independent-disjoint (BID) databases (where tuples in a block are disjoint and individual blocks are independent of each other), and U-databases (where each possible combination of attribute values from the possible world is represented with an associated probability). Formally, a tuple-independent probabilistic database can be defined as a relation, \( R(\bigcup_{t_i \in R} t_i) \), where each tuple \( t_i \) is assigned to a probability, \( Pr(t_i) \), and can be represented using the \( m \) dimensions present at the relation, \( R \), as \( t_i = (d_{i1}, d_{i2}, \ldots, d_{im}) \).

2.2. Problem Statement

Our aim of this work is to construct a histogram for a given tuple-independent database schema, and a space constraint, while minimizing errors among the probability estimates of buckets and the actual probabilities of tuples in it. Formally, we can define the problem as follows:

Given a multi-dimensional probabilistic database relation, \( R(\bigcup_{t_i \in R} t_i) \) and a compression ratio, \( C_R \), we have to construct a histogram, \( H(\bigcup_{b_j \in R} b_j, Pr(b_j)) \) such that:

- \( \sum_{j=1}^{m} \text{Size}(b_j) \leq \text{Size}(R) \times C_R \) and,
- \( \sum_{j=1}^{m} \sum_{k=1}^{\text{Size}(b_j)} \text{Err} \_ \_ \text{func}(Pr(b_j)_k, Pr(t_{j,k})) \) is minimized.

Here, \( t_i \) is a tuple in relation \( R \) in the form \( d_{i1}, d_{i2}, \ldots, d_{in} \), where each \( d_{il} \) represents the value of \( l \)th dimension (i.e., attribute), and \( n \) is the total number of dimensions in the multi-dimensional probabilistic relation, \( R \). Each \( b_j \) represents the \( j \)th bucket, and \( m \) is the total number of buckets in the histogram. \( Pr(b_j) \) is the estimated probability value for all tuples \( t_{j,k} \) in the bucket \( b_j \), whereas \( Pr(t_{j,k}) \) is their actual probability. \( Err \_ \_ \text{func}(Pr(b_j)_k, Pr(t_{j,k})) \) is some form of error function, which calculates the differences between these two probability values.

2.3. Related Work

Although data summarization techniques have well been studied for standard (deterministic) databases, researchers have started dealing with this research problem for probabilistic databases only a couple years
back. The existing solutions are generally based on the particular probabilistic database models they are using based on the same techniques (e.g., histograms, wavelets etc.) people used for standard (deterministic) databases.

Cormode et al. [6] were one among the pioneers in addressing this research problem in the context of probabilistic database, and proposed a histogram-based approach where each bucket was represented using a probability density function (PDF). A dynamic programming approach was used to minimize some error metrics (e.g., sum-squared error, max error etc.) among these PDF estimates and the actual probability values. Cormode et al. [7] extended their work to better address the approximate queries while utilizing both histogram and Haar wavelet-based approaches. Optimal histogram buckets and wavelet coefficients, in their proposed method, were calculated using error metrics. Larusso et al. [16] also employed a PDF-based approach for the BID representation model of probabilistic database. They constructed such PDFs using Chebyshev and Minimax polynomial functions for a given range of error bounds. All these previously proposed techniques focused on one dimensional data.

3. The Proposed Data Summarization Method for Multi-Dimensional Probabilistic Data

We propose a histogram-based data summarization approach for multidimensional probabilistic database. We extended a popular histogram method [22] for tuple-independent probabilistic database model, while also making use of the Haar Wavelet technique for better probability approximation in each bucket. We are describing the components of the proposed method in next sub-sections.

3.1. Constructing the Histogram

We constructed a histogram for multidimensional tuple-independent probabilistic data using the following steps.

1. Initially consider the input data as a single bucket, and calculate the relative entropy for that bucket.
2. If the allocated space limit is reached or relative entropies for all buckets are zero, then, estimate probabilities for leaf buckets (as discussed in section 3.3). Go to step 3 otherwise.
3. Find the bucket with the maximum relative entropy. Find out the best splitting decision for that bucket using step 4.
4a) For each unique dimension value, consider splitting the bucket along that dimension value, and calculate relative entropies.
4b) For each cell containing a non-zero probability value, calculate relative entropy considering that cell as an outlier.
4c) Find out the optimal splitting decision using 4a) and 4b), for what we get the best trade-off between minimizing relative entropy, and minimizing the space occupied.
5. Split the buckets based on the decision found in 4c). Go to step 2.

As discussed in the above steps, at the initial step, the algorithm considers the whole probabilistic relation as a single bucket, and starts with the relative entropy calculated for that single bucket. After that, it iteratively finds the optimal splitting decision until either the space limit is reached or when all relative entropies are zero. At every such attempt, it tries to split the bucket with the maximum value of relative entropy. The splitting decision can be either for splitting the bucket into two new buckets, or to result into a singleton (i.e., individual tuples). Once the stopping criteria for iterations are met, the algorithm determines the estimated probability for each leaf bucket using an algorithm discussed in section 3.2.
3.2. Estimating Probabilities in Leaf Buckets

Once the histogram is constructed, we need to estimate the probability value for each leaf buckets. The proposed algorithm for estimating probabilities in leaf buckets is shown in Fig. 1.

| Algorithm: Estimate_Probability (R) |
|-----------------------------|
| Begin                       |
|   Prob_Est := 0.0;          |
|   Standard_Dev :=          |
|   Calculate the standard  |
|   deviation for the        |
|   probabilities in R;      |
|   If (Standard_Dev/Mean) <= \( \epsilon \) Then |
|     Prob_Est := Calculate  |
|     the estimated probability using Haar Wavelet; |
|   Else |
|     Prob_Est := Calculate  |
|     the mean for the        |
|     probabilities in R;    |
|   End If                   |
|   Return Prob_Est;         |
| End                         |

Fig. 1. The proposed algorithm for estimating probability in leaf buckets.

For a given portion of relation corresponding to a leaf bucket, the algorithm determines both mean and standard deviation of the probability values in that bucket. Haar wavelet technique generally provides better approximation for probability distribution with small standard deviations. Thus, in the proposed algorithm, we compared the ratio of the standard deviation and the mean against a threshold, \( \epsilon \) to decide whether Haar wavelet should be used to estimate the probability for the bucket.

4. Experimental Results

We conducted some experiments on real-world datasets and measured the error rates using some benchmark error functions for varying sizes of compression ratios. We could not find any existing method addressing the data summarization problem for multidimensional tuple-independent probabilistic data, and hence, we could not compare our results with others.

4.1. Datasets

We used two variations of the benchmark Census-Income (KDD) Data Set from the UCI repository (http://archive.ics.uci.edu/ml/datasets/Census-Income+%28KDD%29): Census-2D (containing attributes Age, and Family members under 18), and Census-3D (containing attributes Age, Family members under 18, and Occupation). In all experimental settings, we considered the cells as the input probabilistic relation, while calculating the probabilities as a ratio of their frequencies to the overall total frequency in all cells. This provides a practical probability distribution for the real-world to be abstracted.

4.2. Results

We employed a number of error measures to calculate the error rates of the estimated probabilities in histogram buckets, including the Sum-Squared-Relative-Error, Sum-Squared-Error, and Sum-Absolute-Error for tuple-independent probabilistic model.

We need to set some threshold values to conduct the experiments. For example, SSRE calculation depends on providing a suitable value for the smoothing variable, \( c \) [7]. We conducted all of our experiments considering the mean value of all probability distributions for \( c \), mainly because some
probability values in our cases are much smaller. We also considered the value of threshold, \( \varepsilon \) as 0.1 to determine when to use Haar Wavelet to estimate the probability values in a leaf bucket. The experimental results are shown in Fig. 2. All error measures reported in Fig. 2 are ratios of errors found for particular compression ratios by such errors found considering only single bucket for the whole probabilistic dataset.

As shown in Fig. 2, we found a similar behavior in both datasets for different error measures in the sense that they converge very quickly for a considerably small compression ratio. If we compare SAE and other error measures in the two datasets, we found that SSE values are greater, since they reflect the absolute differences between probabilities instead of squared differences. We found similar behaviors for SSE, and SSRE error measures for both datasets, in the sense that they both converged to a smaller error rate.
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Fig.2.Experimental Results (a) SSRE for the Census-2D dataset; (b) SAE for the Census-2D dataset; (c) SSE for the Census-2D dataset; (d) SSRE for the Census-3D dataset; (e) SAE for the Census-3D dataset; (f) SSE for the Census-3D dataset.

5. Conclusion

We have proposed a histogram method for summarizing multidimensional tuple-independent probabilistic data. While relative entropy is proved very powerful in many information theoretic and machine learning approaches, we found that this measure also provides very good results in histogram construction for probabilistic data. This is further supported by the experimental results where we
employed some other error measures, which converged to a small error rate for a considerably very small compression ratio. With the exponentially increasing amount of big uncertain data, we believe that such a data summarization method for probabilistic data is essential for query optimization, quick approximation in data mining and data warehousing applications.
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