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Abstract—This paper deals with the design of resilient Cooperative Adaptive Cruise Control (CACC) for homogeneous vehicle platoons in which communication is vulnerable to Denial-of-Service (DOS) attacks. We consider DOS attacks as consecutive packet dropouts. We present a controller tuning procedure based on linear matrix inequalities (LMI) that maximizes the resiliency to DOS attacks, while guaranteeing performance and string stability. The design procedure returns controller gains and gives a lower bound on the maximum allowable number of successive packet dropouts. A numerical example is employed to illustrate the effectiveness of the proposed approach.
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I. INTRODUCTION

A. Background

While the demand for mobility is growing over the years, Intelligent Transportation Systems (ITS) is a promising advanced solution capable of improving the efficiency and safety of the whole mobility infrastructure via Connected and Autonomous Vehicles (CAVs) [1].

Probably the most famous application involving connectivity between vehicles is the Cooperative Adaptive Cruise Control (CACC). Common metrics for CACC are individual vehicle stability and string stability. The former refers to the reduced distance between vehicles and leads to higher traffic throughput and higher fuel economy [2]. The latter refers to the attenuation of disturbances and shock waves throughout the string of cars and enables to improve traffic flow by avoiding the so-called phantom traffic jam [2], [3]. By employing inter-vehicle communication (IVC) and on-board sensors, e.g., radar and lidar, CACC improves features of the Adaptive Cruise Control (ACC) by reducing the distance between vehicles and by providing enhanced string stability properties. Indeed, CACC can guarantee string stability with inter-vehicle time gaps smaller than one second, whereas ACC cannot [3], [4]. Notice that a small inter-vehicle time gap leads to higher traffic throughput and higher fuel economy [2].

Besides the benefits introduced by IVC, this wireless network exposes vehicle control systems to network induced imperfections, i.e., packet dropping, network delays [5], and network vulnerabilities, as e.g., cyber attacks [6]. Such an unreliable and compromised network can affect vehicle platoons by leading to loss of performance and safety-related issues, e.g., collisions, which could lead to loss of human lives [6]–[8].

This paper deals with the design of CACC resilient to DOS attacks. DOS-resilient design approaches seek to maximize the number of consecutive packet dropouts that can be tolerated to maintain stability and performance of the vehicle platooning. Indeed, differently from natural packet dropouts that generally generate random pattern of packet dropouts [9], [10], DOS attacks maliciously generate a prolonged period without communication with the purpose of disrupting the control system [11]–[13]. As such, the use of probabilistic approaches is ineffective in this scenario.

B. Related Work

Several results can be found in the literature on the modeling and design of vehicle platoons with CACC controllers, as it emerges from [4], [7], [14]–[16] and references therein. Ploeg et al. [15] introduce one of the most relevant designs for CACC. However, such a design is based on continuous-time control techniques that do not consider the discrete packet-based nature of the IVC. To this end, the research community analyzed and enhanced the CACC in [15] by considering an unreliable packet-based network. In [17], hybrid modeling is used to analyze stability of vehicle platoons controlled by CACC, where IVC is employed by adopting scheduling protocols. In [18] a sampled-data design approach is proposed, whereas [19], [20] discuss event-triggered control strategies. To cope with communication losses, [21], [22] propose CACC algorithms that replace data exchanged between vehicles by employing estimation techniques based only on onboard sensors. To address the same issue, Harfouch et al. [23], instead, propose a switching strategy between CACC and ACC. Notice that these approaches consist of some form of fallback to control strategies that avoid exchanging information between vehicles. Therefore, they require inter-vehicle time gaps larger than those achievable with traditional CACC to guarantee string stability. This affects fuel consumption and traffic throughput.

While the design of stable vehicle platoons with cars connected via an unreliable network has been widely investigated, the design of control systems for connected vehicles in the presence of cyber attacks is still an active research area despite being significantly critical. Indeed, compromised networks lead to severe consequences with the involvement of human lives and safety; see, i.e., Dadras et al. [6]. DOS jamming
attack in connected vehicles is investigated in [24], where string stability is analyzed under packet dropping generated by jamming actions. Biron et al. [25] propose and approach to detect and estimate the entity of DOS attacks in a vehicle platoon by modeling it as an unknown constant delay and propose a control architecture able to mitigate the effect of the attack. Dolk et al. [12] employ the CACC as a case study for evaluating a design procedure for DOS-resilient event-triggered mechanisms.

C. Contributions

The research community has been improving CACC in [15] by introducing event-driven communication or fallback strategies to obtain safer platoons in case of an unreliable network. However, to the best of the authors knowledge, none of the existing works propose a tuning approach for the CACC in [15] to increase the resilience to consecutive communication losses. Such a tuning could increase the resilience of the CACC to DOS attacks and unreliable networks. Indeed, it could be used with event-driven or fallback strategies to enhance the resilience of vehicle platoons even further. In particular, it would allow having a longer attack tolerant time interval that leads to postponing or improving fallback to safer strategies. Furthermore, it emerges from the literature review that few control strategies deal with vehicle performance in regulating the distance gap between cars while improving resiliency.

In this paper, we focus on addressing these research gaps by proposing a design approach for CACC that aims at maximizing the resiliency to DOS attacks while guaranteeing required performance and string stability. In particular, the main contributions of this paper are listed as follows:

- We propose a decentralized hybrid controller that modifies the continuous-time proportional-derivative (PD) regulator in [15] by adding a Zero Order Hold (ZOH) device that allows taking into account the packet-based nature of the IVIC.
- We devise a numerically efficient offline tuning algorithm based on linear matrix inequalities (LMI). Such an algorithm allows finding optimal gains for the controller capable of maximizing the resiliency to DOS while guaranteeing performance requirements and string stability of the vehicle platooning.
- Given the controller gains, the proposed algorithm estimates the value of the maximum allowable number of successive packet dropouts (MANSO) that identifies the worst DOS attack that the control system can overcome without compromising string stability.

This paper extends our prior works in [26], [27]. Here we extensively present the problem and the methodology by providing details, proofs, and simulations that are not present in [26], [27] due to space limitation.

The remainder of this paper is organized as follows. Section II introduces the model of vehicle platoons. Section III formulates the control problem. Next, Section IV presents the stability analysis and the proposed design algorithm. Simulation results are shown in Section V, and Section VI concludes the paper.

D. Notation

The set \( \mathbb{N} \) is the set of the strictly positive integers, \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \), \( \mathbb{R} \) is the set of real numbers, \( \mathbb{R}_{>0}, \mathbb{R}_{>0}, \mathbb{R}_{<0} \) are, respectively, the sets of nonnegative, positive, and negative real numbers, \( \mathbb{C} \) is the set of complex numbers. Given \( z \in \mathbb{C} \), \( \Re(z) \) and \( \Im(z) \) denote, respectively, the real and the imaginary part of \( z \). For any given real polynomial \( \rho \), \( \Lambda_{\text{max}}(\rho) = \max_{s, \rho(s) = 0} \Re(s) \) and \( \Lambda(\rho) = \{ \omega \in \mathbb{R} : \exists \alpha \in \mathbb{R} \text{ s.t. } \rho(\alpha + j\omega) = 0 \} \) (the set of the imaginary parts of the roots of \( \rho \)). With a slight abuse of notation, given a real polynomial \( \rho(s) = s^2 + as + b \), with \( a, b \in \mathbb{R}_{>0} \), we denote the damping ratio of the roots of \( \rho \) as \( \zeta(\rho) = \frac{a}{\sqrt{a^2 + 4b}} \).

The symbol \( \mathbb{R}^n \) represents the Euclidean space of dimension \( n \), \( \mathbb{R}^{n \times m} \) is the set of \( n \times m \) real matrices. Given \( A \in \mathbb{R}^{n \times m} \), \( A^\top \) denotes the transpose of \( A \), and when \( n = m, A^{-\top} = (A^\top)^{-1} \) (when \( A \) is nonsingular), \( \text{He}(A) = A + A^\top, \Lambda(A) \) denotes the spectrum of \( A \), \( \Lambda_{\text{max}}(A) := \max \Re(\Lambda(A)) \), and \( \Lambda_{\text{min}}(A) := \min \Re(\Lambda(A)) \).

For a symmetric matrix \( A \), \( A > 0 \), \( A \geq 0 \), \( A < 0 \), and \( A \leq 0 \) means that \( A \) is, respectively, positive definite, positive semidefinite, negative definite, and negative semidefinite. The symbol \( S^n_+ \) represents the set of \( n \times n \) symmetric positive definite matrices, \( \Lambda_{\text{min}}(A) \) and \( \Lambda_{\text{max}}(A) \) denote respectively the smallest and the largest eigenvalue of the symmetric matrix \( A \). In partitioned symmetric matrices, the symbol \( \bullet \) represent a symmetric block. For a vector \( x \in \mathbb{R}^n \), \( |x| \) denotes the Euclidean norm. Given two vectors \( x \) and \( y \), we denote \( (x, y) = [x^\top, y^\top]^\top \). Given a vector \( x \in \mathbb{R}^n \) and a closed set \( A \), the distance of \( x \) to \( A \) is defined as \( |x|_A = \inf_{y \in A} |x - y| \). For any function \( z : \mathbb{R} \to \mathbb{R}^n \), we denote \( z(t^+) := \lim_{\tau \to t^+} z(\tau) \), when it exists. A function \( \alpha : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) is said to be of class \( K \) if it is continuous, strictly increasing, and \( \alpha(0) = 0 \).

II. Modeling

A. Platooning Dynamics

We consider a homogeneous vehicle platooning formed by \( m \) identical cars. The vehicle that leads the platoon is denoted by \( V_0 \), whereas \( V_i, i \in P_m := \{1, 2, \ldots, m\} \), identifies the following vehicles. As a target of the vehicle platooning, \( V_i \) must maintain the reference distance \( d_i \) from its preceding vehicle \( V_{i-1} \) by employing a constant time gap policy reference. In particular, \( d_i = r_i + h v_i, i \in P_m \), where \( r_i \) and \( v_i \) are, respectively, the standstill reference distance and the speed of \( V_i \), and \( h \in \mathbb{R}_{>0} \) is the constant time gap between vehicles. The spacing error \( e_i \) is given by

\[
e_i := (q_{i-1} - q_i - L) - (r_i + h v_i) = d_i - d_{i-1} \tag{1}
\]

where \( q_i, L \), and \( d_i := q_{i-1} - q_i - L \) denote, respectively, the position, the length of vehicles in the platoon, and the distance between vehicles \( V_i \) and \( V_{i-1} \).

Each vehicle in the platooning can be modeled as a continuous-time linear time-invariant dynamical system; see [28] for further details. In particular, we consider:

\[
V_0: \begin{pmatrix} \dot{q}_0 \\ \dot{a}_0 \end{pmatrix} = \begin{pmatrix} -a_0 \\ a_0 \end{pmatrix} + \begin{pmatrix} -u_0 \\ u_0 \end{pmatrix} \tag{2}
\]
\( \mathcal{V}_i : \begin{array}{c}
\dot{v}_i \\
\dot{a}_i \\
\dot{\chi}_i
\end{array} = \begin{array}{c}
v_{i-1} - v_i - h a_i \\
- \tau_d a_i + \frac{1}{\tau_d} u_i
\end{array} , \quad i \in P_m \quad (3) \)

where \( v_i (v_0), a_i (a_0), \) and \( u_i (u_0) \) are, respectively, the speed, the acceleration, and the control input of \( \mathcal{V}_i \) \( (V_0) \), and \( \tau_d \) represents the time constant of the powertrain dynamics of the vehicles in the platooning. Since we consider a homogeneous vehicle platooning, \( h \) and \( \tau_d \) are identically for each vehicle.

In this paper, we modify the decentralized CACC controller in [15] by considering the impulsive behavior of the network induced by intermittent communication. Such a controller is given by the following dynamics

\[ \dot{u}_i = K_h(u_i, \chi_i), \quad \chi_i = K_P D(e_i) + u_{i-1} \quad (4) \]

where \( u_{i-1} \) is the control signal of \( \mathcal{V}_{i-1} \), \( K_h(u_i, \chi_i) := -\frac{1}{\tau_d} u_i + \frac{1}{\tau_d} \chi_i \), and \( K_P D(e_i) := k_p e_i + k_d \dot{e}_i \), and \( k_p \) and \( k_d \) are the controller gains. Observe that each vehicle is controlled by a dynamic controller as in (4), where gains \( k_p \) and \( k_d \) are independent from the vehicle’s index. Controller (4) is designed to rely on on-board sensors (e.g., radars, lidars and accelerometers) for measurements of \( e_i \) and \( \dot{e}_i \), and IVC for the signal \( u_{i-1} \) of the preceding vehicle \( \mathcal{V}_{i-1} \). However, in [15], the remote signal \( u_{i-1} \) is treated as a continuous-time signal even though it is shared through a network. In this paper, we modify the structure of the controller (4) by proposing a hybrid controller able to deal with the discrete behavior of the packet-based network communication used to share the value of \( u_{i-1} \). We realistically assume that measurements from on-board sensors are available continuously over time. A similar assumption is used in [17].

B. Communication Network and DOS Attacks

We assume that the measurement \( u_{i-1} \) is sampled and sent periodically at instants \( t_{k_{i-1}}, k_{i-1} \in \mathbb{N}_0 \) with constant transmission interval \( T_s \in \mathbb{R}_>0 \), i.e., \( t_{k_{i-1}+1} - t_{k_{i-1}} = T_s, t_0 = 0 \). In addition, we consider that the presence of IVC exposes the vehicle platooning to DOS attacks. DOS attacks aim at making the network unavailable, e.g., by injecting excessive traffic [11], [13] or by adopting jamming strategies [29]. Hence, under DOS attacks, the IVC experiences packet dropouts and connected vehicles are unable to cooperate properly [30]. Indeed, during DOS attacks, vehicles in the platooning do not receive any signal from the preceding vehicles, hence, \( u_{i-1} \) is unavailable to the controllers.

C. Adversarial Model of DOS attacks

In this paper, we consider that the objective of the attacker is to perform a DOS attack by using a radio jamming strategy, which deliberately disrupts communications over a geographic area [30]. The jamming strategy is unknown to the controller, but it is assumed that it is energy and geography constrained. Indeed, the attacker can perform DOS attacks that generate packet dropouts only for a finite period in time due to the limited amount of resources and because the platoon could move to an attack-free area. Notice that detection and mitigation techniques could be implemented in the vehicle network to reduce the duration of the DOS attacks [30], [31]. As such, packet losses due to DOS attacks can be assumed to be persistent only for a limited period of time [11], and can be modeled by considering an upper bound to the maximum number of successive packet dropouts.

Inspired by [12], [32], we model a DOS attack as a limited time period where an attacker succeeds in blocking the signal \( u_{i-1} \) in such a way that it cannot reach the controller in vehicle \( \mathcal{V}_i \). Therefore, several DOS attacks can be seen as a sequence of intervals \( \{H_n\}_{n \in \mathbb{N}} \), each one of finite length, where the IVC network is interrupted. Specifically, we assume that the \( n \)-th DOS attack produces \( \epsilon_n \in \{0, 1, \ldots, \Delta\} \), \( \forall n \in \mathbb{N} \), consecutive packet dropouts, where \( \Delta \in \mathbb{N}_0 \) is the maximum allowable number of successive packet dropouts (MANSND), i.e., the maximum number of consecutive packet losses such that the vehicle platooning maintains its stability properties. Furthermore, we assume that at least one successful transmission is expected to occur in between intervals \( \{H_n\}_{n \in \mathbb{N}} \).

Notice that prolonged unavailability of network data can degrade or compromise string stability; see [7], [17], [33]. Therefore, tuning the CACC in such a way to maximize the resilience to DOS attacks is of paramount importance. In this paper, this is achieved by selecting the controller gains to maximize the value of MANSND. Moreover, notice that the estimation of MANSND is significant as the resiliency metric.

III. CONTROLLER OUTLINE AND PROBLEM FORMULATION

A. Proposed Networked Controller

In this paper, we propose a modified version of the controller in (4) that takes into account the discrete nature of the data available through the network. The control scheme is depicted in Fig. 1.

For each \( i \), the proposed hybrid controller handles discrete measurements of \( u_{i-1} \), which are available through network packets only at time \( t_{k_{i-1}}, k_{i-1} \in \mathbb{N}_0 \). Specifically, the controller in (4) is augmented with a memory state \( \hat{u}_{i-1} \in \mathbb{R} \), which stores the last received value of \( u_{i-1} \). When at time \( t_{k_{i-1}} \) a new measurement is available through the network, \( \hat{u}_{i-1} \) is instantaneously reset to \( u_{i-1}(t_{k_{i-1}}) \). In between received measurements, \( \hat{u}_{i-1} \) is kept constant in a ZOH fashion. More precisely, dynamics of \( \hat{u}_{i-1} \) can be modeled as a system with jumps in its state. In particular, its dynamics are as follows for all \( k_{i-1} \in \mathbb{N}_0 \):

\[
\begin{align*}
\dot{\hat{u}}_{i-1}(t) &= 0, & \forall t \neq t_{k_{i-1}} \\
\hat{u}_{i-1}(t^+) &= \hat{u}_{i-1}(t_{k_{i-1}}), & \forall t = t_{k_{i-1}} \notin \bigcup_{n \in \mathbb{N}} H_n
\end{align*}
\]
Notice that $\dot{u}_{i-1}$ is set to $u_{i-1}(t_{k_{i-1}})$ only in case of successful transmissions.

Differently from (4), the controller is fed with $\dot{u}_{i-1}$, and its continuous-time dynamics are given by:

$$\dot{u}_{i} = K_{h}(u_{i}, \omega_{i}), \quad \omega_{i} := K_{PD}(e_{i}) + \dot{u}_{i-1} \tag{6}$$

The interconnection between the ZOH device in (5) and the controller in (6) is denoted by $K$ and represents the proposed hybrid controller.

B. Hybrid Modeling

The stability of the vehicle platooning is studied by analyzing the dynamics of the closed-loop system obtained by the interconnection of (3), (5), and (6). To this end, let $e_{i,1} := e_{i}$, $e_{2,i} := \dot{e}_{i}$, and $e_{3,i} := \ddot{e}_{i}$, by straightforward calculations, one has that for all $k_{i-1} \in \mathbb{N}_{0}$

$$\begin{align*}
\dot{e}_{1,i} &= e_{2,i} \\
\dot{e}_{2,i} &= e_{3,i} \\
\dot{e}_{3,i} &= \frac{k_{p}}{\tau_{d}} e_{1,i} - \frac{k_{d}}{\tau_{d}} e_{3,i} + \frac{1}{\tau_{d}} \dot{u}_{i-1} - \frac{1}{\tau_{d}} \dot{u}_{i-1} \\
\dot{u}_{i-1} &= \frac{1}{h} u_{i-1} + \frac{1}{h} \omega_{i-1} \\
\dot{u}_{i-1} &= 0
\end{align*}$$

∀ $t \neq t_{k_{i-1}}$ or $t = t_{k_{i-1}} \in \bigcup_{n \in \mathbb{N}} H_{n}$

(7)

For the sake of notation, notice that the dependence on time in continuous-time dynamics is omitted. Due to the hybrid controller and network behaviors, such error dynamics are characterized by the interplay of differential equations and instantaneous jumps. Furthermore, given the aperiodicity and unpredictability of the successful transmissions, the stability of such an impulsive model is difficult to analyze via traditional tools. Therefore, we model system (7) into the hybrid systems framework in [34], which provides useful tools to address stability analysis for hybrid systems. To this end, we introduce the auxiliary variable $\sigma_{i-1} \in \mathbb{R}_{\geq 0}$, which models the hidden time-driven mechanism that triggers jumps in the controller when a new packet is received from the network. In particular, from (7), one obtains the following hybrid system for the error dynamics

$$\dot{\xi}_{i} = f_{\xi}(\xi_{i}, \omega_{i-1}) \quad \xi_{i} \in C_{\xi}, \omega_{i-1} \in \mathbb{R} \tag{8}$$

where $\xi_{i} := (e_{1,i}, e_{2,i}, e_{3,i}, u_{i-1}, \dot{u}_{i-1}, \sigma_{i-1}) \in \mathbb{R}^{6}$ defines the state of the hybrid system, and $\omega_{i-1}$ is the input.

By following the formalism introduced in [34], $\dot{\xi}_{i}$ stands for the velocity of the state and $\xi_{i}^{+}$ indicates the value of the state after an instantaneous change due to received network packets. The set where the continuous evolution (flow) of the state occurs is named flow set and it is defined as $C_{\xi} := \mathbb{R}^{5} \times [0, (\Delta + 1)T_{s}]$. According to the definition of the flow set, the state $\xi_{i}$ can evolve by following the flow dynamics whenever the variable $\sigma_{i-1} \in [0, (\Delta + 1)T_{s}]$. The flow dynamics follow the differential equation $\dot{\xi}_{i} = f_{\xi}(\xi_{i}, \omega_{i-1})$, where $f_{\xi}$ is named flow map and it is defined as $f_{\xi}(\xi_{i}, \omega_{i-1}) := (e_{2,i}, e_{3,i} - \frac{k_{d}}{\tau_{d}} e_{1,i} - \frac{k_{d}}{\tau_{d}} e_{3,i} + \frac{1}{\tau_{d}} \dot{u}_{i-1} - \frac{1}{\tau_{d}} \dot{u}_{i-1}, -\frac{1}{\tau_{d}} u_{i-1} + \frac{1}{\tau_{d}} \omega_{i-1}, 0, 1)$. The set wherein discrete evolution (jumps) are allowed to take place is named jump set and it is defined as $D_{\xi} := \mathbb{R}^{5} \times T_{s} \Theta_{\Delta}$, where $\Theta_{\Delta} := \{1, 2, \ldots, \Delta + 1\}$. According to the definition of such a jump set, the system (8) experiences jumps whenever $\sigma_{i-1}$ is equal to $T_{s}, 2T_{s}, 3T_{s}, \ldots, (\Delta + 1)T_{s}$. Instantaneous jumps follow the equation $\xi_{i}^{+} = g_{\xi}(\xi_{i}) := (e_{1,i}, e_{2,i}, e_{3,i}, u_{i-1}, \dot{u}_{i-1}, \sigma_{i-1})$, where $g_{\xi}$ is named jump map.

Remark 1. The model in (8) considers only successful transmissions. In particular, successful transmissions occur for $\sigma_{i-1} = T_{s}$ when no DOS occurs, whereas they occur for $\sigma_{i-1} \in iT_{s}$, with $i := \{2, \ldots, \Delta + 1\}$, for DOS attacks generating a number of consecutive packet drops within $1$ and $\Delta$. This characteristic is captured by the definition of $D_{\xi}$. Furthermore, by definition, $C_{\xi}$ and $D_{\xi}$ overlap each other, and, when $\xi$ belongs to $C_{\xi} \cap D_{\xi}$, the state of the system can either flow or jump because of a successful transmission. As such, solutions to (8) are not unique. In this sense, our model captures all possible network behaviors in a unified fashion.

At this stage, we introduce the change of coordinates $\eta_{i-1} := \ddot{u}_{i-1} - u_{i-1}$, which leads, by straightforward calculation, to the following hybrid system:

$$\dot{H}_{i} \left\{ \begin{array}{l}
\dot{x}_{i} = f(x_{i}, \omega_{i-1}) \\
\dot{e}_{i} = g(x_{i})
\end{array} \right. \quad x_{i} \in C_{\omega}, \omega_{i-1} \in \mathbb{R} \tag{9}$$

where $x_{i} := (\ddot{x}_{i}, \eta_{i-1}) \in \mathbb{R}^{6}$ is the state, and $\ddot{x}_{i} := (e_{1,i}, e_{2,i}, e_{3,i}, u_{i-1}) \in \mathbb{R}^{4}$. The flow map is given by

$$f(x_{i}, \omega_{i-1}) := (f_{\xi}(\ddot{x}_{i}, \eta_{i-1}, \omega_{i-1}), f_{\eta}(\ddot{x}_{i}, \eta_{i-1}, \omega_{i-1})) \tag{10}$$

where $f_{\xi}(\ddot{x}_{i}, \eta_{i-1}, \omega_{i-1}) := A_{xx} \ddot{x}_{i} + A_{x\eta} \eta_{i-1} + A_{x\omega} \omega_{i-1}$, $f_{\eta}(\ddot{x}_{i}, \eta_{i-1}, \omega_{i-1}) := A_{yx} \ddot{x}_{i} - \frac{1}{\tau_{d}} \eta_{i-1}$.

$$
A_{xx} = \begin{bmatrix}
A_{c} & 0 & 0 \\
0 & -\frac{1}{\tau_{d}} & 0 \\
0 & 0 & \frac{1}{\tau_{d}}
\end{bmatrix},
A_{x\eta} = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix},
A_{x\omega} = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}.
$$

(11)

and

$$A_{c} = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
-\frac{k_{p}}{\tau_{d}} & -\frac{k_{d}}{\tau_{d}} & -\frac{1}{\tau_{d}}
\end{bmatrix}
$$

(12)

The jump map is given by $g(x_{i}) := (\ddot{x}_{i}, 0, 0)$, whereas the flow set and the jump set are respectively given by $C := \mathbb{R}^{5} \times [0, (\Delta + 1)T_{s}]$, and $D := \mathbb{R}^{5} \times T_{s} \Theta_{\Delta}$.

Similarly to [20], we employ the signal $\omega_{i}$ as the performance output of the hybrid system $H_{i}$ to evaluate string stability. In particular, we assume:

$$\omega_{i} := C_{\omega} \ddot{x}_{i} + \eta_{i-1} \tag{13}$$

where $C_{\omega} = [k_{p} \quad k_{d} \quad 0 \quad 1]$. By $H_{i}^{\omega}$ we denote the hybrid system $H_{i}$ augmented with the performance output $\omega_{i}$. 


C. Problem Formulation

A platoon of vehicles controlled by CACC needs to accomplish two main goals [20]: 1) regulate the spacing error in (1), and 2) attenuate disturbance and shock waves along the vehicle platooning, due, e.g., to speed variations of the leader vehicle.

The first property is usually referred to as individual vehicle stability. When this is satisfied, if \( V_1 \) travels at some constant speed, the CACC ensures that \( \lim_{t \to \infty} e_i(t) = 0 \) for the rest of the vehicles in the platoon. Therefore, individual vehicle stability is strictly connected with the eigenvalues of \( A_c \), which depend on gains \( k_p \) and \( k_d \). Moreover, the error dynamics reflect the dynamic response of the vehicle platooning and can influence passengers comfort. To this end, performance requirements need to be taken into account along with the satisfaction of the individual vehicle stability. In this paper, we characterize performance requirements by introducing the set:

\[
P(\lambda_M, \zeta_m) := \{ A \in \mathbb{R}^{n \times n} | A_{\text{max}}(A) = \lambda_M, A_{\text{min}}(A) \geq \zeta_m \}
\]

where \( \lambda_M < 0 \) and \( \zeta_m \in (0, 1] \) are design parameters. The set \( P(\lambda_M, \zeta_m) \) defines constraints on the location of the eigenvalues of \( A_c \) in the complex plane. In particular, the eigenvalues of \( A_c \), associated with the slowest mode of the error dynamics have real part equal to \( \lambda_M \), whereas the other eigenvalues have real part smaller than \( \lambda_M \). In addition, if complex, the eigenvalues of \( A_c \) also have damping ratio greater than \( \zeta_m \). Graphically, the eigenvalues of \( A_c \) are placed within the gray area in Fig. 2 with the rightmost eigenvalues lying on the dashed segment. To meet the required performance, we design controller gains such that \( A_c \in P(\lambda_M, \zeta_m) \) given \( \lambda_M < 0 \) and \( \zeta_m \in (0, 1] \).

![Fig. 2: Representation of the set \( P(\lambda_M, \zeta_m) \) in the complex plane. To satisfy performance requirements, the proposed design procedure aims at placing the eigenvalues of \( A_c \) within the gray area represented in this figure.](https://doi.org/10.1109/TITS.2020.2975815)

The second property we want to guarantee is also referred to as string stability of the vehicle platooning. It is related to the notion of input-output stability. String stability is widely investigated and analyzed via \( L_\infty \) stability [3]. Similarly to [16], [17], [20], in this paper, we adopt the following notions to study string stability of vehicle platooning.

**Definition 1** (t-\( L_2 \) norm of a hybrid signal [35]). For a hybrid signal \( \phi \), the t-\( L_2 \) norm is given by \( \| \phi \|_{L_2} = \sqrt{\int_I |\phi(r, j(r))|^2 dr} \), where \( I := [0, \sup_i \text{dom} \phi] \cap \text{dom}_t \phi \). When \( \| \phi \|_{L_2} \) is finite, we say that \( \phi \in L_2 \).

**Definition 2** (\( L_{21} \)-stability). The hybrid system \( \mathcal{H}_c \) is said to be \( L_{21} \)-stable with respect to a closed set \( A \) from the input \( \omega_{i-1} \in L_{2k} \) to the output \( \omega_i \in L_{21} \) with an \( L_{21} \)-gain less than or equal to \( \theta \), if there exists \( \alpha > 0 \) such that any solution pair\(^1\) \((\phi_i, \omega_{i-1}) \) to \( \mathcal{H}_c \) satisfies

\[
\| \omega_i \|_{L_{21}} \leq \alpha \| \phi_i(0, 0) \|_{A} + \theta \| \omega_{i-1} \|_{L_{21}}
\]

**Definition 3** (String stability). The vehicle platooning given by (2), (3), (5), and (6) is said to be string stable if the hybrid systems \( \mathcal{H}_c \), \( i \in P_m \), are \( L_{21} \)-stable from the input \( \omega_{i-1} \in L_{2k} \) to the output \( \omega_i \in L_{21} \) with an \( L_{21} \)-gain less than or equal to one.

**Remark 2.** Because of vehicles homogeneity, the analysis of string stability of the whole vehicle platooning can be streamlined by focusing on the \( L_{21} \)-stability of \( \mathcal{H}_c \), for \( i \in P_m \). A similar approach can be found in [20].

A critical aspect of the string stability is that it is negatively influenced by the IVC. Indeed, string stability can be degraded or compromised when network imperfections lead to prolonged unavailability of updated measurements; see [7], [17], [33]. Therefore, it is important to design a CACC such that the vehicle platooning maintains string stability for the largest achievable value of MANSID (identified by \( \Delta \)). Furthermore, estimating \( \Delta \) provides an important metric for the evaluation of the resiliency of the overall platooning concerning the DOS attacks.

The problem we solve in this paper is formalized as follows:

**Problem 1.** Given the platooning parameters \( h, \tau_s \), and \( P \) as in (14), design gains \( k_p \) and \( k_d \) for the hybrid controller \( K \) such that the vehicle platooning given by (2), (3), (5), and (6) satisfies the following properties with the largest achievable value of \( \Delta \):

- **(P1)** Individual vehicle stability with performance \( P \), i.e., \( A_c \in P \).
- **(P2)** String stability, i.e., \( L_{21} \)-stability with an \( L_{21} \)-gain less than or equal to one, and 0-input exponential stability.

IV. Controller Design

In this section, we illustrate our approach to solve Problem 1. After describing how to meet the required performance for the individual vehicle stability, we provide sufficient conditions for \( L_{21} \)-stability of \( \mathcal{H}_c \), i.e., string stability of the vehicle platoon. Finally, we describe a procedure to design the controller gains to maximize the value of \( \Delta \), while satisfying the two stability properties.

A. Individual Vehicle Stability with Performance Requirements

To ensure individual vehicle stability with satisfactorily performance, we design \( k_p \) and \( k_d \) such that \( A_c \in P(\lambda_M, \zeta_m) \). In particular, we aim at identifying values of \( k_p \) and \( k_d \) such that for any matrix \( A_c \in P(\lambda_M, \zeta_m) \) one of the following conditions holds:

\(^1\)A pair \((\phi_i, \omega_{i-1})\) is a solution pair to \( \mathcal{H}_c \) if it satisfies its dynamics; see [36] for more details.
(C1) \(A_e\) has a unique real eigenvalue equal to \(\lambda_M\) and two complex conjugate eigenvalues with real part less than or equal to \(\lambda_M\) with damping ratio greater than \(\zeta_m\);

(C2) \(A_e\) has a single couple of complex conjugate eigenvalues with real part equal to \(\lambda_M\) and damping ratio greater than \(\zeta_m\), and the other real eigenvalue is less than \(\lambda_M\).

**Remark 3.** Notice that, due to \(A_e \in \mathbb{R}^{n \times n}\), \(A_e \in \mathbb{P}\) if and only if either C1 or C2 are satisfied. In particular, to satisfy \(A_e \in \mathbb{P}\) either C1 or C2 must hold. To this end, notice that conditions C1 and C2 can hold simultaneously for some specific selection of \(k_p\) and \(k_d\). When this happens, all the eigenvalues of \(A_e\) have the same real part, which is equal to \(\lambda_M\).

Next, we provide necessary and sufficient conditions on \(k_p\) and \(k_d\) such that C1 or C2 hold.

**Proposition 1 (N.S.C. for C1).** Let \(k_p, k_d \in \mathbb{R}\), \(\lambda_M \in \mathbb{R}_{<0}\), and \(\zeta_m \in \mathbb{R}_{>0}\). Then, C1 is satisfied if and only if the following conditions hold:

\[
\begin{align*}
   k_d &= f_{C1}(k_p) := -\frac{1}{\lambda_M}k_p - \frac{\lambda_M^3 \tau_d}{4\tau_d^2} - \lambda_M \\ 
   k_p &\leq \frac{\lambda_M (\lambda_M \tau_d + 1)^2}{4\tau_d^2} =: \tilde{k}_{PC1} \\ 
   k_p &\geq 2\tau_d \lambda_M^3 + \lambda_M^3 =: k_{pc1} \\ 
   \lambda_M &> \frac{1}{3\tau_d} 
\end{align*}
\]  

**Proof.** Sufficiency: Assume that (16) hold and let

\[
   \rho(s; k_p, k_d) := \det(sI - A_e) = \frac{k_p}{s^2} + \frac{k_d}{s} + \frac{1}{\tau_d}s + s^2 + s^3 
\]

be the characteristic polynomial of \(A_e\). By replacing the expression of \(k_d\) in (16a), one gets

\[
   \rho(s; k_p) := \rho_1(s; k_p)(s - \lambda_M) \quad \text{where} \quad \rho_1(s; k_p) := s^2 + \frac{\lambda_M \tau_d + 1}{\tau_d} s - \frac{k_p}{\lambda_M \tau_d} 
\]

This shows that \(\lambda_M\) is an eigenvalue of \(A_e\). Now, observe that

\[
   \zeta(\rho_1(s; k_p)) = (\lambda_M \tau_d + 1)/(2\tau_d \sqrt{-\frac{k_p}{\lambda_M \tau_d}}) 
\]

hence, from (16b) it follows that \(\zeta(\rho_1(s; k_p)) \geq \zeta_m\). To conclude, it suffices to observe that, thanks to the Routh-Hurwitz criterion, (16c) and (16d) ensure that the real part of the eigenvalues of \(\rho_1(s; k_p)\) is less than or equal to \(\lambda_M\). Hence, (16) implies C1. This concludes the proof of sufficiency.

**Necessity:** Assume that C1 holds. Then, it follows that

\[
   \rho(s; k_p, k_d) = (s - \lambda_M) \rho_1(s; k_p) \quad \text{with} \quad \rho_3 \quad \text{is such that} \quad 1 > \zeta(\rho_3(s; k_p, k_d)) \geq \zeta_m \quad \text{and} \quad \Re(\rho_1(s; k_p, k_d)) \leq \lambda_M. 
\]

Straightforward calculations yields

\[
   \rho_1(s; k_p, k_d) = s^2 + \frac{\lambda_M \tau_d + 1}{\tau_d} s + \frac{\lambda_M^3 \tau_d + \lambda_M + k_d}{\tau_d} 
\]

which, in turn, shows that \(\zeta(\rho_1(s; k_p, k_d)) \geq \zeta_m\) and \(\Lambda_{\max}(\rho_1(s; k_p, k_d)) \leq \lambda_M\) implies (16). This concludes the proof of necessity.

Now we provide necessary and sufficient conditions on the gains \(k_p\) and \(k_d\) to guarantee C2.

**Proposition 2 (N.S.C. for C2).** Let \(k_p, k_d \in \mathbb{R}\), \(\lambda_M \in \mathbb{R}_{<0}\), and \(\zeta_m \in (0, 1)\). Then, C2 holds if and only if the following conditions hold:

\[
\begin{align}
   k_d &= f_{C2}(k_p) := -\frac{8\lambda_M^3 \tau_d^2 + 8\lambda_M^3 \tau_d + 2\lambda_M - \tau_d k_p}{2\lambda_M \tau_d + 1} \\
   k_p &\leq \frac{\lambda_M^2 (2\lambda_M \tau_d + 1)}{\zeta_m^2} =: \tilde{k}_{PC2} \\
   k_p &> 2\tau_d \lambda_M^3 + \lambda_M^3 =: k_{pc2} \\
   \lambda_M &> -\frac{1}{3\tau_d} 
\end{align}
\]

**Proof.** Sufficiency: Assume that (21) hold and let \(\rho(s; k_p, k_d)\) be the characteristic polynomial of \(A_e\). By using the expression of \(k_d\) in (21a), one gets

\[
   \rho(s; k_p) = \left( \frac{s + \frac{2\lambda_M \tau_d + 1}{\tau_d}}{\rho_1(s; k_p)} \right) \left( s^2 - 2\lambda_M s + \frac{k_p}{2\lambda_M \tau_d + 1} \right) 
\]

At this stage, notice that (21d) implies that the unique root of \(\rho_1\) is smaller than \(\lambda_M\). To conclude, we analyze the roots of \(\rho_2\). Specifically, from the definition of \(\rho_2\) it turns out that \(\zeta(\rho_2(s; k_p)) = -\lambda_M/(\sqrt{\lambda_M^2 + \zeta_m^2})\), which from (21b)-(21c) gives 1 \(> \zeta(\rho_2(s; k_p)) \geq \zeta_m\) which ensures that \(\zeta(\rho_2(s; k_p)) \neq 0\). Moreover, straightforward calculations show that \(\Lambda_{\max}(\rho_2(s; k_p)) = \lambda_M\). Thus, C2 holds and this concludes the proof of sufficiency.

**Necessity:** Assume that C2 holds. Then, it follows that

\[
   \rho(s; k_p, k_d) = (s - \lambda_M)(s - \lambda_M + j\omega)(s - \lambda_M - j\omega) 
\]

with \(\lambda \leq \lambda_M\), \(\omega > 0\), and \(\rho_3\) is such that

\[
   1 > \zeta(\rho_3(s; k_p, k_d)) \geq \zeta_m 
\]

By solving the system of equations

\[
   \Re(\rho_1(s; k_p, k_d)) = 0 \quad \text{and} \quad \Re(\rho_1(s; k_p, k_d)) \leq \lambda_M 
\]

one obtains (21a). By replacing (21a) in \(\rho_3\) one gets

\[
   \rho_1(s; k_p) := s^2 - 2\lambda_M s + \frac{k_p}{2\lambda_M \tau_d + 1}. 
\]

At this stage, straightforward calculations yield

\[
   \Lambda_{\max}(\rho_1(s; k_p)) = \lambda_M \quad \text{which, in turn, implies, respectively,} 
\]

(21b) and (21c). Moreover, from (21a), one has that

\[
   \lambda := -\frac{2\lambda_M \tau_d + 1}{\tau_d} 
\]

and since \(\lambda \leq \lambda_M\), (21d) holds. This concludes the proof of necessity.

**B. Sufficient Conditions for Platooning Stability**

The previous subsection describes how to obtain the set of gains \(k_p\) and \(k_d\) such that the individual vehicle stability has satisfactory performance. In this subsection, we consider \(k_p\) and \(k_d\) as given, and we study the stability of \(\mathcal{H}_e^s\), which also includes the network dynamics.

Our approach aims at formulating the control problem as a set stabilization problem. In particular, our approach consists of analyzing the stability properties of the following compact set

\[
\mathcal{A} := \{0\} \times \{0\} \times [0, (\Delta + 1)T_s] 
\]

The following definition formalizes these properties.
Definition 4 (Exponential input-to-state stability [37]). Let $A \in \mathbb{R}^6$ be closed. The hybrid system $\mathcal{H}^\omega_{i}$ is exponentially input-to-state-stable (eISS) with respect to the set $A$ if there exist $\kappa, \lambda > 0$, and $p \in \mathbb{K}$ such that each maximal solution pair $(\phi_i, \omega_i)$ to $\mathcal{H}^\omega_{i}$ is complete, and, if $\|\omega_i\|_\infty$ is finite, it satisfies
\[
|\phi_i(t, j)|_A \leq \max\{\kappa e^{-\lambda(t+\tau)}|\phi_i(0, 0)|_A, p\|\omega_i\|_\infty\}
\]
for each $(t, j) \in \text{dom} \; \phi_i$, where $\|\omega_i\|_\infty$ denotes $\mathcal{L}_\infty$ norm of the hybrid signal $\omega_i$, as defined in [38].

Moreover, to satisfy string stability, $\mathcal{H}^\omega_{i}$, $i \in \mathcal{P}_m$, must be $\mathcal{L}_{2\gamma}$-stable from the input $\omega_i$ to the output $\omega_i$ with an $\mathcal{L}_{2\gamma}$-gain less than or equal to one. It is worth mentioning that whenever eISS and $\mathcal{L}_{2\gamma}$-stability are satisfied, the vehicle platooning given by (2), (3), (5), and (6) satisfies individual vehicle string stability and vector stability. In the following, we identify sufficient conditions to ensure those two stability properties. First, we employ Lyapunov theory for hybrid systems to provide conditions for eISS and $\mathcal{L}_{2\gamma}$-stability of $\mathcal{H}^\omega_{i}$ (Assumption 1 and Theorem 1). Then, we give sufficient conditions for eISS and $\mathcal{L}_{2\gamma}$-stability in the form of matrix inequalities (Theorem 2 and Lemma 1).

Consider the following assumption.

Assumption 1. There exist two continuously differentiable functions $V_i : \mathbb{R}^4 \to \mathbb{R}$, $V_2 : \mathbb{R}^2 \to \mathbb{R}$, and positive real numbers $\alpha_1, \alpha_2, \beta_1$, $\beta_2$, $\lambda$, and $\epsilon$ such that
\begin{enumerate}[(A1)]
    \item $\alpha_1|\dot{x}_1|^2 \leq V_1(\dot{x}_1) \leq \alpha_2|\dot{x}_1|^2$, $\forall x_1 \in C$,
    \item $\beta_1|\eta_1-1|^2 \leq V_2(\eta_1-1, \sigma_1-1) \leq \beta_2|\eta_1-1|^2$, $\forall x_1 \in C$,
    \item $V_2(0, 0) \leq V_2(\eta_1-1, \sigma_1-1), \forall \eta_1 \in \mathbb{R}$, $\forall \sigma_1 \in T_\Delta \Theta_{\Delta}$,
    \item the function $x_i \mapsto V_i(x_i) := V_1(\dot{x}_i) + V_2(\eta_1-1, \sigma_1-1)$ satisfies

\[
\langle \nabla V_i(x_i), f(x_i, \omega_i) \rangle \leq -2\lambda t V_1(x_i) + \theta^2 \omega_i^2
\]
for each $x_i \in C, \omega_i \in \mathbb{R}$, where $\omega_i := \tilde{x}_i C_\omega^\top C_\omega \tilde{x}_i + \eta_i^2 - 2C_\omega \tilde{x}_i \eta_1 - \omega_i^2 + 2C_\omega \tilde{x}_i \eta_1$ from (13).
\end{enumerate}

Based on Assumption 1, the result given next provides sufficient conditions for eISS and $\mathcal{L}_{2\gamma}$-stability of $\mathcal{H}^\omega_{i}$.

Theorem 1. Let Assumption 1 hold. Then:
(i) The hybrid system $\mathcal{H}^\omega_{i}$ is eISS with respect to $A$;
(ii) the hybrid system $\mathcal{H}^\omega_{i}$ is $\mathcal{L}_{2\gamma}$-stable from input $\omega_i$ to output $\omega_i$ with an $\mathcal{L}_{2\gamma}$-gain less than or equal to $\theta$.

Proof. Inspired by [39], we select, for every $x_i \in \mathbb{R}^6$, $V(x_i) := V_1(\dot{x}_i) + V_2(\eta_1-1, \sigma_1-1)$ as a Lyapunov function candidate for the hybrid system $\mathcal{H}^\omega_{i}$. We prove (i) first. Select $\rho_1 := \min\{\alpha_1, \beta_1\}$, $\rho_2 := \max\{\alpha_2, \beta_2\}$. By considering the definition of the set $A$ in (24), one obtains
\[
\rho_1|x_i|^2 \leq V(x_i) \leq \rho_2|x_i|^2 \quad \forall x_i \in C \cup \mathcal{D}
\]
Moreover, from Assumption 1 item (A4) one has that $\forall x_i \in C, \omega_i \in \mathbb{R}$
\[
\langle \nabla V(x_i), f(x_i, \omega_i) \rangle \leq -2\lambda t V_1(x_i) + \theta^2 \omega_i^2
\]
and from Assumption 1 item (A3), one has that for all $x_i \in D$
\[
V(g(x_i)) \leq V(x_i)
\]
reads as \((A4)\). Hence, item \((A4)\) holds. This concludes the proof.

The following lemma is employed to reduce the complexity in the use of Theorem 2. Indeed, it allows to convert the infinite set of matrix inequalities in \((30)\) to only two matrix inequalities in \((32)\). The proof of this result follows the same steps as in [39] and it is omitted.

**Lemma 1.** Let \(P_i \in S^4_{+}, p_2, \delta, \tau, r, h, \) and \(T_s\) be given positive real number, \(\Delta \in \mathbb{N}_0\), and \(k_p\) and \(k_d\) be given real numbers. For each \(\sigma_{i-1} \in [0, (\Delta + 1)T_s]\), define \(M : \sigma_{i-1} \mapsto M(\sigma_{i-1})\). Then, \(\text{rg}M = \text{Co}\{M(0), M((\Delta + 1)T_s)\}\). Therefore, \((30)\) holds if and only if

\[
M(0) < 0, \quad M((\Delta + 1)T_s) < 0 \tag{32}
\]

The satisfaction of Theorem 2 leads to stability of \(\mathcal{H}_\infty^\kappa\) with \(\mathcal{L}_2\)-gain less than or equal to \(\theta\). Notice that the requirement for string stability is \(\mathcal{L}_2\)-gain less than or equal to one. However, similarly to [20], to make condition \((32)\) feasible, we consider an \(\mathcal{L}_2\)-gain less than or equal to \(\theta = \sqrt{1 + \epsilon}\) with \(\epsilon\) is a small strictly positive value.

**C. Controller Tuning Algorithm**

In the following, we show how to employ Proposition 1, Proposition 2, and Theorem 2 to devise a procedure for the selection of gains \(k_p\) and \(k_d\) able to solve Problem 1.

Employing Theorem 2 and Lemma 1, one can reformulate Problem 1 as the following optimization problem:

\[
\text{maximize} \quad \Delta, \quad \text{subject to } A_e \in \mathbb{P}, \tag{33}
\]

Notice that the optimization problem \((33)\) is nonlinear in the decision variables. For this reason, the solution to \((33)\) is difficult from a numerical point of view [40]. In particular, notice that sufficient conditions \((32)\) are in the form of matrix inequalities that are nonlinear in \(P_1, p_2, \delta, k_p, \) and \(k_d\). Therefore, they cannot be directly used as a computationally tractable design tool. On the other hand, when \(\delta, \Delta, k_p, \) and \(k_d\) are fixed, \((32)\) is linear in variables \(P_1, p_2\), hence, \((33)\) becomes a semidefinite program and can be solved by using available solvers.

Our proposed strategy to obtain a suboptimal solution to \((33)\) consists of operating a two-stage line search for the scalars \(k_p, k_d, \delta, \) and \(\Delta\). The first stage consists of choosing values \((k_p, k_d)\) such that \(A_e \in \mathbb{P}\). The second stage considers \((k_p, k_d)\) as given, and targets estimating the largest value of \(\Delta\) by checking the feasibility of \((32)\) through line searches for \(\delta\) and \(\Delta\). Observe that while a line searches for \(\delta\) and \(\Delta\) can be easily implemented with numerical algorithms, exploring values \((k_p, k_d)\) such that \(A_e \in \mathbb{P}\) can be computationally expensive if \((k_p, k_d)\) are not suitably selected, e.g., by using griding techniques on both \(k_p\) and \(k_d\). In this paper, we choose values \((k_p, k_d)\) by employing Propositions 1 and 2, which give upper and lower bounds on \(k_p\), and yield to obtain \(k_d\) as a function of \(k_p\); see \((16)\) and \((21)\). This results being one of the main contributions of this paper. In fact, by following this approach, \(k_p\) becomes the only parameter for the first stage of the design algorithm, which employs only a bounded line search on \(k_p\) with bounds known in advance. Hence, Propositions 1 and 2 dramatically reduce the complexity of the design procedure.

To summarize, the design procedure we propose to solve Problem 1 is outlined in Algorithms 1 and 2. In particular, Algorithm 1 provides the overall design procedure and calls Algorithm 2 for the second stage of the design strategy, i.e., estimating the value of \(\Delta\) for given \((k_p, k_d)\).

In the following, we briefly analyze the computational complexity of Algorithms 1 and 2. To this end, we employ the “Big O” \((O)\) notation; see, e.g., [41]. Observe that execution time of Algorithm 1 grows by increasing the size of vectors \(\bar{k}_{PC1}\) and \(\bar{k}_{PC2}\), whereas the execution time of Algorithm 2 grows by increasing the size of the line search on \(\delta\). By employing a straightforward analysis of the worst-case iterations required by the design algorithm, one can conclude that Algorithm 2 has complexity \(O(n_\delta)\), whereas Algorithm 1 has complexity \(O(n_\delta(n_{k_1} + n_{k_2}))\).

**Remark 4.** It is worth mentioning that the proposed design procedure is meant to run offline. The gains \(k_p\) and \(k_d\) obtained by the design algorithm are used afterward in the implemented control strategy. Therefore, the time required to obtain the optimal selection of gains \(k_p\) and \(k_d\) is not critical from a real-time implementation point of view. To this end, notice that the proposed controller is a PD with a ZOH. Its real-time implementation in existing vehicular embedded systems does not differ from a traditional PD controller.

**Algorithm 1** Tuning algorithm for performance \(\mathbb{P}\), string stability, and the largest achievable \(\Delta\).

\[
\text{Input: } T_s, \tau_d, h, \quad \text{Output: } A_e \in \mathbb{P}, \quad \text{maximized } \Delta
\]

1. **Step 1:** Explore \((k_{p1}, k_{d1})\) such that \(\Lambda(A_e)\) is in \(C_1\).
   1. Define an array \(\bar{k}_{PC1}\) of dimension \(n_{k_1}\) with elements in \([k_{PC1}, \bar{k}_{PC1}]\).
   2. For each \(k_p\) in \(\bar{k}_{PC1}\):
      1. **Step 1a:** \text{Feed Algorithm 2} with \((k_p, f_{C1}(k_p))\).
   3. Store returned values of \(\Delta\).
   4. Identify \(k_p, k_d\) such that \(\Delta\) is the largest.

2. **Step 2:** Explore \((k_{p2}, k_{d2})\) such that \(\Lambda(A_e)\) is in \(C_2\).
   1. Define an array \(\bar{k}_{PC2}\) of dimension \(n_{k_2}\) with elements in \([k_{PC2}, \bar{k}_{PC2}]\).
   2. For each \(k_p\) in \(\bar{k}_{PC2}\):
      1. **Step 2a:** \text{Feed Algorithm 2} with \((k_p, f_{C2}(k_p))\).
   3. Store returned values of \(\Delta\).
   4. Identify \(k_p, k_d\) such that \(\Delta\) is the largest.

3. **End Step 1.**

4. **End Step 2.**

5. **Step 3:** Parameters of controller \(\mathcal{K}\) are assigned with values of \(k_p, k_d\) such that \(\Delta\) is the largest among Step 1 and Step 2.

**V. Numerical Results**

In this section, we apply Algorithm 1 to tune the controller \(\mathcal{K}\) for a homogeneous platooning of 11 vehicles. In particular, we select performance \(\mathbb{P}\) from [15], and we show the outcome
Algorithm 2 Given $(k_p, k_d)$, estimate the largest achievable $\Delta$

**Input:** $T_s$, $\tau_d$, $h$, $k_p$, $k_d$
1: Initialize $\Delta_i$, $\Delta$, stop to zero.
2: while stop = 0 do
3:     line search on $\delta$ based on $n_\delta$ samples for given $\Delta_i$ such that (32) is feasible.
4:     if (line search succeeded) then
5:         $\Delta \leftarrow \Delta_i$, $\Delta_i \leftarrow \Delta_i + 1$
6:     else
7:         stop $\leftarrow 1$
8:     end if
9: end while
10: return $\Delta$

of tuning the controller parameters $k_p$, $k_d$ by following the approach proposed in this paper. All numerical results are obtained by using Matlab. Semidefinite optimizations are performed by using YALMIP [42] with solver SEDUMI [43].

Numerical results are obtained by assuming a transmission rate for measurement $u_{i-1}$ equal to 20 Hz ($T_s = 0.05$ s), as adopted in [44]. Moreover, we select parameters $h = 0.7$, $\tau_d = 0.1$, $\lambda M = -0.367$ from [15], and $\zeta_m = 0.7$. Let $\hat{K}$ be the controller in (6) with gains $(k_p, k_d) = (0.2, 0.7)$, as in [15], and consider $\hat{K}$ the same controller tuned with our approach. The design of $\hat{K}$ through Algorithm 1 results in a final tuning characterized by $(k_p, k_d) = (0.82, 2.6)$. Observe that both $\hat{K}$ and $\hat{K}$ lead to vehicle platoons that satisfy performance $P$ with $\lambda M = -0.367$ and $\zeta_m = 0.7$.

From a computational point of view, notice that the design employs $n_{k_i} = 162$, $n_{k_3} = 13$, and $\delta = 241$ and requires a computation time of 1 hour, 58 minutes and 53 seconds on a 2.70 GHz Intel Core i7 RAM 32 GB.

![Fig. 3: Locus of $(k_p, k_d)$ such that Conditions C1 (black) and C2 (magenta) for $\Lambda(A_e)$ are satisfied. The blue diamond and the red square respectively identify $\Lambda(A_e)$ and $(k_p, k_d)$ for $\hat{K}$ and $\hat{K}$.](image1)

![Fig. 4: Locus of $(k_p, \Delta)$ such that Conditions C1 (black) and C2 (magenta) for $\Lambda(A_e)$ are satisfied. The blue diamond and the red square respectively identify the final tuning $(k_p, \Delta)$ for $\hat{K}$ and $\hat{K}$.](image2)

To better understand the approach, consider Fig. 3 and Fig. 4, which respectively represent the locus $(k_p, k_d)$ such that $A_e \in P$, and the locus $(k_p, \Delta)$ such that $A_e \in \bar{P}$ and string stability are satisfied. Notice that the tuning of $\hat{K}$ aims at selecting the minimum value of $k_d$ such that $\Delta$ is maximum. This choice allows reducing, at minimum, the effect of the derivative action on the controlled vehicles. By analyzing the tuning of controllers $\hat{K}$ and $\hat{K}$ in Fig. 4, one can conclude that $\hat{K}$, tuned with Algorithm 1, guarantees performance $P$ and string stability with higher resiliency to DOS attacks with respect to $\hat{K}$. This emerges from the fact that the value of $\Delta$ obtained for $\hat{K}$ is equal to 5, whereas $\Delta$ is equal to 1 for $\hat{K}$.

To validate our approach, we simulate a platoon of 11 vehicles where the leader performs an acceleration of $2 \, m/s^2$, and a deceleration of $4 \, m/s^2$. This acceleration profile is similar to that one used in [16]. Figure 5 and Fig. 6 depict velocity and distance profiles for vehicle platoons controlled by $\hat{K}$ and $\hat{K}$ respectively in case of “attack-free” IVC and IVC affected by DOS attacks. To show how the controlled platoons behave under DOS attacks, we consider the worst DOS attack case scenario: We induce DOS attacks with intervals characterized by 5 consecutive packet dropouts and only 1 packet successfully delivered in between DOS intervals. The simulations start with the first of the five packet dropouts, i.e., the first measurements exchanged by the vehicles is at $6T_s = 0.3$ s after starting the simulations. As a result, notice that in case of “attack-free” IVC, the two controllers provide the same behavior. In case of occurring DOS attacks, instead, the behavior of the vehicle platooning controlled by $\hat{K}$ is degraded compared to the same controller with “attack-free” network and vehicle platoons controller by $\hat{K}$ under DOS attacks. This is noticeable by the increase in overshoot for increasing vehicle index.

To conclude our numerical analysis, we gathered, in Table I, the outcomes of Algorithm 1 for different values of $h$, the constant time gap between vehicles. It emerges that the resiliency to DOS attacks increases with $h$.

![Algorithm 2](image2)

**TABLE I:** Values of $\Delta$ and tuned parameters obtained for $\hat{K}$ for different values of $h$ by using Algorithm 1.

| $h$ [s] | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1 | 1.1 |
|---------|-----|-----|-----|-----|-----|-----|---|----|
| $\Delta$ | 1   | 2   | 4   | 5   | 6   | 7   | 8 | 9  |
| $k_p$   | 0.5 | 0.5 | 0.85 | 0.82 | 0.69 | 0.69 | 0.52 | 0.46 |
| $k_d$   | 1.98 | 1.73 | 3.25 | 2.6 | 2.25 | 1.94 | 1.75 | 1.62 |
resilience to DOS attacks compared to platooning. CACC can tolerate without losing string stability of the vehicle allows estimating the maximum number of consecutive packet evaluations. In addition, the tuning algorithm returns a metric to DOS-resilient CACC that also satisfies performance requirements. In this approach to account: heterogeneous platoons, measurement \(1\)–\(5\), and the speed of \(V_0\), \(V_1\), and \(V_2\) in (a)-(c), and (b)-(d). From light grey to black are depicted speeds (relative distances) of vehicles with indexes from 1 to 10 (2 to 10).

VI. CONCLUSION

This paper proposed a hybrid controller for string stable homogeneous vehicle platoons. In particular, the proposed controller and tuning algorithm provides a tool to design a DOS-resilient CACC that also satisfies performance requirements. In addition, the tuning algorithm returns a metric to evaluate the resiliency to DOS attacks. Indeed, our approach allows estimating the maximum number of consecutive packet dropouts occurring during the DOS attacks that the proposed CACC can tolerate without losing string stability of the vehicle platooning.

The effectiveness of our approach has been shown in some numerical examples. Our approach turns out having a higher resilience to DOS attacks compared to \[15\]. Furthermore, since string stability is guaranteed with inter-vehicle time gaps smaller than one second, our approach is also more efficient compared to ACC or control approaches that rely only on onboard sensors \[21\]–\[23\].

Future research directions aim at extending the proposed approach to account for: heterogeneous platoons, measurement noise, and control input saturation.
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