Transverse instability and universal decay of spin spiral order in the Heisenberg model
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We analyze the stability of spin spiral states in the two-dimensional Heisenberg model. Our analysis reveals that the SU(2) symmetric point hosts a dynamic instability that is enabled by the existence of energetically favorable transverse deformations—both in real and spin space—of the spiral order. The instability is universal in the sense that it applies to systems with any spin number, spiral wavevector, and spiral amplitude. Unlike the Landau or modulational instabilities which require impurities or periodic potential modulation of an optical lattice, quantum fluctuations alone are sufficient to trigger the transverse instability. We analytically find the most unstable mode and its growth rate, and compare our analysis with phase space methods. By adding an easy plane exchange coupling that reduces the Hamiltonian symmetry from SU(2) to U(1), the stability boundary is shown to continuously interpolate between the modulational instability and the transverse instability. This suggests that the transverse instability is an important mechanism that hinders the formation of a spin superfluid, even in the presence of strong exchange anisotropy.

Characterizing the mechanisms responsible for the breakdown of phase coherence in quantum systems is a fundamental problem with broad implications in quantum science and technology. The interplay between kinetic effects, interactions, and disorder gives rise to a wide range of phase relaxation mechanisms. In the simplest scenario, the phase coherence in a superfluid is subject to the Landau criterion\cite{1} which defines an upper limit for the superfluid velocity: when the superfluid moves faster than the sound velocity, a spatially localized defect can trigger a superfluid instability that globally destroys phase coherence\cite{2}. In the case of a Bose-Einstein condensate (BEC) in an optical lattice with spacing $a$, the characteristic lattice modulation $q_l = \pi/2a$ sets another limit for the superfluid wavevector above which a modulational instability occurs\cite{3, 4}. Such instability can be enhanced in the presence of strong interactions\cite{5, 6}. Rich physics and diverse mechanisms that destroy—and sometimes stabilize—the phase coherence have been discussed in the context of counterflowing superfluids\cite{7}, multicomponent\cite{8} and spinor BECs\cite{9–11}, superconductors\cite{12–15}, in the presence of extended disorder\cite{16–19}, dipolar interactions\cite{20–22}, and driving\cite{23–27}.

Here we inquire about the fate of a spin spiral state in the two-dimensional Heisenberg model, see Fig. 1(a). Understanding the stability and dynamics of such states is of relevance in many important scenarios. The non-equilibrium dynamics of spin spirals has recently been in the spotlight of several cold atom experiments\cite{28–30}. By tuning the wavevector $q$ and angular amplitude $\theta$ of the spin spiral, we can tune the energy and magnetization of the system and trigger interesting far-from-equilibrium phenomena, such as quantum turbulence\cite{31, 32}, prethermalization\cite{33}, universal self-similar relaxation\cite{34, 35}, and anomalous transport\cite{36}. In addition, the stability of spin superfluids in ferromagnetic materials, promising for dissipationless spintronic applications\cite{37}, hinges on the stability of long-range coherence of a spin spiral. Our results will uncover (in a sense that we specify below) the fragility of the spin superfluid state, justifying the scarce experimental evidence\cite{38–40} in contrast to all the theoretical investigations (for example, \cite{41–44}).

![FIG. 1. (a) Schematics of a spin spiral parametrized by a wavevector $q$ and angular amplitude $\theta$. (b) Imaginary part of the frequency of Bogoliubov modes. The wavevectors $k_{x,y}$ are relative to $k_\star = q \sin \theta$, and $q_s$ which is assumed to be pointing in the $x$-direction ($k_s = q \sin \theta$). The fastest growing modes are transverse to $q$, with $k_y \approx k_s / \sqrt{2}$. (c) Slice of panel (b) plotted at the linecuts $k_x/k_\star = 0$ (dotted-dashed line) and $k_x/k_\star = 0.75$ (dotted line) and normalized with $1/\tau$, in Eq.(1). Parameters used: $\theta = \pi/4$, $q_\star a = 0.5$, $q_y = 0$.](image-url)
Our analysis reveals that the SU(2) symmetry of the Hamiltonian gives rise to a dynamic instability with different characteristics from previously-studied instabilities. In particular, the instability (i) is enabled by gapless symmetry-allowed deformations of the order parameter rather than kinematic effects, (ii) is triggered by quantum fluctuations without the need for defects, disorder or a lattice, and (iii) is universal in the sense that it affects systems with arbitrary spin number $S$, spiral wavevector, and spiral amplitude. The main conclusion can be understood by noticing that the SU(2) symmetry relaxes the topological constraint that protects the U(1) phase in superfluids[37]: while in usual superfluids the thermally-activated creation of vortex-antivortex pairs or large kinematic fluctuations destroy coherence, the SU(2) symmetry alone furnishes additional ‘directions’ (or rotation generators) in which the phase coherence can be destroyed. As indicated in Fig.1(b), the instability evolves by unwinding the spiral via growth of modes in a ring around the wavevector $q$. Assuming $q = (q_x,0)$, the fastest growing mode has transverse wavevector $k_\perp \approx k_x/\sqrt{2}$, and grows with a rate $1/\tau_\ast$, with

$$k_\ast = |q| \sin \theta, \quad \frac{1}{\tau_\ast} = JS \sin^2 \theta [1 - \cos(q_x a)],$$

and $J$ the exchange coupling. In addition, numerical simulations show that the constraint $S_z^2 = S(S+1)$ of each spin regulates the instability growth, which peaks in a time $t \approx 4\tau_\ast$ (largely independent of $q$, $\theta$, and $S$).

We analytically discuss dynamics in the SU(2) symmetric Heisenberg model for large $S$, but our conclusion are far more general. In particular, below we numerically show that the imprint of the ring of unstable modes survives even in the $S = 1/2$ limit for sufficiently small wavevectors. In addition, we show that the effect of the instability pervades away from the SU(2) symmetric point. Indeed, in the presence of anisotropic exchange that reduces the Hamiltonian symmetry to U(1), we observe a strong reduction of the critical wavevector for modulation instabilities (i.e., $|q| = \pi/2a$) for a wide range of values of the exchange anisotropy.

**Microscopic model**—We consider the two-dimensional Heisenberg model on a square lattice with exchange anisotropy:

$$\hat{H} = -\sum_{\langle i,j \rangle} J \left( \hat{S}_i^x \hat{S}_j^x + \hat{S}_i^y \hat{S}_j^y \right) + J_z \hat{S}_i^z \hat{S}_j^z,$$

where $\langle i,j \rangle$ denotes summation over nearest neighbours. Each site contains a spin $S$ degree of freedom and periodic boundary conditions in each spatial direction are assumed. The sign of $J$ does not affect the unitary evolution due to time reversal symmetry of $\hat{H}$. Our analysis is not affected by a Zeeman field, which is present in many relevant experiments: although a Zeeman field breaks the SU(2) symmetry of the Hamiltonian, its effect on dynamics can be removed by using a rotating frame. The initial condition is a spin spiral

$$\langle \hat{S}_i^{\pm} \rangle = S \sin \theta e^{\pm i q \cdot r_i}, \quad \langle \hat{S}_i^z \rangle = S \cos \theta,$$

with $\hat{S}_i^{\pm} = \hat{S}_i^x \pm i\hat{S}_i^y$.

**Bogoliubov analysis**—The equations of motion of the spin operators are given by $\partial_t \hat{S}_i = J \sum_{j \in N_i} \hat{S}_i \times (\hat{S}_j + \epsilon \hat{S}_j^z z)$, with $\epsilon = (J_z - J)/J$, $N_i$ the nearest neighbors of site $i$, and $z$ a unit vector. We first analyze dynamics in the large $S$ limit using the approximation $\langle \hat{S}_i^\alpha \hat{S}_j^\beta \rangle \approx \langle \hat{S}_i^\alpha \rangle \langle \hat{S}_j^\beta \rangle$, which gives rise to the equations of motion

$$\dot{\hat{S}}_i^\pm = \mp iJ \sum_{j \in N_i} \left[ (1 + \epsilon) \hat{S}_i^z \hat{S}_j^\pm - \hat{S}_i^\pm \hat{S}_j^z \right],$$

$$\dot{\hat{S}}_i^z = iJ \sum_{j \in N_i} \left[ \hat{S}_i^z \hat{S}_j^z - \hat{S}_i^z \hat{S}_j^z \right],$$

with $\langle \hat{S}_i^\alpha \rangle = S_i^\alpha$. Hereafter, energy and inverse time are expressed in units of $JS$ and wavevectors in units of $1/a$. Using the initial conditions in Eq.(3), it can be shown that the solution $\hat{S}_i^\pm(t) = S \sin \theta e^{\pm i q \cdot r_i + \mu t}$, $\hat{S}_i^z = S \cos \theta$, is a steady-state solution of Eq.(4), with oscillation frequency $\mu = 2 \cos \theta (1 + \epsilon) - 2 \cos q_x - 2 \cos q_y$. Therefore, one needs to incorporate quantum fluctuations to obtain non-trivial dynamics.

We proceed to analyze the stability of the spiral in the isotropic exchange case, $\epsilon = 0$. We parametrize fluctuations on top of the steady-state solution using the $xy$ components of magnetization, $S_i^{x+y} = S_i^z + \delta S_i^\pm$; this implies that our parametrization is singular at $\theta = \pi/2$, but taking the limit $\theta \to \pi/2$ at the end still yields the correct result (a parametrization in polar coordinates that is non-singular at $\theta = \pi/2$, but more cumbersome, is discussed in the Supplement). Going into momentum space and expressing modes relative to the wavevector and frequency of the spiral, $\delta S_i^{x+y} = 2 \cos \theta (1 + \epsilon) - 2 \cos q_x - 2 \cos q_y$.

$$\left( \omega_k + \epsilon_{q,k} + \frac{\Delta_k}{2} - \mu \right) \omega_k - \epsilon_{q,k} - \frac{\Delta_k}{2} + \mu \right) \delta S_i^{x+y} = 0.$$

Here $\Delta S = (\delta S_i^{x+y} - \delta S_i^{x-y})$, and $\epsilon_{q,k}$, $\Delta_k$ are

$$\epsilon_{q,k} = \cos \theta (\gamma_0 - \gamma_{q,k}), \quad \Delta_k = \sin \theta \tan \theta (\gamma_q - \gamma_k).$$

where we defined $\gamma_k = 2(\cos k_x + \cos k_y)$. Note that the Bogoliubov analysis can be easily generalized to next nearest neighbor interactions by modifying the definition of $\gamma_k$ accordingly. From Eq.(6), we note that the value of $\mu$ is $\mu = \epsilon_q$. The frequencies of the Bogoliubov modes are

$$\omega_k = \frac{\epsilon_{q,k} - \epsilon_{q,-k}}{2} \pm \frac{1}{2} \sqrt{\Delta_k^2 + 8\Delta_k},$$
where $\Delta \varepsilon = \varepsilon_{q+k} + \varepsilon_{q-k} - 2\varepsilon_q$ can be interpreted as the kinetic energy cost of unbinding two quasiparticles from mode $q$. For large spiral wavevectors, $q_x, q_y > \pi/2$, $\Delta \varepsilon$ can be negative because of the negative mass of bare particles and gives rise to the previously studied modulational instability[3]. For $q_x, q_y < \pi/2$, however, $\Delta \varepsilon$ is strictly positive and the condition for the mode $S_{q+k}^+$ to be unstable (i.e., $\omega''_{k}^+ = \text{Im}[\omega_k] \neq 0$) is given by

$$
\varepsilon_{q+k} + \varepsilon_{q-k} - 2\varepsilon_q + 2\Delta k < 0. \quad (8)
$$

It is instructive to analyze the condition (8) in the limit of small $q$ and $\theta$, and contrast it with the usual Landau instability. In this case, Eq.(8) is an energy balance equation resulting from unbinding two magnons of energy $\varepsilon_{q+k} \approx JSa^2(p \pm q)^2$ and with a momentum-dependent pairing energy $\Delta_k \approx -JSa^2\sin^2\theta(q^2 - k^2)$. Importantly, $\Delta_k$ is attractive in a ring of radius $|k| \lesssim |q|$. Attractive magnon-magnon interactions are known to give rise to magnon bound states in 1D[45] and its momentum dependence has been shown to result in unusual quasiparticle relaxation[46] and hydrodynamic behavior[47, 48]. Equation (8) dictates that, independently of $S$, growth of modes with small wavevectors $k$ relative to $q$ is energetically favorable (a large value of $k$; on the other hand, is penalized by a large kinetic energy cost, $\varepsilon_{q+k} - \varepsilon_{q-k} \approx -2\varepsilon_q \propto k^2$). Condition (8) needs to be contrasted with the superfluid stability condition where $\Delta_k = gn > 0$ is momentum independent and repulsive, thus ensuring stability of the superfluid in the long wavelength limit (of interaction, $n$: density).

More generally, Eq.(8) gives rise to unstable modes for any value of $q$ and $\theta$. To analytically find the most unstable mode when $q = (q_x, 0)$, we maximize $\omega''_{k}^+$ under the constraint $k_x = 0$ [note that the fastest growing mode in Fig.1(a) is transverse to $q$]. In this case, we obtain

$$
\omega''_{k}^+ = 2\sqrt{(1 - \cos k_y) [1 - \cos k_y - \sin^2 \theta (1 - \cos q_x)]},
$$

(9)

From this, we see that the maximum of $\omega''_{k}^+$ occurs at $k_y = K_y$, with $K_y$ satisfying $1 - \cos K_y = \sin^2 \theta(1 - \cos q_x)/2$, and such mode grows with a rate max ($\omega''_{k}^+$) = $1/\tau$ in Eq.(1). Equation (9) also defines the volume in phase space of unstable modes, which is bounded by the wavevector $k_y$, satisfying the condition $1 - \cos k_y = \sin^2 \theta[1 - \cos q_x]$. In the limit of small $q_x$, we obtain $K_y \approx k_x/\sqrt{2}$, with $k_x$ defined in Eq.(1).

**Phase space methods**—To complement the Bogoliubov analysis, we compute real time dynamics of the spiral decay by incorporating quantum fluctuations using the Truncated Wigner Approximation[49]. Defining $\langle \hat{S}_x^+ \rangle$ as the transverse magnetization of the initial condition (3), we assume Gaussian fluctuations of $\hat{S}_x^+$ given by $\langle \hat{S}_x^+ \rangle = 0$ and $\langle \hat{S}_x^+ \cdot \hat{S}_x^+ \rangle = S$.

Figure 2(a) shows a single realization of TWA noise for a spin spiral with parameters $\theta = \pi/4$ and $q_x = 0.5$ (same parameters as in Fig.1). Independently of the spin number $S$, we consistently observe growth of unstable modes that lead to a disordered state. Analysis of the connected correlation $\langle \hat{S}_x^+ \hat{S}_x^+ \rangle_c = \langle \hat{S}_x^+ \hat{S}_x^+ \rangle - \langle \hat{S}_x^+ \rangle \langle \hat{S}_x^+ \rangle$ [shown in Fig.2(b)] reveals that the spiral state is primarily decaying into modes located in a ring around the wavevector $q$, preferentially in the direction perpendicular to $q$, thus confirming the Bogoliubov analysis above.

In addition, Fig.2(c) shows the scaling of fluctuations for wavevectors $k = (q_x, k_y)$ and various initial conditions at the rescaled time $t/\tau_s = 3.5$. Given that we expect unstable modes to grow as $S_x^+(t) \approx S_x^+(0)e^{t/\tau_s}$, the $y$ axis is plotted in log scale and the correlation $\langle \hat{S}_x^+ \hat{S}_x^+ \rangle_c$ is normalized with the maximum value as a function of $k_y$ for each initial condition. We observe excellent agreement with the Bogoliubov analysis for all $q$ and $\theta$. 

---

**FIG. 2.** Real space snapshot of a single TWA realization at $t/\tau_s = 3.5$, see Eq.(1). Shown are snapshots of the spins $S_i$ projected on the $xy$ plane. Indicated with a bar is the wavelength in the $y$ direction of the fastest growing mode. (b) Contour plot showing the connected correlation $\langle \hat{S}_x^+ \hat{S}_x^+ \rangle_c$ corresponding to panel (a). Consistent with the Bogoliubov analysis, the plot exhibits a ring of unstable modes around $q$ with size $k_s \approx q_x \sin \theta$ and a maximal amplitude transverse to $q$. Parameters used in panel (a,b): $\theta = \pi/4$, $q_x = 0.25$, $q_y = 0$, $S = 10$ averaged over 50 realizations. (c) Spatial-temporal scaling of $\langle \hat{S}_x^+ \hat{S}_x^+ \rangle_c$. Shown is the log of $\langle \hat{S}_x^+ \hat{S}_x^+ \rangle_c$ for fixed $k_x = q_x$ and $t/\tau_s = 3.5$, and for different initial conditions: $(q_x, \theta) = (0.25, \pi/2)$ (circles), $(0.5, \pi/2)$ (squares) and $(0.25, \pi/4)$ (triangles) and $S = 10$. The dotted-dashed line is the Bogoliubov Im[\omega] in Eq.(9) as a guide to the eye. (d) Growth of the most unstable mode, $k_1 = (q_x, k_1)$, showing saturation and subsequent oscillations for $S = 10$ (solid line) and $S = 1/2$ (dotted lines). Also shown is the depletion of the spin spiral (dotted-dashed line).
Instability growth and self-regularization— Going beyond the linear stability analysis, we inquire about the intermediate timescale dynamics of instability growth. Figure 2(d) shows the decay of the spin spiral and multiple stages in the evolution of the most unstable mode: (i) initial growth compatible with the Bogoliubov analysis above, (ii) saturation, (iii) coherent oscillations prior to equilibration. Unlike usual instabilities in BEC where unstable modes grow exponentially for long times, the local constraint $\hat{S}_x^z = S(S + 1)$ and the conservation of total magnetization regulates the growth of the transverse spin modulation at relatively short times, analogously to Refs. [33, 50, and 51]. We observe that saturation occurs at $t \approx 4\tau$, irrespective of the value of $S, q$ and $\theta$ (see Supplement).

The existence of unstable modes in the linearized analysis and the small oscillations in Fig. 2(d) are linked to the existence of smooth, symmetry-allowed deformations of the spin spiral order with a valley-shaped potential. Using the insights gained from the Bogoliubov analysis, we propose a simple Ansatz for a transverse spin texture given by $S^z = S \sin \theta e^{\pm i q x}$ and $S^i = S \cos \theta e^{i q x}$, with $\theta = \theta + 2\delta \theta \cos (K_y y_i)$ and $K_y$ defined below Eq. (1) [see Fig. 3(a)]. The value of $\delta \theta$ controls the amplitude of transverse spin deformations around $\theta$ and is modulated by the transverse wavevector $K_y$. This ansatz trivially satisfies $\sum S^z = 0$ for all values of $\theta$ and $\delta \theta$, and the condition $\sum S^i = S \cos \theta$ defines a constraint that links $\theta$ and $\delta \theta$. Because we recover Eq. (3) when $\theta = \theta$ and $\delta \theta = 0$, our Ansatz is smoothly connected to the original spiral and preserves its total magnetization. Figure 3(b) shows that increasing the transverse modulation $\delta \theta$ reduces the energy of the spin spiral. In addition, the observed oscillations in Fig. 2(d) can be interpreted as amplitude oscillations on a valley-shaped potential. The same argument can be applied to any value of $k$ that satisfies the instability condition (8), but the valley is deepest for $k = (q_x, K_y)$.

Crossover to the quantum regime— The stability analysis above relies on a $1/S$ expansion of the equations of motion, opening the question on its validity in the experimentally relevant $S = 1/2$ case. The competition between quantumness in the $S \rightarrow 1/2$ limit and classicality in the $q \rightarrow 0$ limit suggests that a smeared, but still observable, ring of unstable modes is obtained for finite but small $q$ and $S = 1/2$. Indeed, our numerics reveal that strong quantum fluctuations suppress the exponential growth of unstable modes and smear out coherent oscillations in the two-point correlation function [see Fig. 2(d)], but the latter still exhibits an imprint of the ring of unstable modes, see Fig. 3(c). Remarkably, we also find that our simple semiclassical picture essentially survives in the one-dimensional Heisenberg model despite integrability and reduced dimensionality, as shown with Matrix Product States in the Supplement (in this case, the most unstable modes are necessarily collinear with $q_x$).

Crossover to modulational instability— To study the crossover between the transverse instability in the Heisenberg model ($J_z = J$) to the modulational instability that characterizes a superfluid on a lattice, we extend the Bogoliubov analysis for values of $J_z < J$ (see details in the Supplement). Tuning $J_z$ can be realized experimentally using Feshbach resonances, dipolar interactions or lattice shaking [52–56]. The anisotropic exchange energetically penalizes the transverse deformation of the spin spiral order. In the language of the stability condition in Eq. (8), the pairing $\Delta_k$ becomes repulsive, $\Delta_k \approx (J - J_z)$. While breaking the SU(2) symmetry has a stabilizing effect on the spin spiral state, there is still a strong reduction of the critical wavevector far from the SU(2) symmetric point, as shown in Fig. 3(d). This suggests that the instability mechanism that we describe is also relevant for materials with anisotropic exchange.

Conclusions— We analyzed a new class of dynamic instability which is enabled by the topology of the order parameter manifold rather than kinematic effects. Such instability is an important mechanism that hinders the formation of spin superfluids. While the mechanism that
we discuss is intrinsic to the Heisenberg model, an open problem is understanding the enhancement of the instability in the presence of localized defects, extended disorder and long-range interactions. In addition, extending our simulations to longer timescales in order to obtain a wholistic perspective of thermalization, which captures the growth of unstable modes and subsequent quasiparticle relaxation, is an important open challenge.
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Eq. (S1) reads

\[ q \rightarrow 0, \theta \rightarrow 0 \]

which lead to Eq.(5) of the main text. In Section S2, we analyze the limit

\[ \gamma \rightarrow 0, \epsilon \rightarrow 0 \]

with energy and inverse time in units of \( S \). The previous derivation has the disadvantage that the parametrization is singular at \( \theta = \pi/2 \). In order to avoid the singular behaviour in the physically interesting case \( \theta = \pi/2 \), we can use polar coordinates, \( \Omega_i = \)

The outline of the Supplement is as follows. In Section S1, we present the derivation of the Bogoliubov analysis which lead to Eq.(5) of the main text. In Section S2, we analyze the limit \( q \rightarrow 0 \) and \( \theta \rightarrow 0 \) of the Bogoliubov analysis and compare the results with a weakly coupled interacting Bose gas. In Section S3, we discuss additional numerical results that complement those in Fig.2(d) of the main text. In Section S4, we discuss the dynamic instability in the one-dimensional Heisenberg model for \( S = 1/2 \).

S1. DETAILS OF THE BOGOLIUBOV ANALYSIS

We begin our analysis by parametrizing the spin degrees of freedom on the upper hemisphere of the Bloch sphere, \( S^z_i = \sqrt{S^2 - |S_i|^2} \). The resulting equations of motion are

\[
\dot{S}_i^\pm = \pm i \sum_{j \in N_i} \left[ S_j^\pm \sqrt{S^2 - |S_j|^2} - S_j^\mp \sqrt{S^2 - |S_j|^2} \right], \tag{S1}
\]

with energy and inverse time in units of \( JS \). Taking small deviation over the steady-state solution \( \bar{S}_i, S_i^\pm = \bar{S}_i^\pm + \delta S_i^\pm \), Eq. (S1) reads

\[
i\delta S_i^\pm = \pm \sum_{j \in N_i} \cos \theta \left[ \delta S_j^\pm + \frac{\bar{S}_j^\pm \delta S_i^- + \bar{S}_i^- \delta S_j^+}{2 \cos^2 \theta} - (i \leftrightarrow j) \right]. \tag{S2}
\]

Because \( \bar{S}_i^\pm \) is both time and position-dependent, it is convenient to write fluctuations relative to the wavevector and frequency of \( \bar{S}_i, i.e., \delta S_i^\pm = e^{\pm i(q \cdot r_i + \mu t)} \sum_k e^{i(k \cdot r_i + \omega_k t)} \delta S_{q \pm k}^\pm \). The linearized equations of motion can thus be written as

\[
(\omega_k \pm \mu) \delta S_{q \pm k}^\pm = \mp \cos \theta \left[ (\gamma_0 - \gamma_{q \pm k} - \tan^2 \theta (\gamma_k - \gamma_q/2)) \delta S_{q \pm k}^\pm - \frac{\tan^2 \theta (\gamma_k - \gamma_q/2)}{2} \delta S_{q \mp k}^\mp \right], \tag{S3}
\]

with \( \gamma_q = \sum_a e^{q \cdot a} (a: \text{unit vectors of the lattice}) \). Defining \( \varepsilon_p = \cos \theta (\gamma_0 - \gamma_p) \) and \( \Delta_k = -\sin \theta \tan \theta (\gamma_k - \gamma_q) \) leads to Eq.(5) of the main text.

Adding an anisotropic term to the Heisenberg Hamiltonian, \( \delta \hat{H} = -\epsilon \sum_{(ij)} \bar{S}_i^z \bar{S}_j^z \), and repeating the same procedure above leads to the same form of Eq.(5) with modified energy and pairing

\[
\varepsilon_p = \cos \theta [(1 + \epsilon) \gamma_0 - \gamma_p], \quad \Delta_k = -\sin \theta \tan \theta [(1 + \epsilon) \gamma_k - \gamma_q]. \tag{S4}
\]

Note that, in the long-wavelength, limit, the pairing becomes hard-core and repulsive if \( \epsilon < 0 \), i.e., \( \Delta_k \approx |\epsilon| \sin \theta \tan \theta \).

Bogoliubov analysis in spherical coordinates

The previous derivation has the disadvantage that the parametrization is singular at \( \theta = \pi/2 \). In order to avoid the singular behaviour in the physically interesting case \( \theta = \pi/2 \), we can use polar coordinates, \( \Omega_i = \)
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(\sin \theta, \cos \phi, \sin \theta, \sin \phi, \cos \theta), to parametrize the spin orientation. As we will see, this does not change the end result when we take the limit \( \theta \to \pi/2 \). The equation of motion are

\[ i\dot{\Omega}_i^\pm = \pm \sum_{j \in \mathcal{N}_i} [\Omega_i^\pm \Omega_j^\mp - \Omega_i^\mp \Omega_j^\pm], \quad (S5) \]

with mean field solution

\[ \Omega_i^\pm = \sin \theta e^{\pm i(q \cdot r_i - \mu t)}, \quad \hat{\Omega}_i^\pm = \cos \theta, \quad (S6) \]

and \( \mu = \cos \theta (\gamma_0 - \gamma_q) \). Fluctuations on top of the mean-field equations are parametrized by

\[ \delta \Omega_i^\pm = e^{\pm i(q \cdot r_i - \mu t)} (\pm i\delta \phi_i + \cos \theta \delta \theta_i), \quad \delta \Omega_i^\pm = -\sin \theta \delta \theta_i. \quad (S7) \]

By replacing Eq.\((S7)\) into Eq.\((S5)\), we find

\[ \pm \mu \cos \theta \delta \theta_i \mp \delta \phi_i + \mu \delta \phi_i + \cos \theta \delta \theta_i = \pm \sum_{j \in \mathcal{N}_i} [ -\sin^2 \theta (\delta \theta_j - e^{\pm i q \cdot r_{ji}} \delta \phi_j) + i \cos \theta (\delta \phi_i - e^{\pm i q \cdot r_{ji}} \delta \phi_j) + \cos^2 \theta (\delta \theta_i - e^{\pm i q \cdot r_{ji}} \delta \theta_j)], \quad (S8) \]

where \( r_{ji} = r_j - r_i \) and \( \mathcal{N}_i \) denotes the nearest neighbor of \( i \). The real and imaginary parts of this equation are given by

\[ \begin{align*}
\delta \dot{\phi}_i &= \sum_{j \in \mathcal{N}_i} \left[ \sin^2 \theta (\delta \theta_j - \cos (q \cdot r_{ji}) \delta \phi_j) - \cos^2 \theta (\delta \theta_i - \cos (q \cdot r_{ji}) \delta \phi_j) - \cos \theta \sin (q \cdot r_{ji}) \delta \phi_i + \mu \cos \theta \delta \theta_j \right], \\
\delta \dot{\theta}_i &= \sum_{j \in \mathcal{N}_i} [ (\delta \phi_i - \cos (q \cdot r_{ji}) \delta \phi_j) - \frac{\mu}{\cos \theta} \delta \phi_i - \cos \theta \sin (q \cdot r_{ji}) \delta \phi_j].
\end{align*} \]

Going into Fourier space and using the relations \( \sum_a \cos (q \cdot a) e^{ik \cdot a} = \frac{\gamma_{q+k} + \gamma_{q-k}}{2} \) and \( \sum_a \sin (q \cdot a) e^{ik \cdot a} = \frac{\gamma_{q+k} - \gamma_{q-k}}{2i} \), results in

\[ \begin{align*}
\delta \dot{\phi}_k &= \left[ \cos^2 \theta \left( \frac{\gamma_{q+k} + \gamma_{q-k}}{2} - \gamma_q \right) + \sin^2 \theta (\gamma_k - \gamma_q) \right] \delta \theta_k - \cos \theta \left( \frac{\gamma_{q+k} - \gamma_{q-k}}{2i} \right) \delta \phi_k, \\
\delta \dot{\theta}_k &= -\left( \frac{\gamma_{q+k} + \gamma_{q-k}}{2} - \gamma_q \right) \delta \phi_k - \cos \theta \left( \frac{\gamma_{q+k} - \gamma_{q-k}}{2i} \right) \delta \theta_k. \quad (S10) \end{align*} \]

If we define \( \Delta \varepsilon' = \gamma_{q+k} + \gamma_{q-k} - 2 \gamma_q \) and \( \Delta_k = \gamma_k - \gamma_q \). The imaginary part of the eigenvalue equation is given by

\[ \text{Im}[\omega_k] = \frac{1}{2} \sqrt{\Delta \varepsilon' \Delta \varepsilon' \cos^2 \theta + \sin^2 \theta \Delta_k'}, \quad (S11) \]

which coincides with the expression of the main text after identifying \( \Delta \varepsilon = \Delta \varepsilon' \cos \theta \) and \( \Delta_k = -\sin \theta \cos \theta \Delta_k' \).

### S2. Bogoliubov Analysis on the Long-Wavelength Theory

To make the connection with the usual BEC theory more crisp, we make a one-to-one comparison between the long wavelength effective theory of the Heisenberg model and a weakly interacting Bose gas in the limit \( q \to 0 \) and \( \theta \to 0 \). This analysis also shows that the results above are a generic feature of SU(2) symmetry rather than a peculiarity of the nearest-neighbour Heisenberg model in Eq.\((2)\), and that the underlying lattice is not essential as in the modulational instability. Assuming small deviations from the ferromagnetic ground state \( |F\rangle \) and performing a Holstein-Primakoff transformation \( \hat{S}_i^z = \sqrt{2S - \hat{\psi}_i^\dagger \hat{\psi}_i} \) and \( \hat{S}_i^z = S - \hat{\psi}_i^\dagger \hat{\psi}_i \), to quartic order in the bosonic operators \( \hat{\psi}_i \) leads to the long-wavelength Hamiltonian

\[ \hat{H} = J Sa^2 \int_x \left( \nabla \hat{\psi}_x^\dagger \nabla \hat{\psi}_x + \frac{1}{4S} \hat{\psi}_x^\dagger \hat{\psi}_x^\dagger \nabla \hat{\psi}_x \nabla \hat{\psi}_x + h.c. \right). \]

\[ \text{(S12)} \]

Unlike the usual Bose gas with hard core collisions, here the collision amplitude of two quasiparticles with momentum \( k \) and \( p \) is \( - (k \cdot p) \). This reflects the SU(2) symmetry of the Hamiltonian: collisions become negligible at small
FIG. S1. Growth of the most unstable mode showing saturation and subsequent oscillations plotted for different initial conditions and spin number $S$. The colorcode indicates simulations with different $q$: $q_xa = 0.25$ (blue), $q_xa = 0.37$ (green), and $q_xa = 0.5$ (red). The linestyle indicates models with different value of $S$. All figures use $\theta = \pi/2$.

moments because a $k \rightarrow 0$ magnon state, $\hat{\psi}_k^\dagger |F\rangle \approx \frac{S^+}{\sqrt{2S}} |F\rangle$, is effectively a global rotation of $|F\rangle$ that would not affect the dynamics of a second incoming magnon. Furthermore, unlike the BEC theory that contains a characteristic velocity $v_s = \sqrt{g n/m}$ that quantifies the sound velocity of linearly-dispersing quasiparticles and the resulting Landau criterion ($n$: condensate density, $m$: mass), there is no emergent velocity in Eq.(S12)—this results in the well-known fact that the Goldstone modes of the ferromagnet do not have sound-like dispersion.

In the presence of a condensate $\langle \hat{\psi}_{\pm}^\dagger \rangle = \psi_0 e^{\pm i(q \cdot x + \mu t)}$, linearization of the equation of motion leads to

$$i \partial_t \delta \psi = \left( \frac{\epsilon_0^q + k - 2Ja^2q \cdot (q + k)}{Ja^2\psi_0^2(q + k) \cdot (q - k)} - \mu \right) \delta \psi_0 - \frac{\epsilon_0^q - k + 2Ja^2\psi_0^2(q \cdot (q - k))}{Ja^2\psi_0^2(q + k) \cdot (q - k)} \delta \psi,$$

where $\delta \psi_0 = (\delta \psi_{q+k}, \delta \psi_{q-k})$, $\mu$ is the chemical potential $\mu = Js^2q^2 - Ja^2\psi_0^2q^2$, and $\epsilon_0^q_p$ is the bare magnon energy defined as $\epsilon_0^q_p = Jsa^2p^2$. First, we re-arrange the terms in the diagonal of the matrix:

$$\epsilon_0^q_{q \pm k} - 2Ja^2\psi_0^2q \cdot (q \pm k) - \mu = \epsilon_0^q_{q \pm k} - Ja^2\psi_0^2(q \pm k)^2 - 2Ja^2\psi_0^2(q^2 - k^2) - \mu.

$$

Second, we define the renormalized energy $\epsilon_{q \pm k} = \epsilon_0^q_{q \pm k} - Ja^2\psi_0^2(q \pm k)^2$ and the binding energy $\Delta_k/2 = -Ja^2\psi_0^2(q^2 - k^2)$. The value of $\psi_0$ is related to $\theta$ through $\sqrt{2S - \psi_0^2} \psi_0 = S \sin \theta$, or $\psi_0 \approx \sqrt{S} \sin \theta$. This results in the pairing energy $\Delta_k = -Ja^2 \sin^2 \theta (q^2 - k^2)$, consistent with the long-wavelength expansion of Eq.(6) of the main text.

Terms that reduce the symmetry from SU(2) to U(1), such as the exchange anisotropy $\epsilon < 0$ in Eq.(2), give rise to hard-core collisions in Eq.(S12) with strength $g = -\epsilon J$, leading to a repulsive and hard-core pairing $\Delta_k = |\epsilon|J \sin^2 \theta$ in the easy-plane case.

**S3. SATURATION OF THE DYNAMIC INSTABILITY**

In the main text we argued that the instability growth is self-regulated by the spin number constraint, and that fluctuations peak at $t \equiv 4\tau_s$ irrespective of the initial state, see definition of $\tau_s$ in Eq.(1). In Figure S1, we show this behavior for various initial conditions and values of the spin number $S$.

**S4. TRANSVERSE INSTABILITY FOR SPIN 1/2 IN 1D**

Here we show that the dynamics described in the main text for two-dimensional spin spirals in the large $S$ limit are also relevant for $S = 1/2$ in 1D. We focus on full spirals with $\theta = \pi/2$. In Fig. S2 we display the connected spin correlation functions

$$C_{k}^{zz}(t) = \langle \hat{S}_k^z(t) \hat{S}_k^z(t) \rangle,$$

$$C_{k}^{+-}(t) = \langle \hat{S}_k^x(t) \hat{S}_k^x(t) \rangle - \langle \hat{S}_k^+(t) \rangle \langle \hat{S}_k^-(t) \rangle,$$

for a spiral wavelength $Q = 0.13\pi$ obtained from MPS-iTEBD simulations employing the TenPy package [57], with a unit cell chosen large enough to fit the spiral (here: $L = 90$). For very short times, perturbative short time
dynamics dominate, see derivation below. At around $Jt = 5$, the dynamic instability takes over, leading to a growth of fluctuations with momenta around the spiral wavelength, $k = \pm Q$. The distribution of fluctuations in momentum space approximately agree with the imaginary part of the Bogoliubov dispersion [29]. We find similar signatures of the instability in the $C^{+-}$ correlations. However, we find that the low-momentum part ($k \leq Q$) of the “double lobe” structure of the Bogoliubov dispersion dominates over the large-momentum part ($k > Q$).

![FIG. S2. Growth of spiral fluctuations in 1D. Shown are the $C^{zz}_{k}$ and $C^{+-}_{k}$ correlations for a spiral wavelength $Q = 0.13\pi$, obtained from iTEBD-MPS simulations. The upper panels show the results of the Bogoliubov analysis.](image)

![FIG. S3. Spatial-temporal scaling of spin fluctuations. Shown is the $C^{+-}$ and $C^{zz}$ correlations as defined in Eq. (S15) rescaled according to the scaling function in Eq. (S16), with the rescaled time $Jt/(1 - \cos(Q))$ fixed. Insets: Unrescaled correlation functions.](image)

In analogy with the scaling of fluctuations shown in in Fig.2(c) of the main text, we also find scaling in the growth of fluctuations. As shown in Fig. S3, the scaling relation is given by

$$C^{ab}_{k} \left( \frac{Jt}{1 - \cos(Q)} \right) - C^{ab}_{k}(0) = Q^{-\alpha} f \left( \frac{k}{Q} \right). \quad \text{(S16)}$$

While the time and momentum rescaling factors $\beta = 1$ are obtained analytically from the Bogoliubov treatment, we find $\alpha \approx 0.25$ for $ab = +- \text{ and } \alpha \approx 1$ for $ab = zz$ numerically from our MPS simulations. Note that our results cannot be explained by a simple perturbative short time scaling. Indeed, we analytically show next that the perturbative short time scale is $Q$-independent, in contrast to the $k/Q$ dependence we find here.

To understand the short time behavior, we consider the general Heisenberg model

$$\hat{H} = \sum_{i \neq j} J_{ij} \left( \hat{S}^+_{i} \hat{S}^-_{j} + \hat{S}^z_{i} \hat{S}^z_{j} \right), \quad \text{(S17)}$$
where $S^+_i = \hat{S}^+_i + i\hat{S}^y_i$ and we assume real couplings $J_{ij} = J_{ji}$. We calculate the short time dynamics of the $zz$-fluctuations $C^z_k = \frac{1}{N} \sum_{i,j} e^{i k (r_i - r_j)} \langle \psi(t) | \hat{S}^z_i \hat{S}^z_j | \psi(t) \rangle$ by expanding

$$C^z_k (t) \approx C^z_k (0) - \frac{t^2}{2} \sum_{i,j} e^{i k (r_i - r_j)} \langle \psi(0) | [\hat{H}, [\hat{H}, \hat{S}^z_i \hat{S}^z_j]] | \psi(0) \rangle. \quad (S18)$$

The expression can be evaluated easiest for the spiral initial state by introducing the unwinding transformation $U$ as $\langle \psi(0) | U^\dagger U [\hat{H}, [\hat{H}, \hat{S}^z_i \hat{S}^z_j]] U^\dagger U | \psi(0) \rangle$ with $U | \psi(0) \rangle = | \uparrow \cdots \uparrow \rangle$ and $US^z_i U^\dagger = e^{\pm i \theta_i} \hat{S}^z_i$, $US^y_i U^\dagger = \hat{S}^y_i$ after calculating the double commutator. The general result is

$$\langle \psi(0) | [\hat{H}, [\hat{H}, \hat{S}^z_i \hat{S}^z_j]] | \psi(0) \rangle = -\frac{1}{4} J_{kl} \sum_j (J_{kj} + J_{jl}) (\cos(Qr_{jk}) + \cos(Qr_{jl}))$$

$$+ \frac{1}{2} J^2_{kl} (\cos(Qr_{kl}) - \cos^2(Qr_{kl}))$$

$$+ \frac{1}{4} \sum_j J_{ij} J_{jk} (\cos(Qr_{jl}) + \cos(Qr_{jk}) - 2 \cos(Qr_{jk}) \cos(Qr_{jl}))$$

$$+ \frac{1}{2} J_{kl} \cos(Qr_{kl}) \left( \sum_j J_{ij} \cos(Qr_{jl}) + \sum_j J_{jk} \cos(Qr_{jk}) \right),$$

where $r_{jk} = r_j - r_k$. Evaluating this expression for 1D nearest neighbour interactions $J_{ij} = \delta_{j,i+1} + \delta_{j,i-1}$, we find

$$C^z_k (t) \approx \frac{1}{4} - \frac{t^2}{2} \left\{ (\cos(k) - \cos(2k)) \ (\cos^2 Q - \cos Q) \right\}. \quad (S19)$$

The short time scale in angle brackets vanishes for both $k = 0$ and $Q = 0$ as expected and agrees with an exact MPS simulation at short times, see Fig. S4. Importantly, the location of the maximum of the short time scale is independent of $Q$ and located at $k \approx \pm 0.42 \pi$. 
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**FIG. S4.** Comparison between Eq. (S19) and an iTEBD simulation for $Q = 0.13 \pi$. 

---

This content is a simplified representation of the original text, focusing on the key mathematical expressions and results. The diagrams illustrate the comparison between the Taylor series expansion and the iTEBD simulation. The text describes the calculation of the short time dynamics of the $zz$-fluctuations and the results are compared to the exact MPS simulation.