Predicting nonlinear optical scattering with physics-driven neural networks
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Deep neural networks trained on physical losses are emerging as promising surrogates of nonlinear numerical solvers. These tools can predict solutions of Maxwell’s equations and compute gradients of output fields with respect to the material and geometrical properties in millisecond times which makes them attractive for inverse design or inverse scattering applications. Here we develop a tunable version of MaxwellNet, a physics driven neural network able to compute light scattering from inhomogenous media with a size comparable with the incident wavelength in the presence of the optical Kerr effect. The weights of the network are dynamically adjusted to take into account the intensity-dependent refractive index of the material.

I. INTRODUCTION

During the last three decades, the evolution of numerical methods in computational electromagnetics underpinned the solution of many common direct and inverse problems in optics with no analytical counterparts. Multiple scattering, sub-wavelength light confinement, or wave-propagation in complex media are examples where computational techniques have been applied. Nowadays, mesh based techniques, such as finite difference time or frequency domain (FDTD/FDFD) and finite elements method (FEM), represent the most widely adopted tools for the design of many photonic devices at the micro and nanoscale. The goal of the optimization task is to determine geometrical and material properties providing a desired objective field, and it entails the resolution of two consecutive problems: a forward step which relates a given structure with its electromagnetic response, and an inverse one which returns the optimal layout generating the target field. In this framework, the design of nonlinear optical devices drew the attention of the scientific community for the realization of ultra-fast switches as well as all-optical transistors and memories [1–3], which constitute the building blocks for the development of fast and low-consumption photonic circuitry. Initially, topology optimization was primarily addressed with evolutionary and gradient-based approaches [4, 5], both leveraging on the numerical solution of several electromagnetic problems for different parameters through the above mentioned tools. In particular adjoint methods [6, 8] have been shown as a promising solution to compute the derivative of an objective function through the solution of two numerical problems per iteration.

A different emerging approach consists of mapping the relationship between refractive index and electromagnetic field with a data-driven deep neural network (DNN) acting as a surrogate model of numerical methods [9, 10]. In most cases DNNs act as interpolators which enable us to rapidly predict electromagnetic fields and compute the derivatives of objective functions through back-propagation. The optimization algorithms rely on the same automatic differentiation libraries used in adjoint methods [11], but the inference time of DNNs is typically much faster than nonlinear equation solvers in numerical models. Most of the initial works resorted to a data-driven training through a dataset of input-output pairs computed numerically [12–15]. However, this approach ends up being doubly inconvenient: on one side it requires a large amount of simulations for the dataset preparation, on the other hand the knowledge of Maxwell’s equations is completely lost behind the data-driven training. To mitigate this effect, in Ref. [16] the authors use a hybrid data- and physics-augmented training introducing a regularizer based on Maxwell’s equation.

Recently physics-informed neural networks [17] have been proposed for the solution of Maxwell’s equations for inverse scattering problems [18, 19]. This works took inspiration from a seminal paper from Lagaris et al. [20] who highlighted the similarity between neural network training and solving partial differential equations. In this case the network maps spatial and time coordinates to the electromagnetic field in these points. Computing the error on the network output involves the calculation of the gradients with respect to the inputs. Auto-differentiation algorithms are used therefore to rapidly compute the gradients of electric fields with respect to spatial coordinates and consequently solve Maxwell’s equations by setting material properties, e.g. permittivity and permeability distributions, and proper boundary conditions. It is worthy to note, however, that this method returns the solution of an individual problem and not a class of problems.

In this work we use MaxwellNet [21], a physics driven neural network we recently reported, based on the minimization of Maxwell’s equation residual on a class of refractive index distributions. Differently from Refs. [18] and [19] in this case the input of the network is the refractive index distribution \( n_0 \), and the gradients of electric fields to construct the physical loss are computed through finite difference method. We demonstrate a tunable DNN which can predict very rapidly (in milliseconds time with GPU acceleration) the light scattering from micron-sized features in the presence of the nonlinear AC-Kerr effect for variable incident powers. The method is benchmarked...
on a set of 2D refractive index distributions for both TE and TM incident polarizations. The results are compared with FEM simulations, exhibiting a few-percentage relative error. It is important to underline that computing gradients through adjoint method or backpropagation algorithms is mathematically equivalent, the objective of the paper is therefore to investigate the possibility to speed up differentiable forward models which take into account optical nonlinearities.

II. TUNABLE MAXWELLNET: A DNN TO SOLVE NONLINEAR MAXWELL EQUATIONS

The working principle of MaxwellNet [21] can be briefly summarized as follows: we feed a DNN based on a U-Net architecture [22] with a dataset of 2D refractive index distributions \( n(z,x) \) and we get as an output the complex scattered fields for a given incident beam. During the training process, we iteratively update the weights of the U-Net, such that the predicted output fields from the network satisfy Maxwell’s equations, instead of comparing the output with ground-truth results from a numerical solver as is generally done in a data-driven process. The advantage of this indirect training using the residual of Maxwell’s equations as a physical metric is two-fold: (1) it doesn’t require a large amount of numerical simulations to create a database of input-output pairs for the training, consequently reducing the computational costs, and (2) the network directly learns the physics of the system offering a better efficiency in terms of generalization. It should be also noted that in our implementation of physics-informed neural networks, the calculation of the derivatives of the field with respect to the independent variables \( (x,z) \) is done using finite-difference scheme. In contrast, in other schemes the neural network is fed with the independent variables to calculate the derivatives using the chain rule [17].

Here we extend MaxwellNet to materials with a non-negligible \( \chi^{(3)} \) susceptibility, for which the AC-Kerr effect provides a significant contribution, by using a network that is tunable with the intensity of light. The concept of the work is sketched in Fig. [1] We start from a set of 2D linear refractive index distributions \( n_0(z,x) \), which are discretized on a uniform rectangular grid of size \( N_x \times N_z \), and we want to retrieve the scattered field for an incident plane wave propagating along the \( z \)-axis \( E_i(z,x) = E_0 \exp[jk_0 z] \hat{u} \), where \( E_0 \) is the field amplitude and \( I_0 = E_0^2/2\mu_0 \) its intensity, \( k_0 \) the wavevector in the background material, and \( \hat{u} \) the polarization unit vector being either \( \hat{x} \) (TM) or \( \hat{y} \) (TE) in the following. We also assume that the value of \( \chi^{(3)} \) follows the same spatial distribution as \( n_0(z,x) \).

When looking for a function to map a real \( N_x \times N_z \) array to a complex one with the same dimensions, the choice of the U-Net architecture is suitable as its structure returns images with the same size as the input while extracting the main features and encode them in a lower dimensional space. In detail, the U-Net block in Fig. [1] encodes the refractive index distributions through 6 convolutional and pooling layers to a latent space of size \( N_x/2^5 \times N_z/2^5 \times 512 \) and successively decodes them to an output of size \( N_x \times N_z \times N_c \) where the \( N_c \) channels represent the real and imaginary parts of the scattered field \( E_S(z,x) \). Then, the total field is computed as the sum of the network output and the background field, \( E = E_S + E_i \). Weight normalization and leaky ReLU activation functions are adopted at each step. Please refer to the Supplementary Material for further description of the network. In absence of birefringence, we can consider that the only non-zero components of \( E \) are \( E_y \) \( (N_c = 2) \) for the TE and \( E_x, E_z \) \( (N_c = 4) \) for the TM case, respectively [23].

The physics-driven training of the network relies on the minimization of Maxwell’s equation residual

\[
\mathcal{L}(n_0, I_0, \theta) = \sum_i \left\| \nabla \times \nabla \times E(r_i, I_0, \theta) \right\|^2 - k_0^2 n^2 (r_i, I) E(r_i, I_0, \theta) \right\|^2 (1)
\]

where the summation is done over all the discretized coordinates in the simulation domain \( r_i \) and \( \theta \) includes the weights and the biases of the network. The dependence of \( \mathcal{L} \) on \( I_0 \) in the presence of the AC-Kerr effect is explicitly indicated as the refractive index of the material \( n(z,x) \) in (1) is modulated by the local field intensity \( I(r) \):

\[
n = n_0 + \frac{3\chi^{(3)}}{8n_0} |E(r)|^2 = n_0 + n_2 I(r) \tag{2}
\]

The numerical discretization of the loss function represents a central point of this work to efficiently train the network. The differential operators in (1) are calculated with finite differences scheme, and the electromagnetic fields are evaluated on the Yee grid [23], the most established method for finite difference time and frequency simulations. Also, the simulation domain is surrounded by a perfectly matching layer (PML) which absorbs the outgoing waves and ensures the fulfillment of Sommerfeld radiation condition [25, 26]. Finally, even though computing electric and magnetic fields on the staggered Yee grid improves convergence, discretizing refractive index distributions with sharp transitions on a uniform grid can lead to difficulties in modeling small features and degrade numerical results [27]. We use a smoothing scheme to alleviate numerical inaccuracies around discontinuous interfaces. The choice of finite difference scheme is very convenient in this context as, more than being a very established method in computational electrodynamics, it can also be easily implemented through 2D convolutions and in turn very well suited for the integration with available machine learning packages as TensorFlow and PyTorch. Please refer to Supplementary Material for further details on the numerical evaluation of (1).
We can train the network on a defined set of refractive index distributions for a given incident power, but, as soon as we modify the intensity, the network will no longer be accurate as the physical loss depends on the intensity through $n$. In order address the issue we took inspiration from tunable U-Net architectures $^{28}$ and introduced a fully connected (FC) network (see Fig. 1) which takes as an input the intensity of the incident plane wave $I_0$ and whose output controls some of the convolutional kernels of the main U-Net. Specifically, a 2D convolutional layer with kernel size $k_x \times k_z$ going from a tensor with $C_i$ channels to another with $C_o$ channels requires $C_i \times C_o \times k_x \times k_z$ weights and $C_o$ biases. We therefore set the output dimension of the FC module equal to $C_i \times C_o \times k_x \times k_z + C_o$ to dynamically tune the second convolutional block in the encoding branch of the U-Net. The choice to control this specific convolutional layer proved to be a good compromise to ensure a good expressivity of the network with a reasonable increase in the number of parameters. The network was implemented in PyTorch 1.7.1 and has a total of $\sim 8$ million parameters.

### III. RESULTS AND DISCUSSION

We tested the ability of MaxwellNet to predict non-linear scattering in 2D air-suspended glass diffusers with irregular interfaces (Fig. 2a) excited with a plane wave at $\lambda = 1030$ nm propagating along $z$ axis. As a material we consider a standard optical borosilicate glass with linear and second order refractive indices equal to $n_0 = 1.517$ and $n_2 = 3.59 \times 10^{-20}$ m$^2$/W, respectively $^{29, 30}$. The diffusers are 4 $\mu$m in width and have an average thickness of $2\lambda/n_0$. For such dimensions and choice of parameters, many semi-analytical models, such as beam propagation method, fail to predict accurate solutions due to strong reflections and interference effects inside the material. In these cases one has to resort to fully vectorial simulations, based for example on finite elements or finite differences, which are more demanding from a computational point of view and not well suited for solving inverse design or inverse scattering problems. Furthermore, in presence of self modulation, as in this case, iterative algorithms have to be implemented, which consist in updating the refractive index and the field at each step until convergence, consequently accentuating the burden of numerical computation.

Here we created a dataset $B$ composed of 5000 $n_0$ distributions ($4000$, $B_t$, used for training and $1000$, $B_v$, for validation) and associated to each of them a random input intensity $I_0$. The diffusers’ interfaces are generated with low-pass filtered random distributions and the resulting $n_0(z, x)$ functions are discretized on a grid with $N_z = N_x = 256$ corresponding to a pixel size of $\lambda/30$. Although all the diffusers have the same average thickness, this is a particularly interesting dataset to benchmark MaxwellNet as the randomness of the interfaces lead to very different scattering properties.

#### A. TE case

As a first example we consider TE polarized incident fields $E_z(z, x) = E_0 \exp[jk_0z]y$ with intensities $I_0$ in the range $[2, 10] \times 10^{17}$ W/m$^2$. The lower bound is fixed at the value where the Kerr effect is no longer negligible ($n_2 I_0 \approx 0.005 n_0$) and the upper bound corresponds to the maximum value for which we could find a convergent solution with a commercially available numerical solver (COMSOL Multiphysics).

The training was performed using mini batches of size 8 and the Adam optimizer with a scheduled learning rate starting from an initial value $\eta_0 = 2 \times 10^{-4}$ and decreasing of 30% every 1000 epochs. During the training the
Fig. 2 shows that the loss computed on the validation set $B_v$ starts saturating after 800 epochs, corresponding to a training time of about 8 hours on a machine with GPU acceleration (Nvidia Tesla V100-32GB). Fig. 2b and c compare the absolute value of the field predictions from MaxwellNet and COMSOL Multiphysics for the same element in the validation set at incident intensities $I_0 = 2 \times 10^{17}$ W/m$^2$ (b) and $I_0 = 10 \times 10^{17}$ W/m$^2$ (c), respectively. Looking at the field inside the diffusers and the reflections we can confirm that MaxwellNet accurately captures the intensity dependent behavior of the scattered field. We do attribute the remaining discrepancies between MaxwellNet and COMSOL to discretization and the limited capacity of the network. Fig. 3 reports also the comparison between the modulated refractive index computed as in (2) with MaxwellNet and COMSOL for an incident intensity $I_0 = 10 \times 10^{17}$ W/m$^2$. We can notice in these conditions a refractive index modulation of about $0.17 \times n_0$ occurring on a spatial distance of $0.1 \times \lambda/n_0$ which reflects COMSOL predictions within a maximum discrepancy of 2%. A further comparison between the refractive index predicted by MaxwellNet and COMSOL considering or neglecting Kerr effect is provided in the Supplementary Material.

B. TM case

The electric field in (1) was written as a vector, but for TE case in 2D, Maxwell’s equation residual can be rewritten in a scalar form as the only non-zero component of the electric field is $E_y$. In order to extend the proposed method a fully vectorial case we consider as a second example the same dataset of diffusers excited by a TM polarized plane wave $E_i(z,x) = E_0 \exp[jk_0z]\hat{x}$ with intensities in the range $[2,30] \times 10^{17}$ W/m$^2$. The network has the same structure as the previous case except...
for the last convolution which now returns a tensor with $N_c = 4$ channels being the real and imaginary parts of $E_x$ and $E_z$, which are the only non-zero components of the total electric field. The validation loss saturated in this case after 2000 epochs, corresponding to a training time of about 20 hours on the same machine as before.

Fig. 4 reports the comparison of MaxwellNet predictions and ground truth computed in COMSOL for a sample in the validation set $\mathcal{B}_v$ considering the two limiting values of the intensity range used during training. Instead of the amplitude, we show in this case the real part of $E_x$ and $E_z$ which enables to highlight the faster oscillations inside the glass at high power (a-c) and the strong modulation of the cross-polarized field (b-d). In both cases MaxwellNet predictions are consistent with finite element simulations. For a comparison with prediction neglecting Kerr effect and a video of MaxwellNet inference increasing incident power please refer to Supplementary Material.

In order to evaluate the suitability of MaxwellNet as a forward model to solve scattering problems or as a tool for inverse design we should point out few considerations in terms of speed and accuracy. Although the long training time required by MaxwellNet might seem excessive for any useful application, on the other hand the inference time is much shorter compared to commercially available solvers. Concerning the accuracy, we quantitatively evaluate the performance of MaxwellNet by defining the relative error with respect to the ground truth solution as:

$$\varepsilon_r = \frac{\int \int \|E^M(z, x) - E^C(z, x)\|^2 \, dz \, dx}{\int \int \|E^C(z, x)\|^2 \, dz \, dx}$$  \hspace{1cm} (4)$$

TABLE I. Evaluation of MaxwellNet performances compared to COMSOL. The reported intervals refer to the lowest and highest powers used in the dataset.

|                     | TE     | TM     |
|---------------------|--------|--------|
| COMSOL solution time| 5-17s  | 5-20s  |
| MaxwellNet training | 8h     | 20h    |
| MaxwellNet inference| 15ms   | 21ms   |
| MaxwellNet error $\varepsilon_r$ | $1.7 \times 10^{-2}$ to $2.5 \times 10^{-2}$ |

where $E^M$ and $E^C$ are the total field computed with MaxwellNet and COMSOL, respectively, and the integration is restricted to the physical domain excluding the PML regions. Table I summarizes speed and accuracy performance of MaxwellNet compared to COMSOL. At large powers, for which COMSOL iterative scheme takes longer times to converge, MaxwellNet provides an acceleration factor of $\sim 10^3$ on a common workstation with 3.40 GHz CPU and 8 GB GPU (NVIDIA GeForce GTX 1070) with a maximum relative error of about 4%.

IV. CONCLUSION

We described a physically-driven training of a DNN which can predict nonlinear optical scattering from micro-objects with a size of few wavelengths. There are at least three noteworthy aspects of the present implementation. The first one is the integration of a physical loss including nonlinear optical effects within PyTorch framework. The calculation of this physical met-
ric through finite difference scheme on the Yee grid results in numerically accurate and very convenient calculations through 2D convolution tools available in most of machine learning packages. Furthermore, the same criterion might also be applied as physical regularizer in many minimization tasks or as a prior in inverse scattering problems.

Most significantly, we proposed a forward model which can infer the scattered field 1000 times faster than numerical solver for the problem we considered and whose output can be rapidly back-propagated through auto-differentiation techniques.

Finally, we demonstrated a tunable network which can solve nonlinear scattering problem for different working conditions. On the one hand this is a necessary tool for applications as the inverse design of nonlinear optical devices and on the other it points to the possibility of introducing more control parameters, such as working wavelength, incident angle and so on, to achieve broadband designs. Such a network is well adapted for the integration with generative models for the reparametrization of photonic devices design [21, 31, 32].

We can identify some critical points in the current implementation. First, the numerical accuracy strongly depends on the discretization size. We expect that for more complex structures or sharp high-index transitions more refined finite differences techniques should be implemented to improve the numerical accuracy. Second, it is important to point out that there is a key difference between the local intensity, \( I \), which modulates the refractive index in (2), and the incident one, \( I_0 \). In particular, for strongly resonant systems these two can differ significantly and tuning the network only through \( I_0 \) might not be enough to capture the physics of the system. Furthermore, as it happens for most neural networks, the model offers promising results in interpolation, i.e. when inferring on refractive index distributions similar to the training dataset, but the performances drop when feeding the network with inputs statistically different from those seen during training.

However we acknowledge these as current technical issues and they do not constitute fundamental limitations of the method. We do therefore expect that the advantages of indirect physical-driven training combined with increasing computational power of GPUs will enable in the coming years to the extension of this method to full vectorial 3D models with fine spatial resolution which will constitute useful tools for the simulation and inverse design of nonlinear optical devices as ultra-fast switches, nonlinear photonic cavities or nonlinear metasurfaces.
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