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Abstract. Aspect Sentiment Triplet Extraction (ASTE) aims to extract aspect term (aspect), sentiment and opinion term (opinion) triplets from sentences and can tell a complete story, i.e., the discussed aspect, the sentiment toward the aspect, and the cause of the sentiment. ASTE is a charming task, however, one triplet extracted by ASTE only includes one opinion of the aspect, but an aspect in a sentence may have multiple corresponding opinions and one opinion only provides part of the reason why the aspect has this sentiment, as a consequence, some triplets extracted by ASTE are hard to understand, and provide erroneous information for downstream tasks. In this paper, we introduce a new task, named Aspect Sentiment Multiple Opinions Triplet Extraction (ASMOTE). ASMOTE aims to extract aspect, sentiment and multiple opinions triplets. Specifically, one triplet extracted by ASMOTE contains all opinions about the aspect and can tell the exact reason that the aspect has the sentiment. We propose an Aspect-Guided Framework (AGF) to address this task. AGF first extracts aspects, then predicts their opinions and sentiments. Moreover, with the help of the proposed Sequence Labeling Attention (SLA), AGF improves the performance of the sentiment classification using the extracted opinions. Experimental results on multiple datasets demonstrate the effectiveness of our approach.
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1 Introduction

Sentiment analysis \cite{5,14} is an important task in natural language understanding and receives much attention in recent years. Aspect-based sentiment analysis (ABSA) \cite{22,21,20} is a branch of sentiment analysis. ABSA includes several sub-tasks, such as Aspect Term Extraction (ATE), Aspect Term Sentiment Analysis
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(ATSA) and Target-oriented Opinion Words Extraction (TOWE) [7]. Aspect terms (or simply aspects) are the linguistic expressions used in sentences to refer to the reviewed entities. Opinion terms (or simply opinions) are the expressions that carry subjective attitudes in sentences. Given a sentence, ATE extracts the aspects in the sentence. Given a sentence and an aspect in the sentence, ATSA and TOWE predict the corresponding sentiment and opinions respectively. For example, given the sentence in Fig. 1, ATE extracts “lobster knuckles” and “sashimi”. ATSA predicts the negative sentiments toward “lobster knuckles” and “sashimi”. TOWE extracts “ok” and “tasteless” for “lobster knuckles” and “wasn’t fresh” for “sashimi”.

| Task   | Input | Output  |
|--------|-------|---------|
| ATE    | Sentence “lobster knuckles”, “sashimi” |  |
| ATSA   | Sentence + “lobster knuckles” negative |  |
|        | Sentence + “sashimi” negative         |  |
| TOWE   | Sentence + “lobster knuckles” “ok”, “tasteless” |  |
|        | Sentence + “sashimi” “wasn’t fresh” |  |
| ASTE   | Sentence (“lobster knuckles”, negative, “ok”), (“lobster knuckles”, negative, “tasteless”) |  |
|        | (“sashimi”, negative, “wasn’t fresh”) |  |
| ASMOTE | Sentence (“lobster knuckles”, negative, (“ok”, “tasteless”)), (“sashimi”, negative, “wasn’t fresh”) |  |

**Fig. 1.** An example of our ASMOTE and several ABSA subtasks. In the sentence, the bold words are aspects and the underlined words are opinions. The red triplet extracted by ASTE is confusing, because the sentiment of “ok” is neutral rather than negative.

The individual subtasks mentioned above or a combination of two subtasks can only answer one question or two questions, but can not tell a complete story, i.e. the discussed aspect, the sentiment toward the aspect, and the cause of the sentiment. To address this limitation, Peng et al. [17] introduced the Aspect Sentiment Triplet Extraction (ASTE) task. A triplet extracted from a sentence by ASTE includes an aspect, the sentiment that the sentence expresses toward the aspect, and one opinion about the aspect in the sentence. Given the sentence in Fig. 1, ASTE extracts three triplets, (“lobster knuckles”, negative, “ok”), (“lobster knuckles”, negative, “tasteless”) and (“sashimi”, negative, “wasn’t fresh”).

However, one triplet extracted by ASTE only includes one opinion of the aspect, but an aspect in a sentence may have multiple corresponding opinions. One opinion of the aspect with multiple opinions only provides part of the reason why the aspect has the sentiment, resulting in some triplets extracted by ASTE are hard to understand and provide erroneous information for downstream tasks. For example, when seeing the triplet, (“lobster knuckles”, negative, “ok”), extracted by ASTE, we will be confused, because the sentiment of “ok” is neutral.

One direct solution to the problem of ASTE is to add a post-processing step after ASTE models, which combines the multiple triplets with the same aspect into one triplet. For example, the post-processing step merges the triplets extracted by ASTE from the sentence in Fig. 1 and obtains two triplets: (“lobster knuckles”, negative, (“ok”, “tasteless”)) and (“sashimi”, negative, (“wasn’t..."
fresh”). The obtained triplets are correct and understandable, since they contain all the opinions in the sentence about the aspect and the opinions in these triplets can tell the exact reason that the aspect has the sentiment. However, this solution of patching is not elegant. And, ASTE models need to extract erroneous triplets (e.g. (“lobster knuckles”, negative, “ok”)), which is unreasonable.

In this paper, we introduce a new task, Aspect Sentiment Multiple Opinions Triplet Extraction (ASMOTE). ASMOTE has the same goal as the combination of ASTE and the post-processing step. That is, ASMOTE extracts aspect, sentiment and multiple opinions triplets. One triplet extracted by ASMOTE contains all the opinions in the sentence about the aspect. The example illustrated in Fig. 1 shows the inputs and outputs of the tasks mentioned above.

We propose an Aspect-Guided Framework (AGF) for ASMOTE. AGF includes two stages. The first stage extracts aspects, and the second stage predicts the sentiments and opinions of the aspects extracted in the first stage. The ASMOTE triplets can be obtained by merging the results of the two stages. Specifically, given a sentence, the first stage uses a neural sequence labeling model to extract aspects. For each aspect extracted in the first stage, AGF generates aspect-specific representations with the guidance of the aspect. The obtained representations are used to predict the corresponding sentiment and opinions of the aspect. AGF also uses a neural sequence labeling model to extract opinions associated with the aspect. Moreover, it is intuitive that the opinions of an aspect can help models predict the sentiment of the aspect. For example, given the sentence in Fig. 1 and the aspect “sashimi”, if AGF knows that the opinion associated with “sashimi” is the phrase “wasn’t fresh”, AGF will predict the negative sentiment more easily. Based on the intuition, we propose a Sequence Labeling Attention (SLA). Specifically, SLA converts the prediction results of the neural sequence labeling model for opinion extraction into attention weights. The attention weights are used to generate an opinion representation. The opinion representation is used to predict the sentiment of the aspect. SLA is a kind of attention mechanism with supervision and sequence labeling tasks can be seen as attention supervision tasks.

Our contributions are summarized as follows:

- We introduce a new task, Aspect Sentiment Multiple Opinions Triplet Extraction (ASMOTE).
- We propose an Aspect-Guided Framework (AGF) for ASMOTE and a Sequence Labeling Attention (SLA). AGF improves the performance of the sentiment classification using extracted opinions with the help of SLA.
- Experimental results on four public datasets demonstrate the effectiveness of AGF and SLA.

2 Related Work

Aspect-based sentiment analysis (ABSA) aims to address various sentiment analysis tasks at a fine-grained level. ABSA includes several subtasks,
such as Aspect Term Extraction (ATE), Opinion Term Extraction (OTE) extracting opinions from sentences and Aspect Term Sentiment Analysis (ATSA). Many methods have been proposed for these subtasks, such as [11,25,26] for ATE, [25,26] for OTE and [6,23,24,36] for ATSA. Since the three subtasks are correlated in pairs, some studies improved the performances of the three subtasks by jointly modelling two or three of them. Wang et al. [25,26] and Dai and Song [4] jointly modelled ATE and OTE. Li et al. [10] and Phan and Ogunbona [19] jointly modelled ATE and ATSA. He et al. [8] and Chen and Qian [3] jointly modelled ATE, OTE and ATSA.

Although extracting aspects and opinions as pairs is significant, the aspects and opinions extracted by the methods mentioned above are not in pairs [7]. Fan et al. [7] put forward a new subtask of ABSA: Target-oriented Opinion Words Extraction (TOWE). TOWE aims to extract the corresponding opinions with respect to the given aspect. A few methods [7,30] have been proposed for TOWE. While TOWE assumes the golden aspect was given, Zhao et al. [35] and Chen et al. [2] explored Aspect-Opinion Pair extraction task, which aims at extracting aspects and opinions in pairs without given golden aspects.

The above tasks are still not enough to get a complete picture regarding sentiment [17]. Peng et al. [17] proposed a new subtask: Aspect Sentiment Triplet Extraction (ASTE). ASTE extracts aspect, sentiment and opinion triplets and can tell a complete story, i.e. the discussed aspect, the sentiment toward the aspect, and the cause of the sentiment. Some methods [17,33,1,34,29] have been proposed for ASTE. However, ASTE has the problem mentioned in Introduction section 4.

3 Aspect-Guided Framework (AGF)

3.1 Framework

The overall architecture of our Aspect-Guided Framework (AGF) for ASMOTE is shown in Fig. 2. AGF decomposes ASMOTE into three subtasks: Aspect Term Extraction (ATE), Aspect Term Sentiment Analysis (ATSA) and Target-oriented Opinion Words Extraction (TOWE). Given a sentence \( S = \{w_1, \ldots, w_i, \ldots, w_n\} \), ATE extracts a set of aspects \( A = \{a_1, \ldots, a_j, \ldots, a_m\} \). For each aspect extracted by ATE, \( a_j \), ATSA predicts its sentiment \( s_j \in \{\text{positive, neutral, negative}\} \), and TOWE extracts its opinions \( O = \{o_j^1, \ldots, o_j^{l_j}\} \). An aspect may have more than one opinion and \( l_j \) is the number of opinions with respect to the \( j \)-th aspect. ASMOTE obtains the triplets by merging the results of the three subtasks: \( T = \{(a_1, s_1, (o_1^1, \ldots, o_1^{l_1})), \ldots, (a_m, s_m, (o_m^1, \ldots, o_m^{l_m}))\} \).

AGF can be divided into two stages. The first stage performs ATE and the second stage performs ATSA and TOWE jointly. Moreover, the aspects extracted in the first stage are used to guide the sentence encoders of ATSA and TOWE to generate aspect-specific sentence representations.

4 There is a contemporaneous work [12], which also proposes a task, Aspect-Sentiment-Opinion Triplet Extraction (ASOTE), to solve the problem of ASTE.
3.2 Encoders

Note that AGF is a general framework, we can use any network as the encoder to learn sentence representations for ATE or aspect-specific sentence representations for ATSA and TOWE. In this paper, we implement three different encoders. The first one is the BiLSTM with pre-trained word embeddings, which has been widely used in neural-based models for NLP tasks. The second is BERT [5], a pre-trained bidirectional transformer encoder, which has achieved state-of-the-art performances across a variety of NLP tasks. The third is the BiLSTM with BERT, which has been widely used in neural sequence labeling models. The three encoders are written as EncoderBiLSTM_Emb, EncoderBERT, and EncoderBiLSTM_BERT, respectively. All the three encoders take a sentence, \( S = \{ w_1, ..., w_i, ..., w_n \} \), as input, and output corresponding sentence representations, \( H = \{ h_1, ..., h_i, ..., h_n \} \).

3.3 Stage One: Aspect Term Extraction (ATE)

We formulate ATE as a sequence labeling problem. Given a sentence \( S = \{ w_1, ..., w_i, ..., w_n \} \), an encoder takes the sentence as input and outputs the corresponding sentence representation, \( H_A = \{ h_{i1}, ..., h_{i1}, ..., h_{iA} \} \). ATE uses \( h_{iA} \) to predict the tag \( y_{iA} \in \{ B, I, O \} \) of the word \( w_i \). It can be regarded as a three-class classification problem at each position of the sentence \( S \). We use a linear layer and a softmax layer to compute prediction probability \( \hat{y}_{iA} \):

\[
\hat{y}_{iA} = \text{softmax}(W_{iA}h_{iA} + b_{iA})
\]

where \( W_{iA} \) and \( b_{iA} \) are learnable parameters.

The cross-entropy loss of ATE task can be defined as follows:

\[
L_{ATE} = -\sum_{i=1}^{n} \sum_{t=0}^{2} \mathbb{I}(y_{it} = t) \log(\hat{y}_{it})
\]
where the tags \( \{ B, I, O \} \) are correspondingly converted into labels \( \{ 0, 1, 2 \} \) and \( y_i^A \) denotes the ground truth label. \( I \) is an indicator function. If \( y_i^A = t \), \( I = 1 \), otherwise 0. We minimize the loss \( L_{ATE} \) to optimize the ATE model.

### 3.4 Stage Two

Since, in the same sentence, for different aspects, ATSA and TOWE models need to output different results. Therefore, it is crucial for both ATSA models and TOWE models to learn aspect-specific sentence representations. Moreover, Liang et al. [13] and Xing et al. [31] showed that utilizing the given aspect to guide the sentence encoding can obtain better aspect-specific representations. Therefore, in AGF, the aspects extracted in the first stage are used to guide the sentence encoders of ATSA and TOWE to generate aspect-specific sentence representations.

**Target-oriented Opinion Words Extraction (TOWE).** We also formulate TOWE as a sequence labeling problem. Given a sentence \( S = \{w_1, ..., w_i, ..., w_n\} \) and an aspect in the sentence, we first modify the sentence by inserting the special token \# at the beginning of the aspect and the special token $ at the end of the aspect. We then get a new sentence \( S_{\text{new}} = \{w_1, ..., #, w_{as}, ..., w_{ae}, $, ..., w_{n+2}\} \), where \( \{w_{as}, ..., w_{ae}\} \) are the corresponding words with respect to the given aspect. An encoder takes the new sentence as input. The special tokens explicitly tell the sentence encoder the corresponding words of the aspect in the sentence. Special tokens were first used by Wu and He [28] to incorporate target entities information into BERT on the relation classification task. We explore this method in not only BERT-based models but also LSTM-based models. The sentence encoder outputs the aspect-specific sentence representation, \( H^O = \{h^O_1, ..., h^O_i, ..., h^O_{n+2}\} \). TOWE uses \( h^O_i \) to predict the tag \( y^O_i \in \{B, I, O\} \) of the word \( w_i \) in the new sentence. It can be regarded as a three-class classification problem at each position of \( S_{\text{new}} \). We use a linear layer and a softmax layer to compute logit \( \hat{l}^O_i \) and its probability \( \hat{y}^O_i \):

\[
\hat{l}^O_i = W^O_1 h^O_i + b^O_1, \quad \hat{y}^O_i = \text{softmax}(\hat{l}^O_i)
\]

where \( W^O_1 \) and \( b^O_1 \) are learnable parameters.

The cross-entropy loss of TOWE task can be defined as follows:

\[
L_{TOWE} = -\sum_{i=1}^{n} \sum_{t=0}^{2} I(y^O_i = t) \log(\hat{y}^O_i)
\]

where the tags \( \{B, I, O\} \) are correspondingly converted into labels \( \{0, 1, 2\} \) and \( y^O_i \) denotes the ground truth label.

**Sequence Labeling Attention (SLA).** SLA converts the prediction results of TOWE into an attention vector. Specifically, the input of SLA is logits
\(\{\hat{t}_1^O, ..., \hat{t}_i^O, ..., \hat{t}_{n+2}^O\}\). SLA then obtains a vector:

\[
\beta = [\beta_1, ..., \beta_i, ..., \beta_{n+2}]
\]  (5)

where \(\beta_i\) is computed by summing the predicted logits on TOWE related to labels B and I in \(\hat{t}_i^O\). SLA uses the softmax function on \(\beta\) to get the attention weight vector:

\[
\alpha = [\alpha_1, ..., \alpha_i, ..., \alpha_{n+2}]
\]  (6)

SLA can take probabilities \(\{\hat{y}_1^O, ..., \hat{y}_i^O, ..., \hat{y}_{n+2}^O\}\) as input. When taking probabilities as input, SLA will behave differently.

**Aspect Term Sentiment Analysis (ATSA).** We formulate ATSA as a text span-based classification problem. In this paper, we use the given aspect to guide the sentence encoding in a similar manner as the TOWE task. Given a sentence \(S = \{w_1, ..., w_i, ..., w_n\}\) and an aspect in the sentence, we first modify the sentence by inserting the special token '#' at the beginning of the aspect and the special token '$' at the end of the aspect. We then get a new sentence \(S_{\text{new}} = \{w_1, ..., #, w_{as}, ..., w_{ne}, $, ..., w_{n+2}\}\), where \(\{w_{as}, ..., w_{ne}\}\) are the corresponding words with respect to the given aspect. An encoder takes the new sentence as input and outputs the corresponding sentence representation, \(H^S = \{h_1^S, ..., h_{as}^S, ..., h_{ne}^S, ..., h_{n+2}^S\}\). We then obtain the aspect representation by averaging the corresponding hidden states:

\[
r_A = \frac{1}{(a_e - a_s + 1)} \sum_{i=a_s}^{i=a_e} h_i^S
\]  (7)

We use the attention vector \(\alpha\) generated by SLA to obtain the opinion representation:

\[
r_O = H^S \alpha^T
\]  (8)

AGF concatenates \(r_A\) with \(r_O\) to get the aspect-specific sentence representation for ATSA:

\[
r = [r_A; r_O]
\]  (9)

The aspect-specific representation is then used to predict the sentiment polarity of the aspect. Formally, its sentiment distribution is calculated by:

\[
p = \text{softmax}(W_1^S (\text{ReLU}(W_2^s r + b_1^S)) + b_2^S)
\]  (10)

where \(W_1^S, b_1^S, W_2^S\) and \(b_2^S\) are parameters.

We use cross entropy as the loss function:

\[
L_{\text{ATSA}} = -\sum_{t=0}^{2} \mathbb{I}(y^S = t) \log p_t
\]  (11)

where \(y^S\) denotes the ground truth label and the sentiments \{positive, neutral, negative\} are correspondingly converted into labels \{0, 1, 2\}. 
Loss. The loss of the second stage is defined as follows:

$$L_{\text{second}} = L_{\text{TOWE}} + L_{\text{ATSA}}$$  \hspace{1cm} (12)

We minimize the loss $L_{\text{second}}$ to optimize the ATSA and TOWE model.

4 Experiments

4.1 Datasets and Metrics

We construct four datasets (i.e., 14res, 14lap, 15res, 16res) to evaluate the performance of methods on the ASMOTE task. Similar to Peng et al. [17] who constructed the Aspect Sentiment Triplet Extraction (ASTE) datasets, we obtain the four ASMOTE datasets by aligning the four Target-oriented Opinion Words Extraction (TOWE) datasets [7] and the corresponding SemEval Challenge datasets [22,21,20]. We do not use the ASTE datasets constructed by previous studies [17,33] to build ASMOTE datasets (i.e., combine the multiple triplets with the same aspect in the ASTE datasets into one triplet to get ASMOTE triplets), because these datasets do not include the sentences which only contain aspects without corresponding opinion terms. We think datasets including these sentences can better evaluate the performance of methods, since methods can encounter this kind of sentences in real-world scenarios. Statistics of the ASMOTE datasets are given in Table 1. Since the number of triplets with conflict sentiment is small, these triplets are removed in our experiments.

| Dataset | 14res | 14lap | 15res | 16res |
|---------|-------|-------|-------|-------|
| #sentence | 1615 | 404 | 606 | 1183 |
| #aspect | 2943 | 751 | 1134 | 1883 |
| #triplet | 2116 | 522 | 864 | 1295 |
| #tc | 74 | 12 | 13 | 31 |

Table 1. Dataset statistics. The tc indicates triplet with conflict sentiment.

To evaluate the performance of methods on ASMOTE, we use precision, recall, and F1-score as the metrics. A extracted triplet is regarded as correct only if predicted aspect spans, sentiment, multiple opinions spans and ground truth aspect spans, sentiment, multiple opinions spans are exactly matched.

4.2 Our Methods

**AGF** uses the encoder $Encoder_{BLSTM, EMB}$ for ATE, TOWE and ATSA.

**AGF-p** is the pipeline version of AGF. AGF-p doesn’t contain SLA and performs ATSA and TOWE separately.
AGF-t is a variant of AGF. AGF-t replaces the TOWE model jointly trained in AGF with the TOWE model trained separately. That is, AGF-t only uses the results of ATSA jointly trained in AGF.

*\(S\) are variants of AGF*. *\(S\) indicate that SLA takes probabilities rather than logits as input.

*\(B\) use encoder \(Encoder_{BERT}\) for ATSA, and encoder \(Encoder_{BiLSTM}\) for both ATE and TOWE. The parameters of BERT are fixed during training.

*\(BF\) are variants of *\(B\). *\(BF\) finetune BERT during training.

4.3 Implementation Details

We implement our models in PyTorch [16]. We use 300-dimensional word vectors pretrained by GloVe [18] to initialize the word embedding vectors. \(Encoder_{BERT}\) and \(Encoder_{BiLSTM}\) use the uncased basic pre-trained BERT. The batch size is set to 32 for all models. All models are optimized by the Adam optimizer [9]. The learning rates are set to 0.001 and 0.00002 for non-BERT models and BERT-based models, respectively. Since the TOWE model is harder to converge than the ATSA model, for AGF, TOWE is trained first then both of TOWE and ATSA are trained together. We apply early stopping in training and the patience is 10. We run all models for 5 times and report the average results on the test datasets.

Table 2. Results of the ASMOTE task.

| Method | 14res   | 14lap   | 15res   | 16res   |
|--------|---------|---------|---------|---------|
|        | P     | R     | F1     | P     | R     | F1     | P     | R     | F1     |
| MTL    | 56.7  | 38.6  | 45.9   | 41.4  | 24.2  | 30.5   | 57.2  | 33.5  | 42.1   | 54.1  | 44.8  | 49    |
| JET\(^t\) (\(M = 6\)) | 47.1  | 47.8  | 47.4   | 42.4  | 33.8  | 37.6   | 55.7  | 40.7  | 47.0   | 56.2  | 49.6  | 52.7  |
| JET\(^o\) (\(M = 6\)) | 58.6  | 48.6  | 53.2   | 39.9  | 31.2  | 35.0   | 52.7  | 42.6  | 47.1   | 62.3  | 56.5  | 59.3  |
| GTS-CNN | 59.8  | 51.3  | 55.2   | 46.3  | 34.7  | 39.7   | 51.6  | 45.7  | 48.4   | 54.9  | 57.0  | 55.9  |
| GTS-BiLSTM | 60.4  | 45.8  | 52.1   | 46.0  | 30.3  | 36.5   | 62.2  | 40.9  | 49.3   | 61.8  | 48.9  | 54.6  |
| AGF-t (ours) | \textbf{62.8}  | \textbf{56.7}  | \textbf{59.6}   | 46.1  | \textbf{35.0}  | \textbf{39.8}   | 55.9  | 45.3  | \textbf{50.0}   | 62.1  | \textbf{58.8}  | \textbf{60.4} |
| JET\(^t\)+bert (\(M = 6\)) | 50.3  | 53.0  | 51.6   | 44.8  | 35.3  | 39.5   | 55.4  | 44.2  | 49.2   | 51.4  | 56.9  | 54.0  |
| JET\(^o\)+bert (\(M = 6\)) | 57.0  | 47.6  | 51.9   | 43.0  | 33.5  | 37.7   | 58.0  | 47.0  | 51.9   | 66.7  | 54.5  | 60.0  |
| GTS-BERT | \textbf{63.9}  | 61.6  | 62.7   | \textbf{51.7}  | 44.6  | 47.9   | 57.9  | 53.3  | 55.5   | 56.4  | 64.5  | 60.2  |
| AGF-t\(^BF\) (ours) | 63.5  | \textbf{64.6}  | \textbf{64.0}   | 46.7  | \textbf{49.3}  | \textbf{48.0}   | 56.8  | \textbf{54.6}  | \textbf{55.7}   | 57.7  | \textbf{69.5}  | \textbf{63.0} |

4.4 Comparison Methods

We compare our methods with several methods proposed for the ASTE task, including i) five non-BERT models: MTL [34], JET\(^t\) [33], JET\(^o\) [33], GTS-CNN [29], and GTS-BiLSTM [29], ii) three BERT-based models: JET\(^t\)+bert [33], JET\(^o\)+bert [33] and GTS-BERT [29]. We add a post-processing step described in Introduction section after these models to obtain ASMOTE triplets.
4.5 Results

Experimental results of our methods and baselines on the ASMOTE task are reported in Table 2. From Table 2 we draw the following conclusions. First, although all the baselines are joint models, which jointly extract ASTE triplets, our pipeline models, AGF-t and AGF-tBF, achieve better F1 score than their counterparts, indicating that, to achieve ASMOTE, well-designed models for ASMOTE is more effective than a combination of an ASTE model and the post-processing step. Second, AGF-tBF outperforms AGF-t on all datasets in terms of F1 score, which shows that BERT can boost the performance of AGF-t.

Table 3. Results of the variants of AGF on ASMOTE, ATSA and TOWE.

| Method | ASMOTE (F1) | ATSA (accuracy) | TOWE (F1) |
|--------|-------------|-----------------|-----------|
|        | 14res | 14lap | 15res | 16res | 14res | 14lap | 15res | 16res | 14res | 14lap | 15res | 16res |
| AGF-p  | 57.5 | 39.7 | 48.0 | 58.7 | 77.2 | 69.8 | 73.9 | 86.3 | 77.1 | 68.0 | 69.9 | 79.6 |
| AGF    | 59.5 | 38.4 | 48.8 | 58.0 | 80.5 | 72.0 | 76.7 | 87.7 | 76.8 | 66.2 | 69.8 | 77.2 |
| AGF₃    | 57.9 | 38.9 | 50.0 | 57.4 | 78.3 | 68.9 | 75.7 | 86.3 | 77.4 | 67.2 | 71.1 | 78.2 |
| AGF-t   | 59.6 | 39.8 | 50.0 | 60.4 |      |      |      |      |      |      |      |      |      |
| AGF₃    | 55.4 | 40.6 | 50.2 | 56.2 | 73.8 | 64.3 | 71.0 | 82.4 | 79.7 | 70.4 | 76.5 | 81.6 |
| AGF₃BF  | 59.3 | 45.1 | 53.9 | 58.5 | 80.8 | 76.1 | 81.7 | 88.8 | 78.2 | 70.3 | 75.1 | 80.5 |
| AGF₃₃   | 58.4 | 45.8 | 53.5 | 56.8 | 79.7 | 74.0 | 77.9 | 82.2 | 79.9 | 71.6 | 76.3 | 80.3 |
| AGF₃₃BF | 60.4 | 43.8 | 55.9 | 60.3 |      |      |      |      |      |      |      |      |      |
| AGF₃₃BF | 63.4 | 48.6 | 55.5 | 62.9 | 83.7 | 76.0 | 81.3 | 90.7 | 79.6 | 73.8 | 77.1 | 81.2 |
| AGF₃₃BF | 63.2 | 48.0 | 54.5 | 62.6 | 83.8 | 77.0 | 81.5 | 91.2 | 79.1 | 73.2 | 76.2 | 81.9 |
| AGF₃₃BF | 63.8 | 47.8 | 54.1 | 61.6 | 83.1 | 75.5 | 80.0 | 89.8 | 80.2 | 73.7 | 75.8 | 81.6 |

4.6 Ablation Study

Experimental Results of the variants of AGF are presented in Table 3. The underlined scores are the better scores between AGF* (i.e., AGF, AGF₃, AGF₃₃) and AGF₃₃*. From the results we draw the following conclusions. First, AGF₃₃* (i.e., AGF₃, AGF₃₃B, AGF₃₃BF) outperform AGF-p* (i.e., AGF-p, AGF-pB, AGF-pBF) in 11 of 12 results on the ASMOTE task and AGF* surpass AGF-p* on the ATSA task, indicating the effectiveness of SLA. Second, on ASMOTE, AGF* outperform AGF₃₃* in 8 of 12 results, which shows that SLA taking logits as input is a little more effective than SLA taking probabilities as input. Third, AGF* obtain better performances than AGF₃₃* on the ATSA task, while AGF₃₃* obtain better performances than AGF* on TOWE.

4.7 Visualization of Attentions

Fig. 3 shows the attention weights of AGF* and AGF₃₃* on the sentence “The bread is top notch as well.”. AGF* assign more accurate weights to the opinion...
words, which can explain why AGF* obtain better performance on the ATSA task. This also can explain why AGF* obtain worse performance on the TOWE task. More accurate weights mean that AGF* are more confident of their prediction on the TOWE task and unfortunately obtain poor generalization ability.

5 Conclusion

In this paper, we introduce a new task, Aspect Sentiment Multiple Opinions Triplet Extraction (ASMOTE). One triplet extracted by ASMOTE includes an aspect term, the sentiment toward the aspect term, and all opinion terms associated with the aspect term in the sentence. We build four ASMOTE datasets for the ASMOTE task based on previous ATSA datasets and TOWE datasets. We propose an Aspect-Guided Framework (AGF) with a Sequence Labeling Attention (SLA) for ASMOTE. Moreover, experiments validate the effectiveness of AGF and SLA. These results provide a benchmark performance for ASMOTE.
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