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Objective: This article aims to provide empirical evidence on the effectiveness of the governments’ policy measures in response to the COVID-19 pandemic in the Mediterranean countries.

Methods: We considered five categories of response: lockdowns, social distancing, movement restrictions, public health measures, and governance and socio-economic measures. Our main research question is, How long do these measures take to become effective? Our analysis, by longitudinal regressions and panel count data analyses, focuses on one region—the Mediterranean countries—to avoid differences, such as cultural factors, that may influence the evolution of the viral pandemic. We start by investigating heteroscedasticity, and both serial and contemporaneous correlation of the disturbance term across cross-sectional countries.

Results: Our different estimation methods paint very similar trajectories of the efficacy of governments’ response measures. The benefits of these measures increase exponentially with time. We find that the net effects can be divided into three phases. In the first week, the benefits are not guaranteed unless the total number of contamination cases is less than some threshold values, ie if the spread of the virus is not already advanced. Then, indirect effects are revealed. After three weeks, we observe a reduction in the number of the new confirmed viral cases and, thus, the direct net benefits are observed.

Conclusion: The earlier governments act, in relation to the evolution of the epidemic, the lower the total cumulative incidence due to the epidemic wave.
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Introduction

The new coronavirus disease (COVID-19) that began in Wuhan, China in December 2019, has spread quickly over the entire world.1–4 The World Health Organization (WHO) declared that COVID-19 had advanced into a pandemic on March 11, 2020. The disease has culminated into larger chains of spread, resulting in widespread transmittal across the globe, affecting all continents.5–7 Approximately 214 countries reported the number of confirmed coronavirus cases within a few weeks.8,9 In the early stages of the outbreak, many governments tried containment strategies,10,11 while the United Nations (UN) launched the Global Humanitarian Response Plan for the coronavirus pandemic.12 However, case numbers skyrocketed, showing that it was no longer possible to contain the spread of the disease. Thus, some countries, including China, launched suppression strategies.13,14 The daily increasing numbers of infections and deaths have led to quarantines, worldwide lockdowns, and other
restrictions. The accelerating spread and the outcomes of the disease around the world have led people to panic, fear and anxiety. In response, governments have enacted several economic and social measures and public health interventions. Governments intend to reduce the number of new infections and associated mortality, while also mitigating the potentially disastrous impact on the national health systems. Countries are implementing different combinations of various measures, with varying levels of stringency. Plans typically combine public health policies with mobility restrictions. Although the approaches taken by national governments worldwide have varied widely, the measures adopted can be classified into five categories: movement restrictions, social distancing, lockdowns, public health measures, and social and economic measures. Alfano and Ercolano distinguished two principal types of policies: health policies aimed at strengthening hospital capacity, and policies, such as lockdown and social distancing measures, aimed at reducing viral transmission. Socio-economic policies aimed to reduce economic losses due to the halting of productive activities. Policy measures were taken to protect economies, targeting both people and businesses, protecting both employment and the continuation of necessary economic activities. The overall objective was to reduce coronavirus transmission in order to flatten the epidemic curve. However, such measures also risk generating or exacerbating socio-economic problems such as inequitable distribution of harms due to the pandemic, and also due to the interventions themselves. Successful governance hinges upon the use of information and relevant knowledge to prevent and control the epidemic, which underscores the need to improve the countries’ communicable disease governance capabilities and enhance the public health systems at large.

Government responses to the COVID-19 pandemic have been heterogeneous, however, around the world. The effectiveness and the appropriateness of lockdown have been debated extensively, both for how well it contains the virus, and also for the economic and social costs incurred. In fact, countries are now facing new socio-economic situations that were not anticipated, with an unprecedented scale of impacts that it might take a long time for the world to recover, economically and societally. Many scholars have argued that the consequences are actually playing out very much as predicted, and very much in line with the precedents of past pandemics. A complication of the response mechanism is whose advice was not heeded. For example, the USA government had pandemic predictions and preparation plans already in place, but they were ignored by the government in power at the time of the pandemic. Some countries considered tighter lockdowns to be a major factor in reducing contagion, initiating early social distancing measures and mandatory shutdown of nonessential businesses. The argument is that shortening the crisis period would reduce the number of infections, and also decrease the duration of economic disruption. The WHO recommended that strict containment measures should be introduced in Italy as early as possible to push down the epidemic curve. Other countries considered that the outbreak could be contained without lockdown. Instead, they opted for a gradual approach based on awareness-raising plus penalties for contravening government instructions. They relied heavily on test-and-trace strategies. The idea was to keep as many people in work for as long as possible. When trying to slow the epidemic’s spread, governments have opted for mitigation, ie flattening the epidemic curve, both to lighten the burden on health systems and also to improve social perception of the epidemic. Most governments opted for social distancing, albeit to varying degrees, which include quarantine for regions with high case counts, travel restrictions, school closures, working from home, and the closure or restriction of restaurants, theatres, cinemas, and stadiums. Yet, a large fraction of the Italian population contravened the protective health measures. In fact, Roma et al highlighted that behavioral obedience to governments’ measures could be expected, given the psychological and social context. For instance, the predicted level of compliance depends on risk perception and public engagement. Also, at the beginning of the crisis, Tunisia recorded zero new infections for several days, bringing the total number of infections to the range of 1000 cases, of which about 800 were cured. The government thus considered that Tunisia had defeated the coronavirus, unlike the developed countries. On the other hand, the scientific committee recommended more vigilance and adherence to preventive measures in public spaces and shops so that the epidemiological situation would remain under control, and so that the results achieved by quarantine could be preserved. This would ensure zero new cases of infection for a period equal to twice the virus’s incubation period. But the borders were totally reopened without any precautionary measures as of June 27, and the pandemic’s suppression gave way to the virus’s return and rapid spread.
Atalan\textsuperscript{8} studied the effect of lockdown days on the spread of COVID-19 cases in 49 countries. He found that the lockdown—as one of the social isolation restrictions—limits the pandemic by significantly reducing infection. Varghese and Xu\textsuperscript{30} found that government-driven social distancing measures reduced transmission in both Australia and New Zealand. Sebastiani et al.\textsuperscript{28} analyzed the impact of government measures in several Italian regions, finding that the earlier measures are taken in the epidemic’s evolution, the lower the total cumulative incidence achieved during that epidemic wave. In fact, after further restricting social interaction, mobility and non-vital economic activities, the daily number of new coronavirus cases in Italy stabilized towards the end of March, suggesting that the epidemic may have started to slow. The lag between the implementation of the government measures and the peaking of the “cumulative incidence” growth rate of the COVID-19 (the first signs of effectiveness) was found to be between 7 and 10 days. Saez et al.\textsuperscript{11} analyzed the effectiveness of the measures to be taken to mitigate the epidemic in Spain. After coronavirus case numbers skyrocketed, the Spanish government imposed social distancing. The measures managed to flatten the epidemic curve. In fact, the daily accumulation of cases decreased by more than three percentage points, and this reduction became greater as time passed.

This article aims to provide empirical evidence on the efficacy of policy measures taken by governments using panel data analysis and by addressing the question, How long do intervention measures take to become effective? Specifically, the aim is to analyze the efficacy of government measures against the COVID-19 pandemic, comparing the Mediterranean regions. In fact, despite the fragile health systems in the Eastern and Southern Mediterranean, characterized by weak disease surveillance and poor levels of public health preparedness, many countries took very early, bold and proactive steps to curtail the pandemic, and adopted various strategies for such prevention.\textsuperscript{34} The same measures were taken later by the Northern Mediterranean countries where the public healthcare systems are considered more developed, and yielded better performance. Evidently, low-income and developing countries should adopt the policy guidelines of the developed countries.\textsuperscript{27,35} In Italy and Spain, the first two epicenters of the pandemic in Europe,\textsuperscript{37} policy measures were either partial (in the case of Italy) or decided upon and implemented too late (in the case of Spain).\textsuperscript{36} The first cases in the Mediterranean region were detected at the end of January, and it started to spread exponentially a few weeks later. Over a period of only one week in late March, the number of confirmed cases nearly doubled in Italy and France, and in Spain, it almost tripled. Case increase rates remained high in April. Governments of countries hit later by coronavirus have, in principle, had more time to implement policy measures that had already proven effective in the countries that were hit first.\textsuperscript{36} Meanwhile, new case counts from the southern and eastern Mediterranean countries are evidently lower than in Europe, even though their healthcare systems are weaker. Even though their first cases were registered in March, much later than in Europe, the governments of these countries took early and rapid national measures to contain contagion, ie when the case count was relatively low. They benefited and learned from the experiences of Western countries.

**Methodology**

We estimated the following equation:

$$
n_{ct} = \alpha + \beta_1 y_{c,t-1} + \beta_2 d_{c,t-k} + \beta_3 (y_{d_c,t-k} + e
$$

$$
\quad = \alpha + \beta_1 y_{c,t-1} + \beta_2 d_{c,t-k} + (\beta_2 + \beta_3 y_{c,t-k}) t_{c,t-k} + \epsilon
$$

$$
\epsilon = \eta_c + \delta_t + \mu_{c,t}
$$

(1)

Where $\eta_c$ is a country-specific effect, $\delta_t$ is a time-specific effect, and $\mu_{c,t}$ is an idiosyncratic error term. The variable $n_{ct}$ is the daily number of infections in country $c$ at time $t$, which is measured in days. This is modeled as a function of the total number of confirmed cases in country $c$ on the previous day, $y_{c,t-1}$. To limit bias in the number of detected cases, we use a long-duration panel covering the period from 22 January to 19 Jun 2020. The incubation period is estimated to be less than 14 days.\textsuperscript{38-40} Equation 1 also includes a dummy variable $d_{c,t-k}$ that signals whether or not, on day $t-k$, there was a government measure against COVID-19 implemented in country $c$, ie the dummy $d_{c,t-k}$ signals which country had a government measure in place for $k$ days, in order to control for when the policy was in effect. We set $d_{c,t-k}$ to 1 on the first day when a control policy is adopted (whether movement restrictions, social distancing, public health measures, governance and socioeconomic measures, or lockdown) and also on all subsequent days when that measure is in place. Thus, $d_{c,t-k}$ identifies the $k$ days elapsed since the policy was implemented, enabling measurement of the policy’s effect on the number of new cases. The effect the government measures
is not limited to coefficient $\beta_2$ but also depends on $\beta_3$ and is related to the number of confirmed cases, $\beta_2 + \beta_3 y_{c,t-k}$.

Since the effect of government measures in any given period is affected by the total number of infections detected in that period, it is necessary to account for interaction effects between variables to avoid biased estimations. We limit our analysis to the Mediterranean countries to avoid large regional differences, such as cultural factors, that may influence the evolution of the viral pandemic.

**Procedures**

For government measures in response to COVID-19, we relied on the Assessment Capacities Project (ACAPS)\(^1\) (\(^1\)See “https://www.acaps.org/covid19-government-measures-dataset” (accessed 20 Jun 2020).) data from “COVID-19: Government Measures” that inventories all such measures implemented by governments worldwide. We used the latest version available, updated on 18 Jun 2020 (which had been accessed on 20 June 2020). Government measures can be considered in five categories: social distancing, movement restrictions, public health measures, social and economic measures, and lockdowns. New coronavirus case counts were obtained from the John Hopkins University Center for Systems Science and Engineering (CSSE) COVID-19 repository\(^41\) in \(^2\)See “https://github.com/CSSEGISandData/COVID-19”\(^2\) (accessed 20 Jun 2020).) the latest version available, on 20 June 2020. It offers a daily estimate of the number of cases from 22 January to 19 June 2020.

We estimate the results for 15 Mediterranean countries: Spain, France, Italy, Croatia, Greece and Turkey along the southern European coast; Syria, Lebanon and Israel on the Levantine coast; Egypt, Tunisia, Algeria, and Morocco on the north African coast; and the island states of Malta and Cyprus within the Mediterranean Sea. We did not apply any inclusion and exclusion criteria to select the countries. For France, we exclude the overseas territories and limit our sample to the observed COVID-19 cases in the metropolitan territory.

**Econometric Models**

We estimate several regression models (from $k=1$ to $k=26$ days) for each one of the five measures. The shortcoming of using linear regressions with count-dependent variables is that the predicted values can be negative, and hence meaningless. However, as our objective is to determine whether government measures are important in explaining the response variable without estimating how much, we begin with the linear panel regressions only as starting points and afterward, we estimate the panel count data regressions.

**Panel Regression Models**

This section considers what estimation processes are best suited to long panel datasets where the time dimension is long, and the cross-sectional dimension is short. Panel data estimations allow consistent estimation of the effects of observed covariates, even if the outcome variable depends also on other explanatory variables or observables, and is correlated with the observed ones. In the panel random effects (RE) model, the country-specific effect, $\eta_c$, is assumed to be a random variable uncorrelated with the explanatory variables, ie $E(\eta_c | x_c) = 0$. This can be tested using cluster-robust standard errors to allow for heteroscedasticity and serial correlation. Then, $\eta_c$ can be left in the composite error term $\eta_c$ where $\eta_c \sim i.i.d. \left(0, \sigma_\eta^2\right)$ and $\mu_{ct} \sim i.i.d. \left(0, \sigma_\mu^2\right)$ and the resulting serial correlation over time can be handled by generalized least squares (GLS) estimation.\(^{42}\) It should be noted that the number of new COVID-19 cases, at time $t$ with respect to $t-1$ in a country $c$, is calculated as $n_{c,t} = y_{c,t} - y_{c,t-1}$. Thus, RE could be inappropriate, in this case, because the differences may have negative serial correlations, which can cause problems. In the fixed effects (FE) model, the country-specific effect is a random variable that is allowed to be correlated with exogenous explanatory variables in any time period. FE is thought to be a more convincing model for estimating individual effects. Moreover, the regressors are themselves outcomes of choice processes, and likely to be correlated with countries’ preferences and abilities as captured by the unobserved effects $\eta_c$.\(^{43}\) The Fisher test is used to settle whether FE or simple pooled OLS better fits the panel data, while RE is explored with\(^{44}\) Lagrange Multiplier (LM) test that contrasts the random effects with pooled OLS. It is common to perform a Hausman test for the presence of country-specific FE, where the null hypothesis is that the RE model applies, ie that $E(\eta_c + \mu_{ct} | x_{ct}) = 0$. Wooldridge\(^{46}\) recommended performing a panel-robust version of the Hausman test that is consistent in the presence of cross-sectional dependence.

The hybrid and correlated random-effects approaches\(^{46-51}\) are flexible modeling alternatives to standard fixed-effects and random-effects models, because they distinguish within and between-cluster
effects and allow for the inclusion of level-two variables (cluster-invariant variables). They yield estimates of the level-one covariates that are unbiased by cluster-level unobserved heterogeneity, while allowing for level-two cluster-invariant covariates (see Bell et al).\textsuperscript{52} Note that the correlated random effects (CRE) and fixed-effects estimates are equivalent $\hat{\beta}_{\text{CRE}} = \hat{\beta}_{\text{FE}}$ (that are the within-cluster effects). The CRE approach controls for the average level of the observed covariates, $\bar{x}_c$, when measuring their partial effect on the outcome variable $y_{ct}$.\textsuperscript{43,46} The model can be expressed as: $y_{ct} = \alpha + \beta_{\text{within}}x_{ct} + \gamma \bar{x}_c + \eta_c + \mu_{ct}$. In this model, $\gamma = \beta_{\text{between}} - \beta_{\text{within}}$. Including $\bar{x}_c$ picks up the correlation between this covariate and the unobserved random effects. Rejecting the null hypothesis $H_0$: $\gamma = 0$ at a sufficiently low significance level implies rejection of the RE in favor of FE specification. Then, the assumption holds that there is no correlation between the level-one covariates $x_{ct}$ and the level-two error $\eta_c$.

Erroneously ignoring possible cross-sectional correlation of regression disturbances over time and between subjects can lead to biased inference. Specifically, standard fixed- and random-effects models can result in inconsistent estimators and in misleading inferences, depending on the correlation between the observed regressors and the unobserved source generating the cross-sectional dependence.\textsuperscript{53} In the case of long panel data models, the standard approach is to estimate a system of seemingly unrelated regression equations (SURE) from different cross-sectional units, using generalized least squares (GLS) techniques.\textsuperscript{54} Alternative approaches are used to handle the cross-sectional dependencies. Parks\textsuperscript{55} proposed the feasible generalized least squares (FGLS) method to account for spatial and temporal dependence in the disturbances of time-series cross-section (TSCS) models, as well as for heteroscedasticity across panels.\textsuperscript{56–58} As an alternative to the FGLS models, Beck and Katz\textsuperscript{59} suggested the panel-corrected standard errors (PCSE) approach related to the linear TSCS models. The residuals are assumed to be heteroscedastic and contemporaneously correlated across panels, and the parameters are estimated by either OLS or Prais and Winsten\textsuperscript{60} regression. The coefficients of the FGLS and PCSE models are close. Parameter estimation by the FGLS model is more efficient, but with the disadvantage that the standard error estimates are conditional upon the estimated disturbance covariance.\textsuperscript{59} To address the shortness of these two models, Driscoll and Kray\textsuperscript{61} proposed a nonparametric approach producing robust standard errors (RSE) for panel regressions with cross-sectional dependence (for more details, see Hoechle’s\textsuperscript{53} Stata XTSCC module for calculating RSE for panels with cross-sectional dependence). The error structure is assumed to be possibly correlated between the panels, auto-correlated up to some lag, and heteroscedastic across panels. The standard errors for coefficients are estimated by pooled OLS/WLS, and within FE regression. These standard errors are robust to very general forms of temporal and spatial cross-sectional dependencies when the time dimension becomes large. For the choice between the pooled OLS and FE regression with Driscoll-Kraay standard errors, Hoechle\textsuperscript{53} performed a Hausman-type test for FE that is robust to very general forms of cross-sectional and temporal dependence, following Wooldridge’s\textsuperscript{46} suggestion for how to perform a panel-robust Hausman test.

### Regression of Panel Count Data

Standard count models include Poisson and the negative binomial (NB) models.\textsuperscript{52–65} The NB model, originally proposed by Hausman et al,\textsuperscript{66} was thought that it allows two forms of heterogeneity: the NB-1 and NB-2 forms. In the cross-sectional case, the NB model fit better than the Poisson model only in terms of log-likelihoods because it effectively adds a parameter. Remember that the RE approach is intended with the long panel data, ie a large number of groups and relatively few time periods per group. But the conditional FE Poisson regression is fully robust to distributional mis-specifications as long as the conditional mean is correctly specified.\textsuperscript{67–69} According to Wooldridge,\textsuperscript{70} the fixed-effects negative binomial (FENB) approach suffers from some shortcomings and should “probably never be used”. In his *Journal of Econometrics* paper, Wooldridge\textsuperscript{70} showed that, in fact, the model collapses to depend on only one heterogeneity parameter. The study of Allison and Waterman\textsuperscript{71} stated that the conditional negative binomial model for panel data, proposed by Hausman, Hall, and Griliches,\textsuperscript{66} is not a true fixed-effects method. This method does not in fact control for all stable covariates.

Wooldridge\textsuperscript{70} showed that the FE Poisson estimators are completely robust to the failures of the Poisson assumptions as, for example, the violation of the assumption of equidispersion or the presence of an excessive number of zeros in the data. The FENB in the panel data case does not come close to nesting the Poisson assumptions unless the heterogeneity is zero. In this specification, consistent estimates are
produced under relatively weak assumptions: only the conditional mean needs to be correctly specified, but the standard errors usually need adjustment to account for the over- or under-dispersion. Wooldridge\textsuperscript{70} recommends avoiding the FENB, without the need to test for overdispersion, for three reasons: First, the FENB imposes a very specific overdispersion of the form ($1 + \mu_i$), where $\mu_i$ is the mean effect, and thus there is only one source of heterogeneity. However, the Poisson estimator allows any kind of variance–mean relationship (ie overdispersed, underdispersed or equidispersed). The variance and the mean can exhibit any of these, depending on the covariate values. The second reason is that the FENB imposes the conditional independence, but the serial correlation is not allowed. However, the FE Poisson allows any kind of serial correlation. Another key benefit is that the FE Poisson is robust to dependence over time—we just need to cluster the standard errors. Note also that the FENB model is not robust to the failure of any of its assumptions, and the time constant variables do not drop out in the FENB estimation. Third, the estimation of the FENB model often fails to converge, very likely because of the weird overdispersion it requires for every unit $i$ in the cross-section.

Whether the conditional likelihood FE Poisson models or the generalized linear model (GLM) is best for count data depends on three factors: the nature of the research question, the link function, and the willingness of the researcher to accept low levels of bias.\textsuperscript{52} The problem we have with the fully robust FE Poisson estimator is that clustering may not be justified for small $N$ and large $T$. Wooldridge recommends using pooled Poisson regression, including the groups’ dummy variables and time trends. We cannot really cluster in that case, but we can make the standard errors robust to the violations of the Poisson assumptions. The generalized estimating equation (GEE) approach\textsuperscript{72,73} is used to produce more efficient and unbiased regression estimates.\textsuperscript{74} It generalizes and extends the usual likelihood equation for the GLM by including the covariance matrix of the responses.\textsuperscript{75} GEE regression requires the specifications of the dependent variable distribution, the link function to be used, and the within-group correlation structure of the response variable.\textsuperscript{74} One should carefully consider the parametrization of the working correlation matrix since including the correct specification of the correlation form within the dependent variables increases the efficiency of the estimates.\textsuperscript{74–76} However, the model is robust to mis-specification of correlation structure because the estimated regression parameters remain consistent. Therefore, the efficiency gains from accurate specification of the structure are usually slight.\textsuperscript{72,74} GEE model provides consistent estimates of the parameters when the mean is correctly specified, even if the within-group correlation structure is not correctly specified.\textsuperscript{77} In fact, consistent estimates of the standard errors can be obtained via the robust covariance matrix that adjusts for efficiency losses due to possible misapplication of the variance function. Note that the GEE models are fairly robust against the wrong choice of correlation matrix, particularly in our case with a large sample size. The parameters and standard errors can be estimated consistently with the Huber–White “sandwich” estimator\textsuperscript{78,79} even if the correlations within group are not as hypothesized by the specified correlation structure.\textsuperscript{80,81} Zeger et al\textsuperscript{82} used the three different correlation assumptions (repeated observations uncorrelated, exchangeable correlation, and stationary correlation) to demonstrate that both the estimates and their respective standard deviations show little dependence on the choice of the correlation matrix, despite the presence of substantial correlation among the data.

### Statistical Analyses

We start empirically investigating the heteroscedasticity, serial correlation and contemporaneous correlation of the disturbance term across cross-sectional units. Table 1 shows the different statistical tests for each of the five categories of government measure against COVID-19. FE models are tested by the F-test, $F(n - 1, nT - n - k)$, that all $\eta_c = 0$ (the alternative hypothesis is that at least one parameter is not zero), while the RE models are examined by Breusch and Pagan’s\textsuperscript{44} Lagrange multiplier (LM) test that contrasts the RE with pooled OLS. The LM test examines whether the country-specific variance components are zeros, $H_0: \sigma^2 = 0$, with the LM statistic following the $\chi^2(1)$ distribution. The obtained $p$-values are small enough (at the $p \leq 0.001$ level) to reject the null hypothesis in either test. Thus, the FE and RE models are preferred over the pooled OLS model for all the government measures except that, for the governance and socio-economic measure, the LM test is statistically significant. The standard Hausman test of the FE models and Wooldridge’s\textsuperscript{46} auxiliary regression for the panel-robust Hausman test, $F(3, 14)$, in the presence of cross-sectional dependence is statistically significant indicating the presence of country-specific FE. The null hypothesis that the countries’ effects are uncorrelated with the other regressors is rejected, and thus the RE models are not favored over their FE counterpart. However, the statistical
Table 1 Estimation Strategies for the Complete Sample: Model Choice

|                          | k=7     | k=12    | k=15    | k=18    | k=22    | k=26    |
|--------------------------|---------|---------|---------|---------|---------|---------|
| **Lockdown measures**    |         |         |         |         |         |         |
| F-test for fixed effects | 17.93 (0.00) | 15.72 (0.00) | 15.83 (0.00) | 16.38 (0.00) | 18.15 (0.00) | 20.84 (0.00) |
| Breusch-Pagan LM test    | 0.00 (1.00) | 0.00 (1.00) | 0.00 (1.00) | 0.00 (1.00) | 0.00 (1.00) | 0.00 (1.00) |
| Standard Hausman test    | 49.30 (0.00) | 42.41 (0.00) | 41.64 (0.00) | 44.77 (0.00) | 48.21 (0.00) | 51.48 (0.00) |
| Robust Hausman test      | 5.80 (0.03) | 2.17 (0.14) | 1.88 (0.18) | 1.81 (0.19) | 1.87 (0.18) | 2.00 (0.16) |
| Breusch-Pagan LM test    | 402.48 (0.00) | 312.27 (0.00) | 237.69 (0.00) | 210.43 (0.00) | 130.54 (0.00) | 167.82 (0.00) |
| Wald statistic           | 0.95 (0.34) | 0.79 (0.39) | 1.07 (0.32) | 0.81 (0.39) | 0.78 (0.39) | 0.81 (0.38) |
| **Social distancing measures** |         |         |         |         |         |         |
| F-test for fixed effects | 3.04 (0.00) | 5.46 (0.00) | 7.16 (0.00) | 8.93 (0.00) | 11.76 (0.00) | 14.8 (0.00) |
| Breusch-Pagan LM test    | 0.00 (1.00) | 0.00 (1.00) | 0.00 (1.00) | 0.00 (1.00) | 0.00 (1.00) | 0.00 (1.00) |
| Standard Hausman test    | 30.5 (0.00) | 62.35 (0.00) | 81.68 (0.00) | 100.22 (0.00) | 128.51 (0.00) | 156.17 (0.00) |
| Wooldridge’s auxiliary regression | 5.28 (0.01) | 25.82 (0.00) | 55.85 (0.00) | 117.4 (0.00) | 152.54 (0.00) | 119.15 (0.00) |
| Breusch-Pagan LM test    | 2.17 (0.14) | 2.30 (0.12) | 2.27 (0.13) | 2.23 (0.13) | 2.29 (0.12) | 2.42 (0.11) |
| Wald statistic           | 396.61 (0.00) | 296.65 (0.00) | 2088.12 (0.00) | 1183.49 (0.00) | 1415.48 (0.00) | 2318.58 (0.00) |
| Breusch-Pagan LM test    | 2.29 (0.15) | 1.27 (0.28) | 1.39 (0.26) | 1.04 (0.32) | 0.97 (0.34) | 0.83 (0.37) |
| **Movement restrictions**|         |         |         |         |         |         |
| F-test for fixed effects | 2.82 (0.00) | 5.25 (0.00) | 6.93 (0.00) | 8.71 (0.00) | 11.56 (0.00) | 14.56 (0.00) |
| Breusch-Pagan LM test    | 0.00 (1.00) | 0.00 (1.00) | 0.00 (1.00) | 0.00 (1.00) | 0.00 (1.00) | 0.00 (1.00) |
| Standard Hausman test    | 30.93 (0.00) | 66.82 (0.00) | 88.79 (0.00) | 110.87 (0.00) | 144.58 (0.00) | 177.79 (0.00) |
| Breusch-Pagan LM test    | 4.81 (0.02) | 21.18 (0.00) | 62.48 (0.00) | 208.77 (0.00) | 305.64 (0.00) | 150.53 (0.00) |
| Wald statistic           | 3.01 (0.00) | 17.06 (0.15) | 21.3 (0.14) | 22.2 (0.13) | 23.6 (0.11) | 2.25 (0.10) |
| Breusch-Pagan LM test    | 345.85 (0.00) | 2894.21 (0.00) | 2029.04 (0.00) | 957.66 (0.00) | 1443.81 (0.00) | 2621.68 (0.00) |
| Wald statistic           | 2.28 (0.15) | 1.25 (0.28) | 1.38 (0.26) | 1.04 (0.32) | 0.98 (0.34) | 0.84 (0.37) |
| **Governance and socio-economic measures** |         |         |         |         |         |         |
| F-test for fixed effects | 35.64 (0.00) | 39.24 (0.00) | 39.99 (0.00) | 39.43 (0.00) | 37.59 (0.00) | 35.74 (0.00) |
| Breusch-Pagan LM test    | 1212.86 (0.00) | 1638.42 (0.00) | 1783.34 (0.00) | 1776.15 (0.00) | 1614.84 (0.00) | 1309.41 (0.00) |
| Standard Hausman test    | 185.93 (0.00) | 119.14 (0.00) | 102.68 (0.00) | 96.35 (0.00) | 93.9 (0.00) | 108.05 (0.00) |
| Breusch-Pagan LM test    | 126.24 (0.00) | 174.96 (0.00) | 170.61 (0.00) | 160.6 (0.00) | 144.73 (0.00) | 142.08 (0.00) |
| Wald statistic           | 4.01 (0.03) | 7.00 (0.00) | 6.43 (0.01) | 5.48 (0.01) | 3.94 (0.03) | 3.08 (0.06) |
| Breusch-Pagan LM test    | 2.6E+6 (0.00) | 8.7E+6 (0.00) | 2.0E+7 (0.00) | 6.6E+7 (0.00) | 2.1E+9 (0.00) | 1.1E+11 (0.00) |

(Continued)
Table 1 (Continued).

| Public health measures | Breusch-Pagan LM test for cross-sectional correlation in FE | Driscoll-Kraay standard errors | Wooldridge test for autocorrelation in panel data |
|------------------------|----------------------------------------------------------|-------------------------------|--------------------------------------------------|
| k=7                    | 2.89 (0.00)                                              | 0.00 (1.00)                   | 7.37 (0.00)                                      |
|                        | 27.64 (0.00)                                            | 65.09 (0.00)                  | 2.03 (0.16)                                      |
|                        | 1.97 (0.16)                                             | 9.34 (0.00)                   | 22.63 (0.00)                                     |
|                        | 1.79 (0.20)                                             | 9.26 (0.00)                   | 1.79 (0.20)                                      |

Note: p-values are given between parentheses.

Breusch–Pagan LM tests indicate the presence of cross-sectional autocorrelation in FE. In fact, in the LM test of independence, $H_0$ is rejected so the correlation of different countries is significant. We perform, then, the robust Hausman test with Driscoll and Kraay standard errors. The obtained Fisher statistics, $F$ (3, 14), are statistically non-significant. Thus, the standard FE and RE models can result in inconsistent estimators and in misleading inference, depending on the correlation between the observed regressors and the unobserved source generating the cross-sectional dependence. We also perform a modified Wald test to detect the existence of group-wise heteroscedasticity in the residuals of the FE regressions. Under the null hypothesis, the variance of the error terms is the same for all countries: $H_0: \sigma^2_c = \sigma^2$ for all $c = \{1, 2, \ldots, n\}$. The results lead to a strong rejection of the null hypothesis for $p \leq 0.001$. So, we conclude that heteroscedasticity is present.

We also estimated the FGLS and PCSE models (see columns 2 and 3 of Table 2). Then, the nonparametric approach of Driscoll and Kraay is used to address the shortness of these two models by producing RSE for panel regressions with cross-sectional dependence. In fact, our error structure is found to be possibly correlated between the panels, auto-correlated up to some lag, and heteroscedastic across panels. This is revealed in the statistically insignificant result of Wooldridge’s serial autocorrelation test, where the hypothesis $H_0$: no first-order autocorrelation is not rejected, and thus there is no indication of a common first-order correlation (see Table 1). On the basis of these results, we choose Driscoll and Kraay’s method of producing heteroscedasticity, autocorrelation, and panel correlation consistent robust standard errors.

Results

Table 3 shows the results of the panel regressions with Driscoll–Kraay standard errors. The robustness check of our selected estimation method is presented in Table 2. We estimated the panel regression model with Driscoll-Kraay standard (XTSCC), the linear regression with panel-corrected standard errors (PCSE), and the feasible generalized least squares (FGLS). The coefficients are closed.) There are, as expected, positive and statistically significant coefficients $\beta_1$, suggesting that the more infection cases reported on previous days, the more new cases of the coronavirus there will be today. The number of detected
Table 2 Robustness Checks

|                  | xtsc Method |                  | xtspce Method |                  | xtgls Method |                  |
|------------------|-------------|------------------|---------------|------------------|---------------|------------------|
|                  | k=10        | k=15            | k=18          | k=22            | k=26          | k=10           | k=15          | k=18           | k=22           | k=26           | k=10           | k=15          | k=18           | k=22           | k=26           |
|                  |             |                  |               |                  |               |                 |                |                |                 |                |                 |                |                |                |                |
| **Lockdown measure** |             |                  |               |                  |               |                 |                |                |                 |                |                 |                |                |                |                |
| $\gamma_{-1}$    | 0.07***     | 0.05***         | 0.04***       | 0.03***         | 0.03***       | 0.02***        | 0.07***        | 0.05***        | 0.04***        | 0.03***        | 0.07***        | 0.05***        | 0.04***        | 0.03***        | 0.02***        |
|                  | (5.2)       | (4.81)          | (4.74)        | (4.72)          | (4.64)        | (20.47)        | (18.55)        | (16.96)        | (15.2)         | (13.56)        | (54.65)        | (50.11)        | (46.18)        | (42.17)        | (38.05)        |
| $d_{-k}$         | 83.16       | −55.11          | −119.68       | −187.93***      | −241.50***    | 83.16***       | −55.11         | −119.68***     | −187.93***     | −241.50***     | 83.16***       | −55.11         | −119.68***     | −187.93***     | −241.50***     |
|                  | (1.32)      | (0.76)          | (1.43)        | (1.95)          | (2.35)        | (2.52)         | (1.52)         | (3.02)         | (4.22)         | (4.87)         | 1.97           | (1.19)         | (2.40)         | (3.47)         | (4.08)         |
| $(y|d)_{-k}$      | −0.06***    | −0.05***        | −0.04***      | −0.03***        | −0.06***      | −0.05***       | −0.04***       | −0.03***       | −0.06***       | −0.05***       | −0.06***       | −0.05***       | −0.04***       | −0.03***       | −0.06***       |
|                  | (−4.73)     | (−4.39)         | (−4.35)       | (−4.37)         | (−4.32)       | (−18.44)       | (−16.14)       | (−14.39)       | (−12.49)       | (−10.72)       | (−48.99)       | (−43.12)       | (−38.62)       | (−33.93)       | (−29.31)       |
| **const**        | 51.21***    | 119.71***       | 156.26***     | 195.60***       | 229.74***     | 51.21***       | 119.71***      | 156.26***      | 195.60***      | 229.74***      | 51.21***       | 119.71***      | 156.26***      | 195.60***      | 229.74***      |
|                  | (1.46)      | (2.53)          | (2.89)        | (3.23)          | (3.54)        | (1.83)         | (4.03)         | (4.97)         | (5.77)         | (6.38)         | (2.09)         | (4.56)         | (5.63)         | (6.64)         | (7.33)         |
| R-sq             | 0.61        | 0.57            | 0.53          | 0.49            | 0.45          | 0.61           | 0.57           | 0.53           | 0.49           | 0.45           | 1.10           | 0.63           | 0.56           | 0.51           | 0.48           |
| F (3,14)         | 130.98      | 98.14           | 62.72         | 25.75           | 14.39         | 490.12         | 379.66         | 316.98         | 259.36         | 214.69         | 3237.24        | 2639.73        | 2222.35        | 1837.56        | 1492.28        |
| Wald-chi2        |             |                  |               |                 |              |                |                |                |                |                |                |                |                |                |                |
| Nb.obs.          | 2087 & 2012 | 1967            | 1847          | 2087            | 2012          | 1967           | 1847           | 2087           | 2012           | 1967           | 1847           | 2087           | 2012           | 1967           | 1847           |
| **Social distancing measure** |             |                  |               |                  |               |                 |                |                |                 |                |                 |                |                |                |                |
| $\gamma_{-1}$    | 0.11***     | 0.07***         | 0.06***       | 0.05***         | 0.04***       | 0.11***        | 0.07***        | 0.06***        | 0.05***        | 0.04***        | 0.11***        | 0.07***        | 0.06***        | 0.05***        | 0.04***        |
|                  | (14.58)     | (11.28)         | (10.1)        | (8.67)          | (7.46)        | (32.13)        | (26.73)        | (23.84)        | (20.24)        | (17.34)        | (68.84)        | (61.01)        | (56.34)        | (50.49)        | (45.06)        |
| $d_{-k}$         | −15.01      | −115.7          | −176.01       | −237.42***      | −303.35***    | −15.01         | −115.7***      | −176.01***     | −237.42***     | −303.35***     | −15.01         | −115.7***      | −176.01***     | −237.42***     | −303.35***     |
|                  | (−0.38)     | (−1.43)         | (−1.97)       | (−2.32)         | (−3.23)       | (−4.40)        | (−5.14)        | (−5.82)        | (−4.44)        | (−3.04)        | (−4.32)        | (−5.34)        | (−6.28)        | (−6.28)        |
| $(y|d)_{-k}$      | −0.11***    | −0.07***        | −0.06***      | −0.05***        | −0.04***      | −0.11***       | −0.07***       | −0.06***       | −0.05***       | −0.04***       | −0.11***       | −0.07***       | −0.06***       | −0.05***       | −0.04***       |
|                  | (−14.01)    | (−10.89)        | (−8.41)       | (−7.20)         | (−9.29)       | (−23.97)       | (−23.99)       | (−20.96)       | (−17.30)       | (−14.37)       | (−64.78)       | (−55.64)       | (−50.34)       | (−43.84)       | (−37.85)       |
| **const**        | 61.72***    | 141.38***       | 187.97***     | 239.40***       | 291.63***     | 61.72***       | 141.38***      | 187.97***      | 239.40***      | 291.63***      | 61.72***       | 141.38***      | 187.97***      | 239.40***      | 291.63***      |
|                  | (2.13)      | (2.34)          | (2.53)        | (2.76)          | (3.07)        | (2.25)         | (4.43)         | (5.45)         | (6.24)         | (6.99)         | (2.53)         | (5.22)         | (6.52)         | (7.67)         | (8.67)         |

(Continued)
|                | xtpcc Method |                        |                        | xtpcse Method |                        |                        | xtglm Method |                        |                        |
|----------------|--------------|------------------------|------------------------|--------------|------------------------|------------------------|--------------|------------------------|------------------------|
|                | k=10         | k=15                   | k=18                   | k=22         | k=26                   | k=10                   | k=15         | k=18                   | k=22                   | k=26                   |
| R-sq           | 0.72         | 0.66                   | 0.63                   | 0.58         | 0.53                   | 0.72                   | 0.66         | 0.63                   | 0.58                   | 0.53                   |
| F (3, 14)      | 101.99       | 52.27                  | 40.23                  | 26.99        | 18.75                  | 101.99                 | 52.27        | 40.23                  | 26.99                  | 18.75                  |
| Wald-chi2      |              |                        |                        |              |                        |                        |              |                        |                        |                        |
|                |              | 1229.82                | 804.25                 | 627.22       | 448.02                 | 333.2                  | 5330.79      | 3985.28                | 3325.6                 | 2620.86                | 2068.75                |
| Nb.obs         | 2087         | 2012                   | 1967                   | 1907         | 1847                   | 2087                   | 2012         | 1967                   | 1907                   | 1847                   |
| Movement restriction measure |          |                        |                        |              |                        |                        |              |                        |                        |
| \(\gamma\)_{-1} | 0.11***     | 0.07***                | 0.06***                | 0.04***      | 0.04***                | 0.11***                | 0.07***      | 0.06***                | 0.04***                | 0.11***                | 0.07***                | 0.06***                | 0.04***                | 0.04***                |
|\(t\)-k         | (2.18)       | (3.4)                  | (4.01)                 | (4.41)       | (14.0)                 | (14.42)                | (14.6)        | (14.59)                | (14.01)                | (23.87)                | (28.62)                | (30.48)                | (31.97)                | (31.8)                  |
|\(d_{nk}\)      | -29.16       | -128.62                | -187.60***             | -314.12**    | -314.12**              | -29.16                 | -128.62**    | -187.60***             | -314.12**              | -29.16                 | -128.62**              | -187.60***             | -314.12**              |
|\(t\)-k         | (-0.1)       | -0.1**                 | -0.1***                | -0.05**      | -0.11**                | -0.11**                | -0.11**      | -0.11**                | -0.11**                | -0.11**                | -0.11**                | -0.11**                | -0.11**                |
| Governance and socio-economic measures |          |                        |                        |              |                        |                        |              |                        |                        |                        |
| \(\gamma\)_{-1} | 0.02***     | 0.02***                | 0.03***                | 0.02***      | 0.02***                | 0.02***                | 0.02***      | 0.02***                | 0.02***                | 0.02***                | 0.02***                | 0.02***                | 0.02***                |
|\(t\)-k         | (3.16)       | (3.4)                  | (3.64)                 | (4.01)       | (4.41)                 | (14.0)                 | (14.42)      | (14.6)                 | (14.59)                | (14.01)                | (23.87)                | (28.62)                | (30.48)                | (31.97)                | (31.8)                  |
|\(d_{nk}\)      | 4.68         | 47.07                  | -21.05                 | -150.89**    | -224.88**              | 4.68                   | 47.07        | -21.05                 | -150.89**              | -224.88**              | 4.68                   | 47.07        | -21.05                 | -150.89**              | -224.88**              |
|\(t\)-k         | (1.5)        | (0.48)                 | (0.48)                 | (0.18)       | (1.35)                 | (2.33)                 | (0.8)        | (0.37)                 | (2.71)                 | (4.29)                 | (2.69)                 | (0.87)        | (0.39)                 | (2.77)                 | (4.34)                  |
| $(\gamma_d)_{d_k}$ | -0.02*** | -0.02*** | -0.02*** | -0.02*** | -0.02*** | -0.02*** | -0.02*** | -0.02*** | -0.02*** | -0.02*** | -0.02*** | -0.02*** | -0.02*** | -0.02*** | -0.02*** |
|-------------------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| (-2.87)           | (-3.03)  | (-3.22)  | (-3.53)  | (-3.86)  | (-1.10)  | (-1.66)  | (-1.38)  | (-1.62)  | (-1.80)  | (-1.02)  | (-1.76)  | (-1.25)  | (-1.10)  | (-1.02)  |
| const             | 127.19** | 164.97** | 194.18** | 253.26** | 299.50***| 127.19** | 164.97** | 194.18** | 253.26** | 299.50***| 127.19** | 164.97** | 194.18** | 253.26** |
| R-sq              | 0.25     | 0.31     | 0.34     | 0.36     | 0.37     | 0.25     | 0.31     | 0.34     | 0.36     | 0.37     | 0.25     | 0.31     | 0.34     | 0.36     | 0.37     |
| F (3, 14)         | 4.42     | 8.94     | 18.67    | 55.18    | 35.79    | 4.42     | 8.94     | 18.67    | 55.18    | 35.79    | 4.42     | 8.94     | 18.67    | 55.18    | 35.79    |
| Wald- chi2        | 206.68   | 218.55   | 228.59   | 244.34   | 242.55   | 707.16   | 904.26   | 995.89   | 1086.55  | 1083.43  |
| Nb.obs.           | 2087     | 2012     | 1967     | 1907     | 1847     | 2087     | 2012     | 1967     | 1907     | 1847     | 2087     | 2012     | 1967     | 1907     | 1847     |

**Public health measure**

| $\chi_{-1}$     | 0.10***  | 0.07***  | 0.06***  | 0.04***  | 0.04***  | 0.10***  | 0.07***  | 0.06***  | 0.04***  | 0.04***  | 0.04***  | 0.04***  | 0.04***  | 0.04***  |
|------------------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| (18.19)          | (12.52)  | (10.61)  | (8.95)   | (7.69)   | (34.27)  | (27.28)  | (23.82)  | (20.05)  | (17.22)  | (69.88)  | (61.09)  | (56.1)   | (50.01)  | (44.54)  |
| $d_{d_k}$        | -28.82   | -124.2   | -175.42  | -231.63**| -293.15**| -28.82   | -124.20**| -175.42**| -231.63**| -293.15**| -28.82   | -124.20**| -175.42**| -231.63**|
| (-0.72)          | (-1.55)  | (-1.73)  | (-1.88)  | (-2.12)  | (-0.96)  | (-3.33)  | (-4.20)  | (-4.82)  | (-5.46)  | (-0.86)  | (-3.27)  | (-4.30)  | (-5.20)  | (-6.07)  |
| $(\gamma_d)_{d_k}$| -0.11***| -0.07***| -0.06***| -0.04***| -0.11***| -0.07***| -0.06***| -0.05***| -0.04***| -0.11***| -0.07***| -0.06***| -0.11***| -0.05***| -0.04***|
| (-17.58)         | (-12.09) | (-10.26) | (-8.66)  | (-7.40)  | (-31.77) | (-24.41) | (-20.88) | (-17.08) | (-14.23) | (-65.47) | (-55.37) | (-49.80) | (-43.11) | (-37.15) |
| const            | 71.30**  | 151.78** | 195.72** | 246.82** | 299.31** | 71.30**  | 151.78** | 195.72** | 246.82** | 299.31** | 71.30**  | 151.78** | 195.72** | 246.82** |
| (2.15)           | (2.34)   | (2.47)   | (2.67)   | (2.92)   | (2.54)   | (4.55)   | (5.39)   | (6.1)    | (6.84)   | (5.44)   | (6.57)   | (7.64)   | (8.6)    | (6.6)    |
| R-sq             | 0.72     | 0.66     | 0.63     | 0.57     | 0.52     | 0.72     | 0.66     | 0.63     | 0.57     | 0.52     | 0.72     | 0.66     | 0.63     | 0.57     | 0.52     |
| F (3, 14)        | 137.83   | 58.66    | 41.32    | 27.84    | 19.85    | 137.83   | 58.66    | 41.32    | 27.84    | 19.85    | 137.83   | 58.66    | 41.32    | 27.84    | 19.85    |
| Wald- chi2       | 1404.21  | 841.8    | 628.29   | 440.5    | 328.36   | 5418.17  | 3966.49  | 3288.42  | 2576.59  | 2035.25  |
| Nb.obs.          | 2087     | 2012     | 1967     | 1907     | 1847     | 2087     | 2012     | 1967     | 1907     | 1847     | 2087     | 2012     | 1967     | 1907     | 1847     |

**Notes:** $\text{xtcc}$: Panel regression with Driscoll-Kraay standard errors; $\text{xtpose}$: Linear regression with panel-corrected standard errors; $\text{xtreg}$: Fit panel-data models by using GLS. $\chi_{-1}$: the total number of confirmed cases the previous day; $d_{d_k}$: dummy indicating the government measure is in place for $k$ days. $z$-values are between parentheses: *$p < 0.10$, **$p < 0.05$, ***$p < 0.01$. 
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Table 3 Panel Regression with Driscoll–Kraay Standard Errors (for the Complete Sample)

|                  | k=1 | k=2 | k=3 | k=4 | k=5 | k=6 | k=7 | k=8 | k=9 | k=10 | k=18 | k=21 | k=22 | k=24 | k=26 |
|------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|------|------|------|------|------|
| **Lockdown measure** |     |     |     |     |     |     |     |     |     |      |      |      |      |      |      |
| $\gamma_{-1}$  | 0.09*** | 0.09*** | 0.09*** | 0.09*** | 0.09*** | 0.09*** | 0.08*** | 0.08*** | 0.07*** | 0.07*** | 0.04*** | 0.04*** | 0.03*** | 0.03*** | 0.03*** |
| (8.03)          | (8.96) | (7.33) | (6.18) | (6.71) | (5.97) | (5.85) | (5.5) | (5.23) | (5.04) | (4.46) | (4.34) | (4.41) | (4.38) | (4.31) |     |
| $d_{-k}$       | 326.26** | 321.26** | 303.81** | 276.33** | 246.18** | 211.35** | 177.99* | 144.06* | 119.34 | 83.16 | -119.68 | -171.46 | -187.93* | -216.06* | -241.50** |
| (2.57)          | (2.53) | (2.51) | (2.45) | (2.4) | (2.28) | (2.11) | (1.88) | (1.65) | (1.29) | (-1.36) | (-1.68) | (-1.81) | (-2.01) | (-2.17) |     |
| $(y-d)_{-k}$   | -0.08*** | -0.09*** | -0.09*** | -0.09*** | -0.09*** | -0.08*** | -0.08*** | -0.07*** | -0.07*** | -0.06*** | -0.04*** | -0.04*** | -0.04*** | -0.03*** | -0.03*** |
| (-7.55)         | (-7.91) | (-6.51) | (-5.53) | (-6.07) | (-5.39) | (-5.30) | (-4.99) | (-4.75) | (-4.58) | (-4.10) | (-4.00) | (-4.09) | (-4.08) | (-4.01) |     |
| const           | 18.98 | 1.01 | -9.88 | -9.4 | -13.95 | -13.5 | 8.96 | 22.99 | 35.32 | 51.21 | 156.26** | 187.22** | 195.60*** | 213.08*** | 229.74*** |
| R-sq            | (0.76) | (0.05) | (-0.41) | (-0.33) | (-0.47) | (-0.04) | (0.28) | (0.68) | (1.01) | (1.39) | (2.69) | (2.92) | (2.99) | (3.14) | (3.28) |
| F (3, 14)       | 22.37 | 43.42 | 42.7 | 42.36 | 55.6 | 61.51 | 77.28 | 90.44 | 106.96 | 128.67 | 59.66 | 33.96 | 22.47 | 15.61 | 12.34 |
| Nb.obs.         | 2222 | 2207 | 2192 | 2177 | 2162 | 2147 | 2132 | 2117 | 2102 | 2087 | 1967 | 1922 | 1907 | 1877 | 1847 |

|                  |     |     |     |     |     |     |     |     |     |      |      |      |      |      |      |
| **Social distancing measure** |     |     |     |     |     |     |     |     |     |      |      |      |      |      |      |
| $\gamma_{-1}$  | 0.18*** | 0.47*** | 0.36*** | 0.28*** | 0.22*** | 0.18*** | 0.16*** | 0.14*** | 0.12*** | 0.11*** | 0.06*** | 0.05*** | 0.05*** | 0.04*** | 0.04*** |
| 8.79            | 3.64 | 7.29 | 11.52 | 18.43 | 18.78 | 18.67 | 16.65 | 15.61 | 14.43 | 9.5 | 8.39 | 8.11 | 7.49 | 6.94 |     |
| $d_{-k}$       | 360.65*** | 281.31*** | 177.43** | 120.99** | 86.27** | 60.98** | 42.94 | 20.92 | 10.54 | -15.01 | -176.01 | -224.71** | -237.42** | -266.44** | -303.35** |
| 3.34            | 3.21 | 2.6 | 2.54 | 2.35 | 2.26 | 1.64 | 0.74 | 0.31 | (-0.37) | (-1.63) | (-1.81) | (-1.85) | (-1.97) | (-2.18) |     |
| $(y-d)_{-k}$   | -0.17*** | -0.47*** | -0.36*** | -0.27*** | -0.22*** | -0.18*** | -0.16*** | -0.14*** | -0.12*** | -0.11*** | -0.06*** | -0.05*** | -0.05*** | -0.04*** | -0.04*** |
| (-8.41)         | (-3.58) | (-7.15) | (-11.22) | (-17.87) | (-18.11) | (-17.97) | (-16.02) | (-14.99) | (-13.87) | (-9.23) | (-8.17) | (-7.89) | (-7.28) | (-6.73) |     |
| const           | 10.08 | -72.53* | -55.11* | -31.78 | -17.19 | 1.32 | 15.22 | 32.44* | 43.67* | 61.72* | 187.97** | 228.17** | 239.40** | 264.00** | 291.63** |
| 1.55            | (-1.92) | (-1.77) | (-1.53) | (-1.19) | 0.15 | 1.35 | 1.86 | 1.88 | 2.00 | 2.35 | 2.51 | 2.57 | 2.69 | 2.86 |     |
| R-sq            | 0.18 | 0.49 | 0.64 | 0.69 | 0.73 | 0.73 | 0.74 | 0.72 | 0.72 | 0.63 | 0.59 | 0.58 | 0.55 | 0.53 |     |
| F (3, 14)       | 29.69 | 15.09 | 59.37 | 174.53 | 542.12 | 571.9 | 308.74 | 186.38 | 131.54 | 97.96 | 35.71 | 25.99 | 23.7 | 19.44 | 16.25 |
| Nb.obs.         | 2222 | 2207 | 2192 | 2177 | 2162 | 2147 | 2132 | 2117 | 2102 | 2087 | 1967 | 1922 | 1907 | 1877 | 1847 |
| Movement restriction measure | $\gamma_{t-1}$ | $\delta_{t-1}$ | $(\gamma - \delta)_{t-1}$ | $\mu$ | $\sigma$ |
|-------------------------------|----------------|-----------------|-----------------|------|------|
| $0.18^{***}$                  | 9.36           | 344.63***       | -0.17***        | 3.5  | 1.82 |
| $0.47^{***}$                  | 3.62           | 273.67***       | -0.46***        | 3.19 | (-3.56) |
| $0.36^{***}$                  | 7.28           | 169.28**        | -0.36***        | 2.58 | (-7.14) |
| $0.27^{***}$                  | 11.43          | 118.65**        | -0.27***        | 2.45 | (-1.13) |
| $0.22^{***}$                  | 18.49          | 78.03***        | -0.22***        | 2.34 | (-17.93) |
| $0.18^{***}$                  | 19.13          | 57.33**         | -0.18***        | 2.17 | (-18.45) |
| $0.16^{***}$                  | 18.76          | 31.93           | -0.16***        | 1.46 | (-18.07) |
| $0.14^{***}$                  | 16.97          | 14.2            | -0.14***        | 0.53 | (-16.33) |
| $0.12^{***}$                  | 15.49          | -7.84           | -0.12***        | (-0.24) | (-13.90) |
| $0.11^{***}$                  | 14.52          | -29.16          | -0.11***        | (-0.70) | (-9.33) |
| $0.06^{***}$                  | 9.61           | -187.6          | -0.06***        | (-1.72) | (-8.23) |
| $0.05^{***}$                  | 8.46           | -232.87**       | -0.05***        | (-1.86) | (-7.94) |
| $0.04^{***}$                  | 8.17           | -247.04*        | -0.04***        | (-1.91) | (-7.32) |
| $0.04^{***}$                  | 7.55           | -276.65*        |                   | (-2.03) | (-6.75) |
| $0.04^{***}$                  | 6.98           | -314.12**       |                   | (-2.22) |       |

| Governance and socio-economic measures | $\gamma_{t-1}$ | $\delta_{t-1}$ | $(\gamma - \delta)_{t-1}$ | $\mu$ | $\sigma$ |
|----------------------------------------|----------------|-----------------|-----------------|------|------|
| $0.17^{***}$                           | 1.82           | 12.27*          | -0.70           | 1.77 | (-1.78) |
| $0.16^{***}$                           | 1.61           | -70.90*         | -1.13           | 1.94 | (-1.61) |
| $0.15^{***}$                           | 0.95           | -52.67          | -1.36           | 2.03 | (-1.34) |
| $0.14^{***}$                           | 0.31           | -31.19          | -13.6           | 2.04 | (-0.95) |
| $0.13^{***}$                           | 0.74           | 3.14            | 3.14            | 2.33 | 0.73  |
| $0.12^{***}$                           | 0.73           | 20.81*          | 3.64*           | 2.48 | 0.73  |
| $0.11^{***}$                           | 0.71           | 36.40*          | 53.49*          | 2.54 | 0.72  |
| $0.10^{***}$                           | 0.69           | 70.06*          | 198.76**        | 2.65 | 0.63  |
| $0.09^{***}$                           | 0.64           | 238.55**        | 305.44**        | 2.81 | 0.59  |
| $0.08^{***}$                           | 0.49           | 250.82**        |                   | 0.55 | 0.58  |
| $0.07^{***}$                           | 0.69           | 276.51**        |                   | 0.53 |       |
| $0.06^{***}$                           | 0.74           | 30.66*          |                   |      |       |
| $0.05^{***}$                           | 0.73           |                   |                   |      |       |
| $0.04^{***}$                           | 0.71           |                   |                   |      |       |
| $0.03^{***}$                           | 0.69           |                   |                   |      |       |
| $0.02^{***}$                           | 0.64           |                   |                   |      |       |
| $0.01^{***}$                           | 0.49           |                   |                   |      |       |

(Continued)
Table 3 (Continued).

| Public health measure | k=1 | k=2 | k=3 | k=4 | k=5 | k=6 | k=7 | k=8 | k=9 | k=10 | k=18 | k=21 | k=22 | k=24 | k=26 |
|-----------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|------|------|------|------|------|
| $y_{t-1}$             | 0.16*** | 0.37*** | 0.32*** | 0.26*** | 0.21*** | 0.18*** | 0.15*** | 0.12*** | 0.10*** | 0.06*** | 0.05*** | 0.04*** | 0.04*** | 0.04*** |
| $d_{t-k}$             | 16.32 | 3.26 | 5.72 | 9.63 | 15.98 | 20.62 | 23.41 | 22.03 | 18.24 | 10.14 | 8.78 | 8.46 | 7.78 | 7.15 |
| $(y.d)_{t-k}$         | 327.08*** | 296.25*** | 204.99** | 137.26** | 94.56** | 57.73** | 33.13 | 8.7 | -8.6 | -28.82 | -175.42 | -219.74 | -231.63* | -261.08* | -293.15* |
| const                 | 3.46 | 3.36 | 2.7 | 2.5 | 2.25 | 2.18 | 1.44 | 0.33 | (-0.26) | (-0.69) | (-1.63) | (-1.75) | (-1.78) | (-1.87) | (-2.00) |
| R-sq                  | 0.19 | 0.45 | 0.61 | 0.68 | 0.73 | 0.74 | 0.73 | 0.73 | 0.72 | 0.63 | 0.59 | 0.57 | 0.55 | 0.52 |
| F (3, 14)             | 93.64 | 10.38 | 31.89 | 90.11 | 286.28 | 597.33 | 475.31 | 285.2 | 186.65 | 134.64 | 37.55 | 27.03 | 24.74 | 20.46 | 17.11 |
| Nb.obs.               | 2222 | 2207 | 2192 | 2177 | 2162 | 2147 | 2132 | 2117 | 2102 | 2087 | 1967 | 1922 | 1907 | 1877 | 1847 |

Notes: $y_{t-1}$: the total number of confirmed cases the previous day; $d_{t-k}$: dummy indicating the government measure is in place for $k$ days. Z-values are between parentheses: *$p < 0.10$, **$p < 0.05$, ***$p < 0.01$. 
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viral new cases depends on both the total number of infections, and also the government measures already implemented. The effects of these two variables are related. We observe that the effect of the dummy variable $d_{ct(t-1)}$ is significantly positive over 8 days for the lockdown measure, and over 6 days for the other measures (social distancing, movement restrictions, ...). We can also see that the benefits of government measures increase exponentially with the passing of days. These effects fall to statistical non-significance 9 days after the start of lockdown; 7 days after the start of social distancing and movement restriction measures. The coefficients $\beta_2$ become negative and significant after three weeks, suggesting a net benefit in having implemented the measures. Their magnitudes and statistical significance keep growing with an apparently exponential trend. In fact, the effect of the variable $d$ will be negative after 22 days of lockdowns, and 21 days after each of the other implemented measures such as social distancing and movement restrictions. Estimates on the complete sample are reported in

Figure 1 Coefficients $\beta_2$ of government measure dummies for the complete sample.
Figure 1 where the coefficients $\beta_2$ of the government measure dummies are computed from the date of implementation to 26 days after. We plot the coefficient for the health policies aimed at strengthening the capacity of the hospital systems and the policies aimed at reducing the viral transmission, such as lockdowns, social distancing and movement restriction measures.

Interestingly, when we account for the total number of infection cases on previous days ($t-k$) we notice that the government measures may be effective from the very first day of implementation. After estimating the parameters for several days ($k$ days after the policy implementation), we determine, for each $k$, the number of total COVID-19 cases, $y_{c,t-k}$, verifying $\beta_2 + \beta_3 y_{c,t-k} \leq 0$ (negative effects on the new confirmed cases) for the significantly positive coefficients $\beta_2$. Figure 2 illustrates results calculated for the positive and statistically significant coefficients. Each point on the colored area corresponds to a negative effect on the number of new detected infections, ie a benefit due to the government measures. We can say that, after a week (more precisely, 8 days for lockdown or 6 days for the other four measures), the benefits of the government measures are related to the total number of COVID-19 cases confirmed on previous days. For example, after two days of lockdown, the net effect is negative and statistically significant if the total number of infections is less than 3695 on average, ie the spread of the virus is not already advanced. After nine days of lockdown, the effect of the total number of infections on the observed new cases will be reduced. The same remark concerns the other measures that governments take. Thus, the net effects of government measures can be divided into three phases: the first phase is within 9 days for lockdown, and within 7 days for the other measures. During this phase, benefits are not guaranteed when the total number of contamination cases is lower than the values corresponding to the points on the colored areas in Figure 2 for lockdown, social distancing, movement restrictions and public health measures. The
second phase runs to the end of three weeks, and entails indirect benefits from each measure. During this second phase, the effects of the government dummy variables, \( d \), are statistically non-significant until 22 days after lockdown, and until 21 days after implementing social distancing, movement restriction, public health, and governance and socio-economic measures. The coefficients \( \beta_2 \) are statistically non-significant, and we observe only indirect effects revealed in the negative and significant signs of the interaction terms in the regression models. This means that the effect of the total confirmed cases, detected previous days, on the new confirmed infections may be reduced by the implementation of government measures. In the third phase, which begins three weeks after implementation, we observe the negative effects of government measures on the number of the confirmed viral cases, i.e., the direct benefits are observed (the coefficients \( \beta_2 \) become negative and statistically significant). For instance, lockdowns have negative and statistically significant coefficients, suggesting that countries that implemented the lockdown measures have fewer new cases than countries that did not. Figure 2 shows that, from the first week, lockdown with tighter restrictions is a major factor in reducing the contagion.\(^{13}\)

Thus, the spread of the coronavirus can be significantly reduced by preventive restrictions. The earlier measures are taken in relation to the stage of the epidemic, the lower the total cumulative incidence achieved during that epidemic wave. We show that the government measures can begin to take effect even in the first few days. This observation aligns with Sebastiani et al.'s\(^{28}\) findings that the time lag between the implementation of the government measures and the peaking of the “cumulative incidence” growth rate of COVID-19 (the first signs of effectiveness) was between 7 and 10 days. Containment measures should hence be introduced as early as possible to flatten the epidemic curve. Governments of countries hit later by coronavirus have, in principle, more time to implement policy measures that already proved effective in the countries already hit.

Our dependent variable is characterized by a large range of count values. The problem we have with the fully robust FE Poisson estimator is that clustering may not be justified for small \( N \) and large \( T \). Thus, we fit population-averaged panel-data models using a GEE approach that allows for the heteroscedasticity and the specification of the within-group correlation structure for the panels. We note that the estimated parameters differ depending on what within-group correlation structure we choose. However, we find a large difference between the “independent” and “exchangeable” estimates, which indicate a failure of strict exogeneity. A goodness-of-fit test cannot help resolve this issue because it does not care about the exogeneity of the explanatory variables. Thus, we estimate a Poisson model with the continuous endogenous covariates frequently used to model nonnegative outcome variables. We use the two-step generalized method of moments (GMM) estimation procedure\(^{36,62,84,85}\) where the variable \( y_{t-1} \) is allowed to be instrumented by exogenous variables. To allow for heteroscedasticity of the errors, we use clustered robust standard errors to account for the correlation for groups of observations within clusters. The results confirm our findings of the non-discrete trajectory of the effects of government measures. In fact, the same three government intervention effect phases also emerge from this analysis.

Silva and Tenreyro\(^{68,69}\) showed that maximum likelihood estimates (MLEs) for the Poisson regression may not exist for some data configurations. As a result, estimation algorithms may not be able to converge, or may converge to incorrect estimates. For this, we estimate the Poisson pseudo-likelihood regressions with multiway fixed effects, as described by Correia et al.\(^{36,87}\) which are particularly useful in models with positive values, but without having to explicitly specify a distribution for the dependent variable. They lead to consistent estimates in the presence of heteroscedasticity, unlike the log-linearized models fitted by OLS.\(^{87}\) The Poisson regression by the pseudo-maximum likelihood (PPML) method of Silva and Tenreyro\(^{68}\) gives the same results. The estimation methods paint a very similar picture of the trajectory of the effects of government measures.

Table 4 shows the results of estimation of the Poisson pseudo-likelihood regression with high-dimensional fixed effects for the complete sample. The results are similar to those from the Driscoll–Kraay standard errors approach, which corrects for heteroscedasticity and auto-correlation, with shifts of 2 and 3 days, on average. Note that the interpretation of the parameters is not the same. Here, we should look at the partial effects of a change in the covariates on the modeled conditional expectation function because the model is nonlinear. The net effects of the government’s measures are shown, divided into three phases. The first phase runs for 6 days from the initial implementation of a government measure (lockdown, social distancing, movement restriction or public health measures). The coefficients \( \beta_2 \) are positive.
| k = 1 |  k = 2 |  k = 3 |  k = 4 |  k = 5 |  k = 6 |  k = 7 |  k = 8 |  k = 9 |  k = 10 |  k = 11 |  k = 12 |  k = 13 |  k = 14 |  k = 15 |  k = 16 |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| **Lockdown measure** | | | | | | | | | | | | | | | | |
| $\gamma_d(10^3)$ | 0.06*** | 0.05*** | 0.05*** | 0.04*** | 0.04*** | 0.04*** | 0.04*** | 0.04*** | 0.03*** | 0.03*** | 0.02*** | 0.02*** | 0.02*** | 0.02*** | |
| (9.33) | (7.51) | (6.69) | (6.21) | (6.25) | (6.04) | (5.95) | (5.88) | (5.84) | (5.83) | (5.66) | (5.61) | (5.68) | (5.68) | (5.67) | |
| $d_{dk}$ | 1.27*** | 1.20** | 1.16** | 1.10** | 1.03* | 0.91* | 0.81 | 0.7 | 0.61 | 0.48 | −0.30** | −0.50*** | −0.57*** | −0.67*** | −0.76*** |
| (2.86) | (2.31) | (2.09) | (1.98) | (1.85) | (1.75) | (1.61) | (1.51) | (1.42) | (1.29) | (−2.13) | (−3.86) | (−4.39) | (−4.65) | (−5.13) | |
| $(y.d)_{kd}(10^3)$ | −0.05*** | −0.04*** | −0.04*** | −0.04*** | −0.03*** | −0.03*** | −0.03*** | −0.03*** | −0.03*** | −0.03*** | −0.02*** | −0.02*** | −0.02*** | −0.02*** | −0.01*** |
| (−8.77) | (−6.23) | (−5.38) | (−4.92) | (−4.68) | (−4.57) | (−4.48) | (−4.43) | (−4.42) | (−4.34) | (−4.32) | (−4.39) | (−4.43) | (−4.43) | (−4.29) | |
| const | 4.68*** | 4.73*** | 4.75*** | 4.78*** | 4.80*** | 4.88*** | 4.94*** | 5.00*** | 5.05*** | 5.12*** | 5.45*** | 5.52*** | 5.54*** | 5.58*** | 5.62*** |
| (12.7) | (11.77) | (11.23) | (11.06) | (11.04) | (11.44) | (11.73) | (12.23) | (12.62) | (13.24) | (15.07) | (15.2) | (15.23) | (15.24) | (15.21) | |
| Pseudo-R2 | 0.4 | 0.42 | 0.45 | 0.46 | 0.49 | 0.49 | 0.5 | 0.5 | 0.5 | 0.49 | 0.49 | 0.49 | 0.48 | 0.47 | |
| Wald-Chi2(3) | 90.63 | 61.27 | 51.52 | 45.47 | 49 | 44.94 | 43.54 | 41.31 | 39.94 | 38.97 | 35.56 | 35.35 | 38.27 | 39.02 | 40.94 |
| Nb.obs. | 2222 | 2207 | 2192 | 2177 | 2162 | 2147 | 2132 | 2117 | 2102 | 2087 | 1967 | 1922 | 1907 | 1877 | 1847 |
| **Social distancing measure** | | | | | | | | | | | | | | | |
| $\gamma_d(10^3)$ | 0.28*** | 0.18*** | 0.16*** | 0.13*** | 0.11*** | 0.09*** | 0.08*** | 0.07*** | 0.07*** | 0.06*** | 0.04*** | 0.03*** | 0.03*** | 0.03*** | |
| (9.36) | (5.02) | (5.55) | (6.34) | (8.02) | (8.02) | (8.67) | (9.21) | (9.73) | (10.31) | (10.17) | (9.85) | (9.33) | (8.81) | |
| $d_{dk}$ | 2.64*** | 1.96*** | 1.63*** | 1.30*** | 1.04*** | 0.83* | 0.66 | 0.48 | 0.37 | 0.2 | −0.5 | −0.59 | −0.60*** | −0.65*** | −0.71*** |
| (9.33) | (6.66) | (5.19) | (3.52) | (2.5) | (1.82) | (1.39) | (1.02) | (0.79) | (0.42) | (−1.19) | (−1.59) | (−1.71) | (−2.00) | (−2.37) | |
| $(y.d)_{kd}(10^3)$ | −0.27*** | −0.17*** | −0.15*** | −0.13*** | −0.11*** | −0.09*** | −0.08*** | −0.07*** | −0.06*** | −0.06*** | −0.03*** | −0.03*** | −0.02*** | −0.02*** | |
| (−9.68) | (−8.46) | (−5.39) | (−6.22) | (−8.14) | (−8.22) | (−9.20) | (−10.06) | (−11.01) | (−12.09) | (−12.63) | (−10.97) | (−10.58) | (−9.96) | (−9.41) | |
| const | 3.36*** | 3.83*** | 3.96*** | 4.15*** | 4.29*** | 4.48*** | 4.60*** | 4.74*** | 4.87*** | 4.95*** | 5.46*** | 5.55*** | 5.58*** | 5.63*** | 5.69*** |
| (6.94) | (8.24) | (8.64) | (9.06) | (9.33) | (9.59) | (9.94) | (10.46) | (10.8) | (11.31) | (14.36) | (14.91) | (15.03) | (15.19) | (15.37) | |
| Pseudo-R2 | 0.35 | 0.5 | 0.6 | 0.64 | 0.68 | 0.67 | 0.67 | 0.66 | 0.65 | 0.65 | 0.6 | 0.57 | 0.57 | 0.55 | 0.54 |
| Wald-Chi2(3) | 129.85 | 76.29 | 72.84 | 78.43 | 114.29 | 121.15 | 161.59 | 177.6 | 213.47 | 249.52 | 433.01 | 383.05 | 355.91 | 357.05 | 346.1 |
| Nb.obs. | 2222 | 2207 | 2192 | 2177 | 2162 | 2147 | 2132 | 2117 | 2102 | 2087 | 1967 | 1922 | 1907 | 1877 | 1847 |
### Movement restriction measure

| Parameter | Coefficient | Standard Error | t-statistic | p-value |
|-----------|-------------|----------------|-------------|---------|
| $\gamma_{-1}(1^{\circ})$ | 0.28*** | 0.18*** | 0.16*** | 0.13*** | 0.12*** | 0.10*** | 0.08*** | 0.07*** | 0.06*** | 0.04*** | 0.03*** | 0.03*** | 0.03*** | 0.03*** |
|           | (8.86) | (5.06) | (5.59) | (6.38) | (8.09) | (8.1) | (8.84) | (9.41) | (10.14) | (10.71) | (10.69) | (9.65) | (9.37) | (8.89) | (8.41) |
| $d_{tk}$ | 2.58*** | 1.87*** | 1.51*** | 1.21*** | 0.92*** | 0.74** | 0.53 | 0.38 | 0.23 | 0.09 | 0.01 | 0.58* | 0.60* | 0.64** | 0.70** |
|           | (8.92) | (6.72) | (5.03) | (3.38) | (2.23) | (1.65) | (1.13) | (0.82) | (0.47) | (0.18) | (1.30) | (1.70) | (1.83) | (2.14) | (2.53) |
| $(y-d)_{tk}(1^{\circ})$ | $-0.27$ | $-0.18$ | $-0.15$ | $-0.13$ | $-0.11$ | $-0.09$ | $-0.08$ | $-0.07$ | $-0.06$ | $-0.06$ | $-0.03$ | $-0.03$ | $-0.03$ | $-0.02$ | $-0.02$ |
|           | (9.12) | (4.89) | (5.42) | (6.25) | (6.30) | (9.38) | (8.20) | (10.28) | (11.53) | (12.62) | (11.52) | (10.11) | (9.81) | (9.30) | (8.85) |
| $const$ | 3.39*** | 3.88*** | 4.04*** | 4.20*** | 4.37*** | 4.53*** | 4.68*** | 4.80*** | 4.91*** | 5.01*** | 5.47*** | 5.56*** | 5.59*** | 5.65*** | 5.71*** |
|           | (6.78) | (8.46) | (9.00) | (9.31) | (9.72) | (9.91) | (10.35) | (10.82) | (11.18) | (11.66) | (14.62) | (15.1) | (15.21) | (15.35) | (15.53) |
| Pseudo-R2 | 0.34 | 0.5 | 0.6 | 0.64 | 0.68 | 0.67 | 0.67 | 0.66 | 0.66 | 0.65 | 0.6 | 0.57 | 0.57 | 0.55 | 0.54 |

### Governance and socio-economic measures

| Parameter | Coefficient | Standard Error | t-statistic | p-value |
|-----------|-------------|----------------|-------------|---------|
| $\gamma_{-1}(1^{\circ})$ | 0.02*** | 0.02*** | 0.02*** | 0.02*** | 0.02*** | 0.02*** | 0.02*** | 0.02*** | 0.02*** | 0.02*** | 0.02*** | 0.02*** | 0.02*** | 0.02*** |
|           | (4.64) | (4.1) | (3.73) | (3.55) | (3.42) | (3.39) | (3.37) | (3.41) | (3.45) | (3.52) | (3.98) | (4.02) | (4.08) | (4.2) | (4.31) |
| $d_{tk}$ | 0.87 | 0.92 | 0.96 | 0.95 | 0.96 | 0.91 | 0.9 | 0.84 | 0.76 | 0.66 | 0.04 | -0.32 | -0.37 | -0.50** | -0.66** |
|           | (1.48) | (1.48) | (1.5) | (1.5) | (1.5) | (1.49) | (1.51) | (1.53) | (1.5) | (1.49) | (0.18) | (-1.44) | (-1.62) | (-1.95) | (-2.19) |
| $(y-d)_{tk}(1^{\circ})$ | $-0.01$ | $-0.01$ | $-0.01$ | $-0.01$ | $-0.01$ | $-0.01$ | $-0.01$ | $-0.01$ | $-0.01$ | $-0.01$ | $-0.01$ | $-0.01$ | $-0.01$ | $-0.01$ | $-0.01$ |
|           | (-2.39) | (-2.15) | (-2.04) | (-2.01) | (-2.00) | (-2.00) | (-2.05) | (-2.1) | (-2.15) | (-2.21) | (-2.73) | (-2.73) | (-2.81) | (-2.93) | (-2.94) |
| $const$ | 4.96*** | 4.93*** | 4.89*** | 4.90*** | 4.89*** | 4.93*** | 4.97*** | 5.02*** | 5.09*** | 5.45*** | 5.60*** | 5.62*** | 5.67*** | 5.73*** |
|           | (9.12) | (8.79) | (8.46) | (8.46) | (8.35) | (8.67) | (8.74) | (9.22) | (9.75) | (10.51) | (13.78) | (14.5) | (14.63) | (14.85) | (15.03) |
| Pseudo-R2 | 0.26 | 0.27 | 0.28 | 0.28 | 0.29 | 0.3 | 0.31 | 0.31 | 0.32 | 0.32 | 0.38 | 0.4 | 0.41 | 0.42 | 0.43 |
| Wald-Chi2(3) | 26.6 | 23.51 | 22.44 | 21.85 | 21.08 | 20.8 | 20.36 | 20.33 | 20.39 | 20.53 | 20.83 | 21.8 | 21.73 | 21.96 | 22.57 |
| Nb.obs. | 2222 | 2207 | 2192 | 2177 | 2162 | 2147 | 2132 | 2117 | 2102 | 2087 | 1967 | 1922 | 1907 | 1877 | 1847 |

(Continued)
Table 4 (Continued).

| k=1  | k=2  | k=3  | k=4  | k=5  | k=6  | k=7  | k=8  | k=9  | k=10 | k=18 | k=21 | k=22 | k=24 | k=26 |
|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| \(\gamma_{t-1} (10^3)\) | 0.21*** | 0.18*** | 0.16*** | 0.13*** | 0.11*** | 0.09*** | 0.08*** | 0.07*** | 0.06*** | 0.03*** | 0.03*** | 0.03*** | 0.03*** | 0.02*** |
| \((7.97)\) | (5.95) | (6.45) | (7.43) | (9.64) | (9.64) | (10.68) | (11.19) | (11.62) | (11.75) | (9.25) | (8.56) | (8.36) | (7.96) | (7.62) |
| \(d_{t-k}\) | 2.28*** | 1.89*** | 1.57*** | 1.18*** | 0.93*** | 0.66* | 0.5 | 0.35 | 0.25 | 0.15 | -0.29 | -0.39 | -0.41 | -0.47** | -0.54** |
| \((7.11)\) | (5.72) | (3.93) | (2.8) | (1.74) | (1.23) | (0.84) | (0.59) | (0.35) | (-0.88) | (-1.28) | (-1.40) | (-1.74) | (-2.15) |
| \((y-d)_{t-k} (10^3)\) | -0.20*** | -0.17*** | -0.15*** | -0.13*** | -0.11*** | -0.09*** | -0.08*** | -0.07*** | -0.06*** | -0.03*** | -0.02*** | -0.02*** | -0.02*** | -0.02*** |
| \((-8.16)\) | (-5.79) | (-6.31) | (-7.37) | (-10.05) | (-10.22) | (-11.89) | (-12.85) | (-13.71) | (-13.95) | (-9.32) | (-8.60) | (-8.42) | (-8.14) | (-8.04) |
| const | 3.65*** | 3.83*** | 3.96*** | 4.19*** | 4.33*** | 4.56*** | 4.68*** | 4.80*** | 4.88*** | 4.96*** | 5.40*** | 5.51*** | 5.55*** | 5.62*** | 5.68*** |
| \((7.07)\) | (7.73) | (8.33) | (9.44) | (10.21) | (10.81) | (11.13) | (11.52) | (11.8) | (12.22) | (14.01) | (14.44) | (14.54) | (14.76) | (15.02) |
| Pseudo-R2 | 0.34 | 0.5 | 0.6 | 0.65 | 0.68 | 0.67 | 0.67 | 0.66 | 0.66 | 0.65 | 0.58 | 0.56 | 0.55 | 0.53 | 0.52 |
| Wald-Chi2(3) | 77.26 | 53.51 | 53.26 | 64.28 | 119.68 | 131.79 | 230.89 | 339.57 | 581.5 | 778.72 | 247.19 | 228.41 | 221.62 | 210.65 | 200.25 |
| Nb.obs. | 2222 | 2207 | 2192 | 2177 | 2162 | 2147 | 2132 | 2117 | 2102 | 2087 | 1967 | 1922 | 1907 | 1877 | 1847 |

Notes: \(\gamma_{t-1}\): the total number of confirmed cases the previous day; \(d_{t-k}\): dummy indicating the government measure is in place for \(k\) days. z-values are between parentheses: *\(p<0.10\), **\(p<0.05\), ***\(p<0.01\).
and statistically significant and the benefits are not guaranteed except when the total number of contamination cases (at day $t-k$) is lower than a certain value, verifying that $\beta_2 + \beta_3 y_{t-k} \leq 0$. The second phase corresponds the period between one and three weeks when we found an indirect benefit of each measure. The effects of the government measure dummy variables, $d_{t-k}$, are statistically non-significant for fewer than 18 days after lockdowns, fewer than 22 days after a social distancing measure, fewer than 21 days after a movement restriction measure, fewer than 24 days after a public health measure, and fewer than 23 days after a governance and socio-economic measure. In this phase, the coefficients $\beta_2$ are statistically non-significant and we observe only the indirect effects revealed in the negative and significant signs of the interaction terms in the regression models. After this phase ends, the negative and significant effects of the government measures are observed, indicating the direct benefits (the coefficients $\beta_2$ become negative and statistically significant).

**Discussion**

Among previous researches, Sebastiani et al. found that the time lag between the implementation of the government measures and the peaking of “cumulative incidence” growth rate (the first signs of effectiveness) was approximately 7 to 10 days. Alfano and Ercolano show that lockdown is effective in reducing the number of new COVID-19 cases in countries that implement it, compared with countries that do not. This is especially true around 10 days after the implementation, and its efficacy continues to grow up to 20 days after implementation. Note that, in lockdown, all non-essential services and production are closed, and people cannot leave their houses apart for specific reasons that they must communicate to the authorities (full lockdown) or, for which they need to obtain a roaming license (partial lockdown). Social distancing measures consist of limiting public gatherings, canceling public events, closing schools, suspending social visits, etc. Movement restrictions entail additional health/documentation requirements upon arrival in a country, suspension of international flights, closure of land or sea borders, visa restrictions limiting specific nationalities from entering the country, or adding visa restrictions that did not exist before, etc. Public health measures may entail self-quarantine or isolation time upon arrival in a country—which for all arrivals, arrivals experiencing symptoms, or arrivals who have been in touch with confirmed COVID-19 cases, health screenings and body temperature controls in airports and at border crossings, strengthening of the public health system. Strengthening the public health system could entail hiring more medical personnel, building new hospitals and medical centers or expanding current ones, requiring that protective gear be worn in public, psychological assistance. On the social front, authorities have implemented psychological assistance measures for the patients and their families, as well as for people in quarantine or lockdown. For the governance and socio-economic measures, authorities have taken economic measures in order to mitigate the impact that other restrictions have on the economy. To mitigate impacts on society, emergency administrative structures have been activated or established, such as Emergency Response committees, etc., in order to coordinate the response and/or decide on measures and/or monitor implementation, military deployment to support medical operations and ensure compliance with the measures. Product imports/exports have been limited and, in cases, authorities have declared a state of emergency. States of emergency are usually effected in order to permit other measures that are disallowed by constitution under normal conditions. States of emergency may include a state of necessity, exceptional state, or state of public health emergency.

We observe a slightly different situation in the European subsample with high numbers of daily confirmed COVID-19 cases (Italy, France, Spain and Turkey). The effects of government measures become negative after four weeks. This can be explained by the fact that the spread of the virus was already advanced. It is worth noting that, in Italy, the first registered infection case occurred on January 30th. From then to 15 March 2020, the number of confirmed cases increased exponentially, reaching 24,747 people, with 2335 reported recoveries and 1, 809 deaths. Even if Italy has one of the best public healthcare systems in the western world, the shared volume of infections, particularly those requiring intensive hospital care, has seriously challenged the system. This is a healthcare system that benefitted from general government expenditure equating to 8.84% of GDP in 2017 despite low GDP growth rates (0.3% in 2019). Preventive measures were not implemented until after WHO’s international declaration of emergency. The strongest containment measures began on 21st February in selected “red zones,” and then extended throughout the north of the country on 22nd March all non-essential economic activities were closed. At the same, the coronavirus started to spread in Spain at the beginning of March.
2020, reaching 7798 cases on the 15th March, with 517 recoveries and 289 reported deaths. In terms of infrastructure, the Spanish healthcare system is considered relatively developed. However, the very first measures came into force mid-March, both to limit viral spread and also to mitigate economic impact. In mid-March 2020, Italy and Spain both adopted social distancing measures, 13 days after the outbreak had started its exponential growth. By 12th May, Spain was the worst affected Mediterranean country, with over 224,000 confirmed cases, followed by Italy with 219,070 cases.

**Conclusion**

In this paper, we sought to provide empirical evidence for the effectiveness of Mediterranean government policy measures (lockdowns, social distancing, movement restrictions, public health measures, and governance and socio-economic measures) in response to the COVID-19 pandemic. We focused on how long these measures took to become effective, using longitudinal linear and count data regression models. We estimated the results for 15 Mediterranean countries—Spain, France, Italy, Croatia, Greece and Turkey (south European coast); Syria, Lebanon and Israel (Levant coast); Egypt, Tunisia, Algeria, and Morocco (north African coast); and Malta and Cyprus within the Mediterranean Sea. For France, we excluded the overseas territories, and limited our sample to the observed COVID-19 cases in the metropolitan territory. The analysis is limited to the Mediterranean countries to avoid regional differences, such as cultural factors, that may influence the evolution of the viral pandemic. Though there are some commonality and connectedness around the Mediterranean, we may still be concerned about the socio-economic differences, government–civilian–military relationships (eg civilian compliance levels), health systems, and even physical features (climate, urban–rural structure, internal mobility) between the countries. The comparison of the different regions will be in a further paper.

Different estimation methods were used to investigate the heteroscedasticity, serial correlation and contemporaneous correlation of the disturbance term across the cross-section of countries. Our different estimation methods paint very similar pictures of the efficacy trajectory of governments’ measures. The benefits of governments’ measures increase exponentially as time passes, passing through three phases. In the first week, the benefits of government measures are not guaranteed unless the total number of contamination cases is less than certain values, ie unless the spread of the virus is not already advanced. In the second phase, indirect effects are revealed. In the third phase, which begins three weeks after implementation, we observe the negative effects of the government measures on the number of the new confirmed viral cases and, thus, direct net benefits are observed. The earlier the measures are taken in relation to the stage of the epidemic, the lower the total cumulative incidence achieved during that epidemic wave.

However, due to lack of information, the study did not take into account the incongruities in how the public undertook the protective health practices that governments asked of them. In fact, the study was done early at the first phase of the pandemic, on June 2020, at which time inconsistent public behavior could be expected, given the variation of psychological and social factors according to risk perception and civic engagement. Also, there are no comparator countries in which no government measures were in place.

Government responses to COVID-19 had, and have, various impacts. Thus, we relied on a five-category taxonomy: lockdowns, social distancing, movement restrictions, public health measures, and governance and socio-economic measures.

Our study contributes to the debate regarding the need for government policies, and it may contribute specifically to the debate on strategies and mitigation measures by using movement restrictions, public health measures, social distancing, lockdowns, and socioeconomic measures.

For instance, the governance and socio-economic measures may be represented in economic measures taken in order to mitigate the impact that other restrictions have on the economy and society, and in the implementation of emergency response committees and administrative structures for good response coordination, deciding on measures, and/or monitoring their implementation. Governance also consists of declaring a state of emergency, which includes a state of public health emergency, to permit emergency actions.

The net effects of government measures manifest in three phases, and each country can develop a strategy appropriate to its economic capabilities. Yet, the paper has not compared countries across a broad spectrum of GDP, health infrastructure and access to health care, due to the constraints of time and information availability.
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