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ABSTRACT

Domain adaptation is an essential task in transfer learning to leverage data in one domain to bolster learning in another domain. In this paper, we present a new semi-supervised manifold alignment technique based on a two-step approach of projecting and filtering the source and target domains to low dimensional spaces followed by joining the two spaces. Our proposed approach, filtered manifold alignment (FMA), reduces the computational complexity of previous manifold alignment techniques, is flexible enough to align domains with completely disparate sets of feature and demonstrates state-of-the-art classification accuracy on multiple benchmark domain adaptation tasks composed of classifying real world image datasets.

1 Introduction

In many domains, raw data has become abundant and inexpensive, while labeled data often remains sparse and costly to create. Leveraging available labeled data to bolster learning on related unlabeled or sparsely labeled datasets is essential to cost-effective machine learning. Transfer learning is the process of adapting knowledge from one problem to another. Domain adaptation is a subset of transfer learning focused on applying knowledge of a specific problem from one domain, the source, to a second domain, the target. The data distribution of the source domain often varies from that of the target domain. For example, the pose, lighting, and backgrounds of a set of images from an amateur photographer may differ significantly from precompiled, labeled photos taken by a professional. These differences can cause a significant degradation of the accuracy of a machine learning model trained on one dataset and applied to another when they are not adjusted for.

Manifold alignment (MA) is a domain adaptation approach based on the theory that data in both the source and target domains are drawn from the same underlying, low-dimensional manifold. MA projects and aligns two or more datasets onto this manifold so that learning can be done in the joint space. This work introduces a new semi-supervised filtered manifold alignment (FMA) technique in which we align two datasets by first learning an individual embedding for each domain based on a discrete graph approximation of the underlying manifold and then subsequently aligning these two embeddings by connecting the two graphs via cross-domain correspondences. The initial embeddings filter noise in the original domains prior to aligning the two domains. This ensures that the filter of one domain does not affect the second domain or the cross-domain correspondences. This approach offers low computational complexity, can be applied to new samples even after the alignment is complete, and is applicable to heterogeneous domains (i.e. domains with different feature sets). Additionally, a feature-based version of our method further simplifies the task of embedding new data points that weren’t part of the original alignment. The complexity of the feature-based method scales with the number of features rather than the number of samples in the dataset allowing one to choose the method most suited for their task.
2 Manifold Alignment

Manifold alignment [13] facilitates knowledge transfer between two domains by utilizing correspondences across the domains to align their underlying manifolds. Semi-supervised manifold alignment (SMA) [9] combines the task of projecting data down to its underlying low-dimensional manifold and aligning instances across datasets. Given datasets \( X^{(1)} \in \mathbb{R}^{m_1 \times n_1} \) and \( X^{(2)} \in \mathbb{R}^{m_2 \times n_2} \) with possibly different numbers of samples, \( m_1 \neq m_2 \), and features, \( n_1 \neq n_2 \), SMA seeks low \( n \)-dimensional embeddings \( Z^{(1)} \in \mathbb{R}^{m_1 \times n} \) and \( Z^{(2)} \in \mathbb{R}^{m_2 \times n} \) that preserve intra-dataset relationships and inter-dataset correspondences. The intra-dataset relationships can be calculated using a similarity measure, \( \text{sim}(a,b) \), between two samples such as the cosine similarity of their feature vectors. The inter-dataset correspondences, \( \text{cor}(a,b) \), are determined by matching a small set of labeled instances from the target domain with labeled instances in the source domain. Weight matrices \( \{W^{(1)}, W^{(2)}, W^*\} \), where \( W_{ij}^{(a)} = \text{sim} \left( X_i^{(a)}, X_j^{(a)} \right) \) encodes the similarity (e.g. cos similarity) between samples \( i \) and \( j \) in dataset \( a \in \{1, 2\} \) and \( W_{ij}^* = \text{cor} \left( X_i^{(1)}, X_j^{(2)} \right) \) encodes the correspondence between sample \( i \) in the source domain and sample \( j \) in the target domain (e.g. 1 when they share a label and 0 if the labels differ or are unknown). In an optimization setting, the two goals of preserving intra- and inter-dataset relationships are expressed as a pair of loss functions:

\[
L_1(Z) = \sum_{a=1}^{2} \sum_{i,j} W_{ij}^{(a)} \| Z_i^{(a)} - Z_j^{(a)} \|_2^2
\]

\[
L_2(Z) = \sum_{i,j} W_{ij}^* \| Z_i^{(1)} - Z_j^{(2)} \|_2^2.
\]

The loss in (1) penalizes the embedding distance between related examples within a dataset and (2) penalizes the embedding distance between corresponding examples across the two datasets. Combining the matrices such that \( Z = \begin{bmatrix} Z^{(1)} & 0 & 0 \\ 0 & Z^{(2)} \end{bmatrix} \) and \( W = \begin{bmatrix} W^{(1)} & W^* \\ W^* & W^{(2)} \end{bmatrix} \) and summing the two loss functions produces the combined loss:

\[
L(Z) = \sum_{i,j} W(i,j) \| Z[i] - Z[j] \|_2^2
\]

\[
= \text{tr}(Z^T L Z), \quad \text{(4)}
\]

where \( L = \begin{bmatrix} D^{(1)} - W^{(1)} & -W^* \\ -W^* & D^{(2)} - W^{(2)} \end{bmatrix} \) is referred to as the joint Laplacian. Given the joint degree matrix \( D = \begin{bmatrix} D^{(1)} & 0 \\ 0 & D^{(2)} \end{bmatrix} \), the constraint \( Z^T D Z = I \) removes trivial solutions to the optimization problem. Minimizing (4), subject to this constraint, is equivalent to solving the generalized eigenvalue problem for the first \( n \) nontrivial eigenvectors \( \Phi \) corresponding to the smallest eigenvalues \( \Lambda \):

\[
L \Phi = D \Phi \Lambda. \quad \text{(5)}
\]

The rows of the eigenvector matrix provide low dimensional embeddings of each sample, \( X_i \rightarrow \Phi_i \), that allows samples from different domains to be compared.

3 Filtered Manifold Alignment

The approach in filtered manifold alignment (FMA) is to separate the process of embedding each dataset into a low dimensional space from the process of aligning the embeddings. FMA calculates the spectra of the graph Laplacians associated with the source and target domains individually and combines them into an approximation of the spectra of the joint graph Laplacian.

In order to separate the embedding process from the alignment process, FMA first converts the generalized eigenvector equation in (5) into a standard eigenvector problem. Because \( D \) is a diagonal matrix, this conversion is straightforward and produces the standard eigenproblem:

\[
D^{-1/2} L D^{-1/2} \Phi = \Phi \Lambda. \quad \text{(6)}
\]

The \( n \)-dimensional embeddings of each sample for semisupervised manifold alignment are now given by the rows of the matrix \( Z = D^{-1/2} \Phi_{*,1:n} \Lambda_{1:n,1:n}^{-1/2} \).
Alg. 2 reduces the complexity of the spectral update under the following assumptions:

1. The second step in FMA is to align the projections for each dataset by updating the joint eigenvectors and eigenvalues.
2. By minimizing (1) separately from (2), this filtering focuses on noise in the intra-dataset relationships and not the cross-domain correspondences. This filtering effect can be seen in Figure 1 where the Joint Laplacian of two graphs is decomposed, filtered, and reassembled.
3. Because the disconnected Laplacian is block diagonal and symmetric (each block being the Laplacian of one domain), the eigendecomposition of $D^{-1/2}L^*D^{-1/2}$ can be efficiently computed by computing the eigendecomposition of each block and then combining them.

FMA retains the smallest $n/2$ eigenvectors of each block in (8). The eigendecomposition process of each block is equivalent to using Laplacian eigenmaps [1] to embed each of the original datasets. The rows of the matrix $\hat{\Phi}^{(i)}$ produces an $n$-dimensional embedding of the original samples in $X^{(i)}$ that best preserves the local geometry, according to the loss in (1). This subspace embedding has the effect of denoising the manifold represented by the graphs of each domain by filtering out eigenvector-eigenvalue pairs associated with the highest frequencies on the graph [3]. By minimizing (1) separately from (2), this filtering focusses on noise in the intra-dataset relationships and not the cross-domain correspondences. This filtering effect can be seen in Figure 1 where the Joint Laplacian of two graphs is decomposed, filtered, and reassembled.

The second step in FMA is to align the projections for each dataset by updating the joint eigenvectors and eigenvalues using the cross-domain correspondences. We adapt the low-rank spectral update in [2]. Given $US\bar{V}^T = X$, the spectral update (Algorithm 1) computes new singular values and vectors $\hat{U}\hat{S}\hat{V}^T = X + AB^T$ without ever directly referencing $X$. We apply the update algorithm to the eigenvectors and eigenvalues computed above.

Alg. 2 reduces the complexity of the spectral update under the following assumptions: $X$ is symmetric, $A = B$, and only the projection of $A$ onto the span of $X$ is relevant. These assumptions hold when updating the eigenvectors of $L^* + AA^T$. The last condition, specifically, is met by FMA because only the smallest eigenvalues and eigenvectors are used in the embedding. Any information in $A$ that lies outside of the smallest eigenvectors of $L^*$ will only increase the eigenvalues of the corresponding vectors and thus is likely to continue to be filtered out. Alg. 2 is efficient when rank($X$) is small because it relies on a spectral decomposition of a square matrix whose size is equal to its rank. By
Algorithm 1: SVD Update

Solves $U'S'V'T = X + AB'T$ given $USV'T = X$

1: Input: $U, S, V, A, B$
2: $[U \ P] I_{UA} A^R \leftarrow QR([U \ A])$
3: $[V \ Q] I_{VB} B^R \leftarrow QR([V \ B])$
4: $Z = \begin{bmatrix} S & 0 & 0 \\ 0 & U'TA & 0 \\ 0 & 0 & V'TB \\ \end{bmatrix}$
5: $U^*, S^*, V^* \leftarrow \text{svd}(Z)$
6: $\hat{U} \leftarrow [U \ P] U^*$
7: $\hat{S} \leftarrow S^*$
8: $\hat{V} \leftarrow [V \ Q] V^*$
9: Return: $\hat{U}, \hat{S}, \hat{V}$

Algorithm 2: Block SVD Update

Updates the eigenvectors and eigenvalues for $X + AA'T$ given $X = \Phi \Lambda \Phi^T$

1: Input: $\Phi, \Lambda, A$
2: $\Phi', \Lambda', \Phi'^T \leftarrow \text{svd}(\Lambda + \Phi^TAA'\Phi)$
3: $\Phi'' \leftarrow \Phi\Phi'$
4: Return: $\Phi'', \Lambda'$

performing the filtering in the first step of FMA, the rank of the disconnected Laplacian has been reduced, making the update step efficient. The complete FMA algorithm to embed two datasets is given in Alg. 3.

An illustrative example of the process FMA performs is given in Figure 2. The two datasets being aligned are composed of 400 points sampled from two different three-dimensional manifolds: the swiss roll manifold and the S-curve manifold (Figure 2a). Noise is added to the points and they are colored according to their location along the true intrinsic 1-dimensional manifold. A nearest neighbor graph, using the 5 nearest neighbors of each point is formed for each of the two datasets. Each point is embedded onto the first two nontrivial eigenvectors of the Laplacian matrix of the nearest neighbor graphs (Figure 2b). The joint graph is formed using 40 corresponding points across the two manifolds and the block SVD update is used to combine and align the two embeddings and reduce the embeddings to 1D (Figure 2c).

3.1 Feature-Level Alignment

Semi-supervised manifold alignment can be modified to find a linear mapping from the original feature spaces to the embedding space. This is referred to as linear or feature-level alignment in contrast to nonlinear instance-level alignment because it maps features of the original domains into the joint embedding space rather than mapping instances directly. Replacing (5) with the new generalized eigenproblem [15]:

$$X^T L X \Phi = X^T D X \Phi A,$$  \hspace{1cm} (9)

allows us to solve for the eigenvectors $\Phi$, which can be used to map features from the original domains into the joint embedding space $X \rightarrow X\Phi$. The R.H.S of (9) now contains the dense matrix $X$ in addition to the diagonal matrix $D$ in (5). The conversion to a regular eigenvector problem requires an extra step to calculate $(X^T DX)^{-1/2}$. The adjusted algorithm is given in Alg. 4.

3.2 Complexity Analysis and Extensions

Filtered manifold alignment computation is dominated by spectral decompositions of several matrices. These include decompositions of each of the sparse graph Laplacian matrices, each of which has a naïve complexity of $O(N^3)$, and a decomposition of an $n \times n$ matrix where $n \ll N$ is the dimension of the final embedding space. The summed complexity of three smaller singular value decompositions is a large improvement over single step semi-supervised manifold alignment which diagonalizes the joint Laplacian matrix $O((2N)^3)$. Taking advantage of sparse solvers can further speed up both methods. Feature-level filtered manifold alignment scales with the size of the feature space rather
Figure 2: **Example FMA process.** (a) A random sample of 400 points are collected from a noisy 3D swiss roll manifold and a noisy 3D S-curve manifold. (b) The datapoints from the two manifold are embedded independently onto a two dimensional manifold via spectral embedding. (c) The two embeddings are aligned onto the same 1D manifold.

**Algorithm 3: Filtered Manifold Alignment**

1: **Input:** Data Matrices: $X^{(1)} \in \mathbb{R}^{m_1 \times n_1}$, $X^{(2)} \in \mathbb{R}^{m_2 \times n_2}$
   Cross Correspondence Incidence Matrix: $A$
   Neighbors: $k$
   Embedding Dimension: $n$

2: **for all** $X^{(i)}$ **do**
3:     $L^{(i)} \leftarrow \text{knn}(X^{(i)}, k)$
4:     $\Phi^{(i)}, \Lambda^{(i)} \leftarrow \text{eig}_{n/2} \left((D^{(i)})^{-1/2}L^{(i)}(D^{(i)})^{-1/2}\right)$
5: **end for**
6:     $\Phi, \Lambda \leftarrow \begin{bmatrix} \Phi^{(1)} & 0 \\ 0 & \Phi^{(2)} \end{bmatrix}, \begin{bmatrix} \Lambda^{(1)} & 0 \\ 0 & \Lambda^{(2)} \end{bmatrix}$

7:     $A' \leftarrow D^{-1/2}A$
8:     $\Phi', \Lambda' \leftarrow \text{svdu}(\Phi, \Lambda, A')$; \hspace{1cm} // Alg. 2
9:     $Z \leftarrow D^{-1/2}\Phi'A'^{-1/2}$
10: **Return:** $Z_{1:m_1,1:n}, Z_{m_1+1:m_1+m_2,1:n}$
Algorithm 4: Linear Filtered Manifold Alignment

1: **Input:** Data Matrices: $X^{(1)} \in \mathbb{R}^{m_1 \times n_1}$, $X^{(2)} \in \mathbb{R}^{m_2 \times n_2}$
   Cross Correspondence Incidence Matrix: $A$
   Neighbors: $k$
   Embedding Dimension: $n$

2: for all $X^{(i)}$ do
3:   $L^{(i)}, D^{(i)} \leftarrow knn(X^{(i)}, k)$
4:   $T = (X^{(i)} T) D^{(i)} X^{(i)} - 1/2$
5:   $\Phi^{(i)}, \Lambda^{(i)} \leftarrow \text{eig}(T)$
6: end for

7: $\Phi, \Lambda \leftarrow \begin{bmatrix} \Phi^{(1)} & 0 \\ 0 & \Phi^{(2)} \end{bmatrix}, \begin{bmatrix} \Lambda^{(1)} & 0 \\ 0 & \Lambda^{(2)} \end{bmatrix}$

8: $A' \leftarrow A T$
9: $\Phi', A' \leftarrow \text{bsvdu}(\Phi, \Lambda, A')$ \quad // Alg. 2
10: $Z \leftarrow X T \Phi' (A')^{-1/2}$
11: **Return:** $Z_{1:n_1, 1:n}, Z_{n_1+1:n_1+n_2, 1:n_2}$

than the number of samples. The spectral decompositions of the graph Laplacian matrices are replaced with $M \times M$ matrices where $M$ is the number of features leading to a complexity of $O(M^3)$. As the number of samples in a dataset grows in comparison to the number of features per sample, linear FMA becomes more efficient compared to nonlinear FMA.

Feature-level filtered manifold alignment can be trivially applied to samples not in the initial alignment because it learns a linear mapping from the feature space of a sample to the joint embedding space. Nonlinear alignment, which learns a direct map for each sample, can not be directly applied to new samples. However, the spectral update (Alg. 2) can be applied to embed a new sample using the incidence matrix of the nearest neighbors as the update matrix. Additionally, both instance-level and feature-level schemes can align more than 2 datasets at a time by extending the block diagonal formatting of the joint Laplacian and related matrices.

4 Related Work

Domain Adaptation is a large area of study that stretches across disciplines such as computer vision, natural language processing, and machine learning. It is studied as an unsupervised, semi-supervised, or supervised problem. We focus on reviewing unsupervised and semi-supervised methods below.

Geodesic Flow Kernel (GFK) [7] is an unsupervised domain adaptation method. GFK treats the source domain and the target domain as points on a Grassmanian manifold defined by their principal components. An infinite-dimensional feature space, $\mathcal{H}^{\infty}$, can be constructed by interpolating between the source and target points. An inner product can be computed in $\mathcal{H}^{\infty}$ to construct a kernelized classifier: $\langle z_i, z_j \rangle = x_i^T G x_j$, where $z_i$ are the transformed features of sample point $x_i$ and $G$ is the kernel matrix.

Manifold Embedded Distribution Alignment (MEDA) [17], like FMA, takes a two step approach to dataset alignment. MEDA first performs manifold feature learning on each domain followed by dynamic distribution alignment. The manifold feature learning is done using GFK where learned features $z_i = \sqrt{G} x_i$. The second step, dynamic distribution alignment, balances the importance of the marginal distribution and conditional distributions of samples between the domains. Soft labels, using a classifier on $z_i$ are used in place of actual labels in the target domain when calculating the distributions.

Correlation Alignment (CORAL) [12] transforms the source domain to match the target domain by first whitening the domain using the inverse square root of the covariance matrix of the source domain and then recoloring using the target covariance matrix: $Z_S = X_S C_S^{-1/2} C_i^{1/2}$, where $C_i = \text{cov}(X_i) + I$.

Semi-Supervised Subspace Alignment (SSA) [18] learns orthogonal linear maps for source and target domains by simultaneously preserving intra-domain and inter-domain relationships and reducing classification error. CORAL does so by minimizing a loss function that is a weighted sum of the empirical risk, the distance between corresponding labeled points across the two domains, and a manifold regularizer on the pairwise similarities of the unlabeled samples in the target domain.
Manifold alignment methods [9, 14, 16] are nonlinear embedding methods that work by forming a joining graph between samples within and across domains. The eigenvectors of the Laplacian of this graph corresponding to the smallest eigenvalues embed the original domains in a way to preserve the embedded distance between points.

5 Experiments

In this section, we perform multiple experiments to illustrate the effectiveness of nonlinear instance-level filtered manifold alignment (FMA-I) and linear, feature-level filtered manifold alignment (FMA-F). We compare the performance of both filtered manifold alignment approaches to that of several state-of-the-art domain adaptation methods: Geodesic Flow Kernel (GFK) [7], Manifold Embedded Distribution Alignment (MEDA) [17], Correlation Alignment (CORAL) [12], Semi-Supervised Subspace Alignment (SSA) [18], and Semi-Supervised Manifold Alignment (SMA) [9]. GFK, MEDA, and CORAL are unsupervised methods. SSA and SMA are semi-supervised.

5.1 Datasets

We use 9 different datasets organized into 3 different experimental groups based upon shared classes between the datasets. Each dataset is composed of a collection of images for which SURF (speeded up robust features) [11] and/or DeCaf6 [4] features are provided. The DeCaf6 features are the hidden representations of the images extracted from the second to last layer of the deep DeCaf convolutional neural network. In general, Decaf6 features are more descriptive than SURF features and provide better classification accuracy. The datasets were chosen because they are popular benchmarks composed of real world images.

The Office+Caltech [11] benchmark is formed from a set of 4 individual image datasets that share 10 categories and have SURF and DeCaf6 features available. The four domains that make up the Office+Caltech benchmark Amazon (A), Caltech (C), DSLR (D), and Webcam (W), are comprised of 958, 1123, 157, and 295 images, respectively. Example images from each domain and from four of the classes are shown in Figure 3. Differences in pose, lighting, resolution, and background activity between the datasets are apparent in the images motivating the need for domain alignment. Each ordered pair of domains forms a separate experiment with a source and target domain for a total of 12 combinations. We use \( X \rightarrow Y \) to denote aligning the source domain \( X \) with target domain \( Y \). Combined with the two separate feature sets for each domain, this provides 24 individual alignment experiments.

The MNIST-USPS [10] benchmark uses SURF features from a reduced set of 2000 images from the MNIST image dataset and 1800 from the USPS dataset. Each digit, 0-9, is represented in the images providing 10 class labels. A random sample of the digits in both datasets is given in Figure 4. Using both MNIST and USPS as the source and target domains provides 2 separate experiments.

The final experiment uses 5 shared classes across the Caltech101 [8], ImageNet [6], and VOC2007 [5] datasets. The domains contain the DeCaf6 features for 1415, 7341, and 3376 images, respectively. The source/target combinations of the 3 domains provide 6 total experiments.

\[1\] Datasets available at https://github.com/jindongwang/transferlearning
Figure 4: **Example from the MNIST and USPS datasets.** Each set of digits contains a random sample of 48 images. MNIST (a) images are 48x48 pixels. USPS (b) images are 16x16 pixels.

5.2 Experimental Setup

We follow the same experimental setup as previous work wherever possible and report the best performance for each method. In Office-Caltech, 800 SURF and 4096 DeCaf6 features are extracted from each image. In the MNIST-USPS experiment, 256 SURF features are calculated for each image. Caltech-ImageNet-VOC use 4096 DeCaf6 features. All features are normalized to have zero mean and unit variance. For each experiment, 20 randomized splits are created and results are given as the average across each split. The splits for the Office-Caltech datasets are the same splits as provided in [7]. In each experiment, the training set for the semi-supervised methods is composed of 20 labeled instances per class for the source domain (except for DSLR in which only 8 are used) and 3 labeled instances per class for the target domain. The target domain labels are used only for correspondences and not for training the final classifier. Additionally, we introduce a new domain and feature adaptation task using the Caltech-Office dataset to demonstrate FMA’s applicability to heterogeneous domains. The source domain and target domains in this task differ in using SURF or DeCaf6 features.

We use the same hyper-parameters for both versions of filtered manifold alignment across both the Office-Caltech and the Caltech-ImageNet-VOC experiment sets. Nearest neighbor graphs are formed from instances within each dataset using cosine similarity. The edge weights for the 12 nearest neighbors of each sample are set to $\alpha \cdot \cos(v_i, v_j)$, where $\alpha = 0.2$. Cross dataset correspondences between samples that share labels in the training set have edge weights of 1. We calculate 20 singular vectors from both the source and target domains and then combine them into a $n = 40$ dimensional aligned embedding space. The edge weights and embedding dimensions were selected for high scores across the experiments. We report on the sensitivity of these parameters in section 5.5. After alignment, a logistic classifier using categorical cross-entropy is trained on the labeled subset of the source domain and evaluated on the entire target domain. In the MNIST-USPS, experiments the number of nearest neighbors is reduced to 4 and the coefficient of the edge weights is decreased to $\alpha = 1.0$. All other parameters match those above.

The same parameters used in FMA are used for MA where applicable. Results for the unsupervised methods (MEDA, GFK, CORA) are reported from [17] for both the Office+Caltech and MNIST-USPS experiments. For the remaining methods, the default parameters given for each method are used. SSA requires the embedding size be less than or equal to the minimum number of labeled source samples for any class. To this end, we used an embedding dimension of 8 across most tasks and reduced it when necessary to facilitate convergence.

5.3 Evaluation

The classification accuracies for the Office-Caltech datasets using SURF and DeCaf6 features are presented in Tables 1 and 2, respectively. In addition, Table 3 presents the accuracies for the task where the source and target domains use different feature sets. The classification results for MNIST-USPS as well as Caltech-ImageNet-VOC are given in Table 4. The best accuracies for each task are presented in boldface.

FMA demonstrated the second highest average accuracy across all the Office-Caltech experiments falling just below MEDA. Semi-supervised subspace alignment also has higher classification accuracy than FMA when using the SURF features, but does considerably worse with the DeCaf6 features. Additionally, FMA had the highest classification
accuracy on both the MNIST-USPS tasks and the Caltech-ImageNet-VOC tasks. These results demonstrate the effectiveness of filtered manifold alignment across a large range of different datasets and experiments.

Table 3 shows the accuracy of FMA on the Office-Caltech experiments when the source and target domain have different feature sets. The accuracy on the target domains roughly matches those of the homogeneous domain tasks using the same features as the target domains. None of MEDA, GFK, CORAL, or SSA are applicable to domains with different feature sets.

Figure 5 shows the time in seconds to align each pair of domains in the Caltech-ImageNet-VOC experiments from a cold start. Each method was implemented in Python 3.7.5 and ran on a 3.60GHz AMD Ryzen 7 3700X Processor with 16GB of RAM. Across every experiment, FMA and linear FMA provide significant time advantages over the other compared techniques. Additionally, experiments involving the larger ImageNet dataset as either the source or target domain demonstrate the superior complexity of feature-level FMA when the number of samples eclipses the number of features in the dataset as compared to instance-level FMA.

### 5.4 Inductive Performance

Using the MNIST-USPS [10] benchmark, we evaluate the ability of feature-level filtered manifold alignment to generalize to unseen samples in the target domain. Samples that aren’t initially available can’t be used for the graph construction portion of alignment. This can lead to forming a graph that is not an accurate representation of the domain’s underlying manifold. However, unlike instance-level FMA, feature-level FMA learns a transformation matrix that can be applied to project new samples onto the joint manifold even though they weren’t used in the original alignment phase.
Table 3: Office 10 Classification Accuracy SURF to DeCaf6 Features

|       | SURF to DeCaf6 | DeCaf6 to SURF |
|-------|----------------|----------------|
|       | FMA-I | FMA-F | FMA-I | FMA-F |
| A→C  | 82.8  | 82.9  | 32.6  | 33.4  |
| A→D  | 90.2  | 88.6  | 58.3  | 58.9  |
| A→W  | 92.9  | 94.4  | 69.9  | 70.0  |
| C→A  | 89.8  | 89.6  | 49.9  | 49.7  |
| C→D  | 91.7  | 89.6  | 58.3  | 58.4  |
| C→W  | 90.7  | 91.5  | 68.4  | 68.8  |
| D→A  | 90.2  | 90.1  | 50.0  | 49.8  |
| D→C  | 84.1  | 84.7  | 32.4  | 33.0  |
| D→W  | 92.7  | 93.5  | 71.8  | 70.8  |
| W→A  | 90.8  | 91.2  | 50.0  | 50.4  |
| W→C  | 83.8  | 84.6  | 30.3  | 31.7  |
| W→D  | 92.7  | 91.1  | 60.1  | 59.7  |

Ave 89.4 89.3 52.7 52.8

Table 4: MNIST-USPS and Caltech-ImageNet-VOC Classification Accuracy

|       | MEDA | GFK | CORAL | SSA | SMA | FMA-I | FMA-F |
|-------|------|-----|-------|-----|-----|-------|-------|
| M→U  | 89.5 | 31.2| 49.2  | 63.9| 66.0| 87.3  | 76.3  |
| U→M  | 72.1 | 46.5| 30.5  | 73.3| 58.0| 81.0  | 66.5  |

Ave 80.8 38.9 39.9 68.6 62.0 84.2 71.4

|       |       |      |       | C→V | 54.3 | 30.7 | 48.6 | 63.0 | 45.0 |
|-------|-------|------|-------|-----|------|------|------|------|------|
| I→C  | 73.1  | 78.7 | 35.5  | 26.4| 61.6| 99.8 | 99.6 |     |      |
| I→V  | 67.3  | 64.8 | 34.0  | 65.0| 38.3| 60.5 | 62.5 |     |      |
| V→C  | 95.6  | 56.0 | 69.6  | 24.8| 67.4| 99.8 | 93.3 |     |      |
| V→I  | 74.7  | 61.3 | 42.3  | 50.7| 48.8| 84.4 | 78.4 |     |      |

Ave 73.5 56.8 41.9 46.9 46.4 80.9 78.7

Figure 5: Runtime comparison of alignment methods. The time to align each pair of domains in the Caltech-ImageNet-VOC dataset is given for each of the 7 domain alignment methods tested.
For the inductive experiment, the hyper-parameters and experimental setup are the same as the MNIST-USPS experiment above, but only a portion of the target domain samples are used in the alignment phase. The remaining portion are withheld and then embedded using the learned linear transform on the features. We vary the portion of the target domain used for training. Figure 6 illustrates the results on both the MNIST to USPS transfer and the reverse. As the portion of the target domain samples used in training grows, the classification accuracy of the withheld samples approaches the accuracy of the training samples. Using 60% or roughly 1200 samples from the target domain builds an accurate graph of the domain manifold so that the learned joint embedding and transformation can generalize to new samples with only a minor loss in classification accuracy.

5.5 Hyper-Parameter Evaluation

Using the office-Caltech dataset with SURF and DeCaF6 features, we study FMA’s sensitivity to hyper-parameters for both instance-level and feature-level algorithms. In each experiment, we vary one parameter while keeping the others constant. The constant hyper-parameters match those used in the previous office-Caltech experiments: the edge weight coefficient is $\alpha = 0.2$ and the embedding dimension is set to 40.

Figure 7 presents the overall classification accuracy for the office-Caltech experiment for different final embedding dimensions. The initial embedding size for each individual dataset is always half of the final embedding size in each experiment.

Figure 8 demonstrates the effect of varying the scaling on the edge weights of the nearest neighbor graphs for each domain. A smaller scalar places less emphasis on the final embeddings of like instances within a domain having similar embeddings while a large value de-emphasizes the cross-domain correspondences in comparison. Note that increments on the y-axes are much smaller in comparison to Figure 7 due to scaling having a much smaller effect on the overall classification accuracy.

While the effect of the embedding dimension on the classification accuracy is large, it is due in part to the logistic classifier and the accuracy does somewhat level off for sufficiently large dimensions. Combined with the small effect of the edge weights on the final accuracy, this shows that FMA is not reliant on finding the best hyper-parameters and can perform well over a wide range of them.

6 Conclusion

Filtered manifold alignment provides a novel approach to performing manifold alignment and domain adaptation. Across a large number of experimental test beds, FMA meets or exceeds other state-of-the-art methods, while being considerably faster in calculating the alignment. Additionally, because we present both an instance-based and a feature-based version, the method can scale with the smaller of the two options.
Figure 7: **Classification accuracy as a function of embedding dimension.** The effect on the overall classification accuracy for the office-Caltech dataset due to varying the final embedding dimension.

Figure 8: **Classification accuracy as a function of $\alpha$.** The effect on the overall classification accuracy for the office-Caltech dataset due to varying the edge weights of the nearest neighbor graphs.
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