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Abstract

For a non-simply connected domain \( \Omega \) in \( \mathbb{C} \) and \( f \) a holomorphic function on \( \Omega \) we prove that \( f \) admits one-valued primitives of any order in \( \Omega \), if and only if, it extends holomorphically in the simply connected envelope of \( \Omega \). This leads to a generalization of the F. and M. Riesz theorem.

AMS classification number: 30E20, 30H10, 30H50, 46J10.

Key words and phrases: simply connected envelope (hull), primitive, F. and M. Riesz theorem, Riemann mapping, Hardy space \( H^1 \), rectifiable Jordan curve, function algebras, Dirac algebra.

1. Introduction

If \( \Omega \) is a simply connected domain in \( \mathbb{C} \) and \( f \) is a holomorphic function in \( \Omega \), then it is well-known ([1]) that there exists a primitive \( F \) of \( f \), which is a one-valued holomorphic function satisfying \( F' = f \) on \( \Omega \). To construct \( F \) is suffices to fix a point \( z_0 \) in \( \Omega \) and for any \( z \) in \( \Omega \) define \( F(z) = \int_{\gamma_z} f(\zeta) d\zeta \) for any rectifiable curve \( \gamma_z \) in \( \Omega \) starting at \( z_0 \) and ending at \( z \), since by the Cauchy theorem the last integral is independent of the path \( \gamma_z \) in \( \Omega \) with the above properties. If \( \Omega \) is not simply connected the above integrals define in general a multivalued primitive of \( f \). However, it may happen that still \( F \) is a one-valued holomorphic function in the non-simply connected domain \( \Omega \). Even more \( F \) can still have a one-valued holomorphic primitive on \( \Omega \) and so on; that is, it may happen that \( f \) admits one-valued primitives of any order in the domain \( \Omega \); equivalently, for every \( n = 1, 2, \ldots \) there exists a holomorphic function \( \varphi_n \) on \( \Omega \), such that the \( n \)-th derivative \( \varphi_n^{(n)} \) equals \( f \) on \( \Omega \).
In Section 1, we prove that the above happens, if and only if, the function $f$ has a holomorphic extension on $\hat{\Omega}$, the least simply connected domain in $\mathbb{C}$ containing $\Omega$. Let $X$ be the component of $\infty$ in $(\mathbb{C} \cup \{\infty\}) \setminus \Omega$. Then $\hat{\Omega} = X^c$ and the above condition is that on this simply connected domain the function $f$ has a holomorphic extension. It is also proven in Section 2. that the above fact is equivalent to $\int_{\gamma} P(z)f(z)dz = 0$ for all analytic polynomials $P$ and all closed polygonal curves $\gamma$ in $\Omega$.

In Section 3, we consider this last condition for all polynomials $P$ on a fixed rectifiable Jordan curve $\gamma$ only, where the function $f$ is defined and continuous only on the image $\gamma^*$ of $\gamma$. This is equivalent to the fact that $f$ admits one-valued primitives of any order on $\gamma$, in some sense to be explained in Section 3. We prove that $f$ has an analytic extension in some sense in the Jordan region $U$ bounded by $\gamma$, but we cannot prove that this extension belongs to $A(U)$ and extends continuously on $\overline{U}$. We give an example indicating that this cannot be in general true. The proof uses the classical F. and M. Riesz theorem and we are led to a generalization of it valid for rectifiable Jordan curves. In fact the hypothesis of the F. and M. Riesz is equivalent to the existence of one-valued primitives of any order of a function on a curve.

2. Main result

Let $f$ be a holomorphic function on the domain $\Omega \subset \mathbb{C}$, such that its primitive is a one-valued holomorphic function $F$. Let $\gamma$ be a closed polygonal line in $\Omega$. Then

$$\int_{\gamma} 1 \cdot f(z)dz = F(\gamma^+) - F(\gamma^-) = 0,$$

because the endpoints $\gamma^+$ and $\gamma^-$ of $\gamma$ coincide. Thus, the constant function 1 is annihilated by the functional defined by the measure $f(z)dz$ on $\gamma$. Assume in addition that the holomorphic function $F$ has a one-valued primitive $G$ on $\Omega$. Then

$$\int_{\gamma} zf(z)dz = \int_{\gamma} zdF = \gamma^+ \cdot F(\gamma^+) - \gamma^- F(\gamma^-) - \int_{\gamma} F(z)dz = G(\gamma^+) - G(\gamma^-) = 0.$$

Therefore $z^0$ and $z^1$ are annihilated by the measure $f(z)dz$ on $\gamma$. Continuing in this way by induction we can prove the following.

Proposition 1. Let $\Omega$ be a domain in $\mathbb{C}$ and $\gamma$ a closed polygonal curve in $\Omega$. Let $f$ be a holomorphic function on $\Omega$, such that, every ordered antiderivative of $f$ is a one-valued holomorphic function on $\Omega$; equivalently, we assume that for every $n = 1, 2, \ldots$ there exists a holomorphic function $f_n$ such that $f_n^{(n)} = f$ on $\Omega$.

Then every analytic polynomial $P$ is annihilated the measure $f(z)dz$ on $\gamma$; that is
\[ \int_{\gamma} P(z)f(z)dz = 0. \]

**Proposition 2.** Let \( V \subset \mathbb{C} \) be a finitely connected domain. Let \( V_0, V_1, \ldots, V_{k-1} \) be the components of \((\mathbb{C} \cup \{\infty\}) \setminus V, \infty \in V_0. \) Let \( f \) be a holomorphic function on \( V. \) For any closed polynomial line \( \gamma \) in \( V \) and every analytic polynomial \( P \) we assume that

\[ \int_{\gamma} P(z)f(z)dz = 0. \]

Then, \( f \) has a holomorphic extension in the simply connected hull \( \hat{V} \) of \( V, \) that is on \( \hat{V} = V \cup V_1 \cup \cdots \cup V_{k-1}. \)

**Proof.** By Laurent decomposition \([2]\) \( f = f_0 + f_1 + \cdots + f_{k-1}, \) where \( f_j \in H(V_j^c), \) for \( j = 0, 1, \ldots, k - 1 \) and for \( j = 1, \ldots, k - 1 \) we have \( \lim_{z \to \infty} f_j(z) = 0. \) It suffices to show that \( f_1 = f_2 = \cdots = f_{k-1} = 0. \) We will do it only for the function \( f_1. \) This function has a Laurent expansion

\[ f_1(z) = \sum_{n=1}^{\infty} \frac{a_{-n}}{(n-c)^n} \text{ for } |z| > R \text{ where } 0 < R < +\infty \]

is big enough and \( c \in V_1 \) is fixed.

Let \( \gamma \) be a closed polygonal curve in \( \Omega \) surrounding \( V_1 \) and not \( V_2, \ldots, V_{k-1}. \) That is, \( \text{Ind}(\gamma, c) = 1 \) while \( \text{Ind}(\gamma, c_j) = 0 \) for \( j = 2, \ldots, k - 1 \) and \( c_j \in V_j \) are fixed \([1]\). Then

\[ \int_{\gamma} f_j(z)(z-c)^n dz = 0 \text{ for every } n = 0, 1, 2, \ldots \text{ and } j = 2, \ldots, k - 1 \]

by Cauchy’s theorem. It follows that

\[ a_{-n} = \frac{1}{2\pi i} \int_{\gamma} f_1(z)(z-c)^n dz = \frac{1}{2\pi i} \int_{\gamma} (f_0(z) + f_1(z)) + \cdots + f_{k-1}(z)(z-c)^n dz = \frac{1}{2\pi i} \int_{\gamma} (z-c)^n f(z)dz = 0, \]

because the polynomial \((z-c)^n\) is annihilated by the measure \( f(z)dz \) on \( \gamma \) by assumption. Thus, \( f = f_0 \) and the proof is completed. \( \blacksquare \)

**Theorem 3.** Let \( \Omega \subset \mathbb{C} \) be a domain and \( f \) a holomorphic function in \( \Omega. \) Then, the following are equivalent.

1. The function \( f \) admits all orders one-valued primitives; that is, there exists \( \varphi_n \in H(\Omega), n = 1, 2, \ldots \) satisfying \( \varphi_n^{(n)} = f \) on \( \Omega. \)
2. On every closed polygonal line \( \gamma \) in \( \Omega \) every complex polynomial \( P \) is annihilated by the measure \( f(z)dz \) on \( \gamma; \) that is \( \int_{\gamma} P(z)f(z)dz = 0. \)
3. The function \( f \) has a holomorphic extension on the simply connected envelope \( \hat{\Omega} \) in \( \mathbb{C} \) of \( \Omega; \) that is, on the intersection of all simply connected domains \( G, \) \( \Omega \subset G \subset \mathbb{C}. \) Equivalently on \( \hat{\Omega} = X^c \) where \( X \) is the component of \( \infty \) in \( (\mathbb{C} \cup \{\infty\}) \setminus \Omega. \)

**Proof.** (1) implies (2) according to Proposition \([1]\) That (3) implies (1) is also immediate, because \( f \) will be holomorphic in the simply connected comain \( \hat{\Omega} = X^c \supset \Omega. \)
The main part of the proof is that (2) implies (3). It is well known that the domain $\Omega$ has an exhaustion by compact set $K_m, m = 1, 2, \ldots$, where $K_m \subset K_{m+1}^0, \bigcup_{m} K_m = \Omega$ and each $K_m$ is the closure of a domain $\Omega_m$ of finite connectivity bounded by a finite set of disjoint Jordan curves. We consider $\hat{\Omega}_m$ the simply connected envelope of the domain $\Omega_m$. Then according to Proposition 2 the function $f$ has a holomorphic extension to $\hat{\Omega}_m$.

The same holds on $\hat{\Omega}_m+1 = \hat{\Omega}_m$. The two extensions coincide on $\hat{\Omega}_m$ by analytic continuation, because they coincide on the domain $\Omega_m \subset \hat{\Omega}_m \subset \hat{\Omega}_m+1$. Thus, we have a holomorphic extension of $f$ on $\bigcup \hat{\Omega}_m$. It suffices to show that $\bigcup \hat{\Omega}_m$ is the intersection of all simply connected domains in $\mathbb{C}$ containing $\Omega$ and that this coincides with $X^c$.

Indeed, the family $(\mathbb{C} \cup \{\infty\}) \setminus \hat{\Omega}_m$ is a decreasing family of connected compact sets all containing $\infty$. Thus, their intersection is a connected compact set containing $\infty$. This intersection is disjoint from $\Omega$ and coincides with $(\mathbb{C} \cup \{\infty\}) \setminus \bigcup_{m=1}^\infty \hat{\Omega}_m$. Thus, the increasing union of domains $\bigcup_{m} \hat{\Omega}_m$ is a simply connected domain in $\mathbb{C}$ containing $\Omega$. It follows that $\bigcup_{m} \hat{\Omega}_m \supset \hat{\Omega}$. But every simply connected domain in $\mathbb{C}$ containing $\Omega$, it must contain $\hat{\Omega}_m$ for all $m = 1, 2, \ldots$. It follows easily that $\hat{\Omega} = \bigcup_{m} \hat{\Omega}_m \subset X^c$. On the other hand let $G \subset \mathbb{C}$ be a simply connected domain containing $\hat{\Omega}$. Let $Y$ be the component of $\infty$ in $(\mathbb{C} \cup \{\infty\}) \setminus G \subset (\mathbb{C} \cup \{\infty\}) \setminus \Omega$. It follows that $Y \subset X$ and therefore $X^c \subset Y^c = G$. Since this holds for the arbitrary simply connected domain $G$, $\Omega \subset G \subset \mathbb{C}$, it follows that $X^c \subset \hat{\Omega} = \bigcap G$. Thus, $X^c = \hat{\Omega}$ and the proof is completed.

Remark 4. In view of the equivalence $(1) \iff (2)$ of Theorem 3 one can easily verify the following.

There exists a holomorphic function $\varphi_n$ in $\Omega$, such that $\varphi_n^{(m)} = f$ on $\Omega$ if and only if the following holds.

For every closed polygonal curve $\gamma$ in $\Omega$ and every analytic polynomial $P$ with $\deg P \leq n - 1$ we have $\int_{\gamma} P(z) f(z) dz = 0$.

Remark 5. All above results have been stated for closed curves $\gamma$ in $\Omega$ which are polygonal; however they are valid more generally for closed rectifiable curves in $\Omega$; that is, with finite length. It also suffices to consider only rectifiable Jordan curves in $\Omega$. 

4
3. The F. and M. Riesz theorem for rectifiable Jordan curves

Let $\Omega$ be a doubly connected domain in $\mathbb{C}$. Let $E$ be the bounded component of $\Omega^c$ and let us fix a point $a \in E$. Let $\gamma$ be a rectifiable Jordan curve in $\Omega$ such that $\text{Ind}(\gamma, a) = -1$. Let $f$ be a holomorphic function in $\Omega$. According to Theorem 3 the function $f$ has any order's one-valued primitive on $\Omega$, if and only if, \[ \int_{\gamma} P(z) f(z) dz = 0 \]
for all analytic polynomial $P$. And then $f$ has a holomorphic extension in $\Omega \cup E$.

We can restrict the construction of the primitives of $f$ on $\gamma$. Let $\gamma : [\alpha, \beta] \to \mathbb{C}$, $\alpha < \beta$, be a parametrization of the curve $\gamma$, $\gamma(\alpha) = \gamma(\beta)$. Then for every $z = \gamma(t)$, $\alpha \leq t < \beta$ the primitive $G$ of $f$ at $z \in \gamma^*$ is given by $G(z) = \int_{\gamma_z} f(\zeta) d\zeta$ where $\gamma_z : [a, t) \to \mathbb{C}$ is defined by $\gamma_z(\xi) = \gamma(\xi)$ for all $\xi \in [a, g]$. The condition that the primitive $G$ is one-valued on $\Omega$ is equivalent to the fact that $\int_{\gamma} f(\zeta) d\zeta = 0$ which is the same as $\lim_{t \to \beta^-} \int_{\gamma_z(t)} f(\zeta) d\zeta = 0$; this is equivalent to the fact that $\int_{\gamma} P(z) f(z) dz = 0$ for all analytic polynomials $P$ with $\deg P \leq 0$.

Provided that the first primitive $G$ of $f$ is one valued, in order to construct the second primitive we repeat a similar procedure. Now the fact that the second primitive is one-valued is equivalent to $\lim_{t \to \beta^-} \int_{\gamma_z(t)} G(\zeta) d\zeta = 0$; and this is equivalent to the fact that $\int_{\gamma} P(z) f(z) dz = 0$ for all analytic polynomials $P$ with $\deg P \leq 1$.

Iterating this procedure we conclude that $f$ admits one-valued primitive in $\Omega$ of any order, if and only if, $\int_{\gamma} P(z) f(z) dz = 0$ for all analytic polynomials $P$. We see that it suffices to examine the situation only on the curve $\gamma$ and we could speak about primitives on $\gamma$ of functions defined only on $\gamma$.

Let us return to the case where $f$ is holomorphic on the doubly connected domain $\Omega$. Assume that $E$ the bounded component of $\Omega^c$ is a closed Jordan region bounded by a rectifiable Jordan curve $\delta$ and that $f$ extends continuously on $\Omega \cup \delta^*$. Then in the previous results we can replace $\gamma$ by $\delta$. In order to see this, let $\Omega_1 = (\mathbb{C} \cup \{\infty\}) \setminus E$ and $\Omega_2 = \left\{ \frac{1}{w-a} : w \in \Omega_1 \right\}$, where $a$ is in $E^0$.

Then $\Omega_2$ is a Jordan domain bounded by a rectifiable Jordan curve. Let $\Phi : D \to \Omega_2$ be a Riemann map from the open unit disc $D$ onto $\Omega_2$. Then $\Phi'$ is in the Hardy Space $H^1$ if; it follows that for the curves $\gamma_r(t) = \frac{1}{\Phi(re^{it})} + a$, $0 \leq t \leq 2\pi$, $0 < r < 1$
and any analytic polynomial $P$ we have

$$\lim_{r \to 1} \int_{\gamma_r} P(z)f(z)dz = \int_{\delta} P(z)f(z)dz.$$

Therefore, we see that if $\delta$ is a rectifiable Jordan curve with a one-sided collar $\Omega$ and $f$ is holomorphic on $\Omega$ with continuous extension on $\Omega \cup \delta^*$, then the following holds.

The function $f$ admits all orders one-valued primitives on $\Omega$, if and only if, it extends holomorphically on $\Omega \cup E$, where $E$ is the closed Jordan region bounded by $\delta$. And this happens, if and only if, $\int_{\delta} P(z)f(z)dz = 0$ for all analytic polynomials $P$. This suggests the following.

**Proposition 6.** Let $\delta$ be a rectifiable Jordan curve and let $U$ be the open region bounded by $\delta^*$. Let $f : \delta^* \to \mathbb{C}$ be a continuous function. We assume that $\int_{\delta} P(z)f(z)dz = 0$ for all analytic polynomials $P$. (This could be equivalently stated as that $f$ has all orders “primitives on $\delta$” which are one valued on $\delta^*$). Then there exists a holomorphic function $\varphi$ on $U$, such that, for almost all points $j$ in $\delta^*$ with respect to the arc length measure $|dz|$, the non-tangential limit $\lim_{nt.z \to \zeta, z \in U} \varphi(z)$ exists and equals $f(\zeta)$.

**Proof.** According to Theorem 10.4 of [3], the function $f$ has an extension $\varphi$ in $U$ belonging to the class $E^1$ defined in [3], which satisfies the requirements of Proposition 6.

For completeness we present now another proof.

Let $\Phi : D \to \mathcal{U}$ be a Riemann map from the open unit disc $D$ onto $\mathcal{U}$. Then $\Phi'$ belongs to the Hardy class $H^1$ [3]. We consider on $\delta^*$ the measure $f(z)dz = d\mu(z)$, which annihilates all polynomials $P$. By Mergelyan’s theorem [6], the measure $d\mu$ annihilates all elements of the algebra $A(\mathcal{U}) = \{g : \mathcal{U} \to \mathbb{C} \text{ continuous on } \overline{\mathcal{U}}, \text{ holomorphic in } u = \mathcal{U}^0\}$. We compose with the Riemann map $\Phi : D \to \mathcal{U}$, which by the Oswood-Caratheodory theorem [5] extends to a homeomorphism $\Phi : \overline{D} \to \overline{\mathcal{U}}$. Then the image of $d\mu$ is a measure $dv$ on the unit circle $T = \partial D$, which annihilates all elements of $A(D)$. By the F. and M. Riesz theorem [4] the measure $dv$ is absolutely continuous with respect to Lebesgue measure and $dv = h(e^{i\theta})de^{i\theta}$ on $T$ with $h$ an $H^1$ function on $D$.

Since $d\mu(z) = f(z)dz$ on $\delta$, its image composing with $\Phi$ is $f(\Phi(e^{i\theta}))$ multiplied with the image of $dz$ on $\delta$ after compositgion with $\Phi$, which is $\Phi'(e^{i\theta})de^{i\theta} + d\tau$, where
\(d\tau\) is a singular measure on \(T\). Thus, the image of \(d\mu(z)\) after composition with \(\Phi\) is 
\[
 f(\Phi(e^{i\theta}))d\Phi'(e^{i\theta})e^{i\theta} + f(\Phi(e^{i\theta}))d\tau(e^{i\theta}).
\]

By the F. and M. Riesz theorem [4] it follows 
\[
 f(\Phi(e^{i\theta}))d\tau(e^{i\theta}) = 0
\]
and
\[
 f(\Phi(e^{i\theta}))d\tau(e^{i\theta}) = h
\]
with \(h\) in \(H^1\) of \(D\). Thus, \(f \circ \Phi = \frac{h}{\Phi'}\) almost everywhere on \(T = \partial D\) with respect to the Lebesgue measure on \(T\). [In fact, since the measure \(1 \cdot d\tau\) annihilates all polynomials, we can repeat everything with \(f \equiv 1\). This gives \(d\tau \equiv 0\)].

Since \(\Phi'\) is in \(H^1\) of \(D\) and \(\Phi' \neq 0\), Jensens formula [4] implies that the non-tangential limits exist almost everywhere and they are non-zero almost everywhere on \(T\). Similarly, since \(h \in H^1\) of \(D\), the non-tangential limits of \(h\) exist almost everywhere on \(T = \partial D\) with respect to Lebesgue measure. Since \(\Phi\) is a univalent holomorphic function on \(D\), it follows that \(\Phi'(z) \neq 0\) for all \(z \in D\). Thus, \(\frac{h}{\Phi'}\) is holomorphic in \(D\) and its non-tangential limits on \(\partial D\) exist almost everywhere on \(T = \partial D\) and are equal to \(f \circ \phi\). Then the function \(\varphi = \frac{h}{\Phi'} \circ (\Phi^{-1})\) has the desired properties and the proof is complete. ■

**Example 7.** Since the function \(f\) is continuous on \(\delta^*\), naturally comes the question whether the function \(\frac{h}{\Phi'} \circ (\Phi^{-1})\) belongs to \(A(U)\); which is equivalent to asks whether \(\frac{h}{\Phi'} \in A(D)\). We do not have a complete answer to this question. If the Jordan curve \(\delta\) is such that \(|\Phi'(z)| > \varepsilon\) for all \(z \in D\) and some \(\varepsilon > 0\) independent of \(z\), then the answer is affirmative and \(\frac{h}{\Phi'} \in A(D)\). An example hinting to the negative direction is given by the function \(B(z) = \frac{z-1}{\exp (z) - 1}\).

The non-tangential limits of it exist on \(T - \{1\}\) and define a continuous function on \(T\) vanishing it \(\zeta = 1\). However, \(B\) is not bounded on \(D\) and \(B \notin A(D)\).

If \(B|T\) had an extension in \(A(D)\), this should coincide with \(B\), by the reflection principle or even by Privalor’s theorem [5].

The weak point of the above example is that the singular inner function \(\exp \frac{z+1}{z-1}\) does not seem to have a univalent primitive on \(D\).

**Remark 8.** Proposition [6] may easily take the following more general form.

Let \(\delta\) be a rectifiable Jordan curve and \(U\) the Jordan region bounded by \(\delta\). Let \(d\mu\) be a Borel measure on \(\delta^*\) such that \(\int \delta^* P(z)d\mu(z) = 0\) for all analytic polynomials \(P\). Then there exists a holomorphic function \(\varphi\) in \(U\) admitting non-tangential limits almost everywhere on \(\delta^*\) with respect to the arc length measure on \(\delta\) and \(d\mu = \varphi(z)dz\).
on $\delta$. The function $\varphi$ belongs to the class $E^1(U)$ \[^3\] and conversely for every $\varphi$ in $E^1(U)$ the measure $d\mu = \varphi(z)dz$ on $\delta$ annihilates all polynomials; that is $\int_{\delta} P(z)d\mu(z) = 0$ for all analytic polynomials. We recall that an equivalent definition of the class $E^1(U)$ is the following \[^3\].

$$\varphi \in E^1(U) \iff \varphi \circ \Phi \cdot \Phi' \in H^1(D),$$

where $D$ denotes the open unit disc.

**Theorem 9.** Let $U$ be a Jordan domain bounded by a rectifiable Jordan curve $\delta$ and let $\Phi : D \to U$ be a Riemann map from the open unit disc $D$ onto $U$. Let $\mu$ be a Borel measure on $\delta^*$. Then (4) and (5) below are equivalent.

1. (4) For every analytic polynomial $P$ we have $\int_{\delta} P(z)d\mu(z) = 0$
2. (5) $d\mu(z) = \varphi(z)dz$, with $\varphi \in E^1(U)$.

**Proof.** For the implication (5)$\Rightarrow$(4) we refer to \[^3\], because the product of the function $\varphi$ with any polynomial is again in the class $E^1(U)$. For the implication (4)$\Rightarrow$(5) we observe that $\int_{\delta} f(z)d\mu(z) = 0$ for every function $f : \overline{U} \to \mathbb{C}$ continuous on $\overline{U}$ and holomorphic in $U$. From the definition (4) and (5) below are equivalent.

We notice that the measure $d\mu$ belongs in $H^1(D)$, and $d\mu$ annihilates every function in $A(D)$; in particular every monomial $z^n$, $n = 0, 1, 2, \ldots$. According to the F. and M. Riesz theorem $d\mu = h(e^{i\theta})d(e^{i\theta})$ with $h \in H^1(D)$. It follows that $d\mu(z) = h \circ \Phi^{-1}(z) \frac{1}{\Phi'(\Phi^{-1}(z))}dz$.

Setting $\varphi = \frac{h \circ \Phi^{-1}}{\Phi' \circ \Phi^{-1}}$, we have $d\mu = \varphi \cdot dz$ and $\varphi \in E^1(U)$ because $\varphi \circ \Phi \cdot \Phi' = h$ belongs in $H^1(D)$. This completes the proof. \[\blacksquare\]

**Remark 10.** We notice that the measure $dz$ on $\delta^*$ is the image by composition by $\Phi$ of the measure $\Phi'(e^{i\theta})de^{i\theta}$ on $T$. Since $\delta$ is rectifiable we have $\Phi' \in H^1(D)$ \[^3\]. The arc length measure on $\delta$ is $|dz|$ and is the image by composition by $\Phi$ of the measure $|\Phi'(e^{i\theta})|d\theta$ on $T$. If $E \subset T$ is a measurable set with zero length then the length of $\Phi(E)$ is $\int_{E} |\Phi'(e^{i\theta})|d\theta = 0$. If $E \subset T$ is a measurable set with strictly positive measure, then the length of $\Phi(E)$ is $\int_{E} |\Phi'(e^{i\theta})|d\theta > 0$; because, if $\int_{E} |\Phi'(e^{i\theta})|d\theta = 0$ it implies $\Phi' \equiv 0$ almost everywhere on $E$; this implies $\int_{0}^{2\pi} \log |\Phi'(e^{i\theta})|d\theta = -\infty$, which contradicts Jensen’s inequality \[^4\], as $\Phi' \in H^1(D)$, $\Phi' \not\equiv 0$.

The above facts can be used to check details in the proof of Theorem \[^3\].
Remark 11. Under the assumptions of Theorem 9 we notice that (4) and (5) are equivalent to (6) below.

Assume that (5) holds. Since \( \int \varphi(z)dz = 0 \) and \( d\mu(z) = \varphi(z)dz \), it follows that \( \mu : \delta^* \to \mathbb{C} \) is a continuous one-valued function on \( \delta^* \) and the function \( \mu \) takes equal values at the end-points of \( \delta^* \), which coincide. In fact \( \mu \) is the restriction on the boundary of the complex primitive \( G \) of \( \varphi \) in \( U \), which belongs to \( A(U) \), by Hardy’s inequality applied to \( h \in H^1(D) \).

Fix \( z_0 \in \delta^* \). For any \( z \in \delta^* \) we consider a curve \( \delta_z \) starting at \( z_0 \) and ending at \( z \). In fact \( \delta_z \) can be seen as a restriction of the periodic extension of \( \delta \). We set \( F(z) = \int_{\delta_z} \mu(\zeta)d\zeta \). This function is one-valued on \( \delta^* \) and it corresponds to the boundary function of the complex primitive in \( U \) of the function \( G \), which belongs to \( A(U) \).

Continuing in this way we see that the following hold.

(6) The function \( \mu \) has one-valued continuous \( dz \)-primitives on \( \delta^* \) in the sense of \( dz \)-integrals of any order \( n = 0, 1, 2, 3, \ldots \).

Assume now that (6) holds. We will show that (4) also holds.

Clearly (6) implies \( \int_{\delta} 1d\mu(z) = 0 \). Also \( F \) is a one-valued function on \( \delta^* \); then
\[
0 = \int_{\delta} \mu(\zeta)d\zeta = \zeta\mu(\zeta)|_{\delta^*} - \int_{\delta} \zeta d\mu(\zeta) = 0 - \int_{\delta} \zeta d\mu(\zeta); \text{ this implies } \int_{\delta} \zeta d\mu(\zeta) = 0.
\]

Continuing in this way we see that \( \int_{\delta} \zeta^n d\mu(\zeta) = 0 \) for all \( n = 0, 1, 2, \ldots \) which implies (4) by the linearity of the integral. We also notice that in the last argument integrations by parts may be replaced by the use of Fubini’s theorem.

We also notice that if the rectifiable Jordan curve \( \delta \) satisfies some assumption and \( F \) is a one-valued \( dz \)-primitive of the continuous function \( G \) on \( \delta^* \), then
\[
\lim_{z \to z_0} \frac{F(z) - F(z_0)}{z - z_0} = G(z_0) \quad \text{for all} \quad z_0 \in \delta^*.
\]

Indeed \( F(z) - F(z_0) = \int_{\delta_{z_0,z}} G(j)dj \) where \( \delta_{z_0,z} \) is the “shortest” arc of the curve \( \delta \) starting at \( z_0 \) and ending at \( z \). It follows that
\[
\frac{F(z) - F(z_0)}{z - z_0} - G(z_0) = \frac{1}{z - z_0} \int_{\delta_{z_0,z}} [G(\zeta) - G(z_0)]d\zeta.
\]

Taking absolute values this is bounded above by \( \frac{\text{length of } \delta_{z_0,z}}{|z - z_0|} \sup_{\zeta \in \delta_{z_0,z}} |G(\zeta) - G(z_0)| \).
If we assume that there exists a constant $C_{z_0} < +\infty$ such that (length of $\delta_{z_0, z}$) $\leq C_{z_0} \cdot |z - z_0|$ for all $z \in \delta^*$ close to $z_0$, then we take $\left| \frac{F(z) - F(z_0)}{z - z_0} - G(z_0) \right| \leq C_{z_0} \sup_{\zeta \in \delta_{z_0, z_0}} |G(\zeta) - G(z_0)| \to 0$, as $z \to z_0, (z \in \delta^*)$, by the continuity of $G$.

In particular this holds if the rectifiable Jordan curve $\delta$ is a chord-arc curve; that is, if there exist a constant $C < +\infty$ so that (length of $\delta_{z_0, z}$) $\leq C \cdot |z - z_0|$ for $z, z_0$ on $\delta^*$.
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