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\textbf{Abstract}

In the area of data classification, the different classifiers have been developed by its own strengths and weaknesses. Among these classifiers, we propose a method which is based on the maximum margin between two classes. One of the main challenges in this area is dealt with noisy data. In this paper, our aim is to optimize the method of large margin classifier based on hyperdisk (LMC-HD) and incorporate it into quasi-support vector data description (QSVDD) method. In the proposed method, the bounding hypersphere is calculated based on the QSVDD method. So our convex class model is more robust compared with support vector machine (SVM) and less tight than LMC-HD. Large margin classifiers aim to maximize the margin and minimizing the risk. Since our proposed method ignores the effect of outliers and noises, so this method has the widest margin compared with other large margin classifiers. In the end, we compare our proposed method with other popular large margin classifiers by the experiments on a set of standard data which indicates our results are more efficient than the others.
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\section{Introduction}

In the past years, classification based on large margin classifier has been one of the topics taken into consideration by researchers in machine learning \cite{alabdulmohsin2014, campbell2000, cho2018, gupta2018, leung2016, libbrecht2015, moradkhani2015, panwar2012, parikh2016, shen2015, wu2013}. Support vector machine (SVM) is one of the most common methods among these classifiers, which is derived from statistical learning theory and has created great success in pattern recognition \cite{carvalho2017, marsanov2017}. SVM was introduced by Cortes and Vapnik in 1995 which originated on the basis of statistical theory and structural risk minimization \cite{cortes1995}. Since SVM seeks to create the largest margin between two-class data, it is considered as large margin methods and is part of kernel methods in machine learning \cite{tan2006}. The main motivation of the method is to find the hyperplane that separates the data of these two classes with maximum margins. In this method, the data of each class will be modeled with a geometric model called the convex hull.

The convex hull, due to its tight structure toward each class attributes, creates a more closed model of each class data; that is, it covers a more restricted area than the real area of each class data. On the other hand, the support vector machine is designed for the state where the convex hull of each class data does not have much overlapping in the space of data feature (or space where the kernel is applied to the data). Also, if the data convex hull does not have overlapping, yet the support vector machine will have the former problem and cannot correctly
identify the true extent of data for each class. To solve this problem regarding convex hull, other geometric models, such as hypersphere and affine hull, were introduced Cevikalp, Triggs [2009, 2013], Cevikalp et al. [2010].

Large margin approaches are created based on geometrical objects like hypersphere, convex hull, affine hull, and hyperdisk. The classification based on large margin methods has been progressing remarkably in computer vision, text analysis, biometrics, and biometrics rather than previous methods Cevikalp et al. [2010], Gupta et al. [2018]. Actually, these methods are initially modeled each classes data using one of those geometrical methods and identifying the class of data, then treat with one of the following approaches.

The first classification approach is based on the test data distance to the geometric model of each class data. In this method, the test data belongs to the class with the closest distance to the geometric model of that class. Nearest Convex Hull (NCH), Nearest Affine Hull (NAH), and Nearest Hyper Disk (NHD) classifications determine the test data based on this approach.

In the second approach, a maximum margin will be determined between geometric models of each class data. The line existing in the middle of this margin and parallel to the margin will be identified as decision boundary and separating line, and classification will be done based on the test data are located on which side of the line. SVM, large margin classifier based on affine hulls (LMC-AH), and LMC-HD classifications determine the test data based on the second approach. Adopting the second approach in determining test data class provides a better result at run-time Allahyari, Sadoghi-Yazdi [2012], Baker [2005], Cevikalp, Triggs [2009, 2013], Chen [1984], Fernández-Delgado et al. [2014].

It is mentioned in the literature that the hyperspheres have a good performance in detecting the noises. Also, the classifications based on affine hulls work good in some cases but not in all cases, although in total they work better than classifications based on the convex hull. Obviously, the hyperdisk geometric model in an area related to single area data represents a smaller area than an affine hull for the same data, which is similar to the support vector machine in this respect. Combining affine hull and hypersphere leads to having both methods advantages and minimizing the disadvantage of each one to some extent Cevikalp, Triggs [2009, 2013].

The disadvantage of SVDD method is that it does not take into account the central gravity of data, and the center and radius of the hypersphere will be estimated farther away from its actual radius and center. To solve this problem, Allahyari, Sadoghi-Yazdi [2012] proposed QSVD method that involves the optimization of the central gravity of data in target function. So, the impact of the noises on the center and radius of hypersphere is reduced, and the estimate of its center and radius will be closer to the reality. The problem of SVDD method in dealing with the noises on hyperdisk, obtained from the intersection between data affine hull and the hypersphere inscribed on the data, is also evident in LMC-HD method. Therefore, to solve this problem, quasi-large margin classifier based on hyperdisk method (QLMC-HD) is proposed.

This paper is organized as follows, our proposed method (QLMC-HD) is introduced in Section 2. In Section 3 the results of implementing our proposed method are presented. To test the robustness of the proposed method, different types of data set are tested. The main conclusions is also presented in Section 4.

2 Method (QLMC-HD)

The data will be modeled with hyperdisk in LMC-HD method. Hyperdisk is the intersection of the affine support data and the smallest bounding hypersphere inscribed on the training samples in feature space. The center of the hypersphere will be determined according to the support vectors and is influenced by them. On the other hand, in support vector data description (SVDD) method, limiting Lagrange coefficients cannot have much effect on the role of noisy data set and outliers, and the center and radius of the hypersphere yet will be affected by these data Allahyari, Sadoghi-Yazdi [2012]. So, based on the above argument on the failure of SVDD method to deal with outliers and the negative impact of outliers on the hypersphere center, this problem also exists in hyperdisks, and in fact, the radius and center of hyperdisks in LMC-HD method are also misestimated under the influence of outliers. To solve SVDD problem, QSVDD method is introduced. In this method, to reduce the impact of the outliers on the center and radius of the hypersphere, the central gravity of data is taken into consideration and is combined effectively with SVDD method.

Our idea in this article is to consider the central gravity of data at the time of constructing hyperdisk in LMC-
HD method and to introduce the intersection between affine hull and hypersphere constructed based on QSVDD method as a new technique for modeling the data. Therefore, it is obvious that because hyperdisk is the result of an intersection between affine hull and hypersphere data, and because the geometric model of affine hull is a larger set, the intersection between this set and the optimized geometric model of hypersphere forms a model that will have a better performance in dealing with outliers than hyperdisk geometric model in LMC-HD method. We called this method QLMC-HD, due to its intense similarity with LMC-HD. Considering, the influence of the central gravity of data during hyperdisk formation is employed in QLMC-HD. Figure 1 illustrates the schematics of SVM, LMC-HD, and QLMC-HD model.

Figure 1. Red line: schematic of QLMC-HD model and its margin; Dashed blue line: SVM margin; Dotted dashed blue line: Convex hull of SVM model; Dashed black line: LMC-HD margin; Bold black line: LMC-HD model; Dashed red line: QLMC-HD margin; Bold red line: QLMC-HD model.

In the following, the method of finding the intersection between the affine hull and QSVDD-based hypersphere will be described mathematically in details. According to our idea to determine the center ($A$) and radius ($R$) of the sphere in hyperdisk model, the equation

$$H_c^{\text{disk}} = \{X = \sum_{i=1}^{n_c} \alpha_i x_c \mid \sum_{i=1}^{n_c} \alpha_i = 1, \|x-a\| \leq R\}$$

(1)

can be derived where where $a$ is the center of the hyperdisk, $R$ is its radius, and $n_c$ is the number of instance of class $c$. Equation (1) is actually all the points related to affine hull considering the constraint $\|x-s_c\| \leq r_c$ Cevikalp, Triggs [2013], Tax, Duin [1999]. If we call the center and radius of the hypersphere in this new method $a^{\text{new}}$ and $R^{\text{new}}$, then according to QSVDD method, the distance between sphere center and the central gravity of data will be as follows,

$$|\bar{x} - a^{\text{new}}|^2 = \left| \sum_{i=1}^{n} \frac{x_i}{n} - a^{\text{new}} \right|^2 = \frac{1}{n^2} \left| \sum_{i=1}^{n} x_i - \sum_{i=1}^{n} a^{\text{new}} \right|^2 = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} (x_i - a^{\text{new}})^T (x_j - a^{\text{new}}).$$

(2)
Now the problem can be modeled as follows,

$$\min \quad (R^{\text{new}})^2 + \frac{B}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} (x_i - a^{\text{new}})^T (x_j - a^{\text{new}}) + c \sum_{i=1}^{n} \epsilon_i$$

subject to \( (x_i - a^{\text{new}})^T (x_i - a^{\text{new}}) \leq (R^{\text{new}})^2 + \epsilon_i, \quad \epsilon_i \geq 0, \quad i = 1, 2, \ldots, n. \) (3)

In the above statement, parameter \( B \) shows the extent of giving importance to the central gravity of data, and the rest of the parameters are similar to the SVDD state [Tax, Duin 1999]. Now, Lagrange equations will be formed as

$$L = (R^{\text{new}})^2 + \frac{B}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} (x_i - a^{\text{new}})^T (x_j - a^{\text{new}}) + c \sum_{i=1}^{n} \epsilon_i + c \sum_{i=1}^{n} \alpha_i ((x_i - a^{\text{new}})^T (x_i - a^{\text{new}}) - R^2 - \epsilon_i) - \sum_{i=1}^{n} \epsilon_i \mu_i \quad (4)$$

Now, if we differentiate the above equation in terms of \( a^{\text{new}}, \) \( R^{\text{new}} \) and \( \epsilon_i \) and replace the resulted statement in Lagrange equations,

$$\frac{\partial L}{\partial R^{\text{new}}} = 0, \quad -2R^{\text{new}} - 2n \sum_{i=1}^{n} \alpha_i = 0 \quad \Rightarrow \quad \sum_{i=1}^{n} \alpha_i = 1,$$ (5)

$$\frac{\partial L}{\partial \epsilon_i} = 0, \quad \alpha_i + \mu_i = c \quad \Rightarrow \quad 0 \leq \alpha_i \leq c,$$ (6)

$$\frac{\partial L}{\partial a^{\text{new}}} = 0, \quad \Rightarrow \quad \frac{B}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} (x_i - a^{\text{new}}) T (x_j - a^{\text{new}}) (-2(x_i - a^{\text{new}})) = 0 \quad \Rightarrow \quad a^{\text{new}} = \frac{\sum_{i=1}^{n} (\alpha_i + \frac{B}{n}) x_i}{1 + B}$$ (7)

then \( L_D \) will be obtained. Since \( L_D \) is in terms of \( \alpha_i, \) then the statement should be maximized as,

$$\max \quad \frac{1}{(1 + B)^2} \left( -2 \frac{B}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i x_i^T x_j - \frac{B}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} x_i^T x_j - \sum_{j=1}^{n} \sum_{j=1}^{n} \alpha_i x_i^T x_j \right) + \sum_{j=1}^{n} \sum_{j=1}^{n} \alpha_i x_i^T x_j + \frac{B^2}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} x_i^T x_j + \frac{2B}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i x_i^T x_j$$

subject to \( \sum_{i=1}^{n} \alpha_i = 1, \quad 0 \leq \alpha_i \leq c, \quad i = 1, 2, \ldots, n, \quad -1 < B < +\infty. \) (8)

By solving this second order programming problem, \( \alpha_i \) will be achieved and then the center of hypersphere will be calculated from

$$a^{\text{new}} = \frac{\sum_{i=1}^{n} (\alpha_i + \frac{B}{n}) x_i}{1 + B}. \quad (9)$$

In this regard, the instance \( z \) will be inside the hypersphere if

$$|z - a^{\text{new}}|^2 = z^T z - \frac{2}{(1 + B)} \left( \sum_{i=1}^{n} \alpha_i x_i^T z + \frac{B}{n} \sum_{i=1}^{n} x_i^T z \right) + \frac{1}{(1 + B)^2} \left( \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i x_i^T x_j + \frac{B^2}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} x_i^T x_j + \frac{2B}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i x_i^T x_j \right) \leq (R^{\text{new}})^2. \quad (10)$$

Now, by calculating the center and radius of the sphere, to find the maximum margin between hyperdisks and their separating line, it is enough to find the closest point of each hyperdisk and find the perpendicular line passing from these points. If the closest points be \( x_-, x_+ \), then \( < w, x > + b = 0 \) will be the line separating two hyperdisk with maximum margin, wherein this equation \( w = \frac{(x_+ - x_-)}{||x_+ - x_-||} \) and \( b = - < w, \frac{(x_+ + x_-)}{2} > \). Now, with regard to hyperdisk model, there are two ways to find two points close to each other that are similar to LMC – HD method, with this difference that the center and radius of the hyperspheres are different. In this research, QCQP optimization problems refer to the issues where both objective function and constraints are second ordered. Suppose that \( X_+ \) and \( X_- \) are matrices that their columns equal negative and positive class data of education set, respectively. In this case, if two points \( x_\pm \) be the close points on hyperdisk, \( x_\pm \) can be defined so that the \( x_\pm = X_\pm \alpha_\pm \) equation holds true. Now, the problem will be modeled as follows,

$$\min \quad |X_+ \alpha_+ - X_- \alpha_-|^2$$

subject to \( \sum_{i=1}^{n} \alpha_{+i} = 1, \quad \sum_{j=1}^{n} \alpha_{-j} = 1, \quad |X_+ \alpha_+ - a^{\text{new}}_+|^2 \leq (R^{\text{new}})^2, \quad |X_- \alpha_- - a^{\text{new}}_-|^2 \leq (R^{\text{new}})^2 \quad (11)$$
\( x_{\pm} \) can be calculated by obtaining \( \alpha_{\pm} \) by solving the above problem. Accordingly, the hyperplane separating the data can be determined.

*QCQP* problems can be converted to Semi-definite Programs (SDP) problems. CVX\(^1\) toolbox uses this idea, but in our implementations, this method sometimes did not lead to an answer or produced the wrong answers. So, in this research, MOSEK\(^2\) toolbox is used to solve this problem. MOSEK toolbox usually converts *QCQP* problems to Second-Order Cone Program (SOCP) problems, which in polynomial time can be solved by Interior point method and has a performance better than the SDP method. The above problem easily can be solved by MOSEK toolbox. When there is an overlap between two class hyperdisks, two solutions can be suggested. The Kernel trick is used. Since some of the data sets have high size and complexity, MOSEK toolbox usually converts *QCQP* problems to Second-Order Cone Program (SOCP) problems, which in polynomial time can be solved by Interior point method and has a performance better than the SDP method. The above problem easily can be solved by MOSEK toolbox, due to the existence of interior multiplication, Kernel trick is used.

Suppose we have \( k(x_i, x_j) = \phi(x_i), \phi(x_j) \) as Kernel function and \( \phi_+ = [\phi(x_1^+), ..., \phi(x_{n_+}^+)] \) and \( \phi_- = [\phi(x_1^-), ..., \phi(x_{n_-}^-)] \) are considered as kernel data matrices. We define

\[
\begin{pmatrix}
k_+ \\
k_-
\end{pmatrix} = \begin{pmatrix} -k_+ & k_+ \\
k_+ & -k_-
\end{pmatrix},
\]

the center of the positive and negative class hypersphere will be considered \( k_+ \beta_+ \) and \( k_- \beta_- \), respectively. In this case, the Kernel ed *QCQP* problem will be as follows

\[
\begin{align*}
\min & \quad \alpha^T K a \\
\text{subject to} & \quad \alpha_+^T e_+ = 1, \quad \alpha_-^T e_- = 1, \quad \alpha_+^T K_+ \alpha_+ - 2\alpha_+^T K_+ \beta_+ + \beta_+^T K_+ \beta_+ \leq (R_{\text{new}}^*)^2, \\
& \quad \alpha_-^T K_- \alpha_- - 2\alpha_-^T K_- \beta_- + \beta_-^T K_- \beta_- \leq (R_{\text{new}}^*)^2
\end{align*}
\]  

(12)

Applying this kernel leads to an increase in the speed and a decrease in calculations. By finding weights of \( \alpha \), the classifier \( \alpha_+^T K_+ - \alpha_-^T K_- + b > 0 \) will be calculated. In this equation, \( K_+ \) and \( K_- \) are Kernel vectors of the test sample against positive and negative data, which in this unequal

\[
b = \frac{-\left(\alpha_+^T K_+ \alpha_+ - \alpha_-^T K_- \alpha_-\right)}{2}.
\]

The proposed method can be generalized to multiclass problems by using different strategies. Here, one-against-rest (OAR) and one-against-one (OAO) strategies will be examined. For a problem with \( c \) classes, OAR method teaches \( c \) binary classifiers, so that one class will be classified relative to \( c - 1 \) of other classes and at the end of the class, the test sample will be for the class with the most accurate classifier. On the contrary, OAO method creates all possible binary classifications relative to each class pair. In this case, \( c(c-1)/2 \) classifiers will be created and the test sample will belong to the class acquiring the most victories.

## 3 Results and evaluations

### 3.1 Implementation environment and configuration of the used computer

MATLAB and Visual C++ were used to implement the method and MOSEK toolbox was used to solve optimization problem. This toolbox provides more accurate answers relative to MATLAB functions for big data set and also solves optimization problems in less time. Since some of the data sets have high size and complexity, part of the tests related to bigger data set were conducted on a system with Windows 7 operating system and 16-core processors and 32 GB of RAM, and the tests related to smaller data set were conducted on a system with a Windows 8 operating system, 8-core processors and a RAM of 8 GB.

---

1. [http://cvxr.com/cvx](http://cvxr.com/cvx)
2. [http://www.mosek.com](http://www.mosek.com)
Table 1. Comparing results for VOC data set.

| data set | QLMC-HD | LMC-HD | LMC-AH | SVM |
|----------|---------|--------|--------|-----|
| VOC      | 95.8 ± 1.1 | 95.3 ± 1.1 | 92.1 ± 3.6 | 93.5 ± 1.7 |

Table 2. Comparing results for Caltech-4 data set.

| data set | QLMC-HD | LMC-HD | LMC-AH | SVM |
|----------|---------|--------|--------|-----|
| Caltech-4| 77.1 ± 4.4 | 76.9 ± 4.3 | 73.0 ± 4.3 | 74.2 ± 4.8 |

3.2 Evaluation criteria and evaluation method

The main criterion to evaluate the proposed method in this research is the accuracy criterion on test data. The accuracy of a classifier on the test data set equals the ratio between correct predicted data to the total data set of the test. For a good estimation of classifiers accuracy, cross-validation with holdout technique was used. So, the data set randomly was divided into separate train and test set. In this case, classifier training and the test is done done for k times. In each round, one of the divided parts will be discarded and the classifier will be trained with the rest parts. This process continues for k times. Therefore, in this method, all data will be trained equally and tested one time. Also in this method, the accuracy equals the sum of all data classified correctly divided by all data of initial data set. Since the strong point of the proposed method is on noisy data set, we have tried to use noisy data set more in our tests, but in order to evaluate resistibility and scalability of the proposed method, data set with different dimensions and sizes are used.

3.3 Introducing used data set and experimental results

Owing to the similarity of our proposed method with the spirit of LMC − HD, we have used the data set which have already tested by Cevikalp and Triggs (2013) as well.

3.3.1 Volatile Organic Compound identification (VOC) data set

This data set has 384 samples and five class, including ethanol, octane, toluene, xylene, trichloroethylene. Each one of the samples has 6 features. In real usage, in fact, we seek to estimate volatile organic compounds. Each of the features was calculated by one of the 6 sensors, and according to the calculations, each one of the samples will be assigned to one of the classes. Proper classification of the data set is important because the sensors calculator of volatile organic compounds are not independent and presence of different elements can influence the estimations of the extent of a certain element and in fact, the data set includes unwanted noisy data. In this data set, using cross-validation, kernel parameter was considered $\sigma = 0.5$. The results of the tests (table 1) show that the proposed method in sum is more accurate than other methods.

3.3.2 Caltech-4 data set

This data set consists 2876 sample and four classes, including airplanes, cars, faces, motorcycles. Except for the samples of faces class, the samples of three other class were filmed from a side view. The biggest class is airplanes class with 1074 samples and the smallest class is the faces with 450 samples. The images of this data set have different backgrounds and sometimes the elements of other classes have emerged in the background with less intense. Therefore, a collection of the features is used, so that there will be no need for aligning the data. In this data set, using cross-validation method, kernel parameter is considered $\sigma = 2$. Our experimental results show that the proposed method is more accurate than former methods. The results are presented in table 2.

---

3. http://users.rowan.edu/polikar/RESEARCH/vocdb.html
4. http://www.vision.caltech.edu/html-files/archive.html
Table 3. Characteristics of data set selected from UCI repository

| data set | Number of Classes | Number of samples | Number of feature |
|----------|-------------------|-------------------|-------------------|
| Ionosphere | 2                 | 351               | 34                |
| Iris      | 3                 | 150               | 4                 |
| IS        | 7                 | 2310              | 19                |
| LR        | 26                | 20000             | 16                |
| MF        | 10                | 2000              | 256               |
| PID       | 2                 | 768               | 8                 |
| Wine      | 3                 | 178               | 13                |
| WDBC      | 2                 | 569               | 30                |

Table 4. Comparing results for UCI repository data set.

| data set     | QLMC-HD    | LMC-HD    | LMC-AH    | SVM        |
|--------------|------------|-----------|-----------|------------|
| Ionosphere (σ = 1.5) | 94.0 ± 3.6 | 94.0 ± 3.1 | 93.7 ± 3.4 | 92.9 ± 3.2 |
| Iris (σ = 2)  | 96.7 ± 2.3 | 96.7 ± 2.3 | 94.7 ± 2.9 | 95.3 ± 3.8 |
| IS (σ = 0.4)  | 97.3 ± 0.2 | 97.2 ± 0.3 | 95.3 ± 0.7 | 97.1 ± 0.4 |
| LR (σ = 3)   | 97.5 ± 0.4 | 97.5 ± 0.4 | 97.5 ± 0.4 | 96.5 ± 0.3 |
| MF (σ = 4)   | 98.4 ± 0.4 | 98.3 ± 0.5 | 98.3 ± 0.5 | 98 ± 0.4  |
| PID (σ = 35) | 78.6 ± 1.2 | 78.4 ± 1.3 | 77.5 ± 1.9 | 78.1 ± 1.7 |
| Wine (σ = 3) | 97.8 ± 1.8 | 98.8 ± 1.6 | 98.8 ± 1.6 | 98.2 ± 1.6 |
| WDBC (σ = 4) | 97.1 ± 0.6 | 97 ± 0.5   | 96 ± 0.8   | 97.4 ± 0.9 |

3.3.3 UCI repository data set

In this section, eight data set were used to compare the proposed method with former methods. The data set were extracted from UCI repository database\(^5\) and they have fewer dimensions (features) in comparison to other data set. Table 3 displays the details of this data set. These data set were tested using SVM, LMC – AH, LMC – HD, and QLMC – HD and Kernel parameter was adjusted for each data set. The tests results and kernel parameter values for each data set are presented in table 4. The results of the tests indicate that SVM method had a better performance than other methods only in one data set, and LMC – HD method had a better performance in four data set in compare with SVM and LMC – AH methods and had similar results with LMC – AH method in three data set. QLMC – HD method was more accurate in comparison to other methods in four data set. In three cases, since the main parameter $B$ was equal to zero, the final results were the same for QLMC – HD and LMC – HD methods.

3.3.4 The noisy data set

In this section, given that a strong point of the proposed method is its performance regarding noisy data and outliers, we try to do some tests on such kinds of data set. In general, noise is unwanted and undesirable for each signal. Noises can be generated accidentally or non-accidentally. In fact, the outcome of the measurements equals the noises plus clear data. The practical and real data set are not ideal and they are influenced by many noises and this leads to incorrect data set interpretation. Therefore, the developed method and the decisions taken based on this model will be far from reality. The noises do not include important information and can lead to overfitting. Current research has tried to overcome this problem. The noises can reduce system efficiency in terms of classification, increase classifier\(\text{	extregistered}\)s size and its training time Tan et al. [2006]. Almost one of the features of the real data set is that the training set or the test set includes noisy data. The noises usually come up due to human errors during data collection, data transfer, or the constraints of measurement devices. These issues lead to errors in the features (feature noise) or class (class noise) of the data and the noises will occur.

\(^5\)http://archive.ics.uci.edu/ml
Table 5. Results of testing the methods on data set with %5 noise on data classes.

| data set | QLMC-HD | LMC-HD | LMC-AH | SVM  |
|----------|---------|--------|--------|------|
| ionosphere | 91.7 ± 3.2 | 91.6 ± 3.1 | 90.9 ± 3.4 | 90.4 ± 3.1 |
| Iris | 96.2 ± 2.4 | 96.1 ± 2.3 | 93.5 ± 2.2 | 92.3 ± 3.1 |
| IS | 97.1 ± 0.2 | 96.7 ± 0.9 | 94.3 ± 0.8 | 96 ± 0.9 |

Table 6. Results of testing this methods on data set with %10 noise on data classes.

| data set | QLMC-HD | LMC-HD | LMC-AH | SVM  |
|----------|---------|--------|--------|------|
| ionosphere | 86.7 ± 3.1 | 86.3 ± 3.4 | 85.5 ± 3.2 | 82.3 ± 3.3 |
| Iris | 90.1 ± 2.6 | 90 ± 2.3 | 88.3 ± 3.2 | 85.2 ± 3.4 |
| IS | 92.7 ± 0.2 | 91.2 ± 0.6 | 88.3 ± 0.6 | 91.4 ± 0.3 |

According to the method mentioned above, different noise was inserted on the class of ionosphere, iris, and IS and the results are presented in the following tables. Table 5 shows the results of testing the methods on data set with %5 noise on data classes. According to the results on these three data set, the proposed method in the state of %5 noise on data classes had better results in comparison to other methods. Table 6 shows the results of testing this method on data set with %10 noise on data classes. According to the results on these three data set, the proposed method in the state of %10 noise on data classes had better results in comparison with other methods. Table 7 shows the results of testing the methods on data set with %15 noise on data classes. According to the results on these three data set, the proposed method in the state of %15 noise on data classes had better results in comparison to other methods. As can be seen, since the noises do not have such a significant impact on the structure of the outliers, an increase in noise on data classes merely leads to a tiny improvement in the results of the proposed method in comparison with the former methods.

Now we compare our method with other methods in dealing with data set that the noises have entered in their features. Noisy Train - Noisy Test. According to the above-mentioned method, noises with different percentage were employed on the features of ionosphere, iris, and IS. The noises were applied both regarding test data and train data, to consider the worst state. The Results of the tests on the features of test and training data with %5 noise are presented in table 8. As the results show, in the case of %5 noise on the features of test and training data, the proposed method has improved %1 in compare with $LMC - HD$.

The results of the tests on data set with %10 noise on the features of test and training data (table 9) show that the proposed method has improved %2 in compare with $LMC - HD$ method. The results of the test on data set with %15 noise on the features of test and training data set are presented in table 10. The results show that in the state of %15 noise on the features of test and training data, the proposed method has improved %2 in comparison to $LMC - HD$ method. According to the results of the comparisons, with an increase in noise percentage, the accuracy of the proposed method declines with a gentler slope, because the additional dimensions will be ignored due to applying hypersphere to the $QSVDD$ method and analyzing affine hull and singular values. Also, the outliers created due to the noises are ignored by the applied $QSVDD$ method.

Table 7. Results of testing the methods on data set with %15 noise on data classes.

| data set | QLMC-HD | LMC-HD | LMC-AH | SVM  |
|----------|---------|--------|--------|------|
| ionosphere | 82.3 ± 3.1 | 80.4 ± 3.3 | 79.9 ± 3.1 | 74.2 ± 3.1 |
| Iris | 84.2 ± 2.3 | 84.1 ± 2.1 | 82.2 ± 3.4 | 79.7 ± 3.3 |
| IS | 86.1 ± 0.3 | 85.8 ± 0.4 | 79.6 ± 0.4 | 81.2 ± 0.6 |
Table 8. Results of the experiments on the features of test and training data set with %5 noise.

| data set | QLMC-HD   | LMC-HD   | LMC-AH   | SVM       |
|----------|-----------|----------|----------|-----------|
| ionosphere | 91.1 ± 4.3 | 90.6 ± 3.2 | 89.9 ± 4.2 | 88.3 ± 3.4 |
| Iris      | 91.2 ± 3.7 | 90.5 ± 2.1 | 89.5 ± 3.1 | 89.2 ± 2.1 |
| IS        | 95.1 ± 1.3 | 94.2 ± 1.7 | 91.3 ± 2.6 | 90 ± 2.2   |

Table 9. Results of the tests on data set with %10 noise on the features of test and training data

| data set | QLMC-HD   | LMC-HD   | LMC-AH   | SVM       |
|----------|-----------|----------|----------|-----------|
| ionosphere | 90.2 ± 3.9 | 88.7 ± 2.9 | 86.9 ± 2.7 | 84.3 ± 1.4 |
| Iris      | 90.2 ± 2.7 | 88.5 ± 2.1 | 86.5 ± 3.1 | 83 ± 2.1   |
| IS        | 94.1 ± 2.7 | 92.9 ± 1.7 | 88.3 ± 2.6 | 86 ± 2.2   |

Table 10. Results of the test on data set with %15 noise on the features of test and training data set.

| data set | QLMC-HD   | LMC-HD   | LMC-AH   | SVM       |
|----------|-----------|----------|----------|-----------|
| ionosphere | 88.1 ± 2.7 | 86.6 ± 1.7 | 83.8 ± 2.4 | 81.2 ± 3.1 |
| Iris      | 88.1 ± 1.6 | 86.6 ± 2.2 | 83.4 ± 3.6 | 79 ± 2.6   |
| IS        | 92.3 ± 2.4 | 90.9 ± 1.9 | 85.4 ± 2.2 | 82 ± 2.8   |
4 Conclusion

Our proposed method, because of using a geometric hyperdisk model similar to the one used by LMC-HD method, has the advantages of both affine hull and hypersphere geometric models. This method easily can be generalized to multi-class problems and is more accurate than former methods. Due to using affine hull geometric model, it easily ignores unrelated and noisy dimensions and it succeeds more in dealing with outliers. So it causes to have the widest margin in compared with other large margin classifiers. It can be concluded that QLMC-HD is also more general relative to LMC-HD method.

The recent claim is proved by experimental results. The experimental results show that our method at worse conditions shows a behavior like LMC-HD method, and this is because of the more general approach adopted by the proposed method in comparison to the LMC-HD method. With an increase in noise rate of the data set, our method shows better resistance to the noise data, and in comparison to the other methods, an increase in noise data will not lead to a significant reduction in accuracy. Our proposed method in comparison with LMC-HD method in its worst state can lead to equal results. By assuming $B = 0$, our proposed method and LMC-HD will be equal. This method can also be upgraded to non-linear issues by using the kernel trick and multi-class issues by combining binary classifiers. So, our method is expected to yield better results in dealing with noises and reduce their impact in determining the center and radius of hyperdisk.

The other idea that will be on our agenda for the future works is to take into consideration the data covariance when making hyperspheres in QSVDD method. In this case, the results at all times will not be equal to the hypersphere and the shape will turn into a hyperellipsoid and we will have a more accurate representation of the data.
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