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Abstract

This paper addresses a Gaussian interference channel with two transmitter-receiver (Tx-Rx) pairs under stochastic data arrival (GIC-SDA). Information bits arrive at the transmitters according to independent and asynchronous Bernoulli processes (Tx-Tx asynchrony). Each information source turns off after generating a given total number of bits. The transmissions are asynchronous (Tx-Rx asynchrony) in the sense that each Tx sends a codeword to its Rx immediately after there are enough bits available in its buffer. Such asynchronous style of transmission is shown to significantly reduce the transmission delay in comparison with the existing Tx-Rx synchronous transmission schemes. The receivers learn the activity frames of both transmitters by employing sequential joint-typicality detection. As a consequence, the GIC-SDA under Tx-Rx asynchrony is represented by a standard GIC with state known at the receivers. The cardinality of the state space is $2^{N_1 + 2N_2}$ in which $N_1, N_2$ are the numbers of transmitted codewords by the two transmitters. Each realization of the state imposes two sets of constraints on $N_1, N_2$ referred to as the geometric and reliability constraints. In a scenario where the transmitters are only aware of the statistics of Tx-Tx asynchrony, it is shown how one designs $N_1, N_2$ to achieve target transmission rates for both users and minimize the probability of unsuccessful decoding. An achievable region is characterized for the codebook rates in a two-user GIC-SDA under the requirements that the transmissions be immediate and the receivers treat interference as noise. This region is described as the union of uncountably many polyhedrons and is in general disconnected and non-convex due to infeasibility of time sharing. Special attention is given to the symmetric case where closed-form expressions are developed for the achievable codebook rates.
I. INTRODUCTION

A. Summary of prior art

The interference channel is the basic building block in modelling ad hoc wireless networks of separate Tx-Rx pairs. The Shannon capacity region of interference channels has been unknown for more than thirty years. It is shown in [2] that the classical random coding scheme developed by Han and Kobayashi [3] achieves within one bit of the capacity region of the two-user Gaussian interference channel (GIC) for all ranges of channel coefficients and signal-to-noise ratio (SNR) values.

One key assumption made in [2] and the references therein is that data is constantly available at the encoders. This is in contrast with the reality of communication networks where the incoming bit streams at the transmitters are burst-like in nature. A detailed account about why information theory has not yet left a mark in communication networks and several areas of common interest in both fields is given in [4]. Recently, the authors in [5] study a cognitive interference channel [6] where the data arrival is burst-like at both the primary and secondary transmitters. The secondary transmitter regulates its average transmission power in order to maximize its throughput subject to two conditions, namely, the throughput of the primary user does not fall below a given threshold and the queues of both transmitters are stable. Reference [7] studies a cognitive interference channel where the packets arrive at the primary transmitter according to a Poisson process. A protocol called sense-and-send is developed in [7] where the secondary transmitter breaks its message into several bursts and switches between sensing and sending while transmitting these bursts. It is shown that for high rates of data arrival at the primary transmitter, a decaying power profile at the secondary transmitter outperforms a strategy with constant power level during the transmission mode.

The authors in [8] address the burst-like nature of interference using the concept of degraded message sets in multiuser information theory. In this setting, two sets of messages are mapped into the set of codewords at the transmitter side. If interference is present, the receiver decodes only one of the messages and if there is no interference, both messages are decoded. A similar idea of transmitting information in layers is adopted in [9] in the context of the random access channel.

A two-user GIC is studied in [10] where the signal at each transmitter is randomly present or absent from time slot to time slot according to stationary and ergodic Bernoulli processes. This setup is referred to as a GIC with bursty traffic for which the capacity region with or without feedback is characterized within a constant gap. Reference [11] assumes the same model for a GIC with burst-like traffic as in [10] and demonstrates the benefits in utilizing an in-band relay and multiple antennas at the transmitters and
Fig. 1. This figure shows a two-user GIC with stochastic data arrival (GIC-SDA). The source of Tx $i$ generates $k_i$ bits per time slot with a probability of $q_i$ and turns off after a total of $k_i/n$ bits are generated. The links from each transmitter to each receiver are modeled by static and non-frequency selective coefficients. The signals at the transmitters are subject to an average power constraint and the noise at each receiver is an AWGN process with unit variance.

Another major assumption in [2] is that both transmitters are block-synchronous, i.e., they start to transmit their codewords in the same symbol interval or time slot in a time-slotted channel. This assumption is not necessarily valid in practice due to the fact that different transmitters do not become active simultaneously. Information theoretic studies on a network of block-asynchronous users is investigated in [12], [13] in the context of the Multiple Access Channel (MAC) with two transmitters. In case the amount of mutual delay between the transmitted codewords by the two transmitters in negligible compared to the length of codewords, it is shown in [12] that the capacity region of a block-asynchronous MAC coincides with the capacity region of a block-synchronous MAC. If the amount of delay is comparable with the block-length, the authors in [13] show that the capacity region is still similar to the capacity region of a block-synchronous MAC except that time-sharing is no longer feasible. The collision MAC without feedback is introduced in [14] where it is shown how transmitters can jointly design the so-called protocol sequences in order to reliably communicate in the presence of unknown delays between the blocks of any two transmitters. An approach is taken in [15] to study a two-user interference channel with block-asynchronous users. Using a general formula for capacity in [16], the authors derive an expression for the capacity region of such channels. This expression is not a single-letter formulation of the capacity region and hence, it is not computable. By deriving a single-letter inner bound, the authors present an analysis of the block-asynchronous two-user interference channel where the main focus is to show that using Gaussian codewords is in general suboptimal.
B. Contributions

We study a two-user GIC with stochastic data arrival (SDA) shown in Fig. 1. The input bit streams at the transmitters are independent and asynchronous Bernoulli processes. The information source at each transmitter turns off after randomly generating a given total number of bits. Let us consider two transmission schemes:

1- Each transmitter begins to send a codeword only at a predetermined set of time slots \( t_1 < t_2 < \cdots \) agreed upon between both Tx-Rx pairs. Transmission of a codeword at time instant \( t_i \) is subject to availability of enough data bits to represent a codeword. If the number of available information bits is not enough, the transmitter waits until the earliest time slot \( t_m \) for \( m \geq 2 \) when enough data is gathered in its buffer. This scheme is introduced in [1] which we refer to as the Tx-Rx synchronous scheme.

2- Each transmitter begins to send a codeword immediately when there are enough bits gathered in its buffer. In this case, each receiver does not know a priori the time slots when the codewords are dispatched by the transmitters. We refer to this style of transmission immediate or Tx-Rx asynchronous.

Under both the Tx-Rx synchronous and the Tx-Rx asynchronous schemes, the data sent by both transmitters can potentially look like intermittent bursts along the time axis. In the synchronous scheme, all symbols in a transmitted codeword are received either in the absence of interference or in the presence of interference. In the asynchronous scheme, however, a number of symbols per transmitted codeword may be received interference-free while the rest are received in the presence of interference.

We compare both schemes in terms of the underlying relative delay induced in the transmission process. More precisely, if the first symbol of the \( j^{th} \) transmitted codeword is sent at time slots \( T_{\text{synch}}^{(j)} \) and \( T_{\text{asynch}}^{(j)} \) under the synchronous and asynchronous schemes, respectively, then there exists a \( \delta > 0 \) such that the probability of \( \frac{T_{\text{synch}}^{(j)} - T_{\text{asynch}}^{(j)}}{T_{\text{asynch}}^{(j)}} > \delta \) occurring grows to \( 1 \) in the asymptote of large codeword length.

Applying sequential joint typicality decoding [17], the receivers estimate and learn about the positions of the transmitted bursts along the time axis. We study fundamental constraints on the codebook rates in order to guarantee immediate transmission at the transmitters and successful decoding at the receivers. For simplicity of presentation, we employ random Gaussian codebooks and assume all receivers treat interference as noise. The achievable region for codebook rates is characterized as the union of uncountably many polyhedrons which is in general non-convex and disconnected due to infeasibility of time sharing. In a setup where the exact asynchrony between the input bit streams is unknown to the transmitters, the number of transmitted codewords at each transmitter is optimized to achieve a target transmission rate
and minimize the probability of unsuccessful decoding at the receivers.

Our analysis directly incorporates the burst-like nature of incoming data in the standard information-theoretic framework for reliable communications.

C. Notation

Random quantities are shown in bold such that \( \mathbf{x} \) with realizations \( x \). Sets and in particular, events are shown using capital calligraphic or cursive letters such that \( \mathcal{A} \) or \( \mathcal{A} \). The set difference for two sets \( \mathcal{A} \) and \( \mathcal{B} \) is denoted by \( \mathcal{A} \setminus \mathcal{B} \). The underlying probability measure and the expectation operator are denoted by \( \mathbb{P}(\cdot) \) and \( \mathbb{E}[\cdot] \), respectively. For a real number \( x \), the floor of \( x \) is \( \lfloor x \rfloor \) and the ceiling of \( x \) is \( \lceil x \rceil \). A binomial random variable with parameters \( n \) (number of trials) and \( p \) (probability of success) is shown by \( \text{Bin}(n, p) \). A negative binomial random variable with parameters \( k \) and \( p \), denoted by \( \text{NB}(k, p) \), is defined to be the number of trials until \( k \) successes are observed where \( p \) is the probability of success. The probability density function (PDF) of a Gaussian random variable with zero mean and variance \( \sigma^2 \) is shown by \( g(x; \sigma^2) := \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{x^2}{2\sigma^2}} \). The differential entropy of a continuous random variable \( x \) with PDF \( p(\cdot) \) is shown by \( h(x) \) or \( h(p) \). For two functions \( f \) and \( g \) of a real variable \( x \), we write \( f = \Theta(g) \) if there is \( x_0 \) and constants \( c_1 \) and \( c_2 \) such that \( c_1 g(x) \leq f(x) \leq c_2 g(x) \) for \( x \geq x_0 \). We define

\[
C(x) := \frac{1}{2} \log(1 + x).
\]

(1)

All logarithms have base 2. Throughout the paper,

- Any equality or inequality involving random variables is understood in the “almost sure” sense unless otherwise stated. We avoid repeating “almost surely” throughout the paper.
- “SLLN” stands for “the strong law of large numbers”.
- The symbol “:=” means “is defined by”

II. System Model

A. Signalling and channel model

We consider a GIC with two users of separate Tx-Rx pairs shown in Fig. 1. The channel from Tx \( i \) to Rx \( j \) is modelled by a static and non-frequency selective coefficient \( h_{i,j} \) where \( h_{1,1} = h_{2,2} = 1 \), \( h_{2,1} = \sqrt{a_2} \) and \( h_{1,2} = \sqrt{a_1} \). The channel from each transmitter to each receiver is slotted in time and the time slots on any of the four channels from different transmitters to different receivers coincide. Therefore, the two
users are symbol-synchronous. Throughout the paper, we show the time slots using the index \( t = 1, 2, \ldots \).

If we are describing a property for user \( i \), the index \( i' \) refers to the other user, i.e., \( i' = 3 - i \) for \( i = 1, 2 \). Denoting the signal at Tx \( i \) in time slot \( t \) by \( x_{i,t} \), we impose the average power constraint

\[
Q_i := \frac{1}{|T_i|} \sum_{t \in T_i} x_{i,t}^2 \leq P_i, \tag{2}
\]

where \( T_i \) is the communication period of interest for Tx \( i \) and \( |T_i| \) denotes the length of \( T_i \). The signal \( y_{i,t} \) received at Rx \( i \) in time slot \( t \) is given by

\[
y_{i,t} = x_{i,t} + \sqrt{a_i} x_{i',t} + z_{i,t}, \quad i = 1, 2, \tag{3}
\]

where \( z_{i,t} \) is the additive noise at Rx \( i \) in time slot \( t \). The noise at each receiver is an additive white Gaussian noise (AWGN) process with unit variance.

### B. Data arrival

Each transmitter is connected to an information source through a buffer as shown in Fig. 1. At the “beginning” of time slot \( t = 1 \), the buffers are empty. At the “end” of each time slot, a number of \( k_i \) bits arrive at the buffer of Tx \( i \) with a probability of \( q_i \) or no bits arrive with a probability of \( 1 - q_i \). The rate of data arrival at Tx \( i \) is denoted by

\[
\lambda_i := k_i q_i. \tag{4}
\]

The bit streams entering the buffers of the two users are independent processes. Source \( i \) is turned off permanently after it generates a total number of \( k_i n \) bits where \( n \) runs in the set of positive integers. To transmit its data, Tx \( i \) employs a codebook consisting of \( 2^{[n \eta_i]} \) codewords of length

\[
n_i := [n \theta_i], \tag{5}
\]

where \( \eta_i, \theta_i > 0 \). Note that the codebook rate for Tx \( i \) is \( \frac{[n \eta_i]}{[n \theta_i]} \). Assuming \( \eta_i \) has the particular expression

\[
\eta_i = \frac{k_i}{N_i}, \tag{6}
\]

\(^1\)All results in the paper are still valid as long as the incoming bit stream is a random process with independent and identically distributed inter-arrival periods with finite mean value.
for integers $N_1$ and $N_2$, we see that Tx $i$ sends a total number of $N_i$ codewords where each codeword represents $\lfloor n\eta_i \rfloor$ of the bits stored in its buffer. The number of bits that are not transmitted is equal to \( k_i n - N_i \lfloor \frac{k_i n}{N_i} \rfloor \leq N_i \) which is negligible in the asymptote of large $n$. Before a codeword is transmitted over the channel, each transmitter sends a preamble sequence consisting of $n' = o(n)$ symbols. Each preamble sequence enables the receivers to identify the arrival of a codeword. Details on the preamble sequences and how they are utilized are provided in Section III.

Let $b_{i,t}$ be the number of bits in the buffer of user $i$ at the “beginning” of time slot $t$, $b'_{i,t}$ be the number of bits entering the buffer of user $i$ at the “end” of time slot $t$ and $\tau_i^{(1)}$ be the smallest index $t \geq 1$ such that $b_{i,t} + b'_{i,t} \geq \lfloor n\eta_i \rfloor$. At time slot $t = \tau_i^{(1)} + 1$, a number of $\lfloor n\eta_i \rfloor$ bits in the buffer of Tx $i$ are represented by a codeword which together with the preamble sequence are sent during time slots $\tau_i^{(1)} + 1, \cdots, \tau_i^{(1)} + n' + n_i$. This is referred to as a transmission burst or simply a burst as shown in Fig. 2. These $\lfloor n\eta_i \rfloor$ bits are erased from the buffer of Tx $i$, i.e.,

$$b_{i,\tau_i^{(1)}+1} = b_{i,\tau_i^{(1)}} + b'_{i,\tau_i^{(1)}} - \lfloor n\eta_i \rfloor. \quad (7)$$

Let $\tau_i^{(2)}$ be the smallest index $t \geq \tau_i^{(1)} + n' + n_i$ such that $b_{i,t} + b'_{i,t} \geq \lfloor n\eta_i \rfloor$. At time slot $t = \tau_i^{(2)}$, a second group of $\lfloor n\eta_i \rfloor$ bits in the buffer are scheduled for transmission. These bits are represented by a codeword which together with the preamble sequence are sent during time slots $\tau_i^{(2)} + 1, \cdots, \tau_i^{(2)} + n' + n_i$ and we have

$$b_{i,\tau_i^{(2)}+1} = b_{i,\tau_i^{(2)}} + b'_{i,\tau_i^{(2)}} - \lfloor n\eta_i \rfloor. \quad (8)$$

\(^2\)This means $\lim_{n \to \infty} \frac{n'}{n} = 0$. 

---

**Fig. 2.** This figure shows the first transmission burst of Tx $i$ along the $t$-axis. At the end of time slot $\tau_i^{(1)}$ the number of bits in the buffer of Tx $i$ become larger than or equal to $\lfloor n\eta_i \rfloor$ for the first time. A number of $\lfloor n\eta_i \rfloor$ bits in the buffer of Tx $i$ are represented by a codeword which together with the preamble sequence are sent during time slots $\tau_i^{(1)} + 1, \cdots, \tau_i^{(1)} + n' + n_i$. The number of bits that are not transmitted is equal to $k_i n - N_i \lfloor \frac{k_i n}{N_i} \rfloor \leq N_i$ which is negligible in the asymptote of large $n$. Before a codeword is transmitted over the channel, each transmitter sends a preamble sequence consisting of $n' = o(n)$ symbols. Each preamble sequence enables the receivers to identify the arrival of a codeword. Details on the preamble sequences and how they are utilized are provided in Section III.
In general, $\tau_{p_j}^{(j)}$ is defined by
\[
\tau_{p_j}^{(j)} = \min \left\{ t \geq \tau_{p_j}^{(j-1)} + n' + n_i : b_{i,t} + b'_{i,t} \geq [n\eta_i] \right\}.
\] (9)

At time slot $\tau_{p_j}^{(j)}$, a number of $[n\eta_i]$ bits in the buffer of Tx $i$ are represented by a codeword which together with the preamble sequence are sent during time slots $\tau_{p_j}^{(j)} + 1, \cdots, \tau_{p_j}^{(j)} + n' + n_i$. Moreover,
\[
b_{i,\tau_{p_j}^{(j)}+1} = b_{i,\tau_{p_j}^{(j)}} + b'_{i,\tau_{p_j}^{(j)}} - [n\eta_i].
\] (10)

This style of transmission is Tx-Rx *asynchronous* in the sense that Rx $i$ does not know a priori the time slots $\tau_1^{(1)} + 1, \tau_2^{(2)} + 1, \cdots$ when Tx $i$ begins to send its bursts.

A few remarks are in order:

(i) The Tx-Rx asynchronous transmission considered in this paper is in contrast to the Tx-Rx synchronous scheme\(^3\) studied in [1] in the context of networking and information theory. In this scheme, Tx $i$ sends its codewords only at time slots $mn_i + 1$ where $m \geq 1$ is an integer\(^4\) The so-called augmented codebook of Tx $i$ consists of $2^{[n\eta_i]}$ data codewords of length $n_i$ and one additional codeword referred to as the *null codeword* with the same length $n_i$. At the “end” of time slot $mn_i$, if there are at least $[n\eta_i]$ bits in the buffer, a data codeword is transmitted over the channel during time slots $mn_i + 1, \cdots, (m + 1)n_i$. If the number of bits at the “end” of time slot $mn_i$ is less than $[n\eta_i]$, the null codeword is transmitted over the channel during time slots $mn_i + 1, \cdots, (m + 1)n_i$ and Tx $i$ repeats this process at time slot $(m + 1)n_i$. Transmission of the null codeword facilitates the synchronization between a receiver and its corresponding transmitter. Lemma 24.1 in [1] guarantees that the buffer of Tx $i$ is stable, i.e., $\sup_{t \geq 0} \mathbb{E}[b_{i,t}] < \infty$, if and only if
\[
\mu_i := \frac{\eta_i}{N_i} = \frac{1}{N_i\theta_i} > 0.
\] (11)

In the scheme considered in this paper, stability of the buffers is not an issue because Tx $i$ only transmits a finite number $k_i n$ of bits and hence, the backlog (buffer content) is bounded from above by $k_i n$ at any time slot. However, we still impose the constraint in (11) for $N_i > 1$ because it guarantees immediate data transmission described in the next remark.

(ii) It is desirable that the transmissions be *immediate* in the following sense:

\(^3\)See chapter 24 on page 600.

\(^4\)The description provided here for the scheme in [1] is given in terms of the notations introduced in this paper. Moreover, the communication scenarios studied in [1] are the point to point channel and the multiple access channel.
We say the transmissions of Tx \( i \) are immediate if Tx \( i \) sends a codeword immediately after there are at least \( \lfloor n\eta_i \rfloor \) bits stored in its buffer.

Such immediate transmission is not possible if a previously scheduled codeword is not completely transmitted. More precisely, let

\[
\tilde{\tau}_i^{(1)} := \min \left\{ t \geq \tau_i^{(1)} + 1 : b_{i,t} + b'_{i,t} \geq \lfloor n\eta_i \rfloor \right\}.
\]

Then \( \tilde{\tau}_i^{(1)} \) is the earliest time slot such that the buffer of Tx \( i \) contains at least \( \lfloor n\eta_i \rfloor \) bits after the transmission of the first burst begun at time slot \( \tau_i^{(1)} + 1 \). If \( \tilde{\tau}_i^{(1)} \leq \tau_i^{(1)} + n' + n_i - 1 \), these \( \lfloor n\eta_i \rfloor \) bits must stay in the buffer until time slot \( \tau_i^{(1)} + n' + n_i \) when the transmission of the first scheduled codeword is complete. In Appendix A it is shown that if (11) holds, then

\[
P\left( \tilde{\tau}_i^{(1)} \leq \tau_i^{(1)} + n' + n_i - 1 \right) \leq e^{-c_i n},
\]

where \( c_i > 0 \) is a constant that does not depend on \( n \). In virtue of (13) and for sufficiently large \( n \), the second transmission is immediate with arbitrarily large probability if \( \mu_i > \theta_i \). Next, define

\[
\tilde{\tau}_i^{(2)} := \min \left\{ t \geq \tau_i^{(2)} + 1 : b_{i,t} + b'_{i,t} \geq \lfloor n\eta_i \rfloor \right\}.
\]

Then \( \tilde{\tau}_i^{(2)} \) is the earliest time slot such that the buffer of Tx \( i \) contains at least \( \lfloor n\eta_i \rfloor \) bits after the transmission of the second burst begun at time slot \( \tau_i^{(2)} + 1 \). If \( \tilde{\tau}_i^{(2)} \leq \tau_i^{(2)} + n' + n_i - 1 \), then these \( \lfloor n\eta_i \rfloor \) bits must stay in the buffer until time slot \( \tau_i^{(2)} + n' + n_i \) when the transmission of the second scheduled codeword is complete. Similar to (13),

\[
P\left( \tilde{\tau}_i^{(2)} \leq \tau_i^{(2)} + n' + n_i - 1 \big| \tilde{\tau}_i^{(1)} \geq \tau_i^{(1)} + n' + n_i \right) \leq e^{-c_i n}
\]

holds under the condition \( \mu_i > \theta_i \). By (13) and (15), the probability that both the second and third transmissions are immediate is bounded from above by \( 2e^{-c_i n} \). Simple induction shows that the probability of all \( N_i \) transmissions by Tx \( i \) being immediate is bounded from above by \( N_i e^{-c_i n} \).

(iii) By the previous remark and under the constraint in (11), the signals sent by Tx \( i \) look like intermittent bursts along the \( t \)-axis with high probability as shown in Fig. 3. After sending a codeword, the transmitter must wait to receive enough bits in its buffer to transmit the next codeword. In contrast to [1], no “null codeword” is utilized in this paper, i.e., Tx \( i \) stays silent if it does not have enough
If $\mu_i > \theta_i$, the signals sent by Tx $i$ look like intermittent bursts along the $t$-axis with high probability.

bits in its buffer to represent a codeword.

(iv) Since transmissions are immediate, $\tau^{(j)}_i = \tau^{(j)}_i$ with high probability and one may redefine $\tau^{(j)}_i$ in (9) by

$$\tau^{(0)}_i := 0, \quad \tau^{(j)}_i := \min\left\{t \geq \tau^{(j-1)}_i + 1 : b_{i,t} + b'_{i,t} \geq [n\eta_i] \right\}, \quad j \geq 1. \quad (16)$$

Without loss of generality, let $n$ be a multiple of $N_1 N_2$. Then $[n\eta_i]$ becomes divisible by $k_i$ for both $i = 1, 2$ and the inequality $b_{i,t} + b'_{i,t} \geq [n\eta_i]$ in (16) can be replaced by $b_{i,t} + b'_{i,t} = [n\eta_i]$, i.e.,

$$\tau^{(0)}_i := 0, \quad \tau^{(j)}_i := \min\left\{t \geq \tau^{(j-1)}_i + 1 : b_{i,t} + b'_{i,t} = [n\eta_i] \right\}, \quad j \geq 1. \quad (17)$$

Moreover, the buffer dynamics can be written as

$$b_{i,t+1} = \begin{cases} b_{i,t} + b'_{i,t} & b_{i,t} + b'_{i,t} < [n\eta_i] \\ 0 & b_{i,t} + b'_{i,t} = [n\eta_i] \end{cases}. \quad (18)$$

The following proposition compares the times when Tx $i$ begins to send its $j^{th}$ burst under the immediate Tx-Rx asynchronous scheme considered in this paper and the Tx-Rx synchronous scheme in [1]:

**Proposition 1.** Assume $\mu_i$ is not an integer multiple of $\theta_i, \frac{\theta_i}{2}, \cdots, \frac{\theta_i}{N_i}$. Let $s^{(j)}_i + 1$ for $1 \leq j \leq N_i$ be the time slot that Tx $i$ begins to send its $j^{th}$ codeword under the Tx-Rx synchronous scheme in [1]. There exists $\delta > 0$ such that

$$\lim_{n \to \infty} P \left( s^{(j)}_i > (1 + \delta)\tau^{(j)}_i \right) = 1, \quad (19)$$

for any $1 \leq j \leq N_i$.

**Proof:** See Appendix B. 

**Remark**- Under the assumptions in Proposition 1, one can prove the existence of $\delta > 0$ such that
\[
\lim_{n \to \infty} \frac{\sum_{j=1}^{N_i} \tau_i^{(j)}}{\tau_i^{(j)}} > \delta \quad \text{for any } 1 \leq j \leq N_i \text{ which is stronger than the statement in (19).}
\]

C. Tx-Tx asynchrony

In the previous section the incoming bit streams at the transmitters where assumed to be synchronous in the sense that both start to run at time slot \( t = 1 \). In practice, the activation times for these processes are different. Let \( \text{Tx}_1 \) and \( \text{Tx}_2 \) start their activity at time slots \( t = [n\nu_1] \) and \( t = [n\nu_2] \), respectively, where \( \nu_1, \nu_2 > 0 \). Then \( (17) \) is rewritten as

\[
\tau_i^{(0)} := [n\nu_i], \quad \tau_i^{(j)} := \min \left\{ t \geq \tau_i^{(j-1)} + 1 : b_{i,t} + b_{i,t}' = [n\eta_i] \right\}, \quad j \geq 1. \tag{20}
\]

We see that \( \tau_i^{(j)} \) is the smallest \( t \geq \tau_i^{(j-1)} + 1 \) such that \( \text{Tx}_i \) receives packets of \( k_i \) bits in exactly \( \frac{n\eta_i}{k_i} \) slots among the time slots with indices \( \tau_i^{(j-1)} + 1, \ldots, t \). Therefore, \( \tau_i^{(j)} - \tau_i^{(j-1)} \) is a negative binomial random variable with parameters \( \frac{n\eta_i}{k_i} \) and \( q_i \), i.e.,

\[
\tau_i^{(j)} - \tau_i^{(j-1)} \sim \text{NB} \left( \frac{n\eta_i}{k_i}, q_i \right), \quad j \geq 1. \tag{21}
\]

Alternatively, if \( \xi_{i,1}, \ldots, \xi_{i,j} \) is a sequence of independent \( \text{NB} \left( \frac{n\eta_i}{k_i}, q_i \right) \) random variables, one can write

\[
\tau_i^{(j)} = \xi_{i,1} + \cdots + \xi_{i,j} + [n\nu_i] - 1, \quad j \geq 1. \tag{22}
\]

Defining

\[
\xi_i^{(j)} := \xi_{i,1} + \cdots + \xi_{i,j}, \tag{23}
\]

then \( \xi_i^{(j)} \sim \text{NB} \left( \frac{jn\eta_i}{k_i}, q_i \right) \) and we get our final expression for \( \tau_i^{(j)} \), i.e.,

\[
\tau_i^{(j)} = \xi_i^{(j)} + [n\nu_i] - 1. \tag{24}
\]

We end this subsection with the following remarks:

Remark- Throughout the paper, \( \nu_1 \) and \( \nu_2 \) are realizations of independent and continuous random variables \( \nu_1 \) and \( \nu_2 \).

Remark- In Remark (iv) in the previous subsection we assumed that \( n \) is a multiple of \( N_1N_2 \). If we do not make such an assumption, each \( \xi_{i,l} \) for \( 1 \leq l \leq j \) turns out to be a \( \text{NB} \left( \left\lfloor \frac{jn\eta_i}{k_i} \right\rfloor + m_{l}, q_i \right) \) random variable where \( m_{l} \) is an integer that depends on \( n, k_i \) and \( N_i \) and \( 0 \leq |m_{l}| < k_i \). This does not affect the results in the forthcoming sections. The assumption that \( n \) is a multiple of \( N_1N_2 \) is made only for
notational simplicity.

D. The Average transmission power and the average transmission rate

The incoming bit stream at the buffer of Tx \( i \) starts at time slot \( [n\nu_i] \) and Tx \( i \) sends the last symbol in its \( N_i^{th} \) burst (last burst) at time slot \( \tau^{(N_i)}_i + n' + n_i \). Therefore, the activity period \( T_i \) appearing in (2) is given by

\[
T_i = \{[n\nu_i], [n\nu_i] + 1, \ldots, \tau^{(N_i)}_i + n' + n_i\}. \tag{25}
\]

The elements of each codeword and the preamble sequence for Tx \( i \) are realizations of independent \( \mathcal{N}(0, \gamma_i) \) random variables where \( \gamma_i > 0 \) is a constant designed to ensure that the average transmission power at Tx \( i \) does not exceed \( P_i \). In the following, we compute the average transmission power \( Q_i \) and the average transmission rate \( R_i \) for Tx \( i \):

1) Average transmission power: Tx \( i \) sends out \( N_i \) bursts where the \( j^{th} \) burst lasts from time slot \( \tau^{(j)}_i + 1 \) to time slot \( \tau^{(j)}_i + n' + n_i \). The average transmission power \( Q_i \) is a random variable given by

\[
Q_i = \frac{1}{|T_i|} \sum_{t=\lfloor n\nu_i \rfloor}^{\tau^{(N_i)}_i + n' + n_i} x^2_{i,t} = \frac{1}{|T_i|} \sum_{j=1}^{N_i} \frac{1}{n' + n_i} \sum_{t=\tau^{(j)}_i + 1}^{\tau^{(j)}_i + n' + n_i} x^2_{i,t}. \tag{26}
\]

By SLLN,

\[
\lim_{n \to \infty} \frac{1}{n' + n_i} \sum_{t=\tau^{(j)}_i + 1}^{\tau^{(j)}_i + n' + n_i} x^2_{i,t} = \gamma_i, \tag{27}
\]

for any \( 1 \leq j \leq N_i \). Recalling the expression for \( \tau^{(j)}_i \) in (24),

\[
\frac{n' + n_i}{|T_i|} = \frac{n' + n_i}{\tau^{(N_i)}_i + n' + n_i - \lfloor n\nu_i \rfloor + 1} = \frac{\xi^{(N_i)}_i + n' + n_i}{\xi^{(N_i)}_i + n' + n_i} = \frac{N_i\lfloor n\nu_i \rfloor}{k_i N_i^{\lfloor n\nu_i \rfloor}} + n' + n_i. \tag{28}
\]
Since $\xi_i^{(N_i)} \sim \text{NB}(\frac{N_i|\eta_i|}{k_i}, q_i)$ is the sum of $\frac{N_i|\eta_i|}{k_i}$ independent geometric random variables with parameter $q_i$, we invoke SLLN one more time to write

$$\lim_{n \to \infty} \frac{\xi_i^{(N_i)}}{\frac{N_i|\eta_i|}{k_i}} = \frac{1}{q_i}.$$  \hfill (29)

By (26), (27), (28) and (29), the average transmission power in the asymptote of large $n$ is given by

$$\lim_{n \to \infty} Q_i = \lim_{n \to \infty} \frac{(n' + n_i)N_i\gamma_i}{\frac{N_i|\eta_i|}{k_i} q_i + n' + n_i} = \frac{\theta_i N_i \gamma_i}{\frac{N_i q_i}{k_i q_i} + \theta_i} = \frac{N_i \gamma_i}{1 + \frac{1}{q_i \theta_i}},$$  \hfill (30)

where we replaced $\eta_i = \frac{k_i}{N_i}$ in the last step.

2) Average transmission rate: Tx $i$ sends a total number of $k_i n$ bits over its whole period of activity $T_i$. Then the average transmission rate $R_i$ is a random variable given by

$$R_i = \frac{k_i n}{T_i} = \frac{\frac{k_i n}{\xi_i^{(N_i)}} + n' + n_i}{\xi_i^{(N_i)}}.$$  \hfill (31)

Using (29), the average transmission rate in the asymptote of large $n$ is

$$\lim_{n \to \infty} R_i = \frac{k_i}{\frac{N_i n}{\lambda_i} + \theta_i} = \frac{\lambda_i}{1 + q_i \theta_i}.$$  \hfill (32)

We will use the expressions in (30) and (31) in Section V.A where we study system design.

III. ESTIMATING THE ARRIVAL TIMES AND TRANSMITTER IDENTIFICATION AT THE RECEIVERS

Let $(s_{i,t}^{(j)})_{t=0}^{n_i-1}$ for $1 \leq j \leq N_i$ be the $N_i$ codewords of length $n_i$ sent by Tx $i$. Also, let $(s_{i,t}')_{t=0}^{n_i'-1}$ be the preamble sequence for user $i$. The signal $x_{i,t}$ in (3) can be written as

$$x_{i,t} = \begin{cases}  
  s_{i,t}^{(j)}_{i,t-\tau_i^{(j)} - 1} & \tau_i^{(j)} + 1 \leq t \leq \tau_i^{(j)} + n' \\
  s_{i,t}^{(j)}_{i,t-\tau_i^{(j)} - n' - 1} & \tau_i^{(j)} + n' + 1 \leq t \leq \tau_i^{(j)} + n' + n_i \\
  0 & \text{otherwise}
\end{cases},$$  \hfill (33)

for $1 \leq i \leq 2$ and $1 \leq j \leq N_i$. The preambles $(s_{1,t}')_{t=0}^{n_i'-1}$ and $(s_{2,t}')_{t=0}^{n_i'-1}$ are revealed to both receivers. The following assumption considerably simplifies the analysis in this section.

Assumption- For any integers $1 \leq j_1 \leq N_1$ and $1 \leq j_2 \leq N_2$,

$$j_2 \mu_2 - j_1 \mu_1 + \nu_2 - \nu_1 \notin \{0, \theta_1, -\theta_2, \theta_1 - \theta_2\}.$$  \hfill (34)
Remark- Since we are assuming that $\nu_1$ and $\nu_2$ are realizations of independent and continuous random variables $\nu_1$ and $\nu_2$, the restrictions in (34) are considered “mild” in the sense that the probability of $j_2\mu_2 - j_1\mu_1 + \nu_2 - \nu_1$ lying in $\{0, \theta_1, -\theta_2, \theta_1 - \theta_2\}$ for some $j_1$ and $j_2$ is equal to zero.

We will use the assumption in (34) throughout the paper. Its first application appears in the following proposition:

**Proposition 2.** Assuming [34] holds, the probability of $Tx_i$ starting or ending a transmission burst while $Tx_{i'}$ is sending a preamble sequence tends to zero as $n$ grows.

*Proof:* See Appendix C.

In view of Proposition 2 and for given $\epsilon > 0$, we assume $n$ is large enough so that the probability of $Tx_i$ starting or ending a transmission burst while $Tx_{i'}$ is sending a preamble sequence is less than $\epsilon$ and add $\epsilon$ to the probability of error in decoding the codewords. In other words, we assume no transmitter starts or ends a transmission burst while the other transmitter is sending a preamble sequence.

Next, we study the detection/estimation procedure at Rx 1. A similar procedure is carried out at Rx 2. Define the PDFs $p^{(1)}(\cdot, \cdot), \ldots, p^{(4)}(\cdot, \cdot)$ on $\mathbb{R}^2$ as follows:

- For $1 \leq j \leq N_1$ and $\tau_1^{(j)} + 1 \leq t \leq \tau_1^{(j)} + n'$, $Tx_1$ is sending the preamble sequence in its $j^{th}$ burst.
  
  If $Tx_2$ is not transmitting during this time interval, then $p_{x_1,t,y_1,t}(x,y) = g(x; \gamma_1)g(y - x; 1)$. We define
  
  $$p^{(1)}(x,y) := g(x; \gamma_1)g(y - x; 1).$$

- For $1 \leq j \leq N_1$ and $\tau_1^{(j)} + 1 \leq t \leq \tau_1^{(j)} + n'$, $Tx_1$ is sending the preamble sequence in its $j^{th}$ burst.
  
  If $Tx_2$ is transmitting during this time interval, then $p_{x_1,t,y_1,t}(x,y) = g(x; \gamma_1)g(y - x; 1 + a_2\gamma_2)$. We define
  
  $$p^{(2)}(x,y) := g(x; \gamma_1)g(y - x; 1 + a_2\gamma_2).$$

- For $1 \leq j \leq N_2$ and $\tau_2^{(j)} + 1 \leq t \leq \tau_2^{(j)} + n'$, $Tx_2$ is sending the preamble sequence in its $j^{th}$ burst.
  
  If $Tx_1$ is not transmitting during this time interval, then $p_{x_2,t,y_1,t}(x,y) = g(x; \gamma_2)g(y - a_2x; 1)$. We define
  
  $$p^{(3)}(x,y) := g(x; \gamma_2)g(y - a_2x; 1).$$

- For $1 \leq j \leq N_2$ and $\tau_2^{(j)} + 1 \leq t \leq \tau_2^{(j)} + n'$, $Tx_2$ is sending the preamble sequence in its $j^{th}$ burst.
  
  If $Tx_1$ is transmitting during this time interval, then $p_{x_2,t,y_1,t}(x,y) = g(x; \gamma_2)g(y - a_2x; 1 + \gamma_1)$. We
To identify the arrival time of a transmission burst, each receiver applies the so-called sequential joint typicality decoder [17]. Recall that for given $\epsilon > 0$, $m \geq 1$ and a PDF $p(\cdot, \cdot)$ on $\mathbb{R}^2$ with marginals $p_1$ and $p_2$, the typical set $A^{(m)}[p]$ is the set of all pairs $(\vec{x}, \vec{y})$ where $\vec{x}, \vec{y} \in \mathbb{R}^m$ and the three inequalities

\[
\left| \frac{1}{m} \sum_{l=1}^{m} \log p_1(x_l) + h(p_1) \right| < \epsilon,
\]

\[
\left| \frac{1}{m} \sum_{l=1}^{m} \log p_2(y_l) + h(p_2) \right| < \epsilon
\]

and

\[
\left| \frac{1}{m} \sum_{l=1}^{m} \log p(x_l, y_l) + h(p) \right| < \epsilon
\]

hold. We refer to any $(\vec{x}, \vec{y}) \in A^{(m)}[p]$ as an $\epsilon$-jointly typical pair with respect to $p$ [19]. To describe how Rx 1 estimates $\tau_i^{(j)}$ for different $i$ and $j$ and without loss of generality, we find it best to consider the particular situation shown in Fig. 4 where $N_1 = 2$, $N_2 = 1$ and $n_1 < n_2$. The arrival time estimation and user identification are performed in the following steps:

(i) By Fig. 4, $t_1 := \tau_1^{(1)} + 1$ is the time slot that the first active transmitter sends the first symbol in its
preamble sequence. Rx 1 estimates $t_1$ by

$$\hat{t}_1 = \min \left\{ t \geq 0 : (s'_1)^{n'-1}_{l=0}, (y_{1,l})^{t+n'-1}_{l=t} \in A^{(n')}_{\epsilon}[p^{(1)}] \text{ or } (s'_{2,l})^{n'-1}_{l=0}, (y_{1,l})^{t+n'-1}_{l=t} \in A^{(n')}_{\epsilon}[p^{(3)}] \right\},$$

(42)

where the PDFs $p^{(1)}$ and $p^{(3)}$ are defined in (35) and (37), respectively. By Proposition 2, we can assume $p_{x_1,y_1} = p^{(1)}$ for any $t_1 \leq l \leq t_1 + n' - 1$. Then the weak law of large numbers yields

$$\lim_{n \to \infty} P_{\hat{t}_1 \leq t_1} = 1.$$  \hspace{1cm} (43)

By (43), $\lim_{n \to \infty} P(\hat{t}_1 \leq t_1) = 1$. As such, to show that $\hat{t}_1 = t_1$ holds with high probability, it is enough to show that $P(\hat{t}_1 < t_1)$ is negligible for sufficiently large $n$. This is the content of the following proposition:

**Proposition 3.** We have

$$P(\hat{t}_1 < t_1) \leq \Theta(n)e^{-\Theta(n')}.$$  \hspace{1cm} (44)

*In particular, $\lim_{n \to \infty} P(\hat{t}_1 < t_1) = 0.*

**Proof:** See Appendix D.

Motivated by Proposition 3, we assume Rx 1 knows the exact value of $t_1$. In fact, for given $\epsilon > 0$, we assume $n$ is large enough so that the probability of error in estimating the first arrival time is less than $\epsilon$ and add $\epsilon$ to the probability of error in decoding the codewords. Not only does Rx 1 know the exact value of $t_1$, but also it realizes that $t_1$ is $\tau_1^{(1)} + 1$ and not $\tau_2^{(1)} + 1$, i.e., it knows the first arriving burst belongs to Tx 1. This is described in the next step.

(ii) After finding $t_1$, Rx 1 decides whether the first burst belongs to Tx 1 or Tx 2. Towards this goal, Rx 1 verifies if

$$((s'_1)^{n'-1}_{l=0}, (y_{1,l})^{t+n'-1}_{l=t_1}) \in A^{(n')}_{\epsilon}[p^{(1)}]$$  \hspace{1cm} (45)

or

$$((s'_{2,l})^{n'-1}_{l=0}, (y_{1,l})^{t+n'-1}_{l=t_1}) \in A^{(n')}_{\epsilon}[p^{(3)}].$$  \hspace{1cm} (46)

If (45) holds, the first arriving burst is assumed to belong to Tx 1. If (46) holds, the first arriving burst is assumed to belong to Tx 2. As mentioned earlier in (43), (45) holds with high probability
in the asymptote of large $n$. In Appendix E, it is shown that

$$\mathbb{P}\left(\left(\left(s_{2,l}'\right)_{l=0}^{n'-1}, (y_{1,l})_{l=t_1}^{t_1+n'-1}\right) \in A^{(n')}_{\varepsilon}\left[p^{(3)}\right]\right) \leq e^{-\Theta(n')}.$$  \hspace{1cm} (47)

Therefore, (46) holds with a probability that decays exponentially with $n'$ and hence, $\text{Rx} 1$ can identify the sender of the first burst with high probability.

(iii) Up to this point, $\text{Rx} 1$ knows that the first burst belongs to $\text{Tx} 1$ and it lasts from time slot $t_1$ to time slot $t_1 + n' + n_1 - 1$. If another burst arrives during this period, it must belong to $\text{Tx} 2$.

As shown in Fig. 4, a burst belonging to $\text{Tx} 2$ indeed arrives at time slot $t_2 := \tau_2^{(1)} + 1$ when the first burst of $\text{Tx} 1$ is still arriving. The preamble sequence in the first burst by $\text{Tx} 2$ extends from time slot $t_2$ to time slot $t_2 + n' - 1$. By Proposition 2, $p_{x_2,l,y_{1,l}} = p^{(4)}$ for any $t_2 \leq l \leq t_2 + n' - 1$ where $p^{(4)}$ is defined in (38).

Based on these observations, $\text{Rx} 1$ estimates $t_2$ by

$$\hat{t}_2 = \min \left\{ t_1 \leq t \leq t_1 + n' + n_1 - 1 : \left(\left(s'_{2,l}\right)_{l=0}^{n'-1}, (y_{1,l})_{l=t_1}^{t_1+n'-1}\right) \in A^{(n')}_{\varepsilon}\left[p^{(4)}\right]\right\}. \hspace{1cm} (48)$$

Following similar lines of reasoning in the proof of Proposition 3, one can show that $\mathbb{P}(\hat{t}_2 \neq t_2) \leq \Theta(n)e^{-\Theta(n')}$. As such, we can assume that $\text{Rx} 1$ knows the exact value of $t_2$, i.e., $\text{Rx} 1$ knows $\tau_2^{(1)}$.

Remark- If (49) fails to return an estimate for $t_2$, $\text{Rx} 1$ concludes that no burst of $\text{Tx} 2$ is received by the time $\text{Tx} 1$ finishes its first burst. As such, starting at time slot $t_1 + n' + n_1$, $\text{Rx} 1$ looks for the arrival time $t^*$ of a new transmission burst that might belong to $\text{Tx} 1$ or $\text{Tx} 2$. The time slot $t^*$ is estimated similar to (42), i.e., $\hat{t}^*$ is the smallest value of $t \geq t_1 + n' + n_1$ such that $\left(\left(s_{1,l}'\right)_{l=0}^{n'-1}, (y_{1,l})_{l=t}^{t+n'-1}\right) \in A^{(n')}_{\varepsilon}\left[p^{(1)}\right]$ or $\left(\left(s_{2,l}'\right)_{l=0}^{n'-1}, (y_{1,l})_{l=t}^{t+n'-1}\right) \in A^{(n')}_{\varepsilon}\left[p^{(3)}\right]$.

(iv) After finding $t_2$ in step (iii), $\text{Rx} 1$ knows that the first burst of $\text{Tx} 2$ lasts from time slot $t_2$ to time slot $t_2 + n' + n_2 - 1$. Since the first burst of $\text{Tx} 1$ ends at time slot $t_1 + n + n_1 - 1$, $\text{Rx} 1$ looks for possible arrival of the second burst of $\text{Rx} 1$ during time slots $t_1 + n' + n_1$ to $t_2 + n' + n_2 - 1$. In fact, as shown in Fig. 4, the second burst of $\text{Rx} 1$ arrives at time slot $t_3 := \tau_1^{(2)} + 1$ when the first burst by $\text{Tx} 2$ is still arriving. The preamble sequence in the second burst of $\text{Tx} 1$ extends from time slot $t_3$ to $t_3 + n' - 1$. By Proposition 2, $p_{x_1,l,y_{1,l}} = p^{(2)}$ for any $t_3 \leq l \leq t_3 + n' - 1$ where $p^{(2)}$ is defined in (36).

Based on these observations, $\text{Rx} 1$ estimates $t_3$ by

$$\hat{t}_3 = \min \left\{ t_1 + n' + n_1 \leq t \leq t_2 + n' + n_2 - 1 : \left(\left(s_{1,l}'\right)_{l=0}^{n'-1}, (y_{1,l})_{l=t}^{t+n'-1}\right) \in A^{(n')}_{\varepsilon}\left[p^{(2)}\right]\right\}, \hspace{1cm} (49)$$

where following the proof of Proposition 3, it can be shown that $\mathbb{P}(\hat{t}_3 \neq t_3) \leq \Theta(n)e^{-\Theta(n')}$. 

The detection/estimation procedure described here can be easily extended to scenarios other than the one depicted in Fig. 4. Throughout the rest of the paper, we assume both receivers know the values of $\tau_i^{(j)}$ for any $i = 1, 2$ and $1 \leq j \leq N_i$.

IV. DECODING STRATEGY AND ACHIEVABILITY RESULTS

In the previous section, we described how each receiver is capable of estimating $\tau_i^{(j)}$ with vanishingly small probability of error. Our analysis heavily relied on the conditions in (34) which are also used in the following proposition:

**Proposition 4.** Let $i = 1, 2$ and $1 \leq j \leq N_i$. Assuming (34) holds, the $j_i^{th}$ codeword of Tx $i$ and the $j_{i'}^{th}$ burst of Tx $i'$ overlap with arbitrarily large probability in the asymptote of large $n$ if and only if

$$j_{i'} \mu_{i'} - j_i \mu_i + \nu_{i'} - \nu_i \in (0, \theta_i) \cup (-\theta_{i'}, \theta_i - \theta_{i'}).$$

**(Proof:** See Appendix F.)

The result of Proposition 4 can be intuitively described as follows. Define the scaled time variable

$$\bar{t} := \frac{t}{n}.$$  

On the $\bar{t}$-axis, Tx $i$ sends its $j_i^{th}$ codeword at times $\frac{1}{n}(\tau_i^{(j_i)} + n' + 1)$ to $\frac{1}{n}(\tau_i^{(j_i)} + n' + n_i)$. In virtue of SLLN, $\lim_{n \to \infty} \frac{1}{n} \tau_i^{(j_i)} = j_i \mu_i + \nu_i$. As such, in the limit as $n$ grows to infinity, the $j_i^{th}$ codeword of Tx $i$ lies on the interval $(j_i \mu_i + \nu_i, j_i \mu_i + \nu_i + \theta_i)$ along the $\bar{t}$-axis. Similarly, one sees that the $j_{i'}^{th}$ burst of Tx $i'$ lies on the interval $(j_{i'} \mu_{i'} + \nu_{i'}, j_{i'} \mu_{i'} + \nu_{i'} + \theta_{i'})$ along the $\bar{t}$-axis. Provided (34) holds, the condition in (50) is equivalent to saying that the two intervals $(j_i \mu_i + \nu_i, j_i \mu_i + \nu_i + \theta_i)$ and $(j_{i'} \mu_{i'} + \nu_{i'}, j_{i'} \mu_{i'} + \nu_{i'} + \theta_{i'})$
overlap. More specifically, if

$$- \theta_{i'} < j_{i'} \mu_{i'} - j_i \mu_i + \nu_{i'} - \nu_i < \min\{0, \theta_i - \theta_{i'}\}, \quad (52)$$

de the $j_{i'}^{th}$ burst of Tx $i'$ overlaps (with high probability for large $n$) with the $j_i^{th}$ codeword of Tx $i$ on its “left end” as shown in Fig. 21(a) for $i = 1$, while if

$$\max\{0, \theta_i - \theta_{i'}\} < j_{i'} \mu_{i'} - j_i \mu_i + \nu_{i'} - \nu_i < \theta_i, \quad (53)$$

de the $j_{i'}^{th}$ burst of Tx $i'$ overlaps with the $j_i^{th}$ codeword of Tx $i$ on its “right end” as shown in Fig. 21(b) for $i = 1$. Finally,

$$\min\{0, \theta_i - \theta_{i'}\} < j_{i'} \mu_{i'} - j_i \mu_i + \nu_{i'} - \nu_i < \max\{0, \theta_i - \theta_{i'}\}, \quad (54)$$

implies that the $j_i^{th}$ codeword of Tx $i$ is contained in the $j_{i'}^{th}$ burst of Tx $i'$ or the other way around depending on whether $\theta_i < \theta_{i'}$ or $\theta_{i'} < \theta_i$, respectively.

**Remark** - The geometric interpretation of the conditions in (34) is that the endpoints of the intervals $(j_i \mu_i + \nu_i, j_i \mu_i + \nu_i + \theta_i)$ and $(j_{i'} \mu_{i'} + \nu_{i'}, j_{i'} \mu_{i'} + \nu_{i'} + \theta_{i'})$ do not coincide.

We make the following definitions:

- Fixing $j_i = j$, there exists at most one positive integer $j_{i'}$ that satisfies (52). We denote this value of $j_{i'}$ by $\omega_{i,j}^-$. In fact, $\omega_{i,j}^-$ is the index of the burst of Tx $i'$ that overlaps with the left end of the $j_i^{th}$ codeword of Tx $i$. In case, $\omega_{i,j}^-$ does not exist, we write $\omega_{i,j}^- = 0$.

- Fixing $j_i = j$, there exists at most one positive integer $j_{i'}$ that satisfies (53). We denote this value of $j_{i'}$ by $\omega_{i,j}^+$. In fact, $\omega_{i,j}^+$ is the index of the burst of Tx $i'$ that overlaps with the right end of the $j_i^{th}$ codeword of Tx $i$. In case, $\omega_{i,j}^+$ does not exist, we write $\omega_{i,j}^+ = 0$.

- We define $\omega_{i,j}$ as the number of bursts of Tx $i'$ that are completely contained within the $j_i^{th}$ codeword of Tx $i$.

For example, Fig. 6 presents a scenario where $N_1 = 3$ and $N_2 = 5$ and we have

$$(\omega_{1,1}, \omega_{1,1}^+, \omega_{1,1}^-) = (1, 2, 0), \quad (\omega_{1,2}, \omega_{1,2}^+, \omega_{1,2}^-) = (0, 0, 1), \quad (\omega_{1,3}, \omega_{1,3}^+, \omega_{1,3}^-) = (0, 5, 1). \quad (55)$$

Next, we study achievability results for the $j^{th}$ transmitted codeword of Tx $i$, i.e., we look for sufficient conditions that guarantee the $j^{th}$ transmitted codeword by Tx $i$ is decoded successfully at Rx $i$. In order
Fig. 6. Positions of the bursts along the $t$-axis in a scenario where $N_1 = 3$ and $N_2 = 5$.

Fig. 7. A scenario where $\omega_{1,j}^- \neq 0$, $\omega_{1,j}^+ \neq 0$ and $\omega_{1,j} = 0$. For notational simplicity, we have shown $\omega_{1,j}^-$ and $\omega_{1,j}^+$ by $\omega^-$ and $\omega^+$, respectively.

To describe the decoding strategy, we focus on Rx 1. For notational simplicity, in some equations we show $\omega_{1,j}^-$ and $\omega_{1,j}^+$ by $\omega^-$ and $\omega^+$, respectively.

- Assume $\omega^- \neq 0$, $\omega^+ \neq 0$ and $\omega_{1,j} = 0$. Then

$$
\tau_2(\omega^-) + 1 < \tau_1^{(j)} + n' + 1 \leq \tau_2(\omega^-) + n' + n_2 \leq \tau_2(\omega^+) + 1 \leq \tau_1^{(j)} + n' + n_1 < \tau_2(\omega^+) + n' + n_2. \quad (56)
$$

This situation is shown in Fig. 7. The $j^{th}$ codeword of Tx 1 is transmitted during time slots $\tau_1^{(j)} + n' + 1$ to $\tau_1^{(j)} + n' + n_1$. The interference pattern over this codeword is described as follows:

- Any symbol of the codeword transmitted during time slots $\tau_1^{(j)} + n' + 1$ to $\tau_1^{(j)} + n' + n_2$ is received in the presence of interference. For any $\tau_1^{(j)} + n' + 1 \leq l \leq \tau_2(\omega^-) + n' + n_2$, we have $p_{x_1,l,y_1,l} = p(2)$ where the PDF $p(2)$ is defined in (36).

- Any symbol of the codeword transmitted during time slots $\tau_2(\omega^-) + n' + n_2 + 1$ to $\tau_2(\omega^+)$ does not experience interference. For any $\tau_2(\omega^-) + n' + n_2 + 1 \leq l \leq \tau_2(\omega^+)$, we have $p_{x_1,l,y_1,l} = p(1)$ where the PDF $p(1)$ is defined in (35).

- Any symbol of the codeword transmitted during time slots $\tau_2(\omega^+) + 1$ to $\tau_1^{(j)} + n' + n_1$ is received...
in the presence of interference. For any \( \tau_2^{(\omega^+)} + 1 < l \leq \tau_1^{(j)} + n' + n_1 \), we have \( p_{\omega, l, y, l} = p^{(2)} \) where the PDF \( p^{(2)} \) is defined in (36).

According to the interference pattern just described, Rx 1 finds the unique codeword \((s_{1,l})_{l=0}^{n_1-1}\) such that all three statements

\[
\left( (s_{1,l})_{l=0}^{\tau_2^{(\omega^-)} - \tau_1^{(j)} + n_2 - 1}, (y_{1,l})_{l=\tau_1^{(j)} + n_1 + 1} \right) \in A_{\epsilon_1^{(y_2^{(\omega^-)} - \tau_1^{(j)} + n_2)}}[p^{(2)}],
\]

\[
\left( (s_{1,l})_{l=\tau_2^{(\omega^-)} - \tau_1^{(j)} + n_2}, (y_{1,l})_{l=\tau_2^{(\omega^-)} + n_1 + n_2 + 1} \right) \in A_{\epsilon_1^{(y_2^{(\omega^-)} - \tau_1^{(j)} - n_2)}}[p^{(1)}]
\]

and

\[
\left( (s_{1,l})_{l=\tau_2^{(\omega^-)} - \tau_1^{(j)} - n_1}, (y_{1,l})_{l=\tau_2^{(\omega^-)}} \right) \in A_{\epsilon_1^{(y_2^{(\omega^-)} - \tau_1^{(j)} + n_1)}}[p^{(2)}]
\]

hold. We have the following proposition:

**Proposition 5.** Given the index \( j \) of a transmitted codeword of Tx \( i \), assume \( \omega_{i,j}^- \neq 0 \) and \( \omega_{i,j}^+ \neq 0 \). If \( \omega_{i,j}^- \neq \omega_{i,j}^+ \), then

\[
\eta_i - \frac{1}{\lambda_i} \left( 1 + \omega_{i,j} \right) (\phi_i - \psi_i) \eta_i < \theta_i \psi_i - \theta_i (1 + \omega_{i,j}) (\phi_i - \psi_i),
\]

is a sufficient condition for reliable decoding of the \( j^{th} \) message of Tx \( i \) where

\[
\phi_i := C(\gamma_i), \quad \psi_i := C \left( \frac{\gamma_i}{1 + \alpha_{i} \gamma_i} \right)
\]

and the function \( C(\cdot) \) is defined in (1). If \( \omega_{i,j}^- = \omega_{i,j}^+ \), then (60) is replaced by

\[
\eta_i < \theta_i \psi_i.
\]

**Proof:** See Appendix G.

- Assume \( \omega^- \neq 0 \), \( \omega^+ = 0 \) and \( \omega_{1,j} = 0 \). Then

\[
\tau_2^{(\omega^-)} + 1 < \tau_1^{(j)} + n' + 1 \leq \tau_2^{(\omega^-)} + n' + n_2 < \tau_1^{(j)} + n' + n_1 < \tau_2^{(\omega^-+1)} + 1.
\]

This situation is shown in Fig. 7 after removing the bust with index \( \omega^+ \) of Tx 2 from the picture.

The interference pattern over the \( j^{th} \) codeword of Tx 1 is described as follows:

- Any symbol of the codeword transmitted during time slots \( \tau_1^{(j)} + n' + 1 \) to \( \tau_2^{(\omega^-)} + n' + n_2 \) is
received in the presence of interference. For any \( \tau_1^{(j)} + n' + 1 \leq l \leq \tau_1^{(w^+)} + n' + n_2 \), we have \( p_{x_1,t,y_1,t} = p^{(2)} \) where the PDF \( p^{(2)} \) is defined in (36).

- Any symbol of the codeword transmitted during time slots \( \tau_2^{(w^-)} + n' + n_2 + 1 \) to \( \tau_1^{(j)} + n' + n_1 \) does not experience interference. For any \( \tau_2^{(w^-)} + n' + n_2 + 1 \leq l \leq \tau_1^{(j)} + n' + n_1 \), we have \( p_{x_1,t,y_1,t} = p^{(1)} \) where the PDF \( p^{(1)} \) is defined in (35).

According to the interference pattern just described, Rx 1 finds the unique codeword \( (s_{1,t})_{t=0}^{n_t-1} \) such that the two constraints

\[
\left( (s_{1,t})_{t=0}^{\tau_2^{(w^-)} - \tau_1^{(j)} + n_2 - 1}, (y_{1,t})_{t=\tau_1^{(j)} + n' + n_1} \right) \in A_{p^{(2)}}^{(\tau_2^{(w^-)} - \tau_1^{(j)} + n_2)}
\]

and

\[
\left( (s_{1,t})_{t=\tau_2^{(w^-)} - \tau_1^{(j)} + n_2}^{n_t - 1}, (y_{1,t})_{t=\tau_1^{(j)} + n' + n_1} \right) \in A_{p^{(1)}}^{(\tau_2^{(w^-)} - \tau_1^{(j)} + n_1 - n_2)}
\]

hold.

**Proposition 6.** Given the index \( j \) of a transmitted codeword of Tx \( i \), assume \( \omega_{i,j}^- \neq 0 \) and \( \omega_{i,j}^+ = 0 \). Then

\[
(1 - \frac{j}{\lambda_i} (\phi_i - \psi_i)) \eta_i + \frac{\omega_{i,j}^-}{\lambda_{i'}} (\phi_i - \psi_i) \eta_{i'} < \theta_i \phi_i - (\nu_i - \nu_i' + \theta_i' (1 + \omega_{i,j})) (\phi_i - \psi_i)
\]

is a sufficient condition for reliable decoding of the \( j \)th message of Tx \( i \) where \( \phi_i \) and \( \psi_i \) are defined in (67).

**Proof:** See Appendix H.

- Assume \( \omega^+ \neq 0 \), \( \omega^- = 0 \) and \( \omega_{1,j} = 0 \). We have

\[
\tau_2^{(w^+ - 1)} + n' + n_2 < \tau_1^{(j)} + n' + 1 \leq \tau_2^{(w^+)} + 1 \leq \tau_1^{(j)} + n' + n_1 < \tau_2^{(w^+)} + n' + n_2.
\]

This situation is shown in Fig. 7 after removing the burst with index \( \omega^- \) of Tx 2 from the picture.

The interference pattern over the \( j \)th codeword of Tx 1 is described as follows:

- Any symbol of the codeword transmitted during time slots \( \tau_1^{(j)} + n' + 1 \) to \( \tau_2^{(j)} \) does not experience interference. For any \( \tau_1^{(j)} + n' + 1 \leq l \leq \tau_2^{(w^+)} \), we have \( p_{x_1,t,y_1,t} = p^{(1)} \) where the PDF \( p^{(1)} \) is defined in (35).

- Any symbol of the codeword transmitted during time slots \( \tau_2^{(w^+)} + 1 \) to \( \tau_1^{(j)} + n' + n_1 \) is received
in the presence of interference. For any $\tau_2^{(o^+)} + 1 \leq l \leq \tau_1^{(j)} + n' + n_1$, we have $p_{x_1,l,y_1,l} = p^{(2)}$ where the PDF $p^{(2)}$ is defined in (36).

According the to the interference pattern just described, Rx 1 finds the unique codeword $(s_{1,l})_{l=0}^{n_1-1}$ such that the two constraints

\[
\left( (s_{1,l})_{l=0}^{\tau_2^{(o^+)} - \tau_1^{(j)} - n' - 1}, (y_{1,l})_{l=\tau_1^{(j)} + n' + 1}^{\tau_2^{(o^+)} - n' - 1} \right) \in A_{\bar{e}_{\tau_2^{(o^+)} - \tau_1^{(j)} - n'}}[p^{(1)}] \tag{68}
\]

and

\[
\left( (s_{1,l})_{l=\tau_1^{(j)} - \tau_2^{(o^+)} - n'}^{n_1 - 1}, (y_{1,l})_{l=\tau_2^{(o^+)} - n'}^{n_1 + n_1} \right) \in A_{\bar{e}_{\tau_2^{(o^+)} - \tau_1^{(j)} - n'}}[p^{(2)}] \tag{69}
\]

hold.

**Proposition 7.** Given the index $j$ of a transmitted codeword of Tx $i$, assume $\omega_{i,j}^- = 0$ and $\omega_{i,j}^+ \neq 0$. Then

\[
(1 + \frac{j}{\lambda_i}(\phi_i - \psi_i))\eta_i - \frac{\omega_{i,j}^+}{\lambda_i'}(\phi_i - \psi_i)\eta_i' < \theta_i\psi_i + (\nu_{i'} - \nu_i - \theta_{i'}\omega_{i,j})(\phi_i - \psi_i). \tag{70}
\]

is a sufficient condition for reliable decoding of the $j^{th}$ message of Tx $i$ where $\phi_i$ and $\psi_i$ are defined in (67).

**Proof:** The proof is similar to the proof of Proposition 6 and is omitted. ■

- If $\omega_{i,j}^- = \omega_{i,j}^+ = 0$,
  \[
  \eta_i < \theta_i\phi_i - \theta_{i'}\omega_{i,j}(\phi_i - \psi_i) \tag{71}
  \]
  is a sufficient condition for reliable decoding of the $j^{th}$ message of Tx $i$.

**Corollary 1.** If $\eta_i < \theta_i\psi_i$, the probability of error in decoding the $j^{th}$ message of Tx $i$ vanishes by increasing $n$ for any $j$ regardless of the values of $\omega_{i,j}^-$, $\omega_{i,j}^+$, $\omega_i$, $\nu_i$ and $\nu_i'$. If $\eta_i \geq \theta_i\phi_i$, the probability of error in decoding any message of Tx $i$ approaches one by increasing $n$.

**Proof:** Let $\eta_i < \theta_i\psi_i$. We consider the following cases:

- Assume $\omega_{i,j}^- \neq 0$, $\omega_{i,j}^+ \neq 0$ and $\omega_{i,j}^- \neq \omega_{i,j}^+$. Since $\eta_i < \theta_i\psi_i$ and $\theta_{i'} < \mu_{i'}$ by (11), we must have $\eta_i < \theta_i\psi_i + (\mu_{i'} - \theta_{i'})(1 + \omega_{i,j})(\phi_i - \psi_i)$ which is exactly (60) after rearranging terms.

- Assume $\omega_{i,j}^- \neq 0$ and $\omega_{i,j}^+ = 0$. On the $\tau$-axis, the interval $J_0 = (j\mu_i + \nu_i, \omega^- - \theta_{i'} + \nu_{i'} + \theta_{i'})$ together with $\omega_{i,j}$ intervals $J_1, \ldots, J_{\omega_{i,j}}$ each of length $\theta_{i'}$ corresponding to the bursts of indices $\omega^- + 1, \ldots, \omega^- + \omega_{i,j}$ of Tx $i'$ are disjoint intervals and all are included in the interval $J = (j\mu_i + \nu_i, \omega^- - \theta_{i'} + \nu_{i'} + \theta_{i'})$.)
Fig. 8. This picture shows the bursts of both users on the $t$-axis in a situation where $\omega_{i,j}^− \neq 0$ and $\omega_{i,j}^+ = 0$

\[
\begin{array}{|c|c|}
\hline
\text{Tx } i & \text{burst } \omega_{i,j}^− \\
\text{Tx } i' & \text{burst } \omega_{i,j}^++1 \\
\hline
B_0 & A \quad B_0' \\
A & B_1 \quad B_1' \\
B_1 & B_{\omega_{i,j}} \quad B_{\omega_{i,j}}' \quad A' \\
\hline
\end{array}
\]

\[\text{Fig. 8.}
\]

\[A = j\mu_i + \nu_i \quad A' = j\mu_i + \nu_i + \theta_i\]

\[B_m = (\omega_{i,j}^− + m)\mu_{\nu} + \nu_{\nu} \quad B'_m = (\omega_{i,j}^+ + m)\mu_{\nu} + \nu_{\nu} + \theta_{\nu}\]

\[m = 0, 1, \ldots, \omega_{i,j}
\]

(72)

\[\nu_i, j\mu_i + \nu_i + \theta_i\) corresponding to the $j^{th}$ codeword of Tx $i$. Hence, the sum of the lengths of the intervals $J_0, J_1, \ldots, J_{\omega_{i,j}}$ which is $\vartheta := \omega_{i,j}^− \mu_{\nu} + \nu_{\nu} + \theta_{\nu} - (j\mu_i + \nu_i) + \theta_i \omega_{i,j}$ must be less than or equal to the length $\theta_i$ of $J$. Then one can write $\theta_i \psi_i \leq (\theta_i - \vartheta) \phi_i + \vartheta \psi_i$ due to $\theta_i - \vartheta \geq 0$. Since $\eta_i < \theta_i \psi_i$ by assumption, we get $\eta_i < (\theta_i - \vartheta) \phi_i + \vartheta \psi_i$ which is exactly (66) after rearranging terms.

- The cases $\omega_{i,j}^− = 0, \omega_{i,j}^+ \neq 0$ and $\omega_{i,j}^− = \omega_{i,j}^+ = 0$ are analyzed similarly. We omit the details.

If $\eta_i > \theta_i \phi_i$, reliable communication is impossible due to the fact that the capacity of an AWGN channel with SNR $\gamma_i$ is $\phi_i$. The codebook rate for Tx $i$ is $\lim_{n \to \infty} \frac{\eta_i}{\theta_i} = \frac{m_i}{\theta_i}$. The probability of error tends to one if $\frac{\eta_i}{\theta_i} \geq \phi_i$.

**Remark** - Let us describe a simple method to obtain the constraints (60), (66) and (70) in Propositions 5, 6 and 7 respectively. For example, let us discuss how to obtain (66) by looking at the positions of the bursts on the $t$-axis. Fig. 8 depicts the $j^{th}$ codeword of Tx $i$ in a situation where $\omega_{i,j}^− \neq 0$ and $\omega_{i,j}^+ = 0$. The table in (72) shows the numbers on the $t$-axis corresponding to different points in Fig 8. The interval during which the $j^{th}$ burst of Tx $i$ is sent can be divided into two subintervals, i.e., subinterval 1 where the two users interfere and subinterval 2 where there is no interference. Using (72) it is easy to see that

\[\text{length of subinterval 1} = AB_0' + B_1B_1' + \cdots + B_{\omega_{i,j}}B'_{\omega_{i,j}}
\]

\[= \omega_{i,j}^− \mu_{\nu} + \nu_{\nu} + \theta_{\nu} - (j\mu_i + \nu_i) + \omega_{i,j}^+ \theta_i
\]

(73)
and
\[
\text{length of subinterval 2} = \theta_i - \text{length of subinterval 1} = \theta_i - (\omega_{i,j} \mu_{i'} + \nu_{i'} + \theta_{i'} - (j \mu_i + \nu_i) + \omega_{i,j} \theta_{i'}). \quad (74)
\]

Finally, the criterion for successful decoding of the \(j^{th}\) transmitted codeword of Tx \(i\) is given by
\[
\eta_i < (\text{length of subinterval 1}) \psi_i + (\text{length of subinterval 2}) \phi_i. \quad (75)
\]
Substituting (73) and (74) in (75) and rearranging terms, we get (66).

V. THE ADMISSIBLE SET \(\mathcal{A}\) FOR \((\nu_1, \nu_2)\) AND THE PROBABILITY OF OUTAGE

A. System Design

In Section II.D we obtained the average transmission power and the average transmission rate for Tx \(i\) as
\[
Q_i = \frac{N_i \gamma_i}{1 + \gamma_i} \quad \text{and} \quad R_i = \frac{\lambda_i}{1 + q_i \theta_i},
\]
respectively, in the asymptote of large \(n\). Throughout this section we assume none of the transmitters performs power control and both transmit at full power, i.e.,
\[
Q_i = P_i, \quad i = 1, 2. \quad (76)
\]

We get
\[
\theta_i = \hat{\theta}_i := \frac{1}{q_i} \left( \frac{\lambda_i}{R_i} - 1 \right) \quad (77)
\]
and
\[
\gamma_i = \hat{\gamma}_i := \frac{P_i}{N_i} \left( 1 + \frac{1}{q_i \theta_i} \right) = \frac{P_i}{N_i} \frac{\lambda_i}{\lambda_i - R_i}. \quad (78)
\]
If \(N_i > 1\), then (74) together with (77) imply that
\[
\frac{N_i}{N_i + 1} \lambda_i < R_i < \lambda_i. \quad (79)
\]
If \(N_i = 1\), we simply have
\[
0 < R_i < \lambda_i. \quad (80)
\]

In Section IV, we derived sufficient conditions for successful decoding at the receivers. Letting \(\theta_i = \hat{\theta}_i\) and \(\gamma_i = \hat{\gamma}_i\), we aim to characterize an admissible region \(\mathcal{A}\) for \((\nu_1, \nu_2)\) such that reliable communication
is guaranteed for all transmitted codewords. Define

\[ \hat{\phi}_i := \phi_i \big|_{\gamma_i = \tilde{\gamma}_i}, \quad \hat{\psi}_i := \psi_i \big|_{\gamma_1 = \tilde{\gamma}_1, \gamma_2 = \tilde{\gamma}_2} \]  

(81)

If \( \eta_i \geq \hat{\theta}_i \hat{\phi}_i \), reliable communication is impossible for Tx \( i \) as stated in Corollary 1. For any value of \( N_i \), define

\[ \overline{R}_i(N_i) := \sup \{ R_i : \eta_i < \hat{\theta}_i \hat{\phi}_i \}. \]  

(82)

By (79), (80) and (82), we demand that \( R_i \) be in the interval

\[ \frac{N_i}{N_i + 1} \mathbb{1}_{N_i > 1} \lambda_i < R_i < \min \{ \lambda_i, \overline{R}_i(N_i) \} = \overline{R}_i(N_i), \]  

(83)

where we have used the fact that \( \overline{R}_i(N_i) < \lambda_i \). For any \( R_1, R_2 \) define

\[ \mathcal{N}_{R_1, R_2} := \{ (N_1, N_2) : R_i \text{ satisfies (83) for } i = 1, 2 \}. \]  

(84)

We call \( \mathcal{N}_{R_1, R_2} \) the active set for the pair \( (R_1, R_2) \). Note that \( \mathcal{N}_{R_1, R_2} \) is finite due to the constraint \( \frac{N_i}{N_i + 1} \mathbb{1}_{N_i > 1} < \frac{R_i}{\lambda_i} < 1 \) in (83).

By Corollary 1 if \( \eta_i < \hat{\theta}_i \hat{\psi}_i \), the codewords of user \( i \) are received reliably regardless of the values of \( \nu_1 \) and \( \nu_2 \). A more interesting situation occurs when \( R_1, R_2 \) satisfy

\[ \min_{(N_1, N_2) \in \mathcal{N}_{R_1, R_2}} \max \left\{ \frac{\eta_1}{\hat{\theta}_1 \hat{\psi}_1}, \frac{\eta_2}{\hat{\theta}_2 \hat{\psi}_2} \right\} \geq 1. \]  

(85)

The inequality in (85) implies that for any \( (N_1, N_2) \in \mathcal{N}_{R_1, R_2} \), there is \( i \in \{1, 2\} \) such that \( \eta_i \geq \hat{\theta}_i \hat{\psi}_i \) and hence, the values of \( \nu_1 \) and \( \nu_2 \) may potentially affect reliable communication for Tx \( i \).

Remark- Throughout the rest of this section, we are only interested in rate pairs \( (R_1, R_2) \) and system parameters \( q_1, q_2, \lambda_1, \lambda_2, a_1, a_2, P_1, P_2 \) such that (85) holds.

Towards characterizing an admissible region \( \mathcal{A} \) for \( (\nu_1, \nu_2) \), we need to define the concept of the state in a GIC-SDA under immediate transmissions. Let \( A_l = l \mu_1 + \nu_1 \) and \( A'_l = l \mu_1 + \nu_1 + \theta_1 \) be the starting point and the ending point of the \( l^{th} \) codeword of Tx 1 on the \( \tilde{t} \)-axis. The points \( A_l, A'_l \) for \( 1 \leq l \leq N_1 \)

Using the change of variable \( x := -\frac{1}{\lambda_i} \frac{\lambda_1}{\lambda_i + R_i} - \frac{1}{\lambda_i} \), the inequality \( \eta_i < \hat{\theta}_i \hat{\phi}_i \) can be written as \( x^2 > -\frac{1}{\lambda_i} \frac{1}{2^{\frac{1}{\lambda_i}}} \) which is equivalent to \( x > x_0 \) for some \( x_0 \). This in turn results in the solution \( 0 < R_i < \overline{R}_i(N_i) \) for \( R_i \).

Recall from Footnote 5 that \( \eta_i < \hat{\theta}_i \hat{\phi}_i \) is equivalent to \( 0 < R_i < \overline{R}_i(N_i) \). It is easy to see that \( \lim_{R_i \to \lambda_i} \hat{\theta}_i \hat{\phi}_i = 0 \). Hence, there exists a \( 0 < \delta < \lambda_i \) such that \( \hat{\theta}_i \hat{\phi}_i < \eta_i \) for \( R_i = \lambda_i - \delta \). This gives \( \overline{R}_i(N_i) \leq \lambda_i - \delta \) as desired.
Fig. 9. This picture shows the positions of the bursts of both users on the $t$-axis in a situation where $N_1 = 3$ and $N_2 = 4$. For $1 \leq l \leq 3$, the points $A_l = l\mu_1 + \nu_1$ and $A'_l = l\mu_1 + \nu_1 + \theta_1$ are the starting point and the ending point of the $l^{th}$ codeword of Tx 1. These points partition the $t$-axis into seven disjoint intervals $I_1, \cdots, I_7$.

partition the $t$-axis into $2N_1 + 1$ disjoint intervals

\begin{align*}
I_1 &:= (-\infty, A_1) \\
I_2 &:= (A_1, A'_1) \\
I_3 &:= (A'_1, A_2) \\
& \quad \vdots \\
I_{2N_1-1} &:= (A'_{N_1-1}, A_{N_1}) \\
I_{2N_1} &:= (A_{N_1}, A'_{N_1}) \\
I_{2N_1+1} &= (A'_{N_1}, \infty)
\end{align*}

For any $1 \leq j \leq N_2$, we assign a tuple $(u_j, v_j)$ to the $j^{th}$ transmitted codeword of Tx 2 where

- $u_j$ is the unique index $m$ such that the starting point of the $j^{th}$ codeword of Tx 2 lies in interval $I_m$.
- $v_j$ is the unique index $m$ such that the ending point of the $j^{th}$ codeword of Tx 2 lies in interval $I_m$.

Define the state of the asynchronous GIC-SDA by

\[ S = \{(j; u_j, v_j) : 1 \leq j \leq N_2\}. \tag{87} \]

The set of all states is shown by $\mathcal{S}$. For example, Fig. 9 depicts a situation where $N_1 = 3$ and $N_2 = 4$. The $t$-axis is partitioned into seven intervals $I_1, \cdots, I_7$. We have $(u_1, v_1) = (1, 2), (u_2, v_2) = (3, 4), (u_3, v_3) = (5, 6), (u_4, v_4) = (7, 7)$ and the state of the channel is given by

\[ S = \{(1; 1, 2), (2; 3, 4), (3; 5, 6), (4; 7, 7)\}. \tag{88} \]

In general, the number of states in a two-user asynchronous GIC-SDA is $|\mathcal{S}| = \binom{2N_1+2N_2}{2N_2}$. A proof of this fact is given in Appendix I. Note that any state uniquely determines the parameters $\omega_{i,j}^-, \omega_{i,j}^+$ and $\omega_{i,j}^+$.
Fig. 10. This picture shows the positions of the bursts of both users on the \( t \)-axis in a situation where \( N_1 = 1 \) and \( N_2 = 2 \). The state of the channel is \( \{ (1; 1, 2), (2; 2, 3) \} \).

for any \( 1 \leq i \leq 2 \) and \( 1 \leq j \leq N_i \).

For any state \( S \), we impose two sets of constraints on \((\nu_1, \nu_2)\) referred to as the geometric constraints \( A_S^{(\text{geom})} \) and the reliability constraints \( A_S^{(\text{rel})} \). The admissible region \( A \) is defined by

\[
A := \bigcup_{S \in \mathcal{S}} (A_S^{(\text{geom})} \cap A_S^{(\text{rel})}).
\]  

(89)

The geometric constraints are dictated by the positions of the bursts on the \( t \)-axis. For example, let \( N_1 = 1 \), \( N_2 = 2 \) and the state of the channel be \( S = \{ (1; 1, 2), (2; 2, 3) \} \) as shown in Fig. 10. Then

\[
A_S^{(\text{geom})} = \{ (\nu_1, \nu_2) : \mu_2 + \nu_2 < \mu_1 + \nu_1 < \mu_2 + \nu_2 + \theta_2 < 2\mu_2 + \nu_2 < \mu_1 + \nu_1 + \theta_1 < 2\mu_2 + \nu_2 + \theta_2 \}. 
\]  

(90)

The reliability constraints guarantee reliable communications for all transmitted codewords. For example, for the situation in Fig. 10 there are three reliability constraints:

- For the first codeword of Tx 1, \( \omega_{1,1}^- = 1, \omega_{1,1}^+ = 2 \) and \( \omega_{1,1} = 0 \). By Proposition 5
  \[
  \eta_1 - \frac{1}{\lambda_2}(\hat{\phi}_1 - \hat{\psi}_1)\eta_2 < \hat{\theta}_1\hat{\psi}_1 - \hat{\theta}_2(\hat{\phi}_1 - \hat{\psi}_1).
  \]  

(91)

- For the first codeword of Tx 2, \( \omega_{2,1}^- = 0, \omega_{2,1}^+ = 1 \) and \( \omega_{2,1} = 0 \). By Proposition 7
  \[
  (1 + \frac{1}{\lambda_2}(\hat{\phi}_2 - \hat{\psi}_2))\eta_2 - \frac{1}{\lambda_1}(\hat{\phi}_2 - \hat{\psi}_2)\eta_1 < \hat{\theta}_2\hat{\psi}_2 + (\nu_1 - \nu_2)(\hat{\phi}_2 - \hat{\psi}_2).
  \]  

(92)

- For the second codeword of Tx 2, \( \omega_{2,2}^- = 1, \omega_{2,2}^+ = 2 \) and \( \omega_{2,2} = 0 \). By Proposition 6
  \[
  (1 - \frac{2}{\lambda_2}(\hat{\phi}_2 - \hat{\psi}_2))\eta_2 + \frac{1}{\lambda_1}(\hat{\phi}_2 - \hat{\psi}_2)\eta_1 < \hat{\theta}_2\hat{\phi}_2 - (\nu_1 - \nu_2 + \hat{\theta}_1)(\hat{\phi}_2 - \hat{\psi}_2).
  \]  

(93)

Then \( A_S^{(\text{rel})} \) for \( S = \{ (1; 1, 2), (2; 2, 3) \} \) is the set of all \( (\nu_1, \nu_2) \) such that the three inequalities in (91), (92) and (93) hold.

We are ready to state our design problem. Let \((R_1, R_2)\) be such that (85) holds and \( \nu_1 \) and \( \nu_2 \) be
realizations of independent *uniform* random variables $\nu_1$ and $\nu_2$, respectively, with support $[0, d]$ for some $d > 0$. We aim to find $(N_1, N_2) \in \mathcal{N}_{R_1, R_2}$ such that the probability of $(\nu_1, \nu_2)$ not being in the admissible region $\mathcal{A}$ is minimized, i.e.,

$$
(\hat{N}_1, \hat{N}_2) = \arg \min_{(N_1, N_2) \in \mathcal{N}_{R_1, R_2}} \mathbb{P}((\nu_1, \nu_2) \notin \mathcal{A}). \quad (94)
$$

In words, (94) answers the following question:

*Given the value of $d$ and assuming the rate pair $(R_1, R_2)$ is such that (85) holds, What is the optimum number of transmission bursts $N_i$ for Tx $i$ in order to minimize the probability of the outage event, i.e., the event that $(\nu_1, \nu_2)$ does not lie in the admissible region $\mathcal{A}$?*

Since the sets $\mathcal{A}^{(\text{geom})}_S \cap \mathcal{A}^{(\text{rel})}_S$ are disjoint for different states $S$, we can write

$$
\mathbb{P}((\nu_1, \nu_2) \notin \mathcal{A}) = 1 - \sum_{S \in \mathcal{S}} \mathbb{P}((\nu_1, \nu_2) \in \mathcal{A}^{(\text{geom})}_S \cap \mathcal{A}^{(\text{rel})}_S). \quad (95)
$$

Define

$$
\alpha := \nu_2 - \nu_1. \quad (96)
$$

Each constraint $(\nu_1, \nu_2) \in \mathcal{A}^{(\text{geom})}_S \cap \mathcal{A}^{(\text{rel})}_S$ is in fact a constraint on $\alpha$, i.e., for any state $S$ there are real numbers $\alpha^{(l)}_S$ and $\alpha^{(u)}_S$ such that

$$(\nu_1, \nu_2) \in \mathcal{A}^{(\text{geom})}_S \cap \mathcal{A}^{(\text{rel})}_S \iff \alpha^{(l)}_S < \alpha < \alpha^{(u)}_S. \quad (97)$$

By (95) and (97),

$$
\mathbb{P}((\nu_1, \nu_2) \notin \mathcal{A}) = 1 - \sum_{S \in \mathcal{S}} (F_{\alpha}(\alpha^{(u)}_S) - F_{\alpha}(\alpha^{(l)}_S)), \quad (98)
$$

where $F_{\alpha}(\alpha) = \frac{1}{d}(1 - \frac{|\alpha|}{d})\mathbb{1}_{|\alpha|<d}$ is the cumulative distribution function of $\alpha$.

The next proposition provides conditions on the parameter $d > 0$ such that reliable communication is guaranteed for both users regardless of the values of $\nu_1, \nu_2 \in [0, d]$:

---

\[\text{Footnotes:}\]

7 One can consider any arbitrary continuous distribution for $\nu_1$ and $\nu_2$. We consider the uniform distribution due to its realistic nature.

8 This is due to the fact that the geometric constraints $\mathcal{A}^{(\text{geom})}_S$ are disjoint for different states $S$.

9 For example, look at the geometric and reliability constraints given for the state depicted in Fig. 10.
Proposition 8. Let $S_d := (0, d) \times (0, d)$. Then $\mathbb{P}\left((\nu_1, \nu_2) \notin A\right) = 0$ if and only if
\[
S_d \cap (A_S^{(\text{geom})} \backslash A_S^{(\text{rel})}) = \emptyset,
\]
for any $S \in \mathcal{S}$.

Proof: Assume $\mathbb{P}\left((\nu_1, \nu_2) \in A\right) = \sum_{S \in \mathcal{S}} \mathbb{P}\left((\nu_1, \nu_2) \in A_S^{(\text{geom})} \cap A_S^{(\text{rel})}\right) = 1$. Since $\{A_S^{(\text{geom})} : S \in \mathcal{S}\}$ is a partition of the sample space, $\sum_{S \in \mathcal{S}} \mathbb{P}\left((\nu_1, \nu_2) \in A_S^{(\text{geom})}\right) = 1$. But, $\mathbb{P}\left((\nu_1, \nu_2) \in A_S^{(\text{geom})} \cap A_S^{(\text{rel})}\right) \leq \mathbb{P}\left((\nu_1, \nu_2) \in A_S^{(\text{geom})}\right)$ for any $S \in \mathcal{S}$. Hence, $\mathbb{P}\left((\nu_1, \nu_2) \in A_S^{(\text{geom})} \cap A_S^{(\text{rel})}\right) = \mathbb{P}\left((\nu_1, \nu_2) \in A_S^{(\text{geom})}\right)$ or equivalently, $\mathbb{P}\left((\nu_1, \nu_2) \in A_S^{(\text{geom})} \backslash A_S^{(\text{rel})}\right) = 0$ for any $S \in \mathcal{S}$. This in turn means $S_d \cap (A_S^{(\text{geom})} \backslash A_S^{(\text{rel})})$ has Lebesgue measure zero. But, $A_S^{(\text{geom})} \backslash A_S^{(\text{rel})}$ is a union of a finite number of (disjoint) strips of the form $\{(\nu_1, \nu_2) : \beta^{(l)} < \nu_2 - \nu_1 < \beta^{(u)}\}$ where $\beta^{(l)}$ and $\beta^{(u)}$ are real numbers. As such, $S_d \cap (A_S^{(\text{geom})} \backslash A_S^{(\text{rel})})$ has Lebesgue measure zero if and only if it is empty.

Motivated by Proposition 8, we define
\[
d_{\text{max}} := \sup \left\{d > 0 : S_d \cap (A_S^{(\text{geom})} \backslash A_S^{(\text{rel})}) = \emptyset \text{ for any } S \in \mathcal{S} \right\}.
\]

If $d_{\text{max}} > 0$, then the probability of outage is zero for any $d < d_{\text{max}}$. In the next subsection, we offer simulation results to study the effects of different system parameters on the optimal choices for $N_1, N_2$ in (94). In particular, we will see an example of a rate tuple $(R_1, R_2)$ that satisfies (85) and still there exists $d > 0$ such that (99) holds for any $S \in \mathcal{S}$. Therefore, if $(R_1, R_2)$ satisfies (85), it does not necessarily mean that $\mathbb{P}\left((\nu_1, \nu_2) \notin A\right) > 0$.

B. Simulations

In this subsection, we study the optimum choices for $N_1, N_2$ in (94) in a few examples.

Example- Let $k_1 = 3, k_2 = 2, q_1 = 0.3, q_2 = 0.4, a_1 = 0.5, a_2 = 0.7$ and $P_1 = P_2 = 30$ dB. We consider several possibilities for $(R_1, R_2)$:

- Let $R_1 = 0.4 \lambda_1 = 0.36$ and $R_2 = 0.4 \lambda_2 = 0.32$. Then $N_{R_1, R_2} = \{(1, 1)\}$, however, condition (85) is not satisfied. This means that by setting $N_1 = N_2 = 1$, both receivers successfully decode the messages regardless of the values of $\nu_1$ and $\nu_2$.
- Let $R_1 = 0.5 \lambda_1 = 0.45$ and $R_2 = 0.5 \lambda_2 = 0.4$. Then $N_{R_1, R_2} = \{(1, 1)\}$ and the condition in (85) is satisfied. We fix $N_1 = N_2 = 1$. Fig. 11 in panel (a) shows the region $\bigcup_{S \in \mathcal{S}} (A_S^{(\text{geom})} \backslash A_S^{(\text{rel})})$. 

Fig. 11. Let $k_1 = 3, k_2 = 2, q_1 = 0.3, q_2 = 0.4, a_1 = 0.5, a_2 = 0.7, P_1 = P_2 = 30$ dB, $R_1 = 0.5\lambda_1 = 0.45$ and $R_2 = 0.5\lambda_2 = 0.4$. Then $\mathcal{N}_{R_1 R_2} = \{(1, 1)\}$ and (85) is satisfied. Fixing $N_1 = N_2 = 1$, panel (a) shows the region $\bigcup_{S_{\text{S}}} (A_{S}^{(\text{geom})} \setminus A_{S}^{(\text{rel})})$ in grey shade. Panel (b) shows the probability of outage in terms of $d$.

By Proposition 8 if $d < d_{\text{max}} \approx 0.83$, the probability of outage is zero. Fig. 11 in panel (b) shows the probability of outage in terms of $d$.

- Let $R_1 = 0.7\lambda_1 = 0.63$ and $R_2 = 0.7\lambda_2 = 0.56$. Then $\mathcal{N}_{R_1 R_2} = \{(1, 1), (1, 2), (2, 1), (2, 2)\}$ and the
Fig. 13. A symmetric scenario where $k_1 = k_2 = 5, q_1 = q_2 = 0.2, a_1 = a_2 = 0.5, R_1 = 0.7\lambda_1 = 0.7$ and $R_2 = 0.7\lambda_2 = 0.7$. Panel (a) presents the probability of outage in terms of $d$ for different values of $(N_1, N_2)$ for $P_1 = P_2 = 10\text{ dB}$. We see that $N_1 = N_2 = 1$ is the optimum choice for any value of $d$. Panel (b) presents the probability of outage in terms of $d$ for different values of $(N_1, N_2)$ for $P_1 = P_2 = 20\text{ dB}$. Here, $N_1 = N_2 = 2$ is the optimum choice for any value of $d$.

condition in (85) is satisfied. Fig. 12 in panel (a) shows the probability of outage in terms of $d$ for different values of $(N_1, N_2) \in \mathcal{N}_{R_1, R_2}$. If $d < 2$, $(N_1, N_2) = (1, 2)$ and if $d > 2$, $(N_1, N_2) = (1, 1)$ are the optimum choices.

- Let $R_1 = 0.8\lambda_1 = 0.72$ and $R_2 = 0.8\lambda_2 = 0.64$. Then $\mathcal{N}_{R_1, R_2} = \{(m_1, m_2) : 1 \leq m_1, m_2 \leq 3\}$ and the condition in (85) is satisfied. It turns out that depending on the value of $d$, the best choices are $(N_1, N_2) = (1, 1), (1, 2)$ or $(1, 3)$. Fig. 12 in panel (b) shows the probability of outage in terms of $d$ for these values of $(N_1, N_2)$. If $d < 1.43$, $(N_1, N_2) = (1, 3), 1.43 < d < 2.51, (N_1, N_2) = (1, 2)$ and if $d > 2.51, (N_1, N_2) = (1, 1)$ are the best choices.

**Example**- It is possible that $d_{\text{max}} = 0$. By Proposition 8, this happens when the line $\nu_1 = \nu_2$ lies in the interior of the region $\bigcup_{S \in \mathcal{S}} (\mathcal{A}^{(\text{geom})}_S \setminus \mathcal{A}^{(\text{rel})}_S)$ in the $\nu_1$-$\nu_2$ plane. An example of this situation is a symmetric scenario where $k_1 = k_2 = 5, q_1 = q_2 = 0.2, a_1 = a_2 = 0.5, R_1 = 0.7\lambda_1 = 0.7$ and $R_2 = 0.7\lambda_2 = 0.7$. We consider two cases for the average transmission power, i.e., $P_1 = P_2 = 10\text{ dB}$ and $P_1 = P_2 = 30\text{ dB}$. It turns out that in both cases, $\mathcal{N}_{R_1, R_2} = \{(1, 1), (1, 2), (2, 1), (2, 2)\}$ and the condition in (85) is satisfied.

- Let $P_1 = P_2 = 10\text{ dB}$. Fig. 13 in panel (a) presents the probability of outage in terms of $d$ for different values of $(N_1, N_2)$. Due to symmetry, the cases $N_1 = 1, N_2 = 2$ and $N_1 = 2, N_2 = 1$ offer the the same performance. We see that $N_1 = N_2 = 1$ is the optimum choice for any value of $d$. 


Let $P_1 = P_2 = 30$ dB. Fig. 13 in panel (b) presents the probability of outage in terms of $d$ for different values of $(N_1, N_2)$. In contrast to the case $P_1 = P_2 = 10$ dB in panel (a), the situation is reversed. Here, $N_1 = N_2 = 2$ is the optimum choice for any value of $d$.

VI. AN ACHIEVABLE REGION FOR THE ASYNCHRONOUS GIC-SDA

A. The General Model

In this section we consider a different setting where

- The source of Tx $i$ no longer turns off after generating a number of $k_in$ bits.
- The parameters $\nu_1$ and $\nu_2$ are known at both transmitters$^{10}$ As before, we let $\alpha := \nu_2 - \nu_1$.

Accordingly, we adopt a slightly different notation where we assume Tx $i$ has a codebook with rate $R_{c,i}$ consisting of $2^{[n_iR_{c,i}]}$ codewords of length $n_i = \lfloor n\theta_i \rfloor$ where $\theta_i > 0$ is a constant. We pose the following problem:

Given positive integers $N_1$ and $N_2$, determine the possible values for the codebook rates $(R_{c,1}, R_{c,2})$ such that

1) The first $N_i$ codewords sent by Tx $i$ are transmitted immediately in the sense defined in Section II.B and decoded successfully at Rx $i$.

2) The average transmission power for Tx $i$ satisfies (2) where $T_i$ is the period of activity for Tx $i$ until the time slot it transmits the last symbol in its $N_i^{th}$ burst.

Since the codewords are transmitted immediately, the content of the buffer of Tx $i$ never exceeds $[n_iR_{c,i}] + k_i$ and therefore, the buffers are stable. The first $N_i$ bursts sent by Tx $i$ represent a total number of $N_i[n_iR_{c,i}]$ bits. Therefore, the average transmission rate for Tx $i$ is $R_i = \frac{N_i[n_iR_{c,i}]}{|T_i|}$. Following similar steps in Section II.D,

$$R_i = \frac{N_iR_{c,i}}{1 + \frac{N_iR_{c,i}}{\lambda_i}},$$ \hspace{1cm} (101)

in the asymptote of large $n$. Similarly, the average transmission power for Tx $i$ is

$$Q_i = \frac{N_i\gamma_i}{1 + \frac{N_iR_{c,i}}{\lambda_i}}.$$ \hspace{1cm} (102)

$^{10}$This requires a certain level of coordination between the two transmitters in order to inform each other about their initial instants of activity.
Then the average power constraint $Q_i \leq P_i$ in (2) becomes

$$0 \leq \gamma_i \leq \left( \frac{1}{N_i} + \frac{R_{c,i}}{\lambda_i} \right) P_i.$$  

(103)

Before proceeding further, let us reiterate the major differences between the current setup and the setup in the previous section:

- We show the codebook rate of Tx $i$ by $R_{c,i}$. No notation was selected for the codebook rate $\eta_i$ in the previous section. All the achievability results in Propositions 5, 6 and 7 remain valid after replacing $\eta_i$ by $\theta_i R_{c,i}$.
- $N_i$ and $\theta_i$ are constants, while they served as design parameters in the previous section.
- The parameters $\nu_1$ and $\nu_2$ are known at both transmitters, while $\nu_i$ was unknown to Tx $i'$ in the previous section.
- The information source at Tx $i$ turns on at time slot $[n\nu_i]$ and remains active indeterminately.

We aim to characterize a region $\mathcal{R}$ of all codebook rate tuples $(R_{c,1}, R_{c,2})$ such that both transmitters send their codewords immediately and reliably and such that the power constraints in (2) are not violated. We call $\mathcal{R}$ the achievable (codebook) rate region. One can also define an achievable rate region $\mathcal{R}'$ of all transmission rate tuples $(R_1, R_2)$ such that the aforementioned properties hold. Since $\mathcal{R}'$ and $\mathcal{R}$ are related through the mappings in (101), we only focus on $\mathcal{R}$. Immediate transmission of a scheduled codeword is impossible if a previously scheduled codeword is not fully transmitted. By (11), immediate transmission of the codewords is guaranteed if $\frac{\theta_i R_{c,i}}{\lambda_i} > \theta_i$ for $N_i > 1$, i.e.,

$$R_{c,i} > \lambda_i 1_{N_i > 1}, \ i = 1, 2.$$  

(104)

An achievable $R_{c,i}$ must satisfy\[11\]

$$R_{c,i} < \frac{1}{2} \log(1 + \gamma_i).$$  

(105)

Combining (103) and (105),

$$R_{c,i} < \frac{1}{2} \log \left( 1 + \left( \frac{1}{N_i} + \frac{R_{c,i}}{\lambda_i} \right) P_i \right).$$  

(106)

This is equivalent to

$$R_{c,i} < \overline{R}_{c,i}, \ i = 1, 2,$$  

(107)

\[11\]By Corollary 1, we must have $\theta_i R_{c,i} < \theta_i \phi_i$ which simplifies to (105).
where $R_{c,i}$ is the unique positive solution\footnote{Define $f(x) = x - \frac{1}{2} \log(1 + (\frac{1}{N_i} + \frac{\lambda_i}{N_i})P_i)$. Note that $f(0) = -\frac{1}{2} \log(1 + \frac{\lambda_i}{N_i}) < 0$, $\lim_{x \to \infty} f(x) = \infty$ and $f'(x) = 1 - \frac{1}{2} \frac{N_i}{1 + (\frac{1}{N_i} + \frac{\lambda_i}{N_i})P_i}$. If $f'(x) > 0$ for all $x > 0$, then $f(x) = 0$ has only one positive solution. If there is $x_0 > 0$ such that $f'(x_0) = 0$, then $f$ is decreasing over $(0, x_0)$ and increasing over $(x_0, \infty)$. This again implies that $f(x) = 0$ has only one positive solution.} for $R_{c,i}$ in the equation $R_{c,i} = \frac{1}{2} \log(1 + (\frac{1}{N_i} + \frac{R_{c,i}}{\lambda_i})P_i)$.}

By (104) and (107), $\mathcal{R}$ lies inside the rectangle $[\lambda_1 1_{N_1 > 1}, R_{c,1}] \times [\lambda_2 1_{N_2 > 1}, R_{c,2}]$.

To describe $\mathcal{R}$, we need the concept of the state introduced in Section V.A for a GIC-SDA with immediate transmissions. For each state $S$, we impose two sets of constraints on $(R_{c,1}, R_{c,2})$, i.e., the geometric constraints and the reliability constraints shown by $\mathcal{R}_S^{(\text{geom})}$ and $\mathcal{R}_S^{(\text{rel})}$, respectively. To describe these constraints, let us consider the situation shown in Fig. 14 where $N_1 = N_2 = 2$ and the state of the channel is $S = \{(1; 1, 2), (2; 2, 4)\}$. This is only one of $\binom{8}{4} = 70$ possible states. The table in (108) shows the numbers on the $\bar{t}$-axis corresponding to different points in Fig 14.

- The geometric constraints are imposed by the positions of the bursts along the $\bar{t}$-axis. For example, point $B_1$ is on left of point $A_1$ which gives $\frac{\theta_1 R_{c,1}}{\lambda_1} + \nu_1 < \frac{\theta_2 R_{c,2}}{\lambda_2} + \nu_2$. A complete list of the geometric

\begin{align*}
A_m &= \frac{m \theta_1 R_{c,1}}{\lambda_1} + \nu_1 & B_m &= \frac{m \theta_2 R_{c,2}}{\lambda_2} + \nu_2 \\
A'_m &= \frac{m \theta_1 R_{c,1}}{\lambda_1} + \nu_1 + \theta_1 & B'_m &= \frac{m \theta_2 R_{c,2}}{\lambda_2} + \nu_2 + \theta_2
\end{align*}

(108)
The reliability constraints guarantee successful decoding for all for some \( \gamma \) constraints is given by the polyhedron

\[
\begin{bmatrix}
\frac{\theta_1}{\lambda_1} & \frac{\theta_2}{\lambda_2} \\
\frac{\theta_1}{\lambda_1} & -\frac{\theta_2}{\lambda_2} \\
-\frac{\theta_1}{\lambda_1} & \frac{2\theta_2}{\lambda_2} \\
-\frac{2\theta_1}{\lambda_1} & -\frac{2\theta_2}{\lambda_2} \\
-1 & 0 \\
0 & -1
\end{bmatrix}
\begin{bmatrix}
R_{c,1} \\
R_{c,2}
\end{bmatrix}
\leq
\begin{bmatrix}
-\alpha \\
\theta_2 + \alpha \\
\theta_1 - \alpha \\
\theta_2 + \alpha \\
\theta_1 - \theta_2 - \alpha \\
-\lambda_1 \\
-\lambda_2
\end{bmatrix},
\tag{109}
\]

i.e., \( R_S^{(\text{geom})} \) for \( S = \{(1; 1, 2), (2; 2, 4)\} \) in the set of all \( (R_{c,1}, R_{c,2}) \) such that (109) holds. The last two constraints in (109) are the inequalities in (104).

- The reliability constraints guarantee successful decoding for all \( N_1 + N_2 = 2 + 2 = 4 \) transmitted codewords subject to the power conditions in (103). For example, the second codeword of Tx 1 in Fig. 14 only interferes with the second codeword of Tx 2 on its “left end”, i.e., \( \omega_{2,2}^- = 2, \omega_{2,2}^+ = 0, \omega_{2,2} = 0 \). We invoke Proposition 6 to write

\[
(1 - \frac{2}{\lambda_1} (\phi_1 - \psi_1)) \theta_1 R_{c,1} + \frac{2}{\lambda_2} (\phi_1 - \psi_1) \theta_2 R_{c,2} < \theta_1 \phi_1 - (\alpha + \theta_2)(\phi_1 - \psi_1).
\tag{110}
\]

A complete list of reliability constraints is given by the polyhedra

\[
\begin{bmatrix}
\theta_1 \\
(1 - \frac{2}{\lambda_1} (\phi_1 - \psi_1)) \theta_1 \\
-\frac{\lambda_1}{\lambda_1} (\phi_2 - \phi_1) \theta_1 \\
(1 + \frac{1}{\lambda_2} (\phi_2 - \psi_2)) \theta_2 \\
-\theta_1 \\
0
\end{bmatrix}
\begin{bmatrix}
\theta_1 \psi_1 - \theta_2 (\phi_1 - \psi_1) \\
\theta_1 \phi_1 - (\alpha + \theta_2)(\phi_1 - \psi_1) \\
\theta_2 \psi_2 - \theta_2 (\phi_2 - \psi_2) \\
\theta_2 \psi_2 - \theta_1 (\phi_2 - \psi_2) \\
-\lambda_1 \left( \frac{1}{2} - \frac{\gamma_1}{\rho_1} \right) \\
\lambda_2 \left( \frac{1}{2} - \frac{\gamma_2}{\rho_2} \right)
\end{bmatrix},
\tag{111}
\]

for some \( \gamma_1, \gamma_2 \geq 0 \), i.e., \( R_S^{(\text{rel})} \) for \( S = \{(1; 1, 2), (2; 2, 4)\} \) is the set of all \( (R_{c,1}, R_{c,2}) \) such that (111) holds for some \( \gamma_1, \gamma_2 \geq 0 \). The last two constraints in (111) are the inequalities in (103). Note that \( R_S^{(\text{rel})} \) is the union of infinitely many polyhedra. More precisely, if we denote the polyhedron in (111)
Consider a setup where $N_1 = 3, N_2 = 2, \theta_1 = \theta_2 = 1, k_1 = 2, k_2 = 3, q_1 = 0.2, q_2 = 0.1, a_1 = 1.5, a_2 = 0.5, P_1 = 20 \, \text{dB}, P_2 = 30 \, \text{dB}$ and $\alpha = 1$. Panel (a) shows the regions $R_S^{(\text{geom})}$ in grey and $R_S^{(\text{rel})}$ in black for $S = \{(1; 2, 3), (2; 3, 4)\}$. Panel (b) shows the same regions under full power transmission. It is seen that $R_S^{(\text{rel})}$ under full power transmission is strictly smaller than $R_S^{(\text{geom})}$ in its general form given in (112).

for fixed $\gamma_1, \gamma_2 \geq 0$ by $\mathcal{P}_S(\gamma_1, \gamma_2)$, then

$$R_S^{(\text{rel})} = \bigcup_{\gamma_1, \gamma_2 \geq 0} \mathcal{P}_S(\gamma_1, \gamma_2).$$

(112)

It is needless to mention that $\phi_i$ and $\psi_i$ are functions of $\gamma_1, \gamma_2$.

Having $R_S^{(\text{geom})}$ and $R_S^{(\text{rel})}$ defined for any state $S$, the achievable rate region $\mathcal{R}$ is given by

$$\mathcal{R} = \bigcup_{S \in \mathcal{S}} \left( R_S^{(\text{geom})} \bigcap R_S^{(\text{rel})} \right).$$

(113)

A few remarks are in order:

- In general, none of $R_S^{(\text{geom})}$ and $R_S^{(\text{rel})}$ is a subset of the other.
- Depending on the system parameters, there might exist states $S$ such that $R_S^{(\text{geom})} \cap R_S^{(\text{rel})} = \emptyset$.
- Full power transmission, i.e., $\gamma_i = \frac{1}{N_i} + \frac{R_{c,i}}{N_i} P_i$ is not in general optimum. For example, let $N_1 = 3, N_2 = 2, \theta_1 = \theta_2 = 1, k_1 = 2, k_2 = 3, q_1 = 0.2, q_2 = 0.1, a_1 = 1.5, a_2 = 0.5, P_1 = 20 \, \text{dB}, P_2 = 30 \, \text{dB}$ and $\alpha = 1$. Fig. 15 in panel (a) shows the regions $R_S^{(\text{geom})}$ in grey and $R_S^{(\text{rel})}$ in black for $S = \{(1; 2, 3), (2; 3, 4)\}$. Fig. 15 in panel (b) shows the same regions under full power transmission. It is seen that $R_S^{(\text{rel})}$ under full power transmission is strictly smaller than $R_S^{(\text{geom})}$ in its general form given in (112).
- In order to plot $R_S^{(\text{rel})}$ for a given state $S$, we choose a finite set of values for $\gamma_i$, namely $\Gamma_i$, and
Consider a setup where \( N_1 = 3, N_2 = 2, \theta_1 = \theta_2 = 1, k_1 = 2, k_2 = 3, q_1 = 0.2, q_2 = 0.1, a_1 = 1.5, a_2 = 0.5, P_1 = 20 \text{ dB}, P_2 = 30 \text{ dB} \) and \( \alpha = 1 \). Panel (a) shows the region \( \mathcal{R}^{(\text{rel})}_S \) in (114) where \( S = \{(1; 2, 3), (2; 3, 4)\} \) and \( \Gamma_i = \left\{ \frac{l}{10} \gamma_i : 1 \leq l \leq 4 \right\} \). Panel (b) shows the same region for \( \Gamma_i = \left\{ \frac{l}{10} \gamma_i : 1 \leq l \leq 9 \right\} \).

To choose \( \Gamma_i \), we observe that

\[
0 \leq \gamma_i < \overline{\gamma}_i := \left( \frac{1}{N_i} + \frac{R_{c,i}}{\lambda_i} \right) P_i,
\]

(115)
due to (103) and (107). Fix a natural number \( m \) and let

\[
\Gamma_i := \left\{ \frac{l}{m} \overline{\gamma}_i : 1 \leq l \leq m - 1 \right\}.
\]

(116)

The set difference \( \mathcal{R}^{(\text{rel})}_S \setminus \tilde{\mathcal{R}}^{(\text{rel})}_S \) becomes smaller as \( m \) increases. For example, Fig. 16 shows the region \( \tilde{\mathcal{R}}^{(\text{rel})}_S \) for \( S = \{(1; 2, 3), (2; 3, 4)\} \) in a setup where \( N_1 = 3, N_2 = 2, \theta_1 = \theta_2 = 1, k_1 = 2, k_2 = 3, q_1 = 0.2, q_2 = 0.1, a_1 = 1.5, a_2 = 0.5, P_1 = 20 \text{ dB}, P_2 = 30 \text{ dB} \) and \( \alpha = 1 \). In panel (a), we have \( \Gamma_i = \left\{ \frac{l}{5} \overline{\gamma}_i : 1 \leq l \leq 4 \right\} \) and in panel (b), \( \Gamma_i = \left\{ \frac{l}{10} \overline{\gamma}_i : 1 \leq l \leq 9 \right\} \).

In the next two examples, we fix \( \theta_1 = \theta_2 = 1, k_1 = k_2 = 2, q_1 = q_2 = 0.3, a_1 = a_2 = 0.5, P_1 = P_2 = 20 \text{ dB} \) and study the effects of \( N_1, N_2 \) and \( \alpha \) on \( \mathcal{R} \) in (113). We also fix \( \Gamma_i = \left\{ \frac{l}{10} \overline{\gamma}_i : 1 \leq l \leq 9 \right\} \).
Fig. 17. A setting where $\theta_1 = \theta_2 = 1, k_1 = k_2 = 2, q_1 = q_2 = 0.3, a_1 = a_2 = 0.5, P_1 = P_2 = 20$ dB and $\alpha = 0$. As the number of codewords $N_1 = N_2$ increases, $R$ becomes strictly smaller.

**Example**—Let $\alpha = 0$, i.e., both users become active at the same time. Fig. [17] shows the region $R$ for different values of $N_1 = N_2$. As the number of transmitted codewords increases, $R$ becomes strictly smaller.

**Example**—Let $N_1 = N_2 = 2$. Fig. [18] shows the region $R$ for different values of $\alpha$. As $\alpha$ increases, the region $R$ converges to the square $\{ (R_{c,1}, R_{c,2}) : \lambda_i < R_{c,i} < \bar{R}_{c,i}, \ i = 1, 2 \}$ where $\bar{R}_{c,1} = \bar{R}_{c,2} \approx 4.8774$. 
Fig. 18. A setting where $N_1 = N_2 = 2, \theta_1 = \theta_2 = 1, k_1 = k_2 = 2, q_1 = q_2 = 0.3, a_1 = a_2 = 0.5$ and $P_1 = P_2 = 20$ dB. As $\alpha$ increases, the region $\mathcal{R}$ converges to the square $\{(R_{c,1}, R_{c,2}) : \lambda_i < R_{c,i} < \bar{R}_{c,i}, i = 1, 2\}$ where $\bar{R}_{c,1} = \bar{R}_{c,2} \approx 4.8774$.

B. The Symmetric Model

In this section we study a symmetric setting where except for $\nu_1$ and $\nu_2$, other system parameters for the two users are identical. In this case, we drop the index $i = 1, 2$, i.e., $N_1 = N_2 = N, \lambda_1 = \lambda_2 = \lambda, R_{c,1} = R_{c,2} = R_c, \theta_1 = \theta_2 = \theta, a_1 = a_2 = a, \gamma_1 = \gamma_2 = \gamma$ and $P_1 = P_2 = P$. Without loss of generality,

$$\nu_2 \geq \nu_1.$$  \hfill (117)

Let $\mathcal{R}_{sym}$ be the set of all $R_c > \lambda I_{N>1}$ such that

- All $2N$ transmitted codewords are decoded successfully.
- The average transmission power for Tx $i$ satisfies $\frac{1}{|T_i|} \sum_{t\in T_i} x_{i,t}^2 \leq P$ where $T_i$ is the period of activity for Tx $i$ until the time slot it transmits the last symbol in its $N^{th}$ burst.

Towards characterizing $\mathcal{R}_{sym}$, we define the set $\mathcal{P}(x, y; \gamma)$ for real numbers $x$ and $y$ by

$$\mathcal{P}(x, y; \gamma) = \left\{ R_c > \lambda I_{N>1} : \left(1 - \frac{x}{\lambda}(\phi_\gamma - \phi'\gamma)\right) R_c < \phi_\gamma - (\phi_\gamma - \phi'\gamma) \frac{y}{\theta}, \gamma < \left(\frac{1}{N} + \frac{R_c}{\lambda}\right) P \right\},$$ \hfill (118)

where

$$\phi_\gamma := C(\gamma), \quad \psi_\gamma := C\left(\frac{\gamma}{1 + a\gamma}\right).$$ \hfill (119)

More precisely, $\mathcal{R}_{sym}$ is the set of codebook rates $R_c > \lambda I_{N>1}$ such that $\gamma < \left(\frac{1}{N} + \frac{R_c}{\lambda}\right) P$ and all $2N$ transmitted codewords are decoded successfully according to the sufficient conditions put forth by Propositions 5, 6 and 7.
One can rephrase the statements in Propositions 5, 6 and 7 in Proposition 9.

**Proposition 9.** For $1 \leq i \leq 2$ and $1 \leq j \leq N$ assume the following conditions hold:

- If $\omega_{ij}^-, \omega_{ij}^+ \neq 0$, then $R_c \in \mathcal{P}(1, \theta; \gamma)$.
- If $\omega_{ij}^- \neq 0$ and $\omega_{ij}^+ = 0$, then $R_c \in \mathcal{P}(j - \omega_{ij}^-, \nu_j - \nu_i; \gamma)$.
- If $\omega_{ij}^- = 0$ and $\omega_{ij}^+ \neq 0$, then $R_c \in \mathcal{P}(\omega_{ij}^+ - j, \nu_i - \nu_j; \gamma)$.
- If $\omega_{ij}^- = \omega_{ij}^+ = 0$, then $R_c \in \mathcal{P}(0, -\theta; \gamma)$.

Then the probability of error in decoding the $j$th message of Tx $i$ can be made arbitrarily small by choosing $n$ sufficiently large.

If $N = 1$, one can easily find $R_{\text{sym}}$ by considering the cases $\alpha < \theta$ and $\alpha > \theta$, separately. If $\alpha < \theta$, the two transmitted codewords overlap and we have $(\omega_{1,1}^-, \omega_{1,1}^+, \omega_{1,1}) = (0, 1, 0)$ and $(\omega_{2,1}^-, \omega_{2,1}^+, \omega_{2,1}) = (1, 0, 0)$. Applying Proposition 9, $R_c \in \mathcal{P}(1 - 1, \nu_1 - \nu_2; \gamma) = \mathcal{P}(0, -\alpha; \gamma)$. If $\alpha > \theta$, none of the transmitted codewords experiences interference and hence, $R_c \in \mathcal{P}(0, -\theta; \gamma)$. Therefore,

$$R_{\text{sym}} = \Bigg\{ \begin{array}{ll} \bigcup_{\gamma > 0} \mathcal{P}(0, -\alpha; \gamma) & \alpha < \theta \\ \bigcup_{\gamma > 0} \mathcal{P}(0, -\theta; \gamma) & \alpha > \theta \end{array} \Bigg\}. \quad (120)$$

Define

$$R_c := R_{c,1} = R_{c,2}, \quad (121)$$

where $R_{c,i}$ is given in (107) and let $\gamma^*$ be the unique positive solution for $\gamma$ in the equation $\phi'_\gamma + \frac{\alpha}{\theta} (\phi_\gamma - \phi'_\gamma) = \left(\frac{\gamma^*}{p} - 1\right) \lambda$. Then it is easy to see that $R_{\text{sym}}|_{N=1} = (0, R_{c,\text{max}})$ where $R_{c,\text{max}}$ is given by

$$R_{c,\text{max}} = \Bigg\{ \begin{array}{ll} \left(\frac{\gamma^*}{p} - 1\right) \lambda & \alpha < \theta \\ \frac{\lambda}{R_c} & \alpha > \theta \end{array} \Bigg\}. \quad (122)$$

For $N \geq 2$, it is not necessarily the case that $R_{\text{sym}} = (\lambda, R_{\text{max}})$. For example, consider the setup in panel (a) of Fig. 18 where the line $R_{c,1} = R_{c,2}$ is shown in red. We see that $R_{\text{sym}}$ is the union of two disjoint intervals.

Throughout the rest of this section let $N \geq 2$. Our goal is to characterize $R_{\text{sym}}$. Define\(^{\text{14}}\)

$$\mu := \frac{\theta R_c}{\lambda}. \quad (123)$$

\(^{\text{14}}\)In Section II.B we defined $\mu_i := \frac{\eta_i}{\lambda}$ in (11). Since $\eta_i$ is replaced by $\theta/R_c$ in our new system model in this section, the choice of the letter $\mu$ for the quotient $\frac{\eta_i}{\lambda}$ in (123) is in accordance with the one in (11).
Recall from Section IV that the burst with index $j$ of Tx $i$ extends from $j\mu + \nu_1$ to $j\mu + \nu_1 + \theta$ on the $t$-axis. Let $j^* \geq 1$ be such that

$$j^* \mu + \nu_1 < \mu + \nu_2 < (j^* + 1)\mu + \nu_1,$$

(124)

or equivalently\(^{15}\)

$$\frac{\alpha}{j^*} < \mu < \frac{\alpha}{j^* - 1}.$$

(125)

i.e., the starting point of the first burst of Tx 2 lies between the starting points of the bursts with indices $j^*$ and $j^* + 1$ of Tx 1 as shown in Fig. 19. The interference pattern on the transmitted codewords depends on how the numbers $\mu$, $\frac{\alpha - \theta}{j^* - 1}$ and $\frac{\alpha + \theta}{j^*}$ compare with each other. For example, Fig. 19 shows the case where $\frac{\alpha - \theta}{j^* - 1} < \mu < \frac{\alpha + \theta}{j^*}$. As a result, each codeword of Tx 1 with index $j \geq j^* + 1$ experiences interference on its both ends, the codeword of Tx 1 with index $j^*$ experiences interference only on its right end and any codeword of Tx 1 with index $j \leq j^* - 1$ does not experience any interference. In general, it is easy to see that

$$\omega_{1,j}^{-} = \begin{cases} 0 & j \leq j^* \\ j - j^* & j > j^* + 1 \\ 0 & \mu > \frac{\alpha + \theta}{j^*}, j \geq j^* + 1 \end{cases}$$

(126)

$$\omega_{1,j}^{+} = \begin{cases} 0 & j \leq j^* - 1 \\ j - j^* + 1 & j > j^* + 1 \\ 0 & \mu < \frac{\alpha - \theta}{j^* - 1}, j \geq j^* \end{cases}$$

(127)

$$\omega_{2,j}^{-} = \begin{cases} j + j^* - 1 & \mu > \frac{\alpha - \theta}{j^* - 1}, j \leq N - j^* + 1 \\ 0 & \mu < \frac{\alpha - \theta}{j^* - 1}, j \leq N - j^* + 1 \end{cases}$$

(128)

\(^{15}\)If $j^* = 1$, we drop the upper bound in (125).
Fig. 19. The integer \( j^* \geq 1 \) is such that the starting point of the first burst of Tx 2 lies between the bursts with indices \( j^* \) and \( j^* + 1 \) of Tx 1. The length of any burst is \( \theta \) on the \( \tilde{t} \)-axis. This picture shows the case where \((\mu + \nu_2) - (j^* + 1)\mu + \nu_1) < \theta \) and \((j^* + 1)\mu + \nu_1) - (\mu + \nu_2) < \theta \), or equivalently, \( \frac{\alpha + \theta}{j^* - 1} < \mu < \frac{\alpha + \theta}{j^*} \). This implies that each codeword of Tx 1 with index \( j \) experiences interference on its both ends, the codeword with index \( j^* \) experiences interference only on its right end and any codeword with index \( j \leq j^* - 1 \) does not experience any interference.

and

\[
\omega_{2,j}^+ = \begin{cases} 
  j + j^* & \mu < \frac{\alpha + \theta}{j^*}, \ j \leq N - j^* \\
  0 & \mu > \frac{\alpha + \theta}{j^*}, \ j \leq N - j^* \\
  0 & j \geq N - j^* + 1
\end{cases}
\tag{129}
\]

In view of the interference pattern described in (126) to (129) and considering the constraints in (125), we define the four disjoint sets

\[
\mathcal{A}_{j^*} := \left\{ R_c > \lambda : \frac{\alpha - \theta}{j^* - 1} < \mu < \frac{\alpha + \theta}{j^*}, \ \frac{\alpha}{j^*} < \mu < \frac{\alpha}{j^* - 1} \right\}
\]

\[
= \left\{ R_c > \lambda : \max \left\{ \frac{\alpha - \theta}{j^* - 1}, \frac{\alpha}{j^*} \right\} < \mu < \min \left\{ \frac{\alpha + \theta}{j^*}, \frac{\alpha}{j^* - 1} \right\} \right\} .
\tag{130}
\]

\[
\mathcal{B}_{j^*} := \left\{ R_c > \lambda : \mu < \min \left\{ \frac{\alpha - \theta}{j^* - 1}, \frac{\alpha + \theta}{j^*} \right\}, \ \frac{\alpha}{j^*} < \mu < \frac{\alpha}{j^* - 1} \right\}
\]

\[
= \left\{ R_c > \lambda : \frac{\alpha}{j^*} < \mu < \min \left\{ \frac{\alpha - \theta}{j^* - 1}, \frac{\alpha + \theta}{j^*} \right\} \right\} ,
\tag{131}
\]

\[
\mathcal{C}_{j^*} := \left\{ R_c > \lambda : \mu > \max \left\{ \frac{\alpha - \theta}{j^* - 1}, \frac{\alpha + \theta}{j^*} \right\}, \ \frac{\alpha}{j^*} < \mu < \frac{\alpha}{j^* - 1} \right\}
\]

\[
= \left\{ R_c > \lambda : \max \left\{ \frac{\alpha - \theta}{j^* - 1}, \frac{\alpha + \theta}{j^*} \right\} < \mu < \frac{\alpha}{j^* - 1} \right\} .
\tag{132}
\]
and
\[
\mathcal{D}_j^* := \left\{ R_c > \lambda : \frac{\alpha + \theta}{j^*} < \mu < \frac{\alpha - \theta}{j^* - 1}, \frac{\alpha}{j^*} < \mu < \frac{\alpha}{j^* - 1} \right\}
\]
\[
= \left\{ R_c > \lambda : \frac{\alpha + \theta}{j^*} < \mu < \frac{\alpha - \theta}{j^* - 1} \right\}.
\]

(133)

Next, we explicitly compute the sets \( \mathcal{R}_{\text{sym}} \cap \mathcal{A}_j^* \), \( \mathcal{R}_{\text{sym}} \cap \mathcal{B}_j^* \), \( \mathcal{R}_{\text{sym}} \cap \mathcal{C}_j^* \) and \( \mathcal{R}_{\text{sym}} \cap \mathcal{D}_j^* \). We will frequently invoke Proposition 9 without mentioning to do so.

- **Computing** \( \mathcal{R}_{\text{sym}} \cap \mathcal{A}_j^* \):
  1) Conditions for successful decoding at Rx 1
     - Any codeword of Tx 1 with index \( j \leq j^* - 1 \) does not experience any interference.
     - The codeword of Tx 1 with index \( j^* \) experiences interference only on its right end and \( \omega_1^{j^*} = 1 \).
       We require \( R_c \in \mathcal{P}(1 - j^*, \nu_1 - \nu_2; \gamma) = \mathcal{P}(1 - j^*, -\alpha; \gamma) \).
     - Any codeword of Tx 1 with index \( j^* + 1 \leq j \leq N \) experiences interference on its both ends.
       We require \( R_c \in \mathcal{P}(1, \theta; \gamma) \).
  2) Conditions for successful decoding at Rx 2
     - Any codeword of Tx 2 with index \( 1 \leq j \leq N - j^* \) experiences interference on its both ends.
       We require \( R_c \in \mathcal{P}(1, \theta; \gamma) \).
     - The codeword of Tx 2 with index \( j = N - j^* + 1 \) experiences interference only on its left end and \( \omega_2^{N-j^*+1} = N \). We require \( R_c \in \mathcal{P}((N - j^* + 1) - N, \nu_1 - \nu_2; \gamma) = \mathcal{P}(1 - j^*, -\alpha; \gamma) \).
     - Any codeword of Tx 2 with index \( N - j^* + 2 \leq j \leq N \) does not experience any interference.

It follows that
\[
\mathcal{R}_{\text{sym}} \cap \mathcal{A}_j^* = \begin{cases} 
\bigcup_{\gamma \geq 0} (\mathcal{P}(1, \theta; \gamma) \cap \mathcal{P}(1 - j^*, -\alpha; \gamma)) \cap \mathcal{A}_{j^*} & 1 \leq j^* \leq N - 1 \\
\bigcup_{\gamma \geq 0} \mathcal{P}(1 - N, -\alpha; \gamma) \cap \mathcal{A}_N & j^* = N \\
\bigcup_{\gamma \geq 0} \mathcal{P}(0, -\theta; \gamma) \cap \mathcal{A}_{j^*} & j^* \geq N + 1
\end{cases}.
\]

(134)

- **Computing** \( \mathcal{R}_{\text{sym}} \cap \mathcal{B}_j^* \):
  1) Conditions for successful decoding at Rx 1
     - Any codeword of Tx 1 with index \( j \leq j^* \) does not experience any interference.
     - Any codeword of Tx 1 with index \( j^* + 1 \leq j \leq N \) experiences interference only on its left end and \( \omega_1^{j} = j - j^* \). We require \( R_c \in \mathcal{P}(j - (j - j^*), \nu_2 - \nu_1; \gamma) = \mathcal{P}(j^*, \alpha; \gamma) \).
  2) Conditions for successful decoding at Rx 2
Any codeword of Tx 2 with index $1 \leq j \leq N - j^*$ experiences interference only on its right end and $\omega_{2,j} = j + j^*$. We require $R_c \in \mathcal{P}((j + j^*) - j, \nu_2 - \nu_1; \gamma) = \mathcal{P}(j^*, \alpha; \gamma)$.

Any codeword of Tx 2 with index $N - j^* + 1 \leq j \leq N$ does not experience any interference.

It follows that

$$\mathcal{R}_{\text{sym}} \bigcap \mathcal{D}_{j^*} = \left\{ \begin{array}{ll} \bigcup_{\gamma > 0} \mathcal{P}(j^*, \alpha; \gamma) \bigcap \mathcal{D}_{j^*} & 1 \leq j^* \leq N - 1 \\ \bigcup_{\gamma > 0} \mathcal{P}(0, -\theta; \gamma) \bigcap \mathcal{D}_{j^*} & j^* \geq N \end{array} \right..$$

(135)

• Computing $\mathcal{R}_{\text{sym}} \bigcap \mathcal{E}_{j^*}$:

1) Conditions for successful decoding at Rx 1

- Any codeword of Tx 1 with index $j \leq j^* - 1$ does not experience any interference.

- Any codeword of Tx 1 with index $j^* \leq j \leq N$ experiences interference only on its right end and $\omega_{1,j} = j - j^* + 1$. We require $R_c \in \mathcal{P}((j - j^* + 1) - j, \nu_1 - \nu_2; \gamma) = \mathcal{P}(1 - j^*, -\alpha; \gamma)$.

2) Conditions for successful decoding at Rx 2

- Any codeword of Tx 2 with index $1 \leq j \leq N - j^* + 1$ experiences interference only on its left end and $\omega_{2,j} = j + j^* - 1$. We require $R_c \in \mathcal{P}(j - (j + j^* - 1), \nu_1 - \nu_2; \gamma) = \mathcal{P}(1 - j^*, -\alpha; \gamma)$.

- Any codeword of Tx 2 with index $N - j^* + 2 \leq j \leq N$ does not experience any interference.

It follows that

$$\mathcal{R}_{\text{sym}} \bigcap \mathcal{E}_{j^*} = \left\{ \begin{array}{ll} \bigcup_{\gamma > 0} \mathcal{P}(1 - j^*, -\alpha; \gamma) \bigcap \mathcal{E}_{j^*} & 1 \leq j^* \leq N \\ \bigcup_{\gamma > 0} \mathcal{P}(0, -\theta; \gamma) \bigcap \mathcal{E}_{j^*} & j^* \geq N + 1 \end{array} \right..$$

(136)

• Computing $\mathcal{R}_{\text{sym}} \bigcap \mathcal{D}_{j^*}$: In this case, any codeword sent by Tx 1 or Tx 2 is received in the absence of interference. Hence,

$$\mathcal{R}_{\text{sym}} \bigcap \mathcal{D}_{j^*} = \bigcup_{\gamma > 0} \mathcal{P}(0, -\theta; \gamma) \bigcap \mathcal{D}_{j^*}, \quad j^* \geq 1.$$ 

(137)

In general, one can characterize $\mathcal{R}_{\text{sym}}$ for $N \geq 2$ by taking the following steps:

1) Write

$$\mathcal{R}_{\text{sym}} = \bigcup_{j^* = 1}^{\infty} \mathcal{R}_{j^*},$$

(138)

where

$$\mathcal{R}_{j^*} = \mathcal{R}_{\text{sym}} \bigcap (\mathcal{A}_{j^*} \bigcup \mathcal{B}_{j^*} \bigcup \mathcal{C}_{j^*} \bigcup \mathcal{D}_{j^*}).$$

(139)
2) Use (134), (135), (136) and (137) to describe \( \mathcal{R}_{j^*} \) for any \( j^* \geq 1 \).

If \( \alpha < \theta \),

\[
\mathcal{A}_{j^*} = \mathcal{B}_{j^*} = \mathcal{C}_{j^*} = \mathcal{D}_{j^*} = \emptyset, \tag{140}
\]

for any \( j^* \geq 2 \), i.e., \( \mathcal{R}_{sym} = \mathcal{R}_1 \). The following proposition characterizes \( \mathcal{R}_{sym} \) provided that \( \alpha < \theta \).

**Proposition 10.** Assume \( \alpha < \theta \). Let \( \gamma_0, \gamma_1 \) and \( \gamma_2 \) be the solutions for \( \gamma \) in \( 2\psi_{\gamma} = \phi_{\gamma}, \psi_{\gamma} = \lambda \) and \( \psi_{\gamma} + \frac{\alpha}{\beta} (\phi_{\gamma} - \psi_{\gamma}) = \lambda \), respectively. If \( \gamma_1 \) does not exist, let \( \gamma_1 = \infty \).

- If \( \lambda < \psi_{\gamma_0} \), define

\[
f(\gamma) := \begin{cases} 0 & \gamma \leq \gamma_1 \\ \lambda & \gamma > \gamma_1 \end{cases}, \quad g(\gamma) = \begin{cases} 0 & \gamma \leq \gamma_1 \\ \frac{2\psi_{\gamma} - \phi_{\gamma}}{1 - \frac{\alpha}{\beta} (\phi_{\gamma} - \psi_{\gamma})} & \gamma_1 < \gamma \leq \gamma_2 \\ \psi_{\gamma} + \frac{\alpha}{\beta} (\phi_{\gamma} - \psi_{\gamma}) & \gamma > \gamma_2 \end{cases}. \tag{141}
\]

- If \( \lambda \geq \psi_{\gamma_0} \), define

\[
f(\gamma) := \begin{cases} 0 & \gamma \leq \gamma_2 \\ \frac{2\psi_{\gamma} - \phi_{\gamma}}{1 - \frac{\alpha}{\beta} (\phi_{\gamma} - \psi_{\gamma})} & \gamma_2 < \gamma \leq \gamma_1 \\ \lambda & \gamma > \gamma_1 \end{cases}, \quad g(\gamma) = \begin{cases} 0 & \gamma \leq \gamma_2 \\ \psi_{\gamma} + \frac{\alpha}{\beta} (\phi_{\gamma} - \psi_{\gamma}) & \gamma > \gamma_2 \end{cases}. \tag{142}
\]

Then

\[
\mathcal{R}_{sym} = \bigcup_{\gamma \geq 0} \left( \max \left\{ f(\gamma), \left( \frac{\gamma}{P} - \frac{1}{N} \right) \lambda \right\}, g(\gamma) \right). \tag{143}
\]

**Proof:** See Appendix J.

A few remarks are in order:

- Explicit expressions for \( \gamma_0 \) and \( \gamma_1 \) are

\[
\gamma_0 = \frac{1 + \sqrt{1 + 4a^2}}{2a^2}, \quad \gamma_1 = \frac{2^{2\lambda} - 1}{1 - a(2^{2\lambda} - 1)}. \tag{144}
\]

There is no closed-form expression for \( \gamma_2 \) and it must be computed numerically.

- If \( P \) is sufficiently large, e.g., \( P > N \max\{\gamma_1, \gamma_2\} \), it is easy to see that \( \mathcal{R}_{sym} = (\lambda, R_{c, max}) \) where \( R_{c, max} \) is given in (122). For “smaller” values of \( P \), \( \inf_{R_c \in \mathcal{R}_{sym}} R_c \) can be larger than \( \lambda \) as we will see in the example in below.

- In (143), \( \mathcal{R}_{sym} \) is given as the union of uncountably many intervals. It is more convenient to represent
\( R_c = f(\gamma) = \lambda \)\]

\[ R_c = g(\gamma) \]

\[ R_c = (\gamma P - 1/N) \lambda \]

Fig. 20. Panel (a) shows a setting where \( N = 4, \theta = 1, \lambda = 0.5722, a = 0.5, P \approx 3.617 \text{ dB} \) and \( \alpha = 0.5 \). In this case, \( \gamma_0 \approx 6.84 \text{ dB} \) and \( \lambda < \psi_\gamma \approx 0.6358 \), i.e., \( f(\gamma) \) and \( g(\gamma) \) are given by (141). Panel (b) shows a scenario where \( N = 4, \theta = 1, \lambda = 0.7629, a = 0.5, P = 10 \text{ dB} \) and \( \alpha = 0.5 \). In this case, \( \gamma_0 \approx 6.84 \text{ dB} \) and \( \lambda > \psi_\gamma \approx 0.6358 \), i.e., \( f(\gamma) \) and \( g(\gamma) \) are given by (142). The red strip on the \( R_c \)-axis is \( R_{sym} \) as the projection of the region \( \Omega \) on the \( R_c \)-axis. In both panel (a) and panel (b), \( \inf_{R_c \in R_{sym}} R_c > \lambda \).

Define the regions \( \Omega' \), \( \Omega'' \) and \( \Omega \) by

\[ \Omega' := \left\{ (\gamma, R_c) : f(\gamma) < R_c < g(\gamma) \right\}, \]

\[ \Omega'' := \left\{ (\gamma, R_c) : R_c \geq (\gamma P - 1/N) \lambda \right\} \]

and

\[ \Omega := \Omega' \cap \Omega'', \]

i.e., \( \Omega' \) is the set of all \( (\gamma, R_c) \) such that the 2\( N \) transmitted codewords are sent immediately and decoded successfully at the receivers and \( \Omega'' \) is the set of all \( (\gamma, R_c) \) such that the average power constraint in (103) holds. Then

\[ R_{sym} = \Pi(\Omega) \]

where the map \( \Pi(\gamma, R_c) = R_c \) is the projection on the \( R_c \)-axis.

**Example:** Let \( N = 4, \theta = 1, a = 0.5 \) and \( \alpha = 0.5 \). Then \( \gamma_0 \approx 6.84 \text{ dB} \) and \( \psi_\gamma \approx 0.6358 \). We consider two cases:
• If $\lambda < 0.9\psi_{\gamma_0} = 0.5722$, then $f(\gamma)$ and $g(\gamma)$ are given by (141). Assuming $P \approx 3.617$ dB, Fig. 20 in panel (a) shows $f(\gamma)$, $g(\gamma)$ and $(\frac{\pi}{P} - \frac{1}{N})\lambda$ as functions of $\gamma$. The set $R_{sym}$ is shown by a red strip as the projection of the region $\Omega$ on the $R_c$-axis.

• If $\lambda \geq 0.9\psi_{\gamma_0} = 0.5722$, then $f(\gamma)$ and $g(\gamma)$ are given by (142). Assuming $P = 10$ dB, Fig. 20 in panel (b) shows $f(\gamma)$, $g(\gamma)$ and $(\frac{\pi}{P} - \frac{1}{N})\lambda$ as functions of $\gamma$. The set $R_{sym}$ is shown by a red strip as the projection of the region $\Omega$ on the $R_c$-axis.

In both cases we observe that $\inf_{R_c \in R_{sym}} R_c > \lambda$.

VII. CONCLUSION

We have studied a two-user GIC-SDA with immediate transmissions under two different settings. In one scenario, the information source at each transmitter turned off after generating a given total number of bits and the transmitters only knew the statistics of the mutual delay between their bit streams. The codebook rate at each transmitter was optimized in order to achieve a target average transmission rate and transmission power and maximize the probability of successful decoding at the receivers. In another scenario, the information sources were active indeterminately and the transmitters were aware of the exact mutual delay between their bit streams. We characterized an achievable rate region for the codebook rates assuming the receivers treat interference as noise. This region was given as a union of uncountably many polyhedrons which is in general disconnected and non-convex due to infeasibility of time sharing.

APPENDIX A; PROOF OF (13)

We need the following Lemma which is a slightly weaker version of Theorem 4.4 in [20]:

Lemma 1. Let $x$ be a $\text{Bin}(N, p)$ random variable. Then

$$
\mathbb{P}(x \geq (1 + \epsilon)NP) \leq e^{-(1+\epsilon)\ln(1+\epsilon) - \epsilon)NP},
$$

(149)

for any $\epsilon > 0$.

At the “beginning” of time slot $t = 0$ the buffer is empty. Recall that $t_0 := \tau_{i}^{(1)}$ is the smallest $t$ such that $b_{i,t} + b_{i,t}^{'} \geq [n\eta_i]$. This implies that $b_{i,t_0} + b_{i,t_0}^{'} = \lfloor [n\eta_i] \rfloor k_i$ is the smallest multiple of $k_i$ which is larger than or equal to $[n\eta_i]$. The first codeword together with the preamble sequence are transmitted during the time slots $t_0 + 1, \cdots , t_0 + n' + n_i$ and the content of the buffer at the beginning of time slot $t_0 + 1$
becomes
\[ b_{i,t_0+1} = \left\lfloor \frac{n\eta_i}{k_i} \right\rfloor k_i - \lfloor n\eta_i \rfloor. \] (150)

We are interested in computing the probability of the event that a new codeword is scheduled for transmission before or at the time slot \( t_0 + n' + n_i - 1 \), i.e., \( b_{i,t_0+1} + \sum_{t=t_0+1}^{t_0+n'+n_i-1} b'_{i,t} \geq \lfloor n\eta_i \rfloor \). We have
\[ \Pr \left( b_{i,t_0+1} + \sum_{t=t_0+1}^{t_0+n'+n_i-1} b'_{i,t} \geq \lfloor n\eta_i \rfloor \right) \leq \Pr \left( \sum_{t=t_0+1}^{t_0+n'+n_i-1} b'_{i,t} \geq \lfloor n\eta_i \rfloor - k_i \right) \]
\[ = \Pr \left( \sum_{t=t_0+1}^{t_0+n'+n_i-1} \frac{b'_{i,t}}{k_i} \geq \frac{\lfloor n\eta_i \rfloor}{k_i} - 1 \right), \] (151)

where the first step is due to the fact that \( 0 \leq b_{i,t_0+1} < k_i \) due to (150). By assumption,
\[ \lim_{n \to \infty} \frac{1}{(n' + n_i - 1)q_i} \left( \frac{n\eta_i}{k_i} \right) - 1 = \frac{\eta_i}{\lambda_i \theta_i} = \frac{\mu_i}{\theta_i} > 1. \] (152)

Let
\[ \epsilon_i := \frac{1}{2} \left( \frac{\mu_i}{\theta_i} - 1 \right). \] (153)

In view of (152), assume \( n \) is large enough such that
\[ \frac{1}{(n' + n_i - 1)q_i} \left( \frac{n\eta_i}{k_i} \right) - 1 > 1 + \epsilon_i. \] (154)

Since \( \sum_{t=t_0+1}^{t_0+n'+n_i-1} \frac{b'_{i,t}}{k_i} \) is a \( \text{Bin}(n' + n_i - 1, q_i) \) random variable, the right side of (151) is bounded from above by \( \Pr(\text{Bin}(n' + n_i - 1, q_i) \geq (1 + \epsilon_i)(n' + n_i - 1)q_i) \) due to (154). Then Lemma 1 applies, i.e.,
\[ \Pr(\text{Bin}(n' + n_i - 1, q_i) \geq (1 + \epsilon_i)(n' + n_i - 1)q) \leq e^{-c_i n}, \] (155)

where \( c_i = q_i \theta_i ((1 + \epsilon_i) \ln(1 + \epsilon_i) - \epsilon_i) \) and we have assumed \( n \) is large enough such that \( n' + n_i - 1 = \ln n + \lfloor n\theta_i \rfloor - 1 > n\theta_i \).

VIII. APPENDIX B; PROOF OF PROPOSITION 1

We will use the following simple fact:

**Lemma 2.** Let \( \mathbf{x}_n \) for \( n \geq 1 \) be a sequence of real-valued random variables and \( \lim_{n \to \infty} \mathbf{x}_n = a \) where \( a > 0 \) is a real number. Then \( \lim_{n \to \infty} \Pr(\mathbf{x}_n > 0) = 1. \)

**Proof:** Since \( \lim_{n \to \infty} \mathbf{x}_n = a \), then \( \mathbf{x}_n \) also converges to \( a \) in probability. Fix \( 0 < \epsilon < a \). We have
\[
\lim_{n \to \infty} P(x_n > 0) \geq \lim_{n \to \infty} P(|x_n - a| < \epsilon) = 1. \tag{155}
\]

We only study the cases \( j = 1 \) and \( j = 2 \). The proof can be extended to any \( j \geq 3 \). Let \( \beta_m := \sum_{t=1}^{mn_i} b_{i,t} \) for \( m \geq 1 \) be the total number of bits arriving at the buffer of Tx \( i \) until the time slot of index \( mn_i \). Under the Tx-Rx synchronous scheme, Tx \( i \) checks its buffer at time slots \( mn_i \) for \( m \geq 1 \) and if its buffer content is more than \( \lfloor n\eta_i \rfloor \), a codeword is sent over the channel during time slots \( mn_i + 1, \ldots, (m+1)n_i \).

By SLLN,
\[
\lim_{n \to \infty} \frac{\beta_m}{n} = m\theta_i\lambda_i, \tag{156}
\]
for any \( m \geq 1 \).

- Let \( j = 1 \). We have
\[
\zeta_i^{(1)} = mn_i \iff \beta_1, \ldots, \beta_{m-1} < \lfloor n\eta_i \rfloor, \beta_m \geq \lfloor n\eta_i \rfloor \tag{157}
\]
for any \( m \geq 1 \). Recall \( \mu_i := \frac{\eta_i}{\lambda_i} > \theta_i \). By assumption, \( \mu_i \) is not an integer multiple of \( \theta_i \). Let \( m^* \geq 1 \) be such that
\[
m^* \theta_i < \mu_i < (m^* + 1)\theta_i. \tag{158}
\]

Putting (156), (157) and (158) together and invoking Lemma 2,
\[
\lim_{n \to \infty} P(\zeta_i^{(1)} = (m^* + 1)n_i) = 1. \tag{159}
\]

By (158), fix \( \delta_1 > 0 \) such that \( (1 + \delta_1)\mu_i < (m^* + 1)\theta_i \). Then
\[
P(\zeta_i^{(1)} > (1 + \delta_1)\tau_i^{(1)}) \geq P(\zeta_i^{(1)} > (1 + \delta_1)\tau_i^{(1)}; \zeta_i^{(1)} = (m^* + 1)n_i) = P((m^* + 1)n_i > (1 + \delta_1)\tau_i^{(1)}; \zeta_i^{(1)} = (m^* + 1)n_i). \tag{160}
\]

Since \( \tau_i^{(1)} \sim NB(\frac{\lfloor mn_i \rfloor}{\mu_i}, q_i) \), we can apply SLLN to get
\[
\lim_{n \to \infty} \frac{1}{n}(m^* + 1)n_i - (1 + \delta_1)\tau_i^{(1)} = (m^* + 1)\theta_i - (1 + \delta_1)\mu_i > 0. \tag{165}
\]

Using this together with Lemma 2,
\[
\lim_{n \to \infty} P((m^* + 1)n_i > (1 + \delta_1)\tau_i^{(1)}) = 1. \tag{161}
\]

By (159) and (166), the expression on the right side of (165) goes to 1 as \( n \) grows\(^1\) and we get the desired result.

\(^1\)If \( A_n \) and \( B_n \) are events such that \( \lim_{n \to \infty} P(A_n) = \lim_{n \to \infty} P(B_n) = 1 \), then \( \lim_{n \to \infty} P(A_n \cap B_n) = 1 \).
• Let \( j = 2 \). We have \( \xi_i^{(2)} = mn_i \) for some \( m \geq 2 \) if and only if there is \( 1 \leq m' \leq m - 1 \) such that

\[
\beta_1, \ldots, \beta_{m'-1} < [m\eta_i], \quad \beta_{m'} \geq [m\eta_i], \quad \beta_{m'+1}, \ldots, \beta_{m-1} < 2[n\eta_i], \quad \beta_m \geq 2[n\eta_i]
\]  

(162)

Recall that \( \mu_i \) is not a multiple of \( \frac{\theta_i}{2} \). Let \( m^* \geq 2 \) be such that

\[
\frac{m^*\theta_i}{2} < \mu_i < \frac{(m^*+1)\theta_i}{2}.
\]  

(163)

Then we can invoke Lemma 2 together with (156), (162) and (163) to write

\[
\lim_{n \to \infty} \mathbb{P}(\xi_i^{(2)} = (m^*+1)n_i) = 1,
\]  

(164)

where \( m' \) in (162) is selected as \( m' = \frac{m^*}{2} + 1 \) for even \( m^* \) and \( m' = \frac{m^*+1}{2} \) for odd \( m^* \). By (163), fix \( \delta_2 > 0 \) such that \( (1 + \delta_2)\mu_i < \frac{(m^*+1)\theta_i}{2} \). Then

\[
\mathbb{P}\left(\xi_i^{(2)} > (1 + \delta_2)\tau_i^{(2)}\right) \geq \mathbb{P}\left(\xi_i^{(2)} > (1 + \delta_2)\tau_i^{(1)}, \xi_i^{(2)} = (m^*+1)n_i\right)
\quad = \quad \mathbb{P}\left((m^*+1)n_i > (1 + \delta_2)\tau_i^{(2)}, \xi_i^{(2)} = (m^*+1)n_i\right).
\]  

(165)

Since \( \tau_i^{(2)} \sim \text{NB}\left(\frac{2[n\eta_i]}{k_i}, \theta_i\right) \), we can apply SLLN to get \( \lim_{n \to \infty} \frac{1}{n}((m^*+1)n_i - (1 + \delta_2)\tau_i^{(2)}) = (m^*+1)\theta_i - 2(1 + \delta_2)\mu_i > 0 \). Using this together with Lemma 2

\[
\lim_{n \to \infty} \mathbb{P}\left((m^*+1)n_i > (1 + \delta_2)\tau_i^{(2)}\right) = 1.
\]  

(166)

By (159) and (166), the expression on the right side of (165) goes to 1 as \( n \) grows and we get the desired result.

Finally, we select \( \delta := \min_{1 \leq j \leq N_i} \delta_j \) to make sure (19) holds for any \( 1 \leq j \leq N_i \).

**APPENDIX C; PROOF OF PROPOSITION 2**

Let \( 1 \leq j_1 \leq N_1 \) and \( 1 \leq j_2 \leq N_2 \). If \( \tau_1^{(j_1)} + 1 \leq \tau_2^{(j_2)} + 1 \leq \tau_1^{(j_1)} + n' \), then the \( j_2 \)th burst of Tx 2 starts while Tx 1 is sending the preamble sequence in its \( j_1 \)th burst. If \( \tau_1^{(j_1)} + 1 \leq \tau_2^{(j_2)} + n' + n_2 \leq \tau_1^{(j_1)} + n' \), then the \( j_2 \)th burst of Tx 2 ends while Tx 1 is sending the preamble sequence in its \( j_1 \)th burst. Let \( \mathcal{E}_{j_1,j_2} \) be the union of these two events, i.e.,

\[
\mathcal{E}_{j_1,j_2} := \left\{ 0 \leq \tau_2^{(j_2)} - \tau_1^{(j_1)} \leq n' - 1 \right\} \cup \left\{ n_2 \leq \tau_1^{(j_1)} - \tau_2^{(j_2)} \leq n' + n_2 - 1 \right\}
\]  

(167)
We have

\[ P\left( \bigcup_{j_1, j_2} E_{j_1, j_2} \right) \leq \sum_{1 \leq j_1 \leq N_1} \sum_{1 \leq j_2 \leq N_2} P(E_{j_1, j_2}). \] (168)

Moreover,

\[ P(E_{j_1, j_2}) \leq P(0 \leq \tau_{2}^{(j_2)} - \tau_{1}^{(j_1)} \leq n' - 1) + P(n_2 \leq \tau_{1}^{(j_1)} - \tau_{2}^{(j_2)} \leq n' + n_2 - 1). \] (169)

In view of (168) and (169), it is enough to show that

\[ \lim_{n \to \infty} P\left( 0 \leq \tau_{2}^{(j_2)} - \tau_{1}^{(j_1)} \leq n' - 1 \right) = 0 \] (170)

and

\[ \lim_{n \to \infty} P\left( n_2 \leq \tau_{1}^{(j_1)} - \tau_{2}^{(j_2)} \leq n' + n_2 - 1 \right) = 0 \] (171)

for arbitrary choices of \( j_1 \) and \( j_2 \). To verify (170), define

\[ \rho_n := \frac{1}{n}\left( \tau_{2}^{(j_2)} - \tau_{1}^{(j_1)} \right), \quad \rho_n' := \frac{1}{n}\left( \tau_{1}^{(j_1)} - \tau_{2}^{(j_2)} + n' - 1 \right). \] (172)

Then

\[ P\left( 0 \leq \tau_{2}^{(j_2)} - \tau_{1}^{(j_1)} \leq n' - 1 \right) = P\left( \rho_n \geq 0, \rho_n' \geq 0 \right) = P\left( \min\{\rho_n, \rho_n'\} \geq 0 \right). \] (173)

By (24),

\[ \lim_{n \to \infty} \frac{\tau_{1}^{(j_1)}}{n} = \lim_{n \to \infty} \frac{\xi_{1}^{(j_1)}}{n} + \lim_{n \to \infty} \frac{\lfloor n\nu_1 \rfloor}{n} = \lim_{n \to \infty} \frac{\xi_{1}^{(j_1)}}{n} + \nu_1. \] (174)

Using SLLN, \( \lim_{n \to \infty} \frac{\xi_{1}^{(j_1)}}{n} = j_1\mu_1 \) and we get

\[ \lim_{n \to \infty} \frac{\tau_{1}^{(j_1)}}{n} = j_1\mu_1 + \nu_1. \] (175)

Similarly,

\[ \lim_{n \to \infty} \frac{\tau_{2}^{(j_2)}}{n} = j_2\mu_2 + \nu_2. \] (176)

Define

\[ \rho := j_2\mu_2 - j_1\mu_1 + \nu_2 - \nu_1. \] (177)
By (172), (175) and (176) and noting that \(\lim_{n \to \infty} \frac{x^2 n^2 - 1}{n} = 0\), we get \(\lim_{n \to \infty} \rho_n = \rho\), \(\lim_{n \to \infty} \rho' = -\rho\) and hence,

\[
\lim \min_n \{\rho_n, \rho'\} = \min\{\rho, -\rho\} < 0, \tag{178}
\]

where the last step is due to (34). By (178) and Lemma 2, the proof of (170) is complete. The proof of (171) is quite similar and is omitted for brevity.

**APPENDIX D; PROOF OF PROPOSITION3**

We need the following Lemma:

**Lemma 3 (Bernstein’s inequality [21]).** Let \(x_1, \ldots, x_m\) be independent zero mean real-valued random variables, \(x_i \leq 1\) for any \(1 \leq i \leq m\) and \(\varepsilon > 0\). Then

\[
\mathbb{P}\left(\frac{1}{m} \sum_{i=1}^{m} x_i \geq \varepsilon\right) \leq e^{-\frac{\mu r^2}{2(\varepsilon^2 + \frac{1}{r})}}, \tag{179}
\]

where \(\sigma^2\) is the arithmetic average of the variances of \(x_1, \ldots, x_m\).

We have

\[
\mathbb{P}(t_1 < t_1) = \sum_{t_1 > 0} \mathbb{P}(t_1 < t_1 | t_1 = t_1) \mathbb{P}(t_1 = t_1). \tag{180}
\]

Moreover,

\[
\mathbb{P}(t_1 < t_1 | t_1 = t_1)
= \mathbb{P}\left(\exists t < t_1 : ((s'_{1,t})_{i=0}^{t-1}, (y_{1,t})_{i=t}^{t+n-1}) \in A^{(n')}[p^{(1)}] \text{ or } ((s'_{2,t})_{i=0}^{t-1}, (y_{1,t})_{i=t}^{t+n-1}) \in A^{(n')}[p^{(3)}]\right)
\leq \sum_{t=0}^{t_1-1} \mathbb{P}\left(((s'_{1,t})_{i=0}^{t-1}, (y_{1,t})_{i=t}^{t+n-1}) \in A^{(n')}[p^{(1)}]\right)
+ \sum_{t=0}^{t_1-1} \mathbb{P}\left(((s'_{2,t})_{i=0}^{t-1}, (y_{1,t})_{i=t}^{t+n-1}) \in A^{(n')}[p^{(3)}]\right). \tag{181}
\]

In the following, we find an upper bound on each term on the right side of (181).

- The term \(\sum_{t=0}^{t_1-1} \mathbb{P}\left(((s'_{1,t})_{i=0}^{t-1}, (y_{1,t})_{i=t}^{t+n-1}) \in A^{(n')}[p^{(1)}]\right):\) We study the cases \(t \leq t_1 - n'\) and \(t_1 - n' + 1 \leq t \leq t_1 - 1\), separately:
  - Let \(t \leq t_1 - n'\). We explicitly write the constraint defining \(A^{(m)}[p^{(1)}]\) in (41) as the set of all
$(\bar{x}, \bar{y})$ such that $|\frac{1}{m} \sum_{l=1}^{m} \left( \frac{1}{2\gamma_1} x_l^2 + \frac{1}{2} (y_l - x_l)^2 - 1 \right)| < \frac{\epsilon}{\log e}$. Then we have the thread of inequalities

\[
\Pr\left( \left( (s'_{1,t})_{t=0}^{n'-1}, (y_{1,t})_{t=1}^{n'+1} \right) \in A_1(n') \right)
\leq \Pr\left( \left| \frac{1}{n'} \sum_{l=0}^{n'-1} \left( \frac{1}{2\gamma_1} |s'_{1,t}|^2 + \frac{1}{2} (y_{1,t+t} - y_{1,t})^2 - 1 \right) \right| < \frac{\epsilon}{\log e} \right)
\leq \Pr\left( \left| \frac{1}{n'} \sum_{l=0}^{n'-1} \left( \frac{1}{2\gamma_1} |s'_{1,t}|^2 + \frac{1}{2} (y_{1,t+t} - y_{1,t})^2 - 1 \right) \right| < \frac{\epsilon}{\log e} \right)
\leq \Pr\left( \left| \frac{1}{n'} \sum_{l=0}^{n'-1} \left( \frac{1}{2\gamma_1} |s'_{1,t}|^2 + \frac{1}{2} (y_{1,t+t} - y_{1,t})^2 - 1 \right) \right| < \frac{\epsilon}{\log e} \right)
\leq \Pr\left( \left| \frac{1}{n'} \sum_{l=0}^{n'-1} \left( 1 + \frac{\gamma_1}{2} - \frac{\gamma_1}{2} |s'_{1,t}|^2 - \frac{1}{2} (z_{1,t+t} - z_{1,t})^2 \right) \right| > \frac{\gamma_1}{2} - \frac{\epsilon}{\log e} \right)
\leq \Pr\left( \left| \frac{1}{n'} \sum_{l=0}^{n'-1} \left( 1 - \frac{\gamma_1}{2} |s'_{1,t}|^2 + \frac{1}{2} (z_{1,t+t} - z_{1,t})^2 \right) \right| > \frac{\gamma_1}{2} - \frac{\epsilon}{\log e} \right)
\leq \Pr\left( \left| \frac{1}{n'} \sum_{l=0}^{n'-1} \left( 1 - \frac{\gamma_1}{2} |s'_{1,t}|^2 + \frac{1}{2} (z_{1,t+t} - z_{1,t})^2 \right) \right| > \frac{\gamma_1}{2} - \frac{\epsilon}{\log e} \right)
\leq e^{-\Theta(n')},
\]

where $(a)$ is due to the fact that the signal at Rx 1 during time slots $t$ to $t + n' - 1$ only consists of the ambient noise, in $(b)$ we have added $\frac{\gamma_1}{2}$ to both sides of the inequality in $(a)$ after multiplying both sides of the inequality by $-1$, in $(c)$ both sides are divided by $1 + \frac{\gamma_1}{2}$ and $(d)$ is due to Lemma 3 (Bernstein’s inequality) where it is assumed that $\epsilon < \frac{\gamma_1}{2} \log e$. In fact, the random variables $w_l = 1 - \frac{\gamma_1}{2} |s'_{1,t}|^2 + \frac{1}{2} (z_{1,t+t} - z_{1,t})^2$ are independent with zero mean and finite variance and $w_l \leq 1$. Therefore, one can apply Bernstein’s inequality.
Let \( t_1 - n' + 1 \leq t \leq t_1 - 1 \). Then we get

\[
\mathbb{P}( ((s'_{i,l})_{l=0}^{n'-1}, (y_{i,l})_{l=t}^{t+n'-1}) \in A_{\epsilon}^{(n')}[p^{(1)}]) \\
\leq \mathbb{P}\left( \frac{1}{n'} \sum_{l=0}^{n'-1} \left( \frac{1}{2\gamma_1} |s'_{i,l}|^2 + \frac{1}{2}(y_{1,t+t} - s'_{1,t})^2 \right) < \frac{\epsilon}{\log e} \right) \\
\overset{(a)}{=} \mathbb{P}\left( \frac{1}{n'} \sum_{l=0}^{t_1-t-1} \left( \frac{1}{2\gamma_1} |s'_{1,l}|^2 + \frac{1}{2}(z_{1,t+t} - s'_{1,t})^2 \right) + \frac{1}{n'} \sum_{l=t_1-t}^{n'-1} \left( \frac{1}{2\gamma_1} |s'_{1,l}|^2 + \frac{1}{2}(s'_{1,t+t-t_1} + z_{1,t+t} - s'_{1,t})^2 \right) < \frac{\epsilon}{\log e} \right) \\
\overset{(b)}{=} \mathbb{P}\left( \frac{1}{n'} \sum_{l=0}^{t_1-t-1} \left( 1 + \frac{\gamma_1}{2} - \frac{1}{2\gamma_1} |s'_{1,l}|^2 - \frac{1}{2}(z_{1,t+t} - s'_{1,t})^2 \right) + \frac{1}{n'} \sum_{l=t_1-t}^{n'-1} \left( 1 + \gamma_1 - \frac{1}{2\gamma_1} |s'_{1,l}|^2 - \frac{1}{2}(s'_{1,t+t-t_1} + z_{1,t+t} - s'_{1,t})^2 \right) > \epsilon_n \right),
\]

(183)

where in (a) we have used the fact that \( y_{1,t+t} \) is the ambient noise for \( l < t_1 - t \) and \( y_{1,t+t} = s'_{1,t+t-t_1} + z_{1,t+t} \) for \( t_1 - t \leq l \leq n' - 1 \) and in (b) we have added \( \frac{\gamma_1}{2} \) to each term in the first sum and \( \gamma_1 \) to each term in the second sum after multiplying both sides of the inequality in (a) by \(-1\). Moreover, \( \epsilon_n \) is given by

\[
\epsilon_n := \frac{t_1 - t}{2n'} \gamma_1 + \frac{n' + t - t_1}{n'} \gamma_1 - \frac{\epsilon}{\log e}.
\]

(184)

We can write

\[
\epsilon_n = \left( 1 - \frac{t_1 - t}{2n'} \right) \gamma_1 - \frac{\epsilon}{\log e} \geq \left( 1 - \frac{n' - 1}{2n'} \right) \gamma_1 - \frac{\epsilon}{\log e} \geq \frac{\gamma_1}{3} - \frac{\epsilon}{\log e},
\]

(185)

where the penultimate step is due to \( t_1 - t \leq n' - 1 \) and in the last step we are assuming \( n \) is sufficiently large\(^{17}\) such that \( 1 - \frac{n' - 1}{2n'} \geq \frac{1}{3} \). By (183) and (185),

\[
\mathbb{P}( ((s'_{i,l})_{l=0}^{n'-1}, (y_{i,l})_{l=t}^{t+n'-1}) \in A_{\epsilon}^{(n')}[p^{(1)}]) \\
\leq \mathbb{P}\left( \frac{1}{n'} \sum_{l=0}^{t_1-t-1} \left( 1 + \frac{\gamma_1}{2} - \frac{1}{2\gamma_1} |s'_{1,l}|^2 - \frac{1}{2}(z_{1,t+t} - s'_{1,t})^2 \right) \\
+ \frac{1}{n'} \sum_{l=t_1-t}^{n'-1} \left( 1 + \gamma_1 - \frac{1}{2\gamma_1} |s'_{1,l}|^2 - \frac{1}{2}(s'_{1,t+t-t_1} + z_{1,t+t} - s'_{1,t})^2 \right) > \frac{\gamma_1}{3} - \frac{\epsilon}{\log e} \right),
\]

(186)

\(^{17}\)We have \( \lim_{n \to \infty} \left( 1 - \frac{n' - 1}{2n'} \right) = \frac{1}{3} \) and hence, \( 1 - \frac{n' - 1}{2n'} > \frac{1}{3} \) for sufficiently large \( n \).
where we are assuming that $\epsilon < \frac{n}{3} \log e$. Define

$$w_l = \begin{cases} 
1 - \frac{1}{1+\gamma} \left( \frac{1}{2\gamma_1} |s_{1,l}^t|^2 - \frac{1}{2} (z_{1,l+t} - s_{1,l}^t)^2 \right) & 0 \leq l \leq t_1 - t - 1 \\
1 - \frac{1}{1+\gamma} \left( \frac{1}{2\gamma_1} |s_{1,l}^t|^2 - \frac{1}{2} (s_{1,l+t-t_1}^t + z_{1,l+t} - s_{1,l}^t)^2 \right) & t_1 - t \leq l \leq n' - 1 
\end{cases}$$

(187)

Then we can write (186) as

$$\mathbb{P} \left( \left( (s_{1,l}^t)_{l=0}^{n'-1}, (y_{1,t})_{t=0}^{t+n'-1} \right) \in A^{(n')}_{\epsilon} \left[ \mathbb{P}^{(1)} \right] \right)$$

$$\leq \mathbb{P} \left( \frac{1}{n'} \sum_{l=0}^{t_1-t-1} \left( 1 + \frac{\gamma_1}{2} \right) w_l + \frac{1}{n'} \sum_{l=t_1-t}^{n'-1} (1 + \gamma_1) w_l > \frac{\gamma_1}{3} - \frac{\epsilon}{\log e} \right)$$

$$\leq \mathbb{P} \left( \frac{1}{n'} \sum_{l=0}^{n'-1} w_l > \frac{1}{1 + \gamma_1} \left( \frac{\gamma_1}{3} - \frac{\epsilon}{\log e} \right) \right),$$

(188)

where in the last step we have used the fact that $\frac{1}{n'} \sum_{l=0}^{t_1-t-1} (1 + \frac{\gamma_1}{2}) w_l + \frac{1}{n'} \sum_{l=t_1-t}^{n'-1} (1 + \gamma_1) w_l < (1 + \gamma_1) \times \frac{1}{n'} \sum_{l=0}^{n'-1} w_l$. Note that $w_l$ have zero mean and finite variance and $w_l \leq 1$ for all $0 \leq l \leq n' - 1$. However, in contrast with the previous case where we had $t \leq t_1 - n'$, one can not apply Bernstein’s Lemma because $w_l$ are no longer independent random variables. In fact, any two $w_l$ and $w_{l'}$ are dependent if and only if $|l - l'| = t_1 - t$. To circumvent this difficulty, we use a trick in Appendix 24B in [1]. We consider two cases:

* If $t_1 - t$ is odd, the terms with odd indices are independent. Similarly, the terms with even indices are independent. Then

$$\mathbb{P} \left( \frac{1}{n'} \sum_{l=0}^{n'-1} w_l > \frac{1}{1 + \gamma_1} \left( \frac{\gamma_1}{3} - \frac{\epsilon}{\log e} \right) \right) \leq \mathbb{P} \left( \frac{1}{n'} \sum_{l=0}^{n'-1} w_l > \frac{1}{2(1 + \gamma_1)} \left( \frac{\gamma_1}{3} - \frac{\epsilon}{\log e} \right) \right)$$

$$+ \mathbb{P} \left( \frac{1}{n'} \sum_{l=0}^{n'-1} w_l > \frac{1}{2(1 + \gamma_1)} \left( \frac{\gamma_1}{3} - \frac{\epsilon}{\log e} \right) \right).$$

(189)

At this point, similar to (182), one can apply Bernstein’s inequality to conclude that each term on the right side of (189) is bounded from above by $e^{-\Theta(n')}$. 

* If $t_1 - t$ is even, we need to partition the set of integers into two disjoint sets $\mathcal{I}$ and $\mathcal{J}$ such that the difference of any two element in each of these sets is not equal to $t_1 - t$. Such a
partition is given in Appendix 24B in [1] or Appendix D in [18]. Then

\[ P\left( \frac{1}{n'} \sum_{\ell=0}^{n'-1} w_{t} > \frac{1}{1 + \gamma_1 \left( \frac{\gamma_1}{3} - \epsilon \log e \right)} \right) \leq P\left( \frac{1}{n} \sum_{\ell=0}^{n-1} w_{t} > \frac{1}{1 + \gamma_1 \left( \frac{\gamma_1}{3} - \epsilon \log e \right)} \right) \]

+ \[ P\left( \frac{1}{n} \sum_{\ell=0}^{n-1} w_{t} > \frac{1}{1 + \gamma_1 \left( \frac{\gamma_1}{3} - \epsilon \log e \right)} \right). \]

(190)

As each of \( \sum_{\ell \in \mathcal{I}} w_{t} \) and \( \sum_{\ell \in \mathcal{J}} w_{t} \) are sums of independent random variables, it follows that each term on the right side of (190) is bounded from above by \( e^{-\Theta(n')} \).

We conclude that whether \( t \leq t_1 - n' \) or \( t_1 - n' + 1 \leq t \leq t_1 - 1 \), each term in the first sum on the right side of (181) is bounded from above by \( \Theta(1)e^{-\Theta(n')} \). Since there are \( t_1 \) terms in this sum, we get

\[ \sum_{t=0}^{t_1-1} P\left( \left( (s'_{1,\ell})_{\ell=0}^{n'-1}, (y_{1,\ell})_{\ell=t}^{t+n'-1} \right) \in A_{\epsilon}^{(n')}[p^{(1)}] \right) \leq t_1 \Theta(1)e^{-\Theta(n')} \]  

(191)

• The term \( \sum_{t=0}^{t_1-1} P\left( \left( (s'_{2,\ell})_{\ell=0}^{n'-1}, (y_{1,\ell})_{\ell=t}^{t+n'-1} \right) \in A_{\epsilon}^{(n')}[p^{(3)}] \right) \) : The analysis in this case follows similar lines of reasoning in the previous case and is omitted. The result is that

\[ \sum_{t=0}^{t_1-1} P\left( \left( (s'_{2,\ell})_{\ell=0}^{n'-1}, (y_{1,\ell})_{\ell=t}^{t+n'-1} \right) \in A_{\epsilon}^{(n')}[p^{(3)}] \right) \leq t_1 \Theta(1)e^{-\Theta(n')} \]  

(192)

By (180), (181), (191) and (192),

\[ P(\hat{t}_1 \leq t_1) \leq \Theta(1)e^{-\Theta(n')} \sum_{t_1 \geq 0} t_1 P(t_1 = t_1) = \Theta(1)E[t_1]e^{-\Theta(n')} \]  

(193)

But,

\[ E[t_1] = E[\tau_1^{(1)} + 1] \]

\[ = E[\xi_1^{(1)}] + E[|n\nu_1|] + 1 \]

\[ \leq E[\xi_1^{(1)}] + E[n\nu_1] + 1 \]

\[ = \frac{|n\eta_1|}{\lambda_1} + \frac{n}{2} + 1 \]

\[ = \Theta(n) \]  

(194)
By (193) and (194),

$$\mathbb{P}(t_1 < t_1) \leq \Theta(n)e^{-\Theta(n')} \tag{195}$$

as desired.

**APPENDIX E; PROOF OF (47)**

The proof follows similar lines of reasoning in (182). We explicitly write the constraint defining $A_{\epsilon}^{(m)}[p^{(3)}]$ in (41) as the set of all $(\bar{x}, \bar{y})$ such that $\left| \frac{1}{m} \sum_{l=1}^{m} \left( \frac{1}{2}x_l^2 + \frac{1}{2}(y_l - \sqrt{\alpha_2 x_l})^2 - 1 \right) \right| < \frac{\epsilon}{\log e}$. Then

$$\mathbb{P}(\mathcal{A}((s'_{2,l})_{l=0}^{n'-1}, (y_{1,l})_{l=t_1}) \in A_\epsilon^{(n')}[p^{(3)}]) \leq \mathbb{P}(\left| \frac{1}{n'} \sum_{l=0}^{n'-1} \left( \frac{1}{2}y_{1,l+1} - \sqrt{\alpha_2 s'_{2,l}} \right)^2 - 1 \right| < \frac{\epsilon}{\log e})$$

$$\mathbb{P}(\left| \frac{1}{n'} \sum_{l=0}^{n'-1} \left( \frac{1}{2}y_{1,l+1} - \sqrt{\alpha_2 s'_{2,l}} \right)^2 - 1 \right| < \frac{\epsilon}{\log e}) \leq \mathbb{P}(\left| \frac{1}{n'} \sum_{l=0}^{n'-1} \left( \frac{1}{2}y_{1,l+1} - \sqrt{\alpha_2 s'_{2,l}} \right)^2 - 1 \right| < \frac{\epsilon}{\log e})$$

where (a) is due to the fact that the signal at Rx 1 during time slots $t_1 \leq t \leq t_1 + n'-1$ is $y_t = s'_{1,t} + z_{1,t}$, in (b) we have added $\frac{\gamma_1 + \alpha_2 \gamma_2}{2}$ to both sides of the inequality in (a) after multiplying both sides of the inequality by $-1$, in (c) both sides are divided by $1 + \frac{\gamma_1 + \alpha_2 \gamma_2}{2}$ and (d) is due to Lemma 3 (Bernstein’s inequality) where it is assumed that $\epsilon < \frac{\gamma_1 + \alpha_2 \gamma_2}{2} log e$. In fact, the random variables $w_t = 1 - \frac{\frac{1}{2}y_{1,t}^2 + \frac{1}{2}(s'_{1,t} + z_{1,t+1} - \sqrt{\alpha_2 s'_{2,l}})^2}{1 + \frac{\gamma_1 + \alpha_2 \gamma_2}{2}}$ are independent with zero mean and finite variance and $w_t \leq 1$. Therefore, Bernstein’s inequality applies.

**APPENDIX F; PROOF OF PROPOSITION 4**

The $j_1$th burst of Tx 1 overlaps with the $j_2$th burst of Tx 2 if and only if one of the events

$$\mathcal{E}_n := \{ \tau_1^{(j_1)} + 1 \leq \tau_2^{(j_2)} + 1 \leq \tau_1^{(j_1)} + n' + n_1 \} \tag{197}$$

or

$$\mathcal{F}_n := \{ \tau_1^{(j_1)} + 1 \leq \tau_2^{(j_2)} + n' + n_2 \leq \tau_1^{(j_1)} + n' + n_1 \} \tag{198}$$
Then following similar arguments made in Appendix D, \( j \) vanishes as we have

\[
\lim_{n \to \infty} \frac{1}{n} (\tau_2^{(j_2)} - \tau_1^{(j_1)}) = 0, \quad \lim_{n \to \infty} \frac{1}{n} (\tau_1^{(j_1)} - \tau_2^{(j_2)}) + n' + n_1 - 1).
\]

(199)

Then

\[
\mathcal{E}_n = \{ \rho_n \geq 0, \rho'_n \geq 0 \} = \{ \min \{ \rho_n, \rho'_n \} \geq 0 \}.
\]

(200)

Following similar arguments made in Appendix D,

\[
\lim_{n \to \infty} \min \{ \rho_n, \rho'_n \} = \min \{ j_2 \mu_2 - j_1 \mu_1 + \nu_2 - \nu_1, j_1 \mu_1 - j_2 \mu_2 + \nu_1 - \nu_2 + \theta_1 \}.
\]

(201)

If \( j_2 \mu_2 - j_1 \mu_1 + \nu_2 - \nu_1 \in (0, \theta_1) \), then \( \min \{ j_2 \mu_2 - j_1 \mu_1 + \nu_2 - \nu_1, j_1 \mu_1 - j_2 \mu_2 + \nu_1 - \nu_2 + \theta_1 \} > 0 \). Hence, \( \lim_{n \to \infty} \mathbb{P}(\mathcal{E}_n) = 1 \) by Lemma 2. Similarly, one can show that if \( j_2 \mu_2 - j_1 \mu_1 + \nu_2 - \nu_1 \in (-\theta_2, \theta_1 - \theta_2) \), then \( \lim_{n \to \infty} \mathbb{P}(\mathcal{F}_n) = 1 \). It follows that if \( j_2 \mu_2 - j_1 \mu_1 + \nu_2 - \nu_1 \in (0, \theta_1) \cup (-\theta_2, \theta_1 - \theta_2) \), then \( \lim_{n \to \infty} \mathbb{P}(\mathcal{E}_n \cup \mathcal{F}_n) = 1 \). Next, assume \( j_2 \mu_2 - j_1 \mu_1 + \nu_2 - \nu_1 \notin [0, \theta_1] \cup [-\theta_2, \theta_1 - \theta_2] \). Since \( j_2 \mu_2 - j_1 \mu_1 + \nu_2 - \nu_1 \notin [0, \theta_1] \), then \( \min \{ j_2 \mu_2 - j_1 \mu_1 + \nu_2 - \nu_1, j_1 \mu_1 - j_2 \mu_2 + \nu_1 - \nu_2 + \theta_1 \} < 0 \) and we have \( \lim_{n \to \infty} \mathbb{P}(\mathcal{E}_n) = 0 \) by Lemma 2. Similarly, \( j_2 \mu_2 - j_1 \mu_1 + \nu_2 - \nu_1 \notin [-\theta_2, \theta_1 - \theta_2] \) results in \( \lim_{n \to \infty} \mathbb{P}(\mathcal{F}_n) = 0 \). But, \( \mathbb{P}(\mathcal{E}_n \cup \mathcal{F}_n) \leq \mathbb{P}(\mathcal{E}_n) + \mathbb{P}(\mathcal{F}_n) \) and we get \( \lim_{n \to \infty} \mathbb{P}(\mathcal{E}_n \cup \mathcal{F}_n) = 0 \). Finally, the probability of the \( j_2 \)th burst of Tx 2 overlapping only with the preamble sequence in the \( j_1 \)th burst of Tx 1 vanishes as \( n \) grows due to Proposition 3. This completes the proof.

**Appendix G; Proof of Proposition 5**

Fix \( \epsilon > 0 \). We assume \( i = 1 \). Given the index \( j \) of the codeword of Tx 1, let both \( \omega^- := \omega_{1,j}^- \) and \( \omega^+ := \omega_{1,j}^+ \) be nonzero, \( \omega^- \neq \omega^+ \) and \( \omega_{1,j} = 0 \). The proof can be easily extended to the cases \( \omega^- = \omega^+ \) or \( \omega^- \neq \omega^+, \omega_{1,j} \geq 1 \). Define the event \( \mathcal{U}_n \) by

\[
\mathcal{U}_n := \left\{ \tau_2^{(\omega^-)} + 1 < \tau_1^{(j)} + n' + 1 \leq \tau_2^{(\omega^-)} + n' + n_2 \right\}.
\]

(202)

The probability of error in decoding the \( j \)th codeword of Tx 1 at Rx 1 is bounded as

\[
\mathbb{P}(\text{error}) \leq \mathbb{P}(\text{error}, \mathcal{U}_n) + \mathbb{P}(\mathcal{U}_n^c) \leq \mathbb{P}(\text{error}, \mathcal{U}_n) + \epsilon,
\]

(203)

Recall that by (54), \( j_2 \mu_2 - j_1 \mu_1 + \nu_2 - \nu_1 \notin \{0, \theta_1, -\theta_2, \theta_1 - \theta_2\} \).
where in the last step we have assumed $n$ is large enough so that $P(U_n^c) \leq \epsilon$. This is due to Proposition 4 together with the fact that $\omega^-, \omega^+ \neq 0$. Under the event $U_n$, error can happen in two ways. The first case is when at least one of (57), (58) or (59) is not satisfied for the actual transmitted codeword by Tx 1. We denote this error event by $\text{error}_1$. The second case is when all of (57), (58) and (59) are satisfied for a codeword that is different from the transmitted codeword by Tx 1. We denote this error event by $\text{error}_2$. Then

$$P(\text{error}, U_n) \leq P(\text{error}_1, U_n) + P(\text{error}_2, U_n). \quad (204)$$

Next, we address the two terms on the right side of (204) separately:

- The term $P(\text{error}_1, U_n)$: Here, we verify that (57) occurs with high probability for the actual transmitted codeword in the asymptote of large $n$. One can establish a similar result for (58) and (59) yielding $\lim_{n \to \infty} P(\text{error}_1, U_n) = 0$. Define the set $\hat{U}_n$ by

$$\hat{U}_n := \{(t_1, t_2, t_3) \in \mathbb{Z}^3 : t_2 + 1 < t_1 + n' + 1 \leq t_2 + n' + n_2 \leq t_3 + 1 \leq t_1 + n' + n_1 < t_3 + n' + n_2\} \quad (205)$$

Then

$$U_n = \left\{ (\tau_1^{(j)}, \tau_2^{(\omega^-)}, \tau_2^{(\omega^+)}) \in \hat{U}_n \right\} \quad (206)$$

Assume $(s_{1,l})_{l=0}^{n_1-1}$ is the $j^{th}$ codeword sent by Tx 1. The probability that (57) does not occur for the actual transmitted codeword under $U_n$ can be written as

$$P\left( (s_{1,l})_{l=0}^{(\omega^-)} - \tau_1^{(j)} + n_2 - 1, (y_{1,l})_{l=\tau_1^{(j)} + n_2}^{(\omega^-) + n' + n_2} \notin A_{\epsilon}^{(\omega^-) - \tau_1^{(j)} + n_2}[p^{(2)}], U_n \right)$$

$$= \sum_{(t_1, t_2, t_3) \in \hat{U}_n} P\left( (s_{1,l})_{l=0}^{t_2 - t_1 + n_2 - 1}, (y_{1,l})_{t_1 + n_2}^{t_2 + n' + n_2} \notin A_{\epsilon}^{t_2 - t_1 + n_2}[p^{(2)}] \right)$$

$$\times P\left( (\tau_1^{(j)}, \tau_2^{(\omega^-)}, \tau_2^{(\omega^+)}) = (t_1, t_2, t_3) \right) \quad (207)$$
For any \((t_1, t_2, t_3) \in \tilde{U}_n\),

\[
\begin{align*}
\Pr \left( \left( s_{1,l} \right)_{l=0}^{t_2-t_1+n_2-1}, (y_{1,l})_{l=t_1+n_2}^{t_2+n_2} \notin A^{(t_2-t_1+n_2)}(p_1) \right) & \\
\leq \Pr \left( \frac{1}{t_2-t_1+n_2} \sum_{l=0}^{t_2-t_1+n_2-1} \log p_1^{(2)}(s_{1,l}, y_{1,t_1+l+n_2}) + h(p_1^{(2)}) > \epsilon \right) & \\
+ \Pr \left( \frac{1}{t_2-t_1+n_2} \sum_{l=0}^{t_2-t_1+n_2-1} \log p_2^{(2)}(s_{1,l}, y_{1,t_1+l+n_2}) + h(p_2^{(2)}) > \epsilon \right) & \\
+ \Pr \left( \frac{1}{t_2-t_1+n_2} \sum_{l=0}^{t_2-t_1+n_2-1} \log p_2^{(2)}(s_{1,l}, y_{1,t_1+l+n_2}) + h(p_2^{(2)}) < -\epsilon \right),
\end{align*}
\]

(208)

where \(p_1^{(2)}\) and \(p_2^{(2)}\) are the first and second marginals of \(p^{(2)}\), respectively. The three terms on the right side of (208) can be treated similarly. Here, we only study the first term. Let us write

\[
\begin{align*}
\Pr \left( \frac{1}{t_2-t_1+n_2} \sum_{l=0}^{t_2-t_1+n_2-1} \log p^{(2)}(s_{1,l}, y_{1,t_1+l+n_2}) + h(p^{(2)}) > \epsilon \right) & \\
\leq \Pr \left( \frac{1}{t_2-t_1+n_2} \sum_{l=0}^{t_2-t_1+n_2-1} \log p^{(2)}(s_{1,l}, y_{1,t_1+l+n_2}) + h(p^{(2)}) > \epsilon \right) & \\
+ \Pr \left( \frac{1}{t_2-t_1+n_2} \sum_{l=0}^{t_2-t_1+n_2-1} \log p^{(2)}(s_{1,l}, y_{1,t_1+l+n_2}) + h(p^{(2)}) < -\epsilon \right).
\end{align*}
\]

(209)

The random variables \(\log p^{(2)}(s_{1,l}, y_{1,t_1+l+n_2})\) for \(0 \leq l \leq t_2-t_1+n_2-1\) are independent and identically distributed with expectation \(-h(p^{(2)})\). Using Chernoff’s bounding technique [19] and for \(r > 0\), we can find an upper bound on the first term on the right side of (209) as

\[
\begin{align*}
\Pr \left( \frac{1}{t_2-t_1+n_2} \sum_{l=0}^{t_2-t_1+n_2-1} \log p^{(2)}(s_{1,l}, y_{1,t_1+l+n_2}) + h(p^{(2)}) > \epsilon \right) & \\
\leq 2^{-r(t_2-t_1+n_2)(-h(p^{(2)}))} \left( \mathbb{E} \left[ 2^{r \log p^{(2)}(s_{1,0}, y_{1,t_1+n_2})} \right] \right)^{t_2-t_1+n_2} & \\
= 2^{-r(t_2-t_1+n_2)(-h(p^{(2)}))} \left( \mathbb{E} \left[ (p^{(2)}(s_{1,0}, y_{1,t_1+n_2}))^{r} \right] \right)^{t_2-t_1+n_2}.
\end{align*}
\]

(210)

For notational simplicity and with a slight abuse of notation, let us write \(y_{1,t_1+n_2+1} = s_{1,0} + \sqrt{\alpha_2} s_2 + z_1\) where \(s_2 \sim N(0, \gamma_2)\) is a symbol of the \(\omega^{-th}\) transmitted codeword by Tx 2 and \(z_1 := z_{1,t_1+n_2+1} \sim N(0, 1)\). We have

\[
p^{(2)}(s_{1,0}, y_{1,t_1+n_2+1}) = g(s_{1,0}; \gamma_1) g(y_{1,t_1+n_2+1} - s_{1,0}; 1 + a_2 \gamma_2) = g(s_{1,0}; \gamma_1) g(\sqrt{\alpha_2} s_2 + z_1; 1 + a_2 \gamma_2)
\]

(211)
and

\[
E \left[ \left( \log \left( \frac{(s_{1,l}; \gamma_1)}{(t_2-t_1+n_2)} \right) \right] = E \left[ \log \left( \frac{(s_{1,l}; 1 + a_2 \gamma_2)}{(t_2-t_1+n_2)} \right) \right] = \frac{1}{(1+r) \left( 2\pi \sqrt{\gamma_1 (1 + a_2 \gamma_2)} \right)}
\]

(212)

where the penultimate step is due to the fact that for \( x \sim \text{N}(0, 1) \) and any \( u > -\frac{1}{2} \), we have \( E[e^{-ux^2}] = \frac{1}{\sqrt{1+2u}} \) and the last step is due to \( h(p^{(2)}) = \log(2\pi e \sqrt{\gamma_1 (1 + a_2 \gamma_2)}) \). By (210) and (212),

\[
\mathbb{P} \left( \frac{1}{t_2-t_1+n_2} \sum_{l=0}^{t_2-t_1+n_2-1} \log p^{(2)}(s_{1,l}; y_{1,l+t_1+n_1+1}) + h(p^{(2)}) > \epsilon \right) \leq e^{-(t_2-t_1+n_2)u(r)},
\]

(213)

where

\[
u(r) := \ln(1+r) - r(1 - \epsilon \ln 2), \quad r > 0.
\]

(214)

Following a similar approach that led us to (213), one can show that the second term on the right side of (209) is bounded from above as

\[
\mathbb{P} \left( \frac{1}{t_2-t_1+n_2} \sum_{l=0}^{t_2-t_1+n_2-1} \log p^{(2)}(s_{1,l}; y_{1,l+t_1+n_1+1}) + h(p^{(2)}) < -\epsilon \right) \leq e^{-(t_2-t_1+n_2)v(r)}
\]

(215)

where

\[
v(r) := \ln(1-r) + r(1 + \epsilon \ln 2), \quad 0 < r < 1.
\]

(216)

Regardless of the value of \( \epsilon > 0 \), there always exists an \( 0 < r_0 < 1 \) such that \( u(r), v(r) > 0 \) for \( 0 < r < r_0 \). It is understood that we take \( r \) inside \((0, r_0)\). It is easy to see that for any \( 0 < r < 1 \), \( v(r) < u(r) \).\(^{19}\) Using this fact together with (209), (213) and (215),

\[
\mathbb{P} \left( \left| \frac{1}{t_2-t_1+n_2} \sum_{l=0}^{t_2-t_1+n_2-1} \log p^{(2)}(s_{1,l}; y_{1,l+t_1+n_1+1}) + h(p^{(2)}) \right| > \epsilon \right) \leq 2e^{-(t_2-t_1+n_2)v(r)}.
\]

(217)

It can be shown similarly that the second and third terms on the right side of (208) are bounded

\(^{19}\)We have \( v(r) < u(r) \) if and only if \( w(r) := \ln(1+r) - \ln(1-r) - 2r > 0 \). Note that \( w(0) = 0 \) and \( \frac{dw}{dr} = \frac{2 \sqrt{r}}{1-r^2} > 0 \) for any \( 0 < r < 1 \). Therefore, \( w(r) > 0 \) for any \( 0 < r < 1 \) by the mean value theorem.
from above by \(2e^{-(t_2-t_1+n_2)v(r)}\). Therefore,

\[
\mathbb{P}\left( \left( (s_{1,t})_{t=0}^{t_2-t_1+n_2-1}, (y_{1,t})_{t=0}^{t_2+n'-n_2+1} \right) \notin A_\epsilon^{t_2-t_1+n_2} [p^{(2)}], (s_2,t) \right) \leq 6e^{-(t_2-t_1+n_2)v(r)}. \tag{218}
\]

Using (218) in (207),

\[
\mathbb{P}\left( \left( (s_{1,t})_{t=0}^{\tau_2^{(\omega^-)}}, (y_{1,t})_{t=0}^{\tau_2^{(\omega^-)}+n'} \right) \notin A_\epsilon^{\tau_1^{(\omega^-)}+n_2} [p^{(2)}], (s_2,t) \right) \leq \sum_{(t_1,t_2,t_3) \in \mathbb{U}_n} 6e^{-(t_2-t_1+n_2)v(r)} \mathbb{P}(\left( (\tau_1^{(j)}, \tau_2^{(\omega^-)}), \tau_2^{(\omega^+)} \right) = (t_1,t_2,t_3))
\]

\[
= 6E\left[ e^{-(\tau_2^{(\omega^-)}-\tau_1^{(j)}+n_2)v(r)} \right]
\]

\[
= 6e^{-(|n_{\omega^2}|-|n_{\omega^1}|+n_2)v(r)} E\left[ e^{-(\xi_2^{(\omega^-)}-\xi_1^{(j)})v(r)} \right]
\]

\[
= 6e^{-(|n_{\omega^2}|-|n_{\omega^1}|+n_2)v(r)} E\left[ e^{v(r)\xi_2^{(\omega^-)}} \right] E\left[ e^{v(r)\xi_1^{(j)}} \right], \tag{219}
\]

where in (a) we have removed the constraint \((t_1,t_2,t_3) \in \mathbb{U}_n\) and the last step is due to independence of \(\xi_2^{(\omega^-)}\) and \(\xi_1^{(j)}\). Recalling the expression for the moment generating function of a negative Binomial random variable, we get

\[
E\left[ e^{v(r)\xi_2^{(\omega^-)}} \right] = \left( \frac{q_2 e^{v(r)}}{1 - (1 - q_2) e^{v(r)}} \right)^{\omega^2 - |n_{\omega^2}|} \tag{220}
\]

and

\[
E\left[ e^{v(r)\xi_1^{(j)}} \right] = \left( \frac{q_1 e^{v(r)}}{1 - (1 - q_1) e^{v(r)}} \right)^{|n_{\omega^1}|} \tag{221}
\]

where (221) holds as long as \(v(r) < -\ln(1-q)\). Since \(\lim_{r \to 0} v(r) = 0\), one can make sure the constraint \(v(r) < -\ln(1-q)\) holds by choosing \(r\) small enough. By (219), (220) and (221),

\[
\mathbb{P}\left( \left( (s_{1,t})_{t=0}^{\tau_2^{(\omega^-)}}, (y_{1,t})_{t=0}^{\tau_2^{(\omega^-)}+n'} \right) \notin A_\epsilon^{\tau_1^{(\omega^-)}+n_2} [p^{(2)}], (s_2,t) \right) \leq 6e^{-(|n_{\omega^2}|-|n_{\omega^1}|+n_2)v(r)} \left( \frac{q_2 e^{v(r)}}{1 - (1 - q_2) e^{v(r)}} \right)^{\omega^2 - |n_{\omega^2}|} \left( \frac{q_1 e^{v(r)}}{1 - (1 - q_1) e^{v(r)}} \right)^{|n_{\omega^1}|}. \tag{222}
\]

20The moment generating function of \(x \sim NB(n,p)\) is given by \(E[e^{tx}] = \left( \frac{pe^{t}}{1 - (1-p)e^{t}} \right)^n\) for \(t < -\ln(1-p)\).
Using the identity

\[
\ln \frac{ae^x}{1 - (1 - a)e^x} = \frac{x}{a} + o(x) \tag{223}
\]

for \(0 < a < 1\), one can write (222) as

\[
\mathbb{P}\left( \left( (s_{1,l})_{l=0}^{\tau_1}, (y_{1,l})_{l=r_1^{(j)}+n_2+1} \right) \neq A_s^{(j_2)} \tau_1^{(j_1)+n_2} \left[ p^{(2)} \right], U_n \right) \\
\leq 6e^{-\left( |n\tau_2| - |n\nu_1| + n\nu_2 \right) v(r) e^{\frac{\omega^{-1} \eta_1}{\lambda_2} + o(v(r))}} e^{\frac{\eta_1}{\lambda_1} \left( \frac{\omega^{-1} \eta_1}{\lambda_2} + o(v(r)) \right)} \\
= e^{-n\nu_2} f(n), \tag{224}
\]

where

\[
f(n) := \frac{1}{n} \left( \frac{\omega^{-1} \eta_2}{\lambda_2} + \frac{j[n\eta_1]}{\lambda_1} + [n\nu_2] - [n\nu_1] + n_2 - (|n\eta_1| + |n\eta_2|) \frac{o(v(r))}{v(r)} \right). \tag{225}
\]

But, \(\lim_{n \to \infty} f(n) = \omega^+ \mu_2 - j\mu_1 + \nu_2 - \nu_1 + \theta_2 + (\eta_1 + \eta_2) \frac{o(v(r))}{v(r)}.\) By definition, \(\omega^-\) satisfies \(\omega^- \mu_2 - j\mu_1 + \nu_2 - \nu_1 + \theta_2 > 0.\) Since \(\frac{o(v(r))}{v(r)}\) can be made arbitrarily small by choosing \(r\) small enough, we conclude that \(\lim_{n \to \infty} f(n) > 0.\) This together with (224) implies that \(e^{-n\nu_2} f(n)\) decays exponentially with \(n\) as desired.

- The term \(\mathbb{P}(\text{error}_2, U_n):\) Let \(\delta > 0\) and define

\[
\mathcal{V}_n := \left\{ \max \left\{ \left| \frac{\tau_2^{(\omega^-)}}{n} - (\omega^- \mu_2 + \nu_2) \right|, \left| \frac{\tau_2^{(\omega^+)}}{n} - (\omega^+ \mu_2 + \nu_2) \right| \right\} < \delta \right\}. \tag{226}
\]

Also define \(\tilde{\mathcal{V}}_n\) by

\[
\tilde{\mathcal{V}}_n := \left\{ (t_2, t_3) \in \mathbb{Z}^2 : \max \left\{ \left| \frac{t_2}{n} - (\omega^- \mu_2 + \nu_2) \right|, \left| \frac{t_3}{n} - (\omega^+ \mu_2 + \nu_2) \right| \right\} < \delta \right\}. \tag{227}
\]

We can write

\[
\mathbb{P}(\text{error}_2, U_n) \leq \mathbb{P}(\text{error}_2, U_n, \mathcal{V}_n) + \mathbb{P}(\tilde{\mathcal{V}}_n). \tag{228}
\]

By SLLN, \(\lim_{n \to \infty} \frac{\tau_2^{(\omega^-)}}{n} = \omega^- \mu_2 + \nu_2.\) Therefore, \(\frac{\tau_2^{(\omega^-)}}{n}\) also converges to \(\omega^- \mu_2 + \nu_2\) in probability and one can select \(n\) large enough so that

\[
\mathbb{P}\left( \left| \frac{\tau_2^{(\omega^-)}}{n} - (\omega^- \mu_2 + \nu_2) \right| \geq \delta \right) < \varepsilon/3. \tag{229}
\]
Similarly,

$$\mathbb{P}\left(\left|\frac{\tau_2^{(\omega^+)} - (\omega^+ \mu_2 + \nu_2)}{n}\right| \geq \delta\right) < \epsilon/3$$

(230)

holds for large enough \(n\). It follows that if \(n\) is sufficiently large, then \(\mathbb{P}(\mathcal{V}_n^c) < \epsilon\). To find an upper bound on \(\mathbb{P}(\text{error}_2, \mathcal{U}_n, \mathcal{V}_n)\), let us label the messages of Tx 1 as message 1 to message 2^{|\mathcal{V}_n|}. Assume the \(j\)th transmitted message of Tx 1 is message 1 and \((s_{1,l})_{l=0}^{n-1}\) is the codeword of user 1 corresponding to message 2. Recall that \(\mathbb{P}(\text{error}_2, \mathcal{U}_n, \mathcal{V}_n)\) is the probability of the event that a codeword different from the transmitted codeword satisfies (57), (58) and (59). Then

$$\mathbb{P}(\text{error}_2, \mathcal{U}_n, \mathcal{V}_n) \leq 2^{|\mathcal{V}_n|}\mathbb{P}\left(\mathcal{E} \cap \mathcal{F} \cap \mathcal{G} \cap \mathcal{U}_n \cap \mathcal{V}_n\right),$$

(231)

where

$$\mathcal{E} = \left\{ \left(\mathbf{s}_{1,l}\right)_{l=0}^{\tau_2^{(\omega^-)} - \tau_1^{(j)} + n - 1}, \left(\mathbf{y}_{1,l}\right)_{l=\tau_1^{(j)} + n + 1}^{\tau_2^{(\omega^-)} + n' + n_1 + 2} \in A_\epsilon^{(\tau_2^{(\omega^-)} - \tau_1^{(j)} + n_2 + 2)} \right\},$$

(232)

$$\mathcal{F} = \left\{ \left(\mathbf{s}_{1,l}\right)_{l=\tau_2^{(\omega^-)} - \tau_1^{(j)} + n_1 + 2}^{\tau_2^{(\omega^-)} - \tau_1^{(j)} + n_2 + 2}, \left(\mathbf{y}_{1,l}\right)_{l=\tau_2^{(\omega^-)} + n' + n_2 + 1}^{\tau_2^{(\omega^-)} + n' + n_2 + 2} \in A_\epsilon^{(\tau_2^{(\omega^-)} - \tau_2^{(\omega^-)} - n' - n_2 + 1)} \right\}$$

(233)

and

$$\mathcal{G} = \left\{ \left(\mathbf{s}_{1,l}\right)_{l=\tau_2^{(\omega^-)} - \tau_1^{(j)} + n_1}^{\tau_2^{(\omega^-)} - \tau_1^{(j)} + n_1 + 1}, \left(\mathbf{y}_{1,l}\right)_{l=\tau_2^{(\omega^-)} + 1}^{\tau_2^{(\omega^-)} + 1} \in A_\epsilon^{(\tau_1^{(j)} - \tau_2^{(\omega^-)} + n_1 + 1)} \right\}.$$  

(234)

Recalling the definition of \(\mathcal{V}_n\) in (205),

$$\mathbb{P}\left(\mathcal{E} \cap \mathcal{F} \cap \mathcal{G} \cap \mathcal{U}_n \cap \mathcal{V}_n\right) = \sum_{(t_1, t_2, t_3) \in \tilde{\mathcal{U}}_n} \mathbb{P}\left(\mathcal{E} \cap \mathcal{F} \cap \mathcal{G} \cap \mathcal{U}_n \cap \mathcal{V}_n \mid (\tau_1^{(j)}, \tau_2^{(\omega^-)}, \tau_2^{(\omega^+)} = (t_1, t_2, t_3)\right) \times \mathbb{P}\left((\tau_1^{(j)}, \tau_2^{(\omega^-)}, \tau_2^{(\omega^+)}) = (t_1, t_2, t_3)\right).$$  

(235)

For any \((t_1, t_2, t_3) \in \tilde{\mathcal{U}}_n\),

$$\mathbb{P}\left(\mathcal{E} \cap \mathcal{F} \cap \mathcal{G} \mid (\tau_1^{(j)}, \tau_2^{(\omega^-)}, \tau_2^{(\omega^+)}) = (t_1, t_2, t_3)\right) = \mathbb{P}(\mathcal{E}_{1, t_2})\mathbb{P}(\mathcal{F}_{1, t_2, t_3})\mathbb{P}(\mathcal{G}_{t_1, t_3}),$$

(236)
where

\[ \mathcal{E}_{t_1,t_2} = \left\{ \left( (s_{i,t})_{l=t_0}^{t_2-t_1+n_2-1}, (y_{i,l})_{l=t_1+n_2+n_1}^{t_2+n_2+n_2} \right) \in \mathcal{A}_c^{(t_2-t_1+n_2)} \right\}, \]  

\[ (237) \]

\[ \mathcal{F}_{t_1,t_2,t_3} = \left\{ \left( (s_{i,t})_{l=t_2-t_1+n_2}^{t_3-t_1-n_1-1}, (y_{i,l})_{l=t_2+n_2+n_1+1}^{t_3+n_2+n_1+1} \right) \in \mathcal{A}_c^{(t_3-t_2-n_2-n_1)} \right\} \]  

\[ (238) \]

and

\[ \mathcal{G}_{t_1,t_3} = \left\{ \left( (s_{i,t})_{l=t_3-t_1-n_1}^{t_3+n_1-n_1-1}, (y_{i,l})_{l=t_3+n_1+1}^{t_3+n_1+n_1} \right) \in \mathcal{A}_c^{(t_3-t_3+n_1+n_1)} \right\}. \]  

\[ (239) \]

The reason behind (236) is that fixing \((\tau_1^{(j)}, \tau_2^{(\omega^+)} = (t_1, t_2, t_3),\) the events \(\mathcal{E}, \mathcal{F}\) and \(\mathcal{G}\) are independent as they depend on non-overlapping segments of the sequences \((s_{1,t})_{l=0}^{n_1-1}\) and \((y_{1,l})_{l=t_1+n_1+1}^{t_2+n_1+n_1}.\)

Using the standard properties of jointly typical sequences [19], we have

\[ \mathbb{P}(\mathcal{E}_{t_1,t_2}) \leq 2^{-(t_2-t_1 + n_2)(\psi_1 - 3\epsilon)}, \]  

\[ (240) \]

\[ \mathbb{P}(\mathcal{F}_{t_1,t_2,t_3}) \leq 2^{-(t_3-t_2 - n_2-n_2)(\phi_1 - 3\epsilon)} \]  

\[ (241) \]

and

\[ \mathbb{P}(\mathcal{G}_{t_1,t_3}) \leq 2^{-(t_1-t_3 + n_1+n_1)(\psi_1 - 3\epsilon)} \]  

\[ (242) \]

By (235), (236), (240), (241) and (242),

\[ \mathbb{P}\left( \mathcal{E} \cap \mathcal{F} \cap \mathcal{G} \cap \mathcal{U}_n \cap \mathcal{V}_n \right) \leq 2^{-n(\psi_1 - \phi_1)} 2^{-n_2(\psi_1 - \phi_1)} 2^{-n_1(\psi_1 - 3\epsilon)} \]

\[ \times \sum_{(t_1,t_2,t_3)\in \mathcal{U}_n} 2^{-(t_3-t_2)(\phi_1 - \psi_1)} \mathbb{P}\left( (\tau_1^{(j)}, \tau_2^{(\omega^+)} = (t_1, t_2, t_3) \right). \]

\[ (243) \]
We can write
\[
\sum_{(t_1, t_2, t_3) \in \tilde{U}_n \atop (t_2, t_3) \in \tilde{V}_n} 2^{-(t_3-t_2)(\phi_1-\psi_1)} P\left((\tau_1^{(j)}, \tau_2^{(\omega^-)}, \tau_2^{(\omega^+)}) = (t_1, t_2, t_3)\right)
\]
\[
\leq 2^{-n(\omega^+ \mu_2 + \nu_2 - \omega^- \mu_2 - \nu_2 - \delta)(\phi_1-\psi_1)} \sum_{(t_1, t_2, t_3) \in \tilde{U}_n \atop (t_2, t_3) \in \tilde{V}_n} P\left((\tau_1^{(j)}, \tau_2^{(\omega^-)}, \tau_2^{(\omega^+)}) = (t_1, t_2, t_3)\right)
\]
\[
\leq 2^{-n(\mu_2 - 2\delta)(\phi_1-\psi_1)}, \tag{244}
\]
where (a) is due to the fact that if \((t_2, t_3) \in \tilde{V}_n\), then \(t_2 \leq n(\omega^- \mu_2 + \nu_2 + \delta)\) and \(t_3 \geq n(\omega^+ \mu_2 + \nu_2 - \delta)\) and (b) is due to \(\sum_{(t_1, t_2, t_3) \in \tilde{U}_n \atop (t_2, t_3) \in \tilde{V}_n} P\left((\tau_1^{(j)}, \tau_2^{(\omega^-)}, \tau_2^{(\omega^+)}) = (t_1, t_2, t_3)\right) \leq 1\) and the fact that \(\omega^+ - \omega^- = 1\). By \((231), (243)\) and \((244)\),
\[
P(error_2, U_n, V_n) \leq 2^{-n f(n)}, \tag{245}
\]
where
\[
f(n) := (\mu_2 - 2\delta)(\phi_1-\psi_1) + \frac{n_2}{n} (\psi_1 - \phi_1) + \frac{n_1}{n} (\psi_1 - 3\epsilon) + \frac{n'}{n} (\psi_1 - \phi_1) - \frac{[n_{\eta_1}]}{n}. \tag{246}
\]
We have \(\lim_{n \to \infty} f(n) = \mu_2(\phi_1-\psi_1) + \theta_2(\psi_1 - \phi_1) + \theta_1 \psi_1 - \eta_1 - 2(\phi_1 - \psi_1) \delta - 3\theta_1 \epsilon\). By \((60), \mu_2(\phi_1-\psi_1) + \theta_2(\psi_1 - \phi_1) + \theta_1 \psi_1 - \eta_1 > 0\). Therefore, \(\lim_{n \to \infty} f(n) > 0\) for sufficiently small \(\delta\) and \(\epsilon\) and \(P(error_2, U_n, V_n)\) decays exponentially with \(n\) as desired.

**APPENDIX H: PROOF OF PROPOSITION 6**

Given the index \(j\) of the codeword of Tx 1, we assume \(\omega^- \neq 0\), \(\omega^+ = 0\) and \(\omega_{1,j} = 0\). The proof can be easily extended for arbitrary \(\omega_{1,j} \geq 1\). Define \(U_n\) by
\[
U_n := \left\{ \tau_2^{(\omega^-)} + 1 < \tau_1^{(j)} + n' + 1 \leq \tau_2^{(\omega^-)} + n' + n_2 \leq \tau_1^{(j)} + n' + n_1 < \tau_2^{(\omega^- + 1)} + 1 \right\}. \tag{247}
\]
Also, let
\[
\tilde{U}_n := \left\{ (t_1, t_2, t_3) \in \mathbb{Z}^3 : t_2 + 1 < t_1 + n' + 1 \leq t_2 + n' + n_2 \leq t_1 + n' + n_1 < t_3 + 1 \right\}. \tag{248}
\]

The probability of error in decoding the \(j\)'th codeword of Tx 1 at Rx 1 is bounded as
\[
P(error) \leq P(error, U_n) + P(U_n^c) \leq P(error, U_n) + \epsilon, \tag{249}
\]
where in the last step we have assumed \( n \) is large enough so that \( \mathbb{P}(\mathcal{U}_n^c) \leq \epsilon \). This follows by Proposition 4 together with the facts that \( \omega^- \neq 0 \), \( \omega^+ = 0 \) and \( \omega_{1,j} = 0 \). Under the event \( \mathcal{U}_n \), error can happen in two possible ways. The first case is when at least one of (68) or (69) is not satisfied for the actual transmitted codeword by Tx 1. We denote this error event by \( \text{error}_1 \). The second case is when both (68) and (69) are satisfied for a codeword that is different from the transmitted codeword by Tx 1. We denote this error event by \( \text{error}_2 \). Then

\[
\mathbb{P}(\text{error}, \mathcal{U}_n) \leq \mathbb{P}(\text{error}_1, \mathcal{U}_n) + \mathbb{P}(\text{error}_2, \mathcal{U}_n).
\]

(250)

Analysis of \( \mathbb{P}(\text{error}_1, \mathcal{U}_n) \) is quite similar to the one offered in Appendix G. Here, we only address \( \mathbb{P}(\text{error}_2, \mathcal{U}_n) \). Let \( \delta > 0 \) and define

\[
\mathcal{V}_n := \left\{ \max \left\{ \left| \frac{\tau_1^{(j)}}{n} - (j\mu_1 + \nu_1) \right|, \left| \frac{\tau_2^{(\omega^-)}}{n} - (\omega^-\mu_2 + \nu_2) \right| \right\} < \delta \right\}.
\]

(251)

Also, let

\[
\tilde{\mathcal{V}}_n := \left\{ (t_1, t_2) \in \mathbb{Z}^2 : \max \left\{ \left| \frac{t_1}{n} - (j\mu_1 + \nu_1) \right|, \left| \frac{t_2}{n} - (\omega^-\mu_2 + \nu_2) \right| \right\} < \delta \right\}.
\]

(252)

We can write

\[
\mathbb{P}(\text{error}_2, \mathcal{U}_n) \leq \mathbb{P}(\text{error}_2, \mathcal{U}_n, \mathcal{V}_n) + \mathbb{P}(\mathcal{V}_n^c) \leq \mathbb{P}(\text{error}_2, \mathcal{U}_n, \mathcal{V}_n) + \epsilon,
\]

(253)

where the last step we are assuming that \( n \) is large enough such that \( \mathbb{P}(\mathcal{V}_n^c) \leq \epsilon \) following a similar reasoning in (229) in Appendix F. Let us label the messages of Tx 1 as message 1 to message 2. Assume the \( j^{\text{th}} \) transmitted message of Tx 1 is message 1 and \( (s_{1,l})_{l=0}^{n_1-1} \) is the codeword corresponding to message 2. Then

\[
\mathbb{P}(\text{error}_2, \mathcal{U}_n, \mathcal{V}_n) \leq 2^{n_1} \mathbb{P}\left( \mathcal{E} \cap \mathcal{F} \cap \mathcal{U}_n \cap \mathcal{V}_n \right),
\]

(254)

where

\[
\mathcal{E} = \left\{ \left( (s_{1,l})_{l=0}^{(\omega^-) - \tau_1^{(j)} + n_2 - 1}, (y_{1,l})_{l=\tau_1^{(j)} + n_1 + 1}^{(\omega^-) + n'_2 + n_2} \right) \in A_{\{\tau_2^{(\omega^-) - \tau_1^{(j)} + n_2}\}^{(p_2)\}} \right\}
\]

(255)
Using the standard properties of jointly typical sequences \[19\], we have

\[
\Pr(\mathcal{E} \cap \mathcal{F} \cap \mathcal{U}_n \cap \mathcal{V}_n) \leq 2^{-n_1(\delta_1-3\epsilon)} \quad (261)
\]

and

\[
\Pr(\mathcal{F}_{t_1,t_2}) \leq 2^{-n_2(\delta_2-\delta_1-3\epsilon)}. 
\]

By (257), (258), (261) and (262),

\[
\Pr\left(\mathcal{E} \cap \mathcal{F} \cap \mathcal{U}_n \cap \mathcal{V}_n\right) \leq 2^{-n_1(\delta_1-3\epsilon)} 2^{-n_2(\delta_1-\delta_2)} \sum_{(t_1,t_2,t_3) \in \tilde{U}_n} \Pr\left((\tau_1^{(j)}), (\tau_2^{(j)}, \tau_2^{(\omega-1)} = (t_1, t_2, t_3))\right). 
\]
For any \((t_1, t_2) \in \mathcal{V}_n\), we have \(t_1 \geq n(j\mu_1 + \nu_1 - \delta)\) and \(t_2 \leq n(\nu_2 - \mu_2 + \phi_1 - \psi_1)\). Using these bounds in (263), we get
\[
P \left( \mathcal{E} \cap \mathcal{F} \cap \mathcal{U}_n \cap \mathcal{V}_n \right) \leq 2^{-n_1(\phi_1 - 3\epsilon)} 2^{-n_2(\psi_1 - \phi_1)} 2^{-n(j\mu_1 - \nu_2 + \nu_1 - \nu_2 - 2\delta)(\phi_1 - \psi_1)}. \tag{264}
\]
By (254) and (264),
\[
P(\text{error}_2, \mathcal{U}_n, \mathcal{V}_n) \leq 2^{-nf(n)}, \tag{265}
\]
where
\[
f(n) = (j\mu_1 - \omega^{-\mu_2 + \nu_1 - \nu_2 - 2\delta})(\phi_1 - \psi_1) + \frac{n_1}{n}(\phi_1 - 3\epsilon) + \frac{n_2}{n}(\psi_1 - \phi_1) - \frac{lnn_1}{n}. \tag{266}
\]
We have \(\lim_{n \to \infty} f(n) = (j\mu_1 - \omega^{-\mu_2 + \nu_1 - \nu_2})(\phi_1 - \psi_1) + \theta_1\phi_1 + \theta_2(\psi_1 - \phi_1) - n_1 - 2(\phi_1 - \psi_1)\delta - 3\theta_1\epsilon\).
By (66), \((j\mu_1 - \omega^{-\mu_2 + \nu_1 - \nu_2})(\phi_1 - \psi_1) + \theta_1\phi_1 + \theta_2(\psi_1 - \phi_1) - n_1 > 0\). Therefore, \(\lim_{n \to \infty} f(n) > 0\) for sufficiently small \(\delta\) and \(\epsilon\) and \(P(\text{error}_2, \mathcal{U}_n, \mathcal{V}_n)\) decays exponentially with \(n\) as desired.

**APPENDIX I**

We need the following lemma:

**Lemma 4.** Let \(m, n\) be positive integers. The number of non-decreasing sequences of length \(n\) whose entries are among the numbers \(1, 2, \cdots, m\) is \(\binom{m+n-1}{n}\).

**Proof:** Define the sets \(A\) and \(B\) by
\[
A := \left\{ (x_1, \cdots, x_{n+1}) : x_1, \cdots, x_{n+1} \text{ are integers, } x_1 \geq 1, x_2, \cdots, x_{n+1} \geq 0, x_1 + \cdots + x_{n+1} = m \right\} \tag{267}
\]
and
\[
B := \left\{ (y_1, \cdots, y_n) : y_1, \cdots, y_n \text{ are integers, } 1 \leq y_1 \leq y_2 \leq \cdots \leq y_n \leq m \right\}. \tag{268}
\]
respectively. Define the map
\[
f : A \to B
\]
\[
(x_1, \cdots, x_{n+1}) \mapsto (x_1, x_1 + x_2, x_1 + x_2 + x_3, \cdots, x_1 + \cdots + x_n). \tag{269}
\]
The codomain of the map \( f \) is as promised because for any \((x_1, \ldots, x_{n+1}) \in \mathcal{A}\), \(1 \leq x_1 \leq x_1 + x_2 \leq x_1 + x_2 + x_3 \leq \cdots \leq x_1 + \cdots + x_n \leq m\). We make the following observations:

- The map \( f \) is one-to-one. In fact, let \((x_1, \ldots, x_{n+1}), (x'_1, \ldots, x'_{n+1}) \in \mathcal{A}\) and \(f(x_1, \ldots, x_{n+1}) = f(x'_1, \ldots, x'_{n+1})\). Then

\[
\begin{align*}
x_1 &= x'_1 \\
x_1 + x_2 &= x'_1 + x'_2 \\
&\vdots \\
x_1 + \cdots + x_n &= x'_1 + \cdots + x'_n
\end{align*}
\]  

(270)

It follows that \(x_i = x'_i\) for any \(1 \leq i \leq n\) and hence, \(x_{n+1} = m - \sum_{i=1}^{n} x_i = m - \sum_{i=1}^{n} x'_i = x'_{n+1}\). We conclude that \((x_1, \ldots, x_{n+1}) = (x'_1, \ldots, x'_{n+1})\).

- The map \( f \) is onto. To see this, let \((y_1, \ldots, y_n) \in \mathcal{B}\). Define \(x_1 := y_1, x_i := y_i - y_{i-1}\) for any \(2 \leq i \leq n\) and \(x_{n+1} = m - \sum_{i=1}^{n} x_i\). Then it is easy to see that \((x_1, \ldots, x_{n+1}) \in \mathcal{A}\) and \(f(x_1, \ldots, x_{n+1}) = (y_1, \ldots, y_n)\).

It follows that \( f \) is a bijection between \( \mathcal{A} \) and \( \mathcal{B} \) and hence, \(|\mathcal{A}| = |\mathcal{B}|\). But, \(|\mathcal{A}|\) is exactly the number of solutions for the tuples \((z_1, \ldots, z_{n+1})\) where \(z_1 := x_1, z_2 := x_2 + 1 \cdots, z_{n+1} := x_{n+1} + 1\) are positive integers and \(z_1 + \cdots + z_{n+1} = m + n\). This number is known to be \(\binom{m+n-1}{n}\).

Note that \(\{(j, u_j, v_j) : 1 \leq j \leq N_2\}\) is a state if and only if

\[
1 \leq i_1 \leq j_1 \leq i_2 \leq j_2 \leq \cdots \leq i_{N_2-1} \leq j_{N_2-1} \leq i_{N_2} \leq j_{N_2} \leq 2N_1 + 1,
\]  

(271)
i.e., \((i_1, j_1, i_2, j_2, \cdots, i_{N_2}, j_{N_2})\) is a non-decreasing sequence of integers whose entries are among the numbers \(1, 2, \ldots, 2N_1 + 1\). By Lemma 4, the number of such sequences is \(\binom{2N_1+2N_2}{2N_2}\).

**APPENDIX J; PROOF OF PROPOSITION 10**

As shown earlier in (140), we only need to assume \(j^* = 1\). Then \(\mathcal{A}_1 = \{R > \lambda : \alpha < \mu < \alpha + \theta\} = (\lambda, (1 + \frac{\theta}{\alpha})\lambda), \mathcal{G}_1 = \{R > \lambda : \mu > \alpha + \theta\} = ((1 + \frac{\theta}{\alpha})\lambda, \infty)\) and \(\mathcal{B}_1 = \mathcal{D}_1 = \emptyset\). For notational simplicity, we show \(\phi_\gamma\) and \(\psi_\gamma\) by \(\kappa\) and \(\kappa'\), respectively. It is beneficial to our presentation to write \(\mathcal{P}(x, y; \gamma)\) in (118) as

\[
\mathcal{P}(x, y; \gamma) = \tilde{\mathcal{P}}(x, y; \gamma) \cap \mathcal{U}(\gamma),
\]  

(272)
where

\[ \tilde{P}(x, y; \gamma) := \left\{ R_c > \lambda : \left(1 - \frac{x}{\lambda}(\kappa - \kappa')\right)R_c < \kappa' - (\kappa - \kappa')\frac{y}{\theta} \right\} \]  

(273)

and

\[ \mathcal{U}(\gamma) := \left\{ R_c > \lambda : \gamma \leq \left(\frac{1}{N} + \frac{R_c}{\lambda}\right)P \right\} . \]  

(274)

We have

\[ \mathcal{R}_1 = (\mathcal{R}_{\text{sym}} \cap \mathcal{A}_1) \cup (\mathcal{R}_{\text{sym}} \cap \mathcal{C}_1) , \]  

(275)

where

\[ \mathcal{R}_{\text{sym}} \cap \mathcal{A}_1 = \bigcup_{\gamma \geq 0} \left( \mathcal{U}(\gamma) \cap \tilde{P}(1, \theta; \gamma) \cap \tilde{P}(0, -\alpha; \gamma) \cap \mathcal{A}_1 \right) \]  

(276)

and

\[ \mathcal{R}_{\text{sym}} \cap \mathcal{C}_1 = \bigcup_{\gamma \geq 0} \left( \mathcal{U}(\gamma) \cap \tilde{P}(0, -\alpha; \gamma) \cap \mathcal{C}_1 \right) , \]  

(277)

by (134) and (136), respectively. We have

\[ \tilde{P}(0, -\alpha; \gamma) \cap \mathcal{C}_1 = \left(1 + \frac{\alpha}{\theta}\right)\lambda, \kappa' + \frac{\alpha}{\theta}(\kappa - \kappa') \right) . \]  

(278)

To compute the right side of (276), it is enough to note that

\[ \tilde{P}(1, \theta; \gamma) = \left\{ \lambda > \left(1 - \frac{1}{\lambda}(\kappa - \kappa')\right)R < 2\kappa' - \kappa \right\} = \begin{cases} 
\left( \lambda, \frac{2\kappa' - \kappa}{1 - \frac{1}{\lambda}(\kappa - \kappa')} \right) & \kappa - \kappa' < \lambda < \kappa' \\
\left( \max \left\{ \lambda, \frac{2\kappa' - \kappa}{1 - \frac{1}{\lambda}(\kappa - \kappa')} \right\}, \infty \right) & \kappa \geq 2\kappa', \ \kappa - \kappa' > \lambda \\
(\lambda, \infty) & \kappa \leq 2\kappa', \ \kappa - \kappa' > \lambda \\
\emptyset & \text{otherwise} \end{cases} \]  

(279)

and

\[ \tilde{P}(0, -\alpha; \gamma) \cap \mathcal{A}_1 = \left( \lambda, \min \left\{ \left(1 + \frac{\alpha}{\theta}\right)\lambda, \kappa' + \frac{\alpha}{\theta}(\kappa - \kappa') \right\} \right) . \]  

(280)

Having (279) and (280), we can find \( \mathcal{R}_{\text{sym}} \cap \mathcal{A}_1 \) in (276) which together with \( \mathcal{R}_{\text{sym}} \cap \mathcal{C}_1 \) in (277) and (278) complete the description of \( \mathcal{R}_1 \) in (275). To simplify our computations, let us consider two cases:
1) Assume

\[(1 + \frac{\alpha}{\theta})\lambda < \kappa' + \frac{\alpha}{\theta}(\kappa - \kappa').\]  \hspace{1cm} (281)

Using this in (280), we see that \(\tilde{P}(0, -\alpha; \gamma) \cap \mathcal{A}_1 = (\lambda, (1 +\frac{\alpha}{\theta})\lambda)\) and we get

\[
\tilde{P}(1, \theta; \gamma) \cap \tilde{P}(0, -\alpha; \gamma) \cap \mathcal{A}_1 = \begin{cases} 
(\lambda, \min \left\{ (1 + \frac{\alpha}{\theta})\lambda, \frac{2\kappa' - \kappa}{1 - \frac{1}{\lambda}(\kappa - \kappa')} \right\}) & \kappa - \kappa' < \lambda < \kappa' \\
(\max \left\{ \lambda, \frac{2\kappa' - \kappa}{1 - \frac{1}{\lambda}(\kappa - \kappa')} \right\}, (1 + \frac{\alpha}{\theta})\lambda) & \kappa \geq 2\kappa', \; \kappa - \kappa' > \lambda \\
(\lambda, (1 +\frac{\alpha}{\theta})\lambda) & \kappa \leq 2\kappa', \; \kappa - \kappa' > \lambda \\
\emptyset & \text{otherwise}
\end{cases}
\]  \hspace{1cm} (282)

Simple algebra shows that

\[
(\lambda - (\kappa - \kappa'))(\kappa' + \frac{\alpha}{\theta}(\kappa - \kappa') - \frac{2\kappa' - \kappa}{1 - \frac{1}{\lambda}(\kappa - \kappa')}) = (\kappa - \kappa')(1 + \frac{\alpha}{\theta})\lambda - (\kappa' + \frac{\alpha}{\theta}(\kappa - \kappa')).
\]  \hspace{1cm} (283)

By (281) the right side of (283) is negative. Therefore,

\[
\kappa - \kappa' < \lambda \implies \kappa' + \frac{\alpha}{\theta}(\kappa - \kappa') < \frac{2\kappa' - \kappa}{1 - \frac{1}{\lambda}(\kappa - \kappa')} \implies (1 + \frac{\alpha}{\theta})\lambda < \frac{2\kappa' - \kappa}{1 - \frac{1}{\lambda}(\kappa - \kappa')};
\]  \hspace{1cm} (284)

where in the last step we use (281). Therefore, the interval in the first row of (282) becomes \((\lambda, (1 + \frac{\alpha}{\theta})\lambda)\), i.e.,

\[
\tilde{P}(1, \theta; \gamma) \cap \tilde{P}(0, -\alpha; \gamma) \cap \mathcal{A}_1 = \begin{cases} 
(\lambda, (1 + \frac{\alpha}{\theta})\lambda) & \kappa - \kappa' < \lambda < \kappa' \\
(\max \left\{ \lambda, \frac{2\kappa' - \kappa}{1 - \frac{1}{\lambda}(\kappa - \kappa')} \right\}, (1 + \frac{\alpha}{\theta})\lambda) & \kappa \geq 2\kappa', \; \kappa - \kappa' > \lambda \\
(\lambda, (1 +\frac{\alpha}{\theta})\lambda) & \kappa \leq 2\kappa', \; \kappa - \kappa' > \lambda \\
\emptyset & \text{otherwise}
\end{cases}
\]  \hspace{1cm} (285)

It is notable that in the second line in (285) it is always true that \(\frac{2\kappa' - \kappa}{1 - \frac{1}{\lambda}(\kappa - \kappa')} < (1 + \frac{\alpha}{\theta})\lambda\) provided \(\kappa - \kappa' > \lambda\) and hence, the interval \(\max \left\{ \lambda, \frac{2\kappa' - \kappa}{1 - \frac{1}{\lambda}(\kappa - \kappa')} \right\}, (1 + \frac{\alpha}{\theta})\lambda\) is nonempty.\(^{21}\)

\(^{21}\)Multiplying both sides of \(\frac{2\kappa' - \kappa}{1 - \frac{1}{\lambda}(\kappa - \kappa')} < (1 + \frac{\alpha}{\theta})\lambda\) by the negative number \(1 - \frac{1}{\lambda}(\kappa - \kappa')\) yields \((1 + \frac{\alpha}{\theta})\lambda < \kappa' + \frac{\alpha}{\theta}(\kappa - \kappa')\) which is our assumption in (281).
2) Assume

\[ (1 + \frac{\alpha}{\theta}) \lambda \geq \kappa' + \frac{\alpha}{\theta}(\kappa - \kappa'). \]  

Then

\[ \tilde{\mathcal{P}}(0, -\alpha; \gamma) \cap \mathcal{A}_1 = \emptyset. \]  

By (280) and (286), \( \tilde{\mathcal{P}}(0, -\alpha; \gamma) \cap \mathcal{A}_1 = (\lambda, \kappa' + \frac{\alpha}{\theta}(\kappa - \kappa')). \) Using this together with (276) and (279),

\[ \tilde{\mathcal{P}}(1, \theta; \gamma) \cap \tilde{\mathcal{P}}(0, -\alpha; \gamma) \cap \mathcal{A}_1 = \left\{ \begin{array}{ll} 
\left( \lambda, \min \left\{ \frac{2\kappa' - \kappa}{1 - \frac{\lambda}{\theta}(\kappa - \kappa')}, \kappa' + \frac{\alpha}{\theta}(\kappa - \kappa') \right\} \right) & \kappa - \kappa' < \lambda < \kappa' \\
\left( \max \left\{ \lambda, \frac{2\kappa' - \kappa}{\theta}(\kappa - \kappa') \right\}, \kappa' + \frac{\alpha}{\theta}(\kappa - \kappa') \right) & \kappa \geq \kappa', \ \kappa - \kappa' > \lambda,
\end{array} \right. \]  

\[ \emptyset \]  

otherwise

The right side of (283) is nonnegative due to (286). Therefore,

\[ \kappa - \kappa' < \lambda \implies \frac{2\kappa' - \kappa}{1 - \frac{\lambda}{\theta}(\kappa - \kappa')} \leq \kappa' + \frac{\alpha}{\theta}(\kappa - \kappa'). \]  

(289)

and

\[ \kappa - \kappa' > \lambda \implies \frac{2\kappa' - \kappa}{1 - \frac{\lambda}{\theta}(\kappa - \kappa')} \geq \kappa' + \frac{\alpha}{\theta}(\kappa - \kappa'). \]  

(290)

Let us make the following observations:

- By (289), the interval in the first row of the definition of \( \mathcal{R}_{\text{sym}} \cap \mathcal{A}_1 \) in (288) becomes \( (\lambda, \frac{2\kappa' - \kappa}{1 - \frac{\lambda}{\theta}(\kappa - \kappa')} \). 

- By (290), the interval in the second row of (288) is empty.

- Combining \( \kappa - \kappa' > \lambda \) with (286), we get \( \lambda > \kappa' \) and hence, \( \kappa > 2\kappa' \). This shows that the constraints in the third row of (288) are not compatible with (286).

Based on these observations, we can simplify (288) as

\[ \tilde{\mathcal{P}}(1, \theta; \gamma) \cap \tilde{\mathcal{P}}(0, -\alpha; \gamma) \cap \mathcal{A}_1 = \left\{ \begin{array}{ll} 
\left( \lambda, \frac{2\kappa' - \kappa}{1 - \frac{\lambda}{\theta}(\kappa - \kappa')} \right) & \kappa - \kappa' < \lambda < \kappa',
\end{array} \right. \]  

\[ \emptyset \]  

otherwise

(291)

Define \( \gamma_0 \) as the value of \( \gamma \) that solves \( \kappa' = \kappa - \kappa' \). We consider two cases:

1) Let \( \lambda < \psi_{\gamma_0} \). This situation is shown in panel (a) of Fig. 21. The solutions for \( \gamma \) in \( \psi_{\gamma} = \lambda \) and
The constant level $\lambda$ is shown in red. The value of $\gamma$ for which $\psi_\gamma = \phi_\gamma - \psi_\gamma$ is denoted by $\gamma_0$. Panel (a) shows a scenario where $\lambda < \psi_\gamma$. The solutions for $\gamma$ in $\psi_\gamma = \lambda$ and $\phi_\gamma - \psi_\gamma = \lambda$ are shown by $\gamma_1$ and $\gamma_3$, respectively. It is only for values of $\gamma$ in the interval $(\gamma_1, \gamma_3)$ that $\phi_\gamma - \psi_\gamma < \lambda < \psi_\gamma$. Moreover, the equation $\psi_\gamma + \frac{\alpha}{\beta}(\phi_\gamma - \psi_\gamma) = (1 + \frac{\alpha}{\beta})\lambda$ is solved for $\gamma = \gamma_2$ where $\gamma_1 < \gamma_2 < \gamma_3$. Panel (b) shows a scenario where $\lambda > \psi_\gamma$. The conditions $\phi_\gamma - \psi_\gamma < \lambda < \psi_\gamma$ no longer hold.

$$\psi_\gamma = \lambda$$ are shown by $\gamma_1$ and $\gamma_3$, respectively. It is only for values of $\gamma$ in the interval $(\gamma_1, \gamma_3)$ that $\phi_\gamma - \psi_\gamma < \lambda < \psi_\gamma$. Moreover, the equation $\psi_\gamma + \frac{\alpha}{\beta}(\phi_\gamma - \psi_\gamma) = (1 + \frac{\alpha}{\beta})\lambda$ is solved for $\gamma = \gamma_2$ where $\gamma_1 < \gamma_2 < \gamma_3$.

We have

$$\hat{P}(0, -\alpha; \gamma) \cap \mathcal{C}_1 = \left\{ \begin{array}{ll} \emptyset & \gamma \leq \gamma_2 \\
(1 + \frac{\alpha}{\beta})\lambda, \kappa' + \frac{\alpha}{\beta}(\kappa - \kappa') & \gamma > \gamma_2 \end{array} \right. \quad (292)$$

and

$$\hat{P}(1, \theta; \gamma) \cap \hat{P}(0, -\alpha; \gamma) \cap \mathcal{A}_1 = \left\{ \begin{array}{ll} \emptyset & \gamma \leq \gamma_1 \\
\hat{\gamma}_1 & \gamma_1 < \gamma < \gamma_2 \\
\hat{\gamma}_2 & \gamma > \gamma_2 \end{array} \right. \quad (293)$$

2) Let $\lambda \geq \psi_\gamma$. This situation is shown in panel (b) of Fig. 21. The conditions $\kappa - \kappa' < \lambda < \kappa'$ no longer hold. Moreover, $\gamma_3 < \gamma_2 < \gamma_1$ where we let $\gamma_1 = \infty$ if it does not exist. The set $\hat{P}(0, -\alpha; \gamma) \cap \mathcal{C}_1$ is given by (292) and

$$\hat{P}(1, \theta; \gamma) \cap \hat{P}(0, -\alpha; \gamma) \cap \mathcal{A}_1 = \left\{ \begin{array}{ll} \emptyset & \gamma \leq \gamma_2 \\
(\frac{2\kappa' - \kappa}{1 - \frac{\alpha}{\beta}(\kappa - \kappa')}, (1 + \frac{\alpha}{\beta})\lambda) & \gamma_1 < \gamma \leq \gamma_1 \\
(\hat{\gamma}_2, (1 + \frac{\alpha}{\beta})\lambda) & \gamma > \gamma_1 \end{array} \right. \quad (294)$$

$\text{if } \gamma < \gamma_1$, then $\kappa'$ and $\kappa - \kappa'$ are both smaller than $\lambda$ and if $\gamma > \gamma_3$, then $\kappa'$ and $\kappa - \kappa'$ are both larger than $\lambda$. In either case, $\psi_\gamma + \frac{\alpha}{\beta}(\phi_\gamma - \psi_\gamma) \neq (1 + \frac{\alpha}{\beta})\lambda$. 

---

Fig. 21. Plots of $\psi_\gamma$ (black curve) and $\phi_\gamma - \psi_\gamma$ (blue curve) as function of $\gamma$. The constant level $\lambda$ is shown in red. The value of $\gamma$ for which $\psi_\gamma = \phi_\gamma - \psi_\gamma$ is denoted by $\gamma_0$. Panel (a) shows a scenario where $\lambda < \psi_\gamma$. The solutions for $\gamma$ in $\psi_\gamma = \lambda$ and $\phi_\gamma - \psi_\gamma = \lambda$ are shown by $\gamma_1$ and $\gamma_3$, respectively. It is only for values of $\gamma$ in the interval $(\gamma_1, \gamma_3)$ that $\phi_\gamma - \psi_\gamma < \lambda < \psi_\gamma$. Moreover, the equation $\psi_\gamma + \frac{\alpha}{\beta}(\phi_\gamma - \psi_\gamma) = (1 + \frac{\alpha}{\beta})\lambda$ is solved for $\gamma = \gamma_2$ where $\gamma_1 < \gamma_2 < \gamma_3$. Panel (b) shows a scenario where $\lambda > \psi_\gamma$. The conditions $\phi_\gamma - \psi_\gamma < \lambda < \psi_\gamma$ no longer hold.
By (275), (276) and (277),
\[ R_{\text{sym}} = \bigcup_{\gamma \geq 0} \left( U(\gamma) \bigcap \tilde{P}(0, -\alpha ; \gamma) \bigcap \mathcal{A}_1 \right) \cup \left( \tilde{P}(0, -\alpha ; \gamma) \bigcap \mathcal{C}_1 \right). \] (295)

Using the expressions in (292), (293) and (294),
\[ \left( \tilde{P}(1, \theta ; \gamma) \bigcap \tilde{P}(0, -\alpha ; \gamma) \bigcap \mathcal{A}_1 \right) \cup \left( \tilde{P}(0, -\alpha ; \gamma) \bigcap \mathcal{C}_1 \right) = (f(\gamma), g(\gamma)), \] (296)

where \( f \) and \( g \) are defined in (141) and (142) under the assumption that \( \lambda < \psi_{\gamma_0} \) and \( \lambda \geq \psi_{\gamma_0} \), respectively.
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