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Abstract  Clouds are liquid at temperature greater than 0°C and ice at temperature below −38°C. Between these two thresholds, the temperature of the cloud thermodynamic phase transition from liquid to ice is difficult to predict and the theory and numerical models do not agree: Microphysical, dynamical, and meteorological parameters influence the glaciation temperature. We temporally track optical and microphysical properties of 796 clouds over Europe from 2004 to 2015 with the space-based instrument Spinning Enhanced Visible and Infrared Imager on board the geostationary METEOSAT second generation satellites. We define the glaciation temperature as the mean between the cloud top temperature of those consecutive images for which a thermodynamic phase change in at least one pixel is observed for a given cloud object. We find that, on average, isolated convective clouds over Europe freeze at −21.6°C. Furthermore, we analyze the temporal evolution of a set of cloud properties and we retrieve glaciation temperatures binned by meteorological and microphysical regimes: For example, the glaciation temperature increases up to 11°C when cloud droplets are large, in line with previous studies. Moreover, the correlations between the parameters characterizing the glaciation temperature are compared and analyzed and a statistical study based on principal component analysis shows that after the cloud top height, the cloud droplet size is the most important parameter to determine the glaciation temperature.

Plain Language Summary  It is difficult to quantify the temperature at which clouds transition from liquid to ice. Indeed, between −38°C and 0°C, clouds can be composed of liquid cloud droplets, ice crystals, or mixture of both, but the theory cannot predict the observations. Satellites usually give a snapshot of microphysical properties of clouds at one time step during their lifetime. Therefore, statistical tools are needed to infer how clouds behave during their life cycle from a composite of several clouds. Here, we temporally track the properties of 796 convective clouds over Europe from a tracking algorithm based on the geostationary satellite SEVIRI. We are able to study the same clouds from their initiation to their dissipation including their transition from liquid to ice with a temporal resolution of 15 min. We find that, on average, clouds freeze at −21.6°C and that the size of cloud droplets has a large impact on the temperature of glaciation: The larger the cloud droplets, the higher the temperature of glaciation. Our results aim to better understand how clouds transition from liquid to ice, and they can improve predictions of the impact of clouds in future climate.

1. Introduction

The cloud thermodynamic phase impacts cloud radiative properties, cloud lifetime, and dynamical properties. Unfortunately, processes that determine the phase transition are still poorly understood and theory, observations, and in situ measurements still disagree, which leads to large uncertainties (Cantrell & Heymsfield, 2005). For example, Komurcu et al. (2014) observed that the ice water path is underestimated by more than 70 g/m² in models compared to satellite observations from MODerate resolution Imaging Spectroradiometer (MODIS).

Below −38°C, clouds are in the ice phase and above 0°C, clouds are in the liquid phase. Between −38°C and 0°C, clouds can be either liquid, ice or a mixture of the two phases and different parameters influence the phase transition: For example, aerosols can act as ice nuclei, while large cloud droplets are more prone to secondary ice production (Rosenfeld et al., 2011); both examples potentially increase the glaciation...
temperature ($T_g$). Parameters, such as the cloud droplet size and aerosol concentration, can be correlated or anti-correlated with each other, and it is therefore difficult to disentangle their respective effect on $T_g$ (Coopman et al., 2018; Gryspeerdt et al., 2016).

Detection of cloud phase transition using observations is not trivial. In situ observations provide high-resolution measurements associated with low uncertainties. Unfortunately, studies from field campaigns last only for weeks or months and are spatially constrained. Therefore, it is difficult to obtain long time series. On the opposite, satellite observations offer long time measurements and cover an extended area. But, the uncertainties associated with the measurements are large and the information only comes from cloud tops for passive instruments and from a spatially restricted area of a laser or radar beam for active instruments. Moreover, from polar orbiting satellites, statistical analysis is performed on the probability of glaciation for different regimes but we cannot study the temporal evolution of the phase transition for one cloud.

Cloud properties can be tracked over time with geostationary satellites. Geostationary satellites have been widely used to detect convective initiation (i.e., Mecikalski & Bedka, 2006; Mecikalski et al., 2010a, 2010b; Roberts & Rutledge, 2003, 2010a; Zinner et al., 2008). Other studies have been analyzing the evolution of cloud parameters: For example, Senf et al. (2015) and Senf and Deneke (2017) applied their algorithm to 9 and 151 clouds, respectively, and studied the evolution of microphysical and macrophysical parameters of clouds taking as a reference the maximum cloud top cooling rate. Patou et al. (2018) coupled satellite observations with numerical models, and they followed the evolution of precipitation for 35 cases. Schröder et al. (2009) analyzed the spatial distribution of deep convective clouds over Africa based on brightness temperature changes. Zinner et al. (2008) developed a very comprehensive tool to track convective cells based on geographical overlap. Bley et al. (2016) tracked 30 clouds to study warm convective clouds over Europe. Walker et al. (2012) studies the initiation of convection over the United States with 804 cases. Heikenfeld et al. (2019) developed a flexible method based on the synergy of model simulations and observations and on the maximum vertical velocity, which is promising to track deep convective clouds. In most of the previous studies, the number of tracked clouds is less than 100, which limits the significance of statistical analysis. Moreover, none of the former studies focused on the liquid-to-ice phase transition nor retrieved glaciation temperatures.

Lensky and Rosenfeld (2006) have shown that the tracking of clouds is not necessary because the temporal evolution of cloud properties are exchangeable with the instantaneously properties of a field of clouds that contains cells at various stages of their lifecycle. Nevertheless, Yuan et al. (2010) have pointed out that at least 100 pixels per temperature bin are needed to free results from natural variability and retrieval uncertainty. Therefore, the method is suited for large cloud systems or large ensembles but not for isolated convective clouds.

In the current study, we track convective clouds from a geostationary satellite focusing on the thermodynamic phase transition. We aim to understand which parameters trigger or inhibit the phase transition. The next section presents the data set used from a space-based observation, the tracking algorithm, and the statistical tools. We divide our result section in three main parts: First, we analyze the temporal evolution of cloud properties, then we study the difference in $T_g$ for different meteorological and microphysical regimes, and we present results from a statistical analysis to discuss the correlations that the different parameters have with each others and how they impact $T_g$.

2. Data And Method

2.1. Satellite Observations

The Spinning Enhanced Visible and Infrared Imager (SEVIRI) sensor on board the geostationary METEOSAT second generation satellites provides measurements with a temporal resolution of 15 min and a spatial resolution of 3 km at the subsatellite point for 11 spectral channels (12 channels in total). These measurements were used to derive cloud properties composing the CLoud property dAtAset using SEVIRI - edition 2 (Benas et al., 2017; Stengel et al., 2014). Details on the retrieval algorithms are given in Benas et al. (2017). Here, we highlight the features that are most important for the present study.

A series of spectral tests as a function of illumination for different surface types among other factors are performed to detect clouds, resulting in each pixel being classified as either cloud filled, cloud free, cloud
contaminated, or snow/ice contaminated (Derrien & Le Gléau, 2005; Derrien, 2013). In the present study, we only consider cloud filled pixels.

Cloud top pressure (CTP) is retrieved from infrared measurements compared with clear-sky and cloudy radiative transfer simulations using the Radiative Transfer for TOVS (RTTOV Matricardi et al., 2004; Saunders et al., 1999), using ERA-Interim (Dee et al., 2011) as input, applying the H2O infrared window intercept method (Schmetz et al., 1993) and the radiance rationing method (Menzel et al., 1983). Cloud top temperature (CTT) is retrieved from CTP using ERA-Interim profiles.

The cloud top phase retrieval is based upon a decision tree with several spectral tests involving measurements from 5 spectral channels from 6.2 to 13.4 μm and simulated clear and cloudy sky radiances using RTTOV (Matricardi et al., 2004; Saunders et al., 1999). Clouds are classified into six categories: liquid, supercooled, opaque ice, cirrus, overlap, and overshooting. The six categories are then converted to a binary cloud phase, ice or liquid (Benas et al., 2017). It is important to note that in CLAAS-2, cloud top phase and CTT are retrieved independently from each other with the exceptions that ice pixels are reclassified as liquid if CTT is greater than 0 C and liquid pixels are reclassified as ice if CTT is lower than −38 C.

Effective radius \( (r_e) \) and optical thickness \( (\tau) \) are retrieved following a Nakajima and King (1990) approach based on the channels at 0.6 and 1.6 μm (Meirink & van Zadelhoff, 2016; Roebeling et al., 2006) and the double Adding KNMI radiative transfer model (Stamnes, 2001).

Before all retrievals are carried out, the visible and near-infrared measurements were recalibrated following Meirink et al. (2013). For our analysis, we use so-called Level-2 data (pixel data with 15 minute and 3 km × 3 km resolution) in June, July, and August, more favorable to convection, from 2004 to 2015 during daytime, over Europe—with latitudes between 37°N and 56°N and longitudes between 2°W and 24°E.

### 2.2. Cloud Tracking Algorithm

We analyze the temporal evolution of clouds by employing a cloud tracking algorithm. Most algorithms require manual detection (e.g., Mecikalski et al., 2016; Senf et al., 2015; Senf & Deneke, 2017) and/or are computationally expensive (e.g., Zinner et al., 2008). We developed an algorithm that is automatic and can be run over several years. The algorithm, based on cloud-object overlaps, needs three steps. The first step corresponds to the implementation of the cloud object identification, the second step corresponds to the object overlap between two consecutive time steps, and the last step selects the cases following several criteria. The three steps are described below:

First, we consider cloudy pixels during daytime with an optical thickness greater than 0.3 to avoid retrieval issues associated with thin clouds and surface contamination (Roebeling et al., 2006; Platnick et al., 2014). We define a cloud object: a pixel cluster with eight connected cloudy pixels. As we are interested in isolated convective clouds when they transition from liquid to ice, we exclude cloud object with a size greater than 4,500 pixels corresponding to 112,500 km² to avoid large cirrus or anvils which have already been glaciated. Furthermore, the cloud objects need to have a size greater than 40 pixels corresponding to 1,000 km² to ensure that the overlap of two cloud masks between two subsequent time steps corresponds to the same cloud (Schröder et al., 2009; Zinner et al., 2008). For each cloudy pixel that fulfills the criteria mentioned above, we start the potential tracking.

In the second step, consecutive measurements are analyzed, which are 15 min apart from each other (Mathon & Laurent, 2001): A cloud can be temporally tracked as long as cloud areas between two consecutive time steps intersect. To avoid splitting or merging cloud object distorting the statistics, we do not consider clouds for which the area variation between two time steps is higher than 50%. If a cloud splits and the two successors do not overlap more than 50% with the former cloud, we disregard this case. If it does, we continue the tracking with the cell that overlaps the most with the former cloud. When there are no cloudy pixels that follow the overlapping criteria, we stop the tracking.

In the final step, we collect the cloud properties of the coldest pixel of a cloud object for each time step, in line with Coopman et al. (2019). The transition of the cloud phase of the coldest pixel from liquid to ice represents the initiation of the thermodynamic phase transition of the tracked cloud. Repeating this procedure but considering the two percent coldest pixels instead (as described by Schröder et al., 2009, and Mecikalski et al., 2016) did not change the results significantly. In the aim to avoid that the coldest pixel jumps from one cloud region to an other between two time steps, we only consider clouds for which the coldest pixel moves...
Figure 1. Spatial distribution of the tracked clouds for which we observe a thermodynamic phase transition of the coldest pixel.

Figure 1 shows the spatial distribution of the tracked clouds given the criteria mentioned above. A slightly higher number of clouds are tracked in the surrounding of the Adriatic Sea compared to the other regions, but otherwise they are homogeneously distributed over the investigated domain emphasizing that the results presented here are not characteristic to a specific region within Europe.

2.3. ERA-Interim

ERA-Interim (ERA-I) reanalysis data from ECMWF (Berrisford et al., 2011) extend from 1989 to the present. ERA-I has been improved for the representation of the hydrological cycle, the quality of the stratospheric circulation, and the consistency in time of the reanalyzed fields in 2011 (Dee et al., 2011). The temporal resolution is 6 hr with sixty pressure levels and a spatial resolution of 0.75° × 0.75°. Dee et al. (2011) provided a full description of ERA-I parameters and the performance of the algorithms. We use the most unstable convective available potential energy (CAPE) and the vertical pressure velocity at 500 hPa ($\mathbf{\omega}_{500}$) calculated by ERA-Interim. CAPE is retrieved between the level of free convection (LFC) and the level of neutral buoyancy (LNB) as

$$\text{CAPE} = \int_{\text{LFC}}^{\text{LNB}} R_d (T_{vp} - T_{ve}) d \ln P,$$

where $R_d$, $T_{vp}$, $T_{ve}$, and $P$ are, respectively, the gas constant for dry air, the virtual temperature of the air parcel, the virtual temperature of the environment, and the pressure. Due to the temporal resolution, the CAPE considered in the study might already be depleted by the convection. Unfortunately, it is not possible to have CAPE before the convection.

2.4. Principal Component Analysis

The principal component analysis (PCA) is used to reduce a large number of parameters into a fewer number of components to describe the variability of a data set. It uses a linear combination of a set of variables.

Data and their variability are described in a space of $n$ dimensions. The PCA aims to transform the base of $n$ parameters to a base of $m$ components. The maximum number of components is $n$, but the variability...
of the data can potentially be described with \( m \) lower than \( n \). Therefore, the parameters are described as a linear combination of the components that are orthogonal to, or independent of each other. There are several methods to determine the final number of components \( m \) needed to describe the variability of the data (Velicer, 1976). We use the Kaiser criterion, which is used for the factor analysis, but it can be applied to the PCA: Components with eigenvalues of the covariance matrix less than one are discarded; that is, we only keep the components for which the eigenvalue is greater than the information considering an average of single item (Costello & Osborne, 2005). From the PCA, we can rank the importance of the \( n \) parameters to describe the variability of the data but also to describe the correlation between the parameters. The different parameters are normalized to range from zero to one to ensure that their impacts on the variability of the data is not overestimated or underestimated due to their range.

Here, we are interested in the impact of the parameters on \( T_g \), so we define different regimes based on the temperature. We define 20 intervals of \( T_g \) with thresholds at every fifth percentile such that each \( T_g \) regime has approximately 40 tracked clouds. For each regime, we average the microphysical and dynamical properties. It should be noted that the results presented here are not sensitive to the number of \( T_g \) regimes: We did the same analysis changing the number of clouds per bin from 30 to 50 and the conclusions did not change (not shown here).

Regarding our data set, we need to define the \( n \) dimensions to describe the variability of \( T_g \) from the cloud and atmospheric properties. The different parameters are described in sections 2.1 and 2.3, but for each tracked cloud, we need to define a time step for which the parameters are considered. We consider the cloud droplet size two time steps before the phase transition because of artifact effects around the phase transition (Coopman et al., 2019) to study the droplet size impact on \( T_g \). Similar to the cloud droplet size, we consider the size of ice crystal after the phase transition. We want to observe the altitude where the cloud transition from ice to liquid, so we consider CTH at the phase transition. ERA-Interim output has a temporal resolution of 6 hr, so we consider the closest value of the phase transition for CAPE and \( \omega_{500} \). Anvil area is an important parameter to determine the net radiative effect of clouds; therefore, we consider the maximum size the tracked clouds have during their life time. Then, each tracked cloud can be defined by six parameters: the maximum cloud area (\( A_{max} \)), the cloud top height at the phase transition (\( \text{CTH}(t_0) \)), \( r_L \) (\( t_0 \)), \( r_I \) (\( t_0 \)), \( r_{LI} \) (\( t_0 \)), \( \omega_{500} \) (\( t_0 \)).

We define the Matrix \( A \) of dimension 20 \( \times \) 6 as

\[
A = \begin{pmatrix}
A_{11} & r_{LI}(t_0 - 2\Delta t) & r_{LI}(t_0 + 2\Delta t) & \text{CTH}(t_0) & \text{CAPE}(t_0) & \omega_{500}(t_0) \\
A_{21} & r_{LI}(t_0 - 3\Delta t) & r_{LI}(t_0 + 3\Delta t) & \text{CTH}(t_0) & \text{CAPE}(t_0) & \omega_{500}(t_0) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
A_{20} & r_{LI}(t_0 - 2\Delta t) & r_{LI}(t_0 + 2\Delta t) & \text{CTH}(t_0) & \text{CAPE}(t_0) & \omega_{500}(t_0)
\end{pmatrix},
\]

where the subscripts \((1, 2, \ldots, 20)\) represent the different \( T_g \) regimes: 20 intervals of \( T_g \) regimes.

In the aim to find a new orthogonal base, the eigenvectors and eigenvalues are retrieved from the covariance matrix of \( A \):

\[
\alpha_i \overrightarrow{F_i} = \text{cov}(A) \overrightarrow{F_i},
\]

where \( \alpha_i \) is the eigenvalue and \( \overrightarrow{F_i} \) the eigenvector with \( i \) ranging from 1 to 6. The dimension of \( \overrightarrow{F} \) and \( \text{cov}(A) \) are, respectively, 6 and 6 \( \times \) 6.

The eigenvectors define the components, and they are independent from each other. Each component is described by a linear combination of the parameters:

\[
\overrightarrow{F_i} = (\beta_{i1}, \beta_{i2}, \ldots, \beta_{i6})^T (A_{max}, \text{CTH}(t_0), \ldots, \omega_{500}(t_0)),
\]

where \( \beta_{ij} \) are the indexes of \( \overrightarrow{F_i} \) in the base \((A_{max}, \text{CTH}(t_0), \ldots, \omega_{500}(t_0))\).

The PCA enables the ranking of components for describing the variability of \( T_g \) through the eigenvalues, and subsequently, it is possible to qualitatively rank the importance of the initial parameters to describe the variability. Moreover, in the orthogonal space defined by the components, the collinearity of the parameters informs on the intercorrelation between the parameters themselves.
Figure 2. (a) Number of tracked clouds for each time step before and after the reference time \( t_0 \) defined by the phase transition. The horizontal black line represents the thresholds we use in section 3.1. (b) Same as (a) but for the 40 regimes binned by \( T_g \).

3. Results

We divide the result section in three distinct parts. The first part describes the temporal evolution of cloud microphysical properties. The second part provides an analysis of \( T_g \) for different meteorological or microphysical regimes. Finally, the last part presents the analysis of the variation of \( T_g \) and the covariability between the different parameters.

3.1. Temporal Evolution

We analyze the mean temporal evolution of the different parameters by building a composite from the 796 tracked clouds with the reference time \( t_0 \). Figure 2a shows the temporal evolution of the number of clouds that we are able to track for each time step. The four time steps around the phase transition have the same number of data point because each tracked cloud is required to have at least two time steps in the liquid phase and two time steps in the ice phase. The further from the phase transition, the smaller the number of tracked clouds. We only consider time steps for which we have at least 100 tracked clouds in the aim to retrieve statistically significant averages.

Figure 3a shows the CTT of the coldest pixels averaged over the tracked clouds associated with the standard deviation. The temperature is relatively constant over the liquid phase and then decreases slightly before the phase transition: The mean CTT decreases from \(+1.0^\circ C\) to \(-13.6^\circ C\) over the liquid phase. At the phase transition, the mean CTT goes from \(-13.6^\circ C\) to \(-31.1^\circ C\), decreasing by \(17.5^\circ C\), and further decreases to \(-53.9^\circ C\) at time \( t_0 + 14 \Delta t \), and remains below \(-50^\circ C\) afterwards. The standard deviation never exceeds \(4.2^\circ C\). We observe that the maximum of cloud-top cooling happens at the phase transition.

Similarly, we retrieve the mean temporal evolution of different parameters. Figure 3b shows the mean temporal evolution of CTH. CTH and CTT are directly related with each other in CLAAS-2 (Benas et al., 2017). As described in Figure 3a, we observe that CTH increases in the liquid phase, then it is accelerated at the phase transition and finally reach a plateau around 10 km corresponding to the midlatitude tropopause.

We have CTH at different time steps apart 15 min, so we can derive the apparent ascent speed of the cloud top of a cluster of convective towers seen at the satellite sensor resolution between two time steps as

\[
w = \frac{\Delta CTH}{\Delta t},\]

with \( w \) the apparent ascent speed of the cloud top. Figure 3c shows the mean cloud-top apparent ascent speed retrieved from Figure 3b and Equation 5. We observe that the mean apparent ascent speed of the cloud
Figure 3. (a) Average of the temporal evolution of the cloud top temperature for 796 tracked using the phase transition time as a reference and the shaded area represents the standard deviation. The sub-figure b is the same as a but for the cloud top height (CTH), c for the apparent ascent speed of the cloud top \( w \), d for the cloud area, e for cloud particle radii \( r_e \), and f for the median of cloud optical depth \( \tau \).

The top is small but positive for every time step in the liquid phase: \( w \) is less than 0.3 m/s. \( w \) reaches a peak at the phase transition of 3.2 m/s and then decreases in the ice phase. Senf and Deneke (2017) also retrieved a maximum cloud-top ascent of 3 m/s for isolated convective clouds over Europe using the SEVIRI temporal resolution of 5 min. In their study, they were able to detect that the freezing prompts a maximum cloud top cooling rate possibly due to a release of latent heating which lead to a maximum in \( w \).

Figure 3d shows the mean temporal evolution of the cloud area. In the liquid phase, we observe a decrease in the cloud area from 10,887 to 5,695 km². In the ice phase, the cloud area increases from 6,550 km² to 18,220 km². The increase in the ice phase can be explained by the development of the cloud during the convective phase, which grows in size as it is expected for convective clouds when they vertically develop and reach the tropopause.

On the opposite, the decrease in the liquid phase is not expected, and it is an artifact produced by the tracking algorithm. Indeed, the algorithm is based on the overlap between two successive images; it is therefore easier to track large clouds than small clouds for a longer time. As we approach the phase transition, small clouds are included in the average, decreasing the mean of the area. For example, for tracked clouds with a life time in the liquid phase greater than eight time steps, the area increases on average by 69 pixels between the first measurements in the liquid phase and before the phase transition. The cloud area for long lived clouds in the liquid phase increases over time, which is contrary to the results shown in Figure 3d. If we do the same analysis for tracked clouds with a life time in the ice phase greater than eight time steps, the area increases on average by 50 pixels between the first and the last measurements in the ice phase. We observe an increase of the cloud area in the ice phase with time, as described in Figure 3d.

Figures 3e and 3f show the temporal evolution of the effective radius and the optical thickness of the convective clouds, respectively. Regarding \( r_e \), we observe an increase in the liquid phase: \( r_e \) goes from 15.9 μm at \( t_0 - 12\Delta t \) to 17.4 μm at \( t_0 - 1\Delta t \), then reaches a plateau at the phase transition, then \( r_{e,\text{Ice}} \) increases for 1 hr and then decreases to reach a plateau around \( r_{e,\text{Ice}} = 17.5 \mu m \). The increase of \( r_e \) is characteristic of convective clouds in the liquid phase: The updraft transports the water vapor allowing the cloud droplets to grow. The decrease in the ice phase can indicate a mature state: The ice crystal size of the anvil is usually smaller.
than at the core due to the sedimentation of large ice crystals and the sublimation of ice when the cloud dissipates (Jensen et al., 2009).

For \( \tau \), we did not consider the arithmetic mean because 10% of the tracked clouds have \( \tau \) greater than 100 during their lifetime, which is the limit for the retrieval. Therefore, the mean would not be representative of the evolution, Figure 3f shows the median evolution of \( \tau \) and the gray area is the lower and upper quartiles. We observe that the median of \( \tau \) is constant around 22.1 in the liquid phase and decreases to 15.1 at the phase transition. The decrease of \( \tau \) at the phase transition can be explained as ice crystals are larger but fewer than cloud droplets. After the phase transition, we observe that the median \( \tau \) increases up to 58.1 at the mature stage.

In Figures 3e and 3f, we observe a decrease of \( r_e \) at the phase transition as already described by Coopman et al. (2019): The reason for this apparently unphysical feature is that the values of \( r_e \) depend on the thermodynamic phase retrieved by the algorithm beforehand. Unfortunately, CLAAS-2 does not consider mixed-phase clouds that lead to a bias in cloud microphysical property retrievals. The \( r_{Liq}^e \) is artificially increased if the pixel is mixed phase because the ice is more absorbing in the near infrared than the liquid and it biases measurements in the Nakajima and King (1990) retrievals. On the opposite, \( r_{Ice}^e \) is artificially decreased if the pixel is mixed phase.

In Figure 4, we propose a schematic view of the evolution of cloud properties along different time steps: at the beginning of the tracking, before, at, and after the phase transition, and at the mature stage. At the beginning of the tracking, clouds have on average small cloud droplets, \( \tau \) and CTH are low and the CTH increases slowly. Before the phase transition, cloud droplets grow, the apparent ascent speed of the cloud top increases slightly, and the optical depth is almost constant. At the phase transition, the updraft reaches its maximum. After the phase transition, the ice crystal size, the cloud area, and \( \tau \) increase and CTH increases but at a slower pace than at the phase transition. In the last stage, the cloud area, optical thickness, and CTH increases and the ice crystal size decreases.

### 3.2. Variation of Glaciation Temperature

\( T_g \) is defined as the mean between the last coldest liquid-pixel and the first-ice pixel temperatures, so \( T_g \) can be lower than \(-38^\circ C\) if the last coldest liquid pixel is slightly higher than \(-38^\circ C\) and the first coldest ice pixel is significantly lower than \(-38^\circ C\) for example. Similarly, \( T_g \) can be greater than 0\(^\circ C\) if the last coldest liquid pixel is significantly higher than 0\(^\circ C\) and the first coldest ice pixel is slightly lower than 0\(^\circ C\) for example. Considering the time resolution of 15 min, \( T_g \) for one tracked cloud does not necessarily represent the phase transition. Indeed, the phase transition may have happened at a temperature close to the temperature of the last liquid pixel or first ice pixel. Nevertheless, if we consider the median of several cases, we can retrieve a statistical value of \( T_g \). For the 796 clouds, we retrieve \( T_g = -21.6^\circ C \) (\(-33.6; -12.5\)), with the...
Figure 5. (a) Distribution of the glaciation temperature considering two regimes defined by the cloud area: $A < 129$ pixels and $A > 467$ pixels. (b) Same as (a) but considering two regimes defined by the large scale vertical velocity $\omega_{500}$: $\omega_{500} < -0.0033$ Pa/s and $\omega_{500} > 0.0385$ Pa/s. (c) Same as (a) but considering two regimes defined by the cloud optical thickness ($\tau$): $\tau < 11$ and $\tau \geq 100$. (d) Same as (a) but considering two regimes defined by the convective available potential energy (C3APE): CAPE $< 11.0$ J/kg and CAPE $> 476.5$ J/kg. (e) Same as (a) but considering two regimes defined by the ice crystal effective radius $r_{Ice}$: $r_{Ice} < 11.5$ $\mu$m and $r_{Ice} > 22.1$ $\mu$m. (f) Same as (a) but considering two regimes defined by the cloud droplet effective radius $r_{Liq}$: $r_{Liq} < 11$ $\mu$m and $r_{Liq} > 20$ $\mu$m. The dashed lines represent the median of each distribution and the dashes line in pastel colors represent the 25th and 75th percentiles. The distributions are normalized; that is, each distribution represents the value of the probability density function and the integral over the range is one.

Figure 5 shows the distributions of $T_g$ in degree celsius between the parenthesis. It should be noted that, due to the coarse resolution of SEVIRI, $T_g$ is probably underestimated. We retrieve $T_g$ considering different regimes based on the maximum cloud area ($A_{max}$), the maximum $\tau$ ($\tau_{max}$), $r_{Ice}$ two $\Delta t$ before the phase transition ($r_{Ice}^{t_0-2\Delta t}$), $r_{Liq}$ two $\Delta t$ after the phase transition ($r_{Liq}^{t_0+2\Delta t}$), CAPE, and $\omega_{500}$ both considered at the closest time to $t_0$. We define two regimes for each parameter; the first regime considers values less than the first quartile and the second regime considers values greater than the third quartile.

Figure 5 shows the distributions of $T_g$, and Table 1 shows the median, lower, and upper quartiles of $T_g$ for the different regimes mentioned above. The medians $T_g$ for the two regimes of $A_{max}$, $\omega_{500}(t_0)$, and $\tau_{max}$ are similar. Indeed, $A_{max}$ less than 129 pixels are associated with a median $T_g$ of $-22.2^\circ C$ and $A_{max}$ greater than 467 pixels are associated with a median $T_g$ of $-23.7^\circ C$. Clouds with a $\omega_{500}(t_0)$ less than $-0.33$ hPa/s are associated with a median $T_g$ of $-21.7^\circ C$ and clouds with $\omega_{500}(t_0)$ greater than $3.85$ hPa/s are associated with a median $T_g$ of $-20.7^\circ C$. Clouds with $\tau_{max}$ less than 11 are associated with a median $T_g$ of $-25.7^\circ C$ and clouds with $\tau_{max}$ greater than 100 are associated with a median $T_g$ of $-22.2^\circ C$. For the three parameters discussed above, the $p$ values from the Kolmogorov-Smirnov test (Massey, 1951) show that the distributions between the two regimes are similar ($p > 0.01$).

Figures 5d, 5e, and 5f show the $T_g$ distribution for the two regimes of CAPE($t_0$), $r_{Ice}^{t_0+2\Delta t}$, and $r_{Liq}^{t_0-2\Delta t}$. We can notice that the lower and upper quartiles of $r_{Ice}^{t_0+2\Delta t}$ and $r_{Liq}^{t_0-2\Delta t}$ are similar, which can be surprising: We expect $r_{Ice}^{t_0+2\Delta t}$ to be larger than $r_{Liq}^{t_0-2\Delta t}$, but the similar values are an artifact.
around the phase transition already described by Coopman et al. (2019) and explained earlier. Clouds with CAPE($t_0$) less than 11 J/kg are associated with a median $T_g$ of $-23.9^\circ C$ and clouds with CAPE($t_0$) greater than 476.5 J/kg are associated with a median $T_g$ of $-17.2^\circ C$. The CAPE value might seem low for summer-time convection CAPE, but due to the temporal and spatial resolution of ERA-Interim, our CAPE values correspond to the environment of clouds rather than the convective and cloudy air parcel. Similarly, clouds with $r_{Ice}^e(t_0 - 2 \Delta t)$ less than 11 $\mu m$ are associated with $T_g$ of $-24.7^\circ C$ and clouds with $r_{Ice}^e(t_0 - 2 \Delta t)$ greater than 20 $\mu m$ are associated with $T_g$ of $-13.7^\circ C$. Finally, clouds with $r_{Liq}^e$ less than 11.5 $\mu m$ are associated with $T_g$ of $-33.2^\circ C$ and clouds with $r_{Liq}^e(t_0 + 2 \Delta t)$ greater than 22.1 $\mu m$ are associated with $T_g$ of $-18.2^\circ C$. For the three parameters, the $p$ value of the Kolmogorov-Smirnov test is less than 0.01, so we can reject the null hypothesis of equal averages: The two distributions for each regime of the parameters are different with a confidence greater than 99%.

Table 1 summarizes the variation of $T_g$ for the different regimes, described above. We observe that the larger the $r_e$, the higher the $T_g$ with a difference of 11$^\circ C$ for $r_{Ice}^e(t_0 - 2 \Delta t)$ and 15$^\circ C$ for $r_{Liq}^e(t_0 + 2 \Delta t)$. The two regimes of CAPE($t_0$) have a difference in $T_g$ of 6$^\circ C$: High CAPE($t_0$) is associated with unstable atmosphere that can enhance the phase transition.

Figure 6 shows the five different parameters as a function of each other, and Table 2 shows the correlation coefficients. We observe a strong correlation of $T_g$ with the CTH, with a correlation coefficient ($r$) equal to $-0.86$. As mentioned above, in CLAAS-2, CTT is directly retrieved from CTH and a temperature profile from ERA-interim. We observe that $r_{Ice}^e$ is also correlated with $T_g$ with $r = 0.41$ as shown in Table 2: Homogeneous freezing, occurring at $-38^\circ C$, produces smaller ice crystals than heterogeneous freezing. In the mean time, $r_{Liq}^e$ is also negatively correlated with CTH with $r = -0.35$. It is difficult to disentangle the effect of one parameter on $T_g$ because the different parameters are intercorrelated with each other (Gryspeerdt et al., 2016). In the next section, we describe a method to disentangle the parameters and quantify the correlation between them.

### Table 1

| Parameter                  | $T_g$ when parameter | $T_g$ when parameter | $\Delta T_g$ ($^\circ C$) | $p$ |
|----------------------------|----------------------|----------------------|---------------------------|-----|
|                           | <1st quartile        | >3rd quartile        |                           |     |
| $A_{max}^e$                | -22.2 (-10.8; -30.0) | -23.7 (-12.6; -34.2) | -2                        | 0.676|
| $r_{Ice}^e(t_0 - 2 \Delta t)$ | -24.7 (-16.7; -35.7) | -13.7 (-7.5; -28.5)  | 11                        | 0.000|
| $r_{Liq}^e(t_0 + 2 \Delta t)$ | -33.2 (-20.9; -39.9) | -18.2 (-8.15; -26.7) | 15                        | 0.000|
| CAPE                      | -23.9 (-16.0; -36.4) | -17.2 (-10.4; -29.2) | 6                         | 0.002|
| $a_{500}$                 | -21.7 (-12.2; -34.2) | -20.7 (-11.2; -28.7) | 1                         | 0.208|
| $t_{max}$                 | -25.7 (-14.4; -38.7) | -22.2 (-13.0; -33.2) | 4                         | 0.011|

**Note.** The numbers in parenthesis are the first and third quartile of the glaciation temperature of each regimes. $\Delta T_g$ is the difference in glaciation temperature between the two regimes of parameters. The $p$ value is retrieved from the Kolmogorov-Smirnov test to determine if the two distributions are similar. $p$ values less than 0.01 are highlighted in bold and indicate different $T_g$ distributions for the different regimes.

### Table 2

| Parameter                  | $A_{max}^e$ | $r_{Ice}^e(t_0 - 2 \Delta t)$ | $r_{Liq}^e(t_0 + 2 \Delta t)$ | CTH($t_0$) | CAPE($t_0$) | $a_{500}(t_0)$ | $T_g$ |
|----------------------------|-------------|------------------------------|-------------------------------|------------|------------|---------------|------|
| $A_{max}^e$                | 1.00        | -0.03                        | 0.01                          | 0.05       | 0.04       | -0.02         | 0.01 |
| $r_{Ice}^e(t_0 - 2 \Delta t)$ | 1.00        | 0.11                         | -0.10                         | 0.27       | -0.22      | 0.25          | 0.41 |
| $r_{Liq}^e(t_0 + 2 \Delta t)$ | 1.00        | -0.35                        | 0.01                          | -0.06      | 0.19       | 0.19          | 0.01 |
| CTH($t_0$)                 | 1.00        | 0.03                         | -0.10                         | -0.10      | -0.87      |               |      |
| CAPE($t_0$)                | 1.00        | -0.17                        | 0.19                          |            |            |               |      |
| $a_{500}(t_0)$             | 1.00        | -0.01                        |                              |            |            |               |      |
| $T_g$                      | 1.00        |                              |                               |            |            |               |      |
3.3. Principal Component Analysis

As described in section 2.4, we perform the PCA considering six parameters: \( A_{\text{max}} \), \( r_{\text{Liq}}(t_0 - 2\Delta t) \), \( r_{\text{Ice}}(t_0 + 2\Delta t) \), \( \text{CTH}(t_0) \), \( \text{CAPE}(t_0) \), and \( \omega_{500}(t_0) \). We have 20 points defined by \( T_g \) regimes in the six-dimensional space described by the parameters. Figure 2b shows the number of tracked clouds for each time step, as shown in Figure 2a, for the different regimes of \( T_g \). We observe that the number of tracked clouds at the phase transition is not strictly constant for each regime and range from 32 to 44 because some tracked clouds have the same \( T_g \). For high \( T_g \), the number of clouds in the liquid phase is higher than for low \( T_g \); on the opposite, for low \( T_g \), the number of clouds in the ice phase is higher than for high \( T_g \).

Table 3 shows the eigenvalues associated with the different components from the PCA. We observe that Component 1 has the highest value with an eigenvalue of 3.2 and is therefore the most important component to describe \( T_g \) variability—Component 2 is the second most important component with an eigenvalue equal to 1.1. Components 3, 4, 5, and 6 have eigenvalues less than one, which means that their variability is less than the explained variance of the individual initial parameters. According to the Kaiser criterion, we discard them for the study (Costello & Osborne, 2005).

Table 3 shows the decomposition of the Components in the six-dimension space from the parameters. Component 1 is described as \((-0.17, 0.44, 0.25, -0.54, 0.40, 0.35)\) in the base \((A_{\text{max}}, r_{\text{Liq}}(t_0 - 2\Delta t), r_{\text{Ice}}(t_0 + 2\Delta t), \text{CTH}(t_0), \text{CAPE}(t_0), \omega_{500}(t_0))\): Most of the variability of Component 1 is described, in order of importance, by \( \text{CTH}(t_0) \), \( r_{\text{Ice}}(t_0 + 2\Delta t) \), \( r_{\text{Liq}}(t_0 - 2\Delta t) \), \( \text{CAPE}(t_0) \), \( \omega_{500}(t_0) \), and \( A_{\text{max}} \). Most of the variability of Component 2 is determined by \( A_{\text{max}} \) and \( \text{CAPE}(t_0) \): Component 2 is described as \((-0.81, 0.20, -0.25, 0.10, 0.44, 0.12)\) in the base \((A_{\text{max}}, r_{\text{Liq}}(t_0 - 2\Delta t), r_{\text{Ice}}(t_0 + 2\Delta t), \text{CTH}(t_0), \text{CAPE}(t_0), \omega_{500}(t_0))\).

Considering Component 1, we observe that most of the variability comes from \( \text{CTH} \). The temperature from CLAAS-2 is retrieved from \( \text{CTH} \) in the algorithm and with the temperature profile from ERA-Interim. The
CTT and CTH are correlated from the measurements. We also observe that, on average, large cloud droplets are associated with higher phase transition temperature.

From the PCA, a new space is defined by independent components in which the parameters are described. Here, we only focus on the first two components. In the 2-D space defined by Components 1 and 2, the linearity (ν) between parameters is analyzed via the dot product as

\[ ν = \vec{P}_1 \cdot \vec{P}_2, \]

with \( \vec{P}_1 \) and \( \vec{P}_2 \), two parameters described in the space of components both with dimension equal to six, for example, \( \text{CTH} \) and \( r_{\text{LIQ}}^e \). If the cosine between two parameters from the 2-D space described by the components is equal to 1 (−1), then the two parameters are collinear (anti-linear). On the opposite, if the cosine is close to 0, then the two parameters are independent from each other. Here, we associate the collinearity to the correlation between two parameters; it is performed as a qualitative rather than quantitative study.

Also, it should be noted that the collinearity discussed here is related to the phase transition variation. If the variation of \( \vec{P}_1 \) impact \( \vec{P}_2 \), the two parameters are collinear if \( ν \) is close to 1 or anti-linear if \( ν \) is close to 0.

Figure 7 and Table 4 show the collinearity of the parameters with each other inspired by Figure 10 from Senf and Deneke (2017). We observe that the highest collinearity is between \( \omega_{500}(t_0) \) and \( r_{\text{LIQ}}^e(t_0 - 2\Delta t) \), where the collinearity is 0.97 and for which larger \( \omega_{500}(t_0) \) (larger downdraft) is associated with smaller cloud droplets.

### 4. Discussion

Figures 6 and 7 show results from different methods but with the same data set, and the comparison shows the same variability between the different parameters: For example, smaller CAPE is associated with smaller \( r_{\text{LIQ}}^e \) with both methods. We discuss and hypothesize on some of the correlations that are retrieved by the PCA and shown in Figure 7.

We can observe that large CTH\((t_0)\) are associated with smaller \( r_{\text{LIQ}}^e(t_0 - 2\Delta t) \) with a collinearity of 0.95. We hypothesize that it is easier for small ice crystals to reach higher altitude with the updraft than for large ice crystals more likely to sediment. Also, small crystals are therefore found at colder cloud top, where water vapor is not available to allow ice crystals to grow.

Larger CTH have been observed associated with larger \( r_{\text{LIQ}}^e \) in previous studies (e.g., Rosenfeld & Lensky, 1998; Yuan et al., 2010). The signal observed by the present study (smaller \( r_{\text{LIQ}}^e \) before glaciation correlates...
with large CTH) can be explained by the presence of overlying clouds as described by Rosenfeld and Lensky (1998), in line with the smaller CAPE and the larger downdraft at 500 hPa. Note that the CTH used in the present study refers to the initiation of the phase transition, so it does not correspond to the CTH considered by Rosenfeld and Lensky (1998) and Yuan et al. (2010).

Our results also indicate that smaller ice crystals are associated with larger cloud area. The anvil extent is driven by the advection of ice crystals from the convective core—source—and the sedimentation—sink. If the ice crystal is small, the sedimentation is reduced and therefore the cloud can extend. Another explanation is that smaller crystals are also associated with larger downdrafts, which would increase the advection and therefore increase the cloud area. These results have an impact on the radiative balance, especially in the tropics where the size of anvil clouds is crucial to determine if clouds have a warming or cooling effect on the surface (Bony et al., 2016).

We speculate that the higher the $\omega_{500}(t_0)$, the larger the $r^\text{Liq}(t_0 - 2\Delta t)$ is because the larger downdraft are associated with less convective region; therefore, the water uptake is less important than for large updraft (Lamb & Verlinde, 2011). The correlation can also be explained by overlying clouds, which might bias our study.

We observed in sections 3.2 and 3.3 that larger cloud droplets are associated with higher $T_g$. This result has been first observed by Rosenfeld and Lensky (1998) and later by Rangno and Hobbs (2001), Rosenfeld et al. (2011), Coopman et al. (2018), and Coopman et al. (2020) using satellite observations over different regions and speculated that smaller cloud droplets do not support secondary ice process. Therefore, large cloud droplets are more likely to increase the concentration of ice and facilitate the phase transition and the development of the ice phase (Field et al., 2016).

Few studies based on satellite observations have retrieved thermodynamic cloud phase transition temperatures. Rosenfeld and Lensky (1998) developed a method based on the vertical profile of $r_g$ to estimate $T_g$. Rosenfeld et al. (2011) used this method to retrieve $T_g$ of convective clouds as a function of different cloud droplet size and aerosol type regimes. They retrieved that marine clouds glaciate at $-16^\circ$C, polluted and/or dusty continental clouds glaciate at temperature ranging from $-22^\circ$C to $-25^\circ$C, and clouds associated with smoke from forest fire glaciates at $-35^\circ$C. They also found a positive correlation between $T_g$ and $r^\text{Liq}$ and

---

Figure 7. Sketch of connections between the different parameters analyzed with respect to the variation in $T_g$. The values represent the collinearity between the parameters from the PCA. Only arrows with a dot product between two parameters greater than 0.5 are represented.
that clouds glaciate at temperatures between $-10^\circ$C and $-38^\circ$C for $r_{\text{Liq}}$ smaller than 12 $\mu$m whereas clouds glaciate at temperatures greater than $-20^\circ$C. We observe that our values of $T_g$ corresponds to these ranges: Europe is impacted by several aerosol types (Querol et al., 2009; Ma & Yu, 2014), which can explain a large variability of $T_g$.

Coopman et al. (2018) statistically inferred $T_g$ from satellite measurements in the Arctic. They considered that $T_g$ corresponds to the temperature for which 50% of the pixels are in the ice phase for arctic clouds. They found that $T_g$ is on average equal to $-17^\circ$C. They also considered different regimes of pollution and cloud droplet size: Pollution can increase the glaciation temperature up to $4^\circ$C, and they found a positive correlation between $T_g$ and $r_{\text{Liq}}$, which is in line with our results, although they apply to a different region and cloud type. Coopman et al. (2020) used the same method to retrieved $T_g$ at different latitudes, microphysical, and meteorological regimes, and they retrieved values between $-30^\circ$C and $-15^\circ$C.

Carro-Calvo et al. (2016) retrieved cloud glaciation temperature for different latitudes and altitudes using, respectively, Pathfinder Atmosphere-Extended (PATMOS-x) on Advanced Very High Resolution Radiometer (Heidinger et al., 2014). Carro-Calvo et al. (2016) considered $T_g$ as the temperature where 50% of the pixels are in the ice and liquid phase. They found $T_g$ between $-15^\circ$C and $-38^\circ$C, which is in agreement with values retrieved in Table 1. It is not straightforward to compare passive satellite measurements with models: Hoose et al. (2018) showed that some processes such as rime splitting at $-10^\circ$C are not detectable by passive satellites due to spatial resolution coarser than 1 km. Also, the cloud top phase transition is more likely to be shifted to higher temperatures than in cloud due to a stronger Wegner-Bergeron-Findeisen process at cloud top (Hoose et al., 2018; Korolev et al., 2017). Therefore, when comparing cloud top information from passive satellite with vertical distribution from active satellite, the temperature transition is more likely to be higher for passive satellites.

Senf and Deneke (2017) developed a cloud tracking algorithm for convective clouds over Europe based on the maximum cooling at cloud top. Their study analyzes the correlation between the anvil size, the CTP, the ice crystal size, precipitation, and the area expansion. The first three parameters are in common with our study, and we can compare their results with ours. Senf and Deneke (2017) found that smaller ice crystals are associated with larger cloud area and higher cloud top, in line with our results. Nevertheless, they found a strong correlation between the area of cloud and CTH that we do not observe in our data set. We explain this difference by the fact that they do not consider the parameters at a fixed time but rather when the correlation is maximal. The correlation is the highest 31 min after the maximum cooling at cloud top: Before or after this reference time, the correlation may not be as significant. With our data set, we cannot consider many different time steps, as most of our clouds only have two time steps in the ice phase.

Senf and Deneke (2017) also included precipitation with the cloud properties retrieved from space-based measurements. They showed that more precipitation was associated with larger anvils and smaller ice crystals. Therefore, the higher precipitation rate would be associated with a lower $T_g$ in our data set. This results can be explained as it is related also with a higher cloud top and larger cloud area, more likely for strong convective system.

5. Conclusion

Our analysis is based on the temporal evolution of cloud microphysical properties of isolated convective clouds during summer over Europe from 2004 and 2015. We were able to track 796 clouds and to follow the temporal evolution of their microphysical properties based on the space-based instrument SEVIRI. For example, following the mean temporal evolution of CTT, we observe a decrease with time, faster at the phase transition: CTT goes on average from $-13^\circ$C one time step before the phase transition to $-31^\circ$C one time step after the phase transition. We observed that $T_g$ depends on $r_{\text{Liq}}$, in line with previous studies (e.g., Rosenfeld & Lensky, 1998; Rosenfeld et al., 2011): An increase in $T_g$ by 11.1$^\circ$C is retrieved when the cloud droplet size goes from lower than 11 $\mu$m—the lower quartile—to greater than 20 $\mu$m—the upper quartile of $r_{\text{Liq}}$ distribution. Also, $T_g$ decreases by 6$^\circ$C when CAPE goes from less than 11 to 477 J/kg. Unfortunately, it is difficult to disentangle the effect of the parameters on $T_g$. We applied a principal component analysis to observe qualitatively the importance of each parameter on $T_g$, and we quantify the collinearity between the different parameters. We found that the size of ice crystal are strongly related with the size of cloud droplets and CTH. Concerning the phase transition, it is important to take into account the different correlations...
before assessing any effect on $T_g$. This does not only apply to the phase transition analysis but remains accurate for any study with observations (Gryspeerdt et al., 2015).

Passive satellite instruments retrieve cloud properties at cloud top so the phase transition considered here is at cloud top. It would be interesting to couple our data with active satellite sensor to retrieve information on the vertical profile of cloud properties and retrieve more information, such as cloud droplet concentration with the lidAR/radAR algorithm based on CloudSat and CALIPSO measurements (Delanoë & Hogan, 2008, 2010). Previous studies tracking cloud properties have included precipitation data from models (Patou et al., 2018) or radar reflectivity (Senf & Deneke, 2017), it would be interesting to investigate the correlation between the phase transition and the precipitation from tracked clouds. A parametrization of $T_g$ from machine learning based on more tracked clouds could improve global models (Andersen et al., 2017). Also, convection remains challenging for weather forecast (Yano et al., 2018); our study could help to improve the prediction in the numerical models for the evolution of convective clouds. Finally, aerosols can act as ice nuclei, but they have not been studied here, only briefly mentioned in the discussion section. It would be interesting to couple our data set with reanalysis to collocate aerosol information with the tracked clouds to study the aerosol impacts on $T_g$.
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