Deterministic Non-Autoregressive Neural Sequence Modeling by Iterative Refinement
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Abstract

We propose a conditional non-autoregressive neural sequence model based on iterative refinement. The proposed model is designed based on the principles of latent variable models and denoising autoencoders, and is generally applicable to any sequence generation task. We extensively evaluate the proposed model on machine translation (En→De and En→Ro) and image caption generation, and observe that it significantly speeds up decoding while maintaining the generation quality comparable to the autoregressive counterpart.

1 Introduction

Conditional neural sequence modeling has become a de facto standard in a variety of tasks (see, e.g., Cho et al., 2015, and references therein). Much of this recent success is built on top of autoregressive sequence models in which the probability of a target sequence is factorized as a product of conditional probabilities of next symbols given all the preceding ones. Despite its success, neural autoregressive modeling has its weakness in decoding, i.e., finding the most likely sequence. Because of intractability, we must resort to sub-optimal approximate decoding, and due to its sequential nature, decoding cannot be easily parallelized and results in a large latency (see, e.g., Cho, 2016). This has motivated the recent investigation into non-autoregressive neural sequence modeling by Gu et al. (2017) in the context of machine translation and Oord et al. (2017) in the context of speech synthesis.

In this paper, we propose a non-autoregressive neural sequence model based on iterative refinement, which is generally applicable to any sequence generation task beyond machine translation. The proposed model can be viewed as both a latent variable model and a conditional denoising autoencoder. We thus propose a learning algorithm that is hybrid of lowerbound maximization and reconstruction error minimization. We further design an iterative inference strategy with an adaptive number of steps to minimize the generation latency without sacrificing the generation quality.

We extensively evaluate the proposed conditional non-autoregressive sequence model and compare it against the autoregressive counterpart, using the state-of-the-art Transformer (Vaswani et al., 2017), on machine translation and image caption generation. In the case of machine translation, the proposed deterministic non-autoregressive models are able to decode approximately 2 – 3 times faster than beam search from the autoregressive counterparts on both GPU and CPU, while maintaining 90-95% of translation quality on IWSLT’16 En→De, WMT’16 En→Ro and WMT’14 En→De. On image caption generation, we observe approximately 3x and 5x faster decoding on GPU and CPU, respectively, while maintaining 85% of caption quality.1

2 Non-Autoregressive Sequence Models

Sequence modeling in deep learning has largely focused on autoregressive modeling. That is, given a sequence Y = (y1, ..., yT), we use some form of a neural network to parametrize the conditional distribution over each variable y_t given all the preceding variables, i.e.,

\[ \log p(y_t|y_{<t}) = f_\theta(y_{<t}), \]

where \( f_\theta \) is for instance a recurrent neural network. This approach has become a de facto standard in language modeling (Mikolov et al., 2013).

1 We release the implementation, preprocessed datasets as well as trained models online at https://github.com/nyu-dl/dl4mt-nonauto.
When this is conditioned on an extra variable \( X \), it becomes a conditional sequence model \( \log p(Y|X) \) which serves as a basis on which many recent advances in, e.g., machine translation (Bahdanau et al., 2014; Sutskever et al., 2014; Kalchbrenner and Blunsom, 2013) and speech recognition (Chorowski et al., 2015; Chiu et al., 2017) have been made.

Despite the recent success, autoregressive sequence modeling has a weakness due to its nature of sequential processing. This weakness shows itself especially when we try to decode the most likely sequence from a trained model, i.e.,

\[
\hat{Y} = \arg \max_Y \log p(Y|X).
\]

There is no known polynomial algorithm for solving it exactly, and practitioners have relied on approximate decoding algorithms (see, e.g., Cho, 2016; Hoang et al., 2017). Among these, beam search has become the method of choice, due to its superior performance over greedy decoding, which however comes with a substantial computational overhead (Cho, 2016).

As a solution to this issue of slow decoding, two recent works have attempted non-autoregressive sequence modeling. Gu et al. (2017) have modified the Transformer (Vaswani et al., 2017) for non-autoregressive machine translation, and Oord et al. (2017) a convolutional network (Oord et al., 2016) for non-autoregressive modeling of waveform. Non-autoregressive modeling factorizes the distribution over a target sequence given a source into a product of conditionally independent per-step distributions:

\[
p(Y|X) = \prod_{t=1}^{T} p(y_t|X),
\]

breaking the dependency among the target variables across time. This allows us to trivially find the most likely target sequence by taking \( \arg \max_{y_t} p(y_t|X) \) for each \( t \), effectively bypassing the computational overhead and sub-optimality of decoding from an autoregressive sequence model.

This desirable property of exact and parallel decoding however comes at the expense of potential performance degradation (Kaiser and Bengio, 2016). The potential modeling gap, which is the gap between the underlying, true model and the neural sequence model, could be larger with the non-autoregressive model compared to the autoregressive one due to challenge of modeling the factorized conditional distribution above.

### 3 Iterative Refinement for Deterministic Non-Autoregressive Sequence Models

#### 3.1 Latent variable model

Similarly to two recent works (Oord et al., 2017; Gu et al., 2017), we introduce latent variables to implicitly capture the dependencies among target variables. We however remove any stochastic behavior by interpreting this latent variable model, introduced immediately below, as a process of iterative refinement.

Our goal is to capture the dependencies among target symbols given a source sentence without auto-regression by introducing \( L \) intermediate random variables and marginalizing them out:

\[
p(Y|X) = \sum_{Y^0,...,Y^L} \left( \prod_{t=1}^{T} p(y_t|Y^L, X) \right)
\]

Each product term inside the summation is modelled by a deep neural network that takes as input a source sentence and outputs the conditional distribution over the target vocabulary \( V \) for each \( t \).

**Deterministic Approximation** The marginalization in Eq. (1) is intractable. In order to avoid this issue, we consider two approximation strategies; deterministic and stochastic approximation.

Without loss of generality, let us consider the case of single intermediate latent variable, that is \( L = 1 \). In the deterministic case, we set \( \hat{y}^0_t \) to the most likely value according to its distribution \( p(y^0_t|X) \), that is \( \hat{y}^0_t = \arg \max_{y_t} p(y^0_t|X) \). The entire lower bound can then be written as:

\[
\log p(Y|X) \geq \left( \sum_{t=1}^{T} \log p(y_t|\hat{Y}^L, X) \right) + \cdots + \left( \sum_{t=1}^{T} \log p(y_t|\hat{Y}^0, X) \right) + \left( \sum_{t=1}^{T} \log p(y_t^0|X) \right).
\]

**Stochastic Approximation** In the case of stochastic approximation, we instead sample \( \hat{y}^0_t \) from the distribution \( p(y^0_t|X) \). This results in the unbiased estimate of the marginal log-probability \( \log p(Y|X) \). Other than the difference in whether
most likely values or samples are used, the remaining steps are identical.

**Latent Variables** Although the intermediate random variables could be anonymous, we constrain them to be of the same type as the output \( Y \) is, in order to share an underlying neural network. This constraint allows us to view each conditional \( p(Y_l|Y^{l-1}, X) \) as a single-step refinement of a rough target sequence \( Y^{l-1} \). The entire chain of \( L \) conditionals is then the \( L \)-step iterative refinement. Furthermore, sharing the parameters across \( \text{conditionals} \) is then the \( L \) most likely values or samples used, the remain-

**Training** For each training pair \((X, Y^*)\), we first approximate the marginal log-probability. We then minimize

\[
J_{\text{LVM}}(\theta) = -\sum_{l=0}^{L+1} \left( \sum_{t=1}^{T} \log p_{\theta}(y_t^*|\hat{Y}^{l-1}, X) \right),
\]

where \( \hat{Y}^{l-1} = (\hat{y}_1^{l-1}, \ldots, \hat{y}_T^{l-1}) \), and \( \theta \) is a set of parameters. We initialize \( \hat{y}_t^l \) (\( t \)-th target word in the first iteration) as \( x_{t'} \), where \( t' = (T'/T) \cdot t \). \( T' \) and \( T \) are the lengths of the source \( X \) and target \( Y^* \), respectively.

### 3.2 Denoising Autoencoder

The proposed approach could instead be viewed as learning a conditional denoising autoencoder which is known to capture the gradient of the log-density. That is, we implicitly learn to find a direction \( \Delta Y \) in the output space that maximizes the underlying true, data-generating distribution \( \log P(Y|X) \). Because the output space is discrete, much of the theoretical analysis by Alain and Bengio (2014) are not strictly applicable. We however find this view attractive as it serves as an alternative foundation for designing a learning algorithm.

**Training** We start with a corruption process \( C(Y|Y^*) \), which introduces noise to the correct output \( Y^* \). Given the reference translation \( Y^* \), we sample \( \tilde{Y} \sim C(Y|Y^*) \) which becomes as an input to each conditional in Eq. (1). Then, the goal of learning is to maximize the log-probability of the original reference \( Y^* \) given the corrupted version. That is, to minimize

\[
J_{\text{DAE}}(\theta) = -\sum_{t=1}^{T} \log p_{\theta}(y_t^*|\tilde{Y}, X).
\]

Once this cost \( J_{\text{DAE}} \) is minimized, we can recursively perform the maximum-a-posterior inference, i.e., \( \hat{Y} = \arg \max_{Y} \log p_{\theta}(Y|X) \), to find \( \hat{Y} \) that (approximately) maximizes \( \log p(Y|X) \).

**Corruption Process** There is little consensus on the best corruption process for a sequence, especially of discrete tokens. In this work, we use a corruption process proposed by Hill et al. (2016), which has recently become more widely adopted (see, e.g., Artetxe et al., 2017; Lam-}

### 3.3 Learning

**Cost function** Although it is possible to train the proposed non-autoregressive sequence model using either of the cost functions above (\( J_{\text{LVM}} \) or \( J_{\text{DAE}} \)), we propose to stochastically mix these two cost functions. We do so by randomly replacing each term \( Y^{l-1} \) in Eq. (2) with \( \tilde{Y} \) in Eq. (3):

\[
J(\theta) = \sum_{l=0}^{L+1} \left( \sum_{t=1}^{T} \log p_{\theta}(y_t^*|\hat{Y}^{l-1}, X) \right) + (1 - \alpha_t) \sum_{t=1}^{T} \log p_{\theta}(y_t^*|\tilde{Y}, X),
\]

where \( \tilde{Y} \sim C(Y|Y^*) \), and \( \alpha_t \) is a sample from a Bernoulli distribution with the probability \( p_{\text{DAE}} \). \( p_{\text{DAE}} \) is a hyperparameter. As the first conditional \( p(Y^0|X) \) in Eq. (1) does not take as input any target \( Y \), we set \( \alpha_0 = 1 \) always.

**Distillation** Gu et al. (2017), in the context of machine translation, and Oord et al. (2017), in the context of speech generation, have recently discovered that it is important to use knowledge distillation (Hinton et al., 2015; Kim and Rush, 2016) to successfully train a non-autoregressive sequence model. Following Gu et al. (2017), we also use knowledge distillation by replacing the reference target \( Y^* \) of each training example.
target $Y^*$) with a target $Y^{AR}$ generated from a well-trained autoregressive counterpart. Other than this replacement, the cost function in Eq (4) and the model architecture remain unchanged.

**Target Length Prediction** One difference between the autoregressive and non-autoregressive models is that the former naturally models the length of a target sequence without any arbitrary upper-bound, while the latter does not. It is hence necessary to separately model $p(T|X)$, where $T$ is the length of a target sequence, although during training, we simply use the length of each reference target sequence.

### 3.4 Inference: Decoding

Inference in the proposed approach is entirely deterministic. We start from the input $X$ and first predict the length of the target sequence $T = \arg \max_T \log p(T|X)$. Then, given $X$ and $T$ we generate the initial target sequence by $\hat{y}_t^0 = \arg \max_{y_t} \log p(y_t^0|X)$, for $t = 1, \ldots, T$. We continue refining the target sequence by $\hat{y}_t^l = \arg \max_{y_t} \log p(y_t^l|\hat{Y}^{l-1}, X)$, for $t = 1, \ldots, T$.

Because these conditionals, except for the initial one, are modeled by a single, shared neural network, this refinement can be performed as many iterations as necessary until a predefined stopping criterion is met. A criterion can be based either on the amount of change in a target sequence after each iteration (i.e., $D(\hat{Y}^{l-1}, \hat{Y}^{l}) \leq \epsilon$), or on the amount of change in the conditional log-probabilities (i.e., $|\log p(\hat{Y}^{l-1}|X) - \log p(\hat{Y}^{l-1}|X)| \leq \epsilon$) or on the computational budget. In our experiments, we use the first criterion and use Jaccard distance as our distance function $D$.

### 4 Related Work

**Non-Autoregressive Neural Machine Translation** Schwenk (2012) proposed a continuous-space translation model to estimate the conditional distribution over a target phrase given a source phrase, while dropping the conditional dependencies among target tokens. The evaluation was however limited to reranking and to short phrase pairs (up to 7 words on each side) only. Kaiser and Bengio (2016) investigated neural GPU (Kaiser and Sutskever, 2015), for machine translation. They evaluated both non-autoregressive and autoregressive approaches, and found that the non-autoregressive approach significantly lags behind the autoregressive variants. It however differs from our approach that each iteration does not output a refined version from the previous iteration. The recent paper by Gu et al. (2017) is most relevant to the proposed work. They similarly introduced a sequence of discrete latent variables. They however use supervised learning for inference, using the word alignment tool (Dyer et al., 2013). To achieve the best result, Gu et al. (2017) stochastically sample the latent variables and rerank the corresponding target sequences with an external, autoregressive model. This is in contrast to the proposed approach which is fully deterministic during decoding and does not rely on any extra reranking mechanism.

**Parallel WaveNet** Simultaneously with Gu et al. (2017), Oord et al. (2017) presented a non-autoregressive sequence model for speech generation. They use inverse autoregressive flow (IAF, Kingma et al., 2016) to map a sequence of independent random variables to a target sequence. They apply the IAF multiple times, similarly to our iterative refinement strategy. Their approach is however restricted to continuous target variables, while the proposed approach in principle could be applied to both discrete and continuous variables.

**Post-Editing for Machine Translation** Novak et al. (2016) proposed a convolutional neural network that iteratively predicts and applies token substitutions given a translation from a phase-based translation system. Unlike their system, our approach can edit an intermediate translation with a higher degree of freedom. QuickEdit (Granger and Auli, 2017) and deliberation network (Xia et al., 2017) incorporate the idea of refinement into neural machine translation. Both systems consist of two autoregressive decoders. The second decoder takes into account the translation generated by the first decoder. We extend these earlier efforts by incorporating more than one refinement steps without necessitating extra annotations.

**Infusion Training** Bordes et al. (2017) proposed an unconditional generative model for images based on iterative refinement. At each step $l$ of iterative refinement, the model is trained to maximize the log-likelihood of target $Y$ given the weighted mixture of generated samples from the previous iteration $\hat{Y}^{l-1}$ and a corrupted target $Y$. That is, the corrupted version of target is “infused”
into generated samples during training. In the domain of text, however, computing a weighted mixture of two sequences of discrete tokens is not well defined, and we propose to stochastically mix denoising and lowerbound maximization objectives.

5 Network Architecture

We use three transformer-based network blocks to implement our model. The first block (“Encoder”) encodes the input $X$, the second block (“Decoder 1”) models the first conditional log $p(Y^0|X)$, and the final block (“Decoder 2”) is shared across iterative refinement steps, modeling $\log p(Y^l|Y^{l-1}, X)$. These blocks are depicted side-by-side in Fig. 2. The encoder is identical to that from the original Transformer (Vaswani et al., 2017). We however use the decoders from Gu et al. (2017) with additional positional attention and use the highway layer (Srivastava et al., 2015) instead of the residual layer (He et al., 2016). The original input $X$ is padded or shorted to fit the length of the reference target sequence before being fed to Decoder 1. At each refinement step $l$, Decoder 2 takes as input the predicted target sequence $Y^{l-1}$ and the sequence of final activation vectors from the previous step.

Figure 1: (a) BLEU scores on WMT'14 En-De w.r.t. the number of refinement steps (up to $10^2$). The x-axis is in the logarithmic scale. (b) the decoding latencies (sec/sentence) of different approaches on IWSLT'16 En→De. The y-axis is in the logarithmic scale.

6 Experimental Setting

We evaluate the proposed approach on two sequence modeling tasks: machine translation and image caption generation. We compare the proposed non-autoregressive model against the autoregressive counterpart both in terms of generation quality, measured in terms of BLEU (Papineni et al., 2002), and generation efficiency, measured in terms of (source) tokens and images per second for translation and image captioning, respectively.

Machine Translation We choose three tasks of different sizes: IWSLT'16 En-De (196k pairs), WMT'16 En-Ro (610k pairs) and WMT'14 En-De (4.5M pairs). We tokenize each sentence using a script from Moses (Koehn et al., 2007) and segment each word into subword units using BPE (Sennrich et al., 2016). We use 40k tokens from both source and target for all the tasks. For WMT'14 En-De, we use newsstest-2013 as development and test sets. For WMT'16 En-Ro, we use newsdev-2016 and newsstest-2016 as development and test sets. For IWSLT’16 En-De, we use test2013 for validation.

We closely follow the setting by Gu et al. (2017). In the case of IWSLT'16 En-De, we use the small model ($d_{\text{model}} = 278, d_{\text{hidden}} = 507, P_{\text{dropout}} = 0.1, n_{\text{layer}} = 5$ and $n_{\text{head}} = 2$). For WMT’14 En-De and WMT'16 En-Ro, we use the base transformer by Vaswani et al. (2017) ($d_{\text{model}} = 512, d_{\text{hidden}} = 512, P_{\text{dropout}} = 0.1, n_{\text{layer}} = 6$ and $n_{\text{head}} = 8$). We use the warm-up learning rate scheduling (Vaswani et al., 2017) for the WMT tasks, while using linear annealing (from $3 \times 10^{-4}$ to $10^{-5}$) for the IWSLT task. We do not use label smoothing nor average multiple check-pointed models. These decisions were made based on the preliminary experiments. We train each model either on a single

---

2 Due to the space constraint, we refer readers to (Vaswani et al., 2017; Gu et al., 2017) for more details.
P40 (WMT'14 En-De and WMT'16 En-Ro) or on a single P100 (IWSLT'16 En-De) with each minibatch consisting of approximately 2k tokens. We use four P100’s to train non-autoregressive models on WMT'14 En-De.

Image Caption Generation: MS COCO We use MS COCO (Lin et al., 2014). We use the publicly available splits (Karpathy and Li, 2015), consisting of 113,287 training images, 5k validation images and 5k test images. We extract 49 512-dimensional feature vectors for each image, using a ResNet-18 (He et al., 2016) pretrained on ImageNet (Deng et al., 2009). The average of these vectors is copied as many times to match the length of the target sentence (reference during training and predicted during evaluation) to form the initial input to Decoder 1. We use the base transformer (Vaswani et al., 2017) except that \( n_{\text{layer}} \) is set to 4. We train each model on a single 1080ti with each minibatch consisting of approximately 1,024 tokens.

Target Length Prediction We formulate the target length prediction as classification, predicting the difference between the target and source lengths for translation and the target length for image captioning. All the hidden vectors from the \( n_{\text{layer}} \) layers of the encoder are summed and fed to a softmax classifier after affine transformation. We however do not tune the encoder’s parameters for target length prediction. We use this length predictor only during test time. We find it important to accurately predict the target length for good overall performance. See Appendix A for an analysis on our length prediction model.

Training and Inference We use Adam (Kingma and Ba, 2014) and use \( L = 3 \) in Eq. (1) during training \((i_{\text{train}} = 4 \text{ from hereon.})\) We use \( p_{\text{DAE}} = 0.5 \). We use the deterministic strategy for IWSLT’16 En-De, WMT’16 En-Ro and MS COCO, while the stochastic strategy is used for WMT’14 En-De. These decisions were made based on the validation set performance. After both the non-autoregressive sequence model and target length predictor are trained, we decode by first predicting the target length and then running iterative refinement steps until the outputs of consecutive iterations are the same (or Jaccard distance between consecutive decoded sequences is 1). To assess the effectiveness of this adaptive scheme, we also test a fixed number of steps \((i_{\text{dec}})\). In machine translation, we remove any repetition by collapsing multiple consecutive occurrences of a token.

7 Results and Analysis

We make some important observations in Table 1. First, the generation quality improves across all the tasks as we run more refinement steps \( i_{\text{dec}} \) even beyond that used in training \((i_{\text{train}} = 4)\), which supports our interpretation as a conditional denoising autoencoder in Sec. 3.2. To further verify this, we run decoding on WMT’14 (both directions) up to 100 iterations. As shown in Fig. 1 (a), the quality improves well beyond the number of refinement steps used during training.

Second, the generation efficiency decreases as more refinements are made. We plot the average seconds per sentence in Fig. 1 (b), measured on GPU while sequentially decoding one sentence at a time. As expected, decoding from the non-autoregressive model linearly slows down as the sen-

| AR | IWSLT’16 En-De | WMT’16 En-Ro | WMT’14 En-De | MS COCO |
|----|----------------|----------------|----------------|----------|
| \( b = 1 \) | \( 28.64 \quad 34.11 \quad 70.3 \quad 32.2 \) | \( 31.93 \quad 31.55 \quad 55.6 \quad 15.7 \) | \( 23.77 \quad 28.15 \quad 54.0 \quad 15.8 \) | \( 23.47 \quad 4.3 \quad 2.1 \) |
| \( b = 4 \) | \( 28.98 \quad 34.81 \quad 63.8 \quad 14.6 \) | \( 32.40 \quad 32.06 \quad 43.3 \quad 7.3 \) | \( 24.57 \quad 28.47 \quad 44.9 \quad 7.0 \) | \( 24.78 \quad 3.6 \quad 1.0 \) |

Table 1: Generation quality (BLEU↑) and decoding efficiency (tokens/sec↑ for translation, images/sec↑ for image captioning). Decoding efficiency is measured sentence-by-sentence. AR: autoregressive models. \( b \): beam width. \( i_{\text{dec}} \): the number of refinement steps taken during decoding. Adaptive: the adaptive number of refinement steps. NAT: non-autoregressive transformer models (Gu et al., 2017). FT: fertility. NPD reranking using 100 samples.
We use IWSLT’16 En–De to investigate the impact of different number of refinement steps during training (denoted as \(i_{\text{train}}\)) as well as probability of using denoising autoencoder objective during training (denoted as \(p_{\text{DAE}}\)). The reference length grows, while decoding from the non-autoregressive model with a fixed number of iterations has the constant complexity. However, the generation efficiency of non-autoregressive model decreases as more refinements are made. To make a smooth trade-off between the quality and speed, the adaptive decoding scheme allows us to achieve near-best generation quality with a significantly lower computational overhead. Moreover, the adaptive decoding scheme automatically increases the number of refinement steps as the sentence length increases, suggesting that this scheme captures the amount of information in the input well. The increase in latency is however less severe than that of the autoregressive model.

We also observe that the speedup in decoding is much clearer on GPU than on CPU. This is a consequence of highly parallel computation of the proposed non-autoregressive model, which is better suited to GPUs, showcasing the potential of using the non-autoregressive model with a specialized hardware for parallel computation, such as Google’s TPUs (Jouppi et al., 2017). The results of our model decoded with adaptive decoding scheme are comparable to the results from (Gu et al., 2017), without relying on any external tool. On WMT’14 En–De, the proposed model outperforms the best model from (Gu et al., 2017) by two points.

Lastly, it is encouraging to observe that the proposed non-autoregressive model works well on image caption generation. This result confirms the generality of our approach beyond machine translation, unlike that by Gu et al. (2017) which was for machine translation or by Oord et al. (2017) which was for speech synthesis.

### Ablation Study
We use IWSLT’16 En–De to investigate the impact of different number of refinement steps during training (denoted as \(i_{\text{train}}\)) as well as probability of using denoising autoencoder objective during training (denoted as \(p_{\text{DAE}}\)).

### Table 2: Ablation study on the dev set of IWSLT’16.

| \(i_{\text{train}}\) | \(p_{\text{DAE}}\) | \(\text{En} \rightarrow \text{De}\) | \(\text{De} \rightarrow \text{En}\) |
|-----------------------|-----------------|----------------|----------------|
| \(\text{rep} \text{ no rep}\) | | | |
| \(\text{AR}\) | | | |
| \(b = 1\) | 14.62 | 16.70 | |
| | 19.22 | 22.15 | |
| | 19.83 | 22.99 | |
| | 20.91 | 24.05 | |
| \(b = 4\) | 28.64 | 25.39 | |
| | 28.98 | 25.24 | |
| | 28.64 | 23.65 | |
| | 30.21 | 27.11 | |

Table 3: Deterministic and stochastic approximation results are presented in Table 2.

First, we observe that it is beneficial to use multiple iterations of refinement during training. By using four iterations (one step of decoder 1, followed by three steps of decoder 2), the BLEU score improved by approximately 1.5 points in both directions. We also notice that it is necessary to use the proposed hybrid learning strategy to maximize the improvement from more iterations during training (\(i_{\text{train}} = 4\) vs. \(i_{\text{train}} = 3\), \(p_{\text{DAE}} = 1.0\) vs. \(i_{\text{train}} = 4\), \(p_{\text{DAE}} = 0.5\).) Knowledge distillation was crucial to close the gap between the proposed deterministic non-autoregressive sequence model and its autoregressive counterpart, echoing the observations by Gu et al. (2017) and Oord et al. (2017). Finally, we see that removing repeating consecutive symbols improves the quality of the best trained models (\(i_{\text{train}} = 4\), \(p_{\text{DAE}} = 0.5\)) by approximately +1 BLEU. This suggests that the proposed iterative refinement is not enough to remove repetitions on its own. Further investigation is necessary to properly tackle this issue, which we leave as a future work.

We then compare the deterministic and stochastic approximation strategies on IWSLT’16 En→De and WMT’14 En→De. According to the results in Table 3, the stochastic strategy is crucial with a large corpus (WMT’14), while the deterministic strategy works as well or better with a small corpus (IWSLT’16). Both of the strategies benefit from knowledge distillation, but the gap between the two strategies when the dataset is large is much more apparent without knowledge distillation.

### 7.1 Qualitative Analysis

#### Machine Translation
In Table 4, we present three sample translations and their iterative refinement steps from the development set of IWSLT’16 (De→En). As expected, the sequence generated from the first iteration is a rough version of translation and is iteratively refined over multiple steps. By inspecting the underlined sub-sequences, we see that each iteration does not monotonically improve the translation, but overall modifies the
Table 4: Three sample De→En translations from the non-autoregressive sequence model. Source sentences are from the dev set of IWSLT’16. The first iteration corresponds to Decoder 1, and from thereon, Decoder 2 is repeatedly applied. Sub-sequences with changes across the refinement steps are underlined.

8 Conclusion

Following on the exciting, recent success of non-autoregressive neural sequence modeling by Gu et al. (2017) and Oord et al. (2017), we proposed a deterministic non-autoregressive neural sequence model based on the idea of iterative refinement. We designed a learning algorithm specialized to the proposed approach by interpreting the entire model as a latent variable model and each refinement step as denoising.

We implemented our approach using the Transformer and evaluated it on two tasks: machine translation and image caption generation. On both tasks, we were able to show that the proposed non-autoregressive model performs closely to the autoregressive counterpart with significant speedup in decoding. Qualitative analysis revealed that the iterative refinement indeed refines a target sequence gradually over multiple steps.

Despite these promising results, we observed that proposed non-autoregressive neural sequence model is outperformed by its autoregressive counterpart in terms of the generation quality. The following directions should be pursued in the future to narrow this gap. First, we should investigate better approximation to the marginal log-probability. Second, the impact of the corruption process on the generation quality must be studied. Lastly, further work on sequence-to-sequence model architectures could yield better results in non-autoregressive sequence modeling.
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Table 5: Two sample image captions from the proposed non-autoregressive sequence model. The images are from the development set of MS COCO. The first iteration is from decoder 1, while the subsequent ones are from decoder 2. Subsequences with changes across the refinement steps are underlined.
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A Impact of Length Prediction

The quality of length prediction has an impact on the overall translation/captioning performance. When using the reference target length (during inference), we consistently observed approximately 1 BLEU score improvement over reported results in the tables and figures across different datasets in the paper (see Table 6 for more detailed comparison).

We additionally compared our length prediction model with a simple baseline that uses length statistics of the corresponding training dataset (a non-parametric approach). To predict the target length for a source sentence with length $L_s$, we take the average length of all the target sentences coupled with the sources sentences of length $L_s$ in the training set. Compared to this approach, our length prediction model predicts target length correctly twice as often (16% vs. 8%), and gives higher prediction accuracy within five tokens (83% vs. 69%).

|          | IWSLT’16 | WMT’16 | WMT’14 |
|----------|----------|--------|--------|
|          | En→En    | En→En  | En→En  |
| pred     | 27.01    | 29.66  | 21.54  |
| ref      | 28.15    | 30.42  | 22.10  |

Table 6: BLEU scores on each dataset when using reference length (ref) and predicted target length (pred).