Improved Hamiltonians for Quantum Simulations of Gauge Theories
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Quantum simulations of lattice gauge theories for the foreseeable future will be hampered by limited resources. The historical success of improved lattice actions in classical simulations strongly suggests that Hamiltonians with improved discretization errors will reduce quantum resources, i.e. require \( \gtrsim 2^d \) fewer qubits in quantum simulations for lattices with \( d \) spatial dimensions. In this work, we consider \( O(a^2) \)-improved Hamiltonians for pure gauge theories and design the corresponding quantum circuits for its real-time evolution in terms of primitive gates. An explicit demonstration for \( Z_2 \) gauge theory is presented including exploratory tests using the ibm_perth device.

Introduction - Monte Carlo methods in lattice gauge theory (LGT), though powerful in many nonperturbative calculations, can suffer from sign problems - the Boltzmann weight during sampling becomes complex-valued - when simulating real-time dynamics. Thus, exponential resources are required to solve many interesting problems in particle physics, such as out-of-equilibrium evolution in the early universe [1], parton distribution function in hadron collisions [2–4], and the shear viscosity of the quark-gluon plasma [5]. Quantum computers can directly perform real-time simulations, avoiding these exponentially large resources plaguing classical methods [6–8]. Quantum simulation in the Hamiltonian formalism evolves the system with the time evolution operator \( \hat{U}(t) = e^{-i\hat{H}t} \). A Hamiltonian \( \hat{H} \) is constructed at finite lattice spacing \( a \), causing discretization errors compared to the continuum theory in powers of \( a \). Hamiltonians with discretizations scaling with lower powers of \( a \) require smaller lattice spacings for the same errors. This implies larger qubit requirements since the number of qubits is \( O((L/a)^d) \) for a \( d \) spatial dimensional lattice of length \( L \).

The lattice gauge degrees of freedom, e.g. photons and gluons, need to be rendered finite and mapped to qubits [9–30]. Current estimates for representing \( SU(3) \) suggest \( \sim 10 \) qubits per gluon link [11, 22, 31–35]. Further exacerbating the demand for qubits is the current, noisy status of quantum computers due to, e.g. entanglement with the environment and imperfect evolution. Though it remains an open question of how much quantum error correction is required to perform lattice simulations, general estimates suggest \( O(10^{1–5}) \) physical qubits per logical qubit [36–38] – so physical qubit requirements could easily rise to the megaqbyte scale for a \( 10^3 \) lattice.

The generically dense \( \hat{U}(t) \) can only be efficiently constructed approximately. For the decomposition in noncommuting terms \( \hat{H} = \sum_i \hat{H}_i \), a common approximation is trotterization, whereby \( \hat{U}(t) \approx U(t) = (\prod_i e^{-it\hat{H}_i})^N \) [39, 40]. Implementing \( U(t) \) for a LGT may require large number of quantum gates to achieve desirable precision. For example, in [34] a \( 10^3 \) lattice calculation of the shear viscosity \( \eta \) in QCD with errors of \( 10^{-8} \) from trotterization and gate synthesis was estimated to require \( O(10^{49}) \) T gates - the most expensive gate for error-correcting quantum computers. Though these estimates could be reduced by considering only the low-lying states [41, 42] or by relaxing the precision requirement to the level of uncertainties from lattice truncation, gate costs are still expected to be inaccessible in the near-term.

Reducing quantum resources, either by implementing smarter quantum algorithms or performing classical processing, is thus strongly motivated. Gate reductions may be possible using other approximations of \( \hat{U}(t) \) [43–48]. At the cost of classical signal-to-noise problems, stochastic state preparation yields shallower circuits [49–52]. Further, performing scale setting classically can reduce quantum resources [53–55]. LGT specific error correction or mitigation could also decrease costs [56, 57].

In this letter, we present a new direction for reducing quantum resources by using Hamiltonians with smaller discretization errors from finite differences. Quantum simulations can then be done at larger \( a \), reducing the \( O((L/a)^d) \) qubits needed. We start with illustrating how to improve the commonly-used Kogut-Susskind Hamiltonian \( H_{KS} \) [58] in the Symanzik improvement program [59–61], then derive time-evolution operators for the improved terms and construct the corresponding quantum circuits, followed by an explicit demonstration for \( Z_2 \).

Improved Hamiltonians - For pure gauge theories, the classical Yang-Mills Hamiltonian can be written:

\[
H_{\text{co}} = \frac{1}{2} \int d^d x \text{Tr} \left[ E^2(x) + B^2(x) \right]
\]

(1)

where \( E(x) \) and \( B(x) \) are the electric and magnetic field strengths with spatial components \( E_i(x) \) and \( B_i(x) \). Al-
ternatively, the magnetic energy density can be written in terms of \( F_{ij}(x) \), the spatial-spatial field strength tensor, as: 
\[
\frac{1}{2} \mathbf{B}^2(x) = \frac{1}{2} \sum_{i<j} F_{ij}^2(x) \text{ with Latin indices indicating spatial directions as shown in Fig. 1.}
\]
In terms of color components, \( E_i(x) = E_i^a(x) \lambda_a \), \( B_i(x) = B_i^a(x) \lambda_a \), with \( \lambda_a \) being generators of the gauge group. To ensure gauge invariance, lattice Hamiltonians are built from gauge links \( U_i(x) = e^{i g a A_i(x)} \) connecting lattice site \( x \) to its neighbor in the \( i \) spatial direction, with \( g \) being the gauge coupling and \( A_i(x) \) the lattice gauge field [62]. By replacing the magnetic field \( B_i(x) \) term with the plaquettes \( P_{ij}(x) \) (see Fig. 1 for \( i = x \) and \( j = y \)) built from \( U_i(x) \), and the electric field \( E_i(x) \) with the lattice electric field \( L_i(x) \), one arrives at \( H_{KS} \) [58]:
\[
H_{KS} = K_{KS} + V_{KS},
\]
\[
K_{KS} = \sum_{x,i,j} \frac{g^2}{a} \text{Tr} L_i^2(x),
\]
\[
V_{KS} = -\sum_{x,i<j} \frac{2}{g^2 a} \text{Re} \text{Tr} P_{ij}(x).
\]
As temporal and spatial directions are treated differently, coupling \( g_t \) and \( g_s \) are introduced for the kinetic term \( K_{KS} \) and potential term \( V_{KS} \), respectively. The discrepancy between \( H_{KS} \) and \( H_{co} \) is of \( \mathcal{O}(a^2) \), as seen by series-expanding \( P_{ij} \) with \( D_i \) denoting the covariant derivative:
\[
P_{ij} = 1 - \frac{g^2 a^4}{2} \left[ F_{ij}^2 + \frac{a^2}{12} F_{ij}(D_i^2 + D_j^2) F_{ij} + \mathcal{O}(a^4) \right].
\]

For Symanzik improvement, one adds terms to \( H_{KS} \), and adjusts couplings to cancel the discretization errors [63, 64]. The above classical \( \mathcal{O}(a^2) \) error from \( F_{ij}(D_i^2 + D_j^2) F_{ij} \) can be cancelled by including the rectangle term \( R_{ij}(x) \) (see Fig. 1), as detailed in the Supplementary Material. At the quantum level \( \mathcal{O}(g^2 a^2) \) errors arise, requiring more terms, say the six-link bent loop terms \( C_{ijk}(x) \) (see Fig. 1).

The improved Hamiltonian can be written as \( H_I = K_I + V_I \) with the improved potential term \( V_I = \beta V_0 V_{KS} + \beta V_1 V_{rect} + \beta V_2 V_{bent} \) and the improved kinetic term \( K_I = \beta K_0 K_{KS} + \beta K_1 K_{2L} \) [64]. \( V_{rect} \) is defined as
\[
V_{rect} = \frac{2}{a g_s^2} \sum_{x,i<j} \text{Re} \text{Tr} [R_{ij}(x) + R_{ji}(x)],
\]
and \( V_{bent} \) has analogous expressions to \( V_{rect} \). To cancel the \( \mathcal{O}(a^2) \) errors in \( K_{KS} \), one adds the two-link term \( K_{2L} \):
\[
K_{2L} = \frac{g^2}{a} \sum_{x,i} \text{Tr} \left[ L_i(x) U_i(x) L_i(x + ai) U^*_i(x) \right].
\]

For classical improvement, the couplings should be [63, 64]: \( \beta V_0 = \frac{7}{9} \), \( \beta V_1 = -\frac{1}{12} \), \( \beta V_2 = 0 \), \( \beta K_0 = \frac{2}{9} \) and \( \beta K_1 = \frac{1}{9} \). Perturbative improvements at the quantum level generate corrections of \( \mathcal{O}(g^2 a^2) \) [61, 65]. One can further nonperturbatively tune these couplings numerically. For quantum simulations, these couplings could be extracted via analytic continuation of Euclidean calculations [55]. The resulting \( H_I \) then has leading errors of \( \mathcal{O}(a^4) \) to \( H_{co} \).

Both \( H_{KS} \) and \( H_I \) can be derived from Euclidean actions via the transfer matrix in the continuous-time limit. The Lüscher-Weisz action [60] was used to derive \( H_I \) [63, 64] and has improved errors of \( \mathcal{O}(a^4) \) compared to the \( \mathcal{O}(a^2) \) Wilson action used to derive \( H_{KS} \) [66]. For the Lüscher-Weisz action, \( a = 0.4 \) fm lattices were found to have similar discretization errors to \( a = 0.17 \) fm lattices with the Wilson action [67]. Similar scaling is suggested by the limited direct studies of \( H_I \) and \( H_{KS} \) [68]. As the number of qubits required is \( \mathcal{O}(L/a)^2 \), using \( H_I \) may require \( \gtrsim 2^d \) fewer qubits in realistic quantum simulations for a fixed discretization error compared to \( H_{KS} \). While we occupy ourselves with pure gauge theory, future effort should consider the \( \mathcal{O}(a) \) fermion Hamiltonians [69] – particularly for chiral fermions.

Circuit Design - For quantum field theory calculations, \( H_I \) is quantized by promoting the fields to operators: \( U_i \rightarrow \hat{U}_i, L_i \rightarrow \hat{L}_i \). The magnetic field basis is the eigenbasis of the link operator \( \hat{U} \) while its Fourier transformation gives the electric field basis \( |\hat{L}_i\rangle \) diagonalizing \( \hat{L}_i^2 \). The quantum state of a link \( |\hat{U}_i\rangle \) is stored in a set of qubits - a link register. Any gauge circuit can be built from a set of primitive gates [70] acting on link registers:

- inverse gate: \( \hat{U}_{-1}|\hat{U}_i\rangle = |\hat{U}_{-1}^{-1}\rangle \),
- left and right multiplication gates: \( \hat{U}_L^a |\hat{U}_i\rangle |\hat{U}_j\rangle = |\hat{U}_i\rangle |\hat{U}_i \hat{U}_j\rangle \), \( \hat{U}_R^a |\hat{U}_i\rangle |\hat{U}_j\rangle = |\hat{U}_i\rangle |\hat{U}_j \hat{U}_i\rangle \),
- trace gate: \( \hat{U}_{\text{Tr}}(\theta)|\hat{U}_i\rangle = e^{i \theta} \text{Re} \text{Tr} \hat{U}_i|\hat{U}_i\rangle \),
- Fourier gate: \( \hat{U}_F \sum_{L_i} \hat{f}(L_i)|\hat{L}_i\rangle = \sum_{L_i} \hat{f}(L_i)|\hat{L}_i\rangle \) with \( \hat{f} \) denoting the Fourier transform of \( f \).
- L-phase gate: \( \hat{U}_{\text{phase}}(\theta) \) is a gauge group specific phase rotation, implemented by a diagonal matrix.
We implement the quantum circuits for $\hat{H}_I$ term by term. Optimal quantum circuits depend on the underlying architecture – in particular connectivity. We assume register connectivity between a pair of links sharing a common site (linear register connectivity).

$\mathcal{V}_I$ includes $\hat{P}_{ij}(x)$ for every individual plaquette and the rectangles $\hat{R}_{ij}(x)$ for every neighboring two plaquettes. We denote the circuits for $\hat{V}_{KS}$ as $U_{\hat{V}_{KS}} = e^{i\theta \text{Re} \text{Tr} \hat{P}_{ij}(x)}$ (Fig. 2a) and for the rectangles $U_{\hat{V}_{\text{rect}}} = e^{i\theta \text{Re} \text{Tr} \hat{R}_{ij}(x)}$ (Fig. 2b), with the coupling and trotter step encoded in $\theta$. The circuit of Fig. 2b with registers appropriately changed implements $U_{\hat{V}_{\text{rect}}}$.

![Quantum circuits for the time evolution of $\hat{H}_I$.](image)

**FIG. 2:** Quantum circuits for the time evolution of $\hat{H}_I$.

The circuits $U_{\hat{V}_{KS}} = e^{i\theta \text{Tr} \hat{L}_1^I}$ for $\hat{V}_{KS}$ can be implemented by the L-phase gate $U_{\text{phase}}$ in the electric field basis [70], as shown in Fig. 2c. To avoid dealing with $\hat{L}$ and $\hat{U}$ operators simultaneously, we rewrite $\hat{K}_{2L}$ as

$$\hat{K}_{2L} = \frac{g_2^2}{\delta} \sum_{x,i} \text{Tr}[\hat{R}_i(x)\hat{L}_i(x + ai)], \quad (6)$$

using the right electric field operator [19]:

$$\hat{R}_i(x) \equiv \hat{U}_i^d(x)\hat{L}_i(x)\hat{U}_i(x) = \hat{R}_i^R(x)\lambda_b, \quad (7)$$

For simplicity, we denote the two succeeding links in one direction as $U_1$ and $U_2$ following Fig. 1, and thus $\text{Tr}[\hat{R}_i(x)\hat{L}_i(x + ai)]$ becomes $\text{Tr}[\hat{R}_i\hat{L}_i]$. For non-Abelian gauge theories, this sum of non-commuting terms ($\hat{R}_i\hat{L}_i$ with color index $b$) is difficult to implement. We bypass this obstacle by decomposing $\hat{R}_i\hat{L}_i$ as

$$\text{Tr}(\hat{R}_i\hat{L}_i) = \text{Tr}[(\hat{L}_i^2 + \hat{R}_i^2 - (\hat{L}_i - \hat{R}_i)^2)/2]. \quad (8)$$

With $\hat{R}^2 = \hat{L}^2$, the first two terms can be absorbed into $\hat{K}_{KS}$. Thus, for $\hat{K}_I$ the only new term is $\text{Tr}[(\hat{L}_2 - \hat{R}_1)^2]$. Defining the evolution operator $U_{\hat{K}_{2L}} \equiv e^{i\theta \text{Tr}(\hat{L}_2 - \hat{R}_1)^2}$, and using $[U_{\hat{K}_{2L}}, \hat{U}_1\hat{U}_2] = 0$, the matrix elements of $U_{\hat{K}_{2L}}$ are found to be (see Supplementary Material):

$$\langle U_1', U_2'|U_{\hat{K}_{2L}}|U_1, U_2 \rangle = \delta_{U_1'U_2'} \delta(U_1'|U_1) e^{i\theta \text{Tr} \hat{L}_2^2} |U_1|, \quad (9)$$

The circuit in Fig. 2d implements Eq. (9) by first storing the conserved quantity $U_1U_2$ in the second register $[U_2]$ via $U_{\hat{L}}^L$, then performing $e^{i\theta \text{Tr} \hat{L}_2^2} |U_1|$ with the sequence $U_{\text{phase}}U_{\text{rect}}U_{\hat{L}}$. Finally, we ensure the conserved product of $U_1U_2$ imposed by $\delta(U_1'U_2' - U_1U_2)$ using the information stored in the second register via $U_{\hat{L}}U_{\text{phase}}U_{\hat{L}}^{-1}$.

While using $\hat{H}_I$ should require $\gtrsim 2^d$ times fewer qubits, it requires additional gates to implement evolutions with the improved terms. Since the dominant quantum errors today are from decoherence and the entangling gates with error rates of $O(10^{-2})$ [71–73], this increased cost may diminish the gain from using $\hat{H}_I$. We list the gate costs in terms of primitive gates in Tab. 1 for one trotter step using either $\hat{H}_{KS}$ or $\hat{H}_I$. Depending on which primitive gates dominate the circuits, the gate cost for $\hat{H}_I$ is 2 to 4 times that of $\hat{H}_{KS}$ per link register. For the group $\mathbb{Z}_N$ and $D_N$ [74], different primitive gates take approximately the same order of entangling native gates. Since $\hat{H}_I$ should require $\gtrsim 2^d$ fewer link registers, for the cases of $d = 2, 3$ we anticipate the same or fewer total primitive gate cost.

**TABLE I:** Number of primitive gates per link register per trotter step neglecting boundary effects (columns 2-3), implementation for $\mathbb{Z}_2$ (last column).

| Gate | $N[\hat{V}_{KS} + \hat{V}_{\text{rect}}]$ | $N[\hat{K}_{KS} + \hat{V}_{\text{rect}}]$ | $Z_2$ Impl. |
|------|--------------------------------------|--------------------------------------|-----------|
| $U_F$ | 2 | 2 | $R_x(\theta)$ |
| $U_{\text{phase}}$ | 1 | 1 | $R_x(\theta)$ |
| $U_{\text{rect}}$ | $\frac{d+1}{2}$ | $d - 1$ | $R_x(\theta)$ |
| $U_{\hat{L}}$ | $6(d - 1)$ | $2 + 8(d - 1)$ | $\mathbb{I}$ |
| $U_\times$ | $6(d - 1)$ | $4 + 20(d - 1)$ | $\text{CNOT}$ |

**Demonstration** - For $\mathbb{Z}_2$ gauge theory, $\hat{H}_I$ can be mapped to Pauli matrices. Choosing the magnetic field basis, the qubit state $|0\rangle$ ($|1\rangle$) represents the element 1 (-1) of $\mathbb{Z}_2$. Implementations of the primitive gates are listed in the last column of Tab. 1. We consider the most expensive $\mathbb{Z}_2$ gate, $U_{\hat{V}_{\text{rect}}}$ on the 7-qubit $\text{iwb.pert}$ device (Fig. 3c). The connectivity of $\text{iwb.pert}$ prevents implementing $U_{\hat{V}_{\text{rect}}}$ as shown in Fig. 3a. With the mapping from links to qubits shown in Fig. 3c, a transpiled version of the circuit with 12 CNOTs and 20 additional one-qubit gates are used. We use the benchmark value $\theta = \delta t/(g_2g_1) = 0.811411$, precluding circuit optimization when using $\theta$ values such as $\pi/2$.

To quantify quantum errors, we evolve states with $U_{\hat{V}_{\text{rect}}}$ and its inverse, and compare the measurement with
noiseless expectations, implemented as the circuit \( \mathcal{U}_\text{circ}^{(n)} \) in Fig. 4. Without noise, the state preparation \( \hat{\Psi}_n \) and \( \mathcal{U}_\text{circ} \) are exactly cancelled by their complex conjugations, thus all measurements return \(|0\rangle^\otimes 6\), and the distribution \( P(w_H) \) of the Hamming weight \( w_H \) – the number of qubits measured in the \(|1\rangle\) state – returns \( P(w_H) = \delta_{w_H,0} \). In the noise-dominated limit where all states are equally populated, \( P(w_H) \) follows the binomial distribution with 6 trials. We take \( F^{(n)}_{\text{rect}} \equiv \sqrt{P(w_H = 0)} \) as a definition of the quantum fidelity of \( \mathcal{U}_\text{circ} \) for the state \(|\Psi_n\rangle = \hat{\Psi}_n |0\rangle^\otimes 6\). Determining the fidelity requires testing all the possible states \(|\Psi_n\rangle\), a prohibitively expensive task \([75]\). Therefore we consider a restricted set consisting of \( \Psi_n = \prod_{m \leq n} H_m^\oplus \) for \( n \in [0,6] \) with \( m \) indicating the qubit to which \( H \) is applied.

To mitigate the coherent noise dominating the CNOT errors, we implement Pauli twirling \([76–80]\) which converts coherent errors into random errors in Pauli channels and has found success in low-dimensional lattice field theories \([81]\). The circuits are modified by wrapping each CNOT with a set of Pauli gates \( \{1, X, Y, Z\} \) randomly sampled from sets satisfying

\[
\left( \prod_i (\sigma_i^{b_i})^\otimes \right) \text{CNOT} \otimes 1_4 \left( \prod_i (\sigma_i^{a_i})^\otimes \right) = \text{CNOT} \otimes 1_4,
\]

where the \( i \)-th qubit (including spectators) was rotated by \( \sigma_i^{a_i} \) before the CNOT and by \( \sigma_i^{b_i} \) after. Despite the enormous number of possible circuits, prior work has found \( \mathcal{O}(10) \) circuits to be sufficient for error mitigation \([76]\). Therefore we implemented 15 unique circuits and run each circuit \( 2^{13} \) times. We also compute \( F^{(6)}_{\text{rect}} \) without Pauli twirling to gauge its effect.

With the above setup, we obtain the distribution \( P(w_H) \) in Fig. 5 for selected \(|\Psi_n\rangle\) and the state-dependent fidelities \( F^{(n)}_{\text{rect}} \) (Table II), yielding an average \( F_{\text{rect}} = 0.550 \). Without Pauli twirling for \( n = 6 \), \( P(w_H) \) is indistinguishable from the noise-dominated limit while all the Pauli-twirled results are skewed toward the noiseless result, with states of lower \( n \) (and consequently less average entanglement) being closer to the desired value. Comparing the results for \(|\Psi_6\rangle\) with and without Pauli twirling we observe a fourfold improvement in fidelity – clearly demonstrating the advantage from this error mitigation.

\[
\begin{array}{cccccccc}
|\Psi_0\rangle & |\Psi_1\rangle & |\Psi_2\rangle & |\Psi_3\rangle & |\Psi_4\rangle & |\Psi_5\rangle & |\Psi_6\rangle & |\Psi_6\rangle_{\text{no-PT}} \\
F^{(n)}_{\text{rect}} & 0.650 & 0.575 & 0.605 & 0.599 & 0.579 & 0.442 & 0.425 & 0.1194 \\
\end{array}
\]

TABLE II: Measured state-dependent quantum fidelities with Pauli twirling and without it for \(|\Psi_6\rangle_{\text{no-PT}}\).

For a single trotter step, the time evolution of \( \hat{H}_1 \) for a two-plaque lattice with open boundary conditions requires at least 28 CNOTs (40 one-qubit gates): 12 CNOTs (20 one-qubit gates) for \( \mathcal{U}_{\text{circ}} \), at least 12 CNOTs (2 one-qubit gates) for the two \( \mathcal{U}_K \)s and 4 CNOTs (6 one-qubit gates)
gates) for the two $\mathcal{U}_{K,S}$ along with 12 one-qubit gates for $\mathcal{U}_{K,S}$. Assuming that the average fidelity depends on the total number of CNOT gates, we can estimate the single-trotter-step fidelity for $\hat{H}_I$: $F_\delta \lesssim (F_{\text{rect}})^{28/12} \approx 0.25$. Thus current devices are inadequate for real-time computations. However given the expected hardware improvements in the coming years [36–38], $F_\delta$ will be improved, allowing simulations of a two-plaquette lattice for $\mathbb{Z}_2$ gauge theory and direct comparisons between Hamiltonians. Alternatively, classical simulators could explore lattices up to $7^2$ [82] to test improved Hamiltonians.

In this letter, we designed the quantum circuits for simulating the improved Hamiltonian $\hat{H}_I$. Comparing to the commonly used $\hat{H}_{KS}$, $\hat{H}_I$ should allow quantum simulations with $\gtrsim 2^d$ fewer qubits. With this reduction, we expect the gate count to be comparable or less than that of $\hat{H}_{KS}$ for theories with $d \geq 2$ despite increases of gate costs per link. For near-term numerical demonstrations, we constructed the circuits for $\hat{H}_I$ of the $\mathbb{Z}_2$ gauge theory and found that for ibm_perth the fidelity of the 12 CNOT improved potential term is $\lesssim 0.550$. Our results suggest that alongside hardware developments, improved Hamiltonians can accelerate quantum simulations by years by reducing the number of qubits required, with optimistic prospects for $2 + d \mathbb{Z}_2$ simulations in the near future.
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