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Abstract

In [40], Shlapentokh-Rothman established that the wave equation $\Box_{g_{M,a}}\psi = 0$ on subextremal Kerr spacetimes $(\mathcal{M}_{M,a}, g_{M,a})$, $0 < |a| < M$, does not admit real mode solutions. This is a highly non-trivial result, in view of the phenomenon of superradiance, i.e. the fact that the stationary Killing field $T$ fails to be causal on the horizon $\mathcal{H}$. The analogue of this result fails for long-range perturbations of the wave equation, such as the Klein–Gordon equation $\Box_{g_{M,a}}\psi - \mu^2 \psi = 0$ for $\mu > 0$, as was shown by Shlapentokh-Rothman in [39]. The question naturally arises whether the absence of real modes persists under the addition of an arbitrary short-range non-negative potential $V$ to the wave equation or under changes of the metric $g_{M,a}$ in the far away region of $\mathcal{M}_{M,a}$ (retaining the causality of $T$ there).

In this paper, we answer the above question in the negative in both cases. First, for any $0 < |a| < M$, we establish the existence of real mode solutions $\psi$ to equation $\Box_{g_{M,a}}\psi - V \psi = 0$, for a suitably chosen time-independent real potential $V$ with compact support in space, satisfying the sign condition $V \geq 0$. Exponentially growing modes are also obtained after perturbing the potential $V$. Then, as an application of the above results, we construct a family of spacetimes $(\mathcal{M}_{M,a}, g_{M,a}^{(\text{def})})$ which are compact in space perturbations of $(\mathcal{M}_{M,a}, g_{M,a})$, have the same symmetries as $(\mathcal{M}_{M,a}, g_{M,a})$ and moreover admit real and exponentially growing mode solutions to equation $\Box_{g} \psi = 0$. The nature of our construction forces, however, the spacetimes $(\mathcal{M}_{M,a}, g_{M,a}^{(\text{def})})$ to contain stably trapped null geodesics. We also construct a more complicated family of spacetimes $(\mathcal{M}_{0}, g_{M,a}^{(b)})$ admitting real and exponentially growing mode solutions to the wave equation, on which the trapped set is normally hyperbolic, at the expense of $g_{M,a}^{(b)}$ having conic asymptotics.

The above results are in contrast with the case of stationary asymptotically flat (or conic) spacetimes $(\mathcal{M}, g)$ with a globally timelike Killing field $T$, where the absence of real modes for equation $\Box_{g} \psi - V \psi = 0$ is immediate. On such spacetimes, this fact gives a useful continuity criterion for showing stability for a smooth family of equations $\Box_{g} \psi - V_\lambda \psi = 0$, with $\lambda \in [0,1]$ and $V_0 = 0$: It suffices to bound the resolvent for frequencies in a neighborhood of $\omega = 0$ for all $\lambda \in [0,1]$. We show explicitly that this criterion fails on Kerr spacetime, by constructing a potential $V$ so that for the smooth family of equations $\Box_{g_{M,a}} \psi - \lambda V \psi = 0$, $\lambda \in [0,1]$, a real mode first appears at $\omega = \omega_0 \in \mathbb{R}\backslash\{0\}$ for $\lambda = \lambda_0 \in (0,1]$.
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1 Introduction

The celebrated Kerr family of spacetimes $(M, g_{M,a})$, first discovered in 1963 (see [29]), is a 2-parameter family of solutions to the vacuum Einstein equations

$$Ric_{\mu\nu} = 0,$$

parametrised by the mass $M$ and the angular momentum per unit mass $a$. In the Boyer–Lindquist coordinate chart $(t, r, \vartheta, \varphi) : M_{M,a} \to \mathbb{R} \times (r_+, +\infty) \times S^2$, the metric $g_{M,a}$ takes the form

$$g_{M,a} = -(1 - \frac{2Mr}{\varphi^2})dt^2 - \frac{4Mar}{\varphi^2}dtd\varphi + \frac{\varphi^2}{\Delta}dr^2 + \varphi^2d\vartheta^2 + \sin^2 \vartheta \frac{\Pi}{\varphi^2}d\varphi^2,$$
where
\begin{align}
(1.3) \quad \varphi^2 &= r^2 + a^2 \cos^2 \theta, \\
(1.4) \quad \Delta &= (r - r_+) \cdot (r - r_-), \\
(1.5) \quad r_\pm &= M \pm \sqrt{M^2 - a^2}, \\
(1.6) \quad \Pi &= (r^2 + a^2)^2 - a^2 \sin^2 \theta \Delta.
\end{align}

The Schwarzschild metric corresponds to (1.2) for \( a = 0 \).

In the so called \textit{subextremal} parameter range \( 0 \leq |a| < M \), the maximal extension \((\tilde{M}_{M,a}, \tilde{g}_{M,a})\) of the Kerr spacetime \((\mathcal{M}_{M,a}, g_{M,a})\), first constructed by Carter in [4], has two asymptotically flat ends, and contains a black hole and a white hole region, which are bounded by a future and a past event horizon \( \mathcal{H}^+ \) and \( \mathcal{H}^- \) respectively. The union \( \mathcal{H} = \mathcal{H}^+ \cup \mathcal{H}^- \) is the event horizon of \((\tilde{M}_{M,a}, \tilde{g}_{M,a})\), while the intersection \( \mathcal{H}^+ \cap \mathcal{H}^- \) (which is non empty) is the so called \textit{bifurcation sphere}. In this extension, \((\mathcal{M}_{M,a}, g_{M,a})\) is identified with the domain of outer communications of one of the two asymptotically flat ends of \((\tilde{M}_{M,a}, \tilde{g}_{M,a})\).

The wave equation
\begin{equation}
\Box_{g_{M,a}} \psi = 0
\end{equation}
on \((\mathcal{M}_{M,a}, g_{M,a})\), for \( 0 \leq |a| < M \), has been extensively studied. A first result relevant to the stability (i.e. boundedness and decay) properties of equation (1.7) in the full subextremal range \( 0 \leq |a| < M \) is the proof by Whiting, in [44], that equation (1.7) does not admit exponentially growing mode solutions, i.e. solutions \( \psi \) of the form
\begin{equation}
\psi(t, r, \theta, \varphi) = e^{-i \omega t} \varphi(r, \theta, \varphi)
\end{equation}
such that \( \text{Im}(\omega) > 0 \), with \( \varphi \) being smooth up to \( \mathcal{H} \setminus \mathcal{H}^- \) and having finite energy on the \( \{ t = \text{const} \} \) slices. This result was extended by Shlapentokh-Rothman in [40], where the non-existence of outgoing real mode solutions of (1.7) on \((\mathcal{M}_{M,a}, g_{M,a})\), \( 0 \leq |a| < M \), was established. Recall that a solution \( \psi \) to (1.7) is called an outgoing real mode solution if it is of the form (1.8) with \( \omega \in \mathbb{R} \setminus \{ 0 \} \), such that \( \psi \) is smooth up to \( \mathcal{H} \setminus \mathcal{H}^- \) and has finite energy flux through a hyperboloidal hypersurface \( \mathcal{S} \) terminating at future null infinity and intersecting \( \mathcal{H}^+ \) transversally (satisfying also \( \mathcal{S} \cap \mathcal{H}^- = \varnothing \)), but has infinite energy flux through the \( \{ t = \text{const} \} \) hypersurfaces; see [40] (or Section 3.3) for more details.

Notice that, in view of the fact that the stationary Killing field \( T = \partial_t \) fails to be causal on \( \mathcal{H}^+ \) when \( a \neq 0 \), the results of [44] [40] are highly non-trivial in this case (unlike the Schwarzschild case \( a = 0 \), where they would simply follow from the energy identity for \( T \); see Section 1.4). The absence of an everywhere causal Killing field on \((\mathcal{M}_{M,a}, g_{M,a})\) when \( a \neq 0 \) gives rise to the phenomenon of \textit{superradiance} for equation (1.7), which we will discuss in more detail in Section 1.4.

The results of [40] were then used in [13], where quantitative decay estimates for solutions \( \psi \) to (1.7) on \((\mathcal{M}_{M,a}, g_{M,a})\) for \( 0 \leq |a| < M \) were obtained. For earlier stability results in the Schwarzschild case (i.e. when \( a = 0 \) and the very slowly rotating Kerr case (i.e. when \( |a| \ll M \)), see [28] [8] [10] [8] [2] [3] and [13] [14] [11] [11] [11] respectively. It should be noted, also, that the techniques employed in [40] are robust enough to yield a mode stability statement for \textit{small short-range} potential perturbations of equation (1.7).

In contrast to the above results, superradiance-related instability phenomena come into the picture in the case of \textit{long-range} perturbations to equation (1.7), showing that the mode stability results of [14] [40] can not be extended to include this case: In [39], Shlapentokh-Rothman constructed exponentially growing mode solutions (as well as real mode solutions) to the Klein–Gordon equation
\begin{equation}
\Box_{g_{M,a}} \psi - \mu^2 \psi = 0
\end{equation}
on \((\mathcal{M}_{M,a}, g_{M,a})\) with \( a, \mu \neq 0 \). This result was anticipated by the heuristics of [10] [45] [17] (see also the numerics of [18] [19] and references therein).

The question naturally arises, therefore, whether the mode stability results of [40] can be extended to include \textit{large short-range} deformations of equation (1.7), in the form of either potential perturbations or metric deformations retaining the causal character of \( T \) at each point. In this paper, we will provide a negative answer to this question in both cases.
Figure 1.1: A hyperboloidal hypersurface $S \subset M_{M,a}$ terminating at $I^+$ and intersecting $H^+$ transversally, such that $S \cap H^- = \emptyset$ (depicted above intersected with the 1+1 dimensional slice $\{\theta = \pi/2, \phi = 0\} \subset M_{M,a}$). An outgoing real mode solution $\hat{\psi}$ to equation (1.7) has finite energy flux through $S$, but infinite energy flux through the hypersurface $\{t = 0\}$.

1.1 Theorem 1: An instability result for $\Box \psi - V \psi = 0$ on Kerr spacetimes

Our first result will show that the mode stability statement of [44, 40] cannot be extended to include the case when an arbitrary term of the form $-V \psi$, with $V \geq 0$ compactly supported in the region $\{r \geq r_0\}$, is added to the wave equation (1.7) on $(M_{M,a}, g_{M,a})$ for any $a$ in the subextremal range $0 < |a| < M$. In particular, we will establish the following:

**Theorem 1** (short version). For any $0 < |a| < M$, any $\omega_R \in \mathbb{R}\setminus\{0\}$, any $r_0 \gg 1$ large in terms of $\omega_R$ and $a$, any $0 < \omega_I \ll 1$ small in terms of $\omega_R$ and $a$, there exists a $V : M_{M,a} \to [0, +\infty)$ compactly supported in the region $\{r \geq r_0\}$ and satisfying $\partial_t V = \partial_{\phi} V = 0$, such that the equation

(1.10)  \[ \Box_{g_{M,a}} \psi - V \psi = 0 \]

admits an outgoing mode solution with frequency parameter $\omega_R + i\omega_I$. In particular, (1.10) admits a real mode solution with $\omega_I = 0$, and an exponentially growing mode solution with $\omega_I > 0$.

For a more detailed statement of Theorem 1, see Section 4. For the definition of an outgoing mode solution, see Section 3.3.

Note, in contrast, that, on a stationary and asymptotically flat spacetime with an everywhere causal Killing field (e.g. Schwarzschild exterior), adding a potential $V$ with the properties described in Theorem 1 to the wave equation does not “destroy” the decay properties of the corresponding solutions. It is due to the phenomenon of superradiance (more precisely, the fact that $H^+ \cap \{g(T,T) > 0\} \neq \emptyset$) that a construction of a real mode solution to equation (1.10) in the case $a \neq 0$ is possible. For a discussion on the role of superradiance as a mechanism of instability, see Section 1.4.
1.2 Theorem 2: An instability result for $\Box \psi = 0$ on short-range deformations of the Kerr metric

As an application of Theorem 1, we will infer the existence of real and exponentially growing modes for the wave equation associated to stationary and compactly supported in space deformations $g_{M,a}^{(de)}$ of the Kerr metric $g_{M,a}$ with the same ergoregion as $g_{M,a}$:

**Theorem 2** (short version). For any $0 < |a| < M$, any $\omega_R \in \mathbb{R}\setminus\{0\}$, any $0 \leq \omega_I \ll 1$ and any $r_0 > 1$, there exists a stationary and axisymmetric Lorentzian metric $g_{M,a}^{(de)}$ on $\mathcal{M}_{M,a}$, coinciding with $g_{M,a}$ outside the region \{$r_0 \leq r \leq r_0 + C$\} (for some $C \gg 1$) and satisfying $g_{M,a}^{(de)}(\partial_t, \partial_t) < 0$ in \{$r_0 \leq r \leq r_0 + C$\}, such that the wave equation

\[
\Box g_{M,a}^{(de)} \psi = 0
\]

completely separates in the Boyer–Lindquist coordinate chart and admits an outgoing mode solution with frequency parameter $\omega_R + i\omega_I$. In particular, \{(1.11)\} admits a real mode solution with $\omega_I = 0$, and an exponentially growing mode solution with $\omega_I > 0$.

For a more detailed statement of Theorem 2 see Section 5.

1.3 An example with normally hyperbolic trapping

The spacetimes $(\mathcal{M}_{M,a}, g_{M,a}^{(de)})$ of Theorem 2 possess the same ergoregion structure as $(\mathcal{M}_{M,a}, g_{M,a})$, but our specific construction forces the structure of the trapped set to be different. In particular, the region $r_0 \leq r \leq r_0 + C$ of $(\mathcal{M}_{M,a}, g_{M,a}^{(de)})$ contains stable trapped null geodesics. As a consequence, the behaviour of high frequency solutions to equations (1.7) and (1.11) is substantially different.

Despite this aspect of the spacetimes $(\mathcal{M}_{M,a}, g_{M,a}^{(de)})$, in general there is no reason for a connection to exist between the structure of the trapped set outside the ergoregion (which manifests itself in the high frequency behaviour of solutions to (1.7) and superradiance-related mode-instabilities (which is a purely fixed frequency phenomenon). In order to better clarify the irrelevance of the structure of trapping to the existence of a real mode solution to (1.11), it would be preferable to have an example of a spacetime $(\mathcal{M}, g)$ possessing a “nice” trapped set and at the same time admitting real or exponentially growing modes. In Section 6 we construct a spacetime $(\mathcal{M}_0, g_{M,a}^{(h)})$ which has the symmetries of the Kerr exterior $(\mathcal{M}_{M,a}, g_{M,a})$, such that the trapped set of $(\mathcal{M}_0, g_{M,a}^{(h)})$ is normally hyperbolic and the wave equation

\[
\Box g_{M,a}^{(h)} \psi = 0
\]

admits an outgoing real mode solution (which in turn yields, after a suitable perturbation, an exponentially growing mode solution). However, our specific construction forces the spacetime $(\mathcal{M}_0, g_{M,a}^{(h)})$ to be asymptotically conic, instead of asymptotically flat like the Kerr exterior $(\mathcal{M}_{M,a}, g_{M,a})$. For more details regarding this technically involved (in comparison to the proof of Theorem 2) construction, see Section 6 and Theorem 5.

1.4 Discussion of the role of superradiance as a mechanism of instability

In this section, we will try to put into some context the phenomenon of superradiance and its relation to instability results concerning the wave equation

\[
\Box \psi = 0
\]

on a general class of spacetimes $(\mathcal{M}, g)$.

Let $(\mathcal{M}, g)$ be a globally hyperbolic, stationary and asymptotically flat spacetime with stationary Killing field $T$, possibly bounded by an event horizon $\mathcal{H}$. For the purposes of this section, and in analogy with the properties

---

1 The discussion in this section also applies to asymptotically conic spacetimes, as the ones discussed in Section 1.3.
of the subextremal Kerr exterior \((\mathcal{M}_{M,a}, g_{M,a})\), the spacetime \((\mathcal{M}, g)\) will be called superradiant if \(T\) fails to be causal everywhere on \(\mathcal{M}\). In the case when \(T\) is everywhere timelike on \(\mathcal{M}\setminus \mathcal{H}\), the spacetime \((\mathcal{M}, g)\) will be called non-superradiant\(^2\). It can be readily shown that a spacetime \((\mathcal{M}, g)\) as above is superradiant if and only if there exist solutions \(\psi\) to (1.13) such that their \(T\)-energy flux through future null infinity \(\mathcal{I}^+\) is greater than their \(T\)-energy flux through a Cauchy hypersurface \(\Sigma\) of \(\mathcal{M}\) (for the definition of the \(T\)-energy flux, see below; for the definition of \(\mathcal{I}^+\) on a general asymptotically flat spacetime, see \([33]\)).

We will now proceed to examine some general mode stability statements for equation (1.13) on non-superradiant spacetimes and then highlight the failure of these statements on superradiant spacetimes. To this end, it will be convenient to distinguish among superradiant spacetimes the ones having a non-empty future event horizon \(\mathcal{H}^+\) satisfying \(\mathcal{H}^+ \cap \{g(T, T) > 0\} \neq \emptyset\) (such as Kerr exterior spacetime \((\mathcal{M}_{M,a}, g_{M,a})\) when \(a \neq 0\)).

### 1.4.1 Mode stability results on non-superradiant spacetimes

Let \((\mathcal{M}, g)\) be a spacetime as above which is non-superradiant, and let \(V : \mathcal{M} \to \mathbb{R}\) be a smooth function, having compact support in space and satisfying \(T(V) = 0\). In this case, equation

\[
\Box_g \psi - V \psi = 0,
\]

satisfies the following mode stability statement for real and non-zero frequencies:

1. a) No outgoing real mode solutions at a non-zero real frequency parameter \(\omega\) exist for equation (1.14).

   b) No \(L^2\) “eigenfunctions” (i.e. solutions \(\psi\) of the form (1.8) such that \(\int_{t=0} |\psi|^2 < +\infty\) at a non-zero real frequency parameter \(\omega\) exist for equation (1.14).

The above statement can be inferred from the fact that the energy flux associated to the vector field \(T\), which is obtained by integrating the divergence-free current

\[
\mathcal{E}_g[\psi] = J^T \psi - V |\psi|^2 g_{\mu\nu} T^\nu
\]

over a chosen causal hypersurface (see Section 2 for our notations on vector field currents), is positive definite both on \(\mathcal{H}^+\) and on future null infinity \(\mathcal{I}^+\). Thus, integrating the identity

\[
\nabla^T \mathcal{E}_g[\psi] = 0
\]

over suitable subregions of \(\mathcal{M}\) (yielding an identity for the \(T\)-energy flux of \(\psi\) on the associated boundary hypersurfaces, the so called \(T\)-energy identity) yields that a real mode solution of (1.14) must have vanishing radiation field on \(\mathcal{I}^+\) and that it must actually be an \(L^2\) eigenfunction for (1.14). However, using a unique continuation argument (similar to the ones appearing in \([36, 34]\), or using the Carleman estimates of \([38, 32]\)), we can infer that any solution \(\psi\) to (1.14) of the form (1.8) such that \(\int_{t=0} |\psi|^2 < +\infty\) vanishes identically on \(\mathcal{M}\); see also \([40]\).

Assuming, moreover, that the potential function \(V\) in (1.14) satisfies the non-negativity condition \(V \geq 0\), one can readily obtain the following results in addition to 1.a–1.b, yielding the full “mode stability” statement for equation (1.14):

2. Equation (1.14) does not have a zero eigenvalue or a zero resonance\(^3\).

3. Equation (1.14) does not admit any exponentially growing mode solutions, since the energy norm for solutions to (1.14) associated to the \(T\)-energy flux is positive definite and conserved.

In particular, these results are in contrast with the situation in Theorem 1.

---

\(^2\)Note that, under the above definitions, there exist spacetimes which are neither superradiant nor non-superradiant: For instance, stationary spacetimes \((\mathcal{M}, g)\) on which \(T\) is everywhere causal and identically null on an open set \(\mathcal{U} \subset \mathcal{M}\), or the spacetimes considered in \([22]\), do not fall in either category.

\(^3\)Equation (1.14) is said to admit a zero eigenvalue if there exists a solution \(\psi\) to (1.14) which is smooth up to \(\mathcal{H}\) (if non-empty) and satisfies \(T \psi = 0\) and \(\|\psi\|_{L^2(\Sigma)} < +\infty\), where \(\Sigma\) is a Cauchy hypersurface of \((\mathcal{M}, g)\). If \(\psi\) satisfies \(T \psi = 0\), \(\|\psi\|_{L^2(\Sigma)} = +\infty\) but \(\|\psi\|_{L^2(\Sigma)} < +\infty\), then \(\psi\) is called a zero resonance.
1.4.2 Superradiant spacetimes: the case $\mathcal{H}^+ \cap \{g(T,T) > 0\} = \emptyset$

Let us now examine the behaviour of solutions to (1.14) in the case $(\mathcal{M}, g)$ has a non-empty ergoregion (i.e. $(\{g(T,T) > 0\}) \neq \emptyset$) with the property that either $\mathcal{H}^+ \neq \emptyset$, or $\mathcal{H}^+ = \emptyset$, and $\mathcal{H}^+ \cap \{g(T,T) > 0\} = \emptyset$ (note that the Kerr exterior spacetime $(\mathcal{M}_{M,a}, g_{M,a})$, $a \neq 0$, does not satisfy this property). The condition $\mathcal{H}^+ \cap \{g(T,T) > 0\} = \emptyset$ implies the positivity of the flux of (1.15) through $\mathcal{H}^+$.

On such a spacetime $(\mathcal{M}, g)$, there exist smooth solutions $\psi$ to equation (1.13) with compactly supported initial data, such that the energy of $\psi$ grows to infinity as time increases; see [23, 31]. While the proof of [31] does not yield the existence of exponentially growing mode solutions to equation (1.13) on $(\mathcal{M}, g)$, it is reasonable to expect that, in general, such a mode exists. Thus, it is in general expected that the mode stability statements 2 and 3 (concerning the non-existence of solutions with a frequency parameter $\omega$ satisfying $\omega = 0$ or $Im(\omega) > 0$) fail in this case, even under the sign condition $V \geq 0$ for the potential term in equation (1.13). However, such a spacetime $(\mathcal{M}, g)$ always satisfies Statement 1.a, i.e. $(\mathcal{M}, g)$ does not admit an outgoing real mode solution to (1.14) in this case. This fact can be inferred as follows: the T-energy identity and the positivity of the flux of (1.15) through $\mathcal{H}^+$ imply that any solution $\psi$ to (1.14) which is of the form (1.15) for some $\omega \in \mathbb{R}\setminus\{0\}$ and satisfies

$$(1.17) \quad \lim_{r \to +\infty} \left( \partial_r \psi - i \omega \psi \right) = 0$$

in each asymptotically flat end of $(\mathcal{M}, g)$, has necessarily vanishing T-energy flux through future null infinity $\mathcal{I}^+$. Therefore, since $\omega \neq 0$, it can be readily verified that, for any Cauchy hypersurface $\Sigma$ of $(\mathcal{M}, g)$:

$$(1.18) \quad \int_{\Sigma} |\psi|^2 < +\infty. $$

Thus, equation (1.14) in this case does not admit an outgoing real mode solution.

**Remark.** In general, we can not exclude the existence of $L^2$ “eigenfunctions” at a non-zero real frequency parameter $\omega$ for spacetimes $(\mathcal{M}, g)$ as above, i.e. Statement 1.b might not hold. However, the conditions (1.18) and $\omega \in \mathbb{R}\setminus\{0\}$ imply, through a suitable unique continuation argument that can be obtained by adapting the Carleman-type estimates of [32] (or the estimates of Section 6 of [31]), that any $L^2$ “eigenfunction” $\psi$ will be identically 0 in the connected component of $\mathcal{M}\setminus\{g(T,T) > 0\}$ which contains the asymptotically flat region of $\mathcal{M}$. Thus, under a stronger unique continuation assumption for equation (1.14) in a neighborhood of the ergoregion (satisfied, for instance, when both $(\mathcal{M}, g)$ and the potential $V$ are analytic), the statement 1.b can also be established.

1.4.3 Superradiant spacetimes: the case $\mathcal{H}^+ \cap \{g(T,T) > 0\} \neq \emptyset$

Let us finally examine the case when $(\mathcal{M}, g)$ has a non-empty ergoregion and a non-empty future event horizon, with the property $\mathcal{H}^+ \cap \{g(T,T) > 0\} \neq \emptyset$ (such as the Kerr exterior spacetime $(\mathcal{M}_{M,a}, g_{M,a})$ when $a \neq 0$). In this case, the energy identity of $T$ no longer yields a positive energy flux through $\mathcal{H}^+$, and, thus, the vanishing of the flux of a real mode solution $\psi$ through $\mathcal{I}^+$ can not be inferred as before. Therefore, on such a spacetime, the aforementioned argument leading to the non-existence of real mode solutions $\psi$ to equation (1.14) no longer applies, and the real mode stability statement 1.a might, in general, fail (in addition to the statements 1.b, 2 and 3). In particular, Theorems 1 and 2 provide examples of spacetimes $(\mathcal{M}, g)$ and potentials $V$ such that the mode stability statement 1.a for equation (1.14) fails.

In view of the aforementioned discussion, the proof of [40], that equation (1.7) on $(\mathcal{M}_{M,a}, g_{M,a})$ (with $0 < |a| < M$) does not admit real mode solutions, is highly non-trivial, and relies on the specific algebraic structure of $(\mathcal{M}_{M,a}, g_{M,a})$. According to Theorem 1, this structure is “destroyed” by adding a compactly supported non-negative potential term $V\psi$ to equation (1.7), a modification that would be completely harmless in the non-superradiant case (preserving the mode stability properties of (1.13) in the case where $T$ is everywhere causal on $\mathcal{M}$, as explained in Section 1.4.1).

---

\[4\] We should note that it is not at all clear if there exists a spacetime $(\mathcal{M}, g)$ with a non-empty ergoregion and no event horizon, such that $(\mathcal{M}, g)$ does not admit an exponentially growing mode. A positive answer to this question would be particularly interesting, as it would show that mode stability results for equation (1.7) on superradiant spacetimes can coexist with instability results in physical space.
1.5 Local energy decay for the family $\Box_g \psi - V_\lambda \psi = 0$ via continuity in $\lambda \in [0, 1]$

As a final example of the differences between superradiant and non-superradiant spacetimes concerning the behaviour of solutions to equation (1.14), we will state below a simple continuity criterion for integrated local energy decay for a family of wave equations with potential on non-superradiant spacetimes, which utterly fails in the presence of superradiance.

As we showed in Section [1.4.1] on a globally hyperbolic, stationary and asymptotically flat spacetime $(\mathcal{M}, g)$, possibly bounded by an event horizon $\mathcal{H}$ and possessing a Killing field $T$ which is everywhere timelike on $\mathcal{M}\setminus\mathcal{H}$, the mode stability statements 1.a and 1.b of Section [1.4.1] hold. This fact gives rise to the following zero-frequency continuity criterion for integrated local energy decay for the family of equations (1.19)

$$\Box_g \psi - V_\lambda \psi = 0,$$

$\lambda \in [0, 1]$, with $V_\lambda : \mathcal{M} \to \mathbb{R}$ having compact support in space, satisfying $T(V_\lambda) = 0$ and depending smoothly on $\lambda$:

**Zero-frequency continuity criterion for integrated local energy decay:** Provided the family (1.19) satisfies an integrated local energy decay estimate (possibly with loss of derivatives) when $\lambda = 0$, and the resolvent of $\Box - V_\lambda$ can be bounded for frequencies $\omega$ in a neighborhood of 0 for all $\lambda \in [0, 1]$, then (1.19) satisfies a similar integrated local energy decay estimate for all $\lambda \in [0, 1]$.

See Section 7 for a more detailed statement of the above criterion, as well as for a definition of the resolvent operator in this setting.

Let us now examine whether the above criterion can be extended to the case when $(\mathcal{M}, g)$ is superradiant. As we did in Sections [1.4.2] and [1.4.3] we have to differentiate between the cases $\{g(T, T) > 0\} \cap \mathcal{H}^+ = \emptyset$ and $\{g(T, T) > 0\} \cap \mathcal{H}^+ \neq \emptyset$. In view of [23] (see also our forthcoming [31]), in the case when $\{g(T, T) > 0\} \neq \emptyset$ and $\mathcal{H}^+ = \emptyset$ (or at least $\{g(T, T) > 0\} \cap \mathcal{H}^+ = \emptyset$), there exist solutions $\psi$ to equation (1.13) which are not square integrable in time. Thus, in order to study conditions yielding an integrated local energy decay estimate for families of equations of the form (1.19) on superradiant spacetimes, it is necessary to restrict to spacetimes $(\mathcal{M}, g)$ with $\mathcal{H}^+ \neq \emptyset$ satisfying $\{g(T, T) > 0\} \cap \mathcal{H}^+ \neq \emptyset$, such as the subextremal Kerr spacetime $(\mathcal{M}_{M,a}, g_{M,a})$ with $a \neq 0$.

In view of Theorem 1, the aforementioned zero-frequency continuity criterion fails in the case of $(\mathcal{M}_{M,a}, g_{M,a})$ with $a \neq 0$. In particular, there exists a suitable potential $V$ on $\mathcal{M}_{M,a}$ so that, for the family

$$(1.20) \quad \Box_{g_{M,a}} \psi - \lambda V \psi = 0$$

with $\lambda \in [0, 1]$, a real mode solution at some non-zero frequency $\omega_0$ first appears for $\lambda = \lambda_0 \in (0, 1)$, while the resolvent operator associated to (7.18) remains bounded for frequencies close to 0 for all $\lambda \in [0, 1]$. Note that, when $\lambda$ is close to 0, the robustness of the method of [10] implies that (1.20) does not admit any real mode solutions. See Section 7 for more details.

1.6 Outline of the paper

This paper is organised as follows:

In Section 2, we will introduce the conventions on the notations of constants and vector fields that will be used throughout the paper.

In Section 3, we will review the basic properties of the subextremal Kerr spacetimes $(\mathcal{M}_{M,a}, g_{M,a})$, including the separability of the wave operator $\Box_{g_{M,a}}$, and we will introduce the notion of an outgoing mode solution of the wave equation.

In Section 4, we will provide a more detailed statement and the proof of Theorem 1. Similarly, a more detailed statement and the proof of Theorem 2 will be presented in Section 5.

In Section 6, we will construct a class of asymptotically conic spacetimes with normally hyperbolic trapping, admitting outgoing real or exponentially growing mode solutions to the wave equation.

Finally, in Section 7, we will present a zero-frequency continuity criterion for decay for the family of equations (1.19) on non-superradiant spacetimes, and we will then examine its failure in the presence of superradiance. To this end, we will also present a definition of the resolvent operator for the wave equation on a general class of spacetimes. We should note that Section 7 can be read independently of Sections 5 and 6.
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2 Conventions on constants and vector field currents

We will adopt the same conventions for denoting constants, volume forms and vector field currents as was done in [32] [33].

In particular, capital letters (e.g. $C$) will be used to denote “large” constants, typically appearing on the right hand side of inequalities, while lower case letters (e.g. $c$) will be used to denote “small” constants. The same characters will be frequently used to denote different constants. The dependence of these constants on various unfixed parameters will be usually made explicit through the use of appropriate subscripts.

The notation $f_1 \lesssim f_2$ for two real functions $f_1, f_2$ will be used to imply that there exists some $C > 0$, such that $f_1 \leq C f_2$. We will also write $f_1 \sim f_2$ when we can bound $f_1 \leq f_2$ and $f_2 \leq f_1$, while $f_1 \ll f_2$ will be equivalent to the statement that $\frac{|f_1|}{|f_2|}$ can be bounded by some sufficiently small (depending on the context) constant $c > 0$. In each of the aforementioned cases, the dependence of the implicit constants on any unfixed parameters will be clear from the context. For any function $f : \mathcal{A} \to [0, +\infty)$ on some set $\mathcal{A}$, $\{ f \gg 1 \}$ will denote the subset $\{ f \geq C \}$ of $\mathcal{A}$ for some constant $C \gg 1$.

The natural volume form $dg$ associated to the metric $g$ of a Lorentzian manifold $(\mathcal{M}^{d+1}, g)$ is defined, in any local coordinate chart $(x^0, x^1, x^2, \ldots x^d)$, as:

$$dg = \sqrt{-\det(g)} dx^0 \cdots dx^d.$$ 

We will often omit the notation for $dg$ in the expression of integrals over measurable subsets of $\mathcal{M}$. The same rule will apply when integrating over any spacelike hypersurface $\mathcal{S}$ of $(\mathcal{M}, g)$ using the natural volume form of its induced (Riemannian) metric.

We will also frequently use the language of currents and vector field multipliers for the wave equation: On any Lorentzian manifold $(\mathcal{M}, g)$, associated to the wave operator

$$\square_g = \frac{1}{\sqrt{-\det(g)}} \partial_\alpha \left( \sqrt{-\det(g)} \cdot g^{\alpha \beta} \partial_\beta \right)$$

is a $(0, 2)$-tensor called the energy momentum tensor $Q$. For any smooth function $\psi : \mathcal{M} \to \mathbb{C}$, the energy momentum tensor $Q$ evaluated at $\psi$ is given by the expression

$$Q_{\alpha \bar{\beta}}(\psi) = \frac{1}{2} \left( \partial_\alpha \psi \cdot \partial_\bar{\beta} \bar{\psi} + \partial_\bar{\beta} \bar{\psi} \cdot \partial_\alpha \psi \right) - \frac{1}{2} \left( \partial^\gamma \psi \cdot \partial_\gamma \bar{\psi} \right) g_{\alpha \bar{\beta}}.$$ 

For any continuous and piecewise $C^1$ vector field $X$ on $\mathcal{M}$, the following associated currents can be defined almost everywhere on $\mathcal{M}$:

$$J^X_\mu(\psi) = Q_{\mu \nu}(\psi) X^\nu,$$

$$K^X(\psi) = Q_{\mu \nu}(\psi) \nabla^\mu X^\nu.$$ 

The following divergence identity then holds almost everywhere on $\mathcal{M}$:

$$\nabla^\mu J^X_\mu(\psi) = K^X(\psi) + \text{Re} \left\{ \left( \square_g \psi \right) \cdot X \bar{\psi} \right\}.$$
3 Basic properties of the Kerr spacetimes

In this Section, we will provide an overview of the basic properties of the subextremal Kerr spacetimes that will be used throughout the rest of the paper.

3.1 Special coordinate charts and Killing fields

In the present paper, we will work on subextremal Kerr exterior spacetimes \( (\mathcal{M}_{M,a}, g_{M,a}) \), where \( g_{M,a} \) is given in the Boyer–Lindquist \( (t, r, \theta, \varphi) \) chart by the expression (1.2). Keeping the notation introduced in Section 1, we will denote with \( (\widetilde{\mathcal{M}}_{M,a}, \tilde{g}_{M,a}) \) the maximally extended Kerr spacetime, while \( \mathcal{H}^+ \) and \( \mathcal{H}^- \) will denote the future and past event horizons associated to one (fixed) asymptotically flat end of \( (\widetilde{\mathcal{M}}_{M,a}, \tilde{g}_{M,a}) \). The original Kerr spacetime \( (\mathcal{M}_{M,a}, g_{M,a}) \) will be identified with the domain of outer communications of this asymptotically flat end of \( (\widetilde{\mathcal{M}}_{M,a}, \tilde{g}_{M,a}) \).

We will work entirely on \( (\mathcal{M}_{M,a}, g_{M,a}) \), but we will need to consider functions on \( \mathcal{M}_{M,a} \), which are regular up to \( \mathcal{H}^+ \backslash \mathcal{H}^- \). Since the Boyer–Lindquist coordinate chart can not be extended smoothly beyond \( \mathcal{H}^+ \backslash \mathcal{H}^- \) (in view of the fact that the expression (1.2) becomes singular as \( r \to r_+ \)), we will sometimes use the Kerr star coordinate chart \( (t^*, r, \theta, \varphi^*) \) on \( \mathcal{M}_{M,a} \), which is regular up to \( \mathcal{H}^+ \backslash \mathcal{H}^- \). The new \( t^*, \varphi^* \) coordinate variables in this chart are given by the expressions

\[
t^* = t + \int_{2r_+}^{r} \frac{x^2 + a^2}{(x - r_+)(x - r_-)} \, dx
\]

and

\[
\varphi^* = \varphi + \int_{2r_+}^{r} \frac{a}{(x - r_+)(x - r_-)} \, dx.
\]

In Kerr star coordinates \( (t^*, r, \theta, \varphi^*) \), \( \mathcal{H}^+ \backslash \mathcal{H}^- \) corresponds to \( \mathbb{R} \times \{r_+\} \times S^2 \), where \( S^2 \) is parametrised by \( (\theta, \varphi^*) \) in the standard way.

The vector fields \( T = \partial_t \) and \( \Phi = \partial_{\theta} \) (in the Boyer–Lindquist coordinate chart) are Killing fields for \( g_{M,a} \), and extend to smooth Killing fields across \( \mathcal{H}^+ \backslash \mathcal{H}^- \) (and, in fact, on the whole of \( (\widetilde{\mathcal{M}}_{M,a}, \tilde{g}_{M,a}) \)). The hypersurface \( \mathcal{H}^+ \backslash \mathcal{H}^- \) is a non-degenerate Killing horizon of \( (\widetilde{\mathcal{M}}_{M,a}, \tilde{g}_{M,a}) \), with associated Killing field

\[
K = T - \frac{a}{2Mr_+} \Phi.
\]

We will call the vector field \( T \) the stationary Killing field of \( (\mathcal{M}_{M,a}, g_{M,a}) \), while \( \Phi \) will be called the axisymmetric Killing field.

3.2 Separation of the wave equation on Kerr spacetimes

A remarkable feature of the Kerr metric is that the wave equation (1.7) on \( \mathcal{M}_{M,a} \) is separable. The separability of the wave equation on \( (\mathcal{M}_{M,a}, g_{M,a}) \) was discovered by Carter in [5] and is a consequence of the fact that in addition to the Killing fields \( T, \Phi \), the Kerr metric also possesses an additional Killing tensor \( K_{a\beta} \) (as explained by Walker and Penrose in [12]).

In particular, for any \( \omega \in \mathbb{C} \) and any \( m \in \mathbb{Z} \), equation (1.7) admits formal solutions of the form

\[
\psi(t, r, \theta, \varphi) = e^{-i\omega t} e^{im\theta} S(\theta) R(r),
\]

where \( S(\theta) \) satisfies (for some \( \lambda \in \mathbb{C} \))

\[
-\frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{dS}{d\theta} \right) + \left( \frac{m^2}{\sin^2 \theta} - a^2 \omega^2 \cos^2 \theta \right) S = \lambda S
\]

and \( R(r) \) satisfies

\[
\Delta \frac{d}{dr} \left( \frac{dR}{dr} \right) + \left( a^2 m^2 - 4Mar\omega m + (r^2 + a^2)^2 \omega^2 - \Delta(\lambda + a^2 \omega^2) \right) R = 0.
\]
When \( \omega \in \mathbb{R} \), equation (3.3), combined with the boundary condition

\[
S(\vartheta) \text{ is bounded at } \vartheta = 0, \pi, \tag{3.5}
\]
defines a well-posed Sturm–Liouville problem, with a set of eigenfunctions \( \{ S_{\omega ml} \}_{l \geq |m|} \) forming an orthonormal basis of \( L^2(\sin \vartheta d\vartheta) \), with corresponding real eigenvalues \( \{ \lambda_{\omega ml} \}_{l \geq |m|} \). In particular, when \( \omega = 0 \), \( S_{\omega ml} \) are the standard spherical harmonics, and \( \lambda_{\omega ml} = l(l + 1) \). The construction of the pair \( (S_{\omega ml}, \lambda_{\omega ml}) \) can also be performed, via perturbation theory, in the case when \( \omega \) is complex with \( |Im(\omega)| \ll 1 \). See [10, 15] for more details.

Let us define, for convenience, the auxiliary radial function \( r_* = r_*(r) : (r_*, +\infty) \to (-\infty, +\infty) \) by solving

\[
\frac{dr_*}{dr} = \frac{r^2 + a^2}{\Delta}. \tag{3.6}
\]

Having defined \( (S_{\omega ml}, \lambda_{\omega ml}) \) as above for \( (\omega, m, l) \in \mathbb{C} \times \mathbb{Z} \times \mathbb{Z}_{\geq |m|} \) with \( |Im(\omega)| \ll 1 \), after setting

\[
\lambda = \lambda_{\omega ml} \text{ in equation } (3.4), \tag{3.7}
\]
and \( \omega = \lambda_{\omega ml} \), we infer that

\[
u''_{\omega ml} + (\omega^2 - V_{\omega ml}) \nu_{\omega ml} = 0, \tag{3.8}
\]
where \( ' \) denotes differentiation with respect to \( r_* \) and

\[
V_{\omega ml} = \frac{4Mr_m\omega - a^2m^2 + \Delta(\lambda_{\omega ml} + a^2\omega^2)}{(r^2 + a^2)^2} + \frac{\Delta}{(r^2 + a^2)}(a^2\Delta + 2Mr(r^2 - a^2)). \tag{3.9}
\]

The aforementioned separability is preserved after adding to the wave equation (1.7) a term of the form

\[
d_{g_{m,a}} \psi - \frac{(r^2 + a^2)^2}{(r - r_*)(r - r_-)r^2}V(r)\psi = 0 \tag{3.10}
\]

admits for any \( \omega \in \mathbb{C} \) and any \( m \in \mathbb{Z} \) solutions of the form

\[
\psi(t, r, \vartheta, \phi) = e^{-i\omega t} e^{im\varphi} S(\vartheta) R(r), \tag{3.11}
\]

with \( S \) as before and \( R \) solving

\[
\frac{\Delta}{dr} \left( \frac{dR}{dr} \right) + (a^2m^2 + (r^2 + a^2)\omega^2 - \Delta(\lambda + a^2\omega^2) - (r^2 + a^2)^2V) R = 0. \tag{3.12}
\]

In the case \( |Im(\omega)| \ll 1 \) (and with \( (S_{\omega ml}, \lambda_{\omega ml}), l \geq |m|, \) as before), setting \( u_{\omega ml}(r_*) \equiv (r^2 + a^2)^{1/2}R(r) \) in equation (3.12) for \( \lambda = \lambda_{\omega ml} \), we obtain:

\[
u''_{\omega ml} + (\omega^2 - V_{\omega ml} - V) \nu_{\omega ml} = 0. \tag{3.13}
\]

### 3.3 Fourier decomposition and mode solutions

Any smooth function \( \Psi : M_{M,a} \to \mathbb{C} \) which is square integrable in the \( t \) variable can be represented as

\[
\Psi(t, r, \vartheta, \phi) \equiv \sum_{(m,l) \in \mathbb{Z}^2_{\geq |m|}} \int_{-\infty}^{\infty} e^{-i\omega t} e^{im\varphi} S_{\omega ml}(\vartheta) \Psi_{\omega ml}(r) d\omega
\]

for some \( \Psi_{\omega ml} : (r_*, +\infty) \to \mathbb{C} \) which is square integrable in \( \omega \) and square summable in \( (m,l) \).

For any function \( F \) with compact support in \( M_{M,a} \), any solution \( \psi \) to equation

\[
d_{g_{m,a}} \psi = F \tag{3.14}
\]
which is smooth up to $\mathcal{H}^+ \backslash \mathcal{H}^-$ and is supported on the set $\{t \geq t_F\}$, where
\begin{equation}
    t_F = \inf \{t_0 \in \mathbb{R} | \{t = t_0\} \cap \text{supp}(F) \neq \emptyset\},
\end{equation}
is square integrable in time (according to the polynomial decay estimates established in [15]) and can thus be decomposed as
\begin{equation}
    \phi(t, r, \vartheta, \varphi) = \sum_{(m,l) \in \mathbb{Z} \times \mathbb{Z}_{\geq |m|}} \int_{-\infty}^{\infty} e^{-ict} e^{im\varphi} S_{\omega m l}(\vartheta) R_{\omega m l}(r) \, d\omega,
\end{equation}
with $u_{\omega m l}$ (defined in terms of $R_{\omega m l}$ as in (3.17)) satisfying for almost all $\omega \in \mathbb{R}$:
\begin{equation}
    \begin{cases}
        u''_{\omega m l} + (\omega^2 - V_{\omega m l}) u_{\omega m l} = (r^2 + a^2)^{-3/2} \Delta (\varphi^2 F)_{\omega m l} \\
        u'_{\omega m l} - i\omega u_{\omega m l} \to 0 \text{ as } r_+ \to +\infty \\
        u'_{\omega m l} + i(\omega - \frac{am}{2Mr_+}) u_{\omega m l} \to 0 \text{ as } r_+ \to -\infty.
    \end{cases}
\end{equation}
See [15] for more details.

We will now define the notion of an outgoing mode solution to equation (3.10):

**Definition.** Let $V : (r_+, +\infty) \to \mathbb{C}$ be any smooth and compactly supported function. A solution $\psi$ to equation
\begin{equation}
    \Box_{g_{M,a}} \psi - \frac{(r^2 + a^2)^2}{(r - r_+)(r - r_-)} \varphi^2 V(r) \psi = 0
\end{equation}
on $(\mathcal{M}_{M,a}, g_{M,a})$ will be called an outgoing mode solution (or simply a mode solution) with parameters $(\omega, m, l) \in (\mathbb{C} \backslash \{0\}) \times \mathbb{Z} \times \mathbb{Z}_{\geq |m|}$, $0 \leq \text{Im}(\omega) < 1$, if $\psi$ is of the form
\begin{equation}
    \psi(t, r, \vartheta, \varphi) = e^{-ict} e^{im\varphi} S_{\omega m l}(\vartheta) \cdot R_{\omega m l}(r),
\end{equation}
with $u_{\omega m l}$ (defined in terms of $R_{\omega m l}$ as in (3.17)) satisfying
\begin{equation}
    \begin{cases}
        u''_{\omega m l} + (\omega^2 - V_{\omega m l} - V) u_{\omega m l} = 0 \\
        e^{-i\varphi r_+} (u'_{\omega m l} - i\omega u_{\omega m l}) \to 0 \text{ as } r_+ \to +\infty \\
        e^{i(\omega - \frac{am}{2Mr_+}) r_+} (u'_{\omega m l} + i(\omega - \frac{am}{2Mr_+}) u_{\omega m l}) \to 0 \text{ as } r_+ \to -\infty.
    \end{cases}
\end{equation}

**Remark.** The above definition of a mode solution also extends to time frequencies $\omega$ with $\text{Im}(\omega) < 0$, provided the boundary conditions at $r_\pm = \pm \infty$ in (3.20) are replaced by the equivalent (in the $\text{Im}(\omega) \geq 0$ case) conditions $u_{\omega m l} \sim e^{i\varphi r_+}$ and $u_{\omega m l} \sim e^{-i(\omega - \frac{am}{2Mr_+}) r_+}$, as $r_+ \to +\infty, -\infty$ respectively. Such solutions to the wave equation (1.7) are known in the physics literature as quasinormal modes, and have been studied extensively (see e.g. [6]). For a definition of quasi-normal modes on more general spacetimes, see [20] [21] [13]. Notice, also, that it is straightforward to extend the above definition of an outgoing mode solution to any metric $g$ on $\mathcal{M}_{M,a}$, for which $\Box_g$ completely separates in the Boyer–Lindquist coordinate chart (such as the metrics constructed in Sections 5 [6].)

The notion of an outgoing mode solution can be introduced for more general stationary and asymptotically flat spacetimes: Let $(\mathcal{M}, g)$ be a smooth and globally hyperbolic spacetime, which is stationary (with stationary Killing field $T$), asymptotically flat (with the asymptotics described by Assumption 1 in Section 2.1.1 of [32]) and possibly bounded by a future event horizon $\mathcal{H}^+$ and a past event horizon $\mathcal{H}^-$ (for the relevant definitions, see Section 2.1.1 of [32]). Let $t : \mathcal{M} \to \mathbb{R}$ satisfy $T(t) = 1$, with $\{t = 0\}$ being a Cauchy hypersurface of $(\mathcal{M}, g)$, and let $N$ be a globally timelike vector field on $(\mathcal{M}, g)$ satisfying $[T, N] = 0$ and $N = T$ in the asymptotically flat region of $(\mathcal{M}, g)$. Finally, let $\mathcal{S} \subset \mathcal{M}$ be a smooth, inextendible spacelike hyperboloidal hypersurface satisfying $\mathcal{S} \cap \mathcal{H}^- = \emptyset$, intersecting $\mathcal{H}^+$ transversally (in the case $\mathcal{H}^+ \neq \emptyset$) and terminating at future null infinity $\mathcal{I}^+$ (see Section 3.1 of [33]). We can then introduce the following definition:
Definition. A smooth solution $\psi$ to equation
\begin{equation}
\Box_g \psi - V \psi = 0,
\end{equation}
for some smooth $V : \mathcal{M} \to \mathbb{C}$ satisfying $T(V) = 0$, is called an outgoing mode solution with frequency parameter $\omega \in \mathbb{C}\backslash\{0\}$, $\text{Im}(\omega) \geq 0$, if $\psi$ has the following properties:

1. The function $\psi$ is of the form
\begin{equation}
\psi = e^{-i\omega t} \psi_\omega
\end{equation}
with $T(\psi_\omega) = 0$.

2. We have
\begin{equation}
\int_S J^N_\mu(\psi)n^\mu_S < +\infty,
\end{equation}
where $n_S$ is the future directed unit normal to $S$.

3. In the case $\omega \in \mathbb{R}\backslash\{0\}$, we have
\begin{equation}
\int_{\{t=0\}} J^N_\mu(\psi)n^\mu = +\infty,
\end{equation}
where $n$ is the future directed unit normal to $\{t = 0\}$.

We should remark that (3.23) is a condition on both the regularity of $\psi$ near $\mathcal{H}^+\backslash\mathcal{H}^-$ and the decay properties of the first derivatives of $\psi$ near $I^+$.

Notice that, specialising the latter definition to the case of Kerr exterior spacetime $(\mathcal{M}_{M,a}, g_{M,a})$, a mode solution $\psi$ with parameters $(\omega, m, l)$ on $\mathcal{M}_{M,a}$, according to our former definition, is automatically an outgoing mode solution with frequency parameter $\omega$, according to the latter definition. See also [40] for the relation between the outgoing radiation condition at $r = +\infty$ and condition (3.23).

3.4 The superradiant frequency regime

The superradiant frequency regime of $(\mathcal{M}_{M,a}, g_{M,a})$, consists of those frequency triads $(\omega, m, l) \in \mathbb{R} \times \mathbb{Z} \times \mathbb{Z}_{\geq |m|}$ for which the limits
\begin{equation}
F_\pm[u_{\omega ml}] = \lim_{r_\ast \to \pm \infty} \pm \text{Im}(\omega u_{\omega ml}^{-1} \cdot u'_{\omega ml})
\end{equation}
for any non-zero function $u_{\omega ml}$ satisfying (3.17) have opposite sign. In view of the boundary conditions of (3.17) at $r_\ast = \pm \infty$, it readily follows that the superradiant frequency regime has the following form:
\begin{equation}
\mathbb{A}^{(a,M)}_{\text{supp}} = \left\{ (\omega, m, l) \in \mathbb{R} \times \mathbb{Z} \times \mathbb{Z}_{\geq |m|} \mid \omega \left( \omega - \frac{am}{2M_{r_\ast}} \right) < 0 \right\}.
\end{equation}
For a more detailed discussion about the structure of the superradiant frequency regime (3.26), as well as its relation to energy estimates for solutions to (1.7), see [40] and references therein.

4 Proof of Theorem [1]

In this Section, we will provide a more detailed statement and the proof of Theorem [1]
4.1 Detailed statement and sketch of the proof of Theorem 1

A more detailed statement of Theorem 1 is the following:

**Theorem 1** (detailed version). For any $0 < |a| < M$ and any frequency triad $(\omega_R, m, l) \in (\mathbb{R}\backslash\{0\}) \times \mathbb{Z} \times \mathbb{Z}_{\pm m}$ in the superradiant regime (3.26), there exist constants $C_{\omega_R ml} > r_+$ and $C^{(0)}_{\omega_R ml} > 0$ depending only on $\omega_R, m, l$ (as well as the Kerr parameters $M, a$) such that for any $r_0 > C_{\omega_R ml}$ and any $\omega \geq 0$ sufficiently small in terms of $(\omega_R, m, l, r_0)$, there exists a smooth function $V: (r_+, \infty) \rightarrow [0, 2\omega_R^2]$ supported on $\{r_0 \leq r \leq r_0 + C^{(0)}_{\omega_R ml}\}$ such that the equation

\[(4.1) \quad \Box_g \psi - \frac{(r^2 + a^2)^2}{(r - r_+)(r - r_-)\rho^2} V(r) \cdot \psi = 0\]

on Kerr spacetime $(\mathcal{M}_{M,a}, g_{M,a})$ admits an outgoing mode solution with parameters $(\omega_R + i\omega_I, m, l)$.

The proof of Theorem 1 will be mainly based on the following stronger proposition, which immediately yields Theorem 1 as a special case:

**Proposition 4.1.** For any $0 < |a| < M$, any frequency triad $(\omega_R, m, l) \in (\mathbb{R}\backslash\{0\}) \times \mathbb{Z} \times \mathbb{Z}_{\pm m}$ in the superradiant regime (3.26), any smooth function $\mathcal{G}: \mathbb{R}^4 \rightarrow \mathbb{C}$ such that $\mathcal{G}[\omega_R, 0, \epsilon, \rho] \equiv 0$ and $\mathcal{G}[\omega_R, r, \epsilon, \rho] \equiv 0$, there exist constants $C_{\omega_R ml} > r_+$ and $C^{(0)}_{\omega_R ml} > 0$, depending on $\omega_R, m, l, M, a, r_0$, such that, for any $r_0 > C_{\omega_R ml}$, any $0 < \epsilon_1 \leq 1$ and any $0 \leq \omega_I < 1$ sufficiently small in terms of $\omega_R, m, l, M, a, r_0, \epsilon_1$ and $\mathcal{G}$, there exists a smooth real valued function $V: (r_+, \infty) \rightarrow [0, +\infty)$ supported on $\{r_0 \leq r \leq r_0 + C^{(0)}_{\omega_R ml}\}$ and satisfying

\[(4.2) \quad V(r) + \frac{4Mram\omega_R - a^2m^2 + \Lambda(\omega_{\omega_R ml} + a^2\omega_R^2)}{(r^2 + a^2)^2} \leq (1 + \epsilon_1)\omega_R^2,
\]

such that equation

\[(4.3) \quad u'' + \left((\omega_R + i\omega_I)^2 - V(\omega_R + i\omega_I)ml(r_*) + \mathcal{G}(\omega_R, \omega_I, V(r(r_*)), r_*) - V(r(r_*))\right)u = 0,
\]

where $V_{\omega ml}(r_*) = V_{\omega ml}(r(r_*))$ is given by (3.9), admits a solution $u$ satisfying the following boundary conditions at $r_+ = \pm\infty$:

\[(4.4) \quad \lim_{r_+ \rightarrow \infty} \left(e^{-i(\omega_R + i\omega_I)r_+} \left(u' - i(\omega_R + i\omega_I)u\right)\right) = 0,
\]

\[(4.5) \quad \lim_{r_+ \rightarrow -\infty} \left(e^{i(\omega_R + i\omega_I - \frac{am}{2Mr_+})r_+} \left(u' + i(\omega_R + i\omega_I - \frac{am}{2Mr_+})u\right)\right) = 0.
\]

Notice that, in view of the separation of the wave equation on $(\mathcal{M}_{M,a}, g_{M,a})$ and the definition of a mode solution (see Sections 3.2, 3.3 respectively), Theorem 1 is obtained after setting $\mathcal{G} \equiv 0$ and $\epsilon_1 = 1$ in the statement of Proposition 4.1. Choosing the function $\mathcal{G}$ and the parameter $\epsilon_1$ in a different way will be useful in the proof of Theorem 2.

The proof of Proposition 4.1 will occupy Sections 4.2 and 4.3. We will now proceed to sketch the main ideas of the proof.

**Sketch of the proof of Proposition 4.1.** The proof of Proposition 4.1 will be mainly based on the following straightforward observation, which we state here in the form of a lemma:

**Lemma 4.1.** For any function $w: \mathbb{R} \rightarrow \mathbb{C}$ satisfying an equation of the form

\[(4.6) \quad \frac{d^2w}{dx^2} + \Omega \cdot w = 0
\]

for some real function $\Omega: \mathbb{R} \rightarrow \mathbb{R}$, the quantity $\text{Im}\left(\frac{d\bar{w}}{dx}, \bar{w}\right)$ is constant in $x$.  
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Notice that in the case of the separated equation \( (3.13) \), the conserved quantity \( \text{Im}(\frac{du\partial_{\omega m l}}{dx^2} \cdot \bar{u}_{\omega m l}) \) is proportional to the frequency separated \( T \)-energy current (see, e.g. [19]).

As a first step towards establishing Proposition \( 4.1 \), we will show that for any \( \omega \in \mathbb{R}\setminus\{0\} \) and any two solutions \( u_1, u_2 : [a, b] \rightarrow \mathbb{C} \) of

\[
\frac{d^2 u}{dx^2} + \omega^2 u = 0
\]
satisfying

\[
\text{Im}(u_1 \bar{u}_1) = \text{Im}(u_2 \bar{u}_2),
\]
assuming also that \( b - a \) is large enough, there exists a piecewise constant potential \( V : [a, b] \rightarrow [0, \omega^2] \) which is identically 0 in a neighborhood of \( x = a, b \), such that the modified equation

\[
\frac{d^2 u}{dx^2} + (\omega^2 - V) u = 0
\]

admits a solution \( u \) such that \( u = u_1 \) in a neighborhood of \( x = a \) and \( u = e^{i\vartheta_2} u_2 \) in a neighborhood of \( x = b \), for some suitable \( \vartheta_2 \in [0, 2\pi) \). See Lemma \( 4.13 \) for more details. Note that, in view of Lemma \( 4.1 \), the condition \( (4.8) \) is necessary for the existence of such a function \( V \).

The proof of Lemma \( 4.13 \) will be based on the observation that the functions \( u_1, u_2 : [a, b] \rightarrow \mathbb{C} \) trace out two ellipses \( C_1, C_2 \) in the complex plane, having the same orientation in view of \( (4.8) \). This fact will be used to show that, for a suitable value of \( \vartheta_2 \) and a well chosen closed interval \( [x_1, x_2] \subset (a, b) \), the curve \( u : [a, b] \rightarrow \mathbb{C} \) defined so that

1. \( u = u_1 \) on \( [a, x_1] \),
2. \( u = e^{i\vartheta_2} u_2 \) on \( [x_2, b] \) and
3. \( u = \varepsilon_{\vartheta_2} \) on \( [x_1, x_2] \), where \( \varepsilon_{\vartheta_2} : [x_1, x_2] \rightarrow \mathbb{C} \) is a parametrization of one of the common tangent lines of the ellipse \( C_1 \) and the rotated ellipse \( e^{i\vartheta_2} C_2 \)

is a \( C^1 \) and piecewise \( C^2 \) function from \( [a, b] \) to \( \mathbb{C} \). In particular, \( u \) will satisfy an ode of the form \( (4.9) \).

The second step in the proof of Proposition \( 4.1 \) will consist of showing the following: Even if equation \( (4.7) \) is perturbed by introducing a small imaginary part for \( \omega \) (as well as other small complex valued terms), and the function \( V \) is in addition required to be smooth, one can still obtain a suitable potential \( V \) and a smooth solution \( u \) of the (perturbed version of) equation \( (4.9) \), such that \( u \) induces any chosen initial data on \( a \) and \( b \) which are close enough to the initial data induced by \( u_1 \) and \( \lambda u_2 \), respectively, for some suitable \( \lambda \in \mathbb{C}\setminus\{0\} \). See Lemma \( 4.3 \) for more details.

Finally, the proof of Proposition \( 4.1 \) will be completed in Section \( 4.3 \) roughly along the following lines: We will first choose the functions \( u_1 \) and \( u_2 \) (appearing, for instance, in the statement of Lemma \( 4.3 \)) so that they satisfy the boundary conditions \( (4.4) \) and \( (4.5) \), respectively, for \( \omega_I = 0 \), normalised so that \( (4.8) \) also holds (this is possible only in the case when the frequency triad \( (\omega_R, m, l) \) lies in the superradiant regime \( (3.26) \)). Then, the proof will follow by applying Lemma \( 4.3 \) for equation \( (4.3) \) on the interval \( \{ r_0 \leq r \leq r_0 + C^{(0)}_{\omega_R m l} \} \), for a well chosen perturbation of the initial data induced by \( u_1, u_2 \) at \( r = r_0 \), \( r = r_0 + C^{(0)}_{\omega_R m l} \) respectively.

### 4.2 The main lemmas

In this section, we will state and prove some lemmas concerning the behaviour of solutions to the ordinary differential equation \( (4.7) \) with equal constants of motion. These lemmas lie at the heart of the proof of Proposition \( 4.1 \) and some of the technical details involved in their proof will be needed in the constructions of Section \( 6 \).
Lemma 4.2. Let \( \omega, L_0 \in \mathbb{R} \setminus \{0\} \) and \( C_0 > 0 \), and let \( a < b \) be two real numbers such that \( b - a > \frac{2\pi}{\omega} + \frac{\pi C_0^2}{|L_0|} + 2 \). Let \( u_1, u_2 : [a, b] \to \mathbb{C} \) be two solutions of the ordinary differential equation

\[
d\frac{d^2 u}{dx^2} + \omega^2 u = 0
\]

with equal and non-zero constant of motion (see Lemma 4.1)

\[
\operatorname{Im}(\frac{du_1}{dx} \cdot \bar{u}_1) = \operatorname{Im}(\frac{du_2}{dx} \cdot \bar{u}_2) = L_0 \neq 0,
\]

satisfying also

\[
\sup_{[a, b]} (|u_1| + |u_2|) \leq C_0,
\]

such that \( \frac{u_1}{u_2} \) is not a constant function. Then for any \( x_0 \in [a, b] \) such that \( [x_0, x_0 + \frac{2\pi}{\omega} + \frac{\pi C_0^2}{|L_0|}] \subset (a, b) \), there exists a \( C^1 \) and piecewise \( C^2 \) function \( \tilde{u} : [a, b] \to \mathbb{C} \) satisfying for some suitable \( \theta_2 \in [0, 2\pi) \) and \( x_1, x_2 \in [x_0, x_0 + \frac{2\pi}{\omega} + \frac{\pi C_0^2}{|L_0|}] \) with \( x_1 < x_2 \):

\[
\begin{cases}
\frac{d^2 \tilde{u}}{dx^2} + (\omega^2 - \tilde{V}(x)) \tilde{u} = 0 \\
\tilde{u} = u_1 \text{ on } [a, x_1] \\
\tilde{u} = e^{i\theta_2} u_2 \text{ on } [x_2, b],
\end{cases}
\]

where the piecewise constant function \( \tilde{V} : \mathbb{R} \to [0, \omega^2] \) is defined in terms of \( x_1, x_2 \) as:

\[
\tilde{V}(x) = \begin{cases}
0, & x \in \mathbb{R} \setminus [x_1, x_2] \\
\omega^2, & x \in [x_1, x_2].
\end{cases}
\]

Proof. For \( j = 1, 2 \), we can decompose

\[
u_j(x) = A_j e^{i\alpha x} + B_j e^{-i\beta x}
\]

for some \( A_j, B_j \in \mathbb{C} \). Since \( b - a > \frac{2\pi}{\omega} \) and the constant of motion \( \operatorname{Im}(\frac{du_j}{dx} \cdot \bar{u}_j) \) for \( u_j \) is non-zero, the image of \( u_j \) is an ellipse \( C_j \) in the plane of the complex numbers, with its center at the origin. In view of the equality (4.11), we have

\[
|A_j|^2 - |B_j|^2 = |A_2|^2 - |B_2|^2 = \omega^{-1}L_0.
\]

Thus, in view of (4.16) and the fact that \( u_1/u_2 \) was assumed to not be identically constant, we infer that the semi-major and semi-minor axes of \( C_1, C_2 \) have different length, i.e.

\[
|A_1| + |B_1| \neq |A_2| + |B_2| \quad \text{and} \quad |A_1| - |B_1| \neq |A_2| - |B_2|.
\]

Therefore, for any \( \theta \in [0, 2\pi) \), the ellipses \( C_1 \) and \( e^{i\theta} C_2 \) (where \( e^{i\theta} C_2 \) is the rotation of \( C_2 \) by a \( \theta \)-angle around the origin) intersect at four distinct points which vary smoothly with \( \theta \). Moreover, the orientation induced on \( C_1, C_2 \) by their parametrization through \( u_j : [a, b] \to \mathbb{C} \) is the same, and, in particular, it is clockwise if \( L_0 < 0 \) and counter-clockwise if \( L_0 > 0 \).

In view of (4.16) and (4.17), for any \( \theta \in [0, 2\pi) \) there exist four straight lines \( \varepsilon^{(j)}_\theta, j = 1, \ldots, 4 \), which lie in the exterior of \( C_1 \) and \( e^{i\theta} C_2 \) and are tangent to both, and these lines depend smoothly on \( \theta \), satisfying also \( \varepsilon^{(j)}_\theta = \varepsilon^{(j)}_\phi \) (notice that the smooth dependence of \( \varepsilon^{(j)}_\theta \) on \( \theta \) is a consequence of (4.17)). We will parametrize these lines as \( \varepsilon^{(j)}_\theta : \mathbb{R} \to \mathbb{C} \), with

\[
\varepsilon^{(j)}_\theta(x) = a^{(j)}_\theta x + b^{(j)}_\theta
\]
by the polar rays through the points $P_\lambda$ and $\varepsilon$ of (4.19).

Figure 4.1: The two ellipses $C_1$ and $e^{i\theta}C_2$, with their four common tangents $\varepsilon_\theta^{(j)}$ and the associated tangent points $P_{k,\theta}^{(j)}$.

for some $p_0^{(j)}, b_0^{(j)} \in \mathbb{C}$ (that will be fixed more precisely shortly), depending smoothly on $\theta$.

Let $P_{1,\theta}^{(j)}$ and $P_{2,0}^{(j)}$ be the points where $\varepsilon_\theta^{(j)}$ meets $C_1$ and $e^{i\theta}C_2$ respectively. Without loss of generality, we will assume that $|A_1| + |B_1| > |A_2| + |B_2|$ in (4.17). Then, it follows that, if $\varepsilon_{\text{max}}^{(0)}$ is the straight line in $\mathbb{C}$ defined by the major semi-axis of $C_1$, no one of the points $P_{k,\theta}^{(j)}$ ($k = 1, 2, j = 1, \ldots, 4$) belongs to $\varepsilon^{(0)}$ for any $\theta \in [0, 2\pi]$. Notice also that $P_{k,\theta}^{(j)}$ vary smoothly with $\theta$ in view of (4.17) and (4.16) (and $P_{k,0}^{(j)} = P_{k,2\pi}^{(j)}$). Thus, for any $k = 1, 2$ and $j = 1, \ldots, 4$, the point $P_{k,\theta}^{(j)}$ remains on the same side of $\varepsilon^{(0)}$ for all $\theta \in [0, 2\pi]$.

Let $x_{1,\theta}^{(j)}, x_{2,\theta}^{(j)} \in \mathbb{R}$ be the unique points for which $\varepsilon_0^{(j)}(x_{1,\theta}^{(j)}) = P_{1,\theta}^{(j)}$ and $\varepsilon_0^{(j)}(x_{2,\theta}^{(j)}) = P_{2,\theta}^{(j)}$, $j = 1, \ldots, 4$. Let us also define $y_{1,\theta}^{(j)}$ to be the unique point in $[x_0, x_0 + 2\pi]$ such that $u_1(y_{1,\theta}^{(j)}) = P_{1,\theta}^{(j)}$. Since $\varepsilon_0^{(j)}$ is tangent to $C_1$ at $P_{1,\theta}^{(j)}$, we have

$$\varepsilon_0^{(j)}(x_{1,\theta}^{(j)}) = u_1(y_{1,\theta}^{(j)})$$

and

$$\frac{dx_0^{(j)}}{dx}(x_{1,\theta}^{(j)}) = \lambda_{1,\theta}^{(j)} \frac{du_1}{dx}(y_{1,\theta}^{(j)})$$

for some $\lambda_{1,\theta}^{(j)} \in \mathbb{R}\backslash\{0\}$. We will uniquely fix the the parametrization (4.18) of $\varepsilon_0^{(j)}$ by requiring that $x_{1,\theta}^{(j)} = y_{1,\theta}^{(j)}$ and $\lambda_{1,\theta}^{(j)} = 1$.

Notice that for two values of $j$ (say $j = 1, 3$), we have $x_{1,\theta}^{(j)} < x_{2,\theta}^{(j)}$ for all $\theta \in [0, 2\pi]$, i.e. in this parametrization of $\varepsilon_0^{(j)}$, $P_{1,\theta}^{(j)}$ lies before $P_{2,\theta}^{(j)}$. From now on, we will work only with the family of lines $\varepsilon_0^{(1)}$ and the family of points $P_{1,\theta}^{(1)}$ and $P_{2,\theta}^{(1)}$. In view of (4.11), (4.12), and the fact that $\lambda_{1,\theta}^{(1)} = 1$ in (4.20), as well as the fact that the angle formed by the polar rays through the points $P_{1,\theta}^{(1)}$ and $P_{2,\theta}^{(1)}$, is at most $\pi$, we can bound for any $\theta \in [0, 2\pi]$:  

$$x_{2,\theta}^{(1)} - x_{1,\theta}^{(1)} \leq \pi C_0^2 / |x_0|.$$ 

\(^6\)In case $|A_1| + |B_1| > |A_2| + |B_2|$, the same analysis goes through with the roles of $u_1$ and $u_2$ interchanged.
Thus, \( x_{2,2}^{(1)} \in [x_0, x_0 + \frac{2\pi}{\omega} + \frac{\pi C_0^2}{|L_0|}) \subset (a, b) \).

We have shown that the map \( h_2 : [0, 2\pi] \to \mathbb{C} \setminus \{0\} \),

\[
(4.22) \quad h_2(\theta) = P_{2,\theta}^{(1)}
\]
is a smooth map satisfying \( h_2(0) = h_2(2\pi) \), and moreover \( h_2([0, 2\pi]) \) does not intersect \( \varepsilon_0 \). Defining, now, the map \( h_2 : [0, 2\pi] \to \mathbb{C} \setminus \{0\} \),

\[
(4.23) \quad \tilde{h}_2(\theta) = e^{i\theta} u_2(x_{2,\theta}^{(1)}),
\]
we readily verify that \( \tilde{h}_2 \) is also smooth, satisfying \( \tilde{h}_2(0) = \tilde{h}_2(2\pi) \), and furthermore the curve \( \theta \mapsto \tilde{h}_2(\theta) \) has winding number (around the origin) equal to 1. Therefore, there exists some \( \vartheta_2 \in [0, 2\pi) \) and some \( \lambda > 0 \) such that

\[
(4.24) \quad h_2(\vartheta_2) = \lambda \tilde{h}_2(\vartheta_2).
\]

Since \( h_2(\vartheta_2), \tilde{h}_2(\vartheta_2) \in e^{i\vartheta_2} \mathcal{C}_2 \) and each ray from the origin intersects the ellipse \( e^{i\vartheta_2} \mathcal{C}_2 \) only once, we thus infer that \( \lambda = 1 \), i.e.

\[
(4.25) \quad h_2(\vartheta_2) = \tilde{h}_2(\vartheta_2).
\]

In view of (4.22), (4.23) and (4.25), we have:

\[
(4.26) \quad \varepsilon^{(1)}_{\vartheta_2}(x_{2,\vartheta_2}^{(1)}) = e^{i\vartheta_2} u_2(x_{2,\vartheta_2}^{(1)}).
\]

Since \( \varepsilon^{(1)}_{\vartheta_2} \) is tangent to \( e^{i\vartheta_2} \mathcal{C}_2 \) at \( P_{2,\vartheta_2}^{(1)} \), we also have for some \( \lambda_2 \in \mathbb{R} \setminus \{0\} \):

\[
(4.27) \quad \frac{d\varepsilon^{(1)}_{\vartheta_2}}{dx}(x_{2,\vartheta_2}^{(1)}) = \lambda_2 e^{i\vartheta_2} \frac{du_2}{dx}(x_{2,\vartheta_2}^{(1)}).
\]

Thus, the equalities (4.11), (4.27) and (4.20) (in view of the fact that \( \varepsilon \) is linear) readily implies that \( \lambda_2 = \lambda_1 = 1 \).

All in all, after setting (for notational simplicity) \( x_k = x_k^{(1)} \) for \( k = 1, 2 \) and \( \varepsilon = \varepsilon^{(1)}_{\vartheta_2} \), the equalities (4.19), (4.20), (4.26) and (4.27) yield

\[
(4.28) \quad \varepsilon(x_1) = u_1(x_1), \quad \varepsilon(x_2) = e^{i\vartheta_2} u_2(x_2)
\]
and

\[
(4.29) \quad \frac{d\varepsilon}{dx}(x_1) = \frac{du_1}{dx}(x_1), \quad \frac{d\varepsilon}{dx}(x_2) = e^{i\vartheta_2} \frac{du_2}{dx}(x_2)
\]
with \( \vartheta_2 \in [0, 2\pi) \) and

\[
(4.30) \quad x_0 \leq x_1 < x_2 < x_0 + \frac{2\pi}{\omega} + \frac{\pi C_0^2}{|L_0|}.
\]

If we define the function \( \bar{u} : [a, b] \to \mathbb{C} \) as the unique \( C^1 \) and piecewise \( C^2 \) solution of the initial value problem

\[
(4.31) \quad \begin{cases}
\frac{d^2 \bar{u}}{dx^2} + (\omega^2 - \bar{V}(x)) \bar{u} = 0 \\
\bar{u}(a) = u_1(a) \\
\frac{d\bar{u}}{dx}(a) = \frac{du_1}{dx}(a),
\end{cases}
\]
where \( \bar{V} \) is defined by (4.14) for the chosen values of \( x_1, x_2 \), then \( \bar{u} \) satisfies the following properties (readily inferred in view of (4.28), (4.29) and the fact that the function \( \varepsilon(x) \) satisfies \( \frac{d^2 \varepsilon}{dx^2} = 0 \)):
\[ \tilde{u}(x) = u_1(x) \text{ for } x \in [a, x_1], \]
\[ \tilde{u}(x) = \varepsilon(x) \text{ for } x \in [x_1, x_2], \]
\[ \tilde{u}(x) = e^{ib_2}u_2(x) \text{ for } x \in [x_2, b]. \]

Thus, the proof of the lemma is complete. \( \square \)

The following lemma will allow us to mollify the piecewise constant potential \( \tilde{V} \) of Lemma 4.2 as well as extend Lemma 4.2 in order to include smooth perturbations of equation 4.10.

**Lemma 4.3.** Let \( \omega, L_0 \in \mathbb{R}\setminus\{0\}, C_0 > 0, a < b, x_0 \in (a, b) \) and \( u_1, u_2 : [a, b] \to \mathbb{C} \) be as in the statement of Lemma 4.2 and let \( Z : \mathbb{R}^3 \times [a, b] \to \mathbb{C} \) be a smooth function such that \( Z(\omega, 0, v, x) = 0 \) for all \((v, x) \in \mathbb{R} \times [a, b]\). We will use the following notation for the absolute value of the Wronskian of \( u_1, u_2 \) (which is constant in \( x \in [a, b] \)):

\[
(4.32) \quad W[u_1, u_2] = \left| \frac{du_1}{dx} - u_1 \frac{du_2}{dx} \right|.
\]

Then, for any \( 0 < \varepsilon_1 \leq 1 \), there exists a \( \delta_0 \) sufficiently small in terms of \( \omega, C_0, L_0, \varepsilon_1, Z \) and \( W[u_1, u_2] \), where \( Z = \sup_{|\omega| \leq 1, |v| \leq 2\varepsilon_0} \sum_{j=0}^2 \int_a^b |\partial_{\omega_j} Z(\omega, \omega_1, v, x)| \, dx, \)

such that for any \( \omega \in (-\delta_0, \delta_0) \) and any initial data sets \((u_a^{(0)}, u_a^{(1)}), (u_b^{(0)}, u_b^{(1)}) \in \mathbb{C}^2 \) satisfying

\[
(4.33) \quad |u_a^{(0)} - u_1(a)| + |u_a^{(1)} - \frac{du_a}{dx}(a)| + |u_b^{(0)} - u_2(b)| + |u_b^{(1)} - \frac{du_b}{dx}(b)| < \delta_0,
\]

there exists a smooth function \( V : \mathbb{R} \to [0, (1 + \varepsilon_1)\omega^2] \) supported in \([ x_0 - \delta_0, x_0 + \delta_0 + \frac{2\pi}{\omega_0} + \frac{\varepsilon_1^2}{4\omega_0} ] \) and a smooth solution \( u \) to equation

\[
(4.34) \quad \frac{d^2 u}{dx^2} + (\omega^2 + Z(\omega, \omega_1, V(x), x) - V(x)) u = 0
\]

such that \( (u(a), \frac{du}{dx}(a)) = (u_a^{(0)}, u_a^{(1)}) \) and \( (u(b), \frac{du}{dx}(b)) = (\lambda u_b^{(0)}, \lambda u_b^{(1)}) \) for some \( \lambda \in \mathbb{C} \setminus \{0\} \).

**Remark on the proof of Lemma 4.3.** Setting \( Z = 0 \), \( (u_a^{(0)}, u_a^{(1)}) = (u_1(a), \frac{du_1}{dx}(a)) \), \( (u_b^{(0)}, u_b^{(1)}) = (u_1(b), \frac{du_1}{dx}(b)) \) and \( \varepsilon_1 = 1 \) in the statement of Lemma 4.3 does not obscure any of the main difficulties associated to the proof of the lemma, but the notation is substantially simplified. Thus, it might be advisable for the reader to adopt this simplifying assumption on \( Z, (u_a^{(0)}, u_a^{(1)}), (u_b^{(0)}, u_b^{(1)}) \) and \( \varepsilon_1 \) at first reading.

Under this simplification, the proof of Lemma 4.3 proceeds by showing that, after suitably perturbing and then smoothing out the potential \( \tilde{V} : \mathbb{R} \to [0, \omega^2] \) of Lemma 4.2, obtaining a new potential \( V : \mathbb{R} \to [0, 2\omega^2] \), the two solutions of equation (4.35) coinciding with \( \tilde{u} \) (of Lemma 4.2) around \( x = a \) and \( x = b \), respectively, have vanishing Wronskian on \([a, b]\) (and hence differ only by a constant multiple).

The aforementioned perturbation of \( \tilde{V} \) is achieved through small variations \( \bar{x}_1 \) of the point \( x_1 \) in the definition of (4.14), as well as an addition of a term of the form \( \omega^2 \chi_{[c-x_1, c-x_1+\eta]} \) for some small \( \eta \in \mathbb{R} \) (where \( \chi_{[c,d]} \) equals the characteristic function of \([c, d]\) if \( c \leq d \), and minus the characteristic function of \([d, c]\) if \( c > d \)). Denoting with \( \tilde{V}_{\bar{x}_1, \eta} \) the perturbed potential, and with \( u(\bar{x}_1, \eta) \) the Wronskian of the two solutions of

\[
(4.36) \quad \frac{d^2 u}{dx^2} + (\omega^2 - \tilde{V}_{\bar{x}_1, \eta}) u = 0
\]

coinciding with \( \tilde{u} \) near \( x = a \) and \( x = b \), respectively, it is shown that the image of \( u \) (as a function of the parameters \( \bar{x}_1, \eta \)) contains an open neighborhood of \( 0 \in \mathbb{C}^2 \). This fact is then shown to imply that \( 0 \) belongs to the image of the associated Wronskian for equation (4.36) after a suitable mollification of the rough potential \( \tilde{V}_{\bar{x}_1, \eta} \), yielding the proof of Lemma 4.3 after a suitable choice of the parameters \( \bar{x}_1, \eta \). The rough dependence of the mollified potential on the mollifying parameter poses the main difficulty in the last step.

\footnote{That would not be always true had we chosen to perturb \( \tilde{V} \) only by varying the two points \( x_1, x_2 \) in (4.14).}
Proof. Let $\tilde{V}: \mathbb{R} \to [0, \omega^2]$, $\varnothing_2$ and $\tilde{u}: [a, b] \to \mathbb{C}$ be as in the statement of Lemma \ref{lemma}. Let $\eta_0 > 0$ be sufficiently small in terms of $\omega, x_1, a, b, C_0, L_0$ and $\mathcal{W}[u_1, u_2]$, and let us use the notation

\begin{equation}
\mathcal{D}_{\eta_0} = (x_1 - \eta_0, x_1 + \eta_0) \times (-\eta_0, \eta_0).
\end{equation}

For any $(\bar{x}_1, \eta) \in \mathcal{D}_{\eta_0}$, we define the function $\tilde{V}_{\bar{x}_1, \eta}: \mathbb{R} \to [0, 2\omega^2]$ as follows:

\begin{equation}
\tilde{V}_{\bar{x}_1, \eta}(x) = \begin{cases} 
0, & x \in (-\infty, \bar{x}_1) \cup (x_2, +\infty), \\
\omega^2, & x \in [\bar{x}_1, \frac{x_1 + x_2}{2} + \eta] \cup [\frac{x_1 + x_2}{2}, \bar{x}_2], \\
(1 - \varepsilon_1)\omega^2, & x \in (\frac{x_1 + x_2}{2} + \eta, \frac{x_1 + x_2}{2}), 
\end{cases}
\end{equation}

when $\eta \geq 0$, and

\begin{equation}
\tilde{V}_{\bar{x}_1, \eta}(x) = \begin{cases} 
0, & x \in (-\infty, \bar{x}_1) \cup (x_2, +\infty), \\
\omega^2, & x \in [\bar{x}_1, \frac{x_1 + x_2}{2} + \eta] \cup [\frac{x_1 + x_2}{2}, \bar{x}_2], \\
(1 + \varepsilon_1)\omega^2, & x \in (\frac{x_1 + x_2}{2} + \eta, \frac{x_1 + x_2}{2}), 
\end{cases}
\end{equation}

when $\eta \leq 0$. Notice that $\tilde{V}_{\bar{x}_1, 0} \equiv \tilde{V}$.

We will also define the functions $\tilde{u}_{\bar{x}_1, \eta}^{(a)}, \tilde{u}_{\bar{x}_1, \eta}^{(b)}: [a, b] \to \mathbb{C}$ as solutions to the following initial value problems:

\begin{equation}
\begin{cases} 
\frac{d^2\tilde{u}_{\bar{x}_1, \eta}^{(a)}}{dx^2} + (\omega^2 - \tilde{V}_{\bar{x}_1, \eta})\tilde{u}_{\bar{x}_1, \eta}^{(a)} = 0 \\
\tilde{u}_{\bar{x}_1, \eta}^{(a)}(a) = \tilde{u}(a) \\
\frac{d\tilde{u}_{\bar{x}_1, \eta}^{(a)}}{dx}(a) = \frac{\partial u}{\partial x}(a) 
\end{cases}
\end{equation}

and

\begin{equation}
\begin{cases} 
\frac{d^2\tilde{u}_{\bar{x}_1, \eta}^{(b)}}{dx^2} + (\omega^2 - \tilde{V}_{\bar{x}_1, \eta})\tilde{u}_{\bar{x}_1, \eta}^{(b)} = 0 \\
\tilde{u}_{\bar{x}_1, \eta}^{(b)}(b) = \tilde{u}(b) \\
\frac{d\tilde{u}_{\bar{x}_1, \eta}^{(b)}}{dx}(b) = \frac{\partial u}{\partial x}(b). 
\end{cases}
\end{equation}

Notice that

\begin{equation}
\tilde{u}_{\bar{x}_1, 0}^{(a)} = \tilde{u}_{\bar{x}_1, 0}^{(b)} = \tilde{u}.
\end{equation}

Furthermore, the map $(\bar{x}_1, \eta) \to (\tilde{u}_{\bar{x}_1, \eta}^{(a)}, \tilde{u}_{\bar{x}_1, \eta}^{(b)})$ on $\mathcal{D}_{\eta_0}$ is $C^0$ in the $(C^1([a, b]) \cap C^2([a, b \setminus I_{\eta_0}]))^2$ topology and $C^1$ in the $(C^1([a, b \setminus I_{\eta_0}])^2$ topology, where

\begin{equation}
I_{\eta_0} = (x_1 - \eta_0, x_1 + \eta_0) \cup (\frac{x_1 + x_2}{2} - \eta_0, \frac{x_1 + x_2}{2} + \eta_0) \cup (x_2 - \eta_0, x_2 + \eta_0) \subset [a, b].
\end{equation}

Let us define the function $w: \mathcal{D}_{\eta_0} \to \mathbb{C}$ as the Wronskian of the pair $\tilde{u}_{\bar{x}_1, \eta}^{(a)}, \tilde{u}_{\bar{x}_1, \eta}^{(b)}$ for any $x_3 \in [a, b]$:

\begin{equation}
w(\bar{x}_1, \eta) = \left. \left( \frac{d\tilde{u}_{\bar{x}_1, \eta}^{(a)}}{dx} \tilde{u}_{\bar{x}_1, \eta}^{(b)} - \tilde{u}_{\bar{x}_1, \eta}^{(a)} \frac{d\tilde{u}_{\bar{x}_1, \eta}^{(b)}}{dx} \right) \right|_{x=x_3}.
\end{equation}

Notice that the value of the right hand side of (4.44) is independent of the choice of $x_3 \in [a, b]$. In view of the fact that the map $(\bar{x}_1, \eta) \to (\tilde{u}_{\bar{x}_1, \eta}^{(a)}, \tilde{u}_{\bar{x}_1, \eta}^{(b)})$ is $C^1$ in the $(C^1([a, b \setminus I_{\eta_0}])^2$ topology, we deduce that $w \in C^1(\mathcal{D}_{\eta_0})$. Furthermore,

\begin{equation}
w(\bar{x}_1, 0) = 0
\end{equation}
in view of (4.42).

For any \((\bar{x}_1, \eta) \in D_{\nu_0}\), with \(\eta > 0\), the functions \(\tilde{u}_{\bar{x}_1, \eta}^{(a)}\) are of the form (with \(\gamma \in \{a, b\}) ::

\[
\tilde{u}_{\bar{x}_1, \eta}^{(\gamma)}(x) = \begin{cases} 
A^{(1, \gamma)}(\bar{x}_1, \eta) e^{i \omega x} + B^{(1, \gamma)}(\bar{x}_1, \eta) e^{-i \omega x}, & x \in [a, \bar{x}_1] \\
A^{(2, \gamma)}(\bar{x}_1, \eta) x + B^{(2, \gamma)}(\bar{x}_1, \eta), & x \in [\bar{x}_1, \frac{x_1 + x_2}{2}] \\
A^{(3, \gamma)}(\bar{x}_1, \eta) e^{i \omega x} + B^{(3, \gamma)}(\bar{x}_1, \eta) e^{-i \omega x}, & x \in [\frac{x_1 + x_2}{2}, \frac{x_1 + x_2}{2} + \eta] \\
A^{(4, \gamma)}(\bar{x}_1, \eta) x + B^{(4, \gamma)}(\bar{x}_1, \eta), & x \in [\frac{x_1 + x_2}{2} + \eta, x_2] \\
A^{(5, \gamma)}(\bar{x}_1, \eta) e^{i \omega x} + B^{(5, \gamma)}(\bar{x}_1, \eta) e^{-i \omega x}, & x \in [x_2, b],
\end{cases}
\]

(4.46)

where the constants \(A^{(j, \gamma)} \in \mathbb{C}, j \in \{1, \ldots, 5\}, \gamma \in \{a, b\}\) are uniquely determined by the initial conditions of (4.40), (4.41) and the requirement that the functions \(\tilde{u}_{\bar{x}_1, \eta}^{(\gamma)}\) are \(C^1\). Thus, using the identity (4.42), we can readily calculate that

\[
\partial_{x_1} u_1^{\bar{x}_1, \eta}(x_1, 0) = -e^{2}(\tilde{u}(x_1)) \eta^{2},
\]

(4.47)

\[
\partial_{x_1} u_1^{\bar{x}_1, \eta}(x_1, 0) = -\eta^{2}(\tilde{u}(x_1) + \tilde{u}(x_1 + x_2)) / 2.
\]

(4.48)

Since \(\tilde{u}(x_1) = u_1(x_1)\) and \(\tilde{u}(x_2) = e^{i \theta_2} u_2(x_2)\) differ by a polar angle of magnitude less than \(\pi\), and \(\tilde{u}(\frac{x_1 + x_2}{2}) = u_1(x_1) + e^{i \theta_2} u_2(x_2)\) is the middle-point of the line segment defined by \(\tilde{u}(x_1)\) and \(\tilde{u}(x_2)\) (because \(\tilde{u}\) is linear on \([x_1, x_2]\)),

we deduce that \(\tilde{u}(x_1)\) and \(\tilde{u}(\frac{x_1 + x_2}{2})\) differ by a polar angle smaller than \(\frac{\pi}{2}\). Hence, the linear span of \((\tilde{u}(x_1))^2\) and \((\tilde{u}(\frac{x_1 + x_2}{2}))^2\) (viewed as vectors in \(\mathbb{C} \cong \mathbb{R}^2\)) is the whole plane, and thus, in view of (4.47)–(4.48), we deduce that the derivative map \(Dw: TD_{\nu_0} \to TC\) is invertible at \((\bar{x}_1, \eta) = (x_1, 0)\), satisfying in particular the lower bound:

\[
|Dw|(\bar{x}_1, \eta) = (x_1, 0) \geq c\eta \omega^2 |Im(u_1(x_1) \cdot e^{-i \theta_2} u_2(x_2))| > 0.
\]

(4.49)

Notice also that, in view of the fact that \(u_1, u_2: [a, b] \to \mathbb{C}\) are expressed as (4.15) satisfying (4.16), and \(x_1, x_2\) define a common tangent of \(u_1\) and \(e^{i \theta_2} u_2\), from (4.49) we can estimate (for an absolute constant \(c > 0\))::

\[
|Dw|(\bar{x}_1, \eta) = (x_1, 0) \geq c \epsilon_1 \omega \mathcal{W}[u_1, u_2].
\]

(4.50)

Let \(K: \mathbb{R} \to [0, +\infty)\) be a smooth function supported in \([-1, 1]\) such that \(\int_{\mathbb{R}} K(x) dx = 1\). For any \((\bar{x}_1, \eta) \in D_{\nu_0}\) and \(\delta > 0\), let us define the function \(V^{(\delta)}_{\bar{x}_1, \eta}: \mathbb{R} \to [0, 1 + \epsilon_1 \omega^2]\) as the convolution:

\[
V^{(\delta)}_{\bar{x}_1, \eta}(x) = \int_{-\infty}^{+\infty} \hat{V}_{\bar{x}_1, \eta}(y - x) \cdot \delta^{-1} K(\delta^{-1} y) dy.
\]

(4.51)

Notice that for any \(\delta > 0\), \(V^{(\delta)}_{\bar{x}_1, \eta}\) is a smooth function supported in \([x_1 - \delta, x_2 + \delta]\) and, as \(\delta \to 0\), the function \(V^{(\delta)}_{\bar{x}_1, \eta}\) converges to \(\hat{V}_{\bar{x}_1, \eta}\) pointwise everywhere except at the points \(\hat{\mathcal{A}} = \{\bar{x}_1, x_2, \frac{x_1 + x_2}{2}, \frac{x_1 + x_2}{2} + \eta\}\).

We will set \(V^{(0)}_{\bar{x}_1, \eta} = \hat{V}_{\bar{x}_1, \eta}\). Notice that, since \(\hat{V}_{\bar{x}_1, \eta}\) is piecewise constant, has bounded support and is uniformly bounded by \(2 \omega^2\), \(|V^{(\delta)}_{\bar{x}_1, \eta} - V^{(0)}_{\bar{x}_1, \eta}|\) is bounded by \(4 \epsilon_2^2\) and supported in the set \(x: dist(x, \hat{\mathcal{A}}) \leq \delta\) for any \(0 \leq \delta \leq 1\). In particular, for any \(0 \leq \delta_2, \delta_3 \leq 1\), we can bound (provided \(\epsilon_0\) is smaller than some absolute constant \(\epsilon_0\)):

\[
\sup_{(\bar{x}_1, \eta) \in D_{\nu_0}} \int_{-\infty}^{+\infty} |V^{(\delta_2)}_{\bar{x}_1, \eta}(x) - V^{(\delta_3)}_{\bar{x}_1, \eta}(x)| dx \leq C \omega^2 |\delta_3 - \delta_2|.
\]

(4.52)

Let \(\delta_0, \delta_1 > 0\) be small constants (their magnitude will be specified in more detail later). Let us define the set \(B^{(a, b)}_{\nu_0, \nu_2} \subset C^4\) as the set of all \((u^{(a)}_0, u^{(1)}_0, u^{(0)}_0, u^{(1)}_0) \in \mathbb{C}^4\) satisfying (4.34). For any \((\delta, \omega) \in (0, \delta_1) \times (0, \delta_0), (u^{(0)}_0, u^{(1)}_0, u^{(0)}_0, u^{(1)}_0) \in B^{(a, b)}_{\nu_0, \nu_2}\) and \((\bar{x}_1, \eta) \in D_{\nu_0}\), we define the functions \(u^{(a)}(a, b) : [a, b] \to \mathbb{C}\) as solutions to the following initial value problems:

\[
\begin{cases}
\frac{d^2 u^{(a)}}{dx^2} + \omega^2 + Z(\omega, \omega, V^{(\delta)}_{\bar{x}_1, \eta}(x), x) - V^{(\delta)}_{\bar{x}_1, \eta}(x)) u^{(a)} = 0 \\
u^{(a)}(a) = u^{(a)}(0) \\
\frac{d u^{(a)}}{dx} (a) = u^{(a)}(1)
\end{cases}
\]

(4.53)
and

\[
\begin{align*}
\left\{ \frac{dxu^{(b)}}{dx} + (\omega^2 + Z(\omega, \omega, V(\beta)(x), x) - V(\beta)(x))u^{(b)} = 0 \\
u^{(b)}(b) = u_b^{(0)} \\
\frac{du^{(a)}}{dx}(b) = u_b^{(1)}
\right. 
\end{align*}
\] (4.54)

From now on, we will use the shorthand notation \( \mathcal{U} = (u^{(a)}, u^{(b)}) \) and \( \mathcal{U}_0 = (u_1(a), \frac{du}{dx}(a), u_2(b), \frac{du}{dx}(b)) \).

We will also set

\[
\mathcal{U}(\delta, \omega, \mathcal{U}, \bar{x}, \eta) = (u^{(a)}, u^{(b)}).
\] (4.55)

Notice that, in view of the fact that \( Z(\omega, 0, \cdot) = 0 \), we have \( \mathcal{U}(0, 0, \mathcal{U}_0, \bar{x}, \eta) = (u^{(a)}, u^{(b)}) \). Furthermore, by differentiating (4.53) and (4.54) with respect to \( \omega, \mathcal{U}, \bar{x}, \eta \), we readily infer that the map \( \mathcal{U} : [0, \delta_1] \times (-\delta_0, \delta_0) \times B^{(u_1, u_2)} \times D_{\mathcal{U}_0} \rightarrow \left( C^1([a, b]) \cap C^2([a, b]) \right)^2 \) (defined by (4.55)) has the following regularity properties:

1. \( \mathcal{U} \in C^0 \left( [0, \delta_1] \times (-\delta_0, \delta_0) \times B^{(u_1, u_2)} \times D_{\mathcal{U}_0} \rightarrow \left( C^1([a, b]) \cap C^2([a, b]) \right)^2 \right) \).

2. \( \mathcal{U} \in C^0 \left( [0, \delta_1] \rightarrow C^2 ( -\delta_0, \delta_0) \times B^{(u_1, u_2)} \rightarrow C^1 ( D_{\mathcal{U}_0} \rightarrow \left( C^2([a, b]) \right)^2 \right) \).

3. \( \mathcal{U} \in C^0 \left( [0, \delta_1] \rightarrow C^2 ( -\delta_0, \delta_0) \times B^{(u_1, u_2)} \rightarrow C^0 ( D_{\mathcal{U}_0} \rightarrow \left( C^2([a, b]) \right)^2 \right) \).

In the above, \( C^k(A \rightarrow \mathcal{Y}) \) (or \( C^{k,a}(A \rightarrow \mathcal{Y}) \)) denotes the space of \( C^k \) (or \( C^{k,a} \), respectively) functions defined on the manifold \( A \) and taking values in the Banach space \( \mathcal{Y} \). Note that \( \delta \) is a consequence of (4.52).

Thus, extending (4.44) on the whole of \( \mathcal{D}_{\delta, \delta_0, \mathcal{U}_0} = [0, \delta_1] \times (-\delta_0, \delta_0) \times B^{(u_1, u_2)} \times D_{\mathcal{U}_0} \) as the Wronskian of the associated pair \( u^{(a)}, u^{(b)} \):

\[
w(\tilde{\delta}, \omega, \mathcal{U}, \bar{x}, \eta) = \left( \frac{du^{(a)}}{dx} - u^{(a)} \frac{du^{(b)}}{dx} \right)_{x=\bar{x}},
\] (4.56)

we infer that

\[
w \in C^0 \left( [0, \delta_1] \rightarrow C^2 ( -\delta_0, \delta_0) \times B^{(u_1, u_2)} \rightarrow C^1 ( D_{\mathcal{U}_0} \rightarrow \left( C^2([a, b]) \right)^2 \right) \right) \cap C^0 \left( [0, \delta_1] \rightarrow C^2 ( -\delta_0, \delta_0) \times B^{(u_1, u_2)} \rightarrow C^0 ( D_{\mathcal{U}_0} \rightarrow \left( C^2([a, b]) \right)^2 \right) \right),
\] (4.57)

satisfying the following bounds in view of (4.53), (4.54) and (4.52) (provided \( \delta_0, \delta_1, \eta_0 \) are smaller than some absolute constant \( c_0 > 0 \):

\[
\sum_{j_1+j_2=0}^2 \sum_{j_1+j_2=0}^1 |\partial_{\omega}^{j_1} D_{\mathcal{U}}^{j_2} \partial_{\tilde{x}}^{j_3} \partial_{w}^{i_4} w| \leq C(\omega, \mathcal{Z}, C_0, L_0)
\] (4.58)

and

\[
\sup_{\delta_2, \delta_3 \in (0, \delta_1)} \sum_{j_1+j_2=0}^2 \frac{|\partial_{\omega}^{j_1} D_{\mathcal{U}}^{j_2} w(\delta_2, \cdot) - \partial_{\omega}^{j_1} D_{\mathcal{U}}^{j_2} w(\delta_3, \cdot)|}{|\delta_2 - \delta_3|} \leq C(\omega, \mathcal{Z}, C_0, L_0),
\] (4.59)

where \( C(\omega, \mathcal{Z}, C_0, L_0) > 0 \) depends only on \( \omega, \mathcal{Z}, C_0, L_0 \).

In view of (4.49), (4.58) and the fact that \( w(0, 0, \mathcal{U}_0, x_1, 0) = 0 \), we infer that, provided \( \eta_0, \delta_0 \) are sufficiently small in terms of \( \omega, \mathcal{Z}, C_0, L_0, \varepsilon_1 \) and \( \mathcal{W}[u_1, u_2] \), then for any \( (\omega, \mathcal{U}) \in (-\delta_0, \delta_0) \times B^{(u_1, u_2)} \) the map

\[
w(0, \omega, \mathcal{U}, \cdot) : D_{\mathcal{U}_0} \rightarrow \mathbb{C}
\] (4.60)
is a diffeomorphism onto an open neighborhood of \( 0 \in \mathbb{C} \), with \( w(\{0\} \times \{\omega_1\} \times \{\mathcal{W}\} \times \mathcal{D}_{\delta_1/2}) \) containing a disk of radius at least \( c = c(\omega, Z, C_0, L_0, W[u_1, u_2]) \). Therefore, in view of (4.59), provided \( \delta_1 \) is sufficiently small in terms of \( \omega, Z, C_0, L_0, W[u_1, u_2], \varepsilon_1, \eta_0 \) and \( \delta_0 \), we have for all \( (\delta, \omega_1, \mathcal{W}) \in [0, \delta_1) \times (-\delta_0, \delta_0) \times \mathcal{B}_{\delta_0}^{(u_1, u_2)} \):

\[
(4.61) \quad 0 \notin w(\{\delta\} \times \{\omega_1\} \times \{\mathcal{W}\} \times \mathcal{D}_{\delta_0} \setminus \mathcal{D}_{\delta_0/2}).
\]

Thus, (4.59), (4.61) and Lemma C.1 of the Appendix imply that:

\[
(4.62) \quad 0 \notin w(\{\delta\} \times \{\omega_1\} \times \{\mathcal{W}\} \times \mathcal{D}_{\delta_0}) \quad \text{for all} \quad (\delta, \omega_1, \mathcal{W}) \in [0, \delta_1) \times (-\delta_0, \delta_0) \times \mathcal{B}_{\delta_0}^{(u_1, u_2)}.
\]

The relation (4.62) implies (in view of the definition (4.56) of the Wronskian) that for any \( (\delta, \omega_1, \mathcal{W}) \in [0, \delta_1) \times (-\delta_0, \delta_0) \times \mathcal{B}_{\delta_0}^{(u_1, u_2)} \), there exist some \( (\hat{x}_1, \hat{\eta}) \in \mathcal{D}_{\delta_0} \) and a \( \lambda \in \mathbb{C}\{0\} \) so that the pair \( (u^{(a)}, u^{(b)}) \) associated to \( (\delta, \omega_1, \mathcal{W}, \hat{x}_1, \hat{\eta}) \) satisfies on \([a, b] \):

\[
(4.63) \quad u^{(a)} = \lambda u^{(b)}.
\]

We finally construct the required function \( u \) solving equation (4.35) as follows: Fix a \( 0 < \hat{\delta} < \delta_1 \), and define \( (\hat{x}_1, \hat{\eta}) \in \mathcal{D}_{\delta_0} \) and \( \lambda \in \mathbb{C}\{0\} \) in terms of \((\delta, \omega_1, \mathcal{W})\) as above, so that (4.63) holds. Then, setting \( V = V^{(\hat{\delta})}_{\hat{x}_1, \hat{\eta}} \) and \( u = u^{(a)} \), we deduce that \( u \) satisfies equation (4.35), and moreover \( (u(a), \frac{du}{dx}(a)) = (u^{(0)}, u^{(1)}(a)) \) and \( (u(b), \frac{du}{dx}(b)) = (\lambda u^{(0)}, \lambda u^{(1)}) \). Thus, the proof of the lemma is complete.

In Section 4 we will also need the following refinement of Lemma 4.3 providing an estimate on the change of the potential \( V \) of Lemma 4.3 under smooth variations of equation (4.35) and the associated initial data:

**Lemma 4.4.** Let \( \omega, L_0 \in \mathbb{R}\{0\}, C_0 > 0, a < b, x_0, u_1, u_2 : [a, b] \to \mathbb{C} \) be as in the statement of Lemma 4.3. Let \( Z^{(s)} : \mathbb{R}^3 \times [a, b] \to \mathbb{C} \) be a family of functions depending smoothly on \( s \in [0, 1] \), satisfying for all \( s \in [0, 1] \)

\[
(4.35) \quad Z^{(s)}(\omega, x_0, 0, 0) = 0.
\]

Let \( Z^{(s)} : \mathbb{R}^3 \times [a, b] \to \mathbb{C} \) be a family of functions depending smoothly on \( s \in [0, 1] \), satisfying for all \( s \in [0, 1] \)

\[
(4.35) \quad Z^{(s)}(\omega, x_0, 0, 0) = 0.
\]

Let \( \delta_0 > 0 \) be sufficiently small in terms of \( \omega, C_0, L_0, \max_{s \in [0,1]} Z^{(s)} \) and \( W[u_1, u_2] \), where

\[
Z^{(s)} = \sup_{|\omega| \leq 2\omega_0} \sup_{|\omega| \leq 1} \sum_{j=0}^2 \int_a^b \left| \frac{1}{\delta_0} \frac{\partial}{\partial \omega_j} Z^{(s)}(\omega, \omega_1, v, x) \right| dx.
\]

Then, for any \( s \in [0, 1] \), any \( \omega_1 \in (-\delta_0, \delta_0) \) and any family of initial data sets \( \mathcal{W}^{(s)} = (u^{(0)}, u^{(1)}, u^{(0)}, u^{(1)}) \in C^4 \)

\[
(4.65) \quad \left| u^{(0)}_a(a) - u_1(a) \right| + \left| u^{(1)}_a(a) - \frac{du}{dx}(a) \right| + \left| u^{(0)}_b(b) - u_2(b) \right| + \left| u^{(1)}_b(b) - \frac{du}{dx}(b) \right| < \delta_0,
\]

there exists a family of smooth functions \( V^{(s)} : \mathbb{R} \to [0, 2\omega_0] \), \( s \in [0, 1] \), supported in \([x_0 - \delta_0, x_0 + \delta_0 + \frac{2\pi + \pi C^2}{\omega_0}] \), satisfying for all \( 0 \leq s_1 \leq s_2 \leq 1 \)

\[
(4.66) \quad \int_a^b \left| V^{(s_1)}(x) - V^{(s_2)}(x) \right| dx \leq C(\omega, C_0, L_0, \max_{s \in [0,1]} Z^{(s)}), W[u_1, u_2] \int_{s_1}^{s_2} \left( \frac{d}{ds} \mathcal{W}^{(s)} \right) + \sup_{|\omega|\leq 1} \int_a^b \left| \frac{\partial}{\partial \omega_j} Z^{(s)}(\omega, \omega_1, v, x) \right| dx \right) ds,
\]

and a smooth family of solutions \( u^{(s)} \) to equation

\[
(4.67) \quad \frac{d^2 u^{(s)}}{dx^2} + (\omega^2 + Z^{(s)}(\omega, \omega_1, V^{(s)}(x), x) - V^{(s)}(x)) u^{(s)} = 0
\]

such that \( (u^{(s)}(a), \frac{du^{(s)}}{dx}(a)) = (u^{(0)}, u^{(1)}) \) and \( (u^{(s)}(b), \frac{du^{(s)}}{dx}(b)) = (\lambda^{(s)} u^{(0)}, \lambda^{(s)} u^{(1)}) \) for some \( \lambda^{(s)} \in \mathbb{C}\{0\} \).

**Proof.** Let \( \delta_1, \eta_0 \) be sufficiently small in terms of \( \omega, C_0, L_0, \max_{s \in [0,1]} Z^{(s)} \) and \( W[u_1, u_2] \). We will use the same notations and conventions as in the proof of Lemma 4.3.
Let $V^{(0)} : \mathbb{R} \to [0, 2\omega^2]$ be the potential function associated to the pair of functions $(u_1, u_2)$ and the initial data tetrad $(u_a^{(0)}, u_a^{(1, 0)}, u_b^{(0)}, u_b^{(1, 0)})$ as in Lemma 4.3, yielding a smooth solution $u^{(0)}$ to (4.67) for $s = 0$. In particular, following the proof of Lemma 4.3, $V^{(0)}$ is of the form $V^{(0)}_t(\alpha(0))$ (defined according to (4.51)) for some $\delta \in (0, \delta_1)$ and some $(\bar{x}_1(0), \eta(0)) \in D_{\bar{u}_0}$ such that

$$w(\delta, \omega, \bar{\mathcal{Z}}^{(0)}, \bar{x}_1(0), \eta(0)) = 0,$$

where $w$ is defined as (4.56), with $(u^{(a)}, u^{(b)})$ solving (4.53) and (4.54) with $\mathcal{Z}^{(0)}$ replacing $\mathcal{Z}$.

In view of the estimates (4.49), (4.58) and (4.59) (as well as (4.65)), provided $\delta_1, \delta_0, \eta_0$ are sufficiently small in terms of $\omega, C_0, L_0$, $\max_{s \in [0, 1]} \mathcal{Z}(s)$ and $\mathcal{W}[u_1, u_2]$, there exists a pair $(\bar{x}_1(s), \eta(s)) \in D_{\bar{u}_0}$ for any $s \in [0, 1]$ such that

$$w(\delta, \omega, \mathcal{Z}(s), \bar{x}_1(s), \eta(s)) = 0.$$

In particular, an application of the implicit function theorem (in view again of (4.49), (4.58) and (4.59)) implies that

$$\left| \frac{d}{ds} \mathcal{Z}(s) \right| + \left| \frac{d}{ds} \eta(s) \right| \leq C(\omega, C_0, L_0, \max_{s \in [0, 1]} \mathcal{Z}(s), \mathcal{W}[u_1, u_2]) \cdot \left( \left| \frac{d}{ds} \mathcal{Z}(s) \right| + \sup_{|v| \leq 2a^2, |x| \leq 1} \sum_{j=0}^{2} \int_{0}^{1} |\partial_s \partial_{\omega}^j \mathcal{Z}(s)(\omega, \omega, v, x)| dx \right).$$

Setting $V(s) = V^{(5)}_{\bar{x}_1(s)}(\eta(s))$ for $s \in [0, 1]$, the existence of a smooth solution $u^{(s)}$ to (4.67) satisfying the assumptions of the lemma follows, in view of (4.69), as in the end of the proof of Lemma 4.3. Furthermore, in view of (4.38), (4.39), (4.51) and (4.70), inequality (4.66) follows readily.

### 4.3 Proof of Proposition 4.1

Let $u_{inf}$ be the unique (up to multiplication by a complex constant) solution of the ordinary differential equation

$$u'' + (\omega_R^2 - V_{\omega_R ml})u = 0,$$

satisfying the outgoing condition

$$u'_{inf} - i\omega_R u_{inf} \to 0$$
as $r_* \to +\infty$, and let $u_{hor}$ be the solution of

$$u_{hor} + i(\omega_R - \frac{am}{2Mr_*})u_{hor} \to 0$$
as $r_* \to -\infty$. Notice that in view of the form of equation (4.71) and the conditions (4.72) and (4.73), the following limits are well defined in $\mathbb{C}$:

$$\lim_{r_* \to +\infty} (e^{-i\omega_R r_*} u_{inf}(r_*)) \equiv u_{inf}(+\infty)$$

$$\lim_{r_* \to -\infty} (e^{i(\omega_R - \frac{am}{2Mr_*}) r_*} u_{hor}(r_*)) \equiv u_{hor}(-\infty)$$

for some $u_{inf}(+\infty), u_{hor}(-\infty) \in \mathbb{C} \backslash \{0\}$.

The quantity $\text{Im}(u' \bar{u})$ is constant as a function of $r_*$ for both $u_{inf}$ and $u_{hor}$, since they both satisfy (4.71) and $\omega_R, V_{\omega_R ml} \in \mathbb{R}$ (see the remark below Proposition 4.1). Thus, from (4.72), (4.73), (4.74) and (4.75) we deduce that

$$\text{Im}(u'_{inf} \bar{u}_{inf}) = |u_{inf}(+\infty)|^2 \omega_R$$

and

$$\text{Im}(u'_{hor} \bar{u}_{hor}) = |u_{hor}(-\infty)|^2 \left( \frac{am}{2Mr_*} - \omega_R \right).$$
Since \((\omega_R, m, l)\) lies in the superradiant regime \([3.20]\), the quantities \([4.76]\) and \([4.77]\) are of the same sign. Thus, there exists a \(a_3 \in \mathbb{R}\setminus\{0\}\), such that by rescaling \(u_{inf} \rightarrow a_3 u_{inf}\) we have
\[
(4.78) \quad \text{Im}(u'_{inf} \cdot \bar{u}_{inf}) = \text{Im}(u'_{hor} \cdot \bar{u}_{hor}).
\]
From now on, we will assume that \(u_{inf}\) has been rescaled like this.

For any \(\omega_t \geq 0\), we will also define the functions \(u_{inf}^{(\omega_t)}, u_{hor}^{(\omega_t)} : \mathbb{R} \rightarrow \mathbb{C}\) as the unique solutions of equation
\[
(4.79) \quad u'' + \left((\omega_R + i\omega_t)^2 - V(\omega_R + i\omega_t)ml\right)u = 0
\]
satisfying
\[
(4.80) \quad \lim_{r_* \rightarrow +\infty} (e^{-i(\omega_R + i\omega_t)r_*} u^{(\omega_t)}(r_*) \right) = u_{inf}(+\infty)
\]
and
\[
(4.81) \quad \lim_{r_* \rightarrow -\infty} (e^{i(\omega_R + i\omega_t)r_*} u^{(\omega_t)}(r_*) \right) = u_{hor}(-\infty)
\]
respectively.

We will assume that \(C_{\omega R m l}\) has been chosen large in terms of \(\omega_R, m, l, M, a\), so that in the region \(r \geq C_{\omega R m l}\) we can bound
\[
(4.82) \quad 0 \leq V_{\omega_R m l} \leq \frac{\omega_R^2}{2}.
\]
This is possible since \(V_{\omega_R m l} \rightarrow 0\) as \(r_* \rightarrow +\infty\) and \(V_{\omega_R m l} \geq 0\) for \(r\) sufficiently large in terms of \(\omega_R, m, l, M, a\). For a \(C(0)_{\omega R m l} > 0\) sufficiently large in terms of \(\omega_R, m, l, M, a\), we will fix \(\chi : \mathbb{R} \rightarrow [0, 1]\) to be a smooth cut-off function such that \(\chi \equiv 0\) on \((-\infty, r_* (r_0)] \cup [r_* (r_0) + C(0)_{\omega_R m l}, +\infty)\) and \(\chi \equiv 1\) on \([r_* (r_0) + 1, r_* (r_0) + C(0)_{\omega_R m l} - 1]\).

The proof of Proposition \([4.1]\) will follow by constructing, for any \(0 \leq \omega_t < \infty\) (sufficiently small in terms of \(\omega_R, m, l, M, a, \varepsilon_1\) and \(G\)), a smooth function \(V_f : \mathbb{R} \rightarrow [0, (\frac{1}{\mathcal{T}} + \varepsilon_1)\omega_R]\) supported on \([r_* (r_0) + 2, r_* (r_0) + C(0)_{\omega_R m l} - 2]\) such that, using the ansatz
\[
(4.83) \quad V = -\chi(V_{\omega_R m l}(r_*) - \frac{3\omega_R^2}{4}) + V_f(r_*),
\]
the equation
\[
(4.84) \quad u'' + \left((\omega_R + i\omega_t)^2 - V_{\omega_R m l} + G(\omega_R, \omega_t, V(r_*), r_*) - V(r_*)\right)u = 0
\]
admits a solution \(u\) which satisfies \(u \equiv u_{inf}^{(\omega_t)}\) for \(r_* \leq r_* (r_0)\) and \(u \equiv \lambda u_{inf}^{(\omega_t)}\) for \(r_* \geq r_* (r_0) + C(0)_{\omega_R m l}\) and some \(\lambda \in \mathbb{C}\setminus\{0\}\).

To this end, we will make use of Lemma \([4.3]\).

The ordinary differential equation
\[
(4.85) \quad u'' + \left(\omega_R^2 - V_{\omega_R m l} + \chi(V_{\omega_R m l} - \frac{3\omega_R^2}{4})\right)u = 0
\]
admits two unique solutions \(u_1, u_2 : \mathbb{R} \rightarrow \mathbb{C}\) satisfying \(u_1 \equiv u_{hor}\) for \(r_* \leq r_* (r_0)\) and \(u_2 \equiv u_{inf}\) for \(r_* \geq r_* (r_0) + C(0)_{\omega_R m l}\).

For \(r_* \in [r_* (r_0) + 1, r_* (r_0) + C(0)_{\omega_R m l} - 1]\), \(u_1\) and \(u_2\) satisfy
\[
(4.86) \quad u'' + \left(\frac{\omega_R^2}{2}\right) u = 0.
\]
By perturbing \(\chi\) on the interval \([r_* (r_0) + C(0)_{\omega_R m l} - 1 \leq r_* \leq r_* (r_0) + C(0)_{\omega_R m l}\), if necessary, we will assume without loss of generality that \(\frac{u_1}{u_2}\) is not constant on \(\mathbb{R}\) (and thus also on any open interval of \(\mathbb{R}\)), so that \(\mathcal{W}[u_1, u_2]\) satisfies the lower bound:
\[
(4.86) \quad \mathcal{W}[u_1, u_2] = |u'_1 u_2 - u'_2 u_1| \geq c_{\omega_R m l r_0} > 0.
\]
\(^8\)which is allowed since \(u_{inf}\) was only defined up to multiplication by a non zero complex constant
Notice that, by comparing (4.84) to equation (4.87)
\[ u'' + \left( \omega_R^2 - \chi_R(r_*)V_{\omega_R ml}(r_*) \right) u = 0, \]
for some fixed \( R_* \in \mathbb{R} \), where \( \chi_R : \mathbb{R} \to +\infty \) is a step function satisfying \( \chi_R \equiv 0 \) for \( r_* \leq R_* \) and \( \chi_R \equiv 1 \) for \( r_* > R_* \), we can bound, in view of (4.83) and the boundary conditions (4.74) and (4.75) (see also [7]):
\[
\sup_{r_* \in \mathbb{R}} |u_1(r_*)| \leq C(\omega_R, m)|u_{h; 0}(\infty)| + C \int_{R_*}^{\infty} |V_{\omega_R ml} + \chi(\frac{\omega_R^2}{4} - V_{\omega_R ml})| dr_* + \\
+ C \int_{-\infty}^{R_*} |V_{\omega_R ml} - V_{\omega_R ml}(r_*) + \chi(\frac{\omega_R^2}{4} - V_{\omega_R ml})| dr_*
\]
and
\[
\sup_{r_* \in \mathbb{R}} |u_2(r_*)| \leq C(\omega_R, m)|u_{inf}(\infty)| + C \int_{R_*}^{\infty} |V_{\omega_R ml} + \chi(\frac{\omega_R^2}{4} - V_{\omega_R ml})| dr_* + \\
+ C \int_{-\infty}^{R_*} |V_{\omega_R ml} - V_{\omega_R ml}(r_*) + \chi(\frac{\omega_R^2}{4} - V_{\omega_R ml})| dr_*
\]
Thus, choosing the constant \( C_{\omega_R ml}^{(0)} \) sufficiently large in terms of \( \omega_R, m, l, M, a \) we can bound (recall (4.78)):
\[
\frac{\sup_{R} \left( |u_1| + |u_2| \right)^2}{I_m(u_1', u_1)} \ll C_{\omega_R ml}^{(0)}
\]
(notice that the left hand side of (4.90) is invariant under multiplication of \( u_1, u_2 \) with the same non-zero constant).

We will also define the functions \( u_1^{(\omega_1)}, u_2^{(\omega_2)} : \mathbb{R} \to \mathbb{C} \) as the unique solutions of equation
\[
u'' + \left( (\omega_R + i\omega_I)^2 + G(\omega_R, \omega_I, -\chi(V_{\omega_R ml}(r_*) - \frac{3\omega_R^2}{4}), r_*) - V(\omega_R ml + \chi(\frac{3\omega_R^2}{4} - V_{\omega_R ml})) \right) u = 0
\]
satisfying \( u_1^{(\omega_1)} \equiv u_{h; 0} \) for \( r_* \leq r_0(r_0) \) and \( u_2^{(\omega_2)} \equiv u_{inf} \) for \( r_* \geq r_0(r_0) + C_{\omega_R ml}^{(0)} \). Notice that \( u_1^{(0)} = u_1 \) and \( u_2^{(0)} = u_2 \).

Setting
\[
\mathcal{Z}(\omega_R, \omega_I, v, r_*) \equiv 2i\omega_R\omega_I - \omega_R^2 - V(\omega_R ml + \chi(\frac{3\omega_R^2}{4} - V_{\omega_R ml})) + V_{\omega_R ml}(r_*) + G(\omega_R, \omega_I, v - \chi(V_{\omega_R ml}(r_*) - \frac{3\omega_R^2}{4}), r_*),
\]
equation (4.83) restricted on \([r_* (r_0) + 1, r_* (r_0) + C_{\omega_R ml}^{(0)} - 1]\) becomes:
\[
u'' + \left( (\frac{\omega_R^2}{2})^2 + \mathcal{Z}(\omega_R, \omega_I, V_f(r_*), r_*) - V_f(r_*) \right) u = 0.
\]
Thus, the existence of a function \( V_f : \mathbb{R} \to [0, \frac{\omega_R^2}{2}] \) supported on \([r_* (r_0) + 2, r_* (r_0) + C_{\omega_R ml}^{(0)} - 2]\) such that the equation (4.93) admits a solution \( u \) coinciding with \( u_1^{(\omega_1)} \) on \([r_* (r_0) + 1, r_* (r_0) + 2]\) and with \( \lambda u_2^{(\omega_2)} \) on \([r_* (r_0) + C_{\omega_R ml}^{(0)} - 2, r_* (r_0) + C_{\omega_R ml}^{(0)} - 1]\) for some \( \lambda \in \mathbb{C} \setminus \{0\} \) is guaranteed by Lemma 4.3 (setting \( \frac{\omega_R^2}{2} \) in place of \( \omega \) there, as well as \( \epsilon = 1 \), in view of (4.88), (4.89), (4.90) and (4.86). Thus, the proof can be concluded by extending \( u \) on the whole of \( \mathbb{R} \) under the requirement that it coincides with \( u_1^{(\omega_1)} \) for \( r_* \leq r_0(r_0) + 1 \) and with \( \lambda u_2^{(\omega_2)} \) for \( r_* \geq r_0(r_0) + C_{\omega_R ml}^{(0)} - 1 \).

5 Proof of Theorem 2

In this section, we will provide a more detailed statement and the proof of Theorem 2.

In particular, a more detailed statement of Theorem 2 is the following:
**Theorem 2** (detailed version). For any $0 < |a| < M$ and any frequency triad $(\omega_0, m_0, l_0) \in (\mathbb{R}\setminus\{0\}) \times \mathbb{Z} \times \mathbb{Z}[m]$ in the superradiant regime $(3.26)$, there exist constants $C_{\omega_0 m_0 l_0} > r_0$ and $C^{(0)}_{\omega_0 m_0 l_0} > 0$ depending only on $\omega_0 m_0 l_0, a, M$, such that for any $r_0 > C_{\omega_0 m_0 l_0}$ and any $\omega_I \geq 0$ sufficiently small in terms of $\omega_0 m_0 l_0, r_0$, there exists a Lorentzian metric $g^{(def)}_{M,a}$ on $\mathcal{M}_{M,a}$ such that:

1. The vector fields $T, \Phi$ are Killing vector fields for $g^{(def)}_{M,a}$.
2. $g^{(def)}_{M,a} \equiv g_{M,a}$ for $\{r \leq r_0\}$ and $\{r \geq r_0 + C^{(0)}_{\omega_0 m_0 l_0}\}$.
3. $g^{(def)}_{M,a}(T, T) < 0$ for $r \geq r_0$.
4. The wave equation
   \[
   (5.1) \quad \Box_{g_{M,a}} \psi = 0
   \]
   completely separates in the Boyer–Lindquist coordinate chart.
5. Equation $(5.1)$ admits an outgoing mode solution with parameters $(\omega_0 + i\omega_I, m_0, l_0)$.

**Proof.** Let $C_{\omega_0 m_0 l_0}$ and $C^{(0)}_{\omega_0 m_0 l_0}$ be as in the proof of Theorem 1.

For a function $h : (2M, +\infty) \to (0, +\infty)$ satisfying $h = 1$ for $r \not\in [r_0, r_0 + C^{(0)}_{\omega_0 m_0 l_0}]$ (to be defined later), let us introduce the following metric on $\mathcal{M}_{M,a}$, expressed in the Boyer–Lindquist coordinate chart:

\[
(5.2) \quad g^{(def)}_{M,a} = -h(r)(1 - \frac{2Mr}{\varphi^2})dt^2 - h(r)\frac{4Mar^2}{\varphi^2}dt\varphi + h(r)\frac{\varphi^2}{\Delta}dr^2 + h(r)\varphi^2d\vartheta^2 + h(r)\sin^2\vartheta\frac{\Pi}{\varphi^2}d\varphi^2.
\]

Notice that $(5.2)$ satisfies the following properties:

1. The vector fields $\partial_t, \partial_\varphi$ are Killing vector fields for $g^{(def)}_{M,a}$.
2. We have $g^{(def)}_{M,a} = g_{M,a}$ for $r \not\in [r_0, r_0 + C^{(0)}_{\omega_0 m_0 l_0}]$, since $h = 1$ there.
3. We have $g^{(def)}_{M,a}(\partial_t, \partial_t) < 0$ in the region $\{r \geq r_0\}$ (provided $C_{\omega_0 m_0 l_0}$ is sufficiently large).
4. The wave equation
   \[
   (5.3) \quad \Box_{g^{(def)}_{M,a}} \psi = 0
   \]
   on $(\mathcal{M}_{M,a}, g^{(def)}_{M,a})$ completely separates in the $(t, r, \vartheta, \varphi)$ coordinate chart.

The latter property is deduced as follows: The wave operator on $(\mathcal{M}_{M,a}, g^{(def)}_{M,a})$ has the following form:

\[
(5.4) \quad h(r)\varphi^2\Box_{g^{(def)}_{M,a}} \psi = h^{-2}(r)\varphi^2\partial_t(\Delta \partial_t \psi) - (\frac{(r^2 + a^2)^2}{\Delta} + a^2 \sin^2 \vartheta)\partial_r^2 \psi + (\frac{1}{\sin^2 \vartheta} - \frac{a^2}{\Delta})\partial_\varphi^2 \psi - \frac{4Mar}{\Delta} \partial_t \partial_\varphi \psi - \frac{1}{\sin \vartheta} \partial_\vartheta(\sin \vartheta \partial_\varphi \psi).
\]

Therefore, for any $(\omega, m) \in \mathbb{C} \times \mathbb{Z}$, equation $(5.3)$ admits solutions of the form $(5.2)$, with $S(\theta)$ satisfying $(5.3)$ and $R(r)$ satisfying

\[
(5.5) \quad h^{-2}(r)\Delta \frac{d}{dr} \left(\Delta \frac{dR}{dr}\right) + (a^2 m^2 - 4Mar\omega m + (r^2 + a^2)\omega^2 - \Delta(\lambda + a^2 \omega^2))R = 0.
\]
In particular, for any \((\omega, m, l) \in \mathbb{C} \times \mathbb{Z} \times \mathbb{Z}_{2|m|}\) with \(|Im(\omega)|\) sufficiently small, equation (5.3) admits solutions of the form
\[
\psi(t, r, \vartheta, \varphi) = e^{-i\omega t} e^{im\varphi} S_{\omega ml}(\vartheta) R_{\omega ml}(r),
\]
with \(S_{\omega ml}\) defined as in Section 3.2 and \(u_{\omega ml}\) (defined in terms of \(R\) by (3.7)) satisfying
\[
u''_{\omega ml} + \left(h^2\omega^2 - V_{\omega ml; h}\right) u_{\omega ml} = 0,
\]
where \(''\) denotes differentiation with respect to the variable \(r\) (defined by (3.6)), and \(V_{\omega ml; h}\) is defined as:
\[
V_{\omega ml; h}(r) = h^2(r) \frac{4M r a m_m - a^2 m^2 + \Delta(\lambda_{\omega ml} + a^2\omega^2)}{(r^2 + a^2)^2} + \frac{\Delta}{(r^2 + a^2)}(a^2\Delta + 2Mr(\omega^2 - a^2)).
\]

We will now show that (5.3) admits an outgoing mode solution with parameters \((\omega_0 + i\omega, m_0, l_0)\), provided \(0 \leq \omega \ll 1\) and the function \(h\) is chosen appropriately. Let us set
\[
\varepsilon_1 = \frac{1}{2} \inf_{r \in [r_0, r_0 + C^{(0)}_{\omega_0 m_0 l_0}]} \left(\frac{\Delta}{(r^2 + a^2)^2}(a^2\Delta + 2Mr(\omega^2 - a^2))\right) > 0
\]
and
\[
G[\omega_0, \omega, l, r, \omega] = \frac{Im\left((\omega_0 + i\omega)^2 - \frac{4Mr a m_m}{(r^2 + a^2)^2} + \Delta(\lambda_{\omega ml} + a^2(\omega_0 + i\omega)^2)\right)}{Re\left((\omega_0 + i\omega)^2 - \frac{4Mr a m_m}{(r^2 + a^2)^2} + \Delta(\lambda_{\omega ml} + a^2(\omega_0 + i\omega)^2)\right)}.
\]

Let \(V(r) : \mathbb{R} \to [0, +\infty)\) be the potential function provided by Proposition 4.1 for the function \(G\) above and the parameters \((\omega_0, m_0, l_0), r_0, \varepsilon_1\) and \(\omega_0\). Finally, let us then define
\[
h^2(r) = 1 - \left(Re\left((\omega_0 + i\omega)^2 - \frac{4Mr a m_m}{(r^2 + a^2)^2} + \Delta(\lambda_{\omega ml} + a^2(\omega_0 + i\omega)^2)\right)\right)^{-1} V(r).
\]

Notice that, in view of (3.9), (4.2) and (5.9), provided \(\omega_0\) is sufficiently small in terms of \(\omega_0, m_0, l_0, M, a, r_0, \varepsilon_1\), the relation (5.11) indeed guarantees that
\[
h^2 > 0,
\]
and hence \(h\) is a smooth positive function. Since \(V(r)\) is supported in \([r_0, r_0 + C^{(0)}_{\omega_0 m_0 l_0}]\), from (5.11) we have
\[
h \equiv 1 \text{ outside } [r_0, r_0 + C^{(0)}_{\omega_0 m_0 l_0}].
\]

Notice also that (5.10) and (5.11) yield:
\[
h^2(\omega_0 + i\omega)^2 - V_{\omega_0 + i\omega, m_0 l_0; h}(r) = (\omega_0 + i\omega)^2 - V_{\omega_0 + i\omega, m_0 l_0}(r) + G[\omega_0, \omega, V(r), r] - V(r)
\]
(where \(V_{\omega ml}\) is defined by (3.9)).

In view of (5.14), equation (5.7) for the frequency triad \((\omega_0 + i\omega, m_0, l_0)\) becomes
\[
u'' + \left((\omega_0 + i\omega)^2 - V_{\omega_0 + i\omega, m_0 l_0}(r_*) + G[\omega_0, \omega, V(r_*), r_*)\right) u = 0.
\]

In view of Proposition 4.1 (and our choice of \(V\)), provided \(\omega_0\) is sufficiently small in terms of \(\omega_0, m_0, l_0, M, a, r_0, \varepsilon_1\), equation (5.15) admits a solution \(u\) satisfying at \(r_* = \pm \infty\) the boundary conditions (3.20). Thus, we finally deduce that:

5. With \(h\) defined as above, equation (5.3) admits an outgoing real mode solution with parameters \((\omega_0, m_0, l_0)\).
6 Superradiant instabilities for the free wave equation on spacetimes with normally hyperbolic trapping

According to our discussion in Section 1.3 in order to better clarify the absence of any connection between superradiance related mode instabilities and the structure of trapping outside the ergoregion, it would be preferable to replace the spacetimes \((\mathcal{M}_{M,a}, g_{M,a}^{(def)})\) of Theorem 2 with a family of spacetimes admitting real or exponentially growing mode solutions to (1.13) and at the same time having a “nice” trapped set. In this section, we will construct such a family of spacetimes \((\mathcal{M}_0, g_{M,a}^{(h)})\). We note already that the nature of our construction forces the spacetimes \((\mathcal{M}_0, g_{M,a}^{(h)})\) to be asymptotically flat instead of asymptotically flat (see the remarks below Theorem 3).

6.1 Theorem 3: Statement and remarks on the proof

The main result of this section will be the following:

**Theorem 3.** For any \(\omega_R \in \mathbb{R}\setminus\{0\}\) and \(0 \leq \omega_I < 1\) (small in terms of \(\omega_R\)), there exists a smooth family of globally hyperbolic Lorentzian metrics \(g_{(h)}^{(b)}\), \(M > 0, a > 0\), on the ambient “Schwarzschild exterior” manifold \(\mathcal{M}_0 = \mathbb{R} \times (2M, +\infty) \times S^2\), such that for any \(M > 0, R_b > 2M, k \in \mathbb{N}\) and \(\epsilon > 0\), there exists an \(a_0 \in (0, M)\) so that for \(0 < a \leq a_0\) the following properties are satisfied:

1. In the \((t, r, \theta, \phi)\) coordinate chart on \(\mathcal{M}_0\), the vector fields \(T = \partial_t\) and \(\Phi = \partial_\phi\) are Killing vector fields for \(g_{M,a}^{(h)}\).
2. The spacetime \((\mathcal{M}_0, g_{M,a}^{(h)})\) is asymptotically conic.
3. The metric \(g_{M,a}^{(h)}\) can be smoothly extended up to \(\mathcal{H} = \{r = 2M\}\) in the “Schwarzschild star” coordinate chart on \(\mathcal{M}_0\). In this extension, \(\mathcal{H}\) is the event horizon associated to the asymptotically conic end of \((\mathcal{M}_0, g_{M,a}^{(h)})\). Furthermore, \(\mathcal{H}\) is a Killing horizon with positive surface gravity.
4. On the closed subset \(\{2M \leq r \leq R_b\}\) of \(\mathcal{M}_0 \cup \mathcal{H}^*\), the metrics \(g_{M,a}^{(h)}\) and \(g_{M,a}\) are \(\epsilon\)-close in the \(C^k\) norm defined with respect to the “Schwarzschild star” coordinate chart on \(\{2M \leq r \leq R_b\}\). Furthermore, the ergoregion of \((\mathcal{M}_0, g_{M,a}^{(h)})\) is non-empty, contained in the set \(\{r \leq 2M + \epsilon\}\), and
\[
\sup_{\mathcal{M}_{M,0}} g_{M,a}^{(h)}(T, T) < \epsilon.
\]
5. The wave equation
\[
\Box g_{M,a}^{(h)} \psi = 0
\]
completely separates in the \((t, r, \theta, \phi)\) coordinate chart.
6. The wave equation (6.2) admits an outgoing mode solution with frequency parameter \(\omega_R + i\omega_I\).
7. The trapped set of \((\mathcal{M}_0, g_{M,a}^{(h)})\) is normally hyperbolic.

The proof of Theorem 3 will be presented in Section 6.7.

The metric \(g_{M,a}^{(h)}\) in Theorem 3 is constructed as an asymptotically conic perturbation of an asymptotically flat metric \(g_{M,a}^{(l)}\) on \(\mathcal{M}_0\) with normally hyperbolic trapped set - see Sections 6.2-6.5. The metric \(g_{M,a}^{(l)}\) bears many algebraic and geometric similarities with the Kerr metric \(g_{M,a}\), but it does not solve the vacuum Einstein equations.

The main difference between the spacetimes \((\mathcal{M}_{M,a}, g_{M,a}^{(def)})\) of Theorem 2 and \((\mathcal{M}_0, g_{M,a}^{(h)})\) of Theorem 3 lies exactly in the structure of the trapped set: The spacetime \((\mathcal{M}_{M,a}, g_{M,a}^{(def)})\) contains stable trapped null geodesics, while the trapped set of \((\mathcal{M}_0, g_{M,a}^{(h)})\) is normally hyperbolic. The normal hyperbolicity of the trapped set of \((\mathcal{M}_0, g_{M,a}^{(h)})\) can actually be deduced from the high frequency integrated local energy decay statement of Proposition 6.1.

At this point, we should remark the following:
Let $\hat{g}$ be the construction of the auxiliary metric $g_{M,a}^{(1)}$ as an intermediate step for establishing Theorem 3, was motivated as follows: Attempting to modify the Kerr metric $g_{M,a}$ in the region $\{r \gg 1\}$, so that the wave equation $\Box g_{M,a} \psi = 0$ for the new metric $\hat{g}_{M,a}$ admits an outgoing mode solution while at the same time remaining completely separable, one encounters the following obstacle to controlling the structure of the trapped set: The separability of $\Box \hat{g}_{M,a}$, combined with the requirement that $\hat{g}_{M,a} = g_{M,a}$ in the region $\{r \lesssim 1\}$ and the fact that the angular separation variable $\Lambda$ for $\Box g_{M,a}$ depends on the time separation variable $\omega$ (see Section 3.2 for the separation of the wave equation on Kerr spacetimes), imply a rigid relation between $\hat{g}_{M,a}(\partial_{\tau}, \partial_{\varphi})$ and $\hat{g}_{M,a}(\partial_{\varphi}, \partial_{\varphi})$, which leaves almost no room for deforming $g_{M,a}$ without introducing stably trapped null geodesics. In view of these difficulties, we introduced a novel metric $g_{M,a}^{(1)}$ on $M_0$, which has many algebraic and analytic similarities with the slowly rotating Kerr metric (such as the separability of the wave operator and the polynomial decay of solutions to the wave equation), but for which the angular separation variable $\Lambda$ does not depend on $\omega$.

2. The conic asymptotics of the metric $g_{M,a}^{(h)}$ in Theorem 3 are a technical necessity imposed by the methods used in the proof, which, in view of the conditions imposed on the structure of the trapped set, enforces a monotonicity condition on the angular components of $g_{M,a}^{(h)}$. It would be of particular interest to examine whether $g_{M,a}^{(h)}$ can be replaced by an asymptotically flat metric with similar properties. However, since the $r^n$-weighted estimates of $\Box \hat{g}_{M,a}$ also apply in the asymptotically conic case, the conic asymptotics of $g_{M,a}^{(h)}$ pose no additional difficulties (compared to the asymptotically flat case) in the study of the decay properties of solutions to (6.2).

As we remarked before, the normal hyperbolicity of the trapped set of the spacetimes $(M_0, g_{M,a})$ of Theorem 3 can be viewed as a consequence of the statement that $(M_0, g_{M,a}^{(h)})$ satisfies a high frequency integrated local energy decay estimate:

**Proposition 6.1.** Let $(M_0, g_{M,a}^{(h)})$ be the spacetimes of Theorem 3. Let $\hat{t} : M_0 \cup \mathcal{H}^+ \to \mathbb{R}$ be a smooth function with spacelike level sets intersecting $\mathcal{H}^+$, such that $T(\hat{t}) = 1$ and $\hat{t} \equiv t$ for $\{r \geq 3M\}$. Then, for any $\epsilon > 0$, there exists a (small) parameter $a_0 > 0$ and (large) parameters $2M \ll R_\epsilon \ll R_\epsilon$, with $R_\epsilon$ independent of $\epsilon$, so that the following statement holds for any $0 \leq a \leq a_0$: For any solution $\psi$ to the inhomogeneous wave equation

$$\Box g_{M,a}^{(h)} \psi = F$$

on $(M_0, g_{M,a}^{(h)})$ which is smooth up to $\mathcal{H}^+$, we can bound for any $\tau_1 \leq \tau_2$:

$$\int_{\{\tau_1 \leq \tau \leq \tau_2\}} \left((1 - \frac{2M}{r})r^{-2}\partial_{\tau}' \partial_{\varphi}' \right)^2 + \chi_{r \geq 3M}(r) \cdot r^{-2} J_\mu^N(\psi) N^\mu + r^{-4} \partial_{\varphi}' \partial_{\varphi}' \right)^2 \, dg_{M,a}^{(h)} + \int_{\{\tilde{t} = \tau_2\}} J_\mu^N(\psi) \bar{n}^\mu \leq C_{R_\epsilon, R_\epsilon} \left( \int_{\{\tilde{t} = \tau_1\}} J_\mu^N(\psi) \bar{n}^\mu + Z_{\tau_1, \tau_2}[F, \psi; R_\epsilon] + \int_{\{R_\epsilon \leq \tau_\epsilon \leq R_\epsilon\} \cap \{\tau_1 \leq \tau \leq \tau_2\}} \min \{ |T \psi|^2, |\psi|^2 \} \, dg_{M,a}^{(h)} \right),$$

$$\int_{\{\tau_1 \leq \tau \leq \tau_2\}} \left(r^{-2} J_\mu^N(\psi) N^\mu + r^{-4} \partial_{\varphi}' \partial_{\varphi}' \right) \, dg_{M,a}^{(h)} + \sum_{j = 0}^{1} \int_{\{\tilde{t} = \tau_2\}} J_\mu^N(T^j \psi) \bar{n}^\mu \leq C_{R_\epsilon, R_\epsilon} \left( \sum_{j = 0}^{1} \int_{\{\tilde{t} = \tau_1\}} J_\mu^N(T^j \psi) \bar{n}^\mu + \sum_{j = 0}^{1} Z_{\tau_1, \tau_2}[T^j F, T^j \psi; R_\epsilon] + \int_{\{R_\epsilon \leq \tau_\epsilon \leq R_\epsilon\} \cap \{\tau_1 \leq \tau \leq \tau_2\}} \min \{ |T \psi|^2, |\psi|^2 \} \, dg_{M,a}^{(h)} \right).$$

In the above, the vector field $N$ is everywhere timelike on $M_0 \cup \mathcal{H}^+$ and satisfies $[T, N] = 0$ and $N = T$ for $r \geq R_2 \gg 1$, $Z_{\tau_1, \tau_2}[F, \psi; R_\epsilon]$ is defined as

$$Z_{\tau_1, \tau_2}[F, \psi; R_\epsilon] \equiv \int_{\{r \leq R_\epsilon\} \cap \{\tau_1 \leq \tau \leq \tau_2\}} |F|^2 + \int_{\{r \geq R_\epsilon\} \cap \{\tau_1 \leq \tau \leq \tau_2\}} |F| \cdot (|\partial_{\varphi}' \partial_{\varphi}'| + r^{-1} |\psi|) + \int_{\{\tau_1 \leq \tau \leq \tau_2\}} |F| \cdot |T \psi|,$$

This is simply the condition $h' \geq 0$ appearing in the proof of Lemma 6.3.
is everywhere negative on $[0, 1]$ vanishes on $[3M - c, 3M + c]$ and is identically 1 outside $(3M - 2c, 3M + 2c)$, and the constant $C_{R_+, R_-}$ depends only on the precise choice of $R_+$ and $R_-$.

The proof of Proposition 6.1 will be presented in Section 6.7 as a part of the proof of Theorem 3.

The estimates (6.4) and (6.5) can be viewed as integrated local energy decay estimates (with loss of derivatives) for solutions $\psi$ to (6.3) in the case when the time frequency of $\phi$ is very high or very low (so that the last term in the right hand side of (6.4) and (6.5) can be absorbed into the left hand side). These high frequency properties of (6.4) for solutions $V$ for suitably large values), the vector fields is stationary and axisymmetric, with stationary Killing field $\Phi = \partial_\theta$ (both coordinate vector fields defined in the fixed $(t, r, \theta, \varphi)$ coordinate chart). When $a = 0$, (6.6) is simply the Schwarzschild exterior metric.

When $a > 0$, the Killing field $T$ becomes spacelike in the region $\{r < r_1(\theta)\}$, where $r_1(\theta)$ is the positive solution of

$$1 - \frac{2M}{r_1} - \frac{a^2 M^2 \sin^2 \theta}{r_1^3} = 0$$

(notice that $r_1(\theta) > 2M$ for $a > 0$ and $\theta \neq 0, \pi$). However, the span of the Killing fields $T, \Phi$ contains everywhere on $\mathcal{M}_0$ a timelike direction. This follows from the fact that the determinant

$$\mathcal{D} = \det \begin{pmatrix} g_{M,a}^{(1)}(T, T) & g_{M,a}^{(1)}(T, \Phi) \\ g_{M,a}^{(1)}(\Phi, T) & g_{M,a}^{(1)}(\Phi, \Phi) \end{pmatrix} = -(1 - \frac{2M}{r})^2 \sin^2 \theta$$

is everywhere negative on $\mathcal{M}_0$, except on the axis $\theta = 0, \pi$, where $\Phi$ vanishes and $T$ is timelike.

The spacetime $(\mathcal{M}_0, g_{M,a}^{(1)})$ does not contain any black hole or white hole region, i.e. the domain of outer communications of the asymptotically flat region $\{r \gg 1\}$ of $\mathcal{M}_0$ is the whole $\mathcal{M}_0$. This can be inferred as follows: Let us fix a vector field $V$ in the span of $\{T, \Phi\}$, such that $V$ is everywhere on $\mathcal{M}_0$ future pointing and timelike, $V \equiv T$ in the asymptotic region $\{r \gg 1\}$ and $[T, V] = [\Phi, V] = 0$. Then for some $h : (2M, +\infty) \to (1, +\infty)$ (taking suitably large values), the vector fields

$$V_1 = \partial_r + h(r) V$$

6.2 Construction of the auxiliary spacetimes $(\mathcal{M}_0, g_{M,a}^{(1)})$

For any $M > 0$ and $a \geq 0$, we define the following metric on $\mathcal{M}_0 = \mathbb{R} \times (2M, +\infty) \times S^2$ in the $(t, r, \theta, \varphi)$ coordinate system (where $t, r$ are the projections onto the first two factors of $\mathcal{M}_0$ and $(\theta, \varphi)$ are the usual polar coordinates on $S^2$):

$$g_{M,a}^{(1)} = -\left(1 - \frac{2M}{r} - \frac{a^2 M^2 \sin^2 \theta}{r^4} \right) dt^2 - \frac{2M a \sin^2 \theta}{r} dt d\varphi + \left(1 - \frac{2M}{r} \right)^{-1} dr^2 + r^2 \left(d\theta^2 + \sin^2 \theta d\varphi^2 \right).$$

Notice that $(\mathcal{M}_0, g_{M,a}^{(1)})$ is a smooth, globally hyperbolic and asymptotically flat spacetime. Furthermore, $(\mathcal{M}_0, g_{M,a}^{(1)})$ is stationary and axisymmetric, with stationary Killing field $T = \partial_t$ and axisymmetric Killing field $\Phi = \partial_\theta$ (both coordinate vector fields defined in the fixed $(t, r, \theta, \varphi)$ coordinate chart). When $a = 0$, (6.6) is simply the Schwarzschild exterior metric.
and

\begin{equation}
V_2 = \partial_r - h(r)V
\end{equation}

are future directed and past directed timelike vector fields respectively. Furthermore, \(V_1 r = V_2 r = 1\), and thus, starting from any point \(p \in M_0\), the flow of \(V_1, V_2\) reaches the asymptotically flat region \(\{ r \gg 1 \}\) in finite time. Thus, any point \(p \in M_0\) communicates with the asymptotically flat region through both future and past directed causal curves.

In the limit \(r \to 2M\), the expression (6.6) for the metric breaks down, however, the spacetime is future incomplete, with incomplete null geodesics approaching \(r = 2M\). It turns out that the spacetime can be smoothly extended to the future “beyond” \(r = 2M\), and this follows immediately after the following change of coordinates: By introducing the new coordinate functions

\begin{align}
t^* &= t + \tilde{t}(r) \\
\varphi^* &= \varphi + \tilde{\varphi}(r),
\end{align}

where

\begin{align}
\frac{d\tilde{t}}{dr} &= \left(1 - \frac{2M}{r}\right)^{-1}, \\
\frac{d\tilde{\varphi}}{dr} &= \left(1 - \frac{2M}{r}\right)^{-1} aMr^{-3},
\end{align}

the expression for \(g^{(1)}_{M,a}\) in the \((t^*, r, \vartheta, \varphi^*)\) coordinate chart on \(M_0\) becomes:

\begin{equation}
g^{(1)}_{M,a} = -\left(1 - \frac{2M}{r} - \frac{a^2 M^2 \sin^2 \vartheta}{r^4}\right)(dt^*)^2 - \frac{2Ma \sin^2 \vartheta}{r} dt^* d\varphi^* + 2dt^* dr + r^2 (d\vartheta^2 + \sin^2 \vartheta (d\varphi^*)^2).
\end{equation}

Thus, \(g^{(1)}_{M,a}\) can be smoothly extended beyond \(r = 2M\). In such a smooth extension \((\tilde{M}_0, \tilde{g}^{(1)}_{M,a})\) of \((M_0, g^{(1)}_{M,a})\), where \(\tilde{M}_0 = \mathbb{R} \times (2M - \delta, +\infty) \times S^2\) for some \(0 < \delta < 2M\), \(M_0\) has a non-empty boundary \(\mathcal{H}^+\), on which \(r\) extends continuously (with \(r|_{\mathcal{H}^+} = 2M\)). It can be readily verified (in the \((t^*, r, \vartheta, \varphi^*)\) coordinate chart) that \(\mathcal{H}^+\) is actually a smooth, null hypersurface, and thus \(g^{(1)}_{M,a}\) extends uniquely (independently of the particular choice of the extension \((\tilde{M}_0, \tilde{g}^{(1)}_{M,a})\)) as a smooth Lorentzian metric on the manifold with boundary

\begin{equation}
\overline{M}_0 = M_0 \cup \mathcal{H}^+
\end{equation}

(on which the \((t^*, r, \vartheta, \varphi^*)\) coordinate chart is smooth). Furthermore, the Killing fields \(T, \Phi\) extend smoothly on \(\mathcal{H}^+\). Notice that \(T\) is spacelike on \(\mathcal{H}^+\) (except on the points \(\vartheta = 0, \pi\) of \(\mathcal{H}^+\), where \(T\) is null).

It can be readily verified that in any such extension \((\tilde{M}_0, \tilde{g}^{(1)}_{M,a})\) of \((M_0, g^{(1)}_{M,a})\), the domain of outer communications of \((\tilde{M}_0, \tilde{g}^{(1)}_{M,a})\) is precisely \((\mathcal{M}_0, g^{(1)}_{M,a})\), and \(\mathcal{H}^+\) is the future event horizon. Furthermore, \(\mathcal{H}^+\) is also a Killing horizon: Introducing the vector field

\begin{equation}
K = T + \frac{a}{8M^2} \Phi,
\end{equation}

we notice that \(K\) is a Killing vector field for \(g^{(1)}_{M,a}\) (as a linear combination of \(T, \Phi\) with constant coefficients), and furthermore \(g^{(1)}_{M,a}(K, K) = 0\) on \(r = 2M\).

\textbf{Remark.} Let us note that the existence of a Killing field parallel to the null generator of \(\mathcal{H}^+\) does not follow in this case by Hawking’s theorem (see [25]), since \((\mathcal{M}_0, g^{(1)}_{M,a})\) does not satisfy the null energy condition (in general, one would expect the null generator of \(\mathcal{H}^+\) to be a \(\vartheta\)-dependent linear combination of \(T, \Phi\)).
Since the vector field $K$ satisfies
\begin{equation}
\tag{6.18}
g_{M,a}^{(1)}(K, K) = -\left(1 - \frac{2M}{r}\right)\left[1 - a^2 \sin^2 \vartheta \left(1 - \frac{2M}{r}\right)^2 (r^2 + 2Mr + 4M^2)^2 \right],
\end{equation}
and thus $\partial_r g_{M,a}^{(1)}(K, K)|_{\mathcal{H}^+} > 0$, in the $(t^*, r, \vartheta, \varphi^*)$ coordinate chart, the Killing horizon $\mathcal{H}^+$ is a non-degenerate horizon with positive surface gravity.

### 6.3 Separation of the wave equation and frequency decomposition on ($\mathcal{M}_0, g_{M,a}^{(1)}$)

The wave operator $\Box_{g_{M,a}^{(1)}}$ on ($\mathcal{M}_0, g_{M,a}^{(1)}$) takes the form:
\begin{equation}
\tag{6.19}
\Box_{g_{M,a}^{(1)}} \psi = \partial_t^2 \psi + 2\partial_t \left(1 - \frac{2M}{r}\right) \partial_t \psi - r^{-1} \partial_r (r^2 \partial_r \psi) + r^{-2} \left(\sin \vartheta \right)^{-1} \partial_\vartheta \left(\sin \vartheta \partial_\vartheta \psi\right) - 2M \partial_r \vartheta \partial_r \psi + \left(\left(1 - \frac{2M}{r}\right)^2 (\sin \vartheta)^{-2} - a^2 M^2 r^{-4}\right) r^{-2} \partial_\vartheta^2 \psi.
\end{equation}

Therefore, the wave equation $\Box_{g_{M,a}^{(1)}} \psi = 0$ separates on ($\mathcal{M}_0, g_{M,a}^{(1)}$), i.e. it admits solutions of the form
\begin{equation}
\tag{6.20}
\psi(t, r, \vartheta, \varphi) = e^{-i\omega t} e^{im\varphi} S_{ml}(\vartheta) \cdot R_{am}(r)
\end{equation}
for $(\omega, m, l) \in \mathbb{C} \times \mathbb{Z} \times \mathbb{Z}_{[m]}$, where $e^{im\varphi} S_{ml}(\vartheta)$ are the usual spherical harmonics on $S^2$, with $\{S_{ml}\}_{(m, l) \in \mathbb{Z} \times \mathbb{Z}_{[m]}}$ being the usual set of eigenfunctions of the Sturm–Liouville problem
\begin{equation}
\tag{6.21}
\begin{cases}
-\sin \vartheta \partial_\vartheta \left(\sin \vartheta \partial_\vartheta \right) S_{ml} + \frac{m^2}{\sin^2 \vartheta} S_{ml} = l(l + 1) S_{ml} \\
S_{ml}(\vartheta) \text{ is bounded at } \vartheta = 0, \pi,
\end{cases}
\end{equation}
and $R_{am}(r)$ satisfies the ordinary differential equation
\begin{equation}
\tag{6.22}
r^{-2} \left(1 - \frac{2M}{r}\right) \frac{d}{dr} \left(r^2 \left(1 - \frac{2M}{r}\right) \frac{dR_{am}(r)}{dr}\right) + \left\{\omega^2 - 2M a r^{-3} \omega m + a^2 M^2 r^{-6} - \left(1 - \frac{2M}{r}\right)^2 r^{-2} (l + 1)\right\} R_{am}(r) = 0.
\end{equation}

Using on $\mathcal{M}_0$ the auxiliary radial function $r_+: (2M, +\infty) \to (-\infty, +\infty)$ defined by
\begin{equation}
\tag{6.23}
\frac{dr_+}{dr} \equiv \left(1 - \frac{2M}{r}\right)^{-1}
\end{equation}
and setting
\begin{equation}
\tag{6.24}
u_{am} = r_+ R_{am},
\end{equation}
equation (6.22) becomes:
\begin{equation}
\tag{6.25}
u_{am}'' + \left(\omega^2 - V_{am}\right) \nu_{am} = 0,
\end{equation}
where $'$ denotes differentiation with respect to $r_+$, and
\begin{equation}
\tag{6.26}
V_{am}(r) = \frac{(1 - \frac{2M}{r})(l + 1) + 2aMr^{-1}\omega m - a^2 M^2 r^{-4} m^2}{r^2} + \left(1 - \frac{2M}{r}\right)^2 \frac{2M}{r^3}.
\end{equation}

Any smooth function $\Psi : \mathcal{M}_0 \to \mathbb{C}$ which is square integrable in the $t$ variable can be uniquely decomposed as
\[\Psi(t, r, \vartheta, \varphi) \equiv \sum_{(m, l) \in \mathbb{Z} \times \mathbb{Z}_{[m]}} \int_{-\infty}^{\infty} e^{-i\omega t} e^{im\varphi} S_{ml}(\vartheta) \Psi_{am}(r) \, d\omega\]
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for some $\Psi_{aml} : (r_*, +\infty) \to \mathbb{C}$. With $\mathcal{M}_0$ defined as in (6.16), if $\psi : \mathcal{M}_0 \to \mathbb{C}$ is a smooth function which is supported on a set of the form \( \{ t \geq t_0 \} \) for some $t_0 \in \mathbb{R}$ and is square integrable in the $t^*$ variable, satisfying

\[
\Box g_{M,a}^{(1)} \psi = F
\]

for some smooth function $F : \mathcal{M}_0 \to \mathbb{C}$ which is square integrable in $t^*$, then $u_{aml}(r) \pm r\Psi_{aml}(r)$ satisfies for all $(m,l) \in \mathbb{Z} \times \mathbb{Z}_{z[m]}$ and almost all $\omega \in \mathbb{R}$:

\[
\begin{align*}
\left\{ \begin{array}{ll}
& u_{aml}'' + \left( \omega^2 - V_{aml} \right) u_{aml} = (r - 2M) \cdot F_{aml} \\
& u_{aml}' - i\omega u_{aml} \to 0 \text{ as } r_* \to +\infty \\
& u_{aml}' + i (\omega - \frac{am}{8M^2}) u_{aml} \to 0 \text{ as } r_* \to -\infty.
\end{array} \right.
\end{align*}
\]

The derivation of this ordinary differential equation for the Fourier transform of $\psi$ follows in exactly the same way as for subextremal Kerr spacetimes (see [15] for more details). The last boundary condition of (6.28) is derived from the fact that $\psi$ is smooth on $\mathcal{H}^+$, and $\partial_r$ extends smoothly on $\mathcal{H}^+$ as $\partial_r|_{\mathcal{H}^+} = K|_{\mathcal{H}^+}$.

Let us also remark that for any smooth $V : (2M, +\infty) \to \mathbb{C}$ of compact support, equation

\[
\Box g_{M,a}^{(1)} \psi - V(r) \psi = F
\]

(with $\psi, F$ having the same asymptotic behaviour as before) also separates, leading to the following variant of (6.28) for $u_{aml}(r) \pm r\Psi_{aml}(r)$ for all $(m,l) \in \mathbb{Z} \times \mathbb{Z}_{z[m]}$ and almost all $\omega \in \mathbb{R}$:

\[
\begin{align*}
\left\{ \begin{array}{ll}
& u_{aml}'' + \left( \omega^2 - V_{aml} - \left(1 - \frac{2M}{r}\right) \cdot V \right) u_{aml} = (r - 2M) \cdot F_{aml} \\
& u_{aml}' - i\omega u_{aml} \to 0 \text{ as } r_* \to +\infty \\
& u_{aml}' + i (\omega - \frac{am}{8M^2}) u_{aml} \to 0 \text{ as } r_* \to -\infty.
\end{array} \right.
\end{align*}
\]

The superradiant frequency regime of $(\mathcal{M}_0, g_{M,a}^{(1)})$, defined as for the Kerr exterior spacetime $(\mathcal{M}_{M,a}, g_{M,a})$ (see Section 3.4), consists of those frequency triads $(\omega, m, l) \in \mathbb{R} \times \mathbb{Z} \times \mathbb{Z}_{z[m]}$ for which the limits

\[
\mathcal{F}_a[u_{aml}] = \lim_{r_+ \to +\infty} \pm \text{Im}(\omega u_{aml}^{-1} \cdot u_{aml}')
\]

for any non-zero function $u_{aml}$ satisfying (6.28) have opposite sign. In view of the boundary conditions of (6.28), it readily follows that the superradiant frequency regime has the following form

\[
\mathcal{A}^{(a,M)}_{sup} = \left\{ (\omega, m, l) \in \mathbb{R} \times \mathbb{Z} \times \mathbb{Z}_{z[m]} \mid \omega \left( \omega - \frac{am}{8M^2} \right) < 0 \right\}
\]

The metric $g_{M,a}^{(1)}$ on $\mathcal{M}_0$ approaches the Schwarzschild exterior metric $g_{M,0}$ smoothly as $a \to 0$. Based on this fact, the following lemma can be readily inferred (the proof of which will be omitted):

**Lemma 6.1.** There exists some (large) $C_0 > 1$ such that the following statement holds: For any $\delta_0 > 0$, there exists some $0 < a_0 \ll M$, such that for any $0 < a < a_0$ the potential $V_{aml}$ has the following properties:

1. For any $(\omega, m, l) \in \mathbb{R} \times \mathbb{Z} \times \mathbb{Z}_{z[m]}$, we have

\[
|V_{aml}(r) - V_{ml}^{(Sch)}(r)| \leq \delta_0 r^{-2} \left( \omega^2 + r^2 m^2 \right),
\]

where $V_{ml}^{(Sch)}$ is the corresponding potential for the Schwarzschild metric $g_{M,0}$:

\[
V_{ml}^{(Sch)}(r) = \frac{(1 - \frac{2M}{r})(l+1)}{r^2} + \frac{(1 - \frac{2M}{r})}{r^3} \cdot 2M.
\]

2. For any $(\omega, m, l) \in \mathbb{R} \times \mathbb{Z} \times \mathbb{Z}_{z[m]} \setminus \{0\}$ such that $l \geq \max\{ C_0^{-1} |\omega|, C_0 \}$, there exists some $r_{aml} \in (3M - \delta_0, 3M + \delta_0)$ such that $\frac{dV_{aml}}{dr}$ has only a simple root at $r = r_{aml}$, and moreover

\[
\left( 1 - \frac{r}{r_{aml}} \right) \cdot \frac{dV_{aml}}{dr} \geq C_0^{-1} (l^2 + \omega^2) r^{-3}
\]
6.4 An integrated local energy decay estimate for \((M_0, g_{M,a}^{(1)})\) in the case \(a \ll M\)

Using Lemma 6.1, we will establish the following integrated local energy decay estimate in the case \(a \ll M\), along the lines of the corresponding proof in the case of a very slowly rotating Kerr spacetimes in [14]:

**Proposition 6.2.** With the notation as in Section 6.2, there exists a (small) \(a_0, \delta_0 > 0\) and (large) \(C > 0, R_0 > 2M\), such that for any \(0 < a < a_0\) and any smooth solution \(\psi\) of (6.27) on \(\mathcal{M}_0\) supported on a set of the form \(\{t \geq t_0\}\) for some \(t_0 \in \mathbb{R}\) with the property that \(\psi, F\) are square integrable in the \(t^*\) variable, the following integrated local energy decay estimates hold:

\[
\int_{\mathcal{M}_0} \left( (1 - \frac{2M}{r}) r^{-2} |\partial_r \psi|^2 + \chi_{r \leq 3M}(r) \cdot r^{-2} J^N_{\mu}(\psi) N^\mu + r^{-4} |\psi|^2 \right) \leq C \cdot Z[F, \psi; R_0],
\]

\[(6.40)\]

\[
\int_{\mathcal{M}_0} \left( r^{-2} J^N_{\mu}(\psi) N^\mu + r^{-4} |\psi|^2 \right) \leq C \cdot \left( Z[F, \psi; R_0] + Z[T F, T \psi; R_0] \right),
\]

where

\[(6.37)\]

\[
Z[F, \psi; R_0] \equiv \int_{\{r < R_0\}} |F|^2 + \int_{\{r \geq R_0\}} F \cdot \left( r^{-1} + O(r^{-2}) \right) \partial_r (r \bar{\psi}) + \int_{\{r \geq R_0\}} F \cdot O(r^{-2}) \bar{\psi} + \int_{\mathcal{M}_0} F \cdot T \bar{\psi},
\]

\[(6.38)\]

\(N\) is a \(T\)-invariant timelike vector field on \(\mathcal{M}_0\) such that \(N \equiv T\) in the region \(\{r \gg 1\}\), and the cut-off function \(\chi_{r \leq 3M} : (2M, +\infty) \to [0, 1]\) vanishes in \([3M - \delta_0, 3M + \delta_0]\) and is identically 1 on \((2M, 3M - \delta_0) \cup [3M + 2\delta_0, +\infty)\).

**Remark.** Note that for \(a \ll M\), the uniform energy boundedness results of [13] apply on \((\mathcal{M}_0, g_{M,a}^{(1)})\).

**Proof.** Let us assume first that the following estimates hold for the frequency separated equation (6.28) for any \((\omega, m, l) \in \mathbb{R} \times \mathbb{Z} \times \mathbb{Z}_{\geq |l|}\), any \(R_1^* \gg 1\) and any \(\varepsilon_1 > 0\) sufficiently small:

\[
\int_{-R_1^*}^{R_1^*} r^{-2} |u_{\omega m l}|^2 + r^{-2} (\omega^2 + l^2 + r^2) |u_{\omega m l}|^2 \, dr_\ast \leq \]

\[
\leq C R_1^* \delta_0 m^2 |u_{\omega m l}(\infty)|^2 + C \int_{R_1^*}^{\varepsilon_1 R_1^*} (\varepsilon_1 r^{-2} + r^{-3}) \omega^2 |u_{\omega m l}|^2 +
\]

\[
+ C R_1^* \int_{-\infty}^{+\infty} Re \left\{ (r - 2M) F_{\omega m l} \cdot \left( f_{\omega m l} \tilde{u}_{\omega m l} + (r^{-1} h_{\omega m l} + i \omega) \tilde{u}_{\omega m l} \right) \right\} \, dr_\ast,
\]

for \(|\omega| \gg l\) or \(|\omega| \ll l\), and

\[
\int_{-R_1^*}^{R_1^*} r^{-2} |u_{\omega m l}|^2 + r^{-2} \left\{ (1 - \frac{r_{\omega m l}}{r})^2 (\omega^2 + l^2) + r^{-2} \right\} |u_{\omega m l}|^2 \, dr_\ast \leq \]

\[
\leq C R_1^* \delta_0 m^2 |u_{\omega m l}(\infty)|^2 + C \int_{R_1^*}^{\varepsilon_1 R_1^*} (\varepsilon_1 r^{-2} + r^{-3}) \omega^2 |u_{\omega m l}|^2 +
\]

\[
+ C R_1^* \int_{-\infty}^{+\infty} Re \left\{ (r - 2M) F_{\omega m l} \cdot \left( f_{\omega m l} \tilde{u}_{\omega m l} + (r^{-1} h_{\omega m l} + i \omega) \tilde{u}_{\omega m l} \right) \right\} \, dr_\ast,
\]

for \(|\omega| \sim l\), where the functions \(f_{\omega m l}, h_{\omega m l}\) depend on the precise choice of \(\omega, m, l, R_1^*, \varepsilon_1\), and are bounded independently of \(\omega, m, l\).

**Remark.** Notice that the constants in front of the second terms of the right hand sides of (6.39), (6.40) are independent of \(R_1^*\).

Then, combining (6.39) and (6.40) with the red shift type estimates of Section 7 of [14] (see also [11]) associated to the \(K\) vector field of \(\mathcal{M}_0\) and the general \(\partial_r\)-Morawetz type inequalities of [33] for the region \(\{r \geq R_0\}\), one obtains both the integrated local energy decay estimates (6.36) and (6.37) (see e.g. [11] [14]).
We will now proceed to establish (6.39) and (6.40) for all \((\omega, m, l) \in \mathbb{R} \times \mathbb{Z} \times \mathbb{Z}_{\leq |l|}\). We will first deal with the very low frequency regime \(|\omega| \ll 1\). Fixing a small \(\varepsilon_0 > 0\) (depending only on the geometry of the family \((M_0, g_{M_0}^{(1)})\) for \(a > 0\)), inequalities (6.36) and (6.37) for solutions \(\psi\) to (6.27) with frequency support contained in \(\{|\omega| \leq \varepsilon_0\}\) follow readily by repeating the proof of Proposition 6.1 of [32] for equation (6.27). Thus, it remains to obtain (6.39) and (6.40) in the case \(|\omega| \geq \varepsilon_0\).

In the case \(|\omega| \gg l\) or \(\varepsilon_0 \leq |\omega| \ll l\), provided \(a_0\) is sufficiently small, in view of (6.33) (and the boundary conditions of (6.28) for \(u_{am\ell}\) at \(r_* = \pm \infty\)), it follows immediately from the corresponding frequency separated estimates in [11] for Schwarzschild and very slowly rotating Kerr spacetimes that

\[
\int_{-R_1^*}^{R_1^*} (r^{-2}|u_{am\ell}'|^2 + r^{-2}(\omega^2 + l^2 + r^2)|u_{am\ell}|^2) \, dr_* \leq C R_1^* \{(\omega^2 + \delta_0 m^2)|u_{am\ell}(-\infty)|^2 - \omega^2 |u_{am\ell}(+\infty)|^2\} + C R_1^* \int_{-\infty}^{+\infty} Re\{(r - 2M) F_{am\ell} \cdot (f_{am\ell} u_{am\ell} + r^{-1} h_{am\ell} u_{am\ell})\} \, dr_* + C \int_{R_1^*}^{\varepsilon_1 R_1^*} \left(\varepsilon_1 r^{-2} + r^3\right) \omega^2 |u_{am\ell}|^2,
\]

for suitable functions \(f_{am\ell}, h_{am\ell}\) with the properties described above. Therefore, inequality (6.39) follows from (6.41), in view of the the microlocal \(T\)-energy identity

\[
\omega^2 |u_{am\ell}(+\infty)|^2 - \omega(\omega - \frac{am}{8M^2}) |u_{am\ell}(-\infty)|^2 = \int_{-\infty}^{+\infty} Im \{(r - 2M) F_{am\ell} \cdot \omega \bar{u}_{am\ell}\} \, dr_*,
\]

where

\[
|u_{am\ell}(\pm \infty)|^2 \leq \lim_{r_* \to \pm \infty} |u_{am\ell}(r_*)|^2.
\]

Finally, in the frequency regime \(|\omega| \sim l\) (where trapping takes place), inequality (6.40) follows in a similar way as for the very slowly rotating Kerr spacetimes in Section 5 of [14]. Let us introduce a smooth function \(f_{am\ell} : \mathbb{R} \to [-1, 1]\) such that \(f_{am\ell}(r_*) : (2M, +\infty) \to [-1, 1]\) extends smoothly up to \(r = 2M\), satisfying the following properties:

1. \(f_{am\ell}' \geq 0\) and \(f_{am\ell}' \geq c R_1^* > 0\) on \([-R_1^*, R_1^*]\).
2. \(f_{am\ell} < 0\) for \(r < r_{am\ell}\) and \(f_{am\ell} > 0\) for \(r > r_{am\ell}\).
3. \(-f_{am\ell} V_{am\ell}' - \frac{1}{2} f_{am\ell}'' \geq 0\) and \(-f_{am\ell} V' - \frac{1}{2} f_{am\ell}'' \geq c R_1^* > 0\) on \([-R_1^*, R_1^*]\).
4. \(f_{am\ell}\) is independent of \((\omega, m, l)\) for \(r_* \geq r_*(R_0)\).

Such a function clearly exists, in view of the property (6.35) of \(V_{am\ell}\) (see also the related construction in [15]). After multiplying (6.28) with \(2f_{am\ell} u' + f_{am\ell}'' \bar{u}\) and integrating by parts (using also the boundary conditions of (6.28) for \(u_{am\ell}\) at \(r_* = \pm \infty\)), we obtain:

\[
\int_{-\infty}^{+\infty} \left(2 f_{am\ell}' |u'|^2 - (f_{am\ell}' V_{am\ell}' + f_{am\ell}'' |u|^2)\right) \, dr_* \leq -\int_{-\infty}^{+\infty} Re\{(r - 2M) F \cdot (2f_{am\ell} u' + f_{am\ell}'' \bar{u})\} \, dr_* + 2 f_{am\ell} \cdot \left(\omega - \frac{am}{8M^2}\right)^2 |u_{am\ell}(-\infty)|^2 - \omega^2 |u_{am\ell}(+\infty)|^2\right).
\]

Thus, from (6.42), (6.44) and the properties of \(f_{am\ell}\), we obtain (6.40) in the case \(|\omega| \sim l\). Therefore, the proof of Proposition 6.2 is complete. \(\Box\)
Remark. Notice that, while the integrated local energy decay estimates of Proposition 6.2 were established for solutions \( \psi \) of (6.27) on \( \mathcal{M}_0 \) which are square integrable in \( t^* \), Proposition 6.2 was used as a black box (combined with the fact that the uniform energy boundedness results of [13] hold on \( (\mathcal{M}_0, g_{M,a}^{(1)}) \)), also implies that an estimate of the form (7.4) (with \( k = 1 \)) holds for solutions \( \psi \) of (6.27) which are not necessarily square integrable in \( t^* \) (arguing as in the proof of Proposition 7.2 see Section B of the Appendix). In particular, equation (6.27) for \( F = 0 \) on \( (\mathcal{M}_0, g_{M,a}^{(1)}) \) (for a sufficiently small) does not admit real outgoing mode solutions

Furthermore, fixing \( t: \mathcal{M}_0 \to \mathbb{R} \) to be a smooth function satisfying \( T(t) = 1 \), with level sets which are spacelike hyperboloids terminating at \( \mathcal{I}^+ \) and intersecting \( \mathcal{H}^+ \), the results of [33] imply (in view of (6.37)) that smooth solutions \( \psi \) of the wave equation on \( (\mathcal{M}_0, g_{M,a}^{(1)}) \) (for a sufficiently small) with suitably decaying initial data on a Cauchy hypersurface of \( \mathcal{M}_0 \) decay at a \( t^{-\frac{3}{2}} \) rate.

6.5 The deformed metric \( g_{M,a}^{(h,R_0)} \)

For any \( M > 0 \), \( a > 0 \), any positive constant \( R_* > 2M \) and any smooth function \( h: (2M, +\infty) \to [1, +\infty) \) \( \) such that \( h \equiv 1 \) for \( r \leq R_* \) and \( h = O(1) \) as \( r \to +\infty \), we introduce the following metric on \( \mathcal{M}_0 \):

(6.45) \[
\begin{align*}
g_{M,a}^{(h,R_0)}(r,t) = & -\left(1 - \frac{2M}{r} - a^2 M^2 \sin^2 \theta \right) dt^2 - 2M a \cdot h(r) \sin \theta \frac{dr}{r} - \left(1 - \frac{2M}{r} \right)^{-1} dr^2 + \frac{h(r)}{2} \left(\theta^2 + \sin^2 \theta d\varphi^2\right).
\end{align*}
\]

Since \( h \equiv 1 \) on \( \{ r \leq R_* \} \), we have \( g_{M,a}^{(1)} = g_{M,a}^{(h,R_0)} \) on \( \{ 2M < r < R_* \} \), and thus \( g_{M,a}^{(h,R_0)} \) also extends as a smooth metric on \( \mathcal{M}_0 \).

Notice that

(6.46) \[
g_{M,a}^{(1)}(T,T) = g_{M,a}^{(h,R_0)}(T,T)
\]
everywhere on \( \mathcal{M}_0 \), and thus \( (\mathcal{M}_0, g_{M,a}^{(h,R_0)}) \) has the same ergoregion as \( (\mathcal{M}_0, g_{M,a}^{(1)}) \).

The wave operator associated to \( g_{M,a}^{(h,R_0)} \) takes the form:

(6.47) \[
\square g_{M,a}^{(h,R_0)} \psi = -h^{-2} \partial_r \left( h^2 \partial_r \right) \psi + r^{-2} h^{-2} \sin \theta \partial_\theta \left( \sin \theta \partial_\theta \psi \right) + \frac{-\partial_t^2 \psi - 2Mar^{-2} \partial_r \psi + \left(1 - \frac{2M}{r} \right)^{-2} \partial_r^2 \psi}{1 - \frac{2M}{r}}.
\]

Therefore, the wave equation

(6.48) \[
\square g_{M,a}^{(h,R_0)} \psi = 0
\]
separates (as in the case of \( g_{M,a}^{(1)} \)): For any \( (\omega, m, l) \in \mathbb{C} \times \mathbb{Z} \times \mathbb{Z}_{\geq |m|} \), (6.48) admits solutions of the form (6.20), with \( S_{ml}(\theta) \) satisfying (6.21), and \( R_{am\ell}(r) \) satisfying the following ordinary differential equation (compare with (6.25)):

(6.49) \[
u_{am\ell}^\prime + \left( \omega^2 - V_{am\ell,h}^{(h)} \right) u_{am\ell} = 0,
\]

where \( \prime \) denotes differentiation with respect to the \( r_* \) variable (defined by (6.23)), \( u_{am\ell} \) is defined in terms of \( R_{am\ell} \) as

(6.50) \[
u_{am\ell}(r) \equiv h(r) \cdot r R_{am\ell}(r)
\]
and \( V_{am\ell,h}^{(h)} \) is defined as:

(6.51) \[
V_{am\ell,h}^{(h)}(r) \equiv V_{am\ell}(r) + \frac{h''(r)}{h(r)} + 2 \left( 1 - \frac{2M}{r} \right) \frac{h'(r)}{r \cdot h(r)}.
\]
and
\[
V_{\omega ml}(r) = \left(1 - \frac{2M}{r}\right)(h(r))^{-2}(1 + 2aMr^{-1}(h(r))^{-1}\omega m - a^2M^2r^{-4}(h(r))^{-2}m^2 + \left(1 - \frac{2M}{r}\right)\frac{2M}{r^3}.
\]

Similarly, the inhomogeneous wave equation
\[
\square_{\gamma_\omega(r)} \varphi = F
\]
separates as:
\[
u''_{\omega ml} + (\omega^2 - V_{\omega ml}(h))u_{\omega ml} = h \cdot (r - 2M)F_{\omega ml}
\]

In addition to equation (6.49), in the next sections we will also study the behaviour of solutions to the following simplified version of (6.49):
\[
u''_{\omega ml} + (\omega^2 - V_{\omega ml}(h))u_{\omega ml} = 0.
\]

6.6 A generalisation of Theorem 1

Let us fix a large parameter \(R_\infty \gg 1\), and let us introduce the following class of real functions:
\[
\mathcal{B}_{R_\infty} = \{h: \mathbb{R} \rightarrow [1, +\infty) \text{ continuous, such that } h \equiv 1 \text{ on } (-\infty, R_\infty]\}.
\]

In this Section, we will study for any \((\omega, m, l) \in (\mathbb{C}\{0\}) \times \mathbb{Z} \times \mathbb{Z}_{\geq 0}\) with \(Im(\omega) \geq 0\) and any function \(h \in \mathcal{B}_{R_\infty}\) the ordinary differential equation (6.55). Recall that the two variables \(r_*, r\) (which will both be used as arguments for the functions considered in this section) are related by (6.23). We will also set \(\omega = \omega_R + i\omega_I\).

Let us define \(u_{in f}^{(h)}, u_{hor}^{(h)}: \mathbb{R} \rightarrow \mathbb{C}\) to be the unique solutions of (6.55) satisfying the following asymptotic boundary conditions at \(r_* = \pm \infty\) respectively:
\[
\lim_{r_* \rightarrow +\infty} (e^{r_* - r_{in f}}u_{in f}^{(h)}(r_*)) = u_{in f}(+\infty)
\]
\[
\lim_{r_* \rightarrow -\infty} (e^{r_* - r_{hor}}u_{hor}^{(h)}(r_*)) = u_{hor}(-\infty)
\]

for some \(u_{in f}(+\infty), u_{hor}(-\infty) \in \mathbb{C}\{0\}\) (fixed independently of the particular choice of the function \(h\)). Then, the classical theory of ordinary differential equations (see e.g. Chapter 3, Section 3, and Chapter 4, Section 1, of [7]) yields the following stability result for equation (6.55) for any two functions \(h_1, h_2 \in \mathcal{B}_{R_\infty}\) (using also the fact that \(h \geq 1\) for any \(h \in \mathcal{B}_{R_\infty}\)):
\[
e^{\omega_I|r_*|(u_{hor}^{(h_1)} - u_{hor}^{(h_2)}) + (u_{in f}^{(h_1)})' - (u_{in f}^{(h_2)})'(r_*)}\leq C_{\omega ml}\|u_{hor}(-\infty)\| \int_{R_\infty}^{\max\{r_*, R_\infty\}} |V_{\omega ml}(r(x)) - V_{\omega ml}(r(x))| dx,
\]
\[
e^{\omega_I|r_*|(u_{in f}^{(h_1)} - u_{in f}^{(h_2)}) + (u_{in f}^{(h_1)})' - (u_{in f}^{(h_2)})'(r_*)}\leq C_{\omega ml}\|u_{in f}(+\infty)\| \int_{R_\infty}^{\max\{r_*, R_\infty\}} |V_{\omega ml}(r(x)) - V_{\omega ml}(r(x))| dx,
\]
\[
C_{\omega ml}^{-1} \min\{|u_{hor}(-\infty)|, |u_{in f}(+\infty)|\} \leq e^{\omega_I|r_*|(u_{hor}^{(h_1)} + (u_{hor}^{(h_1)})' + (u_{in f}^{(h_1)})' + (u_{in f}^{(h_1)})') \leq C_{\omega ml}\|u_{hor}(-\infty)\| + |u_{in f}(+\infty)|
\]

By repeating the proof of Theorem 1 for equation (6.55) in place of (3.8), and with the boundary conditions (6.57) and (6.58) in place of (4.74) and (4.75), and using Lemma 4.4 in place of 4.3, we readily deduce the following result (the details of the proof are exactly the same and hence will be omitted):
Lemma 6.2. For any function \( h \in B_{R_\infty} \) and any frequency triad \((\omega_R, m, l) \in \mathcal{S}^{(a, M)}_{\text{up}}\), there exist constants \( C_{\omega_R m l, h}, C_{\omega_R m l}^{(0)} \gg 1 \) such that for any \( r_0 \geq C_{\omega_R m l, h} \) and any \( 0 \leq \omega_I \ll 1 \) sufficiently small in terms of \( \omega_R, m, l, r_0 \) and \( R_\infty \), there exists a function \( V^{(h, r_\infty)} : \mathbb{R} \to [0, 2\omega_I^2] \) supported in \([r_0, r_0 + C_{\omega_R m l, h}^{(0)}]\) so that equation

\[
(u^{(h)})'' + \left((\omega_R + i\omega_I)^2 - V^{(h)}_{(\omega_R + i\omega_I)ml}\right)u^{(h)} = 0
\]

admits a non-zero solution \( u^{(h)} \) for which the limits \( \lim_{r_* \to +\infty} (e^{-i(\omega_R + i\omega_I)r_*}u^{(h)}(r_*)) \) and \( \lim_{r_* \to -\infty} (e^{i(\omega_R + i\omega_I)r_*}) \) exist in \( \mathcal{C}\{0\} \).

Furthermore, for any \( h_1, h_2 \in B_{R_\infty} \) and \( \omega_I \) as above, we can bound (provided \( R_\infty \) has been fixed sufficiently large in terms of \( \omega_R, m, l \)):

\[
\int_{r_0}^{r_0 + C_{\omega_R m l}^{(0)}} |V^{(h_1, r_\infty)}(r_*) - V^{(h_2, r_\infty)}(r_*)| \, dr_* \leq C_{\omega_R m l} \int_{R_\infty}^{+\infty} \left| V^{(h_1)}_{\omega_R m l}(r(r_*)) - V^{(h_2)}_{\omega_R m l}(r(r_*)) \right| \, dr_*.
\]

Remark. The estimate (6.63) follows from the estimate (4.66) (for the family \( u^{(s)} \) \( s \leq u^{(h_1) + (1-s)h_2} \)) of Lemma 4.4 in view also of the bounds (6.59)–(6.61).

By inspecting the proof of Theorem 1 we readily infer, in view of the estimates (6.59) and (6.60) (as well as the fact that \( h \geq 1 \) for any \( h \in B_{R_\infty} \)), that the constants \( C_{\omega_R m l, h}, C_{\omega_R m l}^{(0)} \) in the statement of Lemma 6.2 can be chosen independently of \( h \in B_{R_\infty} \) (we will thus use the notation \( C_{\omega_R m l, h}, C_{\omega_R m l}^{(0)} \) from now on).

Finally, let us also note that \( V^{(1, r_\infty)} \) is not identically 0 (since that would imply that the wave equation on the spacetime \((M_0, g_0)\) admits an outgoing real or exponentially growing mode solution, violating the statement of Proposition 6.2). In particular, the proof of Theorem 1 yields the following lower bound for \( V^{(1, r_\infty)} \) (uniform in \( r_0, \omega_I \)) holds:

\[
\int_{r_0}^{r_0 + C_{\omega_R m l}^{(0)}} V^{(1, r_\infty)}(r_*) \, dr_* \geq C_{\omega_R m l} > 0.
\]

Moreover, since any \( h \in B_{R_\infty} \) satisfies \( h \geq 1 \), from (6.52) we deduce that

\[
\lim_{R_\infty \to +\infty} \sup_{R_\infty} \int_{R_\infty}^{+\infty} \left| V^{(h)}_{(\omega_R + i\omega_I)ml}(r(r_*)) \right| \, dr_* = 0
\]

uniformly in \( h \in B_{R_\infty} \) (for fixed \( \omega_R, m, l \) and any \( \omega_I \) sufficiently small in terms of \( \omega_R, m, l \)). Thus, (6.63), (6.64) and (6.65) imply that, provided \( R_\infty \) is sufficiently large in terms of \( \omega_R, m, l \), there exists some \( c_{\omega_R m l} > 0 \) depending only on \( \omega_R, m, l, r_0 \) and \( R_\infty \) such that for any \( h \in B_{R_\infty} \), any \( r_0 > C_{\omega_R m l} \) and any \( \omega_I \) is sufficiently small in terms of \( \omega_R, m, l, r_0 \) and \( R_\infty \):

\[
\int_{r_0}^{r_0 + C_{\omega_R m l}^{(0)}} V^{(h, r_\infty)}(r_*) \, dr_* \geq \int_{r_0}^{r_0 + C_{\omega_R m l}^{(0)}} V^{(1, r_\infty)}(r_*) \, dr_* - C_{\omega_R m l} \int_{R_\infty}^{+\infty} \left( V^{(h)}_{(\omega_R + i\omega_I)ml}(r(r_*)) + V^{(1)}_{(\omega_R + i\omega_I)ml}(r(r_*)) \right) \, dr_* > c_{\omega_R m l} > 0.
\]

6.7 Proof of Theorem 3 and Proposition 6.1

We will now proceed to establish Theorem 3 and Proposition 6.1. In view of (6.45), (6.47), (6.49) and the corresponding properties of the spacetimes \((M_0, g^{(1)}_{M, a})\), we immediately obtain the following properties of \((M_0, g^{(h, R_2)}_{M, a})\) for any \( M > 0, a > 0 \) and \( R > 1 \):

1. In the \((t, r, \vartheta, \varphi)\) coordinate chart on \( M_0 \), the vector fields \( T = \partial_t \) and \( \Phi = \partial_\varphi \) are Killing vector fields for \( g^{(h, R_2)}_{M, a} \).
2. The spacetime \(( \mathcal{M}_0, g_{M,a}^{(h,R_s)})\) is asymptotically conic.

3. The metric \(g_{M,a}^{(h,R_s)}\) can be smoothly extended up to \(\mathcal{H} = \{ r = 2M \}\) in the “Schwarzschild star” coordinate chart on \(\mathcal{M}_0\). In this extension, \(\mathcal{H}\) is the event horizon associated to the asymptotically conic end of \(( \mathcal{M}_0, g_{M,a}^{(h,R_s)})\). Furthermore, \(\mathcal{H}\) is a Killing horizon with positive surface gravity.

4. For any \(\varepsilon > 0\), \(k \in \mathbb{N}\), there exists an \(a_0 > 0\) so that if \(a \leq a_0\), the metrics \(g_{M,a}^{(h,R_s)}\) and \(g_{M,a}\) are \(\varepsilon\)-close in the \(C^k\) norm defined with respect to the “Schwarzschild star” coordinate chart on the closed subset \(\{2M \leq r \leq R_0\}\) of \(\mathcal{M}_0 \cup \mathcal{H}^+\). The ergoregion of \((\mathcal{M}_0, g_{M,a}^{(h)})\) is non-empty, contained in the set \(\{ r \leq 2M + \varepsilon \}\), and

\[
\sup_{\mathcal{M}_{M,0}} g_{M,a}^{(h)}(T,T) < \varepsilon.
\]

5. The wave equation \((6.68)\) completely separates in the \((t, r, \vartheta, \phi)\) coordinate chart. Furthermore, given \((\omega_R, m, l) \in \mathcal{Q}_{sup}^{(a,M)}\), provided \(R_s\) is sufficiently large in terms of \(\omega_R, m, l, a, M\), and, additionally, \(\omega_I\) is sufficiently small in terms of \(\omega_R, m_0, l_0, a, M, R_s\) and \(a \ll M\), the function \(h\) can be chosen appropriately so that the following properties also hold on \((\mathcal{M}_0, g_{M,a}^{(h,R_s)})\) (thus completing the proof of Theorem 3 and Proposition 6.1):

6. The wave equation \((6.48)\) admits an outgoing mode solution with frequency parameter \(\omega_R + \iota \omega_I\).

7. The trapped set of \((\mathcal{M}_0, g_{M,a}^{(h)})\) is normally hyperbolic. Furthermore, any solution \(\psi\) to the inhomogeneous wave equation \((6.53)\) on \((\mathcal{M}_0, g_{M,a}^{(h)})\) which is smooth up to \(\mathcal{H}^+\) satisfies, for any \(\tau_1 \leq \tau_2\), the estimates \((6.4)\) and \((6.5)\).

The statements \([6]\) and \([7]\) above follow directly as corollaries of Propositions \([6.3]\) and \([6.4]\) respectively:

**Proposition 6.3.** For any \(a > 0\), \(M > 0\) and any superradiant frequency triad \((\omega_R, m, l) \in \mathcal{Q}_{sup}^{(a,M)}\), there exists an \(R_s > 2M\) large in terms of \(\omega_R, m, l, a, M\), so that for any \(0 \leq \omega_I \ll 1\) small in terms of \(\omega_R, m, l, R_s\), there exists a smooth and increasing function \(h: \mathbb{R} \to [1, +\infty)\) satisfying \(h \equiv 1\) on \((-\infty, R_s]\) and \(h(r_s) = C_1 + O(r_s^{r_1})\) as \(r_s \to +\infty\), for which the wave equation \((6.48)\) on \((\mathcal{M}_0, g_{M,a}^{(h,R_s)})\) admits an outgoing mode solution with frequency parameter \(\omega_R + \iota \omega_I\).

**Proof.** In view of Lemma 6.2 and the form \((6.51)\) of the potential for \(g_{M,a}^{(h,R_s)}\), in order to construct the function \(h\) so that \((6.48)\) has a mode solution with frequency parameter \(\omega_R + \iota \omega_I\), it suffices to solve the following initial value problem on \(\mathbb{R}\):

\[
\begin{cases}
  h''(r_s) + 2r^{-1}(1 - \frac{2M}{r})h'(r_s) = V^{(h,R_s)}(r_s) \cdot h(r_s), \\
  h(R_s) = 1, \quad h'(R_s) = 0,
\end{cases}
\]

where \(V^{(h,R_s)}: \mathbb{R} \to [0, 2\omega_R^2]\) is the function provided by Lemma 6.2 for \(R_s\) in place of \(r_0\).

**Remark.** Notice that the relation \((6.68)\) is not an ordinary differential equation, since \(V^{(h,R_s)}\) is a non-local (and non-linear) operator acting on the function \(h\). Notice also that, since \(V^{(h,R_s)}\) is supported in \(\{r_s \geq R_s\}\), a solution \(h\) to \((6.68)\) (if it exists) will be identically equal to 1 on \((-\infty, R_s]\).

We will solve \((6.68)\) using a Picard-type iteration scheme, assuming \(R_s\) has been fixed sufficiently large. Let \(h_n: \mathbb{R} \to \mathbb{R}, n \in \mathbb{N}\) be defined by the recursive relation

\[
\begin{cases}
  h_n''(r_s) + 2r^{-1}(1 - \frac{2M}{r})h_n'(r_s) - V^{(h_{n-1},R_s)}(r_s) \cdot h_n(r_s) = 0, \\
  h_n|_{r = R_s} = 1, \quad h_n'|_{r = R_s} = 0,
\end{cases}
\]
with \( h_0 \equiv 1 \). In view of (6.23), equation (6.69) can be rewritten as

\[
(6.70) \quad \begin{cases} 
   r^{-2}(r^2 h'_n) = V^{(h_{n-1}, R_+)} h_n, \\
   h_n|_{r=R_-} = 1, \ h'_n|_{r=R_-} = 0. 
\end{cases}
\]

In order for (6.70) to be well defined, we first need to establish that for all \( n \in \mathbb{N} \), \( h_n \) is a smooth function belonging to the class \( B_{R_-} \), i.e. (6.56). To this end, it suffices to show that \( h_n(r_*) \geq 1 \) for all \( r_* \geq R_+ \). This follows readily by induction: Assuming that \( h_{n-1} \) is smooth and belongs to the class \( B_{R_-} \) (this statement is true for \( h_0 \)), the function \( V^{(h_{n-1}, R_+)} \) is well defined by Lemma 6.2, and thus a unique smooth solution \( h_n : \mathbb{R} \to \mathbb{R} \) of the (inhomogeneous) linear ordinary differential equation (6.70) exists. Since \( V^{(h_{n-1}, R_+)} \geq 0 \), integrating (6.70) yields

\[
(6.71) \quad h'_n \geq 0,
\]

and hence \( h_n(r_*) \geq h_n(R_+) = 1 \) for all \( r_* \geq R_+ \). Since \( V^{(h_{n-1}, R_+)} \) is supported in \([R_+, +\infty)\), \( h_n \) is identically 1 on \((-\infty, R_-]\), in view of the conditions \( h_n|_{r=R_-} = 1, \ h'_n|_{r=R_-} = 0 \), and thus \( h_n \in B_{R_-} \).

By integrating equation (6.70), we obtain the following implicit formula for \( h_n \) for any \( r_* \geq R_+ \):

\[
(6.72) \quad h_n(r_*) = 1 + \int_{R_-}^{r_*} \left( \frac{1}{r^2(\varphi)} \right) \left( \int_{R_-}^{\varphi} r^2(\sigma)V^{(h_{n-1}, R_+)}(\sigma) h_n(\sigma) \ d\sigma \right) d\varphi = 1 + \int_{R_-}^{r_*} r^2(\sigma) \left( \int_{\sigma}^{r_*} r^{-2}(\varphi) d\varphi \right) V^{(h_{n-1}, R_+)}(\sigma) h_n(\sigma) d\sigma.
\]

Let us set

\[
(6.73) \quad R^{(1)}_+ = R_+ + C^{(0)}_{\omega R ml},
\]

where \( C^{(0)}_{\omega R ml} \) is the constant in the statement of Lemma 6.2 for \( h \equiv 1 \) (see the remarks below Lemma 6.2). Since \( V^{(h_{n-1}, R_+)} \) is supported in the interval \([R_+, R^{(1)}_+]\) and \( 0 \leq V^{(h_{n-1}, R_+)} \leq 2\omega R \), an application of Grönwall’s inequality on (6.72) readily yields that there exists some \( C^{(1)}_{\omega R ml} \) depending only on \( \omega, m, l \) (and \( a, M \)), so that for all \( n \in \mathbb{N} \):

\[
(6.74) \quad \max_{r_* \in [R_+, R^{(1)}_+]} \left( |h'_n(r_*)| + |h_n(r_*)| \right) \leq C^{(1)}_{\omega R ml}.
\]

Furthermore, in view of (6.72) and (6.66) (as well as the fact that \( h_n \geq 1 \)), we obtain the following lower bound for \( h'_n(R^{(1)}_+) \) for some \( C^{(1)}_{\omega R ml} > 0 \) depending only on \( \omega, m, l \) (and \( a, M \)):

\[
(6.75) \quad h'_n(R^{(1)}_+) \geq C^{(1)}_{\omega R ml} > 0.
\]

Since \( V^{(h_{n-1}, R_+)} \equiv 0 \) for \( r_* \geq R^{(1)}_+ \), we obtain the following expression for any \( r_* > R^{(1)}_+ \) by integrating (6.70) over \([R^{(1)}_+, r_*]\):

\[
(6.76) \quad h_n(r_*) = h_n(R^{(1)}_+) + \left( R^{(1)}_+ \right)^2 \cdot h'_n(R^{(1)}_+) \int_{R^{(1)}_+}^{r_*} r^{-2}(\varphi) d\varphi.
\]

Thus, in view of (6.74), (6.75), (6.76) and (6.23) (as well as the fact that \( h_n \geq 1 \)), we obtain for any \( r_* \geq R^{(1)}_+ \):

\[
(6.77) \quad 1 + C^{(1)}_{\omega R ml} R^{(1)}_+ \left( \frac{r_* - R^{(1)}_+}{r_*} \right) \leq h_n(r_*) \leq C^{(1)}_{\omega R ml} R^{(1)}_+.
\]

The expression (6.72) yields the following formula for the differences \( h_n - h_{n-1} \) for any \( r_* \geq R_+ \) and any \( n \geq 2 \) (recall that \( h_n - h_{n-1} \equiv 0 \) for \( r_* \leq R_- \)):

\[
(6.78) \quad h_n(r_*) - h_{n-1}(r_*) = \int_{R_-}^{r_*} r^2(\sigma) \left( \int_{\sigma}^{r_*} r^{-2}(\varphi) d\varphi \right) V^{(h_{n-1}, R_+)}(\sigma) (h_n(\sigma) - h_{n-1}(\sigma)) d\sigma + \int_{R_-}^{r_*} r^2(\sigma) \left( \int_{\sigma}^{r_*} r^{-2}(\varphi) d\varphi \right) V^{(h_{n-1}, R_+)}(\sigma) - V^{(h_{n-2}, R_+)}(\sigma) h_{n-1}(\sigma) d\sigma.
\]
Notice that for any \( r_+ \in [R_+, R_+^{(1)}] \) and any \( \sigma \in [R_+, r_+] \), we can bound, provided \( R_+ \gg 1 \) (in view of (6.23)):

\[
(6.79) \quad r^2(\sigma) \left( \int_\sigma^{r_+} r^{-2}(\hat{\varphi}) \, d\hat{\varphi} \right) \leq C(R_+^{(1)} - R_+) \leq C_{\omega_R ml}.
\]

In view of (6.74), (6.79) and the fact that \( V^{(h_+, R_+)} \) is supported in \( [R_+, R_+^{(1)}] \) and satisfies \( 0 \leq V^{(h_+, R_+)} \leq 2\omega_R^2 \) for any \( k \in \mathbb{N} \), from (6.78) we obtain the following estimates for any \( r_+ \in [R_+, R_+^{(1)}] \):

\[
(6.80) \quad |h_n(r_+) - h_{n-1}(r_+)| \leq C_{\omega_R ml} \int_{R_+}^{r_+} |h_n(\sigma) - h_{n-1}(\sigma)| \, d\sigma + C_{\omega_R ml} \int_{R_+}^{r_+} |V^{(h_{n-1}, R_+)}(\sigma) - V^{(h_{n-2}, R_+)}(\sigma)| \, d\sigma
\]

and

\[
(6.81) \quad |h_n'(r_+) - h_{n-1}'(r_+)| \leq C_{\omega_R ml} \int_{R_+}^{r_+} |h_n(\sigma) - h_{n-1}(\sigma)| \, d\sigma + C_{\omega_R ml} \int_{R_+}^{r_+} |V^{(h_{n-1}, R_+)}(\sigma) - V^{(h_{n-2}, R_+)}(\sigma)| \, d\sigma.
\]

Thus, an application of Gronwall’s inequality yields:

\[
(6.82) \quad \sup_{r_+ \in [R_+, R_+^{(1)}]} \left( |h_n(r_+) - h_{n-1}(r_+)| + |h_n'(r_+) - h_{n-1}'(r_+)| \right) \leq C_{\omega_R ml} \int_{R_+}^{R_+^{(1)}} |V^{(h_{n-1}, R_+)}(\sigma) - V^{(h_{n-2}, R_+)}(\sigma)| \, d\sigma.
\]

Moreover, the following bound is a consequence of (6.76) and the fact that \( R_+^{(1)} \leq 2R_+ \) (provided \( R_+ \) is sufficiently large in terms of \( \omega_R, m, l, M, a \)):

\[
(6.83) \quad \sup_{r_+ \in [R_+, R_+^{(1)}]} \left( |h_n(r_+) - h_{n-1}(r_+)| + |h_n'(r_+) - h_{n-1}'(r_+)| \right) \leq C_{\omega_R ml} R_+ \sup_{r_+ \in [R_+, R_+^{(1)}]} \left( |h_n(r_+) - h_{n-1}(r_+)| + |h_n'(r_+) - h_{n-1}'(r_+)| \right).
\]

Fix some \( \varepsilon_{\omega_R ml} > 0 \) small in terms of \( \omega_R, m, l, M, a \). Provided \( R_+ \) is sufficiently large in terms of \( \omega_R, m, l, M, a \) and the specific value of \( \varepsilon_{\omega_R ml} \), we will establish the following bound for the right hand side of (6.82) for any \( n \in \mathbb{N} \):

\[
(6.84) \quad \int_{R_+}^{R_+^{(1)}} |V^{(h_+, R_+)}(r_+) - V^{(h_{n-1}, R_+)}(r_+)| \, dr_+ \leq \varepsilon_{\omega_R ml} \sup_{r_+ \in [R_+, R_+^{(1)}]} \left( |h_n(r_+) - h_{n-1}(r_+)| + |h_n'(r_+) - h_{n-1}'(r_+)| \right).
\]

In view of (6.69) and (6.52) (using also the fact that \( h_n \equiv h_{n-1} \) for \( r_+ \leq R_+ \)), we can estimate (recall that \( h_n \geq 1 \) for all \( n \in \mathbb{N} \)):

\[
(6.85) \quad \int_{R_+}^{R_+^{(1)}} |V^{(h_+, R_+)}(r_+) - V^{(h_{n-1}, R_+)}(r_+)| \, dr_+ \leq C_{\omega_R ml} \int_{R_+}^{R_+^{(1)}} \left( |h_n^2(r_+) - h_{n-1}^2(r_+)| + r_+^{-1} |h_n^2(r_+) - h_{n-1}^2(r_+)| \right) r_+^{-2} \, dr_+ \\
\leq C_{\omega_R ml} \int_{R_+}^{R_+^{(1)}} \frac{|h_n(r_+) - h_{n-1}(r_+)|}{h_n(r_+)h_{n-1}(r_+)} r_+^{-2} \, dr_+.
\]

Notice that we can trivially bound

\[
(6.86) \quad \int_{R_+}^{R_+^{(1)}} \frac{|h_n(r_+) - h_{n-1}(r_+)|}{h_n(r_+)h_{n-1}(r_+)} r_+^{-2} \, dr_+ \leq C_{\omega_R ml} R_+^{-2} \sup_{r_+ \in [R_+, R_+^{(1)}]} |h_n(r_+) - h_{n-1}(r_+)|.
\]

Furthermore, in the region \( r_+ \geq R_+^{(1)} \), in view of the expression (6.76) we can bound

\[
(6.87) \quad |h_n(r_+) - h_{n-1}(r_+)| \leq C \left( 1 + R_+^{(1)} \left( \frac{r_+ - R_+^{(1)}}{r_+} \right) \right) \left( |h_n(R_+^{(1)}) - h_{n-1}(R_+^{(1)})| + |h_n'(R_+^{(1)}) - h_{n-1}'(R_+^{(1)})| \right).
\]
Thus, \((6.87)\) and the left hand side of \((6.77)\) imply that

\[
\int_{R^{(1)}_+} \sup_{r_\ast \in \{R_+, R^{(1)}_+\}} \left( \left| h_n(r_\ast) - h_{n-1}(r_\ast) \right| + \left| h'_n(r_\ast) - h'_{n-1}(r_\ast) \right| \right) d r_\ast \leq C_{\omega Rml} \left( \int_{R^{(1)}_+} r_\ast^{-2} d r_\ast \right) \sup_{r_\ast \in \{R_+, R^{(1)}_+\}} \left( \left| h_n(r_\ast) - h_{n-1}(r_\ast) \right| + \left| h'_n(r_\ast) - h'_{n-1}(r_\ast) \right| \right).
\]

Adding \((6.86)\) and \((6.88)\) and using \((6.85)\), we deduce:

\[
\int_{R^{(1)}_+} \left| V(h_n, R_\ast)(r_\ast) - V(h_{n-1}, R_\ast)(r_\ast) \right| d r_\ast \leq C_{\omega Rml} R^{(1)}_+^{-1} \sup_{r_\ast \in \{R_+, R^{(1)}_+\}} \left( \left| h_n(r_\ast) - h_{n-1}(r_\ast) \right| + \left| h'_n(r_\ast) - h'_{n-1}(r_\ast) \right| \right),
\]

and thus \((6.84)\) follows, provided \(R_+\) has been fixed sufficiently large in terms of \(\omega_R, m, l, M, a\) and the specific value of \(\varepsilon_{\omega Rml}\).

We will now proceed to show (using \((6.84)\)) that the sequence \(\{h_n\}_{n\in\mathbb{N}}\) converges in \(C^1(\mathbb{R})\) to a solution \(h\) of \((6.68)\), with the desired properties. Provided \(\varepsilon_{\omega Rml}\) was chosen sufficiently small in terms of \(\omega_R, m, l, M, a\), from \((6.82)\) and \((6.84)\) we infer that for some \(\theta < 1\) and any \(n \geq 2\):

\[
\sup_{r_\ast \in \{R_+, R^{(1)}_+\}} \left( \left| h_n(r_\ast) - h_{n-1}(r_\ast) \right| + \left| h'_n(r_\ast) - h'_{n-1}(r_\ast) \right| \right) < \theta \sup_{r_\ast \in \{R_+, R^{(1)}_+\}} \left( \left| h_{n-1}(r_\ast) - h_{n-2}(r_\ast) \right| + \left| h'_{n-1}(r_\ast) - h'_{n-2}(r_\ast) \right| \right).
\]

Then \((6.90)\) implies that \(\{h_n|_{\{R_+, R^{(1)}_+\}}\}_{n \in \mathbb{N}}\) is a Cauchy sequence in \(C^1([R_+, R^{(1)}_+])\), and thus \((6.83)\) (in view of the fact that \(h_n \equiv 1\) for \(r_\ast \leq R_+\)) yields that \(\{h_n\}_{n \in \mathbb{N}}\) is a Cauchy sequence in \(C^1(\mathbb{R})\), converging to a function \(h \in C^1(\mathbb{R})\). Notice that we immediately obtain that \(h \in B_{R_\infty}\), since \(B_{R_\infty}\) is a closed subset of \(C^1(\mathbb{R})\). Furthermore, in view of \((6.63)\) and the fact that \(h_n\) converges to \(h\) in the \(C^1\) norm, we obtain that

\[
\lim_{n \to +\infty} \sup_{r_\ast \geq R_+} \int_{\mathbb{R}} \left| V(h_n, R_\ast) - V(h, R_\ast) \right| d \sigma = 0,
\]

and thus, from the expression \((6.72)\) we obtain for any \(r_\ast \geq R_+\):

\[
h(r_\ast) = 1 + \int_{R_+}^{r_\ast} \left( \frac{1}{r^2(\rho)} \int_{R_+}^{\rho} r^2(\sigma) V(h, R_\ast)(\sigma) h(\sigma) d \sigma \right) d \rho.
\]

Thus, \(h\) is a smooth solution of equation \((6.68)\), satisfying \(h \equiv 1\) for \(r_\ast \leq R_+\) and

\[
h(r_\ast) = C_1 + C_2 \int_{R_+}^{r_\ast} r^{-2} d r_\ast
\]

for \(r_\ast \geq R^{(1)}_+\) and some constants \(C_1, C_2\) depending on \(\omega_R, m, l, M, a\) (in view of \((6.76)\)). Furthermore, \(h' \geq 0\) on all of \(\mathbb{R}\), in view of \((6.71)\). \(\blacksquare\)

The following lemma will be used in the proof of Proposition \(6.3\):

**Lemma 6.3.** Let \(h, R_+\) be as in the statement of Proposition \(6.3\). Provided that \(a\) has been fixed sufficiently small in terms of \(M\) (so that Proposition \(6.2\) applies on \(\mathcal{M}_0^{(1)}\)) and \(R_+\) has been fixed sufficiently large in terms of the geometry of \(\mathcal{M}_0^{(1)}\), there exists a constant \(1 < R_- < R_+,\) independent of \(a, R_+\) and large in terms of the geometry of the undeformed spacetime \(\mathcal{M}_0^{(1)}\), such that the following integrated local energy decay estimates hold for solutions \(\psi\) to the inhomogeneous wave equation \((6.53)\) on \(\mathcal{M}_0^{(h, R_\ast)}\) with \(\psi, F\) as in the statement of Proposition \(6.2\):

\[
\int_{\mathcal{M}_0} \left( \chi_{\text{Im3}}(r) \cdot r^{-2} J^N_\mu(\psi) N^\mu + (1 - \chi_{\text{Im3}}(r)) \left| \partial_r \psi \right|^2 + r^{-4} \left| \psi \right|^2 \right) d g_{M,a}^{(h, R_\ast)} \leq C_{R_-} Z[F, \psi; R_-] + C_{R_- R^{(1)}_+} \int_{R_- \leq r_\ast \leq R^{(1)}_+} \min \{ |T\psi|^2, |\psi|^2 \} d g_{M,a}^{(h, R_\ast)},
\]

(6.94)
\[ \int_{\mathcal{M}_0} \left( r^{-2} J^N \psi N^\mu + r^{-3} |\psi|^2 \right) d\mathcal{M}_{M,a} \leq \]
\[ \leq C_{R} Z[F, \psi, R_+] + C_{R} Z[TF, T\psi, R_-] + C_{R_+R_+^{(1)}} \int_{\{r \leq r_+^{(1)}\}} \min \left\{ |T\psi|^2, |\psi|^2 \right\} d\mathcal{M}_{M,a}, \]

where \( Z[F, \psi, R_-] \) is defined as in the statement of Proposition 6.2 and \( R_+^{(1)} \) is defined in terms of \( R_+, h \) as in the proof of Proposition 6.3. The constants \( C_{R_-} \) and \( C_{R_+R_+^{(1)}} \) in the right hand side of (6.94) and (6.95) depend only on the precise choice of \( R_- \) and \( R_+^{(1)} \) respectively, as well as the geometry of the spacetime \( (\mathcal{M}_0, g_{M,a}^{(1)}) \).

Proof. Let \( R_+^{(1)} > 0 \) be any constant sufficiently large in terms of the geometry of \( (\mathcal{M}_0, g_{M,a}^{(1)}) \) as in the statement of Proposition 6.2 assuming without loss of generality that \( R_+ \) is sufficiently large in terms of the geometry of \( (\mathcal{M}_0, g_{M,a}^{(1)}) \) so that \( R_+ \gg (R_+^{(1)})^2 \). Let also \( R_+^{(1)} \) be defined as in the proof of Proposition 6.3.

For any \( (\omega, m, l) \in \mathbb{R} \times \mathbb{Z} \times \mathbb{Z}_2 \parallel l \parallel \), the frequency separated equation (6.54) is the same as (6.28) in the region \( \{r_+ \leq (R_+^{(1)})^2 \} \) (since \( h \equiv 1 \) there). Furthermore, choosing \( \varepsilon_1 = (R_+^{(1)})^{-1} \) in the proof of Proposition 6.2 if \( f_{\omega ml} \) and \( h_{\omega ml} \) are the seed functions appearing in the proof of Proposition 6.2, then

\[ f_{\omega ml}' = h_{\omega ml} = 0 \]
in the region \( \{r_+ \geq (R_+^{(1)})^2 \} \). Therefore, by repeating the proof of Proposition 6.2 for \( \varepsilon_1 = (R_+^{(1)})^{-1} \), using exactly the same functions \( f_{\omega ml} \) and \( h_{\omega ml} \) as in that proof, we readily obtain the following estimates for the frequency separated equation (6.54) for any \( (\omega, m, l) \in \mathbb{R} \times \mathbb{Z} \times \mathbb{Z}_2 \parallel l \parallel \) (assuming that the limits \( \lim_{r_+ \to \infty} \left( e^{(\omega - \frac{m}{2\pi^2} \parallel l \parallel) R_+ \omega} u_{\omega ml} \right) \) exist):

\[ \int_{-R_+^{(1)}}^{R_+^{(1)}} \left( r^2 |u_{\omega ml}'|^2 + r^{-2} (\omega^2 + l^2 + r - 2) |u_{\omega ml}|^2 \right) dr_+ \leq \]
\[ \leq C_{R_+} \delta_0 m^2 |u_{\omega ml}|(-\infty)|^2 + C \int_{R_+^{(1)}}^{R_+^{(1)}} \left( (R_+^{(1)})^{-1} r^{-2} + r^{-3} \right) \omega_2 |u_{\omega ml}|^2 + C_{R_+R_+^{(1)}} \int_{R_+}^{R_+^{(1)}} |u_{\omega ml}|^2 + \]
\[ + C_{R_+} \int_{-\infty}^{+\infty} \text{Re} \left\{ (r - 2M) h F_{\omega ml} \cdot f_{\omega ml} u_{\omega ml}' + (r^{-1} h_{\omega ml} + i\omega) \bar{u}_{\omega ml} \right\} dr_+, \]

for \( |\omega| \gg l \) or \( |\omega| \ll l \), and

\[ \int_{-R_+^{(1)}}^{R_+^{(1)}} (r^{2} |u_{\omega ml}|^2 + r^{-2} \left( \left\{ 1 - \frac{r_{\omega ml}}{r} \right\} (\omega^2 + l^2) + r - 2 \right) |u_{\omega ml}|^2) \right) dr_+ \leq \]
\[ \leq C_{R_+} \delta_0 m^2 |u_{\omega ml}|(-\infty)|^2 + C \int_{R_+^{(1)}}^{R_+^{(1)}} \left( (R_+^{(1)})^{-1} r^{-2} + r^{-3} \right) \omega_2 |u_{\omega ml}|^2 + C_{R_+R_+^{(1)}} \int_{R_+}^{R_+^{(1)}} |u_{\omega ml}|^2 + \]
\[ + C_{R_+} \int_{-\infty}^{+\infty} \text{Re} \left\{ (r - 2M) h F_{\omega ml} \cdot f_{\omega ml} u_{\omega ml}' + (r^{-1} h_{\omega ml} + i\omega) \bar{u}_{\omega ml} \right\} dr_+, \]

for \( |\omega| \sim l \). Notice that in obtaining (6.97) and (6.98), we used the following one sided bound for the derivative of \( V_{\omega ml;h}^{(b)} \) in the region \( \{r_+ \geq (R_+^{(1)})^2 \} \) (following from the non-negativity condition \( h' \geq 0 \)), provided \( R_+^{(1)} \) is sufficiently large in terms of the geometry of \( (\mathcal{M}_0, g_{M,a}^{(1)}) \):

\[ \left( V_{\omega ml;h}^{(b)} \right)' \geq \begin{cases} 0, & r_+ \in \left[ (R_+^{(1)})^2, R_+ \right] \cup \left[ R_+^{(1)}, +\infty \right) \\ -C_{R_+R_+^{(1)}}, & r_+ \in \left[ R_+, R_+^{(1)} \right]. \end{cases} \]

Observe that the right hand side of (6.99) is independent of the frequency parameters \( (\omega, m, l) \).
From (6.97) and (6.98) we obtain after summing in \(m, l\), integrating in \(\omega\), and using the red shift type estimates of Section 7 of [14], in the region \(\{r_* \leq -R_1^*\}:

\[
\int_{\{r_* \leq -R_1^*\}} \left(\chi_{r=3M}^3(r) \cdot r^{-2} J_\mu^N(\psi) N^\mu + (1 - \chi_{r=3M}^3(r)) |\partial_r \psi|^2 + r^{-4} |\partial_t \psi|^2\right) \, dg_{\pi, a}^{(1)} \leq \nabla
\]

\[
\leq C_{R_1^*} \left(\left. \left| \frac{\hat{Z}[F, \psi; R_1^*] + C \int_{(R_1^* \leq r, \leq (R_1^*)^2]} (R_1^*)^{-1} r^{-2} + r^{-3}) |T| |\psi|^2 \, dg_{\pi, a}^{(1)} + \right. \right. + C_{R_1^*, (R_1^*)} \int_{(R_1^* \leq r, \leq (R_1^*)^2]} |\psi|^2 \, dg_{M, a}^{(h, R_1^*)} \right) 
\]  

(6.100) and

\[
\int_{\{r_* \leq -R_1^*\}} \left(\frac{r^{-2} J_\mu^N(\psi) N^\mu + r^{-4} |\partial_t \psi|^2}{\psi} \right) \, dg_{\pi, a}^{(1)} \leq \nabla
\]

\[
\leq C_{R_1^*} \left(\left. \left| \frac{\hat{Z}[F, \psi; R_1^*] + Z[T F, T \psi; R_1^*] + C \int_{(R_1^* \leq r, \leq (R_1^*)^2]} (R_1^*)^{-1} r^{-2} + r^{-3}) |T| |\psi|^2 \, dg_{\pi, a}^{(1)} + \right. \right. + C_{R_1^*, (R_1^*)} \int_{(R_1^* \leq r, \leq (R_1^*)^2]} |\psi|^2 \, dg_{M, a}^{(h, R_1^*)} \right) 
\]

(6.101) and integrating by parts over \(r\), multiplying (6.102) with \(\hat{\pi} \psi / \psi\), and let us set

\[
(\psi = \psi \cdot \hat{\pi}, \psi)
\]

(6.102)\(h \cdot (r - 2M) F = -\partial_t^2 \psi + \partial_r^2 \psi + \left(1 - \frac{2M}{r}\right) h^{-2} - \frac{2M}{r} \Delta_{\nabla^2} \psi + \frac{2aM r^{-3} h^{-1} \partial_t \partial_r \psi}{r} - a^2 M^2 r^{-6} \partial_r \psi + \left(-\left(1 - \frac{2M}{r}\right) \frac{2M}{r} \frac{h''(r)}{h(r)} + 2\left(1 - \frac{2M}{r}\right) \frac{h'(r)}{r \cdot h(r)} \right) \psi,
\]

where

\[
(6.103)
\]

\[
\psi \equiv \psi \cdot \hat{\pi}, \psi.
\]

Let \(\chi_1 : \mathbb{R} \to [0, 1]\) be a smooth function satisfying \(\chi \equiv 0\) on \((-\infty, \frac{1}{2}\) and \(\chi \equiv 1\) on \([1, +\infty)\), and let us set \(\chi_{R_1^*}(r_* \equiv \chi_1 \left(\frac{r_*}{R_1^*}\right)\). Multiplying (6.102) with

\[
\chi_{R_1^*}(r_* \equiv \chi_1 \left(\frac{r_*}{R_1^*}\right) \cdot \frac{r^n}{1 + r^n} \partial_r \hat{\pi}
\]

(6.104) for some \(0 < \tau_1 < 1\) and integrating by parts over \(M_0\), we obtain, provided \(R_1^*\) is sufficiently large in terms of \(a, M\) (using also the fact that \(h \geq 1\):

\[
\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_0^{2\pi} \frac{1}{2} \chi_{R_1^*}(r_\ast) \left\{ \left(\eta r^{-1 - \eta} + O_{\eta}(r^{-2 - \eta})\right) \left(|\partial_r \psi|^2 + (1 + O_{\eta}(r^{-1})|\partial_t \psi|^2 + (6M r^{-4} + O_{\eta}(r^{-5}))|\psi|^2 + + 2\left(h''(r) - h^{-2} - 2O_{\eta}(r^{-4})\left(|\partial_\theta \psi|^2 + \frac{1 + O(r^{-1})}{\sin^2\theta} |\partial_r \psi|^2\right)\right) \right\} \sin \theta \, d\phi \, d\theta \, dr_\ast \, dt = \nabla
\]

\[
= -\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_0^{2\pi} \left\{ \chi_{R_1^*}(r_\ast) \cdot \frac{r^n}{1 + r^n} Re \left\{ \hat{F} \cdot \partial_r \hat{\psi} \right\} + \chi_{R_1^*}(r_\ast) \left( O(1)|\partial_\theta \psi|^2 + O(r^{-2})|\psi|^2 \right) + + \frac{1}{2} \left( h''(r) - 2\left(1 - \frac{2M}{r}\right) \frac{h'(r)}{r \cdot h(r)} \right) |\psi|^2 \right\} \sin \theta \, d\phi \, d\theta \, dr_\ast \, dt,
\]

where

\[
|\partial_\theta \psi|^2 \equiv |\partial_\theta \psi|^2 + |\partial_\theta \psi|^2 + |\partial_\theta \psi|^2 + \sin^{-2} \theta |\partial_\theta \psi|^2.
\]

(6.106)
Thus, in view of the fact that \( h' \geq 0 \) on \( \mathbb{R} \) and
\[
\frac{h''(r)}{h(r)} + 2\left(1 - \frac{2M}{r}\right)\frac{h'(r)}{r \cdot h(r)} = 0
\]
for \( r \notin [R_*, R_*^{(1)}] \), from (6.105) we obtain (provided \( R_*^{1} \) is sufficiently large in terms of \( \eta \)):
\[
(6.107) \quad \int_{(r \geq R_*)} r^{-1-\eta} |\nabla \psi|^2 \, dg_{M,a}^{(h,R_*)} \leq C_r(\int_{\frac{1}{2} R_*^{1}} r^{-1} |\partial_r \psi|^2 + r^{-3} |\psi|^2) \, dg_{M,a}^{(1)} + \int_{(R_* \leq r \leq R_*^{(1)})} |\psi|^2 \, dg_{M,a}^{(h,R_*)} + Z[F, \psi; R_*].
\]

From (6.100), (6.101) and (6.107), we readily obtain:
\[
\int_{\mathcal{M}_0} \left( r^{-2} J_\mu^n (\psi) N^\mu + (1 - \chi_{r \equiv 3M}(r)) |\partial_r \psi|^2 + r^{-4} |\psi|^2 \right) \, dg_{M,a}^{(h,R_*)} \leq \]
\[
\leq C_{R_*^{1}} Z[F, \psi; R_*] + C_{R_*^{1}} \int_{(\frac{1}{2} R_*^{1} \leq r \leq R_*^{(1)})} |\psi|^2 \, dg_{M,a}^{(h,R_*)}
\]
and
\[
\int_{\mathcal{M}_0} \left( r^{-2} J_\mu^n (\psi) N^\mu + r^{-4} |\psi|^2 \right) \, dg_{M,a}^{(h,R_*)} \leq \]
\[
\leq C_{R_*^{1}} (Z[F, \psi; R_*] + Z[T F, T \psi; R_*]) + C_{R_*^{1}} \int_{(\frac{1}{2} R_*^{1} \leq r \leq R_*^{(1)})} |\psi|^2 \, dg_{M,a}^{(h,R_*)}.
\]

Therefore, inequalities (6.94) and (6.95) readily follow by combining (6.100), (6.101), (6.108) and (6.109).

The statement will now follow as a consequence of the following proposition:

**Proposition 6.4.** Let \( h, R_*, R_+ \) be as in the statement of Lemma 6.3. Provided that \( a \) has been fixed sufficiently small in terms of \( M \), the integrated local energy decay estimates (6.6) and (6.5) hold for any \( \tau_1 \leq \tau_2 \) and any solution \( \psi \) to the inhomogeneous wave equation (6.53) on \( (\mathcal{M}_0, \bar{g}_{M,a}^{(h,R_*)}) \) which is smooth up to \( \mathcal{H}^+ \). In particular, the trapped set of \( (\mathcal{M}_0, \bar{g}_{M,a}^{(h)}) \) is normally hyperbolic.

**Proof.** Let \( \chi_{\text{hor}} : (2M, +\infty) \to [0,1] \) be a smooth function such that \( \chi_{\text{hor}} \equiv 1 \) on \( (2M, \frac{9M}{4}) \) and \( \chi_{\text{hor}} \equiv 0 \) on \( (\frac{10M}{4}, +\infty) \), and let us introduce the vector field
\[
(6.110) \quad \tilde{K} \equiv T + \chi_{\text{hor}} \cdot \frac{a}{8M^2} \Phi.
\]
Notice that \( \tilde{K} \equiv K \) for \( r \leq \frac{9M}{4} \) and \( \tilde{K} \equiv T \) for \( r \geq \frac{10M}{4} \), and furthermore \( \tilde{K} \) is everywhere future directed and timelike on \( \mathcal{M}_{M,0} \) (but merely null on \( \mathcal{H}^+ \)), provided \( a \) is sufficiently small. In particular, \( \tilde{K} \) is a Killing vector field on \( \{ r \leq \frac{9M}{4} \} \cup \{ r \geq \frac{10M}{4} \} \), while on \( \{ \frac{9M}{4} \leq r \leq \frac{10M}{4} \} \) we can bound for any fixed and \( T \)-invariant reference Riemannian metric \( g_{Rm} \) on \( \mathcal{M}_0 \) (provided \( a \) is sufficiently small):
\[
(6.111) \quad |(\tilde{K})_{\pi_{(h,R_*)}^{(g_{Rm})}}|_{g_{Rm}} \leq C_{g_{Rm}} a,
\]
where \( (\tilde{K})_{\pi_{(h,R_*)}^{(g_{Rm})}} \) is the deformation tensor of \( \tilde{K} \) with respect to \( g_{M,a}^{(h,R_*)} \). In view of the energy identity for the vector field \( \tilde{K} \) (and the fact that \( \tilde{K} \) is everywhere causal), the bound (6.111) implies that for any \( \tau_1 \leq \tau_2 \) we can bound (omitting the volume form notation for simplicity)
\[
(6.112) \quad \sup_{\tau_1 \leq \tau \leq \tau_2} \int_{\{ \tau = \tau \}} J_\mu (\psi) \bar{n}^\mu \leq \int_{\{ \tau = \tau_1 \}} J_\mu (\psi) \bar{n}^\mu + C \int_{\{ \frac{9M}{4} \leq r \leq \frac{10M}{4} \}} J_\mu (\psi) \tilde{K}^\mu + C \int_{\{ \tau_1 \leq \tau \leq \tau_2 \}} |\tilde{K} \psi| F.
\]
Let $N$ be a $T$-invariant, smooth and everywhere timelike on $\mathcal{M}_0 \cup \mathcal{H}^+$, such that $N \equiv T$ on $\{r \geq \frac{10M}{3}\}$, and furthermore satisfying on $\{r \leq 2M + c\}$ for some small $c > 0$ depending only on the geometry of $(\mathcal{M}_0, g^{(1)}_{M,a})$ (and independent of $a$, provided $a$ is sufficiently small):

\[(6.113) \quad K^N(\psi) \geq cJ^N_\mu(\psi)N^\mu.\]

Such a vector field $N$ can always be constructed, in view of the fact that the surface gravity of $\mathcal{H}^+$ is positive; see Section 7 of [14]. Notice also that $N$ can be chosen so that in the region $\{2M + c \leq r \leq \frac{10M}{3}\}$ the following bound holds:

\[(6.114) \quad |K^N(\psi)| \leq C|J^N_\mu(\psi)N^\mu|\]

for some constant $C$ independent of $a$ (provided $a$ is sufficiently small), while in the region $\{r \geq \frac{10M}{3}\}$, we have $K^N = K^T = 0$. Thus, the energy identity for $N$ yields for any $\tau_1 \leq \tau_2$:

\[(6.115) \quad \sup_{\tau_1 \leq \tau \leq \tau_2} \int_{\{t \equiv \tau\}} J^N_\mu(\psi)\tilde{n}^\mu + c \int_{\{\tau_1 \leq \tau \leq \tau_2\} \cap \{r \leq 2M + c\}} J^N_\mu(\psi)N^\mu \leq \int_{\{t \equiv \tau_1\}} J^N_\mu(\psi)\tilde{n}^\mu + C \int_{\{2M + c \leq r \leq \frac{10M}{3}\} \cap \{\tau_1 \leq \tau \leq \tau_2\}} J^N_\mu(\psi)\tilde{n}^\mu + C \int_{\{\tau_1 \leq \tau \leq \tau_2\}} |N\psi| |F|.

Using (6.112) (integrated in $t$) to control the second term of the right hand side of (6.115), we readily obtain for any $\tau_1 \leq \tau_2$:

\[(6.116) \quad \sup_{\tau_1 \leq \tau \leq \tau_2} E_N[\psi](\tau) + c \int_{\tau_1}^{\tau_2} E_N[\psi](\tau) \, d\tau \leq E_N[\psi](\tau_1) + C \cdot (\tau_2 - \tau_1)E_N[\psi](\tau_1) + Ca \int_{\tau_1}^{\tau_2} \mathcal{G}[\psi](\tau_1; \tau) \, d\tau + C\mathcal{F}[F, \tau_2, \tau_1],\]

where

\[\mathcal{G}[\psi](\tau_1; \tau) \equiv \int_{\{\frac{10M}{3} \leq r \leq \frac{10M}{3}\} \cap \{\tau_1 \leq \tau \}} J^K_\mu(\psi)\tilde{K}^\mu,\]

\[\mathcal{F}[F, \tau_2, \tau_1] \equiv \int_{\{\tau_1 \leq \tau \leq \tau_2\}} |N\psi| |F| + \int_{\tau_1}^{\tau_2} \left( \int_{\{\tau_1 \leq \tau \leq \tau_2\}} |\tilde{K}\psi| |F| \right) \, d\tau.

From (6.116) and Gronwall’s inequality, we thus infer for any $\tau_1 \leq \tau_2$:

\[(6.117) \quad \sup_{\tau_1 \leq \tau \leq \tau_2} \int_{\{t \equiv \tau\}} J^N_\mu(\psi)\tilde{n}^\mu \leq C \int_{\{t \equiv \tau_1\}} J^N_\mu(\psi)\tilde{n}^\mu + Ca \int_{\{\frac{10M}{3} \leq r \leq \frac{10M}{3}\} \cap \{\tau_1 \leq \tau \leq \tau_2\}} J^K_\mu(\psi)\tilde{K}^\mu + C \int_{\{\tau_1 \leq \tau \leq \tau_2\}} (|\tilde{K}\psi| + |N\psi|) \cdot |F|.

Let $\chi : \mathbb{R} \to [0, 1]$ be a smooth cut-off function, such that $\chi \equiv 1$ on $(-\infty, -1]$ and $\chi \equiv 0$ on $[0, +\infty)$, and let us define for any $\tau_1 \leq \tau_2$ the function $\chi_{\tau_1, \tau_2} : \mathcal{M}_M, 0 \to [0, 1]$:

\[(6.118) \quad \chi_{\tau_1, \tau_2} \equiv \chi(\bar{\tau} - \tau_2)\chi(\tau_1 - \bar{\tau}).\]

Notice that $\chi_{\tau_1, \tau_2} \psi$ satisfies

\[(6.119) \quad \Box_{g^{(h,r_2)}_{M,a}} (\chi_{\tau_1, \tau_2} \psi) = \chi_{\tau_1, \tau_2} F + 2\nabla^\mu \chi_{\tau_1, \tau_2} \nabla_\mu \psi + \left( \Box_{g^{(h,r_2)}_{M,a}} \chi_{\tau_1, \tau_2} \right) \cdot \psi,\]

and both $\chi_{\tau_1, \tau_2} \psi$ and $\Box_{g^{(h,r_2)}_{M,a}} (\chi_{\tau_1, \tau_2} \psi)$ have compact support in the $t^*$ variable. Hence, applying Lemma 6.3 for
\( \chi_{\tau_1, \tau_2} \psi \) in place of \( \phi \), we readily obtain
\[
\int_{\tau_1 \leq \tau \leq \tau_2} \chi_{r=3M(r)} \cdot r^{-2} J^N_{\mu}(\psi) N^\mu + r^{-4} |\phi|^2 \leq
\]
\[
(6.120) \quad \leq C_{R_\tau} \int_{\tau_1 \leq \tau \leq \tau_2} J^N_{\mu}(\psi) \bar{n}^\mu + C_{R_\tau} \int_{\tau_1 \leq \tau \leq \tau_2} J^N_{\mu}(\psi) \bar{n}^\mu +
\]
\[
+C_{R_\tau R^{(1)}} \int_{\tau_1 \leq \tau \leq \tau_2} \min \{ |T\psi|^2, |\phi|^2 \}.
\]

Remark. Notice that, in obtaining (6.120) from (6.94) and (6.119), the following estimate is used:
\[
(6.121) \quad \int_0^\tau \nabla^\mu \chi_{\tau_1, \tau_2} \psi + \left( \nabla_{g_{M,a}} \chi_{\tau_1, \tau_2} \right) \cdot \psi - \chi_{\tau_1, \tau_2} \psi \leq C \int_{\tau_1} \int_{\tau_1 \leq \tau \leq \tau_2} J^N_{\mu}(\psi) \bar{n}^\mu + C_{R_\tau \tau_2} \int_{\tau_1 \leq \tau \leq \tau_2} J^N_{\mu}(\psi) \bar{n}^\mu +
\]
\[
+C_{R_\tau R^{(1)}} \int_{\tau_1 \leq \tau \leq \tau_2} \min \{ |T\psi|^2, |\phi|^2 \}.
\]

Inequality (6.121) is inferred using integrations by parts in \( \partial \tau \) and \( T \), combined with local-in-time energy estimates for \( \phi \), in the spirit of [11, 15].

From (6.117) and (6.120) we obtain:
\[
(6.122) \quad \sup_{\tau_1 \leq \tau \leq \tau_2} \int_{(\tau_1 \leq \tau)} J^N_{\mu}(\psi) \bar{n}^\mu \leq C \int_{\tau_1} \int_{\tau_1 \leq \tau \leq \tau_2} J^N_{\mu}(\psi) \bar{n}^\mu + C_{R_\tau a} \int_{\tau_1} \int_{\tau_1 \leq \tau \leq \tau_2} J^N_{\mu}(\psi) \bar{n}^\mu +
\]
\[
+C_{R_\tau R^{(1)}} \int_{\tau_1 \leq \tau \leq \tau_2} \min \{ |T\psi|^2, |\phi|^2 \}.
\]

Recall that the constant \( R_\tau \) can be chosen independently of \( a \) (provided \( a \) is sufficiently small). Therefore, for \( a \) sufficiently small, the third term of the right hand side of (6.122) can be absobed into the left hand side, yielding:
\[
(6.123) \quad \sup_{\tau_1 \leq \tau \leq \tau_2} \int_{(\tau_1 \leq \tau)} J^N_{\mu}(\psi) \bar{n}^\mu \leq C_{R_\tau} \int_{\tau_1} \int_{\tau_1 \leq \tau \leq \tau_2} J^N_{\mu}(\psi) \bar{n}^\mu + C_{R_\tau R^{(1)}} \int_{\tau_1 \leq \tau \leq \tau_2} \min \{ |T\psi|^2, |\phi|^2 \} +
\]
\[
+C_{R_\tau} \int_{\tau_1 \leq \tau \leq \tau_2} \min \{ |T\psi|^2, |\phi|^2 \}.
\]

From (6.120) and (6.123), we hence obtain the estimate (6.4). Inequality (6.6) then follows by applying the same procedure for \( T\psi \) in place of \( \phi \), and using (6.95) instead of (6.94).

The normal hyperbolicity of the trapped set of \( (\mathcal{M}_0, g_{M,a}) \) can be readily inferred by a simple computation (using the fact that \( h' \geq 0 \)).

\[ \Box_g \psi = 0 \]

7 \ A zero-frequency continuity criterion for decay and its failure in the presence of superradiance

In Section 1.4 we discussed some differences between superradiant and non-superradiant spacetimes concerning the behaviour of solutions to equation (1.14). In the context of this discussion, we will present a specific example of such a difference: As a consequence of Theorem 1.4, we will show that a simple zero-frequency continuity criterion for extending an integrated local energy decay estimate for equation
\[
(7.1) \quad \Box_g \psi = 0
\]
on a non-superradiant spacetime \( (\mathcal{M}, g) \) to the family of equations
\[
(7.2) \quad \Box_g \psi - V_{\lambda} \psi = 0,
\]
where \( V_{\lambda} \) is time independent and depends smoothly on \( \lambda \in [0, 1] \) (with \( V_0 = 0 \)), utterly fails in the superradiant case.
The outline of this section is as follows: In Section 7.1, we will introduce the definition of the resolvent operator associated to the family (7.2) on a general class of stationary and asymptotically flat spacetimes and derive some of its main properties in the case when equation (7.1) satisfies a suitable integrated local energy decay estimate. In Section 7.2, we will state a zero-frequency continuity criterion for integrated local energy decay for the family (7.2), valid on non-superradiant spacetimes. Finally, in Section 7.3, we will show how the analogue of this continuity criterion fails in the presence of superradiance.

7.1 The resolvent operator

Before stating the aforementioned continuity criterion, we will introduce the notion of the resolvent operator for the family (7.2) on a general stationary and asymptotically flat spacetime, and we will state the main properties satisfied by the resolvent operator under the assumption that an integrated local energy decay estimate holds for (7.2) when \( \lambda = 0 \).

Figure 7.1: In the case when \((M, g)\) is the subextremal Kerr exterior spacetime \((M_{M,a}, g_{M,a})\), the intersection of the hypersurfaces \(\tilde{\Sigma}, \Sigma\) and \(S\) with the \(1+1\) dimensional slice \((\theta, \phi) = (\pi/2, 0)\) is schematically as depicted above.

Let \((M^{d+1}, g), d \geq 3\), be a smooth, globally hyperbolic, stationary and asymptotically flat spacetime\(^{10}\) possibly bounded by an event horizon \(\mathcal{H}\) (see \[32\] for the relevant definition). Let \(T\) be the stationary Killing field of \((M, g)\), normalised so that it is future directed in the asymptotically flat region of \((M, g)\), and let \(\Sigma\) be a Cauchy hypersurface of \((M, g)\). We will assume without loss of generality that \(\Sigma\) can be chosen so that \(T\) is everywhere transversal to \(\Sigma\). Let also \(\Sigma\) be a smooth, spacelike hypersurface of \(\mathcal{M}\), which is not necessarily a Cauchy hypersurface of \(\mathcal{M}\), such that \(\Sigma\) differs from \(\tilde{\Sigma}\) only near \(\mathcal{H}\) (and coincides everywhere with \(\Sigma\) in the case \(\mathcal{H} = \emptyset\)) and satisfies \(\mathcal{H} \cap \Sigma \subset I^+(\Sigma)\setminus\tilde{\Sigma}\). For any set \(A \subset \mathcal{M}\), we will denote with \(J_\tau(A)\) the image of \(A\) under the flow of \(T\) for time \(\tau\). We will also fix a \(T\)-invariant globally timelike vector field \(N\) on \((\mathcal{M}, g)\), such that \(N \equiv T\) in the asymptotically flat region of \((\mathcal{M}, g)\).

Let \(t : \mathcal{M} \to \mathbb{R}\) be defined by the condition \(t|_{\Sigma} = 0\) and \(T(t) = 1\) (hence, \(\{t = \tau\} = J_\tau(\Sigma)\)). Notice that in the case of Kerr spacetime \((\mathcal{M}_{M,a}, g_{M,a})\), this is a different function than the Kerr \(t\) coordinate (see Figure 4.1). Let \(V_\lambda : \mathcal{M} \to \mathbb{R}\) be a family of smooth \(T\)-invariant functions supported in the same set \(\cup_{\tau \in \mathbb{R}} J_\tau(K)\), with \(K \subset \Sigma\setminus\mathcal{H}\).

\(^{10}\)The results of this section also apply on asymptotically conic spacetimes without any change.
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compact, such that $V_t$ depends continuously (in the $C^\infty$ topology) on the parameter $\lambda \in [0, 1]$ and $V_0 = 0$. Finally, let us fix a spacelike hyperboloidal hypersurface $S$ in the future of $\Sigma$, terminating at future null infinity $I^+$ as in Section 3.1 of [33], with $S$ intersecting $\mathcal{H}$ transversally and satisfying $\mathcal{H} \cap S \subset I^+(\Sigma)$ in the case $\mathcal{H} \neq \emptyset$. We will define the function $\tau : \mathcal{M} \to \mathbb{R}$ associated to $S$ by solving $T(\tau) = 1$, $\tau|_S = 0$.

We will assume that for any smooth function $F : \mathcal{M} \to \mathbb{R}$ which is compactly supported when restricted to the $\{t = \text{const}\}$ hypersurfaces, the (unique) smooth solution $\psi$ to

$$
\begin{aligned}
\Box_g \psi &= F, \\
(\psi, T\psi)|_{t=0} &= (0, 0),
\end{aligned}
$$

(7.3)

on $\{t \geq 0\}$ satisfies the following integrated local energy decay estimate (for any $0 < \eta < \frac{1}{2}$) for some $k \in \mathbb{N}$ and any $t_f \geq 0$:

$$
\int_{\{0 \leq t \leq t_f\}} (1 + r)^{-1-2\eta} (J_\mu(\psi) N^\mu + (1 + r)^{-2} |\psi|^2) \, dg \leq \sum_{j=0}^k \int_{\{0 \leq t \leq t_f\}} (1 + r)^{1+2\eta} |T^j F|^2 \, dg.
$$

(7.4)

The integrated local energy decay estimate (7.4) allows us to define the free “resolvent” operator $R(\Box_g; \omega)$ for any $\omega \in \mathbb{C}$ with $\text{Im}(\omega) \geq 0$:

**Proposition 7.1.** Let $(\mathcal{M}, g)$ be a spacetime as above, so that any smooth solution $\psi$ to (7.3) satisfies the integrated local energy decay estimate (7.4). For any $\omega \in \mathbb{C}$ with $\text{Im}(\omega) \geq 0$ and any function $F \in L^2_{cp}(\Sigma)$, there exists a unique function $\varphi \in H^1_{loc}(\Sigma)$, such that the functions $e^{-i\omega t} F$ and $e^{-i\omega t} \varphi$ on $\cup_{t \in \mathbb{R}} J(\Sigma) \simeq \mathbb{R} \times \Sigma$ (where $\cup_{t \in \mathbb{R}} J(\Sigma) \subset \mathcal{M}$ coincides with $\mathcal{M}$ in the case $\mathcal{H} \neq \emptyset$) satisfy

$$
\begin{aligned}
\Box_g(e^{-i\omega t} \varphi) &= e^{-i\omega t} F, \\
\int_S J_\mu N^\mu(e^{-i\omega t} \varphi) n^\mu_S &= 0, \quad \text{and} \quad \lim_{r \to +\infty}(e^{-i\omega t} \varphi)|_{S^0} = 0,
\end{aligned}
$$

(7.5)

where $n^\mu_S$ is the future directed unit normal to the hypersurface $S$. The operator $R(\Box_g; \omega) : L^2_{cp}(\Sigma) \to H^1_{loc}(\Sigma)$ defined by

$$
R(\Box_g; \omega) F \doteq \varphi
$$

(7.6)

is uniformly bounded on $\{\omega \in \mathbb{C} \mid \text{Im}(\omega) \geq 0\}$ with respect to the operator norm

$$
\|R(\Box_g; \omega)\|_{L^2_{cp}(\Sigma)} = \sup_{F \in C_0^\infty(\Sigma)} \frac{\| (1 + r)^{-\frac{1}{2} - \eta} \nabla_{g_E} R(\Box_g; \omega) F \|_{L^2(\Sigma)} + \| (1 + r)^{-\frac{1}{2} - \eta} (|\omega| + (1 + r)^{-1}) R(\Box_g; \omega) F \|_{L^2(\Sigma)}}{(1 + |\omega|^k) \| (1 + r)^{\frac{1}{2} + n} F \|_{L^2(\Sigma)}}
$$

(7.7)

for any $0 < \eta < \frac{1}{2}$ (where $k$ is the same number appearing in the right hand side of (7.4)). Furthermore, $R(\Box_g; \omega)$ is Hölder continuous in $\omega$ for $\text{Im}(\omega) \geq 0$ with respect to the norm

$$
\|R(\Box_g; \omega)\|_{L^2_{cp}(\Sigma)} = \sup_{F \in C_0^\infty(\Sigma)} \frac{\| (1 + r)^{-\frac{1}{2} - \eta} \nabla_{g_E} R(\Box_g; \omega) F \|_{L^2(\Sigma)} + \| (1 + r)^{-\frac{1}{2} - \eta} (|\omega| + (1 + r)^{-1}) R(\Box_g; \omega) F \|_{L^2(\Sigma)}}{(1 + r)^{\frac{1}{2} + n} F \|_{L^2(\Sigma)}}
$$

(7.8)

for any $0 < \eta < \frac{1}{2}$ and any $0 < \eta_0 < \frac{1}{2} - \eta$ and, for any $F, \varphi_0 \in L^2_{cp}(\Sigma)$, the inner product $\langle \varphi_0, R(\Box_g; \omega) F \rangle_{L^2(\Sigma)}$ is a holomorphic function of $\omega$ for $\text{Im}(\omega) > 0$.

**Remark.** In the case of a product Lorentzian metric $g = -dt^2 + g_E$, our definition of the free resolvent operator $R(\Box_g; \omega)$ coincides with the more standard definition of the free resolvent operator $R(\Delta_{g_E}; \omega)$ associated to the time independent operator $\Delta_{g_E}$, appearing for instance in [30].

---

11Here, $L^2_{cp}(\Sigma)$ denotes the subspace of $L^2(\Sigma)$ spanned by functions of compact support.
For the proof of Proposition 7.1 see Section A of the Appendix.

We will now turn to the family of operators (7.2). It can be readily established, through a simple application of Gronwall’s inequality, that there exists a $C_0 > 0$ depending on the geometry of $(\mathcal{M}, g)$ and the family $V_\lambda$, such that, for any $\lambda \in [0, 1]$ and any solution $\psi : \{t \geq 0\} \to \mathbb{C}$ to

\[
(\square_g - V_\lambda)\psi = 0, \\
(\psi, T\psi)|_{t=0} = (\psi_0, \psi_1),
\]

where the initial data $(\psi_0, \psi_1) : \Sigma \to \mathbb{C}^2$ are smooth and compactly supported, we can estimate for any $\tau \geq 0$

\[
(7.10) \quad \int_{(t=\tau)} J^N_\mu(\tau) n^\mu \leq C_0 e^{C_0\tau} \int_{(t=0)} J^N_\mu(\psi) n^\mu.
\]

The bound (7.10), combined with an application of the Fourier–Laplace transformation in the $t$ variable on (7.9), readily yields that, for any $\mathcal{F} \in L^2_{cp}(\Sigma)$ and any $\omega \in \mathbb{C}$ with $Im(\omega) > C_0$, there exists a unique $\varphi \in H^1_{loc}(\Sigma)$ solving

\[
(7.11) \quad \begin{cases}
(\square_g - V_\lambda)(e^{-i\omega t}\varphi) = e^{-i\omega t}\mathcal{F}, \\
\int_{\Sigma} J^N_\mu(e^{-i\omega t}\varphi)n^\mu_\Sigma < +\infty.
\end{cases}
\]

Thus, we can introduce the following definition:

**Definition.** For any $\omega \in \mathbb{C}$ with $Im(\omega) > C_0$ and any $\lambda \in [0, 1]$, we define the operator $R(\square_g - V_\lambda) : L^2_{cp}(\Sigma) \to H^1_{loc}(\Sigma)$ so that, for any $\mathcal{F} \in L^2_{cp}(\Sigma)$, $\varphi = R(\square_g - V_\lambda)\mathcal{F}$ is the unique solution of (7.11).

**Remark.** It can be readily shown that $R(\square_g - V_\lambda)$ is holomorphic in $\omega$ for $Im(\omega) > 0$.

We will now show the following:

**Lemma 7.1.** Let $(\mathcal{M}, g)$ be as in proposition 7.1. For any $\lambda \in [0, 1]$, the operator $R(\square_g - V_\lambda) : L^2_{cp} \to H^1_{loc}$, defined by the relation (7.11), can be extended as a meromorphic operator-valued function of $\omega$ on the whole of $\{\omega \in \mathbb{C} : Im(\omega) > 0\}$, bounded up to $\omega \in \mathbb{R}$ with respect to the norm (7.7), except, possibly, at $\omega = 0$ and at all the values $\omega \in \mathbb{R}\{0\}$ for which equation (7.2) admits an outgoing mode solution with frequency parameter $\omega$ (see the definition at the end of Section 3.3). Furthermore, the poles of $R(\square_g - V_\lambda)$ for $Im(\omega) > 0$ depend continuously on $\lambda$, except at the values of $\lambda$ where they reach the real axis.

**Proof.** As a consequence of Rellich’s embedding theorem, in view also of the boundedness of $R(\square_g) : L^2_{cp} \to L^2_{cp}$ and the compact support in space of $V_\lambda$, the operator $R(\square_g) \circ V_\lambda : H^1_{\omega} \rightarrow H^1_{\omega}$ is bounded and compact when $Im(\omega) \geq 0$. Furthermore, it also follows (in view of Lemma 7.1) that $R(\square_g) \circ V_\lambda$ is holomorphic in $\omega$ when $Im(\omega) > 0$.

Therefore, the Fredholm alternative implies that the operator $(1 - R(\square_g) \circ V_\lambda)^{-1}$ is a meromorphic function of $\omega$ for $Im(\omega) > 0$, bounded up to $\omega \in \mathbb{R}$ with respect to the operator norm $\| \cdot \|_{H^1_{\omega} \rightarrow H^1_{\omega}}$, except at those frequencies $\omega \in \mathbb{R}$ for which

\[
(7.13) \quad \begin{cases}
(\square_g e^{-i\omega t}\varphi) = 0, \\
\int_{\Sigma} J^N_\mu(e^{-i\omega t}\varphi)n^\mu_\Sigma < +\infty \text{ and } \lim_{\tau \to +\infty}(e^{-i\omega t}\varphi)|_S = 0
\end{cases}
\]

admits a non-trivial solution $\varphi \in H^1_{loc}(\Sigma)$. Furthermore, in view of the continuous dependence of $V_\lambda$, the poles of $(1 - R(\square_g) \circ V_\lambda)^{-1}$ for $Im(\omega) > 0$ depend continuously on $\lambda$ (except, of course, at the values of $\lambda$ where they reach the real axis); see [26].
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In the region $\text{Im}(\omega) > C_0$ where $R(\Box_g - V_\lambda; \omega)$ was defined, the following relation holds:

$$
R(\Box_g - V_\lambda; \omega) = \left( \text{Id} - R(\Box_g; \omega) \circ V_\lambda \right)^{-1} \circ R(\Box_g; \omega). \tag{7.14}
$$

Thus, using the relation (7.14), the operator $R(\Box_g - V_\lambda; \omega)$ can be extended as a meromorphic operator-valued function of $\omega$ on $\{ \omega \in \mathbb{C} : \text{Im}(\omega) > 0 \}$ with the required properties. Furthermore, on $\{ \omega \in \mathbb{C} : \text{Im}(\omega) > 0 \} \setminus \mathcal{P}_\lambda$, where $\mathcal{P}_\lambda \subset \{ \omega \in \mathbb{C} : \text{Im}(\omega) > 0 \}$ are the poles of $R(\Box_g - V_\lambda; \omega)$, the relation (7.14) implies that, for any $\mathcal{F} \in L^{2}_{\omega}(\Sigma)$, the function $\varphi = R(\Box_g - V_\lambda; \omega)\mathcal{F}$ satisfies

$$
\int_{\Sigma} J^N_n(e^{-i\omega t} R(\Box_g; \omega)\mathcal{G})n^{\omega}_{\mu} < +\infty. \tag{7.15}
$$

and the fact that, for any $\mathcal{G} \in L^{2}_{\omega}(\Sigma)$, we have

$$
\int_{\Sigma} J^N_n(e^{-i\omega t} R(\Box_g; \omega)\mathcal{G})n^{\omega}_{\mu} < +\infty. \tag{7.16}
$$

7.2 A zero-frequency continuity criterion for decay for the family (7.2) in the non-superradiant case

Having introduced the resolvent family $R(\Box_g - V_\lambda; \omega)$ and stated its basic properties stemming from the integrated local energy decay estimate (7.4), we can now proceed to examine sufficient zero-frequency conditions on the family $V_\lambda$, i.e. conditions related to the boundedness of $R(\Box_g - V_\lambda; \omega)$ near $\omega = 0$ so that (7.4) also holds for equation (7.17). We will first consider the case when $(\mathcal{M}, g)$ is the product Lorentzian manifold $(\mathbb{R} \times \Sigma, -dt^2 + g_\Sigma)$, where $(\Sigma, g_\Sigma)$ is a complete asymptotically flat Riemannian manifold, with $-dt^2 + g_\Sigma$ having the asymptotics described by Assumption 1 of [32]. In that case, the following result can be readily established:

**Proposition 7.2.** Let $(\mathcal{M}, g) = (\mathbb{R} \times \Sigma, -dt^2 + g_\Sigma)$, with $-dt^2 + g_\Sigma$ having the asymptotics described by Assumption 1 of [32], and let $V_\lambda : \mathcal{M} \to \mathbb{R}$, $\lambda \in [0, 1]$, be as described above. Assume that there exists some (small) $\epsilon > 0$, so that the near-zero frequency bound

$$
\sup_{|\omega| \leq \epsilon} \| R(\Box_g - V_\lambda; \omega) \|_{L,\eta} < +\infty \tag{7.17}
$$

holds for all $\lambda \in [0, 1]$. Then, for any $\lambda \in [0, 1]$ and any smooth $F : \mathcal{M} \to \mathbb{R}$ which has compact support when restricted on the $\{ t = \text{const} \}$ hypersurfaces, the solution $\psi$ to

$$
\Box_g \psi - V_\lambda \psi = F, \quad (\psi, T\psi)|_{\omega = 0} = (0, 0), \tag{7.18}
$$

satisfies the integrated local energy decay estimate (7.4).

**Remark.** The proof of Proposition 7.2 consists of showing that the spectrum of the operator $\Delta_{g_\Sigma} - V_\lambda$ does not obtain a discrete component as $\lambda$ varies in $[0, 1]$. Note that, in case the potentials $V_\lambda$ are assumed to be small, Proposition 7.2 holds without assuming (7.16), even under substantially weaker assumptions on the regularity and decay properties of the potentials $V_\lambda$, see e.g. [27, 37].

For the proof of Proposition 7.2 see Section B of the Appendix. Let us remark that Proposition 7.2 also applies on stationary spacetimes $(\mathcal{M}, g)$, possibly bounded by an event horizon $\mathcal{H}$, where the stationary vector field $T$ is everywhere timelike on $\mathcal{M} \setminus \mathcal{H}$ and $\mathcal{H}$ has positive surface gravity (so that the red-shift estimates of Section 7 of [14] apply).

7.3 Failure of the zero-frequency continuity criterion in the presence of superradiance

Let us now examine the case of a stationary spacetime $(\mathcal{M}, g)$ with a non-empty ergoregion, i.e. $\{ g(T, T) > 0 \} \neq \emptyset$. There is no point in considering the case when either $\mathcal{H}^+ = \emptyset$, or $\mathcal{H}^+ \neq \emptyset$ but $\mathcal{H}^+ \cap \{ g(T, T) > 0 \} = \emptyset$, since, according to [23] (see also our forthcoming [31]), the integrated local energy decay estimate (7.4) does not hold in this case. Therefore, we will only consider spacetimes $(\mathcal{M}, g)$ for which $\mathcal{H}^+ \neq \emptyset$ and $\{ g(T, T) > 0 \} \cap \mathcal{H}^+ \neq \emptyset$. 
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On such a spacetime \((M, g)\), we will show that the zero-frequency condition of Proposition 7.2 is no longer sufficient to guarantee an integrated local energy decay estimate of the form (7.4) for the family (7.17), \(\lambda \in [0, 1]\). In particular, as a corollary of Theorem 1 we will establish the following:

**Corollary 7.1.** On Kerr exterior spacetime \((M_{M,a}, g_{M,a})\) with \(0 < |a| < M\), for any fixed \((\omega_R, m, l) \in (\mathbb{R}\setminus\{0\}) \times \mathbb{Z} \times \mathbb{Z}_{\geq |m|}\) in the superradiant regime (3.26) and \(r_0 > 1\) as in the statement of Theorem 1, defining \(V : [r_+, +\infty) \rightarrow [0, +\infty)\) as the potential function of Theorem 1 for \(\omega_I = 0\), the family of equations

\[
\square_{g_{M,a}} \psi - \lambda \frac{(r^2 + a^2)^2}{(r - r_+)(r - r_-)\rho^2} V(r) \psi = 0,
\]

\(\lambda \in [0, 1]\), has the following properties:

1. There exists a \(\lambda_0 \in (0, 1]\) such that (7.18) satisfies an integrated local energy decay estimate for all \(\lambda \in [0, \lambda_0]\).

2. There exists an \(\epsilon > 0\) so that for all \(\lambda \in [0, 1]\) we can bound:

\[
\sup_{|\omega| \leq \epsilon} \|R(\square_{g_{M,a}} - \lambda \frac{(r^2 + a^2)^2}{(r - r_+)(r - r_-)\rho^2} V(r); \omega)\|_{L^q, n} < +\infty.
\]

3. There exists a \(\lambda_1 \in (0, 1]\) such that (7.18) does not admit an outgoing real or exponentially growing mode solution for \(\lambda < \lambda_1\), but admits a real mode solution for \(\lambda = \lambda_1\). As a consequence, no integrated local energy decay estimate of the form (7.4) holds for (7.18) when \(\lambda = \lambda_1\).

Therefore, the analogue of Proposition 7.2 does not hold on \((M_{M,a}, g_{M,a})\), \(a \neq 0\).

**Proof.** The robustness of the estimates of [15] guarantee that (7.18) satisfies an integrated local energy decay estimate when \(\lambda \in [0, \lambda_0]\) with \(\lambda_0 < 1\), while the near-zero frequency estimates of Section 8.7 of [15] apply to (7.18) for all \(\lambda \in [0, 1]\) (without any change in the proof), in view of the sign condition \(V \geq 0\), yielding (7.19). It thus remains to show the existence of a value \(\lambda_1 \in (0, 1]\) such that (7.18) does not admit an outgoing real or exponentially growing mode solution for \(\lambda < \lambda_1\), but admits a real mode solution for \(\lambda = \lambda_1\). We will also show that this implies that no integrated local energy decay estimate holds for (7.18) when \(\lambda = \lambda_1\).

Let us set for any \(\lambda \in [0, 1]\):

\[
V_\lambda \doteq \lambda \frac{(r^2 + a^2)^2}{(r - r_+)(r - r_-)\rho^2} V(r).
\]

Let \(\lambda_1\) be defined as the infimum of all \(\lambda \in (0, 1]\) for which equation (7.18) admits an outgoing real or exponentially growing mode solution. In view of our aforementioned remarks, it is necessary that \(\lambda_1 > 0\). The estimates of [15] imply that, when \(Re(\omega) >> 1\), the operators \(Id - R(\square_{g_{M,a}}; \omega) \circ V_\lambda\) are invertible on the space \(H^1_0 + r^r(\Sigma)\) uniformly in \(\lambda\) (see the proof of Lemma 7.1 for the relevant notation). Thus, the identity (7.14) (see also the remarks in the proof of Lemma 7.1 on the compactness of \(R(\square_{g}; \omega) \circ V_\lambda\), and dependence of the poles of \(R(\square_{g} - V_\lambda; \omega)\) on \(\lambda\)) implies that, when \(\lambda = \lambda_1\), there exists at least one \(\omega \in \mathbb{R}\) such that the operator \(Id - R(\square_{g_{M,a}}; \omega) \circ V_\lambda\) has non trivial kernel, i.e. equation (7.18) admits an outgoing real mode solution.

For \(\lambda = \lambda_1\) and \(\omega \in \mathbb{R}\) as above, let \(\varphi : M_{M,a} \rightarrow \mathbb{C}\) be a non-trivial \(T\)-invariant function solving

\[
\begin{cases}
(\square_{g_{M,a}} - V_\lambda)(e^{i\omega t} \varphi) = 0, \\
\int_S n_\mu \left( e^{i\omega t} \varphi \right) n^\mu < +\infty \text{ and } \lim_{r \rightarrow +\infty} \left( e^{i\omega t} \varphi \right) |_S = 0,
\end{cases}
\]

where \(S \subset M_{M,a}\) is a spacelike hyperboloidal hypersurface terminating at \(I^+\) and intersecting \(\mathcal{H}^+\backslash\mathcal{H}^-\) transversally, defined as in Section (7.1). We will show that (7.21) implies that no estimate of the form (7.4) can hold for equation (7.18) when \(\lambda = \lambda_1\). Assume, for the sake of contradiction, that (7.4) holds for equation (7.18). Then, the uniqueness part of the proof of Lemma 7.1 (see Section A of the Appendix) applies, without any change, yielding that any function \(\varphi\) satisfying (7.21) must be identically 0; thus, we obtain a contradiction. \(\square\)
The fact that Proposition 7.2 fails to apply on \((\mathcal{M}_{M,a}, g_{M,a})\) highlights that, generally, there is no “cheap” way of controlling the resolvent operator \(R(\Box_g - V; \cdot)\) for frequencies in a neighborhood of the real axis on superradiant spacetimes \((\mathcal{M}, g)\), as is the case on spacetimes with an everywhere timelike Killing field \(T\). Therefore, controlling the behaviour of the resolvent operator \(R(\Box_g - V; \cdot)\) in the near zero frequency regime \(\{|\omega| \ll 1\}\) is not enough to exclude the emergence of “spectral” instabilities for the family \((7.17)\) elsewhere on the real axis as \(\lambda\) varies in \([0, 1]\).

**A Proof of Proposition 7.1**

The proof of Proposition 7.1 will consist of several steps. We will first show that for any \(\mathcal{F} \in L^2_{\text{cp}}(\Sigma)\) and any \(\omega \in \mathbb{C}\) with \(\text{Im}(\omega) \geq 0\), there exists a solution \(\psi \in H^1_{\text{loc}}(\Sigma)\) to (7.5), which is also unique, establishing, thus, that the free resolvent operator \(R(\Box_g; \cdot)\) is well defined. In this step, we will also obtain some useful estimates for the operator \(R(\Box_g; \cdot)\). Then, we will proceed to establish the Hölder continuity and holomorphicity properties of the operator \(R(\Box_g; \cdot)\).

1. Existence

We will first show that, for any \(\mathcal{F} \in L^2_{\text{cp}}(\Sigma)\) and any \(\omega \in \mathbb{C}\) with \(\text{Im}(\omega) \geq 0\), there exists a solution \(\psi \in H^1_{\text{loc}}(\Sigma)\) to (7.5). Let \(\chi : \mathbb{R} \to [0, 1]\) be a smooth function such that \(\chi(t) = 0\) for \(t \leq 0\) and \(\chi(t) = 1\) for \(t \geq 1\), and let us define the function \(\hat{\psi} : \{t \geq 0\} \to \mathbb{C}\) as the unique \(H^1_{\text{loc}}\) solution of the initial value problem

\[
\begin{aligned}
\Box_g \hat{\psi} & = \chi(t) e^{-i\omega t} \mathcal{F}, \\
(\hat{\psi}, T\hat{\psi})|_{t=0} & = (0, 0).
\end{aligned}
\]

(A.1)

In view of the integrated local energy decay estimate (7.4), we can bound for any \(t_f \geq 2\) and any \(0 < \eta < \frac{1}{2}\) after multiplying both sides of (7.4) with \((\int_1^{t_f} e^{2Im(\omega)t} dt)^{-1}\):

\[
(A.2) \quad \left(\int_1^{t_f} e^{2Im(\omega)t} dt\right)^{-1} \int_{\{0 \leq t \leq t_f\}} (1 + r)^{-1-2\eta}(J^N(\psi) N^\mu + (1 + r)^{-2}|\psi|^2) d\Sigma \leq C_{\eta}(1 + |\omega|^k) \int_\Sigma (1 + r)^{1+2\eta}|\mathcal{F}|^2 d\Sigma,
\]

where \(C_{\eta}\) depends on \(\eta\) and \(\sum_{j=0}^k \sup_{t \in [0,1]} |\frac{d^j}{dt^j}(t)|\).

Commuting (A.1) with \(T + i\omega\) and applying (7.4) for the commuted equation (after multiplying, again, both sides of (7.4) with \((\int_1^{t_f} e^{Im(\omega)t} dt)^{-1}\) ), we obtain:

\[
(A.3) \quad \left(\int_1^{t_f} e^{2Im(\omega)t} dt\right)^{-1} \int_{\{0 \leq t \leq t_f\}} (1 + r)^{-1-2\eta}(J^N_{\mu}(T\psi + i\omega\psi)) N^\mu + (1 + r)^{-2}|T\psi + i\omega\psi|^2 d\Sigma \leq \]

\[
\leq C_{\eta}\left(\int_1^{t_f} e^{2Im(\omega)t} dt\right)^{-1} \sum_{j=0}^k \int_{\{0 \leq t \leq t_f\}} (1 + r)^{1+2\eta}|T_j(T + i\omega)(\chi(t)e^{-i\omega t} \mathcal{F})|^2 d\Sigma \leq \]

\[
\leq C_{\eta}\left(\int_1^{t_f} e^{2Im(\omega)t} dt\right)^{-1} \int_\Sigma (1 + r)^{1+2\eta}|\mathcal{F}|^2 d\Sigma,
\]

where we used the fact that \((T + i\omega)(e^{-i\omega t} \mathcal{F}) = 0\) and \(T\chi\) is supported in \(\{0 \leq t \leq 1\}\).

Using the \(r^p\)-weighted energy estimate of Theorem 5.1 of [33] for \(p = 1\), \(\tau_1 = 0\) and \(\tau_2 = t_f\), in conjunction with the integrated local energy decay estimate (7.4), we readily obtain

\[
(A.4) \quad \int_0^{t_f} \left(\int_{\{t = \tau\}} J^N(\psi) n^\mu|_{\Sigma}\right) d\tau \leq \]

\[
\leq C_2(1 + |\omega|^k) \int_{\{0 \leq t \leq t_f\}} (1 + r)^3|e^{-i\omega t} \mathcal{F}|^2 d\Sigma,
\]
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where \( n_S \) is the future directed unit normal to the \( \{ t = \text{const} \} \) hypersurfaces. Notice that, while \( e^{-\text{mast}} \) is unbounded on the \( \{ t = \text{const} \} \) hypersurfaces when \( Im(\omega) > 0 \), the right hand side of (A.5) is finite, since \( \mathcal{F} \) was assumed to have compact support on \( \Sigma \). In particular, (A.4) implies that, for any \( t_f \geq 2 \):

\[
(A.5) \quad \left( \int_1^{t_f} e^{2Im(\omega)t} dt \right)^{-1} \int_0^{t_f} \left( \int_{\{t=\tau\}} J^N_{\mu}(\psi) n^\mu_S \right) d\tau \leq C_{\chi, \omega, \mathcal{F}}
\]

where \( C_{\chi, \omega, \mathcal{F}} \) depends on \( \chi, \omega, \mathcal{F} \). Similarly, using Theorem 5.3 of [33] for \( p = 2\eta, t_1 = 0 \) and \( t_2 = t_f \), combined with (7.4), we can estimate:

\[
(A.6) \quad \left( \int_1^{t_f} e^{2Im(\omega)t} dt \right)^{-1} \int_{\{0 \leq \tau \leq t_f\}} (1 + r)^{-1+2\eta} \left( \left( \nabla_\mu \bar{T}^\mu \psi \right)^2 + (1 + r)^{-2} |\dot{\psi}|^2 \right) d\gamma \leq \left( \int_1^{t_f} e^{2Im(\omega)t} dt \right)^{-1} \int_{\{0 \leq \tau \leq t_f\}} (1 + r)^{-1+2\eta} |\mathcal{F}|^2 d\Sigma.
\]

Adding (A.2) and (A.6), we thus obtain:

\[
(A.7) \quad \left( \int_1^{t_f} e^{2Im(\omega)t} dt \right)^{-1} \int_{\{0 \leq \tau \leq t_f\}} (1 + r)^{-1+2\eta} \left( \left( \nabla_\mu \bar{T}^\mu \psi \right)^2 + (1 + r)^{-4\eta} J^N_{\mu}(\psi) N^\mu + (1 + r)^{-2} |\dot{\psi}|^2 \right) d\gamma \leq C_{\tau, \chi}(1 + |\omega|^k) \int_\Sigma (1 + r)^{1+2\eta} |\mathcal{F}|^2 d\Sigma.
\]

For any integer \( j \in \{0, \ldots, [t_f]-1\} \), let us define the non-negative quantities

\[
(A.8) \quad f_j = \frac{\int_{\{j \leq \tau \leq j+1\}} (1 + r)^{-1+2\eta} \left( \left( \nabla_\mu \bar{T}^\mu \psi \right)^2 + (1 + r)^{-4\eta} J^N_{\mu}(\psi) N^\mu + (1 + r)^{-2} |\dot{\psi}|^2 \right) d\gamma}{C_{\tau, \chi}(1 + |\omega|^k) \int_\Sigma (1 + r)^{1+2\eta} |\mathcal{F}|^2 d\Sigma} + \frac{\int_{\{j \leq \tau \leq j+1\}} (1 + r)^{-1+2\eta} \left( J^N_{\mu}(T \psi + i \omega \bar{\psi}) N^\mu + (1 + r)^{-2} |\dot{T} \psi + i \omega \dot{\psi}|^2 \right) d\gamma}{C_{\tau, \chi}(t_f, t_f) e^{2Im(\omega)t}} + \frac{\int_{\{j \leq \tau \leq j+1\}} (1 + r)^{1+2\eta} |\mathcal{F}|^2 d\Sigma}{C_{\tau, \chi}(t_f, t_f) e^{2Im(\omega)t}},
\]

and

\[
(A.9) \quad g_j = \int_j^{j+1} e^{2Im(\omega)t} dt,
\]

where the denominators of the terms in the right hand side of (A.8) are precisely the right hand sides of inequalities (A.7), (A.3) and (A.5) respectively. Then, the inequalities (A.7), (A.3) and (A.5) imply that, for any \( t_f \geq 2 \):

\[
(A.10) \quad \left( \sum_{j=1}^{[t_f]-1} g_j \right)^{-1} \sum_{j=1}^{[t_f]-1} f_j \leq 3.
\]

An application of the pigeonhole principle on the relation (A.10) yields that there exists a \( j_0 \in \{1, \ldots, [t_f]-1\} \) such that

\[
(A.11) \quad \frac{f_{j_0}}{g_{j_0}} \leq 3.
\]

Therefore, we deduce that, for any \( t_f \geq 2 \), there exists a \( t_{in} = t_{in}(t_f) \in [1, t_f - 1] \) such that

\[
(A.12) \quad \left( \int_{t_{in}}^{t_{in}+1} e^{2Im(\omega)t} dt \right)^{-1} \int_{\{t_{in} \leq \tau \leq t_{in}+1\}} \int_{\{0 \leq \tau \leq t_f\}} (1 + r)^{-1+2\eta} \left( \left( \nabla_\mu \bar{T}^\mu \psi \right)^2 + (1 + r)^{-4\eta} J^N_{\mu}(\psi) N^\mu + (1 + r)^{-2} |\dot{\psi}|^2 \right) d\gamma \leq C_{\tau, \chi}(1 + |\omega|^k) \int_\Sigma (1 + r)^{1+2\eta} |\mathcal{F}|^2 d\Sigma;
\]
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In view of (A.19) and the fact that (A.21)

Since the functions (A.13) and (A.14)

We also define the sequence of functions

noting that (A.1) (and the fact that (A.17) and (A.18)) implies that, as \( n \to \infty \), we can bound for any \( 0 \leq t \leq 1 \):

The bound (A.18) implies that, as \( n \to +\infty \), there exists a subsequence of \( \{ \psi_n \}_{n \in \mathbb{N}} \) (assuming, without loss of generality, that this subsequence is in fact the whole sequence \( \{ \psi_n \}_{n \in \mathbb{N}} \)) converging weakly in \( H^1_{\text{loc}}(\{0 \leq t \leq 1\}) \) to a function \( \hat{\psi} \) satisfying the bound:

Since the functions \( \psi_n \) satisfy (A.17) and \( \psi_n \) converge weakly in \( H^1_{\text{loc}} \) to \( \hat{\psi} \), we readily infer that \( \hat{\psi} \) also satisfies (A.17). In view of (A.19) and the fact that \( t_{f,n} \to +\infty \) as \( n \to +\infty \), we infer that

(A.22)

\[ T\hat{\psi} + i\omega \hat{\psi} = 0, \]
i.e. $\hat{\psi}$ is of the form

(A.23) \[ \hat{\psi} = e^{-iat} \varphi \]

for some $\varphi \in H_{1oc}^1(\Sigma)$. We will extend $\hat{\psi}$ on the whole of $\cup_{t \in \mathbb{R}} \mathcal{J}_t(\Sigma)$ by the relation (A.23).

Since the functions $\psi_n$ satisfy (A.17) and $\{\psi_n\}_{n \in \mathbb{N}}$ converges weakly in $H_{1oc}^1(\{0 \leq t \leq 1\})$ to $\hat{\psi}$, we readily infer that $\hat{\psi}$ also satisfies (A.17) on $\{0 \leq t \leq 1\}$. Since $\hat{\psi}$ was extended on the whole of $\cup_{t \in \mathbb{R}} \mathcal{J}_t(\Sigma)$ by the relation (A.23) and the metric $g$ is $T$-invariant, we infer that $\hat{\psi}$ satisfies (A.17) on the whole of $\cup_{t \in \mathbb{R}} \mathcal{J}_t(\Sigma)$. Thus, the function $\varphi$ satisfies (7.5), with the condition that $e^{-iat} \varphi$ having finite energy flux through $\mathcal{S}$ and $\lim_{t \to +\infty} (e^{-iat} \varphi)|_{\mathcal{S}}$ being a direct consequence of (A.20). Furthermore, $\varphi$ satisfies

(A.24) \[ \int_{\Sigma} (1 + r)^{-1-2r} \left( |\nabla g \varphi|^2_{g_{\Sigma}} + (|\varphi|^2 + (1 + r)^{-2})|\varphi|^2 \right) d\mathcal{S} \leq C_{\varphi} (1 + |\varphi|^4) \int_{\Sigma} (1 + r)^{1+2r} |\mathcal{F}|^2 d\mathcal{S} \]

and

(A.25) \[ \int_{\Sigma} (1 + r)^{-1+2r} \left( |\nabla g \varphi|^2_{g_{\Sigma}} + (|\varphi|^2 + (1 + r)^{-2})|\varphi|^2 \right) d\mathcal{S} \leq C_{\varphi} (1 + |\varphi|^4) \int_{\Sigma} (1 + r)^{1+2r} |\mathcal{F}|^2 d\mathcal{S} \]

in view of (A.21) (and the fact that $T$ is everywhere transversal to $\Sigma$).

2. Uniqueness

Having established the existence of a solution $\varphi \in H_{1oc}^1(\Sigma)$ to (7.5), we will now proceed to show that this solution is unique. In particular, we will show that, for any $\omega \in \mathbb{C}$ with $\text{Im}(\omega) \geq 0$, if $\varphi \in H_{1oc}^1(\Sigma)$ satisfies

(A.26) \[
\begin{align*}
\square_g (e^{-iat} \varphi) &= 0, \\
\int_{\mathcal{S}} \mathcal{J}^N (e^{-iat} \varphi) n_{\mathcal{S}}^k < +\infty \text{ and } \lim_{t \to +\infty} (e^{-iat} \varphi)|_{\mathcal{S}} = 0,
\end{align*}
\]

then $\varphi \equiv 0$.

For any $0 < a \leq 1$, we will introduce the auxiliary function

(A.27) \[ \varphi_a = \chi(t) e^{at} e^{-iat} \varphi. \]

In view of (A.26), as well as the fact that $\chi \equiv 0$ for $t \leq 0$, $\varphi_a$ satisfies

(A.28) \[
\begin{cases}
\square_g \varphi_a = \mathcal{A}_{\text{cut}} + \mathcal{A}_{\text{exp}}, \\
(\varphi_a, T\varphi_a)|_{t=0} = (0,0),
\end{cases}
\]

where

(A.29) \[ \mathcal{A}_{\text{cut}} \doteq 2\chi'(t) \nabla g t \nabla \mu (e^{at} e^{-iat} \varphi) + \square_g (\chi(t)) e^{at} e^{-iat} \varphi \]

and

(A.30) \[ \mathcal{A}_{\text{exp}} \doteq 2ae^{at} \nabla g t \nabla \mu (e^{-iat} \varphi) + (a^2 \nabla g t \nabla \mu t + a \square_g t) e^{at} e^{-iat} \varphi. \]

In view of the fact that

(A.31) \[ \bar{t} \leq t - \frac{1}{2} r - C, \]
we can estimate for any \( \tau \geq 0 \) and any \( \beta > 0 \):

\[
\sup_{t=\tau} (1+r)^2 e^{2\alpha t} \leq C_\beta a^{-\beta} e^{2\alpha \tau},
\]

where \( C_\beta > 0 \) depends only on \( \beta \). In view of the flat asymptotics of \( g \) and the fact that \( \mathcal{F} \) is compactly supported, the conditions \( \text{Im}(\omega) \geq 0 \) and \( \sum_{j=1}^2 \int_S j_\mu^N (e^{i\omega t} \dot{\varphi}) n^S \) imply that there exists a \( \beta > 0 \) such that

\[
\int_\Sigma \left( (1+r)^{-\beta} |\nabla_\Sigma \varphi|^2 + (1+r)^{-\beta-2} |\varphi|^2 \right) < +\infty
\]

(note that, in the case \( \text{Im}(\omega) > 0 \), \( \varphi \) in fact belongs to the space \( H^1(\Sigma) \); the bound [A.33] becomes non-trivial only when \( \text{Im}(\omega) = 0 \)). Therefore, [A.29], [A.32] and [A.33], combined with the fact that \( \chi \equiv 0 \) for \( t \geq 1 \), imply that, for any \( \tau \geq 0 \):

\[
\sum_{j=1}^k \int_{\{t=\tau\}} (1+r)^2 |T_j A_{\text{cut}}|^2 \, dg_S \leq \begin{cases} C_{\chi, \varphi} a^{-\beta-2}, & 0 \leq \tau \leq 1, \\ 0, & \tau \geq 1, \end{cases}
\]

where \( C_{\chi, \varphi} > 0 \) depends on \( \chi, \omega, \varphi \).

The finiteness of the \( J^N \)-energy flux of \( e^{-i\alpha t} \varphi \) through \( S \), combined with a Hardy type inequality, implies that, for any \( \tau \geq 0 \):

\[
\int_{\{t=\tau\}} \left( |\nabla_\mu \vec{T}_j^\mu (e^{-i\alpha t} \varphi)|^2 + (1+r)^{-2} |e^{-i\alpha t} \varphi|^2 \right) \, dg_S \leq C e^{2\text{Im}(\omega)\tau} \int_S J_\mu^N (e^{-i\alpha t} \varphi) n_\mu^S < +\infty.
\]

Since \( \text{Im}(\omega) > 0 \) and \( S \subset J^+(\Sigma) \), from [A.35] we can deduce the following estimate on the slice \( \{t=\tau\} \) for any \( \tau \geq 0 \):

\[
\int_{\{t=\tau\}} \left( |\nabla_\mu \vec{T}_j^\mu (e^{-i\alpha t} \varphi)|^2 + (1+r)^{-2} |e^{-i\alpha t} \varphi|^2 \right) \, dg_S \leq C e^{2\text{Im}(\omega)\tau} \int_S J_\mu^N (e^{-i\alpha t} \varphi) n_\mu^S < +\infty.
\]

Therefore, on \( \{t \geq 0\} \), from [A.30] and [A.36], as well as the fact that

\[
|\Box_g \varphi| \leq C(1+r)^{-1}
\]

(following from the flat asymptotics of (\( \mathcal{M}, g \)) and the definition of the hyperboloidal hypersurface \( S \), see also Section 3.1 of [33]), we infer that, for any \( \tau \geq 0 \) and any \( 0 < \eta < \frac{1}{2} \):

\[
\sum_{j=0}^k \int_{\{t=\tau\}} (1+r)^{1+2\eta} |T_j A_{\text{exp}}|^2 \, dg_S \leq C_{\chi, \varphi} a^{1-2\eta} e^{2(\alpha+1\text{Im}(\omega))\tau}.
\]

Applying the integrated local energy decay estimate [7.4] for [A.28], we obtain for any \( t_f \geq 0 \) in view of [A.34] and [A.38]:

\[
\int_{0 \leq t \leq t_f} (1+r)^{-1-2\eta} \left( J_\mu^N (\varphi_\alpha) N^\mu + (1+r)^{-2} |\varphi_\alpha|^2 \right) \, dg_S \leq C_{\chi, \varphi} (a^{1-2\eta} e^{2(\alpha+1\text{Im}(\omega))t})^t_0.
\]

Thus, in view of the relation [A.27], [A.39] yields for any \( 0 < a \leq 1 \), any \( t_f \geq 0 \) and any \( 0 < \eta < \frac{1}{2} \):

\[
\int_\Sigma (1+r)^{-3-2\eta} |\varphi|^2 \, dg_S \leq C_{\chi, \varphi} \left( e^{a(\alpha+1\text{Im}(\omega))t} \right)^t_0 + a^{1-2\eta}.
\]

Choosing \( t_f = a^{-1} \) in [A.40] and letting \( a \to 0 \), we thus infer that \( \varphi \equiv 0 \). Hence, we have established the uniqueness for solutions to (7.5), and, thus, the resolvent operator \( R(\Box_g; \omega) \) given by (7.6) is well defined, with \( R(\Box_g; \omega) \) being uniformly bounded on \( \{\omega \in \mathbb{C} | \text{Im}(\omega) \geq 0\} \) with respect to the norm (7.7) in view of [A.24]. Furthermore, for any \( \mathcal{F} \in L^2_{\chi, \varphi}(\Sigma) \), \( \varphi = R(\Box_g; \omega)\mathcal{F} \) satisfies the bound [A.25].
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3. Hölder continuity

We will now show that the operator $R(\omega; \psi)$ is Hölder continuous as a function of $\omega \in \mathbb{C}$ with $\text{Im}(\omega) \geq 0,$ with respect to the norm (7.8). For any given $F \in L^2_{\text{loc}}(\Sigma)$ and any $\omega_1, \omega_2$, let us set $\varphi_1 = R(\omega_1; \psi)$ and $\varphi_2 = R(\omega_2; \psi)$.

We will show that, for any $0 < \eta < \frac{1}{2}$, $0 < \tau_0 < \frac{1}{2} - \eta$ (assuming without loss of generality that $|\omega_1 - \omega_2| < 1$):

\[
\int_{\Sigma} (1 + r)^{-1-2\eta}(|\nabla_{g_{\Sigma}} (\varphi_1 - \varphi_2)|^2 + (|\omega_1|^2 + (1 + r)^{-2})|\varphi_1 - \varphi_2|^2) \, dg_{\Sigma} \leq \leq C_{\eta_0 \lambda}\int_{\Sigma} (1 + r)^{1+2\tau} e^{2|\text{Im}(\omega_1)| (1 + |\omega_1|^k)} (1 + |\omega_1|^k) \int_{\Sigma} (1 + r)^{1+2\tau_0} |F|^2 \, dg_{\Sigma}.
\]

For any $0 < a \leq 1$, we define

\[
\varphi_a = \chi(t)e^{a(t - \tau_0)}(e^{-i\omega_1 t} - e^{-i\omega_2 t}),
\]

noticing that $\varphi_a$ satisfies

\[
\int_{\Sigma} (1 + r)^{-1-2\eta}(|\nabla_{g_{\Sigma}} (\varphi_1 - \varphi_2)|^2 + (|\omega_1|^2 + (1 + r)^{-2})|\varphi_1 - \varphi_2|^2) \, dg_{\Sigma} \leq C_{\eta_0 \lambda}\int_{\Sigma} (1 + r)^{1+2\tau} e^{2|\text{Im}(\omega_1)| (1 + |\omega_1|^k)} (1 + |\omega_1|^k) \int_{\Sigma} (1 + r)^{1+2\tau_0} |F|^2 \, dg_{\Sigma}.
\]

and

\[
\int_{\Sigma} (1 + r)^{-1-2\eta}(|\nabla_{g_{\Sigma}} (\varphi_1 - \varphi_2)|^2 + (|\omega_1|^2 + (1 + r)^{-2})|\varphi_1 - \varphi_2|^2) \, dg_{\Sigma} \leq C_{\eta_0 \lambda}\int_{\Sigma} (1 + r)^{1+2\tau} e^{2|\text{Im}(\omega_1)| (1 + |\omega_1|^k)} (1 + |\omega_1|^k) \int_{\Sigma} (1 + r)^{1+2\tau_0} |F|^2 \, dg_{\Sigma}.
\]

The relation (A.42) implies that

\[
\varphi_a = \chi(t)e^{a(t - \tau_0)}(e^{-i\omega_1 t} - e^{-i\omega_2 t})\varphi_2.
\]
Thus, (A.48) and (A.49) yield

\[(A.50)\]

\[
\int_{\{1 \leq t \leq T\}} (1 + r)^{-1-2\eta} e^{2\alpha t} \left( J^N_{\mu} (e^{-i\omega_1 t} (\varphi_1 - \varphi_2)) N^{\mu} + (1 + r)^{-2} |e^{-i\omega_1 t} (\varphi_1 - \varphi_2)|^2 \right) dt \leq 
\]

\[
\leq C_N \int_{\{0 \leq t \leq T\}} (1 + r)^{-1-2\eta} e^{2\alpha t} \left( J^N_{\mu} ((e^{-i\omega_1 t} - e^{-i\omega_2 t}) \varphi_2) N^{\mu} + (1 + r)^{-2} (e^{-i\omega_1 t} - e^{-i\omega_2 t}) \varphi_2^2 \right) dt + 
\]

\[
+ C_{\varphi_2} \left\{ \int_{0 \leq t \leq T} \chi(t)(1 + r)^{1+2\eta} e^{2\alpha t} \left( |\omega_1 e^{-i\omega_1 t} - \omega_2 e^{i\omega_2 t}| \right)^2 dt 
\]

\[
+ \sum_{j=1}^{2} \left( a^{2\eta_0} \int_{0}^{\eta} e^{2(\alpha + \tau \omega_1)(\tau+1)} dt \right) (1 + |\omega_j|^k) \int_{\Omega} (1 + r)^{1+2\eta_0} |F|^2 d\gamma \right\}.
\]

From (A.50), we readily obtain using the bound (A.24) for \( \varphi_2 \) for the first term in the right hand side:

\[(A.51)\]

\[
(1 + r)^{-1-2\eta} \left( \sum_{j=1}^{2} \left( a^{2\eta_0} \int_{0}^{\eta} e^{2(\alpha + \tau \omega_1)(\tau+1)} dt \right) (1 + |\omega_j|^k) \right) \int_{\Omega} (1 + r)^{1+2\eta_0} |F|^2 d\gamma \leq 
\]

and thus:

\[(A.52)\]

\[
(1 + r)^{-1-2\eta} \left( \sum_{j=1}^{2} \left( a^{2\eta_0} \int_{0}^{\eta} e^{2(\alpha + \tau \omega_1)(\tau+1)} dt \right) (1 + |\omega_j|^k) \right) \int_{\Omega} (1 + r)^{1+2\eta_0} |F|^2 d\gamma \leq 
\]

Therefore, choosing \( t_f = a^{-1-\eta_0} \) and \( a = |\omega_1 - \omega_2|^{-1-4\eta_0} \), assuming without loss of generality that \( |\omega_1 - \omega_2| < 1 \), (A.52) readily yields the required Hörder continuity estimate:

\[(A.53)\]

\[
(1 + r)^{-1-2\eta} \left( \sum_{j=1}^{2} \left( a^{2\eta_0} \int_{0}^{\eta} e^{2(\alpha + \tau \omega_1)(\tau+1)} dt \right) (1 + |\omega_j|^k) \right) \int_{\Omega} (1 + r)^{1+2\eta_0} |F|^2 d\gamma \leq 
\]

and thus:

\[4. \text{ Holomorphicity}\]

Finally, we will show that for any \( 0 < \eta < \frac{1}{2} \) and any \( F, \varphi_0 \in L^2_{cp}(\Sigma) \), the inner product \( \langle \varphi_0, R(\varphi_0, \omega) F \rangle_{L^2(\Sigma)} \) is a holomorphic function of \( \omega \) when \( \text{Im} (\omega) > 0 \). This can be readily established using the classical Morera’s theorem,
since, as we showed, \( \langle \varphi_0, R(\Box_g; \omega) \mathcal{F} \rangle_{L^2(\gamma)} \) is continuous in \( \omega \), and the right hand side of (7.5) vanishes upon complex integration over any piecewise smooth closed loop \( \gamma \in \{ \omega \in \mathbb{C} : \text{Im}(\omega) > 0 \} \) (and, hence, the same arguments leading to the uniqueness of solutions to (7.5) show that \( \int_\gamma R(\Box_g; \omega) \mathcal{F} \, d\omega \) also vanishes).

**B Proof of Proposition 7.2**

In order to establish the integrated local energy decay estimate (7.4) for equation (7.17), we will first show that the condition (7.16) implies that, for all \( \lambda \in [0, 1] \), \( R(\Box_g - V_{\lambda}; \cdot) \) has no poles in the half plane \( \{ \omega : \text{Im}(\omega) > 0 \} \), and the following bound holds on the strip \( \{0 \leq \text{Im}(\omega) \leq \frac{\pi}{2}\} \):

(B.1) \[
\sup_{0 \leq \text{Im}(\omega) \leq \frac{\pi}{2}} \|R(\Box_g - V_{\lambda}; \omega)\|_{L^\infty} < +\infty.
\]

The effective limiting absorption principles established in [38] imply that, provided \( \varepsilon > 0 \) is sufficiently small depending on the precise choice of the family \( V_{\lambda} \), the following non-zero real frequency bound holds for all \( \lambda \in [0, 1] \):

(B.2) \[
\sup_{\{0 \leq \text{Im}(\omega) \leq \frac{\pi}{2}\} \cap \{0 \leq |\omega| \leq \varepsilon\}} \|R(\Box_g - V_{\lambda}; \omega)\|_{L^\infty} < +\infty.
\]

Thus, (7.16) and (B.2) yield (B.1) for all \( \lambda \in [0, 1] \). The non-existence of poles for \( R(\Box_g - V_{\lambda}; \cdot) \) in the half plane \( \{ \omega : \text{Im}(\omega) > 0 \} \) follows readily from the following facts:

1. The poles of \( R(\Box_g - V_{\lambda}; \cdot) \) in \( \{ \omega : \text{Im}(\omega) > 0 \} \) vary continuously with \( \lambda \), except when reaching the real axis (see Lemma 7.1).
2. \( R(\Box_g - V_0; \cdot) = R(\Box_g; \cdot) \) has no poles in \( \{ \omega : \text{Im}(\omega) > 0 \} \).
3. The bound (B.1) guarantees that no poles of \( R(\Box_g - V_{\lambda}; \cdot) \) exist in \( \{0 \leq \text{Im}(\omega) \leq \varepsilon\} \) for all \( \lambda \in [0, 1] \).
4. There exists some \( C \gg 1 \) depending on the family \( V_0 \) so that \( R(\Box_g - V_{\lambda}; \cdot) \) has no poles in the region \( \{\text{Im}(\omega) > C\} \).

This follows from the fact that the all poles of \( R(\Box_g - V_{\lambda}; \cdot) \) in \( \{\omega \in \mathbb{C} : \text{Im}(\omega) > 0\} \) must lie on the imaginary semi-axis \( \{\omega = ia, a > 0\} \) (in view of the fact that \( \Delta g_\varepsilon - V_0 \) is essentially self-adjoint), combined with the fact that \( R(\Box_g - V_{\lambda}; \cdot) \) is holomorphic in the region \( \text{Im}(\omega) > 1 \) (see the definition and the remark below (7.11)).

We will now proceed to establish the integrated local energy decay estimate (7.4). The bound (B.1) readily implies (after an application of the Fourier transform in the \( t \)-variable) the following bound for any smooth \( \tilde{\psi} : \mathcal{M} \rightarrow \mathbb{C} \) such that the restriction of \( \tilde{\psi} \) on the \( \{t = \text{const}\} \) hypersurfaces is compactly supported and both \( \tilde{\psi} \) and its first derivatives are square integrable in \( t \):

(B.3) \[
\int_{\mathcal{M}} (1 + r)^{-1 - 2\varepsilon}(J^T_{\mu} (\tilde{\psi}) T^\nu + r_+^{-2} |\tilde{\psi}|^2) \leq \lambda \sum_{j=0}^k \int_{\mathcal{M}} (1 + r)^{1 + 2\varepsilon} |T^j(\Box_g \tilde{\psi})|^2.
\]

Furthermore, the bound (B.1) combined with the absence of poles for \( R(\Box_g - V_0; \cdot) \) in the upper half plane imply that for all \( \lambda \in [0, 1] \):

(B.4) \[
\inf_{\varphi \in C_0^\infty(\Omega)} \frac{\int_\Sigma (|\nabla g_\varepsilon \varphi|^2 + V_0 |\varphi|^2) \, dg_{\Omega}}{\int_{\text{supp}(V_0)} |\varphi|^2 \, dg_{\Sigma}} > 0.
\]

The lower bound (B.4), in turn, implies that the \( T \)-energy flux (associated to the problem (7.17), \( \lambda \in [0, 1] \)) of any smooth and suitably decaying function \( \psi : \mathcal{M} \rightarrow \mathbb{R} \), is positive definite on the \( \{t = \text{const}\} \) hypersurfaces, i.e. for any \( s \in \mathbb{R} \):

(B.5) \[
\int_{\{t = s\}} (J^T_{\mu} (\psi) \tilde{n}^\mu + r_+^{-2} |\tilde{\psi}|^2) \leq \lambda \int_{\{t = s\}} (J^T_{\mu} (\psi) \tilde{n}^\mu + V_0 |\tilde{\psi}|^2).
\]
Remark. The lower bound \([B.4]\) can be obtained as follows: Assume that \((B.4)\) fails to hold for some \(\lambda \in [0,1]\), then there exists a smooth and compactly supported function \(V_{\delta,2}: \Sigma \to (-\infty,0]\) with \(V_{\delta,2} = -1\) on \(\text{supp}(V_\delta)\), such that for all \(\delta > 0:\)

\[
\inf_{\varphi \in C_0^\infty(\Sigma)} \frac{\int_{\Sigma} (|\nabla g_\xi \varphi|^2 + |V_\delta + \delta V_{\delta,2}|^2 |\varphi|^2) \, dg_{\Sigma}}{\int_{\text{supp}(V_\delta)} |\varphi|^2 \, dg_{\Sigma}} \leq -\delta < 0.
\]

Thus, in view of the compactness of the support of \(V_\delta + \delta V_{\delta,2}\), a standard minimization argument (see e.g. \([35]\)) yields that for any \(\delta > 0\), there exists a \(\lambda_\delta > 0\) and an \(L^2\) solution \(\varphi_\delta\) to the eigenvalue problem:

\[
\Delta_{g_\xi} \varphi_\delta - (V_\delta + \delta V_{\delta,2}) \varphi_\delta = \lambda_\delta^2 \varphi_\delta,
\]

i.e. \(R(\square_g - V_\delta - \delta V_{\delta,2}; \cdot)\) has a pole at \(\omega = \partial_\delta\) for any \(\delta > 0\). However, for \(\delta > 0\) sufficiently small, the estimate \((B.1)\) also holds for \(R(\square_g - V_\delta - \delta V_{\delta,2}; \cdot)\) in place of \(R(\square_g - V_\delta; \cdot)\) \(^{12}\) and thus our previous analysis establishing the absence of resonances in the upper half plane for the family \(R(\square_g - V_\delta; \cdot)\) (with parameter \(\lambda\)) also applies for the family \(R(\square_g - V_\delta - \delta V_{\delta,2}; \cdot)\) (with parameter \(\delta\)), yielding a contradiction.

Let, now, \(\psi\) be a smooth solution to \((7.17)\) for some \(\lambda \in [0,1]\) and some smooth function \(F: \mathcal{M} \to \mathbb{C}\), such that \(\text{supp}(F) \subset \{t \geq 0\}\) (so that \(\psi \equiv 0\) for \(t \leq 0\)). We will assume without loss of generality that \(F\) is compactly supported in \(\mathcal{M}\), and we will show that

\[
\int_{(t \geq 0)} (1 + r)^{-1-2\nu}(J^N_\mu(\psi))N^\mu + (1 + r)^{-2} |\varphi|^2 \, dg \leq \epsilon \sum_{j=0}^k \int_{(t \geq 0)} (1 + r)^{1+2\nu} |T^j F|^2 \, dg.
\]

The estimate \((7.4)\) for any \(t_f \geq 0\) and any function \(F\) which does not necessarily have compact support in the \(t\) variable (but with \(\text{supp}(F) \cap \{t = \tau\}\) being compact for any \(\tau \geq 0\)) can be obtained from \((B.3)\) as follows: Fixing a smooth function \(\chi_1: \mathbb{R} \to [0,1]\) such that \(\chi_1 \equiv 1\) on \((-\infty,-1]\) and \(\chi_1 \equiv 0\) on \([0,\infty)\), let us define for any \(t_f \geq 0\) the function \(\psi_{t_f}: \mathcal{M} \to \mathbb{C}\) by solving

\[
\begin{cases}
(\square_g - V_\delta)\psi_{t_f} = \chi_1(t-t_f)F, \\
(\psi_{t_f}, T\psi_{t_f})|_{t=0} = (0,0).
\end{cases}
\]

Note that \(\psi \equiv \psi_{t_f}\) on \(\{0 \leq t \leq t_f - 1\}\) in view of \((7.17)\). Since \(\chi_1(t-t_f)F\) has compact support in \(\mathcal{M}\), an application of \((B.8)\) for \(\psi_{t_f}\) yields:

\[
\int_{(t \geq 0)} (1 + r)^{-1-2\nu}(J^N_\mu(\psi_{t_f}))N^\mu + (1 + r)^{-2} |\varphi_{t_f}|^2 \, dg \leq \epsilon \sum_{j=0}^k \int_{(0 \leq t \leq t_f)} (1 + r)^{1+2\nu} |T^j F|^2 \, dg.
\]

Furthermore, the domain of dependence property for \((7.17)\) combined with local-in-time energy estimates and a Cauchy–Schwarz inequality readily yield:

\[
\int_{(t_f-1 \leq t \leq t_f)} (1 + r)^{-1-2\nu}(J^N_\mu(\psi))N^\mu + (1 + r)^{-2} |\varphi|^2 \, dg \lesssim \\
\leq \int_{(t_f-2 \leq t \leq t_f-1)} (1 + r)^{-1-2\nu}(J^N_\mu(\psi))N^\mu + (1 + r)^{-2} |\varphi|^2 \, dg + \\
+ \int_{(t_f-1 \leq t \leq t_f)} (1 + r)^{1+2\nu} |F|^2 \, dg.
\]

Therefore, since \(\psi = \psi_{t_f}\) on \(\{0 \leq t \leq t_f - 1\}\), \((7.4)\) can be readily obtained from \((B.10)\) and \((B.11)\).

\(^{12}\)In view of the fact that \(R(\square_g - V_\delta - \delta V_{\delta,2}) = (1 - R(\square_g - V_\delta) \circ \partial_\delta V_{\delta,2})^{-1} R(\square_g - V_\delta)\)
We will now proceed to establish (B.8) when $F$ is compactly supported in $\mathcal{M}$. Let $\chi : \mathbb{R} \to (0, 1]$ be a smooth function such that $\chi(x) = 1$ for $x \leq 0$ and $\chi(x) = e^{-x}$ for $x \geq 1$, and let us define for any $\delta > 0$ the function $\chi_{\delta} : \mathcal{M} \to (0, 1]$ by the relation:

\begin{equation}
\chi_{\delta} = \chi(\delta \cdot) \tag{B.12}
\end{equation}

Commuting \((7.17)\) with $T^j$, $j \leq \lfloor \frac{d-1}{2} \rfloor$, the energy flux identity (for any $\tau > 0$)

\begin{equation}
\int_{\{\tilde{t} = \tau\}} (J^T_{\mu}(T^j \phi) \bar{n}^\mu + V_\phi |T^j \phi|^2) = -2 \int_{\{0 \leq \tilde{t} \leq \tau\}} T^{j+1} \phi \cdot T^j F \tag{B.13}
\end{equation}

combined with elliptic estimates (using equation \((7.17)\)) and the Sobolev embedding theorem, implies that $\phi$ is uniformly bounded on $\mathcal{M}$. Therefore, the function $\chi_{\delta} \phi$ is square integrable in the $t$ variable. In view of this fact and the relation

\begin{equation}
\Box_g (\chi_{\delta} \phi) - V_\phi \chi_{\delta} \phi = \chi_{\delta} F + 2 \theta^\mu \chi_{\delta} \cdot \partial_\mu \phi + \Box_g \chi_{\delta} \cdot \phi \tag{B.14}
\end{equation}

from \((B.3)\) (for $\chi_{\delta} \phi$ in place of $\tilde{\phi}$ there) and \((B.12)\) we obtain \(^{13}\)

\begin{equation}
\int_{\mathcal{M}} \left( 1 + r \right)^{-1-2\xi} \left( J^T_{\mu}(\chi_{\delta} \phi) T^\mu + (1 + r)^{-2} |\chi_{\delta} \phi|^2 \right) \leq \lambda_{\gamma, \delta} \tag{B.15}
\end{equation}

where, for some fixed $R \gg 1$ and any $0 < p \leq 2$:

\begin{equation}
\mathcal{E}^{(p)}[\phi](\tau) \leq \int_{\{\tilde{t} = \tau\} \cap \{r \leq R\}} \left( r^p |\partial_r \phi|^2 + r^{p-2} |\phi|^2 \right), \tag{B.16}
\end{equation}

\begin{equation}
\mathcal{E}_{cn}[\phi](\tau) \leq \int_{\{\tilde{t} = \tau\} \cap \{r \leq R\}} \left( J^T_{\mu}(\phi) \bar{n}^\mu + (1 + r)^{-2} |\phi|^2 \right), \tag{B.17}
\end{equation}

the $\partial_r$-derivative in \((B.16)\) being considered with respect to the (polar) coordinate chart $(\tilde{t}, r, \sigma)$ in the region $\{r \geq R\}$.

In order to obtain \((B.8)\) for $\phi$ from \((B.15)\), it suffices to show that the second term of the right hand side of \((B.15)\) converges to 0 as $\delta \to 0$. The $r^p$-weighted estimates of Section 5 of [33], for $p = 2$, yield for any $\tau > 0$ (provided $R$ is sufficiently large):

\begin{equation}
\mathcal{E}^{(2)}[\phi](\tau) + \int_{-\infty}^{\tau} \mathcal{E}^{(1)}[\phi](s) \, ds \leq \int_{\mathcal{M}} (1 + r)^{3} |F|^2 + \int_{\{\tilde{t} \leq \tau\} \cap \{r \leq R\}} \left( J^T_{\mu}(\phi) T^\mu + |\phi|^2 \right), \tag{B.18}
\end{equation}

In view of the $T$-energy flux identity \((B.13)\) and the lower bound \((B.5)\), we obtain from \((B.18)\):

\begin{equation}
\mathcal{E}^{(2)}[\phi](\tau) + \int_{-\infty}^{\tau} \mathcal{E}^{(1)}[\phi](s) \, ds \leq C(F)(1 + \tau), \tag{B.19}
\end{equation}

where $C(F) > 0$ depends on the precise choice of $F$. From \((B.19)\) and the compact support of $F$ (yielding $\mathcal{E}^{(p)}[\phi](\tau) = 0$ for $\tau \ll 1$) we deduce that for any $\tau > 0$

\begin{equation}
\int_{-\infty}^{\tau} \mathcal{E}^{(2)}[\phi](s) \, ds + \tau \int_{-\infty}^{\tau} \mathcal{E}^{(1)}[\phi](s) \, ds \leq C(F)(1 + \tau)^2, \tag{B.20}
\end{equation}

\(^{13}\)Notice the bound $|\Box_g \chi_{\delta}| \leq \delta^2 (1 + r)^{-1} \min \{e^{-\delta \cdot}, 1\}$, which follows from the fact that $\Box_g \chi_{\delta} = -2 \partial_t \partial_r \chi_{\delta} + \partial_r^2 \chi_{\delta} + (d-1) r^{-1} \partial_r \chi_{\delta} + r^{-2} \Delta_{g_{\mu \nu}, \delta} \chi_{\delta} + O(r^{-1}) \{\partial^2 \chi_{\delta}, \partial_r \chi_{\delta}\}$ in the polar coordinate chart $(\tilde{t}, r, \sigma)$ in the region $r \gg 1$.\[^{13}\]
and thus a standard interpolation argument yields the following qualitative bound for $\psi$:

(B.21) \[ \int_{-\infty}^{\infty} \mathcal{E}^{(1+2\gamma)}[\psi](s) \leq C(F)(1+\tau)^{1+2\gamma}. \]

Therefore, for any integer $0 \leq j \leq k$, setting for simplicity

(B.22) \[ f_j(\tau) \equiv \mathcal{E}^{(1+2\gamma)}[T^j\psi](s) + \mathcal{E}_{en}[T^j\psi], \]

in view of (B.21) and (B.13), we can bound for any integer $0 \leq j \leq k$, any $\delta > 0$ and any $s_0 \gg 1$:

(B.23) \[ \int_0^{+\infty} \delta^2 e^{-\delta s} f_j(s) \, ds \leq \int_0^{s_0} \delta^2 f_j(s) \, ds + \int_{s_0}^{+\infty} \delta^2 e^{-\delta s} f_j(s) \, ds \leq C(F)
\left( \delta^2 s_0^{1+2\gamma} + \int_{s_0}^{+\infty} e^{-\delta s} \delta^2 s^2 \, ds \right) \leq C(F) \left( \delta^2 s_0^{1+2\gamma} + e^{-\delta s_0} (\delta s_0^2 + \delta^{-1}) \right). \]

Choosing $s_0 = \delta^{-1} \frac{2\gamma(1+2\gamma)}{1+\gamma}$ in (B.23), we obtain as $\delta \to 0$ (since $2\gamma < 1$)

(B.24) \[ \lim_{\delta \to 0} \int_0^{+\infty} \delta^2 e^{-\delta s} f_j(s) \, ds = 0. \]

Thus, letting $\delta \to 0$, (B.24) yields the desired integrated local energy decay estimate (B.8). \hfill \square

\section*{C \ A topological lemma}

We will establish the following lemma on the image of a continuous family of maps from the unit ball to itself:

\textbf{Lemma C.1.} Let $\mathcal{F} : [0,1] \times B_1^n \to B_1^n$ be a continuous map, where $B_1^n$ is the open ball of radius $\rho$ in $\mathbb{R}^n$. Assume also that $\mathcal{F}([0] \times \cdot) : B_1^n \to B_1^n$ is a homeomorphism onto an open neighborhood of $0_{\mathbb{R}^n}$ and that for any $t \in [0,1]$ we have

(C.1) \[ \mathcal{F}([t] \times (B_1^n \setminus B_{1/2}^n)) \subset B_1^n \setminus \{0\}. \]

Then for any $t \in [0,1]$:

(C.2) \[ 0_{\mathbb{R}^n} \in \mathcal{F}([t] \times B_1^n). \]

\textbf{Proof.} Because of (C.1), for any $t \in [0,1]$ the map $\mathcal{F}([t] \times \cdot) : B_1^n \to B_1^n$ induces a well defined group homomorphism

(C.3) \[ \mathcal{F}_{\text{hom}}(t) : H_n(B_1^n, B_1^n \setminus B_{1/2}^n) \to H_n(B_1^n, B_1^n \setminus \{0_{\mathbb{R}^n}\}), \]

where $H_n(A, B)$ is the $n$-th reduced homology group of $A$ relative to $B \subset A$ (see [23]). In this case, $H_n(B_1^n, B_1^n \setminus B_{1/2}^n) \cong \mathbb{Z} \cong H_n(B_1^n, B_1^n \setminus \{0_{\mathbb{R}^n}\})$.

Because $\mathcal{F}$ is continuous, the map (C.3) is continuous in $t$ and, hence, since its domain and range are discrete, it is constant in $t$. Because $\mathcal{F}([0] \times \cdot) : B_1^n \to B_1^n$ is a homeomorphism onto an open neighborhood of $0_{\mathbb{R}^n}$, $\mathcal{F}_{\text{hom}}(0)$ is non-trivial, and thus (C.3) is also non-trivial for any $t \in [0,1]$. This implies that (C.2) holds, since if $0_{\mathbb{R}^n} \notin \mathcal{F}([t] \times B_1^n)$ then $\mathcal{F}_{\text{hom}}(t)$ is identically 0. Thus, the proof of the Lemma is complete. \hfill \square
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