Visual Servo Control Based on HSV
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Abstract. In view of the reliability and accuracy of robot operation in practical application, visual technology is needed to control the robot servo. Therefore, a scheme based on HSV color space is proposed to realize the servo control of the robot. The method mainly analyzes the acquired image in real time, preprocesses the image, converts it into HSV color space and recognizes it to guide the robot to operate on the target. The effectiveness of the proposed method is proved by experiments.

Introduction

At present, in the field of servo control, visual servo control has become an important research direction, but also the current research hotspot. Jia Bingxi et al. expounded the visual servo control from three aspects of vision system, control strategy and implementation strategy, and prospected the future visual servo control [1]. The visual servo control of robot based on RBF neural network can simplify the control model. The simulation results show that the visual servo control time and the real-time performance of the control system are well optimized [2]. Aiming at the problem of poor real-time control in visual servo system due to the complexity of Jacobian matrix calculation, the identification using neural network can effectively improve the control accuracy [3]. The double closed-loop structure is used for the dynamic visual servo control of the robot. The performance of the system is verified by simulation using V-rep. A visual servo operation system is developed, which combines autonomous control with teleoperation to control the robot accurately. So-You Park et al. proposed an image-based servo control method which did not know the depth information of the image in advance. The obtained image information was transformed into angle information by forward and backward kinematics, and the effective control of the robot was realized. Linear quadratic Gauss (LQG) controller is used to compensate disturbance motion, and image visual servo control is realized. Aiming at the problem of time-consuming acquisition of robot and camera models, a quadratic fuzzy hybrid controller based on expert knowledge is designed to improve the control accuracy [8]. Due to the complexity and difficulty of image Jacobian identification, Ren Xiaolin et al. proposed an adaptive Kalman filter to process the covariance information of uncertain noise. The simulation results show that the algorithm has good performance [9]. For monocular vision system, the motion mapping, error representation and control law design of servo control are analyzed, and the future trend of monocular vision servo is described. In this paper, HSV color space visual servo control is proposed, which not only provides a good man-machine interface, but also simplifies the detection model of the system and achieves effective servo control for the robot.

Image Servo Control

Because image-based visual control directly calculates image errors, it generates corresponding control signals, does not need three-dimensional reconstruction, but needs to calculate image Jacobian matrix. The structure of image-based visual servo is shown in Figure 1. Compared with position-based servo control, image-based visual servo control is insensitive to calibration error and spatial model error, but it is difficult to design the controller. In the process of visual control, it is easy to enter the singular points of image Jacobian matrix. It usually needs to estimate the depth of the target object, and converges only in the neighborhood near the target position.
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Figure 1. Image-based servo control.

Image Processing and Analysis

Image Processing Flow

Based on HSV color space, the whole process is divided into three parts: image preprocessing, HSV color space calculation and object contour extraction. It is necessary to collect the target object in real time, process the image by computer (pre-processing and HSV color space recognition), mark the center of the target, and the whole process is as follows (As shown in figure 2):

Real-time image acquisition → Image preprocessing → Color Space Conversion → HSV color detection → Contour extraction

Figure 2. Image Processing Flow.

Image Preprocessing

Generally speaking, in the process of image generation, transmission and transformation, due to noise interference, it will lead to image output quality and affect image recognition. Therefore, it is necessary to pre-process the image before recognition. The so-called image noise is the random signal interference when the image is taken or transmitted, and the median filter is a non-linear method to remove noise. Under certain conditions, it can not only eliminate noise, but also protect the details and edges of the image, and obtain better image restoration effect.

The basic principle of median filtering is to replace the value of a point in a digital image with the median of each point in a neighborhood of that point.

Let \( \{(i, j), (i, j) \in I \times I\} \) denote the gray value of the points of the digital image. The definition of two-dimensional median filtering is as follows:

\[
I'(u, v) = median\{I(u+i, v+j) | (i, j) \in R\} 
\]  

(1)

HSV Color Space Computing

A color model refers to a set of visible photons in a three-dimensional color space, which includes all the colors in a color domain. In the process of color image processing, it is very important to choose a suitable color model. Digital image processing mainly involves RGB, HSV, YUV and other models.

In the RGB color model, there are three main colors: red, green and blue, and each color is composed of these three components:

\[
r = \frac{R}{R+G+B}, \quad g = \frac{G}{R+G+B}, \quad b = \frac{B}{R+G+B} 
\]  

(2)

Where R, G and B are chroma coordinates. The RGB color model is shown in Figure 3:
HSV color model is evolved from RGB color cube. Each color is represented by hue, saturation and value. As shown in Figure 4, the HSV color model is an inverted hexadiamond cone. On the top of the cone, when $v=1$, $H$ and $S$ have no definitions, representing white, $v=1$ and $s=1$ representing pure color.

In some image processing, RGB color space needs to be converted into HSV color space, mainly as follows:

$$V = \max(R, G, B)$$  \hfill (3)

$$S = \begin{cases} \frac{(V - \min(R, G, B)) \times 255}{V}, & (V \neq 0) \\ 0 & \end{cases}$$  \hfill (4)

$$H = \begin{cases} \frac{(G - B) \times 60}{S}, & (V = R) \\ \frac{180 - (B - G) \times 60}{S}, & (V = G) \\ \frac{240 + (R - G) \times 60}{S}, & (V = B) \end{cases}$$  \hfill (5)

**Target Recognition**

For object recognition, it is usually separated from the background, extracted its contour, and marked the center of mass of the object. The system collects real-time image by industrial camera (Fig. 5), adjusts the proportion of each component of HSV, separates the target object from the background.
background, extracts its contour (Fig. 6), adds all the pixels in the contour area, calculates its average value, and obtains the center point of the target object (Fig. 7 red dot), so that the target object can be recognized from the background.

**Experimental Analysis**

In this experiment, the position and attitude of the target object are used to transform it into the joint variables needed by the servo actuator, and the initial positioning is carried out. The control strategy proposed in this paper is that, because any three points in space constitute a triangle, the target object, the end of the robot and the polar coordinate of the robot are projected into a plane, and the rotation angle of the base coordinate is solved by using the characteristics of the triangle. Several other servo motors also use the same principle to analyze the rotation angle of the target object, the end of the robot and the polar coordinate of the robot. Visual control. As shown in the figure 8-9:
**Conclusion**

This paper describes the principle and composition of image-based visual servo control system, and the key technologies used. HSV image processing technology is used to recognize the target object in the scene, and the target is identified by servo control operation. HSV color space is better than RGB color space in object recognition, and the computation is less. Experiments show that visual servo control based on HSV color space is feasible.

**Summary**

If you follow the “checklist” your paper will conform to the requirements of the publisher and facilitate a problem-free publication process.
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