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Abstract
In this paper we present a general procedure that allows for the reduction or expansion of any network (considered as a weighted graph). This procedure maintains the spectrum of the network’s adjacency matrix up to a set of eigenvalues known beforehand from its graph structure. This procedure can be used to establish new equivalence relations on the class of all weighted graphs (networks) where two graphs are equivalent if they can be reduced to the same graph. Additionally, dynamical networks (or any finite dimensional, discrete time dynamical system) can be analysed using isospectral transformations. By doing so we obtain stronger results regarding the global stability (strong synchronization) of dynamical networks when compared with other standard methods.
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1. Introduction
Real world networks, i.e. those found in nature and technology, typically have a complicated irregular structure and consist of a large number of interconnected dynamical units. Coupled biological and chemical systems, neural networks, social interacting species, and the Internet are only a few such examples [3, 14, 15, 24, 26, 28]. Because of this complexity, the first approach to capturing the global properties of such systems has been to model them as graphs whose nodes represent elements of the network and the edges define a topology (graph of interactions) between these elements. This is principally a static approach to modelling...
networks in which only the structure of the network’s interactions (and perhaps the interaction’s strength) is analysed.

A more general line of research is concerned with the dynamical properties of such networks. Mathematically, this has been done by modelling networks as interacting dynamical systems [1, 4, 12]. Important processes that are studied within this framework include synchronization [11] or contact processes, such as opinion formation and epidemic spreading. These studies give strong evidence that the structure of a network can have a substantial impact on the network dynamics [5].

Regarding this connection, the impact of a dynamical network’s underlying structure on its dynamics is of major interest. In this the spectrum of the network’s adjacency matrix has naturally emerged as a key quantity in the study of a variety of dynamical networks. For example, systems of interacting dynamical units are known to synchronize depending only on the dynamics of the uncoupled dynamical systems and the spectral radius of the network’s adjacency matrix [20, 21]. Moreover, the eigenvalues of a network are important for determining if the dynamics of a network are regular or chaotic [1, 4].

To aid in understanding this interplay between the structure (graph of interactions) and dynamics of a network in this paper we introduce the concept of an isospectral graph transformation. Such transformations allow one to modify the structure of a network, at the level of a graph, while maintaining properties related to the network’s dynamics. For the sake of the reader, we will present several of our results regarding isospectral graph transformations here in the introduction. However, we will do so in a very informal manner as exact formulations require the introduction of many formal definitions.

Mathematically, an isospectral graph transformation is a graph operation that modifies the structure of a graph while preserving the eigenvalues of the graph’s (weighted) adjacency matrix. In addition to modifying interactions, such transforms can also reduce (or increase) the number of nodes in a network. So as not to violate the fundamental theorem of algebra, isospectral graph transformations preserve the spectrum of the graph (in particular the number of eigenvalues) by allowing edges to be weighted by rational functions. In other words, a matrix of smaller size can have the same spectrum as a larger matrix if the entries of the smaller are allowed to be functions of a spectral parameter. This fundamental result is contained in theorem 3.5.

For a graph $G$ with vertex set $V$ this is done by reducing (or expanding) $G$ with respect to specific subsets of $V$ known as structural sets (see section 3.1 for exact definitions). As a typical graph has many different structural sets it is possible to consider different isospectral transformations of the same graph $G$ as well as sequences of such transformations. However, given the large number of possible reductions of a typical graph the results of theorems 3.8 and 3.9 are quite useful and central to the theory of isospectral graph reductions.

**Theorems 3.8 and 3.9 (Existence and uniqueness).** If $G$ is a graph with vertex set $V$ then it is possible to sequentially reduce $G$ to a graph on any nonempty subset $V \subseteq V$ of its original vertex set. Moreover, the resulting graph does not depend on the number or sequence of intermediate reductions but only on the choice of the set $V$.

Because it is possible to uniquely reduce a graph over a subset of its vertices, isospectral graph reductions can be used to induce new equivalence relations on the set of all graphs.

**Theorem 3.11 (Spectral equivalence).** Suppose we have a rule $\tau$ that selects a unique subset of vertices $\tau(G) \subseteq V$ for any graph $G$. Then the rule $\tau$ induces an equivalence relation (spectral equivalence) on the set of all graphs (or all networks considered as graphs). Namely,
two graphs (networks) are spectrally equivalent if they can be isospectrally reduced to the same graph (network).

Observe that in order to induce an equivalence relation we need a rule that selects a unique subset of the vertices of a network. For instance, the rule ‘choose any vertex’ does not work. Given this restriction, an expert in biology, sociology, etc must determine appropriate vertex sets or rules over which to reduce, e.g., minimal (maximal) degree, minimal (maximal) clustering coefficient, etc. Once this is done our procedure can then be used to reduce the network(s). However, the rule must be chosen by an expert in a corresponding applied field.

Importantly, if using a particular rule does or does not yield insight into a particular network (or set of networks) it is possible to try another rule. In this regard, our procedure provides a working tool for scientists, engineers and others for the analysis of their respective networks. However, determining the correct rule to use requires an expert’s knowledge of his/her own field.

Network reductions themselves are motivated by the need to find ways of reducing a network’s complexity while simultaneously maintaining some important network characteristic(s). This amounts to coarse graining or finding the right scale at which to view the network. Isospectral network transformations, specifically reductions, serve this need by allowing one to view a network as a smaller network with essentially the same spectrum. Finding the right scale here then amounts to finding the right structural set or rule over which to reduce the network, which is the job of the expert.

We note that by allowing the edge weights of the graphs to be functions it may appear that our procedure is trading the complexity of the graph’s structure for complex edge weights. In fact, it is often possible to isospectrally transform a graph in a way that does not change edge weights of the graph or preserves the type of edge weights a graph has, e.g. positive integers, real numbers, etc (See theorems 4.2 and 4.5.)

Moreover, it is worth noting that one can reduce the line graph (often called an edge graph) \( L(G) \) of a graph \( G \). As the line graph of \( L(G) \) is formed by associating a vertex with each edge of \( G \) then reducing over a structural set of \( L(G) \) amounts to reducing \( G \) over a particular edge set. From this point of view, isospectral graph reductions can be done either over vertex sets or edge sets.

Of primary interest is the fact that isospectral graph transformations suggest other useful transformations on interacting dynamical systems i.e. dynamical networks. An important example in this paper is a dynamical network expansion in which a dynamical network is modified in a way that preserves its dynamics but alters its associated graph structure.

Such transforms provide a new tool for the study of the interplay between the structure (topology) and dynamics of dynamical networks. Much as general dynamical systems are investigated via change of coordinates, isospectral network transforms introduce a mechanism for rearranging the specific (graph) structure of a system while preserving the networks dynamics in an essential way. By doing so the original network’s dynamics can be investigated by studying the transformed dynamical network. The main result of this technique is the following.

**Theorems 6.6 and 6.8 (Dynamical network expansions).** If an expansion of a dynamical network has a globally attracting fixed point then the network itself has a globally attracting fixed point. Moreover, determining whether a dynamical network has a global attractor is more easily done by analysing an expansion rather than the original network.

That is, the method of dynamical network expansion provides a new efficient tool for establishing the global stability of dynamical networks. Moreover, the result(s), theorems 6.5
and 6.7, generalize the results given in [1, 2]. Moreover, as any finite dimension dynamical system with discrete time can be considered a dynamical network this technique can be applied to a very large class of dynamical systems.

The structure of the paper is as follows. In section 2 we introduce dynamical networks along with their graph of interactions. We then give sufficient conditions under which a dynamical network will have a globally attracting fixed point. Section 3 introduces the procedure of an isospectral graph reduction and results on sequences of such transformations. Graph transformations that preserve weight sets and spectral equivalence are treated in section 4. The proof of the theorems contained in sections 3 and 4 are then given in section 5. In section 6 the behaviour of dynamical networks is investigated via dynamical network expansions. Section 7 contains some concluding remarks.

2. Preliminaries

Dynamical networks or networks of interacting dynamical systems are composed of (i) local dynamical systems which have their own (local intrinsic) dynamics, (ii) interactions between these (elements of the network) local systems and (iii) the graph of interactions (topology of the network).

2.1. Dynamical networks and their graph structure

Our first task is to establish a mathematical framework for the investigation of dynamical networks. This is done following the approach in [1].

Let \( i \in I = \{1, \ldots, n\} \) and \( T_i : X_i \to X_i \) be maps on the complete metric space \((X_i, d)\) where

\[
L_i = \sup_{x_i \neq y_i \in X_i} \frac{d(T_i(x_i), T_i(y_i))}{d(x_i, y_i)} < \infty. \tag{1}
\]

Let \((T, X)\) denote the direct product of the local systems \((T_i, X_i)\) over \(I\) on the complete metric space \((X, d_{\text{max}})\) where for \(x, y \in X\)

\[
d_{\text{max}}(x, y) = \max_{i \in I} \{d(x_i, y_i)\}.
\]

**Definition 2.1.** A map \( F : X \to X \) is called an interaction if for every \( j \in I \) there exists a nonempty collection of indices \( I_j \subseteq I \) and a continuous function

\[
F_j : \bigoplus_{i \in I_j} X_i \to X_j
\]

that satisfies the following Lipschitz condition for constants \( \Lambda_{ij} \geq 0 \):

\[
d(F_j([x_i]), F_j([y_i])) \leq \sum_{i \in I_j} \Lambda_{ij} d(x_i, y_i) \tag{2}
\]

for all \([x_i], [y_i] \in \bigoplus_{i \in I_j} X_i\) where \([x_i]\) is the restriction of \(x \in X\) to \(\bigoplus_{i \in I_j} X_i\). Then the (interaction) map \( F \) is defined as follows:

\[
F(x)_j = F_j([x_i]), \quad j \in I, \quad i \in I_j.
\]

The constants \( \Lambda_{ij} \) in definition 2.1 form the Lipschitz matrix \( \Lambda \in \mathbb{R}^{n \times n} \) where the entry \( \Lambda_{ij} = 0 \) if \( i \notin I_j \).

**Definition 2.2.** The superposition \( \mathcal{F} = F \circ T \) generates the dynamical system \((\mathcal{F}, X)\) which is a dynamical network.
To each dynamical network $(F, X)$ there is a corresponding graph of interactions. A graph of interactions is an unweighted directed graph representing the structure of the interaction $F$ between the network elements.

An unweighted directed graph $G$ is an ordered pair $G = (V, E)$. The sets $V$ and $E$ are the vertex set and edge set of $G$, respectively. If the vertex set $V = \{v_1, \ldots, v_n\}$ then we denote the edge from $v_i$ to $v_j$ by $e_{ij}$.

**Definition 2.3.** Let $F : X \rightarrow X$ be an interaction. The graph $\Gamma_F = (V, E)$ with vertex set $V = \{v_1, \ldots, v_n\}$ and edge set $E = \{e_{ij} : i \in I, j \in I\}$ is called the graph of interactions of $F$.

We note that each vertex $v_i \in V$ of the graph of interactions $\Gamma_F = (V, E)$ corresponds to the $i$th element of the dynamical network $(F, X)$. Moreover, there is an edge $e_{ij} \in E$ if and only if the $j$th coordinate of the interaction $F(x)$ depends on the $i$th coordinate of $x$.

**Remark 1.** Suppose the interaction $F : X \rightarrow X$ is continuously differentiable and each $X_i \subset \mathbb{R}$. If $DF$ is the matrix of first partial derivatives of $F$ then the constants $\Lambda_{ij} = \max_{x \in X} |(DF)_{ji}(x)|$ satisfy condition (2) for the interaction $F$.

**Example 1.** Let $F : [0, 1]^3 \rightarrow [0, 1]^3$ be the interaction given by

$$F(x) = \begin{bmatrix} x_1(1 - \alpha x_2) \\ \beta x_1 x_3 \\ x_3(1 - \gamma x_2) \end{bmatrix} \quad \text{for } 0 \leq \alpha, \beta, \gamma \leq 1.$$  

Using the Lipschitz constants $\Lambda_{ij} = \max_{x \in X} |(DF)_{ji}(x)|$ the interaction $F$ has Lipschitz matrix

$$\Lambda = \begin{bmatrix} 1 & \beta & 0 \\ \alpha & 0 & \gamma \\ 0 & \beta & 1 \end{bmatrix}.$$  

The graph of interactions $\Gamma_F$ of $F$ is the graph shown in figure 1.

2.2. Stability of dynamical networks

One of the goals of this paper is to find sufficient conditions under which a dynamical network $(F, X)$ has simple dynamics. By simple we mean that the system $(F, X)$ has a globally attracting fixed point. That is, that all trajectories of the dynamical network converge to a single point as time tends to infinity.

**Definition 2.4.** The dynamical network $(F, X)$ has a globally attracting fixed point $\tilde{x} \in X$ if for any $x \in X$,

$$\lim_{k \to \infty} d_{\max}(F^k(x), \tilde{x}) = 0.$$  

If $(F, X)$ has a globally attracting fixed point we say it is globally stable.
Recall that the constants $L_i$ and $\Lambda_{ij}$ come from (1) and (2) for the local systems $(T_i, X)$ and interaction $F_i$, respectively. For the dynamical network $(\mathcal{F}, X)$ we define the matrix $M_\mathcal{F} = \Lambda^T \cdot \text{diag}[L_1, \ldots, L_n]$. That is,

$$M_\mathcal{F} = \begin{pmatrix} \Lambda_{11} L_1 & \ldots & \Lambda_{n1} L_n \\ \vdots & \ddots & \vdots \\ \Lambda_{1n} L_1 & \ldots & \Lambda_{nn} L_n \end{pmatrix}.$$

We let $\rho(M_\mathcal{F})$ denote the spectral radius of the matrix $\Lambda$, i.e. if $\sigma(M_\mathcal{F})$ are the eigenvalues of $\Lambda$ then

$$\rho(M_\mathcal{F}) = \max\{\lambda : \lambda \in \sigma(M_\mathcal{F})\}.$$

The following theorem gives a sufficient condition under which a dynamical network has a globally attracting fixed point.

**Theorem 2.5.** If $\rho(M_\mathcal{F}) < 1$ then the dynamical network $(\mathcal{F}, X)$ has a globally attracting fixed point.

We omit the proof of this theorem here because of its length as suggested by one of the paper’s referees. This paper with all the proofs included can be found at arXiv:1010.3272v2.

**Example 2.** Let $T_i : [0, 1] \to [0, 1]$ be the logistic map $T_i(x_i) = 4x_i(1-x_i)$ for $1 \leq i \leq 3$. Let $F : [0, 1]^3 \to [0, 1]^3$ be the interaction given by

$$F(x) = \begin{pmatrix} 1 - x_1 x_2/9 \\ 1 - x_1 x_3/9 \\ 1 - x_2 x_3/9 \end{pmatrix}.$$

One can check that the constants $L_i = 4$ and

$$\Lambda_{ij} = \begin{cases} 2/9 & \text{if } i + j \neq 4 \\ 0 & \text{otherwise} \end{cases}$$

satisfy (1) and (2) respectively. In particular, $\Lambda_{ij} = \max_{x \in X} |(DF)_{ji}(x)|$. For these constants the matrix

$$M_\mathcal{F} = \begin{pmatrix} 4/9 & 4/9 & 0 \\ 4/9 & 0 & 4/9 \\ 0 & 4/9 & 4/9 \end{pmatrix}.$$

As $\rho(M_\mathcal{F}) = 8/9 < 1$ then the dynamical network $(\mathcal{F}, X)$ has a globally attracting fixed point.

The local systems $(T_i, X)$ are said to be stable if $\max_{j \in \mathbb{Z}} \{L_i\} < 1$ and are said to be unstable otherwise. We say the interaction $F : X \to X$ stabilizes the local systems $(T_i, X)$ if the local systems are unstable but the dynamical network $(\mathcal{F}, X)$ has a globally attracting fixed point. If the local systems $(T_i, X)$ are stable and $(\mathcal{F}, X)$ has a globally attracting fixed point we say the interaction $F : X \to X$ maintains the stability of $(T_i, X)$. The following is a corollary to theorem 2.5.

**Corollary 1.** For the dynamical network $(\mathcal{F}, X)$ let $\max_{j \in \mathbb{Z}} \{L_i\} = L$. If $L \rho(\Lambda) < 1$ then the interaction $F$ stabilizes (or maintains the stability of) the local systems $(T_i, X)$.

Before proving this we require the following. For $A, B \in \mathbb{R}^{n \times n}$ we write

$$A \preceq B \quad \text{if } A_{ij} \leq B_{ij} \quad \text{for } 1 \leq i, j \leq n.$$

If $0 \preceq A \preceq B$ then a well-known result in matrix theory states that $\rho(A) \leq \rho(B)$ (see chapter 8, [19]). We now give a proof of corollary 1.
Proof. As \( 0 \leq \Lambda^T \cdot \text{diag}[L_1, \ldots, L_n] \leq \Lambda \Lambda^T \) then \( \rho(M_F) \leq \rho(L \Lambda^T) \). Given that \( \Lambda^T = \{ \lambda : \lambda \in \sigma(A) \} \) then this implies \( \rho(L \Lambda^T) = L \rho(\Lambda) \) which in turn implies that \( \rho(M_F) \leq L \rho(\Lambda) \). Hence, if \( L \rho(\Lambda) < 1 \) then by theorem 2.5 the interaction \( F \) stabilizes or maintains the stability of the local systems \((T, X)\). □

For the dynamical network \( F = F \circ T \) in example 2 note that \( L = 4 \) and \( \rho(\Lambda) = 2/9 \). As \( L \rho(\Lambda) < 8/9 \) then corollary 1 implies that the interaction \( F \) stabilizes the local systems \((T, X)\).

2.3. Dynamical networks without local dynamics

As defined in section 2.1 a dynamical network \( F = F \circ T \) is the composition of the network’s local dynamics \( T \) and the interaction \( F \). However, if the system has no local dynamics, i.e. \( T = \text{id} \) is the identity map, then the dynamical network \( F \) is simply the interaction \( F \).

Remark 2. Note that any composition \( F = F \circ T \) can be considered to be an interaction. Writing \( F = (F \circ T) \circ \text{id} \) the dynamical network \((F, X)\) is simply the interaction \( F \circ T \) with no local dynamics.

The following is another corollary of theorem 2.5.

Corollary 2. Suppose the constants \( L_i \) and \( \Lambda_{ij} \) satisfy (1) and (2) for the map \( F = F \circ T \). Let \( \tilde{F} = (F \circ T) \circ \text{id} \) be the map inducing the dynamical network \((\tilde{F}, X)\) with interaction \( F \circ T \) and no local dynamics. Then there exist constants \( \tilde{L}_i \) and \( \tilde{\Lambda}_{ij} \) satisfying (1) and (2) for \( \text{id} \) and \( F \circ T \), respectively, such that \( \rho(M_{\tilde{F}}) \leq \rho(M_F) \).

Proof. Let \( L_i \) and \( \Lambda_{ij} \) be as in the statement of corollary 2. Suppose \( x, y \in X \). Then

\[
d((\text{id}(x)), \text{id}(y)) = d(x_i, y_i).
\]

Hence, the constants \( \tilde{L}_i = 1 \) satisfy (1) for the local systems \((\text{id}, X)\). Moreover,

\[
d((F \circ T)(x)_j, (F \circ T)(y)_j) = d(F_j(T_i(x_i))), F_j(T_i(y_i))) 
\leq \sum_{i \in I} \Lambda_{ij} d(T_i(x_i), T_i(y_i)) 
\leq \sum_{i \in I} \Lambda_{ij} L_i d(x_i, y_i).
\]

Therefore, the constants \( \tilde{\Lambda}_{ij} = \Lambda_{ij} L_i \) satisfy equation (2) for the interaction \( F \circ T \). For this choice of constants note that the matrix \( M_{\tilde{F}} \) is equal to the matrix \( M_F \). This implies the result of the corollary. □

Example 3. Let \( T_i : [0, 1] \to [0, 1] \) be the map \( T_i(x) = \sin(\pi x_i) \) for \( 1 \leq i \leq 2 \). Suppose \( F : [0, 1]^2 \to [0, 1]^2 \) is the interaction given by

\[
F(x) = \begin{bmatrix} 1 - x_2^2/4 \\ 1 - x_1^2/4 \end{bmatrix}.
\]

Note that the constants \( L_i = \pi \) and \( \Lambda_{ij} = \max_{x \in X} |(DF)_{ij}(x)| \) satisfy (1) and (2) for \( T \) and \( F \), respectively. If the dynamical network \( \mathcal{F} = F \circ T \) then

\[
M_{\mathcal{F}} = \begin{bmatrix} 0 & \pi/2 \\ \pi/2 & 0 \end{bmatrix}.
\]
As \( \rho(M_{\tilde{F}}) = \pi/2 \geq 1 \) then theorem 2.5 does not directly apply to the dynamical network \( \mathcal{F} \). However, suppose \( \tilde{F} = (F \circ T) \circ \text{id} \) is the dynamical network with interaction \( F \circ T \) and no local dynamics. Let \( L_i = 1 \) and \( \Lambda_{ij} = \max_{x \in X} \left| \left(D(F \circ T)\right)_{ji}(x) \right| \) which satisfy (1) and (2) for \( T = \text{id} \) and \( F \circ T \), respectively. With this choice of constants

\[
M_{\tilde{F}} = \begin{bmatrix} 0 & \pi/4 \\ \pi/4 & 0 \end{bmatrix}.
\]

As \( \rho(M_{\tilde{F}}) = \pi/4 < 1 \) then the dynamical network \( (\tilde{F}, X) \) has a globally attracting fixed point. Importantly, given that \( F = \tilde{F} \) then the dynamical \( (F, X) \) must also have a globally attracting fixed point.

Note that if \( L_i = 1 \) for all \( i \) then \( \Lambda \cdot \text{diag}[L_1, \ldots, L_n] = \Lambda \). This observation leads to the following remark.

**Remark 3.** If \( (F, X) \) is considered as a dynamical network with no local dynamics then \( M_{F} = \Lambda \) for any constants \( \Lambda_{ij} \) satisfying (2). Hence, \( (F, X) \) has a globally attracting fixed point if \( \rho(\Lambda) < 1 \).

By considering a dynamical network in a modified form, i.e. as an interaction, it is therefore possible to obtain improved estimates of the network’s global stability. The result of corollary 2 is then the first step towards answering the following general question. How can a dynamical network (equivalently interaction) be modified to get improved estimates of a network’s global stability?

Additionally, in this paper we consider whether it is possible to transform (simplify) a dynamical network at the level of its graph of interactions while maintaining the dynamic properties of the network. Both questions serve to motivate the graph transformations introduced in the following sections.

### 3. Isospectral graph reductions

In this section we formally describe the isospectral reduction process of a graph. We then give specific examples of this method and present some results regarding sequences of isospectral reductions and spectral equivalence of graphs.

#### 3.1. The class of graphs \( \mathbb{G} \)

We consider the following class of graphs, namely those graphs that are weighted, directed, with edge weights in the set \( \mathbb{W}[\lambda] \) (defined below). Such graphs form the class \( \mathbb{G} \). A graph \( G \in \mathbb{G} \) is then an ordered triple \( G = (V, E, \omega) \) where \( V \) and \( E \) are again the vertex set and edge set of \( G \), respectively. The function \( \omega : E \rightarrow \mathbb{W}[\lambda] \) gives the edge weights of \( G \). We adopt the standard convention that each edge of the weighted graph \( G \) has a nonzero weight.

**Remark 4.** The class of graphs \( \mathbb{G} \) is very general as it contains, for instance, the class of undirected graphs with numerical weighs.

For notational convenience we assume that each vertex set \( V \) is given the labelling \( V = \{v_1, \ldots, v_n\} \). Also, any graph \( G \) written as an ordered triple \( G = (V, E, \omega) \) will be implicitly assumed to be a graph in \( \mathbb{G} \).

Let \( \mathbb{C}[\lambda] \) be the set of polynomials in the complex variable \( \lambda \) with complex coefficients, i.e. the polynomial ring over \( \mathbb{C} \) with indeterminate \( \lambda \). We denote by \( \mathbb{W}[\lambda] \) the field of fractions
show that the spectrum and inverse spectrum of a matrix \( A(\lambda) \) of \( \mathbb{C}^{n \times n} \) are equivalent to \( \mathbb{C}[\lambda]^{p/q} \) or the set of rational functions of the form \( p/q \) where \( p, q \in \mathbb{C}[\lambda] \) and \( q \neq 0 \). Our first task is to extend the definition of the eigenvalues of a matrix \( A \in \mathbb{C}^{n \times n} \) to the eigenvalues of a matrix \( A(\lambda) \in \mathbb{W}[\lambda]^{p/q} \).

The element \( \alpha \) of the set \( A \) that includes multiplicities has multiplicity \( m \) if there are \( m \) elements of \( A \) equal to \( \alpha \). Suppose \( A \) and \( B \) are sets that include multiplicities. If \( \alpha \in A \) with multiplicity \( m \) and \( \alpha \in B \) with multiplicity \( n \) then

1. the union \( A \cup B \) is the set in which \( \alpha \) has multiplicity \( m + n \); and
2. the difference \( A - B \) is the set in which \( \alpha \) has multiplicity \( m - n \) if \( m - n > 0 \) and multiplicity 0 otherwise.

If a square matrix \( A \in \mathbb{C}^{n \times n} \) then its characteristic polynomial \( \det(A - \lambda I) \in \mathbb{C}[\lambda] \). However, if \( A(\lambda) \in \mathbb{W}[\lambda]^{p/q} \) then

\[
\det(A(\lambda) - \lambda I) \in \mathbb{W}[\lambda],
\]

i.e. this determinant may be a rational function of \( \lambda \). Despite this we will adopt the convention of referring to (3) as the characteristic polynomial of \( A(\lambda) \).

**Definition 3.1.** For a matrix \( A(\lambda) \in \mathbb{W}[\lambda]^{p/q} \) suppose the characteristic polynomial \( \det(A(\lambda) - \lambda I) = p/q \) where \( p, q \in \mathbb{C}[\lambda] \). Define the sets

\[
P = \{ \lambda \in \mathbb{C} : p = 0 \} \quad \text{and} \quad Q = \{ \lambda \in \mathbb{C} : q = 0 \}
\]

where these sets include multiplicities. We call the sets

\[
\sigma(A(\lambda)) = P - Q \quad \text{and} \quad \sigma^{-1}(A(\lambda)) = Q - P
\]

the spectrum (or set of eigenvalues) of \( A(\lambda) \) and the inverse spectrum of \( A(\lambda) \), respectively.

Of primary importance is the fact that the representation of \( p/q \in \mathbb{W}[\lambda] \) is not unique. That is, \( p/q \) is equivalent to \( r/s \) for \( p, q, r, s \in \mathbb{C}[\lambda] \) if \( ps = qr \). It is therefore necessary to show that the spectrum and inverse spectrum of a matrix \( A(\lambda) \in \mathbb{W}[\lambda]^{p/q} \) are well defined.

That is, \( p/q \) is equivalent to \( r/s \) in \( \mathbb{W}[\lambda]^{p/q} \) for \( p, q, r, s \in \mathbb{C}[\lambda] \). Let \( P \) and \( Q \) be defined as in definition 3.1. Similarly define

\[
R = \{ \lambda \in \mathbb{C} : r = 0 \} \quad \text{and} \quad S = \{ \lambda \in \mathbb{C} : s = 0 \}.
\]

As \( ps = qr \) it follows that \( P \cup S = Q \cup R \). Moreover, as \( P \cup S - Q = Q \cup R - Q = R \) then \( (P \cup Q) - S = S - R \).

From the fact that \( (P \cup S - Q) - S = (P \cup S - S) - Q \) it follows that \( P - Q = R - S \). Similarly, one can show that \( Q - P = S - R \). That is, the spectrum and inverse spectrum given by definition 3.1 are well defined.

Before proceeding we note the following. According to definition 3.1 any matrix \( A \in \mathbb{C}^{n \times n} \) has a well-defined spectrum \( \sigma(A) \) and inverse spectrum \( \sigma^{-1}(A) \). In particular, if \( A \in \mathbb{C}^{n \times n} \) the characteristic polynomial of \( A \) is the ratio \( p/q \in \mathbb{W}[\lambda] \) where \( p = \det(A - \lambda I) \) and \( q = 1 \). Hence,

\[
\sigma(A) = \{ \lambda \in \mathbb{C} : \det(A - \lambda I) = 0 \}, \quad \sigma^{-1}(A) = \emptyset.
\]

This can be summarized as follows.

**Remark 5.** The eigenvalues of a square matrix with entries in \( \mathbb{W}[\lambda] \) is a generalization of the standard notion of the eigenvalues of a complex valued square matrix.

Suppose \( G = (V, E, \omega) \) with vertex set \( V = \{ v_1, \ldots, v_n \} \). The matrix \( M(G) \in \mathbb{W}[\lambda]^{n \times n} \) defined entrywise by

\[
M(G)_{ij} = \omega(e_{ij})
\]

is called the weighted adjacency matrix of \( G \). For the graph \( G \) we denote by \( \sigma(G) \) and \( \sigma^{-1}(G) \) the spectrum of and inverse spectrum of \( M(G) \), respectively.
3.2. Isospectral graph reductions

Our next task is to develop the mathematical framework, i.e. definitions and notation, needed to describe an isospectral reduction of a graph. This requires the following standard terminology.

A path $P$ in the graph $G = (V, E, \omega)$ is an ordered sequence of distinct vertices $v_1, \ldots, v_m \in V$ such that $e_{i,i+1} \in E$ for $1 \leq i < m - 1$. We call the vertices $v_2, \ldots, v_{m-1}$ of $P$ the interior vertices of $P$. If the vertices $v_1$ and $v_m$ are the same then $P$ is a cycle. A cycle $v_1, \ldots, v_m$ is called a loop if $m = 1$. Note that as $v_1, v_l$ is a loop of $G$ if and only if $e_{ii} \in E$ we may refer to the edge $e_{ii}$ as the loop. If $S \subseteq V$ where $V$ is the vertex set of a graph we will write $\bar{S} = V - S$.

The main idea behind an isospectral reduction of a graph $G = (V, E, \omega)$ is that we reduce $G$ to a smaller graph on some subset $S \subset V$. The sets $S$ for which this is possible are defined as follows.

**Definition 3.2.** Let $G = (V, E, \omega)$. A nonempty vertex set $S \subset V$ is a structural set of $G$ if

(i) each cycle of $G$, that is not a loop, contains a vertex in $S$; and

(ii) $\omega(e_{ii}) \neq \lambda$ for each $v_i \in S$.

Observe that assumption (i) of definition 3.2 implies that a structural set $S$ of $G$ depends intrinsically on the structure of $G$. On the other hand, part (ii) of definition 3.2 is the formal assumption that the loops of the vertices in $S$, i.e. the complement of $S$, do not have weight equal to $\lambda \in W[\lambda]$. For $G \in \mathcal{G}$ let $s_t(G)$ denote the set of all structural sets of the graph $G$.

**Definition 3.3.** Suppose $G = (V, E, \omega)$ with structural set $S = \{v_1, \ldots, v_m\}$. Let $B_{ij}(G; S)$ be the set of paths or cycles from $v_i$ to $v_j$ with no interior vertices in $S$. We call a path or cycle $\beta \in B_{ij}(G; S)$ a branch of $G$ with respect to $S$. We let

$$B_S(G) = \bigcup_{1 \leq i, j \leq m} B_{ij}(G; S)$$

denote the set of all branches of $G$ with respect to $S$.

If $\beta = v_1, \ldots, v_m$ is a branch of $G$ with respect to $S$, i.e. $\beta \in B_S(G)$, and $m > 2$ then let

$$P_\omega(\beta) = \omega(e_{12}) \prod_{i=2}^{m-1} \frac{\omega(e_{i,i+1})}{\lambda - \omega(e_{ii})}. \quad (4)$$

For $m = 1, 2$ let $P_\omega(\beta) = \omega(e_{1m})$. We call $P_\omega(\beta)$ the branch product of $\beta$. Note that assumption (ii) in definition 3.2 implies that the branch product of any $\beta \in B_S(G)$ is always defined.

In a procedure we term an isospectral graph reduction we replace the branches of a graph with edges. The following definition specifies the weights of these edges.

**Definition 3.4.** Let $G = (V, E, \omega)$ with structural set $S = \{v_1, \ldots, v_m\}$. Define the edge weights

$$\mu(e_{ij}) = \begin{cases} \sum_{\beta \in B_{ij}(G; S)} P_\omega(\beta) & \text{if } B_{ij}(G; S) \neq \emptyset \\ 0 & \text{for } 1 \leq i, j \leq m. \end{cases} \quad (5)$$

The graph $\mathcal{R}_S(G) = (S, E, \mu)$ where $e_{ij} \in E$ if $\mu(e_{ij}) \neq 0$ is the isospectral reduction of $G$ over $S$.

Observe that $\mu(e_{ij})$ in definition 3.4 is the weight of the edge $e_{ij}$ in $\mathcal{R}_S(G)$. Moreover, as $W[\lambda]$ is closed under both addition and multiplication then the edge weights $\mu(e_{ij})$ of $\mathcal{R}_S(G)$ are also in the set $W[\lambda]$. Hence, the isospectral reduction $\mathcal{R}_S(G)$ is again a graph in $\mathcal{G}$.
Example 4. Consider the graph $G = (V, E, \omega)$ given in figure 2 (left) in which each edge of $G$ is assumed to have unit weight. The vertex set $S = \{v_1, v_3\} \subset V$ is a structural set of $G$ as

(i) the three nonloop cycles of $G$, namely $v_1, v_2, v_3, v_4, v_1$; $v_1, v_5, v_3$; and $v_3, v_6, v_3$ each contain a vertex in $S$; and

(ii) the loop weight vertices in $\bar{S} = \{v_2, v_4, v_5, v_6\}$ are $\omega(e_{22}) = 1$, $\omega(e_{44}) = 0$, $\omega(e_{55}) = 1$ and $\omega(e_{66}) = 0$. That is, $\omega(e_{ii}) \neq \lambda$ for each $v_i \in \bar{S}$.

Conversely, the vertex set $T = \{v_1, v_5\}$ is not a structural set of $G$. This follows from the fact that the (nonloop) cycle $v_3, v_6, v_3$ does not contain a vertex of $T$.

The branches of $G$ with respect to $S$ can be seen to be $B_{11}(G; S) = \{v_1, v_5, v_1\}$, $B_{13}(G; S) = \{v_1, v_2, v_3\}$, $B_{31}(G; S) = \{v_3, v_4, v_1\}$, and the two branches in the set $B_{33}(G; S) = \{v_3, v_3, v_3, v_6, v_3\}$.

Using equation (4) the branch products of each of these branches are given by

$$P_\omega(v_1, v_5, v_1) = P_\omega(v_1, v_2, v_3) = \frac{1}{\lambda - 1},$$

$$P_\omega(v_3, v_4, v_1) = P_\omega(v_3, v_6, v_3) = \frac{1}{\lambda},$$

and $P_\omega(v_3, v_3) = 1$.

The weight of each edge of $R_S(G) = (S, E, \mu)$ given by (5) can then be computed to be

$$\mu(e_{11}) = \mu(e_{13}) = \frac{1}{\lambda - 1},$$

$$\mu(e_{31}) = \frac{1}{\lambda}$$

and $mu(e_{33}) = 1 + \frac{1}{\lambda} = \frac{\lambda + 1}{\lambda}$. Note that as each edge weight is nonzero then the edge set of $R_S(G)$ is given by $E = \{e_{11}, e_{13}, e_{31}, e_{33}\}$. The graph $R_S(G)$ is shown in figure 2 (right).

Recall that if $S$ is a structural set of the graph $G \in \mathbb{G}$ then the isospectral reduction $R_S(G)$ is also a graph in $\mathbb{G}$. Hence, both $G$ and $R_S(G)$ have well-defined spectra. The relation between the spectrum $\sigma(G)$ and $\sigma(R_S(G))$ is given in the following theorem.

**Theorem 3.5.** Let $S$ be a structural set of the graph $G \in \mathbb{G}$. Then

$$\sigma(R_S(G)) = (\sigma(G) \cup \sigma^{-1}(G|_{\bar{S}})) - \sigma(G|_{\bar{S}}).$$

The proof of theorem 3.5 will be postponed until section 5. However, we note here that the characteristic polynomial of the matrix $M(G|_{\bar{S}})$ has a particularly simple form.

Since the only cycles the graph $G|_{\bar{S}}$ contains are loops then the following holds. The vertices of $G|_{\bar{S}}$ can be ordered such that the matrix $M(G|_{\bar{S}})$ is triangular, i.e. either all the
Figure 3. Restriction of the graph $G$ to $\bar{S} = \{v_2, v_4, v_5, v_6\}$.

entries below or all the entries above the main diagonal of $M(G|_{\bar{S}})$ are zero (see Frobenius normal form \cite{9}). Hence, the matrix $M(G|_{\bar{S}}) - \lambda I$ is also triangular.

As the determinant of a triangular matrix is the product of its diagonal entries then

$$\det(M(G|_{\bar{S}}) - \lambda I) = \prod_{v_i \in \bar{S}} (\omega(e_{ii}) - \lambda).$$

(6)

Because of the simplicity of equation (6) both the spectrum $\sigma(G|_{\bar{S}})$ and inverse spectrum $\sigma^{-1}(G|_{\bar{S}})$ can be calculated with relative ease. Moreover, in light of equation (6) theorem 3.5 has the following corollary.

**Corollary 3.** Let $S$ be a structural set of the graph $G \in \mathbb{G}$. If $M(G) \in \mathbb{C}^{n \times n}$ then

(i) $\sigma(G|_{\bar{S}}) = \{\omega(e_{ii}) : v_i \in \bar{S}\}$;

(ii) $\sigma^{-1}(G|_{\bar{S}}) = \emptyset$; and

(iii) $\sigma(R_S(G)) = \sigma(G) - \sigma(G|_{\bar{S}})$.

In applications the graphs (matrices) that are used often have real or positive weights (entries). If $G = (V, E, \omega)$ has complex valued weights and $S \in st(G)$ then corollary 3 states the following. The spectrum of $R_S(G)$ and $G$ differ at most by the spectrum of $G|_{\bar{S}}$. Moreover, the spectrum $\sigma(G|_{\bar{S}})$ can be described as follows.

For $v_i \in \bar{S}$ the weight $\omega(e_{ii}) \in \mathbb{C}$ is the weight of the loop $e_{ii}$ if $e_{ii}$ is an edge of the graph $G$. In the case that $e_{ii} \notin E$ then $\omega(e_{ii}) = 0$. That is, $\sigma(G|_{\bar{S}})$ consists of all the weights of the loops off the structural set $S$. This includes the weight(s) 0 for all $v_i \in \bar{S}$ such that $e_{ii} \notin E$. Because of this, the set $\sigma(G|_{\bar{S}})$ can be easily read off the graph $G$. As an illustration we give the following example.

**Example 5.** Let $G$ be the graph considered in example 4. As previously shown the vertex set $S = \{v_1, v_3\}$ is a structural set of $G$. Moreover, $M(G) \in \mathbb{C}^{6 \times 6}$. Hence, corollary 3 allows us to quickly compute the eigenvalues of the reduced graph $R_S(G)$ once the eigenvalues of $G$ are known.

As one can calculate, the eigenvalues of the graph $G$ are $\sigma(G) = \{2, -1, 1, 0, 0\}$. The restricted graph $G|_{\bar{S}}$ shown in figure 3 has loop weights $\omega(e_{22}) = 1$, $\omega(e_{44}) = 0$, $\omega(e_{55}) = 1$, and $\omega(e_{66}) = 0$. Then corollary 3 implies that $\sigma(G|_{\bar{S}}) = \{1, 0, 1, 0\}$ (and $\sigma^{-1}(G|_{\bar{S}}) = \emptyset$). Additionally, as $\sigma(R_S(G)) = \sigma(G) - \sigma(G|_{\bar{S}})$ then the spectrum of the reduced graph is $\sigma(R_S(G)) = \{2, -1\}$.

That is, in the reduction process of $G$ over $S$ we lose the eigenvalues $\{0, 0, 1, 1\}$. However, even if $\sigma(G)$ is unknown we still know the following. The set of eigenvalues $\sigma(G|_{\bar{S}}) = \{0, 0, 1, 1\}$ is the most by which $\sigma(R_S(G))$ and $\sigma(G)$ can differ.

**Remark 6.** We note that it is possible when reducing a graph to maintain the graph’s entire spectrum including multiplicities.
Example 6. Let $K_n = (V, E, \omega)$ be the complete graph on $n$ vertices with unit edge weights. That is, $V = \{v_1, \ldots, v_n\}$ and

$$\omega(e_{ij}) = \begin{cases} 1 & i \neq j \\ 0 & \text{otherwise} \end{cases}$$ for $1 \leq i, j \leq n.$

(See figure 4, left for $n = 6$.)

For any fixed $v_k \in V$ note that $V - \{v_k\} \in st(K_n).$ This follows from the fact that condition (i) of definition 3.2 is trivially satisfied by the vertex set $V - \{v_k\}.$ Condition (ii) follows from the fact that $\omega(e_{kk}) = 0 \neq \lambda.$ Therefore, the reduced graph $R_{V - \{v_k\}}(K_n) = (V - \{v_k\}, E, \mu)$ is well defined having edges $e_{ij}$ with edges weights

$$\mu(e_{ij}) = \begin{cases} 1 + 1/\lambda & i, j \neq k \\ 0 & \text{otherwise} \end{cases}$$ for $1 \leq i, j \leq n.$

(See figure 4, right for $n = 6$.)

To compute the spectrum $\sigma(K_n)$ note the following. As the matrix $M(K_n) + I$ is the $n \times n$ matrix of ones then $\sigma(M(K_n) + I) = \{n, 0, \ldots, 0\}$ where 0 has multiplicity $n - 1.$ Therefore, the graph $K_n$ has spectrum $\sigma(K_n) = \{-1, -1, \ldots, -1\}$ where $-1$ has multiplicity $n - 1.$ In particular, 0 $\notin \sigma(K_n)$.

Via equation (6) the sets $\sigma(K_n|_{\{v_k\}}) = \{0\}$ and $\sigma^{-1}(K_n|_{\{v_k\}}) = \emptyset$ since the weight $\omega(e_{kk}) = 0.$ As $\sigma(K_n|_{\{v_k\}}) \cap \sigma(K_n) = \emptyset$ then theorem 3.5 (or corollary 3) implies $\sigma(K_n) = \sigma(R_{V - \{v_k\}}(K_n)).$ That is, no eigenvalues are lost in reducing the graph $K_n$ to the graph $R_{V - \{v_k\}}(K_n)$.

We note that both $\sigma(G|_{S})$ and $\sigma^{-1}(G|_{S})$ are easily calculated via equation (6). Therefore, theorem 3.5 offers a quick way of computing the eigenvalues of a reduced graph if the spectrum of the original unreduced graph is known.

More importantly, however, theorem 3.5 tells us the eigenvalues we will gain and possibly lose if we reduce a graph. In section 6 this will allow us to modify the dynamical network $(F, X)$ while maintaining the network’s stability.

3.3. Sequential reductions

In section 3.2 we observed that any reduction $\mathcal{R}_G(G)$ of a graph $G \in \mathbb{G}$ is again a graph in $\mathbb{G}$. It is therefore natural to consider sequential reductions of a graph $G \in \mathbb{G}$. This requires that we first extend our notation to sequences of isospectral reductions.

For $G = (V, E, \omega)$ suppose $S_m \subseteq S_{m-1} \subseteq \ldots \subseteq S_1 \subseteq V$ such that $S_1 \in st(G)$, $\mathcal{R}_1(G) = \mathcal{R}_{S_1}(G)$ and $S_{i+1} \in st(\mathcal{R}_i(G))$ where $\mathcal{R}_{S_i}(\mathcal{R}_i(G)) = \mathcal{R}_{S_{i+1}}(G), 1 \leq i \leq m - 1.$
Figure 5. Sequential reduction of the graph $G$ from figure 2.

If this is the case we say $S_1, \ldots, S_m$ induces a sequence of reductions on $G$ with final vertex set $S_m$. By way of notation we write $R_m(G) = R(G; S_1, \ldots, S_m)$ where $R(G; S_1, \ldots, S_m)$ denotes the graph $G$ reduced over the vertex set $S_1$ then $S_2$ and so on until $G$ is reduced over the final vertex set $S_m$.

**Theorem 3.6.** For $G = (V, E, \omega)$ suppose $S \in st(G)$. If there are vertex sets $S \subseteq S_{m-1} \subseteq \ldots \subseteq S_1 \subseteq V$ then $S_1, \ldots, S_{m-1}, S$ induces a sequence of reductions on $G$. Moreover, $R(G; S_1, \ldots, S_{m-1}, S) = R_S(G)$.

Let $S$ be a structural set of the graph $G = (V, E, \omega)$. In light of theorem 3.6 any sequence $S_1, \ldots, S_{m-1}, S$ where

$$S \subseteq S_{m-1} \subseteq \ldots \subseteq S_1 \subseteq V \tag{7}$$

induces a sequence of reductions on $G$. To see how many possible sequences satisfy (7) we note the following.

Each such sequence satisfying (7) corresponds to a partition of the set $V - S$. To see this suppose $V = S_0$ and $S = S_m$. Then the sequence $S_1, \ldots, S_{m-1}, S_m$ corresponds to the partition $\{P_1, \ldots, P_m\}$ of $V - S$ where $P_i = S_{i-1} - S_i$ for $1 \leq i \leq m$.

Note that the number of ways to partition a set is exponential in its number of elements. Hence, there are often a large number of ways to sequentially reduce a graph to one of its structural sets. However, despite the potentially large number of such sequential reductions the following corollary of theorem 3.6 offers the following uniqueness result.

**Corollary 4.** Suppose $G = (V, E, \omega)$ has structural set $S$. If $S \subseteq S_{m-1} \subseteq \ldots \subseteq S_1 \subseteq V$ and $S \subseteq T_{n-1} \subseteq \ldots \subseteq T_1 \subseteq V$ then it follows from lemma 3.6 that

$$R(G; S_1, \ldots, S_{m-1}, S) = R_S(G) = R(G; T_1, \ldots, T_{n-1}, S).$$

That is, the graph $R_S(G)$ resulting from a sequence of reductions depends only on the final vertex set $S$ if $S \in st(G)$.

**Example 7.** Let $G$ again be the graph considered in example 4. If we let both $S_1 = \{v_1, v_2, v_3, v_4\}$ and $S_2 = \{v_1, v_3\}$ then the following holds.

The vertex set $S_2$ is a structural set of $G$. In particular $S_2 = S$ where $S$ is the structural set considered in example 4. Moreover, $S_2 \subseteq S_1$. Hence, lemma 3.6 implies the sequence $S_1, S_2$ induces a sequence of reductions on $G$. Additionally, as $S_2 = S$ then $R(G; S_1, S_2) = R_S(G)$ (see figures 2 and 5).

We note that as $S$ has four elements then there are fourteen ways to reduce $G$ to the graph $R_S(G)$. This follows from the fact that there are fourteen ways to partition a set with four elements. However, each of these reductions will result in the same graph.
Let $G = (V, E, \omega)$ and suppose $S \notin st(G)$. It is a natural question to ask whether the result(s) of lemma 3.6 holds for the vertex set $S$. Specifically, (i) do any sets satisfying $S \subseteq S_{m-1} \subseteq \ldots \subseteq S_1 \subseteq V$ induce a sequence of reductions on $G$; and (ii) can $G$ be reduced to a graph with vertex set $S$ via some sequence of reductions? If so, is this reduction unique?

The answer to (i) is negative since $S_1$ need not be a structural set of $G$. To answer question (ii) we note the following. If the weight $\omega(e_i) \neq \lambda$ for some $v_i \in V$ then the vertex set $S = V - \{v_i\}$ is a structural set of $G$. This follows from the fact that $S = \{v_i\}$. Hence, the graph $G|_S$ is the graph restricted to the single vertex $v_i$. In particular, this implies that any cycle of $G|_S$ is a loop.

Therefore, any graph $G \in \mathcal{G}$ can be reduced over the structural set $S = V - \{v_i\}$ if it is known that $\omega(e_i) \neq \lambda$. Another way to state this is that it is possible to remove the vertex $v_i$ from $G$ via an isospectral reduction if $\omega(e_i) \neq \lambda$ without knowing anything about the graph structure of $G$. This has the following important implication.

Suppose it is known that no loop of $G$ or any loop of any sequential reduction of $G$ has weight $\lambda$. If this is the case then it is possible to remove any sequence of single vertices from $G$ via a sequence of isospectral reductions. Therefore, $G$ can be sequentially reduced to a graph on any subset of its vertex set. This idea is the motivation behind the following.

For any polynomial $p \in \mathbb{C}[\lambda]$ let $\deg(p)$ denote the degree of $p$. If $w = p/q \in \mathbb{W}[\lambda]$ where $p, q \in \mathbb{C}[\lambda]$ let

$$\pi(w) = \deg(p) - \deg(q).$$

Again it is required to show that the function $\pi : \mathbb{W}[\lambda] \to \mathbb{Z}$ is well defined. To do so suppose $p/q$ and $r/s$ are equivalent in $\mathbb{W}[\lambda]$, i.e., $ps = rq$. We then have that $\deg(ps) = \deg(rq)$. As $\deg(ps) = \deg(p) + \deg(s)$ and similarly $\deg(rq) = \deg(r) + \deg(q)$ then

$$\deg(p) - \deg(q) = \deg(r) - \deg(s).$$

That is, $\pi(p/q) = \pi(r/s)$ implying the function $\pi$ is well defined.

Let $\mathbb{W}_{\pi}[\lambda]$ be the subset of $\mathbb{W}[\lambda]$ given by

$$\mathbb{W}_{\pi}[\lambda] = \{ w \in \mathbb{W}[\lambda] : \pi(w) \leq 0 \}.$$ 

That is, $\mathbb{W}_{\pi}[\lambda]$ is the set of rational functions in which the degree of the numerator is less than or equal to the degree of the denominator. Let $\mathcal{G}_{\pi}$ be the graphs in $\mathcal{G}$ with edge weights in the set $\mathbb{W}_{\pi}[\lambda]$.

**Lemma 3.7.** If $G \in \mathcal{G}_{\pi}$ and $S \in st(G)$ then $\mathcal{R}_S(G) \in \mathcal{G}_{\pi}$. In particular, no loop of $G$ and no loop of any reduction of $G$ can have weight $\lambda$.

By the reasoning above, if $G \in \mathcal{G}_{\pi}$ then $G$ can be (sequentially) reduced to a graph on any subset of its vertex set. This result is stated in the following theorem.

**Theorem 3.8 (Existence of isospectral reductions over any vertex set).** Let $G = (V, E, \omega)$ be graph in $\mathcal{G}_{\pi}$ and suppose $V$ is a nonempty subset of $V$. Then there exist sets $V \subseteq S_{m-1} \subseteq \ldots \subseteq S_1 \subseteq V$ such that $S_1, \ldots, S_{m-1}, V$ induces a sequence of reductions on $G$.

For $G \in \mathcal{G}_{\pi}$ it is therefore possible to reduce a graph $G \in \mathcal{G}_{\pi}$ to a graph on any (nonempty) subset of vertex set via some sequence of isospectral reductions. Moreover, such sequences have the following uniqueness property.

**Theorem 3.9 (Uniqueness of isospectral reductions over any vertex set).** Let $G = (V, E, \omega)$ be graph in $\mathcal{G}_{\pi}$ and suppose $V$ is a nonempty subset of $V$. If $S_1, \ldots, S_{m-1}, V$ and $T_1, \ldots, T_{n-1}, V$ both induce a sequence of reductions on $G$ then $\mathcal{R}(G; S_1, \ldots, S_{m-1}, V) = \mathcal{R}(G; T_1, \ldots, T_{n-1}, V)$. 

The results of theorem 3.8 and theorem 3.9 allow us to give the following definition.

**Definition 3.10.** Let $G = (V, E, \omega)$ be a graph in $\mathcal{G}_\pi$. If $V \subseteq V$ is nonempty define

$$\mathcal{R}_V[G] = \mathcal{R}(G; S_1, \ldots, S_{m-1}, V)$$

where $S_1, \ldots, S_{m-1}, V$ is any sequence that induces a sequence of reductions on $G$ with final vertex set $V$.

The graph $\mathcal{R}_V[G]$ is well defined as a result of theorems 3.8 and 3.9. The notation $\mathcal{R}_V[G]$ given in definition 3.10 is intended to emphasize the fact that $V$ need not be a structural set of $G$.

**Remark 7.** Note that $\pi(c) = 0$ for any $c \in \mathbb{C}$. Hence, if $M(G) \in \mathbb{C}^{n \times n}$ then $G \in \mathcal{G}_\pi$. Therefore, any graph with complex weights can be uniquely reduced to a graph on any nonempty subset of its vertex set. This is of particular importance for the estimation of spectra of matrices with complex entries in [10].

**Example 8.** Let $G = (V, E, \omega)$ be the graph shown in figure 6. Our goal is to reduce $G$ over its vertex set $\{v_1, v_4\} \subset V$. Note that as $G \in \mathcal{G}_\pi$ theorem 3.8 guarantees that there is at least one sequence of reductions that reduces $G$ to the graph $\mathcal{R}_{\{v_1, v_4\}}[G]$.

In fact there are exactly two. This follows from the fact that $\{v_1, v_4\} \notin st(G)$. Hence, $G$ cannot be reduced over $\{v_1, v_4\}$ with a single reduction. However, any (nontrivial) reduction of $G$ removes at least one vertex from $G$.

Therefore, the two possible ways of reducing $G$ to the vertex set $\{v_1, v_4\}$ are

$$\mathcal{R}_{\{v_1, v_4\}}[G] = \mathcal{R}(G; \{v_1, v_2, v_4\}, \{v_1, v_4\})$$

and

$$\mathcal{R}_{\{v_1, v_4\}}[G] = \mathcal{R}(G; \{v_1, v_3, v_4\}, \{v_1, v_4\}).$$

Both of the reductions given in (8) and (9) are shown in figure 6. The dashed arrows labelled $\mathcal{R}_T$ in this figure represent the reduction of a graph over some structural set $H$. This notation is meant to emphasize that this diagram commutes. That is,

$$\mathcal{R}_{\{v_1, v_4\}}(\mathcal{R}_{\{v_1, v_2, v_4\}}(G)) = \mathcal{R}_{\{v_1, v_4\}}(\mathcal{R}_{\{v_1, v_3, v_4\}}(G))$$

as guaranteed by theorem 3.9.
3.4. Equivalence relations

Theorems 3.8 and 3.9 assert that a graph $G \in \mathbb{G}_\pi$ has a unique reduction to any (nonempty) subset of its vertex set via some sequence of isospectral reductions. In this section this property will allow us to define various equivalence relations on the graphs in $\mathbb{G}_\pi - \emptyset$.

Two weighted digraphs $G_1 = (V_1, E_1, \omega_1)$ and $G_2 = (V_2, E_2, \omega_2)$ are isomorphic if there is a bijection $b : V_1 \rightarrow V_2$ such that there is an edge $e_{ij}$ in $G_1$ from $v_i$ to $v_j$ if and only if there is an edge $\tilde{e}_{ij}$ between $b(v_i)$ and $b(v_j)$ in $G_2$ with $\omega_2(\tilde{e}_{ij}) = \omega_1(e_{ij})$. If the map $b$ exists it is called an isomorphism and we write $G_1 \cong G_2$.

An isomorphism is essentially a relabelling of the vertices of a graph. Therefore, if two graphs are isomorphic then their spectra are identical.

**Theorem 3.11 (Spectral equivalence).** Suppose for any graph $G = (V, E, \omega)$ in $\mathbb{G}_\pi - \emptyset$ that $\tau$ is a rule that selects a unique nonempty subset $\tau(G) \subseteq V$. Then $\tau$ induces an equivalence relation $\sim$ on the set $\mathbb{G}_\pi - \emptyset$ where $G \sim H$ if the graph $R_{\tau(G)}[G] \cong R_{\tau(H)}[H]$.

**Example 9.** Let $G = (V, E, \omega)$. The out degree of a vertex $v_i \in V$ is the number of outgoing edges incident to $v_i$, i.e. the number $|\{j : \omega(e_{ij}) \neq 0\}|$. If $G \in \mathbb{G}_\pi$ let $\tau(G) \subseteq V$ be the set of vertices of maximal out degree.

Observe that for each graph $G \in \mathbb{G}_\pi - \emptyset$ the set $\tau(G)$ both exists and is unique. Thus the relation of having an isomorphic reduction with respect to this rule induces an equivalence relation on $\mathbb{G}_\pi - \emptyset$.

In figure 7 the graphs $G$ and $H$ have the vertex set $\tau(G) = \{v_1, v_2\} = \tau(H)$ of maximal out degree. As shown in the figure, the graph $R_{\tau(G)}[G] \cong R_{\tau(H)}[H]$. Hence, $G \sim H$ under the relation $\sim$ induced by the rule $\tau$.

Note that the relation of simply having isomorphic reductions is not transitive. That is, if $\mathcal{R}_{\lambda}[G] \cong \mathcal{R}_{\lambda}[H]$ and $\mathcal{R}_{\lambda}[H] \cong \mathcal{R}_{\lambda}[K]$ it is not necessarily the case that there are sets $X$ and $Y$, subsets of the vertex sets of $G$ and $K$, respectively, such that $\mathcal{R}_{\lambda}[X] \cong \mathcal{R}_{\lambda}[Y]$.

As an example, in figure 8 both $\mathcal{R}_{\lambda}[G] \cong \mathcal{R}_{\lambda}[H]$ and $\mathcal{R}_{\lambda}[H] \cong \mathcal{R}_{\lambda}[K]$ where $S = \{v_1, v_2\}$ and $T = \{v_3, v_4\}$. However, one can quickly check that for no subsets $X \subseteq S$ and $Y \subseteq T$ are $\mathcal{R}_{\lambda}[X] \cong \mathcal{R}_{\lambda}[Y]$. Overcoming this intransitivity requires some rule $\tau$ that selects a unique set of vertices from each graph in $\mathcal{G}$ (see theorem 3.11). If $\tau$ does not, e.g. $\tau := \text{remove any vertex}$, then $\tau$ does not induce an equivalence relation on $\mathcal{G} - \emptyset$.

Importantly, choosing a rule that does select a unique vertex set allows one to study the graphs in $\mathbb{G}_\pi - \emptyset$ modulo some particular graph feature. For instance, in example 9 this graph feature (or vertex set) is the vertices that do not have maximal out degree.
4. Isospectral transformations over fixed weight sets

The isospectral graph reductions of the previous section modify not only the graph structure but also the weight set of a graph. That is, if $R_S(G) = (S, E, \mu)$ is any reduction of $G = (V, E, \omega)$ then typically $\omega(E) \neq \mu(E)$, i.e.

$$\{\omega(e_{ij}) : e_{ij} \in E\} \neq \{\mu(e_{ij}) : e_{ij} \in E\}.$$  

This may lead one to assume that our procedure simply shifts the complexity of the graph’s structure to its set of edge weights. However, this is not the case.

In this section we introduce different procedures of reducing and expanding a graph that restrict the weights of the transformed graph’s edges to particular subsets of $W[\lambda]$. As before, the procedure preserves the spectrum of the graph up to a known set. Such transformations are of particular importance in section 6 where dynamical network expansions are discussed.

4.1. Branch expansions

The idea behind an isospectral graph transformation that preserves a graph’s edge weights is simple enough. If two graphs $G, H \in \mathcal{G}$ have the same branch structure (including weights) then they should have similar spectra. If this is the case, then we say that $G$ is an isospectral transformation of $H$ over its weight set and vice-versa.

To make this precise suppose $G = (V, E, \omega)$ and $S \in st(G)$. If the branch $\beta = v_{i_1}, \ldots, v_{i_m} \in B_S(G)$ let $\Omega_G(\beta)$ be the ordered sequence

$$\Omega_G(\beta) = \omega(e_{i_1,i_2}), \ldots, \omega(e_{i_{m-1},i_m}), \omega(e_{i_{j_1},j_2}), \ldots, \omega(e_{i_{m-1},i_m}).$$

for $m > 1$ and $\omega(e_{i_1,i_2})$ if $m = 1$. We call $\Omega_G(\beta)$ the weight sequence of the branch $\beta$. Moreover, we let $\Omega_G(\beta)_{i,j} = \omega(e_{i,j})$ and $\Omega_G(\beta)_{j,j} = \omega(e_{i,j})$ for $1 \leq j \leq m - 1$.

Let $G, H \in \mathcal{G}$. Suppose $S = \{v_{1}, \ldots, v_{m}\}$ is a structural set of both $G$ and $H$. The branch set $B_{ij}(G; S)$ is isomorphic to $B_{ij}(H; S)$ if there is a bijection

$$b : B_{ij}(G; S) \rightarrow B_{ij}(H; S)$$

such that $\Omega_G(\beta) = \Omega_H(b(\beta))$ for each $\beta \in B_{ij}(G; S)$. If such a map exists we write $B_{ij}(G; S) \simeq B_{ij}(H; S)$. If

$$B_{ij}(G; S) \simeq B_{ij}(H; S) \quad \text{for each } 1 \leq i, j \leq m$$

we say $B_S(G)$ is isomorphic to $B_S(H)$ and write $B_S(G) \simeq B_S(H)$.
Example 10. Suppose $H$ and $G$ are the graphs in figure 9 with unit edge weights. The vertex set $S = \{v_1, v_3\}$ can be seen to be a structural set of both $H$ and $G$. Moreover,

- $B_{11}(H; S) = \{v_1, v_2, v_1\}$, $B_{11}(G; S) = \{v_1, u_5, v_1\}$;
- $B_{13}(H; S) = \{v_1, v_2, v_3\}$, $B_{13}(G; S) = \{v_1, u_2, v_3\}$;
- $B_{31}(H; S) = \{v_3, v_4, v_1\}$, $B_{31}(G; S) = \{v_1, u_4, v_3\}$;
- $B_{33}(H; S) = \{v_3, v_3, v_3, v_3\}$, $B_{33}(G; S) = \{v_3, v_3, v_3, v_3, v_3\}$.

Note that the branch $\beta = \{v_1, u_5, v_1\}$ in $B_{11}(G; S)$ has the weight sequence given by $\Omega_G(\beta) = 1, 1, 1$. Similarly, the branch $\gamma = \{v_1, v_2, v_1\}$ in $B_{11}(H; S)$ has the weight sequence $\Omega_H(\gamma) = 1, 1, 1$. Hence, $B_{11}(H; S) \simeq B_{11}(G; S)$. Continuing in this manner, one can check that each $B_{ij}(H; S) \simeq B_{ij}(G; S)$ for each $i, j \in \{1, 3\}$. Therefore, $B_3(H) \simeq B_3(G)$.

Remark 8. We note that if $B_j(H) \simeq B_j(G)$ the graphs $G$ and $H$ need not be isomorphic (see example 10).

For $G \in \mathcal{G}$ and $S \in st(G)$ suppose $\alpha = v_1, \ldots, v_m$ and $\beta = u_1, \ldots, u_n$ are branches in $B_j(G)$. These branches are said to be independent if

$$\{v_2, \ldots, v_{m-1}\} \cup \{u_2, \ldots, u_{n-1}\} \neq \emptyset.$$  

That is, $\alpha$ and $\beta$ are independent if they share no interior vertices.

Definition 4.1. Let $G, H \in \mathcal{G}$ and $S \in st(G), st(H)$. Suppose

(i) $B_j(G) \simeq B_j(H)$;
(ii) the branches of $B_j(H)$ are independent;
(iii) each vertex of $G$ and $H$ belongs to a branch of $B_j(G)$ and $B_j(H)$ respectively. Then we call $H$ a branch expansion of $G$ with respect to $S$.

Proposition 1. Let $G \in \mathcal{G}$ and $S \in st(G)$. If $H$ and $K$ are branch expansions of $G$ with respect to $S$ then $H \simeq K$.

Proof. Suppose $H = (V_1, E_1, \omega_1)$ and $K = (V_2, E_2, \omega_2)$ are branch expansions of $G$ with respect to $S$. Then by assumption (i) of definition 4.1 it follows that there is a bijection

$$b : B_j(H) \rightarrow B_j(G)$$

such that $\Omega_H(\beta) = \Omega_K(b(\beta))$ for all $\beta \in B_j(H)$.

For the branch $\beta = v_1, \ldots, v_m$ let $b(\beta(j)) = v_i$ for $1 \leq j \leq m$. We call $j$ the index of $v_i$.

By assumption each vertex $v \in V_1$ belongs to a branch of $B_j(H)$ and the branches of $B_j(H)$...
are pairwise independent. Hence, either $v \in S$ or $v = \beta(i)$ for exactly one $\beta \in \mathcal{B}_S(H)$ and index $i$. Let $B : V_1 \to V_2$ be the map

$$B(v) = \begin{cases} v & \text{if } v \in S \\ (b(\beta))(i) & \text{if } v \notin S \text{ and } v = \beta(i). \end{cases}$$

By assumption each $v \in V_2$ is similarly either in $S$ or equal to $\beta(i)$ again for exactly one $\beta \in \mathcal{B}_S(K)$ and index $i$. Therefore, $B$ has the inverse

$$B^{-1}(v) = \begin{cases} v & \text{if } v \in S \\ (b^{-1}(\beta))(i) & \text{if } v \notin S \text{ and } v = \beta(i). \end{cases}$$

implying the map $B : V_1 \to V_2$ is a bijection.

Let $e_{ij} \in E_1$. If $v_i, v_j \in S$ then $v_i, v_j \in \mathcal{B}_S(H)$ implying

$$\omega_1(e_{ij}) = \Omega_H(v_i, v_j) = \Omega_K(v_{B(i)}, v_{B(j)}) = \omega_2(e_{B(i)B(j)}).$$

Suppose $v_i, v_j \notin S$. If $v_i \neq v_j$ then there are branches $\alpha_1 = v_1, \ldots, v_i, \ldots, v_j$ and $\alpha_2 = u_1, \ldots, v_j, \ldots, v_t$ in $\mathcal{B}_S(H)$ containing $v_i$ and $v_j$, respectively. Therefore, the sequence $v_i, v_1, v_j, \ldots, v_t \in \mathcal{B}_S(H)$. As the branches of $\mathcal{B}_S(H)$ are pairwise independent then $\alpha_1 = \alpha_2$ and $j = i + 1$. Hence,

$$\omega_1(e_{ij}) = \Omega_H(\alpha_1),_{i+1} = \Omega_K(b(\alpha_1)),_{i+1} = \omega_2(e_{B(i)B(j)}).$$

If $v_i = v_j$ then there is a unique $\beta \in \mathcal{B}_S(H)$ and index $k$ such that $v_i = \beta(k)$. Hence,

$$\omega_1(e_{ij}) = \Omega_H(\beta),_{k} = \Omega_K(b(\beta)),_{k} = \omega_2(e_{B(i)B(j)}).$$

Supposing $v_i \in S$, $v_j \notin S$ or $v_i \notin S$, $v_j \in S$ a similar argument implies that $\omega_1(e_{ij}) = \omega_2(e_{B(i)B(j)})$. Hence, $H \simeq K$. \hfill $\Box$

It follows that a branch expansion of $G$ with respect to $S$ is unique up to a labelling of vertices. Therefore, any two expansions of $G$ with respect to $S$ are isomorphic. In what follows we let $\mathcal{X}_S(G)$ be a representative of the class of branch expansions. By slightly abusing our terminology we call any representative $\mathcal{X}_S(G)$ the branch expansion of $G$ with respect to $S$.

The principle idea behind a branch expansion is the following. If $G \in \mathcal{G}$ and $S = s(H)$ then the set of branches $\mathcal{B}_S(G)$ is uniquely defined. However, there are typically many other graphs $H$ with the same branch structure as $G$, i.e. $S = s(H)$ such that $\mathcal{B}_S(H) \simeq \mathcal{B}_S(G)$.

A branch expansion of $G$ over $S$ is then a graph $H = \mathcal{X}_S(G)$ with identical branch structure but with the following restriction: the branches of $\mathcal{B}_S(H)$ are pairwise independent and every vertex of $H$ belongs to a branch in $\mathcal{B}_S(H)$. That is, any vertex of $\hat{S}$ in $H$ is part of exactly one branch in $\mathcal{B}_S(H)$.

Hence, given a graph $G$ and structural set $S$ we can algorithmically construct the expansion $\mathcal{X}_S(G)$ as follows. Start with the vertices $S$. If $\beta \in \mathcal{B}_j(G; S)$ then both $v_i, v_j \in S$. Construct a path (or cycle) from $v_i$ to $v_j$ with weight sequence $\Omega(\beta)$ with new interior vertices. By now we mean vertices that do not already appear on the graph we are constructing. Repeat this for each $\beta \in \mathcal{B}_j(G; S)$. The resulting graph is the branch expansion $\mathcal{X}_S(G)$. A branch expansion is our first example of an isospectral graph transformation that preserves the weight set of a graph.

**Theorem 4.2.** Let $G = (V, E, \omega)$ with structural set $S$. Then the graph $G$ and its branch expansion $\mathcal{X}_S(G)$ have the same set of edge weights. Moreover,

$$\text{det}(M(\mathcal{X}_S(G)) - \lambda I) = \text{det}(M(G) - \lambda I) \prod_{v_i \in V - S} \left(\omega(e_{i}) - \lambda\right)^{n_i-1}$$

where $n_i$ is the number of branches in $\mathcal{B}_S(G)$ containing $v_i$. 

Example 11. Consider the graph $G = (V, E, \omega)$ and $H = (V, \mathcal{E}, \mu)$ in figure 9 with unit edge weights. As demonstrated in example 10, if $S = \{v_1, v_3\}$ then the branch set $B_S(G) \simeq B_S(H)$. Moreover, it can be seen from figure 9 the five branches of $B_S(G)$ share interior vertices. That is, the branches of $B_S(G)$ are pairwise independent. Lastly, each vertex of $G$ belongs to at least one branch of $B_S(G)$.

Therefore, the graph $G$ is a branch expansion of $H$ with respect to $S$, i.e. $G = \chi_S(H)$. Importantly, note that the edge weights of $H$ and its expansion $G$ are identical, i.e. the sets $\omega(E)$ and $\mu(E)$ are both $[0, 1]$.

Observe that the vertex $v_2$ of $H$ is an interior vertex of the branches $v_1, v_2, v_1'$; $v_1, v_2, v_3 \in B_S(H)$. Similarly, the vertex $v_4$ of $H$ is an interior vertex of the branches $v_3, v_4, v_3'; v_3, v_4, v_1 \in B_S(H)$. As $\omega(e_{22}) = 1$ and $\omega(e_{44}) = 0$ theorem 4.2 implies that $\sigma(\chi_S(H)) = \sigma(H) \cup \{1, 0\}$.

We note that $G = \chi_S(H)$ in figure 9 is isomorphic to the graph $G$ in figure 2. Hence, $\sigma(G) = \{2, -1, 1, 1, 0, 0\}$ implying $\sigma(H) = \{2, -1, 1, 0\}$.

4.2. Isospectral graph transformations over modified weight sets

The branch expansions of the previous section are a method of graph transformation that separates the various branches of a graph. In this section we consider the reversal of this process. Specifically, we introduce a method of transforming a graph that incorporates a new technique of merging branches.

This type of isospectral transformation will have the additional property that it keeps the graph’s weights in a fixed subset $\mathbb{U} \subset \mathbb{W}[\lambda]$. The particular type of subsets for which this will hold are semirings of $\mathbb{W}$.

The set $\mathbb{U}$ is a semiring of $\mathbb{W}[\lambda]$ if it has the following properties. Both $0$, $1 \in \mathbb{U}$ and for any $u_1, u_2 \in \mathbb{U}$ both the product $u_1 u_2$ and the sum $u_1 + u_2$ are in $\mathbb{U}$. Moreover, as $\mathbb{U} \subset \mathbb{W}[\lambda]$ we are implicitly assuming that if $u \in \mathbb{U}$ then any other representation of $u$ is also in $\mathbb{U}$. Examples of such semirings include $\mathbb{C}[\lambda]$, $\mathbb{R}$, and $\mathbb{Z}^+ = \{0, 1, 2, \ldots\}$.

Definition 4.3. For $G = (V, E, \omega)$ let $S \in st(G)$. The set $S$ is a complete structural set of $G$ if

(i) each cycle of $G$, including loops, contains a vertex in $S$; and
(ii) $\omega(e_{v_i}) \neq \lambda$ for each $v_i \in S$.

The difference between a structural set and a complete structural set of a graph $G$ is the following. Recall that if $S$ is a complete structural set of $G$ then every cycle of $G$ contains a vertex in $S$. If $S$ is simply a structural set of $G$ then loops of $G$ need not contain a vertex of $S$.

For $G \in \mathbb{G}$ let $st_0(G)$ denote the set of all complete structural sets of $G$. Additionally, let $\sigma_0(G)$ be the nonzero elements of $\sigma(G)$ including multiplicities. Hence, we refer to $\sigma_0(G)$ as the nonzero spectrum of $G$. Moreover, we denote by $\rho(G)$ the spectral radius of $G$. That is,

$$\rho(G) = \max_{\ell \in \sigma(G)} |\ell|.$$
Theorem 4.4. Lemma 4.4.

Proof. Suppose $G = (V, E, \omega)$ and $S \in st_0(G)$. As no vertex in $\bar{S}$ can have a loop then $\omega(e_{ij}) = 0$ for each $v_i \in \bar{S}$. Equation (6) then implies that

$$\det(M(G|_{\bar{S}}) - \lambda I) = \prod_{v_i \in \bar{S}} \lambda.$$

Hence, $\sigma^{-1}(G|_{\bar{S}}) = \emptyset$ and $\sigma(G|_{\bar{S}}) = \{0, \ldots, 0\}$ in which 0 has multiplicity $|\bar{S}|$. The corollary then follows from theorem 3.5.

To simplify the discussion in what follows, suppose $G \in \mathbb{G}$ and $S \in st(G)$. If $\beta = v_1, \ldots, v_m \in B_\mathcal{S}(G)$ we will say $e_{ij} \in \mathcal{S}$ is the $j$th edge belonging to the branch $\beta$ for each $1 \leq i \leq m - 1$.

Lemma 4.4. Let $G = (V, E, \omega)$ and $S \in st_0(G)$. Then $\mathcal{X}_S(G) = (\mathcal{V}, \mathcal{E}, \mu)$ has the following properties.

(i) If $e_{ij} \in E$ then $e_{ij}$ belongs to exactly one branch of $B_\mathcal{S}(\mathcal{X}_S(G))$.

(ii) If $\beta = v_1, \ldots, v_m$ is a branch in $B_\mathcal{S}(\mathcal{X}_S(G))$ then

$$\Omega_{\mathcal{X}_S(G)}(\beta) = \mu(e_{12}), \ldots, \mu(e_{k,k-1}), 0, \mu(e_{k,k+1}), \ldots, \mu(e_{m-1,m}).$$

Proof. As each vertex of $\mathcal{X}_S(G)$ belongs to at least one branch of $B_\mathcal{S}(\mathcal{X}_S(G))$ then the same holds any $e_{ij} \in \mathcal{E}$. On the other hand, suppose $e_{ij}$ belongs to both $\beta_1, \beta_2 \in B_\mathcal{S}(\mathcal{X}_S(G))$. Then neither $v_i$ or $v_j$ can be interior vertices of $\beta_1$ or $\beta_2$ as these branches, if distinct, are independent. Hence, $\beta_1 = \beta_2 = v_i, v_j$ or $e_{ij}$ belongs to at most one branch of $B_\mathcal{S}(\mathcal{X}_S(G))$. This verifies property (i).

Since $S$ is a complete structural set of $G$ then $\omega(e_{ii}) = 0$ for each $v_i \in V - S$. This implies that, for any $\beta = v_1, \ldots, v_m \in B_\mathcal{S}(G)$ the weight sequence $\Omega_{\mathcal{S}}(\beta)$ has the form

$$\Omega_{\mathcal{S}}(\beta) = \omega(e_{12}), \ldots, \omega(e_{k,k-1}), 0, \omega(e_{k,k+1}), \ldots, \omega(e_{m-1,m}).$$

As $B_\mathcal{S}(G) \simeq B_\mathcal{S}(\mathcal{X}_S(G))$ property (ii) holds. □

The $\mathcal{Y}$-construction: branch reweighting. Given a branch expansion $\mathcal{X}_S(G)$ we construct a new graph $\mathcal{Y}_S(G)$ by reweighting the branches $B_\mathcal{S}(\mathcal{X}_S(G))$ of $\mathcal{X}_S(G)$. The idea behind this construction is to reweight the branches $B_\mathcal{S}(\mathcal{X}_S(G))$ in such a way that it preserves their branch products.

Suppose the expansion $\mathcal{X}_S(G)$ of $\mathcal{G}$ has the same vertex and edge set as $\mathcal{X}_S(G)$ but possibly different edge weights. We note this implies that $S$ is a complete structural set of $\mathcal{X}_S(G)$ and moreover that the branch set $B_\mathcal{S}(\mathcal{Y}_S(G))$ is identical to $B_\mathcal{S}(\mathcal{X}_S(G))$.

For the branch $\beta = v_1, \ldots, v_m \in B_\mathcal{S}(\mathcal{Y}_S(G))$ define the weight sequence of $\beta$ to be

$$\Omega_{\mathcal{Y}_S(G)}(\beta) = \prod_{k=1}^{m-1} \mu(e_{k,k+1}), 0, \ldots, 1, 0, 1, \ldots, 0, 1 \quad (10)$$

if $m > 1$. If $m = 1$ let $\Omega_{\mathcal{Y}_S(G)}(\beta) = \mu(e_{11})$. As $\mathcal{X}_S(G)$ and $\mathcal{Y}_S(G)$ have the same vertex and edge set then theorem 4.4 implies that each edge of $\mathcal{Y}_S(G)$ belongs to exactly one branch of $B_\mathcal{S}(\mathcal{Y}_S(G))$. Therefore, equation (10) completely specifies the edge weights of the graph $\mathcal{Y}_S(G)$.

In particular, the edge $e_{ij} \in \mathcal{E}$ in $\mathcal{Y}_S(G)$ has weight $w(e_{ij}) = 1$ unless $e_{ij}$ is the first edge of a branch in $B_\mathcal{S}(\mathcal{Y}_S(G))$. If $e_{ij}$ happens to be the first edge of the branch $\beta \in B_\mathcal{S}(\mathcal{X}_S(G))$ then its weight is the product of the nonzero entries of $\Omega_{\mathcal{X}_S(G)}(\beta)$. 


Considering part (ii) of lemma 4.4, $Y_S(G)$ is effectively the graph $X_S(G)$ in which the first edge weight of each branch is the product of that branches original weights in $X_S(G)$. Every other edge of $Y_S(G)$ is given weight 1. (Figure 10 gives an example of this branch reweighting.)

The $Z$-construction: branch merging. From the branch reweighting $Y_S(G)$ we construct the graph $Z_S(G)$. The major idea behind this construction is that the branches $B_S(Y_S(G))$ of the graph $Y_S(G)$ can be merged together in a way that maintains the weight set of the graph as well as its nonzero spectrum.

For $G = (V, E, \omega)$ suppose $S = \{v_1, \ldots, v_m\}$ is a structural set of $G$. Let

$$B_j(G; S) = \bigcup_{1 \leq i \leq m} B_{ij}(G; S).$$

That is, $B_j(G; S)$ are the branches in $B_S(G)$ terminating at the vertex $v_j$. For any $\beta = u_1, \ldots, u_k \in B_S(G)$ let $|\beta| = k$, i.e. the number of vertices in $\beta$. Moreover, let $|\beta|_{\text{int}}$ denote the set of interior vertices of $\beta$.

Suppose the graph $Y_S(G) = (V, E, \nu)$ and $S = \{v_1, \ldots, v_m\} \in st_0(G)$. For each $v_j \in S$ select a branch $\beta^j \in B_j(Y_S(G))$ with the property that $|\beta^j| \geq |\beta|$ for all branches $\beta \in B_S(Y_S(G))$. We set $\beta^j = \emptyset$ if $B_j(Y_S(G)) = \emptyset$.

Denoting $B = B_S(Y_S(G)) - \{\beta^1, \ldots, \beta^m\}$ let

$$U = \bigcup_{\beta \in B} |\beta|_{\text{int}}.$$ (11)

That is, $U$ is the set of interior vertices of the branches $\beta \neq \{\beta^1, \ldots, \beta^m\}$ in $B_S(Y_S(G))$. Let the graph

$$Z_S'(G) = Y_S(G)\vert_{V-U}.$$ Recall that the branches of $B_S(Y_S(G))$ are pairwise independent. Therefore, the graph $Z_S'(G) = (V-U, E', \nu')$ where $e \in E'$ if and only if $e$ belongs to some $\beta^j$. Furthermore, the edge weights of $Z_S'(G)$ are given by the restriction $\nu' = \nu\vert_{E'}$.

If $e$ is an edge from the vertex $a$ to the vertex $b$ we will denote this by $e = (a, b)$. Suppose the branch $\beta^j = v_i^j, \ldots, v_k^j$. For each $\beta \in B_j(Y_S(G); S) - \beta^j$ we add an edge $(v_i, v_j - |\beta|_{\text{int}})$ to the graph $Z_S'(G)$. The edge $(v_i, v_j - |\beta|_{\text{int}})$ is given the weight of the first edge belonging to $\beta$ in $Y_S(G)$. If this is done over all $1 \leq i, j \leq m$ we call the resulting graph $Z_S''(G)$.

Figure 10. The isospectral transformation $Z_S(G)$ of $G$ over $S = \{v_1, v_2, v_3\}$. 
It is important to note that the graph $Z''_\beta(G)$ may have parallel edges. By parallel edges we mean that there may be multiple edges in the edge set of $Z''_\beta(G)$ of the form $(a, b)$. In particular, if two branches $\beta_1, \beta_2 \in B_\beta(Y_\beta(G); S)$ have the same length, i.e. $|\beta_1| = |\beta_2| = \ell$, then there are (at least) two edges in $Z''_\beta(G)$ of the form $(v_i, v_j)$ with $|\beta_i| = |\beta_j| = \ell$.

Suppose $Z'_\beta(G)$ has parallel edges $e_1, \ldots, e_N$ of the form $(v_i, v_j)$ with weights $w_1, \ldots, w_N$. We replace the edges $e_1, \ldots, e_N$ in $Z'_\beta(G)$ with the single edge $e_{ij}$ having weight $w_1 + \ldots + w_N$. If this is done for each set of parallel edges in $Z''_\beta(G)$ we denote the resulting graph by $Z_\beta(G)$.

Note that our construction of $Z_\beta(G)$ depends on the initial choice of each $\beta_j$. We therefore write $Z_\beta(G) = Z_\beta(G; \beta^1, \ldots, \beta^m)$.

\textbf{Theorem 4.5.} Let $G = (V, E, \omega)$ and $S \in st_0(G)$. Suppose the edge weights of $G$ are in the semiring $\mathbb{W} \subseteq \mathbb{W}[\lambda]$. Then $Z_\beta(G)$ has edge weights in $\mathbb{W}$. Moreover, $\sigma_0(Z_\beta(G)) = \sigma_0(G)$.

\textbf{Example 12.} Let $G = (V, E, \omega)$ be the graph shown in figure 10 (far left). Note that the vertex set $S = \{v_1, v_2, v_3\}$ is a complete structural set of $G$ since $G$ has no cycles (including loops).

The branches of $G$ with respect to $S$ are then $\beta_1 = v_1, v_3, v_6, \beta_2 = v_1, v_4, v_6, \beta_3 = v_1, v_4, v_7$ and $\beta_4 = v_1, v_5, v_6, v_7$. Observe that only $\beta_2$ and $\beta_3$ share an interior vertex.

The graph $X_s(G)$, shown in figure 10 (middle left), is then the graph in which the branches $\beta_2$ and $\beta_3$ have been replaced with the independent branches $\tilde{\beta}_2 = v_1, u_1, v_6$ and $\tilde{\beta}_3 = v_1, u_2, v_7$, respectively. Thus, the expansion $X_s(G)$ has the vertex set $V = \{v_1, v_2, v_3, v_5, v_6, v_7, u_1, u_2\}$.

Note that the products of the weights along the branches $\beta_1, \tilde{\beta}_2, \tilde{\beta}_3, \beta_4$ are 5, 12, 14, 96, respectively. Hence, these are the first edge weights of each of the branches $\beta_1, \tilde{\beta}_2, \tilde{\beta}_3, \beta_4$ in $Y_s(G)$, respectively (see figure 10, middle right). Each other edge weight of $Y_s(G)$ is 1.

To construct $Z_s'(G)$ note that $\beta_1 = \emptyset$, $\beta_2 = \beta_4$ and $\beta_3$ is either $\beta_1$ or $\tilde{\beta}_2$. Here we make the arbitrary choice of letting $\beta_3 = \beta_1$. As the sets $\{\tilde{\beta}_2\}_{\text{int}} = \{u_1\}$ and $\{\tilde{\beta}_3\}_{\text{int}} = \{u_2\}$ then $Z_s'(G)$ has vertex set $V = \{v_1, u_1, u_2\} \cup \{v_2, v_3, v_5, v_6, v_7\}$. Since the branch set $B_\beta(Z_s'(G)) - \{\beta_3\}$ then constructing $Z_s''(G)$ amounts to adding two edges to $Z_s'(G)$; one for $\tilde{\beta}_2$ and one for $\tilde{\beta}_3$.

Note that $\tilde{\beta}_2 \in B_{16}(Y_s(G); S)$ with first edge weight 12 and $|\tilde{\beta}_2| = 3$. As $|\beta_4| = 3$ then to the graph $Z_s''(G)$ we add a parallel edge from $v_1$ to $v_3$ with weight 12. For the branch $\tilde{\beta}_3 \in B_{17}(Y_s(G); S)$ note that it has first edge weight 14 and $|\tilde{\beta}_3| = 3$. Since $|\beta_3| = 4$ then to the graph $Z_s''(G)$ we add an edge from $v_1$ to $v_5$ with weight 14. The result is the graph $Z_s''(G)$.

Note that the two parallel edges from $v_1$ to $v_3$ in $Z_s''(G)$ have weights 5 and 12, respectively. Hence, in $Z_\beta(G) = Z_\beta(G; \beta_1, \beta_3)$ shown in figure 10 (far right) the edge $e_{13}$ has weight 17. Moreover, the edge weights of $G$ are in the semiring of nonnegative integers $\mathbb{Z}^+$. Therefore, as guaranteed by theorem 4.5, the graph $Z_\beta(G)$ also has edge weights in $\mathbb{Z}^+$. One can also compute that $\sigma_0(Z_\beta(G)) = \sigma_0(G)$.

For a graph $G = (V, E, \omega)$ let $|G| = |V|$, i.e. the number of vertices in $V$.

\textbf{Proposition 2.} For $G = (V, E, \omega)$ let $S = \{v_1, \ldots, v_m\}$ be a complete structural set of $G$. Then

$$|Z_\beta(G)| = |S| + \sum_{i=1}^{m}(|\beta_i| - 2)$$

where $|\beta_i| = 2$ if $\beta_i = \emptyset$. 

Proof. Let $Y_S(G) = (V, U, v)$. Suppose $\alpha, \beta \in B_S(Y_S(G))$ and $\alpha \neq \beta$. Note that the branches of $B_S(Y_S(G))$ are pairwise independent and each vertex of $V$ belongs to a branch of $B_S(Y_S(G))$. Hence, $\{\alpha\}_{\text{int}} \cap \{\beta\}_{\text{int}} = \emptyset$ and $\{\beta\}_{\text{int}} \cap S = \emptyset$. Therefore, $V$ is the disjoint union

$$V = S \cup \left( \bigcup_{\beta \in B_S(Y_S(G))} \{\beta\}_{\text{int}} \right).$$

Recall that the set $U$, given by (11), is the set of interior vertices of the branches $B_S(Y_S(G)) - \{\beta_1, \ldots, \beta_m\}$. Thus, the vertex set

$$V - U = S \cup \left( \bigcup_{i=1}^{m} \{\beta^i\}_{\text{int}} \right),$$

where each $\{\beta^i\}_{\text{int}} \cap \{\beta^j\}_{\text{int}} = \emptyset$ and $\{\beta^i\}_{\text{int}} \cap S = \emptyset$ for $i \neq j$. Therefore,

$$|V - U| = |S| + \sum_{i=1}^{m} (|\beta^i| - 2)$$

since each branch $\beta^i$ has $|\beta^i| - 2$ interior vertices. If $\beta^j = \emptyset$ then it has no interior vertices which is compensated for by assuming $|\beta^j| = 2$.

Note that $|Z_{\text{sc}}(S(G))| = |Y_S(G)|_{V - U} = |V - U|$. As constructing $Z_{\text{sc}}(G)$ from $Z_{\text{sc}}^*(S)$ only involves the addition of edges and constructing $Z_{\text{sc}}(G)$ from $Z_{\text{sc}}^*(S)$ the removal of parallel edges it follows that $|Z_{\text{sc}}(G)| = |V - U|$. This completes the proof. □

In example 12 we consider the $Z$-construction of the graph $G$ in figure 10 over the complete structural set $S = \{v_1, v_6, v_7\}$. From proposition 2 it follows that $|Z_{\text{sc}}(G)| = |S| + |\beta^1| + |\beta^6| + |\beta^7|$. As $\beta^1 = \emptyset$, $\beta^6 = v_1, v_3, v_6$, and $\beta^7 = v_1, v_2, v_5, v_7$ then $|Z_{\text{sc}}(G)| = 6$.

Note that in this example $|G| > |Z_{\text{sc}}(G)|$. Hence, $Z_{\text{sc}}(G)$ can be considered to be a reduction of $G$ over the weight set $\mathbb{Z}^*$ having the same nonzero spectrum.

5. Proofs

In this section we give proofs of the theorems and lemmas in sections 3 and 4. Let $G \in \mathbb{G}$. If $S \in st(G)$ then, as previously noted, the vertices of $G$ can be ordered such that $M(G) - \lambda I$ has the block form

$$M(G) - \lambda I = \begin{pmatrix} A & B \\ C & D \end{pmatrix}$$

where $A$ corresponds to the vertices in $\bar{S}$ and is a triangular matrix with nonzero diagonal (see Frobenius normal form in [9]). The matrix $A$ can be made triangular from the fact that $G|S$ contains no (nonloop) cycles. The nonzero diagonal follows from the assumption that $\omega(e_{ij}) \neq \lambda$ for $v_i \in \bar{S}$. As a triangular matrix with nonzero diagonal has a nonzero determinant then the matrix $A$ is invertable.

Using the matrix identity

$$\det \begin{pmatrix} A & B \\ C & D \end{pmatrix} = \det(A) \cdot \det(D - CA^{-1}B)$$

it follows that

$$\det(D - CA^{-1}B) = \frac{\det(M(G) - \lambda I)}{\det(A)}.$$
As \( D - CA^{-1}B = R - \lambda I \) for some \( R \in \mathbb{W}[\lambda]^{\lceil |I| \rceil \times \lceil |I| \rceil} \) then the claim is that the isospectral reduction \( R_{\tilde{S}}(G) \) is the graph with adjacency matrix \( R \) (see proof of lemma 5.3). Furthermore, as \( A \) corresponds to the vertex set \( \tilde{S} \) then by equation (6)

\[
\det(A) = \prod_{\ell \in \tilde{S}} (\omega(e_{ii}) - \lambda).
\]

Our first task in this section is to make this precise.

**Definition 5.1.** Let \( M \in \mathbb{W}[\lambda]^{n \times n} \) and \( I \subseteq \{1, \ldots, n\} \) be nonempty. If the set \( I = \{i_1, \ldots, i_m\} \) where \( i_j < i_{j+1} \) then the matrix \( A \) given by \( A_{kl} = M_{i_ki_l} \) for \( 1 \leq k, \ell \leq m \leq n \) is the principle submatrix of \( M \) indexed by \( I \).

In what follows, we will use the convention that if \( I = \{i_1, \ldots, i_m\} \) is an indexing set of a matrix then \( i_j < i_{j+1} \). Moreover, if \( D \) the principle submatrix of the matrix \( M \in \mathbb{W}[\lambda]^{n \times n} \) indexed by \( I \) then there exists a unique permutation matrix \( P \) such that

\[
PMP^{-1} = \begin{pmatrix} A & B \\ C & D \end{pmatrix}
\]

where \( A \) is the principle submatrix of \( M \) indexed by \( \hat{I} = \{1, \ldots, n\} \). Assuming \( A \) is invertable, then by (13)

\[
det(M) = det(PMP^{-1}) = det(A) det(D - CA^{-1}B).
\]

If this is the case we call the matrix \( D - CA^{-1}B \) the reduction of \( M \) over \( I \) and write \( r(M; I) = D - CA^{-1}B \). In the case that \( I = \{1, \ldots, n\} \) we let the matrix \( r(M; I) = M \). Moreover, if \( r(M; I) \) can be reduced over the index set \( J \) we write the reduction of \( r(M; I) \) over \( J \) by \( r(M; I, J) \), and so on.

**Lemma 5.2.** Let \( M \in \mathbb{W}[\lambda]^{n \times n} \) and \( I_m \subseteq \{1, \ldots, n\} \) be nonempty. If the principle submatrix of \( M \) indexed by \( I_m \) is upper triangular with nonzero diagonal and the sets \( I_m \subseteq I_{m-1} \subseteq \ldots \subseteq I_1 \subseteq \{1, \ldots, n\} \) then \( r(M; I_1, \ldots, I_{m-1}, I_m) = r(M; I_m) \).

**Proof.** Without loss in generality suppose \( I_m \subseteq \{1, \ldots, n\} \) such that the matrix \( M \) has the block form

\[
M = \begin{pmatrix} A & B \\ C & D \end{pmatrix}
\]

where \( A \) is an upper triangular principle submatrix of \( M \) indexed by \( \hat{I}_m \) with nonzero diagonal. Then for \( I_m \subseteq I_1 \subseteq \{1, \ldots, n\} \) there exists a unique permutation matrix \( P \) such that

\[
PMP^{-1} = \begin{pmatrix} A_0 & B_0 & B_2 \\ C_0 & A_1 & B_1 \\ C_2 & C_1 & D \end{pmatrix}
\]

where \( A_0, A_1, \) and \( D \) are the principle submatrices indexed by \( \{1, \ldots, n\} - I_1, I_1 - I_m \) and \( I_m \), respectively. Moreover, both \( A_0 \) and \( A_1 \) are upper triangular matrices with nonzero diagonal as they are principle submatrices of \( A \) and are therefore invertable.

By partitioning the matrix \( PMP^{-1} \) into the blocks

\[
PMP^{-1} = \begin{pmatrix} [A_0] & [B_0] \\ [C_0] & [A_1] \\ [C_2] & [C_1] \end{pmatrix}
\]

\[
\begin{pmatrix} B_2 \\ B_1 \end{pmatrix}
\]
it then follows that
\[
    r(M; I) = \begin{pmatrix} A_1 - C_0 A_0^{-1} B_0 & B_1 - C_0 A_0^{-1} B_2 \\ C_1 - C_2 A_0^{-1} B_0 & D - C_2 A_0^{-1} B_2 \end{pmatrix}.
\]  
(14)

The claim is then that the matrix \( C_0 A_0^{-1} B_0 \) is an upper triangular matrix possessing a zero diagonal. To see this let the sets \( \{1, \ldots, n\} = I_1 = \{i_1, \ldots, i_s\} \), \( I_1 = \{i_1, \ldots, i_t\} \) and \( (A_0^{-1})_ij = \alpha_{ij} \). As the inverse of an upper triangular matrix is upper triangular \( \alpha_{ij} = 0 \) for \( i > j \). Hence,

\[
    (C_0 A_0^{-1} B_0)_{ij} = \sum_{p=1}^{s} \sum_{q=1}^{t} A_{i,i_q} A_{q,j} \quad 1 \leq i, j \leq t.
\]

As \( 1 \leq q \leq p \) then each \( i_q \leq i_p \). For each \( k \leq \ell \) note that similarly \( j_k \leq j_t \). Moreover, if \( j_k < i_p \) then \( A_{j_k} = 0 \) since \( A \) is upper triangular. If \( j_k > i_q \) then \( i_q < j_t \) implying \( A_{i_q} = 0 \) for the same reason. As \( j_k \neq i_p \), it then follows that

\[
    (C_0 A_0^{-1} B_0)_{ik} = 0 \quad \text{for all } k \leq \ell
\]

verifying the claim. \( A_1 - C_0 A_0^{-1} B_0 \) is therefore an upper triangular matrix with nonzero diagonal implying \( A_1 - C_0 A_0^{-1} B_0 \) is invertible and \( r(M; I) \) can be reduced over \( I_m \). In particular,

\[
    r(M; I, I_m) = D - C_2 A_0^{-1} B_2 - (C_1 - C_2 A_0^{-1} B_0) \Gamma (B_1 - C_0 A_0^{-1} B_2)
\]  
(15)

where \( \Gamma = (A_1 - C_0 A_0^{-1} B_0)^{-1} \).

To verify that \( r(M; I, I_m) = r(M; I_m) \) note that \( M \) has the block form

\[
    M = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \quad \text{and} \quad QAQ^{-1} = \begin{pmatrix} A_0 & B_0 \\ C_0 & A_1 \end{pmatrix}
\]

where \( Q \) is the principle submatrix of \( P \) indexed by \( I_m \). Therefore,

\[
    A^{-1} = Q^{-1} \begin{pmatrix} A_0 & B_0 \\ C_0 & A_1 \end{pmatrix}^{-1} = Q^{-1} \begin{pmatrix} (A_0 - B_0 A_1^{-1} C_0)^{-1} & -A_1^{-1} B_0 \Gamma^{-1} \\ -\Gamma^{-1} C_0 A_1^{-1} & \Gamma^{-1} \end{pmatrix} Q.
\]

Note the matrix \( (A_0 - B_0 A_1^{-1} C_0)^{-1} = A_0^{-1} - A_0^{-1} B_0 \Gamma C_0 A_0^{-1} \) by the Woodbury matrix identity (see [18]) and is therefore well defined. From this

\[
    r(M; I, I_m) = D - C Q^{-1} \begin{pmatrix} A_0 & B_0 \\ C_0 & A_1 \end{pmatrix}^{-1} QB
\]

\[
    = D - [C_2 C_1] \begin{pmatrix} (A_0 - B_0 A_1^{-1} C_0)^{-1} & -A_1^{-1} B_0 \Gamma^{-1} \\ -\Gamma^{-1} C_0 A_1^{-1} & \Gamma^{-1} \end{pmatrix} \begin{pmatrix} B_2 \\ B_1 \end{pmatrix}
\]

\[
    = D - C_2 (A_0^{-1} - A_0^{-1} B_0 \Gamma C_0 A_0^{-1}) B_2 - C_1 \Gamma C_0 A_0^{-1} B_2
\]

\[
    - C_2 A_0^{-1} B_0 \Gamma C_0 A_0^{-1} B_1 + C_1 \Gamma B_1.
\]

From (15) it follows that \( r(M; I, I_m) = r(M; I_1, I_m) \)

For \( I_m \subseteq I_2 \subseteq I_1 \) the same argument can be repeated to show

\[
    r(M; I_1; I_m) = r(M; I_1; I_2; I_m)
\]

as \( r(M; I_1) \) has the same form as \( M \), i.e. its upper left hand block is an upper triangular matrix with nonzero diagonal. Hence, \( r(M; I_m) = r(M; I_1, I_2; I_m) \). The lemma follows by further extending \( I_m \subseteq I_2 \subseteq I_1 \subseteq \{1, \ldots, n\} \) to the nested sequence \( I_m \subseteq I_{m-1} \subseteq \ldots \subseteq I_1 \subseteq \{1, \ldots, n\} \) by repeated use of the above argument.

To establish that graph reductions are analogous to matrix reductions we prove the following lemma.
Lemma 5.3. If \( S = \{v_{m+1}, \ldots, v_n\} \) is a structural set of \( G \in \mathcal{G} \) then \( \mathcal{R}_S(G) \) is the graph with adjacency matrix \( r(M(G) - \lambda I; \{m + 1, \ldots, n\}) + \lambda I \).

Proof. Let \( \tilde{S} = \{v_1, \ldots, v_m\} \). From the discussion in the first paragraph of section 5, if \( S \) is a structural set of \( G = (V, E, \omega) \) then \( M(G) - \lambda I \) has the block form

\[
M(G) - \lambda I = \begin{pmatrix} A & B \\ C & D \end{pmatrix}
\]

where \( A \) is the principle submatrix of \( M(G) - \lambda I \) indexed by \( \{1, \ldots, m\} \) and is an upper triangular matrix with nonzero diagonal.

With this in mind, let \( V_k = \{v_{k+1}, \ldots, v_n\} \) and \( \mathcal{I}_k = \{k + 1, \ldots, m\} \) for \( 1 \leq k \leq m \). If \( M(G)_{ij} = \omega_{ij} \) for \( 1 \leq i, j \leq n \) then, continuing by induction, for \( k = 1 \)

\[
r(M(G) - \lambda I; \mathcal{I}_1) = \left( D_1 - (\omega_{21}, \ldots, \omega_{n1})^T \frac{1}{\omega_{11} - \lambda} [\omega_{12}, \ldots, \omega_{1n}] \right)
\]

where \( D_1 \) is the principle submatrix of \( M(G) - \lambda I \) indexed by \( \mathcal{I}_1 \). Hence,

\[
r(M(G) - \lambda I; \mathcal{I}_1)_{ij} = \begin{cases} 
\omega_{ij} + \omega_{ij} \omega_{1j} / (\lambda - \omega_{11}) & i \neq j \\
\omega_{ij} + \omega_{ij} \omega_{1j} / (\lambda - \omega_{11}) - \lambda & i = j
\end{cases}
\]

(16)

for \( 2 \leq i, j \leq n \).

Conversely, note that the set \( \mathcal{B}_{ij}(G; V_1) \) consists of at most the two branches \( \beta^+ = v_i, v_1, v_j \) and \( \beta^- = v_i, v_j, \) i.e. the branches from \( v_1 \) to \( v_j \) with and without interior vertex \( v_1 \). As \( P_\omega(\beta^-) = \omega_{ij} \) and \( P_\omega(\beta^+) = \omega_{ij} \omega_{1j} / (\lambda - \omega_{11}) \) if the branches \( \beta^- \) and \( \beta^+ \) are, respectively, in \( \mathcal{B}_{ij}(G; V_1) \) it then follows from (5) and (16) that \( r(M(G) - \lambda I; \mathcal{I}_1) = M(\mathcal{R}_{V_1}(G)) - \lambda I \).

Suppose then that \( r(M(G) - \lambda I; \mathcal{I}_{k-1}) = M(\mathcal{R}_{V_{k-1}}(G)) - \lambda I \) for some \( k \leq m \). Since the principle submatrix of \( M(G) - \lambda I \) indexed by \( \mathcal{I}_k \) is upper triangular with nonzero diagonal and \( \mathcal{I}_k \subseteq \mathcal{I}_{k-1} \subseteq \{1, \ldots, n\} \) an application of lemma 5.2 implies that \( r(M(G) - \lambda I; \mathcal{I}_k) = r(M(G) - \lambda I; \mathcal{I}_{k-1}) \).

Letting \( \mathcal{M} = M(\mathcal{R}_{V_{k-1}}(G)) \) then by the argument above

\[
r(M(G) - \lambda I; \mathcal{I}_k)_{ij} = \begin{cases} 
\mathcal{M}_{ij} + \mathcal{M}_{ik} \mathcal{M}_{kj} / (\lambda - \mathcal{M}_{kk}) & i \neq j \\
\mathcal{M}_{ij} + \mathcal{M}_{ik} \mathcal{M}_{kj} / (\lambda - \mathcal{M}_{kk}) - \lambda & i = j
\end{cases}
\]

(17)

for \( k + 1 \leq i, j \leq n \). As \( \mathcal{M}_{ij} = M(\mathcal{R}_{V_{k-1}}(G))_{ij} \) then the entries of \( \mathcal{M} \) are given by

\[
\mathcal{M}_{ij} = \sum_{\beta \in \mathcal{B}_{ij}(G; V_{k-1})} P_\omega(\beta).
\]

Observe that

\[
\sum_{\beta \in \mathcal{B}_{ij}(G; V_{k-1})} P_\omega(\beta) = \sum_{\beta \in \mathcal{B}_{ij}(G; V_{k-1})} P_\omega(\beta) + \sum_{\beta \in \mathcal{B}_{ij}(G; V_{k-1})} P_\omega(\beta)
\]

where \( \mathcal{B}_{ij}^+(G; V_k) \) and \( \mathcal{B}_{ij}^-(G; V_k) \) are the branches in \( \mathcal{B}_{ij}(G; V_k) \) that contain and do not contain the interior vertex \( v_k \), respectively. It then immediately follows that \( \mathcal{B}_{ij}^+(G; V_k) = \mathcal{B}_{ij}(G; V_{k-1}) \) implying \( \sum_{\beta \in \mathcal{B}_{ij}^+(G; V_k)} P_\omega(\beta) = \mathcal{M}_{ij} \).

On the other hand, any \( \beta \in \mathcal{B}_{ij}^-(G; V_k) \) can be written as \( \beta = v_1, \ldots, v_k, \ldots, v_j \) where \( \beta_1 = v_1, \ldots, v_k \in \mathcal{B}_{kk}(G; V_{k-1}) \) and \( \beta_2 = v_k, \ldots, v_j \in \mathcal{B}_{kj}(G; V_{k-1}) \). Hence, equation (4) implies

\[
\sum_{\beta \in \mathcal{B}_{ij}^-(G; V_k)} P_\omega(\beta) = \sum_{\beta \in \mathcal{B}_{ij}^-(G; V_k)} P_\omega(\beta_1) P_\omega(\beta_2) / (\lambda - \omega_{kk}).
\]
Conversely, if \( \beta_1 = v_1, \ldots, v_k \in \mathcal{B}_k(G; V_{k-1}) \) and \( \beta_2 = v_k, \ldots, v_j \in \mathcal{B}_j(G; V_{k-1}) \) then \( \beta = v_1, \ldots, v_k, \ldots, v_j \in \mathcal{B}_j(G; V_k) \). This follows from the fact that \( \beta_1 \) and \( \beta_2 \) share no interior vertices since otherwise \( G|_{V_k} \) would contain a cycle. Note that \( G|_{V_k} \) cannot contain a cycle since \( V_k \in st(G) \). Therefore,

\[
\sum_{\beta \in \mathcal{B}_j(G; V_k)} \mathcal{P}_\omega(\beta_1)\mathcal{P}_\omega(\beta_2) = \sum_{\beta_1 \in \mathcal{B}_k(G; V_{k-1})} \mathcal{P}_\omega(\beta_1) \sum_{\beta_2 \in \mathcal{B}_j(G; V_{k-1})} \mathcal{P}_\omega(\beta_2). \tag{18}
\]

Moreover, \( o_{Gk} = \mathcal{M}_{Akk} \) since \( \mathcal{B}_k(G; V_{k-1}) \) contains at most the cycle \( v_k \), \( v_k \) given that \( V_{k-1} \in st(G) \). From (17) and (18) it then follows that

\[
\mathcal{M}_{ij} + \mathcal{M}_{ik}\mathcal{M}_{kj}/(\lambda - \mathcal{M}_{akk}) = \sum_{\beta \in \mathcal{B}_k(G; V_k)} \mathcal{P}_\omega(\beta)
\]

implying \( r(M(G) - \lambda I; \mathcal{I}_k) = M(R_{V_k}(G)) - \lambda I \).

By induction we have that \( r(M(G) - \lambda I; \mathcal{I}_m) = M(R_{G}(G)) - \lambda I \) by setting \( k = m \). \( \square \)

If \( S = \{v_1, \ldots, v_m\} \) is a structural set of \( G \in \mathcal{G} \) then let \( \{i_1, \ldots, i_m\} \) be the index set associated with \( S \). Hence, if \( S \in st(G) \) is indexed by \( I \) then \( S \) is indexed by \( \bar{I} \) and there is a unique permutation matrix \( P \) such that

\[
P(M(G) - \lambda I)P^{-1} = \begin{pmatrix} A & B \\ C & D \end{pmatrix}
\]

where \( A \) is the principle submatrix of \( M(G) - \lambda I \) indexed by \( \bar{I} \). Therefore, \( A = M(G|_{\bar{I}}) - \lambda I \) and it follows from lemma 5.3 and (13) that

\[
det(M(G) - \lambda I) = det(M(G|_{\bar{I}}) - \lambda I) det(M(R_{\bar{I}}(G)) - \lambda I). \tag{19}
\]

Let \( \det(M(G|_{\bar{I}}) - \lambda I) = p/q \in \mathbb{V}[\lambda] \) where \( p, q \in \mathbb{C}[\lambda] \). Then theorem 3.5 follows by observing that \( \sigma(G|_{\bar{I}}) \) and \( \sigma^{-1}(G|_{\bar{I}}) \) are the solutions to \( p = 0 \) and \( q = 0 \), respectively.

We now give proofs of the theorems on isospectral transformations. For theorem 3.6 we give the following.

**Proof.** Let \( S \) be a structural set of \( G = (V, E, \omega) \). Following definition 3.2, the graph \( G|_{S} \) contains no cycles, except possibly loops, and if \( G|_{S} \) has loops they do not have weight \( \lambda \). If \( S \subseteq T \subseteq V \) then the graph \( G|_{T} \) is a subgraph of \( G|_{S} \). Therefore, \( T \in st(G) \) as \( G|_{T} \) similarly contains no cycles, except possibly loops, where loops do not have weight \( \lambda \). By the same argument, \( S \in st(R_{T}(G)) \) since \( R_{T}(G)|_{S} \) is a subgraph of \( G|_{S} \). Hence, \( T, S \) induces a sequence of reductions on \( G \).

Suppose \( S_m \subseteq S_{m-1} \subseteq \cdots \subseteq S_1 \subseteq V \) where \( S_m \) is a structural set of \( G \). It then follows that \( S_1, \ldots, S_m \) induce a sequence of reductions on \( G \). Let \( \mathcal{I}_i \) be the index set associated with \( S_i \) for \( 1 \leq i \leq m \). By lemma 5.3 the graph \( R(G; S_i) \) has adjacency matrix \( r(M(G) - \lambda I; \mathcal{I}_i) + \lambda I \).

Hence, by another application of lemma 5.3, the graph \( R(G; S_1, S_2) \) has adjacency matrix

\[
r(r(M(G) - \lambda I; \mathcal{I}_1) + (\lambda - \lambda)I ; \mathcal{I}_2) + \lambda I = r(M(G) - \lambda I; \mathcal{I}_1, \mathcal{I}_2) + \lambda I.
\]

Continuing in this manner, it follows that \( R(G; S_1, \ldots, S_m) \) has adjacency matrix given by \( r(M(G) - \lambda I; \mathcal{I}_1, \ldots, \mathcal{I}_m) + \lambda I \) which by lemma 5.2 is equivalent to the matrix \( r(M(G) - \lambda I; \mathcal{I}_m) + \lambda I \).

Given that \( r(M(G) - \lambda I; \mathcal{I}_m) + \lambda I \) is the adjacency matrix of \( R_{S_m}(G) \) then lemma 5.3 implies that \( R_{S_m}(G) = R(G; S_1, \ldots, S_m) \). \( \square \)

We now give a proof of lemma 3.7.
Proof. Let \( w_1 = p_1/q_1 \) and \( w_2 = p_2/q_2 \) be in \( \mathbb{W}_\pi[\lambda] \) for \( p_1, p_2, q_1, q_2 \in \mathbb{C}[\lambda] \). That is, \( \pi(w_1), \pi(w_2) \leq 0 \). Then

\[
\pi(w_1 + w_2) = \pi \left( \frac{p_1q_2 + p_2q_1}{q_1q_2} \right) \leq \max[\pi(w_1), \pi(w_2)] \leq 0,
\]

\[
\pi(w_1 w_2) = \pi \left( \frac{p_1p_2}{q_1q_2} \right) = \pi(w_1) + \pi(w_2) \leq 0,
\]

and

\[
\pi \left( \frac{1}{\lambda - w_1} \right) = \pi \left( \frac{q_1}{q_1\lambda - p_1} \right) = -1 \leq 0.
\]

It then follows from equations (4) and (5) that \( \mathcal{R}_S(G) \in \mathcal{G}_\pi \) if \( G \in \mathcal{G}_\pi \).

In order to prove theorem 3.9 we require the following lemma that essentially implies that the order in which any two vertices are removed from a graph \( G \in \mathcal{G}_\pi \) does not effect the final reduced graph.

Lemma 5.4. Suppose \( G \in \mathcal{G}_\pi \) with vertex set \( V = \{v_1, \ldots, v_n\} \) for \( n > 2 \). If \( T = \{v_1, v_2\} \) then \( \mathcal{R}(G; V - \{v_1\}, T) = \mathcal{R}(G; V - \{v_2\}, T) \).

Proof. Let \( G \in \mathcal{G}_\pi \) and \( M(G)_{ij} = \omega_{ij} \) for \( 1 \leq i, j \leq n \). Then \( M(G) - \lambda I \) can be written in the block form

\[
M(G) - \lambda I = \begin{pmatrix}
\omega_{11} - \lambda & \omega_{12} & B_1 \\
\omega_{21} & \omega_{22} - \lambda & B_2 \\
C_1 & C_2 & D
\end{pmatrix}
\]

where \( A = \begin{pmatrix} \omega_{11} - \lambda & \omega_{12} \\
\omega_{21} & \omega_{22} - \lambda
\end{pmatrix} \) is the principle submatrix of \( M(G) - \lambda I \) indexed by \( \tilde{T} = [1, 2] \).

Note the assumption \( G \in \mathcal{G}_\pi \) implies that both \( \omega_{11} - \lambda, \omega_{22} - \lambda \neq 0 \). Moreover, if \( \det(A) = 0 \) then \( \omega_{22} = \omega_{12}\omega_{21}(\omega_{11} - \lambda)^{-1} + \lambda \). However, equation (16) implies in this case that

\[
M(\mathcal{R}_{V-v_1}(G))_{22} = \omega_{22} + \frac{\omega_{21}\omega_{12}}{\lambda - \omega_{11}} = 0.
\]

Hence, \( M(\mathcal{R}_{V-v_1}(G))_{22} = \lambda \), which is not possible as it contradicts the conclusion of lemma 3.7. Therefore, \( \det(A) \neq 0 \) implying

\[
R_{ij} = \left( D - \frac{1}{\omega_{jj} - \lambda} C_j B_j - \frac{\omega_{jj} - \lambda}{\det(A)} \left( C_j - \frac{\omega_{jj}}{\omega_{ij} - \lambda} C_i \right) \left( B_i - \frac{\omega_{ij}}{\omega_{jj} - \lambda} B_j \right) \right)
\]

is well defined.

Letting \( T_i = \{i\} \) for \( i \neq j \) and \( i, j \in \tilde{T} \) then repeated use of (13) implies

\[
R_{ij} = r(M(G) - \lambda I; T_i, T_j).
\]

Moreover, as \( R_{12} = R_{21} \) then it follows that the graphs \( \mathcal{R}(G; V - \{v_1\}, T) = \mathcal{R}(G; V - \{v_2\}, T) \) since these graphs have the same adjacency matrices.

To simplify the proof of theorem 3.9 we note the following. If \( S_1, \ldots, S_m \) induces a sequence of reductions on \( G = (V, E, \omega) \) then \( \mathcal{R}(G; S_1, \ldots, S_m) \) can alternately be written as \( \mathcal{R}(G; S_0 - S_1, \ldots, S_m - S_{m-1}) \) for \( V = S_0 \). This notation is meant to indicate that at the \( i \)th reduction we remove the vertices \( S_{i-1} - S_i \) from the graph \( \mathcal{R}(G; S_0 - S_1, \ldots, S_{i-2} - S_{i-1}) \) for each \( 1 \leq i \leq m \) where \( S_{-1} - S_0 = \emptyset \).

With this notation in place we give a proof of theorem 3.9.

Proof. If \( G = (V, E, \omega) \in \mathcal{G}_\pi \) and \( \{v_1, \ldots, v_m\} \subset V \) then, by the discussion preceding theorem 3.8, the graph \( \mathcal{R}(G; \{v_1\}, \ldots, \{v_m\}) \) is well defined. Moreover, for any \( 1 \leq i < m \),
Proof. Suppose \( G = R\epsilon_{\text{rem}}(G; |v_1|, \ldots, |v_{n-1}|) \) where \( G_1 = G \). Then by lemma 5.4 it follows that \( R\epsilon_{\text{rem}}(G; |v_1|, |v_{n-1}|) = R\epsilon_{\text{rem}}(G; |v_{n-1}|, |v_1|) \) which in turn implies that
\[
R\epsilon_{\text{rem}}(G; |v_1|, \ldots, |v_{n-1}|, |v_1|, \ldots, |v_m|) = R\epsilon_{\text{rem}}(G; |v_1|, \ldots, |v_{m+1}|, |v_1|, \ldots, |v_m|).
\]
By repeatedly switching the order of any two vertices as above it follows that for any bijection \( b : \{v_1, \ldots, v_m\} \rightarrow \{v_1, \ldots, v_m\} \)
\[
R\epsilon_{\text{rem}}(G; |v_1|, \ldots, |v_m|) = R\epsilon_{\text{rem}}(G; \{b(v_1)\}, \ldots, \{b(v_m)\}). \tag{20}
\]
Suppose \( S_1, \ldots, S_m \) induces a sequence of reductions on \( G \). If \( S_0 = V \) and each \( S_{i-1} - S_i = \{v_1, \ldots, v_i\} \) then theorem 3.6 implies
\[
R\epsilon_{\text{rem}}(G; S_0 - S_1, \ldots, S_{m-1} - S_m) = R\epsilon_{\text{rem}}(G; \{v_1\}, \ldots, \{v_1\}, \ldots, \{v_m\}, \ldots, \{v_m\}).
\]
If \( T_1, \ldots, T_p \) also induces a sequence of reductions on \( G \) where \( T_0 = V \) and each \( T_{i-1} - T_i = \{v'_1, \ldots, v'_i\} \) then similarly,
\[
R\epsilon_{\text{rem}}(G; T_0 - T_1, \ldots, T_{p-1} - T_p) = R\epsilon_{\text{rem}}(G; \{v'_1\}, \ldots, \{v'_1\}, \ldots, \{v'_p\}, \ldots, \{v'_p\}).
\]
If \( S_m = T_p \) then \( \bar{S}_m = \bigcup_{i=1}^{m} (S_{i-1} - S_i) \) and there is then a bijection \( \bar{b} : \bar{S}_m \rightarrow \bar{S}_m \) such that \( R\epsilon_{\text{rem}}(G; \{v'_1\}, \ldots, \{v'_m\}) = R\epsilon_{\text{rem}}(G; \{\bar{b}(v'_1)\}, \ldots, \{\bar{b}(v'_m)\}) \) implying \( \tau(G; S_1, \ldots, S_m) = \tau(G; T_1, \ldots, T_{p-1}, S_m) \) by use of equation (20).

This completes the proof. \[\square\]

The notation \( \mathcal{R}_{\tau}[G] = \mathcal{R}(G; S_1, \ldots, S_m) \) is then well defined for any graph \( G = (V, E, \omega) \) in \( \mathcal{G}_\tau \) and nonempty \( S_m \subseteq V \). Moreover, if for any \( G \in \mathcal{G}_\tau - \emptyset \), \( \tau(G) \subseteq V \) is nonempty then the relation \( G \sim H \) if \( \mathcal{R}_{\tau}[G] \simeq \mathcal{R}_{\tau}[H] \) is an equivalence relation on \( \mathcal{G}_\tau \). To see this, note that as the rule \( \tau \) specifies a unique nonempty graph \( \mathcal{R}_{\tau}[G] \) for any \( G \in \mathcal{G}_\tau - \emptyset \), then \( \sim \) is an equivalence relation given that \( \simeq \) is clearly reflexive, symmetric and transitive. Hence, theorem 3.11 holds.

We now give a proof of theorem 4.2.

**Proof.** Suppose \( \lambda \subseteq (\mathcal{V}, \mathcal{E}, \mu) \) is a branch expansion of the graph \( G = (V, E, \omega) \). By assumption then each vertex of \( G \) and \( \lambda \subseteq (\mathcal{V}, \mathcal{E}, \mu) \) belongs to a branch of \( B_{\mathcal{E}}(G) \) and \( B_{\mathcal{E}}(\lambda \subseteq (\mathcal{V}, \mathcal{E}, \mu)) \), respectively.

Suppose that \( e_{ij} \in E \). If \( i = j \) then, as the vertex \( v_i \) belongs to some branch \( \beta \subseteq B_{\mathcal{E}}(G) \), then \( \omega(e_{ij}) \) belongs to the weight sequence \( \Omega_{\mathcal{E}}(\beta) \). If \( i \neq j \) then there are branches \( v_1, \ldots, v_i, \ldots, u_i, u_i, \ldots, u_j, \ldots, u_t \) in \( B_{\mathcal{E}}(G) \) containing \( v_i \) and \( v_j = u_j \), respectively. Hence, \( \beta = v_1, \ldots, v_i, v_j, \ldots, u_t \subseteq B_{\mathcal{E}}(G) \). Therefore, \( \omega(e_{ij}) \) belongs to the weight sequence \( \Omega_{\mathcal{E}}(\beta) \).

Hence, each edge weight of \( G \) belongs to a weight sequence of some \( \beta \subseteq B_{\mathcal{E}}(G) \). By similar reasoning each edge weight of \( \lambda \subseteq (\mathcal{V}, \mathcal{E}, \mu) \) belongs to a weight sequence of some \( \beta \subseteq B_{\mathcal{E}}(\lambda \subseteq (\mathcal{V}, \mathcal{E}, \mu)) \). Since \( B_{\mathcal{E}}(G) \simeq B_{\mathcal{E}}(\lambda \subseteq (\mathcal{V}, \mathcal{E}, \mu)) \) then \( \omega(e_{ij}) \) is an edge weight of \( G \) if and only if \( \omega(e_{ij}) \) is an edge weight of \( \lambda \subseteq (\mathcal{V}, \mathcal{E}, \mu) \). Therefore, \( G \) and \( \lambda \subseteq (\mathcal{V}, \mathcal{E}, \mu) \) have the same set of edge weights.

Suppose \( \beta \subseteq B_{\mathcal{E}}(\lambda \subseteq (\mathcal{V}, \mathcal{E}, \mu)) \). As \( B_{\mathcal{E}}(G) \simeq B_{\mathcal{E}}(\lambda \subseteq (\mathcal{V}, \mathcal{E}, \mu)) \) there is a bijection
\[
b : B_{\mathcal{E}}(G) \rightarrow B_{\mathcal{E}}(\lambda \subseteq (\mathcal{V}, \mathcal{E}, \mu))
\]
such that \( \Omega_{\lambda \subseteq (\mathcal{V}, \mathcal{E}, \mu)}(\beta) = \Omega_{\mathcal{E}}(b^{-1}(\beta)). \) If \( \beta(i) = v \notin S \) define
\[
\bar{b}(v) = (b^{-1}(\beta))(i).
\]
To see that \( \bar{b} \) is well defined suppose \( v \in \mathcal{V} - S \). As \( v \) is assumed to belong to some branch \( \beta \subseteq B_{\mathcal{E}}(\lambda \subseteq (\mathcal{V}, \mathcal{E}, \mu)) \) and \( v \notin S \) then \( v \) is an interior vertex of \( \beta \). Given that the branches of
$B_S(\mathcal{X}_S(G))$ are pairwise independent then the branch $\beta$ containing $v$ is unique. Hence, $\tilde{b}$ is well-defined. Moreover, as $|\beta| = |b^{-1}(\beta)|$ then $\tilde{b}$ maps interior vertices of $\beta$ to interior vertices of $b^{-1}(\beta)$. Since each vertex of $\mathcal{V} - S$ and $V - S$ belongs to some branch of $B_S(\mathcal{X}_S(G))$ and $B_S(G)$, respectively, then $\tilde{b} : \mathcal{V} - S \rightarrow V - S$ is onto. Let 

$$V_\ell = \{ v \in \mathcal{V} - S : \tilde{b}(v) = v_\ell \in V \}.$$ 

Note that $|V_\ell| = n_\ell$ is the number of branches in $B_S(G)$ containing $v_\ell$. Moreover, $\mathcal{V} - S$ is the disjoint union

$$\mathcal{V} - S = \bigcup_{v_\ell \in V - S} V_\ell.$$

As $b : B_S(G) \rightarrow B_S(\mathcal{X}_S(G))$ preserves weight sequences then $\mu(e_{jj}) = \omega(e_{jj})$ for each $v_j \in V_\ell$. Hence,

$$\prod_{v_j \in \mathcal{V} - S} (\mu(e_{jj}) - \lambda) = \prod_{v_j \in V - S} \left( \prod_{v_j \in V_\ell} (\mu(e_{jj}) - \lambda) \right) = \prod_{v_j \in \mathcal{V} - S} (\omega(e_{jj}) - \lambda)^{n_\ell}. \quad (21)$$

If $S = \{v_1, \ldots, v_m\}$ then by assumption 

$$B_{ij}(G; S) \simeq B_{ij}(\mathcal{X}_S(G); S) \quad \text{for} \quad 1 \leq i, j \leq m.$$ 

Equation (5) then implies that the edge $e_{ij}$ in both $\mathcal{R}_S(G)$ and $\mathcal{R}_S(\mathcal{X}_S(G))$ have the same weight. Therefore, $\mathcal{R}_S(G) = \mathcal{R}_S(\mathcal{X}_S(G))$. As

$$\det (M(\mathcal{R}_S(G)) - \lambda I) = \det (M(\mathcal{R}_S(\mathcal{X}_S(G))) - \lambda I)$$

then equation (19) implies

$$\frac{\det (M(G) - \lambda I)}{\det (M(\mathcal{X}_S(G)) - \lambda I)} = \frac{\det (M(\mathcal{X}_S(G)) - \lambda I)}{\det (M(\mathcal{X}_S(\mathcal{X}_S(G))) - \lambda I)}.$$ 

Via equation (6) it then follows that

$$\det (M(\mathcal{X}_S(G)) - \lambda I) = \det (M(G) - \lambda I) \prod_{v_j \in \mathcal{V} - S} (\mu(e_{jj}) - \lambda) \prod_{v_j \in \mathcal{V} - S} (\omega(e_{jj}) - \lambda)^{n_\ell - 1}.$$ 

From equation (21) we then have that

$$\det (M(\mathcal{X}_S(G)) - \lambda I) = \det (M(G) - \lambda I) \prod_{v_j \in \mathcal{V} - S} (\omega(e_{jj}) - \lambda)^{n_\ell - 1}.$$ 

For theorem 4.5 we give the following proof.

**Proof.** Let $G = (\mathcal{V}, E, \omega)$ and $S \in s_{t_0}(G)$. Suppose the edge weights of $G$ are in the semiring $\mathbb{U} \subset \mathbb{W}[\lambda]$. By theorem 4.2 both $G$ and $\mathcal{X}_S(G) = (\mathcal{V}, E, \mu)$ have the same set of edge weights. Hence, $\mathcal{X}_S(G)$ has edge weights in $\mathbb{U}$. Let $\mathcal{Y}_S(G) = (\mathcal{V}, E, \nu)$ and suppose $\beta = v_1, \ldots, v_\ell \in B_S(\mathcal{X}_S(G))$. Then equation (10) gives the weights of the edges belonging to $\beta$ in $\mathcal{Y}_S(G)$ as

$$\nu(e_{i,j+1}) = \begin{cases} \prod_{k=1}^{i-1} \mu(e_{k,k+1}) & \text{for } i = 1 \\ \prod_{k=1}^{\ell} \mu(e_{k,k+1}) & \text{for } 2 \leq i \leq \ell - 1 \end{cases} \quad (22)$$

for $\ell \neq 1$. If $\ell = 1$ then $\nu(e_{1,1}) = \mu(e_{11})$. Since $1 \in \mathbb{U}$ and $\mathbb{U}$ is closed under multiplication then the edges of $\beta$ in $\mathcal{Y}_S(G)$ have weights in $\mathbb{U}$. Given that each edge of $\mathcal{Y}_S(G)$ belongs to
a branch $\beta \in B_S(Y_S(G))$ then this implies that $Y_S(G)$ has edge weights in $U$. As $Z_S(G)$ is a restriction of the graph $Y_S(G)$ it follows that $Z_S(G)$ also has edge weights in $U$.

To construct $Z_S(G)$ from the graph $Z_S(G)$ we add edges with weights from the weight set of $Y_S(G)$. Hence, $Z_S(G)$ has weights in $U$. Suppose $Z_S(G)$ has parallel edges $e_1, e_2$ with weights $w_1, w_2 \in U$, respectively. As $U$ is closed under addition then $w_1 + w_2 \in U$. Hence, replacing $e_1, e_2$ by $e_1, e_2$ where $e_1, e_2$ is given the weight $w_1 + w_2$ implies that the graph $Z_S(G)$ has edge weights in $U$.

Observe that as $B_S(X_S(G)) = B_S(Y_S(G))$ then equation (22) implies
\[
\mathcal{P}_\mu(\beta) = \prod_{k=1}^{[\beta]-1} \mu(e_{k,k+1})/\lambda^{[\beta]-2} = \mathcal{P}_\nu(\beta)
\]
for all $\beta \in B_S(X_S(G))$, $B_S(Y_S(G))$. Hence, $R_S(X_S(G)) = R_S(Y_S(G))$. The claim then is that $R_S(Y_S(G)) = R_S(Z_S(G))$.

To verify this let
\[
B^i_{ij} = \{ \beta = B^i_{ij}(Y_S(G); S) : |\beta| = i \}.
\]
Moreover, for $\beta \in B_S(Y_S(G))$ let $P^i_{ij}(\beta)$ be the first edge weight of $\beta$. Hence, if $L = \max\{|\beta| : \beta \in B_S(Y_S(G))\}$ then
\[
\sum_{\beta \in B_S(Y_S(G); S)} \mathcal{P}_\nu(\beta) = \sum_{\ell=2}^L \left( \sum_{\beta \in B^i_{ij}} \mathcal{P}_\nu(\beta) \right) = \sum_{\ell=2}^L \left( \left( \sum_{\beta \in B^i_{ij}} P^i_{ij}(\beta) \right) / \lambda^{\ell-2} \right).
\]

Suppose $S = \{v_1, \ldots, v_m\}$ and $\beta^j = v_j, v_j$ for $1 \leq j \leq m$. Following the $Z$-construction we add an edge of the form $(v_i, v_j)$ to the graph $Z_S(G)$ with weight $P^i_{ij}(\beta)$ for each branch in $B^i_{ij}$ not equal to $\beta^j$. Hence, the graph $Z_S(G)$ consists of the interior vertices of $\beta^1, \ldots, \beta^m$. As these vertices have no loops and $\beta^1, \ldots, \beta^m$ are pairwise independent then $S = st_0(Z_S(G))$.

Suppose that $B^i_{ij} = \{ \beta_1, \ldots, \beta_N \}$. We then add an edge of the form $(v_i, v_k)$ to the graph $Z_S(G)$ with weight $P^i_{ij}(\beta_k)$ for each branch $\beta_k \in B^i_{ij}(Y_S(G))$ not equal to $\beta$. Hence, in $Z_S(G)$ there are $N$ edges $e_1, \ldots, e_N$ of the form $(v_i, v_k)$ having weights $P^i_{ij}(\beta_1), \ldots, P^i_{ij}(\beta_N)$, respectively.

Define the branch set
\[
\hat{B}^i_{ij} = \{ \beta = B^i_{ij}(Z_S(G); S) : |\beta| = i \}.
\]
If $\hat{\beta} = v_i, v_{i+1}, \ldots, v_{i+m}$ then by construction $\hat{B}^i_{ij} = \hat{\beta}$. Moreover, for $Z_S(G) = (V-U, \hat{E}, \hat{V})$, the branch $\hat{\beta}$ has weight sequence
\[
\Omega_{Z_S(G)}(\hat{\beta}) = \sum_{\beta \in \hat{B}^i_{ij}} P^i_{ij}(\beta), 0, \ldots, 0, 1, 0, \ldots, 1
\]
as the weights of the edges $e_1, \ldots, e_N$ are summed in the construction of $Z_S(G)$. Therefore,
\[
\sum_{\beta \in \hat{B}^i_{ij}} P^i_{ij}(\beta) = \sum_{\beta \in \hat{B}^i_{ij}} P^i_{ij}(\beta).
\]

Note that the sum
\[
\sum_{\beta \in B^i_{ij}(Z_S(G); S)} \mathcal{P}_\nu(\beta) = \sum_{\ell=2}^L \left( \sum_{\beta \in \hat{B}^i_{ij}} \mathcal{P}_\nu(\beta) \right) = \sum_{\ell=2}^L \left( \left( \sum_{\beta \in \hat{B}^i_{ij}} P^i_{ij}(\beta) \right) / \lambda^{\ell-2} \right).
\]
Combining this with equations (23) and (24) implies

\[ \sum_{\beta \in B} p_\nu(\beta) = \sum_{\beta \in B} p_\nu(\beta). \]

Therefore, \( R_S(Y S(G)) = R_S(Z S(G)) \) verifying the claim.

As \( R_S(G) = R_S(Y S(G)) \) then \( R_S(G) = R_S(Z S(G)) \). As \( S \) is a complete structural set, corollary 5 implies that \( G \) and \( Z S(G) \) have the same nonzero spectrum. \( \square \)

6. Improving stability estimates via dynamical network expansions

A major obstacle in understanding the dynamics of a high dimensional system is that the information needed to do so is spread throughout the various system components. By extending the notion of an isospectral branch expansion to a dynamical network it is possible to modify the structure of a dynamical network \((F, X)\) in a way that preserves the system’s dynamics but concentrates this information.

In section 6.1 we introduce the concept of a dynamical network expansion \((X S F, X S)\) of the network \((F, X)\). We then show that if \((X S F, X S)\) is globally stable then so is \((F, X)\) (see theorem 6.5). Using this connection we show in theorem 6.7 that the global stability of a system \((F, X)\) is better understood by applying theorem 2.5 to \((X S F, X S)\) rather than \((F, X)\).

6.1. Dynamical network expansions

Suppose \((F, X)\) is a dynamical network. Following the discussion in section 2.3, here we consider \((F, X)\) as a dynamical network with no local dynamics. That is, the component

\[ F_j : \bigoplus_{i \in I_j} X_i \to X \quad \text{for} \ j \in \mathcal{I} = \{1, \ldots, n\}. \]

Alternatively we write

\[ F_j([x_i]) = F_j(x_{j_1}, \ldots, x_{j_m}), \quad \text{where} \ I_j = \{j_1, \ldots, j_m\}. \]

Note that if we replace the variable \( x_{\ell_i} \) of \( F_j \) by the function \( f(y_1, \ldots, y_k) \) the result is the function

\[ F_j(x_{j_1}, \ldots, x_{j_{\ell'}}, f(y_1, \ldots, y_k), x_{j_{\ell'+1}}, \ldots, x_{j_m}) \]

having variables \( x_{j_1}, \ldots, x_{j_{\ell'}}, y_1, \ldots, y_k, x_{j_{\ell'+1}}, \ldots, x_{j_m} \). Additionally, if the sequence \( y_\gamma = \ell_1, \ldots, \ell_N \) let

\[ F_j; y_\gamma(x_{j_1}, \ldots, x_{j_m}) = F_j(x_{j_1}, \ldots, x_{j_{\ell'}}; y_\gamma). \]

That is, the variables of the function \( F_j; y_\gamma \) are indexed by the sequences \( j_1, \ell_1, \ldots, \ell_N \) for \( 1 \leq i \leq m \).

As defined in section 2 the graph of interactions \( \Gamma_x = (V, E) \) is an unweighted graph. However, \( \Gamma_x \) can be considered to be the weighted graph \( \Gamma_x = (V, E, \omega) \in \mathcal{G} \) by setting \( \omega(e_{ij}) = 1 \) for all \( e_{ij} \in E \). This will allow us, in particular, to consider structural sets \( S \in st(\Gamma_x) \). Recall that if \( S = \{v_1, \ldots, v_m\} \) then \( \mathcal{I}_S = \{1, \ldots, m\} \) is the index set of \( S \).

Definition 6.1. For \( S \in st_0(\Gamma_x) \) the set

\[ A_S(F) = \{\ell_1, \ldots, \ell_N : v_{\ell_1}, \ldots, v_{\ell_N} \in B_S(\Gamma_x), \ N > 2\} \] (25)

is called the set of admissible sequences of \( F \) with respect to \( S \).
Let \((F, X)\) be a dynamical network and suppose \(S \in st_0(\Gamma_F)\). For \(j \in I\) let \(F_{(j, i)}\) be the function
\[
F_j = F_j(x_{j,1}, \ldots, x_{j,n})
\]
in which each variable \(x_{j,i}\) is replaced by \(x_{j,\gamma}\) if \(j \notin I_S\).

For \(i > 1\) let \(F_{(j, i)}\) be the function
\[
F_{(j, i-1)} = F_{(j, i-1)}(x_{j,1}, \ldots, x_{j,i-1}, x_{j,i})
\]
in which each \(x_{j,i}\) is replaced by the function \(F_{(e, i)}\) if \(j \notin I_S\). If \(\ell_1 \in I_S\) for each \(1 \leq \ell \leq t\) then define \(X_{i-1, \gamma} = F_{(\ell, i)}\).

Let \(\gamma = \ell_1, \ldots, \ell_N \in \mathcal{A}_S(F)\). For \(1 < i < |\gamma| = N\) define the \(N - 2\) spaces
\[
X_{i-1, \gamma} = X_{i-1},
\]
Additionally, define the functions
\[
X_S F_{i-1, \gamma}(x_{i-1, \gamma}) = x_{i-1, \gamma}.
\]

By way of notation we let
\[
X_{N-1, \gamma} = X_{\gamma}, X_S F_{N-1, \gamma} = X_S F_{\gamma}, \quad \text{and} \quad x_{1, \gamma} = x_{i_0}, \quad (26)
\]

**Definition 6.2.** Suppose \(S \in st_0(\Gamma_F)\) such that each vertex of \(\Gamma_F\) belongs to a branch of \(\mathcal{B}_S(\Gamma_F)\). Let
\[
X_S F = \left( \bigoplus_{j \in I_S} X_S F_j \right) \oplus \left( \bigoplus_{\gamma \in \mathcal{A}_S(F)} X_S F_{\gamma} \right)
\]

and
\[
X_S = \left( \bigoplus_{j \in I_S} X_j \right) \oplus \left( \bigoplus_{\gamma \in \mathcal{A}_S(F)} X_{i-1, \gamma} \right)
\]

The dynamical network \((X_S F, X_S)\) is called the dynamical network expansion of \((F, X)\) with respect to \(S\).

To see that \((X_S F)_j\) is well defined for each \(j \in I_S\) suppose
\[
F_{(j, i-1)} = F_{(j, i-1)}(x_{j,1}, \ldots, x_{j,i-1}),
\]
If \(\gamma_j = \ell_1, \ldots, \ell_N\) and \(N > 1\) then by construction \(\ell_N = j \in I_S\), \(\ell_k \notin I_S\), and each \(F_{(\ell, i)}\) is a function of \(x_{i-1}\), for \(1 < k \leq N\). Therefore, if \(\ell_1 \in I_S\) then the vertex sequence \(v_{\ell_1}, \ldots, v_{\ell_N} \in B_j(\Gamma_F; S)\).

If \(\ell_1 \notin I_S\) then \(v_{\ell_1}, \ldots, v_{\ell_N}\) is part of a branch of \(B_j(\Gamma_F; S)\) in the following sense. There is a branch of the form \(v_1, \ldots, v_{r-1}, v_{\ell_1}, v_{\ell_1}, \ldots, v_{\ell_N} \in B_j(\Gamma_F; S)\) since \(v_{\ell_1}\) is assumed to belong to some branch of \(B_j(\Gamma_F; S)\). Hence,
\[
v_1, \ldots, v_{r-1}, v_{\ell_1}, v_{\ell_1}, \ldots, v_{\ell_N} \in B_j(\Gamma_F; S)
\]
which contains the vertex sequence \(v_{1}, \ldots, v_{r}\).

As each branch of \(\mathcal{B}_S(\Gamma_F)\) consists of a finite sequence of vertices then for large enough \(i\), \(\ell_1 \in I_S\). As this holds for each \(1 \leq \ell \leq t\) then \(X_S F_j\) is well defined for each \(j \in I_S\). Moreover, this implies that if \(x_{1, \ldots, \ell_t}\) is a variable of \(X_S F_j\) and \(N > 2\) then \(v_{\ell_1}, \ldots, v_{\ell_N} \in B_j(\Gamma_F; S)\). Similarly, one can show that each \(X_S F_{j}\) is well defined for \(j \notin I_S\).

**Lemma 6.3.** Suppose \(S \in st_0(\Gamma_F)\) and \(j \in I_S\). Then \(x_{\ell_1, \ldots, \ell_t}\) is a variable of \(X_S F_j\) if and only if either \(N = 1\), \(\ell_1 \in I_S\), and \(x_1\) is a variable of \(F_j\) or \(N > 2\) and \(v_{\ell_1}, \ldots, v_{\ell_N} \in B_j(\Gamma_F; S)\).
Proof. Suppose \( j \in I_S \) and that \( x_{\ell_1, \ldots, \ell_\ell} \) is a variable of \( X_S F_j \). A variable of \( X_S F_j \) is indexed by a sequence of length \( N = 1 \) if it is not replaced by a function in the first step of the construction of \( X_S F_j \). Hence, \( x_{\ell_1} \) is a variable of \( X_S F_j \) if \( x_{\ell_1} \) is a variable of \( F_j \) and \( \ell_1 \in I_S \).

Assuming \( N = 2 \), or \( x_{\ell_1, \ell_2} \) is a variable of \( (X_S F_j) \), then \( \ell_1 \in I_S \) as \( x_{\ell_1, \ell_2} \) is not replaced by the function \( F_{\ell_1,\ell_1} \) in the next step of the construction. However, this implies that \( x_{\ell_1} \) is a variable of \( F_{\ell_1} \). Hence, in constructing \( (X_S F_j) \) the variable \( x_{\ell_1} \) is not replaced by \( x_{\ell_1, \ell_2} \), contradicting the assumption that \( N = 2 \). Therefore, \( N \neq 2 \). However, if \( N > 2 \) then as observed \( v_{\ell_1}, \ldots, v_{\ell_N} \in B_j(\Gamma_F; S) \).

Conversely, suppose \( \beta = v_{\ell_1}, \ldots, v_{\ell_N} \in B_j(\Gamma_F; S) \). Then \( x_{\ell_1, \ldots, \ell_N} \) is a variable of \( F_i \) for \( 1 < i < N \) where \( \ell_1, \ell_N \in I_S \) and \( \ell_2, \ldots, \ell_{N-1} \notin I_S \). Hence, \( x_{\ell_1, \ldots, \ell_N} \) is a variable of \( X_S F_i \). If \( N = 2 \) then \( v_{\ell_1}, v_{\ell_2} \in B_j(\Gamma_F; S) \). As \( \ell_1, \ell_2 \in I_S \) then \( x_{\ell_1} \) is a variable of \( F_i \).

Example 13. Consider the dynamical network \((F, X)\) where \( F \) is given by

\[
F(x) = \begin{bmatrix}
F_1(x_2) \\
F_2(x_1, x_4) \\
F_3(x_1) \\
F_4(x_1, x_3)
\end{bmatrix}
\]

The graph of interactions \( \Gamma_F = (V, E, \omega) \) is shown in figure 11 (left) where each edge is given unit weight.

Note that \( S = \{v_1, v_2\} \) is a complete structural set of \( \Gamma_F \). Moreover, as

\[
B_S(\Gamma_F) = \{\beta_1, \beta_2, \beta_3, \beta_4\}
\]

where \( \beta_1 = v_1, v_4, v_2; \beta_2 = v_1, v_3, v_4, v_2; \beta_3 = v_1, v_2; \) and \( \beta_4 = v_2, v_1 \) then each vertex of \( \Gamma_F \) belongs to a branch of \( B_S(\Gamma_F) \). Hence, \( X_S F \) is defined.

To construct this expansion we first consider the components of \( F \) indexed by \( I_S = \{1, 2\} \).

For \( F_1 = F_1(x_2) \) note that \( x_2 \) is indexed by an element of \( I_S \). Hence, \( F_{\{1,1\}} = F_1(x_2) \). As each variable of \( F_{\{1,1\}} \) is indexed by a sequence beginning with an element of \( I_S \) then

\[
X_S F_1 = F_1(x_2).
\]

For \( F_2 = F_2(x_1, x_4) \) the variable \( x_4 \) is not indexed by an element of \( I_S \). Hence, \( F_{\{2,1\}} = F_2(x_1, x_4) \). Replacing \( x_4 \) by the function \( x_4_{\{12\}} = F_4(x_{142}, x_{342}) \) yields \( F_{\{2,2\}} = F_4(x_1, F_4(x_{142}, x_{342})) \). Continuing we replace \( x_{142} \) by \( F_4(x_{142}, x_{342}) \) which gives us \( F_{\{2,3\}} \). Since each variable of \( F_{\{2,3\}} \) is indexed by a sequence beginning with an element of \( I_S \), then \( X_S F_2 = F_{\{2,3\}} \) which is given by

\[
X_S F_2 = F_2(x_1, F_4(x_{142}, F_3(x_{1342}))).
\]

Note that \( A_S(\mathcal{F}) = \{142, 1342\} \). For \( 142 \in A_S(\mathcal{F}) \) there is a single corresponding function \( X_S F_{\{2,142\}} \) given by \( X_S F_{\{2,142\}}(x_{142}) = x_{142} \). Similarly, the functions

\[
X_S F_{\{2,1342\}}(x_{1342}) = x_{1342} \quad \text{and} \quad X_S F_{\{3,1342\}}(x_{2,1342}) = x_{2,1342}
\]

correspond to \( 1342 \in A_S(\mathcal{F}) \).
By the identification in (26) the expansion \( \chi S \mathcal{F}, X_S \) is given by

\[
\chi S \mathcal{F}(x) = \begin{bmatrix}
X_S \mathcal{F}_1(x_2) \\
X_S \mathcal{F}_2(x_1, x_{142}, x_{1342}) \\
X_S \mathcal{F}_4(x_1) \\
X_S \mathcal{F}_3(x_{2;1342}) \\
X_S \mathcal{F}_2(x_{2;1342}(x_1))
\end{bmatrix} = \begin{bmatrix}
\mathcal{F}_1(x_2) \\
\mathcal{F}_2(x_1, \mathcal{F}_4(x_{142}, \mathcal{F}_3(x_{1342}))) \\
x_1 \\
x_{2;1342} \\
x_1
\end{bmatrix}
\tag{27}
\]

where \( X_S = (X_1 \oplus X_2) \oplus (X_{142} \oplus X_{1342} \oplus X_{2;1342}) \). The graph of interactions \( \Gamma \chi S \mathcal{F} \) is shown in figure 11 (right). Note that the branch expansion \( \Gamma \chi S \mathcal{F} = \Gamma \chi S \mathcal{F} \) (see lemma 6.6).

A natural question to ask is whether the expansions \( (\chi S \mathcal{F}, X_S) \) and \( (\mathcal{F}, X) \) have similar dynamics. To address this let \( \mathcal{L} = \max\{ |\beta| : \beta \in B_S(\Gamma \mathcal{F}) \} \). For \( \tilde{x} \in X \) let \( \tilde{x} S \in X_S \) be given by

\[
(\tilde{x} S)_j = \begin{cases} 
\mathcal{F}^j_\ell(\tilde{x}) & \text{for } j \in I_S \\
\mathcal{F}^j_{\ell_1}(\tilde{x}) & \text{for } j = i; \ell_1, \ldots, \ell_N.
\end{cases}
\]

**Lemma 6.4.** Let \( (\chi S \mathcal{F}, X_S) \) be a dynamical network expansion of \( (\mathcal{F}, X) \). Then

\[
\chi S \mathcal{F}_j(\tilde{x} S) = \mathcal{F}_j^{L_k}(\tilde{x}).
\]

for any \( \tilde{x} \in X \), \( j \in I \), and \( k > 0 \).

**Proof.** Let \( j \in I_S \) and suppose \( \mathcal{F}_j = \mathcal{F}_j(x_{j_1}, \ldots, x_{j_\ell}) \) is a type-1 function. Then, \( \chi S \mathcal{F}_j = \mathcal{F}_j \) and \( j_\ell \in I_S \) for \( 1 \leq \ell \leq m \). As \( (\tilde{x} S)_{j_\ell} = \mathcal{F}^j_\ell(\tilde{x}) \) for \( j_\ell \in I_S \) then

\[
\chi S \mathcal{F}_j(\tilde{x} S) = \mathcal{F}_j(\mathcal{F}^j_1(\tilde{x}), \ldots, \mathcal{F}^j_\ell(\tilde{x}) \ldots)) = \mathcal{F}_j^{L_k}(\tilde{x}).
\]

Suppose \( \mathcal{F}_j = \mathcal{F}_j(x_{j_1}, \ldots, x_{j_\ell}) \) is a type-2 function. Then either \( j_\ell \in I_S \) or \( \mathcal{F}(j,2) \) is the function \( \mathcal{F}_j \) in which the variable \( x_{j_\ell} \) is replaced by the function \( \mathcal{F}_{j,\ell,\ell} \) for all \( j_\ell \notin I_S \). This implies that

\[
(\tilde{x} S)_{j_\ell} = \mathcal{F}^j_\ell(\tilde{x}) \quad \text{if } j_\ell \in I_S.
\]

If on the other hand \( j_\ell \notin I_S \) then \( \mathcal{F}_{j,\ell} \) is a type-1 function. By lemma 6.3, if \( x_{i,\ell,\ell,\ell} \) is a variable of \( \mathcal{F}_{j,\ell,\ell,\ell} \) then \( v_i, v_j, v_j \in B_j(\Gamma \mathcal{F}) \) implying \( i, j, \ell \in A_S(\mathcal{F}) \). As per our notation, if \( \ell_1, \ldots, \ell_N \in A_S(\mathcal{F}) \) then the variable \( x_{i_1,\ldots,i_\ell} = x_{N-1,i_1,\ldots,i_\ell} \). Therefore, each variable of \( \mathcal{F}_{j,\ell,\ell,\ell} \) has the form \( x_{i,\ell,\ell,\ell} = x_{2,i,\ell,\ell} \). Hence,

\[
\mathcal{F}_{j,\ell,\ell,\ell}(\tilde{x} S) = \mathcal{F}_{j,\ell}(\mathcal{F}^{L_k-1}(\tilde{x})) = \mathcal{F}^j_\ell(\tilde{x}) \quad \text{for } j_\ell \notin I_S.
\]

As the variable \( x_{i_\ell} \) is replaced by the function \( \mathcal{F}_{j,\ell,\ell} \) for all \( j_\ell \notin I_S \) then (29) and (30) together imply that

\[
\chi S \mathcal{F}_j(\tilde{x} S) = \mathcal{F}_j(\mathcal{F}^j_1(\tilde{x}), \ldots, \mathcal{F}^j_{j_\ell}(\tilde{x})) = \mathcal{F}_j^{L_k}(\tilde{x})
\]

as in (28). Continuing in this manner it follows that

\[
\chi S \mathcal{F}_j(\tilde{x} S) = \chi S \mathcal{F}_j(\tilde{x}) = \mathcal{F}_j^{L_k}(\tilde{x}) \quad \text{for } j \in I_S.
\]

Hence, lemma 6.4 holds for \( k = 1 \).

Note that each

\[
\chi S \mathcal{F}_{L_{i-1}}(\tilde{x} S) = \chi S \mathcal{F}_{L_{i-1}}(\mathcal{F}^{L_{i-1}}(\tilde{x})) = \mathcal{F}_i^{L_{i-2}}(\tilde{x}).
\]

This together with (31) implies that

\[
\chi S \mathcal{F}_j(\tilde{x} S) = \begin{cases} 
\mathcal{F}^{L_1}_j(\tilde{x}) & \text{for } j \in I_S \\
\mathcal{F}^{L_2}_j(\tilde{x}) & \text{for } j = i; \ell_1, \ldots, \ell_N.
\end{cases}
\]
As $\lambda_S^*F(\tilde{x}_S)$ has the same form as $\tilde{x}_S$ then replacing $\tilde{x}_S$ by $\lambda_S^*F(\tilde{x}_S)$ and applying the same argument yields

$$\lambda_S^*F^j(\tilde{x}_S)_j = \begin{cases} F_{j+1}^k(\tilde{x}) & \text{for } j \in I_S \\ F_{j+1}^k(\tilde{x}) & \text{for } j = i, \ell_1, \ldots, \ell_N. \end{cases}$$

Continuing in this manner it follows that $\lambda_S^*F^j(\tilde{x}_S) = F^j\tilde{F}_j(\tilde{x})$ for all $j \in I_S$, and $k > 0$. $\square$

**Theorem 6.5.** Suppose $(\lambda_S^*F, X_S)$ is a dynamical network expansion of $(F, X)$. If $(\lambda_S^*F, X_S)$ has a globally attracting fixed point then $(F, X)$ also has a globally attracting fixed point.

**Proof.** Suppose $y \in X_S$ is a globally attracting fixed point of the dynamical network $(\lambda_S^*F, X_S)$. For $\tilde{x} \in X$ and $j \in I_S$ lemma 6.4 implies that $\lambda_S^*F_j(\tilde{x}) = F_j^k(\tilde{x})$ for all $k > 0$. Hence, for $j \in I_S$

$$d(F_j^k(\tilde{x}), y_j) \to 0 \quad \text{as } k \to \infty. \quad (32)$$

Proceeding as in the proof of lemma 6.4 suppose $j \notin I_S$ and that the function $F_j$ is a type-1 function. Hence, $F_j = F_j(x_{j_1}, \ldots, x_{j_m})$ where $j_\ell \in I_S$ for all $1 \leq \ell \leq m$. Let $\epsilon > 0$. As the function $F : X \to X$ is continuous and

$$F_j^k(\tilde{x}) = F_j(F_{j_1}^{k-1}(\tilde{x}), \ldots, F_{j_m}^{k-1}(\tilde{x}))$$

then (32) implies, for large enough $k$, that $d(F_j^k(\tilde{x}), F_j(y)) < \epsilon$. Therefore,

$$d(F_j^k(\tilde{x}), F_j(y)) \to 0 \quad \text{as } k \to \infty \quad (33)$$

if $F_j$ is a type-1 function.

Suppose $j \notin I_S$ and that the function $F_j$ is a type-2 function. If $x_{j_i}$ is a variable of $F_j$ then either $j_i \in I_S$ or $F_{j_i}$ is a type-1 function. If $j_i \in I_S$ then (32) implies that $F_{j_i}^k(\tilde{x}) \to y_{j_i}$ as $k \to \infty$. If $j_i \notin I_S$ then $F_{j_i}$ is a type-1 function and $F_{j_i}^k(\tilde{x}) \to F_{j_i}(y)$ by (33). Hence,

$$F_j^k(\tilde{x}) \to F_j^\infty(\tilde{x}) \in X \quad \text{as } k \to \infty \quad \text{where the component } F_j^\infty(\tilde{x}) \text{ depends only on } y.$$

As each $F_j$ for $j \in I$ is a type-$i$ function for some $i < \infty$ then continuing in this manner implies that $(F, X)$ has a globally attracting fixed point. $\square$

The following is an immediate corollary to theorem 6.5.

**Corollary 6.** Let $(\lambda_S^*F, X_S)$ be a dynamical network expansion of $(F, X)$. Suppose the constants $\hat{\Lambda}_{ij}$ satisfy (2) for $\lambda_S^*F$. If $\rho(\hat{\Lambda}) < 1$ then $(F, X)$ has a globally attracting fixed point.

The question then is whether there is any advantage in considering a dynamical network expansion over the original (unexpanded) network. As it turns out, dynamical network expansions always allow for better estimates (or at least no worse) of a dynamical network’s global stability. To demonstrate this we first require the following lemma.

**Lemma 6.6.** Suppose that $(\lambda_S^*F, X_S)$ is a dynamical network expansion of $(F, X)$. Then $\lambda_S^{\Gamma_\mathcal{F}_S} = \Gamma_{\lambda_S^*F}$.

**Proof.** Let $\Gamma_{\lambda_S^*F} = (\mathcal{V}, \mathcal{E}, \mu)$. By construction

$$\mathcal{V} = S \cup \{v_1, \ldots, v_{|\mathcal{V}|} : y \in A_S(F), \ 1 < i < |\mathcal{V}|\}$$

where the vertex $v_j \in S$ corresponds to the component $\lambda_S^*F_j$ and $v_1, \ldots, v_{|\mathcal{V}|} \in \mathcal{V} - S$ the component $\lambda_S^*F_{1,2}$.\]
Suppose \( \gamma = \ell_1, \ldots, \ell_N \in A_S(F) \). Then \( v_{i_1}, \ldots, v_{i_N} \in B_S(G_x) \) where \( N > 2 \). Hence, lemma 6.3 implies that \( x_{i_1}, \ldots, x_{i_N} = x_{N-1} \gamma \) is a variable of the function \( \chi_x F_{\ell} \). Moreover, as \( \chi_x F_{\ell} \gamma = \chi_x F_{\ell \gamma} (x_{i_1}, \ldots, x_{i_N}) \) for \( 1 < \ell < \gamma \) where \( x_{N-1} \gamma = x_{i_1} \), then the vertices \( v_{i_1}, v_{i_2}, \ldots, v_{i_{N-1}}, v_{i_N} \) form a path in \( \Gamma_{X_x} \) such that \( v_{i_1}, v_{i_N} \in S \).

As any two admissible sequences of \( A_S(F) \) are distinct then \( \Gamma_{X_x} S \) consists of \( |A_S(F)| \) paths that share no vertices of the form \( v_{i_2}, \ldots, v_{i_{N-1}} \gamma, v_{i_N} \). Since the vertex \( v_{i_N} \in \mathcal{V} \) has no loop in \( \Gamma_{X_x} S \) then \( \Gamma_{X_x} S \) contains no cycles. Hence, \( S \in \overline{\gamma_0} (\Gamma_{X_x} S) \) and for each \( \gamma = \ell_1, \ldots, \ell_N \),

\[
B_{\ell_1, \ell_N} (\Gamma_{X_x} S) = \{ v_{i_1}, v_{i_2}, \ldots, v_{i_{N-1}}, v_{i_N} : \gamma = \ell_1, \ldots, \ell_N \in A_S(F) \}
\]  
(34)

if \( N > 2 \).

For \( \beta = v_{i_1}, \ldots, v_{i_N} \in B_{\ell_1, \ell_N} (\Gamma_{x_x} S) \) and \( \gamma = \ell_1, \ldots, \ell_N \) let

\[
b(\beta) = \begin{cases} \beta & \text{if } N = 2 \\ v_{i_1}, v_{i_2}, \ldots, v_{i_{N-1}}, v_{i_N} & \text{otherwise.} \end{cases}
\]  
(35)

The claim is that

\[ b : B_{\ell_1, \ell_N} (\Gamma_x S) \to B_{\ell_1, \ell_N} (\Gamma_{X_x} S) \]

and that this map is a bijection.

To see this suppose \( N = 2 \). Then, \( \beta = v_{i_1}, v_{i_2} \in B_{\ell_1, \ell_2} (\Gamma_x S) \) implying \( x_{i_1} \) is a variable of \( \mathcal{F}_{\ell_1} \). As \( \ell_1 \in \ell_2 \) then by construction \( x_{i_1} \) is a variable of \( \chi_x F_{\ell_1} \). Since \( v_{i_1}, v_{i_2} \in S \) then \( \beta = v_{i_1}, v_{i_2} \in B_{\ell_1, \ell_2} (\chi_x F_{\ell_1}; S) \). Conversely, suppose \( v_{i_1}, v_{i_2} \in B_{\ell_1, \ell_2} (\chi_x F_{\ell_1}; S) \), i.e. \( x_{i_1} \) is a variable of the function \( \chi_x F_{\ell_1} \). Then \( x_{i_1} \) is a variable of \( \mathcal{F}_{\ell_1} \) by lemma 6.3 implying \( \beta \in B_{\ell_1, \ell_2} (\Gamma_x S) \). Hence, \( b \) restricted to branches of length 2 is a bijection.

For \( N > 2 \), the sequence \( \gamma = \ell_1, \ldots, \ell_N \in A_S(F) \). Hence,

\[
b(\beta) = v_{i_1}, v_{i_2}, \ldots, v_{i_{N-1}}, v_{i_N}
\]

which is a branch in \( B_{\ell_1, \ell_N} (\Gamma_{X_x} S) \) by (34). Conversely, if

\[
v_{i_1}, v_{i_2}, \ldots, v_{i_{N-1}}, v_{i_N} \in B_{\ell_1, \ell_N} (\Gamma_{X_x} S)
\]

then \( \gamma \in A_S(F) \) implying \( v_{i_1}, \ldots, v_{i_N} \in B_{\ell_1, \ell_N} (\Gamma_{X_x} S) \). Therefore, the function \( b : B_{\ell_1, \ell_N} (\Gamma_x S) \to B_{\ell_1, \ell_N} (\Gamma_{X_x} S) \) is a bijection.

As \( \ell_1, \ell_N \in \ell_2 \) were arbitrary and each edge of \( \Gamma_x \) and \( \Gamma_{X_x} \) have unit weight then

\[ B_S (\Gamma_x) \simeq B_S (\Gamma_{X_x}) \]

Since the branches of \( \Gamma_{X_x} \) are independent it follows that \( \chi_x (\Gamma_x) = \Gamma_{X_x} \). \( \square \)

**Theorem 6.7 (Improved stability estimates for dynamical networks).** Let \( (\chi_x F, \chi_x) \) be a dynamical network expansion of \( (F, X) \). Suppose there exist constants \( \Lambda_{ij} \) satisfying (2) for \( F \). Then there are constants \( \Lambda_{ij} \) satisfying (2) for \( \chi_x F \) such that \( \rho(\Lambda) \leq \rho(\Lambda) \).

Before proving theorem 6.7 suppose the constants \( \Lambda_{ij} \) satisfy (2) for the map \( F \). Define \( \Gamma_{x}(\Lambda) = (V, E, \omega) \) to be the graph with adjacency matrix \( \Lambda \) where \( \Lambda_{ij} \) satisfy (2) for \( F \). Note that as \( \Lambda_{ij} \neq 0 \) if and only if \( F_j \) is a function of \( x_i \), then \( \Gamma_x \) and \( \Gamma_{x}(\Lambda) \) are identical as unweighted graphs. Therefore, if \( S \in \overline{\gamma_0} (\Gamma_x) \) then \( S \in \overline{\gamma_0} (\Gamma_{x}(\Lambda)) \) and \( B_S (\Gamma_x) \simeq B_S (\Gamma_{x}(\Lambda)) \).

Moreover, the branch \( \beta = v_{i_1}, \ldots, v_{i_n} \in B_S (\Gamma_x (\Lambda)) \) has weight sequence

\[
\Omega_{\gamma(x)}(\beta) = \chi_{i_1}, \ldots, 0, \chi_{i_1}, \chi_{i_2}, 0, \ldots, \chi_{i_{n-1}}, \chi_{i_n}
\]

implying that the branch product

\[
P_m(\beta) = \prod_{i=1}^{m} \chi_{i}^{1-1} \chi_{i+1}^{1} \chi_{i+2}^{1} \cdots \chi_{i+n}^{1}.
\]  
(36)
We now give a proof of theorem 6.7.

Proof. Let \( x, y \in X_S \). For \( \gamma \in A_S(\mathcal{F}) \) and \( 1 < i < |\gamma| \),

\[
d(\chi_{\mathcal{F}_{\gamma \frac{1}{2}}}(x), \chi_{\mathcal{F}_{\gamma \frac{1}{2}}}(y)) = d(x_{i-1\frac{1}{2}}, y_{i-1\frac{1}{2}}).
\]

Therefore, for any \( \gamma \in A_S(\mathcal{F}) \) and \( 1 < i < |\gamma| \) the constants

\[
\lambda_{i-1\frac{1}{2}, j} = \begin{cases} 1 & \text{if } j = i; \\ 0 & \text{otherwise} \end{cases}
\]

satisfy equation (2) for \( \chi_{\mathcal{F}_j} \).

For \( j \in \mathcal{I} \) let \( \mathcal{I}_j = I_j \cup I_S \) and \( \mathcal{I}_j = I - I_S \). For \( i_1 \in I_S \)

\[
d(\chi_{\mathcal{F}_{i_1}}(x), \chi_{\mathcal{F}_{i_1}}(y)) \leq \sum_{i_2 \in I_{i_1}} \Lambda_{i_2i_1} d(x_{i_2}, y_{i_2}) + \sum_{i_2 \in I_{i_1}} \Lambda_{i_2i_1} d(\mathcal{F}_{i_2i_1}(x), \mathcal{F}_{i_2i_1}(y)).
\]

Similarly, the sum

\[
\sum_{i_2 \in I_{i_1}} \Lambda_{i_2i_1} d(\mathcal{F}_{i_2i_1}(x), \mathcal{F}_{i_2i_1}(y))
\]

\[
\leq \sum_{i_2 \in I_{i_1}} \sum_{i_1 \in I_{i_1}} \Lambda_{i_2i_1} \sum_{i_1 \in I_{i_1}} \Lambda_{i_2i_1} d(x_{i_2}, y_{i_2}) + \sum_{i_2 \in I_{i_1}} \Lambda_{i_2i_1} d(\mathcal{F}_{i_2i_1}(x), \mathcal{F}_{i_2i_1}(y))
\]

\[= \sum_{i_2 \in I_{i_1}} \Lambda_{i_2i_1} d(x_{i_2}, y_{i_2}) + \sum_{\beta \in B_{i_1}} (\mathcal{P}_\omega(\beta) \lambda) d(x_\beta, y_\beta)
\]

Continuing in this manner it follows that

\[
d(\chi_{\mathcal{F}_{i_1}}(x), \chi_{\mathcal{F}_{i_1}}(y)) \leq \sum_{i_2 \in I_{i_1}} \Lambda_{i_2i_1} d(x_{i_2}, y_{i_2}) + \sum_{\beta \in B_{i_1}} (\mathcal{P}_\omega(\beta) \lambda |\beta|^{-2}) d(x_\beta, y_\beta)
\]

where \( C = \max |\beta| : \beta \in B_S(\Gamma(\mathcal{F})) \).

By lemma 6.3 the variables of \( \chi_{\mathcal{F}_{i_1}} \) are indexed by either \( i \in I_S \) or by the sequence \( \gamma(\beta) \) for some \( \beta \in B_S(\Gamma(\mathcal{F})) \). Hence,

\[
\tilde{\lambda}_{ij} = \begin{cases} \Lambda_{ij} & \text{if } i, j \in I_S \\ \mathcal{P}_\omega(\beta) \lambda |\beta|^{-2} \text{ if } j \in I_S \text{ and } i = \gamma(\beta) \\ 0 & \text{otherwise} \end{cases}
\]

(40)
satisfy condition (2) for $\lambda_{ij}$. The constants in (37) and (40) therefore give a complete set of the constants $\lambda_{ij}$ satisfying (2) for $\lambda_{ij}$. Suppose $S = \{v_1, \ldots, v_m\}$. Note that the bijection defined in (35) also gives a bijection $b:B_{ij}(\Gamma_{\mathcal{F}}(\Lambda)) \rightarrow B_{ij}(\Gamma_{\lambda_{ij}}(\Lambda); S)$ for $1 \leq i, j \leq m$. In particular, if $\beta \in B_{ij}(\Gamma_{\mathcal{F}}(\Lambda))$ then equations (37) and (40) imply that

$$\Omega_{ij}(\lambda_{ij}(b(\beta))) = 1, 0, 1, \ldots, 0, \mathcal{P}(\lambda_{ij})\lambda_{ij}|\beta|^{-2}.$$ Let $\Gamma_{\lambda_{ij}}(\Lambda) = (\mathcal{V}, \mathcal{E}, \mu)$. As $|\beta| = |b(\beta)|$ then

$$\mathcal{P}(\lambda_{ij})\lambda_{ij}|\beta|^{-2} = \mathcal{P}(\beta).$$ Given the one-to-one correspondence noted in equation (41) it follows that $\mathcal{R}_{ij}(\Gamma_{\mathcal{F}}(\Lambda)) = \mathcal{R}_{ij}(\Gamma_{\lambda_{ij}}(\Lambda)).$ As $S \in s_{ij}(\Gamma_{\mathcal{F}}(\Lambda))$ and $S \in s_{ij}(\Gamma_{\lambda_{ij}}(\Lambda))$ then corollary 5 implies that $\Gamma_{\mathcal{F}}(\Lambda)$ and $\Gamma_{\lambda_{ij}}(\Lambda)$ have the same nonzero spectrum. Hence, $\rho(\Lambda) = \rho(\Lambda)$ for this choice of constants completing the proof. 

**Example 14.** Let $\mathcal{L}(x) = 4x(1 - x)$ be the standard logistic map and let the function $\mathcal{Q}(x) = 1 - x^2$ where both $\mathcal{L} : [0, 1] \rightarrow [0, 1]$ and $\mathcal{Q} : [0, 1] \rightarrow [0, 1]$. Suppose the local systems

$$T_i(x_i) = \begin{cases} \mathcal{L}(x_i) & \text{for } i = 2, 4 \\ \mathcal{Q}(x_i) & \text{for } i = 1, 3. \end{cases}$$ Let $F : [0, 1]^4 \rightarrow [0, 1]^4$ be the interaction given by

$$F(x) = \begin{bmatrix} x_2 \\ \frac{1}{2}x_1 + \frac{1}{2}x_4 \\ \frac{1}{2}x_1 \\ \frac{1}{2}x_4 \end{bmatrix}.$$ Consider the dynamical network $(\mathcal{F}, X)$ where $\mathcal{F} = F \circ T$ and $X = [0, 1]^4$. Note that the constants $L_i = 4$ for $i = 2, 4$ and $L_i = 2$ for $i = 1, 3$ satisfy equation (1) for the local systems $(T, X).$ For $\lambda_{ij} = \max_{x \in X} |(DF)_{ji}(x)|$ the matrix

$$M_\mathcal{F} = \begin{bmatrix} 0 & -\frac{1}{2} & -\frac{1}{2} & 0 \\ -\frac{1}{2} & 0 & 0 & 0 \\ 0 & 0 & -\frac{1}{2} & 0 \\ 0 & -\frac{1}{2} & 0 & 0 \end{bmatrix} \text{ diag}[2, 4, 2, 4] = \begin{bmatrix} 0 & 1 & \frac{1}{2} & 1 \\ \frac{1}{2} & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \end{bmatrix}.$$ As the spectral radius $\rho(M_\mathcal{F}) = 1.08 > 1$ then theorem 2.5 does not directly apply to the dynamical network $\mathcal{F}$. Moreover, suppose $\tilde{\mathcal{F}} = (F \circ T) \circ \text{id}$ generates the dynamical network $((\mathcal{F}, X)$ having no local dynamics. For $\tilde{\lambda}_{ij} = \max_{x \in X} |(DF)_{ji}(x)|$ one can compute that $\tilde{\lambda} = M_\mathcal{F}.$ At $\tilde{\lambda} > 1$ then considering $(F, X)$ as a network without local dynamics does not improve our estimate of the network’s stability as it did in example 3.

However, note that

$$\mathcal{F}(x) = \begin{bmatrix} \mathcal{F}_1(x_2) \\ \mathcal{F}_1(x_1, x_4) \\ \mathcal{F}_1(x_1) \\ \mathcal{F}_1(x_1, x_3) \end{bmatrix} = \begin{bmatrix} \frac{1}{2}\mathcal{L}(x_2) \\ \frac{1}{2}\mathcal{L}(x_1) + \frac{1}{2}\mathcal{L}(x_4) \\ \frac{1}{2}\mathcal{Q}(x_1) \\ \frac{1}{2}\mathcal{Q}(x_1) + \frac{1}{2}\mathcal{Q}(x_3) \end{bmatrix}.$$
As $\mathcal{F}$ has the form of the map given in example 13 then following this example one can compute

$$
X_S \mathcal{F}(x) = \begin{bmatrix}
X_1 S \mathcal{F}_1 \\
X_1 S \mathcal{F}_2 \\
X_1 S \mathcal{F}_{142} \\
X_1 S \mathcal{F}_{21342}
\end{bmatrix} = \begin{bmatrix}
\frac{1}{2} \mathcal{L}(x_1) \\
\frac{1}{2} \mathcal{Q}(x_1) + \frac{1}{2} \mathcal{L}(\mathcal{Q}(x_{142}) + \frac{1}{2} \mathcal{Q}(\frac{1}{2} \mathcal{Q}(x_{1342})))
\end{bmatrix}
$$

for $S = \{v_1, v_2\}$. Here, $X_{142}, X_{21342}, X_{1342} = [0, 1]$ implying $X_S = [0, 1]^5$.

Letting $\Lambda_{ij} = \max_{x \in X_S} |(D X_S \mathcal{F})_{ji}(x)|$ it follows that

$$
\Lambda = \begin{bmatrix}
0 & 1/2 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0.265 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0.012 & 0 & 0 & 0
\end{bmatrix}.
$$

As $\rho(\Lambda) = 0.90 < 1$ corollary 6 implies that the dynamical network $(\mathcal{F}, X)$ does in fact have a globally attracting fixed point.

Importantly, the method of using network expansions generalizes the method used in [1, 2] for determining whether a network has a unique global attractor. As a demonstration we give the following examples.

**Example 15.** For the dynamical network $(\mathcal{F}, X)$ let

$$
L = \max_{1 \leq i \leq n} L_i \quad \text{and} \quad \Lambda_{\text{max}} = \max_{1 \leq i, j \leq n} \Lambda_{ij}.
$$

Recall the spectral radius of the graph $\Gamma_\mathcal{F}$ (considered as an unweighted graph) is $\rho(\Gamma_\mathcal{F})$.

The condition in [1] guaranteeing the global stability of the dynamical network $(\mathcal{F}, X)$ is the following: If the product

$$
L \Lambda_{\text{max}} \rho(\Gamma_\mathcal{F}) < 1 \quad (42)
$$

then $(\mathcal{F}, X)$ has a globally attracting fixed point.

Consider the dynamical network $(\mathcal{F}, X)$ given in example 2. In this case $L = 4$, $\Lambda_{\text{max}} = 2/9$, and $\rho(\Gamma_\mathcal{F}) = 2$. Hence,

$$
L \Lambda_{\text{max}} \rho(\Gamma_\mathcal{F}) = 16/9 > 1.
$$

Therefore, $(\mathcal{F}, X)$ does not satisfy condition (42). However, as the spectral radius $\rho(M_\mathcal{F}) < 1$ then the dynamical network $(\mathcal{F}, X)$ has a global attractor by theorem 2.5 (see example 2).

**Example 16.** Suppose $(\mathcal{F}, X)$ is the dynamical network given in example 14. Using the mathematical framework established in [2] one can calculate that the topological pressure $P^{(k)}(\varphi)$ of the system is given by

$$
P^{(k)}(\varphi) = \ln(1.08).
$$

The condition given in [2] that guarantees the global stability of the dynamical network $(\mathcal{F}, X)$ is if the systems topological pressure

$$
P^{(k)}(\varphi) < 0
$$

(see theorem 2, [2]). As $\ln(1.08) > 0$ then the method introduced in [2] does not imply the global stability of $(\mathcal{F}, X)$. However, by expanding the network it is possible to demonstrate that the system does have a globally attracting fixed point (see example 14).

As a final observation in this section, we note that it is possible to sequentially expand a dynamical network and thereby improve one’s estimate of whether the original unexpanded system has a globally attracting fixed point.
7. Concluding remarks

The goal of this paper is twofold; introduce isospectral graph transformations and use these transformations to investigate the dynamic properties of dynamical networks with arbitrary topologies (graph of interactions). For the first, we described the general process of isospectral graph reductions in which a graph is collapsed around a specific set of vertices. We then considered sequences of isospectral reductions and showed that under mild assumptions a typical graph could be uniquely reduced to a graph on any subset of its vertex set.

In [10], such reductions and sequences of reductions are used to improve the classical eigenvalue estimates found in [7, 8, 17, 19, 27]. These estimates of Gershgorin et al can be traced back to work done by Lévy, Desplanques, Minkowski and Hadamard [13, 17, 22, 23] on diagonally dominant matrices. The main result of [10] is that such eigenvalue estimates improve as the graph associated with a matrix is reduced via the method of isospectral reduction given in this paper.

Isospectral reductions are also relevant to the theory of networks as they provide a flexible means of coarse graining networks (i.e. viewing the network at some appropriate scale) while simultaneously introducing new equivalence relations on the space of all networks. From the point of view of applications, isospectral graph reductions are a tool which allow experimentalists to modify the networks with which they are working. However, the particular transformation requires the expertise of the experimentalist (biologist, ecologist, etc) to determine an appropriate set of network elements (vertices) over which to reduce the network.

In this paper we additionally considered isospectral graph transformations over fixed weight sets. Such transformations allow one to transform an arbitrary graph while preserving the set of edge weights of the graph along with its spectrum. Motivated by these procedures we also introduced the notion of a dynamical network expansion.

Dynamical network expansions modify a dynamical network (i.e. a dynamical system with a graph structure) in a way that preserves the system’s dynamics but alters its associated graph structure (graph of interactions). In this paper we demonstrated that this procedure allows one to establish global stability of a more general class of dynamical networks than considered in [1, 2]. That is, such expansions provide more information and can be used to obtain stronger results regarding network dynamics than the direct analysis of the network. It is worth mentioning that, as any finite dimension dynamical system with discrete time can be considered a dynamical network, this technique can be applied to a very large class of systems.

Lastly, the results of this paper introduce various approaches to simplifying a graph’s structure while maintaining the graph’s (network’s) spectrum. Therefore, these techniques can be used for optimal design, in the sense of structure simplicity of dynamical networks with prescribed dynamical properties ranging from synchronizability to chaoticity [1, 4].
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