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Abstract

In this paper, we propose a test for the equality of multiple distributions based on kernel mean embeddings. Our framework provides a flexible way to handle multivariate or even high-dimensional data by virtue of kernel methods and allows the number of distributions to increase with the sample size. This is in contrast to previous studies that have been mostly restricted to classical low-dimensional settings with a fixed number of distributions. By building on Cramér-type moderate deviation for degenerate two-sample $V$-statistics, we derive the limiting null distribution of the test statistic and show that it converges to a Gumbel distribution. The limiting distribution, however, depends on an infinite number of nuisance parameters, which makes it infeasible for use in practice. To address this issue, the proposed test is implemented via the permutation procedure and is shown to be minimax rate optimal against sparse alternatives. During our analysis, an exponential concentration inequality for the permuted test statistic is developed which may be of independent interest.

1 Introduction

Let $P_1, \ldots, P_K$ be probability distributions defined on a common measurable space $(\mathcal{X}, \mathcal{B})$ for $K \geq 2$. The $K$-sample problem is concerned with testing the null hypothesis $H_0 : P_1 = \cdots = P_K$ against the alternative hypothesis $H_1 : P_i \neq P_j$ for some $i, j \in \{1, \ldots, K\}$. This fundamental problem of comparing multiple distributions is a classical topic in statistics with a wide range of applications (Thas, 2010; Chen and Pokojovy, 2018, for reviews). Despite its long history, previous approaches to the $K$-sample problem have several limitations. First, many methods are limited to dealing with univariate data. For instance, Kiefer (1959) proposes the $K$-sample analogues of the Kolmogorov–Smirnov and Cramér-Von Mises tests. Scholz and Stephens (1987) generalize the Anderson-Darling test (Anderson and Darling, 1952) to the $K$-sample case. These approaches are based on empirical distribution functions and are not
easily extendable to multivariate data. Some other references that are restricted to the univariate $K$-sample problem include Conover (1965); Zhang and Wu (2007); Wysloupek (2010); Quessey and Éthier (2012); Lemeshko and Veretelnikova (2018). Second, most research in this area has been carried out under classical asymptotic regimes where the sample size goes to infinity but the number of distributions is fixed (e.g., Burke, 1979; Bouzebda et al., 2011; Hušková and Meintanis, 2008; Martínez-Cambilor et al., 2008; Jiang et al., 2015; Mukhopadhyay and Wang, 2018; Sosthene et al., 2018). Clearly this classical asymptotic analysis is not appropriate for a dataset with large $K$ and it only provides a narrow picture of the behavior of a test. To the best of our knowledge, Zhan and Hart (2014) is the only study in the literature that considers large $K$. However, their analysis is limited to univariate data with fixed sample size. Third, recent developments on the multivariate $K$-sample problem are largely built upon an average difference between distributions (Bouzebda et al., 2011; Hušková and Meintanis, 2008; Rizzo et al., 2010; Zhan and Hart, 2014; Mukhopadhyay and Wang, 2018; Sosthene et al., 2018). It is well-known that the test based on an average-type test statistic tends to be powerful against dense alternatives in which many of $P_1, \ldots, P_K$ are different to each other. On the other hand, it tends to suffer from low power against sparse alternatives where only a few of $P_1, \ldots, P_K$ are different from the others. To our knowledge, a multivariate $K$-sample test specifically designed for sparse alternatives is not available in the current literature.

In this study, we propose a new $K$-sample test that addresses the aforementioned limitations of the previous approaches. More specifically, we introduce a $K$-sample test based on the kernel mean embedding method that can easily handle multivariate and complex data. Our test statistic is defined as the maximum of pairwise maximum mean discrepancies (Gretton et al., 2007, 2012), which leads to a powerful test against sparse alternatives. Throughout this paper, we investigate statistical properties of the proposed test under the asymptotic regime where both the sample size and the number of distributions tend to infinity. Below, we summarize our main findings and contributions.

- **Limiting null distribution:** By building on Drton et al. (2018), we develop Cramér-type moderate deviation for degenerate two-sample $V$-statistics. Based on this result, we study the limiting distribution of the proposed test statistic when the sample size and the number of distributions increase simultaneously. In particular, we show the test statistic converges to a Gumbel distribution under some appropriate conditions.

- **Concentration inequality under permutations:** We demonstrate the usefulness of Bobkov’s inequality (Bobkov, 2004) in studying a concentration inequality for the permuted test statistic. By applying his result, we derive an exponential concentration inequality for the proposed test statistic under permutations. In contrast to usual Hoeffding or Bernstein’s inequalities, the developed inequality relies solely on completely known and easily computable quantities without any moment assumption.

- **Uniform consistency of the permutation test:** Leveraging the developed concentration inequality for the permuted statistic, we prove the uniform consistency of the permutation test over the class of sparse alternatives. Under some regularity condi-
tions, we also show that the power of the permutation test cannot be improved from a minimax point of view.

• **Empirical power comparison against sparse alternatives**: A simulation study is conducted to compare the performance of the proposed maximum-type test with the existing average-type tests in the literature. The simulation results show that the proposed test consistently outperforms the average-type tests against different sparse alternatives.

Outline. The paper is organized as follows. In Section 2, we briefly review the maximum mean discrepancy and introduce our test statistic. Section 3 studies the limiting distribution of the proposed test statistic when the sample size and the number of distributions tend to infinity simultaneously. In Section 4, we provide an exponential concentration inequality for the proposed test statistic under permutations. Section 5 investigates the power of the proposed test and proves its optimality property against sparse alternatives. In Section 6, we demonstrate the finite-sample performance of the proposed approach via simulations. Finally, Section 7 concludes the paper and discusses future work. The proofs not presented in the main text can be found in Appendix A.

2 Test Statistic

We start with a brief overview of the maximum mean discrepancy proposed by Gretton et al. (2007, 2012). Let \( \mathcal{H} \) be a reproducing kernel Hilbert space (RKHS) on \( \mathcal{X} \) with a reproducing kernel \( h : \mathcal{X} \times \mathcal{X} \mapsto \mathbb{R} \). For two functions \( f, g \in \mathcal{H} \), we write the inner product on \( \mathcal{H} \) by \( \langle f, g \rangle_{\mathcal{H}} \) and the associated norm by \( \|f\|_{\mathcal{H}} \). Given a probability distribution \( P \), the kernel mean embedding of \( P \) is given by \( \mu_h(P) = \mathbb{E}_{X \sim P}[h(X, \cdot)] \). Using the feature map \( \psi : \mathcal{X} \mapsto \mathcal{H} \), which satisfies \( h(x, y) = \langle \psi(x), \psi(y) \rangle_{\mathcal{H}} \), the kernel mean embedding can also be written as \( \mathbb{E}_{X \sim P}[\psi(X)] \) (see e.g. Muandet et al., 2016, for details). We now provide the definition of the maximum mean discrepancy (MMD) associated with kernel \( h \).

**Definition 2.1 (Maximum mean discrepancy).** Given two probability distributions, say \( P_1 \) and \( P_2 \), such that \( \mathbb{E}_{X_1 \sim P_1}\|\psi(X_1)\|_{\mathcal{H}} < \infty \) and \( \mathbb{E}_{X_2 \sim P_2}\|\psi(X_2)\|_{\mathcal{H}} < \infty \), the maximum mean discrepancy is defined as the RKHS norm of the difference between \( \mu_h(P_1) \) and \( \mu_h(P_2) \), i.e.

\[
V_h(P_1, P_2) = \|\mu_h(P_1) - \mu_h(P_2)\|_{\mathcal{H}}.
\]

It has been shown that when kernel \( h \) is characteristic (see e.g., Fukumizu et al., 2008; Sriperumbudur et al., 2011), the MMD becomes zero if and only if \( P_1 = P_2 \). Some examples of characteristic kernels include Gaussian and Laplace kernels on \( \mathcal{X} = \mathbb{R}^d \). This characteristic property allows to have a consistent two-sample test against any fixed alternatives. For general \( K \)-sample cases, we consider the maximum of pairwise maximum mean discrepancies as our
metric, i.e.

\[ V_{h,\text{max}}(P_1, \ldots, P_K) = \max_{1 \leq i < j \leq K} \| \mu_h(P_i) - \mu_h(P_j) \|_H. \]

Hence as long as \( h \) is characteristic, it is clear to see that \( V_h(P_1, \ldots, P_K) \) is zero if and only if \( P_1 = \cdots = P_K \).

Suppose that we observe identically distributed samples \( X_{1,i}, \ldots, X_{n_i,i} \sim P_i \) for each \( i = 1, \ldots, K \) and assume that the samples are mutually independent. We propose our test statistic defined as a plug-in estimator of \( V_{h,\text{max}} \):

\[ \hat{V}_{h,\text{max}} = \max_{1 \leq i < j \leq K} \left\| \frac{1}{n_i} \sum_{l_1=1}^{n_i} \psi(X_{l_1,i}) - \frac{1}{n_j} \sum_{l_2=1}^{n_j} \psi(X_{l_2,j}) \right\|_H. \]

In practice, the test statistic can be computed in a straightforward manner based on the kernel trick (e.g. Lemma 6 of Gretton et al., 2012):

\[ \hat{V}_{h,\text{max}} = \max_{1 \leq i < j \leq K} \left\{ \frac{1}{n_i^2} \sum_{l_1,l_2=1}^{n_i} h(X_{l_1,i}, X_{l_2,i}) + \frac{1}{n_j^2} \sum_{l_1,l_2=1}^{n_j} h(X_{l_1,j}, X_{l_2,j}) - \frac{2}{n_i n_j} \sum_{l_1=1}^{n_i} \sum_{l_2=1}^{n_j} h(X_{l_1,i}, X_{l_2,j}) \right\}^{1/2}. \]

Throughout this paper, we denote the pooled samples by \( \{ Z_1, \ldots, Z_N \} = \{ X_{1,1}, \ldots, X_{n_K,K} \} \) where \( N = \sum_{i=1}^{K} n_i \).

### 2.1 Critical Values

Given the test statistic, our next step is to determine a critical value of the test with correct size \( \alpha \) and good power properties. Typically, this can be done by taking either the asymptotic approach or the permutation approach. In the asymptotic approach, it is essential to derive the limiting null distribution of the test statistic. After that, the critical value is set to be the \( 1 - \alpha \) quantile of the limiting null distribution and the null hypothesis is rejected when the test statistic exceeds the critical value. Once the limiting distribution is known, the testing procedure is straightforward without extra computational cost. However, it should be emphasized that the asymptotic test is only valid when the sample size tends to infinity. Moreover it is sensitive to model assumptions. The permutation approach, on the other hand, yields a valid level \( \alpha \) test (or a size \( \alpha \) test via randomization) for any finite sample size and for any number of distributions. This attractive property is true for any type of underlying distributions, provided that \( \{ Z_1, \ldots, Z_N \} \) are exchangeable under \( H_0 \). However, the permutation approach suffers from high computational cost unless \( N \) is small. In the following, we briefly describe the original and randomized permutation procedures. The randomized procedure has a computational advantage over the original procedure by considering a random subset
of all permutations.

- **Permutation approach**: Let $B_N$ be the collection of all possible permutations of \{1, \ldots, N\}. For $b = (b_1, \ldots, b_N) \in B_N$, we denote by $\widehat{V}_{h,\max}^{(b)}$ the test statistic computed based on the permuted dataset \{Z_{b_1}, \ldots, Z_{b_N}\}. We then clearly have $\widehat{V}_{h,\max}^{(b_0)} = \widehat{V}_{h,\max}$ for $b_0 = (1, \ldots, N)$. The permutation $p$-value is calculated by

$$p_{\text{perm}} = \frac{1}{N!} \sum_{b \in B_N} \mathbb{1}\left(\widehat{V}_{h,\max}^{(b)} \geq \widehat{V}_{h,\max}\right).$$

It is well-known that $\mathbb{P}(p_{\text{perm}} \leq t) \leq t$ for any $0 \leq t \leq 1$ under $H_0$ (e.g. Chapter 15 of Lehmann and Romano, 2006). Consequently $\mathbb{I}(p_{\text{perm}} \leq \alpha)$ is a valid level $\alpha$ test.

- **Randomized version**: For large $N$, it would be beneficial to consider a subset of $B_N$ and compute the approximated permutation $p$-value. Suppose that $b'_1, \ldots, b'_M$ are sampled uniformly from $B_N$ with replacement. We then define a Monte-Carlo version of the permutation $p$-value by

$$p_{\text{MC}} = \frac{1}{M+1} \left\{1 + \sum_{i=1}^M \mathbb{1}\left(\widehat{V}_{h,\max}^{(b'_i)} \geq \widehat{V}_{h,\max}\right)\right\}.$$  

It can be shown that $\mathbb{P}(p_{\text{MC}} \leq t) \leq t$ for any $0 \leq t \leq 1$ under $H_0$ (e.g. Chapter 15 of Lehmann and Romano, 2006). Hence $\mathbb{I}(p_{\text{MC}} \leq \alpha)$ is a valid level $\alpha$ test as well.

As we shall show in Section 3, the proposed test statistic converges to a Gumbel distribution under $H_0$. The issue is that the Gumbel distribution relies on an infinite number of unknown parameters, which are usually intractable. Accordingly, we will take the permutation approach and develop its theoretical properties later in this paper.

### 3 Limiting distribution

This section investigates the limiting null distribution of the proposed statistic in the regime where the sample sizes and the number of distributions increase simultaneously. The purpose of this section is to demonstrate the difficulty of using the asymptotic test based on the limiting null distribution. In particular, we show that $\widehat{V}_{h,\max}$ converges to a Gumbel distribution with a potentially infinite number of unknown parameters under certain conditions. Unfortunately, it is by no means trivial to consistently estimate these infinite nuisance parameters. Furthermore, it is well-known that a maximum-type statistic converges slowly to its limiting distribution (e.g. Hall, 1991), which also makes the asymptotic test less attractive in practice.

#### 3.1 Crâmer-type moderate deviation

In order to derive the limiting distribution of the maximum of pairwise MMD statistics, it is important to understand the tail behavior of the two-sample MMD statistic. The main
tool to this end is Cramér-type moderate deviation for degenerate two-sample $V$-statistics that we will develop in this subsection. Our result largely builds upon Cramér-type moderate deviation for degenerate one-sample $U$-statistics recently presented by Drton et al. (2018).

Let us start with some notation and assumptions. For notational convenience, we write the MMD statistic between $P_1$ and $P_2$ as

$$
\hat{\gamma}^2_{12} = \frac{1}{n_1} \sum_{i,j=1}^{n_1} h(X_{i,1}, X_{j,1}) + \frac{1}{n_2} \sum_{i,j=1}^{n_2} h(X_{i,2}, X_{j,2}) - \frac{2}{n_1n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} h(X_{i,1}, X_{j,2}).
$$

By defining $h^*(x_1, x_2; y_1, y_2) := h(x_1, x_2) + h(y_1, y_2) - h(x_1, y_1)/2 - h(x_1, y_2)/2 - h(x_2, y_1)/2 - h(x_2, y_2)/2$, the MMD statistic can also be written in the form of a two-sample $V$-statistic

$$
\hat{\gamma}^2_{12} = \frac{1}{n_1n_2} \sum_{i_1,i_2,j_1,j_2=1}^{n_1} h^*(X_{i_1,1}, X_{i_2,1}; X_{j_1,2}, X_{j_2,2}).
$$

Under the null hypothesis, the considered $V$-statistic is degenerate meaning that the conditional expectation of $h^*(X_{i_1,1}, X_{i_2,1}; X_{j_1,2}, X_{j_2,2})$ given any one of $X_{i_1,1}, X_{i_2,1}, X_{j_1,2}, X_{j_2,2}$ has zero variance whenever $i_1 \neq i_j$ and $j_1 \neq j_2$.

Let $X_1, X_2$ be independent random vectors from $P_1$. We then define the centered kernel

$$
\overline{h}(x_1, x_2) := h(x_1, x_2) - \mathbb{E}[h(X_1, X_2)] - \mathbb{E}[h(X_1, x_2)] + \mathbb{E}[h(X_1, X_2)]
$$

which satisfies $\mathbb{E}[\overline{h}(X_1, X_2)] = 0$ and $\mathbb{E}[\overline{h}(x_1, X_2)] = 0$ almost surely. Under the finite second moment condition of the centered kernel, i.e. $\mathbb{E}[\{\overline{h}(X_1, X_2)\}^2] < \infty$, we may write

$$
\overline{h}(x_1, x_2) = \sum_{v=1}^{\infty} \lambda_v \varphi_v(x_1) \varphi_v(x_2),
$$

where $\{\lambda_v\}_{v=1}^{\infty}$ and $\{\varphi_v(\cdot)\}_{v=1}^{\infty}$ are the eigenvalues and eigenfunctions of the integral equation $\mathbb{E}[\overline{h}(x_1, X_2) \varphi_v(X_2)] = \lambda_v \varphi_v(x_1)$ (e.g. page 80 of Lee, 1990).

To facilitate the analysis, we make the following assumptions regarding the kernel function.

(A1). Assume that $\mathbb{E}[|\overline{h}(X_1, X_1)|] < \infty$.

(A2). Suppose that $\overline{h}(x_1, x_2)$ admits the decomposition in (4) with $\lambda_1 \geq \lambda_2 \geq \ldots \geq 0$. For all $u, v \in S^{T-1} := \{x \in \mathbb{R}^T : \|x\|_2 = 1\}$ where $\|\cdot\|_2$ is Euclidean norm in $\mathbb{R}^T$ and any positive integer $T$, assume that there exists a constant $\eta > 0$ independent of $T$ such that

$$
\mathbb{E}[\|\{\varphi_{1\ldots T}(X_1)^\top u\}^2\{\varphi_{1\ldots T}(X_1)^\top v\}^{m-2}\|] \leq \eta^m \|m\|^{m/2},
$$

where $\varphi_{1\ldots T}(X_1) := (\varphi_1(X_1), \ldots, \varphi_T(X_1))^\top$ and $m = 3, 4, \ldots$.

It is worth noting that the given conditions are more general than those used in Drton et al. (2018). Specifically, Drton et al. (2018) assume that the kernel $h$ and its eigenfunctions
are uniformly bounded. Clearly, (A1) and (A2) are fulfilled under their boundedness assumptions. We also note that \( h(x_1, x_2) \) is a valid positive definite kernel (Sejdinovic et al., 2013), which yields \( \{h(x_1, x_2)\}^2 \leq h(x_1, x_1)h(x_2, x_2) \). Hence, the second moment condition \( \mathbb{E}[(h(X_1, X_2))^2] < \infty \) is also satisfied under (A1). Finally, the multivariate moment condition (5) implies that individual eigenfunctions are sub-Gaussian (e.g. Vershynin, 2018).

Under the given conditions, we present Cramér-type moderate deviation for the two-sample degenerate \( V \)-statistic described in (3). The proof of the following theorem can be found in Appendix A.

**Theorem 3.1** (Cramér-type moderate deviation). Suppose that (A1) and (A2) are fulfilled. Assume that there exists a constant \( C_1 \geq 1 \) such that \( C_1^{-1} \leq n_1/n_2 \leq C_1 \) and \( n_1/N \) converges to a constant as \( N := n_1 + n_2 \to \infty \). Then under the null hypothesis \( P_1 = P_2 \), we have

\[
\mathbb{P}(n_1/n_2 \hat{V}_{12}^2/N \geq x) \geq \mathbb{P} \left( \sum_{\nu=1}^{\infty} \lambda_\nu \xi_\nu^2 \geq x \right) = 1 + o(1)
\]

uniformly over \( x \in (0, o(N^\theta)) \) where \( \xi_1, \xi_2, \ldots \) are independent and identically distributed as \( N(0, 1) \). Here \( \theta \) is a constant that satisfies

\[
\theta < \sup \left\{ q \in [0, 1/3) : \sum_{\nu=\lfloor N(1-3q)/5 \rfloor}^{\infty} \lambda_\nu = O(N^{-q}) \right\}
\]

when there exist infinitely many non-zero eigenvalues and \( \theta = 1/3 \) otherwise.

**Remark 3.1.** Although we restrict our attention to the two-sample \( V \)-statistic with a second-order kernel \( h^*(x_1, x_2; y_1, y_2) \), our result can be straightforwardly extended to higher-order kernels \( h^*(x_1, \ldots, x_r; y_1, \ldots, y_r) \) for some \( r \geq 3 \). The key idea is to consider Hoeffding’s decomposition of two-sample \( U \)-statistics (page 40 of Lee, 1990) and properly control the remainder terms (see, Drton et al., 2018, for one-sample case). Finally, using the relationship between \( U \)- and \( V \)-statistics (e.g. page 183 of Lee, 1990), one can derive the desired result for the \( V \)-statistic with a higher-order kernel. We do not pursue this direction here since the second-order kernel is enough for our application.

### 3.2 Gumbel limiting distribution

With the aid of Theorem 3.1, we are now ready to describe the limiting distribution of the proposed statistic under large \( K \) and large \( N \) situations. The main ingredient is Chen-Stein method for Poisson approximations (Arratia et al., 1989) that has been successfully applied to approximate the distribution of a maximum-type test statistic to a Gumbel distribution (e.g. Han et al., 2017; Drton et al., 2018). For sake of completeness, we state Theorem 1 of Arratia et al. (1989).

**Lemma 3.1** (Theorem 1 of Arratia et al. (1989)). Let \( \mathcal{I} \) be an arbitrary index set and for \( i \in \mathcal{I} \), let \( Y_i \) be a Bernoulli random variable with \( p_i = \mathbb{P}(Y_i = 1) > 0 \). For each \( i \in \mathcal{I} \),
Lemma 3.1 can be applied in our context with assume that sample case such that Theorem 3.2 is summarized as follows.

Let us denote the two-sample MMD statistic between $P_i$ and $P_j$ by $\hat{V}_{ij}^2$, that is $\hat{V}_{ij}^2 = \| n_i^{-1} \sum_{l=1}^{n_i} \psi(X_{li}) - n_j^{-1} \sum_{l=1}^{n_j} \psi(X_{lj}) \|^2_\mathcal{H}$. Assume the sample sizes are the same as $n := n_1 = \ldots = n_K$ for simplicity. Then based on the following key observation

$$\mathbb{P}(n\hat{V}_{\max}^2/2 \leq x) = \mathbb{P}\left\{ \sum_{1 \leq i < j \leq K} 1(n\hat{V}_{ij}^2/2 > x) = 0\right\},$$

Lemma 3.1 can be applied in our context with $W = \sum_{1 \leq i < j \leq K} 1(n\hat{V}_{ij}^2/2 > x)$ and $\lambda = \sum_{1 \leq i < j \leq K} \mathbb{P}(n\hat{V}_{ij}^2/2 > x)$. Ultimately the proof boils down to showing that $b_1, b_2, b_3$ converge to zero under appropriate conditions. This has been established in Appendix A and the result is summarized as follows.

**Theorem 3.2** (Gumbel limit). Suppose that (A1) and (A2) are fulfilled. Consider a balanced sample case such that $n := n_1 = \ldots = n_K$. Let $\theta$ be a constant chosen as in Theorem 3.1 and assume that $\log K = o(n^\theta)$. Then under the null hypothesis $P_1 = \ldots = P_K$, for any $y \in \mathbb{R}$,

$$\lim_{n,K \to \infty} \mathbb{P}\left(\frac{n\hat{V}_{\max}^2}{2\lambda_1} - 4\log K - (\mu_1 - 2) \log \log K \leq y\right) = \exp \left\{-\frac{2\mu_1^2 - 2\kappa}{\Gamma(\mu_1/2)} \exp \left(-\frac{y}{2}\right)\right\}$$

where $\kappa = \prod_{i=\mu_1+1}^{\infty} (1 - \lambda_i/\lambda_1)^{-1/2}$ and $\mu_1$ is the multiplicity of the largest eigenvalue among the sequence $\{\lambda_i\}_{i=1}^\infty$.

**Remark 3.2.** From Theorem 3.2, it is clear that we need to know or at least estimate a potentially infinite number of parameters $\{\lambda_i\}_{i=1}^\infty$ in order to implement the asymptotic test. Even if one has access to these eigenvalues, the asymptotic test might suffer from slow convergence. This means that the test can be too liberal or too conservative in finite sample size situations.

**Remark 3.3.** When the sample sizes are unbalanced, the limiting distribution of $\hat{V}_{\max}^2$ may not have an explicit expression as in Theorem 3.2. In particular, it depends on the limit values of $n_i/(n_i + n_j)$ for $1 \leq i < j \leq K$. To avoid this complication, we simply focus on the case of equal sample sizes and present the explicit formula for the limiting distribution. Nevertheless,
if we instead use the weighted $K$-sample statistic:

$$\max_{1 \leq i < j \leq K} \left( \frac{n_i n_j \hat{V}_{ij}^2}{n_i + n_j} \right),$$

we may obtain the same Gumbel limiting distribution as in Theorem 3.2 for general sample sizes.

### 3.3 Examples

In general, it is challenging to find closed-form expressions for $\{\lambda_v\}_{v=1}^{\infty}$ and $\{\varphi_v(\cdot)\}_{v=1}^{\infty}$ as they depend on the kernel as well as the underlying distribution. We end this section with two simple examples for which $\{\lambda_v\}_{v=1}^{\infty}$ and $\{\varphi_v(\cdot)\}_{v=1}^{\infty}$ are explicit. Based on these, we illustrate Theorem 3.2.

- **Linear kernel:** Suppose that $\{X_{1,1}, \ldots, X_{n,1}, \ldots, X_{1,K}, \ldots, X_{n,K}\}$ are independent and identically distributed as a multivariate normal distribution with mean zero and covariance matrix $\Sigma$. Suppose further that $\Sigma$ is a diagonal matrix whose diagonal entries are $\lambda_1 = \ldots = \lambda_{\mu_1} > \lambda_{\mu_1+1} \geq \ldots \geq \lambda_d > 0$ for some $\mu_1 \geq 1$. Let us consider the linear kernel given as $h(x_1, x_2) = x_1^\top x_2$. Then it is straightforward to see that the centered kernel in (4) has the eigenfunction decomposition as

$$\overline{h}(x_1, x_2) = \sum_{i=1}^{d} \lambda_i \varphi_i(x_1) \varphi_i(x_2) = \sum_{i=1}^{d} \lambda_i \left( \frac{x_1^{(i)}}{\sqrt{\lambda_i}} \right) \left( \frac{x_2^{(i)}}{\sqrt{\lambda_i}} \right),$$

where $x_1^{(i)}$ is the $i$th component of $x_1$. Under the given setting, $\{\varphi_1(X_{1,1}), \ldots, \varphi_d(X_{1,1})\}$ are independent and identically distributed as $N(0, 1)$. It can be shown that the conditions in Theorem 3.2 are satisfied with $\theta = 1/3$ under the Gaussian assumption. Thus the resulting test statistic converges to a Gumbel distribution as in Theorem 3.2.

- **Dirac kernel:** Suppose that $\{X_{1,1}, \ldots, X_{n,1}, \ldots, X_{1,K}, \ldots, X_{n,K}\}$ are independent and identically distributed on a discrete domain $\{1, \ldots, m\}$ with fixed $m$. Let $p_i$ be the probability of observing the value $i$ among $\{1, \ldots, m\}$ and consequently $\sum_{i=1}^{m} p_i = 1$. Consider a Dirac kernel $h(x_1, x_2) = \mathbb{1}(x_1 = x_2)$, which is a characteristic kernel on discrete domain (e.g. Muandet et al., 2016). Then

$$\overline{h}(x_1, x_2) = \sum_{i=1}^{m} \lambda_i \varphi_i(x_1) \varphi_i(x_2) = \sum_{i=1}^{m} \{\mathbb{1}(x_1 = i) - p_i\} \{\mathbb{1}(x_2 = i) - p_i\}.$$ 

In this case, we see that $\lambda_1 = \ldots = \lambda_m = 1$ and $\lambda_i = 0$ for $i > m$ and the eigenfunctions are bounded. Thus the conditions in Theorem 3.2 are satisfied with $\theta = 1/3$ and the resulting test statistic converges to a Gumbel distribution.
4 Concentration inequalities under permutations

So far we have demonstrated the limitations of the asymptotic approach to determine a critical value. Turning now to the permutation approach, we develop a concentration inequality for the permuted MMD statistic with an exponential tail bound. The result established here is especially useful for studying the type II error (or the power) of the proposed permutation test in Section 5. Our result can also be valuable in addressing the computational issue of the permutation test. As mentioned before, the permutation approach suffers from high computational cost as the number of all possible permutations increases very quickly with the sample size. As a result, it is common in practice to use Monte-Carlo sampling of random permutations to approximate the \( p \)-value of a permutation test. However, in some application areas such as genetic where extremely small \( p \)-values are of interest, the Monte-Carlo approach still requires heavy computations (Knijnenburg et al., 2009; He et al., 2019). Our concentration inequality has an exponential tail bound with completely known quantities. Based on this, one can find a sharp upper bound for the permutation \( p \)-value (or the permutation critical value) without any computational cost for permutations. We discuss this direction in more detail in Remark 4.2.

4.1 Bobkov’s inequality

Before we state the main result of this section, we introduce Bobkov’s inequality (Bobkov, 2004), which is the key ingredient of our proof. To state his result, we need to prepare some notation in advance. Consider a discrete cube given by

\[
G_{N,m} = \{ \mathbf{w} = (w_1, \ldots, w_N) \in \{0, 1\}^N : w_1 + \ldots + w_N = m \}.
\]

Note that for each \( \mathbf{w} \in G_{N,m} \), there are exactly \( m(N-m) \) neighbors \( \{s_{ij}\mathbf{w} \}_{i \in I(\mathbf{w}), j \in J(\mathbf{w})} \) where \( I(\mathbf{w}) = \{ i \leq m : w_i = 1 \} \) and \( J(\mathbf{w}) = \{ j \leq m : w_j = 0 \} \) such that \( (s_{ij}\mathbf{w})_r = w_r \) for \( r \neq i, j \) and \( (s_{ij}\mathbf{w})_i = w_j, (s_{ij}\mathbf{w})_j = w_i \). Now for a function \( f \) defined on \( G_{N,m} \), the Euclidean length of discrete gradient \( \nabla f(\mathbf{w}) \) is given as

\[
|\nabla f(\mathbf{w})|^2 = \sum_{i \in I(\mathbf{w})} \sum_{j \in J(\mathbf{w})} |f(\mathbf{w}) - f(s_{ij}\mathbf{w})|^2.
\]

For more details, we refer to Bobkov (2004). Then Bobkov’s inequality is stated as follows:

**Lemma 4.1** (Theorem 2.1 of Bobkov (2004)). For every real-valued function \( f \) on \( G_{N,m} \) and \( |\nabla f(\mathbf{w})| \leq \Sigma \) for all \( \mathbf{w} \),

\[
\mathbb{P}_w[f(\mathbf{w}) - \mathbb{E}_w\{f(\mathbf{w})\} \geq t] \leq \exp\{-Nt^2/(4\Sigma^2)\},
\]

where \( \mathbb{P}_w(\cdot) \) represents a counting probability measure on \( G_{N,m} \) and \( \mathbb{E}_w(\cdot) \) is the expectation associated with \( \mathbb{P}_w(\cdot) \).
4.2 Two-Sample Case

We first focus on the two-sample case. When $K = 2$, it is clear that the proposed test statistic becomes the $V$-statistic in Gretton et al. (2012) and

$$\hat{V}_{h,\max} = \frac{N}{n_1 n_2} \left\| \frac{1}{n_1} \sum_{l_1=1}^{n_1} \psi(X_{l_1}) - \frac{1}{N} \sum_{l_2=1}^{N} \psi(Z_l) \right\|_H = \frac{N}{n_1 n_2} \left\| \sum_{l=1}^{n_1} \psi(Z_l) \right\|_H,$$

(7)

where $\psi(Z_l) = \psi(Z_l) - \frac{1}{N} \sum_{j=1}^{N} \psi(Z_j)$. Recall that $b$ is a $N$-dimensional random vector uniformly distributed over $B_N$ in the permutation procedure. As before in Section 2.1, we denote the test statistic based on the permuted dataset $\{Z_{b_1}, \ldots, Z_{b_N}\}$ by

$$\hat{V}_{h,\max}^{(b)} := \frac{N}{n_1 n_2} \left\| \sum_{l=1}^{n_1} \psi(Z_{b_l}) \right\|_H.$$

We also denote the probability law under permutations (conditioned on $Z_1, \ldots, Z_N$) by $P^{(b)}(\cdot)$ and the expectation associated with $P^{(b)}(\cdot)$ by $E^{(b)}(\cdot)$.

It should be stressed that in the two-sample case, there exists $w \in G_{N,n_1}$ corresponding to each $b \in B_N$ such that

$$\hat{V}_{h,\max}^{(b)} = \hat{V}_{h,\max}^{[w]} := \frac{N}{n_1 n_2} \left\| \sum_{l=1}^{n_1} w_l \psi(Z_l) \right\|_H.$$

More importantly, both $\hat{V}_{h,\max}^{(b)}$ and $\hat{V}_{h,\max}^{[w]}$ have the same probability law when $b$ and $w$ are uniformly distributed over $B_N$ and $G_{N,n_1}$, respectively. In other words, we have

$$P^{(b)} \{ \hat{V}_{h,\max}^{(b)} - E^{(b)}(\hat{V}_{h,\max}^{(b)}) \geq t \} = P^{(w)} \{ \hat{V}_{h,\max}^{[w]} - E^{(w)}(\hat{V}_{h,\max}^{[w]}) \geq t \} \quad \text{for all } t \in \mathbb{R}.$$

This key observation allows us to apply Bobkov’s inequality to obtain a concentration inequality for the permuted test statistic in the following theorem.

**Theorem 4.1** (Concentration inequality for two-sample statistic). For $K = 2$, let $P^{(b)}$ be the uniform probability measure over permutations conditioned on $\{Z_1, \ldots, Z_N\}$. Let us write $\gamma_{1,2} = n_1 n_2 / (n_1 + n_2)^2$. Further denote $\tilde{h}(Z_i, Z_j) = h(Z_i, Z_i) + h(Z_j, Z_j) - 2h(Z_i, Z_j) \geq 0$ and

$$\tilde{\sigma}^2 = \frac{1}{N(N-1)} \sum_{i \neq j=1}^{N} \tilde{h}(Z_i, Z_j).$$

(8)

Then for all $t > 0$, we have

$$P^{(b)} \left( \hat{V}_{h,\max}^{(b)} \geq t + \sqrt{\frac{\tilde{\sigma}^2}{2N \gamma_{1,2}}} \right) \leq \exp \left( - \frac{N \gamma_{1,2} t^2}{2\tilde{\sigma}^2} \right).$$

(9)
Proof. From the previous discussion, it suffices to investigate a concentration inequality for \( f(\mathbf{w}) := \tilde{\psi}_{h_{\text{max}}}^{[\mathbf{w}]} \), which is uniformly distributed on \( \mathcal{G}_{N,n_1} \). Since Bobkov’s inequality holds for \( f(\mathbf{w}) \), all we need to do is to find meaningful bounds of the expected value of \( f(\mathbf{w}) \) and the Euclidean length of \( \nabla f(\mathbf{w}) \). We first bound the expected value of \( f(\mathbf{w}) \). Using the feature map representation of kernel \( h \), it is straightforward to see that

\[
\sum_{i=1}^{N} \| \psi(Z_i) \|_{\mathcal{H}}^2 = - \sum_{i \neq j=1}^{N} \langle \psi(Z_i), \psi(Z_j) \rangle_{\mathcal{H}} = \frac{1}{2N} \sum_{i \neq j=1}^{N} \tilde{h}(Z_i, Z_j). \tag{10}
\]

Then using Jensen’s inequality together with the above identities,

\[
\mathbb{E}_{\mathbf{w}} \left[ \left\| \sum_{i=1}^{N} w_i \psi(Z_i) \right\|_{\mathcal{H}}^2 \right] \leq \sqrt{\mathbb{E}_{\mathbf{w}} \left[ \left( \sum_{i=1}^{N} w_i^2 \| \psi(Z_i) \|_{\mathcal{H}}^2 + \sum_{i \neq j=1}^{N} w_i w_j \langle \psi(Z_i), \psi(Z_j) \rangle_{\mathcal{H}} \right) \right]}
\]

\[
\quad\quad = \sqrt{\frac{n_1}{N} \sum_{i=1}^{N} \| \psi(Z_i) \|_{\mathcal{H}}^2 + \frac{n_1(n_1 - 1)}{N(N - 1)} \sum_{i \neq j=1}^{N} \langle \psi(Z_i), \psi(Z_j) \rangle_{\mathcal{H}}}
\]

\[
\quad\quad = \sqrt{\frac{n_1 n_2}{2N^2(N - 1)} \sum_{i \neq j=1}^{N} \tilde{h}(Z_i, Z_j)}.
\]

By multiplying the scaling factor \( N/(n_1 n_2) \) on both sides, we have \( \mathbb{E}_{\mathbf{w}}[f(\mathbf{w})] \leq \sqrt{\sigma^2/(2N\gamma_{1,2})} \).

Next we bound \( |\nabla f(\mathbf{w})| \). Recall the definition of \( s_{i,j} \mathbf{w} \) in Section 4.1. Using the triangle inequality, we see that

\[
\left\| \frac{N}{n_1 n_2} \sum_{i=1}^{N} w_i \psi(Z_i) \right\|_{\mathcal{H}} - \frac{N}{n_1 n_2} \left\| \sum_{i=1}^{N} (s_{i,j} \mathbf{w}) \psi(Z_i) \right\|_{\mathcal{H}} \leq \frac{N}{n_1 n_2} \left\| \psi(Z_i) - \psi(Z_j) \right\|_{\mathcal{H}}.
\]

Based on this observation, one can find \( \Sigma \), which is independent of \( \mathbf{w} \), as

\[
|\nabla f(\mathbf{w})|^2 \leq \Sigma^2 := \frac{N^2}{n_1^2 n_2^2} \sum_{1 \leq i < j \leq N} \left\| \psi(Z_i) - \psi(Z_j) \right\|_{\mathcal{H}}^2 = \frac{N^2}{2n_1^2 n_2^2} \sum_{i \neq j=1}^{N} \tilde{h}(Z_i, Z_j),
\]

where the last equality uses the identities in (10). Now apply Bobkov’s inequality with the above pieces to obtain the desired result. \( \square \)

Remark 4.1. Before we move on, we make several comments on Theorem 4.1.

(a) The tail of the given concentration inequality solely relies on the variance term of the kernel. This is in sharp contrast to Hoeffding or Bernstein-type inequalities (e.g. Boucheron et al., 2013) that usually depend on the (possibly unknown) range of random variables.

(b) The given concentration inequality requires no assumption on random variables such as
boundedness or more generally sub-Gaussianity. Furthermore it only depends on known and easily computable quantities in practice.

(c) For $0 < \alpha < 1$, consider a test function $\phi_2 : \{Z_1, \ldots, Z_N\} \mapsto \{0, 1\}$ such that

$$\phi_2 = I\left\{ \hat{V}_{h,\max} \geq \sqrt{\frac{2\hat{\sigma}^2}{N\gamma_{1,2}}} \log \left( \frac{1}{\alpha} \right) + \sqrt{\frac{\hat{\sigma}^2}{2N\gamma_{1,2}}} \right\}.$$ 

As a corollary of Theorem 4.1, it can be seen that $\phi_2$ is a valid level $\alpha$ test whenever $\{Z_1, \ldots, Z_N\}$ are exchangeable.

(d) We stress that our test statistic is a degenerate two-sample $V$-statistic. Therefore, the previous studies on concentration inequalities for the permuted simple sum (e.g. Chatterjee, 2007; Adamczak et al., 2016; Albert, 2018) cannot be applied in our context.

4.2.1 Numerical Illustrations

We illustrate the usefulness of Theorem 4.1 via simulations. First of all, we can use Theorem 4.1 to compute an upper bound for the original permutation $p$-value. In detail, suppose that $n_1 = n_2$ with $N = n_1 + n_2$ for simplicity. Then it is straightforward to see that the permutation $p$-value is less than or equal to

$$p_{Bobkov} := \exp \left\{ -\frac{N^3}{32\hat{\sigma}^2} \left( \hat{V}_{h,\max} - \sqrt{\frac{2\hat{\sigma}^2}{N}} \right)^2 \right\}.$$ 

By the nature of the permutation test, $p_{Bobkov}$ is a valid $p$-value in any finite sample size in a sense that $\mathbb{P}(p_{Bobkov} \leq \alpha) \leq \alpha$ under $H_0$. Another way of obtaining a finite-sample valid $p$-value is to use an unconditional concentration inequality. For example, Gretton et al. (2012) employ McDiarmid’s inequality (McDiarmid, 1989) to have an concentration inequality for the MMD $V$-statistic with a bounded kernel. Based on Theorem 7 of Gretton et al. (2012) under the bounded kernel assumption $0 \leq h(x, y) \leq B$, another valid $p$-value can be obtained as

$$p_{McDiarmid} := \exp \left\{ -\frac{N}{8B} \left( \hat{V}_{h,\max} - 4\sqrt{\frac{2B}{N}} \right)^2 \right\}.$$ 

Both approaches provide exponentially decaying $p$-values in sample size but we should emphasize that $p_{Bobkov}$ does not require any moment conditions on the kernel. Even if the kernel is bounded, $p_{Bobkov}$ will be preferred to $p_{McDiarmid}$ when $\hat{\sigma}^2$ is much smaller than $B$. This point is illustrated under the following set-up.

Set-up. We consider two kernels: 1) energy distance kernel $h(x, y) = (\|x\|_2 + \|y\|_2 - \|x-y\|_2)/2$ and 2) linear kernel $h(x, y) = x^\top y$. Although these kernels are unbounded in general, they are bounded when the underlying distributions have compact support. For this purpose,
Figure 1: Comparisons between Bobkov’s inequality and McDiarmid inequality in their application to p-value evaluation. See Section 4.2.1 for details.

we consider two truncated normal distributions with the different location parameters $\mu_1 = 1$ and $\mu_2 = -1$ and the same scale parameter $\sigma^2 = 1$. We let both distributions have the same support as $[-5, 5]$ so that we can calculate the bound $B$ for each kernel. For each sample size $N$ among $\{100, 200, \ldots, 900, 1000\}$, the experiments were repeated 200 times to estimate the expected values of the $p$-values.

Results. In Figure 1, we present the simulation results of the comparison between $p_{\text{Bobkov}}$ and $p_{\text{McDiarmid}}$ under the described scenario. The $p$-values are displayed in log-scale for better visual comparison. Under the given setting, we observe that $\hat{\sigma}^2$ is much smaller than $B$ for both kernels, which in turns leads to a smaller value of $p_{\text{Bobkov}}$ compared to $p_{\text{McDiarmid}}$. It is worth noting that the benefit of using $p_{\text{Bobkov}}$ becomes more evident for unbounded random variables for which $p_{\text{McDiarmid}}$ is not even applicable.

Remark 4.2. The test based on $p_{\text{Bobkov}}$ may not be recommended when the sample size is small and the significance level $\alpha$ is of moderate size (e.g. $\alpha = 0.05$). In this case, the permutation test via Monte-Carlo simulations would be more satisfactory. However, when the sample size is large and the significance level is very small (e.g. $\alpha = 10^{-100}$), the Monte-Carlo approach would be computationally infeasible, requiring at least $\alpha^{-1}$ random permutations in order to reject $H_0$. In this large-sample and small $\alpha$ situation, the approach based on $p_{\text{Bobkov}}$ would be practically valuable, which does not require any computational cost on permutations.

4.3 $K$-Sample Case

Next we give a general result for arbitrary $K \geq 2$. Unfortunately, we cannot directly apply Bobkov’s inequality when $K > 2$ since the inequality holds only for a function $f(\omega)$ defined on a binary discrete cube. Our strategy to overcome this problem is to first apply Bobkov’s
inequality to each pairwise MMD test statistic and then aggregate the results via the union bound. To start, we introduce \( \hat{\sigma}^2_K \) in Algorithm 1 that generalizes \( \hat{\sigma}^2 \) to the \( K \)-sample case.

**Algorithm 1: Calculation of \( \hat{\sigma}^2_K \)**

**Require:** the pooled samples \( \{Z_1, \ldots, Z_N\} \), the number of samples \( n_1, \ldots, n_K \).

1. Calculate \( \tilde{h}(Z_i, Z_j) \) for \( 1 \leq i \neq j \leq N \).
2. Sort and denote the previous outputs by \( \tilde{h}[1] \geq \ldots \geq \tilde{h}[N(N-1)] \).
3. Compute \( \hat{\sigma}^2_K := \max_{1 \leq i < j \leq K} \hat{\sigma}^2_{ij} \) where \( \hat{\sigma}^2_{ij} \) is the sample average of \( \tilde{h}[1], \tilde{h}[2], \ldots, \tilde{h}[(n_i+n_j)(n_i+n_j-1)] \).
4. Return \( \hat{\sigma}^2_K \).

It can be seen that \( \hat{\sigma}^2_K \) is the same as \( \hat{\sigma}^2 \) in (8) when \( K = 2 \) and can be computed in quadratic time for large \( K \). Using \( \hat{\sigma}^2_K \), we extend Theorem 4.1 as follows.

**Theorem 4.2** (Concentration inequality for \( K \)-sample statistic). For \( K \geq 2 \), let \( \mathbb{P}_b \) be the uniform probability measure over permutations conditioned on \( \{Z_1, \ldots, Z_N\} \). For distinct \( i, j \in \{1, \ldots, K\} \), let \( \gamma_{i,j} = n_i n_j / (n_i + n_j)^2 \) and consider \( \hat{\sigma}^2_K \) in Algorithm 1. Then for any \( t \geq 0 \),

\[
\mathbb{P}_b \left\{ \tilde{V}_{\text{h,max}}^{(b)} \geq t + \max_{1 \leq i < j \leq K} \sqrt{\frac{\hat{\sigma}^2_K}{2(n_i + n_j)\gamma_{i,j}}} \right\} \leq \left( \frac{K}{2} \right) \exp \left\{ - \min_{1 \leq i < j \leq K} \frac{(n_i + n_j)\gamma_{i,j}^2 t^2}{2\hat{\sigma}^2_K} \right\}.
\]

(11)

**Proof.** For a given permutation \( b \in \mathcal{B}_N \), denote \( \tilde{V}_{ij}^{(b)} = \left\| \frac{1}{n_i} \sum_{l=1}^{n_i} \psi(Z_{b_{m_{i-1}+l}}) - \frac{1}{n_j} \sum_{l=1}^{n_j} \psi(Z_{b_{m_{j-1}+l}}) \right\|_\mathcal{H} \) where \( m_{i-1} = \sum_{k=1}^{i-1} n_k \). Based on the triangle inequality and the union bound, observe that

\[
\mathbb{P}_b \left\{ \tilde{V}_{\text{h,max}}^{(b)} \geq t + \max_{1 \leq i < j \leq K} \sqrt{\frac{\hat{\sigma}^2_K}{2(n_i + n_j)\gamma_{i,j}}} \right\} \\
\leq \mathbb{P}_b \left( \max_{1 \leq i < j \leq K} \left\{ \tilde{V}_{ij}^{(b)} - \sqrt{\frac{\hat{\sigma}^2_K}{2(n_i + n_j)\gamma_{i,j}}} \right\} \geq t \right) \\
\leq \sum_{1 \leq i < j \leq K} \mathbb{P}_b \left\{ \tilde{V}_{ij}^{(b)} \geq t + \sqrt{\frac{\hat{\sigma}^2_K}{2(n_i + n_j)\gamma_{i,j}}} \right\}.
\]

(12)

Let \( \tilde{Z} = \{\tilde{Z}_1, \ldots, \tilde{Z}_{n_i+n_j}\} \) be the \( n_i + n_j \) samples uniformly drawn from \( \{Z_1, \ldots, Z_N\} \) without replacement. Write

\[
\tilde{V}_{ij}^{(w)} = \frac{n_i + n_j}{n_i n_j} \left\| \sum_{l=1}^{n_i+n_j} w_l \left\{ \psi(\tilde{Z}_l) - \frac{1}{n_i + n_j} \sum_{k=1}^{n_i+n_j} \psi(\tilde{Z}_k) \right\} \right\|_\mathcal{H}
\]
where \( w = \{w_1, \ldots, w_{n_1+n_j}\} \) is a set of Bernoulli random variables uniformly distributed on \( G_{n_1+n_j,n_i} \) as before. Then by the law of total expectation and a slight modification of the proof of Theorem 4.1, it can be seen that

\[
P_b(\hat{V}_{i,j}^{(b)} \geq t + \sqrt{\frac{2\hat{\sigma}_K^2}{2(n_i+n_j)\gamma_{i,j}}}) = E_Z \left[ P_w(\hat{V}_{i,j}(w) \geq t + \sqrt{\frac{2\hat{\sigma}_K^2}{2(n_i+n_j)\gamma_{i,j}}} | Z) \right]
\]

\[
\leq E_Z \left[ \exp \left\{ -\frac{(n_i+n_j)\gamma_{i,j}^2 t^2}{2\hat{\sigma}_K^2} \right\} \right]
\]

\[
= \exp \left\{ -\frac{(n_i+n_j)\gamma_{i,j}^2 t^2}{2\hat{\sigma}_K^2} \right\}
\]

where the last equality follows since \( \hat{\sigma}_K^2 \) is invariant to the choice of \( \tilde{Z} \). By putting this result into the right-hand side of (12), the proof is complete.

\[\square\]

**Remark 4.3.** We provide some comments on Theorem 4.2.

(a) When \( K = 2 \), the concentration inequality given in (11) recovers the one in (9).

(b) One can replace \( \hat{\sigma}_K^2 \) with \( \max_{1 \leq i < j \leq N} \tilde{h}(Z_i, Z_j) \) in (11), which takes less time to compute, but at the expense of the loss of the tightness.

(c) As before in the two-sample case, the proposed \( K \)-sample concentration inequality is valid without any moment condition and it depends solely on known and easily computable quantities.

(d) Consider a test function \( \phi_K : \{Z_1, \ldots, Z_N\} \mapsto \{0, 1\} \) such that

\[
\phi_K = I \left[ \hat{V}_{h,\max} \geq \max_{1 \leq i < j \leq K} \left\{ \frac{2\hat{\sigma}_K^2}{(n_i+n_j)\gamma_{i,j}} \right\} \log \left\{ \frac{K}{2} \right\} + \max_{1 \leq i < j \leq K} \left\{ \frac{\hat{\sigma}_K^2}{2(n_i+n_j)\gamma_{i,j}} \right\} \right].
\]

As a corollary of Theorem 4.2, it can be seen that \( \phi_K \) is a valid level \( \alpha \) test whenever \( \{Z_1, \ldots, Z_N\} \) are exchangeable.

### 5 Power Analysis

In this section, we study the power of the permutation test based on the proposed test statistic and prove its minimax rate optimality against certain sparse alternatives. Throughout this section, we need the following assumptions:

**B1.** Assume that kernel \( h \) is uniformly bounded by \( 0 \leq h(x, y) \leq B \) for all \( x, y \in \mathcal{X} \).

**B2.** There exists a fixed constant \( c > 0 \) such that \( n_{\max}/n_{\min} \leq c \) for any sample sizes where \( n_{\max} \) and \( n_{\min} \) are the maximum and the minimum of \( \{n_1, \ldots, n_K\} \) respectively.
Note that the assumption \((B1)\) is satisfied by some widely used kernels e.g. Gaussian and Laplace kernels. It can also be satisfied by many other kernels when the underlying distributions have compact support. The second assumption \((B2)\) states that \(n_1, \ldots, n_K\) are well-balanced. This assumption, for example, holds for the equal sample sizes with \(c = 1\).

5.1 Power of the permutation test

Let \(\mathcal{P}\) be the set of all distributions on \((\mathcal{X}, \mathcal{B})\). For a given positive sequence \(\epsilon_N\) and kernel \(h\), let us define a class of sparse alternatives:

\[
\mathcal{F}_h(\epsilon_N) = \{ (P_1, \ldots, P_K) \in \mathcal{P} : \max_{1 \leq i < j \leq K} V_{ij} \geq \epsilon_N \}, \tag{13}
\]

where \(V_{ij} = V_h(P_i, P_j)\) for simplicity. The main goal of this subsection is to characterize the conditions under which the permutation test can be uniformly powerful over \(\mathcal{F}_h(\epsilon_N)\).

We start by providing one lemma, which states that \(\max_{1 \leq i < j \leq K} |\hat{V}_{ij} - V_{ij}|\) is bounded by \(C\sqrt{\log K/n_{\min}}\) for some constant \(C\) with high probability.

**Lemma 5.1.** Suppose \((B1)\) holds and recall \(\hat{V}_{ij} = \|n_i^{-1} \sum_{l=1}^{n_i} \psi(X_{l,i}) - n_j^{-1} \sum_{l=1}^{n_j} \psi(X_{l,j})\|_H\). Then with probability at least \(1 - \beta\) where \(0 < \beta < 1\), we have

\[
\max_{1 \leq i < j \leq K} |\hat{V}_{ij} - V_{ij}| \leq 4\sqrt{\frac{B}{n_{\min}}} + 2\sqrt{\frac{B}{n_{\min}} \log \left\{ \frac{2K}{\beta} \right\}}.
\]

**Proof.** Using Theorem 7 of Gretton et al. (2012), one can obtain

\[
P \left( |\hat{V}_{ij} - V_{ij}| \geq 2\sqrt{n_i^{-1}B + 2\sqrt{n_j^{-1}B + t}} \right) \leq 2 \exp \left\{ - \frac{(n_i + n_j)\gamma_{ij}t^2}{2B} \right\}.
\]

Then the result follows by applying the union bound as in Theorem 4.2 and the following inequality

\[
\min_{1 \leq i < j \leq K} (n_i + n_j)\gamma_{ij} \geq \frac{n_{\min}}{2}.
\]

By building on Theorem 4.2 and Lemma 5.1, we prove the uniform consistency of the permutation test against \(\mathcal{F}_h(\epsilon_N)\) when \(\epsilon_N\) is much larger than \(\sqrt{\log K/n_{\min}}\). We provide the proof in Appendix A.

**Theorem 5.1 (Uniform consistency of the original permutation test).** Assume that \((B1)\) and \((B2)\) are fulfilled. Denote the permutation test function by \(\phi_{K,\text{perm}} = 1(p_{\text{perm}} \leq \alpha)\) where \(p_{\text{perm}}\) is given in (1). Then under \(H_1\),

\[
\limsup_{n_{\min} \to \infty} \sup_{(P_1, \ldots, P_K) \in \mathcal{F}_h(b\sqrt{n_{\min}})} P(\phi_{K,\text{perm}} = 0) = 0,
\]

where \(r_N^* = \sqrt{\log K/n_{\min}}\) and \(b_N\) is an arbitrary sequence that goes to infinity as \(n_{\min}, K \to \infty\).
Next by using Dvoretzky–Kiefer–Wolfowitz (DKW) inequality (e.g. Massart, 1990), we extend the previous result to the randomized permutation test.

**Corollary 5.1** (Uniform consistency of the randomized permutation test). Assume that (B1) and (B2) are fulfilled. Denote the Monte-Carlo-based permutation test function by \( \phi_{K,MC} = 1(p_{MC} \leq \alpha) \) where \( p_{MC} \) is given in (2). Then under \( H_1 \),

\[
\lim_{M \to \infty} \limsup_{n_{\min} \to \infty} \sup_{(P_1, \ldots, P_K) \in \mathcal{F}_h(b_N r_N^*)} \mathbb{P}(\phi_{K,MC} = 0) = 0,
\]

where \( r_N^* = \sqrt{\log K/n_{\min}} \) and \( b_N \) is an arbitrary sequence that goes to infinity as \( n_{\min}, K \to \infty \).

### 5.2 Minimax rate optimality

Theorem 5.1 as well as Corollary 5.1 show that the original and randomized permutation tests can be uniformly powerful over \( \mathcal{F}_h(b_N r_N^*) \) when \( b_N \) is sufficiently large. In this subsection, we focus on the MMD associated with a translation invariant kernel defined on \( \mathbb{R}^d \) and further show that the previous result cannot be improved from a minimax point of view. A kernel \( h : \mathbb{R}^d \times \mathbb{R}^d \mapsto \mathbb{R} \) is called *translation invariant* if there exists a symmetric positive definite function \( \varphi : \mathbb{R}^d \mapsto \mathbb{R} \) such that \( \varphi(x - y) = h(x, y) \) for all \( x, y \in \mathbb{R}^d \) (Tolstikhin et al., 2017).

Then our result is stated as follows.

**Theorem 5.2.** Let \( 0 < \alpha < 1 \) and \( 0 < \zeta < 1 - \alpha \). Suppose that \( n_{\min} \to \infty \) and \( K \to \infty \). Consider the class of sparse alternatives \( \mathcal{F}_h(\epsilon_N) \) defined with a translation invariant kernel \( h \) on \( \mathbb{R}^d \). Assume that there exists \( z \in \mathbb{R}^d \) and \( \kappa_1, \kappa_2 > 0 \) such that \( \varphi(0) - \varphi(z) \geq \kappa_1 \) and \( r_N^* \leq \kappa_2 \) for all \( n_{\min} \). Further assume that (B1) and (B2) hold. Then under \( H_1 \), there exists a small constant \( b > 0 \) such that

\[
\liminf_{n_{\min} \to \infty} \inf_{\phi \in \Phi_N(\alpha)} \sup_{(P_1, \ldots, P_K) \in \mathcal{F}_h(b_N r_N^*)} \mathbb{P}(\phi = 0) \geq \zeta,
\]

where \( \Phi_N(\alpha) \) is the set of all level \( \alpha \) test functions such that \( \phi : \{Z_1, \ldots, Z_N\} \mapsto \{0, 1\} \).

**Remark 5.1.** The results in Theorem 5.1 and Theorem 5.2 imply that the proposed permutation test is not only consistent but also minimax rate optimal against the considered sparse alternatives. As far as we are aware, this is the first time that the power of the permutation test is theoretically analyzed under large \( N \) and large \( K \) situations.

### 6 Simulations

In this section, we demonstrate the finite-sample performance of the proposed approach via simulations. We consider two characteristic kernels for our test statistic; 1) Gaussian kernel and 2) energy distance kernel. Gaussian kernel is given by \( h(x, y) = \exp(-\|x - y\|_2^2/\sigma) \) for
which we choose the tuning parameter $\sigma$ by the median heuristic (Gretton et al., 2012). On the other hand, Energy distance kernel is given by $h(x, y) = (\|x\|_2 + \|y\|_2 - \|x - y\|_2)/2$ as before. Note that the MMD statistic with energy distance kernel is equivalent to the energy statistic (Székely et al., 2004; Baringhaus and Franz, 2004) in the two-sample case.

6.1 Other multivariate $K$-sample tests

We compare the performance of the proposed tests with two multivariate $K$-sample tests. The first one is the test based on DISCO statistic proposed by Rizzo et al. (2010). Let $E_{ij,\alpha'}$ be the $\alpha'$-energy statistic between $P_i$ and $P_j$ given by

$$E_{ij,\alpha'} = \frac{2}{n_i n_j} \sum_{l_1 = 1}^{n_i} \sum_{l_2 = 1}^{n_j} g_{\alpha'}(X_{l_1,i}, X_{l_2,j}) - \frac{1}{n_i^2} \sum_{l_1, l_2 = 1}^{n_i} g_{\alpha'}(X_{l_1,i}, X_{l_2,i}) - \frac{1}{n_j^2} \sum_{l_1, l_2 = 1}^{n_j} g_{\alpha'}(X_{l_1,j}, X_{l_2,j}),$$

where $g_{\alpha'}(x, y) = \|x - y\|_2^{\alpha'}$. Let us write the between-sample and within-sample dispersions by $S_{\alpha'} = K^{-1} \sum_{1 \leq i < j \leq K} E_{ij,\alpha'}$ and $W_{\alpha'} = 2^{-1} \sum_{i = 1}^{K} n_i^{-1} \sum_{l_1, l_2 = 1}^{n_i} g_{\alpha'}(X_{l_1,i}, X_{l_2,i})$. Then DISCO statistic is defined as ratio of the between-sample dispersion to the within-sample dispersion, that is

$$D_\gamma = \frac{S_{\alpha'}}{W_{\alpha'}}.$$

The second test, proposed by Hušková and Meintanis (2008), is based on the empirical characteristic functions. For a given $\alpha'' \in \mathbb{R}$, Hušková and Meintanis (2008) consider the weighted $L_2$ distance between empirical characteristic functions as their test statistic, that is

$$H_{\alpha''} = \frac{1}{N} \left( \sum_{i = 1}^{K} \frac{N - n_i}{n_i} \sum_{l_1, l_2 = 1}^{n_i} e^{-\|X_{l_1,i} - X_{l_2,i}\|_2^2/4\alpha''} - \sum_{1 \leq i \neq j \leq K} \frac{n_i}{n_i} \sum_{l_1, l_2 = 1}^{n_j} e^{-\|X_{l_1,i} - X_{l_2,j}\|_2^2/4\alpha''} \right).$$

Hušková and Meintanis (2008) consider $\alpha'' = 1, 1.5, 2$ in their simulation study. Throughout our simulations, we choose $\alpha' = 1$ for $D_{\alpha'}$ and $\alpha'' = 1.5$ for $H_{\alpha''}$ and reject the null for large values of $D_{\alpha'}$ and $H_{\alpha''}$.

We also attempted to consider the graph-based $K$-sample test recently developed by Mukhopadhyay and Wang (2018). To implement their test, we used the R package provided by the same authors. Unfortunately, their method was not applicable when $K$ is large due to numerical overflow in computing orthogonal polynomials. Hence we focus on the first two methods described in this subsection and compare them with the proposed tests against sparse alternatives.

6.2 Set-up

Let us denote a multivariate normal distribution with mean vector $\mu$ and covariance matrix $\Sigma$ by $N(\mu, \Sigma)$. Similarly we denote a multivariate Laplace distribution with mean vector $\mu$.
and covariance matrix $\Sigma$ by $L(\mu, \Sigma)$. The performance of the considered tests are examined under the following sparse alternatives:

(a) **Normal Location**: $P_1 = N(\delta_1, I_d)$ and $P_2 = \ldots = P_K = N(\delta_0, I_d)$,

(b) **Normal Scale**: $P_1 = N(\delta_0, 3 \times I_d)$ and $P_2 = \ldots = P_K = N(\delta_0, I_d)$,

(c) **Laplace Location**: $P_1 = L(\delta_1, 2, I_d)$ and $P_2 = \ldots = P_K = L(\delta_0, I_d)$,

(d) **Laplace Scale**: $P_1 = L(\delta_0, 3 \times I_d)$ and $P_2 = \ldots = P_K = L(\delta_0, I_d)$,

where $\delta_b = (b, \ldots, b)^\top$ and $I_d$ is the $d$-dimensional identity matrix. In words, we consider the sparse alternatives where only one of the distributions differs from the other $K-1$ distributions. Consequently, the signal is getting sparser as $K$ increases. Throughout our experiments, we fix sample sizes $n_1 = n_2 = \ldots = n_K = 10$ and dimension $d = 5$ while increasing the number of distributions $K \in \{2, 20, 40, 60, 80, 100\}$. All tests were implemented via the randomized permutation procedure with 200 random permutations and repeated 800 times to estimate the power at significance level $\alpha = 0.05$.

### 6.3 Results

From the results presented in Figure 2, we observe that the tests based on $D_{\alpha'}$ and $H_{\alpha''}$ have consistently decreasing power as $K$ increases in all scenarios. This can be explained by the fact that $D_{\alpha'}$ and $H_{\alpha''}$ are defined as an average between pairwise distances. Under the given sparse scenario, the average of pairwise distances, which is a signal to reject $H_0$, decreases as $K$ increases. Hence the resulting tests based on $D_{\alpha'}$ and $H_{\alpha''}$ suffer from low power in large $K$. On the other hand, the proposed tests show robust performance to the number of distributions $K$ under the given setting. They in fact have power very close to one even when $K$ is considerably large, which emphasizes the benefit of using the maximum-type statistic against sparse alternatives.

### 7 Conclusion

In this paper, we introduced a new nonparametric $K$-sample test based on the maximum mean discrepancy. The limiting distribution of the proposed test statistic was derived based on Cramér-type moderate deviation for degenerate two-sample $V$-statistics. Unfortunately, the limiting distribution relies on an infinite number of nuisance parameters, which are intractable in general. Due to this challenge, we considered the permutation approach to determine the cut-off value of the test. We provided a concentration inequality for the proposed test statistic with a sharp exponential tail bound under permutations. On the basis of this result, we studied the power of the permutation test in large $K$ and large $N$ situations and further proved its minimax rate optimality under some regularity conditions. From our simulation studies, the proposed test is shown to be powerful against sparse alternatives where the previous methods
Figure 2: Empirical power comparisons of the considered tests against (a) Normal location, (b) Normal scale, (c) Laplace location, (d) Laplace scale alternatives. We refer to the tests based on $\hat{V}_{h,\max}$ with Gaussian kernel and energy distance kernel as MaxGau and MaxEng, respectively. In addition, the tests based on $D_{\alpha'}$ and $H_{\alpha''}$ are referred to as DISCO and ECF, respectively. See Section 6 for details.

suffer from low power. These findings suggest that our method will be useful in application areas where only a small number of populations differ from the others.

The power analysis in Section 5 relies on the assumption that a kernel is uniformly bounded. Although some of the popular kernels satisfy this assumption, our result cannot be applied to unbounded cases. One possible way to address this issue is to impose appropriate moment conditions on a kernel and utilize a suitable concentration inequality (e.g. a modified McDiarmid’s inequality in Kontorovich, 2014) to obtain a similar result to Lemma 5.1. This topic is reserved for future work.
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In this section, we collect the proofs of the theorems in the main text. Throughout this section, we use $C_1, C_2, \ldots$ to denote some constants that may change from line to line.

### A.1 Proof of Theorem 3.1

The following proof is built upon the proof of Theorem 4.1 of Drton et al. (2018) and extends theirs to two-sample $V$-statistics and unbounded eigenfunctions. We start with another representation of $\hat{V}_{12}^2$ in terms of $\lambda_v \{ \psi_v \}_{v=1}^{\infty}$ and $\{ \phi_v (\cdot) \}_{v=1}^{\infty}$. Since $h(z_1, z_2)$ is symmetric in its arguments, $\hat{V}_{12}^2$ can also be represented in terms of the centered kernel as

$$
\hat{V}_{12}^2 = \frac{1}{n_1^2} \sum_{i,j=1}^{n_1} h(X_{i,1}, X_{j,1}) + \frac{1}{n_2^2} \sum_{i,j=1}^{n_2} h(X_{i,2}, X_{j,2}) - \frac{2}{n_1 n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} h(X_{i,1}, X_{j,2}).
$$

Furthermore, based on the decomposition given in (4), $\hat{V}_{12}^2$ can be written as

$$
\hat{V}_{12}^2 = \sum_{v=1}^{\infty} \lambda_v \left( \frac{1}{n_1} \sum_{i=1}^{n_1} \psi_v (X_{i,1}) - \frac{1}{n_2} \sum_{i=1}^{n_2} \psi_v (X_{i,2}) \right)^2.
$$

In what follows, we consider two different cases: 1) $x$ is bounded and 2) $x$ tends to infinity and prove Theorem 3.1 under each scenario.

**Case 1: $x$ is bounded**
First write the corresponding degenerate two-sample $U$-statistic by

\[
\hat{U}_{12} = \frac{1}{n_1(n_1 - 1)} \sum_{1 \leq i \neq j \leq n_1} \bar{h}(X_{i,1}, X_{j,1}) + \frac{1}{n_2(n_2 - 1)} \sum_{1 \leq i \neq j \leq n_2} \bar{h}(X_{i,2}, X_{j,2}) \\
- \frac{2}{n_1 n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \bar{h}(X_{i,1}, X_{j,2}).
\]

Then using the result on Chapter 3 of Bhat (1995),

\[
\frac{n_1 n_2}{N} \hat{U}_{12} \xrightarrow{d} \sum_{v=1}^{\infty} \lambda_v (\xi_v^2 - 1).
\]

Now the difference between the $V$-statistic and $U$-statistic is

\[
\hat{V}_{12}^2 - \hat{U}_{12} = \frac{1}{n_1} \sum_{i=1}^{n_1} \bar{h}(X_{i,1}, X_{i,1}) + \frac{1}{n_2} \sum_{i=1}^{n_2} \bar{h}(X_{i,2}, X_{i,2}) \\
- \frac{1}{n_1^2(n_1 - 1)} \sum_{1 \leq i \neq j \leq n_1} \bar{h}(X_{i,1}, X_{j,1}) - \frac{1}{n_2^2(n_2 - 1)} \sum_{1 \leq i \neq j \leq n_2} \bar{h}(X_{i,2}, X_{j,2}).
\]

Under the assumption that $\mathbb{E}[|\bar{h}(X_1, X_1)|] < \infty$, we apply the strong law of large numbers for $U$-statistics (e.g. Theorem A of Section 5.4 in Serfling, 1980) to have

\[
\frac{n_1 n_2}{N} \left( \hat{V}_{12}^2 - \hat{U}_{12} \right) \xrightarrow{a.s} \mathbb{E}[\bar{h}(X_1, X_1)] = \sum_{v=1}^{\infty} \lambda_v.
\]

Hence we establish that

\[
\frac{n_1 n_2}{N} \hat{V}_{12}^2 \xrightarrow{d} \sum_{v=1}^{\infty} \lambda_v \xi_v^2,
\]

which leads to (6) for any bounded $x$.

**Case 2: $x$ tends to infinity**

Next we focus on the case where $x$ tends to infinity at a certain rate. To start, for a sufficiently large positive integer $T$ to be specified later, let us define the truncated statistic

\[
\hat{V}_T^2 = \sum_{v=1}^{T} \lambda_v \left( \frac{1}{\sqrt{n_1}} \sum_{i=1}^{n_1} \varphi_v(X_{i,1}) - \frac{1}{\sqrt{n_2}} \sum_{i=1}^{n_2} \varphi_v(X_{i,2}) \right)^2.
\]
Based on Slutsky’s argument,
\[
\mathbb{P}\left( \frac{n_1 n_2}{N} \hat{V}_{12}^2 \geq x \right) \leq \mathbb{P}\left( \frac{n_1 n_2}{N} \tilde{V}_{12}^2 \geq x - \epsilon_1 \right) + \mathbb{P}\left\{ \left| \frac{n_1 n_2}{N} \left( \hat{V}_{12}^2 - \tilde{V}_{12}^2 \right) \right| \geq \epsilon_1 \right\} 
\]
\[\neq (I) + (II) \text{ (say).}\]

Here and hereafter \( \epsilon_1, \epsilon_2, \epsilon_3 \) are some positive constants that will be specified later. Let us rewrite
\[
\sqrt{\frac{\lambda_1}{n_1}} \sum_{i=1}^{n_1} \varphi_{i1}(X_{i1}) - \sqrt{\frac{\lambda_2}{n_2}} \sum_{i=1}^{n_2} \varphi_{i2}(X_{i2}) = \sum_{j=1}^{N} \sqrt{\lambda_i} w_i \varphi_i(Z_i)
\]
where
\[
(w_1, \ldots, w_N) = (n_1^{-1/2}, \ldots, n_1^{-1/2}, -n_2^{-1/2}, \ldots, -n_2^{-1/2}),
\]
\[
(Z_1, \ldots, Z_N) = (X_{11}, \ldots, X_{n1,1}, X_{1,2}, \ldots, X_{n2,2}).
\]

Further let \( \varphi_{1,\ldots,T}^\lambda(Z_i) = (\sqrt{\lambda_1} w_i \varphi_1(Z_i), \ldots, \sqrt{T \lambda_i} w_i \varphi_T(Z_i))^\top \). For each \( i = 1, \ldots, N \), we verify the multivariate Bernstein condition used in Zaitsev (1987). Specifically, for any \( u, v \in \mathbb{R}^T \) and \( m = 3, 4, \ldots, \), we have that
\[
|\mathbb{E}\left[ \{\varphi_{1,\ldots,T}^\lambda(Z_i)^\top u\}^2 \{\varphi_{1,\ldots,T}^\lambda(Z_i)^\top v\}^{m-2} \right]| 
\]
\[\leq (i) \left( \sqrt{\frac{\lambda_1}{n_1}} + \sqrt{\frac{\lambda_2}{n_2}} \right)^m |\mathbb{E}\left[ \{\varphi_{1,\ldots,T}^\lambda(Z_i)^\top u\}^2 \{\varphi_{1,\ldots,T}^\lambda(Z_i)^\top v\}^{m-2} \right]| 
\]
\[\leq (ii) \left( \sqrt{\frac{\lambda_1}{n_1}} + \sqrt{\frac{\lambda_2}{n_2}} \right)^m \gamma^m m^m \|u\|_2^2 \|v\|_2^{m-2} 
\]
\[\leq (iii) \left( \sqrt{\frac{\lambda_1}{n_1}} + \sqrt{\frac{\lambda_2}{n_2}} \right)^m \gamma^m m! \|v\|_2^{m-2} \mathbb{E}\left[ \{\varphi_{1,\ldots,T}^\lambda(Z_i)^\top u\}^2 \right] 
\]
where
- \( (i) \) follows since \( \lambda_1 \leq \lambda_2 \leq \ldots \) and \( \max\{1/\sqrt{n_1}, 1/\sqrt{n_2}\} \leq 1/\sqrt{n_1} + 1/\sqrt{n_2} \).
- \( (ii) \) uses the condition (A2).
- \( (iii) \) uses \( m! \geq m^{m/2} \) for all \( m \geq 3 \) and \( \mathbb{E}\left[ \{\varphi_{1,\ldots,T}^\lambda(Z_i)^\top u\}^2 \right] = \|u\|_2^2 \).

Thus together with the assumption that \( C_1^{-1} n_1/n_2 \leq C_1 \), the multivariate Bernstein condition in Zaitsev (1987) is fulfilled with his notation \( \tau = C_2 N^{-1/2} \) for sufficiently large \( C_2 \).
Consequently, we can apply Theorem 1.1 of Zaitsev (1987) to show that

\[
\Pr \left( \frac{n_1n_2c_2}{N} \hat{V}_T^2 \geq x - \epsilon_1 \right) \leq \Pr \left[ \sum_{v=1}^T \lambda_v \xi_v^2 \geq \{(x - \epsilon_1)^{1/2} - \epsilon_2\}^2 \right] \\
+ C_3 T^{5/2} \exp \left( -\frac{\sqrt{N}\epsilon_2}{C_4 T^{5/2}} \right).
\]

By applying Slutsky’s argument again, the first term is bounded by

\[
\Pr \left[ \sum_{v=1}^T \lambda_v \xi_v^2 \geq \{(x - \epsilon_1)^{1/2} - \epsilon_2\}^2 \right] \leq \Pr \left[ \sum_{v=1}^\infty \lambda_v \xi_v^2 \geq \{(x - \epsilon_1)^{1/2} - \epsilon_2 - \epsilon_3\}^2 \right] \\
+ \Pr \left( \left| \sum_{v=T+1}^\infty \lambda_v \xi_v^2 \right| \geq \epsilon_3 \right).
\]

For a random variable \(X\), let us denote the sub-Gaussian norm and sub-exponential norm by \(\|X\|_{\psi_2} := \inf \{t > 0 : \mathbb{E}[\exp(X^2/t^2)] \leq 2\}\) and \(\|X\|_{\psi_1} := \inf \{t > 0 : \mathbb{E}[\exp(|X|/t)] \leq 2\}\), respectively. By the property of the norm, Example 2.5.8 of Vershynin (2018) and Lemma 2.7.6 of Vershynin (2018), we observe that

\[
\left\| \sum_{v=T+1}^\infty \lambda_v \xi_v^2 \right\|_{\psi_2} \leq \sum_{v=T+1}^\infty \lambda_v \left\| \xi_v^2 \right\|_{\psi_1} \leq \sum_{v=T+1}^\infty \lambda_v \left\| \xi_v \right\|_{\psi_2} \leq C_5 \sum_{v=T+1}^\infty \lambda_v.
\]

Then by Proposition 2.7.1 of Vershynin (2018),

\[
\Pr \left( \left| \sum_{v=T+1}^\infty \lambda_v \xi_v^2 \right| \geq \epsilon_3 \right) \leq 2 \exp \left( -\frac{\epsilon_3}{C_5 \sum_{v=T+1}^\infty \lambda_v} \right).
\]

Thus

\[
(I) \leq \Pr \left[ \sum_{v=1}^\infty \lambda_v \xi_v^2 \geq \{(x - \epsilon_1)^{1/2} - \epsilon_2 - \epsilon_3\}^2 \right] \\
+ C_3 T^{5/2} \exp \left( -\frac{\sqrt{N}\epsilon_2}{C_4 T^{5/2}} \right) + 2 \exp \left( -\frac{\epsilon_3}{C_5 \sum_{v=T+1}^\infty \lambda_v} \right).
\]

Next we focus on the term \((II)\). Note that the multivariate moment condition in (5) implies the univariate sub-Gaussian condition for \(\varphi_v(X_1)\) and \(v = 1, 2, \ldots\). That is, there exists a constant \(C_6 > 0\) independent of \(v\) such that

\[
\mathbb{E}[\{\varphi_v(X_1)\}^m] \leq C_6 m^{m/2} \mathbb{E}[\{\varphi_v(X_1)\}^2] = C_6 m^{m/2} \text{ for all } m \geq 1.
\]

Thus, followed by Proposition 2.7.1 of Vershynin (2018), \(\varphi_v(X_1)\) has a finite sub-Gaussian
norm and furthermore \( \sup_{v \geq 1} \| \varphi_v(X_1) \|_{\psi_2} := C_7 < \infty \). Then

\[
\left\| \frac{n_1 n_2}{N} (\hat{V}^2 - \tilde{V}^2) \right\|_{\psi_1} \leq \frac{n_1 n_2}{N} \sum_{v = T+1}^{\infty} \lambda_v \left\| \frac{1}{n_1} \sum_{l=1}^{n_1} \varphi_v(X_{1,l}) - \frac{1}{n_2} \sum_{l=1}^{n_2} \varphi_v(X_{1,l}) \right\|_{\psi_1}^2
\]

\[
= \frac{n_1 n_2}{N} \sum_{v = T+1}^{\infty} \lambda_v \left( \frac{1}{n_1} \sum_{l=1}^{n_1} \varphi_v(X_{1,l}) - \frac{1}{n_2} \sum_{l=1}^{n_2} \varphi_v(X_{1,l}) \right)^2_{\psi_2}
\]

\[
\leq C_8 \frac{n_1 n_2}{N} \sum_{v = T+1}^{\infty} \lambda_v \left[ \frac{1}{n_1} \sum_{l=1}^{n_1} \left\| \varphi_v(X_{1,l}) \right\|_{\psi_2}^2 + \frac{1}{n_2} \sum_{l=1}^{n_2} \left\| \varphi_v(X_{1,l}) \right\|_{\psi_2}^2 \right]
\]

\[
\leq C_9 \sum_{v = T+1}^{\infty} \lambda_v
\]

where

- (i) uses the triangle inequality.
- (ii) uses Lemma 2.7.6 of Vershynin (2018).
- (iii) holds by Proposition 2.6.1 of Vershynin (2018).
- (iv) follows since \( \sup_{v \geq 1} \| \varphi_v(X_1) \|_{\psi_2} < \infty \).

Based on the above result, we apply Markov’s inequality to bound

\[
(II) \leq \exp \left( -\frac{\epsilon_1}{C_9 \sum_{v = T+1}^{\infty} \lambda_v} \right).
\]

To summarize, we have obtained that

\[
\mathbb{P}(n_1 n_2 \hat{V}^2/N \geq x) / \mathbb{P}(\sum_{v=1}^{\infty} \lambda_v \xi_v^2 \geq x) \leq \left\{ \frac{\mathbb{P} \left( \sum_{v=1}^{\infty} \lambda_v \xi_v^2 \geq x \right)}{\mathbb{P} \left( \sum_{v=1}^{\infty} \lambda_v \xi_v^2 \geq \{(x - \epsilon_1)^{1/2} - \epsilon_2\}^2 - \epsilon_3 \right)} \right\}^{-1} \cdot \left\{ \mathbb{P} \left( \sum_{v=1}^{\infty} \lambda_v \xi_v^2 \geq \{(x - \epsilon_1)^{1/2} - \epsilon_2\}^2 - \epsilon_3 \right) \right\}
\]

\[
+ C_3 T^{5/2} \exp \left( -\frac{\sqrt{N} \epsilon_2}{C_4 T^{5/2}} \right) + 2 \exp \left( -\frac{\epsilon_3}{C_5 \sum_{v=K+1}^{\infty} \lambda_v} \right)
\]

\[
+ \exp \left( -\frac{\epsilon_1}{C_9 \sum_{v = T+1}^{\infty} \lambda_v} \right) \right\}.
\]

Our goal is now to show that the right-hand side of (14) converges to one by properly choosing \( x, \epsilon_1, \epsilon_2, \epsilon_3, T \). To simplify the notation, we let \( \zeta = \sum_{v=1}^{\infty} \lambda_v \xi_v^2 \) and denote \( \mathcal{F}_\zeta(x) = \mathbb{P}(\sum_{v=1}^{\infty} \lambda_v \xi_v^2 \geq x) \). We also write the density function of \( \zeta \) by \( f_\zeta(x) \).

We start with the first term of (14). Write

\[
\epsilon := x - \{(x - \epsilon_1)^{1/2} - \epsilon_2\}^2 - \epsilon_3.
\]
Followed by Zolotarev (1961), we can approximate the survival function and density function of \( \zeta \) as

\[
F_\zeta(x) = \frac{\kappa}{\Gamma(\mu_1/2)} \left( \frac{x}{2\lambda_1} \right)^{\mu_1/2-1} \exp\left( -\frac{x}{2\lambda_1} \right) \{1 + o(1)\}
\]

\[
f_\zeta(x) = \frac{\kappa}{2\lambda_1 \Gamma(\mu_1/2)} \left( \frac{x}{2\lambda_1} \right)^{\mu_1/2-1} \exp\left( -\frac{x}{2\lambda_1} \right) \{1 + o(1)\}
\]

for all \( x > -\sum_{i=1}^{\infty} \lambda_i := -\Lambda \) that tends to infinity and \( \kappa = \prod_{i=\mu_1+1}^{\infty} (1 - \lambda_i/\lambda_1)^{-1/2} \). Then followed similarly by (A.13) of Drton et al. (2018), it is seen that there exists a constant \( x_0 \) such that for all \( 0 < \epsilon \leq \lambda_1/2, \)

\[
\sup_{x \geq x_0} \left| F_\zeta^{-1}(x) \cdot \max_{x' \in [x-\epsilon,x]} f_\zeta(x') \right| \leq 2\lambda_1^{-1}.
\]

Using this, the first term is bounded by

\[
\frac{\mathbb{P} \left[ \sum_{i=1}^{\infty} \lambda_i \xi_i^2 \geq \{(x - \epsilon_1)^{1/2} - \epsilon_2\}^2 - \epsilon_3 \right]}{F_\zeta(x)} \leq \frac{\mathbb{P} \left( \sum_{i=1}^{\infty} \lambda_i \xi_i^2 \geq x \right)}{F_\zeta(x)} + \frac{\epsilon \cdot \max_{x' \in [x-\epsilon,x]} f_\zeta(x')}{F_\zeta(x)} \leq 1 + 2\epsilon\lambda_1^{-1}
\]

for all \( x \geq x_0 \). Next we shall choose \( \epsilon_1, \epsilon_2, \epsilon_3 \) decreasing in \( N \) so that \( 1 + 2\epsilon\lambda_1^{-1} \) converges uniformly to one for all \( x \geq x_0 \). Thus the upper bound of the first term converges to one uniformly over \( x \geq x_0 \). Hence, we only need to study the last three terms in (14) to finish the proof.

Let us first specify \( T = \lfloor N^{(1-3\theta)/5} \rfloor \) where \( \theta \) satisfies

\[
\theta < \sup \left\{ q \in [0,1/3) : \sum_{v=\lfloor N^{(1-3\theta)/5} \rfloor}^{\infty} \lambda_v = O(N^{-q}) \right\}.
\]

Note that by the definition of \( \theta \), there exists a positive constant \( C_{10} \) such that \( \sum_{v=T+1}^{\infty} \lambda_v \leq C_{10} N^{-\theta} \) for a sufficiently large \( N \). Hence it now suffices to show that for all \( x \in (0,o(N^\theta)) \),

\[
\left\{ \left( \frac{x}{2\lambda_1} \right)^{\mu_1/2-1} \exp\left( -\frac{x}{2\lambda_1} \right) \right\}^{-1} \exp\left( -\frac{\epsilon_1}{C_{11} N^{-\theta}} \right) \leq o(1),
\]

\[
\left\{ \left( \frac{x}{2\lambda_1} \right)^{\mu_1/2-1} \exp\left( -\frac{x}{2\lambda_1} \right) \right\}^{-1} N^{(1-3\theta)/2} \exp\left( -\frac{\sqrt{N} \epsilon_2}{C_4 N^{(1-3\theta)/2}} \right) \leq o(1),
\]

\[
\left\{ \left( \frac{x}{2\lambda_1} \right)^{\mu_1/2-1} \exp\left( -\frac{x}{2\lambda_1} \right) \right\}^{-1} \exp\left( -\frac{\epsilon_3}{C_{12} N^{-\theta}} \right) \leq o(1).
\]
For this purpose, we choose $\epsilon_1$, $\epsilon_2$ and $\epsilon_3$ such that

$$\epsilon_1 = C_{11} N^{-\theta} \left( \frac{x}{2\lambda_1} + N^{\theta/2} \right), \quad \epsilon_2 = N^{-\theta/2}, \quad \epsilon_3 = C_{12} N^{-\theta} \left( \frac{x}{2\lambda_1} + N^{\theta/2} \right),$$

which tend to zero as $N \to \infty$ under $x \in (0, o(N^\theta))$. It is then straightforward to see that the three inequalities in (15) hold under the given setting. Consequently,

$$\mathbb{P}(n_1 n_2 \hat{V}_{12}^2 / N \geq x) \leq 1 + o(1).$$

The other direction follows similarly, which concludes

$$\mathbb{P}(n_1 n_2 \hat{V}_{12}^2 / N \geq x) = 1 + o(1)$$

uniformly over $x \in (0, o(N^\theta))$. This completes the proof.

### A.2 Proof of Theorem 3.2

Continuing our discussion from Section 3.2, we apply Lemma 3.1 together with Theorem 3.1 to obtain the result. Specifically, we set

$$x = 4\lambda_1 \log K + \lambda_1 (\mu_1 - 2) \log \log K + \lambda_1 y.$$

Then by the triangle inequality

$$\left| \mathbb{P}(n \hat{V}_{h,\max}^2 / 2 \leq x) - \exp \left\{ - \frac{2^{\mu_1/2 - 2} K}{\Gamma(\mu_1/2)} \exp \left( -\frac{y}{2} \right) \right\} \right|$$

$$\leq \left| \mathbb{P}(n \hat{V}_{h,\max}^2 / 2 \leq x) - \exp \left\{ - \frac{K(K-1)}{2} \mathbb{P}(n \hat{V}_{12}^2 / 2 > x) \right\} \right|$$

$$+ \left| \exp \left\{ - \frac{2^{\mu_1/2 - 2} K}{\Gamma(\mu_1/2)} \exp \left( -\frac{y}{2} \right) \right\} - \exp \left\{ - \frac{K(K-1)}{2} \mathbb{P}(n \hat{V}_{12}^2 / 2 > x) \right\} \right|$$

$$= (I) + (II) \quad \text{(say)}.$$

By setting $I = \{(i, j) : 1 \leq i < j \leq K\}$ and $B_{u_{i,j}} = \{(k, l) \in I : \text{Card}\{(k, l) \cap (i, j)\} \neq 0\}$ where $u_{i,j} := (i, j) \in I$ and $\text{Card}\{A\}$ denotes the cardinality of a set $A$, Lemma 3.1 yields $(I) \leq b_1 + b_2 + b_3$. Here, in our setting,

$$b_1 = \frac{K(K-1)(2K-3)}{2} \left\{ \mathbb{P}(n \hat{V}_{12}^2 / 2 > x) \right\}^2,$$

$$b_2 = K(K-1)(K-2) \left\{ \mathbb{P}(n \hat{V}_{12}^2 / 2 > x) \right\}^2 \quad \text{and} \quad b_3 = 0.$$
Therefore it is enough to verify that $\mathbb{P}(n\hat{V}_{12}^2/2 > x) = O(K^{-2})$ under the given conditions. Then we have $(I) \to 0$ as $n, K \to \infty$.

In what follows, we prove $\mathbb{P}(n\hat{V}_{12}^2/2 > x) = O(K^{-2})$ and $(II) \to 0$. First we apply Theorem 3.1 with $x \approx 4\lambda_1 \log K = o(n^\alpha)$ to have

$$\frac{K(K-1)}{2}\mathbb{P}(n\hat{V}_{12}^2/2 > x) = \frac{K(K-1)}{2}\mathbb{P}\left(\sum_{v=1}^{\infty} \lambda_v \xi_v^2 > x\right) (1 + o(1)).$$

Using the tail approximation given by Zolotarev (1961) as $x \to \infty$:

$$\mathbb{P}\left(\sum_{v=1}^{\infty} \lambda_v \xi_v^2 > x\right) = \frac{\kappa}{\Gamma(\mu_1/2)} \left(\frac{x}{2\lambda_1}\right)^{\mu_1/2-1} \exp \left(-\frac{x}{2\lambda_1}\right) (1 + o(1)),$$

we have

$$\frac{K(K-1)}{2}\mathbb{P}(n\hat{V}_{12}^2/2 > x) = \frac{\kappa}{\Gamma(\mu_1/2)} \left(\frac{x}{2\lambda_1}\right)^{\mu_1/2-1} \exp \left(-\frac{x}{2\lambda_1}\right) (1 + o(1)) = \exp \left\{ -\frac{2\mu_1/2-2\lambda_1}{\Gamma(\mu_1/2)} \exp \left(-\frac{y}{2}\right) \right\} (1 + o(1)).$$

Therefore $\mathbb{P}(n\hat{V}_{12}^2/2 > x) = O(K^{-2})$ and $(II) \to 0$ as $n, K \to \infty$, which completes the proof.

### A.3 Proof of Theorem 5.1

From Lemma 5.1, we know that there exists a fixed constant $C_1 > 0$ such that

$$\max_{1 \leq i < j \leq K} |\hat{V}_{ij} - V_{ij}| \leq C_1 \sqrt{\frac{B}{n_{\min}}} \log \left(\frac{K}{\beta}\right)$$

with probability at least $1 - \beta$. In addition, from Theorem 4.2 and (B2), there exists another fixed constant $C_2 > 0$ such that

$$c_\alpha \leq C_2 \sqrt{\frac{B}{n_{\min}}} \log \left(\frac{K}{\alpha}\right)$$

with probability one. Let us define an event $A_\beta$ such that

$$A_\beta = \left\{ \max_{1 \leq i < j \leq K} |\hat{V}_{ij} - V_{ij}| \leq C_1 \sqrt{\frac{B}{n_{\min}}} \log \left(\frac{K}{\beta}\right) \right\}.$$

Then for sufficiently large $n_{\min}$, the type II error of the permutation test is bounded by

$$\mathbb{P}\left(\max_{1 \leq i < j \leq K} \hat{V}_{ij} < c_\alpha\right) \leq \mathbb{P}\left\{ \max_{1 \leq i < j \leq K} \hat{V}_{ij} < C_2 \sqrt{\frac{B}{n_{\min}}} \log \left(\frac{K}{\alpha}\right) \right\}$$
\[
\begin{align*}
&= \mathbb{P}\left\{ \max_{1 \leq i < j \leq K} \hat{V}_{ij} < C_2 \sqrt{\frac{B}{n_{\min} \log \left( \frac{K}{\alpha} \right)}}, A_\beta \right\} + \mathbb{P}\left\{ \max_{1 \leq i < j \leq K} \hat{V}_{ij} < C_2 \sqrt{\frac{B}{n_{\min} \log \left( \frac{K}{\alpha} \right)}}, A_\beta \right\} \\
&\leq \mathbb{P}\left\{ \max_{1 \leq i < j \leq K} \hat{V}_{ij} < C_2 \sqrt{\frac{B}{n_{\min} \log \left( \frac{K}{\alpha} \right)}}, A_\beta \right\} + \beta.
\end{align*}
\]

Using the triangle inequality, we see that \( \max_{1 \leq i < j \leq K} \hat{V}_{ij} \geq \max_{1 \leq i < j \leq K} V_{ij} - \max_{1 \leq i < j \leq K} |\hat{V}_{ij} - V_{ij}| \). Also note that \( \max_{1 \leq i < j \leq K} V_{ij} \geq b_N r_N^* \) under the given condition. Thus

\[
\begin{align*}
&\mathbb{P}\left\{ \max_{1 \leq i < j \leq K} \hat{V}_{ij} < C_2 \sqrt{\frac{B}{n_{\min} \log \left( \frac{K}{\alpha} \right)}}, A_\beta \right\} \\
&\leq \mathbb{P}\left\{ b_N r_N^* \leq C_1 \sqrt{\frac{B}{n_{\min} \log \left( \frac{K}{\beta} \right)}} + C_2 \sqrt{\frac{B}{n_{\min} \log \left( \frac{K}{\alpha} \right)}} \right\}.
\end{align*}
\]

This gives an upper bound for the type II error that does not depend on \((P_1, \ldots, P_K)\). Since \( B \) is constant under \((B1)\), the upper bound goes to zero by taking e.g. \( \beta = 1/b_N \). This completes the proof.

### A.4 Proof of Corollary 5.1

First by the triangle inequality and Slutsky’s argument,

\[
\mathbb{P}(\{p_{MC} > \alpha\}) \leq \mathbb{P}(\{|p_{MC} - p_{perm}| > p_{perm} > \alpha\}) \leq \mathbb{P}(\{|p_{MC} - p_{perm}| > \alpha/2\}) + \mathbb{P}(p_{perm} > \alpha/2).
\]

Followed by Theorem 5.1, we have that

\[
\limsup_{n_{\min} \to \infty} \sup_{(P_1, \ldots, P_K) \in \mathcal{F}(b_N r_N^*)} \mathbb{P}(p_{perm} > \alpha/2) = 0.
\]

Therefore it suffices to control the first term. Let us write

\[
F(t) = \frac{1}{N!} \sum_{b \in \mathcal{B}_N} \mathbb{1}\left( \hat{V}_{h,\max}^{(b)} \leq t \right) \quad \text{and} \quad F_M(t) = \frac{1}{M} \sum_{i=1}^{M} \mathbb{1}\left( \hat{V}_{h,\max}^{(b_i)} \leq t \right).
\]

Then it can be shown that

\[
|p_{perm} - p_{MC}| \leq \sup_{t \in \mathbb{R}} |F(t) - F_M(t)| + \frac{2}{M + 1}.
\]

Hence the second term is bounded by

\[
\mathbb{P}(\{|p_{MC} - p_{perm}| > \alpha/2\}) \leq \mathbb{P}\left( \sup_{t \in \mathbb{R}} |F(t) - F_M(t)| > \frac{\alpha}{4} \right) + \mathbb{P}\left( \frac{2}{M + 1} > \frac{\alpha}{4} \right).
\]
Notice that by the DKW inequality (e.g. Massart, 1990),
\[ P \left( \sup_{t \in \mathbb{R}} \left| F(t) - F_M(t) \right| > \frac{\alpha}{4} \right) \leq 2e^{-M\alpha^2/8}. \]

Thus
\[ \lim_{M \to \infty} \lim_{n \to \infty} \sup_{P_1, \ldots, P_K} \sup_{(P_1, \ldots, P_K) \in \mathcal{F}_h(b \sqrt{N})} P(\left| p^{MC} - p^{perm} \right| > \alpha/2) = 0, \]
which results in the conclusion.

### A.5 Proof of Theorem 5.2

Motivated by Theorem 1 of Tolstikhin et al. (2017), we use discrete distributions to prove the result. Specifically, we choose two distinct points \( z_1, z_2 \) on \( \mathbb{R}^d \) such that \( \varphi(0) - \varphi(z_1 - z_2) \geq \kappa_1 \).

Consider the discrete distribution \( p_0 \) supported on the two points \( z_1, z_2 \) with probability \( p_0(z_1) = 1/2 \) and \( p_0(z_2) = 1/2 \). Consider another discrete distribution \( p_1 \) on the same support such that \( p_1(z_1) = 1/2 + \delta \) and \( p_1(z_2) = 1/2 - \delta \) where \( \delta = br_N^* / \sqrt{2\kappa_1} \) and \( b \) will be specified later. Then based on the translation invariant property of \( h \), the MMD between \( p_0 \) and \( p_1 \) is calculated as
\[ V_h(p_0, p_1) = \delta \sqrt{2(\varphi(0) - \varphi(z_1 - z_2))} \geq \delta \sqrt{2\kappa_1}. \] (16)

See Tolstikhin et al. (2017) for details.

Next let \( s \) be a discrete random variable uniformly distributed on \( \{1, \ldots, K\} \). Then we set \( P_{1,s} = p_0 \mathbb{1}(s \neq 1) + p_1 \mathbb{1}(s = 1), \ldots, P_{K,s} = p_0 \mathbb{1}(s \neq K) + p_1 \mathbb{1}(s = K) \). Under this setting, it can be seen that \( (P_{1,s}, \ldots, P_{K,s}) \in \mathcal{F}_h(b \sqrt{N}) \) using (16).

For each \( s \in \{1, \ldots, K\} \), let \( q_s \) be the joint probability function of \( X_{1,1}, \ldots, X_{n,K,K} \) given by
\[
q_s(x_{1,1}, \ldots, x_{n,K,K}) = \prod_{i=1}^{n_1} \left( p_0(x_{i,1}) \mathbb{1}(s \neq 1) + p_1(x_{i,1}) \mathbb{1}(s = 1) \right) \times \\
\cdots \times \prod_{i=1}^{n_K} \left( p_0(x_{i,K}) \mathbb{1}(s \neq K) + p_1(x_{i,K}) \mathbb{1}(s = K) \right).
\]

Then we consider a mixture distribution given by \( q_{H_1} = \frac{1}{K} \sum_{s=1}^{K} q_s \). Also denote
\[
q_{H_0}(x_{1,1}, \ldots, x_{n,K,K}) = \prod_{i=1}^{n_1} p_0(x_{i,1}) \times \cdots \times \prod_{i=1}^{n_K} p_0(x_{i,K}).
\]
Then the likelihood ratio between $q_{H'_1}$ and $q_{H_0}$ is

$$L_N = \frac{q_{H'_1}(X_1, 1, \ldots, X_{n_{K,K}'})}{q_{H_0}(X_1, 1, \ldots, X_{n_{K,K}'})} = \frac{1}{K} \sum_{s=1}^{K} \prod_{i=1}^{n_s} p_1(X_{i,s}) \left( \prod_{s'=1}^{n'_s} p_0(X_{i,s'}) \right),$$

where $\gamma(X_{i,s}) = \{1(X_{i,s} = z_1) - 1(X_{i,s} = z_2)\}$. Moreover, the expected value of $L_N^2$ under $H_0$ is

$$\mathbb{E}_0(L_N^2) = \frac{1}{K^2} \sum_{s=1}^{K} \sum_{s' \neq s} \mathbb{E}_0 \left[ \prod_{i=1}^{n_s} (1 + 2\delta \gamma(X_{i,s})) \prod_{i=1}^{n'_s} (1 + 2\delta \gamma(X_{i,s'})) \right],$$

$$= \frac{1}{K^2} \sum_{s=1}^{K} \mathbb{E}_0 \left[ \prod_{i=1}^{n_s} (1 + 2\delta \gamma(X_{i,s}))^2 \right] + \frac{1}{K^2} \sum_{s \neq s'} \mathbb{E}_0 \left[ \prod_{i=1}^{n_s} (1 + 2\delta \gamma(X_{i,s})) \prod_{i=1}^{n'_s} (1 + 2\delta \gamma(X_{i,s'})) \right],$$

$$= \frac{1}{K^2} \sum_{s=1}^{K} \prod_{i=1}^{n_s} (1 + 4\delta^2) + \frac{1}{K^2} \sum_{s \neq s'} \prod_{i=1}^{n_s} \prod_{i=1}^{n'_s} (1),$$

$$\leq \frac{1}{K^2} \sum_{s=1}^{K} \exp(4n_s\delta^2) + \frac{K(K-1)}{K^2},$$

where the last inequality uses $1 + x \leq e^x$ for all $x$. From the assumption (B2), we know that there exists a fixed constant $C_3 > 0$ such that

$$\frac{1}{K^2} \sum_{s=1}^{K} \exp(4n_s\delta^2) \leq \frac{1}{K} \exp(C_3n_{\min}\delta^2).$$

Finally, based on the standard $\chi^2$ method for minimax testing (e.g., Baraud, 2002), it is enough to find a positive constant $b$ such that $\delta = br_n^*/\sqrt{2\kappa_1} < 1/2$ and $\mathbb{E}_0[L_N^2] \leq 1 + 4(1 - \alpha - \zeta)^2$. Indeed, this holds for any $b < \min\{\sqrt{2\kappa_1/C_3}, \sqrt{\kappa_1}/(\sqrt{2}\kappa_2)\}$ for sufficiently large $K$, which completes the proof.