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Abstract

This paper derives a new strong Gaussian approximation bound for the sum of independent random vectors. The approach relies on the optimal transport theory and yields explicit dependence on the dimension size $p$ and the sample size $n$. This dependence establishes a new fundamental limit for all practical applications of statistical learning theory. Particularly, based on this bound, we prove approximation in distribution for the maximum norm in a high-dimensional setting ($p > n$).
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1. Introduction

Gaussian approximation for the sum of random vectors attracts the attention of mathematicians because of the uncertain dependence of the outcome on the dimension size $p$, Bentkus (2003); Zaitsev (2013); Chernozhukov et al. (2014). In high dimensions, it is more meaningful to search for a strong Gaussian approximation rather than estimate the proximity of distributions, because in the latter case, each random vector and their sum have to be defined in the same probability space. As such, finding an accurate strong bound for the sum is recognized as a preferred alternative, becoming one of the most important tasks in the field of limit theorems of the probability theory.

In (Zaitsev, 2013), the uncertain property of the approximation was discerned, yielding the following finite-sample bound $\forall t \geq 0$:

$$
\mathbb{P} \left( \sup_{1 \leq h \leq n} \left\| \frac{1}{\sqrt{n}} \sum_{i=1}^{h} \xi_i - \frac{1}{\sqrt{n}} \sum_{i=1}^{h} \gamma_i \right\| > \frac{C_1(\alpha)p^{3/4} + \alpha \log p \log n + t C_2 p^{7/4} \log p}{\sqrt{n}} \right) \leq e^{-t},
$$

(1)

for some constants $C_1(\alpha), C_2$, and under conditions that the vectors $\{\xi_i\}_{i=1}^{n}$ are centered and independent, $\sum_{i=1}^{n} \xi_i$ and $\sum_{i=1}^{n} \gamma_i \in \mathcal{N}(0, n \Sigma)$ have the same variance matrix and finite exponential moments over the same domain in $\mathbb{R}^p$. The handicap of this result is the power of $p$, which requires extremely large sample sizes $n$ for the approximation to be of any practical value. Asymptotically, one needs $n > p^{11}$ samples to apply the approximation.

On the other hand, the general-case multivariate Gaussian approximation in distribution, studied in Bentkus (2003), has been known to yield an alternative error bound that favors smaller sample size. Namely, for all convex events $\mathcal{A}$:

$$
\left| \mathbb{P} \left( \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_i \in \mathcal{A} \right) - \mathbb{P} \left( \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \gamma_i \in \mathcal{A} \right) \right| \leq O \left( \frac{p^{7/4}}{\sqrt{n}} \right),
$$

(2)
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For a particular case of Euclidean norm, it was proven in Buzun (2019) that the upper bound approaches the asymptotic value \( p/\sqrt{n} \). Naturally, the observed gap in inequalities (1) and (2) suggests that the dependence on \( p \) in the strong Gaussian approximation can be improved.

In this paper, we narrow this gap by deriving a new type of strong Gaussian approximation bound for the sum of independent random vectors. Our approach is based on the optimal transport theory and the Gaussian approximation with the Wasserstein distance. We derive the approximation in probability in a simplified form (without the maximum by \( h \), refer to expression (1)) and the found convergence rate is comparable with the approximation in distribution (Refs. Bentkus (2003); Buzun (2019)). Specifically, given the sub-Gaussian assumption for vectors \( \{\xi_i\}_{i=1}^n \), we prove that

\[
P\left( \left\| \frac{1}{\sqrt{n}} \sum_{i=1}^n \xi_i - \frac{1}{\sqrt{n}} \sum_{i=1}^n \gamma_i \right\| > O\left( \frac{p^{3/2} \log p \log n}{\sqrt{n}} \right) e^{t/\log(np)} \right) \leq e^{-t}, \quad \forall t \geq 0.
\]

**Related work.** In Erdős and Kac (1946), it was observed that the limit distributions of some functional of the growing sums of independent identically distributed random variables (with a finite variance) do not depend on the distribution of the individual terms and, therefore, an approximation can be computed if the distribution of the terms has a specific simple form. In Einmahl (1989), the work reports new multidimensional results for the accuracy of the strong Gaussian approximation for infinite sequences of sums of independent random vectors. Consequently, Gaussian approximation of the sums of independent random vectors with finite moments Zaitsev (2007), including multidimensional approaches Zaitsev (2001); Sakhanenko (2006); Götze and Zaitsev (2009); Zaitsev (2013), have been reported.

Notably, the strong Gaussian approximation can help approximate the maximum sum of random vectors in distribution for the high-dimensional case \( (p > n) \). Gaussian approximation of the maximum function is very useful for justifying the Bootstrap validity and for approximating the distributions with different statistics in high-dimensional models. Besides, the aforementioned papers Chernozhukov et al. (2014, 2017), some relevant results can also be found in works Koike et al. (2019) and Sun (2020), where the authors rely on Malliavin calculus and high-order moments to assess the corresponding bounds. In Fang and Koike (2020), the authors go after the same approximation as reported herein; however, using a completely different tool: the Stein method instead of the Wasserstein distance, yielding a result that is only valid under the constraint that the measure of i.i.d. vectors \( \xi \) has the Stein kernel (a consequence of the log-concavity).

In the most recent works Chernozhukov et al. (2019), the result of Chernozhukov et al. (2014) was superseded by considering specific distribution of the max statistic in high dimensions. This statistic takes the form of the maximum over the components of the sum of independent random vectors and its distribution plays a key role in many high-dimensional econometric problems. The new iterative randomized Lindeberg method allowed the authors to derive new bounds for the distributional approximation errors. Specifically, in Chernozhukov et al. (2020), new nearly optimal bounds \( (B_n \log^{3/2} p/\sqrt{n}) \) for the Gaussian approximation over the class of rectangles were obtained, functional in the case when all components of vectors \( \xi_i \) are bounded by \( B_n \) and the covariance matrix of the scaled average is non-degenerate. The authors also demonstrated that the bounds can be further improved in some special smooth and zero-skewness cases.

**Practical value.** The demand for strong Gaussian approximation can frequently be encountered in a variety of statistical learning problems, being very important for developing efficient approxi-
In this work, we prove the Theorem that finds the upper bound for the strong Gaussian approximation. Herein, we consider a sum of independent zero-mean random vectors $\xi = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_i$ in $\mathbb{R}^p$ that has a covariance matrix $\Sigma = \mathbb{E} \xi \xi^T$. Its norm $\|\Sigma\|$ will be used in the expressions below, implying the largest eigenvalue of the matrix. A Gaussian random vector $\gamma \in \mathcal{N}(0, \Sigma)$ is assumed to have the same 1-st and 2-nd moments.

A very useful tool in approximation in probability is the Wasserstein distance. It reveals the joint distribution and minimises the difference between two random variables making them dependent with some fixed marginal distributions. Denote by $\pi(\xi, \gamma)$ a joint distribution of $\xi$ and $\gamma$. By definition, the Wasserstein distance is

$$W^L_L(\xi, \gamma) = \min_{\pi \in \Pi[\xi, \gamma]} \{ \mathbb{E} \|\xi - \gamma\|^L \}. \tag{3}$$

Notation $\pi \in \Pi[\xi, \gamma]$ means that $\int \pi(\xi, d\gamma)$ yields the distribution of $\xi$ and $\int \pi(d\xi, \gamma)$ yields the distribution of $\gamma$. Throughout the text, we will say that a vector $\xi$ has restricted exponential or sub-Gaussian moments if $\exists g > 0$:

$$\log \mathbb{E} \exp(\lambda^\top \xi) \leq \|\lambda\|^2/2, \quad \forall \lambda \in \mathbb{R}^p, \quad \|\lambda\| \leq g. \tag{4}$$

Below, we obtain Gaussian approximation bound for $W_L$, with its proof being the most difficult part of this manuscript. Then, we will use it to prove a new strong Gaussian approximation result under $l_2$-norm with an improved dependence on the dimension $p$. Additionally, we will propose a new method to derive the high-dimensional Central Limit Theorem under the max-norm.

**Theorem 1** For the random vectors $\{\xi_i\}_{i=1}^{n}$ defined above, assume that $\Sigma$ is non-singular and $\forall i : \frac{1}{\nu_0} \Sigma^{-1/2} \xi_i$ is sub-Gaussian (4) with $0.3 g \geq \sqrt{n}$. The Wasserstein distance between $\xi$ and $\gamma$ with the cost function $\|x - y\|^L$, where $L \geq 2$, has the upper bound

$$W_L(\xi, \gamma) \leq \frac{C L^{3/2} \nu_0^2 \|\Sigma\|^{1/2}}{\log L} \left( \frac{p}{\sqrt{n}} + \frac{L + L^2/g^2}{n^{1-1/L}} \right) + \frac{5L \nu_0^3 p^{3/2} \|\Sigma\|^{1/2} \log(2n)}{\sqrt{n}},$$

for some absolute constant $C$. 

2. Main Results

In this work, we prove the Theorem that finds the upper bound for the strong Gaussian approximation. Herein, we consider a sum of independent zero-mean random vectors $\xi = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_i$ in $\mathbb{R}^p$ that has a covariance matrix $\Sigma = \mathbb{E} \xi \xi^T$. Its norm $\|\Sigma\|$ will be used in the expressions below, implying the largest eigenvalue of the matrix. A Gaussian random vector $\gamma \in \mathcal{N}(0, \Sigma)$ is assumed to have the same 1-st and 2-nd moments.

A very useful tool in approximation in probability is the Wasserstein distance. It reveals the joint distribution and minimises the difference between two random variables making them dependent with some fixed marginal distributions. Denote by $\pi(\xi, \gamma)$ a joint distribution of $\xi$ and $\gamma$. By definition, the Wasserstein distance is

$$W^L_L(\xi, \gamma) = \min_{\pi \in \Pi[\xi, \gamma]} \{ \mathbb{E} \|\xi - \gamma\|^L \}. \tag{3}$$

Notation $\pi \in \Pi[\xi, \gamma]$ means that $\int \pi(\xi, d\gamma)$ yields the distribution of $\xi$ and $\int \pi(d\xi, \gamma)$ yields the distribution of $\gamma$. Throughout the text, we will say that a vector $\xi$ has restricted exponential or sub-Gaussian moments if $\exists g > 0$:

$$\log \mathbb{E} \exp(\lambda^\top \xi) \leq \|\lambda\|^2/2, \quad \forall \lambda \in \mathbb{R}^p, \quad \|\lambda\| \leq g. \tag{4}$$

Below, we obtain Gaussian approximation bound for $W_L$, with its proof being the most difficult part of this manuscript. Then, we will use it to prove a new strong Gaussian approximation result under $l_2$-norm with an improved dependence on the dimension $p$. Additionally, we will propose a new method to derive the high-dimensional Central Limit Theorem under the max-norm.

**Theorem 1** For the random vectors $\{\xi_i\}_{i=1}^{n}$ defined above, assume that $\Sigma$ is non-singular and $\forall i : \frac{1}{\nu_0} \Sigma^{-1/2} \xi_i$ is sub-Gaussian (4) with $0.3 g \geq \sqrt{n}$. The Wasserstein distance between $\xi$ and $\gamma$ with the cost function $\|x - y\|^L$, where $L \geq 2$, has the upper bound

$$W_L(\xi, \gamma) \leq \frac{C L^{3/2} \nu_0^2 \|\Sigma\|^{1/2}}{\log L} \left( \frac{p}{\sqrt{n}} + \frac{L + L^2/g^2}{n^{1-1/L}} \right) + \frac{5L \nu_0^3 p^{3/2} \|\Sigma\|^{1/2} \log(2n)}{\sqrt{n}},$$

for some absolute constant $C$. 

3
Remark 2 The main advantage of this theorem is the explicit sharp dependence on parameters \(n\), \(p\), and \(L\). The sharpness of the formula is numerically validated in the simulation studies as a function of \(n\) (ref. Section 5). Of particular practical value is the simplified asymptotic of this upper bound:

\[
O\left(\frac{L^{3/2}p + Lp^{3/2}\log n}{\sqrt{n}}\right).
\]

Here, we reduced the component \((L + L^2/g^2)/n^{1-1/L}\), taking into account that \(p/\sqrt{n}\) is greater than \(1/n\) when \(L \leq pn^{1-1/L-1/2}\). This agrees with the result of the Proposition 5.1 in Bobkov (2018), where the same bound was derived for the one-dimensional case \((p = 1)\). The asymptotic by \(L\) is better than \(L^{3(d+1)/2}\) from the Proposition 5.1 in Bobkov (2018), where a separate parameter \(d \geq 1\) was needed depending on the distribution of \(\xi\).

We assume the condition \(L \geq 2\), however, the Jensen’s inequality guarantees that \(W_1 \leq W_2\), which serves as an asymptotic for \(W_1\). This bound also remains sharp up to the \(\log n\) factor when \(L = 1\), supporting the asymptotic bound of \(O(p^{3/2}/\sqrt{n})\) obtained in Bentkus (2003) and Buzun (2019) for the Gaussian approximation in \(W_1\). Bonis (2019) also studied the upper bound for the multi-dimensional \(W_L\), without deriving the explicit dependence on \(L\) and considering only a particular case of \(L = 2\).

**Theorem 3** Under the conditions from Theorem 1, there exists a Gaussian vector \(\gamma \in N(0, \Sigma)\), dependent on \(\xi\), such that \(\forall t \geq 0\)

\[
P \left( \|\xi - \gamma\| > C(n, p)\|\Sigma\|^{1/2} e^{t/\log(np)} \right) \leq e^{-t},
\]

where

\[
C(n, p) = C \nu_0^2 \frac{p \log(np) \|\Sigma\|^{3/2}}{\sqrt{n}} + 5\nu_0^3 \frac{p^{3/2} \log(np) \log(2n)}{\sqrt{n}},
\]

for some absolute constant \(C\).

**Remark 4** Note that the convergence in probability in the Central Limit Theorem does not exist, i.e., there is no random vector \(\gamma\), such that \(\xi(n)\) converges to it when \(n \to \infty\) (it follows from the Kolmogorov’s 0-1 law). However, at the same time, one could take a new Gaussian vector that depends on \(n\) to yield

\[
\|\xi(n) - \gamma(n)\| \overset{p}{\to} 0, \quad n \to \infty,
\]

which follows from Theorem 3.

**Proof** Using the notation \(\pi \in \Pi[\xi, \gamma]\) and the Markov’s inequality

\[
\min_{\pi \in \Pi[\xi, \gamma]} P(\|\xi - \gamma\| > \Delta) \leq \frac{1}{\Delta^L} \min_{\pi \in \Pi[\xi, \gamma]} E \|\xi - \gamma\|^L = \frac{W_L^L(\xi, \gamma)}{\Delta^L},
\]

we can approximate \(W_L\) from Theorem 1 by setting parameters

\[
L = \log(np) \quad \text{and} \quad \Delta = C(n, p)\|\Sigma\|^{1/2} e^{t/\log(np)}.
\]
Gaussian approximation in Wasserstein distance also gives us a new instrumentation to approach the high-dimensional Central Limit Theorem. In this case, we will compare the distributions of \( \max \xi \) and \( \max \gamma \), keeping in mind that one can always derive an approximation in distribution from the approximation in probability. Henceforth, we will apply a component-wise bound of the one-dimensional variant of Theorem 1 to derive the result in high-dimensions.

**Theorem 5** Let \( \{\xi_i\}_{i=1}^n \) be i.i.d random vectors. Additionally, assume that \( \forall i, k : 1 \leq i \leq n, 1 \leq k \leq p \), each random variable \( \xi_{ik}/(\nu_0 \Sigma_{kk}) \) is sub-Gaussian (ref. Expression 4 with \( p = 1 \) and \( g \geq 3.4 \)). Denote \( \xi_k = \sum_i \xi_{ik} \). Restrict the values of the diagonal elements of the covariance matrix, such that \( \forall k : \sigma^2 \leq \Sigma_{kk} \leq \sigma^2 \), and denote \( \lambda_{\text{min}} \) to be the minimal eigenvalue of the matrix \( \Sigma \). Then, \( \forall t \in \mathbb{R} \)

\[
\left| \mathbb{P} \left( \max_k \xi_k < t \right) - \mathbb{P} \left( \max_k \gamma_k < t \right) \right| \leq O \left( \nu_0^3 \frac{\sigma \log^2(np)}{\sqrt{n}} + \nu_0^3 \frac{\sigma^2 \log(np)^{5/2} \log n}{\lambda_{\text{min}}^\frac{5}{2}} \right).
\]

**Remark 6** To the best of our knowledge, \( O(\log^2 p/\sqrt{n}) \) is the most accurate upper bound for the high-dimensional Central Limit Theorem reported thus far (Theorem 2.2 in Chernozhukov et al. (2020), proved under assumptions \( p > n \) with some absolute constants \( \nu_0 \) and \( \lambda_{\text{min}} \)). Theorem 5 agrees with this approximation but does not make it more accurate. However, we will show that Theorems 5 and 1 allow for an effortless derivation of this asymptotic rate. Corresponding experimental verification is given in Section 5.

3. Gaussian Approximation in Wasserstein Distance

This section is devoted to the proof of Theorem 1 and the auxiliary Theorems and Lemmas.

3.1. Technical Notation

We will use the multi-indices \( \alpha \in \mathbb{N}^p \). Define the multi-index power, the derivative, the absolute value, and the factorial, \( \forall x \in \mathbb{R}^p \) and a function \( f : \mathbb{R}^p \to \mathbb{R} \), by the following:

\[
x^{\alpha} = \prod_{k=1}^p x_k^{\alpha_k}, \quad \partial^\alpha f(x) = \frac{\partial^{\alpha_1}}{\partial x_1^{\alpha_1}} \cdots \frac{\partial^{\alpha_p}}{\partial x_p^{\alpha_p}} f(x), \quad |\alpha| = \sum_{k=1}^p \alpha_k, \quad \alpha! = \prod_{k=1}^p \alpha_k !.
\]

The summation over the multi-index means the sum is taken over all of its components, having an additional condition about the possible summation region. For example, with indicator function \( \mathbb{I} \)

\[
\sum_{\alpha \geq 0} = \sum_{\alpha_1 = 0} \cdots \sum_{\alpha_p = 0}, \quad \sum_{|\alpha| = 1} = \sum_{\alpha_1 = 0} \cdots \sum_{\alpha_p = 0} \mathbb{I}[|\alpha| = 1]
\]

Given the definitions of the multi-indices, the Taylor series expansion \( \forall x, x_0 \in \mathbb{R}^p \) and an infinitely differentiable \( f \), takes the following form:

\[
f(x) = \sum_{\alpha \geq 0} \frac{\partial^\alpha f(x_0)}{\alpha!} (x - x_0)^\alpha = f(x_0) + \sum_{|\alpha| = 1} \frac{\partial^\alpha f(x_0)}{\alpha!} (x - x_0)^\alpha + \sum_{|\alpha| = 2} \ldots.
\]
Denote by $H_\alpha(y, \Sigma)$ the multivariate Hermite polynomials, such that $\forall y \in \mathbb{R}^p$

$$H_\alpha(y, \Sigma) = (-1)^{|\alpha|} e^{y^T \Sigma^{-1} y} \partial^\alpha e^{-\frac{1}{2} y^T \Sigma^{-1} y}.$$  (5)

Note that in the Taylor expansion with the Gaussian random vectors $\gamma$, we may compute the derivatives by using the formula $\partial^\alpha I E f(x + \gamma) = I E H_\alpha(\gamma, \Sigma) f(x + \gamma)$.

3.2. Proof of Theorem 1

In this Section, we will use a special version of Stein’s method Chen et al. (2010), proposed in Bonis (2019), that was adjusted for the Wasserstein distance, borrowing the upper bound for the transport mapping from Otto and Villani (2000). We first prove the approximation of the derivative of $W_L(\xi, \gamma)$. For that, define a smooth transition from $X_0 = \xi$ to $X_\infty = \gamma$, parametrized by $t$:

$$X_t = e^{-t} \xi + \sqrt{1 - e^{-2t}} \gamma, \quad t \in [0, \infty].$$  (6)

This definition, with the vectors $\xi$ and $\gamma$ being independent, determines the distribution of $X_t$.

Remark 7 The choice of specific transition in Eq. (6) is justified by the fact that it corresponds to Markov semi-group $\{P_t\}_{t \geq 0}$, where $P_t f(x) = I E f(e^{-t} x + \sqrt{1 - e^{-2t}} \gamma)$ for all bounded measurable functions $f$, also known as the Ornstein–Uhlenbeck semi-group. Various applications of the Stein’s method use this widespread tool, because of its suitable generator $A f(x) = \nabla^T \Sigma \nabla f(x) - x^T \nabla f(x)$, $\forall f \in C^2$ and a Gaussian stationary measure Bakry et al. (2014).

Let us note one important property of this process, which will help us find an upper bound for the derivative of $W_L$ by $t$. There exists a function $G_t(x)$ that affects the transition of a measure $\mu_t(x)$ in the following way $\forall f \in C^1$:

$$\frac{d}{dt} \int f(x) d\mu_t(x) = \int \nabla^T f(x) \nabla G_t(x) d\mu_t(x), \quad t \in [0, \infty),$$  (7)

and its gradient has explicit representation $\nabla G_t(X_t) = I E \left[ \frac{d}{dt} X_t \bigg| X_t \right]$. The last claim follows from the following expression:

$$\frac{d}{dt} \int f(x) d\mu_t(x) = \lim_{\Delta \to 0} \frac{I E f(X_{t+\Delta}) - I E f(X_t)}{\Delta}$$
$$= \lim_{\Delta \to 0} I E \nabla^T f(X_t) \frac{I E [X_{t+\Delta} - X_t | X_t]}{\Delta}$$
$$= I E \nabla^T f(X_t) I E \left[ \frac{d}{dt} X_t \bigg| X_t \right].$$

Differentiating Eq. (6), we find the gradient

$$\nabla G_t(X_t) = -e^{-t} I E \left( \xi - \frac{e^{-t}}{\sqrt{1 - e^{-2t}}} \gamma \bigg| X_t \right).$$  (8)

The next Lemma allows us to incrementally bound the Wasserstein distance in a small interval of the transition parameter $t$. 


**Lemma 8 (proof in Appendix B)** Let $\nabla G_t(X_t) \in \mathbb{R}^n$, $t \in [0, \infty]$ be uniformly continuous and bounded random process. For an infinitely small time shift $ds$ and any $a, b, L \geq 0$, the following inequalities are valid:

$$W^L(X_t, X_{t+ds}) \leq \mathbb{E}\|d\nabla G_t(X_t)\|^L,$$

$$W^L(X_a, X_b) \leq \int_a^b \{\mathbb{E}\|\nabla G_t(X_t)\|^L\}^{1/L} \, dt.$$

According to the base procedure of the Stein’s method Chen et al. (2010), we should consequently replace the random vectors $\xi_i$ by their independent copies $\xi_i'$, while drawing a random index at each step. This allows to estimate a change of some function of interest that depends on the transition process $X_t$ (6). In our case, the function is $\nabla G_t(X_t)$ (8). For a formal description, consider two additional random vectors with random uniform index $I \in \{1, \ldots, n\}$

$$\xi'(t) = \xi + \frac{\xi'_I - \xi_I}{\sqrt{n}} \mathbb{I}_I(t), \quad \mathbb{I}_I(t) = \mathbb{I}\left[\frac{\|\Sigma^{-1/2}(\xi'_I - \xi_I)\|}{\sqrt{n}} \leq \left(\frac{e^{2t} - 1}{L}\right)^{1/2}\right]$$

and

$$\tau(t) = \mathbb{E}\left[\frac{n}{2}(\xi'(t) - \xi) \left(1 + \sum_{\alpha \geq 0} \frac{(\xi'(t) - \xi)^\alpha H_{\alpha}(\gamma, \Sigma)}{\alpha!(e^{2t} - 1)^{\alpha/2}}\right) | \xi, \gamma\right]. \quad (9)$$

The intuition behind the previous definition is that, if $E(\tau(t)|X_t) = 0$, then, the following bound holds for $X_t$ and for any jointly-measurable random vector $\eta$:

$$\mathbb{E}\|\mathbb{E}(\eta|X_t)\| = \mathbb{E}\|\mathbb{E}(\eta + \tau(t)|X_t)\| \leq \mathbb{E}\|\eta + \tau(t)\|.$$

Hence, we chose $\tau(t)$ that minimizes the last expression under the condition $E(\tau(t)|X_t) = 0$. We restrict the term $\|\Sigma^{-1/2}(\xi'_I - \xi_I)\|$ from above in order to avoid irregularity in the random vector $\tau(t)$ when $t \to 0$. Note that for any smooth function $f$, according to the construction of $\xi'(t)$ (ref. Lemma 10 in Bonis (2019)),

$$2\mathbb{E}\tau(t)f(X_t) = n\mathbb{E}\left(X'_I - X_I\right)\left(f(X'_I) + f(X_I)\right) = 0,$$

where $X'_I = e^{-t}\xi'(t) + \sqrt{1 - e^{-2t}}\gamma$. And as a consequence, indeed $\mathbb{E}(\tau(t)|X_t) = 0$. Hence, one may note that $\tau(t)$ merely shifts the process $X_t$ without changing its measure. Oppositely, $\nabla G_t(X_t)$ shifts $X_t$ outside its measure towards $\gamma$. To reduce the unconditional expectation of $\nabla G_t(X_t)$, we will substitute $\tau(t)$ within its expression. Accounting to the definition of $\nabla G_t(X_t)$ (8), we obtain:

$$\nabla G_t(X_t) = \nabla G_t(X_t) - e^{-t}\mathbb{E}(\tau(t)|X_t) = -e^{-t}\mathbb{E}\left(\xi - \frac{1}{\sqrt{e^{2t} - 1}}\gamma + \tau(t)\right|X_t). \quad (10)$$

We, thus, added the zero component to the initial value of $\nabla G_t(X_t)$. Below, we will use Jensen’s inequality, moving the conditional expectation outside the norm, with $\tau(t)$ decreasing its expected value. The vector $\tau(t)$ includes convolutions with $H_{\alpha}$, the evaluation of which requires the next technical Lemma.
Lemma 9 (proof in Appendix C) Let $\gamma \in \mathcal{N}(0, I)$ and for all $\alpha \in \mathbb{N}^p$: $\zeta(\alpha) \in \mathcal{P}^{(p)}$ and $H_{a}(y, I)$ be the multi-variate Hermite polynomials (5); and let $\zeta(\alpha) = \sum_{i} \zeta_{i}(\alpha)$, where $\{\zeta_{i}(\alpha)\}$ are independent random vectors. Then, for $2 \leq q < \infty$,

$$\left[ \mathbb{E} \left( \sum_{i, \alpha \geq 0} \zeta_{i}(\alpha) H_{a}(\gamma, I) \right)^{q} \right]^{1/q} \leq C(q) \left[ \sum_{i, \alpha \geq 0} \alpha!(q-1)^{\alpha} \mathbb{E} \left\| \zeta_{i}(\alpha) \right\|^{2} \right]^{1/2}$$

$$+ \left[ \sum_{\alpha \geq 0} \alpha!(q-1)^{\alpha} \left\| \mathbb{E} \zeta(\alpha) \right\|^{2} \right]^{1/2}$$

$$+ C(q) \left[ \sum_{i} \mathbb{E} \left( \sum_{\alpha \geq 0} \alpha!(q-1)^{\alpha} \left\| \zeta_{i}(\alpha) \right\|^{2} \right)^{q/2} \right]^{1/q},$$

where $C(q) = Cq / \log q$, for some constant $C$.

Now, Lemma 9 and the Expression (10) allow us to find the upper bound of $\mathbb{E} \| \nabla G_{t}(X_{t}) \|^{L}$. Applying this bound to Lemma 8, we will obtain the final Gaussian approximation in Wasserstein distance, as demonstrated below.

Theorem 10 Let $\gamma \in \mathcal{N}(0, \Sigma)$, $\xi = \sum_{i=1}^{n} \xi_{i} / \sqrt{n}$, and $\{\xi_{i}\}_{i=1}^{n}$ be independent random vectors with zero mean and covariance $\mathbb{E} \xi \xi^{T} = \Sigma$. The Wasserstein distance between $\xi$ and $\gamma$, with the cost function $\|x - y\|^{L}$, where $L \geq 2$, has the following upper bound:

$$W_{L}(\xi, \gamma) \leq C \frac{L^{3/2}}{\log L} \left( \mu_{1/2} + \mu_{2/L}^{1/L} \right) + \frac{\sqrt{2}e^{1/2}L^{1/2} \mu_{2}^{1/2} \mu_{3}}{\sqrt{n}} + \frac{e^{1/2}L \mu_{3}}{2} \log(2n),$$

where $C$ is some absolute constant and $\xi_{i}^{T}$ are independent copies of $\xi_{i}$ and

$$\mu_{k} = \frac{1}{n^{k/2}} \sum_{i=1}^{n} \mathbb{E} \left\| \Sigma^{-1/2}(\xi_{i} - \xi_{i}^{T}) \right\|^{k}.$$

Proof [Only the major steps are shown; ref. Appendix D for the complete proof] From expression $W_{L}(\xi, \gamma) \leq \|\Sigma\|^{1/2} W_{L}(\Sigma^{-1/2} \xi, \Sigma^{-1/2} \gamma)$ follows that without loss of generality we may assume that $\Sigma = I$. Denote $\Sigma_{i} = \mathbb{E} \xi_{i} \xi_{i}^{T} / n$, with the evident property $\sum_{i=1}^{n} \Sigma_{i} = I$. Use a short notation $\mathbb{E}_{X_{t}}$ for the expectation operator with the $X_{t}$ condition. Then, unwrap the expression (10):

$$\mathbb{E} \left( \xi - \frac{1}{\sqrt{e^{2t} - 1}} \gamma + \tau(t) \right| X_{t}) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \mathbb{E}_{X_{t}}(\xi_{i} - \xi_{i}^{T})(1 - \Pi_{i}(t))$$

$$+ \frac{1}{\sqrt{e^{2t} - 1}} \mathbb{E}_{X_{t}} \sum_{i=1}^{n} \left( \frac{(\xi_{i}^{T} - \xi_{i})(\xi_{i}^{T} - \xi_{i})^{T}}{2n} \Pi_{i}(t) - \Sigma_{i} \right) \gamma$$

$$+ \sum_{\alpha \geq 2} \frac{1}{\alpha!(e^{2t} - 1)^{\alpha/2}} \mathbb{E}_{X_{t}} H_{a}(\gamma, I) \sum_{i=1}^{n} \frac{(\xi_{i}^{T} - \xi_{i})(\xi_{i}^{T} - \xi_{i})^{T}}{n^{1/2+\alpha/2}} \Pi_{i}(t).$$
Using notation from Lemma 9, we rewrite the last expression as $\mathbb{E}X_t \sum_{i, \alpha \geq 0} \xi_i(\alpha) H_\alpha(\gamma, t)$ and set

For $|\alpha| = 0 : \quad \xi_i(0) = \frac{1}{\sqrt{n}} (\xi_i - \xi_i')(1 - \mathbb{I}_i(t)).$

For $|\alpha| = 1 : \quad \xi_i(\alpha) = \frac{1}{\sqrt{e^{2t} - 1}} \left( \frac{(\xi_i' - \xi_i)(\xi_i' - \xi_i)\alpha}{2n} \right) \mathbb{I}_i(t) - \frac{\mathbb{E}(\xi_i' - \xi_i)(\xi_i' - \xi_i)\alpha}{2n} \mathbb{I}_i(t).

For $|\alpha| > 1 : \quad \xi_i(\alpha) = \frac{1}{2\alpha! (e^{2t} - 1)^{|\alpha|/2}} \left( \frac{(\xi_i' - \xi_i)(\xi_i' - \xi_i)\alpha}{n^{1/2+|\alpha|/2}} \right) \mathbb{I}_i(t).

Next, we estimate the power $L$ of the norm of $\sum_{i, \alpha \geq 0} \xi_i(\alpha) H_\alpha(\gamma, t)$. We move $\mathbb{E}X_t$, outside the norm, relying on the Jensen’s inequality: $\mathbb{E}||\mathbb{E}X_t|| \leq \mathbb{E}||\mathbb{E}X_t||$, and define a vector $\tilde{\xi}_i = \xi_i' - \xi_i$. We will also need to use the following inequalities for $\forall \alpha > 0$:

$$\mathbb{I}_i(t) \leq \frac{n^{1/2}}{||\tilde{\xi}_i|||\alpha|} \left( \frac{e^{2t} - 1}{L} \right)^{|\alpha|/2}, \quad 1 - \mathbb{I}_i(t) \leq \frac{||\tilde{\xi}_i|||\alpha|}{n^{1/2} (e^{2t} - 1)^{|\alpha|/2}}.$$

Omitting a few intermediate steps (ref. Appendix D for the entire derivation), we get the following upper bounds (*)

$$\sum_{i, \alpha \geq 0} \alpha! L^{|\alpha|} \mathbb{E}||\xi_i(\alpha)||^2 \leq \left( \frac{2L}{e^{2t} - 1} \right)^{|\alpha|/2} \left( \frac{1}{n^L} \sum_{i=1}^{2} \mathbb{E}||\xi_i - \xi_i||^2 ||\tilde{\xi}_i||^L \right)^{1/2}$$

$$\sum_{i} \mathbb{E} \left( \sum_{\alpha \geq 0} \alpha! L^{|\alpha|} ||\xi_i(\alpha)||^2 \right)^{L/2} \leq \left( \frac{2L}{e^{2t} - 1} \right)^{|\alpha|/2} \left( \frac{1}{nL} \sum_{i=1}^{2} \mathbb{E}||\xi_i - \xi_i||^L ||\tilde{\xi}_i||^L \right)^{1/L}$$

$$\sum_{\alpha \geq 0} \alpha! L^{|\alpha|} \mathbb{E}||\xi_\alpha(\alpha)||^2 \leq \min \left\{ \frac{e^{1/2} L}{n^{3/2} (e^{2t} - 1)} \sum_{i=1}^{2} \mathbb{E}||\xi_i - \xi_i||^2 ||\xi_i||^2 \right\} \leq \left( \frac{2L}{e^{2t} - 1} \right)^{|\alpha|/2} \left( \frac{1}{nL} \sum_{i=1}^{2} \mathbb{E}||\xi_i - \xi_i||^L ||\tilde{\xi}_i||^L \right)^{1/L}$$

The last term requires two bounds because the integration of function $e^{-t}/(e^{2t} - 1)$ diverges near the zero. Recall that $\nabla \mathcal{G}(X_t) = -e^{-t} \sum_{i, \alpha \geq 0} \xi_i(\alpha) H_\alpha(\gamma, t)$. From Lemma 9 and expressions (*), it follows that

$$\left[ \mathbb{E}||\nabla \mathcal{G}(X_t)||^L \right]^{1/L} \leq \frac{C L^{3/2} e^{-t}}{\log(L) (e^{2t} - 1)^{1/2}} \left( \mu_2 + \mu_2^L \right)^{1/2} + \min \left[ \frac{e^{1/2} L e^{-t}}{e^{2t} - 1} \mu_3, \frac{e^{1/2} L^{1/2} e^{-t}}{(e^{2t} - 1)^{1/2}} \mu_2^L \right].$$

Lastly, integrating over $t$ and using Lemma 8, we obtain the final bound for $W_L(\xi, \gamma)$.

**Remark 11** We reduced the proof of the previous theorem to a particular case of $\Sigma = I$. However, generally speaking, one can make the bound in this theorem slightly tighter, with the moments $\mu_{2k}$ including the product of $||\Sigma^{-1/2} (\xi_i - \xi_i')||^k$ and $||\xi_i - \xi_i'||^k$. That will not affect the asymptotic in the main theorems, however.

To derive the statement of Theorem 1 from Theorem 10, we have to estimate the moments $\mu_2, \mu_3, \mu_4$ and $\mu_2 L$, $L > 2$, taking into account the sub-Gaussian condition from Theorem 1. Refer to Appendix E for the details of the complete step-by-step derivation.
4. Central Limit Theorem for Max Norm in High Dimension

In this section, we will prove Theorem 5. For that, we must combine Theorem 1 (keeping in mind Markov’s inequality) with the anti-concentration property (Lemma 12), which will yield the needed approximation in distribution.

**Lemma 12** Chernozhukov et al. (2017). Let $\gamma$ be a centered Gaussian random vector in $\mathbb{R}^p$, such that $\mathbb{E}[\gamma_k^2] \geq \sigma^2$ for all $k \in \{1, \ldots, p\}$ and some constants $\sigma^2 > 0$, $\Delta > 0$, then

$$
\mathbb{P} \left( \max_{1 \leq k \leq p} \gamma_k \leq t + \Delta \right) - \mathbb{P} \left( \max_{1 \leq k \leq p} \gamma_k \leq t \right) \leq \frac{\Delta}{\sigma} \left( \sqrt{2 \log p + 2} \right).
$$

Below, we will reduce the Gaussian approximation task to the distribution comparison of two Gaussian vectors with different covariance matrices. The following Lemma 13 will be exploited.

**Lemma 13** Fang and Koike (2020) Let $\gamma \in \mathcal{N}(0, \Sigma)$, $\gamma' \in \mathcal{N}(0, \Sigma')$ be centered Gaussian random vectors in $\mathbb{R}^p$, such that $\sigma^2 \geq \mathbb{E}[\gamma_k^2] \geq \sigma^2$ for all $k \in \{1, \ldots, p\}$. Then,

$$
\max_{t} \left| \mathbb{P} \left( \max_{1 \leq k \leq p} \gamma_k \leq t \right) - \mathbb{P} \left( \max_{1 \leq k \leq p} \gamma'_k \leq t \right) \right| \leq C \delta \log p \log \left( \frac{\sigma}{\delta \sigma} \right),
$$

where $C$ is some absolute constant and $\delta = \|\Sigma - \Sigma'\|_\infty / \lambda_{\min}(\Sigma)$.

Yet, another Lemma 14 is instrumental as it helps prove that the convergence in distribution follows from the convergence in probability. Afterwards, we can proceed to the proof of Theorem 5.

**Lemma 14** (proof in Appendix F) For the random variables $\xi$ and $\eta$, and a shift of size $\Delta > 0$,

$$
\mathbb{P}(\eta < t - \Delta) - \mathbb{P}(|\xi| \geq \Delta) \leq \mathbb{P}(\eta + \xi < t) \leq \mathbb{P}(\eta < t + \Delta) + \mathbb{P}(|\xi| \geq \Delta).
$$

**Proof of Theorem 5.** Consider a sequence of Gaussian random variables $\gamma_1', \ldots, \gamma_p'$, such that all its elements are distributed as the elements of vector $\gamma$, but their variance matrix $\Sigma'$ is unknown. We will approximate in probability each random variable $\xi_k = \sum_i \xi_{ik}$ by $\gamma_k'$ independently from the other components. Next, we will estimate $\|\Sigma - \Sigma'\|_\infty$ and, finally, by means of Lemma 13, we will compare the distributions of $\gamma'$ and the original $\gamma$. From Lemma 14, we get that for an arbitrary shift $\Delta > 0$

$$
\mathbb{P} \left( \max_k \gamma'_k < t - \Delta \right) - \mathbb{P}_\Delta \leq \mathbb{P} \left( \max_k \xi_k < t \right) \leq \mathbb{P} \left( \max_k \gamma'_k < t + \Delta \right) + \mathbb{P}_\Delta,
$$

$$
\mathbb{P}_\Delta = \mathbb{P} \left( \max_k |\gamma'_k - \max_k \xi_k| \geq \Delta \right).
$$

Next, the anti-concentration Lemma 12 allows us to “move” $\Delta$ out of the probability function:

$$
\mathbb{P} \left( \max_k \gamma'_k < t + \Delta \right) \leq \mathbb{P} \left( \max_k \gamma'_k < t \right) + \Delta C_A,
$$

$$
\mathbb{P} \left( \max_k \gamma'_k < t - \Delta \right) \geq \mathbb{P} \left( \max_k \gamma'_k < t \right) - \Delta C_A.
$$
where \( C_A = (\sqrt{2\log p + 2})/\sigma \). Now, we have to minimize the following expression by \( \Delta \):

\[
\left| IP \left( \max_k \xi_k < t \right) - IP \left( \max_k \gamma_k < t \right) \right| \leq \min_{\pi \in \Pi[\gamma_1', \ldots, \gamma_p', \xi]} IP_\Delta + \Delta C_A , \tag{12}
\]

where \( \pi \) is a common distribution of \( \gamma' \) and \( \xi \) and notation \( \pi \in \Pi[\gamma_1', \ldots, \gamma_p', \xi] \) means that the distributions of each gamma component and \( \xi \) are fixed, without including the common distribution of \( \gamma \) (opposite to \( \Pi[\gamma', \xi] \)). From the Boole’s inequality, it follows that

\[
\min_{\pi \in \Pi[\gamma_1', \ldots, \gamma_p', \xi]} IP_\Delta \leq \min_{\pi \in \Pi[\gamma_1', \ldots, \gamma_p', \xi]} \left\{ \sum_{k=1}^{p} IP(|\gamma'_k - \xi_k| > \Delta) \right\} = \sum_{k=1}^{p} \min_{\pi_k \in \Pi[\gamma'_k, \xi_k]} IP(|\gamma'_k - \xi_k| > \Delta).
\]

In the last step, we set the argmin \( \pi = \pi(\xi)\pi_1(\gamma_1'|\xi_1)\ldots\pi_p(\gamma_p'|\xi_p) \) and this allowed us to swap the sum and the min operations. From the Markov’s inequality and Theorem 1, we obtain that \( \forall k \)

\[
\min_{\pi_k \in \Pi[\gamma'_k, \xi_k]} IP(|\gamma'_k - \xi_k| > \Delta) \leq \frac{1}{\Delta L} W_L^L(\xi_k, \gamma'_k),
\]

\[
W_L(\xi_k, \gamma'_k) \leq \frac{C \Sigma_k^{1/2}}{\sqrt{n}} (L^{3/2} \nu_0^2 + L \nu_0^3 \log n). \tag{13}
\]

In Eq. (13), we reduced the component \( L/n^{1-1/\Delta} \), assuming that \( L \leq n^{1/2-1/L} \). Therefore, from (12) and the previous upper bound, we obtain:

\[
\left| IP \left( \max_k \xi_k < t \right) - IP \left( \max_k \gamma_k < t \right) \right| \leq \Delta C_A + \frac{p}{\Delta L} \left( \frac{C \sigma (L^{3/2} \nu_0^2 + L \nu_0^3 \log n)}{\sqrt{n}} \right)^L.
\]

We, then, choose \( L = \log(np) \) and \( \Delta \) to satisfy the condition

\[
\frac{p}{\Delta L} \left( \frac{C \sigma (L^{3/2} \nu_0^2 + L \nu_0^3 \log n)}{\sqrt{n}} \right)^L \leq \frac{1}{n}, \quad \Delta = \frac{C e \sigma (L^{3/2} \nu_0^2 + L \nu_0^3 \log n)}{\sqrt{n}}.
\]

Setting these values gives the required bound in the Gaussian approximation. So, we have

\[
\left| IP \left( \max_k \xi_k < t \right) - IP \left( \max_k \gamma'_k < t \right) \right| \leq O \left( \frac{\nu_0^{3/2} \log^2(np)}{\sigma \sqrt{n}} \right).
\]

Now, we compare \( \gamma' \) with \( \gamma \) by estimating \( \| \Sigma - \Sigma' \|_{\infty} \). Considering arbitrary element \( \Sigma_{kl} \) and using the property \( W_2(\cdot, \cdot) \leq W_L(\cdot, \cdot) \) (Jensen’s inequality), along with the Cauchy—Bunyakovsky inequality for the correlation of two random variables, we obtain:

\[
|IE\xi_k \xi_l - IE\gamma_k' \gamma_l'| = |IE(\xi_k \xi_l - \xi_k \gamma'_l + \xi_k \gamma'_l - \gamma'_k \gamma'_l)|
\leq \sqrt{IE\xi_k^2} \sqrt{IE(\gamma'_l - \xi_l)^2} + \sqrt{IE(\gamma'_l)^2} \sqrt{IE(\gamma'_k - \xi_k)^2}
\leq 2\sigma W_L(\xi_k, \gamma'_k) \leq \frac{C \sigma^2 (L^{3/2} \nu_0^2 + L \nu_0^3 \log n)}{\sqrt{n}}.
\]
In the last inequality, we used the upper bound expressed by inequality (13). Denoting $\delta_\Sigma = \max_{k,l} |\mathbb{E}\xi_k \xi_l - \mathbb{E}\gamma_k \gamma_l| / \lambda_{\text{min}}(\Sigma)$ and using Lemma 13, we arrive at the final approximation, $\forall t$:

$$\mathbb{P}\left(\max_{1 \leq k \leq p} \gamma_k \leq t\right) - \mathbb{P}\left(\max_{1 \leq k \leq p} \gamma'_k \leq t\right) \leq O\left(\delta_\Sigma \log p \log \left(\frac{\sigma}{\delta_\Sigma \sigma}\right)\right) \leq O\left(\frac{\sigma^2 \log(np)^{5/2} / \nu^3}{\lambda_{\text{min}}(\Sigma) \sqrt{n} \log n}\right).$$

5. Experiments

In this section, we present the results of experimental validation of the derived asymptotic of the strong Gaussian approximation. It includes two experiments: assessment with the Wasserstein distance $W_L$ (ref. Equation (3) and Theorem 1) and approximation in distribution with the maximum norm (Theorem 5). Theorem 1 states that the convergence rate of the Gaussian approximation for $W_L$ is $O\left(L^{3/2} p / \sqrt{n} + L_p^{3/2} / \sqrt{n}\right)$, which is relatively close to the empirical asymptotic $O\left(p^{3/4} L^{1/2} / n^{1/2}\right)$. More precisely, the computed power of $n$ is $0.498 \approx 0.5$, the power of $p$ is $0.748 \approx 0.75$, and power of $L$ is $0.439 \approx 0.5$. The experiment is presented in Figure 1.

![Figure 1: Asymptotic dependence of Wasserstein distance $W_L$ on parameters $n$ (the number of elements in the sum), $p$ (the dimension), and $L$ (the power of the ground distance). The empirical convergence rate is $O\left(p^{3/4} L^{1/2} / n^{1/2}\right)$.](image)

The second experiment relates to Theorem 5, which states that the convergence rate of the Gaussian approximation for the maximum norm is $O\left(\log^{5/2} p / \sqrt{n}\right)$. This is also relatively close to the empirical asymptotic $O\left(\log p / \sqrt{n}\right)$. More precisely, the computed power of $n$ is $0.496 \approx 0.5$, the power of $p$ is $0.997 \approx 1.0$. We observe that the logarithmic factor may be improved further in this theorem and that it also depends on the power of $L$, similarly to the previous asymptotic (Figure 2). In both experiments, we sampled i.i.d. random variables $\xi_{ik} \sim (\mathcal{B}(0.5) - 0.5)$ for $1 \leq i \leq n$ and $1 \leq k \leq p$ from the Bernoulli distribution. The number of samples for $W_L$ is 10k and for the maximum norm is 100k. The simulation uses random generators from pytorch\footnote{https://pytorch.org/} and a GPU device (Tesla V100). To compute Wasserstein distance, we have used Sinkhorn algorithm Cuturi (2013) implemented in geomloss\footnote{https://www.kernel-operations.io/geomloss/} with hyperparameters blur = 0.01 and scaling = 0.99.
Figure 2: Dependence of the convergence rate on \( \{p, n\} \) of the Gaussian approximation with the maximum norm. Left: \( p = 5, n \in \{25, 49, 100, 225, 400\} \). Right: \( n = 50, p \in \{25, 50, 75, 100, 150, 200\} \). The empirical convergence rate is \( O(\log p/\sqrt{n}) \). \( P_1 \) and \( P_2 \) are the distributions of \( \max_k \xi_k \) and \( \max_k \gamma_k \).

6. Conclusion

One of the most fundamental problems in the probability theory – the Central Limit Theorem – is now enhanced with a strong error bound using the apparatus of the modern optimal transport theory. The new paradigm allows us to derive a more accurate convergence rate and to study its explicit dependence on the sum size \( n \), the parameter \( L \), and the dimension of the vectors \( p \). This work establishes a new fundamental limit for all practical applications of probability and statistical learning theories.
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Appendix A. Links between major results

Figure 3: Links between major results of this manuscript to facilitate following the proof.

Appendix B. Proof of Lemma 8

Fix an arbitrary point \( t \). Define a new mapping \( T_s \) on the space of the random variable \( X_t \) by the equation

\[
\frac{\partial}{\partial s} T_s(x) = \nabla G_{t+s}(T_s(x)), \quad T_0(x) = x, \quad s \geq 0.
\]  

(14)
It turns out that function $x \rightarrow T_s(x)$ is the push-forward transport mapping, such that $X_{t+s} = T_s(X_t)$ in distribution (see proof of Lemma 2 in Otto and Villani (2000)). In order to be consistent with our notation we provide below another proof of this proposition. Note that for an arbitrary functions $h \in C^1$ and $h_s = h(T_s^{-1})$, we can write
\[
\frac{d}{ds} h_s(T_s) = \frac{\partial}{\partial s} h_s(T_s) + \nabla^T h_s(T_s) \frac{\partial}{\partial s} T_s = 0.
\]
And using the differential Eq. (14) for $T_s$, one gets $\forall x$ from the domain of $X_t$
\[
\frac{\partial}{\partial s} h_s(x) = -\nabla^T \mathcal{G}_{t+s}(x) \nabla h_s(x).
\]
Then, involving property (7) leads to
\[
\frac{d}{ds} \int h_s(x) d\mu_{t+s}(x) = \int \frac{\partial}{\partial s} h_s(x) + \nabla^T \mathcal{G}_{t+s}(x) \nabla h_s(x) d\mu_{t+s} = 0.
\]
It proves that $T_s^{-1}(X_{t+s}) = X_t$ and subsequently $X_{t+s} = T_s T_s^{-1}(X_{t+s}) = T_s(X_t)$. By the definition of Wasserstein distance and the push-forward transport mapping $T_s$ (14)
\[
W_L^L(X_t, X_{t+d}) \leq \mathbb{E}\|T_{ds}(X_t) - T_0(X_t)\|^L = \mathbb{E}\|ds \nabla \mathcal{G}_t(X_t)\|^L
\]
and consequently by triangle inequality
\[
\frac{d}{dt} W_L(X_0, X_t) \leq \frac{1}{ds} W_L(X_t, X_{t+d}) \leq \frac{1}{ds} \{\mathbb{E}\|ds \nabla \mathcal{G}_t(X_t)\|^L\}^{1/L}.
\]
After the integration we obtain the second statement of this lemma.

Appendix C. Proof of Lemma 9

Involv[e a sequence of useful lemmas that will help us to estimate term $\|\sum_{i,\alpha \geq 0} \zeta_i(\alpha) H_\alpha(\gamma, I)\|$.  

Lemma 15 (Rosenthal’s inequality Hitzcenko (1990))  For all martingales $S_k = \sum_{i=1}^{k} \zeta_i$ and $2 \leq q < \infty$:
\[
\left[ \mathbb{E} \max_{0 \leq k < \infty} \|S_k\|^q \right]^{1/q} \leq Cq \log q \left[ \mathbb{E} \left( \sum_{i=1}^{\infty} \mathbb{E}_{i-1} \|\zeta_i\|^2 \right)^{q/2} + \mathbb{E} \max_{0 \leq i < \infty} \|\zeta_i\|^q \right]^{1/q}.
\]

By $\mathbb{E}_{i-1}$ we denote conditional expectation on previous values of the martingale $S_0, \ldots, S_{i-1}$ and by definition $\zeta_i$ are increments of the martingale which may be dependent in general case.

Lemma 16 Bonis (2019) Let $\gamma \in N(0, I)$ and for all $\alpha \in \mathbb{N}^p$: $x_\alpha \in \mathbb{R}^p$ and $H_\alpha(y, I)$ be the multivariate Hermite polynomials, defined by
\[
H_\alpha(y, \Sigma) = (-1)^{\alpha} e^{\frac{y^T \Sigma^{-1} y}{2}} \partial^\alpha e^{-\frac{y^T \Sigma^{-1} y}{2}}, \quad H_\alpha(y) = H_\alpha(y, I).
\]
Then,
\[
\left[ \mathbb{E} \left\| \sum_\alpha x_\alpha H_\alpha(\gamma) \right\|^{2q} \right]^{1/q} \leq \sum_\alpha \max(1, q - 1)^{|\alpha|} |\alpha|! \|x_\alpha\|^2.
\]
Proof [of Lemma 9] Note that for a random variable $\xi$, the operator $[E\xi^q]^{1/q}$ is the probability norm $L_q$. Also, denote

$$\delta = \left\| \sum_{i,\alpha \geq 0} \zeta_i(\alpha) H_\alpha(\gamma) \right\|_{L_q}.$$ 

To construct a martingale, one has to substitute the expectation from each $\zeta_i(\alpha)$. For that, one can use the triangle inequality

$$\delta \leq \left\| \sum_{i,\alpha \geq 0} (\zeta_i(\alpha) - E[\zeta_i(\alpha)]) H_\alpha(\gamma) \right\|_{L_q} + \left\| \sum_{i,\alpha \geq 0} E[\zeta_i(\alpha)] H_\alpha(\gamma) \right\|_{L_q}.$$ 

Now the sum by $i$ consists of independent centered random vectors and we can use the martingale inequality for it from Lemma 15, setting

$$S_k = \sum_{i=1}^{k} \sum_{\alpha \geq 0} (\zeta_i(\alpha) - E[\zeta_i(\alpha)]) H_\alpha(\gamma).$$ 

Without any loss of generality, we can also assume that $E[\zeta_i(\alpha)] = 0$, because $\|\zeta_i(\alpha) - E\zeta_i(\alpha)\|_{L_q} \leq 2\|\zeta_i(\alpha)\|_{L_q}$. Lemma 16, then, yields:

$$\delta \leq \left\| \left( \sum_{\alpha \geq 0} \alpha!(q-1)^{\alpha} \left\| \sum_i \zeta_i(\alpha) \right\|^2 \right)^{1/2} \right\|_{L_q}.$$ 

Finally, one can apply Lemma 15 to this hybrid norm and upper-bound the maximum by the sum of components with the power of $q$, such that $\forall x_\alpha \in \mathbb{R}^{p}$

$$\|x_\alpha\|_* = \left( \sum_{\alpha \geq 0} \alpha!(q-1)^{\alpha} \|x_\alpha\|^2 \right)^{1/2}, \quad \delta \leq E \left[ \left\| \sum_i \zeta_i(\alpha) \right\|_* \right]^{1/q}.$$ 

Using definition of $C(q) = Cq/\log q$ we derive that

$$\frac{\delta}{C(q)} \leq \left[ \sum_i E \|\zeta_i(\alpha)\|^2 \right]^{1/2} + \left[ E \max_i \left( \|\zeta_i(\alpha)\|_* \right)^2 \right]^{1/2}$$

and

$$\frac{\delta}{C(q)} \leq \left[ \sum_{i,\alpha \geq 0} \alpha!(q-1)^{\alpha} E \|\zeta_i(\alpha)\|^2 \right]^{1/2} + \left[ E \max_i \left( \sum_{\alpha \geq 0} \alpha!(q-1)^{\alpha} \|\zeta_i(\alpha)\|^2 \right) \right]^{1/2}$$

and

$$\max_i \left( \sum_{\alpha \geq 0} \alpha!(q-1)^{\alpha} \|\zeta_i(\alpha)\|^2 \right) \leq \sum_i \left( \sum_{\alpha \geq 0} \alpha!(q-1)^{\alpha} \|\zeta_i(\alpha)\|^2 \right)^{q/2}.$$
Appendix D. Proof of Theorem 10

Remind that according to expression (11)

\[
\nabla G_t(X_t) = \nabla G_t(X_t) - e^{-t} \mathbb{E}(\tau(t)|X_t) = -e^{-t} \mathbb{E}\left(\xi - \frac{1}{\sqrt{e^{2t} - 1}} \gamma + \tau(t)\big|X_t\right).
\]

We have just added zero component to the initial value of \(\nabla G_t(X_t)\). Below we will use Jensen’s inequality moving the conditional expectation outside the norm and \(\tau(t)\) will decrease the expected value of the norm. For the sake of brevity, let’s assume in this proof that the factor \(1/\sqrt{n}\) is included into random vectors \(\{\xi_i\}\) and make redefinition \(\forall i:\)

\[
\xi_i := \frac{1}{\sqrt{n}} \xi_i, \quad \xi'_i := \frac{1}{\sqrt{n}} \xi_i'.
\]

From expression

\[
W_L(\xi, \gamma) \leq \|\Sigma\|^{1/2}W_L(\Sigma^{-1/2}\xi, \Sigma^{-1/2}\gamma)
\]

follows that without loss of generality we may assume that \(\Sigma = I\). Add notation \(\Sigma_i = \mathbb{E}\xi_i\xi_i^T\) with evident property \(\sum_{i=1}^n \Sigma_i = I\). Use a short notation \(\mathbb{E}_{X_i}\) for the expectation operator with \(X_i\) condition. Unwrap the last expression with \(\nabla G_t(X_t)\) referring the definition of \(\tau(t)\) (9):

\[
\mathbb{E}\left(\xi - \frac{1}{\sqrt{e^{2t} - 1}} \gamma + \tau(t)\big|X_t\right)
\]

\[
= \sum_{i=1}^n \mathbb{E}_{X_i}(\xi_i - \xi_i')(1 - \mathbb{1}_i(t))
\]

\[
+ \frac{1}{\sqrt{e^{2t} - 1}} \mathbb{E}_{X_i} \sum_{i=1}^n \left(\frac{\langle \xi_i - \xi_i', \xi_i - \xi_i\rangle}{2} \mathbb{1}_i(t) - \Sigma_i\right) \gamma
\]

\[
+ \sum_{\alpha \geq 2} \frac{1}{2\alpha!(e^{2t} - 1)^{\alpha/2}} \mathbb{E}_{X_i} H(\gamma, I) \sum_{i=1}^n (\xi_i' - \xi_i)(\xi_i' - \xi_i)^\alpha \mathbb{1}_i(t).
\]

Using notation from Lemma 9, we rewrite the last expression as

\[
\mathbb{E}\left(\xi - \frac{1}{\sqrt{e^{2t} - 1}} \gamma + \tau(t)\big|X_t\right) = \mathbb{E}_{X_i} \sum_{i, \alpha \geq 0} \zeta_i(\alpha) H(\gamma, I)
\]

and set

\[
\zeta_i(0) = (\xi_i - \xi_i')(1 - \mathbb{1}_i(t)).
\]

For \(|\alpha| = 1\)

\[
\zeta_i(\alpha) = \frac{1}{\sqrt{e^{2t} - 1}} \left(\frac{\langle \xi_i' - \xi_i, \xi_i' - \xi_i\rangle}{2} \mathbb{1}_i(t) - \mathbb{E}(\xi_i' - \xi_i)(\xi_i' - \xi_i)^\alpha \mathbb{1}_i(t).
\]

For \(|\alpha| > 1\)

\[
\zeta_i(\alpha) = \frac{1}{2\alpha!(e^{2t} - 1)^{\alpha/2}} (\xi_i' - \xi_i)(\xi_i' - \xi_i)^\alpha \mathbb{1}_i(t).
\]
Next we want no estimate the power $L$ of $\sum_{i,\alpha \geq 0} \zeta_i(\alpha) H_\alpha(\gamma, I)$. Apply Jensen’s inequality in order to move the conditional expectation outside the norm

$$\left\| IE_{X_t} \sum_{i,\alpha \geq 0} \zeta_i(\alpha) H_\alpha(\gamma, I) \right\|^L \leq IE_{X_t} \left\| \sum_{i,\alpha \geq 0} \zeta_i(\alpha) H_\alpha(\gamma, I) \right\|^L.$$ 

Define a vector

$$\xi_i = \xi_i' - \xi_i.$$ 

In the expressions below we are going to use the following inequalities $\forall \alpha > 0$

$$\Pi_i(t) \leq \frac{1}{||\xi_i||^\alpha} \left( \frac{e^{2t} - 1}{L} \right)^{\alpha/2} \quad \text{and} \quad 1 - \Pi_i(t) \leq ||\xi_i||^\alpha \left( \frac{L}{e^{2t} - 1} \right)^{\alpha/2},$$

and equality for the norm of some $x \in \mathbb{R}^p$ and $m \geq 0$

$$\sum_{|\alpha| = m} \frac{1}{\alpha!} |x^\alpha|^2 = \frac{1}{m!} ||x||^{2m}.$$ 

Note that $\forall l > 0$ and $m > 1$

$$||\zeta_i(0)|| \leq ||\xi_i' - \xi_i|| ||\xi_i||^l \left( \frac{L}{e^{2t} - 1} \right)^{l/2},$$

$$\sum_{|\alpha| = 1} ||\zeta_i(\alpha)||^2 \leq \frac{||\xi_i' - \xi_i||^2 ||\xi_i||^2}{4(e^{2t} - 1)} + \frac{(IE||\xi_i' - \xi_i|| ||\xi_i||)^2}{4(e^{2t} - 1)},$$

$$\sum_{|\alpha| = m} \alpha! ||\zeta_i(\alpha)||^2 \leq \sum_{|\alpha| = m} \frac{1}{4\alpha!(e^{2t} - 1)^m} ||\xi_i' - \xi_i||^2 ||\xi_i||^{2\alpha} \Pi_i(t) \leq \frac{1}{4m!L(e^{2t} - 1)^{(m-1)}} ||\xi_i' - \xi_i||^2 ||\xi_i||^{2(m-1)}.$$

Then, setting $l = m - 1$, one gets:

$$\sum_{|\alpha| = 0}^{\infty} \alpha! L^{|\alpha|} ||\zeta_i(\alpha)||^2 \leq \frac{L}{e^{2t} - 1} \left( 1 + \frac{e}{4} \right) ||\xi_i' - \xi_i||^2 ||\xi_i||^2 + \frac{(IE||\xi_i' - \xi_i|| ||\xi_i||)^2}{4}.$$ 

Apply expectation operator and make summation by $i$

$$\left[ \sum_{i,\alpha \geq 0} \alpha! L^{|\alpha|} IE||\zeta_i(\alpha)||^2 \right]^{1/2} \leq \left( \frac{2L}{e^{2t} - 1} \right)^{1/2} \left( \sum_{i=1}^{n} IE||\xi_i' - \xi_i||^2 ||\xi_i||^2 \right)^{1/2}. \quad (17)$$

Analogical expression holds in power $L/2$:

$$\left[ \sum_{i} IE \left( \sum_{|\alpha| \geq 0} \alpha! L^{|\alpha|} ||\zeta_i(\alpha)||^2 \right)^{L/2} \right]^{1/L} \leq \left( \frac{2L}{e^{2t} - 1} \right)^{1/2} \left( \sum_{i=1}^{n} IE||\xi_i' - \xi_i||^2 ||\xi_i||^2 \right)^{1/L}. \quad (18)$$
For the other part of bound in Lemma 9 one has to evaluate term $\| \sum_i I_E \xi_i(\alpha) \|^2$. Note that

$$
\sum_{\alpha \geq 0} \left\| \sum_i (I_E \xi_i(\alpha)) \right\|^2 = \sum_{i,j} \sum_{\alpha \geq 0} (I_E \xi_i(\alpha))^T I_E \xi_j(\alpha)
$$

and $\forall l > 0$:

$$
\sum_{|\alpha|=l} (I_E \xi_i(\alpha))^T I_E \xi_j(\alpha) \leq \frac{I_E \| \xi_i' - \xi_i \| \| \xi_j' - \xi_j \| (m-l) I_E \| \xi_i' - \xi_i \| (m-l)}{4m! L^l (e^{2t} - 1)^{(m-l)}}.
$$

and for $m > 1$:

$$
\sum_{|\alpha|=m} (I_E \xi_i(\alpha))^T I_E \xi_j(\alpha) \leq \frac{I_E \| \xi_i' - \xi_i \| \| \xi_j' - \xi_j \| (m-l) I_E \| \xi_i' - \xi_i \| (m-l)}{4m! L^l (e^{2t} - 1)^{(m-l)}}.
$$

Then, setting $l = m - 2$, one obtains

$$
\left[ \sum_{\alpha \geq 0} \alpha! L^{|\alpha|} |I_E \xi(\alpha)|^2 \right]^{1/2} \leq \frac{e^{1/2} L}{e^{2t} - 1} \sum_{i=1}^n I_E \| \xi_i' - \xi_i \| \| \xi_i \|^2.
$$

Moreover, setting $l = m - 1$ we additionally derive that

$$
\left[ \sum_{\alpha \geq 0} \alpha! L^{|\alpha|} |I_E \xi(\alpha)|^2 \right]^{1/2} \leq \frac{e^{1/2} L^{1/2}}{(e^{2t} - 1)^{1/2}} \sum_{i=1}^n I_E \| \xi_i' - \xi_i \| \| \xi_i \| = \frac{\mu_2 e^{1/2} L^{1/2}}{(e^{2t} - 1)^{1/2}}.
$$

The last term requires two bounds because integration of function $e^{-t}/(e^{2t} - 1)$ diverges near zero point. We just have shown above in Eq.(16) that

$$
\nabla G_t(X_t) = -e^{-t} \sum_{i,\alpha \geq 0} \xi_i(\alpha) H_\alpha(\gamma, I).
$$

From Lemma 9 and expressions (17), (18), (19), (20) it follows that

$$
[|I_E \nabla G_t(X_t)|^2]^{1/2} \leq \frac{C L^{3/2} e^{-t}}{\log(L)(e^{2t} - 1)^{1/2}} \left( \frac{\mu_4^{1/2} + \mu_2 L}{e^{2t} - 1} \right)
$$

Now in order to obtain the bound for $W_L(\xi; \gamma)$ by means of Lemma 8 one has to integrate the previous expression over $t$. Apply the following integrals:

$$
\int_0^\infty \frac{e^{-t}}{(e^{2t} - 1)^{1/2}} dt = 1.
$$

For $t_0 = 1/n$
\[
A \int_0^{t_0} \frac{e^{-t}}{(e^{2t} - 1)^{1/2}} dt + B \int_{t_0}^{\infty} \frac{e^{-t}}{e^{2t} - 1} dt \\
= A(1 - e^{-2t_0})^{1/2} + B \left( -e^{-t_0} + \frac{1}{2} \log \frac{e^{-t_0} + 1}{1 - e^{-t_0}} \right) \\
\leq \frac{\sqrt{2} A}{\sqrt{n}} + \frac{B}{2} \log(2n).
\]

Set \( A = e^{1/2} L^{1/2} \mu_2 \) and \( B = e^{1/2} L \mu_3 \), then finally
\[
\int_0^{\infty} \left[ \mathbb{E} \| \nabla G_t(X_t) \|^L \right]^{1/L} dt \leq C \frac{L^{3/2}}{\log L} \left( \mu_4^{1/2} + \mu_2^{1/2} \right) + \frac{\sqrt{2} e^{1/2} L^{1/2} \mu_2}{\sqrt{n}} + \frac{e^{1/2} L \mu_3}{2} \log(2n).
\]

**Appendix E. Proof of Theorem 1**

Consider a random vector \( \xi \) which has restricted exponential or sub-Gaussian moments: \( \exists g > 0 \)
\[
\log \mathbb{E} \exp(\gamma^\top \xi) \leq \|\gamma\|^2/2, \quad \gamma \in \mathbb{R}^p, \quad \|\gamma\| \leq g.
\] (21)

For ease of presentation, assume below that \( g \) is sufficiently large.

**Lemma 17 (Spokoiny (2017))** Define \( x_c = g^2 / 4 \). Let (21) hold and \( 0.3g \geq \sqrt{p} \). Then, for each \( x > 0 \)
\[
\mathbb{P}(\|\xi\| \geq z(p, x)) \leq 2e^{-x} + 8.4e^{-x_c} \mathbb{I}(x < x_c),
\]
where \( z(p, x) \) is defined by
\[
z(p, x) = \begin{cases} 
(p + 2\sqrt{px} + 2x)^{1/2}, & x \leq x_c \\
g + 2g^{-1}(x - x_c), & x > x_c.
\end{cases}
\]

**Lemma 18** With conditions from Lemma 17 for each \( k \geq 2 \)
\[
\mathbb{E} \|\xi\|^k \leq 4(\sqrt{p} + \sqrt{2k})^k + \left( \frac{4k}{g} \right)^k.
\]

**Proof** First separate events \( \{\|\xi\| \leq \sqrt{p}\} \) and \( \{\|\xi\| > \sqrt{p}\} \). Then, we obtain:
\[
\mathbb{E} \|\xi\|^k \leq p^{k/2} + k \int_{\sqrt{p}}^{\infty} t^{k-1} \mathbb{P}(\|\xi\| > t) dt.
\]

Apply Lemma 17 that is valid in the region \( \{t > \sqrt{p}\} \)
\[
\int_{\sqrt{p}}^{\infty} t^{k-1} \mathbb{P}(\|\xi\| > t) dt \\
\leq 2 \int_0^{\infty} z(p, x)^{k-1}(e^{-x}) z'(p, x) dx \\
+ 8.4e^{-x_c} \int_{x_c}^{x_c} z(p, x)^{k-1} dx (p, x).
\]
Through integration by parts we find that

\[ k \int_0^\infty z(p, x)^{k-1}(e^{-x})z'(p, x)dx = -z^k(p, 0) + \int_0^\infty z(p, x)^k(e^{-x})dx. \]

The function \(z(p, x)\) behaves differently before and after the point \(x_c\). So we will integrate it separately.

\[ \int_0^{x_c} z(p, x)^k(e^{-x})dx = \int_0^{x_c} (\sqrt{p} + \sqrt{2x})^k(e^{-x})dx \leq \int_0^\infty (\sqrt{p} + y)^k e^{-\frac{y^2}{4}} d\frac{y^2}{2} \leq \{\text{set } y = \text{argmax}(\sqrt{p} + y)^k e^{-\frac{y^2}{4}}\} \leq (\sqrt{p} + \sqrt{2k})^k. \]

\[ \int_{x_c}^\infty z(p, x)^k(e^{-x})dx = \int_{x_c}^\infty \left(g + \frac{2}{g}(x - x_c)\right)^k(e^{-x})dx \]

\[ \leq e^{-x_c} \int_0^\infty \left(g + \frac{2}{g}y\right)^k e^{-\frac{y^2}{2}} e^{-\frac{y^2}{2}} dy \leq 2 e^{-x_c} \max \left\{g, \frac{4k}{g}\right\} \leq 2 e^{-k/2} (k)^{k/2} + \left(\frac{4k}{g}\right)^k. \]

Compute the last integral part:

\[ 8.4 e^{-x_c} k \int_0^{x_c} z(p, x)^{k-1}dz(p, x) = 8.4 e^{-x_c} (\sqrt{p} + \sqrt{2x})^k \leq (\sqrt{p} + \sqrt{k})^k. \]

Using this lemma one may evaluate moments in Theorem 10 and derive result from Theorem 1, such that

\[ \mathbb{E} \left\| \frac{1}{\sqrt{2\nu_0}} \Sigma^{-1/2}(\xi_i - \xi'_i) \right\|^k \leq 4(\sqrt{p} + \sqrt{2k})^k + \left(\frac{4k}{g}\right)^k \]

and

\[ \mu_k = \frac{1}{n^{k/2}} \sum_{i=1}^n \mathbb{E} \left\| \Sigma^{-1/2}(\xi_i - \xi'_i) \right\|^k \leq \frac{2^{k/2+2}\nu_0^k \left\{ (\sqrt{p} + \sqrt{2k})^k + \left(\frac{4k}{g}\right)^k \right\}}{n^{k/2-1}}. \]
Appendix F. Proof of Lemma 14

Consider two events $H_1 = \{ |\xi| \geq \Delta \}$ and $H_2 = \{ |\xi| < \Delta \}$, they compose a full group:

$$P(\xi + \eta < t) = P(\xi + \eta < t, H_1) + P(\xi + \eta < t, H_2) = P_1 + P_2.$$ 

Let's find bounds for $P_1 + P_2$. For $P_1$, the bounds are

$$0 \leq P_1 \leq P(H_1).$$

For $P_2$, the upper bound will be

$$P_2 = P(\xi + \eta < t, -\Delta < \xi < \Delta) \leq P(-\Delta + \eta < t) = P(\eta < t + \Delta),$$

and the lower bound

$$P_2 = P(\xi + \eta < t, -\Delta < \xi < \Delta) \geq P(\Delta + \eta < t, -\Delta < \xi < \Delta) \geq P(\Delta + \eta < t) - P(\{ |\xi| \geq \Delta \}) = P(\eta < t - \Delta) - P(H_1).$$

We have found the bounds for $P_1 + P_2$ and consequently for $P(\xi + \eta < t)$. 