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ABSTRACT
The construction of a continuous family of distributions on a compact set is demonstrated by concatenating, in a continuous manner, three probability density functions with bounded support using a modified mixture technique. The construction technique is similar to that of generalized trapezoidal (GT) distributions, but contrary to CT distributions, the resulting density function is smooth within its bounded domain. The construction of Generalized Trapezoidal Ogive (GTO) distributions was motivated by the COVID-19 epidemic, where smoothness of an infection rate curve may be a desirable property combined with the ability to separately model three stages and their durations as the epidemic progresses, being: (1) an increasing infection rate stage, (2) an infection rate stage of some stability and (3) a decreasing infection rate stage. The resulting model allows for asymmetry of the infection rate curve opposite to, for example, the Gaussian Error Infection (GEI) rate curve utilized early on for COVID-19 epidemic projections by the Institute for Health Metrics and Evaluation (IHME). While other asymmetric distributions too allow for the modeling of asymmetry, the ability to separately model the above three stages of an epidemic’s progression is a distinct feature of the model proposed. The latter avoids unrealistic projections of an epidemic’s right-tail in the absence of right tail data, which is an artifact of any fatality rate model where a left-tail fit determines its right-tail behavior.
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1. Introduction
The recent outbreak of the severe acute respiratory syndrome coronavirus (SARS-CoV)-2, nicknamed COVID-19, in Wuhan in 2019, has spread and cascaded all over the world. Accompanying this global pandemic are numerous studies aimed at estimating and forecasting the scale of the fatalities. Unfortunately, very few, if any, of these studies have been sacrosanct in both their analysis and the prescriptions to policy. The plurality of fatality rate estimates has led to policy ambivalence with significant implications on the macro-economic indicators, the induced economic uncertainties, and effects on financial markets. At least in part, drivers and accelerators of these indicators are the global responses to the pandemic that includes, e.g., the population-wide social distancing risk mitigation measure. The presence of wide ranging fatality rate estimates, pitting expert guesses against each other, unfortunately results in an erosion of public trust in these fatality rate estimates and the models that produce them. The latter in turn complicates the adoption of proposed risk mitigation measures by a mistrusting public with potentially dire consequences. While the objective of this paper is also to contribute to the modeling effort in refinement of the early studies that have provided less than optimal and often knee-jerk reactions or forecasts, the value of this contribution is in offering a prudent approach toward fatality rate estimation as an epidemic progresses.

The plurality of fatality estimates results in part from a plurality of models that generate these estimates. A study using January and February data on COVID-19 cases and deaths in China applied a linear regression model to estimate the fatality rate for some of the clusters of the incidences of the disease in China. The study finds that the case fatality rate ranged from 0.15% to 5.25% with a concluding remark that the fatality rate is lower than the previous SARS epidemics. The lower end of this fatality rate was echoed in an analysis that points out the uncertainty of available official data in China that might lead to ambiguous results or inaccurate forecasts by non-trivial orders of magnitude. Other studies show that the impacts have been downplayed. SIR models are based on susceptibility (no immunity) S, count of infected I,
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and resistance (recovered or dead) \( R[3] \) illustrates how tenuous it is to estimate the fatality rate from the disease with emphasis on the uncertainty over the joint distribution of the fatality rate and the initial number of active cases. It is evident that model parameterization as the disease evolves becomes more tenuous when mitigation methods are simultaneously considered. Forecasting models have been cautionary in their predictions. For example, while the use of time series forecasting with models from the exponential smoothing family [8,13] have been proven to capture a variety of trend and seasonal forecasting patterns, non-seasonality assumes a prominent role [19].

The modeling approaches applied differ in their complexity and the assumptions they make. The latter emphasizes that uncertainties are not only rooted in the many unknowns about the contagious virus and the complicated mixture of human and government intervention policies [11], but also in the multitude of modelling approaches with varying assumptions that produce the fatality estimates. The latter has resulted in scrutiny of these approaches [5,22]. In Section 2, we present a preamble of modeling ensembles of the curve-fitting kind including bi-weekly cumulative fatality estimates resulting from three models using Italy COVID-19 fatality data. The data is compiled by the Johns Hopkins University Center for Systems Science and Engineering (JHU CCSE) from various sources [9]. Aside from assuming the functional form of a curve to be fitted, these models are purely data driven. Even in that case, the example demonstrates model uncertainty effects across these models resulting from sequentially fitting fatality rate curves as data accumulates over the progression of an epidemic. It is not unthinkably that with the inclusion of additional fatality rate curve models, with the same mathematical artifact where a left tail estimation cannot be decoupled from a right tail estimation, even larger model uncertainties may be observed.

Section 3 introduces the functional form of the proposed fatality rate model herein, termed Generalized Trapezoidal Ogive (GTO). It consists of three stages, being: (1) an increasing infection rate stage, (2) an infection rate stage of some stability and (3) a decreasing infection rate stage. The manner of its construction, which is somewhat technical, is described in the appendix. In Section 4, a least-squares fitting procedure is developed for the GTO model that allows for decoupling of the estimation of an epidemic’s three stages as it progresses. It is the latter fitting procedure that allows for prudence in providing third stages estimates in the absence of right-tail data. Indeed, not forecasting too far in the future is a time-honored prudent principle in the forecasting literature derived from the experience that past “historical” data may not be indicative of the future. In addition forecasting in general suffers from increasing uncertainties as the length of time for which one forecasts increases [7]. There is no empirical evidence, to the best of our knowledge, to suggest this does not apply to forecasting an epidemic’s progression. Section 5 presents several GTO fatality rate curve estimates using COVID-19 fatality data [9] from a number of different countries in Europe obtained utilizing the curve fitting procedure described in Section 4. Some closing remarks are provided in Section 6.

2. Model preamble

The functional form \( f(t|\alpha, \beta, \gamma) \) given by (1) was used for fatalities curve and infection rate curve modeling for the COVID-19 epidemic by the Institute for Health Metrics and Evaluation (IHME) [15,16],

\[
f(t|\alpha, \beta, \gamma) = \frac{\gamma}{2} \left[ 1 + \text{erf}(\alpha(t - \beta)) \right]
= \frac{\gamma}{2} \left( 1 + \frac{2}{\sqrt{\pi}} \int_{0}^{\alpha(t - \beta)} \exp(-x^2) dx \right),
\]

(1)

That functional form utilizes the Gauss error function \( \text{erf}(\cdot) \) which is equivalent to

\[
f(t|\alpha, \beta, \gamma) = \gamma \Phi(\sqrt{\pi} \times \alpha(t - \beta)),
\]

(2)

where \( \Phi(\cdot) \) is the cumulative distribution function of a standard normal distribution function. In (1) and (2), the \( \gamma \) parameter controls the total number of fatalities, the \( \beta \) parameter is the point in time at which the infection rate is at its maximum and the \( \alpha \) parameter controls the speed of infection or the infection rate

\[
\frac{df(t|\alpha, \beta, \gamma)}{dt} = \gamma \alpha \sqrt{\pi} \Phi(\sqrt{\pi} \times \alpha(t - \beta)),
\]

(3)

In (3), \( \Phi(\cdot) \) is the classical density function of a standard normal distribution. From the functional form of (2) and (3), it follows that the infection rate curve (3) has a symmetry axis at \( t = \beta \) which implies that the manner in which the infection rate increases up to \( \beta \) is the same as the manner in which the infection rate decreases after \( \beta \). Furthermore, by implication, the time to the maximum infection rate \( \beta \) from a negligible one then also equals to the amount of time from maximum infection rate \( \beta \) to a near zero infection rate.

During the COVID-19 epidemic the parameters \( \alpha, \beta, \gamma \) in (2) and (3) were estimated as the epidemic progressed, say on a weekly-basis or even more frequent. As a result, in the early stages of the epidemic, the estimates of \( \alpha, \beta, \gamma \) in (2) and (3) were based on fatality numbers in the left-tail of the fatality rate curve, in the absence of right-tail fatality numbers. As per the previous paragraph, these parameters determine the “estimated/forecasted” duration and severity of the epidemic that, in turn, served as a driver of risk mitigation measure implemented or recommended, such as the duration of “lock-down” periods. In the absence of that right-tail data of the fatality rate curve, however, such early estimates carry a great deal of uncertainty and inaccuracy with them. Truth be told, however, this is not a result of the symmetry of the functional form of (2) and (3), but an artifact of any fatality curve model where its parameters determine both its left-tail and right-tail behaviors.

Alternative infection rate models \( f(t|\gamma, \Theta) \) follow from (2) by substituting a cumulative distribution function (cdf) \( G(\cdot|\Theta) \) for the standard normal cdf \( \Phi(\cdot) \) in (2) as follows;

\[
f(t|\gamma, \Theta) = \gamma G(t|\Theta),
\]

(4)

where \( \Theta \) are its parameters and \( \gamma > 0 \) as in (2) and (3) controls the total number of fatalities. One obtains for the infection rate curve in that case;

\[
\frac{df(t|\gamma, \Theta)}{dt} = \gamma g(t|\Theta),
\]

(5)

where \( g(t|\Theta) \) is the probability density function (pdf) associated with the cdf \( G(\cdot|\Theta) \). To illustrate the large potential inaccuracies/fluctuations of early “forecasts”, Fig. 1 demonstrates the cumulative fatality (CF) curves and fatality rate (FR) estimated using the standard normal cdf \( \Phi(\cdot) \) in (2), the gamma\((\alpha, \beta)\) cdf and the log-normal\((\mu, \sigma)\) cdf with pdfs

\[
g(t|\alpha, \beta) = \frac{t^{\alpha-1}}{\Gamma(\alpha)\beta^\alpha} \exp(-\frac{t}{\beta})
\]

(6)

and

\[
g(t|\mu, \sigma) = \phi(\frac{\ln(x) - \mu}{\sigma})
\]

(7)

respectively. Contrary to (2) and (3), (6) and (7) both allow for the modeling of asymmetry in the fatality rate curve (5). The curves in Fig. 1 were fitted to fatality data \( y = (y_1, \ldots, y_k) \) for Italy on a rolling bi-weekly basis using the least squares estimation procedure that minimizes

\[
SS(\Theta) = \sum_{i=1}^{k} [y_i - \gamma(G(t_i|\Theta))]^2
\]

(8)
Fig. 1. Italy COVID-19 fatality data [9] with seven biweekly least-squares fitted fatality curves. A: Gaussian CF Curves (2); B: Gaussian FR Curves (3); C: Gamma CF Curves with cdf of (6); D: Gamma FR Curves (6); E: log-normal CF Curves with cdf of (7); F: log-normal FR Curves (7).
where $G_i(\cdot; \Theta)$ is given by (4), $t_i = (t_1, \ldots, t_k)$, and $y_i$ are the cumulative number of fatalities reported [9] on days $t_i$, $i = 1, \ldots, k$. The parameters in Fig. 1 were estimated using the Broyden–Fletcher–Goldfarb–Shanno (BFGS) optimization algorithm available in the open-source platform R [17]. At 14 days, the distribution parameter starting values in (2), (6) and (7) were set equal to 1 in that optimization procedure, whereas the starting value for the parameter $\gamma$ in (5) was set equal to the cumulative number of fatalities observed up to that point in time. For subsequent biweekly least-squares, fitting the starting values for the distribution parameters were set to those of the prior biweekly optimization results, and the starting value of the parameter $\gamma$ was updated to the cumulative number of fatalities observed.

From Figs. 1C and 1D, one observes that the biweekly estimated gamma curves both underestimate and overestimate the number of fatalities with a max fatality of 42,319 estimated at 42 days into the epidemic, whereas after 85 days a total number of 31,368 fatalities were observed. The next biweekly fatality estimate at 56 days reduced to 25,978, about a 40% reduction. From Fig. 1E and 1F, one observes that for the log-normal fatality curves this estimation behavior is even more pronounced with a max fatality estimate of 49,343 at 42 days into the epidemic and a reduced fatality estimate at 56 days equal to 28,400, a 42% reduction. From Fig. 1B, in the cases of the Gaussian fatality rate curves, one observes that, consistently, a duration below 100 days until negligible infection rates is estimated. On the other hand, in the cases of the gamma and the log-normal curves in Fig. 1D and 1F, a duration of about up to 150 days or more than 150 days is estimated (at 42 days into the epidemic) until negligible infection rates, respectively. Summarizing, Fig. 1 demonstrates model uncertainty effects across the three different fatality rate models depicted when sequentially fitting fatality rate curves as such data accumulates over the progression of an epidemic.

Given the potential for unintended consequences resulting from fatality and epidemic duration estimates that “miss the mark” as a result of those model uncertainties in the absence of right-tail data, a fatality rate curve model is developed herein that allows for a separate estimation of the left and right tail behavior of an epidemic’s progression. It utilizes a bounded density function $g(\cdot | \Theta)$, termed the GTO distribution, reminiscent of generalized trapezoidal distribution functions with a uniform central stage, also known as Generalized Trapezoidal Uniform (GTU) distributions [24]. Similar to the GTU density function, it has bounded support to account for the duration of an epidemic being bounded, and it consists of three stages: (1) a growth stage, (2) a stability stage, and (3) a decay stage. A growth parameter $m$ and decay parameter $n$ model the growth and decay in Stage 1 and Stage 3, respectively. The length of the three stages are modeled with parameters

$$0 \leq a < b \leq c < d. \quad (9)$$

Note that in Eq. (9) one can set $b = c$, which eliminates the second stability stage from a GTO fatality curve model should this be apparent from the data collected. An epidemic’s total duration modeled by the parameter $d$ can be set arbitrarily large. An advantage of the GTO distribution over GTU distributions for fatality rate curve modeling is that its density is smooth over its bounded support, which may be a desirable property in such a context.

### 3. GTO distributions

The approach towards constructing the GTO pdf $g(\cdot | \Theta)$ requires one to specify: (i) the beginning and end of each of the three stages ($a, b, c, d$), (ii) the growth behavior of the first stage (parameter $m$), (iii) the decay behavior of the third stage (parameter $n$), and (iv) the requirement that the relative likelihood at the end of the growth stage $[a, b]$ and at the beginning of the decay stage $[c, d]$ equals one, i.e.,

$$g(b | \Theta)/g(c | \Theta) = 1. \quad (10)$$

To allow for nonlinear growth and decay the probability density functions

$$g_1(t | \Theta) = \frac{m}{b-a} \left( \frac{x-a}{b-a} \right)^{m-1} \left( \frac{4m-2}{3m-1} - \frac{2m-2}{3m-1} \left( \frac{t-a}{b-a} \right)^m \right), \quad a < t \leq b \quad (11)$$

and

$$g_3(t | \Theta) = \frac{n}{d-c} \left( \frac{d-t}{d-c} \right)^{n-1} \left( \frac{4n-2}{3n-1} - \frac{2n-2}{3n-1} \left( \frac{d-t}{d-c} \right)^n \right), \quad c \leq t < d. \quad (12)$$

are chosen for the first and the third stage, respectively. The density function $g_2(t | \Theta)$ during the second stage will be assumed to be of a constant value, i.e.,

$$g_2(t | \Theta) = \frac{1}{c-b}, \quad b \leq t \leq c. \quad (13)$$

The functional form of the GTO density function is next

$$g(t | \Theta) = \begin{cases} 
\pi_1(\Theta) \times g_1(t | \Theta), & a < t \leq b, \\
\pi_2(\Theta) \times g_2(t | \Theta), & b \leq t \leq c, \\
\pi_3(\Theta) \times g_3(t | \Theta), & c \leq t < d,
\end{cases} \quad (14)$$

where $\Theta = \{a, b, c, d, m, n\}, a < b \leq c < d, m \geq \frac{1}{2}, n \geq \frac{1}{2}$, and $\pi_i(\Theta), i = 1, \ldots, 3$, are the stage probabilities of the fatality rate curve (5) or the proportion of fatalities in each stage of an epidemic. The main challenge in the construction of the pdf (14) is to select the probabilities $\pi_1(\Theta)$, $\pi_2(\Theta)$, $\pi_3(\Theta)$ so that the overall density function $g(t | \Theta)$ in (14) be continuous. This turns out to be a nontrivial problem, but was solved in the derivation of Generalized Trapezoidal (GT) distributions in [23]. That same approach is utilized herein to prove the following proposition.

**Proposition.** The probability density function given by (14) with parameters

$$\Theta = \{a, b, c, d, m, n\}, a < b \leq c < d, m \geq \frac{1}{2}, n \geq \frac{1}{2}$$

generates a density function

$$p(y | m) = my^{m-1} \left[ \frac{4m-2}{3m-1} - \frac{2m-2}{3m-1} y^m \right], \quad 0 \leq y \leq 1, m \geq 1/2, \quad (16)$$

with cdf

$$P(y | m) = y^m \left[ \frac{4m-2}{3m-1} - \frac{m-1}{3m-1} Y^m \right], \quad 0 \leq y \leq 1, m \geq 1/2, \quad (17)$$

and quantile function

$$P^{-1}(q | m) = \frac{2m-1}{m-1} \left[ 1 - \sqrt{1 + q \left( \frac{m-1}{2m-1} \right) \left( \frac{3m-1}{m-1} \right)^2} \right], \quad 0 \leq q \leq 1, m \geq 1/2. \quad (18)$$
introduced in [10]. The density function (12) is a linear transformation of a reflected ogive density function. An important property that was used to construct the ogive pdf (16) in [10] is

$$\lim_{y \to 1} \frac{dp(y|m)}{dy} = 0. \quad (19)$$

The density (16) was termed an ogive density since the pdf allows, with property (19), for strictly increasing S-shaped density curves. It is that latter property (19) of ogive pdfs (16) that ensures that the GTO density function (14) is smooth and differentiable at its stage transitions, i.e., at b and c. The parameters m and n are the growth and decay parameters of the stages provided $m > 1$, $n > 1$. Finally, since the cdf $P(y|m)$ (17) and quantile function $P^{-1}(q|m)$ (18) are available in a closed form, it follows that the cdf and the quantile function of GTO distributions are also available in a closed form. The GTO cdf $G(t|\Theta)$ follows as,

$$G(t|\Theta) = \begin{cases} 
\pi_1(\Theta)P\left(\frac{t-a}{b-a} \right|m), & a < t \leq b, \\
\pi_1(\Theta) + \pi_2(\Theta) - \frac{b-t}{b-c}, & b \leq t \leq c, \\
1 - \pi_3(\Theta)P\left(\frac{d-t}{n}\right), & c \leq t \leq d,
\end{cases} \quad (20)$$

where $\Theta = \{a, b, c, d, m, n\}, a < b \leq c \leq d$, $m \geq \frac{1}{2}, n \geq \frac{1}{2}$, and $\pi_i(\Theta), i = 1, \ldots, 3$ are given by (15). The quantile function $G^{-1}(p|\Theta)$, follows as

$$G^{-1}(p|\Theta) = \begin{cases} 
p^{-1}(\pi_1(\Theta)(m(b-a) + a), & 0 < p \leq \pi_1(\Theta), \\
p - \pi_1(\Theta) + \frac{\pi_2(\Theta)}{\pi_3(\Theta)}(c-b) + b, & \pi_1(\Theta) \leq p \leq 1 - \pi_3(\Theta), \\
d - p^{-1}\left(1 - \frac{p}{\pi_3(\Theta)}\right)n(d-c), & 1 - \pi_3(\Theta) \leq p < 1.
\end{cases}$$

In other words, contrary to, e.g., the infection rate curves used in Fig. 1, no numerical approximation procedures are required to evaluate the CF curve (4) that utilize the GTO cdf. In the next section, a sequential fitting procedure of the stage parameters using the least squares method is developed.

4. Sequential fitting of a GTO fatality curve

An objective of fitting fatality curves in an epidemic is the application of a decision rule as to the timing of the progression of the epidemic. Such a progression typically consists of an increasing fatality and infection rate stage, potentially followed by a stage of relative stability and finally a stage where the epidemics fatality and infection rates decreases. While the determination of these stages after an epidemic has run its course is perhaps straightforward, the determination of these stages as an epidemic progresses is complicated due to reporting behavior of daily infection and fa-
tality counts. For example, in the case of the COVID-19 epidemic fatalities reported on Tuesdays were routinely higher than those on other days in the week, whereas fatalities reported on Sundays and Mondays were lower. This cyclical behavior can be observed for the fatalities reported in Italy in Figs. 1B, 1D and 1E. Similar over-reporting and under-reporting patterns were observed in daily infection and fatality counts for other countries as well.

Cyclical reporting of daily infection and fatality counts not only complicates the fitting of an infection and fatality rate curve as an epidemic progresses and the determination of its stages, but it also questions the rationale of daily reporting of infection rate and fatality counts, without reporting them in the context of that cyclical nature. Providing a methodology under such reporting conditions may help inform policy decision making in terms of extending or relaxing risk mitigation strategies as the epidemic progresses. It is worthwhile to note here that the fluctuations observed in the fitted curves depicted in Fig. 1 are not a result of that cyclical reporting behavior since the curves were fitted on a bi-weekly basis. That being said, one can expect even larger fluctuations and model uncertainties should one choose to fit infection and fatality rate curves on a daily basis, under such cyclical reporting conditions.

4.1. Fitting the first stage

Consider the least-squares objective function \( SS(\hat{\Theta}|\mathbf{y}, t, k) \) (8). In (8) the vector \( \mathbf{y} \) contains the cumulative fatality and infection counts at the times specified by \( t = (1, \ldots, k) \). The first days of the epidemic was selected in Fig. 1, such that the first fatality and infection were counted on the second day. As the epidemic progresses the function \( SS(\hat{\Theta}|\mathbf{y}, t, k) \) increases as a function of \( k \) since additional squared residuals are added to (8) on a day-to-day basis. To assess if a transition from the first stage has occurred to the second stage of the epidemic, the following setting of the parameters is utilized:

\[
b = c = d, n = 1.
\]

The effect of the parameter setting (21) on the GTO cdf (20) is that it only consists of a single stage. Next, as more data becomes available the total number of fatalities (in the first stage) \( \gamma \) and the growth parameter \( m \) are fitted on a daily basis by minimizing the least squares function \( SS(\hat{\Theta}|\mathbf{y}, t, k) \) (8), while setting \( b = k \). To evaluate if the first stage has ended, the progression of

\[
SS(\hat{\Theta}|\mathbf{y}, t, k)/\gamma
\]

is tracked, where \( \gamma \) is the estimated cumulative number of fatalities and infections on day \( k \). Fig. 2A, plots the progression of optimal values of \( SS(\hat{\Theta}|\mathbf{y}, t, k) \) (8) as \( k \) increases and Fig. 2B plots the progression of the normalized optimal values \( SS(\hat{\Theta}|\mathbf{y}, t, k)/\gamma \) (22). From Fig. 2B, one observes that \( SS(\hat{\Theta}|\mathbf{y}, t, k)/\gamma \) shows a fluctuating behavior up to day 38, followed by a strictly increasing behavior thereafter. From that latter increasing behavior, it may be concluded that the daily fatality counts started to level off at day 38.
The first stage fit of the cumulative GTO fatality rate curve (4) up to day 38 is depicted in Fig. 2C with optimal parameter values $\tilde{\tau} = 11.101$ and power parameter $\tilde{m} = 4.411$. Hence, it is estimated that the first stage of the epidemic accounted for 11,101 fatalities. The associated first stage GTO fatality counts curve (5) is depicted in Fig. 2D. Note the significant drop-off in observed fatality counts following day 38 in Fig. 2D.

### 4.2. Fitting the second stage

The procedure to fitting the second stage is similar to that of fitting the first stage except that the following setting of the parameters is utilized:

$$\hat{b} = \hat{b}, \; \hat{b} \leq \hat{c} = \hat{d}, \; n = 1.$$  

Thus in the COVID-19 Italy case $b$ is kept fixed at the value $\hat{b} = 38$ and $SS(\tilde{\Theta}, |x, c, k|$ (8) is minimized over the parameters $\gamma$ and the first stage power parameter $m$ as the number of days $k$ in the epidemic progresses onward from $\hat{b} = 38$, while setting $c = k$.

The COVID-19 Italy fatality data and the results are depicted in Fig. 3. As in Fig. 2, Fig. 3A tracks the progression of $SS(\tilde{\Theta}, |x, c, k|$ (8) and Fig. 3B tracks the progression of $SS(\tilde{\Theta}, |x, c, k|$ (22). Similar to Fig. 2B, one observes a strictly increasing behavior of $SS(\tilde{\Theta}, |x, c, k|$ (22) following day 43, which can be interpreted as
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having entered the decreasing stage of the epidemic. Truth be told, the increase in $SS(\hat{\Theta} | y, \tilde{t}, k) / \hat{\gamma}$ from day 43 to day 44 is only minor, and a modeling decision could have been made to set $c = 44$ as opposed to $c = 43$. The optimal left branch power parameter of the GTO fatality curve $\gamma \mathcal{C}(t | \Theta)$ (4) is now $\hat{m} = 4.224$ (updated from the value $\hat{m} = 4.411$ when only the first stage was fitted in Fig. 2), whereas the estimated total number of fatalities during the first and second stage is now estimated at $\hat{\gamma} = 15,030$ thousand. In other words, it is estimated that during the second stage the number of fatalities increased by $15,030 - 11,101 = 3,929$ thousand. The first and second stage fit of the cumulative GTO fatality rate curve (4) up to day 43 is depicted in Fig. 3C. The associated first stage and second stage GTO fatality counts curve (5) up to day 43 is depicted in Fig. 3D. Note the significant reduction in observed fatality counts following day 43 in Fig. 3D.

4.3. Fitting the final stage

To fit the complete GTO fatality curve $\gamma \mathcal{C}(t | \Theta)$ (4) with $\mathcal{C}(t | \Theta)$ given by (20) the following setting of the parameters is utilized $b = \hat{b}$, $c = \hat{c}$, $c < d$, where $\hat{b}$ and $\hat{c}$ follow from the first stage and second stage fitting procedure. Hence in the COVID-19 Italy case, we preset $b = 38$ and $c = 43$. Next, $SS(\Theta | y, \tilde{t}, k)$ (8) is minimized over the parameters $\gamma$ and the first and second stage power parameters $m$ and $n$ for different values of $d$, where $d > k$ can be chosen arbitrarily large. The results for the COVID-19 Italy case depicted in Fig. 1 (i.e. at $k = 85$ days into the epidemic) are depicted in Fig. 4 starting with a value $d = 150$ days up to $d = 800$ days. From Fig. 4A, one observes a decreasing behavior of the optimal value of $SS(\Theta | y, \tilde{t}, k)$ (8) and an increasing behavior of the maximum estimated number of fatalities $\hat{\gamma}$ as one increases $d$. In addition, one observes from Fig. 4B that the optimal value for $\gamma$ starts to level at $\hat{d} = 800$. The optimal values of the other parameters, while setting $b = 38$, $\hat{c} = 43$ and $\hat{d} = 800$, are: $\hat{\gamma} = 33.377$, $\hat{m} = 3.705$, $\hat{n} = 42.480$.

In Fig. 4C the observed number of fatalities up to 85 days is indicated at 31,368. Hence an additional 33,377 – 31,368 = 2,009 fatalities are estimated 85 days into the epidemic by the GTO fatality curve model. From Fig. 4D, one observes a daily fatality count close to zero at about 150 days into the epidemic.

5. Fit comparison of some European countries

In this section, an overall fit comparison is presented between the GTO fatality curve model (20) and the Gaussian (2), gamma (6) and log-normal (7) ones that all follow from (4) and (5). Fig. 5 provides a visual fit comparison utilizing 138 days of Italy COVID-19 data [9]. That data set was also utilized to demonstrate the sequential GTO fitting procedure in Section 4.

As in Sections 2 and 4, the curves in Fig. 5 were estimated utilizing the Broyden–Fletcher–Goldfarb–Shanno optimization algorithm available in R [17] but, this time, using 138 days of fatality rate data. The fitted parameter values are provided in Table 1 together with the optimal value of the objective function $SS(\hat{\Theta} | y, \tilde{t}, k)$ (8) indicated by $SS$ in Table 1. Fig. 5A plots the cumulative fatality rate curves (4) and Fig. 5B plots the fatality counts per day (5). The differences between the fitted models are more apparent in Fig. 5B than Fig. 5A. One observes through careful visual inspection from Fig. 5B that the Gaussian model defined by (1) and (2) demonstrates the worst performance. That Gaussian model was used early on in the COVID-19 pandemic by the IHME institute [15,16]. The Gaussian model is followed in performance by the fitted gamma model (6). The log-normal model (7) outperforms the GTO model (14) in Fig. 5 in terms overall fit.
Fig. 6. Fatality curves comparison fitted to COVID-19 fatality data from the United Kingdom (UK), Spain (SP), and The Netherlands (NED) [9]. The fatality curves fitted are the GTO Model (20), the Gaussian model (2), the gamma model (6) and finally the log-normal model (7). The parameter values of these fitted models are provided in Table 1. A: UK cumulative fatality curves; B: UK daily fatality count curves; C: SP cumulative fatality curves; D: SP daily fatality count curves; E: NED cumulative fatality curves; F: NED daily fatality count curves.
This ordering of fit performance also follows from the SS-values in Table 1 for Italy. That being said, the cumulative number of fatalities estimated by the GTO model, log-normal and gamma models are similar in value, indicated by the \( \tilde{y} \)-values in Table 1. None of the fitted models could capture the fluctuations in the reported daily death numbers as is demonstrated in Fig. 5B. While the log-normal model performs best in the least-squares sense, it suffers from overall fatality estimates fluctuations in a bi-weekly fitting regimen, as demonstrated in Section 2. This is the result of the mathematical artifact in the log-normal model that prevents de-coupling of the fitting of the first stage and the last stage of an epidemic. The same applies to the Gaussian and gamma models. The latter was the main objective for the introduction of the GTO model as explained in Sections 3 and 4. One visually observes from Fig. 5A and 5B that both the GTO model (20) and the log-normal model (7) are close in comparison, with the biggest difference observed in the left tails of their fatality curves in Fig. 5B.

Fig. 6 provides a comparison of the fitted GTO Model (20), the Gaussian model (2), the gamma model (6) and finally the log-normal model (7) to COVID-19 fatality data [9] from the United Kingdom (UK), Spain (SP), and The Netherlands (NED). The parameters of these fitted models are also provided in Table 1. From Fig. 6, we observe a close fit between the fitted GTO and log-normal fatality rate curves as in Fig. 5. The gamma model again comes third and the Gaussian model performs last. The same observations can be made from the SS column in Table 1. The log-normal model also consistently provides the highest number of estimated cumulative fatalities, with the GTO model coming second in this regard as well.

6. Closing remarks

The data reporting problems of COVID-19 fatality data identified in Fig. 5 are once more apparent from Fig. 6B, 6D and 6F. In fact, the cyclical behavior of reporting fatalities are more pronounced in Fig. 6B and 6F than in Fig. 5B. Other reporting issues can be observed in Fig. 6C. For example, the cumulative number of fatalities decreases at one point in Fig. 6C (resulting in a negative daily fatality count in Fig. 6D). This is followed in Fig. 6C by a period where the reported cumulative number of fatalities remained constant resulting in turn in a period of zero fatality counts in Fig. 6D. After that period a large spike in fatality counts is displayed in Fig. 6D after 100 days. These data reporting issues further complicate the fitting of fatality curves and, quite frankly, the interpretation of the “closest” fit based on the data provided. No doubt, it would appear that an improvement in the reporting process of fatality data during an epidemic is called for. In particular, it would be desirable that such a reporting process does not result in a cyclical reporting behavior, but also that this process is consistent with the policies and procedures under which fatalities attributable to an epidemic are reported over its course.

In the absence of such data collection and reporting practices, the utilization of the GTO model compares well in the overall fit to the “best” fitting log-normal model, in the least squares sense, while providing a fatality curve fitting approach that allows for prudence in providing cumulative fatality estimates as an epidemic progresses. Providing large fluctuating cumulative fatality estimates, as e.g., demonstrated for the log-normal model in Fig. 1, has the potential of eroding public trust in models that provide these estimates/forecasts. In fact, [21] points out that a platform of trust is more fundamental to risk management than risk communication. Hence, the erosion of public-trust complicates the adoption of proposed risk mitigation measures by the public to combat an epidemic, with potentially dire consequences. Perhaps the prudence that the GTO fatality curve model offers in providing fatality estimates can contribute to reducing such an erosion of public trust.
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Appendix A. Construction of the GTO distribution

Proposition. The probability density function given by (14) with parameters

\[ \Theta = \{a, b, c, d, m, n\}, a < b < c < d, m \geq \frac{1}{2}, n \geq \frac{1}{2} \]

that follows from expressions (10), (11), (12) and (13) that utilize stage probabilities

\[
\begin{align*}
\pi_1(\Theta) &= \frac{n^2(b-a)(3m-1)}{m(d-c)(3n-1) + 2dn^2(c-b) + n^2(b-a)(3m-1)}, \\
\pi_2(\Theta) &= \frac{2n^2(c-b)}{m(d-c)(3n-1) + 2dn^2(c-b) + n^2(b-a)(3m-1)}, \\
\pi_3(\Theta) &= \frac{n^2(b-a)(3m-1)}{m(d-c)(3n-1) + 2dn^2(c-b) + n^2(b-a)(3m-1)}
\end{align*}
\]

is continuous and smooth over its support \([a, d]\).

Proof. Expression (14) is obtained using a mixture of three pdfs \(g_i(t|\Theta)\) given by (11), (12) and (13), i.e.

\[
g(t|\Theta) = \sum_{i=1}^{3} \pi_i(\Theta) g_i(t|\Theta), \quad a \leq t < d, \quad \text{elsewhere,} \quad (A.24)
\]

where \(\sum_{i=1}^{3} \pi_i(\Theta) = 1, \pi_i(\Theta) > 0\). Utilizing (11), (12) and (13) and (A.24) the density function of the proposed generalized trapezoidal ogive pdf given by (A.24) can be rewritten as in (14). It will be convenient to write the mixture weights \(\pi_i(\Theta)\), \(i = 1, 2, 3\), in the form

\[
\pi_1(\Theta) = \beta p, \quad \pi_2(\Theta) = (1 - \beta), \quad \pi_3(\Theta) = \beta(1 - p) \quad (A.25)
\]

where \(0 < \beta < 1, 0 < p < 1\). This implies that \(\pi_i(\Theta) > 0, i = 1, 2, 3\) and

\[
\sum_{i=1}^{3} \pi_i(\Theta) = \beta p + (1 - \beta) + \beta(1 - p) = 1. \quad (A.26)
\]

From (A.25), utilizing (10)–(14), we have

\[
1 = \int_{a}^{b} g_i(b|\Theta) \frac{\beta p g_1(b|\Theta)}{\beta(1-p)g_3(b|\Theta)} = \frac{p \frac{2}{\beta-a} \frac{3}{3m-1}}{\left(1-p\right) \frac{2}{\beta-c} \frac{3}{3n-1}},
\]

where \(g_i(b|\Theta) = \lim_{t \to b} g(t|\Theta)\) and \(g_i(c|\Theta) = \lim_{t \to c} g(t|\Theta)\), yielding

\[
p = \frac{n^2(b-a)(3m-1)}{m(d-c)(3n-1) + 2dn^2(c-b) + n^2(b-a)(3m-1)}. \quad (A.27)
\]

Observe that \(p\) does not depend on \(\beta\). Also the stipulations \(a < b < c < d, m > \frac{1}{2}, n > \frac{1}{2}\) imply \(0 < p < 1\).

Continuity of (14) at \(b\) will follow from the requirement that

\[
g_1(b|\Theta) = g_2(b|\Theta), \quad (A.28)
\]

implying with (14) and (A.26) that

\[
\beta pg_1(b|\Theta) = (1 - \beta)g_2(b|\Theta), \quad (A.29)
\]

yielding

\[
\beta = \frac{g_2(b|\Theta)}{pg_1(b|\Theta) + g_2(b|\Theta)}. \quad (A.30)
\]
The choice of $\beta$ in (A.30) assures $0 < \beta < 1$ and continuity of $g_x(\cdot|\Theta)$ (14) at $b$. Utilizing (10), (11), (A.27) and (A.30), it follows after some algebraic manipulations that

$$\beta = \frac{m^2(d-c)(3n-1) + n^2(b-a)(3m-1)}{m^2(d-c)(3n-1) + 2n^2m^2(c-b) + n^2(b-a)(3m-1)}. \quad (A.31)$$

Substituting (A.31) and (A.27) into (A.25) we arrive at (23) given by

$$\begin{align*}
&\pi_1(\Theta) = \frac{n(b-a)(3m-1)}{m^2(d-c)(3m-1) + 2n^2m^2(c-b) + n^2(b-a)(3m-1)}, \\
&\pi_2(\Theta) = \frac{2mn^2(c-b)}{m^2(d-c)(3n-1) + 2n^2m^2(c-b) + n^2(b-a)(3m-1)}, \\
&\pi_3(\Theta) = \frac{n^2(b-a)(3m-1)}{m^2(d-c)(3n-1) + 2n^2m^2(c-b) + n^2(b-a)(3m-1)}. \quad (A.32)
\end{align*}$$

Finally, substitution of (11), (12), (13) and (A.32) into (A.24), yields (14). Smoothness of the density function (14) over its support $(a, d)$ follows directly from the smoothness of the pdfs (11), (12), (13), the property (19) of ogive pdfs and the density of the central stage of (13) being constant. □
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