Fault Detection of Wind Turbine Converters with Time Sequence Processing and Attention Model
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Abstract. Fault detection methods of converters can improve the stability of wind turbines and reduce the maintenance cost. In order to achieve more accurate converter fault detection, this paper proposes an encoder-decoder structure based on the Long Short-Term Memory (LSTM) network. The LSTM network is considered to extract the sequence information of SCADA data to improve the accuracy of fault detection. Moreover, we introduce attention models into our method. Attention models can enable the network to selectively focus on the most useful variables and data during training and testing period. Specifically, we use the time attention model to calculate the importance of data at different times in the sequence, and the feature attention model to learn the importance of different variables. Experimental results on SCADA data show that our method achieves 7% -14% higher fault detection accuracy than other anomaly detection methods.

1. Introduction
In order to analyse and evaluate the health status of wind turbines (WTs) in time, the early fault detection method is used to monitor the health status of WTs, which can improve the reliability of WTs. However, according to the industry statistical results [1], as a kind of equipment with complex internal structure, the converter is one of the most vulnerable components in the WTs because it is often affected by high stress in the wind farm. In addition, the failure statistics of WTs show that [2], the total failure rate of converter in the drive system is higher than that of other components of WTs, so the failure detection of converter in wind farms is particularly important for the health of WTs.

Many approaches have been developed and reported for fault detection of converters. Available approaches can be generally classified into two categories, i.e., model-based methods and data-driven methods [3]. The model-based method is mainly based on the working principle and control theories to construct an explicit system dynamic model of the converter. [4] proposed a fault diagnostic technique of converter based on Park's vector approach. This method can visualize the fault mode of the converter by extracting the relevant electrical parameters and combining the three-phase electrical balance principle. Based on the Park's vector approach, the average current Park's vector approach for converter fault detection is proposed, which improves the accuracy compared with the previous method [5]. [6] proposed a model-based fault detection and identification (FDI) method for switching power converters using a model-based state estimator approach. In order to compare different FDI methods, [7-10] proposed model-based methods using combined observer and Kalman filter, up-down counter, Gaussian kernel support vector machine, and estimators, respectively. Besides, a multi-physics graphical model-based FDI was reported in [11]. Data-driven methods with the characteristics
of low cost and high feasibility, are currently receiving considerable attention. These methods use SCADA data for data mining to detect significant changes in the state parameters of the wind turbine. The SCADA data is mainly used for equipment fault diagnosis and health condition assessment, among which the most common vibration signals and oil monitoring signals are introduced in the literature [12-14]. Trending of SCADA parameters can reveal the development of a failure using historical data. [15] utilized SCADA data for a variety of wind turbine condition monitoring. One approach compared the temperature trends of different turbines in a particular wind farm. Different studies have shown that the changes in temperature have a certain degree of individual, which require the manual interpretation. It is not beneficial to describe the trend of data changes only by the numerical description. Therefore, there is a trend of using SCADA data for condition monitoring mentioned in [16], which is to use clustering algorithms to automate the classification of ‘normal’ and ‘faulty’ observations.

However, the existing research methods on fault detection of wind farm converters have the following problems: most researches on fault detection of converter focus on a certain time of operation, and seldom consider the information of time series. Sufficient quantities and types of data are difficult to obtain. The traditional method of converter fault detection lacks the research on the relationship between internal variables, but only considers the relationship between these variables and the operation state of wind turbine. Therefore, in order to overcome the major drawbacks of the previous fault detection methods for converters, a new method of converter fault detection is proposed in this paper. The proposed fault detection method consists of encoder-decoder network and attention model, both based on LSTM. This method not only makes full use of the time sequence information of the converter, but also only needs the data of the wind turbine in normal operation to identify the faults. In addition, in order to improve the accuracy of detection, an attention model is introduced into the proposed method. It aims to learn the importance weights of variables at the same time and data at different times in a sequence. We use the time attention model to calculate the importance of data at different times in the sequence, and the feature attention model to learn the importance of different variables for fault detection. Experimental results on SCADA data show that our method achieves 7% -14% higher fault detection accuracy than other anomaly detection methods.

2. Methodology
The encoder-decoder network based on LSTM is proposed in this paper for converter fault detection of WTs. Combined with attention model, it aims to learn the importance weights of variables at the same time and data at different times in a sequence, so as to improve the accuracy of fault detection. The complete structure is presented in Figure 1.
2.1 Networks Architecture
The encoder-decoder network is regarded as an effective method in the fault detection of converters of WTs. It can learn the distribution of normal data and speculate the abnormal degree of actual input to realize fault detection. However, the existing fault detection methods are usually based on MLP (multi-layer perceptron) for the design of encoder-decoder network, which is lack for the ability of learning sequential data. As the operation of the converters is a continuous process, the variation trend of the operation data in a certain period of time plays an important role in the advance detection of faults. Therefore, LSTM is used for the construction of the fault detection model of converters, which is composed of an encoder and a decoder. The detailed introduction is as follows:

2.1.1 The encoder network. The encoder consists of an LSTM network and a MLP. The LSTM can learn the information from the time sequences, and the MLP can be used for the accomplishment of encoding the information extracted by the LSTM for the next prediction. Assuming that the input time series data is represented by \( x_1, x_2, \ldots, x_T \) and that the output of LSTM is represented by \( h_1, h_2, \ldots, h_T \) the calculation process of LSTM can be represented by the following formula:

\[
h_t = g(h_{t-1}, x_t)
\]

In addition, we use an MLP to encode the output state of the LSTM at the last moment, and regard it as a hidden vector output by the encoder:

\[
z = c_1 + V_1 \cdot \text{ReLU}(c_2 + V_2 h_T)
\]

Where \( c_1, c_2, V_1, V_2 \) represent the bias and weight matrix respectively.

2.1.2 The decoder network. The decoder network is also composed of an LSTM module and a MLP module, but unlike the encoding network, the input of the decoding network is not a sequence of data, but the hidden vector \( z \) obtained by the encoder. The dimensions of the output and input data of the decoding network are the same, denoted by \( o_1, o_2, \ldots, o_T \). For the output at time \( t \), the decoding network first calculates the hidden state \( h_t \) through the LSTM module:

\[
h_t = g(h_{t-1}, z)
\]

Afterwards, \( h_t \) is decoded by the MLP into an output \( o_t \) of the same dimension as the input data.

\[
o_t = c_3 + V_3 \cdot \text{ReLU}(c_4 + V_4 h_T)
\]

Where \( c_3, c_4, V_3, V_4 \) represent the bias and weight matrix respectively.

2.2 Attention Model
As an effective fault detection framework, the encoder-decoder network can learn the distribution of normal data, but during the training and testing of the encoder-decoder network, the impact of data at different times and different variables at the same time on the fault detection results is considered to be equal, without considering the dynamic impact of different variables and different data on the results. Therefore, we propose an attention model for converter fault detection, including time attention model and feature attention model, which are used to extract the importance of data at different times in the sequence and the importance of different variables to the results respectively.

Time attention model aims to learn the importance of data to the results at different times. The model takes the hidden vectors obtained by the encoding network as input and outputs the time attention vector \( A_t \) with the dimension of \( 1 \times T \):
\[ A_i = \text{soft max} \left( c_i + v_i z \right) \]  

(5)

Feature attention model is designed to learn the importance of different variables in the data at the same time for fault detection, so as to ensure that the network can always pay attention to the most effective variable for the result. The feature attention model takes the output hidden vector from the coding network as the input and output the feature attention vector \( A_f \). The length of the vector is the same as the number of input variables.

\[ A_f = \text{soft max} \left( c_f + v_f z \right) \]  

(6)

2.3 Training Object

In order to enable the network model to learn the distribution of normal data and get a small residual error in the normal data and a large residual error in the fault data, we calculate the L1 loss function of the input data and the reconstructed data as a loss function during network training. In addition, we use the attention vector to weight-adjust the loss function from the time dimension and feature dimension, so that the network can focus more on typical data and typical variables. The specific form of the loss function is as follows:

\[
L = \sum_i \sum_j |x_i^j - o_i^j|A_f^j
\]  

(7)

Where \( A_f^j \) represents the \( i \)-th element of the time attention vector, \( x_i^j, o_i^j \) represents the \( j \)-th variable of the data at the \( i \)-th time of the input and output, and \( A_f^j \) represents the \( j \)-th element of the feature attention vector.

3. Experiments

3.1 Experimental Dataset

In order to train the model and test the effect of the model, we select the SCADA data of a wind farm in northwestern China. The wind farm contains 24 wind turbines. We select the SCADA data of wind turbines No. 1 and No. 2 in 2016 as our experimental dataset. According to the operation and maintenance records the wind turbine, we label the dataset as fault dataset and normal dataset. In addition, the normal data is divided into training data and test data according to the ratio of 7:3.

The SCADA data contains 170 operating variables, many of which are independent of converters. Therefore, we use the random forest method to pick out variables that are closely related to the state of converters. Random forest can be regarded as a simple but effective method for feature selection, by random sampling variables and features to train different classifiers. Random forest method can provide a metric of importance for each feature, and the metric can be regarded as the impact of different features on fault detection. We use the random forest method to select 22 variables for converter fault detection. After that, we normalize the data to \([-1, 1]\).

3.2 Comparison with other methods

To evaluate the effectiveness of our method, we compare it with other anomaly detection methods, including one class SVM and Isolate forest. All comparison methods are trained by the normal data from the training dataset. The results of the comparison are shown in Table 1. It can be seen from the comparison results that our method has achieved the best results in average detection accuracy. Although the Isolate forest and One class SVM methods can achieve good results in distinguishing normal data, they are far inferior to our methods in the detection of fault data, which shows that these methods have a high rate of false alarm. Figure 2 shows the residual variation of our method in the face of normal data and fault data. At this time, the wind turbine does not show any abnormality, but
our method can predict the failure of the converter about three days in advance, thereby reducing maintenance costs.

Table 1. Comparison results with other methods. The column "Normal" and “Fault” represents the accuracy of normal and fault data. The column "Average" represents the average accuracy.

| Method         | Normal | Fault | Average |
|----------------|--------|-------|---------|
| Isolate Forest | 100%   | 48.60%| 74.3%   |
| One Class SVM  | 90.76% | 71.39%| 81.08%  |
| Our Method     | 86.47% | 91.01%| 88.74%  |

Figure 2. The Residual of our method. The wind turbine does not show any abnormality, but our method can predict the fault of the converter about three days in advance.

Figure 3. The ablation experiment. “Baseline” means no attention model. “Time Attention” means time attention only. “Our Method” means both attention models are used.

3.3 Ablation Analysis
In order to accurately evaluate the effect of the attention model, we design an ablation experiment, comparing the effects of using time attention and feature attention, using only time attention, and not using attention. The experimental results are shown in table 2. It can be seen that time attention and feature attention models have significantly improved the effect of fault detection. In addition, you can also see that the attention model has improved the accuracy of fault data detection more than normal data. This also shows that our method with attention can correctly focus on the most effective data and variables for fault detection, thereby improving the detection effect. Figure 3 shows the residual variation in the ablation experiment. It can be seen that our method with attention model can have a larger variation in the residual when faced with fault data.

Table 2. The ablation results of using time attention and feature attention, using only time attention, and not using attention.

| Time Attention | Feature Attention | Accuracy          |
|----------------|-------------------|-------------------|
|                |                   | Normal | Fault | Average |
| ×              | ×                 | 85.01% | 88.76%| 86.89%  |
| ✓              | ×                 | 85.48% | 90.20%| 87.84%  |
| ✓              | ✓                 | 86.47% | 91.01%| 88.74%  |
4. Conclusion
In this paper, we propose a new fault detection model of wind turbine converter. We construct the encoding and decoding structure based on LSTM network, which can fully learn the timing information in the converter's SCADA data and improve the accuracy of fault detection. Moreover, we also introduce the attention model into our method. The attention model can enable the network to selectively focus on the most useful variables and data for fault detection during training and testing, thereby improving the accuracy of fault detection. Experimental results on the SCADA data show that our method can achieve better results in fault detection than other anomaly detection methods with a lower false alarm.
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