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Abstract

We study notions of complexity for link complement states in Chern Simons theory with compact gauge group $G$. Such states are obtained by the Euclidean path integral on the complement of $n$-component links inside a 3-manifold $M_3$. For the Abelian theory at level $k$ we find that a natural set of fundamental gates exists and one can identify the complexity as differences of linking numbers modulo $k$. Such linking numbers can be viewed as coordinates which embeds all link complement states into $\mathbb{Z}_k^{\otimes n(n-1)/2}$ and the complexity is identified as the distance with respect to a particular norm. For non-Abelian Chern Simons theories, the situation is much more complicated. We focus here on torus link states and show that the problem can be reduced to defining complexity for a single knot complement state. We suggest a systematic way to choose a set of minimal universal generators for single knot complement states and then evaluate the complexity using such generators. A detailed illustration is shown for $SU(2)_k$ Chern Simons theory and the results can be extended to general compact gauge group.

1 Introduction

Quantum information concepts play an important role in high energy and gravitational research. For example, in the context of holographic duality there are well-known calculational tools for entanglement entropy via the Ryu-Takayanagi formula and its extensions [1–3]. Other quantum information concepts such as complexity have also been conjectured to have dual gravitational interpretations [4–10], although this is much less understood. Generally, the problem is that notions such as complexity are difficult to formulate in quantum systems with many degrees of freedom, such as quantum field theories or gravity. It is thus of interest to explore these concepts in simple field theories (see for example [11] for early attempts).

In the context of quantum circuits, circuit (or computational) complexity is defined as follows: given a reference state $|\phi_R\rangle$ and a set of fundamental gates, i.e., a set of unitary operators $\{\hat{U}^I\}$, the complexity of a target state $|\phi_T\rangle$ is the minimum number $N$ of fundamental gates needed to map $|\phi_R\rangle$ to $|\phi_T\rangle$,

$$|\phi_T\rangle = \hat{U}^{i_1}\hat{U}^{i_2}\cdots\hat{U}^{i_N} |\phi_R\rangle.$$ 

Clearly, there are many features of this description that imply that the notion of circuit complexity may be ambiguous. For example, the number and nature of the fundamental gates presumably matters. In simple qubit circuits, one often requires the gates to be ”small”, involving only one or two qubits. As the quantum theory becomes more complicated (and generic quantum field theories are indeed complicated), these choices become more involved.

In some situations, complexity may be addressed through Nielsen’s geometric approach [12], which identifies the complexity as the length of a geodesic on the space of operators spanned by such generators.
In this approach, for given reference state $|\phi_R\rangle$ and target state $|\phi_T\rangle$, one tries to find a unitary operator $\hat{U}$ such that

$$\hat{U} |\phi_R\rangle = |\phi_T\rangle. \quad (1)$$

The operator $\hat{U}$ satisfying the above equation is not unique. One then expresses such operators in path integral form:

$$\hat{U} = \mathcal{P} \exp \left( i \int_0^1 ds \sum_I Y_I(s) \hat{O}^I \right) \quad (2)$$

where $\{\hat{O}^I\}$ are a set of fundamental generators and $\{Y_I(s)\}$ describes a path from the identity operator to $\hat{U}$ in the space of operators. The next step is to define a cost $\mathcal{D}$ for each possible path

$$\mathcal{D} = \int_0^1 ds \ F \left( Y_I(s), \frac{d}{ds} Y_I(s) \right), \quad (3)$$

where $F$ is some local cost function. The cost of each path can be interpreted as length in a Finsler geometry. The complexity of $\hat{U}$ is defined as the minimal cost of all possible paths satisfying (2)

$$\mathcal{C}_{\hat{U}} \equiv \min \mathcal{D}.$$ 

The geometric complexity of a target state is defined as the minimal complexity among all possible $\hat{U}$ satisfying (1)

$$\mathcal{C}_{|\phi_T\rangle} \equiv \min \mathcal{C}_{\hat{U}}.$$ 

In [12] it was shown that such a definition can be related to circuit complexity up to a polynomial $poly(n)$ in $n$, where $n$ is the number of fundamental generators. This approach gives a geometrical interpretation to computational complexity. The $poly(n)$ is some non-trivial polynomial factor depending on the set of generators, cost function and the target state. In most applications, such a factor is ignored and geometric complexity is taken as an estimation of circuit complexity. On the other hand, since the definition of circuit complexity in quantum field theory is unclear, geometric complexity may be viewed as a definition of complexity. This approach associates complexity to a geometric object and can be potentially extended to continuous state space. However, the form of a cost function $F$ is still ambiguous, except in some models for which a natural candidate appears [13,14]. Some usual choices are the one-norm, i.e.,

$$F_1 \equiv \sum_I \left| \frac{dY_I}{ds} \right| \quad (4)$$

or two-norm

$$F_2 \equiv \sqrt{\sum_I \left( \frac{dY_I}{ds} \right)^2}. \quad (5)$$

For example, [11] considered Gaussian states in free field theory, which can be generated by a finite set of generators. They test $\kappa$-norms for $\kappa \in \mathbb{R}^+$ as cost functions and conclude that complexity defined by $\kappa = 1$ has the cutoff dependence most similar to wormhole volume [6].

There are on the other hand different proposals to define complexity in quantum field theories which do not rely on geometric methods. For example, the so-called "Path-Integral Complexity" is defined for CFT

\footnote{In Nielsen’s original paper [12], $n$ was the number of qubits.}
by minimizing certain functionals [15, 16]. This approach also shows similar cutoff dependence structure
to the volume or action [16],\(^2\) and a recent study [17] suggests that this path-integral complexity is related
to geometric complexity in some models [13, 14].

In this paper, we study the complexity in the context of Chern Simons theory. Explicitly we are
interested in Chern Simons theory for compact gauge group \(G\) with level \(k\). We consider these theories
on 3-manifolds \(\mathcal{M}_L^n\), which are link complements of \(n\)-component links in \(S^3\). Such manifolds have
disconnected boundaries, which we take to be \(n\) linked tori. The Euclidean path integral defines states in
the tensor product of Hilbert space associated to each torus. These states provide a good stage to study
complexity for two reasons. First, as a topological field theory, such Chern Simons theories have a Hilbert
space of finite dimension. Furthermore, since the objects we are interested in are topological invariants,
the complexity is reflected in topological properties, encoded in the coloured Jones polynomials.

As we will see, there is a natural way to define the fundamental gates for \(U(1)_k\) Chern Simons theory so
the complexity of link complement states is well defined. In this case the complexity is directly connected
to the Gauss linking numbers between components of the link \(L^n\). This observation provides the first
element that topological properties can manifest in complexity. Then we move on to non-Abelian Chern
Simons theory, in which defining complexity is considerably more complicated. To attack the problem, we
first focus on torus link states and use the fact that such states always have (at least in a certain framing)
GHZ-like structure [18]. This property allows us to reduce the problem to defining complexity for a single
knot state. We choose a minimal set of fundamental generators by physical considerations, and then show
that by using such generators a systematic algorithm to calculate the computational complexity can be
constructed. Our work provides a different way to define complexity for link complement states from [19],
in which the authors defined “topological complexity” as the minimal number of topological operations
such as modular transformations and subsequently suggested that topological complexity provides an upper
bound for circuit complexity.

The rest of this paper is organized as follows: In Sec. 2 we review the properties of link complement
states in Chern Simons theory. We then discuss the framing ambiguity in Sec. 2.1. In Sec. 3.1 we study
the complexity for \(U(1)_k\) Chern Simons theory and show that a natural definition of fundamental gates and
complexity is available. In Sec. 3.2.1 we turn to discuss torus link states for non-Abelian Chern Simons.
We review the result that such states have GHZ-like structure and show that by introducing \(CNOT\)
operators the problem is reduced to defining complexity of a single knot state. In Sec. 3.2.2 we investigate
how to define a set of minimal, fundamental generators for a single knot by some physical considerations.
In Sec. 3.2.3 and Sec. 3.2.4 we compute the complexity as the minimal effort needed to prepare the
target state using such fundamental generators. We then briefly discuss how these constructions can be
extended to more general states by releasing the constraint of “small” generators in Sec. 3.2.5. In Sec. 3.3
detailed computations of complexity is illustrated for the simplest class of torus links. Finally summary
and discussion are provided in Sec. 4.

2 Link complement states in Chern Simons theory

Consider Chern Simons theory on a closed 3-manifold \(M\), which has the action

\[
S_{CS}[A] = \frac{k}{4\pi} \int_M Tr(A \wedge dA + \frac{2}{3} A \wedge A \wedge A),
\]

where \(A\) is a connection for a principal bundle on \(M\) with structure group \(G\) and \(k\) is the (integer) level.
The classical equation of motion is \(F = dA + A \wedge A = 0\), which requires the connection to be flat. If \(M\)

\(^2\) However, the coefficients do not match in general.
has boundary $\Sigma$, the path integral on $M$ with boundary conditions $A|_{\Sigma} = A_0$,

$$\Psi[A_0] = \int_{A|_{\Sigma} = A_0} [DA] e^{iS_{CS}[A]} \tag{6}$$

is interpreted as the wavefunction of a state in the Hilbert space $\mathcal{H}(\Sigma; G, k)$ associated to $\Sigma$. As in [18, 20], we consider the case that $M$ is a link complement of the 3-sphere $S^3$, which is denoted by $M_{L^n}$. Such a manifold is constructed by first putting a non-self-intersecting $n$-component link, $L^n = \sqcup_{i=1}^n L_i$ on $S^3$ and then removing the tubular neighborhood of the link from $S^3$ (see Fig. 1 for an example). By this construction we have

$$\Sigma_n = \partial M_{L^n} = \sqcup_{i=1}^n T^2.$$ 

Figure 1: A case of $M_{L^2} = S^3/L^2$. To construct this manifold, one starts from $S^3$, represented by the total gray region, and then removes the tubular neighborhood of a link $L^2$. The resulting manifold has two disjoint torus boundaries, corresponding to the two components.

In other words, the boundary of $M_{L^n}$ is a disjoint union of $T^2$'s, which surround the $n$ components of $L^n$. The Hilbert space is the $n$-fold tensor product $\mathcal{H}^{\otimes n}$, where $\mathcal{H} = \mathcal{H}(T^2; G, k)$ is the Hilbert space of Chern Simons theory for the group $G$ at level $k$ on each torus. Hence the path integral (6) on $M_{L^n}$ associates the link $L^n$ with a state in $\mathcal{H}^{\otimes n}$, which we will denote by $|L^n\rangle$. We can expand such link complement states in the basis of $\mathcal{H}(T^2; G, k)$, $\{|q_i\rangle\}$. It is well known that for compact gauge group $G$, the Hilbert space on a torus $\mathcal{H}(T^2; G, k)$ has finite dimension, and the basis $\{|q_i\rangle\}$ is related one-to-one to the irreducible representations $\mathcal{R}_q$ of $G$ with level $k$ [21]. Given a link $L^n$ with $n$ components $\{L_1, L_2, \cdots, L_n\}$, the associated link complement state $|L^n\rangle$ can be expressed as

$$|L^n\rangle = C_0 \sum_{q_1, q_2, \cdots, q_n} \mathcal{C}_{L^n}(q_1, q_2, \cdots, q_n) |q_1\rangle_1 \otimes |q_2\rangle_2 \otimes \cdots \otimes |q_n\rangle_n \tag{7}$$

where $\{|q_i\rangle_i\}$ is the basis of for the Hilbert space associated to the torus surrounding the $i^{th}$ component and $C_0$ is a normalization constant. The coefficients can be determined by surgery methods [21]:

$$\mathcal{C}_{L^n}(q_1, q_2, \cdots, q_n) = \langle q_1, q_2 \cdots q_n|L^n\rangle = \langle W_{R_{q_1}}^*(L_1) \cdots W_{R_{q_n}}^*(L_n) \rangle_{S^3}$$

where $W_{\mathcal{R}_q}(L) = Tr \mathcal{R}_q(e^{i\int L A})$ is the Wilson loop operator along knot $L$ in the representation $\mathcal{R}_q$. In other words, $\mathcal{C}_{L^n}(q_1, q_2, \cdots, q_n)$ is the expectation value of Wilson loop operators along the link $L^n$, also
known as the coloured link invariant. Therefore, the topological properties of the link $L^n$ is encoded in its corresponding state $|L^n\rangle$ through the coefficients, and we expect that complexity must also manifest these properties in some way.

In the remainder of this paper, we will investigate how to define complexity for such link complement states in various cases. To do this we need to choose a reference state first. It is natural to choose this to be the simplest link, the $n$ component unknot, which we denote by $L_0^{\otimes n}$, i.e.

$$|\phi_R\rangle = |L_0^{\otimes n}\rangle.$$  

2.1 Framing ambiguity

Before studying complexity of link complement states, we should deal with the issue of framing [21] of each component comprising the link $L^n$. The framing ambiguity can be thought of as self-linking, if we view each component as a ribbon instead of a circle. To fix the ambiguity, one must pick a framing for each component. If one chooses different framing such that the $i^{th}$ component varies by $t_i$ units, the link complement state will differ by $t_i$ Dehn twist on the corresponding basis, $|q_i\rangle$. Explicitly the states will transform as

$$|L^n\rangle \rightarrow (T_1^{t_1} \otimes T_2^{t_2} \otimes \ldots \otimes T_n^{t_n}) |L^n\rangle \equiv |L^n\rangle_D \quad (8)$$

where $T_i$ is a Dehn-twist on the $i^{th}$ torus. However, since $T_i$ are all unitary, such framing factors can be always absorbed by redefining gates as follows

$$\hat{U}^I \rightarrow (T_1^{t_1} \otimes T_2^{t_2} \otimes \ldots \otimes T_n^{t_n}) \hat{U}^I (T_1^{t_1} \otimes T_2^{t_2} \otimes \ldots \otimes T_n^{t_n})^{-1} \equiv \hat{U}_D^I.$$ 

Given a combination of gates which can map the reference state to the target state

$$|L^n\rangle = \hat{U}_1^{i_1} \hat{U}_2^{i_2} \ldots \hat{U}_N^{i_N} |L_0^{\otimes n}\rangle,$$

one can immediately find the corresponding circuit which has the same feature under the different choice of framing

$$|L^n\rangle_D = \hat{U}_1^{i_1} \hat{U}_2^{i_2} \ldots \hat{U}_N^{i_N} |L_0^{\otimes n}\rangle_D,$$

so any reasonable definition of complexity remains unchanged. In the case of the geometric approach the situation is similar. One can redefine generators $\{\hat{O}^I\}$ in the same way to create the corresponding circuit under different framing, without changing the path in operator space, $Y_I(s)$. It again implies that the complexity is invariant. Therefore the framing factor can always be absorbed into the choice of gates or generators and complexity can be defined without ambiguity.

3 Complexity for link complement states

3.1 $U(1)_k$ case

We start with the simplest Abelian case, in which the gauge group is $U(1)$ with level $k$. It is well-known that $\mathcal{H}(T^2; U(1), k)$ is $k$-dimensional. Furthermore, the coloured Jones polynomials for $U(1)_k$ Chern Simons only depend on the linking numbers between components of $L^n$. Denoting the linking number between $L_a$ and $L_b$ by $l_{ab}$, the normalized link complement state is [21]

$$|L^n\rangle = \frac{1}{k^{n/2}} \sum_{q_1, q_2, \ldots q_n} \exp \left( \frac{2\pi i}{k} \sum_{a<b} l_{ab} q_a q_b \right) |q_1, q_2, \ldots q_n\rangle.$$
where \( q_i = 0, 1, \ldots, k-1 \). In this section we will denote the link complement state as \(|L^n(l_{ab})\rangle\) since it only depends on the linking numbers. We can view the \( \frac{n(n-1)}{2} \) linking numbers \( \{l_{ab}\} \) as “coordinates” on the space of \( n \)-link complement states \( \mathcal{H}_{L^n} \). It is clear that these coordinates have the periodicity \( l_{ab} \sim l_{ab} + k \). Therefore \( \mathcal{H}_{L^n} \) is a discrete, compact space, with the topology

\[
\mathcal{H}_{L^n} = \mathbb{Z}_k^{\otimes n(n-1)/2}.
\]

Since the components of \( L_0^{\otimes n} \) do not wind around each other, the reference state is simply

\[
|\phi_R\rangle = |L_0^{\otimes n}\rangle = \frac{1}{k^{n/2}} \sum_{q_1, q_2, \ldots, q_n} |q_1, q_2 \cdots q_n\rangle
\]

which we take as the ‘origin’ of \( \mathcal{H}_{L^n} \). The evolution from the reference state \(|L_0^{\otimes n}\rangle\) to the target state \(|L^n(l_{ab})\rangle\) can be done by the following unitary operation:

\[
|L^n(l_{ab})\rangle = \exp \left( \frac{2\pi i}{k} \sum_{a < b} l_{ab} \hat{q}_a \otimes \hat{q}_b \right) |L_0^{\otimes n}\rangle \quad (9)
\]

where \( \hat{q}_a \) is the local operator acting on \( a^{th} \) site as

\[
\hat{q}_a |q_1, q_2 \cdots q_n\rangle = q_a |q_1, q_2 \cdots q_n\rangle.
\]

The mapping (9) can be viewed as a quantum circuit and it can be prepared by a finite number of fundamental gates, which we define as

\[
\hat{U}_{ab} \equiv \exp \left( \frac{2\pi i}{k} \hat{q}_a \otimes \hat{q}_b \right) \quad (10)
\]

and their inverses. These are the analogue of 2 qubit gates. In terms of these gates we can write the operator in (9) as

\[
\exp \left( \frac{2\pi i}{k} \sum_{a < b} l_{ab} \hat{q}_a \otimes \hat{q}_b \right) = \prod_{a < b} (\hat{U}_{ab})^{l_{ab}} \quad (11)
\]

Therefore we act with each \( \hat{U}_{ab} \) \( (l_{ab} \mod k) \) times on the reference state to obtain the target state. If \( (l_{ab} \mod k) > \frac{k}{2} \) then we should use \((\hat{U}_{ab})^{-1}\) \( -(l_{ab} \mod k) \) instead of \((\hat{U}_{ab})^{l_{ab}}\) to get a shorter circuit. The complexity of a link complement state is then defined as

\[
\mathcal{C}(|L^n(l_{ab})\rangle) = \sum_{a < b} \min[(l_{ab} \mod k), k - (l_{ab} \mod k)]. \quad (12)
\]

The meaning of the fundamental gates is clear: acting with \( \hat{U}_{ab} \) once is equivalent to adding one linking number between \( L_a \) and \( L_b \), i.e. \( l_{ab} \rightarrow l_{ab} + 1 \), while \( \hat{U}_{ab}^{-1} \) corresponds to decreasing the linking number by one. In other words, the gates are unit translation operators in \( \mathcal{H}_{L^n} \). The complexity (12) turns out to be the minimal number of steps needed to translate from \(|L_0^{\otimes n}\rangle\) to \(|L^n(l_{ab})\rangle\).

So far we have considered the case that the reference state is \(|L_0^{\otimes n}\rangle\), which is the origin of \( \mathcal{H}_{L^n} \). However, \(|L_0^{\otimes n}\rangle\) plays no special role in the above discussion. We are free to set any link complement state \(|L^n(l'_{ab})\rangle\) as the reference state. Since

\[
\exp \left( \frac{2\pi i}{k} \sum_{a < b} l_{ab} \hat{q}_a \otimes \hat{q}_b \right) |L^n(l'_{ab})\rangle = |L^n(l'_{ab} + l_{ab})\rangle,
\]
\(|L_0^{\otimes n}\rangle\) is just the special case that \(l_{ab}' = 0\). The complexity with the general reference state is now defined as

\[
C(\langle L^n(l_{ab})\mid \phi_R \rangle = |L^n(l_{ab}')\rangle) = \sum_{a<b} \min[(\Delta l_{ab} \mod k), k - (\Delta l_{ab} \mod k)]
\]

where \(\Delta l_{ab} \equiv |l_{ab} - l_{ab}'|\).

We see that the complexity of link complement states in \(U(1)_k\) Chern Simons is naturally defined. In this case all link complement states form a discrete, compact space \(\mathbb{Z}_k^{\otimes n(n-1)/2}\). The number of fundamental gates is the same as the dimension of \(\mathbb{Z}_k^{\otimes n(n-1)/2}\), which is sensible because we can span the state space by such gates. The complexity is identified as the distance with respect to the \(l_1\)-norm on this space.

As expected, the complexity of a link complement state is related to the link’s topological properties. In this simplest Abelian case we see that the fundamental gates just correspond to increasing or decreasing Gauss linking numbers between components of a link, which are sufficient to determine the corresponding state in \(U(1)_k\) Chern Simons. An important property of such gates is that they are all commuting so the structure of complexity is so simple that one can separate the contribution from each gate. In the next section we will find that for non-Abelian gauge group the situation is much more complicated so we need to use a different strategy to define the complexity.

### 3.2 \(SU(2)_k\) link complement states

For non-Abelian Chern Simons it is harder to define complexity because the link complement states are more involved. Recall that a link complement state

\[
|L^n\rangle = C_0 \sum_{q_1,q_2,\ldots,q_n} C_{L^n}(q_1,q_2,\ldots,q_n) |q_1,q_2\cdots q_n\rangle
\]

is determined by the coloured link invariants. Unlike the Abelian case, coloured link invariants for non-Abelian Chern Simons depend on more than the Gauss linking numbers. There is no simple analytic form for arbitrary link complement states. To simplify the question, we will restrict the target states considered to be a subset of all link complement states. If the subset has some symmetry property, then one can use fewer parameters to describe it so defining complexity could be simpler. We will focus on torus link complement states in the remainder of this paper, and leave further generalizations to future work. The topological complexity of torus knots was studied in [19], which was defined as the minimal number of modular transformations required to map an unknot to the target torus knot. It was then argued that topological complexity could be related to the circuit complexity of the corresponding state. However, given a modular transformation which maps a torus knot to another, in general the corresponding modular matrix is not a map between the corresponding knot complement states. Therefore, we do not expect torus knot complement states to form a representation of the modular group, \(SL(2,\mathbb{Z})\). This fact prevents the identification of topological complexity of knots with the circuit complexity of their complement states. Here we provide a different approach to define the circuit complexity by directly investigating torus link complement states. Such links are highly symmetric and as we will see, the fusion rule and Verlinde formula allow us to reduce the problem to defining the complexity of states corresponding to single knots.

---

3In principle one can calculate the coloured Jones polynomials by braiding operations [22–24], but the expression apparently cannot be written as a quantum circuit acting on some reference state.
3.2.1 GHZ-like structure of torus link complement states

A torus link with \( n \) components can be labeled by \((nP, nQ)\), where \( P, Q \) are two co-prime integers. We first recall that all torus link states have GHZ-like structure [18]. Such states can be expressed as [25–27]

\[
|\mathcal{L}^n(nP, nQ)\rangle = C_0 \sum_{q_1, \ldots, q_n} J_{q_1, \ldots, q_n}(\mathcal{L}^n) |q_1, \ldots, q_n\rangle
\]  

(14)

where \( J_{q_1, \ldots, q_n}(\mathcal{L}^n) \) is the coloured Jones polynomial for the torus link and \( C_0 \) is a normalization constant. The coefficients can be represented in the following form:

\[
J_{q_1, \ldots, q_n}(\mathcal{L}^n) = \sum_{j_1, \ldots, j_{n-1}} N_{q_1 q_2 j_1} N_{j_1 q_3 j_2} \cdots N_{j_{n-2} q_n j_{n-1}} J_{j_{n-1}}(P, Q)
\]

where \( N_{ijk} \) are the fusion coefficients and \( J_j(P, Q) \) are the coloured Jones polynomials of the \((P, Q)\) torus knot. Although \( J_j(P, Q) \) can be computed in terms of modular matrices [28], we will not need it here. Using the Verlinde formula [29]

\[
N_{ijk} = \sum_{l} \frac{S_{kl} S_{jl} S_{il}}{S_{0l}}
\]

where \( S \) is the modular transformation matrix implementing \( \tau \to -1/\tau \) along with the fact that \( S = S^T \) and \( S^2 = 1 \), we arrive at

\[
J_{q_1, \ldots, q_n}(\mathcal{L}^n) = \sum_{l_1, \ldots, l_{n-1}} \sum_{j_1, \ldots, j_{n-1}} \frac{S_{q_1 l_1} S_{q_2 l_1} S_{j_1 l_1} S_{j_1 l_2} S_{q_1 l_2} S_{j_2 l_2} \cdots S_{j_{n-2} l_{n-1}} S_{q_n l_{n-1}} S_{j_{n-1} l_{n-1}} J_{j_{n-1}}(P, Q)}{S_{0l_1} S_{0l_2} \cdots S_{0l_{n-1}}}
\]

(15)

Therefore (14) becomes

\[
|\mathcal{L}^n(nP, nQ)\rangle = C_0 \sum_{q_1, \ldots, q_n} \sum_{j} \sum_{l} \frac{S_{lq_1} S_{lq_2} \cdots S_{lq_n}}{(S_{0l})^{n-1}} S_{lj} J_{j}(P, Q) |q_1, \ldots, q_n\rangle
\]  

(15)

The above form can be further simplified if we (unitarily) change the basis to \(|\bar{l}\rangle \equiv S_{lj} |j\rangle\):

\[
|\mathcal{L}^n(nP, nQ)\rangle = \sum_{l} f_l |\bar{l}, \ldots, \bar{l}\rangle
\]  

(16)

where

\[
f_l \equiv C_0 \sum_{j} \frac{1}{(S_{0l})^{n-1}} S_{lj} J_{j}(P, Q).
\]

(16)

Obviously (16) has the GHZ-like structure.\(^4\) Let us also write the reference state \( |\mathcal{L}_{0}^{\otimes n}\rangle \) in the new basis:

\[
|\mathcal{L}_{0}^{\otimes n}\rangle = \sum_{q_1, \ldots, q_n} S_{0q_1} S_{0q_2} \cdots S_{0q_n} |q_1, \ldots, q_n\rangle
\]

\[
= |0, 0, \ldots, 0\rangle.
\]

\(^4\)This GHZ-like structure manifests for a specific choice of framing. We admit such framing as a natural one since this structure reflects the symmetry of torus links clearly.
One can see that the reference state takes a simple form in the $|\tilde{q}\rangle$ basis. It is convenient to introduce the so-called Controlled-NOT gates (CNOT). In the context of quantum computation, CNOT is a quantum logic gate involving two qubits, which operates as

$$\hat{C}_{NOT} |a\rangle \otimes |b\rangle = |a\rangle \otimes |(a + b) \mod 2\rangle$$

where $a, b = 0, 1$. Here we define similar gates, denoted as $\hat{C}^{ij}_{NOT}$, which act on the $i^{th}$ and $j^{th}$ sites as (assuming $i < j$):

$$\hat{C}^{ij}_{NOT} |\tilde{q}_1\rangle \otimes \cdots |\tilde{q}_i\rangle \cdots |\tilde{q}_j\rangle \cdots \otimes |\tilde{q}_n\rangle = |\tilde{q}_1\rangle \otimes \cdots |\tilde{q}_i\rangle \cdots |(\tilde{q}_i + \tilde{q}_j) \mod D\rangle \cdots \otimes |\tilde{q}_n\rangle$$

where $D$ is the dimension of the Hilbert space for a single site, i.e. $q_i = 0, 1, \cdots, D - 1$. Therefore if we start from a state $|\phi^n\rangle$ which has the following form

$$|\phi^n\rangle = \sum_q f_q |\tilde{q}, \tilde{0}, \tilde{0}, \cdots, \tilde{0}\rangle,$$

the CNOT gates act on it as

$$\hat{C}^{12}_{NOT} |\phi^n\rangle = \sum_q f_q |\tilde{q}, \tilde{q}, \tilde{0}, \tilde{0}, \cdots, \tilde{0}\rangle$$

$$\hat{C}^{13}_{NOT}\hat{C}^{12}_{NOT} |\phi^n\rangle = \sum_q f_q |\tilde{q}, \tilde{q}, \tilde{q}, \tilde{0}, \tilde{0}, \cdots, \tilde{0}\rangle$$

$$\vdots$$

$$\hat{C}^{1n}_{NOT}\cdots\hat{C}^{13}_{NOT}\hat{C}^{12}_{NOT} |\phi^n\rangle = \sum_q f_q |\tilde{q}, \tilde{q}, \tilde{q}, \tilde{q}, \tilde{0}, \cdots, \tilde{q}\rangle$$

In other words, once we know how to prepare

$$\sum_q f_q |\tilde{q}, \tilde{0}, \tilde{0}, \cdots, \tilde{0}\rangle \quad (18)$$

from the reference state $|\tilde{0}, \tilde{0}, \tilde{0}, \cdots, \tilde{0}\rangle$, then the torus link state can be obtained by further acting with $n - 1$ CNOT gates. The problem reduces to defining the complexity of the state on a single site, i.e. the state corresponding to a single knot. The total complexity is then the sum $C_{tot} = C_{single\ knot} + C_{CNOT}$.

### 3.2.2 Universal, minimal generators for single knot states

In this section, we discuss how to define the complexity for a single knot state, $C_{knot}$. This is equivalent to defining the complexity for a target state $|\phi_T\rangle = \sum_q f_q |\tilde{q}\rangle$, given the reference state $|\phi_R\rangle = |\tilde{0}\rangle$. For simplification we will focus on $SU(2)_k$ Chern Simons theory in the rest of this paper but the result can be extended to general compact gauge groups. It is known that $\mathcal{H}(T^2; SU(2), k)$ has dimension $k + 1$, so $q = 0, 1, 2, \cdots k$. Let us begin by considering the geometric approach [12]. In this approach for given reference state $|\phi_R\rangle$ and target state $|\phi_T\rangle$ in $\mathbb{C}P^{k+1}$ one looks for an operator $\hat{U} \in SU(k + 1)$ such that

$$|\phi_T\rangle = \hat{U} |\phi_R\rangle \quad (19)$$

One then writes such operators in integral form:

$$\hat{U} = \mathcal{P}exp \left( i \int_0^1 \sum_I Y_I(s)\hat{O}^I ds \right) \quad (20)$$
In the geometric approach, \{\hat{O}^I\} are supposed to be all the ‘small’ generators, which here means all generators of SU\((k+1)\) since we are considering a single site. A cost \(D\) is defined for each possible path

\[
D = \int_0^1 F \left( Y_I(s), \frac{d}{ds} Y_I(s) \right) \, ds,
\]

where \(F\) is some local cost function. Taking inspiration from quantum circuits, it is natural to consider the \(l_1\)-norm,

\[
F_1 = \sum_I \left| \frac{d}{ds} Y_I(s) \right|.
\]

However, this choice breaks the homogeneity of SU\((k+1)\) so using different bases of generators will give different answers. On the other hand, if one uses the \(l_2\)-norm as the cost function so that the homogeneity is preserved then the resulting complexity is simply the ‘angle’ separating the reference and target states. This is unsatisfying since we expect complexity to involve more features of the target state. It is still possible to consider a more complicated local function which also respects the homogeneity, but the relation to computational complexity becomes ambiguous.

A possible solution is to break the homogeneity by some physical considerations so that one can obtain a natural, non-trivial definition of complexity. For example, in [30] the authors study the complexity of a single qubit, and they set the cost of \(\sigma_z\) to be smaller than \(\sigma_x\) and \(\sigma_y\) by assuming that some laboratory design, such as magnetic field \(B_z\), makes rotation in the \(z\)-direction easier. More precisely, the cost function used in [30] is

\[
F = \sqrt{I_{xx} \left( \frac{d}{ds} Y_x(s) \right)^2 + I_{yy} \left( \frac{d}{ds} Y_y(s) \right)^2 + I_{zz} \left( \frac{d}{ds} Y_z(s) \right)^2}.
\]

where \(I_{xx} = I_{yy} \ll I_{zz}\).

In this paper we will use a different strategy to break the homogeneity. We take inspiration from the previous analysis of the Abelian case. Recall that for \(U(1)_k\) Chern Simons we find the number of fundamental gates is \(n(n-1)/2\), which equals the dimension of the state space \(\mathbb{Z}_k \otimes \mathbb{Z}_k^{n(n-1)/2}\). This makes sense because the minimal number of generators to span a space is equal to its dimension. Similarly, since we are considering states in \(\mathbb{C}P^k\), which has \(2k\) degrees of freedom, we may expect the minimal number of generators needed to prepare arbitrary target states is also \(2k\). If we construct the quantum circuit by only using \(2k\) generators instead of all generators of SU\((k+1)\), the homogeneity will be broken and one can define a non-trivial complexity.

Breaking homogeneity means, as we mentioned above, that some basis of Hilbert space plays a special role. From the above discussion we see that \{\ket{\tilde{q}}\} is a natural candidate for three reasons. First of all, one of the basis elements, \ket{\tilde{0}}\, corresponds to the reference state directly. Secondly, the GHZ-like structure of torus link complement states manifests in this basis. Finally, \{\ket{\tilde{q}}\} is a natural choice in the context of Chern Simons theory since they are defined by Wilson loop operators and modular transformation, while arbitrary linear combinations do not have clear physical meaning in general.

Once we understand that \{\ket{\tilde{q}}\} is a special basis in the analysis, we can introduce \(2k\) universal generators based on it to define the complexity. By universal we mean that such generators are sufficient to generate all states in \(\mathbb{C}P^{k+1}\). Since we start from the reference state, the \(2k\) generators can be chosen as rotation generators from \ket{\tilde{0}} to \ket{\tilde{i}}\, where \(i = 1, 2, \cdots, k\). To illustrate how to choose such generators, let us consider the simplest case \(k = 1\), in which the map from reference state to target state can be written as

\[
\begin{pmatrix} 1 \\ 0 \end{pmatrix} \xrightarrow{\hat{O}_1} \begin{pmatrix} f_0 \\ f_1 \end{pmatrix}.
\]
where $\hat{O}_1 \in SU(2)$. If we choose the phase such that $f_0$ is real then the general form of $\hat{O}_1$ is

$$\hat{O}_1 = \left( \begin{array}{cc} f_0 & f_1^* \\ f_1 & f_0^* \end{array} \right) = \left( \begin{array}{cc} \cos \theta & \sin \theta e^{-i\phi} \\ \sin \theta e^{i\phi} & \cos \theta \end{array} \right)$$

where we express $(f_0, f_1)$ in terms of two new variables $(\theta, \phi)$. We would like to express the above form using two universal generators. A naive choice may be $(\sigma_z, \sigma_y)$ so that

$$\hat{O}_1 = e^{i\phi} e^\sigma_z e^{i\theta} e^{i\phi} e^{-i\phi} e^\sigma_z.$$  

According to the above form, we might suggest that the complexity of $\hat{O}_1$ could be defined as

$$C(\hat{O}_1) \propto |\theta| + |\phi|$$

as the amount needed for each generator. However, the contribution of the phase term, $|\phi|$, is ambiguous because it depends on the choice of generators. For example, if one had decided to use $(\sigma_z, \sigma_x)$ as fundamental generators instead, the net result would be to replace the phase term by $|\phi - \frac{\pi}{2}|$, but we do not have a good reason to distinguish the two choices. Actually, since $\sigma_z$ does not change the reference state, the more natural choice of generators seems to be $(\sigma_x, \sigma_y)$. The operator can then be written as

$$\hat{O}_1 = e^{i\phi} e^{i\theta} e^{i\sigma_y} e^{-i\phi} e^{i\sigma_z}.$$  

The above is not of the conventional form for a quantum circuit. We expect that the contributions from $\sigma_x$ and $\sigma_y$ should be symmetric since they are not distinguishable by the reference state. Therefore we are led to define the complexity as

$$C(\hat{O}_1) \propto \sqrt{n_x^2 + n_y^2} = |\theta|.$$  

Such a definition is invariant if we choose another basis $(\sigma'_x, \sigma'_y)$ on the $x - y$ plane, and the phase term $\phi$ is absorbed into the rotation symmetry. One can interpret this to mean that the minimal path simply goes in the right direction towards the target state, traversing the straight path from.

So far we have just reproduced the usual angle between two rays in a Hilbert space:

$$|\theta| = \cos^{-1} f_0 = \cos^{-1} \left( \sqrt{\langle \phi_R | \phi_T \rangle} \right)$$

but this analysis will be helpful in finding a non-trivial definition of complexity for larger $k$.

The next case we will consider is $k = 2$, in which the reference state and target state have the following form:

$$|\phi_R\rangle = \left( \begin{array}{c} 1 \\ 0 \\ 0 \end{array} \right), \quad |\phi_T\rangle = \left( \begin{array}{c} f_0 \\ f_1 \\ f_2 \end{array} \right).$$

(23)

Similar to the previous case, we seek four universal generators and a systematic process to map $|\phi_R\rangle$ to $|\phi_T\rangle$. One such process is composed of two steps:

$$\left( \begin{array}{c} 1 \\ 0 \\ 0 \end{array} \right) \xrightarrow{U_{01}} \left( \begin{array}{c} \sqrt{1 - |f_1|^2} \\ f_1 \\ 0 \end{array} \right) \xrightarrow{U_{02}} \left( \begin{array}{c} f_0 \\ f_1 \\ f_2 \end{array} \right).$$

(24)
where we again set \( f_0 \) real. The above process corresponds to two \( SU(2) \) rotations \( \hat{U}^{01} \) and \( \hat{U}^{02} \), analogous to \( \hat{O}_1 \) in the \( k = 1 \) case. The minimal number of generators of them is four, as expected. The explicit forms of the two rotations are determined by the coefficients of the target state:

\[
\hat{U}^{01} = \begin{pmatrix} \sqrt{1 - |f_1|^2} & f_1^* \sqrt{1 - |f_1|^2} & 0 \\ f_1 & \sqrt{1 - |f_1|^2} & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} \cos \theta_1 & \sin \theta_1 e^{-i \phi_1} & 0 \\ \sin \theta_1 e^{i \phi_1} & \cos \theta_1 & 0 \\ 0 & 0 & 1 \end{pmatrix}
\]

\[
\hat{U}^{02} = \begin{pmatrix} f_0 / \sqrt{1 - |f_1|^2} & 0 & f_2^* / \sqrt{1 - |f_1|^2} \\ 0 & 1 & 0 \\ f_2 / \sqrt{1 - |f_1|^2} & 0 & f_0 / \sqrt{1 - |f_1|^2} \end{pmatrix} \begin{pmatrix} \cos \theta_2 & 0 & \sin \theta_2 e^{-i \phi_2} \\ 0 & 1 & 0 \\ \sin \theta_2 e^{i \phi_2} & 0 & \cos \theta_2 \end{pmatrix}
\]

where we reparametrize the coefficients by \((\theta_1, \phi_1, \theta_2, \phi_2)\). Now it is natural to define the complexity of this process as

\[
C(\hat{U}^{01}) + C(\hat{U}^{02}) \propto |\theta_1| + |\theta_2|.
\]

Notice that the above form is not the usual inner-product distance in the Hilbert space. The reason is that in our construction the two rotations \( \hat{U}^{01} \) and \( \hat{U}^{02} \) are distinguishable: mixing of their generators are not allowed. This distinction makes sense because we are using a physically meaningful basis.

In the above discussion we see that the generators of \( \hat{U}^{01} \) and \( \hat{U}^{02} \) are universal because we can always find at least one circuit of the form (24) mapping the reference state to an arbitrary target state. However, given these generators the process (24) may not be the process of minimal complexity. In the next subsection we will discuss how to find the minimal process.

### 3.2.3 The path of minimal complexity

We have chosen the minimal universal \( 2k \) generators corresponding to the rotations between the reference state and basis \( \{|\tilde{q}\rangle\} \). Here we discuss how to construct a circuit of minimal complexity using these generators. For simplicity we start with the \( k = 2 \) case and then extend the result to higher \( k \).

For \( k = 2 \) the reference state and the target state take the form (23) in the basis \( \{|\tilde{q}\rangle\} \). The four fundamental generators are

\[
\hat{\sigma}^{01}_x \equiv \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \hat{\sigma}^{01}_y \equiv \begin{pmatrix} 0 & i & 0 \\ -i & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}
\]

\[
\hat{\sigma}^{02}_x \equiv \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad \hat{\sigma}^{02}_y \equiv \begin{pmatrix} 0 & 0 & i \\ 0 & 0 & 0 \\ -i & 0 & 0 \end{pmatrix}
\]

\( \{\hat{\sigma}^{0j}_{x,y}\} \) generate \( SU(2) \) rotations between \( |\tilde{0}\rangle \) and \( |\tilde{j}\rangle \). As discussed in the last subsection, one expects that the phase of the \( j^{th} \) coefficient, \( arg(f_j) \), can be absorbed into the rotation symmetry of \( \{\hat{\sigma}^{0j}_{x,y}\} \). Therefore the complexity only depends on the magnitudes of coefficients, \( \{|f_j|\} \), and the problem reduces to finding the following process of minimal complexity:

\[
\begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \rightarrow \begin{pmatrix} \sqrt{1 - |f_1|^2 - |f_2|^2} \\ |f_1| \\ |f_2| \end{pmatrix}
\]

by using only \( \hat{\sigma}^{01}_y \) and \( \hat{\sigma}^{02}_y \). A possible process \( P(s) \) is described by a path on the first quadrant of the unit sphere parametrized by \( 0 \leq s \leq 1 \), on which states are denoted by

\[
|\phi(s)\rangle = \begin{pmatrix} \sqrt{1 - x(s)^2 - y(s)^2} \\ x(s) \\ y(s) \end{pmatrix}
\]
with the boundary conditions (see Fig. 2)

\[
\begin{align*}
  x(0) &= 0 & y(0) &= 0 \\
  x(1) &= |f_1| & y(1) &= |f_2|
\end{align*}
\] (29)

Now we want to compute the complexity of a given path. Consider the infinitesimal segment from

\[
(x(s), y(s)) \text{ to } (x(s + ds), y(s + ds)); \text{ the starting point and endpoint are}
\]

\[
\begin{pmatrix}
  \sqrt{1 - x(s)^2 - y(s)^2} \\
  x(s) \\
  y(s)
\end{pmatrix}
\]

\[
\to
\begin{pmatrix}
  \sqrt{1 - x(s + ds)^2 - y(s + ds)^2} \\
  x(s + ds) \\
  y(s + ds)
\end{pmatrix}
\]

\[
= \begin{pmatrix}
  \sqrt{1 - x(s)^2 - y(s)^2} - \frac{xdx + ydy}{\sqrt{1 - x(s)^2 - y(s)^2}} \\
  x(s) + dx \\
  y(s) + dy
\end{pmatrix} + O(ds^2) \quad (30)
\]

This segment can be implemented by fundamental generators (26) via two infinitesimal angles \( d\theta_1 \) and \( d\theta_2 \):

\[
\exp(i\sigma_{y}^{01}d\theta_1) = \begin{pmatrix}
  1 & -d\theta_1 & 0 \\
  d\theta_1 & 1 & 0 \\
  0 & 0 & 1
\end{pmatrix} + O(d\theta_1^2)
\]

\[
\exp(i\sigma_{y}^{02}d\theta_2) = \begin{pmatrix}
  1 & 0 & -d\theta_2 \\
  0 & 1 & 0 \\
  d\theta_2 & 0 & 1
\end{pmatrix} + O(d\theta_2^2)
\]

They map the starting point to

\[
\exp(i\sigma_{y}^{01}d\theta_1) \exp(i\sigma_{y}^{02}d\theta_2) \begin{pmatrix}
  \sqrt{1 - x(s)^2 - y(s)^2} \\
  x(s) \\
  y(s)
\end{pmatrix} = \begin{pmatrix}
  \sqrt{1 - x(s)^2 - y(s)^2} - (xd\theta_1 + yd\theta_2) \\
  x(s) + \sqrt{1 - x(s)^2 - y(s)^2}d\theta_1 \\
  y(s) + \sqrt{1 - x(s)^2 - y(s)^2}d\theta_2
\end{pmatrix} + O(d\theta^2) \quad (31)
\]
The order in (31) does not matter since their commutator is higher order. Comparing (30) and (31) we get
\[
d\theta_1 = \frac{\dot{x} ds}{\sqrt{1 - x(s)^2 - y(s)^2}} \\
d\theta_2 = \frac{\dot{y} ds}{\sqrt{1 - x(s)^2 - y(s)^2}}
\]
Hence the complexity of this infinitesimal segment is naturally defined as
\[
dC \equiv |d\theta_1| + |d\theta_2| = \frac{(|\dot{x}| + |\dot{y}|) ds}{\sqrt{1 - x(s)^2 - y(s)^2}}.
\]
Thus we can compute the complexity of any process \( P(s) \) through the functional
\[
C[P(s)] = \int dC = \int_{P(s)} ds \frac{|\dot{x}| + |\dot{y}|}{\sqrt{1 - x(s)^2 - y(s)^2}}.
\]
By the variational method, one can solve for the path of minimal complexity for the given boundary conditions (29). Without loss of generality let us assume that \(|f_1| \leq |f_2|\). To simplify the problem, first consider a subset of all possible paths, \( \mathcal{F}_+ \), defined as

**Definition 1**: \( \mathcal{F}_+ = \{ P(s) \mid \forall s \in [0, 1], \; x(s) \geq 0, \; y(s) \geq 0; \) satisfying boundary conditions (29) \}

It is easy to compute the Euler-Lagrange equations in \( \mathcal{F}_+ \), and later on we will see that the path of minimal complexity is contained in this subset. One can immediately recognize the following property:

**Property 1**: if \( P(s) \in \mathcal{F}_+ \), then \( \forall (x, y) \) on \( P(s) \), \( x \leq |f_1| \) and \( y \leq |f_2| \).

The complexity of paths in this subset is given by
\[
C[P(s) \in \mathcal{F}_+] = \int_0^1 \frac{\dot{x} + \dot{y}}{\sqrt{1 - x^2 - y^2}} ds \equiv \int_0^1 L(x, y, \dot{x}, \dot{y}) ds
\]
and the Euler-Lagrange equations are
\[
\frac{d}{ds} \frac{\partial L}{\partial \dot{x}} - \frac{\partial L}{\partial x} = 0 \Rightarrow \frac{(y - x)\dot{y}}{(1 - x^2 - y^2)^{3/2}} = 0
\]
\[
\frac{d}{ds} \frac{\partial L}{\partial \dot{y}} - \frac{\partial L}{\partial y} = 0 \Rightarrow \frac{(x - y)\dot{x}}{(1 - x^2 - y^2)^{3/2}} = 0
\]
These equations suggest that the minimal path must be \( x = y \). However, this does not in general satisfy the boundary conditions (29), so we have to consider the path in \( \mathcal{F}_+ \) which is closest to \( x = y \). Such a path is constructed piece-wise as (see Fig. 3)

\[
P^*(s) := \begin{cases} 
\begin{aligned}
\frac{x(s) = y(s)}{y(s) = 2s|f_1| - 2(|f_2| - |f_1|)(s - \frac{1}{2})}, & 0 \leq s \leq \frac{1}{2} \\
\frac{x(s) = |f_1|, \; y(s) = |f_1| + 2(|f_2| - |f_1|)(s - \frac{1}{2})}, & \frac{1}{2} \leq s \leq 1
\end{aligned}
\end{cases}
\]

The above is composed of two straight lines on the \( x-y \) plane: from \((0, 0)\) to \((|f_1|, |f_1|)\), and then to \((|f_1|, |f_2|)\). Note that the segment with \( x = \text{const.} \) is a solution of the reduced one-dimensional problem for \( y(s) \), but we will elaborate on this in what follows. Now we would like to prove the following:

**Claim 1**: \( P^*(s) \) is the path of minimal complexity in \( \mathcal{F}_+ \).

We can use the variational method to prove this claim. Consider two nearby paths in \( \mathcal{F}_+ \), \( P(s) \) and \( P(s) + \delta P(s) \). The difference in complexity is
\[
\delta C = \int_0^1 \left[ \frac{(x - y)\dot{y}}{(1 - x^2 - y^2)^{3/2}} \delta x(s) + \frac{(y - x)\dot{x}}{(1 - x^2 - y^2)^{3/2}} \delta y(s) \right] ds + O(\delta x, \delta y)^2
\]
where we have used integration by parts and the fact that \((\delta x, \delta y)\) vanish at endpoints. Since we are considering the case \(\dot{x}, \dot{y} \geq 0\), (36) suggests that we deform the path toward the following direction:

\[
sign(\delta x) = -sign(\delta y) = sign(y - x)
\]

(37)
to get smaller complexity. Such direction always points toward \(x = y\) (See Fig. 3). Hence, for paths in \(\mathcal{F}_+\), the closer to \(x = y\), the smaller complexity we get. Since \(P^*(s)\) is the path closest to \(x = y\) in \(\mathcal{F}_+\), we have established \textbf{Claim 1}. The next step is to prove that \(P^*(s)\) is actually the one of minimal complexity among all possible paths. To do this, first define the concept of a “turnback segment”:

**Definition 2:** A turnback segment is a path parametrized by \(s \in [s_i, s_f] \subset [0,1]\), satisfying one of the following conditions (see Fig. 4):

\(A\) \quad y(s_i) = y(s_f) \quad \text{and} \quad \forall s \in (s_i, s_f), y(s) > y(s_i).

\(B\) \quad x(s_i) = x(s_f) \quad \text{and} \quad \forall s \in (s_i, s_f), x(s) > x(s_i).

We will also use the following property:

**Property 2:** If \(P'(s)\) is a path satisfying the boundary conditions (29) but is not in \(\mathcal{F}_+\), then \(P'(s)\) contains at least one turnback segment.

Now one can prove that for a path containing a turnback segment of type \((A)\), we can always find another path with smaller complexity via replacing this segment by a horizontal one, \(y = y(s_i)\). For such a turnback segment, we have

\[
\int_{s_i}^{s_f} \frac{\dot{x} + |\dot{y}|}{\sqrt{1 - x(s)^2 - y(s)^2}} ds > \int_{s_i}^{s_f} \frac{\dot{x}}{\sqrt{1 - (x(s)^2 - y(s_i)^2}}} ds
\]

(38)
by using the definition of the type \((A)\) turnback segment. The l.h.s of (38) is the complexity of the original segment and the r.h.s. is for the horizontal segment, so we prove the above statement. Similarly, if a path contains a turnback segment of type \((B)\) then one can replace it by a vertical segment to get a new path.

Figure 3: Left: two paths in \(\mathcal{F}_+\). The dash arrows indicates the deviation flow to smaller complexity, which is given by (36). Notice that the flow always points toward to \(x = y\). Right: The path \(P^*(s)\). Any deviation through the flow will give a new path no longer in \(\mathcal{F}_+\) because it violates Property 1, so \(P^*(s)\) is the path closest to \(x = y\) in \(\mathcal{F}_+\).
with smaller complexity. Therefore, say we start from a path $P'(s)$ satisfying the boundary conditions \((29)\) but which is not in $\mathcal{F}_+$; by replacing all of its turnback segments by horizontal or vertical segments we get a new path $P(s) \in \mathcal{F}_+$ with smaller complexity. Thus we prove the following:

**Claim 2:** For any $P'(s)$ satisfying the boundary conditions \((29)\) but not in $\mathcal{F}_+$, one can find a path $P(s) \in \mathcal{F}_+$ which has smaller complexity (See Fig. 5).

Combining **Claim 1** and **Claim 2** we conclude that $P^*(s)$ is the path of smallest complexity. Therefore
the complexity of the target state $|\phi_T\rangle$ with respect to the reference state is, given (35),

$$
C(|\phi_T\rangle) = \int_{P^* (s)} \sqrt{\dot{x}^2 + \dot{y}^2} \, ds
$$

$$
= \int_{0}^{1/2} 4|f_1| \sqrt{1 - 8s^2}|f_1|^2 \, ds + \int_{0}^{1/2} \frac{2|f_2| - 2|f_1|}{\sqrt{1 - |f_1|^2 - (|f_1| - 2s|f_1| + 2s|f_2|)^2}} \, ds'
$$

$$
= \sqrt{2} \tan^{-1} \left( \frac{\sqrt{2} |f_1|}{\sqrt{1 - 2|f_1|^2}} \right) + \tan^{-1} \left( \frac{|f_2|}{\sqrt{1 - |f_1|^2 - |f_2|^2}} \right) - \tan^{-1} \left( \frac{|f_1|}{\sqrt{1 - 2|f_1|^2}} \right)
$$

The first term arises from the first integral and is $\sqrt{2}$ times the angle between $|\phi_R\rangle$ and $(\sqrt{1 - 2|f_1|^2}, |f_1|, |f_1|)$. The second integral gives the angle between $(\sqrt{1 - 2|f_1|^2}, |f_1|, |f_1|)$ and $(|f_0|, |f_1|, |f_2|)$. For general target states, we can define $m \equiv \min(|f_1|, |f_2|)$ and $M \equiv \max(|f_1|, |f_2|)$. Then the complexity is defined as

$$
C(|\phi_T\rangle) = \sqrt{2} \tan^{-1} \left( \frac{\sqrt{2} m}{\sqrt{1 - 2m^2}} \right) + \tan^{-1} \left( \frac{M}{\sqrt{1 - m^2 - M^2}} \right) - \tan^{-1} \left( \frac{m}{\sqrt{1 - 2m^2}} \right).
$$

We pause here to make a comparison between our definition of complexity and Nielsen’s geometric approach. One sees a similarity since in both cases, complexity is identified as some extremal functional. So, our definition can be viewed as a notion of geometric complexity. The difference is that we do not compute geodesic length in the whole space of unitary operators, but in a subspace. For example, in the $k = 2$ case, we consider unitary operators which can be expressed as $U = \text{Pexp} \left[ i \int_{0}^{1} \left( (Y_{1x}(s)\sigma_{x}^{01}) + Y_{1y}(s)\sigma_{y}^{01} + Y_{2x}(s)\sigma_{x}^{02} + Y_{2y}(s)\sigma_{y}^{02} \right) ds \right]$, i.e., they can be generated by 4 fundamental generators. Such operators only form a subspace of $SU(3)$ but they are sufficient to map the reference state to an arbitrary target state in $\mathbb{C}P^3$. The effective cost function in our approach is

$$
F = \sqrt{Y_{1x}^2 + Y_{1y}^2} + \sqrt{Y_{2x}^2 + Y_{2y}^2}.
$$

The square root form ensures that the phases $\text{arg}(f_j)$, can be absorbed into the rotation symmetry of $\{\sigma_{x,y}\}$.

### 3.2.4 Extension to higher $k$

For $k = 3$ we have

$$
|\phi_R\rangle = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad |\phi_T\rangle = \begin{pmatrix} \sqrt{1 - |f_1|^2 - |f_2|^2 - |f_3|^2} \\ f_1 \\ f_2 \\ f_3 \end{pmatrix}.
$$

Similar to the $k = 2$ case, we seek a path $P^*(s)$ on the first quadrant of the unit 3-sphere which satisfies boundary conditions

$$
x(0) = 0 \quad y(0) = 0 \quad z(0) = 0
$$

$$
x(1) = |f_1| \quad y(1) = |f_2| \quad z(1) = |f_3|
$$

(39)
and minimizes the complexity functional
\[
C[P(s)] = \int_{P(s)} \frac{|\dot{x}| + |\dot{y}| + |\dot{z}|}{\sqrt{1 - x(s)^2 - y(s)^2 - z(s)^2}} \, ds.
\] (40)

We can define a set of paths, \(F_+\), analogous to Definition 1 and show that \(P^*(s) \in F_+\). The Euler-Lagrangian equations for \(F_+\) are
\[
\begin{align*}
(y - x)\dot{y} + (z - x)\dot{z} &= 0 \\
(1 - x^2 - y^2 - z^2)^{3/2} &= 0 \\
(x - y)\dot{x} + (z - y)\dot{z} &= 0 \\
(1 - x^2 - y^2 - z^2)^{3/2} &= 0 \\
(x - z)\dot{x} + (y - z)\dot{y} &= 0 \\
(1 - x^2 - y^2 - z^2)^{3/2} &= 0
\end{align*}
\]

These equations can be satisfied if
\[
x = y = z. \tag{41}
\]

Again, in general, (41) does not satisfy the boundary conditions (39). The minimal path \(P^*(s)\) is the one in \(F_+\) which is closest to \(x = y = z\). If \(|f_1| \leq |f_2| \leq |f_3|\) then it takes the following form
\[
P^*(s) := \begin{cases} 
  x(s) = y(s) = z(s) = 3s|f_1| & , \quad 0 \leq s \leq \frac{1}{3} \\
  x = |f_1|, \quad y = |f_2|, \quad z = |f_3| & , \quad \frac{1}{3} \leq s \leq \frac{2}{3} \\
  x = |f_1|, \quad y = |f_2|, \quad z = |f_3| & , \quad \frac{2}{3} \leq s \leq 1
\end{cases}
\] which is composed of three straight lines in \(xyz\) space. The complexity is given by the functional
\[
C(\phi_T) = \int_{P^*(s)} \frac{|\dot{x}| + |\dot{y}| + |\dot{z}|}{\sqrt{1 - x(s)^2 - y(s)^2 - z(s)^2}} \, ds
\]
\[
= \sqrt{3} \tan^{-1} \left( \frac{\sqrt{3}|f_1|}{\sqrt{1 - 3|f_1|^2}} \right) + \sqrt{2} \left[ \tan^{-1} \left( \frac{\sqrt{2}|f_2|}{\sqrt{1 - |f_1|^2 - 2|f_2|^2}} \right) - \tan^{-1} \left( \frac{\sqrt{2}|f_1|}{\sqrt{1 - 3|f_1|^2}} \right) \right] + \tan^{-1} \left( \frac{|f_3|}{\sqrt{1 - |f_1|^2 - 2|f_2|^2 - |f_3|^2}} \right) - \tan^{-1} \left( \frac{|f_2|}{\sqrt{1 - |f_1|^2 - 2|f_2|^2}} \right).
\]

The above can be generalized to any target state by finding an ordered permutation such that \(|f_{p(1)}| \leq |f_{p(2)}| \leq |f_{p(3)}|\) and then replacing \(f_i\) by \(f_{p(i)}\). Extending the above discussions to higher \(k\), we obtain a systematic way to write down the complexity for any target state \(\phi_T\) with respect to \(\phi_R\):

(1) **Expand the target state in terms of \(\tilde{q}\), i.e. \(\phi_T) = \sum_{q=0}^k f_q |\tilde{q}\).**

(2) **Find a permutation \(p \in S_k\) such that \(|f_{p(1)}| \leq |f_{p(2)}| \leq \cdots \leq |f_{p(k)}|\).**

(3) **Define**
\[
\begin{align*}
C_1 & \equiv \sqrt{k} \tan^{-1} \left( \frac{\sqrt{k} |f_{p(1)}|}{\sqrt{1 - k|f_{p(1)}|^2}} \right) \\
C_i & \equiv \sqrt{k-i+1} \left[ \tan^{-1} \left( \frac{\sqrt{k-i+1} |f_{p(i)}|}{\sqrt{1 - F_i}} \right) - \tan^{-1} \left( \frac{\sqrt{k-i+1} |f_{p(i-1)}|}{\sqrt{1 - F_{i-1}}} \right) \right] \quad \text{for} \ 2 \leq i \leq k
\end{align*}
\]

where
\[
F_i \equiv (k-i)|f_i|^2 + \sum_{j=1}^{i} |f_j|^2
\]
The complexity of the target state is defined as $C(|φ_T⟩) = \sum_{i=1}^{k} C_i$.

$C_i$ is the complexity of the $i^{th}$ straight line in the minimal path $P^*(s)$. The permutation step ensures that exchanging any two coefficients $f_i, f_j$ for $i, j \neq 0$ does not change the complexity.

Although we have constructed a notion of complexity in the context of Chern Simons theory, the above algorithm can be applied to any single qubit state (with $k$-dimensional Hilbert space). The requirement of this construction is to specify a set of physical basis states, which contain the reference state as one of its elements. Once such a basis is determined, one can naturally define $2k - 2$ minimal, universal fundamental generators which can map the reference state to arbitrary target states. The complexity is then a function of the magnitudes of coefficients expanded in this basis, as described in the above algorithm.

3.2.5 Extension to general link complement states

So far we have only considered torus link complement states because their symmetry properties reduce them to an effective Hilbert space on a single site. This feature allows us to use only "small" gates and generators to prepare any torus link complement states. Then via $CNOT$ operators, which only involve two sites, we implement the GHZ-like structure. If we eliminate the restriction of only using small generators, then such a definition can be extended to prepare any link complement state.

For example, consider $n$-component link complement states in $SU(2)_k$ Chern Simons theory which can be expressed as

$$|L^n⟩ = \sum_{q_1, \ldots, q_n} C(q_1, \ldots, q_n) |\tilde{q}_1, \ldots, \tilde{q}_n⟩$$

which is in $\mathbb{CP}^{(k+1)n}$. Such states do not have GHZ-like structure in general. Again the reference state is chosen to be the unknot state, which takes a simple form in the basis $\{|\tilde{q}\rangle\}$:

$$|φ_R⟩ = |\tilde{0}, \ldots, \tilde{0}⟩.$$

Similar to the single site case, one can choose $2(k+1)^n - 2$ minimal universal fundamental generators to prepare any states in $\mathbb{CP}^{(k+1)n}$ from $|φ_R⟩$. Such generators can be chosen as rotation generators from $|\tilde{0}, \ldots, \tilde{0}⟩$ to $|\tilde{q}_1, \ldots, \tilde{q}_n⟩$, for $(q_1, \ldots, q_n) \neq (0, \ldots, 0)$. Each rotation contains two generators (analogous to $σ_x, σ_y$) so the degrees of freedom match the dimension of $\mathbb{CP}^{(k+1)n}$. Then one can compute the complexity in the same way used in the above subsections. For torus link complement states, this approach reproduces the same result obtained in previous sections, up to the term $C_{CNOT}$. This difference is due to the fact that there is no need to use $CNOT$ operators to implement the GHZ-like structure, since we allow rotation between $|\tilde{0}, \ldots, \tilde{0}⟩$ and $|\tilde{q}, \ldots, \tilde{q}⟩$. The price is to eliminate the constraint that only "small" generators are used.

3.3 Complexity for some particular torus link states

In this section we calculate the complexity of some of the simplest torus links in $SU(2)_k$ Chern Simons and discuss their features. Recall that the modular matrices in this case are given by

$$T_{mn} = e^{2\pi i \frac{m(m+1)}{k+2}} δ_{mn},$$

$$S_{mn} = \sqrt{\frac{2}{k+2}} \sin \left( \frac{\pi (m+1)(n+1)}{k+2} \right).$$

In particular, we consider
• Hopf link: This is the first non-trivial torus link with two components. The state takes the form [21]:

\[
|\text{Hopf link}\rangle = C_0 \sum_{j_1,j_2} (STS)_{0q} \frac{S_{j_1} q S_{j_2} q}{S_{0q}} |j_1 j_2\rangle
\]

The above form has GHZ-like structure, as expected. Using \((ST)^3 = 1\) and \(S^2 = 1\) one can further simplify the expression:

\[
|\text{Hopf link}\rangle = C_0 \sum_q \frac{(T^{-1}ST^{-1})_{0q}}{S_{0q}} |\tilde{q} \tilde{q}\rangle
\]

The normalization constant is \(C_0 = \frac{1}{\sqrt{k+1}}\). We see that for the Hopf link, the magnitudes of every coefficient is the same: \(|f_q| = \frac{1}{\sqrt{k+1}}\). This implies that the Hopf link state is always on the path \(x = y\) suggested by the Euler-Lagrange equation above. The complexity of Hopf link can be obtained explicitly:

\[
C_{\text{Hopf}} = \sqrt{k} \cos^{-1}\left(\frac{1}{\sqrt{k+1}}\right)
\]

For large \(k\) we have \(C_{\text{Hopf}} \sim \sqrt{k} \cdot \frac{\pi}{2}\). Generally in our construction, the maximal complexity can be shown to be just \(\frac{\pi}{2} \sqrt{k}\), and so for large \(k\), the Hopf link state has nearly maximal complexity. In fact, it was shown in [20] that the Hopf link is maximally entanglement and is analogous to a Bell pair. Although there is no reason to expect that our complexity can be related to entanglement entropy, we see here a relation between maximal complexity and entanglement entropy. It will be interesting to investigate whether complexity and entropy have a deeper connection, but we leave this to future study.

• \(2N_1^2\) links: Next we consider a family of two component torus links, whose members are similar to the Hopf link but the components have \(2N\) crossing numbers instead, denoted as \(2N_1^2\), see Fig. 6. \(2N_1^2\) states are of the form [21]:

![Image of 2N12 links]

Figure 6: The \(2N_1^2\) links. The Hopf link is a special case of this family with \(N = 1\).
\[ |2N^2_1\rangle = C_0 \sum_{j_1,j_2} \sum_q (ST^N S)_{0q} S_{j_1q} S_{j_2q} S_{0q} |j_1 j_2\rangle \]

\[ = C_0 \sum_q (ST^N S)_{0q} |\tilde{q} \tilde{q}\rangle \]

The normalized coefficients are

\[ f_q = \frac{(ST^N S)_{0q}}{\sqrt{\sum_j (ST^N S)_{0j}^2}} \]

One can solve for the complexity by the algorithm of Sec. 3.2.4. Using Mathematica, we have generated the complexity for \( N = 2 \) and \( N = 3 \) for various values of \( k \) as in Figs. 7.

![Complexity plots](image)

Figure 7: Left: complexity of \( 4^2_1 \) link for various \( k \). Right: complexity of \( 6^2_1 \) link for various \( k \).

The oscillation comes from the twist operator in (44). If we fix \( N = 2 \) then \( \gcd(N, k+2) \) is different for even \( k \) and odd \( k \). A similar oscillation pattern also appears in the entanglement entropy of link complement states [20].

### 4 Summary and discussion

In this paper, we have studied the computational complexity of link complement states in Chern Simons theory. We set the reference state as the one corresponding to \( n \) unlinked unknots. For the Abelian case, we find a natural set of fundamental gates, which can be thought of as raising and lowering operators of Gauss linking number between pairs of components. The complexity is then determined by these linking numbers modulo the level \( k \). This observation provides a simple and interesting connection between complexity and knot theory. In the non-Abelian case, we have chosen to focus on torus link complement states, and in that context we have shown that using their GHZ-like structure one can reduce the problem to defining the complexity with \( k \) in both cases. This feature is partly due to the fact that the Hilbert space dimension is \( k + 1 \) and the number of generators is \( 2k \). For larger \( k \) one has "more space" to measure the complexity. In other words, the complexity defined in this paper can reflect the size of the Hilbert space. This is different from the standard inner-product distance of Hilbert space, which is always bounded by \( 2\pi \).
computational complexity of a single knot state. We have defined an algorithm through an extremization procedure that gives a systematic way to define complexity for these torus link complement states.

In both Abelian and non-Abelian cases, we have seen that the complexity depends on the number of degrees of freedom $N$ of the system. For the $U(1)_k$ case, link complement states are described by $N = n(n-1)/2$ linking numbers and the maximal complexity is $C_{\text{max}} \propto N$. On the other hand, for $SU(2)_k$ Chern Simons, the torus link complement states are described by $N = 2k$ independent coefficients and one has $C_{\text{max}} \propto \sqrt{N}$. The two cases behave differently because they have different structure of generators. In the Abelian case, the fundamental gates are all commuting so the contribution from each can be counted separately. This fact implies that the complexity grows linearly, as we found. On the other hand in $SU(2)_k$, generators do not commute and the complexity grows more slowly.

The reference state $|\phi_R\rangle$ and the basis $\{|\tilde{q}\rangle\}$ play a central role in our construction of complexity for the non-Abelian case because we choose the fundamental generators corresponding to the rotations between them. This choice breaks the homogeneity because we only use $2k$ minimal generators among the total $(k+2)(k+1)/2$ generators of the operator space $SU(k+1)$. Since $|\phi_R\rangle$ and $\{|\tilde{q}\rangle\}$ are natural physical states in the context of Chern Simons theory, our construction provides a non-trivial definition of complexity based on physical considerations. Furthermore, this definition is related to circuit complexity directly because it just counts the amount needed for each fundamental generator. If the constraint of using only ”small” generators is released, one can use the same method to define the complexity for arbitrary states.

It would be of interest to investigate if our methods can be applied to other cases. For example, in [20], link complement states with hyperbolic structure were shown to have interesting properties. It would be of interest to investigate how our notion of complexity might be related to other geometric notions of complexity in that context. We note the recent related paper [31].
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