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Abstract—Spatially coupled, parallel concatenated coded codes (SC-PCCs) have been shown to approach channel capacity when decoded using optimal iterative methods. However, under complexity constraints such decoding strategies can result in unacceptable power and latency costs. In this work, we employ convolutional self-orthogonal component codes along with low-complexity, suboptimal a posteriori probability (APP) threshold decoders with SC-PCCs to reduce decoding complexity. The proposed code design is faster, more energy efficient, and easier to implement than optimal methods, while offering significant coding gain over existing threshold decodable, turbo-like constructions of similar latency and complexity. The design also serves to further illustrate the advantages spatial coupling can provide to existing code constructions and decoder implementations.

I. INTRODUCTION

Coding schemes for high-throughput communication systems often rely on hard-decision (i.e., syndrome-based) component decoder implementations and are typically unable to take advantage of soft reliability information during decoding, due to the requisite order-of-magnitude increase in computational overhead and/or power consumption [1]. However, in [2] the authors proposed that parallel concatenated convolutional (PCC) or turbo codes can be decoded iteratively with low complexity, soft-decision a posteriori probability (APP) threshold decoders if the component codes are convolutional self-orthogonal codes (CSOCs). The growth in decoding complexity of such schemes is linear with respect to the constraint length of the component codes, making them attractive for high-throughput, low-overhead applications [3]. Additional schemes for efficient iterative decoding of CSOCs with similar trade-offs were proposed in [4].

Codes on graphs whose constraint nodes are convolutional codes are referred to as spatially coupled, turbo-like codes (SC-TCs) [5], [6], [7], [8]. These codes have been shown to exhibit the threshold saturation phenomenon, wherein their performance under iterative belief propagation (BP) decoding approaches the decoding threshold of optimal maximum a posteriori (MAP) decoding of the uncoupled code ensemble [6]. Such decoding schemes typically employ BCJR component decoders, the complexity of which could be a limiting factor for resource constrained implementations.

The motivation of this paper is to investigate if low complexity, high speed schemes involving spatial coupling can close the performance gap between optimal and suboptimal decoded PCCs. We therefore consider a low-overhead SC-TC with CSOC component codes whose structure is a direct extension of the familiar PCC, and we provide a low-complexity soft-decision APP threshold decoding algorithm for these spatially coupled PCCs (SC-PCCs). This scheme enables the use of high rate and large constraint length component codes with acceptable complexity. The encoder for a SC-SC-PCC is identical to that of a PCC, with additional coupling of source information blocks prior to encoding. The proposed SC-PCC decoder employs a sliding-window type procedure in which each block is decoded by two component APP threshold decoders similar to those described for PCCs [2], but spread over time. We demonstrate significant coding gain over non-spatially coupled APP threshold-decodable PCC codes with comparable latency and decoding complexity.

II. CSOCs AND THRESHOLD DECODING

A \((k + 1, k, m)\) convolutional code in systematic form is said to be self-orthogonal with error-correcting capability \([J]\) if, for each information error symbol \(e_i^{(l)}\) at time \(l\), \(i \in \{0, 1, \ldots, k - 1\}\), the \(J\) parity-check equations \(A_j^{(l)}\), \(j \in \{1, 2, \ldots, J\}\), that check \(e_i^{(l)}\) do not check any other error symbol more than once. At the decoder, sets of \(J\) self-orthogonal checks \(\{A_j^{(l)}\}\) on \(e_i^{(l)}\) can be formed from individual syndrome bits, which are calculated by re-encoding the (hard decision) received information symbols and adding them to the (hard decision) received parity symbols.

For example, assuming a binary-input additive white Gaussian noise (AWGN) channel with inputs \(x_i^{(l)}\) and soft outputs \(y_i^{(l)}, i = 0, 1, \ldots, k\), the syndrome bit at time unit \(l = 0, 1, \ldots\) is

\[
s_l = \sum_{i=0}^{k-1} \sum_{l=0}^{m} \tilde{y}_i^{(l)} g_i^{(l)} h + \tilde{y}_l^{(k)} = \sum_{i=0}^{k-1} \sum_{l=0}^{m} e_i^{(l)} g_i^{(l)} h + e_l^{(k)},
\] (1)

where \(\tilde{y}_i^{(l)}\) is the hard decision corresponding to soft output \(y_i^{(l)}, e_i^{(l)} = y_i^{(l)} \oplus x_i^{(l)}\) is the error symbol at time unit \(l\), and \(g_i = (g_{i,0,1,\ldots,1}, g_{i,m})\) is the \(i\)-th code generator sequence.

In APP threshold decoding [9], we define the reliability factor as

\[
L(e_i^{(l)} | y_i^{(l)}) = \ln \frac{P(e_i^{(l)} = 0 | y_i^{(l)})}{P(e_i^{(l)} = 1 | y_i^{(l)})} = 4 E_s/N_0 |y_i^{(l)}| + L(e_i^{(l)}),
\] (2)

where \(|y_i^{(l)}|\) is the channel output magnitude, \(4 E_s/N_0\) is a scaled version of the channel signal-to-noise ratio (SNR), and \(L(e_i^{(l)})\) is any available a priori information on \(e_i^{(l)}\) [2]. Then
the $j$-th check in an orthogonal set $\{A_j^{(i)}\}$ on $e_i^{(i)}$ is weighted by the factor
\[
w_j^{(i)} = \sum_{\alpha=0}^{\nu} \sum_{s \in S_i^{(\alpha)}} L(e_s^{(\alpha)}|y_s^{(\alpha)}),
\]
where $\boxplus$ represents the “box-plus” operation and $S_i^{(\alpha)}$ is the set of time indices involved in the $j$-th orthogonal check on the $i$-th information bit (excluding the current bit $e_i^{(i)}$), see [2].

The APP threshold decoding rule for an orthogonal set $\{A_j^{(i)}\}$ is then given by: choose $\hat{e}_i^{(i)} = 1$ iff
\[
L(e_i^{(i)}|\{A_j^{(i)}\}, y_i^{(i)}) = \sum_{j=1}^{J} \left( 1 - 2A_j^{(i)} \right) w_j^{(i)} + L(e_i^{(i)}|y_i^{(i)}) < 0,
\]

To determine the decoding decisions at time unit $l$, we add $\hat{e}_i^{(i)}$ to $\hat{y}_i^{(i)}$ to form the information symbol estimates $\hat{u}_i^{(i)}$, $i \in \{0, 1, \ldots, k - 1\}$. We also add $\hat{e}_i^{(i)}$ to each syndrome equation it affects in the set of orthogonal checks $\{A_j^{(i)}\}$, $j \in \{1, \ldots, J\}$. The quantity $\sum_{j=1}^{J} (1 - 2A_j^{(i)}) w_j^{(i)}$ in (4) represents the extrinsic information — the a posteriori information pertaining to all the bits in a check sum, excluding the information carried by the current channel value at time unit $l$ [2]. This extrinsic information is used in the iterative decoding scheme described in Section IV.

III. CSOC SC-PCC ENCODING

In the proposed design, spatial coupling is accomplished by the introduction of dependencies between adjacent source information blocks prior to encoding by the component convolutional codes [6]. First, in a frame of $L$ source information blocks of size $T$ bits to be encoded, block $u_t$ at time $t$ is multiplexed into $m_{sc} + 1$ separate sub-blocks $u_{t,0}, u_{t,1}, \ldots, u_{t,m_{sc}}$ of size $T/(m_{sc} + 1)$, where $m_{sc}$ indicates the spatial coupling memory and we assume that $T$ is a multiple of $m_{sc} + 1$. The sub-blocks are then coupled over time as shown in Fig. 1, which illustrates the process by introducing a spatially coupled source matrix $U$, where entry $u_{t,i}$ of size $1 \times T/(m_{sc} + 1)$ occupies row $i$ and column $t + i$ of $U$, $i \in \{0, 1, \ldots, m_{sc}\}$, $t \in \{0, 1, \ldots, T\}$, and column $t$ corresponds to the coupled source block $U_t = (u_{t,0}, u_{t,1}, \ldots, u_{t,m_{sc}})$. We note that $U_t$ contains sub-blocks from the source blocks at times in the interval $[t - m_{sc}, t]$ and that the first and last $m_{sc}$ coupled source blocks contain all-zero sub-blocks, as shown in Fig. 1.

The same process is carried out for a permuted version of source block $u_t$, denoted $\tilde{u}_t$, which is demultiplexed into sub-blocks $\tilde{u}_{t,0}, \tilde{u}_{t,1}, \ldots, \tilde{u}_{t,m_{sc}}$ of size $T/(m_{sc} + 1)$, and arranged into a permuted spatially coupled source matrix $\tilde{U}$ (in the same format as $U$) such that a permuted coupled source block $\tilde{U}_t$ is produced at each time. However, we note that $\tilde{U}_t$ is, in general, not a permuted version of $U_t$. For example, $u_{t,0}$ and $\tilde{u}_{t,0}$ both consist of $T/(m_{sc} + 1)$ bits from source block $u_t$, but they are likely different sets of bits due to the interleaving before demultiplexing.

The blocks $u_t$, $\tilde{u}_t$, and $U_t$ are encoded in typical turbo code fashion, as shown in Fig. 2, where the SC blocks correspond to the spatial coupling described above and each encoder input is terminated with $\nu \triangleq k(m + 1)$ zeros to become length $T + \nu$ input blocks to two identical feedforward CSOC component encoders [6]. Output sequences are obtained in precisely the same way as for a PCC, where the parity output blocks $v_1^T$ and $v_2^T$ from each encoder are concatenated with the systematic output block $u_t = v_0^T$ at each time unit to form the output block $v_t = (v_0^T, v_1^T, v_2^T)$, with an overall code rate of $R = \frac{T}{T + \nu}$, approximately $\frac{k}{k + 1}$ for $T$ sufficiently large. In this way, an SC-PCC can be thought of as a series of PCCs whose inputs are spread over time and whose outputs are correlated in time over a span of $m_{sc} + 1$ blocks.

IV. WINDOW THRESHOLD DECODING OF CSOC SC-PCCS

Now let $r_t = (r_0^T, r_1^T, r_2^T)$ be the soft-valued received block at time $t$ corresponding to the transmitted block $v_t = (v_0^T, v_1^T, v_2^T)$. Upon receiving $m_{sc} + 1$ blocks, the spatial coupling is repeated by demultiplexing the received blocks $r_t^T$ into $m_{sc} + 1$ sub-blocks to row $i$ and column $t + i$, $i \in \{0, 1, \ldots, m_{sc}\}$ of a noisy channel information matrix $Y$ (in the same way as $U$), whose columns $Y_t$ correspond to $U_t$ and serve as the systematic inputs to the first component decoder. This procedure is repeated for the permuted sequence, forming the permuted noisy channel information matrix $\tilde{Y}$ (in the same way as $\tilde{U}$) to obtain the systematic inputs $\tilde{Y}_t$ to the second component decoder. We then define $\bar{I}_1 = (\tilde{Y}_t, r_0^T)$ as the information and parity inputs to decoder 1 and $\bar{I}_2 = (\tilde{Y}_t, r_2^T)$ as the information and parity inputs to decoder 2. Note that recreating blockwise spatial coupling introduces a minimum decoding latency of $m_{sc} + 1$ blocks.

As shown in Fig. 3, decoding takes place within a window of size $w \geq m_{sc} + 1$ blocks, with the block at the beginning of

Note that a secondary interleaving of $U_t$ and $\tilde{U}_t$ was performed prior to encoding in [6], but it was not found to offer additional benefit for our construction and has therefore been omitted.
the window at time $t$ referred to as the target block. At each time unit, the component decoders perform threshold decoding and exchange the extrinsic information $\mathbf{I}^e_1$ and $\mathbf{I}^e_2$ pertaining to the current block being decoded at time $t$, where $\mathbf{I}^e_1$ and $\mathbf{I}^e_2$ are produced by the component threshold decoders as the summation term of (4) and passed to their complementary decoder. We represent the appropriate a priori information sent from the target block at time $t$, thereby completing one horizontal iteration. Once we have completed $I_H$ horizontal iterations, hard-decisions are made on the target symbols according to the threshold decoding rule from (4), and these symbols are shifted out of the decoder.

The decoding window is now advanced one position to the right such that the target block is $t + 1$ (see Fig. 3). The process then repeats from the beginning, performing a total of $I_w = 2wI_VI_H$ vertical iterations to decode each set of target symbols until all symbols have been decoded.

### V. Latency and Complexity Considerations

In this section, we quantify the latency and implementation complexity of windowed iterative threshold decoding of SC-PCCs in comparison with iterative threshold decoding of PCCs, where we note that these suboptimal algorithms have significantly lower complexity than their optimal counterpart, i.e., iterative BCJR decoding. This serves the overall goal of this work, which is to investigate the effect of spatial coupling on low complexity, high speed, iterative decoding schemes that can close the performance gap between optimal and suboptimal decoding of PCCs (demonstrated in Sec. [VI]).

#### A. Latency

Increasing the spatial coupling memory $m_{sc}$ increases both the encoding and decoding latency because $m_{sc} + 1$ source blocks are needed to construct the coupled blocks $U_t$ and $Y_t$. The total latency therefore depends on the chosen values of spatial coupling memory $m_{sc}$, window size $w$, and information block size $T$, resulting in a minimum latency of $(m_{sc} + 1)T$ symbols. The required decoding latency is $\Delta_d = wT = 2T(m_{sc} + 1)$ symbols, with the minimum achievable latency at $m_{sc} = 1$ therefore being $\Delta_d = 4T$ symbols compared to $T$ symbols for an uncoupled PCC.

#### B. Complexity

The complexity of the iterative APP threshold decoding algorithm was previously quantified within the context of PCCs with CSOC component codes in [2]. The complexity of the algorithms presented here are analyzed similarly. We will assume throughout that each encoder/decoder contains two component encoders/decoders and we disregard all elements except buffers, interleavers, and encoders/decoders, since these three components consume the vast majority of memory and computational cycles.

1) Memory: The memory needed for an SC-PCC encoder is the same as that needed for a PCC encoder, but spatial coupling prior to encoding requires at least one buffer of size $T(m_{sc} + 1)$ to construct the matrix $U$. Furthermore, each encoder requires a total of $\nu$ memory elements, for a total of $2\nu$. This gives us a required SC-PCC encoder memory of $M_{sc-pcc}^e \approx T(m_{sc} + 1) + 2\nu$, whereas a PCC encoder requires only $T + 2\nu$ memory elements.

For an SC-PCC decoder, we need $Tw$ memory elements to store extrinsic information for transfer between decoders as well as $T$ memory elements for the interleaver.

We assume deinterleaving utilizes the same memory block as interleaving read in the reverse order, and thus we only count an interleaver/deinterleaver pair as one unit. We also assume component encoders/decoders can share the memory used for information transfer.
component decoder requires a register of size $2\nu$ for forming new syndromes and storing previously calculated syndromes, as well as $2\nu$ registers for storing soft channel values. This gives us a total required memory for an SC-PCC decoder of $M_{SC-PCC}^d \approx Tw + T + 2(2\nu + 2\nu) = T(w + 1) + 8\nu$ compared to $T + 8\nu$ for a PCC decoder.

2) Computation: To simplify the discussion of the number of computations required by the component encoders and decoders, it is helpful to determine an expression for the approximate number of non-zero terms $N_0$ in the generator sequences of CSOC component codes, which is directly related to the number of computations performed when encoding and decoding. We have found the relationship between constraint length and non-zero generator terms to be roughly linear for CSOCs, obeying the empirical formula $N_0 \approx \frac{\nu}{1.5(k-1)}$. We therefore define the scaling constant $\gamma = \frac{1}{1.5(k-1)}$, which we will use hereafter in our determination of computational complexity. We only consider additions, multiplications, and box-plus ($\boxplus$) calculations, as these represent the most difficult operations. Furthermore, we express all values in terms of computations required per $T$ bits decoded.

For a component decoder, each received channel soft-value requires one multiplication to scale by $4E_v/N_0$ and one addition to add a priori information as in (2). Since syndromes can be formed by re-encoding the received (hard decision) information symbols and adding to the received (hard decision) parity symbols, as in (1), each new syndrome requires approximately $\nu \gamma$ additions and the same number of box-plus comparisons to calculate the weighting factors in (3). Finally, the threshold decoding rule (4) requires summing $kJ \approx \nu \gamma$ of these weighting factors, while the application of the decoding rule requires $k \times d$ additions. Breaking these down by operation, we have a total of $C_{mul} \approx Tk(k+1)$ multiplications, $C_{add} \approx T(k+1) + T(\nu \gamma) + T(\nu \gamma) = T(k + 2\nu \gamma + 1)$ additions, and $C_{box} \approx T(\nu \gamma)$ box-plus operations, contributing to a total computational count of $C^d \approx T(2k + 3\nu \gamma + 2)$ operations required by each component decoder for every $T$ bit block.

For the SC-PCC decoder, each component decoder operates once per vertical iteration and $I_V$ vertical iterations are performed $2I_H$ times in each window position. Thus, we multiply each component decoder computational operation count by $I_v$ to derive the total operation count $C_{SC-PCC}^d \approx 2wI_VI_H T(2k + 3\nu \gamma + 2)$ required by the overall SC-PCC iterative decoding process.

3) Parallelism: During APP threshold decoding, $k$ estimates corresponding to the $k$ information symbols are produced at each time unit. Since these estimates are not fed back to correct the syndrome registers until all $k$ estimates are made, the decoding of each of these $k$ symbols can be performed in parallel. This implies that the amount of allowable parallelism grows with the code rate, $R = \frac{k}{k+1}$, of the underlying component codes, making this a particularly attractive feature for high-throughput, low-overhead applications.

VI. NUMERICAL RESULTS

In this section, we report binary-input AWGN channel with BPSK modulation computer simulation results obtained for the proposed iterative threshold decoding of SC-PCCs and compare its performance to uncoupled PCCs.

A. Coupling Gain

Because a PCC is simply an SC-PCC with $m_{sc} = 0$, we can directly compare iterative threshold decoding of a PCC and an SC-PCC with identical component codes in order to observe the impact of spatial coupling. Fig. 4 shows simulation results for an $R = 1/2$ PCC comprised of two identical $R_c = 2/3$ component codes (2) which have $J = 4$, $m = 13$, generator sequences $g_0 = (1001100000001)$ and $g_1 = (1010000100001)$, and block sizes of $T = 1200$ and 3000, along with SC-PCCs employing the same component codes with spatial coupling memory $m_{sc} = 1$, block sizes $T = 400$ and 1200, and decoding window size $w = 3$. The number of received symbols required to begin decoding for the $T = 1200$ PCC and $T = 400$ SC-PCC are therefore the same, i.e., for the SC-PCC $\Delta_d = wT = 3 \cdot 400 = 1200$. This is also true of the $T = 3000$ PCC and $T = 1000$ SC-PCC. The PCC decoders were allowed $I_V = 24$ iterations, beyond which there is negligible performance improvement, and the SC-PCC decoders were allowed $I_V = 1$ and $I_H = 4$ iterations, for a matching total of $I_w = 2wI_VI_H = 24$ vertical iterations, making the PCC and SC-PCC pairs equivalent in terms of both latency and complexity.

We observe that, even though the error floor is not improved, each SC-PCC achieves a significant performance improvement over the equal latency counterpart PCC in the waterfall. In going from just $m_{sc} = 0$ to $m_{sc} = 1$, the $T = 400$ SC-PCC curve displays a gain over the PCC with $T = 1200$ of approximately $0.7$dB at a bit error rate (BER) of $10^{-3}$, while the $T = 1000$ SC-PCC curve shows a gain over the PCC with $T = 3000$ of approximately $0.8$dB at a BER of $10^{-4}$. Because small values of $m_{sc}$ produce substantial gains over PCCs, SC-PCCs present an attractive choice compared to uncoupled alternatives. Larger memory component codes and/or larger spatial coupling memory can be selected than those chosen for this baseline comparison to (2) in order to further improve the performance (see Sec. VI-C).

B. Decoding Window Size

Fig. 5 illustrates the effect of varying the window size $w$ for the $R = 1/2$ SC-PCC described above with $m_{sc} = 1$ and
have determined empirically that $T = 9990$. When the window is too small, the performance is degraded, as can be seen in Fig. 5 for $w = 2$. Increasing the window size further improves the performance; however, window sizes much larger than the spatial coupling memory, i.e., $w \gg m_{sec}$, offer no additional benefit (e.g., $w = 12$).

Based on these observations, we see that the decoding window size has a significant impact on decoder performance, and we have determined empirically that $w_d \approx 2(m_{sec} + 1)$ serves as a good default value for this parameter to trade off waterfall and error floor performance.

C. Higher Code Rates

An advantage of the proposed iterative threshold decoding of SC-PCCs is that high rate and high memory CSOC component codes can be used with only a modest increase in complexity (as quantified in Section V). Fig. 5 shows the performance of an $R = 4/5$ PCC constructed from two identical $R_e = 8/9$, $J = 4$, $m = 136$ component codes [10] along with the corresponding SC-PCC code with $m_{sec} = 1$ and $w = w_d = 4$, all with $T = 1000$. Here, we set $I_V = 16$ for the PCC decoder and $I_V = 4$ and $I_H = 2$ for the SC-PCC decoders. Similar to the $R = 1/2$ examples above, we observe significant improvement from spatial coupling, achieving a gain of approximately 1dB with $m_{sec} = 1$ and 1.4dB with $m_{sec} = 2$ at a BER of $10^{-4}$.

VII. CONCLUDING REMARKS AND FUTURE DIRECTIONS

In this paper, we have considered spatial coupling of parallel concatenated, turbo-like codes and have developed a low complexity, iterative decoding algorithm based on Massey’s APP threshold decoder. Though such SC-PCC constructions do not offer a lower error floor than their uncoupled PCC counterparts, significant gains in the waterfall region were demonstrated and the simplicity of the decoder lends itself to large memory and high rate component codes for high-throughput, low-overhead applications.

The techniques explored in this paper can be extended by replacing the component CSOCs with stronger doubly-self orthogonal convolutional codes (CSO2Cs) codes, whose structure allows for repeated application of the threshold decoding rule to the same code block [11]. It is also possible to extend the iterative threshold decoding framework to other classes of SC-TCs, such as laminated turbo codes [5], spatially coupled, serially concatenated convolutional codes (SC-SCCs) [6], braided convolutional codes (BCCs) [12], partially information coupled (PIC) turbo codes [8], and staircase codes [13]. For the classes of SC-TCs that incorporate parity feedback in the encoder, the underlying APP threshold decoding algorithm must be adapted to provide parity extrinsic information and the decoder structure must be modified accordingly.
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