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Abstract

Traffic safety is important in reducing death and building a harmonious society. In addition to studies of accident incidences, the perception of driving risk is significant in guiding the implementation of appropriate driving countermeasures. Risk assessment can be conducted in real-time for traffic safety due to the rapid development of communication technology and computing capabilities. This paper aims at the problems of difficult calibration and inconsistent thresholds in the existing risk assessment methods. It proposes a risk assessment model based on the potential field to quantify the driving risk of vehicles. Firstly, virtual energy is proposed as an attribute considering vehicle sizes and velocity. Secondly, the driving risk surrogate (DRS) is proposed based on potential field theory to describe the risk degree of vehicles. Risk factors are quantified by establishing submodels, including an interactive vehicle risk surrogate, a restrictions risk surrogate, and a speed risk surrogate. To unify the risk threshold, acceleration for implementation guidance is derived from the risk field strength. Finally, a naturalistic driving dataset in Nanjing, China, is selected, and 3063 pairs of following naturalistic trajectories are screened out. Based on that, the proposed model and other models use for comparisons are calibrated through the improved particle optimization algorithm. Simulations prove that the proposed model performs better than other algorithms in risk perception and response, car-following trajectory, and velocity estimation. In addition, the proposed model exhibits better car-following ability than existing car-following models.

1 Introduction

Road traffic accidents are among the top ten leading causes of death and morbidity globally [BK10]. Roughly 1.35 million people die in automobile accidents annually, with 20 to 50 million people suffering non-fatal injuries [WHO20]. Human errors are the primary cause of these traffic accidents [NBS16]. Risk assessment is of great significance for avoiding human errors, which has great potential to reduce traffic accidents. More advanced risk assessment approaches have recently been developed thanks to the fast development of communication technology, computing capabilities, and data gathering technologies. Specifically, real-time perception and data transmission between vehicles and intelligent facilities can be achieved through advanced communication technology, which enables information sharing regarding vehicles’ motion data (e.g., position, speed, and acceleration). Based on the real-time updated information, the driving risk of vehicles can be quantified in real-time to guide the operation of appropriate countermeasures.

Many researchers focused on risk assessment in recent years. Generally, risk assessment included two types of typical methods, the post-crash stage and the pre-crash stage. In the post-crash stage, risk assessments of road traffic were generally measured on the basis of statistical accident data [ZHGN18, SS19, LZLS18, SVG+16]. Knowledge of the variables influencing the incidence of highway crashes can be expanded by taking into account spatial and temporal correlations, according to the review [MB14]. For example, Hojjati-Emami [HEDJ13] presented the causes of vehicle accidents on roads using a fault tree model. Meanwhile, road safety indexes, the incidence of highway crashes, and other relative indexes were proposed to evaluate risk levels. They were usually obtained from statistical models such as accident regression analyses model [CWW+17, LM10], extreme value theory (EVT) [WXX+18].

However, statistical analysis of collision data focused on crash events in the post-crash stage. It left out the majority of safe interactions that were common for naturalistic driving and intended to avoid collisions [MHZB21]. Furthermore, slight collisions were generally not included in traffic...
accident records, and traffic risk analysis methods based on previous accident data had relatively low adaptability and accuracy limitations. It was not enough to only research the crash incidents to guide driving safety. To prevent accidents, learning the risk threshold of safe interactions was an indispensable task. Pre-crash research intended to figure out the methodology of safe interactions from naturalistic driving data. In the pre-crash stage, classification was proposed on two aspects: physics-based models and potential field-based theories—which will be introduced as follows. Physics-based models were risk assessment methods based on time or kinematics. They were most commonly used in longitudinal analyses, such as the time-to-collision (TTC), the inverse of time-to-collision (TTCi), deceleration rate to avoid a crash (DRAC) [QKOJ14, WAW+15, RHZ21], and lateral analyses, such as the vehicle’s current position (CCP), time-to-lane-cross (TLC), and the variable rumble strip (VRBS) [TCW17, SEE11, WLC10]. However, in real traffic environments, traffic risks were continuous variables that cannot be artificially classified into longitudinal or lateral directions. Li [LLZ+20] and Lu [LHV+21] compared the performances of different kind of pre-crash risk assessment measures and their discussions showed that the physics-based modeled implement one-dimensional risk assessment and performed poorly in timeliness and robustness, while potential field-based models performed better in robustness and demonstrated a two-dimensional risk assessment but were computationally demanding.

Potential field-based theory for road traffic risk assessments had been widely used in obstacle avoidance and path planning for intelligent vehicles in recent years. They could represent risks in two or three dimensions because of their advantages in terms of environmental description. Some researchers introduced gravity and repulsion into potential field theory. Krogh [KT86] firstly applied the potential field theory to the perception of the surrounding environment of a robot. Gravity was used to indicate the walkable area, and repulsive force indicated the non-walking area. This was mainly used for the path planning decisions of a robot. Hsu [HWL12] introduced the concept of the gravitational field to establish a car-following model based on Krogh’s research. Ni [Ni13] proposed the field theory of a microscopic traffic model, which was mainly applied to the car-following model. He related the vehicle safety forward to a combination of a free fall and repulsive forces brought by surrounding vehicles. Some researchers applied the electronic field and spring to present the driving risk. Reichardt [RS94] built a vehicle-centered power electronic field combined with the surrounding environment. However, although the theory was in line with the general scenarios, there were still many realistic scenarios that could not be matched. To solve the problem, Tsourveloudis [TVH01] combined the electrostatic potential field theory with two-layer fuzzy logic reasoning. The environmental road network was analogized to a resistance network, in which each vehicle generated an electrostatic potential field. The optimal path of the vehicle was planned by the current in the network, thereby realizing the automatic path planning of an intelligent vehicle in a dynamic environment. Sattel [SB08] combined potential field with elastic order from the field of robotics. The elastic order was used to calculate the minimum path in the potential field to plan a vehicle path and avoid falling into the local optimum. Matsumi [MRN13] examined an autonomous collision avoidance system based on electric vehicle braking torque. In the system, the braking maneuver intensity was determined using potential field theory, which considered the potential hazards because of occlusions in the intersection. Raksincharoensak [RAMN13] proposed a virtual spring model that connected a vehicle and pedestrian to determine the potential field in unsigned intersections with poor visibility. The traffic risk was evaluated based on simple physical characteristics, while it involved complex factors. Thus, Wang [WWL15] constructed a unified Driving Safety Field (DSF) model with an elliptic structure, and the DSF includes a potential field related to road lines, a kinetic field about surrounding vehicles, and a behavior field that was determined by the individual driver characteristics. Rasekhipour [RKCL16] assigned different field functions to different types of obstacles and road structures for path planning. Moreover, vehicle collision avoidance was in combination with the planning path and vehicle dynamics constraints. Zheng [ZHXN18] developed a model based on equivalent force, which calculated the road traffic risk field in different directions. Huang [HWF+20] proposed a probabilistic risk assessment framework combined with intention identification to detect a threat in advance and apply it to lane-changing scenarios. Li [LGJ+20] researched a dynamic risk surrogate and conducted its performance in car-following scenarios. In all these studies, the road traffic risk was quantified and presented as a distribution in a two-dimensional risk map, in which the potential energy value denoted the road traffic risk level.

Potential field-based theory for road traffic risk assessments intended to serve vehicle decisions. Usually, vehicles made micro-driving decisions according to assessment results of the risk concerns of
their surroundings. For example, if there was a potential collision in the car-following scenario, the following vehicle would normally change lanes or decelerate as the leading vehicle decelerated to keep safe. To put it another way, risk assessment directly impacted microscopic vehicle behavior, and the driving risk surrogate reflected this risk status in the form of field strength. Despite distinct risk models’ diverse structures and expressions due to different modeling views, there were no clear differences in assessment mechanisms. These models were based on actual vehicle operation to accurately define microscopic behavior and traffic flow features through model analysis. The main distinction lay in the implemented approaches supported by different transportation theories. The potential field theories integrated varied traffic factors, which led to a challenging calibration process. Among these factors, vehicles’ masses were normally designed as different constants in existing potential field theories. Thus, the virtual mass used to be calibrated offline and processed ideally. However, vehicles were heterogeneous in naturalistic driving environments. The masses of vehicles were different from each other even for the same type of vehicles. Furthermore, the masses of vehicles could not be exhaustive precisely. The ubiquitous cameras and radars roadside hardly perceived the mass, although they could collect a lot of vehicle status information. Moreover, the risk thresholds of field energy were not unified in different scenarios. The thresholds were fixed in the related interactions scenario. The threshold needed to change when the interaction was transferred to another type. That meant effective risk assessment depended on enumeration and identification of interaction scenarios. However, there were tens of thousands of interactive scenes. And it was difficult to recognize scenario type accurately in a very short time.

To fill the research gaps, this paper develops an innovative driving risk surrogate (DRS) to solve challenging calibrations and inconsistent threshold problems. In the modeling process of DRS, we consider sizes as the critical vehicle attribute, while that was mass in the previous models. Vehicle sizes are more intuitive and more accessible to obtain than mass through real-time perception. The specific size information enables the parameters of the virtual energy of heterogeneous vehicles to be trained and calibrated by the real driving dataset. A relationship between field energy and acceleration is proposed for the problem of inconsistent thresholds. The acceleration is used to calibrate parameters in different scenarios according to naturalistic driving data. Also, we propose a speed risk surrogate to demonstrate the driver’s pursuit of efficiency.

The proposed DRS accurately characterizes the driving risk level and explains varied microscopic driving behaviors. The value of DRS directly impacts vehicle behavior at the microscopic level. Since driving safety circumstances affect how a driver executes their next action, microscopic behaviors can be guided by the risk strength of DRS. Based on the model establishment, DRS is applied to the car-following model. Results show that DRS can successfully present the rules of microscopic car-following behavior and perform well in trajectory estimation.

The main contributions of this paper to the literature are threefold:
1. The driving risk assessment issue is tackled from a new perspective: an integrated model is developed by interactive vehicle risk, restrictions risk, and speed risk.
2. The attribution of vehicles, virtual energy, is introduced based on size and velocity. It makes DRS more in line with the risk varying in drivers’ perception and solves the problem of idealized processing mass in conventional models.
3. Acceleration is designed as the output of DRS, solving the problem of difficult calibration and inconsistent thresholds. It is derived to motion status, and DRS is applied to simulate car-following behavior successfully.

The rest of the paper is organized as follows. Section 2 establishes DRS, and acceleration is deduced from the risk field strength to prepare for trajectory estimation. Section 3 introduces the naturalistic driving dataset, data pre-processing, and parameter calibration. In section 4, we present the risk response performance of four different models, including the proposed model. Simulations of trajectory estimation are conducted, and the results are analyzed and discussed. Finally, we conclude the paper in Section 5 with recommended future research.

2 Driving Risk Surrogate Model

The safety of a driving vehicle is influenced by its surroundings. Thus, it is necessary to analyze surroundings and classify them into different categories for risk modeling. In subsection 2.1, the factors are divided into three categories, including interactive vehicle risk, restriction objects risk, and desired
speed risk. Vehicle attribute is designed in subsection 2.2 for representing important characteristics of each vehicle. For example, the risk formed by vehicles with different types is obviously different from each other even in the same motion state, driving scenario, and desired speed. In the following three subsections, the three types of risk surrogates are analyzed and proposed for the DRS modeling.

### 2.1 Classification of Driving Risk Factors

Some studies indicated that the majority of road and traffic elements have a significant impact on driving behavior [WPH+14]. Human driver factors affecting driving risk can be divided into four categories: physiological-psychological factors, cognitive level, driving skills, and violations. Drivers will adopt a variety of driving behaviors to preserve their own safety. In general, a vehicle’s goal, regardless of the scenarios, is to reach its desired speed while maintaining a safe clearance between itself and other vehicles.

Specifically, the factors affect driving safety, such as human driver, subject vehicle’s performance status, other road users, surrounding vehicles’ movement status, obstacles, traffic rules, and road alignment. Equipment failure, such as tire blowout, or brake failure, can affect vehicle performance status. This paper assumes that the performance status of the driver and the vehicle is at a normal level. Each driver with mental health and driving in well performance vehicle would try to avoid crashes and reach higher efficiency in expressways. In urban road scenes, vehicles during driving will interact with other road users, such as pedestrians and non-motor vehicles, and they will also impact driving safety. However, those road users do not appear on the expressway.

As mentioned above, driving safety is also related to surrounding vehicles’ motion status, road environment, traffic rules, and road alignment. Undoubtedly, a driving vehicle interact and avoid conflict with other vehicles around it. And then, road environment refers to the static obstacles on or on both sides of the road. The drivers must avoid hitting these objects. Common objects of this kind include the isolation belt in the center of the road, the anti-collision pier at the edge of the road, the area of road construction, etc. Road markings and road signs define traffic rules for vehicle driving. The rich traffic rules related to driving safety are filtered out and are shown in Fig. 1. The road alignment also belongs to restricted access because of the same characteristic.

As a result, DRS can be separated into three categories: interactive vehicle risk surrogate, restrictions risk surrogate, and speed risk surrogate, which are described by $E_{vji}^{\text{risk}}, E_{twi}^{\text{risk}}$ and $E_{s}^{\text{risk}}$. They are field functions and act as field vectors from different risk sources. Due to varied directions of field vectors, there are phenomena in which the field vectors cancel others. However, for road safety, such phenomena are not consistent with reality. After superimposing diverse driving risk field vectors, the driving risk will normally grow rather than decrease. As a result, the total of the field strength modes created by distinct risk surrogates is used to describe the degree of the driving risk of a subject vehicle. Thus, the total risk field strength of DRS can be expressed as Eq. (1).

$$E_{\text{risk}}^{i} = \sum_{j} E_{vji}^{\text{risk}} + \sum_{w} E_{twi}^{\text{risk}} + E_{s}^{\text{risk}},$$

where $i$ represents the subject vehicle, $j$ represents the interactive vehicle of the subject vehicle, $w$ is restriction of physical limitation or road rule, $E_{vji}^{\text{risk}}$ is the driving risk field strength and represents the sum of risks which $i$ suffered, $E_{tji}^{\text{risk}}$ is the interactive vehicle risk field strength which is the risk of
is suffered from interactive vehicle \( j \), \( E^t_{wi} \) is the restrictions risk field strength and represents the risk of \( i \) suffered from physical limitation or road rule \( w \), and \( E^s_i \) is the speed risk field strength of \( i \) in the current traffic flow. \( E^\text{risk}_i \), \( E^v_{ji} \), \( E^t_{wi} \), and \( E^s_i \) with over-arrows are field vectors.

Fig. 2 shows an overview of the DRS model. Driving features, including the vehicles layer and the environment layer, are input. The vehicle’s layer comprises the ID, position, velocity, acceleration, width, and length of the subject vehicle and its neighboring vehicles. For privacy, vehicles are numbered with ID instead of license plates. The environment layer is composed of road layout and traffic rules. And then, the DRS model consists of the interactive vehicle risk surrogate, the restrictions risk surrogate, and the speed risk surrogate and outputs the result of the risk assessment and acceleration plan. The trajectories containing speed and location can already be inferred based on the acceleration.

### 2.2 Vehicle Attributes

In previous research\(^{[LGY+20]}\), the mass and type of a vehicle are the characteristics of the vehicle attributes. However, it does not match reality in some scenarios. For example, a truck with 200 tons presents a 200 times higher risk than a vehicle with two tons. This may not be intuitive enough. In particular, it is impractical that safety clearance between trucks with 200 tons requires 200 times as much space as automobiles with two tons. Drivers usually do not accurately perceive the mass of the interacting vehicle during driving. The most sensitive thing for drivers is the sizes of the interacting vehicles, including length, width, and height. Therefore, the sizes are selected to replace the mass and type and become an important attribute, which has been more in line with the actual effect. However, obtaining the vehicle’s height information from the real driving dataset is difficult. According to vehicle types in the market, it can be found that a vehicle’s height is related to its length and width (e.g., in general, the height of trucks is greater than that of SUVs (sport utility vehicles). The height of SUVs is usually greater than that of vehicles, which is similar to sizes of them). As a result, the vehicle’s length and width are key attributes.

In addition, Wang \(^{[WWZ+16]}\) suggested that the driving risk of automobiles changed at various speeds, even if they had the same mass. A combination of mass and velocity was described as equivalent mass. If a vehicle’s speed increases, driving risk will increase synchronously in front and rear of the vehicle. However, as a driver, this is different from the risk perception when driving. With the increase of velocity, the risk in front of the vehicle increases, but that behind reduces. To overcome the identified issues of the current method, this paper proposes a new concept, namely “virtual energy,” which is related to vehicle sizes, velocity, and velocity direction to reflect the vehicle’s risk energy at a certain velocity. The mathematical expression of the virtual energy is defined as Eq. (2).

\[
Q_i = L^\text{v}_i W^\text{s}_i v^{\alpha v} \cos \varphi,
\]  

(2)
where $Q_i$ is the virtual energy of vehicle $i$, $L_i$ and $W_i$ are the length and width of vehicle $i$, $v_i$ is the velocity, and $\varphi$ is the clockwise angle of any point to the velocity direction of the vehicle, $s_l$ means a power parameter of $L_i$, while $s_w$ is that of $W_i$, and $\alpha$ are undetermined parameters related to vehicle’s velocity.

### 2.3 Interactive Vehicle Risk Surrogate

The interactive vehicle risk surrogate is derived from a moving vehicle. The strength of a subject vehicle’s risk field is governed by its attributes, motion state, and distance to risk resources. In the interactive vehicle risk surrogate, the field strength at the position of the subject vehicle is related to the distance from the interactive vehicle. Let the space coordinates of the interactive vehicle’s centroid be $(x_j, y_j)$. The distance $k_{ji}$ from any point $(x_i, y_i)$ to the vehicle’s centroid in space can be expressed as Eq. (3).

$$
\begin{align*}
  k_{ji} &= \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}.
\end{align*}
$$

Suppose $k_{ji}$ is used to represent the negative correlation between distance and driving risk directly. In that case, the risk degree is the same at equidistant points, whether the vehicle is in the same lane as the target vehicle or another lane. However, this condition is inconsistent with reality. In practice, a vehicle should stay away behind a leading vehicle in its lane but is allowed relatively near the obstacle to the side or at the road boundary. For example, the degree of risk is similar when the vehicle is 30 meters behind the object vehicle and 2 meters to the side of the object vehicle. This is because there is no risk of collision between vehicles in adjacent lanes. Therefore, to better describe the relationship between the risk field strength and the distance, pseudo-distance is adopted in [LGZ+20]. The distance in real space is altered to describe the change of risk degree better when a subject vehicle approaches the object vehicle from different angles.

Based on the analysis above, virtual distance $k_{ji}'$ can be expressed as Eq. (4).

$$
\begin{align*}
  k_{ji}' &= \sqrt{\left[\frac{x_i}{1 + w_{12}v_j}\right]^2 + y_j'^2}, \\
  \begin{bmatrix}
  x_i' \\
  y_i'
  \end{bmatrix} &= \begin{bmatrix}
  \cos \theta_j & \sin \theta_j \\
  -\sin \theta_j & \cos \theta_j
  \end{bmatrix} \begin{bmatrix}
  x_i - x_j \\
  y_i - y_j
  \end{bmatrix}.
\end{align*}
$$

where, $(x_i', y_i')$ represents the value in the vehicle coordinate and $(x_i, y_i)$ is the original global coordinate, $(x_j, y_j)$ is the global coordinate of the object vehicle $j$, Fig. 3 shows the sketch map.
transforming global coordinate to vehicle coordinate and \( v_j \) is the velocity of the object vehicle, \( \theta_j \) is the steering angle, \( w_1 \) and \( w_2 \) are undetermined parameters of velocity related to Doppler effect.

The interactive vehicle risk surrogate is a typical potential field applied in the traffic environment. The range of field for a vehicle in the driving process is restricted. The vehicle is only affected by a few vehicles surrounding it. With increasing distance, the impact will soon diminish. The phenomenon is similar to the characteristic of the short-range interaction between particles in physics. A potential field describes the interaction between two vehicles in the same way as it describes the interaction between two interacting particles. Inspired by this, we develop a vehicle risk surrogate that includes the defining features, spatial distribution, and motion state. The specific expression of the model is shown in the following equation Eq. (5).

\[
\vec{E}_{vji} = \lambda Q_j \frac{e^{\beta a_j \cos \varphi_{ji}}}{k_{ji}^\beta} \frac{k_{ji}^\gamma}{k_{ji}^\delta},
\]  

(Eq. 5)

where \( \vec{E}_{vji} \) is the interactive vehicle risk field vector on the subject vehicle from an interactive vehicle, \( Q_j \) is the virtual energy of the interactive vehicle \( j \) defined in Eq. (2), \( a_j \) is its acceleration, \( \varphi_{ji} \) is the clockwise angle of the subject vehicle \( i \) to the velocity direction of the interactive vehicle \( j \), \( k_{ji} \) is the virtual distance between the interactive vehicle and the subject point \( i \), \( \lambda \), and \( \beta \) and \( \beta_2 \) are undetermined parameters related to the interactive vehicle risk field strength, the acceleration and its distribution separately.

Fig. 4 shows a typical car-following scenario. Both the leading and following vehicles are traveling along the middle line of the road. The interactive vehicle risk affecting the following vehicle comes from the leading vehicle. In this scenario, the leading vehicle’s interactive vehicle risk field strength could be calculated by the equation as Eq. (6).

\[
\vec{E}_{vLF} = \lambda Q_L e^{\beta a_{LF} \cos \varphi_{LF}} \frac{k_{LF}^\gamma}{k_{LF}^\delta}.
\]  

(Eq. 6)

The field force of a vehicle in the car-following scenario relates to the degree of risk that the vehicle receives, and the higher the risk, the greater the field force that the vehicle receives. The field force is mainly determined by risk field strength, the vehicle motion state, and vehicle attributes. These factors are summarized as follows:

1. Risk field strength: Field force is a repulsive force and intends to prevent vehicles from approaching other objects, including non-moving obstacles and moving vehicles. Generally, a greater risk field strength indicates a higher risk. Thus the field force received by the vehicle positively correlates with risk field strength.

2. Vehicle Attribute: Attribute is integration of vehicle size and typical motion state.
   1) Vehicle size is a criterion for the classification of vehicle types (e.g., the truck size is usually greater than that of the car). Under the same velocity conditions, the field force of the vehicle with a large size is greater than that of the vehicle with a small size.
   2) The vehicle’s motion state is typically determined by its velocity. The field force is related to velocity closely. Generally, the vehicle has a bigger field force at a higher velocity than at a lower speed. When the vehicle is stationary, its velocity has no effect on the field force.
Through the above analysis, we can refer to the formula of electric field force: \( F = Eq. \) in which the field intensity \( E \) can be understood as the interactive vehicle risk field strength \( |E_{LF}^q| \); \( q \) is the quantity of electric charge, which belongs to the defined attribute in the electric field environment. In this paper, the defined attribute of the vehicle is its virtual energy \( Q_L \) and \( Q_F \). Then the force \( F_{LF}^v \) of the following vehicle suffered by the leading vehicle can be calculated from Eq. (7).

\[
F_{LF}^v = E_F^v Q_F = \lambda Q_L Q_F \frac{e^{\beta_L \cos \varphi_{LF}}}{|k_{LF}|^{\beta_2}} \frac{k_{LF}'}{|k_{LF}'}.
\] (7)

The force \( F_{LF}^v \) is a cause of changing the following vehicle’s motion state. The formula of Newton’s second law, “\( F = ma \),” is referred to, where the acceleration \( a \) is similar to acceleration \( a_{LF}^v \) in the proposed model. Through the analysis of the driver’s perception above, the mass of an object \( m \) can be understood as the defining sizes \( L_L^v W_F^v \). Therefore, the acceleration \( a_{LF}^v \) of the following vehicle under the force \( F_{LF}^v \) is shown as Eq. (8).

\[
\begin{align*}
\vec{a}_{LF}^v = F_{LF}^v / L_L^v W_F^v &= E_F^v Q_F / E_L^v e^{a_{LF}^v \cos \varphi_{FL}} = \lambda L_L^a W_F^a e^{\alpha (v_L \cos \varphi_{LF} + v_F \cos \varphi_{FL}) + \beta_L \cos \varphi_{LF}} \frac{k_{LF}'}{|k_{LF}'}^{\beta_2} \\
\end{align*}
\] (8)

Two basic principles of the acceleration functions encoding the driving behavior in the car-following scenario were proposed in the article [Kar10]: the acceleration should be a strictly increasing function of the virtual distance; the acceleration is a decreasing function of the speed difference between interactive vehicles.

Firstly, the acceleration is a strictly increasing function of the virtual distance \( k_{LF}' \) to the leading vehicle. This means the acceleration increases with the virtual distance increases. Thus, Eq. (9) is the following:

\[
\begin{align*}
\frac{\partial (a_{LF}^v(v_L, v_F, a_L, k_{LF}'))}{\partial (|k_{LF}'|)} &\geq 0.
\end{align*}
\] (9)

\( k_{LF}' \) and \( a_{LF}^v \) are vectors with the contrary directions. Therefore, \( k_{LF}' / |k_{LF}'| = -1 \).

After simplifying the above formula, the following formula Eq. (10) is obtained:

\[
\lambda \beta_2 L_L^a W_F^a \left| k_{LF}' \right|^{-\beta_2} e^{\alpha (v_L \cos \varphi_{LF} + v_F \cos \varphi_{FL}) + \beta_L \cos \varphi_{LF}} \geq 0.
\] (10)

Meanwhile, \( L_L, W_L, \left| k_{LF}' \right| \) and \( e^{\alpha (v_L \cos \varphi_{LF} + v_F \cos \varphi_{FL}) + \beta_L \cos \varphi_{LF}} \) are greater than 0. Therefore, \( \lambda \beta_2 \) is required to be greater than 0 in calibration.

Secondly, the acceleration is a decreasing function of the speed difference between the subject vehicle and the interactive vehicle in the car-following scenario. For example, deceleration needs to be enhanced when the following vehicle’s velocity is much faster than that of the leading vehicle. And acceleration increases when the speed of the following vehicle is much slower than that of the leading vehicle. We order \( dv = v_F - v_L \). Thus,

\[
\begin{align*}
\vec{a}_{LF}^v = \lambda L_L^a W_F^a \frac{e^{\alpha (v_L \cos \varphi_{LF} + \cos \varphi_{FL}) + \alpha dv \cos \varphi_{FL} + \beta_L \cos \varphi_{LF}}}{\left| k_{LF}' \right|^{\beta_2}} \frac{k_{LF}'}{|k_{LF}'} \\
\frac{\partial (a_{LF}^v(v_L, dv, a_L, k_{LF}'))}{\partial (dv)} &\leq 0.
\end{align*}
\] (11)

Then, the following formula Eq. (13) is required:

\[
- \lambda \alpha \cos \varphi_{FL} L_L^a W_F^a \left| k_{LF}' \right|^{-\beta_2} e^{\alpha (v_L \cos \varphi_{LF} + \cos \varphi_{FL}) + \alpha dv \cos \varphi_{FL} + \beta_L \cos \varphi_{LF}} \leq 0.
\] (13)
Meanwhile, \( L_L, W_L, \left[ \frac{\mathbf{k}_{L \theta}}{\lambda_{L \theta}} \right] \) and \( e^{\sigma L (\cos \varphi_{LF} + \cos \varphi_{FL}) + \alpha_{LF} \cos \varphi_{FL} + \beta_{IL} \cos \varphi_{LF}} \) are greater than 0. \( \cos \varphi_{FL} \) is also positive because vehicle \( L \) is in front of vehicle \( F \). Therefore, \( \lambda_{\alpha} \) is also required to be greater than 0 in calibration.

### 2.4 Restrictions Risk Surrogate

As mentioned in subsection 2.1, the restrictions risk surrogate characterizes the physical field of the impact of impassable areas on driving safety. The attributes of restriction mainly determine the field strength and vector direction of the restrictions risk surrogate.

Restrictions forming the risk surrogate can be divided into two categories.

1. Stationary objects that could substantially collide with vehicles and cause losses (personal and property), such as isolation, anti-collision pier, and construction sign. The closer the vehicle is to this type of stationary object, the more likely it is to collide with it. Moreover, as the vehicle approaches, this possibility and the risk of collisions do not increase linearly since as the clearance decreases, the driving risk increases faster. Meanwhile, as the vehicle approaches this kind of stationary object, the variation law of the degree of driving risk posed by this kind of stationary object is the same no matter from any direction.

2. Static objects constrain the behavior of the subject vehicle, such as lane lines, road signs, etc. For this category of restrictions, the violation of the restrictions generated by the vehicle will not lead to a substantial collision accident. However, it will result in a violation of laws or traffic regulations. The driving risk caused by such violations is determined by the traffic regulations they violate. For example, China’s traffic regulations stipulate that: vehicles are prohibited from crossing the solid white line, changing lanes, or driving on the line. If a driver finds himself deviating from his current lane, the driver perceives a risk of violating the lane line. This risk drives the vehicle back toward the centerline. In addition, the closer the vehicle is to the lane line, the greater the driving risk.

Then, the undetermined coefficients \( T_{\omega} \) that characterize the field strength can be defined according to the degree of different restrictions. For example, when the vehicle is changing lanes, \( T_{\omega} \) of the white dotted line is equal to 0, so that the white dotted line has no restriction on a lane-changing vehicle.

The restrictions risk field strength \( \left| E_{i \omega}^t \right| \) could be expressed specifically as follows Eq. (14).

\[
E_{i \omega}^t = T_{\omega} \left( \frac{1}{k_{\omega i} \gamma} - \frac{1}{k_{\dim i} \gamma} \right) \frac{k_{\omega i}}{k_{\dim i} \gamma} ,
\]

where, \( k_{\omega i} \) represents the vector distance from the vehicle \( i \) to the restriction \( \omega \), \( k_{\dim i} \) represents the vector distance between the mass center of the vehicle \( i \) to the edge of the vehicle body in the same direction as \( k_{\omega i} \).

The formula of electric field force: \( F = Eq \) is also used, in which the field intensity \( E \) can be understood as the restrictions risk field vector \( E_{i \omega}^t \). Then the restriction force \( F_{i \omega}^t \) formed by restriction risks can be calculated in Eq. (15).

\[
F_{i \omega}^t = Q_i E_{i \omega}^t = Q_i T_{\omega} \left( \frac{1}{k_{\omega i} \gamma} - \frac{1}{k_{\dim i} \gamma} \right) \frac{k_{\omega i}}{k_{\dim i} \gamma} .
\]

The restriction forces \( F_{i \omega}^t \) is the cause of the related motion state to the restriction object \( \omega \). The formula of Newton’s second law: \( F = ma \) is also referred to, where the acceleration \( a \) is similar to acceleration \( \mathbf{a}_{i \omega}^t \). Therefore, the acceleration \( \mathbf{a}_{i \omega}^t \) of the following vehicle under the action of the restriction force \( F_{i \omega}^t \) is shown as Eq. (16).

\[
\mathbf{a}_{i \omega}^t = \frac{F_{i \omega}^t}{L_i W_i} = \frac{E_{i \omega}^t Q_i}{L_i W_i} = E_{i \omega}^t e^{-\alpha_{i \omega} \cos \varphi_{i \omega}} .
\]

The acceleration is a strictly increasing function of the distance \( E_{i \omega}^t \) to the restriction object. This means that the acceleration increases with the distance increases. Thus, Eq. (17) is following:
\[ \frac{\partial (a_{\omega_i}^d(v_i, E_{\omega_i}))}{\partial (|E_{\omega_i}|)} \geq 0. \] (17)

\( \overrightarrow{k}_{\omega_i} \) and \( \overrightarrow{a}_{\omega_i}^d \) are vectors with the contrary directions. Generally, \( \frac{\overrightarrow{k}_{\omega_i}}{|\overrightarrow{k}_{\omega_i}|} = -1 \).

After simplifying Eq. (17), the following formula is obtained:

\[ 2T_\omega \left( \frac{1}{|\overrightarrow{k}_{\omega_i}^\gamma - |\overrightarrow{k}_{dim}^\gamma|} \right)^3 e^{-\alpha v_i \cos \varphi_{\omega_i}} \geq 0. \] (18)

Meanwhile, \( |\overrightarrow{k}_{\omega_i}^\gamma|, |\overrightarrow{k}_{dim}^\gamma| \) and \( e^{-\alpha v_i \cos \varphi_{\omega_i}} \) are greater than 0. Therefore, undetermined parameters \( T_\omega \) is required to be greater than 0 in calibration.

### 2.5 Speed Risk Surrogate

According to the previous description of the driving risk, the field force formed by DRS belongs to the short-range force. This means the force will only work on the vehicle under a certain distance. When the vehicles are far apart, their motion behavior is mainly affected by their desired velocity. If the desired velocity is not reached, the vehicle will accelerate. Otherwise, the vehicle will decelerate when its velocity exceeds the desired velocity. Therefore, a velocity potential field can be defined to describe such driving behavior accurately.

The desired velocity of the object vehicle would be affected by the undetermined flow speed \( v_0 \) and speed \( v_l \) of its interaction vehicle.

\[ v_i^d = \gamma v_0 + (1 - \gamma)v_i, \] (19)

where, \( v_i^d \) is the desired velocity and \( \gamma \) is undetermined parameters related to the weight.

The field function named “speed risk surrogate” is mainly affected by the relationship between the desired velocity and the current velocity. It has the following expression, as shown in Eq. (20).

\[ \overrightarrow{E}^s_i = L_i^{si} W_i^{sw} E_{max} \left( \frac{|\Delta v|}{v_i^d} \right)^{\sigma'} \frac{v_i^d}{|v_i^d|}, \] (20)

where, \( \overrightarrow{E}^s_i \) is the speed risk field vector, \( E_{max} \) represents the maximum field strength, \( \Delta v \) is defined by \( (v_i^d - v_i) \), \( v_i^d \) is the desired velocity, \( v_i \) represents the velocity of vehicle \( i \), and \( \sigma' \) is an undetermined coefficient.

In the speed risk surrogate, which is different from the interactive vehicle risk surrogate and the restrictions risk surrogate, the speed risk force is related to the gradient of the speed risk surrogate. The following equation shows the speed risk force \( \overrightarrow{F}^s_i \).

\[ \overrightarrow{F}^s_i = \frac{d\overrightarrow{E}^s_i}{d\Delta v} \frac{v_i^d}{|v_i^d|}. \] (21)

Meanwhile, according to the formula of Newton’s second law, the acceleration \( \overrightarrow{a}^s_i \) of the subject vehicle under the speed risk force is as follows Eq. (22).

\[ \overrightarrow{F}^s_i = L_i^{si} W_i^{sw} \overrightarrow{a}^s_i. \] (22)

Thus the acceleration is mainly described by the relationship between the current velocity and desired velocity of the subject vehicle. The following equation Eq. (23) is derived from Eq. (21) and
Eq. (22).
\[
\vec{a}_i = \frac{\vec{F}_i}{L_i W_i s_w} = \frac{1}{L_i W_i s_w} \frac{dE_i}{dv} = \begin{cases} 
E_{\max} \frac{v_i}{v_i^{\sigma+1}} | \Delta v |^{\sigma-1} \frac{v_i}{|v_i|}, & \Delta v \geq 0, \\
-E_{\max} \frac{v_i}{v_i^{\sigma+1}} | \Delta v |^{\sigma-1} \frac{v_i}{|v_i|}, & \Delta v < 0. 
\end{cases} 
(23)
\]

Furthermore, we order \( a_{\max} = E_{\max} \frac{v_i}{v_i^{\sigma+1}} \) and \( \sigma = \sigma' - 1 \). Then, the simplified formula is Eq. (24).
\[
\vec{a}_i^s = \begin{cases} 
a_{\max} |\Delta v|^{\sigma} \frac{v_i}{|v_i|}, & \Delta v \geq 0, \\
-a_{\max} |\Delta v|^{\sigma} \frac{v_i}{|v_i|}, & \Delta v < 0. 
\end{cases} 
(24)
\]

where \( \vec{a}_i^s \) represents the acceleration vector of a vehicle \( i \) affected by its desired speed. The formula depicts that when \( \Delta v \geq 0 \), the acceleration is positive, in the next moment, the vehicle is in an accelerated state; when \( \Delta v < 0 \), the acceleration is negative, in the next moment, the vehicle is in a decelerated state.

The acceleration is a decreasing function of the desired velocity \( v_i^d \). Moreover, the vehicle accelerates towards the desired velocity if not constrained by other vehicles or restrictions:
\[
\frac{da_i^s}{dv_i} < 0. 
(25)
\]

\( \vec{v}_i \) and \( \vec{a}_i^s \) are motion vectors with the same initial direction. Generally, \( \frac{v_i}{|v_i|} = 1 \).

When \( \Delta v = v_i^d - v_i \geq 0 \), the following formula is derived:
\[
\frac{da_i^s}{dv_i} = -E_{\max} \frac{\sigma'(\sigma' - 1)}{v_i^{\sigma+1}} (v_i^d - v_i)^{\sigma'-2} < 0. 
(26)
\]

When \( \Delta v = v_i^d - v_i < 0 \), the following formula is derived:
\[
\frac{da_i^s}{dv_i} = -E_{\max} \frac{\sigma'(\sigma' - 1)}{v_i^{\sigma+1}} (v_i - v_i^d)^{\sigma'-2} < 0. 
(27)
\]

Furthermore, \( E_{\max} \) and \( v_i^d \) are greater than 0, as the same as \( |\Delta v|^{\sigma'-2} \). Therefore, \( \sigma'(\sigma' - 1) \) is required to be greater than 0. Due to \( \sigma = \sigma' - 1 \), \( \sigma > 0 \) or \( \sigma < -1 \) are limits of \( \sigma \) in calibration.

Based on the establishment of speed risk surrogate, figures about risk field strength and acceleration are shown in Fig. ?? . Fig. ??(a) displays the map of the risk field strength (yellow indicates higher risk, while blue is the opposite) in different velocity scenarios of car-following. The X-axis is the velocity of the following vehicle, and the Y-axis is that of its leading vehicle. The speed risk field strength increases monotonically and nonlinearly with the absolute speed difference. The speed risk energy is not lowest when the two vehicles are at the same velocity because of the influence of the speed of traffic flow. Specifically, Fig. ??(b) shows the risk curve of different velocity plans when the interactive velocity is driving at 17m/s. The lowest speed risk field strength does not occur at 17m/s. Fig. ??(c) displays the map of the acceleration (yellow indicates acceleration, while blue is deceleration) in different velocity scenarios of car-following. As the same as Fig. ??(a), the X-axis is the velocity of the following vehicle, and the Y-axis is that of its leading vehicle. The following vehicle will accelerate when its velocity is lower than that of its desired velocity while decelerating when its velocity is higher. Fig. ??(b) shows the acceleration curve of different velocity plans when the interactive velocity is driving at 17m/s. This clearly shows the relationship between acceleration and desired velocity. The gradient of the acceleration curve decreases with the absolute velocity difference. If the vehicle speed is much slower than the ideal vehicle speed, the deceleration increases to achieve driving safety. On the contrary, when the vehicle speed is much faster than the ideal vehicle speed, the deceleration increases to achieve driving safety.
Figure 5: Distribution map of risk field strength (yellow indicates higher risk, while blue is the opposite) and acceleration (yellow indicates acceleration, while blue is deceleration) from speed risk surrogate.
3 Calibration

Model calibration is a necessary process to concretize the undetermined parameters. The parameter calibration process is completed based on meta-heuristic algorithms and a naturalistic driving dataset. We define many undetermined parameters in section 2 and those parameters are of great value for the proposed model. In this section, we intend to select driving data and concretize those parameters effectively to improve the model’s applicability and prevent its distortion.

3.1 Data Selection and Pre-processing

Safe interactions generally happen in naturalistic driving behavior. Although human drivers cannot obtain the specific movement information of surrounding vehicles, the human driver has the most sophisticated task processor in the world and can sensitively perceive the driving risks of the surrounding environment. Especially when the speed of the front vehicle changes obviously, the following manual-driven vehicle as the rear vehicle will change the speed accordingly. Therefore, the real driving trajectory dataset can be used as the research dataset of this paper and be adopted to calibrate the proposed model. In order to model DRS more in line with Chinese human driving habits, this paper chooses a dataset of naturalistic driving from Ubiquitous Traffic Eyes[FLWF21] in Nanjing City, China, to study the model performance.

The dataset contains pure trajectory data, which applies to micro-driving behavior studies. According to the purpose of this study, we select the trajectory data on a segment of an urban highway that is one of the busiest interchange hubs in the south of Nanjing city, China, as shown in Fig. 6. A large number of naturalistic driving activities occur in this area. The length of the road section is 352 meters, east-west direction. The dataset is captured by unmanned aerial vehicles at 285m and provid the precise vehicle position coordinates with a time accuracy of 0.1s. The detailed data of each vehicle in 1184 seconds are contained, including vehicle ID, position, speed, acceleration, width, length, and time stamp.

Before using the dataset for our study, it is necessary to pre-process the original data. First, all data at the same time are taken out. They are grouped according to lane lines and then sort by X-axis coordinates within each lane to realize the judgment of the leading and following vehicles. The track pairs are searched according to vehicle IDs. Finally, we filter out the track segments where the lane-changing behavior occurs less than 0.5s. Based on the data pre-processing, 3063 pairs of car-following trajectories are obtained for further verification.

3.2 Model Calibration

Parameter calibration is a bridge from the theoretical level to the practical application level. An effective parameter calibration process can enhance the model’s applicability and avoid distortion. In this paper, a modified particle swarm optimization algorithm is selected to concretize the undetermined parameters in the model combined with naturalistic driving data. The Root Mean Squared Error (RMSE) is adopted as the loss function, which describes the deviation between the real value and the simulation value and is defined as an index for evaluating and verifying parameter calibration results.
Table 1: Parameters calibration of IDM, DRPFM, and DRS.

| Parameter | IDM | Value |
|-----------|-----|-------|
| $v_{free}$ | 21.9612 |
| $a_{max}$ | 0.4708 |
| $b$ | 1.1153 |
| $s_0$ | 3.0000 |
| $T$ | 1.5754 |
| $\delta$ | 4.0000 |

| Parameter | DRPFM | Value |
|-----------|-------|-------|
| $v_0^{(n)}$ | 27.7611 |
| $a_{max}$ | 0.5083 |
| $\alpha$ | -0.3627 |
| $\lambda$ | 0.0096 |
| $\sigma$ | 0.2538 |
| $\beta_1$ | -0.6714 |
| $\beta_2$ | 0.4502 |

| Parameter | DRS | Value |
|-----------|-----|-------|
| $v_0$ | 18.220 |
| $\alpha$ | 5.425 |
| $\beta$ | 0.185 |
| $\lambda$ | 0.374 |
| $\gamma$ | 14.000 |
| $\sigma$ | 0.576 |
| $a_{max}$ | 1.554 |
| $\beta_2$ | 0.984 |
| $s_1$ | 0.068 |
| $s_w$ | 0.007 |
| $w_1$ | 0.239 |
| $w_2$ | 0.881 |

The specific expression of RMSE is shown in the following equation Eq. (28).

$$RMSE = \sqrt{\frac{\sum_{i=1}^{N} (x_{i}^{real} - x_{i}^{sim})^2}{N}}.$$

where, $x_{i}^{real}$ represents the actual position of sample $i$, $x_{i}^{sim}$ represents its simulation position, and $N$ is the sample size.

In the design of the particle swarm optimization algorithm, to avoid falling into local optimization while iteratively calculating the local optimal particles in the particle pool, the standby particle pool is introduced for iterative calculation, and the better particles are replaced by the particles in the previous particle pool. Based on the calibration, the proposed model parameters are obtained and shown in Table 1. Meanwhile, two models, IDM and DRPFM (a risk field-based model for car-following) [LGJ+20], are selected as the baseline for comparison purposes of the proposed model, and the same optimization algorithm is applied to calibrate their parameters which are shown in Table 1.

4 Simulation and Discussion

In the analysis of safe interactions, more safety metrics do not work because safety is the precondition. Meanwhile, the safety metrics are defined subjectively, and there is no unified threshold to claim. This is why we derived the acceleration from field strength in above Eq. (8), Eq. (16), and Eq. (24). The acceleration makes the defined safety metric relate to an object parameter. Subsection 4.1 shows the acceleration variations which indicate safety in different car-following scenarios. Trajectory pairs of vehicles are typical features of human driving interactions. In subsection 4.2, trajectory estimation derived from acceleration is presented to show the results of safe interactions. Compared with other models, the proposed model show a better performance in safe interactions using the real-world dataset. To further discuss detailed performance and models’ characteristics, key factors of the safe interactions processes are shown in subsection 4.3, such as acceleration, space headway, space headway error, and velocity. The discussions focus on safe interaction features are presented according to their performances.

4.1 Visualization of Risk Reflection Variation

In order to better reflect the ability of risk assessment, simulation experiments are conducted for IDM, DRPFM, and DRS. As we all know, TTC is time-based and is widely used to characterize risk. IDM and DRPFM are acceleration-based, and their accelerations can be used as reflections of the driving risk. DRS is a risk assessment model, and there is heterogeneity in calibrating the threshold value of risk degree because the threshold value may change with different motion scenarios. Since we derived acceleration from the field strength in the proposed model. The acceleration is selected as the response to risk degree. This provides a parameter for model comparison and solves the problem of inconsistent thresholds.

In the simulation, the leading vehicle is driving forward at a constant speed of 20m/s. The following vehicle is driving behind over different speeds, and different gaps and the related risk reflection variations of the four algorithms are shown in Fig. 7. The gap represented the distance between the leading vehicle and the following vehicle. It is selected as the risk reflection of TTC, while acceleration is used for IDM, DRPFM, and DRS.
When the following vehicle is slower than the leading vehicle, TTC shows absolute safety. TTC shows the remaining operation time and reflects the risk variation when the following vehicle is higher than the leading vehicle. It can be seen that the risk response of TTC is consistent with the actual situation. As we all know, deceleration is impossible to get $10m/s^2$ due to the limitation of vehicle kinetics. As the velocity of the following vehicle increases, IDM and DRPFM achieve the unattainable deceleration $10m/s^2$ earlier than DRS, even when the situation is safe in TTC. Meanwhile, the following vehicle does not accelerate when the velocity is much slower than that of the leading vehicle in IDM and DRPFM, while DRS does. Further, IDM and DRPFM have a more fierce transition from "blue" to "green" than DRS. For vehicles in motion, the speed and space headway vary continuously. The homogeneity of DRS risk response is better for the distribution of risk response under different speeds and gaps. That is, its jerk of acceleration change is smaller. However, the acceleration change gradient of IDM and DRPFM is larger, resulting in greater jerk. When the vehicle accelerates, passengers will feel uncomfortable. This discomfort comes not only from acceleration but also from a jerk. Therefore, the DRS with a smaller jerk can bring a more comfortable ride. It is worth noting that this section shows the risk reflection variation of the proposed model compared with TTC and two car-following models. Numerical simulations show risk variation and distribution trends rather than random realizations. If surrounding vehicles change motion status, the specific values will vary while the trend and distribution will not.

Figure 7: Visualization of risk reflection variation using different models (blue indicates higher risk, while yellow is the opposite).
4.2 Trajectory Estimation Performance

Trajectory pairs of vehicles are typical features of human driving interactions. To discuss the performances on safe interaction, simulations of trajectory estimation are completed based on a real-world dataset. The same naturalistic driving dataset and optimization algorithm are used to calibrate IDM, DRPFM, and DRS parameters, respectively. The simulation results of the rear vehicle are compared with the real trajectory, and the results are shown in Fig. 8. The black line in the figure shows the real track of the front vehicle, the blue line is the real track of the rear vehicle, and the yellow and green are the trajectory estimation of the rear vehicle obtained by IDM and DRPFM. The red dotted line is the estimation result of the rear vehicle trajectory under the proposed method DRS. Legend also shows the RMSEs of the three algorithms.

The comparison shows that the three models all perform well with no collision, which shows as lines crossing. Phenomena appear that in IDM, the vehicle is driving too close to the front vehicle in Fig. 8 (a), (d) and (e). We use RMSE to evaluate the trajectory estimation performance, shown in legends. Although IDM, DRPFM, and DRS cannot completely match the real data, their RMSE of trajectory estimation is controlled within a reasonable range in general. DRS usually maintains a smaller RMSE than IDM and DRPFM in driving interactions in different car-following cases.

To avoid the particularity caused by individual trajectory analysis, average RMSEs of statistics are calculated and show that our model, DRS (3.334), performs most accurately compared with IDM (3.9507) and DRPFM (3.9392). Further, to compare the performance in trajectory estimation of different models more convincingly and comprehensively, RMSEs obtained by simulating all trajectories are drawn into the boxplot, as shown in Fig. 9. The boxplot can reflect the dependability of the trajectory estimation performance, and the interquartile range (IQR) is used to present a discrete degree of value.

As can be seen in Fig. 9, the median of the boxplot produced by the DRS algorithm is 1.2698, and other medians of the boxplot produced are 1.5563 (IDM) and 1.5393 (DRPFM). The three models have the same lower adjacent, and DRS has the lowest upper adjacent, which indicates that the overall RMSE of trajectory estimation by DRS is lower than other algorithms. Besides, the IOR of the boxplot generated by the DRS algorithm is 2.42, and the IOR of the boxplot generated by the other algorithms is 2.93 (IDM) and 2.86 (DRPFM), respectively. This indicates that DRS’s RMSE varies less
than IDM and DRPFM. The more consistent RMSE should make estimations more dependable than others. Based on the above characteristic, DRS is more dependable, and its RMSEs remain at lower levels, while IDM and DRPFM are more variable and at higher RMSE levels. This proves that the DRS algorithm performs better in car-following interactions than the IDM and DRPFM algorithms.

4.3 Detail Performance in Velocity, Headway and Acceleration

To further discuss detailed performance in safe interactions, acceleration, space headway, space headway error, and velocity are selected as key factors. This section chose two cases from trajectory pairs in the naturalistic driving dataset and discussed the performance in the safe interaction process. Fig. 10 and Fig. 11 show the simulation results of the three algorithms in velocity, space headway, error, and acceleration. The black and blue solid lines in the figure represent the real data of the front and rear vehicles. Yellow, green, and red lines are IDM, DRPFM, and DRS simulation results. To facilitate subsequent analysis, acceleration scenarios and deceleration scenarios of the following vehicle are drawn in the orange block and blue block, respectively, in each figure, and Roman numerals are marked on each area.

Fig. 10 (a) and Fig. 11 (a) show space headway of trajectory No.1396 and No.3044. When the leading vehicle decelerates (I, III, V, VII), the space headway curve of IDM is the lowest, while DRPFM’s and DRS’s are higher, indicating that the IDM model is radical and DRPFM and DRS are more conservative. Space headways in DRPFM and DRS are not too close to the front vehicle due to their risk assessment considering velocity and acceleration, while IDM does not consider acceleration. As shown in area III and V in Fig. 10, with the sharp deceleration of the vehicle in front, IDM takes into account the reduction of the speed of the leading vehicle and sharply reduces the following gap. However, in this case, the deceleration of the leading vehicle is very large, even reaching $2\text{m/s}^2$, and a risk of collision may occur. In the same scenario, DRPFM and DRS consider the impact of the vehicle’s deceleration in front and reserve a longer following distance for driving safety.

Meanwhile, the proposed DRS can better fit the real space headway when vehicles speed up. Further, Fig. 10 (b) and Fig. 11 (b) show RMSE curves of headway estimations. The mean RMSEs of the three models are also shown on the top left corner of each graph, and the DRS has a minimum mean RMSE. In the leading vehicle accelerating, the DRS has the lowest RMSE, while the RMSEs of the other two are relatively large. It is due to the speed risk surrogate model proposed in DRS. In the speed risk surrogate, the desired velocity of the object vehicle is introduced and affected by
Figure 10: The comparison of performance about velocity, spatial headway and acceleration in trajectory No.1396.
Figure 11: The comparison of performance about velocity, spatial headway and acceleration in trajectory No.3044.
the velocity of traffic flow and interactive vehicles. In DRS, the simulated speed is better integrated into the surrounding vehicles and has less impact on the current traffic flow, which is in line with the driver’s operating psychology and interaction behaviors.

Moreover, DRS’s RMSE of Trajectory No.1396 is 1.85, as shown in the top left corner of Fig. 10(c) and that of Trajectory No. 3044 is 3.04 in the top left of Fig. 11(c). The acceleration in No.1396 frequently changes, while that in No. 3044 changes less. That can be seen that the proposed method has better performance when the speed oscillates frequently.

Fig. 10 (b) and Fig. 11 (b) are acceleration curves obtained from the simulation of three models. The acceleration is derived from field strength and showed safe interactions more objectively. With the speed change of the vehicle ahead, the rear vehicle constantly changes its velocity to adapt to the front vehicle. It can be seen from Fig. 10 (b) II, that the leading vehicle starts accelerating at 883.31s. DRS’s acceleration becomes greater than zero at 883.74s. That is, DRS takes the lead in responding to the acceleration behavior. By comparison, IDM and DRPFM start accelerating at 885.15s and 883.94s, respectively, and the manual vehicle with real data starts accelerating at 885.51s. The three models are all able to accelerate in advance, and DRS is the earliest. The same comparison can be seen in Fig. 10 (b) IV and VI, and Fig. 11 (b) II where DRS and DRPFM start accelerating earlier than IDM in each scenario. Due to both DRS and DRPFM considering the acceleration of the front vehicle, they respond faster to the acceleration of the front vehicle than IDM. Moreover, DRS considers a speed risk surrogate, which makes it more sensitive to the front vehicle velocity than DRPFM during car-following interactions.

When the leading vehicle starts decelerating, the rear vehicle needs to decelerate to avoid collisions. Let’s take a look at the performance of the three algorithms when the front vehicle starts slowing down. It can be seen from Fig. 11 (b) III that acceleration of the front vehicle is lower than zero at 887.67s, which means it starts decelerating. Similarly, it can be seen from the graph that the following manual-driven vehicle starts decelerating in 888.94s to avoid collision with the front vehicle. Compared with the acceleration curves of the three models, DRS and DRPFM perceive the risk and start slowing down at 888.01s, while IDM starts slowing down at 888.88s. The performance is consistent with that of the front vehicle when accelerating, which shows the response of DRS and DRPFM to the front vehicle deceleration is also more sensitive than IDM. In Fig. 10 (b) V, it is earlier than DRPFM (899.18s) that DRS perceives the risk and starts slowing down at 898.71s. It can be seen that DRS has better adaptability and predictability in rear-end collision scenarios.

Fig. 10 (d) and Fig. 11 (d) show relevant velocity curves. Responses to speed change also can be seen from another perspective. The sensitivity to other vehicle’s motion changes brings benefits to the subject vehicle driving. An earlier response allows the following vehicle to take the initiative to ensure safety and efficiency, leaving more time for deceleration and acceleration adjustments. As Fig. 10 (d) VI and Fig. 11 (d) II showing, benefiting from the sensitivity, the speed fitting effect of DRS is better than IDM and DRPFM in the car-following scenario when the front vehicle continues to accelerate. Interactive vehicle risk, restrictions risk, and speed risk are proposed and integrated into DRS. Instead of IDM and DRPFM considering velocity from one side, DRS study velocity influence more comprehensively in three aspects. Based on studying the front vehicle velocity in the vehicle energy, interactive vehicle risk surrogate, and speed risk surrogate, DRS shows the mechanism of the influence of the front vehicle speed on the risk perception and driving efficiency of the rear vehicle to a certain extent and makes a significant contribution to the research of the risk assessment model.

In addition, in traditional methods, IDM does not consider the impact of vehicle attributes. The virtual mass of the vehicle is considered in DRPFM. However, in the general naturalistic driving data, it is difficult to obtain the vehicle quality data. Therefore, the consideration of vehicle mass in models based on virtual mass is ideal and not enough to support practical applications. Although the driver in the rear vehicle cannot acquire the specific value of the quality of the front vehicle, he can intuitively gain the shape of the front vehicle. This paper select the naturalistic driving dataset from the aerial photography perspective. Vehicle sizes provide a realistic basis for the calibration of the virtual energy of DRS.

Finally, it is worth discovering that the model proposed in this paper is calibrated by real data, while errors between simulation results and real trajectories still exist. But we found that DRS simulations perform better trajectory behavior than manual driving to some extent. In terms of space headway, when the vehicle in front starts decelerating, DRS usually maintains a larger space headway distance than manual driving vehicles to ensure more safety. In terms of velocity and acceleration, DRS always
reacts to changes in the preceding vehicle earlier than human-driven vehicles. In addition, velocity fluctuations of DRS are generally smaller than that of manual driving, as shown in Fig. 10 (d) and Fig. 11 (d). That avoid unnecessary acceleration and deceleration and save fuel partly. Based on the above performances, DRS effectively captures the human perception of risk and the driving rules in the car-following case. Thus, it has the potential to provide solutions for planning driving trajectories and reduce the driving instability caused by human reaction time, driving operation level, and individual driving style.

5 Conclusion

In this study, DRS is proposed to reflect risks during safe interactions in driving. In comparison with existing driving risk potential models, the proposed model introduces virtual energy and speed risks into the model for the first time. The driving risk assessment issue is tackled from a new perspective that is an integrated model consisting of interactive vehicle risk, restrictions risk, and speed risk. DRS reflects the driving risk distribution of vehicles at different relative speeds and different following clearances and describes the general phenomenon more naturally. DRS model is applied to the car-following process. Through the calibration based on the naturalistic driving dataset, the car-following motion at the micro-level of the vehicle is simulated. The proposed model performs well in trajectory estimation, space headway estimation, and velocity estimation and even has better driving behaviors than the manual driving vehicle. Safe interaction in driving is always a core issue. The proposed DRS has the potential to be applied to guide the operation of appropriate countermeasures in intelligent transportation systems, connected and automated vehicle environments, or intelligent assistance systems.

The academic significance of this paper includes two parts: one is the modeling of driving risk, and the other is the modeling of car-following. DRS proposed in this paper greatly improves the traditional risk potential field model. The designed virtual energy is more in line with the driver’s intuitive feeling of interactive vehicles. Meanwhile, it also solves the problem that the vehicle quality cannot be obtained from naturalistic driving datasets of aerial photography, which leads to the idealized processing of virtual quality in conventional models. The virtual energy and speed risk surrogate considers the front vehicle speed and the influence mechanism of the front vehicle speed on risk perception. It presents the driving efficiency of the subject vehicle. This enables the proposed model to respond to the velocity variation earlier and provide a more comfortable and efficient trajectory service. In addition, based on the risk field strength, acceleration that can guide the vehicle’s motion is outputted. On the one hand, acceleration is utilized to solve the problem that the threshold is not unified in different traffic scenarios. The risk surrogate model can be calibrated automatically based on acceleration according to the real driving dataset. This also simplifies the complexity of the calibration of the field strength threshold. On the other hand, the output acceleration realizes the modeling of car-following behavior and can be derived from the modeling of lane-changing behavior. A new foundation can be laid for the risk distribution in traffic flow through the connection between the microscopic model and the macroscopic model of traffic flow.

This study reveals a great potential for applying the proposed algorithm. However, this study has some limitations which need to be further improved. First, there is a lack of research on different driving styles. The parameters of the proposed model are calibrated based on the minimum error of the naturalistic driving dataset. It is expected that further research will be conducted on datasets with driver characteristics. The corresponding parameters of specific categories of drivers will be calibrated. This will enhance the anthropomorphic performance of the proposed model. Secondly, the traffic elements considered in this paper are relatively simple and have not been verified on urban roads. In further research, we will calibrate parameters in new scenarios and verify the car-following performance in more complex traffic scenarios. Nonetheless, we believe that the application of DRS and car-following in this paper may open a new perspective for many tasks to advance the development of micro-behavioral models and traffic flow models.
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