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Abstract

In this paper we investigate the spectral and scattering theory for operators acting on topological crystals and on their perturbations. A special attention is paid to perturbations obtained by the addition of an infinite number of edges, and / or by the removal of a finite number of them, but perturbations of the underlying measures and perturbations by the addition of a multiplication operator are also considered. The description of the nature of the spectrum of the resulting operators, and the existence and completeness of the wave operators are standard outcomes for these investigations.
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1 Introduction

Consider a topological crystal, namely a perfect periodic discrete structure of arbitrary dimension, and let $H_0$ be a discrete Schrödinger type operator acting on it. Properties of such systems are well known, and the band structure of the spectrum of $H_0$ has been studied for decades, see for example [21, Sec. XIII.16] for an introduction to the subject. Perturbations of such systems have also been extensively studied, often for a restricted family of graphs but also in the general framework of topological crystals, see the list of references mentioned below. Most of the time, the perturbations considered were either modifications of the weights supported by the vertices or by the edges of the graph, or a perturbation due to the addition of a potential decaying at infinity. Quite rarely, modifications of the graph itself were considered, and almost always structural perturbations were confined in a bounded domain.

An extreme situation which has not been considered so far is about the addition of an infinite number of edges. If we think about a topological crystal as a perfectly ordered structure, with each vertex linked regularly to a very small number of neighbors, the addition of an infinite number of edges means a possible interaction between vertices which are very
far away from each others. Such systems can now describe long distance interactions, and can be used for modeling a much larger family of weakly interacting physical systems. Clearly, the addition of an infinite number of edges can be performed only if suitable weights on them are imposed. The sum of the weights can not grow too much locally or at infinity. Similarly, it is possible to remove a few edges from the initial perfect lattice, but removing an infinite number of them is not possible: if we assume for a second that all vertices and initial edges have a weight $m = 1$, then removing an infinite number of edges would produce an operator $H$ no more comparable with $H_0$, and perturbation theory would not apply anymore.

Before describing more precisely the content of this paper, let us propose two examples on $\mathbb{Z}^d$ which provide an idea about typical conditions appearing when an infinite number of edges are added, either connected to one vertex or to all vertices. The Euclidean norm in $\mathbb{Z}^d$ is simply denoted by $|\cdot|$.

**Example 1.1** ($0 \in \mathbb{Z}^d$ connects to all other vertices). We consider the lattice $\mathbb{Z}^d$ and add infinitely many edges connecting 0 to all other vertices, as shown in Figure 1 for $d = 1$. The set of added edges is denoted by $F$. We also fix $m(x) = 1$ for any $x \in \mathbb{Z}^d$ and $m(e) = 1$ for all initial edges $e$. For any $e \in F$, with endpoints 0 and $y$, we assume that $m(e) \leq C|y|^{\alpha}$ for some $\alpha < -d - 2$ and some constant $C$ independent of $y$.

![Figure 1: 0 ∈ Z is connected to all other vertices](image)

**Example 1.2** (All vertices of $\mathbb{Z}^d$ connected to all other vertices). We consider the lattice $\mathbb{Z}^d$, and add infinitely many edges connecting all vertices to each others. The set of added edges is denoted by $F$. We also fix $m(x) = 1$ for any $x \in \mathbb{Z}^d$ and $m(e) = 1$ for all initial edges $e$. For any $e \in F$, with endpoints $x$ and $y$, we assume that $m(e) \leq C(1 + |x|)^{\alpha}(1 + |y|)^{\alpha}$ for some $\alpha < -d - 2$ and some constant $C$ independent of $e$.

![Figure 2: All vertices are connected to all other vertices, for d = 1](image)

Let us now be more precise about the content of this paper. As already mentioned, we investigate the spectral theory of Schrödinger operators on discrete graphs. Those graphs are obtained by perturbing an initial topological crystal, either at the level of edges (addition of an arbitrary number of them, removal of a finite number of them, change of weights), or at the level of the vertices (change of weights). Perturbation by the addition of a multiplication...
operator is also allowed. These investigations on a self-adjoint operator $H$ are performed by comparing it to an unperturbed self-adjoint operator $H_0$ acting on the initial topological crystal. Powerful tools have been developed for investigating $H_0$, and our strategy is to adapt these tools for investigating $H$. More precisely, if the difference between $H$ and $H_0$ is small and regular in a suitable sense, then some properties of $H$ can be deduced from similar properties of $H_0$. In particular, by applying perturbative techniques, one can deduce the following results: the spectrum of $H$ consists of absolutely continuous spectrum, of a finite number (possibly empty) of eigenvalues of infinite multiplicity, and of eigenvalues of finite multiplicity which can accumulate only at a discrete set of thresholds. In addition, one proves the existence and the completeness of the local wave operators for the pair of operators $(H, H_0)$. Note that these investigations generalize the results obtained in [20] which were obtained in the framework of general topological crystals.

As already mentioned, operators acting on graphs have been extensively studied. Among all corresponding papers, we list only those which are clearly linked to our investigations. First of all, our main reference about topological crystals is the book [24]. On such discrete structures, it is well-known that periodic operators have a band structure with at most a finite number of eigenvalues of infinite multiplicity, see for example [10, 15, 16]. The next step is to study what happens when these periodic Schrödinger operators are perturbed. Two main types of perturbations can be considered.

The first one consists in adding a potential that decays at infinity as a short-range function or as a long-range function. For general topological crystals, we refer to [20] and to the references mentioned therein. For specific graphs, these types of perturbations have also been studied in greater detail. For example, the case of $\mathbb{Z}^d$ and graphene have been fully investigated in [6, 26] and [25] respectively. As a related work, [14] provides estimates for the unitary group and the resolvent of the discrete Laplace operator on $\mathbb{Z}^d$, from which the authors infer some results for the spectral and the scattering theory of perturbed operators by potentials $V$ vanishing at infinity.

The second type of perturbations is the modification of the graph itself. Perturbations corresponding to changing the weights of the graph have been investigated for example in [7, 20]. For a perturbation transforming the graph structure, [3] studies spectral properties of Schrödinger operators on perturbed periodic lattice including square, triangular, diamond, and kagome lattices, but the perturbations considered there are only compactly supported and some implicit conditions on the Floquet-Bloch variety are assumed. Note that some related results on the inverse scattering problem with compactly supported perturbations are available for some specific graphs in [2, 4, 11, 12]. For a non-compact perturbation, [23] studies the stability of their essential spectrum. For Schrödinger operators on periodic graphs perturbed by guides, graphs which are periodic in some directions and finite in other ones, we refer to [17, 18].

Let us now describe the sections of this paper. In Section 2, we describe the framework of our investigations and provide our main results. Note that topological crystals and more general graphs are thoroughly presented in this section. The technical tools are introduced in Section 3. This material is mainly borrowed from the paper [20]. In particular, we review the notion of analytically fibered operator, and recall that $H_0$ is unitarily equivalent to such an operator. Mourre theory and a suitable conjugate operator are also briefly introduced, and the Mourre estimate for $H_0$ is recalled. Note that another version of Mourre theory applied to discrete periodic operators has also been introduced in [19]. The proofs of all results, including
the regularity of the difference between $H_0$ and $H$ are provided in Section 4. The examples mentioned in this introduction are also fully treated.

As a final remark, let us emphasize one interest of the framework of topological crystals: The regularity of a graph, given by an action of $\mathbb{Z}^d$, is independent of the dimension on which the graph is naturally represented. In particular, these two dimensions can be different, as illustrated in the following example: The graph is naturally represented in $\mathbb{R}^3$ while the group acting is only $\mathbb{Z}$.

**Example 1.3** (Toblerone ®). *We consider the 1 dimensional topological crystal in Figure 3(a), and add infinitely many edges connecting one vertex to all other vertices. We denote by $x_0$ this special vertex. The set of added edges is denoted by $F$, which corresponds to the set of bold edges in Figure 3(b). If we denote by $x_0$, $y_0$ and $z_0$ the three vertices of the triangle (section) containing $x_0$, then all other vertices can be naturally indexed by $x_\mu$, $y_\mu$ and $z_\mu$ for $\mu \in \mathbb{Z}$. We also fix $m(x) = 1$ for any vertices $x$ and $m(e) = 1$ for all initial edges $e$. For any $e \in F$, with endpoints $x_0$ and $k_\mu$ with $k \in \{x, y, z\}$, we assume that $m(e) \leq C(1 + |\mu|)^\alpha$ for some $\alpha < -3$ and some constant $C$ independent of $e$."

![Figure 3: A 1 dimensional topological crystal and its perturbation](image)

**2 Framework and main result**

In this section we first introduce the necessary information about general graphs and topological crystals, and then state our main result. Its proof will be provided in Section 4.

**2.1 General graphs**

A graph $X = (V(X), E(X))$ is composed of a set $V(X)$ of vertices and a set $E(X)$ of unoriented edges. Multiple edges and loops are accepted. Generically we shall use the notation $x, y$ for elements of $V(X)$, and $e$ for elements of $E(X)$. If both $V(X)$ and $E(X)$ are finite sets, the graph $X$ is said to be finite.

From the set of unoriented edges $E(X)$ of the graph $X$ we construct the set $A(X)$ of oriented edges by defining, for any unoriented edge between $x$ and $y$, one oriented edge from $x$ to $y$ and one oriented edge from $y$ to $x$. The elements of $A(X)$ are also denoted by $e$. The origin vertex of such an oriented edge $e$ is denoted by $o(e)$, the terminal one by $t(e)$, and $e$ corresponds to the edge obtained from $e$ by interchanging the vertices, i.e. $o(\overline{e}) = t(e)$ and $t(\overline{e}) = o(e)$.
For a vertex $x \in V(X)$ we set $E(X)_x := \{ e \in E(X) \mid x$ is an endpoint of $e \}$. If $E(X)_x$ is finite for every $x \in V(X)$ we say that $X$ is locally finite. Similarly, for $x \in V(X)$ we set $A(X)_x := \{ e \in A(X) \mid o(e) = x \}$. If there is no ambiguity about the graph, we shall simply write $E_x$ for $E(X)_x$ and $A_x$ for $A(X)_x$.

By a measure $m$ on a graph $X$, we mean a function $m$ defined on vertices and on unoriented edges satisfying $m(x) > 0$ and $m(e) \geq 0$ for any $x \in V(X)$ and $e \in E(X)$. Note that measures in [20] were considered strictly positive, while here we assume strict positivity on vertices, but allow the value 0 on edges. The measure on an oriented edge is defined by its value on the corresponding unoriented edge. As a consequence, the measure satisfies $m(e) = m(\overline{e})$.

Consider now the set $C_c(X) := \{ f : V(X) \to \mathbb{C} \mid f(x) = 0$ except for a finite number of $x \in V(X) \}$, and define the degree function

$$\deg_m : V(X) \to [0, \infty), \quad \deg_m(x) := \sum_{e \in A_x} \frac{m(e)}{m(x)}.$$  \hfill (2.1)

If this function is bounded, then the Laplace operator given by

$$[\Delta(X, m)f](x) := \sum_{e \in A_x} \frac{m(e)}{m(x)} (f(t(e)) - f(x)) \quad \forall f \in C_c(X),$$

extends continuously to a bounded and self-adjoint operator in the Hilbert space

$$\ell^2(X, m) := \left\{ f : V(X) \to \mathbb{C} \mid \| f \|^2 := \sum_{x \in V(X)} m(x) |f(x)|^2 < \infty \right\}$$

deployed with the scalar product

$$\langle f, g \rangle := \sum_{x \in V(X)} m(x) f(x) \overline{g(x)} \quad \forall f, g \in \ell^2(X, m).$$

Note that the boundedness of $\Delta(X, m)$ has been proved in [13, Thm. 2.4] and that the self-adjointness follows from a Green’s formula, as proved in [9, Lem. 4.7]. Let us also stress that these results do not assume local finiteness of the graph, only the boundedness of the degree function $\deg_m$. This latter condition will be assumed throughout the paper.

Let us finally consider a bounded function $R : V(X) \to \mathbb{R}$, and identify it with a multiplication operator in $\ell^2(X, m)$. Then, we end up with the following bounded and self-adjoint operator $H$ which will be our main object of interest, namely

$$H := -\Delta(X, m) + R.$$  \hfill (2.2)

In fact, such a general operator will be considered later as a perturbation of a periodic operator on a topological crystal.
2.2 Topological crystals

In this section we provide the definition of a topological crystal and define some related notions. Most of this material is directly borrowed from [20] and [22].

A morphism $\omega : X \to \mathcal{X}$ between two graphs $X$ and $\mathcal{X}$ is composed of two maps $\omega : V(X) \to V(\mathcal{X})$ and $\omega : E(X) \to E(\mathcal{X})$ such that it preserves the adjacency relations between vertices and edges, namely if $e$ is an edge in $X$ between the vertices $x$ and $y$, then $\omega(e)$ is an edge in $\mathcal{X}$ between the vertices $\omega(x)$ and $\omega(y)$. Clearly, any morphism can be extended to a map sending oriented edges of $A(X)$ to oriented edges of $A(\mathcal{X})$. For this extension we keep the convenient notation $\omega : A(X) \to A(\mathcal{X})$. An isomorphism is a morphism that is a bijection on the vertices and on the edges. The group of isomorphisms of a graph $X$ into itself is denoted by $\text{Aut}(X)$.

A morphism $\omega : X \to \mathcal{X}$ between two graphs is said to be a covering map if

(i) $\omega : V(X) \to V(\mathcal{X})$ is surjective,

(ii) for all $x \in V(X)$, the restriction $\omega|_{E(X)_x} : E(X)_x \to E(\mathcal{X})_{\omega(x)}$ is a bijection.

In that case we say that $X$ is a covering graph over the base graph $\mathcal{X}$. For such a covering, we define the transformation group of the covering as the subgroup of $\text{Aut}(X)$, denoted by $\Gamma$ and with the multiplicative notation, such that for every $\mu \in \Gamma$ the equality $\omega \circ \mu = \omega$ holds.

We now define a topological crystal, and refer to [24, Sec. 6.2] for more details.

**Definition 2.1.** A $d$-dimensional topological crystal is a quadruplet $(X, \mathcal{X}, \omega, \Gamma)$ such that:

(i) $X$ and $\mathcal{X}$ are graphs, with $\mathcal{X}$ finite,

(ii) $\omega : X \to \mathcal{X}$ is a covering map,

(iii) The transformation group $\Gamma$ of $\omega$ is isomorphic to $\mathbb{Z}^d$,

(iv) $\omega$ is regular, i.e. for every $x, y \in V(X)$ satisfying $\omega(x) = \omega(y)$ there exists $\mu \in \Gamma$ such that $x = \mu y$.

For simplicity, we assume that topological crystals have no multiple edges, and we shall just say that $X$ is a topological crystal if it admits a $d$-dimensional topological crystal structure $(X, \mathcal{X}, \omega, \Gamma)$. Note that we use the multiplicative notation for the group law in the abstract setting, but the additive notation when dealing explicitly with $\mathbb{Z}^d$. Note also that all topological crystal are locally finite, with an upper bound for the number of elements in $E(X)_x$ independent of $x$. Indeed, the local finiteness and the fixed upper bound follow from the definition of a covering and the finiteness of $\mathcal{X}$.

Topological crystals have been extensively studied in the monograph [24] to which we refer for many examples. Let us also mention [3] in which one can find square, triangular, hexagonal, and diamond periodic graphs. In reference [15] body-centered cubic and face-centered cubic periodic graphs have been studied, while armchair graph is presented in [5]. We also refer to [20, Rem. 3.1] for an explicit procedure generating an infinite number of topological crystals $(X, \mathcal{X}, \omega, \Gamma)$ once a small graph $\mathcal{X}$ has been chosen.

Let us add a few definitions related to a topological crystal $(X, \mathcal{X}, \omega, \Gamma)$. The notation $x$, resp. $r$, will be used for the elements of $V(X)$, resp. of $V(\mathcal{X})$, and accordingly the notation $e$, resp. $e_{r_s}$, will be used for the elements of $E(X)$, resp. of $E(\mathcal{X})$. It follows from the assumptions
in Definition 2.1 that we can identify \( V(\mathcal{X}) \) as a subset of \( V(X) \) by choosing a representative of each orbit. Namely, since \( V(\mathcal{X}) = \{x_1, \ldots, x_n\} \) for some \( n \in \mathbb{N} \), we choose \( \{x_1, \ldots, x_n\} \subset V(X) \) such that \( \omega(x_j) = \gamma_j \) for any \( j \in \{1, \ldots, n\} \). For shortness we also use the notation \( \hat{x} := \omega(x) \in V(\mathcal{X}) \) for any \( x \in V(X) \), and reciprocally for any \( \hat{r} \in V(\mathcal{X}) \) we write \( \hat{x} \in \{x_1, \ldots, x_n\} \) for the unique element \( x_j \) in this set such that \( \omega(x_j) = \hat{r} \).

As a consequence of the previous construction we can also identify \( A(\mathcal{X}) \) as a subset of \( A(X) \). More precisely, we identify \( A(\mathcal{X}) \) with \( \bigcup_{j=1}^n A_{x_j} \subset A(X) \) and use notations similar to the previous ones: For any \( e \in A(X) \) one sets \( \hat{e} := \omega(e) \in A(\mathcal{X}) \), and for any \( \hat{e} \in A(\mathcal{X}) \) one sets \( \hat{e} \in \bigcup_{j=1}^n A_{x_j} \) for the unique element in \( \bigcup_{j=1}^n A_{x_j} \) such that \( \omega(\hat{e}) = \hat{e} \). Let us stress that these identifications and notations depend only on the initial choice of \( \{x_1, \ldots, x_n\} \subset V(X) \).

We have now enough notation for defining the entire part of a vertex \( x \) as the map \([\cdot]\) : \( V(X) \to \Gamma \) satisfying
\[
[x]\hat{\hat{x}} = x.
\]
Similarly, the entire part of an edge is defined as the map \([\cdot]\) : \( A(X) \to \Gamma \) satisfying
\[
[e]\hat{\hat{e}} = e.
\]
The existence of this function \([\cdot]\) follows from the assumption (iv) of Definition 2.1 on the regularity of a topological crystal. One easy consequence of the previous construction is that the equality \([e] = [o(e)] \) holds for any \( e \in A(X) \).

For later use, let us also define the map
\[
\eta : A(X) \to \Gamma, \quad \eta(e) := [t(e)] [o(e)]^{-1}
\]
and call \( \eta(e) \) the index of the edge \( e \). For any \( \mu \in \Gamma \) we then infer that
\[
\eta(\mu e) = [t(\mu e)] [o(\mu e)]^{-1} = \mu [t(e)] [\mu^{-1} o(e)]^{-1} = \eta(e).
\]
This periodicity enables us to define unambiguously \( \eta : A(\mathcal{X}) \to \Gamma \) by the relation \( \eta(\hat{e}) := \eta(\hat{e}) \) for every \( \hat{e} \in A(\mathcal{X}) \). Again, this index on \( A(\mathcal{X}) \) depends only on the initial choice \( \{x_1, \ldots, x_n\} \subset V(X) \) and could not be defined by considering only \( A(\mathcal{X}) \).

Let us now come back to operators acting on a topological crystal. In this setting, we consider a \( \Gamma \)-periodic measure \( m_0 \) and a \( \Gamma \)-periodic function \( R_0 : V(X) \to \mathbb{R} \). The periodicity means that for every \( \mu \in \Gamma \), \( x \in V(X) \) and \( e \in E(X) \) we have \( m_0(\mu x) = m_0(x) \), \( m_0(\mu e) = m_0(e) \) and \( R_0(\mu x) = R_0(x) \). In this framework, the degree function \( \deg_{m_0} \) introduced in (2.1) is clearly bounded. Therefore, a periodic Schrödinger operator defined by
\[
H_0 := -\Delta(X, m_0) + R_0
\]
is a bounded and self-adjoint operator in the Hilbert space \( \ell^2(X, m_0) \). Such an operator corresponds to our unperturbed system.

### 2.3 Perturbations of topological crystals

In this section we introduce perturbations of topological crystals by adding and/or removing edges. The framework is the following: Let \( (X, \mathcal{X}, \omega, \Gamma) \) be a topological crystal, with \( X = (V(X), E(X)) \), and let \( m_0 \) be a \( \Gamma \)-periodic measure on \( X \). We now consider the addition and/or the elimination of edges. For the addition, let \( F_+ \) be a possibly infinite set of unoriented
new edges between arbitrary vertices of $X$. For the elimination, we consider a finite subset $F_-$ of edges of $E(X)$. Without loss of generality, we assume that $F_+$ and $F_-$ do not contain multiple edges. We then obtain a new graph $\mathcal{X} = (V(\mathcal{X}), E(\mathcal{X}))$ given by $V(\mathcal{X}) := V(X)$ and $E(\mathcal{X}) := (E(X) \setminus F_-) \cup F_+$. In general this graph is no more a topological crystal.

For this new graph, the set of oriented edges is denoted by $A(\mathcal{X})$. Let us also define $A(F_+)$ and $A(F_-)$: the first set corresponds to the sets of oriented edges based on $F_-$, with $A(F_+) \subset A(\mathcal{X})$, while $A(F_-) \subset A(X)$ is the set of oriented edges based on $F_-$. Note that $A(F_-)$ is not included in $A(\mathcal{X})$ in general.

We then consider a measure $m$ on $\mathcal{X}$ with $\deg_m$ bounded. The corresponding Laplace operator $\Delta(\mathcal{X}, m)$ is then self-adjoint and bounded in $\ell^2(\mathcal{X}, m)$. Subsequently, the measure $m$ restricted to the edges in $E(X \setminus F_-)$ will correspond to a perturbation of $m_0$, and similarly the measure $m$ on the vertices in $V(X)$ will be a perturbation of the measure $m_0$. It will also be useful to introduce a partial degree function, namely

$$
\deg_{F_+} : V(\mathcal{X}) \to [0, \infty), \quad \deg_{F_+}(x) := \sum_{e \in A(F_+)_x} \frac{m(e)}{m(o(e))},
$$

Clearly, $\deg_{F_+} \leq \deg_m$, and this function is bounded since the function $\deg_m$ is assumed to be bounded.

Before stating our main result, let us still mention that the isomorphism between $\Gamma$ and $\mathbb{Z}^d$ allows us to borrow the Euclidean norm $|\cdot|$ of $\mathbb{Z}^d$ and to endow $\Gamma$ with it. As a consequence of this construction, the notations $||x||$ and $||e||$ are well-defined, and the notion of rate of convergence towards infinity is available. Also, since no vertex has been added or eliminated between the original graph and the perturbed one, we can introduce a unitary transformation $\mathcal{J} : \ell^2(X, m_0) \to \ell^2(\mathcal{X}, m)$ given by

$$
[\mathcal{J} f](x) := \left( \frac{m_0(x)}{m(x)} \right)^{\frac{1}{2}} f(x), \quad f \in \ell^2(X, m_0).
$$

Note that in [20], the notation $\mathcal{J}$ was used for our map $\mathcal{J}^*$.

**Theorem 2.2.** Let $X$ be a topological crystal, endowed with a $\Gamma$-periodic measure $m_0$ and a $\Gamma$-periodic function $R_0$. Let $F_+$ be a possibly infinite set of unoriented new edges, let $F_-$ be a finite subset of $E(X)$, and consider the graph $\mathcal{X} = (V(\mathcal{X}), E(\mathcal{X}))$ given by $V(\mathcal{X}) := V(X)$ and $E(\mathcal{X}) := (E(X) \setminus F_-) \cup F_+$. Consider a measure $m$ on $\mathcal{X}$ with $\deg_m$ bounded, and assume that $m$ satisfies

(i) Decay of perturbation on pre-existing edges:

$$
\int_1^\infty d\lambda \sup_{e \in E(X) \setminus F_-} \frac{m(e)}{\lambda \cdot ||e||} \left| \frac{m(e)}{m(o(e))} - \frac{m_0(e)}{m_0(o(e))} \right| < \infty,
$$

(ii) Decay of degree function on new edges:

$$
\int_1^\infty d\lambda \sup_{\lambda < ||x|| < 2\lambda} \deg_{F_+}(x) < \infty,
$$
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(iii) Decay of global new connectivity:

\[ \int_1^\infty d\lambda \sup_{x \in V(\mathcal{X})} \left( \sum_{e \in A(F_+) \cap \lambda \leq |t(e)| \leq 2\lambda} \frac{m(e)}{m(o(e))} \right) < \infty. \] (2.8)

Consider also \( R : V(\mathcal{X}) \to \mathbb{R} \) satisfying the decay condition

\[ \int_1^\infty d\lambda \sup_{\lambda < |x| < 2\lambda} |R(x) - R_0(x)| < \infty. \] (2.9)

Let finally \( H_0 \) and \( H \) be the self-adjoint operators defined by (2.3) and (2.2) respectively. Then, there exists a discrete set \( \tau \subset \mathbb{R} \) such that for every closed interval \( I \subset \mathbb{R} \setminus \tau \) the following assertions hold:

1. \( H_0 \) has no eigenvalue in \( I \), and \( H \) has at most a finite number of eigenvalues in \( I \), each of them being of finite multiplicity,
2. \( \sigma_{sc}(H_0) \cap I = \sigma_{sc}(H) \cap I = \emptyset \).

If the following additional condition also holds for some \( s > 1/2 \):

\[ \sup_{x \in V(\mathcal{X})} \langle |x| \rangle^{2s} \sum_{e \in A(F_+)} \frac{m(e)}{m(x)} \langle |t(e)| \rangle^{2s} < \infty, \] (2.10)

then the local wave operators

\[ W_\pm \equiv W_\pm(H, H_0; \mathcal{J}, I) := s - \lim_{t \to \pm\infty} e^{iHt} \mathcal{J} e^{-iH_0t} E^{H_0}(I) \]

exist and satisfy \( \text{Ran}(W_-) = \text{Ran}(W_+) = E^{H}_{ac}(I) \ell^2(\mathcal{X}, m) \).

The hypothesis (2.6) and (2.9) are usually referred to as a short-range type of decay. In particular it is satisfied for functions that decay faster than \( C(1 + ||x||)^{-1-\epsilon} \) for \( \epsilon > 0 \) and some constant \( C \) independent of \( x \). It is worth mentioning that condition (2.6) is quite general and is automatically satisfied if the difference \( m - m_0 \) itself satisfies a short-range type of decay. For example if we assume that \( |m(e) - m_0(e)| \leq C(1 + ||e||)^{-1-\epsilon} \) and \( |m(x) - m_0(x)| \leq C'(1 + ||x||)^{-1-\epsilon} \), then (2.6) is satisfied. Note also that the conditions (2.7) and (2.8) are trivially satisfied if \( F_+ \) is a finite set. On the other hand, if \( F_+ \) is infinite, the two conditions prescribe precisely the necessary decay of the measure on the new edges. In this case, the conditions allow the addition of an infinite number of edges, both locally and at infinity. Note finally that the additional condition (2.10) is necessary because of the non-locality of our perturbations: when dealing with multiplicative perturbations, this condition often follows from (2.7).

### 3 Analyticity and Mourre theory

In this section, we briefly recall a few tools introduced in [20] for the study of topological crystals and their perturbations, and refer to this reference for the details. The framework is a topological crystal \((X, \mathfrak{X}, \omega, \Gamma)\), a \( \Gamma \)-periodic measure \( m_0 \) and a \( \Gamma \)-periodic function \( R_0 \).
3.1 Analyticity of the periodic operator

The aim of this section is to introduce another representation of the operator \( H_0 \), more suitable for further investigations. More precisely, we shall obtain that \( H_0 \) is unitarily equivalent to an analytically fibered operator. We provide below the simplest definition of such an operator, and refer to [8] and [21, Sec. XIII.16] for general information. Note that from now on we shall use the notation \( \mathbb{T}^d \) for the \( d \)-dimensional torus, i.e., for \( \mathbb{T}^d = \mathbb{R}^d / \mathbb{Z}^d \), with the inherited local coordinates system and differential structure. We shall also use the notation \( M_n(\mathbb{C}) \) for the \( n \times n \) matrices over \( \mathbb{C} \).

**Definition 3.1.** In the Hilbert space \( L^2(\mathbb{T}^d; \mathbb{C}^n) \), a bounded analytically fibered operator corresponds to a multiplication operator defined by a real analytic map \( h : \mathbb{T}^d \to M_n(\mathbb{C}) \).

In order to show that the periodic operator \( H_0 \) fits into this framework, some identifications are necessary. First of all, since \( \Gamma \) is isomorphic to \( \mathbb{Z}^d \), as stated in the point (iii) of Definition 2.1, we know that its dual group \( \hat{\Gamma} \) is isomorphic to \( \mathbb{Z}^d \). In fact, we consider that a basis of \( \Gamma \) is chosen and then identify \( \Gamma \) with \( \mathbb{Z}^d \), and accordingly \( \hat{\Gamma} \) with \( \mathbb{Z}^d \).

As a consequence of these identifications we set \( \xi \cdot \mu = \sum_{j=1}^d \xi_j \mu_j \) for \( \xi \in \mathbb{T}^d \) and \( \mu \in \mathbb{Z}^d \), and define the Fourier transform for any \( f \in \ell^1(\mathbb{Z}^d) \) by

\[
[\mathcal{F} f](\xi) = \sum_{\mu \in \mathbb{Z}^d} e^{-2\pi i \xi \cdot \mu} f(\mu).
\] (3.1)

Its inverse is given by

\[
[\mathcal{F}^* u](\mu) = \int_{\mathbb{T}^d} d\xi e^{2\pi i \xi \cdot \mu} u(\xi),
\]
with \( d\xi \) the usual measure on \( \mathbb{T}^d \). Note that another consequence of these identifications is the use of the additive notation for the composition of two elements of \( \mathbb{Z}^d \), instead of the multiplicative notation employed until now for the composition in \( \Gamma \).

The second necessary identification is between \( \ell^2(\mathbb{X}) \) and \( \mathbb{C}^n \). Observe firstly that because of the periodicity of the measure \( m_0 \), this measure is also well-defined on \( \mathbb{X} \) by the relation \( m_0(\hat{x}) := m_0(\hat{x}) \) and \( m_0(x) := m_0(\hat{x}) \). For simplicity, we keep the same notation for this measure on \( \mathbb{X} \). Then, since \( V(\mathbb{X}) = \{ x_1, \ldots, x_n \} \), the vector space \( \ell^2(\mathbb{X}) = \ell^2(\mathbb{X}, m_0) \) is of dimension \( n \). However, since the scalar product in \( \ell^2(\mathbb{X}) \) is defined with the measure \( m_0 \) while \( \mathbb{C}^n \) is endowed with the standard scalar product, one unitary transformation has to be defined. More precisely, one sets \( \mathcal{F} : \ell^2(\mathbb{X}) \to \mathbb{C}^n \) acting on any \( \varphi \in \ell^2(\mathbb{X}) \) as

\[
\mathcal{F} \varphi := (m_0(x_1)^{\frac{1}{2}} \varphi(x_1), m_0(x_2)^{\frac{1}{2}} \varphi(x_2), \ldots, m_0(x_n)^{\frac{1}{2}} \varphi(x_n)).
\] (3.2)

This map defines clearly a unitary transformation between \( \ell^2(\mathbb{X}) \) and \( \mathbb{C}^n \).

Let us now consider the Hilbert spaces \( \ell^2(X, m_0) \) and \( L^2(\mathbb{T}^d; \ell^2(\mathbb{X})) \). We define the map \( \mathcal{U} : C_c(\mathbb{X}) \to L^2(\mathbb{T}^d; \ell^2(\mathbb{X})) \) for \( f \in C_c(\mathbb{X}), \xi \in \mathbb{T}^d, \) and \( \vec{x} \in V(\mathbb{X}) \) by

\[
[\mathcal{U} f](\xi, \vec{x}) := \sum_{\mu \in \hat{\Gamma}} e^{-2\pi i \xi \cdot \mu} f(\mu \vec{x}).
\] (3.3)

Clearly, the map \( \mathcal{U} \) corresponds the composition of two maps: the identification of \( \ell^2(X, m_0) \) with \( \ell^2(\mathbb{Z}^d; \ell^2(\mathbb{X})) \) and the Fourier transform introduced in (3.1). As a consequence, \( \mathcal{U} \) extends
to a unitary map from $\ell^2(X, m_0)$ to $L^2(\mathbb{T}^d; \ell^2(X))$, and we shall keep the same notation for this continuous extension. The formula for its adjoint is then given on any $u \in L^1(\mathbb{T}^d; \ell^2(X))$ by

$$[\mathcal{W}^* u](x) = \int_{\mathbb{T}^d} d\xi e^{2\pi i \xi \cdot |x|} u(\xi, \hat{x}).$$

Finally, the composed map $\mathcal{W}^*\mathcal{W}$ provides a unitary map between $\ell^2(X, m_0)$ and $L^2(\mathbb{T}^d; \mathbb{C}^n)$.

We can now state the main result of this section, and refer to [20, Prop. 4.7] for its proof. Note that we use the common notation $\delta_{j\ell}$ for the Kronecker delta function, and that the index map $\eta$ has been introduced in Section 2.2.

**Proposition 3.2.** Let $(X, \mathcal{X}, \omega, \Gamma)$ be a topological crystal and let $m_0$ be a $\Gamma$-periodic measure on $X$. Let $R_0$ be a real $\Gamma$-periodic function defined on $V(X)$. Then the periodic Schrödinger operator $H_0 := -\Delta(X, m_0) + R_0$ is unitarily equivalent to a bounded analytically fibered operator in $L^2(\mathbb{T}^d; \mathbb{C}^n)$, namely $\mathcal{W} H_0 \mathcal{W}^* \mathcal{W}$ is equal to the operator defined by the function $h_0 : \mathbb{T}^d \to M_n(\mathbb{C})$ with

$$h_0(\xi)_{j\ell} := -\sum_{\varepsilon = (j, \xi \ell)} \frac{m_0(\xi)}{m_0(\varepsilon)} e^{2\pi i \varepsilon \cdot \eta(\xi)} + (\deg_{m_0}(\xi_j) + R_0(\xi_j)) \delta_{j\ell}$$

for any $\xi \in \mathbb{T}^d$ and $j, \ell \in \{1, \ldots, n\}$.

### 3.2 Mourre theory

In this section we first recall some definitions related to Mourre theory, such as some regularity conditions as well as the meaning of a Mourre estimate. This version of Mourre theory is suitable for bounded operators, a more general version and more information are provided in [1, Chap. 7].

Let us consider a Hilbert space $\mathcal{H}$ with scalar product $\langle \cdot, \cdot \rangle$ and norm $\| \cdot \|$. Let also $S$ and $A$ be two self-adjoint operators in $\mathcal{H}$. The operator $S$ is assumed to be bounded, and we write $\mathcal{D}(A)$ for the domain of $A$. The spectrum of $S$ is denoted by $\sigma(S)$ and its spectral measure by $E^S(\cdot)$. For shortness, we also use the notation $E^S(\lambda; \varepsilon) := E^S((\lambda - \varepsilon, \lambda + \varepsilon))$ for all $\lambda \in \mathbb{R}$ and $\varepsilon > 0$.

The operator $S$ belongs to $C^1(A)$ if the map

$$\mathbb{R} \ni t \mapsto e^{-itA} S e^{itA} \in \mathcal{B}(\mathcal{H})$$

is strongly of class $C^1$ in $\mathcal{H}$. Equivalently, $S \in C^1(A)$ if the quadratic form

$$\mathcal{D}(A) \ni \varphi \mapsto \langle iA\varphi, S\varphi \rangle - \langle iS\varphi, A\varphi \rangle \in \mathbb{C}$$

is continuous in the topology of $\mathcal{H}$. In such a case, this form extends uniquely to a continuous form on $\mathcal{H}$, and the corresponding bounded self-adjoint operator is denoted by $[iS, A]$. This $C^1(A)$-regularity of $S$ with respect to $A$ is the basic ingredient for any investigation in Mourre theory.

Let us also define some stronger regularity conditions. First of all, $S \in C^2(A)$ if the map (3.4) is strongly of class $C^2$ in $\mathcal{H}$. A weaker condition can be expressed as follows: $S \in C^{1,1}(A)$ if

$$\int_0^1 \frac{dt}{t^2} \left\| e^{-itA} S e^{itA} + e^{itA} S e^{-itA} - 2S \right\| < \infty.$$
Then, the following inclusions hold: $C^2(A) \subset C^{1,1}(A) \subset C^1(A)$.

For any $S \in C^1(A)$, let us now introduce two subsets of $\mathbb{R}$ which will play a central role. The first one is called the Mourre set of $S$ with respect to $A$, and for the definition of the second one we denote by $\mathcal{K}(\mathcal{H})$ the set of compact operators on $\mathcal{H}$. Namely, one sets

$$
\mu^A(S) := \{ \lambda \in \mathbb{R} \mid \exists \varepsilon > 0, a > 0 \text{ s.t. } E^S(\lambda; \varepsilon)[iS, A]E^S(\lambda; \varepsilon) \geq aE^S(\lambda; \varepsilon) \}
$$

as well as the larger subset of $\mathbb{R}$ defined by

$$
\hat{\mu}^A(S) := \{ \lambda \in \mathbb{R} \mid \exists \varepsilon > 0, a > 0, K \in \mathcal{K}(\mathcal{H}) \text{ s.t. } E^S(\lambda; \varepsilon)[iS, A]E^S(\lambda; \varepsilon) \geq aE^S(\lambda; \varepsilon) + K \}.
$$

Let us still mention how a perturbative scheme can be developed. Consider a perturbation $K \in \mathcal{K}(\mathcal{H})$ and assume that $K$ is self-adjoint and belongs to $C^1(A)$. Even if $\mu^A(S)$ is known, it is usually quite difficult to compute the corresponding set $\mu^A(S + K)$ for the self-adjoint operator $S + K$. However, the set $\hat{\mu}^A(S)$ is much more stable since $\hat{\mu}^A(S) = \hat{\mu}^A(S + K)$, as a direct consequence of [1, Thm. 7.2.9]. Based on this observation, the following adaptation of [1, Thm. 7.4.2] can be stated in our context:

**Theorem 3.3.** Let $S$ be a self-adjoint element of $\mathcal{B}(\mathcal{H})$ and assume that $S \in C^{1,1}(A)$. Let $K \in \mathcal{K}(\mathcal{H})$ and assume that $K$ is self-adjoint and belongs to $C^1(A)$. Then, for any closed interval $I \subset \hat{\mu}^A(S)$ the operator $S + K$ has at most a finite number of eigenvalues in $I$, and no singular continuous spectrum in $I$.

In order to use the above framework and results, a conjugate operator for $H_0$ has to be exhibited. The construction of this operator is rather long and has been provided with details in [20]. For that reason, we shall not recall it here, but exhibit some important properties which will be used subsequently. In particular, let us just mention that its construction does not take place in the initial Hilbert space, but in the space $L^2(\mathbb{T}^d; \mathbb{C}^n)$ and for the self-adjoint and bounded analytically fibered operator $h_0$ introduced in Proposition 3.2. It heavily relies on real analytcity theory and on a classical result on stratifications of Hironaka. More precisely, the so-called Bloch variety

$$
\Sigma := \{ (\lambda, \xi) \in \mathbb{R} \times \mathbb{T}^d \mid \lambda \in \sigma(h_0(\xi)) \}
$$

together with its decomposition in a family of semi-analytic sets play a central role in the construction. In particular, they define a discrete set $\tau \subset \mathbb{R}$ of thresholds on which the spectral analysis of $h_0$ can not be carried out. By using the local property of the Bloch variety, and by following the seminal ideas presented in [8], a conjugate operator for $h_0$ is constructed in [20, Sec. 5] and the main result of that section reads:

**Theorem 3.4** (Thm. 5.7 of [20]). Let $h_0$ be the multiplication operator in $L^2(\mathbb{T}^d; \mathbb{C}^n)$ defined by the real analytic function $\mathbb{T}^d \to M_n(\mathbb{C})$ introduced in Proposition 3.2. Let $\tau$ be the set of thresholds mentioned above and let $I$ be any closed interval in $\mathbb{R} \setminus \tau$. Then, there exists a self-adjoint operator $A_I$ satisfying the following two properties:

(i) the operator $h_0$ belongs to $C^2(A_I)$,

(ii) there exists a constant $a_I > 0$ such that

$$
E^{h_0}(I)[ih_0, A_I]E^{h_0}(I) \geq a_IE^{h_0}(I).
$$

(3.5)
Let us conclude this section with a few remarks borrowed from [20]. First of all, as a consequence of (3.5), it follows that for any closed interval \( I \equiv [a, b] \subset \mathbb{R} \setminus \tau \), one has

\[
(a, b) \subset \mu^{A_l}(h_0) \subset \tilde{\mu}^{A_l}(h_0). \tag{3.6}
\]

Secondly, the operator \( A_l \) is essentially self-adjoint on \( C^\infty(T^d; \mathbb{C}^n) \). Now, let us set \( \Delta_{T^d} \) for the Laplace operator on \( L^2(T^d) \), and define \( \Lambda := (1 - \Delta_{T^d})^{1/2} \otimes \mathbb{I}_n \) which is a self-adjoint operator in \( L^2(T^d; \mathbb{C}^n) \). This operator satisfies \( \mathcal{D}(\Lambda) = \mathcal{H}^1(T^d; \mathbb{C}^n) \), where \( \mathcal{H}^1(T^d; \mathbb{C}^n) \) is the 1st Sobolev space on \( T^d \) with values in \( \mathbb{C}^n \), and the inclusion \( \mathcal{D}(\Lambda) \subset \mathcal{D}(A_l) \) holds. In addition, the closure of the operator \( \Lambda^{-2}A_l^2 \), defined on the domain \( \mathcal{D}(A_l^2) \), corresponds to a bounded operator in \( L^2(T^d; \mathbb{C}^n) \). This information will be used later for an application of the abstract result for short-range type perturbations presented in [1, Thm. 7.5.8].

### 4 Proof of the main result

In this section we provide the proof of the main result. At a technical level, our work consists in considering the difference between the operator \( H \) introduced in (2.2) and the periodic operator \( H_0 \) introduced in (2.3), and to show that this difference belongs to \( C^{1,1}(A_l) \). An application of Mourre theory will then lead to the results.

The first result is obtained by a simple computation, using the unitary transformations \( \mathcal{J} \), \( \mathcal{F} \), and \( \mathcal{W} \) introduced respectively in (2.5), (3.2), and (3.3). For its statement, let us define the following convenient map:

\[
\iota : V(X) \rightarrow \{1, \ldots, n\}, \quad x_i(x) := \hat{x},
\]

which associates to any \( x \in V(X) \) the index of the representative \( x_j \in V(X) \) which belongs to the same orbit under the action of the group \( \mathbb{Z}^d \). Note that we shall also use the natural identification of \( \mathcal{F} \) with \( \mathcal{F} \otimes \mathbb{I}_n \) whenever necessary.

**Lemma 4.1.** In the framework considered above, the following equality holds in \( L^2(T^d; \mathbb{C}^n) \):

\[
\mathcal{J} \mathcal{W} (\Delta(X, m_0) - \mathcal{J}^* \Delta(X, m) \mathcal{J}) \mathcal{W}^* \mathcal{J}^* = \mathfrak{Op}(b) + \mathcal{F} L_- \mathfrak{F}^* - \mathcal{F} L_+ \mathfrak{F}^*, \tag{4.1}
\]

where \( \mathfrak{Op}(b) \) is the toroidal pseudodifferential operator with symbol \( b \) defined in [20, Prop. 6.6] and with \( m(e) := m_0(e) \) for any \( e \in F_- \), and \( L_\pm \) are given on \( \varphi \in C_c(\mathbb{Z}^d; \mathbb{C}^n) \) and \( \mu \in \mathbb{Z}^d \) by

\[
[L_- \varphi]_j(\mu) := \sum_{e \in A(F_-)_{\mu x_j}} \frac{m_0(e)}{m(\mu x_j)^{1/2} m(\{t(e)\})^{1/2}} \varphi(t(e))(\{t(e)\}) - \sum_{e \in A(F_-)_{\mu x_j}} \frac{m_0(e)}{m(\mu x_j)} \varphi_j(\mu) \tag{4.2}
\]

and

\[
[L_+ \varphi]_j(\mu) := \sum_{e \in A(F_+)_{\mu x_j}} \frac{m(e)}{m(\mu x_j)^{1/2} m(\{t(e)\})^{1/2}} \varphi(t(e))(\{t(e)\}) - \sum_{e \in A(F_+)_{\mu x_j}} \frac{m(e)}{m(\mu x_j)} \varphi_j(\mu). \tag{4.3}
\]

In the previous statement, the term \( \mathfrak{Op}(b) \) has been thoroughly studied in [20], we shall not reproduce its analysis here. On the other hand, we shall concentrate on the terms \( L_\pm \). The summations in \( L_- \) contain only a finite number of contributions, and this term can be
easily treated separately. Alternatively, since the two expressions (4.2) and (4.3) are formally the same, the study of $L_-$ can be mimicked from the analysis of $L_+$ provided below, once it is observed that the conditions of the next proposition are always satisfied for the finite set $F_-$. For the next statement, recall that the partial degree function $\deg_{F_+}$ has been introduced in (2.4).

**Proposition 4.2.** Assume that the measure $m$ satisfies

$$
\int_1^\infty d\lambda \sup_{\lambda<||x||<2\lambda} \deg_{F_+}(x) < \infty, 
$$

$$
\int_1^\infty d\lambda \sup_{x\in V(\lambda)} \left( \sum_{e\in A(F_+)_\lambda} \frac{m(e)}{m(o(e))} \right) < \infty. 
$$

Then the term $\mathcal{F}L_+\mathcal{F}^*$ belongs to $C^{1,1}(A_I)$.

**Proof.** This proof consists in an application of an abstract result presented in [1, Thm. 7.5.8]. We shall thus check the assumptions of this theorem with $\mathcal{G} = \mathcal{H} = L^2(\mathbb{T}^d; \mathbb{C}^n)$ and $\Lambda := (I - \Delta_{\mathbb{T}^d})^{\frac{d}{2}} \otimes I_n$. Thanks to the information at the end of section 3.2, it suffices to show that there exists $\theta \in C_c^\infty((0, \infty))$ not identically zero such that

$$
\int_1^\infty d\lambda \left\| \theta \left( \frac{\Lambda}{\lambda} \right) \mathcal{F}L_+\mathcal{F}^* \right\|_{B(L^2(\mathbb{T}^d; \mathbb{C}^n))} < \infty. 
$$

From now we consider $\theta \in C_c^\infty((0, \infty); [0, 1])$ with support contained in $(\sqrt{2}, 2)$. Then one has

$$
\left\| \theta \left( \frac{\Lambda}{\lambda} \right) \mathcal{F}L_+\mathcal{F}^* \right\|_{B(L^2(\mathbb{T}^d; \mathbb{C}^n))} = \left\| \theta \left( \frac{(N)}{\lambda} \right) L_+ \right\|_{B(\ell^2(\mathbb{Z}^d; \mathbb{C}^n))},
$$

where $(N)$ denotes the multiplication operator by the function $\mu \mapsto (1 + |\mu|^2)^{\frac{1}{2}}$ in $\ell^2(\mathbb{Z}^d; \mathbb{C}^n)$. For $\varphi = (\varphi_1, \ldots, \varphi_n)$ with each $\varphi_j \in C_c(\mathbb{Z}^d)$, one has

$$
\left\| \theta \left( \frac{(N)}{\lambda} \right) L_+\varphi \right\|_{\ell^2(\mathbb{Z}^d; \mathbb{C}^n)}^2 
= \sum_{\mu \in \mathbb{Z}^d} \sum_{j=1}^n \left| \theta \left( \frac{\mu}{\lambda} \right) \sum_{e \in A(F_+)_{\mu \lambda}} \frac{m(e)}{m(\mu x_j)} \varphi_j(t(e)) \left( [t(e)] \right) \frac{1}{m(\mu x_j)} \varphi_j(\mu) \right|^2 
\leq 2 \sum_{\mu \in \mathbb{Z}^d} \sum_{j=1}^n \theta \left( \frac{\mu}{\lambda} \right)^2 \left( \sum_{e \in A(F_+)_{\mu \lambda}} \frac{m(e)}{m(\mu x_j)} \varphi_j(t(e)) \left( [t(e)] \right) \right)^2 
+ \sum_{e \in A(F_+)_{\mu \lambda}} \frac{m(e)}{m(\mu x_j)} \varphi_j(\mu)^2.
$$

(4.7)
Using Fubini’s theorem and considering opposite arrows $\bar{e}$ instead of $e$, the first term can be estimated as follows:

$$
\sum_{\mu \in \mathbb{Z}^d} \sum_{j=1}^n \left| \theta \left( \frac{\langle \mu \rangle}{\lambda} \right) \sum_{e \in A(F_+)} \frac{m(e)}{m(\mu x_j)} \right|^2 |\varphi_{i(t(e))}(\lfloor t(e) \rfloor)|^2
\leq \sum_{\mu \in \mathbb{Z}^d} \sum_{j=1}^n \theta \left( \frac{\langle \mu \rangle}{\lambda} \right)^2 \left( \sum_{e \in A(F_+)} \frac{m(e)}{m(\mu x_j)} \right) \left( \sum_{e \in A(F_+)} \frac{m(e)}{m(t(e))} |\varphi_{i(t(e))}(\lfloor t(e) \rfloor)|^2 \right)
\leq C \sum_{\mu \in \mathbb{Z}^d} \sum_{j=1}^n \theta \left( \frac{\langle \mu \rangle}{\lambda} \right)^2 \sum_{e \in A(F_+)} \frac{m(e)}{m(\mu x_j)} |\varphi_{i(t(e))}(\lfloor t(e) \rfloor)|^2
= C \sum_{e \in A(F_+)} \theta \left( \frac{|\langle o(e) \rangle|}{\lambda} \right)^2 \frac{m(e)}{m(t(e))} |\varphi_{i(o(e))}(\lfloor o(e) \rfloor)|^2
= C \sum_{e \in A(F_+)} \theta \left( \frac{|\langle t(e) \rangle|}{\lambda} \right)^2 \frac{m(e)}{m(o(e))} |\varphi_{j(o(e))}(\lfloor o(e) \rfloor)|^2
\leq C \sum_{\mu \in \mathbb{Z}^d} \sum_{j=1}^n \sum_{e \in A(F_+)} \theta \left( \frac{|\langle t(e) \rangle|}{\lambda} \right)^2 \frac{m(e)}{m(\mu x_j)} |\varphi_{j}(\mu)|^2,
$$

where $C$ is a bound for the function $\deg_m$. Thus, if we define $\vartheta_1 : \mathbb{Z}^d \times [1, \infty) \to M_n(\mathbb{C})$ by

$$
\vartheta_1(\mu, \lambda)_{jj} := \left( \sum_{e \in A(F_+)} \frac{m(e)}{m(\mu x_j)} \right)^{\frac{1}{2}}  \sum_{2\lambda^2-1 \leq |\langle t(e) \rangle| \leq 4\lambda^2-1} \frac{m(e)}{m(\mu x_j)} |\varphi_{j}(\mu)|^2,
$$

and $\vartheta_1(\mu, \lambda)_{ij} = 0$ if $j \neq \ell$, then we obtain

$$
\sum_{\mu \in \mathbb{Z}^d} \sum_{j=1}^n \sum_{e \in A(F_+)} \frac{m(e)}{m(\mu x_j)} |\varphi_{j}(\mu)|^2 = \|\vartheta_1(N, \lambda)\varphi\|^2_{L^2(\mathbb{Z}^d; \mathbb{C}^n)}
\leq \|\vartheta_1(N, \lambda)\|^2_{B(L^2(\mathbb{Z}^d; \mathbb{C}^n))} \|\varphi\|^2_{L^2(\mathbb{Z}^d; \mathbb{C}^n)}.
$$

Here the notation $\vartheta_1(N, \lambda)$ means simply the multiplication operator by the function $\mu \mapsto$
\( \vartheta_1(\mu, \lambda) \). Since \( \lambda^2 \leq 2\lambda^2 - 1 \) for any \( \lambda \geq 1 \), and since \( 4\lambda^2 - 1 < 4\lambda^2 \), we finally observe that

\[
\| \vartheta_1(N, \lambda) \|_{B(\ell^2(\mathbb{Z}^d; \mathbb{C}^n))} = \sup_{\mu \in \mathbb{Z}^d} \max_{1 \leq j \leq n} \vartheta_1(\mu, \lambda)_{jj} = \sup_{\mu \in \mathbb{Z}^d} \max_{1 \leq j \leq n} \left\| \sum_{e \in A(\mathcal{F}_+)_{\mu x_j}} \frac{m(e)}{m(\mu x_j)} \right\|_{2\lambda^2 - 1 \leq \|\delta(e)\| \leq 4\lambda^2 - 1} \leq \sup_{\mu \in \mathbb{Z}^d} \max_{1 \leq j \leq n} \left\| \sum_{e \in A(\mathcal{F}_+)_{\mu x_j}} \frac{m(e)}{m(\mu x_j)} \right\|_{\lambda \leq \|\delta(e)\| \leq 2\lambda} = \sup_{x \in V(\mathcal{X})} \left\| \sum_{e \in A(\mathcal{F}_+)_{x}} \frac{m(e)}{m(\mu o(e))} \right\|_{\lambda \leq \|\delta(e)\| \leq 2\lambda},
\]

For the second term in (4.7), let us define \( \vartheta_2 : \mathbb{Z}^d \to M_n(\mathbb{C}) \) by

\[
\vartheta_2(\mu)_{jj} := \sum_{e \in A(\mathcal{F}_+)_{\mu x_j}} \frac{m(e)}{m(\mu x_j)}
\]

and \( \vartheta_2(\mu)_{j\ell} = 0 \) if \( j \neq \ell \). Then the second term in (4.7) can be computed as

\[
\sum_{\mu \in \mathbb{Z}^d} \sum_{j=1}^{n} \left| \theta \left( \frac{\langle \mu \rangle}{\lambda} \right) \sum_{e \in A(\mathcal{F}_+)_{\mu x_j}} \frac{m(e)}{m(\mu x_j)} \varphi_j(\mu) \right|^2 = \left\| \theta \left( \frac{\langle N \rangle}{\lambda} \right) \vartheta_2(N) \varphi \right\|_{\ell^2(\mathbb{Z}^d; \mathbb{C}^n)}^2,
\]

and one has for \( \lambda \geq 1 \)

\[
\left\| \theta \left( \frac{\langle N \rangle}{\lambda} \right) \vartheta_2(N) \right\|_{B(\ell^2(\mathbb{Z}^d; \mathbb{C}^n))} \leq \sup_{\lambda < |\mu| < 2\lambda} \max_{1 \leq j \leq n} \sum_{e \in A(\mathcal{F}_+)_{\mu x_j}} \frac{m(e)}{m(\mu x_j)},
\]

By inserting the estimates (4.8) and (4.9) in (4.6), one obtains the assumptions of the statement. As a consequence, one has checked all assumptions of [1, Thm. 7.5.8], from which one deduces that \( \mathcal{F} L_+ \mathcal{F}^* \) belongs to \( C^{1,1}(A_T) \). \( \square \)

In the next statement, we summarize the regularity result. The initial framework is a topological crystal \((X, \mathcal{X}, \omega, \mathbb{Z}^d)\) with \( X = (V(X), E(X)) \) together with a \( \mathbb{Z}^d \)-periodic measure \( m_0 \) and a \( \mathbb{Z}^d \)-periodic function \( R_0 : V(X) \to \mathbb{R} \).

**Proposition 4.3.** Let \( F_+ \) be a possibly infinite set of unoriented new edges, let \( F_- \) be a finite subset of \( E(X) \), and consider the graph \( \mathcal{X} = (V(\mathcal{X}), E(\mathcal{X})) \) given by \( V(\mathcal{X}) := V(X) \) and \( E(\mathcal{X}) := (E(X) \setminus F_-) \cup F_+ \). Assume that the measure \( m \) on \( \mathcal{X} \) satisfies

\[
\int_1^\infty d\lambda \sup_{\lambda < |\mu| < 2\lambda} \left| \sum_{e \in E(X) \setminus F_-} \frac{m(e)}{m(\mu o(e))} - \frac{m_0(e)}{m_0(\mu o(e))} \right| < \infty,
\]

(4.10)
together with conditions (4.4) and (4.5). Assume also that the function $R: V(\mathcal{X}) \to \mathbb{R}$ satisfies the decay condition
\begin{equation}
\int_1^\infty d\lambda \sup_{\lambda < |x| < 2\lambda} |R(x) - R_0(x)| < \infty,
\end{equation} (4.11)

Then the difference $I \mathcal{U} \left( ( - \Delta(X, m_0) + R_0) - I \mathcal{U}^* ( - \Delta(X, m) + R) \right) \mathcal{U}^* \mathcal{U}^*$ belongs to $C^{1,1}(A_I)$.

**Proof.** The proof simply consists in observing that Proposition 4.2 together with some results of [20] imply the statement. Indeed, instead of setting $m(e) = 0$ for any $e \in F_-$ let us set $m(e) := m_0(e)$ for any $e \in F_-$. Then, since $m(e) > 0$ for all $e \in E(X)$, and since the assumptions (4.10) and (4.11) imply the assumptions of Lemmas 6.7 and 6.8 of [20], it follows that the term $\mathcal{O}_p(b)$ mentioned in Lemma 4.1 and the difference $I \mathcal{U} (R_0 - I \mathcal{U}^* R I) \mathcal{U}^* \mathcal{U}^*$ belong to $C^{1,1}(A_I)$. For the remaining two contributions exhibited in Lemma 4.1, the term $\mathcal{F} L_+ \mathcal{F}^*$ has been treated in details in Proposition 4.2. The term $\mathcal{F} L_+ \mathcal{F}^*$, which is much simpler because it contains only a finite sum, can be treated as $\mathcal{F} L_+ \mathcal{F}^*$, once it is observed that conditions (4.4) and (4.5) are satisfied for $F_-$ replacing $F_+$.

**Proof of Theorem 2.2.** For the first two statements of the main theorem, we shall rely on Theorem 3.3 with $S = h_0$ and $K$ defined by

$\mathcal{I} \mathcal{U} \left( H_0 - \mathcal{I} \mathcal{U}^* H \right) \mathcal{I} \mathcal{U}^* \mathcal{U}^* = -\mathcal{O}_p(b) - \mathcal{F} L_- \mathcal{F}^* + \mathcal{F} L_+ \mathcal{F}^* + \mathcal{I} \mathcal{U} (R_0 - \mathcal{I} \mathcal{U}^* R \mathcal{I}) \mathcal{U}^* \mathcal{F}^*$, (4.12)

where we have used the expressions provided in (4.1). Clearly, the regularity condition on $h_0$ follows from Theorem 3.4. Also, as a consequence of Proposition 4.3 the terms in (4.12) belong to $C^{1,1}(A_I)$. Let us now check the compactness of the terms defined in the r.h.s. of (4.12).

The compactness of the operator $\mathcal{O}_p(b)$ has already been obtained in the proof of [20, Thm. 2.3], under the assumption (2.6). Since $L_-$ is a finite rank operator, it is compact. For the proof of the compactness of $L_+$ and for each $m \in \mathbb{N}$, let $L_{+, m}$ be the finite rank operator defined by $L_{+, m} := \chi_{[0, m]}((N)) L_+$ where $\chi_{[0, m]}$ is the characteristic function on the interval $[0, m]$. Consider also $\eta \in C^\infty((0, \infty); [0, 1])$ satisfying

$$
\eta(s) := \begin{cases} 0 & \text{if } s \leq \sqrt{2} \\ 1 & \text{if } s \geq 2. 
\end{cases}
$$

According to [1, Rem. 7.6.9], the decay assumptions (2.7) and (2.8) also imply the estimate $\int_1^\infty d\lambda \|\eta\left(\frac{\lambda}{\sqrt{2}}\right) L_+ \|_{\mathcal{B}(L^2(\mathbb{R}^d; C^n))} < \infty$, as in the proof of Proposition 4.2. In addition, since the expression $\|\eta\left(\frac{\lambda}{\sqrt{2}}\right) L_+ \|_{\mathcal{B}(L^2(\mathbb{R}^d; C^n))}$ is non-increasing as $\lambda$ increases, it readily follows that $\|\eta\left(\frac{\lambda}{\sqrt{2}}\right) L_+ \|_{\mathcal{B}(L^2(\mathbb{R}^d; C^n))} \to 0$ as $\lambda \to \infty$. Recall now that the operator $\Lambda := (I - \Delta_{\mathcal{T}})^{1/2} \otimes I_n$ has been introduced at the end of Section 3.2. From the above argument, one infers that

$$
\lim_{m \to \infty} \|\mathcal{F} L_+ \mathcal{F}^* - \chi_{[0, m]}(\Lambda) \mathcal{F} L_+ \mathcal{F}^* \|_{\mathcal{B}(L^2(\mathbb{T}^d; C^n))} = \lim_{m \to \infty} \|L_+ - L_{+, m}\|_{\mathcal{B}(L^2(\mathbb{T}^d; C^n))} = \lim_{m \to \infty} \|\chi_{(m, \infty)}((N)) L_+ \|_{\mathcal{B}(L^2(\mathbb{T}^d; C^n))} = 0
$$
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which leads to the compactness of $\mathcal{F}L_+\mathcal{F}^*$. Note also that the compactness of $R_0 - \mathcal{J}^*R\mathcal{J}$ follows by a similar but much simpler argument, using the decay condition (2.9).

We are thus in a suitable position for using Theorem 3.3 with $S = h_0$ and $K$ defined by (4.12). For $\tilde{\mu}^A_i(h_0)$, one can use the result obtained in (3.6), by considering a slightly bigger interval $I'$ with $I \subset I' \subset \mathbb{R} \setminus \tau$. Then, statements 1. and 2. of Theorem 2.2 follow from Theorem 3.3 by taking into account the conjugation by the unitary transform $\mathcal{J} \mathcal{U}$.

For the existence and completeness of the wave operators, observe first that since $\mathcal{J}$ is unitary, these properties for $W_\pm(H, H_0; \mathcal{J}, I)$ are equivalent to the same properties for $W_\pm(\mathcal{J}^*H \mathcal{J}, H_0; I)$. Then, by using again the unitary transform $\mathcal{J} \mathcal{U}$, one observes that this is still equivalent to the existence and the completeness of

$$W_\pm(\mathcal{J} \mathcal{U} \mathcal{J}^*H \mathcal{J} \mathcal{U}^* \mathcal{J}^*; I).$$

Such properties will now be deduced from [1, Theorem 7.4.3]. Indeed, according to that statement, if the difference (4.12) belongs to $\mathcal{J} \mathcal{U} H \mathcal{J} \mathcal{U}^* \mathcal{J}^*; I$, the closure of $L^2(\mathbb{T}^d; \mathbb{C}^n)$ in $\mathcal{J} \mathcal{U}$, then the local wave operators (4.13) exist and are complete.

In order to check this condition, recall that the operator $\Lambda$ satisfies $D(\Lambda) \subset D(A_1)$. It then follows that $\mathcal{L} := (D(\Lambda), L^2(\mathbb{T}^d; \mathbb{C}^n))_{\frac{1}{2}, 1} \subset (D(A_1), L^2(\mathbb{T}^d; \mathbb{C}^n))_{\frac{1}{2}, 1}$, as shown for example in [1, Corol. 2.6.3], and then $\mathcal{B}(\mathcal{L}^*, \mathcal{L}) \subset \mathcal{B}(\mathcal{R}^*, \mathcal{R})$. However, we shall still consider the Fourier transform version of these spaces. More precisely, let us set $\mathfrak{R} := \mathcal{F}^*(D(\Lambda), L^2(\mathbb{T}^d; \mathbb{C}^n))_{\frac{1}{2}, 1}$, which is equal to $(D((N)), l^2(\mathbb{Z}^d; \mathbb{C}^n))_{\frac{1}{2}, 1}$. Accordingly, one has to show that

$$Z := \mathcal{F}^* \mathcal{J} \mathcal{U} \mathcal{J}^*H \mathcal{J} \mathcal{U}^* \mathcal{J}^* \mathcal{F} \in \mathcal{B}(\mathfrak{R}^*, \mathfrak{R}).$$

Fortunately, this term has already been computed (here or in [20, Sec. 6]), and when acting on $\varphi = (\varphi_1, \ldots, \varphi_n)$ with each $\varphi_j \in C_c(\mathbb{Z}^d)$, it is given by

$$[Z \varphi]_j(\mu) = \left[ \sum_{t \in A(\mathfrak{I})} \left( [T(\epsilon)](N) \varphi - S_\eta(\epsilon)[K(\epsilon)](N) \right) + r_\delta(N) - L_+ + L_- \right] \varphi_j(\mu).$$

Here the operator functions $[K(\epsilon)](N)$ and $[T(\epsilon)](N)$ are matrix valued multiplication operators defined by the functions $K(\epsilon) : \mathbb{Z}^d \rightarrow M_n(\mathbb{C})$ and $T(\epsilon) : \mathbb{Z}^d \rightarrow M_n(\mathbb{C})$ with

$$[K(\epsilon)](\mu)_{j\ell} := \left\{ \begin{array}{ll} \frac{m_{(\mu-\eta)(\epsilon))}}{m(\mu-\eta(\epsilon) t(\ell))} - \frac{m_0(\epsilon)}{m_0(\epsilon)(\mu(\epsilon))^{2 \delta_{j\ell}}} & \text{if } o(\epsilon) = x_j, t(\epsilon) = x_\ell \\
0 & \text{otherwise} \end{array} \right.$$ 

and

$$[T(\epsilon)](\mu)_{j\ell} := \left\{ \begin{array}{ll} \frac{m(\mu)}{m(\mu(\epsilon))} - \frac{m_0(\epsilon)}{m_0(\epsilon)(\mu(\epsilon))} & \text{if } o(\epsilon) = x_j \text{ and } j = \ell \\
0 & \text{otherwise} \end{array} \right.$$ 

with the convention that $m(e) := m_0(e)$ for any $e \in F_-$. Also, the multiplication operator $r_\delta(N)$ is defined by the function $r_\delta : \mathbb{Z}^d \rightarrow M_n(\mathbb{C})$ with

$$r_\delta(\mu)_{j\ell} := (R(\mu x_j) - R_0(\mu x_j)) \delta_{j\ell}.$$ 

For any $\nu$ we have also used $S_\nu$ for the shift operator by $\nu$ acting on any $\varphi \in l^2(\mathbb{Z}^d; \mathbb{C}^n)$ as $[S_\nu \varphi](\mu) := \varphi(\mu + \nu)$. 
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In [20, Sec. 6] it has been shown that an estimate of the form
\[ \int_1^\infty d\lambda \sup_{\lambda < |\mu| < 2\lambda} \|M(\mu)\|_{\mathcal{B}(\ell^2(\mathbb{Z}^d;\mathbb{C}^n))} < \infty, \tag{4.16} \]
is satisfied for $M$ replaced by $K(\epsilon)$, $T(\epsilon)$ or by $r_s$. Then, by an application of [20, Lem. 6.3] one immediately deduces that the operators $K(\epsilon)$, $S_{n(\epsilon)}T(\epsilon)$, and $r_s$ belong to $\mathcal{B}(\mathfrak{M}^\circ, \mathfrak{M})$, and so does the finite sum of them appearing in (4.15). Note that the same argument applies for the second term appearing in the definition of $L_+$, see (4.3). Indeed, by setting $M(\mu)_{jj} := \deg_{F_+}(\mu x_j)$ and $M(\mu)_{j\ell} = 0$ if $j \neq \ell$, then the assumption (2.7) implies that the above condition (4.16) is satisfied, and therefore [20, Lem. 6.3] can also be applied. Obviously, the same is true for the second term of $L_-$, since the sum is finite.

Unfortunately, the same approach does not hold for the first term in $L_+$ since this term is highly non-local. Note that the same is true for the first term in $L_-$, but since the sum in this term is finite, it can be easily treated (or treated like $L_-$). For the first term $L_+^1$ in $L_+$ we shall impose a slightly stronger condition, namely we shall impose that $L_+^1 \in \mathcal{B}(\mathcal{G}^s, \mathcal{G})$, with $\mathcal{G} := \mathcal{D}(\langle N \rangle^s)$ for some $s > 1/2$. Then, since $\mathcal{D}(\langle N \rangle^s) \subset (\mathcal{D}(\langle N \rangle), \ell^2(\mathbb{Z}^d; \mathbb{C}^n))_{\frac{1}{2} s}$, as shown in [1, Prop. 2.4.1 & 2.8.1] it follows that $L_+^1 \in \mathcal{B}(\mathfrak{M}^\circ, \mathfrak{M})$, as required. Thus, we are left with proving that $\langle N \rangle^s L_+^1 \langle N \rangle^s \in \mathcal{B}(\ell^2(\mathbb{Z}^d; \mathbb{C}^n))$ for some $s > 1/2$.

As in the proof of Proposition 4.2 one has
\[ \|\langle N \rangle^s L_+^1 \langle N \rangle^s \varphi\|^2_{\ell^2(\mathbb{Z}^d; \mathbb{C}^n)} \]
\[ = \sum_{\mu \in \mathbb{Z}^d} \sum_{j=1}^n \left| \langle \mu \rangle^s \sum_{e \in A(F_+)_{\mu x_j}} \frac{m(e)}{m(\mu x_j)^{1/2} m(t(e))^{1/2}} \right| \langle t(e) \rangle^s \varphi_{\ell(t(e))}(\langle t(e) \rangle) \right|^2 \]
\[ \leq C \sum_{\mu \in \mathbb{Z}^d} \sum_{j=1}^n \sum_{e \in A(F_+)_{\mu x_j}} \langle \mu \rangle^{2s} \frac{m(e)}{m(t(e))} \left| \langle t(e) \rangle \right|^{2s} \left| \varphi_{\ell(t(e))}(\langle t(e) \rangle) \right|^2 \]
\[ = C \sum_{\mu \in \mathbb{Z}^d} \sum_{j=1}^n \sum_{e \in A(F_+)_{\mu x_j}} \langle t(e) \rangle^{2s} \frac{m(e)}{m(\mu x_j)} \langle \mu \rangle^{2s} \left| \varphi_{\ell(t(e))}(\langle t(e) \rangle) \right|^2, \]
where $C$ is a bound for the function $\deg_{\mathcal{G}} m$. Thus, if we define $\vartheta_3 : \mathbb{Z}^d \to M_n(\mathbb{C})$ by
\[ \vartheta_3(\mu)_{jj} := \sqrt{\langle \mu \rangle^{2s} \sum_{e \in A(F_+)_{\mu x_j}} \frac{m(e)}{m(\mu x_j)} \langle t(e) \rangle^{2s} \left| \varphi_{\ell(t(e))}(\langle t(e) \rangle) \right|^2}, \]
and $\vartheta_3(\mu)_{j\ell} = 0$ if $j \neq \ell$, then we obtain
\[ \|\langle N \rangle^s L_+^1 \langle N \rangle^s \varphi\|^2_{\ell^2(\mathbb{Z}^d; \mathbb{C}^n)} \leq C \|\vartheta_3(N)\|_{\mathcal{B}(\ell^2(\mathbb{Z}^d; \mathbb{C}^n))} \|\varphi\|^2_{\ell^2(\mathbb{Z}^d; \mathbb{C}^n)}. \]
Since (2.10) is precisely the condition about the boundedness of $\vartheta_3$, one directly infers that $\langle N \rangle^s L_+^1 \langle N \rangle^s \in \mathcal{B}(\ell^2(\mathbb{Z}^d; \mathbb{C}^n))$ for some $s > 1/2$, and as a consequence the inclusion in (4.14) holds. \hfill \Box

Let us now prove that the examples mentioned in Section 1 satisfy the conditions of Theorem 2.2. For some computations we shall use the norm $| \cdot |_{\infty}$ on $\mathbb{Z}^d$ defined by $|\mu|_{\infty} = \max_{1 \leq j \leq d} |\mu_j|$. The inequalities $|\mu|_{\infty} \leq |\mu| \leq \sqrt{d} |\mu|_{\infty}$ will also be used at several places.
Proof of Example 1.1. Let us first check that \( \deg_m \) is bounded. Indeed one has for any \( x \in \mathbb{Z}^d \)

\[
\deg_m(x) = \sum_{e \in A(F)_x} m(e) + \sum_{e \in A(F)_x} m(e) \leq 2d + C \left\{ \sum_{y \neq 0} |y|^\alpha \right\} \quad \text{if } x = 0
\]

\[
\leq 2d + C \left\{ \sum_{|y| \leq 2} |y|^\alpha \right\} \quad \text{if } x \neq 0.
\]

Let \( \mathbb{Z}_{>0} \) be the set of positive integers, and define \( S_r := \{ y \in \mathbb{Z}^d \mid |y|_\infty = r \} \) for \( r \in \mathbb{Z}_{>0} \). If we also define \( B_r := \{ y \in \mathbb{Z}^d \mid |y|_\infty \leq r \} \), then the cardinality \( |S_r| \) of \( S_r \) is estimated as

\[
|S_r| = |B_r| - |B_{r-1}| = (2r + 1)^d - (2r - 1)^d \leq Mr^{d-1}
\]

for some \( M \) independent of \( r \). Taking this inequality into account, one infers that

\[
\sum_{y \neq 0} |y|^\alpha = \sum_{r \in \mathbb{Z}_{>0}} \sum_{y \in S_r} |y|^\alpha \leq \sum_{r \in \mathbb{Z}_{>0}} \sum_{y \in B_r} |y|^\alpha \leq M \sum_{r \in \mathbb{Z}_{>0}} r^{\alpha + d - 1}
\]

which is clearly bounded if \( \alpha < -d \).

Let us now check that conditions (2.7) and (2.8) are also satisfied. Indeed, by considering \( |x| \geq \lambda \geq 1 \), we obtain for (2.7)

\[
\int_1^\infty d\lambda \sup_{\lambda < |x| < 2\lambda} \sum_{e \in A(F)_x} m(e) \leq C \int_1^\infty \lambda^\alpha d\lambda,
\]

which is finite for \( \alpha < -1 \). For (2.8), observe that

\[
\sum_{\lambda \leq |y| \leq 2\lambda} |y|^\alpha \leq \sum_{\lambda \leq |y| \leq 2\lambda} |y|^\alpha \leq M \sum_{\lambda \leq r \leq 2\lambda} r^{\alpha + d - 1}
\]

\[
\leq M \left( \int_{\lambda}^{2\lambda} r^{\alpha + d - 1} dr + \left( \frac{\lambda}{\sqrt{d}} \right)^{\alpha + d - 1} \right)
\]

\[
= M \left( \frac{1}{\alpha + d} (2\lambda)^{\alpha + d} - \frac{1}{\alpha + d} \left( \frac{\lambda}{\sqrt{d}} \right)^{\alpha + d} + \left( \frac{\lambda}{\sqrt{d}} \right)^{\alpha + d - 1} \right).
\]

Then, we infer that

\[
\int_1^\infty d\lambda \sup_{x \in \mathbb{Z}} \sqrt{\sum_{e \in A(F)_x} m(e)} \leq \int_1^\infty d\lambda \sqrt{C \sum_{\lambda \leq |y| \leq 2\lambda} |y|^\alpha}
\]

\[
\leq \int_1^\infty d\lambda \sqrt{CM \left( \frac{1}{\alpha + d} (2\lambda)^{\alpha + d} - \frac{1}{\alpha + d} \left( \frac{\lambda}{\sqrt{d}} \right)^{\alpha + d} + \left( \frac{\lambda}{\sqrt{d}} \right)^{\alpha + d - 1} \right)}.
\]

The last term is finite if \( \frac{\alpha + d}{\alpha + d - 1} < -1 \), that is if \( \alpha < -d - 2 \).

Let us check condition (2.10). We consider \( s = \frac{d}{4} \), then we can easily show that condition (2.10) is satisfied if \( \alpha < -d - \frac{3}{2} \). Therefore, under \( \alpha < -d - 2 \), the local wave operators exist and are complete.

Proof of Example 1.2. Let us first check that $\deg_m$ is bounded. Indeed, one has for any $x \in \mathbb{Z}^d$

$$\deg_m(x) = \sum_{e \in A(F)_x} m(e) + \sum_{e \in A(F)_x} m(e) \leq 2d + C(1 + |x|)^\alpha \sum_{y \in \mathbb{Z}^d} (1 + |y|)^\alpha.$$ 

If $\alpha < -d$, the term $M := \sum_{y \in \mathbb{Z}^d} (1 + |y|)^\alpha$ is finite and $(1 + |x|)^\alpha \leq 1$, which implies that $\deg_m$ is bounded. With the same argument, one obtains that condition (2.7) is also satisfied. Indeed, one has

$$\int_1^\infty d\lambda \sup_{\lambda < |x| < 2\lambda} \sum_{e \in A(F)_x} m(e) \leq \int_1^\infty d\lambda \, CM'(1 + \lambda)^\alpha,$$

which is also finite if $\alpha < -1$. For condition (2.8), observe that

$$\sum_{e \in A(F)_x} \frac{m(e)}{\lambda \leq ||(e)|| \leq 2\lambda} \leq C(1 + |x|)^\alpha \sum_{\lambda \leq |y| \leq 2\lambda} (1 + |y|)^\alpha$$

$$= CM(1 + |x|)^\alpha \left( \frac{1}{\alpha + d}(2\lambda)^{\alpha + d} - \frac{1}{\alpha + d}(\frac{\lambda}{\sqrt{d}})^{\alpha + d} + (\frac{\lambda}{\sqrt{d}})^{\alpha + d - 1} \right).$$

Therefore, we obtain

$$\int_1^\infty d\lambda \sup_{x \in \mathbb{Z}} \sqrt{\sum_{e \in A(F)_x} m(e) \lambda \leq ||(e)|| \leq 2\lambda} \leq \int_1^\infty d\lambda \sqrt{CM(1 + |x|)^\alpha \left( \frac{1}{\alpha + d}(2\lambda)^{\alpha + d} - \frac{1}{\alpha + d}(\frac{\lambda}{\sqrt{d}})^{\alpha + d} + (\frac{\lambda}{\sqrt{d}})^{\alpha + d - 1} \right)}.$$ 

The right hand side is finite if $\frac{\alpha + d}{2} < -1$, that is if $\alpha < -d - 2$.

Let us check the condition (2.10) for $s = \frac{3}{2}$. Taking $(x)^{2\alpha}(1 + |x|)^\alpha \leq 1$ into account, we can show that the condition (2.10) is satisfied if $\alpha < -d - \frac{3}{2}$. Therefore, under $\alpha < -d - 2$, the local wave operators exist and are complete.

Proof of Example 1.3. Let us first check that $\deg_m$ is bounded. Indeed, one has for any $x \in V(X)$

$$\deg_m(x) = \sum_{e \notin A(F)_x} m(e) + \sum_{e \in A(F)_x} m(e) \leq 4 + C \left( \sum_{x \in V(X)} (1 + ||y||)^\alpha \right)$$

if $x = x_0$

$$+ C \left( \sum_{x \notin V(X)} (1 + ||x||)^\alpha \right)$$

if $x \neq x_0$.

If $\alpha < -1$, $\sum_{x \in V(X)} (1 + ||y||)^\alpha = 3 \sum_{x \in \mathbb{Z}} (1 + |y|)^\alpha$ and it is finite, which implies that $\deg_m$ is bounded. Let us now check that conditions (2.7) and (2.8) are also satisfied. Indeed, by considering $||x|| \geq \lambda \geq 1$, we obtain for (2.7)

$$\int_1^\infty d\lambda \sup_{\lambda < |x| < 2\lambda} \sum_{e \in A(F)_x} m(e) \leq C \int_1^\infty (1 + \lambda)^\alpha d\lambda,$$
which is finite for $\alpha < -1$. For condition (2.8), observe that

$$m(e) \leq C \sum_{\lambda \leq |t(e)|} (1 + |[y]|)^\alpha$$

$$\leq 3C \sum_{\lambda \leq |y|} |y|^{\alpha}$$

$$= 3C \left( \frac{1}{\alpha + 1} (2\lambda)^{\alpha + 1} - \frac{1}{\alpha + 1} \lambda^{\alpha + 1} + \lambda^\alpha \right).$$

Therefore, we obtain

$$\int_1^\infty d\lambda \sup_{x \in \mathbb{Z}} \left( \sum_{\lambda \leq |t(e)| \leq 2\lambda} m(e) \right) \leq \int_1^\infty d\lambda \sqrt{3C \left( \frac{1}{\alpha + 1} (2\lambda)^{\alpha + 1} - \frac{1}{\alpha + 1} \lambda^{\alpha + 1} + \lambda^\alpha \right)}.$$  

The right hand side is finite if $\frac{\alpha + 1}{2} < -1$, that is if $\alpha < -3$.

Let us check the condition (2.10). If $s = \frac{3}{4}$, then we can show that the condition (2.10) is satisfied if $\alpha < -\frac{5}{2}$. Therefore, under $\alpha < -3$, the local wave operators exist and are complete.  
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