An automated approach for consecutive tuning of quantum dot arrays
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Recent progress has shown that the dramatically increased number of parameters has become a major issue in tuning of multi-quantum dot devices. The complicated interactions between quantum dots and gate electrodes cause the manual tuning process to no longer be efficient. Fortunately, machine learning techniques can automate and speed up the tuning of simple quantum dot systems. In this letter, we extend the techniques to tune multi-dot devices. We propose an automated approach that combines machine learning, virtual gates and a local-to-global method to realize the consecutive tuning of quantum dot arrays by dividing them into subsystems. After optimizing voltage configurations and establishing virtual gates to control each subsystem independently, a quantum dot array can be efficiently tuned to the few-electron regime with appropriate interdot tunnel-coupling strength. Our experimental results show that this approach can consecutively tune quantum dot arrays into an appropriate voltage range without human intervention and possesses broad application prospects in large-scale quantum dot devices.

Semiconductor quantum dots (QDs) are promising candidates for quantum computation1-3. Spin qubits are constructed by controlling electrons (or holes) in quantum dot devices4-9, which are controlled by tens of individual dynamic gate voltages with all of them being carefully set to isolate QDs to the few-electron regime10-17. Tuning quantum dot devices to the appropriate voltage configurations is the top priority, and even for a double-dot device, the tuning procedure is complicated, including the control of reservoirs, QDs and barriers. In addition, crosstalk between electrodes exacerbates the tuning complexity and reduces the characterization accuracy18-23, which makes it difficult to tune a multi-dot system to the few-electron regime. Optimizing manipulation procedures to eliminate human intervention and crosstalk is now the key challenge in the optimal tuning of multi-dot devices.

In recent years, the idea of analyzing charge stability diagrams (CSDs) using convolutional neural networks (CNNs) has been proposed, based on which many experiments have achieved success in parameter extraction and device tuning, providing a solution for tuning quantum dot devices without human intervention24-32. This kind of data-driven machine learning (ML) technique can automate the tuning process through real-time analysis of the measurement results. There have been many proposals to accomplish this task, including using computer-supported algorithmic voltage control and feature matching for tuning33-36, and some machine-learning-guide methods to reduce the number of measurements37.

For large-scale quantum dot devices, as the number of QDs increases, it becomes harder to manually determine the appropriate gate-voltage configurations due to the complicated crosstalk between gate
electrodes. To address this issue, we propose an automated approach that uses a CNN-based tuning process incorporated with optimization techniques to tune multi-dot devices. The CNNs are pretrained using the purposefully collected datasets to identify charge states from CSDs of DQDs. The optimization algorithms are designed for parametric fitting and are applied to different procedures. We extend the autotuning algorithm from a single DQD to a multi-dot array through an innovative local-to-global method, by dividing the array into multiple DQDs and using a sharing dot as a transition. Furthermore, virtual gates are introduced to help reduce crosstalk when tuning multiple quantum dots. We develop a program based on this approach to tune a quadruple-quantum dot device, and the results exhibit good stability and accuracy, indicating its potential for application to large-scale quantum dot arrays.

Figure 1 shows a schematic of the autotuning process and a scanning electron micrograph of a quadruple-dot device identical to the one used in this experiment. This accumulation-mode device is fabricated with overlapping aluminum gate electrodes electrically isolated from the Si/SiGe heterostructure by aluminum oxide. The device accommodates two single-electron transistors (SETs) acting as charge sensors to detect the QD charge states using modulation signals. Opposing the two SETs, nine gate electrodes are fabricated to control the tunnel rates and electrochemical potentials of QDs. Plunger gates (labeled \( P_i \), \( i = 1,2,3,4 \)) accumulate electrons into QDs and shift the electrochemical potentials; barrier gates (labeled \( B_i \), \( i = 1,2,3,4,5 \)) separate QDs and adjust the tunnel rates between dots and to the reservoirs. The CSD shown in Fig. 1 is obtained by sweeping two plunger voltages while measuring the transconductance of the nearby charge sensor, and it contains information about the number of electrons in each dot and the interdot tunnel coupling strength between QDs.

To automate the tuning process and eliminate the need for human intervention, we choose to use the ML technique as an alternative. In particular, we pretrained two CNNs to identify charge states, where CNN1 is used for locating the few-electron regime, and CNN2 is used for determining the coupling between QDs. To optimize the autotuning process, it is necessary to map CSDs to charge states, so that the program can make corrections to the tuning process in time. Our goal is to find the appropriate gate-voltage configuration corresponding to the few-electron regime with medium coupling strength, under which the spin qubit system can be constructed. We first implement the autotuning algorithm in DQD, and then extend it to larger QD systems, combined with virtual gates and the local-to-global method. By dividing the multi-dot system into numbers of DQDs and applying virtual gates to ensure the independent
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**Fig. 1** Autotuning process schematic. The obtained CSDs are analyzed by two different CNNs to determine the charge states and inter-dot tunnel coupling, and only the CSDs with QDs being in the double-dot state and with medium coupling strength are reserved. After optimizing voltage configurations, new QDs are added, and a new cycle starts.
control of QDs, the consecutive tuning of the multi-dot system is successfully achieved.

The CNNs are built on AlexNet⁴³, and the training samples are cropped from a series of large-range CSDs. The training datasets consist of ~26,000 samples from existing experimental datasets mixed with ~3,000 samples from numerical simulations using the constant interaction model with different parameters. Sampled data from experiments contain noise, making CNNs more stable. Simulated data contribute to avoiding overfitting as they are clean and less distorted. All cropped samples are labeled as one of the three categories for charge state identification: no dot (none), single dot (SD) or double dot (DD). For coupling evaluation, the CNN is trained using the QD samples being in the double-dot state and the outputs are converted into a scalar corresponding to the coupling strength.

We define the output array \( P_{\text{charge}} = [P_{\text{none}}, P_{\text{SD}}, P_{\text{DD}}] \) for charge state identification and the output scalar \( P_{\text{coupling}} = 0 \cdot P_{\text{weak}} + 0.5 \cdot P_{\text{medium}} + 1 \cdot P_{\text{strong}} \) for coupling evaluation. Here, \( P \) represents the probability given by CNN2. The loss function is defined by the cross-entropy of probabilities from assigned labels and CNN identifications, indicating the difference in probability distributions: \( \text{loss} = -\sum_i P_{\text{target}}(i) \cdot \ln[P_{\text{out}}(i)] \). The subscript \( i \) indicates the \( i \)th element of the probability array, \( P_{\text{target}} \) is the assigned probability of the corresponding dataset given by humans and \( P_{\text{out}} \) is the output probability to the same dataset given by the CNN. The loss function is minimized using the Adam optimizer⁴³ implemented in Python⁴⁴. The schematic application of CNNs is illustrated in Fig. 1.

The CNN-based autotuning algorithm focuses on two key objectives: identifying few-electron regimes and tuning the coupling strength between QDs, which are related to voltages on the plunger and barrier gates respectively in our device architecture.

To make the autotuning algorithm efficient, we put restrictions on the voltage range within which the program can reach. The voltage range is expected to be set carefully: a small range contains little information while a large range slows the scan. In this experiment, the voltage range for each gate is determined by extracting the saturation and cutoff points from their pinch-off curves (see the supplementary material). In addition, we set a threshold for CNN identification to exclude abnormal results, making the tuning process less likely to be interrupted by external factors, especially noise. The size of the CSD obtained in the experiment is approximately 300 mV × 300 mV, and the diagram is analyzed by CNN1 to determine where few-electron regimes may exist. Note that the diagram spans a voltage range that is too wide, making it infeasible for the CNN to directly analyze the full diagram. We use a sliding window to traverse the full diagram and take a small piece out each time so that only a small subpart of the diagram is analyzed at a time.

Once the few-electron regime is confirmed, the program proceeds to evaluate the interdot tunnel coupling in the found few-electron regime. The quantified coupling given by CNN2 is normalized but has no physical meaning, the optimal value of which should be in the range of 0.3~0.7 (corresponding to the training samples containing anti-crossing regions where the interdot tunnel coupling strength is approximately 9-16 GHz). Values over 0.7 indicate over-strong coupling, and the program then decreases the voltage of the corresponding barrier gate and vice versa.

We select QD1 and QD2 from our quadruple-dot device to demonstrate the autotuning algorithm, and the results are illustrated in Fig. 2. The device is initialized manually, and voltage ranges and thresholds are set in advance. After confirming the presence of an electron transition, the program starts to search for the optimal voltage configuration that satisfies these two objectives.

In the stage of locating the few-electron regime, we calibrate a sliding window of size 45 mV × 45 mV (21 px) to traverse the entire diagram with 8 mV (4 px) steps and CNN1 returns the
possible charge state of each area (Fig. 2a and 2b). All the areas that are possibly in the double-dot state are selected as candidates so that the algorithm can select the one with minimum voltages as the few-electron regime. As shown in Fig. 2b, the positions where the charge transition lines intersect have higher probability values. For areas that contain only a single or several parallel transition lines or only the background noise, the corresponding returned probability values are lower than 70%, and the program only reserves areas with a probability higher than 80% (see the supplementary material).

Figures 2c and 2d show the process of tuning the interdot coupling of the found few-electron regime, and the red boxed area is used for identifying coupling strength. The change of barrier voltage shifts the charge transition lines on the CSD, and we dynamically adjust the sweep window with a change rate of $0.18 \Delta V_B$ (the change rate depends on the device architecture) to cancel the shift of the anti-crossing. The coupling strength becomes stronger as the barrier gate voltage increases, and theoretically the output value given by CNN2 will also increase. Eight iterations are performed in the experiments and the output value gradually increases (Fig. 2d). The iteration stops due to the appearance of a qualified value of 0.37.

The autotuning success in the DQD system means it can be extended to large-scale QD systems. However, directly transplanting the autotuning algorithm to QD arrays is not feasible since the increasing number of QDs and gate electrodes creates more complex crosstalk, making it difficult for the tuned QDs to remain stable. To ensure that the tuning process does not affect the tuned QDs, a local-to-global method and a virtual gate technique are applied in our program. We demonstrate that the program using the CNN-based autotuning algorithm incorporated with the local-to-global method and virtual gates completes
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**Fig. 2** DQD autotuning. (a) CSD of the initial state of QD1-QD2. A sliding window is used for traversing the diagram to identify the charge state. (b) Probabilities of QDs being in the double-dot state. The red box represents the found few-electron regime. (c) The CSD of the tuned QD1-QD2 system. The red box shows the sweep window for identifying the coupling value and its position changes with the barrier voltage. (d) Barrier tuning process. The CNN-identified coupling values increase as $V_{B2}$ increases. Insets: 8 CSDs of the found few-electron regimes when tuning Barrier B2.
consecutive tuning of a quadruple-dot device without any human intervention.

There are two main issues to consider in realizing automated tuning in multi-dot systems. One is to eliminate crosstalk between gate electrodes, and the other is to analyze CSDs obtained in high-dimensional gate-voltage spaces. To solve such problems, we propose the local-to-global method as a possible solution, the main idea of which is to divide multiple QDs into basic units, that is, the DQDs. Since the autotuning algorithm works well in tuning DQDs, the only concern is nondestructive tuning of the system after additional QDs are added.

The virtual gate technique can eliminate the crosstalk between gate electrodes and makes it possible to tune each QD independently, with which nondestructive tuning can be realized (Fig. 3a and 3b). The slopes of the charge transition lines are used to compute the cross-capacitance matrix $\mathbf{C}_\text{cross}$, with which the correspondence between virtual and physical gates can be established. The cross-capacitance causes physical gates to influence not only the electrochemical potential of corresponding QDs but also those of nearby QDs. A change in a virtual gate voltage corresponds to a linear combination of changes in several physical gate voltages, which can be described as

$$
\begin{pmatrix}
\frac{\Delta V_{U1}}{\Delta V_{U2}} \\
\frac{\Delta V_{P1}}{\Delta V_{P2}}
\end{pmatrix} = 
\begin{pmatrix}
1 & c_{12} \\
1 & 1
\end{pmatrix}
\begin{pmatrix}
\Delta V_{U1} \\
\Delta V_{P1}
\end{pmatrix},
$$

where $\Delta V_{U1}$ and $\Delta V_{P1}$ are the virtual and physical gate voltages respectively, and the cross-capacitance matrix elements $c_{ij}$ can be extracted from the slopes of charge transition lines on CSDs. Note that the coupling between non-neighboring QDs is too weak to have an impact; therefore, tuning a series of DQDs formed by two neighboring QDs is sufficient.

Figure 3c shows a simple schematic of the local-to-global method. All tuned QDs are put into the idle state, that is, the plunger gate voltages are set to the few-electron regime, and barrier gates on both sides will be fixed in the tuned voltage in the subsequent tuning process. In experiments, it is only necessary to adjust voltages according to the electrode stacking order, which greatly simplifies the operation.

We demonstrate autotuning a linear quadruple-quantum dot array, and each pair of QDs in the array can be used as a fundamental tuning unit, to which the autotuning algorithm for DQDs can be applied. After tuning a DQD system, the virtual gates need to be updated based on the tuning results before adding a new QD. The cycle of “DQDs tuning – virtual gates updating – new dot adding” stops after the last QD in the array has been tuned.

The QD array in this experiment is tuned in the order of QD1 to QD4, that is, starting with QD1 -
QD2, followed by QD2 - QD3 and QD3 - QD4. Two plunger gates and one barrier gate are involved to tune each QD pair. Note that the shared dot in neighboring pairs, QD2 in QD1 - QD2 and QD2 - QD3 for example, is paired with the added dot as a new DQD system. Virtual gates ensure that the tuned dots are not affected too much when adding new QDs.

In our cases, three DQDs are tuned by the program in sequence, making QD2 and QD3 the shared dots. Therefore, these two dots are tuned twice in two loops. To prevent conflicts between two different voltage configurations, all parameters are extracted from the newest results. This criterion relies on the fact that new QDs have much stronger effects on each other than tuned QDs since no virtual gates are applied to new dots. As a result, the QD1 parameters are determined in the first loop, QD2 in the second, QD3 and QD4 in the third.

Figure 4 shows the autotuning results of the quadruple quantum dot array and compares the charge states of few-electron regimes before and after adding new QDs. The boxed areas in Fig. 4a, 4b are the few-electron regimes, while the boxed area in 4c corresponds to the second-to-last transition line of QD4. The CSDs of few-electron regimes measured using virtual gates are shown in Fig. 4d, 4e and 4f. The QDs marked in blue and green are controlled by physical and virtual gates, respectively. Adding and tuning new QDs slightly influences the interdot tunnel coupling strength and shifts the charge transition lines of the tuned QDs, while the shape of the anti-crossing remains almost unchanged and cannot be identified by the CNN. Fig. 4g shows the corresponding identified coupling value during the tuning of barrier gate voltages.

The program efficiency is reflected in the time consumption. We evaluate the time usage in different stages of the entire autotuning process, and the scan time is excluded because it mainly depends on the measurement method. The CNN identification is efficient, and it takes milliseconds to return the identified results of each input diagram; that is, it needs approximately 5 seconds to traverse the entire diagram and obtain Fig. 2b that contains $30 \times 33 = 990$ data points. The number of iterations of tuning barrier gate voltages is determined by the initial state of a DQD system, and each iteration takes 5–10 seconds to change the barrier gate voltage and update the voltage range of the sweep window.
Furthermore, the cross-capacitance matrix is updated by a computer using the Hough line transform (see the supplementary material), which gives

$$
C_{\text{cross}} = \begin{bmatrix}
1 & 0.211 & 0 & 0 \\
0.484 & 1 & 0.307 & 0 \\
0 & 0.153 & 1 & 0.198 \\
0 & 0 & 0.472 & 1
\end{bmatrix}.
$$

(2)

Every time a new QD is added, the matrix is updated to include the new dot. We simplify the matrix by ignoring barrier gates, so that only the elements corresponding to plunger gates need to be updated.

In conclusion, our experimental results verify that the automated approach using CNNs, virtual gates and the local-to-global method can consecutively autotune multi-dot systems. CNNs play an important role in identifying charge states, upon which the DQDs can be well-tuned by the autotuning algorithm. Furthermore, the local-to-global method helps extend the tuning capability to multi-dot systems. Despite the fact that the automated tuning approach cannot determine the exact inter-dot tunnel coupling strength, which is vital for high fidelity spin qubit gates and needs to be done through specific experiments such as photon-assisted-tunneling (PAT), it still has great potential for eliminating human intervention when tuning large-scale quantum dot arrays.

SUPPLEMENTARY MATERIAL

See the supplementary material for details: Figs. S1 and S5 shows the parameter extraction from pinch-off curves and CSDs, Figs. S2, S3 and S4 show the detailed results of the tuning process.

ACKNOWLEDGMENTS

This work was supported by the Innovation Program for Quantum Science and Technology (Grant No. 2021ZD0302300), and the National Natural Science Foundation of China (Grant Nos. 12034018, 12074368, 92165207, and 61922074). This work was partially carried out at the University of Science and Technology of China Center for Micro and Nanoscale Research and Fabrication.

REFERENCE

1. R. Hanson, L. P. Kouwenhoven, J. R. Petta, S. Tarucha, and L. M. K. Vandersypen, Rev. Mod. Phys. 79, 1217 (2006).

2. F. A. Zwanenburg, A. S. Dzurak, A. Morello, M. Y. Simmons, L. C. L. Hollenberg, G. Klimeck, S. Rogge, S. N. Coppersmith, and M. A. Eriksson, Rev. Mod. Phys. 85, 961 (2013).

3. X. Zhang, H. O. Li, G. Cao, M. Xiao, G. C. Guo, and G. P. Guo, Natl. Sci. Rev. 6, 32 (2019).

4. D. Loss and D. P. DiVincenzo, Phys. Rev. A 57, 120 (1998).

5. L. M. K. Vandersypen, H. Bluhm, J. S. Clarke, A. S. Dzurak, R. Ishihara, A. Morello, D. J. Reilly, L. R. Schreiber, and M. Veldhorst, npj Quantum Inf. 3, 34 (2017).

6. J. Yoneda, K. Takeda, T. Otsuka, T. Nakajima, M. R. Delbecq, G. Allison, T. Honda, T. Kodera, S. Oda, Y. Hoshi, N. Usami, K.
M. Itoh, and S. Tarucha, Nat. Nanotechnol. 13, 102 (2018).

7A. R. Mills, C. R. Guinn, M. J. Gullans, A. J. Sigillito, M. M. Feldman, E. Nielsen, and J. R. Petta, Sci. Adv. 8, eabn5130 (2022).

8A. Noiri, K. Takeda, T. Nakajima, T. Kobayashi, A. Sammak, G. Scappucci, and S. Tarucha, Nature 601, 338 (2022).

9X. Xue, M. Russ, N. Samkhadarze, B. Undseth, A. Sammak, G. Scappucci, and L. M. K. Vandersypen, Nature 601, 343 (2022).

10M. R. Delbecq, T. Nakajima, T. Otsuka, S. Amaha, J. D. Watson, M. J. Manfra, and S. Tarucha, Appl. Phys. Lett. 104, 183111 (2014).

11J. M. Nichol, L. A. Orona, S. P. Harvey, S. Fallahi, G. C. Gardner, M. J. Manfra, and A. Yacoby, npj Quantum Inf. 3, 3 (2017).

12M. D. Reed, B. M. Maune, R. W. Andrews, M. G. Borselli, K. Eng, M. P. Jura, A. A. Kiselev, T. D. Ladd, S. T. Merkel, I. Milosavljevic, E. J. Pritchett, M. T. Rakher, R. S. Ross, A. E. Schmitz, A. Smith, J. A. Wright, M. F. Gyure, and A. T. Hunter, Phys. Rev. Lett. 116, 110402 (2016).

13F. K. Malinowski, F. Martins, P. D. Nissen, S. Fallahi, G. C. Gardner, M. J. Manfra, C. M. Marcus, and F. Kuemmeth, Phys. Rev. B 96, 045443 (2017).

14J. R. Petta, A. C. Johnson, J. M. Taylor, E. A. Laird, A. Yacoby, M. D. Lukin, C. M. Marcus, M. P. Hanson, and A. C. Gossard, Science 309, 2180 (2005).

15F. H. L. Koppens, C. Buizert, K. J. Tielrooij, I. T. Vink, K. C. Nowack, T. Meunier, L. P. Kouwenhoven, and L. M. K. Vandersypen, Nature 442, 766 (2006).

16X. C. Yang and X. Wang, Phys. Rev. A 95, 052325 (2017).

17J. Medford, J. Beil, J. M. Taylor, E. I. Rashba, H. Lu, A. C. Gossard, and C. M. Marcus, Phys. Rev. Lett. 111, 050501 (2013).

18T. Hensgens, T. Fujita, L. Janssen, Xiao Li, C. J. Van Diepen, C. Reichl, W. Wegscheider, S. Das Sarma, and L. M. K. Vandersypen, Nature 548, 70 (2017).

19R. Thalineau, S. Hermelin, A. D. Wieck, C. Bäuerle, L. Saminadayar, and T. Meunier, Appl. Phys. Lett. 101, 103102 (2012).

20T. Takakura, A. Noiri, T. Obata, T. Otsuka, J. Yoneda, K. Yoshida, and S. Tarucha, Appl. Phys. Lett. 104, 113109 (2014).
21. P. A. Mortemousque, E. Chanrion, B. Jadot, H. Flentje, A. Ludwig, A. D. Wieck, M. Urdampilleta, C. Bäuerle, and T. Meunier, Nat. Nanotechnol. 16, 296 (2021).

22. N. W. Hendricks, W. I. L. Lawrie, M. Russ, F. van Riggelen, S. L. de Snoo, R. N. Schouten, A. Samnak, G. Scappucci, and M. Veldhorst, Nature 591, 580 (2021).

23. U. Mukhopadhyay, J. P. Dehollain, C. Reichl, W. Wegscheider, and L. M. K. Vandersypen, Appl. Phys. Lett. 112, 233505 (2018).

24. T. A. Baart, P. T. Eendebak, C. Reichl, W. Wegscheider, and L. M. K. Vandersypen, Appl. Phys. Lett. 108, 213104 (2016).

25. J. Darulová, S. J. Pauka, N. Wiebe, K. W. Chan, G. C. Gardener, M. J. Manfra, M. C. Cassidy, and M. Troyer, Phys. Rev. Appl. 13, 054005 (2020).

26. J. P. Zwolak, T. McJunkin, S. S. Kalantre, J. P. Dodson, E. R. MacQuarrie, D. E. Savage, M. G. Lagally, S. N. Coppersmith, M. A. Eriksson, and J. M. Taylor, Phys. Rev. Appl. 13, 034075 (2020).

27. S. S. Kalantre, J. P. Zwolak, S. Ragole, X. Y. Wu, N. M. Zimmerman, M. D. Stewart Jr., and J. M. Taylor,npj Quantum Inf. 5, 6 (2019).

28. H. Xu, J. N. Li, L. Q. Liu, Y. Wang, H. D. Yuan, and X. Wang,npj Quantum Inf. 5, 82 (2019).

29. A. Bogan, L. Bergeron, A. Kam, P. Zawadzki, S. Studenikin, L. Gaudreau, and A. Sachrajda, Appl. Phys. Lett. 109, 173108 (2016).

30. X. M. Zhang, Z. Wei, R. Asad, X. C. Yang, and X. Wang,npj Quantum Inf. 5, 85 (2019).

31. H. Moon, D. T. Lennon, J. Kirkpatrick, N. M. van Esbroeck, L. C. Camenzind, L. Yu, F. Vigneau, D. M. Zumbühl, G. A. D. Briggs, M. A. Osborne, D. Sejdinovic, E. A. Laird, and N. Ares, Nat. Commun. 11, 4161 (2020).

32. N. M. van Esbroeck, D. T. Lennon, H. Moon, V. Nguyen, F. Vigneau, L. C. Camenzind, L. Yu, D. M. Zumbühl, G. A. D. Briggs, D. Sejdinovic, and N. Ares, New J. Phys. 22, 095003 (2020).

33. T. Botzem, M. D. Shulman, S. Foletti, S. P. Harvey, O. E. Dial, P. Bethke, P. Cerfontaine, R. P. G. McNeil, D. Mahalu, V. Umansky, A. Ludwig, A. Wieck, D. Schuh, D. Bougeard, A. Yacoby, and H. Bluhm, Phys. Rev. Appl. 10, 054026 (2018).
35C. J. van Diepen, P. T. Eendebak, B. T. Buijtenendorp, U. Mukhopadhyay, T. Fujita, C. Reichl, W. Wegscheider, and L. M. K. Vandersypen, Appl. Phys. Lett. 113, 033101 (2018).

36J. D. Teske, S. S. Humpohl, R. Otten, P. Bethke, P. Cerfontaine, J. Dedden, A. Ludwig, A. D. Wieck, and H. Bluhm, Appl. Phys. Lett. 114, 133102 (2019).

37A. R. Mills, M. M. Feldman, C. Monical, P. J. Lewis, K. W. Larson, A. M. Mounce, and J. R. Petta, Appl. Phys. Lett. 115, 113501 (2019).

38D. T. Lennon, H. Moon, L. C. Camenzind, Liuqi Yu, D. M. Zumbühl, G. A. D. Briggs, M. A. Osborne, E. A. Laird, and N. Ares, npj Quantum Inf. 5, 79 (2019).

39C. Volk, A. M. J. Zwerver, U. Mukhopadhyay, P. T. Eendebak, C. J. van Diepen, J. P. Dehollain, T. Hensgens, T. Fujita, C. Reichl, W. Wegscheider, and L. M. K. Vandersypen, npj Quantum Inf. 5, 29 (2019).

40D. M. Zajac, T. M. Hazard, X. Mi, K. Wang, and J. R. Petta, Appl. Phys. Lett. 106, 223507 (2015).

41A. Krizhevsky, I. Sutskever, and G. E. Hinton, Advances in Neural Information Processing Systems 25 (2012).

42D. P. Kingma and J. Ba, arXiv:1412.6980 (2015).

43P. Virtanen, R. Gommers, T. E. Oliphant, M. Haberland, T. Reddy, D. Cournapeau, E. Burovski, P. Peterson, W. Weckesser, J. Bright, S. J. van der Walt, M. Brett, J. Wilson, K. J. Millman, N. Mayorov, A. R. J. Nelson, E. Jones, R. Kern, E. Larson, C. J. Carey, I. Polat, Y. Feng, E. W. Moore, J. VanderPlas, D. Laxalde, J. Perktold, R. Cimrman, I. Henriksen, E. A. Quintero, C. R. Harris, A. M. Archibald, A. H. Ribeiro, F. Pedregosa, P. van Mulbregt, and SciPy 1.0 Contributors, Nat. Methods 17, 261 (2020).

44A. R. Mills, D. M. Zajac, M. J. Guillans, F. J. Schupp, T. M. Hazard, and J. R. Petta, Nat. Commun. 10, 1063 (2019).
46G. A. Oakes, J. Duan, J. J. L. Morton, A. Lee, C. G. Smith, and M. F. G. Zalba, arXiv:2012.03685 (2021).

47K. Zhao, Q. Han, C. B. Zhang, J. Xu, and M. M. Cheng, IEEE Transactions on Pattern Analysis and Machine Intelligence 44, 4793 (2022).

48W. G. van der Wiel, S. De Franceschi, J. M. Elzerman, T. Fujisawa, S. Tarucha, and L. P. Kouwenhoven, Rev. Mod. Phy. 75, 1 (2002).