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Abstract

Clinical time-to-event studies are dependent on large sample sizes, often not available at a single institution. However, this is countered by the fact that, particularly in the medical field, individual institutions are often legally unable to share their data, as medical data is subject to strong privacy protection due to its particular sensitivity. But the collection, and especially aggregation into centralized datasets, is also fraught with substantial legal risks and often outright unlawful. Existing solutions using federated learning have already demonstrated considerable potential as an alternative for central data collection. Unfortunately, current approaches are incomplete or not easily applicable in clinical studies owing to the complexity of federated infrastructures. This work presents privacy-aware and federated implementations of the most used time-to-event algorithms (survival curve, cumulative hazard rate, log-rank test, and Cox proportional hazards model) in clinical trials, based on a hybrid approach of federated learning, additive secret sharing, and differential privacy. On several benchmark datasets, we show that all algorithms produce highly similar, or in some cases, even identical results compared to traditional centralized time-to-event algorithms. Furthermore, we were able to reproduce the results of a previous clinical time-to-event study in various federated scenarios. All algorithms are accessible through the intuitive web-app Partea (https://partea.zbh.uni-hamburg.de), offering a graphical user interface for clinicians and non-computational researchers without programming knowledge. Partea removes the high infrastructural hurdles derived from existing federated learning approaches and removes the complexity of execution. Therefore, it is an easy-to-use alternative to central data collection, reducing bureaucratic efforts but also the legal risks associated with the processing of personal data to a minimum.
Author summary

Collecting data centrally from different sites in the clinical time-to-event analysis is still challenging due to the high bureaucratic effort and strict data protection laws such as the GDPR. However, huge datasets are needed to extract valuable insights from the data by applying statistical and machine learning approaches. Current approaches are still incomplete: they often do not address privacy issues in any depth, have inaccessible user interfaces, do not cover multiple algorithms, or are not open-source. In contrast, the approach we present in this work is an open-source tool for privacy-aware time-to-event analysis (Partea) that can be intuitively used by clinicians, statisticians, and other researchers. It allows the users to run state-of-the-art privacy-aware time-to-event analysis on data distributed between multiple sites through an easy-to-use interface and solves technical and legal issues for the underlying technologies.

1. Introduction

Time-to-event analysis is a standard tool in clinical trials to model censored data [1]. In these data, the event of interest (e.g. death or relapse) is not necessarily observed until the end of the study, making usual statistical methods unemployable [2]. Time-to-event analysis is often applied in clinical trials that are designed to identify significant survival-related biomarkers or compare the efficacy of drugs [3–5]. As with many statistical analyses, large sample sizes are needed to produce reliable results and reduce bias. These large sample sizes are usually not available at a single institution. Therefore, different research institutions frequently participate in joint studies using a central data collection strategy. Owing to strict privacy regulations, such as the European General Data Protection Regulation (GDPR), collecting data centrally from different institutions is challenging, imposes substantial bureaucratic burdens, and might even be illegal in some cases [6,7]. Common approaches in clinical data sharing, such as de-identification or anonymization, come with a trade-off between data privacy and data quality [8]. If de-identification is not sufficiently strong, re-identification attacks can still reveal sensitive patient information [9,10]. Successful re-identification of shared anonymized data would harm data subjects in their fundamental right to privacy, thereby exposing the associated researchers to severe legal penalties. This is but one example of how crucial privacy-aware analysis of sensitive biomedical data is for the analysis of clinical studies.

Federated learning (FL) was developed to overcome these obstacles by enabling data analysis on geographically distributed data and keeping the sensitive data private [11,12]. FL allows the training of statistical models without sharing the raw data that contains private information about patients. Only summary statistics or model parameters, so-called local models, are shared with a trusted central aggregator [13]. These local models also fall under GDPR rules if they are generated from personal data. Still, FL systems can add technical security measures to make aggregation possible in a way that would not be the case with the data itself. One fundamental measure is encryption, preventing the aggregation server from being able to mount reconstruction attacks. Moreover, a combination of FL and privacy-enhancing technologies (PETs), such as additive secret sharing or differential privacy (DP), is needed to increase the privacy and security of the whole analysis, reduce the need for trust in the aggregation server, and ensure compliance with data protection laws [14–16]. Such a combination of FL and PETs is often called a hybrid approach. FL or hybrid implementations of various algorithms have already been shown to deliver accurate results in different biomedical applications, such as
genome-wide association studies [17,18], differential gene expression analysis [19], the analysis of electronic health records [20], or the prediction of patient outcomes with COVID-19 [21].

For time-to-event analysis, the first privacy-preserving and federated approaches were already developed in recent years. A concept of a distributed time-to-event regression was published by Lu et al. in 2015 [22]. WebDISCO was a web platform for distributed Cox proportional hazards models without patient-level data sharing. Another approach for calculating federated survival functions using multi-party homomorphic encryption was published by Froelicher et al. in 2021, being the first hybrid approach with an enhanced focus on privacy [23]. The current approaches already show the high potential of FL for time-to-event analysis, however, they do not offer fully extensive solutions. WebDISCO is not maintained any longer and does not consider PETs, requiring a high trust in the aggregating server and making it a potential point of cyber-attack [24]. Also, it only supports the Cox proportional hazards model and no other time-to-event algorithms. Froelicher et al. strongly focused on the privacy of the raw data and the exchanged model parameters. However, while their approach offers a strong level of privacy, the resulting survival curves can still leak information about the included patients without much effort [25]. Also, they solely focused on one type of algorithm, the Kaplan-Meier estimator. Another disadvantage is that their tool is unavailable to the general public, and their implementation is not open-source. A comprehensive toolset of widely used time-to-event algorithms is needed that is straightforward to understand and intuitive to set up and use. Ideally, it should reduce technical hurdles to a minimum, achieving similar results to the centralized approaches while preserving the patients’ privacy and being GDPR compliant. Furthermore, when it comes to privacy-aware methods, open-source solutions have tremendous advantages by revealing the source code and therefore increasing the trust in the software. Also, open-source software enables future maintenance, security updates, community-driven development, and code usage in other projects. From a data privacy perspective, the open-source approach has the potential to maintain privacy through faster discovery and remedy of vulnerabilities. At the same time, it poses the risk of hackers exploiting their access to the code. However, from a technical point of view, this risk is not necessarily higher than in closed-source software [26].

To address the existing problems, we propose easily applicable, privacy-aware, federated implementations of the most widely used algorithms in clinical time-to-event studies: survival function, cumulative hazard function, log-rank test, and Cox proportional hazards model. Our implementations are based on a hybrid approach of FL and additive secret sharing to increase the privacy of FL by hiding the shared local statistics and model parameters from the global aggregator [27]. We extended the federated survival function, cumulative hazard function, and log-rank test by a previously published approach to render the resulting outputs differentially private and reduce the privacy leakage of published data [28]. Moreover, we extended the federated Cox proportional hazards model to support L1- and L2 penalization, which was not supported before in WebDISCO. We demonstrate that our approach performs as well as centralized approaches. Additionally, we reproduced a multi-institutional clinical study with centralized data collection with very high similarity. All methods are accessible through the open-source platform Partea (https://partea.zbh.uni-hamburg.de), enabling complete transparency about the implementations and allowing for further maintenance and extendibility by the community. The platform provides an entire federated infrastructure and makes privacy-aware multi-institutional time-to-event analysis accessible and ready for clinicians, statisticians, and bioinformaticians without deeper technical knowledge. It also incorporates PETs that represent the state-of-the-art in data privacy and ensure sufficient data protection to enable GDPR compliance even in large, complex collaborations. The entire source code is available on GitHub (https://github.com/federated-partea).
2. Materials and methods

2.1 Implementation

In this work, we implemented a hybrid approach combining FL and additive secret sharing to enable privacy-aware multi-institutional time-to-event analysis without central data collection. The FL architecture consists of local clients handling sensitive data analysis at each participating site and a global aggregation server that receives the local parameters from each site to incorporate them into a common, global model. At the beginning of each project, the public keys of each site are exchanged with all other sites. After that, our workflow consists of five major steps, as illustrated in Fig 1. (1) Each site creates a secret of its exchanging parameters for each other site, which, summed up together, will reveal the actual parameters again. Each secret is encrypted by the public key of a certain site, and can therefore only be decrypted by this site. (2) The server collects all secrets and distributes them to the corresponding sites. (3) Each site decrypts the received secrets using its private key and sums them up. (4) The summed-up parameters still do not reveal any information and are sent to the aggregation server. (5) Finally, the server sums up the received sums of each site to obtain the actual global aggregate and broadcast it to the local sites. For algorithms with an iterative approach, such as the Cox proportional hazards model, the whole process from step (1) to (5) is repeated until convergence or a stopping criterion has been reached.

The main advantage of this hybrid combination of FL and additive secret sharing is that participants and the aggregating server can only see the global aggregate of the calculation. They are not able to identify or reconstruct any of the exchanged parameters by still maintaining almost identical results. With this approach, we implemented privacy-aware and federated methods for the most commonly used time-to-event algorithms in clinical trials: the Kaplan-
Meier estimator for estimating the survival function [29], the Nelson-Aalen estimator for estimating the cumulative hazard function [30], the log-rank test for the comparison of two individual cohorts [31], and the Cox proportional hazards model for time-to-event regression [32,33].

Previous work has shown that it is possible to reconstruct the time of the event and event status directly from the survival function [34,35]. This potential leak in privacy also occurs in survival functions computed on centrally collected datasets. DP can be used to address this potential limitation. In DP, random noise is added to a model to hide the characteristics of individual data points. The noise level is chosen to prevent re-identification but not change the global properties of the dataset [36,37]. Therefore, we integrated the functionality of differentially private survival functions, cumulative hazard function, and log-rank test as proposed by Gondara et al. in 2020 into our approach. The authors added random Laplacian noise to the number of events, subjects at risk, and censored individuals for each time point [28].

All algorithms are accessible through the "Partea—Privacy-AwaRe Time-to-Event Analysis" platform, making them easily applicable in clinical trials. Partea consists of three main parts: (1) a global web frontend (Angular) to create federated projects, invite participants and visualize the results; (2) a local client application running on all major operating systems (Ubuntu, macOS, Windows) for local computations on sensitive data; (3) and a server for handling the data communication (Django). Through its intuitive user interface, Partea is not only applicable to statisticians or (bio)informaticians but can also be used by clinicians or biologists without programming knowledge. After creating a new study and adjusting several initial settings, the study coordinator can invite other participants by sharing unique invitation tokens. With these tokens, an invited participant can join the project through the local Partea client, choose its local dataset, and follow the progress of the federated study through the web app. After every participant has joined and the clients are running, the study coordinator can start the federated analysis through the web app. After the run, all results are available through the web app and can be explored interactively or downloaded.

2.2 Federated time-to-event analysis algorithms

2.2.1 Survival function, cumulative hazard function, and log-rank test. The survival function \( S(t) \) and cumulative hazard function \( H(t) \) are defined as:

\[
S(t) = \prod_{t_i \leq t} \left( 1 - \frac{d_i}{n_i} \right), \quad H(t) = \sum_{t_i \leq t} \frac{d_i}{n_i}
\]

In our federated approach, each participating site \( k \) calculates the number of events \( d_{ik} \) and the number of individuals at risk \( n_{ik} \) locally for each time point \( t_i \) and shares the resulting matrix \( m_k \) with the global aggregator. The aggregator sums up \( d_i \) and \( n_i \) of all \( K \) sites, leading to the formula for the federated survival function, and federated cumulative hazard function \( H_{fed}(t) \):

\[
S_{fed}(t) = \prod_{t_i \leq t} \left[ 1 - \left( \frac{\sum_{k \leq K} d_{ik}}{\sum_{k \leq K} n_{ik}} \right) \right], \quad H_{fed}(t) = \sum_{t_i \leq t} \left( \frac{\sum_{k \leq K} d_{ik}}{\sum_{k \leq K} n_{ik}} \right)
\]

Only counts of the observed events and of the individuals at risk are exchanged with the server to calculate the global survival function \( S_{fed}(t) \) and cumulative hazard function \( H_{fed}(t) \) by the global aggregator. Using the additive secret sharing scheme for data exchange, the aggregating server can only see the aggregated, global matrix \( m \) instead of all local matrices \( m_k \) that are being received, leading to a similar level of privacy as the centralized approach.
We further extended the approach to allow for the comparison of different cohorts or study groups using the log-rank test. For this comparison, each site needs an additional column in their input data indicating the corresponding group or cohort. For each group c, a separate matrix $m_{ck}$ is calculated locally and aggregated to a global matrix $m$ by the global aggregator. Based on this strategy, a pairwise federated log-rank test statistic $X_{fed}^2$ can be calculated centrally at the aggregator using the expected ($E$) and observed ($O$) values of each group pair $A$ and $B$:

$$X_{fed}^2 = \frac{(O_A - E_A)^2}{E_A} + \frac{(O_B - E_B)^2}{E_B} \quad \text{with}$$

$$O_A = \sum_i \left( \sum_{k \leq i} d_{ik}^A \right), \quad O_B = \sum_i \left( \sum_{k \leq i} d_{ik}^B \right) \quad \text{and}$$

$$E_A = \sum_i \frac{\sum_{k \leq i} n_{ik}^A \cdot d_{ik}}{\sum_{k \leq i} n_{ik}}, \quad E_B = \sum_i \frac{\sum_{k \leq i} n_{ik}^B \cdot d_{ik}}{\sum_{k \leq i} n_{ik}}.$$

### 2.2.2 Federated Cox proportional hazards model

Further, we reimplemented the WebDISCO [22] approach for the Cox proportional hazards model to enable federated time-to-event regression and extended it by the additive secret sharing scheme. Our implementation is based on lifelines, an open-source, state-of-the-art Python package for time-to-event analysis [38].

As WebDISCO did not address any normalization, we extended the approach with a federated z-score normalization. For this purpose, two exchanges with the server are needed. The local mean $m_k$ and the local number of samples $n_k$ for each site $k$ and covariate are calculated and shared with the global aggregator to calculate the global mean $m$ and share it with the local sites. Thereafter, each site uses the global mean $m$ to compute their local $\sum_i X_i - m_k^2$ and shares it with the global aggregator to calculate the global standard deviation. This result is broadcast to the local sites again and used to normalize their local data, resulting in the formula for federated z-score normalization:

$$X_{fed,norm_k} = X_k - m_{fed} \sigma_{fed}^{-1}, \quad m_{fed} = \frac{\sum_{k \leq i} m_k \cdot n_k}{\sum_{k \leq i} n_k}, \quad \sigma_{fed} = \left( \frac{\sum_{k \leq i} \sum \|X_k - m_k\|^2}{(\sum_{k \leq i} n_k)} - 1 \right)^{1/2}.$$

We perform the initialization similar to as was done in the WebDISCO approach. After normalization, each site initializes the model statistics based on its local data. These statistics remain the same for the entire training process and are aggregated to the initialized global statistics on the aggregation server.

- $D_k$: distinct event times of site $k$
- $d_i$: number of events at each time point $i$ of site $k$
- $z_k$: sum of the covariates over all individuals with an event that occurred at site $k$

resulting in the global aggregates:

$$D = \sum_{k \leq i} D_k, \quad d = \sum_{k \leq i} d_k, \quad z_k = \sum_{k \leq i} z_k.$$

Furthermore, the beta vector containing the coefficient values is initialized with zeros. In our hybrid approach, instead of sharing the distinct event times of each site $k$ we share a
common, predefined timeline. This hides the actual distinct event times of each site from the global aggregator and assures higher privacy.

Iteratively, until convergence, the global beta vector is broadcasted to the clients and the local statistics are calculated and shared again with the global aggregator:

$$
\sum_{i \in R_i} \exp(\beta^T z^{(i)}), \sum_{i \in R_i} z_i^{(i)} \ast \exp(\beta^T z^{(i)}), \sum_{i \in R_i} z_i^{(i)} \ast z_i^{(i)} \ast \exp(\beta^T z^{(i)})
$$

with $R_i$ being the index set of individuals who are at risk for failure at the time $i$. The global aggregator then calculates the first and second-order derivates of the likelihood function, updates the beta vector according to the Newton-Raphson method, and if convergence is not achieved, a new iteration starts.

We further extended the WebDISCO approach, to make use of lifelines penalized regression functionality and allow the use of both L1 and L2 penalties by specifying the l1-ratio ($\alpha$) and penalty ($p$):

$$
\frac{1}{2} p \left( (1 - \alpha) \ast \| \beta \|_2^2 + \alpha \ast \| \beta \|_1 \right)
$$

After convergence, the final coefficients of the model are known and can be used to prepare the final plots and statistics, such as p-values and hazard ratios for each covariate.

3. Results

3.1 Benchmark evaluation

To evaluate the performance of our approach, we ran analyses on four benchmark datasets that are commonly used in time-to-event analysis: US Veterans’ Administration lung cancer study data [39] (Veteran, 137 samples), NCCTG lung cancer data [40] (Lung, 168 samples), criminal recidivism data [41] (Rossi, 432 samples), and chemotherapy for Stage B/C colon cancer trial data [42] (Colon, 888 samples). More details about the datasets can be found in the supporting information, S1 Text. Each dataset was split randomly and equally into 3, 5, and 10 parts to simulate various federated scenarios with different numbers of sites and sample sizes. For this, we simulated a federated environment using docker. Each site’s local client was executed in a separate docker container to simulate network communication and different environments of the local datasets realistically.

3.1.1 Survival function. We calculated the survival function for each federated scenario using the federated approach (FL) and the hybrid approach of FL and additive secret sharing (sFL). We compared it to the central survival function estimated using lifelines, a state-of-the-art Python package for time-to-event analysis [38]. Both the federated and hybrid approaches resulted in identical survival functions compared to the central analysis (lifelines) for all evaluated datasets and scenarios of varying numbers of participants. The resulting survival curves are shown in Fig 2. Owing to the same underlying statistics, this also proves that our FL and sFL approach of the Nelson-Aalen estimator and the log-rank test provide identical results compared to the central analysis.

3.1.2 Differentially private survival functions. We also included the functionality for differentially private survival functions and evaluated the approach by comparing DP survival functions to the actual non-DP survival functions. The main goal of this evaluation was to suggest the privacy loss metric epsilon of the DP computation for future time-to-event analyses. Note that this evaluation is independent of the federated computation, as both provide identical results. In the method for differentially private survival function estimation by Gondara et al. in 2020, they show that the sensitivity of the survival function estimation is 1. With this
sensitivity and a variable privacy loss metric epsilon, the amount of noise is calculated, which is added to the survival function to guarantee a certain amount of privacy.

The smaller the privacy loss metric epsilon is, the more privacy is assured by the algorithm. For each dataset, we ran 1000 simulations with different epsilons (3, 2, 1, and 0.75). We next compared each differentially private function to the original non-DP function by applying a log-rank test to test whether two functions significantly differ from each other. A significant log-rank test means that the DP function is not similar to the actual function, making it inaccurate in clinical studies. The results of the log-rank tests are depicted in the supporting information, S1 Table.

As shown in Fig 3, the smaller epsilon is, the greater the resulting survival function differs from the original non-DP survival function. This finding, and the fact that smaller sample sizes are more affected by noise, match the observations in the original publication by Gondara et al. and is a common observation when applying DP.

Using epsilons of 3 and 2 resulted in 100% non-significant differences between the differentially private and non-differentially private survival function, using the log-rank test for all datasets. Except for the two datasets with smaller sample sizes (Lung and Veteran), epsilon equal to 1 and 0.75 led to significantly different survival functions in very few cases (worst being Veteran with an epsilon of 0.75, resulting in 2.4% significantly different functions). This observation indicates that, only in some rare cases, an epsilon of 1 and smaller can lead to too much noise if the sample sizes are small. Again, our results of the DP survival function evaluation are transferable to the Nelson-Aalen estimator and log-rank test as they are all calculated using the same underlying statistics.

Based on this analysis, we suggest three predefined epsilons to reduce complexity and understandability for users: "high DP" with an epsilon of 0.75, which can be applied if more than 400 samples are available; “medium DP” with an epsilon of 1, which can be applied with more than 200 samples; for smaller sample sizes, “low DP” for which an epsilon of 3 should be used.

3.1.3 Cox proportional hazards model. Similarly to the evaluation of the survival function, we simulated a federated scenario using the Cox proportional hazards model to compare the resulting logarithmized hazard ratio (HR) and its 95% confidence interval (CI). Fall datasets and the various number of participants, our federated-only approach, and the hybrid approach resulted in almost identical hazard ratios and corresponding CI for all covariates. A detailed overview of the comparison for each covariate and dataset is shown in Fig 4.
The evaluation shows that the federated-only approach is identical to the centralized Cox proportional hazards model. The hybrid approach with additive secret sharing is slightly more inaccurate because we not only transmit the timeline of the actual samples. Instead, a time range is used, including intermediate time points not existing in the local datasets. This assures
more privacy, as what timepoints are derived from which site is inapparent in the data exchange. As we show on the four benchmark datasets, this slight inaccurateness does not influence the overall interpretation of the results, which remain close to the centralized or federated-only results.

Fig 4. Evaluation of the Cox proportional hazards model on benchmark datasets. For each dataset, we compared the logarithmized hazard ratio and corresponding 95% CI of our algorithms for 3, 5, and 10 clients with the results of the centralized lifelines model. For all covariates (distinguished by colors), the federated-only (3, 5, 10) and hybrid approach (S3, S5, S10) resulted in almost identical results compared to the centralized calculation using lifelines (C).

https://doi.org/10.1371/journal.pdig.0000101.g004

https://doi.org/10.1371/journal.pdig.0000101.g004
3.2 Reproduction of a clinical study

To show the practical benefit of our framework for actual clinical time-to-event studies, we attempted to reproduce the results of the ENGAGE-TIMI 48 study conducted by the TIMI study group [43]. The study data were collected by the TIMI study group as part of a phase three, randomized, double-blind, double-dummy, parallel-group, multi-center, multi-national study, ENGAGE-TIMI 48, and contains more than 21,000 participants [43] from initially more than 1,300 sites. ENGAGE-TIMI 48 compared two different doses of edoxaban, a direct oral factor Xa inhibitor, with warfarin to evaluate the long-term efficacy and safety in patients with atrial fibrillation. Analyses were performed using a Cox proportional hazards model comparing each edoxaban dose group to warfarin and included the two randomization stratification factors. For our analysis, we split the centralized dataset equally into 3, 5, and 10 sites. We used the federated-only and hybrid Cox proportional hazards model to reproduce the results for the five outcome variables: stroke or systemic embolic event (Stroke/see), stroke, see or death from cardiovascular causes (Cv death/stroke/see), major adverse cardiac event (Mace), Stroke, and All-cause death.

Fig 5 depicts the logarithmized hazard ratios for each of the five outcome variables (columns) and covariates (indicated by different colors), calculated with our federated only (3, 5,
10) and hybrid Cox proportional hazards model (3S, 5S, 10S). As apparent in the plots, our results are highly similar to the centralized calculation (C). The number of sites over which the data was distributed does not play any role. This shows that the federated, as well as the hybrid Cox proportional hazard model could accurately reproduce the analysis of the ENGAGE-TIMI 48 study, indicating the high potential of our approaches for future multi-institutional time-to-event studies.

4. Discussion

Clinical time-to-event studies are mainly performed on centralized data from one or more institutions. If multiple institutions participate in one study, a complicated data collection strategy is needed with high bureaucratic hurdles and legal pitfalls regarding the privacy of the utilized data. Prior work has already shown the potential of privacy-aware distributed analysis techniques in time-to-event analysis. However, current approaches are not complete. They either are not accessible, only support one kind of algorithm, do not integrate PETs, or are not open-source. In this work, we introduced a hybrid approach of FL and additive secret sharing for the most widely used time-to-event analysis algorithms: the Kaplan-Meier estimator for survival functions, the Nelson-Aalen estimator for cumulative hazard functions, the log-rank test, and the Cox proportional hazards model. All algorithms are bundled in our open-source platform Partea, making them easily accessible for usage in clinical trials and increasing trust and maintenance by having a published code-base. Our analyses on several benchmark datasets and the reproduction of a previous clinical study show highly similar results compared to central time-to-event studies. Our platform Partea has the possibility of being an intuitive and privacy-aware alternative to central data collection for future multi-institutional time-to-event studies with geographically distributed datasets.

The hybrid approach of FL and additive secret sharing can currently be considered state-of-the-art, privacy-aware, and potentially GDPR compliant. However, evaluating the GDPR compliance of machine learning systems is not trivial, owing to unclear criteria and definitions and the lack of jurisprudence. Even though the status of local and global models as personal data is still uncertain, it is very likely that the GDPR at least remains applicable to local models trained on personal data [15,44]. Likewise, the extent to which the addition of PETs such as additive secret sharing and DP is sufficient to result in GDPR compliance is not conclusively resolved. These questions will need answers from the courts or legislators in the future. The flexibility of Partea’s open-source architecture allows it to rapidly be adapted and extended with community input in response to regulatory changes.

Open-source systems like Partea have further benefits compared to closed-source systems regarding maintainability and transparency. The source code is openly visible, so everyone can see how personal data is processed, increasing users’ trust. This is also relevant for controllers of personal data, who are legally obligated under Article 32 of the GDPR to protect this data according to the state of art in technical and organizational measures. In the case of open source, the controller can show which PETs are used, how the program treats the data, what is sent around, and whether it holds its promises. In case of any security or privacy issues, users have a much higher chance of discovering this (legally relevant) breach and of holding the data controller accountable. Another advantage is that security gaps can be identified more quickly by the community. One downside of open-source is that it may also facilitate the identification of the existing security breaches for the attackers. However, there are indications that this does not lead to more attacks. In fact, experience has also shown that the security through obscurity of closed-source systems is very brittle [26].
In addition to these promising results, a few problems need to be considered, both technical and legal. Our hybrid scheme is only applicable if at least three sites participate in the analysis. In addition, it is apparent that the results of the hybrid approach differ slightly more from the centralized and federated-only analysis, mainly owing to the stronger privacy mechanism we implemented in this approach. Instead of sharing the exact distinct event times occurring at each site, we use a predefined timeline, including times that do not appear in the local dataset. This approach prevents the global aggregator from reading the event times of a single site. However, users can still use the federated-only approach if they trust the global aggregation server or work with non-sensitive data.

Another problem appearing in most of the federated learning tools is data harmonization. Our algorithms include several preprocessing steps for the computation (e.g. standardization of the data in the Cox proportional hazards model). Also, we allow for a detailed description of the data, such as the used time format (days, weeks, months, years) or the naming of the time and event columns. However, especially in the case of the Cox proportional hazards model, Partea expects similar datasets, meaning that besides the event and time columns, all other columns should be harmonized between different sites. The automatic harmonization of data is not trivial and out of the scope of Partea. However, this also encourages the participating sites to communicate and discuss a thorough study design upfront which might be even advantageous over an automatic data harmonization.

Our approaches can be easily extended in future work. As already mentioned, by offering an open-source platform and algorithms, Partea can be quickly adapted to potential changes in privacy regulations. Also, subsequent analyses such as checking the proportional hazard assumption based on scaled Schoenfeld residuals could be integrated in the future [45,46]. Furthermore, our platform could be easily extended by further privacy-aware time-to-event analysis implementations, such as Random Survival Forests [47] or Survival Support Vector Machines [48,49]. We believe that through the combination of extendibility through its open-source code, the strong focus on privacy, its accessibility, and its support of the most used time-to-event analysis algorithms, Partea has the potential to become the new gold standard in multi-institutional time-to-event analyses and provides various advantages to current solutions.

Supporting information

S1 Text. Dataset.
(DOCX)

S1 Table. Log-rank test comparison of DP survival functions and non-DP survival functions. For all datasets, using an epsilon of 3 and 2 resulted in non-significant p-values of the log rank-test, indicating that the DP survival functions are still relatable to the original one. Only for the small sample size datasets Veteran and Lung, small epsilons of 1 and 0.75 resulted in significant differences between in less than 2.5% of the curves.
(DOCX)

Author Contributions

Conceptualization: Julian Späth, Sabina A. Murphy, Elliott M. Antman, Joseph Loscalzo, Jan Baumbach.

Data curation: Frederick K. Kamanu, Sabina A. Murphy.

Formal analysis: Julian Späth, Frederick K. Kamanu.
Funding acquisition: Jan Baumbach.
Investigation: Alissa Brauneck, Louisa Schmalhorst, Gabriele Buchholtz.
Methodology: Julian Späth, Julian Matschinske, Sabina A. Murphy, Olga Zolotareva, Mohammad Bakhtiari.
Project administration: Jan Baumbach.
Resources: Sabina A. Murphy, Elliott M. Antman, Joseph Loscalzo.
Software: Julian Späth, Julian Matschinske, Olga Zolotareva, Mohammad Bakhtiari.
Visualization: Julian Späth.
Writing – original draft: Julian Späth.
Writing – review & editing: Julian Späth, Julian Matschinske, Frederick K. Kamanu, Sabina A. Murphy, Olga Zolotareva, Mohammad Bakhtiari, Elliott M. Antman, Joseph Loscalzo, Alissa Brauneck, Louisa Schmalhorst, Gabriele Buchholtz, Jan Baumbach.

References
1. Singh R, Mukhopadhyay K. Survival analysis in clinical trials: Basics and must know areas. Perspect Clin Res. 2011; 2: 145–148. https://doi.org/10.4103/2229-3485.86872 PMID: 22145125
2. Prinja S, Gupta N, Verma R. Censoring in clinical trials: review of survival analysis techniques. Indian J Community Med. 2010; 35: 217–221. https://doi.org/10.4103/0970-0218.66859 PMID: 20922095
3. Grein J, Ohmagari N, Shin D, Diaz G, Asperges E, Castagna A, et al. Compassionate use of remdesivir for patients with severe Covid-19. N Engl J Med. 2020; 382: 2327–2336. https://doi.org/10.1056/NEJMoa2007016 PMID: 32275812
4. Levy D, Kenchaiah S, Larson MG, Benjamin EJ, Kupka MJ, Ho KKL, et al. Long-term trends in the incidence of and survival with heart failure. N Engl J Med. 2002; 347: 1397–1402. https://doi.org/10.1056/NEJMoa0202685 PMID: 12409541
5. Liu L, Chen Z, Shi W, Liu H, Pang W. Breast cancer survival prediction using seven prognostic biomarker genes. Oncol Lett. 2019; 18: 2907–2916. https://doi.org/10.3892/ol.2019.10635 PMID: 31452771
6. Antman E. Data sharing in research: benefits and risks for clinicians. BMJ. 2014; 348: g237. https://doi.org/10.1136/bmj.g237 PMID: 24458978
7. Aichroth P, Battis V, Dewes A, Dibak C, Doroshenko V, Geiger B, et al. Anonymisierung und Pseudonymisierung von Daten für Projekte des maschinellen Lernens- Eine Handreichung für Unternehmen. In: Bitkom [Internet]. 2020 [cited 11 Aug 2022]. Available: https://www.bitkom.org/sites/default/files/2020-10/201002_if_anonymisierung-und-pseudonymisierung-von-daten.pdf. German.
8. Lo B. Sharing clinical trial data: maximizing benefits, minimizing risk. JAMA. 2015; 313: 793–794. https://doi.org/10.1001/jama.2015.292 PMID: 25594500
9. Hansson MG, Lochmüller H, Riess O, Schaefer F, Orth M, Rubinstein Y, et al. The risk of re-identification versus the need to identify individuals in rare disease research. Eur J Hum Genet. 2016; 24: 1553–1558. https://doi.org/10.1038/ejhg.2016.52 PMID: 27222921
10. McGuire AL, Gibbs RA. No longer de-identified. SCIENCE-NEW YORK THEN WASHINGTON-. 2006; 312: 370.
11. Kairouz P, Brendan McMahan H, Avent B, Bellett A, Bennis M, Bhagoji AN, et al. Advances and Open Problems in Federated Learning. arXiv [cs.LG]. 2019. Available: http://arxiv.org/abs/1912.04977
12. Yang Q, Liu Y, Chen T, Tong Y. Federated machine learning. ACM Trans Intell Syst Technol. 2019; 10: 1–19.
13. Sheller MJ, Edwards B, Reina GA, Martin J, Patti S, Kotrotsou A, et al. Federated learning in medicine: facilitating multi-institutional collaborations without sharing patient data. Sci Rep. 2020; 10: 12598. https://doi.org/10.1038/s41598-020-69250-1 PMID: 32724046
14. Kaissis GA, Makowski MR, Rückert D, Brar RF. Secure, privacy-preserving and federated machine learning in medical imaging. Nature Machine Intelligence. 2020; 2: 305–311.
15. Rossello S, Díaz Morales R, Muñoz-González L. Data protection by design in AI? The case of federated learning. 30 May 2021 [cited 11 Aug 2022]. Available: https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3879613

16. Bonawitz K, Kairouz P, McMahan B, Ramage D. Federated Learning and Privacy: Building privacy-preserving systems for machine learning and data science on decentralized data. ACM QUEUE. 2021; 19: 87–114.

17. Constable SD, Tang Y, Wang S, Jiang X, Chapin S. Privacy-preserving GWAS analysis on federated genomic datasets. BMC Med Inform Decis Mak. 2015; 15 Suppl 5: S2. https://doi.org/10.1186/1472-6947-15-S5-S2 PMID: 26730345

18. Nasirigerdeh R, Torkzadehmahani R, Matschinske J, Frisch T, List M, Späth J, et al. sPLINK: a hybrid federated tool as a robust alternative to meta-analysis in genome-wide association studies. Genome Biol. 2022; 23: 32. https://doi.org/10.1186/s13059-021-02562-1 PMID: 35073941

19. Zolotareva O, Nasirigerdeh R, Matschinske J, Torkzadehmahani R, Bakhtiani M, Frisch T, et al. Filmlma: a federated and privacy-aware tool for differential gene expression analysis. Genome Biol. 2021; 22: 338. https://doi.org/10.1186/s13059-021-02553-2 PMID: 34906207

20. Brismi TS, Chen R, Mela T, Olshesvky A, Paschalidis IC, Shi W. Federated learning of predictive models from federated Electronic Health Records. Int J Med Inform. 2018; 112: 59–67. https://doi.org/10.1016/j.ijm edinf.2018.01.007 PMID: 29500022

21. Dayan I, Roth HR, Zhong A, Harouni A, Gentili A, Abidin AZ, et al. Federated learning for predicting clinical outcomes in patients with COVID-19. Nat Med. 2021; 27: 1735–1743. https://doi.org/10.1038/s41591-021-01506-3 PMID: 34526699

22. Lu C-L, Wang S, Ji Z, Wu Y, Xiong L, Jiang X, et al. WebDISCO: a web service for distributed cox model learning without patient-level data sharing. J Am Med Inform Assoc. 2015; 22: 1197–1202. https://doi.org/10.1093/jamia/ocv083 PMID: 26159465

23. Froelicher D, Troncoso-Pastoriza JR, Raisaro JL, Cuendet MA, Sousa JS, Cho H, et al. Truly privacy-preserving federated analytics for precision medicine with multiparty homomorphic encryption. Nat Commun. 2022. https://doi.org/10.1038/s41467-021-25972-y PMID: 34635645

24. Torkzadehmahani R, Nasirigerdeh R, Blumenthal DB, Kacprowski T, List M, Matschinske J, et al. Privacy-Preserving Artificial Intelligence Techniques in Biomedicine. Methods Inf Med. 2022. https://doi.org/10.1055/s-0041-1740630 PMID: 35062032

25. Liu Z, Rich B, Hanley JA. Recovering the raw data behind a non-parametric survival curve. Syst Rev. 2014; 3: 151. https://doi.org/10.1038/s41467-021-25972-y PMID: 26551437

26. Clarke Dorwin, Nash. Is open source software more secure? Homeland Security/Cyber Security.

27. Cramer R, Damgard IB, Nielsen JB. Secure Multiparty Computation and Secret Sharing. 2015. https://doi.org/10.1017/cbo9781107337756

28. Gondara L, Wang K. Differentially Private Survival Function Estimation. In: Doshi-Velez F, Fackler J, Jung K, Kale D, Ranganath R, Wallace B, et al., editors. Proceedings of the 5th Machine Learning for Healthcare Conference. PMLR; 07–08 Aug 2020. pp. 271–291.

29. Kaplan EL, Meier P. Nonparametric Estimation from Incomplete Observations. J Am Stat Assoc. 1958; 53: 457–481.

30. Aalen O. Nonparametric Inference for a Family of Counting Processes. Ann Stat. 1978; 6: 701–726.

31. Mantel N. Evaluation of survival data and two new rank order statistics arising in its consideration. Cancer Chemother Rep. 1966; 50: 163–170. PMID: 5910392

32. Cox DR. Regression models and life-tables. J R Stat Soc. 1972; 34: 187–202.

33. Tibshirani R. Regression shrinkage and selection via the lasso. J R Stat Soc. 1996; 58: 267–288.

34. Guyot P, Ades AE, Ouwens MJNM, Welton NJ. Enhanced secondary analysis of survival data: reconstructing the data from published Kaplan-Meier survival curves. BMC Med Res Methodol. 2012; 12: 9. https://doi.org/10.1186/1471-2288-12-9 PMID: 22297116

35. Wei Y, Royston P. Reconstructing Time-to-event Data from Published Kaplan–Meier Curves. Stata J. 2017; 17: 786–802. PMID: 29398980

36. Dwork C. Differential Privacy. Automata, Languages and Programming. 2006. pp. 1–12. https://doi.org/10.1007/11787006_1

37. Dwork C, McSherry F, Nissim K, Smith A. Calibrating noise to sensitivity in private data analysis. Theory of cryptography conference. Springer; 2006. pp. 265–284.

38. Davidson-Pilon C. lifelines: survival analysis in Python. J Open Source Softw. 2019; 4: 1317.

39. Cohen AC, Kalt Phelps JC, Prentice RL. The statistical analysis of failure time data. J Am Stat Assoc. 1982; 77: 497.
40. Loprinzi CL, Laurie JA, Wieand HS, Krock JE, Novotny PJ, Kugler JW, et al. Prospective evaluation of prognostic variables from patient-completed questionnaires. North Central Cancer Treatment Group. J Clin Oncol. 1994; 12: 601–607.
41. Rossi PH, Berk RA, Lenihan KJ. Money, work and crime: some experimental results. New York: Academic Press; 1980.
42. Laurie JA, Moertel CG, Fleming TR, Wieand HS, Leigh JE, Rubin J, et al. Surgical adjuvant therapy of large-bowel carcinoma: an evaluation of levamisole and the combination of levamisole and fluorouracil. The North Central Cancer Treatment Group and the Mayo Clinic. J Clin Oncol. 1989; 7: 1447–1456.
43. Giugliano RP, Ruff CT, Braunwald E, Murphy SA, Wiviott SD, Halperin JL, et al. Edoxaban versus warfarin in patients with atrial fibrillation. N Engl J Med. 2013; 369: 2093–2104. https://doi.org/10.1056/NEJMoa1310907 PMID: 242512359
44. Truong N, Sun K, Wang S, Guilton F, Guo Y. Privacy preservation in federated learning: An insightful survey from the GDPR perspective. Computer Security. 2021;110. https://doi.org/10.1016/j.cose.2021.102402
45. Schoenfeld D. Chi-squared goodness-of-fit tests for the proportional hazards regression model. Biometrika. 1980; 67: 145–153.
46. Schoenfeld D. Partial residuals for the proportional hazards regression model. Biometrika. 1982; 69: 239–241.
47. Ishwaran H, Kogalur UB, Blackstone EH, Lauer MS. Random survival forests. aosa. 2008; 2: 841–860.
48. Van Belle V, Pelckmans K, Suykens JAK, Van Huffel S. Support vector machines for survival analysis. Proceedings of the Third International Conference on Computational Intelligence in Medicine and Healthcare (CIMED2007). 2007. pp. 1–8.
49. Pölsterl S, Navab N, Katouzian A. Fast Training of Support Vector Machines for Survival Analysis. Machine Learning and Knowledge Discovery in Databases. Springer International Publishing; 2015. pp. 243–259.