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Abstract. Given a graph \( G \) with \( n \) vertices and \( k \) players, each of which is placing a facility on one of the vertices of \( G \), we define the score of the \( i \)th player to be the number of vertices for which, among all players, the facility placed by the \( i \)th player is the closest. A placement is balanced if all players get roughly the same score. A graph is balanced if all placements on it are balanced. Viewing balancedness as a desired property in various scenarios, in this paper we study balancedness properties of graphs, concentrating on random graphs and on expanders. We show that, while both random graphs and expanders tend to have good balancedness properties, random graphs are, in general, more balanced. In addition, we formulate and prove intractability of the combinatorial problem of deciding whether a given graph is balanced; then, building upon our analysis on random graphs and expanders, we devise two efficient algorithms which, with high probability, generate balancedness certificates. Our first algorithm is based on graph traversal, while the other relies on spectral properties.

1 Introduction

Consider a game played by \( k \) players on some graph \( G \). The players place facilities on vertices of \( G \) such that each player places one facility. For each player we define a score, defined as the number of vertices which, among all other facilities, are closest to his or her facility; ties are broken evenly, such that if there are \( z \) facilities closest to a vertex, then this vertex incurs a score increase of \( 1/z \) to each of these facilities. Such games are subject to extensive research; some prominent study areas are Voronoi games on graphs \( [3,10,20,23] \) and Competitive facility location games \( [1,4,5,13,22] \), where the players try to maximize their score.

In this paper, however, we concentrate on balancedness properties of such games, thus consider having the score of the players be as close to each other as possible to be desired. Indeed, in some sense, in this paper we take the point of view of the network designer by studying balancedness properties of certain graphs. To this end, we say that a placement of \( k \) facilities on a graph is \( z \)-balanced if all facilities get roughly the same score; specifically, a placement of \( k \) facilities is \( z \)-balanced if the score of each facility is at least \( \lceil n/k \rceil - z \) and at most \( \lceil n/k \rceil + z \). We say further that a graph is \( z \)-balanced if all placements on it are \( z \)-balanced. A more formal definition is given in Section 2.
Graph balancedness, besides being a natural and an interesting graph property from a combinatorial point of view, is motivated by certain scenarios, two of which we briefly mention next. As a first example, consider a computer network to be built; the network acts as the graph upon facilities, such as computer servers might be built. It is of interest to have a network with good balancedness properties, so that it will remain fair and efficient where such servers would be employed on top of it. As a second example, consider a design of a city to be built; the city topology and, for instance, its roads, act as the graph upon facilities, such as hospitals and child-care centers might be built. It is of interest to have a city with good balancedness properties, so it would be able to accommodate the needs of its future residents. Indeed, a city with bad balancedness properties might eventually become unpleasant and socially inferior. Thus, we believe that it is worthwhile to study balancedness properties of graphs, as well as algorithms for verifying whether a given graph is balanced.

Some research has been done on balancedness of facilities in graphs, including work on designing practical algorithms for finding balanced allocations [18] and work considering balancedness in a percolation-like model [24]. Other, different notions of balancedness in facility location games have been studied as well [17]. For an elaborate discussion on balancedness notions in facility location games, see [19].

In this paper we analyze balancedness properties of certain graphs, seeking to identify graphs which are balanced. Specifically, we concentrate on random graphs and also on expanders, showing that these graphs usually have good balancedness properties. Then, building upon our analysis on random graphs and expanders, we provide efficient algorithms for verifying whether a given graph is balanced.

**Initial Observations.** As one of our goals is to identify graphs which have good balancedness properties, let us identify certain such graphs. As first examples, observe that complete graphs and empty graphs are 0-balanced for any number of players $k$; indeed, the score of each player is exactly $n/k$, for any placement of $k$ facilities on such graphs. Both complete graphs and empty graphs are vertex-transitive graphs [16], and we mention that any vertex-transitive graph is 0-balanced for two players; further, a natural generalization of vertex-transitivity to sets of $k$ players yields graphs which are 0-balanced also for $k$ players.

Naturally, however, not all graphs have good balancedness properties. For example, consider two players playing on the path graph $P_n$, which is the graph with vertices $V = \{v_1, \ldots, v_n\}$ and edges $E = \{\{v_i, v_{i+1}\} : i \in [n-1]\}$. Some placements of two facilities on the path graph $P_n$ are balanced, for example where one facility is placed on $v_{n/2}$ and the other facility is placed on $v_{n/2+1}$: for $n \in \mathbb{N}_{\text{even}}$, such a placement is 0-balanced, while for $n \in \mathbb{N}_{\text{odd}}$, such a placement is only 1-balanced. Some placements of two facilities on the path graph $P_n$, however, are not balanced, for example where one facility is placed on $v_1$ and the other facility is placed on $v_2$: one player would have a score of 1 while the other would have a score of $n-1$. This means that path graphs are not $(n-2)$-
balanced for two players, which is, considering balancedness, “the worst it can get”.

**Overview of the Paper.** Preliminaries are provided in Section 2. Then, motivated by our desire to identify graphs which are balanced and to further understand which factors influence graph balancedness, in Section 3 we consider random graphs and study their balancedness properties. We show, in Theorem 1, that random graphs have good balancedness properties. Inspecting our proof of Theorem 1 it looks as if what causes random graphs to be balanced is the fact that they are well-connected in a uniform way; well-behaved (in the above-mentioned manner) graphs are usually referred to as expander graphs, and thus, in Section 4 we consider balancedness properties of expander graphs. Specifically, we consider spectral expander graphs (for a precise definition, see Section 2), and mention that, with high probability, a random graph is a spectral expander (see [11, 12, 14], e.g., for a proof of this fact). In Theorem 2 we show that expanders have good balancedness properties.

Somewhat surprisingly, though, it turns out that, with respect to their balancedness, expanders are inferior to random graphs; in particular, for some values of the average degree of these graphs, some random graphs are balanced while some expanders are not; in Theorem 3 we show an example for such expander which is not balanced. This means that, even though the expansion of random graphs influences their balancedness, it is not sufficient, and the inherent randomness of these graphs is also important for their balancedness.

In Section 5 we consider the algorithmic problem of deciding whether a given graph is balanced. We begin that section by proving that the corresponding combinatorial problem is intractable. Then, building upon the analysis described in Sections 2 (for random graphs) and 4 (for expander graphs), we describe, in Sections 5.1 and 5.2, two efficient algorithms which, given a graph, provide a balancedness certificate: in Section 5.1 we discuss an algorithm, based on graph traversal, which produces, in $O(n^2)$ time, a certificate that a graph is balanced; for random graphs, it produces such a certificate with high probability. In Section 5.2 we discuss a different algorithm, based on spectral analysis, which produces, in $O(d \cdot n \log n)$ (where $d$ is the average degree), a randomized certificate that a graph is balanced; for random graphs, it produces such a certificate with high probability. We conclude the paper in Section 6 with a discussion on directions for future research.

## 2 Preliminaries

**General preliminaries.** For $n \in \mathbb{N}$, we denote the set $\{1, \ldots, n\}$ by $[n]$. Given a vector $\mathbf{v} \in \mathbb{R}^n$ we denote the $i$th coordinate of $\mathbf{v}$ by $(\mathbf{v})_i$.

**Graph theory and neighborhoods.** Given a graph $G$ we denote by $V$ the vertex set of the graph and by $E$ the edge set of the graph. For a set of vertices $S \subseteq V$, we denote its complement by $\bar{S} := \{v \in V(G) : v \notin S\}$. We denote the degree of a vertex $v \in V$ by $d_v$. A $d$-regular graph is a graph where $d_v = d$ for each
v ∈ V, while a roughly d-regular graph is a graph where d−o(d) ≤ d_v ≤ d+o(d) for each v ∈ V. For a vertex v ∈ V we denote by N(v) the neighborhood of v, including v (that is, N(v) := {u : {u, v} ∈ E(G)} ∪ {v}).

For a set S ⊆ V, N(S) denotes the neighborhood of S; that is, N(S) = ∪_{v ∈ S} N(v) (indeed, with this definition, S ⊆ N(S)). The ith neighborhood of a vertex v ∈ V is N_i(v) = N(N_{i−1}(v)), where N_1(v) = N(v). The ith gained neighborhood of a vertex v ∈ V is \( N'_i(v) = N_i(v) \setminus N_{i−1}(v) \). For a set of vertices H ⊆ V, let \( G_H \) denote the subgraph of G induced on the vertices of H. For S, T ⊆ V(G), \( E_G(S, T) \) denotes the number of edges between S and T in G, where, if S, T are not disjoint, then the edges in the induced subgraph of S ∩ T are counted twice.

**Random graphs and expanders.** A graph G with n vertices is a random graph which is distributed by \( G_{n, d} \), and according to Erdős-Rényi model, if each edge is included in the graph with probability p = \( \frac{d}{n} \), independently from every other edge. We denote the adjacency matrix of a graph G by \( A_G \). We denote \( A_G \)'s normalized eigenvectors by \( e_1(G), e_2(G), \ldots, e_n(G) \) and the corresponding real eigenvalues by \( \lambda_1(G) ≥ \lambda_2(G) ≥ \ldots, ≥ \lambda_n(G) \). A graph G is an \((s, \alpha)\) vertex expander if for every \( S ⊆ V(G) \) of size at most \( s \) it holds that the neighborhood of \( S \) is of size at least \( \alpha |S| \). A graph G is a \( \lambda\)-expander if \( \max(\lambda_2(G), |\lambda_n(G)|) ≤ \lambda \).

**Facilities, scores, and balancedness.** Given a graph G, we consider k players, denoted by \( P_1, \ldots, P_k \). Each player places one facility on a vertex of G, specifically player \( P_i \) is choosing a vertex \( u_i \) for placing his or her facility \( f_i \). We assume that no two players put their facilities on the same vertex. Given such placement, we define for a vertex \( v ∈ V \) the set \( C_v \subseteq \{P_1, \ldots, P_k\} \) of players whose facilities are placed closest to it; that is, \( C_v := \{P_i : d(v, u_i) ≤ d(v, u_j), \forall j ≠ i\} \), where \( d(u, v) \) stands for the distance between the vertices \( u \) and \( v \), which is defined to be \( \infty \) whenever \( u \) and \( v \) are disconnected. We define the score of player \( P_i \) to be \( \text{score}(P_i) := \sum_{v ∈ V : P_i ∈ C_v} |C_v|^{-1} \). A placement of \( k \) facilities on G is said to be \( z\)-balanced if \( |n/k| − z ≤ \text{score}(P_i) ≤ |n/k| + z \) for all \( i ∈ [k] \). A graph G is said to be \( z\)-balanced if any placement on it is \( z\)-balanced.

### 3 Random Graphs

In this section we consider random graphs, generated according to Erdős-Rényi model (see Section 2), and analyse their balancedness. In Theorem 1 we prove some good balancedness properties of such graphs. Building upon this theorem, in Section 5.1 we describe an algorithm for verifying graph balancedness.

**Theorem 1.** Let \( G \sim G_{n, d} \) be a random graph, let \( k = o(d) \), and let \( d = \Omega(\log n) \). Then, for any arbitrarily small constant \( \delta > 0 \), with high probability, G is \( \delta n\)-balanced for \( k \) players.

**Proof.** For ease of presentation, we present the proof for \( k = 2 \) players; within the proof, we explain how to generalize the proof to hold for \( k = o(d) \) players, as well as to why it does not hold for larger values of \( k \). Moreover, we assume...
that \( d = n^\epsilon \), for an arbitrarily small constant \( \epsilon \); while the proof holds also for \( d = \Omega(\log n) \), it is easier to explain and clearer to understand for \( d = n^\epsilon \), and all ingredients of the proof are present in this case.

The proof builds upon the observation that the number of vertices with distance \( i \) to any vertex in a \( G_{n,d} \) is, with high probability, roughly \( d^i \). Then, there are two cases to consider. If \( d \neq \Theta(n^{\frac{1}{2}}) \) for some \( i \) (Case 1), then we show that, with high probability, the number of vertices at distance at most \( i - 1 \) from any facility is negligible, while all vertices are at distance at most \( d \) from all facilities. This means that each facility has roughly \( cn \) vertices which are the closest to it, while most remaining vertices are shared between the facilities.

Specifically, let \( v \) be a vertex of \( G \). By the Chernoff bound (Appendix, Theorem 7), it follows that, with high probability it holds that

\[
n_1 := |N(v)| = d \pm \tilde{O}(\sqrt{d}). \tag{1}
\]

Throughout the proof, we condition on the event that Equation 1 holds.

Given \( n_1 \) and a vertex \( u \notin N(v) \), the probability that \( u \) is in \( N_2(v) \) is

\[
p_2 = 1 - (1 - \frac{d}{n})^{n_1}.
\]

Let \( n_2 := |N_2(v)| \). Then, the following hold:

1. If \( d = o(n^{\frac{1}{2}}) \) then, by Bernoulli’s inequality (Appendix, Theorem 8), the quantity \( p_2 \) is \( \frac{n_1 d}{n} + \frac{n_2 d^2}{n} \approx \frac{n_1 d^2}{n} \). Notice that we use \( \approx \) to denote the omission of low order terms; further, when \( a \approx b \) for some values \( a \) and \( b \), we say that \( a \) is approximately \( b \). It follows that \( \mathbb{E}_{G \sim G_{n,d}}[n_2] \approx (n - d) \frac{d^2}{n} \approx d^2 \).

2. If \( d = \omega(n^{\frac{1}{2}}) \) then the quantity \( p_2 \) is approximately 1. It follows that \( \mathbb{E}_{G \sim G_{n,d}}[n_2] \approx n \).

3. If \( d = \Theta(n^{\frac{1}{2}}) \) then the quantity \( p_2 \) is some constant \( c_{d,2} \) that depends on \( d \).

Specifically, if \( d = cn^{1/2} \) then \( c_{d,2} \approx 1 - e^{-\frac{c d^2}{n}} = 1 - e^{-c} \). It follows that \( \mathbb{E}_{G \sim G_{n,d}}[n_2] = c_{d,2} n \).

Applying Chernoff bound, we conclude that, with high probability it holds that

\[
n_2 = \mathbb{E}[n_2] \pm \tilde{O}(\sqrt{d}). \tag{2}
\]

Throughout the proof, we condition on the event that Equation 2 holds.

Let \( n_i := |N_i(v)| \). By repeating the above arguments for \( 2 < i \leq \log n \), we conclude that the following hold with high probability:

1. If \( d = o(n^{\frac{1}{2}}) \) then \( n_i = d^i \pm \tilde{O}(\sqrt{d^i}) \).

2. If \( d = \omega(n^{\frac{1}{2}}) \) and \( d = o(n^{\frac{1}{2} - \epsilon}) \) then \( |N_i(v)| = n - \tilde{O}(\sqrt{n}) \).

3. If \( d = \Theta(n^{\frac{1}{2}}) \) then \( n_i = c_{d,i} n \pm \tilde{O}(\sqrt{n}) \) some some constant \( c_{d,i} \).
Let us briefly explain how the proof generalizes to Remark 1. All placements are $\delta n$-balanced.

For the graph to be, say, $0$-balanced, the value of $k$ holds (using similar techniques, one can generalize the proof for this case to $d$).

**Case 1.** Let $d = \omega(n^{\frac{1}{d}})$ and also $d = o(n^{\frac{1}{d+1}})$ for some $i$. Consider two players, placing their facilities on two arbitrary vertices, $v_1$ and $v_2$. By the analysis above, we have that $|N_i(v_i)| = n - \Theta(d^{-i})$. Thus, it holds that

$$
|\{w : d_G(w, v_1) = d_G(w, v_2)\}| \geq |\tilde{N}_i(v_1) \cap \tilde{N}_i(v_2)|
$$

$$
= n - |\tilde{N}_i(v_1) \cup \tilde{N}_i(v_2)|
$$

$$
\geq n - |\tilde{N}_i(v_1)| - |\tilde{N}_i(v_2)|
$$

$$
= n - \Theta(d^{-i}).
$$

We conclude that the score each player gets is at least $n/2 - \Theta(d^{-i})$ and at most $n/2 + \Theta(d^{-i})$, which, for large enough values of $n$, means that in this case, all placements are $\delta n$-balanced.

**Remark 1.** Let us briefly explain how the proof generalizes to $k = \Theta(d)$. Here, we would have obtained the following:

$$
|\{w : d_G(w, v_1) = d_G(w, v_2) = ... = d_G(w, v_k)\}| \geq \bigcap_{j=1}^k \tilde{N}_i(v_j)
$$

$$
= n - |\bigcup_{j=1}^k \tilde{N}_i(v_j)|
$$

$$
\geq n - \sum_{j=1}^k |\tilde{N}_i(v_j)|
$$

$$
= n - kd^{-1}.
$$

For the graph to be, say, $0.1n$-balanced, the value of $k$ has to satisfy $kd^{-1} \leq 0.1n$. Since $d^{-1} = \frac{1}{d}$, it follows that $k \leq 0.1d$.

**Case 2.** Let $d = \Theta(n^{\frac{1}{d}})$ for some $i$. Consider two players, placing their facilities on two arbitrary vertices, $v_1$ and $v_2$. Then, with high probability the following holds (using similar techniques, one can generalize the proof for this case to general $k$ as well):

$$
|\{w : d_G(w, v_1) < d_G(w, v_2)\}| = \sum_{j=1}^{i+1} |\{w : d_G(w, v_1) < d_G(w, v_2) \wedge w \in \tilde{N}_j(v_1)\}|
$$

$$
\leq \sum_{j=1}^{i+1} |\tilde{N}_j(v_1)|
$$

$$
+ |\tilde{N}_i(v_1) \setminus \tilde{N}_i(v_2)| + |\tilde{N}_{i+1}(v_1) \setminus \tilde{N}_{i+1}(v_2)|
$$

$$
\leq \Theta(d^{-i}) + |\tilde{N}_i(v_1) \setminus \tilde{N}_i(v_2)| + |\tilde{N}_{i+1}(v_1) \setminus \tilde{N}_{i+1}(v_2)|.
$$
Recall that $|\tilde{N}_i(v_1)| = |\tilde{N}_i(v_2)| \pm \tilde{O}(\sqrt{d})$, and therefore it holds that:

$$|\tilde{N}_i(v_1) \setminus \tilde{N}_i(v_2)| = |\tilde{N}_i(v_2) \setminus \tilde{N}_i(v_1)| \pm \tilde{O}(\sqrt{d}),$$

and that

$$|\tilde{N}_{i+1}(v_1) \setminus \tilde{N}_{i+1}(v_2)| = |\tilde{N}_{i+1}(v_2) \setminus \tilde{N}_{i+1}(v_1)| \pm \tilde{O}(\sqrt{d}).$$

It follows that the score difference between the players is $\Theta(d^{i-1}) + \tilde{O}(\sqrt{d})$, which, for sufficiently large values of $n$, is smaller than $\delta n$, as needed.

**Remark 2.** Notice that some restriction on the value of $k$ in the statement of the last theorem is needed; for example, if $k > d$, then $d$-regular graphs generally do not achieve reasonable balancedness. To see this, notice that for $k = d + 1$, placing one facility on an arbitrary vertex $v$ while placing other facilities on all its $d$ neighbors as well results in a score of $1$ for the facility placed on $v$ (as long as the graph is connected).

## 4 Expanders

The analysis performed in the last section shows that random graphs have good balancedness properties. Moreover, taking a closer look at our proof, it looks as if the main property of random graphs which we used is that random graphs are good expanders. Namely, it is a well known fact that with high probability $\lambda_2(G) = \Theta\left(\sqrt{d}\right)$ (for example, see [11, 12, 13]).

This motivates further studying whether expanders have good balancedness properties, which is the subject of the current section. It turns out that, in some sense, the balancedness of expanders is inferior to that of random graphs, as is apparent from the degrees restriction imposed in the statement of Theorem 2, which is backed by an example of an expander with bad balancedness properties, depicted in Figure 1 and described in the proof of Theorem 3.

The structure of the next proof, which is deferred to the appendix, is somewhat similar to the structure of the proof of Theorem 1 and the overall tactics is to argue that the sizes of the $i$th neighborhoods of most graphs are roughly similar. The main difference between the proof of the next theorem and the proof of Theorem 1 is that, while the proof of Theorem 1 uses probabilistic arguments to estimate the neighborhood sizes of various facilities, the proof of the next theorem uses expansion properties of expanders.

We mention that in Section 5.2 we build upon the next theorem for devising a somewhat, a-priori surprising algorithm for verifying graph balancedness, based on spectral analysis.

**Theorem 2.** Let $G$ be a $d$-regular $\lambda$-expander graph of $n$ vertices, let $\lambda = O(\sqrt{d})$, and let $d = n^{\epsilon}$. Then, $G$ is $o(n)$-balanced for $k = o(d)$ players, as long as there is no positive integer $i$ for which $\epsilon = \frac{1}{i}$.
Remark 3. We mention that Theorem 2 can be extended to graphs which are roughly-regular expanders. While in the proof of Theorem 2 we used the expander mixing lemma for regular graphs, there exists a general version for the expander mixing lemma which gives, for irregular graphs, similar statements as those we used (e.g., see, [9]). Using the general form of the expander mixing lemma for roughly-regular graphs, the extension for roughly-regular expanders follows.

Next we demonstrate that the restriction on \( \epsilon \) in Theorem 2 is necessary (showing that it is not an artifact of our proof technique). Specifically, we show a family of expander graph whose degree regularity does not follow the aforementioned restriction, and such that these graphs have bad balancedness properties.

Theorem 3. Let \( d = \Theta(n^{1/2}) \). Then, for every positive integer \( i \), there exist roughly \( d \)-regular \( \lambda \)-expander graphs with \( n \) vertices that are not \( o(n) \)-balanced.

Proof. We show an example for the case where \( d = \sqrt{n} \), and mention that this example can be generalized for \( d = \Theta(n^{1/3}) \). Let \( G \) be a random graph drawn by the distribution \( G_{n, \sqrt{n}} \) (see Section 2). We construct the graph \( G' \) as follows:

Step 1. Add a new root vertex \( r \) as well as another \( \sqrt{n} \) new vertices to the vertex set of \( G \).

Step 2. By introducing new edges, connect each new vertex to \( \sqrt{n} \) original vertices such that no two new vertices share a common neighbor.

Step 3. By introducing new edges, connect \( r \) to each of the \( \sqrt{n} \) new vertices.

First we prove that \( G' \) is not \( o(n) \)-balanced. It follows from the proof of Theorem 1 that, with high probability, it holds for any original vertex (that is any vertex of \( G \)), that \(|N_2(v)| \approx (1 - e^{-1})n \) (the addition of \( \sqrt{n} + 1 \) new vertices effects \(|N_2(v)| \) by at most \( \sqrt{n} \)). However, \(|N_2(r)| = n \) by construction. Thus, \( G' \) is not \( o(n) \)-balanced; indeed, placing one facility on \( r \) while the other on original vertices results in a non \( o(n) \)-balanced placement.

Next we provide an upper bound on \( \lambda(G') \), to show that \( G' \) is indeed an expander, as claimed. Naturally, we rely on the fact that random graphs are good expanders. That is, it is well known that, with high probability, it holds that \( \lambda_2(G) = \Theta(\sqrt{d}) \) (see, for example, [11][12][14]). Next we show that our modifications to \( G \) do not change its expansion too much.

First, notice that in Step 1 we added \( \sqrt{n} + 1 \) eigenvectors to the graph, all with eigenvalue zero. To see this, for each added vertex \( u \), consider the vector \( 1_u \) that has value 1 on \( u \)'s coordinate and 0 on the rest of the coordinates. Thus, after performing the modification described in Step 1 the expansion of the graph do not change.

Second, consider the following inequality from perturbation theory for matrices that holds for any two symmetric matrices \( A, N \in \mathbb{R}^{n \times n} \) (see, for example, [2]):

\[
\max_{e:1 \leq e \leq n} |\lambda_e(A + N) - \lambda_e(A)| \leq \max_{e:1 \leq e \leq n} |\lambda_e(N)|.
\]
An expander which is not $\delta n$-balanced, as described and proved in Theorem 3. The bottom oval represents the graph $G$, the middle vertices are the $\sqrt{n}$ new vertices, and the top vertex $r$ is the root vertex.

Namely, this inequality shows that adding a matrix $N$ to a matrix $A$ can change the eigenvalues of $A+N$ by at most $\max_{1 \leq i \leq n} |\lambda_i(N)|$. Notice that we can write the adjacency matrix of $G'$ as $A_{G'} = A_G + A_S + A_{S_{\sqrt{n}}}$, where $A_S$ is added in Step 2 and $A_{S_{\sqrt{n}}}$ is added in Step 3. Here, the graph $S_m$ is the star graph with $m+1$ vertices (recall that a star graph is a bipartite graph with $m+1$ vertices where one vertex is connected to all the other vertices) and $S$ is the disjoint union of $\sqrt{n}$ copies of $S_{\sqrt{n}}$.

Finally, we rely on the fact that, for star graphs $S_m$ with $m+1$ vertices, it holds that $|\lambda_i(S_m)| \leq \sqrt{m}$, for every $i \in [m+1]$. Hence, since $S$ is the disjoint union of star graphs, for every $i$ it follows that $|\lambda_i(A_S)| \leq n^{\frac{i}{4}}$. Applying Inequality 4 for every $i$, we have that

$$|\lambda_i(A_G) - 2n^{\frac{i}{4}} \leq |\lambda_i(A_{G'})| \leq |\lambda_i(A_G)| + 2n^{\frac{i}{4}}.$$ 

Thus, we conclude that $|\lambda_2(G')| \leq |\lambda_2(G)| + \Theta(\sqrt{|\lambda_2(G)|})$. Further, the above construction gives a roughly $d$-regular graph; thus, the proof follows. 

## 5 Verifying Balancedness

In this section we first give some evidence that deciding a given graph’s balancedness is intractable (see Theorem 1). We view this result as motivating the design of algorithms which can verify, with high probability, whether a given graph is balanced. Concretely, we use the analysis described in Section 3 and Section 4 to devise two algorithms which produce certificates of balancedness: the first algorithm, described in Section 6.1, is based on graph traversal, while the second algorithm, described in Section 6.2, is based on spectral analysis, and results in better running time compared to the first algorithm.

**Intractability Result.** Consider the following decision problem.

**Unbalancedness**

**Input:** A graph $G$, number of facilities $k$, and a bound $s$.

**Question:** Is there a placement of $k$ facilities on $G$ such that the score of at least one of the players is strictly less than $s$?
Unbalancedness can be solved in $O(n^{k+3})$ time, as follows. First, compute all-pairs shortest paths on $G$ (this can be done in $O(n^3)$ time, using Floyd-Warshall algorithm, for example). Then, iterate over all $\binom{n}{k}$ possible placements of $k$ facilities on $G$, computing the balancedness of each such placement using the all-pairs shortest paths matrix.

It is natural to ask whether there are better algorithms than the simple algorithm described above. The next theorem, whose proof is deferred to the appendix, shows that this is not the case (assuming $P \neq NP$).

**Theorem 4.** Unbalancedness is NP-hard.

**Remark 4.** Taking a closer look at the proof of Theorem 4, one might notice that in the reduction from Dominating Set to Unbalancedness, the number of players $k$ in the Unbalancedness instance is $O(h)$, where $h$ is the size of the dominating set in the Dominating Set instance. Since it is known that, assuming the Exponential Time Hypothesis (ETH), no algorithm running in $n^{o(k)}$ time exists for Dominating Set [21], it follows that no algorithm running in $n^{o(k)}$ time exists for Unbalancedness.

### 5.1 Graph Traversal Algorithm

In this section we describe an algorithm which verifies whether a given graph is balanced. Specifically, if the algorithm accepts then it generates a certificate, such that the graph is guaranteed to be balanced. Otherwise, if the algorithm rejects, then there are no balancedness guarantees; notice that it does not mean that the graph is not balanced, as it might be the case that the graph is balanced but the algorithm is not able to produce a certificate. The algorithm runs in $O(n(m+n))$, where $n$ is the number of vertices in the graph and $m$ is the number of edges in the graph; thus, from the intractability result proved in Theorem 4 we have no reason to believe that the algorithm would produce a certificate for all graphs. Using the analysis described in the proof of Theorem 4, however, we will show that, with high probability, the algorithm is able to produce certificates for random graphs.

**Theorem 5.** Let $d$ be such that there is no positive integer $i$ for which $d = n^\frac{i}{2}$ and let $k = c_1d$ for some constant $c_1$. Then, there is an algorithm running in $O(n(m+n))$ time which, given a random graph $G \sim G_{n,d}$ with $m$ edges, with high probability produces a certificate of its $\delta n$-balancedness for $k$ players where $\delta \geq c_1c_2$ and $c_2$ is some constant.

**Proof.** Let us denote the radius of $G$ by $r$; that is, $r = \min_{v \in V} \max_{u \in V} d(u, v)$. The algorithm first computes the value of $|N_i(v)|$ for each $v \in V$ and for each $i \in [r]$; to compute these values, it is sufficient to traverse the graph once from each vertex, say, by performing a breadth-first search. Then, the algorithm accepts if the following conditions hold:

**Condition 1.** $|N_r(v)| = n$ for each $v \in V$. 


Condition 2. \(|N_{r-1}(v)| \leq \delta n/k \) for each \( v \in V \).

It might be useful to think about this algorithm as generating a table \( T \) (or a matrix) of \( n \) rows and \( r \) columns, where \( n \) is the number of vertices in the graph and \( r \) is the radius of the graph. The value in the cell \( T[v, i] \) is the size of the \( i \)th neighborhood of vertex \( v \); that is, \( T[v, i] := |N_i(v)| \). Given the table \( T \), the algorithm checks, in Condition 1, that the values in the \( r \)th column (that is, in the “last” column) are all exactly \( n \); in other words, for the given graph it holds that \( r = \max_{v \in V} \max_{u \in V} d(u, v) \), so each vertex reaches the whole graph on \( r \) hops. Then, in Condition 2, the algorithm checks that the values in the \((r-1)\)th column are at most \( \delta n/k \); in other words, for the given graph it holds that each vertex reaches at most \( \delta n/k \) vertices in \( r - 1 \) hops.

By analysis similar to that in the proof of Theorem 1, we have that if these conditions hold, indeed the graph is \( \delta n \)-balanced. To see why, notice that combining both conditions, for any \( k \) players, we have that all players reach at least \( n - \delta n \) vertices in the \( r \)th hop, and on these vertices, all players get the same fraction of \( 1/k \). Thus, the score of each player is at least \( (n - \delta n)/k \geq n/k - \delta n \) and at most \( \delta n + (n - \delta n)/k \leq \delta n + n/k \). It follows that the graph is indeed \( \delta n \)-balanced.

Taking a closer look at Case 1 in the proof of Theorem 1, it follows first that \(|N_r(v)| = n\) holds for every vertex \( v \) with high probability, thus Condition 1 holds. Further, for every vertex satisfies \(|N_{r-1}(v)| \leq c_2 n/d \) for some constant \( c_2 \) with high probability. Therefore,

\[
|N_{r-1}(v)| \leq \frac{c_2 n}{d} \leq \frac{c_1 c_2 n}{k} \leq \frac{\delta n}{k}
\]

holds with high probability for every vertex \( v \), thus Condition 2 holds. \( \square \)

5.2 Spectral Algorithm

In this section we describe another algorithm which verifies whether a given graph is balanced. In contrast to the previous section, here we provide a probabilistic certificate. Specifically, we consider a randomized algorithm \( A \) with the following promise: if, for a given graph \( G \) as an input, algorithm \( A \) accepts with probability larger than 0.9, then \( G \) is balanced. We say that such an algorithm is a probabilistic certificate. Probabilistic certificates are useful since, given a graph \( G \), one could estimate the accepted probability by repeatedly running \( A \).

Notice that there might be “false negatives”, as there could be balanced graphs with low acceptance probability. What we do show next is that for a random graph \( G \) drawn from \( G_{n,d} \), with high probability over the distribution \( G_{n,d} \), the graph \( G \) is such that \( A \) accepts \( G \) (with probability larger than 0.9 over the random bits \( A \) uses).

Algorithm \( A \) runs in \( O(nd) \) where \( d \) is the expected degree of \( G \). Thus, following the intractability result proved in Theorem 4, we have no reason to believe that the algorithm can produce certificates for all graphs. Using the analysis of Theorem 2, however, we will show that, with high probability, the algorithm is able to produce certificates for (most of the) random graphs.
Theorem 6. Let $d$ be such that there is no positive integer $i$ for which $d = n^i$. There is an algorithm running in $\tilde{O}(nd)$ time which, given a random graph $G \sim G_{n,d}$, with high probability produces a probabilistic certificate of its $\delta$-balancedness for some $\delta = o(n)$.

Proof. Let $\epsilon = 0.01$. We say that $a$ is an $\epsilon$-estimation of $b$ if it holds that $a \leq (1 + \epsilon)b$. Let $A_G$ denote the adjacency matrix of a graph $G$. Given a graph $G$ as an input, the algorithm operates as follows.

Step 1. Set $d$ to be equal to the expected degree in $G$.
Step 2. If the graph is not roughly-regular then reject.
Step 3. Calculate an $\epsilon$-estimation of the second largest-in-magnitude eigenvalue of $A_G$ and denote its value by $\tilde{\lambda}_2$.
Step 4. If $\tilde{\lambda}_2$ is smaller than $100\sqrt{d}$ then accept, otherwise reject.

We start with a running time analysis of the above algorithm. Clearly, Steps 1, 2 and 4 can be accomplished in $O(nd)$ time. For Step 3, we shall specify how to calculate $\tilde{\lambda}_2$. Fortunately, the problem of calculating $\tilde{\lambda}_2$ of a given graph is a well-studied problem which can be solved using the power method: the power method is a randomized algorithm that, using $t = \Omega(\log n)$ operations of multiplying certain vectors by $A_G$, gives with high probability (say $p = 0.9$) the desired $\epsilon$-estimation of the second largest-in-magnitude eigenvalue of $A_G$. Given any vector $v$, calculating $A_G \cdot v$ can be done in $O(dn)$ time (to see this note that $G$ has roughly $\frac{d^2}{4}n$ edges, hence $A_G$ has roughly $dn$ non zero entries). In total, Step 3 takes $tnd = \tilde{O}(dn)$ time. For more details on the power method, see, e.g., [26, Lemma 8.1].

By standard calculations, one can show that random graphs are roughly-regular graphs (see definition in Section 4). Hence, with high probability $G$ is such that it (always) passes Step 1. It is a well known fact that with high probability $\lambda_2(G) = \Theta(\sqrt{d})$ (see [11, 12, 14], for example). Hence, once again, with high probability $G$ is such that it will be accepted in Step 4 with probability $p$. By Theorem 2, we have that if $G$ is a roughly-regular spectral expander, then $G$ is $\delta n$ balanced; thus, we are done. \qed

6 Outlook

We briefly discuss several directions for future research.

Robustness of balanced graphs. Random graphs might be seen as noisy complete graphs, in the sense that, starting from a complete graph, each edge is removed with a certain probability $(1 - p)$. Since complete graphs are 0-balanced for any number of players $k$, one might understand Theorem 1 as proving that complete graphs are not only 0-balanced for any $k$, but are also robust to noise. It is not clear whether other families of graphs with good balancedness properties are also robust to noise.
Cooperative, randomized, and adversarial tie-breaking. In this paper we broke ties evenly, which has similar behavior as to breaking ties uniformly at random; that is, if \( z \) facilities are the closest to a vertex, then each of the corresponding players gets a score increase of \( \frac{1}{z} \). It is natural, and practically motivated, to study other tie-breaking schemes, such as (1) breaking ties in favor of the balancedness; (2) breaking ties at random by some distribution over the players; (3) breaking ties against balancedness.

Best-case, average-case, and worst-case balancedness. In this paper we concentrated on a worst-case notion of balancedness, by defining a graph to be balanced iff each placement on it is balanced. What happens if we consider an average-case notion of balancedness, by requiring a placement on it to be balanced with high probability, or even a best-case notion of balancedness, by requiring that at least one balanced placement shall exist? We observe that some graphs are not balanced even for the best-case notion; for example, notice that any placement of two facilities on the graph depicted in Figure 3 is not 0-balanced (the figure and a proof of the claim are given in the Appendix).
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A Useful Facts

Theorem 7 (Chernoff [8]). Let \( \{X_1, \ldots, X_n\} \) be independent random variables with \( 0 \leq X_i \leq 1 \), for each \( i \). Let \( X = \sum_{i=1}^{n} X_i \), \( \mu = \mathbb{E}[X] \), and \( \sigma^2 = \text{VAR}(X) \). Then, it holds that
\[
\Pr[|X - \mu| \geq \delta \sigma] \leq C \max\{\exp(-c \delta^2), \exp(-c \delta \sigma)\},
\]
for some absolute constants \( c \) and \( C \), for every \( \delta \geq 0 \).

Theorem 8 (Bernoulli’s Inequality). The following claims hold.
1. For \( x \geq -1 \) and \( r > 1 \), it holds that
\[
(1 + x)^r \geq 1 + xr.
\]
2. For \( x \in [-1, 1/(r - 1)] \) and \( r > 1 \), it holds that
\[
(1 + x)^r \leq 1 + \frac{rx}{1 - (r - 1)x}.
\]

Lemma 1 (Spectral to Vertex Expansion [24, Chapter 4]). Let \( G = (V, E) \) be a \( d \)-regular \( \lambda \)-expander graph with \( n \) vertices. Then, for every \( \alpha \in [0, 1] \), it holds that \( G \) is an \( (\alpha n, \frac{\lambda d}{(1 - \alpha(\frac{\lambda}{2})^2) + \alpha}) \) vertex expander.

Lemma 2 (Expander Mixing Lemma [2]). Let \( G = (V, E) \) be a \( d \)-regular \( \lambda \)-expander graph with \( n \) vertices. Then, it holds that
\[
|E_G(S, T) - \frac{d \cdot |S| \cdot |T|}{n}| \leq \lambda \sqrt{|S| \cdot |T|},
\]
for any two, not necessarily disjoints subsets \( S, T \subseteq V \).

B Missing Proofs

We provide proofs missing from the main text.

B.1 Proof of Theorem [2]

Theorem 2. Let \( G \) be a \( d \)-regular \( \lambda \)-expander graph of \( n \) vertices, let \( \lambda = O(\sqrt{d}) \), and let \( d = n^\epsilon \). Then, \( G \) is \( o(n) \)-balanced for \( k = o(d) \) players, as long as there is no positive integer \( i \) for which \( \epsilon = \frac{i}{d} \).

Proof. The proof structure is somewhat similar to the proof of Theorem [1] and the overall tactics is to argue that the sizes of the \( i \)th neighborhoods of most graphs are roughly similar. The main difference between the current proof and the proof of Theorem [1] is that, while the proof of Theorem [1] uses probabilistic arguments to estimate the neighborhood sizes of various facilities, here we naturally use the expanders’ expansion properties. For simplicity we present the proof for \( k = 2 \).

Let \( v \) be a vertex of \( G \). Since \( G \) is \( d \)-regular, it follows by definition that \( n_1 := |N(v)| = d \). Further, let \( n_2 := |\tilde{N}_2(v)| \), and consider the following cases.
1. If $\epsilon < \frac{1}{2}$, then $n_2 = \Omega(n_1d)$, by Lemma 1 (which we apply by specifically taking $\alpha = 1/\sqrt{n}$). Since the graph is $d$-regular, it follows that $n_2 = \Theta(n_1d)$.

2. If $\epsilon > \frac{1}{2}$, then $n_2 = n - o(n)$. This holds since, by applying the expander mixing lemma (Lemma 2), we have that

$$d \frac{|\tilde{N}_2(v)|}{n} \leq \lambda \sqrt{|\tilde{N}_2(v)|d}.$$ 

Thus,

$$|\tilde{N}_2(v)| = \Theta((\frac{n}{d})^2) = o(n),$$

and, indeed, $n_2 = n - o(n)$.

3. Notice that the case where $d = \Theta(n^{-\frac{1}{2}})$ is excluded explicitly in the theorem statement.

Let $n_i = |\tilde{N}_i(v)|$. By repeating the above arguments for $2 < i \leq \log n$, we have the following:

1. If $d = o(n^{\frac{i}{2}})$ then $n_i = \Theta(d^i)$.
2. If $d = \omega(n^{\frac{i}{2}})$ and $d = o(n^{\frac{i-1}{2}})$ then $|N_i(v)| = n - o(n)$.
3. Again, the case where $d = \Theta(n^{\frac{i}{2}})$ is excluded.

Notice that $n_i$ is as above, for every $i$ and every vertex $v$ in $G$.

By the assumption on $\epsilon$ it holds that $\epsilon > \frac{1}{2}$ and $\epsilon < \frac{1}{\sqrt{n}}$ for some $i$. Consider two players, placing their facilities on arbitrary vertices $v_0$ and $v_1$. It follows that

$$\tilde{N}_i(v_0) = \tilde{N}_i(v_1) = n - \Theta(d^{i-1})$$

and therefore

$$|\{w : d_G(w, v_0) = d_G(w, v_1)\}| \geq |\tilde{N}_i(v_0) \cap \tilde{N}_i(v_1)|$$

$$= n - |\tilde{N}_i(v_0) \cup \tilde{N}_i(v_0)|$$

$$\geq n - |\tilde{N}_i(v_0)| - |\tilde{N}_i(v_1)|$$

$$= n - \Theta(d^{i-1}).$$

Using the above equation, we obtain that the score of each player is at least $n/2 - \Theta(d^{i-1})$ and at most $n/2 + \Theta(d^{i-1})$, which, for sufficiently large values of $n$, means that the graph is $\delta n$-balanced, as needed.

**B.2 Proof of Theorem 4**

**Theorem 4.** UNBALANCEDNESS is NP-hard.

**Proof.** A vertex $v$ is dominated by a set of vertices $S$ if it is adjacent to at least one vertex from $S$. A dominating set is a set of vertices which dominates all other vertices in the graph. We describe a reduction from the following NP-hard problem [15].
**Fig. 2.** An example of the reduction described in the proof of Theorem 4. The input graph for the Dominating Set instance is composed of the vertices $v_1$, $v_2$, $v_3$, and $v_4$, which are connected by the edges $\{v_1, v_2\}$ and $\{v_2, v_3\}$. $h$ is set to 2. The figure shows the reduced instance to Unbalancedness where a **bold** edge connecting an original vertex to a bag represents $n^3$ edges, connecting the original vertex to all the corresponding bag vertices.

**Dominating Set**

**Input:** A graph $G$ and a budget $h$.

**Question:** Is there a dominating set of $G$ consisting of $h$ vertices?

Given an instance of Dominating Set, we create an instance of Unbalancedness, as follows. Let us denote the vertices of $G$ by $v_1, \ldots, v_n$ and refer to them as original vertices. For each original vertex $v_i$ ($i \in [n]$) we create $n^3$ new vertices, denoted by $v_{ib}$ ($i \in [n], b \in [n^3]$) and refer to them as bag vertices; we make each such bag a clique, that is, for each $i \in [n]$, we add all edges $\{v_{ib'}, v_{ib''}\}$, for $b' \neq b'', b' \in [n^3], b'' \in [n^3]$. We connect each original vertex $v_i$ to its own bag vertices $v_{ib}$ (that is, we add all edges $\{v_i, v_{ib}\}$, for $b \in [n^3]$) as well as to the bag vertices of its adjacent vertices (that is, if the edge $\{v_i, v_j\}$ is present, then we add all edges $\{v_i, v_{ib}\}$, for $b \in [n^3]$). We create a new vertex, denoted by $v$, and connect it to all the original vertices (that is, we add the edges $\{v, v_i\}$, for $i \in [n]$). We set the number $k$ of facilities to $h + 1$ and the bound $s$ to $n$. This finishes the polynomial-time reduction. An example of the construction is given in Figure 2.

Next we prove correctness. Given a dominating set $u_1, \ldots, u_h$, we place one facility on $v$ and the other $k - 1 = h$ facilities on the dominating set vertices $u_1, \ldots, u_h$. The score of the facility placed on $v$ is at most $n + 1 - h \leq n$, since it gets no score from the bag vertices and the dominating set vertices. Thus, there exist a player whose score is strictly less than $s$. 
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For the other direction, Consider a placement of $k$ facilities on the constructed graph such that there exists at least one player, say $P_1$, whose score is less than $s = n$. We claim that $P_1$’s facility must be placed on $v$: if this is not the case, that is, if $P_1$ is placing a facility on either an original vertex or a bag vertex, then it has distance one to at least one bag of $n^3$ bag vertices; as a result, $P_1$’s score would be at least $n^2 > n$.

Following the last paragraph, we have that $P_1$ is placing a facility on $v$. Notice that, roughly speaking, our goal now is to reduce the score of $P_1$ to the minimum possible. First, we claim that no player can place a facility on a bag vertex. In contradiction, let us assume some player $P_i$ places a facility on a bag vertex $v_b^i$, for some $i \in [n]$ and $b \in [n^3]$. Then, if another facility is placed on its corresponding original vertex $v_i$, then we pick an arbitrary original vertex with no facility placed on it, and move $P_i$’s facility to this arbitrarily-chosen original vertex. The score of $P_i$ will not increase as a result of this move. Otherwise, if no facility is placed on the original vertex $v_i$ corresponding to the vertex $v_b^i$, then we move $P_i$’s facility to its corresponding original vertex $v_i$. Again, the score of $P_i$ will not increase as a result of this move. Thus, we can assume without loss of generality that no facility is placed on a bag vertex.

Thus, we have that $P_1$ is placing a facility on $v$, and all other players are placing facilities on original vertices. Now, if those facilities do not form a dominating set, then at least one original vertex $v_i$ exists which is not adjacent to any facility. The facility placed by $P_1$ on $v$ will have distance of 2 to the bag vertices $v_b^i$ ($b \in [n^3]$) corresponding to the undominated vertex $v_i$, and all other facilities will have distance of at least 2 to these vertices. Thus, the score of $v$ will be at least $n^3/k \geq n^2 > s$, therefore, we conclude that the other facilities are placed on vertices which form a dominating set. \hfill $\square$
B.3 Proof of Proposition 1

Proposition 1. For any placement of two facilities, the graph depicted in Figure 3 is not 0-balanced.

Proof. Consider the graph depicted in Figure 3 composed of a center vertex $c$ and four branches: first branch, consisting of vertex 1/1; second branch, consisting of vertices 1/2, 2/2; third branch, consisting of vertices 1/3, 2/3, and 3/3, and fourth branch, consisting of vertices 1/5, 2/5, 3/5, 4/5, and 5/5. We argue that the graph depicted in Figure 3 is not balanced for any placement of two facilities on it. To this end, let us denote one facility by $f_1$ and the other by $f_2$, and consider the following case analysis.

- $f_1$ is placed on $c$: in this case, the best position for $f_2$ is 1/5, making $f_1$’s score strictly greater than that of $f_2$.

- $f_1$ and $f_2$ are placed on the same branch: in this case, the facility which is placed closer to $c$ has strictly larger than the other facility.

- $f_1$ and $f_2$ are placed on different branches: we split this case into two subcases. First, if both facilities are placed such that they have the same distance to $c$, then the facility which is placed on the longer branch wins. Second, if the facilities are placed such that one of them has smaller distance to $c$, then, without loss of generality, assume that the distance between $f_1$ and $c$ is strictly smaller than the distance between $f_2$ and $c$. Then, the best placement for $f_2$ is when it is the closest to all the vertices of the longest path, thus getting a score of 5. However, even in this case $f_1$ has strictly larger score, specifically 7. $\square$