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Abstract—This paper investigates how to mitigate the impact of adjacent channel interference (ACI) on vehicle-to-vehicle (V2V) broadcast communication by scheduling and power control. The optimal joint scheduling and power control problem, with the objective to maximize the number of connected vehicles, is formulated as a mixed integer programming problem with a linear objective and a quadratic constraint. From the joint formulation, we derive (a) the optimal scheduling problem for fixed transmit powers as a Boolean linear programming problem and (b) the optimal power control problem for a fixed schedule as a mixed integer linear programming problem. Near-optimal schedules and power values can, for smaller instances of the problem, be computed by solving first (a) and then (b). To handle larger instances of the problem, we propose heuristic scheduling and power control algorithms with reduced computational complexity. Simulation results indicate that the heuristic scheduling algorithm yields significant performance improvements compared to the baseline block-interleaver scheduler and that performance is further improved by the heuristic power control algorithm. Moreover, the heuristic algorithms perform close to the near-optimal scheme for small instances of the problem.

I. INTRODUCTION

A. Motivation

Recently, vehicle-to-vehicle (V2V) communication have captured great attention due to its potential to improve traffic safety, effective driving assistance and intelligent transport systems. Typically, these types of applications have strict requirements on latency and reliability.

V2V networks have three novel features compared to conventional cellular communication. First, V2V networks generally rely on broadcast protocols to disseminate safety-related messages. Second, V2V communications often come with a stringent requirement on reliability, which can be achieved if the signal to interference and noise ratio (SINR) exceeds a certain threshold [1]. Third, low latency is an important requirement in V2V communication, which restricts the possibilities for retransmissions. Moreover, retransmission is cumbersome in a broadcast communication scenario. The determining factor for reliability in typical cellular communication is co-channel interference (CCI), which is crosstalk from two different transmitters using the same time-frequency slot. However, we can remove CCI (and thereby increase reliability) by allocating non-overlapping time-frequency resources to different vehicular user equipments (VUEs) for their transmissions [2].

However, if two transmitters simultaneously operate on two non-overlapping frequency bands close to each other in the frequency domain, power from one transmitter will spill over into the frequency band of the other transmitter. This interference is termed adjacent channel interference (ACI) [3]. The ACI is mainly due to the nonlinearities in the power amplifier in the transmitter, which causes the transmitted spectrum to spread beyond what was intended. An example of ACI is illustrated in Fig. [1] and Fig. [2], where the receiver $j$ is decoding signals from transmitter $i$. Although transmitter $k$ is using a different frequency band, the signal to interference
ratio SIR\textsubscript{\textit{i},\textit{j}}, of receiver \textit{j} while decoding the signal from transmitter \textit{i} is limited by ACI from transmitter \textit{k}. A parameter named adjacent channel interference ratio (ACIR) is widely used to measure the ACI [4 section 17.9]. As illustrated in Fig. 2, ACIR is defined as the ratio between the average in-band received power from transmitter \textit{k} to the average received out of band power from transmitter \textit{k}’s signal in the frequency band allocated for transmitter \textit{i}.

When the available time-frequency resources are sufficiently large, the VUEs can be allocated non-overlapping frequency bands in each time slot, thereby avoiding CCI. However, as already mentioned, the communication link performance is majorly limited by ACI in this scenario. Since the objective of this paper is to study the impact of ACI for V2V broadcast communication, we will limit the scope to the case when VUEs are allocated with non-overlapping time-frequency resources.

B. State of the Art

In a typical cellular scenario, where each base station (BS) reuses the frequency spectrum, CCI would dominate over ACI. Since ACI is insignificant in the presence of CCI, most of the existing literature consider approaches to mitigate CCI alone [5–7]. However, in the absence of CCI, communication performance is majorly limited by ACI. Extensive studies have been done to measure the impact ACI when different communication technologies coexist in adjacent frequency bands [8–11]. Also, the impact of ACI on 802.11b/g/n/ac communication technologies coexist in adjacent frequency bands [8–11].

C. Contributions

Our goal is to find scheduling and power control algorithms to maximize the number of connected vehicles in a V2V all-to-all broadcast communication scenario. We make the following contributions to achieve this goal:

1) The performance of V2V broadcast communication in the presence of ACI is evaluated.
2) We formulate the joint scheduling and power control problem to maximize the number of successful links as a mixed integer quadratically constrained programming (MIQCP) problem. From this, we derive the scheduling problem (for fixed transmit powers) as a boolean linear programming (BLP) problem and the power control problem (for a fixed schedule) as a mixed integer linear programming (MILP) problem. For small instances of the problem, we compute a near-optimal solution for scheduling by solving the BLP problem formulation and then compute a near-optimal power values by solving the MILP problem formulation.
3) Due to the NP hardness of the above problem formulation for scheduling, we suggest a block interleaver scheduler (BIS), which requires only the position indices of the VUEs.
4) We also propose a heuristic scheduling algorithm with polynomial time complexity. The simulation results show the promising performance of the heuristic algorithm, compared to the BIS and near-optimal scheduler.
5) Due to the NP hardness of the optimal power control problem, we propose a heuristic power control algorithm as an extension of our previous work in [15]. The simulation results show that the proposed algorithm further improves the performance compared to equal power.

II. Preliminaries

A. Notation

We use the following notation throughout the paper. Sets are denoted by calligraphic letters, e.g., \( \mathcal{X} \), with \(|\mathcal{X}|\) denoting its cardinality, and \( \emptyset \) indicate an empty set. Lowercase and uppercase letters, e.g., \( x \) and \( X \), represent scalars. Lowercase boldface letters, e.g., \( \mathbf{x} \), represent a vector where \( x_i \) is the \( i \)th element and \(|\mathbf{x}|\) is its dimensionality. The uppercase boldface letters, e.g., \( \mathbf{X} \), denote matrices where \( X_{i,j} \) indicates the \((i,j)\)th element. The notations \( \lfloor \cdot \rceil \) and \( \lfloor \cdot \rfloor \) represents ceil, floor, and round operations, respectively.

B. Assumptions

We have the following assumptions:

1) There are \( N \) VUEs in the network, and each VUE wants to broadcast a safety message to all other VUEs within a specified time duration.
2) The total bandwidth for transmission is divided into \( F \) frequency slots and the total time duration into \( T \) timeslots. A time-frequency slot is also called a resource block (RB) [16 section 6.2.3]. We assume that a VUE can transmit its packet using a single RB.
3) A VUE’s broadcast message can be received in an RB with the required error probability, if and only if the average received SINR is equal or greater than a threshold \( \gamma^\text{T} \). This assumption is valid, since in [1 Lemma 1], Sun et al. prove that achieving an SINR above a certain threshold ensures the required error probability.
4) Maximum total transmit power of a VUE is \( P_{\text{max}} \).
5) A centralized controller exists, which schedules all VUEs on \( F \times T \) frequency-time slots and allocates powers to all VUEs. This centralized controller has access to the slowly varying channel state information (CSI) between all pairs of VUEs. Either a base station (BS) or a VUE can act as a centralized controller.
6) Each RB is scheduled to at most one VUE in order to avoid CCI.
7) A VUE is scheduled to at most one RB per timeslot, since scheduling in multiple RBs within the same timeslot would reduce the VUE’s maximum transmit power per RB. However, a VUE can be scheduled on multiple RBs in different timeslots.
TABLE I: Key Mathematical Symbols

| Symbol | Definition |
|--------|------------|
| N      | Number of VUEs |
| F      | Number of frequency slots |
| T      | Number of timeslots |
| P_{i,t} | Transmit power of VUE i on an RB in timeslot t |
| \( p_{\text{max}} \) | Maximum transmit power of a VUE |
| H_{i,j} | Average channel power gain from VUE i to VUE j |
| A_{f',f} | ACI from frequency slot \( f' \) to frequency slot \( f \) |
| X_{i,f,t} | Indicate if VUE i is scheduled to transmit in RB \((f,t)\) |
| Y_{j,f,t} | Indicate if VUE \( j \) receives packet successfully in RB \((f,t)\) |
| \( \Gamma_{j,f,t} \) | SINR of the packet from VUE \( i \) to VUE \( j \) in timeslot \( t \) |
| \( \Gamma_{j,f,t} \) | SINR of the packet received by VUE \( j \) in RB \((f,t)\) |
| \( \gamma^T \) | SINR threshold to declare a link as successful |
| \( \sigma^2 \) | Noise variance in an RB |

C. ACIR Model

ACI caused by a transmitter depends mainly upon the power amplifier and the transmission scheme used in the communication. In Fig. 3, the spectrum for a typical single carrier frequency division multiple access (SCFDMA) signal with a power amplifier of 1% clipping threshold is shown in blue color [17]. The red-colored step curve in the same figure shows the SCFDMA ACI averaged over each frequency slot. However, since the ACI is heavily dependent upon the power amplifier and the transmission scheme used in the communication, we will use the ACI mask specified by 3GPP [18] for the simulation purposes in this paper. Simulation results for the SCFDMA ACI model is available in the report [18] for the simulation purposes in this paper. Simulation results for the SCFDMA ACI model is available in the report [19], but is not presented here due to lack of space. We have observed by extensive simulations that, independent of the ACIR model, ACI plays a crucial role since it is higher than the noise floor for a typical communication link between neighbouring VUEs. Furthermore, whenever a transmitter is far away from the receiver and the interferers are close-by, ACI becomes a significant factor deciding received SINR. Indeed, the simulation results in the report [19] show that the order of performance for the algorithms is the same as the one presented in Section VII below, regardless of the ACIR model.

Let \( A \in \mathbb{R}^{F \times F} \) be the element-wise inverse ACIR matrix, i.e., \( A_{f',f} \) is the ratio between the received power on the frequency slot \( f \) and the received power on the frequency slot \( f' \), when a transmitter sends a packet on frequency slot \( f' \). Observe that \( A \) is a Toeplitz matrix. The mask specified by 3GPP [18] is as follows,

\[
A_{f',f} = \begin{cases} 
1, & f' = f \\
10^{-3}, & 1 \leq |f' - f| \leq 4 \\
10^{-4.5}, & \text{otherwise} 
\end{cases} \tag{1}
\]

The scenario \( f' = f \) in the above equation implies that VUEs are allocated within the same RB, in which case the interference would be CCI instead of ACI. In our study, this scenario never happens, due to our assumption [6] that no RB is scheduled to more than one VUE. The ACI, resulting from the 3GPP mask and from using SCFDMA are depicted in Fig. 3.

III. JOINT SCHEDULING AND POWER CONTROL

A. Constraints Formulations

Let \( H_{i,j} \) be the average channel power gain from VUE \( i \) to VUE \( j \). Hence, \( H_{i,j} \) takes into account pathloss and large-scale fading between VUE \( i \) and VUE \( j \).

Let \( X \in \{0,1\}^{N \times F \times T} \) be the scheduling matrix defined as follows,

\[
X_{i,f,t} \triangleq \begin{cases} 
1, & \text{if VUE } i \text{ is scheduled in RB } (f,t) \\
0, & \text{otherwise} \tag{2}
\end{cases}
\]

In order to ensure our assumption [6], i.e., an RB is scheduled to at most one VUE, \( X \) must satisfy the following condition,

\[
\sum_{i=1}^{N} X_{i,f,t} \leq 1 \quad \forall f, t \tag{3}
\]

Similarly, to ensure our assumption [7], i.e., a VUE is scheduled to at most one RB in a timeslot,

\[
\sum_{f=1}^{F} X_{i,f,t} \leq 1 \quad \forall i, t \tag{4}
\]

Formulating the scheduling problem to maximize the number of successful links in terms of the received SINR for VUE \( j \) on RB \((f,t)\) will allow us to state the problem as an MIQCP problem. This is done with the support of our assumption [6] and [7] (i.e., constraints (3) and (4)). In contrast, as shown in Appendix A, a formulation using the SINR for specific transmitter-receiver pairs results in a problem that is harder to solve.

Let us define \( \Gamma \in \{0,1\}^{N \times F \times T} \) with \( \Gamma_{j,f,t} \) as the received SINR of VUE \( j \) in RB \((f,t)\). Note that the total signal power \( S_{j,f,t} \) and interference power \( I_{j,f,t} \) received by VUE \( j \) in RB \((f,t)\) can be computed as follows,
The overall goal is to maximize the number of connected VUE pairs, i.e., to maximize the objective function

$$J(\mathbf{X}, \mathbf{Y}, \mathbf{P}) \triangleq \sum_{i=1}^{N} \sum_{j=1}^{N} Z_{i,j}$$

subject to the constraints (3), (4), (7), (11), and (12). However, since $J$ is nonlinear in the binary matrices $\mathbf{X}$ and $\mathbf{Y}$, direct optimization of $J$ is cumbersome. We will therefore formulate an equivalent optimization problem which is simpler to solve. To this end, let us define two auxiliary matrices $\mathbf{V} \in \mathbb{R}^{N \times N \times F \times T}$ and $\mathbf{W} \in \mathbb{R}^{N \times N}$, where, for all $i, j$,

$$V_{i,j,f,t} \in \{v \in \mathbb{R} : v \leq X_{i,f,t}, v \leq Y_{j,f,t}\},$$

$$W_{i,j} \in \{w \in \mathbb{R} : w \leq 1, w \leq \sum_{t=1}^{T} \sum_{f=1}^{F} V_{i,j,f,t}\}.$$

Now, for any fixed $\mathbf{X}, \mathbf{Y}$, it follows from (15) that

$$V_{i,j,f,t}^* = \max V_{i,j,f,t} = \min \{X_{i,f,t}, Y_{j,f,t}\} = X_{i,f,t}Y_{j,f,t}.$$  

(17)

The last equality in the above equation follows from the fact that both $X_{i,f,t}$ and $Y_{j,f,t}$ are boolean. Moreover, it follows from (16) and (12) that if $V_{i,j,f,t} = V_{i,j,f,t}^*$, then

$$\max W_{i,j} = \min \{1, \sum_{t=1}^{T} \sum_{f=1}^{F} V_{i,j,f,t}^\star\} = Z_{i,j}.$$  

(18)

Hence, for any fixed $\mathbf{X}, \mathbf{Y}, \mathbf{P}$ we can compute $J(\mathbf{X}, \mathbf{Y}, \mathbf{P})$ as the optimal value of objective of

$$J(\mathbf{X}, \mathbf{Y}, \mathbf{P}) = \max_{\mathbf{V}, \mathbf{W}} \sum_{i=1}^{N} \sum_{j=1}^{N} W_{i,j}$$

s.t. (15), (16)

Putting everything together, we arrive at the optimization

$$J(\mathbf{X}, \mathbf{Y}, \mathbf{P}) = \max_{\mathbf{V}, \mathbf{W}} \sum_{i=1}^{N} \sum_{j=1}^{N} W_{i,j}$$

s.t. (15), (16)
The above problem formulation allows for full-duplex communication. Of course, if the self-channel power gain $H_{j,j}$ is sufficiently large compared with the inter-VUE channel power gains $H_{i,j}, i \neq j,$ then (20) provides a half-duplex solution for scheduling and power control, i.e., that a VUE with zero transmit power. Hence, scheduling VUE $0$ as a dummy VUE with zero transmit power. Hence, scheduling VUE $0$ to an RB indicates that no VUE is scheduled in that RB.

Let us define the matrix $U \in \{0, 1\}^N \times F \times T$ to represent scheduled VUEs in an $F \times T$ RBs matrix. That is, $U_{f,t}$ is the VUE index scheduled in RB $(f,t)$. Fundamentally, scheduling is the process of allocating VUEs in available RBs, which is equivalent to populating the $U$ matrix with appropriate VUE indices, as illustrated in Fig. 4. Once we have computed the matrix $U$, we can compute $X$ as follows,

$$X_{i,f,t} = \begin{cases} 1, & U_{f,t} = i \\ 0, & \text{otherwise} \end{cases}$$

(22)
We define our block interleaver is similar to the one specified in 3GPP [16, section 5.1.4.2.1]. We define $f'$ as the output $\Pi(f, w)$ of a block interleaver with width $w \in \mathbb{N}$ and input vector $f$. The block interleaver writes $f$ row-wise in a matrix with width $w$, padding with zeros if necessary, then reads $f'$ from the matrix column-wise ignoring zeros. Observe that if $w = 1$, then the block interleaver output is same as the input, i.e., $f' = f$. The width of the block interleaver is an input to this algorithm.

As an example, when $N = 8, F = 6, T = 3, w = 1$, we compute $f' = F = [1, 4, 6]$, and schedule VUEs accordingly as shown in Fig. 4(a). Similarly, Fig. 4(b) shows the result when $w = 2$ and the computed $f' = [1, 6, 4]$. We present the results for various values of block interleaver widths in Section VI-B.

Now let us treat the case when $N > FT$. One way to handle this case is to schedule only $\tilde{N} \leq FT$ of the $N$ VUEs. For BIS, we put the selected VUEs in the vector $n \in \{1, 2, \ldots, N\}^{\tilde{N}}$, where

$$n_k = 1 + \left\lfloor \frac{(k-1)N - 1}{N - 1} \right\rfloor, \quad k = 1, 2, \ldots, \tilde{N}. \quad (25)$$

We note that if $\tilde{N} = N$, then $n = [1, 2, \ldots, N]$. Hence, the two cases $N \leq FT$ and $N > FT$ can be unified by letting $\tilde{N} = \min\{N, FT\}$ and $\tilde{F} = \lceil N/\tilde{N} \rceil$.

However, if $T = 1$, then it is never advantageous to schedule more than $\lfloor N/2 \rfloor$ VUEs in the half-duplex case. To understand why, we note that since we have $\tilde{N}$ transmitters and $N - \tilde{N}$ receivers, the maximum number of successful links we can ever hope for is $N(N - \tilde{N}) = (N/2)^2 - (N - \tilde{N}/2)^2$, which is maximized by selecting $\tilde{N}$ as large as possible, but still less or equal to $\lfloor N/2 \rfloor$, i.e., $\tilde{N} = \min\{\lfloor N/2 \rfloor, F\}$. Scheduling more than $\lfloor N/2 \rfloor$ VUEs will not increase the number of possible links (due to half-duplex transmission), but increase ACI (due to more transmitters), which can never be beneficial. The final, unifying, calculation of $\tilde{N}$ in Algorithm 1 is therefore $\tilde{N} = \min\{\lfloor TN/2 \rfloor, N, FT\}$ and $\tilde{F} = \lceil N/\tilde{N} \rceil$, which covers all cases of $N$, $F$, and $T$.

### B. Heuristic Scheduling Algorithm

The approach taken here is to loop through all RBs and schedule either a real or dummy VUE to each RB. The scheduling decision is taken in a greedy fashion. That is, we strive to schedule the best possible VUE to the RB under the assumption that the schedule for all previous RBs is fixed. The resulting schedule can schedule a VUE, zero, one, or multiple times, as opposed to BIS, which schedules all real VUEs exactly once (if there are enough RBs, $FT \geq N$ and $T > 1$).

The heuristic algorithm is executed in two steps. In the first step, we determine the RB scheduling order, and in the second step, we use this order to visit the RBs and schedule VUEs sequentially.

Now we explain the first step, i.e., the procedure to compute the scheduling order $f$ for frequency slots. We note that $f$ is a permutation of $\{1, 2, \ldots, F\}$, and we can therefore choose $f$ in $F!$ possible ways. We compute $f$ using a greedy algorithm as shown in Algorithm 2.

While constructing $f$, our priority is to spread out the consecutive scheduling frequency slots in order to minimize the received ACI. Therefore, in each iteration, we are scheduling a frequency slot with minimum
received ACI from all the scheduled frequency slots. Therefore, we always start scheduling from the first frequency slot, i.e., \( f_1 = 1 \), then we find out the next frequency slot \( f_2 \) as the unscheduled frequency slot with minimum received ACI from \( f_1 \). We repeat this process until all frequency slots are chosen. Finding the frequency slot with minimum received ACI from all the scheduled frequency slots is actually not possible, since we do not know yet which VUE is going to be scheduled in the RBs. Therefore, we compute the ACI in an unscheduled frequency slot by assuming unit transmit power and unit channel gain from all interferers. If there are multiple unscheduled frequency slots with the same minimum affected ACI, then we choose the frequency slot having maximum average distance from all the scheduled frequency slots. If there is still a tie, then we pick the maximum out of it as shown in Algorithm 2.1 line 5. This way, we ensure that \( f_2 = F \) for a typical ACIR model.

Next we explain the second step, i.e., finding out the VUE to schedule in an RB. The algorithm is stated in Algorithm 2.2. Given an RB to schedule, first we compute the total number of successful links upon scheduling each VUE in the chosen RB, and then we pick the VUE which would maximize this quantity. Observe that VUE 0 (the dummy VUE) can be scheduled to the RB, which, of course, means that no real VUE is scheduled.

The result of the scheduling when \( N = 8, F = 6, T = 3 \), is shown in Fig. 4(c), when VUEs are placed on a one lane road, with equal distance \( d_{\text{avg}} \) to the neighboring VUEs, and by assuming zero shadow loss. Note that in this example VUE 4 is scheduled twice.

### C. Near-Optimal Scheduling

Observe that, if we fix \( P \), e.g., \( P_{i,t} = P_{\text{max}} \forall i,t \), then the MIQCP optimization problem (20) translates into a BLP problem. We compute a near-optimal scheduling by solving this BLP problem formulation using the Gurobi solver [21], which internally uses the branch and bound method. However, due to the computational complexity of the problem, branch and bound method involves a number of linear optimizations which, in the worst case, is believed to be exponential in the number of binary variables. Since finding an optimal solution would be time consuming, we stop the simulation when the solver attains a 5% optimality gap, i.e., when the attained objective value is no less than 95% of the optimum objective value. An example of the near-optimal scheduling is given in Fig. 4(d), when VUEs are placed on a one lane road, with equal distance \( d_{\text{avg}} \) to the neighboring VUEs and by assuming zero shadow loss.

### V. POWER CONTROL ALGORITHMS

#### A. Near-Optimal Power Control

Observe that for the scheduling algorithms in Section IV, we fixed \( P \), thereby converting the nonconvex MIQCP problem in (20) into a BLP problem. Similarly, once we find out a scheduling matrix \( X \), we can convert (20) into a power-control problem by inputting \( X \) and making \( P \) as an optimization variable. The resulting problem is an MILP problem. In summary, the optimal power values can be computed by solving (20), with the following modified objective function,

\[
\max_{P,Y,N,W} \sum_{i=1}^{N} \sum_{j=1}^{N} W_{i,j} - \beta \sum_{t=1}^{T} \sum_{i=1}^{N} P_{i,t},
\]

Note that \( \beta \) is the weight of the total power consumption in the objective, in order to achieve our secondary goal of minimizing the total power consumption. The value of \( \beta \) is set to a small value \( 1/(NTP_{\text{max}}) \), so that the sum power will not affect our major goal of maximizing the total number of successful links.

Observe that the problem of finding the optimal power values is NP-hard as proved in [13, Lemma 1]. We use Gurobi [21] to solve the above power control problem. Since finding the optimal solution is very time consuming, we stop the solver when it attains a 5% optimality gap, like we do in the near-optimal scheduling.

---

**Algorithm 2.1** Computation of scheduling order \( f \)

**Input:** \( \{F, A\} \)

**Output:** \( f \)

1: \( f_1 = 1 \)
2: \( F = \{2, 3, \ldots, F\} \)
3: for \( l = 2 : F \) do
4: \( G = \text{argmin}_{f \in F} \sum_{l=1}^{l-1} A_{f_l,f} \)
5: \( f_l = \max \left\{ \arg \max_{f \in G} \sum_{l=1}^{l-1} |f - f'| \right\} \)
6: \( F = F \setminus f_l \)
7: end for

---

**Algorithm 2.2** Heuristic Scheduling Algorithm

**Input:** \( \{N, F, T, A, P, \gamma, \sigma^2\} \)

**Output:** \( X \)

1: \( X = 0^{N \times F \times T} \), \( U = 0^{F \times T} \)
2: Compute \( f \) using Algorithm 2.1
3: // Schedule RBs in the order specified by \( f \)
4: for \( l = 1 : F \) do
5: \( f = f_l \)
6: for \( t = 1 : T \) do
7: // Schedule VUE in RB \((f, t)\)
8: for \( i = 0 : N \) do
9: \( U_{f,t} = i \)
10: Compute \( X \) from \( U \) using (22)
11: Compute \( Z \) for \( X \) using (12)
12: \( s_i = \sum_{m=1}^{N} \sum_{j=1, j \neq m}^{N} Z_{m,j} \)
13: end for
14: \( U_{f,t} = \arg \max_{i} \{s_i\} \)
15: end for
16: end for
17: Compute \( X \) from \( U \) using (22)
B. Heuristic Power Control

Since the exponentially increasing worst-case complexity of optimal power control is problematic in practice for large networks, we propose a heuristic power control algorithm which has polynomial time computational complexity. The proposed heuristic power control algorithm is an extension of our previous work on power control [15] and the work of Kang Wang et al. [22]. All those previous works assumes \( T = 1 \), whereas our proposed algorithm finds a power control solution for any value of \( T \). The algorithm is described in Algorithm 3.

The SINR \( \Upsilon_{i,j,t} \) of a link \((i,j)\) during the timeslot \( t \) is computed as follows,

\[
\Upsilon_{i,j,t} = \frac{\sum_{f=1}^{F} X_{i,f,t} P_{i,t} H_{i,j}}{\sigma^2 + \sum_{f=1}^{F} \sum_{f'=1}^{F} \sum_{k=1}^{N} X_{i,f,t} A_{f',f} X_{k,f',t} P_{k,t} H_{k,j}}. \tag{27}
\]

The derivation of the above equation is explained in Appendix A. A link \((i,j)\) is successful if and only if its SINR is greater than or equal to \( \gamma_T \) on any timeslot, i.e., \( \Upsilon_{i,j,t} \geq \gamma_T \) for any \( t \in \{1, 2, \ldots, T\} \). Our goal is to find the optimal transmit power value for each VUE in each timeslot in order to maximize the total number of successful links. The algorithm is an iterative algorithm involving two steps in each iteration. Since it may not be possible to ensure success for all links, our first step is to find the set of candidate links \( \mathcal{L} \). The second step is to compute the power values \( P_{i,t} \) for all VUEs in all timeslots in order to maximize the number of successful links in \( \mathcal{L} \). Therefore, we update both \( \mathcal{L} \) and \( P_{i,t} \) for each iteration. We terminate the algorithm, when we observe that all the links in \( \mathcal{L} \) are achieving the SINR target \( \gamma_T \).

Now we explain the first step, i.e., the computation of \( \mathcal{L} \) on each iteration. In the first iteration, we initialize \( \mathcal{L} \) to the set of all links, and in subsequent iterations we remove some of the links from \( \mathcal{L} \), thereby making \( \mathcal{L} \) a nonincreasing set over iterations. We initialize all VUEs transmit power to \( P_{\text{init}} \), i.e., \( P_{i,t} = P_{\text{init}} \) \( \forall i,t \). We then define the variable \( \tilde{P}_{i,j,t} \) as the required transmit power of VUE \( i \) during the timeslot \( t \) in an iteration, so that the link \((i,j)\) would be successful in the next iteration, under the assumption that the interference remains constant. The value of \( \tilde{P}_{i,j,t} \) is computed in each iteration as shown in Algorithm 3 line 8. If the required power for a link \((i,j)\) is more than \( P_{\text{max}} \), i.e., \( \tilde{P}_{i,j,t} > P_{\text{max}} \) \( \forall t \), then the link \((i,j)\) is declared as a broken link. The set of broken links \( \mathcal{B} \) in an iteration is computed in Algorithm 3 line 2. We find out repeatedly broken links over many iterations and remove them from the set \( \mathcal{L} \).

In order to find the repeatedly broken links, a counter \( C_{i,j} \) is set to count the number of iterations at which the link \((i,j)\) gets broken. We remove the link \((i,j)\) from \( \mathcal{L} \) once \( C_{i,j} \) reaches above a threshold \( C^T \), i.e., \( C_{i,j} > C^T \). We observe that, the algorithm shows improved performance as we increase \( C^T \). However, higher values of \( C^T \) result in more number of iterations, thereby increasing computational complexity. Moreover, we note that the initial transmit power \( P_{\text{init}} \) plays a crucial role in this algorithm. A higher value of \( P_{\text{init}} \) leads to more number of broken links in the first iteration itself, whereas lower values lead to a slow convergence of the algorithm. By simulations, we observe that \( P_{\text{init}} = P_{\text{max}}/10 \) is a reasonable value for \( P_{\text{init}} \). Next we explain the second step, i.e., the computation of power values \( P_{i,t} \) \( \forall t \), in each iteration. We compute the power values of each VUE independently. In the following, we therefore explain the power value computation of an arbitrary VUE \( i \) for all timeslots \( t \in \{1, 2, \ldots, T\} \). Let us define the set \( \mathcal{R}_i \) as the set of intended receivers in \( \mathcal{L} \setminus \mathcal{B} \) when the transmitter is VUE \( i \), as computed in Algorithm 3 line 13. Our goal is to make the received SINR of all the links from VUE \( i \) to VUEs in \( \mathcal{R}_i \) equal to or greater than \( \gamma_T \) in the next
iteration, i.e., $\Upsilon_{i,j,t} \geq \gamma^T \forall j \in \mathcal{R}_t$ . Therefore, we compute $P_{i,t} \forall t$, such that the SINR values of all the links in $\mathcal{L} \setminus \mathcal{B}$ are greater or equal to $\gamma^T$ on at least one of the timeslots in the next iteration, under the assumption that the interference remains constant.

Furthermore, in order to minimize the interference to other links, we would consider allocating power to a VUE in as few number of timeslots as possible. Therefore, the power allocation to VUE $i$ involves two steps. The first step is to decide the optimal timeslot $t^*$ to allocate power, and the second step is to compute the power value for the chosen timeslot $t^*$. We compute $t^*$ as the timeslot at which VUE $i$ can serve the maximum number of intended receivers in $\mathcal{R}_i$. For this purpose, we first formed $K_i$ as the set of transmit powers for VUE $i$ that are required to serve the receivers in $\mathcal{R}_i$ and do not exceed $P_{\text{max}}$, as shown in Algorithm 2 line 18. We note that the cardinality of this set, i.e., $|K_i|$, is the number of receivers that can be served during timeslot $t$ in the next iteration. Therefore, we compute $t^*$ as the timeslot that maximizes $|K_i|$. If there are multiple timeslots with the same maximum number of receivers, then we randomly pick one among them using rand function. We define $s = \text{rand}(S)$ as an element randomly chosen with uniform probability from the set $S$. Then we compute the power value $P_{i,t}^\star$, as the maximum value in $K_i$, (which is less than $P_{\text{max}}$), as shown in Algorithm 2 line 20. Then we compute the set of receivers $\mathcal{R}_i^\star$ which are served by the allocated power $P_{i,t}^\star$, and remove those from $\mathcal{R}_i$. Therefore, the set $\mathcal{R}_i$ remains as the set of VUEs not yet served. We repeat these two steps until the allocated transmit power $P_{i,t}$ is greater or equal to the required transmit power $P_{i,j,t}$ on at least one of the timeslot $t$, for all receivers in $\mathcal{R}_i$.

The algorithm is convergent as proved in Lemma 1 in Appendix C. However, in order to ensure a fast convergence and improved performance, we restrict allocating power values to VUE $i$ only in a limited number of timeslots $T_i$. In each iteration, we compute the set $T_i \forall i$, as the set of timeslots during which VUE $i$ is allocated with nonzero power values. In the subsequent iterations, we allocate power values to VUE $i$ only in those timeslots specified by $T_i$.

VI. PERFORMANCE EVALUATION

A. Scenario and Parameters

We consider a network consisting of $N$ VUEs distributed on a one-lane road, and each VUE tries to broadcast a message to all other VUEs. The distance between any two adjacent VUEs, $d$, follows a shifted exponential distribution, with the minimum distance $d_{\text{min}}$ and the average distance $d_{\text{avg}}$. That is, the probability density function of $d$ is given as,

$$f(d) = \begin{cases} 
\frac{1}{(d_{\text{avg}} - d_{\text{min}})} \exp\left(-\frac{d - d_{\text{min}}}{d_{\text{avg}} - d_{\text{min}}}\right), & d \geq d_{\text{min}} \\
0, & \text{otherwise}
\end{cases}$$

We choose $d_{\text{avg}} = 48.6$ m for a vehicular speed of 70 km/h, as recommended by 3GPP [23] section A.1.2 for freeway scenario. However, we did not adopt the channel model Winner+B1 used by 3GPP evaluation scenario [23], since it is not appropriate for highway scenarios. Instead, we adopted the channel model from [24], which is a model based on the measurements of V2V links at carrier frequency 5.2 GHz in a highway scenario. The path loss in dB for a distance $d$ is computed as,

$$\text{PL}(d) = \text{PL}_0 + 10 \log_{10}(d/d_0) + X_{\sigma_1} \tag{29}$$

where $n$ is the path loss exponent, $\text{PL}_0$ is the path loss at a reference distance $d_0$, and $X_{\sigma_1}$ represents the shadowing effect modeled as a zero-mean Gaussian random variable with standard deviation $\sigma_1$. The values of the channel parameters are taken from [24] and shown in Table II. An additional attenuation of 10 dB is added as penetration loss for each obstructing VUE [25]. The noise variance is $-95.2$ dBm and $P_{\text{max}}$ is $24$ dBm as per 3GPP recommendations [18]. We assume that $d_{\text{min}} = 10$ m and that $\gamma^T = 5$ dB is sufficient for a transmission to be declared as successful (i.e., that the error probability averaged over the small-scale fading is sufficiently small). Additionally, we fix $C^T = 100$, which is found to be a reasonable value for the heuristic power control algorithm.

B. Simulation Results

To measure the performance, we use the average number of successful links per VUE, defined as,

$$\bar{Z} = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} \mathbb{E}[Z_{i,j}], \tag{30}$$

where the expectation is taken over the random quantities in the experiment, i.e., the inter-VUE distances and shadow fading. The metric $\bar{Z}$ can be interpreted as the average number of VUEs that can decode a packet from a certain VUE. Clearly, we would like to ensure that $\bar{Z}$ is sufficiently large to support the application in mind. However, to specify this minimum acceptable value of $\bar{Z}$ is out of scope of this paper.

Since the block interleaver width $w$ is an input parameter to BIS, we considered a class of BIS with all possible $w \in \{1, 2, \ldots, F-1\}$. We present here the results for the optimal $w$ which maximizes $\bar{Z}$ under the assumption of equal transmit powers, shown as the blue curves marked with triangles in
In Fig. 5, we present the result for various values of $F, T, N$, and various scheduling and power control algorithms. However, we have not simulated near-optimal scheduling for $T > 1$, due to its very high computational complexity.

In Fig. 5(a), we plot $\bar{Z}$ by varying $T$ for a fixed $F$ and $N$. The results in Fig. 5(a) clearly show that $\bar{Z}$ is severely limited by ACI when many VUEs must be multiplexed in frequency, i.e., when $T$ is small compared to $N$. This motivates the search for scheduling and power control methods to mitigate the ACI problem in this situation. We also observe that $\bar{Z}$ remains essentially constant for $T \geq 10$.

One way to limit the effect of ACI would be to increase $F$ (for a fixed $N$ and $T$) to allow for larger spacing of VUEs in frequency. However, the results in Fig. 5(b) show that $\bar{Z}$ is only slowly increasing with $F$. On the other hand, Fig. 5(b) shows that significant gains can be achieved by more advanced scheduling than using a BIS.
Moreover, for a fixed $T$ and $F$, we see in Fig. 5(c) that $\bar{Z}$ is increasing with $N$, at least for the more advanced schedulers. This might be surprising at first sight; however, this effect is not unreasonable, since more receivers become available for each transmission when $N$ increases. In other words, the number of terms in the double sum in (30) increases, which tends to increase $\bar{Z}$. The results in Fig. 5(c) also show that significant gains can be achieved with proper scheduling.

As seen in Fig. 5(d)–(i), power control increases performance, but, in general, the gains are marginal for advanced schedulers. The performance gain is more significant for the BIS scheduler compared to the more advanced schedulers. This can be explained by the fact that a suboptimal schedule can be corrected to some degree by power control. Indeed, assigning zero or a very low power to a VUE effectively changes the schedule for that VUE. For instance, that the performance for BIS with $w = 1$ for large $N$ is significantly improved with power control, as seen in Fig. 5(f) and Fig. 5(i).

In Fig. 6, we plot the average transmitter power values for various power control algorithms, upon fixing the scheduling algorithm as BIS with $w = 1$. We observe that our proposed heuristic power control algorithm uses less transmit power compared to equal power, and close to the transmit power used by near-optimal power control.

The simulation results presented here is for half-duplex communication scenario, i.e., a VUE cannot receive any packets in any frequency slots while transmitting in a timeslot. For detailed results on full-duplex communication, interested readers are directed to our report in the archive [19]. Moreover, in [19] we present similar results for both full-duplex and half-duplex scenarios, with both SCFDMA and 3GPP mask ACIR models. We observe that the near-optimal scheduling algorithm show significant performance improvement for full-duplex communication scenarios when ACIR equals to 3GPP mask. We also plot the average transmit power values for various scheduling algorithms in [19], and observe the similar trends for various scheduling algorithms. Additionally, the MATLAB code used for the simulation is shared on github [26].

VII. CONCLUSION

This paper studies performance of V2V all-to-all broadcast communication in a one-lane highway scenario where co-channel interference is removed by not allowing more than one transmitting VUE per time-frequency resource block. From the results presented in this paper, which are for half-duplex communication, we can draw the following conclusions.

1) Performance is mainly limited by ACI when VUEs are multiplexed in frequency.
2) Performance is heavily dependent on scheduling and power allocation.
3) In general, scheduling with fixed and equal transmit powers is more effective in improving performance than subsequent power control.
4) To find a schedule and power allocation to maximize performance can be stated as the nonconvex mixed integer quadratic constrained programming (MIQCP) problem in (20).
5) To find a schedule to maximize performance for a fixed power allocation can be stated as a Boolean linear programming (BLP) problem found by fixing $P$ to a constant matrix in (20).
6) The heuristic scheduling algorithm for a fixed power allocation defined in Algorithm 2.2 has significantly lower complexity than the BLP program and performs significantly better than the baseline block-interleaver scheduler defined in Algorithm 1.
7) To find a power allocation to maximize performance for a fixed schedule can be stated as the mixed integer linear programming (MILP) problem found by replacing the objective in (20) with (25) and fixing $X$.
8) The heuristic power allocation algorithm for a fixed schedule defined in Algorithm 3 achieve similar performance as the solution to the MILP problem, but at a significantly lower computational complexity.
9) For small problems, the tandem of Algorithms 2.2 and 3 perform close to the near-optimum solution obtained by
solving, in sequence, the BLP and MILP problems in items\[5\] and \[7\] above, respectively.

APPENDIX A

JOINT SCHEDULING AND POWER CONTROL PROBLEM FORMULATION BY FOCUSING ON TRANSMITTER-RECEIVER LINKS

Let us define $\mathbf{Y} \in \mathbb{R}^{N \times N \times T}$ with $\mathbf{Y}_{i,j,t}$ being the SINR during timeslot $t$ for the link from VUE $i$ to VUE $j$, i.e., transmitter-receiver link $(i,j)$. The value of $\mathbf{Y}_{i,j,t}$ can be computed as follows,

$$
\mathbf{Y}_{i,j,t} = \frac{\sum_{f=1}^{F} \sum_{k'=1}^{F} \sum_{k=1}^{F} X_{i,f,t} A_{f',f} X_{k,f',t} P_{k,t} H_{k,j}}{\sigma^2 + \sum_{f=1}^{F} \sum_{k'=1}^{F} \sum_{k=1}^{F} X_{i,f,t} A_{f',f} X_{k,f',t} P_{k,t} H_{k,j}}
$$

where $\sigma^2$ is the noise variance and $P_{i,t}$ is the transmit power of VUE $i$ during timeslot $t$.

Now we explain each component of (31). Observe that $X_{i,f,t} P_{i,t} H_{i,j}$ in numerator is the received signal power for the link $(i,j)$ on RB $(f,t)$, therefore, $\sum_{f} X_{i,f,t} P_{i,t} H_{i,j}$ is the total received signal power in timeslot $t$. Similarly $A_{f',f} X_{k,f',t} P_{k,t} H_{k,j}$ is the interference power received by VUE $j$ on RB $(f,t)$ from VUE $k$ when VUE $k$ is scheduled to transmit on RB $(f',t)$. Similarly, $\sum_{f} \sum_{f'} \sum_{k} A_{f',f} X_{k,f',t} P_{k,t} H_{k,j}$ is the same received interference power if VUE $i$ is scheduled to transmit in RB $(f,t)$. Therefore, $\sum_{f} \sum_{f'} \sum_{k} A_{f',f} X_{k,f',t} P_{k,t} H_{k,j}$ is the total interference power received to the link $(i,j)$ if VUE $i$ is scheduled to transmit in any of the RBs in timeslot $t$.

However, translating the constraint for achieving SINR target, i.e., $\mathbf{Y}_{i,j,t} \geq \gamma_i^2$, we get the following constraint,

$$
\sum_{f=1}^{F} X_{i,f,t} P_{i,t} H_{i,j} \geq \gamma_i^2 \sigma^2
$$

Observe that the above constraint is more complicated than a quadratic constraint. Moreover, we can simplify the above constraint only up to a boolean quadratic constraint for a scheduling problem, upon fixing the power values $P_{i,t} \forall i,t$.

APPENDIX B

PROVING THE NONCONVEXITY OF (20b)

Let us represent (20b) as follows,

$$
G(\mathbf{P}, \mathbf{X}, \mathbf{Y}) \leq 0
$$

where $G(\mathbf{P}, \mathbf{X}, \mathbf{Y})$ is defined as follows,

$$
G(\mathbf{P}, \mathbf{X}, \mathbf{Y}) = -\sum_{i=1}^{N} X_{i,f,t} P_{i,t} H_{i,j} + \gamma_T \sum_{f'=1}^{F} \sum_{k=1}^{F} A_{f',f} X_{k,f',t} P_{k,t} H_{k,j} + \sigma^2 \gamma_T - \gamma_T (N P_{\text{max}}^2 + \sigma^2)(1 - Y_{j,f,t})
$$

We prove the nonconvexity of (20b) by proving that $G(\mathbf{P}, \mathbf{X}, \mathbf{Y})$ is nonconvex. We prove this by proving that the Hessian matrix of $G(\mathbf{P}, \mathbf{X}, \mathbf{Y})$ is not positive semidefinite, with respect to the two variables $x = X_{1,f,t}$ and $y = P_{1,t}$. The Hessian matrix of $G(\mathbf{P}, \mathbf{X}, \mathbf{Y})$ with respect to $x$ and $y$ is as follows,

$$
\nabla^2 G = \begin{bmatrix}
\frac{\partial^2 G}{\partial x^2} & \frac{\partial^2 G}{\partial x \partial y} \\
\frac{\partial^2 G}{\partial y \partial x} & \frac{\partial^2 G}{\partial y^2}
\end{bmatrix}
$$

(35)

However, observe that $\frac{\partial^2 G}{\partial x \partial y} = \frac{\partial^2 G}{\partial y \partial x} = 0$, and $\frac{\partial^2 G}{\partial x^2} = \frac{\partial^2 G}{\partial y^2}$ from (34). Therefore, the determinant of the above Hessian matrix is $|\nabla^2 G| = -(\frac{\partial^2 G}{\partial x^2})^2 \leq 0$. Since $\frac{\partial^2 G}{\partial y^2} \neq 0$ for some $j, f, t$, the corresponding determinant of the Hessian matrix is negative. Hence the function $G(\mathbf{P}, \mathbf{X}, \mathbf{Y})$ is nonconvex. This concludes the proof.

APPENDIX C

PROVING THE CONVERGENCE OF ALGORITHM\[5\]

Lemma 1: The Algorithm\[5\] is convergent.

Proof: Observe that the set $\mathcal{L}$ is nonincreasing on each iteration. When the termination condition (Algorithm\[5\] line 9) is not satisfied, the set of broken links $\mathcal{B}$ is nonempty. This implies that, the counter $C_{i,j}$ is incremented for some $(i,j) \in \mathcal{L}$ in each iteration. Therefore, the maximum number of iterations possible before the set $\mathcal{L}$ becomes empty is $C^T |\mathcal{L}|$. This concludes the proof.
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