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Abstract

This work presents a reduced-order modeling framework that precludes the need for offline training and adaptively adjusts its lower-order solution space as the analysis progresses. The analysis starts with a fully-solved step and elements are clustered based on their strain response. Elements with the highest strains are solved with a local/global approach in which degrees of freedom from elements undergoing the highest amount of nonlinearity are fully-solved and the rest is approximated by a Proper Orthogonal Decomposition (POD) reduced model with full integration. Elements belonging to the remaining clusters are subjected to a hyper-reduction step using the Empirical Cubature Method (ECM). Online error estimators are used to trigger a retraining process once the reduced solution space becomes inadequate. The performance of the framework is assessed through a series of numerical examples featuring a material model with pressure-dependent plasticity.
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1. Introduction

The search for efficient and reliable acceleration techniques for numerical analysis is currently the subject of extensive research. A number of applications in computational mechanics rely on employing high-fidelity numerical techniques that quickly become computational bottlenecks. Concurrent multiscale analysis (FE2) is one such technique [1,2], as it involves embedding a lower-scale finite element mesh at each higher-scale integration point. Even when relatively coarse meshes are used at the macroscale, the associated execution times make the approach infeasible for most practical applications [3]. Mechanical models that require a large number of time steps (e.g. dynamics or fatigue analysis) also become computationally infeasible, in particular if complex material models are employed [4] and when processes at a slower time scale are also being modeled (e.g. aging or slow cyclic damage accumulation) [5,6]. Finally, material or structural design through optimization algorithms or response surfaces involves a large number of model executions with different input parameters [7,8], a process that is rendered inefficient if single model executions are computationally taxing.

A popular approach for mitigating the computational effort of these so-called many-query applications consists in substituting the full-order models by reduced-order surrogates with a similar level of fidelity but with
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lower computational complexity. The underlying assumption behind this approach is that the full-order solution (e.g. nodal displacements) can be posed in a lower-dimensional solution manifold (e.g. global displacement modes) with limited loss of accuracy. The problem of constructing a reduced-order model therefore lies in finding a suitable lower-dimensional manifold. This is commonly done before the analysis (offline phase) through a training process that collects solution snapshots and extracts a reduced solution basis through data compression or pattern recognition techniques — e.g. Proper Orthogonal Decomposition (POD) [9] or Proper Generalized Decomposition (PGD) [10]. These techniques are often combined with hyper-reduction methods, e.g. the Discrete Empirical Interpolation Method (DEIM) [11] or the Empirical Cubature Method (ECM) [12], that reduce the number of constitutive model computations and allow for further acceleration.

Although these techniques work remarkably well for linear models, they become inefficient for models with nonlinear time- and history-dependent responses (e.g. (visco)-plasticity or damage). For these cases, the size of the parameter space to be spanned by the reduced-order model increases dramatically [13], making the construction of an efficient reduced model a difficult task for a number of reasons. Firstly, choosing the correct scenarios for training becomes a complex task — in a highly nonlinear model, subtle changes in loading direction can lead to significantly different post-localization behavior. Secondly, the size of the reduced solution space necessary to maintain a reasonable level of accuracy becomes unacceptably large (i.e. the singular values of the snapshot matrix decay at a slow rate), negating the acceleration obtained by the reduction process. Alternative approaches and additional model components are therefore necessary.

One solution, proposed in [13–15], consists in constructing multiple reduced solution spaces and using them at different moments during the analysis. Although this approach overcomes the issue of the slow decay in singular values, the training process to obtain the bases is still complex (see [16] for an efficient greedy algorithm for training). Another solution is to limit the training set to only elastic load cases, use the snapshots to divide the domain into element clusters and solve for the reduced problem under the assumption of constant strain inside each cluster [17]. Alternatively, only the POD reduction can be trained and an adaptive wavelet approximation can be used for computing internal forces [18]. Finally, the reduced model can be made adaptive by partitioning the global equilibrium system of equations (local/global approach) in order to fully solve for degrees of freedom in parts of the mesh where the sources of nonlinearity are located and add this new information to the basis [19]. This framework can also be expanded by using domain decomposition to divide the mesh into domains and use different POD bases for each [20].

The solution explored in this work can be seen as a combination of a local/global approach [19] with the idea of clustering proposed in [17]. An adaptive hyper-reduction framework is proposed which eliminates the need for an offline training phase by starting from a fully-solved step and consecutively constructing reduced and hyper-reduced versions of the model during the two following steps. The strains obtained during the fully-solved step are used to divide the finite elements into clusters. Elements belonging to the cluster with highest average strain are solved with POD while the rest of the domains are solved with a combination of POD and ECM. Inside the POD domain, the level of reduction is further tweaked by fully solving the degrees of freedom (DOFs) of elements with the highest amount of nonlinearity. Three levels of reduction (full, reduced and hyperreduced) can therefore coexist on the same finite element mesh. Online error measurements are used to predict when the reduced basis and reduced integration sets should be updated. The model then switches back to a full step, cluster topology is updated and the domains are retrained. The framework is used in combination with a pressure-dependent plasticity model in a number of numerical examples in order to assess its precision and level of acceleration.

1.1. Mathematical notation

In this work, vectors are represented by boldfaced lower-case symbols (e.g. \( \mathbf{v} \)) and matrices are given by boldfaced upper-case symbols (e.g. \( \mathbf{M} \)). Sets of indices are represented in upper-case calligraphic script (e.g. \( \mathcal{S} \)). The subscript \( h \) (e.g. \( v_h \)) indicates an entity in the full solution space, while reduced-order entities are not marked in order to keep the notation compact.

A subscript with a set between parentheses (e.g. \( \mathbf{v}_\mathcal{S} \)) indicates a selection operation: lines of the operand that correspond to the indices in the set are extracted from the full-size operand. If two sets are used in the selection operation (e.g. \( \mathbf{M}_{\mathcal{S},\mathcal{T}} \)), a submatrix is extracted from the operand with rows corresponding to the indices in \( \mathcal{S} \) and columns corresponding to the indices in \( \mathcal{T} \). When a single set is used with a matrix, all columns are selected (i.e. \( \mathbf{M}_{\mathcal{S}} \equiv \mathbf{M}_{\mathcal{S},\text{all}} \)).
2. Reduced-order modeling

In this section, the reduced-order modeling techniques that constitute the main ingredients of the present framework are introduced, before it is shown how they are combined in the adaptive framework of Section 3. The formulation starts from a full-order model and the two levels of reduction (Galerkin projection and hyper-reduction) are applied consecutively. The formulations are meant to be self-contained but only the essential steps are included in order to keep the discussion compact.

2.1. Full-order equilibrium problem

The numerical problem at hand consists in finding the weak-form equilibrium of a volume \( \Omega \) subjected to Dirichlet constraints at the boundary \( \Gamma_u \) and Neumann boundary conditions at \( \Gamma_f \) \((\Gamma_u \cap \Gamma_f = \emptyset)\) using the Finite Element Method. In the full-order solution space, this equilibrium problem can be written as:

\[
r_h = f_h^f - f_h^\Omega(u_h) = 0
\]  

(1)

where \( r_h \in \mathbb{R}^N \) is a force residual defined as the difference between internal \( (f_h^\Omega) \) and external \( (f_h^f) \) forces and \( u_h \in \mathbb{R}^N \) contains displacement values at the \( N \) mesh nodes. The global internal force vector \( f_h^\Omega \) is computed through numerical integration of the force contributions at \( M \) integration points arranged throughout the mesh:

\[
f_h^\Omega = \int_\Omega f_h d\Omega \approx \sum_{i} f_h(x_i)w_i
\]  

(2)

where \( w_i \) is the integration weight of the point located at coordinates \( x_i \). These force contributions are obtained from the stresses \( \sigma \) at each integration point:

\[
f_h(x_i) = B^T(x_i)\sigma(\varepsilon_i, \mu_i)
\]  

(3)

where the matrix \( B \) converts nodal displacements to local strains and the stress \( \sigma \) is a function of strains \( \varepsilon \) and material history \( \mu \). The pressure-dependent plasticity constitutive model formulated in [21] is used here to demonstrate the proposed framework, but it is in principle suitable for any type of constitutive behavior.

Since material response is nonlinear, Eq. (1) is solved iteratively using the Newton–Raphson method. At each iteration, the approximation for the displacement field \( u \) is improved by an increment \( \delta u \) given by:

\[
\delta u_h = -K_h^{-1}r_h
\]  

(4)

where \( K_h = \partial f_h^\Omega/\partial u_h \) is the global tangent stiffness matrix. The volume is considered to be in equilibrium when:

\[
\| f_h^f - f_h^\Omega(u_h) \| \leq \epsilon_{\text{solver}}
\]  

(5)

where \( \epsilon_{\text{solver}} \) is a predefined tolerance and \( \lambda \) is a scale factor computed from \( f_h^\Omega \) and \( f_h^f \) which corresponds to the magnitude of the external loads applied to \( \Omega \) if Neumann boundary conditions are used.

2.2. Proper orthogonal decomposition (POD)

The first reduction technique consists in substituting the original equilibrium problem of size \( N \) by the reduced problem of solving for \( n \ll N \) mode contributions \( \alpha \). After solving for \( \alpha \), the full-order displacement field is in turn recovered as a linear combination of these modes:

\[
u_h = \Phi \alpha
\]  

(6)

where \( \Phi \in \mathbb{R}^{N \times n} \) is a basis matrix with a column-wise arrangement of orthonormal displacement modes \( \phi_i \):

\[
\Phi = [\phi_1, \phi_2, \ldots, \phi_n]
\]  

(7)

The basis matrix \( \Phi \) is commonly obtained through a set of numerical experiments (offline training): the full-order model is executed and the resulting \( P \) displacement snapshots are stored as columns in a matrix \( X_u \in \mathbb{R}^{N \times P} \). In
order to extract an optimum basis from this set of snapshots, an orthonormal set of basis vectors is computed from \( X_u \) through a Singular Value Decomposition (SVD) operation:

\[
X_u = \Phi S V^T
\]  

(8)

where \( S \) is a diagonal matrix with singular values sorted from the highest to the lowest and \( V \) is the right-singular matrix of \( X_u \). Depending on the rate of decay of the singular values, the SVD operation can be truncated to the first \( n \leq P \) basis vectors associated to the highest \( n \) singular values. The SVD guarantees that the reduced model will contain as much information about the full-order behavior as possible for a model with \( n \) degrees of freedom.

Finally, the full-order equilibrium problem of Eq. (1) can be reduced by ensuring orthogonality between the residual and the basis vectors (Galerkin projection):

\[
\Phi^T r_h = 0
\]  

(9)

which results in reduced versions of the force vectors and stiffness matrix:

\[
f^\Omega = \Phi^T f^\Omega_h \quad f^\Gamma = \Phi^T f^\Gamma_h \quad K = \Phi^T K_h \Phi
\]  

(10)

2.3. Empirical Cubature Method (ECM)

Although the size of the equilibrium problem is greatly reduced by using POD, the full-order force vector \( f^\Omega_h \) and stiffness matrix \( K_h \) of Eq. (10) must still be computed at every time step. Computing these integrals often make up a substantial portion of the total analysis time, especially if complex material models are used.

The Empirical Cubature Method (ECM) [12] aims to eliminate this bottleneck by finding a reduced set of \( m \ll M \) integration points \( Z \) and modified weights \( \varpi \) that minimizes the error of the following approximation:

\[
f^\Omega = \Phi^T \left( \sum_{i=1}^{M} f_h(x_i) w_i \right) \approx \Phi^T \left( \sum_{j=1}^{m} f_h(x_j) \sigma_j \right)
\]  

(11)

This substantial reduction in the number of integration points is made possible by the reduced size of \( f^\Omega \) compared to the original \( f^\Omega_h \). ECM is therefore a second reduction technique (hyper-reduction) built atop POD.

Computing \( Z \) and \( \varpi \) starts by running the POD-reduced model for a second set of \( P \) training steps during which stresses at every integration point are stored in a snapshot matrix \( X_\sigma \in \mathbb{R}^{s \times M} \) (\( \sigma \in \mathbb{R}^s \)). A basis matrix for \( \sigma \in \mathbb{R}^{s \times M \times q} \) is computed through SVD (with \( q \leq P \)):

\[
X_\sigma = \Psi S V^T
\]  

(12)

which, in turn, used to compute a basis matrix \( \Lambda \in \mathbb{R}^{M \times nq} \) for the error caused by the approximation of Eq. (11):

\[
\Lambda = [\Lambda_1 \quad \Lambda_2 \quad \cdots \quad \Lambda_q]
\]  

(13)

where each submatrix \( \Lambda_j \in \mathbb{R}^{M \times n} \) corresponding to one of the \( q \) stress modes can be written as:

\[
\Lambda_j = \begin{bmatrix}
\sqrt{w_1} \left( f^\Omega_j(x_1) - \frac{1}{I_2} f^\Omega_h \right) \\
\sqrt{w_2} \left( f^\Omega_j(x_2) - \frac{1}{I_2} f^\Omega_h \right) \\
\vdots \\
\sqrt{w_M} \left( f^\Omega_j(x_M) - \frac{1}{I_2} f^\Omega_h \right)
\end{bmatrix}
\]  

(14)

and the contribution of each point is given by:

\[
f^\Omega_j = \Phi^T B^T_i S_j \psi_j
\]  

(15)

where \( \Phi_i \) is a submatrix of the POD basis corresponding to the DOFs of the finite element that contains the point \( i \), \( B_i \) is the shape function gradient matrix of Eq. (3) at point \( i \) and \( S_j \) and \( \Psi_j \) are the \( j \)th singular value and mode of \( \psi \), respectively.
With these definitions, the least-squares minimization of the force approximation error can be posed as:

$$\begin{align*}
(\beta, \mathcal{Z}) &= \arg\min_{\beta \geq 0, \mathcal{Z}} \| \mathbf{J}(\mathcal{Z})\beta - \mathbf{b} \|^2 \\
\text{where the terms } \mathbf{J} \text{ and } \mathbf{b} \text{ are given by:}
\end{align*}$$

$$\begin{align*}
\mathbf{J} &= \left[ \mathbf{A} \ \sqrt{\mathbf{w}} \right]^T \quad \mathbf{b} = \left[ 0 \ \Omega \right]^T
\end{align*}$$

This non-negative least-squares problem is solved with a greedy selection algorithm that gradually inserts points in $\mathcal{Z}$ until the approximation error is sufficiently small or $\mathbf{J}(\mathcal{Z})$ attains full rank (i.e. when $\text{size}(\mathcal{Z}) = qn + 1$) [12]. Finally, the modified weights $\varpi$ are computed as:

$$\varpi_i = \sqrt{w_i} \beta_i$$

### 2.4. History recovery

Performing the integration of $\mathbf{f}^{\Omega}$ only on the reduced set of points $\mathcal{Z}$ means that material history ($\mathbf{\mu}$ in Eq. (3)) is not computed at the remaining integration points. In the context of an adaptive framework that periodically switches back to the full-order solution space, this outdated history on most of the mesh may lead to convergence issues when the next full step is executed.

Material history can be recovered through a *Gappy Data* procedure by using the history at $\mathcal{Z}$ to interpolate the values of the remaining points [22–24]. In order to provide a basis for such interpolation, history snapshots are gathered during ECM training and stored as columns in a matrix $\mathbf{X}_\mu \in \mathbb{R}^{rM \times P}$ and a basis matrix $\mathbf{Y} \in \mathbb{R}^{rM \times p}$ (with $\mu \in \mathbb{R}^{rM}$ and $p \leq P$) is extracted through SVD:

$$\mathbf{X}_\mu \approx \mathbf{Y} \mathbf{S} \mathbf{V}^T$$

Defining $\mathcal{Y}$ as the set of points with outdated history, the basis matrix $\mathbf{Y}$ can be used to recover $\mathbf{\mu}(\mathcal{Y})$ through a least-squares procedure:

$$\mathbf{\mu}(\mathcal{Y}) = \mathbf{Y}(\mathcal{Y}) \left( \mathbf{Y}(\mathcal{Z})^T \mathbf{Y}(\mathcal{Z}) \right)^{-1} \mathbf{Y}(\mathcal{Z})^T \mathbf{\mu}(\mathcal{Z})$$

### 2.5. k-means clustering

Partitioning data into clusters through a $k$-means clustering procedure is a popular technique in machine learning and data mining and consists in grouping data points with similar values together in such a way as to minimize the difference between each individual observation and the average value of the cluster it belongs to. If each data point $j$ can be represented by a scalar value $x_j$, this minimization problem can be written as:

$$\begin{align*}
(\mathcal{C}, \bar{x}) &= \arg\min_{\mathcal{C}} \sum_{i=1}^{k} \sum_{j \in \mathcal{C}_i} \| x_j - \bar{x}_i \|^2 \\
\text{where } \bar{x} \text{ is a vector of cluster averages and } \mathcal{C} \text{ is a set of data clusters:}
\end{align*}$$

$$\mathcal{C} = [\mathcal{C}_1 \ \mathcal{C}_2 \ \cdots \ \mathcal{C}_k]$$

In the context of model-order reduction, clustering integration points or elements together allows for significant complexity reduction if one assumes that response fields (e.g. strains [17] or stresses and material history [24]) are uniform within a given cluster. Computational effort is therefore reduced to computing the response of whole clusters instead of that of each individual point or element. Clustering can also be used to divide displacement snapshots into groups and compute separate POD bases for each cluster in order to keep the size of the reduced equilibrium problem ($n$) small [13].

In this work, clustering is used to divide elements into domains, similar to the approach adopted in [17]. No uniformity assumption within clusters is made but each domain has an independently trained set of reduced integration points $\mathcal{Z}$, as will be discussed in the following sections.
3. Adaptive reduction

In this research, the techniques of Section 2 are combined in an adaptive hyper-reduced modeling framework in order to overcome the hurdles associated with the offline training of a model with highly nonlinear response. Fig. 1 illustrates the issue of using an insufficiently trained reduced model in online predictions of a similar problem (also called a nearby problem [19]). The beam model is trained with a load $F$ at midspan and used to predict the response when the load is moved off-center by a distance of 5% of the total span. In the linear regime, the error between full and reduced solutions (measured as the vertical displacement at the load application point) is limited to a reasonably low level of around 2.5%. At later steps, however, the deficient reduced basis leads to 50% lower plastic strain development, leading to an error of more than 12% in displacements by the end of the analysis.

The framework presented in the following attempts to solve this problem by altogether eliminating the offline training process. To this end, the volume $\Omega$ is adaptively divided into three distinct regions: the elements responsible for most of the nonlinearity are solved in the full space, the region nearby the fully-solved area is solved with POD with full integration and the remaining regions are further reduced with ECM.

3.1. Partitioned POD

In Fig. 1, plastic strain localizes under the load application point while most of the beam remains elastic. Since the incorrect reproduction of these plastic strains is the cause behind the erroneous reduced model predictions, one potential solution to the issue is to solve regions where strain localizes in the full-order space while still using POD to solve for DOFs in the remaining regions. This local/global approach, first proposed by Kerfriden et al. [19] is briefly summarized in the following.

The complete set of degrees of freedom ($\mathcal{U}$) is divided into full ($\mathcal{F}$) and reduced ($\mathcal{R}$) parts with sizes $N_f$ and $N_r$, respectively (with $\mathcal{R} \cup \mathcal{F} = \mathcal{U}$ and $N_f + N_r = N$). With such partitioning, the solution vector becomes:

$$ x = \begin{pmatrix} \alpha \\ u_f \end{pmatrix} $$ (23)

where DOFs in $\mathcal{F}$ ($u_f$) are directly solved for and the reduced DOFs $\alpha$ now only affect the reconstructed displacement fields for the displacements in $\mathcal{R}$. The reconstruction of $u_h$, previously given by Eq. (6), now becomes:

$$ u_{h(\mathcal{R})} = \Phi_{(\mathcal{R})} \alpha \quad u_{h(\mathcal{F})} = u_f $$ (24)

where it is recalled from Section 1.1 that the selection operator ($\mathcal{R}$) applied to $\Phi$ extracts from it a submatrix of size $N_r \times n$ with rows corresponding to DOFs in $\mathcal{R}$.

Following such partial reduction of the equilibrium equations, the reduced versions of the force vectors can be written as [19]:

$$ \mathbf{f}^\Omega = \begin{pmatrix} \mathbf{f}^\Omega_f \\ \mathbf{f}^\Omega_R \end{pmatrix} = \begin{pmatrix} \Phi_{(\mathcal{R})}^T \mathbf{f}_{h(\mathcal{R})}^\Omega \\ \mathbf{f}_{h(\mathcal{F})}^\Omega \end{pmatrix} \quad \mathbf{f}^\Gamma = \begin{pmatrix} \mathbf{f}^\Gamma_f \\ \mathbf{f}^\Gamma_R \end{pmatrix} = \begin{pmatrix} \Phi_{(\mathcal{R})}^T \mathbf{f}_{h(\mathcal{R})}^\Gamma \\ \mathbf{f}_{h(\mathcal{F})}^\Gamma \end{pmatrix} $$ (25)
and the partitioned stiffness matrix is given by:

$$K = \begin{bmatrix}
    K_{rr} & K_{rf} \\
    K_{fr} & K_{ff}
\end{bmatrix} = \begin{bmatrix}
    \Phi^T (\mathcal{R}) K_h (\mathcal{R}) \Phi (\mathcal{R}) & \Phi^T (\mathcal{R}) K_h (\mathcal{R}, \mathcal{F}) \\
    K_h (\mathcal{F}, \mathcal{R}) \Phi (\mathcal{R}) & K_h (\mathcal{F}, \mathcal{F})
\end{bmatrix}$$

(26)

After partitioning, the size of the equilibrium system $\delta \mathbf{x} = -K^{-1} \mathbf{r}$ increases from $n$ to $n + N_f$. This partially reduced problem remains efficient as long as $N_f \ll N$. It is therefore important to judiciously choose the DOFs in $\mathcal{F}$ in order to cover most of the sources of nonlinearity while maintaining the efficiency of the reduced model.

### 3.1.1. Choice of fully-solved DOFs

With the definition of the partitioned equilibrium system, it is necessary to devise strategies to define the fully-solved DOF set $\mathcal{F}$. Similar to the approach adopted in [19], $\mathcal{F}$ is updated at the beginning of every time step based on the converged material history of the previous step and remains unchanged until the next step. The first strategy explored here is a simple one: whenever an integration point enters the inelastic regime — i.e. when the material starts to plastically deform — the DOFs of the finite element containing the point are added to $\mathcal{F}$. In the examples of Section 4, this strategy is termed All inelastic.

Naturally, including every inelastic element in $\mathcal{F}$ leads to an inefficient reduced model if the structure is undergoing plasticity over a large domain. The second strategy for populating $\mathcal{F}$ consists in ranking the integration points by gradient of energy dissipation. For the plasticity model used in this work, this dissipation gradient is computed as:

$$\dot{\varepsilon} = \sigma \dot{\varepsilon}^p$$

(27)

where $\dot{\varepsilon}^p$ is the plastic strain increment over the previous load step. After the sorting process, the $p \leq N$ points with the highest dissipation rates are included in $\mathcal{F}$. This strategy, termed Highest dissipation in the examples of Section 4, is more suitable for distributed plasticity scenarios as it tends to exclude points away from the strain localization zones. The size of $\mathcal{F}$ can be tweaked by adjusting the ratio $0 \leq p \leq 1$. In contrast to the first strategy, this approach allows DOFs to drop out of $\mathcal{F}$ once regions with a higher gradient arise — e.g. when a band with localized plasticity forms.

One last strategy exploits the idea of clustering in order to choose DOFs for $\mathcal{F}$. Instead of sorting integration points from highest to lowest $\dot{\varepsilon}$, a $k$-means clustering algorithm can be used to group the points into $k$ clusters by solving a minimization problem similar to Eq. (21):

$$\left( \mathcal{C}, \overline{\varepsilon} \right) = \arg \min_{\mathcal{C}} \sum_{i=1}^{k} \sum_{j \in \mathcal{C}_i} \left\| \dot{\varepsilon}_j - \overline{\varepsilon}_i \right\|^2$$

(28)

and including in $\mathcal{F}$ the points belonging to the cluster with the highest average dissipation rate. The clustering procedure makes the size and composition of $\mathcal{F}$ sensitive to the dispersion in dissipation among the integration points, therefore yielding different results than the highest dissipation strategy. This approach is referred to as Clustered dissipation in the examples of Section 4.

### 3.1.2. Dirichlet-type constraints

Dealing with force boundary conditions (Neumann-type) after POD reduction is straightforward: $\mathbf{f}^N$ is assembled and its reduced version is obtained by pre-multiplying the POD basis $\Phi$. For displacement boundary conditions (Dirichlet-type) enforced through master/slave constraint equations, a number of additional steps are necessary when transitioning to a POD-reduced model.

The goal is to convert to the reduced space a constraint between a slave DOF $u_i$ and an arbitrary number of master DOFs $u_j$ of the following general form:

$$u_i = r + \sum_j c_j u_j$$

(29)

with $r$ being a scalar and $c$ a coefficient vector. The straightforward approach is to move both $u_i$ and $u_j$ to $\mathcal{F}$ and enforce the constraint as it is. However, the solution can be accelerated by recognizing that some constraints can also be posed directly in the reduced space and others become redundant once reduction takes place. Here, the following checks are performed for each constraint equation before moving any of the involved DOFs to the full space:
• If \( r = 0 \) and \( c = 0 \), the row of \( \Phi \) corresponding to DOF \( i \) is checked: if \( \Phi(i) = 0 \), the constraint is discarded;
• If \( r = 0 \) but \( c \neq 0 \), check if every basis vector \( \phi \) satisfies the constraint: if \( \Phi^T c - \Phi(i) = 0 \) for every \( l \in \{1, \ldots, n\} \), the constraint is discarded;
• If \( c = 0 \) but \( r \neq 0 \), the constraint is recast in the reduced space involving all reduced DOFs: \( \alpha_k = \frac{1}{\phi(i,k)} \left( r - \sum_{l \neq k} \phi(i,l) \alpha_l \right) \), where \( k = \arg \max_{k} \| \phi(i,k) \| \).

If the constraint does not meet any of these requirements, the involved DOFs are moved to \( \mathcal{F} \).

### 3.1.3. Error estimation

Due to nonlinear phenomena occurring in the fully-solved region which gradually change the global structural behavior, the basis \( \Phi \) gradually becomes unable to describe the behavior of the reduced DOFs \( \mathcal{R} \). It is important to estimate this loss of accuracy in order to trigger a switch back to a full analysis (i.e. move all DOFs to \( \mathcal{F} \) for a single step) and include the resulting field \( u \) in \( \Phi \).

One straightforward way to estimate the error is to compute the deviation from global full-order equilibrium with Eq. (1) [9]. As the quality of \( \Phi \) degrades, the equivalence between reduced equilibrium \( (f^\Omega = f^U) \) and full-order equilibrium \( (f_h^\Omega = f_h^U) \) is gradually lost. By introducing a tolerance parameter, a full step can be triggered whenever this deviation crosses a certain threshold. This requires virtually no additional computational effort to the POD-reduced model, as computing \( f_h^\Omega \) and \( f_h^U \) is in any case necessary in order to perform the reductions of Eq. (25).

### 3.1.4. Augmented conjugate gradient solver

Solving the partitioned system of equations (25) and (26) does not require a specific choice of solver. Most of the examples of Section 4 employ a direct solver based on the LU decomposition of \( K \) with a Skyline-type matrix storage, but an alternative approach that exploits features of classic domain decomposition techniques and was first proposed by Kerfriden et al. [9,19,20] is also explored.

The scheme is based on the idea of master and slave DOFs (also termed border and interior DOFs) used in domain decomposition. The reduced part of the solution (\( \alpha \)) is removed from the system through condensation and only the DOFs in \( \mathcal{F} \) are solved for:

\[
\delta u_t = K_s^{-1} r_s \tag{30}
\]

where \( K_s \) is the Schur complement of \( K_{rt} \) and \( r_s \) the residual associated with the condensed problem:

\[
K_s = K_{rf} - K_{fr} (K_{rr})^{-1} K_{rf} \quad r_s = r_r - K_{fr} (K_{rr})^{-1} r_f \tag{31}
\]

with \( r_f = f_h^\Omega - f_h^U \). The original equilibrium system is therefore converted into the problem of solving only for \( u_t \), after which the reduced DOFs are recovered:

\[
\delta \alpha = -(K_{rr})^{-1} (r_r + K_{fr} \delta u_t) \tag{32}
\]

The idea put forward in [19] consists in solving Eq. (30) through an augmented conjugate gradient (CG) solver that exploits two of the consequences of partitioning the original DOFs into \( \mathcal{F} \) and \( \mathcal{R} \). Firstly, supposing that the basis \( \Phi \) correctly describes a problem close to the one being solved (i.e. \( \Phi \) can describe at least part of the behavior in \( \mathcal{F} \)), the reduced solution for \( u_t \) can be used as a first guess \( \delta u_t^{\text{init}} \) to accelerate convergence (initialization step):

\[
\delta u_t^{\text{init}} = \Phi_{(\mathcal{F})} \left( \left( \Phi_{(\mathcal{F})}^T K_{\Phi(\mathcal{F})} \Phi_{(\mathcal{F})} \right)^{-1} \Phi_{(\mathcal{F})}^T \right) r_s \tag{33}
\]

Secondly, if \( \Phi \) is not enough to fully describe \( u_t \), whatever information is missing should be sought on a solution space orthogonal to \( \Phi \). This can be achieved by computing a projector \( P \) by this:

\[
P = I - \Phi_{(\mathcal{F})} \left( \left( \Phi_{(\mathcal{F})}^T K_{\Phi(\mathcal{F})} \Phi_{(\mathcal{F})} \right)^{-1} \Phi_{(\mathcal{F})}^T \right) K_s \tag{34}
\]

and using it to augment the search direction of the conjugate gradient algorithm (augmentation step):

\[
Z_{\text{aug}} = P Z \tag{35}
\]

where \( Z \) is the original search direction obtained by preconditioning the CG residual (using for instance the diagonal or an incomplete LU decomposition of \( K_s \)). In this work, these additional solution steps are implemented in a classic CG algorithm whose details are omitted for compactness. The interested reader is referred to [19] for a complete description of the algorithm.
3.2. Domain-based hybrid full/POD/ECM reduction

In order to improve acceleration, it is desirable to further reduce the cost of the reduced model by employing a hyper-reduction method such as ECM (Section 2.3). However, the lack of a fully-integrated $f^\Omega$, a consequence of hyper-reduction, leads to a number of incompatibilities with the current adaptive POD framework:

- Populating the fully-solved DOF set $\mathcal{F}$ requires material history to be known at least at a number of candidate points,
- Computing the force term $f^\Omega$ associated with DOFs in $\mathcal{F}$ requires all elements around a fully-solved node to be fully integrated,
- The decision to switch to a full step is based on the full-order equilibrium (Section 3.1.3) and thus requires full integration of $f^\Omega$,
- The convergence behavior of full steps may benefit from up-to-date information on material history at all points.

An obvious way to bypass these incompatibilities is to forgo the partitioning strategy of Section 3.1 (i.e. have all DOFs in $\mathcal{R}$ at all times) and periodically run a full step for retraining at a predefined interval (e.g. every 10 steps). However, this strategy would be inefficient and potentially unstable if the rate of decay in the quality of $\Phi$ varies significantly throughout the analysis — e.g. if a cyclic load is applied and plasticity only evolves during reloading branches [24] or if a sharp transition to a steep softening branch is triggered [19]. Such a model would not be truly adaptive.

The solution proposed here is illustrated in Fig. 2 and involves dividing the volume $\Omega$ into subdomains in order to allow the use of different levels of reduction on different parts of the mesh. The goal is to use ECM on most of the mesh (a set of subdomains $\mathcal{H}$) while still employing adaptive components on a mesh region $\mathcal{P}$ where $f^\Omega$ is fully integrated. The resultant internal force vector is the combination of a fully-integrated part with multiple hyper-reduced parts:

$$f^\Omega = \Phi^T \left( \sum_{i \in \mathcal{P}} f_h(x_i) w_i + \sum_{j \in \mathcal{Z}_{\mathcal{H}_1}} f_h(x_j) \varpi_j + \cdots + \sum_{k \in \mathcal{Z}_{\mathcal{H}_n}} f_h(x_k) \varpi_k \right)$$

where allowing for an arbitrary number of independently trained ECM domains affords increased control over the total number of ECM points in the mesh and therefore over the integration error and the efficiency of history recovery. It is important to note that the present strategy differs from classic domain decomposition approaches that partition the equilibrium system and separately solve for border and interior DOFs (cf. [20]). The decomposition made here is only related to the integration of $f^\Omega$ and $K$ and maintains a single equilibrium system $\delta x = -K^{-1}r$ and a single POD basis $\Phi$.

The natural choice for $\mathcal{P}$ is the region where most of the sources of nonlinearity are located. Although a priori knowledge of the mechanical behavior of the structure being modeled can be used to manually define
A fully adaptive approach is preferred because sources of nonlinearity that should be contained in $\mathcal{P}$ might move across the domain during the analysis, e.g., a propagating strain localization band. Here, the domains $\mathcal{P}$ and $\mathcal{H}$ are updated after every full step by grouping elements together based on their strain response using $k$-means clustering:

$$
(C, \bar{\varepsilon}) = \arg \min_{C} \sum_{i=1}^{k} \sum_{j \in C_i} \| \varepsilon_j - \bar{\varepsilon}_i \|^2
$$

The most straightforward clustering strategy is to use $k = 2$ and assign the cluster with the highest average strain to $\mathcal{P}$. For the extension to multiple ECM domains, a stepwise approach is taken by using the original clustering algorithm of [25] two consecutive times: elements are first divided into two clusters and elements in the cluster with lower average strain are further clustered into $k$ subclusters that define the $k$ ECM domains $\mathcal{H}$. This effectively guarantees that the size of $\mathcal{P}$ is objective with respect to the number of ECM domains. The steps of the clustering process are also shown in Algorithm 2. It is important to mention that since constant strain triangles with a single integration point are used in this work, clustering elements is equivalent to clustering integration points. A different strategy of converting point clusters to element clusters might be required if higher-order integration is employed.

Upon defining $\mathcal{P}$ and $\mathcal{H}$, the node set that defines the border between the POD domain and any of the ECM domains (the $\mathcal{P}$$\mathcal{H}$ border depicted in Fig. 2) is also stored. Since nodes at this border might not be fully integrated, care is taken as to not include them in $\mathcal{F}$ or use them to estimate the reduced solution error (Section 3.1.3).

### 3.2.1. Analysis flow and error control

The analysis starts with one or more fully-solved steps and no a priori information on structural behavior — i.e., no offline training is required. The main steps of this phase are shown in Algorithm 1. In the examples of Section 4, only one full step is run before POD reduction ($n_{\text{full}} = 1$), but the framework is flexible in allowing for more full steps and consequently to a larger set of displacement and strain snapshots.

```
update DOF sets: $\mathcal{F} \leftarrow \mathcal{U}$, $\mathcal{R} \leftarrow \emptyset$;
clear snapshot matrices: $X_u = 0$, $X_\sigma = 0$, $X_h = 0$;
while $\| f^\Omega_h - f^\Gamma_h \|_\lambda < \epsilon_{\text{solver}}$ :
  compute $f^\Omega_h (u_h)$ and $K_h (u_h)$;
  use a solver to compute $\delta u_h = K_h^{-1} (f^\Gamma_h - f^\Omega_h)$;
  update $u_h \leftarrow u_h + \delta u_h$;
set $X_u^f \leftarrow [X_u^f \ u_h]$, $X_\varepsilon \leftarrow [X_\varepsilon \ \varepsilon]$;
set $i_{\text{full}} \leftarrow i_{\text{full}} + 1$;
if $i_{\text{full}} = n_{\text{full}}$ :
  compute the SVD of $X_u$ and update $\Phi$;
  update strain clusters and domains (Algorithm 2);
  switch to reduced steps (Algorithm 3);
  commit material history;
```

**Algorithm 1**: Analysis flow of a fully-solved step.

Snapshots for POD training are taken both after a full step ($X_u^f$) as well as after a POD step with $\mathcal{F} \neq \emptyset$ ($X_u^a$) and together form the complete snapshot matrix:

$$
X_u = [X_u^f \ X_u^a]
$$

from which $\Phi$ is extracted by truncating the SVD operation after the singular values become lower than an input tolerance $\epsilon_{\text{SV}}$. As the analysis progresses and the number of snapshots reaches preset values $n_f$ and $n_a$, the snapshot matrices are gradually renewed by discarding the oldest values whenever new snapshots are added. In order to extract as much information as possible from a single retraining step, both $u_h$ and its change from the previous time step $\Delta u_h$ are included in $X_u$ if $n_{\text{full}} = 1$. 

\[ \]
Input: Matrix with integration point strains $X$, number of ECM domains $k$

Output: One POD domain $P$ and a set of ECM domains $H$

if $P \neq \emptyset$ and $H \neq \emptyset$:

- initialize centroids: $\bar{\epsilon}_1 \leftarrow \frac{1}{n_P} \sum_p X^p_{\epsilon(P)}$; $\bar{\epsilon}_2 \leftarrow \frac{1}{M - n_P} \sum_{c=1}^k \sum_p X^p_{\epsilon(H_c)}$;

else

- choose two points at random to initialize $\bar{\epsilon}$;

use clustering [25] to divide points into two clusters: $(C, \bar{\epsilon}) \leftarrow kmc(X_{\epsilon}, 2)$;

set $C_1 \leftarrow C_c$, with $c = \arg \max_c \|\bar{\epsilon}_c\|$ and set $P \leftarrow C_1$;

if $P \neq \emptyset$ and $H \neq \emptyset$:

- initialize centroids: $\bar{\epsilon}_c \leftarrow \frac{1}{n_{H_c}} \sum_p X^p_{\epsilon(H_c)}$;

else

- choose $k$ points in $C_2$ at random to initialize $\bar{\epsilon}$;

divide points in $C_2$ into $k$ subclusters: $(H, \bar{\epsilon}) \leftarrow kmc(X_{\epsilon(c)}, k)$;

Algorithm 2: Mesh domain update procedure with $k$-means clustering (kmc).

Strain snapshots are used to define the domains $P$ and $H$ through the procedure shown in Algorithm 2. If the current full analysis phase is not the first one (if the model was previously reduced but switched back to a full step), the clustering algorithm is pre-initialized with the latest cluster topology in order to accelerate retraining.

After updating cluster topology and training POD, the analysis switches to a reduced step (Algorithm 3). At the beginning of each step, $F$ is populated with DOFs from $P$, redundant constraints are removed and the reduced DOFs $\alpha$ are reconstructed through a least-squares procedure in case $\Phi$ is different from the one from the previous step. At first, all domains are fully integrated and stresses and material history at every integration point are collected (POD step). After a certain number $n_{pod}$ of POD steps ($n_{pod} = 1$ in the examples of Section 4), these snapshots are used to train ECM and update the history reconstruction basis $\Upsilon$ for each domain in $H$. If a previous set of ECM points is available, a fast retraining that keeps the set $Z$ intact and only updates the weights $\varpi$ is attempted (Algorithm 4). After this training, the model switches to a hybrid scheme in which $P$ is fully integrated and the domains $H$ are integrated with ECM.

At the end of each time step, the quality of the reduced solution is measured by computing the deviation from full-order equilibrium. Since most of the mesh is not fully integrated, only DOFs in the POD domain can be used for this purpose. Defining $f^\Omega_p$ and $f^\Gamma_p$ as the force vectors associated with the DOFs in $P$ (excluding the $P\cdot H$ border), the following condition is checked:

$$\frac{\|f^\Gamma_p - f^\Omega_p\|}{\lambda} < \epsilon_{\text{force}}$$

where $\lambda$ is the load scale factor of Eq. (5) and $\epsilon_{\text{force}}$ is an input tolerance. If the condition is not satisfied, the current displacement increment is discarded, material history is recovered and the analysis switches back to a fully-solved phase (Algorithm 1).

An additional check becomes necessary if the size of domain $F$ approaches that of $P$. Whenever a DOF is included in $F$, its full-order equilibrium is satisfied exactly since it is explicitly included in the equilibrium problem. If $F$ occupies most or all of $P$, Eq. (39) is always satisfied even if the quality of $\Phi$ is decaying. It is therefore complemented by a second condition that compares the values of $u_f$ obtained directly from the equilibrium problem with their POD approximation:

$$\frac{\|u_f - \Phi_f \alpha\|}{\|u_f\|} < \epsilon_{\text{disp}}$$

where $\epsilon_{\text{disp}}$ is an additional tolerance factor. A full step is triggered when either of the conditions is violated.
update fully-solved DOF set \( F \) (Section 3.1.1) and set \( R \leftarrow U \setminus F \);
convert Dirichlet-type constraints (Section 3.1.2);

if \( \Phi \neq \Phi^0 \):
  recompute \( \alpha \leftarrow (\Phi^T \Phi)^{-1} \Phi^T u_h^0 \)
  while \( \frac{\|f^F - f^J\|}{\|f^F\|} < \epsilon_{\text{solver}} \):
    reconstruct \( u_h \) from \( x \): \( u_h(R) \leftarrow \Phi(R) \alpha \quad u_h(F) \leftarrow u_f \);
    for every domain \( d \):
      compute \( f^J_d(u_h) \) and \( K_d(u_h) \);
      add domain contributions: \( f^J \leftarrow f^J + f^J_d \), \( K \leftarrow K + K_d \);
    use a solver to compute \( \delta x = K^{-1} (f^J - f^F) \);
    update \( x \leftarrow x + \delta x \);
  if \( \frac{\|f^F - f^J\|}{\|f^F\|} > \epsilon_{\text{force}} \) or \( \frac{\|u_f - \Phi(F) \alpha\|}{\|u_f\|} > \epsilon_{\text{disp}} \):
    set \( x \leftarrow x^o \), \( i_{\text{full}} \leftarrow 0 \), \( i_{\text{pod}} \leftarrow 0 \);
  if step is hyper-reduced:
    reconstruct history: \( \mu(J) \leftarrow \Upsilon(J) \left( \Upsilon_T(J) \Upsilon(J) \right)^{-1} \Upsilon^T(J) \mu^0(J) \);
    restart with a full step (Algorithm 1);
  if step is not hyper-reduced:
    set \( X_\sigma \leftarrow [X_\sigma \quad \sigma] \), \( X_\mu \leftarrow [X_\mu \quad \mu] \);
    if \( F \neq \emptyset \):
      set \( X_\sigma^u \leftarrow [X_\sigma^u \quad u_h] \);
      compute the SVD of \( X_\sigma^u \) and update \( \Phi \);
    set \( i_{\text{pod}} \leftarrow i_{\text{pod}} + 1 \);
    if \( i_{\text{pod}} = n_{\text{pod}} \):
      for every ECM domain:
        update ECM integration (Algorithm 4);
        compute the SVD of \( X_\mu \) and update \( \Upsilon \);
      switch to hyper-reduced steps;
    commit material history;

Algorithm 3: Analysis flow of a (hyper-)reduced step. The superscript “o” indicates converged values from the previous time step.

4. Numerical examples

The framework of Section 3 has been implemented in an in-house Finite Element software using the open-source Jem/Jive C++ numerical analysis library [26]. The examples of this section were executed on a single core of a Core i7-7500U processor on a laptop with 8 GB RAM running Ubuntu 16.04.3.

The simple problem of a bar with a circular cutout loaded in plane strain tension is considered (Fig. 3). As the bar is loaded, stress concentrations around the cutout trigger the development of plastic strain. By varying the cutout radius \( r \), the extent of the zone undergoing plastic deformations can be adjusted. This allows for assessing the performance of the reduction strategy for both localized and distributed material nonlinearity.

An inviscid pressure-dependent plasticity model with non-associative plastic flow is employed [21,27]. The material properties are \( E = 2500 \text{ MPa} \), \( v = 0.37 \) and \( \nu_p = 0.32 \) (plastic Poisson ratio) and the yield surfaces in tension and compression are given by:

\[
\sigma_t = 64.80 - 33.6e^{-e_{\text{eq}}/0.003407} - 10.21e^{-e_{\text{eq}}/0.06493}
\]

\[
\sigma_c = 81.0 - 42.0e^{-e_{\text{eq}}/0.003407} - 12.77e^{-e_{\text{eq}}/0.06493}
\]
Input: Set of domain int. points $\mathcal{H}$ with weights $w$ and stress snapshots $X_\sigma$

Output: Reduced integration point set $Z$ with modified weights $\varpi$

compute the SVD of the snapshot matrix: $X_\sigma = \Psi S \mathbf{V}^T$;

set $\Lambda_i^j \leftarrow \sqrt{w_i} \left( f_i^j - \frac{1}{2} f_i^{j2} \right)$ with $f_i^j = \Phi_i^T B_i^j S_j \Psi_j$ for $i \in \mathcal{H}, j \in [1, ..., n]$;

set $J \leftarrow [\Lambda \sqrt{w}]^T, b \leftarrow [0 \quad \Omega]^T$;

if $\mathcal{H} = \mathcal{H}^o$:
  adjust weights without changing the points: $\beta(Z) \leftarrow (J^T Z J(Z))^{-1} J^T(Z) b$;
  update residual: $r \leftarrow b - J(Z) \beta(Z)$;
  if $\frac{\|r\|}{\|b\|} < \epsilon_{\text{greedy}}$:
    compute weights $\varpi_i \leftarrow \sqrt{w_i} \beta(Z)_i$;
    return (skip the rest of this box);

set $Z \leftarrow \emptyset$;

use the greedy algorithm of [23, 24]: $(Z, \varpi) \leftarrow \text{greedy}(J, b)$;

Algorithm 4: ECM update procedure. The superscript “o” indicates entities from the most recent previous ECM retraining.

where $\varepsilon_{\text{eq}}^p$ is the equivalent plastic strain. These yield surfaces promote an initial plastic hardening followed by a plateau with an approximately perfectly plastic response.

In all of the examples that follow, $n_f = 4$ and $n_a = 2$. Further increasing the size of the snapshot matrix has not been found to affect the performance of the framework for this specific problem. Solver precision and SVD truncation tolerance are both set as $\epsilon_{\text{solver}} = \epsilon_{\text{SV}} = 1 \times 10^{-6}$. The bar is meshed using constant strain triangles with one integration point per element. Unless otherwise specified, an element length of $l_e = 0.05 \text{ mm}$ is used ($\sqrt{N_{\text{DOF}}} \approx 150$), which was found through a mesh convergence study to be an adequate level of discretization for the problem at hand.

The model is loaded at its right edge (Fig. 3). An arc-length constraint is used to adjust the load factor $\lambda$ in order to make the right edge of the model displace by a prescribed value $\bar{u}$. A point load is applied to the horizontal DOF $i$ of the node at the bottom-right corner of the structure and the remaining horizontal DOFs of the edge are tied to this corner node. The enforced arc-length constraint can be written in the full and reduced-order spaces as:

$$a_h = u(i) - \bar{u} = 0 \quad \text{or} \quad a = \Phi(i) \alpha - \bar{u} = 0$$

and its derivatives are given by:

$$\frac{\partial a_h}{\partial u} = I(i) \quad \frac{\partial a_h}{\partial \lambda} = 0 \quad \text{or} \quad \frac{\partial a}{\partial \alpha} = \Phi(i) \quad \frac{\partial a}{\partial \lambda} = 0$$

where $I \in \mathbb{R}^N$ is the identity matrix. This approach is equivalent to loading the structure in displacement control but yields a value for $\lambda$ at every time step that is not computed from $f_i^{j2}$. This becomes necessary in order to obtain the force–displacement response of a hyper-reduced model for which internal force contributions are generally undefined due to the reduced cubature scheme.
4.1. Adaptive POD

In this section, the adaptive POD strategy of Section 3.1 is demonstrated with a series of numerical examples. In order to investigate the POD reduction scheme in isolation, ECM is deactivated and the domain $\mathcal{P}$ is extended to cover the whole structure. Without ECM, the retraining condition related to $\epsilon_{\text{disp}}$ is kept deactivated and retraining can only be triggered by the full-order equilibrium condition of Eq. (39).

The first two examples aim to demonstrate the ability of POD to sense when its reduced basis becomes inadequate and trigger a retraining step. For the first example, the cutout radius is fixed at $r = 0.9$ mm and the model is executed for multiple values of $\epsilon_{\text{force}}$. Results are shown in Fig. 4. Using the basis obtained during the first step, the POD model shows an approximately linear response until the force error exceeds $\epsilon_{\text{force}}$. Upon triggering a new full step, the reduced curve immediately snaps back to the reference full-order response. As expected, reducing the threshold $\epsilon_{\text{force}}$ leads to a smoother response that agrees very well with the full curve, but at the cost of an increased number of full steps (up to 10 correction steps out of a total of 200 steps).

A similar behavior is observed for a bar with $r = 0.5$ mm, as shown in Fig. 5. The adaptive strategy is therefore shown to also be effective in correcting the POD basis for models with distributed sources of nonlinearity. However, it is important to note that even though the error control condition of Eq. (39) is adimensionalized by $\lambda$, the choice of $\epsilon_{\text{force}}$ is still problem dependent: the present model requires lower values of $\epsilon_{\text{force}}$ to trigger a given number of correction steps when compared to the model with $r = 0.9$ mm.

It should also be mentioned that even though the plasticity model employed here is robust enough to withstand the sharp correction jumps observed for cases with high $\epsilon_{\text{force}}$, that might not be the case for constitutive models already notorious for suffering from convergence issues (e.g. continuum damage). Employing less robust models may therefore require a different strategy for transitioning from an aborted reduced step to a full one, for instance a combination of a higher number of full steps ($n_{\text{full}}$) and a path-following method that carefully leads the structure back to the full curve, such as an arc-length that controls energy dissipation [28,29]. Depending on the material model and on the structure being modeled, too high values for $\epsilon_{\text{force}}$ may also lead to spurious damage activation or erroneous plastic strain distributions even after a converged retraining step. Although this is not observed in the examples treated here, lowering $\epsilon_{\text{force}}$ would alleviate the issue.

4.1.1. Choice of $\mathcal{F}$

The preceding examples did not take advantage of the system partitioning of Eq. (23). By directly solving for DOFs in highly nonlinear regions, the reduced solution should, in theory, become less sensitive to a decay in the quality of $\Phi$, since in this case the basis would only be used to approximate the solution at regions away from the nonlinear zones. This would in turn be reflected in the number of full-order correction steps. Four strategies for defining $\mathcal{F}$ are explored here: all DOFs on elements deforming inelastically, elements with the highest average
Fig. 5. Adaptive POD response without DOF partitioning for multiple values of $\epsilon_{\text{force}}$ ($r = 0.5\text{ mm}$).

Fig. 6. Number of correction steps versus $\epsilon_{\text{force}}$ for different partitioning strategies ($r = 0.9\text{ mm}$).

dissipation rate after clustering with $k = 2$ and the 1\% and 10\% of elements with the highest energy dissipation rate. Models with $r = 0.9\text{ mm}$ are executed for multiple values of $\epsilon_{\text{force}}$ for each of the strategies and changes in the number of full steps are observed. Results are shown in Fig. 6.

As expected, the number of correction steps is higher if no partitioning strategy is adopted, with the highest differences observed for lower values of $\epsilon_{\text{force}}$. For a given level of tolerance, the number of full steps tends to be inversely proportional to the size of $\mathcal{F}$: the more DOFs are fully solved, the smaller the number of correction steps. For dissipation-based strategies, since $\mathcal{F}$ is allowed to change at every time step, an additional layer of complexity is added since the resulting behavior not only depends on the number of fully-solved DOFs but also on the way with which nodes periodically enter and leave $\mathcal{F}$. Fig. 7 shows which DOFs are included in $\mathcal{F}$ during the last time step for three of the strategies.

Fig. 8 shows the average load factor error between full and reduced responses obtained during the 200 analysis steps for different tolerances and partitioning strategies. Although changes in error with $\epsilon_{\text{force}}$ are slightly different depending on how $\mathcal{F}$ is defined, all methods show comparable accuracy. It is therefore concluded that even though the frequency of fully-solved steps is significantly lower when a partitioning strategy is applied (Fig. 6) and the quality of $\Phi$ is allowed to degrade for several time steps, solving the most critical mesh regions in the full space effectively keeps the accuracy of the reduced model at acceptable levels.
Changes in the composition of $\mathcal{F}$ with time are also investigated. By plotting the number of nodes in $\mathcal{F}$ at each load step for the different partitioning approaches (Fig. 9), it can be seen that each strategy tends to form domains of different sizes, as suggested by Fig. 7. Even though the clustered dissipation strategy does not explicitly impose a maximum size for $\mathcal{F}$, the clustering process opts for small cluster sizes throughout the analysis. Sudden changes in $\mathcal{F}$ observed for the 10% highest diss. strategy occur when the model switches to a full step towards the end of the curve, when strain localizes in a small patch of elements. Since the global behavior is constrained by an increasingly outdated $\Phi$, the ability of the model to form this plastic mechanism is hindered, causing elements away from the localization zone to dissipate energy. When a full step is triggered, $\Phi$ is updated and these elements stop dissipating energy for a number of time steps, causing them to leave $\mathcal{F}$.

In order to assess the performance of the partitioning strategies for the case of distributed plasticity, the same tests are repeated for a bar with $r = 0.5$ mm. The number of correction steps for different values of $\epsilon_{\text{force}}$ and partitioning strategies is shown in Fig. 10. Although a reduction in the number of full steps is still observed in this case, it is much less pronounced when dissipation-based techniques are used. Since a smaller cutout leads to plastic
strain development everywhere in the model, including a limited number of DOFs in $\mathcal{F}$ is not as beneficial as it is for models with a localized nonlinearity source.

In contrast with dissipation-based strategies, including all inelastic elements in $\mathcal{F}$ remains effective in reducing the number of full steps, but at the cost of efficiency: as can be seen in Fig. 11, almost every DOF in the mesh is included in $\mathcal{F}$ by the end of the analysis. Fig. 12 shows that while partitioning does not help to reduce the number of full steps in this case, it does improve the overall accuracy of the solution.

In such cases, it would be more advantageous to opt for a fully-reduced solution if $0 \leq \epsilon_{\text{force}} \leq 0.05$ or use a dissipation-based approach if $\epsilon_{\text{force}} > 0.05$, yielding a smaller average error (Fig. 12) while keeping the number of correction steps unchanged.

4.1.2. Performance of the augmented CG solver

The preceding tests were solved with a direct LU solver. It is also interesting to investigate the possibility of employing the augmented CG solver of Section 3.1.4 in solving the partitioned POD equilibrium problem. The tensioned bar problem with $r = 0.9$ mm and $\epsilon_{\text{force}} = 0.04$ is solved both with a conventional CG solver and with a modified version that includes the initialization and augmentation steps of Eqs. (33) and (35). The all inelastic partitioning strategy is chosen for this part of the investigation. Up to 2000 CG iterations are allowed per global
Newton–Raphson iteration and a precision $\epsilon_{CG} = 5 \times 10^{-4}$ is adopted. A direct LU solver is used to recover the reduced DOFs as per Eq. (32).

The total number of CG iterations necessary for convergence (including all global Newton–Raphson iterations) is recorded for each load step. In the first example, the diagonal of $K_s$ is used as preconditioner, following the tests of Kerfriden et al. [19] for lattice structures with damage. Results are shown in Fig. 13. The modifications incorporated in the solver are effective in accelerating convergence, with a dramatic reduction in the number of iterations. Furthermore, the increase in the number of iterations as the analysis progresses and the plastic localization mechanism is formed are much less pronounced for the modified solver.

The same test is repeated using the incomplete LU decomposition (iLUd) of $K_s$ as preconditioner. The number of iterations for convergence at each time step can be seen in Fig. 14. Similar to the previous case, the initialization and $\Phi$-augmentation have a beneficial effect on the convergence behavior, with a reduction of up to 23 times in the number of CG iterations for convergence. Although these results are encouraging, the additional computations associated with using an iterative solver — assembling $K_s$ and computing $\delta u_t^{\text{init}}$ and $P$ of Eqs. (33) and (34) every
time the stiffness matrix changes — might make direct solvers the more efficient alternative depending on solver implementation (e.g. sequential versus parallel) and on the problem being solved.

4.1.3. Acceleration

This section focuses on the level of acceleration provided by the adaptive POD reduction scheme. The bar example with $r = 0.9$ mm is executed with different levels of mesh discretization and using different partitioning techniques. The acceleration associated with the modified CG solver is also investigated. A tolerance $\epsilon_{\text{force}} = 0.04$, which guarantees an average error lower than 0.4% with respect to the full solution (Fig. 8), is used in all cases. The speed-ups obtained from the average of 3 executions are shown in Fig. 15. For every mesh, the full-order solution computed with the direct solver is used as reference.

Similar levels of acceleration are obtained for all of the partitioning strategies, with a speed-up as high as 2.8. Interestingly, running the model without partitioning yields higher speed-ups across all mesh densities. The resulting acceleration of the scheme is determined by a number of factors. When the $\epsilon_{\text{force}}$ threshold is crossed, the model must discard its current solution and run an expensive full step. Partitioning the equilibrium system alleviates this issue, but at the cost of solving for a significantly higher number of DOFs at every reduced time step. The balance
between these competing factors in the search for an optimized level of acceleration is a complex and problem-dependent issue. It is also important to recall that partitioning promotes a smoother transition from a reduced phase with outdated $\Phi$ to a full step. In this particular example, the plasticity model used here is robust enough to handle these transitions without partitioning, but that might not be the case for different structures or material models.

Finally, the speed-ups obtained with the modified CG solver are significantly lower than the ones obtained with the direct solver. It should be noted, however, that since solving the equilibrium problem with the arc-length constraint of Eq. (43) requires two solving operations for each iteration, the direct solver, which performs the factorization of $K_h$ only once and reuses it for the second solve operation, has a clear advantage over the iterative solver. Therefore, computing the speed-ups of the modified CG solver with respect to the direct solver does not yield a fair performance comparison.

### 4.2. Domain-based hyper-reduction

The next tests investigate the performance of the domain-based hyper-reduced model of Section 3.2. For the first set of examples, the bar with $r = 0.9\,\text{mm}$ is executed with one POD domain $\mathcal{P}$ and one ECM domain $\mathcal{H}_1$, i.e., only the first phase of the clustering procedure of Algorithm 2 is performed. These domains are updated every time a full step is executed.

First, the ability of the model to trigger full steps based only on information in $\mathcal{P}$ is assessed. The model is executed without DOF partitioning for multiple values of $\epsilon_{\text{force}}$, with the resulting load–displacement curves shown in Fig. 16. The model performs in a similar way as the one with only POD reduction (Fig. 4), with an increase in precision as $\epsilon_{\text{force}}$ decreases.

The shape of the $\mathcal{P}$ and $\mathcal{H}_1$ domains at the first and last steps of the analysis can be seen in Fig. 17. As the plastic mechanism at the edges of the cutout is formed and the model is retrained, the strain clustering process tends to lead to progressively smaller $\mathcal{P}$ domains. Since most of the domain is integrated with ECM, the cost of computing the constitutive response is significantly reduced while keeping relevant information about the region where plasticity is most active in order to compute the error control condition of Eq. (39).

The preceding test did not make use of any DOF partitioning strategy ($\mathcal{F} = \emptyset$). When $\mathcal{F}$ if adaptively populated, the displacement-based error control condition of Eq. (40) becomes necessary in order to enforce the quality control of $\Phi$. The same model is executed for multiple values of $\epsilon_{\text{disp}}$ while keeping $\epsilon_{\text{force}} = 0.05$. The average error obtained with the different partitioning strategies is shown in Fig. 18. The addition of this second error control criterion effectively restores the ability of the model to trigger full steps for strategies that tend to make $\mathcal{F}$ occupy most of the domain $\mathcal{P}$. It is interesting to note that if a low value for $p_{\mathcal{Z}}$ is chosen, the highest dissipation strategy tends to limit the size of $\mathcal{F}$ and maintain solution accuracy for any value of $\epsilon_{\text{disp}}$. 

![Fig. 15.](image_url) Acceleration provided by the adaptive POD model for different partitioning strategies and solvers ($r = 0.9\,\text{mm}$).
Fig. 16. Hybrid POD/ECM response without DOF partitioning for multiple values of $\epsilon_{\text{force}}$ ($r = 0.9\text{ mm}$).

Fig. 17. Adaptive reduction domains at the first and last load steps ($r = 0.9\text{ mm}$).

Fig. 18. Average reduced model error for different values of $\epsilon_{\text{disp}}$ ($r = 0.9\text{ mm}$, $\epsilon_{\text{force}} = 0.05$).
4.2.1. Performance with number of ECM clusters

Previous tests only performed the first phase of the strain clustering of Algorithm 2, which yields only a single ECM domain $\mathcal{H}_1$. This single ECM domain can be further divided through a second clustering phase, yielding a set $\mathcal{H}$ of ECM domains which are independently trained. This results in an increased number of integration points which can be beneficial in reducing the integration error inherent to ECM. In the upper-bound case where there are as many ECM domains as finite elements, integration error vanishes and the response of the domain-based reduced model converges to the one obtained with full integration.

For this example, a bar with $r = 0.5$ mm is executed with a number of ECM domains ranging from 0 ($\mathcal{P}$ covers the whole domain $\Omega$) to 100 and the average load factor error is computed. In order to consistently compare the results obtained with and without ECM, partitioning is deactivated and a full step is manually triggered after every 30 load steps, forcing all models to have the same number of correction steps. Results can be seen in Fig. 19. Even though integration error is already low for this particular problem, it is further decreased with an increase in the number of ECM domains, as expected. After 20 domains, the reduced response reaches the error level of a fully-integrated model. The slight fluctuations after this point can be attributed to numerical error.

The reduced domain topologies obtained after the first clustering procedure and the one at the last load step can be seen in Figs. 20 and 21. Similar to the test with $r = 0.9$ mm (Fig. 17), the size of $\mathcal{P}$ tends to decrease as strain localizes on a narrow band around the cutout. Similar to the strain clusters generated by Liu et al. [17], the ECM domains are not necessary contiguous. It is also interesting to note that cluster topology is symmetric with respect to the cutout.

The advantage of using a clustering procedure with two distinct phases (Algorithm 2) can be seen when comparing Fig. 20 with Fig. 21. Although the $k$-means clustering procedure tends to form increasingly smaller
4.2.2. History recovery

Next, the performance of the history recovery procedure of Section 2.4 is discussed when used in combination with the present domain-based reduction framework. Given the robustness of the plasticity model used in the present investigation, the history recovery step has been skipped in the previous hyper-reduced numerical tests. Although the constitutive model was able to cope with this outdated history upon switching to a full step, history recovery would be mandatory for certain constitutive models — e.g., a viscoelastic model with hereditary stresses.

The example explored here consists in predicting the total energy dissipation of the model at each time step. For the sake of illustration, history recovery is performed after every hyper-reduced time step — thus not only when a full step is triggered (Algorithm 3). The full-order prediction and the responses predicted by three different models — 1 ECM domain with and without recovery and 100 ECM domains — are shown in Fig. 22.

Since recovery is performed by approximating the history values based on an interpolation of history at ECM points, it follows that increasing the number of ECM points should lead to better predictions. Indeed, the dissipation response with 100 ECM domains is more accurate than the one obtained with only 1 ECM domain, as can be seen on the zoomed-in portion of the dissipation curve of Fig. 22 showing the reduced steps immediately prior to a correction step. This is an interesting consequence of the proposed domain-based approach and can be seen as another possible motivation for using a larger number of ECM domains. Nevertheless, the reduced response with a single domain and no history recovery is already remarkably accurate. This highlights another advantage of keeping
part of the mesh fully integrated: as most of the energy is dissipated by elements in \( \mathcal{P} \), the loss of history information due to ECM is greatly alleviated. This can also be seen as one of the reasons why the model with no recovery shows virtually no convergence issues when switching to full steps.

### 4.2.3. Acceleration

The next set of numerical tests investigates the additional acceleration promoted by integrating most of the finite element mesh with ECM. In order to compare the speed-ups with those of Fig. 15, the bar example with \( r = 0.9 \text{ mm} \) and \( \epsilon_{\text{force}} = 0.04 \) is considered. In order to keep the discussion as focused as possible, no DOF partitioning is performed and only the effect of adding more ECM domains is investigated. Results for multiple numbers of ECM domains are shown in Fig. 23.

Similar acceleration levels are obtained for 1 and 10 ECM domains, with values up to 12 with respect to the full analysis. Introducing hyper-reduction leads to speed-ups approximately 4 times higher than the ones obtained for the POD-reduced model with full integration, included in Fig. 23 for comparison (No ECM). The computational overhead associated with defining \( \mathcal{P} \) and \( \mathcal{H} \) increases with the number of ECM domains, as the \( k \)-means clustering operation becomes more complex. This is reflected by the significant reduction in speed-up for 50 and 100 clusters.

In order to further investigate this effect, the same tests are executed while keeping the cluster topology obtained after the first time step intact throughout the analysis. The obtained speed-ups are shown in Fig. 24. In this case, the speed-ups for different levels of domain decomposition are more similar. A speed-up decay is still observed as more ECM domains are added and can be attributed to the cost of the first (and only) clustering process and to increases in the number of ECM points. It is also interesting to note the reduction in speed-up for 1 and 10 domains with respect to the results in Fig. 23, which is related to the fact that \( \mathcal{P} \) is not allowed to shrink if cluster topology is fixed.

Finally, it is interesting to investigate the alternative approach of refraining from using a domain-based approach and opting for extending \( \mathcal{H} \) to the whole domain \( \Omega \). Since all of the adaptive components of the framework are lost, reduction error is controlled by manually triggering a fully-solved step at predefined intervals. Speed-ups are shown in Fig. 25.

Retraining the model after every 5 steps yields a level of speed-up that is lower than the one obtained with the adaptive approach. This retraining frequency is therefore higher than it could be while still maintaining good accuracy. Increasing the interval to one retraining every 10 steps still yields lower speed-ups than those of Fig. 23 but the results suggest that the frequency should not be further increased: the model with mesh density \( \sqrt{n_{\text{DOF}}} = 93 \) fails to converge and is therefore missing from the curve. As expected, further decreasing the frequency to one retraining every 30 steps does bring a higher level of acceleration but convergence cannot be obtained for most of the models. Even with a robust constitutive model, convergence is difficult or impossible due to the fact that retraining is not triggered at the correct moments and due to a lack of accuracy in material history at the most critical mesh regions upon retraining.
Fig. 24. Acceleration levels for models with different numbers of ECM domains and fixed cluster topology ($r = 0.9\,\text{mm}$).

Fig. 25. Acceleration levels for purely hyper-reduced models retrained at predefined intervals ($r = 0.9\,\text{mm}$).

4.3. Multiple cutouts

A second example is shown in order to demonstrate the ability of the adaptive reduction framework to deal with more complex distributions of nonlinearity. A square plate with a number of randomly distributed cutouts is modeled in plane strain and loaded horizontally in tension, as shown in Fig. 26. As the plate is loaded, plastic strain initially arises between closely packed cutouts and later expands into the surrounding material, eventually forming a strain localization band that leads to an almost perfectly plastic structural behavior. The plate is meshed with 22,854 constant strain triangles with one integration point each ($N = 23,856, M = 22,854$). The reduction parameters are the same as the ones used for the bar example but $\epsilon_{\text{force}}$ is fixed at 0.015. The clustered dissipation strategy is used to populate $\mathcal{F}$. For the strain clustering that defines $\mathcal{P}$ and $\mathcal{H}$, five ECM domains are used and domain configuration is fixed throughout the analysis.

The domain topology resulting from the clustering procedure can be seen in Fig. 26. Similar to the bar example, the domains are composed of spatially disconnected volumes, but here they are highly asymmetrical and reflect the complex strain field that arises from the presence of the cutouts. Nevertheless, the framework performs well, resulting in nearly identical plastic strain distribution (Fig. 27) and load–displacement responses (Fig. 28).
The hyper-reduced model runs approximately 9 times faster than the fully-solved one. Of the total execution time of the reduced model (224.3s), a total of 7.13 s (3.2 %) is spent on the adaptive components of the framework — computing $\mathcal{P}$, $\mathcal{H}$ and the $\mathcal{P} - \mathcal{H}$ border at the beginning of the analysis (0.015 s), updating $\mathcal{F}$ (6.17 s) and checking the error of Eq. (39) (0.58 s) at every time step and recomputing $\Phi$, $\mathcal{Z}$ and $\mathcal{w}$ after each of the 20 retraining steps (0.37 s). The reason why tasks associated with building the reduced model — which are conventionally performed offline — are relatively cheap here is that the POD basis remains very small throughout the analysis.

5. Conclusions

An adaptive reduced-order modeling framework combining POD, ECM and equilibrium system partitioning has been proposed. By starting with a fully-solved step and progressively building a hyper-reduced approximation of the problem being solved, the need for an offline training phase is precluded. The framework uses the strain distribution obtained during full steps to compute an adaptive domain topology that allows for multiple levels of reduction to
coexist within the same finite element mesh. By applying hyper-reduction only on mesh regions away from the main sources of nonlinearity, most of the relevant material history is preserved and error control conditions can be used to adaptively trigger a retraining process.

The framework has been applied in a series of numerical tests in order to assess its accuracy and levels of acceleration. First, models with only POD reduction were investigated. The retraining procedure was able to successfully monitor when the reduced basis becomes outdated and move the solution back to the correct path after a fully-solved correction step. Adaptively moving DOFs from elements responsible for most sources of nonlinearity to the full solution space has been found to significantly decrease the number of retraining steps necessary to maintain a given level of accuracy, although this strategy was better suited for models with localized nonlinearity. A modified CG solver that takes advantage of the DOF partitioning to solve a smaller problem condensed to only the full DOFs was found to effectively decrease the number of iterations necessary for convergence. However, at least for the present investigation, a direct solver was found to yield higher speed-ups than the modified iterative solver.

Including the domain-based ECM hyper-reduction strategy in the POD-reduced models increased the obtained acceleration levels (up to 12 times faster than the full-order solution) while maintaining the same level of accuracy. However, using the hybrid POD/ECM model in combination with the equilibrium system partitioning strategy required the introduction of an additional error control criterion in order to maintain the ability of the model to trigger full-order correction steps. Increasing the number of ECM domains was found to improve both the integration error caused by hyper-reduction and the error inherent to the Gappy Data history reconstruction procedure, although the added complexity introduced by increasing the number of clusters led to significant reductions in speed-up.
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