A Label Correction Algorithm Using Prior Information for Automatic and Accurate Geospatial Object Recognition
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Abstract—Thousands of scanned historical topographic maps contain valuable information covering long periods of time, such as how the hydrography of a region has changed over time. Efficiently unlocking the information in these maps requires training a geospatial objects recognition system, which needs a large amount of annotated data. Overlapping geo-referenced external vector data with topographic maps according to their coordinates can annotate the desired objects’ locations in the maps automatically. However, directly overlapping the two datasets causes misaligned and false annotations because the publication years and coordinate projection systems of topographic maps are different from the external vector data. We propose a label correction algorithm, which leverages the color information of maps and the prior shape information of the external vector data to reduce misaligned and false annotations. The experiments show that the precision of annotations from the proposed algorithm is 10% higher than the annotations from a state-of-the-art algorithm. Consequently, recognition results using the proposed algorithm’s annotations achieve 9% higher correctness than using the annotations from the state-of-the-art algorithm.

I. INTRODUCTION

Detecting objects’ pixels in scanned historical map images can extract geospatial objects’ locations, which help study the evolution of natural features and human activities [1], [2], [3], [4]. The paper proposes a fully automatic system to extract geospatial objects’ locations in the maps. Our system removes the manual annotation work for training a pixel-wise classifier by leveraging the external geo-referenced (often vector) data. For example, the green lines in Figure 1 are external vector data after aligning them with the map. The desired objects’ annotations are the intersection areas between the vector (green) lines and the maps. However, the annotations from the vector data have misaligned and false annotations. The misaligned annotations (Figure 1a) typically result from different scales and coordinate projection systems between the external data and the maps. The false annotations in Figure 1b result from different publication year between the vector data and maps. The vector data represents canals built after the map publishing year. The misaligned and false annotations could mislead a semantic segmentation model to extract inaccurate object locations in the maps.

Existing methods deal with misaligned and false annotations from the external datasets before or during the training process. During the training process, the existing methods design new loss functions [5], [6], [7], which exploit the information from the image itself instead of only relying on annotations to classify pixels. For example, the roads detection model [7] using OpenStreetMap (OSM) for annotations includes a new loss function: normalized cut loss (Ncut), which calculates the similarities among the annotated pixels in the color (RGB) and spatial (XY) spaces. The true roads’ pixels should have similar colors and be close to each other. To maximize the similarity among the annotated road pixels, Ncut classifies falsely annotated pixels into the non-road category. However, the similarity in the color and spatial space is not reliable when the false annotations are not minor and similar to each other. Correcting the annotations before the training process handles the non-minor annotation noise. For example, a recent vector-to-raster algorithm [8] moves the vector data to an area, which has color in the target objects’ color range in the maps. However, some pixels surrounding the target objects in the maps may also be in the color range. The vector-to-raster algorithm often aligns the vector data to the surrounding area of the target objects. Consequently, aligned vector data falsely annotates pixels surrounding the target objects in the maps.

Fig. 1: The green lines are vector data after aligning with the map. The left figure shows the misaligned annotations for railroads. We magnify the misalignment in the red box. The right figure shows the false annotations for waterlines.

We propose a label correction algorithm (LCA) to reduce misaligned and false annotations before the training process in our linear geospatial object recognition system. Figure 2 shows the workflow of our system. LCA in the training process (the yellow box) aims to find a group of foreground pixels. The foreground pixels have similar colors. The shape of the
foreground pixels group is similar to the target object’s shape. The target object’s shape is the prior information provided by the vector data. We design the objective function in LCA to find a color homogeneous pixel group, which has a similar shape to the target object’s shape. The group of foreground pixels from LCA are the annotations for the target objects. LCA corrects the misaligned annotations by finding the foreground pixel group. LCA removes the false annotations when LCA does not find foreground pixels. Figure 1 shows that the false annotations annotate background pixels as target objects. After training the semantic segmentation model, the inference process (the blue box) detects the target objects’ pixels in the maps. Finally, the system converts the recognition results into vector data.

The proposed linear geospatial object recognition system automatically extracts the linear geospatial objects’ locations in the scanned topographic maps. The proposed LCA reduces the misaligned and false annotations by using the color information of maps and prior shape information of the external vector data. The experiment section shows that the annotations from the LCA are more accurate than the baselines. Consequently, the semantic segmentation models trained using the annotations from the LCA obtained better recognition results than the state-of-the-art methods.

II. GEOSPATIAL OBJECT RECOGNITION SYSTEM

This section explains the three major components in the proposed geospatial object recognition system: labeled data generation and correction, semantic segmentation model for detecting target objects’ pixels in the maps, and vectorization for converting the recognition results into the vector data.

A. Labeled Data Generation

Labeled data generation in our system has three steps. First, our system creates the buffer zone around the vector data. The buffer size is the target objects’ width in the maps. Second, our system rasterizes the buffered vector data into a white-and-black mask image. The white areas represent the target objects’ locations in the maps. Third, our system annotates white pixels as the target object pixels in the maps.

B. Label Correction

The proposed LCA is a variant of the Chan-Vese algorithm. We first briefly introduce the Chan-Vese algorithm.

1) Chan-Vese Algorithm: The Chan-Vese (CV) algorithm [9] segments the pixels in an image into the foreground and background areas. The CV’s input is an image. The output is a binary image, in which white and black areas are foreground and background, respectively. The CV’s objective function calculates the color homogeneity within the foreground and background area. The CV updates the pixels’ assignment until the objective function converges to a minimum. The objective function is as follows:

$$E(c_1, c_2, \phi) = \int_{\Omega} ((u(x, y) - c_1)^2 H(\phi(x, y)) + (u(x, y) - c_2)^2(1 - H(\phi(x, y)))) dxdy$$

where $u(x, y)$ is the pixel color at coordinate $(x, y)$ in an image $(\Omega \rightarrow R^2)$, $c_1$ and $c_2$ are two scalar variables representing the average color of foreground and background areas, respectively. $\phi(x, y)$, a Lipschitz function [9], represents the foreground-and-background segmentation. $H(\phi(x, y))$, the Heaviside function [9], represents the binary image, the CV’s output. Ones in $H(\phi(x, y))$ represent foregrounds.

In each iteration, the updates of $c_1, c_2$, and $\phi(x, y)$ are:

$$c_1 = \frac{\int_{\Omega} u(x, y) H(\phi(x, y)) dxdy}{\int_{\Omega} H(\phi(x, y)) dxdy}$$

$$c_2 = \frac{\int_{\Omega} u(x, y)(1 - H(\phi(x, y))) dxdy}{\int_{\Omega}(1 - H(\phi(x, y))) dxdy}$$

$$\frac{\partial \phi(x, y)}{\partial t} = -[(u(x, y) - c_1)^2 - (u(x, y) - c_2)^2] \delta(\phi(x, y))$$

where $\delta(\phi(x, y))$ is the derivation of the Heaviside function $H(\phi(x, y))$. In practice, the CV ignores $\delta(\phi(x, y))$ to accelerate the optimization process. Song et al. [10] provide detailed proof about the correctness of fast optimization of the CV. In each iteration, the CV algorithm first updates $c_1$ and $c_2$ according to eqs. 2 and 3. Secondly, the CV algorithm sets $\phi(x, y)$ to one if $(u(x, y) - c_1)^2 \leq (u(x, y) - c_2)^2$. The CV minimizes the objective function eq. 1 by updating $c_1, c_2$, and $\phi$ until the objective function does not change.

2) Label Correction Algorithm (LCA): LCA aims to find the desired group of foreground pixels in the images. The desired group of foreground pixels has a similar shape to the target object’s shape. The desired foreground pixels’ locations are the target object’s annotations in the maps. The target object’s shape is the prior information, which is from the external vector data after an affine transformation. Because of the different scales and coordinate projections between the vector data and the maps, the vector data’s shape and the target object are not exactly the same. LCA uses the affine transformation to approximately transform the shape of the vector data to the target objects in the maps.

The inputs for LCA are image, prior shape, and pixels-of-interest (PoI). PoI, a binary image, provides candidates for desired foreground pixels. Ones in PoI are candidate pixels. A map might have more than one group of pixels, which have similar shape as the target object’s shape. PoI reduces the search space for the desired foreground pixels. Since the misaligned vector data often partially overlaps with or is several pixels away from the target objects in the maps, LCA uses a large buffer to ensure that the PoI contains the
desired foreground pixels. Another input, the prior shape, is also a binary image derived from the external vector data. Section II-A describes how to generate the prior shape. Ones in the binary image represent the shape prior. The shape of desired foreground pixels is similar to the target object’s shape. The shape prior provides the target object’s shape after the affine transformation.

LCA has two optimization goals to find the desired foreground pixels: 1. grouping the images into the homogeneous color foreground and background areas. 2. maximizing the intersection between the desired foreground pixels and the target object’s shape. The intersection area size represents the similarity between the desired foreground pixels and the target object’s shape. The objective function in LCA representing the two goals is:

$$\begin{align*}
E(c_1, c_2, \phi, L, \psi) &= \int_{\Omega} (u - c_1)^2 H(\phi) + (u - c_2)^2 (1 - H(\phi)) dxdy \\
&+ \lambda \int_{\Omega} (H(\phi)H(L) - H(\psi))^2 dxdy
\end{align*}$$

where $u$, $\phi$, $L$, $\psi$ are Lipschitz functions for the image, the foreground-and-background segmentation, the PoI, and the target object’s shape, respectively. $H(\cdot)$, a Heaviside function, represents a binary image. Ones in $H(\phi)H(L)$ are the desired foreground pixels. $c_1$, $c_2$ are scalar variables representing the average color of foreground and background areas, respectively. The first term on the right-hand side of eq. [5] is for the homogeneous color goal. The second term in the right hand side of eq. [5] calculates the intersection between the desired foreground pixel and the target object’s shape. Large intersection area indicates the high shape similarity between the desired foreground pixels and the target object.

The relationship between the prior shape and target object’s shape via the affine transformation parameters is:

$$
\begin{align*}
\psi(x, y) &= s\psi_0 \left[ \text{affine}(x^*, y^*), \text{affine}(x^*, y^*) \right] \\
\text{affine}(x^*, y^*) &= \frac{1}{r} \left[ (x^* - tr_x)(\cos \theta + sh_y \sin \theta) \\
&+ (y^* - tr_y)(\sin \theta + sh_x \cos \theta) \right] \\
\text{affine}(x^*, y^*) &= \frac{1}{r} \left[ (x^* - tr_x)(-\sin \theta + sh_y \cos \theta) \\
&+ (y^* - tr_y)(\cos \theta - sh_x \sin \theta) \right]
\end{align*}
$$

where $\psi_0$ and $\psi$ are the prior shape and target object’s shape, respectively. The affine transformation parameters are the translation along the x-axis ($tr_x$), the translation along the y-axis ($tr_y$), the scale ($s$), the rotation angle ($\theta$), the shear along the x-axis ($sh_x$), and the shear along the y-axis ($sh_y$).

The optimization process minimizes the objective function in eq. [5] by updating pixels into foreground and background areas ($\phi$), the PoI ($L$) and the target object’s shape ($\psi$). The detailed updates are:

$$
\begin{align*}
\frac{\partial \phi}{\partial t} &= - \left[ (u - c_1)^2 - (u - c_2)^2 + 2\lambda H(L)(H(\phi)H(L) - H(\psi))\delta(\phi) \right] \\
\frac{\partial L}{\partial t} &= -2\lambda H(\phi)(H(\phi)H(L) - H(\psi))\delta(L) \\
\frac{\partial \psi}{\partial t} &= -2\lambda[H(\phi)H(L) - H(\psi)]\delta(\psi)
\end{align*}
$$

In each optimization iteration, LCA first updates $c_1$ and $c_2$ according to eq. 2 and 3. Secondly, LCA updates $\phi$, $L$, and $\psi$ according to the equations above. In practice, LCA also ignores $\delta(\phi)$, $\delta(\psi)$, and $\delta(L)$ to accelerate the optimization process like the CV algorithm. LCA sets $\phi(x, y)$ to one (i.e., setting the pixel as the foreground), if $-[(u - c_1)^2 - (u - c_2)^2 + 2\lambda H(L)(H(\phi)H(L) - H(\psi))] \geq 0$.

The transformed shape prior is the target object’s shape ($\psi$). In practice, LCA also ignores $\delta(\phi)$, $\delta(\psi)$, and $\delta(L)$ to accelerate the optimization process like the CV algorithm. LCA sets $\phi(x, y)$ to one (i.e., setting the pixel as the foreground), if $-[(u - c_1)^2 - (u - c_2)^2 + 2\lambda H(L)(H(\phi)H(L) - H(\psi))] \geq 0$.
\[
\frac{\partial s_{xy}}{\partial t} = \int_{\Omega} - (H(\phi) H(L) - H(\psi)) \{ \psi_{0x}(x^*, y^*) \\
\cdot (x - a) \cos \theta + (y - b) \sin \theta \} \delta(\phi) dxdy
\]

where \( \psi_{0x} \) and \( \psi_{0y} \) are partial derivation of \( \psi_0 \) of x and y, respectively, described as follows:

\[
\psi_{0x} = \frac{\partial \psi_0}{\partial x}, \quad \psi_{0y} = \frac{\partial \psi_0}{\partial y}
\]

C. Semantic Segmentation Model

Our system uses deeplabv3+ as the semantic segmentation model. The deeplabv3+ is the champion of the PASCAL VOC 2012 test for semantic segmentation in 2018. During the training phase, deeplabv3+ has two inputs: 1. the scanned topographic maps, 2. the annotations for the target objects, which are the outputs from LCA. The learning task for deeplabv3+ is detecting the target objects’ pixels in the maps. During the inference phase, deeplabv3+ classifies the pixels into the target category and non-target category.

D. Vectorization

The last step in our system is converting the pixel-level recognition results into vector data. Our system exploits the vectorization method proposed in the SpaceNet Road Detection and Routing Challenge. The vectorization method first skeletonizes the pixel-level recognition results. Secondly, the method finds the end and turning nodes in the skeleton results. Third, the method uses edges to link the nodes.

III. EXPERIMENT AND ANALYSIS

A. Experiment Data and Settings

a) Experiment Data: We tested two target linear objects: railroads and waterlines, in the scanned topographic maps, covering Bray in California published in 2001, and Louisville in Colorado published in 1965, from the United States Geological Survey (USGS). The maps contain diverse geospatial objects, including railroads, waterlines, roads, lakes, mountains, and wetlands. The dimensions of the two map sheets are large: the Bray map is 12,943-pixel height and 16,188-pixel width, and the Louisville map is 11,347-pixel height 13,696-pixel width. The external vector data for annotation is the vector-formatted map data from USGS published in 2018.

b) Labeled Data Generation & Correction: We generated three groups of labeled data. The first two groups are the baselines, and the other is from the proposed method, LCA.

- **Group one (original vector):** Our system generates the annotations from USGS vector data directly following the steps described in Section II-A.
- **Group two (vector-to-raster):** Our system first uses the vector-to-raster algorithm to align original USGS vector data to the target objects in the maps. Secondly, our system generates the annotations from the aligned vector data following the steps described in Section II-A.

The buffer size for the first two groups is 5-pixel, 5-pixel, and 3-pixel for railroads, waterlines in the Bray map, and railroads in the Louisville map, respectively.

- **Group three (LCA):** The annotations are from LCA. The buffer for PoI in LCA is 30-pixel, which is sufficient to cover the areas including target objects in the maps. We set \( \lambda \) in eq. 5 as 3.

c) Semantic Segmentation models: Our system uses deeplabv3+ as the semantic segmentation model. We tested on two groups of loss functions for deeplabv3+, one with the normalized cut loss (named as Neut) and the other without the normalized cut loss (named as no-neut). The Neut loss is an existing method dealing with the label noises. We trained the two semantic segmentation models using three sets of annotations for each target object.

d) Training Data for the Models: Due to the large dimensions of the test maps, our system cropped maps to generate training samples as 128*128-pixel. Our system cropped 1,000 training samples containing the target objects and 3,000 training samples not containing the target objects. Due to the diverse contents in the maps, our system generated more non-target samples than target samples.

e) Training Details for the Models: We used Adam as the optimizer. For the model without the normalized cut loss, the learning rate was 2e-4. For the model with the normalized cut loss, the weight for the normalized cut loss is 1e-3, and the learning rate was 1e-4.

f) Evaluation Metrics: For the training data generation step, we used the pixel-level precision, recall, and \( F_1 \) score to evaluate the quality of annotations. We evaluated the recognized vector lines using correctness, completeness, and the Average Path Length Similarity (APLS), which are commonly used metrics for linear geospatial objects. Correctness represents the percentage of the correct line length. Completeness represents the percentage of the true target objects that is recognized. APLS, scaling from zero to one, describes the linear objects’ continuity. Low APLS indicates that the recognition results for continuous lines have many gaps. We manually digitized railroads and waterlines in the maps to generate vector data as the ground truth.

B. Annotations Results and Analysis

The precision in Table II shows that LCA improved the annotation quality compared with the annotations from the other two groups. The average precision of annotations is around 10% higher than the rest two groups of annotations. Figure 3a from top to bottom shows railroads’ annotations in the Bray map from the three groups. The pixels within the blue outlines are the annotated railroad pixels. Annotations from the original vector and vector-to-raster groups show that the misalignment between the vector data and the railroads’ center lines in the maps causes the background area surrounding the railroads to be falsely annotated as railroads. In contrast, LCA segmenting color homogeneous foreground and background areas reduces the label noises in the surrounding areas.

The average recall from LCA is 85%. The external vector data averagely missed 14.84% of the target objects in the maps.
because the target objects disappeared when the vector data was published. The missing annotations from the vector data are the primary reason for the 85% recall. Another reason is that LCA falsely annotates other objects in the maps when the vector data is closer to other objects than the target objects. For example, the area within the red outline in Figure 3b shows that LCA falsely annotated roads as railroads in the Bray map. The yellow line (vector line) is closer to the road than the railroad. However, 85% recall indicates that the misaligned original vector data is sufficiently close to the target objects in most locations in the maps.

#### TABLE I: The evaluation for the quality of training data annotations using pixel-level precision, recall and $F_1$ score.

|                     | Bray railroads | Louisville railroads | Bray waterlines |
|---------------------|----------------|----------------------|-----------------|
|                     | Precision      | Recall               | $F_1$           | Precision      | Recall               | $F_1$           | Precision      | Recall               | $F_1$           |
| Original vector     | 37.02%         | 58.72%               | 45.41%          | 59.20%         | 60.31%               | 59.75%          | 65.01%         | 96.44%               | 77.67%          |
| Vector-to-raster    | 77.78%         | 87.85%               | 82.55%          | 96.56%         | 83.73%               | 89.69%          | 86.24%         | 99.78%               | 86.65%          |
| LCA                 | 95.17%         | 86.15%               | 90.42%          | 99.78%         | 83.02%               | 90.63%          | 96.39%         | 88.98%               | 92.53%          |

C. Recognition Results and Analysis

In this section, first, we use deeplabv3+ without the normalized cut loss to analyze the impact of annotation quality on the recognition results. Second, we compare the recognition results from deeplabv3+ with and without the normalized cut loss to verify if the normalized cut loss is suitable for our label noise problem.

1) The Impact of Annotation Quality: The correctness from deeplabv3+ without the normalized cut loss in Table II shows that the accurate annotations from LCA obtain the highest correctness compared to the results from the other two groups of annotations. Figure 4a, 4b and 4c show the extraction comparisons for railroads, waterlines in the Bray map and railroads in the Louisville map, respectively. The rows from top to bottom represent the results from the original vector, vector-to-raster, and LCA group, respectively. Green and red lines represent the true positive and false positive recognition, respectively. The results from LCA have more true positive lines than the original vector group and have fewer false positive lines than the vector-to-raster group. The completeness in Table II shows that deeplabv3+ trained using the LCA’s annotations extracted 5% and 8% longer railroads and waterlines in the Bray maps than the vector-to-raster group, respectively. The recognized (green) lines in Figure 5a and 5b show that the recognized waterlines from LCA are longer than the vector-to-raster group.

2) With & Without the Normalized Cut Loss: APLS for the railroads and waterlines in the Bray map in Table II show that the Ncut loss helps improve the continuity of recognition results. The APLS with the Ncut loss using LCA is 12.40% higher than without the Ncut loss using LCA. The extracted waterlines (the green lines) using the Ncut loss in Figure 5c
|                | Bray railroads | Bray waterlines | Louisville railroads |
|----------------|----------------|-----------------|----------------------|
|                | Original       | Vec2raster      | LCA                  |
| Correctness    | Ncut           | 0.4437          | 0.2385               | 0.7915               |
|                | no-Ncut        | 0.4937          | 0.7644               | 0.8078               |
| Completeness   | Ncut           | 0.4772          | 0.5025               | 0.6482               |
|                | no-Ncut        | 0.4543          | 0.7918               | 0.8408               |
| APLS           | Ncut           | 0.3319          | 0.2437               | 0.6533               |
|                | no-Ncut        | 0.3120          | 0.4052               | 0.5750               |

TABLE II: The evaluation for the vectorized recognition results. "Original", "Vec2raster", and "LCA" represent three sets of annotations. "Ncut" and "no-Ncut" represent deeplab v3+ with and without the normalized cut loss.

The paper presented a fully automatic geospatial object recognition system. Our system uses the external vector data to automatically generate the training data and thus removes the manual annotating efforts. LCA in the system reduces the annotation noises from the external vector data and thus helps improving the recognition results. The experiments show that our system achieved 0.83 correctness and 0.84 completeness on average, but the average APLS was 0.51. Improving APLS is a priority for future work. The low APLS indicates that the recognized lines have gaps. To reduce the gaps in the recognition results, we will enable the recognition model to explicitly learn that the linear geospatial objects are long continuous lines. The model’s recognition will be desired linear objects without gaps.

V. DISCUSSION AND FUTURE WORK

The existing work [8], [18], [19], [20] about alignment between raster images and vector data may help correct misaligned and false annotations. The existing methods [18], [19], [20] focus on aligning the road vector data and roads in the maps. The road alignment algorithms propose diverse methods to detect and match the road intersections for the alignment. However, the waterlines and railroads vector data does not have as many intersections as roads. Therefore, the existing methods for road alignment cannot apply to our label correction problem. The vector-to-raster alignment algorithm [8], the baseline in the experiment, has a reward function to guide the vector data moving to the target objects in the maps. The reward function places the vector data at the pixels in the target objects’ color range in the maps. However, the vector data may be placed at the target objects’ edges since edge colors are also in the color range. Consequently, annotations from the vector data may falsely annotate background areas surrounding the target objects.
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