Modeling and predicting IBNR reserve: extended chain ladder and heteroscedastic regression analysis
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This work deals with two methodologies for predicting incurred but not reported (IBNR) actuarial reserves. The first is the traditional chain ladder, which is extended for dealing with the calendar year IBNR reserve. The second is based on heteroscedastic regression models suitable to deal with the tail effect of the runoff triangle – and to forecast calendar year IBNR reserves as well. Theoretical results regarding closed expressions for IBNR predictors and mean squared errors are established – for the case of the second methodology, a Monte Carlo study is designed and implemented for accessing finite sample performances of feasible mean squared error formulae. Finally, the methods are implemented with two real data sets. The main conclusions: (i) considering tail effects does not imply theoretical and/or computational problems; and (ii) both methodologies are interesting to design softwares for IBNR reserve prediction.
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1. Introduction

Insurance companies are divided in two groups: life insurance companies, which sell life insurances, annuities and pension products; and non-life insurance companies, which sell the remaining types of insurance products. Essentially, non-life insurances (also referred as property and casualty insurance or general insurance, cf. [16]) are contracts between the insurer and the insured, which include some different lines of business (e.g. motor/car insurance, marine insurance and property insurance). These contracts establish that the insurer receives a fixed amount of money (premium) for providing a financial coverage against the random occurrence
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of well-specified events (cf. [23]). The right of the insured to such financial coverage constitutes a claim. A typical claim process consists of the following stages: an occurrence (the event), the act of reporting to the insurer, payments to the insured (settlement) and the claim’s closing. Occasionally, it can be reopened for another payment(s) and a final closing (see [16]). These stages are depicted in Figure 1.

Usually, there is a time interval (delay or lag) between the occurrence date and the reporting date, in which the insurer, even though being liable for the claim amount, is unaware of the claim’s existence. During this period, the claim is said to be incurred but not reported (IBNR). For such reasons, it is important for non-life insurance companies (insurance companies, hereafter) to make reserves; specifically, in this case, IBNR reserves (cf. [1,5,10–12,16]). The latter are loosely defined as the economic-technical system under which an insurance company protects itself from taken risks of future accidents suffered by their clients. Since the acknowledgement of such IBNR accidents is only gathered in the future, efforts at a given present time must be towards the prediction (or estimation, or even forecast; these terms shall be used interchangeably from now on) of the corresponding reserves, along with a measure of uncertainty, generally the mean squared error.

This article focuses on improving two well-established approaches for predicting IBNR reserves. Both methods will be capable of forecasting the calendar year IBNR reserve, an amount of prime importance to any insurance company and to be defined later in this paper. The first approach is the traditional chain ladder under the stochastic assumptions considered by Mack [13]. This method shall be extended in the sense that some expressions for the predictor of the aforementioned calendar year IBNR reserve and for the corresponding mean square error will be derived. The second approach consists of linear regression analysis under ordinary and weighted least squares, both of which automatically assuming heteroscedastic errors. For this second approach, theoretical and feasible expressions for mean square errors of the IBNR reserve prediction are derived. These feasible formulae, which account for the estimation of unknown regression coefficients and error variances, are evaluated as regards its asymptotical properties. Additionally, a Monte Carlo exercise is provided in order to unveil the true capability of the latter properties of guaranteeing, for instance, that confidence intervals for the IBNR, based on finite and frequently small runoff triangle, are adequate. The second approach shall also recognize parcels of the IBNR reserve related to accidents that might occur and/or be reported in a remoter future. These parcels are termed the tail effect (or, simply, the tail) in the actuary literature.

The rest of the article is organized as follows. Section 2 offers, without claiming exhaustiveness, a review of the literature about different methods for estimating IBNR reserves. Section 3 sets the notations and definitions to be used elsewhere in the text; it discusses the runoff triangle for arranging IBNR data and three types of IBNR reserve (including the calendar year reserve). Section 4 is dedicated to the chain ladder and the corresponding expressions of estimators for several IBNR reserve types and associated mean squared errors. Section 5 adapts much of the theory of linear regression analysis to the runoff triangle framework and, under such scenario, offers developments for modeling and estimating IBNR reserves with tail effects. Section 6
is entirely planned for showing the results of the two methods, developed in former sections, with two runoff triangles previously tackled in the literature. Section 7 presents a final discussion concerning theory and practical guidelines, and suggests some themes for future research. Finally, a brief detailed information regarding a supplemental online material, which includes additional details regarding the results of Section 6 and some appendices containing the proofs of the theoretical results, is given.

2. IBNR reserve estimation: brief review of the literature

According to Mack [13], the chain ladder is probably the most popular IBNR reserve estimator, mainly because of its simplicity. Some important references about the method are Kremer [12], Mack [13], Verrall [19], England and Verrall [3], Renshaw and Verrall [15], Taylor [16], England and Verrall [5] and Wüthrich and Merz [23]. Under a deterministic (an, therefore, heuristic-oriented) version of the method, Kremer [12] found the chain ladder to be comparable to the regression analysis estimator as regards their empirical performances. On the other hand, the chain ladder does have a stochastic version (cf. [13] and [15]), under which it becomes possible to obtain a closed expression for the mean square error of the reserve point estimator.

Another approach for IBNR reserve prediction, widely studied in the literature and used by insurance market practitioners, is regression analysis. Several authors have considered log-linear models, such as Kremer [12], Taylor and Ashe [17], Verrall [18], Christofides [2] and Taylor [16]. Some other authors, like England and Verrall [5] and de Jong and Heller [9], make use of generalized linear models based on Gamma, Poisson, over-dispersed Poisson and Negative Binomial distributions. In their treatise, England and Verrall [5] make an extensive comparison among reserve point estimators corresponding to these models and conclude that all the performances are quite similar. Also, it is worth citing Bayesian and non-parametric approaches discussed by Verrall [18] and England and Verrall [5].

Another class of models for predicting IBNR reserves, which is very well-established – but unfortunately not considered any longer in the following sections of this paper –, is that of state space models and the Kalman filter. Such approaches deal with IBNR data from a time series standpoint. Depending on the time-ordering considered for the data, the IBNR estimation can be viewed as a forecast result and/or as some kind of missing values estimation. Amongst references in this subject, one should consider the books by Taylor [16] and the articles by de Jong and Zehnwirth [10], Verrall [18], de Jong [8], Wüthrich and Merz [23] and Atherino et al. [1].

3. Introduction to the runoff triangle

3.1 Basic definitions

Generally, IBNR data are disposed in the runoff triangle (cf. [1,9,10,18]), which is depicted in Table 1 under a quite usual double-index notation. The first index is associated to the lines and indicates the accident years or years of origin. The second index, corresponding to the columns, gives the observed delay from the accident occurrence until the payment – such delay is commonly termed the development years. Summarily, a given value $C_{ij}$ in the runoff triangle represents the payment for an accident occurred in time $i$ and reported in time $i+j$, the latter being the actual time instant under the usual time notion. Therefore, rigorously speaking, the data in the runoff triangle are time-ordered by the diagonals. When $j = 0$ (see the first column in Table 1), there have been no delays. It is worth mentioning that, even though the expression ‘year’ is being used here, the frequency of the data could be any other: annual, quarterly, and so on. Such choice depends on which market the insurance company acts in and the type of insurance contract being considered.
Table 1. Runoff triangle: traditional double-index notation.

| Accident year $i$ | Development $j$ |
|------------------|-----------------|
|                  | 0               | 1               | 2 | ... | $J - 1$ |
| 1                | $C_{1,0}$       | $C_{1,1}$       | $C_{1,2}$ | ... | $C_{1,(J-1)}$ |
| 2                | $C_{2,0}$       | $C_{2,1}$       | ... | $C_{2,(J-2)}$ |
| 3                | $C_{3,0}$       |                 | ... | ... | ... |
| ...              | ...             | ...             | ... | ... | ... |
| $J$              | $C_{J,0}$       |                 | ... | ... | ... |

Table 2. Runoff triangle with observed values and the values to be estimated (dashed).

| Accident year $i$ | Development $j$ |
|------------------|-----------------|
|                  | 0               | 1               | 2 | ... | ... | $J - 1$ |
| 1                | $C_{1,0}$       | $C_{1,1}$       | $C_{1,2}$ | ... | ... | $C_{1,(J-1)}$ |
| 2                | $C_{2,0}$       | $C_{2,1}$       | ... | $C_{2,(J-2)}$ | $C_{2,(J-1)}$ |
| 3                | $C_{3,0}$       |                 | ... | $C_{3,(J-2)}$ | $C_{3,(J-1)}$ |
| ...              | ...             | ...             | ... | ... | ... |
| $J - 1$          | $C_{(J-1),0}$   | $C_{(J-1),1}$   | $C_{(J-1),2}$ | ... | ... | ... |
| $J$              | $C_{J,0}$       | $C_{J,1}$       | $C_{J,2}$ | ... | $C_{J,(J-2)}$ | $C_{J,(J-1)}$ |

The prime objective of any method for IBNR reserve prediction is to ‘fill’ (that is: to estimate) the lower part of the runoff triangle – see Table 2. The values corresponding to this lower part are the unobserved reserves corresponding to the IBNR accidents. Given some specific year (recall: ‘year’ means the frequency unit, whatever it is in a given runoff triangle), the corresponding amount to be paid shall be the sum of the values of the corresponding diagonal.

3.2 Tail effect

If the prediction for a specific year is solely based on the data displayed in Tables 1 and 2, the insurance company might be underestimating the true value of the IBNR reserve by neglecting the fact that, possibly, there are some values corresponding to accidents occurred in given year $i$ and reported at least $J$ years ahead. Consequently, the insurance company shall be, to some extent, taking the risk of insolvency. This motivates the extrapolation/estimation of values corresponding to columns that are beyond the last column of the runoff triangle – these values are the tail effect; or simply, the tail (cf. [4,20]), and are illustrated in Table 3. The total reserve that the insurance company is supposed to make for the year $J + 1$ shall be obtained by summing up the estimated values of the corresponding diagonal. Besides, in this paper it is considered an extension of the tail effect for rows beyond the actual year $J$, which is also portrayed in Table 3. Such extension proposed here of this tail effect, and therefore of the concept of the tail effect
Table 3. The runoff triangle with both the original column-wise and the extended row-wise tail effects.

| Accident year | Development $j$ | Tail effect |
|---------------|----------------|-------------|
|               | 0              | 1           | 2          | $\ldots$ | $J - 1$ | $J$ | $J + 1$ | $\ldots$ | $J + n$ |
| 1             | $C_{1,0}$      | $C_{1,1}$   | $C_{1,2}$  | $\ldots$ | $C_{1,(J-1)}$ | $C_{1,J}$ | $C_{1,(J+1)}$ | $\ldots$ | $C_{1,(J+n)}$ |
| 2             | $C_{2,0}$      | $C_{2,1}$   |             | $\ldots$ | $C_{2,(J-2)}$ | $C_{2,J}$ | $C_{2,(J+1)}$ | $\ldots$ | $C_{2,(J+n)}$ |
| 3             | $C_{3,0}$      |             |             | $\ldots$ | $C_{3,(J-2)}$ | $C_{3,J}$ | $C_{3,(J+1)}$ | $\ldots$ | $C_{3,(J+n)}$ |
| $\vdots$      | $\vdots$      |             |             | $\ldots$ | $C_{4,(J-2)}$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $J - 1$       | $C_{(J-1),0}$ | $C_{(J-1),1}$ | $C_{(J-1),2}$ | $\ldots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $J$           | $C_{J,0}$      | $C_{J,1}$   | $C_{J,2}$   | $\ldots$ | $C_{J,(J-2)}$ | $C_{J,J}$ | $C_{J,(J+1)}$ | $\ldots$ | $C_{J,(J+n)}$ |
| $J + 1$       | $C_{(J+1),1}$ | $C_{(J+1),2}$ |             | $\ldots$ | $C_{(J+1),(J+n)}$ |
| $J + 2$       | $C_{(J+2),2}$ | $C_{(J+2),3}$ |             | $\ldots$ | $C_{(J+2),(J+n)}$ |
| $\vdots$      | $\vdots$      | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $J + m$       | $C_{(J+m),4}$ | $C_{(J+m),5}$ |             | $\ldots$ | $C_{(J+m),(J+n)}$ |

itself, has not been discussed in any of cited references. Actually, the values of this row-wise tail effect correspond to ‘future’ IBNR data and are related to reserves for accidents that will occur in $J + 1, J + 2, \ldots$ and for some reason will not be immediately reported to the insurance company (see the discussion of this point in Section 1). Evidently, the estimation of these values is in the interests of the insurance company, because they make part of the total reserve for future time instants.

3.3 Accumulated triangles

Until now, the values $C_{ij}$ in the runoff triangle represent the reserve corresponding to accidents occurred in year $i$ and reported with a delay of $j$ years. These same data can be disposed in an alternative fashion by accumulating the columns, as depicted in Table 4. The values $D_{ij}$ represent the IBNR data, formerly displayed in Tables 1 and 2, aggregated by columns; that is, $D_{ij} = \sum_{k=0}^{J} C_{ik}$. Kremer [12], Mack [14] and Taylor [16] make use of this ordering for implementing the chain ladder (see Section 4).

Table 4. The accumulated runoff triangle under the usual double-index notation.

| Accident year $i$ | Development $j$ |
|-------------------|-----------------|
|                   | 0               | 1           | 2          | $\ldots$ | $J - 1$ |
| 1                 | $D_{1,0}$       | $D_{1,1}$   | $D_{1,2}$  | $\ldots$ | $D_{1,(J-1)}$ |
| 2                 | $D_{2,0}$       | $D_{2,1}$   |             | $\ldots$ | $D_{2,(J-2)}$ |
| 3                 | $D_{3,0}$       |             |             | $\vdots$ | $D_{3,(J-1,1)}$ |
| $\vdots$          | $\vdots$       | $\vdots$   | $\vdots$   | $\vdots$ | $\vdots$ |
| $J$               | $D_{J,0}$       |             |             |             | $D_{J,(J-1,1)}$ |
3.4 Different types of IBNR reserve

In this paper, three types of IBNR reserve will be addressed: the partial, the total and the calendar year. The first type is considered by almost all the literature cited previously (cf. [1,3,5,12,13,15,16,19]). Given some line $i$ of the runoff triangle, the corresponding partial IBNR reserve is associated with the accidents occurred that year of origin. The second type is considered, for instance, by England and Verrall [5] and Atherino et al. [1], and represents the reserve corresponding to the whole lower part of the triangle. Finally, the third type is defined as the reserve corresponding to the actual time instant $t = i + j$, for $t = J + 1, J + 2, \ldots$, and, therefore, is related to a given diagonal of the lower part of the triangle. As formerly discussed, the expression ‘calendar year’ might represent any time unit.

4. Chain ladder

4.1 The traditional chain ladder

To formally proceed with the theory behind the chain ladder, some notation and basic definitions must be set:

1. Let $X$ be a $n \times 1$ random vector defined on a probability space $(\Omega, \mathcal{F}, P)$ and $\ell$ some non-empty class of subsets of $\mathbb{R}^n$. The inverse image of $\ell$ under $X$ is the class of events $X^{-1}(\ell) \equiv \{(X \in A) : A \in \ell\}$.

2. Let $Y_i$ the random vector of observations from the row $i$, $i = 1, 2, \ldots, J$, of the runoff triangle described in Tables 1 and 2. The dimension of $Y_i$ is denoted by $n_i$ and the $\sigma$-field generated by $Y_i$ is denoted by $\mathcal{F}_i$; that is, $\mathcal{F}_i \equiv \sigma(Y_i)$. Also define $\mathcal{F}_\Delta \equiv \sigma(Y_1, Y_2, \ldots, Y_J)$ and $\mathcal{F}_{ij} \equiv \sigma(Y_i, Y_j)$, for all $i \neq j$.

3. The Borel field of $\mathbb{R}^n$ (which is the $\sigma$-field generated by the open sets of $\mathbb{R}^n$) is denoted by $\mathcal{B}_n$. The Cartesian product between the Borel fields of $\mathbb{R}^n$ and $\mathbb{R}^m$ is denoted by $\mathcal{B}_n \times \mathcal{B}_m$. Some care is needed here to not interpret the latter as the product $\sigma$-field, which is actually given by $\sigma(\mathcal{B}_n \times \mathcal{B}_m)$.

4. A non-empty class $\ell$ of subsets of any non-empty set is a $\pi$-system whenever it is closed by finite intersections.

5. Let $X$ and $Y$ be two random variables with finite second moments and defined on the same probability space. Let $\varnothing$ be a sub $\sigma$-field, with respect to which $Y$ is measurable. If $X$ is supposed to be ‘estimated’ by $Y$, the conditional mean squared error corresponding to $Y$, given $\varnothing$, is defined by $\text{MSE}(Y|\varnothing) \equiv E[(X - Y)^2|\varnothing]$.

Now, the hypotheses considered by Mack [13] – hereafter: Mack hypotheses – are enunciated below, in order to supply the chain ladder with a theoretical foundation. The reader is referred to the notation used already in Table 4:

(M1) $E(D_{i,k+1}|D_{i,1}, \ldots, D_{i,k}) = D_{i,k}f_k \ (P \ - \ a.s.)$;

(M2) The rows of the runoff triangle are independent;

(M3) $\text{Var}(D_{i,k+1}|D_{i,1}, \ldots, D_{i,k}) = D_{i,k}\alpha_k^{(cl)} \ (P \ - \ a.s.)$, where

$$\alpha_k^{(cl)} = \frac{1}{J - k - 1} \sum_{i=1}^{J-k} D_{i,k} \left( \frac{D_{i,k+1}}{D_{i,k}} - f_k \right)^2, \ 1 \leq k \leq J - 2. \ (1)$$
The chain ladder is rather simple to be implemented, as the following expressions of its IBNR reserve estimators unveil:

\[ \hat{D}_{i+1} = D_{i+1}^k f_k, \quad 2 \leq i \leq J \quad \text{and} \quad 1 \leq k \leq J - 1, \]  

(2)

where

\[ f_k = \sum_{i=1}^{J-k} \frac{D_{i+1}^k}{\sum_{i=1}^{J-k} D_{i+1}}, \quad 2 \leq i \leq J \quad \text{and} \quad 1 \leq k \leq J - 1. \]  

(3)

The conditional mean squared errors corresponding to the estimators \( \hat{D}^{(i)} \), \( i = 1, \ldots, J \), of the partial IBNR reserves and \( \hat{D}^{(T)} \) of the total IBNR reserve, given \( \mathcal{F} \) – see Definitions 2 and 5 above – have been obtained by Mack (1993) from M1, M2 and M3. Their expressions are

\[ \text{MSE}(\hat{D}^{(i)}|\mathcal{F}) = \sum_{i=2}^{J} \left( \sum_{j=i+1}^{J} \left( \sum_{k=1}^{J-k} D_{j,k} \right) \sum_{n=1}^{J-k} \frac{2\alpha_{j-k}^2 f_{j-k}^2}{\sum_{n=1}^{J-k} D_{n,k}} \right) \]  

(4)

\[ \text{MSE}(\hat{D}^{(T)}|\mathcal{F}) = \sum_{i=2}^{J} \left( \sum_{j=i+1}^{J} \left( \sum_{k=1}^{J-k} D_{j,k} \right) \sum_{n=1}^{J-k} \frac{2\alpha_{j-k}^2 f_{j-k}^2}{\sum_{n=1}^{J-k} D_{n,k}} \right) \]  

(5)

4.2 Extended chain ladder: predicting the calendar year reserve

Using Mack hypotheses, it is possible to extend the chain ladder for obtaining a predictor for the calendar year IBNR reserve and a corresponding conditional mean squared error given \( \mathcal{F} \). The result below, whose proof is given in Appendix 1 as supplemental online material, is crucial to what follows:

**Lemma 4.1** Consider two different rows \( i \) and \( k \) of the runoff triangle. Then, under M2, it follows that, with probability 1,

\[ \text{Cov}(C_{i,J-i+1}, C_{k,J-k+1}|\mathcal{F}) = 0. \]  

(6)

From Lemma 1, it is possible to establish the following result (proof is in Appendix 2 as supplemental online material), which provides the essentials for estimating the calendar year IBNR reserve.

**Theorem 1** Under the double-index notation of the runoff triangle (cf. Tables 1 and 2), define \( Y^d \equiv \sum_{k=2}^{J} C_{k,J-k+1} \). Under the Mack hypotheses, it follows that:

\[ \text{i) } E(Y^d|\mathcal{F}) = \sum_{k=2}^{J} (D_{k,J-k}^f f_{J-k} - D_{k,J-k}) \equiv \hat{Y}^d \]  

(P-a.s.)

\[ \text{ii) } \text{MSE}(\hat{Y}^d|\mathcal{F}) = \sum_{k=2}^{J} D_{k,J-k}^f \alpha_{J-k}^2 \]  

(P-a.s.)

(7)

Formulae (i) and (ii) in Equation (7) have a special feature as compared with the traditional chain ladder for partial and total IBNR reserves: formula (i) is a conditional expectation given \( \mathcal{F} \), which is the unbiased estimator of the calendar year IBNR reserve with minimum unconditional mean squared error – theoretically, the latter can be obtained by taking expectation of formula (ii).
5. Linear regression

5.1 Initial settings

An alternative frequently addressed in the IBNR literature is to suppose that the data arranged in the runoff triangle have been generated by the following linear regression model:

\[ Y = X\beta + \varepsilon, \quad (8) \]

where \( E(\varepsilon) = 0 \) and \( \text{Var}(\varepsilon) = \text{diag}(\sigma_1^2, \ldots, \sigma_n^2) \) – or, to be even more general, \( \text{Var}(\varepsilon) = \Sigma \). In model (8), the \( X \) matrix represents dummy variables corresponding to row and column effects; recall Table 1. Clearly, if \( \text{Var}(\varepsilon) = \text{diag}(\sigma_1^2, \ldots, \sigma_n^2) \), the model takes into account the possibility of heteroscedastic errors and, if \( \text{Var}(\varepsilon) = \Sigma \) is non-diagonal, some sort of correlation structure is allowed as well.

According to Section 3.4, there are at least three types of IBNR reserve. This suggests a new notation for merging the runoff structure and the usual linear regression theory. Defining \( \Gamma \equiv \{ t : Y_t \text{ is not a missing value} \} \), it becomes possible to express the partial IBNR reserve corresponding to the year of origin \( i, i = 1, 2, \ldots, J \), as

\[ Y^{(i)} = \sum_{j \notin \Gamma} C_{ij}. \quad (9) \]

Analogously, the total IBNR reserve is given by

\[ Y^{(T)} = \sum_{i \notin \Gamma, j \notin \Gamma} C_{ij}. \quad (10) \]

The calendar year IBNR reserve could also have its own corresponding expression like those in Equations (9) and (10).

5.2 IBNR reserve least squares predictors: theoretical expressions

As will be now discussed, for each type of IBNR reserve, ordinary least squares (OLS) provide unbiased forecasts, whenever model (8) adequately fits the data in the runoff triangle – this basic hypothesis is, from now on, assumed for the rest of this section. However, in cases where \( \text{Var}(\varepsilon) \neq \sigma^2 I \), such approach will not yield minimum variance estimators; besides, the corresponding expressions for the variance matrix shall be modified for inferential purposes (cf. [7, Chapter 5]). For such general error structures, best linear unbiased estimator (BLUE) for IBNR reserves are obtained from generalized least squares (GLS) (cf. [7, Chapters 5 and 6]). Therefore, general expressions for the IBNR reserve estimator and its corresponding mean squared error must be derived. Surely, these expressions shall result in specific forms suitably for each type of IBNR reserve. The next theorem solves the task for quite general situations. Appendix 3, available as supplemental online material, contains the proof.

**Theorem 2**  
Consider the following linear regression model:

\[ Y = \begin{bmatrix} Y_O \\ Y_A \end{bmatrix} = \begin{bmatrix} X_O \\ X_A \end{bmatrix} \beta + \begin{bmatrix} \varepsilon_O \\ \varepsilon_A \end{bmatrix}, \quad \varepsilon = \begin{bmatrix} \varepsilon_O \\ \varepsilon_A \end{bmatrix} \sim N \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} \Sigma_O & \Sigma_{OA} \\ \Sigma_{AO} & \Sigma_A \end{bmatrix} \right). \]

Set \( \hat{Y}_O = X_O\hat{\beta} \) and \( \hat{Y}_A = X_A\hat{\beta} \), where \( \hat{\beta} = (X_O^T \Sigma_O^{-1} X_O)^{-1} X_O^T \Sigma_O^{-1} Y_O \). Also, define \( Y^* = \sum_{i=1}^h Y_i \), such that \( Y_i \in \{ Y_t : Y_t \text{ is an entry of } Y_A \} \).
Defining $\hat{Y}^s = \sum_{j=1}^{h} \tilde{Y}_i = \sum_{j=1}^{h} x'_i \tilde{\beta}$, it follows that

$$\text{MSE}(\hat{Y}^s) \equiv E[(Y^s - \hat{Y}^s)^2] = \sum_{j=1}^{h} x'_i (X'_i \Sigma^{-1}_O X) \sum_{j=1}^{h} x_j + 1I' \Sigma I$$

$$- 2 \sum_{j=1}^{h} x'_i (X'_i \Sigma^{-1}_O X) \Sigma^{-1}_O [\Sigma_O \Sigma_{OA}] I,$$

where $1I = [I_1, I_2, \ldots, I_n]'$ and $I_j = \begin{cases} 1, & \text{if } j \in \{i_1, \ldots, i_h\} \\ 0, & \text{if } j \notin \{i_1, \ldots, i_h\} \end{cases}$.

To adapt Theorem 2 to the runoff triangle, proceed as follows: the random vector $Y_O$ contains the observed IBNR data (that is: the runoff triangle itself), whereas $Y_A$ is supposed to represent the absent (or missing) values that constitute the IBNR reserve to be estimated (that is: the lower part of the triangle, possibly including tail effects). Notice that $Y^s$ does not involve all the absent values necessarily; instead it would be defined to accommodate the $C_{ij}$ corresponding to the type of IBNR reserve supposed to be estimated, whatever partial, total, calendar year, or any other.

The particular but extremely important cases regarding uncorrelated error terms are covered below.

**Corollary 1**  
(a) Under the same definitions and notations of Theorem 2 and considering $\text{Var}(\varepsilon) = \text{diag}(\sigma^2_1, \ldots, \sigma^2_n)$,

$$\text{MSE}(\hat{Y}^s) = \sum_{j=1}^{h} x'_i (X'_i \Sigma^{-1}_O X) \sum_{j=1}^{h} x_j + \sum_{j=1}^{h} \sigma^2_{ij}.$$

(b) If $\text{Var}(\varepsilon) = \sigma^2 I$, then

$$\text{MSE}(\hat{Y}^s) = \sigma^2 \left( \sum_{j=1}^{h} x'_i (X'_i X) \sum_{j=1}^{h} x_j + h \right).$$

Although GLS estimators are more efficient than the OLS ones, the latter can also accommodate possible heteroscedasticity and correlation structures and have the advantage of being a simpler approach when these formulae being discussed so far are considered in real situations. Indeed: for the cases of uncorrelated errors, the GLS approach does require the estimations of $\text{Var}(\varepsilon) = \text{diag}(\sigma^2_1, \ldots, \sigma^2_n)$ for their entire theoretical expressions, whereas the OLS approach depends much lesser on these ‘plug-in’ procedures – therefore, one can suspect that the latter is theoretically more robust to small sample problems. This last point shall be addressed in more detail in Section 5.3.

Firstly, note that, if $\text{Var}(\varepsilon) = \Sigma$, then

$$\text{Var}(\tilde{\beta}) = (X'X)^{-1} X' \Sigma X (X'X)^{-1},$$

where $\tilde{\beta}$ is the usual OLS estimator. Theorem 3, whose proof is analogously to that of Theorem 2, offers closed expressions for the IBNR reserve OLS estimator and its corresponding mean squared error for a quite general $\text{Var}(\varepsilon) = \Sigma$. The case of uncorrelated errors is considered in Corollary 2.
Theorem 3  Consider the following linear regression model:

\[ Y = \begin{bmatrix} Y_O \\ Y_A \end{bmatrix} = \begin{bmatrix} X_O \\ X_A \end{bmatrix} \tilde{\beta} + \begin{bmatrix} \varepsilon_O \\ \varepsilon_A \end{bmatrix}, \quad \varepsilon = \begin{bmatrix} \varepsilon_O \\ \varepsilon_A \end{bmatrix} \sim N \left( \begin{bmatrix} 0 \\ \Sigma_O \end{bmatrix}, \begin{bmatrix} \Sigma_O & \Sigma_{OA} \\ \Sigma_{AO} & \Sigma_A \end{bmatrix} \right). \]

Set \( \tilde{Y}_O = X_O \tilde{\beta} \) and \( \tilde{Y}_A = X_A \tilde{\beta} \), where \( \tilde{\beta} = (X'_O X_O)^{-1} X'_O Y_O \). Also, define \( Y^s = \sum_{j=1}^h Y_{ij} \), such that \( Y_{ij} \in \{ Y_i : Y_i \) is an entry of \( Y_A \} \).

Defining \( \tilde{Y}^s = \sum_{j=1}^h \tilde{Y}_{ij} = \sum_{j=1}^h x'_j \tilde{\beta} \), it follows that

\[ \text{MSE}(\tilde{Y}^s) \equiv E[(Y^s - \tilde{Y}^s)^2] = \sum_{j=1}^h x'_j (X'_O X_O)^{-1} X'_O \Sigma_O X_O (X'_O X_O)^{-1} \sum_{j=1}^h x_{ij} + 1\Gamma \Sigma \Gamma \]

\[ -2 \sum_{j=1}^h x'_j (X'_O X_O)^{-1} X_O [\Sigma_O & \Sigma_{OA}] \Gamma, \quad \text{(15)} \]

where \( \Gamma = [I_1, I_2, \ldots, I_n]' \) and \( I_j = \begin{cases} 1, & \text{if } j \in \{i_1, \ldots, i_h\} \\ 0, & \text{if } j \notin \{i_1, \ldots, i_h\} \end{cases} \).

Corollary 2  Under the same definitions and notations of Theorem 2 and assuming that \( \text{Var}(\varepsilon) = \text{diag}(\sigma^2_1, \ldots, \sigma^2_n) \),

\[ \text{MSE}(\tilde{Y}^s) = \sum_{j=1}^h x'_j (X'_O X_O)^{-1} X_O \Sigma_O X_O (X'_O X_O)^{-1} \sum_{j=1}^h x_{ij} + \sum_{j=1}^h \sigma^2_{ij}. \quad \text{(16)} \]

5.3  IBNR reserve least squares estimators: feasible expressions

Equations (11)–(13), (15) and (16), albeit representing closed expressions, are not much useful yet, since they depend upon knowledge of the error covariance matrix, a quantity that in general must be estimated. Therefore, in order to make these formulae more adequate for practical purposes, one should replace \( \text{Var}(\varepsilon) = \Sigma \) (or, to be more precise, \( V(\hat{\beta}) \) and \( V(\tilde{\beta}) \)) by appropriate sample counterparts. Actually, this is the plug-in procedure previously mentioned in Section 5.2 when the GLS and OLS estimators were being briefly compared.

The theoretical mean squared errors in Equation (11) are now turned feasible by being estimated as

\[ \text{MSE}(\hat{Y}^s_{\text{FGLS}}) \equiv E[(Y^s - \hat{Y}^s_{\text{FGLS}})^2] = \sum_{j=1}^h x'_j (X'_O \hat{\Sigma}_O^{-1} X_O)^{-1} \sum_{j=1}^h x_{ij} + 1\Gamma \hat{\Sigma} \Gamma \]

\[ -2 \sum_{j=1}^h x'_j (X'_O \hat{\Sigma}_O^{-1} X_O)^{-1} X_O \hat{\Sigma}_O^{-1} [\hat{\Sigma}_O & \hat{\Sigma}_{OA}] \Gamma. \quad \text{(17)} \]

Notice that the IBNR reserve \( Y^s \) is being estimated by a feasible GLS estimator given by
White covariance matrix estimator entirely based on the estimator and its mean squared error, is the sample mean of the squared OLS squared residuals related error terms, the error variances are set equal within a given column and, consequently, closer to the accident years) tend to have larger variability. In view of this, and assuming uncorrelated error terms, the variance errors are set equal within a given column and, consequently, the estimator of this common variance, which shall be used for the IBNR reserve feasible GLS estimator and its mean squared error, is the sample mean of the squared OLS squared residuals from that same column. On the other hand, feasible expressions for the mean squared errors associated with the IBNR reserve OLS estimator – Equation (18) simplifies much the same way – are entirely based on the White covariance matrix estimator, which need not assume knowledge of the heteroscedastic structure (cf. [6,7,21]).

From empirical evidences – part of which to be shared with the reader in Section 6 –, when the residuals are heteroscedastic, the main source of such heterogeneity is generally the column effect. This finding can be taken as an important stylized fact, in case of one has plans of making softwares for IBNR reserve estimation. Specifically, residual analyses with real runoff triangles commonly reveal that observations associated with the initial columns (payments occurring closer to the accident years) tend to have larger variability. In view of this, and assuming uncorrelated error terms, the variance errors are set equal within a given column and, consequently, the estimator of this common variance, which shall be used for the IBNR reserve feasible GLS estimator and its mean squared error, is the sample mean of the squared OLS squared residuals from that same column. On the other hand, feasible expressions for the mean squared errors associated with the IBNR reserve OLS estimator – Equation (18) simplifies much the same way – are entirely based on the White covariance matrix estimator, which need not assume knowledge of the heteroscedastic structure (cf. [6,7,21]).

From now on, efforts shall be gathered towards the establishment of large-sample properties of the proposed IBNR reserve feasible least squares estimators. Consider the following hypotheses, always bearing in mind the notation and definitions used in Theorems 2 and 3:

(H1) There exists a partition \{I_1^{(n_o)}, \ldots, I_K^{(n_o)}\} of \{1, 2, \ldots, n_O\} and positive constants \(\delta_1^2, \ldots, \delta_K^2\), such that, for each \(i = 1, \ldots, n_O\), there exists \(k \in \{1, \ldots, K\}\) such that \(\sigma_i^2 = \delta_k^2\); also, for each \(k = 1, \ldots, K\), \(m_k = \text{card} I_k^{(n_o)} \to \infty\) whenever \(n_O \to \infty\).

(H2) The regressors in \(X_O\) are uniformly bounded and satisfy:

1. \(X_O'X_O/n_O \to Q_i > 0\) whenever \(n_O \to \infty\);
2. \(X_O'\Sigma O X_O/n_O = \frac{1}{n_O} \sum_{l=1}^{n_O} \sigma_l^2 x_l x'_l \to Q* > 0\) whenever \(n_O \to \infty\);
3. \(X_O'\Sigma^{-1} O X_O/n_O = \frac{1}{n_O} \sum_{l=1}^{n_O} (\sigma^2_l)^{-1} x_l x'_l \to \tilde{Q} > 0\) whenever \(n_O \to \infty\).

(H3) There exist \(\delta > 0\) and \(\Delta > 0\), such that \(E(|\varepsilon|^2) < \Delta\).

From the runoff triangle standpoint, hypothesis H1 says that the error variances are possibly different between columns and necessarily equal within a given column. Since the number of columns is less than or equal to the number of rows, it is possible to express all the different error variances using a partition suggested in H1: even when \(n_O \to \infty\) (the number of observation in the runoff triangle increases), the partition will remain finite and will describe adequately the variance structure for all the observations. As regards hypothesis H2, it is being stressed that the elements of \(X_O\) cannot diverge – for the runoff triangle, this is trivially verified since all the explanatory variables considered are dummies. This very ‘0–1’ structure for the regressors also justifies item (i) of this hypothesis. Item (ii) is demonstrated by White [21]. Another important point is that, shall H2 be assumed in the runoff triangle framework, the row effect shall not require additional dummies as the accident years grow in time – said in other words: the number
of columns of $X_0$ are not increasing with $n_O$. Finally, hypothesis H3 means that the tails of the error probability distributions are not too ‘heavy’, even for large $n_O$.

The next theorem gives sufficient conditions for the desirable $n_O$-asymptotic equivalence between the theoretical and feasible expressions for the IBNR reserve least squares predictors and their corresponding mean squared errors. The proof is given in Appendix 4 as supplemental online material. For conserving notation, some obvious dependencies on $n_O$ shall be omitted.

**Theorem 4** Consider the conditions assumed in Corollaries 1(a) and 2 along with hypotheses H1, H2 and H3. Then, if $\hat{\sigma}_i^2 = (1/m_k) \sum_{l \in I_k} e_l^2$ whenever $\sigma_i^2 = \hat{\sigma}_k^2$ for some $k$, where $e_l = \tilde{y}_l - \tilde{x}_l \tilde{\beta}, l \in I_k$, it follows that:

(a) $\sum_{j=1}^k \hat{\sigma}_j^2 - \sum_{j=1}^k \sigma_j^2 \xrightarrow{d} 0$;

(b) $n_O \left( \sum_{j=1}^k x_j' (X_0' \Sigma_o^{-1} X_0)^{-1} \sum_{j=1}^k x_j - \sum_{j=1}^k x_j' (X_0' \Sigma_o^{-1} X_0)^{-1} \sum_{j=1}^k x_j \right)$

$= n_O \left( \sum_{j=1}^k x_j' \left( \sum_{l=1}^{n_O} (\hat{\sigma}_l^2)^{-1} x_l x_l' \right)^{-1} \sum_{j=1}^k x_j - \sum_{j=1}^k x_j' \left( \sum_{l=1}^{n_O} (\sigma_l^2)^{-1} x_l x_l' \right)^{-1} \sum_{j=1}^k x_j \right) \xrightarrow{d} 0.$

(c) $n_O \left( \sum_{j=1}^k x_j' (X_0' X_0)^{-1} (X_0' \Sigma_0 X_0) (X_0' X_0)^{-1} \sum_{j=1}^k x_j \right)$

$- \sum_{j=1}^k x_j' (X_0' X_0)^{-1} (X_0' \Sigma_0 X_0) (X_0' X_0)^{-1} \sum_{j=1}^k x_j \right)$

$= n_O \left( \sum_{j=1}^k x_j' (X_0' X_0)^{-1} \left( \sum_{l=1}^{n_O} e_l^2 x_l x_l' \right) (X_0' X_0)^{-1} \sum_{j=1}^k x_j \right)$

$- \sum_{j=1}^k x_j' (X_0' X_0)^{-1} \left( \sum_{l=1}^{n_O} \sigma_l^2 x_l x_l' \right) (X_0' X_0)^{-1} \sum_{j=1}^k x_j \right) \xrightarrow{d} 0.$

Adding the hypothesis of $\varepsilon \sim N$, it also follows that

(d) $\sqrt{\text{MSE}(\hat{Y}_\text{FGLS})} \xrightarrow{d} N(0, 1)$ whenever $n_O \rightarrow \infty$, where

$$\text{MSE}(\hat{Y}_\text{FGLS}) = \sum_{j=1}^k x_j' \left( \sum_{l=1}^{n_O} (\hat{\sigma}_l^2)^{-1} x_l x_l' \right)^{-1} \sum_{j=1}^k x_j + \sum_{j=1}^k \hat{\sigma}_j^2.$$

(e) $\sqrt{\text{MSE}(\hat{Y}_F)} \xrightarrow{d} N(0, 1)$ whenever $n_O \rightarrow \infty$, where

$$\text{MSE}(\hat{Y}_F) = \sum_{j=1}^k x_j' (X_0' X_0)^{-1} \left( \sum_{l=1}^{n_O} e_l^2 x_l x_l' \right) (X_0' X_0)^{-1} \sum_{j=1}^k x_j + \sum_{j=1}^k \hat{\sigma}_j^2.$$

Items (a), (b) and (c) of Theorem 4 imply that the feasible means squared error from GLS and OLS regressions analyses that assume heteroscedastic errors are ‘consistent’; these behave asymptotically quite the same way as their theoretical counterparts do. For the OLS case, the White covariance matrix estimator $(X_0' X_0)^{-1} \left( \sum_{l=1}^{n_O} e_l^2 x_l x_l' \right) (X_0' X_0)^{-1}$ (cf. [21], [7, Chapter 6], and [6, Chapter 10]) plays its role for the stochastic convergence just achieved in item (c). Likewise, items (d) and (e) make attainable the construction of asymptotic prediction intervals for any type of IBNR reserve, shall proper residual analyses not give any strong evidence against
normality. Once again, the White matrix is doing its job in item (e) along with the Central Limit Theorem and the Slutsky Theorem – see details in Appendix 4.

5.4 Simulation results

The results collected in Theorem 4 are purely asymptotic and, therefore, do not give any guarantee that the feasible expressions for IBNR reserve least squares prediction will work properly with real runoff triangles. In fact, as Table 1 correctly suggests, the last columns of any given runoff triangle generally contain only a few data, and when the number of rows equals the number of columns (one could think of this case as the rule rather than the exception), there will be necessarily only one datum in the very last column. As it might be argued on a first glance, these data set limitations, inherent to the problem at hand, may compromise the estimation of the variances from the last columns. However, the really relevant question here is: can this local lack of statistical information contaminate the global estimation of the theoretical mean square error by their feasible expressions in Equations (17) and (18)?

Table 5. Sets containing the true coefficients of the four models considered in the Monte Carlo simulation design.a,b,c,d,e

| Set 1     | Set 2     | Set 3     | Set 4     |
|-----------|-----------|-----------|-----------|
| C         | 217,643   | 50        | 50        | 1000       |
| Alpha 1   | 164,017   | 70        | 70        | 2000       |
| Alpha 2   | 159,957   | 55        | 55        | 3500       |
| Alpha 3   | 118,412   | 60        | 60        | 2300       |
| Alpha 4   | 98,176    | 4         | 4         | 1200       |
| Alpha 5   | 154,395   | 99        | 99        | 3000       |
| Alpha 6   | 187,239   | 23        | 23        | 2000       |
| Alpha 7   | 298,603   | 80        | 80        | 1212       |
| Alpha 8   | 187,784   | 12        | 12        | 3333       |
| Alpha 9   | 126,371   | 30        | 30        | 3244       |
| Beta 1    | 551,089   | 47        | 47        | 5632       |
| Beta 2    | 592,394   | 44        | 44        | 450        |
| Beta 3    | 639,626   | 39        | 39        | 390        |
| Beta 4    | 201,061   | 1         | 1         | 1000       |
| Beta 5    | 47,246    | 12        | 12        | 120        |
| Beta 6    | 15,866    | 30        | 30        | 2300       |
| Beta 7    | −96,792   | 77        | 77        | 770        |
| Beta 8    | 26,486    | 65        | 65        | 4400       |
| Beta 9    | −149,695  | 78        | 78        | 330        |
| Sigma 1   | 85,001.97 | 31.45073  | 80        | 300        |
| Sigma 2   | 105,229.2 | 38,9348   | 75        | 750        |
| Sigma 3   | 164,785.5 | 60,97064  | 99        | 990        |
| Sigma 4   | 289,885.1 | 107,2575  | 46        | 330        |
| Sigma 5   | 157,070.2 | 58,11597  | 43        | 350        |
| Sigma 6   | 198,610.3 | 73,48581  | 50        | 600        |
| Sigma 7   | 118,629.1 | 43,89277  | 32        | 222        |
| Sigma 8   | 15,432.37 | 5,709977  | 22        | 500        |
| Sigma 9   | 16,900.01 | 6,253004  | 66        | 750        |

Notes: a The coefficients ‘C’ correspond to the intercept term.

b The ‘Alpha’ coefficients correspond to the row effects.

c The ‘Beta’ coefficients correspond to the column effects.

d The ‘Sigma’ parameters are the standard deviations of the error terms associated with the columns.

e The parameters in Set 1 correspond to the GLS estimates obtained with the first runoff triangle analyzed in Section 6.
In order to address such question and to evaluate the overall performance in finite sample situations of at least some items of Theorem – specifically: those related with the GLS regression analysis –, we have designed and implemented a Monte Carlo experiment using four different possible models with Gaussian errors. The focus was on the understanding of how the magnitude of the variances from the last columns shall be crucial to two different and relevant points:

1. the ability of the final feasible mean squared error suggested in Theorem 4 items (a) and (b) (see the final formula for \( \text{MSE}(\hat{Y}_{FGLS}) \) in Theorem 4 item (d)) to estimate the real mean squared error given in Equation (12) of Corollary 1;
2. the quality of the Normal standard distribution approximation for the standardized IBNR reserve, suggested in Theorem 4 item (d).

We attempt to answer such queries for runoff triangles with 10 rows and 10 columns (that is: \( J = 10 \) in Tables 1 and 2), the same dimension of the real triangles considered in the applications of this paper (Section 6). For each of the four sets of parameters shown in Table 5 (each set defines a specific heteroscedastic linear regression model), we have generated 1000 independent triangles; and, with these latter, analytical and graphical performance measures have been calculated. The results are displayed in Tables 6 and 7 and in Figure 2.

Table 6. Analytical information regarding the Monte Carlo simulation results – Part 1: analysis of Theorem 4 items (a) and (b).

| Set  | MSE MC\(^a\)       | MSE Real\(^b\)      | MAPE\(^c\)       |
|------|--------------------|--------------------|------------------|
| 1    | \(2.85 \times 10^{12}\) | \(3.63 \times 10^{12}\) | 26.53%           |
| 2    | \(4.04 \times 10^{5}\)    | \(4.97 \times 10^{5}\)    | 26.38%           |
| 3    | \(1.02 \times 10^{6}\)    | \(1.96 \times 10^{6}\)    | 48.68%           |
| 4    | \(6.15 \times 10^{7}\)    | \(12.10 \times 10^{7}\)   | 51.47%           |

Notes: \(^a\)These values correspond to averages of the 1000 Monte Carlo final values of the feasible the mean squared error (cf. Theorem 4 items (a) and (b)).
\(^b\)These values correspond to Equation (13) from Corollary 1, using the true values displayed in Table 1.
\(^c\)Mean absolute percent error of the 1000 Monte Carlo final values of the feasible mean squared error in comparison with Equation (12) from Corollary 1.

Table 7. Analytical information regarding the Monte Carlo simulation results – Part 2: analysis of Theorem 4 item (d).\(^a,b\)

| Set  | Sample mean  | Standard deviation | \(Q_{2.5}\%\) | \(Q_{5}\%\) | \(Q_{95}\%\) | \(Q_{97.5}\%\) |
|------|--------------|--------------------|---------------|-------------|--------------|---------------|
| 1    | 0.01         | 1.14               | -2.22         | -1.79       | 1.96         | 2.39          |
| 2    | 0.04         | 1.11               | -2.09         | -1.81       | 1.91         | 2.34          |
| 3    | 0.02         | 1.44               | -2.86         | -2.33       | 2.46         | 2.9           |
| 4    | -0.03        | 1.49               | -3.02         | -2.40       | 2.52         | 3.04          |

Notes: \(^a\)\(Q_{100\alpha}\%\) is the \(\alpha\)-sample quantile of the 1000 Monte Carlo final values of the standardized total IBNR reserves (cf. Theorem 4 item (d)).
\(^b\)The theoretical values with which the Monte Carlo outputs in first, second, third, fourth, fifth and sixth rows (along a given column) must be compared are: 0; 1; -1.96; -1.65;1.65; and 1.96, respectively.
Figure 2. Normal Q–Q plots of the 1000 Monte Carlo final values of the standardized total IBNR considered in Theorem 4 item (d).

Regarding the performances of the feasible formula of the mean squared error in Theorem 4 items (a) and (b), one can note that the Monte Carlo simulation results related to sets 1 and 2, whose last variances are relatively much lower than the first, are significantly better than those associated with sets 3 and 4. Indeed, following the information in Table 6, it is clear that the average of the 1000 feasible mean squared errors are closer to the corresponding true mean squared error and, in terms of mean absolute percent error, these 1000 Monte Carlo final values tend to deviate much lesser from the corresponding true mean squared error.

Now, the usefulness of the asymptotic distribution in Theorem 4 item (d) can be grasped by looking at Table 7 and Figure 2. Despite of the suggestion that the probability distribution of the standardized total IBNR reserves associated with Gaussian runoff triangles with $J = 10$ tends to have thicker tails than those from the standardized normal distribution, the problem seems to be too less severe for model with small last variances, like those defined by sets 1 and 2.

Fortunately, much of empirical evidence with runoff triangles considered in the literature – including those studied in this paper in Section 6 (see footnote 5 of Table 5) – reveals that, regarding magnitude, the values corresponding to the last columns tend to be considerably smaller than the remaining; virtually could the same be said when comparing variances. Therefore, at least regarding total IBNR reserve estimation, the Monte Carlo simulation results suggest that Theorem 4 shall be reliable and therefore useful for runoff triangles having at least 10 rows and at least 10 columns.
Table 8. T1 triangle: values of IBNR payments (in millions of dollars).

| Accident year | Development |
|---------------|-------------|
|               | 0           | 1           | 2           | 3           | 4           | 5           | 6           | 7           | 8           |
| 1             | 357,848     | 766,940     | 610,542     | 482,940     | 527,326     | 574,398     | 146,342     | 139,950     | 227,229     | 67,948      |
| 2             | 352,118     | 884,021     | 933,894     | 1,183,289   | 445,745     | 320,996     | 266,172     | 425,046     |             |             |
| 3             | 320,057     | 1,001,799   | 926,219     | 1,016,654   | 750,816     | 146,923     | 495,992     | 280,405     |             |             |
| 4             | 310,608     | 1,108,250   | 776,189     | 1,562,400   | 272,482     | 352,053     | 206,286     |             |             |             |
| 5             | 443,160     | 693,190     | 991,983     | 769,488     | 504,851     | 470,639     |             |             |             |             |
| 6             | 396,132     | 937,085     | 847,631     | 1,131,398   | 1,063,269   |             |             |             |             |             |
| 7             | 440,832     | 847,631     | 1,131,398   | 1,063,269   |             |             |             |             |             |             |
| 8             | 359,480     | 1,061,648   | 1,443,370   |             |             |             |             |             |             |             |
| 9             | 376,686     | 986,608     |             |             |             |             |             |             |             |             |
| 10            | 344,014     |             |             |             |             |             |             |             |             |             |

6. Applications

In this section, the methods previously developed will be applied with two real runoff triangles. Essential results will be given, along with the corresponding analyses and interpretations. All the computational implementations have been done in the R language (www.r-project.org), using a Core 2 Duo processor with 2.0 GHz and 3.0 GB RAM.

6.1 First example: T1 triangle

The first runoff triangle considered here (T1 triangle, from now on) had been previously studied by Taylor and Ashe [17] and Verrall [18]. It is presented in Table 8. The data unit is millions of dollars.

The application of the chain ladder consists basically on direct use of expressions discussed in Section 4. The resulting goodness-of-fit statistics are disposed in the last column of Table 9. The in-sample measures do not consider the very first column of the T1 triangle in their computations, as the chain ladder does not allow in-sample estimation of the corresponding data, and the out-of-sample measures use the diagonal corresponding to the last calendar year of the triangle, except for its extremes $C_{10,0} = 344014$ and $C_{1,9} = 67948$.

As regards the regression analysis, the very first step is to estimate model (9) using OLS. Since there is no additional clue about the column and row effects in the tail, it has been supposed that the unobserved values to be estimated on the first year of the tail on the left of the T1 triangle has the same column effect of the last development year right before this ‘eastern’ tail; and, for the value of the first accident year with no delays ($j = 0$) of the tail on the bottom of the T1 triangle, the row effect of the last accident year is assumed. The remaining cells of the tail effects (see Table 3) are assumed null. Breush–Pagan heteroscedasticity tests (cf. [22, Chapter 8] and [7, Chapter 6]) have been applied using column aggregations as explanatory variables. As can be seen in the third column of Table 9, the null hypothesis of homocedasticity is being rejected for at least one of the tests at a 5% significance level. Therefore, the heteroscedastic model suggested in Corollaries 1(a) and 2 was estimated by feasible GLS. The feasible covariance matrix was diagonal with elements given by the mean of the squared residuals coming from a former OLS estimation, adapting the formula for $\hat{\sigma}_i^2$ in Theorem 4 to the runoff triangle framework. This model fitted the data very adequately, the second column of Table 9 has information that supports model basic assumptions: (i) the Breush–Pagan tests and mean and variance for the standardized residuals indicate that residual variance estimation has been appropriately done; and (ii) three normality tests provide no significant evidence against the normality assumption. One can also
Table 9. Analytical information about the chain ladder and least squares estimations for the T1 triangle (p-values in parentheses).

| Criterion                              | GLS       | OLS       | Chain ladder |
|----------------------------------------|-----------|-----------|--------------|
| In-sample Pseudo $R^2$                 | 0.791     | 0.795     | 0.708        |
| In-sample MAPE (%)                     | 22.974    | 23.842    | 33.2783      |
| In-sample MSE                          | 25,559,509,634.744 | 25,087,615,884.871 | 91,548,197,330.306 |
| Out-of-sample Pseudo $R^2$             | 0.805     | 0.768     | 0.797        |
| Out-of-sample MAPE (%)                 | 32.139    | 31.344    | 32.844       |
| Out-of-sample MSE                      | 39,711,816,450.333 | 48,484,637,352.882 | 43,010,951,802.505 |
| Breush–Pagan test (2 groups)           | 0.023 (0.878) | 2.795 (0.100) | –            |
| Breush–Pagan test (3 groups)           | 0.060 (0.942) | 4.566 (0.015) | –            |
| Standardized residual mean             | $1.0 \times 10^{-16}$ | $1.78 \times 10^{-12}$ | –            |
| Standardized residual variance         | 1.452     | –         | –            |
| Anderson–Darling normality test        | 0.316 (0.533) | –         | –            |
| Jarquett–Bera normality test           | 1.644 (0.440) | –         | –            |
| Shapiro–Wilk normality test            | 0.974 (0.262) | –         | –            |
| $F$ test – row effect                  | 10.244 (0.000) | –         | –            |
| $F$ test – column effect               | 31.341 (0.000) | –         | –            |
| AIC                                     | 1474.648  | 1512.084  | –            |
| BIC                                     | 1514.800  | 1552.231  | –            |

Table 10. Serial dependence tests with the feasible GLS standardized residuals under four different data ordering for the T1 triangle (p-values in parentheses).

| Measure                              | Row-wise | Column-wise | Diagonal 1 | Diagonal 2 |
|--------------------------------------|----------|-------------|------------|------------|
| Ljung–Box test (levels)              | 9.327    | 22.870      | 18.762     | 27.115     |
| (0.860)                              | (0.087)  | (0.225)     | (0.028)    |
| Ljung–Box test (squares)             | 5.132    | 9.711       | 10.28      | 9.016      |
| (0.991)                              | (0.838)  | (0.801)     | (0.877)    |

see that both OLS and feasible GLS estimations are at least slightly superior to the chain ladder in terms of IBNR estimation (see the first six lines of Table 9). Results of $F$ tests show that both column and row effects are statistically significant even at a 1% significance level. Additionally, Akaike and Bayesian information criteria suggest superiority of the heteroscedastic model as compared with the homocedastic one.

Table 10 offers complimentary information regarding possible serial dependence/correlation under four different data ordering of the runoff triangle: row-wise, column-wise, diagonal-wise ‘from the bottom to the top’ (diagonal 1, hereafter), and diagonal-wise ‘from the top to the bottom’ (diagonal 2, hereafter). The table reports Ljung–Box tests for the original scale standardized residuals and for their squares. As can be seen, there is no statistical evidence from the data suggesting serial dependence under the first three ordering here considered; and, albeit the Ljung–Box test for residuals in their original scale is slightly significant at a 5% significance level under the diagonal 2 ordering, this might have been a result from the very dependence of the residuals rather than a symptom of possible misbehavior of the actual unobserved error terms.

Finally, Tables 11 and 12 show the predicted IBNR reserves using the chain ladder and the least squares expressions of Section 5, respectively. The first point worth noticing is that the mean squared errors corresponding to the OLS estimation and using the White matrix (cf. Theorem 4(e)) are not always larger than their counterparts corresponding to the feasible GLS estimation (cf. Theorem 4(d)), as one can easily see by comparing the third and fifth columns of Table 12.
Table 11. Estimated IBNR reserves from the chain ladder and corresponding conditional mean square errors for the T1 triangle.

| Accident year | Estimated reserve | Conditional MSE |
|---------------|-------------------|-----------------|
| 2             | 5,433,718.81      | 5,705,542,382.23|
| 3             | 5,754,659.78      | 14,810,539,906.56|
| 4             | 5,915,275.15      | 17,835,296,140.84|
| 5             | 5,758,477.72      | 68,333,331,757.95|
| 6             | 6,441,614.59      | 168,928,976,684.39|
| 7             | 7,739,823.08      | 311,717,714,006.48|
| 8             | 10,586,935.76     | 766,198,253,108.93|
| 9             | 5,642,266.26      | 943,341,726,628.80|
| 10            | 9,822,972.64      | 1,858,191,313,379.91|
| Calendar year | 9,509,080.76      | 372,143,030,771.86|
| Total         | 66,962,558.31     | 5,988,273,257,923.43|

Even though contradicting the fact that, theoretically, the GLS are minimum variance IBNR estimators, the natural explanation is that the feasible expressions for such accuracy measures are subject to sample variation. To alleviate such undesirable finite sample effects, Greene [6, Chapter 11] and Jonhston and DiNardo [7, Chapter 6] suggest corrections for the White matrix and might provide more confidence to the mean squared error calculations. Each of these corrections displayed in the last three columns of Table 12 simply consists of multiplying the White matrix by some inflating constant. For instance, the seventh column of Table 12 gives the feasible OLS mean squared errors using a White matrix previously multiplied by \((n/n - p)\), where \(n\) is the number of observation in the runoff triangle and \(p\) is the number of coefficients used in the model. By their turn, the last two columns used \(h_{ii} = x_i'(X'X)^{-1}x_i\) and \(h_{ii}^2\) as inflating constants, respectively.

As a second point, the reader is advised to note that the column corresponding to the mean squared error of the OLS estimation without any heteroscedasticity correction device (fifth column of Table 12) is clearly wrong and should neither be interpreted nor used – recall: the homocedastic model has been already discarded by the data.

As regards the IBNR reserves themselves, observe that the estimates from OLS and feasible GLS are both smaller than those obtained by the chain ladder (compare the second column of Table 11 with the second and third columns of Table 12). Since previous analysis indicates moderate evidence against the chain ladder modeling framework as the ‘true’ IBNR data generator, in a hypothesized situation where the chain ladder has been used for estimating IBNR reserves with the T1 triangle, the insurance company could have probably overtaxed their clients as a consequence from overestimation of IBNR reserves – this might have limited the insurance company to be less competitive in the insurance market.

6.2 Second example: AFG triangle

The second runoff to be studied shall be termed the AFG triangle. This has been exhaustively revisited in the literature (cf. [1,5,8,13,14]). The data is presented in Table 13 and the unit is thousands of dollars. The negative value \(C_{2,6} = -103\), certainly strange at a first glance, might have been resulted from profits of the insurance company, which means that, instead of paying for the accident, the insurance might have earned 103 million dollars (for a richer discussion on this point, see [5]). In what follows, such value will be considered as missing in the chain ladder and regression analysis calculations.
Table 12. Estimated IBNR reserves from the regression model and corresponding mean squared errors for the T1 triangle.

| Accident year | Estimated reserves GLS | Estimated reserves OLS | GLS | OLS | White | White \((n/(n-p))\) | White \((h_{ii})\) | White \((h_{ii}^2)\) |
|---------------|------------------------|------------------------|-----|-----|-------|----------------|----------------|----------------|
|               |                        |                        |     |     |       |                 |                 |                |
| 1             | 67,948.00              | 67,948.00              | 466,084,549.93 | 75,262,847,654.61 | 233,042,274.97 | 233,042,274.97 | 233,042,274.97 | 233,042,274.97 |
| 2             | 463,929.96             | 470,467.10             | 2,376,717,412.06 | 259,238,697,477.00 | 19,782,139,356.35 | 29,976,723,837.51 | 26,987,602,784.33 | 21,334,310,751.25 |
| 3             | 859,896.39             | 872,751.20             | 5,467,322,959.06 | 354,101,245,041.67 | 47,418,888,698.82 | 72,076,540,798.95 | 65,593,399,909.20 | 51,430,413,859.98 |
| 4             | 974,523.17             | 1,133,913.30            | 60,898,788,825.17 | 462,515,585,115.58 | 209,780,234,768.21 | 319,978,579,137.97 | 289,532,820,377.57 | 227,140,446,213.91 |
| 5             | 1,225,265.26           | 1,235,873.20            | 129,056,771,170.34 | 598,033,510,207.97 | 158,118,385,827.42 | 232,147,157,947.78 | 213,052,407,334.15 | 170,269,379,844.29 |
| 6             | 1,925,644.15           | 1,804,699.40            | 232,930,850,036.82 | 780,169,601,532.13 | 238,879,952,554.19 | 334,088,903,211.66 | 315,350,726,778.20 | 256,576,143,446.91 |
| 7             | 2,728,648.36           | 2,955,041.00            | 348,383,016,219.32 | 1,045,784,734,713.21 | 298,011,586,569.90 | 409,042,275,634.08 | 388,965,810,175.98 | 319,373,742,637.66 |
| 8             | 4,664,073.76           | 5,231,739.80            | 521,093,464,060.46 | 1,479,442,095,008.84 | 1,155,785,822,682.66 | 1,679,127,159,435.17 | 1,826,337,098,355.66 | 1,349,542,755,309.84 |
| 9             | 4,775,343.11           | 4,889,991.20            | 722,111,343,898.07 | 2,333,205,023,090.88 | 345,691,675,812.66 | 430,207,960,561.85 | 443,004,139,996.23 | 374,007,277,019.31 |
| 10            | 5,117,725.24           | 5,226,297.70            | 1,407,858,013,639.93 | 4,862,872,958,148.74 | 397,888,856,235.93 | 504,233,341,817.04 | 487,776,147,414.99 | 419,807,250,680.67 |
| Calendar year | 5,857,001.22           | 5,968,842.20            | 270,431,594,102.66 | 743,967,275,823.98 | 272,440,152,896.70 | 307,111,946,879.92 | 305,003,261,712.93 | 280,742,580,977.62 |
| Total         | 23,147,011.41          | 24,232,735.90           | 5,536,158,851,171.19 | 31,361,013,166,558.60 | 6,240,359,332,563.92 | 9,152,378,062,267.45 | 8,747,155,206,895.64 | 6,856,322,558,098.04 |
Table 13. AFG triangle: values of incurred claims (in thousands of dollars).

| Accident year | Development |
|---------------|-------------|
|               | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| 1             | 5012 | 3257 | 2638 | 898 | 1734 | 2642 | 1828 | 599 | 54 | 172 |
| 2             | 106 | 4179 | 1111 | 5270 | 3116 | 1817 | -103 | 673 | 535 |
| 3             | 3410 | 5582 | 4881 | 2268 | 2594 | 3479 | 649 | 603 |
| 4             | 5655 | 5900 | 4211 | 5500 | 2159 | 2658 | 984 |
| 5             | 1092 | 8473 | 6271 | 6333 | 3786 | 225 |
| 6             | 1513 | 4932 | 5257 | 1233 | 2917 |
| 7             | 557 | 3463 | 6926 | 1368 |
| 8             | 1351 | 5596 | 6165 |
| 9             | 3133 | 2262 |
| 10            | 2063 |

Table 14. Analytical information about the chain ladder and least squares estimations for the AFG triangle (p-values in parentheses).

| Criterion                                      | GLS (without row effect) | OLS | GLS (with row effect) | Chain ladder |
|------------------------------------------------|---------------------------|-----|-----------------------|--------------|
| In-sample Pseudo $R^2$                         | 0.466                     | 0.555 | 0.584                 | 0.268        |
| In-sample MAPE (%)                             | 114.772                   | 115.678 | 86.621                | 125.983      |
| In-sample MSE                                  | 2,368,323.958             | 1,971,039.527 | 1,840,036.549        | 10,627,079.164 |
| Out-of-sample Pseudo $R^2$                     | 0.396                     | 0.119 | 0.166                 | 0.152        |
| Out-of-sample MAPE (%)                         | 184.994                   | 318.491 | 320.852               | 276.612      |
| Out-of-sample MSE                              | 2,788,617.570             | 5,277,737.615 | 5,032,768.598        | 5,552,533.084 |
| Breush–Pagan test (2 groups)                   | 0.029 (0.866)             | 6.287 (0.015) | 3.105 (0.084)        | –            |
| Breush–Pagan test (3 groups)                   | 0.067 (0.935)             | 3.616 (0.034) | 2.297 (0.110)        | –            |
| Standardized residual mean                     | $-4.210 \times 10^{-16}$ | 6.450 $\times 10^{-14}$ | 5.276 $\times 10^{-17}$ | –            |
| Standardized residual variance                 | 1.200                     | –    | 1.319                 | –            |
| Anderson–Darling normality test                | 0.450 (0.267)             | –    | 0.174 (0.923)         | –            |
| Jarque–Bera normality test                     | 2.029 (0.360)             | –    | 0.466 (0.792)         | –            |
| Shapiro–Wilk normality test                    | 0.976 (0.340)             | –    | 0.989 (0.889)         | –            |
| $F$ test – row effect                          | –                         | –    | 1.133 (0.366)         | –            |
| $F$ test – column effect                       | –                         | –    | 7.859 (3.127e-06)     | –            |
| AIC                                            | 925.173                   | 975.925 | 949.375               | –            |
| BIC                                            | 947.052                   | 1015.705 | 989.154               | –            |

Table 14 summarizes the results from each of the methods considered in this article. Sticking to the regression analysis standpoint, the row effect is not statistically relevant even at a 10% significance level – see the $F$ tests results in the fourth column of Table 14 – and, therefore, it has been dropped from the model. See also that the chain ladder proved to be quite inferior in terms of in-sample goodness-of-fit, as the first three rows of Table 14 clearly reveal a worst performance for such method. This should be taken as strong evidence against Mack hypotheses for this particular data set. Finally, the heteroscedastic model without the row effect regression terms proved to be the superior approach for adequately describe the data, since: (i) it has the
better out-of-sample predictive capability; (ii) it is supplied with excellent standardized residuals (cf. heteroscedastic and normality tests; and sample mean and variance) and (iii) it presented the best Akaike and Bayesian information criteria.

Looking at Table 15, the interpretation of which is entirely analogous to Table 10, one can hardly argue in favor of serial dependence for the standardized residuals from the best of the estimated models (heteroscedastic regression model without the row effect).

Table 15. Serial dependence tests with the feasible GLS standardized residuals under four different data ordering (p-values in parentheses) for the AFG triangle.

| Measure | Ordering | Ljung–Box test (levels) | Ljung–Box test (squares) |
|---------|----------|-------------------------|-------------------------|
|         | Row-wise | 6.850 (0.962)           | 17.320 (0.300)          |
|         | Column-wise | 24.713 (0.054)    | 15.547 (0.413)          |
|         | Diagonal 1  | 24.110 (0.063)        | 19.722 (0.183)          |
|         | Diagonal 2  | 21.200 (0.131)        | 9.934 (0.824)           |

Table 16. Estimated IBNR reserves from the regression model and the chain ladder along with their corresponding mean squared errors for the AFG triangle.

| Accident year | GLS (without row effect) | MQO | GLS (with row effect) | Chain ladder |
|---------------|--------------------------|-----|-----------------------|--------------|
| 1             | 172 (340.12)             | 172 | 172 (340.12)          | –            |
| 2             | 344 (589.10)             | 4.55(1909.52) | 906.72 (596.69) | 153.95 (206.22) |
| 3             | 638.5 (658.64)           | 2667.12 (2045.70) | 1459.15 (671.93) | 617.37 (623.38) |
| 4             | 1263.5 (659.80)          | 6474.65 (3307.11) | 3954.49 (1774.54) | 1636.14 (747.18) |
| 5             | 2417.17 (873.75)         | 9069.67 (5786.00) | 10129.40 (2871.66) | 2746.74 (1469.46) |
| 6             | 4581.37 (1491.00)        | 3244.46 (4870.55) | 5102.20 (3902.65) | 3649.10 (2001.86) |
| 7             | 7299.03 (1653.90)        | 3363.06 (8829.55) | 2697.69 (7266.45) | 5435.30 (2209.24) |
| 8             | 10,566.18 (2843.01)      | 14,388.43 (8367.59) | 14,505.75 (9336.17) | 10,907.19 (5357.87) |
| 9             | 15,248.68 (3452.42)      | 8374.4 (14,573.31) | 5356.15 (12,427.32) | 10,649.98 (6333.17) |
| 10            | 20,098.01 (3904.45)      | 16,785.78 (9722.60) | 15,923.70 (19,189.62) | 16,339.44 (24,566.29) |
| Calendar year | 22,487.21 (4323.50)      | 21,941.06 (5834.29) | 21,530.06 (5999.75) | 17,501.42 (8748.15) |
| Total         | 65,017.63 (8898.97)      | 66,607.12 (35,034.00) | 62,270.26 (31,088.25) | 52,135.23 (26,909.01) |
At the end, Table 16 has the estimated IBNR reserves and the squared root of the theoretical mean squared errors. One can observe that the chain ladder gives the lowest estimates of the IBNR total and calendar year reserves. Since such method has been previously considered as not adequate to the data set at hand, the insurance company that used it to constitute IBNR reserves might have seriously taken the risk of insolvency, as the reserve asset allocation should have been quite underestimated.

7. Conclusion

This paper has attempted to discuss and improve technology previously available for modeling and predicting IBNR data properly arranged in runoff triangles. Among the addressed issues were both the estimation of the IBNR calendar year reserve and the incorporation of tail effects in the final IBNR reserve estimates. These latter required the derivation of new theoretical results in the stochastic chain ladder theory and in linear regression analysis. To be specific:

As regards the chain ladder framework, expressions for the estimator of the IBNR calendar year reserve and for the corresponding mean squared error have been obtained. These have an additional feature as compared with former chain ladder estimators for the total and partials IBNR reserves: for the calendar year reserve, the new chain ladder estimator is the conditional expectation given all the IBNR data available in the runoff triangle, in case of Mack hypotheses fit the IBNR data being analyzed; therefore, it is unbiased for estimating that specific IBNR reserve and has minimum unconditional mean squared error.

(1) In the scope of linear regression, quite general expressions for mean squared errors corresponding IBNR reserve estimation have been derived, including feasible formulae for models with or without heteroscedastic errors. The asymptotic equivalence (in terms of convergence in probability) between the original and feasible expressions has also been derived, discussed and evaluated by a Monte Carlo simulation.

(2) Both methodologies have been tested with two real data sets. For both runoff triangles, the linear regression approach showed superior to the chain ladder for estimating IBNR reserves – as empirical measures of performance clearly revealed. Even though being far from sufficient to make one discard the chain ladder as a IBNR estimator for more general situations, such results suggest that, in case of the chain ladder be the sole method used for IBNR reserve estimation, and if the reserve is underestimated, the insurance company might seriously be taking risks of insolvency. On the other hand, overestimation of IBNR reserves implies that clients shall pay overpriced insurance contracts, a probable remedial measure adopted by the insurance company in order to increase its reserve asset allocation.

The closed expressions achieved in this paper shall make possible the development of softwares for modeling and estimating IBNR reserves. It is worth mentioning that the tail effect, at least in which regards its use for one development year beyond the last column of the runoff triangle, does not bring theoretical/computational difficult. Also, the fact that the heteroscedastic behavior usually has the column effect as its main source is would certainly be an aid for planning softwares.

The paper closes by suggesting two specific themes for future research. The first is the derivation of feasible expressions of the mean squared errors for the IBNR reserve estimator, under linear regression modeling, that allow correlation structure for the error term – there was already at least mild evidence supporting this possibility with the first of the two data sets used in this paper. The second is the extension of the tail effect for more than a development year beyond the last column, using information from the insurance company about the types of accident and insurance contract being considered.
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Even though only summary results from the estimation with both runoff triangle have been given in Section 7, along with the corresponding analyses and interpretations, the whole modeling procedures regarding the T1 triangle – which is in fact an extended Section 6.1 – are available to the reader as a supplemental online material. Also, technical Appendices 1–4, to which references have been made in Sections 4 and 5, are available as well in the supplemental online material. Supplemental data for this article can be accessed at 10.1080/02664763.2015.1079305.
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