Improving excited state potential energy surfaces via optimal orbital shapes
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We demonstrate that, rather than resorting to high-cost dynamic correlation methods, qualitative failures in excited state potential energy surface predictions can often be remedied at no additional cost by ensuring that optimal molecular orbitals are used for each individual excited state. This approach also avoids the weighting choices required by state-averaging and dynamic weighting and obviates their need for expensive wave function response calculations when relaxing excited state geometries. Although multi-state approaches are of course preferred near conical intersections, other features of excited state potential energy surfaces can benefit significantly from our single-state approach. In three different systems, including a double bond dissociation, a biologically relevant amino hydrogen dissociation, and an amino-to-ring intramolecular charge transfer, we show that state-specific orbitals offer qualitative improvements over the state-averaged status quo.

Introduction. Exited-state geometry relaxations are an essential phenomenon in molecular photochemistry. Alongside inter-state properties like non-adiabatic couplings and transition dipoles, single-state potential energy surface (PES) features like the depths and locations of excited-state minima and the heights of barriers between minima help determine how a molecule will respond and transform under exposure to light. For example, selecting ligands in order to extend the lifetimes of Fe-based metal-to-ligand charge-transfer (MLCT) states depends centrally on the relative energies and positions of the MLCT and other excited state minima.\textsuperscript{1–5} While density functional theory (DFT), with its low cost and often excellent ground state energetics, is widely used in studying excited states, its well-known difficulties with charge-transfer states and in systems exhibiting strong electron correlations make reliable, low-cost alternatives a high priority in the study of photochemistry. The complete active space self-consistent field (CASSCF) approach is often a powerful alternative,\textsuperscript{6–8} but it is significantly more difficult to use than DFT, and, due to its own limitations, can still make qualitative errors in PESs without the aid of expensive post-CASSCF correlation corrections. A good example of this frustrating reality occurs in the charge transfer state of 4-aminobenzonitrile (ABN), where state-averaging compromises prevent the wave function from undergoing proper orbital relaxation and lead CASSCF to predict a qualitatively incorrect excited state geometry.\textsuperscript{9} Although applying corrections with complete active space perturbation theory (CASPT2) brings predictions in line with experiment,\textsuperscript{9} such post-CASSCF correlation methods greatly increase computational cost. While such methods’ incorporation of the finer details of electron correlation is essential for high-precision energetics, we show here that in this case and others, qualitatively correct predictions can be restored simply by making the molecular orbital shapes optimal for individual excited states.

While the widely used practice of state averaging (SA) has seen many successes in excited state investigations, it faces a number of important challenges. In the SA approach, the molecular orbital shapes are chosen by minimizing the weighted average of multiple states’ energies. This appears at first glance to be balanced, and in many cases is, but can also entrench imbalances if the needs of one state (e.g. strong orbital relaxations following charge transfer) are denied in favor of the needs of others (e.g. multiple local excitations that should not involve strong orbital relaxations). As we discuss below, this problem appears to be responsible for SA-CASSCF’s failure to predict an excitation-induced twist in ABN. SA-CASSCF is also a popular way to address the challenge of root flipping, where an optimization fails to converge due to two states exchanging back and forth in the energy ordering. However, SA is not a panacea here, as there is always the risk of the highest-energy state in the average flipping with the next state not included in the average. Glover, for example, has recently shown explicitly that SA-CASSCF still suffers from root flipping.\textsuperscript{10} Another challenge is that SA-CASSCF often introduces discontinuities in potential energy surfaces (PESs),\textsuperscript{10–13} which can be a particular problem for dynamics simulations.\textsuperscript{10,14} Whether these discontinuities arise from the highest state in the average flipping with the next state not included in the average, Glover, for example, has recently shown explicitly that SA-CASSCF still suffers from root flipping.\textsuperscript{10} Another challenge is that SA-CASSCF often introduces discontinuities in potential energy surfaces (PESs),\textsuperscript{10–13} which can be a particular problem for dynamics simulations.\textsuperscript{10,14} Whether these discontinuities arise from the highest state in the average crossing the lowest state not in the average as the atoms move around, or from a cusp in a single state being converted to a discontinuity in all states via the SA link, this high-priority problem has attracted a good deal of attention. One approach to address the issue is to prepare good orbital sets for complete active space configuration interaction (CASSCI), such as floating occupation molecular orbitals (FOMO),\textsuperscript{15} and then forgoing the SA-CASSCF orbital optimization entirely. While less prone to PES discontinuities, this approach unfortunately can still produce them for high-lying excited states.\textsuperscript{16} An alternative approach, and one that is particularly relevant near conical intersections where retaining at least a two-state treatment is advantageous, is to weight the SA dynamically so as to favor the needs of the important states while retaining the stability offered by SA.\textsuperscript{10–12} The draw-
back is that the now energy-dependent weights complicate the evaluation of analytic gradients even more than SA does already.\textsuperscript{10,12} Ideally, discontinuities and root flipping would be avoided while retaining ground-state CASSCF's simple analytic gradients, each state would have the orbital relaxations it needs, and the user would not need to make any decisions about weightings that affect the final predictions.

Towards these ends, we present in this paper a study of how fully excited-state-specific CASSCF, in which the molecular orbitals are optimized solely for the benefit of the state in question and collapse to lower states is avoided through careful state-tracking methods,\textsuperscript{13} can achieve these goals and succeed in cases where SA-CASSCF suffers qualitative failures. In addition to the case of ABN, where experiment and expensive post-CASSCF methods predict a twisted charge transfer geometry while SA-CASSCF does not,\textsuperscript{17,18} we investigate the crossing of aniline’s first $^1\pi\pi^*$ and charge transfer states (which SA-CASSCF fails to predict\textsuperscript{19,20}) and PES disappearance and discontinuity in thioacetone. In addition to qualitative improvements in accuracy, it is important to emphasize that the excited-state-specific approach, by making the state’s energy stationary with respect to the orbital shapes, avoids the response calculations that SA-CASSCF and dynamic-weighting need to perform\textsuperscript{21} when evaluating analytic gradients. Avoiding the response evaluations matters, as they are more expensive\textsuperscript{22} and can be more prone to convergence issues\textsuperscript{23} than CASSCF itself. In our approach, analytic gradients are no more difficult than in the ground state case, and indeed can use the exact same gradient code. While these advantages in both accuracy and numerical simplicity are exciting, we should keep in mind that SA-CASSCF is popular precisely because it is often successful, and so it is important to emphasize the particular situations in which it is most in need of assistance. In this regard, we will point to charge transfer, which is a technologically important case where SA is at particular risk of entrenching biases between states rather than creating balance.\textsuperscript{13,24,25}

Theory. Our state-specific approach (SS-CASSCF) rests on the general property that exact Hamiltonian eigenstates are energy stationary points. In the context of an approximate ansatz like CASSCF, the idea is to find the ansatz’s stationary point that corresponds to the excited state under study. For simplicity, we retain the two-step approach common to many CASSCF implementations in which the orbitals and CI variables are optimized separately. In particular, the orbitals are optimized so as to minimize the energy gradient norm\textsuperscript{13} (rather than the energy, which would encourage collapse towards the ground state), while the CI variables are chosen at each stage as the CASCI root most similar to the desired state. While there are of course many ways to make a precise definition for what one means by similar, we have found\textsuperscript{13} that the measure

$$Q_{WT} = \frac{\langle \Psi | (\omega - \hat{H})^2 | \Psi \rangle}{\langle \Psi | \Psi \rangle} + \frac{|| \Gamma_t - \Gamma ||}{n_{CAS}}$$

(1)

is particularly effective. Here $\omega$ is a target energy that we think is close to the energy of the state we are after, $\Gamma$ is our state’s one-body density matrix, $\Gamma_t$ is a target density matrix (taken either from an initial CASCI or from the previous iteration), and $n_{CAS}$ is the number of active orbitals. The idea is that, after finding the low-energy roots of the CASCI problem, we select the root with the lowest value for $Q_{WT}$ and then perform an orbital optimization step that seeks to make that root’s energy stationary with respect to orbital changes. Crucially, the selection of the root based on its energy and density matrix makes the approach insensitive to root flipping, so even in cases where the order of the states in the CASCI changes as the orbitals are optimized, the approach converges to the energy stationary point corresponding to the desired excited state.\textsuperscript{13} Note especially that the precise choices for $\omega$ and $\Gamma_t$ do not affect the final outcome, so long as they lead the optimization to converge to the correct CASSCF stationary point. In other words, the final energy depends only on the wave function at the energy stationary point, which is independent of $\omega$ and $\Gamma_t$, but made easier to find and converge to via intelligent choices for these parameters.

Once the energy is stationary, the Hellman-Feynman theorem guarantees that analytic gradients with respect to nuclear coordinates $R$ simplify to

$$\frac{dE}{dR} = \langle \Psi | \frac{\partial H}{\partial R} | \Psi \rangle$$

(2)

in a direct parallel to the situation for ground states. There is no need for response calculations, as full energy stationarity eliminates the wave function response terms from the gradient expression. In SA-CASSCF, in contrast, the energies of individual states that control the PES are not stationary (it is only their weighted average that is) and so additional terms involving the wave function’s response to the geometry distortion appear in the gradient equation and must be evaluated. Our analytic gradients in hand, we perform our geometry relaxations using the \textit{geometopt} module within \textit{pySCF}, which interfaces with \textit{geomeTRIC}\textsuperscript{27} and PyBerny\textsuperscript{28} for constrained and unconstrained geometry optimizations, respectively. Comparison calculations with SA-CASSCF were performed using Molpro.\textsuperscript{29}

Results. Let us begin with the relatively simple example of C–S bond photodissociation, which can be important in astrochemistry,\textsuperscript{30} biomedicine,\textsuperscript{31} and catalysis.\textsuperscript{32} For C–S single bond dissociation, non-radiative internal conversion between the first excited state $^1\pi\pi^*$ and the dissociative $^1\pi\sigma^*$ state is key.\textsuperscript{33} Here we instead investigate the C–S double bond dissociation of thioacetone, $(\text{CH}_3)_2\text{CS}$, using both SA-CASSCF and SS-CASSCF. By performing geometry relaxations for each of the low-lying
singlet states at a series of fixed C–S bond distances, we can see which states are expected to be key for the double bond dissociation. We see in Figure 1 that, among the low-lying singlets, it is the $^1\text{n}^\pi^*$ state that is dissociative in character, while the $^1\text{n}^\pi^*$, $^1\pi\pi^*$, and $^1\sigma\pi^*$ surfaces are all bound. For the lowest four states, the SA and SS approaches are in qualitative agreement, but SS-CASSCF displays a clear advantage for the $^1\sigma\pi^*$ state. For this state, the SA-CASSCF geometry optimization was unable to converge at most C–S bond distances, while SS-CASSCF optimizations converged at all distances. While it is possible that extending the SA to include more than five states could help here, this is highly undesirable, as including more states leads to each state having even less say in how the orbitals should be shaped, and, worse, increases the chances of finding discontinuities, as a discontinuity in any states’ surface gets spread to all states through their link in the SA energy. With five states in the average, SA-CASSCF suffers one discontinuity already, which the inset of Figure 1 shows near the $R_{C-S} = 2.1\text{Å}$ geometry of the $^1\text{n}^\pi^*$ state. (Note that, although at that geometry all states show a discontinuity due to the SA link, this is not seen in the figure, as the other states’ energies are being reported at their own relaxed geometries). The discontinuity is relatively small, and does not alter the basic dissociative character of the state, but even small discontinuities can strongly affect dynamics simulations. In the SS approach, in contrast, the $^1\sigma\pi^*$ and $^1\text{n}\sigma^*$ states are quite well behaved, and we need not agonize over how many states to include in any average and how this may affect orbital quality. With the molecular orbital shapes now optimal for each state individually, these difficulties are avoided, the geometry optimizations all converge successfully, and no discontinuities are encountered.

We now turn our attention to aniline, (C$_6$H$_5$NH)$_2$, a common basis unit for biomolecules whose N–H photodissociation is important for medical applications, including UV radiation protection within sunscreen. Aniline’s excited-state dynamics have been extensively studied, and, as is common for heteroaromatic biomolecules, the $^1\sigma\pi^*$ state has been shown to facilitate the photodissociation process. It is particularly noteworthy that this state is quasi-bound in the region of the S0 minimum, with dissociative character only appearing once the N–H bond has been stretched. Equation of motion coupled cluster (EOM-CCSD) predicts the barrier to leave the quasi-bound region and dissociate to be 0.5 eV, and experimental investigations suggest that the first $^1\pi\pi^*$ excited state intersects the $^1\pi\sigma^*$ state near the latter’s quasi-bound local minimum geometry. Previous theoretical investigation has failed to predict this crossing using SA-CASSCF, and it is only when expensive post-CASSCF methods like extended multi-configuration quasi-degenerate second-order perturbation theory (XMCQDPT2) and extended multi-state multi-reference perturbation theory (XMS-CASPT2) are employed that a crossing is predicted. With the $^1\pi\sigma^*$ state showing a substantial change in dipole moment compared to the ground state and thus possessing at least some charge transfer character, we wondered whether predicting the crossing really required such expensive methodology or, instead, whether this was a case in which states with substantially different needs in terms of molecular orbital shapes were being ill-served by the compromises inherent to state averaging.

As seen in Figure 2, our SA-CASSCF calculations also fail to predict a crossing, whereas SS-CASSCF predicts a crossing near an N–H bond distance of 0.95 Å. Although the crossing is predicted by post-CASSCF methods to occur closer to a bond distance of 1.05 Å, showing that post-CASSCF correlation effects do play a quantitative role here, the fact that SS-CASSCF predicts a crossing at all is a qualitative improvement over the SA approach. We also note that, although it is a smaller advantage, the SS-CASSCF dissociation barrier of 0.49 eV is closer to the 0.5 eV EOM-CCSD prediction than is the 0.58 eV barrier of SA-CASSCF. To understand why SA-CASSCF has difficulty here, we have plotted the $\sigma^*$ orbital from our SS-CASSCF $^1\pi\sigma^*$ state in Figure 3, where we see that the charge transfer character suggested by the large dipole change is really a Rydberg-like extension of the $\sigma^*$ orbital out one side of the molecule. The large change in dipole is nonetheless present, which creates a state-specific need for the non-active orbitals to respond and re-polarize their electron distributions. This effect is difficult to achieve in SA-CASSCF, as these re-polarizations are inappropriate for the other two states. We find that, even if we us a biased S0/$\pi\sigma^*$/$\pi\pi^*$ weighting of 20/40/40
and re-optimize the two excited state geometries with \( R_{N-H} \) fixed at 0.95 Å, the excited state energies do not get closer together. This finding strongly suggests that dynamic weighting would not help here, which is not surprising as, again, the issue is that the two states have significantly different dipoles and so require different post-excitation orbital relaxations. By instead going in for fully state-specific orbitals, which can be seen as the logical endpoint of biased weighting, the different states get the orbital relaxations that are appropriate to them, and a crossing is successfully predicted.

Finally, we consider intramolecular charge-transfer (ICT) in 4-aminobenzonitrile (ABN), where Segado and co-workers have shown\(^9\) that SA-CASSCF predicts a qualitatively incorrect structure for the minimum-energy geometry of the ICT state. In addition to a normal fluorescence band associated with a locally-excited (LE) state, UV excitation of this molecule also produces an anomalous fluorescence band due to emission from the ICT state.\(^{17,18}\) As shown in Figure 4, there are multiple local minima on the ICT surface that could in principle be relevant. In the planar (PICT) geometry, the amino group, the benzene ring, and the cyano group all lie in the same plane.\(^{35}\) In the rehybridized (RICT) geometry, the cyano group is wagged in the plane of the ring due to a rehybridization of the cyano carbon atom from \( sp^2 \) to \( sp^3 \). In the twisted (TICT) geometries, the amino group is rotated so that its plane is (almost) perpendicular to that of the ring\(^{17,42}\) and may (TICT-1) or may not (TICT-2) involve the group’s bond to the ring lying in the ring’s plane.\(^9\) While experiment and high-cost post-CASSCF methods agree that the most stable geometry is twisted,\(^{17,18}\) Segado and co-workers have shown that SA-CASSCF instead predicts the fully planar geometry to be more stable by almost 15 kcal/mol.\(^9\) As in aniline, this system involves states for which the appropriate post-excitation orbital relaxations differ significantly, and so it is again worth asking whether qualitatively correct predictions really do require expensive post-CASSCF methods or simply that each state be able to enjoy molecular orbitals that have been optimized to suit its needs.

Although Figure 4 reveals that the structures predicted by SS-CASSCF agree with those from SA-CASSCF, Table I shows that the energetics are quite different and that, as anticipated, state-specific orbital relaxation leads to predictions that agree qualitatively with experiment and post-CASSCF methods. In particular, SS-CASSCF agrees with XMS-CASPT2 in predicting that TICT-2 is the most stable ICT structure.\(^9\) By allowing orbitals to
fully relax following the charge transfer, SS-CASSCF stabilizes the ICT state at all geometries, but the effect is much stronger in the twisted geometries, as shown for example in Figure 5. These results imply that the SA compromise for orbital shapes, which is always worrisome when the non-charge-transfer states (S0, LE) outnumber charge transfer states (ICT), creates a significantly stronger bias against the ICT state at some geometries than at others, ruining the balance that SA is in principle supposed to provide. In contrast, our root-tracking method’s ability to tailor orbitals for individual states without losing track of those states during the wave function optimization (see Figure 6) allows for the energetically significant re-polarizations that all orbitals are expected to undergo following a charge transfer. Happily, capturing these effects is sufficient to bring the prediction in line with experiment, again suggesting that one can go a long way in repairing the failures of SA-CASSCF without resorting to the expense of post-CASSCF methods.

When one considers that this should be especially true in charge transfer systems and that, in order to separate charge over a significant distance for technological purposes, these systems often contain dozens or even hundreds of atoms, the advantages of improving accuracy without increasing cost become even more desirable.

**Conclusion.** In summary, we have shown that by providing each excited state with orbitals that are optimal for its needs, qualitative failures in potential energy surfaces can be corrected without significantly increasing computational cost. Moreover, state-specific orbitals dramatically simplify the evaluation of analytic gradients by eliminating the wave function response calculations that are required by state averaged approaches. In particular, we have shown that this state-specific approach, in which collapse to other states is avoided via novel root tracking, makes qualitative improvements over state averaging in a C–S double bond dissociation, in an amino N–H dissociation, and in an intramolecular charge transfer geometry relaxation. Our approach’s general nature — it requires the same basic ingredients as can be found in ground state CASSCF implementations — should allow these advantages to be enjoyed across a wide variety of excited state applications, with particular promise for cases like charge transfer and core excitation that involve substantial post-excitation orbital relaxation.

Looking forward, there are a number of clear ways in which the methodology can be enhanced to further widen its utility. Thanks to its two-step optimization formulation, it should be quite straightforward to tackle large active spaces with selective CI or the density matrix renormalization group. Combining these approaches with excited-state-specific orbital relaxations looks especially promising for metal-ligand charge transfer complexes, where double-d-shell effects and large ligand $\pi$ systems quite rapidly push the desired active space beyond the reach of conventional solvers. A second obvious priority is enabling inter-state properties like transition dipoles and derivative couplings. Although our approach leads naturally to a situation in which different states are expressed in different molecular orbital bases, making inter-state matrix elements less straightforward, non-orthogonal configuration interaction techniques can be adapted to meet this challenge. These same techniques are also relevant for re-diagonalizing a pair of states near a conical intersection, where the lack of strict orthogonality within our state-specific approach becomes a real concern. With these various improvements, it should be possible to bring the benefits of state-specific orbital optimization, and the qualitative improvements in accuracy that it offers, to the wide array of property predictions on which spectroscopists depend.
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