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ABSTRACT
The allreduce operation is one of the most commonly used communication routines in distributed applications. To improve its bandwidth and to reduce network traffic, this operation can be accelerated by offloading it to network switches, that aggregate the data received from the hosts, and then send them back the aggregated result. However, existing solutions provide limited customization opportunities and might provide suboptimal performance when dealing with custom operators and data types, with sparse data, or when reproductibility of the aggregation is a concern. To deal with these problems, in this work we design a flexible programmable switch by using as a building block PsPIN, a RISC-V architecture implementing the sPIN programming model. We then design, model, and analyze different algorithms for executing the aggregation on this architecture, showing performance improvements compared to state-of-the-art approaches.
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• Networks → In-network processing; • Hardware → Networking hardware; • Computer systems organization → Distributed architectures.
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1 INTRODUCTION
Allreduce is a commonly used collective operation where $P$ vectors, one for each host participating in the operation, are aggregated together. If each vector contains $Z$ elements, the allreduce operation aggregates the $P$ vectors element-wise and returns to each host a vector of $Z$ aggregated elements. Common aggregation functions include the sum of the elements, the computation of their minimum or maximum, and others [1]. Allreduce is widely used in many applications, including scientific applications [2, 3], deep learning [4], graph processing [5, 6], big data analytics [7], and others, and recent studies [2] show that “MPI_Allreduce is the most significant collective in terms of usage and time”.

The simplest bandwidth-optimal allreduce algorithm is the Rabensteiner algorithm (also known as ring allreduce) [8]. This algorithm is composed of two phases: a scatter-reduce, and an allgather phase. $P$ hosts are arranged into a logical ring, and in each of these two phases, each host sends to its neighbor ($P − 1$) messages, each of size $\frac{Z}{P}$ (where $Z$ is the number elements to be reduced). The total amount of data sent by each host is then $2(P − 1)\frac{Z}{P} ≈ 2Z$. To reduce the amount of transmitted data, and thus increase the performance, hosts can exploit in-network compute, i.e., they can offload the allreduce operation to the switches in the network.

To outline the advantages of performing an in-network allreduce, we describe the general idea underlying most existing in-network reduction approaches [9–11]. We first suppose to have the $P$ hosts connected through a single switch. Each of the hosts sends its data to the switch, that aggregates together the vectors coming from all the hosts, and then sends them back the aggregated vector. Differently from the host-based optimal allreduce, in the in-network allreduce each host only sends $Z$ elements, thus leading to a $2x$ reduction in the amount of transmitted data. If the switches can aggregate the received data at line rate, this leads to a $2x$ bandwidth improvement compared to a host-based allreduce. Besides improvements in the bandwidth, in-network allreduce also reduces the network traffic. Because the interconnection network consumes a large fraction of the overall system power (from 15% to 50% depending on the system load [12]), any reduction in the network traffic would also help in reducing the power consumption and thus the running cost of the system.

Figure 1: Example of an in-network allreduce.
and S3 – (3). After a switch aggregates all the data coming from its children, if it is an intermediate switch in the tree, it sends the aggregated data to its parent (3). Otherwise, if it is the root of the tree, it broadcasts the data down the tree, and the fully reduced data will eventually reach all the hosts (3).

Although many in-network allreduce solutions have been designed in the years, especially for HPC networks, all of them lack flexibility, in terms of supported data types, data formats, and operators, as we show in Section 2. We show in this work that this limits the applicability of in-network reduction (for example, none of them can deal with sparse data) and can lead to performance degradation. To overcome these limitations, we propose FLARE (Flexible In-Network Allreduce). FLARE includes a programmable switch based on PsPIN [13], and a set of aggregation algorithms for exploiting the switch architecture at best. PsPIN is an open-source multi-cluster RISC-V architecture [14], implementing the sPIN programming model [15], and allowing the programmer to specify packet handlers (i.e., the code to be executed for each packet), as plain C functions. The packet handlers can be programmed and loaded by the system administrator after the switch has been deployed. This extends the range of applicability and eases the programmer’s task compared to existing programmable switches.

In this work, we answer the following research questions:

Q1 What are the limitations of existing in-network data reduction solutions and why there is the need for flexible in-network reductions? (Section 2)
Q2 How to design a switch architecture for flexible in-network data reduction? (Section 3)
Q3 How to exploit such architecture to efficiently execute allreduce operations? (Sections 4–7)
Q4 What performance advantages can we expect compared to existing in-network and host-based solutions? (Sections 6.4 and 7.1)

2 STATE OF THE ART

Existing solutions for in-network reductions can be divided into three broad categories: those implemented on fixed-function (i.e., non-programmable) switches, those relying on Field-Programmable Gate Arrays (FPGAs), and those targeting programmable switches.

2.1 Fixed-function switches

Solutions targeting fixed-function switches [9, 10, 16–21] are characterized by high performance but tied to a specific implementation, and do not provide any customization opportunity. Many HPC networks provide some kind of support for in-network allreduce. For example, SHARP [9, 16] can be used on Mellanox’s networks, and similar solutions are provided on Tofu [18], and Cray’s Aries networks [17]. Usually, these solutions support the most commonly used MPI reduction operators, on both integer and floating point data, but some of them might only support latency-sensitive small data reductions [17, 18].

2.2 FPGAs

Another set of solutions targets Field-Programmable Gate Arrays (FPGAs) [22, 23], trading performance for some flexibility. Some of these solutions [22] work by placing the FPGA between the hosts and the switch. Other solutions instead connect the FPGA only to the switch [23], and configure the switch to route the packets that need to be aggregated to the FPGA. After the FPGA aggregates the packet, it sends the result back to the switch, that will then send it to the next hop. However, even if more flexible than fixed-function switches, extending an FPGA-based in-network allreduce solution might still require a hardware re-design. Moreover, the FPGAs considered by these solutions have limited network bandwidth, ranging from four 10Gbps ports [22] to six 100Gbps ports [23].

2.3 Programmable switches

Last, some solutions target programmable switches [11, 24, 25], that provide more flexibility by allowing the programmer to specify the type of processing to be executed on the packets with high-level programming languages. Programmable switches are often implemented through Reconfigurable Match-Action Tables (RMTs) [26–29], and can be configured with the P4 programming language [30–32]. In such architecture, each packet traverses a pipeline of 10 – 20 stages [33], each applying a longest-prefix match of one or more packet fields against a set of rules, to select an action to be executed on that field. Possible actions include simple Arithmetic Logic Unit (ALU) operations, memory read/write, and modifications of packet fields and the packet destination. Both the matching rules and the actions to be executed can be customized by the programmer.

However, the existing programmable switches architecture is rigid and has several limitations [33, 34], including the lack of loops, and a limited set of operations. Operations with dependencies must be placed on subsequent pipeline stages and non-trivial applications cannot be mapped on such an architecture. Moreover, state management is limited, and everything needs to be expressed as a statically-sized array. Existing hardware can also only perform 32 operations per packet [11, 24], and each packet can only access each memory location once. To overcome these limitations, packets can be “recirculated”, i.e., sent back to the switch on a loopback port. This however reduces the bandwidth of the switch proportionally to the number of times each packet is recirculated. For example, to process the data sent by the hosts at 100Gbps, existing allreduce implementations for programmable switches only allow 16 ports to be used on a 64-port switch [11].

2.4 Limitations

We identified the following flexibility limitations in existing in-network allreduce solutions, that we summarize in Table 1, and that we overcome in this work:

F1 - Custom operators and data types. Solutions for fixed-function switches and FPGAs support a predefined set of operators and data types [9], that cannot be customized nor extended (Table 1, p). In-network aggregation solutions for programmable switches can be customized, but they are still limited by the hardware (3). For example, existing programmable switches do not have floating-point units, and do not support multiplication/division for integer data [11, 24, 27]. Moreover, due to the limited number of elements that can be processed per packet (independently from the element size), aggregating sub-byte elements, as common in deep learning applications [35–38] would not improve application performance.
On the other hand, FLARE provides full customizability of operators and data types (diamond), allowing the user to specify arbitrary aggregation functions as sPIN handlers (Section 3).

**F2 - Sparse data.** Many applications need to reduce sparse data [5, 25, 35, 39], i.e., data containing mostly null values. To save bandwidth and improve performance, an application might only transmit and reduce the non-null values. However, to the best of our knowledge, none of the solutions targeting fixed-function switches provide explicit support for sparse data (heart). Among the programmable switches solutions, only one partially targets in-network sparse data reduction [25]. However, it forces the application to sparsify the data per-block, i.e., to send sparse blocks of dense data (heart). This is however not possible for any application and, even when possible (for example for deep learning models training), this negatively affects the convergence of the training [25]. On the other hand, with FLARE we design the first in-network sparse allreduce algorithm, that does not make any assumption on the data sparsity, and can process the data as generated by the hosts (heart), improving application performance compared to existing solutions (Section 7.1).

**F3 - Reproducibility.** Many scientific applications require the computed results to be reproducible across different runs and for different allocations. For example, in weather and climate modeling, a small difference in computation on the level of a rounding error could lead to a completely different weather pattern evolution [40, 41]. However, some aggregation functions (e.g., floating-point summation [42–46]) might depend on the order in which the elements are aggregated, and the final result might change if, in subsequent runs, packets arrive at the switch in a different order. Many solutions for fixed-function switches ensure reproducibility, in most cases by storing all the packets and aggregate them in a pre-defined order only when they are all present [9, 22]. This however increases the memory occupancy of the switch, even when this is not required by the application, for example for integer data or for an application that might tolerate different results across different runs (heart). Differently from existing solutions, FLARE guarantees reproducibility only when explicitly requested by the user, by organizing the aggregation in the switch so that associativity of the operator is never used. Moreover, FLARE reproducible allreduce does not require storing all the packets before aggregating them (heart).

|                  | F1: Custom operators and data types | F2: Sparse data | F3: Reproducibility |
|------------------|------------------------------------|-----------------|---------------------|
|                  | provided                           | not provided    | provided            |
|                  | ❄️ provided                        | ❄️ provided     | ❄️ provided         |
|                  | ❄️ partially provided              | ❄️ provided     | ❄️ provided         |
|                  | ❄️ not provided                    | ❄️ provided     | ❄️ provided         |
|                  | ❄️ unknown                         | ❄️ provided     | ❄️ provided         |

Table 1: Comparison between existing in-network allreduce solutions. F1: Custom operators and data types, F2: Sparse data, F3: Reproducibility, ❄️: provided, ❄️: partially provided, ❄️: not provided, ❄️: unknown.

3 SWITCH ARCHITECTURE

Figure 2 illustrates the high-level architecture of a Flare PsPIN-based programmable switch. After a packet is received from any of the switch ports, its headers are processed by a parser [47, 48] that, based on configurable matching rules, decides if the packet must be processed by a processing unit (or sent directly to the routing tables unit¹), and which function must be executed on the packet. The processing unit can modify the content of each packet, and decide its destination. We assume that the network administrator configures the matching rules in the parser through the control plane [49], specifying the functions to execute for each packet, based on the values of specific packet fields (e.g., EtherType in the Ethernet header [50], or IP optional headers). In principle, the code to be executed could be specified by users of the system, but this would open security and accountability concerns that are outside the scope of this paper.

Differently from existing programmable switches [27, 28, 30, 51, 52], that implement the processing unit through Reconfigurable Match Action (RMT) tables [26, 29], we consider the processing unit to be implemented as a PsPIN unit [13], highlighted in the right part of Figure 2. PsPIN is a clustered RISC-V built on top of the PULP [53] platform. If a packet needs to be processed, the parser copies the packet in a 4MiB L2 packet memory and sends a request to a packet scheduler². The packet scheduler forwards the request to one of multiple clusters (four in the example). A cluster-local scheduler (CSCHED) then selects a Handler Processing Units (HPU), eight in the example, denoted with ☛ where the packet will be processed, and starts a DMA copy of the packets from the L2 packet memory to a single-cycle scratchpad 1MiB memory (L1 TCDM - Tightly-Coupled Data Memory). The cluster scheduler also loads the code to be executed from the 32KiB L2 program memory to a cluster-local 4KiB instruction cache (not shown in the figure). Each HPu is a RISC-V RISC-V core [54] that can execute sPIN handlers [15] i.e., C functions defining how to process the content of the packet. The handlers can use the single-cycle L1 memory also to store and load data, that is preserved after the processing of the packet is terminated, and until the handler is uninstalled from the control plane. Each cluster also has a DMA engine that can be used to access a globally shared 4MiB memory (L2 handler memory).

![Figure 2: PsPIN switch high-level architecture.](image)

After processing a packet, each HPU can set its destination and send it to the routing tables unit through a command unit. After getting the destination port, the packet is sent to a crossbar unit, that also implements queueing and quality of service (QoS) functionalities. This unit is also known as traffic manager [27], and we assume that the implementation and functionalities of both the routing tables unit and the crossbar are similar to those of any other switch. When the packet is ready to be sent, it might be processed

¹By doing so, packets that do not need additional processing are not further delayed.
²If the packet memory is full, the packet is dropped or congestion is notified before filling the buffer, depending on the specific network where the switch is integrated.
again by the processing unit\(^3\). After this additional and optional processing step, the packet can be either dropped or forwarded.

The PsPIN processing unit is clocked at 1 GHz, and a PsPIN unit with four clusters with eight cores each (as the one shown in the example) occupies 18.5 mm\(^2\) [13] in a 22nm FDSOI process. Half of the area in the PsPIN unit is occupied by the L2 memory, and each cluster occupies on average 2 mm\(^2\) [13], most of which is L1 memory (1.64 mm\(^2\)). We also add an FP32/FP16 Floating Point Unit (FPU) [55] to each core, increasing the area of the cluster to 2.29 mm\(^2\). The processing unit in programmable switches is estimated to occupy up to 140 mm\(^2\) in a 28nm FDSOI process [56]. By scaling the area, we set a 180 mm\(^2\) target area for our PsPIN unit, and we then assume we can fit \(~64\) clusters and the L2 memory in our processing unit area budget. We assume that more clusters can be fit in the unit by organizing them hierarchically (in principle, by having separate units with a scheduler on the front). Moreover, it is worth remarking that our estimation of the available area budget is conservative because existing switches are manufactured in 16nm [57] to 7nm [58] processes.

4 FLARE ALLREDUCE GENERAL DESIGN

In Flare, before starting the aggregation, the application sends a request to a network manager node [9, 16], that computes a reduction tree, and installs the handlers on all the switches of the tree through the control plane of the network. For each switch of the reduction tree, the network manager also sets the number of ports from which it will receive the packets to be aggregated (i.e., its children in the reduction tree), and the port to be used to forward the aggregated data (i.e., the port connected to the parent in the reduction tree). Because the structure of the reduction tree depends on the location of the hosts participating in the reduction, this setup phase must be done once for each subset of hosts executing an allreduce. For example, in the case of MPI, this must be done once for each communicator, similarly to other existing approaches [9, 16].

Each switch can participate simultaneously in different allreduces (issued by the same user/application or by different ones), and the network manager assigns a unique identifier to each allreduce, so that only packets belonging to the same allreduce are aggregated together. Because each allreduce consumes some memory resources on the switch, we assume that the memory is statically partitioned across a predefined maximum number of allreduces, as done by most in-network reduction approaches [9, 11, 16–18, 25]. If any switch on the reduction tree is already managing the maximum possible number of allreduces, the network manager can try to recompute a different reduction tree excluding that switch or just reject the request issued by the application, which then needs to rely on host-based allreduce [9, 16]. Because the memory is partitioned and the compute resources are dynamically assigned, to simplify the analysis in the following we focus on describing what happens for a single allreduce.

Once the setup is complete, the hosts can start sending the data to be reduced. We assume that \(Z\) elements must be aggregated and that each host splits its data in \(\frac{N}{Z}\) packets of \(N\) elements each. In Figure 3 we show an example where we have three hosts, and each of them splits the data into five packets. To simplify the exposition we denote each packet with two indexes: the index of the host that generated the packet, and the position of the packet within the host data. For example, Packet 0,1 is the second packet sent by Host 0. The size of the packets is smaller than the Maximum Transmission Unit (MTU) and, besides the payload, the hosts also add a small header containing the identifier of the allreduce (not shown) and of the packet within that allreduce. We refer to a set of packets to be aggregated together as a reduction block (block for brevity). In our example, the set of packets Packet 5 to is a block, and the switch aggregates them together. There are three main resources that the switch needs to manage: the cores (HPUs), the input buffer memory (i.e., the memory where the received packets are stored while being processed), and the working memory (i.e., the memory where the partially aggregated data is stored). The working memory is located in the L1 memory of the clusters, and the input buffers in the L2 packet memory (and copied in the L1 memory before starting the handler). We show how these resources interact in Figure 4, assuming a switch with 4 cores, processing the data shown in Figure 3.

Figure 3: Partitioning of the data into packets and aggregation blocks.

### 4.1 Cores

When a matching packet arrives at the processing unit of the switch, it is scheduled to one of the cores (we discuss scheduling more in detail in Section 5). For example, in Figure 4, Packet 2,0 is the first to arrive and it is scheduled to Core 0. Because it is the first packet received for Block 0, its content is simply copied in an available aggregation buffer in the L1 memory (Figure 4, ③). All the subsequent packets received for the same block are aggregated in the same buffer. For each block, the handler keeps a children counter, incremented each time a packet of a block is received. The block can be considered fully aggregated when the counter is equal to the number of children in the reduction tree (specified when the handler was installed). In the example in Figure 4, this happens at ④ for Block 0. The content of the aggregation buffer is then multicast to the children (or if the switch is not the root of the tree, sent to its parent), and the aggregation buffer is released, so that it could be used later by a subsequent block (in the example, by Block 3).

We assume that if a packet is lost, a timeout is triggered in the host, that retransmits the packet. To manage retransmissions, Flare can use a bitmap (with one bit per port) rather than a counter. When a packet of a block is received on a port, Flare checks the corresponding bit. If the bit is not set, the packet is aggregated and the bit is flipped. If the bit was already set, then the packet is a retransmitted packet, its content was already aggregated and it is not aggregated again. To simplify the exposition, in the following we assume refer to a children counter rather than a bitmap.

---

\(^3\)For example, this might be useful when performing telemetry, to insert in the packet information about queue occupancy or queuing time.
The aggregation of the packets belonging to the same block can be done in different ways and has a direct impact on the maximum bandwidth that can be achieved by the switch when aggregating data. We denote with \( \tau \) the service time of a core (i.e., the number of cycles it needs to aggregate a packet). Because we have \( K \) cores (4 in the example), if the workload is evenly distributed across the cores (and we will show this is the case), the maximum bandwidth achievable by the switch is expressed as \( \frac{\mathcal{R}}{K} \). We assume the switch receives a packet every \( \delta \) cycles and we can then express the bandwidth of the switch (in packets processed per cycle) as \( \mathcal{R} = \min \left( \frac{\mathcal{R}}{\delta}, \frac{1}{\tau} \right) \). \( K, \tau, \) and \( \delta \) are determined by the specific switch and network design, and we show in Section 6 how to properly organize the computation so to minimize \( \tau \).

![Figure 4: Utilization of input buffers, cores, and working memory during an in-network allreduce on a switch with 4 cores, processing the data shown in Figure 3.](image)

### 4.2 Input Buffers Memory

While being processed, the packets occupy input buffers memory, for as long as the handler duration. Additionally, if there are no cores available for scheduling the packet, the packet waits in the input buffers memory until a core becomes available. In the example in Figure 4, we denote this situation with a striped pattern in point (a), to indicate that the packet is sitting on a queue waiting to be scheduled. The input buffer occupancy is thus equal to the time the packet spends in the queue plus the time it spends while being processed. We denote the maximum size of these queues with \( Q \). For example, Core 0 has \( Q = 0 \) at (a), and \( Q = 1 \) at (b). We model and analyze this in detail in Section 5.

### 4.3 Working Memory

We mentioned that the memory is partitioned among multiple allreduces, and in the example, we assume three buffers have been allocated to this specific reduction. For simplicity, we also assume each block is aggregated on a single buffer. However, multiple concurrent buffers per block could be used, for example, to reduce contention, and in Section 6 we describe different possibilities for organizing the working memory. To avoid running out of memory, each host can have a number of “in-flight” blocks not larger than the number of aggregation buffers assigned to that allreduce. In our example, the hosts send the fourth block only after the first block has been fully reduced and the buffer has been released. We can use Little’s Law [59] to determine how many aggregation buffers should be allocated to each allreduce. Because we have \( P \) packets per block (three in this case, equal to the number of hosts), the target bandwidth (in blocks per cycle), can be simply defined as \( \mathcal{R}/P \). We define with \( \mathcal{L} \) the latency (in cycles) to process a block (in our example, the time between (a) and (b) in Figure 4), and with \( M \) the number of buffers needed to aggregate a block. Then, each allreduce needs a working memory (in number of buffers) equal to \( \mathcal{R} = M \frac{\mathcal{L}}{\mathcal{R}} \).

### 5 Packets Scheduling and Input Buffers Occupancy

By default, packets are scheduled to the cores with a First Come First Serve (FCFS) policy, so that they are evenly distributed across the cores. To simplify the exposition, we also assume that we size the system so that the interarrival time to the processing unit (i.e., the time between the reception of two subsequent packets) is larger or equal than its service time (i.e., the time between the sending of two subsequent packets). Under these conditions, on average packets will never be enqueued because they will always find an available core. In general, however, packets might be enqueued, waiting for a core to become available. When the queue is full, the packet is dropped or congestion is notified before filling the queue, depending on the specific network where the switch is integrated.

In PsPIN the L1 memory of the switch is partitioned across multiple clusters of cores (Figure 2). This means that each of the aggregation buffers shown in Figure 4 is allocated on the L1 memory of a specific cluster. For example, if we assume to have two cores per cluster, and that Buffer 0 is allocated on the cluster of Cores 0 and 1, then the handler running on Core 2 would need to access a remote L1 memory. By doing so, it incurs a higher latency (up to 25x higher [13]) compared to accessing its local L1 memory.

To only have local L1 accesses and improve performance, we restrict the processing of packets belonging to the same block to a subset of cores (located on the same cluster). To keep the workload balanced among all the available cores, still guaranteeing line-rate processing, we adopt hierarchical FCFS scheduling. We assign packets belonging to the same block with an FCFS policy to the same subset of cores, and different blocks to different subsets. Even if in the long run this evenly distributes the packets to the cores, it might generate short bursts of packets directed to the same core(s), that need to be enqueued, thus increasing the occupancy of the packets buffers memory. We analyze this more in detail in Section 6.

To understand the impact of scheduling decisions on the input buffer occupancy, we illustrate in Figure 5 three different scenarios ((A), (B), and (C)), and we report in Table 2 some variables we use in our analysis. In scenario (A) packets are received from four ports (we suppose there is a host attached to each of them), and packets with the same color belong to the same block and must be aggregated together. The number inside each packet represents the time when it is received by the switch. Because each packet might spend some time in the queue this is, in general, different from the time when a core starts to process it. Due to congestion and unbalance, arrival times are not so nicely aligned, and there might be gaps between the reception of subsequent packets. However, for illustrative purposes, we assume the simplest case where all packets are received at a steady and constant rate of one packet per second. We assume that the switch has \( K \) cores (4 in this case), \( P \) ports, that it receives

---

The identifier of the block can be carried in the packet as an IP optional header, processed by the parser and communicated to the packet scheduler.
Figure 5: Impact of intra-block interarrival time and hierarchical FCFS scheduling on packets memory occupancy.

one packet every $\delta$ seconds (1 in this case), and that each core has a service time $\tau$ (4 seconds in the example). Because the service time of the switch is $\frac{\tau}{K} = \delta$, if packets are evenly distributed the switch can process the packets at line rate. We also define $\delta_c$ as the interarrival time of the packets within a block ($\delta_c = 1$ on scenario 1).

On the right part of the figure we show a detail of what happens in Core 0. Because it receives a packet every 4 seconds, and its service time is 4 seconds, packets are never enqueued.

On scenario 1 of Figure 5, packets belonging to the same block, are instead assigned to a subset of cores (each containing one core, i.e., $S = 1$). Each core now does not receive a steady flow of packets, but bursts of packets at regular intervals. Whereas on scenario 1 each core receives one packet every 4 seconds, on scenario 1 each core receives 4 packets in 4 seconds, and then nothing for 12 seconds. Even if in both scenarios each core receives on average 4 packets every 16 seconds, on scenario 1 the bursts build up queues in front of each core. On the right part of the figure, we show in detail what happens in Core 0. The core receives 4 packets in 4 second, thus building a queue, that will eventually be completely absorbed before the beginning of the next burst (because we assumed to size the system to process packets, on average, at line rate). However, these queues increased the time a packet spent in the switch and, thus, the input buffer occupancy.

Moreover, the intensity of the bursts (and thus the queue length) does not only depend on the size of the subsets $S$, but also on $\delta_c$. For example, in scenario 2 of Figure 5 we show the same scenario as 1, but now with $\delta_c = 4$, that implies that packets belonging to the same block will arrive four seconds apart one from another. By comparing 1 with 2 we can observe that although packets arrive at the same rate (one packet per second in both cases), and the scheduler assigns the packets to the same subset of cores, on scenario 2 packets of the same block arrive at each core at a slower rate and are never enqueued, as we can observe in the detail of Core 0. In this scenario, we obtain the same locality as in scenario 1 (packets belonging to the same block are assigned to the same subset of cores), and the minimal input buffer occupancy as in scenario 1.

$\delta_c$ depends on non-controllable factors such as application imbalance [60, 61], network noise [62–66], OS noise [67, 68], and network contention [69–74], but also on some controllable factors, such as the order the packets are sent by the hosts. In this work, we propose a solution called staggered sending, that consists in having each host sending the packets in a different order so that, on average, packets belonging to the same block can be scheduled to a specific subset of cores, while not increasing the size of the queues and, thus, the input buffer occupancy. Moreover, as we show in Section 6.1, staggered sending is also helpful in reducing contention on the shared aggregation buffer. In general, the maximum $\delta_c$ we can induce with staggered sending depends on the number of blocks to be sent. In the example in scenario 2, if we would have only 2 blocks, the $\delta_c$ would be half of that we have when having 4 blocks. In general, we have $\delta \leq \delta_c \leq \delta_k$.

**Input buffer occupancy.** Because we are considering bursty arrival times at the cores, we can’t use Little’s Law [59] to compute the average number of packets in the switch, because it would consider an average case, and would not capture differences between the three scenarios. Instead, we first compute the interarrival time of the packets in a burst to a specific core, that we indicate with $\delta_k$. Packets arrive to a subset of $S$ cores with an interarrival time $\delta_c$, and thus to each of the cores in the subset with interarrival $\delta_k = S \delta_c$. Because we on the long run packers are evenly distributed across the cores, this can never be higher than $K \delta$, and thus we have $\delta_k = \min(S \delta_c, K \delta)$. Because $P$ packets are received for each block, a burst can contain up to $\frac{P}{\delta_k}$ packets, and it takes $\frac{\min(S \delta_c, K \delta)}{\delta_k}$ cycles to completely receive the burst. By that time, $\frac{P}{\delta_k} \tau$ packets have been processed by the core and removed from the queue. Accordingly, we can express the maximum queue length as $Q = \frac{\delta_k}{\delta_k} - \frac{\delta_k}{\delta_k} = \frac{P}{\delta_k} \tau$ and the maximum number of packets in the switch (including those being currently processed by each core) as:

$$Q = (Q + 1)K = \frac{PK}{\tau} \left(1 - \frac{\delta_k}{\delta_k}\right) + K \tag{1}$$

This equation shows the relationship between the scheduling decision and the input buffer occupancy (e.g., the smaller $S$, the higher the input buffer occupancy). It can also be used to compute the latency $\mathcal{L}$ to process a block and, thus, the working memory occupancy (Section 4.3). Indeed, the latency can be computed as the time the switch waits for all the packets of the block to be received ($\frac{P}{\delta_k} \tau$), plus the time needed for processing the last packet. This includes both the time spent aggregating the packet and the time spent in the queue. In the worst case, a packet spends $Q \tau$ cycles in

| Symbol | Description |
|--------|-------------|
| $K$    | Number of cores in the switch. |
| $S$    | Number of cores in each scheduling subset. |
| $P$    | Number of packets received for each block (this is equal to the number of children of the switch in the reduction tree). |
| $Q$    | Maximum number of packets in the switch. |
| $\delta$ | Average interarrival time of packets. |
| $\delta_k$ | Average interarrival time of packets belonging to the same block. |
| $\tau$ | Average service time of a core. |
| $M$    | Memory occupied by a block (number of elements). |

Table 2: Parameters used in the scheduling modeling.
the queue, and the latency is equal to \( \mathcal{L} = (P - 1)\delta_t + (Q + 1)\tau \). We use the queueing time and the latency models for estimating the input buffer and working memory occupancy in Section 6.

6 PARALLELISM AND MEMORY ORGANIZATION

We now describe the design of different aggregation approaches that can be used to reduce a block of packets in Flare. We consider different designs: aggregation on a single memory buffer shared by all the packets of a block (Section 6.1), aggregation on multiple buffers (Section 6.2), and asynchronous tree aggregation (Section 6.3). We then analyze the different tradeoffs between these alternatives in Section 6.4.

When analyzing the different aggregation approaches we model the service time of a core \( \tau \) (Section 4.1). This can then be used to model the size of the working memory (Section 4.3); and the input buffer occupancy (Equation 1). To model the working memory size, we also need to model \( M \), i.e., the number of buffers used for each block. In our modeling, we assume to have 1KiB packets containing 256 floating-point values. We measured the required time to aggregate a packet in the aggregation buffer by using the PsPIN cycle-accurate simulator. On average, a core of the PsPIN unit needs four cycles to sum two 4-bytes floating point values and to store the result back in the aggregation buffer. Because the unit is clocked at 1GHz (Section 3), the time required to process a packet is 1ns per byte circa, and we use this information to model \( \tau \).

6.1 Aggregation using a single buffer

The first approach we propose is the most straightforward one, where all the packets of the same block are accumulated in the same working memory buffer, as shown in Figure 6. We show on the left, the packets processed by each core, and how the cores access the buffer. In this case, cores \( C0, C2, \) and \( C3 \) just sum the content of their packets into the buffer. Cores \( C1 \) also reads back the fully aggregated result, that will then send on a packet over the network. On the right, we show the timeline of these operations. For the cores, the boxes represent the duration of the handlers, whereas for the buffer we depict for how long the buffer has been used.

![Figure 6: Single buffer aggregation.](image)

We assume the most general case where the concurrent aggregation of multiple packets in a shared aggregation buffer is executed in a critical section. Indeed, even if in principle we could use atomic operations [75], the computation would still be affected by severe contention and/or performance overhead [76, 77]. Moreover, by assuming a critical section we cover the cases where the user function cannot be executed by using atomic operations, and the aggregation of sparse data that, as we will show in Section 7, requires more complex processing and in most cases needs to be executed anyhow in a mutually exclusive way.

To avoid expensive context switches, PsPIN handlers are never suspended and terminate only after the packet has been processed. Thus, if waiting to enter a critical section, they will actively consume compute cycles on one of the cores. For example, when a packet arrives at \( C2 \), the core waits for the buffer to be released by \( C0 \) (we denote this waiting time with a red box), and only then it starts the aggregation. We define with \( L \) the number of cycles needed to aggregate a block after the handler enters the critical section (i.e., in general, \( L \leq \tau \)). The probability that two handlers need to access the same aggregation buffer concurrently depends on \( \delta_t \), i.e., the interarrival time of the packets belonging to the same block. If \( \delta_t \geq L \), on average there is never more than one packet of the same block processed concurrently. This is also true if all the packets of a block are executed by the same core (i.e., \( S = 1 \)). However, for \( S = 1 \) the input buffers occupancy would significantly increase, as discussed in Section 5.

To estimate the cost of contention, we assume to have \( C \) cores in each cluster. Because we schedule the packets belonging to the same block to a subset of \( C \) cores, in the worst case we have \( C \) concurrent packets of the same block that need to access the same aggregation buffer in the working memory. If a handler needs \( L \) cycles to aggregate the packet (excluding the time spent waiting to enter the critical section), in the worst case, the first handler to be executed needs \( L \) cycles to aggregate the packet, the second handler \( 2L \) cycles, the third handler \( 3L \) cycles, etc. In general, the average service time of a core can thus be expressed as \( \tau = \frac{\sum_{i=1}^{C} iL}{C} = \frac{L(C-1)}{2} \).

We then have:

\[
\tau \leq \begin{cases} 
L, & S = 1 \text{ or } \delta_t \geq L, \\
\frac{L(C-1)}{2}, & \text{otherwise.}
\end{cases}
\]

We minimize \( \tau \) for \( S = 1 \) or \( \delta_t \geq L \). As discussed in Section 5, we can change \( S \) by restricting the execution of the packets of the same block to a subset of \( S \) cores. According to equation 1, by reducing \( \tau \) we would decrease the input buffers occupancy. However, this increase might be canceled out because we are also decreasing \( S \). On the other hand, by increasing \( \delta_t \), we always decrease the input buffer occupancy, but we increase the latency required for processing a block and, thus, the working memory occupancy.

Before showing the effect of these decisions on both bandwidth and memory occupancy, we observe that we can increase \( \delta_t \) by using staggered sending, as discussed in Section 5. In a nutshell, this means that to avoid contention there should never be two cores working on two packets of the same block. This can only happen if the data to be reduced is large enough to have, at any time, one block per core. For our switch, this can only be guaranteed if the hosts use staggered sending and if the size of the data to be reduced is larger than 512KiB. Because small-size allreduces are a significant fraction of the allreduce traffic [2], we propose in the next sections some alternative approaches to address such cases. Moreover, because we only need one buffer per block, we have \( M = 1 \).

6.1.1 Main insights. Figure 7 illustrates the modeled bandwidth, memory occupancy of the input buffers (\( \mathcal{E} \)), and occupancy of the working memory (\( \mathcal{S} \)). On the x-axis, we have different values of \( S \).
We consider restricting the execution of packets belonging to the same block to 1 core, and C cores (i.e., all the cores of a cluster).

First, we observe that for small messages (where we can’t sufficiently increase \( \delta_e \)) there is a large performance drop when \( S = C \). However, having \( S = 1 \) significantly increases the memory occupancy. For larger messages, we observe good performance also when scheduling the packets on \( C \) cores of the same cluster, thus decreasing the queue length and the occupancy of the input buffers memory. The occupancy of the working memory is negligible and around 512KiB. For large enough packets and \( S = C \), the maximum total memory occupancy is 2MiB for a single reduction. In general, scheduling the packets belonging to the same reduction block to a single core significantly increases the memory occupancy and, for this reason, in the following we design alternative solutions that can achieve a higher bandwidth and a lower memory occupancy for smaller allreduces.

6.2 Aggregation on multiple buffers

An extension to the previous aggregation design consists in having \( B \) aggregation buffers for each block. In Figure 8 we show an example with two buffers. When a handler is executed, it takes whichever of those buffers is not currently used by any other handler. In the example, differently from the single buffer case, when \( C2 \) receives the packet, it finds \( B0 \) already being used by \( C0 \), and thus aggregates the packet on \( B1 \). If no buffer is available, the handler needs to wait to enter a critical section, as for the single buffer aggregation (for example, this is what happens to both \( C1 \) and \( C3 \)). Because the aggregated data is now distributed over \( B \) buffers, the last handler to be executed for the block needs to aggregate together the partially aggregated data contained in the remaining \( B \) buffers. In the example, the handler running on \( C1 \) is the last one to be executed and, aggregates the content of its packet with the content of \( B0 \), and then of \( B1 \).

\[ r \] can be computed starting from Equation 2, by replacing \( \delta_e \) with \( B\delta_e \). Indeed, when using \( B \) buffers, the probability that two running handlers need to access the same buffer decreases proportionally with \( B \). Compared to the single buffer aggregation, this solution is less affected by contention for shorter interarrival times (and, thus, for smaller data). Moreover, the last handler needs to aggregate the data from the other \( B - 1 \) buffers, and this costs \((B - 1)L\) additional cycles. Because \( B \) buffers are stored for each block, we have \( M = B \).

6.2.1 Main insights. This aggregation algorithm increases the concurrency and the bandwidth at the cost of higher memory occupancy. However, using too many buffers reduces the bandwidth, due to the extra cost required for sequentially aggregating the partially reduced data of each buffer. We analyze the tradeoffs between bandwidth and memory occupancy in Section 6.4.

6.3 Tree aggregation

The main drawback of the multiple buffer aggregation, is the sequential aggregation of the data contained in each of the aggregation buffers. To avoid that cost, we can organize the computation in a tree-like way. We illustrate this idea in Figure 9. When a core receives a packet, it allocates a buffer and copies the data into it. After copying the data, a core might also aggregate the data contained in some of the other buffers. The idea is to organize the aggregation of those buffers in a pre-defined tree-like way. For example, the data contained in \( B0 \) can only be aggregated with \( B1 \), and the result stored back in \( B1 \) (after this aggregation step, \( B0 \) can be deallocated). Similarly, the data contained in \( B2 \) can only be aggregated with \( B3 \) and stored back in \( B3 \) (and \( B2 \) deallocated). When \( B1 \) contains the result of \( B0+B1 \), and \( B3 \) the result of \( B2+B3 \), the final aggregation of \( B1+B3 \) can be computed.
packet as $\tau = \frac{(P-1)}{P}$. To compute the memory consumption, we observe that each time two buffers are aggregated, one of them is discarded. Because $P-1$ aggregations are performed and they are arranged in $\log P$ levels in the tree, on average we have $M = \frac{P-1}{\log P}$ active buffers for each block.

6.3.1 Main insights. Differently from single and multiple buffers aggregation, in this case, the handlers never waste cycles waiting for entering a critical section, and this design achieves the optimal bandwidth independently from $\delta_t$ and, thus, from the data size. However, it requires more buffers per block, increasing the average memory occupancy. We analyze the bandwidth, latency, and memory occupancy of this design in Section 6.4.

6.4 Evaluation

In Figure 10 we show the modeled maximum bandwidth and the memory occupancy, for $S = C$ and different data sizes. We observe that the only best performing algorithm on data smaller than 128KiB is the tree aggregation. When increasing the data size, multi-buffers aggregation catches up, and the higher the number of buffers, the higher the bandwidth for smaller messages. Eventually, for data larger than 512KiB, single buffer aggregation catches up with the other solutions.

![Figure 10: Modeled bandwidth and memory occupancy for $S = C$ and different data sizes.](image)

Regarding the memory occupancy, it is worth remarking that, in some cases, using more buffers decreases the memory occupancy, because the performance is higher and those buffers are used for a shorter time. To optimize both compute and memory resources, Flare uses single buffer aggregation if the size of the data to be reduced is larger than 512KiB, multi buffers with 4 buffers if larger than 256KiB, with 2 buffers if larger than 128KiB, and tree aggregation otherwise. When reproducibility of floating-point summation is required, Flare always uses tree aggregation.

We implemented the different aggregation algorithms in the PsPIN cycle-accurate simulator [13]. To simulate delays in the hosts sending the data and in the network, we generate packets with a random and exponentially distributed arrival rate. The actual PsPIN implementation [13] only simulates 4 clusters. Because the clusters are organized in a shared-nothing configuration, we scale the results linearly with the number of deployed clusters. First, we report in Figure 11 the maximum bandwidth that the switch can achieve for the aggregation of 32-bits integers vectors of different size $Z$. We compare Flare to two baselines: SwitchML [11] and SHARP [9, 16]. SwitchML runs on programmable Tofino switches [27], can only process integer elements, and achieves a maximum bandwidth of 1.6Tbps [11]. SHARP is a solution running on Mellanox’s fixed-function switches [78], and can process floating-point elements. Switches supporting SHARP have 40 ports at 200Gbps. However, to the best of our knowledge, the best available known data for SHARP (for a single switch) shows a 3.2Tbps bandwidth [16] (32 ports at 100Gbps), and we use this as a reference.

![Figure 11: Bandwidth for different data size and data types.](image)

We observe that, for small data, only tree aggregation provides higher bandwidth than SwitchML. Indeed, single and multi-buffers aggregation cannot exploit staggered sending for small data, and experience contention when accessing the aggregation buffers. Moreover, for small data, we are showing a “cold start” case, where the handlers were not loaded yet in the instruction cache. For larger data, single buffer aggregation efficiently exploits staggered sending, achieving a higher bandwidth compared to multi-buffer and tree aggregation. Indeed, both multi-buffer and tree aggregation have some additional overhead caused by the management of multiple buffers. We also observe that even Flare achieves a higher bandwidth compared to SwitchML and SHARP, while also capable of running arbitrary computations on network packets. As we show in Section 7.1 this leads, for example, to significant performance improvements when dealing with sparse data.

We also report in Figure 11 the bandwidth (in elements aggregated per second), for different data types, for the aggregation of 1MiB data. We consider 32-bits, 16-bits, and 8-bits integers, and floating-point elements (not supported by SwitchML and by existing programmable switches in general). Programmable switches can only process a fixed number of elements per packet. Processing more elements per packet would require more recirculations, thus decreasing the bandwidth accordingly. On the other hand, in Flare the HPUs of the PsPIN unit use vectorization and can aggregate, for example, two int16 elements in a single cycle. This leads to an increase in the number of elements aggregated per second when sending elements with a smaller data type. However, differently from SHARP, Flare currently does not support the aggregation of double-precision floating-point elements.

7 SPARSE DATA

To reduce the network traffic and increase the performance, applications dealing with sparse data might send only the non-zero elements and their positions. In this case, each host splits the data into blocks so that, on average, each block contains a number of non-zero elements that would fit in a network packet. This implies that different hosts might have a different number of elements in each block, as shown in Figure 12. We show both the partitioning of the data in reduction blocks and the elements carried by each packet.
(packets also carry the position of each element inside the block, not shown in the figure for the sake of clarity). The number inside each box represents the value of that specific element. For simplicity, we assume that (due to the MTU) the hosts can send at most two elements per packet and that the data density (defined as the average percentage of non-zero elements in each reduction block) is 50%. Thus, on average, there will be 2 non-zero elements every 4 elements, and thus we set the span of the block to 4 elements.

When the counter is equal to the value carried in the last packet of \( N \) for the dense case the aggregation buffer has size \( 2^3 \). For dense reductions, it was sufficient to keep a counter set to \( 2^3 \). The handlers keep for each block an additional \( 2^3 \) counter for each of the \( P \) hosts. The \( 2^3 \) counter is incremented every time a packet for that block is received from that port. When the counter is equal to the value carried in the last packet of the block, then all the packets for that block and from that specific port have been received, and the \( 2^3 \) counter can be increased.

Another difference compared to the dense case is the design of the data structure that holds the partially aggregated data. \textsc{Flare} still aggregates separate blocks in different buffers. However, whereas for the dense case the aggregation buffer has size \( N \), in the sparse case aggregating two buffers of \( N \) elements leads, in general, to more than \( N \) aggregated elements (because the non-zero elements in the two buffers might not perfectly overlap). For example, in Figure 12, aggregating the data in the packet 10 17 with the data in the packet 3 4 leads to 3 elements (6 16 27).

For sparse data, \textsc{Flare} stores the data and the indexes in a hash table. To avoid expensive collision resolution, when there is a collision, the colliding element is put in a \textit{spill buffer}. When the spill buffer is full, the spilled data is immediately sent to the next switch (or to the hosts). For highly sparse data, this solution reduces memory consumption compared to storing it in a dense format. For denser data, this however increases both the memory occupancy (because indexes must be explicitly stored), the latency when aggregating the data, and the network traffic (because more data spills).

For denser data, \textsc{Flare} uses a contiguous memory buffer of the size of the block. From a computational perspective, this is the design with the lowest latency, because the handler simply needs to store the element in a specific position. However, when the reduction is completed, the buffer needs to be entirely scanned and only the non-zero elements inserted in the packet. Moreover, the memory consumption will be equal to that of the dense case, thus much higher than the optimal if the buffer contains many zeros.

In general, sparse data get denser after each aggregation and, when aggregating data on an in-network reduction tree, the data get denser while traveling from the hosts to the root of the tree. For this reason, \textsc{Flare} stores the data in hash tables in the leaves switches, and in an array in the root switch. The “densification” of sparse data depends on the number of non-overlapping indexes, and we analyze these effects at scale in Section 7.1.

We can distribute the computation to the cores using the same solutions we described in Section 6 for the dense case: single buffer, multiple buffers, and tree aggregation. We can also use the same models, with a few caveats. First, for sparse allreduce, the term \( P \) (i.e., the number of packets expected for a given block) represents the average case because, as described earlier, each block can be composed of more or less than \( P \) packets. Moreover, storing \( N \) elements might require more than \( N \) memory cells, depending on the data structure used to store the partially aggregated data.

### 7.1 Evaluation

First, we report the modeled bandwidth for both the hash and array storage in Figure 13, assuming a 10% density. We observe a lower bandwidth for the sparse allreduce compared to the dense one, due to the more complex operations that need to be executed by the handler to store both the indexes and the data. However, as we will show later, because less data is transmitted, this still allows to obtain a performance advantage compared to both host-based and in-network allreduce.

Then, we report the results for a 1MiB allreduce in Figure 14, analyzing the performance when using both the hash and the array storage, and for different data density. Deep learning applications typically sparsify the data by only communicating the top 0.1% or 1% elements of the original data [39], whereas some graph processing algorithms might retain up to 20% of the data [5, 6]. We observe that, as expected, storing the data as a contiguous array
As we discussed in Section 7, FLARE performance depends on the amount of overlapping indexes. To simulate a realistic scenario, we gathered the data exchanged during a ResNet50 [80] training iteration executed on 64 nodes using SparCML, and we send the same data in SST. Each host works on a 100MiB vector of floating point values. For sparse allreduces, the data is split in buckets of 512 values, and one single value is sent for each bucket (~0.2% density). We reproduce the same data on a simulated 2-level fat tree network [81] built with 8-port 100Gbps switches, connecting 64 nodes with 100Gbps network interfaces. We report in Figure 15 the results of our analysis, by showing the time the hosts need to complete the allreduce and the total number of bytes that traversed the network.

First, we observe that the in-network dense allreduce leads to more than 2x speedup compared to the host-based dense allreduce, and to a 2x reduction in the network traffic. We also observe that the host-based sparse allreduce provides slightly better performance than the in-network dense allreduce. However, it also generates more traffic because, even if less data is sent by the hosts, that data traverses more hops. Eventually, we observe that the in-network FLARE sparse allreduce provides further advantages compared to both host-based sparse allreduce and in-network dense allreduce, both in terms of performance and network traffic. This leads to performance improvement up to 35% and traffic reduction up to 20x compared to the SparCML host-based sparse allreduce, and to performance improvement up to 43% and traffic reduction up to 13x compared to the in-network FLARE dense allreduce.

8 DISCUSSION

Support for other collectives. Although we considered in this work the allreduce collective operation, other collectives like reduce, broadcast, and barrier can also be accelerated with FLARE. For example, a barrier can simply be implemented as an in-network allreduce with 0-bytes data. Moreover, in some frameworks like Horovod [82] each process might have multiple outstanding allreduce operations, and each rank might issue those operations in a different order, potentially leading to deadlock [83]. To address this problem, an additional synchronization step between the ranks is required, and this step could be offloaded to FLARE as well, together with the allreduce operation.
Limitations. As we shown in Section 7.1, the bandwidth achieved by the in-network sparse allreduce is lower than its dense counterpart, due to the higher latency required for processing and aggregating the sparse data. In our experiments, the lower bandwidth was compensated by the reduction in the amount of processed data, and the Flare in-network sparse allreduce outperformed the SparCM host-based sparse allreduce. However, we believe that there is still space for improvement, either by optimizing the handlers code or by introducing hardware support to optimize indirect memory accesses [84].

9 CONCLUSIONS

In this work, we introduced Flare, an architecture for flexible in-network data reduction. Flare is based on the open-source PsPIN RISC-V architecture, and allows running custom packet processing handlers on network packets. Flare also includes a set of aggregation algorithms with different performance and memory occupancy tradeoffs. We modeled and analyzed in detail each of these algorithms, in terms of bandwidth and memory occupancy. We then implemented the aggregation algorithms in the PsPIN cycle-accurate simulator, and analyzed their performance for different allreduce sizes and datatypes, comparing them with state-of-the-art in-network aggregation approaches such as SHARP and SwitchML. Moreover, we also designed and implemented the first (to the best of our knowledge) in-network sparse allreduce algorithm. We implemented the algorithm in the PsPIN and SST simulators, showing performance improvements and network traffic reduction compared to in-network dense allreduce and host-based sparse allreduce.
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