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Abstract. We introduce an algorithm for estimating the trace of a matrix function $f(A)$ using implicit products with a symmetric matrix $A$. Existing methods for implicit trace estimation of a matrix function tend to treat matrix-vector products with $f(A)$ as a black-box to be computed by a Krylov subspace method. Like other recent algorithms for implicit trace estimation, our approach is based on a combination of deflation and stochastic trace estimation. However, we take a closer look at how products with $f(A)$ are integrated into these approaches which enables several efficiencies not present in previously studied methods. In particular, we describe a Krylov subspace method for computing a low-rank approximation of a matrix function by a computationally efficient projection onto Krylov subspace.
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1. Introduction. We consider the task of estimating $\text{tr}(f(A)) = \sum_{i=1}^{d} f(\lambda_i)$ under the assumption that $A$ is accessed by matrix-vector products (matvecs). Here $f: \mathbb{R} \rightarrow \mathbb{R}$ is a scalar function, $A \in \mathbb{R}^{d \times d}$ is a symmetric matrix with eigenvalues $\{\lambda_i\}$, and $f(A)$ is the corresponding matrix function. Many algorithms for this problem can be broken into two components: (i) computing the trace of an arbitrary symmetric matrix $B \in \mathbb{R}^{d \times d}$ accessing $B$ only by matvecs; and (ii) approximating matvecs with $B = f(A)$ by means of a Krylov subspace method. Each of these individual tasks has been studied extensively, and several analyses have aimed to balance the costs of the two components [43, 29, 55, 7].

It is well known that $\mathbb{E}[\psi^T B \psi] = \text{tr}(B)$ if $\psi \in \mathbb{R}^d$ satisfies $\mathbb{E}[\psi \psi^T] = I$. The quadratic trace estimator\(^1\) $\psi^T B \psi$ forms the backbone of the most common stochastic trace estimation algorithms. When the entries of $\psi$ are independent and identically distributed (iid) standard Gaussians, it is known that the estimator has variance $2 \|B\|^2_F$, where $\| \cdot \|_F$ denotes the Frobenius norm. Thus, if the spectrum of $B$ decays quickly, it can be advantageous to compute a low-rank approximation to $B$ and apply the quadratic trace estimator to the remainder. Similar intuition holds for other common choices of $\psi$ such as iid Rademacher ($\pm 1$) entries or iid Gaussian entries normalized so that $\|\psi\|_2 = \sqrt{d}$.

A number of past works have aimed to combine low-rank approximation with quadratic trace estimation [21, 58, 60, 20, 37, 40, 39, 43, 4, 12]. Perhaps the most well known is the Hutch++ algorithm [39] for approximating the trace of an arbitrary implicit matrix\(^2\) $B$. However, in the case $B = f(A)$, Hutch++ does not take advantage of knowledge that matvecs with $B = f(A)$ are typically approximated by a Krylov subspace method. Moreover, at least in its original form, Hutch++ and related variants must be run separately for each implicit matrix. This is in contrast to...
Fig. 1.1. Dependence of eigenvalues of $f(A) = \exp(-\beta A)$ on the parameter $\beta$. Observe that the decay in the spectrum of $\exp(-\beta A)$ can be extremely fast if $\beta$ is large (left) or extremely slow if $\beta$ is small (right). We would like an algorithm which can approximate $\text{tr}(\exp(-\beta A))$ for many values of $\beta$ simultaneously.

simple quadratic trace estimation based Krylov subspace methods which essentially produce a quadrature approximation that can be used to simultaneously approximate $\text{tr}(f(A))$ for multiple functions $f$ efficiently [2, 3, 48, 7].

The primary goal of this paper is to show that when matvecs with $f(A)$ are computed via a Krylov subspace method, more efficient algorithms for estimating $\text{tr}(f(A))$ are possible. This is enabled by two critical observations. First, rather than treating $f(A)$ as an arbitrary matrix, it makes sense to think about how the spectrum of $f(A)$ depends on the spectrum of $A$. Indeed, the natural primitive operation in our setting is matvecs with $A$. Second, matvecs with $f(A)$ and a set of vectors can be approximated very efficiently when the vectors themselves are elements of a Krylov subspace generated with $A$.

**Contributions.** Our main contribution is Algorithm 3.1, which combines low-rank approximation with quadratic trace estimation to estimate $\text{tr}(f(A))$. It is similar in style to Hutch++ but exploits the structure of a block Krylov space to reduce the required number of matvecs. In particular, we show how a low-rank approximation to $f(A)$ can be computed more efficiently, including for multiple functions $f$ simultaneously. In subsection 3.1 we present the details of this algorithm and discuss its relation to past work. In section 4 we present two variants: Algorithm 4.1, an adaptive version that takes as input an error tolerance and failure probability, and Algorithm 4.2, a version designed for situations with a limited amount of memory available. Numerical experiments in section 5 show that our methods compare favorably to existing ones.

**1.1. Motivating example.** Consider the matrix function $f(A) = \exp(-\beta A)$ parameterized by the scalar $\beta > 0$. This function arises in equilibrium quantum thermodynamics as the partition function $Z(\beta) \equiv \text{tr}(\exp(-\beta A))$ and gives us access to properties of a quantum system such as the specific heat, magnetization, and entropy. Evaluating the dependence of $Z(\beta)$ on the inverse Boltzmann temperature $\beta$ is of general interest in the study of quantum systems [58, 48, 13, 7].

As depicted in Figure 1.1, the spectrum of $\exp(-\beta A)$ depends strongly on the value of $\beta$. The spectrum decay influences which algorithms are most suited for computing the trace of the matrix function. For instance, when $\beta$ is large, the partition function $Z(\beta)$ is determined almost entirely by the smallest eigenvalue of $A$ (ground state energy) and approaches based on low rank approximation are effective [47, 40,
On the other hand, when $\beta$ is small, the spectrum of $\exp(-\beta A)$ is relatively flat and standard quadratic trace estimators [21, 49, 31] work very well. For intermediate $\beta$, a combination of these approaches is effective: the contribution to the trace of the top several eigenvalues can be computed directly using a low-rank approximation, and the contribution of the remaining eigenvalues can be computed using quadratic trace estimators.

1.2. Notation. Bolded capital letters $A$, $\Omega$ denote matrices. Bolded lowercase Roman and Greek letters $x$, $y$, $\Psi$ denote vectors. The vector $e_i$ denotes the $i$th column of the identity matrix $I_n$, whose size $n$ can be inferred from context. Similarly, the matrix $E_i$ denotes the Kronecker product $e_i \otimes I_b$, i.e., columns $(i-1)b+1$ through $ib$ of $I_{nb}$, where $n$ and $b$ can be inferred from context. The all-zero matrix is $0$, and its dimensions can be inferred from context.

The transpose of a matrix is $A^T$. The number of columns of $A$ is $\text{cols}(A)$. An orthonormal matrix $Q$ is one with orthonormal columns: i.e., $Q^TQ = I$. If a matrix has the eigenvalue decomposition $A = U \Lambda U^T$, the matrix function $f(A)$ is $Uf(A)U^T$, where $f(A)$ applies $f$ to each diagonal entry of $A$. For a symmetric matrix $A$, a dominant eigenspace of $A$ of dimension $k$ is one corresponding to $k$ eigenvalues of $A$ of largest magnitude. If $A$ has no repeated eigenvalues, then the dominant eigenspace is unique for each $k$. We will write $\lambda_{\text{max}}$ and $\lambda_{\text{min}}$ for the largest and smallest eigenvalues of $A$, $\|A\|_2$ for the operator norm, and $\|A\|_F$ for the Frobenius norm. We denote by $\sigma_{\text{max}}(B)$ and $\sigma_{\text{min}}(B)$ the largest and smallest singular values of $B$.

The submatrix consisting of rows $r$ through $r'$ and columns $c$ through $c'$ is denoted by $[B]_{r:r',c:c'}$. A colon with no indices refers to all rows or columns. Thus, $[B]_{:,1:2}$ denotes the first two columns of $B$, and $[B]_{:,3,:}$ denotes the third row of $B$.

2. Background.

2.1. Implicit trace estimation. Given an orthonormal matrix $Q \in \mathbb{R}^{d \times b}$, define

$$
\tilde{B} \equiv QQ^TB + (I - QQ^T)BQQ^T,
$$

$$
\tilde{B} \equiv (I - QQ^T)B(I - QQ^T),
$$

and note that the linearity of the trace operator implies that

$$
\text{tr}(B) = \text{tr}(\tilde{B}) + \text{tr}(\tilde{B}).
$$

The cyclic property of the trace implies that

$$
\text{tr}(\tilde{B}) = \text{tr}(Q^TBQ),
$$

which allows us to efficiently compute this term exactly. If we define $y_i \equiv (I - QQ^T)\psi_i$ where $\psi_i$ is drawn from some spherically symmetric distribution, then the $y_i/\|y_i\|_2$ are distributed uniformly on the unit hypersphere in the complement of the column span of $Q$. Therefore,

$$
(d - b)\mathbb{E} \left[ \frac{y_i y_i^T}{y_i^T y_i} \right] = (I - QQ^T),
$$

where $(I - QQ^T)$ acts as the identity operator on the complement of the column span of $Q$. Again using the cyclic property of the trace and that $(I - QQ^T)^2 = (I - QQ^T)$, we see that

$$
\text{tr}(\tilde{B}) = \text{tr}((I - QQ^T)B(I - QQ^T)) = (d - b)\mathbb{E} \left[ \frac{y_i^TB y_i}{y_i^T y_i} \right].
$$
Thus, we obtain an unbiased estimator

\[
\text{tr}(B) \approx \text{tr}(Q^T BQ) + \frac{d - b}{m} \sum_{i=1}^{m} \frac{y_i^T By_i}{y_i^T y_i}.
\]

A simple choice of spherically symmetric distribution for \(\Psi_i\) is for the entries to be iid Gaussians. In this case, while \(y_i^T y_i\) concentrates around \(d - b\) when \(d - b\) is large, for finite \(d - b\), using the normalizing factors \((d - b) / y_i^T y_i\) can significantly improve performance over using the un-normalized vectors \(y_i\) alone. The effect is particularly noticeable when the spectrum of \(B\) is flat. The use of such a normalization in the context of stochastic trace estimation was suggested in [12, §2.3].

The critical observation about an estimator like (2.2) is that if \(Q\) is close to the dominant eigenspace of \(B\), then \(e^B\) may have Frobenius norm significantly smaller than that of \(B\). The estimator \(y_i^T By_i / y_i^T y_i\) used in (2.2) has variance closely related to \(\|e^B\|_2\), so the required number of random vectors used may be reduced significantly compared to if quadratic trace estimation was used with \(B\) directly.

A natural approach to finding a \(Q\) near the dominant eigenspace of \(B\) is by sketching [27]. This can be done by taking \(Q\) to be an orthonormal basis for \(B\Omega\), where \(\Omega \in \mathbb{R}^{d \times b}\) is a random test matrix. Thus, we arrive at Algorithm 2.1 which returns an estimate to \(\text{tr}(B)\) using \(2b + m\) matvecs with \(B\).

**Algorithm 2.1 Implicit stochastic trace estimation [39]**

1: procedure \text{IMPLICIT-TRACE}(B, b, m)
2: sample Gaussian matrices \(\Omega \in \mathbb{R}^{d \times b}, \Psi \in \mathbb{R}^{d \times m}\)
3: \(Q = \text{ORTH}(B\Omega)\)
4: \(t_{\text{defl}} = \text{tr}(Q^T BQ)\)
5: \(Y = (I - QQ^T)\Psi \quad \triangleright Y = [y_1, \ldots, y_m]\)
6: \(t_{\text{rem}} = \frac{d - b}{m} \sum_{i=1}^{m} \frac{y_i^T By_i}{y_i^T y_i}\)
7: return \(t_{\text{defl}} + t_{\text{rem}}\)

### 2.2. Krylov subspace methods for matrix function approximation.

It is common to use Krylov subspace methods to approximate products with \(f(A)\) [30, 17]. Specifically, expressions of the form \(f(A)Z\) and \(Z^T f(A)Z\) can be approximated using information from the block Krylov subspace

\[
\mathcal{K}_{q+1}(A, Z) = \text{span}\{Z, AZ, \ldots, A^q Z\}.
\]

Here the span is interpreted as the span of the union of the columns of the constituent matrices.

The block-Lanczos algorithm [23] takes a starting matrix \(Z \in \mathbb{R}^{d \times b}\) with QR factorization \(Z = Q_1 R_1\), and after \(q\) steps, computes a matrix

\[
\begin{bmatrix}
Q_1 \\
Q_2 \\
\vdots \\
Q_{q+1}
\end{bmatrix} \in \mathbb{R}^{d \times (q+1)b}
\]

whose columns form an orthonormal basis for \(\mathcal{K}_{q+1}(A, Z)\). The block columns of \(Q_{q+1}\) satisfy a symmetric block-tridiagonal recurrence

\[
A \bar{Q}_q = \bar{Q}_q T_q + Q_{q+1} R_{q+1} E_q^T
\]
where
\[
T_q = \begin{bmatrix}
M_1 & R_2^T \\
R_2 & \ddots & \ddots \\
\vdots & \ddots & \ddots & R_q^T \\
R_q & \cdots & \cdots & M_q
\end{bmatrix} \in \mathbb{R}^{qb \times qb}.
\]

We call a recurrence of the form (2.5) a block-Lanczos recurrence.³

Algorithm 2.2 presents pseudocode for the block-Lanczos algorithm. For reasons which will become apparent, we also include an additional input parameter \(n\), so that the algorithm runs for \(q+n\) iterations but only performs the reorthogonalization step in line 11 for the first \(q\) iterations. In order to keep the presentation as simple as possible, we assume for Algorithm 2.2 that the Krylov subspace \(K_{q+n}(A,Z)\) has dimension \((q+n)b\). If this assumption is not met, the algorithm can terminate unsuccessfully. A fully practical implementation of the block-Lanczos algorithm should handle rank-deficient blocks by deflation or other means; see for instance [62].

Algorithm 2.2 block-Lanczos

```
1: procedure block-Lanczos(A, Z, q, n)
2: Q_1, R_1 = QR(Z)
3: for k = 1, 2, \ldots, q + n do
4:     if k = 1 then
5:         Z = AQ_1
6:     else
7:         Z = AQ_k - Q_{k-1}R_k^T
8:         M_k = Q_k^T Z
9:         Z = Z - Q_kM_k
10:    if 2 \leq k \leq q then
11:        Z = Z - \bar{Q}_{k-1}(Q_{k-1}^T Z) \quad \triangleright \text{reorthogonalize against } \bar{Q}_{k-1} (2.4)
12:    Q_{k+1}, R_{k+1} = QR(Z)
13: return T_{q+n}, \bar{Q}_{q+1}, optionally R_1
```

After \(q\) steps of the process have been carried out, we obtain the approximation
\[
(2.6) \quad f(A)Z \approx \bar{Q}_q f(T_q) \bar{Q}_q^T Z = \bar{Q}_q [f(T_q)]_{1:b,1:b} R_1
\]
and the quadratic form approximation
\[
(2.7) \quad Z^T f(A)Z \approx Z^T \bar{Q}_q f(T_q) \bar{Q}_q^T Z = R_1^T [f(T_q)]_{1:b,1:b} R_1,
\]
where \(Z = Q_1R_1\). These approximations are exact when \(f\) is a low-degree polynomial.

**Lemma 2.1.** Suppose the Krylov subspace \(K_q(A,Z)\) has dimension \(qb\) (so that no rank-deficient blocks are encountered). Then the approximation (2.6) is exact when \(f\) is a polynomial of degree at most \(q-1\), and the approximation (2.7) is exact when \(f\) is a polynomial of degree at most \(2q-1\).

³The dimensions of \(\bar{Q}_{q+1}\) and \(T_q\) are given under the assumption that the blocks \(R_1, R_2, \ldots\) all have rank \(b\).
Proofs of all lemmas and theorems are given in section 6.

Lemma 2.1 yields a simple bound on the rate of convergence of these approximations.

Lemma 2.2. Under the assumptions of Lemma 2.1, for \( q > 0 \), the approximation (2.6) satisfies

\[
\| f(A)Z - \bar{Q}_q [f(T_q)]_{1:b} R_1 \|_2 \leq 2 \| Z \|_2 \min_{\deg(p) < q} \left( \max_{x \in [\lambda_{\min}, \lambda_{\max}]} |f(x) - p(x)| \right),
\]

and the approximation (2.7) satisfies

\[
\| Z^T f(A)Z - R_1^T [f(T_q)]_{1:b} R_1 \|_2 \leq 2 \| Z \|_2^2 \min_{\deg(p) < 2q} \left( \max_{x \in [\lambda_{\min}, \lambda_{\max}]} |f(x) - p(x)| \right).
\]

Assuming the interval \([\lambda_{\min}, \lambda_{\max}]\) is known, Lemma 2.2 allows us to apply standard bounds from approximation theory to choose \( n \) [53]. For instance, if \( \|A\|_2 \leq 1 \) and \( f \) is analytically continuable to a Bernstein ellipse \( E_{\rho} \) where it satisfies \( |f(x)| \leq M \) for all \( x \in E_{\rho} \), then the error of the best polynomial approximation to \( f \) on \([-1, 1]\) is bounded by \( M\rho^{-n}/(\rho - 1) \). Bounds for non-analytic functions, including \( \nu \)-times differentiable functions whose \((\nu + 1)\)-th derivative is of bounded variation, can also be found in [53].

The Lanczos algorithm without reorthogonalization is highly susceptible to the impacts of finite precision arithmetic. While the rates of convergence of the approximations (2.6) and (2.7) are typically reduced when the algorithm is run in finite precision arithmetic, the bound in Lemma 2.2 can still be expected to hold to close degree, even without reorthogonalization. This has been shown rigorously for the block size one case [11, 34, 42]. In practice, the bounds in Lemma 2.2 are often very pessimistic, even in finite precision arithmetic. Developing spectrum-dependent a priori and a posteriori bounds suitable for use as practical stopping criteria is an active area of research [18, 19, 32, 15, 14, 16, 6, 61].

Alternate methods for matrix function approximation include explicit polynomial approaches such as those based on Chebyshev series [58, 29]. While these approaches tend to satisfy similar bounds to Lemma 2.2, they typically do not outperform Lanczos-based methods [7, 6].

2.3. A simple algorithm for the trace of a matrix function. As mentioned in the introduction, it is common to use the ideas from subsection 2.2 to implement the matvecs with \( f(A) \) in algorithms like Algorithm 2.1. Such an approach has been used in numerical experiments in [39, 43], and an implementation is described explicitly in Algorithm 2.3.

If \( n \) and \( q \) are large enough so that products with \( f(A) \) are computed almost exactly, then approximation to \( tr(f(A)) \) output by Algorithm 2.3 should be close to that generated by Algorithm 2.1. The following result, which we prove in section 6, guarantees that small errors in the computation of the projection matrix \( Q \) do not significantly impact the guarantees for Algorithm 2.1. The remaining impacts of the error in the approximation (2.6) are analyzed formally in Theorem 3.2.

Lemma 2.3. Suppose Algorithm 2.3 terminates successfully. Define

\[
\Delta \equiv \| f(A)\Omega - \bar{Q}_q [f(T_q)]_{1:b} R_1 \|_2 / \| \Omega \|_2,
\]
is that instead of treating the product $B\Omega$ orthornomal basis for $K_A$ space built with
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where $\tilde{Q}_q$, $T_q$, and $R_1$ are as in Algorithm 2.3. Suppose $V \equiv \text{ORTH}(f(A)\Omega)$ and
$Q \equiv \text{ORTH}(\tilde{Q}_q [f(T_q)]_{1:b} R_1)$ are full rank and introduce orthogonal projectors

$P_V \equiv (I - VV^T)$, \quad $P_Q \equiv (I - QQ^T)$.

Then,

$$\|P_Q f(A)P_Q - P_V f(A)P_V\|_F \leq 2\sqrt{2b}\kappa(f(A))\kappa(\Omega)\Delta.$$ 

Note that while $\Delta$ is random, Lemma 2.2 gives a deterministic prior bound for how large $q$ must be set, in terms of the best polynomial approximation to $f$ on $[\lambda_{\text{min}}, \lambda_{\text{max}}]$, to ensure $\Delta$ is small (assuming the block-Lanczos algorithm Algorithm 2.2 terminates successfully). We state the lemma in terms of $\Delta$ rather than the bound in Lemma 2.2 as there are many bounds for Lanczos besides the simple ones stated in Lemma 2.2.

In almost all situations where sketching is used, the block size $b$ is much smaller than the dimension $d$. In such cases, the condition number of $\Omega$ will be relatively small (e.g. $<4$) with high probability [56]. Thus, Lemma 2.3 says that the projection step in Algorithm 2.3 behaves almost identically to that of Algorithm 2.1, as long as $f(A)\Omega$ is computed fairly accurately in Algorithm 2.3.

Note also that

$$\|P_V f(A)P_V\|_F \leq \|f(A)P_V\|_F = \|f(A)\|_F.$$ 

Bounds for the quality of the low-rank approximation $f(A)VV^T$ to $f(A)$ are well studied; see for instance [39, 27]. In particular, $f(A)VV^T$ has nearly the same approximation error as the best rank-$k$ approximation to $f(A)$ in the Frobenius (or spectral) norm, at least when $b = k + p$ for some small $p$.

3. Krylov-aware function approximation. The central insight of this paper
is that instead of treating the product $B\Omega = f(A)\Omega$ as a black-box routine, Algorithm 2.3 can be made more efficient by exploiting the structure of the block Krylov space built with $A$ and $\Omega$. In particular, we make use of the fact that if $Q_{q+1}$ is an orthornomal basis for $K_{q+1}(A, \Omega)$, then

$$K_n(A, \tilde{Q}_{q+1}) = K_{q+n}(A, \Omega).$$
Indeed, we have that span$(\tilde{Q}_{q+1}) = \mathcal{K}_{q+1}(A, \Omega) = \text{span}\{\Omega, A\Omega, \ldots, A^q\Omega\}$. Thus,

\[
\mathcal{K}_n(A, \tilde{Q}_{q+1}) = \text{span}\{\tilde{Q}_{q+1}, A\tilde{Q}_{q+1}, \ldots, A^{n-1}\tilde{Q}_{q+1}\} = \text{span}\{\Omega, A\Omega, \ldots, A^q\Omega, A^2\Omega, \ldots, A^{q+1}\Omega, \ldots, A^{q+n}\Omega\} = \mathcal{K}_{n+q}(A, \Omega).
\]

We note that the block-Lanczos algorithm Algorithm 2.2 can be implemented to automatically respect (3.1) without breaking down.\(^4\) Produces an orthonormal basis for the column space of $Z$ and the block size is decreased. Then, in exact arithmetic, $q + n$ steps of block-Lanczos on the orthonormal matrix $Q_1 \in \mathbb{R}^{d \times b}$ produces the same output as $n$ steps of block-Lanczos on the input $\tilde{Q}_{q+1} \in \mathbb{R}^{d \times (q+1)b}$, where $\tilde{Q}_{q+1}$ is the result of running $q$ steps of block-Lanczos on $Q_1$. We do not provide such an implementation as the details would obfuscate the main point of this paper.

The relation (3.1) suggests that, given $\tilde{Q}_{q+1}$, we can construct an approximation to $\tilde{Q}_{q+1}^T f(A) \tilde{Q}_{q+1}$ using $n - 1$ additional products with matrices of size just $n \times b$. In particular, we can use the approximation

\[
\tilde{Q}_{q+1}^T \tilde{Q}_{q+n+1} f(T_{q+n}) \tilde{Q}_{q+n+1}^T \tilde{Q}_{q+1} = [f(T_{q+n})]_{1:(q+1)b,1:(q+1)b}.
\]

This approximation is exact when $f$ is a sufficiently low-degree polynomial. In particular, we have the following lemma.

**Lemma 3.1.** Assuming the Krylov subspace $\mathcal{K}_{q+n}$ has dimension $(q + n)b$ so that no rank-deficient blocks are encountered, the approximation (3.2) is exactly equal to $\tilde{Q}_{q+1}^T f(A) \tilde{Q}_{q+1}$ whenever $f$ is a polynomial of degree at most $2n - 1$.

In addition, the “Krylov-aware” approach yields a low-rank approximation to $f(A)$. In particular,

\[
\tilde{Q}_{q+1} [f(T_{q+n})]_{1:(q+1)b,1:(q+1)b} \tilde{Q}_{q+1}^T
\]

gives an approximation to the symmetric projection of $f(A)$ onto $\mathcal{K}_{q+1}(A, \Omega)$ which is itself a low-rank approximation to $f(A)$. A theoretical analysis of how well (3.3) works for low-rank approximation would be an interesting topic of further study. In particular, for functions $f$ such as the square root which compress the eigenvalues of $A$, it seems reasonable that this approach would significantly outperform approaches based on approximating $f(A)\Omega$ with a Krylov subspace method (see [44] for some related theoretical results in this direction).

**3.1. Main algorithm.** Our “Krylov-aware” approach to stochastic trace estimation is summarized in Algorithm 3.1. We make a few observations about the implementation:

- In line 3, the columns of $\tilde{Q}_{q+1}$ should be kept orthonormal. The remaining columns of $\tilde{Q}_{q+n+1}$ do not need to be reorthogonalized against $\tilde{Q}_{q+1}$.
- In line 7, the Krylov basis vectors do not need to be reorthogonalized.

\(^4\)Suppose that, when a rank-deficient matrix $Z$ is encountered during the block-Lanczos process, the QR factorization in line 12 of Algorithm 2.2
Algorithm 3.1: Krylov-aware stochastic trace estimation for matrix functions

1: procedure KRYLOV-AWARE-TRACE($A, f, b, q, m, n$)
2: Sample Gaussian matrices $\Omega \in \mathbb{R}^{d\times b}$ and $\Psi \in \mathbb{R}^{d\times m}$
3: $T_{q+n}, \bar{Q}_{q+1} = $ BLOCK-LANCZOS($A, \Omega, q, n$)
4: $t_{\text{defl}} = \text{tr} \left( [f(T_{q+n})]_{1:q+1,1:q+1} \right)$ 
   \quad \triangleright \text{tr}(\bar{Q}_{q+1}^T f(A) \bar{Q}_{q+1})
5: $Y = (I - \bar{Q}_{q+1} \bar{Q}_{q+1}^T) \Psi$
   \quad \triangleright Y = [y_1, \ldots, y_m]
6: for $i = 1, 2, \ldots, m$
7: \hspace{1em} $T_n^{(i)} =$ BLOCK-LANCZOS($A, y_i, 0, n$)
8: \hspace{1em} $t_{\text{rem}} = t_{\text{rem}} + \frac{d-(q+1)b}{m} [f(T_n^{(i)})]_{1,1}$ 
   \quad \triangleright \approx \frac{d-(b+1)q}{m} y_i^T f(A) y_i / y_i^T y_i$
9: return $t_{\text{defl}} + t_{\text{rem}}$

- Lines 6–8 can be run in parallel, blocking matrices with $A$. While it would also be possible to run BLOCK-LANCZOS($A, Y, 0, n$), doing so does not seem to significantly improve the quality of the estimate since the columns of $Y$ do not share any notable structure with respect to $A$.
- Lines 6–8 can also be run in parallel with the final $n$ iterations of line 3.
- The algorithm can also be adapted to approximate $\text{tr}(f(A))$ for many functions $f$ (which do not even need to be known in advance) at minimal additional cost.

We can provide a simple error guarantee for Algorithms 2.3 and 3.1, given a prescribed choice of $b, q, n$. We discuss heuristics and intuition for how $b$ and $q$ can be chosen in the next section.

**Theorem 3.2.** Assume that $A, f, b, q, n$ are such that Algorithms 2.3 and 3.1 terminate successfully with probability one. Set $\bar{Q} \equiv Q$ in the case of Algorithm 2.3 and $\bar{Q} \equiv \bar{Q}_{q+1}$ in the case of Algorithm 3.1, and define $b$ as the number of columns in $\bar{Q}$. Define the random variable $\Delta$ by

$$\Delta \equiv \max \{\Delta_0, \Delta_1, \ldots, \Delta_m\},$$

$$\begin{align*}
\Delta_i &\equiv \|\bar{Q}^T f(A) \bar{Q} - [f(T_{q+n})]_{1,1}\|^2_2 / \|\bar{Q}\|_2^2 \\
\Delta_i &\equiv \|y_i^T f(A) y_i - \|y_i\|^2_2 [f(T_n^{(i)})]_{1,1}\| / \|y_i\|^2_2.
\end{align*}$$

Here $T_{q+n}, T_n^{(i)}$, and $y_i = (I - \bar{Q} \bar{Q}^T) \psi_i$ are as in each algorithm. Then, the outputs of the Algorithms 2.3 and 3.1 satisfy

$$|\text{tr}(f(A)) - E[t_{\text{defl}} + t_{\text{rem}}]| \leq dE[\Delta],$$

$$V[t_{\text{defl}} + t_{\text{rem}}] \leq \left(\sqrt{V} + d \sqrt{E[\Delta^2]} \right)^2,$$

where, with $F \equiv (I - \bar{Q} \bar{Q}^T) f(A) (I - \bar{Q} \bar{Q}^T)$,

$$V \equiv \frac{2}{m} \left( \frac{d - b}{d - b + 2} \right) \left( E[\|F\|^2_2] - \frac{E[\text{tr}(F)^2]}{d - b} \right).$$

Moreover, with $P_{\bar{Q}} \equiv I - \bar{Q} \bar{Q}^T$, and provided the same matrix $\Omega$ is used in both algorithms, $\|P_{\bar{Q}_{q+1}} f(A) P_{\bar{Q}_{q+1}}\|_F^2 \leq \|P_Q f(A) P_Q\|_F^2$ and so

$$E[\|P_{\bar{Q}_{q+1}} f(A) P_{\bar{Q}_{q+1}}\|^2_2] \leq E[\|P_{\bar{Q}} f(A) P_{\bar{Q}}\|^2_2].$$
We make several comments on Theorem 3.2. First assuming the algorithm terminates successfully, $\Delta$ can be upper bounded by a deterministic quantity which, for reasonable functions $f$, tends to zero as $n \to \infty$; see subsection 2.2. Second, the variance bound is obtained using the fact that $d - \hat{b}_m y_i^T i/ y_i^T y_i$ has known variance $V$ (with respect to the randomness in $\psi_i$)[21, 38]. The concentration of measure phenomenon for the uniform distribution on the sphere[35] implies that this random variable is sub-Gaussian [45]. However, fine-grained concentration inequalities are are not as readily available in the literature as the inequalities for Gaussian or Rademacher vectors [39, 43]. Finally, the result shows that if $d \Delta$ is small relative to max$(1, \sqrt{V})$, then Algorithm 3.1 cannot perform significantly worse than Algorithm 2.3. Our experiments in section 5 show that Algorithm 3.1 often performs significantly better than Algorithm 2.3.

Lemma 2.3 in conjunction with Lemma 2.2 implies that when $q$ increases, the quality of the projection matrix $Q$ by Algorithm 2.3 converges to the projection matrix which would be generated if products with $f(A)$ were computed exactly (i.e. to the projection matrix generated by Hutch++). For many cases of interest, the latter is a poor way to spend one’s computational budget. For example, if $A$ is symmetric positive semidefinite and $f(x) = x^{1/2}$, then a better projection matrix $Q$ could be obtained simply by running one step of subspace iteration with $A$ itself! On the other hand, one can expect the block Krylov subspace $\bar{Q}_{q+1}$ to continue to improve as $q$ increases.\(^5\) Exactly how much the block Krylov space improves, however, is a more difficult question to answer. We discuss the topic further in subsection 3.3.

3.2. Choice of parameters. In all, Algorithm 3.1 requires $b(q + n) + mn$ matvecs with $A$ and a minimum of $q + n$ matrix loads, matching the costs of Algorithm 2.3.

This interpretation alone is perhaps too optimistic, since Algorithm 3.1 requires storing and orthogonalizing $\bar{Q}_{q+1}$. In many situations, the size of $\bar{Q}_{q+1}$ will be limited by these storage and reorthogonalization costs rather than the number of matvecs with $A$. Suppose that we have some predetermined limit on the number of vectors to be used for deflation, i.e. $b(q + 1)$ is bounded by a constant. What block size will be most useful? Using a small block size will reduce the number of matvecs, while using a larger block size will allow for greater parallelism and reduce the number of matrix loads.

Methods focused on computing a small number of eigenvectors to high accuracy have tended to use small block sizes (including $b = 1$) [59, 52] while more recent analyses of randomized block-Lanczos have tended to consider large $b$ and small $q$ [41, 57, 10, 26]; see [38] for more background. For the problems of finding a low-rank approximation or a few eigenpairs of $A$, the total number of matrix loads is roughly proportional to $q$, so the trade-off between the Krylov-depth $q$ and block-size $b$ is not just in the total number of matvecs, but also the number of matrix loads.

In our situation the minimum number of matrix loads is $q + n$. Since $n$ will typically be relatively high (i.e. not some small constant like 3) due to the need to construct a sufficiently large Krylov subspace such that products with $f(A)$ are\

\(^{5}\)If $A$ has only a few distinct eigenvalues, the dimension of the block-Krylov subspace may stop growing. However, in such cases the approximation $f(A)\Omega$ is exact, so the projection space used by Algorithm 3.1 is no worse than what is used by Algorithm 2.3 (which also becomes exact and therefore is the same as the space used by Algorithm 2.1.)

\(^{7}\)It is possible to reduce the storage costs of Lanczos-based matrix function approximation from $O(n)$ to $O(1)$ using a two-pass approach. However, this doubles the number of matrix-vector products from $n$ to $2n$. Other low memory approaches may be possible for certain functions [25].
Approximate costs of algorithms. Here storage is measured in terms of the number of vectors of length $d$ stored. For simplicity, we assume each implicit product with $f(A)$ in Hutch++ is sequentially implemented using $n$ steps of the Lanczos method for matrix function approximation. The number of matrix loads of $A$, which is more important than the total number of matvecs in some situations, is not displayed here. In general, the number of matrix loads can be reduced at the cost of increased storage.

| Algorithm  | number matvecs | storage | inner products |
|------------|----------------|---------|----------------|
| Alg. 2.3   | $b(q + n) + mn$ | $O(b + n)$ | $O(b^2 + bn + bm + mn)$ |
| Alg. 3.1   | $b(q + n) + mn$ | $O(bq + n)$ | $O(b^2(q^2 + n) + bqm + mn)$ |
| Alg. 4.2   | $b(qr + q + n) + mn$ | $O(bq + n)$ | $O(b^2(q^2r + n) + bqm + mn)$ |

computed to sufficient accuracy, making $q$ small cannot significantly reduce the overall number of matrix-loads. In other words, the presumed benefit of our algorithm is in the reduced number of matvecs required, rather than a reduction in the number of matrix loads. This suggests that when the size of the deflation space is limited, it makes sense to take $b$ small and $q$ large.

To improve the quality of the approximation to the dominant eigenspace of $f(A)$ while limiting the size of $Q_{q+1}$ (and therefore reorthogonalization and storage costs) it is common to use restarting schemes for block-Lanczos [1, 62]. We describe how these approaches can be used with our algorithm in subsection 4.2. The costs of the algorithms described in this paper are summarized in Table 3.1. One feature worth noting is that since we assume the last $n$ steps of the block-Lanczos process are done without reorthogonalization, the number of inner products required by our algorithms grow at worst proportional to $n$ (as opposed to $n^2$).

### 3.3. Relation to past work.

A number of papers have integrated Krylov subspace methods into implicit trace approximation algorithms. The most widespread approach has been to use Krylov subspace methods to approximate products with $f(A)$ for quadratic trace estimators [2, 3, 49, 58, 29, 54, etc.]; see [7] for a recent review. This approach is well understood and has been studied in detail. More recently, a number of algorithms aim to incorporate low-rank approximation.

The paper [36] takes $Q$ to be an orthonormal basis for the entire block Krylov subspace $K_{q+1}(A, \Omega)$ and uses it to estimate $\text{tr}(A)$ and $\text{tr}(\log(I + A))$ when $A$ is positive definite. This method builds on the work in [47] (which uses randomized subspace iteration) and is a special case of Algorithm 3.1 with $n = 1$ and $m = 0$. Our approach works with any $n$ which is critical for general matrix functions whose dominant eigenvalues may not align with those of $A$.

The paper [60] estimates $\text{tr}(A^{-1})$ using a low-rank approximation to $A$ for variance reduction. The authors note that the Krylov space produced with each new sample of the quadratic trace estimator contains information about the eigenvalues and eigenvectors of $A$, and discuss the possibility of using this information to incrementally update the low-rank approximation. Low-rank approximation and quadratic trace estimation were combined in [40] in order to approximate $\text{tr}(\exp(-\beta A))$ and related quantities.

A more direct inspiration for our work is [5], in which the authors propose to estimate the diagonal of a matrix using as samples the vectors $\{v_0, \ldots, v_k\}$, where $v_k \equiv T_k(A)v_0$ and $T_k$ is the $k$-th Chebyshev polynomial of the first kind. By exploiting the shared structure of these vectors, they significantly reduce computational
costs. The authors note that these samples are “correlated and not completely random”; our innovation is to apply their technique to the deflation step only, which will allow the trace estimator to remain unbiased.

All of [47, 36, 44] derive a priori bounds for low-rank approximation of matrix functions. In particular, [44] analyzes low rank approximation of operator monotone functions using a Nyström based approximation similar to what is used by a subcase of our restarted variant described in subsection 4.2 (again with \( n = 1 \)). This approach is combined with quadratic trace estimation to produce estimates of the trace of operator monotone functions. All of these analyses make critical use of the structure of \( f \), which allows \( \hat{Q}^T f(A) \hat{Q}^T \) to be approximated by \( f(\hat{Q}^T A \hat{Q}^T) \) if \( A \) is well-approximated by \( \hat{Q}^T A \hat{Q}^T \). For arbitrary \( f \), it seems possible that \( \hat{Q}^T f(A) \hat{Q}^T \) provides a good approximation to \( f(A) \) even if \( \hat{Q}^T A \hat{Q}^T \) does not provide a good approximation to \( A \). Thus, the observation that \( \hat{Q}^T f(A) \hat{Q}^T \) can be approximated efficiently if the span of the columns of \( \hat{Q} \) is itself a Krylov subspace (see (3.3)) is a critical aspect of our algorithm. However, this added complexity means that a priori bounds for the quality of the “Krylov-aware” low-rank approximation used in our algorithm are outside of the scope of this paper. Understanding the theoretical behavior of these algorithms is an interesting topic for further study.

4. Variants. We discuss several variants of Algorithm 3.1 which may be more practical in many situations.

4.1. Adaptive variant. One disadvantage of Algorithm 3.1 is that a user may not know ahead of time how much effort should be devoted to variance reduction as opposed to the quadratic trace estimator. In order to ameliorate this problem, we propose an adaptive variant (Algorithm 4.1) that takes parameters \( \epsilon > 0 \) and \( \delta \in (0, 1) \) and attempts to compute an estimate satisfying

\[
P(|\text{est} - \text{tr}(f(A))| > \epsilon) < \delta.
\]

The adaptive algorithm [43, Algorithm 2] provably satisfies such an error guarantee under the assumption that matvecs with \( f(A) \) can be computed exactly. We model our algorithm instead on the slightly less rigorous A-Hutch++ [43, Algorithm 3], which is simpler while still having good empirical behavior.

We assume that the block-Lanczos process computes matvecs with \( f(A) \) exactly—or more precisely, we assume that \( n \) is set large enough for the discrepancy to be ignored. For more detailed discussions on how to select the degree \( n \) depending on the function \( f \) and spectrum of \( A \), see [22, 54, 7].

We also assume that the block size \( b \) is fixed. Once this is done, the adaptive algorithm must decide first how many Lanczos iterations \( q \) to devote to variance reduction, and second how many vectors \( m \) to use for the quadratic trace estimator. The answer to the second part is straightforward, given an estimate of the remainder \( \|\hat{B}\|_F \). In [8] it is shown that for user-specified tolerances \( \epsilon > 0 \) and \( \delta \in (0, 1) \),

\[
P(\|
\psi^T \hat{B} \psi - \text{tr} (\hat{B}) \| > \epsilon) < \delta \quad \text{if} \quad m \geq c \epsilon^{-2} (\|\hat{B}\|_F^2 + \epsilon \|\hat{B}\|_2) \ln(2/\delta),
\]

where \( c \) is a constant depending on the distribution of \( \psi \in \mathbb{R}^{d \times m} \).

Relaxing the bound (4.1) via the approximation \( \|\hat{B}\|_F^2 + \epsilon \|\hat{B}\|_2 \approx \|\hat{B}\|_F^2 \), the algorithm A-Hutch++ defines

\[
C(\epsilon, \delta) \equiv 4\epsilon^{-2} \log(2/\delta)
\]

\[\text{It suffices to take } c = 4 \text{ for Gaussian vectors and } c = 16 \text{ for Rademacher [8].}\]
and proposes to use \( m = C(\epsilon, \delta)\|\bar{B}\|_F^2 \) samples. In practice, A-Hutch++ increases \( m \) incrementally while simultaneously updating an estimate of \( \|\bar{B}\|_F^2 \), and we do the same in Algorithm 4.1. We use a slightly paraphrased version of [43, Lemma 2.2], which relies on a result from [46].

**Lemma 4.1.** Let \( \Psi \in \mathbb{R}^{d \times k} \) be a standard Gaussian matrix, and let \( \bar{B} \in \mathbb{R}^{d \times d} \). For any \( \alpha \in (0,1) \), it holds that

\[
P\left( \frac{1}{k\alpha} \|\bar{B}\Psi\|_F^2 \leq \|\bar{B}\|_F^2 \right) \leq P(\chi_n \leq k\alpha),
\]

where \( \chi_n \) is a chi-squared random variable with \( k \) degrees of freedom.

For a user-specified failure tolerance \( \delta \), we can therefore define

\[
\alpha_k = \frac{1}{k} F_X^{-1}(\delta),
\]

where \( F_X \) is the cumulative distribution function (CDF) of \( \chi_n \). It follows from Lemma 4.1 that \( \frac{1}{k\alpha_k} \|\bar{B}\Psi\|_F^2 \) will overestimate \( \|\bar{B}\|_F^2 \) with probability at least \( 1 - \delta \). It is shown in [43] that the sequence \( \{\alpha_k\} \) increases monotonically and converges to 1. Algorithm 4.1 uses the same set of random vectors to incrementally estimate \( \text{tr}(\bar{B}) \) and \( \|\bar{B}\|_F^2 \) simultaneously, stopping when the number of samples \( k \) exceeds the sampling number

\[
m_k = \frac{1}{k\alpha_k} \|\bar{B}\Psi\|_F^2 \geq \|\bar{B}\|_F^2.
\]

**Remark 1.** The factor \( \alpha_k \) is pessimistic if the stable rank \( \|\bar{B}\|_F^2 / \|\bar{B}\|_F^2 \) is large. Ideally, one should incrementally estimate the stable rank and use it in combination with bounds such as those in [24, 8] to obtain values for \( \alpha_k \) closer to 1, and therefore smaller values for \( m_k \). We stick with the definition (4.4) in order to focus on the more novel aspects of our algorithm.

All that remains is to determine the number of iterations \( q \). The total number of matvecs used by Algorithm 3.1, which we use as a proxy for the computational cost, is

\[
M(q) = (q + n)b + nm \approx (q + n)b + nC(\epsilon, \delta)(\|I - \bar{Q}_{q+1}\bar{Q}_{q+1}^T\|_F^2) \leq (q + n)b + nC(\epsilon, \delta)(\|f(A)\|_F^2 - 2\|f(A)\bar{Q}_{q+1}\|_F^2 + \|\bar{Q}_{q+1}^Tf(A)\bar{Q}_{q+1}\|_F^2)
\]

\[
= qb - nC(\epsilon, \delta)\|\bar{Q}_{q+1}\|_F^2 - \|\bar{Q}_{q+1}^Tf(A)\bar{Q}_{q+1}\|_F^2 + \text{constant}.
\]

Using \( n \) steps of block-Lanczos to estimate the above quantity, we get the objective function

\[
\tilde{M}(q) = qb - nC(\epsilon, \delta)(2\|f(T_{q+n})\|_F^2 - \|f(T_{q+n})\|_F^2).
\]

As is done in [43, §2.1.2], we propose to stop when \( \tilde{M}(q) > \tilde{M}(q-1) > \tilde{M}(q-2) \), which suggests that a local minimum has been found.\(^9\) With this approach the

\(^9\)In practice, we may also include a preset limit \( q_{\text{max}} \) on the number of vectors we are willing to store and orthogonalize. In such cases, one might turn to restarting (as described in the next section) to refine the quality of the low-rank approximation.
quantity \( \tilde{M}(q) \) can only be estimated after a delay of \( n \) further iterations, but since Algorithm 3.1 already requires the computation of \( T_{q+n} \), this work is not wasted. Our approach also requires us to compute the eigenvalues of the block tridiagonal matrix \( T \) at each iteration, but in theory the eigenvalues can be updated cheaply with each iteration.

In practice, the true cost of the algorithm is not necessarily directly proportional to the number of matvecs. For instance, storage or reorthogonalization costs are often a computational bottleneck. In such cases, one can update the function \( M(q) \) to account for such costs. However, this may make the resulting optimization problem involving \( \tilde{M}(q) \) more difficult.

Algorithm 4.1 Adaptive Krylov-aware stochastic trace estimation

1: \textbf{procedure} ADA-TRACE\((A, f, n, b, \epsilon, \delta)\)
2: \hspace{1em} Sample Gaussian \( \Omega \in \mathbb{R}^{d \times b} \)
3: \hspace{1em} \( T_{q+n}, \bar{Q}_{q+1} = \text{BLOCK-LANCZOS}(A, \Omega) \), run until \( \tilde{M}(q) \) minimized
4: \hspace{1em} \( t_{\text{defl}} = \text{tr} \left( [f(T_{q+n})]_{1:(q+1),b,1:(q+1),b} \right) \)
5: \hspace{1em} Initialize \( t_{\text{rem}} = 0 \) and \( t_{\text{fro}} = 0 \)
6: \hspace{1em} Initialize \( m_0 = \infty \) and \( k = 0 \)
7: \hspace{1em} \textbf{while} \( m_k > k \) \textbf{do}
8: \hspace{1em} \hspace{1em} \( k = k + 1 \)
9: \hspace{1em} \hspace{1em} Sample Gaussian \( \psi_k \in \mathbb{R}^d \)
10: \hspace{1em} \hspace{1em} Orthogonalize \( y_k = (I - \bar{Q}_{q+1} \bar{Q}_{q+1}^T) \psi_k \)
11: \hspace{1em} \hspace{1em} \( T^{(k)} = \text{BLOCK-LANCZOS}(A, y_k, n) \)
12: \hspace{1em} \hspace{1em} Increment \( t_{\text{rem}} = t_{\text{rem}} + \left( \frac{f(T^{(k)})}{1,1} \| y_k \|_2 \right)^2 \) \hspace{1em} \( \triangleright \) Estimate \( \text{tr}(B) \)
13: \hspace{1em} \hspace{1em} Increment \( t_{\text{fro}} = t_{\text{fro}} + \| [f(T^{(k)})]_{1,1} \|_2 \| y_k \|_2 \) \hspace{1em} \( \triangleright \) Estimate \( \| B \|_F^2 \)
14: \hspace{1em} \hspace{1em} \( \alpha_k = \frac{1}{kF^{-1}(\delta)} \), where \( X \sim \chi_k^2 \) \hspace{1em} \( \triangleright \) Inverse CDF
15: \hspace{1em} \hspace{1em} \( m_k = \frac{1}{k\alpha_k C(\epsilon, \delta) t_{\text{fro}}} \)
16: \hspace{1em} \textbf{return} \( t_{\text{defl}} + \frac{1}{k} t_{\text{rem}} \)

Algorithm 4.1 presents the adaptive algorithm. As with Algorithm 3.1, the loop can be blocked for efficiency. Note here that the normalization of \( y_k \) differs from Algorithm 3.1. This is essentially an artifact of analysis, as fine-grained concentration inequalities depending on \( \| B \|_F \) for vectors sampled from the hypersphere are less readily available. It is trivial and inexpensive to maintain both normalizations.

4.2. Low-memory variant. In practice, the memory and orthogonalization costs of block-Lanczos may limit the dimension of the Krylov subspace used for variance reduction. In such situations, we aim to find a subspace of \( K_{q+1}(A, \Omega) \) that approximates the dominant eigenspace of \( f(A) \) without having to store a basis for the entire block Krylov space. Some of the most widely used techniques for this task are based on restarting the Lanczos recurrence using a carefully chosen subspace of \( K_q(A, \Omega) \) \cite{1, 50, 62}. For concreteness and clarity we focus on the implicitly restarted block-Lanczos method \cite{1}. Other techniques may make more sense in specific situations.

Specifically, suppose the block-Lanczos process has been run for \( q \) iterations to obtain \( \{Q_k\}, \{M_k\}, \{R_k\} \) which satisfy

\[
A \bar{Q}_q = \bar{Q}_q T_q + Q_{q+1} R_{q+1} E_q^T.
\]
Algorithm 4.2 Low-memory Krylov-aware stochastic trace estimation

1: procedure RESTART-TRACE($A, f, r, \{p(i)\}, b, q, m, n$)
2: Sample Gaussian matrices $\Omega \in \mathbb{R}^{d \times b}$ and $\Psi \in \mathbb{R}^{d \times m}$
3: for $i = 1, 2, \ldots, r$ do
4: $T_q, \tilde{Q}_{q+1} = \text{BLOCK-LANCZOS}(A, \Omega, q)$
5: $\Omega = \tilde{Q}_q[p(T_q)]_{1:1:b} R_1 \quad \triangleright \quad \Omega = p^{(i)}(A)\Omega$
6: $T_{q+n}, \tilde{Q}_{q+n} = \text{BLOCK-LANCZOS}(A, \Omega, q + n)$
7: $t_{\text{defl}} = \text{tr}\left(f(T_{q+n})\right)_{1:(q+1)b, 1:(q+1)b} \quad \triangleright \quad \text{tr}(\tilde{Q}^T_{q+n} f(A)\tilde{Q}_{q+n+1})$
8: $Y = (I - \tilde{Q}_{q+n+1} \tilde{Q}_{q+1}^T) \Psi \quad \triangleright \quad Y = [y_1, \ldots, y_m]$
9: for $i = 1, 2, \ldots, m$ do
10: $T_{n}^{(i)} = \text{BLOCK-LANCZOS}(A, y_i, n)$
11: $t_{\text{rem}} = t_{\text{rem}} + \frac{d-(q+1)b}{m} [f(T_{n}^{(i)})]_{1,1}$ \quad \triangleright \quad \frac{d-(q+1)b}{m} y_i^T B y_i / y_i^T y_i$
12: return $t_{\text{defl}} + t_{\text{rem}}$

The restarting process involves updating $\Omega = p(A)\Omega = \tilde{Q}_q[p(T_q)]_{1:1:b} R_1$, where $p$ is some degree-$q$ polynomial, and then generating a new Lanczos recurrence starting with the updated $\Omega$. This process can then be repeated. Ideally $p$ is large on the desirable eigenvalues of $A$ and small elsewhere; i.e. $p$ acts as a filtering polynomial. A number of techniques for choosing such polynomials and performing the update step have been studied [1, 50].

If filter polynomials $\{p^{(i)}\}_{i=1}^r$ are used, then the final Krylov subspace generated is

$$K_{q+1}(A, p^{(r)}(A) \cdots p^{(1)}(A)\Omega).$$

While $p^{(r-1)}(A) \cdots p^{(1)}(A)\Omega$ could be computed explicitly, the advantage of breaking it into phases is that the process can adapt to the information gained at each step; i.e. the number of restarts $r$ and the polynomials $\{p^{(i)}\}_{i=1}^r$ do not have to be chosen in advance. This allows the process to be terminated after a sufficiently desirable approximation is obtained.

One might hope to apply the techniques from subsection 4.1 in order to derive a stopping criterion for the restarting stage of Algorithm 4.2. The main difference is that in many of the use cases we envision for Algorithm 4.2, the rank of the approximation space $\tilde{Q}_{q+1}$ will be fixed. In such cases, the minimum possible value of $\|B\|^2_F = \|[I - \tilde{Q}_{q+1} Q_{q+1}^T] f(A) (I - \tilde{Q}_{q+1} Q_{q+1}^T)\|^2_F$ will be limited by the quality of the best rank $(q+1)b$ approximation to $f(A)$. Thus, it would be more appropriate to terminate the restarting procedure after the quality of approximation is not improved. This might be done by observing the quantity

$$\text{tr}\left([f(T_{q+n})]_{1:(q+1)b, 1:(q+1)b}\right)$$

before deciding whether to repeat lines 4 and 5 or proceed to line 7.

One can of course use Lemma 4.1 to estimate $\|B\|^2_F$ in order to determine the number of samples to be used in the second stage of the algorithm. However, the spread of the output of the second stage of the algorithm can be easily controlled by relatively simple statistical methods for scalar random variables such as observing the sample variance, bootstrapping, or jackknife.
While we believe that a practical version of our algorithm for application to real problems should incorporate both adaptive parameter selection and restarting, a good implementation is necessarily dependent on the problem at hand and the computing system to be used. Thus, for the sake of clarity, we do not provide a description which combines both adaptive parameter selection and restarting.

5. Numerical experiments.

5.1. Quantum spin systems. In this example, we consider the task of computing the partition function

\[ Z(\beta) = \text{tr}(\exp(-\beta A)) \]

for the isotropic XY Heisenberg spin chain with a magnetic field of strength \( h \) pointed in the z-direction [58, 48, 13, 7]. Specifically, the Heisenberg Hamiltonian for such a chain with \( N \) spins of spin number \( s = 1/2 \) is given by

\[ A = 2 \sum_{i=1}^{N-1} (s_i^x s_{i+1}^x + s_i^y s_{i+1}^y) + h \sum_{i=1}^{N} s_i^z. \]

Here \( s_i^{x/y/z} \in \mathbb{C}^{(2s+1) \times (2s+1)} \) is defined by

\[ s_i^{x/y/z} = \underbrace{I \otimes \cdots \otimes I}_{i-1 \text{ terms}} \otimes s^{x/y/z} \otimes \underbrace{I \otimes \cdots \otimes I}_{N-i \text{ terms}} \]

where

\[ s^x = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad s^y = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, \quad s^z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}. \]

We set \( h = 0.3 \) and \( N = 20 \) so that \( d = 2^{20} = 1048576 \) and apply Algorithm 3.1 or Algorithm 4.2 with several different choices of parameters to compute \( Z(\beta) \) for a range of \( \beta \). For each parameter choice shown in Table 5.1, we run the algorithm independently 100 times and compare to the true value of \( Z(\beta) \), which can be computed analytically for \( s = 1/2 \) using the standard “Bethe ansatz” [33]. In all cases, \( n \) is fixed to be large enough that the matrix exponential is applied accurately. The 90-th percentile of the relative errors are reported in Figure 5.1; i.e. errors were better than reported in the figure in 90% of the trials.

The results for the first four parameter choices are shown in the left panel of Figure 5.1 and illustrate the benefit of our algorithm over approaches based solely on low-rank approximation or quadratic trace estimation. Parameter choice (i) is a low-rank approximation type approach with \( m = 0 \). This produces a highly accurate approximation for large \( \beta \), but a very inaccurate approximation for smaller \( \beta \). Parameter choice (ii) is a pure quadratic trace estimation approach with \( b = q = 0 \). This performs most accurately at small \( \beta \) but less accurately at large \( \beta \). The next two parameter choices combine both approaches. Parameter choice (iii) uses the same non-zero values of \( q, b, \) and \( m \) from choices (i) and (ii) and, unsurprisingly, performs better than the first two approaches. Of course, the total number of matvecs is the sum of the first two approaches. Parameter choice (iv) is around the same cost as the first two approaches, and while it performs somewhat worse than either of the original approaches at extreme values of \( \beta \), it performs better than these approaches for
Table 5.1

Choices of parameters for Figure 5.1. In the second-to-last column, an entry such as 1200+300=1500 indicates that 1200 matvecs were devoted to deflation and 300 to estimating the trace of the remainder, for a total of 1500.

|   |   |   |   |   | cols(\bar{Q}_{q+1}) |
|---|---|---|---|---|---------------------|
| (i) | 0 | 8 | 30 | 0 | 50 | 640 + 0 = 640 | 248 |
| (ii) | 0 | 0 | 0 | 13 | 50 | 0 + 650 = 650 | 0 |
| (iii) | 0 | 8 | 30 | 13 | 50 | 640 + 650 = 1290 | 248 |
| (iv) | 0 | 4 | 30 | 6 | 50 | 320 + 300 = 650 | 124 |
| (v) | 0 | 4 | 10 | 6 | 50 | 240 + 300 = 540 | 44 |
| (vi) | 2 | 4 | 10 | 6 | 50 | 720 + 300 = 1020 | 44 |
| (vii) | 4 | 4 | 10 | 6 | 50 | 1200 + 300 = 1500 | 44 |

Fig. 5.1. 90th percentile of relative errors for Algorithm 3.1 (left) and Algorithm 4.2 (right) used to estimate \( \text{tr}(\exp(-\beta A)) \) for a spin chain. Curve (i) corresponds to low-rank approximation only, curve (ii) corresponds to quadratic trace estimation only, curve (iii) corresponds to a combination whose total cost is the cost of (i)+(ii), and curve (iv) corresponds to a combination whose total cost is the same as each of (i) and (ii). Curve (v) corresponds to zero restarts, curve (vi) to two restarts, and curve (vii) to four restarts. Exact parameter choices are given in Table 5.1. Note: the figure in the published version was generated without normalization, due to a clerical error.

intermediate values of \( \beta \). More importantly, the approach produces an approximation which is more uniformly good over the entire range of \( \beta \) encountered.

We remark that the fact that the quality of the approximations improve as \( \beta \to 0 \) is due to the normalization. If we do not use this normalization factor, then the error stagnates for \( \beta \) small. See [12, §4.2] for more experiments regarding the use of normalization.

The results for the final three parameter choices are shown in the right panel of Figure 5.1 and illustrate the potential effectiveness of restarting. We take the filter polynomials to be the Chebyshev interpolants to \( x \mapsto \exp(-\beta_0 x) \) on an interval containing the eigenvalues of \( \bar{T}_q \), where \( \beta_0 \) is the largest of the \( \beta \) used in the experiment. As expected, restarting allows a better low-rank approximation while limiting
the storage and organization costs. With sufficient restarts, we are able to attain an approximation of quality comparable or even better to the results of parameter choice (iv).

5.2. Parameter selection for the inverse. In this example, we explore how the block size $b$, Krylov depth $q$, and number of restart cycles $r$ impacts the quality of the basis $\bar{Q}_{q+1}$. Specifically, we compute

$$\| (I - \bar{Q}_{q+1}\bar{Q}_{q+1}^T) f(A)(I - \bar{Q}_{q+1}\bar{Q}_{q+1}^T) \|_F / \| f(A) \|_F$$

At least assuming $n$ is large enough that $f(A)$ is applied accurately, this quantity is directly proportional to the variance of the quadratic trace estimator used in the second stage of our algorithm.

In order to test our algorithm, we use $f(x) = 1/x$ and choose two spectra defined, for $i = 1, 2, \ldots, d$, by

$$f(\lambda_i^{\text{slow}}) = 1 + \left( \frac{i - 1}{d - 1} \right)^2 (\kappa - 1), \quad f(\lambda_i^{\text{fast}}) = 1 + \left( \frac{i - 1}{d - 1} \right) (\kappa - 1) \rho^{d-i}.$$ 

These respectively correspond to algebraic and geometric decay in the eigenvalues of the matrix function $f(A)$. We then use the first stage of Algorithms 3.1 and 4.2 to compute $\bar{Q}_{q+1}$ for a range of $q$, $b$, and $r$.

The results of our experiments are reported in Figure 5.2. As expected, when $q$, $b$, and $r$ are larger, the quality of the approximation improves. In the case of slow (algebraic) decay, restarting is only mildly effective due to the fact that the are many eigenvalues with similar magnitude to the top eigenvalues. Moreover, as expected, the reduction in the value of (5.1) is not substantial. On the other hand, in the case of fast (geometric) decay, restarting allows higher quality approximations.

In addition, we show the quality of projection used by Algorithm 2.3, which is essentially Hutch++ with matrix-vector products with $f(A)$ computed via a black-box Krylov subspace method. As expected, after $q$ becomes sufficiently large such that the Lanczos approximation to $f(A)\Omega$ is reasonably accurate, this approach no longer improves with $q$. Moreover, for any fixed values of $q$ and $b$, the approximation is worse than than our algorithm, due to the fact that the projection space is a strict subspace of $\bar{Q}_{q+1}$.

5.3. Adaptive algorithm. We test Algorithm 4.1 on several problems, one with synthetic data and two using matrices from the SuiteSparse Matrix Collection [9]. On each of these problems we compare its performance to that of A-Hutch++ [43]. These algorithms differ only in their method for producing a set of vectors $\bar{Q}_{q+1}$ for deflation and estimating $\text{tr}(\bar{Q}_{q+1}^T f(A)\bar{Q}_{q+1})$; in our implementation, the procedures for estimating the remainder (lines 5-15 of Algorithm 4.1) are identical. Thus for a fixed input $(\epsilon, \delta)$ we expect the algorithms to have similar accuracy. The primary differences will be the number of vectors devoted to deflation and the cost of the deflation step.

5.3.1. Estrada index. For our first test case we estimated the Estrada index $\text{tr}(\exp(A))$ of the Roget’s Thesaurus graph, a $1022 \times 1022$ matrix with 7297 nonzero elements after symmetrization. We ran the adaptive algorithms to a relative error of $2^{-p}$ for $2 \leq p \leq 7$ with failure probability $\delta = 0.05$ and with 10 trials for each value of $p$. Matrix-vector products with $\exp(A)$ were estimated using $n = 30$ steps of the Lanczos process, and the block-Lanczos routine in Algorithm 4.1 used block size $b = 2$. 

5.3. Quality of projection subspace $\mathbf{Q}_{q+1}$ as in (5.1) (smaller is better) for $f(\mathbf{A})$ with algebraic decay (5.2) with $n = 2000$ and $\kappa = 1000$. Values for which $qb > 1024$ were not computed. For reference, we also show the space obtained by Algorithm 2.3 as “simple”. Results are shown in Table 5.2 and Figure 5.3. From the table in particular, we make the following observations:

- Algorithm 4.1 used less than half as many matvecs as A-Hutch++ for $p = 2$. As the desired relative error decreased, our algorithm’s comparative advantage increased to nearly a factor of 7 for $p = 7$.
- Algorithm 4.1 used about 10 times as many vectors for deflation regardless of $\epsilon$. Even so, it required many fewer matvecs for the deflation step.
- Because Algorithm 4.1 used more vectors for deflation, it did not need nearly as many samples to estimate the remainder.

With the caveat that counting matvecs alone does not account for the cost of orthogonalizing and storing $\mathbf{Q}_{q+1}$, it is apparent that drawing the deflation vectors from a block Krylov space and taking advantage of that structure has the potential to greatly reduce the cost of trace estimation problems.

We also ran the same set of experiments using block sizes $b \in \{1, 4, 8\}$. Results are shown in Table 5.3 and Figure 5.4. Our algorithm (unsurprisingly) used fewer matvecs when the block size was smaller, although the difference became less pronounced for smaller error tolerances $\epsilon$. Smaller block sizes also tended to use fewer vectors for deflation. So at least to the extent that the number of matvecs is a reasonable proxy for the computational cost, we recommend using smaller block sizes over larger ones.

5.3.2. Log Determinant. For our second test case we estimated the log determinant $\text{tr}(\log(\mathbf{A}))$ of the matrix $\text{thermomech}_{\text{TC}}$, a $102158 \times 102158$ matrix with 711558 nonzero elements. We ran the adaptive algorithms to a relative error of $2^{-p}$ for $6 \leq p \leq 9$ with failure probability $\delta = 0.05$ and with 10 trials for each value of $p$. Matrix-vector products with $\log(\mathbf{A})$ were estimated using $n = 35$ steps of the Lanczos process, and the block-Lanczos routine in Algorithm 4.1 used block size $b = 2$. 
Table 5.2
Costs associated with estimating $\text{tr}(\exp(A))$ for the Roget’s Thesaurus graph. Values are the average over 100 trials rounded to the nearest integer.

| Algorithm 4.1 | A-Hutch++ |
|---------------|-----------|
| $p$ | $\text{cols}(\bar{Q}_{q+1})$ | $m$ | $\#\text{matvecs}$ | $\text{cols}(\bar{Q}_{q+1})$ | $m$ | $\#\text{matvecs}$ |
| 2 | 72 | 2 | $304 + 60 = 364$ | 3 | 5 | $208 + 160 = 368$ |
| 3 | 80 | 2 | $312 + 74 = 386$ | 5 | 8 | $278 + 253 = 531$ |
| 4 | 96 | 3 | $328 + 93 = 421$ | 6 | 14 | $390 + 408 = 798$ |
| 5 | 130 | 4 | $362 + 106 = 469$ | 10 | 20 | $609 + 586 = 1195$ |
| 6 | 174 | 4 | $406 + 118 = 524$ | 15 | 31 | $916 + 936 = 1851$ |
| 7 | 233 | 4 | $465 + 125 = 590$ | 24 | 45 | $1445 + 1354 = 2799$ |

Fig. 5.3. Costs associated with estimating $\text{tr}(\exp(A))$ for the Roget’s Thesaurus graph.

Table 5.3
Costs associated with estimating $\text{tr}(\exp(A))$ for the Roget’s Thesaurus graph with Algorithm 4.1 using different block sizes. The number of vectors used for deflation is $\text{cols}(\bar{Q}_{q+1}) = (q+1)b$. Values are the average over 100 trials rounded to the nearest integer.

| $p$ | $b = 1$ | $b = 4$ | $b = 8$ |
|-----|---------|---------|---------|
|     | $(q+1)b$ | $m$ | $\#\text{mv}$ | $(q+1)b$ | $m$ | $\#\text{mv}$ | $(q+1)b$ | $m$ | $\#\text{mv}$ |
| 2   | 23  | 3   | 140   | 44  | 2   | 230   | 72  | 2   | 364   |
| 3   | 36  | 3   | 163   | 56  | 3   | 261   | 81  | 2   | 386   |
| 4   | 51  | 4   | 202   | 73  | 4   | 298   | 96  | 3   | 421   |
| 5   | 92  | 4   | 253   | 113 | 4   | 342   | 130 | 4   | 469   |
| 6   | 124 | 5   | 316   | 157 | 4   | 398   | 174 | 4   | 523   |
| 7   | 160 | 7   | 408   | 216 | 4   | 465   | 233 | 4   | 589   |
The thermomech TC matrix is very well-conditioned with $\kappa(A) \approx 70$, so not many samples are needed to get an accurate estimate and the variance reduction step is not particularly useful. Consequently, Algorithm 4.1 and A-Hutch++ have very similar performance. Both terminate the variance reduction step almost immediately; the only difference is that the overhead cost is lower for our method.

### 5.3.3. Nuclear norm

For our final test case we estimated $\text{tr}(A^{1/2})$ of a synthetic $2500 \times 2500$ matrix $A = \text{diag}(1^{-c}, 2^{-c}, \ldots, 2500^{-c})$, with $c = 1.5$. We ran the adaptive algorithms to a relative error of $2^{-p}$ for $2 \leq p \leq 7$ with failure probability $\delta = 0.05$ and with 10 trials for each value of $p$. Matrix-vector products with $A^{1/2}$ were estimated using $n = 50$ steps of the Lanczos process, and the block-Lanczos routine in Algorithm 4.1 used block size $b = 2$.

Results are shown in Table 5.5 and Figure 5.6. The general pattern is similar to that of our experiments for the Roget’s Thesaurus graph in subsection 5.3.1: Algorithm 4.1 devoted more vectors to deflation (about 20 times as many as A-Hutch++) and fewer toward estimating the remainder. It was more efficient overall, and the
Fig. 5.5. Costs associated with estimating \(\text{tr}(\log(A))\) for thermomechTC.

Table 5.5
Costs associated with estimating \(\text{tr}(A^{1/2})\) for a synthetic matrix. Values are the average over 100 trials rounded to the nearest integer.

| \(p\) | \(\text{cols}(\bar{Q}_{q+1})\) | \(m\) | \# matvecs | \(\text{cols}(\bar{Q}_{q+1})\) | \(m\) | \# matvecs |
|---|---|---|---|---|---|---|
| 2  | 18 | 3 | 116 + 150 = 266 | 3 | 4 | 300 + 216 = 516 |
| 3  | 37 | 4 | 135 + 200 = 335 | 3 | 8 | 300 + 419 = 719 |
| 4  | 82 | 6 | 180 + 300 = 479 | 4 | 19 | 360 + 962 = 1322 |
| 5  | 162 | 10 | 260 + 488 = 747 | 7 | 46 | 726 + 2286 = 3012 |
| 6  | 320 | 17 | 418 + 852 = 1270 | 18 | 102 | 1801 + 5080 = 6881 |
| 7  | 816 | 26 | 914 + 1286 = 2199 | 44 | 232 | 4354 + 11587 = 15941 |

Improvement increased from about a factor of 2 for \(p = 2\) to a factor of 7 for \(p = 7\).

6. Proofs. In this section, we provide proofs of the theoretical results stated above.

Proof of Lemma 2.1. Note that \(\bar{Q}_q\bar{Q}_q^T\) is the orthogonal projector onto \(K_q(A, Z)\), and for any \(j \leq q - 1\), \(A^jZ \in K_q(A, Z)\). Thus, for any \(k \leq q - 1\),

\[
A^kZ = \bar{Q}_q\bar{Q}_q^T A^k Z = \bar{Q}_q\bar{Q}_q^T A \bar{Q}_q \bar{Q}_q^T A^{k-1} Z \\
= \bar{Q}_q\bar{Q}_q^T A \bar{Q}_q \bar{Q}_q^T A \bar{Q}_q \bar{Q}_q^T A^{k-1} Z \\
= \bar{Q}_q\bar{Q}_q^T A \bar{Q}_q \bar{Q}_q^T A \bar{Q}_q \bar{Q}_q^T A \bar{Q}_q \bar{Q}_q^T A \bar{Q}_q \bar{Q}_q^T \cdots \bar{Q}_q\bar{Q}_q^T Z.
\]

From (2.5) and the orthogonality of \(\bar{Q}_{q+1}\), we have that \(\bar{Q}_q^T A \bar{Q}_q = T_q\). Thus since \(\bar{Q}_q^T Z = E_1 R_1\), we find

\[
A^j Z = \bar{Q}_q [T_q^j]_{1:1} R_1.
\]

By linearity, (2.6) is exact for any \(f\) a polynomial of degree up to \(q - 1\).
As for (2.7), let \( k \leq 2q - 1 \) be partitioned as \( k = 2j + \ell \), where \( j \leq q - 1 \) and \( \ell \in \{0, 1\} \). Recalling that \( \tilde{Q}_q^t A \tilde{Q}_q = T_q \), the previous result implies that

\[
Z^t A^k Z = (A^t Z)^t A^\ell (A^t Z) = (T_q^t E_1 R_1)^t A^\ell (T_q^t E_1 R_1)
\]

\[
= (T_q^t E_1 R_1)^t (\tilde{Q}_q^t A^j \tilde{Q}_q)(T_q^t E_1 R_1)
\]

\[
= R_1^t E_1^t (T_q^t)^{2j+\ell} E_1 R_1.
\]

Again, by linearity, (2.7) is exact for any \( f \) a polynomial of degree up to \( 2q - 1 \).

**Proof of Lemma 2.2.** Given \( A \) and \( Z \), define for convenience

\[
lan_q(f) \equiv \tilde{Q}_q [f(T_q)]_{1:b} R_1
\]

as the approximation (2.6) to \( f(A)Z \). Let \( p \) be any polynomial with \( \deg(p) \leq q - 1 \). Then from the first part of Lemma 2.1, the equality \( \|R_1\| = \|Z\| \), and the fact that the eigenvalues of \( T_q \) interlace those of \( A \), it holds that

\[
\|f(A)Z - lan_q(f)\|_2 \leq \|f(A)Z - p(A)Z\|_2 + \|lan_q(p) - lan_q(f)\|_2
\]

\[
\leq \|Z\|_2 \left( \|f(A) - p(A)\|_2 + \|f(T_q) - p(T_q)\|_2 \right)
\]

\[
= \|Z\|_2 \left( \max_{x \in \Lambda(A)} |f(x) - p(x)| + \max_{x \in \Lambda(T_q)} |f(x) - p(x)| \right)
\]

\[
\leq 2\|Z\|_2 \max_{x \in [\lambda_{\min}, \lambda_{\max}]} |f(x) - p(x)|.
\]

The first result follows by optimizing over polynomials \( p \). The second result is proved in a similar fashion using the second part of Lemma 2.1.
Proof of Lemma 2.3. By the triangle inequality and basic properties of the Frobenius norm,
\[
\|P_Q f(A) P_Q - P_V f(A) P_V\|_F \leq \|P_Q f(A) P_Q - P_Q f(A) P_V\|_F
\]
\[
+ \|P_Q f(A) P_V - P_V f(A) P_V\|_F
\]
\[
\leq 2\|f(A)\|_2 \|P_Q - P_V\|_F.
\]
Using the assumption that \(V\) and \(Q\) are of equal rank, [51, Theorems 2.3, 2.4] assert that
\[
\|P_Q - P_V\|_2 \leq \|f(A)\|_2 \|P_Q - P_V\|_F \leq \|f(A)\|_2 \|P_Q - P_V\|_2.
\]
Since \(f(A)\) is square, \(\sigma_{\min}(f(A)) \geq \sigma_{\min}(\Omega) \sigma_{\min}(f(A))\). Thus,
\[
\|f(A)\|_2 = \|\sigma_{\min}(f(A)) \sigma_{\min}(\Omega)^{-1} \leq \sigma_{\min}(\Omega)^{-1} \sigma_{\min}(f(A))^{-1}.
\]
Using this and the fact that \(\text{rank}(P_Q - P_V) \leq 2b\),
\[
\|P_Q f(A) P_Q - P_V f(A) P_V\|_F \leq 2\|f(A)\|_2 \|P_Q - P_V\|_F
\]
\[
\leq 2\sqrt{2b} \|f(A)\|_2 \|P_Q - P_V\|_2
\]
\[
\leq 2\sqrt{2b} \|f(A)\|_2 \|f(A)\|_2 \|f(A)\|_2 \|f(A)\|_2 \|P_Q - P_V\|_2
\]
\[
\leq 2\sqrt{2b} \|P_Q - P_V\|_F \|f(A)\|_2 \|f(A)\|_2 \|f(A)\|_2 \|P_Q - P_V\|_2
\]
\[
\leq 2\sqrt{2b} \sigma_{\max}(f(A)) \sigma_{\max}(\Omega) \sigma_{\min}(f(A)) \|P_Q - P_V\|_F \|f(A)\|_2 \|f(A)\|_2 \|f(A)\|_2 \|P_Q - P_V\|_2
\]
\[
\leq 2\sqrt{2b} \sigma_{\max}(f(A)) \sigma_{\max}(\Omega) \rho \Delta.
\]

Proof of Lemma 3.1. The proof is essentially identical to the proof of Lemma 2.1 after relabeling \(Q_q \rightarrow Q_{q+n+1}\), \(Z \rightarrow Q_q\), and \(q \rightarrow n\). Since \(Q_q\) has orthogonal columns, the analogue of \(R_t\) from Lemma 2.1 is just the identity.

Proof of Theorem 3.2. Define
\[
est = \text{tr}(\hat{Q}^T f(A) \hat{Q}) + \frac{d - \hat{b}}{m} \sum_{i=1}^{m} \frac{\hat{y}_i^T f(A) \hat{y}_i}{\hat{y}_i \hat{y}_i^T},
\]
Recall that \(\hat{y}_i = (I - \hat{Q} \hat{Q}^T) \psi_i\), where \(\psi_i\) is a Gaussian vector, so \(\hat{y}_i / \|\hat{y}_i\|_2\) has a uniform distribution on the unit hypersphere defined on the complement of the column span of \(\hat{Q}\) which has dimension \(d - \hat{b}\). Thus \(E[\nest] = \text{tr}(f(A))\), and by the law of total variance and the variance formula for trace estimation using random vectors from the real hypersphere given in [21],
\[
\mathbb{V}[\nest] = \mathbb{E}[\mathbb{V}[\nest|\Omega]] + \mathbb{V}[\mathbb{E}[\nest|\Omega]]
\]
\[
= \mathbb{E}\left[\frac{2(d - \hat{b})}{m(d - \hat{b} + 2)} \left(\|F\|_F^2 - \frac{\text{tr}(F)^2}{d - \hat{b}}\right)\right] + \mathbb{V}[\text{tr}(f(A))]
\]
\[
= \frac{2(d - \hat{b})}{m(d - \hat{b} + 2)} \left(\mathbb{E}[\|F\|_F^2] - \frac{\mathbb{E}[\text{tr}(F)^2]}{d - \hat{b}}\right).
\]
Algorithms 2.3 and 3.1 compute the quantities
\[
t_{\text{defl}} = \text{tr}\left([f(T_{q+n})]_{1:3,1:1}\right), \quad t_{\text{rem}} = \frac{d - \hat{b}}{m} \sum_{i=1}^{m} [f(T^{(i)}_n)]_{1,1},
\]
which respectively approximate the first and second terms of \( \text{est} \). Since \( \hat{Q} \) has orthonormal columns, \( \|\hat{Q}\|_2^2 = 1 \). Thus, by the definition of \( \Delta \),
\[
\left\| \hat{Q}^T f(A) \hat{Q} - [f(T_{q+n})]_{1:b,1:b} \right\|_2 \leq \Delta, \quad \left| \frac{y_i^T f(A) y_i}{y_i^T y_i} - [f(T_n^{(i)})]_{1,1} \right| \leq \Delta.
\]
Using the fact that \( |\text{tr}(E)| \leq \hat{b} \|E\|_2 \) for any \( E \in \mathbb{R}^{\hat{b} \times \hat{b}} \),
\[
|\text{est} - (t_{\text{defl}} + t_{\text{rem}})| \leq \hat{b} \Delta + (d - \hat{b}) \Delta = d \Delta.
\]
Taking expected values gives the bound for the expectation.

We can bound the variance by
\[
\mathbb{V}[t_{\text{defl}} + t_{\text{rem}}] \leq \left( \sqrt{\mathbb{V}[\text{est}]} + \sqrt{\mathbb{V}[\text{est} - (t_{\text{defl}} + t_{\text{rem}})]} \right)^2.
\]
Since \( \mathbb{V}[\text{est} - (t_{\text{defl}} + t_{\text{rem}})] \leq \mathbb{E}[|\text{est} - (t_{\text{defl}} + t_{\text{rem}})|^2] \leq \mathbb{E}[(d \Delta)^2] = d^2 \mathbb{E}[\Delta^2] \), we get the variance bound.

Finally, if the same \( \Omega \) is used in both algorithms, the column span of \( \hat{Q} \) is that of \( \overline{Q}[f(T_{q})]_{1:1:1} \mathbb{R}_1 \), which is clearly contained in \( \overline{Q}_{q+1} \). Thus, \( P_{Q_q} = P_{Q_{q+1}}P_{\overline{Q}} \), so basic properties of the Frobenius norm, and the fact that \( \|P_{Q_{q+1}}\|_2 \leq 1 \), imply that
\[
\|P_{Q_{q+1}} f(A) P_{Q_{q+1}} \|_F = \|P_{Q_{q+1}} P_{Q} f(A) P_{Q} P_{Q_{q+1}} \|_F \leq \|P_{Q} f(A) P_{Q} \|_F.
\]
Taking expectations on both sides preserves this inequality.

7. Conclusions and future work. From our analysis and experiments it is clear that exploiting the structure of block Krylov subspaces can significantly reduce the number of matrix-vector products required for randomized trace estimation. The effect on the computational time is less clear, and depends both on the cost of maintaining the orthonormal basis \( \overline{Q} \) and on how efficiently matvecs with \( A \) can be computed in parallel. A high-quality practical implementation for large-scale problems will likely require further study in order to more effectively balance the true costs of the algorithm. For such a setting, we believe that the restarted variant (Algorithm 4.2), in particular, merits further study.

It is also worth considering the role of the approximation degree \( n \) in further detail. For example, if the deflation step has proved useful and significantly reduced the Frobenius norm of the remainder, then it may be possible to estimate the trace of the remainder using a smaller value of \( n \). We are not aware of any formal results on this topic. Informally, the paper [28] proposes a trace estimator that uses multiple different degrees \( n \), and in doing so hedges against overestimating \( n \).
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